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Abstract
In the present days, people expectations for ubiquitous connectivity is continuously growing.
Modern cities are now moving towards the smart city paradigm. Electricity companies aims
to become part of smart grids. Internet is no longer exclusive for humans, we now assume
the Internet of everything. Under these premises, we consider that Wireless Mesh Network
(WMN) technology has a set of valuable features (self-forming, self-configuration, robustness,
resilience, self-healing, easy deployment and maintenance, among others) that will make it an
important part of such challenging environments. Besides, WMNs can be use in less favored
and rural areas thanks to their comparatively low-cost deployment. This is socially relevant
since it facilitates the digital divide reduction and as consequence could help to improve the
population quality of life. Research and industrial communities have been working these last
years in open or proprietary mesh solutions. Standardization efforts and real deployments
establish a solid starting point.
Within this framework, it is expected that WMNs constitute a supporting part for the
emergence of an unlimited number of new applications and services from a variety of fields:
community and neighborhood networking, intelligent transportation systems, health and
medical systems, public safety and surveillance, disaster management and rescue operations,
advanced metering, etc. For all these cases, the growing needs of users for real-time and
multimedia information is currently evident. On the basis of these precedents, this thesis
proposes a set of contributions to improve the performance of an application service of such
type and to promote the better use of two critical resources (memory and energy) of WMNs.
In particular, for the offered service, this work focuses on a Video on Demand (VoD) system.
One of the requirements of this system is the high capacity support. This is mainly achieved by
distributing the video contents among various distribution points which in turn consist of several
video servers. Each client request that arrives to such video server cluster must be handled
by a specific server in a way that the load is balanced. For such task, this thesis proposes a
mechanism to appropriately select a specific video server such that the transfer time at the
cluster could be minimized. The proposal takes into account possible heterogeneous systems
and it is scalable and easy to implement.
On the other hand, mesh routers that creates the mesh backbone, in the most practical
situations, are equipped with multiple interfaces from different technologies and channel types
(dedicated and shared). For such devices, a very important resource is the amount of memory
intended for buffers. The quality of service perceived by the users are largely affected by the
size of such buffers. This is because important network performance parameters such as packet
loss probability, delay, and channel utilization are highly affected by the buffer sizes. Therefore,
an efficient use of memory for buffering, in addition to facilitate the mesh devices scalability,
also prevents the problems associated with excessively large buffers. Most of the current works
associate the buffer sizing problem with the dynamics of TCP congestion control mechanism.
Since this work focuses on real time services, in which the use of TCP is unfeasible, this thesis
proposes a dynamic buffer sizing mechanism mainly dedicated for such real time flows. The
approach is based on the maximum entropy principle and allows that each device be able
to dynamically self-configure its buffers to achieve more efficient memory utilization. At the
same time, the maximum admissible packet loss probability must be guaranteed. The proper
performance of the proposal has been extensively evaluated in wired and wireless interfaces.
Classical infrastructure-based wireless and multi-hop mesh interfaces have been considered.
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Simulation results for different scenarios, traffic load conditions, channel considerations, etc.
confirm the benefits of the proposed approach.
Finally, when the WMN is built by the interconnection of end-user hand-held devices, energy
is a limited and scarce resource, and therefore any approach to optimize its use is valuable.
For this case, this thesis proposes a topology control mechanism based on centrality metrics
from social network analysis. The main idea is that, instead of having all the user devices
executing routing functionalities, just a subset of nodes are selected for this task. To this end,
we evaluate different centrality metrics, form both centralized and distributed perspectives.
In addition to the commonly used random mobility models we include the analysis of the
proposal with a socially-aware mobility model which takes into account human behavior and
social information and generates networks with a clear community structure. Experimental
results show the effectiveness of our mechanism since the energy consumption is considerably
reduced without compromising the overall network performance.
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Resumen
En la actualidad, las expectativas de las personas para acceder a una conectividad ubicua esta´n
creciendo continuamente. Las ciudades modernas esta´n trabajando para alcanzar el paradigma
de ciudades inteligentes. Las compan˜´ıas ele´ctricas tienen como meta el llegar a ser parte
de redes ele´ctricas inteligentes. Internet ha dejado de ser exclusivo de las personas y ahora
asumimos el Internet de todo. Bajo estas premisas, se considera que las redes inala´mbricas de
malla (WMNs) poseen un valioso conjunto caracter´ısticas (auto-creacio´n, auto-configuracio´n,
robustez, fa´cil despliegue y mantenimiento, flexibilidad, entre otras) que las hara´n una parte
importante de dichos entornos tan desafiantes. Adema´s, las WMNs pueden utilizarse en zonas
rurales y menos favorecidas debido a su despliegue comparativamente ma´s econo´mico. Esto
es socialmente relevante ya que facilita la reduccio´n de la brecha digital y como consecuencia
puede ayudar a mejorar la calidad de vida de la poblacio´n. En estos u´ltimos an˜os, centros
de investigacio´n y sectores industriales han estado trabajando en soluciones de redes de malla
abiertas o propietarias. Los esfuerzos de estandarizacio´n y los despliegues de redes reales
establecen un punto de partida so´lido.
En este marco de referencia, se espera que las WMNs den soporte a la aparicio´n de un
nu´mero importante de nuevas aplicaciones y servicios, de una variedad de campos: redes de
vecindario y comunitarias, sistemas de transporte inteligente, sistemas me´dicos y de salud,
seguridad y vigilancia pu´blica, operaciones de rescate y de emergencia, etc. En todos
estos casos, es evidente la necesidad cada vez mayor que tienen los usuarios de disponer de
informacio´n multimedia y en tiempo real. En base a estos precedentes, esta tesis propone
un conjunto de contribuciones para mejorar el funcionamiento de un servicio de este tipo y
promover un uso eficiente de dos recursos cr´ıticos de las WMN: memoria y energ´ıa.
En particular, para el servicio ofrecido, este trabajo se centra en un sistema de video bajo
demanda. Uno de los requerimientos de estos sistemas es el de soportar capacidades elevadas.
Esto se consigue principalmente, distribuyendo los contenidos de video entre diferentes puntos
de distribucio´n, los cuales a su vez esta´n formados por varios servidores. Cada solicitud de un
cliente que llega a dicho conjunto de servidores debe ser manejada por un servidor espec´ıfico,
de tal forma que la carga sea balanceada. Para esta tarea, esta tesis propone un mecanismo que
selecciona apropiadamente un servidor de manera que el tiempo de transferencia del sistema
pueda ser minimizado. La propuesta toma en cuenta la posible heterogeneidad del sistema y
es escalable y fa´cil de implementar.
Por otra parte, en los casos ma´s pra´cticos, los enrutadores de malla que crean la red troncal
esta´n equipados con mu´ltiples interfaces de diferentes tecnolog´ıas y tipos de canal (dedicados
y compartidos). Un recurso muy importante para estos dispositivos es la cantidad de memoria
destinada a las colas de transmisio´n. La calidad de servicio percibida por los usuarios esta´
altamente influenciada por el taman˜o de dichas colas. Esto es debido a que para´metros
importantes del rendimiento de la red como la probabilidad de pe´rdida de paquetes, el retardo,
y la utilizacio´n del canal se ven muy afectados por el taman˜o de las colas. Por lo tanto, un
uso eficiente de la memoria de las colas, a ma´s de facilitar la escalabilidad de los equipos,
tambie´n previene de los problemas asociados a colas excesivamente largas. La mayor´ıa de los
trabajos actuales asocian el problema de dimensionamiento de las colas con la dina´mica del
mecanismo de control de congestio´n del TCP. Debido a que este trabajo se enfoca en servicios
en tiempo real, en los cuales no es factible usar TCP, esta tesis propone un mecanismo de
dimensionamiento dina´mico de colas dedicado principalmente a dichos flujos en tiempo real.
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La propuesta esta´ basada en el principio de ma´xima entrop´ıa y permite que los dispositivos sean
capaces de auto-configurar sus colas y as´ı lograr un uso ma´s eficiente de la memoria. Al mismo
tiempo, debe garantizarse un valor ma´ximo para la probabilidad de pe´rdida de paquetes. El
funcionamiento adecuado de la propuesta ha sido evaluado extensamente en interfaces cableadas
e inala´mbricas. Se han considerado redes inala´mbricas cla´sicas basadas en infraestructura y
redes de malla multi-salto. Los resultados de simulacio´n para diferentes escenarios, condiciones
de tra´fico, consideraciones de canal, etc. confirman los beneficios de la propuesta.
Finalmente, cuando la WMN se construye a trave´s de la interconexio´n de los dispositivos
porta´tiles de los usuarios, la energ´ıa es un recurso limitado y escaso, y por tanto cualquier
propuesta para optimizar su uso es muy valorada. Para estos casos, esta tesis propone un
mecanismo de control de topolog´ıa basado en me´tricas de centralidad provenientes del ana´lisis
de redes sociales. La idea principal es que en lugar de que todos los dispositivos realicen
funciones de enrutamiento, solo un subconjunto de nodos es seleccionado para esta tarea. Para
esto, se evalu´an diferentes me´tricas de centralidad, desde una perspectiva centralizada y otra
distribuida. A ma´s de los modelos de movilidad aleatorios, comu´nmente utilizados, se incluye
el ana´lisis de la propuesta con modelos de movilidad que toman en cuenta el comportamiento
humano y la informacio´n social y como resultado generan redes con una clara estructura de
comunidades. Los resultados de los experimentos muestran la efectividad del mecanismo ya
que el consumo de energ´ıa se reduce considerablemente sin comprometer el rendimiento global
de la red.
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Chapter 1
Introduction
Smart environments, smart devices, smart interaction, computing anytime and anywhere
. . . , the accelerated development of information technologies and mobile devices results in
people and/or “things” increasingly dependent on the on-line services offered through private
(intranets) or public (Internet) networks. In such scenario, Wireless Mesh Networks (WMNs)
have evolved as a cost effective possible solution for the uninterrupted access of users to
networking facilities. Valued features like robustness, reliability, resilience, easy deployment
and maintenance, self-forming and self-configuration, make WMNs an important alternative to
achieve an always-on connectivity.
Besides, WMNs allow the interconnection of the existing networks technologies such as
Internet, wireless local area networks, cellular networks, metropolitan area networks, vehicular
networks, sensor networks, and personal and body area networks [1]. As a consequence, a wide
variety of potential applications arise:
• Broadband home and neighborhood networking. For instance, community networks
can be used to reduce the digital divide [2], and promote not only low cost Internet
connectivity but also have a more private and neutral communication network [3, 4, 5].
• Support to intelligent transportation systems, mainly as backhaul of vehicular net-
works [6, 7, 8].
• Building automation and interconnection of home area networks with smart grid
communications [9, 10, 11].
• Public safety, security surveillance, disaster management and rescue operations [12, 13,
14].
• Multimedia and real time services [15, 16, 17].
• Health and medical systems.
Actually, there are a lot of ongoing projects on wireless mesh networks in universities,
research labs, and industry. Some remarkable reported academic research WMN testbeds are
the following:
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• MIT Roofnet from the Massachusetts Institute of Technology which consist of 37 mesh
nodes distributed over an urban segment of Cambridge, Massachusetts with an area of
around 4 km2 [18, 19, 20].
• VMesh wireless network at University of Thessaly, Volos, Greece [21].
• UCSB MeshNet from the University of California at Santa Barbara consisting of 30 indoor
nodes covering several floors inside a building [22].
• Berlin Roofnet (BRN) from the Humboldt University, an experimental IEEE 802.11 based
mesh network with around 50 indoor nodes to mainly provide Internet access and VoIP
services [23].
• Wray WMN deployed by researchers of Lancaster University in the Wray village located
close to the campus in northwest England [2].
• ReMesh 9-nodes mesh network deployed at the Fluminense Federal University campus in
the city of Nitero´i, Brazil. [24].
• Quail Ridge Wireless Mesh Network (QuRiNet) is a 35-nodes wireless mesh testbed for
ecological and environmental research. It was deployed by the University of Carolina in
the Quail Ridge natural reserve [25].
• Heraklion metropolitan WMN that covers an area of around 60 km2 with 16 multi-radio
mesh nodes in the City of Heraklion, Crete [26].
• BilMesh, an indoor 802.11 b/g mesh networking testbed from Bilkent University of
Turkey [27].
As industry and commercial examples it can be mentioned:
• The Google WiFi network which consists of over 500 outdoor mesh nodes deployed in
Mountain View, CA and provides free public access to the networking facilities [28].
• The Mesh Connectivity Layer (MCL), an ad-hoc routing and link quality measurement
module developed by Microsoft researchers [29, 30].
• The Cisco enterprise wireless mesh solution [31].
• The recently discontinued Mad City Broadband commercial wireless mesh network
(MadMesh) which consist on around 250 distributed in Madison, Wisconsin [32].
• The ABB Tropos wireless mesh network communication solutions [33, 34] able to work
in extreme environmental conditions.
• The Motorola mesh wide area networks solutions [35].
• The Aruba AirMesh multiservice mesh networks [36].
There are also some real and operational implementations examples of WMNs which are mainly
promoted by city councils or non-profit citizen communities:
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• Barcelona WiFi-Mesh network deployed by the Barcelona City Council as part of the
Smart City project. This project aims to achieve the smart management of all the
municipal services operating in the city, including the traffic, security cameras, parking
meters, bollards that give access to streets, police’s PDAs, and citizens Internet access.
• Guifi.net is an open free and neutral large-scale community mesh network originated in a
rural area of Catalonia Spain, currently consisting of 26537 operative nodes [37, 38, 39].
• FunkFeuer Net is a free, experimental network deployed in Viena, Austria [40].
• Athens Wireless Metropolitan Network (AWMN) [41].
• These last tree community networks and other efforts are currently integrated and
extended by the Community-Lab European integration project [42, 43, 44].
Basically, a WMN is a multi-hop wireless network composed by mesh routers as the core
nodes that provide radio mesh connectivity to commonly mobile and energy constrained mesh
clients. Generally, the mesh routers have limited mobility, multiple wireless interfaces and
do not suffer of energy constraint problems. Their main function is to forward the client
packets to gateways which have an Internet connection in a multi-hop manner. The WMNs
architecture has been classified into three main groups [1]. First, infrastructure meshing,
in which the static mesh routers form an infrastructure, providing backbone to traditional
clients, and allowing different network technologies integration. Second, client meshing in
which client nodes simultaneously provide end user applications and routing functionalities.
The lack of infrastructure and high mobility at clients level brings as consequence one of the
most challenging tasks that is to select the most appropriate routing algorithms, protocols, and
metrics that overcome the high variable network conditions with respect to traffic and topology.
Finally, the Hybrid WMNs (Fig. 1.1) is a combination of infrastructure and client meshing and
probably the most applicable and interesting architecture. In this type, the infrastructure
allows multiple technologies interconnection while the client meshing increases the coverage
area and reliability.
On the other hand, real time and multimedia services such as VoIP, videoconferencing,
video streaming, on-line gaming, IPTV, and video on demand (VoD), are becoming the most
demanding applications by the Internet users. Then, due to the increasing computing capacity
of mobile devices, the growing availability of wireless channel bandwidth, and the meaningful
progress in WMN technology, it is expected that current wireless mesh networks support this
kind of services and applications. In general, this real time and multimedia services present
demanding requirements for end-to-end delay and packet loss ratio. For instance, in video-
conference services, the end-to-end delay is directly associated with the human perception
of interaction and so with the end user level of satisfaction about the service. In turn, VoD
services, besides delay and loss ratio needs, exhibit high bandwidth requirements that must also
be considered. This thesis mainly focuses on real time services in which the information must
be consumed at the same time that it is generated. Therefore, connection-oriented protocols
like TCP are unfeasible and hence UDP is the preferred transport protocol to be used.
Despite of the large amount of research in WMN and real time multimedia services, there
are still open and challenging issues regarding, to name a few, load balancing, efficient resource
management and scalability, which motivate this thesis.
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Figure 1.1: WMN general architecture.
1.1 Objectives
The current impact of real time services and WMN technology encourage us to study and make
a contribution to each of the main components of an hybrid WMN architecture providing real
time services (Fig. 1.1). Thus, the main objective of this dissertation consists of two parts. The
first is devoted to improve the performance of an application service, while the second aims
to promote the efficient management of two critical network resources which are memory and
energy. These goals are more precisely described as follows:
• Application service. For the offered service this thesis focuses on a VoD system. Due to
scalability and capacity issues, in most of the practical situations, the video distribution
points consist of a set of video servers grouped into clusters. With this consideration in
mind, we aim to propose a mechanism to appropriately select a video server such that
the transfer time at the cluster could be minimized.
• Infrastructure meshing. In most real cases, infrastructure mesh routes are equipped
with multiple interfaces from a variety of technologies and from both wired and wireless
channels. In this case, the memory resources intended for buffers are of paramount
importance. Fundamental network performance parameters such as the packet loss
probability, end-to-end delay, utilization of transmission channels, etc., are highly
influenced by the buffer size of network interface cards. These parameters directly affect
the Quality of Service (QoS) perceived by end users. A dynamic buffer sizing method
can provide optimal memory allocation, and also helps to prevent exaggerated delays
and other problems associated with excessively large buffers. The aim in this case is
therefore, to propose and evaluate a dynamic buffer sizing mechanism that allows an
efficient memory utilization of multiple-interface mesh routers. This way, mesh devices
must be able to autonomously self-configure their interface buffers.
It is worth to mention that, although the main target are mesh routers from the
infrastructure case, this mechanism would be also valuable for client meshing devices
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with memory-constrained resources.
• Client meshing. The increasing availability of smart devices, embedded with a big
amount of sensors, make that we focus our attention to client WMN built by the
interconnection of user hand-held devices. The energy resource is one of the major
concern of this kind of devices. The purpose at this point is, accordingly, to propose
and evaluate a topology control mechanism to reduce the energy consumption of these
devices without affecting the overall network performance.
The methodology to fulfill these objectives is based on the use of analytical models whenever
possible and their verification with well-known network simulators.
1.2 Summary of Contributions
This section summarizes the major contributions of this thesis:
• In the context of a VoD system, this thesis makes an analysis of the statistical properties of
multiplexed sequences of real video traces. The analysis of transmission and transfer times
are also included. On this basis, for a cluster of video servers we propose a server selection
mechanism that minimizes the average packet transfer time. Besides, the proposal is
scalable and easy to implement.
• For a better use of the memory resources intended for buffering, we propose a
straightforward method to dynamically adapt the buffer size of network devices. The
mechanism is based on the maximum entropy principle and requires parameters which
could be effortless measured by each device. The starting point is an easy to follow
approximation to the solution of the G/G/1 and G/G/1/K queues via maximum entropy
and its application to the dynamic buffer sizing problem. Extensive simulations and
numerical results verifies the utility of the proposal for dedicated channels and wired
interfaces. The analysis of the input parameter requirements, and the inclusion of
additional measures to minimize the introduced mechanism overload is also covered.
Traffic differentiation is a key aspect that has been included in this analysis. Once
the effectiveness of the proposal was verified for dedicated channels, we extend the
buffer sizing method to wireless devices working over shared channels. The algorithm
implementation on well-know network simulators allows the validation of the method for
both, traditional infrastructure-based wireless interfaces and multi-hop mesh interfaces.
Different scenarios, traffic load conditions, channel considerations, etc., have been used to
confirm the proper performance of the buffer sizing approach. The definition of a metric
to quantify the memory utilization efficiency and its respective evaluation is also included.
Finally, it has been made evident the advantages of multiple-interface devices when they
are equipped with the ability of efficient memory management and self-configuration of
their buffers.
• To reduce the energy consumption of client meshing devices, this thesis proposes a
topology control mechanism based on centrality metrics from social network analysis.
Different centrality measures have been evaluated, from both centralized and distributed
perspectives. In addition to commonly used random mobility models, we include the
analysis of socially-aware mobility models which take into account the human behavior
5
Chapter 1. Introduction
and social relationships. Details of a practical implementation are also specified.
The effectiveness of the approach has been verified by the assessment of the network
performance using extensive simulations under different operation modes and set-up
conditions.
1.3 Resulting Publications
Most of the contents of this dissertation have been published in the following journals and
conferences:
JCR Journal Publications:
• L. J. de la Cruz Llopis, A. Va´zquez-Rodas, M. Aguilar Igartua, E. Sanvicente Gargallo,
“Load splitting in clusters of video servers”, Computer Communications, vol. 35, no. 8,
pp. 993 – 1003, 2012. [45].
• A. Va´zquez-Rodas, L. J. de la Cruz Llopis, M. Aguilar Igartua, E. Sanvicente
Gargallo, “Dynamic buffer sizing for wireless devices via maximum entropy”, Computer
Communications, vol. 44, no. 8, pp. 44 – 58, 2014. [46].
• A. Va´zquez-Rodas, L. J. de la Cruz Llopis, “A centrality-based topology control protocol
for wireless mesh networks”, Ad Hoc Networks, vol. 24, Part B, pp. 34 – 54, 2015. [47].
Latindex Journal Publication:
• R. Rumipamba, A. Va´zquez-Rodas, L. J. de la Cruz Llopis, E. Sanvicente Gargallo,
“Dynamic Buffer Size Allocation in Wireless Mesh Networks for Non-Elastic Traffic”,
Revista Polite´cnica, vol. 34, no. 2, pp. 17 – 26, 2014. [48].
Refereed Conferences:
• A. Va´zquez-Rodas, L. J. de la Cruz Llopis, “Topology control for wireless mesh networks
based on centrality metrics”, in Proceedings of the 10th ACM Symposium on Performance
Evaluation of Wireless Ad Hoc, Sensor, and Ubiquitous Networks, PE-WASUN ’13, New
York, NY, USA: ACM, 2013, pp. 25–32. [49].
• A. Va´zquez-Rodas, L. J. de la Cruz Llopis, M. Aguilar Igartua, E. Sanvicente Gargallo,
“Dimensionado dina´mico de buffers para flujos de tra´fico diferenciados no ela´sticos”, in
Proc. XI Jornadas de Ingenier´ıa Telema´tica (JITEL 2013), pp. 213 – 220, 2013. [50].
Additionally, it is worth to mention some publications which are not included in this
dissertation. They are the result of a collaborative work with the department colleagues and
are related with the second and third contributions respectively:
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Collaborative Refereed Conferences:
• L. Urquiza-Aguiar, A. Va´zquez-Rodas, C. Tripp-Barba, M. Aguilar, L. J. de la Cruz
Llopis, E. Sanvicente, “MAX-MIN based buffer allocation for VANETs”, in Wireless
Vehicular Communications (WiVeC), 2014 IEEE 6th International Symposium on, pp.
1–5, Sept. 2014 [51].
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1.4 Outline of this Thesis
This thesis is organized as follows. Chapter 2 provides the background for wireless mesh
networks technology and its most important protocols. The next chapters (from 3 to 5)
presents, respectively, the three previously described contributions and all of them includes
the corresponding state of the art review for each case. The organization details of these
chapters is shown in the following.
Chapter 3 presents, for a VoD service, a mechanism to appropriately select a server from
a clusters of video servers. To explain this mechanism, this chapter includes a study of video
traffic generation and the analysis of the packet transmission and transfer times. The validation
of the proposal by means of simulations and the details of a practical implementation is also
included.
Chapter 4 focuses on the dynamic buffer sizing contribution to improve the memory
utilization efficiency of network devices. After the state of the art review, this chapter presents
the approximation to the solution of the G/G/1 and G/G/1/K queues via maximum entropy
and its application to the buffer sizing problem. This chapter continues with an extensive
analysis and validation of the proposal for dedicated channels, which includes: the traffic load
description, the input parameters considerations, the analysis of the overload introduced by the
mechanism and the adopted solution to reduce it, and the service differentiation considerations.
The second part of this chapter is dedicated to wireless interfaces, including the method
extension considerations, and the results for the comprehensive simulation-based evaluation.
This last includes different scenarios for both traditional WLAN and mesh interfaces, diverse
traffic load and channel conditions, the definition of a metric to quantify the memory utilization
efficiency and its evaluation, and the multi-interface devices assessment.
Chapter 5 is devoted to the improvement of the energy efficiency of client WMNs by means
of a topology control approach. In addition to the state of the art review, this chapter provides a
background on centrality metrics from social network analysis. The presented proposal consists
of a centralized and a distributed version. For this last, the practical implementation details
are included. This chapter also provides the experimental results of the performance evaluation
for different operation modes and for several metrics. In addition to random networks, the last
part of this chapter covers the new trends in human mobility models, the resulting community-
structured networks, and its implications for the topology control approach.
Finally, Chapter 6 summarizes the main conclusions of this dissertation and depicts the
possible improvements and future lines of work.
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Chapter 2
Background on Wireless Mesh
Networks
This chapter makes a review of the main features of wireless mesh network technology.
Specifically, the standardized IEEE 802.11 mesh networking technology and protocols are
covered.
2.1 Wireless Mesh Networks main features
WMNs are self-forming multi-hop networks mainly devoted to provide ubiquitous and wireless
connectivity to mesh clients through a set of commonly multiple-interface mesh routers.
On its more practical hybrid architecture (Fig. 1.1) WMNs consist of fixed and mobile
nodes. The fixed mesh routers, generally powerful devices equipped with more than one radio
interfaces, create a resilient backbone to provide Internet access and interoperability with any
other network technology. A especial gateway functionality must be included in one or more
mesh router(s) for such external interconnection.
In turn, mesh clients are commonly mobile and resource constrained devices that could
provide, in addition to end user interface, routing and forwarding capabilities. The main
objective of client meshing is to dynamically extend the coverage of the mesh backbone.
The fast, simple and cost-effective deployment is one of the main features of WMNs. This is
possible thanks to the self-organizing and self-configuring capabilities, which in addition allow
the network growth without considerable effort. The mesh nodes must automatically detect
their peers and establish the network connectivity in an unsupervised manner. Besides, the
WMN must be robust enough to cope with network topology dynamism, node failures, poor
channel conditions, etc. Such self-healing characteristic joint with the inherent high resilience
(there are in general multiple available paths) make WMNs able to provide reliable, fault
tolerant, scalable, and high performance communications.
The protocols required to accomplish these tasks could be implemented in the network layer
or as extensions of the link layer and as open or proprietary solutions. A common factor, in any
case, is the fact that most of the research and commercial mesh networking approaches are based
on IEEE 802.11 commodity hardware. Since the standardization facilitates the integration,
compatibility, and interoperability of devices from different vendors, this dissertation focuses
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on the standardized IEEE 802.11s-based mesh networking technology. The next section covers
the main features and protocols of this kind of WMNs.
2.2 IEEE 802.11s-based WMNs
The IEEE 802.11s mesh networking task group worked since 2004 to enhance the MAC of IEEE
802.11 in order to support multi-hop mesh networking. The amendment was finally included in
the IEEE Std. 802.11-2012 [53]. One of the main features is the definition of a path selection and
forwarding mechanism at the link layer instead of the traditional layer-3 routing. Many other
functionalities are included as: mesh discovery, peering management, security, beaconing and
synchronization, mesh coordination function, power management, channel switching, extended
addressing, interworking with external technologies, congestion control, and emergency service
support [53]. In the following, after the description of the IEEE 802.11 mesh architecture, this
overview focuses only on the facilities most relevant to our work. In addition to the standard
itself, more complete surveys can be found in [54, 55, 56, 57, 58].
2.2.1 IEEE 802.11 Mesh Basic Service Set (MBSS) Architecture
A MBSS consists of the following physical and/or logical architectural components (Fig. 2.1):
• Mesh Stations (Mesh STAs) include mesh functionalities that allow multi-hop
communication. They participate in the creation and operation of the mesh cloud. After
the establishment of wireless links with their neighbor STAs, these nodes could be sources,
destinations or forwarders of data traffic.
• Mesh Gate is a logical component that allows the interconnection among different mesh
basic service sets and the integration with other traditional non-mesh infrastructure-based
WLANs. This last type of STAs can access the mesh services through a mesh STA with
gate and access point (AP) functionalities. It is possible that several mesh gates coexist
in a mesh network.
• Mesh Portal, another logical component required for the interconnection with external
non-IEEE 802.11 network technologies.
Gate, portal or access point logical components could be collocated in a single mesh device.
The next sections overview the main mesh functionalities and protocols required to establish
and maintain a MBSS.
2.2.2 Mesh Discovery
The mesh discovery procedure can be carried out by a passive scanning of the Beacon
frames that every station sends periodically, or by an active scanning process using Probe
Request/Response frames. In both cases, the scanning process provides the mesh profile
information. The mesh profile specifies the configuration attributes of a mesh network and
contains the identifiers of:
• the mesh (Mesh ID),
• the path selection protocol,
10
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Figure 2.1: Physical and/or logical architectural components of a MBSS.
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Figure 2.2: Mesh peer link establishment handshake.
• the path selection metric,
• the congestion control mode,
• the synchronization method, and
• the authentication protocol.
All the mesh STAs inside a MBSS must configure and use the same mesh profile. Each mesh
STA shall inform regarding the capability or not of establishing additional mesh peerings. This
is done through a flag present in the Mesh Configuration element which is contained in the
mesh control frames.
After the discovery of a potential candidate mesh peer, and before data interchange, mesh
stations must establish and maintain mesh peer links with their one-hop neighbors. This is
done by means of the mesh peering management protocol (MPM).
2.2.3 Mesh Peering Management (MPM) Protocol
The mesh peering management protocol uses Mesh Peering Open, Mesh Peering Confirm, and
Mesh Peering Close management frames to open, manage and close links between neighbor mesh
stations. All established peer links must be bidirectional. For this, a peer link is established
only if both involved stations have sent Peering Open requests and have successfully received
Peering Confirm responses. Fig. 2.2 illustrates a successful peer link establishment procedure.
A mesh peer is identified by the set of localLinkID (unique integer generated by the mesh
STA), localMAC, peerMAC, and peerLinkID (integer generated by the peer mesh STA and
transmitted in the peering management frames). Once a peer link has been established and
properly identified, the involved stations could start to interchange path selection or data
frames.
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Although the standard does not specify when to close a peer link, the ns-3 [59] peering
management protocol implementation [60], used throughout this work, utilize a number of
consecutive beacon loss or data transmission failures to detect peer link breakdowns.
2.2.4 Mesh Coordination Function (MCF)
For channel access, mesh STAs use the mesh coordination function (MCF). It consist of
a contention-based channel access, specifically the Enhanced Distributed Channel Access
(EDCA) mechanism described in the following, and an optional controlled channel access
(MCCA) which is a reservation based channel access method.
The default IEEE 802.11 Distributed Coordination Function (DCF) provides only best effort
services. In this case, all traffic types compete in the same way for channel access. Real-time
applications requires to guarantee certain QoS parameters like bandwidth, delay and delay
jitter. To accomplish with these requirements the IEEE 802.11e group proposes the EDCA
protocol [53]. This mechanism improves and extends the original features of DCF and it is the
mandatory MAC scheme for mesh STAs.
EDCA provides service differentiation and different priorities to four classes of services
including: voice (VO), video (VI), best effort (BE) and background (BK). The different traffic
classes are called Access Categories (ACs) and each of them has one specific priority queue.
Additionally, in order to achieve priority differentiation, every AC has four important channel
access parameters, which are:
• the minimum Contention Window (CWmin),
• the maximum Contention Window (CWmax),
• the Arbitration inter-frame space (AIFS), and
• the Transmission Opportunity (TXOP).
CWmin and CWmax define the contention window range used for the backoff process. In the
EDCA scheme, CW will be reset to CWmin immediately after a successful packet transmission.
If there is a collision, CW will be doubled until reaches CWmax.
The maximum allowed transmission time is defined by the TXOP limit: once a station
accesses to the medium it can transmit one or more frames during TXOP. Finally, instead of
using a fixed Distributed Inter Frame Space (DIFS), in EDCA an Arbitrary IFS (AIFS) is
applied. The AIFS for a given AC is determined by the following equation [53]:
AIFS[AC] = AIFSN[AC]× aSlotTime + aSIFSTime (2.1)
AIFSN is the AIFS number determined by the AC and the physical settings. The highest
priority will be given to the AC with smallest AIFS. Table 2.1 shows the default parameters
for the different ACs [53].
As previously said, each AC has its own queue and it is possible that one or more classes
tries to access to the medium at the same time, which is known as “internal contention”. In
this case, packets from highest priority queue (AC VO) are served first due to their lowest
backoff time.
On the other hand, MCCA aims to optimize the efficiency of frame exchanges inside the
mesh network by reducing the contention. This work only focuses on mesh STAs working with
EDCA since it is the default and mandatory mechanism.
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Table 2.1: Default EDCA parameters.
AC CWmin CWmax AIFSN TXOP Limit
AC VO 3 7 2 1504 µs
AC VI 7 15 2 3008µs
AC BE 15 1023 3 0
AC BK 15 1023 7 0
PREQ
PREQ
PREQ
Source Destination
PREP
PREP
PREP
Figure 2.3: On demand mode of HWMP path discovery procedure.
2.2.5 Mesh Path Selection and Forwarding
The key mesh functionality to provide layer-two multi-hop communications is the link layer
routing or mesh path selection mechanism. The Hybrid Wireless Mesh Protocol (HWMP) is the
mandatory and default path selection protocol. HWMP is an AODV-inspired [61] protocol that
combines a reactive on-demand path selection with a proactive tree building mode. These two
modes can be used concurrently, to allow its use in a diversity of environments and requirements.
It can be considered that the proactive mode extends the default on-demand functionalities.
In the On-demand mode (Fig. 2.3), when a mesh STA requires a path to another one, it
broadcast a Path Request (PREQ) frame. Intermediate mesh STAs propagate the PREQ to
their peers after creating or updating its own path information towards the source. Obviously,
the metric field of the PREQ is updated with a cumulative value on each propagation step.
Loop-free connectivity is ensured by a sequence number mechanism which is managed by each
mesh STA. When the request reaches the target mesh STA, it responses with a unicast Path
Replay (PREP) frame back to the source and it also creates the corresponding reverse path. In
this way, mesh STAs communicate between them using bidirectional, best metric end-to-end
paths. A faster path establishment is possible when intermediate STAs are allowed to return
an already known PREP to the source. This is managed through the Target Only (TO) control
flag available in the PREQ frames. TO flag set to zero means that intermediate mesh nodes
are able to generate PREPs for available paths.
On the other hand, for the Proactive mode, at least one station must be configured as root
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Figure 2.4: Proactive PREQ-based mode of HWMP path discovery procedure.
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Figure 2.5: Proactive RANN-based mode of HWMP path discovery procedure.
mesh STA. The proactive tree to the root can be built in two different ways: using a proactive
PREQ or by means of root announcement (RANN) frames.
For the proactive PREQ mechanism (Fig. 2.4), the root periodically broadcasts PREQ
frames with TO set to one. When such proactive PREQ reaches a mesh STA, this node creates
or updates the path to the root. Before propagating the proactive PREQ such STA updates
and records the metric and hop count to the root. This way all mesh STAs become aware of the
root presence and the distance to it. Thanks to the sequence number mechanism, only newer
or better metric paths are taken into account when multiple PREQs are received. A proactive
PREQ flag controls whether a mesh receiving a PREQ must respond with a proactive PREP
frame or not. When this flag is set to one the recipient mesh STA shall send a PREP and so
the path from the root to the STA is established. On the other hand, if the flag is set to zero,
the mesh STA only send a proactive PREP when it has data to transmit to the root.
In the case of using the proactive RANN mechanism (Fig. 2.5), the root periodically
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propagates RANN frames containing path metrics to the root. Nevertheless, there is no creation
of forwarding paths after the reception of a RANN. If a RANN receiver (For instance, X station
in Fig. 2.5) want to establish a path to the root, it shall send a unicast PREQ to the root. The
root replies with a PREP to create the bidirectional path.
The standard also allows that mesh stations may include alternative path selection protocols
and metrics. However, just one path selection protocol and metric shall be active at a given
time.
The path selection protocol can use the default and mandatory airtime link metric to
select the best path to a destination. The metric objective is to estimate the amount of channel
resources required to transmit a frame over a specific link. This metric is computed according
to the following equation [53]:
ca =
[
O +
Bt
r
]
1
1− ef (2.2)
Where O is the channel access overhead, which depends on the PHY type and includes
frame headers, training sequences, access protocol frames, etc. Bt is the test frame size (the
recommended value is 8192 bits). r is the date rate in Mbps at which mesh STA would transmit
the test frame and ef is the measured frame error rate for the test frame.
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Load Splitting in Clusters of
Video Servers
Nowadays, video on demand is one of the services more highly appreciated and demanded by
customers. As the number of users increases, the capacity of the system that provides these
services must also be increased to guarantee the required quality of service. An approach to
that end is to have available several video servers at various distribution points in order to
satisfy the different incoming demands (video server cluster). When a movie demand arrives
to such a cluster, a load balancing device must assign the request to a specific server according
to a procedure that must be fast, easy to implement and scalable. This chapter considers
the problem of appropriately splitting this load to improve the system performance. After
an analysis of the video packet generation, we point out the similarity between this problem
and that of optimally routing packets in data networks. With this similarity in mind, a new
mechanism to select the appropriate video server is proposed. The purpose of this mechanism
is to minimize the average packet transfer time (waiting time plus transmission time) at the
video server cluster. In this way, we are able to obtain a dynamic load balancing policy that
performs satisfactorily and that is very easy to implement in real environments. The results of
several experiments run with real data are shown and commented to substantiate our claims.
A description of a practical implementation of the system is also included.
3.1 Introduction
Among all the emerging services offered by the new communication networks, video on demand
(VoD) is one of the most appreciated by customers and has very promising market expectations.
Nowadays, many companies are already offering this service, and the number of subscribers
is growing steadily. As this number increases, the capacity of the VoD service must also
expand in order to provide customers with the expected quality of service (QoS). This increase
in service capacity can be basically obtained following two different and complementary
approaches [62, 63]. On one hand, contents can be replicated (mirroring) or temporarily stored
(caching) in different points in the network. This way, several content distribution points (DP)
are available (see Fig. 3.1). On the other hand, in any of these distribution points, there are
usually several video servers to satisfy the different incoming demands (video servers cluster).
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Figure 3.1: Generic architecture of a content distribution network.
If several distribution points are available, every client request must be routed to one of
them. The problem of finding the best distribution point fits very well with recent works
based on cloud computing. In this framework, infrastructure, software, hardware, platform,
and storage, are offered as a service using a pay-per-use services model. Users access the
cloud computing infrastructure that consists of data centers in the form of geographically
distributed servers with different levels of virtualized technologies. In such highly variable and
heterogeneous systems, where the virtualized resources are dynamically shared out by the users,
traditional load balancing schemes that considers homogeneous nodes are totally unrealistic.
For instance, the load balancing technique proposed by authors in [64] aims to reduce the
execution time for each multimedia request in a hierarchical three layer cloud architecture.
Their CMLB (Cloud-based Multimedia Load Balancing) approach uses the network proximity
between a server and a client and the server loads as evaluation parameters for server selection.
Namely, the selected server should be the closest to the client and less loaded. One remarkable
feature of this approach is the fact that it is location aware. Client localization is achieved by a
simple landmark method that measures network link latency from each client to each landmark.
Other possible location alternatives could be IP geolocation systems. For instance, [65]
presents a multi-step approach utilizing measurement based geolocation techniques along with
a semantic based scheme. Another possibility is the Internet location service developed by the
IETF [66, 67] and described in [68, 69]. As another example, [70] presents a comparative study
of three methods for distributed load balancing in large scale cloud computing systems. The
first one is a biologically inspired honeybee foraging based load balancing technique that works
over a set of servers clustered into virtual servers. In this case, each server collaborates to
construct an advert board that reflects the notion of how effectively resources are being used.
Secondly, a balanced and self-organized network is achieved using a biased random sampling
scheme adding location information to reduce the effects of communication latency. Finally,
an algorithm that groups similar services to improve the load balancing scheme is assessed.
Once the distribution point is selected, a new choice must be made among the different
available servers (physical or virtualized) in that point. Each time a movie demand arrives to
the video servers cluster, a load balancing device must assign the request to a specific server
according to a procedure that must be fast, easy to implement and scalable. This device
must also take into account that the performance of the various video servers in the cluster
can be different due to different processing speeds and also to different network boards and
output channels capacities. Although when a video server cluster is first put into operation its
components are rather homogeneous, this does not hold true as the cluster grows, and more
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advanced equipment is brought in to jointly operate with the old one.
Another possible architecture, suggested by several researchers, is based on the idea of
parallel video servers [71]. Theses architectures propose the stripping of video movies into
several video servers (the whole movie is divided into segments, and each segment is placed
in a different server), instead of partitioning them (some movies in a server and other movies
in other servers) or replicate them (all the movies in every server). The idea behind stripping
is to avoid increasing excessively the system storage needs (as occurs with replication) and to
avoid that some servers are accessed more frequently than others (as occurs with partitioning).
In this type of architecture a new element (the proxy) is needed, which takes responsibility for
mixing and sending sequences in the correct order from servers to clients.
In any case, as the users demands increase, the need to replicate some kind of information
in different servers is again obvious, mainly when the behavior of the final users (who demand
movies based on popularity) is taken into consideration. Also, it must be kept in mind that
nowadays technology allows for huge amounts of storage at a very reasonable cost and in
a reduced physical space [72, 73]. This renders possible to obtain the added advantages
(reliability, ease of implementation and quality of service offered to users) provided by the
replication of information, whatever it may be (whole or stripped movies). On the other hand,
it must be also taken into account that the video stripping technique increments the system
complexity and, what is more, does not perform well in systems with high degree of interactivity,
such as True-Video on Demand systems [74]. These reasons have led some researchers not to
use video stripping in their proposals [75].
Fig. 3.2 shows a generic connection scheme between a content distribution point (a server
cluster in this case) and a customer (C) that requested the transmission of a movie. Also,
the various delays that a packet will experience have been indicated: packet generation time,
network transit time and presentation time. The packet generation time has itself several
components: disk access time, waiting time in the server queue, transmission to the switch and
retransmission to the gateway. Similarly, the network transit time is also composed by all the
waiting and retransmission times the packet experiences as it hops from node to node in the
network. Finally, the application requires an additional time to decode the video information
and to present it on the screen. It also introduces (on purpose, by means of buffering), an extra
time to reduce the variability of packet delay times (jitter).
In order to minimize the end-to-end time it is necessary to minimize each of those
components. With respect to the network transit time, a bunch of different techniques have
been proposed that aim to somehow group the user requests. Among them are batching,
piggybacking, patching, hierarchical multicast stream merging, periodic broadcasting and
scheduling [72, 73, 76]. Also, adaptive multimedia streaming mechanisms to increase bandwidth
efficiency while maintaining user’s quality perception have been proposed and evaluated [77].
Besides, much effort has been done recently to improve the performance of video services from
any kind of access network, including wireless ad hoc networks [78, 79, 80], WiMAX broadband
wireless networks [81], and WMN [15, 17, 16, 82].
Regarding the packet generation time, the disk access can be reduced using redundant
access architectures and internal buses whose speeds are much larger than those of the network
access cards. The other components of this time are the waiting and transmission times at the
server. The sum of these two times will be called transfer time in this chapter, which introduces
an analytic procedure to optimize load balancing among the different servers, i.e., to minimize
video packet transfer times.
Finally, to minimize presentation times, the compression algorithms are much simpler at
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Figure 3.2: Delays experienced by packets in the video sequence.
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Figure 3.3: Flows generation in the clusters of video servers.
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the decoding end, which allows very short processing times. The video servers in Fig. 3.3 store
the movies to be transmitted at the request of users. Prior to their storage, the movies have
been compressed using an appropriate coding standard, like MPEG-2 [83], MPEG-4 [84] or
H.264 [85]. In these coding schemes, successive frames of the sequence are coded in different
modes (I, P, B), and different scenes need different amounts of bits to be coded, which implies
a variable bit rate (VBR) at the coder output. The servers and the gateway are connected to
one or various switches. Each movie to be transmitted represents a certain flow for the cluster
of servers. In this work, whenever a user requests a movie, a load balancing device selects one
of the servers to carry out the transmission. This device can be incorporated into the gateway
or could be a standalone device (see Fig. 3.3). The video server selection will be done with
the objective of minimizing the video packet transfer time. In this architecture, all the video
sequences are available to all the video servers (for instance, by means of replication). Calling f
the aggregated bit rate in bits per second (bps) and fi, i = 1 . . . N , the flow corresponding to the
ith server, the problem is to split f into the different flow streams (f = f1+f2+· · ·+fN ), taking
into account that the server channels may have different capacities (C1 ≥ C2 ≥ · · · ≥ CN ) due
to several reasons: different network interface cards, bandwidth sharing with other devices or
processes, etc.
To explain the presented approach to the solution of this problem, the body of this chapter
is structured as follows. Next section deals with related work. In Section 3.3 a brief study of
the video traffic generation is presented. In Section 3.4 the packet transmission and transfer
times are analyzed. Section 3.5 establishes the similarity between the problem of selecting
the correct video server and a splitting scheme that can be used in data networks to route
packets between two nodes connected by several links. After elaborating the solution, in
Section 3.6 simulation results are shown, carried out with real movies, to validate the proposed
splitting algorithm. Section 3.7 proposes a practical implementation of the load balancing
device. Finally, in Section 3.8 the conclusions of this contribution are detailed.
3.2 Related Work
The management of clusters of video servers is a subject that has been addressed in previous
works. Several of those works are focused on the problem of distributing the movies among
the available servers. In a nutshell, movies can be stored only in one server or they can be
replicated in several servers. The idea behind this is to reduce the blocking probability, i.e.
the probability that a movie cannot be served because the server (or servers) that contains
that movie is (are) completely busy. This way, a full replication of all movies would be the
best solution to decrease the blocking probability, although the amount of storage space needed
would also grow. Therefore, a trade-off exists between the blocking probability and the amount
of storage space. Authors in [86] present a video stream replication scheme (MMPacking) that
achieves load and storage balancing by replicating a small number of video streams. They first
place all the movies in a round-robin fashion, and then replicate them with a strategy based
on the probability with which every movie is requested by the clients (in fact, based on the
cumulative probability of all the movies stored in every server). Once the system is working
with the replicated movies a new problem arises: every time a user requests a new movie
the transmission must be assigned to a specific server. Here, the authors propose a weighted
scheme, according to the probabilities assigned by the algorithm to each stream, achieving a
uniform probability of requests assigned to each workstation.
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The same problems are addressed in [87]. With the goal of minimizing the blocking
probability, the authors study four resource selections schemes: Single Random Trial (SRT),
Repeated Random Trials (RRT), Global Random Trial (GRT) and Least Busy Fit (LBF). With
SRT, when a new request arrives to the system a server is randomly chosen. If this server is
completely busy, the request is blocked. However, if RRT was used the system would continue
with repeated random trials until all the servers were attempted. GRT is an efficient extension
of RRT in which the system takes profit of the fact that it is possible to know a priori whether
a server is completely busy or not. Finally, if the servers load can be monitored, with LBF the
request is assigned to the least busy server. The authors provide an analytical framework for
analysis of a large scale VoD system using those schemes. They demonstrate the inefficiency
of RRT in handling requests and compare the signaling overheads of GRT and LBF. The same
authors extend their work in [88], where they point out that the performance of the LBF system
is determined by a good file allocation of the movie files in the available servers. They show
that a good file allocation for SRT is not necessarily the best for LBF. They focus on LBF,
but the algorithms and analytical methodologies proposed also apply for the RRT system.
They propose a conjecture on how the movie traffic load should be ideally distributed in the
LBF to achieve combination load balancing (CLB) and to minimize the blocking probability.
They introduce a resource sharing index (RSI) to measure how evenly a file allocation instance
distributes the multi-copy movie traffic load. Besides, they provide a file allocation method
to obtain a uniform resource sharing of multi-copy movie traffic and a uniform distribution of
single-copy movie traffic.
Two more load-balancing strategies are designed and presented in [89]. In this work, authors
assume that movies are fully replicated, so any server in a cluster can satisfy any request. To
design their proposals they focus on two facts. First, a significant portion of media content is
represented by short and medium length videos encoded at low bit rates. Thus, a large fraction
of these accesses could be served from memory. Second, a significant amount of clients do not
finish playing an entire media file. Therefore, the distribution of durations of media sessions and
the distribution of original media file durations can be vastly different. With these two facts in
mind, they propose, design, and evaluate two new strategies. These strategies (FlexSplit and
FlexSplitLard), which are compared to previous solutions, show better performance in terms
of blocking probability, memory hit ratios and stable performance.
The contribution presented in this chapter differs from the previous in some aspects. It
is focused on the video-on-demand service, where customers are supposed to watch the whole
movie. On the other hand, it focuses on minimizing the transfer time instead of the blocking
probability, because we are considering the statistical multiplexing of the movies at the output
of every video server. Besides, the possibility of having heterogeneous servers inside the cluster
is taken into account.
3.3 Video traffic generation
Each time a user demands the transmission of a movie, the load balancing device assigns the
service to one of the video servers. The selected server needs a certain time until each packet of
the video sequence is completely transmitted. This time includes several components: the time
needed to access the information container (storage media), the time to build up the headers
of the involved protocols, the time the packet has to wait in the output queue and, finally, the
transmission time. Among those times, the last two are very relevant and, as said before, their
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Figure 3.4: Video frames encapsulation and transmission.
a) 1 movie = 25 fps
40 ms
b) 2 movies = 50 fps
c) N movies = 25N fps
20 ms
(25N)-1 s
Figure 3.5: Interleaving of video sequences by the video server.
sum is called transfer time.
Picture frames are fragmented and encapsulated in several packets of the transport protocol
used. For instance, in IP networks, the protocol most widely used is the Real-time Transport
Protocol (RTP) [76]. Every I, P or B frame of the VBR coded sequence is fragmented (if
necessary), the IP, UDP and RTP headers are added and all the packets containing information
from the same picture frame are transmitted in succession (Fig. 3.4). As far as the transfer
times are concerned, we can assimilate the transmission of all the packets that constitute a
frame to the transmission of a single packet whose length is the sum of the length of all the
transport packets. Note that, due to the large size of the packets that carry video information
with the high quality required for VoD, the header lengths are very small in comparison to the
total packet length.
When the server is idle and it is assigned the transmission of a movie, it usually transmits
25 or 30 frames per second (fps). In this work we focus, without loss of generality, on the
PAL system which works at 25 fps. This implies that the time between packets is 40 ms. (see
Fig. 3.5a). Remember that, for the purposes of this work, a packet is the sum of all packets
containing information from the same video frame. If another movie is requested from the
same server, the new sequence of packets must be interleaved with the previous one and so on
(Fig. 3.5b and c). The more appropriate way for the server to interleave movies is to maintain
constant the time between packets. The performance of the output buffer is also better since
the minimum time between packets is maximized. Thus, for N movies, the time between
packets will be (40/N) ms.
Let us now focus on the packet length and its variability. In Table 3.1 we have selected
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some relevant statistical parameters (mean, variance and coefficient of variation) related to the
packet lengths for ten different movies. Taking into account that final users call for excellent
performance in video on demand services, we have chosen high quality MPEG-4 coding [90].
Observe how the coefficient of variation (CV) varies from movie to movie, ranging from 0.55
to 0.79.
Table 3.1: Statistical parameters of some MPEG-4 VBR sequences.
Name Mean (bits) Variance CV
Die Hard III 27894 3.1123E08 0.63
Star Wars IV 11011 5.2242E07 0.66
From Dusk Till Down 27243 2.5394E08 0.58
First Contact 13158 9.3090E07 0.73
Starship Troopers 24105 1.7662E08 0.55
The Firm 11728 8.4924E07 0.78
Jurassic Park 30625 3.2659E08 0.58
Mr. Bean 23294 2.0527E08 0.61
Silence of the Lambs 23011 3.3593E08 0.79
Aladdin 17415 1.9014E08 0.79
In this work, we have carried out a series of simulations on a 20 Mbps channel, varying
the number of transmitted sequences in order to have a channel load between 0 and 100%. To
instrument the simulations, the traffic traces detailed in Table 3.1 have been used. With these
traces, and with an appropriate mixing strategy, a set of 80 sequences, corresponding to the
multiplexing of 1, 2, 3, . . . , and up to 80 video movies, has been built. We will refer to this
set of sequences as the multiplexed sequences. The preparation and mixing of these traces to
produce high loads is a non trivial process that requires the consideration of many factors [90].
To obtain the best network performance, it is of paramount importance to avoid sequence
synchronization, at both short and long term. Simultaneous transmission of I frames from
different sequences should be avoided since the size of these frames is the largest. This task
can be achieved by the video server appropriately delaying the beginning of the transmission.
Another possible solution is sequence smoothing prior to transmission [78, 79]. In addition, and
for the same reasons, the avoidance of synchronization of high activity scenes is also advisable.
However, for the servers, it is rather difficult to tackle this second problem, since this requires
knowing and managing not only all the sequences being transmitted at present time, but also
those that will begin in a predetermined time span. It is important to notice that the video
cluster performance, in terms of transfer times, will be worse if these pieces of advice are not
followed. Thus, in that case, the benefits obtained by load balancing would even be more
apparent. In this work, however, the mixing of sequences has been done abiding by the above
recommendations. Therefore, the improvement in real system operation would even be higher
than the one shown here.
Let us study some statistical parameters of the multiplexed sequences. Fig. 3.6 shows the
average (m) and standard deviation (σ) of the packet length. As it can be seen, as the number
of multiplexed movies grows, both m and σ tend to a value. Observe that the average tends
to approximately 21000 bits, which is of course the average of the means in Table 3.1. This
implies that every video sequence, when multiplexed with others, will need in the average a
channel capacity of:
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Figure 3.6: Average and standard deviation of the multiplexed sequences set.
21000
bits
frame
· 25frame
s
= 525 Kbps (3.1)
On the other hand, the standard deviation tends to approximately 16000 bits, which implies
a value of the coefficient of variation equal to:
CV =
σ
m
=
16000
21000
= 0.762 (3.2)
The probability density function (pdf) of the packet length has been traditionally modeled
by means of several functions, such as the Beta function [91], or a combination of the Gamma
and Pareto functions [92, 93]. However, in order to obtain an analytical expression for the
load balancing mechanism searched in this work, which could be used in practice, a very much
simple model is needed. Of course, this model will be less precise, but, as it will be shown
in Section 3.6, the results obtained by means of simulations justify its use. Specifically, the
chosen model has been the exponential. The approximation is better when the number of
multiplexed movies grows. For instance, Fig. 3.7 shows this approximation for the sequence
with 1 and 80 movies, which has been obtained with the Maximum Likelihood Estimate (MLE)
procedure. In this case, MLE provides an exponential function with the same mean parameter
than the real sequence mean value. For the 80 movies case, the root mean square error for this
approximation is 5.7463 · 10−6.
Another important aspect that must be taken into account regarding the packet length,
is the high autocorrelation presented. The autocorrelation function decreases slowly, showing
the long range dependencies (LRD) that are present in video traffic. This fact has led to
its modeling as a self-similar process [91, 92, 93, 94]. However, this fact is also reduced
when the number of multiplexed video movies grows, as it can be seen in Fig. 3.8, where
the autocorrelation functions for 1 and 10 video movies are shown. Therefore, even though the
effect of the LRD exists, it is not a first order factor here, so that we can work with simpler
models.
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Figure 3.7: Probability density function of the multiplexed movies.
Lag
Figure 3.8: Autocorrelation function.
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Figure 3.9: Transmission time statistical parameters.
3.4 Transmission and transfer times analysis
Transmission time is directly related to packet length. Fig. 3.9 shows the average, the
standard deviation and four percentiles of the transmission time (namely the 10, 80, 90 and 99
percentiles), obtained from simulations over a 20 Mbps channel. Again, to drive the simulation,
the set of multiplexed sequences has been used. The figure has been limited to 38 video movies
because the values keep approximately constant for higher numbers of movies. It can be checked
how the average value of the transmission time tends to approximately 1.05 ms, corresponding
to the average value of the packet length in the previous section (21000 bits) divided by the
channel capacity.
The reason of introducing the percentile is to provide another justification for the use
of the exponential approximation. The r–percentile, Π(r), of the transmission time can be
expressed in function of the average transmission time (TT ) and standard deviation (σT ) using
the formula:
Π (r) = TT + F (r)σT (3.3)
where F (r) is a factor that depends upon the distribution of the transmission time. This
factor has been computed for the multiplexed sequences, and it is shown in Fig. 3.10 for those
four values of r. Besides, the values of the factor F (r) for the exponential distribution are also
shown. These values can be easily computed as follows. Denoting by:
ftT (t) =
1
TT
e
− tTT , t ≥ 0 (3.4)
the probability density function of the transmission time, by definition of Π(r) we can write:∫ ∞
Π(r)
1
TT
e
− tTT dt =
100− r
100
(3.5)
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Figure 3.10: Comparison of factors corresponding to simulation and the exponential
distribution for transmission time.
Integrating and solving for Π(r), we obtain:
Π (r) = TT ln
100
100− r (3.6)
Remembering now that, for the exponential distribution, mean and standard deviation are
equal (TT = σT ), we have:
Π (r) = TT + σT
(
ln
100
100− r − 1
)
(3.7)
and, therefore, the factor F (r) is given by:
F (r) = ln
(
100
100− r
)
− 1 (3.8)
The value of the above expression for r =10, 80, 90 and 99 is −0.89, 0.6, 1.3 and 3.6 respectively,
in good agreement with the measurements, as it can be seen in Fig. 3.10.
In view of the above measurements and computation, it is justifiable to approximate
the transmission time by an exponential random variable, when several video movies are
multiplexed. This approximation can be further validated computing the same factors for
the transfer times. In fact, for any kind of interarrival time distribution, if the transmission
time is exponentially distributed so is the transfer time [95].
Fig. 3.11 shows the measurements of the same parameters computed now for the transfer
time and again for a 20 Mbps capacity channel. In this figure we have plotted only the
region corresponding to a non saturated channel (before the “elbow” of the transfer time is
reached) because this is the operating region of interest. The factors F (r) computed for those
measurements for the same four different percentiles, together with the value given by the
exponential distribution, are shown in Fig. 3.12. Again, the agreement can be considered as
good.
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Figure 3.11: Transfer time statistical parameters.
F(10)
F(80)
F(90)
F(99)
Factors for the exponential distribution
Figure 3.12: Comparison of factors corresponding to simulation and the exponential
distribution for transfer time.
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Figure 3.13: Packet splitting scheme.
All these facts allow us to assume exponentially distributed transmission times. With
respect to interarrival times, in this approach we will consider and compare two cases:
deterministic and exponential cases.
3.5 An analytical model for load balancing computation
As said before, the aim of the load balancing algorithm introduced in this approach is to
optimally select a server each time a movie is requested. To simplify the exposition, all the
computations will be carried out for the case of two servers, with C1 ≥ C2. However, the
formulas corresponding to the analytic models will also be given for the general case of N
servers.
It is very apparent that at very low loads all the requests should be addressed to server 1
(the one with the largest available bandwidth), and server 2 will only come into play as the
load increases and exceeds a certain threshold ft. Therefore, the algorithm has to determine
the splitting threshold and the amount of traffic through each server when the load exceeds
that threshold.
Calling Ti the (average) time it takes to transfer a packet from server i to the gateway, since
the objective is to reduce delays as much as possible, we have to minimize the expression:
T =
1
λ
(λ1T1 + λ2T2) (3.9)
where, λ = λ1 + λ2 and λi, i = 1, 2, is the number of packets per second through video server
i.
Observe that, once the problem of selecting a video server in a cluster has been stated in the
previous way, it is conceptually similar to another problem: the problem of optimally routing
packets between two network nodes connected by two links, as shown in Fig. 3.13 [96].
As it has been said in Section 3.3, the better way to multiplex the video movies is keeping
constant the time between packets. This way, and having justified also that the transmission
time can be approximated with an exponential pdf, the model that will be taken into account
is D/M/1. The solution for finding the optimal splitting policy is presented in the following.
Besides, if a lower degree of optimization was enough, the well-known M/M/1 model provides
a simpler solution, which is also included.
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3.5.1 D/M/1 model
For the D/M/1 queuing system, the transfer time is given by this expression [95]:
Ti =
L
Ci (1− ρai) (3.10)
where L and ρai are the average packet length in bits and the probability that an arriving
packet sees the server in channel i busy respectively.
Substituting Eq. (3.10) in Eq. (3.9), we obtain:
T =
1
λ
(
f1
C1 (1− ρa1) +
f2
C2 (1− ρa2)
)
(3.11)
where fi = λiL is the flow in bits per second through channel i. To minimize T , the term
between brackets in Eq. (3.11), which will be called Φ(f1, f2), must be minimized:
Φ (f1, f2) =
(
f1
C1 (1− ρa1) +
f2
C2 (1− ρa2)
)
(3.12)
Calling ρi the average utilization of channel i, we have:
ρi =
λiL
Ci
=
fi
Ci
< 1 (3.13)
To continue, it must be remembered that ρai is related to ρi, and therefore to fi. The
relation is [95]:
ρai = F
∗
tai (S) | 1−ρai
TSi
(3.14)
where F ∗tai is the Laplace transform of the pdf of packet interarrival times, i.e.:
F ∗tai (S) =
∫ ∞
0
ftai (t) e
−stdt (3.15)
Since tai is deterministic, with mean Tai, we have:
ftai (t) = δ (t− Tai) (3.16)
therefore:
F ∗tai (S) =
∫ ∞
0
δ (t− Tai) e−stdt = e−sTai = e−(s/λi) (3.17)
and, finally, we obtain:
ρai = e
− S
λi
∣∣∣∣∣∣ 1−ρai
TSi = e
(
− 1−ρaiρi
)
(3.18)
This transcendental equation does not yield easily to manipulation. For our purposes, we
have approximated it by a minimum square quadratic fit:
ρai ' Aρ2i +Bρi + C (3.19)
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Figure 3.14: Parabolic fitting.
with A = 1.184, B = −0.167 and C = −0.006. In Fig. 3.14 a discrete set of points corresponding
to Eq. (3.18) is plotted together with the parabolic fit. As it can be seen, the match is very
good. This fact allows computation to proceed with ease.
To begin with, since:
ρi =
fi
Ci
(3.20)
the Eq. (3.19) can be written as:
ρai = A
(
fi
Ci
)2
+B
(
fi
Ci
)
+ C (3.21)
From Eq.(3.12), the problem to solve now is to find the minimum of:
Φ(f1, f2) =
f1
C1 −A f
2
1
C1
−Bf1 − C1C
+
f2
C2 −A f
2
2
C2
−Bf2 − C2C
(3.22)
subject to:  0 ≤ f1 < C10 ≤ f2 < C2
f1 + f2 = f = λL
This is the classical problem of finding the minimum of a function subject to certain
constraints, which can be solved using the Lagrange multipliers. In the following, a brief
and graphical description of the method, particularized for this case of study, is included.
Due to the constraint f1 +f2 = f , the value of Φ(f1, f2) must be a point in the straight line
f1 + f2 = f . This line is drawn for two cases in Fig. 3.15 (f > ft and f = ft). The situation
when both channels are utilized (f1 > 0, f2 > 0), is depicted in Fig. 3.15a. For the minimum
value of Φ(f1, f2), its gradient vector, gradΦ(f1, f2), must be perpendicular to the line, because
otherwise a lower value would exist going up or down over the line. That is, gradΦ(f1, f2) must
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f1
f2
gradΦ(f1,f2)
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f
f
f
b) f = ft
a) f > ft
f1 + f2= f
f1 + f2= f
Figure 3.15: Optimization conditions.
be perpendicular to any vector parallel to the line, for instance the vector (−1, 1). Thus, the
following dot product is zero:
(−1 1)

∂Φ(f1,f2)
∂f1
∂Φ(f1,f2)
∂f2
 = 0 (3.23)
and therefore:
∂Φ(f1, f2)
∂f1
=
∂Φ(f1, f2)
∂f2
f1 + f2 = f
 (3.24)
Computing the derivatives, one obtains:
C1(1−C)+ AC1 f
2
1(
C1−A f
2
1
C1
−Bf1−C1C
)2 = C2(1−C)+ AC2 f22(
C2−A f
2
2
C1
−Bf2−C2C
)2
f1 + f2 = f
 (3.25)
By continuity, at the threshold value, Eq. (3.24) also holds with f1 = ft and f2 = 0
(Fig. 3.15b). Thus, the threshold value, ft, can be found setting f1 = ft and f2 = 0 in
Eq. (3.25):
C1(1− C) + AC1 f2t(
C1 −A f
2
t
C1
−Bft − C1C
)2 = 1C2(1− C) (3.26)
In conclusion, Eq. (3.26) provides the value of ft, and Eq. (3.25) provides de amount of
traffic demanded to each server (f1 and f2) when the load exceeds the threshold. Although
closed-form expressions cannot be obtained, the two equations can be solved numerically using
any of the standard techniques. For instance, if C1 = 20 Mbps and C2 = 15 Mbps, the value
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of ft is 6.74 Mbps. That value, translated into number of movies, corresponds to (remember
from Section 3.3 that every movie needs 525 Kbps):
6.74 Mbps
525 Kbps/movie
= 12.84 ≈ 13 movies (3.27)
If, at a given state of its operation, the cluster of servers has to deliver, for instance, 30
movies, the flow f would be:
f = 30× 525 Kbps = 15.75 Mbps (3.28)
Eq. (3.25) then yields f1 = 9.84 Mbps and f2 = 5.91 Mbps. These flow values, translated
into number of movies, represent:
9.84 Mbps
525 Kbps
= 18.74 ≈ 19 movies
5.91 Mbps
525 Kbps
= 11.25 ≈ 11 movies
(3.29)
That is, 19 movies must be transmitted by video server 1 and 11 movies by video server 2.
The previous procedure can be easily generalized to obtain the solution when N video
servers are available. In this case, N − 1 thresholds must be found. The second server is used
only if the value of f is higher than the first threshold ft,1, the third server is used when f is
higher than the second threshold ft,2, and so on. The values of the thresholds are given by:
ft,j = ftj,1 + ftj,2 + · · ·+ ftj,k + · · ·+ ftj,j (3.30)
where ftj,k is the solution of the following equation:
Ck(1− C) + ACk f2tj,k(
Ck −A f
2
tj,k
Ck
−Bftj,h − CkC
)2 = 1Cj+1(1− C) (3.31)
Similarly, when the flow splits into j channels, the values of f1, f2, . . . , fj , are given by
solving numerically the following set of j equations:
C1(1− C) + A
C1
f21(
C1 −Af
2
1
C1
−Bf1 − C1C
)2 = · · · = Cj(1− C) +
A
Cj
f2j(
Cj −A
f2j
Cj
−Bfj − CjC
)2
f1 + f2 + · · ·+ fj = f

(3.32)
3.5.2 M/M/1 model
As said before, the simple M/M/1 model is also introduced here just to have a simpler solution
that could be used if a lower degree of optimization was enough. In this case, it is possible to
obtain closed-form expressions, as shown in [96]. It is well known that for the M/M/1 queuing
system, the transfer time is given by the expression [95]:
Ti =
L
Ci − λiL (3.33)
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where L is the average packet length in bits.
Substituting in Eq. (3.9) we obtain:
T =
1
λ
(
f1
C1 − f1 +
f2
C2 − f2
)
(3.34)
where fi = λiL is the flow in bits per second through channel i. The problem now reduces to
find the minimum of:
Φ(f1, f2) =
f1
C1 − f1 +
f2
C2 − f2 (3.35)
subject to:  0 ≤ f1 < C10 ≤ f2 < C2
f1 + f2 = f = λL
When both channels are utilized (f1 > 0, f2 > 0), one must have again, as in the D/M/1
case previously studied:
∂Φ(f1, f2)
∂f1
=
∂Φ(f1, f2)
∂f2
f1 + f2 = f
 (3.36)
By continuity, at the threshold value, the above equation also holds with f1 = ft and f2 = 0.
Since:
∂Φ(f1, f2)
∂fi
=
Ci
(Ci − fi)2 , i = 1, 2 (3.37)
the threshold can be found as:
∂Φ
∂f1
∣∣∣∣
f1=ft
=
∂Φ
∂f2
∣∣∣∣
f2=0
⇒ C1
(C1 − ft)2 =
1
C2
ft = C1 −
√
C1C2
(3.38)
Similarly, the equations to obtain the optimum splitting are:
√
C1
C1 − f1 =
√
C2
C2 − f2
f1 + f2 = f
(3.39)
Solving for f1 and f2, we finally obtain:
f1 = C1 − (C1 + C2 − f)
√
C1√
C1 +
√
C2
f2 = C2 − (C1 + C2 − f)
√
C2√
C1 +
√
C2
(3.40)
Generalizing the previous procedure it is easy to obtain the solution when N video servers
are available. The values of the thresholds are given by:
ftj =
j∑
i=1
Ci −
√
Cj+1
j∑
i=1
√
Cj , j = 1 . . . N − 1 (3.41)
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and the splitting policy is:
f < ft,1 :{
f1 = f
fk = 0, k = 2 . . . N
ft(j−1) < f < ftj :
fk = Ck −
(
j∑
i=1
Ci − f
) √
Ck
j∑
i=1
√
Ci
, k = 1 . . . j
fk = 0, k = j . . . N
f > ft(N−1) :
fk = Ck −
(
N∑
i=1
Ci − f
) √
Ck
N∑
i=1
√
Ci
, k = 1 . . . N
(3.42)
Therefore, and as it has already been said, using the simpler M/M/1 model close form
expressions are available. Thus, the load balancing device does not have to deal with numerical
computations. However, the obtained values for the thresholds ftj and for the number of movies
per server are less accurate. In next section this trade-off will be seen in more detail.
3.6 Validation of the model
In order to validate the methodology proposed in this contribution, several simulations with real
traffic traces have been carried out. Firstly, in Fig. 3.16, the theoretical results corresponding
to both D/M/1 and M/M/1 models are plotted. Two available video servers have been taken
into account, with capacities C1 = 20 Mbps and C2 = 15 Mbps. The figure shows the number
of movies that must be requested to every server (N1 and N2) in front of the total number of
movies requested to the cluster. Of course, the addition of the two values, N1 + N2, must be
the total number of movies requested. It can be observed how, if the M/M/1 approach is used,
when the number of requested movies is lower than 6, all the movies are served by the video
server 1. Beyond that threshold, the video server 2 starts sharing the load. For instance, when
the number of requested movies is 10, 8 of them are assigned to server 1 and 2 to server 2.
On the other hand, when the D/M/1 approach is used, the value of the threshold grows to 13
movies. As it will be shown later, this value adjusts better the experimental results.
Another important result is that both approaches provide very similar values when the load
increases. As it can be seen, beyond 20 movies the number of movies requested to every server
using both models is very similar and, what is more, beyond 31 movies the values are identical.
In the sequel, the results obtained by means of simulations are presented. Remember that
the main objective of the proposed splitting mechanism is to minimize the transfer time. In
Fig. 3.17 several transfer times are plotted in front of the number of movies being transmitted.
Three cases are shown: using only video server 1 (high capacity channel), using only video
server 2 (low capacity channel), and balancing the load between the two servers with the
proposed algorithm. Observe that the transfer time through the low capacity channel begins
to grow sharply above 23 movies. A similar effect appears for the high capacity channel beyond
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Figure 3.16: Comparison between D/M/1 and M/M/1 models.
32 movies. However, due to the benefits of using two video servers and the splitting algorithm,
the average transfer time is almost constant, as it can be seen in the same figure.
Let us call T1(N) and T2(N) the two previous curves in Fig. 3.17 in which only one video
server is used. The minimum transfer time T that could be achieved using the two video servers
can be computed as follows. Let N1 and N2 denote the number of movies requested to video
server 1 and 2 respectively, and let N be the total number of movies, N = N1 +N2. The value
of T for any possible combination of N1 and N2 is:
T (N1, N2) =
N1
N
T1(N1) +
N2
N
T2(N2) (3.43)
Then, the minimum value that can be achieved is:
T = minT (N1, N2)
N1 > N2
N1 +N2 = N
(3.44)
Therefore, for any value of N , once the minimum value of T has been obtained following
Eqs. (3.43) and (3.44), we have also got the optimal splitting between N1 and N2. Obviously,
if N is less than a certain value (the threshold), N1 = N and N2 = 0. Beyond that threshold,
the traffic is split. The results are shown in Fig. 3.18.
The fluctuations in the values of N1 and N2 are different when other sets of multiplexed
sequences are used to drive the simulations. So, in reality, that set of points is a cloud of points
representing the intrinsic randomness in the selection of movies. Therefore, to obtain a clearer
picture of the trend, Fig. 3.19 also includes a linear fit to the experimentally obtained set of
points. This linear fit, converted to an integer number of movies, is plotted in Fig. 3.20 together
with the values provided by the D/M/1 model. As it can be seen, the model follows well the
values of the simulation, although there are slight differences due to the simplifications done to
keep a very simple model. Therefore, we can conclude that the proposed mechanism provides a
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Figure 3.17: Transfer time.
Figure 3.18: Movie splitting over two channels.
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Figure 3.19: Movie splitting and liner fit.
useful tool to compute the thresholds and splitting proportions required in the cluster of video
servers, without the need of using more complicated traffic models.
3.7 Practical implementation
The load balancing system operates according to the block diagram shown in Fig. 3.21. The
device keeps a table with the average flow at the output channel of each server. Each time a
movie is requested, the request is assigned to one of the servers taking into account the total
flow and the flow through each of the servers at that moment. Subsequently, the entries in
the table are updated, and the system remains on hold, waiting for new demands. During this
waiting time, the table has to be periodically updated since it is possible that a movie has
finished and therefore, the utilization of some of the servers would be decreased.
In summary, the load balancing device has two tasks:
1. To receive the transmission demands from customers and to assign each of them to a
specific server. To this end, the load balancing expressions presented in Eqs. (3.25) and
(3.26) will be used.
2. To update the utilization entries in the table due to:
(a) New demands that increase the utilization of the serves to which they are assigned.
The load balancing device will add the appropriate flow to the chosen server.
(b) End of transmission that decreases the utilization of the corresponding server. In
order to detect such finalizations, the load balancing device monitors and periodically
averages the output flow through all the servers.
It should be stated that the system operation, once it has been started, is also extremely
simple. This, in turn, implies that the device will not be overloaded even when the number
of demands on part of customers is large. The total capacity of the server cluster to transmit
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Figure 3.20: Comparison with D/M/1 approach.
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Figure 3.21: Balancing device block diagram.
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movies simultaneously will be the limiting factor, and not the processing power of the balancing
device. Therefore, the device scales well and does not constitute a bottleneck for the whole
system.
Finally, it is interesting to distinguish two operating modes depending upon the system
ability to dynamically reassign the transmission of movies among the various servers. For
instance, if the fastest (or the one with more output capacity) server ends the transmission
of a movie, it could be possible to assign to this server the transmission of another movie
previously ascribed to another server of lesser performance. This reassignment would again
be done according to the load splitting equations given before. However, it should be noted
that this feature complicates the practical implementation of the system since the balancing
device should be able to indicate to the new server at which point of the movie it has to
start the transmission. This implies that the balancing device software has to understand the
information transmitted by the servers (i.e., the coded video sequence) and that a somewhat
more complicated communication protocol between the balancing device and servers should be
available.
Conversely, if this dynamic reassignment is not implemented, it may happen that at times
the minimum transfer time will not be reached. However, the device implementation and
start-up are much easier and they do not call for any additional equipment or protocol.
3.8 Conclusions
This chapter addresses the problem of how to increase the service capacity of VoD systems.
The service capacity of these systems can be increased using several content distribution points
in the communication network. Moreover, in each of these points several video servers must
be available to properly handle customer demands. The selection of a server to transmit the
requested movie must be done quickly, be easily realizable and scalable.
This chapter has pointed out the similarity between the load balancing problem when there
are several video servers available, and that of routing packets with multiple transmission
channels between two nodes. Once this similarity is stated, we propose to employ the same
type of method to balance the load among the servers. This method is compatible with the
use of any replication, partitioning or stripping technique, and also with unicast, multicast,
broadcast or other petitions groupings techniques (batching, piggybacking, . . . ) approaches
that are currently proposed.
Solutions using D/M/1 and M/M/1 models have been obtained. The results provided
by both models are very similar for very low and very high load conditions, but they differ
substantially in the intermediate region. We have also compared these solutions with the results
obtained by simulations. The study shows that the D/M/1 queuing formulas approximate
rather well the splitting threshold and proportions. On the other hand, if a lower degree of
optimization was enough and a minimum number of computations was preferred, the M/M/1
model could also be used.
Finally, we have outlined the details of a possible implementation, showing the ease of the
start-up procedure. The system simplicity avoids failures caused by overloads when demand
increases, which implies that the system does not present scalability problems.
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Chapter 4
Dynamic Buffer Sizing via
Maximum Entropy
Buffer overflow is an important phenomenon in data networks that has much bearing on the
overall network performance. Such overflow critically depends on the amount of storage space
allotted to the transmission channels. To properly dimension this buffering capacity a detailed
knowledge of some set of probabilities is needed. In real practice, however, that information
is seldom available, and only a few average values are at the analyst disposal. In this chapter,
the use of a solution to this quandary based on maximum entropy is proposed. On the other
hand, when wireless devices are taken into account, the transmission over a shared medium
imposes additional restrictions. This chapter also presents an extension of the maximum
entropy approach for this kind of devices. The main purpose is that wireless nodes become
able to dynamically self-configure their buffer sizes to achieve more efficient memory utilization
while keeping bounded the packet loss probability. Simulation results using different network
settings and traffic load conditions demonstrate meaningful improvement in memory utilization
efficiency. This could potentially benefit devices of different wireless network technologies like
mesh routers with multiple interfaces, or memory constraint sensor nodes. Additionally, when
the available memory resources are not a problem, the buffer memory reduction also contributes
to prevent the high latency and network performance degradation due to overbuffering. Besides,
it also facilitates the design and manufacturing of devices with faster memory technologies and
future all-optical routers.
4.1 Introduction
Buffers are crucial elements of all kind of routers. They have a great impact in many
performance evaluation parameters like packet loss probability, end-to-end delay, delay jitter,
link utilization, and throughput. This impact is especially significant during congestion times.
The prevention of packet losses has motivated the spread of excessively large buffering across a
wide range of network devices and technologies, from Internet core routers to access devices on
the edge networks. This phenomenon of buffer oversizing, known as bufferbloat [97], has been
accelerated in recent years by the reduction in the memory cost. The bufferbloat brings as a
direct consequence that end users experience excessive high latencies in their communications,
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independently of their access technology and bandwidth [98]. In such environment, the quality
of service provided to real-time applications, which are very sensitive to delays, could be very
low. Thus, new buffer sizing schemes can provide some benefits to modern network devices. For
instance, a small buffer size is extremely valued in all-optical packet switching routers design
and construction [99, 100, 101]. Nevertheless, too small buffers increase the packet losses
and reduce the link utilization when TCP-alike protocols are used [102, 103]. Dimensioning
routers buffer size is therefore not an easy task and is an active research topic mainly for wired
routers [102, 104, 105]. On the other hand, the growth in the use of mobile devices and their
increasing computational capacity, together with the user ubiquitous access expectations, is
causing a constant increase in the demand of wireless networking technologies (like wireless
local area networks, mobile ad-hoc networks, wireless mesh networks, etc.). However, less
attention has been provided to the buffer sizing in wireless devices, where new challenging
issues arise [106].
In the study of queuing theory, it is customary to begin assuming knowledge of the
distributions of service and inter-arrival times, and from there the theory is constructed using
Markov (and embedded Markov) chains, Laplace and Z transforms and other mathematical
techniques [107]. In real practice, however, that detailed information is seldom available and,
in fact, in most instances, the only information at our disposal is a few average values from which
other parameter of interest, related to the system performance, must be provided. Obviously,
this process involves a risk since in so doing we are giving more information than we have. To
be more specific, suppose that the average value of packets in a transmission system (buffer and
server) and the server occupancy have been measured, using, for instance, moving averages.
How could we, then, obtain, solely from those two averages, the percentiles of packets in the
system? To produce these percentiles, the distribution of packets must be acquired, which is far
beyond the available knowledge. The solution to this dilemma can be stated in general terms
as follows: when in the course of a system evaluation, the data required to assess the system
performance exceeds the available data, the extra information needed should be generated
maximizing its entropy in a way compatible with the obtained measurements. This approach
has been already presented by some researchers in a rigorous mathematical way [108]. This
contribution includes a new derivation of the method from an engineering point of view.
Besides, when dealing with the task of buffer sizing for wireless devices new problems arise.
As it will be described, this is mainly due to the fact that the node transmission state does not
depend only on itself, but also on the state of the other nodes inside the same collision domain.
This work also extends the maximum entropy method for wireless devices working over shared
channels. We provide to these devices the capability of dynamically self-configure its buffer
sizes according to the traffic load variation and keeping bounded the packet loss probability.
Extensive simulations have been done to verify the proper performance of the proposal. We
evaluate different scenarios varying the network topology and load conditions. The analysis
with classical WLAN interfaces is done for two kinds of load variations. In the first scenario the
variations are due to changes in the traffic generated precisely by the node whose buffer is being
sized. In the second case the load fluctuation is due to the activation or deactivation of other
nodes in the same collision domain. Finally, when the mechanism is evaluated in multi-hop
mesh interfaces, the load variation comes from real movie traces and the multi-hop effect.
In summary, the purpose of this contribution is to provide to devices which transmit over
shared channels a straightforward method, based on easily measured parameters, to self-
configure and efficiently manage their available memory. This is achieved by dynamically
adapting their buffer sizes according to the traffic load variation during the network operation.
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The method is based on the application of the maximum entropy principle.
The rest of this chapter is organized as follows. Section 4.2 reports and analyzes the related
work. In Section 4.3 we present, in a practical way, our approximation to the solution of the
G/G/1 and G/G/1/K queues via maximum entropy. Here, we start presenting some known
expression relating the distribution of packets in the system to the distribution of packets
found in the system by an arrival. We continue with the maximum entropy approach for the
computation of the state probabilities. This section ends with the application that motivated
this study, namely: buffer sizing for the G/G/1/K queuing system. The numerical evaluation
of the model is presented in Section 4.4. The application and evaluation of the method for
dedicated channels is presented in Section 4.5. In Section 4.6 we extend the method for wireless
devices transmitting over shared channels and Section 4.7 presents the results obtained from
different wireless scenarios. Finally, conclusions are drawn in Section 4.8.
4.2 Related Work
The task of dimensioning buffer sizes can be developed in two ways: once at the design
stage or dynamically in order to adapt that size to the variability of the network and traffic
conditions. A recent approach of the first type is presented in [109] where authors propose a
large deviations framework to dimension the buffer size of delay-tolerant network nodes, as, for
instance, VANETs (Vehicular Ad-hoc NETworks) or ICMNs (Intermittently Connected Mobile
Networks) nodes. Here, each node is modeled as an M/M/1/B queue and large deviations
theory is used to study the queue buffer sizes in terms of buffer overflow. Authors consider a
buffer loss probability exponent as the configuration parameter and evaluate the performance
of their approach in terms of delivery ratio, delivery delay and message loss ratio. They state
that their sized buffer model, with the adequate configuration parameter, offers a performance
statistically equivalent to the infinite buffer model. Another example of the importance of
buffers in such wireless networks is given in [110]. Here, authors show the impact of the
buffer size on packet loss probability, throughput and delay of IEEE 802.16 networks. They
also observe that beyond a certain threshold, larger buffers do not improve none of these
performance parameters.
On the other hand, several authors propose dynamic buffer sizing mechanisms. For instance,
authors in [106] remark the necessity of such a dynamic mechanism for wireless local area
networks in order to guarantee high throughput efficiency and reasonable low end-to-end delays.
They analyze a simple adaptation of the classic bandwidth-delay product (BDP) rule [102].
This well-known rule, based on the dynamics of the TCP’s congestion control mechanism,
states that an Internet router requires a buffer size B given by B = C × RTT to achieve
a hundred percent utilization at the bottleneck links. Here, C represents the link data rate
and RTT is the average round-trip time of a TCP flow passing through that link. Following
this rule, and taking into account the currently high possible values of C, impractically large
buffers may be obtained. This was first observed by [104] where authors showed that a link
with n long-lived or short-lived TCP flows requires only B = (C × RTT )/√n buffers, and
further analyzed in [111] for congested links with different TCP flow types. Some open issues
are presented by the same authors in [112]. The adaptation proposed by [106] consists of an
on-line measurement and actualization of the mean packet service time values. This is required
since, in contrast to wired networks in which this value is constant, for 802.11-based wireless
networks the service time depends on the number of active stations that contend for the channel
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(CSMA/CA mechanism stochastic effect) and on the varying modulation and coding scheme
chosen by the physical layer (which in turn depends on the radio channel conditions). For this
first approach, they use a maximum queuing delay as the configuration parameter. In second
place they propose the Adaptive Limit Tuning (ALT) algorithm which main idea is to decrease
the buffer size when it has been busy for a long time and increase the buffer size when it has
been idle for a long period. The aim is to take advantage of the statistical multiplexing of TCP
congestion window backoffs when multiple flows share the same link.
In the same line, authors in [113] propose a buffer sizing mechanism in order to reduce
the queuing delays of TCP multi-hop flows while maintaining high network utilization inside
802.11-based WMNs. Their main idea is to consider a joint neighborhood buffer distributed
over a set of nodes that contend for channel access within a collision domain. The cumulative
buffer for the collision domain is also determined using the classical bandwidth-delay product.
To distribute the collective buffer amongst neighborhood nodes, they establish a simple cost
function that takes into account the fact that a queue drop close to the source node wastes
fewer network resources than a queue drop in a node closer to destination.
Different approaches based on modern control theory are presented in [114] and [115].
In [114], authors show the monotonic relationship between the buffer size and packet loss
rate and utilization. This relationship states that if the buffer size increases then the loss
rate monotonically decreases, while the utilization monotonically increases. Based on these
monotonic relationships the authors propose the so called Adaptive Buffer Sizing (ABS)
mechanism. ABS consists of two integral sub-controllers that dynamically adapt to variations
of input traffic by regulating the buffer size. This regulation is based on the error between the
measured and target values of loss rate and utilization. The controller under the utilization
constraint requires an additional treatment to avoid the buffer size goes to infinity in non-
bottleneck routers, since they are always under-utilized regardless of its buffer size. Finding
the optimal values for integral gains, which control the convergence speed and stability of the
system, is not an easy task due to the unknown underlying model for Internet traffic and its
high time-variability. To solve this, authors combine a controller output error method with
the gradient descent technique. As a final result they associate each sub-controller with a
gradient-based parameter training component able to find optimal integral gain values. As
a consequence, the ABS routers can adapt their buffer size to meet the required loss rate
and utilization under variable traffic conditions. In the same line, in [115] a control-theoretic
approach to analyze the network stability is provided. Authors show that desynchronized flows
improve network stability and require smaller buffers, which in turn promote desynchronization.
When the research focuses on inelastic real-time offered services, UDP flows should be
taken into account. Although TCP dominates the traffic carried by the Internet backbone
links, recent works [116, 117] demonstrate a significantly growth of UDP traffic (up to 46-fold
increase in volume in the past four years). Besides real time applications, some recent peer-
to-peer data transfers contribute to this growth. Authors in [117] actually show that UDP
represents the largest fraction of flows on a given link. Further, a self-contained mesh network
(MBSS) [53] allows that real time applications can dispense with not only TCP but even with
IP. These considerations have motivated to focus our work on inelastic real time traffic which
is usually encapsulated over UDP. Note that not all the classical real-time services fall into this
category. For instance, in most video streaming systems, the video sequence is previously coded
and stored. This fact, together with the increasing available bandwidth and a big amount of
memory in the receiver, allows sending the video sequence faster than needed and storing it
at the receiver side. In summary, video streaming service has become a kind of file transfer
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service. The strictest real-time services are those on which the information is consumed at the
same time that it is generated. For these flows, one of the most important aspects to study is
the packet loss rate, since it is directly related to the quality of service that the end user will
experience. Moreover, there are two main possibilities for the traffic engineering in a queue
system. Different flows from different service classes (with different traffic characteristics and
requirements) could coexist in the same queue, or be allocated to independent queues. The
increasing tendency of service differentiation allows that a variety of applications and services
meet their specific QoS needs. Therefore, in this work we have considered the presence of
a traffic classifier that separates at least TCP and UDP flows and assigns them to different
queues.
Traditionally, the way to analytically study the loss probability is through the transmission
system modeling, especially the G/G/1/K queue. The loss probability can be determined by
obtaining the state probabilities in these queues. However, to find these set of probabilities, it
is required a detailed knowledge of the traffic to be transmitted which is seldom available. This
work adopts an approximation in which just a few average values are available to carry out
the buffer dimensioning. This approximation is based on the idea of maximum entropy, which
was presented in an exhaustive way for the G/G/1 queue in [108]. The same author studies
the G/G/1/K queue in [118], and had previously presented the solution for the M/G/1 and
G/M/1 queues in [119]. For their part, authors in [120] use the maximum entropy analysis in
their study of a single removable server queueing system operating under the N policy (that
is, the server is turned on whenever N or more customers are present, and turned off when
there are no customers). They perform a comparative analysis between the approximate results
obtained through the maximum entropy principle and the exact results obtained in previous
works. The main conclusion is that error percentages are very small and therefore the use of
the maximum entropy principle is accurate enough for practical purposes. The same authors
extend in [121] their work to a M/G/1 queuing system with unreliable server and general
startup times. The conclusions are very similar to the previous ones, confirming the utility of
the maximum entropy principle. This principle has also been used in some related fields as,
for instance, the detection of anomalies in the network traffic [122]. Here, the current network
traffic distribution is compared against a baseline traffic distribution which is estimated by
means of the maximum entropy technique.
This chapter includes the solution for the G/G/1 and G/G/1/K queues via maximum
entropy, obtained in a practice-oriented way. The derivation is rather elementary and intuitive,
but we think this approach will appeal to engineers and computer scientists, more familiar
with the simulation aspects of a performance evaluation problem than with the intricacies of
mathematical arguments.
In summary, the contributions of this work are the following:
• The development of an alternative and easy to follow explanation for the solution of the
G/G/1 and G/G/1/K queues using a maximum entropy approach and its application to
the dynamic buffer sizing problem.
• The verification of the proper functioning of the resulting analytical queue models through
simulation.
• The adaptation of the proposed dynamic buffer sizing mechanism in order to be applied
on devices working over shared channels.
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• The implementation of the buffer sizing algorithm in ns-2 [123] and ns-3 [59] simulators
and the verification of its performance under different scenarios and traffic conditions.
• And finally the definition and evaluation of some metrics that allows the quantification
of the system performance in terms of efficiency in memory utilization.
As it will be verified, the obtained results could be valuable in network devices with
constrained resources such as sensor nodes, or for an efficient memory resource management in
wireless mesh routers with multiple interfaces. On the other hand, when the available memory
resources are not a problem, the dynamic buffer sizing also contributes to prevent the high
latency and network performance degradation due to the overbuffering issue.
4.3 Approximation to the Solution of the G/G/1 and
G/G/1/K Queues Via Maximum Entropy: a Prac-
tical Approach
This section presents the method for the solution of the G/G/1 and G/G/1/K queues via
maximum entropy in an easy and comprehensive way. As said previously, the derivation is
rather elementary and intuitive. First of all, a vision of the system dynamics is presented. We
follow with the computation of state probabilities via maximum entropy in both the infinite
and finite buffer size cases. Finally, we present different methods to find the buffer size for a
given loss probability target and show some experimental results.
4.3.1 Packets in the System and Packets Seen by Arrivals and
Departures
Consider a transmission system in which packets arrive and depart one at a time. In steady
state, such a system evolves through periods of activity and idleness as represented in Fig. 4.1.
When the system is continuously observed over a long enough time span comprising many of
those cycles, tobs, the probability of having i packets in the system, p(i), can be computed as:
p(i) =
t(i)
tobs
(4.1)
where t(i) is the total amount of time the system has sojourned in state i (during tobs).
Similarly, the probability that the system is busy, ρ, is given by:
ρ =
tB
tobs
(4.2)
where tB is the total duration of the activity periods, i.e.:
tB =
∞∑
i=1
t(i) (4.3)
To evaluate the probability of packets found in the system by an arrival, a(i), one has to
proceed differently, since now measurements are only taken at precise time instants. If there
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cycle 1
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...
Figure 4.1: Pictorial definition of t(i) and tB .
Figure 4.2: Pictorial definition of na(i) and nd(i).
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are na arrivals in tobs, and na(i) of those see the system in state i, a(i) can be estimated as
(see Fig. 4.2):
a(i) =
na(i)
na
(4.4)
Note that now we are dealing with discrete quantities, as opposed to the continuous values used
to estimate p(i). Therefore, it should not be surprising that, in general, p(i) and a(i) differ.
Analogously, denoting by d(i) the probability of leaving behind i packets at service
completion, we can write:
d(i) =
nd(i)
nd
(4.5)
where nd and nd(i) are, respectively, the total number of departures and the number of those
departures that leave i packets in the system. From Fig. 2, it is apparent that nd = na and
nd(i) = na(i). (Observe that these equalities hold also true for every cycle). Therefore, we also
have d(i) = a(i).
The probabilities p(i) and a(i) are related through arrival and departure rates, defined
respectively as follows:
λ(i) =
na(i)
t(i)
µ(i) =
nd(i)
t(i+ 1)
(4.6)
The global arrival rate, λ, is:
λ =
na(0) + na(1) + · · ·
t(0) + t(1) + · · · =
na
tobs
(4.7)
Similarly, the global departure ratio, µ, is:
µ =
nd(0) + nd(1) + · · ·
t(1) + t(2) + · · · =
nd
tB
(4.8)
From all the above, we readily obtain the following relationships which will be useful in the
sequel:
a(i) =
na(i)
na
=
λ(i)t(i)
λtobs
=
λ(i)
λ
p(i), i = 0, 1, 2, . . . (4.9)
p(i+ 1) =
t(i+ 1)
tobs
=
nd(i)λ
naµ(i)
=
λ
µ(i)
a(i), i = 0, 1, 2, . . . (4.10)
and from both, we finally have:
p(i+ 1) =
λ
µ(i)
λ(i)
λ
p(i) =
λ(i)
µ(i)
p(i), i = 0, 1, 2, . . . (4.11)
4.3.2 The computation of probabilities: a maximum entropy ap-
proach
We will distinguish two cases, corresponding to infinite or finite buffer size.
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4.3.2.1 Infinite Buffer Size
As anticipated in the introduction, the problem we address in this section is the following.
Suppose that the average number of packets in a transmission system (buffer and server) and
the server occupancy have both been measured. As explained before, such measurements may
yield different values depending on the way they are taken: at arrival times or by continuously
monitoring the system. Both ways of proceeding are used in engineering practice. Time
averages are very useful for operators, for instance, since they clearly indicate the utilization of
network resources. The knowledge of these values is pertinent to many aspects of paramount
importance like economic revenues, equipment heating and, in general, subject matters related
to network exploitation. On the other hand, users are more concerned with a different set of
parameters, like packet losses, delays, etc., that, in the usual parlance of traffic engineering are
grouped under the heading of Quality of Service. This work focuses on buffer dimensioning to
achieve a given packet loss probability, PL. Obviously, a packet is lost when, upon its arrival to
the transmission system, no storage space is left in the buffering element. Therefore, to evaluate
PL, measurements should be taken at arrival times. Since PL is normally a very small number,
its reliable estimation is a lengthy process that needs many packets. To avoid excessive burden
on the measuring mechanism, and to make the adjustments more dynamic, our model requires
the collection of only two values, namely: the server occupancy, ρa, and the average number
of packets in the system, Na, both of them seen by arrivals. Note that ρa and Na are several
orders of magnitude larger than PL, and therefore they can be estimated much faster, using
for instance moving averages. Then, the problem is to evaluate the probabilities of packets
seen by an arrival, a(i), having at our disposal only the knowledge of those two quantities.
If the a(i) were given, ρa and Na would follow readily. Our aim is just the opposite, i.e.: to
obtain the a(i) from the sole knowledge of ρa and Na. Observe that by producing a(i) we are
providing more information than we have available. We should, therefore, be as “ambiguous”
as possible, but always in compliance with the observed data. Since the pioneering work of
C. Shannon [124], the uncertainty of a random variable (rv) is measured by a quantity known
as entropy. Focusing in our case of interest, if a rv takes on the values x1, x2, x3, . . . with
probabilities p1, p2, p3, . . . the entropy of this rv is given by the expression [125]:
∞∑
i=1
pi ln
1
pi
(4.12)
The base of logarithms can be arbitrary and, by convenience, in the above expression, we have
chosen natural logarithms.
Going back to our case, since a(0) = 1− ρa is known, the problem can be stated as follows:
Compute a(1), a(2), a(3), . . . to maximize:
∞∑
i=1
a(i) ln
1
a(i)
(4.13)
subject to conditions:
∞∑
i=1
a(i) = ρa
∞∑
i=1
ia(i) = Na
(4.14)
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Using the approach routinely employed to solve constrained optimization problems of this
sort, we form the Lagrangean function [126]:
F (a(1), a(2), . . .) = −
∞∑
i=1
a(i) ln a(i) +A
( ∞∑
i=1
a(i)− ρa
)
+B
( ∞∑
i=1
ia(i)−Na
)
(4.15)
and equal its partial derivations to 0, as follows:
∂F
∂a(i)
= − (ln a(i) + 1) +A+Bi = 0, i = 1, 2, . . . (4.16)
Therefore
a(i) = eA−1+Bi = αβi, i = 1, 2, . . . (4.17)
where
α = eA−1, β = eB (4.18)
To compute α and β we use the known conditions:
ρa =
∞∑
i=1
a(i) =
∞∑
i=1
αβi =
αβ
1− β (4.19)
which implies
α = ρa
1− β
β
(4.20)
Also
Na =
∞∑
i=1
ia(i) =
∞∑
i=1
iαβi =
αβ
(1− β)2 =
ρa
1− β (4.21)
Then,
β = 1− ρa
Na
(4.22)
and therefore from Eq. 4.20:
α =
ρ2a
Na
1
1− ρa
Na
(4.23)
Once α and β have been determined, the values of a(i) are given by the expressions:
a(0) = 1− ρa
a(i) =
ρ2a
Na
(
1− ρa
Na
)i−1
, i = 0, 1, 2, . . .
(4.24)
Proceeding similarly with p(i), we can write:
p(0) = 1− ρ
p(i) =
ρ2
N
(
1− ρ
N
)i−1
, i = 0, 1, 2, . . .
(4.25)
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where ρ and N are, respectively, the server occupancy and the average number of packets
obtained by continuously monitoring the system.
To further illustrate the interest of the procedure, we will now apply the method to four
different cases depending on the constancy or not of the arrival and departure rates.
Case 1: λ(i) variable and µ(i) variable.
This is the general case. There are no relations among ρ, ρa, N,Na, and nothing else can
be said.
Case 2: λ(i) constant (= λ) and µ(i) variable.
Since
a(i) =
λ(i)
λ
p(i) (4.26)
in this case we have
a(i) = p(i) (4.27)
and therefore
ρa = ρ, Na = N (4.28)
Case 3: λ(i) variable and µ(i) constant (= µ).
In this case
ρa 6= ρ, Na 6= N (4.29)
but nonetheless
ρa
ρ
=
Na
N
(4.30)
To see this, observe first from Eqs.(4.2, 4.7, and 4.8) we have
λ
µ
=
tB
tobs
= ρ (4.31)
Now
p(i+ 1) =
λ
µ(i)
a(i) = ρa(i) (4.32)
From the above and Eq. 4.25 we get
ρa = 1− a(0) = 1− 1
ρ
p(1) = 1− ρ
N
(4.33)
and
Na =
∞∑
i=1
ia(i) =
∞∑
i=1
i
1
ρ
p(i+ 1) =
∞∑
i=1
i
1
ρ
(
1− ρ
N
)
p(i) =
N
ρ
− 1 (4.34)
From Eqs.(4.33 and 4.34) we obtain
Nρa = N − ρ, Naρ = N − ρ (4.35)
and therefore
Nρa = Naρ (4.36)
as claimed
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Case 4: λ(i) constant and µ(i) constant.
In this case, not only ρ = ρa and N = Na, but also N and ρ are related. In fact, from
ρa = 1− ρ
N
= ρ (4.37)
we get
N =
ρ
1− ρ (4.38)
Observe that some of the equations presented in cases 2, 3 and 4 correspond, respectively, to
results derived when the usual procedure to studying the M/M/1, M/G/1, and G/M/1 queuing
systems is followed. The formulation is, however, different, and the expressions obtained for
the general case (from which all other stem) are new, and have no equivalent in the traditional
approach to the analysis of the G/G/1 queuing system.
4.3.2.2 Finite Buffer Size
Let Q be the buffer size. Similarly to before, we have:
aQ(0) = 1− ρa
aQ(i) = αβ
i, i = 0, 1, 2, . . . , Q+ 1
(4.39)
where aQ(i) denotes the probability seen by an arrival when the buffer size is Q. The parameters
α and β are now obtained from ρa and Na as indicated below.
From
ρa =
Q+1∑
i=1
aQ(i) =
Q+1∑
i=1
αβi (4.40)
we obtain:
α = ρa
1− β
β
1
1− βQ+1 (4.41)
The computation of Na yields:
Na =
Q+1∑
i=1
iaQ(i) =
Q+1∑
i=1
iαβi =
ρa
1− β
1− [(Q+ 2)− (Q+ 1)β]βQ+1
1− βQ+1 (4.42)
Observe that when Q increases to infinity we re-obtain Eqs.(4.20 and 4.21).
Eq.(4.42) can be rewritten as:
Na
ρa
= fQ(β) (4.43)
where
fQ(β) =
1
1− β
1− [(Q+ 2)− (Q+ 1)β]βQ+1
1− βQ+1 (4.44)
is an increasing function of β and fQ(0) = 1 (see Fig. 4.3). Therefore, since (Na/ρa) > 1,
Eq.(4.44) can be easily solved for β, and α readily follows from Eq.(4.41).
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Figure 4.3: Calculation of β.
4.3.3 Application to the Buffer Sizing for the G/G/1/K Queuing
System
Buffer overflow in data networks causes packet losses and, consequently, it should be evaluated
and properly controlled to guarantee the desired level of service performance. Obviously, a
packet is lost when, upon its arrival to the transmission system, no storage space is left in
the buffering element. Therefore, as said before, to evaluate this parameter, the use of the
probabilities of packets found in the system by an arrival (and not the probability of packets in
the system) is in order. Based on the previous formulas, we propose and compare three different
methods. For the first method we use the finite buffer model presented in Section 4.3.2.2,
whereas for methods 2 and 3 we employ Eq.(4.24) derived in Section 4.3.2.1.
Method 1: The probability of packet loss, PL, can be evaluated as the probability of being
in the state K, that is, Q+ 1.
PL = aQ(Q+ 1) = αβ
Q+1 (4.45)
where α and β are computed as indicated in Section 4.3.2.2. Then, for a given PL, the
buffer size Q can be computed as:
Q = logβ
(
PL
α
)
− 1 (4.46)
On the other hand, the packet loss probability can also be calculated using the probabilities
a(i) obtained in Section 4.3.2.1 for the infinite buffer size. Here, we present two methods, akin
to the ones used to compute blocking probabilities for voice circuits.
Method 2: Define:
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a˜(i) =

a(i)
Q+1∑
n=0
a(n)
, i ≤ Q+ 1
0, i > Q+ 1
(4.47)
Then, PL can be computed as follows:
PL = a˜(Q+ 1) =
a(Q+ 1)
1−
∞∑
n=Q+2
a(n)
=
ρ2a
Na
·
(
1− ρa
Na
)Q
1− ρa
(
1− ρa
Na
)Q+1 (4.48)
Observe that this method of truncation is similar to the Erlang B approach to compute
blocking probabilities for voice circuits (truncating, in that case, a Poisson distribution).
Method 3: We now parallel Molina’s [127] way of computing blocking probabilities.
Therefore, we set:
PL =
∞∑
i=Q+1
a(i) =
∞∑
i=Q+1
ρ2a
Na
(
1− ρa
Na
)i−1
= ρa
(
1− ρa
Na
)Q
(4.49)
With this method Q can be expressed in closed-form as:
Q = int
 ln
(
PL
ρa
)
ln
(
1− ρa
Na
)
 (4.50)
where int(·) is the integer function.
As shown later, Eqs.(4.45) and (4.48) give similar results for the value of the needed buffer
size. The value of Q provided by Eq.(4.50) is however larger than necessary, but the advantage
is that Q can be expressed in closed-form.
In the next section we comment on the numerical results obtained using different traffic
aggregations.
4.4 Numerical and Simulation Results
This section gives a few representative figures obtained by simulation and using the procedure
and methods described in sections 4.3.2 and 4.3.3. Although the main interest of this
contribution is the computation of buffer overflow using to that end the probabilities seen
by arrivals, we have also indicated how to evaluate the probabilities of packets in the system,
and pointed out the differences between the two of them. To more visually highlight those
differences, in Fig. 4.4 we have shown the values of p(i) and a(i) for infinite buffers and two
specific distributions of interarrival and service times. More specifically, we have chosen a
Gamma(α, ν) distribution for the interarrival times and a Pareto(k, xm) for packet lengths.
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Figure 4.4: Probability of packets in the system, p(i), and probabilities seen by arrivals a(i),
with infinite queue size.
The probability density function for the Gamma(α, ν) is given by:
f(x) =
xν−1
ανΓ(ν)
e−
x
α , x > 0 (4.51)
where α > 0, ν > 0 and Γ(ν) is the gamma function. Its average value is να.
The density function for the Pareto(k, xm) is:
f(x) = k
xkm
xk+1
, x > 0 (4.52)
where xm > 0 and k > 1. Its average value is kxm/(k − 1).
Observe that one of the distributions considered for the packet lengths is the Pareto
distribution, which takes into account the “heavy-tailed” effect present in the self-similar
traffic [128, 129]. Anyway, although self-similarity property appears in many real traffics [130,
94], it should be noted that its influence in some environments or with certain services (for
instance, real time services with small buffers) is not determinant [131, 132].
The parameters chosen to compute the model and run the simulations are shown in
Table 4.1. For a 1 Mbps channel, this produces a load of 0.6. Obviously, many other parameters
and distributions could have been chosen and the results were similar. In fact, eight additional
cases are shown in Figs. 4.5–4.12: the results for infinite buffer size with different interarrival
and service time distributions (M/M/1, M/G/1, G/M/1, G/G/1), and for different offered
traffic intensities (ρ = 0.5 and ρ = 0.8) are respectively shown in Figs. 4.5–4.8, while the
results for the finite buffer cases (N = 4 and N = 8) with the same time distributions and
a traffic intensity of ρ = 0.8 are shown in Figs. 4.9–4.12. Observe how, as expected, the
probabilities p(i) and a(i) differ, but the values provided by the model accurately agree with
the results of the simulation runs.
Since we are interested in buffer overflow, for the rest of the computations and figures we are
only concerned with the value of the probabilities seen by arrivals. To more realistically mimic
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Table 4.1: Traffic configuration parameters.
Function Parameters
Interarrival time (gamma) α = 0.001 s ν = 2
Packet length (Pareto) xm = 800 bits k = 3
Interarrival time [s] Service time [s] ρ
Exp(0.2) Exp(0.1) 0.5
Interarrival time [s] Service time [s] ρ
Exp(0.2) Exp(0.16) 0.8
Figure 4.5: p(i) and a(i) for infinite buffer size and time distribution M/M/1.
Interarrival time [s] Service time [s] ρ
Exp(0.2) Erlang3(0.1) 0.5
Interarrival time [s] Service time [s] ρ
Exp(0.2) Erlang3(0.16) 0.8
Figure 4.6: p(i) and a(i) for infinite buffer size and time distribution M/G/1.
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Interarrival time [s] Service time [s] ρ
Erlang3(0.2) Exp(0.1) 0.5
Interarrival time [s] Service time [s] ρ
Erlang3(0.2) Exp(0.16) 0.8
Figure 4.7: p(i) and a(i) for infinite buffer size and time distribution G/M/1.
Interarrival time [s] Service time [s] ρ
Erlang3(0.2) Erlang3(0.1) 0.5
Interarrival time [s] Service time [s] ρ
Erlang3(0.2) Erlang3(0.16) 0.8
Figure 4.8: p(i) and a(i) for infinite buffer size and time distribution G/G/1.
Interarrival t [s] Service time [s] ρ N
Exp(0.2) Exp(0.16) 0.8 4
Interarrival t [s] Service time [s] ρ N
Exp(0.2) Exp(0.16) 0.8 8
Figure 4.9: p(i) and a(i) for finite buffer N = 4 (left) and N = 8 (right) and time distribution
M/M/1/N.
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Interarrival t [s] Service time [s] ρ N
Exp(0.2) Erlang3(0.16) 0.8 4
Interarrival t [s] Service time [s] ρ N
Exp(0.2) Erlang3(0.16) 0.8 8
Figure 4.10: p(i) and a(i) for finite buffer N = 4 (left) and N = 8 (right) and time distribution
M/G/1/N.
Interarrival t [s] Service time [s] ρ N
Erlang3(0.2) Exp(0.16) 0.8 4
Interarrival t [s] Service time [s] ρ N
Erlang3(0.2) Exp(0.16) 0.8 8
Figure 4.11: p(i) and a(i) for finite buffer N = 4 (left) and N = 8 (right) and time distribution
G/M/1/N.
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Interarrival t [s] Service time [s] ρ N
Erlang3(0.2) Erlang3(0.16) 0.8 4
Interarrival t [s] Service time [s] ρ N
Erlang3(0.2) Erlang3(0.16) 0.8 8
Figure 4.12: p(i) and a(i) for finite buffer N = 4 (left) and N = 8 (right) and time distribution
G/G/1/N.
the actual traffic in any network, we have considered a traffic resulting from the aggregation
of four different mixes with quite different interarrival times and packet lengths. Besides the
gamma distribution, already mentioned, the other distributions that have been used are the
following:
• Truncated exponential:
f(x) =
λ
1− e−λxmax e
−λx, 0 ≤ x ≤ xmax (4.53)
• Truncated Pareto:
f(x) =
k
1−
(
xmin
xmax
)k xkminxk+1 , xmin ≤ x ≤ xmax (4.54)
• Uniform:
f(x) =
1
xmax − xmin , xmin ≤ x ≤ xmax (4.55)
• Deterministic:
f(x) = δ(x− x0) (4.56)
where δ(·) is the Dirac’s delta function.
Moreover, to fully explore the behavior under different conditions, we have compared three
loads: ρ = 0.4, ρ = 0.6 and ρ = 0.8. Table 4.2 shows the packet length distributions and
Table 4.3 the distributions of the interarrival times for the three different loads. The channel
capacity is set to 1 Gbps. The analytic computations are carried out using method 1 presented
in Section 4.3.3.
Fig. 4.13 represents the values (model and simulations) of aQ(i) for a buffer size of 11. It
can be observed a good agreement for the whole spectrum of loads. Fig. 4.14 shows the packet
61
Chapter 4. Dynamic Buffer Sizing via Maximum Entropy
Table 4.2: Traffic streams (packet length).
Traffic No. Packet length
1 Truncated Pareto
k = 1.5
xmin = 368 bits
xmax = 12000 bits
2 Gamma
α = 500 bits
ν = 3
3 Uniform
xmin = 1000 bits
xmax = 9000 bits
4 Truncated Pareto
k = 1.5
xmin = 368 bits
xmax = 18000 bits
Table 4.3: Traffic streams (interarrival times).
Traffic Interarrival time Interarrival time Interarrival time
number (ρ = 0.4) (ρ = 0.6) (ρ = 0.8)
1 Trunc. exponential Trunc. exponential Trunc. exponential
λ−1 = 9 · 10−6 s λ−1 = 6 · 10−6 s λ−1 = 4.5 · 10−6 s
xmax = 1.2 · 10−4 s xmax = 1.2 · 10−4 s xmax = 1.2 · 10−4 s
2 Uniform Uniform Uniform
xmin = 0 s xmin = 0 s xmin = 0 s
xmax = 3 · 10−5 s xmax = 2 · 10−5 s xmax = 1.5 · 10−5 s
3 Deterministic Deterministic Deterministic
x0 = 5 · 10−5 s x0 = 3.333 · 10−5 s x0 = 2.5 · 10−5 s
4 Gamma Gamma Gamma
α = 2.37 · 10−6 s α = 1.58 · 10−6 s α = 1.18 · 10−6 s
ν = 4 ν = 4 ν = 4
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Figure 4.13: Probabilities seen by arrivals, aQ(i), with finite queue size (Q = 11).
loss probability as a function of the buffer size and for the three different load conditions. As
usual, the values obtained with the model and by means of simulation are compared. Fig. 4.15,
although similar to Fig. 4.14, shows more conveniently for a practical implementation the Q
needed for a given PL for the three loads. As can be seen, the agreement is again very good.
Finally, Figs. 4.16 and 4.17 show the results obtained using the three methods mentioned
in Section 4.3.3. Not to clutter the figure, we have selected only one load: ρ = 0.6. From those
graphs, we see the agreement of methods 1 and 2 and that, as expected, method 3 allocates
more buffer than necessary.
4.5 Application to the Dynamic Buffer Sizing for Dedi-
cated Channels
In this section we apply the maximum entropy method to dynamically adapt the buffer size of
network devices in a way that the following requirements are fulfilled:
• The mechanism must assign always the smallest possible buffer size. Thus, bufferbloat
effect is avoided and free memory is available to be allocated to other channels. In
this way, a network device with several transmission channels is able to more efficiently
distribute the available memory depending on the varying load conditions in each of their
channels.
• A maximum loss probability, which can be configurable, must be guaranteed. This loss
probability is determined by the nature of the traffic flow and the quality of service that
the end user expects.
• The algorithm must be able to run independently on each device. Devices must be able
to self-configure their buffer sizes without intervention of any other network equipment.
Thus, the proposed mechanism can be used in any environment, not being required a
central equipment with special features and functionalities. Consider for example the case
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Figure 4.14: Packet loss probability vs. buffer size.
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Figure 4.15: Buffer size vs. packet loss probability.
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Figure 4.16: Packet loss probability vs. buffer size using the three models ρ = 0.6.
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Figure 4.17: Buffer size vs. packet loss probability using the three models ρ = 0.6.
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Figure 4.18: Test sequence for the simulations.
Table 4.4: Random variables used to generate the traffic flows.
Flow Interarrival time Packet lengths
1 Truncated exponential Truncated Pareto
2 Uniform Gamma
3 Deterministic Uniform
4 Gamma Truncated Pareto
of wide-area networks consisting of heterogeneous devices from different manufacturers
and using wired and wireless channels. The requirement of a central equipment along
with new protocols for information exchange relating to the dynamic buffer sizing, implies
serious challenges from a practical implementation point of view. In addition, we must
consider the traffic overhead that will be introduced by the mechanism to adapt to the
dynamic network conditions.
The simulation results for different network scenarios and conditions are shown in the following.
An adaptation of the Scalev transmission system simulator [133, 134] has been used to obtain
the results reported in this section.
4.5.1 Test Sequence
Different test sequences were generated for the simulations. The idea is to vary the offered
load over time. The profile of one of these sequences is shown in Fig. 4.18, where variations of
the channel utilization between 0.4 and 0.8 can be observed. Four different traffic flows have
been mixed to obtain these utilization levels and to simulate network conditions as realistic as
possible. Each traffic flow has different distributions for the interarrival times and the packet
lengths (Table 4.4). We vary the specific parameters of each distribution to obtain the required
load level.
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Table 4.5: Resulting PL as function of w and the required PL.
Required PL
w 10−3 10−4 10−5
10−3 5.66 · 10−4 2.62 · 10−5 2.38 · 10−7
10−4 8.07 · 10−4 7.96 · 10−5 8.58 · 10−6
10−5 9.27 · 10−4 1.18 · 10−4 1.57 · 10−5
10−6 1.35 · 10−3 2.34 · 10−4 4.36 · 10−5
4.5.2 Input Parameters Considerations
As stated in Section 4.3.3 the buffer sizing mechanism is based on the values of the channel
occupancy (ρa) and the number of packets in the system (Na). Both parameters must be
measured by the device itself. Instead of using instantaneous measurements, in a practical
implementation, these values must be filtered (smoothed) to avoid undesired oscillations. For
this, we use an exponentially weighted moving average (EWMA):
ρa = w · sρ + (1− w)ρ′a (4.57)
Na = w · sN + (1− w)N ′a (4.58)
where ρ′a and N
′
a are the previous values, sρ and sN are the current samples, and ρa and Na are
the new averages that will be used as inputs of the Eqs.(4.41) and (4.43). On the other hand,
the value of w(w ∈ [0, 1]) defines the relative importance of the current sample with respect
to the past history. The greater its value is, the lesser smoothing and faster following of the
evolution of the parameter. For this work the objective is to achieve the maximum smoothing
but without losing the evolution of the input parameters, which could lead to not accomplish
the required packet loss probability.
For the test sequence under study, several simulations were performed in order to find the
minimum w value which can meet the requirement of the target loss probability. Table 4.5
summarizes the resulting values for different required PL and for different values of w. As can
be observed, for w = 10−4 the required PL is still met. Nevertheless, for w = 10−5 the resulting
losses exceed the target in most of the cases. This effect is also evident in Fig. 4.19 which shows
the time evolution of the filtered ρa for PL = 10
−3 and for different values of w. For a sake
of clarity, it only shows the last 10 s of such evolution. As can be observed in Fig. 4.19(a),
for values of w of 10−2 and 10−3 the variations of ρa are very high. On the other side, for
values of 10−5 and 10−6 (Fig. 4.19(b)) the system does not properly follow the evolution of the
load. The value w = 10−4 is confirmed as the most suitable since it presents the maximum
smoothing that still follows such variation.
Fig. 4.20 shows the evolution of the buffer size Q (in packets) obtained from Eq. 4.46
for different values of w and PL = 10
−3. As expected, for greater values of w the buffer
oscillations increase. However, for the lowest value, the required PL is not accomplished (as
shown in Table 4.5). Finally, once the value of w = 10−4 has been selected, Fig. 4.21 shows
the buffer size evolution for different requirements of loss probability. As can be verified, the
required buffer is greater when the target PL is more demanding.
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(a) w = 10−2 and 10−3. (b) w = 10−4, w = 10−5 and 10−6.
Figure 4.19: Smoothing of the parameter ρa for a required PL = 10
−3.
Figure 4.20: Evolution of the buffer size for different values of w and PL = 10
−3.
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Figure 4.21: Evolution of the buffer size for different values of target PL and w = 10
−4.
4.5.3 Minimization of the Mechanism Overload
As it can be seen in the previous simulations, the network device under study is able to adapt
the amount of memory that it allocates to each transmission channel according to the load
and the loss probability requirement. For this, at each new packet arrival it does all the
required computations and adapts the buffer size accordingly. Observe that in order to apply
the expression of Eq. 4.46 it is necessary the value of α, which in turn is obtained from the
value of β. For this last, the application of numerical methods is required. Undoubtedly, this
way of proceeding introduces a high overload in the device that would result in an undesired
additional delay in the packet retransmission.
With the aim of reducing at maximum this overload, this section presents the results
obtained after the establishment of acting thresholds. Two different thresholds have been
considered, one for decreasing ThDW and other for increasing ThUP the buffer size. That
is, for each received packet the device updates the average value of ρa and Na (this does
not introduce a significant overload), but the updated value of ρa must differ more than the
established threshold with respect to its value at the time instant that the last adaptation was
done. This way, the numerical computations required according to Eq.4.44 must be done only
if the load variation is really significant. This will drastically reduce the algorithm execution
rate, allowing its implementation in real devices.
Many simulations have been done to adjust the value of the thresholds. In addition, both
absolute and relative threshold values have been tested. For instance, an increment of 0.1 in the
utilization factor with respect to the previous reference (absolute value) before increasing the
buffer size. Or to do so if the difference is around 5% (relative value). From all the experiments,
we present the results that lead to the final selection of both thresholds. In both cases were
absolute values. For the decreasing threshold a value of 0.075 was chosen in order to not to
easily reduce the buffer size and to keep bounded the loss probability. Once this value has been
adjusted, new simulations were done to adjust the increasing threshold. Table 4.6 summarizes
the resulting values. As can be observed in this table, increasing the threshold value make
more difficult that the system adapts to a load increase. And therefore the loss probability
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Table 4.6: Resulting PL as function of the increasing threshold ThUP and the required PL.
Required PL
ThUP 10
−3 10−4 10−5 10−6
0.01 6.47 · 10−4 7.44 · 10−5 8.35 · 10−6 4.47 · 10−7
0.05 8.47 · 10−4 9.87 · 10−5 1.07 · 10−5 1.19 · 10−6
0.1 1.11 · 10−3 1.48 · 10−4 2.22 · 10−5 3.34 · 10−6
Figure 4.22: Evolution of the buffer size after the application of the increasing and decreasing
thresholds, for different values of target PL.
also increases. For all the cases, the maximum value for this threshold that allows to keep
the loss probability bounded below the required one is 0.01. Using this value we obtain the
buffer size evolution shown in Fig. 4.22 for different loss probability requirements. As can be
observed, comparing with Fig. 4.21, all the unnecessary executions of the algorithm have been
eliminated. This way, the undesired overload of the network device is avoided.
Specifically, for the reported simulations, the number of algorithm executions decreases
from 6499628 for the case without thresholds (i.e. one execution per packet arrival) to 213
after thresholds application. Besides, this value was the same for the different cases of loss
probability under study. Using a temporal averaging, this results are equivalent to pass from
a rate of 448225 to 15 executions per second. Note that this significant drop is mainly due to
the initial situation in which the number of executions is excessively high.
On the other hand, we analyze the number of algorithm executions that really causes a
change of the buffer size. Namely, sometimes the algorithm execution could lead to obtain a
value for the buffer size that is the same that its previous one. This fact gives us information
about whether the thresholds were properly chosen. If the executions rate is much higher than
the rate of real size changes, the value of the thresholds could be made larger to reduce the
number of executions, and vice versa. Nevertheless, we must take into account that the values
can not be so similar, because in that case required updates could be lost and the target loss
probability not achieved. Fig. 4.23 shows the mean values of the rate of executions and the
rate of buffer size changes for different values of required PL. As can be observed, the rate of
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Figure 4.23: Rate of algorithm executions and rate of effective buffer size changes, for different
values of required PL.
effective buffer size changes grows when the requirement of loss probability is more demanding.
4.5.4 Traffic Differentiation
In the following we present the results obtained when the system enables the possibility of
configure different service levels to different traffic flows. In particular, one of the flows is
the correspondent to the test sequence used in the previous sections, and three new flows are
added with different load variations between them. Each of these flows are scaled to produce
a quarter of the total load offered to the system. As a whole, the temporal evolution of the
channel utilization is as shown in Fig. 4.24. Note that this global utilization is equally perceived
by the four flows since they share the channel.
In a first simulation round, all the flows request the same loss probability. Table 4.7
summarizes the resulting PL for each flow and for different values of target PL. As can be
observed, the obtained loss probability for all the cases is below the configured target, which
shows that the mechanism continues providing correct results when different flows are separately
treated. Fig. 4.25 shows the average number of units in the system observed by each flow
during the simulation, for the case in which the requested target is PL = 10
−6. These values
are different for each traffic, because they are independently measured on each queue. Then,
they show the different load evolution caused by each flow. By its part, Fig. 4.26 presents the
evolution of the buffer size allocated for each flow. As expected, this evolution is also different
for each traffic, because it adapts to the conditions of each one.
The following round of simulations aims to verify that the mechanism works properly when
different service levels (different loss probabilities) are required by each traffic flow. Specifically,
loss probabilities from 10−3 to 10−6 have been requested. Table 4.8 shows the resulting values,
verifying again the proper system operation. In this case, the value of the transfer time T
(waiting plus transmission) for each flow has been included. This time is very similar for all
the traffics independently of the requested loss probability. This is because the loss probability
71
Chapter 4. Dynamic Buffer Sizing via Maximum Entropy
Figure 4.24: Global channel utilization produced by the aggregation of four different traffic
flows.
Table 4.7: Resulting PL for differentiated traffic flows as a function of the required PL (equal
for all the flows).
Required PL
Flow 10−3 10−4 10−5 10−6
1 3.86 · 10−4 2.78 · 10−5 2.31 · 10−6 1.54 · 10−7
2 5.21 · 10−4 4.51 · 10−5 5.54 · 10−6 4.62 · 10−6
3 3.71 · 10−4 2.69 · 10−5 3.85 · 10−6 1.54 · 10−6
4 5.00 · 10−4 2.49 · 10−5 2.46 · 10−6 6.15 · 10−6
Figure 4.25: Average number of packets in the system.
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Figure 4.26: Buffer size for each traffic flow.
Table 4.8: Resulting PL and T for differentiated traffic flows as a function of the required PL
(different for each flow).
Required PL
Flow 1 Flow 2 Flow 3 Flow 4
10−3 10−4 10−5 10−6
PL 3.86 · 10−4 4.43 · 10−5 3.84 · 10−6 6.15 · 10−7
T 1.17 · 10−6 1.21 · 10−6 1.22 · 10−6 1.22 · 10−6
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Figure 4.27: Average number of packets in the system for each traffic flow and different loss
probabilities.
Figure 4.28: Buffer size evolution for each traffic flow and different loss probabilities.
values are small, and therefore almost all the packets are accepted in the buffers for all the
cases without being excessively significant the effect of the finite buffers. Observe that for the
biggest loss probability value, 10−3, a smaller value of T is appreciated as it corresponds to a
smaller buffer.
On the other hand, Fig. 4.27 and Fig. 4.28 show the evolution of the average number of
packets in the system and the assigned buffer for each traffic respectively. As in the previous
simulation round, it must be taken into account that the variation of the number of units in the
system is different for each flow and therefore the increments and decrements of the allocated
buffer sizes are not synchronized. Besides, we verify that the traffics which request smaller loss
probabilities are the ones with larger allocated buffers.
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4.6 Method Extension for Wireless Devices
To extend our proposal to wireless networks, where the stations contend inside a shared
medium, we need to do some additional considerations. Mainly, we must take into account
the fact that in contrast to a wired network where the node server occupancy is exclusively
due to its own packet transmissions, in wireless networks a node should hold the packets in
its queue if the radio channel is being used by another station inside its carrier sensing range.
Actually, if we consider the CSMA/CA mechanism of IEEE 802.11-based networks, we must
combine both the physical and virtual carrier sensing status information in order to determine
the node server occupancy.
The physical carrier sensing mechanism reports the current state of the medium to the local
MAC entity. It reports the channel as busy whenever the perceived signal strength exceeds the
carrier sensing threshold or when the physical layer is in transmission state. On the other hand,
the virtual carrier sensing is provided by the MAC by means of the network allocation vector
(NAV). 802.11-based nodes (stations or access points) use the NAV to know how long they must
defer from accessing the medium because another node is using it. The duration information
required to set the NAV is carried in RTS/CTS frames and in all the data and control frames
interchanged during a contention period. This virtual carrier sensing reports the medium as
idle when the NAV is zero and as busy otherwise. In summary, the medium will be considered
idle only when the physical and the virtual carrier sensing mechanism simultaneously report it
as idle.
Additionally, we must take into account the inter frame space time (IFS) that each node
has to delay between the transmission of two consecutive frames (as stated by the IEEE 802.11
standard [53].)
With all this in mind, to measure the server occupancy we consider that a server is idle
only in the case that the physical and virtual carrier sensing mechanisms report an idle state,
and none IFS waiting time is being carried out by the node. In all other cases the node server
is seen as busy.
It is important to note that, besides buffer overflow, the proposed mechanism indirectly
considers the other sources of packet losses experimented by wireless devices. These losses can
be produced both by collisions in the shared medium or by physical channel impairments (noise,
interference, fading, shadowing, etc.). As stated in [22], frames that are not correctly received
at the MAC layer (of the next-hop destination nodes) are retransmitted by the source. These
retransmissions imply higher channel utilization. Therefore, the value of the server occupancy
measured by our mechanism will be increased accordingly, and so the buffer size will also be
modified depending on the channel conditions.
4.7 Simulation of Wireless Scenarios
In order to validate and assess the proposed buffer sizing mechanism in wireless devices working
over shared channels, it has been verified by means of extensive simulations. To be more
confident with the obtained results it has been fully implemented on ns-2 and ns-3 simulators.
4.7.1 Simple Two-nodes Topology
First, a simple two-node topology has been chosen to determine the adequate configuration
parameters and to illustrate its effects over the system’s performance. In this case, the
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Table 4.9: ns-2 MAC/PHY parameters used in simulations.
Parameter Value
CWmin 15
CWmax 23
SIFS 16 µs
DIFS 34µs
Slot duration 9µs
Header duration 20µs
Short retry limit 7
Long retry limit 4
CS threshold 6.31 pW
Pt 0.2 mW
Frequency 5.18 GHz
Noise floor 0.25 pW
Power monitor threshold 2.1 pW
SINR preamble capture 2.5118
SINR data capture 100
Propagation loss model Two ray ground
Data/control OFDM rate 6 Mbps
simulations have been carried out on ns-2 version 2.34 using the overhauled IEEE 802.11 MAC
and PHY modules [135]. The organized and modular design of these MAC and PHY modules
allows clearer and easier channel occupancy measurements and also improves the simulations
accuracy in comparison with the native IEEE 802.11 ns-2 model. The MAC/PHY parameters
used in these simulations are shown in Table 4.9.
4.7.1.1 Method validation under variable traffic load conditions
Following the traffic criteria applied in Section 4.4, it has been considered that Node 1 transmits
to Node 2 a UDP traffic flow resulting from the aggregation of four different flows with different
interarrival times and packet lengths. The idea behind this is to obtain a complicated mix of
traffics that do not follow a simple pattern or distribution. To explore the behavior of the
proposed buffer sizing algorithm under diverse traffic loads, seven different loads have been
generated (from ρa = 0.1 to ρa = 0.7) and combined for the tests. This way, increases and
reductions of the system loads over time have been simulated. For these experiments, the time
between significant variations of the load has been considered as 50 s. All the simulation rounds
presented in this section were 7500 s long with the purpose of dispose of enough transmitted
packets for a reliable estimation of the packet loss probability. Table 4.10 shows the packet
length distributions and Table 4.11 the interarrival times distributions used for generating these
seven loads. The load variation is shown in Fig. 4.29. For the sake of clarity, only a part of the
simulation (between 3000 and 3500 seconds) is presented. Other traffic mixes and other load
variations have been used to drive simulations with very similar results. Fig. 4.30 shows the
resulting buffer size Q evolution for three different target values of the packet loss probability.
Two cases are included, the one before the application of the acting thresholds (Fig. 4.30(a))
and also the one with the thresholds ThUP = 0.05 and ThDW = 0.075 applied (Fig. 4.30(b)).
As it was expected, for both cases, the required buffer is greater when the target PL is more
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Table 4.10: Packet length description for UDP traffic load composition.
Traffic No. Packet length
1 Truncated Pareto
k = 1.5
xmin = 368 bits
xmax = 12000 bits
2 Gamma
α = 1500 bits
ν = 3
3 Uniform
xmin = 1000 bits
xmax = 9000 bits
4 Truncated Pareto
k = 1.5
xmin = 368 bits
xmax = 18000 bits
Table 4.11: Interarrival time description for UDP traffic load composition.
Interarrival time [ms] for
(ρ = 0.1) (ρ = 0.2) (ρ = 0.3) (ρ = 0.4) (ρ = 0.5) (ρ = 0.6) (ρ = 0.7)
1 Truncated exponential
λ−1 = 6.93 λ−1 = 3.61 λ−1 = 2.3 λ−1 = 1.54 λ−1 = 1.34 λ−1 = 1.1 λ−1 = 0.92
xmin = 1.17 xmin = 1.17 xmin = 0.6 xmin = 0.6 xmin = 0.44 xmin = 0.46 xmin = 0.48
xmax = 39 xmax = 13 xmax = 14 xmax = 14 xmax = 14.5 xmax = 15.3 xmax = 16
2 Uniform
xmin = 0 xmin = 0 xmin = 0 xmin = 0 xmin = 0 xmin = 0 xmin = 0
xmax = 26 xmax = 13 xmax = 9.33 xmax = 7 xmax = 5.8 xmax = 5.1 xmax = 4.6
3 Deterministic
x0 = 43.33 x0 = 21.67 x0 = 15.56 x0 = 11.67 x0 = 9.67 x0 = 8.5 x0 = 7.62
4 Gamma
α = 8.22 α = 4.1 α = 2.95 α = 2.21 α = 1.83 α = 1.61 α = 1.45
ν = 4 ν = 4 ν = 4 ν = 4 ν = 4 ν = 4 ν = 4
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Figure 4.29: Offered traffic load variation for the wireless two-nodes topology.
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(b) After acting thresholds application (ThUP = 0.05 and ThDW = 0.075)
Figure 4.30: Buffer size evolution for the wireless two-nodes topology with different packet
loss probability target values.
demanding and it continuously adapts to the traffic load variation. The effectiveness of the
thresholds is also evident. For instance, for this particular load variation, the algorithm was
executed on average once every 39.4 s instead of every packet arrival and on average 91% of the
executions produced real buffer size changes. This way, the buffer size presents a much more
stable behavior and the device processor overload is substantially reduced. Additionally, the
measured packet loss probability values for all the requested targets are shown in Table 4.12.
It can be observed how the measured PL is lesser than the target PL for both cases. Although
the application of the thresholds increases the resulting loss probability, this is still below the
required target. Thus, the correct operation of the proposed mechanism in wireless devices has
also been confirmed.
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Table 4.12: Measured packet loss probability values for the wireless two-nodes topology.
Target PL
Measured PL without Measured PL with
acting thresholds acting thresholds
1.0E−3 8.79E−4 9.69E−4
1.0E−4 5.30E−5 8.60E−5
1.0E−5 3.00E−6 8.00E−6
H1
H2
WLAN 1
WLAN 2
IF1
AP1
N4
N1
N7
N10
N2
N6
N5
N9
N3
N8
IF2
N0
AP2
AP1
Figure 4.31: Multiple WLANs ns-3 simulation topology.
4.7.2 Multiple WLANs Topology
For this scenario, the ns-3 simulation topology shown in Fig. 4.31 has been utilized. It
consists of two infrastructure-based WiFi networks with five stations associated with each AP.
Additionally, a special node (N0) equipped with two network interface cards (IF1 and IF2) and
associated to both WiFi networks has been considered and subjected to deeper analysis. The
APs are connected to the wired hosts (H1 and H2) through 500 Mbps links. Static routing has
been configured in the nodes for connectivity purposes. Wireless nodes in WLAN1 (WLAN2)
transmit UDP packets to H1 (H2) through AP1 (AP2). Node N0 belongs to both networks.
For all the simulations under this scenario it transmits UDP packets through its two interfaces
during the entire simulation time. The other nodes transmit UDP packets according to the
activation pattern shown in Fig. 4.32. The ON state means that a station is transmitting
UDP traffic to its respective wired host at that time instant. During the transmission periods,
we use truncated exponential distributions for the packet length and the interarrival time of
such UDP packets. Fig. 4.32 also shows the total number of active nodes in each WLAN at
any time. As it can be seen, the length of the simulations in this scenario is 5000 s. The
MAC/PHY configuration parameters used in these simulations are shown in Table 4.13.
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Table 4.13: ns-3 MAC/PHY parameters used in simulations.
Parameter Value
AP beacon interval 10 s
STA probe request timeout 50 ms
STA association request timeout 500 ms
STA max missed beacons 10
STA active probing No
CTS timeout 75 µs
ACK timeout 75 µs
Basic block ACK timeout 281µs
Compressed block ACK timeout 99 µs
SIFS 16µs
DIFS 34µs
Slot duration 9 µs
Max. propagation delay 3.333 µs
Propagation loss model
Log distance
Exponent: 3
Reference distance: 1 m
Reference loss: 46.677 dB
Data/control OFDM rate 6 Mbps
Max No. of retransmission for RTS/data pkts 7
RTS/CTS/fragmentation threshold 2346
Random number generator MRG32k3a
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Figure 4.32: Activation pattern for multiple WLANs topology.
4.7.2.1 Method validation under variable number of active nodes
Section 4.7.1.1 demonstrated the fact that the proposed mechanism works properly for a simple
wireless node adapting its buffer size according to its own traffic load variation. This section
starts demonstrating that the mechanism works also for larger topologies. More specifically,
it is shown that the mechanism works for the case that the channel occupancy and the traffic
variations are due to the activation or deactivation of different network nodes. Fig. 4.33 shows
the average channel occupancy measured in both WLANs. Here it can be observed that each
node in the network is able to correctly capture the average channel occupancy during its
corresponding activity periods. Due to the fact that the N0 node is transmitting by its two
interfaces during all the simulation time, the first subgraph in Figs. 4.33(a, and b), which
corresponds to each interface of the N0 node, shows the complete evolution of the average
channel occupancy for each of the two WLANs (Observe the correspondence with the total
number of active nodes for each WLAN in Fig. 4.32). With this information, every node is
able to autonomously and dynamically adapt its buffer size according to the traffic and channel
states. As always, this is done with the constraint of a given packet loss probability target.
Fig. 4.34 shows the buffer size evolution of each N0 interface for three different packet loss
probability targets. This confirms the proper functioning of the algorithm for bigger topologies
where different nodes are contending for the channel.
4.7.2.2 Impact of channel errors
As previously said, lost packets due to collisions or channel errors are retransmitted by the
source. These retransmissions cause the increasing of the channel occupancy and therefore the
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Figure 4.33: Average channel occupancy for the multiple WLANs topology.
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Figure 4.34: Buffer size for the N0 node configured with three different PL target values.
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Figure 4.35: Buffer size evolution for a target PL = 1.0E−4 and three different WLAN1 channel
configurations: (i) Only Log Distance Propagation Loss Model; (ii) Log Distance plus 16.3 dB
propagation loss; and (iii) Log Distance plus 16.5 propagation loss.
buffer size must be increased accordingly to still accomplish the target PL. This behavior has
been verified with another round of simulations described in the following.
For the same topology and traffic pattern describe in Section 4.7.2, we evaluate the
performance of the system when the channel of the WLAN1 has an additional propagation
loss. Fig. 4.35 compares the buffer size evolution for the interface IF1 of the node N0 for two
general cases:
1. WLAN1 with the default ns-3 channel configuration that considers only Log Distance
propagation loss model; and
2. WLAN1 with a channel with Log distance plus an additional propagation loss.
As expected, the increase in channel errors causes more retransmissions which impact on the
channel occupancy of WLAN1. The average channel occupancy metric correctly captures this
increase. Then, for the same traffic load, the increase in channel errors results in a larger
buffer required to keep the loss rate close to the configured target PL (Fig. 4.35). It is worth to
mention that our mechanism does not require any additional configuration to adapt to different
channel error conditions.
4.7.2.3 Memory utilization efficiency
To illustrate and quantify the improvements achieved with the dynamic buffer sizing
mechanism, the concept of memory utilization efficiency η has been defined as the ratio between
the area under the buffer occupancy curve (current number of packets waiting in the buffer)
and the area under the buffer size curve (maximum number of packets allowed in the buffer).
Fig. 4.36 shows these two curves, for the interface 2 of the N0 node, and for a target PL of
1E−3. For the sake of clarity, a ‘zoomed’ version is also provided. It can be seen that this
memory utilization efficiency is expected to be very low due to the fact that the nodes, working
under normal traffic load conditions, expend long time with empty buffers.
A round of simulations has been carried out to compare the value of η with the dynamic
buffer sizing algorithm against the resulting η when the nodes are configured with a static
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Figure 4.36: Buffer Size vs. Buffer Occupancy for the Interface 2 of the N0 node with target
PL = 1E−3.
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Table 4.14: Memory Efficiency comparison for the two interfaces-node configured with static
vs. dynamic buffer size.
Q for static [pkts] ηSTATIC Q ηDYANMIC Q % Improve
10 0.03984 0.05728 43.77
Interface 1 16 0.02669 0.03961 48.41
22 0.01976 0.03114 57.59
10 0.02772 0.04424 59.56
Interface 2 16 0.01780 0.03234 81.69
22 0.01313 0.02649 101.85
buffer size. To do this comparison in the correct terms, the buffer size selected with the
static allocation has been the one that produces the same loss probability than the dynamic
allocation. That is, if we run the dynamic algorithm with a target PL equal to 1E−3, we must
compare it with a static buffer size that results in the same PL. For the scenario under study,
the correspondences are: 10 packets for PL = 1E−3, 16 for PL = 1E−4 and 22 for PL = 1E−5.
These static buffer size values have also been determined by simulation.
Table 4.14 summarizes the simulation results for the two interfaces-node. From here, it
can be verified that the proposed mechanism achieves more efficient memory utilization for all
the simulated conditions and for both node interfaces. The efficiency improvement achieved is
around the 50% for the interface 1 and around 81% for the interface 2. It can be also noticed
that in both, static and dynamic buffer sizing schemes, the memory utilization efficiency is
lesser when the target PL value is more stringent. This is because greater buffer sizes are
required to reach this value and so the probability of underutilization increases.
Memory utilization efficiency provides a global vision of the performance achieved with
the dynamic buffer sizing mechanism. On the other hand, it is interesting the study of a
more instantaneous measure, such us the difference d between the allocated buffer size Q and
the current buffer occupancy nw (that is, the number of packets waiting in the buffer), both
computed at packet transition times. This measure will be another systems discrete random
variable defined by
d = Q− nw (4.59)
The behavior of this random variable has also been studied in the previous simulations. Its
pmf is shown in Fig. 4.37 for the static buffer allocation, and in Fig. 4.38 for the dynamic
one. As it can be observed, for the static buffer configuration the random variable d is almost
all the time with a value closer to the maximum assigned buffer. This means that the buffer
is almost all the time at the maximum underutilization level. Meanwhile, with the dynamic
buffer sizing this variable is distributed among lesser values, and hence the underutilization
level is considerably lesser.
The mean value (D) of the random variable d is also important since it gives a global idea
of the buffer overprovisioning. Table 4.15 summarizes the obtained values. Once again, a
better performance is obtained with the dynamic buffer sizing algorithm, since this measured
memory waste is lesser than the values produced by a static buffer assignment under equivalent
PL values. Specifically, for the two interfaces-node a reduction of around 35% for the interface
1 and 47% for the interface 2 has been achieved. This proves again that to reach an equivalent
packet loss probability the node configured with the dynamic buffer sizing algorithm requires
less amount of memory.
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Figure 4.37: pmf for random variable d computed in the N0 node with static buffer allocation.
Table 4.15: Mean Difference between the buffer size and the buffer occupancy.
Q for static D for D for Achieved
[pkts] static dynamic Reduction [%]
10 9.1122 6.1063 32.99
Interface 1 16 15.0777 9.8235 34.85
22 21.0668 12.9595 38.48
10 9.2252 5.5350 40.00
Interface 2 16 15.2156 8.0546 47.06
22 21.2115 10.0159 52.78
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Figure 4.38: pmf for random variable d computed in the N0 node with dynamic buffer
allocation.
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Figure 4.39: Measured PL (for 95% confidence interval) for the N0 node with limited amount
of available memory and configured with static vs. dynamic buffer sizing.
4.7.2.4 Memory share and dynamic self-configuration for nodes with multiple
interfaces
An important observation is the fact that the proposed dynamic buffer sizing mechanism can
be applied to improve the efficiency of memory constraint devices equipped with multiple
interfaces. More efficient memory utilization can be achieved if the device is able to dynamically
and autonomously release and dispose the assigned buffer that is not being used by an interface.
So that, the unused memory can be harnessed by any other interface that really requires it
at such time instant. This way the nodes, instead of assign a fixed amount of buffer for each
interface, consider a global amount of memory and share out it among all the demanding
interfaces based on current traffic load conditions.
Using the simulation topology shown in Fig. 4.31, a new round of simulations has been
carried out to evaluate this fact. Firstly, all the nodes have been configured with static buffer
sizes ranging from 1 to 25 packets for each node interface in each simulation round. Secondly,
the nodes have been configured with the dynamic buffer sizing algorithm with an available
amount of memory ranging from 1 to 25 packets for each node interface and for three different
values of target PL: 1.0E−3, 1.0E−4, and 1.0E−5. For instance, if N0 is configured with a
static buffer of 10 packets, each N0 interface preserves this buffer size during the complete
simulation. On the other hand, with dynamic buffer, a total amount of 20 packets is shared
between the two interfaces. This way, if one interface requires less than 10 packets buffer at a
given time instant, the other one can take the surplus until a maximum value of 20 packets.
Each simulation round, for each buffer size, was 5000 s long. Besides, at least ten
repetitions (with different seeds) were done to present more reliable results. For the N0 node,
Fig. 4.39 shows the evolution of the packet loss probability (with a 95% confidence interval)
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Figure 4.40: Average PL values comparison for the N0 node with limited amount of available
memory and configured with static vs. dynamic buffer sizing.
as the available memory increases. For convenience, Fig. 4.40 compares all the cases without
confidence intervals. From these figures, it is possible to recognize three intervals in the behavior
of the proposed buffer sizing mechanism.
• In first instance, when the memory is too much limited, (lesser than 3 packets per
interface) both static and dynamic configurations exhibit the same results. In this case,
under the present traffic load conditions, the available amount of memory is so small that
both interfaces require much more, and then no improvement is materially feasible with
the dynamic allocation.
• Secondly, the useful region appears as a result of the dynamic buffer size adaptation
according to the traffic load variation inside each interface. A better memory management
is possible since one interface is allowed to use the remaining memory of the other. This
improvement is more significant when simultaneously both interfaces achieve a lesser PL
than the static buffer assignment due to the fact that each interface benefits the time
instants in which the other frees its memory resources. This is achieved between 3 and
12 packets per interface for PL = 1.0E−3; between 6 and 19 packets for PL = 1.0E−4;
and between 6 and 25 packets for PL = 1.0E−5 (Fig. 4.40). In these intervals, the PL is
reduced on average around 36%, 47%, and 53% respectively (in comparison to the static
allocation).
• Finally, since one of the input parameters for the dynamic buffer sizing algorithm is the
target packet loss probability, when this target PL value has been reached, it is possible
that not all the available memory is used because it is not needed. Therefore, in the last
interval the amount of buffer and its correspondent PL keep almost constant. Obviously,
if the memory excess is distributed among all the interfaces (as the static assignment
does), the obtained PL will be lower.
Another conclusion of these simulations is the fact that, the best performance could be achieved
if the node was allowed to dynamically adapt also its target PL value. It is not advisable to be
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Figure 4.41: Measured PL for the N0 node with constrained memory and configured with static
vs. dynamic buffer sizing and dynamic PL target values.
too demanding (with respect to the target PL) when the available amount of memory is scarce.
Based on Fig. 4.40, the best choice for the N0 node would be: keep target PL = 1.0E−3 if
the available memory is lesser or equal than 9 packets per interface; switch to PL = 1.0E−4
if the available memory is greater than 9 and lesser than 13 packets per interface; and finally
switch to PL = 1.0E−5 if the available memory is greater or equal than 13 and lesser than 19
packets per interface. Fig. 4.41 shows the evolution of the PL if the N0 node is configured in
this way. A practical situation in which the available memory varies on time would appear on
devices using multiple queues to offer differential treatment to different type of traffic flows.
In this case, a global amount of memory would be dynamically distributed among the queues.
These queues can vary their demanded buffer according to the requirement of each flow and
its priority. Then, one or more queues could dispose of only few packets buffer at a particular
time instant. So, under this scenario, adapting the target PL further improves the system
performance.
4.7.3 Mesh Network Topology
For this scenario we have in mind a VoD service provided through an infrastructure WMN.
We assume that the data traffic is generated by a cluster of video servers like the one studied
in Chapter 3 and then movies are distributed by a gateway mesh station. Fig. 4.42 illustrates
the network topology subject to evaluation. All the mesh stations (M0 to M8) are based
on the IEEE 802.11s amendment which is currently incorporated in the IEEE 802.11-2012
standard [53]. A detailed description of the ns-3 mesh networking implementation is available
in [60]. All the mesh configurable parameters are set to the standard default values. The Log
Distance propagation loss model has been considered for the radio channel.
Real video traces of MPEG-4 encoded movies are used for the evaluation. These traces,
available in [136], include the frame index, the type of frame (I, P, or B), the time on which the
frame was generated by the encoder and the frame size in bytes. For the transmission, the M0-
Gateway station encapsulates all the video frames into UDP packets. The wireless interface of
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Figure 4.42: Mesh network topology.
this gateway station is the target of the dynamic buffer sizing adaptation. Fourteen concurrent
VoD sessions are transmitted during the 36000 s long simulation. Table 4.16 summarizes the
specific video traces used for these simulations.
As can be verified in Fig. 4.43 this amount of concurrent VoD sessions produces a high level
of channel occupancy. For the sake of clarity only the interval between 11000 and 15000 s is
presented in this and the following figures. Fig. 4.44 demonstrates that, even with this high
level of traffic load, the gateway is able to properly adapt its buffer size when two different PL
targets are requested. Table 4.17 presents the resulting PL. As it can be seen, in both cases
the resulting value is below the target.
The resulting memory utilization efficiency comparing with the static buffer allocation that
produces approximately the same loss probability is shown in Table 4.18. The efficiency
improvement is more significant when the target loss probability is more demanding. The
pmf of the difference between the allocated buffer and the current queue occupancy for both
static and dynamic buffer allocations is shown in Fig. 4.45. Similar to the behavior observed in
the multiple WLAN topology (Section 4.7.2.3), for the static allocation the difference is much
closer to the assigned buffer size while in the dynamic case it is distributed among lower values.
The comparison of the difference mean values for the both cases is summarized in Table. 4.19.
This verifies the better performance of the dynamic allocation in terms of lower level of buffer
overprovisioning and memory misuse.
This more efficient memory resource utilization, could facilitate scaling the mesh cluster
by the addition of new mesh interfaces to the gateway in order to increase its capacity of
concurrent VoD sessions and thus serve a greater number of clients.
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Table 4.16: Video traces used for the evaluation of VoD services over an infrastructure WMN
with dynamic buffer sizing adaptation.
Flow No. Movie Destination STA
1 Die Hard III M1
2 Aladdin M2
3 Jurassic Park I M3
4 Star Trek - First Contact M4
5 Robin Hood M5
6 Simpsons M6
7 Star Wars IV M7
8 Lady and the Tramp M8
9 Starship Troopers M1
10 Alpin skiing sport event M2
11 VIVA - Video Clips M3
12 Mr. Bean M4
13 South Park M5
14 Silence Of The Lambs M6
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Figure 4.43: Average channel occupancy for the WMN topology.
Table 4.17: Measured packet loss probability values for the WMN topology.
Target PL Measured PL
1.0E−3 8.797E−5
1.0E−4 3.748E−6
Table 4.18: Memory Efficiency comparison for the M0-Gateway configured with static vs.
dynamic buffer size.
Target PL Q for static [pkts] ηSTATIC Q ηDYANMIC Q % Improve
≤ 1.0E−3 27 0.0423 0.0605 43.03
≤ 1.0E−4 55 0.0209 0.0425 103.37
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Figure 4.44: Buffer size evolution of the M0-Gateway station for different PL targets.
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Figure 4.45: pmf of the difference between the allocated buffer and the queue occupancy for
the M0-Gateway configured with static (left) vs. dynamic (right) buffer sizing.
Table 4.19: Mean Difference between the buffer size and the buffer occupancy for the mesh
gateway.
Target PL
Q for static D for D for Achieved
[pkts] static dynamic Reduction [%]
≤ 1.0E−3 27 25.0687 17.1710 31.50
≤ 1.0E−4 55 53.0575 25.2766 52.36
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4.8 Conclusions
Buffer sizing of networks devices is a critical subject due to its immediate impact on the quality
of service perceived by end users. Even though the memory cost is decreasing and its integration
is easier, it is demonstrated that excessively large buffer could be detrimental because of the
delay that it could aggregate. Besides, allocating just the required amount of memory to a
transmission channel allows to utilize the remaining in other channel that requires a greater
amount in a specific time instant.
This chapter proposes a buffer sizing mechanism that dynamically allocates a minimum
buffer size for traffic flows which must be transmitted and consumed in real time. Such
minimum buffer must guarantee not to exceed a maximum loss probability, which can be
independently allocated to each traffic flow depending on its requirements. It is worth
to mention that the evaluation of operating parameters (buffer occupancy, waiting times,
loss probability, etc.) for the G/G/1 and G/G/1/K queues requires detailed knowledge of
interarrival and service times. However, in real practice that knowledge is seldom obtainable
and, therefore, the engineer has to make do with the limited amount of data about the system
available to him.
To deal with this problem, this proposal uses a maximum entropy approach and verifies that
it offers promising possibilities. In fact, we have shown, from a practical point of view, that the
problem of buffer sizing can be solved with very good accuracy with only two measurements,
namely: server occupancy and the average number of packets in the transmission system (both
seen by an arriving packet). On this basis, we have extended and implemented the dynamic
buffer sizing algorithm for wireless devices working over shared mediums.
The proper performance of the proposed mechanism has been verified by means of extensive
simulations using different simulators, network scenarios, and traffic load conditions. Both type
of network devices have been considered, those working with dedicated channels and those over
shared channels. For all the cases, the obtained results demonstrate that such devices were
provided with the capability of self-configure their buffer sizes, and efficiently self-manage
their memory resources while keeping bounded their packet loss probability. We also show
that a proper setting of the configuration parameters can considerably reduce the processor
overload required by our mechanism. Results have confirmed that the system exhibits a proper
convergence rate and stable behavior for all the analyzed scenarios. In addition, we evaluate
the possibility of offering different loss probabilities to different traffic flows which share the
same transmission channel. As in all the cases the results were also satisfactory.
On the other hand, it is important to remark that most of the current literature associates
the buffer sizing problem with the dynamics of TCP congestion control mechanism. Then, the
performance evaluation parameters are strongly related with this type of traffic (throughput,
delay). Since this contribution presents an alternative buffer sizing method and it is focused
on real time traffic, new performance evaluation metrics were also introduced in this chapter.
Results demonstrate significant improvement in memory utilization efficiency achieved with
the proposed mechanism, in comparison with a static buffer allocation. It is also shown that a
lower amount of memory is required by nodes configured with dynamic buffers. The efficiency
improvement achieved with the proposed mechanism benefits the self-organization capabilities
of our target multiple-interface wireless mesh routers. Besides, it could also be valuable for
resource constraint devices like wireless sensor nodes. The better memory utilization could
also stimulate and facilitate the design and use of all-optical routers where small buffers are
appreciated.
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This chapter is devoted to make a contribution to client WMNs which main feature is that
every node has the possibility of acting as a router, forwarding the received packets when
they are not the final destination of the carried data. Due to the routing protocol procedures,
when the network is quite dense the overload added by the routing management packets could
be very high. To reduce the effects of this overload a topology control mechanism can be
used, which can be implemented using different techniques. One of these techniques consists
of enabling or disabling the routing functionality in every node. Many advantages result from
selecting just a subset of nodes for routing tasks: reduction of collisions, protocol overhead,
interference and energy consumption, better network organization and scalability. In this
chapter, a new protocol for topology control in WMNs is proposed. The protocol is based
on the centrality metrics developed by social network analysts. Our target is a client WMN
created by user hand-held devices. For this kind of networks, we aim to construct a connected
dominating set that includes the most central nodes. The resulting performance using the
three most common centrality measures (degree, closeness and betweenness) is evaluated. As
we are working with dynamic and decentralized networks, a distributed implementation is also
proposed and evaluated. Some simulations have been carried out to analyze the benefits of
the proposed mechanism when reactive or proactive routing protocols are used. The results
confirm that the use of the topology control contributes to a better network performance.
5.1 Introduction
Among the three typical architectures of WMNs [1], this contribution focuses on the client
meshing one. In this case, the end-user devices are able to simultaneously provide application
interface, routing and network configuration capabilities. Nowadays, the most common hand-
held device used by an increasing number of people is the smart phone. The evolution of such
mobile devices with their variety of embedded sensors results now in a not only communication
equipment, but a complete sensing system [137]. Numerous applications are emerging in many
fields like health, traffic, human behavior, environment monitoring, social networking and
commerce [137]. With this perspective it is entirely feasible to consider a WMN composed
by mobile phone users moving around a city as a cost-effective complement to commercial
cellular networks. One of the major concerns in this kind of devices is related to their
energy consumption. Therefore, optimization techniques that aim to reduce it are always
required [138].
Topology control techniques have been developed to improve the energy efficiency and the
battery lifetime of a variety of networks. It also aims to reduce collisions, protocol overhead, and
interference by means of a better control over the network connections and redundancy [139].
In general, there are three main types of topology control approaches [139]. First, power
control techniques [140, 141], adjust the communication range of the wireless nodes by means
of the transmission power of their transceivers. This way, nodes are able to better manage
their neighborhood size, interference level, power consumption and connectivity. Secondly,
power mode mechanisms [142, 143] control the active or sleep operation modes of the nodes to
dispense with redundant stations and still achieve the desired connectivity. Finally, hierarchical
clustering approaches [144, 145, 146] aim to construct an efficient virtual backbone for data
forwarding by the selection of a connected dominating set (CDS). From graph theory, a CDS of
a graph is a connected subset in which all the nodes that does not pertain at that subset have at
least one adjacent neighbor inside the subset. Due to the reduced number of nodes developing
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routing task, the main advantages of this CDS-based topology control are: collisions, protocol
overhead and energy consumption reduction, efficient network organization and scalability
improvement. In this chapter we present and evaluate an alternative method for this last
category of topology control based on social network analysis metrics.
In this context, thanks to the increasing availability of network maps which depicts the
behavior of complex systems and the universality of their characteristics [147], network science
appears as the renewed study of the structure and the dynamic behavior of a variety of
networked systems [148]. Accordingly, social network analysts have developed an important
set of measures and metrics which allow understanding the behavior and quantify the topology
features of a diversity of networks [149]. Specifically, in this work we focus on centrality metrics
developed to identify the most important actors (nodes) in a network by means of graph theory
definitions and concepts.
In summary, the purpose of this chapter is to present and evaluate an alternative topology
control mechanism based on centrality measures borrowed from social network analysis. This
topology optimization has been applied to a client WMN built by user hand-held devices.
The rest of this chapter is organized as follows. In Section 5.2 we report and analyze the
related work. Section 5.3 provides a background on centrality metrics. Section 5.4 presents
and evaluates the proposed topology control mechanism. A performance evaluation has been
carried out by means of simulations, taking into account both reactive and proactive routing
protocols, the results are presented in Section 5.5. The evaluation of the topology control for
networks with a community structure is presented in Section 5.6. Finally, the conclusions are
summarized in Section 5.7.
5.2 Related Work
Nowadays, the application of complex networks techniques and social network analysis concepts
to improve the performance of wireless ad hoc networks is growing as a fertile research area [150].
Some recent works are summarized in the following. First of all, authors in [151, 152, 153]
apply the small world phenomena, re-popularized by [154], to reduce the average path length
of the network. The basic idea of these proposals is to modify the physical topology of the
network based on the social features of the underlying graph. The small world property (or low
average path length) could be achieved either by the aggregation of long-ranged links [152] or
by a combination of rewiring, deletion and/or addition of links/nodes [151]. Authors in [153]
combine centrality measures with directional beamforming to create long-range links between
more central nodes. The same authors extend their study to sparse highly partitioned networks
in [155].
SimBet [156] is a routing protocol designed for delay-tolerant MANETs. It uses two
social network analysis metrics (centrality and similarity) for message forwarding decisions.
Betweenness centrality is selected to identify more suitable bridge nodes, and the similarity
measure is used to find nodes that are closer to the destination neighborhood. A utility
function combines the similarity and the betweenness utilities and allows adjusting the relative
importance of them. For performance evaluation both utilities has been assigned the same
importance. For their part, authors in [157] apply social network analysis metrics to detect
critical nodes in a WMN. They show how network reliability substantially degrades when
coordinated attacks are directed to highest centrality nodes. Simulations evince that nodes
with high betweenness centrality exhibit a greater impact than nodes with high degree or
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closeness centrality. Authors also propose a socially-aware TDMA channel access scheduling
algorithm. The main idea is to give higher priority (assigning more time slots) to nodes with
high closeness centrality values. Simulations show important throughput improvements at the
expense of increased delay.
The time-evolution of the topological characteristics of vehicular networks from the
perspective of graph theory and social network analysis is the subject addressed in [158]. It is
confirmed that relevant and useful information about the behavior of the VANETs could be
inferred from the centrality metrics. The importance of nodes with high centrality values on
the design of more efficient VANET protocols is also discussed.
A comparison between the bridging centrality defined in [159] and its distributed version
is the subject of the work presented in [160]. Authors use synthetic networks and a small real
WMN to prove the validity of the distributed version to identify critical nodes for network
management tasks. CSAR (Connection Strength Aware Routing), a recently published social-
based routing protocol for delay tolerant networks [161], uses a weighted version of this metric
for bridge nodes identification. The routing decision is based on a social-tie (community
structure and bridging nodes) detection stage. Each node constructs a social graph following a
density-based aggregation approach which uses frequency and duration of contacts information.
Then, communities and bridges are distributively detected in the resulting social graphs. As
in this last paper, an increasing number of researchers consider fundamental the incorporation
of social behavior to reproduce human trajectories and, as consequence, generate mobile social
networks with community structures which exhibit statistical properties similar to the ones
observed in real experiments. Examples of this new tendency can be found in [162] (which
will be described in Section 5.6.2) and in SWIM (Small World In Motion) [163]. This last, in
addition of reproducing social community structures, focuses on scaling to large scenarios. The
performance evaluation of social-aware routing protocols on such large-scale networks is also
included. N-body [164], recently extended in [165], is another work that aims to reproduce the
community structure for large networks. Instead of using the underlying social interaction
information as in [162], this model extracts the features from real sample traces of small
networks.
On the other hand, a topology control algorithm for WSN based in edge betweenness
centrality [166] is proposed in [167]. This metric is used to identify most relevant edges or links
between nodes, regarding energy consumption. For each node, the aim of the proposal is to
select a set of logical neighbors that minimize energy consumption and fulfill QoS requirements.
Simulation results show better performance of this proposal in comparison with traditional
topology control methods in terms of number of logical neighbors, energy consumption, latency
and hit-ratio (percentage of served queries).
Authors in [168] propose a routing protocol based on a connected dominating set (CDS).
A simple marking process is used to establish the initial CDS: a node is designed as gateway
if it has at least two unconnected neighbors. This initial CDS is reduced by the application of
rules based on the node IDs. An extension of the selective removal rules are presented in [144].
In this case the degree and the energy level of the nodes are considered to reduce the CDS and
to achieve balanced energy consumption. In [169] Connected Dominating Sets with bounded
diameters are taken into account. To construct these DS with the smallest size, authors propose
and evaluate two centralized algorithms and one distributed version. On the other hand, given
the fact that the transmission ranges of all network nodes are not necessarily equal, authors
in [170] model the network by means of a Directed Graph and propose two different solutions
for the case in which all the network links are bidirectional. A recent and extensive survey on
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energy-aware distributed topology control algorithms is presented in [139].
Many topology control mechanisms are intended to sensor networks in which the dominant
data flow traditionally goes from the sensor nodes to the sink. In this work we focus on mesh
networks in which it is more common that every node may be origin or destination of the data
flow. On the other hand, we evaluate the use of centrality metrics which are calculated in a
centralized way (but they have an equivalent distributed version). Besides, we propose and
evaluate a distributed implementation of the router selection mechanism, as well as different
possibilities to achieve total network connectivity. The community structure of the target
mobile social networks is a key aspect that has also been taken into account.
5.3 Background on Centrality
Centrality is one of the most useful mathematical measures developed by social network
analysts to capture the structural properties of social relationships. It aims to identify the
most important actors/vertices within a graph that represents any physical network. Centrality
metrics could be based mainly on the degree of a vertex (number of edges connected to it [149])
or on the geodesic distances between them [150]. In the following we present a summary of the
three most useful centrality metrics.
Degree Centrality is the simplest centrality metric. It is defined as the number of edges
(links) attached to a vertex (node) [171]. In a WMN the degree centrality of a mesh station
can be viewed as the number of one-hop neighbors with which it has been established a peer
link. This centrality is generally scaled by the number of nodes N in order to be a measure
independent of the network size. Then, the degree centrality Dci for the node i is computed
as:
Dci =
N∑
j=1
xij
N − 1 (5.1)
where xij = 1 if there is a link between node i and node j and xij = 0 otherwise. In some
networks, it could result logical to think that a node which has links to many others (high
degree centrality) has greater impact in the network than nodes with few links.
Closeness Centrality aims to identify nodes that spread messages in shorter time [171].
For that, this metric uses the concept of geodesic path, which is the path with the shortest
distance between two nodes. The closeness centrality Cci for node i is computed as:
Cci =
N − 1
N∑
j=1
dij
(5.2)
where i 6= j and dij is the geodesic distance between nodes i and j. In social networks,
actors with high closeness centrality can communicate their ideas faster than actors with lower
closeness centrality [149].
Betweenness Centrality measures the proportion of shortest paths between any pair of
nodes passing through a specific node [172]. The control over communications, connections
and information flows could be dominated by nodes with high betweenness centrality. The
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betweenness centrality Bci for node i is computed as:
Bci =
N∑
j=1
j−1∑
k=1
gjk(i)
gjk
(5.3)
where i 6= j 6= k, gjk is the total number of geodesic paths between node j and k, and gjk(i) is
the number of geodesic paths between node j and k that pass through node i.
Two variants of this betweenness centrality will be introduced in Section 5.6.1 since they
are close related with community structured networks.
5.4 Topology Control Mechanism and Centrality Evalua-
tion
In this section we propose and evaluate a topology control mechanism based on centrality
metrics. We start with a brief description of the dynamic wireless mesh network subject to
analysis. Then, a centralized implementation and evaluation is presented in order to identify
the most appropriate centrality metric for our purpose. At this point, different considerations
are done for a practical distributed implementation. Finally, the practical implementation of
the protocol is presented.
5.4.1 Scenario under Consideration
For the experimental evaluation we have considered a dynamic wireless mesh network generated
by the ns-3 network simulator. As in Section 4.7.3, the mesh stations are IEEE 802.11s capable
nodes. The simulation scenario consists of 100 mesh stations uniformly distributed in a 1040
x 520 m area. According to [173] these values guarantee minimal quality criteria for stringent
protocol evaluation. Specifically, the average shortest-path hop count is greater than four hops
(to avoid that most of the data packets be interchanged just among one or two-hop neighbors)
and the average network partitioning is lesser than 5% (to avoid an excessive number of isolated
nodes). The nodes move according to a random walk 2D mobility model inside the rectangular
bounds. Each node moves with a speed chosen randomly between 2 and 4 m/s. The direction
and speed of the nodes are updated after they have moved 100 m. These values are selected
with the assumption that the mobile nodes are transported by people moving around a segment
of a city. The initial node positions and their trajectories are shown in Fig. 5.1. For the wireless
channel, the log-distance propagation loss model has been considered.
Remember that according to [53], before the transmission of data frames, mesh stations
must create and maintain a logical topology using the mesh peering management protocol.
Every mesh station discovers its mesh neighbors by means of periodically sent beacon frames.
When a new neighbor has been discovered, the mesh station starts a peer link open handshake
(Section 2.2.3). A peer link is established between two mesh stations, only if the complete
handshake procedure is successfully executed. Standard does not specify why or when a peer
link must be closed. The ns-3 mesh networking implementation [60] triggers a close peer link
procedure when the number of successive lost beacons achieves a maximum configurable value.
By default this threshold is set to 5. If there is an active data flow, the ns-3 mesh model also
executes a close procedure when a station is unable to transmit to a peer a number of successive
frames. This value is also set by default to 5.
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Figure 5.1: Client WMN. Initial node positions and their trajectories.
5.4.2 Centralized Implementation
Based on the presented scenario, first of all we use the list of established peer links of each
node to periodically take a snapshot of the network. In this way we obtain the set of graphs
which represent the network under evaluation for the corresponding time instants. We have
analyzed several snapshots of the mesh network dataset taken every 5 s. For each snapshot and
for each node inside the network we compute its degree, closeness and betweenness centrality
metrics. ORA [174] and UCINET [175] software have been used for centrality calculations,
while network graphics are done with ORA. With the centrality values, we are able to rank
and identify the most central nodes from those three points of view. Fig. 5.2 shows this ranking
for one specific snapshot (at time=5 s) and for the three metrics. Blue nodes represent the
most central stations and the red ones the least. As expected, Fig. 5.2 confirms that different
nodes are selected as most central ones for each different metric. This is because each metric
evaluates a very different parameter and there is no relationship among them.
As previously said, to reduce the complexity, communication overhead and energy
consumption of the network, we want to find a subset of mesh stations that forms a connected
dominating set. So, instead of allowing each node to perform routing tasks, we choose only
the most central stations to do it. In a roughly first approach, we limit the number of routers
to the forty (40%) most central nodes for each network dataset and for each centrality metric.
We virtually remove all the links between non-router stations and keep all the others. If a
non-router station has a link with more than one router, we keep all these links in order to
preserve network resilience and to enable future load balancing and fair energy consumption
improvements. Fig. 5.3 shows the resulting virtual topology for each centrality metric and for
the same snapshot considered in Fig. 5.2. Blue nodes represent the selected routers, the green
ones are the mesh stations that have a link with at least one router and the red ones represents
the isolated nodes.
To determine which of the centrality metrics is the most suitable for our topology control
application, we compare (for all the network datasets and for the three centrality metrics)
the resulting network fragmentation F , that is, the proportion of nodes in a network that are
disconnected from each other. It can be computed in an efficient way through the following
equation [176]:
F = 1−
∑
k sk (sk − 1)
N (N − 1) (5.4)
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(a) Degree centrality (b) Closeness centrality
MAX MIN
(c) Betweenness centrality
Figure 5.2: Centrality metrics for one of the WMN snapshots.
(a) For degree centrality (b) For closeness centrality
(c) For betweenness centrality
Figure 5.3: Resulting topology with the 40% most central nodes as routers.
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Figure 5.4: Time evolution of the network fragmentation for the three centrality metrics and
for 40 and 50% selected routers.
where sk is the number of nodes of the k
th component of the graph that represents the network.
Fig. 5.4 shows the time-evolution of the network fragmentation for the three centralities and
for two different percentages of selected routers. As can be seen, the values for the betweenness
centrality are considerably lesser than for the other two centrality metrics. And as expected,
for all the centralities the fragmentation decreases when a greater percentage of nodes are
selected as routers. Besides, Table 5.1 summarizes the average, the standard deviation and the
maximum values for this measure. As can be observed, the mean and maximum fragmentation
using the betweenness centrality are much lesser than with the other two options. Furthermore,
the betweenness-based selection exhibits a more stable (confident) behavior since its standard
deviation is the least among the three options. Another metric that we use to compare the three
different centralities is the average number of links which remain active after router selection per
connected node. Again, betweenness centrality exhibits better performance since on average
it requires lesser number of links for each node that remains connected. The maximum and
the standard deviation of this metric are also the least among the analyzed options. Other
centrality metrics like hub, and authority, have also been evaluated and for all the cases the
betweenness centrality exhibits better outcomes. Based on this, we can conclude that by far
the betweenness centrality is the metric that better identifies the subset of nodes that should
be considered as routers.
5.4.3 Distributed Implementation
In this work, we are dealing with a dynamic network, in which the links among mesh stations
continuously change due to their movements and channel conditions. This is done in an
autonomous and distributed way through the mesh peering management protocol. Accordingly,
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Table 5.1: Summary of the resulting network fragmentation and the number of links per
connected node values.
Centrality %R
Network Fragmentation Links per connected node
Mean SD Max Mean SD Max
Degree
40 0.547 0.090 0.639 7.405 0.839 8.635
50 0.356 0.148 0.579 7.226 0.424 8.158
Closeness
40 0.481 0.053 0.580 6.511 0.371 7.205
50 0.352 0.030 0.393 6.796 0.362 7.395
Betweenness
40 0.113 0.042 0.173 5.430 0.212 5.691
50 0.051 0.021 0.079 6.123 0.299 6.573
our topology control algorithm must be implemented in a fully distributed manner. Mesh
stations must be able to decide which nodes act as routers based only on their local information,
and without the need of any central controller. In the previous section we determined that
betweenness centrality is the best choice for our purpose. Therefore, we must use the egocentric
version of betweenness centrality [177]. This version requires only the first order (one-hop)
neighborhood information of each node instead of the complete network topology. Moreover,
this information is available in each mesh station since they keep an updated record of their
peer links.
An efficient algorithm to compute the egocentric betweenness is presented in [178]. Each
node represents its ego network (one-hop neighbors) by means of the adjacency matrix A. The
elements of this matrix are given by:
Aij =
{
1 if there is a peer link between nodes i and j
0 otherwise
(5.5)
As an example, Fig. 5.5 shows the egocentric network structure from the perspective of the
node N18 at a given time instant.
The adjacency matrix for this ego network is given by:
N18 N16 N27 N44 N45 N61 N64 N73 N87
N18 0 1 1 1 1 1 1 1 1
N16 1 0 0 0 1 0 0 0 1
N27 1 0 0 1 0 1 1 0 0
N44 1 0 1 0 0 1 1 0 0
N45 1 1 0 0 0 0 0 1 1
N61 1 0 1 1 0 0 1 0 0
N64 1 0 1 1 0 1 0 0 0
N73 1 0 0 0 1 0 0 0 1
N87 1 1 0 0 1 0 0 1 0
Observe in Fig. 5.5 that all the shortest paths between non-adjacent stations that pass through
the ego (the station who is calculating its egocentric betweenness) have a length of two hops.
Therefore, when i 6= j, and being 1 the matrix with all its elements equal to 1, the expression
A2[1−A]i,j gives the number of shortest paths with length 2 that links stations i and j. Thus,
the egocentric betweenness is the sum of the reciprocal of the resulting non-cero elements [178].
106
5.4 Topology Control Mechanism and Centrality Evaluation
Figure 5.5: Egocentric network structure from the perspective of the node N18.
Note that the peering management protocol guarantees that all the links are bidirectional,
and then the matrices are symmetric and only the elements above the main diagonal must be
taken into account. For the node N18 this results in:
N18 N16 N27 N44 N45 N61 N64 N73 N87
N18 ∗ 0 0 0 0 0 0 0 0
N16 ∗ ∗ 1 1 0 1 1 3 0
N27 ∗ ∗ ∗ 0 1 0 0 1 1
N44 ∗ ∗ ∗ ∗ 1 0 0 1 1
N45 ∗ ∗ ∗ ∗ ∗ 1 1 0 0
N61 ∗ ∗ ∗ ∗ ∗ ∗ 0 1 1
N64 ∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 1
N73 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0
N87 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
Therefore, the egocentric betweenness for the node N18 is equal to 16.333. This way, whit
just local information, every node is able to calculate its egocentric betweenness value. This
value should be updated every time a station establishes a new peer link or it closes a
previously established one. In a practical implementation, the nodes will refresh this value
at predetermined time intervals.
Once selected a distributed way to obtain the centrality values, we also need a distributed
way to select the nodes that will act as routers. Note that in this case there is not a central
control with all the information needed to select the nodes with higher centralities. Our
proposal here is that every node selects as router the node (or nodes) with higher egocentric
betweenness in its neighborhood. Note that with this way of proceeding, the same node can
be selected as the router for different neighborhoods. This way, the total number of routers is
reduced, and this number is determined by the procedure itself. Of course, this simple method
guaranties that every station is connected to a router, but it does not assure that all the routers
are interconnected between them. Therefore, some further actions will be needed. On the other
hand, the main advantage is that it is a very simple and implementable method.
107
Chapter 5. Topology Control for Client WMNs
Figure 5.6: Routers selection using 1-hop egocentric betweenness.
Figure 5.7: Routers selection using 2-hop egocentric betweenness.
With this background, the procedure to select the mesh stations that will develop routing
tasks can be summarized as follows: first, each station calculates and broadcasts its egocentric
betweenness centrality value, and second, in its respective ego network, each station selects the
neighbor (or neighbors) with the highest betweenness to be used as routers. The details and
practical implementation of the protocol are exposed in Section 5.4.4.
In the following we present the evaluation of this topology control algorithm for the
network dataset previously described. We analyze different alternatives to create a connected
dominating set in a distributed way. In first place, we consider that each station computes its
egocentric betweenness with the first-order (one-hop) neighborhood information and selects as
router just the one with the highest egocentric betweenness. As expected due to the distributed
router selection, instead of a connected backbone, this procedure generates a set of isolated
clusters that have no common routers among them. Fig. 5.6 presents the worst case obtained
in the simulations, that is, the time instant with the higher number of isolated clusters. For
this specific case, 25 percent of stations have been selected as routers. Although this is the
worst case, it is worth to mention that the 8.33 percent of the network snapshots analyzed
construct a fully connected backbone with this most simple procedure, and with 30 percent of
stations selected as routers on average.
To improve the connectivity among the selected routers, in the following some different
approaches are proposed and evaluated.
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Figure 5.8: Routers selection using the sociocentric betweenness.
5.4.3.1 K-hops Egocentric Betweenness Centrality
The first possibility is to consider a higher number of hops when computing the egocentric
centrality. For instance, we can assess the case in which the stations compute it taking into
consideration the two-hop neighborhood information. Again, only the most central station is
selected as router in every neighborhood. Fig. 5.7 shows a significant connectivity improvement
for the same network snapshot shown in Fig. 5.6. Nevertheless, there are still two unconnected
clusters. In this case, 31 percent of stations have been selected as routers.
The theoretical limit for this approximation is the case in which the stations compute the
sociocentric instead of the egocentric betweenness centrality. Namely, each station needs to
know the complete network topology information, which is not a practical consideration for
dynamic WMNs. Fig. 5.8 shows that this procedure creates a complete backbone with 34
percent of stations selected as routers. However this total connectivity among all the selected
routers is not achieved for all the network snapshots that have been evaluated. Then, this
procedure does not guarantee the creation of a CDS.
5.4.3.2 Probe Packets
In the following, we describe another possible solution which guaranties that all the selected
routers create a single connected backbone at the expense of increasing the signaling overhead.
After a first router selection round, based on egocentric betweenness, the non-router stations
virtually linked to at least two routers verify the connectivity between them. If there is no
path between any two routers connected to a non-router station, that station must be marked
as router. To this end, the station transmits a probe message through one (and only one)
of its links. This special message must be retransmitted by the routers and, if connectivity
exists, it will be received by the sending station through the other links. If the message is not
received before a predetermined time, the station marks itself as router and communicates this
decision to its neighborhood. To illustrate this, Fig. 5.9(a) shows a different network snapshot.
The cyan bigger nodes represent the stations that have been selected as routers based on one-
hop egocentric betweenness and a selection with just one router per station. As it can be
seen, selected routers forms two components (Fig. 5.9(b)) that can be linked through either of
stations N88, N33, N54, N52, N51, N91, N82 and N11. These nodes will be marked as routers
according to the proposed procedure.
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(a) Complete topology (b) Selected routers
Figure 5.9: Connectivity achieved with the probe packets approach.
Figure 5.10: Resulting backbone selecting two routers per neighborhood.
5.4.3.3 Increasing the Number of Routers per Neighborhood
We have evaluated another procedure in which the stations, instead of selecting only the most
central node, mark as routers the two nodes with the higher one-hop ego betweenness values in
each neighborhood. Fig. 5.10 shows the resultant backbone for the same mesh network dataset.
In this case, 43 percent of stations have been selected as routers. This process generates a fully
connected backbone for the 83.33 percent of the network snapshots tested. The increase in
the number of redundant routers can be exploited by load balancing techniques, and it is also
valuable from a network resilience perspective. Due to the fact that this approach is the one
with a lower amount of overload, we have chosen it to propose a practical implementation in the
next section. Obviously, incrementing the number of routers selected by each station will ensure
a fully complete backbone for all the scenarios at the expense of a higher router redundancy. As
a future line of work we will study the minimum number of routers per neighborhood needed
to guaranty a desired connectivity (expressed as a percentage of the total connectivity).
5.4.4 Practical Implementation
Energy efficiency and fair energy consumption are consider for the practical implementation of
the protocol. It is carried out in three steps:
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Figure 5.11: Frames format.
– Step 1: Every node broadcasts its own neighbor’s list by means of a Neighborhood
Advertising Frame (NAF). This is a special management frame where every neighbor is
identified by its MAC address.
– Step 2: Every node receives the NAFs from its neighbors. With this information, they
are able to compute their own egocentric value. Once computed, they broadcast that value
in the Egocentric Advertising Frame (EAF). In order to allow fair energy consumption
in the network, the node’s remaining energy is also included in the frame.
– Step 3: Every node receives the egocentric value of all of its neighbors and selects the
one with the higher value as its router. If different options are available (i.e., different
neighbors with the same centrality value), the node with the higher value of remaining
energy is chosen. A multi-metric protocol, assigning different weights to the centrality
and energy remaining values, is one of the targets of a future work. The decision is
communicated to the new router with the Router Selection Frame (RSF). When the new
router receives the RSF, it switches to the router mode (or router state) and activates its
routing functionality. As said in the previous section, in order to guarantee obtaining a
connected topology, a bigger number of routers can be chosen by every node.
Due to the network variability, this three steps procedure must be repeated every certain
interval time, called the Topology Updating Time (TUT). Besides, the router state must be
seen as a soft state. That is, to keep the routing functionality activated, a node must receive at
least a RSF every TUT seconds. Otherwise the node understands that its routing functionality
is not needed anymore and switches it off.
Fig. 5.11 shows the specific frame format for the new three management frames needed by
this protocol. The NAF and EAF frames can be included into the mesh-specific management
frames. They are broadcast frames and therefore they do not need to be acknowledged by the
receiver. The RSF frame is also a mesh-specific management frame but in this case it is a
unicast frame and therefore it must be acknowledged by the receiver. The three frames can be
identified by the sub-type code in the Frame Control field.
Calling NT the total number of nodes in the network and NR the number of routers that
every node selects, the total number of bytes transmitted by this protocol procedure is:
NT [size (NAF ) + size (EAF ) +NR [size (RSF ) + size (ACK)]] bytes (5.6)
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Figure 5.12: Topology control protocol bit rate for different NT and TUT values.
where size(X) stands for the size in bytes of the frame X.
As it can be seen in the Fig. 5.11, the size of the NAF depends on the number of neighbors.
Calling NN to the average value of this number, the average size of these frames is 34 + 6NN
bytes. The size of EAF and RSF frames are 42 and 28 bytes respectively. Substituting these
values in Eq. 5.6 we obtain:
NT (34 + 6NN + 42 + 42NR) = NT (76 + 6NN + 42NR) bytes (5.7)
This amount of bytes is sent by the protocol every TUT seconds. Therefore, the bit rate
added by the topology control protocol to the network, RTC , is:
RTC =
8NT (76 + 6NN + 42NR)
TUT
bps (5.8)
Obviously, RTC grows linearly with NT , NN , NR, and (1/TUT ). These dependencies are
shown in Fig. 5.12 for several values of the involved parameters. It is important to remark that
the lifetime of a network topology must be greater than or at least equal to the lifetime of a
routing path. In the figure two typical values have been considered (one of them, 5.12 s, is the
standard default value). The resulting protocol bit rate will affect the node energy consumption
and the network load, and will be taken into account later in the performance evaluation.
5.5 Performance Evaluation
In this section, extensive simulations have been carried out to evaluate the performance of
WMNs with the proposed centrality based topology control mechanism. For the evaluation,
we consider the following metrics and parameters:
– The rate of routing management messages.
– The total number of forwardings per successfully received packet.
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– The network efficiency in terms of packet delivery ratio.
– The energy consumed on a node by node basis.
– The end-to-end packet delay.
– The transmission bit-rate savings taking into account the overload added by the topology
control protocol.
We take into account the two routing modes of the hybrid wireless mesh protocol (HWMP).
Remember, from Section 2.2.5, that in the reactive on-demand mode, a source mesh station
starts a path discovery procedure only when it has a data packet to send to any destination.
This operation mode is more suitable for peer to peer communication inside the mesh network.
On the other hand, proactive mode is more appropriate when a single or a few mesh stations
are configured as gateways for external communications and therefore they are the targets of
most of data connections. In this mode, a single or few mesh stations are configured to be path
tree roots, and they periodically initiate path selection procedures.
All simulations are done with the ns-3 network simulator. To model the mesh network, we
have used one of the network snapshots described in Section 5.4.2. It consists of 100 IEEE
802.11s-based mesh stations randomly distributed in a 1040 x 520 m rectangular area. For all
the experiments, we compare the performance of the mesh network when all the station are
configured as routers with the case that only 40 most central nodes are selected as routers (from
now they will be called the All R and Top 40R topologies for convenience). All the simulations
are 500 s long and we have carried out 100 statistically independent runs for every experiment.
The average of these runs with 95% confidence interval is shown for all the results. In the
following, we present and discuss the simulation results for different mesh network conditions
and configurations.
5.5.1 Reactive Mode. Impact of Traffic Load
The aim of this part is to evaluate the impact of the traffic load on the network performance
when peer-to-peer communications are more relevant and then, mesh stations are operating
in the reactive mode. We vary the number of simultaneously active UDP data flows from
5 to 40. The source and the destination nodes are randomly selected for each independent
run and for each flow. All the UDP flows are configured with an exponential distribution for
the interarrival time with mean value of 20 ms. For the packet length we use an exponential
distribution with mean of 512 bytes that has been truncated to a minimum of 12 bytes (header
size), and a maximum of 1500 bytes. Mesh stations are configured with the default value of
5.12 s for the lifetime of reactive routing information.
First of all, Fig. 5.13 shows the evolution of the mean rate of routing management messages
as a function of the number of data flows. Evidently, since mesh stations are using the on-
demand path selection mode, a greater number of sources demand a greater number of path
selection procedures. Therefore, the rate of routing management messages increases when the
number of data flows increases. As expected because of the lower number of mesh stations with
path selection functionality, a significant reduction occurs (76.14% on average) when the mesh
network operates with the topology control mechanism. Observe that this reduction directly
impacts on the total energy consumed by the network.
The next parameter that we consider is the total number of unicast data packets forwarded
by all the stations in the network (Fig. 5.14). We can clearly identify two different trends of this
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Figure 5.13: Rate of routing management messages as a function of the number of active flows.
parameter. For low traffic loads, up to 15 concurrent flows for the network without topology
control and up to 20 flows when topology control is applied, the data forwardings growth near
linearly with the number of flows. Beyond these values the network starts to exhibit a saturated
behavior and then the growth becomes less significant. This is also verified when we study the
total number of successfully received packets (Fig. 5.15). This figure confirms that the network
is saturated beyond 15 data flows for the All R topology and beyond 20 flows for the Top
40R case. Over these values, although there are more sources generating data packets, there
is practically no increase in the number of successfully received data packets. The topology
control mechanism produces a savings of the total data forwardings of 32.77% on the average.
This is another important reduction of the total amount of energy consumed by the network.
It is important to remark that this is not in detriment of the number of received packets. In
fact, when the topology control is applied, the stations get on average 2.3% more data packets
than without topology control. Precisely, to better analyze this relation we compute the total
number of data forwardings per successfully received packet. Fig. 5.16 shows the evolution of
this measure and it can be observed that for all the cases the network with topology control
is more efficient. Namely, the number of forwardings is reduced a 33.43% on average. We also
verify that an increase of traffic sources causes more collisions and therefore a greater number
of retransmissions and forwardings are required to deliver each data packet. This growing trend
continues until the network reaches the saturated state.
The next parameter that has been evaluated is the network efficiency in terms of packet
delivery ratio. Fig. 5.17 shows that the network with the topology control becomes more
efficient when the number of sources is equal or greater than 20. This is because the impact
of the signaling required for path selection is not so important when a few number of stations
are generating data traffic. Nevertheless, in more practical situations, the routing overhead is
more relevant and then the advantage of reducing the number of stations involved in routing
is evident. Within the interval of this experiment, although this is not our main objective,
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Figure 5.14: Total data forwarding as a function of the number of active flows.
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Figure 5.15: Total number of successfully received data packets.
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Figure 5.16: Total data forwardings per successfully received packet.
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Figure 5.17: Network efficiency in terms of packet delivery ratio as a function of the traffic
load.
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Figure 5.18: Energy consumption statistics for the 15-flows reactive mode case.
the average improvement of the network efficiency is about 3.7% when the topology control is
applied.
This small improvement in the efficiency comes together with a significant reduction of the
global energy consumption inside the network, which is in fact the main goal of this proposal.
To evaluate this, we consider the total amount of energy dissipated by each node for all the
transmissions and receptions during the entire simulation time. The energy model presented
in [179] has been considered for all the reported cases. This model assumes an r2 energy loss
due to channel transmission. Then, to transmit a k-bit message over a distance d, the radio
expends [179]:
ETx(k, d) = Eelec · k + amp · k · d2 (5.9)
and to receive the message, the radio expends:
ERx(k) = Eelec · k (5.10)
where, it is considered that the transmitter or receiver electronics dissipate Eelec = 50 nJ/bit
and the transmitter amplifier dissipates amp = 100 pJ/bit/m
2.
Fig. 5.18(a) shows the histogram of the energy consumed by the nodes for the 15-active
flows case (which corresponds to a non-saturated situation). As can be observed, the maximum
energy dissipated by a node has been reduced from 72 to 63.6 J when topology control is
applied. The total energy consumed by the network has been reduced around a 41% (from
2247.4 to 1324.4 J). Besides, the cumulative distribution function of the energy consumption
(Fig. 5.18(b)) shows also the better behavior achieved with the topology control. For instance,
it can be observed that around 27% of nodes dissipate less than 10 J for the All R case, and
that this figure is increased to 65% for the Top 40R case.
Finally, Fig. 5.19 shows the cumulative distribution function of data packets end-to-end
delay. As expected, a greater number of data sources increases the contention for channel
access and also the path selection messages overhead. This implies that path selection requests
require more time to be resolved and then the end-to-end delay of data packets grows with the
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Figure 5.19: Cumulative distribution function of data packets end-to-end delay.
number of traffic sources. For all the cases the delay whit the Top 40R is lower than with the
All R topology. The difference is more significant for low traffic loads (Figs. 5.19a–b) and is
reduced when the network is saturated (Figs. 5.19c–f).
5.5.2 Reactive Mode. Impact of Reactive Routing Information
Lifetime
The aim of this set of experiments is to analyze how dynamic a network could be. Mesh
stations continue working in reactive mode and 20 simultaneous peer-to-peer data flows are
established between randomly selected sources and destinations. A more dynamic and variable
network requires a more frequent activation of the mesh path selection mechanism in order to
keep the paths updated. As stated in the IEEE 802.11-2012 standard [53], we can control the
time for which mesh stations consider the forwarding information to be valid by means of the
dot11MeshHWMPactivePathTimeout control variable. Therefore, in this section we evaluate
the performance of the network when this lifetime varies from 5.12 to 1 second. The evolution
of the mean rate of routing management messages is shown in Fig. 5.20. Of course we can
observe that, although the traffic load is equivalent for all the cases, the rate of path selection
related messages grows as the lifetime of reactive routing information decreases. As expected,
topology control produces an important reduction of around 83.43% because of the reduced
number of mesh stations involved in routing. This directly corresponds to the same significantly
energy consumption savings due to the lower amount of routing messages exchanged by the
mesh stations. We verify that the limitation in the number of routers has no negative impact in
the total number of successfully received packets. In fact, as can be seen in Fig. 5.21, topology
control produces an average increase of around 8.75% in the number of successfully received
packets with regard to the All R configuration. The decreasing behavior is explained as follows:
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Figure 5.20: Rate of routing management messages as a function of the reactive path lifetime.
lower duration of established paths implies a greater number of path discovery messages which
in turn increases the collisions and the contention inside the network. Thus, data packets have
less transmissions opportunities and then there are less successfully received packets.
This behavior is also confirmed when we analyze the total number of data forwardings per
successfully received packet (Fig. 5.22). We can observe that, although the traffic load remains
equivalent for all the cases and even the increasing number of collisions requires more data
packet retransmissions, the high network contention caused by the routing messages overhead
reduces the transmission opportunities of data packets and then the number of forwardings
decreases instead of remain constant or grow due to collisions. Nevertheless, it is important
to remark that the topology control contributes with an average reduction in the number of
data forwardings of about 42.19%. This represents again a considerably energy consumption
savings.
The network efficiency in terms of packet delivery ratio also exhibits a decreasing tendency
when the lifetime or reactive routing information decreases (Fig. 5.23). As previously said,
this is due to the big amount of routing management messages overhead required for a faster
update of the established paths. An important observation is that, for a given network efficiency
value, the topology control allows almost twice routing information updates compared with the
network operating with all routers. For example, the efficiency reached by the All R network
with the default active path timeout value of 5.12 s could be achieved with the Top 40R topology
even if the path updates are done approximately every 2.7 s. In summary, topology control
also improves the scalability when more dynamism and variability is required.
With the same criteria of the previous section, Fig. 5.24 shows the energy consumption
statistics for the network configured with a reactive path lifetime of 3 s. The histogram
(Fig. 5.24(a)) shows that the maximum energy dissipated by a node in the network reduces
from 79.3 to 71.3 J when topology control is applied. The total energy dissipated in the network
reduces around a 38.44% (From 2655.8 to 1635 J). The cdf (Fig. 5.24(b)) shows that while only
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Figure 5.21: Total number of successfully received packets as a function of reactive path lifetime.
5 4 3 2 1
3
4
5
6
7
8
9
10
Lifetime of reactive routing information [s]
To
ta
l F
or
w
ar
di
ng
s 
pe
r R
X
 P
ac
ke
t
 
 
Top 40R
All R
Figure 5.22: Total data forwardings per successfully received packet as a function of reactive
path lifetime.
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Figure 5.23: Network efficiency as a function of reactive path lifetime.
23% of nodes consumes less than 10 J in the All R configuration, this percentage increases to
67 in the Top 40R network.
The data packets end-to-end delay analysis (Fig. 5.25) reveals that the delay decreases when
the path updates are more frequents. This is due to the fact that the network reacts earlier
to link failures and to paths that should no longer be valid for data forwarding. But it is
also because there is a lesser number of data packets forwarded by intermediate stations and
a lesser number of successfully received packets. When the level of routing overhead increases,
most of the packets that finally arrives to the destination are those that traverse a few number
of intermediate nodes. Therefore, those packets arrives in shorter time. On the other hand,
it is important to remark that the application of topology control improves the performance
of the network regarding end-to-end delay for all the simulation cases. Even the worst case
results for the network with topology control (Lifetime = 5.12 s) are better than the results
for network with all routers and lifetime greater than or equal to 2 s. The reason for this is
that the paths are established faster when a lesser number of stations are involved in the path
discovery procedure.
5.5.3 Proactive Mode. Impact of Proactive Routing Information
Lifetime
Proactive mode of HWMP protocol is more suitable when the target of data communications
is mainly outside of the mesh basic service set. The most common use cases are mesh stations
accessing to Internet or the internetworking with other network technologies. In these cases,
one or more mesh stations are configured to be the root mesh station(s) and they play the role
of gateways. Each root periodically sends path request (PREQ) messages in order to build a
proactive tree, and thus, create paths from all the mesh stations to the root.
As in the previous section, we begin evaluating how fast proactive data forwarding
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Figure 5.24: Energy consumption statistics for the nodes working with the reactive mode, 20
peer-to-peer data flows and reactive routing information lifetime of 3 s.
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Figure 5.25: Cumulative distribution function of data packets end-to-end delay for different
reactive path lifetimes.
122
5.5 Performance Evaluation
20.48/8.192 10.24/4.096 5.12/2.048 2.56/1.024 1.28/0.512 0.64/0.256
0
0.5
1
1.5
2
2.5
3
3.5
4
x 10
6
Active path to root timeout / Root Interval [s]
R
at
e 
of
 R
ou
tin
g 
M
an
ag
em
en
t M
es
sa
ge
s 
[b
ps
]
 
 
Top 40R
All R
Figure 5.26: Rate of proactive routing management messages for different update times.
paths could be updated. A faster route update is required by more dynamic networks
in which stations continuously vary their established peer links. Obviously, this implies
a greater path selection management messages overhead. As stated in the IEEE 802.11-
2012 standard [53], the lifetime of the proactive routing information is configured by the
dot11MeshHWMPactivePathToRootTimeout control variable. This variable should be greater
than dot11MeshHWMProotInterval which in turn controls the frequency of proactive PREQ
frames sent by the root. For the evaluation we configure one station as the root and then we
vary the values of these pair of variables from 20.48 to 0.64 s for the active path to root timeout
and from 8.192 to 0.256 s for the root interval. As it can be seen, we maintain constant the
default ratio between these variables in all the reported cases. For each independent run, the
traffic load consists of 25 simultaneously active data flows, five uploads from randomly selected
mesh stations to the root and 20 downloads from the root to randomly selected stations. The
expected growth of routing management messages rate as the lifetime of routing information
decreases is verified in Fig. 5.26. We also confirm that proactive routing overhead is greater
than the reactive one. For instance, when the default routing lifetime values are used and for
the 25 flows case, the routing management rate increases from around 432 Kbps (Fig. 5.13) to
1.1 Mbps for the All R configuration, and from around 97 Kbps to 190 Kbps for the network
with topology control. The application of topology control produces an average reduction of
around 78.87% in the routing management messages overhead.
The increase of routing overhead due to faster path updates causes more collisions and
then data packets need to be retransmitted a greater number of times. This is verified in
Fig. 5.27 which shows the evolution of total data forwardings per successfully received packet
as a function of routing information lifetime. It can be seen that, although the traffic load
remains equivalent for all the cases, the average number of forwandings required to successfully
transmit each data packet increases as the lifetime decreases. The average reduction achieved
with the application of topology control for this parameter is around 51.75%.
The growing routing overhead makes increasingly difficult to successfully transmit data
packets and then the network efficiency gradually reduces (Fig. 5.28). As previously said,
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Figure 5.27: Total data forwardings per successfully received packet for different proactive path
lifetimes.
although this is not the main objective of the topology control mechanism, the network
efficiency significantly improves when only the most central stations are involved in the path
selection algorithm. The average improvement achieved in the presented range is about 58.17%.
This improvement is much more significant than in the reactive mode case in which the path
selection overhead level is lower. Fig. 5.28 also shows that, for a given network efficiency, the
mesh network with topology control supports almost four times faster path selection updates.
The energy consumption statistics for all the nodes in the network, including the root mesh
station configured with the default values for the routing information lifetime (i.e. the active
path to root is 5.12 s and the root interval is 2.048 s) are shown in Fig. 5.29. As expected,
the station configured as root dissipates significantly more energy than non-root stations since
all the traffic (data and routing) starts and ends in that node. For the root station, the
energy dissipation reduction achieved with the topology control is around 14.79% (from 775.1
to 660.5 J). The total energy dissipated in the network reduces around 30.4% (from 3233.1
to 2250.2 J). These higher energy dissipation values also confirm the greater overhead of the
proactive mode regarding to the reactive one. The cdf of Fig. 5.29(b) shows that 52% of nodes
dissipates less than 20 J for the All R configuration and this value increases to 73% in the
Top 40R network. On the other hand, since the root is a special type of station, Fig. 5.30
shows the energy consumption statistics for only non-root stations. The histogram and the cdf
in Fig. 5.30 identifies a drawback of the proposed topology control mechanism: three nodes
selected as routers are overloaded regarding the All R configuration. This fact also confirms
that the remaining energy of nodes must be included in the router selection process as stated
in Section 5.4.4.
The end-to-end delay cdf (Fig. 5.31) also confirms that each successfully received data packet
had to be retransmitted a greater number of times. It can be observed that faster proactive path
updates increases the data packet delays. This behavior holds for both network configurations,
with or without topology control. Nevertheless, delays are smaller when topology control is
applied due to the lower channel access contention.
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Figure 5.28: Network efficiency for different proactive path lifetimes.
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Figure 5.29: Energy consumption statistics for the network working in the proactive mode with
one root station. The root node is included and the proactive routing information lifetime is
set to the default value of 5.12 s.
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Figure 5.30: Energy consumption statistics for the network working in the proactive mode with
one root station. Only common mesh nodes are included and the proactive routing information
lifetime is set to the default value of 5.12 s.
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Figure 5.31: Cumulative distribution function of data packets end-to-end delay for different
proactive path lifetimes.
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Figure 5.32: Proactive mode, variable number of root stations and constant traffic load; (a)
rate of routing management messages; (b) network efficiency.
5.5.4 Proactive Mode With More Than One Root Station
A way to improve the network efficiency is to distribute the root or gateway functionality to a
greater number of mesh stations. This section evaluates the effect of adding one or two roots to
the previous configuration. For the reported simulations, the proactive path lifetime remains
constant in its default values (activePathToRootTimeout = 5.12 s and rootInterval = 2.048 s).
In the first set of experiments, the traffic load also remains constant (for each independent run
there are 25 continuously active data flows: five uploads from randomly selected mesh stations
to the roots and 20 downloads from the roots to randomly selected stations). Fig. 5.32(a)
shows the rate of routing management messages as a function of the number of root stations.
Obviously, since proactive mode is used, this rate increases when there are a greater number of
roots independently of the traffic load. It is important to observe that the growth is not linear
because of, while each root sends periodic PREQs, the non-root stations just response with a
PREP to the root with the best path metric. The average path selection overhead reduction
achieved with the application of the topology control in this case is around 69.14%.
The evident improvement of the network efficiency in terms of packet delivery ratio due to
the distribution of the load in a greater number of roots can be verified in Fig. 5.32(b). On the
other hand, the reduction of path selection overhead decreases the collisions probability and
thus a greater number of data packets successfully arrives to the target stations when topology
control is applied. The average value of the improvement due to topology control is around
19.71% for the reported experiments. The improvement is more significant when the level of
congestion around the root(s) is greater (i.e. the one root case).
Finally, we evaluate the situation in which the number of roots and the traffic load increases
at the same time. Namely, for the single root network data traffic consist of 25 flows, for the
network with two roots there are 50 flows, and for three roots there are 75 active flows. For all
the cases, downloads represents the 80% traffic and uploads the remaining 20%. The results
for this set of simulations are shown in Fig. 5.33. As expected, since proactive mode is used,
the rate of routing management messages (Fig. 5.33(a)) is pretty similar to the constant traffic
results. There is a slight difference, a bit more noticeable for the network with tree roots and all
stations as routers (around 145 Kbps), due to the higher level of channel contention produced
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Figure 5.33: Proactive mode, variable number of root stations and traffic load; (a) rate of
routing management messages; (b) network efficiency.
by the 75 data flows. This higher contention reduces the transmission opportunities of routing
messages and therefore its rate is lower than in the 25 flows case. This does not happen when
the topology control is applied since the path selection overhead has been reduced a 68.2% on
average.
Although the traffic load is increased, the distribution of root functionality to a greater
number of roots still improves the network efficiency (Fig. 5.33(b)) of the network configured
with all stations as routers. The reduction of the number of mesh stations involved in routing
implies the availability of fewer alternative paths, and causes a decrease by 2% of the network
efficiency with topology control and two roots with respect to the one root case. This does
not hold for the three roots case, which achieves around a 6% of improvement in comparison
with the one root network because of a better distribution of the traffic load. Nevertheless, for
all the cases, the efficiency of the network with topology control is better than the all routers
network even though consuming less energy. The average improvement is about 19.54%.
The energy consumption statistics for the three roots and 75 active flows configuration
are shown in Fig. 5.34 for all the nodes in the network and in Fig. 5.35 for only non-root
stations. Again, the three root stations can be easily identified. Although the global energy
dissipation is reduced around a 10.25% (from 5782.9 to 5190.3 J) with the topology control, we
can recognize, as in the previous section, four overloaded non-root stations regarding the All
R network. However, the nodes that dissipate less than 20 J increases from 30 to 64% in the
Top 40R case.
5.5.5 Total Bit Rate Savings for the Distributed Implementation
This section includes a first approximation to the evaluation of the proposed distributed
implementation. We analyze the total bit-rate savings achieved with the application of the
topology control mechanism. The computations include the reduction of data forwardings, the
reduction of path selection related messages and also the cost of the router selection protocol
(Eq. 5.8). For all the reported cases, in order to compute the bit rate added by the topology
control we make the following considerations: NT = 100 nodes, NN = 8 (i.e. NN equal to the
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Figure 5.34: Energy consumption statistics for the network working in the proactive mode with
three root stations and 75 active flows. The root nodes are included and the proactive routing
information lifetime is set to the default value of 5.12 s.
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Figure 5.35: Energy consumption statistics for the network working in the proactive mode
with three roots and 75 active flows. Only the non-root stations are included and the proactive
routing information lifetime is set to the default value of 5.12 s.
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Figure 5.36: Global bit-rate savings as a function of traffic load.
average degree of all the nodes in the network), NR = 2 which results on average in around 40%
of nodes selected as routers, and the periodicity (TUT) of the required topology control related
messages is the same that the routing information lifetime. Remember from Section 5.4.4 that
TUT must be greater than or equal to dot11MeshHWMPactivePathTimeout.
For the first set of experiments, reported in Section 5.5.1, Fig. 5.36 shows the total bit-
rate savings achieved with the topology control application as a function of the number of
data flows. In this case TUT= 5.12 s and remains constant for all the different traffic loads.
An average savings of 1.24 Mbps is reached with the topology control and the previously
mentioned network saturation is also verified in this figure. It is important to remark that
the transmission/reception energy savings of the mesh stations is directly proportional to this
reported quantity.
On the other hand, Fig. 5.37 shows the evolution of this global traffic reduction as a function
of the lifetime of the reactive routing information (experiments reported in Section 5.5.2). As
previously justified, in these experiments the periodicity of topology control updates is again the
same than the path lifetime. The average reduction for the reported cases is around 1.46 Mbps.
Finally, the global bit-rate reduction for the proactive one-root case (experiments reported
in Section 5.5.3) is shown in Fig. 5.38. The average value of the savings is around 1.86 Mbps
and as it was expected this is greater than in the reactive mode configuration.
5.6 Client WMNs with a Community Structure
In Section 5.4.2 we identified betweenness centrality as the more suitable metric for virtual
backbone construction of randomly deployed WMNs. In this section we aim to explore the
behavior of this metric, together with some variants, over more realistic networks that exhibit
a community structure and work with socially-aware mobility models.
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Figure 5.37: Global bit-rate savings as a function of reactive path lifetime.
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Figure 5.38: Global bit-rate savings as a function of proactive path lifetimes.
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5.6.1 Betweenness Centrality Variants. Bridging Centrality
Recall that, from a topology control point of view, the betweenness metric produces better
results than the other classical metrics like degree or closeness centrality in terms of network
fragmentation, stability and required link density. On the other hand, some variants of
the betweenness centrality have been proposed in order to better identify nodes that link
the different communities that may appear in a network. This new metric, called Bridging
centrality, has the objective of distinguish between the nodes that are locally important
inside each community from those that have a global significance since they connect different
components of the network. To this purpose, authors in [180] define a measure of bridgeness
that is independent of the community structure and can be efficiently computed. The approach
consist in not to consider, in the summation of the geodesic paths used in the computation
of the classical betweenness, paths that start or end at the 1-hop neighborhood of the node.
The main idea behind this is to overcome with the high correlation that may exhibits the
betweenness centrality with the degree of the nodes. This way, the importance of a node for
long paths is still considered but the effect of locally high connections is discarded. In the same
line, authors in [159] introduce the concept of bridging coefficient to identify nodes that are
located between highly connected neighbors. The bridging coefficient βi of a node i is defined
as:
βi =
1
d(i)∑
j∈N(i)
1
d(j)
(5.11)
where d(i) is the degree of the node i, and N(i) is the set of neighbors of node i. Then, according
to [159] the bridging centrality Bri for node i is defined as the product of its traditional
betweenness centrality Bci and its bridging coefficient βi:
Bri = Bci × βi (5.12)
These both bridging metrics have been considered in this section because of the clear community
structure present in the networks under study.
5.6.2 Socially-aware Mobility Models
As previously said, for the network subject of this work, the node movements are completely
dependent on the human mobility patterns since the hand held devices are carried by people.
Research studies in this field show that in order to understand human mobility, there are three
important properties that must be taken into account: the spatial, the temporal, and the social
ones [181]. The spatial property is related with the travel distance. The temporal property
considers the frequency of visit to most common locations, the time that a user spends at one
specific location, and the probability of returning to frequently visited places. One of the works
with the largest data sets to study these statistical properties can be found in [182]. Finally,
social is the most relevant property for this work because it defines the connectivity features
between different users. It is characterized by the inter-contact time (frequency) and by the
contact time (duration).
Based on these statistical properties of human mobility patterns, different models have
been proposed in the literature. According to [181] these models can be classified in one of
the following categories. Mobility models based on location preference exploits the idea that
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each node has a set of highly visited places that conditions the chosen destinations of a node.
On the other hand, Agenda-based models prioritize temporal patterns reproduction through
the knowledge of people daily activities and schedules. Finally, the new trend in modeling
human mobility is to exploit the knowledge of human relationships and interactions. Through
complex network theory, the social behavior is represented by time-varying graphs which in
turn are the inputs of the social graph-based mobility models. The main idea is to capture the
fact that people movements are strongly dependent on their social ties and interactions, which
vary during a day. Since this last category seems to be the more promising one, because it
includes the most of the statistical properties of human mobility, we choose for this part one
available approach of this type. Specifically, the social-based group mobility model presented
in [162] has been used. In the following we summarize the main features and the configuration
parameters of this model.
The input of the model is the social network that captures people interactions and it is
mathematically represented by the Interaction Matrix M . Each element of this matrix is the
weight that measures the strength of social tie between two specific individuals and it will
have an impact on the probability of geographic collocation of them. These weights could
vary with time to mimic the fact that a person interacts with different groups (family, work
colleagues, friends) depending on the period (working hours, evening) and on the type of
day (working days, weekends). According to the practical implementation of the movement
generator, this reconfiguration period can be set through the reconfigurationInterval input
parameter. This matrix is binarized through the interaction threshold (connectionThreshold
configuration parameter) in order to obtain a Connectivity Matrix C. This matrix represents
the fact that interactions occurs only between people with strong relationships. By default,
this mobility model generates a synthetic network that fulfill the main properties of real
social networks in terms of high clustering coefficient and low average path length. The
procedure employed for this uses the combination of order and randomness introduced by
Watts in [183]. The social network starts from a caveman graph, a set of isolates cliques
which initial number is configurable through the parameter numberOfGroups. With certain
rewiring probability, configurable through the rewiringProbability parameter, each initial edge
is rewired to a neighboring clique resulting in a connected-caveman graph [183]. This way, as
wanted, people inside their community are densely connected meanwhile connections between
communities are sparse.
Once the required social network is available in the form of the connectivity matrix, the
next step is to detect the communities inside this network. For this, the well-known edge
betweenness-based method of Newman and Girvan [184, 185] is used. This algorithm consist on
the following steps: compute the betweenness centrality for all the edges, remove the edge with
the highest value, recompute the betweenness of the surviving edges, and repeat the procedure
from the second step. The finishing criteria of the algorithm is based on the maximization of
the modularity, a measure also defined in [185]. This metric aims to evaluate the quality of
certain network division. The main idea is to quantify how different is the structure of the
resulting network after the division in comparison with an equivalent random case. A greater
modularity value, implies a stronger community structure of the network. According to [185]
the typical values for real networks are between 0.3 to 0.7.
By its part, the simulation space, defined through the parameters sideLengthXcoordinates
and sideLengthYcoordinates, is divided in numberOfRows rows and numberOfColumns columns.
Then, each community found in the previous step is randomly located to one of this sub-areas.
Starting from these initial positions, nodes move toward a goal inside their sub-area. The
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Table 5.2: Mobility model input parameters for the sports monitoring network.
Input parameter Value
numberOfNodes 100
totalSimulationTime 500 s
numberOfGroups 16
connectionThreshold 0.1
rewiringProbability 0.1
reconfigurationInterval 250 s
sideLengthXcoordinates 1040 m
sideLengthYcoordinates 520 m
numberOfRows 4
numberOfColumns 2
lowerBoundSpeedHost 3 m/s
upperBoundSpeedHost 9 m/s
subsequent destination goals of a node are chosen in the sub-area that exerts the highest social
attractivity to it. This attractivity quantifies the strength of the social relationships between
the node under analysis with the nodes that are already in this area or are moving toward
it [162]. The implementation of the model permits to choose between a deterministic selection
of the destination goal to the sub-area with the highest attractivity or a probabilistic selection
proportional to the attractivity. This last option could be useful if a greater level of randomness
is required. The speed of the nodes is randomly selected from a uniform distribution in the
configurable range [lowerBoundSpeedHost, upperBoundSpeedHost ].
5.6.3 Scenario under Consideration
The increasing availability of smart gadgets like watches, headphones or headsets [186],
shoes [187], and multi-sport sensors [188], allows us to have in mind a sports monitoring
system. We consider a hundred of athletes initially grouped in 16 teams and distributed in a
1040× 520 m rectangular field, which is divided in 8 courts. Many possible applications arise
from a system like this mainly intended for improving the performance and training experience
and avoiding injuries of sportspeople. Some examples are, the prevention of over-training and
its effects studied in [189], the real-time golf swing motion capturing system described in [190],
a cycling monitoring system [191], among others. For the system under evaluation, we assume
that all the sensors of each athlete are managed by a IEEE 802.11s-capable hand-held device.
The scenario is modeled as a dynamic WMN generated by the ns-3 network simulator. The
mesh stations move according to the social based mobility model configured with the parameters
summarized in Table 5.2. The C++ implementation of this model generates mobility traces
according to the widely used ns-2 style [123]. This traces can be read by ns-3 through the
available ns-2 Mobility Helper.
5.6.4 Simulation Results
As in Section 5.4.2, once the previously described dynamic mesh network is running with all
these parameters, we use the list of established peer links of each node to periodically take a
snapshot of the network. In this way we obtain the set of graphs which represent the network
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(a) Sports network snapshot at 100 s (b) Sports network snapshot at 240 s
Figure 5.39: Sport network snapshots at two different time instants.
under evaluation for the corresponding time instants. Fig. 5.39 shows an example of such
graphs for two different time instants. From this figure we can verify the clear community
structure presented in this networks as consequence of the athletes grouped in different teams.
For all the nodes in each available graph, we compute the three centrality metrics: classical
Betweenness, bridging according [159] (BRI-1) and bridging according [180] (BRI-2). With
these values and in a distribute manner, each node run the topology control algorithm described
in Section 5.4.4 in order to construct the required virtual backbone. The first simulation round
aims to evaluate the minimum size of the resulting backbone that keeps the network with the
same fragmentation level than the original graph. Starting from one, we use if necessary an
increasing number of selected routers per 1-hop neighborhood to fulfill this objective. The
resulting details for a subset of 10 snapshots from the sports monitoring network is shown in
Table 5.3. As can be seen, different alternatives have been evaluated, including a backbone built
Table 5.3: Resulting backbone size for different number of selected routers per neighborhood
and different centrality metrics.
Snap
No. of Selected Routers
1-BET 2-BET Min-BET 1-BRI-1 2-BRI-1 Min-BRI-1 1-BET+1-BRI-2
1 22 29 22 21 33 21 24
2 NA1 33 33 31 43 31 28
3 NA 32 32 24 37 24 27
4 NA 30 30 NA 34 34 28
5 20 30 20 28 39 28 27
6 NA 35 35 33 44 33 27
7 NA 26 26 29 38 29 22
8 NA 28 28 23 34 23 22
9 18 25 18 NA 40 40 24
10 NA 27 27 33 45 33 25
1NA stands for “Not Accomplish” with the fragmentation level requirement. i.e., the same as the original
graph
using the nodes with the highest classical betweenness value in each ego-network (x-BET, with
x equals to the number of neighbors selected as routers) and also a backbone built according to
the bridging centrality defined in [159] (x-BRI-1). It is not possible to built a backbone based
on the bridging definition of [180] (BRI-2) without an additional consideration because of the
way that it is computed: we observe that in most of the network graphs there is at least one
ego-network with all its nodes with a bridging value of 0. Therefore, an additional consideration
must be done for these cases. This is the reason why these results are not included in Table 5.3.
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Table 5.4: Resulting statistics for the minimum backbone size built based on different centrality
metrics.
CDS size
Used Centrality Min Average Max SD
Classical Betweenness 15 26 38 6.236
BRI-1 18 29 44 6.635
1 BET + 1 BRI-2 18 25 32 2.911
On the other hand, following the natural intuition that for each 1-hop neighborhood the
local centers and the global bridges are both important for the construction of the virtual
backbone, we include the evaluation of a backbone built selecting in each ego-network the node
with the highest betweenness and also the node with the highest bridging centrality (1-BET +
1-BRI-2).
For all the cases, when the fragmentation level of the resulting network is greater than
the value already presented in the original one, each neighborhood adds a new high centrality
node to the backbone. Fig. 5.40 shows the resulting backbone for each procedure of the third
snapshot in Table 5.3. As expected, different number of routers have been required by each
approach. In this specific case, two routers per neighborhood (32 in total) are required using
betweenness centrality while one router per neighborhood (24 in total) is enough using the
BRI-1 metric. The combination of betweenness and bridging requires 27 to construct the
backbone.
Finally, for the complete set of 50 snapshots, Table 5.4 summarizes the global statistics of
the minimum size of the resulting backbone. From these results we can observe that in terms of
backbone size, the classical betweenness is still the better metric to built the virtual backbone
in comparison with the bridging alternative. Nevertheless, the combination of betweenness and
bridging, although on average produce similar results, considerably reduces the variability of
the minimum backbone size. Therefore, a more stable network operation is achieved with this
approach.
5.7 Conclusions
In this chapter we have evaluated the feasibility of using the centrality metrics from social
network analysis to create a topology control mechanism based on a connected dominating set.
Specifically, for a dynamic wireless mesh network formed by user hand-held devices, we have
proposed and evaluated some mechanisms to select which of those devices must act as routers,
forwarding the packets received from other hand-held to their destination. The mechanism
implementation has been proposed in two ways, centralized and distributed. For the centralized
approach, we have evaluated the three most common centrality measures: degree, closeness and
betweenness centrality. In all those cases, the more central nodes have been selected to form
the backbone. The experimental analysis has shown that the network fragmentation using
the betweenness centrality is considerably lesser than the resultant with degree or closeness
centralities. Thus, it is possible to conclude that by far the betweenness centrality is the
metric that better identifies the stations that should be considered for routing tasks. In the
second place, taking into consideration that a centralized implementation could be unfeasible
in most scenarios, a distributed implementation has been proposed. In this case only the
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(a) Betweenness (b) Betweenness based backbone
(c) Bridging-1 (d) Bridging-1 based backbone
(e) Betweenness plus Bridging-2 (f) BET plus BRI-2 based backbone.
Figure 5.40: Results of the router selection process for one snapshot of the sport monitoring
scenario. Blue bigger nodes represent the selected routers while the green smaller ones are the
associated clients.
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betweenness centrality has been considered. To distribute the responsibility, the concept of the
egocentric network perspective of each station is needed. That is, every station computes its
own centrality knowing only its own established links (neighbors). Besides, due to the dynamic
and time evolving nature of the network with which we are dealing, we also discuss and evaluate
different distributed mechanisms to select the central stations that will act as routers. First
of all, every station selects the node in its neighborhood with the highest centrality. This
mechanism works well in most cases if a minimum density of nodes exists. Then again, the
complete connectivity is not assured. To guarantee that connectivity, some approaches have
been proposed and compared in terms of overload and effectiveness. As a future line of work,
the minimum number of routers per neighborhood needed to guaranty a desired connectivity
in the distributed implementation will be studied.
The effectiveness of this centrality-aware topology control protocol has been verified through
extensive simulations. The evaluation has been carried out for both reactive and proactive path
selection modes. For all the studied cases the efficiency of the network was improved or at least
remain equal but always with a considerably lower amount of transmission/reception energy
consumption. Another common factor in all the simulation results is the reduction of the
packet end -to-end delays. This is a direct consequence of the global bit-rate savings which
implies lower channel contention. The reduction of the number of mesh stations involved in
the path selection procedure also improves the scalability when the variability of the network
demands faster path updates. Finally, we confirm that greater energy savings are obtained in
the proactive path selection case because of the greater overhead present with this operation
mode.
The second part of this chapter takes into account the importance of considering realistic
mobility models when the networks under study are created by devices carried by humans.
Three main properties of human mobility have been identified by researchers in the field:
spatial, temporal and social. On this basis, different mobility models have been proposed to
mimic real movement traces. The integration of social graph based models with temporal
considerations appears as the most promising technique to generate realistic traces of human
movement. The main observation is that human location and movements are mainly lead by
their social relationships and interactions. In turn, these interactions depends on the specific
schedules of the people involved and can be practically represented by time-varying social
graphs.
The use of this type of mobility models results in networks with a clear community structure
that considerably differs from commonly used random models. Networks with community
structure are characterized by groups of nodes that are densely connected inside each group
but with lower number of connections between different groups.
Under this scenario we consider useful, in addition to the classical betweenness centrality
metric, to focus our attention on some variants of it proposed to identify bridging nodes in
networks. Specifically, we study the feasibility of using the betweenness along with these
bridging metrics to construct a virtual backbone for an efficient performance of networks with
such community structure.
Although the first simulation results show that a combination of betweenness and bridging
improves the stability of the resulting backbone size further work is required to be more
confident with this observation.
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Conclusions and Future Work
This chapter summarizes the main conclusions and the possible future lines of work of our
research.
6.1 Conclusions
Wireless Mesh Networks exhibit a set of valuable advantages that makes them a suitable
and low-cost communication technology for a variety of applications and services. Such
potentialities have attracted the attention of academic and industrial researchers during these
last years. We have witnessed of standardization efforts, and the development of open and
proprietary mesh solutions. While urban mesh deployments could be an important constitutive
part for evolving towards the smart cities paradigm, the mesh deployments in under served and
rural areas is socially relevant to reduce the digital divide and improve the population quality
of life.
On the other hand, the success and increasing demand of real time and multimedia services
in the present days is undeniable. Under this scenario, in addition to contribute for improving
the performance of one application service of this type, we consider that other aspect of
paramount importance of WMNs is the efficient utilization of the network resources, and
therefore, this thesis also makes a contribution to encourage a better use of two specific ones:
memory and energy. In the following we summarize the main results and conclusions for each
corresponding part of our research.
6.1.1 Load Splitting in Clusters of Video Servers
The high popularity and bandwidth requirements of VoD services makes that any proposal
to increase the system capacity is very appreciated. For this purpose, the most common
approach, is to distribute the video contents between different distribution points. In turn,
each distribution point usually consist of a cluster of video servers which finally satisfies the
user requests. In a general case, such clusters are not homogeneous and a variety of physical
or virtual devices with different capacities could coexist. For such environment we propose
a server selection mechanism that optimally chooses an available video server in a way that
the system performance is improved. Specifically, the proposed approach minimizes the video
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packet transfer time at the server by balancing the load among the different servers. This is
done, taking into account the fact that the server channels could have different capacities.
To carry out a realistic analysis of the transmission and transfer times (targets of our
minimization strategy) we consider real video traces which have been properly multiplexed. It
is important to remark that such multiplexed video sequences were generated avoiding short
and long term sequence synchronization. For the average and standard deviation of the packet
length, we observe a clear tendency to a fixed value when the amount of multiplexed movies
increases. This was useful to estimate the average channel capacity required by each video
sequence in the case that it is multiplexed with others.
From the perspective of the analytical model tractability and from a practical point of view,
simulation results confirms that, although the exponential model for the packet length pdf is
less precise than other functions, it is valid enough when the number of multiplexed movies
grows. In the same line, simulations also confirm that the self-similar behavior of the packet
length is not so meaningful when a large number of movies are multiplexed. The validity of this
exponential modeling is furthermore reinforced with the analysis and the simulation results of
the transmission and transfer times percentiles. We observe a good agreement between the
resulting simulations with real traces and the exponential model for both the transmission and
the transfer times.
Once the input parameters were deeply studied, the key idea for the load balancing solution
was to visualize the conceptual similarity between our server selection system and the problem
of optimally routing packets between two network nodes linked by two (or more) channels.
We present the solutions for the D/M/1 and M/M/1 models. The simpler M/M/1 model
has the advantage of producing closed form expression which reduces the algorithm overload.
Nevertheless, the D/M/1 model generates more accurate results useful when a higher degree
of optimization is required. Simulation results confirm that the D/M/1 approach better
approximates the splitting threshold and the flow proportions, although the difference with
the simpler M/M/1 model is smaller for very low and very high loads. Experimental results
also confirm that there is no need to increase the traffic models complexity since the proposed
solution follows well the optimum values.
Lastly, through the practical implementation analysis, we can conclude that the proposed
load splitting system could easily scale thanks to its simplicity and low overload. However, a
more complex server selector will be necessary if a dynamic movie reassignment is required.
6.1.2 Dynamic Buffer Sizing
Mesh routers that build the WMN backbone are generally equipped with multiple interfaces. In
the simplest cases they have at least a traditional WLAN interface to provide AP functionality
to classic clients and an additional radio for mesh connectivity with its peers. Further mesh
radios could be necessary when the demanded capacity is greater. Especial mesh routers
with gate and portal functions also includes wired interfaces for the connection with external
networks. An important resource for such devices is the amount of memory intended for
buffering. An efficient use of such resource not only benefits the device scalability but also
prevents the well known problems associated with excessive buffers. At the end, most of this
issues directly degrades the service provided to end-users.
Under this premise we propose a dynamic buffer sizing mechanism mainly designed to be
used with real time flows. The approach considers the packet loss probability as the key factor
to be controlled. In fact, the input of the system is the maximum value for such loss probability
140
6.1 Conclusions
that could be tolerated by each flow. As expected, for traffic differentiation matters, this value
can be independently configured for each flow. Following the self-configuration capabilities
criteria of WMNs, another important requirement satisfied by our approach is that devices must
be able to self-configure their buffers without the intervention of any other central equipment.
The main problem we had to deal with was that, the study of queuing theory requires a
detailed knowledge of the distributions of service and interarrival times, but in most practical
situations such complete information is rarely available. Specifically, in the present case, we are
able to dispose of just two average values, the average number of packets in the transmission
system and the server occupancy, both measured at packet arrivals. With this limited
information our approach uses the maximum entropy principle to approximates a solution
of the G/G/1 and G/G/1/K queues. We then apply this approximation to the dynamic buffer
sizing problem and verify its utility with extensive experimental analysis. To be more confident
with the results, we use different simulators, networks scenarios, and traffic load conditions.
Complicated traffic mixes with quite different interarrival times and packet lengths have been
considered to avoid unreal traffic patterns.
The first set of simulations, presented in Section 4.4, verifies the accuracy of the analytical
model. For all the cases the agreement between the model and the simulation results is very
good. A slight difference is perceptible when we use the closed-form expressions for Q resulting
from the simplest Molina method. In this case the model allocates a buffer larger than the
necessary but the required computations are less demanding.
The next set of experiments (Section 4.5) demonstrates the utility of the method for wired
interfaces working over dedicated channels. We point-out the importance of filtering the input
parameters (average server occupancy and average number of packets in the transmission
system) and their impact over the buffer stability. We prove that it is possible to significantly
reduce the system overload by means of two acting thresholds, without compromising the
achievement of the loss probability goal. This facilitates the mechanism implementation in
real devices. We also observe that absolute thresholds performs better than relative ones
and the rate of effective buffer size updates grows when the loss probability target is more
demanding. Another important verification is the proper operation of the mechanism when
traffic differentiation is considered. Two cases has been tested, one on which all the flows
requires the same loss probability and also the more general case on which each flow requires
a different service levels. The results were satisfactory in both cases.
On the other hand, wireless interfaces impose additional challenges mainly due to the
shared channel. The server occupancy is no longer exclusively dependent on the node own
transmissions. The adaptation of our mechanism to such wireless interfaces have been verified
that properly performs under a variety of simulators, network scenarios, and channel conditions.
Two types of traffic have been used, synthetic flows and flows based on real traces. For all the
cases, the simulations have been made long enough to obtain a sufficient number of packets
that allows a reliable measurement of the loss probability. The first set of wireless simulations,
focused on traditional WLAN (single hop infrastructure-based) interfaces, verifies the proper
operation the our dynamic buffer sizing algorithm under such environments. We also prove
that aggregated channel errors induced by the radio link impairments are properly captured by
the system and their effects are taken into account. Besides, a metric to quantify the memory
utilization efficiency has been introduced. Its evaluation permits us to demonstrate the benefits
of a dynamic buffer allocation in comparison with the fixed buffer case. It is worth to mention
that the comparison were done in a fair way. This is, instead of considering buffer sizes with
typical values we compare with the buffers that results in approximately the same packet loss
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probability. The same criteria was used to verify the benefits of memory share and dynamic
self-configuration of nodes with multiple interfaces. Finally, the buffer sizing mechanism was
tested on wireless mesh interfaces working with real video traces. This simulation results ratify
the proper performance of the system even under high load levels. The improved memory
efficiency could facilitate the scalability of the mesh gateways with additional mesh interfaces
in order to increase the overall capacity of the mesh backbone.
6.1.3 Topology Control for Client WMNs
The evolution of smart hand-held devices with increasing computation, sensing and
communications capabilities along with their growing level of penetration, encourage us to
consider a client WMN built by such devices for an unlimited number of applications. Despite
the great technological development of this kind of hand-helds, battery lifetime remains as one
of the major concerns. Communication systems are the components that demand the most
significant amount of such limited energy resources.
Under this scenario, to promote a better use of energy resource of client mesh networks,
we propose a topology control mechanism based on the construction of a virtual backbone.
Specifically, we evaluate the use of centrality metrics from social network analysis, to select
just a subset of mesh stations to carry out the routing functions. Simulation results allows
to verify that we are able to reduce the routing overhead without compromising the overall
network performance.
We analyze and evaluate the three most common centrality metrics and additionally, for
a second step, we also include some variations of the betweenness centrality which are strong
related with the resulting community structure of the networks under study.
A centralized implementation of the proposal, useful in cases in which the mesh nodes
are more static, determines that, from the resulting network fragmentation point of view,
betweenness centrality performs by far better than the degree or closeness centralities.
For the case of completely dynamic networks we evaluate three different alternatives for
a distributed implementation: increasing the number of hops when computing the egocentric
centrality, a probe packet mechanism, and increasing the number of routers per neighborhood.
We consider that the selection of higher number of routers per neighborhood is the more
practical alternative since it presents a lower level of overhead. Although this approach could
also increase the redundancy of the backbone, this can be exploited for the network resilience
and for a better load balancing among the selected mesh nodes.
Extensive simulations demonstrate the feasibility and benefits of the centrality-based
topology control approach. Reactive and proactive operation modes of the HWMP protocol
have been taken into account. When the level of load is meaningful, the network with
topology control behaves better than the original one for a diversity of performance evaluation
parameters (routing overhead, total forwardings per received packet, packet delivery ratio,
delay, and energy consumption) and for all the set up conditions and operation modes.
Important energy savings were achieved in all the simulated scenarios, being more significant
when the network works with the proactive mode. This confirms that proactive mode produces
a higher level of path selection overhead.
In a second step, we analyze the behavior of the topology control approach with another
mobility model. Such model uses human sociality information to generate the user mobility
traces, which in turn produce networks with a clear community structure. Although the
topological features of these community networks substantially differs from networks resulting
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from random movements, we observe that betweenness assisted topology control still performs
properly in this kind of mesh networks. We include the analysis of the bridging centrality,
computed as different variants of the betweenness metric that are strongly related with the
community structure of the networks. As expected, bridging nodes are those that connect
different communities presented in a network and therefore they are fundamental for the virtual
backbone construction. The first simulations combining betweenness and bridging metrics for
the topology control approach show promising results in terms of stability of the resulting
backbone size and encourage us to continue working in this subject with a deeper level of
detail.
Finally, as a general conclusion, and based on all the outcomes presented in this and
precedent sections, we can state that the three main objectives of this thesis have been
successfully achieved.
6.2 Future Work
This section summarizes some potential research directions and improvements for each of the
proposals presented in this thesis.
6.2.1 Load Splitting in Clusters of Video Servers
For the server selection mechanism proposed in Chapter 3, one possible future research line
could be devoted to quantify and evaluate the overload required to dynamically reassign the
transmission of movies among the various servers. This dynamic reassignment exploits better
the advantages of the proposal, but we must verify if the resulting benefits are more significant
that the increased overload.
As another possibility, we can consider a similar mechanism to the one introduced here to
select the distribution point (DP in Fig. 3.1) to service customer requests.
Additionally, the approach could be explored as a possible solution of the route selection
problem in multi-source, multi-path VoD systems over WMNs.
6.2.2 Dynamic Buffer Sizing
Regarding the dynamic buffer sizing proposal, further work will consider the implementation
and evaluation of the mechanism in real devices. Two possible alternatives would be evaluated.
The first one consist of directly modify the source code of the network card drivers, in a way
that the attribute tx queue len (maximum number of frames that can be admited in the internal
transmission queue of the device), which is by default configured with a fixed value, could be
dynamically adjusted using the proposed algorithm. One starting point to this end would
be the adaptation of the Dynamic Queue Limit (DQL) library developed by researchers of
Google [192, 193] and included in the Linux kernel from version 3.3. This library implements
a mechanism to dynamically limit the size of the transmission queue for network interface
cards. The second alternative that will be evaluated is the implementation of the proposal
in routers working with a very flexible operating system which allows a full configuration and
customization. For this purpose, we will use the GNU/Linux distribution for embedded devices
OpenWrt [194].
On the other hand, we also plan to combine the buffer sizing proposal with the use of
different schedulers. Even though the theoretical results presented in Section 4.3 have been
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obtained for a First Come First Served (FCFS) service policy, it is interesting to study the
behavior with any other type of scheduler that prioritizes some flows with respect to the others.
The aim is not only look for diverse loss probabilities for different flows, but also different times
spent in the system. A first set of simulations shows that it is possible to separately work with
both parameters, which is very convenient to facilitate the task of the device self-configuration.
Another possible improvement of the mechanism consist of the automatic configuration of
the acting thresholds on the basis of the traffic load intensity and the rate of effective buffer
size updates.
We could also deal with the problem of multi-objective optimization, considering as another
goal, in addition to the packet loss probability, to minimize the time that packets wait in the
transmission queues.
Finally, another possible line of work is the performance evaluation of the mechanism for
TCP and a mix of TCP and UDP traffic flows as well as the use in different network technologies
as diverse as WSN or optical routers.
6.2.3 Topology Control for Client WMNs
As current and future lines of work we are carrying out performance evaluations considering
realistic human mobility models. Besides, we are designing and evaluating a multi-metric
protocol which assigns different weights to the egocentric betweenness centrality and the node
remaining energy values.
Although the first simulation results with community structured networks show that a
combination of betweenness and bridging improves the stability of the resulting backbone size,
further work is required to be more confident with this observation. Specifically, the following
tasks are planned in order to get more insightful and complete results:
• The evaluation of the combination of the classical betweenness with the bridging
computed according to [159].
• The evaluation of different scenarios with a greater number of nodes and different input
parameters of the mobility model.
• The validation with other recently published mobility models that we have already
identified like SWIM [163] or N-body [165].
• The assessment with available real human mobility traces.
• The evaluation of network related parameters like packet delivery ratio, delay, routing
overhead, among others.
• The comparison of the proposed topology control algorithm with alternative backbone
construction algorithms.
Besides, we plan to study and evaluate two of the optional functionalities of the IEEE
802.11-2012 standard and their integration with our proposals. These are the MCCA mesh
coordination that aims to optimize the channel access efficiency and the power management
which allows that each mesh station manage the activity level of its peer links.
Finally, we could work with the implementation and evaluation of a global framework
including the three main contributions of this dissertation.
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