S
onagram analyses are used to answer a variety of questions. For instance, studies of song development in birds compare the songs, notes or elements of a young bird with those of adults. By doing so, the source and extent of learning can be quantified to a degree not possible with many other behaviour patterns. As studies have become more refined and the questions asked more subtle, the level of analysis has become more intricate. As a consequence, the way in which songs are compared and similarities scored becomes crucial in arriving at conclusions. Such comparisons are generally made either by visual assessment of sonagrams or with special software. In the case of comparison by eye, a validation of the reliability of an individual researcher's judgement will be required, such as the calculation of interobserver reliability. In this paper we discuss various aspects of interobserver reliability in relation to sonagram analysis, illustrated with some worked example sets involving comparisons of zebra finch, Taeniopygia guttata, songs.
In recent years there have been major advances in the quality and availability of sound analysis software. Several sofware packages (e.g. Signal, Canary, Avisoft) include a 'cross-correlation' option that provides a quantitative assessment of the match between two sounds based on simultaneous analysis of frequency, amplitude and time components of a signal. However, this method has several limitations, for instance for the analysis of specific types of sounds such as complex notes, or those having many harmonics (Khanna et al. 1997 but cf. Cortopassi & Bradbury 2000 . Other methods have been developed to compare the structure of sounds by means of multidimensional scaling, dynamic time warping and other techniques (Nowicki & Nelson 1990; Buck & Tyack 1993; Ito et al. 1996; Ito & Mori 1999; Tchernichovski et al. 2000) . The main advantage of such methods is the use of a set of explicit features to measure similarities quantitatively and objectively. This means also that different observers will arrive at the same outcome when analysing the same data set. For this reason automated procedures will become increasingly important for scoring sonagram similarities. However, although sophisticated and suitable for specific applications, the general applicability of these methods may nevertheless be constrained because each method requires its own subjective selection and setting of features that may not be general. Furthermore, they may, for instance, be sensitive to the quality of the recordings or interference from background noise (Anderson et al. 1996) or even lead to misrepresentations of the actual repertoire of vocalizations (Janik 1999). Where sounds lend themselves to computer-based comparisons, an initial sorting of material by visual assessment may be required or data obtained by visual assessment are used as a baseline to test the performance of the computer-based comparison (e.g. Anderson et al. 1996; Tchernichovski et al. 2000) . A recent study on the classification of dolphin sounds by various methods (Janik 1999) showed that in this particular comparison the human eye was the most effective tool for assessing and classifying sonagrams. Nevertheless, a severe limitation of the human eye is that it involves subjectivity: different people may apply different criteria and hence arrive at different conclusions about the same data set. This problem is common to all studies in which behaviour is assessed by human observers. The solution is to have the same data scored by various independent observers and to assess their agreement by calculating interobserver reliability scores. In general terms, reliability of behavioural assessments may be influenced by a number of factors including the type of behaviour 
