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Abstract
Games generalize the single-objective opti-
mization paradigm by introducing different
objective functions for different players. Dif-
ferentiable games often proceed by simulta-
neous or alternating gradient updates. In
machine learning, games are gaining new im-
portance through formulations like genera-
tive adversarial networks (GANs) and actor-
critic systems. However, compared to single-
objective optimization, game dynamics is
more complex and less understood. In this
paper, we analyze gradient-based methods
with momentum on simple games. We prove
that alternating updates are more stable than
simultaneous updates. Next, we show both
theoretically and empirically that alternating
gradient updates with a negative momentum
term achieves convergence in a difficult toy ad-
versarial problem, but also on the notoriously
difficult to train saturating GANs.
1 INTRODUCTION
Recent advances in machine learning are largely driven
by the success of gradient-based optimization methods
for the training process. A common learning paradigm
is empirical risk minimization, where a (potentially non-
convex) objective, that depends on the data, is mini-
mized. However, some recently introduced approaches
require the joint minimization of several objectives.
For example, actor-critic methods can be written as a
bi-level optimization problem (Pfau and Vinyals, 2016)
and generative adversarial networks (GANs) (Goodfel-
low et al., 2014) use a two-player game formulation.
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Games generalize the standard optimization framework
by introducing different objective functions for different
optimizing agents, known as players. We are commonly
interested in finding a local Nash equilibrium: a set of
parameters from which no player can (locally and uni-
laterally) improve its objective function. Games with
differentiable objectives often proceed by simultaneous
or alternating gradient steps on the players’ objectives.
Even though the dynamics of gradient based methods
is well understood for minimization problems, new is-
sues appear in multi-player games. For instance, some
stable stationary points of the dynamics may not be
(local) Nash equilibria (Adolphs et al., 2018).
Motivated by a decreasing trend of momentum values
in GAN literature (see Fig. 1), we study the effect of
two particular algorithmic choices: (i) the choice be-
tween simultaneous and alternating updates, and (ii)
the choice of step-size and momentum value. The idea
behind our approach is that a momentum term com-
bined with the alternating gradient method can be used
to manipulate the natural oscillatory behavior of ad-
versarial games. We summarize our main contributions
as follows:
• We prove in §5 that the alternating gradient
method with negative momentum is the only set-
ting within our study parameters (Fig. 2) that
converges on a bilinear smooth game. Using a zero
or positive momentum value, or doing simultane-
ous updates in such games fails to converge.
• We show in §4 that, for general dynamics, when the
eigenvalues of the Jacobian have a large imaginary
part, negative momentum can improve the local
convergence properties of the gradient method.
• We confirm the benefits of negative momentum for
training GANs with the notoriously ill-behaved sat-
urating loss on both toy settings, and real datasets.
Outline. §2 describes the fundamentals of the ana-
lytic setup that we use. §3 provides a formulation for
the optimal step-size, and discusses the constraints and
intuition behind it. §4 presents our theoretical results
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Figure 1: Decreasing trend in the value of momentum used
for training GANs across time.
and guarantees on negative momentum. §5 studies
the properties of alternating and simultaneous meth-
ods with negative momentum on a bilinear smooth
game. §6 contains experimental results on toy and real
datasets. Finally, in §7, we review some of the existing
work on smooth game optimization as well as GAN
stability and convergence.
2 BACKGROUND
Notation In this paper, scalars are lower-case letters
(e.g., λ), vectors are lower-case bold letters (e.g., θ),
matrices are upper-case bold letters (e.g., A) and opera-
tors are upper-case letters (e.g., F ). The spectrum of a
squared matrix A is denoted by Sp(A), and its spectral
radius is defined as ρ(A) := max{|λ| for λ ∈ Sp(A)}.
We respectively note σmin(A) and σmax(A) the small-
est and the largest positive singular values of A. The
identity matrix of Rm×m is written Im. We use < and
= to respectively denote the real and imaginary part of
a complex number. O, Ω and Θ stand for the standard
asymptotic notations. Finally, all the omitted proofs
can be found in §D.
Game theory formulation of GANs Generative
adversarial networks consist of a discriminator Dϕ and
a generator Gθ. In this game, the discriminator’s objec-
tive is to tell real from generated examples. The gener-
ator’s goal is to produce examples that are sufficiently
close to real examples to confuse the discriminator.
From a game theory point of view, GAN training is a
differentiable two-player game: the discriminator Dϕ
aims at minimizing its cost function LD and the gener-
ator Gθ aims at minimizing its own cost function LG.
Using the same formulation as the one in Mescheder
et al. (2017) and Gidel et al. (2018), the GAN objective
has the following form,
θ∗ ∈ arg min
θ∈Θ
LG(θ,ϕ∗)
ϕ∗ ∈ arg min
ϕ∈Φ
LD(θ∗,ϕ) .
(1)
Given such a game setup, GAN training consists of find-
ing a local Nash Equilibrium, which is a state (ϕ∗,θ∗)
in which neither the discriminator nor the generator
can improve their respective cost by a small change in
their parameters. In order to analyze the dynamics of
gradient-based methods near a Nash Equilibrium, we
look at the gradient vector field,
v(ϕ,θ) :=
î
∇ϕLD(ϕ,θ) ∇θLG(ϕ,θ)
ó>
, (2)
and its associated Jacobian ∇v(ϕ,θ),ñ
∇2ϕLD(ϕ,θ) ∇ϕ∇θLD(ϕ,θ)
∇ϕ∇θLG(ϕ,θ)T ∇2θLG(ϕ,θ)
ô
. (3)
Games in which LG = −LD are called zero-sum games
and (1) can be reformulated as a min-max problem.
This is the case for the original min-max GAN formula-
tion, but not the case for the non-saturating loss (Good-
fellow et al., 2014) which is commonly used in practice.
For a zero-sum game, we note LG = −LD = L. When
the matrices ∇2ϕL(ϕ,θ) and ∇2θL(ϕ,θ) are zero, the
Jacobian is anti-symmetric and has pure imaginary
eigenvalues. We call games with pure imaginary eigen-
values purely adversarial games. This is the case in
a simple bilinear game L(ϕ,θ) := ϕ>Aθ. This game
can be formulated as a GAN where the true distribu-
tion is a Dirac on 0, the generator is a Dirac on θ and
the discriminator is linear. This setup was extensively
studied in 2D by Gidel et al. (2018).
Conversely, when ∇ϕ∇θL(ϕ,θ) is zero and the ma-
trices ∇2ϕL(ϕ,θ) and −∇2θL(ϕ,θ) are symmetric and
definite positive, the Jacobian is symmetric and has
real positive eigenvalues. We call games with real posi-
tive eigenvalues purely cooperative games. This is the
case, for example, when the objective function L is
separable such as L(ϕ,θ) = f(ϕ)− g(θ) where f and
g are two convex functions. Thus, the optimization
can be reformulated as two separated minimization of
f and g with respect to their respective parameters.
These notions of adversarial and cooperative games can
be related to the notions of potential games (Monderer
and Shapley, 1996) and Hamiltonian games recently
introduced by Balduzzi et al. (2018): a game is a po-
tential game (resp. Hamiltonian game) if its Jacobian
is symmetric (resp. asymmetric). Our definition of co-
operative game is a bit more general than the definition
of potential game since some non-symmetric matrices
may have positive eigenvalues. Similarly, the notion of
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Figure 2: Left: Effect of gradient methods on an unconstrained bilinear example: minθ maxϕ θ>Aϕ . The quantity ∆t
is the distance to the optimum (see formal definition in §5) and β is the momentum value. Right: Graphical intuition of
the role of momentum in two steps of simultaneous updates (tan) or alternated updates (olive). Positive momentum
(red) drives the iterates outwards whereas negative momentum (blue) pulls the iterates back towards the center, but it is
only strong enough for alternated updates.
adversarial game generalizes the Hamiltonian games
since some non-antisymmetric matrices may have pure
imaginary eigenvalues, for instance,
Sp
(ñ
0 −1
2 3
ô)
= {1, 2} , Sp
(ñ
−1 1
−2 1
ô)
= {±i} .
In this work, we are interested in games in between
purely adversarial games and purely cooperative ones,
i.e., games which have eigenvalues with non-negative
real part (cooperative component) and non-zero imagi-
nary part (adversarial component). For A ∈ Rd×p, a
simple class of such games is parametrized by α ∈ [0, 1],
min
θ∈Rd
max
ϕ∈Rp
α‖θ‖22 + (1− α)θ>Aϕ− α‖ϕ‖22 , (4)
Simultaneous Gradient Method. Let us consider
the dynamics of the simultaneous gradient method. It
is defined as the repeated application of the operator,
Fη(ϕ,θ) :=
î
ϕ θ
ó>−η v(ϕ,θ) , (ϕ,θ) ∈ Rm , (5)
where η is the learning rate. Now, for brevity we write
the joint parameters ω := (ϕ,θ) ∈ Rm. For t ∈ N, let
ωt = (ϕt,θt) be the tth point of the sequence computed
by the gradient method,
ωt = Fη ◦ . . . ◦ Fη︸ ︷︷ ︸
t
(ω0) = F
(t)
η (ω0) . (6)
Then, if the gradient method converges, and its limit
point ω∗ = (ϕ∗,θ∗) is a fixed point of Fη such that
∇v(ω∗) is positive-definite, then ω∗ is a local Nash equi-
librium. Interestingly, some of the stable stationary
points of gradient dynamics may not be Nash equilib-
rium (Adolphs et al., 2018). In this work, we focus
on the local convergence properties near the station-
ary points of gradient . To the best of our knowledge,
there is no first order method alleviating this issue. In
the following, ω∗ is a stationary point of the gradient
dynamics (i.e. a point such that v(ω∗) = 0).
3 TUNING THE STEP-SIZE
Under certain conditions on a fixed point operator,
linear convergence is guaranteed in a neighborhood
around a fixed point.
Theorem 1 (Prop. 4.4.1 Bertsekas (1999)). If the
spectral radius ρmax := ρ(∇Fη(ω∗)) < 1, then, for
ω0 in a neighborhood of ω∗, the distance of ωt to
the stationary point ω∗ converges at a linear rate of
O
Ä
(ρmax + )
t
ä
, ∀ > 0.
From the definition in (5), we have:
∇Fη(ω∗) = Im − η∇v(ω∗) , (7)
and Sp(∇Fη(ω∗)) =
{
1− ηλ|λ ∈ Sp(∇v(ω∗))} .
If the eigenvalues of ∇v(ω∗) all have a positive real-
part, then for small enough η, the eigenvalues of
∇Fη(ω∗) are inside a convergence circle of radius
ρmax < 1, as illustrated in Fig. 3. Thm. 1 guaran-
tees the existence of an optimal step-size ηbest which
yields a non-trivial convergence rate ρmax < 1. Thm. 2
gives analytic bounds on the optimal step-size ηbest,
and lower-bounds the best convergence rate ρmax(ηbest)
we can expect.
Theorem 2. If the eigenvalues of ∇v(ω∗) all have a
positive real-part, then, the best step-size ηbest, which
minimizes the spectral radius ρmax(η) of ∇Fη(ϕ∗,θ∗),
is the solution of a (convex) quadratic by parts problem,
and satisfies,
max
1≤k≤m
sin(ψk)
2 ≤ ρmax(ηbest)2 ≤ 1−<(1/λ1)δ , (8)
with δ := min
1≤k≤m
|λk|2(2<(1/λk)−<(1/λ1)) (9)
and <(1/λ1) ≤ ηbest ≤ 2<(1/λ1) (10)
where (λk = rkeiψk)1≤k≤m = Sp(∇v(ϕ∗,θ∗)) are
sorted such that 0 < <(1/λ1) ≤ · · · ≤ <(1/λm). Par-
ticularly, when ηbest = <(1/λ1) we are in the case of
the top plot of Fig.3 and ρmax(ηbest)2 = sin(ψ1)2 .
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Figure 3: Eigenvalues λi of the Jacobian ∇v(φ∗,θ∗) and
their trajectories 1− ηλi for growing step-sizes. The unit
circle is drawn in black, and the red dashed circle has
radius equal to the largest eigenvalue µmax, which is directly
related to the convergence rate. Therefore, smaller red
circles mean better convergence rates. Top: The red circle
is limited by the tangent trajectory line 1 − ηλ1, which
means the best convergence rate is limited only by the
eigenvalue which will pass furthest from the origin as η
grows, i.e., λi = arg min<(1/λi). Bottom: The red circle
is cut (not tangent) by the trajectories at points 1 − ηλ1
and 1 − ηλ3. The η is optimal because any increase in η
will push the eigenvalue λ1 out of the red circle, while any
decrease in step-size will retract the eigenvalue λ3 out of
the red circle, which will lower the convergence rate in any
case. Figure inspired by Mescheder et al. (2017).
When ∇v is positive-definite, the best ηbest is attained
either because of one or several limiting eigenvalues.
We illustrate and interpret these two cases in Fig. 3. In
multivariate convex optimization, the optimal step-size
depends on the extreme eigenvalues and their ratio,
the condition number. Unfortunately, the notion of the
condition number does not trivially extend to games,
but Thm. 2 seems to indicate that the real part of the
inverse of the eigenvalues play an important role in the
dynamics of smooth games. We think that a notion of
condition number might be meaningful for such games
and we propose an illustrative example to discuss this
point in §B. Note that when the eigenvalues are pure
positive real numbers belonging to [µ,L], (8) provides
the standard bound ρmax ≤ 1− µ/L obtained with a
step-size η = 1/L (see §D.2 for details).
Note that, in (9), we have δ > 0 because (λk) are sorted
such that, <(1/λk) ≥ <(1/λ1) , ∀1 ≤ k ≤ m. In (8),
we can see that if the Jacobian of v has an almost purely
imaginary eigenvalue rjeψj then sin(ψj) is close to 1
and thus, the convergence rate of the gradient method
may be arbitrarily close to 1. Zhang and Mitliagkas
(2017) provide an analysis of the momentum method
for quadratics, showing that momentum can actually
help to better condition the model. One interesting
point from their work is that the best conditioning is
achieved when the added momentum makes the Jaco-
bian eigenvalues turn from positive reals into complex
conjugate pairs. Our goal is to use momentum to wran-
gle game dynamics into convergence manipulating the
eigenvalues of the Jacobian.
4 NEGATIVE MOMENTUM
As shown in (8), the presence of eigenvalues with
large imaginary parts can restrict us to small step-
sizes and lead to slow convergence rates. In order
to improve convergence, we add a negative momen-
tum term into the update rule. Informally, one can
think of negative momentum as friction that can
damp oscillations. The new momentum term leads
to a modification of the parameter update operator
Fη(ω) of (5). We use a similar state augmentation
as Zhang and Mitliagkas (2017) to form a compound
state (ωt,ωt−1) := (ϕt,θt,ϕt−1,θt−1) ∈ R2m. The
update rule (5) turns into the following,
Fη,β(ωt,ωt−1) = (ωt+1,ωt) (11)
where ωt+1 := ωt − ηv(ωt) + β(ωt − ωt−1) , (12)
in which β ∈ R is the momentum parameter. Therefore,
the Jacobian of Fη,β has the following form,ñ
In 0n
In 0n
ô
− η
ñ
∇v(ωt) 0n
0n 0n
ô
+ β
ñ
In −In
0n 0n
ô
(13)
Note that for β = 0, we recover the gradient method.
In some situations, if β < 0 is adjusted properly, nega-
tive momentum can improve the convergence rate to a
local stationary point by pushing the eigenvalues of its
Jacobian towards the origin. In the following theorem,
we provide an explicit equation for the eigenvalues of
the Jacobian of Fη,β .
Theorem 3. The eigenvalues of ∇Fη,β(ω∗) are
µ±(β, η, λ) := (1− ηλ+ β)1±∆
1
2
2
, (14)
where ∆ := 1 − 4β(1−ηλ+β)2 , λ ∈ Sp(∇v(ω∗)) and ∆
1
2
is the complex square root of ∆ with positive real part∗.
Moreover we have the following Taylor approximation,
µ+(β, η, λ) = 1− ηλ− β ηλ
1− ηλ +O(β
2) , (15)
µ−(β, η, λ) =
β
1− ηλ +O(β
2) . (16)
∗ If ∆ is a negative real number we set ∆
1
2 := i
√−∆
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Figure 4: Transformation of the eigenvalues by a nega-
tive momentum method for a game introduced in (4) with
d = p = 1, A = 1, α = .4, η = 1.55, β = −.25. Convergence
circles for gradient method are in red, negative momentum
in green, and unit circle in black. Solid convergence circles
are optimized over all step-sizes, while dashed circles are at
a given step-size η. For a fixed η, original eigenvalues are in
red and negative momentum eigenvalues are in blue. Their
trajectories as η sweeps in [0, 2] are in light colors. Negative
momentum helps as the new convergence circle (green) is
smaller, due to shifting the original eigenvalues (red dots)
towards the origin (right blue dots), while the eigenvalues
due to state augmentation (left blue dots) have smaller mag-
nitude and do not influence the convergence rate. Negative
momentum allows faster convergence (green circle inside
the solid red circle) for a broad range of step-sizes.
When β is small enough, ∆ is a complex number close to
1. Consequently, µ+ is close to the original eigenvalue
for gradient dynamics 1− ηλ, and µ−, the eigenvalue
introduced by the state augmentation, is close to 0.
We formalize this intuition by providing the first order
approximation of both eigenvalues.
In Fig. 4, we illustrate the effects of negative momentum
on a game described in (4). Negative momentum shifts
the original eigenvalues (trajectories in light red) by
pushing them to the left towards the origin (trajectories
in light blue).
Since our goal is to minimize the largest magnitude
of the eigenvalues of Fη,β which are computed in
Thm. 3, we want to understand the effect of β on
these eigenvalues with potential large magnitude. Let
λ ∈ Sp(∇v(ω∗)), we define the (squared) magnitude
ρλ,η(β) that we want to optimize,
ρλ,η(β) := max
¶
|µ+(β, η, λ)|2, |µ−(β, η, λ)|2
©
. (17)
We study the local behavior of ρλ,η for small β. The
following theorem shows that a well suited β decreases
ρλ,η, which corresponds to faster convergence.
Theorem 4. For any λ ∈ Sp(∇v(ω∗)) s.t. <(λ) > 0,
ρ′λ,η(0) > 0⇔ η ∈ I(λ) :=
(
|λ|−|=(λ)|
|λ|<(λ) ,
|λ|+|=(λ)|
|λ|<(λ)
)
.
Particularly, we have ρ′λ,<(1/λ)(0) = 2<(λ)<(1/λ) > 0
and |Arg(λ)| ≥ pi4 ⇒
(<(1/λ), 2<(1/λ)) ⊂ I(λ).
As we have seen previously in Fig. 3 and Thm. 2,
there are only few eigenvalues which slow down the
convergence. Thm. 4 is a local result showing that a
small negative momentum can improve the magnitude
of the limiting eigenvalues in the following cases: when
there is only one limiting eigenvalue λ1 (since in that
case the optimal step-size is ηbest = <(1/λ1) ∈ I(λ1))
or when there are several limiting eigenvalues λ1, . . . , λk
and the intersection I(λ1) ∩ . . . ∩ I(λk) is not empty.
We point out that we do not provide any guarantees on
whether this intersection is empty or not but note that
if the absolute value of the argument of λ1 is larger
than pi/4 then by (10), our theorem provides that the
optimal step-size ηbest belongs to I(λ1).
Since our result is local, it does not provide any guar-
antees on large negative values of β. Nevertheless, we
numerically optimized (17) with respect to β and η and
found that for any non-imaginary fixed eigenvalue λ,
the optimal momentum is negative and the associated
optimal step-size is larger than ηˆ(λ). Another inter-
esting aspect of negative momentum is that it admits
larger step-sizes (see Fig. 4 and 5).
For a game with purely imaginary eigenvalues, when
|ηλ|  1, Thm. 3 shows that µ+(β, η, λ) ≈ 1−(1+β)ηλ.
Therefore, at the first order, β only has an impact on
the imaginary part of µ+. Consequently µ+ cannot
be pushed into the unit circle, and the convergence
guarantees of Thm. 1 do not apply. In other words, the
analysis above provides convergence rates for games
without any pure imaginary eigenvalues. It excludes
the purely adversarial bilinear example (α = 0 in Eq. 4)
that is discussed in the next section.
5 BILINEAR SMOOTH GAMES
In this section we analyze the dynamics of a purely
adversarial game described by,
min
θ∈Rd
max
ϕ∈Rp
θ>Aϕ+ θ>b+ c>ϕ, A ∈ Rd×p . (18)
The first order stationary condition for this game char-
acterizes the solutions (θ∗,ϕ∗) as
Aϕ∗ = b and A>θ∗ = c . (19)
If b (resp. c) does not belong to the column space of A
(resp. A>), the game (18) admits no equilibrium. In
the following, we assume that an equilibrium does exist
for this game. Consequently, there exist b′ and c′ such
that b = Ab′ and c = A>c′. Using the translations
θ → θ−c′ and ϕ→ ϕ−b′, we can assume without loss
of generality, that p ≥ d, b = 0 and c = 0. We provide
upper and lower bounds on the squared distance from
the known equilibrium,
∆t = ‖θt − θ∗‖22 + ‖ϕt −ϕ∗‖22 (20)
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where (θ∗,ϕ∗) is the projection of (θt,ϕt) onto the
solution space. We show in §C, Lem. 2 that, for our
methods of interest, this projection has a simple formu-
lation that only depends on the initialization (θ0,ϕ0).
We aim to understand the difference between the dy-
namics of simultaneous steps and alternating steps.
Practitioners have been widely using the latter instead
of the former when optimizing GANs despite the rich
optimization literature on simultaneous methods.
5.1 Simultaneous gradient descent
We define this class of methods with momentum using
the following formulas,
F simη,β (θt,ϕt,θt−1,ϕt−1) := (θt+1,ϕt+1,θt,ϕt) (21)
where
{
θt+1 = θt − η1Aϕt + β1(θt − θt−1)
ϕt+1 = ϕt + η2A
>θt + β2(ϕt −ϕt−1) .
In our simple setting, the operator F simη,β is linear. One
way to study the asymptotic properties of the sequence
(θt,ϕt) is to compute the eigenvalues of ∇F simη,β . The
following proposition characterizes these eigenvalues.
Proposition 1. The eigenvalues of ∇F simη,β are the
roots of the 4th order polynomials:
(x−1)2(x−β1)(x−β2)+η1η2λx2, λ ∈ Sp(A>A) (22)
Interestingly, these roots only depend on the product
η1η2 meaning that any re-scaling η1 → γη1 , η2 → 1γ η2
does not change the eigenvalues of ∇F simη,β and conse-
quently the asymptotic dynamics of the iterates (θt,ϕt).
The magnitude of the eigenvalues described in (22),
characterizes the asymptotic properties for the iterates
of the simultaneous method (21). We report the maxi-
mum magnitude of these roots for a given λ and for a
grid of step-sizes and momentum values in Fig 7. We
observe that they are always larger than 1, which tran-
scribes a diverging behavior. The following theorem
provides an analytical rate of divergence.
Theorem 5. For any η1, η2 ≥ 0 and β1 = β2 = β, the
iterates of the simultaneous methods (21) diverge as,
∆t ∈

Ω
Ä
∆0[(1 + β)
2 + η2σ2max(A)]
t
ä
if β ≥ 0
Ω
Ä
∆0 (1− β)t
ä
if − 1
16
≤ β < 0 .
This theorem states that the iterates of the simulta-
neous method (21) diverge geometrically for β ≥ − 116 .
Interestingly, this geometric divergence implies that
even a uniform averaging of the iterates (standard in
game optimization to ensure convergence (Freund et al.,
1999)) cannot alleviate this divergence.
5.2 Alternating gradient descent
Alternating gradient methods take advantage of the
fact that the iterates θt+1 and ϕt+1 are computed
sequentially, to plug the value of θt+1 (instead of θt
for simultaneous update rule) into the update of ϕt+1,
F altη,β(θt,ϕt,θt−1,ϕt−1) := (θt+1,ϕt+1,θt,ϕt)
(23)
where
{
θt+1 = θt − η1Aϕt + β1(θt − θt−1)
ϕt+1 = ϕt + η2A
>θt+1 + β2(ϕt −ϕt−1) .
This slight change between (21) and (23) significantly
shifts the eigenvalues of the Jacobian. We first charac-
terize them with the following proposition.
Proposition 2. The eigenvalues of ∇F altη,β are the roots
of the 4th order polynomials:
(x−1)2(x−β1)(x−β2)+η1η2λx3 , λ ∈ Sp(A>A) (24)
The same way as in (22), these roots only depend on the
product η1η2. The only difference is that the monomial
with coefficient η1η2λ is of degree 2 in (22) and of
degree 3 in (24). This difference is major since, for well
chosen values of negative momentum, the eigenvalues
described in Prop. 2 lie in the unit disk (see Fig. 7). As
a consequence, the iterates of the alternating method
with no momentum are bounded and do converge if we
add some well chosen negative momentum:
Theorem 6. If we set η ≤ 1σmax(A) , β1 = − 12 and
β2 = 0 then we have
∆t+1 ∈ O
Ä
max{ 12 , 1− ησmin(A)4 }t∆0
ä
(25)
If we set β1 = 0 and β2 = 0, then there exists M > 1
such that for any η1, η2 ≥ 0, ∆t = Ω(∆0).
Our results from this section, namely Thm. 5 and
Thm. 6, are summarized in Fig. 2, and demonstrate
how alternating steps can improve the convergence
properties of the gradient method for bilinear smooth
games. Moreover, combining them with negative mo-
mentum can surprisingly lead to a linearly convergent
method. The conjecture provided in Fig. 2 (divergence
of the alternating method with positive momentum) is
backed-up by the results provided in Fig. 5 and §A.1.
6 EXPERIMENTS AND
DISCUSSION
Min-Max Bilinear Game [Fig. 5] In our first ex-
periments, we showcase the effect of negative momen-
tum in a bilinear min-max optimization setup (4) where
φ,θ ∈ R and A = 1. We compare the effect of positive
and negative momentum in both cases of alternating
and simultaneous gradient steps.
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<latexit sha1_base64="NJmePTq9E4B4xCZdbe+e2GPvH2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0ikoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iO lIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0Z yqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv6/XGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE9IjRk=</latexit><latexit sha1_base64="NJmePTq9E4B4xCZdbe+e2GPvH2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0ikoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iO lIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0Z yqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv6/XGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE9IjRk=</latexit><latexit sha1_base64="NJmePTq9E4B4xCZdbe+e2GPvH2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0ikoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iO lIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0Z yqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv6/XGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE9IjRk=</latexit><latexit sha1_base64="NJmePTq9E4B4xCZdbe+e2GPvH2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0ikoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iO lIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0Z yqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv6/XGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE9IjRk=</latexit>
1.2
<latexit sha1_base64="vuMOyg5zOhqd5fSiDSYGTYQati0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69 LBbBU0hKQY8FLx4r2lZoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOd9O6WNza3tnfJuZW//4PCoenzSMUmmGW+zRCb6MaSGS6F4GwVK/phqTuNQ8m44uZn73SeujUjUA05THsR0pE QkGEUr3ftufVCtea63AFknfkFqUKA1qH71hwnLYq6QSWpMz/dSDHKqUTDJZ5V+ZnhK2YSOeM9SRWNugnxx6oxcWGVIokTbUkgW6u+JnMbGTOPQdsYUx2bVm4v/eb0Mo+sgFyrNkCu2XBRlkmBC5n+TodCcoZxaQ pkW9lbCxlRThjadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb450Xpx352PZWnKKmVP4A+fzB1JQjRs=</latexit><latexit sha1_base64="vuMOyg5zOhqd5fSiDSYGTYQati0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69 LBbBU0hKQY8FLx4r2lZoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOd9O6WNza3tnfJuZW//4PCoenzSMUmmGW+zRCb6MaSGS6F4GwVK/phqTuNQ8m44uZn73SeujUjUA05THsR0pE QkGEUr3ftufVCtea63AFknfkFqUKA1qH71hwnLYq6QSWpMz/dSDHKqUTDJZ5V+ZnhK2YSOeM9SRWNugnxx6oxcWGVIokTbUkgW6u+JnMbGTOPQdsYUx2bVm4v/eb0Mo+sgFyrNkCu2XBRlkmBC5n+TodCcoZxaQ pkW9lbCxlRThjadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb450Xpx352PZWnKKmVP4A+fzB1JQjRs=</latexit><latexit sha1_base64="vuMOyg5zOhqd5fSiDSYGTYQati0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69 LBbBU0hKQY8FLx4r2lZoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOd9O6WNza3tnfJuZW//4PCoenzSMUmmGW+zRCb6MaSGS6F4GwVK/phqTuNQ8m44uZn73SeujUjUA05THsR0pE QkGEUr3ftufVCtea63AFknfkFqUKA1qH71hwnLYq6QSWpMz/dSDHKqUTDJZ5V+ZnhK2YSOeM9SRWNugnxx6oxcWGVIokTbUkgW6u+JnMbGTOPQdsYUx2bVm4v/eb0Mo+sgFyrNkCu2XBRlkmBC5n+TodCcoZxaQ pkW9lbCxlRThjadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb450Xpx352PZWnKKmVP4A+fzB1JQjRs=</latexit><latexit sha1_base64="vuMOyg5zOhqd5fSiDSYGTYQati0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69 LBbBU0hKQY8FLx4r2lZoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOd9O6WNza3tnfJuZW//4PCoenzSMUmmGW+zRCb6MaSGS6F4GwVK/phqTuNQ8m44uZn73SeujUjUA05THsR0pE QkGEUr3ftufVCtea63AFknfkFqUKA1qH71hwnLYq6QSWpMz/dSDHKqUTDJZ5V+ZnhK2YSOeM9SRWNugnxx6oxcWGVIokTbUkgW6u+JnMbGTOPQdsYUx2bVm4v/eb0Mo+sgFyrNkCu2XBRlkmBC5n+TodCcoZxaQ pkW9lbCxlRThjadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb450Xpx352PZWnKKmVP4A+fzB1JQjRs=</latexit>
1.4
<latexit sha1_base64="cdGxkVkR0ETw1o0JPI6QerZpCW0=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0ikoMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O6WNza3tnfJuZW//4PCoenzS1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+Hkdu53nlBp nshHM00xiOlI8ogzaqz04Lv1QbXmud4CZJ34BalBgeag+tUfJiyLURomqNY930tNkFNlOBM4q/QzjSllEzrCnqWSxqiDfHHqjFxYZUiiRNmShizU3xM5jbWexqHtjKkZ61VvLv7n9TIT3QQ5l2lmU LLloigTxCRk/jcZcoXMiKkllClubyVsTBVlxqZTsSH4qy+vk/aV63uuf1+vNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOcF+fd+Vi2lpxi5hT+wPn8AVVYjR0=</latexit><latexit sha1_base64="cdGxkVkR0ETw1o0JPI6QerZpCW0=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0ikoMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O6WNza3tnfJuZW//4PCoenzS1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+Hkdu53nlBp nshHM00xiOlI8ogzaqz04Lv1QbXmud4CZJ34BalBgeag+tUfJiyLURomqNY930tNkFNlOBM4q/QzjSllEzrCnqWSxqiDfHHqjFxYZUiiRNmShizU3xM5jbWexqHtjKkZ61VvLv7n9TIT3QQ5l2lmU LLloigTxCRk/jcZcoXMiKkllClubyVsTBVlxqZTsSH4qy+vk/aV63uuf1+vNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOcF+fd+Vi2lpxi5hT+wPn8AVVYjR0=</latexit><latexit sha1_base64="cdGxkVkR0ETw1o0JPI6QerZpCW0=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0ikoMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O6WNza3tnfJuZW//4PCoenzS1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+Hkdu53nlBp nshHM00xiOlI8ogzaqz04Lv1QbXmud4CZJ34BalBgeag+tUfJiyLURomqNY930tNkFNlOBM4q/QzjSllEzrCnqWSxqiDfHHqjFxYZUiiRNmShizU3xM5jbWexqHtjKkZ61VvLv7n9TIT3QQ5l2lmU LLloigTxCRk/jcZcoXMiKkllClubyVsTBVlxqZTsSH4qy+vk/aV63uuf1+vNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOcF+fd+Vi2lpxi5hT+wPn8AVVYjR0=</latexit><latexit sha1_base64="cdGxkVkR0ETw1o0JPI6QerZpCW0=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0ikoMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O6WNza3tnfJuZW//4PCoenzS1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+Hkdu53nlBp nshHM00xiOlI8ogzaqz04Lv1QbXmud4CZJ34BalBgeag+tUfJiyLURomqNY930tNkFNlOBM4q/QzjSllEzrCnqWSxqiDfHHqjFxYZUiiRNmShizU3xM5jbWexqHtjKkZ61VvLv7n9TIT3QQ5l2lmU LLloigTxCRk/jcZcoXMiKkllClubyVsTBVlxqZTsSH4qy+vk/aV63uuf1+vNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOcF+fd+Vi2lpxi5hT+wPn8AVVYjR0=</latexit>
1.6
<latexit sha1_base64="7hM0HXazM+wTo9TQLXrVhy6dats=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0hE1GPBi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLa iEQ94iTlQUyHSkSCUbTSg+9e9as1z/XmIKvEL0gNCjT61a/eIGFZzBUySY3p+l6KQU41Cib5tNLLDE8pG9Mh71qqaMxNkM9PnZIzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5thdBPkQqUZc sUWi6JMEkzI7G8yEJozlBNLKNPC3krYiGrK0KZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb450Xpx352PRWnKKmWP4A+fzB1hgjR8=</latexit><latexit sha1_base64="7hM0HXazM+wTo9TQLXrVhy6dats=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0hE1GPBi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLa iEQ94iTlQUyHSkSCUbTSg+9e9as1z/XmIKvEL0gNCjT61a/eIGFZzBUySY3p+l6KQU41Cib5tNLLDE8pG9Mh71qqaMxNkM9PnZIzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5thdBPkQqUZc sUWi6JMEkzI7G8yEJozlBNLKNPC3krYiGrK0KZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb450Xpx352PRWnKKmWP4A+fzB1hgjR8=</latexit><latexit sha1_base64="7hM0HXazM+wTo9TQLXrVhy6dats=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0hE1GPBi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLa iEQ94iTlQUyHSkSCUbTSg+9e9as1z/XmIKvEL0gNCjT61a/eIGFZzBUySY3p+l6KQU41Cib5tNLLDE8pG9Mh71qqaMxNkM9PnZIzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5thdBPkQqUZc sUWi6JMEkzI7G8yEJozlBNLKNPC3krYiGrK0KZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb450Xpx352PRWnKKmWP4A+fzB1hgjR8=</latexit><latexit sha1_base64="7hM0HXazM+wTo9TQLXrVhy6dats=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0hE1GPBi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLa iEQ94iTlQUyHSkSCUbTSg+9e9as1z/XmIKvEL0gNCjT61a/eIGFZzBUySY3p+l6KQU41Cib5tNLLDE8pG9Mh71qqaMxNkM9PnZIzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5thdBPkQqUZc sUWi6JMEkzI7G8yEJozlBNLKNPC3krYiGrK0KZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb450Xpx352PRWnKKmWP4A+fzB1hgjR8=</latexit>
1.8
<latexit sha1_base64="n3C0oHJt2Q+n8QZ0153skVUPgIY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iO lIgEo2ilB9+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0Z yqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1tojSE=</latexit><latexit sha1_base64="n3C0oHJt2Q+n8QZ0153skVUPgIY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iO lIgEo2ilB9+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0Z yqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1tojSE=</latexit><latexit sha1_base64="n3C0oHJt2Q+n8QZ0153skVUPgIY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iO lIgEo2ilB9+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0Z yqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1tojSE=</latexit><latexit sha1_base64="n3C0oHJt2Q+n8QZ0153skVUPgIY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iO lIgEo2ilB9+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0Z yqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1tojSE=</latexit>
2.0
<latexit sha1_base64="Al2q1eMd+2vsqxTPLMqDf8ukxbw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh 69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQ UxHkkecUWOl+7rrDao1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/J kCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1DOjRo=</latexit><latexit sha1_base64="Al2q1eMd+2vsqxTPLMqDf8ukxbw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh 69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQ UxHkkecUWOl+7rrDao1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/J kCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1DOjRo=</latexit><latexit sha1_base64="Al2q1eMd+2vsqxTPLMqDf8ukxbw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh 69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQ UxHkkecUWOl+7rrDao1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/J kCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1DOjRo=</latexit><latexit sha1_base64="Al2q1eMd+2vsqxTPLMqDf8ukxbw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh 69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQ UxHkkecUWOl+7rrDao1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/J kCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1DOjRo=</latexit>
 1.0
<latexit sha1_base64="f/I6ajHiKDejZdUTjKhq4qpfOJs=">AAAB63icbVBNS8NAEJ3Ur1q /qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09U aRbLRzNPaCDwRLKIEWxy6cp3vVG94bleAbRO/JI0oER7VP8ajmOSCioN4Vjrge8lJsiwMoxwuqgNU00TTGZ4QgeWSiyoDrLi1gW6sMoYRbGyJQ0q1N8TGRZaz0VoOwU2U73q5eJ/3iA10W2QMZmkh kqyXBSlHJkY5Y+jMVOUGD63BBPF7K2ITLHCxNh4ajYEf/XlddJtur7n+g/XjVazjKMKZ3AOl+DDDbTgHtrQAQJTeIZXeHOE8+K8Ox/L1opTzpzCHzifP7hRjU4=</latexit><latexit sha1_base64="f/I6ajHiKDejZdUTjKhq4qpfOJs=">AAAB63icbVBNS8NAEJ3Ur1q /qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09U aRbLRzNPaCDwRLKIEWxy6cp3vVG94bleAbRO/JI0oER7VP8ajmOSCioN4Vjrge8lJsiwMoxwuqgNU00TTGZ4QgeWSiyoDrLi1gW6sMoYRbGyJQ0q1N8TGRZaz0VoOwU2U73q5eJ/3iA10W2QMZmkh kqyXBSlHJkY5Y+jMVOUGD63BBPF7K2ITLHCxNh4ajYEf/XlddJtur7n+g/XjVazjKMKZ3AOl+DDDbTgHtrQAQJTeIZXeHOE8+K8Ox/L1opTzpzCHzifP7hRjU4=</latexit><latexit sha1_base64="f/I6ajHiKDejZdUTjKhq4qpfOJs=">AAAB63icbVBNS8NAEJ3Ur1q /qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09U aRbLRzNPaCDwRLKIEWxy6cp3vVG94bleAbRO/JI0oER7VP8ajmOSCioN4Vjrge8lJsiwMoxwuqgNU00TTGZ4QgeWSiyoDrLi1gW6sMoYRbGyJQ0q1N8TGRZaz0VoOwU2U73q5eJ/3iA10W2QMZmkh kqyXBSlHJkY5Y+jMVOUGD63BBPF7K2ITLHCxNh4ajYEf/XlddJtur7n+g/XjVazjKMKZ3AOl+DDDbTgHtrQAQJTeIZXeHOE8+K8Ox/L1opTzpzCHzifP7hRjU4=</latexit><latexit sha1_base64="f/I6ajHiKDejZdUTjKhq4qpfOJs=">AAAB63icbVBNS8NAEJ3Ur1q /qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09U aRbLRzNPaCDwRLKIEWxy6cp3vVG94bleAbRO/JI0oER7VP8ajmOSCioN4Vjrge8lJsiwMoxwuqgNU00TTGZ4QgeWSiyoDrLi1gW6sMoYRbGyJQ0q1N8TGRZaz0VoOwU2U73q5eJ/3iA10W2QMZmkh kqyXBSlHJkY5Y+jMVOUGD63BBPF7K2ITLHCxNh4ajYEf/XlddJtur7n+g/XjVazjKMKZ3AOl+DDDbTgHtrQAQJTeIZXeHOE8+K8Ox/L1opTzpzCHzifP7hRjU4=</latexit>
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<latexit sha1_base64="KU3THjnyQfJCs4+/kVpCQrxQMD4=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEpBXssePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7 vc7z1RpVksH808oYHAE8kiRrDJpRvPbY6qNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nz dITdQMMiaT1FBJVouilCMTo/xxNGaKEsPnlmCimL0VkSlWmBgbT8WG4K+/vEm6ddf3XP+hUWvVizjKcAGXcA0+3EIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QPC641V</latexit><latexit sha1_base64="KU3THjnyQfJCs4+/kVpCQrxQMD4=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEpBXssePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7 vc7z1RpVksH808oYHAE8kiRrDJpRvPbY6qNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nz dITdQMMiaT1FBJVouilCMTo/xxNGaKEsPnlmCimL0VkSlWmBgbT8WG4K+/vEm6ddf3XP+hUWvVizjKcAGXcA0+3EIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QPC641V</latexit><latexit sha1_base64="KU3THjnyQfJCs4+/kVpCQrxQMD4=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEpBXssePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7 vc7z1RpVksH808oYHAE8kiRrDJpRvPbY6qNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nz dITdQMMiaT1FBJVouilCMTo/xxNGaKEsPnlmCimL0VkSlWmBgbT8WG4K+/vEm6ddf3XP+hUWvVizjKcAGXcA0+3EIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QPC641V</latexit><latexit sha1_base64="KU3THjnyQfJCs4+/kVpCQrxQMD4=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEpBXssePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7 vc7z1RpVksH808oYHAE8kiRrDJpRvPbY6qNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nz dITdQMMiaT1FBJVouilCMTo/xxNGaKEsPnlmCimL0VkSlWmBgbT8WG4K+/vEm6ddf3XP+hUWvVizjKcAGXcA0+3EIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QPC641V</latexit>
 0.6
<latexit sha1_base64="PwTmB1tzBd0FPgvQvbY/n24Uvig=">AAAB63icbVBNS8NAEJ3Ur1q /qh69LBbBiyEpRT0WvHisYD+gDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2njet1Pa2Nza3invVvb2Dw6PqscnHR2nitA2iXmseiHWlDNJ24YZTnuJoliEnHbD6V3ud5+o0 iyWj2aW0EDgsWQRI9jk0pXnXg+rNc/1FkDrxC9IDQq0htWvwSgmqaDSEI617vteYoIMK8MIp/PKINU0wWSKx7RvqcSC6iBb3DpHF1YZoShWtqRBC/X3RIaF1jMR2k6BzUSvern4n9dPTXQbZEwmqaG SLBdFKUcmRvnjaMQUJYbPLMFEMXsrIhOsMDE2nooNwV99eZ106q7vuf5Do9asF3GU4QzO4RJ8uIEm3EML2kBgAs/wCm+OcF6cd+dj2VpyiplT+APn8we/441T</latexit><latexit sha1_base64="PwTmB1tzBd0FPgvQvbY/n24Uvig=">AAAB63icbVBNS8NAEJ3Ur1q /qh69LBbBiyEpRT0WvHisYD+gDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2njet1Pa2Nza3invVvb2Dw6PqscnHR2nitA2iXmseiHWlDNJ24YZTnuJoliEnHbD6V3ud5+o0 iyWj2aW0EDgsWQRI9jk0pXnXg+rNc/1FkDrxC9IDQq0htWvwSgmqaDSEI617vteYoIMK8MIp/PKINU0wWSKx7RvqcSC6iBb3DpHF1YZoShWtqRBC/X3RIaF1jMR2k6BzUSvern4n9dPTXQbZEwmqaG SLBdFKUcmRvnjaMQUJYbPLMFEMXsrIhOsMDE2nooNwV99eZ106q7vuf5Do9asF3GU4QzO4RJ8uIEm3EML2kBgAs/wCm+OcF6cd+dj2VpyiplT+APn8we/441T</latexit><latexit sha1_base64="PwTmB1tzBd0FPgvQvbY/n24Uvig=">AAAB63icbVBNS8NAEJ3Ur1q /qh69LBbBiyEpRT0WvHisYD+gDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2njet1Pa2Nza3invVvb2Dw6PqscnHR2nitA2iXmseiHWlDNJ24YZTnuJoliEnHbD6V3ud5+o0 iyWj2aW0EDgsWQRI9jk0pXnXg+rNc/1FkDrxC9IDQq0htWvwSgmqaDSEI617vteYoIMK8MIp/PKINU0wWSKx7RvqcSC6iBb3DpHF1YZoShWtqRBC/X3RIaF1jMR2k6BzUSvern4n9dPTXQbZEwmqaG SLBdFKUcmRvnjaMQUJYbPLMFEMXsrIhOsMDE2nooNwV99eZ106q7vuf5Do9asF3GU4QzO4RJ8uIEm3EML2kBgAs/wCm+OcF6cd+dj2VpyiplT+APn8we/441T</latexit><latexit sha1_base64="PwTmB1tzBd0FPgvQvbY/n24Uvig=">AAAB63icbVBNS8NAEJ3Ur1q /qh69LBbBiyEpRT0WvHisYD+gDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2njet1Pa2Nza3invVvb2Dw6PqscnHR2nitA2iXmseiHWlDNJ24YZTnuJoliEnHbD6V3ud5+o0 iyWj2aW0EDgsWQRI9jk0pXnXg+rNc/1FkDrxC9IDQq0htWvwSgmqaDSEI617vteYoIMK8MIp/PKINU0wWSKx7RvqcSC6iBb3DpHF1YZoShWtqRBC/X3RIaF1jMR2k6BzUSvern4n9dPTXQbZEwmqaG SLBdFKUcmRvnjaMQUJYbPLMFEMXsrIhOsMDE2nooNwV99eZ106q7vuf5Do9asF3GU4QzO4RJ8uIEm3EML2kBgAs/wCm+OcF6cd+dj2VpyiplT+APn8we/441T</latexit>
 0.4
<latexit sha1_base64="MYczPyb9BUQFIdsmL5L92EfRa+Q=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEphXosePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs 7vc7z1RpVksH808oYHAE8kiRrDJpRvPbYyqNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4n zdITXQbZEwmqaGSrBZFKUcmRvnjaMwUJYbPLcFEMXsrIlOsMDE2nooNwV9/eZN0667vuf5Do9aqF3GU4QIu4Rp8aEIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QO8241R</latexit ><latexit sha1_base64="MYczPyb9BUQFIdsmL5L92EfRa+Q=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEphXosePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs 7vc7z1RpVksH808oYHAE8kiRrDJpRvPbYyqNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4n zdITXQbZEwmqaGSrBZFKUcmRvnjaMwUJYbPLcFEMXsrIlOsMDE2nooNwV9/eZN0667vuf5Do9aqF3GU4QIu4Rp8aEIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QO8241R</latexit ><latexit sha1_base64="MYczPyb9BUQFIdsmL5L92EfRa+Q=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEphXosePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs 7vc7z1RpVksH808oYHAE8kiRrDJpRvPbYyqNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4n zdITXQbZEwmqaGSrBZFKUcmRvnjaMwUJYbPLcFEMXsrIlOsMDE2nooNwV9/eZN0667vuf5Do9aqF3GU4QIu4Rp8aEIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QO8241R</latexit ><latexit sha1_base64="MYczPyb9BUQFIdsmL5L92EfRa+Q=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEphXosePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs 7vc7z1RpVksH808oYHAE8kiRrDJpRvPbYyqNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4n zdITXQbZEwmqaGSrBZFKUcmRvnjaMwUJYbPLcFEMXsrIlOsMDE2nooNwV9/eZN0667vuf5Do9aqF3GU4QIu4Rp8aEIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QO8241R</latexit >
 0.2
<latexit sha1_base64="tPOb6H5MNGFoWlAwPFrnHe2pOtY=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C 73e09UaRbLRzNPaCDwRLKIEWxy6cpzm6N6w3O9Amid+CVpQIn2qP41HMckFVQawrHWA99LTJBhZRjhdFEbppommMzwhA4slVhQHWTFrQt0YZUximJlSxpUqL8nMiy0novQdgpspnrVy8X/vE FqotsgYzJJDZVkuShKOTIxyh9HY6YoMXxuCSaK2VsRmWKFibHx1GwI/urL66TbdH3P9R+uG61mGUcVzuAcLsGHG2jBPbShAwSm8Ayv8OYI58V5dz6WrRWnnDmFP3A+fwC5041P</latexit><latexit sha1_base64="tPOb6H5MNGFoWlAwPFrnHe2pOtY=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C 73e09UaRbLRzNPaCDwRLKIEWxy6cpzm6N6w3O9Amid+CVpQIn2qP41HMckFVQawrHWA99LTJBhZRjhdFEbppommMzwhA4slVhQHWTFrQt0YZUximJlSxpUqL8nMiy0novQdgpspnrVy8X/vE FqotsgYzJJDZVkuShKOTIxyh9HY6YoMXxuCSaK2VsRmWKFibHx1GwI/urL66TbdH3P9R+uG61mGUcVzuAcLsGHG2jBPbShAwSm8Ayv8OYI58V5dz6WrRWnnDmFP3A+fwC5041P</latexit><latexit sha1_base64="tPOb6H5MNGFoWlAwPFrnHe2pOtY=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C 73e09UaRbLRzNPaCDwRLKIEWxy6cpzm6N6w3O9Amid+CVpQIn2qP41HMckFVQawrHWA99LTJBhZRjhdFEbppommMzwhA4slVhQHWTFrQt0YZUximJlSxpUqL8nMiy0novQdgpspnrVy8X/vE FqotsgYzJJDZVkuShKOTIxyh9HY6YoMXxuCSaK2VsRmWKFibHx1GwI/urL66TbdH3P9R+uG61mGUcVzuAcLsGHG2jBPbShAwSm8Ayv8OYI58V5dz6WrRWnnDmFP3A+fwC5041P</latexit><latexit sha1_base64="tPOb6H5MNGFoWlAwPFrnHe2pOtY=">AAAB63icbVBNS8NAEJ3Ur 1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C 73e09UaRbLRzNPaCDwRLKIEWxy6cpzm6N6w3O9Amid+CVpQIn2qP41HMckFVQawrHWA99LTJBhZRjhdFEbppommMzwhA4slVhQHWTFrQt0YZUximJlSxpUqL8nMiy0novQdgpspnrVy8X/vE FqotsgYzJJDZVkuShKOTIxyh9HY6YoMXxuCSaK2VsRmWKFibHx1GwI/urL66TbdH3P9R+uG61mGUcVzuAcLsGHG2jBPbShAwSm8Ayv8OYI58V5dz6WrRWnnDmFP3A+fwC5041P</latexit>
0.0
<latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3U r1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNO bud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95 vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latex it><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3U r1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNO bud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95 vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latex it><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3U r1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNO bud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95 vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latex it><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3U r1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNO bud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95 vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latex it>
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0.8
<latexit sha1_base64="USLh+RtRDBlvY9U580aNeLLNE2o=">AAAB6nicbVBNS8NAEJ34 WetX1aOXxSJ4CkkR7LHgxWNF+wFtKJvtpl262YTdiVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXplIY9LxvZ2Nza3tnt7RX3j84PDqunJy2TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74ST 27nfeeLaiEQ94jTlQUxHSkSCUbTSg+fWB5Wq53oLkHXiF6QKBZqDyld/mLAs5gqZpMb0fC/FIKcaBZN8Vu5nhqeUTeiI9yxVNOYmyBenzsilVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif 18swqge5UGmGXLHloiiTBBMy/5sMheYM5dQSyrSwtxI2ppoytOmUbQj+6svrpF1zfc/176+rjVoRRwnO4QKuwIcbaMAdNKEFDEbwDK/w5kjnxXl3PpatG04xcwZ/4Hz+AFlIjR4=</latex it><latexit sha1_base64="USLh+RtRDBlvY9U580aNeLLNE2o=">AAAB6nicbVBNS8NAEJ34 WetX1aOXxSJ4CkkR7LHgxWNF+wFtKJvtpl262YTdiVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXplIY9LxvZ2Nza3tnt7RX3j84PDqunJy2TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74ST 27nfeeLaiEQ94jTlQUxHSkSCUbTSg+fWB5Wq53oLkHXiF6QKBZqDyld/mLAs5gqZpMb0fC/FIKcaBZN8Vu5nhqeUTeiI9yxVNOYmyBenzsilVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif 18swqge5UGmGXLHloiiTBBMy/5sMheYM5dQSyrSwtxI2ppoytOmUbQj+6svrpF1zfc/176+rjVoRRwnO4QKuwIcbaMAdNKEFDEbwDK/w5kjnxXl3PpatG04xcwZ/4Hz+AFlIjR4=</latex it><latexit sha1_base64="USLh+RtRDBlvY9U580aNeLLNE2o=">AAAB6nicbVBNS8NAEJ34 WetX1aOXxSJ4CkkR7LHgxWNF+wFtKJvtpl262YTdiVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXplIY9LxvZ2Nza3tnt7RX3j84PDqunJy2TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74ST 27nfeeLaiEQ94jTlQUxHSkSCUbTSg+fWB5Wq53oLkHXiF6QKBZqDyld/mLAs5gqZpMb0fC/FIKcaBZN8Vu5nhqeUTeiI9yxVNOYmyBenzsilVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif 18swqge5UGmGXLHloiiTBBMy/5sMheYM5dQSyrSwtxI2ppoytOmUbQj+6svrpF1zfc/176+rjVoRRwnO4QKuwIcbaMAdNKEFDEbwDK/w5kjnxXl3PpatG04xcwZ/4Hz+AFlIjR4=</latex it><latexit sha1_base64="USLh+RtRDBlvY9U580aNeLLNE2o=">AAAB6nicbVBNS8NAEJ34 WetX1aOXxSJ4CkkR7LHgxWNF+wFtKJvtpl262YTdiVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXplIY9LxvZ2Nza3tnt7RX3j84PDqunJy2TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74ST 27nfeeLaiEQ94jTlQUxHSkSCUbTSg+fWB5Wq53oLkHXiF6QKBZqDyld/mLAs5gqZpMb0fC/FIKcaBZN8Vu5nhqeUTeiI9yxVNOYmyBenzsilVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif 18swqge5UGmGXLHloiiTBBMy/5sMheYM5dQSyrSwtxI2ppoytOmUbQj+6svrpF1zfc/176+rjVoRRwnO4QKuwIcbaMAdNKEFDEbwDK/w5kjnxXl3PpatG04xcwZ/4Hz+AFlIjR4=</latex it>
 
<latexit sha1_base64="pdLMZ4nGfTodGi13eHwVmqplcjE=">AAAB7HicbVB NS8NAEJ3Ur1q/qh69BIvgqSQi6LHgxWMF0xbaUDbbSbt0swm7E6GU/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvyqQw5HnfTmljc2t7p7xb2ds/ODyqHp+0TJprjgF PZao7ETMohcKABEnsZBpZEklsR+O7ud9+Qm1Eqh5pkmGYsKESseCMrBT0IiTWr9a8ureAu078gtSgQLNf/eoNUp4nqIhLZkzX9zIKp0yT4BJnlV5uMGN8zIbYtVS xBE04XRw7cy+sMnDjVNtS5C7U3xNTlhgzSSLbmTAamVVvLv7ndXOKb8OpUFlOqPhyUZxLl1J3/rk7EBo5yYkljGthb3X5iGnGyeZTsSH4qy+vk9ZV3ffq/sN1rXF dxFGGMziHS/DhBhpwD00IgIOAZ3iFN0c5L86787FsLTnFzCn8gfP5A7+gjpY=</latexit><latexit sha1_base64="pdLMZ4nGfTodGi13eHwVmqplcjE=">AAAB7HicbVB NS8NAEJ3Ur1q/qh69BIvgqSQi6LHgxWMF0xbaUDbbSbt0swm7E6GU/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvyqQw5HnfTmljc2t7p7xb2ds/ODyqHp+0TJprjgF PZao7ETMohcKABEnsZBpZEklsR+O7ud9+Qm1Eqh5pkmGYsKESseCMrBT0IiTWr9a8ureAu078gtSgQLNf/eoNUp4nqIhLZkzX9zIKp0yT4BJnlV5uMGN8zIbYtVS xBE04XRw7cy+sMnDjVNtS5C7U3xNTlhgzSSLbmTAamVVvLv7ndXOKb8OpUFlOqPhyUZxLl1J3/rk7EBo5yYkljGthb3X5iGnGyeZTsSH4qy+vk9ZV3ffq/sN1rXF dxFGGMziHS/DhBhpwD00IgIOAZ3iFN0c5L86787FsLTnFzCn8gfP5A7+gjpY=</latexit><latexit sha1_base64="pdLMZ4nGfTodGi13eHwVmqplcjE=">AAAB7HicbVB NS8NAEJ3Ur1q/qh69BIvgqSQi6LHgxWMF0xbaUDbbSbt0swm7E6GU/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvyqQw5HnfTmljc2t7p7xb2ds/ODyqHp+0TJprjgF PZao7ETMohcKABEnsZBpZEklsR+O7ud9+Qm1Eqh5pkmGYsKESseCMrBT0IiTWr9a8ureAu078gtSgQLNf/eoNUp4nqIhLZkzX9zIKp0yT4BJnlV5uMGN8zIbYtVS xBE04XRw7cy+sMnDjVNtS5C7U3xNTlhgzSSLbmTAamVVvLv7ndXOKb8OpUFlOqPhyUZxLl1J3/rk7EBo5yYkljGthb3X5iGnGyeZTsSH4qy+vk9ZV3ffq/sN1rXF dxFGGMziHS/DhBhpwD00IgIOAZ3iFN0c5L86787FsLTnFzCn8gfP5A7+gjpY=</latexit><latexit sha1_base64="pdLMZ4nGfTodGi13eHwVmqplcjE=">AAAB7HicbVB NS8NAEJ3Ur1q/qh69BIvgqSQi6LHgxWMF0xbaUDbbSbt0swm7E6GU/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvyqQw5HnfTmljc2t7p7xb2ds/ODyqHp+0TJprjgF PZao7ETMohcKABEnsZBpZEklsR+O7ud9+Qm1Eqh5pkmGYsKESseCMrBT0IiTWr9a8ureAu078gtSgQLNf/eoNUp4nqIhLZkzX9zIKp0yT4BJnlV5uMGN8zIbYtVS xBE04XRw7cy+sMnDjVNtS5C7U3xNTlhgzSSLbmTAamVVvLv7ndXOKb8OpUFlOqPhyUZxLl1J3/rk7EBo5yYkljGthb3X5iGnGyeZTsSH4qy+vk9ZV3ffq/sN1rXF dxFGGMziHS/DhBhpwD00IgIOAZ3iFN0c5L86787FsLTnFzCn8gfP5A7+gjpY=</latexit>
log ⌘
<latexit sha1_base64="2eoznvfIJJotKLEeiSDwyclKpKQ=">AAAB8HicbVD LSgNBEJyNrxhfUY9eBoPgKexKQI8BLx4jmIdklzA7mU2GzGOZ6RXCkq/w4kERr36ON//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZt qoU0vJpYJrlgbOAjWSw0jMhasG09u5373iRnLtXqAacoiSUaKJ5wScNJjKPQIhwzIoFrz6/4CeJ0EBamhAq1B9SscappJpoAKYm0/8FOIcmKAU8FmlTCzLCV0Qka s76giktkoXxw8wxdOGeJEG1cK8EL9PZETae1Uxq5TEhjbVW8u/uf1M0huopyrNAOm6HJRkgkMGs+/x0NuGAUxdYRQw92tmI6JIRRcRhUXQrD68jrpXNUDvx7cN2r NRhFHGZ2hc3SJAnSNmugOtVAbUSTRM3pFb57xXrx372PZWvKKmVP0B97nD2xokBo=</latexit><latexit sha1_base64="2eoznvfIJJotKLEeiSDwyclKpKQ=">AAAB8HicbVD LSgNBEJyNrxhfUY9eBoPgKexKQI8BLx4jmIdklzA7mU2GzGOZ6RXCkq/w4kERr36ON//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZt qoU0vJpYJrlgbOAjWSw0jMhasG09u5373iRnLtXqAacoiSUaKJ5wScNJjKPQIhwzIoFrz6/4CeJ0EBamhAq1B9SscappJpoAKYm0/8FOIcmKAU8FmlTCzLCV0Qka s76giktkoXxw8wxdOGeJEG1cK8EL9PZETae1Uxq5TEhjbVW8u/uf1M0huopyrNAOm6HJRkgkMGs+/x0NuGAUxdYRQw92tmI6JIRRcRhUXQrD68jrpXNUDvx7cN2r NRhFHGZ2hc3SJAnSNmugOtVAbUSTRM3pFb57xXrx372PZWvKKmVP0B97nD2xokBo=</latexit><latexit sha1_base64="2eoznvfIJJotKLEeiSDwyclKpKQ=">AAAB8HicbVD LSgNBEJyNrxhfUY9eBoPgKexKQI8BLx4jmIdklzA7mU2GzGOZ6RXCkq/w4kERr36ON//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZt qoU0vJpYJrlgbOAjWSw0jMhasG09u5373iRnLtXqAacoiSUaKJ5wScNJjKPQIhwzIoFrz6/4CeJ0EBamhAq1B9SscappJpoAKYm0/8FOIcmKAU8FmlTCzLCV0Qka s76giktkoXxw8wxdOGeJEG1cK8EL9PZETae1Uxq5TEhjbVW8u/uf1M0huopyrNAOm6HJRkgkMGs+/x0NuGAUxdYRQw92tmI6JIRRcRhUXQrD68jrpXNUDvx7cN2r NRhFHGZ2hc3SJAnSNmugOtVAbUSTRM3pFb57xXrx372PZWvKKmVP0B97nD2xokBo=</latexit><latexit sha1_base64="2eoznvfIJJotKLEeiSDwyclKpKQ=">AAAB8HicbVD LSgNBEJyNrxhfUY9eBoPgKexKQI8BLx4jmIdklzA7mU2GzGOZ6RXCkq/w4kERr36ON//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZt qoU0vJpYJrlgbOAjWSw0jMhasG09u5373iRnLtXqAacoiSUaKJ5wScNJjKPQIhwzIoFrz6/4CeJ0EBamhAq1B9SscappJpoAKYm0/8FOIcmKAU8FmlTCzLCV0Qka s76giktkoXxw8wxdOGeJEG1cK8EL9PZETae1Uxq5TEhjbVW8u/uf1M0huopyrNAOm6HJRkgkMGs+/x0NuGAUxdYRQw92tmI6JIRRcRhUXQrD68jrpXNUDvx7cN2r NRhFHGZ2hc3SJAnSNmugOtVAbUSTRM3pFb57xXrx372PZWvKKmVP0B97nD2xokBo=</latexit>
1.0
<latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xG nKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk /jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xG nKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk /jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xG nKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk /jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xG nKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk /jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit>
+1
<latexit sha1_base64="IT8S2o8hY2NWHEridFV00W+f6jk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoi BT0WvHisYD+gDWWz3bRLN5uwOxFC6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvZv73SeujYjVI2YJ9yM6ViIUjKKVulcDoULMhtWaW3cXIOvE K0gNCrSG1a/BKGZpxBUySY3pe26Cfk41Cib5rDJIDU8om9Ix71uqaMSNny/OnZELq4xIGGtbCslC/T2R08iYLApsZ0RxYla9ufif108xvPVzoZIUuWLLRWEqCcZk/jsZCc0ZyswSyrSwtxI2oZoytAlVbAje6svrpHNd99y699CoNRtF HGU4g3O4BA9uoAn30II2MJjCM7zCm5M4L86787FsLTnFzCn8gfP5AyUkj2M=</latexit><latexit sha1_base64="IT8S2o8hY2NWHEridFV00W+f6jk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoi BT0WvHisYD+gDWWz3bRLN5uwOxFC6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvZv73SeujYjVI2YJ9yM6ViIUjKKVulcDoULMhtWaW3cXIOvE K0gNCrSG1a/BKGZpxBUySY3pe26Cfk41Cib5rDJIDU8om9Ix71uqaMSNny/OnZELq4xIGGtbCslC/T2R08iYLApsZ0RxYla9ufif108xvPVzoZIUuWLLRWEqCcZk/jsZCc0ZyswSyrSwtxI2oZoytAlVbAje6svrpHNd99y699CoNRtF HGU4g3O4BA9uoAn30II2MJjCM7zCm5M4L86787FsLTnFzCn8gfP5AyUkj2M=</latexit><latexit sha1_base64="IT8S2o8hY2NWHEridFV00W+f6jk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoi BT0WvHisYD+gDWWz3bRLN5uwOxFC6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvZv73SeujYjVI2YJ9yM6ViIUjKKVulcDoULMhtWaW3cXIOvE K0gNCrSG1a/BKGZpxBUySY3pe26Cfk41Cib5rDJIDU8om9Ix71uqaMSNny/OnZELq4xIGGtbCslC/T2R08iYLApsZ0RxYla9ufif108xvPVzoZIUuWLLRWEqCcZk/jsZCc0ZyswSyrSwtxI2oZoytAlVbAje6svrpHNd99y699CoNRtF HGU4g3O4BA9uoAn30II2MJjCM7zCm5M4L86787FsLTnFzCn8gfP5AyUkj2M=</latexit><latexit sha1_base64="IT8S2o8hY2NWHEridFV00W+f6jk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoi BT0WvHisYD+gDWWz3bRLN5uwOxFC6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvZv73SeujYjVI2YJ9yM6ViIUjKKVulcDoULMhtWaW3cXIOvE K0gNCrSG1a/BKGZpxBUySY3pe26Cfk41Cib5rDJIDU8om9Ix71uqaMSNny/OnZELq4xIGGtbCslC/T2R08iYLApsZ0RxYla9ufif108xvPVzoZIUuWLLRWEqCcZk/jsZCc0ZyswSyrSwtxI2oZoytAlVbAje6svrpHNd99y699CoNRtF HGU4g3O4BA9uoAn30II2MJjCM7zCm5M4L86787FsLTnFzCn8gfP5AyUkj2M=</latexit>(d)
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<latexit sha1_base64="cE36nbKW5FYi WC10dcbTm/1Tep4=">AAAB83icbVDJSgNBEK1xjXGLy81LYxDiJcyIoMeAF48RzAKZI fZ0epImPT1Dd40YhvyGFw+KePVnvPk3dpaDJj4oeLxXRVW9MJXCoOt+Oyura+sbm4Wt 4vbO7t5+6eCwaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3kz81iPXRiTqHkcpD2La VyISjKKVfB/5E4ZRXqHn426p7FbdKcgy8eakXDuOogcAqHdLX34vYVnMFTJJjel4bop BTjUKJvm46GeGp5QNaZ93LFU05ibIpzePyZlVeiRKtC2FZKr+nshpbMwoDm1nTHFgFr 2J+J/XyTC6DnKh0gy5YrNFUSYJJmQSAOkJzRnKkSWUaWFvJWxANWVoYyraELzFl5dJ8 6LquVXvzqZxCTMU4AROoQIeXEENbqEODWCQwjO8wpuTOS/Ou/Mxa11x5jNH8AfO5w/R e5Lz</latexit><latexit sha1_base64="/VSurNQHTRpP lL8IV44gm/xoJi8=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbID KGnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3 Szu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNlA iUhwhlbyfYQnDKO8yi4mvXLFrbkz0FXiLUilfhLN0OiVv/x+wrMYFHLJjOl6bopBzjQ KLmFS8jMDKeMjNoCupYrFYIJ8dvOEnlulT6NE21JIZ+rviZzFxozj0HbGDIdm2ZuK/3 ndDKObIBcqzRAUny+KMkkxodMAaF9o4CjHljCuhb2V8iHTjKONqWRD8JZfXiWty5rn1 rx7m8YVmaNITskZqRKPXJM6uSMN0iScpOSZvJI3J3NenHfnY95acBYzx+QPnM8fcnWU Kw==</latexit><latexit sha1_base64="/VSurNQHTRpP lL8IV44gm/xoJi8=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbID KGnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3 Szu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNlA iUhwhlbyfYQnDKO8yi4mvXLFrbkz0FXiLUilfhLN0OiVv/x+wrMYFHLJjOl6bopBzjQ KLmFS8jMDKeMjNoCupYrFYIJ8dvOEnlulT6NE21JIZ+rviZzFxozj0HbGDIdm2ZuK/3 ndDKObIBcqzRAUny+KMkkxodMAaF9o4CjHljCuhb2V8iHTjKONqWRD8JZfXiWty5rn1 rx7m8YVmaNITskZqRKPXJM6uSMN0iScpOSZvJI3J3NenHfnY95acBYzx+QPnM8fcnWU Kw==</latexit><latexit sha1_base64="KlOLg+nwKR8X 1DxNyZloZfIamzs=">AAAB83icbVBNS8NAEJ34WetX1aOXxSLUS0lE0GPBi8cK9gOaU DbbTbt0swm7E7GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6Lrfztr6xubWdmmn vLu3f3BYOTpumyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gnHtzO/88i1EYl6wEnKg5gO lYgEo2gl30f+hGGU1+jFtF+punV3DrJKvIJUoUCzX/nyBwnLYq6QSWpMz3NTDHKqUTD Jp2U/MzylbEyHvGepojE3QT6/eUrOrTIgUaJtKSRz9fdETmNjJnFoO2OKI7PszcT/vF 6G0U2QC5VmyBVbLIoySTAhswDIQGjOUE4soUwLeythI6opQxtT2YbgLb+8StqXdc+te /dutXFVxFGCUziDGnhwDQ24gya0gEEKz/AKb07mvDjvzseidc0pZk7gD5zPH8rvkXM= </latexit>
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<latexit sha1_base64="U4ZbLNAAvhuQ 0RmEv/uSDVsIf/8=">AAAB83icbVDJSgNBEK1xjXGLy81LYxDiJcyIoMeAF48RzAKZI fZ0epImPT1Dd40YhvyGFw+KePVnvPk3dpaDJj4oeLxXRVW9MJXCoOt+Oyura+sbm4Wt 4vbO7t5+6eCwaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3kz81iPXRiTqHkcpD2L aVyISjKKVfB/5E4ZRXgnPx91S2a26U5Bl4s1JuXYcRQ8AUO+WvvxewrKYK2SSGtPx3B SDnGoUTPJx0c8MTykb0j7vWKpozE2QT28ekzOr9EiUaFsKyVT9PZHT2JhRHNrOmOLAL HoT8T+vk2F0HeRCpRlyxWaLokwSTMgkANITmjOUI0so08LeStiAasrQxlS0IXiLLy+T 5kXVc6venU3jEmYowAmcQgU8uIIa3EIdGsAghWd4hTcnc16cd+dj1rrizGeO4A+czx/ TAZL0</latexit><latexit sha1_base64="2CQzYBd3mJpx i4CHAoKZMkGIVJQ=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbID KGnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3 Szu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNl AiUhwhlbyfYQnDKO8Gl5MeuWKW3NnoKvEW5BK/SSaodErf/n9hGcxKOSSGdP13BSDnG kUXMKk5GcGUsZHbABdSxWLwQT57OYJPbdKn0aJtqWQztTfEzmLjRnHoe2MGQ7NsjcV/ /O6GUY3QS5UmiEoPl8UZZJiQqcB0L7QwFGOLWFcC3sr5UOmGUcbU8mG4C2/vEpalzXP rXn3No0rMkeRnJIzUiUeuSZ1ckcapEk4SckzeSVvTua8OO/Ox7y14CxmjskfOJ8/c/u ULA==</latexit><latexit sha1_base64="2CQzYBd3mJpx i4CHAoKZMkGIVJQ=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbID KGnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3 Szu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNl AiUhwhlbyfYQnDKO8Gl5MeuWKW3NnoKvEW5BK/SSaodErf/n9hGcxKOSSGdP13BSDnG kUXMKk5GcGUsZHbABdSxWLwQT57OYJPbdKn0aJtqWQztTfEzmLjRnHoe2MGQ7NsjcV/ /O6GUY3QS5UmiEoPl8UZZJiQqcB0L7QwFGOLWFcC3sr5UOmGUcbU8mG4C2/vEpalzXP rXn3No0rMkeRnJIzUiUeuSZ1ckcapEk4SckzeSVvTua8OO/Ox7y14CxmjskfOJ8/c/u ULA==</latexit><latexit sha1_base64="tdIj2IfMjHo2 wq2jNartHSTq0Ac=">AAAB83icbVBNS8NAEN34WetX1aOXxSLUS0lE0GPBi8cK9gOaU DbbSbt0swm7E7GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6Lrfztr6xubWdmmn vLu3f3BYOTpumyTTHFo8kYnuhsyAFApaKFBCN9XA4lBCJxzfzvzOI2gjEvWAkxSCmA2 ViARnaCXfR3jCMMpr4cW0X6m6dXcOukq8glRJgWa/8uUPEp7FoJBLZkzPc1MMcqZRcA nTsp8ZSBkfsyH0LFUsBhPk85un9NwqAxol2pZCOld/T+QsNmYSh7YzZjgyy95M/M/rZ RjdBLlQaYag+GJRlEmKCZ0FQAdCA0c5sYRxLeytlI+YZhxtTGUbgrf88ippX9Y9t+7d u9XGVRFHiZySM1IjHrkmDXJHmqRFOEnJM3klb07mvDjvzseidc0pZk7IHzifP8x1kXQ =</latexit>
(c)
<latexit sha1_base64="OLMLKTggBn+3 2PP4rNlpkJPAtgw=">AAAB83icbVDJSgNBEK1xjXGLy81LYxDiJcyIoMeAF48RzAKZIf Z0epImPT1Dd40YhvyGFw+KePVnvPk3dpaDJj4oeLxXRVW9MJXCoOt+Oyura+sbm4Wt4 vbO7t5+6eCwaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3kz81iPXRiTqHkcpD2La VyISjKKVfB/5E4ZRXmHn426p7FbdKcgy8eakXDuOogcAqHdLX34vYVnMFTJJjel4bopB TjUKJvm46GeGp5QNaZ93LFU05ibIpzePyZlVeiRKtC2FZKr+nshpbMwoDm1nTHFgFr2 J+J/XyTC6DnKh0gy5YrNFUSYJJmQSAOkJzRnKkSWUaWFvJWxANWVoYyraELzFl5dJ86L quVXvzqZxCTMU4AROoQIeXEENbqEODWCQwjO8wpuTOS/Ou/Mxa11x5jNH8AfO5w/Uh5 L1</latexit><latexit sha1_base64="+sRQNvgI7LvN FJyM5hEsfE50/NQ=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbIDK GnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3S zu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNlA iUhwhlbyfYQnDKO8yi8mvXLFrbkz0FXiLUilfhLN0OiVv/x+wrMYFHLJjOl6bopBzjQK LmFS8jMDKeMjNoCupYrFYIJ8dvOEnlulT6NE21JIZ+rviZzFxozj0HbGDIdm2ZuK/3n dDKObIBcqzRAUny+KMkkxodMAaF9o4CjHljCuhb2V8iHTjKONqWRD8JZfXiWty5rn1rx 7m8YVmaNITskZqRKPXJM6uSMN0iScpOSZvJI3J3NenHfnY95acBYzx+QPnM8fdYGULQ ==</latexit><latexit sha1_base64="+sRQNvgI7LvN FJyM5hEsfE50/NQ=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbIDK GnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3S zu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNlA iUhwhlbyfYQnDKO8yi8mvXLFrbkz0FXiLUilfhLN0OiVv/x+wrMYFHLJjOl6bopBzjQK LmFS8jMDKeMjNoCupYrFYIJ8dvOEnlulT6NE21JIZ+rviZzFxozj0HbGDIdm2ZuK/3n dDKObIBcqzRAUny+KMkkxodMAaF9o4CjHljCuhb2V8iHTjKONqWRD8JZfXiWty5rn1rx 7m8YVmaNITskZqRKPXJM6uSMN0iScpOSZvJI3J3NenHfnY95acBYzx+QPnM8fdYGULQ ==</latexit><latexit sha1_base64="S3cMefNL2WF4 VQ76r6Q4oGXXYq0=">AAAB83icbVBNS8NAEJ34WetX1aOXxSLUS0lE0GPBi8cK9gOaUD bbTbt0swm7E7GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6Lrfztr6xubWdmmnv Lu3f3BYOTpumyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gnHtzO/88i1EYl6wEnKg5gO lYgEo2gl30f+hGGU19jFtF+punV3DrJKvIJUoUCzX/nyBwnLYq6QSWpMz3NTDHKqUTDJ p2U/MzylbEyHvGepojE3QT6/eUrOrTIgUaJtKSRz9fdETmNjJnFoO2OKI7PszcT/vF6 G0U2QC5VmyBVbLIoySTAhswDIQGjOUE4soUwLeythI6opQxtT2YbgLb+8StqXdc+te/d utXFVxFGCUziDGnhwDQ24gya0gEEKz/AKb07mvDjvzseidc0pZk7gD5zPH837kXU=</ latexit>
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<latexit sha1_base64="2WQejQNzURvNeeJbEKHgJ6MrAdg=">AAACFnicbVDLSgMxFM34rPVVdekmWAQ3lhkRdFl047KCfUBbSia9bUOTzJjcEevQr3Djr7hxoYhbceffmD4W2nogcDjnXm7OCWMpLPr+t7ewuLS8sppZy65vbG5t53Z2KzZKDIcyj2RkaiGzIIWGMgqUUIsNMBVKqIb9y5FfvQNjRaRvcBBDU7GuFh3BGTqplTtuINxjqiOjmBQP0KZtd5RpDhQjij2gcJsIKUIjEjVs5fJ+wR+DzpNgSvJkilIr99VoRzxRoJFLZm098GNspsyg4BKG2UZiIWa8z7pQd1QzBbaZjmMN6aFT2rQTGfc00rH6eyNlytqBCt2kYtizs95I/M+rJ9g5b6ZCxwmC5pNDnUSOE7uOXAUGOMqBI4wb4f5KeY8ZxtE1mXUlBLOR50nlpBD4heD6NF+8mNaRIfvkgByRgJyRIrkiJVImnDySZ/JK3rwn78V79z4mowvedGeP/IH3+QO4W6BS</latexit><latexit sha1_base64="2WQejQNzURvNeeJbEKHgJ6MrAdg=">AAACFnicbVDLSgMxFM34rPVVdekmWAQ3lhkRdFl047KCfUBbSia9bUOTzJjcEevQr3Djr7hxoYhbceffmD4W2nogcDjnXm7OCWMpLPr+t7ewuLS8sppZy65vbG5t53Z2KzZKDIcyj2RkaiGzIIWGMgqUUIsNMBVKqIb9y5FfvQNjRaRvcBBDU7GuFh3BGTqplTtuINxjqiOjmBQP0KZtd5RpDhQjij2gcJsIKUIjEjVs5fJ+wR+DzpNgSvJkilIr99VoRzxRoJFLZm098GNspsyg4BKG2UZiIWa8z7pQd1QzBbaZjmMN6aFT2rQTGfc00rH6eyNlytqBCt2kYtizs95I/M+rJ9g5b6ZCxwmC5pNDnUSOE7uOXAUGOMqBI4wb4f5KeY8ZxtE1mXUlBLOR50nlpBD4heD6NF+8mNaRIfvkgByRgJyRIrkiJVImnDySZ/JK3rwn78V79z4mowvedGeP/IH3+QO4W6BS</latexit><latexit sha1_base64="2WQejQNzURvNeeJbEKHgJ6MrAdg=">AAACFnicbVDLSgMxFM34rPVVdekmWAQ3lhkRdFl047KCfUBbSia9bUOTzJjcEevQr3Djr7hxoYhbceffmD4W2nogcDjnXm7OCWMpLPr+t7ewuLS8sppZy65vbG5t53Z2KzZKDIcyj2RkaiGzIIWGMgqUUIsNMBVKqIb9y5FfvQNjRaRvcBBDU7GuFh3BGTqplTtuINxjqiOjmBQP0KZtd5RpDhQjij2gcJsIKUIjEjVs5fJ+wR+DzpNgSvJkilIr99VoRzxRoJFLZm098GNspsyg4BKG2UZiIWa8z7pQd1QzBbaZjmMN6aFT2rQTGfc00rH6eyNlytqBCt2kYtizs95I/M+rJ9g5b6ZCxwmC5pNDnUSOE7uOXAUGOMqBI4wb4f5KeY8ZxtE1mXUlBLOR50nlpBD4heD6NF+8mNaRIfvkgByRgJyRIrkiJVImnDySZ/JK3rwn78V79z4mowvedGeP/IH3+QO4W6BS</latexit><latexit sha1_base64="2WQejQNzURvNeeJbEKHgJ6MrAdg=">AAACFnicbVDLSgMxFM34rPVVdekmWAQ3lhkRdFl047KCfUBbSia9bUOTzJjcEevQr3Djr7hxoYhbceffmD4W2nogcDjnXm7OCWMpLPr+t7ewuLS8sppZy65vbG5t53Z2KzZKDIcyj2RkaiGzIIWGMgqUUIsNMBVKqIb9y5FfvQNjRaRvcBBDU7GuFh3BGTqplTtuINxjqiOjmBQP0KZtd5RpDhQjij2gcJsIKUIjEjVs5fJ+wR+DzpNgSvJkilIr99VoRzxRoJFLZm098GNspsyg4BKG2UZiIWa8z7pQd1QzBbaZjmMN6aFT2rQTGfc00rH6eyNlytqBCt2kYtizs95I/M+rJ9g5b6ZCxwmC5pNDnUSOE7uOXAUGOMqBI4wb4f5KeY8ZxtE1mXUlBLOR50nlpBD4heD6NF+8mNaRIfvkgByRgJyRIrkiJVImnDySZ/JK3rwn78V79z4mowvedGeP/IH3+QO4W6BS</latexit>
Figure 5: The effect of momentum in a simple min-max bilinear game where the equilibrium is at (0, 0). (left-a)
Simultaneous GD with no momentum (left-b) Alternating GD with no momentum. (left-c) Alternating GD with a
momentum of +0.1. (left-d) Alternating GD with a momentum of −0.1. (right) A grid of experiments for alternating
GD with different values of momentum (β) and step-sizes (η): While any positive momentum leads to divergence, small
enough value of negative momentum allows for convergence with large step-sizes. The color in each cell indicates the
normalized distance to the equilibrium after 500k iteration, such that 1.0 corresponds to the initial condition and values
larger (smaller) than 1.0 correspond to divergence (convergence).
Fashion MNIST and CIFAR 10 [Fig. 6] In our
third set of experiments, we use negative momentum
in a GAN setup on CIFAR-10 (Krizhevsky and Hinton,
2009) and Fashion-MNIST (Xiao et al., 2017) with
saturating loss and alternating steps. We use residual
networks for both the generator and the discriminator
with no batch-normalization. Following the same archi-
tecture as Gulrajani et al. (2017), each residual block is
made of two 3×3 convolution layers with ReLU activa-
tion function. Up-sampling and down-sampling layers
are respectively used in the generator and discrimina-
tor. We experiment with different values of momentum
on the discriminator and a constant value of 0.5 for the
momentum of the generator. We observe that using
a negative value can generally result in samples with
higher quality and inception scores. Intuitively, using
negative momentum only on the discriminator slows
down the learning process of the discriminator and
allows for better flow of the gradient to the genera-
tor. Note that we provide an additional experiment on
mixture of Gaussians in § A.2.
7 RELATED WORK
Optimization From an optimization point of view,
a lot of work has been done in the context of under-
standing momentum and its variants (Polyak, 1964;
Qian, 1999; Nesterov, 2013; Sutskever et al., 2013).
Some recent studies have emphasized the importance
of momentum tuning in deep learning such as Sutskever
et al. (2013), Kingma and Ba (2015), and Zhang and
Mitliagkas (2017), however, none of them consider us-
ing negative momentum. Among recent work, using
robust control theory, Lessard et al. (2016) study opti-
mization procedures and cover a variety of algorithms
including momentum methods. Their analysis is global
and they establish worst-case bounds for smooth and
strongly-convex functions. Mitliagkas et al. (2016) con-
sidered negative momentum in the context of asyn-
chronous single-objective minimization. They show
that asynchronous-parallel dynamics ‘bleed’ into opti-
mization updates introducing momentum-like behavior
into SGD. They argue that algorithmic momentum and
asynchrony-induced momentum add up to create an
effective ‘total momentum’ value. They conclude that
to attain the optimal (positive) effective momentum
in an asynchronous system, one would have to reduce
algorithmic momentum to small or sometimes negative
values. This differs from our work where we show that
for games the optimal effective momentum may be
negative. Ghadimi et al. (2015) analyze momentum
and provide global convergence properties for functions
with Lipschitz-continuous gradients. However, all the
results mentioned above are restricted to minimization
problems. The purpose of our work is to try to under-
stand how momentum influences game dynamics which
is intrinsically different from minimization dynamics.
GANs as games A lot of recent work has attempted
to make GAN training easier with new optimization
methods. Daskalakis et al. (2018) extrapolate the next
value of the gradient using previous history and Gidel
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Figure 6: Left: A grid search over discriminator’s momentum and learning rate for a DCGAN trained on
Fashion MNIST (Xiao et al., 2017) where every cell is a single generated sample of a specific configuration.
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7 Conclusion
In this paper, we study the effect of using negative values of momentum in a GAN setup. We show
for a class of adversarial games, using negative momentum can improve the convergence rate of
gradient-based methods by shifting the eigenvalues of the Jacobian appropriately into a smaller
convergence disk. We found that in simple yet intuitive examples, using negative momentum makes
convergence to the Nash Equilibrium easier. We noted that our intuitions on negative momentum
can generalize to saturating GANs on the mixture of Gaussian task along with other datasets such as
CIFAR-10 and fashion MNIST. Our experiments highly support the use of negative momentum with
saturating loss. Altogether, fully stabilizing learning in GANs requires a deep understanding of the
underlying highly non-linear dynamics. We believe our work is a step towards a better understanding
of these dynamics. We encourage deep learning researchers and practitioners to include negative
values of momentum in their hyper-parameter search.
We believe that our results explain a decreasing trend in momentum values reported in GAN literature
in the past few years. Some of the most successful papers use zero momentum Arjovsky et al. (2017);
Gulrajani et al. (2017) for architectures that would otherwise call for high momentum values in a
non-adversarial setting.
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Figure 6: Comparison between negative and posit ve momentum on GANs ith saturating loss on CIFAR-10 ( ft) and
on Fashion MNIST (right) using a residual network. For each dataset, a grid of different values of momentum (β) and
step-sizes (η) is provided which describes the discriminator’s settings while a constant momentum of 0.5 and step-size of
10−4 is used for the generator. Each cell in CIFAR-10 (or Fashion MNIST) grid contains a single configuration in which its
color (or its content) indicates the inception score (or a single sample) of the model. For CIFAR-10 experiments, yellow is
higher while blue is the lower inception score. Along each row, the best configuration is chosen and more samples from
that configuration are presented on the right side of each grid.
et al. (2018) explore averaging and introduce variant
of the extra-gradient algorithm.
Balduzzi et al. (2018) develop new methods to under-
stand the dynamics of general games: they decom-
pose second-order dynamics into two components using
Helmholtz decomposition and use the fact that the
optimization of Hamiltonian games is well understood.
It differs from our work since we do not consider ny
decomposition of the Jacobian but focus on the manip-
ulation of its eigenvalues. Recently, Liang and Stokes
(2018) provide a unifying theory for smooth two-player
games for non-asymptotic local convergence. They also
provide theory for choosing the right step-size required
for convergence.
From another perspective, Odena et al. (2018) show
that in a GAN setup, the average conditioning f the Ja-
cobian of the generator becomes ill-conditioned during
training. They propose Jacobian clamping to improve
the inception score and Frechet Inception Distance.
Mescheder et al. (2017) provide discussion on how the
eigenvalues of the Jacobian govern the local convergence
properties of GANs. They argue that the presence of
eigenvalues with zero real-part and large imaginary-
part results in oscillatory behavior but do not provide
results on the optimal step-size and on the impact of
momentum. Nagarajan and Kolter (2017) also ana-
lyze the local stability of GANs as an approximated
continuous dynamical system. They show that during
training of a GAN, the eigenvalues of the Jacobian of
the corresponding vector field are pushed away from
one along the real axis.
8 CONCLUSION
In this paper, we show analytically and empirically
that alternating updat s with negativ momentum is
the only method within our study parameters (Fig.2)
that converg s in bilinear smooth games. We study
th effects of using nega ive values of omentum in a
GAN setup both theoretically and xperimentally. We
show that, for a large class of adversarial games, nega-
tive momentum may improve the convergence rate of
gradient-based methods by shifting the eigenvalues of
the Jacobian appropriately into a smaller convergence
disk. We found that, in simple yet intuitive examples,
using negative momentum makes convergence to the
Nash Equilibrium e sier. Our experiments support
the use of negative momentum for satu ating losses on
mixtures of Gaussians, as well as on other tasks using
CIFAR-10 and fashion MNIST. Altogether, fully stabi-
lizing learning in GANs requires a deep understanding
of the underlying highly non-linear dynamics. We be-
lieve our work is a step towards a better understanding
of these dynamics. We encourage deep learning re-
searchers and practitioners to include negative values
of momentum in their hyper-parameter search.
We believe that our results explain a decreasing trend
in momentum values used for training GANs in the
past few years reported in Fig. 4. Some of the most
successful papers use zero momentum (Arjovsky et al.,
2017; Gulrajani et al., 2017) for architectures that
would otherwise call for high momentum values in a
non-adversarial setting.
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A ADDITIONNAL FIGURES
A.1 Maximum magnitude of the eigenvalues gradient descent with negative momentum on a
bilinear objective
In Figure 7 we numerically (using the formula provided in Proposition 1 and 2) computed the maximum magnitude
of the eigenvalues gradient descent with negative momentum on a bilinear objective as a function of the step
size η and the momentum β. We can notice that on one hand, for simultaneous gradient method, no value of η
and β provide a maximum magnitude smaller than 1, causing a divergence of the algorithm. On the other hand,
for alternating gradient method there exists a sweet spot where the maximum magnitude of the eigenvalues of
the operator is smaller than 1 insuring that this method does converge linearly (since the Jacobian of a bilinear
minmax proble is constant).
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Figure 7: Contour plot of the maximum magnitude of the eigenvalues of the polynomial (x− 1)2(x− β)2 + η2x2
(left, simultaneous) and (x− 1)2(x− β)2 + η2x3 (right, alternated) for different values of the step-size η and the
momentum β. Note that compared to (22) and (24) we used β1 = β2 = β and we defined η :=
√
η1η2λ without
loss of generality. On the left, magnitudes are always larger than 1, and equal to 1 for β = −1. On the right,
magnitudes are smaller than 1 for η2 − 1 ≤ β ≤ 0 and greater than 1 elsewhere.
A.2 Mixture of Gaussian
[Fig. 8] In this set of experiments we evaluate the effect of using negative momentum for a GAN with saturating
loss and alternating steps. The data in this experiment comes from eight Gaussian distributions which are
distributed uniformly around the unit circle. The goal is to force the generator to generate 2-D samples that
are coming from all of the 8 distributions. Although this looks like a simple task, many GANs fail to generate
diverse samples in this setup. This experiment shows whether the algorithm prevents mode collapse or not.
Negative Momentum for Improved Game Dynamics
Real Data Generated Data (iteration 90000)
mg = 0.0,md =  0.5 mg = 0.0,md = 0.0 mg = 0.0,md = 0.5
Figure 4: The effect of negative momentum for a mixture of 8 Gaussian distributions in a GAN setup.
Real data and the results of using SGD with zero momentum on the Generator and using negative /
zero / positive momentum on the Discriminator are depicted.
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Figure 5: Comparison between negative and positive momentum with saturating loss on CIFAR-10 using a
residual network. Left: A grid for different momentums and step sizes on the discriminator. The colors depict
the value of the inception score. Lighter colors show higher value of inception score. A constant momentum of
0.5 and step size of 1e-4 is used for the generator. Right: Best samples from the model corresponding to the cell
with the highest inception score on each row of the left grid.
a simple task, many GANs fail to generate diverse samples in this setup. This experiment shows
whether the algorithm prevents mode collapse or not.
We use fully connected network with 4 hidden ReLU layers where each layer has 256 hidden units.
The latent code of the generator is a 8-dimensional multivariate Gaussian. The model is trained for
100,000 iterations with a learning rate of 0.01 for stochastic gradient descent along with values of
zero, -0.5 and 0.5 momentum. We observe that negative momentum considerably improves the results
compared to positive or zero momentum.
Fashion MNIST and CIFAR 10 [Figures 5 and 6] In our third set of experiments, we use negative
momentum in a GAN setup on CIFAR-10 (Krizhevsky and Hinton, 2009) and Fashion-MNIST
(Xiao et al., 2017) with saturating loss. We use residual networks for both the generator and the
discriminator with no batch-normalization. Following the same architecture as Gulrajani et al. (2017),
each residual block is made of two 3⇥ 3 convolutional layers with ReLU activation function. Up-
sampling and down-sampling layers are respectively used in the generator and discriminator. We
experiment with different values of momentum on the discriminator and a constant value of 0.5
for the momentum of the generator. We observe that using a negative value can generally result in
samples with higher quality and inception score. Intuitively, using negative momentum only on the
discriminator slows down the learning process of the discriminator and allows for better flow of the
gradient to the generator. Figure 6 also shows the results of using negative momentum on the fashion
MNIST dataset.
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Figure 4: The e fect of negative o entu for a ixture of 8 Gaussian distributions in a GAN setup.
Real data and the results of using SGD with zero o entu on the Generator and using negative /
zero / positive o entu on the Discri inator are depicted.
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Figure 5: Comparison between negative and positive momentum with saturating lo s on CIFAR-10 using a
residual network. Left: A grid for di ferent momentums and step sizes on the discriminator. The colors depict
the value of the inception score. Lighter colors show higher value of inception score. A constant momentum of
0.5 and step size of 1e-4 is used for the generator. Right: Best samples from the model co responding to the ce l
with the highest inception score on each row of the left grid.
a si ple task, any GANs fail to generate diverse sa ples in this setup. This experi ent shows
whether the algorith prevents ode co lapse or not.
e use fu ly connected network with 4 hidden ReLU layers where each layer has 256 hidden units.
The latent code of the generator is a 8-di ensional ultivariate Gaussian. The odel is trained for
100,000 iterations with a learning rate of 0.01 for stochastic gradient descent along with values of
zero, -0.5 and 0.5 o entu . e observe that negative o entu considerably i proves the results
co pared to positive or zero o entu .
Fashion NIST and CIFAR 10 [Figures 5 and 6] In our third set of experi ents, we use negative
o entu in a GAN setup on CIFAR-10 (Krizhevsky and Hinton, 2009) and Fashion- NIST
(Xiao et al., 2017) with saturating loss. e use residual networks for both the generator and the
discri inator with no batch-nor alization. Fo lowing the sa e architecture as Gulrajani et al. (2017),
each residual block is ade of two 3 3 convolutional layers with ReLU activation function. Up-
sa pling and down-sa pling layers are respectively used in the generator and discri inator. e
experi ent with di ferent values of o entu on the discri inator and a constant value of 0.5
for the o entu of the generator. e observe that using a negative value can genera ly result in
sa ples with higher quality and inception score. Intuitively, using negative o entu only on the
discri inator slows down the learning process of the discri inator and a lows for be ter flow of the
gradient to the generator. Figure 6 also shows the results of using negative o entu on the fashion
NIST dataset.
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Figure 4: The effect of negative momentum for a mixture of 8 Gaussian distributions in a GAN setup.
Real data and the results of using SGD with zero momentum on the Generator and using negative /
zero / positive momentum on the Discriminator are depicted.
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Figure 5: Comparison between negative and positive momentum with saturating loss on CIFAR-10 using a
residual network. Left: A grid for different momentums and step size on the discriminator. Th colors d pict
the value of the inception score. Lighter colors show higher value of inception score. A constant momentum of
0.5 and step size of 1e-4 is used for the generator. Right: Best samples from the model corresponding to the cell
with the highest inception score on each row of the left grid.
a simple task, many GANs fail to gener t iverse samples in this s tup. This experiment shows
whether the algorithm prevents mode collapse or not.
We use fully connected network with 4 hidden ReLU layers where each layer has 256 hidden units.
The latent code of the generator is a 8-dimensional multivariate Gaussian. The model is trained for
100,000 iterations with a learning rate of 0.01 for stochastic gradient descent along with values of
zero, -0.5 and 0.5 momentum. We observe that negative momentum considerably improves the results
compared to positive or zero momentum.
Fashion MNIST and CIFAR 10 [Figures 5 and 6] In our third set of experiments, we use negative
momentum in a GAN setup on CIFAR-10 (Krizhevsky and Hinton, 2009) and Fashion-MNIST
(Xiao et al., 2017) with saturating loss. We use residual networks for both the generator and the
discriminator with no batch-normalization. Following the same architecture as Gulrajani et al. (2017),
each residual block is made of two 3⇥ 3 convolutional layers with ReLU activation function. Up-
sampling and down-sampling layers are respectively used in the generator and discriminator. We
experiment with different values of momentum on the discriminator and a constant value of 0.5
for the momentum of the generator. We observe that using a negative value can generally result in
samples with higher quality and inception score. Intuitively, using negative momentum only on the
discriminator slows down the learning process of the discriminator and allows for better flow of the
gradient to the generator. Figure 6 also shows the results of using negative momentum on the fashion
MNIST dataset.
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Figure 8: The effect of negative momentum for a mixture of 8 Gaussian distributions in a GAN setup. Real
data and the results of using SGD with zero momentum on the Generator and using negative / zero / positive
momentum (β) on the Discriminator are depicted.
We use a fully connected network with 4 hidden ReLU layers where each layer has 256 hidden units. The latent
code of the generator is an 8-dimensional multivariate Gaussian. The model is trained for 100,000 iterations with
a learning rate of 0.01 for stochastic gradient descent along with values of zero, −0.5 and 0.5 momentum. We
observe that negative momentum considerably improves the results compared to positive or zero momentum.
B DISCUSSION ON MOMENTUM AND CONDITIONING
In this section, we analyze the effect of the conditioning of the problem on the optimal value of momentum.
Consider the following formulation as an extension of the bilinear min-max game discussed in §5, Eq. 4 (p = d = n),
min
θ∈Rn
max
ϕ∈Rn
α‖D1/2θ‖22 + (1− α)θ>Aϕ− α‖D1/2ϕ‖22 , α ∈ [0, 1], A ∈ Rn×n , (26)
where D is a square diagonal positive-definite matrix,
D =

d1,1 0 0 . . . 0
0 d2,2 0 . . . 0
0 0 d3,3 . . . 0
0 0 0 . . . 0
0 0 0 . . . dn,n
 and ∀j ∈ {1, n− 1}, dj+1,j+1 ≥ dj,j > 0, (27)
and its condition number is κ(D) = dn,n/d1,1. Thus, we can re-write the vector field and the Jacobian as a
function of α and D,
v(ϕ,θ,α,D) =
ñ
−(1− α)θ + 2αDϕ
2αDθ + (1− α)ϕ
ô
, ∇v(ϕ,θ,α,D) =
ñ
2αD (α− 1)In
(1− α)In 2αD
ô
. (28)
The corresponding eigenvalues λ of the Jacobian are,
λ = 2α dj,j ± (1− α)i. (29)
For simplicity, in the following we will note ∇Fη,β f r ∇Fη,β(ϕ,θ,α,D).
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Figure 9: Plot of the optimal value of momentum by for different α’s and condition numbers (log10κ).
Blue/white/orange regions correspond to negative/zero/positive values of the optimal momentum, respectively.
Using Thm. (3), the eigenvalues of ∇Fη,β are,
µ+(β, η, λ) = (1− ηλ+ β)1 + ∆
1
2
2
and µ−(β, η, λ) = (1− ηλ+ β)1−∆
1
2
2
. (30)
where ∆ := 1− 4β(1−ηλ+β)2 and ∆
1
2 is the complex square root of ∆ with positive real part.
Hence the spectral radius of ∇Fη,β can be explicitly formulated as a function of β and η,
ρ(∇Fη,β) = max
λ∈Sp(∇Fη,β)
max
{|µ+(β, η, λ)|, |µ−(β, η, λ)|} (31)
In Figure 9, we numerically computed the optimal β that minimizes ρmax(∇Fη,β) as a function of the step-size
η, for n = 2, d1,1 = 1/κ and d2,2 = 1. To balance the game between the adversarial part and the cooperative
part, we normalize the matrix D such that the sum of its diagonal elements is n. It can be seen that there is a
competition between the type of the game (adversarial and cooperative) versus the conditioning of the matrix
D. In a more cooperative regime, increasing κ results in more positive values of momentum which is consistent
with the intuition that cooperative games are almost minimization problems where the optimum value for the
momentum is known (Polyak, 1964) to be β =
Ä√
κ−1√
κ+1
ä2
. Interestingly, even if the condition number of D is
large, when the game is adversarial enough, the optimum value for the momentum is negative. This experimental
setting seems to suggest the existence of a multidimensional condition number taking into account the difficulties
introduced by the ill conditioning of D as well as the adversarial component of the game.
C LEMMAS AND DEFINITIONS
Recall that the spectral radius ρ(A) of a matrix A is the maximum magnitude of its eigenvalues.
ρ(A) := max{|λ| : λ ∈ Sp(A)} . (32)
For a symmetric matrix, this is equal to the spectral norm, which is the operator norm induced by the vector
2-norm. However, we are dealing with general matrices, so these two values may be different. The spectral radius
is always smaller than the spectral norm, but it’s not a norm itself, as illustrated by the example below:
If A =
ñ
0 1
0 0
ô
then
Ç
Sp(A) = {0} =⇒ ρ(A) = 0
å
but
Ç
A>A =
ñ
1 0
0 0
ô
=⇒ ‖A‖2 = 1
å
where we used the fact that the spectral norm is also the square root of the largest singular value.
Negative Momentum for Improved Game Dynamics
In this section we will introduce three lemmas that we will use in the proofs of §D.
The first lemma is about the determinant of a block matrix.
Lemma 1. Let A,B,C,D four matrices such that C and D commute. Then∣∣∣∣∣A BC D
∣∣∣∣∣ = ∣∣∣AD −BC∣∣∣ (33)
where
∣∣∣A∣∣∣ is the determinant of A.
Proof. See (Zhang, 2006, Section 0.3).
The second lemma is about the iterates of the simultaneous and the alternating methods introduced in §5 for the
bilinear game. It shows that we can pick a subspace where the iterates will remain.
Lemma 2. Let (θt,ϕt) the updates computed by the simultaneous (resp. alternating) gradient method with
momentum (21) (resp. (23)). There exists are couple (θ∗,ϕ∗) solution of (18) only depending on (θ0,ϕ0) such
that,
θt − θ∗ ∈ span(AA>) and ϕt −ϕ∗ ∈ span(A>A) , ∀t ≥ 0 . (34)
Proof of Lemma 2. Let us start with the simultaneous updates (21).
Let U>DV = A the SVD of A where U and V are orthogonal matrices and
D =
ñ
diag(σ1, . . . , σr) 0r,p−r
0d−r,r 0d−r,p−r
ô
(35)
where r is the rank of A and σ1 ≥ · · · ≥ σr > 0 are the (positive) singular values of A. The update rules (21)
implies that,{
θt+1 = θt − η1Aϕt + β1(θt − θt−1)
ϕt+1 = ϕt + η2A
>θt + β2(ϕt −ϕt−1)
⇒
{
Uθt+1 = Uθt − η1DV ϕt + β1U(θt − θt−1)
V ϕt+1 = V ϕt + η2D
>Uθt + β2V (ϕt −ϕt−1)
(36)
Consequently, for any θ0 ∈ Rd and ϕ0 ∈ Rp we have that,
A>

U>

0
...
0
[Uθ0]r+1
...
[Uθ0]d


= 0 and A

V >

0
...
0
[V ϕ0]r+1
...
[V ϕ0]d


= 0 (37)
Since the solutions (θ∗,ϕ∗) of (18) verify the following first order conditions:
A>θ∗ = 0 and Aϕ∗ = 0 (38)
One can set (θ∗,ϕ∗) as in (37) to be a couple of solution of (18) such that U(θ0 − θ∗) ∈ span(D) and
V (ϕ0−ϕ∗) ∈ span(D). By an immediate recurrence, using (36) we have that for any initialization (θ0,ϕ0) there
exists a couple (θ∗,ϕ∗) such that that for any t ≥ 0,
U(θt − θ∗) ∈ span(D) and V (ϕt −ϕ∗) ∈ span(D>) (39)
Consequently,
θt − θ∗ ∈ span(A) = span(AA>) and ϕt −ϕ∗ ∈ span(A>) = span(A>A) , t ≥ 0 (40)
The proof for the alternated updates (23) are the same since we only use the fact that the iterates stay on the
span of interest.
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Lemma 3. Let M ∈ Rm×m and (ut) a sequence such that, ut+1 = Mut, then we have three cases of interest
for the spectral radius ρ(M):
• If ρ(M) < 1, and M is diagonalizable, then ‖ut‖2 ∈ O((ρ(M))t‖u0‖2).
• If ρ(M) > 1, then there exist u0 such that ‖ut‖2 ∈ Ω(ρ(M))t‖u0‖2.
• If |λ| ≤ 1 , ∀λ ∈ Sp(M), and M is diagonalizable then ‖ut‖2 ∈ Θ(‖u0‖2).
Proof. For that section we note ‖ · ‖2 the `2 norm of Cm:
• If ρ(M) < 1:
We have for t ≥ 0 and any u0 ∈ Rm ,
‖ut‖2 = ‖M tu0‖2 ≤ ‖M t‖‖u0‖2 (41)
Then we can diagonalize M = PDP−1 where P is invertible and D is a diagonal matrix. Hence using ‖ · ‖2
as the norm of Cm (because P can belong to Cm×m) we have that,
‖ut‖2‖PDtP−1‖‖u0‖2 ≤ ‖P ‖‖P−1‖‖Dt‖‖u0‖2 ≤ ‖P ‖‖P−1‖ρ(M)t‖u0‖2 = O((ρ(M))t‖u0‖2) . (42)
• If ρ(M) > 1: We have for t ≥ 0 and any u0 ∈ Rm ,
‖ut‖2 = ‖M tu0‖2 (43)
But we know that there exist a u0 ∈ Rm that only depends on M such that ‖M tu0‖2 = ‖M t‖‖u0‖2
(explicitly u0 is the eigenvector associated with the largest eigenvalue of M>M). But, using (Bertsekas,
1999, Proposition A.15) we know that ρ(M) ≤ ‖M‖2. Then we have that,
‖ut‖2 ≥ ρ(M)t‖u0‖2 (44)
• If |λ| = 1 , ∀λ ∈ Sp(M), we can diagonalize M such that M = PDP−1 where P is invertible and D is a
diagonal matrix with complex values of magnitude 1.
We have for t ≥ 0 and any u0 ∈ Rm,
‖ut‖2 = ‖M tu0‖2 = ‖PDtP−1u0‖2 ≤ ‖P ‖‖Dt‖‖P−1‖‖u0‖2 = ‖P ‖‖P−1‖‖u0‖2 (45)
Similarly,
‖u0‖2 = ‖M−tut‖2 = ‖PD−tP−1ut‖2 ≤ ‖P ‖‖Dt‖‖P−1‖‖ut‖2 = ‖P ‖‖P−1‖‖ut‖2 (46)
D PROOFS OF THE THEOREMS AND PROPOSITIONS
D.1 Proof of Thm. 1
Let us recall the Theorem proposed by Bertsekas (1999, Proposition 4.4.1). We also provide a convergence rate
that was not previously stated in (Bertsekas, 1999).
Theorem’ 1. If the spectral radius ρmax := ρ(∇Fη(ω∗)) < 1, then, for ω0 in a neighborhood of ω∗, the distance
of ωt to the stationary point ω∗ converges at a linear rate of O
Ä
(ρmax + )
t
ä
, ∀ > 0.
Proof. For brevity let us write xt := (φt, θt) for t ≥ 0 and x∗ := (φ∗, θ∗). Let  > 0.
By Proposition A.15 (Bertsekas, 1999) there exists a norm ‖ ·‖ such that its induced matrix norm has the following
property:
‖∇Fη(x∗)‖ ≤ ρ(∇Fη(x∗)) + 
2
. (47)
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Then by definition of the sequence (xt) and since x∗ is a fixed point of Fη, we have that,
‖xt+1 − x∗‖ = ‖Fη(xt)− Fη(x∗)‖ (48)
Since Fη is assumed to be continuously differentiable by the mean value theorem we have that
Fη(xt) = Fη(x
∗) +∇Fη(x˜t)(xt − x∗) , (49)
for some x˜t ∈ [xt, x∗]. Then,
‖xt+1 − x∗‖ ≤ ‖∇Fη(x˜t)‖‖xt − x∗‖ (50)
where ‖∇Fη(x˜t)‖ is the induced matrix norm of ‖ · ‖.
Since the induced norm of a square matrix is continuous on its elements and since we assumed that ∇Fη was
continuous, there exists δ > 0 such that,
‖∇Fη(x)−∇Fη(x∗)‖ ≤ 
2
, ∀x : ‖x− x∗‖ ≤ δ . (51)
Finally, we get that if ‖xt − x∗‖ ≤ δ, then,
‖xt+1 − x∗‖ ≤ ‖∇Fη(x˜t)‖‖xt − x∗‖ (52)
≤ (‖∇Fη(x∗)‖+ ‖∇Fη(x˜t)−∇Fη(x∗)‖) ‖xt − x∗‖ (53)
≤
Å
ρ(∇Fη(x∗)) + 
2
+

2
ã
‖xt − x∗‖ (54)
where in the last line we used (47) and (51). Consequently, if ρ(∇Fη(x∗) < 1 and if ‖x0 − x∗‖ ≤ δ, we have that,
‖xt − x∗‖ ≤
(
ρ(∇Fη(x∗)) + 
)t ‖x0 − x∗‖ ≤ δ , ∀ > 0 . (55)
D.2 Proof of Thm. 2
We are interested in the optimal step-size for the Simultaneous gradient with no momentum. Define the step-size
associated to one eigenvalue λ ∈ C by ηˆ(λ) := <(λ)|λ|2 .
Theorem’ 2. If the eigenvalues of ∇v(ω∗) all have a positive real-part, then, the best step-size ηbest, which
minimizes the spectral radius ρmax(η) of ∇Fη(ϕ∗,θ∗), is the solution of a (convex) quadratic by parts problem,
and satisfies,
max
1≤k≤m
sin(ψk)
2 ≤ ρmax(ηbest)2 ≤ 1−<(1/λ1)δ , (56)
with δ := min
1≤k≤m
|λk|2(2<(1/λk)−<(1/λ1)) (57)
and <(1/λ1) ≤ ηbest ≤ 2<(1/λ1) (58)
where (λk = rkeiψk)1≤k≤m = Sp(∇v(ϕ∗,θ∗)) are sorted such that 0 < <(1/λ1) ≤ · · · ≤ <(1/λm). Particularly,
when ηbest = <(1/λ1) we are in the case of the top plot of Fig.3 and ρmax(ηbest)2 = sin(ψ1)2 .
Proof. The eigenvalues of ∇Fη are 1− ηλ, for λ ∈ Sp(∇v(ϕ,θ)). Our goal is to solve
ρmax := min
η≥0
max
1≤k≤m
|1− ηλi|2 (59)
where {λ1, . . . , λm} is the spectrum of ∇v(ϕ∗,θ∗). we can develop the magnitude to get,
fi(η) := |1− ηλi|2 = 1− 2η<(λi) + η2|λi|2 (60)
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The function η 7→ max1≤i≤n fi(η) is a convex function quadratic by part. This function goes to +∞ as η gets
larger, so it reaches its minimum over [0,∞). We can notice that each function fi reaches its minimum for
ηi =
<(λi)
|λi|2 = <(1/λi). Consequently, if we order the eigenvalues such that,
η1 ≤ . . . ≤ ηm (61)
we have that
f ′i(η1) ≤ 0 , 1 ≤ i ≤ m and f1(x) = 1 , ∀x ≥ 2η1 (62)
As a result,
η1 ≤ ηbest ≤ 2η1 (63)
Moreover, it is easy to notice that,
|1− η1λ1|2 = min
η≥0
|1− ηλ1|2 ≤ min
η≥0
max
1≤k≤m
|1− ηλi|2 (64)
Then developing |1− η1λ1|2, we get that,
|1− η1λ1|2 = |1− <(λ1)|λ1|2 λ1|2 = 1−
<(λ1)2
|λ1|2 = sin(ψ1)
2 (65)
where λ1 = r1eiψ1 . Moreover, we also have that
ρmax = min
η≥0
max
1≤i≤n
|1− ηλi|2 ≤ max
1≤k≤m
|1− η1λi|2 = 1− η1 min
1≤k≤m
2<(λk)− η1|λk|2 = 1−<(1/λ1)δ (66)
This upper bound is then achieved for η = <(1/λ1). Moreover is Sp(∇v(ϕ∗,θ∗) ⊂ [µ,L] we have that, λ1 = L
and that
δ ≥ min
λ∈[µ,L]
2λ− λ2/L = 2µ− µ2/L (67)
Consequently we recover the standard upper bound ρ2max ≤ 1− 2 µL + µ
2
L = (1−µ/L)2 provided in the convex case.
D.3 Proof of Thm. 3
We are now interested in the eigenvalues of the Simultaneous Gradient Method with Momentum.
Theorem’ 3. The eigenvalues of ∇Fη,β(ω∗) are
µ±(β, η, λ) := (1− ηλ+ β)1±∆
1
2
2
, (68)
where ∆ := 1 − 4β(1−ηλ+β)2 , λ ∈ Sp(∇v(ω∗)) and ∆
1
2 is the complex square root of ∆ with positive real part†.
Moreover we have the following Taylor approximation,
µ+(β, η, λ) = 1− ηλ− β ηλ
1− ηλ +O(β
2) , (69)
µ−(β, η, λ) =
β
1− ηλ +O(β
2) . (70)
Proof. The Jacobian of Fη,β is
M :=
ñ
In − η∇v(ω∗) + βIn −βIn
In 0n
ô
(71)
Its characteristic polynomial can be written:
χM (X) = det(XI2n −M) =
∣∣∣∣∣(X − 1− β)In + ηT βIn−In XIn
∣∣∣∣∣ (72)
† If ∆ is a negative real number we set ∆
1
2 := i
√−∆
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where ∇v(ω∗) = PTP−1 and T is an upper-triangular matrix. Finally by Lemma 1 we have that,
χM (X) =
∣∣∣X((X − 1− β)In + ηT ) + βIn∣∣∣ = n∏
i=1
(
X((X − 1− β) + ηλi) + β
)
(73)
where
T =

λ1 ∗ . . . ∗
0
. . .
. . .
...
...
. . .
. . . ∗
0 . . . 0 λn
 .
Let λ one of the λi we have,
X((X − 1− β) + ηλ) + β = X2 − (1− ηλ+ β)X + β (74)
The roots of this polynomial are
µ+(λ) =
1− ηλ+ β +√∆
2
and µ−(λ) =
1− ηλ+ β −√∆
2
(75)
where ∆ := (1− ηλ+ β)2 − 4β and λ ∈ Sp(∇v(ω∗)). This can be rewritten as,
µ±(β, η, λ) := (1− ηλ+ β)1±∆
1
2
2
(76)
where ∆ := 1− 4β(1−ηλ+β)2 , λ ∈ Sp(∇v(ϕ∗,θ∗)) and ∆
1
2 is the complex square root of ∆ with real positive part
(if ∆ is a real negative number, we set ∆
1
2 := i
√−∆). Moreover we have the following Taylor approximation,
µ+(β, η, λ) = 1− ηλ− β ηλ
1− ηλ +O(β
2) and µ−(β, η, λ) =
β
1− ηλ +O(β
2). (77)
D.4 Proof of Thm. 4
We are interested in the impact of small Momentum values on the convergence rate of Simultaneous Gradient
Method.
Theorem’ 4. For any λ ∈ Sp(∇v(ω∗)) s.t. <(λ) > 0,
ρ′λ,η(0) > 0⇔ η ∈ I(λ) :=
(
|λ|−|=(λ)|
|λ|<(λ) ,
|λ|+|=(λ)|
|λ|<(λ)
)
.
Particularly, we have ρ′λ,<(1/λ)(0) = 2<(λ)<(1/λ) > 0 and |Arg(λ)| ≥ pi4 ⇒
(<(1/λ), 2<(1/λ)) ⊂ I(λ).
Proof. Recall the definitions of µ+ and µ− from Thm. 3, and the definition of the radius:
ρλ,η(β) := max
¶
|µ+|2, |µ−|2
©
(78)
When β is close to 0, µ− is close also to 0 whereas µ+ is close to 1 − ηλ. In general 1 − ηλ 6= 0, so around 0,
ρλ,η(β) = |µ+(β)|2 = µ+(β)µ¯+(β). The special case where 1− ηλ = 0 is excluded from this analysis because it
means that the eigenvalue λ is not one constraining the learning rate as seen in Thm. 2. Computing the derivative
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of ρ give us
ρ′λ,η(0) = (µ+µ¯+)
′(0) = µ+(0)µ¯′+(0) + µ¯+(0)µ
′
+(0) (79)
= 2<(µ+(0)µ¯′+(0)) (80)
= 2<
Ç
(1− ηλ) −ηλ¯
1− ηλ¯
å
(81)
= −2η<
Ç
λ¯(1− ηλ)2
|1− ηλ|2
å
(82)
=
−2η
|1− ηλ|2
î
<(λ)− 2η|λ|2 + η2|λ|2<(λ)
ó
(83)
which leads to,
ρ′λ,η(0) = 2
2η2|λ|2 − η<(λ)(1 + η2|λ|2)
|1− ηλ|2 (84)
The sign of ρ′λ,η(0) is determined by the sign of
2η|λ|2 −<(λ)(1 + η2|λ|2) = −<(λ)|λ|2η2 + 2|λ|2η −<(λ) (85)
This quadratic function is strictly positive on the open interval
(
|λ|−|=(λ)|
|λ|<(λ) ,
|λ|+|=(λ)|
|λ|<(λ)
)
.
Moreover since <(1/λ) = <(λ)|λ|2 , we have that |1− λ<(1/λ)|2 = 1−<(λ)<(1/λ) (see Eq. 65) and then,
ρ′λ,<(1/λ)(0) = 2<(λ)<(1/λ). (86)
Finally writting λ = reiψ we get that,
|λ| − |=(λ)|
|λ|<(λ) =
1− | sin(ψ)|
r cos(ψ)
= <(1/λ) 1− | sin(ψ)|
1− | sin(ψ)|2 and
|λ|+ |=(λ)|
|λ|<(λ) =
1 + | sin(ψ)|
r cos(ψ)
= <(1/λ) 1 + | sin(ψ)|
1− | sin(ψ)|2
Consequently,
I(λ) =
Ç
<(1/λ)
1 + | sin(ψ)| ,
<(1/λ)
1− | sin(ψ)|
å
(87)
and | arg(λ)| ≥ pi4 implies that
Ä
2
3<(1/λ), 2<(1/λ)
ä
D.5 Proof of Thm. 5
We are now in the special case of a bilinear game. We first consider the simultaneous gradient step with momentum
The operator Fη,β is defined as:
F simη,β

θt
ϕt
θt−1
ϕt−1
 :=

θt − η1Aϕt + β1(θt − θt−1)
ϕt + η2A
>θt + β2(ϕt −ϕt−1)
θt
ϕt
 . (88)
Proposition’ 1. The eigenvalues of ∇F simη,β are the roots of the 4th order polynomials:
(x− 1)2(x− β1)(x− β2) + η1η2λx2 , λ ∈ Sp(A>A). (89)
Particularly, when β1 = β2 = 0 and η1 = η2 = η we have,
Pλ(x) = x
2(x2 − 2x+ 1 + η2λ) , λ ∈ Sp(A>A) (90)
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Proof. F simη,β is a linear operator belonging to Rd×p, for notational compactness let us call m := d + p. Let us
recall that Im and 0d,p are respectively the identity of Rm×m and the zero matrix of Rd×p.
∇F simη,β =
ñ
Im 0m
Im 0m
ô
+

0d −η1A
η2A
> 0p
0m
0m 0m
+
β1Id 0d,p0p,d β2Ip −β1Id 0d,p0p,d −β2Ip
0m 0m
 (91)
Leading to the compressed form
∇F simη,β =

(1 + β)Id −ηA
ηA> (1 + β)Ip
−β1Id 0d,p
0p,d −β2Ip
Im 0m
 (92)
Then the characteristic polynomial of this matrix is equal to,
χ(X) :=
∣∣∣∣∣∣∣∣
(X − 1− β1)Id ηA
−ηA> (X − 1− β2)Ip
β1Id 0d,p
0p,d β2Ip
−Im XIm
∣∣∣∣∣∣∣∣ (93)
Then we can use Lemma 1 to compute this determinant,
χ(X) = det
(
X
ñ
(X − 1− β1)Id η1A
−η2A> (X − 1− β2)Ip
ô
+
ñ
β1Id 0d,p
0p,d β2Ip
ô)
(94)
=
∣∣∣∣∣(X(X − 1− β1) + β1)Id η1XA−η2XA> (X(X − 1− β2) + β2)Ip
∣∣∣∣∣ (95)
=
∣∣∣∣∣(X − β1)(X − 1)Id + η1η2 X
2
X(X−1−β2)+β2A
>A η1XA
0d,p (X − β2)(X − 1)Ip
∣∣∣∣∣ (96)
Where for the last equality we added to the first block column the second one multiplied by η2A> XX(X−1−β2)+β2 .
It’s now time to introduce r the rank of A. We can diagonalize A>A = U>diag(λ1, . . . , λr, 0, . . . , 0)U to get the
determinant of a triangular matrix,
χ(X) = ((X − β1)(X − 1))d−r((X − β2)(X − 1))p−r
r∏
k=1
î
(X − β1)(X − 1)(X − β2)(X − 1) + η1η2X2λk
ó
(97)
where λk are the positive eigenvalues of A>A. This is the characteristic polynomial we were seeking, taking into
account the null singular values of A.
In particular, when β1 = β2 = 0, we get,
χ(X) = Xm(X − 1)m−2r
r∏
k=1
((X − 1)2 + η1η2λk) (98)
Theorem’ 5. For any η1, η2 ≥ 0 and β1 = β2 = β, the iterates of the simultaneous methods (21) diverge as,
∆t ∈

Ω
Ä
∆0[(1 + β)
2 + η2σ2max(A)]
t
ä
if β ≥ 0
Ω
Ä
∆0 (1− β)t
ä
if − 1
16
≤ β < 0 .
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Proof of Thm. 5. We report the maximum magnitudes of the eigenvalues of the polynomial from Prop. 1 in
Fig. 7. We observe that they are larger than 1. We now prove it in several cases. Let us start with the simpler
case β1 = β2 = 0. Using Lemma 2, there exists (θ∗,ϕ∗) such that for any t ≥ 0,
θt − θ∗ ∈ span(A) = span(AA>) and ϕt −ϕ∗ ∈ span(A>) = span(A>A) , t ≥ 0 (99)
Then, we have,
‖θt+1 − θ∗‖2 = ‖θt − θ∗ − 2ηA(ϕt −ϕ∗)‖2 (100)
= ‖θt − θ∗‖2 − 2η(θt − θ∗)A(ϕt −ϕ∗) + η2‖A(ϕt −ϕ∗)‖2 (101)
(99)
≥ ‖θt − θ∗‖2 − 2η(θt − θ∗)A(ϕt −ϕ∗) + η2σ2min(A)‖ϕt −ϕ∗‖2 (102)
where in line 1 we used that Aϕ∗ = 0 and in line 3 we used that ϕt −ϕ∗ is orthogonal to the null space of A, so
that we lower bound the product by the smallest non-zero singular value σmin(A). The same way, we get:
‖ϕt+1 −ϕ∗‖2 = ‖ϕ−ϕ∗‖2 + 2η(θt − θ∗)A(ϕt −ϕ∗) + 2η2‖A>(θ − θ∗)‖2 (103)
(99)
≥ ‖ϕt −ϕ∗‖2 + 2η(θt − θ∗)A(ϕt −ϕ∗) + η2σ2min(A)‖θt − θ∗‖2 (104)
Summing (102) and (104), we get
∆t+1 ≥ (1 + η2σ2min(A))∆t (105)
where σ2min(A) is the minimal (positive) squared singular value of A.
Now we can try to handle the case where β1 = β2 = β 6= 0. To prove Thm. 5 we will prove the following
Proposition
Proposition 3. Let F simη,β the operator defined in (21).
• For β ≥ 0 its radial spectrum is lower bounded by (1 + β)2 + η1η2σ2max(A).
• For −1/16 ≤ β < 0 its radial spectrum is lower bounded by (1− β)2.
Proof of Proposition 3. Let us use Proposition 1 to get that the eigenvalues of our linear operator are the
solutions of
(x− 1)2(x− β)2 + η2λx2 , λ ∈ Sp(A>A) . (106)
Let us fix λ > 0 belonging to Sp(A>A). For simplicity, let us note α2 = η2λ. We can then notice that this
polynomial can be factorized as
(x− 1)2(x− β)2 + (αx)2 = ((x− 1)(x− β) + iαx) ((x− 1)(x− β)− iαx) (107)
Then the roots of these 2 quadratic polynomials are
z1 =
1 + β + iα+ ((1 + β + iα)2 − 4β)1/2
2
, z2 =
1 + β + iα− ((1 + β + iα)2 − 4β)1/2
2
(108)
z3 =
1 + β − iα+ ((1 + β − iα)2 − 4β)1/2
2
and z4 =
1 + β − iα− ((1 + β − iα)2 − 4β)1/2
2
. (109)
where z1/2 is the complex square root of z with positive imaginary part. Our goal is going to be to show that x1
has a magnitude larger than 1.
Let us call z := (1 + β + iα)2 − 4β = (1− β)2 − α2 + 2iα(1 + β). Since −1 ≤ β ≤ 1, this complex has positive
real part and imaginary part. Hence its square root too. Consequently, for β ≥ 0,
|z1|2 = <(z1)2 + =(z1)2 ≥ (1 + β)2 + α2 > 1 (110)
For β < 0 the configuration is a bit more complex since (1 + β)2 + α2 is smaller than 1 for small enough α. We
are going to use the fact that
<(z1/2) =
 
|z|+ <(z)
2
and =(z1/2) =
 
|z| − <(z)
2
(111)
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Then we have that,
<(z1/2) =
 √
((1− β)2 − α2)2 + 4α2(1 + β)2 + (1− β)2 − α2
2
(112)
=
 √
((1− β)2 + α2)2 + 16α2β + (1− β)2 − α2
2
(113)
≥
√
(1− β)2 + α2 + 16 α2βα2+(1−β)2 + (1− β)2 − α2
2
(114)
=
 
(1− β)2 + 8 α
2β
α2 + (1− β)2 (115)
≥ 1− β + 8 α
2β
(1− β)(α2 + (1− β)2) (116)
where for the two inequalities we used
√
1 + x ≤ 1 + x , ∀x ≤ 0. With the same ideas we can lower bound the
Imaginary part of z1/2,
=(z1/2) =
 √
((1− β)2 − α2)2 + 4α2(1 + β)2 − (1− β)2 + α2
2
(117)
=
 √
((1− β)2 + α2)2 + 16α2β − (1− β)2 + α2
2
(118)
≥
√
(1− β)2 + α2 + 16 α2βα2+(1−β)2 − (1− β)2 + α2
2
(119)
=
 
α2 + 8
α2β
α2 + (1− β)2 (120)
≥ α+ 8 αβ
α2 + (1− β)2 (121)
Consequently we can use (116) and (121) to lower bound the magnitude of z1 (defined in Eq. 108) as,
|z1|2 = <(z1)2 + =(z1)2 (122)
≥
Ç
1− β + 4 α
2β
(1− β)(α2 + (1− β)2)
å2
+
Ç
α+ 4
αβ
α2 + (1− β)2
å2
(123)
≥ (1− β)2 + 8 α
2β
α2 + (1− β)2 + α
2 + 8
α2β
α2 + (1− β)2 (124)
= (1− β)2 + α2 + 16 α
2β
α2 + (1− β)2 (125)
For −1/16 ≤ β < 0 we have that α2 + 16 α2βα2+(1−β)2 ≥ 0. Hence,
|z1|2 ≥ (1− β)2 = (1 + |β|)2 , ∀ − 1/16 ≤ β < 0 (126)
To conclude this proof we just need to combine Proposition 3 with Lemma 3 saying that if the spectral radius is
strictly larger than 1 then the iterates diverge.
D.6 Proof of Thm. 6
Proposition’ 2. The eigenvalues of ∇F altη,β are the roots of the 4th order polynomials:
(x− 1)2(x− β1)(x− β2) + η1η2λx3 , λ ∈ Sp(A>A) (127)
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Particularly for β1 = β2 = 0 and η1η2 = η2 we get
Pλ(x) = x
2((x− 1)2 + η2λx) , λ ∈ Sp(A>A) (128)
Giving the following set of eigenvalues,
{0} ∪
{
1 + η
−ηλ±√η2λ2 − 4λ
2
: λ ∈ Sp(A>A)
}
(129)
Particularly for β1 = − 12 and β2 = 0 we get
x[(x− 1)2(x+ 12 ) + η2λx2] , λ ∈ Sp(A>A) (130)
proof of Proposition 2. Let us recall the definition of F altη,β , (for compactness we note F
alt
η,β = F
alt
η1,η2,β1,β2
)
F altη,β

θt
ϕt
θt−1
ϕt−1)
 :=

θt − η1Aϕt + β1(θt − θt−1)
ϕt + η2A
>θt+1 + β2(ϕt −ϕt−1)
θt
ϕt
 (131)
=

θt − η1Aϕt + β1(θt − θt−1)
ϕt + η2A
>(θt − η1Aϕt + β1(θt − θt−1)) + β2(ϕt −ϕt−1)
θt
ϕt
 (132)
Hence, the matrix F altη,β is,
F altη,β =

(1 + β1)Id −η1A
(1 + β1)η2A
> (1 + β2)Ip − η1η2A>A
−β1Id 0d,p
−β1η2A> −β2Ip
Im 0m
 (133)
Then the characteristic polynomial of F altη,β is equal to
χ(X) =
∣∣∣∣∣∣∣∣∣
(X − 1− β1)Id η1A β1Id 0d,p
−(1 + β1)η2A> (X − 1− β2)Ip + η1η2A>A β1η2A> β2Id
−Id 0d,p XId 0d,p
0p,d −Ip 0p,d XIp
∣∣∣∣∣∣∣∣∣ (134)
=
∣∣∣∣∣∣∣∣∣
(X − 1− β1 + β1X )Id η1A β1Id 0d,p
−(1 + β1 + β1X )η2A> (X − 1− β2 + β2X )Ip + η1η2A>A β1η2A> β2Ip
0d 0d,p XId 0d,p
0d,p 0p 0p,d XIp
∣∣∣∣∣∣∣∣∣ (135)
Where in the last line we added the third block column multiplied by 1X to the first one.Then we have
χ(X) =
∣∣∣∣∣∣∣∣∣
(X − 1− β1 + β1X )Id η1A β1Id 0d,p
−Xη2A> (X − 1− β2 + β2X )Ip 0p,d β2Ip
0d 0d,p XId 0d,p
0d,p 0p 0p,d XIp
∣∣∣∣∣∣∣∣∣ (136)
where we added to the second block line the first block line by −η2A>. Then our determinant is triangular by
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squared blocks of size m×m and we can write,
χ(X) = det(XIm)
∣∣∣∣∣(X − 1− β1 + β1X )Id η1A−Xη2A> (X − 1− β2 + β2X )Ip
∣∣∣∣∣ (137)
=
∣∣∣∣∣(X(X − 1− β1) + β1)Id Xη1A−X2η2A> (X(X − 1− β2) + β2)Ip
∣∣∣∣∣ (138)
=
∣∣∣∣∣(X − 1)(X − β1)Id Xη1A−X2η2A> (X − 1)(X − β2)Ip
∣∣∣∣∣ (139)
=
∣∣∣∣∣(X − 1)(X − β1)Id + η1η2A>A X
3
(X−1)(X−β2) Xη1A
0p,d (X − 1)(X − β2)Ip
∣∣∣∣∣ (140)
Now we can diagonalize A>A to get,
χ(X) = (X − β1)d−r(X − β2)p−r(X − 1)p+d−2r
r∏
k=1
Ä
(X − 1)2(X − β2)(X − β1) + η1η2X3λk
ä
(141)
where (λk)1≤k≤r are the positive eigenvalues of A>A of rank r. Particularly, when β1 = β2 = 0 we have that,
χ(X) = Xm(X − 1)m−2r
r∏
k=1
Ä
(X − 1)2 + η1η2Xλk
ä
(142)
We report the maximum magnitudes of the eigenvalues of the polynomial from Prop. 2 in Fig. 7. We observe that
they are smaller than 1 for a large choice of step-size and momentum values. This is a satisfying numerical result
but we want analytical convergence rates. This is what we prove in Thm. 6.
Theorem’ 6. If we set η ≤ 1σmax(A) , β1 = − 12 and β2 = 0 then we have
∆t+1 ∈ O
Ä
max{ 12 , 1− ησmin(A)4 }t∆0
ä
(143)
If we set β1 = 0 and β2 = 0, then there exists M > 1 such that for any η1, η2 ≥ 0, ∆t = Ω(∆0).
Proof. In Lemma 2 we showed of the affine transformations θt → U(θt − θ∗) and ϕt → V (ϕt −ϕ∗) allow us to
work on the span of a diagonal matrix D. Then in that case the eigenspace of D do not interact with each other.
In the sense that for each coordinate of [U(θt − θ∗)]i and [V (ϕt −ϕ∗)]i (1 ≤ i ≤ r) we have from (36) that®
[U(θt+1 − θ∗)]i = [U(θt − θ∗)]i − η1σi[V (ϕt −ϕ∗)]i + β1[U(θt − θt−1)]i
[V (ϕt+1 −ϕ∗)]i = [V (ϕt −ϕ∗)]i + η2σi[U(θt+1 − θ∗)]i + β2[V (ϕt −ϕt−1)]i
(144)
Consequently we only need to study the 4 dimensional linear operators (1 + β1) −η1σi(1 + β1)η2σi (1 + β2)− η1η2σ2i −β1 0−β1η2σi −β2
I2 02
 (145)
for σ1 ≤ · · · ≤ σr > 0 the positive singular values of A. These equations are a particular case of (133). Using the
proof of Proposition 2 the eigenvalues of these matrices are the solution of
Pi(X) = (X − 1)2(X − β1)(X − β2) + η1η2X3σ2i , 1 ≤ i ≤ r . (146)
We will now consider two case:
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• When, β1 = β2 = 0 we have that,
Pi(X) = X
2((X − 1)2 + η1η2Xσ2i ) , 1 ≤ i ≤ r . (147)
Then the roots of Pi(X) are 0 and two complex conjugate value with a magnitude equal to the constant term of
(X−1)2 +η1η2Xσ2i which is 1. Since these two eigenvalues are different, the matrix (145) is diagonalizable (for
β1 = β2 = 0 we can remove the state augmentation to only work with these two eigenvector). Consequently
our linear operator is diagonalizable and has all its eigenvalues larger than 1 in magnitude, we can then
apply Lemma 3 to conclude that ∆t = Ω(∆0).
• When, β1 = − 12 and β2 = 0, we have that Pi(X) = XQi(X) where
Qi(X) := (X − 1)2(X + 12 ) + η1η2X2σ2i , 1 ≤ i ≤ r . (148)
Then Pi(−1/2) = +η1η2σ
2
i
4 > 0 and Pi(−1) = −2 + η1η2σ2i . If η1η2 < 2σ2
i
we have Pi(−1) < 0. Consequently,
this polynomial has a negative root λ− such that −1 < λ− < − 12 < 0. Moreover the derivative of Qi(X) is
Q′i(X) = (X − 1)(2X + 1) + (X − 1)2 + 2η1η2Xσ2i = (3X − 3− η1η2σ2i )X . (149)
If η1η2 < 32σ2
i
, then Q′i(x) > 0 ,∀x > 0. Since Qi(0) = 1/2 > 0 then Qi(0) > 0 ,∀x ≥ 0 and consequently all
the real roots of Qi are negative.
Since by the root coefficient relationship the sum of the roots of Qi has to be equal to 32 − η1η2σ2i > 0, all
the roots of Qi cannot be real (because the real roots of Qi are negative). Hence Qi has two conjugate roots
λc and λ¯c and one real negative root λr. Moreover the roots coefficient relationship are
3
2
− α = 2<(λc) + λr (150)
0 = |λc|2 + 2λr<(λc) (151)
−1
2
= λr|λc|2 (152)
where we called α = η1η2σ2i . Plugging (150) into (151) we get
0 = |λc|2 + ( 32 − α− λr)λr (153)
Multiplying by λr and plugging (152) in we get
λ2r =
1
3− 2α− 2λr ≤
1
4− 2α (154)
where we used that λr < − 12 . Consequently, since in the theorem we assumed that η1η2 ≤ 1σmax(A)2 , we have
that 1 ≤ α, we have
λ2r ≤
1
2
and |λc|2 ≤ −λr
2
≤
√
4− 2α
2
≤ 1− α/4 (155)
where for the last inequality we used
√
1 + x ≤ 1 + x2 , ∀x ∈ R.
One last thing to say is that the four roots of Pi which are the four eigenvalues of the matrix in (145) are
different and consequently this matrix is diagonalizable.
We can then apply Lemma 3 in a case of a spectral radius strictly smaller that 1 to conclude that,
∆t+1 ≤ max{1/2, 1− η1η2 σmin(A)4 }∆t (156)
where,
∆t := ‖U(θt+1 − θ∗)‖22 + ‖U(θt − θ∗)‖22 + ‖V (ϕt+1 −ϕ∗)‖22 + ‖V (ϕt −ϕ∗)‖22 (157)
= ‖θt+1 − θ∗‖22 + ‖θt − θ∗‖22 + ‖ϕt+1 −ϕ∗‖22 + ‖ϕt −ϕ∗‖22 (158)
because U and V are orthogonal.
