(n) log2 n, k2& (n/k) log n)). For the threedimensional case the expected running time is O(nk2+ min(nlog3n, nk210gn)). The algorithm also works for computing the <k-level in a set of discs, with an expected running time of O(nk + min(n logz n, nk log n)). Furthermore, we give a simple algorithm for computing the order-,4 Voronoi diagram of a set of n points in the plane that runs in expected time O(k(n -k) log n + n log3 n).
Introduction
Arrangements of hyperplanes have been studied for a long time in combinatorial and computational ge-"Work on this paper by P.A. has been supported by Na-Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and, Its date appear, and notice is given that copying is by permission of the Association of Computing Machinery. To copy otherwise, or to republish, requires a fee arrd/or specific permission. 
The idea is that the set L(R, R') corresponds to the structure maintained by the lazy algorithm: in our analysis R will be the current subset and R' will be the subset for which the latest clean-up was performed. of n hyperplanes at level~H (v) < k, and let r < n and /3 > 1 be parameters. The probability that for a random sample R G H oj r hyperplanes the level .!?R(v) of v is more than 2~k~is bounded by 2[eB-1/3-p]2k(r/n).
For P 2 e2, this is bounded by 2exp(-2~k(r/n)). 
For k <4 in n, this is no improvement over the trivial choice of~(r). Hence, our final choice for~(r) is { k, ifk<41nn, (r) := max (2e2k~, 4 In n), otherwise.
This gives us an expected running time of 0(nkrd/21 + n log n min(k[d\21, log fd121 n)), which is optimal for k z log n in the planar case, and for k~log312 n in the three-dimensional case.
Before we state our theorem on computing the~k- where~(r, p/2) = 0( fi(r)2AS(r/~(r))). The same choice of~(r) as before gives us a running time of 0(k2As (n/k) + min(~s (n) log2 n, k2& (n/k) log n)).
This bound subsumes the case of line arrangements, since two lines intersect at most once and Al(n) = n.
The same algorithm also works for a set of discs.
Using the fact that the complexity of the sk-level of a set of n discs is O(nk), it can shown that the expected running time of the algorithm, as in the case of lines, is O(nk + min(n log2 n, nk log n)). We omit the easy details from here. 
time by a lazy randomized incremental algorithm.
(ii) The <k-level of an arrangement of n planes in three-dimensional space can be computed in expected time 0(nk2 + min(n log3 n, nk2 log n)) by a lazy randomized incremental algorithm.
(iii) The Sk-level of an arrangement of n discs in the plane can be computed in expected time O(nk + min(n log2 n, nk log n)), 3
Computing order-k Voronoi diagrams Let P be a set of n points in the plane. The orderk Voronoi diagram of P is the subdivision of the plane into cells such that the k closest points in P are uniquely determined inside each cell. In other words, two points p, g are in the same cell if the k points of P that are closest top are also the k points of P that are closest to q. P can be mapped to a set H = H(P) of planes in three-dimensional space as follows. Lift each point of P to the unit paraboloid U : z = X2 + y2, and take the plane that is tangent to U at that point. The order-k Voronoi diagram of P corresponds to the k-level of H-see for example
The maximum complexity of the order-k Voronoi diagram and, hence, the maximum complexity of the k-level in the situation above, is @(k(n -k)).
We give a simple algorithm that computes the klevel for this case in O(k(n -k) log n + n log3 n) time.
The algorithm is randomized incremental, like the one in the previous section. This time, however, we do not use the lazy paradigm: we clean up the structure after every step. Another difference with the previous algorithm is the following.
In the algorithm for computing the <k-level we observed that at time T-the <k-level of the full set is expected to be contained in the <kr/n-level of the sample. Stated differently, we made an estimation of the real level of a vertex in the arrangement of sample planes based on its level in the sample. We then decided whether or not to discard the vertex based on this estimation. By making our estimations conservatively we ensured that the probability of discarding a "good" vertex was small. This line of attack turns out not to work for computing the exact k-level. So we maintain a portion of the arrangement which is guaranteed to contain the k-level.
In particular, we do not make an estimate of the real level of a vertex based on its level in the sample. Instead we maintain for each vertex in the current arrangement a range of values that is guaranteed to contain its real level. We only discard a vertex when k is not in this range. Thus we are sure that the algorithm produces the right answer. To bound the expected running time of our algorithm, however,
we have to use a probabilistic argument.
As before, we denote by H the set of planes and by H. the first r elements in a random permutation of H. Let A be a simplex in the bottom-vertex triangular ion of the arrangement A(H,).
The conflict list H(A)
of A is the set of planes in H that intersect the interior of A. It remains to analyze the algorithm.
Lemma 5 The expected number oj simplices present at time r is O(rk~logr + r-log2 r).
Proofi
We use an argument based on the E-net theory. Haussler and Welzl [HW87] proved that a random sample R of r planes from a set H of n planes has the following property with probability at least 1 -l/n3: Any line segment s, which do not intersect a plane in R, intersects at most C; log r planes in H, where C is a constant. We now observe that every vertex u of C can be connected to p with a segment s = F lying inside C. Therefore s crosses no more than C: log r planes in H, and we can conclude that the level of v lies between k -4C~log r and k + 4C~log r. The number of vertices in A(H) with this level is bounded by
The probability that a given vertex of A(H) appears in A(H,) is @((~)3). Hence, the total complexity of all active cells (and thus also the number of simplices present) at time r is O(rk~log r + r log2 r). This derivation was under the assumption that the s-net property mentioned above holds for H,. This is true with probability at least 1 -l/n3. If the property is not true for H., we use the trivial bound of 0(r3) on the number of simplices in A(HT).
The expected number of simplices is therefore bounded by
(1 -I/n'). O(rk~Iogr + rlog'r) + (1/n3) . O(r3) = O(rk$ logr + rlog' r).
•l
As in the previous section, the expected running time of the algorithm is bounded by the sum of the sizes of the conflict lists of all simplices ever created during the algorithm.
Using Theorem 1 again (with the appropriate definitions of L and T), we can prove that this quantity is bounded bỹ~O (rk~logr+rlog2r) = 0(nklogn+nlog3n). n v= 1 For k < n/2 this is equal to O(k(n -k) log n + n log3 n).
For k~n/2, we consider the k-level as the (n -k)-level in the arrangement turned upside down, leading to the following theorem.
Theorem
6 The k-level in an arrangement of n planes in three-dimensional space that are all tangent to the unit paraboloid can be computed in expected time O(k(n-k) log n+n log3 n) with a randomized incremental algorithm, using O(k(n-k) log n+n log' n) storage.
Remark. We only used the fact that all planes in the set H are tangent to the unit paraboloid in the analysis of the algorithm; the algorithm itself works for arbitrary sets of planes. Hence, if the complexity of the k-level for arbitrary sets of planes is about the same as in the restricted case of planes tangent to the unit paraboloid, then the running time of our algorithm is also close to optimal in this general case.
Corollary 7 The order-k Voronoi diagram of n points in the plane can be computed in expected time O(k(n -k) log n + n log3 n) with a randomized incremental algorithm that uses O(k(n -k) log n+n log2 n) storage.
4
Concluding Remarks
We have presented algorithms concerning levels in arrangements.
The first algorithm computes the <k-level in an arrangement of curves in the plane or planes in three-dimensional space. The second algorithm computes the exact k-level of a set of planes in three-dimensional space that are tangent to the unit paraboloid; the k-level in this situation corresponds to the order-k Voronoi diagram of a set of points in the plane. The algorithms improve and/or simplify the best known algorithms for these problems. Both algorithms are randomized and incremental.
We improve upon previous randomized incremental algorithms for these problems by being more careful in what to maintain. In particular, previous randomized incremental algorithms for these problems maintained a part of the current arrangement based on the level of that part in the current arrangement. The part that we maintain, on the other hand, is based on the level of that part in the full arrangement. This level is, of course, not known exactly during the algorithm.
For the computation of the <k-level we therefore made an approximation of the level in the full arrangement based on the level in the current arrangement.
For the computation of the exact k-level we maintained a range of values that is guaranteed to cent ain the level in the full arrangement.
Our algorithms are suboptimal when k is very small.
We leave it as an open problem to develop an algorithm that is optimal for all values of k. Another open problem, even in the plane, is to compute the exact k-level in optimal time.
