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1. INTRODUCTION 
Let (X, OZ, m) be a probability space and (Y, S) be a measurable space. The 
set of probability measures h defined on (X x Y, G! x 99) with their first 
marginals X(A x Y) equal to m are called stochastic measures [lg]. They are the 
natural extension of stochastic matrices [2, 11, 151 and contain the set of doubly 
stochastic measures i.e. those X with both marginals equal to m. A large body 
of literature has been produced about stochastic and doubly stochastic matrices 
as well as doubly stochastic measures. A central and active area of research 
concerns questions of the extreme points of these convex sets. Characterizations 
of the extreme points are known for these sets but were not known for the set 
of stochastic measures. J. Feldman’s conjecture that a set can support no more 
than one extreme measure was unanswered in the doubly stochastic as well as 
the stochastic case. The main result of this paper, Theorem 3, gives a simple 
characterization of the extreme points of the stochastic measures and at the same 
time shows that Feldman’s conjecture holds in this set. 
Theorem 4 shows that the set of stochastic measures is compact in the correct 
topology which, with Theorem 3, admits a Choquet representation. Theorem 5 
extends a result due to J. R. Brown [3] and shows that the extreme measures are 
dense in the set of stochastic measures. 
Certain notations will be used throughout this paper. For convenience, we 
list these notations here. 0 << m means the measure 0 is absolutely continuous 
with respect to m. d#dm is the Radon-Nikodym derivative. (f, g)e = 
J-xfW g(x) ‘W4. If no subscript appears, then 8 = m. IA(x) is the characteristic 
or indicator function of the set A. The sets A and B are measurable unless 
otherwise stated. B is the complement of B in X. B - A is the complement 
of A in B. Ext C is the set of extreme points of the convex set C. O-a.e. means 
almost everywhere with respect to the measure 0. O-a.a. means for almost all. 
We will assume the process measures and the measure m are either nonatomic 
or are purely atomic in the sense that if B is an atom, then there is a point in B 
which holds all the mass. 
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2. STOCHASTIC MEASURES 
Let (X, Q‘, m) be a given probability space and let (Y, 5%‘) be a given measurable 
space. Let I’(., .) be a mapping from X x 9 into [0, l] such that P(x, .) is a 
probability measure on (Y, 3) and P(., B) is measurable. Such a function is 
called a Markov transition function, process, or kernel. 
A process is m-conditioned if P(., B) is defined m-a.e., is measurable, and if 
for a fixed sequence of measurable sets Bi which are mutually disjoint we have 
P(x, UB,) = ZP(x, Bi) m-a.e. [9]. All f o our processes will be m-conditioned. 
fn this section, we investigate the probability measures h defined on X X’ Y 
which have m as their first marginal. We call such a measure m-stochastic or 
simply stochastic and call the set of all such measures yV,. If X = Y and both 
marginals are m, then h is doubly stochastic. This set is denoted by ~3~~ . 
THEOREM 1. If h(A x B) = JA P(x, B) m(dx), A in a, B in g, where 
P(x, B) is a Markov kernel, then h extends uniquely to an element of Ym . 
Conversely, if h is in yw, , then there is an m-conditioned Markov kernel such that 
/\(A x B) = jA P(x, B) m(dx). 
Proof. Let A, x Bi be a sequence of mutually disjoint measurable rectangles 
whose union is A x B. Each point (x, y) of A x B is in one and only one 
Ai x Bi . Take Ai, as the collection for which x is in Ai, . Then C la,(x) P(x, BJ 
= C I+(x) P(x, Bi,) = C P(x, Bi,) = IA(x) P(x, B), since UB,, = B. Thus 
x J,,, P(x, Bi) m(dx) = sA P(x, B) m(dx). This allows us to extend h to a 
countably additive set function on the algebra of finite unions of measurable 
rectangles and so /\ can be extended to an element of y;, by the Hahn extension 
theorem [8]. 
Let h be an element of y?,, . Fix B in a. A(A x B) < m(A) and h,(A) = 
h(A x B) is a measure on (X, Q). So the Radon-Nikodym derivative & = 
d/\,/dm is less than or equal to one. Define P(x, B) = h;(x). We have P(x, Y) = 1 
and JA P(x, B) m(dx) = h,(A) = X(A x B). Th e countable additivity of P(x, .) 
follows since JA P(x, UB,) m(dx) = C h(A x BJ = C sA P(x, Bi) m(dx) = 
ji C f’(x, BJ mW f or every set A with the B, disjoint. This concludes the 
proof of Theorem 1. 
If X and Y are topological spaces, we will take @ and a as the Bore1 sets. 
THEOREM 2. Let X and Y be compact Hausdorff spaces. Every Jinitely additive 
nonnegative set function /\ on the algebra of measurable rectangles such that 
/\(A x Y) = m(A) and h(X x B) = 6(B) are regulm finitely additive set functions 
is countably additive and regular. Therefore, X extends uniquely to an element of Ym . 
Proof. If A x B and C x L) are measurable rectangles, then h(A x B - 
C x D) < h(A x B - D) + /\(A - C x B) ,< B(B - D) + m(A - C). Given 
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6 > 0 there is a compact C and a compact D such that B(B - D) < 8 and 
m(A - C) < 8. By Alexandroff’s theorem [S], h is countably additive. Thus by 
Hahn’s extension theorem [g], h extends to an element of Sp,, , which concludes 
the proof of Theorem 2. 
COROLLARY 2. I. Let P( ., .) be a Markov kernel such that for every 6 > 0 and 
set B in 9I we have sX P(x, B - D) m(dx) < &for some compact subset D of B. 
If h(A x B) = JA P(x, B) m(dx), th en A extends to an element of &, zL)hich is 
regular. 
Conversely, each regular element of 9:,, is induced in this way by such a 
process. 
Proof. Let P(., .) be the given process. If X(A x B) = sA P(x, B) m(dx), then 
X(A x Y) = m(A) and B(B - D) = A(X x B - D) = sA P(x, B - D) m(dx) 
< 6. Therefore 0 is regular. By Theorem 2, h extends to a regular element of 
%I . 
The converse part follows immediately from Theorem 1 and the regularity of 
;\ and proves Corollary 2.1. 
The next lemma proved a very useful devise for the doubly stochastic case [IO] 
and will prove to be just as useful in this setting. 
LEMMA 1. If A is an element of 9& with marginal 0 and tf f is in L,(m) and g 
is in Ll(0) then JX,, f (x) A(& dy) = &f (4 m(dx) and Jx,, g(y) h(d.2, dy) = 
J-Y g(Y) WY). 
Proof. .I& IA(x) h(dx, dy) = .I& AXE I (x, y) h(dx, dy) = h(A x I-) = 
m(A) = sxIA(x) m(dx). A standard argument extends this to all of L,(m) and 
completes the proof. 
Clearly the set 9m is convex and therefore the question of extreme points 
arise. One characterization of the extreme points of =%& is known [6, IO], however 
many questions about these extreme points remain unanswered. For instance, 
J. Feldman conjectured that, given an extreme point /\ of 9?,, and a second 
element of the set, h’, such that h’ <h, we would find h’ = h [5, 71. One thing 
that is known about these extreme points is that they are singular with respect 
to the product measure m x m [6]. It has also been shown that the measure 
preserving maps on X induce measures which form a dense subset of gnL in a 
certain topology. Such measures are extreme [4]. All of these results assume 
more structure on (X, @, m) than we have yet assumed. Usually these results 
need a Lebesgue space. 
In the case of 9m with X = Y, the question of extreme points is quite easy 
and is answered by the following theorem. From this point on, we assume the 
spaces (X, G!) and (Y, 9) are the same and Y will be replaced by X. We now 
state our main Theorem. 
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THEOREM 3. h is in Ext Cz71 z.and only zjc the kernel P(x, B) which induces h is 
IB(g(x)) m--a.e. where g is a measurable map of X into itseEf. Furthermore (h, g) 
is a one to one pairing. 
Proof. Suppose for each x in a set A, m(A) ;- 0, there is a set B(x) with 
P(x, B(x)) > 0 and P(x, B(x)) > 0. If 0 < S(x) < min[P(x, B(x)), P(x, B(x))], 
and S’(x) - G(x)/P(x, B(x)), and S”(x) = G(x)/P(x, B(x)), then 
P’(x, B) = (1 + S’(X)) P(x, B(x) n B) + (1 - S’(X)) P(x, B(x) n B), 
P”(x, B) = (1 - S’(x)) P(x, B(x) n B) + (1 + 6”(x)) P(x, B(X) n B), 
is x is in -4, and P’(x, B) = P”(x, B) = P(x, B) otherwise, are Markov kernels. 
By Theorem I, they induce two elements of Yn, , A’ and A”, and $(A’ + A”) = A. 
Given an element, A, of 9$, we have two cases. First, for x in A 
with m(A) > 0, P(x, y) = 0 for every y in X. In this case, any set B with 
P(x, B) > 0 must be uncountable. This also implies that B is not an atom and 
so there exist two subsets of B, disjoint from one another, and possessing 
positive measure. Therefore, h is not extreme. In the second case, we have some 
y, given x, for which P(x, y) > 0 and this must hold m-a.e. Then P(x, X - y) 
= 0, if h is to be extreme. 
Define g(s) = y if and only if P(x, y) > 0. The above says that if h is extreme, 
then g is a well defined function from X to X. We want to show that g is measur- 
able, and, up to sets of measure zero, g is uniquely associated with A. 
First notice P(x, B) = I,(g(x)) by the definition of g. Furthermore, P(., B) 
is measurable. Then for fixed B, (x: P(x, B) > TV} is a measurable set. That is, 
0 < a < I, (x: I,(g(x)) > a} = g-l(B) 1s measurable for every measurable 
set B. 
Now suppose a second stochastic measure, A’, is supported exactly on the 
graph of g, but that A’ # A. We have that h(A x B) = sA P(x, B) m(dx) = 
JA b(g(4) m(dx) = m(A n g-VW. S o , f or some A x B, we have h’(A x B) = 
h(A x B) --_ m(A n g-l(B)), m(A) > 0. Let A’ == {x: g(x) in B}. h’(A’ x B) 
= 0. Thus sA, P/(x, B) m(a’x) = 0 and P’(x, B) = 0 m-a.e. on A’, where 
P’(., .) is the kernel of A’. Therefore, it must be that P’(x, B) = Is(g(x)) m-a.e. 
on A’. In order that P’(x, B) # P(x, B) on some set A with positive m-measure, 
we must have that m(x E A: g(x) E B) = m(A n 2) > 0 and P’(x, B) < 1 on 
A n A’. Then m(A n 2) = X’((A n d’) x X) = h’((A n A’) x B) + 
h’((i2 n $) x B) = /\‘((A n 2) x B) since g(A n 2) n B is empty. So, 
m(A n 2) = sanp P’(x, B) m(A) < jAna m(A) = m(A n x), a contradic- 
tion. Then A’ = A. 
If P(x, B) = lo-,-la(x) = tPr(x, B) + (1 - t) Pz(x, B), we have Pl(x, B) = 
Pz(x, B) = 0 when g(x) is not in B and Pl(x, B) = P2(x, B) = 1 when g(x) is 
in B. Therefore h is extreme and the proof of Theorem 3 is complete. 
Theorem 3 answers the Feldman conjecture for stochastic measures since, if 
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X’ Q h and X is extreme, then X’ has the same support function as h and therefore 
equals X. 
The fact that the elusive conjecture made by Feldman can be answered in g,:,, 
while avoiding solution in B?,,, (even though attacked by such mathematicians as 
R. G. Douglas, J. Feldman and J. Lindenstrauss) is justification enough for the 
study of z:,, . However, our final two results show that two of the most important 
properties of 9wL extend to x,, , those of compactness and weak-approximation 
by the extreme points of 9,,L . 
Let X be a complete, separable, metric space (a Polish space). TS,,, is a subset 
of the unit ball of C*(X x X), the dual space of the continuous functions on 
X x X. As such, 3& has a metrizable topology induced by the C(X x X) 
topology on C*(X x X). C(X x X) is separable in its usual norm [8; Thm. 1, 
pg. 4261. 
If h, is a net which converges to h in this induced C(X x X) topology, then 
Jxxxf(x, y) h,(dx, dy) converges to Jxxxf(x, y) X(&z, dy) for allf in C(X x X). 
Therefore, .fx,, f(x) 4#x, dr) converges to jxxx f(x) Wx, 4). How- 
ever, Lemma 1 says that Jxxxf(z) h,(dx, dy) = Jxf(x) m(dx) so that 
Jxxxf(x) h(dx, dy) = Jxf(x) m(dx). If we now replace f(x) by IA(x), we have 
A(A x X) = m(A) and that h is a stochastic measure. 
Since X and X x X are metric spaces, all measures are regular, [8; pg. 1701. 
We have proven the following theorem. 
THEOREM 4. If X is a Polish space, then y7, is a compact metrizable space in 
the induced C(X x X) topology. 
COROLLARY 4.1. For each stochastic measure A there is a probability measure p, 
defined on 9?,?,, with J&, f(x, Y) Ydx, 44 = .I- Zd.fxxxf(~~ Y) r(k 44) Pk44 
for every f in C(X x X), and such that p, is supported exactly on those stochastic 
measures induced by I,(g(x)) for some measurable function g. 
Proof. See Choquet’s theorem, [12]. 
THEOREM 5. Let X be the unit interval and m be Lebesgue measure. Ext Ym 
is dense in Y,, with the induced C(X x X) topology. 
Proof. Let h be a stochastic measure. Let f and h be in C(X). Choose a set of 
disjoint intervals X, , X, ,. .., X, such that X = (JX, andf(x) h(y) varies by no 
more than a previously given S > 0 on each Xi x Xj . Such a partition exists 
because of uniform continuity. Furthermore, Cj X(Xi x Xi) = m(X,) so we 
can form a set of disjoint intervals Xi, , Xi, , . . , Xi, from Xi where Xi = vi Xij 
and m(Xij) = A(Xi x Xj). Let gii be a linear function mapping Xii onto Xi . 
If g(x) = g&x) when x is in Xij , we have that h,(X, x Xj) = m(X, n g--1(X,)) 
= m(Xzj) = h(Xi X Xj). 
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Thus, A, is an extreme stochastic measure and the proof of Theorem 5 is com- 
plete. 
One rather large hole in the theory of Y& is that of the corresponding operator 
on L,,(m). If the measure is doubly stochastic, then the process preserves the 
measure m. This allows the definition of an operator T which maps L,(m) into 
L,(m) and such that T is a positive contraction with T*l = Tl = 1. Such an 
operator is called doubly stochastic. By restricting the domain of the operator to 
C(X) or by removing the condition that T*l = Tl (in this latter case m is no 
longer invariant), we obtain the Markov operator. Both of these classes of 
operators continue to draw much attention [l, 4, 13, 14, 161. In *z,,, , the operator 
which the process induces may not carry L,(m) into L,(m), thus this rather 
pleasing and important aspect of the measure is lost. In a later paper, we hope to 
investigate those measures in Ym which do admit such an operator. 
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