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ABSTRACT
The present dissertation studies cellular automata whose cell spaces are
not as usual the integers or groups but merely sets that are acted trans-
itively upon by groups. These cell spaces can be continuous like the
real numbers acted upon by translations or the sphere acted upon by
rotations, or discrete like vertex-transitive graphs acted upon by graph
automorphisms or uniform tilings of the hyperbolic plane acted upon by
tiling-respecting bijections. As usual all cells have a state which they
change synchronously in discrete time steps depending on the states
of neighbouring cells as described by a local transition function. This
global behaviour is represented by the global transition function, which
maps global states of the automaton, so-called global configurations, to
such.
Among others the following questions are investigated: Which prop-
erties of the local transition function are necessary and sufficient for the
global transition function to be equivariant under translations (com-
mute with the induced action on global configurations)? Is the com-
position of global transition functions itself a global transition function
and if it is, of which cellular automaton (see chapter 1)? Can global
transition functions be pulled or pushed onto quotients, products, re-
strictions, and extensions of their cell spaces and if they can, how do
the corresponding cellular automata change (see chapter 2)? Are global
transition functions for a well chosen topology (or uniformity) on the
set of global configurations characterised by equivariance under transla-
tions and (uniform) continuity? Is the inverse of a bijective global tran-
sition function itself a global transition function (see chapter 3)? On
which cell spaces are global transition functions surjective if and only if
they are pre-injective (see chapter 5)? How can such cell spaces be char-
acterised (see chapter 4)? Can these questions be answered for restric-
tions of global transition functions to translation invariant and compact
subsets of the set of global configurations (see chapters 6 and 7)? Is
there an optimal-time algorithm for the firing squad synchronisation
problem on (continuous) graph-shaped cell spaces (see chapter 8)?
equivariance and composition
On groups global transition functions are equivariant under transla-
tions and the composition of global transition functions is a global
transition function. On general cell spaces this is only the case if the
local transition function has certain symmetries. Broadly speaking,
these symmetries swallow changes of orientation that can be caused
by translations and they prevent that composition produces asymmet-
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ries that contradict the local and uniform inner workings of cellular
automata.
quotients, products, restrictions, and extensions
If the neighbourhood of a cellular automaton is included in some di-
mensions, then the automaton and its global transition function can
be restricted to these dimensions and, analogously, both can be pulled
onto the quotient of the cell space modulo the other dimensions. Con-
versely, a cellular automaton can be extended to a superset of its cell
space and, if the cell space is a quotient, it can be pushed onto the set
that underlies the quotient.
characterisation by equivariance and continuity
Because a global step of a cellular automaton is local and uniform in
each cell, global transition functions of cellular automata on groups are
characterised by equivariance under translations and (uniform) continu-
ity with respect to a well chosen topology (or uniformity) on the set of
global configurations. On general cell spaces such a characterisation is
again only possible if the local transition function has certain symmet-
ries. It follows from such a characterisation and topological theorems
that the inverse of a bijective global transition function is itself a global
transition function.
equivalence of surjectivity and pre-injectivity
Maps on finite sets are surjective if and only if they are injective. The
set of global configurations is in general infinite but, as compensation,
global transition functions are local and uniform. And indeed, global
transition functions of cellular automata over the integers are surjective
if and only if they are pre-injective, where pre-injectivity is essentially
injectivity on global configurations with finite support. On groups this
equivalence is only satisfied if the group is amenable, where amenability
means in a sense that the group behaves like a finite group. On general
cell spaces one can also find a notion of amenability such that the
before-mentioned equivalence holds.
restrictions to shift spaces
Sometimes it is reasonable to restrict the domain of a global transition
function to certain global configurations. For example in the case that
the input and the intermediate global configurations that occur in cal-
culations performed by the automaton are of a certain form. Such sets
of global configurations should for technical reasons be invariant under
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translations and compact and they are called shift spaces. Are such
restrictions of global transition functions surjective if and only if they
are pre-injective? Yes, at least if the cell space is amenable and the
shift space is of finite type and strongly irreducible, which more or less
means that it is generated by finitely many forbidden finite patterns
and that two allowed finite patterns that are far enough apart can be
embedded in a global configuration of the shift space.
the firing squad synchronisation problem
A cellular automaton solves the firing squad synchronisation problem if,
for each connected and finite region on which one cell is distinguished
and whose other cells are in a quiescent state, after finitely many steps
all cells of the region transit at the same time into a so-called fire state
and this state does not occur before. In dimension one, on rectangles
in dimension two, and for other special cases, there are optimal-time
algorithms for this problem but not in general. In the present thesis,
an optimal-time algorithm on (continuous) graph-shaped cell spaces is
presented, which needs unbounded many states but uses these solely
for simple geometrical constructions.
KURZFASSUNG
In der vorliegenden Dissertation werden Zellularautomaten untersucht,
deren Zellraum nicht wie üblich die ganzen Zahlen oder eine Gruppe
ist sondern lediglich eine Menge auf der eine Gruppe transitiv operiert.
Diese Zellräume können kontinuierlich sein, wie beispielsweise die reel-
len Zahlen mit der Operation durch Verschiebungen oder die Sphäre
mit der Operation durch Drehungen, oder diskret, wie beispielsweise
knoten-transitive Graphen mit der Operation durch Graphautomor-
phismen oder gleichförmige Parkettierungen der hyperbolischen Ebe-
ne mit der Operation durch parkettierungserhaltende Bijektionen. Wie
üblich haben alle Zellen einen Zustand, den sie synchron, in diskreten
Zeitschritten, in Abhängigkeit der Zustände benachbarter Zellen und
wie von einer lokalen Überführungsfunktion vorgeschrieben, wechseln.
Dieses globale Verhalten wird von der globalen Überführungsfunktion
beschrieben, welche Gesamtzustände des Automaten, sogenannte glo-
bale Konfigurationen, auf ebensolche abbildet.
Unter anderen werden die folgenden Fragestellungen behandelt: Un-
ter welchen Bedingungen an die lokale Überführungsfunktion ist die
globale Überführungsfunktion verschiebungsäquivariant (verträgt sich
mit der induzierten Gruppenoperation auf globalen Konfigurationen)?
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Ist die Komposition zweier globaler Überführungsfunktionen wieder ei-
ne globale Überführungsfunktion und wenn ja, von welchem Zellular-
automaten (siehe Kapitel 1)? Können globale Überführungsfunktionen
auf Quotienten, Produkte, Einschränkungen und Erweiterungen ihrer
Zellräume gezogen werden und wenn ja, wie wandeln sich dabei die
zugehörigen Zellularautomaten (siehe Kapitel 2)? Sind globale Über-
führungsfunktionen nach geeigneter Wahl einer Topologie (oder Uni-
formität) auf der Menge der globalen Konfigurationen durch Verschie-
bungsäquivarianz und (gleichmäßige) Stetigkeit charakterisiert? Ist die
Umkehrfunktion einer bijektiven globalen Überführungsfunktion wie-
der eine globale Überführungsfunktion (siehe Kapitel 3)? Auf welchen
Zellräumen sind globale Überführungsfunktionen genau dann surjektiv,
wenn sie prä-injektiv sind (siehe Kapitel 5)? Auf welche Weisen können
derartige Zellräume charakterisiert werden (siehe Kapitel 4)? Können
diese Fragen auch für Einschränkungen globaler Überführungsfunktio-
nen auf verschiebungsinvariante und kompakte Teilmengen der Men-
ge der globalen Konfigurationen beantwortet werden (siehe Kapitel 6
und 7)? Gibt es einen Optimalzeitalgorithmus für das „Firing Squad
Synchronisation Problem“ auf (kontinuierlichen) graph-förmigen Zell-
räumen (siehe Kapitel 8)?
verschiebungsäquivarianz und komposition
Auf Gruppen sind globale Überführungsfunktionen verschiebungsäqui-
variant und die Komposition zweier globaler Überführungsfunktionen
ist eine globale Überführungsfunktion. Auf allgemeineren Zellräumen
ist dies nur dann der Fall, wenn die lokalen Überführungsfunktionen ge-
wisse Symmetrien aufweisen. Salopp ausgedrückt schlucken diese Sym-
metrien Orientierungsänderungen, die bei Verschiebungen auftreten kön-
nen, und sie verhindern, dass bei der Komposition Asymmetrien entste-
hen, die der lokalen und uniformen Arbeitsweise von Zellularautomaten
widersprechen.
quotienten, produkte, einschränkungen und erwei-
terungen
Erstreckt sich die Nachbarschaft eines Zellularautomaten nur in einige
Dimensionen, so ist dieser und seine globale Überführungsfunktion auf
eben diese Dimensionen einschränkbar und analog können beide auf
den Quotienten des Zellraums mit den anderen Dimensionen gezogen
werden. Umgekehrt lässt sich ein Zellularautomat auf eine Obermenge
seines Zellraums erweitern und, falls dieser ein Quotient ist, auf die




Da ein globaler Schritt eines Zellularautomaten lokal und uniform in
jeder Zelle ist, sind globale Überführungsfunktionen von Zellularauto-
maten auf Gruppen nach geeigneter Wahl einer Topologie (oder Uni-
formität) auf der Menge der globalen Konfigurationen durch Verschie-
bungsäquivarianz und (gleichmäßige) Stetigkeit charakterisiert. Auf all-
gemeineren Zellräumen ist eine solche Charakterisierung abermals nur
unter zusätzlichen Bedingungen an die lokale Überführungsfunktion
möglich. Insbesondere folgt aus einer solchen Charakterisierung und
Sätzen der Topologie, dass die Umkehrfunktion einer bijektiven glo-
balen Überführungsfunktion wieder eine globale Überführungsfunktion
ist.
äquivalenz von surjektivität und prä-injektivität
Abbildungen auf endlichen Mengen sind genau dann surjektiv, wenn sie
injektiv sind. Die Menge der globalen Konfigurationen ist im Allgemei-
nen unendlich, aber dafür sind globale Überführungsfunktionen lokal
und uniform. Tatsächlich sind globale Überführungsfunktionen von Zel-
lularautomaten auf den ganzen Zahlen genau dann surjektiv, wenn sie
prä-injektiv sind, wobei Prä-Injektivität im Wesentlichen Injektivität
auf globalen Konfigurationen mit endlichem Träger ist. Auf Gruppen
gilt diese Äquivalenz nur dann, wenn die Gruppe mittelbar ist, wobei
Mittelbarkeit in gewissem Sinne sicherstellt, dass sich die Gruppe wie
eine endliche Gruppe verhält. Auf allgemeineren Zellräumen kann man
ebenfalls einen derartigen Mittelbarkeitsbegriff so finden, dass die vor-
hin erwähnte Äquivalenz gilt.
einschränkungen auf verschiebungsräume
Manchmal ist es sinnvoll den Definitionsbereich einer globalen Überfüh-
rungsfunktion auf bestimmte globale Konfigurationen einzuschränken,
beispielsweise dann, wenn die Eingaben und die bei der Berechnung
auftretenden Zwischenergebnisse nur von einer gewissen Form sind. Sol-
che Mengen globaler Konfigurationen sollten aus technischen Gründen
verschiebungsinvariant und kompakt sein und werden Verschiebungs-
räume genannt. Auch für solche globale Überführungsfunktionen stellt
sich die Frage ob sie genau dann surjektiv sind, wenn sie prä-injektiv
sind. Dies ist zumindest dann der Fall, wenn der zugrundeliegende Zell-
raum mittelbar ist und der Verschiebungsraum streng irreduzibel ist,
was in etwa bedeutet, dass man zwei erlaubte Muster, sofern man sie
weit genug voneinander entfernt, in eine globale Konfiguration des Ver-
schiebungsraums einbetten kann.
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the firing squad synchronisation problem
Ein Zellularautomat löst das „Firing Squad Synchronisation Problem“,
wenn für jedes zusammenhängende und endliche Gebiet auf dem eine
Zelle ausgezeichnet ist und deren andere Zellen sich im Ruhezustand
befinden, nach endlich vielen Schritten alle Zellen des Gebiets gleich-
zeitig in einen sogenannten Feuerzustand übergehen und dieser vorher
nicht vorkommt. Im Eindimensionalen, auf Rechtecken im Zweidimen-
sionalen, und für andere Spezialfälle gibt es Optimalzeitalgorithmen für
dieses Problem, jedoch nicht im Allgemeinen. In dieser Arbeit wird erst-
mals ein Optimalzeitalgorithmus auf (kontinuierlichen) graph-förmigen
Zellräumen vorgestellt, der zwar unbeschränkt viele Zustände benötigt,
diese aber nur für einfache geometrische Konstruktionen verwendet.
viii
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abstract. We introduce cellular automata whose cell spaces are
left-homogeneous spaces; show that their global transition functions
are equivariant, determined by their behaviour at one point, and closed
under composition; and construct automata from others by taking quo-
tients and products, restrictions and extensions. Examples of left-ho-
mogeneous spaces are spheres, Euclidean spaces, as well as hyperbolic
spaces acted on by isometries; uniform tilings acted on by symmetries;
vertex-transitive graphs, in particular, Cayley graphs, acted on by auto-
morphisms; groups acting on themselves by multiplication; and integer
lattices acted on by translations.
remark. Some parts of this chapter appeared in the paper „Cellu-
lar Automata on Group Sets and the Uniform Curtis-Hedlund-Lyndon
Theorem“[Wac16a] and they generalise parts of sections 1.1 to 1.5 of
the monograph „Cellular Automata and Groups“[CC10] and parts of
the paper „Cellular Automata on a G-Set“[Mor11].
motivation. In the first chapter of the monograph „Cellular Au-
tomata and Groups“[CC10], Tullio Ceccherini-Silberstein and Michel
Coornaert develop the theory of cellular automata whose cell spaces
are groups. Examples of groups are abound: The integer lattices and
Euclidean spaces with addition (translation), the one-dimensional unit
sphere embedded in the complex plane with complex multiplication
(rotation), and the vertices of a Cayley graph with the group structure
it encodes (graph automorphisms).
Yet, there are many structured sets that do not admit a structure-
preserving group structure. For example: Each Euclidean n-sphere,
except for the zero-, one-, and three-dimensional, does not admit a
topological group structure; and the Petersen graph does not admit an
adjacency-preserving group structure on its vertices. However, these
structured sets can be acted on by subgroups of their automorphism
group by function application. For example Euclidean n-spheres can
be acted on by rotations about their centres and graphs can be acted
on by adjacency-preserving permutations of their vertices.
Moreover, there are structured groups that have more symmetries
than can be expressed by the group structure. The integer lattices
and the Euclidean spaces under addition, for example, are groups, but
1
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addition expresses only their translational symmetries but not their
rotational and reflectional ones. Though, they can be acted on by
arbitrary subgroups of their symmetry groups, like the ones generated
by translations and rotations.
The general notion that encompasses these structure-preserving ac-
tions is that of a group set, that is, a set that is acted on by a group. A
group set M acted on by G such that for each tuple (m,m′) ∈M ×M
there is a symmetry g ∈ G that transports m to m′ is called left-ho-
mogeneous space and the action of G on M is said to be transitive. In
particular, groups are left-homogeneous spaces — they act on them-
selves on the left by multiplication.
In this chapter, we develop the theory of cellular automata whose
cell spaces are left-homogeneous spaces. These cellular automata are
defined so that their global transition functions are equivariant un-
der the induced group action on global configurations. Depending on
the choice of the cell space, these actions may be plain translations
but also rotations and reflections. Exemplary for the first case are in-
teger lattices that are acted on by translations; and for the second case
Euclidean n-spheres that are acted on by rotations, but also the two-
dimensional integer lattice that is acted on by the group generated by
translations and the rotation by 90°.
Sébastien Moriceau defines and studies a more restricted notion of
cellular automata over group sets in his paper „Cellular Automata on
a G-Set“[Mor11]. He requires sets of states and neighbourhoods to be
finite. His automata are the global transition functions of what we
call semi-cellular automata with finite set of states and finite sufficient
neighbourhood. For these he proves many results that are analogous
to those in the present chapter, though he uses different techniques.
His automata obtain the next state of a cell by translating the global
configuration such that the cell is moved to the origin, restricting that
configuration to the neighbourhood of the origin, and applying the
local transition function to that local configuration. Our automata
obtain the next state of a cell by determining the neighbours of the
cell, observing the states of that neighbours, and applying the local
transition function to that observed local configuration. The obtained
states are the same, but the viewpoints are different, which manifests
itself in proofs and constructions.
To determine the neighbourhood of a cell we let the relative neigh-
bourhood semi-act on the right on the cell. That right semi-action is
to the left group action what right multiplication is to the correspond-
ing left group multiplication. Many properties of cellular automata are
a consequence of the interplay between properties of that semi-action,
translations of global configurations, and rotations of local configura-
tions. That semi-action allows us to define the notion of right ame-
nability for left-homogeneous spaces (see chapter 4) and to prove the
Garden of Eden theorem for automata over such spaces (see chapter 5),
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which states that each such automaton is surjective if and only if it
is pre-injective. For example finitely right-generated left-homogeneous
spaces of sub-exponential growth are right amenable, in particular, quo-
tients of finitely generated groups of sub-exponential growth by finite
subgroups acted upon by left multiplication.
contents. In section 1.1 we motivate the definition of semi-cellular
and cellular automata on left-homogeneous spaces by a geometrical in-
terpretation of traditional cellular automata on the two-dimensional
integer lattice. In section 1.2 we introduce left group actions and
our prime examples, which illustrate phenomena that cannot be en-
countered in groups acting on themselves on the left by multiplication.
In section 1.3 we introduce coordinate systems, cell spaces, and right
quotient set semi-actions that are induced by transitive left group ac-
tions and coordinate systems. In section 1.4 we introduce semi-cellular
and cellular automata. In section 1.5 we show that a global transition
function does not depend on the choice of coordinate system, is equi-
variant under the induced left group action on global configurations, is
determined by its behaviour in the origin, and that the composition of
two global transition functions is a global transition function.
1.1 introduction
Informally, a traditional two-dimensional cellular automaton is a reg-
ular grid of similar finite-state machines working in synchrony whose
inputs are the states of neighbouring machines. Formally, it is a quad-
ruple made up of the set M = Z2 of cells, a finite set Q of states, a
finite subset N of Z2 — the (relative) neighbourhood (think of vectors)
—, and a local transition function δ from QN to Q. The maps in QN
are local configurations and the maps in QM are global configurations.
The neighbourhood of a cell m is m+N and the local configuration
that is observed by a cell m in a global configuration c is the map
c(m+_)↾N : N → Q,
n 7→ c(m+ n).
The global transition function is the map








The state ∆(c)(m) is determined by applying the local transition func-
tion to the local configuration observed by m in c. Because the local
transition function is the same for all cells, the map ∆ is uniform. And,
because the local configuration that is observed by a cell is determined
by the states of its finitely many neighbours, the map ∆ is local.
4 cellular automata
The translations of global configurations are the maps t ▶_, for t ∈
Z2, where








The global transition function is equivariant under translations (be-
cause it is uniform), which means that
∀ t ∈ Z2 ∀ c ∈ QM : ∆(t ▶ c) = t ▶ ∆(c),
and it is continuous with respect to the prodiscrete topology on QM
(because it is local), which means that
∀O ⊆ QM open : ∆−1(O) is open.
Conversely, each map ∆ on QM with these two properties is the global
transition function of a cellular automaton. This characterisation of
global transition functions is known as Curtis-Hedlund-Lyndon the-
orem. It follows from this theorem and basic topology that the inverse
of a bijective global transition function is itself a global transition func-
tion. Moreover, because global transition functions are uniform, they
are determined by their behaviour in the origin; and, because the com-
position of two global transition functions is uniform and local, it is
itself a global transition function.
The cells of the cellular automaton can be restricted to the group
that is generated by the neighbourhood. For example, if N is the set
{(−1, 0), (0, 0), (1, 0)}, then the quadruple made up of the set Z×{0}
of cells, the set Q of states, the neighbourhood N , and the local tran-
sition function δ is a cellular automaton over Z× {0}. Its global tran-
sition function is the map ∆′ : QZ×{0} → QZ×{0}, c 7→ [(m1, 0) 7→
δ(c((m1, 0) + _)↾N )] and the global transition function ∆ of the ori-
ginal automaton is essentially the product ∏z∈Z ∆′. Similarly, because
N has only the origin in common with the normal subgroup {0} ×Z
of Z2, the original automaton induces one whose set of cells is the
quotient group Z2/({0} ×Z).
Each subset X of the phase space QM has an entropy, which is a
number that measures the complexity of X. More precisely, it is the
asymptotic growth rate of the number of square-shaped patterns that
occur in X for squares about the origin of increasing sizes. Because the
boundaries of large enough squares in M are negligible with respect
to the squares themselves, it follows from the locality of the global
transition function ∆ that the entropy of ∆(QM ) is not greater than
the one of QM . Using this one can show that ∆ is surjective if and
only if ∆(QM ) has maximal entropy, and that ∆(QM ) has maximal
entropy if and only if ∆ is pre-injective. This establishes the Garden
of Eden theorem, which states that ∆ is surjective if and only if it is
pre-injective.
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Cellular automata are capable of synchronising all cells of a nice
enough region, in the sense that a synchronisation process can be star-
ted in one cell and after some time all cells of the region go into the
same predetermined state and this state did not occur before. This
is achieved with a divide and conquer strategy: The region is divided
in a regular fashion into smaller and smaller regions until no further
division is possible, which happens for all regions at the same time and
at which point all cells go into the predetermined state.
The above definition of automata can be interpreted algebraically or
geometrically. Algebraically, the cells M form a group under addition
and the (relative) neighbourhood N is given such that the neighbour-
hood of the neutral element 0 is N itself. If above we replace Z2 by
any group G, the element 0 by its neutral element, and the addition +
by its operation, then we get the definition of cellular automata over G.
Their global transition functions are still characterised by equivariance
and continuity, invertible if and only if they are bijective, determined
by their behaviour in the origin, closed under composition, and, if the
group is amenable, then they are surjective if and only if they are pre-
injective, where amenability broadly speaking means that there are
subsets of G whose boundaries are negligible with respect to the sub-
sets themselves.
Geometrically, the cells M form a grid. This grid has the transla-
tional symmetries g+_, for g ∈ Z2. They form a group under compos-
ition. This group is isomorphic to the group G = Z2 under addition.
In other words, the translation vectors in G encode the translations of
M . Hence, the group G acts on M on the left by translations, more
formally, by (g,m) 7→ g+m. Dedicate the cell m0 = 0 as the origin of
M . The (relative) neighbourhood N is given such that the neighbour-
hood of the origin m0 is N itself. For each cell m, there is a translation
vector gm0,m such that gm0,m+m0 = m, namelym; this property of the
action of G on M is known as transitivity. The neighbourhood of m is
the translation of N by gm0,m, namely gm0,m +N . A cell m uses these
translations to observe the local configuration c(m+_)↾N in a global
configuration c. Moreover, the action of G on M induces the action ▶
of G on QM (translations of global configurations). That interpretation
suggests the following generalisation of cellular automata.
Let M be a set, let G be a group, and let ▷ be a transitive left
group action of G on M . The action ▷ induces a left group action ▶
of G on QM . Moreover, let m0 be an element of M , let gm0,m0 be the
neutral element of G, and, for each element m ∈M ∖ {m0}, let gm0,m
be an element of G such that gm0,m ▷ m0 = m. If in the geometrical
interpretation we use M as the grid, the group G as the translation
vectors, the action ▷ as the action of G on M by translations, namely
+, the element m0 as the origin, and, for each cell m, the element
gm0,m as the dedicated translation vector of m, then we get a definition
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of semi-cellular automata overM . They have the prefix „semi“ because
their global transition functions are in general not equivariant under ▶.
For example, the right shift map on the one-dimensional grid, acted
upon by the group of translations and reflections, is equivariant under
translations but not under reflections. The reason is that translations
leave the meanings of right and left, whereas reflections reverse them.
That the right shift map is not equivariant under reflections can already
be seen by the fact that its local transition function depends on the
distinction between right and left, in other words, by the fact that it
is not invariant under reflections. In general, to get equivariance of
a global transition function under all symmetries, its local transition
function must be invariant under certain symmetries.
The stabiliser G0 of m0 is the set of all group elements that fix m0
(think of rotations about m0). Let us assume that N is invariant under
G0. Then, the restriction of ▷ to G0 induces a left group action • of G0
on QN (think of rotations of local configurations). A global transition
function is equivariant under ▶ if and only if its local transition function
is invariant under •. A semi-cellular automaton with the latter property
is a cellular automaton. For these automata, the global transition
function does not depend on the choice of {gm0,m}m∈M , the Curtis-
Hedlund-Lyndon theorem holds, and the other statements made above
hold also. Actually, for many properties it is sufficient that the local
transition function is invariant under the restriction of • to G0 ∩H,
where H is the subgroup of G generated by {gm0,m | m ∈M}.
Note that we fix an originm0, because we need a reference cell for the
(relative) neighbourhood N ; we fix the group elements {gm0,m}m∈M ,
because we need them to define the neighbourhood of each cell m as
gm0,m ▷ N ; we choose gm0,m0 as the neutral element, because we want
the neighbour of the origin that corresponds to the relative neighbour
n to be n itself; we require the left group action ▷ to be transitive,
because otherwise there would be a cell m for which there would be
no group element g such that g ▷ m0 = m and hence we could not fix
a group element gm0,m. Fixing m0 and {gm0,m}m∈M is necessary for
the definition of global transition functions by local transition functions.
However, it is not necessary for the characterisation of global transition
functions by equivariance and continuity.
We could regard N as the neighbourhood of the origin (a set of
points) and gm0,m ▷ N as translating the neighbourhood of the origin
to m. However, we regard N as a relative neighbourhood (a set of
vectors) and m PN = gm0,m ▷N as adding the relative neighbourhood
on the right to m (think of point-vector addition). Because we have
chosen an origin m0, there is a canonical bijection between M and
the quotient set G/G0. Under the identification of M with G/G0,
the relative neighbourhood N is a subset of G/G0. And, the mapP : M ×G/G0 → M , (m, g) 7→ gm0,m ▷ g, is a right semi-action that
semi-commutes with ▷. We could have defined P as a map with domain
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M ×M , but to state its properties it is convenient to have the domain
M ×G/G0. In the definition of P we identifiedM with G/G0 to regard
g ∈ G/G0 as an element of M . There is an equivalent definition that
works without this identification.
The transporter Gm,m′ is the set of all group elements that transport
m to m′. The quotient set G/G0 is the set of all transporters from m0.
Under the identification of M with G/G0, a (relative) neighbour n is
the transporter Gm0,n. And, under the identification of singleton sets
with their only element, we have m P n = gm0,m ▷ n = Gm,gm0,m▷n ▷
m = gm0,mng
−1
m0,m ▷ m. In particular, because gm0,m0 is the neutral
element, we have m0 P n = n ▷m0. So, we can think of n as a localised
vector with initial cell m0, of conjugating n with gm0,m as changing
the initial cell to m, of ▷ as a means to turn localised vectors into
a cell by adding it to its initial cell, and of P as a means to add a
localised vector with initial cell m0 to any cell. And, we can define P
by m P n = gm0,mng−1m0,m ▷m.
The right semi-action P can be used to define the notion of right
amenability for the left action ▷. Right amenability is characterised
by the existence of invariant finitely additive probability measures, the
existence of invariant means, the existence of right Følner nets, and the
non-existence of right paradoxical decompositions. This characterisa-
tion is known as Tarski-Følner theorem. In the case that the left action
▷ is right amenable, the Garden of Eden theorem holds.
Some properties of cellular automata still hold if the set of states
and the neighbourhood are infinite. And, on continuous spaces, in-
finite and compact neighbourhoods are more natural than finite ones.
Therefore, unless stated otherwise, we drop the usual finiteness require-
ments. However, in the uniform variant of the Curtis-Hedlund-Lyndon
theorem, we require the neighbourhood to be compact (a generalisation
of finiteness for continuous spaces); and in the topological variant, we
require the set of states and the neighbourhood to be finite.
1.2 left group actions
introduction. The symmetries of a geometric object are distance-
preserving bijections on the object. The identity map is the trivial
symmetry that maps each point to itself. The composition of two sym-
metries is again a symmetry. The symmetries under composition form
a group. One says that this group (or some subgroup) acts on the geo-
metric object by mapping points to points. On each point the identity
map acts trivially and the composition of two symmetries acts in the
same way as the right symmetry does followed by the left.
The symmetries of a circle are the reflections about lines through its
centre and the rotations about it. Note that the reflection about the
centre of the circle is not missing, because it is identical to the rotation
by 180°. For each pair of points on the circle, there is a symmetry,
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even a rotation, that maps one point to the other. One says that
the symmetries, even only the rotations, act transitively on the circle.
Moreover, for each pair of points on the circle, there is at most, even
exactly, one rotation that maps one point to the other. One says that
the rotations act freely on the circle. However, the symmetries do not
act freely on the circle, because for each pair of points, in addition to
the rotation that maps one point to the other, the reflection about the
line through the centre of the circle and the centres of the circular arcs
connecting the two points does so too.
For each point on the circle, the points it can be mapped to by a
symmetry, called orbit of the point, is the circle; the symmetries that
map the point to itself, called stabiliser of the point, are the identity
map and the reflection about the line through the centre of the circle
and the point; and the symmetries that map a point to another point,
called transporter from the point to the other one, are the reflection
about the line through the centre of the circle and the centres of the
circular arcs connecting the points, and the rotation by the central
angle between the points with the correct sign.
The symmetries of a square are the four reflections (about the hori-
zontal line through the centre of the square, the vertical line through
the centre of the square, and the two diagonals) and the four rota-
tions (by 0°, 90°, 180°, and 270°). For each pair of vertices of the
square, there is a symmetry, even a rotation, that maps one vertex to
the other. However, there is no symmetry that maps a vertex to a
point on an edge and vice versa. Thus, the symmetries, even only the
rotations, act transitively on the vertices; whereas the symmetries do
not act transitively on the square itself. Therefore, it is often appropri-
ate to regard „pointy“ geometrical objects as graphs, that is, as their
vertices equipped with structural information induced by their edges.
Their symmetries are graph automorphisms, that is, bijections on the
vertices that preserve adjacency.
contents. In definition 1.2.1 we introduce left group actions and
left group sets. In examples 1.2.2 to 1.2.4 we introduce three examples
of left group sets that we use to illustrate new notions throughout the
present chapter. In remark 1.2.6 we show in which sense left group
actions act by symmetries. In definition 1.2.8 we introduce restrictions
of left group actions to subgroups. In definition 1.2.9 we introduce
faithfulness, freeness, transitivity, and regularity of left group actions.
In definitions 1.2.14 and 1.2.15 we introduce left-homogeneous spaces
and principal ones. In definition 1.2.16 we introduce orbits, stabilisers,
and transporters. In lemma 1.2.21 we show how stabilisers and trans-
porters of two elements with the same orbit relate to each other. In
definition 1.2.22 and remark 1.2.23 we introduce quotient sets and note
that the quotient set by the stabiliser of a point is the set of transport-
ers from that point. In definition 1.2.24 and remark 1.2.26 we intro-
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duce orbit spaces and note that they partition the set of points. In
definitions 1.2.28 and 1.2.29 we introduce invariance of maps and sets
under left group actions. In definitions 1.2.30 and 1.2.31 we introduce
equivariance of maps from one group set to another; such maps are
homomorphisms. In lemma 1.2.32 and corollary 1.2.33 we show that
the inverse of an equivariant and bijective map is again equivariant.
In lemma 1.2.34 we show that a group acts transitively on each of its
quotient sets on the left by multiplication. In lemma 1.2.35 we show
that each transitive left group action is isomorphic to an action as in
lemma 1.2.34. In corollary 1.2.36 we show that each free and transit-
ive left group action is isomorphic to a group multiplication, which we
elaborate on in example 1.2.37. In example 1.2.38 we note that each
left action of an abelian group induces a faithful, free, and transitive
left group action. And in lemma 1.2.39 we show that left group actions
induce left group actions on maps over invariant subsets of points.
Definition 1.2.1. Let M be a set, let G be a group, let ▷ be a map
from G×M to M , and let eG be the neutral element of G. The map ▷
is called left group action of G on M , the group G is said to act on M left group action ▷
of G on Mon the left by ▷, and the triple (M ,G, ▷) is called left group set if and
G acts on M on




∀m ∈M : eG ▷m = m,
and
∀m ∈M ∀ g ∈ G∀ g′ ∈ G : gg′ ▷m = g ▷ (g′ ▷m). □
Example 1.2.2 (Group). Let G be a group. It acts on itself on the
left by multiplication. □
Example 1.2.3 (Plane). Let M be the Euclidean plane R2 and let G
be the special Euclidean group E+(2), that is, the group generated by
translations and rotations of M . The group G acts on M on the left
by function application. This action is denoted by ▷. □
Example 1.2.4 (Sphere). Let M be the Euclidean unit 2-sphere, that
is, the surface of the ball of radius 1 in three-dimensional Euclidean
space, and let G be the rotation group. The group G acts on M on
the left by function application, that is, by rotation about the centre
of the sphere. This action is denoted by ▷. □
Definition 1.2.5. Let M , M ′, and M ′′ be three sets, let f be a map
from M ×M ′ to M ′′, and let m0 and m′0 be two elements of M and
M ′ respectively. The maps
M →M ′′, partially applied
map f(_,m′0)m 7→ f(m,m′0),
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and
M ′ →M ′′,partially applied
map f(m0,_)
m′ 7→ f(m0,m′),
are denoted by f(_,m′0) and f(m0,_) respectively and called partially
applied maps. We will also use analogous notations for maps with more
than two arguments and for maps that are written in infix notation. □
Remark 1.2.6. Let M be a set, let G be a group, and let Sym(M) be
the symmetric group of M . For each left group action ▷ of G on M ,
the map
f : G→ Sym(M),
g 7→ g ▷_,
is a group homomorphism. And, for each group homomorphism f from
G to Sym(M), the map
▷ : G×M →M ,
(g,m) 7→ f(g)(m),
is a left group action. □
Definition 1.2.7. Let M and M ′ be two sets, let N and N ′ be two
subsets of M and M ′ respectively, and let f be a map from M to M ′
such that f(N) ⊆ N ′.
a. The map
f↾N→N ′ : N → N ′,restriction
f↾N→N ′ of f to N
and N ′ n 7→ f(n),
is called restriction of f to N and N ′.
b. The map
f↾N : N →M ′,domain restriction
f↾N of f to N n 7→ f(n),
is called domain restriction of f to N . □
Definition 1.2.8. Let ▷ be a left group action of G onM and let H be
a subgroup of G. The left group action ▷↾H×M of H on M is denoted
by ▷H . □
Definition 1.2.9. Let ▷ be a left group action of G on M . It is called
a. faithful if and only iffaithful
∀ g ∈ G∀ g′ ∈ G∖ {g} ∃m ∈M : g ▷m ̸= g′ ▷m;
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b. free if and only if free
∀ g ∈ G∀ g′ ∈ G : (∃m ∈M : g ▷m = g′ ▷m) =⇒ g = g′;
c. transitive if and only if the set M is non-empty and transitive
∀m ∈M ∀m′ ∈M ∃ g ∈ G : g ▷m = m′;
d. regular if and only if it is both free and transitive. □ regular
Example 1.2.10 (Group). In the situation of example 1.2.2, the left
group action is faithful, transitive, and free. □
Example 1.2.11 (Plane). In the situation of example 1.2.3, the left
group action is faithful and transitive but not free. □
Example 1.2.12 (Sphere). In the situation of example 1.2.4, the left
group action is faithful and transitive but not free. □
Definition 1.2.13. Let ▷ be a left group action of G on M and let P
be an adjective. The group G is said to act P ly on M on the left by ▷ act P ly on M on
the left by ▷if and only if the action ▷ is P . □
Definition 1.2.14. Let (M ,G, ▷) be a left group set. It is called left- left-homogeneous
spacehomogeneous space if and only if the action ▷ is transitive. □
Definition 1.2.15. Let (M ,G, ▷) be a left-homogeneous space. It is
called principal if and only if the action ▷ is free. □ principal
Definition 1.2.16. Let ▷ be a left group action of G on M , and let m
and m′ be two elements of M .
a. The set
G ▷m = {g ▷m | g ∈ G} orbit G ▷m of m
under ▷
is called orbit of m under ▷.
b. The set
Gm = {g ∈ G | g ▷m = m} stabiliser Gm of m
under ▷
is called stabiliser of m under ▷.
c. The set
Gm,m′ = {g ∈ G | g ▷m = m′} transporter Gm,m′
of m to m′ under ▷
is called transporter of m to m′ under ▷. □
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Example 1.2.17 (Group). In the situation of example 1.2.10, each orbit
is G and each stabiliser is {eG}. □
Example 1.2.18 (Plane). In the situation of example 1.2.11, for each
point m ∈M , its orbit is M and its stabiliser is the group of rotations
about itself. □
Example 1.2.19 (Sphere). In the situation of example 1.2.12, for each
point m ∈M , its orbit is M and its stabiliser is the group of rotations
about the line through the centre and itself. □
Example 1.2.20 (Riemannian Symmetric Space). Let (M , ⟨_,_⟩) be
a Riemannian manifold, let I(M) be the isometry group of M , and let
the geodesic reflection at any point of M be an isometry. Then, M
is geodesically complete and I(M) acts transitively on M by function
application (see theorems 1.4 and 1.3 of [NRS07]). Examples of such
Riemannian manifolds include:
a. The Euclidean space Rd of dimension d ∈N+ with the Euclidean
metric. Its isometry group I(M) is the Euclidean group E(d) gen-
erated by translations and orthogonal linear maps. The stabiliser
of the origin 0 is the orthogonal group O(d).
b. The sphere Sd = {v ∈ Rd+1 | ∥v∥2 = 1} of dimension d ∈ N+
with the Riemannian metric induced by the dot product ·. Its
isometry group I(M) is the orthogonal group O(d + 1). The
stabiliser of the north pole (0, 0, . . . , 0, 1)⊺ is O(d) ⊆ O(d+ 1).
c. The real hyperbolic space Hd = {v ∈ Rd+1 | ⟨v, v⟩ = −1, vd+1 >
0} of dimension d ∈N+ with the Riemannian metric induced by
the Lorentzian indefinite inner product







Its isometry group I(M) is the group of „future preserving“ Lorentz
transformationsO(d, 1)+. The stabiliser of the north pole (0, 0, . . . , 0, 1)⊺
is O(d) ⊆ O(d, 1)+.
d. The orthogonal group O(d) = {A ∈ Rd×d | A⊺A = I} in dimen-
sion d ∈ N+ with the Riemannian metric induced by the trace
inner product
⟨_,_⟩ : Rd×d ×Rd×d → R,
(A,A′) 7→ traceA⊺A′.
e. Each compact Lie group M with bi-invariant Riemannian metric
⟨_,_⟩. □
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Lemma 1.2.21. Let ▷ be a left group action of G on M , let m and m′
be two elements of M that have the same orbit under ▷, and let g be
an element of Gm,m′. Then, Gm′ = gGmg−1 and gGm = Gm,m′ =
Gm′g. □
Proof. First, let g′ ∈ Gm. Then,
gg′g−1 ▷m′ = gg′ ▷m = g ▷m = m′.
Hence, gg′g−1 ∈ Gm′ . In conclusion, gGmg−1 ⊆ Gm′ . Secondly, let
g′ ∈ Gm′ . Then, as above, g′′ = g−1g′g ∈ Gm. Hence, g′ = gg′′g−1 ∈
gGmg
−1. In conclusion, Gm′ ⊆ gGmg−1. To sum up, Gm′ = gGmg−1.
Moreover, gGm = Gm′g.
Thirdly, let g′ ∈ Gm. Then, gg′ ∈ Gm,m′ . In conclusion, gGm ⊆
Gm,m′ . Lastly, let g′ ∈ Gm,m′ . Then, g′′ = g−1g′ ∈ Gm. Hence,
g′ = gg′′ ∈ gGm. In conclusion, Gm,m′ ⊆ gGm. To sum up, gGm =
Gm,m′ . ■
Definition 1.2.22. Let G be a group and let H be a subgroup of G.
The set
G/H = {gH | g ∈ G} quotient set G/H
of G by H
is called quotient set of G by H. □
Remark 1.2.23. Let ▷ be a left group action of G on M and let m be
an element of M . The quotient set G/Gm is equal to {Gm,m′ | m′ ∈
G ▷m}. □
Definition 1.2.24. Let ▷ be a left group action of G on M . The set
G\M = {G ▷m | m ∈M} orbit space G\M
of ▷
is called orbit space of ▷. □
Definition 1.2.25. Let M be a set and let N be a subset of the power
set of M . The set N is called
a. pairwise disjoint if and only if pairwise disjoint
∀N ∈ N ∀N ′ ∈ N : (N ̸= N ′ =⇒ N ∩N ′ = ∅);
b. cover of M if and only if ⋃N∈NN =M ; cover of M
c. partition of M if and only if it is pairwise disjoint and a cover of partition of M
M . □
Remark 1.2.26. The orbit space of ▷ is a partition of M . □
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Definition 1.2.27. Let M be a set, let N be a subset of M , and let f
be a map from M to M . The set N is called invariant under f if andset invariant
under f only if f(N) ⊆ N . □
Definition 1.2.28. Let M and M ′ be two sets, let f be a map from
M to M ′, and let ▷ be a left group action of G on M . The map f is
called ▷-invariant if and only if▷-invariant map
∀ g ∈ G∀m ∈M : f(g ▷m) = f(m). □
Definition 1.2.29. Let ▷ be a left group action of G on M and let
N be a subset of M . The set N is called ▷-invariant if and only if▷-invariant set
G ▷N ⊆ N . □
Definition 1.2.30. Let M and M ′ be two sets, let f be a map from
M toM ′, let G and G′ be two groups, let φ be a group homomorphism
from G to G′, and let ▷ and ▷′ be two left group actions of G on M
and of G′ on M ′ respectively. The tuple (f ,φ) is called
a. (▷, ▷′)-equivariant if and only if(▷, ▷′)-equivariant
tuple
∀ g ∈ G∀m ∈M : f(g ▷m) = φ(g) ▷′ f(m);
b. ▷-equivariant if and only if it is (▷, ▷′)-equivariant, M =M ′, and▷-equivariant tuple
▷ = ▷′. □
Definition 1.2.31. Let M and M ′ be two sets, let f be a map from
M to M ′, let G be a group, and let ▷ and ▷′ be two left group actions
of G on M and M ′ respectively. The map f is called
a. (▷, ▷′)-equivariant if and only if the tuple (f , idG) is (▷, ▷′)-equi-(▷, ▷′)-equivariant
map variant;
b. ▷-equivariant if and only if it is (▷, ▷′)-equivariant, M =M ′, and▷-equivariant map
▷ = ▷′. □
Lemma 1.2.32. In the situation of definition 1.2.30, let f and φ be
bijective, and let (f ,φ) be (▷, ▷′)-equivariant. The tuple (f−1,φ−1) is
(▷′, ▷)-equivariant. □
Proof. For each g′ ∈ G′ and each m′ ∈M ′,
f−1(g′ ▷′m′) = f−1(φ(φ−1(g′)) ▷′ f(f−1(m′)))
= f−1(f(φ−1(g′) ▷ f−1(m′)))
= φ−1(g′) ▷ f−1(m′). ■
Corollary 1.2.33. In the situation of definition 1.2.31, let f be biject-
ive and (▷, ▷′)-equivariant. The inverse f−1 is (▷′, ▷)-equivariant. □
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Proof. This is a direct consequence of lemma 1.2.32. ■
Lemma 1.2.34. Let G be a group and let H be a subgroup of G. The
group G acts transitively on the quotient set G/H on the left by
· : G×G/H → G/H, left group action ·
of G on G/H
(g, g′H) 7→ gg′H. □
Proof. The map · is well-defined, because, for each g ∈ G, each g′1 ∈
G, and each g′2 ∈ G,
g′1H = g
′
2H ⇐⇒ gg′1H = gg′2H.
It is a left group action, because, for each g′H ∈ G/H,
eG · g′H = g′H,
and, for each g1 ∈ G, each g2 ∈ G, and each g′H ∈ G/H,
g1g2 · g′H = g1g2g′H
= g1 · g2g′H
= g1 · (g2 · g′H).




−1 · g′1H = g′2H. ■
After choosing an elementm0, a left-homogeneous space is isomorphic
to (G/Gm0 ,G, ·), which is shown in
Lemma 1.2.35. Let ▷ be a transitive left group action of G on M , let
m0 be an element of M , and let G0 be the stabiliser of m0 under ▷.
The map
ι : M → G/G0, (▷, ·)-equivariant
bijection ι from M
to G/G0
m 7→ Gm0,m,
is (▷, ·)-equivariant and bijective. □
Proof. For each g ∈ G and each m ∈M ,
ι(g ▷m) = Gm0,g▷m = g ·Gm0,m = g · ι(m).
Hence, ι is (▷, ·)-equivariant. Moreover, for each (m,m′) ∈ M ×M
with m ̸= m′, we have Gm0,m ̸= Gm0,m′ . Thus, ι is injective. Further-
more, for each gG0 ∈ G/G0, we have Gm0,g▷m0 = gG0. Therefore, ι is
surjective. ■
After choosing an element m0, a principal left-homogeneous space is
isomorphic to G, which is shown in
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Corollary 1.2.36. Let ▷ be a free and transitive left group action of
G on M and let m0 be an element of M . The map
ι : M → G,
m 7→ gm0,m, where gm0,m ∈ Gm0,m,
is (▷, ·)-equivariant and bijective. □
Proof. Because |Gm0,m| = 1 and Gm0 = {eG}, the map ι is well-
defined, the quotient set G/Gm0 can be identified with G, and the
statement is a direct consequence of lemma 1.2.35. ■
Example 1.2.37 (Principal). Let M = (M ,G, ▷) be a principal left-
homogeneous space. Then, for each element m ∈M and each element
m′ ∈ M , there is one and only one element gm,m′ ∈ G such that
gm,m′ ▷m = m
′, in particular, because eG ▷m = m, we have gm,m = eG,
and, because g−1m,m′ ▷m′ = m, we have gm′,m = g
−1
m,m′ .
Let m0 be an element of M and let M be equipped with the group
multiplication
M ×M →M ,
(m,m′) 7→ gm0,mgm0,m′g−1m0,m ▷m (= gm0,mgm0,m′ ▷m0).
Then, the element m0 is the neutral element and, for each element
m ∈M , the element gm,m0 ▷m0 is the inverse element of m. Moreover,
the maps{





ι−1 : G→M ,
g 7→ g ▷m0,
}
are group isomorphisms that are inverse to each other. Under the
identification of M with G by either isomorphism, which depends on
the arbitrary choice of m0, the left group action ▷ is the group mul-
tiplication of M and of G. In the words of John Baez: „A torsor
[principal left-homogeneous space] is like a group that has forgotten its
identity“[Bae09]. □
Example 1.2.38 (Normal). LetM = (M ,G, ▷) be a left-homogeneous
space whose stabilisers are normal subgroups of G, which is for example
the case if the group G is abelian. Then, because the stabilisers are
conjugate to each other, they are all equal and we denote them by G0.
The map
Q : G/G0 ×M →M ,
(gG0,m) 7→ g ▷m,
is a faithful, free, and transitive left group action of G/G0 on M and
the triple M′ = (M ,G/G0,Q) is a principal left-homogeneous space.
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Moreover, the quotient group G/G0 is isomorphic to G if and only if
the stabiliser G0 is trivial, which is the case if and only if the action ▷
is free. □
Lemma 1.2.39. Let ▷ be a left group action of G on M , let H be a
subgroup of G, let N be a subset of M such that H ▷N ⊆ N , and let Q
be a set. The group H acts on QN on the left by
▶ : H ×QN → QN ,
(h, f) 7→ [n 7→ f(h−1 ▷ n)]. □
Proof. The map ▶ is well-defined, because H ▷N ⊆ N . It is a left
group action, because, for each f ∈ QN and each n ∈ N ,
(eH ▶ f)(n) = f(eH ▷ n) = f(n),
and, for each h ∈ H, each h′ ∈ H, each f ∈ QN , and each n ∈ N ,
(hh′ ▶ f)(n) = f((h′)−1h−1 ▷ n)
= f((h′)−1 ▷ (h−1 ▷ n))
= (h′ ▶ f)(h−1 ▷ n)
= (h ▶ (h′ ▶ f))(n). ■
1.3 right quotient set semi-actions
introduction. The rotations of a circle act on it on the left by
function application, because a rotation by x degrees, ρx, followed by a
rotation by y degrees, ρy, is the same as the rotation by y+ x degrees,
ρy ◦ ρx, symbolically, ρy ▷ (ρx ▷_) = (ρy ◦ ρx) ▷_. They also act on
the circle on the right by function application, because a rotation by
x degrees, ρx, followed by a rotation by y degrees, ρy, is the same as
the rotation by x+ y degrees, ρx ◦ ρy, symbolically, (_ ◁ ρx) ◁ ρy = _ ◁
(ρx ◦ ρy). These actions commute with each other, because a rotation
by x degrees followed by a rotation by y degrees is the same as a
rotation by y degrees followed by a rotation by x degrees, symbolically,
(ρx ▷ _) ◁ ρy = ρx ▷ (_ ◁ ρy). More succinctly, rotations act on the
right by function application, and the left and right actions commute,
because rotations commute under composition.
The symmetries of a circle act on it on the left by function application.
However, they do not act on it on the right by function application, be-
cause, for example, the rotation by 90° followed by the reflection about
the vertical line v through the centre of the circle is not the same as
the reflection about v followed by the rotation by 90°, symbolically,
(_ ◁ ρ90°) ◁ ϱv ̸= _ ◁ (ρ90° ◦ ϱv). In a sense, the problem is that reflec-
tions treat different points differently: Some points stay put, others are
reflected to points close by, and still others to points far away.
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To solve this, let us fix a point on the circle and call it origin (beware,
do not mistake this point for the origin of the space the circle may be
embedded in). We want to define the right group semi-action such that
a symmetry acts on each point as it does on the origin. For example,
under the right semi-action, if a symmetry stabilises the origin, then it
shall stabilise each point; and, if a symmetry throws the origin to its
opposite point, then so it shall do with each point. So, a symmetry semi-
acts on the right on a point by first rotating the point to the origin,
secondly acting with the symmetry on the left, and lastly undoing
the first rotation, symbolically, m ◁ σ = (ρm ◦ σ ◦ ρ−1m ) ▷ m, where ρm
denotes the rotation that rotates the origin to m. Note that m0 ◁ σ =
σ ▷m0. And, that this semi-action agrees with the right group action
of the rotations on the circle. In particular, it is transitive.
The identity map semi-acts trivially on each point on the right, sym-
bolically, m◁ id = m. However, in general, the composition of two sym-
metries semi-acts in a different way on the right than the first symmetry
does followed by the second, symbolically, m◁ (σ ◦ ς) ̸= (m◁σ) ◁ ς. Yet,
it can be seen that the difference is little in the sense that there is a
symmetry ς0 that stabilises the origin and may depend onm and σ such
that m◁ (σ ◦ ς) = (m◁ σ) ◁ (ς0 ◦ ς). Because of this property, the map
◁ is a semi-action. Note that only the identity map and the reflection
about the line ℓ through the centre of the circle and the origin stabilise
the origin; and that ς0 is the identity map, if σ and ς are both rotations
or both reflections, and the reflection about ℓ, otherwise.
The right semi-action semi-commutes with the left action, which
means that first acting on the left and then semi-acting on the right is
almost the same as first semi-acting on the right and then acting on
the left, where the defect is again a symmetry that stabilises the origin.
Symbolically, (σ ▷ m) ◁ ς = σ ▷ (m ◁ (ς0 ◦ ς)), where ς0 stabilises the
origin and may depend on m and σ.
For a point m on the circle, there are two symmetries that map the
origin to m, the rotation ρm and the (roto-)reflection ρm ◦ ϱℓ, where ϱℓ
is the reflection that stabilises the origin. Because these two symmetries
semi-act the same way on each point on the right, the semi-action ◁
is not free. The elements of the quotient set of the symmetries of
the circle by the stabiliser of the origin, namely {id, ϱℓ}, are the sets
{ρm, ρm ◦ ϱℓ} for points m. This quotient set semi-acts on the circle by
m P {ρm, ρm ◦ ϱℓ} = m ◁ ρm. So, it acts in the same way as ◁ but is
free, which means that, if m P Σ = m P T , then Σ = T .
Under the identification of the quotient set, which is even a quo-
tient group, with the rotations, the right quotient set semi-action P is
identical to the right group action ◁ of the rotations on the circle we
considered at the beginning of this introduction. However, while the
symmetry group of the circle has this nice subgroup, namely the rota-
tion group, that acts freely and transitively on it on the right, the sym-
metry groups of other geometrical objects do not have such subgroups.
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Nevertheless, we can construct a free and transitive right quotient set
semi-action on these geometrical objects as we did for the circle.
contents. In definition 1.3.2 we introduce coordinate systems for
left-homogeneous spaces as tuples made up of an origin and, for each
point, a group element (think of a coordinate) that transports the origin
to that point. In definition 1.3.3 we introduce cell spaces as left-homo-
geneous spaces equipped with coordinate systems. In definition 1.3.7
we introduce bigness of subgroups with respect to a coordinate sys-
tem as containing all coordinates. In lemma 1.3.13 we introduce right
quotient set semi-actions induced by cell spaces of the quotient set of
the group by the stabiliser of the origin on the points, which is to the
left group action what right multiplication is to the corresponding left
group multiplication. In lemma 1.3.24 we show that semi-actions are
free and transitive. In lemma 1.3.28 we show that semi-actions semi-
commute with their corresponding left group action and exhaust their
defect with respect to this semi-commutativity in the origin. And in
lemma 1.3.19 we show that under the identification of the quotient set
with the points, left group actions on quotient sets by multiplication
and right quotient set semi-actions can be expressed in terms of left
group actions on points.
Definition 1.3.1. Let M be a set, let I be a set, and let f be a map
from I to M . The map f is called family of elements in M indexed by family {mi}i∈I of
elements in M
indexed by I
I and denoted by {mi}i∈I , where mi = f(i), for i ∈ I. □
Definition 1.3.2. Let M = (M ,G, ▷) be a left-homogeneous space,
let m0 be an element of M , let gm0,m0 be the neutral element of G,
and, for each element m ∈ M ∖ {m0}, let gm0,m be an element of G
such that gm0,m ▷m0 = m. The tuple K = (m0, {gm0,m}m∈M ) is called
coordinate system for M; the element m0 is called origin; for each coordinate system
K for M
origin m0
element m ∈ M , the element gm0,m is called coordinate of m; for each
coordinate gm0,m
of m
subgroup H of G, the stabiliser of the origin m0 under ▷H , which is






Definition 1.3.3. Let M = (M ,G, ▷) be a left-homogeneous space
and let K = (m0, {gm0,m}m∈M ) be a coordinate system for M. The
tuple R = (M,K) is called cell space, each element m ∈ M is called cell space R
cell, and each element g ∈ G is called symmetry. □ cell m
symmetry g
Example 1.3.4 (Group). In the situation of example 1.2.17, let m0 be
the neutral element eG of G and, for each element m ∈ G, let gm0,m be
the only element in G such that gm0,mm0 = m, namely m. The tuple
K = (m0, {gm0,m}m∈G) is a coordinate system for M = (G,G, ·) and
the tuple R = (M,K) is a cell space. □
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Example 1.3.5 (Plane). In the situation of example 1.2.18, let m0 be
the origin (0, 0)⊺ of M and, for each point m ∈ M , let gm0,m be the
translation _+m that translates m0 to m. Note that gm0,m0 is the
identity map. The tuple K = (m0, {gm0,m}m∈M ) is a coordinate system
for M = (M ,G, ▷) and the tuple R = (M,K) is a cell space. □
Example 1.3.6 (Sphere). In the situation of example 1.2.19, let m0 be
the north pole (0, 0, 1)⊺ of M and, for each point m ∈M , let gm0,m be
a rotation about an axis in the (x, y)-plane that rotatesm0 tom, which
is unique unless m is the south pole. Note that gm0,m0 is the identity
map. The tuple K = (m0, {gm0,m}m∈M ) is a coordinate system for
M = (M ,G, ▷) and the tuple R = (M,K) is a cell space. □
Definition 1.3.7. Let (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a
cell space and let H be a subgroup of G. The group H is called K-bigK-big
if and only if
∀m ∈M : gm0,m ∈ H. □
Example 1.3.8 (Group). In the situation of example 1.3.4, because
the set {gm0,m | m ∈ G} is G, the only K-big subgroup of G is the
group G. □
Example 1.3.9 (Plane). In the situation of example 1.3.5, because the
set {gm0,m | m ∈M} is the set T of translations, the subgroup T of G is
K-big; and, because G is the inner semi-direct product of the rotations
R0 about m0 acting on T , each inner semi-direct product of a subgroup
of R0 acting on T is a K-big subgroup of G. □
Example 1.3.10 (Sphere). In the situation of example 1.3.6, because
the set {gm0,m | m ∈M} generates G, the only K-big subgroup of G is
the group G. □
Remark 1.3.11. The terms „coordinate system“ and „big“ are due to
[Mor11]. □
Remark 1.3.12. The subgroup ofG that is generated by the set {gm0,m |
m ∈ M} of coordinates, is the smallest K-big subgroup of G, where
smallest means that it is included in each K-big subgroup of G. □
In the remainder of this section, let R = (M,K) = ((M ,G, ▷), (m0,
{gm0,m}m∈M )) be a cell space.
Lemma 1.3.13. The map
P : M ×G/G0 →M ,right quotient set
semi-action P of
G/G0 on M with
defect G0
(m, gG0) 7→ gm0,mgg−1m0,m ▷m (= gm0,mg ▷m0),
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is a right quotient set semi-action of G/G0 onM with defect G0, which
means that, for each K-big subgroup H of G,
∀m ∈M : m PG0 = m,
and
∀m ∈M ∀h ∈ H ∃h0 ∈ H0 : ∀ g ∈ G/G0 :
m P h · g = (m P hG0) P h0 · g. □
Proof. For each m ∈M ,
m PG0 = m P eGG0 = gm0,meG ▷m0 = gm0,m ▷m0 = m.
Let H be a K-big subgroup of G. Furthermore, let m ∈ M and let




gm0,m ∈ H, and





we have h0 ∈ H0. Moreover, for each gG0 ∈ G/G0,
m P h · gG0 = m P hgG0
= gm0,mhg ▷m0
= gm0,gm0,mh▷m0h0g ▷m0
= (gm0,mh ▷m0) P h0gG0
= (m P hG0) P h0 · gG0. ■
Remark 1.3.14. The second property of the right quotient set semi-
action P is equivalent to the following: For each K-big subgroup H of
G,
∀m ∈M ∀h ∈ H ∃h0 ∈ H0 : ∀ g ∈ G/G0 :
(m P hG0) P g = m P hh0 · g. □
Example 1.3.15 (Principal). In the situation of example 1.2.37, the
tuple K = (m0, {gm0,m}m∈M ) is a coordinate system for M, the sta-
biliser of m0 under ▷ and defect of P is the trivial subgroup of G, and,
under the identification of G/G0 with G and of G with M as in ex-
ample 1.2.37, the induced semi-action P is the group multiplication on
M from example 1.2.37 (note the similarity of their definitions). □
Example 1.3.16 (Group). In the situation of example 1.3.8, the sta-
biliser G0 of the neutral element m0 under · is the trivial subgroup
{eG} of G and, for each element m ∈ G and each element g ∈ G, we
have m P gG0 = gm0,mgg−1m0,mm = mgm−1m = mg. Under the natural
identification of G/G0 with G, the induced semi-action P is the right
group action of G on itself by right multiplication. □
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Example 1.3.17 (Plane). In the situation of example 1.3.9, the stabil-
iser G0 of the origin m0 under ▷ is the group of rotations about m0.
The special Euclidean group G is the inner semi-direct product of G0
acting on the abelian group T of translations. Under the identification
of G/G0 with T by tG0 7→ t, the induced semi-action P is the right
group action of T on M by function application. □
Example 1.3.18 (Sphere). In the situation of example 1.3.10, the sta-
biliser G0 of the north pole m0 under ▷ is the group of rotations about
the z-axis. An element gG0 ∈ G/G0 semi-acts on a pointm on the right
by the induced semi-action P by first rotatingm tom0, g−1m0,m ▷m = m0,
secondly rotating m0 as prescribed by g, gg−1m0,m ▷ m = g ▷ m0, and
thirdly undoing the first rotation, gm0,mgg−1m0,m ▷m = gm0,m ▷ (g ▷m0),
in other words, by first changing the rotation axis of g such that the
new axis stands to the line through the centre and m as the old one
stood to the line through the centre andm0, gm0,mgg−1m0,m, and secondly
rotating m as prescribed by this new rotation.
Let N0 be a subset of the sphere M , which we think of as a geomet-
rical object on the sphere that has its centre atm0, for example, a circle
of latitude. The setN = {gG0 ∈ G/G0 | g ▷m0 ∈ N0} = {Gm0,m | m ∈
N0} = {gm0,mG0 | m ∈ N0} can be thought of as a realisation of N0
in G/G0, because m0 PN = gm0,m0{gm0,m | m ∈ N0} ▷m0 = N0. Fur-
thermore, for each point m ∈ M , the set m PN = gm0,m ▷ N0 has the
same shape and size as N0 but its centre at m. Note that N = ι(N0),
where ι is the bijection from lemma 1.2.35. □
Lemma 1.3.19. The maps{





m0 P_ : G/G0 →M ,
g 7→ m0 P g,
}
are inverse to each other and, under the identification of G/G0 with
M by either of these maps,
∀ g ∈ G∀ g ∈ G/G0 ≃M : g · g = g ▷ g,
and
∀m ∈M ∀ g ∈ G/G0 ≃M : m P g = gm0,m ▷ g. □
Proof. According to lemma 1.2.35, the map ι is bijective and, for
each m ∈M ,
m0 P ι(m) = m0 PGm0,m
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Therefore, m0 P_ = ι−1. Moreover, according to lemma 1.2.35, the
map ι is (▷, ·)-equivariant. Hence, for each g ∈ G and each g ∈ G/G0,
g · g = g · ι(ι−1(g)) = ι(g ▷ ι−1(g)).
And, for each m ∈M and each gG0 ∈ G/G0,
m P gG0 = gm0,mg ▷m0
= gm0,m ▷ (g ▷m0)
= gm0,m ▷ ι
−1(Gm0,g▷m0)
= gm0,m ▷ ι
−1(gG0). ■
Example 1.3.20 (Group). In the situation of example 1.3.16, the maps
m0 P_ and ι are the identity maps on G ≃ G/G0. □
Example 1.3.21 (Plane). In the situation of example 1.3.17, the maps
m0 P _ and ι map translations to points, which encode translation
vectors, and vice versa. □
Example 1.3.22 (Sphere). In the situation of example 1.3.18, under
the identification of G/G0 with {gm0,m | m ∈M} by gm0,mG0 7→ gm0,m,
the maps m0 P_ and ι map rotations to points, which encode rotation
angles and axes in the (x, y)-plane, and vice versa. □
Lemma 1.3.23. The semi-action P is similar to ▷ in m0, which means
that
∀ g ∈ G : m0 P gG0 = g ▷m0.
In particular,
∀ g ∈ G∀ g ∈ G/G0 : m0 P g · g = g ▷ (m0 P g),
and
∀m ∈M ∀ g ∈ G/G0 : m P g = gm0,m ▷ (m0 P g). □
Proof. The similarity follows from the fact that gm0,m0 = eG. And
the other two properties follow from the fact that ▷ is a left group
action. ■
Lemma 1.3.24. The semi-action P is
a. free, which means that free
∀ g ∈ G/G0 ∀ g′ ∈ G/G0 :
(∃m ∈ M : m P g = m P g′) =⇒ g = g′;
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b. transitive, which means that the set M is non-empty andtransitive
∀m ∈M ∀m′ ∈M ∃ g ∈ G/G0 : m P g = m′. □
Proof. a. Let m ∈ M and let m′ ∈ M . Put m′′ = g−1m0,m ▷ m′.
Because ▷ is transitive, there is a g ∈ G such that g ▷ m0 = m′′.
Hence,
m P gG0 = gm0,mg ▷m0
= gm0,m ▷ (g ▷m0)
= gm0,m ▷m
′′







b. Let gG0 and g′G0 be two elements of G/G0, and let m be an
element of M such that m P gG0 = m P g′G0. Then, gm0,mg ▷
m0 = gm0,mg
′ ▷m0. Hence, g ▷m0 = g′ ▷m0. Therefore, g−1g′ ▷
m0 = m0. Thus, g−1g′ ∈ G0. In conclusion, gG0 = g′G0. ■
Example 1.3.25 (Group). In the situation of example 1.3.20, the semi-
action P, being but right multiplication, is free and transitive. □
Example 1.3.26 (Plane). In the situation of example 1.3.21, the semi-
action P, being but translation, is free and transitive. □
Example 1.3.27 (Sphere). In the situation of example 1.3.22, under
the identification of G/G0 with M by ι, according to lemma 1.3.19, for
each point m ∈ M , the map m P _ is the rotation by gm0,m, which
is injective and surjective, and therefore the semi-action P is free and
transitive. □
Lemma 1.3.28. The semi-action P
a. semi-commutes with ▷, which means that, for each K-big subgroupsemi-commutes
with ▷ H of G,
∀m ∈M ∀h ∈ H ∃h0 ∈ H0 : ∀ g ∈ G/G0 :
(h ▷m) P g = h ▷ (m P h0 · g);
b. exhausts its defect with respect to its semi-commutativity with ▷





∀ g0 ∈ G0 ∀ g ∈ G/G0 : (g−10 ▷m0) P g = g−10 ▷ (m0 P g0 · g).□
Proof. Let H be a K-big subgroup of G.
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a. Let h ∈ H and let m ∈M . Put h0 = g−1m0,mh−1gm0,h▷m. Because
g−1m0,m ∈ H, g−1m0,h▷m ∈ H, and
g−1m0,mh
−1gm0,h▷m ▷m0 = g
−1
m0,mh
−1 ▷ (h ▷m)
= g−1m0,m ▷m
= m0,
we have h0 ∈ H0. Moreover, for each gG0 ∈ G/G0,
(h ▷m) P gG0 = gm0,h▷mg ▷m0
= hgm0,mh0g ▷m0
= h ▷ (gm0,mh0g ▷m0)
= h ▷ (m P h0 · gG0).
b. For each g0 ∈ G0 and each gG0 ∈ G/G0, because gm0,m0 = eG,
(g−10 ▷m0) P gG0 = m0 P gG0
= gm0,m0g ▷m0
= g−10 gm0,m0g0g ▷m0
= g−10 ▷ (gm0,m0g0g ▷m0)
= g−10 ▷ (m0 P g0gG0)
= g−10 ▷ (m0 P g0 · gG0). ■
Example 1.3.29 (Group). In the situation of example 1.3.25, because
group multiplication is associative, the right multiplication P commutes
with the left multiplication ▷. □
Example 1.3.30 (Plane). In the situation of example 1.3.26, because
the group T of translations is abelian, the right semi-action P commutes
with the left action ▷T . Indeed,
∀ t ∈ T ∀ t ∈ T : (t ▷T _) P t = t(t(_)) = t(t(_)) = t ▷T (_ P t).□
Example 1.3.31 (Cayley Graph). Let M be a group, let S be a gen-
erating set of M , and let G = (M ,E,λ) be the coloured S-Cayley
graph of M . The graph G is edge-labelled and directed, its set of
vertices M is the set underlying M , its set of edges E is the subset
{(m,ms) | m ∈ M , s ∈ S} of M ×M , and its edge-labelling λ is the
map E → S, (m,ms) 7→ s.
The automorphism group of G, namely
G = {g : M →M bijective | ∀m ∈M ∀m′ ∈M ∀ s ∈ S :
(m,m′) ∈ E ∧ λ(m,m′) = s
⇐⇒ (g(m), g(m′)) ∈ E ∧ λ(g(m), g(m′)) = s},
acts freely and transitively on M on the left by function application,
which we denote by ▷. For each element m ∈M , left multiplication by
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m, which we denote by m ·_, is the unique graph automorphism that
maps the neutral element eM to m (note that all graph automorphisms
are of this form).
The tripleM = (M ,G, ▷) is a principal left-homogeneous space and
the tuple K = (eM , {m ·_}m∈M ) is a coordinate system forM. Under
the identification of G/G0 with G, the induced semi-action P is the
right group action of G on M given by (m, g) 7→ m · g(eM ). □
Example 1.3.32 (Normal). In the situation of example 1.2.38, let K =
(m0, {gm0,m}m∈M ) be a coordinate system forM. The tuple K′ = (m0,
{gm0,mG0}m∈M ) is the one and only coordinate system for M′ with
origin m0. Both coordinate systems induce the right quotient group
action P of G/G0 on M given by (m, gG0) 7→ gm0,mg ▷m0. In the case
that the group G is abelian, this action is given by (m, gG0) 7→ g ▷m,
which is, apart from the order of the arguments, identical to Q. In any
case, under the identification of M with G/G0 by ι, the left and right
quotient group actions Q and P are identical to the group multiplication
of G/G0. And, the right quotient group action P commutes with the
left group action ▷. □
1.4 semi-cellular, big-cellular, and cellular autom-
ata
introduction. Let us consider the following discrete-time dy-
namical system on a circle whose points can be coloured black and
white. In one time step a point becomes white if there is a white point
nearby in the clockwise direction, where two points are said to be near
each other if their arc distance is not greater than, say, one-hundredth
of the circle’s circumference; and otherwise retains its colour. The time
evolution of that system is uniform, in the sense that each point determ-
ines its next colour by the same rule, and it is local, in the sense that
each point determines its next colour by means of the colours of nearby
points. Moreover, it is equivariant under rotations of the circle, but,
despite its uniformity, it is not equivariant under reflections.
For example, if the left side of the circle, without the top and bottom
points, is white and the other points are black, then in one time step
the top point stays black; but, if we first reflect the circle about the
vertical line through the centre of the circle, secondly do one time step,
and lastly reflect again, then the top point is white. The reason is
that the local rule uses the direction of rotation, namely clockwise,
which stays the same under rotations but changes under reflections. If
the rule considered all nearby points regardless of whether they lie in
the clockwise or anticlockwise direction, then time evolution would be
equivariant under all symmetries of the circle.
The time evolution of this dynamical system is the global transition
function of a semi-cellular automaton whose cells are the points of the
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circle, whose states are the colours black and white, whose neighbour-
hood is the set of all nearby points (in either direction) of a designated
point, and whose local transition function is the local rule for the desig-
nated point described above. Actually, the nearby points in the clock-
wise direction would be sufficient as neighbourhood, but those are not
invariant under the reflection that stabilises the designated point and
for technical reasons we want this invariance.
Without designating a point, the neighbourhood can be described
by all rotations that map a point to a point nearby and the local tran-
sition function by a map that maps a local configuration to the colour
white if there is a white clockwise neighbour, where we call a neigh-
bour clockwise if it maps a point to a point nearby in the clockwise
direction; and otherwise to the colour of the identity map, which plays
the role of the designated point. The neighbourhood of a point can be
recovered by applying the (relative) neighbours to the point, in other
words, by acting with the (relative) neighbours on the point on the
right. As we have seen in the introduction of section 1.3, this right
action is equivalent to the right semi-action induced by the left action
of the symmetries on the circle, where the rotations are identified with
the quotient set of the symmetries of the circle by the stabiliser of a
designated point.
contents. A semi-cellular automaton is made up of a cell space,
a set of states, a neighbourhood (think of a disk about the origin as
points or vectors), and a local transition function (see definition 1.4.1).
The stabiliser of the origin acts on local configurations (think of rota-
tions of disk-shaped patterns; see definition 1.4.6). The group acts on
global configurations (think of rotations and translations of unbounded
patterns; see definition 1.4.15). A cell observes a local configuration by
first semi-acting on the right on itself with the (relative) neighbour-
hood to determine its neighbours (think of point-vector additions) and
secondly reading the states of these neighbours (see definition 1.4.16);
or, alternatively, by first translating the global configuration such that
the cell is moved to the origin and secondly restricting this translated
configuration to the neighbourhood (see remark 1.4.17). The global
transition function applies the local transition function synchronously
to the observed local configuration of each cell to determine its new
state (see definition 1.4.19 and remark 1.4.20). This function is equi-
variant under the action on global configurations (traditionally known
as shift-invariance) if and only if the local transition function is invari-
ant under the action on local configurations (see theorem 1.5.17). If
the latter is the case, then the automaton is a cellular automaton (see
definition 1.4.11). And, if the local transition function is only invari-
ant under a restriction of the action on local configurations to a big
subgroup, then the automaton is a big-cellular automaton (see defini-
tion 1.4.8).
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body. In this section, letR = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a cell space.
Definition 1.4.1. Let Q be a set, let N be a subset of G/G0 such
that G0 ·N ⊆ N , and let δ be a map from QN to Q. The quadruple
C = (R,Q,N , δ) is called semi-cellular automaton, each element q ∈ Qsemi-cellular
automaton C is called state, the set N is called neighbourhood, each element n ∈ N is
state q
neighbourhood N




Remark 1.4.2. Under the identification of G/G0 with M by ι, the
neighbourhood N is a subset of M such that G0 ▷N ⊆ N □
Example 1.4.3 (Group). In the situation of example 1.3.29, the semi-
cellular automata overR are the usual cellular automata over the group
G. □
Example 1.4.4 (Plane). In the situation of example 1.3.30, let Q be
the set of real numbers, let M be identified with G/G0 by ι, let ε be
a positive real number, let N be the open disk of radius ε about m0,
and let








(m0), if ℓ is twice continuously dif-
ferentiable on an open disk
about m0,
0, otherwise,
where ∂2ℓ/∂x2(m0) and ∂2ℓ/∂y2(m0) are the second-order partial de-
rivatives of ℓ by x and y at m0. The quadruple C = (R,Q,N , δ) is a
semi-cellular automaton. □
Example 1.4.5 (Sphere). In the situation of example 1.3.27, let Q be
the set {0, 1}, let N0 be the union of all circles of latitude between 45°
and 90° north, which is a curved circular disk of radius π/4 with the
north polem0 at its centre, let N be the set ι(N0) = {Gm0,m | m ∈ N0},
and let
δ : QN → Q,
ℓ 7→
{
0, if ∀n ∈ N : ℓ(n) = 0,
1, if ∃n ∈ N : ℓ(n) = 1.
The quadruple C = (R,Q,N , δ) is a semi-cellular automaton. □
In the remainder of this section, let C = (R,Q,N , δ) be a semi-
cellular automaton.
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Definition 1.4.6. Each map ℓ ∈ QN is called local configuration. The local configuration
ℓstabiliser G0 acts on QN on the left by
• : G0 ×QN → QN , left group action •
of G0 on QN(g0, ℓ) 7→ [n 7→ ℓ(g−10 · n)]. □
Remark 1.4.7. Under the identification of G/G0 withM by ι, we have
• : (g0, ℓ) 7→ [n 7→ ℓ(g−10 ▷ n)]. □
Definition 1.4.8. The semi-cellular automaton C is called big-cellular big-cellular
automaton Cautomaton if and only if there is a K-big subgroup H of G such that
the local transition function δ is •H0-invariant. □
Remark 1.4.9. Let H be a K-big subgroup of G and let π be the
canonical projection of QN onto H0\QN . The local transition function
δ is •H0-invariant if and only if there is a map d : H0\QN → Q such
that δ = d ◦ π, in other words, if and only if the map d : H0\QN → Q,
H0 • ℓ 7→ δ(ℓ), is well-defined. □
Remark 1.4.10. Because each K-big subgroup of G includes the K-
big subgroup of G that is generated by the set {gm0,m | m ∈ M} of
coordinates, the semi-cellular automaton C is a big-cellular automaton
if and only if its local transition function δ is •G0∩⟨gm0,m|m∈M⟩-invariant.
□
Definition 1.4.11. The semi-cellular automaton C is called cellular cellular automaton
Cautomaton if and only if its local transition function δ is •-invariant. □
Example 1.4.12 (Group). In the situation of example 1.4.3, the sta-
biliser G0 of the neutral element m0 is the trivial subgroup {eG} of G.
Therefore, each semi-cellular automaton over R has a •-invariant local
transition function and is hence a cellular automaton. □
Example 1.4.13 (Plane). In the situation of example 1.4.4, think of
the neighbourhood N as being embedded in the (x, y)-plane of the
three-dimensional Euclidean space and of local configurations as graphs
extending into the z-direction. The rotations G0 about the z-axis act
on these graphs by • by rotating them. For each rotation g0 ∈ G0
and each local configuration ℓ ∈ QN , the map ℓ is twice continuously
differentiable on an open disk about m0 if and only if g0 • ℓ is; if
they both are, then δ(ℓ) = δ(g0 • ℓ) by elementary calculus; other-
wise, δ(ℓ) = 0 = δ(g0 • ℓ). Hence, the local transition function δ is
•-invariant. Therefore, the quadruple C is a cellular automaton. □
Example 1.4.14 (Sphere). In the situation of example 1.4.5, think of
0 as black, 1 as white, and of local configurations as black-and-white
patterns on N0 = m0 PN . The rotations G0 about the z-axis act on
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these patterns by • by rotating them. The local transition function δ
maps the black pattern to 0 and all others to 1, which is invariant under
rotations. Therefore, the quadruple C is a cellular automaton. □
Definition 1.4.15. The set QM is called phase space and each mapphase space QM
c ∈ QM is called global configuration. The group G acts on QM on theglobal
configuration c left by
▶ : G×QM → QM ,left group action ▶
of G on QM
(g, c) 7→ [m 7→ c(g−1 ▷m)]. □
Definition 1.4.16. For each cell m ∈M , the set mPN is called neigh-neighbourhood
m PN of m bourhood of m. And, for each global configuration c ∈ QM and each
cell m ∈M , the local configuration
c(m P_)↾N : N → Q,local configuration
c(m P_)↾N
observed by m in c n 7→ c(m P n),
is called observed by m in c. □
Remark 1.4.17. Under the identification of G/G0 withM by ι, accord-
ing to the proof of the forthcoming lemma 1.4.31, for each cell m ∈M ,
we have c(m P_)↾N = (g−1m0,m ▶ c)↾N . □
Remark 1.4.18. Because the semi-action P is free (see item a of lemma
1.3.24), for each local configuration ℓ ∈ QN and each cell m ∈M , there
is a global configuration c ∈ QM such that the local configuration
observed by m in c is ℓ. □
Definition 1.4.19. The map
∆ : QM → QM ,global transition
function ∆
c 7→ [m 7→ δ(n 7→ c(m P n))],
is called global transition function. □
Remark 1.4.20. Under the identification of G/G0 with M by ι, ac-
cording to lemma 1.4.31, we have ∆ : c 7→ [m 7→ δ((g−1m0,m ▶ c)↾N )]. □
Example 1.4.21 (Plane). In the situation of example 1.4.13, the re-
striction of the global transition function ∆ to the twice continuously
differentiable maps is known as Laplace operator. Recall that the neigh-Laplace operator
bourhood N is an open disk of radius ε about m0, where ε is a positive
real number. The map ∆ does not depend on the radius ε — it can be
chosen arbitrarily small without affecting ∆. In other words, there is no
smallest neighbourhood for cellular automata whose global transition
functions are ∆. □
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Example 1.4.22 (Sphere). In the situation of example 1.4.14, repeated
applications of the global transition function of C grows white regions
on M . □
Example 1.4.23 (Hyperbolic Game of Life). Sébastien Moriceau presents
an adaptation of Conway’s Game of Life cellular automaton on a tes-
sellation of the hyperbolic plane in example 3.3 (a) in [Mor11]. □
Remark 1.4.24. For each subset A ofM and each global configuration
c ∈ QM , the states of the cells A in ∆(c) depend at most on the states depend at most on
of the cells A PN in c, which means that
∀A ⊆M ∀ c ∈ QM ∀ c′ ∈ QM :
c↾APN = c′↾APN =⇒ ∆(c)↾A = ∆(c′)↾A. □
Remark 1.4.25. The global transition function ∆ is determined by its determined by its
behaviour at the
origin m0
behaviour at the origin m0, which means that
∀ c ∈ QM ∀m ∈M : ∆(c)(m) = ∆(g−1m0,m ▶ c)(m0).
Indeed, for each global configuration c ∈ QM and each cell m ∈ M ,
according to lemma 1.3.23,
∆(c)(m) = δ(n 7→ c(m P n))
= δ(n 7→ c(gm0,m ▷ (m0 P n)))
= δ(n 7→ (g−1m0,m ▶ c)(m0 P n))
= ∆(g−1m0,m ▶ c)(m0). □
Definition 1.4.26. Let E be a subset of N . It is called sufficient sufficient
neighbourhood Eneighbourhood if and only if
∀ ℓ ∈ QN ∀ ℓ′ ∈ QN :
(
ℓ↾E = ℓ′↾E =⇒ δ(ℓ) = δ(ℓ′)
)
,
in which case the map
η : QE → Q,
ℓE 7→ δ(ℓ), where ℓ ∈ QN such that ℓ↾E = ℓE ,
is called sufficient local transition function. □ sufficient local
transition function
ηRemark 1.4.27. The neighbourhood itself is a sufficient neighbour-
hood. And, if the local transition function depends on all neighbours,
then the neighbourhood is the only one. In general, it is impossible to
choose the neighbourhood such that the local transition function de-
pends on all neighbours, because it may depend only on an arbitrarily
small disk about the origin (as in example 1.4.21) or it may depend on
a neighbour n but not on g0 · n for some stabiliser g0 of the origin (as
in the example in the introduction of section 1.4). Note that, because
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G0 ·N ⊆ N , for each n ∈ N , we have g0 · n ∈ N . So, the assumption
G0 ·N ⊆ N may force the neighbourhood to be larger than is actually
necessary to determine the next state of a cell. □
Recall that the right quotient set semi-action P semi-commutes with
the left group action ▷, symbolically, (g−1 ▷m) Pn = g−1 ▷ (mP g0 ·n),
where g0 does not depend on n. Thus, the local configuration that is
observed by a cell g−1 ▷m in a global configuration c is a rotation by g0
of the local configuration that is observed by m in g ▶ c, symbolically,
c((g−1 ▷m) P_) = g−10 • ((g ▶ c)(m P_)) (see lemma 1.4.28). Hence,
because local transition functions of cellular automata are •-invariant,
their global transition functions are ▶-equivariant (see theorem 1.5.17).
Moreover, this property of observed local configurations is also essential
in the proofs of other theorems of section 1.5.
Lemma 1.4.28. Let m be an element of M , let g be an element of G,
and let g0 be an element of G0 such that
∀n ∈ N : (g−1 ▷m) P n = g−1 ▷ (m P g0 · n).
For each global configuration c ∈ QM ,
[n 7→ c((g−1 ▷m) P n)] = g−10 • [n 7→ (g ▶ c)(m P n)]. □
Proof. For each global configuration c ∈ QM ,
[n 7→ c((g−1 ▷m) P n)] = [n 7→ c(g−1 ▷ (m P g0 · n))]
= g−10 • [n 7→ c(g−1 ▷ (m P n))]
= g−10 • [n 7→ (g ▶ c)(m P n)]. ■
In the definition of a semi-cellular automaton, instead of a (relative)
neighbourhood N and a local transition function δ, we could have used
a neighbourhood N0 of m0 (see definition 1.4.29) and a local transition
function δ0 of m0 (see definition 1.4.30). Then, in the definition of
the global transition function, to determine the next state of a cell,
we could have translated the global configuration such that the cell is
translated to m0, restricted this translation to the neighbourhood of
m0, and applied the local transition function of m0 (see lemma 1.4.31).
Note that under the identification of G/G0 with M by ι, we have
N = N0 and δ = δ0.
Definition 1.4.29. The set N0 = m0 PN is called neighbourhood ofneighbourhood N0
of m0 m0. □
Definition 1.4.30. The map
δ0 : QN0 → Q,local transition
function δ0 of m0 ℓ0 7→ δ(n 7→ ℓ0(m0 P n)),
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is called local transition function of m0. □
Lemma 1.4.31. The global transition function ∆ of C is identical to the
map
∆0 : QM → QM ,
c 7→ [m 7→ δ0((g−1m0,m ▶ c)↾N0)]. □
Proof. Let c ∈ QM and let m ∈M . For each n = gG0 ∈ N ,
m P n = gm0,mg ▷m0
= gm0,mgm0,m0g ▷m0
= gm0,m ▷ (gm0,m0g ▷m0)
= gm0,m ▷ (m0 P n)
and thus
c(m P n) = c(gm0,m ▷ (m0 P n)) = (g−1m0,m ▶ c)(m0 P n).
Therefore,
∆(c)(m) = δ(n 7→ c(m P n))
= δ(n 7→ (g−1m0,m ▶ c)(m0 P n))





In conclusion, ∆ = ∆0. ■
Example 1.4.32 (Left Shift Map). Let M be the one-dimensional in-
teger lattice Z, let G be the group {τt : m 7→ t+m | t ∈ Z} of trans-
lations of M , and let ▷ be the left group action of G on M by func-
tion application. Moreover, let m0 be the origin 0 and, for each point
m ∈ M , let gm0,m be the translation τm. Furthermore, let Q be the
set {0, 1}, let N be the set {τ1}, let δ be the map QN → Q, ℓ 7→ ℓ(τ1),
and let G be identified with G/G0 by τt 7→ τtG0, where G0 is the
stabiliser {τ0} of the origin m0 under ▷. The triple M = (M ,G, ▷) is
a principal left-homogeneous space, the tuple K = (m0, {gm0,m}m∈M )
is a coordinate system for M, the quadruple C = ((M,K),Q,N , δ)
is a cellular automaton whose global transition function ∆ is the left left shift map
shift map QM → QM , c 7→ c(_+ 1). Under the additional identifica-
tion of Z with G by t 7→ τt, the quadruple C is a traditional cellular
automaton, more precisely, the action ▷ is the addition + on Z, the
neighbourhood N is the set {1}, and the local transition function δ is
the map ℓ 7→ ℓ(1). □
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1.5 invariance, equivariance, determination, and com-
position of global transition functions
contents. In theorem 1.5.7 we show how to turn a big-cellular
automaton over one coordinate system into an automaton over an-
other system that has the same global transition function. Conversely,
in theorem 1.5.13 we show that two big-cellular automata with the
same global transition function are related as in theorem 1.5.7 except
for superfluous neighbours. In corollary 1.5.8 we show that a global
transition function does not depend on the choice of coordinates. In
theorem 1.5.17 we show that a global transition function is ▶H -equi-
variant if and only if its local transition function is •H0-invariant. In
theorem 1.5.22 we show that a global transition function is determined
by its behaviour in the origin. And in theorem 1.5.25 we show that
the composition of two global transition functions is a global transition
function.
1.5.1 Invariance Under Change of Coordinates of Global Transition
Functions
summary. Conjugation by a group element g is a bijection from a
quotient set G/Gm to G/Gg▷m (see lemma 1.5.1). Under the identi-
fications of such quotient sets with M , all these conjugations together
are in a sense the left group action ▷ (see remark 1.5.2). They are used
to relate the right quotient set semi-action induced by one coordinate
system to the semi-action induced by another system (see lemma 1.5.5)
and to turn a semi-cellular automaton over one coordinate system into
an automaton in another system that has the same global transition
function (see theorem 1.5.7). It follows from the specifics of the latter
construction that a global transition function does not depend on the
choice of coordinates (see corollary 1.5.8). And it follows that the set of
global transition functions of big-cellular automata over one coordinate
system is the same as the one over another system (see corollary 1.5.9).
Conversely, if two big-cellular automata have identical global transition
functions, then they are related as in theorem 1.5.7 except for superflu-
ous neighbours (see theorem 1.5.13). It follows that two such automata
over coordinate systems with the same origin are the same except for
superfluous neighbours.
Lemma 1.5.1. Let ▷ be a left group action of G on M . The group G







G/Gm,left group action ⊙
of G on⋃
m∈M G/Gm (g, g′Gm) 7→ gg′Gmg−1 (= gg′g−1Gg▷m),
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such that, for each element g ∈ G and each element m ∈M , the map
(g⊙_)↾G/Gm→G/Gg▷m : G/Gm → G/Gg▷m,
g′Gm 7→ g⊙ g′Gm,
is bijective. □
Proof. First, let g ∈ G, let m ∈ M , let g′Gm ∈ G/Gm, and let






In conclusion, the maps ⊙ and (g⊙_)↾G/Gm→G/Gg▷m are well-defined.
Secondly, let gGm ∈ ⋃m∈M G/Gm. Then, eG⊙gGm = gGm. Moreover,
for each g′ ∈ G and each g′′ ∈ G,
g′g′′ ⊙ gGm = g′g′′gGm(g′′)−1(g′)−1
= g′ ⊙ g′′gGm(g′′)−1
= g′ ⊙ (g′′ ⊙ gGm).
In conclusion, the map ⊙ is a left group action.
Thirdly, for each g ∈ G and eachm ∈M , the map (g⊙_)↾G/Gm→G/Gg▷m
is bijective, because its inverse is (g−1 ⊙_)↾G/Gg▷m→G/Gm . ■
Remark 1.5.2. For each element m0 ∈ M , let ιm0 be the (▷, ·)-equi-
variant bijection from lemma 1.2.35. For each element g ∈ G, each
element m ∈M , and each element m′ ∈M ,
g⊙ ιm(m′) = g⊙Gm,m′ = Gg▷m,g▷m′ = ιg▷m(g ▷m′).
In this sense, the map ⊙ is the left group action ▷. □
Remark 1.5.3. Let g be an element of G, let m be an element of
M , and let N be a subset of G/Gm such that Gm ·N ⊆ N . Then,
Gg▷m · (g⊙N) ⊆ g⊙N . Indeed,
Gg▷m · (g⊙N) = (gGmg−1) · gNg−1
= g(Gm ·N)g−1
⊆ gNg−1
= g⊙N . □
The group actions ⊙ and · commute in the sense given in
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Remark 1.5.4. Let ▷ be a left group action of G on M , let m be an
element of M , let g and g′ be two elements of G, and let g′′Gm be
an element of G/Gm. Then, g ⊙ (g′ · g′′Gm) = gg′g−1 · (g ⊙ g′′Gm).
Indeed,
g⊙ (g′ · g′′Gm) = gg′g′′g−1Gg▷m
= gg′g−1 · (gg′′g−1Gg▷m)
= gg′g−1 · (g⊙ g′′Gm). □
Lemma 1.5.5. LetM = (M ,G, ▷) be a left-homogeneous space, and let
K = (m0, {gm0,m}m∈M ) and K′ = (m′0, {g′m′0,m}m∈M ) be two coordinate
systems for M. The right quotient set semi-actions P and P′ of G/G0
and G/G′0 on M are similar, which means that, for each K- and K′-bigsimilar
subgroup H of G and each element h ∈ H such that h ▷m0 = m′0,
∀m ∈M ∃h0 ∈ H0 : ∀ g′ ∈ G/G′0 : m P′ g′ = m P h0 · (h−1 ⊙ g′).□
Proof. Let H be a K- and K′-big subgroup of G, let h ∈ H such that
h ▷m0 = m′0, and let m ∈ M . Put h0 = g−1m0,mg′m′0,mh. Then, h0 ∈ H0
and g′m′0,m = gm0,mh0h
−1. Furthermore, let gG′0 ∈ G/G′0. Then,





= m P h0h−1ghh−10 G0.
Thus, because h−10 G0 = G0 and hG0h−1 = h⊙G0 = G′0,
m P′ gG′0 = m P h0 · h−1ghG0
= m P h0 · h−1ghG0h−1h
= m P h0 · h−1gG′0h
= m P h0 · (h−1 ⊙ gG′0). ■





{δ : QN → Q | N ⊆ G/Gm with Gm ·N ⊆ N}.
The group G acts on D on the left by
⊗ : G×D → D,left group action ⊗
of G on D
(g, δ : QN → Q) 7→
[
Qg⊙N → Q,
ℓ′ 7→ δ(n 7→ ℓ′(g⊙ n)).
]
□
Proof. According to remark 1.5.3, the map ⊗ is well-defined. Let
(δ : QN → Q) ∈ D. Then, eG ⊗ δ = δ. And, for each g ∈ G, each
g′ ∈ G, and each ℓ′′ ∈ Qgg′⊙N ,
(gg′ ⊗ δ)(ℓ′′) = δ(n 7→ ℓ′′(gg′ ⊙ n))
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= δ(n 7→ ℓ′′(g⊙ (g′ ⊙ n)))
= δ(n 7→ [n′ 7→ ℓ′′(g⊙ n′)](g′ ⊙ n))
= (g′ ⊗ δ)(n′ 7→ ℓ′′(g⊙ n′))
= (g⊗ (g′ ⊗ δ))(ℓ′′).
In conclusion, ⊗ is a left group action. ■
Theorem 1.5.7. In the situation of lemma 1.5.5, let H be a K- and K′-
big subgroup of G, let C = ((M,K),Q,N , δ) be a semi-cellular autom-
aton such that δ is •H0-invariant, let N ′ be the set h⊙N , and let δ′
be the map h⊗ δ. The quadruple C′ = ((M,K′),Q,N ′, δ′) is a semi-
cellular automaton whose local transition function is •H′0-invariant and
whose global transition function is identical to the one of C. □
Proof. We have N ′ ⊆ G/G′0 and, according to remark 1.5.3, we have
G′0 ·N ′ ⊆ N ′. In conclusion, C′ is a semi-cellular automaton.
Moreover, for each h′0 ∈ H ′0 and each ℓ′ ∈ QN
′ , according to re-
mark 1.5.4 and because δ is •H0-invariant,
δ′(h′0 • ℓ′) = δ(n 7→ (h′0 • ℓ′)(h⊙ n))
= δ(n 7→ ℓ′((h′0)−1 · (h⊙ n)))
= δ(n 7→ ℓ′(h⊙ (h−1(h′0)−1h · n)))
= δ((h−1h′0h) • [n 7→ ℓ′(h⊙ n)])
= δ(n 7→ ℓ′(h⊙ n))
= δ′(ℓ′).
In conclusion, δ′ is •H′0-invariant.
Furthermore, let c ∈ QM and let m ∈M . According to lemma 1.5.5,
there is an h0 ∈ H0 such that
∀n′ ∈ N ′ : m P′ n′ = m P h0 · (h−1 ⊙ n′).
Therefore, because δ is •H0-invariant,
∆′(c)(m) = δ′(n′ 7→ c(m P′ n′))
= δ′(n′ 7→ c(m P h0 · (h−1 ⊙ n′)))
= δ(n 7→ c(m P h0 · (h−1 ⊙ (h⊙ n))))
= δ(n 7→ c(m P h0 · n))
= δ(h−10 • [n 7→ c(m P n)])
= δ(n 7→ c(m P n))
= ∆(c)(m).
In conclusion, ∆′ = ∆. ■
Corollary 1.5.8. In the situation of lemma 1.5.5, let m0 = m′0, let
















Figure 1.5.1: The first row depicts the part of a global configuration that cor-
responds to the cells {−3,−2, . . . , 3} and the second row the same
part of the image of that global configuration under ∆. And, the
arrows from cells in the first to cells in the second row together
with the disjunction symbol depict which states are combined
disjunctively to yield the new states.
be a semi-cellular automaton such that δ is •H0-invariant. The global
transition function of the semi-cellular automaton ((M,K′),Q,N , δ) is
identical to the one of C. □
Proof. This is a direct consequence of theorem 1.5.7 with h = eG. ■
Corollary 1.5.9. Let (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a
cell space and let C be a cellular automaton over (M,K). For each
coordinate system K′ = (m′0, {g′m′0,m}m∈M ) for M, there is a cellular
automaton over (M,K′) whose global transition function is identical to
the one of C. □
Proof. This is a direct consequence of theorem 1.5.7 with H = G and
h = gm0,m′0 . ■
Example 1.5.10 (Lattice). Let M be the one-dimensional integer lat-
tice Z, let T be the group {τt : m 7→ t+m | t ∈ Z} of translations of
M , let R be the set {ϱt : m 7→ t−m | t ∈ Z} of reflections of M , let
G be the group T ∪R of translations and reflections of M , and let ▷
be the left group action of G on M by function application. The triple
M = (M ,G, ▷) is a left-homogeneous space and the stabiliser G0 of
the origin 0 under ▷ is the group {τ0, ϱ0}. □
Example 1.5.11 (Logical Or). In the situation of example 1.5.10, let
K be a coordinate system for M, let Q be the set {0, 1}, let N be the
set {−1, 1}, let δ be the map QN → Q, ℓ 7→ ℓ(−1) ∨ ℓ(1), and let M
be identified with G/G0 by ι : m 7→ G0,m. The quadruple C = ((M,
K),Q,N , δ) is a cellular automaton whose global transition function
∆ is the map QM → QM , c 7→ c(_− 1) ∨ c(_+ 1) (see figure 1.5.1).
Note that, because the binary operator ∨ is commutative, the local
transition function δ is •-invariant and the global transition function ∆
does not depend on the coordinate system. □
Counterexample 1.5.12 (Peculiar Shift Maps). In theorem 1.5.7, if
the assumption that the subgroup H of G is K-big or the one that
the local transition function δ is •H0-invariant does not hold, then the
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global transition function of C′ may be different from the one of C,
which is illustrated by the following examples.
In the situation of example 1.5.10, let Q be the set {0, 1}, let N
be the set {−1, 1}, let δ be the map QN → Q, ℓ 7→ ℓ(1), and let
M be identified with G/G0 by ι : m 7→ G0,m. Because δ distinguishes
between left and right, more precisely, because δ(ϱ0 •_) ̸= δ, the map δ
is not •-invariant. And, the global transition functions of semi-cellular
automata overM with local transition function δ depend on the choice
of coordinates, which is illustrated by the following examples.
a. The tuples K = (0, {τm}m∈M ) and K′ = (0, {ϱm}m∈M ) are two
coordinate systems forM. For each cellm ∈M and each element
g ∈ G/G0 ≃ M , we have m P g = m+ g and m P′ g = m− g,
in particular, the (actual) neighbour of m that corresponds to
the (relative) right neighbour 1 in K is the cell m+ 1, which lies
to the right of m, and in K′ it is the cell m− 1, which lies to
the left. The reason is that the coordinates {τm}m∈M maintain
the meanings of left and right, whereas the coordinates {ϱm}m∈M
reverse them.
The quadruples C = ((M,K),Q,N , δ) and C′ = ((M,K′),Q,N ,
δ) are two semi-cellular automata whose global transition func-
tions ∆ and ∆′ are the left shift map c 7→ c(_ + 1) (see fig-
ure 1.5.2a) and the right shift map c 7→ c(_−1) (see figure 1.5.2b).
The reason is that δ depends on the meanings of left and right,
which are maintained by P but reversed by P′.
Note that K′ is actually not a coordinate system, because, by
definition, the coordinate of the origin must be the identity map
τ0. That requirement though could be discarded with minor
changes to some statements. It was merely made for convenience.
b. The tuple K′′ = (0, {τm}m∈2M × {ϱm}m∈2M+1) is a coordinate
system for M. The right quotient set semi-action of G/G0 ≃M
on M induced by (M,K′′) is the map
P′′ : M ×G/G0 →M ,
(m, g) 7→
{
m+ g, if m is even,
m− g, if m is odd.
In particular, the (actual) neighbour of a cell that corresponds
to the (relative) neighbour 1 is the cell to its right, if it is even,
and the one to its left, if it is odd. The quadruple C′′ = ((M,
K′′),Q,N , δ) is a semi-cellular automaton whose global transition
function is the map
∆′′ : QM → QM ,
c 7→ [m 7→
{
c(m+ 1), if m is even,




−3−2−1 0 1 2 3
∆
(a)
−3−2−1 0 1 2 3
∆′
(b)
−3−2−1 0 1 2 3
∆′′
(c)
−3−2−1 0 1 2 3
∆′′′
(d)
Figure 1.5.2: In each subfigure, the first row depicts the part of a global con-
figuration that corresponds to the cells {−3,−2, . . . , 3} and the
second row the same part of the image of that global configura-
tion under ∆, ∆′, ∆′′, or ∆′′′. And, the arrows from cells in the
first to cells in the second row depict the flow of states.
In one step, each even cell exchanges states with the odd cell to
its right (see figure 1.5.2c).
c. The tuple K′′′ = (0, {τm}m∈M∖{1} × {ϱm}m∈{1}) is a coordinate
system for M. The right quotient set semi-action of G/G0 ≃M
on M induced by (M,K′′′) is the map
P′′′ : M ×G/G0 →M ,
(m, g) 7→
{
m+ g, if m ̸= 1,
m− g, if m = 1.
The quadruple C′′′ = ((M,K′′′),Q,N , δ) is a semi-cellular autom-
aton whose global transition function is the map
∆′′′ : QM → QM ,
c 7→ [m 7→
{
c(m+ 1), if m ̸= 1,
c(m− 1), if m = 1,
}
].
In one step, the cells 0 and 1 exchange states and each other cell
takes the state from the cell to its right (see figure 1.5.2d).
The semi-cellular automata C, C′, C′′, and C′′′ have different global tran-
sition functions, although they are equal except for their coordinates,
in particular, they are related as in the construction in theorem 1.5.7
with h = eG. However, the group G is the only subgroup of G that
is big with respect to each pair of the coordinate systems K, K′, K′′,
and K′′′, but the local transition function δ is not •G0-invariant. And,
the subgroups H of T are the only subgroups of G such that the local
transition function δ is •H0-invariant, but those subgroups of G are
only K-big and neither big with respect to K′, K′′, nor K′′′. □
Theorem 1.5.13. In the situation of lemma 1.5.5, let H be a K- and K′-
big subgroup of G, let C = ((M,K),Q,N , δ) and C′ = ((M,K′),Q,N ′,
δ′) be two semi-cellular automata such that δ and δ′ are •H0-invariant
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and ∆ and ∆′ are identical, let N∗ = N ∩ (h−1 ⊙N ′), let N ′∗ = (h⊙
N) ∩N ′, let
δ∗ : QN∗ → Q,
ℓ∗ 7→ δ(ℓ), where ℓ ∈ QN such that ℓ↾N∗ = ℓ∗,
and let
δ′∗ : Q
N ′∗ → Q,
ℓ′∗ 7→ δ′(ℓ′), where ℓ′ ∈ QN
′ such that ℓ′↾N ′∗ = ℓ
′
∗.
The quadruples C∗ = ((M,K),Q,N∗, δ∗) and C′∗ = ((M,K′),Q,N ′∗, δ′∗)
are two semi-cellular automata such that δ∗ and δ′∗ are •H0-invariant,
and ∆∗ = ∆ = ∆′ = ∆′∗. Moreover, N ′∗ = h⊙N∗, δ′∗ = h⊗ δ∗, and
∀ ℓ∗ ∈ QN∗ ∀ ℓ ∈ QN ∀ ℓ′ ∈ QN ′ :(
ℓ↾N∗ = ℓ∗ ∧ ℓ′↾N ′∗ = ℓ∗(h−1 ⊙_)
=⇒ δ(ℓ) = δ∗(ℓ∗) = δ′∗(ℓ∗(h−1 ⊙_)) = δ′(ℓ′)
)
. □
Proof. First, we have h−1 ⊙N ′ ⊆ G/Gh−1▷m′0 = G/G0 and, accord-
ing to remark 1.5.3, we have G0 · (h−1 ⊙N ′) ⊆ h−1 ⊙N ′. Therefore,
G0 ·N∗ = (G0 ·N)∩ (G0 · (h−1⊙N ′)) ⊆ N ∩ (h−1⊙N ′) = N∗. Analog-
ously, G0 ·N ′∗ ⊆ N ′∗. Moreover, h⊙N∗ = (h⊙N)∩ (h⊙ (h−1⊙N ′)) =
(h⊙N) ∩N ′ = N ′∗.
Secondly, let ℓ∗ ∈ QN∗ , let ℓ ∈ QN , and let ℓ′ ∈ QN ′ such that
ℓ↾N∗ = ℓ∗ and ℓ′↾N ′∗ = ℓ∗(h−1⊙_). Then, because m0 P_ and m0 P′_
are injective, there are c, c′ ∈ QM such that c(m0 P _)↾N = ℓ and
c′(m0 P′_)↾N ′ = ℓ′ (see remark 1.4.18). And, according to lemma 1.5.5,
there is an h0 ∈ H0 such that
∀ g′ ∈ G/G′0 : m0 P′ g′ = m0 P h0 · (h−1 ⊙ g′).
Thus, because h0 · (h−1 ⊙N ′) = h−1 ⊙N ′,
m0 P′N ′ = m0 P h0 · (h−1 ⊙N ′) = m0 P h−1 ⊙N ′.
And, because h0 ·N∗ = N∗,
m0 P′N ′∗ = m0 P h0 · (h−1 ⊙N ′∗) = m0 P h0 ·N∗ = m0 PN∗.
Hence, because m0 P_ is injective,
(m0 PN) ∩ (m0 P′N ′) = (m0 PN) ∩ (m0 P h−1 ⊙N ′)
= m0 P (N ∩ (h−1 ⊙N ′))
= m0 PN∗
= m0 P′N ′∗.
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Moreover, for each n∗ ∈ N∗, because m0 P h0 · n∗ = h0 ▷ (m0 P n∗) (see
lemma 1.3.23),
c(m0 P n∗) = ℓ(n∗)
= ℓ∗(n∗)
= ℓ∗(h−1 ⊙ (h⊙ n∗))
= ℓ′(h⊙ n∗)
= c′(m0 P′ h⊙ n∗)
= c′(m0 P h0 · n∗)
= (h−10 ▶ c
′)(m0 P n∗).
Hence, becausem0 PN∗ = m0 P′N ′∗, we have c↾m0PN∗ = (h−10 ▶ c′)↾m0P′N ′∗ .
Therefore, because (m0 PN) ∩ (m0 P′ N ′) = m0 P′ N ′∗, there is a c′′ ∈
QM such that c′′↾m0PN = c↾m0PN and c′′↾m0P′N ′ = (h−10 ▶ c′)↾m0P′N ′ .





= ∆′(h−10 ▶ c
′)(m0)
= δ′(h−10 • ℓ′)
= δ′(ℓ′).
In conclusion, δ(ℓ) = δ(ℓ′).
Thirdly, it follows that, for each ℓ∗ ∈ QN∗ , each ℓ1 ∈ QN , and each
ℓ2 ∈ QN such that ℓ1↾N∗ = ℓ∗ and ℓ2↾N∗ = ℓ∗, we have δ(ℓ1) = δ′(ℓ′) =
δ(ℓ2), where ℓ′ ∈ QN ′ such that ℓ′↾N ′∗ = ℓ∗(h−1⊙_). In conclusion, δ∗
is well-defined and, analogously, δ′∗ is well-defined.
Fourthly, let ℓ∗ ∈ QN∗ . Then, there are ℓ ∈ QN and ℓ′ ∈ QN ′ such
that ℓ↾N∗ = ℓ∗ and ℓ′↾N ′∗ = ℓ∗(h−1 ⊙_). Hence, because δ′(ℓ′) = δ(ℓ),
(h−1 ⊗ δ′∗)(ℓ∗) = δ′∗(ℓ∗(h−1 ⊙_)) = δ′(ℓ′) = δ(ℓ) = δ∗(ℓ∗).
In conclusion, h−1 ⊗ δ′∗ = δ∗ and hence δ′∗ = h⊗ δ∗.
Fifthly, let h0 ∈ H0 and let ℓ∗ ∈ N∗. Then, there is an ℓ ∈ QN such
that ℓ↾N∗ = ℓ∗, in particular, (h0 • ℓ)↾N∗ = h0 • ℓ∗. Hence, because δ
is •H0-invariant,
δ∗(h0 • ℓ∗) = δ(h0 • ℓ) = δ(ℓ) = δ∗(ℓ∗).
In conclusion, δ∗ is •-invariant and, analogously, δ′∗ is •-invariant.
Lastly, for each c ∈ QM and each m ∈M , by the definition of δ∗,
∆∗(c)(m) = δ∗(n∗ 7→ c(m P n∗))
= δ(n 7→ c(m P n))
= ∆(c)(m).
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Therefore, ∆∗ = ∆ and, analogously, ∆′∗ = ∆′. In conclusion, ∆∗ =
∆ = ∆′ = ∆′∗. ■
Corollary 1.5.14. In the situation of lemma 1.5.5, let m0 = m′0, let
H be a K- and K′-big subgroup of G, let C = ((M,K),Q,N , δ) and
C′ = ((M,K′),Q,N ′, δ′) be two semi-cellular automata such that δ
and δ′ are •H0-invariant and ∆ and ∆′ are identical, let N∗ = N ∩N ′,
and let
δ∗ : QN∗ → Q,
ℓ∗ 7→ δ(ℓ), where ℓ ∈ QN such that ℓ↾N∗ = ℓ∗,
(ℓ∗ 7→ δ′(ℓ′), where ℓ′ ∈ QN ′ such that ℓ′↾N∗ = ℓ∗).
The quadruples C∗ = ((M,K),Q,N∗, δ∗) and C′∗ = ((M,K′),Q,N∗,
δ∗) are two semi-cellular automata such that δ∗ is •H0-invariant and
∆∗ = ∆ = ∆′ = ∆′∗. Moreover,
∀ ℓ∗ ∈ QN∗ ∀ ℓ ∈ QN ∀ ℓ′ ∈ QN ′ :(
ℓ↾N∗ = ℓ∗ = ℓ′↾N∗ =⇒ δ(ℓ) = δ∗(ℓ∗) = δ′(ℓ′)
)
. □
Proof. This is a direct consequence of theorem 1.5.13 with h = eG. ■
Counterexample 1.5.15 (Peculiar Shift Maps). In theorem 1.5.13, if
the assumption that the subgroup H of G is K- and K′-big does not
hold, then the construction may not work, which is illustrated by the
following examples.
In the situation of item a of counterexample 1.5.12, let δ′ be the
map QN → Q, ℓ 7→ ℓ(−1) and let C′′ be the semi-cellular automaton
((M,K′),Q,N , δ′). The local transition functions δ and δ′ are •T0-
invariant and the global transition functions ∆ and ∆′′ are both the
left shift map, but the subgroup T of G is only K-big but not K′-big.
The construction in theorem 1.5.13 applied to C and C′′ with h = eG
yields δ∗ = δ and δ′∗ = δ′. However, contrary to the statement in
the theorem, we have δ∗ ̸= eG ⊗ δ′∗. This could be the case because
K′ is actually not a coordinate system, which is why we also give the
following counterexample.
In the situation of item b of counterexample 1.5.12, let N ′ be the set
{0, 2}, let δ′ be the map QN ′ → Q, ℓ 7→ ℓ(0), and let M be identified
with G/G1 by m 7→ G1,m (we have identified M twice now, but it
will be clear from the context which identification applies). The tuple
K′′′ = (1, {τm−1}m∈2M+1 × {ϱm+1}m∈2M ) is a coordinate system for
M. The right quotient set semi-action of G/G1 ≃ M on M induced
by (M,K′′′) is the map
P′′′ : M ×G/G1 →M ,
(m, g) 7→
{
m− 1+ g, if m is odd,
m+ 1− g, if m is even.
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The quadruple C′′′ = ((M,K′′′),Q,N , δ′) is a semi-cellular automaton
whose global transition function is the map
∆′′′ : QM → QM ,
c 7→ [m 7→
{
c(m− 1), if m is odd,
c(m+ 1), if m is even,
}
].
The local transition functions δ and δ′ are •T0-invariant and the global
transition functions ∆′′ and ∆′′′ are identical, but the subgroup T of G
is neither K′′- nor K′′′-big. The construction in theorem 1.5.13 applied
to C′′ and C′′′ with h = τ1 yields δ∗ = δ and δ′∗ = δ′. However, because
(τ1 ⊗ δ)(ℓ′) = δ(n 7→ ℓ′(τ1(n))) = ℓ′(τ1(1)) = ℓ′(2), for ℓ′ ∈ QN ′
(where we used remark 1.5.2), we have τ1 ⊗ δ∗ ̸= δ′∗, contrary to the
statement in the theorem. □
1.5.2 Equivariance, Determination, and Composition of Global Tran-
sition Functions
summary. The local configuration that is observed by a trans-
lated cell is identical to a rotation of the one observed by the ori-
ginal cell in the reversely translated global configuration, symbolically,
c((g ▷ m) P_) = g0 • ((g−1 ▶ c)(m P_)) (see lemma 1.4.28). Hence,
if the local transition function is invariant under rotations, then the
global transition function is equivariant under translations (see the-
orem 1.5.17).
Local configurations can be embedded in global configurations and,
through this embedding, the local transition function is identical to
the global transition function evaluated at the origin, symbolically,
δ(ℓ) = ∆(ℓ¯)(m0). And, rotations of local configurations translate
to rotations of global configurations about the origin, symbolically,
δ(h0 • ℓ) = ∆(h0 ▶ ℓ¯)(m0). Hence, if the global transition function
is equivariant under rotations, then the local transition function is in-
variant under rotations (see theorem 1.5.17).
Lemma 1.5.16. Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space, let C = (R,Q,N , δ) be a semi-cellular automaton, let H
be a subgroup of G, and let ∆0 be an ▶H-equivariant map from QM to
QM such that
∀ c ∈ QM : ∆0(c)(m0) = δ(n 7→ c(m0 P n)). (1.1)
The local transition function δ is •H0-invariant. □
Proof. Let ℓ ∈ QN and let h0 ∈ H0. Then, there is a c ∈ QM such
that ℓ is observed by m0 in c (see remark 1.4.18), that is to say, that
∀n ∈ N : ℓ(n) = c(m0 P n).
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And, because P exhausts its defect with respect to its semi-commuta-
tivity with ▷ in m0 (see item b of lemma 1.3.28),
∀n ∈ N : (h−10 ▷m0) P n = h−10 ▷ (m0 P h0 · n).
Hence, according to lemma 1.4.28,
δ(h0 • ℓ) = δ(h0 • [n 7→ c(m0 P n)])
= δ(h0 • [n 7→ c((h−10 ▷m0) P n)])
= δ(n 7→ (h0 ▶ c)(m0 P n))
= ∆0(h0 ▶ c)(m0).
And, because ∆0 is ▶H -equivariant,




Put the last two chains of equalities together to see that δ(h0 • ℓ) = δ(ℓ).
In conclusion, δ is •H0-invariant. ■
Theorem 1.5.17. Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a cell space, let C = (R,Q,N , δ) be a semi-cellular automaton, and
let H be a K-big subgroup of G. The local transition function δ is
•H0-invariant if and only if the global transition function ∆ is ▶H-equi-
variant. □
Proof. First, let δ be •H0-invariant. Furthermore, let h ∈ H, let
c ∈ QM , and let m ∈ M . Then, because P semi-commutes with ▷ (see
item a of lemma 1.3.28), there is an h0 ∈ H0 such that
∀n ∈ N : (h−1 ▷m) P n = h−1 ▷ (m P h0 · n).
Hence, according to lemma 1.4.28,
(h ▶ ∆(c))(m) = ∆(c)(h−1 ▷m)
= δ(n 7→ c((h−1 ▷m) P n))
= δ(h−10 • [n 7→ (h ▶ c)(m P n)])
= δ(n 7→ (h ▶ c)(m P n))
= ∆(h ▶ c)(m).
In conclusion, ∆ is ▶H -equivariant.
Secondly, let ∆ be ▶H -equivariant. Then, according to definition 1.4.19
and lemma 1.5.16, the local transition function δ is •H0-invariant. ■
Corollary 1.5.18. Let C be a semi-cellular automaton. It is a cellular
automaton if and only if its global transition function is ▶-equivari-
ant. □
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Figure 1.5.3: The local configurations of QN .
Proof. This is a direct consequence of theorem 1.5.17 withH = G. ■
Example 1.5.19 (Lattice). Let M be the integer lattice Zd of dimen-
sion d ∈ N+, let G be the symmetry group of M , which is generated
by translations, rotations, and reflections, let ▷ be the transitive left
group action of G on M by function application, let m0 be the origin
0, and, for each point m ∈ M , let gm0,m be the translation that maps
m0 to m, namely m+_.
The tuple R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) is a cell space. The
stabiliser G0 of m0 under ▷ is generated by the rotations about and
reflections through the origin. Under the identification of G/G0 with
Zd by ι, the induced semi-action P is the map M ×Zd →M , (m, t) 7→
m+ t (the elements of Zd are translation vectors).
In the remainder of this example, let d = 2. Then, for each cell m ∈
M , there are four and only four rotations about m, namely those by 0°,
90°, 180°, and 270°; and there are five and only five reflections through
m, namely those about the vertical, horizontal, descending diagonal,
and ascending diagonal line through m, and the point reflection.
Let Q be the binary set {0, 1}, letN be the subset {v ∈ Z2 | ∥v∥ ≤ 1}
of Z2 (note that G0 ▷ N ⊆ N), and let δ be a map from QN → Q.
The quadruple C = (R,Q,N , δ) is a semi-cellular automaton. The
neighbourhood N is called von Neumann neighbourhood. The localvon Neumann
neighbourhood configurations of QN are depicted in figure 1.5.3.
a. Let H be the K-big subgroup of G that is generated by the trans-
lations. Then, the stabiliser H0 of m0 under ▷H is the trivial
subgroup of H, the local transition function δ is •H0-invariant,
and the global transition function ∆ of C is ▶H -equivariant.
Under the identification of (H, ◦) with (Z2,+) by t+_ 7→ t, that
equivariance follows directly from the associativity of +, more
precisely, from −t+(m+n) = (−t+m)+n, for t ∈ Z2, m ∈M ,
and n ∈ N . Indeed, for each translation vector t ∈ Z2, each
global configuration c ∈ QM , and each cell m ∈M ,
∆(t ▶ c)(m) = δ(n 7→ c(−t+ (m+ n)))
= δ(n 7→ c((−t+m) + n))
= (t ▶ ∆(c))(m).
b. LetH be the K-big subgroup ofG that is generated by the transla-
tions and reflections about the horizontal and vertical axis. Then,
the stabiliser H0 is generated by the latter, the local transition
function δ is •H0-invariant if and only if it maps the local config-
urations that are in the same column in figure 1.5.4 to the same
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Figure 1.5.4: The local configurations ofQN arranged such that the ones in the
same column can be transformed into each other by reflections
about the horizontal or vertical axis or combinations of these.
Figure 1.5.5: The local configurations of QN arranged such that the ones in
the same column can be transformed into each other by reflec-
tions about the ascending or descending diagonal through the
origin or combinations of these.
state, which are exactly those that are in the same orbit under
•H0 .
c. Let H be the K-big subgroup of G that is generated by the trans-
lations and reflections about the ascending and descending diag-
onal line through the origin. Then, the stabiliser H0 is generated
by the latter, the local transition function δ is •H0-invariant if
and only if it maps the local configurations that are in the same
column in figure 1.5.5 to the same state.
d. LetH be the K-big subgroup ofG that is generated by the transla-
tions and rotations about the origin. Then, the stabiliser H0 con-
sists of the latter, the local transition function δ is •H0-invariant
if and only if it maps the local configurations that are in the same
column in figure 1.5.6 to the same state.
e. Let H be the K-big subgroup of G that is generated by the trans-
lations and the point reflection through the origin. Then, the
stabiliser H0 consists of the latter, the local transition function
δ is •H0-invariant if and only if it maps the local configurations
that are in same column in figure 1.5.7 to the same state.
Figure 1.5.6: The local configurations of QM arranged such that the ones in
the same column can be transformed into each other by rotations
about the origin.
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Figure 1.5.7: The local configurations of QM arranged such that the ones in
the same column can be transformed into each other by the point
reflection through the origin.
f. Let H be the K-big subgroup of G that is generated by the trans-
lations, rotations and reflections. Then, H is the group G and the
stabiliser H0 is generated by the rotations about and reflections
through the origin. However, because there are only two states,
the orbits of •H0 are the same as if H0 were generated only by the
rotations about the origin. Hence, the local transition function
δ is •H0-invariant if and only if it maps the local configurations
that are in the same column in figure 1.5.6 to the same state.
In each case, the global transition function ∆ is equivariant under the
respective symmetries of H. Figuratively speaking, being equivariant
under translations means being oblivious of global positions, being equi-
variant under rotations means being oblivious of orientation, and be-
ing equivariant under reflections means being oblivious of orientation-
reversal. □
Example 1.5.20 (Plane). In the situation of example 1.3.17, let C =
(R,Q,N , δ) be a semi-cellular automaton, let R be a subgroup of the
group G0 of rotations about m0, and let T ⋊ R be the inner semi-
direct product of R acting on T . The group T ⋊R is K-big and the
stabiliser (T ⋊R)0 of m0 under ▶T⋊R is the group R. According to
theorem 1.5.17, the local transition function δ is •R-invariant if and only
if the global transition function ∆ is ▶T⋊R-equivariant. In particular,
because δ is •{eG}-invariant, the map ∆ is ▶T -equivariant. Broadly
speaking, the more invariant δ is, the more equivariant is ∆, and vice
versa. □
Counterexample 1.5.21 (Peculiar Shift Maps). In theorem 1.5.17,
if the assumption that the subgroup H of G is K-big does not hold,
then the stated equivalence may not hold, which is illustrated by the
following example.
In the situation of item b of counterexample 1.5.12, the subgroup
T of G is not K′′-big and, although the local transition function δ is
•T0-invariant, the global transition function ∆′′ is not ▶T -equivariant.
However, according to lemma 1.5.16, even for a subgroup H of G that
is not K-big, there is no semi-cellular automaton whose local transition
function is not •H0-invariant, although its global transition function is
▶H -equivariant. □
If a map on global configurations is equivariant under translations
and is determined by a local transition function at the origin, then,
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using translations from the origin to all other cells, we see that the map
is determined by the local transition function at all cells, in other words,
the map is the induced global transition function (see theorem 1.5.22).
Theorem 1.5.22. Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a cell space, let C = (R,Q,N , δ) be a semi-cellular automaton, let
∆0 be a map from QM to QM , and let H be a K-big subgroup of G.
The following two statements are equivalent:
a. The local transition function δ is •H0-invariant and the global
transition function of C is ∆0.
b. The map ∆0 is ▶H-equivariant and
∀ c ∈ QM : ∆0(c)(m0) = δ(n 7→ c(m0 P n)). (1.2)
Proof. First, let δ be •H0-invariant and let ∆0 be the global transition
function of C. According to theorem 1.5.17, the map ∆0 is ▶H -equivar-
iant and, according to definition 1.4.19, equation (1.2) holds.
Secondly, let ∆0 be ▶H -equivariant and let equation (1.2) hold. Ac-
cording to lemma 1.5.16, the local transition function δ is •H0-invariant.
Furthermore, let c ∈ QM and let m ∈M . Put h = g−1m0,m ∈ H. Then,
∆0(c)(m) = ∆0(c)(h−1 ▷m0) = (h ▶ ∆0(c))(m0).
And, because ∆0 is ▶H -equivariant,
(h ▶ ∆0(c))(m0) = ∆0(h ▶ c)(m0) = δ(n 7→ (h ▶ c)(m0 P n)).
And, because P semi-commutes with ▷ (see item a of lemma 1.3.28),
there is an h0 ∈ H0 such that, for each n ∈ N , we have (h−1 ▷m0)Pn =
h−1 ▷ (m0 P h0 · n); and therefore, according to lemma 1.4.28,
δ(n 7→ (h ▶ c)(m0 P n)) = δ(h0 • [n 7→ c((h−1 ▷m0) P n)])
= δ(h0 • [n 7→ c(m P n)]).
And, because δ is •H0-invariant,
δ(h0 • [n 7→ c(m P n)]) = δ(n 7→ c(m P n)).
Put the last four chains of equalities together to see that ∆0(c)(m) =
δ(n 7→ c(m P n)). In conclusion, ∆0 is the global transition function of
C. ■
Corollary 1.5.23. Let C be a cellular automaton with set of cells M
and set of states Q and let ∆0 be a map from QM to QM . The global
transition function of C is ∆0 if and only if
∀ c ∈ QM : ∆0(c)(m0) = δ(n 7→ c(m0 P n)). □
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Proof. This is a direct consequence of corollary 1.5.18 and theorem
1.5.22 with H = G. ■
Counterexample 1.5.24 (Peculiar Complement and Shift Maps). In
theorem 1.5.22, if the assumption that the subgroup H of G is K-big
does not hold, then item a may not be equivalent to item b, which is
illustrated by the following examples.
First, let R be the cell space ((Z,Z,+), (0, {m}m∈Z)), let C be the
cellular automaton (R,Z/2Z, {0}, δ : ℓ 7→ ℓ(0)), let ∆0 be the map (Z/
2Z)Z → (Z/2Z)Z, c 7→ c(m) + (m+ 2Z), and let H be the subgroup
2Z of Z, which is not (0, {m}m∈Z)-big. The map ∆0 is the identity
map on 2Z and the bitwise complement map on 2Z + 1, where we
call 0+ 2Z and 1+ 2Z complements of each other. The map ∆0 is
▶H -equivariant and ∆0(_)(0) = _(0) = δ(n 7→ _(0 P n)). However,
the global transition function of C is not ∆0 but the identity map on
(Z/2Z)Z. Actually, the map ∆0 is not the global transition function
of any semi-cellular automaton.
Secondly, in the situation of item c of counterexample 1.5.12, the
subgroup T of G is not K′′′-big and, although the local transition func-
tion δ is •T0-invariant and the global transition function of C′′′ is ∆′′′,
the map ∆′′′ is not ▶T -equivariant. □
Multiplying the neighbourhoods of two cellular automata and chain-
ing their local transition functions yields an automaton whose global
transition function is the composition of the ones of the other two au-
tomata (see theorem 1.5.25).
Theorem 1.5.25. Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a cell space, let C = (R,Q,N , δ) and C′ = (R,Q,N ′, δ′) be two
semi-cellular automata, and let H be a K-big subgroup of G such that
δ and δ′ are •H0-invariant. Furthermore, let




ℓ′′ 7→ δ(n 7→ δ′(n′ 7→ ℓ′′(gm0,m0Pn · n′))).
The quadruple C′′ = (R,Q,N ′′, δ′′) is a semi-cellular automaton whose
local transition function is •H0-invariant and whose global transition
function is ∆ ◦ ∆′. □
Proof. Because G0 ·N ⊆ N , we have G0 ·N ′′ ⊆ N ′′. And, because
gm0,m0Pn ∈ n, the map δ′′ is well-defined. Therefore, the quadruple
C′′ = (R,Q,N ′′, δ′′) is a semi-cellular automaton.
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Moreover, because δ and δ′ are •H0-invariant, according to theorem
1.5.17, the maps ∆ and ∆′ are ▶H -equivariant and thus ∆ ◦∆′ also. And,
because gm0,m0 = eG,
∀n ∈ N ∀n′ ∈ N ′ : (m0 P n) P n′ = m0 P gm0,m0Pn · n′.
Hence, for each c ∈ QM ,
(∆ ◦ ∆′)(c)(m0) = δ(n 7→ ∆′(c)(m0 P n))
= δ(n 7→ δ′(n′ 7→ c((m0 P n) P n′)))
= δ(n 7→ δ′(n′ 7→ c(m0 P gm0,m0Pn · n′)))
= δ′′(n′′ 7→ c(m0 P n′′)).
Therefore, according to theorem 1.5.22, the local transition function δ′′
is •H0-invariant and the global transition function of C′′ is ∆ ◦ ∆′. ■
Corollary 1.5.26. Let C and C′ be two cellular automata over R and
R′ respectively. There is a cellular automaton whose global transition
function is ∆ ◦ ∆′. □
Proof. This is a direct consequence of corollary 1.5.9 and theorem
1.5.25 with H = G. ■
Remark 1.5.27. In theorem 1.5.25, under the identification of G/G0
with M by ι, we have N ′′ = {g ▷ n′ | n ∈ N ,n′ ∈ N ′, g ∈ Gm0,n}
and, for each neighbour n ∈ N and each neighbour n′ ∈ N ′, we have
gm0,m0Pn · n′ = gm0,n ▷ n′. □
Remark 1.5.28. That the local transition function δ′′ in theorem 1.5.25
is •H0-invariant can be shown directly as follows: Let h0 ∈ H0. Then,
for each n ∈ N ,
h−10 gm0,m0PnG0 = h−10 · n = gm0,m0Ph−10 ·nG0,
and hence, becauseH isK-big, the element hn,0 = g−1m0,m0Ph−10 ·nh
−1
0 gm0,m0Pn ∈
G0 ∩H = H0 satisfies h−10 gm0,m0Pn = gm0,m0Ph−10 ·nhn,0. Therefore, be-
cause δ and δ′ are •H0-invariant, for each ℓ′′ ∈ QN
′′ ,
δ′′(h0 • ℓ′′) = δ(n 7→ δ′(n′ 7→ (h0 • ℓ′′)(gm0,m0Pn · n′)))
= δ(n 7→ δ′(n′ 7→ ℓ′′(h−10 gm0,m0Pn · n′)))
= δ(n 7→ δ′(n′ 7→ ℓ′′(gm0,m0Ph−10 ·n · (hn,0 · n′))))
= δ(n 7→ δ′(h−1n,0 • [n′ 7→ ℓ′′(gm0,m0Ph−10 ·n · n′)]))
= δ(n 7→ δ′(n′ 7→ ℓ′′(gm0,m0Ph−10 ·n · n′)))
= δ(h0 • [n 7→ δ′(n′ 7→ ℓ′′(gm0,m0Pn · n′))])
= δ(n 7→ δ′(n′ 7→ ℓ′′(gm0,m0Pn · n′)))
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−3−2−1 0 1 2 3
∆′′′
∆′′′
Figure 1.5.8: The first row depicts the part of a global configuration that
corresponds to the cells {−3,−2, . . . , 3}, the second row the same
part of the image of that global configuration under ∆′′′, and the
third row the part of the image under (∆′′′)2. And, the arrows
from cells in one row to another depict the flow of states.
= δ′′(ℓ′′).
In conclusion, δ′′ is •H0-invariant. □
Counterexample 1.5.29 (Peculiar Shift Maps). In theorem 1.5.25,
if the assumption that the subgroup H of G is K-big or the one that
the local transition functions δ and δ′ are •H0-invariant does not hold,
then the global transition function of C′′ may not be ∆ ◦ ∆′, which is
illustrated by the following example.
Let C′′′ = ((M,K′′′),Q,N , δ) be the semi-cellular automata from
item c of counterexample 1.5.12. The subgroup T of G is not K′′′-
big (and the local transition function δ is not •G0-invariant) and al-
though the local transition function δ is •T0-invariant (and although
the subgroup G of G is K′′′-big), the map (∆′′′)2, which is depicted in
figure 1.5.8, is not a global transition function of a semi-cellular autom-
aton, in particular, not of the one the construction in theorem 1.5.25
applied to C′′′ yields.
Broadly speaking, for each global configuration c ∈ QM and each cell
m ∈M , the state
(∆′′′)2(c)(m) =
{
c(m+ 2), if m /∈ {0, 1},
c(m), if m ∈ {0, 1},
depends in an asymmetric way on the cell that cannot be induced
uniformly by a local transition function and a coordinate system. And,
the construction in theorem 1.5.25 applied to C′′′ yields the semi-cellular
automaton C′′ = ((M,K′′′),Q, {−2,−1, 0, 1, 2}, δ′′ : ℓ′′ 7→ ℓ′′(0)) whose
global transition function is the identity map on QM . Clearly, the
square (∆′′′)2 is not the identity map on QM . □
Proof. First, suppose that there is a coordinate system K = (m0,
{gm0,m}m∈M ) forM and there is a semi-cellular automaton C′′ = ((M,
K),Q,N ′′, δ′′) whose global transition function is (∆′′′)2. Let m ∈
M ∖ {0, 1} and let c ∈ QM such that c(m+ 2) ̸= c(m), for example,
m = 4 and c ∈ QM with c ≡ 0 on M ∖ {6} and c ≡ 1 on {6}. Then,
letting c′ = gm0,0g−1m0,m ▶ c, according to remark 1.4.20,
c(m+ 2) = (∆′′′)2(c)(m)
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= δ′′((g−1m0,m ▶ c)↾N ′′)
= δ′′((g−1m0,0gm0,0g
−1
m0,m ▶ c)↾N ′′)








which contradicts that c(m+ 2) ̸= c(m). In conclusion, there is no
such coordinate system and semi-cellular automaton.
Secondly, the construction in theorem 1.5.25 applied to C′′′ yields the
semi-cellular automaton C′′ with the neighbourhood N ′′ = N +N =
{−2,−1, 0, 1, 2} and the local transition function δ′′ such that, for each
local configuration ℓ′′ ∈ QN ′′ ,
δ′′(ℓ′′) = δ(n 7→ δ(n′ 7→ ℓ′′(g′′′0,n ▷ n′)))
= ℓ′′(g′′′0,1 ▷ 1) = ℓ′′(ϱ1(1)) = ℓ′′(0),
where (0, {g′′′0,m}m∈M ) is the coordinate system K′′′. In conclusion, the
global transition function of C′′ is the identity map on QM . ■
Example 1.5.30 (Peculiar Shift Maps and Logical Or). In the situ-
ation of example 1.5.10, let K and K′ be the two coordinate systems
(0, {τm}m∈M ) and (0, {τm}m∈M∖{1} × {ϱm}m∈{1}) for M, let K′′ be a
coordinate system for M, let Q be the set {0, 1}, let N be the set
{−1, 1}, let δ be the map QN → Q, ℓ 7→ ℓ(1), let δ′′ be the map
QN → Q, ℓ 7→ ℓ(−1) ∨ ℓ(1), and let M be identified with G/G0 by
ι : m 7→ G0,m. The semi-cellular automaton C = ((M,K),Q,N , δ) is
the one from item a of counterexample 1.5.12 whose global transition
function ∆ is the left shift map, the semi-cellular automaton C′ = ((M,
K′),Q,N , δ) is the one from item c of counterexample 1.5.12 whose
global transition function ∆′ is the left shift map with one defect in
cell 1, and the cellular automaton C′′ = ((M,K′′),Q,N , δ′′) is the one
from example 1.5.11 whose global transition function ∆′′ is a pairwise
logical or map (it does not depend on the choice of K′′).
The group T of translations is K-big and, if we choose K for K′′, it is
alsoK′′-big; and the local transition functions δ and δ′′ are •T0-invariant.
The construction in theorem 1.5.25 yields the following: The square ∆2
is the global transition function of the semi-cellular automaton ((M,
K),Q, {−2,−1, 0, 1, 2}, ℓ 7→ ℓ(2)) (see figure 1.5.9a), the square (∆′′)2
is the one of the cellular automaton ((M,_),Q, {−2,−1, 0, 1, 2}, ℓ 7→
ℓ(−2)∨ ℓ(0)∨ ℓ(2)) (see figure 1.5.9b), and the compositions ∆′′ ◦∆ and
∆ ◦∆′′ are the one of the semi-cellular automaton ((M,K),Q, {−2,−1,
0, 1, 2}, ℓ 7→ ℓ(0) ∨ ℓ(2)) (see figures 1.5.9c and 1.5.9d).
54 cellular automata
Explicitly, for each global configuration c ∈ QM and each cellm ∈M ,
we have ∆2(c)(m) = c(m+ 2), and (∆′′)2(c)(m) = c(m− 2) ∨ c(m) ∨
c(m+ 2), and (∆′′ ◦ ∆)(c)(m) = (∆ ◦ ∆′′)(c)(m) = c(m) ∨ c(m+ 2).
There is no K′-big subgroup H of G such that the local transi-
tion function δ′ is •H0-invariant. And indeed, the square (∆′)2 (see
figure 1.5.8), the compositions ∆′ ◦ ∆ and ∆ ◦ ∆′ (see figures 1.5.9e
and 1.5.9f), and the composition ∆′′ ◦ ∆′ (see figure 1.5.9g) are not
global transition functions of semi-cellular automata, which is shown for
(∆′)2 in counterexample 1.5.29. Nevertheless, the composition ∆′ ◦ ∆′′
(see figure 1.5.9h) is the global transition function of the semi-cellular
automaton ((M,K′),Q, {−2,−1, 0, 1, 2}, ℓ 7→ ℓ(0) ∨ ℓ(2)); the reason
is that, broadly speaking, the global transition function ∆′′, which is
applied first to global configurations, does not have a defect that could
be propagated by ∆′.
Explicitly, for each global configuration c ∈ QM and each cellm ∈M ,
(∆′)2(c)(m) =
{
c(m+ 2), if m /∈ {0, 1},
c(m), if m ∈ {0, 1},
(∆′ ◦ ∆)(c)(m) =
{
c(m+ 2), if m ̸= 1,
c(m), if m = 1,
(∆ ◦ ∆′)(c)(m) =
{
c(m+ 2), if m ̸= 0,
c(m), if m = 0,
(∆′′ ◦ ∆′)(c)(m) =

c(m) ∨ c(m+ 2), if m /∈ {0, 2},
c(m), if m = 0,
c(m− 2) ∨ c(m+ 2), if m = 2,
and
(∆′ ◦ ∆′′)(c)(m) =
{
c(m) ∨ c(m+ 2), if m ̸= 1,
c(m− 2) ∨ c(m), if m = 1.
Broadly speaking, the states of the first four compositions depend in
an asymmetric way on the cell that cannot be induced uniformly by a
local transition function and a coordinate system; whereas the state of
the last composition depends on the state of the cell itself and on the
state of its second to the right or to the left neighbour and this reversal
of orientation can be achieved by using translations in the one case and
reflections in the other.
It is notable that ∆ and ∆′ are induced by the same local transition
function but by different coordinates (the ones for ∆ are even the trans-
lations); and, if we choose K for K′′, that ∆′ and ∆′′ are induced by the
same coordinates but different local transition functions (the one for
∆′′ is even •-invariant). □
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Figure 1.5.9: In each subfigure, the first row depicts the part of a global config-
uration that corresponds to the cells {−3,−2, . . . , 3}, the second
row the same part of the image of that global configuration un-
der a global transition function, and the third row the part of the
image under the composition of two global transition functions.
And, the arrows from cells in one row to another depict the
flow of states and the disjunction symbols in cells depict that




QUOTIENTS , PRODUCTS , RESTR ICT IONS ,
EXTENS IONS , AND DECOMPOS IT IONS OF
SPACES , AUTOMATA AND GLOBAL TRANS IT ION
FUNCTIONS
abstract. We introduce and study periodicity of global configura-
tions, and quotients, products, restrictions, extensions, and decomposi-
tions of left-homogeneous spaces, coordinate systems, semi-cellular and
cellular automata, and global transition functions of cellular automata.
remark. This chapter generalises parts of sections 1.6 and 1.7 of
the monograph „Cellular Automata and Groups“[CC10].
introduction. The orientation preserving symmetries of an infin-
ite circular cylinder are the rotations about its axis and the translations
along its axis. These symmetries and its subgroups act on the cylinder
itself and also on patterns over the cylinder.
The patterns over the cylinder that are invariant under rotations
are precisely those that are unicoloured on intersections of planes that
are perpendicular to the axis, which are circles. Such a pattern can
squeezed to a pattern over the axis, which is essentially the cylinder
modulo rotations. Conversely, such a squeezed pattern can be stretched
to the original pattern over the cylinder. So, there is a one-to-one
correspondence between patterns that are invariant under rotations
and patterns over the axis. When we squeeze the cylinder to its axis,
we squeeze its symmetries to the translations, which are essentially the
symmetries modulo rotations.
Analogously, the patterns that are invariant under translations are
precisely those that are unicoloured along the axis. Such a pattern
can be squashed to a pattern over the circle that has the same radius
as the cylinder, which is essentially the cylinder modulo translations.
Conversely, such a squashed pattern can can be stretched to the original
pattern over the cylinder. So, there is a one-to-one correspondence
between patterns that are invariant under translations and patterns
over the circle. When we squash the cylinder to the circle, we squash
its symmetries to the rotations, which are essentially the symmetries
modulo translations.
A map on patterns over the cylinder that is equivariant under rota-
tions (or translations), maps patterns that are invariant under rotations
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(or translations) to such patterns. It can be squeezed (or squashed) to
a map on patterns over the axis (or the circle). Conversely, such a
squeezed (or squashed) map can be stretched to a map on patterns
over the cylinder, which however may not be the original map. These
constructions can for example be performed with global transition func-
tions of cellular automata over the cylinder.
If the neighbourhood of a semi-cellular automaton over the cylinder
is such that the neighbours of a cell lie on a circle (or on the line through
the cell that is parallel to the axis), then its global transition function
can be restricted to the circle (or to the line) and this restriction can
in turn be extended to the cylinder by repeating it along the axis (or
in a circle around the axis). The restriction itself is a global transition
function and its extension is the original function. As the original
function consists of multiple copies of the restriction, it is injective,
surjective, or bijective if and only if the restriction has the respective
property.
contents. In section 2.1 we introduce and study the notion of
periodicity for global configurations: Those of the same period are in
a bijective relationship with the global configurations over the orbit
under the period and periodicity is preserved by global transition func-
tions of cellular automata. In section 2.2 we introduce quotients of left
group sets, coordinate systems, cell spaces, semi-cellular and cellular
automata, and global transition functions. In section 2.3 we introduce
naïve products of semi-cellular automata; they are called naïve because
naïve products of cellular automata are in general not cellular automata
and because their global transition function depends on many arbitrary
choices that have to be made. In section 2.4 we introduce products of
cellular automata and products of global transition functions by sub-
groups that relate in a certain way to the stabiliser. In section 2.5 we
introduce restrictions of left group sets, coordinate systems, cell spaces,
semi-cellular and cellular automata, and global transition functions.
In section 2.6 we introduce extensions of semi-cellular automata and
global transition functions. In section 2.7 we show that global transi-
tion functions of some cellular automata are products of restrictions of
themselves to subgroups that relate in a certain way to the stabiliser.
preliminary notions. A left group set is a triple (M ,G, ▷),
whereM is a set, G is a group, and ▷ is a map from G×M toM , called
left group action of G on M , such that G → Sym(M), g 7→ [g ▷_], is
a group homomorphism. The action ▷ is transitive if M is non-empty
and for each m ∈ M the map _ ▷ m is surjective; and free if for each
m ∈ M the map _ ▷m is injective. For each m ∈ M , the set G ▷m is
the orbit of m, the set Gm = (_ ▷m)−1(m) is the stabiliser of m, and,
for each m′ ∈M , the set Gm,m′ = (_ ▷m)−1(m′) is the transporter of
m to m′.
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A left-homogeneous space is a left group set M = (M ,G, ▷) such
that ▷ is transitive. A coordinate system for M is a tuple K = (m0,
{gm0,m}m∈M ), where m0 ∈ M and, for each m ∈ M , we have gm0,m ▷
m0 = m. The stabiliser Gm0 is denoted by G0. The tuple R = (M,K)
is a cell space. The set {gG0 | g ∈ G} of left cosets of G0 in G is denoted
by G/G0. The map P : M ×G/G0 → M , (m, gG0) 7→ gm0,mg ▷m0 is
a right semi-action of G/G0 on M with defect G0, which means that
∀m ∈M : m PG0 = m,
and
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
m P g · g′ = (m P gG0) P g0 · g′.
It is transitive, which means that the set M is non-empty and for each
m ∈ M the map m P_ is surjective; and free, which means that for
each m ∈ M the map m P_ is injective; and semi-commutes with ▷,
which means that
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
(g ▷m) P g′ = g ▷ (m P g0 · g′).
A semi-cellular automaton is a quadruple C = (R,Q,N , δ), where R
is a cell space; Q, called set of states, is a set; N , called neighbourhood, is
a subset of G/G0 such that G0 ·N ⊆ N ; and δ, called local transition
function, is a map from QN to Q. A local configuration is a map
ℓ ∈ QN and a global configuration is a map c ∈ QM . The stabiliser G0
acts on QN on the left by • : G0 ×QN → QN , (g0, ℓ) 7→ [n 7→ ℓ(g−10 ·
n)], and the group G acts on QM on the left by ▶ : G×QM → QM ,
(g, c) 7→ [m 7→ c(g−1 ▷ m)]. The global transition function of C is
the map ∆ : QM → QM , c 7→ [m 7→ δ(n 7→ c(m P n))]. A sufficient
neighbourhood of C is a subset E of N such that, for each ℓ ∈ QN and
each ℓ′ ∈ QN with ℓ↾E = ℓ′↾E , we have δ(ℓ) = δ(ℓ′).
A cellular automaton is a semi-cellular automaton C = (R,Q,N , δ)
such that the local transition function δ is •-invariant, which means
that, for each g0 ∈ G0, we have δ(g0 •_) = δ(_). Its global transition
function is ▶-equivariant, which means that, for each g ∈ G, we have
∆(g ▶_) = g ▶ ∆(_). (See chapter 1.)
remark. Because the notation in the present chapter is rather
heavy, I only present the statements and proofs for semi-cellular and
cellular but not for big-cellular automata, which would require the in-
troduction of a further subgroup. Moreover, for lack of a better option,
I overloaded some notation, but it should be clear from the context
what is meant.
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2.1 periodicity
Definition 2.1.1. Let (M ,G, ▷) be a left group set, let H be a sub-
group of G, let Q be a set, and let c be a map from M to Q. The map
c is called H-periodic if and only ifH-periodic
∀h ∈ H : h ▶ c = c. □
Definition 2.1.2. Let (M ,G, ▷) be a left group set, let H be a sub-
group of G, and let Q be a set. The set of all H-periodic maps in QMset PerH (QM ) of
H-periodic maps
in QM
is denoted by PerH(QM ). □
Remark 2.1.3. The set PerH(QM ) is the set of fixed points of the left
group action ▶↾H×QM . □
Example 2.1.4 (Extreme Cases). The set Per{eG}(QM ) is equal to QM
and the set PerG(QM ) is equal to the set of constant maps from M to
Q. □
Example 2.1.5 (Cylinder). Let Z42 be the additive cyclic group Z/
42Z of order 42, let M be the set Z42 ×Z, let G be the additive
group Z2, let ▷ be the left group action of G on M by ((r1, t2), (m1 +
42Z,m2)) 7→ ((r1 +m1) + 42Z, t2 +m2), let H be the normal sub-
group {0} ×Z of G, and let Q be the binary set {0, 1}. The triple
M = (M ,G, ▷) is a left-homogeneous space.
Geometrically, the set M is a discrete cylinder with axis a. Its rota-
tions about a can be encoded by Z42 and its translations along a can
be encoded by Z. The group G is a cover of these encodings, where its
first component Z covers Z42. The rotational and translational sym-
metries themselves are {(r1, t2) ▷_ | (r1, t2) ∈ G}. Pictorially, maps
from M to Q are black-and-white patterns over the cylinder M .
For each black-and-white pattern c : M → Q, it is H-periodic if and
only if
∀ t2 ∈ Z∀(m1 + 42Z,m2) ∈M :
c(m1 + 42Z,m2 + t2) = c(m1 + 42Z,m2),
in other words, if and only if the pattern c is unicoloured along the axis
a. Therefore, the set PerH(QM ) is equal to
{c ∈ QM | ∀m1 + 42Z ∈ Z42 : c(m1 + 42Z,_) is constant}. □
The limit map of a convergent sequence of H-periodic maps with
respect to the prodiscrete topology is H-periodic, which is shown in
Lemma 2.1.6. Let (M ,G, ▷) be a left group set, let H be a subgroup of
G, and let Q be a set. Equip the set QM with the prodiscrete topology.
The set PerH(QM ) is closed in QM . □
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Proof. According to lemma 3.1.6, the set QM is Hausdorff, and, ac-
cording to lemma 3.1.8, the group action ▶ is continuous. Let g ∈ G.
Then, the map g ▶_ is continuous. Thus, the map
ϕ : QM → QM ×QM ,
c 7→ (g ▶_, c),
is continuous. Hence, because the diagonal D = {(c, c) | c ∈ QM} is
closed in QM ×QM , its preimage under ϕ, namely
ϕ−1(D) = {c ∈ QM | g ▶ c = c},
is closed in QM . In conclusion, because the intersection of closed sets




{c ∈ QM | h ▶ c = c}
is closed in QM . ■
Example 2.1.7 (Cylinder). In the situation of example 2.1.5, the limit
patterns of convergent sequences of black-and-white patterns over the
cylinder M that are unicoloured along its axis a are unicoloured along
a, in other words, the set PerH(QM ) is closed. □
If we first project points to their orbits under H and secondly map
those orbits to states, the resulting map is H-periodic, because all
points in the same orbit under H are mapped to the same state, which
is shown in
Lemma 2.1.8. Let (M ,G, ▷) be a left group set, let H be a subgroup of
G, let H\M be the orbit space of ▷↾H×M , let Q be a set, let π be the
canonical projection from M onto H\M , and let c/H be a map from
H\M to Q. The map c/H ◦ π is H-periodic. □
Proof. For each h ∈ H and each m ∈M ,(
h ▶ (c/H ◦ π)
)
(m) = (c/H ◦ π)(h−1 ▷m)
= c/H
(







= (c/H ◦ π)(m).
In conclusion, the map c/H ◦ π is H-periodic. ■
All H-periodic maps can be constructed as in lemma 2.1.8, which is
shown in
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Lemma 2.1.9. Let (M ,G, ▷) be a left group set, let H be a subgroup of
G, let H\M be the orbit space of ▷↾H×M , let Q be a set, and let π be
the canonical projection from M onto H\M . The map
π∗ : QH\M → PerH(QM ),bijection π∗ from
QH\M to
PerH (QM )
c/H 7→ c/H ◦ π,
is bijective. □
Proof. Note that, according to lemma 2.1.8, the map π∗ is well-
defined.
First, let c/H , c′/H ∈ QH\M such that c/H ̸= c′/H . Then, there is an
H ▷m ∈ H\M such that c/H(H ▷m) ̸= c′/H(H ▷m). Hence,
π∗(c/H)(m) = c/H(π(m)) ̸= c′/H(π(m)) = π∗(c′/H)(m).
Therefore, π∗(c/H) ̸= π∗(c′/H). In conclusion, the map π∗ is injective.
Secondly, let c ∈ PerH(QM ). Then, for each h ∈ H and each m ∈M ,
c(h ▷m) = (h−1 ▶ c)(m) = c(m).
Hence, the map
c/H : H\M → Q,
H ▷m 7→ c(m),
is well-defined. Moreover, π∗(c/H) = c. In conclusion, the map π∗ is
surjective. ■
It follows that the number of H-periodic maps is equal to the number
of maps from the set of orbits under H, as stated in
Corollary 2.1.10. Let (M ,G, ▷) be a left group set, let H be a sub-
group of G such that the orbit space H\M of ▷↾H×M is finite, and
let Q be a finite set. The set PerH(QM ) is finite and |PerH(QM )| =
|Q||H\M |. □
Proof. This is a direct consequence of lemma 2.1.9. ■
Example 2.1.11 (Cylinder). In the situation of example 2.1.5, identify
the orbit space H\M with the discrete circle Z42 by H + (m1 + 42Z,
m2) 7→ m1 + 42Z (note that H + (m1 + 42Z,m2) = {m1 + 42Z} ×
Z). Then, the canonical projection π is the map M → Z42, (m1 +
42Z,m2) 7→ m1 + 42Z, which is the projection onto the first com-
ponent. Hence, for each black-and-white pattern c/H over Z42, the
pattern c/H ◦ π over M is unicoloured along the axis a. And, the map
π∗ extends black-and-white patterns over Z42 unicolouredly along a to
patterns overM . And, there are precisely 242 black-and-white patterns
that are unicoloured along a. □
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Equivariant maps preserve periodicity, as stated in
Lemma 2.1.12. Let (M ,G, ▷) and (M ′,G′, ▷′) be two left group sets, let
H be a subgroup of G, let Q be a set, let ∆ be a map from QM to QM ′,
and let φ be a group homomorphism from G to G′ such that the tuple
(∆,φ) is (▶,▶′)-equivariant. Then, ∆(PerH(QM )) ⊆ Perφ(H)(QM ′).
□
Proof. Let c ∈ PerH(QM ). Then, for each h ∈ H,
φ(h) ▶′ ∆(c) = ∆(h ▶ c) = ∆(c).
Thus, ∆(c) is φ(H)-periodic. ■
Global transition functions of cellular automata preserve periodicity,
as stated in
Corollary 2.1.13. Let ∆ be the global transition function of a cellu-
lar automaton over (M ,G, ▷) and let H be a subgroup of G. The set
PerH(QM ) is invariant under ∆. □
Proof. According to theorem 1.5.17, the map ∆ is ▶-equivariant, in
other words, (∆, idG) is (▶,▶)-equivariant. Hence, according to lemma
2.1.12, we have ∆(PerH(QM )) ⊆ PerH(QM ). ■
Example 2.1.14 (Cylinder). In the situation of example 2.1.5, let r+
42Z be an element of Z42 and let ∆ be the ▶-equivariant map QM →
QM , c 7→ c(_+ (r+ 42Z, 0)), which rotates black-and-white patterns
over the cylinder M about its axis a. The map ∆ maps patterns that
are unicoloured along a to such patterns. □
Shifts preserve periodicity under normal groups, as stated in
Lemma 2.1.15. Let (M ,G, ▷) be a left group set, let H be a normal
subgroup of G, and let Q be a set. The set PerH(QM ) is ▶-invariant.
□
Proof. Let g ∈ G and let c ∈ PerH(QM ). Moreover, let h ∈ H. Then,
because gH = Hg, there is an h′ ∈ H such that hg = gh′. Hence,
h ▶ (g ▶ c) = hg ▶ c = gh′ ▶ c = g ▶ (h′ ▶ c) = g ▶ c.
Therefore, g ▶ c ∈ PerH(QM ). In conclusion, PerH(QM ) is ▶-invariant.
■
Quotient groups act on periodic maps on the left, as stated in
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Lemma 2.1.16. Let (M ,G, ▷) be a left group set, let H be a normal
subgroup of G, and let Q be a set. The map
▶PerH : G/H ×PerH(QM )→ PerH(QM ),left group action
▶PerH of G/H on
PerH (QM )
(gH, c) 7→ g ▶ c,
is a left group action of G/H on PerH(QM ). □
Proof. The map ▶PerH is well-defined, because, according to lemma
2.1.15, for each g ∈ G, each h ∈ H, and each c ∈ PerH(QM ),
gh ▶ c = g ▶ (h ▶ c) = g ▶ c ∈ PerH(QM ).
And it is a left group action, because, for each gH ∈ G/H and each
g′H ∈ G/H, we have gHg′H = gg′H, and ▶ is a left group action. ■
Example 2.1.17 (Cylinder). In the situation of example 2.1.5, the sub-
group H of G is normal and we identify the quotient group G/H with
Z by (r1, t2) +H 7→ r1 (note that (r1, t2) +H = {r1} ×Z). Then,
the left group action ▶ is the map G × QM → QM , ((r1, t2), c) 7→
c(_− (r1 + 42Z),_− t2). It rotates and translates black-and-white
patterns over the cylinder M about and along its axis a. In par-
ticular, it leaves the set of patterns that are unicoloured along a in-
variant. Moreover, the left quotient group action ▶PerH is the map
Z× PerH(QM ) → PerH(QM ), (r1, c) 7→ c(_− (r1 + 42Z),_). It ro-
tates black-and-white patterns over the cylinderM that are unicoloured
along its axis about its axis. □
Restrictions of equivariant maps to periodic patterns are equivariant
under induced quotient group actions, as stated in
Lemma 2.1.18. Let (M ,G, ▷) and (M ′,G′, ▷′) be two left group sets,
let H be a normal subgroup of G, let Q be a set, let ∆ be a map from
QM to QM ′, and let φ be a surjective group homomorphism from G
to G′ such that the tuple (∆,φ) is (▶,▶′)-equivariant. The restriction
∆↾PerH (QM )→PerH (QM′ ) is (▶PerH ,▶
′
Perφ(H))-equivariant. □
Proof. According to lemma 2.1.12, the restriction ∆PerH = ∆↾PerH (QM )→PerH (QM′ )
is well-defined. And, because H is normal in G and φ is a surject-
ive group homomorphism, φ(H) is a normal subgroup of G′ and thus
▶′Perφ(H) is well-defined. Moreover, for each gH ∈ G/H and each
c ∈ PerH(QM ),
∆PerH (gH ▶PerH c) = ∆(g ▶ c)
= φ(g) ▶′ ∆(c)
= φ(g)φ(H) ▶′Perφ(H) ∆PerH (c).
In conclusion, ∆PerH is (▶PerH ,▶′Perφ(H))-equivariant. ■
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This holds in particular for global transition functions of cellular
automata, as stated in
Corollary 2.1.19. Let ∆ be the global transition function of a cellular
automaton over (M ,G, ▷), let H be a normal subgroup of G, and let
Q be a set. The restriction ∆↾PerH (QM )→PerH (QM ) is ▶PerH -equivari-
ant. □
Proof. According to theorem 1.5.17, the map ∆ is ▶-equivariant, in
other words, (∆, idG) is (▶,▶)-equivariant. Hence, according to lemma
2.1.18, the tuple (∆↾PerH (QM )→PerH (QM ), idG) is (▶PerH ,▶PerH )-equivar-
iant, in other words, ∆↾PerH (QM )→PerH (QM ) is ▶PerH -equivariant. ■
Example 2.1.20 (Cylinder). In the situation of example 2.1.14, the
map ∆ is ▶-equivariant, which means, according to example 2.1.17, that
it is equivariant under rotations about the axis a of the cylinder M
and under translations along a. So, its restriction to black-and-white
patterns that are unicoloured along a is still equivariant under rotations
about a, which is but ▶PerH -equivariance. □
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Quotient groups act on orbit spaces on the left, as stated in
Lemma 2.2.1. LetM = (M ,G, ▷) be a left group set, let H be a normal
subgroup of G, let H\M be the orbit space of ▷↾H×M , and let
▷/H : G/H ×H\M → H\M , left group action
▷/H of G/H on
H\M(gH,H ▷m) 7→ H ▷ (g ▷m).
The triple M/H = (H\M ,G/H, ▷/H) is a left group set and is called quotient M/H of
M by Hquotient of M by H. □
Proof. First, let gH, g′H ∈ G/H such that gH = g′H and let H ▷m,
H ▷m′ ∈ H\M such that H ▷m = H ▷m′. Then, there is an h ∈ H
such that m = h ▷ m′. And, because gH = g′H = Hg′, there is an
h′ ∈ H such that gh = h′g′. Hence,
H ▷ (g ▷m) = H ▷
(
g ▷ (h ▷m′)
)
= H ▷ (gh ▷m′)
= H ▷ (h′g′ ▷m′)
= H ▷
(
h′ ▷ (g′ ▷m′)
)
= Hh′ ▷ (g′ ▷m′)
= H ▷ (g′ ▷m′).
In conclusion, the map ▷/H is well-defined.
66 quotients, products, restrictions, extensions, ...
Secondly, for each H ▷m ∈ H\M ,
eG/H ▷/H (H ▷m) = eGH ▷/H (H ▷m)
= H ▷ (eG ▷m)
= H ▷m.
And, for each gH ∈ G/H, each g′H ∈ G/H, and each H ▷m ∈ H\M ,
gH · g′H ▷/H (H ▷m) = gg′H ▷/H (H ▷m)
= H ▷ (gg′ ▷m)
= H ▷
(








g′H ▷ (H ▷m)
)
.
In conclusion, the map ▷/H is a left group action. ■
Example 2.2.2 (Cylinder). In the situation of example 2.1.5, the sub-
group H is normal in G, we identify the orbit space H\M with the
discrete circle Z42 by H + (m1 + 42Z,m2) 7→ m1 + 42Z (note that
H + (m1 + 42Z,m2) = {m1 + 42Z} ×Z), and we identify the quo-
tient group G/H with Z by (r1, t2)+H 7→ r1 (note that (r1, t2)+H =
{r1} ×Z). The left quotient group action ▷/H is the map Z×Z42 →
Z42, (r1,m1 + 42Z) 7→ (r1 +m1) + 42Z and the quotient of M by H
is the triple (Z42,Z, ▷/H). □
Quotients of left-homogeneous spaces are left-homogeneous spaces,
which is shown in
Lemma 2.2.3. LetM = (M ,G, ▷) be a left-homogeneous space and let
H be a normal subgroup of G. The quotient of M by H is a left-homo-
geneous space. □
Proof. For each H ▷m ∈ H\M and each H ▷m′ ∈ H\M , there is a
g ∈ G such that g ▷m = m′, and hence gH ▷/H (H ▷m) = H ▷m′. In
conclusion, the group action ▷/H is transitive. ■
Example 2.2.4 (Cylinder). In the situation of example 2.2.2, the
group set M is a left-homogeneous space and so is the quotient M/
H. □
Definition 2.2.5. Let G be a group and let G0 and H be two sub-
groups of G. The set {g0H | g0 ∈ G0} ⊆ G/H is denoted by G0/G0/H
H. □
Remark 2.2.6. If H is normal in G, then G0/H is a subgroup of G/
H. □
2.2 quotients 67
Stabilisers in quotients are quotients of stabilisers, as stated in
Lemma 2.2.7. Let (H\M ,G/H, ▷/H) be a quotient of (M ,G, ▷) by H
and let m be an element of M . The stabiliser (G/H)H▷m of H ▷m
under ▷/H is Gm/H. □
Proof. First, let gmH ∈ Gm/H. Then,
gmH ▷/H (H ▷m) = H ▷ (gm ▷m) = H ▷m.
Hence, gmH ∈ (G/H)H▷m. In conclusion, Gm/H ⊆ (G/H)H▷m.
Secondly, let gH ∈ (G/H)H▷m. Then,
H ▷m = gH ▷/H (H ▷m) = H ▷ (g ▷m).
Hence, there is an h ∈ H such that h▷m = g ▷m. Thus, h−1g ▷m = m.
Therefore, gm = h−1g ∈ Gm and g = hgm. Because H is normal in G,
gH = hgmH = Hhgm = Hgm = gmH ∈ Gm/H.
In conclusion, (G/H)H▷m ⊆ Gm/H. Altogether, (G/H)H▷m = Gm/
H. ■
Example 2.2.8 (Cylinder). In the situation of example 2.2.4, for each
element (m1 + 42Z,m2) ∈ M , the stabiliser of (m1,m2) under ▷ is
the subgroup 42Z× {0} of G and the stabiliser of m1 ≃ H ▷ (m1,m2)
under ▷/H is the subgroup 42Z of Z ≃ G/H. □
Quotient actions on quotient patterns are essentially the original ac-
tions on periodic patterns, as stated in
Lemma 2.2.9. Let (H\M ,G/H, ▷/H) be a quotient of (M ,G, ▷) by H,
let Q be a set, and let π be the canonical projection from M onto H\M .
For each symmetry g ∈ G, each map c/H ∈ QH\M , and each point
m ∈M ,





Proof. For each g ∈ G, each c/H ∈ QH\M , and each m ∈M ,
(gH ▶/H c/H)(H ▷m) = c/H
(




H ▷ (g−1 ▷m)
)







The projection π∗ is equivariant, as stated in
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Lemma 2.2.10. Let (H\M ,G/H, ▷/H) be a quotient of (M ,G, ▷) by
H, let Q be a set, and let π be the canonical projection from M onto
H\M . The map π∗ is (▶/H ,▶PerH )-equivariant. □
Proof. For each gH ∈ G/H, each c/H ∈ QH\M , and each m ∈M ,




= (gH ▶/H c/H)(H ▷m)
= c/H
(





















Given a right inverse of the canonical projection onto the orbit space,
a coordinate system induces one on the quotient space, as stated in
Lemma 2.2.11. Let M = (M ,G, ▷) be a left-homogeneous space, let
K = (m0, {gm0,m}m∈M ) be a coordinate system for M, let R be the
cell space (M,K), let H be a normal subgroup of G, and let ρ be a
right inverse of the canonical projection π : M → H\M such that ρ(H ▷
m0) = m0. The tuple K/(H, ρ) = (H ▷m0, {gm0,ρ(H▷m)}H▷m∈H\M ) isquotient K/(H, ρ)
of K by H and ρ a coordinate system for M/H and is called quotient of K by H and
ρ. And, the tuple R/(H, ρ) = (M/H,K/(H, ρ)) is a cell space andquotient R/(H, ρ)
of R by H and ρ is called quotient of R by H and ρ. □
Proof. Because ρ(H ▷m0) = m0 and gm0,m0 = eG, we have gm0,ρ(H▷m0)H =
eGH = eG/H . And, for each H ▷m ∈ H\M ,
gm0,ρ(H▷m)H ▷/H (H ▷m0) = H ▷ (gm0,ρ(H▷m) ▷m0)
= H ▷ ρ(H ▷m)
= H ▷m.
In conclusion, K/(H, ρ) is a coordinate system forM/H andR/(H, ρ)
is a cell space. ■
Example 2.2.12 (Cylinder). In the situation of example 2.2.8, the
tuple K = ((0 + 42Z, 0), {(m1 mod 42,m2)}(m1+42Z,m2)∈M ) is a co-
ordinate system for (M ,G, ▷), where _ mod 42 denotes the remainder
of the Euclidean division by 42; the tuple R = (M,K) is a cell
space; the canonical projection π from M onto H\M ≃ Z42 is given
by (m1 + 42Z,m2) 7→ m1 + 42Z; a right inverse ρ of π is given by
m1 + 42Z 7→ (m1 + 42Z, 0); the quotient of K by H and ρ is the
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tuple (0+ 42Z, {m1 mod 42}m1∈Z), which is a coordinate system for
M/H. □
The right semi-actions induced by quotients of cell spaces can be
expressed in terms of the right semi-actions induced by the cell spaces
themselves, as stated in
Lemma 2.2.13. Let R/(H, ρ) be a quotient of ((M ,G, ▷), (m0, {gm0,m}m∈M ))
by H and ρ. The right quotient set semi-action of (G/H)/(G0/H) on
H\M with defect G0/H induced by R/(H, ρ) is








ρ(H ▷m) P gG0). □
Proof. According to lemma 2.2.7, we have (G/H)H▷m0 = G0/H.
Moreover, for each H ▷m ∈ H\M and each gH(G0/H) ∈ (G/H)/
(G0/H),
(H ▷m) P/(H,ρ) gH(G0/H)
= H ▷
(















= gm0,ρ(H▷m)H · gH · g−1m0,ρ(H▷m)H ▷/H (H ▷m).
Hence, P/(H,ρ) is well-defined and the right quotient set semi-action
induced by R/(H, ρ). ■
Example 2.2.14 (Cylinder). In the situation of example 2.2.12, identify
the quotient set G/G0 with Z42×Z by (r1, t2) +G0 7→ (r1+ 42Z, t2).
Then, the right quotient set semi-action P induced by R is the map
M × (Z42 × Z) → M , ((m1 + 42Z,m2), (r1 + 42Z, t2)) 7→ ((m1 +
r1) + 42Z,m2 + t2), which is addition in the direct product Z42 ×Z.
Recall that the quotient group G/H is identified with Z. Hence,
its subgroup G0/H is identified with 42Z and the quotient set (G/
H)/(G0/H) is identified with Z42. Also recall that the orbit space
H\M is identified with Z42. Therefore, the right quotient set semi-
action P/(H,ρ) induced by R/(H, ρ) is the map Z42 ×Z42 → Z42,
(m1+ 42Z, r1+ 42Z) 7→ (m1+ r1)+ 42Z, which is addition inZ42. □
The quotient of a cell space by a group that includes the stabiliser of
the origin does not depend on the chosen right inverse of the projection,
as stated in
Lemma 2.2.15. Let R/(H, ρ) be a quotient of (M,K) = ((M ,G, ▷),
(m0, {gm0,m}m∈M )) by H and ρ such that the stabiliser G0 is included
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in H. The quotient R/(H, ρ) and the right quotient set semi-actionP/(H,ρ) do not depend on ρ. □
Proof. Let m, m′ ∈M such that H ▷m = H ▷m′. Then, there is an
h ∈ H such that h ▷m = m′. Thus, hgm0,m ∈ Gm0,m′ . Hence, because
Gm0,m′ = G0gm0,m′ , there is a g0 ∈ G0 such that hgm0,m = g0gm0,m′ .
Therefore, because H is normal, hH = H, and Hg0 = H,
gm0,mH = Hgm0,m = Hhgm0,m
= Hg0gm0,m′ = Hgm0,m′ = gm0,m′H.
Hence, for each m ∈ M , we have gm0,mH = gρ(H▷m),m0H. Therefore,
the coordinates gm0,ρ(H▷m)H, for H ▷m ∈ H\M , do not depend on ρ.
In conclusion, R/(H, ρ) and P/(H,ρ) do not depend on ρ. ■
Remark 2.2.16. Because G0 is included in H, the stabiliser G0/H of
H ▷m0 under ▷/H is trivial, hence the left group action ▷/H is free, and
thereforeM/H is a principal left-homogeneous space and K/(H, ρ) is
its unique coordinate system for the origin m0. □
The neighbourhood of a semi-cellular automaton over M is a subset
of G/G0 and the neighbourhood of one over H\M is a subset of (G/
H)/(G0/H). There is a canonical projection from G/G0 onto (G/H)/
(G0/H), which under suitable identifications of G/G0 with M and of
(G/H)/(G0/H) with H\M is the canonical projection from M onto
H\M , as stated in
Lemma 2.2.17. Let G be a group, let G0 be a subgroup of G, and let
H be a normal subgroup of G. The map





is well-defined, is surjective, and is called canonical projection from
G/G0 onto (G/H)/(G0/H). □
Proof. Let gG0, g′G0 ∈ G/G0 such that gG0 = g′G0. Then, g−1g′ ∈
G0. Hence, g−1H · g′H = g−1g′H ∈ G0/H. Therefore, gH(G0/H) =
g′H(G0/H). In conclusion, ϖ is well-defined. Moreover, because, for
each gH(G0/H) ∈ (G/H)/(G0/H), we have ϖ(gG0) = gH(G0/H),
the map ϖ is surjective. ■
Example 2.2.18 (Cylinder). In the situation of example 2.2.14, the
canonical projection ϖ is the map Z42 ×Z → Z42, (r1 + 42Z, t2) 7→
r1 + 42Z, which is the projection to the first component. □
Semi-cellular automata can be projected onto ones over orbit spaces,
as shown in
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Lemma 2.2.19. Let R/(H, ρ) be a quotient of ((M ,G, ▷), (m0, {gm0,m}m∈M ))
by H and ρ, let C = (R,Q,N , δ) be a semi-cellular or cellular autom-
aton, let ϖ be the canonical projection from G/G0 onto (G/H)/(G0/
H), let
N/H = ϖ(N) = {gH(G0/H) | gG0 ∈ N},
and let














The quadruple C/(H, ρ) = (R/(H, ρ),Q,N/H , δ/H) is a semi-cellular quotient C/(H, ρ)
of C by H and ρor cellular automaton respectively and is called quotient of C by H and
ρ. □
Proof. For each g0 ∈ G0 and each gG0 ∈ N , we have g0gG0 ∈ N .
Hence,
(G0/H) ·N/H = {g0H | g0 ∈ G0} · {gH(G0/H) | gG0 ∈ N}
= {g0H · gH(G0/H) | g0 ∈ G0, gG0 ∈ N}
= {g0gH(G0/H) | g0 ∈ G0, gG0 ∈ N}
⊆ {gH(G0/H) | gG0 ∈ N}
= N/H .
Therefore, the quadruple C/(H, ρ) is a semi-cellular automaton. From
now on, let C be a cellular automaton. Furthermore, let g0H ∈ G0/H
and let ℓ/H ∈ QN/H . Then,
δ/H(g0H •/H ℓ/H) = δ
(





























Hence, δ/H is •/H -invariant. In conclusion, C/(H, ρ) is a cellular au-
tomaton. ■
Example 2.2.20 (Cylinder). In the situation of example 2.2.18, let Q
be the binary set {0, 1}, let z be an integer, let N be the singleton set
{(−1+ 42Z, z)}, let δ be the •-invariant map QN → Q, ℓ 7→ ℓ(−1+
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42Z, z), and let C be the cellular automaton (R,Q,N , δ). The global
transition function ∆ of C is a shift over M . For example, if z = −1,
then it is the diagonal shift from the bottom-left to the top-right.
The quotient C/(H, ρ) is the quadruple (R/(H, ρ),Q,N/H , δ/H),
where the neighbourhood N/H is the singleton set {−1+ 42Z} and the
local transition function δ/H is the map QN/H → Q, ℓ/H 7→ ℓ/H(−1+
42Z). The global transition function ∆/H of C/(H, ρ) is the shift from
left to right over Z42. □
The global transition function of the quotient of a semi-cellular au-
tomaton can be expressed in terms of the global transition function of
the automaton, as shown in
Lemma 2.2.21. Let R/(H, ρ) be a quotient of ((M ,G, ▷), (m0, {gm0,m}m∈M ))
by H and ρ, let C = (R,Q,N , δ) be a semi-cellular automaton, and let
π be the canonical projection from M onto H\M . The global transition
function ∆/H of C/(H, ρ) is identical to π−1∗ ◦ ∆↾PerH (QM )→PerH (QM ) ◦
π∗, in particular, it does not depend on ρ and it is uniquely determined
by (M ,G, ▷), H, and ∆. □
Proof. Let ∆PerH = ∆↾PerH (QM )→PerH (QM ). Then, for each c/H ∈
QH\M and each H ▷m ∈ H\M ,
∆/H(c/H)(H ▷m)
= δ/H(n/H 7→ c/H((H ▷m) P/(H,ρ) n/H))
= δ/H(gH(G0/H) 7→ c/H((H ▷m) P/(H,ρ) gH(G0/H)))
= δ(gG0 7→ c/H((H ▷m) P/(H,ρ) gH(G0/H)))
= δ(gG0 7→ c/H(H ▷ (ρ(H ▷m) P gG0)))
= δ(n 7→ c/H(H ▷ (ρ(H ▷m) P n)))
= δ(n 7→ (c/H ◦ π)((ρ(H ▷m) P n)))
= ∆(c/H ◦ π)(ρ(H ▷m))
= ∆(π∗(c/H))(ρ(H ▷m))
= ∆PerH (π∗(c/H))(ρ(H ▷m))
= π−1∗ (∆PerH (π∗(c/H)))(H ▷ ρ(H ▷m))
= π−1∗ (∆PerH (π∗(c/H)))(H ▷m)
= (π−1∗ ◦ ∆PerH ◦ π∗)(c/H)(H ▷m).
Therefore, ∆/H = π−1∗ ◦ ∆PerH ◦ π∗, which does not depend on ρ. ■
Remark 2.2.22. Let C be a cellular automaton. Then, according to
corollary 2.1.19, the restriction ∆↾PerH (QM )→PerH (QM ) is ▶PerH -equivar-
iant, and, according to lemma 2.2.10, the map π∗ is (▶/H ,▶PerH )-equi-
variant. Hence, because ∆/H is identical to π−1∗ ◦∆↾PerH (QM )→PerH (QM ) ◦
π∗, the global transition function ∆/H is ▶/H -equivariant. □
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Definition 2.2.23. Let ∆ be the global transition function of a semi-
cellular or cellular automaton over (M ,G, ▷) and let H be a normal
subgroup of G. The map ∆/H = π−1∗ ◦ ∆↾PerH (QM )→PerH (QM ) ◦ π∗ is quotient ∆/H of ∆
by Hthe global transition function of a semi-cellular or cellular automaton
over (H\M ,G/H, ▷/H) and is called quotient of ∆ by H. □
Example 2.2.24 (Cylinder). In the situation of example 2.2.20, ac-
cording to example 2.1.11, the canonical projection π is the map M →
Z42, (m1 + 42Z,m2) 7→ m1 + 42Z and the map π∗ is the bijection
QZ42 → PerH(QM ), c/H 7→ c/H ◦ π. Hence, the inverse π−1∗ is the
bijection PerH(QM )→ QZ42 , c 7→ c(_, 0). Therefore, global transition
function ∆/H is the map QZ42 → QZ42 , c/H 7→ ∆(c/H ◦ π)(_, 0). □
2.3 naïve products
Given a right inverse of the canonical projection from G/G0 onto (G/
H)/(G0/H), a semi-cellular automaton over a quotient space can be
extended to the original space, as shown in
Definition 2.3.1. LetR/(H, ρ) be a quotient of ((M ,G, ▷), (m0, {gm0,m}m∈M ))
by H and ρ, let C/H = (R/(H, ρ),Q,N/H , δ/H) be a semi-cellular au-
tomaton, let κ be a right inverse of the canonical projection ϖ : G/
G0 → (G/H)/(G0/H), let N = G0 · κ(N/H), let κ = κ↾N/H→N , and
let










The quadruple C = (R,Q,N , δ) is a semi-cellular automaton and is naïve product C of
C/H by H and κcalled naïve product of C/H by H and κ. □
Remark 2.3.2. The subscript /H of C/H , N/H , and δ/H shall suggest
that C/H is a semi-cellular automaton over the quotient R/(H, ρ). It
shall not mean that C/H is the quotient of a semi-cellular automaton
by H. □
Example 2.3.3 (Cylinder). In the situation of example 2.2.20, let κ
be a right inverse of the canonical projection ϖ : Z42 ×Z → Z42, let
Cκ be the naïve product of C/H by H and κ, and let ∆κ be the global
transition function of C.
a. If κ is given by r1 + 42Z 7→ (r1 + 42Z, z), then Cκ = C and
∆κ = ∆.
b. If κ is given by r1 + 42Z 7→ (r1 + 42Z, 0), then ∆κ is the shift
from left to right over M .
c. If κ is given by r1 + 42Z 7→ (r1 + 42Z, r1 mod 42), then ∆κ is
the diagonal shift from the bottom-left to the top-right over M .
74 quotients, products, restrictions, extensions, ...
d. If κ is given by r1+ 42Z 7→ (r1+ 42Z,−(r1 mod 42)), then ∆κ is
the diagonal shift from the top-left to the bottom-right over M .
So, it depends on the choice of κ, whether the naïve product of the
quotient of C is again C or not. □
If the right inverse κ is in a certain sense equivariant, then the
product of a cellular automaton is a cellular automaton, as stated in
Lemma 2.3.4. In the situation of definition 2.3.1, let C/H be a cellular
automaton and let κ be such that
∀ g0 ∈ G0 ∀ g/H ∈ (G/H)/(G0/H) : g0 ·κ(g/H) = κ(g0H ·/H g/H).
(2.1)
The naïve product C of C/H by H and κ is a cellular automaton. □
Proof. Let g0 ∈ G0 and let ℓ ∈ QN . Then, for each n/H ∈ N/H ,
because equation (2.1) holds,
((g0 • ℓ) ◦κ)(n/H) = (g0 • ℓ)(κ(n/H))
= ℓ(g−10 · κ(n/H))
= ℓ(κ(g−10 H ·/H n/H))
= (ℓ ◦κ)(g−10 H ·/H n/H)
= (g0H •/H (ℓ ◦κ))(n/H).
Thus, (g0 • ℓ) ◦ κ = g0H •/H (ℓ ◦ κ). Hence, because δ/H is •/H -
invariant,
δ(g0 • ℓ) = δ/H((g0 • ℓ) ◦κ)
= δ/H(g0H •/H (ℓ ◦κ))
= δ/H(ℓ ◦κ)
= δ(ℓ).
Therefore, δ is •-invariant. In conclusion, C is a cellular automaton. ■
Remark 2.3.5. In the situation of definition 2.3.1, if, for each g0 ∈ G0,
we have g0 · κ(_) = κ(_), then C is a cellular automaton, regardless of
whether C/H is one or not. □
Example 2.3.6 (Cylinder). In the situation of example 2.3.3, because
the group G is abelian, for each element (t0 + 42Z, 0) ∈ G0, we have
(t0+ 42Z, 0) · κ(_) = κ(_), and hence, according to remark 2.3.5, the
naïve product Cκ is a cellular automaton. However, equation (2.1) of
lemma 2.3.4, which in this example is equivalent to
∀(t0 + 42Z, 0) ∈ G0 ∀ r1 + 42Z ∈ Z42 ≃ (G/H)/(G0/H) :
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(t0 + 42Z, 0) · κ(r1 + 42Z) = κ((t0 + r1) + 42Z),
holds if and only if the projection of κ to the second component is
constant, which need not be the case. Therefore, although Cκ is a
cellular automaton, the map κ need not satisfy equation (2.1). □
If equation (2.1) of lemma 2.3.4 does not hold, then the naïve product
may not be a cellular automaton. For example, if we factor by a normal
subgroupH ofG that includes the stabiliserG0, then all local transition
functions δ/H are •/H -invariant but their products are in general not
•-invariant, which is illustrated in
Example 2.3.7 (Tree). Let G be the free group over {a, b}, where
a ̸= b, let G0 be the subgroup of G that is generated by a, let M be
the quotient set G/G0, let ▷ be the transitive left group action of G on
M by left multiplication, let K = (m0, {gm0,m}m∈M ) be a coordinate
system for M = (M ,G, ▷), and let R be the cell space (M,K).
Moreover, let H be the kernel of the group homomorphism φ : G→
Z/2Z given by a 7→ 2Z, b 7→ 1+ 2Z, let ρ be a right inverse of the
canonical projection π : M → H\M such that ρ(H ▷m0) = m0, and
let κ be a right inverse of the canonical projection ϖ : G/G0 → (G/
H)/(G0/H).
Furthermore, let Q be the binary set {0, 1}, let N/H be the singleton
set {bH(G0/H)}, let δ/H be the map QN/H → Q, ℓ/H 7→ ℓ/H(bH(G0/
H)), let C/H be the semi-cellular automaton (R/(H, ρ),Q,N/H , δ/H),
and let C = (R,Q,N , δ) be the naïve product of C/H by H and κ.
The group H is a normal subgroup of G of index 2; the orbit space
H\M is the double quotient set H\(G/G0), which we identify with
G/H by H(gG0) 7→ gH; the quotient group G/H is equal to {H, bH};
the left group action ▷/H and the right quotient set semi-action P/(H,ρ)
it induces are identical to the group multiplication of G/H; and the
global transition function of C/H is the shift operator on QG/H .
The stabiliser G0 of m0 under ▷ is a subgroup of H, the stabiliser
G0/H of m0H under ▷/H is trivial, we identify the quotient set (G/
H)/(G0/H) with G/H by gH(G0/H) 7→ gH, the local transition
function δ/H is trivially •/H -invariant, and the automaton C/H is a
cellular automaton.
Because ϖ(κ(bH)) = bH, there is an element g ∈ G that is rep-
resented by a reduced word in which the symbol b occurs such that
κ(bH) = gG0. Thus, for each element g0 ∈ G0 ∖ {eG}, we have
g0 · κ(bH) ̸= κ(bH), in particular, equation (2.1) of lemma 2.3.4 does
not hold. Hence, for each element g0 ∈ G0∖ {eG}, there is a local con-
figuration ℓ ∈ QN such that ℓ(g−10 · κ(bH)) ̸= ℓ(κ(bH)) and therefore
δ(g0 • ℓ) = δ/H(n/H 7→ ℓ(g−10 · κ(n/H))) = ℓ(g−10 · κ(bH))
̸= ℓ(κ(bH)) = δ/H(n/H 7→ ℓ(κ(n/H))) = δ(ℓ).
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More specifically, if κ is the map G/H → G/G0, H 7→ G0, bH 7→ bG0,
and ℓ is the local configuration N → Q, bG0 7→ 0, akbG0 7→ 1, for
k ∈ Z∖ {0}, then δ(a • ℓ) = 1 ̸= 0 = δ(ℓ). In conclusion, the local
transition function δ is not •-invariant and hence the naïve product C
is not a cellular automaton. □
The image of a global configuration and a cell under the global tran-
sition function of the naïve product of a semi-cellular automaton can
be expressed in terms of the global transition function of the original
automaton, as stated in
Lemma 2.3.8. Let R/(H, ρ) be a quotient of ((M ,G, ▷), (m0, {gm0,m}m∈M ))
by H and ρ, let C = (R,Q,N , δ) be a naïve product of C/H by H and
κ, let c be a global configuration of QM , let m be an element of M , let
fm be the map ((H ▷m) P/(H,ρ) _)−1 : H\M → (G/H)/(G0/H), and
let
c/H,m : H\M → Q,
H ▷m′ 7→ c(m P κ(fm(H ▷m′))).
Then, ∆(c)(m) = ∆/H(c/H,m)(H ▷m). □
Proof. Because P/(H,ρ) is free and transitive, (H ▷ m) P/(H,ρ) _ is
injective and surjective. Hence, fm is well-defined and therefore c/H,m
is also well-defined. Moreover,
∆(c)(m) = δ(n 7→ c(m P n))
= δ/H(n/H 7→ c(m P κ(n/H)))
= δ/H(n/H 7→ c/H,m((H ▷m) P/(H,ρ) n/H))
= ∆/H(c/H,m)(H ▷m). ■
Example 2.3.9 (Cylinder). In the situation of example 2.3.3, let κ
be given by r1 + 42Z 7→ (r1 + 42Z, 0), let c be a global configuration
of QM , let m = (m1 + 42Z,m2) be an element of M , and let fm and
c/H,m be as in lemma 2.3.8. Recall that, according to example 2.2.14,
the semi-action P/(H,ρ) is addition in Z42 and the semi-action P is
addition in Z42 ×Z. Hence, the map fm is the map Z42 → Z42,
m′1 + 42Z 7→ (m′1 −m1) + 42Z, and the global configuration c/H,m is
the map Z42 → Q, m′1 + 42Z 7→ c(m′1 + 42Z,m2), which is essentially
the restriction of c to Z42 × {m2}. □
The quotient of the naïve product of a semi-cellular automaton is
the original automaton, as shown in
Lemma 2.3.10. Let R/(H, ρ) be a quotient of ((M ,G, ▷), (m0, {gm0,m}m∈M ))
by H and ρ, let C/H = (R/(H, ρ),Q,N/H , δ/H) be a semi-cellular
automaton, let C be a naïve product of C/H by H and κ, and let C/
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(H, ρ) = (R/(H, ρ),Q,N ′/H , δ′/H) be a quotient of C = (R,Q,N , δ) by
H and ρ. Then, C/(H, ρ) = C/H . □
Proof. For each g0 ∈ G0 and each gG0 ∈ G/G0, ϖ(g0 · gG0) =
g0gH(G0/H) = g0H ·/H gH(G0/H) = g0H ·/H ϖ(gG0). Hence,
N ′/H = ϖ(N)
= ϖ(G0 · κ(N/H))
= {g0H | g0 ∈ G0} ·/H ϖ(κ(N/H))
= (G0/H) ·/H N/H
= N/H .
Therefore, for each ℓ/H ∈ QN/H ,
δ′/H(ℓ/H) = δ(n 7→ ℓ/H(ϖ(n)))
= δ/H(n/H 7→ ℓ/H(ϖ(κ(n/H))))
= δ/H(n/H 7→ ℓ/H(n/H))
= δ/H(ℓ/H).
In conclusion, C/(H, ρ) = C/H . ■
Remark 2.3.11. According to example 2.3.3, the naïve product of the
quotient of a semi-cellular automaton C may not be C. □
2.4 products
The naïve product by H and κ of a cellular automaton is in general
not a cellular automaton (see example 2.3.7). However, as we have
seen in lemma 2.3.4, if the map κ is in a certain sense equivariant (see
definition 2.4.10), then the naïve product by H and κ of a cellular au-
tomaton is again a cellular automaton and is simply called product by
H and κ (see lemma 2.4.23). If the groupH is G0-producible (see defin-
ition 2.4.1), then such maps κ can be constructed as in lemma 2.4.12.
The global transition function of the product of a cellular automaton
does not depend on the coordinate system, in particular, the right
inverse κ can in a sense be chosen independently of the origin (see
lemma 2.4.23).
Definition 2.4.1. Let G be a group, and let G0 and H be two sub-
groups of G. The group H is called G0-producible if and only if G0-producible
∀ g ∈ G : (gG0g−1) ∩ (G0H) ⊆ G0. □
Remark 2.4.2. If the group G is abelian or the group H is included
in G0, then the group H is G0-producible. □
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Lemma 2.4.3. Let ▷ be a transitive left group action of G on M , let
m0 be an element of M , and let H be a subgroup of G. The group H
is Gm0-producible if and only if
∀m ∈M : Gm ∩ (Gm0H) ⊆ Gm0 . □
Proof. This is a direct consequence of lemma 1.2.21. ■
Lemma 2.4.4. Let G be a group, let G0 be a subgroup of G, let H be a
normal subgroup of G, and let g be an element of G. The group H is
G0-producible if and only if it is (gG0g−1)-producible. □
Proof. For reasons of symmetry, it suffices to prove one implication.
To this end, letH beG0-producible. Furthermore, let g′ ∈ G. Then, be-
cause H is normal in G, we have gG0g−1H = gG0Hg−1. And, because









In conclusion, H is gG0g−1-producible. ■
Definition 2.4.5. Let G be a group and let H be a subgroup of G.
The subgroup H is called malnormal if and only ifmalnormal
∀ g ∈ G∖H : (gHg−1) ∩H = {eG}. □
Remark 2.4.6 ([HW14, Item i of Proposition 2]). The subgroups {eG}
and G of G are the only ones that are both normal and malnormal. □
We can use semi-direct products to construct groups with producible
subgroups, as shown in
Lemma 2.4.7. Let F and H be two groups, let G0 be a malnormal
subgroup of F , and let φ be a group homomorphism from F to Aut(H)
such that G0 ⊆ ker(φ), and let G = H ⋊φ F be the outer semi-direct
product of F acting on H by φ. The normal subgroup H ×{eF } of G is
({eH}×G0)-producible and, if there is a tuple (g0, f) ∈ G0× (F ∖G0)
such that fg0f−1 /∈ G0, then {eH} ×G0 is not normal in G. □
Proof. Let (h, f) ∈ G. Then,
(h, f) · ({eH} ×G0) · (h, f)−1
= (h, f) · ({eH} ×G0) · (φ(f−1)(h−1), f−1)
= {(hφ(fg0f−1)(h−1), fg0f−1) | g0 ∈ G0}.
2.4 products 79
And, because the codomain of φ is Aut(H),
({eH} ×G0) · (H × {eF }) = {(φ(g0)(h), g0) | h ∈ H, g0 ∈ G0}
= H ×G0.
First, let it be the case that f ∈ G0. Then, fg0f−1 ∈ G0. Hence, be-
causeG0 ⊆ ker(φ), we have φ(fg0f−1) = id. Thus, hφ(fg0f−1)(h−1) =
eH . Therefore, (h, f) · ({eH} ×G0) · (h, f)−1 ⊆ {eH} ×G0.
Secondly, let it be the case that f /∈ G0. Then, because G0 is
malnormal in F , we have fg0f−1 = eF or fg0f−1 /∈ G0. Hence, we
have (hφ(fg0f−1)(h−1), fg0f−1) = (eH , eF ) or fg0f−1 /∈ G0. There-
fore, ((h, f) · ({eH} × G0) · (h, f)−1) ∩ ({eH} × G0) · (H × {eF }) ⊆
{(eH , eF )}.
In either case, ((h, f) · ({eH} ×G0) · (h, f)−1) ∩ ({eH} ×G0) · (H ×
{eF }) ⊆ {eH}×G0. In conclusion, the group H ×{eF } is ({eH}×G0)-
producible.
Moreover, if there is a tuple (g0, f) ∈ G0 × (F ∖ G0) such that
fg0f−1 /∈ G0, then, according to the second case above, (eH , fg0f−1) ∈
(eH , f) · ({eH} ×G0) · (eH , f)−1, and therefore (eH , f) · ({eH} ×G0) ·
(eH , f)−1 ⊈ {eH} ×G0. In conclusion, {eH} ×G0 is not normal in
G. ■
We can use direct products to construct groups with producible sub-
groups, as shown in
Lemma 2.4.8. Let F and H be two groups, let G0 be a subgroup of F ,
and let G be the direct product H ×F . The normal subgroup H ×{eF }
of G is ({eH} ×G0)-producible and, if G0 is not normal in F , then
{eH} ×G0 is not normal in G. □
Proof. The proof is omitted here. It is similar to the one of lemma 2.4.7.
■
Example 2.4.9 (Thick Tree). Let F be the free group over {a, b},
where a ̸= b, let H be the additive cyclic group Z/7Z of order 7, let
G0 be the non-normal subgroup of F that is generated by a, let G be
the direct product H ×F , let ▷ be the transitive left group action of G
on G/({eH}×G0) by left multiplication, and identify G/({eH}×G0)
with H × (F/G0), H × {eF } with H, and ({eH} ×G0) with G0. The
normal subgroup H of G is G0-producible and the subgroup G0 of G
is not normal. □
As we have seen in lemma 2.3.4, if the product of a cellular automa-
ton is made by a right inverse κ that is in a certain sense equivariant,
which we give a name below, then that product is itself a cellular au-
tomaton.
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Definition 2.4.10. Let G be a group, let G0 be a subgroup of G, let
H be a normal subgroup of G, let ϖ be the canonical projection from
G/G0 onto (G/H)/(G0/H), and let κ be a right inverse of ϖ. The
map κ is called G0-equivariant if and only ifG0-equivariant
∀ g0 ∈ G0 ∀ g/H ∈ (G/H)/(G0/H) :
g0 · κ(g/H) = κ(g0H ·/H g/H). □
Example 2.4.11 (Thick Tree). In the situation of example 2.4.9, recall
that G/G0 is identified with H × (F/G0), and identify G/H with F
and G0/H with G0. Then, the canonical projection ϖ from G/G0 onto
(G/H)/(G0/H) is the projection to the second component, namely
(h, fG0) 7→ fG0. Hence, for each right inverse κ of ϖ, it is G0-equivar-
iant if and only if
∀ z ∈ Z∀ fG0 ∈ F/G0 : az · κ(fG0) = κ(az · fG0),
which is the case if and only if, for each element fG0 ∈ F/G0, the
projection to the first component of the restriction κ↾G0·fG0 is constant.
In particular, for each element h ∈ H, the map κ : F/G0 → H × (F/
G0), fG0 7→ (h, fG0), is a G0-equivariant right inverse of ϖ. □
If H is a G0-producible and normal subgroup of G, then we can
construct a G0-equivariant right inverse of the canonical projection
from G/G0 onto (G/H)/(G0/H), as shown in
Lemma 2.4.12. Let G be a group, let G0 be a subgroup of G, let H be
a G0-producible and normal subgroup of G, and let ϖ be the canonical
projection from G/G0 onto (G/H)/(G0/H). Furthermore, let X be
the quotient set (G/H)/(G0/H), let ∼ be the equivalence relation on
X given by
∀x ∈ X ∀x′ ∈ X : (x ∼ x′ ⇐⇒ ∃ g0 ∈ G0 : g0H ·/H x = x′),
let {xi | i ∈ I} be a transversal of X/∼, and let ξ be a right inverse of
ϖ. The map
κ : X → G/G0,
g0H ·/H xi 7→ g0 · ξ(xi),
is a G0-equivariant right inverse of ϖ. □
Proof. Subproof of well-definedness. The equivalence classes [xi]∼,
for i ∈ I, partition X and, for each i ∈ I and each x ∈ [xi]∼, there
is a g0 ∈ G0 such that x = g0H ·/H xi. Hence, for each x ∈ X,
there is a unique i ∈ I and a g0 ∈ G0 such that x = g0H ·/H xi.
Therefore, if, for each i ∈ I, each g0 ∈ G0, and each g′0 ∈ G0 such
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that g0H ·/H xi = g′0H ·/H xi, we have g0 · ξ(xi) = g′0 · ξ(xi), then κ is
well-defined.
Let i ∈ I, let g0 ∈ G0, and let g′0 ∈ G0 such that g0H ·/H xi =
g′0H ·/H xi. Then, there is a g ∈ G such that ξ(xi) = gG0. Thus,
xi = ϖ(ξ(xi)) = gH(G0/H). Hence, with g′′0 = g−10 g′0,
g0H ·/H xi = g′0H ·/H xi ⇐⇒ g′′0H ·/H xi = xi
⇐⇒ g′′0gH(G0/H) = gH(G0/H)
⇐⇒ g−1g′′0gH(G0/H) = G0/H
⇐⇒ ∃ g0 ∈ G0 : g−1g′′0gH = g0H
⇐⇒ ∃ g0 ∈ G0 : g−1g′′0g ∈ g0H
⇐⇒ g−1g′′0g ∈ G0H.
And, because g−1g′′0g ∈ Gg−1▷m and H is G0-producible,
g−1g′′0g ∈ G0H =⇒ g−1g′′0g ∈ G0.
And,
g−1g′′0g ∈ G0 ⇐⇒ g′′0gG0 = gG0
⇐⇒ g′′0 · ξ(xi) = ξ(xi)
⇐⇒ g0 · ξ(xi) = g′0 · ξ(xi).
In conclusion, because g0H ·/H xi = g′0H ·/H xi, we have g0 · ξ(xi) =
g′0 · ξ(xi).
Subproof of right inverseness. Let x ∈ X. Then, there is a g0 ∈ G0 and
there is an i ∈ I such that x = g0H ·/H xi. And, there is a g ∈ G such
that ξ(xi) = gG0. Hence,
(ϖ ◦ κ)(x) = ϖ(κ(x))
= ϖ(g0 · ξ(xi))
= ϖ(g0gG0)
= g0gH(G0/H)
= g0H ·/H gH(G0/H)
= g0H ·/H ϖ(gG0)
= g0H ·/H ϖ(ξ(xi))
= g0H ·/H xi
= x.
In conclusion, κ is a right inverse of ϖ.
Subproof of G0-equivariance. Let x ∈ X and let g0 ∈ G0. Then, there
is a g′0 ∈ G0 and there is an i ∈ I such that x = g′0H ·/H xi. Hence,








= κ(g0H ·/H (g′0H ·/H xi))
= κ(g0H ·/H x).
In conclusion, κ is G0-equivariant. ■
Corollary 2.4.13. Let G be a group, let G0 be a subgroup of G, let
H be a G0-producible and normal subgroup of G, and let ϖ be the
canonical projection from G/G0 onto (G/H)/(G0/H). There is a G0-
equivariant right inverse of ϖ. □
Proof. This is a direct consequence of lemma 2.4.12, because there is
a right inverse ξ of ϖ. ■
Remark 2.4.14. Each G0-equivariant right inverse κ of ϖ is of the
form as in lemma 2.4.12. Indeed, let κ be such a right inverse, let
{xi | i ∈ I} be a transversal of X/∼, and let ξ be identical to κ. Then,
for each g0 ∈ G0 and each i ∈ I, we have κ(g0H ·/H xi) = g0 · κ(xi) =
g0 · ξ(xi). □
Example 2.4.15 (Thick Tree). In the situation of example 2.4.11, broadly
speaking, given a right inverse ξ ofϖ and representatives fiG0, for i ∈ I,
of the orbits G0 · fG0, for fG0 ∈ F/G0, forcing the images of the ele-
ments of G0 · fiG0 under ξ to have the same first component as the
image of fiG0 under ξ, yields a G0-equivariant right inverse κ of ϖ. □
The naïve product by a G0-equivariant right inverse is a cellular
automaton, which we give a name in
Lemma 2.4.16. Let R/(H, ρ) be a quotient of ((M ,G, ▷), (m0, {gm0,m}m∈M ))
by H and ρ, let κ be a G0-equivariant right inverse of the canonical
projection ϖ : G/G0 → (G/H)/(G0/H), and let C/H = (R/(H, ρ),
Q,N/H , δ/H) be a cellular automaton. The naïve product C of C/H byproduct C of C/H
by H and κ H and κ is a cellular automaton and is called product of C/H by H
and κ. □
Proof. According to lemma 2.3.4, the semi-cellular automaton C is a
cellular automaton. ■
Example 2.4.17 (Thick Tree). In the situation of example 2.4.11, let
K = (eGG0, {geGG0,gG0}gG0∈G/G0) be a coordinate system for M =
(G/G0,G, ▷), let ρ be the right inverse of the canonical projection
π : H × (F/G0) ≃ G/G0 → H\(G/G0) ≃ F/G0 given by ρ(fG0) =
(0+ 7Z, fG0), and let κ be the right inverse of the canonical projec-
tion ϖ : H × (F/G0) ≃ G/G0 → (G/H)/(G0/H) ≃ F/G0 given
by fG0 7→ (0 + 7Z, fG0) (note that the right inverses ρ and κ are
identical).
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Furthermore, let Q be the binary set {0, 1}; let N/H be the (G0 ≃
G0/H)-invariant subset {az · bG0 | z ∈ Z} of F/G0 ≃ (G/H)/(G0/







let C/H be the cellular automaton ((M,K)/(H, ρ),Q,N/H , δ/H); and
let ∆/H be the global transition function of C/H .
The product of C/H by H and κ has the neighbourhood N = {0+
7Z} × N/H ; the local transition function δ : QN → Q, ℓ 7→ 0, if∑
n∈N ℓ(n) <∞, and ℓ 7→ 1, otherwise; and the product
∏
h∈H ∆/H for
global transition function ∆. □
Definition 2.4.18. Let (M ,G, ▷) be a left group set, letH be a normal
subgroup of G, and, for each point m ∈ M , let ϖm be the canonical
projection from G/Gm onto (G/H)/(Gm/H).
a. For each pointm ∈M , the set of all Gm-equivariant right inverses
of ϖm is denoted by km. km
b. The union of the sets km, for m ∈M , is denoted by k. □ k
The group acts on the set of all equivariant right inverses, as shown
in
Lemma 2.4.19. Let (M ,G, ▷) be a left group set and let H be a normal
subgroup of G. The group G acts on k on the left by




x 7→ g⊙ κm(g−1H ⊙/H x),
]
such that, for each symmetry g ∈ G and each point m ∈M , the map
(g_)↾km→kg▷m : km → kg▷m,
κm 7→ g κm,
is bijective. □
Proof. For each m ∈ M , let Xm = (G/H)/(Gm/H) = (G/H)/
(G/H)H▷m. Then, for each m ∈ M , we have Xg▷m = (G/H)/(G/
H)gH·H (H▷m). Moreover, for each m ∈ M , let ϖm be the canonical
projection from G/Gm onto (G/H)/(Gm/H).
First, let g ∈ G, let m ∈ M , and let κm ∈ km. Then, for each
x ∈ Xg▷m, according to lemma 1.5.1, we have g−1H ⊙/H x ∈ Xm and
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hence g ⊙ κm(g−1H ⊙/H x) ∈ G/Gg▷m. Therefore, the map g  κm is
well-defined.
Moreover, for each x ∈ Xg▷m, there is a g′ ∈ G such that κm(g−1H⊙/H
x) = g′Gm and hence
ϖg▷m
(





= gH ⊙/H g′H(G/H)H▷m
= gH ⊙/H ϖm(g′Gm)





= gH ⊙/H (g−1H ⊙/H x)
= x.
Therefore, the map g κm is a right inverse of ϖg▷m.
Furthermore, for each gg▷m ∈ Gg▷m and each x ∈ Xg▷m, according to
remark 1.5.4 and because g−1gg▷mg ∈ Gm and κm is Gm-equivariant,
(g κm)(gg▷mH ·/H x) = g⊙ κm(g−1H ⊙/H (gg▷mH ·/H x))
= g⊙ κm
(








g⊙ κm(g−1H ⊙/H x)
)
= gg▷m · (g κm)(x).
Therefore, the right inverse g  κm is Gg▷m-equivariant. Altogether,
the right inverse g κm is an element of kg▷m. In conclusion, the maps and (g_)↾km→kg▷m are well-defined.
Secondly, for each κ ∈ k, we have eG  κ = κ. And, for each g ∈ G,
each g′ ∈ G, each κ ∈ k, and each x ∈ Xm,
(gg′  κ)(x) = gg′ ⊙ κ((g′)−1g−1H ⊙/H x)
= g⊙
(
g′ ⊙ κ((g′)−1H ⊙/H (g−1H ⊙/H x))
)
= g⊙ (g′  κ)(g−1H ⊙/H x)
= (g (g′  κ))(x),
and hence gg′  κ = g  (g′  κ). In conclusion, the map  is a left
group action. ■
Example 2.4.20 (Thick Tree). In the situation of example 2.4.17, let
(h, f) be an element of G. Then, the subgroup G0 ≃ {eH} ×G0 of
G is the stabiliser of eGG0 ≃ {eH} ×G0 under ▷ and its conjugate
fG0f−1 ≃ {eH}× (fG0f−1) is the stabiliser of (h, f)G0 ≃ {h}× (fG0)
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under ▷. Hence, the right inverse (h, f) κ of the canonical projection
ϖ(h,f )G0 : H × (F/(fG0f−1)) ≃ G/(fG0f−1) → (G/H)/(fG0f−1/
H) ≃ F/(fG0f−1) is given by f ′fG0f−1 7→ (0+ 7Z, f ′fG0f−1). □
The orbit of a right inverse contains one for each stabiliser, which is
shown in
Lemma 2.4.21. Let (M ,G, ▷) be a left-homogeneous space and let H
be a normal subgroup of G. Then,
∀κ ∈ k∀m ∈M ∃ g ∈ G : g κ ∈ km. □
Proof. Let κ ∈ k and let m ∈ M . Then, there is an m′ ∈ M such
that κ ∈ km′ . And, because ▷ is transitive, there is a g ∈ G such that
g ▷m′ = m. Hence, according to lemma 2.4.19, we have gκ ∈ kg▷m′ =
km. ■
The global transition function of the product of a cellular automaton
does not depend on the coordinate system, which is shown in
Lemma 2.4.22. Let M = (M ,G, ▷) be a left-homogeneous space, let
K = (m0, {gm0,m}m∈M ) and K′ = (m′0, {g′m′0,m}m∈M ) be two coordinate
systems for M, let H be a normal subgroup of G, and let ρ and ρ′ be
two right inverses of the canonical projection π : M → H\M such that
ρ(H ▷m0) = m0 and ρ′(H ▷m′0) = m′0
Furthermore, let C/H = ((M,K)/(H, ρ),Q,N/H , δ/H) and C′/H =
((M,K′)/(H, ρ′),Q,N ′/H , δ′/H) be two cellular automata such that the
global transition function ∆/H of C/H is identical to the one, namely
∆′/H , of C′/H .
Moreover, let κ be an element of km0 and let κ′ be an element of km′0
such that there is an element g ∈ Gm0,m′0 that satisfies g  κ = κ′, letC be the product of C/H by H and κ, and let C′ be the product of C′/H
by H and κ′.
The global transition function ∆ of C is identical to the one, namely
∆′, of C′. □
Proof. Because P and P′ are similar (see lemma 1.5.5), for each m ∈
M , there is a g′m,0 ∈ G′0 such that
∀ g ∈ G/G0 : m P g = m P′ g′m,0 · (g⊙ g). (2.2)
And, because ∆/H = ∆′/H , according to theorem 1.5.13, there are cel-
lular automata C/H,∗ = ((M,K)/(H, ρ),Q,N/H,∗, δ/H,∗) and C′/H,∗ =
((M,K′)/(H, ρ′),Q,N ′/H,∗, δ′/H,∗) such that δ/H,∗ = g−1H ⊗/H δ′/H,∗
and
∀ ℓ/H ∈ QN/H : δ/H(ℓ/H) = δ/H,∗(ℓ/H↾N/H,∗), (2.3)
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Let c ∈ QM and let m ∈M . Then, according to equation (2.2),
∆(c)(m) = δ(n 7→ c(m P n))
= δ/H(n/H 7→ c(m P κ(n/H)))
= δ/H(n/H 7→ c(m P′ g′m,0 · (g⊙ κ(n/H)))).
Thus, according to remark 1.5.4,
∆(c)(m) = δ/H(n/H 7→ c(m P′ g⊙ (g−1g′m,0g · κ(n/H)))).
Thus, because κ is G0-equivariant,
∆(c)(m) = δ/H(n/H 7→ c(m P′ g⊙ κ(g−1g′m,0g · n/H)))
= δ/H((g
−1g′m,0g)
−1 •/H [n/H 7→ c(m P′ g⊙ κ(n/H))]).
Thus, because δ/H is •/H -invariant,
∆(c)(m) = δ/H(n/H 7→ c(m P′ g⊙ κ(n/H))).
Thus, according to equation (2.3),
∆(c)(m) = δ/H,∗(n/H,∗ 7→ c(m P′ g⊙ κ(n/H,∗))).
Thus, because δ/H,∗ = g−1H ⊗/H δ′/H,∗,
∆(c)(m) = (g−1H ⊗/H δ′/H,∗)(n/H,∗ 7→ c(m P′ g⊙ κ(n/H,∗)))
= δ′/H,∗(n
′
/H,∗ 7→ c(m P′ g⊙ κ(g−1H ⊙/H n′/H,∗)))
= δ′/H,∗(n
′
/H,∗ 7→ c(m P′ (g κ)(n′/H,∗))).
Thus, because g κ = κ′,
∆(c)(m) = δ′/H,∗(n
′
/H,∗ 7→ c(m P′ κ′(n′/H,∗))).
Thus, according to equation (2.4),
∆(c)(m) = δ/H(n′/H 7→ c(m P′ κ′(n′/H)))
= δ′(n 7→ c(m P′ n))
= ∆′(c)(m).
In conclusion, ∆ = ∆′. ■
The notion of product of a global transition function is well-defined
and we give it a name in
Lemma 2.4.23. LetM = (M ,G, ▷) be a left-homogeneous space, let H
be a normal subgroup of G, let ∆/H be the global transition function of
a cellular automaton over M/H, and let K be an element of the orbit
space G\k under . The global transition function ∆ of a product of
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C/H by H and κ – where K = (m0, {gm0,m}m∈M ) is a coordinate system
for M, ρ is a right inverse of the canonical projection π : M → H\M
such that ρ(H ▷m0) = m0, C/H is a cellular automaton over (M,K)/
(H, ρ) whose global transition function is ∆/H , and κ is an element of
K ∩ km0 – is the global transition function of a cellular automaton over
M and is called product of ∆/H by H and K. □ product ∆ of ∆/H
by H and K
Proof. According to lemma 2.4.22, the global transition function ∆
does not depend on the choice of K, ρ, C/H , and κ; and it is hence
well-defined. ■
Example 2.4.24 (Thick Tree). In the situation of example 2.4.17, the
product ∆ of ∆/H by H and G κ is the product ∏h∈H ∆/H , which
does neither depend on K, nor on ρ, nor on κ. □
The quotient of the product of a global transition function is identical
to the original global transition function, as shown in
Lemma 2.4.25. Let M = (M ,G, ▷) be a left-homogeneous space, let
H be a normal subgroup of G, let ∆/H be the global transition function
of a cellular automaton over M/H, let ∆ be a product of ∆/H by H
and K, and let ∆′/H be the quotient of ∆ by H. Then, ∆′/H = ∆/H . □
Proof. This is a direct consequence of lemma 2.3.10. ■
The product of the quotient of a global transition function may not
be the original global transition function, as illustrated in
Example 2.4.26 (Thick Tree). In the situation of example 2.4.11, let
K = (eGG0, {geGG0,gG0}gG0∈G/G0) be a coordinate system for M =
(G/G0,G, ▷); let Q be the binary set {0, 1}; let N be the subset
{−1+ 7Z, 0+ 7Z, 1+ 7Z}× {eFG0} of G/G0 (note that G0 ·N ⊆ N);
let δ be the •-invariant map QN → Q, ℓ 7→ 0, if ∑n∈N ℓ(n) < 3/2,
and ℓ 7→ 1, otherwise, which is known as majority rule; let C be the majority rule
cellular automaton ((M,K),Q,N , δ); and let ∆ be the global tran-
sition function of C, which realises the majority rule on each of the
discrete circles H × {fG0}, for fG0 ∈ F/G0. Each quotient of C by
H has the neighbourhood N/H = {eFG0}, the local transition func-
tion δ/H : Q{eFG0} → Q, ℓ/H 7→ ℓ/H(eFG0), and the identity map on
QF/G0 for global transition function ∆/H . And, each product of ∆/H
by H is the identity map on QG/G0 , which is not ∆. □
2.5 restrictions
There is a canonical bijection from H/G0 to H/H0, which is given in
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Lemma 2.5.1. Let G be a group, let G0 and H be two subgroups of G,
and let H0 be the subgroup G0 ∩H of H. The map
ζ : H/G0 → H/H0,canonical bijection
ζ from H/G0 to
H/H0
hG0 7→ hH0,
is well-defined, is bijective, is ·-equivariant, and is called canonical
bijection from H/G0 to H/H0. □
Proof. For each h ∈ H and each h′ ∈ H,
hG0 = h
′G0 ⇐⇒ h−1h′ ∈ G0
⇐⇒ h−1h′ ∈ H0
⇐⇒ hH0 = h′H0.
Hence, ζ is well-defined and bijective. Moreover, for each h ∈ H and
each h′G0 ∈ H/G0, we have h · ζ(h′G0) = hh′H0 = ζ(h · h′G0). There-
fore, ζ is ·-equivariant. ■
Lemma 2.5.2. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space
and let H be a normal subgroup of G. Then,
∀m ∈M : H ▷m = m P (H/G0). □
Proof. For each m ∈M , because g−1m0,mH = Hg−1m0,m,






= m P (H/G0). ■
Restrictions of left-homogeneous spaces, coordinate systems, and cell
spaces are introduced in the two forthcoming definitions.
Definition 2.5.3. Let M = (M ,G, ▷) be a left group set, let m0
be an element of M , and let H be a subgroup of G. The triple
M↾m0,H = (H ▷m0,H, ▷↾H×(H▷m0)→H▷m0) is a left-homogeneous spacerestrictionM↾m0,H of M at
m0 to H
and is called restriction of M at m0 to H. □
Definition 2.5.4. Let M = (M ,G, ▷) be a left-homogeneous space,
let K = (m0, {gm0,m}m∈M ) be a coordinate system forM, let R be the
cell space (M,K), and let H be a subgroup of G such that {gm0,h▷m0 |
h ∈ H} ⊆ H. The tuple K↾H = (m0, {gm0,h▷m0}h▷m0∈H▷m0) is arestriction K↾H ofK to H coordinate system forM↾m0,H and is called restriction of K to H. And,
the tupleR↾H = (M↾m0,H ,K↾H) is a cell space and is called restrictionrestriction R↾H ofR to H of R to H. □
Example 2.5.5 (Sphere). Let M be the Euclidean unit 2-sphere, let
G be the rotation group, let ▷ be the left group action of G on M by
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function application, let m0 be the north pole (0, 0, 1)⊺ of M and, for
each point m ∈M , let gm0,m be a rotation about an axis in the (x, y)-
plane that rotates m0 to m, which is unique unless m is the south pole,
R = (M,K) be the cell space ((M ,G, ▷), (m0, {gm0,m}m∈M )) (this is
the situation of example 1.3.6).
Furthermore, let a be the axis of the rotation gm0,S , where S is the
south pole (0, 0,−1)⊺, and let H be the subgroup of G that consists of
the rotations about a. The setH ▷m0 is a great circle through the north
and the south pole, the abelian group H is the group of orientation-
preserving symmetries of this circle, the restriction ▷↾H×(H▷m0)→H▷m0
is the free left group action of H on H ▷m0 by function application, and
we have {gm0,h▷m0 | h▷m0 ∈ H ▷m0} ⊆ H. Hence, the restriction ofM
at m0 to H is isomorphic to the abelian group R/Z and the restriction
of K to H is the unique coordinate system forM↾m0,H whose origin is
m0. □
In the remainder of this section, letR = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a cell space, let H be a subgroup of G, and let R↾H = ((M↾H ,H,
▷↾H ), (m0, {gm0,m↾H }m↾H∈M↾H )) be the restriction of R to H.
The right quotient set semi-actions of a cell space and its restriction
relate as shown in
Lemma 2.5.6. The stabiliser of m0 under ▷↾H is H0 = G0 ∩H and the
right quotient set semi-action induced by R↾H is
P↾H : M↾H ×H/H0 →M↾H ,
(m↾H ,hH0) 7→ m↾H P hG0. □
Proof. The subgroup H0 of H is the stabiliser of m0 under ▷↾H .
Moreover, according to lemma 2.5.1, for each h ∈ H, the coset hG0
is uniquely determined by hH0. And, for each m↾H ∈ M↾H and each
hH0 ∈ H/H0,










In conclusion, the map P↾H is well-defined and it is the right quotient
set semi-action induced by R↾H . ■
Restrictions of (semi-)cellular automata are introduced in
Lemma 2.5.7. Let C = (R,Q,N , δ) be a semi-cellular or cellular au-
tomaton with a sufficient neighbourhood that is included in H/G0, let
E be the biggest sufficient neighbourhood of C such that H0 ·E ⊆ E and
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E ⊆ H/G0, let η be the sufficient local transition function from QE to
Q, let ζ be the canonical bijection from H/G0 to H/H0, let




ℓ↾H 7→ η(e 7→ ℓ↾H (ζ(e))) (= η(hG0 7→ ℓ↾H (hH0))).
The quadruple C↾H = (R↾H ,Q,N↾H , δ↾H ) is a semi-cellular or cellularrestriction C↾H ofC to H automaton respectively, and is called restriction of C to H. □
Proof. First, because H0 · ζ(E) = ζ(H0 ·E) and H0 ·E ⊆ E, we have
H0 ·N↾H ⊆ N↾H . In conclusion, the quadruple C↾H is a semi-cellular
automaton.
Secondly, let C be a cellular automaton. Furthermore, let h0 ∈ H0.
Then, because ζ is ·-equivariant and η is •H0-invariant, for each ℓ↾H ∈
QN↾H ,
δ↾H (h0 •↾H ℓ↾H ) = η
(


















e 7→ ℓ↾H (ζ(e))
)
= δ↾H (ℓ↾H ).
In conclusion, δ↾H is •↾H -invariant and hence C↾H is a cellular automa-
ton. ■
Example 2.5.8 (Sphere). In the situation of example 2.5.5, let h be
one of the two rotations about a by 1°, let Q be the set {0, 1}, let E
be the singleton set {hG0}, let N be the set G0 ▷ E, let η be the map
QE → Q, ℓE 7→ ℓE(hG0), and let δ be the map QN → Q, ℓ 7→ η(ℓ↾E).
The restriction of the semi-cellular automaton C = (R,Q,N , δ) to H is
the cellular automaton C↾H = (R↾H ,Q,E, η) whose global transition
function is the rotation map h−1 ▶↾H _. □
The global transition functions of a semi-cellular automaton and its
restriction relate as shown in
Lemma 2.5.9. Let C↾H be a restriction of C = (R,Q,N , δ) to H.
Then,
∀ c ∈ QM : ∆↾H (c↾M↾H ) = ∆(c)↾M↾H . □
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Proof. Let η : QE → Q be a sufficient local transition function of C
such that H0 · E ⊆ E and E ⊆ H/G0, and let ζ be the canonical
bijection from H/G0 to H/H0. Furthermore, let c ∈ QM . Then, for
each m↾H ∈M↾H , according to lemma 2.5.6,
∆↾H (c↾M↾H )(m↾H ) = δ↾H
(












e 7→ c(m↾H P e))
= δ
(
n 7→ c(m↾H P n))
= ∆(c)(m↾H ).
In conclusion, ∆↾H (c↾M↾H ) = ∆(c)↾M↾H . ■
Restrictions of global transition functions of cellular automata are
introduced in
Lemma 2.5.10. LetM = (M ,G, ▷) be a left-homogeneous space, let H
be a subgroup of G, let m0 be an element of M , and let ∆ : QM → QM
be the global transition function of a cellular automaton over M with
sufficient neighbourhood E such that E ⊆ H/G0. Furthermore, let
π be the canonical projection from QM onto QH▷m0 and let ρ be a
right inverse of π. The map ∆↾m0,H = π ◦ ∆ ◦ ρ is the global transition restriction ∆↾m0,Hof ∆ at m0 to Hfunction of a cellular automaton over (H ▷m0,H, ▷↾H×(H▷m0)→H▷m0),
does not depend on ρ, and is called restriction of ∆ at m0 to H. □
Proof. There is a coordinate system K with origin m0 and a cellu-
lar automaton C = ((M,K),Q,N , δ) with sufficient neighbourhood E
whose global transition function is ∆. Moreover, there is a coordinate
system K′ = (m0, {g′m0,m}m∈M ) forM such that, for each m ∈ H ▷m0,
we have g′m0,m ∈ H. And, according to corollary 1.5.8, the global tran-
sition function of the cellular automaton C′ = ((M,K′),Q,N , δ) is ∆.
And, the set E′ = H0 ·E is a sufficient neighbourhood of C′ such that
H0 ·E′ ⊆ E′ and E′ ⊆ H/G0. Hence, according to lemma 2.5.9, the
map ∆↾m0,H is the global transition function of the restriction of C
′ to
H, which does not depend on ρ. ■
2.6 extensions
Extensions of semi-cellular automata are introduced in
Definition 2.6.1. Let C↾H = (R↾H ,Q,N↾H , δ↾H ) be a semi-cellular
automaton, let ζ be the canonical bijection from H/G0 to H/H0, let
N = G0 · ζ−1(N↾H ) = {g0hG0 | g0 ∈ G0,hH0 ∈ N↾H},
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and let
δ : QN → Q,
ℓ 7→ δ↾H
(







The quadruple C = (R,Q,N , δ) is a semi-cellular automaton and isextension C of C↾H
to G called extension of C↾H to G. □
Example 2.6.2 (Sphere). In the situation of example 2.5.8, the exten-
sion of the cellular automaton C↾H to G is the semi-cellular automaton
C. □
The global transition functions of a semi-cellular automaton and its
extension relate as shown in
Lemma 2.6.3. Let C be an extension of C↾H = (R↾H ,Q,N↾H , δ↾H ) to
G. Then,
∀ c ∈ QM : ∆(c)↾M↾H = ∆↾H (c↾M↾H ),
and
∀ c ∈ QM ∀m ∈M : ∆(c)(m) = ∆↾H ((g−1m0,m ▶ c)↾M↾H )(m0). □
Proof. Let ζ be the canonical bijection from H/G0 to H/H0.
First, let c ∈ QM . Then, for eachm↾H ∈M↾H , according to lemma 2.5.6,
∆(c)(m↾H ) = δ
(
n 7→ c(m↾H P n))
= δ↾H
(
n↾H 7→ c(m↾H P ζ−1(n↾H )))
= δ↾H
(
n↾H 7→ c(m↾H P↾H n↾H ))
= δ↾H
(
n↾H 7→ c↾M↾H (m↾H P↾H n↾H )
)
= ∆↾H (c↾M↾H )(m↾H ).
In conclusion, ∆(c)↾M↾H = ∆↾H (c↾M↾H ).
Secondly, for each c ∈ QM and each m ∈ M , according to re-
mark 1.4.25,
∆(c)(m) = ∆(g−1m0,m ▶ c)(m0) = ∆↾H ((g
−1
m0,m ▶ c)↾M↾H )(m0). ■
The global transition functions of a semi-cellular automaton and the
restriction of its extension are identical as shown in
Corollary 2.6.4. Let C be an extension of C↾H = (R↾H ,Q,N↾H , δ↾H )
to G and let C↾H = (R↾H ,Q,N ′↾H , δ′↾H ) be the restriction of C to H.
The global transition functions of C↾H and C↾H are identical. □
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Proof. This is a direct consequence of lemmata 2.6.3 and 2.5.9. ■
The global transition functions of a semi-cellular automaton and the
extension of its restriction are identical as shown in
Corollary 2.6.5. Let C↾H be a restriction of C = (R,Q,N , δ) to H
and let C′ = (R,Q,N ′, δ′) be the extension of C↾H to G. The global
transition functions of C and C′ are identical. □
Proof. For each c ∈ QM and each m ∈M , according to lemma 2.6.3,
lemma 2.5.9, and remark 1.4.25,
∆′(c)(m) = ∆↾H ((g
−1
m0,m ▶ c)↾M↾H )(m0)
= ∆(g−1m0,m ▶ c)(m0)
= ∆(c)(m).
In conclusion, ∆′ = ∆. ■
Remark 2.6.6. The extension of the restriction of a semi-cellular au-
tomaton and the restriction of the extension of a semi-cellular autom-
aton is in general not the automaton we started out with, because in
the first case superfluous neighbours may be removed by the restriction
that are not re-added by the extension and in the second case superflu-
ous neighbours may be added by the extension that are not removed
by the restriction. □
The extension of a cellular automaton is in general not a cellular
automaton. However, if the local transition function is in a certain
sense invariant under •, then the extension is a cellular automaton,
which is shown in
Lemma 2.6.7. Let C↾H = (R↾H ,Q,N↾H , δ↾H ) be a semi-cellular autom-
aton, let ζ be the canonical bijection from H/G0 to H/H0, let N be
the set G0 · ζ−1(N↾H ), let ξ be the restriction of ζ−1 to N↾H → N , such
that
∀ g0 ∈ G0 ∀ ℓ ∈ QN : δ↾H
(
(g0 • ℓ) ◦ ξ
)
= δ↾H (ℓ ◦ ξ). (2.5)
The semi-cellular automaton C↾H and its extension C to G are cellular
automata. □
Proof. Let h0 ∈ H0 and let ℓ↾H ∈ QN↾H . Then, because ξ is ·-equi-
variant, for each n↾H ∈ N↾H ,
(h0 •↾H ℓ↾H )(n↾H ) = ℓ↾H (h−10 · n↾H )
= (ℓ↾H ◦ ξ−1)
(
ξ(h−10 · n↾H )
)
= (ℓ↾H ◦ ξ−1)
(
h−10 · ξ(n↾H )
)
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=
(











Thus, h0 •↾H ℓ↾H = (h0 • (ℓ↾H ◦ ξ−1)) ◦ ξ. Hence, according to equa-
tion (2.5),
δ↾H (h0 •↾H ℓ↾H ) = δ↾H
(




(ℓ↾H ◦ ξ−1) ◦ ξ
)
= δ↾H (ℓ↾H ).
Therefore, δ↾H is •↾H -invariant. In conclusion, C↾H is a cellular autom-
aton.
Moreover, according to equation (2.5), for each g0 ∈ G0 and each
ℓ ∈ QN ,
δ(g0 • ℓ) = δ↾H
(




(g0 • ℓ) ◦ ξ
)
= δ↾H (ℓ ◦ ξ)
= δ(ℓ).
Hence, δ is •-invariant. In conclusion, C is a cellular automaton. ■
Remark 2.6.8. If G0 is included in H, then G0 = H0, N = N↾H , δ =
δ↾H , ξ = idN , and equation (2.5) just states that δ is •-invariant. □
Extensions of global transition functions of cellular automata are
introduced in
Lemma 2.6.9. LetM = (M ,G, ▷) be a left-homogeneous space, let m0
be an element of M , let H be a subgroup of G that includes G0, and
let ∆↾H : Q
H▷m0 → QH▷m0 be the global transition function of a cellular
automaton over M↾m0,H . Furthermore, let K = (m0, {gm0,m}m∈M ) be
a coordinate system forM such that {gm0,h▷m0 | h▷m0 ∈ H ▷m0} ⊆ H.
The map
∆ : QM → QM ,extension ∆ of
∆↾H at m0 to G c 7→ [m 7→ ∆↾H ((g−1m0,m ▶ c)↾H▷m0)(m0)],
is the global transition function of a cellular automaton over M, does
not depend on the coordinates {gm0,m}m∈M , and is called extension of
∆↾H at m0 to G. □
Proof. According to corollary 1.5.9, there is a cellular automaton
C↾H = ((M↾m0,H ,K↾H),Q,N , δ) whose global transition function is
∆↾H . According to remark 2.6.8, its extension to G is the cellular au-
tomaton C = ((M,K),Q,N , δ). According to lemma 2.6.3, the map ∆
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is the global transition function of C. According to corollary 1.5.8,
this global transition function does not depend on the coordinates
{gm0,m}m∈M and hence neither does ∆. ■
2.7 decompositions
Given a subgroup H of G, the orbit space of P↾M×H/G0 does in general
not partitionM (see counterexample 2.7.5). However, if H satisfies the
property G0 · (H/G0) ⊆ H/G0, then the aforementioned orbit space
partitions M (see definition 2.7.1 and lemma 2.7.4). For such a group
H and a semi-cellular automaton whose neighbourhood is included in
H/G0, the phase space is the product of configurations on orbits and
the global transition function of the automaton is the product of its
restrictions, in a certain sense, to orbits (see lemma 2.7.7). The lat-
ter restrictions are conjugations of the restriction of the global tran-
sition function to H as introduced above (compare lemma 2.7.8) and
hence the global transition function is injective, surjective, or biject-
ive if and only if its restriction to H has the respective property (see
theorem 2.7.9).
Definition 2.7.1. Let G be a group, and let G0 and H be two sub-
groups of G. The group H is called (G0,G0)-invariant if and only (G0,G0)-invariant
if
G0 · (H/G0) ⊆ H/G0. □
Lemma 2.7.2. Let G be a group, let G0 be a subgroup of G, and let H
be a normal subgroup of G. The group H is (G0,G0)-invariant. □
Proof. Let g0 ∈ G0 and let h ∈ H. Then, because H is normal in G,
we have g0H = Hg0. Hence, there is an h′ ∈ H such that g0h = h′g0.
Therefore, g0hG0 = h′g0G0 = h′G0. In conclusion, G0 · (H/G0) ⊆ H/
G0. ■
Lemma 2.7.3. Let G be a group, and let G0 and H be two subgroups
of G such that G0 ⊆ H. The group H is (G0,G0)-invariant. □
Proof. Let g0 ∈ G0 and let h ∈ H. Then, because G0 ⊆ H, we have
g0h ∈ H. Hence, g0hG0 ∈ H/G0. In conclusion, G0 · (H/G0) ⊆ H/
G0. ■
For a (G0,G0)-invariant subgroupH ofG, the orbit space of P↾M×H/G0
partitions M , which is shown in
Lemma 2.7.4. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space,
let H be a (G0,G0)-invariant subgroup of G, and let H be the quotient
set H/G0. The orbit space {m PH | m ∈M} partitions M . □
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Proof. Let ∼ be the binary relation on M given by
∀m ∈M ∀m′ ∈M : m ∼ m′ ⇐⇒ m ∈ m′ PH.
First, let m ∈ M . Then, m = m PG0. Thus, m ∈ m PH. Hence,
m ∼ m. In conclusion, ∼ is reflexive.
Secondly, let m and m′ ∈ M such that m ∼ m′. Then, there is an
h′ ∈ H such that m = m′ P h′G0. And, there is a g′0 ∈ G0 such that
∀ g ∈ G/G0 : m′ P h′ · g = (m′ P h′G0) P g′0 · g.
Put h = (h′)−1. Then,
m′ = m′ PG0 = m′ Ph′hG0 = (m′ Ph′G0)P g′0 ·hG0 = mP g′0 ·hG0.
And, because H is (G0,G0)-invariant, there is an h′′G0 ∈ H such that
g′0 · hG0 = h′′G0. Hence, m′ = m P h′′G0 ∈ m PH. Therefore, m′ ∼ m.
In conclusion, ∼ is symmetric.
Thirdly, let m, m′, m′′ ∈ M such that m ∼ m′ and m′ ∼ m′′. Then,
there are h′, h′′ ∈ H such that m = m′ P h′G0 and m′ = m′′ P h′′G0.
Hence, m = (m′′ P h′′G0) P h′G0. And, there is a g′′0 ∈ G0 such that
∀ g ∈ G/G0 : (m′′ P h′′G0) P g′′0 · g = m′′ P h′′ · g.
Put g = (g′′0 )−1h′. Then,
m = (m′′ P h′′G0) P h′G0
= (m′′ P h′′G0) P g′′0 · gG0
= m′′ P h′′ · gG0.
And, because H is (G0,G0)-invariant, there is an hG0 ∈ H such that
gG0 = (g′′0 )−1h′G0 = hG0. Therefore, m = m′′ P h′′ · hG0 ∈ m′′ P H.
Hence, m ∼ m′′. In conclusion, ∼ is transitive.
Altogether, ∼ is an equivalence relation. In conclusion, M/∼ =
{m PH | m ∈M} partitions M . ■
Counterexample 2.7.5 (Sphere). In the situation of example 2.5.5,
under the identification ofM withG/G0 by ι, the setH/G0 is the great
circle H ▷m0 and the set G0 · (H/G0) is the union ⋃g0∈G0 g0 ▷ (H ▷m0)
of the rotations of the great circle H ▷m0 about the vertical axis, which
is the whole sphere M . It follows that the subgroup H of G is not
(G0,G0)-invariant.
Moreover, for each point m ∈ M , the set m P (H/G0) is the great
circle gm0,m ▷ (H ▷m0) through m, which is equal to H ▷m0 if and only
if the rotation axis of gm0,m is a, which in turn holds if and only if m
lies on H ▷m0. As each two different great circles intersect in precisely
two points, the orbit space {m P (H/G0) | m ∈M} does not partition
the sphere M although it covers it. □
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Lemma 2.7.6. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space,
let H be a (G0,G0)-invariant subgroup of G, and let H be the quotient
set H/G0. Then,
∀m ∈M : (m PH) PH′ ⊆ m PH. □
Proof. Let m ∈ M , let hG0 ∈ H, and let h′G0 ∈ H. Then, becauseP has defect G0, there is a g0 ∈ G0 such that (m P hG0) P h′G0 =
mPhg0h′G0. And, because H is (G0,G0)-invariant, there is an h′′ ∈ H
such that g0h′G0 = h′′G0. Therefore, (mPhG0)Ph′G0 = mPhh′′G0 ∈
m PH. In conclusion, (m PH) PH′ ⊆ m PH. ■
For a (G0,G0)-invariant subgroup H of G and a semi-cellular autom-
aton C whose neighbourhood is included in H/G0, the partition of M
by the orbit space of P↾M×H/G0 induces a partition of the phase space
QM and a partition of the global transition function of C as shown in
Lemma 2.7.7. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space,
let C = (R,Q,N , δ) be a semi-cellular automaton, and let ∆ be the
global transition function of C. Furthermore, let H be a (G0,G0)-
invariant subgroup of G such that N ⊆ H/G0, let H be the quotient
set H/G0, and let {mi | i ∈ I} be a transversal of {m PH | m ∈ M}.
Moreover, for each index i ∈ I, let
∆miPH : QmiPH → QmiPH,
cmiPH 7→
[
mi P h 7→ δ(n 7→ cmiPH((mi P h) P n))].
Then, M = ⋃· i∈I mi PH, QM = ∏i∈I QmiPH, and ∆ = ∏i∈I ∆miPH. □
Proof. Because P is a right group semi-action of G/G0 on M with
defect G0 and H is a (G0,G0)-invariant subgroup of G, according to
lemma 2.7.4, the family {m P H}m∈M partitions M . Therefore, the
transversal {mi | i ∈ I} is well-defined, M = ⋃· i∈I mi PH, and QM =∏
i∈I Qmi
PH.
Let i ∈ I. Then, for each mi P h ∈ mi PH and each n ∈ N , because
H is (G0,G0)-invariant and N ⊆ H, according to lemma 2.7.6, we have
(mi P h) P n ∈ mi PH. In conclusion, ∆miPH is well-defined.
Moreover, for each cmiPH ∈ QmiPH and each extension c ∈ QM of
cmiPH, we have ∆miPH(cmiPH)(m) = ∆(c)(m). In conclusion, ∆ =∏
i∈I ∆miPH. ■
The maps ∆miPH, for i ∈ I, are conjugate to each other as shown in
Lemma 2.7.8. In the situation of lemma 2.7.7, let C be a cellular au-
tomaton, let m and m′ be two elements of M , let
ϕm,m′ : m PH→ m′ PH,
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cm′PH 7→ cm′PH ◦ ϕm,m′ .
Then, ∆m′PH = (ϕ∗m,m′)−1 ◦ ∆mPH ◦ ϕ∗m,m′. □
Proof. Because P is free, the map ϕm,m′ is well-defined and bijective.
Hence, the map ϕ∗m,m′ is also well-defined and bijective.
Let c ∈ QM and let m P h ∈ m PH. Then






= ∆m′PH(c↾m′PH)(m′ P h)
= ∆(c)(m′ P h).
And, because m′ P h = gm0,m′g−1m0,m ▷ (m P h) and ∆ is ▶-equivariant,










m0,m′ ▶ c)(m P h).
And, because, for each m P h′ ∈ m PH,
(gm0,mg
−1
m0,m′ ▶ c)(m P h′) = c(gm0,m′g−1m0,m ▷ (m P h′))
= c(m′ P h′)




= (c↾m′PH ◦ ϕm,m′)(m P h′),
we have (gm0,mg−1m0,m′ ▶ c)↾mPH = (c ◦ ϕm,m′)↾mPH, and hence
∆(gm0,mg
−1
m0,m′ ▶ c)(m P h) = ∆mPH((gm0,mg−1m0,m′ ▶ c)↾mPH)(m P h)






= (∆mPH ◦ ϕ∗m,m′)(c↾mPH)(m P h).
Altogether,
(ϕ∗m,m′ ◦∆m′PH)(c↾mPH)(m P h) = (∆mPH ◦ ϕ∗m,m′)(c↾mPH)(m P h).
Therefore, ϕ∗m,m′ ◦ ∆m′PH = ∆mPH ◦ ϕ∗m,m′ . In conclusion, ∆m′PH =
(ϕ∗m,m′)
−1 ◦ ∆mPH ◦ ϕ∗m,m′ . ■
2.7 decompositions 99
Because of the above decomposition of ∆, the conjugacy of the maps
∆miPH, for i ∈ I, and the equality of ∆m0PH to the restriction of ∆ to
H, properties of the latter restriction translate to properties of ∆ as
stated in
Theorem 2.7.9. In the situation of lemma 2.7.7, let C be a cellular
automaton, let C↾H be the restriction of C to H, and let ∆↾H be the global
transition function of C↾H . The global transition function ∆ is injective,
surjective, or bijective if and only if the global transition function ∆↾H
is injective, surjective, or bijective respectively. □
Proof. According to lemma 1.3.23, we have m0 PH = H ▷m0. Thus,
Qm0PH = QH▷m0 . Hence, for each cH ∈ Qm0PH = QH▷m0 and each
extension c ∈ QM of cH , according to lemma 2.7.7 and lemma 2.5.9,
∆m0PH(cH) = ∆(c)↾m0PH = ∆(c)↾H▷m0 = ∆↾H (cH).
Therefore, ∆m0PH = ∆↾H .
Moreover, according to lemma 2.7.7, the map ∆ is the product of
∆miPH, for i ∈ I, and thus injective, surjective, or bijective if and only
if all ∆miPH, for i ∈ I, have the respective property. And, for each
i ∈ I, according to lemma 2.7.8, the map ∆miPH is conjugate to ∆m0PH
and hence injective, surjective, or bijective if and only if ∆m0PH has the
respective property. Therefore, ∆ is injective, surjective, or bijective if
and only if ∆m0PH (= ∆↾H ) has the respective property. ■
Corollary 2.7.10. Let M = (M ,G, ▷) be a left-homogeneous space,
let m0 be an element of M , let H be a (G0,G0)-invariant subgroup of
G, let ∆ be the global transition function of a cellular automaton over
M with a sufficient neighbourhood E such that E ⊆ H/G0, and let
∆↾H be the restriction of ∆ at m0 to H. The global transition function
∆ is injective, surjective, or bijective if and only if the global transition
function ∆↾H is injective, surjective, or bijective respectively. □
Proof. This is a direct consequence of theorem 2.7.9 with the proof
of lemma 2.5.10. ■
Example 2.7.11 (Cylinder). Let M be the infinite circular cylinder
(R/Z) ×R, let G be the additive group R2, let ▷ be the left group
action of G on M by ((t1, t2), (m1 +Z,m2)) 7→ ((t1 +m1) +Z, t2 +
m2), let M be the left-homogeneous space (M ,G, ▷), let K be the
coordinate system ((0 +Z, 0), {(frac(m1),m2)}(m1+Z,m2)∈M ) for M,
where frac(m1) denotes the fractional part of m1, let Q be the binary
set {0, 1}, let N be the singleton set {(0 +Z,−1)}, let δ be the •-
invariant map QN → Q, ℓ 7→ ℓ(0+Z,−1), let M be identified with
G/G0 by ι, let C be the cellular automaton ((M,K),Q,N , δ), and let
H be the normal and hence (G0,G0)-invariant subgroup {0}×R of G.
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The global transition function ∆ of C is the shift map (0+Z, 1) ▶
_ along the axis of M , that is, the map QM → QM , c 7→ [(m1 +
Z,m2) 7→ c((m1 +Z,m2 − 1))]. Under the canonical identification of
{0+Z}×R with R, its restriction ∆↾H at (0+Z, 0) to H is the shift
map QR → QR, c↾H 7→ [m2 7→ c↾H (m2 − 1)]. Under the canonical
identifications of R with {m1 +Z} ×R, for m1 +Z ∈ R/Z, the map
∆ is the product ∏m1+Z∈R/Z ∆↾H . As the map ∆↾H is bijective, so is
∆. □
Remark 2.7.12. Everything that has been done with and said about
cellular automata in this chapter could have been done with and said
about big-cellular automata under suitable assumptions. We chose




abstract. We prove a topological as well as a uniform variant
of the Curtis-Hedlund-Lyndon theorem for big-cellular automata with
compact sufficient neighbourhoods over tame left-homogeneous spaces.
The latter states that a map on the phase space is the global transition
function of such an automaton if and only if it is equivariant and uni-
formly continuous. It follows from topological theorems that such an
automaton is invertible if and only if its global transition function is a
uniform isomorphism, which, in a more special setting, is equivalent to
being bijective.
remark. Some parts of this chapter appeared in the paper „Cellu-
lar Automata on Group Sets and the Uniform Curtis-Hedlund-Lyndon
Theorem“[Wac16a] and they generalise parts of sections 1.2, 1.8, 1.9,
and 1.10 of the monograph „Cellular Automata and Groups“[CC10].
summary. The prodiscrete topology on QM has for a base the cyl-
inders {c ∈ QM | c↾F = b}, for b ∈ QF and F ⊆ M finite; and
the prodiscrete uniformity on QM has for a base the cylinders {(c, c′) ∈
QM ×QM | c↾F = c′↾F }, for F ⊆M finite. In the case thatQ is finite, a
topological variant of the Curtis-Hedlund-Lyndon theorem states that
a map from QM to QM is the global transition function of a cellu-
lar automaton with finite sufficient neighbourhood if and only if it is
equivariant and continuous; and in any case, a uniform variant of the
Curtis-Hedlund-Lyndon theorem states that a map from QM to QM
is the global transition function of a cellular automaton with compact
sufficient neighbourhood if and only if it is equivariant and uniformly
continuous. The finiteness of the sufficient neighbourhood stems from
the finiteness of F in the cylinders and the qualifier sufficient is needed
because the neighbourhood itself may have to be infinite due to the
requirement to be invariant under left multiplication by G0.
In more detail, let M be equipped with a topology and equip G/
G0 with the topology induced by m0 P _. The uniformity of dis-
crete convergence on compacta on QM has for a base the cylinders
{(c, c′) ∈ QM ×QM | c↾K = c′↾K}, for K ⊆ M compact. If the right
semi-action P maps compacta to sets included in compacta, which is
called semi-tameness, then the uniform variant of the Curtis-Hedlund-
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Lyndon theorem holds. It follows that cellular automata with compact
sufficient neighbourhoods are invertible if and only if their global tran-
sition functions are equivariant uniform isomorphisms, which is, in the
case that Q is finite and M carries the discrete topology, equivalent
to being equivariant, continuous, and bijective. All these statements
also hold for big-cellular automata if we choose corresponding notions
of equivariance.
The Curtis-Hedlund-Lyndon theorem is a famous theorem by Mor-
ton Landers Curtis, Gustav Arnold Hedlund, and Roger Conant Lyn-
don from 1969 and was published in the paper „Endomorphisms and
automorphisms of the shift dynamical system“[Hed69].
contents. In section 3.1 we prove a topological variant of the
Curtis-Hedlund-Lyndon theorem, which characterises global transition
functions of big-cellular automata by equivariance and continuity. In
section 3.2 we introduce tameness and semi-tameness of left-homoge-
neous spaces, which are essential in the proof of the uniform variant
of the Curtis-Hedlund-Lyndon theorem. In section 3.3 we introduce
properness and semi-properness of left-homogeneous spaces, which are
sufficient conditions for semi-tameness. In section 3.4 we prove a uni-
form variant of the Curtis-Hedlund-Lyndon theorem, which character-
ises global transition functions of big-cellular automata by equivariance
and uniform continuity. And in section 3.5 we characterise invertibility
of big-cellular automata.
preliminary notions. A left group set is a triple (M ,G, ▷),
whereM is a set, G is a group, and ▷ is a map from G×M toM , called
left group action of G on M , such that G → Sym(M), g 7→ [g ▷_], is
a group homomorphism. The action ▷ is transitive if M is non-empty
and for each m ∈ M the map _ ▷ m is surjective; and free if for each
m ∈ M the map _ ▷m is injective. For each m ∈ M , the set G ▷m is
the orbit of m, the set Gm = (_ ▷m)−1(m) is the stabiliser of m, and,
for each m′ ∈M , the set Gm,m′ = (_ ▷m)−1(m′) is the transporter of
m to m′.
A left-homogeneous space is a left group set M = (M ,G, ▷) such
that ▷ is transitive. A coordinate system for M is a tuple K = (m0,
{gm0,m}m∈M ), where m0 ∈ M and, for each m ∈ M , we have gm0,m ▷
m0 = m. The stabiliser Gm0 is denoted by G0. The tuple R = (M,K)
is a cell space. The set {gG0 | g ∈ G} of left cosets of G0 in G is denoted
by G/G0. The map P : M ×G/G0 → M , (m, gG0) 7→ gm0,mg ▷m0 is
a right semi-action of G/G0 on M with defect G0, which means that
∀m ∈M : m PG0 = m,
and
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
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m P g · g′ = (m P gG0) P g0 · g′.
It is transitive, which means that the set M is non-empty and for each
m ∈ M the map m P_ is surjective; and free, which means that for
each m ∈ M the map m P_ is injective; and semi-commutes with ▷,
which means that
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
(g ▷m) P g′ = g ▷ (m P g0 · g′).
A semi-cellular automaton is a quadruple C = (R,Q,N , δ), where R
is a cell space; Q, called set of states, is a set; N , called neighbourhood, is
a subset of G/G0 such that G0 ·N ⊆ N ; and δ, called local transition
function, is a map from QN to Q. A local configuration is a map
ℓ ∈ QN and a global configuration is a map c ∈ QM . The stabiliser G0
acts on QN on the left by • : G0 ×QN → QN , (g0, ℓ) 7→ [n 7→ ℓ(g−10 ·
n)], and the group G acts on QM on the left by ▶ : G×QM → QM ,
(g, c) 7→ [m 7→ c(g−1 ▷ m)]. The global transition function of C is
the map ∆ : QM → QM , c 7→ [m 7→ δ(n 7→ c(m P n))]. A sufficient
neighbourhood of C is a subset E of N such that, for each ℓ ∈ QN and
each ℓ′ ∈ QN with ℓ↾E = ℓ′↾E , we have δ(ℓ) = δ(ℓ′).
A subgroup H of G is K-big if the set {gm0,m | m ∈M} is included in
H. A big-cellular automaton is a semi-cellular automaton C = (R,Q,
N , δ) such that, for some K-big subgroup H of G, the local transition
function δ is •G0∩H-invariant, which means that, for each h0 ∈ G0 ∩H,
we have δ(h0 •_) = δ(_). Its global transition function is ▶H -equivar-
iant, which means that, for each h ∈ H, we have ∆(h ▶_) = h ▶∆(_).
A cellular automaton is a big-cellular automaton whose local transition
function is •-invariant. (See chapter 1.)
In the present chapter, we assume that the reader is familiar with
the basics of the theories of topological and uniform spaces. A recapit-
ulation of the required basics is given in appendices B and C.
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contents. In definitions 3.1.1 and 3.1.3 we introduce the prodis-
crete topology and a generalisation. In lemmata 3.1.6 to 3.1.8 we show
that the phase space is Hausdorff and compact, and that the left group
action on it is continuous. In lemmata 3.1.9 and 3.1.11 we show that the
global transition function of each big-cellular automaton with a finite
sufficient neighbourhood is continuous and hence has a closed image.
And in theorem 3.1.13 we prove a generalised topological variant of the
Curtis-Hedlund-Lyndon theorem.
body. The prodiscrete topology is introduced in
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Definition 3.1.1. Let M be a set and let Q be a set. Equip Q with
the discrete topology and QM = ∏m∈M Q with the product topology.
This topology on QM is called prodiscrete. □prodiscrete
topology
Remark 3.1.2. The prodiscrete topology on QM is the coarsest topo-
logy such that, for each element m ∈M , the projection
πm : QM → Q,πm, for m ∈M
c 7→ c(m),
is continuous. Thus, it has for a subbase the sets
π−1m (q) = {c ∈ QM | c(m) = q}, for q ∈ Q and m ∈M .
Hence, it has for a base the sets⋂
m∈F
π−1m (b(m)) = {c ∈ QM | c↾F = b},
for b ∈ QF and F ⊆M finite.
Therefore, for each map c ∈ QM , the sets, called cylinders,
Cyl(c,F ) = {c′ ∈ QM | c′↾F = c↾F }, for F ⊆M finite,cylinders
Cyl(c,F ), for
c ∈ QM and
F ⊆M finite
constitute a neighbourhood base of c. □
A generalisation of the prodiscrete topology is introduced in
Definition 3.1.3. Let ▷ be a left group action of G on M , let L be
a subgroup of G, and let Q be a set. The group L acts on M on the
left by ▷↾L×M . Let {mi | i ∈ I} be a transversal of the orbit space ofmi, for i ∈ I
▷↾L×M . Then,M =
⋃· i∈I L▷mi andQM = ∏i∈I QL▷mi . For each index
i ∈ I, equip QL▷mi with the discrete topology, and equip QM with the
product topology. This topology on QM is called (▷,L)-prodiscrete. □(▷,L)-prodiscrete
topology
Remark 3.1.4. The (▷, {eG})-prodiscrete topology is but the prodis-
crete topology. □
Remark 3.1.5. The (▷,L)-prodiscrete topology on QM is the coarsest
topology such that, for each element m ∈M , the projection
πL▷m : QM → QL▷m,πL▷m, for m ∈M
c 7→ c↾L▷m,
is continuous. Thus, it has for a subbase the sets
π−1L▷m(b) = {c ∈ QM | c↾L▷m = b}, for b ∈ QL▷m and m ∈M .
Hence, it has for a base the sets
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⋂
m∈F
π−1L▷m(b↾L▷m) = {c ∈ QM | c↾L▷F = b},
for b ∈ QL▷F and F ⊂M finite.
Therefore, for each map c ∈ QM , the sets, called cylinders,
Cyl(c,L ▷ F ) = {c′ ∈ QM | c′↾L▷F = c↾L▷F }, for F ⊆M finite, cylinders
Cyl(c,L ▷ F ), for
c ∈ QM and
F ⊆M finite
constitute a neighbourhood base of c. □
The phase space is Hausdorff and totally disconnected, which is
shown in
Lemma 3.1.6. Let ▷ be a left group action of G on M , let L be a
subgroup of G, and let Q be a set. The set QM , equipped with the
(▷,L)-prodiscrete topology, is Hausdorff and totally disconnected. □
Proof. Let {mi | i ∈ I} be a transversal of the orbit space of ▷↾L×M .
Then, for each index i ∈ I, the set QL▷mi , equipped with the discrete
topology, is Hausdorff and totally disconnected. Therefore, according
to lemmata B.3.8 and B.3.11, the set QM = ∏i∈I QL▷mi , equipped with
the product topology, is Hausdorff and totally disconnected. ■
If the set of states is finite, then the phase space is compact, which
is shown in
Lemma 3.1.7. Let ▷ be a left group action of G on M , let L be a finite
subgroup of G, and let Q be a finite set. The set QM , equipped with the
(▷,L)-prodiscrete topology, is compact. □
Proof. Let {mi | i ∈ I} be a transversal of the orbit space of ▷↾L×M .
Then, for each index i ∈ I, because |QL▷mi | ≤ |Q||L| < ∞, the set
QL▷mi is finite and hence, equipped with the discrete topology, it is
compact. Therefore, according to Tychonoff’s theorem B.4.6, the set
QM =
∏
i∈I QL▷mi , equipped with the product topology, is compact.
■
The left group action on the phase space is continuous, which is
shown in
Lemma 3.1.8. Let ▷ be a left group action of G on M , let Q be a set,
and let QM be equipped with the prodiscrete topology. The left group
action ▶ is continuous, which means that, for each element g ∈ G, the continuous left
group actionmap g ▶_ is continuous. □
Proof. Let g ∈ G and let
ϕg : QM → QM ,
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c 7→ g ▶ c.
Furthermore, let m ∈M . Then, for each c ∈ QM ,
(πm ◦ ϕg)(c) = (g ▶ c)(m)
= c(g−1 ▷m)
= πg−1▷m(c).
Thus, the map πm ◦ ϕg is identical to πg−1▷m and is hence continuous.
Therefore, according to lemma B.3.3, the map ϕg = g ▶_ is continuous.
In conclusion, the action ▶ is continuous. ■
The global transition function of a big-cellular automaton is continu-
ous, which is shown in
Lemma 3.1.9. Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space, let H be a K-big subgroup of G, let C = (R,Q,N , δ) be a
semi-cellular automaton with •H0-invariant local transition function δ
and finite sufficient neighbourhood E, let L be a subgroup of H, and let
QM be equipped with the (▷,L)-prodiscrete topology. The global transi-
tion function ∆ of C is continuous. □
Proof. Let c ∈ QM . Furthermore, let O be an open neighbourhood of
∆(c). Then, there is a finite subset F ofM such that Cyl(∆(c),L▷F ) ⊆
O. And, because E is finite, the set F PE is finite.
Let c′ ∈ Cyl(c,L ▷ (F PE)), let f ∈ F , and let l ∈ L. Then, because
L ⊆ H and ∆ is ▶H -equivariant by theorem 1.5.17,
∆(c′)(l ▷ f) = (l−1 ▶ ∆(c′))(f)
= ∆(l−1 ▶ c′)(f)
= δ(n 7→ (l−1 ▶ c′)(f P n))
= δ(n 7→ c′(l ▷ (f P n)))
and analogously
∆(c)(l ▷ f) = δ(n 7→ c(l ▷ (f P n))).
And, because c′ is in Cyl(c,L ▷ (F PE)),
∀ e ∈ E : c′(l ▷ (f P e)) = c(l ▷ (f P e)).
Hence, because E is a sufficient neighbourhood, we have ∆(c′)(l ▷ f) =
∆(c)(l ▷ f). Therefore, ∆(c′) ∈ Cyl(∆(c),L ▷ F ). Thus,
∆(Cyl(c,L ▷ (F PN))) ⊆ Cyl(∆(c),L ▷ F ) ⊆ O.
In conclusion, the global transition function ∆ is continuous. ■
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Remark 3.1.10. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell
space, let C = (R,Q,N , δ) be a semi-cellular automaton with finite
sufficient neighbourhood, and let QM be equipped with the prodiscrete
topology. As in the proof of lemma 3.1.9, one can show that the global
transition function ∆ of C is continuous. □
If the set of states is finite, then the image of the global transition
function of a big-cellular automaton is closed, which is shown in
Lemma 3.1.11. In the situation of lemma 3.1.9, let Q and L be finite.
The set ∆(QM ) is closed in QM . □
Proof. According to lemma 3.1.9, the global transition function ∆ is
continuous. And, according to lemma 3.1.7, the phase space QM is
compact. Hence, the set ∆(QM ) is a compact subset of QM . Moreover,
according to lemma 3.1.6, the phase space QM is Hausdorff. Therefore,
the compact set ∆(QM ) is in particular closed. ■
Remark 3.1.12. In the situation of remark 3.1.10, as in the proof of
lemma 3.1.11, one can show that ∆(QM ) is closed in QM . □
If the set of states is finite, then a map on the phase space is the
global transition function of a big-cellular automaton with finite neigh-
bourhood if and only if the map is equivariant and continuous, which
is shown in
Theorem 3.1.13 (Generalised Topological Variant; Morton Landers
Curtis, Gustav Arnold Hedlund, and Roger Conant Lyndon, 1969).
Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space, let
Q be a finite set, let ∆ be a map from QM to QM , let H be a K-big
subgroup of G, let L be a finite subgroup of H, and let QM be equipped
with the (▷,L)-prodiscrete topology. The following two statements are
equivalent:
a. The map ∆ is the global transition function of a semi-cellular
automaton over R with •H0-invariant local transition function
and finite sufficient neighbourhood.
b. The map ∆ is ▶H-equivariant and continuous. □
Proof. First, let ∆ be the global transition function of a semi-cellular
automaton C = (R,Q,N , δ) with •H0-invariant local transition func-
tion δ and finite sufficient neighbourhood E. Then, according to the-
orem 1.5.17, the map ∆ is ▶H -equivariant, and, according to lemma 3.1.9,
it is continuous.
Secondly, let ∆ be ▶H -equivariant and continuous. Then, the map
Λ = πL▷m0 ◦ ∆ : QM → QL▷m0 ,
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c 7→ ∆(c)↾L▷m0 ,
is continuous.
For a moment, let c ∈ QM . Then, because QL▷m0 is equipped with
the discrete topology, the preimage Λ−1(Λ(c)) is open. Hence, there is
a finite subset Fc of M such that Cyl(c,L ▷Fc) ⊆ Λ−1(Λ(c)). In other
words,
∀ c′ ∈ Cyl(c,L ▷ Fc) : Λ(c′) = Λ(c). (3.1)
Moreover, because c ∈ Cyl(c,L ▷Fc), for c ∈ QM , the sets Cyl(c,L ▷
Fc), for c ∈ QM , constitute an open cover of QM . Hence, because the





Cyl(c,L ▷ Fc). (3.2)
Furthermore, because C and L are finite, the set E0 =
⋃
c∈C L▷Fc is
a finite subset of M and the set E = (m0 P_)−1(E0) is a finite subset
of G/G0. Let N = G0 ·E. Then, G0 ·N ⊆ N .
For a while, let c and c′ be two global configurations of QM such
that c↾m0PE = c′↾m0PE . Then, according to equation (3.2), there is
an element c0 ∈ C such that c ∈ Cyl(c0,L ▷ Fc0). Hence, because
L ▷ Fc0 ⊆ E0 = m0 PE,
c′↾L▷Fc0 = c↾L▷Fc0 = c0↾L▷Fc0 .
Thus, c′ ∈ Cyl(c0,L ▷ Fc0). Therefore, according to equation (3.1), we
have Λ(c) = Λ(c0) = Λ(c′). Hence, because m0 ∈ L ▷m0,
∆(c)(m0) = Λ(c)(m0) = Λ(c′)(m0) = ∆(c′)(m0).
Therefore, because E ⊆ N , there is a map δ : QN → Q such that
∀ c ∈ QM : ∆(c)(m0) = δ(n 7→ c(m0 P n)).
The quadruple C = (M,Q,N , δ) is a semi-cellular automaton with
finite sufficient neighbourhood E. Conclude with theorem 1.5.22 that
δ is •H0-invariant and that ∆ is the global transition function of C. ■
The Curtis-Hedlund-Lyndon theorem presented above is a general-
isation of a known theorem for cellular automata over groups.
Remark 3.1.14. In the case that L = {eG}, theorem 3.1.13 is essen-
tially theorem 6.7 in [Mor11] and, if additionally M = G and ▷ is the
group multiplication of G, then it is theorem 1.8.1 in [CC10]. □
Counterexample 3.1.15 (Group [CC10, Example 1.8.2]). In theorem
3.1.13, if the assumption that the set Q of states is finite does not hold,
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then item a does not follow from item b, which is illustrated by the
following example.
Let G be an infinite group, let Q be the set G, and let ∆ be the map
QG → QG, c 7→ [g 7→ c(g · c(g))]. According to example 1.8.2 in [CC10],
the map ∆ is ▶-equivariant and continuous but not the global transition
function of a cellular automaton over G with finite neighbourhood.
Note that, even if the set Q is infinite, item b follows from item a. □
3.2 tameness and semi-tameness of spaces
introduction. The symmetries of a circle, namely rotations and
(roto-)reflections, act on it on the left by function application. A ro-
tation is uniquely determined by its angle and a (roto-)reflection can
be uniquely identified by an angle with respect to a designated line.
Hence, the symmetries of the circle can be identified with the disjoint
union of the angles, say, A× {1,−1} = [0, 360[× {1,−1}. We do the
identification by (a, r) 7→ ρa ◦ ϱr, where ρa is the rotation by a degrees,
ϱ1 is the identity map, and ϱ−1 is the reflection about the vertical line
through the centre of the circle. This identification induces the group
structure (a, r) + (a′, r′) 7→ (a+ r · a′ mod 360, r · r′) on A× {1,−1}
and the left group action (a, r) ▷m = ρa(ϱr(m)) of A×{1,−1} on the
circle.
Geometrically, the group A× {1,−1} is made up of two circles of
circumference 360. The geometry on each circle induces a topology
on it and both topologies together induce the product topology on
A×{1,−1}. It can be shown that addition and inversion in A×{1,−1}
are continuous, and that the left group action ▷ is continuous also. After
all, the action just rotates and reflects points, so points that are close
stay close.
As we have seen in the introduction of section 1.3, the right quotient
set semi-action induced by ▷ can be identified with the right group ac-
tion of the rotations on the circle. Under the identification of rotations
with angles, this action is m P a = ρa(m), which is continuous. Hence,
if we act with a compact subset of angles on a compact subset of points
by that action, then we get a compact subset of points. This is not the
case for all right semi-actions, but it is for those induced by so called
tame left group actions. This property is of interest for cellular autom-
ata, because it implies that, if an automaton has a compact (relative)
neighbourhood, then the actual neighbourhood of each cell is compact,
even the union of all actual neighbourhoods of a compact subset of
points is compact. For our purposes, being included in a compact set
is sufficient, which is already implied by semi-tameness.
contents. In definition 3.2.1 we equip G/G0 with the topology
of M . In definitions 3.2.2 and 3.2.3 we introduce tameness and semi-
tameness. In remark 3.2.5 we note that the action of a group on a dis-
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crete space is tame and semi-tame. In example 3.2.6 we illustrate that
(semi-)tameness of cell spaces depends on the coordinate system. In
definitions 3.2.7 and 3.2.8 we introduce topological groups and group
sets. In lemma 3.2.10 we show that a cell space with a continuous
coordinate map is tame. And in example 3.2.11 we illustrate that con-
tinuity of coordinate maps is not necessary for semi-tameness.
body. We equip G/G0 with the topology of M in
Definition 3.2.1. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell
space and let M be equipped with a topology. Equip G/G0 with the
topology induced by m0 P_. □topology on G/G0
A cell space is (semi-)tame if its right semi-action maps compacta
to (sets included in) compacta. This property is essential in the proof
of main theorem 3.4.12; there it is used to show that global transition
functions of big-cellular automata are uniformly continuous.
Definition 3.2.2. Let M be a topological space and let R = ((M ,G,
▷), (m0, {gm0,m}m∈M )) be a cell space. The cell space R is called
a. tame if and only if, for each compact subset K of M and eachtame cell space
compact subset E of G/G0, the set K PE is a compact subset of
M ;
b. semi-tame if and only if, for each compact subset K of M andsemi-tame cell
space each compact subset E of G/G0, the set K PE is included in a
compact subset of M . □
A left-homogeneous space is (semi-)tame if all its right semi-actions
map compacta to (sets included in) compacta.
Definition 3.2.3. Let M be a left-homogeneous space. It is called
tame or semi-tame if and only if, for each coordinate system K for M,tame/semi-tame
left-homogeneous
space
the cell space (M,K) is tame or semi-tame respectively. □
Remark 3.2.4. Each tame cell space and each tame left-homogeneous
space is semi-tame. □
Remark 3.2.5. If M is equipped with the discrete topology, then the
left-homogeneous space M is tame. □
Tameness and semi-tameness of cell spaces depend on the coordinate
system, which is illustrated by
Example 3.2.6 (Affine Space). Let M be the one-dimensional Euc-
lidean space R, let G be the group {αt,d : R → R, r 7→ t+ d · r | t ∈
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R and d ∈ R∖ {0}} of invertible affine transformations of M , which is
called affine group of M , and let ▷ be the left group action of G on M affine group of M
by function application. The triple M = (M ,G, ▷) is a left-homoge-
neous space and the stabiliser G0 of the origin 0 under ▷ is the group
{α0,d | d ∈ R∖ {0}} of invertible linear transformations of M . Identify
G/G0 with M by ι : m 7→ G0,m.
a. The tuple K = (0, {αm,1}m∈M ) is a coordinate system for M
such that P = +. Hence, because the map + is continuous, for
each compact subset K of M and each compact subset E of G/
G0 ≃M , the set K PE = K +E is compact. Therefore, the cell
space (M,K) is tame.
b. The tuple K′ = (0, {αm,1}m∈M∖{−1,1} × {αm,2}m∈{−1,1}) is a co-
ordinate system for M such that
P : (m, g) 7→
{
m+ g, if m /∈ {−1, 1},
m+ 2g, if m ∈ {−1, 1}.
Hence, for each compact subset K ofM and each compact subset
E of G/G0 ≃ M , the set K PE is included in the compact set
K + 2E but it need not be compact itself. For example, although
the bounded and closed interval [0, 1] and the singleton set {1}
are compact, the set [0, 1] P {1} = [1, 2[∪ {3} is bounded but not
compact. Therefore, the cell space (M,K′) is semi-tame but not
tame.
c. The tuple K′′ = (0, {αm,1/m}m∈M∖{0} × {αm,1}m∈{0}) is a co-
ordinate system for M such that




· g, if m ̸= 0,
m+ g, if m = 0.
The map f : M ∖ {0} → M , m 7→ m+ 1/m, is continuous and
thus it maps intervals to intervals, in particular, because f(1) = 2
and limm↓0 = ∞, we have f(]0, 1]) = [2,∞[. Hence, although
the sets [0, 1] and {1} are compact, the set [0, 1] P {1} = {1} ∪
f(]0, 1]) = {1} ∪ [2,∞[ is unbounded, in particular, it is not
included in a compact set. Therefore, the cell space (M,K′′) is
not semi-tame.
There are similar examples for the d-dimensional Euclidean space Rd
acted on by the affine group Rd⋊GL(d,R) and for the d-dimensional
integer lattice Zd acted on by the symmetric group Sym(Zd) of biject-
ive maps on Zd, for d ∈N+. □
A topological group is a group equipped with a topology such that
multiplication and inversion are continuous.
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Definition 3.2.7. Let G be a group equipped with a topology. It is
called topological if and only if the mapstopological group {
G×G→ G,







are continuous, where G×G is equipped with the product topology. □
A group set is topological if its group action is continuous.
Definition 3.2.8. Let M be a topological space, let G be a topolo-
gical group, let M = (M ,G, ▷) be a left group set, and let G×M
be equipped with the product topology. The group set M is called
topological if and only if the map ▷ is continuous. □topological left
group set
Equipping a bare left group set with the discrete topology yields a
topological group set.
Lemma 3.2.9. LetM = (M ,G, ▷) be a left group set. Equip M and G
with their respective discrete topology. The group set M is topological.
□
Proof. The product topology on G×M and the one on M ×M are
discrete. Hence, each subset of G×M and each of M ×M is open.
Thus, the map ▷ is continuous. In conclusion, the group set M is
topological. ■
A topological cell space is tame if its coordinate map is continuous.
Lemma 3.2.10. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a topolo-
gical cell space such that the coordinate map χ : M → G, m 7→ gm0,m,coordinate map χ
is continuous. The map P is continuous and the space R is tame. □
Proof. According to the definition of the product topology onM ×G/
G0, the projections π1 : M ×G/G0 →M , (m, g) 7→ m and π2 : M ×G/
G0 →M , (m, g) 7→ g, are continuous. And, according to the universal
property of the product topology on M ×M , because the maps χ ◦ π1
and π2 are continuous, the map ψ : M ×G/G0 → M ×M , (m, g) 7→
(gm0,m, g) = ((χ ◦ π1)(m, g),π2(m, g)) is continuous. Hence, under
the identification of G/G0 with M by ι, because ▷ is continuous, the
map P = ▷ ◦ ψ is continuous. Therefore, the map P maps compacta
to compacta, in particular, for each compact subset K of M and each
compact subset E of G/G0, the set K PE is compact. In conclusion,
the space R is tame. ■
Continuity of coordinate maps is not necessary for semi-tameness,
which is illustrated by
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Example 3.2.11 (Affine Space). In the situation of example 3.2.6, the
set R∖ {0} is a group under multiplication and the set R is a group
under addition. Let φ be the group homomorphismR∖{0} → Aut(R),
d 7→ [t 7→ d · t], let R⋊φ (R∖ {0}) be the outer semi-direct product of
R∖ {0} acting on R by φ, and let R⋊φ (R∖ {0}) be equipped with
the subspace metric and subspace topology induced by R×R.
The group multiplication of R⋊φ (R∖ {0}) is the continuous map
((t, d), (t′, d′)) 7→ (t+ d · t′, d · d′) and the group inversion of R⋊φ (R∖
{0}) is the continuous map (t, d) 7→ (−t/d, 1/d). Hence, the group
R⋊φ (R∖ {0}) is topological. Moreover, the map R⋊φ (R∖ {0}) →
G, (t, d) 7→ αt,d, is a group isomorphism and, under the identifica-
tion of R⋊φ (R∖ {0}) with the group G by that isomorphism, which
we shall henceforth do, the left group action ▷ is the continuous map
((t, d), r) 7→ t+ d · r. Therefore, the left group set M is topological.
a. The coordinate map χ : m 7→ (m, 1) induced by K is continuous.
b. The coordinate map
χ′ : m 7→
{
(m, 1), if m /∈ {−1, 1},
(m, 2), if m ∈ {−1, 1},
induced by K′ is not continuous. However, as we have already
seen, the cell space (M,K′) is semi-tame. Hence, continuity of the
coordinate map is sufficient but not necessary for semi-tameness.
c. The coordinate map




), if m ̸= 0,
(m, 1), if m = 0,
induced by K′′ is not continuous. □
Open Problem 3.2.12. Is there a tame cell space whose coordinate
map is not continuous? □
Open Problem 3.2.13. Is there a semi-tame topological left-homo-
geneous space for which there is no coordinate system such that the
coordinate map is continuous? I conjecture that the sphere acted upon
by rotations is such a space. □
3.3 properness and semi-properness of left homo-
geneous spaces
introduction. In the situation of the introduction of section 3.2,
the action map of ▷ is α : (A×{1,−1})×M →M ×M , ((a, r),m) 7→
((a, r) ▷m,m), whereM denotes the circle. Its domain is, topologically,
the disjoint union of two tori equipped with the product topology; and
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its codomain is, topologically, a torus. The preimage of (m′,m) under
α consists of two tuples, one in each torus, namely ((a, 1),m) and
((a′,−1),m), where a is the angle such that ρa(m) = m′ and a′ is the
angle such that ρa′(ϱ−1(m)) = m′ (see figure 3.3.1a); the preimage
of Y × {m}, where Y is an arc of the circle, consists of two „similar“
paths in the poloidal or toroidal direction, one in each torus, of the form
(B × {1})× {m} and (B′ × {−1})× {m}, where B and B′ are arcs of
A of the same length (see figure 3.3.1b); the preimage of {m′} ×X,
where X is an arc of the circle, consists of two „similar“ paths in the
„diagonal“ direction, one in each torus, of the form {((am, 1),m) | m ∈
X} and {((a′m,−1),m) | m ∈ X}, where am is the angle such that
ρam(m) = m
′ and a′m is the angle such that ρa′m(ϱ−1(m)) = m
′ (see
figure 3.3.1c); and, the preimage of Y ×X, where X and Y are arcs of
the circle, consist of two „similar“ ribbons in the „diagonal“ direction,
one in each torus (see figure 3.3.1d). It can be shown that the preimages
of compact subsets of the torus under the action map are compact.
A left group action with such an action map is called proper. And,
if each transversal of the preimages of the elements of compact subsets
are only included in compact subsets of M , it is called semi-proper.
For each coordinate system, properness implies almost tameness and
semi-properness implies semi-tameness.
contents. In definition 3.3.1 we introduce transversals of sets
of sets. In definitions 3.3.2 and 3.3.3 we introduce properness and
semi-properness of maps and actions. In examples 3.3.5 and 3.3.6 we
present examples of proper and semi-proper actions. In lemma 3.3.7 we
show that for semi-proper actions each transversal of the transporters
from a compact set to a compact set is included in a compact set. In
lemma 3.3.10 we show that the action of a discrete group on a discrete
space is semi-proper. In lemma 3.3.11 we show that each transitive
semi-proper action is semi-tame for each coordinate system. In ex-
ample 3.3.13 we present an example that demonstrates that for the pre-
vious property semi-properness is not necessary. And in example 3.3.14
we present an action that is not semi-proper but semi-tame for some
but not all coordinate systems.
body. A transversal of a set of sets is a set that contains one element
from each set.
Definition 3.3.1. Let M be a set, let L be a subset of the power set
of M , and let T be a subset of M . The set T is called transversal of Ltransversal T of L
if and only if there is a surjective map f : L→ T such that for each set
A ∈ L we have f(A) ∈ A. □
The image of a compact set under a continuous map is compact,
but the preimage is in general not. A proper map is a continuous map









































Figure 3.3.1: In each subfigure, the left square depicts the torus A×{1}×M
and the right square the torus A× {−1} ×M , where, in each
square, the solid edges are identified and the dashed edges are
identified. The angles A are plotted on the vertical axis from
bottom to top beginning with 0 and proceeding in the positive
direction; and the points M are plotted on the horizontal axis
from left to right beginning with the top most point of M and
proceeding anticlockwise. The reflection ofM about the vertical
axis is in the depictions the reflections about the midpoints of the
solid horizontal lines. Elements are depicted as dots, and sets as
lines or ribbons that are enclosed in curly braces if necessary. In
figure 3.3.1a the two points in the squares depict the preimage
of (m′,m) under the action map α of ▷. In figure 3.3.1b the
vertical line segments in the squares depict the preimage of Y ×
{m} under α. In figure 3.3.1c the diagonal line segments in
the squares depict the preimage of {m′} ×X under α. And
in figure 3.3.1d the diagonal ribbons in the squares depict the
preimage of Y ×X under α.
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whose preimages of compact sets are compact. And, a semi-proper map
is one whose transversals of its fibres are included in compact sets.
Definition 3.3.2. Let M and M ′ be two topological spaces and let f
be a continuous map from M to M ′. The map f is called
a. proper if and only if, for each compact subset K of M ′, its preim-proper map
age f−1(K) is a compact subset of M ;
b. semi-proper if and only if, for each compact subset K ofM ′, eachsemi-proper map
transversal of {f−1(k) | k ∈ K} is included in a compact subset
of M . □
A topological group set is proper if its action map is proper, and semi-
proper if its action map is semi-proper. If a group action is proper as
a map, then its action map is proper; the converse though is false (see
problem 21-1 in [Lee03]).
Definition 3.3.3. Let M = (M ,G, ▷) be a topological left group set,
and let G×M and M ×M be equipped with their respective product
topology. The group set M is called
a. proper if and only if its so-called action mapproper left group
set
α : G×M →M ×M ,action map α
(g,m) 7→ (g ▷m,m),
is proper;
b. semi-proper if and only if its action map is semi-proper. □semi-proper left
group set
Remark 3.3.4. Each proper map is semi-proper and each proper left
group set is semi-proper. □
There are numerous examples of proper and of semi-proper group
sets. The Curtis-Hedlund-Lyndon theorem though is mostly interesting
for non-compact ones. Therefore, we are especially interested in non-
compact and proper or semi-proper homogeneous spaces.
Example 3.3.5 (Proper). a. Each left group set (M ,G, ▷) with fi-
nite stabilisers, whereM andG are equipped with their respective
discrete topology, is proper.
b. LetM be a Hausdorff topological space, let G be a Lie group, and
let ▷ be a transitive and continuous left group action of G on M .
According to example 2 in paragraph 1.1 in chapter 3 in [GV13],
the left-homogeneous space (M ,G, ▷) is proper if and only if its
stabilisers are compact.
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c. Let M be a Riemannian manifold, let G be the isometry group
of M , and let ▷ be the left group action of G on M by function
application. According to example 3 in paragraph 1.1 in chapter 3
in [GV13], the left group set (M ,G, ▷) is proper.
d. Let M be a manifold, let G be a compact Lie group, and let
▷ be a continuous left group action of G on M . According to
corollary 21.6 in [Lee03], the left group set (M ,G, ▷) is proper.
e. Let G be a Lie group, let H be a compact subgroup of G, and
let ▷ be the transitive left group action of G on G/H by left mul-
tiplication. According to theorem 21.17 in [Lee03], the quotient
space G/H is a smooth manifold and the left group action ▷ is
smooth. Because H is compact, all stabilisers of ▷ are compact
and hence, according to item b, the left-homogeneous space (G/
H,G, ▷) is proper. For example:
a) Let n be a positive integer. The general linear groupGL(n,R)
is a non-compact Lie group, the orthogonal group O(n,R)
is a maximal compact subgroup of GL(n,R), and the spe-
cial orthogonal group SO(n,R) is a compact subgroup of
GL(n,R). Hence, the left-homogeneous spaces (GL(n,R)/
O(n,R), GL(n,R), ·) and (GL(n,R)/ SO(n,R), GL(n,R),
·) are proper.
b) The special linear group SL(2,R) is a non-compact Lie group
and the special orthogonal group SO(2,R) is a maximal com-
pact subgroup of SL(2,R). Hence, the left-homogeneous
space (SL(2,R)/ SO(2,R), SL(2,R), ·) is proper.
The upper half-plane H+ = {x + ıy ∈ C | x ∈ R, y ∈
R>0} equipped with the Poincaré metric is the Poincaré
half-plane, a model of the hyperbolic plane. The isometries
of the Poincaré half-plane are the Möbius transformations
µa,b,c,d : H+ →H+,
z 7→ az + b
cz + d
,
where a, b, c, and d are four real numbers satisfying ad−
bc ∈ {−1, 1}. Note that because µa,b,c,d = µ−a,−b,−c,−d, this
naming of Möbius transformations is not unique.
The group SL(2,R) acts transitively and smoothly, but not
faithfully, on the Poincaré half-plane by




 , z) 7→ µa,b,c,d(z).
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Note that because the entries a, b, c, and d of a matrix in
SL(2,R) satisfy ad− bc = 1, this is an action by orientation-
preserving isometries. The stabiliser of ı under ▷ is SO(2,R).
According to theorem 21.18 in [Lee03], there is an (·, ▷)-e-
quivariant diffeomorphism from SL(2,R)/ SO(2,R) to H+.
In particular, the left-homogeneous space (H+, SL(2,R), ▷)
is proper.
c) Let n be a positive integer. The Euclidean group E(n) is a
non-compact Lie group and the orthogonal group O(n,R) is
a compact subgroup of E(n). Hence, the left-homogeneous
space (E(n)/O(n,R), E(n), ·) is proper.
The group E(n) acts transitively and smoothly on the Euc-
lidean space Rn by function application denoted by ▷. The
stabiliser of 0 under ▷ isO(n,R). According to theorem 21.18
in [Lee03], there is an (·, ▷)-equivariant diffeomorphism from
E(n)/O(n,R) to Rn. In particular, the left-homogeneous
space (Rn, E(n), ▷) is proper.
f. According to the first paragraph of section 6 in [Kas12], the in-
definite unitary group U(n, 1) acts properly and transitively on
the (2n+ 1)-dimensional anti-de Sitter space AdS2n+1.
g. Let M be the vertices of a uniform tiling of the Euclidean or hy-
perbolic plane, let G be the symmetry group of the tiling, let ▷
be the transitive left group action of G onM by function applica-
tion, and let M and G be equipped with their respective discrete
topology. The left-homogeneous space (M ,G, ▷) is proper. □
Example 3.3.6 (Semi-Proper). a. According to remark 3.3.4, each
left group set from example 3.3.5 is semi-proper.
b. According to the forthcoming lemma 3.3.10, each left group set
(M ,G, ▷), where M and G are equipped with their respective
discrete topology, is semi-proper.
c. LetM = (M ,G, ▷) be a left group set, let M and G be equipped
with their respective discrete topology, let m be an element of
M such that the stabiliser of m under ▷ is infinite. According to
the forthcoming lemma 3.3.10, the group set M is semi-proper.
However, because the singleton set {(m,m)} is compact (that is,
finite) and its preimage under the action map ofM is Gm×{m}
is not compact (that is, not finite), the group setM is not proper.
For example:
a) The group Z2 acts transitively on Z on the left by
⊕ : Z2 ×Z→ Z,
((x, y), z) 7→ z + x.
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Each element of Z has the infinite stabiliser {0}×Z. Hence,
the left-homogeneous space (Z2,Z,⊕) is semi-proper but
not proper.
b) Let F2 be the free group over {a, b}, where a ̸= b, let φ be the
homomorphism from F2 to Z that is uniquely determined
by φ(a) = 1 and φ(b) = 0, and let ▷ be the transitive left
group action of F2 on Z given by (g, z) 7→ φ(g) + z. For
each integer z ∈ Z, the stabiliser of z is φ−1(0), which is
the infinite set of all elements of F2 that can be written
as products of a, b, a−1, and b−1 with the same number
of occurrences of a and a−1. Hence, the left-homogeneous
space (F2,Z, ▷) is semi-proper but not proper.
c) Let S be an infinite set, let F be the free group over S,
let M be the uncoloured S-Cayley graph of F , let G be
the graph automorphisms of M , and let ▷ be the transitive
left group action of G on M by function application. For
each element m ∈ M , because there are |S|-many outgoing
edges to isomorphic subgraphs, the stabiliser of m is infinite.
Hence, the left-homogeneous space (G,M , ▷) is semi-proper
but not proper. □
The union of the transporters from a compact set to a compact set
under a proper group action is compact, and each transversal of the
transporters from a compact set to a compact set under a semi-proper
group action is included in a compact set.
Lemma 3.3.7. Let M = (M ,G, ▷) be a left group set, and let K and
K ′ be two compact subsets of M .
a. If M is proper, then the set⋃
(k,k′)∈K×K′
Gk′,k
is a compact subset of G.
b. If M is semi-proper, then each transversal of the set
{Gk′,k | (k, k′) ∈ K ×K ′}
is included in a compact subset of G. □
Proof. According to Tychonoff’s theorem B.4.6, and because product
and subspace topologies behave well with each other, the set K ×K ′
is a compact subset of M ×M .
a. Let M be proper. Then, because the action map α of M is
proper, the preimage
α−1(K ×K ′) = {(g, k′) ∈ G×K ′ | g ▷ k′ ∈ K}
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is compact. Hence, because the canonical projection π of G×M
onto G is continuous, the image
π(α−1(K ×K ′)) = {g ∈ G | ∃ k′ ∈ K ′ : g ▷ k′ ∈ K}








b. Let M be semi-proper. Then, because the action map α of M
is semi-proper and the preimage of each tuple (k, k′) ∈ K ×K ′
under α is Gk′,k × {k′}, each transversal of
{Gk′,k × {k′} | (k, k′) ∈ K ×K ′}
is included in a compact subset of G×M . Hence, because the
canonical projection π of G×M onto G is continuous, each trans-
versal of
{Gk′,k | (k, k′) ∈ K ×K ′}
is included in a compact subset of G. ■
Corollary 3.3.8. Let (M ,G, ▷) be a proper left group set and let m
be an element of M . The stabiliser Gm of m under ▷ is a compact
subset of G. □
Proof. This is a direct consequence of item a of lemma 3.3.7 with
K = K ′ = {m}. ■
Remark 3.3.9. The stabilisers of semi-proper group sets need not be
compact, as item c of example 3.3.6 illustrates. □
Equipping a bare left group set with the discrete topology yields a
semi-proper group set. If its stabilisers are finite, then it is even proper;
but if they are infinite, then it is not proper (see corollary 3.3.8).
Lemma 3.3.10. LetM = (M ,G, ▷) be a left group set. EquipM and G
with their respective discrete topology. The group setM is semi-proper.
And, if its stabilisers are finite, then it is even proper. □
Proof. According to lemma 3.2.9, the group set M is topological.
And, because the product topology on G×M and the one on M ×M
are discrete, each subset of G×M and each of M ×M is compact if
and only if it is finite.
First, let K be a finite subset of M ×M . Then, because the set
{α−1(k) | k ∈ K}, where α is the action map ofM, is finite, so is each
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of its transversals. Thus, the map α is semi-proper. In conclusion, the
group set M is semi-proper.
Secondly, let the stabilisers of M be finite. Furthermore, let K be a
finite subset of M ×M . Then, for each tuple (m′,m) ∈ K, either the
transporter Gm,m′ is empty, and hence finite, or there is an element g ∈
Gm,m′ and thus Gm,m′ = gGm, and therefore Gm,m′ is finite; thus, in
either case, the preimage α−1((m′,m)) = Gm,m′ ×{m} is finite. Hence,
the preimage α−1(K) = ⋃(m′,m)∈K α−1((m′,m)) is finite. Therefore,
the action map α is proper. In conclusion, the group set M is proper.
■
Each proper left-homogeneous space is almost tame and each semi-
proper left-homogeneous space is semi-tame (see lemma 3.3.11). How-
ever, (semi-)properness is not necessary for (semi-)tameness (see ex-
ample 3.3.13).
Lemma 3.3.11. Let M = (M ,G, ▷) be a left-homogeneous space. If
it is semi-proper, then it is semi-tame. And, if it is proper, then it is
almost tame, in the sense that, for each compact subset K of M and
each compact subset E of G/G0 such that G0 ·E ⊆ E, the set K PE
is a compact subset of M . □
Proof. First, let M be semi-proper. Furthermore, let K = (m0,
{gm0,m}m∈M ) be a coordinate system for M, let K be a compact sub-
set of M , and let E be a compact subset of G/G0. Then, because
k P e = gm0,k ▷ (m0 P e), for k ∈ K and e ∈ E,
K PE = ⋃
k∈K
gm0,k ▷ (m0 PE) = {gm0,k | k ∈ K} ▷ (m0 PE).
Both the singleton set {m0} and the set K are compact. Thus, ac-
cording to item b of lemma 3.3.7, the transversal {gm0,k | k ∈ K} of
{Gm0,k | (m0, k) ∈ {m0} ×K} is included in a compact subset of G.
Hence, the product {gm0,k | k ∈ K} × (m0 PE) is included in a com-
pact subset of G×M . Therefore, because ▷ is continuous, the image
{gm0,k | k ∈ K} ▷ (m0 PE) is included in a compact subset ofM . Thus,
the set K PE is included in a compact subset of M . Hence, the cell
space (M,K) is semi-tame. In conclusion, the homogeneous space M
is semi-tame.
Secondly, letM be proper. Furthermore, let K = (m0, {gm0,m}m∈M )
be a coordinate system forM, let K be a compact subset ofM , and let
E be a compact subset of G/G0 such that G0 ·E ⊆ E. Then, because
k P g0 · e = gm0,kg0 ▷ (m0 P e), for k ∈ K, g0 ∈ G0, and e ∈ E,











Gm0,k) ▷ (m0 PE).
The set K is compact and so is the singleton set {m0}. Thus, accord-
ing to item a of lemma 3.3.7, the set ⋃k∈K Gm0,k is compact. And,
because E is compact, the set m0 PE is compact. Hence, the product
(
⋃
k∈K Gm0,k)× (H ▷m0) is compact. Therefore, because ▷ is continu-
ous, the image (⋃k∈K Gm0,k) ▷ (H ▷m0) is compact. In conclusion, the
set K PE is compact. ■
We take a closer look at almost tameness in
Remark 3.3.12. LetM = (M ,G, ▷) be a left-homogeneous space and
let it be called almost tame if and only if it is topological and, for eachalmost tame
coordinate system K = (m0, {gm0,m}m∈M ) for M, the stabiliser G0
is compact, and, for each compact subset K of M and each compact
subset E of G/G0 such that G0 ·E ⊆ E, the set K PE is a compact
subset of M .
If M is proper, then it is almost tame (this follows from corol-
lary 3.3.8 and lemma 3.3.11). And, if it is almost tame, then it is
semi-tame (this follows from the fact that, if E is a compact subset of
G/G0, then G0 ·E is a compact subset of G/G0, where we use that
M is topological and that G0 is compact). However, for tameness and
semi-tameness we do not need M to be topological, and there is no
simple relationship between tameness and almost tameness. □
There are left-homogeneous spaces that are not semi-proper but nev-
ertheless tame, which is illustrated by
Example 3.3.13 (Euclidean Space). For each d ∈N+, equip Rd with
the Euclidean topology. Note that, for each d ∈N+ and each d′ ∈N+,
the product topology on Rd ×Rd′ is the Euclidean topology on Rd+d′ .
The groups R2 and R under addition are topological. And, the group
R2 acts continuously and transitively onR on the left by ▷ : ((x, y), z) 7→
x+ z. Each stabiliser under ▷ is {0}×R. And, each right quotient set
semi-action of R2/({0}×R) on R induced by ▷ is P : (z, (x, y) + {0}×
R) 7→ z + x.
Under the identification of R with R2/({0} × R) by the homeo-
morphic map ι : x 7→ {x}×R, the semi-action P is the continuous map
(z,x) 7→ z + x from R2 to R. Recall that images of compact subsets
under continuous maps are compact. Hence, for each compact subset
K of R and each compact subset E of R, because K ×E is a compact
subset of R2, the set K PE is a compact subset of R. Therefore, the
left-homogeneous space {R,R2, ▷} is tame.
The action map of ▷ is α : ((x, y), z) 7→ (x + z, z). The diagonal
K of the unit square in R2, namely {(z, z) | z ∈ [0, 1]}, is compact.
Moreover, for each element (z, z) ∈ K, its preimage under α is ({0} ×
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R)× {z}. Hence, the set T = {((0, 0), 0)} ∪ {((0, 1/z), z) | z ∈ ]0, 1]}
is a transversal of {α−1((z, z)) | (z, z) ∈ K}. The transversal T is not
included in a compact subset of R2 ×R. Therefore, the left-homoge-
neous space {R,R2, ▷} is not semi-proper.
Analogously, the group R2 acts on the compact topological circle R/
Z on the left by ▷ : ((x, y), z+Z) 7→ (x+ z) +Z and the left-homoge-
neous space {R/Z,R2, ▷} is tame but not semi-proper. □
There are left-homogeneous spaces that are not semi-proper but, if
equipped with certain coordinate systems, nevertheless tame or semi-
tame, which is illustrated by
Example 3.3.14 (Affine Space). In the situation of example 3.2.11,
the left-homogeneous space M is not semi-proper, but, for some co-
ordinate systems K, the cell space (M,K) is tame or semi-tame. In-
deed, the action map α is ((t, d),m) 7→ (t+ d ·m,m), the preimage
α−1([0, 1]× {1}) is {{((m′ − d, d), 1) | d ∈ R∖ {0}} | m′ ∈ [0, 1]}, and
an unbounded transversal of that preimage is {((−1, 1), 1)} ∪ {((m′ −
1/m′, 1/m′), 1) | m′ ∈ ]0, 1]}, which is not included in a compact
set. □
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introduction. A metric space is a uniform space and a uniform
space is a topological space. The uniformity induced by a metric is
generated by the set of entourages that contains for each positive size
the entourage of open balls of that size about each point (think of a
family of neighbourhoods, one for each point, that are comparable in
size). The topology induced by a uniformity is the set that contains
the neighbourhoods of all points that can be extracted from the entour-
ages (by throwing all neighbourhoods in one pot we lose the ability to
compare the sizes of neighbourhoods of different points).
A map on a metric space is continuous if, by bringing two points
sufficiently close together, their images can be brought arbitrarily close
together; and it is uniformly continuous if the sufficient closeness of
two points that is needed to get a certain closeness of their images
is the same for all pairs of points. In topological terms, continuity
means that preimages of open sets are open; and in uniform terms,
uniform continuity means that preimages of entourages are entourages.
The concept of uniform continuity cannot be expressed in topological
terms, because the sizes of neighbourhoods of different points are not
comparable.
The global transition function of a traditional cellular automaton is
uniform and local (see section 1.1). It is uniform because all cells use the
same local transition function, and local because the neighbourhood
is finite. Uniformity is equivalent to equivariance under translations
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of global configurations and locality to continuity with respect to the
prodiscrete topology on global configurations.
If the set of cells is discrete, then locality is naturally expressed by
requiring neighbourhoods to be finite and characterised by uniform con-
tinuity, if the set of states is infinite, and continuity, otherwise, where
the set of global configurations is equipped with the prodiscrete uni-
formity or topology, which is generated by cylinders with finite bases.
And, if the set of cells is continuous, then locality is naturally expressed
by requiring neighbourhoods to be compact and characterised by uni-
form continuity, where the set of global configurations is equipped with
the uniformity that is generated by cylinders with compact bases. In
the first case, if the set of states is finite, then continuity suffices in
the characterisation; in the second case though, if the neighbourhood
is infinite, then even for finite sets of states, it seems that continu-
ity is not sufficient in the characterisation. Moreover, it may seem
more natural to choose a bounded and closed neighbourhood. How-
ever, boundedness is only defined on metric spaces. And, according
to the Heine-Borel theorem, on Euclidean spaces, compactness is char-
acterised by boundedness and closedness. So, compactness seems and
turns out to be a good alternative.
For the characterisation, if the set of states is infinite, then we require
the left group action to be semi-tame. The reason is that for a global
transition function to be continuous, for each cylinder C with a compact
base K, there must be a cylinder C′ with a compact base whose image
is included in C. Because the new states of the cells in K are uniquely
determined by the current states of cells in K PN , the base of the
cylinder C′ must include K PN . Hence, for there to be such a cylinder
C′, the set K PN must be included in a compact set, which is the case
if the left group action is semi-tame.
contents. Given a semi-tame topological structure on the set of
cells, we equip the set of global configurations with a uniform and a
topological structure (see definition 3.4.1) that generalise the prodis-
crete topology and uniformity (see remark 3.4.7), and prove a uniform
and a topological variant of the Curtis-Hedlund-Lyndon theorem. In
main theorem 3.4.12, the uniform variant, we show that global tran-
sition functions are characterised by ▶-equivariance and uniform con-
tinuity. And in its corollary 3.4.14, the topological variant, that under
the assumption that the set of states is finite, they are characterised
by ▶-equivariance and continuity. Note that, if the set of cells is com-
pact or finite respectively, then uniform continuity or continuity are
insubstantial (see remark 3.4.15).
body. We equip the set of global configurations with the topology
and the uniformity generated by cylinders with compact bases in
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Definition 3.4.1. Let M be a topological space and let Q be a set.
a. The topology on QM that has for a subbase the sets E(K, b), for
b ∈ QK and
K ⊆M compactE(K, b) = {c ∈ QM | c↾K = b},
for b ∈ QK and K ⊆ M compact,
is called topology of discrete convergence on compacta. topology of discrete
convergence on
compactab. The uniformity on QM that has for a subbase the sets
E(K), for K ⊆M
compactE(K) = {(c, c′) ∈ QM ×QM | c↾K = c′↾K},
for K ⊆ M compact,
is called uniformity of discrete convergence on compacta. □ uniformity of
discrete
convergence on
compactaRemark 3.4.2. Because finite intersections of compact sets are com-
pact, the topology and uniformity of discrete convergence on compacta
have for a base the sets E(K, b), for b ∈ QK and K ⊆M compact, and
E(K), for K ⊆M compact, respectively. □
Remark 3.4.3. The topology induced by the uniformity of discrete
convergence on compacta onQM is the topology of discrete convergence
on compacta on QM . □
Remark 3.4.4. If the topological space M is compact, then the topo-
logy and uniformity of discrete convergence on compacta on QM are
the discrete topology and uniformity on QM . □
Remark 3.4.5. Because each finite subset of M is compact, the topo-
logy and uniformity of discrete convergence on compacta on QM are
finer than the prodiscrete topology and uniformity on QM . The prodis-
crete uniformity is introduced in definition C.0.30 of appendix C and
a base for it is given in remark C.0.31. □
Remark 3.4.6. Let M be a topological space and let Q be a set. For
each compact subsetK ofM , equipQK with the discrete topology. The
topology of discrete convergence on compacta on QM is the coarsest
topology on QM such that, for each compact subset K of M , the pro-
jection
πK : QM → QK , πK , K ⊆M
compact
c 7→ c↾K ,
is continuous. Note that π−1K (b) = E(K, b), for b ∈ QK and K ⊆ M
compact. □
If the set of cells carries the discrete topology, then the topology and
uniformity on global configurations reduce to the prodiscrete topology
and uniformity.
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Remark 3.4.7. Let M be equipped with the discrete topology. Then,
for each subset A of M , the set A is compact if and only if it is fi-
nite. Therefore, the topology and uniformity of discrete convergence
on compacta on QM are the prodiscrete topology and uniformity on
QM . □
If the set of cells and the group that acts on it carry the discrete
topology, and the set of states is finite, then uniform notions on global
configurations reduce to topological ones.
Remark 3.4.8. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell
space and let Q be a finite set. EquipM with the discrete topology, and
equip QM with the prodiscrete topology. According to remark 3.2.5,
the cell space R is tame. Because the topology on G/G0 is discrete,
each subset E of G/G0 is compact if and only if it is finite. Because
QM is compact (see lemma 3.1.7), each map ∆ : QM → QM is uni-
formly continuous if and only if it is continuous. And, because QM is
Hausdorff (see lemma 3.1.6), each map ∆ : QM → QM , is a uniform
isomorphism if and only if it is continuous and bijective. □
If the set of states carries the discrete topology, then the well-known
uniformity of uniform convergence on compacta is the uniformity of
discrete convergence on compacta.
Definition 3.4.9. Let M be a topological space, let Q be a uniform
space, and let U be the uniformity of Q. The uniformity on QM that
has for a subbase the setsE(K,E), for
E ∈ U and
K ⊆M compact E(K,E) = {(c, c′) ∈ QM ×QM | ∀ k ∈ K : (c(k), c′(k)) ∈ E},
for E ∈ U and K ⊆ M compact,
is called uniformity of uniform convergence on compacta. □uniformity of
uniform
convergence on
compacta Remark 3.4.10. If the uniform space Q is (uniformly) discrete, then
the uniformity of uniform convergence on compacta on QM is the uni-
formity of discrete convergence on compacta on QM . Indeed, because
the diagonal D = {(q, q) | q ∈ Q} is an entourage of the uniform space
Q, for each compact subset K of M , the set
E(K,D) = {(c, c′) ∈ QM ×QM | ∀ k ∈ K : c(k) = c′(k)}
is an entourage of the uniform space QM , which is included in each of
the entourages
E(K,E) = {(c, c′) ∈ QM ×QM | ∀ k ∈ K : (c(k), c′(k)) ∈ E},
for E ∈ U .
Therefore, the uniformity on QM has for a subbase the sets E(K,D) =
E(K), for K ⊆M compact. □
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Remark 3.4.11. Let QM be equipped with the topology of uniform
convergence on compacta and let
C(M ,Q) = {c : M → Q | c is continuous} ⊆ QM
be equipped with the subspace topology. According to theorem 43.7
in [Wil12], this topology on C(M ,Q) is the well-known compact-open
topology. □
Global transition functions of cellular automata over semi-tame cell
spaces with compact sufficient neighbourhoods are characterised by
equivariance and continuity.
Main Theorem 3.4.12 (Uniform Variant; Morton Landers Curtis,
Gustav Arnold Hedlund, and Roger Conant Lyndon, 1969). Let R =
(M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a semi-tame cell space,
let Q be a set, let ∆ be a map from QM to QM , let QM be equipped
with the uniformity of discrete convergence on compacta, and let H be
a K-big subgroup of G. The following two statements are equivalent:
a. The map ∆ is the global transition function of a semi-cellular
automaton over R with •H0-invariant local transition function
and compact sufficient neighbourhood.
b. The map ∆ is ▶H-equivariant and uniformly continuous. □
Proof. First, let ∆ be the global transition function of a semi-cellular
automaton C = (R,Q,N , δ) with •H0-invariant local transition func-
tion δ and compact sufficient neighbourhood E. Then, according to
theorem 1.5.17, the map ∆ is ▶H -equivariant. Moreover, letK be a com-
pact subset of M . Because R is semi-tame, the set K PE is included
in a compact subset L of M . For each c ∈ QM and each c′ ∈ QM , if
c↾KPE = c′↾KPE , then ∆(c)↾K = ∆(c′)↾K , in particular, if c↾L = c′↾L,
then ∆(c)↾K = ∆(c′)↾K . Thus,
(∆× ∆)(E(L)) ⊆ E(K).
Because the sets E(K), for K ⊆ M compact, constitute a base of
the uniformity on QM , the global transition function ∆ is uniformly
continuous.
Secondly, let ∆ be ▶H -equivariant and uniformly continuous. Then,
because ∆ is uniformly continuous, there is a compact subset E0 of M
such that
(∆× ∆)(E(E0)) ⊆ E({m0}).
Therefore, for each c ∈ QM , the state ∆(c)(m0) depends at most on
c↾E0 . The subset E = (m0 P_)−1(E0) of G/G0 is compact. Let N
be the set G0 ·E. Then, G0 ·N ⊆ N . And, because E0 = m0 PE ⊆
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m0 PN , for each c ∈ QM , the state ∆(c)(m0) depends at most on
c↾m0PE , in particular, it depends at most on c↾m0PN . Hence, there is a
map δ : QN → Q such that
∀ c ∈ QM : ∆(c)(m0) = δ(n 7→ c(m0 P n)).
The quadruple C = (R,Q,N , δ) is a semi-cellular automaton with com-
pact sufficient neighbourhood E. Conclude with theorem 1.5.22 that δ
is •H0-invariant and that ∆ is the global transition function of C. ■
Remark 3.4.13. Note that in the proof semi-tameness of R is used to
deduce item b from item a but not to deduce item a from item b. □
Global transition functions of cellular automata with finite sets of
states and finite sufficient neighbourhoods are characterised by equivari-
ance and continuity. We already proved this in theorem 3.1.13, but a
slightly less general version also follows from main theorem 3.4.12.
Corollary 3.4.14 (Topological Variant; Morton Landers Curtis, Gustav
Arnold Hedlund, and Roger Conant Lyndon, 1969). Let R = (M,
K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space, let Q be a finite
set, let ∆ be a map from QM to QM , let QM be equipped with the prodis-
crete topology, and let H be a K-big subgroup of G. The following two
statements are equivalent:
a. The map ∆ is the global transition function of a semi-cellular
automaton over R with •H0-invariant local transition function
and finite sufficient neighbourhood.
b. The map ∆ is ▶H-equivariant and continuous. □
Proof. With remarks 3.4.7 and 3.4.8 this follows directly from main
theorem 3.4.12. ■
If the set of cells is too small, then the properties concerning local-
ity in the Curtis-Hedlund-Lyndon theorems, namely having a compact
or finite sufficient neighbourhood and being uniformly continuous or
continuous, are always satisfied.
Remark 3.4.15. In the situation of main theorem 3.4.12 or corol-
lary 3.4.14, let M be compact or finite respectively. Then, main the-
orem 3.4.12 and corollary 3.4.14 reduce to the statement that the fol-
lowing two statements are equivalent:
a. The map ∆ is the global transition function of a semi-cellular
automaton over R with •H0-invariant local transition function.
b. The map ∆ is ▶H -equivariant.
3.4 uniform curtis-hedlund-lyndon theorem 129
Indeed, if M is compact, then, for each semi-cellular automaton, there
is one with the compact neighbourhood G/G0 ≃M that has the same
global transition function; and, because, according to remark 3.4.4, the
uniformity on QM is the discrete uniformity, the map ∆ is uniformly
continuous. And, if M is finite, then each semi-cellular automaton
has a finite neighbourhood; and, because the topology on QM is the
discrete topology, the map ∆ is continuous. □
The Curtis-Hedlund-Lyndon theorems presented above are general-
isations of known theorems for cellular automata over groups.
Remark 3.4.16. In the case that M = G and ▷ is the group multi-
plication of G, main theorem 3.4.12 is theorem 1.9.1 in [CC10] and
corollary 3.4.14 is theorem 1.8.1 in [CC10]. □
The uniform variant of the Curtis-Hedlund-Lyndon theorem can be
applied to some automata that we have already encountered and to
generalisations of them.
Example 3.4.17 (Plane, Sphere, Left Shift Map). The global transi-
tion functions of examples 1.4.21, 1.4.22 and 1.4.32 are ▶-equivariant
and uniformly continuous. □
Example 3.4.18 (Riemannian Symmetric Space). Extensions of the
Laplace–Beltrami operators on Riemannian symmetric spaces of con-
stant curvature, like Euclidean spaces, spheres, and hyperbolic spaces,
by the constant 0 like in example 1.4.21 are global transition functions
of cellular automata and therefore ▶-equivariant and uniformly continu-
ous. Broadly speaking, this is true for all differential operators on such
spaces that do not depend on global positions. □
On cell spaces that are not semi-tame and for subgroups that are not
big, the uniform variant of the Curtis-Hedlund-Lyndon theorem does
not hold, which is illustrated by
Counterexample 3.4.19 (Affine Space). In the situation of item c in
example 3.2.6, the cell space R = (M,K′′) is not semi-tame, in partic-
ular, neither is its coordinate map continuous nor is it semi-proper. Let
Q be the set {0, 1}, let N be the set R, and let δ be the map QN → Q,
ℓ 7→ ℓ(1). Recall that M is identified with G/G0 by ι.
The quadruple C = (R,Q,N , δ) is a semi-cellular automaton that
has the compact sufficient neighbourhood {1} and whose local transi-
tion function is •T0-invariant, where T is the subgroup {αt,1 | t ∈ R}
of translations of G, which is not K′′-big and T0 is the stabiliser of m0
under ▷T . Note that, because G0 ▷ {1} = R and we need 1 ∈ N and
G0 ▷N ⊆ N , we had to choose N = R.
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The global transition function ∆ of C is the map QM → QM , c 7→
[m 7→ c(mP 1)]. The state ∆(_)(0) depends on the state of cell 0P 1 =
1 and, for each cell m ∈ M ∖ {0}, the state ∆(_)(m) depends on the
state of mP 1 = 1/m+m, which diverges to ±∞ as m tends to 0 from
above or below. In particular, the restriction ∆(_)↾[0,1] depends on the
states of all cells in D = {1} ∪ [2,∞[.
The set D = {(c, c′) ∈ QM ×QM | c↾D = c′↾D} is the smallest set
such that (∆×∆)(D) ⊆ E([0, 1]). However, becauseD is unbounded, it
is neither an entourage nor included in one, hence (∆×∆)−1(E([0, 1]))
is not an entourage, and therefore ∆ is not uniformly continuous.
In conclusion, for cell spaces that are not semi-tame, item b of main
theorem 3.4.12 does not follow from item a. However, according to
remark 3.4.13, even for cell spaces that are not semi-tame, item a
follows from item b. □
Whether, under the assumption that the set of states is finite, con-
tinuity is sufficient in the uniform variant of the Curtis-Hedlund-Lyndon
theorem is an
Open Problem 3.4.20. Is there a semi-tame cell space R, a finite set
Q, a map ∆ from QM to QM , a K-big subgroup H of G such that ∆ is
▶H -equivariant and continuous with respect to the topology of discrete
convergence on compacta on QM , but such that ∆ is not the global tran-
sition function of a semi-cellular automaton over R with •H0-invariant
local transition function and compact sufficient neighbourhood?
In example 1.8.2 in [CC10], for each infinite group G, an ▶-equi-
variant and continuous map ∆ on GG, equipped with the prodiscrete
topology, is constructed that is not the global transition function of a
cellular automaton over G with finite neighbourhood. One may try to
use the general idea of the construction to construct a ▶-equivariant and
continuous map ∆ on {0, 1}R that is not the global transition function
of a cellular automaton over (R,+) with compact neighbourhood. □
3.5 invertibility of big-cellular automata
summary. A cellular automaton is invertible if its computations
can be made in reverse by another automaton (see definition 3.5.1). If
we consider only automata with compact sufficient neighbourhoods, it
follows from main theorem 3.4.12 that a map is the global transition
function of an invertible automaton if and only if it is an equivariant
uniform isomorphism (see theorem 3.5.2). Hence, if we consider only
those with finite set of states and finite sufficient neighbourhoods, a
map is the global transition function of an invertible automaton if and
only if it is equivariant, continuous, and bijective (see corollary 3.5.3).
In particular, such an automaton is invertible if and only if its global
transition function is bijective (see corollary 3.5.4).
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Definition 3.5.1. Let C = (R,Q,N , δ) be a semi-cellular automaton.
It is called invertible if and only if there is a semi-cellular automaton invertible
C′, called inverse to C, such that the global transition functions of C inverse to C
and C′ are inverse to each other. □
Theorem 3.5.2. Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a semi-tame cell space, let Q be a set, let ∆ be a map from QM to
QM , let QM be equipped with the uniformity of discrete convergence
on compacta, and let H be a K-big subgroup of G. The following two
statements are equivalent:
a. The map ∆ is the global transition function of an invertible semi-
cellular automaton C over R that has an inverse C′ such that the
local transition functions of C and C′ are •H0-invariant, and C
and C′ have compact sufficient neighbourhoods.
b. The map ∆ is an ▶H-equivariant uniform isomorphism. □
Proof. With corollary 1.2.33 this follows directly from main theorem
3.4.12. ■
Corollary 3.5.3. Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a cell space, let Q be a finite set, let ∆ be a map from QM to QM ,
let QM be equipped with the prodiscrete topology, and let H be a K-big
subgroup of G. The following two statements are equivalent:
a. The map ∆ is the global transition function of an invertible semi-
cellular automaton C over R that has an inverse C′ such that the
local transition functions of C and C′ are •H0-invariant, and C
and C′ have finite sufficient neighbourhoods.
b. The map ∆ is ▶H-equivariant, continuous, and bijective. □
Proof. With remark 3.4.8 this follows directly from theorem 3.5.2.
■
Corollary 3.5.4. Let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a cell space, let H be a K-big subgroup of G. Furthermore, let C be
a semi-cellular automaton over R with finite set of states, finite suffi-
cient neighbourhood, and •H0-invariant local transition function. The
automaton C is invertible if and only if its global transition function is
bijective. □
Proof. With theorem 1.5.17 and corollary 3.4.14 this follows directly
from corollary 3.5.3. ■
Remark 3.5.5. It follows from theorem 3.1.13 that corollary 3.5.3 also
holds if QM is equipped with the (▷,L)-prodiscrete topology, where L
is a finite subgroup of H. □
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Counterexample 3.5.6. In corollary 3.5.4, if the assumption that
the semi-cellular automaton C has a finite set of states does not hold,
then it may not be invertible even if its global transition function is
bijective, which is shown by the cellular automaton of example 1.10.3
in [CC10]. □
4
RIGHT AMENABIL ITY AND THE TARSKI -FØLNER
THEOREM
abstract. We introduce right amenability, right Følner nets, and
right paradoxical decompositions for left-homogeneous spaces and prove
the Tarski-Følner theorem for left-homogeneous spaces with finite sta-
bilisers. It states that right amenability, the existence of right Følner
nets, and the non-existence of right paradoxical decompositions are
equivalent.
remark. Most parts of this chapter appeared in the paper „Right
Amenable Left Group Sets and the Tarski-Følner Theorem“[Wac16b]
and they generalise parts of chapter 4 of the monograph „Cellular Au-
tomata and Groups“[CC10].
introduction. The notion of amenability for groups was intro-
duced by John von Neumann in 1929 in the paper „Zur allgemeinen
Theorie des Maßes“[Neu29]. It generalises the notion of finiteness. A
group G is left or right amenable if there is a finitely additive probab-
ility measure on the power set of G that is invariant under left and
right multiplication respectively. Groups are left amenable if and only
if they are right amenable. A group is amenable if it is left or right
amenable.
Examples of amenable groups are abound: Finite groups like the Fisc-
her–Griess Monster group, abelian groups like the group of integers, nil-
potent groups like the Heisenberg group, solvable groups like the group
of invertible upper triangular matrices under multiplication, finitely
generated groups of sub-exponential growth like the Grigorchuk group,
and many more. Examples of non-amenable groups are the free groups
whose rank is greater than 1 and the groups that have a subgroup that
is isomorphic to the free group of rank 2.
The definitions of left and right amenability generalise to left and
right group sets respectively. A left group set (M ,G, ▷) is left amena-
ble if there is a finitely additive probability measure on P(M) that is
invariant under ▷. There is in general no natural action on the right
that is to a left group action what right multiplication is to left group
multiplication. Therefore, for a left group set there is no natural notion
of right amenability.
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A transitive left group action ▷ of G on M induces, for each element
m0 ∈ M and each family {gm0,m}m∈M of elements in G such that,
for each point m ∈ M , we have gm0,m ▷ m0 = m, a right quotient
set semi-action P of G/G0 on M with defect G0 given by m P gG0 =
gm0,mgg
−1
m0,m ▷m, whereG0 is the stabiliser ofm0 under ▷. Each of these
right semi-actions is to the left group action what right multiplication
is to left group multiplication. They occur in the definition of global
transition functions of semi-cellular automata over left-homogeneous
spaces. A coordinate system is a choice of m0 and {gm0,m}m∈M .
A left-homogeneous space is right amenable if there is a coordinate
system such that there is a finitely additive probability measure on
P(M) that is semi-invariant under P. For example finite left-homoge-
neous spaces, abelian groups, and finitely right-generated left-homoge-
neous spaces of sub-exponential growth are right amenable, in partic-
ular, quotients of finitely generated groups of sub-exponential growth
by finite subgroups acted upon by left multiplication.
A net of non-empty and finite subsets of M is a right Følner net if,
broadly speaking, these subsets are asymptotically invariant under P. A
finite subset E of G/G0 and two partitions {Ae}e∈E and {Be}e∈E ofM
constitute a right paradoxical decomposition if the map _P e is injective
on Ae and Be, and the family {(Ae P e) ∪· (Be P e)}e∈E is a partition
of M . The Tarski-Følner theorem states that right amenability, the
existence of right Følner nets, and the non-existence of right paradoxical
decompositions are equivalent.
The Tarski alternative theorem and the theorem of Følner, which
constitute the Tarski-Følner theorem, are famous theorems by Alfred
Tarski and Erling Følner from 1938 and 1955, see the papers „Algeb-
raische Fassung des Maßproblems“[Tar38] and „On groups with full
Banach mean value“[Føl55].
contents. In section 4.1 we introduce finitely additive probabil-
ity measures and means, and kind of right semi-actions on them. In
section 4.2 we introduce right amenability. In section 4.3 we intro-
duce right Følner nets and present examples that are used throughout
chapters 4 and 5. In section 4.4 we introduce right paradoxical de-
compositions. In section 4.5 we prove the Tarski alternative theorem
and the theorem of Følner. And in section 4.6 we show under which
assumptions left implies right amenability and give two examples of
right-amenable left-homogeneous spaces.
preliminary notions. A left group set is a triple (M ,G, ▷),
whereM is a set, G is a group, and ▷ is a map from G×M toM , called
left group action of G on M , such that G → Sym(M), g 7→ [g ▷_], is
a group homomorphism. The action ▷ is transitive if M is non-empty
and for each m ∈ M the map _ ▷ m is surjective; and free if for each
m ∈ M the map _ ▷m is injective. For each m ∈ M , the set G ▷m is
right amenability and the tarski-følner theorem 135
the orbit of m, the set Gm = (_ ▷m)−1(m) is the stabiliser of m, and,
for each m′ ∈M , the set Gm,m′ = (_ ▷m)−1(m′) is the transporter of
m to m′.
A left-homogeneous space is a left group set M = (M ,G, ▷) such
that ▷ is transitive. A coordinate system for M is a tuple K = (m0,
{gm0,m}m∈M ), where m0 ∈ M and, for each m ∈ M , we have gm0,m ▷
m0 = m. The stabiliser Gm0 is denoted by G0. The tuple R = (M,K)
is a cell space. The set {gG0 | g ∈ G} of left cosets of G0 in G is denoted
by G/G0. The map P : M ×G/G0 → M , (m, gG0) 7→ gm0,mg ▷m0 is
a right semi-action of G/G0 on M with defect G0, which means that
∀m ∈M : m PG0 = m,
and
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
m P g · g′ = (m P gG0) P g0 · g′.
It is transitive, which means that the set M is non-empty and for each
m ∈ M the map m P_ is surjective; and free, which means that for
each m ∈ M the map m P_ is injective; and semi-commutes with ▷,
which means that
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
(g ▷m) P g′ = g ▷ (m P g0 · g′).
(See chapter 1.)
A cell space R is finitely and symmetrically right generated if there
is a finite subset S of G/G0 with G0 · S ⊆ S and S−1 ⊆ S, where
S−1 = {g−1G0 | s ∈ S, g ∈ s}, such that
∀m ∈M ∃ k ∈N0 ∃(si)i∈{1,2,...,k} in S ∪ S−1 :((
(m0 P s1) P s2) P · · ·) P sk = m.
The uncoloured S-Cayley graph of R is the symmetric and 2|S|-regular
directed graph G = (M , {(m,m P s) | m ∈ M , s ∈ S}), the S-metric
on R is the distance d on G, and the S-length on R is the map |_| =
d(m0,_). For each m ∈ M and each ρ ∈ Z, the S-ball of radius ρ
centred at m is the set B(m, ρ) = {m′ ∈ M | d(m,m′) ≤ ρ}, the
S-sphere of radius ρ centred at m is the set S(m, ρ) = {m′ ∈ M |
d(m,m′) = ρ}, the ball B(m0, ρ) is denoted by B(ρ), and the sphere
S(m0, ρ) by S(ρ). (See chapter 6.)
In the present chapter, we assume that the reader is familiar with
the basics of the theory of dual spaces and with Hall’s harem theorem.
A recapitulation of the required basics and of the theory surrounding
Hall’s theorems is given in appendices D and E.
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4.1 finitely additive probability measures and means
In this section, let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space.
summary. First, we introduce finitely additive probability meas-
ures on M (see definition 4.1.1); a left group action of G and a kind of
right quotient set semi-action of G/G0, both on the set of maps from
P(M) to [0, 1], which contains all finitely additive probability measures
onM (see definitions 4.1.3 and 4.1.4); and what it means for a measure
to be semi-invariant under the kind of right semi-action (see defini-
tion 4.1.6). Secondly, we introduce means on M (see definition 4.1.12);
a left group action of G and a kind of right quotient set semi-action of
G/G0, both on the topological dual space of ℓ∞(M), which contains
all means on M (see definitions 4.1.20 and 4.1.21); and what it means
for a mean to be invariant under the kind of right semi-action (see
definition 4.1.22). Lastly, we give a bijection from the set of means
on M to the set of finitely additive probability measures on M (see
theorem 4.1.26). We show in section 4.2 that this bijection preserves
(semi-)invariance (see in particular theorem 4.2.7).
Definition 4.1.1. Let µ : P(M)→ [0, 1] be a map. It is called
a. normalised if and only if µ(M) = 1;normalised
b. finitely additive if and only if,finitely additive
∀A ⊆M ∀B ⊆M :(
A∩B = ∅ =⇒ µ(A∪B) = µ(A) + µ(B)
)
;
c. finitely additive probability measure on M if and only if it is nor-finitely additive
probability
measure µ on M
malised and finitely additive.
The set of all finitely additive probability measures on M is denoted
by PM(M ). □set PM(M)
Remark 4.1.2. Finitely additive measures, which do not need to be
normalised, are known as content. □content
Definition 4.1.3. The group G acts on [0, 1]P(M) on the left by
⊨ : G× [0, 1]P(M) → [0, 1]P(M),left group action ⊨
of G on [0, 1]P(M) (g,φ) 7→ [A 7→ φ(g−1 ▷ A)],
such that G ⊨PM(M) ⊆ PM(M). □
Definition 4.1.4. The quotient setG/G0 kind of semi-acts on [0, 1]P(M)
on the right by





(φ, g) 7→ [A 7→ φ(A P g)]. □
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Remark 4.1.5. Let µ be a finitely additive probability measure on M
and let g be an element of G/G0. Then, M P g need not be equal to
M and, for each subset A of M and each subset B of M such that the
sets A and B are disjoint, the sets AP g and B P g need not be disjoint.
Therefore, µ ⊨g need neither be normalised nor finitely additive, in
particular, it need not be a finitely additive probability measure on
M . □
Definition 4.1.6. Let φ be an element of [0, 1]P(M). It is called ⊨- ⊨-semi-invariant
semi-invariant if and only if, for each element g ∈ G/G0 and each
subset A of M such that the map _ P g is injective on A, we have
(φ ⊨g)(A) = φ(A). □
Remark 4.1.7. Let R be the cell space ((G,G, ·), (eG, {g}g∈G)). Then,
G0 = {eG} and P = ·. Hence, ⊨: (φ, g) 7→ [A 7→ φ(A · g)]. Except for
g not being inverted, this is the right group action of G on PM(M) as
defined in paragraph 4 of section 4.3 in [CC10]. Moreover, for each ele-
ment g ∈ G, the map _ P g is injective. Hence, being ⊨-semi-invariant
is the same as being right-invariant as defined in paragraph 2 of sec-
tion 4.4 in [CC10]. □
Remark 4.1.8 (Finite). If the set M is finite, then the map
µ : P(M)→ [0, 1],
A 7→ |A||M | ,
is a ⊨-invariant and ⊨-semi-invariant finitely additive probability meas-
ure on M . □
Proof. The map µ is normalised and finitely additive. Thus, it is a
finitely additive probability measure onM . Moreover, for each element
g ∈ G and each subset A of M , because the map g−1 ▷_ is injective,




|M | = µ(A).
And, for each element g ∈ G/G0 and each subset A ofM such that the
map _ P g is injective on A,
(µ ⊨g)(A) = µ(A P g) = |A P g||M | = |A||M | = µ(A).
Hence, the finitely additive probability measure µ is ⊨-invariant and
⊨-semi-invariant. ■
Remark 4.1.9 (Infinite). If the set M is infinite, then, for each finite
subset F of M , the map
µF : P(M)→ [0, 1],
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A 7→ |A∩ F ||F | ,
is a finitely additive probability measure onM that is neither ⊨-invariant
nor ⊨-semi-invariant. Nevertheless, for certain cell spaces overM , there
is a net {Fi}i∈I of finite subsets of M such that the net {µFi}i∈I con-
verges in a weak sense to a ⊨-invariant or ⊨-semi-invariant finitely addit-
ive probability measure onM . However, even on Z, there is no explicit
formula for that measure. □
Definition 4.1.10. The vector space of bounded real-valued functions
on M with pointwise addition and scalar multiplication is denoted by










partial order on ℓ∞(M) is denoted by ≤, and the constant function
pointwise partial
order ≤ on ℓ∞(M)
[m 7→ 0] is denoted by 0. □
zero function
0 = [m 7→ 0]
Definition 4.1.11. Let A be a subset of M . The map
1A : M → {0, 1},
m 7→
{
1, if m ∈ A,
0, if m /∈ A,
is called indicator function of A on M . □indicator function
1A of A on M
Definition 4.1.12. Let ν : ℓ∞(M)→ R be a map. It is called
a. normalised if and only if ν(1M ) = 1;normalised
b. non-negativity preserving if and only ifnon-negativity
preserving
∀ f ∈ ℓ∞(M) : (f ≥ 0 =⇒ ν(f) ≥ 0);non-negativity
preserving
c. mean on M if and only if it is linear, normalised, and non-mean ν on M
negativity preserving.
The set of all means on M is denoted by MS(M). □set MS(M)
Definition 4.1.13. Let Ψ be a map from ℓ∞(M) to ℓ∞(M). It is
called non-negativity preserving if and only ifnon-negativity
preserving
∀ f ∈ ℓ∞(M ) : (f ≥ 0 =⇒ Ψ(f) ≥ 0). □
Lemma 4.1.14. Let G0 be finite, let A be a finite subset of M , and let
g be an element of G/G0. Then, |(_ P g)−1(A)| ≤ |G0| · |A|. □
Proof. Let a ∈ A such that (_ P g)−1(a) ̸= ∅. There are m and
m′ ∈ M such that Gm0,m = g and m′ P g = a. For each m′′ ∈ M , we
have m′′ P g = gm0,m′′ ▷m and hence
m′′ P g = a ⇐⇒ m′′ P g = m′ P g
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⇐⇒ g−1m0,m′gm0,m′′ ▷m = m
⇐⇒ g−1m0,m′gm0,m′′ ∈ Gm
⇐⇒ gm0,m′′ ∈ gm0,m′Gm.
Moreover, for each m′′ and each m′′′ ∈ M with m′′ ̸= m′′′, we have
gm0,m′′ ̸= gm0,m′′′ . Thus,
|(_ P g)−1(a)| = |{m′′ ∈M | m′′ P g = a}|




Therefore, because (_ P g)−1(A) = ⋃a∈A(_ P g)−1(a), we have |(_ P
g)−1(A)| ≤ |G0| · |A|. ■
Definition 4.1.15. The group G acts on ℓ∞(M) on the left by
⊩ : G× ℓ∞(M)→ ℓ∞(M), left group action ⊩
of G on ℓ∞(M)
(g, f) 7→ [m 7→ f(g−1 ▷m)]. □
Lemma 4.1.16. Let G0 be finite. The quotient set G/G0 kind of semi-
acts on ℓ∞(M) on the right by








such that, for each tuple (f , g) ∈ ℓ∞(M)×G/G0, we have ∥f ⊩g∥∞ ≤
|G0| · ∥f∥∞. □
Proof. Let g ∈ G/G0. Furthermore, let f ∈ ℓ∞(M). Moreover, let
m ∈ M . Because G0 is finite, according to lemma 4.1.14, we have











= |(_ P g)−1(m)| · ∥f∥∞
≤ |G0| · ∥f∥∞.
Therefore, f ⊩g ∈ ℓ∞(M), ∥f ⊩g∥∞ ≤ |G0| · ∥f∥∞, and ⊩is well-
defined. ■
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Remark 4.1.17. In the situation of remark 4.1.7, we have ⊩: (f , g) 7→
[m 7→ f(m · g−1)]. Hence, ⊩is the right group action of G on RG as
defined in paragraph 5 of section 4.3 in [CC10]. □
Lemma 4.1.18. Let G0 be finite and let g be an element of G/G0. The
map _ ⊩g is linear, continuous, and non-negativity preserving. □
Proof. Linearity follows from linearity of summation, continuity fol-
lows from linearity and ∥_ ⊩g∥∞ ≤ |G0| · ∥_∥∞, and non-negativity pre-
servation follows from non-negativity preservation of summation. ■
Lemma 4.1.19. Let ν be a mean on M . Then, ν ∈ ℓ∞(M)∗ and
∥ν∥ℓ∞(M)∗ = 1. In particular, ν is continuous. □
Proof. Compare proposition 4.1.7 in [CC10]. ■
Definition 4.1.20. The group G acts on ℓ∞(M)∗ on the left by
⊩⊨ : G× ℓ∞(M)∗ → ℓ∞(M)∗,left group action ⊩⊨
of G on ℓ∞(M)∗
(g,ψ) 7→ [f 7→ ψ(g−1 ⊩ f)],
such that G ⊩⊨MS(M) ⊆MS(M). □
Definition 4.1.21. Let G0 be finite. The quotient set G/G0 kind of
semi-acts on ℓ∞(M)∗ on the right by




(ψ, g) 7→ [f 7→ ψ(f ⊩g)]. □
Proof. Let ψ ∈ ℓ∞(M )∗ and let g ∈ G/G0. Then, ψ ⊩⊨g = ψ ◦ (_ ⊩g).
Because ψ and _ ⊩g are linear and continuous, so is ψ ⊩⊨g. ■
Definition 4.1.22. LetG0 be finite and let ψ be an element of ℓ∞(M)∗.
It is called ⊩⊨-invariant if and only if, for each element g ∈ G/G0 and⊩⊨-invariant
each function f ∈ ℓ∞(M), we have (ψ ⊩⊨g)(f) = ψ(f). □
Remark 4.1.23. In the situation of remark 4.1.17, we have ⊩⊨: (ψ, g) 7→
[f 7→ ψ(f ⊩g]. Except for g not being inverted, this is the right group
action of G on ℓ∞(G)∗ as defined in paragraph 6 of section 4.3 in
[CC10]. Hence, being ⊩⊨-invariant is the same as being right-invariant
as defined in paragraph 3 of section 4.4 in [CC10]. □
Remark 4.1.24 (Finite). If the set M is finite, then the map
ν : ℓ∞(M)→ R,
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is a ⊩⊨-invariant and ⊩⊨-invariant mean on M , where µ is the finitely
additive probability measure of remark 4.1.8. Note that ν is the integral
on ℓ∞(M) induced by µ, that, for each function f ∈ ℓ∞(M), we have
f =
∑
r∈R r ·1f−1(r), and that, for each subset A ofM , we have µ(A) =
ν(1A). □
Proof. The map ν is linear, normalised and non-negativity preserving.
Thus, it is a mean on M . Moreover, for each element g ∈ G and each
function f ∈ ℓ∞(M), because the map g ▷_ is bijective,




















And, for each element g ∈ G/G0 and each function f ∈ ℓ∞(M), be-
cause M = ⋃· m∈M (_ P g)−1(m),






















Hence, the mean ν is ⊩⊨-invariant and ⊩⊨-invariant.
Alternatively, we can deduce that ν is ⊩⊨-invariant from the ⊨-semi-
invariance of µ in a way that generalises to the non-finite case with
the axiom of choice (compare lemma 4.2.6 and theorem 4.2.7). Let g
be an element of G/G0 and let f be a function of ℓ∞(M). Because
|(_ P g)−1(m)| ≤ |G0|, for m ∈ M , (in other words, the map _ P g is
(≤ |G0|)-to-1), there is a partition {Mk}k∈{1,2,...,|G0|} of M such that,










r · 1f−1(r)∩Mk .






r · (ν ⊩⊨g)(1f−1(r)∩Mk).
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Let r be a real number and let k be an index of {1, 2, . . . , |G0|}. Then,
because _ P g is injective on f−1(r) ∩Mk, we have 1f−1(r)∩Mk ⊩g =
1f−1(r)∩MkPg. Hence, by definition of ν and because µ is ⊨-semi-invariant,
(ν ⊩⊨g)(1f−1(r)∩Mk) = ν(1f−1(r)∩MkPg)
= µ(f−1(r) ∩Mk P g)
= µ(f−1(r) ∩Mk)
= ν(1f−1(r)∩Mk).






r · ν(1f−1(r)∩Mk) = ν(f). ■
Remark 4.1.25 (Infinite). If the set M is infinite, then, for each finite
subset F of M , the map
νF : ℓ∞(M)→ R,






r · µF (f−1(r)),
is a mean onM that is neither ⊩⊨-invariant nor ⊩⊨-invariant, where µF is
the finitely additive probability measure of remark 4.1.9. Nevertheless,
for certain cell spaces over M , there is a net {Fi}i∈I of finite subsets
of M such that the net {νFi}i∈I converges in a weak sense to a ⊩⊨-
invariant or ⊩⊨-semi-invariant mean on M . However, even on Z, there
is no explicit formula for that mean. This construction is used in the
subproof a implies b of main theorem 4.5.4. □
Theorem 4.1.26. The map
Φ : MS(M)→ PM(M),map Φ from
MS(M) to
PM(M) ν 7→ [A 7→ ν(1A)],
is bijective. □
Proof. Compare theorem 4.1.8 in [CC10]. ■
Theorem 4.1.27. The set MS(M) is a convex and compact subset of
ℓ∞(M)∗ equipped with the weak-∗ topology. □
Proof. Compare theorem 4.2.1 in [CC10]. ■
4.2 right amenability
contents. In definition 4.2.2 we introduce the notion of right
amenability using finitely additive probability measures. And in the-
orem 4.2.7 we characterise right amenability of cell spaces with finite
stabilisers using means.
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Definition 4.2.1. Let (M ,G, ▷) be a left group set. It is called left left amenable
amenable if and only if there is a ⊨-invariant finitely additive probability
measure on M . □
Definition 4.2.2. Let M = (M ,G, ▷) be a left-homogeneous space.
It is called right amenable if and only if there is a coordinate system right-amenable
left-homogeneous
space
K = (m0, {gm0,m}m∈M ) for M such that there is a ⊨-semi-invariant
finitely additive probability measure onM , in which case the cell space
R = (M,K) is called right amenable. □ right-amenable cell
space
Remark 4.2.3. In the situation of remark 4.1.7, being right amenable
is the same as being amenable as defined in definition 4.4.5 in [CC10].
□
In the remainder of this section, letR = ((M ,G, ▷), (m0, {gm0,m}m∈M ))
be a cell space such that the stabiliser G0 of m0 under ▷ is finite.
The (kind of) right semi-actions P and ⊩are compatible in the sense
given in
Lemma 4.2.4. Let g be an element of G/G0 and let A be a subset of
M such that the map _P g is injective on A. Then, 1APg = 1A ⊩g. □
Proof. For each m ∈M , because _ P g is injective on A,
1APg(m) =
{
1, if m ∈ A P g,
0, otherwise,







In conclusion, 1APg = 1A ⊩g. ■
Simple functions approximate bounded functions arbitrarily good as
stated in
Lemma 4.2.5. The vector space
E(M ) = {f : M → R | f(M) is finite} (= span{1A | A ⊆M}) E(M)
is dense in the Banach space (ℓ∞(M), ∥_∥∞). □
Proof. Compare lemma 4.1.9 in [CC10]. ■
For a mean, being invariant at certain indicator functions is sufficient
for being invariant everywhere, which is shown in
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Lemma 4.2.6. Let ψ be an element of ℓ∞(M)∗ such that, for each
element g ∈ G/G0 and each subset A of M such that the map _ P g
is injective on A, we have (ψ ⊩⊨g)(1A) = ψ(1A). The map ψ is ⊩⊨-
invariant. □
Proof. Let g ∈ G/G0.
First, let A ⊆M . Moreover, let m ∈M . According to lemma 4.1.14,
we have km = |(_ P g)−1(m)| ≤ |G0|. Hence, there are pairwise
distinct mm,1, mm,2, . . . , mm,km ∈ M such that (_ P g)−1(m) =
{mm,1,mm,2, . . . ,mm,km}. For each i ∈ {1, 2, . . . , |G0|}, put
Ai = {mm,i | m ∈M , km ≥ i} ∩A.
Because, for each m ∈ M and each m′ ∈ M such that m ̸= m′, we
have (_P g)−1(m)∩ (_P g)−1(m′) = ∅, the sets A1, A2, . . . , A|G0| are
pairwise disjoint and the map _ P g is injective on each of these sets.
Moreover, because ⋃m∈M (_ P g)−1(m) = M , we have ⋃|G0|i=1 Ai = A.
Therefore, 1A =
∑|G0|
i=1 1Ai . Thus, because ψ ⊩⊨g and ψ are linear,














Therefore, ψ ⊩⊨g = ψ on the set of indicator functions. Thus, because
the indicator functions span E(M), and ψ ⊩⊨g and ψ are linear, ψ ⊩⊨g =
ψ on E(M). Hence, because E(M) is dense in ℓ∞(M), and ψ ⊩⊨g
and ψ are continuous, ψ ⊩⊨g = ψ on ℓ∞(M). In conclusion, ψ is ⊩⊨-
invariant. ■
A characterisation of right amenability by means is given in
Theorem 4.2.7. The cell space R is right amenable if and only if there
is a ⊩⊨-invariant mean on M . □
Proof. Let Φ be the map in theorem 4.1.26.
First, let R be right amenable. Then, there is ⊨-semi-invariant fi-
nitely additive probability measure µ on M . Put ν = Φ−1(µ). Then,
for each g ∈ G/G0 and each A ⊆ M such that _ P g is injective on A,
according to lemma 4.2.4,
(ν ⊩⊨g)(1A) = ν(1A ⊩g) = ν(1APg) = µ(A P g) = µ(A) = ν(1A).
Thus, according to lemma 4.2.6, the mean ν is ⊩⊨-invariant.
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Secondly, let there be a ⊩⊨-invariant mean ν on M . Put µ = Φ(ν).
Then, for each g ∈ G/G0 and each A ⊆M such that _ P g is injective
on A, according to lemma 4.2.4,
(µ ⊨g)(A) = µ(A P g) = ν(1APg) = ν(1A ⊩g) = ν(1A) = µ(A).
Hence, µ is ⊨-semi-invariant. ■
4.3 right følner nets
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space.
contents. In definition 4.3.1 we introduce right Følner nets, and
in theorem 4.3.5 we give a necessary and sufficient condition for the
existence of such nets. In the case that the stabiliser G0 is finite, in
theorem 4.3.9 we characterise right Følner nets, in corollary 4.3.10 we
give another necessary and sufficient condition for the existence of such
nets, and in theorem 4.3.11 we show that being a right Følner net does
not depend on the choice of coordinate system.
Definition 4.3.1. Let {Fi}i∈I be a net in {F ⊆ M | F ̸= ∅,F finite}
indexed by (I,≤). It is called right Følner net in R indexed by (I,≤) right Følner net
{Fi}i∈I in R
indexed by (I,≤)
if and only if
∀ g ∈ G/G0 : lim
i∈I
|Fi∖ (_ P g)−1(Fi)|
|Fi| = 0. □
Remark 4.3.2. In the situation of remark 4.1.7, for each element g ∈ G
and each index i ∈ I, we have (_ P g)−1(Fi) = Fi · g−1. Hence, right
Følner nets in R are exactly right Følner nets for G as defined in the
first paragraph after definition 4.7.2 in [CC10]. □
Remark 4.3.3 (Finite). If the set M is finite, then the constant se-
quence {M}k∈N0 is a right Følner net in R. □
The necessary and sufficient conditions for the existence of right Føl-
ner nets that are given in theorem 4.3.5 and corollary 4.3.10 follow
directly from
Lemma 4.3.4. Let V be a set, let W be a set, and let Ψ be a map from
V ×W to R. There is a net {vi}i∈I in V indexed by (I,≤) such that
∀w ∈W : lim
i∈I
Ψ(vi,w) = 0, (4.1)
if and only if, for each finite subset Q of W and each positive real
number ε ∈ R>0, there is an element v ∈ V such that
∀ q ∈ Q : Ψ(v, q) < ε. (4.2)
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Proof. First, let there be a net {vi}i∈I in V indexed by (I,≤) such
that equation (4.1) holds. Furthermore, let Q be a finite subset of W
and let ε ∈ R>0. Because equation (4.1) holds, for each q ∈ Q, there is
an iq ∈ I such that,
∀ i ∈ I : (i ≥ iq =⇒ Ψ(vi, q) < ε).
Because (I,≤) is a directed set and Q is finite, there is an i ∈ I such
that, for each q ∈ Q, we have i ≥ iq. Put v = vi. Then, equation (4.2)
holds.
Secondly, for each finite Q ⊆ W and each ε ∈ R>0, let there be a
v ∈ V such that equation (4.2) holds. Furthermore, let
I = {Q ⊆W | Q is finite} ×R>0
and let ≤ be the preorder on I given by
∀(Q, ε) ∈ I ∀(Q′, ε′) ∈ I : (Q, ε) ≤ (Q′, ε′) ⇐⇒ Q ⊆ Q′ ∧ ε ≥ ε′.
For each (Q, ε) ∈ I and each (Q′, ε′) ∈ I, the element (Q∪Q′, min(ε, ε′))
of I is an upper bound of (Q, ε) and of (Q′, ε′). Hence, (I,≤) is a dir-
ected set.
By precondition, for each i = (Q, ε) ∈ I, there is a vi ∈ V such that
∀ q ∈ Q : Ψ(vi, q) < ε.
Let w ∈W and let ε0 ∈ R>0. Put i0 = ({w}, ε0). For each i = (Q, ε) ∈
I with i ≥ i0, we have w ∈ Q and ε ≤ ε0. Hence,
∀ i ∈ I : (i ≥ i0 =⇒ Ψ(vi,w) < ε0).
Therefore, {vi}i∈I is a net in V indexed by (I,≤) such that equa-
tion (4.1) holds. ■
Theorem 4.3.5. There is a right Følner net in R if and only if, for
each finite subset E of G/G0 and each positive real number ε ∈ R>0,
there is a non-empty and finite subset F of M such that
∀ e ∈ E : |F ∖ (_ P e)−1(F )||F | < ε. □
Proof. This is a direct consequence of lemma 4.3.4 with
Ψ : {F ⊆M | F ̸= ∅,F finite} ×G/G0 → R,
(F , g) 7→ |F ∖ (_ P g)−1(F )||F | . ■
In the proof of theorem 4.3.9, the upper bound given in lemma 4.3.8
is essential, which itself follows from the upper bound given in lemma
4.1.14 and the inclusion given in lemma 4.3.7, which in turn follows
from the equality given in lemma 4.3.6.
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Lemma 4.3.6. Let m be an element of M , and let g be an element of
G/G0. There is an element g ∈ g such that
∀ g′ ∈ G/G0 : (m P g) P g′ = m P g · g′,
in particular, for said g ∈ g, we have (m P g) P g−1G0 = m. □
Proof. There is a g ∈ G such that gG0 = g. Moreover, because P is
a semi-action with defect G0, there is a g0 ∈ G0 such that
∀ g′ ∈ G/G0 : (m P gG0) P g′ = m P g · (g−10 · g′).
Because g · (g−10 · g′) = gg−10 · g′ and gg−10 ∈ g, the statement holds. ■
Lemma 4.3.7. Let A and A′ be two subsets of M , and let g and g′ be
two elements of G/G0. Then, for each element m ∈ (_ P g)−1(A)∖
(_ P g′)−1(A′),
m P g ∈ ⋃
g∈g
A∖ (_ P g−1 · g′)−1(A′)
and
m P g′ ∈ ⋃
g′∈g′
(_ P (g′)−1 · g)−1(A)∖A′. □
Proof. Let m ∈ (_ P g)−1(A) ∖ (_ P g′)−1(A′). Then, m P g ∈ A
and m P g′ /∈ A′. According to lemma 4.3.6, there is a g ∈ g and a
g′ ∈ g′ such that (mP g) P g−1 · g′ = mP g′ /∈ A′ and (mP g′) P (g′)−1 ·
g = m P g ∈ A. Hence, m P g /∈ (_ P g−1 · g′)−1(A′) and m P g′ ∈
(_ P (g′)−1 · g)−1(A). Therefore, m P g ∈ A∖ (_ P g−1 · g′)−1(A′) and
m P g′ ∈ (_ P (g′)−1 · g)−1(A)∖A′. In conclusion, m P g ∈ ⋃g∈gA∖
(_ P g−1 · g′)−1(A′) and m P g′ ∈ ⋃g′∈g′(_ P (g′)−1 · g)−1(A)∖A′. ■
Lemma 4.3.8. Let G0 be finite, let F and F ′ be two finite subsets of
M , and let g and g′ be two elements of G/G0. Then,




g∈g |F ∖ (_ P g−1 · g′)−1(F ′)|,
|G0|2 ·max
g′∈g′
|(_ P (g′)−1 · g)−1(F )∖ F ′|. □
Proof. Put A = (_ P g)−1(F )∖ (_ P g′)−1(F ′). For each g ∈ g, put
Bg = F ∖ (_P g−1 · g′)−1(F ′). For each g′ ∈ g′, put B′g′ = (_P (g′)−1 ·
g)−1(F )∖ F ′.







are well-defined. Moreover, for each m ∈ M , ac-
cording to lemma 4.1.14, we have |(_ P g)−1(m)| ≤ |G0| and |(_ P
g′)−1(m)| ≤ |G0|. Therefore, because |g| = |G0|,
|A| ≤ |G0| · |
⋃
g∈g
Bg| ≤ |G0| ·
∑
g∈g
|Bg| ≤ |G0|2 ·max
g∈g |Bg|
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and analogously
|A| ≤ |G0|2 ·max
g′∈g′
|B′g′ |. ■
A characterisation of right Følner nets is given in
Theorem 4.3.9. Let G0 be finite and let {Fi}i∈I be a net in {F ⊆M |
F ̸= ∅,F finite} indexed by (I,≤). The net {Fi}i∈I is a right Følner
net in R if and only if
∀ g ∈ G/G0 : lim
i∈I
|(_ P g)−1(Fi)∖ Fi|
|Fi| = 0. (4.3)
Proof. Let g ∈ G/G0. Furthermore, let i ∈ I. Because Fi = (_ P
G0)−1(Fi), according to lemma 4.3.8,
|(_ P g)−1(Fi)∖ Fi| ≤ |G0|2 ·max
g∈g |Fi∖ (_ P g−1G0)−1(Fi)|
and
|Fi∖ (_ P g)−1(Fi)| ≤ |G0|2 ·max
g∈g |(_ P g−1G0)−1(Fi)∖ Fi|.




|(_ P g)−1(Fi)∖ Fi|
|Fi| = 0;
and, if equation (4.3) holds, then
lim
i∈I
|Fi∖ (_ P g)−1(Fi)|
|Fi| = 0.
In conclusion, {Fi}i∈I is a right Følner net in R if and only if equa-
tion (4.3) holds. ■
Necessary and sufficient conditions for the existence of right Følner
nets are given in
Corollary 4.3.10. Let G0 be finite. There is a right Følner net in R
if and only if, for each finite subset E of G/G0 and each positive real
number ε ∈ R>0, there is a non-empty and finite subset F of M such
that
∀ e ∈ E : |(_ P e)−1(F )∖ F ||F | < ε. □
Proof. This is a direct consequence of theorem 4.3.9 and lemma 4.3.4
with
Ψ : {F ⊆M | F ̸= ∅,F finite} ×G/G0 → R,
(F , g) 7→ |(_ P g)−1(F )∖ F ||F | . ■
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That being a right Følner net does not depend on the choice of co-
ordinate system is shown in
Theorem 4.3.11. LetM = (M ,G, ▷) be a left-homogeneous space with
finite stabilisers, let K = (m0, {gm0,m}m∈M ) and K′ = (m′0, {g′m′0,m}m∈M )
be two coordinate systems for M, and let F = {Fi}i∈I be a net in
{F ⊆ M | F ̸= ∅,F finite} indexed by (I,≤). The net F is a right
Følner net in (M,K) if and only if it is one in (M,K′). □
Proof. First, let F be a right Følner net in (M,K). Furthermore, let
g be an element of G such that g ▷ m0 = m′0, let g′ be an element of
G/G′0 and let i be an index of I. Then, according to lemma 1.5.5,
∀m ∈M ∃ g0 ∈ G0 : m P′ g′ = m P g0 · (g−1 ⊙ g′).
Thus,
(_ P′ g′)−1(Fi) ⊆ ⋃
g0∈G0
(_ P g0 · (g−1 ⊙ g′))−1(Fi),
in particular,
(_ P′ g′)−1(Fi)∖ Fi ⊆ ⋃
g0∈G0
(_ P g0 · (g−1 ⊙ g′))−1(Fi)∖ Fi.
Hence, because the stabiliser G0 is finite,
|(_ P′ g′)−1(Fi)∖ Fi| ≤ ∑
g0∈G0
|(_ P g0 · (g−1 ⊙ g′))−1(Fi)∖ Fi|.





In conclusion, the net F is a right Følner net in (M,K′).
Secondly, let F be a right Følner net in (M,K′). It follows as above
that F is a right Følner net in (M,K). ■
Example 4.3.12 (Lattice). Let M be the two-dimensional integer lat-
tice Z2, let S2 be the symmetric group on {1, 2}, let V be the multiplic-
ative group {−1, 1}, let φ be the group homomorphism S2 → Aut(V 2),
π 7→ [(v1, v2) 7→ (vπ(1), vπ(2))], let V 2 ⋊φ S2 be the outer semi-direct
product of S2 acting on V 2 by φ, let ψ be the group homomorphism
V 2 ⋊φ S2 → Aut(Z2), ((v1, v2),π) 7→ [(t1, t2) 7→ (v1 · tπ(1), v2 · tπ(2))],
let G = Z2⋊ψ (V 2⋊φ S2) be the outer semi-direct product of V 2⋊φ S2
acting on Z2 by ψ, and let ▷ be the transitive left group action of G on
M by (((t1, t2), ((v1, v2),π)), (z1, z2)) 7→ (t1 + v1 · zπ(1), t2 + v2 · zπ(2)).
The triple M = (M ,G, ▷) is a left-homogeneous space.
The group G encodes the symmetries of the latticeM , more precisely,
the component Z2 encodes the translational symmetries and the com-
ponent V 2 × S2 the reflectional and rotational ones that stabilise the
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origin. For example, the element ((4, 2), ((−1, 1), id)) encodes the re-
flection about the x-axis, followed by a translation by (4, 2); the element
((0, 0), ((1, 1), (1 2))) encodes the reflection about the line through the
origin of slope 1; and the element ((0, 0), ((−1, 1), (1 2))) encodes the
anticlockwise rotation about the origin through 90°, where the permuta-
tion (1 2), written in cycle notation, is the transposition that swaps 1
and 2. The symmetry group of M is the group {g ▷_ | g ∈ G} under
composition, which is isomorphic to G.
Let m0 be the origin (0, 0) and, for each point m ∈ M , let gm0,m
be the translation (m, ((1, 1), id)). The tuple K = (m0, {gm0,m}m∈M )
is a coordinate system for M. The stabiliser G0 of m0 under ▷ is the
set {(0, 0)}× (V 2×S2), the quotient group G/G0 is isomorphic to the
group Z2 by (t, ((v1, v2),π))G0 7→ t, and, under this isomorphism,
the right quotient group semi-action P of G/G0 on M is the map
M ×Z2 →M , (z, t) 7→ z + t.
The cell space R = (M,K) is finitely and symmetrically right gen-
erated by S = {(−1, 0), (0,−1), (0, 1), (1, 0)}. The S-metric d, the
S-length |_| = d(m0,_), the S-balls B(. . . ), and the S-spheres S(. . . )
are restrictions of the corresponding notions on R2 with respect to the
taxicab metric on R2. The balls BR2(. . . ) and spheres SR2(. . . ) in-
duced by the taxicab metric on R2 are diamonds, that is, filled and
unfilled squares with sides oriented at 45° to the coordinate axes.
The former notions will be rigorously introduced in chapter 6. In
the present situation, the S-metric is the graph metric on the S-Cayley
graph of Z2, the S-length is the distance to the origin, for each cell
m ∈M and each integer ρ, the S-ball B(m, ρ) and S-sphere S(m, ρ) of
radius ρ centred at m are the sets of points whose distances to m are
not greater than and, respectively, equal to ρ, and we write B(ρ) and
S(ρ) for the balls and spheres centred at the origin.
Let t be an element ofZ2. For each non-negative integer ρ, the preim-
age (_ P t)−1(B(ρ)) is the ball B(−t, ρ) and the complement B(ρ)∖
(_ P t)−1(B(ρ)) is included in the thickened sphere B(ρ)∖B(ρ− |t|)
(see figure 4.3.1 for the case that t = (−1, 0)). Because the size of the
latter grows linearly in ρ, the sequence (B(ρ)∖ (_ P t)−1(B(ρ)))ρ∈N0
grows linearly in size (in the case that t = (−1, 0), it grows in size like
(2ρ+ 1)ρ∈N0). Moreover, the sequence (B(ρ))ρ∈N0 grows polynomially
in size, more precisely, it grows in size like (2ρ(ρ+ 1) + 1)ρ∈N0 . Hence,
the quotient |B(ρ)∖ (_P t)−1(B(ρ))|/|B(ρ)| converges to 0 as ρ tends
to ∞. Therefore, the sequence (B(ρ))ρ∈N0 is a right Følner net in R.
□
Example 4.3.13 (Tree). Let M be the vertices of the uncoloured {a, b,
a−1, b−1}-Cayley graph of the free group F2 over {a, b}, where a ̸= b,
let ς be the group automorphism from F2 to F2 determined by a 7→ b
and b 7→ a−1, let R be the cyclic group {0, 90, 180, 270} under addition
modulo 360, let φ be the group homomorphism R → Aut(F2), r 7→
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(a) ρ = 1
x
y
(b) ρ = 2
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(c) ρ = 3
Figure 4.3.1: In each subfigure, the whole space is R2, the grid points are elements of M = Z2, the
grid points in the region enclosed by the diamond with solid border are the elements
of B(ρ), the grid points in the region enclosed by the diamond with dashed border are
the elements of (_ P (−1, 0))−1(B(ρ)), and the dots are the elements of B(ρ)∖ (_ P
(−1, 0))−1(B(ρ)), for the respective ρ ∈ {1, 2, 3}.
ςr/90, let G = F2 ⋊φ R be the outer semi-direct product of R acting
on F2 by φ, and let ▷ be the transitive left group action of G on M by
((f , r),m) 7→ f ·φ(r)(m). The triple M = (M ,G, ▷) is a left-homoge-
neous space.
The group G encodes some graph automorphisms of M , more pre-
cisely, the component F2 encodes the translational automorphisms and
the component R the rotational ones that stabilise the origin. For ex-
ample, the element (ab−1, 90) encodes the anticlockwise rotation about
the origin through 90°, followed by a translation by ab−1, which is the
anticlockwise rotation about a through 90°; see figure 4.3.2 for further
examples. In general, for each vertex m ∈M and each angle r ∈ R, the
anticlockwise rotation about m through r°, is the graph automorphism
m · φ(r)(m−1 ·_) = m · (φ(r)(m))−1 · φ(r)(_), which is encoded by
(m, 0) · (eF2 , r) · (m−1, 0) = (m · (φ(r)(m))−1, r). The map g 7→ g ▷_
embeds the group G into the graph-automorphism group of M .
Let m0 be the neutral element eF2 of F2 and, for each vertex m ∈M ,
let gm0,m be the translation (m, 0). The tuple K = (m0, {gm0,m}m∈M )
is a coordinate system forM. The stabiliser G0 ofm0 under ▷ is the set
{eF2} ×R, the quotient group G/G0 is isomorphic to the group F2 by
(f , r)G0 7→ f , and, under this isomorphism, the right quotient group
semi-action P of G/G0 on M is the map M ×F2 →M , (m, f) 7→ m · f .
The cell space R = (M,K) is finitely and symmetrically right gen-
erated by S = {a, b, a−1, b−1}. The uncoloured S-Cayley graph of R is
equal to the uncoloured S-Cayley graph of F2. Hence, the S-metric d is
identical to the S-word metric on F2 and the S-length |_| = d(m0,_)
is identical to the S-word norm on F2. And, for each element m ∈ M
and each integer ρ, the sets B(m, ρ) = {m′ ∈ M | d(m,m′) ≤ ρ} and
S(m, ρ) = {m′ ∈ M | d(m,m′) = ρ} are the ball and sphere of radius
ρ centred at m, and we denote B(m0, ρ) by B(ρ) and S(m0, ρ) by S(ρ).
The former notions will be rigorously introduced in chapter 6.
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Figure 4.3.2: The same part of the uncoloured {a, b, a−1, b−1}-Cayley graph of F2 is depicted six
times, each time the vertex in the centre is the neutral element eF2 , the arrows of the
form 7→ are translations, rotations, or their compositions, and the different line styles
illustrate which vertices are mapped to which vertices.















(c) ρ = 3
Figure 4.3.3: In each subfigure, the same part of the uncoloured right {a, b, a−1, b−1}-Cayley graph
of F2 is depicted, the vertex in the centre is the neutral element eF2 , the vertices
that are adjacent to solid edges are the elements of B(ρ), the vertices in the region
enclosed by the dashed lineation are the elements of (_P a−1)−1(B(ρ)) (note that this
lineation is not depicted in the case that ρ = 3), and the dots are the elements of
B(ρ)∖ (_P a−1)−1(B(ρ)), for the respective ρ ∈ {1, 2, 3}. Note that in a right Cayley
graph, for each element f ∈ F2 and each generator s ∈ {a, b, a−1, b−1}, there is an edge
from f to sf .
For each non-negative integer ρ, the preimage (_ P a−1)−1(B(ρ)) is
the set B(ρ) · a, which is not the ball B(a, ρ) in the left {a, b, a−1, b−1}-
Cayley graph of F2, but it is in the right one. The sequence (B(ρ)∖
(_ P a−1)−1(B(ρ)))ρ∈N0 grows exponentially in size, more precisely, it
grows in size like (3ρ)ρ∈N0 (see figure 4.3.3). Moreover, the sequence
(B(ρ))ρ∈N0 also grows exponentially in size, more precisely, it grows
in size like (∑ρϱ=0|S(ϱ)|)ρ∈N0 = (2 · 3ρ − 1)ρ∈N0 . Hence, the quotient
|B(ρ)∖ (_ P a−1)−1(B(ρ))|/|B(ρ)| converges to 1/2 as ρ tends to ∞.
Therefore, neither the sequence (B(ρ))ρ∈N0 nor any of its subsequences
is a right Følner net in R. Actually, as we will see, the cell space R is
not right amenable and hence there is no right Følner net in R. □
4.4 right paradoxical decompositions
In this section, let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space.
Definition 4.4.1. Let A and A′ be two sets. The set A∪A′ is denoted
by A∪· A′ if and only if the sets A and A′ are disjoint. □ disjoint union
A∪· A′
Definition 4.4.2. Let E be a finite subset of G/G0, and let {Ae}e∈E
and {Be}e∈E be two families of subsets of M indexed by E such that,
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ition of R. □
Remark 4.4.3. In the situation of remark 4.1.7, for each element g ∈ G,
the map _ P g is injective. Hence, right paradoxical decompositions of
R are the same as right paradoxical decompositions of G as defined in
definition 4.8.1 in [CC10]. □
Example 4.4.4 (Tree). In the situation of example 4.3.13, let A+ and
A− be the sets of the elements of M whose reduced form ends with
a and a−1 respectively, let B+ be the set of the elements of M whose
reduced form ends with b or is b−n for some n ∈N0, and let B− be the
set of the elements of M whose reduced form ends with b−1 but is not
b−n for any n ∈ N+. Furthermore, let E = {eF2 , a, b}, let AeF2 = A−,
let Aa = A+ · a−1, let Ab = ∅, let BeF2 = B−, let Ba = ∅, and let
Bb = B
+ · b−1. The set Aa is the set of the elements of M whose
reduced form does not end with a−1 and the set Bb is the set of the
elements of M whose reduced form does not end with b−1 or is b−n for
some n ∈N0. The triple (E, {Ae}e∈E , {Be}e∈E) is a right paradoxical
decomposition of R (see figure 4.4.1; compare example 4.8.2 in [CC10]).
□
A right paradoxical decomposition of M is one of 1M in the sense
given in
Lemma 4.4.5. Let G0 be finite and let (E, {Ae}e∈E , {Be}e∈E) be a right














Proof. This is a direct consequence of definition 4.4.2 and lemma 4.2.4.
■
4.5 tarski’s and følner’s theorem
In this section, let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space
such that the stabiliser G0 of m0 under ▷ is finite.
contents. In lemmata 4.5.1 to 4.5.3 we show some technical prop-
erties that are used in the proof of the Tarski-Følner theorem 4.5.4,
which states for a cell space that right amenability, the existence of a
right Følner net, and the non-existence of a right paradoxical decom-
position are equivalent. The analogous statement for left-homogeneous
spaces is given in corollary 4.5.7.
Lemma 4.5.1. Let g be an element of G/G0. The map _ ⊩⊨g is con-
tinuous, where ℓ∞(M)∗ is equipped with the weak-∗ topology. □





















Figure 4.4.1: In each subfigure, the same part of the right {a, b, a−1, b−1}-Cayley graph of F2 is
depicted and the vertex in the centre is the neutral element eF2 . Note that in a right
Cayley graph, for each element f ∈ F2 and each generator s ∈ {a, b, a−1, b−1}, there
is an edge from f to sf . The graph in figure 4.4.1a illustrates the partition of F2 by
AeF2 , Aa, and Ab = ∅; the one in figure 4.4.1b the partition by BeF2 , Ba = ∅, and Bb;
and the one in figure 4.4.1c the partition by AeF2 · eF2 , Aa · a, Ab · b = ∅, BeF2 · eF2 ,
Ba · a = ∅, and Bb · b.
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Proof. For each f ∈ ℓ∞(M), let evf be the evaluation map ℓ∞(M)∗ →
R, ψ 7→ ψ(f). Furthermore, let f ∈ ℓ∞(M). Then, for each ψ ∈
ℓ∞(M )∗,
(evf ◦(_ ⊩⊨g))(ψ) = evf (ψ ⊩⊨g) = (ψ ⊩⊨g)(f) = ψ(f ⊩g) = evf ⊩g(ψ).
Thus, evf ◦(_ ⊩⊨g) = evf ⊩g. Hence, because evf ⊩g is continuous, so is
evf ◦(_ ⊩⊨g). Therefore, according to lemma B.3.3, the map _ ⊩⊨g is
continuous. ■
Lemma 4.5.2. Let {νi}i∈I be a net in MS(M) such that, for each
element g ∈ G/G0, the net {(νi ⊩⊨g)− νi}i∈I converges to 0 in ℓ∞(M)∗
equipped with the weak-∗ topology. The cell space R is right amenable.
□
Proof. Let g ∈ G/G0. According to theorem 4.1.27, the setMS(M)
is compact in ℓ∞(M)∗ equipped with the weak-∗ topology. Hence,
there is a subnet {νij}j∈J of {νi}i∈I that converges to a ν ∈ MS(M).
Because, according to lemma 4.5.1, the map _ ⊩⊨g is continuous, the net
{(νij ⊩⊨g)− νij}j∈J converges to (ν ⊩⊨g)− ν in ℓ∞(M)∗. Because it is a
subnet of {(νi ⊩⊨g)− νi}i∈I , it also converges to 0 in ℓ∞(M)∗. Because,
according to lemma D.0.13, the space ℓ∞(M)∗ is Hausdorff, we have
(ν ⊩⊨g)− ν = 0 and hence ν ⊩⊨g = ν. Altogether, ν is a ⊩⊨-invariant
mean. In conclusion, according to theorem 4.2.7, the cell space R is
right amenable. ■
Lemma 4.5.3. Let m be an element of M , and let E and E′ be two
subsets of G/G0. There is a subset E′′ of G/G0 such that (m PE) P
E′ = m PE′′; if G0 ∈ E ∩E′, then G0 ∈ E′′; if E and E′ are finite,
then |E′′| ≤ |E| · |E′|; and if G0 ·E′ ⊆ E′, then E′′ = {g · e′ | e ∈ E, e′ ∈
E′, g ∈ e}. □
Proof. For each e ∈ E, according to lemma 4.3.6, there is a ge ∈ e
such that
∀ g ∈ G/G0 : (m P e) P g = m P ge · g.
Put E′′ = {ge · e′ | e ∈ E, e′ ∈ E′}. Then, (m P E) P E′ = m P E′′.
Moreover, if G0 ∈ E ∩ E′, then G0 = gG0 · G0 ∈ E′′; if E and E′
are finite, then |E′′| ≤ |E| · |E′|; and if G0 · E′ ⊆ E′, then E′′ is as
stated. ■
Main Theorem 4.5.4. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space such that the stabiliser G0 of m0 under ▷ is finite. The
following statements are equivalent:
a. The cell space R is not right amenable;
b. There is no right Følner net in R;
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c. There is a finite subset E of G/G0 such that G0 ∈ E and, for
each finite subset F of M , we have |F PE| ≥ 2|F |;
d. There is a 2-to-1 surjective map ϕ : M →M and there is a finite
subset E of G/G0 such that
∀m ∈M ∃ e ∈ E : ϕ(m) P e = m;
e. There is a right paradoxical decomposition of R. □
Proof. a implies b. Let there be a right Følner net {Fi}i∈I in R.
Furthermore, let i ∈ I. Put





Then, νi ∈MS(M). Moreover, let g ∈ G/G0 and let f ∈ ℓ∞(M).
Then,
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According to definition 4.3.1 and theorem 4.3.9, the nets {|(_ P
g)−1(Fi) ∖ Fi|/|Fi|}i∈I and {|Fi ∖ (_ P g)−1(Fi)|/|Fi|}i∈I con-
verge to 0. Hence, so does {|(νi ⊩⊨g− νi)(f)|}i∈I . Thus, the net
{νi ⊩⊨g− νi}i∈I converges to 0 in ℓ∞(M)∗ equipped with the weak-
∗ topology. Hence, according to lemma 4.5.2, the cell space R
is right amenable. In conclusion, by contraposition, if R is not
right amenable, then there is no right Følner net in R.
b implies c. Let there be no right Følner net in R. According to
theorem 4.3.5, there is a finite E1 ⊆ G/G0 and an ε ∈ R>0 such
that, for each non-empty and finite F ⊆ M , there is an eF ∈ E1
such that
|F ∖ (_ P eF )−1(F )|
|F | ≥ ε.
Put E2 = {G0} ∪E1.
Let F be a non-empty and finite subset of M . Then, F ⊆ F ∪
(F PE1) = F PE2. Thus,
|F PE2| − |F | = |(F PE2)∖ F |
= |(F PE1)∖ F |
≥ |(F P eF )∖ F |.
Moreover, according to lemma 4.1.14, we have |(_ P eF )−1((F P
eF )∖ F )| ≤ |G0| · |(F P eF )∖ F |. Hence,
|F PE2| − |F | ≥ |(_ P eF )−1((F P eF )∖ F )||G0| .
Therefore, because F ∖ (_ P eF )−1(F ) ⊆ (_ P eF )−1((F P eF )∖
F ),
|F PE2| − |F | ≥ |F ∖ (_ P eF )−1(F )||G0|
≥ ε|G0| |F |.
Put ξ = 1+ ε/|G0|. Then, |F PE2| ≥ ξ|F |. Because ε does not
depend on F , neither does ξ. Therefore, for each non-empty and
finite F ⊆M , we have |F PE2| ≥ ξ|F |.
Let F be a non-empty and finite subset of M . Because ξ > 1,
there is an n ∈N+ such that ξn ≥ 2. Hence,
|(((F PE2) P · · · ) PE2) PE2︸ ︷︷ ︸
n times
| ≥ ξ|((F PE2) P · · · ) PE2|
≥ · · ·
≥ ξn|F |
≥ 2|F |.
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Moreover, according to lemma 4.5.3, there is an E ⊆ G/G0 such
that E is finite, G0 ∈ E, and F PE = (((F PE2)P · · · )PE2)PE2.
In conclusion, |F PE| ≥ 2|F |.
c implies d (see figure 4.5.1). Let there be a finite E ⊆ G/
G0 such that, for each finite F ⊆ M , we have |F P E| ≥ 2|F |.
Furthermore, let G be the bipartite graph
(M ,M , {(m,m′) ∈M ×M | ∃ e ∈ E : m P e = m′}).
Moreover, let F be a finite subset ofM . The right neighbourhood
of F in G is
Nr(F ) = {m′ ∈M | ∃ e ∈ E : F P e ∋ m′} = F PE
and the left neighbourhood of F in G is
Nl(F ) = {m ∈M | ∃ e ∈ E : mP e ∈ F} = ⋃
e∈E
(_P e)−1(F ).
By precondition |Nr(F )| = |F PE| ≥ 2|F |. Moreover, because
G0 ∈ E, we have F = (_ P G0)−1(F ) ⊆ Nl(F ) and hence
|Nl(F )| ≥ |F | ≥ 2−1|F |. Therefore, according to the Hall harem
theorem E.4.6, there is a perfect (1, 2)-matching for G. In conclu-
sion, there is a 2-to-1 surjective map ϕ : M → M such that, for
each m ∈ M , the tuple (ϕ(m),m) is an edge in G, that is, there
is an e ∈ E such that ϕ(m) P e = m.
d implies e (see figure 4.5.2). Let there be a 2-to-1 surject-
ive map ϕ : M →M and a finite subset E of G/G0 such that
∀m ∈M ∃ e ∈ E : ϕ(m) P e = m.
By the axiom of choice, there are two injective maps ψ and
ψ′ : M → M such that, for each m ∈ M , we have ϕ−1(m) =
{ψ(m),ψ′(m)}. For each e ∈ E, let
Ae = {m ∈M | m P e = ψ(m)}
and let
Be = {m ∈M | m P e = ψ′(m)}.
Let m ∈ M . There is an e ∈ E such that ϕ(ψ(m)) P e = ψ(m).
Because ϕ(ψ(m)) = m, we have m ∈ Ae. And, because P is free,
for each e′ ∈ E ∖ {e}, we have m P e′ ̸= m P e = ψ(m) and thus
















{m ∈M | (m PE) ∩ F ̸= ∅}=
Nl(F ′)





Figure 4.5.1: Schematic representation of the set-up of the proof of c implies d of main theorem 4.5.4:
Each region enclosed by one of the two rectangles is M ; the regions enclosed by the
smaller circles with solid borders are subsets F and F ′ of M respectively; the regions
enclosed by the circles with dashed borders are m P E and m′ P E respectively; the
region enclosed by the circle with dotted border is
⋃
e′∈E(_ P e′)−1(m′); the regions
enclosed by the larger circles are Nr(F ) and Nl(F ′) respectively.




ψ(Ae) = Ae P e









Figure 4.5.2: Schematic representation of the set-up of the proof of d implies e of main the-
orem 4.5.4: Each region enclosed by one of the three columns, two with solid and
one with dashed border, is M ; the dot in the right column, called m, is an element
of M , and the two dots in the left column are its preimages under ϕ, which are its
images under ψ and ψ′; there are elements e and e′ of E such that m P e = ψ(m)
and m P e′ = ψ′(m), in other words, m ∈ Ae and m ∈ Be′ ; as depicted in the right
columns with solid and dashed borders, the families {Ae}e∈E and {Be′}e′∈E are par-
titions of M ; as depicted in the left column, the set {ψ(M ),ψ′(M )} is a partition
of M , the family {ψ(Ae)}e∈E = {Ae P e}e∈E is a partition of ψ(M ), and the family
{ψ′(Be′)}e′∈E = {Be′ P e′}e′∈E is a partition of ψ′(M ).
Moreover, ψ(Ae) = Ae P e and ψ′(Be) = Be P e. Hence, because


























Furthermore, because ψ and ψ′ are injective, for each e ∈ E, the
maps (_P e)↾Ae = ψ↾Ae and (_P e)↾Be = ψ′↾Be are injective. In
conclusion, (E, {Ae}e∈E , {Be}e∈E) is a right paradoxical decom-
position of R.
e implies a. Let there be a right paradoxical decomposition (E,
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Suppose that R is right amenable. Then, according to theorem
4.2.7, there is a ⊩⊨-invariant mean ν on M . Because ν is linear
and normalised,






















= ν(1M ) + ν(1M )
= 1+ 1
= 2,
which contradicts that 1 ̸= 2. In conclusion, R is not right ame-
nable. ■
Corollary 4.5.5 (Tarski alternative theorem; Alfred Tarski, 1938).
Let M be a left-homogeneous space with finite stabilisers. It is right
amenable if and only if there is a coordinate system K for M such that
there is no right paradoxical decomposition of (M,K). □
Corollary 4.5.6 (Theorem of Følner; Erling Følner, 1955). Let M
be a left-homogeneous space with finite stabilisers. It is right amenable
if and only if there is a coordinate system K for M such that there is
a right Følner net in (M,K). □
Corollary 4.5.7. Let M be a left-homogeneous space with finite sta-
bilisers. The following statements are equivalent:
a. The space M is right amenable;
b. For each coordinate system K for M, there is a ⊨-semi-invariant
finitely additive probability measure on M ;
c. For each coordinate system K forM, there is a ⊩⊨-invariant mean
on M ;
d. For each coordinate system K for M, there is a right Følner net
in (M,K);
e. For each coordinate system K forM, there is no right paradoxical
decomposition of (M,K). □
Proof. This is a direct consequence of theorem 4.3.11, theorem 4.2.7,
and main theorem 4.5.4. ■
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Remark 4.5.8. In the situation of remark 4.1.7, corollaries 4.5.5 and 4.5.6
constitute theorem 4.9.1 in [CC10]. □
Example 4.5.9 (Tree). In example 4.4.4 we constructed a right para-
doxical decomposition of R. Hence, according to main theorem 4.5.4,
the cell space R is not right amenable, there is a subset E of G/G0 as
in item c of main theorem 4.5.4, there is a map ϕ from M to M as in
item d of main theorem 4.5.4, and there are maps ψ and ψ′ from M
to M as in the subproof d implies e of main theorem 4.5.4. For the
right paradoxical decomposition we constructed, these sets and maps
can be given explicitly and we do so in the following.
The map
ϕ : M →M ,
m 7→

m, if m ∈ A− (= AeF2 ),
m · a−1, if m ∈ A+ (= Aa · a),
m, if m ∈ B− (= BeF2 ),
m · b−1, if m ∈ B+ (= Bb · b),
is well-defined, because the family {A−,A+,B−,B+} is a partition of
M ; it is 2-to-1 surjective, because it is bijective from A− ∪· A+ to M
as well as from B− ∪· B+ to M (see figure 4.5.3); and, for each cell
m ∈ M , there is an element e ∈ E such that ϕ(m) · e = m, because if
m ∈ A− ∪B−, then ϕ(m) · eF2 = m, if m ∈ A+, then ϕ(m) · a = m,
and if m ∈ B+, then ϕ(m) · b = m. Hence, the map ϕ satisfies the
properties of item d of main theorem 4.5.4.
The maps
ψ : M →M ,
m 7→
{
m, if m ∈ A− (= AeF2 ),
m · a, if m ∈ A+ · a−1 (= Aa),
and
ψ′ : M →M ,
m 7→
{
m, if m ∈ B− (= BeF2 ),
m · b, if m ∈ B+ · b−1 (= Bb),
are well-defined, because the families {A−,A+ · a−1} and {B−,B+ ·
b−1} are partitions of M ; they are injective, because the sets A− and
A+ as well as the sets B− and B+ are disjoint (see figure 4.5.4);
the family {ψ(M),ψ′(M)} is a partition of M , because the family
{A−,A+,B−,B+} is a partition of M ; for each cell m ∈ M , we have
ϕ−1(m) = {ψ(m),ψ′(m)}, as can be verified; and, for each element
e ∈ E, we have Ae = {m ∈ M | m · e = ψ(m)} and Be = {m ∈ M |
m · e = ψ′(m)}, as can be verified. Hence, the maps ψ and ψ′ are














Figure 4.5.3: The same part of the right {a, b, a−1, b−1}-Cayley graph of F2 is depicted two times,
where each time the vertex in the centre is the neutral element eF2 . The vertices of
the graph on the left enclosed by a contour are mapped by ϕ to the vertices of the
graph on the right enclosed by the contour with the same pattern and a similar shape.
As can be seen, the images of A− and A+ under ϕ are disjoint and cover M , and so
are and do the images of B− and B+. In other words, each vertex of the graph on
the right is enclosed by precisely two contours, where one encloses the vertices of the























Figure 4.5.4: In each subfigure, the same part of the right {a, b, a−1, b−1}-Cayley graph of F2 is
depicted two times, where each time the vertex in the centre is the neutral element eF2 ;
and the vertices of the graph on the right (or left) enclosed by a contour are mapped
by ψ or ψ′ (or ϕ) to the vertices of the graph on the left (or right) enclosed by the
contour with the same pattern and a similar shape. The map ψ maps ϕ(A−) to A−
and ϕ(A+) to A+, the map ψ′ maps ϕ(B−) to B− and ϕ(B+) to B+, and, as can be
seen, the images of ψ and ψ′ are disjoint and cover M .




















Figure 4.5.5: The same part of the right {a, b, a−1, b−1}-Cayley graph of F2 is depicted two times,
where each time the vertex in the centre is the neutral element eF2 . The vertices of the
graph on the right (or left) enclosed by a contour are mapped by _ · eF2 , _ · a, or _ · b
(or ϕ) to the vertices of the graph on the left (or right) enclosed by a contour with the
same pattern and a similar shape. The images A− · a, A+ · eF2 , B− · b, and B+ · eF2
are not depicted; all other images of A−, A+, B−, and A+ are depicted and, as can
be seen, they are pairwise disjoint, cover M , and each kind of contour from the right
graph occurs precisely twice in the left graph. It follows that k vertices are mapped by
_ ·E to at least 2k vertices, where k ∈N0.
the ones from the subproof d implies e of main theorem 4.5.4 that
correspond to ϕ.
The set E contains the neutral element eF2 and, for each finite subset
F of M , we have |F ·E| ≥ 2|F |, because F = (F ∩A−) ∪· (F ∩A+) ∪·
(F ∩B−)∪· (F ∩B+) and hence F ·E ⊇ ((F ∩A−) · eF2)∪· ((F ∩A−) ·
b)∪· ((F ∩A+) · a)∪· ((F ∩A+) · b)∪· ((F ∩B−) · eF2)∪· ((F ∩B−) · a)∪·
((F ∩B+) · a)∪· ((F ∩B+) · b) (see figure 4.5.5). Note that (F ∩A−) ·
eF2 = ψ(F ∩A−), (F ∩A−) · b = ψ′(F ∩A−), and so on. □
Open Problem 4.5.10. According to section 4.5 in [CC10], amena-
ble groups are closed under taking subspaces, quotients, finite direct
products, inductive limits, and arbitrary direct sums. Are right-ame-
nable left-homogeneous spaces closed under analogous notions? □
4.6 from left to right amenability
introduction. We begin by stating a general condition for when
left amenability implies right amenability, then we take a look at ever
more specific situations in which this condition is satisfied, and even-
tually we present a method to construct right-amenable cell spaces
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from left-amenable principal left-homogeneous spaces using outer semi-
direct products. The cell spaces yielded by this construction though are
in the sense degenerated that a subgroup acts freely and transitively.
A method to construct non-degenerated right-amenable cell spaces is
given in section 5.6.
Lemma 4.6.1. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space
and let H be a subgroup of G such that, for each element g ∈ G/G0,
there is an element h ∈ H such that the maps _ P g and h ▷ _ are
inverse to each other. If (M ,H, ▷↾H×M ) is left amenable, then R is
right amenable. □
Proof. Let µ ∈ PM(M). Furthermore, let g ∈ G/G0. There is an
h ∈ H such that _P g and h▷_ are inverse to each other. Moreover, let
A ⊆M . Because _Pg = (h▷_)−1 = h−1 ▷_, we have APg = h−1 ▷A.
Therefore,
(µ ⊨g)(A) = µ(A P g)
= µ(h−1 ▷ A)
= (h ⊨ µ)(A).
Thus, µ ⊨g = h ⊨ µ. Hence, if µ is ⊨↾
H×[0,1]P(M)-invariant, then µ is ⊨-
semi-invariant. In conclusion, if (M ,H, ▷↾H×M ) is left amenable, then
R is right amenable. ■
Lemma 4.6.2. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space
and let H be a subgroup of G such that G = G0H, for each element
g ∈ G/G0, the map _ P g is injective,
∀h ∈ H : _ P hG0 = h ▷_,
and
∀h ∈ H ∀ g ∈ G/G0 : (_ P hG0) P g = _ P h · g.
If (M ,H, ▷↾H×M ) is left amenable, then R is right amenable. □
Proof. Let gG0 ∈ G/G0. Because g−1 ∈ G = G0H, there is a g0 ∈ G0
and there is an h ∈ H such that g−1 = g0h. Thus, h = g−10 g−1 ∈ H.
Hence, for each m ∈M ,
((_ P gG0) ◦ (h ▷_))(m) = (h ▷m) P gG0
= (m P hG0) P gG0
= m P hgG0
= m P g−10 g−1gG0
= m PG0
= m.
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Therefore, h▷_ is right inverse to _P gG0. Hence, _P gG0 is surjective
and thus, because it is injective by precondition, bijective. Therefore,
_ P gG0 and h ▷_ are inverse to each other. In conclusion, according
to lemma 4.6.1, if (M ,H, ▷↾H×M ) is left amenable, then R is right
amenable. ■
Definition 4.6.3. Let G be a group. The set
Z(G) = {z ∈ G | ∀ g ∈ G : zg = gz} center Z(G) of G
is called centre of G. □
Remark 4.6.4. The centre of G is a subgroup of G. □
Lemma 4.6.5. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space
and let H be a subgroup of G such that G is equal to G0H, ▷↾H×M
is free, and {gm0,m | m ∈ M} is included in Z(H) (in particular,
▷↾Z(H)×M is transitive). If (M ,H, ▷↾H×M ) is left amenable, then R
is right amenable. □
Proof. Let g ∈ G. For each m ∈M ,
m P gG0 = gm0,mg ▷m0 = gm0,m ▷ (g ▷m0).
Let m ∈ M . For each m′ ∈ M , because ▷↾Z(H)×M is free and gm0,m,
gm0,m′ ∈ Z(H),
m′ P gG0 = m P gG0 ⇐⇒ gm0,m′ = gm0,m
⇐⇒ m′ = m.
Therefore, _ P gG0 is injective.
Let m ∈M and let h ∈ H. Because gm0,m ∈ Z(G),
m P hG0 = gm0,mh ▷m0
= hgm0,m ▷m0
= h ▷m.
Put m′ = m P hG0. Then,
gm0,mh ▷m0 = hgm0,m ▷m0
= h ▷m
= m′.
Hence, because gm0,m′ ▷ m0 = m′ also and ▷↾H×M is free, gm0,m′ =
gm0,mh. Therefore,
(m P hG0) P gG0 = m′ P gG0
= gm0,m′g ▷m0
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= gm0,mhg ▷m0
= m P hgG0.
In conclusion, according to lemma 4.6.2, if (M ,H, ▷↾H×M ) is left ame-
nable, then R is right amenable. ■
Example 4.6.6. Let M = K be a field, let
G = {f : M →M ,x 7→ ax+ b | a, b ∈M , a ̸= 0}
be the group of affine functions with composition as group multiplica-
tion, and let
H = {f : M →M ,x 7→ x+ b | b ∈M}
be the group of translations also with composition as group multiplic-
ation. The group H is an abelian subgroup of G, which in turn is
a non-abelian subgroup of the symmetry group of M . Moreover, ac-
cording to example 4.6.2 and theorem 4.6.3 in [CC10], the group G is
left amenable and hence, according to proposition 4.5.1 in [CC10], so
is its subgroup H. Furthermore, the group G acts transitively on M
by function application by ▷ and so does H by ▷↾H×M , even freely so.
Because the groups G and H are left amenable, so are the left group
sets (M ,G, ▷) and (M ,H, ▷↾H×M ). The stabiliser of m0 = 0 is the
group of dilations
G0 = {f : M →M ,x 7→ ax | a ∈M ∖ {0}}.
We have G = G0H. For each m ∈M , let
gm0,m : M →M ,
x 7→ x+m,
be the translation by m. Then, {gm0,m | m ∈ M} is included in
Z(H) = H. Hence, according to lemma 4.6.5, the cell space R = ((M ,
G, ▷), (m0, {gm0,m}m∈M )) is right amenable. □
Definition 4.6.7. Let H and N be two groups, let ϕ be a group
homomorphism from H to Aut(N), let G be the Cartesian product
N ×H, and let
· : G×G→ G,
((n,h), (n′,h′)) 7→ (nϕ(h)(n′),hh′).
The tuple (G, ·) is a group, called outer semi-direct product of H actingouter semi-direct
product N ⋊ϕ H
of H acting on N
by ϕ
on N by ϕ, and denoted by N ⋊ϕH. □
Remark 4.6.8. Let G be a semi-direct product of H acting on N by ϕ.
The neutral element of G is (eN , eH) and, for each element (n,h) ∈ G,
the inverse of (n,h) is (ϕ(h−1)(n−1),h−1). □
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Lemma 4.6.9. Let (M ,H, ▷H) be a principal left-homogeneous space.
Furthermore, let G0 be a group, let ϕ be a group homomorphism from
G0 to Aut(H), let m0 be an element of M , for each element m ∈ M ,
let hm0,m be the unique element of H such that hm0,m ▷m0 = m, and
let
▷G0 : G0 ×M →M ,
(g0,m) 7→ ϕ(g0)(hm0,m) ▷H m0.
Moreover, let G be the outer semi-direct product of G0 acting on H by
ϕ, and let
▷ : G×M →M ,
((h, g0),m) 7→ h ▷H (g0 ▷G0 m).
The triple (M ,G0, ▷G0) is a left group set and the group G0 is the
stabiliser of m0 under ▷G0. Furthermore, the tuple R = ((M ,G, ▷),
(m0, {(hm0,m, eG0)}m∈M )) is a cell space and the group {eH} ×G0 is
the stabiliser of m0 under ▷. Moreover, under the identification of G0
with {eH} ×G0 and of H with H × {eG0}, the left group sets (M ,G0,
▷G0) and (M ,H, ▷H) are left group subsets of (M ,G, ▷). □
Proof. Because ϕ(eG0) = idAut(H), for each m ∈M ,
eG0 ▷G0 m = ϕ(eG0)(hm0,m) ▷H m0
= hm0,m ▷H m0
= m.
Let g0 and g′0 ∈ G0, and letm ∈M . Because ▷H is free and hm0,ϕ(g′0)(hm0,m)▷Hm0 ▷H






0 ▷G0 m = ϕ(g0g
′
0)(hm0,m) ▷H m0




= ϕ(g0)(hm0,ϕ(g′0)(hm0,m)▷Hm0) ▷H m0
= g0 ▷G0 (ϕ(g
′
0)(hm0,m) ▷H m0)
= g0 ▷G0 (g
′
0 ▷G0 m).
In conclusion, (M ,G0, ▷G0) is a left group set.
Because hm0,m0 = eH , for each g0 ∈ G0,
g0 ▷G0 m0 = ϕ(g0)(eH) ▷H m0
= eH ▷H m0
= m0.
In conclusion, G0 is the stabiliser of m0 under ▷G0 .
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For each m ∈M ,
(eH , eG0) ▷m = eH ▷H (eG0 ▷G0 m) = m.
Let g0 ∈ G0, let h ∈ H, and let m ∈ M . Because hhm0,m ▷H m0 =
h ▷H m, we have hhm0,m = hm0,h▷Hm. Hence,
ϕ(g0)(h) ▷H (g0 ▷G0 m) = ϕ(g0)(h) ▷H (ϕ(g0)(hm0,m) ▷H m0)
= ϕ(g0)(h)ϕ(g0)(hm0,m) ▷H m0
= ϕ(g0)(hhm0,m) ▷H m0
= ϕ(g0)(hm0,h▷Hm) ▷H m0
= g0 ▷G0 (h ▷H m).
Therefore, for each g0 ∈ G0, each g′0 ∈ G0, each h ∈ H, each h′ ∈ H,
and each m ∈M ,
(h, g0)(h′, g′0) ▷m = (hϕ(g0)(h′), g0g′0) ▷m
= hϕ(g0)(h














h′ ▷H (g′0 ▷G0 m)
))
= (h, g0) ▷
(
h′ ▷H (g′0 ▷G0 m)
)





In conclusion, (M ,G, ▷) is a left group action.
Because ▷H is transitive and, for each h ∈ H and each m ∈ M , we
have (h, eG0) ▷ m = h ▷ m, the left group action ▷ is transitive and
hence M = (M ,G, ▷) is a left-homogeneous space. Moreover, because,
for each m ∈M ,
(hm0,m, eG0) ▷m0 = hm0,m ▷H (eG0 ▷G0 m0)
= hm0,m ▷H m0
= m,
the tuple K = (m0, {(hm0,m, eG0)}m∈M ) is a coordinate system for M.
Therefore, R = (M,K) is a cell space.
Because G0 is the stabiliser of m0 under ▷G0 , for each (h, g0) ∈ G,
we have (h, g0) ▷ m0 = h ▷H (g0 ▷ m0) = h ▷ m0. Because ▷H is free,
{eH} ×G0 is the stabiliser of m0 under ▷.
Under the identification of G0 with {eH} ×G0 and of H with H ×
{eG0}, we have ▷↾G0×M = ▷G0 and ▷↾H×M = ▷H . ■
Corollary 4.6.10. In the situation of lemma 4.6.9, let H be abelian.
The cell space R is right amenable. □
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Proof. According to theorem 4.6.1 in [CC10], because H is abelian, it
is left amenable. Therefore, (M ,H, ▷H) is left amenable. Identify G0
with {eH}×G0 and identify H with H ×{eG0}. Then, H is a subgroup
of G, and G = HG0, and ▷↾H×M = ▷H is free, and, for each m ∈ M ,
we have (hm0,m, eG0) ∈ H = Z(H). Hence, according to lemma 4.6.5,
the cell space R is right amenable. ■
Example 4.6.11 (Euclidean Space (compare example 4.6.6)). Let d
be a positive integer; let E be the d-dimensional Euclidean group, that
is, the symmetry group of the d-dimensional Euclidean space, in other
words, the isometries of Rd with respect to the Euclidean metric with
function composition; let T be the d-dimensional translation group;
and let O be the d-dimensional orthogonal group. The group T is
abelian, a normal subgroup of E, and isomorphic to Rd with addition;
the group O is isomorphic to the quotient E/T and to the (d× d)-
dimensional orthogonal matrices with matrix multiplication; the group
E is isomorphic to the outer semi-direct product T ⋊ιO, where ι : O →
Aut(Rd) is the inclusion map. The groups T , O, and E act on Rd on
the left by function application, denoted by ▷T , ▷O, and ▷ respectively;
under the identification of T with Rd by t 7→ [v 7→ v+ t], of O with the
orthogonal matrices of Rd×d by A 7→ [v 7→ Av], and of E with T ⋊ι O
by (t,A) 7→ [v 7→ Av+ t], we have
▷T : T ×Rd → Rd,
(t, v) 7→ v+ t,
and
▷O : O×Rd → Rd,
(A, v) 7→ Av,
and
▷ : E ×Rd → Rd,
((t,A), v) 7→ Av+ t,
and
ι : O → Aut(Rd),
A 7→ [v 7→ Av].
Hence, for each vector v ∈ Rd, we have v ▷T 0 = v, therefore, ▷O =
[(A, v) 7→ ι(A)(v) ▷T 0], and thus ▷ = [((t,A), v) 7→ t ▷T (A ▷O v)].
Moreover, because the group (T , ◦) ∼= (Rd,+) is abelian, according to
theorem 4.6.1 in [CC10], it is left amenable and so is (Rd,Rd,+) ∼= (Rd,
T , ▷). In conclusion, according to corollary 4.6.10, the cell space ((Rd,
E, ▷), (0, {v}v∈Rd)) is right amenable. □
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Example 4.6.12 (d-dimensional Lattice). Let d be a positive integer,
let G be the symmetry group of Zd, and let ▷ be the left group action
of G on Zd by function application. The group G is isomorphic to the
outer semi-direct product Zd⋊ψ O, where O is the stabiliser of 0 under
▷ and ψ is the group homomorphism O ×Zd → Zd, (f , v) 7→ f(v).
As in example 4.6.11, the cell space ((Zd,G, ▷), (0, {(v, idZd)}v∈Zd)) is
right amenable. □
5
THE GARDEN OF EDEN THEOREM
abstract. We prove the Garden of Eden theorem for big-cellular
automata with finite set of states and finite neighbourhood over right-
amenable left-homogeneous spaces with finite stabilisers. It states that
the global transition function of such an automaton is surjective if
and only if it is pre-injective. Pre-Injectivity means that two global
configurations that differ at most on a finite subset and have the same
image under the global transition function must be identical. The
theorem is proven by showing that the global transition function of an
automaton as above is surjective if and only if its image has maximal
entropy and that its image has maximal entropy if and only if it is pre-
injective. Entropy of a subset of global configurations measures the
asymptotic growth rate of the number of finite patterns with growing
domains that occur in the subset.
remark. Most parts of this chapter appeared in the paper „The
Garden of Eden Theorem for Cellular Automata on Group Sets“[Wac16c]
and they generalise parts of chapter 5 of the monograph „Cellular Au-
tomata and Groups“[CC10].
summary. For a right-amenable cell space with finite stabilisers
we may choose a right Følner net F = {Fi}i∈I . The entropy of a
subset X of QM with respect to F , where Q is a finite set, is, broadly
speaking, the asymptotic growth rate of the number of finite patterns
with domain Fi that occur in X. For subsets E and E′ of G/G0, an (E,
E′)-tiling is a subset T of M such that {t PE}t∈T is pairwise disjoint
and {tPE′}t∈T is a cover of M . If for each point t ∈ T not all patterns
with domain t PE occur in a subset of QM , then that subset does not
have maximal entropy.
The global transition function ∆ of a big-cellular automaton with
finite set of states and finite neighbourhood over a right-amenable cell
space with finite stabilisers, as introduced below, is surjective if and
only if its image has maximal entropy. Indeed, if ∆ is surjective, then
its image is equal to the set of all global configurations, which has
maximal entropy. And, if ∆ is not surjective, then there is a global
configuration that is not in its image; thus, because ∆ is continuous and
QM is compact, where QM is equipped with the prodiscrete topology,
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there is a finite pattern that does not occur in the global configurations
of ∆(QM ); and hence, ∆(QM ) does not have maximal entropy.
The image of the global transition function ∆ has maximal entropy
if and only if it is pre-injective. Indeed, if ∆(QM ) does not have max-
imal entropy, that is, the asymptotic growth rate of finite patterns in
∆(QM ) is less than the one of QM , then there are two distinct finite
patterns with the same domain that can be identically extended to
global configurations with the same image under ∆ and thus ∆ is not
pre-injective. And, if ∆ is not pre-injective, then there are two distinct
finite patterns p and p′ with the same domain that have the same image
under a restriction of ∆; thus, ∆(QM ) is equal to the image of the set
Y of all global configurations in which the pattern p does not occur at
the cells of a tiling, which is chosen such that its cells are far apart with
respect to the domain of p; and hence, because the entropy of ∆(Y ) is
less than or equal to the one of Y and the entropy of Y is not maximal,
the entropy of ∆(QM ) is not maximal.
The previous two paragraphs establish the Garden of Eden theorem,
which states that a global transition function as above is surjective
if and only if it is pre-injective. This answers a question posed by
Sébastien Moriceau at the end of his paper „Cellular Automata on a
G-Set“[Mor11]. The Garden of Eden theorem for cellular automata
over Z2 is a famous theorem by Edward Forrest Moore and John R.
Myhill from 1962 and 1963, see the papers „Machine models of self-
reproduction“[Moo62] and „The converse of Moore’s Garden-of-Eden
theorem“[Myh63].
contents. In section 5.1 we introduce patterns and blocks, and ac-
tions on these. In section 5.2 we introduce E-interiors, E-closures, and
E-boundaries of subsets of M , and characterise right Følner nets us-
ing boundaries, which motivates the definition of right Erling nets and
tractability. In section 5.3 we introduce (E,E′)-tilings of cell spaces,
show their existence, and relate them, interiors, and right Erling nets
combinatorially. In section 5.4 we introduce entropies of subsets of
QM , show that applications of global transition functions to subsets of
QM do not increase entropy, and show that subsets of QM that miss
a pattern at each cell of a tiling do not have maximal entropy. In
section 5.5 we prove the Garden of Eden theorem by characterising
surjectivity and pre-injectivity by maximality of the entropy of the im-
age. And in section 5.6 we construct non-degenerated right-amenable
left-homogeneous spaces.
preliminary notions. A left group set is a triple (M ,G, ▷),
whereM is a set, G is a group, and ▷ is a map from G×M toM , called
left group action of G on M , such that G → Sym(M), g 7→ [g ▷_], is
a group homomorphism. The action ▷ is transitive if M is non-empty
and for each m ∈ M the map _ ▷ m is surjective; and free if for each
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m ∈ M the map _ ▷m is injective. For each m ∈ M , the set G ▷m is
the orbit of m, the set Gm = (_ ▷m)−1(m) is the stabiliser of m, and,
for each m′ ∈M , the set Gm,m′ = (_ ▷m)−1(m′) is the transporter of
m to m′.
A left-homogeneous space is a left group set M = (M ,G, ▷) such
that ▷ is transitive. A coordinate system for M is a tuple K = (m0,
{gm0,m}m∈M ), where m0 ∈ M and for each m ∈ M we have gm0,m ▷
m0 = m. The stabiliser Gm0 is denoted by G0. The tuple R = (M,
K) is a cell space. The set {gG0 | g ∈ G} of left cosets of G0 in
G is denoted by G/G0. The map P : M ×G/G0 → M , (m, gG0) 7→
gm0,mgg
−1
m0,m ▷ m (= gm0,mg ▷ m0) is a right semi-action of G/G0 on
M with defect G0, which means that
∀m ∈M : m PG0 = m,
and
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
m P g · g′ = (m P gG0) P g0 · g′.
It is transitive, which means that the set M is non-empty and for each
m ∈ M the map m P_ is surjective; and free, which means that for
each m ∈ M the map m P_ is injective; and semi-commutes with ▷,
which means that
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
(g ▷m) P g′ = g ▷ (m P g0 · g′).
The maps ι : M → G/G0, m 7→ Gm0,m, and m0 P_ are inverse to each
other. Under the identification of M with G/G0 by either of these
maps, we have P : (m, g) 7→ gm0,m ▷ g. (See chapter 1.)
A left-homogeneous spaceM is right amenable if there is a coordinate
system K for M and there is a finitely additive probability measure µ
on M such that
∀ g ∈ G/G0 ∀A ⊆M :
(
(_P g)↾A injective =⇒ µ(AP g) = µ(A)),
in which case the cell space R = (M,K) is called right amenable.
When the stabiliser G0 is finite, that is the case if and only if there
is a right Følner net in R indexed by (I,≤), which is a net {Fi}i∈I in
{F ⊆M | F ̸= ∅,F finite} such that
∀ g ∈ G/G0 : lim
i∈I
|Fi∖ (_ P g)−1(Fi)|
|Fi| = 0.
If a net is a right Følner net for one coordinate system, then it is a
right Følner net for each coordinate system. In particular, a left-homo-
geneous spaceM with finite stabilisers is right amenable if and only if,
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for each coordinate system K, the cell space (M,K) is right amenable.
(See chapter 4.)
A cell space R is finitely and symmetrically right generated if there
is a finite subset S of G/G0 with G0 · S ⊆ S and S−1 ⊆ S, where
S−1 = {g−1G0 | s ∈ S, g ∈ s}, such that
∀m ∈M ∃ k ∈N0 ∃(si)i∈{1,2,...,k} in S ∪ S−1 :((
(m0 P s1) P s2) P · · ·) P sk = m.
The uncoloured S-Cayley graph of R is the symmetric and 2|S|-regular
directed graph G = (M , {(m,m P s) | m ∈ M , s ∈ S}), the S-metric
on R is the distance d on G, and the S-length on R is the map |_| =
d(m0,_). For each m ∈ M and each ρ ∈ Z, the S-ball of radius ρ
centred at m is the set B(m, ρ) = {m′ ∈ M | d(m,m′) ≤ ρ}, the
S-sphere of radius ρ centred at m is the set S(m, ρ) = {m′ ∈ M |
d(m,m′) = ρ}, the ball B(m0, ρ) is denoted by B(ρ), and the sphere
S(m0, ρ) by S(ρ). (See chapter 6.)
A semi-cellular automaton is a quadruple C = (R,Q,N , δ), where R
is a cell space; Q, called set of states, is a set; N , called neighbourhood,
is a subset of G/G0 such that G0 ·N ⊆ N ; and δ, called local transition
function, is a map from QN to Q. A local configuration is a map ℓ ∈ QN
and a global configuration is a map c ∈ QM . The stabiliser G0 acts on
QN on the left by • : G0 ×QN → QN , (g0, ℓ) 7→ [n 7→ ℓ(g−10 · n)], and
the group G acts on QM on the left by ▶ : G×QM → QM , (g, c) 7→
[m 7→ c(g−1 ▷ m)]. The global transition function of C is the map
∆ : QM → QM , c 7→ [m 7→ δ(n 7→ c(m P n))].
A subgroup H of G is K-big if the set {gm0,m | m ∈M} is included in
H. A big-cellular automaton is a semi-cellular automaton C = (R,Q,
N , δ) such that, for some K-big subgroup H of G, the local transition
function δ is •G0∩H-invariant, which means that, for each h0 ∈ G0 ∩H,
we have δ(h0 •_) = δ(_). Its global transition function is ▶H -equi-
variant, which means that, for each h ∈ H, we have ∆(h ▶_) = h ▶
∆(_). Note that each K-big subgroup of G includes the subgroup
of G generated by {gm0,m | m ∈ M} and that hence a semi-cellular
automaton is a big-cellular automaton if and only if its local transition
function is •G0∩⟨gm0,m|m∈M⟩-invariant. (See chapter 1.)
context. In this chapter, for each subset A of M , let πA be the
restriction map QM → QA, c 7→ c↾A.
5.1 patterns
In this section, let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space
and let Q be a set.
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contents. A pattern is a map from a subset of cells to the set of
states (see definition 5.1.1), its size is the cardinality of its domain (see
definition 5.1.2), it is empty if its domain is empty (see definition 5.1.3),
it is finite and called block if its domain is finite (see definitions 5.1.5
and 5.1.6), and restricting its domain yields a subpattern (see defini-
tion 5.1.7). The group of symmetries acts on the set of all patterns on
the left (see definition 5.1.8) and a pattern centred at the origin can be
shifted to a new centre by sort of acting on the new centre (see defini-
tion 5.1.10). A pattern occurs in a global configuration if a translation
of it coincides with a part of the configuration (see definition 5.1.13).
Definition 5.1.1. Let A be a subset of M and let p be a map from A
to Q. The map p is called A-pattern and the set dom(p) = A is called A-pattern p
domain of p. □ domain dom(p) of
p
Definition 5.1.2. Let p be an A-pattern. The cardinal number |p| =
|A| is called size of p. □ size |p| of p
Definition 5.1.3. The ∅-pattern is called empty. □ empty pattern ε
Remark 5.1.4. The empty pattern is the only one of size 0. □
Definition 5.1.5. Let u be an F -pattern. It is called finite and F -block finite pattern u
F -block uif and only if its domain F is finite. □
Definition 5.1.6. The set {u ∈ QF | F ⊆ M finite} of all blocks is set Q∗ of all blocks
denoted by Q∗. □
Definition 5.1.7. Let p be an A- and let p′ be an A′-pattern. The
pattern p is called subpattern of p′ if and only if A ⊆ A′ and p = subpattern p of p′
p′↾A. □














g ▷ dom(p)→ Q,
m 7→ p(g−1 ▷m). □
]
Remark 5.1.9. The restriction ▶G×QM→QM is the left group action on
the set of global configurations that was introduced in definition 1.4.15
and that we so far also denoted by the symbol ▶. □
178 the garden of eden theorem
Definition 5.1.10. Identify M with G/G0 by ι : m 7→ Gm0,m. The
map














m P dom(p)→ Q,
m P a 7→ p(a),
]
broadly speaking, maps a point m and a pattern p that is centred
at m0 to the corresponding pattern centred at m and, as we see in
remark 5.1.11, it is a kind of left semi-action of the set of cells by
coordinates on the set of patterns. □
Remark 5.1.11. Let p be an A-pattern and let m be an element of M .
Then, m P◀ p = gm0,m ▶ p and dom(m P◀ p) = m P dom(p) = gm0,m ▷
dom(p). □
Remark 5.1.12. Each global transition function ∆ of a big-cellular
automaton is P◀-equivariant, which means thatP◀-equivariant
∀m ∈M ∀ c ∈ QM : ∆(m P◀ c) = m P◀ ∆(c).
Note however that P◀-equivariance is only equivalent to ▶H -equivariance
if the subgroup H of G is equal to the subset {gm0,m | m ∈ M} of G,
which is in general not a subgroup of G. □
Definition 5.1.13. Identify M with G/G0 by ι : m 7→ Gm0,m, let p
be an A-pattern, let c be a M -pattern, and let m be an element of M .
The pattern p is said to occur at m in c and we write p ⊑m c if andp occurs at m in c
p ⊑m c only if m P◀ p = c↾mPA. □
5.2 interiors, closures, and boundaries; right føl-
ner nets and right erling nets
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space.
contents. In definition 5.2.1 we introduce E-interiors, E-closures,
and (internal/external) E-boundaries of subsets A of M , where the
subset E of G/G0 determines thickness and shape of the subtraction
from, addition to, or boundary of A. In lemma 5.2.6 we show essential
properties of interiors, closures, and boundaries. In lemma 5.2.8 we
define surjective restrictions ∆−X,A and ∆
−
A of global transition functions
to patterns. In theorem 5.2.11 we show that right Følner nets are those
nets whose components are asymptotically invariant under taking finite
boundaries. In definitions 5.2.14 and 5.2.16 we introduce right Erling
nets and right tractability, which are weak variants of right Følner nets
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and right amenability. And in lemma 5.2.18 we show that each finitely
and symmetrically right-generated cell space is right tractable.
Definition 5.2.1. Let A be a subset of M and let E be a subset of
G/G0.
a. The set




(_ P e)−1(a)) E-interior A−E of
A
is called E-interior of A.
b. The set




(_P e)−1(a)) E-closure A+E of
A
is called E-closure of A.
c. The set
∂EA = A
+E ∖A−E E-boundary ∂EA
of A










of Ais called external E-boundary of A. □
Remark 5.2.2. LetR be the cell space ((G,G, ·), (eG, {g}g∈G)), where
G is a group and eG is its neutral element. Then, G0 = {eG} and P = ·.
Hence, the notions of E-interior, E-closure, and E-boundary are the
same as the ones defined in paragraph 2 of section 5.4 in [CC10]. □
Example 5.2.3 (Lattice). In the situation of example 4.3.12, let A
be the ball B(2). The {(1, 0)}-interior of A is the ball A− (1, 0) =
B((−1, 0), 2), which is not included in A; the {(0, 0), (1, 0)}-interior
of A is the set A ∩ (A− (1, 0)) = BR2((−1/2, 0), 3/2) ∩M , which is
included in A on the left; the {(−1, 0), (0, 0), (1, 0)}-interior of A is the
ball (A+ (1, 0)) ∩A ∩ (A− (1, 0)) = B(1), which is included in A in
the middle; and the E-interior of A, where E = {(−1, 0), (0,−1), (0, 0),
(0, 1), (1, 0)} = B(1), is also the ball B(1) (see figure 5.2.1).
The {(1, 0)}-closure of A is the ball A− (1, 0) = B((−1, 0), 2), which
does not include A; the {(0, 0), (1, 0)}-closure of A is the set A∪ (A−
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(1, 0)) = B(2) ∪ B((−1, 0), 2), which includes A on the right; the
{(−1, 0), (0, 0), (1, 0)}-closure of A is the set (A+ (1, 0)) ∪ A ∪ (A−
(1, 0)) = B((1, 0), 2) ∪B(2) ∪B((−1, 0), 2), which includes A in the
middle; and the E-interior of A is the ball B(3) (see figure 5.2.1).
The {(1, 0)}-boundary of A is the empty set ∅, although {(1, 0)}
and A are non-empty; the {(0, 0), (1, 0)}-boundary of A is the set
(BR2((−1/2, 0), 5/2) ∖ BR2((−1/2, 0), 3/2)) ∩M , which includes A
on the right; the {(−1, 0), (0, 0), (1, 0)}-boundary of A is the set (B((1,
0), 2) ∪B(2) ∪B((−1, 0), 2))∖B(1), which includes A in the middle;
and the E-boundary of A is the thickened sphere B(3) ∖ B(1) (see
figure 5.2.1).
The above calculations suggest that the notions of E-interior, -closure
and -boundary behave best if the set E contains (0, 0) and is invariant
under G0, which we also see in the forthcoming lemma 5.2.6.
In general, for each cell m ∈ M and for each pair (ρ, ϱ) ∈ N0 ×N0,
we have B(m, ρ)−B(ϱ) = B(m, ρ− ϱ), B(m, ρ)+B(ϱ) = B(m, ρ+ ϱ), and
∂B(ϱ)B(m, ρ) = B(m, ρ+ ϱ)∖B(m, ρ− ϱ). □
Example 5.2.4 (Tree). In the situation of example 4.3.13, let A be the
ball B(2). The {a}-interior of A is the set Aa−1, the {a, b}-interior of A
is the ball Aa−1 ∩Ab−1 = B(1), and the {a, a−1}- and {a, b, a−1, b−1}-
interiors of A are also the ball B(1). The {a}-closure of A is the set
Aa−1, the {a, b}-closure of A is the set Aa−1 ∪ Ab−1, the {a, a−1}-
closure of A is the set Aa−1 ∪ Aa, and the {a, b, a−1, b−1}-closure of
A is the ball B(3). The {a}-boundary of A is the empty set ∅, the
{a, b}-boundary of A is the symmetric difference Aa−1 △ Ab−1, the
{a, a−1}-boundary of A is the symmetric difference Aa−1 △ Aa, and
the {a, b, a−1, b−1}-boundary of A is the sphere B(3)∖B(1) (see fig-
ure 5.2.2).
The above calculations suggest that the notions of E-interior, -closure
and -boundary behave best if the set E is invariant under G0, which
we also see in the forthcoming lemma 5.2.6.
In general, for each cell m ∈ M and for each pair (ρ, ϱ) ∈ N0 ×N0,
we have B(m, ρ)−B(ϱ) = B(m, ρ− ϱ), B(m, ρ)+B(ϱ) = B(m, ρ+ ϱ), and
∂B(ϱ)B(m, ρ) = B(m, ρ+ ϱ)∖B(m, ρ− ϱ). □
Example 5.2.5 (Sphere). In the situation of example 1.3.18, let A be
a curved circular disk of radius 3ρ with the north pole m0 at its centre,
let g be the rotation about an axis a in the (x, y)-plane by ρ radians,
let E be the set {g0gG0 | g0 ∈ G0}, and, for each point m ∈ M , let
Em be the set m PE. Because G0 is the set of rotations about the z-
axis and m0 PE = gm0,m0G0g ▷m0 = G0 ▷ (g ▷m0), the set Em0 is the
boundary of a curved circular disk of radius ρ with the north polem0 at
its centre. And, for each point m ∈M , because m PE = gm0,m ▷ Em0 ,
the set Em is the boundary of a curved circular disk of radius ρ with
m at its centre.





































Figure 5.2.1: In each subfigure, the whole space is R2, the grid points are ele-
ments of M = Z2, the grid points in the region enclosed by the
diamond with solid border are the elements of A = B(2), the
grid points in the regions enclosed by diamonds with dashed,
dash-dotted, or dotted borders are the elements of the balls
that occur in the calculation of the interior, closure, or bound-
ary in example 5.2.3, and the dots are the elements of the re-
spective interior, closure, or boundary of A, where E is the set
{(−1, 0), (0,−1), (0, 0), (0, 1), (1, 0)}. The subfigures in the first
row depict interiors, the ones in the second closures, and the
ones in the third boundaries.
















































Figure 5.2.2: In each subfigure, the same part of the {a, b, a−1, b−1}-Cayley
graph of F2 is depicted, the vertex in the centre is the neutral
element eF2 , the vertices that are adjacent to solid edges are
the elements of A = B(2), the dots are the elements of the
respective interior, closure, or boundary of A, the squares are
the elements of Aa−1, and the circles are the elements of Ab.
The subfigures in the first row depict interiors, the ones in the
second closures, and the ones in the third boundaries.
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The E-interior of A is the curved circular disk of radius 2ρ with
the north pole m0 at its centre. The E-closure of A is the curved
circular disk of radius 4ρ with the north pole m0 at its centre. And
the E-boundary of A is the annulus bounded by the boundaries of the
E-interior and the E-closure of A. □
Essential properties of and relations between interiors, closures, and
boundaries are given in
Lemma 5.2.6. Let A and A′ be two subsets of M , let {Ai}i∈I be a
family of subsets ofM , let e be an element of G/G0, and let E and E′ be
two subsets of G/G0. Furthermore, for each element e′ ∈ E′, let e′ ·E
be the set {g′ · e | e ∈ E, g′ ∈ e′}, let E′ ·E be the set ⋃e′∈E′ e′ ·E (= {g′ ·
e | e ∈ E, e′ ∈ E′, g′ ∈ e′}), let E−1 be the set {g−1G0 | e ∈ E, g ∈ e},
and let (E′)−1 be the set {(g′)−1G0 | e′ ∈ E′, g′ ∈ e′}.
a. A−{G0} = A, A+{G0} = A, and ∂{G0}A = ∅.
b. A−{G0,e} = A∩ (_ P e)−1(A), A+{G0,e} = A∪ (_ P e)−1(A), and
∂{G0,e}A = A∖ (_ P e)−1(A) ∪ (_ P e)−1(A)∖A.
c. (M ∖A)−E =M ∖A+E and (M ∖A)+E =M ∖A−E.
d. ⋃i∈I A−Ei ⊆ (⋃i∈I Ai)−E and ⋃i∈I A+Ei = (⋃i∈I Ai)+E.
e. (⋂i∈I Ai)−E = ⋂i∈I A−Ei and (⋂i∈I Ai)+E ⊆ ⋂i∈I A+Ei .
f. Let E ⊆ E′. Then, A−E ⊇ A−E′, A+E ⊆ A+E′, and ∂EA ⊆
∂E′A.
g. Let A ⊆ A′. Then, A−E ⊆ (A′)−E and A+E ⊆ (A′)+E.
h. Let G0 ∈ E. Then, A−E ⊆ A ⊆ A+E.
i. Let G0, A, and E be finite. Then, A−E, A+E, and ∂EA are finite.
More precisely, |A−E | ≤ |G0| · |A| and |A+E | ≤ |G0| · |A| · |E|.
j. Let g ∈ G and let G0 · E ⊆ E. Then, g ▷ A−E = (g ▷ A)−E,
g ▷ A+E = (g ▷ A)+E, and g ▷ ∂EA = ∂E(g ▷ A).
k. Let m ∈M , let G0 ·E ⊆ E, and let ι : M → G/G0, m 7→ Gm0,m.
Then, mP ι(A−E) = (mP ι(A))−E, mP ι(A+E) = (mP ι(A))+E,
and m P ι(∂EA) = ∂E(m P ι(A)).
l. Let G0 ·E ⊆ E and let E−1 ⊆ E. Then, A PE ⊆ A+E.
m. Let G0 · E ⊆ E. Then, (A−E)−E′ = A−E′·E and (A+E)+E′ =
A+E
′·E.
n. Let G0 ·E ⊆ E. Then, (A+E)−E′ = ⋂e′∈E′ A+e′·E and (A−E)+E′ =⋃
e′∈E′ A−e
′·E. And, if (E′)−1 ⊆ E, then A ⊆ (A+E)−E′ and
(A−E)+E′ ⊆ A. □
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Proof. a. Because _ PG0 = idM , this is a direct consequence of
definition 5.2.1.
b. Because (_PG0)−1(A) = A, this is a direct consequence of defin-
ition 5.2.1.
c. For each m ∈M ,
m ∈ (M ∖A)−E ⇐⇒ m PE ⊆M ∖A
⇐⇒ (m PE) ∩A = ∅
⇐⇒ m ∈M ∖A+E .
Hence, (M ∖A)−E =M ∖A+E . Therefore,
(M ∖A)+E =M ∖ (M ∖ (M ∖A)+E)
=M ∖ (M ∖ (M ∖A))−E
=M ∖A−E .




A−Ei ⇐⇒ ∃ i ∈ I : m ∈ A−Ei
⇐⇒ ∃ i ∈ I : m PE ⊆ Ai
=⇒ m PE ⊆ ⋃
i∈I
Ai





Hence, ⋃i∈I A−Ei ⊆ (⋃i∈I Ai)−E .




A+Ei ⇐⇒ ∃ i ∈ I : m ∈ A+Ei
⇐⇒ ∃ i ∈ I : (m PE) ∩Ai ̸= ∅
⇐⇒ (m PE) ∩ (⋃
i∈I
Ai) ̸= ∅





Therefore, ⋃i∈I A+Ei = (⋃i∈I Ai)+E .






























































f. This is a direct consequence of definition 5.2.1.
g. This is a direct consequence of definition 5.2.1.
h. This is a direct consequence of definition 5.2.1.




(_ P e)−1(a)| = |(_ P e)−1(A)| ≤ |G0| · |A|.
Hence, because A−E = ⋂e∈E ⋃a∈A(_P e)−1(a), we have |A−E | ≤
|G0| · |A| <∞. And, because A+E = ⋃e∈E ⋃a∈A(_P e)−1(a), we
have |A+E | ≤ |E| · |G0| · |A| <∞. And, because ∂EA ⊆ A+E , we
also have |∂EA| <∞.
j. Let m ∈ M . Because P semi-commutes with ▷, there is a g0 ∈
G0 such that (g−1 ▷ m) PE = g−1 ▷ (m P g0 ·E). And, because
G0 · E ⊆ E, we have g0 · E ⊆ E and g−10 · E ⊆ E; hence E =
g0g
−1
0 ·E = g0 · (g−10 ·E) ⊆ g0 ·E; thus g0 ·E = E. Therefore,
(g−1 ▷m) PE = g−1 ▷ (m PE).
Thus, for each m ∈M ,
m ∈ g ▷ A−E ⇐⇒ ∃m′ ∈ A−E : g ▷m′ = m
⇐⇒ g−1 ▷m ∈ A−E
⇐⇒ (g−1 ▷m) PE ⊆ A
⇐⇒ g−1 ▷ (m PE) ⊆ A
⇐⇒ m PE ⊆ g ▷ A
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⇐⇒ m ∈ (g ▷ A)−E .
In conclusion, g ▷ A−E = (g ▷ A)−E . Moreover, for each m ∈M ,
m ∈ g ▷ A+E ⇐⇒ g−1 ▷m ∈ A+E
⇐⇒ ((g−1 ▷m) PE) ∩A ̸= ∅
⇐⇒ (g−1 ▷ (m PE)) ∩A ̸= ∅
⇐⇒ (m PE) ∩ (g ▷ A) ̸= ∅
⇐⇒ m ∈ (g ▷ A)+E .
In conclusion, g ▷ A+E = (g ▷ A)+E . Ultimately,
g ▷ ∂EA = g ▷ (A
+E ∖A−E)
= (g ▷ A+E)∖ (g ▷ A−E)
= (g ▷ A)+E ∖ (g ▷ A)−E
= ∂E(g ▷ A).
k. According to item j,
m P ι(A−E) = gm0,m ▷ A−E
= (gm0,m ▷ A)
−E
= (m P ι(A))−E ,
and
m P ι(A+E) = gm0,m ▷ A+E
= (gm0,m ▷ A)
+E
= (m P ι(A))+E ,
and
m P ι(∂EA) = gm0,m ▷ ∂EA
= ∂E(gm0,m ▷ A)
= ∂E(m P ι(A)).
l. Let m ∈ A and let e ∈ E. Then, there is a g ∈ G such that
gG0 = e. Hence, because P is a semi-action with defect G0, there
is a g0 ∈ G0 such that, for each g ∈ G/G0, we have (m P e) P g0 ·
g = m P g · g.
Put e′ = g0 · g−1G0. Then, because G0 ·E ⊆ E and E−1 ⊆ E,
we have e′ ∈ E. Moreover, (m P e) P e′ = m P gg−1G0 = m.
Therefore, m ∈ (m P e) P E and hence ((m P e) P E) ∩ A ̸= ∅.
Thus, m P e ∈ A+E . In conclusion, A PE ⊆ A+E .
m. For each m ∈ M , according to lemma 4.5.3, we have (m PE′) P
E = m PE′ ·E. Therefore, for each m ∈M ,
m ∈ (A−E)−E′ ⇐⇒ m PE′ ⊆ A−E
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⇐⇒ (m PE′) PE ⊆ A
⇐⇒ m PE′ ·E ⊆ A
⇐⇒ m ∈ A−E′·E .
In conclusion, (A−E)−E′ = A−E′·E . Moreover, for each m ∈M ,
m ∈ (A+E)+E′ ⇐⇒ (m PE′) ∩A+E ̸= ∅
⇐⇒ ∃ e′ ∈ E′ : m P e′ ∈ A+E
⇐⇒ ∃ e′ ∈ E′ : ((m P e′) PE) ∩A ̸= ∅
⇐⇒ ((m PE′) PE) ∩A ̸= ∅
⇐⇒ (m PE′ ·E) ∩A ̸= ∅
⇐⇒ m ∈ A+E′·E .
In conclusion, (A+E)+E′ = A+E′·E .
n. For each m ∈M and each e′ ∈ E′, according to lemma 4.5.3, we
have (m P e′) PE = m P e′ ·E. Therefore, for each m ∈M ,
m ∈ (A+E)−E′ ⇐⇒ m PE′ ⊆ A+E
⇐⇒ ∀ e′ ∈ E′ : m P e′ ∈ A+E
⇐⇒ ∀ e′ ∈ E′ : ((m P e′) PE) ∩A ̸= ∅
⇐⇒ ∀ e′ ∈ E′ : (m P e′ ·E) ∩A ̸= ∅






In conclusion, (A+E)−E′ = ⋂e′∈E′ A+e′·E . Moreover, for each
m ∈M ,
m ∈ (A−E)+E′ ⇐⇒ (m PE′) ∩A−E ̸= ∅
⇐⇒ ∃ e′ ∈ E′ : m P e′ ∈ A−E
⇐⇒ ∃ e′ ∈ E′ : (m P e′) PE ⊆ A
⇐⇒ ∃ e′ ∈ E′ : m P e′ ·E ⊆ A






In conclusion, (A−E)+E′ = ⋃e′∈E′ A−e′·E .
From now on, let (E′)−1 ⊆ E. Then, for each e′ ∈ E′, we have
G0 ∈ e′ ·E and hence, according to item h, we have A ⊆ A+e′·E
and A−e′·E ⊆ A. In conclusion, A ⊆ (A+E)−E′ and (A−E)+E′ ⊆
A. ■
The restriction ∆−X,A of ∆ given in lemma 5.2.8 is well-defined ac-
cording to the next lemma, which itself holds due to the locality of
∆.
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Lemma 5.2.7. Let C = (R,Q,N , δ) be a semi-cellular automaton, let
∆ be the global transition function of C, let c and c′ be two global con-
figurations of C, and let A be a subset of M .
a. If c↾A = c′↾A, then ∆(c)↾A−N = ∆(c′)↾A−N .
b. If c↾M∖A = c′↾M∖A, then ∆(c)↾M∖A+N = ∆(c′)↾M∖A+N .
c. If N−1 ⊆ N and c↾A+N = c′↾A+N , then ∆(c)↾A = ∆(c′)↾A. □
Proof. a. Let c↾A = c′↾A. Then, for each m ∈ A−N , we have
m P N ⊆ A and hence ∆(c)(m) = ∆(c′)(m). In conclusion,
∆(c)↾A−N = ∆(c′)↾A−N .
b. This is a direct consequence of item a and item c of lemma 5.2.6.
c. Let N−1 ⊆ N and let c↾A+N = c′↾A+N . Then, for each m ∈ A,
according to item l of lemma 5.2.6, we have m PN ⊆ A+N and
hence ∆(c)(m) = ∆(c′)(m). In conclusion, ∆(c)↾A = ∆(c′)↾A.
■
Lemma 5.2.8. Let C = (R,Q,N , δ) be a semi-cellular automaton, let
∆ be the global transition function of C, let X be a subset of QM , and
let A be a subset of M . The map
∆−X,A : πA(X)→ πA−N (∆(X)),map ∆−X,A
p 7→ ∆(c)↾A−N , where c ∈ X such that c↾A = p,
is surjective. The map ∆−
QM ,A is denoted by ∆
−
A. □map ∆−A
Proof. Let p′ ∈ πA−N (∆(X)). Then, there is a c′ ∈ ∆(X) such that
c′↾A−N = p′. Moreover, there is a c ∈ X such that ∆(c) = c′. Put
p = c↾A ∈ πA(X). Then, ∆−X,A(p) = ∆(c)↾A−N = c′↾A−N = p′. Hence,
∆−X,A is surjective. ■
The restrictions ∆−X,A of global transition functions ∆ of big-cellular
automata are ▶H -equivariant in the sense given in
Lemma 5.2.9. Let H be a K-big subgroup of G, let C = (R,Q,N , δ)
be a semi-cellular automaton such that δ is •H0-invariant, let ∆ be the
global transition function of C, let X be a subset of QM , and let A be a
subset of M . Then,
∀h ∈ H ∀ p ∈ πA(X) : ∆−h▶X,h▷A(h ▶ p) = h ▶ ∆−X,A(p). □
Proof. Let h ∈ H and let p ∈ πA(X). Then, the domain of h ▶ p is
h ▷ A and we have h ▶ p ∈ h ▶ πA(X) = πh▷A(h ▶X). Hence, the term
∆−h▶X,h▷A(h ▶ p) is well-defined. Moreover, by definition of p, there is
a c ∈ X such that c↾A = p, and hence (h ▶ c)↾h▷A = h ▶ p. Therefore,
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by definition of ∆−h▶X,h▷A and of ∆
−
X,A, because ∆ is ▶H -equivariant,
we have ∆−h▶X,h▷A(h ▶ p) = ∆(h ▶ c)↾h▷A−N = h ▶ ∆(c)↾A−N = h ▶
∆−X,A(p). ■
Corollary 5.2.10. In the situation of lemma 5.2.9, letM be identified
with G/G0 by ι : m 7→ Gm0,m. Then,
∀m ∈M ∀ p ∈ πA(X) : ∆−mP◀X,mPA(m P◀ p) = m P◀ ∆−X,A(p). □
Proof. This is a direct consequence of lemma 5.2.9, because gm0,m ∈
H, m P◀_ = gm0,m ▶_, and m P_ = gm0,m ▷_. ■
A net of non-empty and finite subsets ofM is a right Følner net if and
only if these subsets are asymptotically invariant under the right semi-
action induced by ▷, which broadly speaking means that these subsets
are asymptotically invariant under small perturbations. If the stabiliser
of the origin under ▷ is finite, that is the case if and only if those subsets
are asymptotically invariant under taking finite boundaries, in other
words, if and only if the finite boundaries of the subsets grow much
slower than the subsets themselves. This is shown in
Theorem 5.2.11. Let G0 be finite and let {Fi}i∈I be a net in {F ⊆M |
F ̸= ∅,F finite} indexed by (I,≤). The net {Fi}i∈I is a right Følner
net in R if and only if
∀E ⊆ G/G0 finite : lim
i∈I
|∂EFi|
|Fi| = 0. □
Proof. First, let {Fi}i∈I be a right Følner net in R. Furthermore, let
E ⊆ G/G0 be finite. Moreover, let i ∈ I. For each e ∈ E and each
e′ ∈ E, put Ai,e,e′ = (_ P e)−1(Fi)∖ (_ P e′)−1(Fi). For each g ∈ G/















Hence, |∂EFi| ≤∑e,e′∈E |Ai,e,e′ |.
According to lemma 4.3.8, we have |Ai,e,e′ | ≤ |G0|2 ·maxg∈e|Bi,g−1·e′ |.
Put E′ = {g−1 · e′ | e, e′ ∈ E, g ∈ e}. Because E is finite, G0 is finite,




















≤ |G0|2 · |E|2 ·max
e′∈E′





In conclusion, limi∈I |∂EFi||Fi| = 0.
Secondly, for each finite E ⊆ G/G0, let limi∈I |∂EFi||Fi| = 0. Further-
more, let i ∈ I, let e ∈ G/G0, and put E = {G0, e}. According to
item b of lemma 5.2.6, we have Fi∖ (_ P e)−1(Fi) ⊆ ∂EFi. Therefore,




In conclusion, {Fi}i∈I is a right Følner net in R. ■
Example 5.2.12 (Lattice). In the situation of example 5.2.3, the se-
quence (S(ρ))ρ∈N+ grows linearly in size, more precisely, it grows like
(4ρ)ρ∈N+ ; the sequence (B(ρ))ρ∈N0 grows polynomially in size, more
precisely, it grows like (∑ρϱ=0|S(ϱ)|)ρ∈N0 = (2ρ(ρ+ 1) + 1)ρ∈N0 ; the
sequence (∂B(1)B(ρ))ρ∈N+ grows linearly in size, more precisely, it
grows like (|B(ρ + 1) ∖ B(ρ − 1)|)ρ∈N+ = (4(2ρ + 1))ρ∈N+ ; in gen-
eral, for each non-negative integer ϱ, we have (|∂B(ϱ)B(ρ)|)ρ∈N+ =
(4ϱ(2ρ+ 1))ρ∈N≥ϱ . It follows that




Hence, according to theorem 5.2.11, the sequence (B(ρ))ρ∈N0 is a right
Følner net in R, which was also shown in example 4.3.12. □
Counterexample 5.2.13 (Tree). In the situation of example 5.2.4,
the sequence (S(ρ))ρ∈N+ grows exponentially in size, more precisely, it
grows like (3ρ + 3ρ−1)ρ∈N+ ; the sequence (B(ρ))ρ∈N0 also grows expo-
nentially in size, more precisely, it grows like (∑ρϱ=0|S(ϱ)|)ρ∈N0 = (2 ·
3ρ−1)ρ∈N0 ; for each non-negative integer ϱ, the sequence (∂B(ϱ)B(ρ))ρ∈N≥ϱ
also grows exponentially in size, more precisely, it grows like (|B(ρ+
ϱ)∖B(ρ− ϱ)|)ρ∈N≥ϱ = (2(3ρ+ϱ − 3ρ−ϱ))ρ∈N≥ϱ . It follows that




ϱ − 3−ϱ ̸= 0.
Hence, according to theorem 5.2.11, each subsequence of (B(ρ))ρ∈N0 is
not a right Følner net in R, which was also shown in example 4.3.13.
Actually, because we deduced in example 4.5.9 that the cell space R is
not right amenable, there is no right Følner net in R. □
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In definition 5.4.1 we use a net of non-empty and finite subsets of
M to define the entropy of a subset of global configurations. If that
net is a right Følner net, then the global transition function of a big-
cellular automaton is surjective if and only if the entropy of its image
is maximal and the entropy of its image is maximal if and only if it
is pre-injective. For the first equivalence it suffices that the net has
a weaker property, which we define below; for the second equivalence
though that weaker property does not suffice.
Definition 5.2.14. Let {Fi}i∈I be a net in {F ⊆M | F ̸= ∅,F finite}
indexed by (I,≤). It is called right Erling net in R indexed by (I,≤) right Erling net in
R indexed by
(I,≤)
if and only if
∀E ⊆ G/G0 finite : lim sup
i∈I
|∂−EFi|
|Fi| < 1. □
Remark 5.2.15. Regardless of whether {Fi}i∈I is an Erling net or not,
the above limit superior is always less than or equal to 1. □
Definition 5.2.16. The cell space R is called right tractable if and right tractable
only if there is a right Erling net in R. □
Remark 5.2.17. Because each right Følner net is a right Erling net,
each right-amenable cell space with finite stabilisers is right tractable.
□
The notions of being finitely and symmetrically right generated, of
distance, and of balls will be introduced in chapter 6. A quick preview
was given in the paragraph preliminary notions at the beginning of
this chapter. A finitely and symmetrically right-generated cell space is
right tractable, which is shown in
Lemma 5.2.18. Let R be finitely and symmetrically right generated. It
is right tractable. And, for each symmetric and finite right-generating
set S of R such that G0 ∈ S, the sequence (B(ρ))ρ∈N0 is a right Erling
net in R. □
Proof. Let S be a symmetric and finite right-generating set of R with
G0 ∈ S, let {Fi}i∈I be the sequence (B(ρ))ρ∈N0 , and let E be a finite
subset of G/G0. There is a non-negative integer ρ such that m0 PE ⊆
B(ρ) and there is a subset E′ of G/G0 such that B(ρ) = m0 PE′. Note
that, because P is free, we have E ⊆ E′.
Let i ∈ I such that i ≥ ρ+ 1. We have ∂−EFi ⊆ ∂−E′Fi and ∂−E′Fi =
Fi ∖ Fi−ρ. Moreover, because G0 ∈ S, for each element m ∈ Fi ∖
Fi−ρ, there is an element m′ ∈ Fi−ρ ∖ Fi−ρ−1 and there is a family
{sk}k∈{1,2,...,ρ} in S such that (((m′ P s1) P s2) P · · · ) P sρ = m. Thus,
|∂−E′Fi| = |Fi∖ Fi−ρ| ≤ |S|ρ · |Fi−ρ∖ Fi−ρ−1| ≤ |S|ρ · |Fi−ρ|.
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1+ |S|−ρ < 1.
In conclusion, {Fi}i∈I is a right Erling net and hence R is right tract-
able. ■
Remark 5.2.19. In the proof of lemma 5.2.18, we do not need the right-
generating set to be symmetric. It is assumed merely for consistency,
because we define balls solely for such generating sets. The reason is
that only for those is the distance on Cayley graphs a metric and balls
behave nicely. □
Example 5.2.20 (Finitely). Let G be a finitely generated group, let
M be the vertices of a Cayley graph of G, and let ▷ be the left group
action of G onM by left multiplication. The cell space ((M ,G, ▷), (eG,
{m}m∈M )) is finitely and symmetrically right generated and hence right
tractable. □
Example 5.2.21 (Lattice). In the situation of example 5.2.12, for each
non-negative integer ρ and each non-negative integer ϱ such that ρ ≥ ϱ,
the interior B(ϱ)-boundary of B(ρ) is equal to B(ρ)∖B(ρ− ϱ) and its
cardinality is equal to 2ϱ(2ρ− ϱ+ 1). Hence,





Therefore, the sequence (B(ρ))ρ∈N0 is a right Erling net inR and hence
the cell space R is right tractable. □
Example 5.2.22 (Tree). In the situation of counterexample 5.2.13, for
each non-negative integer ρ and each non-negative integer ϱ such that
ρ ≥ ϱ, the interior B(ϱ)-boundary of B(ρ) is equal to B(ρ)∖B(ρ− ϱ)
and its cardinality is equal to 2 · 3ρ(1− 3−ϱ). Hence,




|B(ρ)| = 1− 3
−ϱ.
Therefore, the sequence (B(ρ))ρ∈N0 is a right Erling net in R and
hence the cell space R is right tractable. However, as we have seen in
counterexample 5.2.13, that sequence is not a right Følner net and that
cell space is not right amenable. □
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5.3 tilings
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space.
contents. In definition 5.3.2 we introduce the notion of (E,E′)-
tilings. In theorem 5.3.10 we show using Zorn’s lemma that, for each
non-empty subset E of G/G0, there is an (E,E′)-tiling. And in lemma
5.3.11 we show that, for each right Erling net {Fi}i∈I and each (E,E′)-
tiling with finite sets E and E′, the net {|T ∩F−Ei |}i∈I is asymptotically
not less than {|Fi|}i∈I .
Definition 5.3.1. Let {Mi}i∈I be a family of subsets ofM . The family
{Mi}i∈I is called
a. pairwise disjoint if and only if pairwise disjoint
∀ i ∈ I ∀ i′ ∈ I : (i ̸= i′ =⇒ Mi ∩Mi′ = ∅);
b. cover of M if and only if ⋃i∈I Mi =M ; cover of M
c. partition of M if and only if it is pairwise disjoint and a cover of partition of M
M . □
Definition 5.3.2. Let T be a subset of M , and let E and E′ be two
subsets of G/G0. The set T is called (E,E′)-tiling of R if and only if (E,E′)-tiling of R
the family {t PE}t∈T is pairwise disjoint and the family {t PE′}t∈T is
a cover of M . □
Remark 5.3.3. The set T is an (E,E)-tiling of R if and only if the
family {t PE}t∈T is a partition of M . □
Remark 5.3.4. Let T be an (E,E′)-tiling of R. Because M is non-
empty and {t PE′}t∈T is a cover of M , the set E′ is non-empty. □
Remark 5.3.5. Let T be an (E,E′)-tiling of R. For each subset F
of E and each superset F ′ of E′ with F ′ ⊆ G/G0, the set T is an
(F ,F ′)-tiling of R. In particular, the set T is an (E,E ∪E′)-tiling of
R. □
Remark 5.3.6. In the situation of remark 5.2.2, the notion of (E,E′)-
tiling is the same as the one defined in paragraph 2 of section 5.6 in
[CC10]. □
Example 5.3.7 (Lattice). In the situation of example 5.2.21, let E be
the ball B(1), let E′ be the set {m−m′ | m,m′ ∈ E}, which is the ball
B(2), and let T be the set {(z1, z2) ∈M | (z1, z2) ∈ 2Z2, z1+ z2 ∈ 4Z}.
The set T is an (E,E′)-tiling of R (see figure 5.3.1). □
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x
y
Figure 5.3.1: The grid points are elements ofM = Z2; the dots are elements of
the tiling T ; for each element t ∈ T , the grid points in the region
enclosed by the diamond with solid border about t is the ball
t+E = B(t, 1) and the grid points in the region enclosed by the
diamond with dashed border about t is the ball t+E′ = B(t, 2).
Example 5.3.8 (Tree). In the situation of example 5.2.22, recall that
|_| is the map d(m0,_), let E be the ball B(1), let E′ be the set
{e(e′)−1 | e, e′ ∈ E}, which is the ball B(2), and let T be the smallest
subset of M such that m0 ∈ T and, for each element t ∈ T , each
element x ∈ {a, b, a−1, b−1}, and each element y ∈ {a, b, a−1, b−1}, we
have txy2 ∈ T if and only if |txy2| = |tx|+ 2 and d(txy2, t) = 3, in
other words, if and only if t = m0 and y ̸= x−1, or t ̸= m0, the last
symbol of the reduced word that represents t is not x−1, and y ̸= x−1,
or t ̸= m0, the last symbol is x−1, and y /∈ {x,x−1}. The set T is an
(E,E)-tiling of R, in particular, because E ⊆ E′, it is an (E,E′)-tiling
of R (see figure 5.3.2).
The set {ma3z | m ∈ M , z ∈ Z, |ma±1| = |m|+ 1} is a ({a−1, eF2 ,
a}, {a−1, eF2 , a})-tiling of R (see figure 5.3.3). Note that, for each cell
m ∈ M , we have |ma±1| = |m|+ 1 if and only if the last symbol of
the reduced word that represents m is neither a nor a−1 but b or b−1,
and that the set {ma3z | z ∈ Z} contains every third element of the set
{maz | z ∈ Z}, which, in figure 5.3.3, is a horizontal bi-infinite path
in the {a, b, a−1, b−1}-Cayley graph of F2. □
Example 5.3.9 (Sphere). In the situation of example 5.2.5, let E′ be
the set {g(g′)−1G0 | e, e′ ∈ E, g ∈ e, g′ ∈ e′} (= {g0gg′0g−1G0 | g0, g′0 ∈
G0}) and, for each point m ∈M , let E′m = mPE′. Because g−1 is the
rotation about the axis a by −ρ radians, the set G0g−1 ▷ m0 is equal
to Em0 and the set gG0g−1 ▷m0 is equal to Eg▷m0 . Because m0 PE′ =
gm0,m0G0gG0g
−1 ▷m0 = G0 ▷ (gG0g−1 ▷m0) = G0 ▷Eg▷m0 , the set E′m0
is the curved circular disk of radius 2ρ with the north pole m0 at its
centre. And, for each point m ∈ M , because m PE′ = gm0,m ▷ E′m0 ,









Figure 5.3.2: A part of the {a, b, a−1, b−1}-Cayley graph of F2 is depicted, the
leftmost dot is the neutral element eF2 , the dots are elements of
T , and the vertices that are adjacent to solid edges are elements
of
⋃
t∈T tE. The neutral element eF2 is contained in T and,
figuratively speaking, if you stand at an element t ∈ T , you take
one step in a direction x ∈ {a, b, a−1, b−1} to reach the leaf tx
of the cross tE and you take another two steps in a direction
y ∈ {a, b, a−1, b−1} that leads away from eF2 and away from t,
then you reach the element txy2, which is contained in T , and





Figure 5.3.3: A part of the {a, b, a−1, b−1}-Cayley graph of F2 is depicted, the
largest dot is the neutral element eF2 , the dots are elements of
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Figure 5.3.4: The circle Em0 is drawn solid; the boundary of the curved cir-
cular disk E′m0 is drawn dotted; the inclined circle on which
gg0g−1 ▷m0 lies is the rotation Eg▷m0 of Em0 by π/3 about the
axis a; and the other inclined circles are rotations g0 ▷ (Eg▷m0)
of Eg▷m0 about the z-axis, for a few g0 ∈ G0.
If the radius ρ = π/2, then the circle Em0 is the equator and the
curved circular disk E′m0 has radius π and is thus the sphere M , and
hence the set T = {m0} is an (E,E′)-tiling of R (see figure 5.3.5); if
the radius ρ = π/4, then the curved circular disks E′m0 and E
′
S , where
S is the south pole, have radii π/2, thus they are hemispheres, and
hence the set T = {m0,S} is an (E,E′)-tiling of R (see figure 5.3.6);
if the radius ρ = π/8, then the curved circular disks E′m0 and E
′
S have
radii π/4, and it can be shown with spherical geometry that the set T
— consisting of the north pole m0, the south pole S, four equidistant
points m1, m2, m3, and m4 on the equator, and the circumcentres c1,
c2, . . . , c8 of the 8 smallest spherical triangles with one vertex from
{m0,S} and two vertices from {m1,m2,m3,m4} — is an (E,E′)-tiling
of R (see figure 5.3.7). □
Tilings exist as shown in
Theorem 5.3.10. Let E be a non-empty subset of G/G0. There is
an (E,E′)-tiling of R, where E′ = {g(g′)−1G0 | e, e′ ∈ E, g ∈ e, g′ ∈
e′}. □
Proof. Let S = {S ⊆ M | {s PE}s∈S is pairwise disjoint}. Because
{m0} ∈ S, the set S is non-empty. Moreover, it is preordered by
inclusion.
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Figure 5.3.5: The set {m0} is an (E,E′)-tiling of the sphere R; the circle Em0
is the equator; the curved circular disk E′m0 is the sphere; the
vertical circle on which gg0g−1 ▷ m0 lies is the rotation Eg▷m0
of Em0 by π/2 about the axis a and the other vertical circles
are rotations g0 ▷ (Eg▷m0) of Eg▷m0 about the z-axis, for a few
g0 ∈ G0.
Figure 5.3.6: The set {m0,S} is an (E,E′)-tiling of the sphere R; the circles
Em0 and ES are drawn solid; the boundaries of the curved cir-
cular disks E′m0 and E
′
S are the equator; the inclined circle on
which gg0g−1 ▷ m0 lies is the rotation Eg▷m0 of Em0 by π/4
about the axis a and the other inclined circles are rotations
g0 ▷ (Eg▷m0) of Eg▷m0 about the z-axis, for a few g0 ∈ G0.
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(a) The circles Em, drawn solid, about m ∈ {m0,S} ∪
{m1,m2,m3,m4} ∪ {c1, c2, . . . , c8}.
(b) The boundaries of the curved circular disks E′m, drawn
dotted, about m ∈ {m0,S} ∪ {m1,m2,m3,m4}.
(c) The boundaries of the curved circular disks E′m, drawn
dotted, about m ∈ {m0,S} ∪ {m1,m2,m3,m4} ∪
{c1, c2, . . . , c8}.
(d) The circles Em, drawn solid, and the boundaries of
the curved circular disks E′m, drawn dotted, about
m ∈ {m0,S} ∪ {m1,m2,m3,m4} ∪ {c1, c2, . . . , c8}.
Figure 5.3.7: The points m0,S, m1,m2,m3,m4, c1, c2, . . . , c8 constitute an
(E,E′)-tiling of the sphere; the circles Em about these points
are drawn solid; the boundaries of the curved circular disks E′m
about these points are drawn dotted; the inclined circle about
g ▷ m0 is the rotation Eg▷m0 of Em0 by π/8 about the axis a;
and the other inclined circles are rotations g0 ▷ (Eg▷m0) of Eg▷m0








Figure 5.3.8: Schematic representation of a part of the proof of the-
orem 5.3.10.
Let C be a chain in (S,⊆). Then, ⋃S∈C S is an element of S and
an upper bound of C. According to Zorn’s lemma A.0.6, there is a
maximal element T in S. By definition of S, the family {t PE}t∈T is
pairwise disjoint.
Let m ∈ M . Because T is maximal and m PE is non-empty, there
is a t ∈ T such that (t PE) ∩ (m PE) ̸= ∅. Hence, there are e, e′ ∈ E
such that t P e = m P e′. According to lemma 4.3.6, there is a g′ ∈ e′
such that (m P e′) P (g′)−1G0 = m, and there is a g ∈ e such that
(t P e) P (g′)−1G0 = t P g(g′)−1G0. Therefore, m = t P g(g′)−1G0 (see
figure 5.3.8). Because g(g′)−1G0 ∈ E′, we have m ∈ t P E′. Thus,
{t PE′}t∈T is a cover of M .
In conclusion, T is an (E,E′)-tiling of R. ■
Tilings have asymptotically many points in common with right Erling
nets as shown in
Lemma 5.3.11. Let G0 be finite, let {Fi}i∈I be a right Erling net in R
indexed by (I,≤), let E and E′ be two finite subsets of G/G0, and let
T be an (E,E′)-tiling of R. There is a positive real number ε ∈ R>0
and there is an index i0 ∈ I such that, for each index i ∈ I with i ≥ i0,
we have |T ∩ F−Ei | ≥ ε|Fi|. □
Proof Sketch. By the definition of internal boundaries, we have
|Fi| − |∂−E′·EFi| ≤ |F−E
′·E




−E′ . And, because M = T P E′, we have |(F−Ei )−E′ | ≤ |T ∩
F−Ei | · |E′|. Hence,











For great enough indices i ∈ I, the right side is bounded below away
from zero. ■
Proof. According to remark 5.3.5, we may suppose, without loss of
generality, that E ⊆ E′, G0 ·E′ ⊆ E′, and that (E′)−1 ⊆ E′, where
(E′)−1 = {(g′)−1G0 | e′ ∈ E′, g′ ∈ e′}.
Let i ∈ I. Put
Ti = T ∩ F−Ei = {t ∈ T | t PE ⊆ Fi}
200 the garden of eden theorem
The whole space is M ; the dots and circles are the ele-
ments of the tiling T ; for each element t ∈ T , the region
enclosed by the rectangle with solid border centred at t
is the set t PE and the region enclosed by the rectangle
with dash-dotted border centred at t is the set tPE′; the
region enclosed by the rectangle with dashed border is
Fi; the region enclosed by the largest rectangle with dot-
ted border is F−Ei ; the region enclosed by the smallest
rectangle with dotted border is (F−Ei )−E
′ , which, in this
depiction, is equal to F−E′′i , where E′′ = E′ · (G0 · E);
the circles are the elements of Ti = T ∩ F−Ei , which, in




hatched region is ∂−E′′Fi = Fi∖ F
−E′′
i .
Figure 5.3.9: Schematic representation of the set-up of the proof of
lemma 5.3.11.
and put




= {t ∈ T | (t PE′) ∩ (F−Ei )−E′ ̸= ∅}
(see figure 5.3.9). Because the family {t PE′}t∈T is a cover of M ,
(F−Ei )





(t PE′) ∩ (F−Ei )−E′ .






(t PE′) ∩ (F−Ei )−E′ .

















And, because P is free, for each t ∈ Ti, we have |t PE′| = |E′|. Hence,
|(F−Ei )−E
′ | ≤ |Ti| · |E′|.





i , where E′′ = E′ · (G0 ·E) = {g′ · (g0 · e) | e ∈
E, g0 ∈ G0, e′ ∈ E′, g′ ∈ e′}. And, because ∂−E′′Fi = Fi∖ (F−E
′′
i ∩ Fi),
|F−E′′i | ≥ |F−E
′′
i ∩ Fi| = |Fi| − |∂−E′′Fi|.
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Hence,













Because {Fi}i∈I is a right Erling net, there is a real number ξ ∈ [0, 1[
and there is an index i0 ∈ I such that
∀ i ∈ I :
(






Put ε = (1/|E′′|) · (1− ξ). Then, for each i ∈ I with i ≥ i0, we have
|Ti|/|Fi| ≥ ε. ■
A tiling of a right-amenable and hence right-tractable cell space is
given in
Example 5.3.12 (Lattice). In the situation of example 5.3.7, for each
non-negative integer ρ, one can see that |T ∩B(ρ)| = |T ∩B(4⌊ρ/4⌋)| =
(2⌊ρ/4⌋+ 1)2 and, for each positive integer ρ, recall that B(ρ)−B(1) =
B(ρ− 1).
Let ρ be a positive integer. The integer ϱ = 4⌈ρ/4⌉ is the multiple
of 4 such that ρ ≤ ϱ < ρ + 4. Thus, ϱ − 1 is the greatest integer
such that ⌊(ϱ− 1)/4⌋ = ⌊(ρ− 1)/4⌋, in particular, |T ∩B(ρ− 1)| =
















In conclusion, |T ∩B(ρ)−B(1)| ≥ (1/41) · |B(ρ)| (actually, for each real
number ε ∈ ]0, 1/8[, there is an index ρ0 ∈ N0 such that, for each
index ρ ∈N0 with ρ ≥ ρ0, we have |T ∩B(ρ)−B(1)| ≥ ε · |B(ρ)|). □
A tiling of a right-tractable but not right-amenable cell space is given
in
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Example 5.3.13 (Tree). In the situation of example 5.3.8, by the con-
struction of T , we have m0 ∈ T ; moreover, there are four pairwise
distinct elements xm0,1, xm0,2, xm0,3, and xm0,4 ∈ {a, b, a−1, b−1} and,
for each index j ∈ {1, 2, 3, 4}, there are three pairwise distinct elements
ym0,1, ym0,2, and ym0,3 ∈ {a, b, a−1, b−1} such that xm0,jy2m0,k ∈ T
and |xm0,jy2m0,k| = |xt,j |+ 2 (note that |xt,j |+ 2 = 3); furthermore,
for each element t ∈ T ∖ {m0}, there are three pairwise distinct ele-
ments xt,1, xt,2, and xt,3 ∈ {a, b, a−1, b−1} such that |txt,j | = |t|+ 1,
for j ∈ {1, 2, 3}, and, for each index j ∈ {1, 2, 3}, there are three pair-
wise distinct elements yt,1, yt,2, and yt,3 ∈ {a, b, a−1, b−1} such that
txt,jy2t,k ∈ T and |txt,jy2t,k| = |txt,j |+ 2 (note that |txt,j |+ 2 = |t|+ 3);
and, there is an element xt,4 ∈ {a, b, a−1, b−1}∖ {xt,1,xt,2,xt,3} such
that |txt,4| = |t| − 1, and there are two distinct elements yt,4 and y′t,4 ∈
{a, b, a−1, b−1} such that txt,4y2t,4, txt,4(y′t,4)2 ∈ T and |txt,4y2t,4| as well
as |txt,4(y′t,4)2| is equal to |txt,4|+ 2 (note that |txt,4|+ 2 = |t|+ 1);
and, the elements m0, xm0,jy2m0,k, for j ∈ {1, 2, 3, 4} and k ∈ {1, 2, 3},
txt,jy2t,k, txt,4y2t,4, txt,4(y′t,4)2, for t ∈ T ∖ {m0} and j, k ∈ {1, 2, 3}, are
pairwise distinct and are the only elements of T .
Therefore, broadly speaking, the origin m0 contributes 4 · 3 = 12
elements to T ∩ S(3); for each integer ρ ∈ Z≥4, each element t ∈
T ∩ S(ρ− 3) contributes 3 · 3 = 9 elements to T ∩ S(ρ); each element
t ∈ T ∩ S(ρ− 1) contributes 2 elements to T ∩ S(ρ); and, there are no
other elements in T ∩ S(ρ). And, because B(ρ) = B(ρ− 1) ∪· S(ρ), the
set T ∩B(ρ) contains aside from the elements of T ∩B(ρ− 1) only the
elements of T ∩ S(ρ).
For each non-negative integer ρ, let σρ = |T ∩ S(ρ)| and let βρ =
|T ∩B(ρ)|. Then, σ0 = 1, σ1 = 0, σ2 = 0, σ3 = 12, and, for each
integer ρ ∈ Z≥4, we have σρ = 9σρ−3 + 2σρ−1. Moreover, β0 = 1 and,
for each positive integer ρ ∈ N+, we have βρ = βρ−1 + σρ. One can
use mathematical software to determine a closed-form expression for βρ
and show that the sequence (βρ−1/|B(ρ)|)ρ∈N+ converges to 1/15 and
hence is eventually bounded from below by, say, 1/15− 1/30 = 1/30.
Hence, there is an index ρ0 ∈ N0 such that, for each index ρ ∈ N0
with ρ ≥ ρ0, we have |T ∩B(ρ)−B(1)| ≥ (1/30) · |B(ρ)|. □
5.4 entropies
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space, let C = (R,Q,N , δ) be a semi-cellular automaton, and let
∆ be the global transition function of C such that the stabiliser G0 of
m0 under ▷, the set Q of states, and the neighbourhood N are finite,
and the set Q is non-empty.
contents. In definition 5.4.1 we introduce the entropy of a subset
X of QM with respect to a net {Fi}i∈I of non-empty and finite subsets
of M , which is the asymptotic growth rate of the number of finite
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patterns with domain Fi that occur in X. In lemma 5.4.4 we show
that QM has entropy log|Q| and that entropy is non-decreasing. In
theorem 5.4.5 we show that applications of global transition functions
of semi-cellular automata on subsets of QM do not increase entropy.
And in lemma 5.4.7 we show that if for each point t of an (E,E′)-tiling
not all patterns with domain t PE occur in a subset of QM , then that
subset has less entropy than QM .
Definition 5.4.1. Let X be a subset of QM and let F = {Fi}i∈I be
a net in {F ⊆ M | F ̸= ∅,F finite}. The non-negative real number or
negative infinity
entF (X) = lim sup
i∈I
log|πFi(X)|
|Fi| entropy entF (X)of X with respect
to Fis called entropy of X with respect to F . □
Remark 5.4.2. In the situation of remark 5.2.2, the notion of entropy
is the same as the one defined in definition 5.7.1 in [CC10]. □
Remark 5.4.3. As already said, the entropy of X with respect to
the net F in R is the asymptotic growth rate of the number of finite
patterns with domain Fi that occur in X. In more precise terms but
still hand-wavingly, this means that
{10|Fi|·entF (X)}i∈I ∼ {|πFi(X)|}i∈I ,
where ∼ is the binary relation, read asymptotic to, given by
∀{ri}i∈I ∀{r′i}i∈I :
(






Lemma 5.4.4. Let F = {Fi}i∈I be a net in {F ⊆M | F ̸= ∅,F finite}.
Then,
a. entF (QM ) = log|Q|;
b. ∀X ⊆ QM ∀X ′ ⊆ QM :
(
X ⊆ X ′ =⇒ entF (X) ≤ entF (X ′)
)
;
c. ∀X ⊆ QM : entF (X) ≤ log|Q|. □







In conclusion, entF (QM ) = log|Q|.
b. Let X, X ′ ⊆ QM such that X ⊆ X ′. For each i ∈ I, we
have πFi(X) ⊆ πFi(X ′) and hence, because log is non-decreasing,
log|πFi(X)| ≤ log|πFi(X ′)|. In conclusion, entF (X) ≤ entF (X ′).
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c. This is a direct consequence of Items b and a. ■
Due to the locality of the global transition function ∆ and the asymp-
totic invariance of a right Følner net {Fi}i∈I under taking finite bound-
aries, the information that flows into Fi from the boundary under an
application of ∆ is asymptotically negligible and hence applications of
∆ to subsets of global configurations do not increase entropy, which is
shown in
Theorem 5.4.5. Let R be right amenable, let F = {Fi}i∈I be a right
Følner net in R indexed by (I,≤), and let X be a subset of QM . Then,
entF (∆(X)) ≤ entF (X). □
Proof. Suppose, without loss of generality, that G0 ∈ N . Let i ∈ I.
According to lemma 5.2.8, the map ∆−X,Fi : πFi(X) → πF−Ni (∆(X))
is surjective. Therefore, |πF−Ni (∆(X))| ≤ |πFi(X)|. Because G0 ∈
N , according to item h of lemma 5.2.6, we have F−Ni ⊆ Fi. Thus,
πFi(∆(X)) ⊆ πF−Ni (∆(X))×Q
Fi∖F−Ni . Hence,
log|πFi(∆(X))| ≤ log|πF−Ni (∆(X))|+ log|Q
Fi∖F−Ni |
≤ log|πFi(X)|+ |Fi∖ F−Ni | · log|Q|.
Because G0 ∈ N , according to item h of lemma 5.2.6, we have Fi ⊆
F+Ni . Therefore, Fi ∖ F−Ni ⊆ F+Ni ∖ F−Ni = ∂NFi. Because G0, Fi,
and N are finite, according to item i of lemma 5.2.6, the boundary







Therefore, because N is finite, according to theorem 5.2.11,











= entF (X). ■
Counterexample 5.4.6 (Tree). In the situation of example 5.2.22,
the cell spaceR is not right amenable and the sequence F = (B(ρ))ρ∈N0
is not a right Følner net in R. However, the cell space R is right tract-
able and the sequence F is a right Erling net inR. Nevertheless, for the
majority rule over R, there is a subset X of global configurations whose
image has greater entropy than X itself, as we show below. Broadly
speaking, such a subset exists because the boundaries of components
of F are so big that the information that flows in from them under
applications of ∆ is asymptotically significant.
Let Q be the set {0, 1}, let N be the ball B(1), let δ be the •-invariant
map QN → Q, ℓ 7→ 0, if ∑n∈N ℓ(n) ≤ |N |/2, and ℓ 7→ 1, otherwise,
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which is known as majority rule, and let C be the cellular automaton majority rule
(R,Q,N , δ). Furthermore, for each non-negative integer ρ, let Yρ be
the set {c ∈ QM ∖ {0} | c↾M∖S(ρ) ≡ 0}, let Xρ+1 be the set
{y ∈ Yρ+1 | ∀m′ ∈ S(ρ) ∃ q ∈ Q : y↾(m′·N)∩S(ρ+1) ≡ q},
let Y be the set ⋃· ρ∈N0 Yρ, and let X be the set ⋃· ρ∈N0 Xρ+1.
The global transition function ∆ of C maps X bijectively onto Y ;
even more, for each non-negative integer ρ, it maps Xρ+1 bijectively
onto Yρ; more precisely, for each global configuration x ∈ Xρ+1, the
global configuration
yx : M → Q,
m′ 7→
{
0, if m′ ∈M ∖ S(ρ),
x(m), if m′ ∈ S(ρ), where m ∈ (m′ ·N) ∩ S(ρ+ 1),
is the unique element of Yρ that satisfies ∆(x) = yx, and, for each
global configuration y ∈ Yρ, the global configuration
xy : M → Q,
m 7→

0, if m ∈M ∖ S(ρ+ 1),
y(m′), if m ∈ S(ρ+ 1),
where m′ ∈ S(ρ) such that m ∈ m′ ·N ,
is the unique element of Xρ+1 that satisfies ∆(xy) = y (see figure 5.4.1).
The entropy of ∆(X) with respect to F is greater than the entropy
of X with respect to F . The reason is that, broadly speaking, the
cardinality of πB(i)(∆(X)) is approximately 2|S(i)|, whereas the cardin-
ality of πB(i)(X) is approximately 2|S(i−1)|, and the cardinality of B(i)
is approximately |S(i)|. □
Proof. First, we prove that ∆(X) = Y . Let y be a global configura-
tion of Y and let m′ be a cell of M . Then,
∆(xy)(m′) = δ
(




0, if ∑n∈N xy(m′ · n) ≤ 52 ,
1, otherwise.
Of the 5 elements of m′ ·N , the 4 or 3 elements of (m′ ·N)∩S(|m′|+ 1)
have the same state in xy, namely y(m′). Thus,∑
m∈m′·N









Therefore, ∆(xy) = y. Moreover, for each x ∈ X, if ∆(x) = y, then
yx = y, hence x = xyx = xy, and therefore xy is unique.










Figure 5.4.1: The same part of two global configurations x ∈ X2 and ∆(x) ∈
Y1 is depicted on the left and right in form of a Q-vertex-
labelled {a, b, a−1, b−1}-Cayley graph of F2, where the vertex
in the centre is the neutral element eF2 , the dotted vertices are
in state 1, the other vertices are in state 0, the dotted and circled
vertices of the left graph are the ones of S(2), and the ones of
the right graph are the ones of S(1).
Secondly, we prove that entF (∆(X)) > entF (X). Recall that, for
each positive integer i, we have |S(i)| = 3i+ 3i−1 and |B(i)| = 2 · 3i− 1.





πB(i)(Xρ+1)) ∪· {0}| =
i−1∑
ρ=0
(2|S(ρ)| − 1) + 1.




(2|S(i−1)|− 1) + 1 = i · 2|S(i−1)|− i+ 1 ≤ i · 2|S(i−1)|.
Hence, because i ≥ 2,
log|πB(i)(X)| ≤ log(i) + |S(i− 1)| · log(2)
= log(i) + (3i−1 + 3i−2) · log(2).
Therefore, because |B(i)| ≥ 2 · 3i − 3i = 3i,
log|πB(i)(X)|
|B(i)| ≤







Thus, entF (X) ≤ (4/9) · log(2).
Let i be an integer such that i ≥ 1. Then,














Thus, because ∑i−1ρ=0 2|S(ρ)| − i ≥ 0,
log|πB(i)(Y )| ≥ log 2|S(i)| = |S(i)| · log(2) = (3i + 3i−1) · log(2).




2 · 3i · log(2) =
6
9 · log(2).
Therefore, entF (Y ) ≥ (6/9) · log(2).
In conclusion,
entF (∆(X)) = entF (Y ) ≥ 69 · log(2) >
4
9 · log(2) ≥ entF (X). ■
For a right-tractable cell space, if for each point t of an (E,E′)-tiling
not all patterns with domain t PE occur in a subset of QM , then that
subset does not have maximal entropy, which is shown in
Lemma 5.4.7. Let R be right tractable, let F = {Fi}i∈I be a right
Erling net in R indexed by (I,≤), let Q contain at least two elements,
let X be a subset of QM , let E and E′ be two non-empty and finite
subsets of G/G0, and let T be an (E,E′)-tiling of R, such that, for each
cell t ∈ T , we have πtPE(X) ⫋ QtPE. Then, entF (X) < log|Q|. □
Proof. For each t ∈ T , because πtPE(X) ⫋ QtPE , |Q| ≥ 2, and |t P
E| ≥ 1,
|πtPE(X)| ≤ |QtPE | − 1 = |Q||tPE| − 1 ≥ 1.
Let i ∈ I. Put Ti = T ∩ F−Ei and put F ∗i = Fi ∖ (
⋃
t∈Ti t PE) (see
figure 5.4.2). Because ⋃t∈Ti t P E ⊆ Fi and {t P E}t∈T is pairwise
disjoint,
πFi(X) ⊆ πF ∗i (X)×
∏
t∈Ti
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The whole space is M ; the dots
and circles are the elements of the
tiling T ; for each element t ∈ T ,
the region enclosed by the rectangle
with solid border centred at t is
the set t P E; the region enclosed
by the rectangle with dashed bor-
der is Fi; the region enclosed by
the rectangle with dotted border is
F−Ei ; the circles are the elements of
Ti = T ∩ F−Ei ; the hatched region
is F ∗i = Fi∖ (
⋃
t∈Ti t PE).
Figure 5.4.2: Schematic representation of the set-up of the proof of
lemma 5.4.7.
= |F ∗i | · log|Q|+
∑
t∈Ti









Moreover, for each t ∈ Ti, we have t PE ⊆ Fi. Thus,




And, because P is free, we have |t PE| = |E|. Hence,









. Because |Q| ≥ 2 and |E| ≥ 1, we have
|Q|−|E| ∈ ]0, 1[ and hence c > 0. According to lemma 5.3.11, there are
ε ∈ R>0 and i0 ∈ I such that, for each i ∈ I with i ≥ i0, we have
|Ti| ≥ ε|Fi|. Therefore, for each such i,
log|πFi(X)|
|Fi| ≤ log|Q| − cε.
In conclusion,
entF (X) = lim sup
i∈I
log|πFi(X)|
|Fi| ≤ log|Q| − cε < log|Q|. ■
For a right-tractable cell space, if for a non-empty and finite subset E
of G/G0 not all patterns with domain m0 PE occur in a shift-invariant
subset of QM , then that subset does not have maximal entropy, which
is shown in
Corollary 5.4.8. Let R be right tractable, let F = {Fi}i∈I be a right
Erling net in R indexed by (I,≤), let Q contain at least two elements,
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let H be a K-big subgroup of G, let X be a ▶H-invariant subset of
QM , and let E be a non-empty and finite subset of G/G0, such that
πm0PE(X) ⫋ Qm0PE. Then, entF (X) < log|Q|. □
Proof. According to theorem 5.3.10, there is a subset E′ of G/G0
and an (E,E′)-tiling T of R. Because G0 and E are finite, so is E′.
Let m ∈M . Put h = gm0,m0g−1m0,m. Then, because H is K-big, we have
h ∈ H. And, h ▷ (mPE) = m0 PE. Hence, because X is ▶H -invariant,
πmPE(X) = πmPE(h−1 ▶X)
= h−1 ▶ πh▷(mPE)(X)
= h−1 ▶ πm0PE(X).
And, because πm0PE(X) ⫋ Qm0PE ,
h−1 ▶ πm0PE(X) ⫋ h−1 ▶Qm0PE = Qh−1▷(m0PE) = QmPE .
Therefore, πmPE(X) ⫋ QmPE . In conclusion, according to lemma 5.4.7,
we have entF (X) < log|Q|. ■
Example 5.4.9. This example demonstrates that in lemma 5.4.7 it is
necessary that F , E, and T are such that the limit superior of the net
{|T ∩F−Ei |/|Fi|}i∈I is greater than 0, which, according to lemma 5.3.11,
is the case if F is a right Erling net in R.
Let F = {Fi}i∈I be a net in {F ⊆ M | F ̸= ∅,F finite} indexed by
(I,≤), let Q contain at least two elements, let E and E′ be two non-
empty and finite subsets of G/G0, and let T be an (E,E′)-tiling of R,
Moreover, let q be an element of Q, let p be the pattern of Qm0PE such
that p ≡ q, and let X be the subset QM ∖⋃t∈T {c ∈ QM | c↾tPE = tP◀ p}
of QM . Then, for each cell t ∈ T , we have πtPE(X) = QtPE ∖ {t P◀ p} ⫋
QtPE .
Let i be an index of I. Then, πFi(X) = QFi ∖
⋃
t∈T∩F−Ei Yt, where
Yt = {p′ ∈ QFi | p′↾tPE = t P◀ p}, for t ∈ T ∩ F−Ei . Indeed, we have
πFi(X) ⊆ QFi ∖
⋃




t∈T∩F−Ei Yt. Then, there is a state q
′ ∈ Q∖ {q} and there is
a global configuration c ∈ QM such that c↾Fi = p′ and c↾M∖Fi ≡ q′.
Hence, for each t ∈ T ∩ F−Ei , we have c↾tPE = p′↾tPE ̸= t P◀ p. And,
for each t ∈ T ∖ F−Ei , there is an e ∈ E such that t P e /∈ Fi and
thus, by definition of c, we have c(t P e) = q′ ̸= q, and hence c↾tPE ̸=
t P◀ p. Therefore, c ∈ X and hence p′ = c↾Fi ∈ πFi(X). In conclusion,
QFi ∖
⋃
t∈T∩F−Ei Yt ⊆ πFi(X).
For each subset S of T ∩F−Ei , we have |
⋂
s∈S Ys| = |QFi∖
⋃
·
s∈S sPE | =
|Q||Fi|−|S|·|E|, which only depends on the cardinality of S. Hence, ac-
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|T ∩ F−Ei |
|Fi| · log(1− |Q|
−|E|).
Therefore,
entF (X) = log|Q|+ lim sup
i∈I
|T ∩ F−Ei |
|Fi| · log(1− |Q|
−|E|).
Hence, because log(1− |Q|−|E|) < 0, we have entF (X) < log|Q| if and
only if lim supi∈I |T ∩ F−Ei |/|Fi| > 0. □
5.5 gardens of eden
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space and let C = (R,Q,N , δ) be a semi-cellular automaton
such that the stabiliser G0 of m0 under ▷, the set Q of states, and the
neighbourhood N are finite, and the set Q is non-empty. Furthermore,
let ∆ be the global transition function of C.
contents. In theorem 5.5.8 we show that if ∆ is not surjective,
then the entropy of its image is less than the entropy of QM . And the
converse of that statement obviously holds. In theorem 5.5.11 we show
that if the entropy of the image of ∆ is less than the entropy of QM ,
then ∆ is not pre-injective. And in theorem 5.5.16 we show the converse
of that statement. These four statements establish the Garden of Eden
theorem, which is main theorem 5.5.18.
body. We first introduce the difference set of two global configura-
tions and then use it to define pre-injectivity.
Definition 5.5.1. Let c and c′ be two global configurations of QM .
The set
diff(c, c′) = {m ∈M | c(m) ̸= c′(m)}difference
diff(c, c′) of c and
c′ is called difference of c and c′. □
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Lemma 5.5.2. Let c and c′ be two global configurations of QM . Then,
∀ g ∈ G : diff(g ▶ c, g ▶ c′) = g ▷ diff(c, c′). □
Proof. Let g ∈ G. Then, for each m ∈M ,
m ∈ diff(g ▶ c,▶c′) ⇐⇒ (g ▶ c)(m) ̸= (g ▶ c′)(m)
⇐⇒ c(g−1 ▷m) ̸= c′(g−1 ▷m)
⇐⇒ g−1 ▷m ∈ diff(c, c′)
⇐⇒ m ∈ g ▷ diff(c, c′).
In conclusion, diff(g ▶ c,▶c′) = g ▷ diff(c, c′). ■
Definition 5.5.3. The map ∆ is called pre-injective if and only if, pre-injective
for each tuple (c, c′) ∈ QM × QM such that diff(c, c′) is finite and
∆(c) = ∆(c′), we have c = c′. □
Remark 5.5.4. Each injective map is pre-injective. And, ifM is finite,
then each pre-injective map is injective. □
In the proof of theorem 5.5.8, the existence of a Garden of Eden pat-
tern, as stated in lemma 5.5.7, is essential, which itself follows from the
existence of a Garden of Eden configuration, the compactness of QM ,
and the continuity of ∆. Garden of Eden configurations and patterns
are introduced in
Definition 5.5.5. a. Let c : M → Q be a global configuration. It
is called Garden of Eden configuration if and only if it is not Garden of Eden
configuration c of
C
contained in ∆(QM ).
b. Let p : A → Q be a pattern. It is called Garden of Eden pattern Garden of Eden
pattern p of Cif and only if, for each global configuration c ∈ QM , we have
∆(c)↾A ̸= p. □
Remark 5.5.6. a. The global transition function ∆ is surjective if
and only if there is no Garden of Eden configuration.
b. If p : A→ Q is a Garden of Eden pattern, then each global config-
uration c ∈ QM with c↾A = p is a Garden of Eden configuration.
c. If there is a Garden of Eden pattern, then ∆ is not surjective. □
Lemma 5.5.7. Let ∆ not be surjective. There is a Garden of Eden
pattern with non-empty and finite domain. □
Proof. Because ∆ is not surjective, there is a Garden of Eden config-
uration c ∈ QM . Equip QM with the prodiscrete topology. According
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to lemma 3.1.11, the image ∆(QM ) is closed in QM . Hence, its com-
plement QM ∖ ∆(QM ) is open. Therefore, because c ∈ QM ∖ ∆(QM ),
according to remark 3.1.2, there is a non-empty and finite subset F of
M such that
Cyl(c,F ) = {c′ ∈ QM | c′↾F = c↾F } ⊆ QM ∖ ∆(QM ).
Hence, c↾F is a Garden of Eden pattern with non-empty and finite
domain. ■
Under which assumptions the entropy of the image of a non-surjective
global transition function is not maximal is shown in
Theorem 5.5.8. Let R be right tractable, let F be a right Erling net
in R, let H be a K-big subgroup of G, let δ be •H0-invariant, let
Q contain at least two elements, and let ∆ not be surjective. Then,
entF (∆(QM )) < log|Q|. □
Proof. According to lemma 5.5.7, there is a Garden of Eden pattern
p : F → Q with non-empty and finite domain. Let E = (m0 P_)−1(F ).
Then, m0 P E = F and, because P is free, |E| = |F | < ∞. Be-
cause p is a Garden of Eden pattern, p /∈ πm0PE(∆(QM )). Hence,
πm0PE(∆(QM )) ⫋ Qm0PE . Moreover, according to theorem 1.5.17, the
map ∆ is ▶H -equivariant. Hence, for each h ∈ H, we have h▶∆(QM ) =
∆(h ▶QM ) = ∆(QM ). In other words, ∆(QM ) is ▶H -invariant. Thus,
according to corollary 5.4.8, we have entF (∆(QM )) < log|Q|. ■
This yields the characterisation of surjectivity by entropy that is
given in
Corollary 5.5.9. Let R be right tractable, let F be a right Erling net
in R, let H be a K-big subgroup of G, let δ be •H0-invariant, and let
Q contain at least two elements. Then, ∆ is surjective if and only if
entF (∆(QM )) = log|Q|. □
Proof. This is a direct consequence of theorem 5.5.8. ■
In the remainder of this section, let R be right amenable and let
F = {Fi}i∈I be a right Følner net in R indexed by (I,≤).
In the proof of theorem 5.5.11, the fact that enlarging each element of
F does not increase entropy, as stated in the next lemma, is essential.
Lemma 5.5.10. Let X be a subset of QM and let E be a finite subset
of G/G0 such that G0 ∈ E. Then, ent{F+Ei }i∈I (X) ≤ entF (X). □
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Proof. Let i ∈ I. According to item h of lemma 5.2.6, we have
F−Ei ⊆ Fi ⊆ F+Ei . Hence, πF+Ei (X) ⊆ πFi(X)×Q
F+Ei ∖Fi and F+Ei ∖
Fi ⊆ ∂EFi. Thus,
log|πF+Ei (X)| ≤ log|πFi(X)|+ |F
+E
i ∖ Fi| · log|Q|
≤ log|πFi(X)|+ |∂EFi| · log|Q|.
Therefore, according to theorem 5.2.11,










= entF (X). ■
A global transition function whose image does not have maximal
entropy is not pre-injective, which is shown in
Theorem 5.5.11. Let entF (∆(QM )) < log|Q|. Then, ∆ is not pre-
injective. □
Proof Sketch. The asymptotic growth rate of finite patterns in
∆(QM ) is less than the one of QM . Hence, there are at least two finite
patterns that can be identically extended to global configurations that
have the same image under ∆. Therefore, ∆ is not pre-injective. ■
Proof. Suppose, without loss of generality, that G0 ∈ N . Let X =
∆(QM ). According to lemma 5.5.10, we have ent{F+Ni }i∈I (X) ≤ entF (X) <
log|Q|. Hence, there is an i ∈ I such that
log|πF+Ni (X)|
|Fi| < log|Q|.
Thus, |πF+Ni (X)| < |Q|
|Fi|. Furthermore, let q ∈ Q and let X ′ = {c ∈
QM | c↾M∖Fi ≡ q}. Then, |Q||Fi| = |X ′|. Hence, |πF+Ni (X)| < |X
′|.
Moreover, for each (c, c′) ∈ X ′×X ′, according to item b of lemma 5.2.7,
we have ∆(c)↾M∖F+Ni = ∆(c
′)↾M∖F+Ni . Therefore,






Hence, there are c, c′ ∈ X ′ such that c ̸= c′ and ∆(c) = ∆(c′). Thus,
because diff(c, c′) ⊆ Fi is finite, the map ∆ is not pre-injective. ■
Counterexample 5.5.12 (Muller). In this example we present a cel-
lular automaton on a non-right-amenable but right-tractable cell space
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that, although the image of its global transition function does not have
maximal entropy with respect to a right Erling net, is pre-injective. It
is Muller’s counterexample to Myhill’s theorem, see section 6, page 55,
in [MM93].
Let G be the group with presentation ⟨x, y, z | x2, y2, z2⟩ or, equi-
valently, the 3-fold free product of the cyclic group of order 2 with
itself, let Q be the F2-vector space (F2)2, where F2 is the finite field
of order 2, let N be the set {x, y, z}, let δ be the map QN → Q,
ℓ 7→ (ℓ(x)1 + ℓ(x)2 + ℓ(y)1 + ℓ(z)2, 0), where, for each vector v ∈ Q,
the first component of v is denoted by v1 and the second by v2. The
tuple R = ((G,G, ·), (eG, {g}g∈G)) is a cell space and the quadruple
C = (R,Q,N , δ) is a cellular automaton.
According to lemma 5.2.18, the cell space R is right tractable and
the sequence F = (B(ρ))ρ∈N0 is a right Erling net. Moreover, be-
cause point evaluation, projection, and addition are linear, the local
transition function δ is linear and hence the global transition function
∆ of C is linear. Furthermore, because the image of ∆ is included in
(F2 × {0})G, the global transition function ∆ is not surjective. Hence,
according to theorem 5.5.8, we have entF (∆(QG)) < log|Q|. However,
as we show now, the global transition function ∆ is pre-injective.
Let c and c′ be two global configurations of QG such that diff(c, c′) is
finite and ∆(c) = ∆(c′). Then, because ∆ is linear, we have ∆(c− c′) ≡
0. Let c′′ be the global configuration c− c′. Suppose that c′′ ̸≡ 0. Then,
because c′′ has finite support, there is an element g ∈ G such that
c′′(g) ̸= 0 and c′′↾M∖B(|g|) ≡ 0. And, there are two distinct elements s
and s′ ∈ {x, y, z} such that gs, gs′ ∈ S(|g|+ 1) (see figure 5.5.1). Hence,
because c′′↾M∖B(|g|) ≡ 0, we have c′′(gs) = 0 and c′′(gs′) = 0. And, for
each element s′′ ∈ {s, s′}, because gs′′s′′ = g and gs′′s′′′ ∈ S(|g|+ 2),
for s′′′ ∈ {x, y, z}∖ {s′′},
∆(c′′)(gs′′)1 = c′′(gs′′x)1 + c′′(gs′′x)2 + c′′(gs′′y)1 + c′′(gs′′z)2
=

c′′(g)1 + c′′(g)2, if s′′ = x,
c′′(g)1, if s′′ = y,
c′′(g)2, if s′′ = z.
Because c′′(g) ̸= 0, for each element s′′ ∈ {s, s′}, in two of the three
cases we have ∆(c′′)(gs′′)1 = 1 and hence ∆(c′′)(gs)1 = 1 or ∆(c′′)(gs′)1 =
1. Therefore, ∆(c′′)(gs) ̸= 0 or ∆(c′′)(gs′) ̸= 0, which contradicts that
∆(c′′) ≡ 0. Thus, contrary to our supposition, we have c′′ ≡ 0 and
hence c = c′. In conclusion, the global transition function ∆ is pre-
injective. □
In the proof of theorem 5.5.16, the statement of lemma 5.5.15 is
essential, which says that if two distinct patterns have the same image
and we replace each occurrence of the first by the second in a global
configuration, we get a new configuration in which the first pattern
does not occur and that has the same image as the original one.










Figure 5.5.2: Schematic representation of the proof of lemma 5.5.14.
How maps with disjoint domains are glued together, which is used
to replace occurrences of patterns in global configurations by other
patterns, is introduced in
Definition 5.5.13. Let I be a set and, for each index i ∈ I, let Ai and
Bi be two sets and let fi be a map from Ai to Bi, such that the sets














x 7→ fi(x), where i ∈ I such that x ∈ Ai,
is called coproduct of {fi}i∈I and, if I is the set {1, 2, . . . , |I|}, then it
is also denoted by f1 × f2 × · · · × f|I|. □ f1 × f2 × · · · × f|I|
In the proof of lemma 5.5.15 we use the technical
Lemma 5.5.14. Let A be a subset ofM , and let E and E′ be two subsets
of G/G0 such that {g−1 · e′ | e, e′ ∈ E, g ∈ e} ⊆ E′. Then,
∀m ∈M : m PE ⊆M ∖A or m PE ⊆ A+E′ . □
Proof. Letm ∈M such thatmPE ⊈M ∖A. Then, (mPE)∩A ̸= ∅.
Hence, there is an e′ ∈ E such that m P e′ ∈ A. Let e ∈ E. According
to lemma 4.3.6, there is a g ∈ e such that (m P e) P g−1 · e′ = m P e′.
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Because g−1 · e′ ∈ E′ and mP e′ ∈ A, we have (mP e)PE′ ∩A ̸= ∅ (see
figure 5.5.2). Thus, m P e ∈ A+E′ . Therefore, m PE ⊆ A+E′ . ■
Lemma 5.5.15. Identify M with G/G0 by ι : m 7→ Gm0,m, let H be a
K-big subgroup of G, let δ be •H0-invariant, let A be a subset of M , let
N ′ be the subset {g−1 · n′ | n,n′ ∈ N , g ∈ n} of G/G0, and let p and
p′ be two maps from A+N ′ to Q such that p↾A+N′∖A = p′↾A+N′∖A and
∆−
A+N′ (p) = ∆
−
A+N′ (p
′). Furthermore, let c be a map from M to Q and
let S be a subset of M , such that the family {s PA+N ′}s∈S is pairwise
disjoint and, for each cell s ∈ S, we have p ⊑s c. Put
c′ = c↾M∖(⋃




Then, for each cell s ∈ S, we have p′ ⊑s c′, and ∆(c) = ∆(c′). In
particular, if p ̸= p′, then, for each cell s ∈ S, we have p ̸⊑s c′. □
Proof. For each s ∈ S, we have dom(s P◀ p) = dom(s P◀ p′) = s P
A+N
′ . Hence, c′ is well-defined. Moreover, for each s ∈ S, we have
(s P◀ p)↾(sPA+N′ )∖(sPA) = (s P◀ p′)↾(sPA+N′ )∖(sPA).
Let m ∈ M ∖ (⋃s∈S s P A). If m ∈ M ∖ (⋃s∈S s P A+N ′), then
c′(m) = c(m). And, if there is an s ∈ S such that m ∈ s PA+N ′ , then,







Let m ∈M .
case 1: m PN ⊆ M ∖ (⋃s∈S s PA). Then, c′↾mPN = c↾mPN . Hence,
∆(c′)(m) = ∆(c)(m).
case 2: m PN ⊈ M ∖ (⋃s∈S s PA). Then, there is an s ∈ S such
that m PN ⊈ M ∖ (s P A). Thus, according to lemma 5.5.14,
we have m P N ⊆ (s P A)+N ′ . Hence, because G0 · N ′ ⊆ N ′,
according to item k of lemma 5.2.6, we have m PN ⊆ s PA+N ′
and hence m ∈ (s P A+N ′)−N . Therefore, because c↾sPA+N′ =
s P◀ p, ∆−
A+N′ (p) = ∆
−
A+N′ (p
′), and c′↾sPA+N′ = s P◀ p′, according to
corollary 5.2.10,
∆(c)(m) = ∆−
sPA+N′ (s P◀ p)(m)
= (s P◀ ∆−
A+N′ (p))(m)




sPA+N′ (s P◀ p′)(m)
= ∆(c′)(m).
In either case, ∆(c)(m) = ∆(c′)(m). Therefore, ∆(c) = ∆(c′). ■
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Under which assumptions the entropy of the image of a non-pre-
injective global transition function is not maximal is shown in
Theorem 5.5.16. Let H be a K-big subgroup of G, let δ be •H0-invariant,
let Q contain at least two elements, and let ∆ not be pre-injective. Then,
entF (∆(QM )) < log|Q|. □
Proof Sketch. For N ′ = N−1 ·N , there is a subset A ofM and there
are two distinct finite patterns p and p′ with domain A+N ′ that have
the same image under ∆−
A+N′ . The set Y of all global configurations in
which p does not occur at the cells of a tiling has the same image under
∆ as QM , because in a global configuration we may replace occurrences
of p by p′ without changing the image. It follows that ent(∆(QM )) =
ent(∆(Y )) ≤ ent(Y ); and, because Y is missing the pattern p at each
cell of a tiling, we also have ent(Y ) < ent(QM ) = log|Q|. In conclusion,
ent(∆(QM )) < log|Q|. ■
Proof. Suppose, without loss of generality, that G0 ∈ N . Identify M
with G/G0 by ι : m 7→ Gm0,m.
Because ∆ is not pre-injective, there are c, c′ ∈ QM such that
diff(c, c′) is finite, ∆(c) = ∆(c′), and c ̸= c′. Put A = diff(c, c′),
put N ′ = {g−1 ·n′ | n,n′ ∈ N , g ∈ n}, put E = A+N ′ , and put p = c↾E




Because N is finite and, for each n ∈ N , we have |n| = |G0| < ∞,
the set N ′ is finite. Moreover, G0 ·N ′ ⊆ N ′. According to item h
of lemma 5.2.6, because G0 ∈ N ′ and A ̸= ∅, we have E ⊇ A and
hence E is non-empty. According to item i of lemma 5.2.6, because
G0, A, and N ′ are finite, so is E. Because E is non-empty, according
to theorem 5.3.10, there is a subset E′ of G/G0 and an (E,E′)-tiling
T of R. Because G0 and E are non-empty and finite, so is E′.
Let Y = {y ∈ QM | ∀ t ∈ T : p ̸⊑t y}. For each t ∈ T , we have t P◀ p /∈
πtPE(Y ) and therefore πtPE(Y ) ⫋ QtPE . According to lemma 5.4.7, we
have entF (Y ) < log|Q|. Hence, according to theorem 5.4.5, we have
entF (∆(Y )) < log|Q|.
Let x ∈ QM . Put S = {t ∈ T | p ⊑t x}. According to lemma 5.5.15,
there is an x′ ∈ QM such that x′ ∈ Y and ∆(x) = ∆(x′). Therefore,
∆(QM ) = ∆(Y ). In conclusion, entF (∆(QM )) < log|Q|. ■
Counterexample 5.5.17 (Tree). In the situation of counterexample
5.4.6, the global transition function ∆ is not pre-injective but the en-
tropy entF (∆(QM )) is maximal as we show now.
First, let c and c′ be the two global configurations of QM such that
c ≡ 0, c′(m0) = 1, and c′↾M∖{m0} ≡ 0. Then, diff(c, c′) is finite and
∆(c) = ∆(c′) but c ̸= c′. Hence, ∆ is not pre-injective.
Secondly, let c be a global configuration of QM . And, let c′ be the
global configuration of QM such that c′(m0) = 0 and, for each cell
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m ∈ M and each generator s ∈ {a, b, a−1, b−1} with |ms| = |m|+ 1,
we have c′(ms) = c(m). For each generator s ∈ {a, b, a−1, b−1}, we
have |m0s| = |m0|+ 1; and, for each cell m ∈ M ∖ {m0}, there are
precisely three distinct generators s1, s2, and s3 ∈ {a, b, a−1, b−1} such
that |msk| = |m|+ 1, for k ∈ {1, 2, 3}. Hence, ∆(c′) = c. Therefore, ∆
is surjective. In particular, entF (∆(QM )) = log|Q|. □
The three preceding theorems yield
Main Theorem 5.5.18. (Garden of Eden Theorem; Edward Forrest
Moore, 1962; John R. Myhill, 1963) Let M = (M ,G, ▷) be a right-a-
menable left-homogeneous space with finite stabilisers and let ∆ be the
global transition function of a big-cellular automaton overM with finite
set of states and finite neighbourhood. The map ∆ is surjective if and
only if it is pre-injective. □
Proof. There is a coordinate system K = (m0, {gm0,m}m∈M ) such
that there is a big-cellular automaton C = (R,Q,N , δ) such that Q
and N are finite and ∆ is its global transition function. Moreover,
because C is big, there is a K-big subgroup H of G such that the local
transition function δ is •H0-invariant. And, because G0 is finite, the
cell space R = (M,K) is right amenable.
case 1: |Q| ≤ 1. If |Q| = 0, then, because |M | ̸= 0, we have |QM | =
0. And, if |Q| = 1, then |QM | = 1. In either case, ∆ is bijective,
in particular, surjective and pre-injective.
case 2: |Q| ≥ 2. According to theorem 5.5.8 and item a of lemma 5.4.4,
the map ∆ is not surjective if and only if entF (∆(QM )) < log|Q|.
And, according to theorem 5.5.11 and theorem 5.5.16, we have
entF (∆(QM )) < log|Q| if and only if ∆ is not pre-injective. Hence,
∆ is not surjective if and only if it is not pre-injective. In conclu-
sion, ∆ is surjective if and only if it is pre-injective. ■
Remark 5.5.19. In the situation of remark 5.2.2, main theorem 5.5.18
is theorem 5.3.1 in [CC10]. □
Counterexample 5.5.20 (Tree). The global transition function of
the cellular automaton of counterexample 5.4.6 is surjective but not
pre-injective, which was shown in counterexample 5.5.17. □
Counterexample 5.5.21 (Muller). The global transition function of
the cellular automaton of counterexample 5.5.12 is not surjective but
pre-injective, which was shown there. □
Example 5.5.22 (Exclusive Or). The global transition function of the
elementary cellular automaton with Wolfram code 90, whose local tran-
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sition function combines the states of the left and right neighbours by
exclusive or, is 4-to-1 surjective and pre-injective but not injective. □
Open Problem 5.5.23. Laurent Bartholdi constructs in his papers
„Gardens of Eden and amenability on cellular automata“[Bar10] and „Ame-
nability of groups is characterized by Myhill’s Theorem“[BK16], for
each non-amenable group G, two finite sets Q and Q′, and two cellu-
lar automata C and C′ over G such that the global transition function
∆ : QG → QG of C is surjective but not pre-injective and the global
transition function ∆′ : (Q′)G → (Q′)G of C′ is not surjective but pre-
injective. Are similar constructions possible for non-right-amenable
left-homogeneous spaces with finite stabilisers? □
5.6 construction of non-degenerated left homogen-
eous spaces
introduction. So far we have only seen examples of right-ame-
nable left-homogeneous spaces with finite stabilisers for which there
is a subgroup that acts freely and transitively. The global transition
function of a semi-cellular automaton on such a space is essentially
the global transition function of a cellular automaton over a group.
For those spaces, main theorem 5.5.18 states nothing new. A simple
construction of right-amenable left-homogeneous spaces with finite sta-
bilisers for which there is no subgroup that acts freely and transitively
goes like this: Act with the direct product of the automorphism groups
of the coloured Cayley graph of a group and a vertex-transitive, finite,
and directed non-Cayley graph on the direct product of the vertices of
these graphs. Full details and concrete examples of this construction
are given below.
body. The Cartesian product of two cell spaces, and how its right
quotient set semi-action and its notions of interior, closure, and bound-
ary relate to the respective constructs and notions of its components is
given and shown in
Lemma 5.6.1. Let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) and R′ = ((M ′,
G′, ▷′), (m′0, {g′m′0,m′}m′∈M ′)) be two cell spaces, and let R
′′ be the cell
space ((M ×M ′,G×G′, ▷×▷′), ((m0,m′0), {(gm0,m, g′m′0,m′)}(m,m′)∈M×M ′)),
where
▷× ▷′ : (G×G′)× (M ×M ′)→M ×M ′, left group action
▷× ▷′ of G×G′
on M ×M ′((g, g
′), (m,m′)) 7→ (g ▷m, g′ ▷′m′).
Furthermore, let A be a subset ofM , let A′ be a subset ofM ′, let A′′ be a
subset of M ×M ′ such that {m ∈M | ∃m′ ∈M ′ : (m,m′) ∈ A′′} = A,
let E be a subset of G/G0, and let E′ be a subset of G′/G′0. Then,
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a. P′′ = P× P′, where
P× P′ : (M ×M ′)× ((G×G′)/(G0 ×G′0))→M ×M ′,
((m,m′), (g, g′)(G0 ×G′0)) 7→ (m P gG0,m′ P′ g′G′0).
b. (A×A′)−E×E′ = A−E× (A′)−E′, (A×A′)+E×E′ = A+E× (A′)+E′,
and ∂E×E′(A×A′) = (∂EA× (A′)+E′) ∪ (A+E × ∂E′A′), where
E ×E′ = {(g, g′)(G0 ×G′0) | gG0 ∈ E, g′G′0 ∈ E′}.
c. (A′′)−E×(G′/G′0) ⊆ A−E ×M ′, (A′′)+E×(G′/G′0) = A+E ×M ′, and
∂E×(G′/G′0)A
′′ ⊇ ∂EA×M ′, where
E× (G′/G′0) = {(g, g′)(G0×G′0) | gG0 ∈ E, g′G′0 ∈ G′/G′0}.□
Proof. Note that the stabiliser G′′0 of (m0,m′0) under ▷×▷′ is G0×G′0.
a. For each (m,m′) ∈ M ×M ′ and each (g, g′)(G0 ×G′0) ∈ (G×
G′)/(G0 ×G′0),
(m,m′) P′′ (g, g′)(G0 ×G′0)
= (gm0,m, g′m′0,m′) · (g, g
′) ▷× ▷′ (m0,m′0)
= (gm0,mg ▷m0, g′m′0,m′g
′ ▷′m′0)
= (m P gG0,m′ P′ g′G′0).
Therefore, P′′ = P× P′.
b. Let (m,m′) ∈ M ×M ′. Then, (m,m′) P′′ E ×E′ = (m PE)×
(m′ P′ E′). Hence, if E ̸= ∅ and E′ ̸= ∅, then (m,m′) P′′ E ×
E′ ⊆ A×A′ if and only if m PE ⊆ A and m′ P′ E′ ⊆ A′. And,
((m,m′)P′′E×E′)∩ (A×A′) ̸= ∅ if and only if (mPE)∩A ̸= ∅
and (m′ P′ E′) ∩ A′ ̸= ∅. Therefore, (A× A′)−E×E′ = A−E ×
(A′)−E′ and (A × A′)+E×E′ = A+E × (A′)+E′ . Note that the
first equality holds in the case that E = ∅ or E′ = ∅, because



























c. Let (m,m′) ∈ M ×M ′. Then, (m,m′) P′′ E × (G′/G′0) = (m P
E) ×M ′. Hence, if (m,m′) P′′ E × (G′/G′0) ⊆ A′′, then m P
E ⊆ A. And, ((m,m′) P′′ E × (G′/G′0)) ∩A′′ ̸= ∅ if and only if
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(m PE) ∩A ̸= ∅. Therefore, (A′′)−E×(G′/G′0) ⊆ A−E ×M ′ and
(A′′)+E×(G′/G′0) = A+E ×M ′. Moreover,
∂E×(G′/G′0)A







A+E × (M ′∖M ′)
)
= ∂EA×M ′. ■
The Cartesian product of a left-homogeneous space with a finite one
is right amenable if and only if the former one is right amenable, which
is shown in
Lemma 5.6.2. Let M = (M ,G, ▷) and M′ = (M ′,G′, ▷′) be two left-
homogeneous spaces with finite stabilisers such that M ′ is finite, and let
M′′ be the left-homogeneous space (M ×M ′,G×G′, ▷× ▷′). The space
M′′ is right amenable if and only if the spaceM is right amenable. □
Proof. Let K = (m0, {gm0,m}m∈M ) and K′ = (m′0, {g′m′0,m′}m′∈M ′) be
two coordinate systems for M and M′ respectively, and let K′′ be the
coordinate system ((m0,m′0), {(gm0,m, g′m′0,m′)}(m,m′)∈M×M ′) for M
′′.
Note that, because M and M′ have finite stabilisers, so has M′′.
First, let M′′ be right amenable. Then, because M′′ has finite sta-
bilisers, there is a right Følner net {F ′′i }i∈I in R′′ = (M′′,K′′). Put
Fi = {m ∈ M | ∃m′ ∈ M ′ : (m,m′) ∈ F ′′i }. Let E be a finite sub-
set of G/G0. Then, according to item c of lemma 5.6.1 and because











Hence, because {F ′′i }i∈I is a right Følner net in R′′, the net {Fi}i∈I is
a right Følner net in (M,K). In conclusion, M is amenable.
Secondly, let M be amenable. Then, because M has finite stabil-
isers, there is a right Følner net {Fi}i∈I in R = (M,K). Let E′′ be
a finite subset of (G×G′)/(G×G′)0. Put E = {gG0 | ∃ g′ ∈ G′ :
(g, g′)(G × G′)0 ∈ E′′} and put E′ = G′/G′0. Then, according to
item b of lemma 5.6.1, we have ∂E′′(Fi ×M ′) ⊆ ∂E×E′(Fi ×M ′) ⊆
((∂EFi)×M ′) ∪ (F+Ei × (∂E′M ′)) = (∂EFi)×M ′. Hence,
|∂E′′(Fi ×M ′)|
|Fi ×M ′| ≤
|∂EFi| · |M ′|
|Fi| · |M ′| =
|∂EFi|
|Fi| .
Therefore, because {Fi}i∈I is a right Følner net in R, the net {Fi ×
M ′}i∈I is a right Følner net inM′′. In conclusion,M′′ is right amenable.
■
Vertex-transitivity, the Cartesian product of two graphs, and an ac-
tion on such a product are introduced in the forthcoming definitions.
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Definition 5.6.3. Let G be a directed graph. It is called vertex-vertex-transitive
transitive if and only if its automorphism group acts transitively on
its vertices by function application. □
Remark 5.6.4. Cayley graphs of groups are vertex-transitive. □
Theorem 5.6.5 (Sabidussi’s Theorem). Let G be a directed graph. It
is a Cayley graph if and only if a subgroup of its automorphism group
acts freely and transitively on its vertices by function application. □
Proof. See proposition 3.1(b) in [Bab96]. ■
Definition 5.6.6. Let G = (V ,E) and G′ = (V ′,E′) be two directed
graphs. The graph G □ G′ = (V × V ′, {((v1, v′1), (v2, v′2)) ∈ (V × V ′)×
(V × V ′) | v1 = v2 ∧ (v′1, v′2) ∈ E′ or v′1 = v′2 ∧ (v1, v2) ∈ E}) is called
Cartesian product of G and G′. □Cartesian product
G □ G′ of G and G′
Definition 5.6.7. Let G□ G′ be the Cartesian product of G = (V ,E)
and G′ = (V ′,E′), and let ▷ and ▷′ be the left group actions of Aut(G)
on V and of Aut(G′) on V ′ by function application. The direct product
Aut(G)×Aut(G′) acts on V × V ′ on the left by
▷□ ▷′ : (Aut(G)×Aut(G′))× (V × V ′)→ V × V ′,left group action
▷□ ▷′ of
Aut(G)×Aut(G′)
on V × V ′
((φ,φ′), (v, v′)) 7→ (φ ▷ v,φ′ ▷′ v′). □
Remark 5.6.8. The map _(▷□ ▷′) : Aut(G)×Aut(G′)→ Aut(G□G′)
is an injective group homomorphism. □
Remark 5.6.9. If G and G′ are vertex-transitive, then the left group
action ▷□ ▷′ is transitive. □
When a subgroup acts freely and transitively on the Cartesian product
of two graphs is characterised in
Lemma 5.6.10. Let G □ G′ be the Cartesian product of G = (V ,E)
and G′ = (V ′,E′). There is a subgroup H ′′ of Aut(G)×Aut(G′) that
acts freely and transitively on V × V ′ by ▷□ ▷′ if and only if there is
a subgroup H of Aut(G) and there is a subgroup H ′ of Aut(G′) such
that H acts freely and transitively on V by ▷ and H ′ acts freely and
transitively on V ′ by ▷′. □
Proof. First, let H ′′ be a subgroup of Aut(G) × Aut(G′) that acts
freely and transitively on V × V ′ by ▷□ ▷′. Furthermore, let v′ be a
vertex of V ′. The set F = {h′′ ∈ H ′′ | h′′ ▷□ ▷′ V ×{v′} ⊆ V ×{v′}} is
a subgroup of H ′′ and the left group action (▷□ ▷′)↾F×(V×{v′})→V×{v′}
is free and transitive. The set H = π1(F ) is a subgroup of Aut(G),
which acts freely and transitively on V by ▷, where π1 is the projection
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homomorphism from Aut(G)×Aut(G′) onto Aut(G). Analogously, a
subgroup H ′ of Aut(G′) can be constructed that acts freely and trans-
itively on V ′ by ▷′.
Secondly, let H be a subgroup of Aut(G) and let H ′ be a subgroup of
Aut(G′) such that H acts freely and transitively on V by ▷ and H ′ acts
freely and transitively on V ′ by ▷′. The direct product H ′′ = H ×H ′
acts freely and transitively on V × V ′ by ▷□ ▷′. ■
It follows that there is no subgroup that acts freely and transitively
on the Cartesian product of a Cayley and a non-Cayley graph, which
is stated in
Corollary 5.6.11. Let G □ G′ be the Cartesian product of G = (V ,
E) and G′ = (V ′,E′), where G or G′ is not a Cayley graph. There
is no subgroup of Aut(G)×Aut(G′) that acts freely and transitively on
V × V ′ by ▷□ ▷′. □
Proof. This is a direct consequence of theorem 5.6.5 and lemma 5.6.10.
■
Example 5.6.12. Let G be a group, let S be a generating set of G, let
G = (V ,E) be the coloured S-Cayley graph of G, let ▷ be the left group
action of Aut(G) on V by function application, let G′ = (V ′,E′) be a
vertex-transitive, finite, and directed non-Cayley graph, and let ▷′ be
the left group action of Aut(G′) on V ′ by function application, and let
M′′ be the left-homogeneous space (V × V ′, Aut(G)×Aut(G′), ▷□ ▷′).
Note that V = G, that G ≃ Aut(G) by g 7→ g ·_, that under this
identification the map ▷ is the group multiplication · and the map ▷□ ▷′
is (G×Aut(G′))× (G×V ′)→ G×V ′, ((g,φ′), (v, v′)) 7→ (g · v,φ′(v′)),
and that (V , Aut(G), ▷) is right amenable if and only if G is amenable.
According to corollary 5.6.11, there is no subgroup of Aut(G) ×
Aut(G′) that acts freely and transitively on V × V ′ by ▷□ ▷′. And,
according to lemma 5.6.2 and the note above, the space M′′ is right
amenable if and only if the group G is amenable. For example:
a. If G is the integer lattice Z and G′ is the Petersen graph, then
M′′ is right amenable.
b. If G is the free group F2 over {a, b}, where a ̸= b and G′ is the
Coxeter graph, then M′′ is not right amenable. □

6
F IN ITELY RIGHT GENERATED , GROWTH , AND
RIGHT AMENABIL ITY
abstract. We introduce right-generating sets, left Cayley graphs,
growth functions, types and rates, and isoperimetric constants for cell
spaces and some of these notions also for left-homogeneous spaces; char-
acterise right-amenable finitely right-generated cell spaces with finite
stabilisers as those whose isoperimetric constant is 0; and prove that fi-
nitely right-generated left-homogeneous spaces with finite stabilisers of
sub-exponential growth are right amenable, in particular, quotient sets
of groups of sub-exponential growth by finite subgroups acted upon by
left multiplication are right amenable.
remark. Most parts of this chapter appeared in the preprint „Right
Amenability And Growth Of Finitely Right Generated Left Group
Sets“[Wac17] and they generalise parts of chapter 6 of the monograph
„Cellular Automata and Groups“[CC10].
summary. A cell space R is finitely right generated if there is a
finite subset S of G/G0 with G0 · S ⊆ S such that, for each point
m ∈ M , there is a sequence (si)i∈{1,2,...,k} of elements in S ∪ S−1 such
that m = (((m0 P s1) P s2) P · · · ) P sk. The finite right-generating set
S induces the left S-Cayley graph structure on M given by: For each
point m ∈ M and each generator s ∈ S, there is an edge from m
to m P s. The length of the shortest path between two points of M
yields the S-metric. The ball of radius ρ ∈ N0 centred at m ∈ M ,
denoted by BS(m, ρ), is the set of all points whose distance to m is
not greater than ρ. The S-growth function is the map γS : N0 → N0,
k 7→ |BS(m0, k)|; the growth type of R, which does not depend on S, is
the equivalence class [γS ]∼, where two growth functions are equivalent
if they dominate each other; and the S-growth rate is the limit point of
the sequence ( k
√
γS(k))k∈N0 .
A finitely right-generated cell space R is said to have sub-exponential
growth if its growth type is not [exp]∼, which is the case if and only if
its growth rates are 1. The S-isoperimetric constant is a real number
between 0 and 1 that measures, broadly speaking, the invariance underP↾M×S that a finite subset of M can have, where 0 means maximally
and 1 minimally invariant. In the case that G0 is finite, this constant
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is 0 if and only if R is right amenable; and, if R has sub-exponential
growth, then it is right amenable; and, if G has sub-exponential growth,
then so has R.
Cayley graphs were introduced by Arthur Cayley in his paper „De-
siderata and Suggestions: No. 2. The Theory of Groups: Graph-
ical Representation“[Cay78]. The notion of growth was introduced by
Vadim Arsenyevich Efremovich and Albert S. Švarc in their papers
„The geometry of proximity“[Efr52] and „A volume invariant of cov-
erings“[Šva55]. Mikhail Leonidovich Gromov was the first to study
groups through their word metrics, see for example his paper „Infinite
groups as geometric objects“[Gro84].
contents. In section 6.1 we introduce right-generating sets. In
section 6.2 we recapitulate directed multigraphs. In section 6.3 we
introduce left Cayley graphs induced by right-generating sets. In sec-
tion 6.4 we introduce metrics and lengths induced by left Cayley graphs.
In section 6.5 we consider balls and spheres induced by metrics. In sec-
tion 6.6 we consider interiors, closures, and boundaries of any thickness
of sets. In section 6.7 we recapitulate growth functions and types. In
section 6.8 we introduce growth functions and types of cell spaces. In
section 6.9 we introduce growth rates of cell spaces. In section 6.10 we
prove that right amenability and having isoperimetric constant 0 are
equivalent, and we characterise right Følner nets. And in section 6.11
we prove that having sub-exponential growth implies right amenability.
preliminary notions. A left group set is a triple (M ,G, ▷),
whereM is a set, G is a group, and ▷ is a map from G×M toM , called
left group action of G on M , such that G → Sym(M), g 7→ [g ▷_], is
a group homomorphism. The action ▷ is transitive if M is non-empty
and for each m ∈ M the map _ ▷ m is surjective; and free if for each
m ∈ M the map _ ▷m is injective. For each m ∈ M , the set G ▷m is
the orbit of m, the set Gm = (_ ▷m)−1(m) is the stabiliser of m, and,
for each m′ ∈M , the set Gm,m′ = (_ ▷m)−1(m′) is the transporter of
m to m′.
A left-homogeneous space is a left group set M = (M ,G, ▷) such
that ▷ is transitive. A coordinate system for M is a tuple K = (m0,
{gm0,m}m∈M ), where m0 ∈ M and for each m ∈ M we have gm0,m ▷
m0 = m. The stabiliser Gm0 is denoted by G0. The tuple R =
(M,K) is a cell space. The map P : M ×G/G0 → M , (m, gG0) 7→
gm0,mgg
−1
m0,m ▷ m (= gm0,mg ▷ m0) is a right semi-action of G/G0 on
M with defect G0, which means that
∀m ∈M : m PG0 = m,
and
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
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m P g · g′ = (m P gG0) P g0 · g′.
It is transitive, which means that the set M is non-empty and for each
m ∈ M the map m P_ is surjective; and free, which means that for
each m ∈ M the map m P_ is injective; and semi-commutes with ▷,
which means that
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
(g ▷m) P g′ = g ▷ (m P g0 · g′).
The maps ι : M → G/G0, m 7→ Gm0,m, and m0 P_ are inverse to each
other. Under the identification of M with G/G0 by either of these
maps, we have P : (m, g) 7→ gm0,m ▷ g.
A left-homogeneous spaceM is right amenable if there is a coordinate
system K for M and there is a finitely additive probability measure µ
on M such that
∀ g ∈ G/G0 ∀A ⊆M :
(
(_P g)↾A injective =⇒ µ(AP g) = µ(A)),
in which case the cell space R = (M,K) is called right amenable.
When the stabiliser G0 is finite, that is the case if and only if there
is a right Følner net in R indexed by (I,≤), which is a net {Fi}i∈I in
{F ⊆M | F ̸= ∅,F finite} such that
∀ g ∈ G/G0 : lim
i∈I
|Fi∖ (_ P g)−1(Fi)|
|Fi| = 0.
6.1 right generating sets
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space.
contents. In definition 6.1.1 we introduce right-generating sets of
R. And in lemma 6.1.7 we show how generating sets of G induce right
ones of R.
Definition 6.1.1. Let S be a subset of G/G0 such that G0 · S ⊆ S.
a. The set {g−1G0 | s ∈ S, g ∈ s} is denoted by S−1. S−1
b. For each element m ∈ M , each non-negative integer k, and each
finite sequence (si)i∈{1,2,...,k} of elements in S ∪ S−1, the element((
(m P s1) P s2) P · · ·) P sk
is denoted by m P (si)i∈{1,2,...,k}, where, in the case that k = 0, m P (si)i∈{1,2,...,k}
the sequence (si)i∈{1,2,...,k} is the empty sequence () and m P
(si)i∈{1,2,...,k} is equal to m.
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c. The set S is said to right generate R, called right-generating setS right generates
R of R, and each element s ∈ S is called right generator if and only
right-generating
set S of R
right generator s
if
∀m ∈M ∃(si)i∈{1,2,...,k} in S ∪S−1 : m0 P (si)i∈{1,2,...,k} = m.
d. The set S is called symmetric if and only if S−1 ⊆ S. □symmetric
Remark 6.1.2. If S is a right-generating set of R, then S ∪ S−1 is a
symmetric one; and, if S is also finite and G0 is finite, then S ∪ S−1 is
finite. □
Definition 6.1.3. Let P be an adjective. The cell space R is called
P ly right generated if and only if there is a right-generating set of RP ly
right-generated cell
space R
that is P . □
Remark 6.1.4. If R is finitely right generated, then M is countably
infinite. □
Remark 6.1.5. For each right-generating set S of R, each coordinate
system K′ = (m′0, {g′m′0,m}m∈M ) for M, and each element g ∈ G such
that g ▷ m0 = m′0, according to lemma 1.5.5, because G0 · S ⊆ S, the
subset g ⊙ S of G/Gm′0 is a right-generating set of (M,K′), which is
finite or symmetric if S has the respective property. In particular, being
finitely and/or symmetrically right generated does not depend on the
coordinate system. □





and/or symmetrically right generated if and only if, there is a (for each)
coordinate system K for M, the cell space (M,K) is finitely and/or
symmetrically right generated. □
Lemma 6.1.7. Let T be a generating set of G. The set S = {g0 · tG0 |
g0 ∈ G0, t ∈ T} is a right-generating set of R. And, if T is symmetric,
then so is S. And, if T and G0 are finite, then so is S. □
Proof. First, let m ∈ M . Then, because P is transitive, there is a
g ∈ G such that m0 P gG0 = m. And, because T generates G, there is a
finite sequence (ti)i∈{1,2,...,k} in T ∪ T−1 such that t1t2 · · · tk = g. And,
because P is a semi-action, there is a finite sequence (gi,0)i∈{2,3,...,k} in
G0 such that
m0 P (t1G0, g2,0t2G0, . . . , gk,0tkG0) = m0 P t1t2 · · · tkG0 = m.
In conclusion, because t1G0 ∈ S ∪ S−1 and gi,0tiG0 ∈ S ∪ S−1, for
i ∈ {2, 3, . . . , k}, the set S is a right-generating set of R.
Secondly, let T be symmetric. Furthermore, let s ∈ S and let g ∈ s.
Then, there is a g0 ∈ G0, there is a t ∈ T , and there is a g′0 ∈ G0
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such that g0 · tG0 = s and g0tg′0 = g. Hence, because (g′0)−1 ∈ G0 and
t−1 ∈ T ,
g−1G0 = (g′0)
−1t−1g−10 G0 = (g
′
0)
−1 · t−1G0 ∈ S.
Therefore, S−1 ⊆ S. In conclusion, S is symmetric.
Lastly, let T and G0 be finite. Then, because |S| ≤ |G0| · |T |, the set
S is finite. ■
6.2 directed multigraphs
Definition 6.2.1. Let V and E be two sets, and let σ and τ be two
maps from E to V . The quadruple G = (V ,E,σ, τ ) is called directed directed multigraph
Gmultigraph; each element v ∈ V is called vertex; each element e ∈ E is
vertex vcalled edge from σ(e) to τ (e); for each element e ∈ E, the vertex σ(e)
edge e from σ(e)
to τ (e)is called head of e and the vertex τ (e) is called tail of e. □
head σ(e) of e
tail τ (e) of e
Remark 6.2.2. In the case that the map η : E → V ×V , e 7→ (σ(e), τ (e)),
is injective, the directed multigraph G is a directed graph and is iden-
tified with (V , η(E)). □
In the remainder of this section, let G = (V ,E,σ, τ ) be a directed
multigraph.
Definition 6.2.3. Let e be an edge of G. The edge e is called loop if loop e
and only if τ (e) = σ(e). □
Definition 6.2.4. Let v be a vertex of G.
a. The cardinal number
deg+(v) = |{e ∈ E | σ(e) = v}| out-degree deg+(v)
of v
is called out-degree of v.
b. The cardinal number
deg−(v) = |{e ∈ E | τ (e) = v}| in-degree deg−(v)
of v
is called in-degree of v.
c. The cardinal number
deg(v) = deg+(v) + deg−(v) degree deg(v) of v
is called degree of v. □
Remark 6.2.5. In the degree of v loops are counted twice. □
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Definition 6.2.6. Let v and v′ be two vertices of G. They are called
adjacent if and only if there is an edge from v to v′ or one from v′ toadjacent vertices v
and v′ v. □
Definition 6.2.7. Let p = (ei)i∈{1,2,...,k} be a finite sequence of edges
of G. It is called path from σ(e1) to τ (ek) if and only if, for each indexpath p from σ(e1)
to τ (ek) i ∈ {1, 2, . . . , k− 1}, we have τ (ei) = σ(ei+1). □
Definition 6.2.8. Let p = (ei)i∈{1,2,...,k} be a path in G. The non-
negative integer |p| = k is called length of p. □length |p| of p
Definition 6.2.9. The directed multigraph G is called
a. symmetric if and only if, for each edge e ∈ E, there is an edgesymmetric directed
multigraph e′ ∈ E such that σ(e′) = τ (e) and τ (e′) = σ(e);
b. strongly connected if and only if, for each vertex v ∈ V and eachstrongly connected
directed multigraph vertex v′ ∈ V , there is a path p from v to v′;
c. regular if and only if all vertices of G have the same degree and,regular directed
multigraph for each vertex v ∈ V , we have deg−(v) = deg+(v). □
Definition 6.2.10. Let W be a subset of V and let F be a subset
of E such that σ(F ) ⊆ W and τ (F ) ⊆ W . The directed multigraph
(W ,F ,σ↾F→W , τ↾F→W ) is called submultigraph of G. □submultigraph of G
Definition 6.2.11. Let W be a subset of V , let F be the set {e ∈
E | σ(e), τ (e) ∈ W}, let ς be the map σ↾F→W , and let υ be the map
τ↾F→W . The submultigraph G[W ] = (W ,F , ς, υ) of G is called inducedsubmultigraph
G[W ] of G induced
by W
by W . □
Definition 6.2.12. Let G = (V ,E,σ, τ ) be symmetric and strongly
connected. The map
d : V × V →N0,distance d on G
(v, v′) 7→ min{|p| | p path from v to v′},
is a metric on V and called distance on G. □
Definition 6.2.13. Let Λ be a set and let λ be a map from E to
Λ. The map λ is called Λ-edge-labelling of G and the multigraph GΛ-edge-labelling λ
of G equipped with λ is called Λ-edge-labelled. □
Λ-edge-labelled
directed multigraph Remark 6.2.14. In the case that G is a directed graph, the Λ-edge-
labelled graph G is identified with (V , {(σ(e),λ(e), τ (e)) | e ∈ E}). □
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6.3 coloured and uncoloured left cayley graphs
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space and let S be a right-generating set of R.
Definition 6.3.1. a. The directed graph
(M , {(m,m P s) | m ∈M , s ∈ S})
is called uncoloured (left) S-Cayley graph of R. uncoloured left
S-Cayley graph of
Rb. The S-edge-labelled directed graph
(M , {(m, s,m P s) | m ∈M , s ∈ S})
is called coloured (left) S-Cayley graph of R. □ coloured left
S-Cayley graph of
RExample 6.3.2. Examples of coloured Cayley graphs of groups that
illustrate their dependence on the generating set are given in examples
6.3.2 in [CC10]. □
Remark 6.3.3. Because the semi-action P is free, the uncoloured and
coloured S-Cayley graphs are isomorphic (if we ignore labels). Moreover,
each automorphism of the coloured S-Cayley graph is an automorph-
ism of the uncoloured one. However, because automorphisms of labelled
graphs are label-preserving, the converse is not true in general. □
Remark 6.3.4. According to lemma 1.5.5, because G0 · S ⊆ S, the
uncoloured S-Cayley graph of R does not depend on the coordinates
{gm0,m}m∈M ; and, for each element g ∈ G, it is equal to the uncoloured
(g⊙ S)-Cayley graph of (M, (g ▷m0, {gm0,mg−1}m∈M )). □
In the remainder of this section, let G be the uncoloured or coloured
S-Cayley graph of R.
Remark 6.3.5. Because the element G0 ∈ G/G0 is the only one that
acts trivially by P, the following three statements are equivalent:
a. G0 ∈ S;
b. At least one vertex of G has a loop;
c. All vertices of G have a loop. □
Remark 6.3.6. Because P is a semi-action and G0 · S ⊆ S, if S is
symmetric, then G is symmetric and strongly connected. □
Remark 6.3.7. Let m be a vertex of G. The map S → m P S, s 7→
m P s, is a bijection onto the out-neighbourhood of m. It is injective,
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because P is free, and it is surjective, by definition. Therefore, if S is
symmetric, then the degree of m is 2|S| in cardinal arithmetic and the
graph G is regular. □
6.4 metrics and lengths
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space and let S be a symmetric right-generating set of R.
contents. In definitions 6.4.1 and 6.4.7 we introduce the S-metric
dS and the S-length |_|S on R induced by the uncoloured S-Cayley
graph. And in lemmata 6.4.4 and 6.4.5 we show how the S-metric
relates to the left group action ▷ and the right quotient set semi-actionP.
Definition 6.4.1. The distance on the uncoloured S-Cayley graph of
R is called S-metric on R and denoted by dS . □S-metric dS on R
Remark 6.4.2. The S-metric on R is the map
dS : M ×M →N0,
(m,m′) 7→ min{k ∈N0 | ∃(si)i∈{1,2,...,k} in S :
m P (si)i∈{1,2,...,k} = m′}. □
Remark 6.4.3. According to remark 6.3.4, the S-metric on R does
not depend on the coordinates {gm0,m}m∈M and is identical to the
(g⊙ S)-metric on (M, (g ▷m0, {gm0,mg−1}m∈M )). □
Lemma 6.4.4. Let m and m′ be two elements of M , and let s be an
element of S. Then, dS(m,m′ P s) ≤ dS(m,m′) + 1. □
Proof. Let k = dS(m,m′). Then, there is a finite sequence (si)i∈{1,2,...,k}
in S such that mP (si)i∈{1,2,...,k} = m′. Hence, mP (s1, s2, . . . , sk, s) =
m′ P s. Therefore, dS(m,m′ P s) ≤ dS(m,m′) + 1. ■
Lemma 6.4.5. Let m and m′ be two elements of M , and let g be an
element of G. Then, dS(g ▷m, g ▷m′) = dS(m,m′). □
Proof. Let k = dS(g ▷ m, g ▷ m′). Then, there is a finite sequence
(si)i∈{1,2,...,k} in S such that (g ▷m) P (si)i∈{1,2,...,k} = g ▷m′. And, be-
cause P semi-commutes with ▷, there is a finite sequence (gi,0)i∈{1,2,...,k}
in G0 such that (g ▷m) P (si)i∈{1,2,...,k} = g ▷ (m P (gi,0 · si)i∈{1,2,...,k}).
Hence, g ▷ (m P (gi,0 · si)i∈{1,2,...,k}) = m′. Therefore, dS(m,m′) ≤
k = dS(g ▷ m, g ▷ m′). Analogously, dS(g ▷ m, g ▷ m′) ≤ dS(g−1 ▷ (g ▷
m), g−1 ▷ (g ▷ m′)) = dS(m,m′). In conclusion, dS(g ▷ m, g ▷ m′) =
dS(m,m′). ■
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Lemma 6.4.6. Letm andm′ be two elements ofM , let (si)i∈{1,2,...,dS(m,m′)}
be a finite sequence in S such that m′ = m P (si)i∈{1,2,...,dS(m,m′)}, let i
be an element of {0, 1, 2, . . . , dS(m,m′)}, and letmi = mP (si)i∈{1,2,...,i}.
Then, dS(m,mi) = i. □
Proof. By definition of mi, we have dS(m,mi) ≤ i and dS(mi,m′) ≤
dS(m,m′)− i. Therefore, because dS(m,m′) ≤ dS(m,mi)+dS(mi,m′),






In conclusion, dS(m,mi) = i. ■
Definition 6.4.7. The map
|_|S : M →N0, S-length |_|S onR
m 7→ dS(m0,m),
is called S-length on R. □
Remark 6.4.8. For each element m ∈ M , we have |m|S = 0 if and
only if m = m0. □
6.5 balls and spheres
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space and let S be a symmetric right-generating set of R.
contents. In definition 6.5.1 we introduce ballsBS and spheres SS
in the S-metric onR. In section 6.5.1 we show how the left group action
▷ and the right quotient set semi-action P act on balls and spheres. And
in section 6.5.2 we calculate and approximate the distances of balls and
spheres in various circumstances.
Definition 6.5.1. Let m be an element of M and let ρ be an integer.
a. The set
BS(m, ρ) = {m′ ∈M | dS(m,m′) ≤ ρ} S-ball BS(m, ρ) of
radius ρ centred at
mis called S-ball of radius ρ centred at m. The ball of radius ρ
centred at m0 is denoted by BS(ρ).
b. The set
SS(m, ρ) = {m′ ∈M | dS(m,m′) = ρ} S-sphere SS(m, ρ)
of radius ρ centred
at mis called S-sphere of radius ρ centred at m. The sphere of radius
ρ centred at m0 is denoted by SS(ρ). □
234 finitely right generated, growth, and right amenability
Remark 6.5.2. According to remark 6.4.3, the S-balls and spheres of
R do not depend on the coordinates {gm0,m}m∈M and are identical to
the (g⊙ S)-balls and spheres of (M, (g ▷m0, {gm0,mg−1}m∈M )). □
Remark 6.5.3. For each negative integer ρ,
SS(m, ρ) = BS(m, ρ) = ∅.
And, SS(m, 0) = BS(m, 0) = {m}. □
Remark 6.5.4. For each integer ρ,
SS(m, ρ) = BS(m, ρ)∖BS(m, ρ− 1). □
Remark 6.5.5. Because the metric dS is symmetric, for each integer
ρ, each element m ∈M , and each element m′ ∈M ,
m′ ∈ BS(m, ρ) ⇐⇒ m ∈ BS(m′, ρ)
and
m′ ∈ SS(m, ρ) ⇐⇒ m ∈ SS(m′, ρ). □
Remark 6.5.6. For each integer ρ,
BS(ρ) = {m ∈M | |m|S ≤ ρ}
and
SS(ρ) = {m ∈M | |m|S = ρ}. □
Definition 6.5.7. Let (Ak)k∈N0 be a sequence of sets. It is called
a. non-decreasing if and only ifnon-decreasing
sequence
∀ k ∈N0 : Ak ⊆ Ak+1.
b. non-increasing if and only ifnon-increasing
sequence
∀ k ∈N0 : Ak+1 ⊆ Ak. □













is called limit inferior of (Ak)k∈N0 .













is called limit superior of (Ak)k∈N0 .
c. Let A be a set. The sequence (Ak)k∈N0 is said to converge to (Ak)k∈N0




limk→∞Ak if and only if
lim inf
k→∞
Ak = lim sup
k→∞
Ak = A.




Ak = lim sup
k→∞
Ak. □
Remark 6.5.9. Let (Ak)k∈N0 be a non-decreasing or non-increasing
sequence of sets with respect to inclusion. It converges to ⋃k∈N0 Ak or⋂
k∈N0 Ak respectively. □
Remark 6.5.10. Let m be an element of M . Then, BS(m, 0) = {m}
and the sequence (BS(m, ρ))ρ∈N0 is non-decreasing with respect to




BS(m, ρ′) =M .
Indeed, for each m ∈ M , each ρ ∈ N0, and each m′ ∈ M , we have
m′ ∈ BS(m, ρ′), where ρ′ = max{ρ, dS(m,m′)}. □
Remark 6.5.11. For each element m ∈ M and each integer ρ, in car-
dinal arithmetic,
|BS(m, ρ)| ≤ (1+ |S|)ρ,
because the map
({G0} ∪ S)ρ → BS(m, ρ),
(si)i∈{1,2,...,ρ} 7→ m P (si)i∈{1,2,...,ρ},
is surjective and |{G0} ∪ S|ρ ≤ (1+ |S|)ρ. □
Lemma 6.5.12. Let A be a finite subset of M and let S′ be the set
{G0} ∪ S. Then, there is a non-negative integer k such that
A ⊆ {m ∈M | ∃(s′i)i∈{1,2,...,k} in S′ : m0 P (s′i)i∈{1,2,...,k} = m}. □
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Proof. If A is empty, then any k ∈ N0 works. Otherwise, let k =
supa∈A dS(m0, a). Then, because A is non-empty and finite, we have
k ∈ N0. And, by the choice of k, we have A ⊆ B(m0, k). And,
because G0 ∈ S′ and _ PG0 = idM , we have B(m0, k) = {m ∈ M |
∃(s′i)i∈{1,2,...,k} in S′ : m0 P (s′i)i∈{1,2,...,k} = m}. In conclusion, the
stated inclusion holds. ■
6.5.1 Acting on Balls and Spheres
Lemma 6.5.13. Let m be an element of M , let ρ be a non-negative
integer, and let s be an element of S. Then, BS(m, ρ) P s ⊆ BS(m, ρ+
1). □
Proof. Let m′ ∈ BS(m, ρ) P s. Then, there is an m′′ ∈ BS(m, ρ)
such that m′′ P s = m′. Hence, according to lemma 6.4.4, we have
dS(m,m′) = dS(m,m′′ P s) ≤ dS(m,m′′) + 1 ≤ ρ + 1. Therefore,
m′ ∈ BS(m, ρ+ 1). In conclusion, BS(m, ρ) P s ⊆ BS(m, ρ+ 1). ■
Lemma 6.5.14. Let m be an element of M , let ρ be a non-negative
integer, and let g be an element of G. Then, g ▷BS(m, ρ) = BS(g ▷
m, ρ). □
Proof. First, let m′ ∈ g ▷BS(m, ρ). Then, g−1 ▷m′ ∈ BS(m, ρ) and
thus dS(m, g−1 ▷m′) ≤ ρ. Hence, according to lemma 6.4.5,
dS(g ▷m,m′) = dS(g−1 ▷ (g ▷m), g−1 ▷m′)
= dS(m, g−1 ▷m′)
≤ ρ.
Therefore, m′ ∈ BS(g ▷ m, ρ). In conclusion, g ▷BS(m, ρ) ⊆ BS(g ▷
m, ρ).
Secondly, let m′ ∈ BS(g ▷ m, ρ). Then, dS(g ▷ m,m′) ≤ ρ. Thus,
according to lemma 6.4.5,
dS(m, g−1 ▷m′) = dS(g ▷m, g ▷ (g−1 ▷m′))
= dS(g ▷m,m′)
≤ ρ.
Hence, g−1 ▷m′ ∈ BS(m, ρ). Therefore, m′ ∈ g ▷BS(m, ρ). In conclu-
sion, BS(g ▷m, ρ) ⊆ g ▷BS(m, ρ). ■
Corollary 6.5.15. Let m be an element of M , let ρ be a non-negative
integer, and let gm be an element of Gm. Then, gm ▷ BS(m, ρ) =
BS(m, ρ). In particular, Gm ▷BS(m, ρ) = BS(m, ρ). □
Proof. This is a direct consequence of lemma 6.5.14, because gm ▷
m = m. ■
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Corollary 6.5.16. Let m and m′ be two elements of M , and let ρ be
a non-negative integer. Then, |BS(m, ρ)| = |BS(m′, ρ)|. □
Proof. This is a direct consequence of lemma 6.5.14, because there is
a g ∈ G such that g ▷m = m′, and g ▷_ is injective ■
Remark 6.5.17. Recall from lemma 1.3.19 that, under the identifica-
tion of M with G/G0 by ι : m 7→ Gm0,m,
∀ g ∈ G∀m ∈M : g ·m = g ▷m,
and
∀m ∈M ∀m′ ∈M : m Pm′ = gm0,m ▷m′. □
Lemma 6.5.18. Let m, m′, and m′′ be three elements ofM and identify
M with G/G0 by ι : m 7→ Gm0,m. Then, there is an element g0 ∈ G0
such that (m Pm′) Pm′′ = m P (m′ P (g0 ▷m′′)). □
Proof. Because P is a right semi-action, there is an element g0 ∈ G0
such that mP gm0,m′ · g0 ·Gm0,m′′ = (mP gm0,m′G0)PGm0,m′′ . And, ac-
cording to remark 6.5.17, we have Gm0,m′′ = m′′, gm0,m′G0 = Gm0,m′ =
m′, and gm0,m′ · g0 ·Gm0,m′′ = m′ P (g0 ▷m′′). Therefore, mP (m′ P (g0 ▷
m′′)) = (m Pm′) Pm′′. ■
Corollary 6.5.19. Let m be an element of M , let ρ be a non-negative
integer, and identify M with G/G0 by ι : m 7→ Gm0,m. Then, m P
BS(ρ) = BS(m, ρ). □
Proof. According to remark 6.5.17 and lemma 6.5.14,
m PBS(ρ) = gm0,m ▷BS(ρ)
= BS(gm0,m ▷m0, ρ)
= BS(m, ρ). ■
Corollary 6.5.20. Let m be an element of M , let ρ and ρ′ be two
non-negative integers, and identify M with G/G0 by ι : m 7→ Gm0,m.
Then, BS(m, ρ) PBS(ρ′) = BS(m, ρ+ ρ′). □
Proof. First, let m′ ∈ BS(m, ρ) PBS(ρ′). Then, there is an m′′ ∈
BS(m, ρ) such thatm′ ∈ m′′ PBS(ρ′). And, according to corollary 6.5.19,
we have m′′ PBS(ρ′) = BS(m′′, ρ′). Hence, because dS is subadditive,
we have dS(m,m′) ≤ dS(m,m′′) + dS(m′′,m′) ≤ ρ + ρ′. Therefore,
m′ ∈ BS(m, ρ+ ρ′). In conclusion, BS(m, ρ) PBS(ρ′) ⊆ BS(m, ρ+ ρ′).
Secondly, let m′ ∈ BS(m, ρ+ ρ′).
case 1: m′ ∈ BS(m, ρ). Then, because m0 ∈ BS(ρ′), we have m′ =
m′ Pm0 ∈ BS(m, ρ) PBS(ρ′).
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case 2: m′ /∈ BS(m, ρ). Then, there is a j ∈ {1, 2, . . . , ρ′} and
there is a finite sequence (si)i∈{1,2,...,ρ+j} in S such that m′′ P
(si)i∈{ρ+1,ρ+2,...,ρ+j} = m
′, where m′′ = m P (si)i∈{1,2,...,ρ} ∈
BS(m, ρ). Hence,m′ ∈ BS(m′′, j) ⊆ BS(m′′, ρ′) = m′′ PBS(ρ′) ⊆
BS(m, ρ) PBS(ρ′).
In either case, m′ ∈ BS(m, ρ) PBS(ρ′). In conclusion, BS(m, ρ+ ρ′) ⊆
BS(m, ρ) PBS(ρ′). ■
6.5.2 Distances of Balls and Spheres
Definition 6.5.21. Let A and A′ be two subsets of M . The non-
negative number or infinity
dS(A,A′) = min{dS(a, a′) | a ∈ A, a′ ∈ A′}distance dS(A,A′)
of A and A′
is called distance of A and A′, where we put min ∅ = ∞. In the case
that A = {a}, we write dS(a,A′) in place of dS({a},A′); and in the
case that A′ = {a′}, we write dS(A, a′) in place of dS(A, {a′}). □
Lemma 6.5.22. Let m and m′ be two elements ofM , and let ρ be a non-
negative integer such that ρ ≤ dS(m,m′). Then, dS(SS(m, ρ),m′) =
dS(m,m′)− ρ. □
Proof. Let ρ′ = dS(m,m′). Then, there is a finite sequence (si)i∈{1,2,...,ρ′}
in S such that m P (si)i∈{1,2,...,ρ′} = m′. Let m′′ = m P (si)i∈{1,2,...,ρ}.
Then, m′′ P (si)i∈{ρ+1,ρ+2,...,ρ′} = m′. And, according to lemma 6.4.6,
we have m′′ ∈ SS(m, ρ). Thus, dS(SS(m, ρ),m′) ≤ dS(m′′,m′) ≤
ρ′ − ρ.
Suppose that dS(SS(m, ρ),m′) < ρ′ − ρ. Then, there is an m′′ ∈
SS(m, ρ) such that dS(m′′,m′) < ρ′−ρ. Hence, dS(m,m′) ≤ dS(m,m′′)+
dS(m′′,m′) < ρ + (ρ′ − ρ) = ρ′, which contradicts dS(m,m′) = ρ′.
Therefore, dS(SS(m, ρ),m′) ≥ ρ′−ρ. In conclusion, dS(SS(m, ρ),m′) =
ρ′ − ρ = dS(m,m′)− ρ. ■
Corollary 6.5.23. Let m be an element of M , and let ρ and ρ′ be
two non-negative integers such that the spheres SS(m, ρ) and SS(m, ρ′)
are non-empty. Then, dS(SS(m, ρ), SS(m, ρ′)) = |ρ− ρ′|. □
Proof. Without loss of generality, let ρ ≤ ρ′. Then, for each m′ ∈
SS(m, ρ′), according to lemma 6.5.22, we have dS(SS(m, ρ),m′) =
ρ′ − ρ. In conclusion, dS(SS(m, ρ), SS(m, ρ′)) = ρ′ − ρ = |ρ− ρ′|. ■
Corollary 6.5.24. Let m and m′ be two elements of M , and let ρ be
a non-negative integer. Then, dS(SS(m, ρ),m′) ≥ |dS(m,m′)− ρ|. □
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Proof. If SS(m, ρ) = ∅, then dS(SS(m, ρ),m′) = ∞ ≥ |dS(m,m′)−
ρ|. Otherwise, let ρ′ = dS(m,m′). Then, m′ ∈ SS(m, ρ′) ̸= ∅. Hence,
according to corollary 6.5.23,
dS(SS(m, ρ),m′) ≥ dS(SS(m, ρ), SS(m, ρ′))
= |ρ− ρ′|
= |dS(m,m′)− ρ|. ■
Lemma 6.5.25. Let m and m′ be two elements of M , and let ρ and
ρ′ be two non-negative integers such that ρ+ ρ′ ≤ dS(m,m′). Then,
dS(BS(m, ρ),BS(m′, ρ′)) = dS(m,m′)− (ρ+ ρ′). □
Proof. First, for each mρ ∈ BS(m, ρ) and each m′ρ′ ∈ BS(m′, ρ′),
because dS is subadditive,
dS(m,m′) ≤ dS(m,mρ) + dS(mρ,m′ρ′) + dS(m′ρ′ ,m′)
≤ ρ+ dS(mρ,m′ρ′) + ρ′,
and hence dS(mρ,m′ρ′) ≥ dS(m,m′)− (ρ+ ρ′). In conclusion,
dS(BS(m, ρ),BS(m′, ρ′)) ≥ dS(m,m′)− (ρ+ ρ′).
Secondly, there is a finite sequence (si)i∈{1,2,...,dS(m,m′)} in S such
that m P (si)i∈{1,2,...,dS(m,m′)} = m′. Let mρ = m P (si)i∈{1,2,...,ρ} and
let m′ρ′ = mρ P (si)i∈{ρ+1,ρ+2,...,dS(m,m′)−ρ′}. Then, mρ ∈ BS(m, ρ).
And, because
m′ρ′ P (si)i∈{dS(m,m′)−ρ′+1,dS(m,m′)−ρ′+2,...,dS(m,m′)} = m′,
we havem′ ∈ BS(m′ρ′ , ρ′) and hencem′ρ′ ∈ BS(m′, ρ′). And, dS(mρ,m′ρ′) ≤
dS(m,m′)− ρ′ − ρ. In conclusion,
dS(BS(m, ρ),BS(m′, ρ′)) ≤ dS(m,m′)− (ρ+ ρ′). ■
6.6 interiors, closures, and boundaries
In this section, let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a cell space,
let S be a symmetric right-generating set of R, let us omit the subscript
S of dS , |_|S , BS , and SS , and let M be identified with G/G0 by
ι : m 7→ Gm0,m.
contents. In definition 6.6.1 we introduce θ-interiors A−θ, θ-clo-
sures A+θ, and (internal/external) θ-boundaries ∂θA, ∂−θ A, or ∂
+
θ A.
And in the lemmata and corollaries of this section we characterise them
and show how they and the S-metric relate to each other.
Definition 6.6.1. Let A be a subset of M , let θ be an integer.




= {m ∈M | m PB(θ) ⊆ A})θ-interior A−θ of
A




= {m ∈M | (m PB(θ)) ∩A ̸= ∅})θ-closure A+θ of A









is called θ-boundary of A.
d. The set
∂−θ A = A∖A





of A is called internal θ-boundary of A.
e. The set
∂+θ A = A
+θ ∖A
(





of A is called external θ-boundary of A. □
Remark 6.6.2. According to remark 6.5.2, the above notions in R do
not depend on the coordinates {gm0,m}m∈M and are identical to the
respective notions with respect to the symmetric right-generating set
g⊙ S in (M, (g ▷m0, {gm0,mg−1}m∈M )). □
Remark 6.6.3. For each negative integer θ, we have A−θ = A, and
A+θ = ∅, and ∂θA = ∂−θ A = ∂+θ A = ∅. Moreover, A−0 = A+0 = A and
∂0A = ∂
−
0 A = ∂
+
0 A = ∅. Furthermore, for each non-negative integer θ,
we have M−θ =M+θ =M and ∂θM = ∂−θ M = ∂
+
θ M = ∅. □
Lemma 6.6.4. Let A be a subset of M and let θ be a non-negative
integer. Then,




B(m, θ) = A PB(θ). □
Proof. a. According to corollary 6.5.19 and because m ∈ B(m, θ),
for m ∈M ,
A−θ = {m ∈M | B(m, θ) ⊆ A}
= {m ∈ A | B(m, θ) ⊆ A}.
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b. According to corollary 6.5.19 and remark 6.5.5,
A+θ = {m ∈M | B(m, θ) ∩A ̸= ∅}
= {m ∈M | ∃m′ ∈ A : m′ ∈ B(m, θ)}









= A PB(θ). ■
Corollary 6.6.5. Let m be an element of M , let ρ be a non-negative
integer, and let θ be a non-negative integer. Then,
a. B(m, ρ)−θ ⊇ B(m, ρ− θ);
b. B(m, ρ)+θ = B(m, ρ+ θ);
c. ∂θB(m, ρ) ⊆ B(m, ρ+ θ)∖B(m, ρ− θ). □
Proof. a. If ρ < θ, then B(m, ρ− θ) = ∅ and hence B(m, ρ− θ) ⊆
B(m, ρ)−θ. Otherwise, according to corollary 6.5.20, we have
B(m, ρ − θ) P B(θ) ⊆ B(m, ρ) and hence, according to defini-
tion 6.6.1, we have B(m, ρ− θ) ⊆ B(m, ρ)−θ.
b. According to item b of lemma 6.6.4 and corollary 6.5.20, we have
B(m, ρ)+θ = B(m, ρ) PB(θ) = B(m, ρ+ θ).
c. This is a direct consequence of items a and b. ■
Remark 6.6.6. Let M be finite, let ρ be the least integer such that
B(m, ρ) = M , which is non-negative because M ̸= ∅, and let θ be a
positive integer. Then, B(m, ρ)−θ =M ̸= B(m, ρ− θ). □
Lemma 6.6.7. Let A be a subset of M , and let θ and θ′ be two non-
negative integers. The following five statements hold:
a. (A−θ)−θ′ = A−(θ+θ′);
b. ∂−θ′A
−θ = A−θ ∖A−(θ+θ′);




e. If θ′ ≤ θ, then A+(θ−θ′) ⊆ (A+θ)−θ′ and (A−θ)+θ′ ⊆ A−(θ−θ′). □
Proof. a. For each m′ ∈ A, according to corollary 6.5.19 and
item a of lemma 6.6.4, we have m′ ∈ A−θ if and only if m′ P
B(θ) = B(m′, θ) ⊆ A. Hence, according to corollary 6.5.20,
(A−θ)−θ
′
= {m′ ∈ A | B(m′, θ′) ⊆ A−θ}
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= {m′ ∈ A | B(m′, θ′) PB(θ) ⊆ A}
= {m′ ∈ A | B(m′, θ+ θ′) ⊆ A}
= A−(θ+θ
′).
b. This is a direct consequence of item a.




















d. This is a direct consequence of item c.
e. Let θ′ ≤ θ. Then, according to item b of lemma 6.6.4 and item c,
A+(θ−θ




Therefore, according to definition 6.6.1, we haveA+(θ−θ′) ⊆ (A+θ)−θ′ .
Moreover, according to item c, item b of lemma 6.6.4, and defin-
ition 6.6.1,
(A−θ)+θ






Therefore, according to definition 6.6.1, we have (A−θ)+θ′ ⊆
A−(θ−θ′). ■
Remark 6.6.8. Let M be finite, let |M | ≥ 2, let A = {m0}, let θ
be the least integer such that A+θ = M , which is positive because
|M | ≥ 2, and let θ′ be a positive integer such that θ′ ≤ θ. Then,
A+(θ−θ′) ̸=M = (A+θ)−θ′ . □
Lemma 6.6.9. Let θ be a non-negative integer, and let A and A′ be two
subsets of M . Then, d(A,A′∖A+θ) ≥ θ+ 1. □
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Proof. If A or A′ ∖ A+θ is empty, then d(A,A′ ∖ A+θ) = ∞ ≥
θ + 1. Otherwise, let m′ ∈ A′ ∖A+θ. Then, according to item c of
lemma 5.2.6, we have A′ ∖A+θ = (A′ ∖A)−θ. Hence, according to
item a of lemma 6.6.4, we have B(m′, θ) ⊆ A′∖A. Therefore, for each
m ∈ A, we have m /∈ B(m′, θ) and hence d(m,m′) ≥ θ + 1. Thus,
d(A,m′) ≥ θ+ 1. In conclusion, d(A,A′∖A+θ) ≥ θ+ 1. ■
Corollary 6.6.10. Let θ and θ′ be two non-negative integers, and let
A be a subset of M . Then, d(A, ∂+θ′A+θ) ≥ θ+ 1. □
Proof. This is a direct consequence of lemma 6.6.9, because ∂+θ′A+θ =
(A+θ)+θ
′ ∖A+θ. ■
6.7 growth functions and types
In this section we recapitulate growth functions and types, more or less
as presented in section 6.4 in [CC10].
Definition 6.7.1. Let γ be a map fromN0 to R≥0. It is called growth growth function γ
function if and only if it is non-decreasing, that is to say, that non-decreasing
map
∀ k ∈N0 ∀ k′ ∈N0 :
(
k ≤ k′ =⇒ γ(k) ≤ γ(k′)
)
. □
Definition 6.7.2. Let γ and γ′ be two growth functions. The growth
function γ is said to dominate γ′ and we write γ ≽ γ′ if and only if γ dominates γ′
γ ≽ γ′
∃α ∈N+ : ∀ k ∈N+ : α · γ(α · k) ≥ γ′(k). □
Definition 6.7.3. Let γ and γ′ be two growth functions. They are




Lemma 6.7.4. a. The binary relation ≽ is reflexive and transitive.
b. The binary relation ∼ is an equivalence relation.
c. If γ1 ∼ γ2 and γ′1 ∼ γ′2, then γ1 ≽ γ′1 implies γ2 ≽ γ′2. □
Proof. See proposition 6.4.3 in [CC10]. ■
Definition 6.7.5. For each growth function γ, the equivalence class equivalence class
[γ]∼ of γ with
respect to ∼
of γ with respect to ∼ is denoted by [γ]∼. And, each equivalence class
Γ with respect to ∼ is called growth type. □
growth type Γ
Definition 6.7.6. Let Γ and Γ′ be two growth types. The growth type
Γ is said to dominate Γ′ and we write Γ ≽ Γ′ if and only if Γ dominates Γ′
Γ ≽ Γ′
∃ γ ∈ Γ ∃ γ′ ∈ Γ′ : γ ≽ γ′. □
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Remark 6.7.7. According to item c of lemma 6.7.4, the growth type
Γ dominates Γ′ if and only if
∀ γ ∈ Γ ∀ γ′ ∈ Γ′ : γ ≽ γ′. □
Example 6.7.8 ([CC10, Examples 6.4.4, except for the first item]).
a. The growth function [k 7→ k] dominates 1 but they are not equi-
valent.
Proof. For each k ∈ N+, we have k ≥ 1 = 1(k). However, for
each α ∈ N+, there is a k ∈ N+, for example k = α+ 1, such
that α1(αk) = α < k. ■
b. Let r and s be two non-negative real numbers. Then, [k 7→ kr] ≽
[k 7→ ks] if and only if r ≥ s. And, [k 7→ kr] ∼ [k 7→ ks] if and
only if r = s.
c. Let γ be a growth function such that it is a polynomial function
of degree d ∈N0. Then, γ ∼ [k 7→ kd].
d. Let r and s be two elements of R>1. Then, [k 7→ rk] ∼ [k 7→ sk].
In particular, [k 7→ rk] ∼ exp.
Proof. Without loss of generality, suppose that r ≤ s. Then,
for each k ∈ N+, we have rk ≤ sk. Hence, [k 7→ rk] ≼ [k 7→ sk].
Moreover, let α = ⌈logr s⌉ ∈N+. Then, for each k ∈N+,
sk = (rlogr s)k = r(logr s)k ≤ rαk ≤ αrαk.
Hence, [k 7→ rk] ≽ [k 7→ sk]. In conclusion, [k 7→ rk] ∼ [k 7→
sk]. ■
e. Let d be a non-negative integer. Then, exp ≽ [k 7→ kd] and
exp ≁ [k 7→ kd].
Proof. See examples 6.4.4 (d) in [CC10]. ■
Lemma 6.7.9. Let γ be a growth function and let d be a non-negative
integer such that [k 7→ kd] ≽ γ. Then, exp ≽ γ and exp ≁ γ. □
Proof. According to item e of example 6.7.8, we have exp ≽ [k 7→ kd]
and exp ≁ [k 7→ kd]. Hence, because ≽ is transitive and [k 7→ kd] ≽ γ,
we have exp ≽ γ and exp ≁ γ. ■
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6.8 spaces’ growth functions and types
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space such that there is a finite and symmetric right-generating
set S of R.
contents. In definition 6.8.1 we introduce the S-growth function
γS of R. In lemma 6.8.4 and its corollaries we show that γS is dom-
inated by exp and that the ∼-equivalence class [γS ]∼ does not depend
on S. In definition 6.8.10 we introduce the growth type γ(M) of M
as that equivalence class. In lemma 6.8.15 and its corollary we relate
the inclusion-behaviour of the sequence of balls to the cardinality of
M . And in definition 6.8.21 we say what exponential, sub-exponential,
polynomial, and intermediate growth of R mean.
Definition 6.8.1. The map
γS : N0 →N0, S-growth function
γS of Rk 7→ |BS(k)|,
is called S-growth function of R. □
Remark 6.8.2. According to remark 6.5.2, the S-growth function of
R does not depend on the coordinates {gm0,m}m∈M and is identical to
the (g⊙ S)-growth function of (M, (g ▷m0, {gm0,mg−1}m∈M )). □
Remark 6.8.3. According to remark 6.5.10, we have γS(0) = 1 and
the sequence (γS(k))k∈N0 is non-decreasing with respect to the partial
order ≤. Moreover, according to remark 6.5.11, for each non-negative
integer k, we have γS(k) ≤ (1+ |S|)k. □
Lemma 6.8.4. Let S′ be a finite and symmetric right-generating set of
R and let α be the non-negative integer min{k ∈N0 | BS(1) ⊆ BS′(k)}.
Then,
∀m ∈M ∀m′ ∈M : dS′(m,m′) ≤ α · dS(m,m′),
in particular,
∀m ∈M : |m|S′ ≤ α · |m|S . □
Proof. For each m ∈ M , let αm = min{k ∈ N0 | BS(m, 1) ⊆
BS′(m, k)}, in particular, αm0 = α.
First, let m ∈ M . Furthermore, let k ∈ N0 and let g ∈ Gm0,m.
Then, because g ▷_ is bijective, we have BS(1) ⊆ BS′(k) if and only
if g ▷BS(1) ⊆ g ▷BS′(k). And, according to lemma 6.5.14, we have
g ▷BS(1) = BS(m, 1) and g ▷BS′(k) = BS′(m, k). Hence, BS(1) ⊆
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BS′(k) if and only if BS(m, 1) ⊆ BS′(m, k). Therefore, αm = α. In
conclusion, for each m ∈M , we have αm = α.
Secondly, we prove by induction on the distance k that
∀ k ∈N0 ∀m ∈M ∀m′ ∈M :(
dS(m,m′) = k =⇒ dS′(m,m′) ≤ α · k
)
.
Base Case. Let k = 0. Furthermore, let m and m′ ∈ M such that
dS(m,m′) = k. Then, m = m′. Hence, dS′(m,m′) = 0. Therefore,
dS′(m,m′) ≤ α · k.
Inductive Step. Let k ∈N0 such that
∀m ∈M ∀m′ ∈M :
(
dS(m,m′) = k =⇒ dS′(m,m′) ≤ α · k
)
.
Furthermore, let m and m′′ ∈ M such that dS(m,m′′) = k+ 1. Then,
there is a finite sequence (si)i∈{1,2,...,k+1} in S such thatm′ P sk+1 = m′′,
where m′ = m P (si)i∈{1,2,...,k}. And, according to lemma 6.4.6, we
have dS(m,m′) = k. Therefore, according to the inductive hypothesis,
dS′(m,m′) ≤ α · k. Moreover, by definition of αm′ , we have m′′ =
m′ P sk+1 ∈ BS(m′, 1) ⊆ BS′(m′,αm′). Hence, because αm′ = α, we
have dS′(m′,m′′) ≤ αm′ = α. In conclusion, because dS′ is subadditive,
we have dS′(m,m′′) ≤ dS′(m,m′) + dS′(m′,m′′) ≤ α · k+ α = α · (k+
1). ■
Corollary 6.8.5. In the situation of lemma 6.8.4, for each element
m ∈M and each non-negative integer k, we have BS(m, k) ⊆ BS′(m,α ·
k). □
Proof. This is a direct consequence of lemma 6.8.4, because for each
elementm ∈M , each non-negative integer k, and each elementm′ ∈M ,
if dS(m,m′) ≤ k, then dS′(m,m′) ≤ α · k. ■
Corollary 6.8.6. In the situation of lemma 6.8.4, for each non-
negative integer k, we have γS(k) ≤ γS′(α · k). □
Proof. This is a direct consequence of corollary 6.8.5. ■
Corollary 6.8.7. Let S′ be a finite and symmetric right-generating
set of R. The metrics dS and dS′ are Lipschitz equivalent, that isdS and dS′ are
Lipschitz
equivalent
to say, that there are two positive real numbers κ and κ such that
κ · dS′ ≤ dS ≤ κ · dS′, where the scalar multiplication · and the partial
order ≤ are pointwise. □
Proof. Let α = min{k ∈ N0 | BS(1) ⊆ BS′(k)} and let α′ =
min{k ∈ N0 | BS′(1) ⊆ BS(k)}. If α = 0 or α′ = 0, then M = {m0},
hence dS = 0 = dS′ , and therefore dS ≤ dS′ ≤ dS . Otherwise, accord-
ing to lemma 6.8.4, we have 1α · dS′ ≤ dS ≤ α′ · dS′ . ■
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Corollary 6.8.8. Let S′ be a finite and symmetric right-generating
set of R. The S-growth function γS of R and the S′-growth function
γS′ of R are equivalent. □
Proof. According to corollary 6.8.6, there is a α ∈ N0 such that,
for each k ∈ N0, we have γS(k) ≤ γS′(α · k). Hence, according to
remark 6.8.3, for each k ∈ N0, we have γS(k) ≤ (α + 1)γS′((α +
1) · k). Therefore, γS is dominated by γS′ . Switching roles of S and
S′ yields that γS′ is dominated by γS . In conclusion, γS and γS′ are
equivalent. ■
Corollary 6.8.9. The S-growth function γS of R is dominated by
exp. □
Proof. According to remark 6.8.3, for each k ∈N0, we have γS(k) ≤
rk, where r = 1+ |S|. Hence, γS ≼ [k 7→ rk]. Moreover, according
to item d of example 6.7.8, we have [k 7→ rk] ∼ exp. In conclusion,
γS ≼ exp. ■
Definition 6.8.10. The equivalence class γ(M) = [γS ]∼ is called
growth type of M. □ growth type γ(M)
of M
Remark 6.8.11. Note that, according to remark 6.8.2 and corollary
6.8.8, the equivalence class [γS ]∼ does neither depend on the right-gen-
erating set S nor on the coordinate system K. □
Example 6.8.12 (Groups [CC10, Examples 6.4.11]). The growth type
of the group Z of integers, of the direct product of the groups Z and
Z/2Z, and of the infinite dihedral group D∞ is [k 7→ k]∼. The growth
type of the group Z2 is [k 7→ k2]∼. And, the growth type of each free
group of finite rank is [exp]∼. □
Lemma 6.8.13. Let γ be a growth function such that γ(0) > 0. Then,
γ is equivalent to 1 if and only if γ is bounded. □
Proof. See proposition 6.4.6 in [CC10]. ■
Corollary 6.8.14. The set M is finite if and only if the growth types
γ(M) and [1]∼ are equal. □
Proof. First, letM be finite. Then, for each k ∈N0, we have γS(k) ≤
|M |. Hence, according to lemma 6.8.13, we have γS ∼ 1. In conclusion,
γ(M) = [1]∼.
Secondly, let γ(M) = [1]∼. Then, according to lemma 6.8.13, the
growth function γS is bounded by some ξ ∈ R>0. And, according
to remark 6.5.10, we have M = ⋃k∈N0 BS(k) and (BS(k))k∈N0 is
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non-decreasing with respect to ⊆. Therefore, because (γS(k))k∈N0 =
(|BS(k)|)k∈N0 , we have |M | ≤ supk∈N0 γS(k) ≤ ξ. In conclusion, M is
finite. ■
Lemma 6.8.15. Either the sequence (BS(k))k∈N0 is strictly increasing
with respect to ⊆ or eventually constant, that is to say, that there is aeventually
constant sequence non-negative integer k such that, for each non-negative integer k′ with
k′ ≥ k, we have BS(k′) = BS(k). □
Proof. According to remark 6.5.10, the sequence (BS(k))k∈N0 is non-
decreasing with respect to ⊆. If it is strictly increasing with respect
to ⊆, it is not eventually constant. Otherwise, there is a k ∈ N0 such
that BS(k) = BS(k + 1). We prove by induction on k′ that, for each
k′ ∈N0 with k′ ≥ k, we have BS(k′) = BS(k).
Base Case. Let k′ = k. Then, BS(k′) = BS(k).
Inductive Step. Let k′ ∈ N0 with k′ ≥ k such that BS(k′) = BS(k).
Furthermore, let m ∈ BS(k′ + 1).
case 1: m ∈ BS(k′). Then, according to the inductive hypothesis,
m ∈ BS(k).
case 2: m /∈ BS(k′). Then, there is a finite sequence (si)i∈{1,2,...,k′+1}
in S such that m′ P sk′+1 = m, where m′ = m0 P (si)i∈{1,2,...,k′}.
Hence, m′ ∈ BS(k′) and thus, according to the inductive hypo-
thesis, m′ ∈ BS(k). Therefore, according to lemma 6.5.13, we
have m ∈ BS(k + 1). Thus, because BS(k + 1) = BS(k), we
have m ∈ BS(k).
In either case, m ∈ BS(k). Therefore, BS(k′+ 1) ⊆ BS(k) ⊆ BS(k′) ⊆
BS(k′ + 1). In conclusion, BS(k′ + 1) = BS(k). ■
Corollary 6.8.16. The set M is finite if and only if the sequence
(BS(k))k∈N0 is eventually equal to M , that is to say, that there is aeventually equal to
M sequence non-negative integer k such that, for each non-negative integer k′ with
k′ ≥ k, we have BS(k′) =M . □
Proof. First, let M be finite. Then, (BS(k))k∈N0 is not strictly in-
creasing. Hence, according to lemma 6.8.15, it is eventually constant.
And, according to remark 6.5.10, it converges to M . In conclusion, it
is eventually equal to M .
Secondly, let (BS(k))k∈N0 be eventually equal to M . Then, there
is a k ∈ N0 such that BS(k) = M . In conclusion, according to re-
mark 6.5.11, the set M is finite. ■
Corollary 6.8.17. The set M is infinite if and only if the sequence
(BS(k))k∈N0 is strictly increasing with respect to ⊆. □
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Proof. First, let M be infinite. Then, because BS(k) is finite, for
k ∈N0, and (BS(k))k∈N0 converges to M , the sequence (BS(k))k∈N0
is not eventually constant. In conclusion, according to lemma 6.8.15,
it is strictly increasing with respect to ⊆.
Secondly, let (BS(k))k∈N0 be strictly increasing with respect to ⊆.
Then, because it converges to M , the set M is infinite. ■
Corollary 6.8.18. The set M is infinite if and only if
∀ ρ ∈N0 : SS(ρ) ̸= ∅. (6.1)
Proof. We have SS(0) = {m0} ̸= ∅. And, according to remark 6.5.4,
for each ρ ∈ N+, we have SS(ρ) = BS(ρ)∖BS(ρ− 1). Hence, the
sequence (BS(k))k∈N0 is strictly increasing with respect to ⊆ if and
only if equation (6.1) holds. Therefore, according to corollary 6.8.17,
the set M is infinite if and only if equation (6.1) holds. ■
Lemma 6.8.19. The set M is infinite if and only if the growth type of
M dominates [k 7→ k]∼. □
Proof. First, let M be infinite. Then, according to corollary 6.8.17,
the sequence (BS(k))k∈N0 is strictly increasing with respect to⊆. Hence,
because BS(0) = {m0}, for each k ∈ N0, we have γS(k) = |BS(k)| ≥
k+ 1. In conclusion, γS dominates [k 7→ k] and hence γ(M) dominates
[k 7→ k]∼.
Secondly, let M be finite. Then, according to corollary 6.8.14, we
have γ(M) = [1]∼. Hence, according to item a of example 6.7.8, the
growth type γ(M) does not dominate [k 7→ k]∼. ■
Because Cayley graphs of R are in a sense quotients of Cayley graphs
ofG by the finite subgroupG0, the distances on these graphs are related
by the multiplicative constant |G0|, which is implicitly used in
Lemma 6.8.20. Let the group G be finitely generated and let the sta-
biliser G0 be finite. The growth types of G and M are equal. □
Proof. Because the group G0 is finite, there is a finite and symmet-
ric generating set T of G such that G0T ⊆ T . And, according to
lemma 6.1.7, the set S = {tG0 | t ∈ T} = {g0 · tG0 | g0 ∈ G0, t ∈ T} is
a finite and symmetric right-generating set of R.
Let k be a non-negative integer. Furthermore, let m be an element
of BRS (k). Then, there is a non-negative integer j ∈ {0, 1, 2, . . . , k} and
there is a finite sequence (si)i∈{1,2,...,j} of elements in S such that
m = m0 P (si)i∈{1,2,...,j}.
And, by the definition of S, there is a finite sequence (ti)i∈{1,2,...,j} of
elements in T such that (tiG0)i∈{1,2,...,j} = (si)i∈{1,2,...,j}. And, because
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P is a semi-action, there is a finite sequence (gi,0)i∈{1,2,...,j} of elements
in G0 such that
m = m0 P (si)i∈{1,2,...,j}
= m0 P t1g2,0t2g3,0t3 · · · gj,0tjG0
= g1,0t1g2,0t2g3,0t3 · · · gj,0tj ▷m0,
where g1,0 = eG. And, because G0T ⊆ T , the sequence (gi,0ti)i∈{1,2,...,j}
is one of elements in T . Hence, the element m is contained in BGT (j) ▷
m0, which is included in BGT (k) ▷ m0. Therefore, the set BRS (k) is in-
cluded in BGT (k) ▷m0. Analogously, one can show that the set BGT (k) ▷
m0 is included in BRS (k). It follows that BRS (k) is equal to BGT (k) ▷m0.
Hence, |BRS (k)| ≤ |BGT (k)|. And, because the map _ ▷ m0 from
G to M is |G0|-to-1 surjective, we have |BGT (k)| ≤ |G0| · |BRS (k)| ≤
|G0| · |BRS (|G0| · k)|. Therefore, the growth function γGT dominates γRS
and vice versa. In conclusion, the growth types γ(G) and γ(M) are
equal. ■
Definition 6.8.21. The left-homogeneous space M is said to have
a. exponential growth if and only if its growth type is [exp]∼;exponential growth
b. sub-exponential growth if and only if it does not have exponentialsub-exponential
growth growth;
c. polynomial growth if and only if there is a non-negative integerpolynomial growth
d ∈N0 such that [k 7→ kd]∼ dominates γ(M).
d. intermediate growth if and only if it has sub-exponential growthintermediate
growth but not polynomial growth. □
Example 6.8.22 (Free Groups of Finite Rank). Each free group of
finite rank has exponential growth (see examples 6.4.11 (g) in [CC10]).
□
Example 6.8.23 (Virtually Nilpotent Groups). Each virtually nilpo-
tent finitely generated group has polynomial growth (see corollary 6.8.5
in [CC10]. Examples of such groups are abelian groups, like the group
of integers under addition, nilpotent but non-abelian groups, like the
discrete Heisenberg group, and virtually nilpotent but non-nilpotent
groups, like the infinite dihedral group. □
Example 6.8.24 (Grigorchuk Group). Rostislav Ivanovich Grigorchuk
was the first to construct a finitely generated group of intermediate
growth in 1984. This group is known as Grigorchuk group. The ori-Grigorchuk group
ginal construction and proofs were published in the paper „Degrees
of Growth of Finitely Generated Groups, and the Theory of Invariant
Means“[Gri85]; a more accessible exposition can be found in section 6.9
in [CC10]. □
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Example 6.8.25 (Left Homogeneous Spaces). Each quotient set of any
group of the previous examples by a finite subgroup acted upon by left
multiplication is, according to lemma 6.8.20, a left-homogeneous space
of the respective growth. □
Lemma 6.8.26. LetM have polynomial growth. It has sub-exponential
growth. □
Proof. There is a d ∈ N0 such that [k 7→ kd]∼ ≽ γ(M). Hence,
[k 7→ kd] ≽ γS . Therefore, according to lemma 6.7.9, we have exp ≁ γS .
In conclusion, γ(M) ̸= [exp]∼. ■
6.9 growth rates
In this section, let R = (M,K) = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be
a cell space such that there is a finite and symmetric right-generating
set S of R.
contents. In definition 6.9.2 we introduce the S-growth rate of
R. And in theorem 6.9.5 show how that growth rate and exponential
growth relate to each other.
Lemma 6.9.1. The sequence ( k
√





Proof. According to corollary 6.5.20,
γS(k+ k
′) = |BS(k+ k′)|
= |BS(k) PBS(k′)|
≤ |BS(k)| · |BS(k′)|
= γS(k) · γS(k′).
Hence, according to lemma 6.5.1 in [CC10], the sequence ( k
√
γS(k))k∈N0
converges to infk∈N0 k
√
γS(k). Moreover, because, for each k ∈N0, we
have γS(k) ≥ 1, that limit point is in R≥1. ■
Definition 6.9.2. The limit point λS = limk→∞ k
√
γS(k) is called S-
growth rate of R. □ S-growth rate λS
of R
Example 6.9.3 (Lattice). In the situation of example 5.2.12, the {(−1, 0),
(0,−1), (0, 1), (1, 0)}-growth rate limk→∞ k
√
|B(k)| of R is equal to
1. □
Example 6.9.4 (Tree). In the situation of counterexample 5.2.13, the
{a, b, a−1, b−1}-growth rate limk→∞ k
√
|B(k)| of R is equal to 3. □
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Theorem 6.9.5. The S-growth rate of R is greater than 1 if and only
if the left-homogeneous space M has exponential growth. □
Proof. First, let λS > 1. According to lemma 6.9.1, for each k ∈N0,
we have k
√
γS(k) ≥ λS and hence γS(k) ≥ λkS . Hence, γS dominates
λ
(_)
S . And, because λS > 1, according to item d of example 6.7.8, the
growth function λ(_)S is equivalent to exp. Therefore, γS dominates exp.
Moreover, according to corollary 6.8.9, the growth function γS is dom-
inated by exp. Altogether, γS and exp are equivalent. In conclusion,
γ(M) = [γS ]∼ = [exp]∼.
Secondly, let γ(M) = [exp]∼. Then, γS and exp are equivalent. In
particular, γS dominates exp. Hence, there is a α ∈ N+ such that,






γS(α · k) = αk
√





Thus, because ( αk
√
α)k∈N+ converges to 1 and (
αk
√
γS(α · k))k∈N+ , as
subsequence of ( k
√
γS(k))k∈N0 , converges to λS , we conclude that λS ≥
α
√
e > 1. ■
Corollary 6.9.6. The S-growth rate of R is equal to 1 if and only if
the left-homogeneous space M has sub-exponential growth. □
Proof. This is a direct consequence of theorem 6.9.5. ■
Corollary 6.9.7. Let S′ be a finite and symmetric right-generating
set of R. The S-growth rate of R is equal to 1 or greater than 1 if
and only if the S′-growth rate of R is equal to 1 or greater than 1
respectively. □
Proof. This is a direct consequence of corollary 6.9.6 and theorem
6.9.5. ■
6.10 amenability, følner conditions/nets, and iso-
perimetric constants
In this section, let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a finitely
right-generated cell space such that the stabiliser G0 is finite, and let
S be a finite and symmetric right-generating set of R (note that such
a set S exists due to the assumptions on R).
contents. In definition 6.10.1 we introduce the S-isoperimetric
constant of R, which measures, broadly speaking, the invariance underP↾M×S that a finite subset of M can have, where 0 means maximally
and 1 minimally invariant. In theorem 6.10.7 we show that R is right
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amenable if and only if a kind of Følner condition holds, which in
turn holds if and only if the S-isoperimetric constant is 0. And in
theorem 6.10.9 we characterise right Følner nets using ρ-boundaries.
Definition 6.10.1. Let E be a subset of G/G0 and let F be the set
{F ⊆M | F ̸= ∅,F finite}. The non-negative real number
ιE(R) = inf
F∈F
|⋃e∈E F ∖ (_ P e)−1(F )|
|F | ∈ [0, 1] E-isoperimetricconstant ιE(R) of
Ris called E-isoperimetric constant of R. □
Example 6.10.2 (Lattice). In the situation of example 5.2.12, because
the balls B(ρ), for ρ ∈N0, are non-empty and finite, and the sequence
(B(ρ))ρ∈N0 is a right Følner net in R, for each finite subset E of Z2,
the E-isoperimetric constant of R is equal to 0. □
Remark 6.10.3. Let g and g′ be two elements of G/G0, and let A, B,
and C be three sets. Then,
a.
(
(_ P g) P g′)−1(A) = (_ P g)−1((_ P g′)−1(A));
b. (_ P g)−1(A∖B) = (_ P g)−1(A)∖ (_ P g)−1(B). □
Remark 6.10.4. Let A, B, and C be three finite sets. Then,
|A∖B| ≤ |A∖C|+ |C ∖B|. □
Lemma 6.10.5. Let A be a subset of M , let g and g′ be two elements
of G/G0, and identify M with G/G0 by ι : m 7→ Gm0,m. Then,




(_ P g)−1(A∖ (_ P g0 · g′)−1(A)). □
Proof. If (_ P g)−1(A) ∖ (_ P (g P g′))−1(A) is empty, then there
is nothing to show. Otherwise, let m ∈ (_ P g)−1(A) ∖ (_ P (g P
g′))−1(A). Then, according to lemma 6.5.18, there is a g0 ∈ G0 such
that (m P g) P g0 · g′ = m P (g P g′) /∈ A. Therefore, m /∈ ((_ P g) P g0 ·
g′)−1(A) and hence m ∈ (_ P g)−1(A)∖ ((_ P g) P g0 · g′)−1(A).
Moreover, according to item a of remark 6.10.3, we have ((_ P
g) P g0 · g′)−1(A) = (_ P g)−1((_ P g0 · g′)−1(A)). Hence, according
to item b of remark 6.10.3, we have (_ P g)−1(A) ∖ ((_ P g) P g0 ·
g′)−1(A) = (_Pg)−1(A∖ (_Pg0 ·g′)−1(A)). Therefore,m ∈ ⋃g0∈G0(_P
g)−1(A∖ (_ P g0 · g′)−1(A)). In conclusion, the stated inclusion holds.
■
Lemma 6.10.6. Let F be a subset of {F ⊆ M | F ̸= ∅,F finite}. The
following two statements are equivalent:
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a. For each positive real number ε ∈ R>0, there is an element F ∈ F
such that
∀ s ∈ S : |F ∖ (_ P s)−1(F )||F | < ε; (6.2)
b. For each finite subset E of G/G0 and each positive real number
ε ∈ R>0, there is an element F ∈ F such that
∀ e ∈ E : |F ∖ (_ P e)−1(F )||F | < ε. (6.3)
Proof. First, because S is a finite subset of G/G0, item b implies
item a.
Secondly, let item a hold. Furthermore, let ε′ ∈ R>0, let E be a
finite subset of G/G0, and identify M with G/G0 by ι : m 7→ Gm0,m.
Then, according to lemma 6.5.12, there is a k ∈N0 such that
E ⊆ {m ∈M | ∃(s′i)i∈{1,2,...,k} in S′ : m0 P (s′i)i∈{1,2,...,k}},
where S′ = {G0} ∪ S. Let ε = ε′/(|G0|2 · k) and let F ∈ F such
that equation (6.4) holds. Furthermore, let e ∈ E. Then, there is a
finite sequence (s′i)i∈{1,2,...,k} in S′ such that m0 P (s′i)i∈{1,2,...,k} = e.
For each i ∈ {0, 1, . . . , k}, let mi = m0 P (s′j)j∈{1,2,...,i} and let Fi =
(_ Pmi)−1(F ). Note that mk = e and that F0 = F . Then, according
to remark 6.10.4,
|F ∖ Fk| = |F0∖ Fk|
≤ |F0∖ F1|+ |F1∖ Fk|
≤ |F0∖ F1|+ |F1∖ F2|+ |F2∖ Fk|





Let i ∈ {1, 2, . . . , k}. Then, because mi = mi−1 P s′i, we have Fi−1 ∖
Fi = (_ Pmi−1)−1(F )∖ (_ P (mi−1 P s′i))−1(F ). Hence, according to





|(_ Pmi−1)−1(F ∖ (_ P g0 · s′i)−1(F ))|.




|G0| · |F ∖ (_ P g0 · s′i)−1(F )|.





|G0| · ε · |F |
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= |G0|2 · ε · |F |









|F ∖ Fk| ≤
k∑
i=1
|Fi−1∖ Fi| < k · ε
′
k
· |F | = ε′ · |F |.
Thus, because Fk = (_ P e)−1(F ),
|F ∖ (_ P e)−1(F )|
|F | < ε
′.
Hence, equation (6.3) holds. In conclusion, item b holds. ■
Theorem 6.10.7. The following three statements are equivalent:
a. The cell space R is right amenable;
b. For each positive real number ε, there is a non-empty and finite
subset F of M such that
∀ s ∈ S : |F ∖ (_ P s)−1(F )||F | < ε; (6.4)
c. The isoperimetric constant ιS(R) is 0. □
Proof. a =⇒ b. Let R be right amenable. Then, according to main
theorem 4.5.4, there is a right Følner net in R. Hence, according to
theorem 4.3.5, for each ε ∈ R>0, there is a non-empty and finite subset
F of M such that equation (6.4) holds.
b =⇒ a. Let item b hold. Then, according to lemma 6.10.6 and
theorem 4.3.5, there is a right Følner net inR. In conclusion, according
to main theorem 4.5.4, the cell space R is right amenable.
b =⇒ c. Let item b hold. Furthermore, let ε′ ∈ R>0 and let
ε = ε′/|S|. Then, there is a non-empty and finite subset F of M such
that equation (6.4) holds. Therefore,




|F ∖ (_ P s)−1(F )|
|F | < |S| · ε = ε
′.
In conclusion, ιS(R) = 0.
c =⇒ b. Let ιS(R) = 0. Furthermore, let ε ∈ R>0. Then, because
ιS(R) = 0, there is a non-empty and finite subset F of M such that
|⋃s∈S F ∖ (_ P s)−1(F )|
|F | < ε.
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Hence, for each s ∈ S, because F ∖ (_ P s)−1(F ) ⊆ ⋃s′∈S F ∖ (_ P
s′)−1(F ),
|F ∖ (_ P s)−1(F )|
|F | < ε.
In conclusion, equation (6.4) holds. ■
Remark 6.10.8. In the case that M = G and ▷ is the group multiplic-
ation of G, theorem 6.10.7 is proposition 6.10.2 in [CC10]. □
Theorem 6.10.9. Let {Fi}i∈I be a net in {F ⊆ M | F ̸= ∅,F finite}
indexed by (I,≤). It is a right Følner net in R if and only if
∀ ρ ∈N0 : lim
i∈I
|∂ρFi|
|Fi| = 0. (6.5)
Proof. First, let {Fi}i∈I be a right Følner net in R. Furthermore,
let ρ be a non-negative integer. Then, for each index i ∈ I, we have
∂ρFi = ∂BS(ρ)Fi. And, according to remark 6.5.11, the ball BS(ρ) is





In conclusion, equation (6.5) holds.
Secondly, let equation (6.5) hold. Furthermore, let N be a finite
subset of G/G0. Then, according to remark 6.5.10, there is a non-
negative integer ρ such that N ⊆ BS(ρ). Hence, for each index i ∈ I,






In conclusion, according to theorem 5.2.11, the net {Fi}i∈I is a right
Følner net in R. ■
6.11 sub-exponential growth and amenability
In this section, let M = (M ,G, ▷) be a finitely right-generated left-
homogeneous space with finite stabilisers. Note that it is even finitely
and symmetrically right generated.
contents. In main theorem 6.11.2 we show that if M has sub-
exponential growth, then it is right amenable and a sequence of balls
is a right Følner net. And in corollary 6.11.4 we show that if G has
sub-exponential growth, then so has M.
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Proof. See lemma 6.11.1 in [CC10]. ■
Main Theorem 6.11.2. Let the space M have sub-exponential growth.
Then, it is right amenable. And, for each coordinate system K for M
and each finite and symmetric right-generating set S of R = (M,K),
there is a subsequence of (BS(ρ))ρ∈N0 that is a right Følner net in
R. □
Proof. Let K be a coordinate system forM and let S be a finite and
symmetric right-generating set of R = (M,K). Then, according to
lemma 6.11.1 and corollary 6.9.6,








γS(k) = λS = 1.
Hence, lim infk→∞ γS(k+1)γS(k) = 1. Let ε ∈ R>0. Then, there is a k ∈N+
such that γS(k)
γS(k−1) < 1+ ε. Thus, γS(k) − γS(k − 1) < ε · γS(k − 1).
Let s ∈ S. Then, according to lemma 6.5.13, we have BS(k − 1) ⊆
(_P s)−1(BS(k)). Hence, because BS(k− 1) ⊆ BS(k) and γS(k− 1) ≤
γS(k),
|BS(k)∖ (_ P s)−1(BS(k))| ≤ |BS(k)∖BS(k− 1)|
= |BS(k)| − |BS(k− 1)|
= γS(k)− γS(k− 1)
< ε · γS(k− 1)
≤ ε · γS(k)
= ε · |BS(k)|.
Therefore, for each ε ∈ R>0, there is a k ∈N+ such that
∀ s ∈ S : |BS(k)∖ (_ P s)−1(BS(k))||BS(k)| < ε. (6.6)
In conclusion, according to theorem 6.10.7, the cell space R is right
amenable and hence so is M. And, by going through the proof of
theorem 6.10.7 and the proofs of the lemmata, corollaries, and theorems
it uses, one can see that a subsequence of (BS(ρ))ρ∈N0 is a right Følner
net in R. As this is rather tedious, we construct such a subsequence in
the following.
If M is finite, then, according to corollary 6.8.16, the sequence
(B(ρ))ρ∈N0 is eventually equal to M . Hence, because
∀ g ∈ G/G0 : |M ∖ (_
P g)−1(M )|
|M | = 0,
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the sequence (B(ρ))ρ∈N0 is a right Følner net in R.
From now on, let M be infinite. We showed above that, for each
ε ∈ R>0, there is a k ∈ N+ such that equation (6.6) holds. Hence,
according to lemma 6.10.6, under the identification of M with G/G0,
for each j ∈N+ and each ε ∈ R>0, there is a k ∈N+ such that
∀ e ∈ BS(j) : |BS(k)∖ (_
P e)−1(BS(k))|
|BS(k)| < ε.
Therefore, for each n ∈N+, there is a least kn ∈N+ such that






By the choices of kn, for n ∈ N+, the sequence (kn)n∈N+ is non-
decreasing. If it is not eventually constant, then, by skipping duplicate
entries, we get an increasing subsequence (kni)i∈N+ .
Otherwise, there is an n ∈ N+ such that, for each e ∈ BS(1), we
have BS(kn)∖ (_ P e)−1(BS(kn)) = ∅ and thus BS(kn) P e ⊆ BS(kn).
Hence, BS(kn + 1) = BS(kn) PBS(1) ⊆ BS(kn). Therefore, according
to corollary 6.8.17, the setM is finite, which contradicts our assumption
thatM is infinite. Hence, the case that (kn)n∈N+ is eventually constant
does not occur.
In the case that does occur, for each g ∈ G/G0 and each ε ∈ R>0,
there is an i0 ∈ N+ such that g ∈ BS(ni0) and 1/ni0 ≤ ε, and hence,
for each i ∈N+ with i ≥ i0,









∀ g ∈ G/G0 : lim
i→∞
|BS(kni)∖ (_ P g)−1(BS(kni))|
|BS(kni)|
= 0.
In conclusion, the sequence (BS(kni))i∈N+ is a right Følner net in R.
■
Remark 6.11.3. In the case that M = G and ▷ is the group multiplic-
ation of G, the first part of main theorem 6.11.2 is theorem 6.11.2 in
[CC10]. □
Corollary 6.11.4. Let the group G be finitely generated and let it have
sub-exponential growth. The space M has sub-exponential growth and
is right amenable. □
Proof. This is a direct consequence of lemma 6.8.20 and main the-
orem 6.11.2. ■
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Example 6.11.5. Each quotient set of any virtually nilpotent group
(see example 6.8.23) or the Grigorchuk group (see example 6.8.24) by




SH IFT SPACES AND THE MOORE AND THE
MYHILL PROPERTIES
abstract. We prove the Moore and the Myhill property for strongly
irreducible subshifts over right-amenable and finitely right-generated
left-homogeneous spaces with finite stabilisers. Both properties to-
gether mean that the global transition function of each big-cellular
automaton with finite set of states and finite neighbourhood over such
a subshift is surjective if and only if it is pre-injective. This statement
is known as Garden of Eden theorem. Pre-Injectivity means that two
global configurations that differ at most on a finite subset and have the
same image under the global transition function must be identical.
remark. This chapter generalises parts of the paper „Cellular au-
tomata and strongly irreducible shifts of finite type“[Fio03].
summary. A subset X of the phase space QM , where Q is a finite
set of states, is a shift space of finite type if it is generated by a finite set
of forbidden blocks. Such a space X shift-invariant and compact. And
it is strongly irreducible if each pair of finite patterns that are allowed
in X and at least some fixed positive integer apart, are embedded in a
point of X. A map ∆ from a shift space X to a shift space Y is local if
the state ∆(x)(m) is uniformly and locally determined in m, in other
words, if the map ∆ is the restriction of the global transition function
of a big-cellular automaton with finite neighbourhood to the domain
X and the codomain Y .
For a right-amenable and finitely right-generated cell space with fi-
nite stabilisers we may choose a right Følner net F = {Fi}i∈I . The
entropy of a subset X of QM with respect to F , where Q is a finite set,
is, broadly speaking, the asymptotic growth rate of the number of finite
patterns with domain Fi that occur in X. For non-negative integers θ,
κ, and θ′, a (θ,κ, θ′)-tiling is a subset T of M such that {B(t, θ)}t∈T is
pairwise at least κ+ 1 apart and {B(t, θ′)}t∈T is a cover of M . If for
each point t ∈ T not all patterns with domain B(t, θ) occur in a subset
of QM , then that subset does not have maximal entropy.
A local map from a non-empty strongly irreducible shift space of
finite type to a strongly irreducible shift space with the same entropy
over a right-amenable and finitely right-generated cell space with finite
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stabilisers is surjective if and only if its image has maximal entropy and
its image has maximal entropy if and only if it is pre-injective. This
establishes the Garden of Eden theorem, which states that a local map
as above is surjective if and only if it is pre-injective. This answers a
question posed by Sébastien Moriceau at the end of his paper „Cellular
Automata on a G-Set“[Mor11]. And it follows that strongly irreducible
shift spaces of finite type over right-amenable and finitely right-gener-
ated cell spaces have the Moore and the Myhill property.
The Garden of Eden theorem for cellular automata over Z2 is a
famous theorem by Edward Forrest Moore and John R. Myhill from
1962 and 1963, which was proved in their papers „Machine models
of self-reproduction“[Moo62] and „The converse of Moore’s Garden-of-
Eden theorem“[Myh63]. That theorem also holds for cellular automata
over amenable finitely generated groups, which was proved by Tullio
Ceccherini-Silberstein, Antonio Machi, and Fabio Scarabotti in their pa-
per „Amenable groups and cellular automata“[CMS99]. It even holds
for such automata on strongly irreducible shifts of finite type, which
was proved by Francesca Fiorenzi in her paper „Cellular automata and
strongly irreducible shifts of finite type“[Fio03].
contents. In section 7.1 we introduce full shifts, shift-invariance,
shift spaces or subshifts (of finite type), strong irreducibility, bounded
propagation, local maps, conjugacies, and the Moore and the Myhill
property. In section 7.2 we introduce tilings, prove their existence, and
relate them to entropies. And in section 7.3 we prove the Garden of
Eden theorem, from which we deduce that both the Moore and the
Myhill property hold.
preliminary notions. A left group set is a triple (M ,G, ▷),
whereM is a set, G is a group, and ▷ is a map from G×M toM , called
left group action of G on M , such that G → Sym(M), g 7→ [g ▷_], is
a group homomorphism. The action ▷ is transitive if M is non-empty
and for each m ∈ M the map _ ▷ m is surjective; and free if for each
m ∈ M the map _ ▷m is injective. For each m ∈ M , the set G ▷m is
the orbit of m, the set Gm = (_ ▷m)−1(m) is the stabiliser of m, and,
for each m′ ∈M , the set Gm,m′ = (_ ▷m)−1(m′) is the transporter of
m to m′.
A left-homogeneous space is a left group set M = (M ,G, ▷) such
that ▷ is transitive. A coordinate system for M is a tuple K = (m0,
{gm0,m}m∈M ), where m0 ∈ M and for each m ∈ M we have gm0,m ▷
m0 = m. The stabiliser Gm0 is denoted by G0. The tuple R =
(M,K) is a cell space. The map P : M ×G/G0 → M , (m, gG0) 7→
gm0,mgg
−1
m0,m ▷ m (= gm0,mg ▷ m0) is a right semi-action of G/G0 on
M with defect G0, which means that
∀m ∈M : m PG0 = m,
shift spaces and the moore and the myhill properties 263
and
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
m P g · g′ = (m P gG0) P g0 · g′.
It is transitive, which means that the set M is non-empty and for each
m ∈ M the map m P_ is surjective; and free, which means that for
each m ∈ M the map m P_ is injective; and semi-commutes with ▷,
which means that
∀m ∈M ∀ g ∈ G ∃ g0 ∈ G0 : ∀ g′ ∈ G/G0 :
(g ▷m) P g′ = g ▷ (m P g0 · g′).
The maps ι : M → G/G0, m 7→ Gm0,m, and m0 P_ are inverse to each
other. Under the identification of M with G/G0 by either of these
maps, we have P : (m, g) 7→ gm0,m ▷ g. (See chapter 1.)
A left-homogeneous spaceM is right amenable if there is a coordinate
system K for M and there is a finitely additive probability measure µ
on M such that
∀ g ∈ G/G0 ∀A ⊆M :
(
(_P g)↾A injective =⇒ µ(AP g) = µ(A)),
in which case the cell space R = (M,K) is called right amenable.
When the stabiliser G0 is finite, that is the case if and only if there
is a right Følner net in R indexed by (I,≤), which is a net {Fi}i∈I in
{F ⊆M | F ̸= ∅,F finite} such that




If a net is a right Følner net for one coordinate system, then it is a
right Følner net for each coordinate system. In particular, a left-homo-
geneous space M with finite stabilisers is right amenable if and only
if, for each coordinate system K for M, the cell space (M,K) is right
amenable. (See chapters 4 and 6.)
A left-homogeneous space M is finitely right generated if there is a
coordinate system K forM and there is a finite subset S of G/G0 such
that G0 · S ⊆ S and, for each m ∈ M , there is a k ∈ N0 and there is




(m0 P s1) P s2) · · ·) P sk.
in which case the cell spaceR = (M,K) is called finitely right generated.
The left-homogeneous spaceM is finitely right generated if and only if,
for each coordinate system K for M, the cell space (M,K) is finitely
right generated. The right-generating set S is symmetric if S−1 ⊆ S.
The S-edge-labelled directed graph (M ,E), where E = {(m, s,mP s) |
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m ∈ M , s ∈ S}, is the coloured S-Cayley graph. The distance dS
on that graph is the S-metric and the map |_|S = dS(m0,_) is the
S-length. For each m ∈M and each ρ ∈ Z, the sets
BS(m, ρ) = {m′ ∈M | dS(m,m′) ≤ ρ},
SS(m, ρ) = {m′ ∈M | dS(m,m′) = ρ}
are the ball/sphere of radius ρ centred at m, the ball BS(m0, ρ) is
denoted byBS(ρ), and the sphere SS(m0, ρ) by SS(ρ). For each A ⊆M ,
each θ ∈N0, the set A−θ = {m ∈ A | BS(m, θ) ⊆ A} is the θ-interior
of A, the set A+θ = {m ∈ M | BS(m, θ) ∩A ̸= ∅} is the θ-closure of
A, the set ∂θA = A+θ ∖A−θ is the θ-boundary of A, the set ∂−θ A =
A∖A−θ is the internal θ-boundary of A, and the set ∂+θ A = A+θ ∖A
is the external θ-boundary of A. (See chapter 6.)
A semi-cellular automaton is a quadruple C = (R,Q,N , δ), where R
is a cell space; Q, called set of states, is a set; N , called neighbourhood, is
a subset of G/G0 such that G0 ·N ⊆ N ; and δ, called local transition
function, is a map from QN to Q. A local configuration is a map
ℓ ∈ QN , a global configuration is a map c ∈ QM , an A-pattern is a
map p ∈ QA, where A is a subset of M , the number |p| = |A| is the
size of p, a finite pattern is a block, and the set of blocks is denoted by
Q∗. The stabiliser G0 acts on QN on the left by • : G0 ×QN → QN ,
(g0, ℓ) 7→ [n 7→ ℓ(g−10 · n)], and the group G acts on the set of patterns










g ▷ dom(p)→ Q,
m 7→ p(g−1 ▷m).
]
The global transition function of C is the map ∆ : QM → QM , c 7→
[m 7→ δ(n 7→ c(m P n))].
A subgroup H of G is K-big if the set {gm0,m | m ∈M} is included in
H. A big-cellular automaton is a semi-cellular automaton C = (R,Q,
N , δ) such that, for some K-big subgroup H of G, the local transition
function δ is •G0∩H-invariant, which means that, for each h0 ∈ G0 ∩H,
we have δ(h0 •_) = δ(_). Its global transition function is ▶H -equivar-
iant, which means that, for each h ∈ H, we have ∆(h ▶_) = h ▶∆(_).
Under the identification of M with G/G0 by ι : m 7→ Gm0,m, the
map








m P dom(p)→ Q,
m P a 7→ p(a),
]
broadly speaking, maps a point m and a pattern p that is centred at
m0 to the corresponding pattern centred at m. For each cell m ∈ M ,
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each subset A of M , and each pattern p ∈ QA, we have m P◀ p =
gm0,m ▶ p. It follows that the global transition function ∆ of a big-
cellular automaton is P◀-equivariant, which means that, for eachm ∈M ,
we have ∆(m P◀_) = m P◀ ∆(_). (See chapters 1 and 5.)
context. In this chapter, let R = (M,K) = ((M ,G, ▷), (m0,
{gm0,m}m∈M )) be a finitely right-generated cell space such that the
stabiliser G0 of m0 under ▷ is finite; let S be a finite and symmetric
right-generating set of R; let H be a K-big subgroup of G; let H0 be the
stabiliser of m0 under ▷↾H×M , which is H ∩G0; for each cell m ∈ M ,
let Hm0,m be the transporter of m0 to m under ▷↾H×M ; let Q be a
finite set; let QM be equipped with the prodiscrete topology; for each
subset A of M , let πA be the restriction map QM → QA, c 7→ c↾A;
and identify M with G/G0 by ι : m 7→ Gm0,m. Moreover, we omit the
subscript S, in particular, instead of dS we write d, instead of |_|S we
write |_|, instead of BS we write B, and instead of SS we write S.
7.1 shift spaces
contents. The full shift is the set of global configurations, the
points of the full shift (see definition 7.1.1). A subset of the full shift is
shift-invariant if it is invariant under a group that contains the coordin-
ates (see definition 7.1.4). For example the full shift is shift-invariant.
A pattern semi-occurs in another pattern if a rotation of it occurs in
the other pattern (see definition 7.1.8 and remarks 7.1.10 and 7.1.11).
It is allowed in a subset of the full shift if it semi-occurs in one of its
points and it is forbidden otherwise (see definition 7.1.12). The set of
points of the full shift in which each block of a given set is forbidden
is generated by that set (see definition 7.1.13) and it is a shift space
(see definition 7.1.14), which is shift-invariant (see lemma 7.1.19), closed
(see lemma 7.1.23), and compact (see lemma 7.1.24).
If there is a finite generating set, then the shift space is of finite
type (see definition 7.1.26), the radius κ of a ball that includes the
domains of the patterns of the generating set is its memory and it itself
is called κ-step (see definition 7.1.28 and lemma 7.1.30), and its points
are characterised by restrictions to balls with its memory as radius (see
lemma 7.1.31). Finitely many points of shift spaces of finite type can
be, in various ways, cut into pieces and glued together to construct new
points, as long as the pieces agree on a big enough boundary of the cuts
(see lemma 7.1.32 and corollaries 7.1.33 and 7.1.34). A shift space is
strongly irreducible if allowed finite patterns that are at least a certain
distance apart can be embedded in the same point (see definitions 7.1.35
and 7.1.37). It has bounded propagation if finite patterns are allowed
whenever their restrictions to balls of a certain radius are allowed (see
definitions 7.1.40 and 7.1.42). Such spaces are strongly irreducible and
of finite type (see lemma 7.1.44).
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A map from a shift space to another one is local if it is uniformly and
locally determined in each cell (see definitions 7.1.48 and 7.1.51). Such
maps are global transition functions of big-cellular automata with finite
neighbourhoods (see remark 7.1.52), their domains and codomains can
be simultaneously restricted to a subset of cells and its interior (see
definition 7.1.55), and their images are shift spaces (see lemma 7.1.56).
The difference of two points of the full shift is the set of cells in which
they differ (see definition 7.1.57) and a local map is pre-injective if it is
injective on points with finite support (see definition 7.1.58). A local
map that has a local inverse is a conjugacy (see definition 7.1.59), and
its domain and codomain are conjugate (see definition 7.1.60). Entropy
is invariant under conjugacy (see lemma 7.1.61). A subshift has the
Moore property if each surjective local map is pre-injective, and the
Myhill property if the converse holds (see definition 7.1.62). Both these
properties are invariant under conjugacy (see remark 7.1.63).
Definition 7.1.1. The set QM is called full shift and each elementfull shift QM
c ∈ QM is called point. □point c
Example 7.1.2 ([LM95, Definition 1.1.1]). Let M be the left-homoge-
neous space (Z,Z,+), let K be the coordinate system (0, {z}z∈Z), let
R be the cell space (M,K), let S be the set {−1, 1}, letH be the onlyK-
big subgroup Z of Z, and let Q be the binary set {0, 1}. The stabiliser
Z0 of 0 under + is the singleton set {0}; under the identification of
Z with Z/Z0 by z 7→ z +Z0, the right semi-action of Z/Z0 on Z
is but +; and the set S is a finite and symmetric right-generating set
of R. The full shift QZ is the usual full 2-shift considered in symbolic
dynamics and its points are called bi-infinite binary sequences. □bi-infinite binary
sequences QZ
Remark 7.1.3. There is a bijective map φ from Q to Z|Q| (= {0, 1, . . . ,
|Q| − 1}). It induces the bijective map








Definition 7.1.4. Let X be a subset of QM . It is called shift-invariantshift-invariant
if and only if
∀h ∈ H : h ▶X = X. □
Remark 7.1.5. Shift-invariance is the same as ▶H -invariance. □
Remark 7.1.6. The set X is shift-invariant if and only if
∀h ∈ H : h ▶X ⊆ X. □
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Remark 7.1.7. Let X be a shift-invariant subset of QM . Then,
∀m ∈M : m P◀X = X. □
A pattern occurs in another pattern if a translation of it coincides
with a subpattern the other pattern and it semi-occurs in another pat-
tern if a rotation and translation of it coincides with a subpattern of
the other pattern, as defined in
Definition 7.1.8. Let p be an A-pattern and let p′ be an A′-pattern.
1. Let m be an element of M . The pattern p is said to occur at m
in p′ and we write p ⊑m p′ if and only if p occurs at m in p′
p ⊑m p′
m PA ⊆ A′ and m P◀ p = p′↾mPA.




∃h ∈ Hm0,m : h ▷ A ⊆ A′ and h ▶ p = p′↾h▷A.
2. The pattern p is said to occur in p′ and we write p ⊑ p′ if and p occurs in p′
p ⊑ p′only if
∃m ∈M : p ⊑m p′.
And it is said to semi-occur in p′ and we write p ⊑◦ p′ if and only p semi-occurs in p′
p ⊑◦ p′if
∃m ∈M : p ⊑◦m p′. □
Remark 7.1.9. Let R be the cell space ((G,G, ·), (eG, {g}g∈G)), where
G is a group, · is its multiplication, and eG is its neutral element. Then,
G0 = {eG}, P = ·, P◀ = ▶, and, for each element g ∈ G, we have
HeG,g = {g}. Hence, the notions occurs and semi-occurs are identical,
and they are the common notion of occurrence as used in [Fio03]. □
Semi-occurrence can be characterised in many ways, each illuminat-
ing a different aspect, some of which are given in
Remark 7.1.10. Let p be an A-pattern, let p′ be an A′-pattern, and
let m be an element of M . The following statements are equivalent:
1. p ⊑◦m p′;
2. ∃h0 ∈ H0 : h0 ▶ p ⊑m p′;
3. ∃h0 ∈ H0 : gm0,mh0 ▷ A ⊆ A′ and gm0,mh0 ▶ p = p′↾gm0,mh0▷A;
4. ∃h ∈ Hm,m0 : A ⊆ h ▷ A′ and (h ▶ p′)↾A = p;
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5. ∃h0 ∈ H0 : A ⊆ h0g−1m0,m ▷ A′ and (h0g−1m0,m ▶ p′)↾A = p. □
Remark 7.1.11. Let p be an A-pattern and let p′ be an A′-pattern.
The following statements are equivalent:
1. p ⊑◦ p′;
2. ∃h0 ∈ H0 : h0 ▶ p ⊑ p′;
3. ∃h ∈ H : h ▷ A ⊆ A′ and h ▶ p = p′↾h▷A;
4. ∃h ∈ H : A ⊆ h ▷ A′ and (h ▶ p′)↾A = p. □
A pattern is allowed in a subset of the full shift if it semi-occurs in
one of its points and forbidden otherwise, as defined in
Definition 7.1.12. Let X be a subset of QM and let p be an A-pattern.
The pattern p is called
1. allowed in X if and only ifpattern p allowed
in X
∃x ∈ X : p ⊑◦ x;
2. forbidden in X if and only ifpattern p
forbidden in X
∀x ∈ X : p ̸⊑◦ x. □
The greatest subset of the full shift with respect to inclusion in which
each block of a given set of blocks is forbidden is said to be generated
by the set of blocks, as defined in
Definition 7.1.13. Let F be a subset of Q∗. The set
⟨F⟩ = {c ∈ QM | ∀ f ∈ F : f ̸⊑◦ c}set ⟨F⟩ generated
by F
is said to be generated by F. □⟨F⟩ generated by F
A shift space is a subset of the full shift that is generated by a set of
blocks, as defined in
Definition 7.1.14. Let X be a subset of QM . It is called shift spaceshift space X
and subshift of QM if and only if there is a subset F of Q∗ such thatsubshift X of QM
⟨F⟩ = X. □
Example 7.1.15 (Full Shift). Because ⟨∅⟩ = QM , the set QM is a shift
space. □
Example 7.1.16 (Empty Shift). If we identify each q ∈ Q with the
B(m0)-block [m0 7→ q], then ⟨Q⟩ = ∅ and hence the set ∅ is a shift
space. □
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Example 7.1.17 (Golden Mean Shift [LM95, Example 1.2.3]). In the
situation of example 7.1.2, the set X of all bi-infinite binary sequences
with no two 1’s next to each other is the shift space known as golden golden mean shift
mean shift. It is for example generated by the forbidden block 11. □
Example 7.1.18 (Even Shift [LM95, Example 1.2.4]). In the situation
of example 7.1.2, the set X of all bi-infinite binary sequences such that,
between any two occurrences of 1’s, there are an even number of 0’s, is
the shift space known as even shift. It is for example generated by the even shift
forbidden blocks 102k+11, for k ∈N0. □
Each shift space is shift-invariant, which is shown in
Lemma 7.1.19. Let X be a subshift of QM . It is shift-invariant. □
Proof. There is a subset F of Q∗ such that ⟨F⟩ = X. Let x ∈ X
and let h ∈ H. Suppose that there is an f ∈ F such that f ⊑◦ h ▶ x.
Then, there is an h′ ∈ H such that h′ ▶ f = (h ▶ x)↾h′▷dom(f). Thus,
because (h ▶ x)↾h′▷dom(f) = h ▶ (x↾h−1h′▷dom(f)), we have h−1h′ ▶ f =
x↾h−1h′▷dom(f). Hence, because h−1h′ ∈ H, we have f ⊑◦ x, which
contradicts that x ∈ ⟨F⟩. Therefore, contrary to the supposition,
for each f ∈ F, we have f ̸⊑◦ h ▶ x. Hence, h ▶ x ∈ X. Therefore,
h▶X ⊆ X. In conclusion, according to remark 7.1.6, the subshift X is
shift-invariant. ■
Example 7.1.20 (Shift-Invariant Non-Shift [LM95, Example 1.2.10]).
In the situation of example 7.1.2, the set X of all bi-infinite binary
sequences in which the symbol 1 occurs exactly once is shift-invariant,
but it is not a shift space. □
Patterns with the same domain can all be restricted to some subdo-
main, as done in
Definition 7.1.21. Let A be a subset of M , let B be a subset of A,
and let P be a subset of QA. The set
PB = {p↾B | p ∈ P} PB
is the set of all B-subpatterns of patterns of P . □
Because subshifts are shift-invariant, restrictions to patterns behave
nicely with translations and rotations, as remarked in
Remark 7.1.22. Let X be a subshift of QM , let A be a subset of
M , let h be an element of H, and let m be an element of M . For
each A-pattern p, we have p ∈ XA if and only if h ▶ p ∈ Xh▷A, and
p ∈ XA if and only if m P◀ p ∈ XmPA. In particular, h ▶XA = Xh▷A
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and m P◀XA = XmPA. And, if A is finite, then |XA| = |Xh▷A| and
|XA| = |XmPA|. □
Because shift spaces are generated by forbidden blocks, which have
finite domains, a point of the full shift belongs to a shift space if and
only if its subpatterns do, which is shown in
Lemma 7.1.23. Let X be a subshift of QM and let c be a point of QM .
Then, c ∈ X if and only if
∀ ρ ∈N0 : c↾B(ρ) ∈ XB(ρ). (7.1)
Proof. If c ∈ X, then equation (7.1) holds. From now on, let equa-
tion (7.1) hold. Because X is a subshift, there is a subset F of Q∗ such
that ⟨F⟩ = X. Let f ∈ F. Suppose that f semi-occurs in c. Then,
because |f| < ∞, according to remark 6.5.10, there is a ρ ∈ N0 such
that f semi-occurs in c↾B(ρ). Hence, c↾B(ρ) /∈ XB(ρ), which contradicts
equation (7.1). Therefore, f does not semi-occur in c. In conclusion,
c ∈ X. ■
Shift spaces are characterised by shift-invariance and compactness,
which is shown in
Lemma 7.1.24. Let X be a subset of QM . It is a shift space if and only
if it is shift-invariant and compact. □
Proof. First, let X be a shift space. Then, according to lemma 7.1.19,
it is shift-invariant. Moreover, let (xk)k∈N+ be a sequence in X that
converges to a point c ∈ QM . Then, for each ρ ∈ N0, there is a
k ∈ N+ such that c↾B(ρ) = xk↾B(ρ) ∈ XB(ρ). Thus, according to
lemma 7.1.23, we have c ∈ X. Hence, X is closed. And, according
to the first paragraph of section 1.8 in [CC10], the set QM is compact.
Therefore, X is compact.
Secondly, let X be shift-invariant and compact. Then, X is closed
and QM ∖X is open. Hence, for each c ∈ QM ∖X, there is a ρc ∈N0
such that Cyl(c↾B(ρc)) ⊆ QM ∖X. Put F = {c↾B(ρc) | c ∈ QM ∖X}.
Let x ∈ X. Suppose that there is an f ∈ F such that f ⊑◦ x. Then,
according to remark 7.1.11, there is an h ∈ H such that (h▶x)↾dom(f) =
f. Thus, h ▶ x ∈ Cyl(f) ⊆ QM ∖X. And, because X is shift-invariant,
we also have h▶x ∈ X, which contradicts that h▶x ∈ QM ∖X. Hence,
contrary to the supposition, for each f ∈ F we have f ̸⊑◦ x. Therefore,
X ⊆ ⟨F⟩.
Let c ∈ ⟨F⟩. Suppose that c /∈ X. Then, c↾B(ρc) ∈ F. Thus c /∈ ⟨F⟩,
which contradicts that c ∈ ⟨F⟩. Hence, c ∈ X. Therefore, ⟨F⟩ ⊆ X.
Altogether, ⟨F⟩ = X. In conclusion, X is a shift space. ■
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Remark 7.1.25. Compactness cannot be omitted in the equivalence.
For example, the subset of {0, 1}Z from example 7.1.20 is shift-invariant
but not a shift space. □
A shift space of finite type is one that is generated by finitely many
forbidden blocks, as defined in
Definition 7.1.26. Let X be a subshift of QM . It is said to be of finite of finite type
type if and only if there is a finite subset F of Q∗ such that ⟨F⟩ = X. □
Example 7.1.27 (Of Finite Type or Not). As is apparent from their
definition, the full shift (example 7.1.15), the empty shift (example 7.1.16),
and the golden mean shift (example 7.1.17) are of finite type. Accord-
ing to example 2.1.5 in [LM95], the even shift (example 7.1.18) is not
of finite type. □
A κ-step shift space is one that is generated by forbiddenB(κ)-blocks,
as defined in
Definition 7.1.28. Let X be a subshift of QM and let κ be a non-
negative integer. The subshift X is called κ-step and the integer κ is κ-step
called memory of X if and only if there is a subset F of QB(κ) such that memory κ of X
⟨F⟩ = X. □
Remark 7.1.29. Let X be a κ-step subshift of QM . Because the set
QB(κ) is finite, the subshift X is of finite type. And, for each non-
negative integer κ′ such that κ′ ≥ κ, the subshift X is κ′-step. □
A shift space of finite type is κ-step, where κ is the radius of a ball
that includes all domains of a finite generating set of the shift space,
which is shown in
Lemma 7.1.30. Let X be a subshift of QM of finite type. There is a
non-negative integer κ such that X is κ-step. □
Proof. Because X is of finite type, there is a finite subset F of Q∗
such that ⟨F⟩ = X. And, because the set F is finite, according to
remark 6.5.10, there is a non-negative integer κ such that, for each
f ∈ F, we have dom(f) ⊆ B(κ). Let F′ be the set {p ∈ QB(κ) | ∃ f ∈ F :
p↾dom(f) = f}. Then, ⟨F′⟩ = ⟨F⟩ = X. In conclusion, X is κ-step. ■
A shift space is κ-step if and only if it contains each point of the full
shift whose restrictions to the balls of radius κ are allowed patterns,
which is shown in
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Lemma 7.1.31. Let X be a subshift of QM and let κ be a non-negative
integer. The subshift X is κ-step if and only if
∀ c ∈ QM :
((
∀m ∈M : c↾B(m,κ) ∈ XB(m,κ)
)
=⇒ c ∈ X
)
. (7.2)
Proof. First, let X be κ-step. Then, there is an F ⊆ QB(κ) such that
⟨F⟩ = X. Furthermore, let c ∈ QM such that
∀m ∈M : c↾B(m,κ) ∈ XB(m,κ). (7.3)
Suppose that there is an f ∈ F such that f ⊑◦ c. Then, there is an
m ∈M such that f ⊑◦m c. Thus, there is an h ∈ Hm0,m such that h▶ f =
c↾h▷B(κ). Moreover, because h ▷ m0 = m, according to lemma 6.5.14,
we have h ▷B(κ) = B(m,κ). Hence, according to equation (7.3), we
have h ▶ f = c↾B(m,κ) ∈ XB(m,κ) = Xh▷B(κ). Therefore, there is an
x ∈ X such that f ⊑◦ x, which contradicts that ⟨F⟩ = X. In conclusion,
for each f ∈ F, we have f ̸⊑◦ c, and hence c ∈ X.
Secondly, let equation (7.2) hold. Furthermore, let F = QB(κ) ∖
XB(κ). We show below that X ⊆ ⟨F⟩ and ⟨F⟩ ⊆ X. Hence, ⟨F⟩ = X.
In conclusion, X is κ-step.
Subproof of: X ⊆ ⟨F⟩. Let c ∈ QM ∖ ⟨F⟩. Then, there is an f ∈ F
such that f ⊑◦ c. Thus, there is an m ∈ M and there is an h ∈
Hm0,m such that h▶ f = c↾B(m,κ). Therefore, because h▶_ is bijective,
according to remark 7.1.22 and lemma 6.5.14, we have c↾B(m,κ) ∈ h ▶
F = h ▶ (QB(κ) ∖XB(κ)) = (h ▶ QB(κ)) ∖ (h ▶XB(κ)) = QB(m,κ) ∖
XB(m,κ). Hence, c ∈ QM ∖X. In conclusion, X ⊆ ⟨F⟩.
Subproof of: ⟨F⟩ ⊆ X. Let c ∈ QM ∖X. Then, according to equa-
tion (7.2), there is an m ∈ M such that c↾B(m,κ) ∈ QB(m,κ) ∖XB(m,κ).
Furthermore, let h = gm0,m. Then, similar as above, h−1 ▶ c↾B(m,κ) ∈
QB(κ) ∖XB(κ) = F. Thus, there is an f ∈ F such that h ▶ f = c↾B(m,κ).
Hence, because h ∈ H, we have f ⊑◦ c. Therefore, c ∈ QM ∖ ⟨F⟩. In
conclusion, ⟨F⟩ ⊆ X. ■
If we cut holes in a point of a shift space of finite type that are far
enough apart and fill these holes with pieces from other points of the
shift space that agree on big enough boundaries of the holes with the
holey point, then we still have a point of the shift space, which is shown
in
Lemma 7.1.32. Let X be a κ-step subshift of QM , let x be a point
of X, let {Ai}i∈I be a family of subsets of M such that the family
{A+2κi }i∈I is pairwise disjoint, and let {xi}i∈I be a family of points
of X such that, for each index i ∈ I, we have xi↾∂+2κAi = x↾∂+2κAi.
The map x↾M∖(⋃
i∈I Ai)
×∐i∈I xi↾Ai is identical to x↾M∖(⋃i∈I A+2κi ) ×∐
i∈I xi↾A+2κi and a point of X. Recall that such coproducts were intro-
duced in definition 5.5.13. □
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Proof. Because {A+2κi }i∈I is pairwise disjoint, so is {Ai}i∈I . Hence,
x′ = x↾M∖(⋃
i∈I Ai)
×∐i∈I xi↾Ai is well-defined. Furthermore, for each






i∈I xi↾A+2κi . Moreover, because X is κ-step, there is an F ⊆ Q
B(κ)
such that ⟨F⟩ = X.
Let u ∈ QB(κ) semi-occur in x′. Then, there is an m ∈ M and
there is an h ∈ Hm0,m such that h ▶ u = x′↾h▷B(κ). Moreover, accord-
ing to lemma 6.5.14 and item b of lemma 6.6.4, we have h ▷B(κ) =
B(m,κ) = {m}+κ.
case 1: ∃ i ∈ I : m ∈ A+κi . Then, according to item g of lemma 5.2.6
and item c of lemma 6.6.7, we have {m}+κ ⊆ (A+κi )+κ ⊆ A+2κi .
Hence, h ▷B(κ) ⊆ A+2κi . Thus, x′↾h▷B(κ) = xi↾h▷B(κ). Therefore,
u semi-occurs in xi. Hence, u /∈ F.
case 2: m ∈ M ∖ (⋃i∈I A+κi ). Then, according to item g, item c,
and item d of lemma 5.2.6 and item e of lemma 6.6.7, we have




















Hence, h ▷B(κ) ⊆ M ∖ (⋃i∈I Ai). Thus, x′↾h▷B(κ) = x↾h▷B(κ).
Therefore, u semi-occurs in x. Hence, u /∈ F.
In either case, u /∈ F. In conclusion, x′ ∈ X. ■
If we sew one part and respectively the other part of two sufficiently
overlapping points of a shift space of finite type together, then we get
a point of the shift space, which is shown in
Corollary 7.1.33. Let X be a κ-step subshift of QM , let A be a subset
of M , and let x and x′ be two points of X such that x↾∂+2κA = x
′↾∂+2κA.
The map x↾A × x′↾M∖A is identical to x↾A+2κ × x′↾M∖A+2κ and a point
of X. □
Proof. This is a direct consequence of lemma 7.1.32 with {xi}i∈I =
{x′}. ■
If two patterns with the same domain, that are allowed in a shift
space of finite type, agree on a big enough boundary, then they can be
identically extended to points of the shift space, which is shown in
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Corollary 7.1.34. Let X be a κ-step subshift of QM , let A be a subset
of M , let p and p′ be two patterns of XA+2κ such that p↾∂+2κA = p
′↾∂+2κA.
There are two points x and x′ of X such that x↾A+2κ = p, x′↾A+2κ = p′,
and x↾M∖A = x′↾M∖A. □
Proof. Because p, p′ ∈ XA+2κ , there are x′′, x′ ∈ X such that x′′↾A+2κ =
p and x′↾A+2κ = p′. Because p↾∂+2κA = p
′↾∂+2κA, we have x
′′↾∂+2κA =
x′↾∂+2κA. Hence, according to lemma 7.1.32, we have x = x
′′↾A ×
x′↾M∖A ∈ X. Moreover, x↾M∖A = x′↾M∖A. And, because x =
x′′↾A+2κ × x′↾M∖A+2κ , we have x↾A+2κ = p. ■
A shift space is strongly irreducible if two allowed finite patterns that
are far enough apart are embedded in a point of the shift space, which
is defined in
Definition 7.1.35. Let X be a subshift of QM and let κ be a non-
negative integer. The subshift X is called κ-strongly irreducible ifκ-strongly
irreducible and only if, for each tuple (p, p′) of finite patterns allowed in X such
that d(dom(p), dom(p′)) ≥ κ+ 1, there is a point x ∈ X such that
x↾dom(p) = p and x↾dom(p′) = p′. □
Remark 7.1.36. Let X be a κ-strongly irreducible subshift of QM .
For each non-negative integer κ′ such that κ′ ≥ κ, the subshift X is
κ′-strongly irreducible. □
Definition 7.1.37. Let X be a subshift of QM . It is called stronglystrongly irreducible
irreducible if and only if there is a non-negative integer κ such that it
is κ-strongly irreducible. □
Example 7.1.38 (Strongly Irreducible). The full shift (example 7.1.15)
and the empty shift (example 7.1.16) are 0-strongly irreducible. The
golden mean shift is 1-strongly irreducible. The even shift is 2-strongly
irreducible. The generalised golden mean shifts (example 7.1.46) and
the shift space of example 7.1.47 are strongly irreducible. Of these
examples, according to example 7.1.27, all but the even shift are of
finite type. □
Example 7.1.39 (Not Strongly Irreducible [CC12, Example 4.6]). In
the situation of example 7.1.2, the set X of all bi-infinite binary se-
quences with no two 0’s and no two 1’s next to each other is a shift
space. It is for example generated by the forbidden blocks 00 and 11, in
particular, it is of finite type. It consists of the two bi-infinite binary se-
quences with alternating 0’s and 1’s. And, it is not strongly irreducible;
indeed, for each even and non-negative integer κ, the finite patterns 01
and 10 are allowed in X, the allowed patterns of size κ are of the form
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(01)κ/2 or (10)κ/2, but the patterns 01(01)κ/210 and 01(10)κ/210 are
not allowed and hence not embedded in a point of X. □
A shift space has bounded propagation if a finite pattern is allowed
whenever all restrictions of it to balls of a fixed radius are allowed, as
defined in
Definition 7.1.40. Let X be a subshift of QM and let ρ be a non-
negative integer. The subshift X is said to have ρ-bounded propagation ρ-bounded
propagationif and only if
∀F ⊆M finite∀ p ∈ QF :((
∀ f ∈ F : p↾B(f ,ρ)∩F ∈ XB(f ,ρ)∩F
)
=⇒ p ∈ XF
)
. □
Remark 7.1.41. Let X be a subshift of QM with ρ-bounded propaga-
tion. For each non-negative integer ρ′ such that ρ′ ≥ ρ, the subshift X
has ρ′-bounded propagation. □
Definition 7.1.42. Let X be a subshift of QM . It is said to have
bounded propagation if and only if there is a non-negative integer ρ bounded
propagationsuch that it has ρ-bounded propagation. □
Remark 7.1.43. The notion of bounded propagation was first intro-
duced by Mikhail Leonidovich Gromov in paragraph 7.A in [Gro99]. □
A subshift with bounded propagation is strongly irreducible and of
finite type, which is shown in
Lemma 7.1.44. Let X be a subshift of QM with ρ-bounded propagation.
It is ρ-strongly irreducible and ρ-step. □
Proof. Let (p, p′) be a tuple of finite patterns allowed in X such that
d(dom(p), dom(p′)) ≥ ρ+ 1. Moreover, let F = dom(p)∪dom(p′) and
let p′′ = p× p′ ∈ QF . Furthermore, let f ∈ F . Then, if f ∈ dom(p),
then B(f , ρ) ∩ F ⊆ dom(p); and, if f ∈ dom(p′), then B(f , ρ) ∩ F ⊆
dom(p′). Thus, in either case, p′′↾B(f ,ρ)∩F ∈ XB(f ,ρ)∩F . Hence, because
X has ρ-bounded propagation, we have p′′ ∈ XF . Therefore, there
is an x ∈ X such that x↾F = p′′, in particular, x↾dom(p) = p and
x↾dom(p′) = p′. In conclusion, X is ρ-strongly irreducible.
Let c ∈ QM such that, for each m ∈M , we have c↾B(m,ρ) ∈ XB(m,ρ).
Moreover, let ρ′ ∈N0. Then, for each f ∈ B(ρ′), we have
(c↾B(ρ′))↾B(f ,ρ)∩B(ρ′) = (c↾B(f ,ρ))↾B(ρ′)∩B(f ,ρ)
∈ (XB(f ,ρ))B(ρ′)∩B(f ,ρ) = XB(f ,ρ)∩B(ρ′).
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Thus, because X has ρ-bounded propagation, we have c↾B(ρ′) ∈ XB(ρ′).
Hence, according to lemma 7.1.23, we have c ∈ X. In conclusion,
according to lemma 7.1.31, the subshift X is ρ-step. ■
Example 7.1.45 (Has Bounded Propagation or Not). The full shift
(example 7.1.15) and the empty shift (example 7.1.16) have 0-bounded
propagation. The golden mean shift (example 7.1.17) has 1-bounded
propagation. The even shift (example 7.1.18) is, according to example
7.1.27, not of finite type and hence it is, according to lemma 7.1.44,
does not have bounded propagation. The shift of example 7.1.39 is not
strongly irreducible and hence it is, according to lemma 7.1.44, does
not have bounded propagation. □
Example 7.1.46 (Generalised Golden Mean Shifts [CC12, Example 2.8]).
Let q be a positive integer, let Q be the set {0, 1, . . . , q}, let k be
a positive integer, let {Fi}i∈{1,2,...,k} be a family of finite subsets of
M that contain m0, let ρ be the least non-negative integer such that⋃
i∈{1,2,...,k} Fi ⊆ B(ρ), and let X be the ρ-step subshift ⟨p ∈ QB(ρ) |
∀ i ∈ {1, 2, . . . , k} ∀m ∈ Fi : p(m) ̸= 0⟩ of QM . The subshift X is
called generalised golden mean shift, it is equal to {c ∈ QM | ∀ i ∈generalised golden
mean shift {1, 2, . . . , k} ∀h ∈ H ∃m ∈ h ▷ Fi : c(m) = 0}, and it has ρ-bounded
propagation, in particular, according to lemma 7.1.44, it is ρ-strongly
irreducible.
In the case that R is the cell space from example 7.1.2, q = 1, k = 1,
and F1 = {0, 1}, the non-negative integer ρ is equal to 1 and the
generalised golden mean shift X is equal to the golden mean shift from
example 7.1.17. □
Proof (Proof of Bounded Propagation). Let F be a finite subset of
M , let p be a pattern of QF such that
∀ f ∈ F : p↾B(f ,ρ)∩F ∈ XB(f ,ρ)∩F ,
and let c be the point of QM that is equal to p on F and identically
0 on M ∖ F . Moreover, let i ∈ I and let h ∈ H. If h ▷ Fi ⊈ F ,
then, there is an m ∈ (h ▷ Fi)∖ F , and, by definition of c, we have
c(m) = 0. Otherwise, if h ▷ Fi ⊆ F , then, because m0 ∈ Fi, we have
h ▷ m0 ∈ F ; thus, because p↾B(h▷m0,ρ)∩F ∈ XB(h▷m0,ρ)∩F , there is a
point x ∈ X such that p↾B(h▷m0,ρ)∩F = x↾B(h▷m0,ρ)∩F ; hence, by the
characterisation of X, there is a cell m ∈ h ▷ Fi such that x(m) = 0;
and therefore, because h ▷ Fi ⊆ (h ▷B(ρ)) ∩ F = B(h ▷m0, ρ) ∩ F , we
have c(m) = p(m) = x(m) = 0. Hence, in either case, there is an
m ∈ h ▷ Fi such that c(m) = 0. Therefore, by the characterisation of
X, we have c ∈ X and hence p = c↾F ∈ XF . In conclusion, X has
ρ-bounded propagation. ■
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Example 7.1.47 ([Fio03, Section 4, at the very end]). In the situation
of example 7.1.2, the subshift ⟨010, 111⟩ of {0, 1}Z is strongly irredu-
cible and of finite type but does not have bounded propagation. □
A map from a shift space to another shift space is local if the image
of a point is uniformly and locally determined in each cell, as defined
in
Definition 7.1.48. Let X and Y be two subshifts of QM , let ∆ be a
map from X to Y , let κ be a non-negative integer, let N be a subset
of B(κ) such that G0 ▷ N ⊆ N , and let •H0 be the left group action
▶↾H0×XN→XN of H0 on XN . The map ∆ is called κ-local if and only if κ-local
there is a •H0-invariant map δ : XN → Q such that
∀x ∈ X ∀m ∈M : ∆(x)(m) = δ(n 7→ x(m P n)). □
Remark 7.1.49. For each point x ∈ X and each cell m ∈M , we have
∆(x)(m) = δ((g−1m0,m ▶ x)↾N ). □
Remark 7.1.50. Let ∆ be a κ-local map from X to Y . For each non-
negative integer κ′ such that κ′ ≥ κ, the map ∆ is κ′-local. □
Definition 7.1.51. Let X and Y be two subshifts of QM and let ∆ be
a map from X to Y . The map ∆ is called local if and only if there is a local
non-negative integer κ such that it is κ-local. □
Remark 7.1.52. Let X and Y be two subshifts of QM and let ∆ be a
map from X to Y . The map ∆ is local if and only if it is the restriction
to X → Y of the global transition function of a big-cellular automaton
over R with set of states Q and finite neighbourhood. □
Example 7.1.53 (Sliding Block Codes [LM95, Definition 1.5.1]). In the
situation of example 7.1.2, local maps are but sliding block codes. □
Example 7.1.54 (From Golden Mean to Even Shift [LM95, Example 1.5.6]).
Let X be the golden mean shift (example 7.1.17), let Y be the even
shift (example 7.1.18), let δ be the map from X{0,1} to {0, 1} given by
00 7→ 1, 01 7→ 0, and 10 7→ 0, and let ∆ be the map from X to Y given
by x 7→ [z 7→ δ(n 7→ x(z+ n))]. The map ∆ is, by definition, local and
it is, according to example 1.5.6 in [LM95], surjective. □
Domain and codomain of a local map can be restricted simultan-
eously to a subset of cells and its interior, as is done in
Definition 7.1.55. Let ∆ be a κ-local map from X to Y and let A be
a subset of M . The map
∆−A : XA → YA−κ , restriction ∆−A of
∆ to A
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p 7→ ∆(c)↾A−κ , where c ∈ X such that c↾A = p,
is called restriction of ∆ to A. □
The image of a local map is a shift space, which is shown in
Lemma 7.1.56. Let ∆ be a local map from X to Y . Its image ∆(X) is
a subshift of QM . □
Proof. According to lemma 7.1.24, the shift spaceX is compact. And,
according to remark 7.1.52 and corollary 3.4.14, the map ∆ is continu-
ous. Therefore, the topological space ∆(X) is compact and hence closed.
Moreover, because h ▶ ∆(X) = ∆(h ▶X) = ∆(X), the topological
space ∆(X) is shift-invariant. Therefore, according to lemma 7.1.24,
the topological space ∆(X) is a subshift of QM . ■
The difference of two points of the full shift is the set of cells in which
they differ, as defined in
Definition 7.1.57. Let c and c′ be two points of QM . The set
diff(c, c′) = {m ∈M | c(m) ̸= c′(m)}difference
diff(c, c′) of c and
c′ is called difference of c and c′. □
A local map is pre-injective if it is injective on points with finite
support, as defined in
Definition 7.1.58. Let ∆ be a local map from X to Y . It is called
pre-injective if and only if, for each tuple (x,x′) ∈ X ×X such thatpre-injective
diff(x,x′) is finite and ∆(x) = ∆(x′), we have x = x′. □
A bijective local map with local inverse is a conjugacy, and its domain
and codomain are conjugate, which is defined in
Definition 7.1.59. Let ∆ be a local map from X to Y . It is called
conjugacy if and only if it is bijective and its inverse is local. □conjugacy
Definition 7.1.60. Let X and Y be two shift spaces. They are called
conjugate if and only if there is a conjugacy from X to Y . □conjugate
Entropy of shift spaces is invariant under conjugacy, which is shown
in
Lemma 7.1.61. Let R be right amenable, let F be a right Følner net
in R, and let X and Y be two conjugate subshifts of QM . Then,
entF (X) = entF (Y ). □
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Proof. This is a direct consequence of remark 7.1.52 and theorem 5.4.5.
■
Both the Moore and the Myhill property are introduced in
Definition 7.1.62. Let X be a subshift of QM . It is said to have the
1. Moore property if and only if each surjective local map from X Moore property
to X is pre-injective;
2. Myhill property if and only if each pre-injective local map from Myhill property
X to X is surjective. □
Remark 7.1.63. Both the Moore and the Myhill property is invariant
under conjugacy. □
7.2 tilings
contents. A (θ,κ, θ′)-tiling is a subset of cells such that the balls
of radius θ about those cells are pairwise at least κ+ 1 apart and the
balls of radius θ′ about those cells cover all cells (see definitions 7.2.1
and 7.2.3). If there are infinitely many cells, then, for each θ and κ,
there is a (θ,κ, 4θ + 2κ)-tiling (see theorem 7.2.7). And, a subset of
a strongly irreducible shift space has less entropy than that space if
about each point of a (θ,κ, θ′)-tiling the subset has fewer patterns with
ball-shaped domains of radius θ than the space (see theorem 7.2.12);
in the proof of that statement we use lemmata 7.2.8, 7.2.9 and 7.2.11
and corollary 7.2.10.
Definition 7.2.1. Let {Aj}j∈J be a family of subsets of M and let
κ be a non-negative integer. The family {Aj}j∈J is called pairwise at pairwise at least
κ+ 1 apartleast κ+ 1 apart if and only if
∀ j ∈ J ∀ j′ ∈ J :
(
j ̸= j′ =⇒ d(Aj ,Aj′) ≥ κ+ 1
)
. □
Remark 7.2.2. Each pairwise at least κ+ 1 apart family is pairwise
disjoint. And each pairwise disjoint family is pairwise at least 0+ 1
apart. □
Definition 7.2.3. Let T be a subset of M , and let θ, κ, and θ′ be
three non-negative integers. The set T is called (θ,κ, θ′)-tiling of R if (θ,κ, θ′)-tiling T
of Rand only if the family {B(t, θ)}t∈T is pairwise at least κ+ 1 apart and
the family {B(t, θ′)}t∈T is a cover of M . □
Remark 7.2.4. According to remark 7.2.2, each (θ,κ, θ′)-tiling of R is
a (B(θ),B(θ′))-tiling of R, see definition 5.3.2; and each (B(θ),B(θ′))-
tiling of R is a (θ, 0, θ′)-tiling of R. □
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Example 7.2.5 (Lattice). The (B(1),B(2))-tiling from example 5.3.7
is a (1, 1, 2)-tiling of R. □
Example 7.2.6 (Tree). The (B(1),B(2))-tiling from example 5.3.8 is
a (1, 0, 2)-tiling of R. □
Greedily picking elements that are pairwise far enough apart yields
a tiling, which we show in
Theorem 7.2.7 (Analogue of theorem 5.3.10). Let M be infinite, and
let θ and κ be two non-negative integers. There is a countably infinite
(θ,κ, θ′)-tiling T of R, where θ′ = 4θ+ 2κ. □
Usage Note. In the proof, infiniteness of M is used to deduce that
spheres of arbitrarily big radii are non-empty. ■
Proof Sketch. From each of the spheres S(i(2θ+κ+ 1)), for i ∈N0,
pick elements that are pairwise at least 2θ + κ+ 1 apart and whose
(2θ+κ)-closure covers the sphere — they constitute a set T . The family
{B(t, θ)}t∈T is pairwise at least κ+ 1 apart and the family {B(t, 4θ+
2κ)}t∈T is a cover ofM . See figure 7.2.1 for a schematic representation.
■
Proof. Let i ∈ N0. Furthermore, let Mi,1 = S(i(2θ+ κ+ 1)). Then,
because M is infinite, according to corollary 6.8.18, the set Mi,1 is
non-empty and finite. For j ∈ N+ in increasing order, if Mi,j ∖
{mi,1,mi,2, . . . ,mi,j−1} ̸= ∅, then choose mi,j ∈ Mi,j ∖ {mi,1,mi,2, . . . ,
mi,j−1} and put
Mi,j+1 = {mi,j} ∪Mi,j ∖B(mi,j , 2θ+ κ)
= {m ∈Mi,j | d(m,mi,j) = 0 or d(m,mi,j) ≥ 2θ+ κ+ 1};
otherwise stop, put ji = j and put Mi =Mi,ji (see figure 7.2.1).
By construction,
∀m ∈Mi ∀m′ ∈Mi :
(




∀m ∈Mi,1 ∃m′ ∈Mi : d(m,m′) ≤ 2θ+ κ, (7.5)
and, for each i′ ∈ N0 with i′ ̸= i, because Mi ⊆ Mi,1 and Mi′ ⊆ Mi′,1,
and M is infinite, according to corollary 6.5.23,
d(Mi,Mi′) ≥ d(Mi,1,Mi′,1) ≥ 2θ+ κ+ 1. (7.6)
Let T = ⋃i∈N0 Mi. Because, for each i ∈ N0, the set Mi is finite,
the set T is countable. And, because (Mi,1)i∈N0 is pairwise disjoint, so










Figure 7.2.1: Schematic representation of the set-up of the proof of the-
orem 7.2.7. The whole space is M ; the dot in the centre is m0;
the smaller solid circle is Mi,1 = S(i(2θ+ κ+ 1)) and the larger
solid circle is Mi+1,1 = S((i+ 1)(2θ + κ+ 1)); the dots on the
smaller solid circle are the elements of Mi; the region enclosed
by the dotted circle about mi,j is B(mi,j , θ); the region enclosed
by the dash-dotted circle about mi,j is B(mi,j , θ+ κ); the region
enclosed by the dashed circle about mi,j is B(mi,j , 2θ+ κ); the
dots labelled m, m′, and m′′ are the respective elements from
the last part of the proof.
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Subproof of: {B(t, θ)}t∈T is pairwise at least κ+ 1 apart. Let t, t′ ∈ T
such that t ̸= t′. If there is an i ∈ N0 such that t, t′ ∈ Mi, then,
according to equation (7.4), we have d(t, t′) ≥ 2θ + κ+ 1. Otherwise,
there are i, i′ ∈ N0 with i ̸= i′ such that t ∈ Mi and t′ ∈ Mi′ , and
then, according to equation (7.6), we have d(t, t′) ≥ d(Mi,Mi′) ≥
2θ + κ+ 1. In conclusion, in both cases, according to lemma 6.5.25,
we have d(B(t, θ),B(t′, θ)) ≥ κ+ 1.
Subproof of: {B(t, 4θ+ 2κ)}t∈T is a cover of M (see figure 7.2.1). Let
m ∈ M . Then, there is an i ∈ N0 such that i(2θ + κ+ 1) ≤ |m| <
(i+ 1)(2θ+ κ+ 1). Hence, according to lemma 6.5.22,
d(m,Mi,1) = d(Mi,1,m)
≤ d(m0,m)− i(2θ+ κ+ 1)
< (i+ 1)(2θ+ κ+ 1)− i(2θ+ κ+ 1)
= 2θ+ κ+ 1.
Thus, d(m,Mi,1) ≤ 2θ+ κ. Therefore, there is an m′ ∈Mi,1 such that
d(m,m′) ≤ 2θ+ κ. Moreover, according to equation (7.5), there is an
m′′ ∈Mi such that d(m′,m′′) ≤ 2θ+ κ. Thus,
d(m,m′′) ≤ d(m,m′) + d(m′,m′′) ≤ 4θ+ 2κ.
Hence, m ∈ B(m′′, 4θ + 2κ). Therefore, because m′′ ∈ T , we have
m ∈ ⋃t∈T B(t, 4θ+ 2κ). In conclusion, ⋃t∈T B(t, 4θ+ 2κ) =M . ■
One by one banning subpatterns with similar domains that are far
enough apart in a set of finite patterns, decreases its size by at least a
multiplicative constant between 0 and 1 in each step. In other words,
the number of finite patterns with a fixed domain, excluding those
in which some subpatterns with similar domains that are far enough
apart are embedded, is bounded above by some constant between 0 and
1 raised to the power of the number of forbidden subpatterns times the
number of all finite patterns with the fixed domain, which is shown in
Lemma 7.2.8. Let X be a non-empty and κ-strongly irreducible subshift
of QM , let F be a finite subset of M , let θ be a non-negative integer, let
T be a subset of M such that the family {B(t, θ)}t∈T is pairwise at least
κ+ 1 apart, and, for each element t ∈ T , let pt be a pattern of XB(t,θ).
Furthermore, let ξ be the positive integer |XB(θ)+κ |, let S be the finite
set T ∩ F−(θ+κ) (= {t ∈ T | B(t, θ)+κ ⊆ F}), and, for each element





π−1s (ps)| ≤ (1− ξ−1)|S| · |XF |. □
Usage Note. In the proof, κ-strong irreducibility is used to extend
an in X allowed F ∖B(s, θ)+κ-pattern by the B(s, θ)-pattern ps and
a ∂+κ B(s, θ)-pattern to an in X allowed F -pattern. ■
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The whole space isM ; the dots and
circles are the elements of the set T ;
for each element t ∈ T , the region
enclosed by the rectangle with solid
border about t is the set B(t, θ)
and the region enclosed by the
rectangle with dash-dotted border
about t is the set B(t, θ)+κ; the re-
gion enclosed by the rectangle with
dashed border is F ; the region en-
closed by the rectangle with dotted
border is F−(θ+κ); the circles are
the elements of S = T ∩ F−(θ+κ);




Figure 7.2.2: Schematic representation of the set-up of lemma 7.2.8.
Proof Sketch. Let {sj}j∈{1,2,...,|S|} be an enumeration of S, let Z0 =
XF , and, for each ϑ ∈ {0, 1, . . . , |S|−1}, let Zϑ+1 = Zϑ∖ (π−1sϑ+1(psϑ+1)∩
Zϑ). Furthermore, let ϑ ∈ {0, 1, . . . , |S|−1}. Then, |Zϑ| ≤ |XB(sϑ+1,θ)+κ | ·
|(Zϑ)F∖B(sϑ+1,θ)+κ | = ξ · |(Zϑ)F∖B(sϑ+1,θ)+κ |. And, because X is κ-
strongly irreducible, each pattern of (Zϑ)F∖B(sϑ+1,θ)+κ can be extended
by psϑ+1 and a pattern with domain B(sϑ+1, θ)+κ∖B(sϑ+1, θ) to a pat-
tern of π−1sϑ+1(psϑ+1)∩Zϑ and thus |(Zϑ)F∖B(sϑ+1,θ)+κ | ≤ |π−1sϑ+1(psϑ+1)∩
Zϑ|. Hence, |π−1sϑ+1(psϑ+1) ∩ Zϑ| ≥ ξ−1 · |Zϑ|. Therefore, |Zϑ+1| =
|Zϑ| − |π−1sϑ+1(psϑ+1) ∩ Zϑ| ≤ (1 − ξ−1) · |Zϑ|. The statement follows
by induction. ■
Proof. As claimed, because X ̸= ∅, the integer ξ is positive; because,
according to corollary 6.5.19 and item b of corollary 6.6.5, s PB(θ +
κ) = B(s, θ)+κ, we have S = T ∩ F−(θ+κ) = {t ∈ T | B(t, θ)+κ ⊆ F};
and, because S ⊆ ⋃s∈S B(s, θ)+κ ⊆ F and F is finite, the set S is
finite.
Let {Bs}s∈S = {B(s, θ)}s∈S , let {sj}j∈{1,2,...,|S|} be an enumeration
of S, and, for each ϑ ∈ {0, 1, . . . , |S|}, let




= {p ∈ XF | ∀ j ∈ {1, 2, . . . ,ϑ} : p↾Bsj ̸= psj}
)
.
To establish the claim, we prove by induction on ϑ, that, for each
ϑ ∈ {0, 1, . . . , |S|},
|Zϑ| ≤ (1− ξ−1)ϑ · |XF |. (7.7)
Base Case. Let ϑ = 0. Then, because ⋃0j=1 π−1sj (psj ) = ∅ and (1−
ξ−1)0 = 1, equation (7.7) holds. Note that 00 = 1.
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Inductive Step. Let ϑ ∈ {0, 1, . . . , |S| − 1} such that equation (7.7),
called inductive hypothesis, holds. Furthermore, let Z = Zϑ. Because
B+κsϑ+1 ⊆ F ,
Z ⊆ ZB+κsϑ+1 ×ZF∖B+κsϑ+1 ⊆ XB+κsϑ+1 ×ZF∖B+κsϑ+1 .
Hence, |Z| ≤ |XB+κsϑ+1 | · |ZF∖B+κsϑ+1 |. Moreover, according to remark 7.1.22,
we have |XB+κsϑ+1 | = |XB(θ)+κ | = ξ (where we used that B
+κ
sϑ+1 =
sϑ+1 PB(θ)+κ, which holds according to corollary 6.5.19 and item b of
corollary 6.6.5). Therefore, |Z| ≤ ξ · |ZF∖B+κsϑ+1 |.
Let p ∈ ZF∖B+κsϑ+1 . Then, p ∈ XF∖B+κsϑ+1 . Moreover, according to
lemma 6.6.9, we have d(Bsϑ+1 ,F ∖B+κsϑ+1) ≥ κ+ 1. Hence, because X
is κ-strongly irreducible, there is a p′′ ∈ XF such that p′′↾dom(p) = p and
p′′↾dom(psϑ+1 ) = psϑ+1 . Furthermore, because {B(t, θ)}t∈T is pairwise at
least κ+ 1 apart, for each j ∈ {1, 2, . . . ,ϑ}, we have Bsj ⊆ F ∖B+κsϑ+1 .
Therefore, for each j ∈ {1, 2, . . . ,ϑ}, we have p′′↾Bsj = p↾Bsj ̸= psj
and hence p′′ /∈ π−1sj (psj ). Thus, p′′ ∈ Z. Moreover, p′′ ∈ π−1sϑ+1(psϑ+1).




|Z| ≤ ξ · |π−1sϑ+1(psϑ+1) ∩Z|.
Because Zϑ+1 = Z ∖ π−1sϑ+1(psϑ+1),
|Zϑ+1| = |Z ∖ π−1sϑ+1(psϑ+1)|
= |Z ∖ (π−1sϑ+1(psϑ+1) ∩Z)|
= |Z| − |π−1sϑ+1(psϑ+1) ∩Z|
≤ |Z| − ξ−1 · |Z|
= (1− ξ−1) · |Z|.
Hence, according to the inductive hypothesis,
|Zϑ+1| ≤ (1− ξ−1) · (1− ξ−1)ϑ · |XF |
= (1− ξ−1)ϑ+1 · |XF |.
In conclusion, according to the principle of mathematical induction,
for each ϑ ∈ {0, 1, . . . , |S|}, equation (7.7) holds. ■
The number of elements in a finite set is bounded above by the
number of elements its interior shares with a tiling times the number
of elements of a big enough ball plus the number of elements of a big
enough boundary of the finite set, which is shown in
Lemma 7.2.9. Let F be a finite subset of M , let θ, κ, and θ′ be three
non-negative integers, let T be a subset of M such that {B(t, θ′)}t∈T
is a cover of M , and let S be the finite set T ∩ F−(θ+κ) (= {t ∈ T |
B(t, θ)+κ ⊆ F}) (see figure 7.2.3). Then,
|F | ≤ |S| · |B(θ′)|+ |∂−θ+κ+θ′F |. □
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The whole space is M ; the dots
and circles are the elements of the
set T ; for each element t ∈ T ,
the region enclosed by the rectangle
with solid border about t is the
set B(t, θ)+κ and the region en-
closed by the rectangle with dash-
dotted border about t is the set
B(t, θ′); the region enclosed by the
rectangle with dashed border is F ;
the region enclosed by the smal-
lest rectangle with dotted border is
F−(θ+κ+θ′) and the region enclosed
by the largest rectangle with dotted
border is F−(θ+κ); the circles are
the elements of S = T ∩ F−(θ+κ).
Figure 7.2.3: Schematic representation of the set-up of lemma 7.2.9.
Proof Sketch. For each m ∈ F , if m /∈ S+θ′ , then m /∈ F−(θ+κ+θ′).
Thus, F ⊆ S+θ′ ∪F ∖F−(θ+κ+θ′) = (⋃s∈S B(s, θ′))∪∂−θ+κ+θ′F . Hence,
|F | ≤ |S| · |B(θ′)|+ |∂−θ+κ+θ′F |. ■
Proof. Let m ∈ F ∖⋃s∈S B(s, θ′). Because {B(t, θ′)}t∈T is a cover of
M , there is a t ∈ T such that m ∈ B(t, θ′). Because m /∈ ⋃s∈S B(s, θ′),
we have t /∈ S and hence B(t, θ)+κ ⊈ F . Because m ∈ B(t, θ′), we
have d(m, t) ≤ θ′ and hence t ∈ B(m, θ′) = {m}+θ′ . Suppose that
m ∈ F−(θ+κ+θ′). Then, according to item b of lemma 6.6.4, item g of
lemma 5.2.6, and item e of lemma 6.6.7,
















Moreover, because S ⊆ ⋃s∈S B(s, θ)+κ ⊆ F and F is finite, the set S
is finite. And, for each s ∈ S, according to corollary 6.5.16, we have
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= |S| · |B(θ′)|+ |∂−θ+κ+θ′F |. ■
The number of elements that the components of a right Følner net
share with a tiling is asymptotically bounded below away from zero,
which is shown in
Corollary 7.2.10 (Analogue of lemma 5.3.11). Let {Fi}i∈I be a right
Erling net in R (which exists according to lemma 5.2.18), let θ, κ, and
θ′ be three non-negative integers, let T be a subset of M such that
{B(t, θ′)}t∈T is a cover of M . There is a positive real number ε ∈ R>0
and there is an index i0 ∈ I such that, for each index i ∈ I with i ≥ i0,
we have |T ∩ F−(θ+κ)i | ≥ ε|Fi|. □
Proof. Let i ∈ I and let Ti = T ∩ F−(θ+κ)i . Then, according to












Moreover, because {Fi}i∈I is a right Erling net, there is a ξ ∈ [0, 1[ and
there is an i0 ∈ I such that
∀ i ∈ I :
(





Let ε = (1/B(θ′)) · (1− ξ). Then, for each i ∈ I with i ≥ i0, we have
|Ti|/|Fi| ≥ ε. ■
If a shift space has at least two points, then, for each non-empty
domain, it has at least two patterns.
Lemma 7.2.11. Let X be a subshift of QM such that |X| ≥ 2 and let A
be a non-empty subset of M . Then, |XA| ≥ 2. □
Proof. Because |X| ≥ 2, there are x and x′ in X such that x ̸= x′.
Thus, there is an m ∈ M such that x(m) ̸= x′(m). And, because
A is non-empty, there is an a ∈ A. The element h = gm0,ag−1m0,m
is contained in H and satisfies h−1 ▷ a = m. Hence, (h ▶ x)(a) ̸=
(h ▶ x′)(a). Therefore, (h ▶ x)↾A and (h ▶ x′)↾A are distinct and are
contained in XA. In conclusion, |XA| ≥ 2. ■
A subset of a strongly irreducible shift space has less entropy than
that space if about each point of a tiling the subset has fewer patterns
of a certain radius than the space, which is shown in
Theorem 7.2.12 (Analogue of lemma 5.4.7). Let F = {Fi}i∈I be a
right Erling net in R (which exists according to lemma 5.2.18), let X
be a κ-strongly irreducible subshift of QM such that |X| ≥ 2, let Y
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be a subset of X, and let T be a (θ,κ, θ′)-tiling of R such that, for
each element t ∈ T , we have YB(t,θ) ⫋ XB(t,θ). Then, entF (Y ) <
entF (X). □
Usage Note. In the proof, κ-strong irreducibility is used to apply




i,t (pt)| ≤ (1− ξ−1)|Ti| ·
|XFi |. ■
Proof Sketch. Let pt ∈ XB(t,θ) ∖ YB(t,θ) and let Ti = T ∩ F−(θ+κ)i .




i,t (pt). Hence, |YFi | ≤ (1− ξ−1)|Ti| · |XFi |.
Therefore, log|YFi |/|Fi| ≤ log(1− ξ−1) · |Ti|/|Fi| + log|XFi |/|Fi|. In
conclusion, because log(1− ξ−1) < 0 and {|Ti|/|Fi|}i∈I is eventually
bounded below away from zero, we have entF (Y ) < entF (X). ■
Proof. For each t ∈ T , because YB(t,θ) ⫋ XB(t,θ), we have XB(t,θ) ∖
YB(t,θ) ̸= ∅. Let {pt}t∈T be a transversal of {XB(t,θ) ∖ YB(t,θ)}t∈T and
let ξ = |XB(θ)+κ |. Furthermore, let i ∈ I, let Ti = T ∩ F−(θ+κ)i (=
{t ∈ T | B(t, θ)+κ ⊆ Fi}) and, for each t ∈ Ti, let πi,t : XFi → XB(t,θ),
p 7→ p↾B(t,θ). Note that, because |X| ≥ 2, according to lemma 7.2.11,
we have ξ ≥ 2 and hence 1− ξ−1 > 0.





π−1t (pt)| ≤ (1− ξ−1)|Ti| · |XFi |.





∩ YFi = ∅. Therefore,

















Because {B(t, θ′)}t∈T is a cover of M , according to corollary 7.2.10,
there is an ε ∈ R>0 and there is an i0 ∈ I such that
∀ i ∈ I :
(
i ≥ i0 =⇒ |Ti||Fi| ≥ ε
)
.
Hence, because log(1− ξ−1) < 0,
entF (Y ) ≤ ε · log(1− ξ−1) + entF (X) < entF (X). ■
288 shift spaces and the moore and the myhill properties
7.3 the moore and the myhill properties
contents. The image of a local map to a strongly irreducible
shift space that is not surjective does not have maximal entropy (see
theorem 7.3.1). And the converse of that statement obviously holds.
Moreover, a local map from a strongly irreducible shift space of finite
type whose image has less entropy than its domain is not pre-injective
(see theorem 7.3.3). And the converse of that statement also holds (see
theorem 7.3.5). These four statements establish the Garden of Eden
theorem (see Main main theorem 7.3.7). It follows that strongly irredu-
cible shift spaces of finite type have the Moore and the Myhill property
(see corollary 7.3.8).
body. Because a local map that is not surjective has a Garden of
Eden pattern, the entropy of its image is not maximal, which is shown
in
Theorem 7.3.1 (Analogue of theorem 5.5.8). Let M be infinite, let X
be a non-empty subshift of QM , let Y be a strongly irreducible subshift
of QM , let ∆ be a local map from X to Y that is not surjective, and let
F be a right Erling net in R (which exists according to lemma 5.2.18).
Then, entF (∆(X)) < entF (Y ). □
Usage Note. In the proof, infiniteness of M is used to apply the-
orem 7.2.7 yielding a tiling, locality of ∆ is used to apply lemma 7.1.56
yielding that ∆(X) is a subshift of QM , and strong irreducibility of Y
is used to apply theorem 7.2.12 yielding a strict inequality for entrop-
ies. ■
Proof Sketch. Because ∆ is not surjective, there is a Garden of Eden
configuration. Thus, because ∆ is local, there is a Garden of Eden
pattern. Hence, there are too many Garden of Eden configurations for
the entropy to be maximal. ■
Proof. Because Y is strongly irreducible, there is a κ ∈N0 such that
Y is κ-strongly irreducible. And, because ∆ is not surjective, there is
a y ∈ Y ∖ ∆(X). Hence, according to lemma 7.1.23, there is a ρ ∈N0
such that y↾B(ρ) /∈ (∆(X))B(ρ) and thus y↾B(ρ) ∈ YB(ρ) ∖ (∆(X))B(ρ).
And, because M is infinite, according to theorem 7.2.7, there is a (ρ,κ,
θ′)-tiling T of R.
According to lemma 7.1.56, the set ∆(X) is a subshift of QM . And,
for each t ∈ T , according to corollary 6.5.19, we have tPB(ρ) = B(t, ρ).
Therefore, for each t ∈ T , because t P◀_ is bijective and according to
remark 7.1.22, we have t P◀ (y↾B(ρ)) ∈ YB(t,ρ) ∖ (∆(X))B(t,ρ) and thus
(∆(X))B(t,ρ) ⫋ YB(t,ρ).
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Because X is non-empty and ∆ is not surjective, we have |Y | ≥
2. In conclusion, because Y is κ-strongly irreducible, according to
theorem 7.2.12, we have entF (∆(X)) < entF (Y ). ■
If there are less patterns in the codomain of a local map than in its
domain, at least two patterns have the same image, which is shown in
Lemma 7.3.2. Let X be a κ-strongly irreducible subshift of QM , let
Y be a subshift of QM , let ∆ be a κ-local map from X to Y , and let
F be a finite subset of M such that |YF+2κ | < |XF |. There are two






Usage Note. In the proof, strong irreducibility of X is used to extend
an in X allowed F -pattern by an in X allowed ∂+2κF+κ-pattern and an
∂+κ F -pattern to an in X allowed F+3κ-pattern; and κ-locality of ∆ is
used to restrict it to a map from XF+3κ to YF+2κ . ■
Proof. Because |YF+2κ | < |XF |, we have |XF | > 0, thus XF ̸= ∅,
and hence X ̸= ∅. Therefore, there is a v ∈ X∂+2κF+κ . Let Pv = {p ∈
XF+3κ | p↾dom(v) = v}. Note that, according to item d of lemma 6.6.7,
we have ∂+2κF+κ = F+3κ∖ F+κ.
Let u ∈ XF . According to corollary 6.6.10, we have d(F , dom(v)) ≥
κ+ 1. Hence, because X is κ-strongly irreducible, there is an x ∈ X
such that x↾F = u and x↾dom(v) = v. Let p = x↾F+3κ . Then, p↾F = u
and p ∈ Pv.
Therefore, |Pv| ≥ |XF | > |YF+2κ |. The restriction ϕ of ∆−F+3κ : XF+3κ →
YF+2κ to Pv → ∆−F+3κ(Pv) is surjective. Note that, because ∆ is κ-local
and, according to item e of lemma 6.6.7, we have (F+3κ)−κ ⊇ F+2κ,
we can choose YF+2κ as the codomain of ∆−F+3κ . If ϕ were injective,
then |Pv| = |ϕ(Pv)| ≤ |YF+2κ |, which contradicts that |Pv| > |YF+2κ |.
Hence, ϕ is not injective. In conclusion, there are p, p′ ∈ Pv such that
p ̸= p′ and ϕ(p) = ϕ(p′). ■
Because a local map, that has an image whose entropy is less than
the entropy of its domain, maps at least two finite patterns to the same
pattern, it is not pre-injective, which is shown in
Theorem 7.3.3 (Analogue of theorem 5.5.11). Let R be right amena-
ble, let F = {Fi}i∈I be a right Følner net in R, let X be a strongly
irreducible subshift of QM of finite type, let Y be a subshift of QM , and
let ∆ be a local map from X to Y such that entF (∆(X)) < entF (X).
The map ∆ is not pre-injective. □
Usage Note. In the proof, strong irreducibility of X and locality of
∆ are used to apply lemma 7.3.2 yielding two distinct finite patterns
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with the same domain, identical boundaries, and identical images; and
of finite typeness of X is used to apply corollary 7.1.34 to identically
extend these patterns to points of X. ■
Proof Sketch. Because the entropy of ∆(X) is less than the one ofX,
the number of finite patterns in ∆(X) grows slower than in X. Hence,
there are two distinct finite patterns in X that have the same image
and these can be identically extended to two distinct points of X that
have the same image. Therefore, the map ∆ is not pre-injective. ■
Proof. According to remark 7.1.36, lemma 7.1.30 and remark 7.1.29,
and remark 7.1.50, there is a κ ∈N0 such that X is κ-strongly irredu-
cible, X is κ-step, and ∆ is κ-local.
Let Y = ∆(X). According to remark 7.1.52 and lemma 5.5.10
and the precondition entF (Y ) < entF (X), we have ent{F+2κi }i∈I (Y ) ≤





Thus, log|YF+2κi | < log|XFi | and thus |YF+2κi | < |XFi |. Therefore,
because X is κ-strongly irreducible and ∆ is κ-local, according to
lemma 7.3.2, there are p and p′ in XF+3κi such that p ̸= p
′, p↾∂+2κF+κi =






Hence, because X is κ-step, according to corollary 7.1.34, there are
x and x′ in X such that x↾dom(p) = p, x′↾dom(p′) = p′, and x↾M∖F+κi =
x′↾M∖F+κi . In particular, because p ̸= p
′, we have x ̸= x′ and, because
F+κi is finite, the set diff(x,x′) is finite.





(p′) = ∆(x′)↾F+2κi . And,
according to remark 7.1.52 and lemma 5.2.7, we have ∆(x)↾M∖F+2κi =
∆(x′)↾M∖F+2κi . Therefore, ∆(x) = ∆(x
′). In conclusion, ∆ is not pre-
injective. ■
If in a point of a shift space we replace all occurrences of a pattern
by another pattern with the same image that agree on a big enough
boundary, we get a new point of the shift space in which the first
pattern does not occur that has the same image as the original point,
which is shown in
Lemma 7.3.4 (Analogue of lemma 5.5.15). Let X be a κ-step subshift
of QM , let Y be a subshift of QM , let ∆ be a κ-local map from X to Y ,







′). Furthermore, let c be a
point of X and let T be a subset ofM such that the family {tPA+2κ}t∈T
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Then, for each element t ∈ T , we have p′ ⊑t c′, and c′ ∈ X, and
∆(c) = ∆(c′). In particular, if p ̸= p′, then, for each element t ∈ T ,
we have p ̸⊑t c′. □
Usage Note. In the proof, κ-stepness of X is used to apply lemma
7.1.32 to deduce that c′ is a point of X; and locality of ∆ is used to
deduce that ∆(c) = ∆(c′). ■
Proof. There are x and x′ inX such that x↾A+2κ = p and x′↾A+2κ = p′.






Moreover, for each t ∈ T , according to remark 7.1.7, we have tP◀x′ ∈ X.
And, by precondition, {(t PA)+2κ}t∈T is pairwise disjoint (where we
used that t P A+2κ = (t P A)+2κ, which holds according to item k
of lemma 5.2.6). And, for each t ∈ T , we have (t P◀ x′)↾∂+2κ(tPA) =
(t P◀ p′)↾∂+2κ(tPA) = (t P◀ p)↾∂+2κ(tPA) = c↾∂+2κ(tPA) (where we used that
∂+2κ(tPA) = tP ∂+2κA, which holds according to item k of lemma 5.2.6).
Therefore, because X is κ-step, according to lemma 7.1.32, we have
c′ ∈ X.
Let m ∈M .
case 1: ∃ t ∈ T : m ∈ t PA+κ. Then, according to item b of lemma
6.6.4 and item c of lemma 6.6.7
m PB(κ) ⊆ (t PA+κ) PB(κ)
= (t PA+κ)+κ
= t PA+2κ.
Hence, because ∆ is κ-local, according to remark 7.1.52 and co-
rollary 5.2.10,
∆(c′)(m) = ∆−tPA+2κ(t P◀ p′)
= t P◀ ∆−A+2κ(p′)
= t P◀ ∆−A+2κ(p)
= ∆−tPA+2κ(t P◀ p)
= ∆(c)(m).
case 2: ∀ t ∈ T : m /∈ t PA+κ. Then, m ∈M ∖⋃t∈T t PA+κ. Hence,
according to item b of lemma 6.6.4, item c of lemma 5.2.6, item d
of lemma 5.2.6, and item e of lemma 6.6.7,
m PB(κ) ⊆ (M ∖ ⋃
t∈T
t PA+κ) PB(κ)























Therefore, because ∆ is κ-local and c′↾M∖⋃
t∈T tPA = c↾M∖⋃t∈T tPA,
we have ∆(c′)(m) = ∆(c)(m).
In either case, ∆(c′)(m) = ∆(c)(m). Therefore, ∆(c′) = ∆(c). ■
Because a local map that is not pre-injective maps at least two finite
patterns to the same pattern, the entropy of its image is less than the
entropy of its domain, which is shown in
Theorem 7.3.5 (Analogue of theorem 5.5.16). Let M be infinite, let
X be a strongly irreducible subshift of QM of finite type, let Y be a
subshift of QM , let ∆ be a local map from X to Y that is not pre-
injective, and let F be a right Erling net in R (which exists according
to lemma 5.2.18). Then, entF (∆(X)) < entF (X). □
Usage Note. In the proof, infiniteness of M is used to apply the-
orem 7.2.7 yielding a tiling, strong irreducibility of X is used to apply
theorem 7.2.12 yielding a strict inequality for entropies, finite typeness
of X and locality of ∆ is used to apply lemma 7.3.4 yielding that the
image of all points of X in which a certain pattern does not occur at
points of a tiling is the same as the image of X. ■
Proof Sketch. Because ∆ is not pre-injective, there are two distinct
points of X with the same image that differ only in finitely many cells.
Thus, there are two distinct finite patterns, say p and p′, with the same
image. Hence, the image of X is equal to the image of the set Z of all
points of X in which the pattern p does not occur. Because there are
too many points not in Z, this set does have less entropy than X. ■
Proof. According to remark 7.1.36, lemma 7.1.30 and remark 7.1.29,
and remark 7.1.50, there is a κ ∈N0 such that X is κ-strongly irredu-
cible, X is κ-step, and ∆ is κ-local.
Because ∆ is not pre-injective, there are c and c′ in X such that
diff(c, c′) is finite, ∆(c) = ∆(c′), and c ̸= c′; in particular, |X| ≥
2. Hence, there is a ρ ∈ N0 such that diff(c, c′) ⊆ B(ρ). Let p =
c↾B(ρ)+2κ and let p′ = c′↾B(ρ)+2κ . Then, p ̸= p′; m0 ∈ B(ρ); p, p′ ∈
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XB(ρ)+2κ ; p↾∂+2κB(ρ) = p







Because M is infinite, according to theorem 7.2.7, there is a (ρ+ 2κ,
κ, θ′)-tiling T of R. Let
Z = {x ∈ X | ∀ t ∈ T : p ̸⊑t x}.
For each t ∈ T , according to remark 7.1.22, we have tP◀ p ∈ XtPB(ρ)+2κ ∖
ZtPB(ρ)+2κ and hence ZtPB(ρ)+2κ ⫋ XtPB(ρ)+2κ . Moreover, for each t ∈ T ,
according to item b of corollary 6.6.5 and corollary 6.5.19, we have tP
B(ρ)+2κ = B(t, ρ+ 2κ). Therefore, because X is κ-strongly irreducible
and |X| ≥ 2, according to theorem 7.2.12, we have entF (Z) < entF (X).
Hence, according to theorem 5.4.5, we have entF (∆(Z)) < entF (X).
Let x ∈ X. Put U = {t ∈ T | p ⊑t x}. Because X is κ-step and
∆ is κ-local, according to lemma 7.3.4, there is an x′ ∈ X such that
x′ ∈ Z and ∆(x) = ∆(x′). Therefore, ∆(X) = ∆(Z). In conclusion,
entF (∆(X)) < entF (X). ■
Because a right Følner net in a finite cell space is eventually equal to
the set of cells, the entropy of a subset of the full shift is a function of
the cardinality of that set, which is shown in
Lemma 7.3.6. Let R be right amenable, let F = {Fi}i∈I be a right
Følner net in R, let M be finite, and let X be a subset of QM . Then,
|X| = exp
(
|M | · entF (X)
)
. □
Proof. Let F be a non-empty and finite subset of M such that F ̸=
M . Then, because P is transitive, there is a g ∈ G/G0 such that
(F P g) ∩ (M ∖ F ) ̸= ∅. Hence, F P g ⊈ F , thus F ⊈ (_ P g)−1(F ),
thus F ∖ (_P g)−1(F ) ̸= ∅, and therefore |F ∖ (_P g)−1(F )| ̸= 0. On
the other hand, |M ∖ (_ P g)−1(M)| = 0. Moreover, because M is
finite, the set {F ⊆ M | F ̸= ∅,F finite} is finite and hence its subset
{Fi | i ∈ I} is finite too. Furthermore, because F is a right Følner net,
∀ g ∈ G/G0 : lim
i∈I
|Fi∖ (_ P g)−1(Fi)|
|Fi| = 0.






In conclusion, |X| = exp(|M | · entF (X)). ■
Because surjectivity as well as pre-injectivity of a local map is char-
acterised by maximal entropy of its image with respect to its codomain
or domain, if both domains have the same entropy, then a local map is
surjective if and only if it is pre-injective, which is shown in
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Main Theorem 7.3.7 (Garden of Eden Theorem; Edward Forrest
Moore, 1962; John R. Myhill, 1963; Analogue of main theorem 5.5.18).
Let R be right amenable, let F be a right Følner net in R, let X be a
non-empty strongly irreducible subshift of QM of finite type, let Y be a
strongly irreducible subshift of QM such that entF (X) = entF (Y ), and
let ∆ be a local map from X to Y . The map ∆ is surjective if and only
if it is pre-injective. □
Usage Note. In the proof, non-emptiness of X, strong irreducibility
of Y , and locality of ∆ are used to apply theorem 7.3.1 yielding a charac-
terisation of surjectivity; and strong irreducibility and finite typeness
of X, and locality of ∆ are used to apply theorems 7.3.3 and 7.3.5
yielding a characterisation of pre-injectivity. ■
Proof. First, let M be finite. Then, QM is finite, and thus X and Y
are finite. Hence, because entF (X) = entF (Y ), according to lemma 7.3.6,
we have |X| = |Y |. Therefore, ∆ is surjective if and only if it is inject-
ive. Moreover, because M is finite, the map ∆ is pre-injective if and
only if it is injective. In conclusion, ∆ is surjective if and only if it is
pre-injective.
Secondly, let M be infinite. According to theorem 7.3.1, the map ∆
is not surjective if and only if entF (∆(X)) < entF (Y ). And, according
to theorem 7.3.3 and theorem 7.3.5, because entF (X) = entF (Y ), we
have entF (∆(X)) < entF (Y ) if and only if ∆ is not pre-injective. Hence,
∆ is not surjective if and only if it is not pre-injective. In conclusion,
∆ is surjective if and only if it is pre-injective. ■
Corollary 7.3.8. Let R be right amenable. Each strongly irreducible
subshift of QM of finite type has the Moore and the Myhill property. □
Proof. This is a direct consequence of main theorem 7.3.7 and the
fact that the empty strongly irreducible subshift of QM has the Moore
and the Myhill property. ■
Corollary 7.3.9. LetM = (M ,G, ▷) be a right-amenable and finitely
right-generated left-homogeneous space with finite stabilisers and let Q
be a finite set. For each coordinate system K for M and each K-big
subgroup H of G, each strongly irreducible subshift of QM of finite type
with respect to R = (M,K) and H has the Moore and the Myhill
property with respect to R and H. □
Proof. This is a direct consequence of main theorem 7.3.7. ■
Remark 7.3.10. Note that in corollary 7.3.9 we do not have to choose
a finite and symmetric right-generating set S, because being a subshift,
being strongly irreducible, being of finite type, being local, being sur-
7.3 the moore and the myhill properties 295
jective, being pre-injective, having the Moore property, and having the
Myhill property, do not depend on the choice of a finite and symmetric
right-generating set of R; the reason for the properties that depend on
the metric induced by such a right-generating set is that those metrics
are, according to corollary 6.8.7, pairwise Lipschitz equivalent. □
Example 7.3.11 (From Golden Mean to Even Shift). In the situation
of example 7.1.54, let F be the right Følner net ({1, 2, . . . ,n})n∈N+ .
Recall that the golden mean shift X is non-empty (example 7.1.17),
strongly irreducible (example 7.1.38), and of finite type (example 7.1.27);
and that the even shift Y is strongly irreducible (example 7.1.38) but
not of finite type (example 7.1.27). And, according to example 4.1.4 in
[LM95] and Example 4.1.6 in [LM95], the entropy of X with respect to
F and the one of Y are both the golden mean (1+√5)/2. Therefore,
according to main theorem 7.3.7, because the local map ∆ from X to
Y is surjective (example 7.1.54), it is also pre-injective. However, it is
not injective, because the two points of X with alternating 0’s and 1’s,
that is, those of the form . . . 010101 . . . , are both mapped to the point
of Y with only 0’s, that is, the one of the form . . . 000 . . . . □

8
A QUAS I - SOLUTION OF THE F IR ING MOB
SYNCHRONISAT ION PROBLEM
abstract. We construct a time-optimal quasi-solution of the fir-
ing mob synchronisation problem over finite, connected, and undirec-
ted multigraphs whose maximum degrees are uniformly bounded by a
constant. It is only a quasi-solution because its number of states de-
pends on the graph or, from another perspective, does not depend on
the graph but is countably infinite. To construct this quasi-solution
we introduce signal machines over continuum representations of such
multigraphs and construct a signal machine whose discretisation is a
cellular automaton that quasi-solves the problem. This automaton uses
a time-optimal solution of the firing squad synchronisation problem in
dimension one with one general at one end to synchronise edges, and
freezes and thaws the synchronisation of edges in such a way that all
edges synchronise at the same time.
introduction. The firing squad synchronisation problem in di-
mension one with one general at one end is to synchronise each finite
one-dimensional array of cells starting from one end of the array and
the cell at this end is called general. It was proposed by John R. My-
hill in 1957, solved by John McCarthy and Marvin Lee Minsky, and
published by Edward Forrest Moore in 1962 (see [Moo64]). The first
time-optimal several-thousand-states solution was found by Eiichi Goto
in 1962 (see [Got62]), reduced to 16 states by Abraham Waksman in
1966 (see [Wak66]), and reduced to 8 states by Robert Balzer in 1967
(see [Bal67]). Hein D. Gerken found another time-optimal 7-states solu-
tion in 1987 (see [Ger87]) and Jacques Mazoyer found a time-optimal
6-states solution also in 1987 (see [Maz87]). It is unknown whether
there is a time-optimal 5-states solution but it is known that there is
no time-optimal 4-states solution, a result due to Robert Balzer and
Peter Sanders (see [Bal67; San94]).
The firing mob synchronisation problem is to synchronise each finite,
connected, and undirected graph whose maximum degree is bounded
by a fixed constant starting from any vertex and this vertex is called
general. It was solved by P. Rosenstiehl, J. R. Fiksel, and A. Holliger
in 1972 (see [RFH72]) and also by Francesco Romani in 1976 (see
[Rom76]), where the latter solution achieves better running times than
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the former. The problem for specific classes of graphs were for example
studied by Kojiro Kobayashi in 1977 and 1978 (see [Kob77; Kob78a;
Kob78b]) and by Zsuzsanna Róka in 2000 (see [Rók00]). Karel Culik
II and Simant Dube presented a solution of the general case in 1991 (see
[CD91]). It needs 3.5r-many steps, where r is the maximal distance of
the general to a vertex and is called radius of the graph with respect
to the general. By using more and more states, the solution can be
adjusted such that the number of steps it needs approaches 3r.
It was shown that r + d is a lower bound for the number of steps
that solutions of the firing mob synchronisation problem need by John
J. Grefenstette in 1983 (see [Gre83]), where d is the maximal distance
between two vertices of the graph and is called diameter of the graph.
Because there are graphs and choices of generals such that the dia-
meter is 2r, the solutions by Karel Culik II and Simant Dube approach
the optimal number of steps, namely 3r, if r is taken as problem size.
However, if r+ d is taken as problem size, then their solutions do not
approach the optimal number of steps.
In the present chapter we construct a time-optimal quasi-solution
that needs exactly r + d steps but whose number of states depends
on the graph or, from another perspective, does not depend on the
graph but is countably infinite (this is why we call it a quasi-solution).
It can also be turned into a time-optimal quasi-solution of the firing
squad synchronisation problem for any region in any dimension with
one general at any position by regarding each region to be synchron-
ised as a graph, where cells in the region are vertices and edges are
neighbourhood relationships.
However, restricted to specific classes of problems, the quasi-solution
may not be time-optimal. For example, restricted to rectangular re-
gions with one general at one corner, the quasi-solution needs 2(k+ ℓ−
2)-many steps whereas (k + ℓ+max{k, ℓ} − 3)-many steps is optimal
(see for example [UYY09]), where k and ℓ are the side lengths of the
rectangle. Nevertheless, because the quasi-solution is (trivially) embed-
dable in the sense of [Gre83], according to theorem 1 in [Gre83], it can
be combined with finitely many embeddable time-optimal solutions for
specific classes of problems to get one quasi-solution that is also time-
optimal for those classes. Examples of solutions for specific classes, like
rectangular regions with one general at the upper left corner, are given
in sections 5 and 6 in [Gre83].
To design, explain, and draw solutions of firing squad/mob synchron-
isation problems, it is convenient to think about, talk about, and draw
continuous space-time diagrams of different kinds of signals that move
across the cell space, vanish or give rise to new signals upon reaching
boundaries or junctions of the space or upon colliding with each other.
This is mostly done in an informal way, but the idea of signals has
also been formalised for one-dimensional cellular automata by Jérôme
Olivier Durand-Lose in 2005 (see [Dur05]).
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This formalisation however does not handle accumulations of events
like collisions and does not allow infinitely many signals of different
speeds, which naturally occur and are necessary in descriptions of many
solutions of the firing squad synchronisation problem by signals. For
example, collisions accumulate at the time synchronisation finishes and
infinitely many signals of different speeds may originate from the gen-
eral. In the time evolutions of the actual cellular automata, the accu-
mulations of collisions disappear due to the discreteness of space and
time, and the infinitely many signals are cleverly produced by finitely
many states (see for example [Maz87]).
Because we want to describe our quasi-solution in terms of signals
in a formal way, we first introduce continuum representations of finite
and connected multigraphs (without self-loops), we secondly introduce
signal machines over such representations that allow infinitely many sig-
nals of different speeds and seamlessly handle accumulations of events
and accumulations of accumulations of events and so forth, and we
thirdly construct a signal machine for the continuous firing mob syn-
chronisation problem over such representations and shortly note how
to discretise it to get a cellular automaton quasi-solution of the firing
mob synchronisation problem.
contents. In section 8.1 we state the firing squad and the firing
mob synchronisation problems. In section 8.2 we introduce undirected
multigraphs (without self-loops) and direction-preserving paths in such
graphs, which are paths that do not make U-turns. In section 8.3 we
introduce continuum representations of undirected multigraphs, which
are in a sense drawings of graphs in a high-dimensional Euclidean space.
In section 8.4 we introduce signal machines, which can be studied in
their own right, but which can also be thought of as high-level views of
time evolutions of cellular automata over graphs, like cellular automata
over finitely right-generated cell spaces, that are restricted to configur-
ations with a fixed finite support. In section 8.5 we construct a signal
machine whose discretisation is a cellular automaton that quasi-solves
the firing mob synchronisation problem in (r+ d)-many steps. And in
section 8.6 we sketch a proof for that statement. The impatient may
right now have a look at the continuous space-time diagrams of the
synchronisations of small trees as performed by the quasi-solution: See
figures 8.5.2 to 8.5.5 on pages 328 to 331.
preliminary notions. The affinely extended real numbers R∪ affinely extended
real numbers R{−∞,+∞} are denoted by R. For each tuple (r, r′) ∈ R×R such that
r ≤ r′, the closed, open, and the two half-open extended real intervals extended real
intervals [r, r′],
]r, r′[, and [r, r′[
and ]r, r′]
with the endpoints r and r′ are denoted by [r, r′], ]r, r′[, and [r, r′[ and
]r, r′] respectively. And, for each tuple (z, z′) ∈ Z×Z such that z ≤ z′,
the closed integer-valued interval with the endpoints z and z′, namely
closed
integer-valued
interval [z : z′]
{z, z + 1, . . . , z′} or equivalently [z, z′] ∩Z, is denoted by [z : z′].
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8.1 the firing squad/mob synchronisation problems
In this section, let R = ((M ,G, ▷), (m0, {gm0,m}m∈M )) be a finitely
right-generated cell space, let N be a finite right-generating set of R
that contains G0, where G0 is the stabiliser of m0 under ▷, let G = (M ,
E) be the colouredN -Cayley graph ofR, let C be a semi-cellular autom-
aton over R with state set Q, neighbourhood N , and local transition
function δ, and let ∆ be the global transition function of C.
To state the problems succinctly we introduce the notions of passive
subsets of states, dead states, supports of global configurations with
respect to a distinguished dead state, and what it means for a global
configuration to be of the form of a pattern in the following four defin-
itions.
Definition 8.1.1. Let P be a subset of Q. It is called passive if andpassive set of
states only if, for each local configuration ℓ ∈ QN with im(ℓ) ⊆ P , we have
δ(ℓ) = ℓ(G0). □
Definition 8.1.2. Let q be a state of Q. It is called dead if anddead state
only if, for each local configuration ℓ ∈ QN with ℓ(G0) = q, we have
δ(ℓ) = q. □
In the remainder of this section, let Q contain a distinguished dead
state named #.
Definition 8.1.3. Let c be a global configuration of QM . The set
supp(c) =M ∖ c−1(#) is called support of c. □support supp(c) of
c
Definition 8.1.4. Let A be a subset of M , let p be a pattern of QA,
and let c be a global configuration of QM . The global configuration c
is said to be of the form p if and only if there is an element g ∈ G suchglobal
configuration is of
the form p
that c↾g▷A = g ▶ p and c↾M∖(g▷A) ≡ #. □
We state the firing squad synchronisation problem in
Definition 8.1.5. Let #, g, s, and f be four distinct states, and let




with one general at
the left end
squad synchronisation problem in dimension one with one general at
the left end is a cellular automaton C over ((Z,Z,+), (0, {z}z∈Z)) with
neighbourhood {−1, 0, 1} and finite set of states that includes Q′ such
that the state # is dead and the set {#, s} is passive, and whose global
transition function ∆ has the following property:
For each global configuration c with finite support of the form gss · · · s,
there is a non-negative integer k such that the global configuration
∆k(c) is of the form ff · · · f and has the same support as c, and such
8.1 the firing squad/mob synchronisation problems 301
that the state f does not occur in any of the global configurations ∆j(c),
for j ∈N0 with j < k. □
Remark 8.1.6. Let C be a solution of the above problem, let c be
a global configurations of the form gss · · · s, and let k be the non-
negative integer from the problem definition. Then, because the state
# is dead and the support of ∆k(c) is the same as the one of c, for each
non-negative integer j with j ≤ k, the support of ∆j(c) is the same
as the one of c. Broadly speaking, in the time evolution of solutions,
the support of initial configurations can neither shrink nor grow before
synchronisation is finished. Moreover, because the set {#, s} is passive,
if the support of c consists of at least 3 cells, then ∆(c) cannot be of
the form ff · · · f. Broadly speaking, the problem cannot be solved
trivially. □
Remark 8.1.7. As mentioned above, for each global configuration c
of the form gss · · · s, the supports of the global configurations that
are observable in the time evolutions that begin in the configuration c
of cellular automata that solve the above problem, are included in the
support of c. Hence, we can regard such cellular automata as automata
over one-dimensional arrays with one dummy neighbour in the state #
at each end. □
Remark 8.1.8. The above problem can be generalised in many ways.
For example, by allowing the general to be placed anywhere or by
allowing more than one general. □
We state the firing mob synchronisation problem in
Definition 8.1.9. Let #, g, s, and f be four distinct states, and let
Q′ be the set that consists of those states. A solution of the firing firing mob
synchronisation
problem in R with
respect to S
mob synchronisation problem in R with respect to S is a semi-cellular
automaton over R with neighbourhood S and finite set of states that
includes Q′ such that the state # is dead and the set {#, s} is passive,
and whose global transition function ∆ has the following property:
For each finite subset A of M such that the subgraph G[A] of G
induced by A is connected, each element a ∈ A, each pattern p ∈ QA
such that p(a) = g and p↾A∖{a} ≡ s, and each global configuration c
of the form p, there is a non-negative integer k such that the global
configuration ∆k(c) is of the form A → Q, a 7→ f, and such that the
state f does not occur in any of the global configurations ∆j(c), for
j ∈N0 with j < k. □
Remark 8.1.10. The firing squad synchronisation problem with one
general at an arbitrary position is the firing mob synchronisation prob-
lem in ((Z,Z,+), (0, {z}z∈Z)) with respect to {−1, 0, 1}. Note that
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the notions of semi-cellular and cellular automata are identical over
(Z,Z,+). □
Remark 8.1.11. Each semi-cellular automaton over R with neighbour-
hood S is equivalent to a cellular automaton over the coloured S-Cayley
graph of R acted upon by its automorphism group, in the sense that,
for each of the former kind of automata, there is one of the latter kind
with the same global transition function, and vice versa. Note that the
stabilisers of coloured S-Cayley graphs of R are trivial, and hence the
notions of semi-cellular and cellular automata are identical over such
graphs. □
Remark 8.1.12. We can regard semi-cellular automata that solve the
above problem as semi-cellular automata over subgraphs of G that are
induced by finite subsets of M with one dummy neighbour in the state
# at each edge that leads out of the subgraph. Note that, because the
graph G is of bounded degree, the maximum degrees of the subgraphs
it induces are uniformly bounded by a constant. □
Remark 8.1.13. Ideally we would like an abstract description of a semi-
cellular automaton that does not depend on any specifics of R and S
and that yields a solution for each choice of R and S or at least for as
huge a class of such choices as possible. □
8.2 undirected multigraphs
Undirected multigraphs without self-loops are introduced in
Definition 8.2.1. Let V and E be two disjoint sets, and let ε be a
map from E to {{v, v′} ⊆ V | v ̸= v′}. The triple G = (V,E, ε) is
called undirected multigraph; each element v ∈ V is called vertex; eachundirected
multigraph
G = (V,E, ε)
vertex v
element e ∈ E is called edge; and, for each edge e ∈ E, each vertex of
edge e
ε(e) is called end of e. □
ends ε(e) of e
Remark 8.2.2. Because each set in the codomain of ε consists of ex-
actly two distinct vertices, there are no self-loops in the undirected
multigraph G. With minor modifications the theory and the automata
presented in this chapter also work if there are self-loops. They were
merely excluded to make the presentation a little simpler. □
In the remainder of this section, let G = (V,E, ε) be an undirected
multigraph.
What being finite means for multigraphs is said in
Definition 8.2.3. The multigraph G is called finite if and only if thefinite multigraph
sets V and E are both finite. □
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Isolated vertices are the ones without incident edges as introduced
in
Definition 8.2.4. Let v be a vertex of G. It is called isolated if and isolated vertex
only if, for each edge e ∈ E, we have v /∈ ε(e). □
Directed edges are edges with distinguished source and target vertices
as introduced in
Definition 8.2.5. Let e be an edge of G, and let v1 and v2 be two
vertices of G such that {v1, v2} = ε(e). The triple e⃗ = (v1, e, v2) is
called directed edge from v1 through e to v2; the vertex σ(e⃗) = v1 is directed edge e⃗
from v1 through e
to v2
called source of e⃗; the edge β(e⃗) = e is called bed of e⃗; and the vertex
source σ(e⃗) of e⃗
bed β(e⃗) of e⃗
τ (e⃗) = v2 is called target of e⃗. □
target τ (e⃗) of e⃗
At each vertex there is an empty path that starts and ends at the
vertex, and non-empty paths are concatenations of directed edges with
matching source and target vertices as introduced in
Definition 8.2.6. a. Let v be a vertex of G. The singleton p = (v)
is called empty path in v, the vertex σ(p) = τ (p) = v is called empty path (v) in
vsource and target of p, and the non-negative integer |p| = 0 is
source σ((v)) and
target τ ((v)) of (v)
called length of p.
length |(v)| of (v)b. Let n be a positive integer and, for each index i ∈ [1 : n], let e⃗i
be a directed edge of G such that, if i ̸= 1, then σ(e⃗i) = τ (e⃗i−1).
The (2n+ 1)-tuple p = (σ(e⃗1),β(e⃗1), τ (e⃗1), . . . ,β(e⃗n), τ (e⃗n)) is
called path from σ(e⃗1) to τ (e⃗n); the vertex σ(p) = σ(e⃗1) is called path p from σ(e⃗1)
to τ (e⃗n)source of p; the vertex τ (p) = τ (e⃗n) is called target of p; and the
source σ(p) of p
target τ (p) of p
positive integer |p| = n is called length of p.
length |p| of pc. The set of paths is denoted by P. □
set P of paths
Remark 8.2.7. Each directed edge is a path of length 1. □
Subpaths are connected parts of paths as introduced in
Definition 8.2.8. Let p = (v0, e1, v1, . . . , en, vn) be a path of G, and
let k and ℓ be two indices of [0 : n] such that k ≤ ℓ. The path (vk),
if k = ℓ, or (vk, ek+1, vk+1, . . . , eℓ, vℓ), otherwise, is called subpath of p subpath p[k:ℓ] of p
and is denoted by p[k:ℓ]. □
Direction-preserving paths are the ones without U-turns as intro-
duced in
Definition 8.2.9. Let p = (v0, e1, v1, . . . , en, vn) be a path of G. It is
called direction-preserving if and only if, for each index i ∈ [1 : n− 1], direction-
preserving
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Two paths with matching target and source vertices can be concat-
enated as introduced in
Definition 8.2.10. Let p = (v0, e1, v1, . . . , en, vn) and p′ = (v′0, e′1, v′1,
. . . , e′n′ , v′n′) be two paths of G such that vn = v′0. The path p • p′ =
(v0, e1, v1, . . . , en, vn, e′1, v′1, . . . , e′n′ , v′n′) is called concatenation p • p′ ofconcatenation of p
and p′ p and p′. □
Remark 8.2.11. Each non-empty path is the concatenation of directed
edges. □
What being connected means for multigraphs is said in
Definition 8.2.12. The multigraph G is called connected if and onlyconnected
multigraph if, for each tuple (v, v′) ∈ V×V, there is a path from v to v′. □
Remark 8.2.13. The multigraph G is connected if and only if, for
each tuple (v, v′) ∈ V×V, there is a direction-preserving path from v
to v′. □
We can assign weights to edges as done in
Definition 8.2.14. Let ω be a map from E to R>0. It is called edgeedge weighting ω
of G weighting of G, and, for each edge e ∈ E, the element ω(e) is called
edge weight of e. □edge weight ω(e)
of e
Edge weights induce weights of paths as introduced in
Definition 8.2.15. Let ω be an edge weighting of G and let p =
(v0, e1, v1, . . . , en, vn) be a path of G. The sum ω(p) = ∑ni=1 ω(ei)
is called weight of p. □weight ω(p) of p
Remark 8.2.16. Each empty path has weight 0. □
Remark 8.2.17. Each directed edge has the same weight as its bed. □
8.3 continuum representation
In this section, let G = (V,E, ε) be an undirected multigraph without
isolated vertices and let ω be an edge weighting of G.
An orientation is a choice of source and target vertices for each edge
as introduced in
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Definition 8.3.1. Let σ and τ be two maps from E to V such that,
for each edge e ∈ E, we have {σ(e), τ (e)} = ε(e). The tuple (σ, τ ) is
called orientation of G. □ orientation (σ, τ )
of G
Realising weighted edges as disjoint intervals and gluing these inter-
vals together at shared ends yields a continuum representation of G and
is done in
Definition 8.3.2. Let (σ, τ ) be an orientation of G, let
ζ : R∖ {0} → {σ, τ}, map ζ from
R∖ {0} to {σ, τ}
r 7→
{
σ, if r < 0,
τ , if r > 0,
let 
ϕ : E→ R<0,
e 7→ −ω(e)2 ,
 and

ψ : E→ R>0,
e 7→ ω(e)2 ,
 maps ϕ and ψfrom E to R<0
and R>0
and let ∼ be the equivalence relation on R×E such that, for each tuple equivalence
relation ∼ on
R×E
(r, e) ∈ R×E and each tuple (r′, e′) ∈ R×E,
(r, e) ∼ (r′, e′) ⇐⇒ r ∈ {ϕ(e),ψ(e)}
∧ r′ ∈ {ϕ(e′),ψ(e′)}
∧ ζ(r)(e) = ζ(r′)(e′).
The set G = (⋃e∈E[ϕ(e),ψ(e)]×{e})/∼ is called continuum represent- continuum
representation G
of G
ation of G. □
Remark 8.3.3. Each weighted edge is realised as a closed interval
whose length is the edge’s weight. These intervals are made disjoint
by taking the Cartesian product with the respective edge. And they
are glued together at shared ends by taking the set of all these disjoint
intervals modulo the equivalence relation ∼. The vertices are implicitly
realised as end points or junctions of the glued disjoint intervals. □
Remark 8.3.4. If the graph G contained isolated vertices, then they
would not be represented in G. With minor modifications the theory
presented in this chapter also works if there are isolated vertices. They
were merely excluded to make the presentation a little simpler. □
In the remainder of this section, let G be a continuum representation
of G with respect to an orientation (σ, τ ), and let ζ, ϕ, ψ, and ∼ be
the maps and the equivalence relation from definition 8.3.2.
Vertices are canonically embedded into G as is done in
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Definition 8.3.5. The map
: V → G,vertex embedding
σ(e) 7→ [(ϕ(e), e)]∼,
τ (e) 7→ [(ψ(e), e)]∼,
embeds vertices of G into G. Its image is denoted by V and eachvertices V
element v ∈ V is called vertex. □vertex v
Remark 8.3.6. The embedding is well-defined due to the definition of
the equivalence relation ∼. □
Edges are canonically embedded into the power set of G as is done
in
Definition 8.3.7. The map
: E → P(G),edge embedding
e 7→ ([ϕ(e),ψ(e)]× {e})/∼,
embeds edges of G into G. Its image is denoted by E and each elementedges E
e ∈ E is called edge. □edge e
At each point of G there is at least one direction to move: In a vertex
of degree k, there are k directions; and on an edge but not in one of its
endpoints, there are 2 directions. An inefficient but immediate way to
represent these directions is as in
Definition 8.3.8. The set {−1, 1} × E is denoted by Dir, each ele-set Dir of
directions ment d = (o, e) ∈ Dir is called direction on e, the element o is called
direction d on e orientation of d, the involution
orientation o of d
− : Dir→ Dir,orientation
reversing
involution − (o, e) 7→ (−o, e),
reverses the orientation of directions, and the map
dir : G→ P(Dir),map dir that
assigns directions
[(r, e)]∼ 7→
{{(−1, e), (1, e)}, if r ∈ ]ϕ(e),ψ(e)[,
{(− sgn(r′), e′) | (r′, e′) ∈ [(r, e)]∼}, otherwise,
assigns to each point in G the set of possible directions in which
someone standing on that point can move. □
Remark 8.3.9. This representation of directions is inefficient in the
following sense: If we stand on an edge but not on one of its endpoints,
then the orientation is enough directional information; and if we stand
on a vertex, then the edge is enough directional information, because
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the orientation is implicit in the fact that we can only move onto the
edge but not off it since we are in one end of the edge. On a vertex we
do not even need the edge itself but only an identifier for the edge that
is locally unique; for example, we could colour the edges such that no
two edges of the same colour are incident to the same vertex and use
this colour instead. □
Like vertices, paths of G are also canonically embedded into G and
each embedding can be unit-speed parametrised by the interval from 0
to the path’s weight as is inductively done in
Definition 8.3.10. The map






(σ(e), e, τ (e)) 7→
[
[0,ω(e)]→ G,
r 7→ [(ϕ(e) + r, e)]∼,
]
(τ (e), e,σ(e)) 7→
[
[0,ω(e)]→ G,
r 7→ [(ψ(e)− r, e)]∼,
]
(v0, e1, v1) • p′ 7→

[0,ω((v0, e1, v1) • p′)]→ G,
r 7→
{
(v0, e1, v1)(r), if r ≤ ω(e1),
p′(r− ω(e1)), otherwise,

maps paths of G to unit-speed parametrisations of them in G. □
Remark 8.3.11. The base cases of the inductive definition do not over-
lap because there are no self-loops, and the inductive step is well-defined
because ω((v0, e1, v1) • p′) = ω(e1) + ω(p′). □
The images P and P consist broadly speaking of paths and direction-
preserving paths in G from vertices to vertices that only change direc-
tion at vertices. Restricting the parametrisation intervals of paths in
P to subintervals and doing a reparametrisation such that the new
parametrisation starts at 0 yields all direction-preserving paths in G
and is done in
Definition 8.3.12. The set
{p↾[r,s](_+ r) | p ∈ P and r, s ∈ [0,ω(p)] with r ≤ s}




path, the length of the interval dom(p) is called length of p and is
length ω(p) of p
denoted by ω(p), the point σ(p) = p(0) is called source of p, the point
source σ(p) of p
τ (p) = p(ω(p)) is called target of p, and the path p is called empty if
target τ (p) of p
empty path
and only if ω(p) = 0. □
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Remark 8.3.13. Doing the same with the paths in P does not yield
all paths in G but only those that change direction at vertices and not
on edges. Because we only need direction-preserving paths in what is
to come, we do not define what a general path on G is. □
Remark 8.3.14. Sources and targets of direction-preserving paths in
G are in general not vertices. □
The distance between two points is the length of the shortest path
between the points as introduced in
Definition 8.3.15. The map
d : G×G→ R≥0 ∪ {∞},distance d
(m,m′) 7→ inf{ω(p) | p ∈ P with σ(p) = m and τ (p) = m′}
is called distance, where the infimum of the empty set is infinity. □
Remark 8.3.16. If the graph G is finite and connected, then the dis-
tance map d is a metric. Otherwise, it may not be a metric. For
example, if there are two distinct vertices v, v′ ∈ V such that, for each
n ∈N+, there is an edge e ∈ E whose weight is 1/n, then the distance
of v and v′ is 0 although v ̸= v′. Or, if the graph G is not connected,
then there are two points m, m′ ∈ G whose distance is ∞. □
Each non-zero vector of a vector space is uniquely determined by its
magnitude and its direction, and the zero vector is already uniquely
determined by its magnitude, which is 0, and can be thought of as
pointing in every direction, which can be represented by the set of
directions. A generalisation of vector spaces is given in
Definition 8.3.17. Let vry be the set Dir. The set
Arr = {(0, vry)} ∪ (R>0 ×Dir)arrow space Arr
is called arrow space; each element a ∈ Arr is called arrow; the setarrow a
vry is called semi-direction; for each element a = (r, d) ∈ Arr, thesemi-direction vry
real number ∥a∥ = r is called magnitude of a, and the (semi-)directionmagnitude ∥a∥ of
a dir(a) = d is called (semi-)direction of a. □
(semi-)direction
dir(a) of a Arrow spaces will be used to represent both velocities, which are
directed speeds, and directed distances. Multiplying a velocity by a
time yields a directed distance. This scalar multiplication is introduced
in
Definition 8.3.18. The map
· : Arr×R≥0 → Arr,scalar
multiplication ·
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((r, d), s) 7→
{
(0, vry), if s = 0,
(r · s, d), if s > 0,
is called scalar multiplication. □
When we stand at the beginning of a non-empty direction-preserving
path and walk along it until we reach its end, we start our walk on the
first edge of the path in a certain direction and we end it on the last
edge of the path in a certain direction. These directions are introduced
in
Definition 8.3.19. Let p be a direction-preserving path of P. If p
is empty, let dirσ(p) = vry and let dirτ (p) = vry.
Otherwise, there are two edges eσ, eτ ∈ E, which may be the same,
and there are two positive real numbers ξσ, ξτ ∈ ]0,ω(p)] such that
p([0, ξσ]) ⊆ eσ and p([ω(p) − ξτ ,ω(p)]) ⊆ eτ . Moreover, there are
four real numbers rσ, r′σ, rτ , and r′τ such that [(rσ, eσ)]∼ = p(0),
[(r′σ, eσ)]∼ = p(ξσ), [(rτ , eτ )]∼ = p(ω(p) − ξτ ), and [(r′τ , eτ )]∼ =
p(ω(p)). Let dirσ(p) = (sgn(r′σ − rσ), eσ) and let dirτ (p) = (sgn(r′τ −
rτ ), eτ ).
In both cases, the (semi-)direction dirσ(p) is called source direction source direction
dirσ(p) of pof p and the (semi-)direction dirτ (p) is called target direction of p. □
target direction
dirτ (p) of pRemark 8.3.20. The edge eσ is the first edge of the path p and the
edge eτ is its last edge. The numbers ξσ and ξτ are two positive real
numbers such that the first ξσ length units of the path run on its first
edge and the last ξτ length units of the path run on its last edge. The
numbers rσ and r′σ are the positions of the path on its first edge at its
very beginning and after ξσ length units, and the numbers rτ , and r′τ
are the positions of the path on its last edge ξτ length units before its
end and at its very end. Therefore, the signum of r′σ − rσ is the start
direction on the first edge of the path and the signum of r′τ − rτ is the
end direction on the last edge of the path. □
Remark 8.3.21. For each non-empty path p ∈ P, we have dirσ(p) ∈
dir(σ(p)) and dirτ (p) ∈ −dir(τ (p)). □
8.4 signal machines
In this section, let G = (V,E, ε) be a non-trivial, finite, and connected
undirected multigraph, let ω be an edge weighting of G, and letM be a
continuum representation of G. Recall that, according to our definition
of undirected multigraphs, there are no self-loops in G. To motivate the
definitions in this section, we talk as if there were a signal machine in
front of us whose time evolution we can observe, although this evolution
is not completely defined until the end of this section.
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If you observe the time evolution of a signal machine on the graphM ,
you see signals of different kinds and various speeds each carrying some
data move along edges. When signals collide, they may be reflected,
removed, new signals may be created, and so on. Similarly, when signals
reach a vertex, they may be removed, copies of them may be sent onto
all incident edges, new signals may be created, and so on. You may
also see stationary signals and signals that travel side-by-side at the
same speed. What happens when signals collide or reach a vertex is
decided by two local transition functions, one that handles such eventsevent
in vertices and one that handles them on edges.
The only events on edges are collisions. In each collision on an edge,
there are at least two signals involved, the involved signals are either
stationary or they move in one of the two possible directions, and at
least two of the signals collide head-on or rear-end. Such a collision
results in a set of signals that are either stationary or move in one of
the two possible directions.
A vertex may be reached by just one signal or multiple signals may
collide in it. In both cases, there is at least one signal involved, the
involved signals are either stationary or they moved towards the vertex
just before the event, and at least one signal is moving. Such an event
results in a set of signals that are either stationary or move away from
the vertex along incident edges.
Definition 8.4.1. Let Knd be a set, let spd be a map from Knd toset Knd





Sgnl = {(k, d,u) | k ∈ Knd , (spd(k), d) ∈ Arr , and u ∈ Dtk},
let Dire = {{d,−d} | d ∈ Dir}, let
dom(δe) = {S ∈ P(Sgnl) | ∃D ∈ Dire : |S| ≥ 2 andset dom(δe)
∀(k, d,u) ∈ S : d ∈ {vry} ∪D and
∃(k, d,u) ∈ S ∃(k′, d′,u′) ∈ S : d ̸= d′ or
spd(k) ̸= spd(k′)},
let δe be a map from dom(δe) to P(Sgnl) such thatmap δe
∀S ∈ dom(δe) ∃D ∈ Dire : ∀(k, d,u) ∈ S ∪ δe(S) : d ∈ {vry} ∪D,
let Dirv = dir(V), letset Dirv
dom(δv) = {(D,S) ∈ Dirv ×P(Sgnl) | |S| ≥ 1 andset dom(δv)
∀(k, d,u) ∈ S : d ∈ {vry} ∪−D and
∃(k, d,u) ∈ S : spd(k) > 0},
and let δv be a map from dom(δv) to P(Sgnl) such thatmap δv
∀(D,S) ∈ dom(δv) ∀(k, d,u) ∈ δv(D,S) : d ∈ {vry} ∪D.
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The quadruple S = (Knd, spd, {Dtk}k∈Knd, (δe, δv)) is called signal signal machine S
machine; each element k ∈ Knd is called kind; for each kind k ∈ Knd, kind k
the non-negative real number spd(k) is called speed of k and the set speed spd(k) of k
Dtk is called data set of k; each element s ∈ Sgnl is called signal; and data set Dtk of k
signal sthe maps δe and δv are called local transition function on edges and in
vertices respectively. □ local transition
functions δe and
δv on edges and in
verticesRemark 8.4.2. The local transition function δe is used to handle
events on edges but not in their endpoints. It gets the signals that
are involved in the event and returns the resulting signals. Because
in each event at least one moving signal is involved, the direction of
this signal and the map that reverses orientation can be used by δe to
determine the two possible directions the resulting signals may have.
The local transition function δv is used to handle events in vertices.
It gets the directions signals may take at the respective vertex and the
signals that are involved in the event and returns the resulting signals.
The local transition functions δe and δv are supposed to regard di-
rections as black boxes that can merely be distinguished and whose
orientation can be reversed. They must not determine edges or ver-
tices by deconstructing directions, which is possible with the chosen
representation of directions. If they did something like that, the signal
machine would not be uniform. □
Remark 8.4.3. At the beginning of this section we fixed a general
multigraph. This multigraph should be regarded as the blueprint of
a multigraph. A signal machine depends only on that blueprint and
not on any specific properties that a concrete choice of a multigraph
may have. So, one and the same signal machine can be instantiated
for any multigraph, each instantiation results in a machine on a con-
crete multigraph, and these instantiations are uniform in the chosen
multigraphs. In other words, a signal machine is a map from the set of
all multigraphs to the set of quadruples that describe instantiations of
the machine on concrete multigraphs and this map depends only in a
trivial way on its argument.
The quadruple that describes signal machines could be made inde-
pendent of multigraphs by choosing a different representation for di-
rections. They could for example be represented by integers or vectors
or colours equipped with an involution to switch the orientation of
directions.
Even the global transition function, which is introduced below and
describes the time evolution of a signal machine, could be made in-
dependent of multigraphs by representing them as patterns in high-
dimensional Euclidean spaces (think of the drawing of a graph on a
piece of paper). The directions are then vectors that are tangential to
edges.
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In classical solutions of the firing squad synchronisation problem the
regions to be synchronised are actually represented as patterns in in-
teger lattices: The cells outside the region are in the same state, say 0,
and all cells inside the region are not in state 0, more precisely, one cell
inside the region is in a state that distinguishes it as the general, say 1,
and the other cells inside the region are all in the same state, say 2. □
In the remainder of this section, let S = (Knd, spd, {Dtk}k∈Knd, (δe,
δv)) be a signal machine.
To describe the time evolution of our signal machine, the following
notions are convenient.
Definition 8.4.4. Let T be the set R≥0, let T be the set T∪{∞}, letset T
set T Q be the set P(Sgnl), and let Cnf be the set QM . Each element t ∈ T
set Q
set Cnf
is called time and the time ∞ is called improper, each element q ∈ Q
time t
improper time
is called state, and each element c ∈ Cnf is called configuration. □
state q
configuration c
The components of signals and some compounds of them are named
in
Definition 8.4.5. Let s = (k, d,u) be a signal of Sgnl. The kind k of
s is denoted by knd(s); the speed spd(k) of s is denoted by spd(s); thekind knd(s) of s
speed spd(s) of s (semi-)direction d of s is denoted by dir(s); the velocity (spd(k), d) of
(semi-)direction
dir(s) of s
s is denoted by vel(s); and the datum u of s is denoted by dt(s). □
velocity vel(s) of s
datum dt(s) of s
Remark 8.4.6. For each time t ∈ T, the arrow vel(s) · t is equal to the
arrow (spd(k) · t, d), which can be interpreted as a directed distance.
□
Signals of speed 0 are named in
Definition 8.4.7. Let s be a signal of Sgnl. It is called stationary ifstationary signal
and only if spd(s) = 0. □
When we stand on a point facing in a direction and from there we
walk a fixed distance without making U-turns but otherwise making
arbitrary choices at each vertex, then there is a finite number of points
that we may reach and we reach them walking in some direction. The
set of these points with and without target-directions is introduced in
Definition 8.4.8. Let m be a point of M and let (ℓ, d) be an arrow.
The set of points with target-directions that can be reached from m by
a direction-preserving path of length ℓ with source-direction d is
R→(ℓ,d)(m) = {(τ (p), dirτ (p)) | p ∈ P, ω(p) = ℓ,
dirσ(p) = d, and σ(p) = m}
R→(ℓ,d)(m)
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and without target-directions it is
R(ℓ,d)(m) = {m′ | ∃ d ∈ Dir : (m′, d) ∈ R→(ℓ,d)(m)}. □ R(ℓ,d)(m)
An event occurs when a signal reaches a vertex or two signals coming
from different points collide. The time of the next event is given a name
in
Definition 8.4.9. Let c be a configuration of Cnf. The minimum time






inf{t ∈ R>0 | Rvel(s)·t(m) ∩V ̸= ∅}.







inf{t ∈ R>0 | Rvel(s)·t(m)∩Rvel(s′)·t(m′) ̸= ∅}.
The minimum time until the next event(s) in c occurs is t0(c) = next event(s) time
t0(c)min{t′, t′′}. □
Remark 8.4.10. A stationary signal at a vertex does never reach the
vertex (it is already there) and two signals that already are at the same
vertex do never collide (they may have collided when they got there but
now they just are at the same vertex; if they have a non-zero velocity,
then they will leave the vertex without interfering each other, and, if
they have the same positive velocity, then they will travel alongside
each other). □
Remark 8.4.11. The next event time may be 0, which means that
events accumulate at time 0, or ∞, which means that there are no
more events in the future; note that inf ∅ = ∞. It is for example 0 if
there is a sequence of signals moving at the same velocity towards the
same vertex each one being already a little closer to the vertex than
the previous one. And it is for example ∞ if there are no signals at all
or there are only stationary signals. □
If each signal moves with its velocity and upon reaching a vertex
propagates to all incident edges except the one it came from (making
copies of itself if necessary) and if collisions of signals are ignored, then
the set of points an event occurs in at a time in the future is given a
name in
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Definition 8.4.12. Let c be a configuration of Cnf and let t be a time
of T. The set of vertices that signals in c reach at time t (under the
assumptions given in the introduction to the present definition) is
M ′ =















The set of points that signals in c are involved in an event in at time t
is Mt(c) =M ′ ∪M ′′. □set Mt(c) of points
that signals in c
are involved in an
event in at time t Remark 8.4.13. For times t before and including the time t0(c) of the
next event, the definition ofMt(c) is natural. And for other times, it is
plausible with the explanation given before the definition and it is used
to handle accumulations of events and accumulations of accumulations
of events and so on. □
As above, if each signal moves with its velocity and upon reaching
a vertex propagates to all incident edges except the one it came from
(making copies of itself if necessary) and if collisions of signals are ig-
nored, then starting our signal machine in a configuration c and letting
it run for a time t without handling propagation of signals in vertices
at time t yields a new configuration ⊞(t)(c) as defined in
Definition 8.4.14.
⊞ : T→ (Cnf → Cnf),map ⊞ from T to
Cnf → Cnf 0 7→ idCnf ,
t 7→ [c 7→ [m 7→ {s ∈ Sgnl | ∃m′ ∈M ∃ s′ ∈ c(m′) :
(m, dir(s)) ∈ R→vel(s′)·t(m′),
knd(s) = knd(s′), and
dt(s) = dt(s′)}]]. □
Remark 8.4.15. For each time t ∈ T and each configuration c ∈ Cnf,
if there is a signal in c that reaches a vertex in time t (or one of its
duplicates does), then in the configuration ⊞(t)(c) that signal is at
the vertex and its velocity is the one it had just before reaching the
vertex. The direction of that velocity points away from the edge the
signal came from and it does not point to any edge that is incident to
the vertex. It is then up to the local transition function to decide what
to do with the signal and, if it is not removed, what its direction shall
be. □
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Remark 8.4.16. The map ⊞ is used to determine future configurations
before or right until the next event occurs and needs to be handled,
and also to make crude predictions of future configurations beyond the
next event time by propagating at vertices and ignoring collisions as ex-
plained above. These predictions will be used to handle accumulations
of events and accumulations of accumulations of events and so on. □
Until the first events occur, signals move along edges without col-
liding. At the time the first events occur, a signal reached a vertex
or two signals collided (on a vertex or edge) or multiple such events
happened. An event in a vertex is handled by the local transition func-
tion δv and on an edge by δe. This global behaviour can be described
by a map that maps a configuration to the configuration right after the
first events occurred and have been handled. This map is given in
Definition 8.4.17.




c, if t0(c) ∈ {0,∞},
[m 7→

c′(m), if m /∈ Mt0(c)(c),
δv(dir(m), c′(m)), if m ∈Mt0(c)(c) ∩V,
δe(c
′(m)), if m ∈Mt0(c)(c)∖V,
],
otherwise,
where c′ = ⊞(t0(c))(c). □
Remark 8.4.18. The map ·∆0 maps a configuration to itself if the next
event time is 0, which means that event times accumulated at 0, or ∞,
which means that there is no next event. And it maps a configuration
to the configuration that is reached after the first events have been
handled, by first using ⊞ to determine the configuration in which the
events occur and then handling all occurring events with δv and δe. □
If the next event time is 0, which we call singularity of order −1 singularity of
order −1(see figure 8.4.1b), then the machine is sometimes stuck, in the sense
that there is no natural way to define what configuration the machine
is in at any time in the future, and sometimes the machine can go
forward in time, in the sense that there is a natural way to define what
configuration the machine is in at least until some time in the future;
the latter case is handled later and largely ignored for now. If the next
event time is ∞, then the machine does nothing for eternity.
Otherwise, the machine can at least proceed until the next event time
and handle the occurring events, which we call singularities of order singularity of
order 00, and then the next event time may again be 0, ∞, or something in
between. It may happen that the next event times are never 0 or ∞
but accumulate at some time in the future, which we call singularity singularity of
order j, for
j ∈N+
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of order 1 (see figure 8.4.1a). In that case repeated applications of
·∆0 never reach a configuration at that future time or a time beyond.
But we can in a sense take the limit of the sequence of configurations
that repeated applications of ·∆0 yield. Yet, it may even happen that
singularities of order 1 accumulate at some time in the future, which
we call singularity of order 2. Again, we can in the same sense as before
take the limit of the sequence of configurations at these singularities.
It may continue this way ad infinitum. In precise terms this is done in
Definition 8.4.19. The sequence (tnj−1)n∈N0 , where the n in t
n
j−1 is
an upper index and does not stand for exponentiation, the map tj , and
the map ·∆j , for j ∈ N+, are defined by mutual induction as follows:
The maps t0 and ·∆0 have already been defined and, for each positive
integer j, let









(note that t0j−1 = 0), let
tj : Cnf → T,map tj from Cnf









c, if tj(c) ∈ {0,∞},
[m 7→

c′(m), if m /∈ Mj(c),
δv(dir(m), c′(m)), if m ∈Mj(c) ∩V,
δe(c
′(m)), if m ∈Mj(c)∖V,
],
otherwise,








where the first limit inferior is the pointwise limit inferior of sequences
of set-valued maps and the second limit inferior is the limit inferior
of sequences of sets. In greater detail, for each sequence (cn)n∈N0 of
set-valued maps from M to Q, the pointwise limit inferior of (cn)n∈N0
is the map c : M → Q, m 7→ lim infn→∞ cn(m) and is denoted by
lim infn→∞ cn; and, for each sequence (An)n∈N0 of subsets of M , the




k≥nAk of M and is
denoted by lim infn→∞An. □
Remark 8.4.20. Let c be a configuration of Cnf. Then, for each pos-
itive integer j, we have t0j−1(c) = 0 and t1j−1(c) = tj−1(c), and the
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(a) A singularity of order 1. (b) A singularity of order −1.
Figure 8.4.1: Both subfigures depict a space-time diagram of the time evolution of an unspecified
signal machine, where space is drawn on the horizontal axis and time on the vertical
axis evolving from top to bottom. In figure 8.4.1a, there are infinitely many signals of
various speeds arbitrarily close to 0 and slower than 1 emanating from the left vertex,
the fastest signal, which is the one of speed 1, is reflected at the right vertex, and the
reflected signal collides with all other signals at shorter and shorter time spans between
collisions, resulting in a singularity of order 1 at the last depicted time. In figure 8.4.1b,
there are infinitely many signals of various speeds arbitrarily close to 0 and slower than
1 emanating to the right from the middle vertex, and there is one signal of speed 1
emanating to the left from the middle vertex, this signal is reflected at the left vertex,
and at the time the reflected signal reaches the middle vertex is a singularity of order
−1 because it collides with all signals that emanated to the right and are arbitrarily
close to the vertex.
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sequence (tnj−1(c))n∈N0 in T is non-decreasing and hence converges in
T. And, the sequence (tj(c))j∈N0 in T is non-decreasing and hence
converges in T. □
Remark 8.4.21. Let the signal machine be in a configuration c at time
0 and let there be no future configuration whose next event time is 0 or
∞. The latter is the case if and only if the sequences (tnj−1(c))n∈N0 , for
j ∈N+, and hence also the sequence (tj(c))j∈N0 , are strictly increasing
sequences in T.
Then, for each positive integer j and each non-negative integer n, at
time tnj−1(c) the machine is in configuration ·∆nj−1(c). And, the time
tn0 (c) is the n-th time an event occurs (singularity of order 0), the time
tn1 (c) is the n-th time an accumulation of events occurs (singularity of
order 1), the time tn2 (c) is the n-th time an accumulation of accumula-
tion of events occurs (singularity of order 2), and so forth.
Moreover, for each non-negative integer j, at time tj(c) the machine
is in configuration ·∆j(c). And, the time t0(c) is the next time an event
occurs, the time t1(c) is the next time an accumulation of events occurs,
the time t2(c) is the next time an accumulation of accumulations of
events occurs, and so forth.
Furthermore, for each positive integer j, the map ·∆j maps the config-
uration c to the configuration that is reached after an accumulation of
singularities of order j− 1, which is a singularity of order j. First, it cal-
culates the configurations that accumulate, namely ·∆nj−1(c); secondly,
for each of these configurations, it uses ⊞ to determine the configura-
tion that would be reached at the accumulation time if there were no
further events, which is a crude prediction of the future that becomes
better the greater n is; thirdly, it calculates the pointwise limit inferior
of these configurations, which is essentially the configuration that con-
tains the signals that all but finitely many of the configurations have
in common (in particular, if for a point m the sequence of signals at m
become constant, then the limit at m is that set of signals); lastly, it
handles collisions. □
Remark 8.4.22. Let the signal machine be in a configuration c at
time 0 and let there be a future configuration whose next event time
is 0. Then, there is a least positive integer j such that the sequence
(tnj−1(c))n∈N0 is eventually constant. And, there is a least non-negative
integer n such that tnj−1(c) = tn+1j−1 (c). The time t′ = tnj−1(c) is the first
time at which the signal machine is in a configuration whose next event
time is 0 and this configuration is c′ = ·∆nj−1(c).
For each non-negative integer n′ such that n′ ≥ n, we have tn′j−1(c) =
t′ and ·∆n′j−1(c) = c′. And, for each positive integer j′ such that j′ ≥ j,
the time tj′(c) is equal to t′ and the configuration ·∆j′(c) is equal to
c′, and the sequences (tnj′(c))n∈N0 and ( ·∆nj′(c))n∈N0 are the constant
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sequences (t′)n∈N0 and (c
′)n∈N0 . In particular, the limit limj→∞ tj(c)
is equal to t′ and the limit inferior lim infj→∞ ·∆j(c) is equal to c′. □
Remark 8.4.23. The limit of sequences of configurations and of sets
of points does in general not exist. However, the limit inferior and the
limit superior always exist. We decided not to use the limit, to avoid
case distinctions that would have to be made. Instead, we decided to
use the limit inferior; we could as well have decided to use the limit
superior. Which of the two has the desired outcome depends on the
specific use case.
For the signal machine that solves the firing squad synchronisation
problem that we construct in the next section and the configurations it
is initialised with and the configurations it encounters during its time
evolution, the encountered limit inferiors and superiors are actually
always the same, which means that the limits exist, and hence the
choice of limit inferior or superior is irrelevant in that use case. □
If the machine never assumes a configuration in which events accu-
mulate at time 0 and if non-negative singularities of ever higher orders
ad infinitum do not accumulate, then the machine can be observed for
eternity. Otherwise, it can for now only be observed for all times before
limj→∞ tj(c), where c is the initial configuration of the machine. This
time is given a name in
Definition 8.4.24. For each configuration c ∈ Cnf, the non-negative
real number or infinity t∞(c) = limj→∞ tj(c) is called∞-existence time
of c, and the closed interval [0, t∞(c)] is called ∞-existence interval of ∞-existence time
t∞(c) of cc. □
∞-existence
interval [0, t∞(c)]
of cRepeated applications of powers of the maps ·∆j , for decreasing j ∈
N0, let us jump to and from configurations right after singularities of
decreasing orders. The resulting map is given a name in
Definition 8.4.25. For each non-negative integer j, each non-negative







idCnf , if j > k,











tnii ◦ ·∆(nℓ)kℓ=i+1 . □ map t(ni)ki=j from
Cnf to T
Remark 8.4.26. Let the signal machine be in a configuration c at time
0 and let there be no future configuration whose next event time is 0 or




applied to c, first applies ·∆nkk to jump from c to
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the configuration right after the nk-th time a singularity of order k oc-





(c), to the configuration right after the nk−1-th time a singular-
ity of order k− 1 occurs (counting from the time at which the machine




(c)), and so forth until it finally applies ·∆njj




(c) to the configuration right
after the nj-th time a singularity of order j occurs (counting from the





the case that j = 0, a singularity of order 0 is nothing but an event.
The time it takes the machine to get from c to the configuration
·∆nkk (c) is tnkk (c), the time it takes to get from ·∆nkk (c) to ·∆nk−1k−1 ( ·∆nkk (c))










To compute the configuration the machine is in at the ∞-existence
time of the initial configuration, we can use the maps ·∆j for increasing j
to jump from singularities of non-negative lower orders to singularities
of ever higher orders, which in the case there are any singularities of
order −1 comes to a halt at the first such singularity at the∞-existence
time and in the other case yields in a sense the limit configuration. And,
to compute the configuration at time t before the∞-existence time, we




to jump to the configuration right after
the last event before time t and then we can use the map ⊞ to jump
from there to time t. The resulting map describes the time evolution
of the signal machine before or at ∞-existence times and it is given in
Definition 8.4.27. For each time t ∈ T, the set of configurations
whose ∞-existence interval contains t is



























for the least k ∈N0 and the (ni)ki=0 ∈Nk+10






Note that the least index k and the finite sequence (ni)ki=0 that occur
above are uniquely determined by the time t and the configuration
c. □
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Remark 8.4.28. In the second case in the definition of ⊟, we have
t ∈ [tnkk (c), tnk+1k (c)[, and t− tnkk (c) ∈ [tnk−1k−1 ( ·∆nkk (c)), tnk−1+1k−1 ( ·∆nkk (c))[,
and so forth. □
Remark 8.4.29. For each configuration c ∈ Cnf, the map ⊟(_)(c) is
defined on the closed interval [0, t∞(c)]. □
Remark 8.4.30. Let t be a time of T and let c be a configuration
of Cnf∞t such that t ̸= t∞(c). If events do not accumulate for the
initial configuration c, then ⊟(t)(c) = ⊞(t− tn00 (c))( ·∆n00 (c)), for the
n0 ∈ N0 with t ∈ [tn00 (c), tn0+10 (c)[; in words, we apply ·∆0 repeatedly,
jumping from event to event, until we reach the configuration ·∆n00 (c) at
time tn00 (c) with the property that the next event (if there even is one)
occurs after t, at which point we use ⊞ to move signals along edges for
the remaining time t− tn00 (c).
If events do accumulate for c but singularities of order 1 do not
accumulate, then we apply ·∆1 repeatedly, jumping from singularity to
singularity, until we reach the configuration ·∆n11 (c) at time tn11 (c) with
the property that the next singularity (if there even is one) occurs after
t, at which point we apply ·∆0 repeatedly, jumping from event to event,
until we reach the configuration ·∆n00 ( ·∆n11 (c)) at time tn00 (c) + tn11 (c)
with the property that the next event (if there even is one) occurs after
t, at which point we use⊞ to move signals along edges for the remaining
time t− tn00 (c)− tn11 (c).
And so forth. □
Remark 8.4.31. Let the signal machine be in a configuration c at time
0. If there is a singularity of order −1 in the future, then, according
to remark 8.4.22, the time t∞(c) is the first time at which the signal
machine is at such a singularity and the corresponding configuration is
⊟(t∞(c))(c). Otherwise, the time t∞(c), which may be the improper
time ∞, is the time just after all singularities and the corresponding
configuration is ⊟(t∞(c))(c). In either case, in what is to come, for
simplicity, if t∞(c) is finite, then we talk as if there is a singularity of
order −1 at time t∞(c). □
At the time of a singularity of order 1, there are infinitely many
events that occur just before that time and arbitrarily close to it, and
the problem is to define the configuration at the time of the singularity.
At the time of a singularity of order −1, there are infinitely many
events that occur just after that time and arbitrarily close to it, and the
problem is to define the configurations at all times after the singularity.
Analogous problems exist for accumulations of singularities of order 1
or −1, and accumulations of accumulations of singularities of order 1
or −1, and so forth. For singularities of positive orders these problems
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have been solved above but not for singularities of order −1 and its
accumulations.
At a singularity of order −1 at time 0, to compute the configuration
at a small enough time t, first, we make crude predictions of the future
with⊞ by jumping past the singularity to future times ε ignoring events,
secondly, we extrapolate these predictions to the time t with ⊟ by
letting the machine evolve them until the time t, and, lastly, we take
the limit inferior of these predictions as ε tends to 0. This does not
work for all singularities of order −1 regardless of how small we choose t
(for example if at each point in time of a time span after and including 0
an event occurs), but it does work for the singularities of order −1 that
occur in our quasi-solution of the firing squad synchronisation problem.
If the ∞-existence time of the current configuration is ∞, then the
machine can be observed for eternity. Otherwise, it can be observed
until the ∞-existence time using ⊟ and from there at least until the
least time until which all the crude predictions mentioned above can
be observed; this time span is named in
Definition 8.4.32.
t−1 : Cnf → T,map t−1 from Cnf
to T
c 7→
∞, if t∞(c) =∞,inf
ε∈R>0
((ε+ t∞(c)) + t∞(cε)), otherwise,
where cε = ⊞(ε)(⊟(t∞(c))(c)). □
How the machine evolves until and beyond t∞ and at most until t−1
is given in
Definition 8.4.33. For each time t ∈ T, let
Cnf−1t = {c ∈ Cnf | t ≤ t−1(c)}set Cnf−1t
and let
 : T→ ⋃
t∈T









⊟(t)(c), if t ≤ t∞(c),lim inf
ε↓0
⊟(t− (ε+ t∞(c)))(cε), otherwise,
where cε = ⊞(ε)(⊟(t∞(c))(c)),

where the limit inferior is the pointwise limit inferior of set-valued maps,
in greater detail, for each family {cε}ε∈R>0 of set-valued maps from M
to Q, the pointwise limit inferior lim infε↓0 cε is the map c : M → Q,
m 7→ ⋃r∈R>0 ⋂s≥r c1/s(m). □
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Remark 8.4.34. For each configuration c ∈ Cnf, we have t∞(c) ≤
t−1(c); for each time t ∈ T, we have Cnf∞t ⊆ Cnf−1t ; and for each
configuration c ∈ Cnf and each positive real number ε, we have t−1(c)−
(ε+ t∞(c)) ≤ t∞(cε). □
Remark 8.4.35. Let the signal machine be in a configuration c at time
0. If t∞(⊟(t∞(c))(c)) = 0, then there is a singularity of order −1 at
time t∞(c). Otherwise, there is not. In the latter case, as one would
hope, t−1(c) = t∞(⊟(t∞(c))(c)), and, for each time t ∈ [t∞(c), t−1(c)],
we have (t)(c) = ⊟(t− t∞(c))(⊟(t∞(c))(c)). □
Unlike for a singularity of a non-negative order, for a singularity of
order −1 it is not possible to jump to the time right after the singularity
as there is no such time. However, we may jump over the singularity
at time t∞ to the time t−1. This is done by the map
Definition 8.4.36.




c, if t∞(c) =∞,(t−1(c))(c), otherwise. □
Like for singularities of non-negative orders, such of order −1 may
accumulate, which is a singularity of order −2, such of order −2 my singularity of
order −j, for
j ∈ Z≥2
accumulate, which is a singularity of order −3, and so forth. The map
to jump over singularities of order −1 has already been given and the
maps to jump over singularities of smaller orders are introduced in
Definition 8.4.37. The sequence (tn−(j−1))n∈N0 , where the n in t
n
−(j−1)
is an upper index and does not stand for exponentiation, the map t−j ,
and the map ·∆−j , for j ∈ Z≥2, are defined by mutual induction as fol-
lows: The maps t−1 and ·∆−1 have already been defined and, for each
integer j such that j ≥ 2, let









(note that t0−(j−1) = 0), let
t−j : Cnf → T, map t−j from Cnf





·∆−j : Cnf → Cnf, map ·∆−j from
Cnf to Cnf
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c 7→







The machine can be observed for all times before limj→∞ t−j(c),
where c is the initial configuration of the machine. This time is given
a name in
Definition 8.4.38. For each configuration c ∈ Cnf, the non-negative
real number or infinity t−∞(c) = limj→∞ t−j(c) is called (−∞)-existence(−∞)-existence
time t−∞(c) of c time of c, and the closed interval [0, t−∞(c)] is called (−∞)-existence
(−∞)-existence
interval
[0, t−∞(c)] of c
interval of c. □
Like for singularities of non-negative orders, repeated applications of
powers of the maps ·∆−j , for decreasing j ∈N+, let us jump over singu-
larities of decreasing negative orders down to order −1. The resulting
map is given a name in
Definition 8.4.39. For each positive integer j, each non-negative in-
teger k, and each finite sequence (ni)−ki=−j of non-negative integers that







idCnf , if −j < −k,
·∆n−j−j ◦ ·∆n−j−1−j−1 ◦ · · · ◦ ·∆n−k−k , otherwise,
map ·∆(ni)−ki=−j









tnii ◦ ·∆(nℓ)−kℓ=i−1 . □map t(ni)−ki=−j from
Cnf to T
Like for singularities of non-negative orders, to compute the config-
uration the machine is in at the (−∞)-existence time of the initial
configuration, we can use the maps ·∆−j for increasing j to jump from
singularities of negative lower orders to singularities of ever higher or-
ders ad infinitum. And, to compute the configuration at time t before





over all the singularities before time t such that the next jump over a
singularity of order −1 would be beyond time t and then we can use
the map  to jump from there to time t whereby we may cross a sin-
gularity of order −1. The resulting map describes the time evolution
of the signal machine before or at (−∞)-existence times, which for the
purposes of this treatise is the complete time evolution, and this map
is given in
Definition 8.4.40. For each time t ∈ T, the set of configurations
whose (−∞)-existence interval contains t is
Cnf−∞t = {c ∈ Cnf | t ≤ t−∞(c)}.set Cnf−∞t
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The map
 : T→ ⋃
t∈T
(Cnf−∞t → Cnf), global transition























for the least k ∈N+ and the (ni)−ki=−1 ∈Nk0






is called global transition function. □
Remark 8.4.41. Jérôme Olivier Durand-Lose introduces and studies
another notion of signal machines in his paper „The signal point of
view: from cellular automata to signal machines“[Dur08]. The not-
able differences are the following: While our machines are defined over
continuum graphs, his machines are defined over the real number line;
while our machines may have infinitely many different kinds of signals,
his machines may only have signals of a finite number of kinds (which
he calls meta-signals); while in a configuration of our machines there
may exist infinitely many signals (even at the same point), in configur-
ations of his machines there may only exist finitely many signals; while
the time evolution of our machines can be observed beyond singularit-
ies of any order, the time evolution of his machines already stops before
singularities of order 1, that is, before accumulations of collisions (as
there are no vertices, other events do not exist for his machines). □
8.5 firing squad signal machines
In this section, let G = (V,E, ε) be a non-trivial, finite, and connected
undirected multigraph, let ω be an edge weighting of G, let M be a
continuum representation of G, and let g be a vertex of M , which we
call general. When we say path, we either mean path in G or path in M ; general vertex g
when we say longest path, we either mean maximum-weight path in G
or longest path in M ; and, when we say path, we often mean non-empty
direction-preserving path from vertex to vertex; in all cases it should be
clear from the context what is meant.
From a broad perspective, the signal machine we construct in this
section performs the following tasks: It cuts the graph such that the
graph turns into a virtual tree; it starts synchronisation of edges as
soon as possible and freezes it as late as possible; it determines the
midpoints of all non-empty direction-preserving paths from vertices
to vertices; it determines which midpoints are the ones of the longest
paths; starting from the midpoints of the longest paths, it traverses
midpoints of shorter and shorter paths and upon reaching midpoints of
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edges, it thaws synchronisation of the respective edges; all edges finish
synchronisation at the same time with the creation of fire signals that
lie dense in the graph (see figures 8.5.1 to 8.5.5). A more detailed
account is given in
Remark 8.5.1. a. Turn the graph into a tree: Initiate signals of
speed 1 spread from the general throughout the graph without
making U-turns and vanish at leaves. When they collide on an
edge but not in one of its ends, the edge is cut in two at the
point of collision by two stationary leaf signals (also called virtual
leaves), one for each of the two new ends. When they collide in
a vertex coming from all incident edges, all edges are cut off by
leaf signals; and when the do not come from all incident edges,
all but one of the edges the signals come from are cut off. In the
latter case, the initiate signal that comes from the edge that is
not cut off spreads onto the edges from which no initiate signals
came.
In this way all cycles are eventually broken up and the graph is
turned into a virtual tree. Because the virtual leaves are created
as soon as possible and because they are treated just like normal
leaves, we may and will assume in the description of the other
tasks that the graph is a tree.
b. Start and freeze synchronisation of edges (see figure 8.5.2): When
initiate signals reach a vertex, for each incident edge, synchron-
isation of the edge is started from the vertex immediately and
freezing of this synchronisation is started from the midpoint of
the edge after 3/2 times the edge’s length time units by sending
freeze signals of speed 1 to both ends of the edge and finishes
after twice times the edge’s length time units.
Each edge is synchronised by recursively dividing it into two parts,
one having two-third its length and the other having one-third
its length. This division procedure becomes finer and finer, in
other words, divisions accumulate, the closer the time evolution
gets to the time 2 times the edge’s length after of the edge’s
synchronisation started.
The division of one part is performed by sending divide signals
of speed (2/3)n/(2− (2/3)n), for n ∈ N0, from one boundary
onto the part, reflecting the divide signal of speed 1 at the other
boundary, and, upon collision of the reflected divide signal with a
divide signal, letting the reflected divide signal move on, removing
the involved divide signal, creating a stationary boundary signal
and sending divide signals of the above speeds onto the newly
created part the reflected divide signal comes from.
c. Determine the midpoints of all direction-preserving paths from
vertices to vertices (see figure 8.5.1): The general and initiate
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(a) (b)
Figure 8.5.1: Both subfigures depict a space-time diagram of the time evolution of the signal machine
that we construct in section 8.5. The diagram in figure 8.5.1a illustrates how, beginning
from one end of an edge, the midpoint of the edge is found, which works analogously
for paths instead of edges, and the diagram in figure 8.5.1b illustrates how, beginning
from the inner vertex of a path consisting of two edges, the midpoint of the path is
found, which works analogously for longer paths; above the right space-time diagram is
a scaled-down depiction of the two-edged path. Vertices are thick and solid lines; find-
midpoint signals of speed 1 are thick and dotted lines; reflected find-midpoint signals
of speed 1 are densely dotted lines; slowed-down find-midpoint signals of speed 1/3 are
solid lines; stationary midpoint signals are thick and solid lines.
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(a) (b)
Figure 8.5.2: Both subfigures depict a space-time diagram of the time evolution of the signal ma-
chine that we construct in section 8.5. The diagram in figure 8.5.2a illustrates how,
beginning from one end of an edge, the edge is synchronised by recursively dividing it
into two parts, where one part is two-thirds the superpart’s length and the other part is
one-third the superpart’s length, and creating fire signals when reflected divide signals
reach the boundaries they originated at, which happens for all at the same time and
these fire signals lie dense in the edge. And, the diagram in figure 8.5.2b illustrates
how, beginning from the inner vertex of a path consisting of two edges, the path is
synchronised by synchronising both edges, freezing the synchronisation of individual
edges as late as possible and thawing it as early as possible such that both edges finish
at the same time. Note that in both subfigures, at each boundary, there is a singularity
of order 1 at the last depicted time, and in figure 8.5.2b, there are additional singu-
larities of order 1 at time twice the longer edge’s length and at time twice the shorter
edge’s length, and of order −1 at various points of the freeze and thaw signals. Only
the most relevant signals are depicted and these only for the most relevant time spans.
Initiate signals, divide signals of type 0, and find-midpoint signals, all of speed 1, are
solid lines; reflected divide signals and reflected find-midpoint signals, both of speed 1,
are solid lines; divide signals of type n ∈N+, which have speed (2/3)n/(2− (2/3)n),
are densely dotted lines; slowed-down find-midpoint signals of speed 1/3 are solid lines;
stationary boundary and midpoint signals are thick and solid lines; freeze signals of
speed 1 are dashed lines; thaw signals of speed 1 that do not thaw synchronisation of
the edge they are on are thick and loosely dotted lines, and the other thaw signals of
speed 1 are dashed lines.
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(a) (b)
Figure 8.5.3: Both subfigures depict the space-time diagram of the time evolution of the signal
machine that we construct in section 8.5 for the scaled-down depicted tree with two
edges, beginning with the initial configuration for the firing squad synchronisation
problem — which is the configuration in which initiate signals, find-midpoint signals,
and slowed-down find-midpoint signals emanate from the general onto all incident edges
— and ending with the final configuration of the problem — which is the configuration
in which the fire signals lie dense in the multigraph —, where in figure 8.5.3a the
general is the vertex that is incident to both edges and in figure 8.5.3b it is the leaf
of the longer edge. Only the most relevant signals are depicted and these only for
the most relevant time spans. Initiate signals and find-midpoint signals, which in the
depicted cases always travel alongside each other, are thick and dotted lines; reflected
find-midpoint signals are densely dotted lines; slowed-down find-midpoint signals are
solid lines; midpoint signals are thick and solid lines; freeze signals are dashed lines;
thaw signals that do not thaw synchronisation of the edge they are on are thick and
loosely dotted lines, and the other thaw signals are dashed lines. The synchronisation of
individual edges, before it is frozen and after it is thawed, is schematically represented
by hatch patterns.
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Figure 8.5.4: The figure depicts the space-time diagram of the time evolution of the signal machine
that we construct in section 8.5 for the tree with three edges depicted on the right,
beginning with the initial configuration for the firing squad synchronisation problem —
which is the configuration in which initiate signals, find-midpoint signals, and slowed-
down find-midpoint signals emanate from the general onto all incident edges — and
ending with the final configuration of the problem — which is the configuration in
which the fire signals lie dense in the multigraph —, where the general is the second
vertex from the left. Only the most relevant signals are depicted and these only for
the most relevant time spans. Initiate signals and find-midpoint signals are thick and
dotted lines; reflected find-midpoint signals are densely dotted lines; slowed-down find-
midpoint signals are solid lines; midpoint signals are thick and solid lines; freeze signals
are dashed lines; thaw signals that do not thaw synchronisation of the edge they are
on are thick and loosely dotted lines, and the other thaw signals are dashed lines.
When a midpoint is found and when the corresponding midpoint signal collides with a
matching thaw signal, the path it is the midpoint of is represented by the colours of the
path’s edges in a little disk or rounded rectangle. The synchronisation of individual
edges, before it is frozen and after it is thawed, is schematically represented by hatch
patterns.
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(a) (b)
Figure 8.5.5: Both subfigures depict the space-time diagram of the time evolution of the signal
machine that we construct in section 8.5 for the scaled-down depicted tree with three
edges, beginning with the initial configuration for the firing squad synchronisation
problem — which is the configuration in which initiate signals, find-midpoint signals,
and slowed-down find-midpoint signals emanate from the general onto all incident edges
— and ending with the final configuration of the problem — which is the configuration
in which the fire signals lie dense in the multigraph. In figure 8.5.5a the general is
the one that is incident to all edges; and in figure 8.5.5b it is the leaf of the shortest
edge. Only the most relevant signals are depicted and these only for the most relevant
time spans. Each edge has a colour, leaves are coloured according to the edge they
are incident to, and signals and hatch patterns are coloured according to the edge
they are on. The shortest edge is depicted twice, once coloured red and overlaying the
green edge, and once coloured violet and overlaying the blue edge; this makes it easier
to follow signals that travel from or onto the shortest edge. Initiate signals and find-
midpoint signals, which in the depicted cases always travel alongside each other, are
thick and dotted lines; reflected find-midpoint signals are densely dotted lines; slowed-
down find-midpoint signals are solid lines; midpoint signals are thick and solid lines;
freeze signals are dashed lines; thaw signals that do not thaw synchronisation of the
edge they are on are thick and loosely dotted lines, and the other thaw signals are
dashed lines. When a midpoint is found and when the corresponding midpoint signal
collides with a matching thaw signal, the path it is the midpoint of is represented by
the colours of the path’s edges in a little disk. The synchronisation of individual edges,
before it is frozen and after it is thawed, is schematically represented by hatch patterns.
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signals that reach vertices send find-midpoint signals of speed 1
and slowed-down find-midpoint signals of speed 1/3 in all direc-
tions to determine the midpoints of all paths that contain the
general and the reached vertex respectively. These signals spread
throughout the graph without making U-turns memorising the
paths they take and (fast) find-midpoint signals are additionally
reflected.
Reflected find-midpoint signals of speed 1 take the paths back
they took before being reflected memorising the path to the ver-
tex they were reflected at and the remaining path they have to
take. Upon finishing their path at the vertex they originated at,
slowed-down find-midpoint signals of speed 1/3 are sent onto all
edges except the one the reflected signal comes from, they mem-
orise the path from the origin vertex to the reflection vertex of the
reflected find-midpoint signal, and they spread throughout the
graph without making U-turns memorizing the paths they take
and vanish at leaves.
When a reflected find-midpoint signal collides with a slowed-down
find-midpoint signal that originated at the same vertex, the point
of collision is the midpoint of the concatenation of the paths the
two signals took after being reflected, that is, the path from the
vertex the reflected find-midpoint signal was reflected at over the
point of collision over the vertex both signals originated at to the
vertex the reflected find-midpoint signal that spawned the slowed-
down find-midpoint signal was reflected at. Each midpoint is
designated by a stationary midpoint signal that memorises the
path it is the midpoint of along with its position on the path.
When a reflected find-midpoint signal collides with a reflected
find-midpoint signal that originated at the same vertex and the
point of collision is the origin vertex itself, both reflection vertices
have the same distance to the origin vertex and this vertex is the
midpoint of the concatenation of the paths the two signals took
after being reflected.
To get a clearer picture of how midpoints are determined, let
us focus on only a few signals and let us ignore boundary cases:
When an initiate signal reaches a vertex, one find-midpoint signal
is sent along one incident edge, and another find-midpoint signal
is sent along another incident edge. Both signals travel along
edges and upon reaching a vertex they are either reflected and
travel back or they take one of the incident edges that leads them
further away. At the latest, they are reflected upon reaching a
leaf. One of the reflected find-midpoint signals returns first to the
vertex it originated at, is slowed down there, and the slowed down
signal travels towards the other (reflected) find-midpoint signal.
At some time in the future, the slowed-down find-midpoint signal
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collides with the other, now reflected, find-midpoint signal and
the point of collision is the midpoint of the concatenation of the
paths the two signals took after being reflected.
d. Determine the midpoints of the longest direction-preserving paths
(see figures 8.5.3 and 8.5.4): The midpoints of the longest paths
are eventually found. But this is not sufficient, they also need to
be recognised as such. To that end, each reflected find-midpoint
signal and each slowed-down find-midpoint signal carries a boolean
that indicates whether the path it took from the vertex it was re-
flected at may be the subpath of a longest path that has the same
source (or target), and whether the signal would be the first one
to find the longest path’s midpoint (recall that a slowed-down
find-midpoint signal was either spawned by the general vertex or
an initiate signal that reached a vertex, in which case we can
think of this vertex as the one the slowed-down find-midpoint sig-
nal was reflected at; or it was originally a reflected find-midpoint
signal and knows where that signal was reflected at). Let us call
signals that carry the boolean yes marked and the others not.
At each vertex that is not a leaf, a stationary count signal mem-
orises the directions from which marked reflected find-midpoint
signals that originated at the vertex or from which marked slowed-
down find-midpoint signals with any origin have already returned.
Because longest paths always end at leaves, for each leaf, find-
midpoint signals are marked when they are the first ones to be
reflected at the leaf and not otherwise. When a marked signal
reaches a vertex, it stays marked, if, including itself, from all but
one direction have marked signals already returned (which is the
case if and only if it is the last signal to return from its direction
and the penultimate signal to return among such signals from
either direction), and it is unmarked, otherwise.
This means that a marked reflected find-midpoint signal is un-
marked, if there are at least two other signals that started out
at the same time at the same vertex but take longer to return
(because they have a longer way; the combined paths that two
of the other signals take may be a longest path), and it stays
marked, if all other signals except for one that all started out at
the same time at the same vertex returned earlier (because they
had a shorter way).
And it means that a marked slowed-down find-midpoint signal is
unmarked, if it is unclear which of the incident edges belong to
longest paths, and it stays marked, otherwise, which is the case
if from precisely one direction no slowest reflected find-midpoint
signal that originated at the vertex has returned yet. This is
not only pessimistic, meaning that we do not falsely consider
midpoints of paths that are not among the longest as such, but
334 a quasi-solution of the firing mob synchronisation problem
also correct, meaning that we still find the midpoints of all longest
paths in time (see section 8.6.2).
When a marked reflected find-midpoint signal reaches its origin
and is the penultimate such signal to do so, it turns into a marked
slowed-down find-midpoint signal that travels in the one direction
from which no marked signal has returned yet and the point at
which this signal collides with the one signal that has not yet
returned will be the midpoint of a longest path, if both signals
are still marked at the time of collision.
e. Traverse midpoints, thaw synchronisation of edges, and fire (see
figures 8.5.4 and 8.5.5): The midpoints of the longest paths are
found at the same time, at which, from each such midpoint, two
thaw signals of speed 1 are sent that travel along the midpoint’s
path towards both of its ends. When a thaw signal collides with
the midpoint of a path such that one of the two subpaths from the
midpoint to either end of the path coincides with the remaining
path the thaw signal travels along, an additional thaw signal is
created that travels along the other subpath. On its way from
the midpoint of the last edge of the path a thaw signal travels on
to the end of the path, the thaw signal thaws all frozen signals it
collides with. All thaw signals reach the ends of their paths at the
same time, which is also the time all edges finish synchronisation
with the creation of stationary fire signals that lie dense in the
graph. □
We introduce a typographic convention in
Definition 8.5.2. Each word of letters of the Latin alphabet that is
written in typewriter font shall denote the word itself and shall for
example not be the name of a variable. □
We introduce a boolean algebra in
Definition 8.5.3. Let B = {no, yes}. Each element b ∈ B is calledbooleans
B = {no, yes} boolean. The map
¬ : B→ B,negation ¬
no 7→ yes,
yes 7→ no,
is called negation. The map
∧ : B×B→ B,conjunction ∧
(b, b′) 7→
{
no, if no ∈ {b, b′},
yes, otherwise,
is called conjunction. □
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We introduce finite lists of directions in
Definition 8.5.4. Let Dir∗ be the set {w : [1 : n] → Dir | n ∈ N0}. set Dir∗
Each element w ∈ Dir∗ is called word over Dir; for each word w ∈ Dir∗, word w over Dir
the non-negative integer |w| = |dom(w)| is called length of w; the word length |w| of w
λ : ∅ → Dir is called empty; the map empty word λ
• : Dir∗×Dir∗ → Dir∗, concatenation •
(w,w′) 7→




w(i), if i ≤ |w|,
w′(i− |w|), otherwise,

is called concatenation. □
Remark 8.5.5. The empty word is the only word of length 0 and it is
the neutral element of •. □
The signal machine we construct in this section has infinitely many
kinds of signals, which are explained in remark 8.5.8, and given names,
speeds, and data sets in
Definition 8.5.6. Let





∪ { ⃗D, B, X, FX}, set Knd
let



















)n , for n ∈N0,
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FX 7→ 0,
and let
None = {0},set None
DtI = None,family
{Dtk}k∈Knd DtL = Dir,
DtC = P(Dir),
DtM = {{w,w′} ⊆ Dir∗ | w ̸= w′},
DtU = Dir∗,





DtDn = None, for n ∈N0,
DtFDn = Dir, for n ∈N+,
Dt ⃗D = None,
DtB = None,
DtX = None,
DtFX = None . □
The kinds together with their speeds and data sets determine the
possible signals, which are recalled and given abbreviations in
Definition 8.5.7. The set of signals is
Sgnl = {(k, d,u) | k ∈ Knd , (spd(k), d) ∈ Arr , and u ∈ Dtk}.set Sgnl
Let
Id = (I, d, 0), for d ∈ Dir,abbreviations of
signals like Id,
⃗Ubwo,d,wr and FX
Ld = (L, vry, d), for d ∈ Dir,
CD = (C, vry,D), for D ∈ DtC,
M{w,w′} = (M, vry, {w,w′}), for {w,w′} ∈ DtM,
Uwo,d = (U, d,wo), for wo ∈ DtU,
⃗Ubwo,d,wr = ( ⃗U, d, (wo,wr, b)), for d ∈ Dir and (wo,wr, b) ∈ Dt ⃗U,
Vbd,wo,wr = (V, d, (wo,wr, b)), for d ∈ Dir and (wo,wr, b) ∈ DtV,
Fd = (F, d, 0), for d ∈ Dir,
Tbd,w = (T, d, (w, b)), for d ∈ Dir and (w, b) ∈ DtT,
Dn,d = (Dn, d, 0), for n ∈N0 and d ∈ Dir,
FDn,d = (FDn, vry, d), for n ∈N+ and d ∈ Dir,
⃗Dd = ( ⃗D, d, 0), for d ∈ Dir,
B = (B, vry, 0),
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X = (X, vry, 0),
FX = (FX, vry, 0). □
What signals of various kinds do when they reach a vertex or collide
with one another, what the data they carry means, and what we call
them is given a glimpse at in
Remark 8.5.8. a. Each signal of kind I has speed 1; at each vertex
it reaches it spreads in all directions that lead away from where
it comes from, it initiates synchronisation of all incident edges ex-
cept the one it comes from by sending divide signals onto them, it
initiates the search for midpoints of paths that contain the vertex
by sending (slowed-down) find-midpoint signals in all directions,
and it initiates one component of the search for the longest paths
of the graph by marking slowed-down find-midpoint signals if the
vertex is a leaf; it carries no data; and it is called initiate sig- initiate signal
nal. The very first initiate signals spread from the general in all
directions.
b. Each signal of kind L is stationary, designates a virtual leaf, car-
ries the direction that leads onto the edge that is incident to the
virtual leaf, and is called leaf signal. Such signals are created leaf signal
when initiate signals collide in a vertex (or on an edge), which
means that there is a cycle in the graph, and this cycle is broken
up by virtually terminating the involved edge(s) with leaf signals.
Each leaf signal is treated like a leaf in the following way: When
signals collide with each other and with leaf signals, for each in-
volved leaf signal, the collision of the signals that move in the
opposite direction than the one the leaf signal carries is handled
as if those signals collided in a leaf. Because leaf signals are cre-
ated at points at the same time or before any other signal reaches
them, the graph looks like a tree for all other signals.
c. Each signal of kind C is stationary; is positioned at a vertex that
is not a leaf; memorises the directions from which find-midpoint
signals that originated at the vertex, were reflected, and may
be on longest paths and would be the first ones to find their
midpoints have already returned, in other words, it memorises
the directions from which the slowest find-midpoint signals that
originated at the vertex and travelled alongside initiate signals
before they were reflected at a leaf have already returned; and is
called count signal. When an initiate signal reaches a vertex that count signal
is not a leaf, a count signal is created.
Note that, for the data set of count signals, instead of the infin-
ite set P(Dir), we could have used the finite set P({1, 2, . . . , k}),
where k is the maximum degree of the graph or the upper bound
of the maximum degrees of the graphs to be considered and the
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numbers represent directions that lead away from vertices. The
first choice of k would make the signal machine depend on the
graph, which is unconventional, whereas the latter would not and
would also fit to the fact that solutions of firing mob synchronisa-
tion problems are usually considered for graphs whose maximum
degrees are uniformly bounded by a constant.
d. Each signal of kind M is stationary, designates the midpoint of a
path, carries the directions that lead from its position to both
ends of the path, and is called midpoint signal. Such a signalmidpoint signal
is created when a reflected find-midpoint signal collides with a
slowed-down find-midpoint signal that originated at the same ver-
tex, or when two reflected find-midpoint signals that originated
at the same vertex collide with each other, which only happens
at the origin vertex itself. See figure 8.5.1.
e. Each signal of kind U has speed 1, at each vertex it reaches it
spreads in all directions that lead away from where it comes from
(in the sense that, in each such direction, a signal of its kind
is sent) and it is also reflected (in the sense that a reflected find-
midpoint signal is sent in the direction from where it comes from),
it carries the directions that lead from its position to the ver-
tex the signal originated at, and it is called find-midpoint signal.find-midpoint
signal When an initiate signal reaches a vertex, for each incident edge,
a find-midpoint signal whose origin is the vertex is created that
travels onto the edge.
f. Each signal of kind ⃗U has speed 1; is the reflection of a find-
midpoint signal at a vertex, travels back along the path this signal
took before it was reflected and slows down when it reaches the
vertex the find-midpoint signal originated at; carries the direc-
tions that lead from its position to the vertex the find-midpoint
signal originated at, the directions that lead from its position
to the vertex the find-midpoint signal was reflected at, and a
boolean that indicates whether the path described by its posi-
tion and both directions, which leads from the reflection vertex
to the origin vertex, may be the subpath of a longest path that
has the same source (or target), and the boolean also indicates
whether the signal would be the first one to find the longest path’s
midpoint; and is called reflected find-midpoint signal and, if the(marked) reflected
find-midpoint
signal
boolean it carries is yes, it is called marked.
As has already been pointed at, when a find-midpoint signal
reaches a vertex, a reflected find-midpoint signal is created that
travels onto the edge the find-midpoint signal comes from. If the
vertex is a leaf and the find-midpoint signal is one of the first sig-
nals to reach it, which is precisely the case if the signal reaches the
leaf together with an initiate signal, then its reflection is marked,
and otherwise, not. The reasons are that both ends of a longest
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path are leaves and that a find-midpoint signal that is not among
the first signals to reach one end of a longest path would not find
its midpoint after another one has already found it.
When a marked reflected find-midpoint signal reaches a vertex
that is not a leaf, the count signal at the vertex memorises the
direction the marked signal comes from, and the signal stays
marked, if the memory of the count signal contains each but one
direction that leads away from the vertex, and it is unmarked,
otherwise. Why is that? Each vertex that is not the general is
reached precisely once by an initiate signal, at which point find-
midpoint signals are sent in all directions; for each direction, the
marked reflected find-midpoint signal to return from that direc-
tion is memorised, which is the slowest one or, in other words, the
last one or the one that had the longest way (note that although
only one find-midpoint signal is sent in a direction, multiple re-
flected find-midpoint signals may return from that direction); the
penultimate marked reflected find-midpoint signal to return may
come from one edge of a longest path that runs through the ver-
tex and hence it stays marked (note that the other edge of the
longest path that is incident to the vertex would be the one from
which the marked signal has not yet returned); the signals that
return before the penultimate one are too fast to be on a longest
path and the last signal to return has already collided with the
slowed-down penultimate signal that returned before it (if they
do not return at the same time) and hence they are unmarked.
g. Each signal of kind V has speed 1/3; is the slow-down of a reflec-
ted find-midpoint signal at the vertex the find-midpoint signal
originated at; at each vertex it reaches it spreads in all directions
that lead away from where it comes from; it carries the directions
that lead from its position to the vertex the find-midpoint signal
originated at, the directions that lead from the origin vertex to
the vertex the find-midpoint signal was reflected at, and a boolean
that indicates whether the path described by its position and both
directions, which leads from the reflection vertex over the origin
vertex to its position, may be the subpath of a longest path that
has the same source (or target), and the boolean also indicates
whether the signal would be the first one to find the longest path’s




if the boolean it carries is yes, it is called marked.
As has already been pointed at, when a reflected find-midpoint
signal reaches the vertex the find-midpoint signal originated at,
for each incident edge except the one the reflected find-midpoint
signal comes from, a slowed-down find-midpoint signal is created
that travels onto the edge. Additionally, when an initiate sig-
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nal reaches a vertex, for each incident edge, a slowed-down find-
midpoint signal is created that travels onto the edge.
The latter case is in the following senses the boundary or limiting
case of the former: Imagine that the vertex the initiate signal
reaches is in fact two vertices that are infinitesimally close; then
a find-midpoint signal is created at one vertex, this signal imme-
diately reaches the infinitesimally close other vertex, there it is
reflected, the reflected find-midpoint signal immediately reaches
the infinitesimally close other vertex, and there it is slowed down.
Or, analogously, imagine the limit of the cascade of the creation
of a find-midpoint signal, its reflection, and slow-down for shorter
and shorter distances between the vertex the find-midpoint sig-
nal originates at and the one it is reflected at; then in the limit
the find-midpoint signal and its reflection vanish and only the
slowed-down find-midpoint signal remains.
When a marked slowed-down find-midpoint signal reaches a ver-
tex that is not a leaf, the count signal at the vertex memorises
the direction the marked signal comes from, and the signal stays
marked, if the memory of the count signal contains each but one
direction that leads away from the vertex, and it is unmarked,
otherwise. Why is that? The slowed-down signal reaches the ver-
tex at the same time and from the same direction as the slowest
reflected find-midpoint signal from that direction that originated
at the vertex. The latter signal is however not marked, because
it did not travel alongside initiate signals before it was reflected
at a leaf (the reason is that if it had travelled alongside initiate
signals, then it would have been reflected at the same time as
the find-midpoint signal whose reflection turned into the marked
slowed-down find-midpoint signal and hence, because the paths
from the reflection leaves to the vertex they reach together have
the same lengths, the find-midpoint signal that reaches it slowed
down would have taken longer, and therefore the signals would
not reach the vertex at the same time).
Therefore, the memory of the count signal contains each but one
direction if and only if from each but one direction the slowest
reflected find-midpoint signals that originated at the vertex have
already returned. If this is the case, then the incident edge be-
longing to that direction may be the edge of a longest path that
runs through the vertex and the slowed-down find-midpoint sig-
nal may be the one to collide with the not yet returned signal
somewhere on or beyond the edge precisely at the midpoint of
the longest path. If from more than one direction signals are
overdue, then the paths running through each pair of these di-
rections are longer than the paths running through any of these
directions and the direction the slowed-down find-midpoint signal
comes from. And, if all signals have already returned, then they
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have already collided with the slowed-down signal and found the
midpoints of the longest paths whose determination involves the
slowed-down signal if there are any.
h. Each signal of kind F has speed 1, is created at the midpoint of an
edge, moves towards one end of the edge, and freezes synchron-
isation of the edge, carries no data, and is called freeze signal. freeze signal
When an initiate signal reaches a vertex, for each incident edge,
a find-midpoint signal and a slowed-down find-midpoint signal
are created that travel onto the edge, the former is reflected at
the other end of the edge and collides with the latter at the mid-
point of the edge, at which point two freeze signals are created
that travel to both ends of the edge. See figure 8.5.3
i. Each signal of kind T has speed 1, is created at the midpoint
of a path, travels along the path towards one of end of the path,
creates a new signal of its kind when it collides with the midpoint
signal that designates the midpoint of a path such that one of the
two subpaths from the midpoint to either end of the path (a half- half-path
path) coincides with the path it takes itself and the new signal
travels along the other half-path, and thaws synchronisation of
an edge if it collided with or was created at the midpoint signal
that designates the midpoint of the last edge of the path it takes,
carries the directions of the path it takes and a boolean that
indicates whether it thaws synchronisation of the edge it is on or
not, and is called thaw signal. thaw signal
The first thaw signals are created simultaneously at the midpoints
of longest paths. For each such midpoint, two thaw signals are
created, one that travels along the path to one end of the path
and the other that travels to the other end of the path. When a
thaw signal collides with the midpoint of a path whose one half-
path coincides with the remaining path the thaw signal travels
along, an additional thaw signal is created that travels along the
other half-path. On its way from the midpoint of the last edge
of the path a thaw signal travels on to the end of the path, the
thaw signal thaws all frozen signals it collides with.
In this way, starting at the midpoints of longest paths, thaw sig-
nals traverse the midpoints of shorter and shorter paths, reach
the ends of their paths at the same time, and thaw synchronisa-
tion of edges, which finishes at the same time. See figures 8.5.3
to 8.5.5
j. Each signal of kind D0 has speed 1, moves from one boundary
(which may be one end of an edge or a boundary signal) to the
next boundary (which may be the other end of the edge or a
boundary signal) and is reflected there, carries no data, and is
called divide signal of type 0. When an initiate signal reaches a divide signal of
type 0
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vertex, for each incident edge, a divide signal of type 0 is created
that travels onto the edge. And, when a divide signal of any type
collides with a reflected divide signal, a divide signal of type 0 is
created that travels in the same direction as the (non-reflected)
divide signal.
k. Each signal of kind Dn, for n ∈ N+, has speed (2/3)n/(2 −
(2/3)n), moves from one boundary (which may be one end of an
edge or a boundary signal) towards the next boundary (which
may be the other end of the edge or a boundary signal) but never
reaches it and can be frozen, carries no data, and is called dividedivide signal of
type n signal of type n. When an initiate signal reaches a vertex, for each
incident edge, and for each n ∈ N+, a divide signal of type n is
created that travels onto the edge. And, when a divide signal of
any type collides with a reflected divide signal, for each n ∈N+, a
divide signal of type n is created that travels in the same direction
as the (non-reflected) divide signal.
Note that although Dn, for n ∈ N+, are different kinds, events
that involve signals of these kinds are handled the same way, in
other words, signals of these kinds are not differentiated by the
two local transition functions of the signal machine. The only
reason they are different kinds is because we need them to have
different speeds and by definition all signals of the same kind have
the same speed.
l. Each signal of kind FDn, for n ∈ N+, has speed 0, is a frozen
divide signal of type n, carries the direction the non-frozen divide
signal had, and is called frozen divide signal of type n. When afrozen divide
signal of type n freeze signal collides with or is created at the same time as a
divide signal of type n ∈N+, the divide signal is frozen.
m. Each signal of kind ⃗D has speed 1, is the reflection of a divide
signal of type 0, creates a boundary signal when it collides with
a divide signal of type n, creates a fire signal when it reaches the
end of the edge it traverses, carries no data, and is called reflectedreflected divide
signal divide signal. When a divide signal of type 0 reaches a boundary
(which may be a vertex or a boundary signal), a reflected divide
signal is created that travels in the opposite direction.
n. Each signal of kind B is stationary, designates a boundary for the
synchronisation of an edge, carries no data, and is called boundaryboundary signal
signal. Such signals are created when divide signals collide with
reflected divide signals.
On each edge, the interplay of divide signals, reflected divide
signals, and boundary signals has the following effect: At first
a divide signal of type 1 collides with a reflected divide signal
that originated at the same end of the edge. This collision results
in the creation of a boundary signal that divides the edge into
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two parts. The length of the part from the origin vertex to the
boundary signal is 2/3 times the length of the edge and the length
of the part from the boundary signal to the other end of the edge
is 1/3 times the length of the edge.
In the same manner as the edge itself, the (1/3)-part is recursively
divided further and further. In the (2/3)-part, a signal of type
2 collides with the reflected divide signal from before. This colli-
sion results in the creation of a boundary signal that divides the
(2/3)-part into two subparts. One has (2/3) · (2/3) the length
of the edge and the other has (1/3) · (2/3) the length of the edge.
The ((1/3) · (2/3))-part is recursively divided further and further.
The ((2/3) · (2/3))-part is divided into a ((2/3) · (2/3) · (2/3))-
part and a ((1/3) · (2/3) · (2/3))-part and so forth.
If there were no freeze and thaw signals, after twice the time the
edge is long — which is precisely the time it took the divide signal
of type 0 to reach the other end of the edge, to be reflected there,
and to return to the end it originated at — the boundary signals
together are dense on the edge, which means that each point
on the edge is arbitrarily close to a boundary signal, and, at this
point in time, each boundary signal collides with a reflected divide
signal, which results in the creation of fire signals that designate
that synchronisation has finished.
However, because the synchronisation of each edge is started at
different times and takes different times depending on how far
away the edge is from the general and how long the edge is, syn-
chronisation of each edge is frozen at the last possible moment
— the freezing starts from the midpoint of the edge 3/2 times
the edge’s length many time units after synchronisation of the
edge was initiated — and it is thawed such that all edges finish
synchronisation at the same time — the thawing starts from the
midpoint of the edge 1/3 times the edge’s length many time units
before the total synchronisation finishes, which is the sum of the
radius of the graph and its diameter. Recall that the radius is
the longest distance from the general to another vertex and that
the diameter is the longest distance between two vertices.
Note that, for each edge, collisions of divide signals with reflected
divide signals and with boundary signals accumulate at the times
the two freeze signals and the two thaw signals reach the ends of
the edge. These accumulations are singularities of order 1. See
figure 8.5.2.
o. Each signal of kind X is stationary, designates that synchronisa-
tion has finished and can be frozen, carries no data, and is called
fire signal. Such signals are created when reflected divide signals fire signal
collide with boundary signals or reach vertices.
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p. Each signal of kind FX is stationary, is a frozen fire signal, carries
no data, and is called frozen fire signal. On each edge, one of thefrozen fire signal
two freeze signals reaches an end of the edge at the same time
as the reflected divide signal, at which point a frozen fire signal
is created; it is thawed at the same time at which all other fire
signals are created, which happens on all edges at the same time
and the fire signals lie dense in the multigraph. □
In the forthcoming definitions of maps we make extensive use of
pattern matching. To make the exposition concise and readable we
introduce some pattern matching conventions in
Definition 8.5.9. a. In the case that patterns of multiple rulesorder matters
overlap, the rule that occurs first is the one to use. For example,
the map f : Z → Z, 0 7→ 1, 1 7→ 0, z 7→ z, maps 0 to 1 and 1 to
0 and each other integer to itself.
b. In the case that we do not care to name some part of a matchedwildcard _
structure, we write _ instead of a name for the part. For example,
the pattern (E,_, Id) matches each triple whose last component
is an initiate signal, gives the first component the name E, does
not give a name to the second component, and gives the direction
of the initiate signal the name d. And, the pattern Uwo,_ matches
each find-midpoint signal, gives the directions to the vertex the
signal originated at the name wo, but gives no name to the direc-
tion of the signal.
c. To express equality of different parts of a matched structure,same names
express equality we give those parts the same name. For example, the pattern
{ ⃗D−d, Dn,d} matches each set that consists of a reflected divide
signal and a divide signal of any type such that the direction of
the reflected divide signal is the opposite of the direction of the
divide signal, gives the direction of the divide signal the name d,
and gives its type the name n.
d. To name both a structure and its parts, we use a Haskell-like@-notation
@-notation. For example, the pattern s@ ⃗Ubλ,d,λ matches each re-
flected find-midpoint signal whose directions to the vertex the
signal originated at and to the vertex the signal was reflected at
are empty, gives the direction of the signal the name d, gives the
boolean that indicates whether the signal may be on a longest
path and would be the first to find its midpoint the name b, and
gives the signal itself the name s. □
Some of the maps we define below are actually partial maps. We
represent them by (total) maps as specified in
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let ⊥ be an element that is not in X ′, which we call bottom, and let f
be a map from X to X ′ ∪ {⊥} such that, for each element x ∈ X, we
have f(x) = ⊥ if and only if x /∈ Y . The map f represents a partial
map whose domain of definition is Y , whose domain is X, and whose
codomain is X ′.
In the following, for maps like f , we do not explicitly specify the
domain Y of definition (it is the set X ∖ f−1(⊥)) and we implicitly
assume that ⊥ does not occur in the codomain X ′ of the represented
partial map. □
To define the local transition functions, we begin with definitions for
special cases and use those to gradually arrive at definitions for the
general case. For trees and without freezing and thawing, the map
δtreev,1 handles the event that precisely one signal reaches a vertex, and
the maps δtreev,2 and δtreee,2 handle the event that precisely two signals col-
lide in a vertex and an edge respectively (see definition 8.5.11). For
trees, the maps δtreev and δtreee handle events involving arbitrarily many
signals by considering unordered pairs of signals and applying δtreev,1 ,
δtreev,2 , and δtreee,2 , and by also freezing and thawing signals if needed (see
definition 8.5.12). For virtual trees, which means that edges of the
graph have been virtually cut by leaf signals to remove circles, the
maps δvirtualTreev and δvirtualTreee handle events by partitioning signals at
virtual cuts into those belonging to one or the other leaf and applying
δtreev and δtreee (see definition 8.5.13). For general graphs, the maps
δv and δe handle events by virtually cutting the graph, which eventu-
ally creates a virtual tree, and applying δvirtualTreev and δvirtualTreee (see
definition 8.5.14).
Most of the forthcoming definitions and parts of them are annotated
with intuitive explanations of what they mean. For example, after each
rule that handles a specific kind of event, it is explained what kind of
event in the time evolution of the signal machine is handled, how it is
handled, and sometimes why.
How events for trees and without freezing and thawing, with one or
two signals involved are handled is given in
Definition 8.5.11. The following map tells whether two words of di-
rections are both empty:
areEmpty : Dir∗×Dir∗ → B, map areEmpty
(w,w′) 7→
{
yes, if |w| = 0 and |w′| = 0,
no, otherwise.
For trees and without freezing and thawing, the case that precisely
two signals collide on an edge but not in one of its ends is handled by
the following map, which maps colliding unordered pairs of signals for
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which a collision rule is specified to the resulting signals and all other
sets of signals to ⊥:
δtreee,2 : P(Sgnl)→ P(Sgnl) ∪ {⊥},map δtreee,2
{D0,d, B} 7→ { ⃗D−d, B},
(If a divide signal of type 0 collides with a boundary signal, then reflect
the divide signal.)
{ ⃗D−d, Dn,d} 7→ {B} ∪ {Dn′,d | n′ ∈N0},
(If a reflected divide signal collides with a divide signal of any type,
then create a boundary signal and send divide signals of all types in
the direction of the original divide signal.)
{s@ ⃗Ubλ,d,λ, s′@Vb
′
−d,λ,λ} 7→{{s, s′, M{−d,d}, F−d, Fd}, if b = no or b′ = no,
∅, otherwise,
(If a reflected find-midpoint signal collides with a slowed-down find-
midpoint signal that originated at the same end of an edge and only
travelled on this edge, then the point of collision is the midpoint of the
edge and, if the graph has at least two edges, then let the signals move
on, designate the point by a midpoint signal, and send freeze signals
to both ends of the edge to freeze synchronisation of the edge, and
otherwise, do not create and send any signals.)
{s@ ⃗Ubwo,d,wr , s′@Vb
′
−d,wo,w′r} 7→{{s, s′, M{(−d)•wr,d•wo•w′r}}, if b = no or b′ = no,
{Tno−d,wr , Tnod,wo•w′r}, otherwise,
(If a reflected find-midpoint signal collides with a slowed-down find-
midpoint signal that originated at the same vertex, then the point of
collision is the midpoint of the shortest path in the virtual tree from
the vertex the reflected find-midpoint signal was reflected at to the
vertex the signal that spawned the slowed-down find-midpoint signal
was reflected at and, if this midpoint is not the midpoint of a longest
path, then let the signals move on and designate the point by a midpoint
signal, and otherwise, send thaw signals along that longest path to both
its ends.)





(If a thaw signal collides with a midpoint signal that designates the
midpoint of a path whose one half-path coincides with the path the
thaw signal is going to take, then send an additional thaw signal along
the other half-path and, if this path is just a directed edge, then make
the thaw signals thaw synchronisation of the edge.)
_ 7→ ⊥.
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(If none of the above happened, then indicate that by returning bot-
tom.)
A signal that reaches a vertex is in a leaf if and only if there is
precisely one direction that leads away from the vertex. And a signal
that reaches a vertex is the penultimate one to do so if and only if the
number of signals that have already returned including the signal itself
is one less than the number of directions that lead away from the vertex.
The two maps that express this in an abstract way using booleans are
inLeaf : P(Dir)→ B, map inLeaf
E 7→
{
no, if |E| ̸= 1,
yes, otherwise,
and
penultimate : P(Dir)×N0 → B, map penultimate
(E,n) 7→
{
no, if |E| − 1 ̸= n,
yes, otherwise.
For trees and without freezing and thawing, the case that precisely
one signal reaches a vertex is handled by the following map, which
maps quadruples — consisting of first, the set of directions that lead
away from the vertex; secondly, the number of the directions from
which the slowest reflected find-midpoint signals that originated at the
vertex have already returned or have just arrived; thirdly, a boolean
that indicates whether the signal is among the first ones to reach the
vertex; and lastly, the signal that reaches the vertex — to the resulting
signals:
δtreev,1 : P(Dir)×N0 ×B× Sgnl→ P(Sgnl), map δtreev,1
(_,_,_, D0,d) 7→ { ⃗D−d},
(If a divide signal of type 0 reaches a vertex, then reflect it.)
(_,_,_, ⃗Dd) 7→ {X},
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(If an initiate signal reaches a vertex, then send initiate signals onto all
incident edges except the one the original initiate signal comes from,
send divide signals of all types onto all incident edges except the one the
original initiate signal comes from, and send find-midpoint and slowed-
down find-midpoint signals onto all incident edges to find all midpoints
of paths that contain the vertex, where, in the case that the vertex is a
leaf, the slowed-down find-midpoint signal is marked, where the mark
means that it may be on a longest path and would be the first to find
its midpoint.)







(If a find-midpoint signal reaches a leaf, then reflect it and, if it is one
of the first signals to reach the leaf, then also mark it as a signal that
may be on a longest path and would be the first to find its midpoint.
And, if a find-midpoint signal reaches a vertex that is not a leaf, then
reflect it and send find-midpoint signals onto all incident edges except






(If a reflected find-midpoint signal reaches the vertex it originated at,
then send slowed-down find-midpoint signals onto all incident edges
except the one the original signal comes from and, if the original signal
is marked and is the penultimate marked signal that originated at and
has returned to the vertex, then also mark the slowed-down signals as
signals that may be on a longest path and would be the first to find
their midpoints.)
(E,n,_, ⃗Ube•wo,d,wr) 7→ { ⃗U
b∧penultimate(E,n)
wo,e,(−d)•wr },
(If a reflected find-midpoint signal reaches a vertex, then it takes the
way back it took before it was reflected and, if it is not one of the pen-






(If a slowed-down find-midpoint signal reaches a vertex, then send
slowed-down find-midpoint signals onto all incident edges except the
one the original signal comes from, and mark these signals, if the ori-
ginal signal is marked — in which case it arrives at the same time and
from the same direction as the slowest reflected find-midpoint signal
that originated at the vertex, which however is not marked because it
arrived too late at the leaf it was reflected at — and from exactly one
direction the slowest find-midpoint signal that originated at the vertex
has not returned yet.)
(_,_,_, Fd) 7→ ∅,
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(If a freeze signal reaches the end of the edge it freezes, then it vanishes.)
(_,_,_, Tyesd,λ ) 7→ ∅,
(If a thaw signal reaches the end of its path, then it vanishes.)
(_,_,_, Tnod,e•w) 7→ {Tnoe,w},
(If a thaw signal reaches a vertex, then it takes the direction that makes
it stay on its path.)
(E,_,_, (s, d, y)) 7→

{(s, d, y)}, if spd(s) = 0,⋃
e∈E∖{−d}
{(s, e, y)}, otherwise.
(A stationary signal in a vertex stays there, and if a non-stationary
signal reaches a vertex, then copies of it are sent onto each edge except
the one the signal comes from.)
For trees and without freezing and thawing, the case that precisely
two signals collide in a vertex is handled by the following map, which
maps triples — consisting of first, the set of directions that lead away
from the vertex; secondly, the number of the directions from which
the slowest reflected find-midpoint signals that originated at the vertex
have already returned or have just arrived; and lastly, the set of collid-
ing signals that is supposed to consist of precisely two signals — to the
resulting signals, if a collision rule is specified, and to ⊥, otherwise:
δtreev,2 : P(Dir)×N0 ×P(Sgnl)→ P(Sgnl) ∪ {⊥}, map δtreev,2
(_,_, { ⃗Dd, B}) 7→ {X},
(If a reflected divide signal collides with a boundary signal, then create
a fire signal.)
(E,n, {s@ ⃗Ub(−d′)•w′o,d,wr , s
′@Vb′d′,w′o,w′r}) 7→
δtreev,1 (E,n, no, s)
∪ δtreev,1 (E,n, no, s′)
∪ {M{(−d)•wr,(−d′)•w′o•w′r}},
 if b = no or b′ = no,
{Tno−d,wr , Tno−d′,w′o•w′r}, otherwise,
(If a reflected find-midpoint signal collides with a slowed-down find-
midpoint signal that originated at the same vertex, then the vertex of
collision is the midpoint of the shortest path in the virtual tree from
the vertex the reflected find-midpoint signal was reflected at to the
vertex the signal that spawned the slowed-down find-midpoint signal
was reflected at and, if this midpoint is not the midpoint of a longest
path, then treat the original signals as if they reached the vertex alone
and designate the point by a midpoint signal, and otherwise, send thaw
signals along that longest path to both its ends.)
(E,n, {s@ ⃗Ubλ,d,wr , s′@ ⃗Ub
′
λ,d′,w′r}) 7→
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
δtreev,1 (E,n, no, s)
∪ δtreev,1 (E,n, no, s′)
∪ {M{(−d)•wr,(−d′)•w′r}},
 if b = no or b′ = no or n ̸= |E|,
{Tno−d,wr , Tno−d′,w′r}, otherwise,
(If two reflected find-midpoint signals that originated at the same vertex
collide with each other, then the vertex of collision is the vertex the
signals originated at and it is the midpoint of the shortest path in the
virtual tree between the vertices the signals were reflected at and, if this
midpoint is not the midpoint of a longest path, then treat the original
signals as if they reached the vertex alone and designate the point by
a midpoint signal, and otherwise, send thaw signals along that longest
path to both its ends.)
(_,_, {Tnod,w, M{w@(d′•w′),d′′•w′′}}) 7→ {Tnod′,w′ , Tnod′′,w′′},
(If a thaw signal collides with a midpoint signal that designates the
midpoint of a path whose one half-path coincides with the path the
thaw signal is going to take, then send an additional thaw signal along
the other half-path.)
_ 7→ ⊥.
(If none of the above happened, then indicate that by returning bot-
tom.) □
How events for trees are handled is given in
Definition 8.5.12. The maps












maps ξ and χ
freeze and thaw signals that can be frozen and thawed respectively.
The map
ν : P(Sgnl)×P(Sgnl)→ P(Sgnl),map ν
(S,S′) 7→

ξ(S′), if ∃ Fd ∈ S ∪ S′
and ∄ Tyesd,λ ∈ S ∪ S′,
χ(S′), if ∃ Tyesd,λ ∈ S ∪ S′
and ∄ Fd ∈ S ∪ S′,
S′, otherwise,
takes a set of old signals and a set of new signals and freezes the new
signals, if the old or new signals contain a freeze signal but not a thaw
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signal that thaws the synchronisation of an edge; thaws the new sig-
nals, if the old or new signals contain a thaw signal that thaws the
synchronisation of an edge but not a freeze signal; and does nothing,
otherwise.
The maps
ζ2 : P(Sgnl)→ P(P(Sgnl)), map ζ2
S 7→ {{s, s′} ⊆ S | s ̸= s′ and δtreee,2 ({s, s′}) ̸= ⊥},
and
η2 : P(Dir)×P(Sgnl)→ P(P(Sgnl)), map η2
(D,S) 7→ {{s, s′} ⊆ S | s ̸= s′ and
δtreev,2 (D,x, {s, s′}) ̸= ⊥},
both take a set of signals and return the set of unordered pairs of
distinct signals from the given set for which a collision rule is specified
in δtreee,2 and δtreev,2 respectively.
The map














handles collisions of signals on edges by leaving signals for which no
pairwise collision rule with any other signal is specified in δtreee,2 as is,
by applying δtreee,2 to each unordered pair of distinct signals for which a
collision rule is specified, and by applying ν to freeze or thaw signals if
there are or were any freeze or thaw signals.
The map





∪ {d ∈ Dir | ∃wr ∈ Dir∗ : ⃗Uyesλ,d,wr ∈ S}
∪ {d ∈ Dir | ∃wo ∈ Dir∗ ∃wr ∈ Dir∗ : Vyesd,wo,wr ∈ S}
takes a set of signals that are at a vertex and returns the directions from
which the slowest reflected find-midpoint signals that originated at the
vertex have already returned or have just arrived. The directions from
which signals have already returned is memorised by a count signal,
and the other directions are the ones from which marked reflected find-
midpoint signals that originated at the vertex or marked slowed-down
find-midpoint signals with any origin have just arrived (the slowest ones
of the latter kind always arrive at the same time and from the same
direction as the slowest but unmarked reflected find-midpoint signal
that originated at the vertex arrive from that direction). Note that
although we take the union of the memories of all count signals, there
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is actually gonna be no such signal in leaves (in which case the union
is ∅) and precisely one such signal in each vertex that is not a leaf (in
which case the union is the memory stored by this signal).
The map
κ : P(Sgnl)→ B,map κ
S 7→
{
yes, if ∃ d ∈ Dir : Id ∈ S,
no, otherwise,
tells whether a set of signals contains any initiate signals or not. It is
used by δtreev to tell whether a find-midpoint signal that reaches a leaf
is among the first ones to do so, which is the case if and only if the
signal travels alongside an initiate signal.
The map
δtreev : P(Dir)×P(Sgnl)→ P(Sgnl),map δtreev
(D,S) 7→ ν(S,













δtreev,2 (D, |κ(S)|,P )),
where S′ = S ∖ {CD ∈ S | D ⊆ Dir}.
handles events in vertices by updating the memory of the directions
from which the slowest reflected find-midpoint signals that originated
at the vertex have already returned or have just arrived, by applying
δtreev,1 to non-count signals for which no pairwise collision rule with any
other non-count signal is specified in δtreev,2 , by applying δtreev,2 to each
unordered pair of distinct non-count signals for which a collision rule
is specified, and by applying ν to freeze or thaw signals if there are or
were any freeze or thaw signals. □
How events for virtual trees, where virtual leaves already exist, are
handled is given in
Definition 8.5.13. When colliding signals in the graph and the in-
volved directions are partitioned with respect to the virtual tree, some
of the components may be degenerated and applying δtreee and δtreev to
them may have unwanted effects. Such boundary cases are properly
handled by the maps
δbndryCasese : P(Sgnl)→ P(Sgnl),map δbndryCasese
S 7→
{∅, if |S| ≤ 1,
δtreee (S), otherwise,
and
δbndryCasesv : P(Dir)×P(Sgnl)→ P(Sgnl),map δbndryCasesv
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(D,S) 7→
{∅, if D = ∅ or S = ∅,
δtreev (D,S), otherwise.
To handle an event involving the signals S in a virtual tree we do
the following: We partition the signals into leaf signals, namely SL,
for each leaf signal Ld ∈ SL, the signals coming from the direction −d,
namely Sd, and all other signals, namely So. And we denote the set
of directions that no leaf signal has by D′. Intuitively, SL is the set of
virtual leaves, Sd is the set of signals that reach the virtual leaf Ld, and
D′ is the set of directions that do not lead away from any virtual leaf.
In the configurations we will encounter, in the case of a collision on an
edge, there are either no leaf signals, in which case So = S, or there are
two leaf signals, in which case So = ∅ (because there are no stationary
signals in virtual leaves besides the leaf signals themselves) and hence
either the signals simply collide, or one subset of signals reaches one
virtual leaf and the other subset reaches the other virtual leaf. And, in
the case of a collision in a vertex, signals coming from some edges may
reach a virtual leaf and signals coming from other edges may reach the
virtual vertex (we call it virtual because some of its original edges have
been cut off; the directions onto the ones that have not been cut off
are those in the set D′). Note that some collisions are not collisions in
the virtual tree, because the signals came from different directions of
virtual cuts. The maps that do what we just explained are
δvirtualTreee : P(Sgnl)→ P(Sgnl), map δvirtualTreee








δvirtualTreev : P(Dir)×P(Sgnl)→ P(Sgnl), map δvirtualTreev







where X = {d ∈ Dir | Ld ∈ S}, the set of directions that lead away
from virtual leaves, SL = {Ld | d ∈ X}, the set of virtual leaves,
{Sd}d∈X = {{s ∈ S | dir(s) = −d}}d∈X , for each direction of a virtual
leaf, the set of signals that reach the virtual leaf corresponding to the
direction moving towards it, So = S ∖ (SL ∪ (⋃d∈X Sd)), the signals
that are not virtual leaves and that do not reach a virtual leaf, and
D′ = D∖X, the set of directions that do not lead away from virtual
leaves. □
How events for graphs are handled is given in
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Definition 8.5.14. The map
µ : P(Sgnl)→ P(Sgnl),map µ
S 7→ −{d ∈ Dir | Id ∈ S},
takes a set of signals and returns the set of the reverses of the directions
that initiate signals have.
The map
φeL : P(Sgnl)→ P(Sgnl),map φeL
S 7→
{∅, if |µ(S)| ≤ 1,
{Ld | d ∈ µ(S)}, otherwise,
takes a set of signals and returns the empty set, if there is at most
one initiate signal, and the set that consists of a virtual leaf for each
initiate signal, otherwise.
The map
φvL : P(Dir)×P(Sgnl)→ P(Sgnl),map φvL
(D,S) 7→

∅, if |µ(S)| ≤ 1,
{Ld | d ∈ D}, if |µ(S)| ≥ 2 and µ(S) = D,
and inLeaf(D) = no,
{Ld | d ∈ D∖ {dx}}, if |µ(S)| ≥ 2 and µ(S) ̸= D,
for some dx ∈ D∖ µ(S),
takes a set of directions and a set of signals and returns the empty set,
if there is at most one initiate signal, or the set that consists of a virtual
leaf for each initiate signal, if there are at least two initiate signals and
initiate signals reached the vertex from all incident edges, or the set
that consists of a virtual leaf for each initiate signal but one, otherwise.
Note that right now the choice of dx is non-deterministic; however, if
the finite set of directions carried a total order, then we could determin-
istically choose for example the smallest direction; or if continuum rep-
resentations of graphs were embedded in high-dimensional Euclidean
spaces and a Cartesian coordinate system was chosen such that the
occurring directions are unit vectors, then the lexicographic order is a
total order on the set of directions.
The map
δe : dom(δe)→ P(Sgnl),map δe
S 7→ δvirtualTreee (S ∪φeL(S))
handles collisions on edges by creating two virtual leaves, if two ini-
tiate signals collide, which cuts the edge virtually, and then applying
δvirtualTreee to the maybe new set of signals.
The map
δv : dom(δv)→ P(Sgnl),map δv
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(D,S) 7→ δvirtualTreev (D,S ∪φvL(D,S))
handles events in vertices by creating a virtual leaf for each incident
edge, if the vertex is not a leaf and initiate signals reached the vertex
from all incident edges, or by creating a virtual leaf for each incident
edge from which an initiate signal arrived except for one such edge,
otherwise, and then applying δvirtualTreev to the maybe new set of signals.
Intuitively, initiate signals are used to turn the graph into a virtual
tree by cutting edges at points where such signals collide. These cuts
create virtual leaves which are represented by leaf signals. More pre-
cisely: When two initiate signals collide on an edge, it is cut by two
leaf signals, one for each of the two directions. And when at least two
initiate signals collide in a vertex, there are two cases: If initiate signals
arrive from all directions, then each incident edge is cut by a leaf signal;
otherwise, the incident edges from which initiate signals arrive are cut
except for one such edge — the initiate signal from this excluded edge
will spread to all edges that have not been cut. □
Main Theorem 8.5.15. The signal machine S = (Knd, spd, {Dtk}k∈Knd, signal machine S
(δe, δv)) is a time-optimal quasi-solution of the firing mob synchronisa-
tion problem over continuum representations of weighted, non-trivial,
finite, and connected undirected multigraphs in the following sense:
For each representation M of such a graph, each vertex g ∈ M , for
the time t = r + d, where r = supm∈M d(g,m) is the radius of M
with respect to g and d = supm,m′∈M d(m,m′) is the diameter of M ,
for the instantiation of S for M , for the configuration c ∈ Cnf such
that c(g) = ⋃d∈dir(g){Id} ∪ {Dn,d | n ∈ N0} ∪ {Uλ,d, VinLeaf(dir(g))d,λ,λ } and
c↾M∖{g} ≡ ∅, the points in the configuration (t)(c) at which a fire
signal occurs lies dense in M with respect to the metric d, and no fire
signals occur in any of the configurations (s)(c), for s ∈ R≥0 with
s < t. □
Proof Sketch. A proof is sketched in section 8.6. ■
Remark 8.5.16. For each positive integer k, under the restriction to
multigraphs whose maximum degree is bounded by k, for each such
multigraph, because directions only need to be locally unique (com-
pare remark 8.3.9), the set {1, 2, . . . , 2k} can be chosen as the set of
directions, which makes the data sets of the kinds L and FD finite and
independent of the multigraph, the finite set P({1, 2, . . . , k}) can be
chosen as the data set of the kind C, and, depending on the diameter d
of the multigraph, the finite set of words over Dir with maximum length
d can be chosen as the sets of words over Dir that occur in the data sets
of the kinds M, U, ⃗U, V, and T — altogether, the data sets of all kinds
can be chosen to be finite but some depend on the multigraph. □
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Corollary 8.5.17. A discretisation of the signal machine S is a time-
optimal cellular automaton quasi-solution of the firing mob synchron-
isation problem over non-trivial, finite, and connected undirected mul-
tigraphs. □
Proof Sketch. Let G be a non-trivial, finite, and connected undirec-
ted multigraph. It is made up of paths whose source and target vertices
are not of degree 2 and whose other vertices are of degree 2. Each such
path together with its inverse can be regarded as an undirected uber-
edge whose weight is the length of the path and whose ends are the
source and target vertices of the path or its inverse. We call vertices
that are not of degree 2 uber-vertices and vertices that are of degree 2
under-vertices.
Signals jump from vertices to vertices along edges. They collide when
they jump simultaneously from different vertices onto the same vertex
or along the same edge but in different directions, or when signals
jump onto vertices on which stationary signals reside. Collisions in
uber-vertices are handled as collisions in vertices, collisions in under-
vertices are handled as collisions on edges (namely on the uber-edges
that contain the under-vertices), and collisions in the midst of edges are
handled as collisions on edges (namely on the uber-edges that contain
the edges). Signals reach a vertex when they jump onto an uber-vertex,
but not when they jump onto an under-vertex (because the latter just
means that they travel along an uber-edge).
When signals collide in a vertex, be it a uber- or under-vertex, the
resulting signals are on the vertex. But when signals collide in the
midst of an edge, the resulting signals must be distributed onto both
its ends depending on their directions. This last case makes it rather
cumbersome to write down the local transition functions explicitly. Ver-
tices must be virtually divided into multiple parts: One part that plays
the role of the vertex itself and, for each incident edge, an additional
part that plays the role of the midpoint of the edge together with the
corresponding part of the other end of the edge. And signals must be
cleverly distributed onto these parts depending on their direction and
how they came into being, and collisions of signals must also be clev-
erly handled taking the parts the involved signals came from and are
on into account.
This discretisation of the signal machine is actually a cellular autom-
aton over the multigraph with appropriate dummy neighbours that are
in a dead state (think for example of the multigraph as being embed-
ded in a coloured S-Cayley graph with sufficient maximum degree and
of the vertices that do not belong the multigraph as being in a dead
state). ■
Remark 8.5.18. Jacques Mazoyer showed in 1987 that all infinitely
many divide signals of type n, for n ∈ N0, that emanate from the
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same point can be generated by a cellular automaton with only finitely
many states (see [Maz87]). And, as illustrated in remark 8.5.16, under
the restriction to multigraphs whose maximum degrees are uniformly
bounded by a constant, the data sets of all kinds can be chosen to be
finite but some depend on the multigraph. Therefore, depending on
the multigraph, the discretisation of S is a cellular automaton with a
finite number of states. □
Open Problem 8.5.19. Are there time-optimal signal machine and
cellular automaton solutions of the firing mob synchronisation problem
over non-trivial, finite, and connected undirected multigraphs whose
maximum degrees are uniformly bounded by a constant? Or, more
specifically, is it possible to adapt the signal machine S (and thereby
its discretisation) such that the data sets of all kinds can be chosen to
be finite and independent of the multigraph (and thereby making its
discretisation have a finite set of states), for example by reducing the
number of midpoints that are and need to be determined? □
8.6 proof sketch of the main theorem
In this section, we sketch a proof of main theorem 8.5.15. To that
end, let G = (V,E, ε) be a non-trivial, finite, and connected undirected
multigraph, let ω be an edge weighting of G, letM be a continuum rep-
resentation of G, identify vertices of G and M and direction-preserving
paths from vertices to vertices of G and M , and let g be a vertex of M ,
which we call general. Furthermore, let S be the signal machine and let general vertex g
c be the initial configuration of the firing mob synchronisation problem
from main theorem 8.5.15, and, whenever we talk about time evolu-
tion, we mean the one of S that is in the configuration c at time 0, for
example, at time t either means in configuration (t)(c) or essentially
in configuration (t)(c) but before events have been handled.
To proof main theorem 8.5.15, we need to ascertain that the signal
machine performs the following tasks: First, it cuts the multigraph
such that the multigraph turns into a virtual tree and looks like a
tree to all other tasks; secondly, it starts synchronisation of edges and
freezes it in time; thirdly, it determines the midpoints of all non-empty
direction-preserving paths from vertices to vertices in time; fourthly, it
determines which midpoints are the ones of the longest paths; fifthly,
starting from the midpoints of the longest paths, it traverses midpoints
of shorter and shorter paths and upon reaching midpoints of edges, it
thaws synchronisation of the respective edges; sixthly, all edges finish
synchronisation at time r + d with the creation of fire signals that lie
dense in the graph, where r is the radius of the graph with respect to
the general and d is the diameter of the graph.
That the first task is performed is evident from the definitions of
δe, δv, δvirtualTreee , and δvirtualTreev . The only subtlety here is that be-
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sides leaf signals there cannot be stationary signals in virtual leaves or,
more precisely, at points that are virtually cut by leaf signals, because
stationary signals carry the semi-direction vry, which is insufficient to
associate them with one or the other leaf signal as is done for non-
stationary signals. This is no problem because the other tasks do not
place stationary signals in (virtual) leaves. Therefore, we assume from
now on, without loss of generality, that the multigraph G is a tree.
That the second task is performed can be seen from a careful exam-
ination of the definitions of δtreee , δtreev , δtreee,2 , δtreev,1 , and δtreev,2 , where from
the third task it is used that midpoints of edges are found in time to
start the freezing process.
That the third, fourth, and fifth and sixth parts are performed is
proven in section 8.6.1, section 8.6.2, and section 8.6.3.
8.6.1 Midpoints are Determined
The midpoint of a path in a multigraph is the midpoint of its embedding
in the continuum representation of the multigraph as introduced in
Definition 8.6.1. Let p be a path in G. The point mp = p(ω(p)/2)
is called midpoint of p. □midpoint mp of p
Remark 8.6.2. The midpoint of the empty path in v is the vertex v
itself. □
Remark 8.6.3. Let p, q, and q′ be three paths such that τ (p) = σ(q) =
σ(q′), mp•q ∈ im p, and ω(q) ≥ ω(q′). Then, mp•q′ ∈ im p and
d(mp•q,mp•q′) = ω(p • q)/2− ω(p • q′)/2 = ω(q)/2− ω(q′)/2.
Analogously, let q, q′, and p be three paths such that τ (q) = τ (q′) =
σ(p), mq•p ∈ im p, and ω(q) ≥ ω(q′). Then, mq′•p ∈ im p and
d(mq•p,mq′•p) = ω(q • p)/2− ω(q′ • p)/2 = ω(q)/2− ω(q′)/2. □
When the midpoints of non-empty direction-preserving paths are
found is stated in
Lemma 8.6.4. Let p be a non-empty direction-preserving path in G.
The midpoint signal that designates the midpoint of p is created at mp
at time tp = max{d(g,σ(p)), d(g, τ (p))}+ ω(p)/2. □
Proof Sketch. First, let the general g be the source or target of p.
Then, a find-midpoint signal with origin g of speed 1 and a slowed-down
find-midpoint signal with origin g of speed 1/3 travel from g towards
the other end of p. The find-midpoint signal is reflected at the other
end at time (2/2) · ω(p) and this reflection collides with the slowed-
down find-midpoint signal at the midpoint of p at time (3/2) · ω(p)
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creating a midpoint signal for p (because both signals have the same
origin). Note that the time of collision is equal to tp (see figure 8.5.1a).
Secondly, let the general g lie on p without being its source or target.
Then, two find-midpoint signals with origin g travel from g to the ends
of p; the source of p is reached at time d(g,σ(p)) and the target at
time d(g, τ (p)). When such a signal reaches its end, it is reflected and
travels back. If d(g,σ(p)) = d(g, τ (p)), then this distance is equal to
ω(p)/2, the reflected signals collide at time ω(p) at the midpoint of p
creating a midpoint signal for p; note that the time of collision is equal
to tp. Otherwise, the reflected signal that is nearer to g reaches this
vertex first, where the signal is slowed down and travels towards the
other reflected signal with which it collides at the midpoint of p at time
tp (see figure 8.5.1b).
Lastly, let the general g not lie on p. Then, an initiate signal travels
from g to the nearest vertex v on p, where it creates two find-midpoint
signals with origin v that travel to the ends of p, are reflected at these
ends and travel back, one is slowed-down upon reaching v, and the
slowed-down signal collides with the reflected signal in the midpoint
of p at time d(g, v) +max{d(v,σ(p)), d(v, τ (p))}+ ω(p)/2 creating a
midpoint signal for p. Note that the time of collision is equal to tp. ■
Remark 8.6.5. When reflected/slowed-down find-midpoint signals with
different origins collide, nothing happens, the signals just move on.
Hence, no points are falsely found to be midpoints. □
That the midpoints of maximum-weight direction-preserving paths
are identical and found at time r+ d is shown in
Lemma 8.6.6. All maximum-weight direction-preserving paths in G
have the same midpoint mˆ and the midpoint signals that designate
the midpoints of such paths are created at mˆ at time r + d/2, where
r = maxv∈V d(g, v) is the radius of G with respect to g and d =
maxv,v′∈V d(v, v′) is the diameter of G. Note that r is equal to the
radius supm∈M d(g,m) of M with respect to g and d is equal to the
diameter supm,m′∈M d(m,m′) of M . □
Proof. We prove both statements by contradiction.
First, suppose that there are two maximum-weight direction-preserv-
ing paths pˆ and pˆ′ in G that do not have the same midpoint. Then, there
is a non-empty direction-preserving path pm in M from the midpoint
of pˆ to the one of pˆ′. And, there is a direction-preserving subpath p
of pˆ in M from one end of pˆ to its midpoint whose target-direction is
not the reverse of the source-direction of pm. And, there is a direction-
preserving subpath p′ of pˆ′ in M from the midpoint of pˆ′ to one of its
ends whose source-direction is not the reverse of the target-direction of
pm. The concatenation of p, pm, and p′ is a direction-preserving path








Figure 8.6.1: Schematic representation of the set-up of the proof of
lemma 8.6.6 with the three cases of where v′ may be located.
The first case corresponds to the vertices v and v′ that are incid-
ent to the dotted path, the second case to the dash-dotted path,
and the third case to the dashed path.
from vertex to vertex in M whose length is equal to d/2+ ω(pm) +
d/2 > d. It corresponds to a direction-preserving path p in G whose
weight is greater than d, which contradicts that d is the diameter of G.
Therefore, all maximum-weight direction-preserving paths in G have
the same midpoint, which we denote by mˆ.
Secondly, suppose that there is a maximum-weight direction-preserv-
ing path pˆ in G such that max{d(g,σ(pˆ)), d(g, τ (pˆ))} < r. Let v be a
vertex of G such that d(g, v) = r, let pv, pσ, and pτ be the direction-
preserving paths in G from v, σ(pˆ), and τ (pˆ) to g, let v′ be the vertex
on pv and pσ or on pv and pτ that is the furthest from g, and let v′′ be
the vertex on pˆ that is the nearest to g. Then, the weight of pv is r, the
one of pσ is d(g,σ(pˆ)) < r, and the one of pτ is d(g, τ (pˆ)) < r. If v′ lies
on the subpath of pσ from σ(pˆ) to v′′ (which is equal to the subpath of
pˆ with the same ends), then let p be the direction-preserving path from
v over v′ over v′′ to τ (pˆ); if v′ lies on the subpath of pτ from τ (pˆ) to v′′
(which is equal to the subpath of the inverse of pˆ with the same ends),
then let p be the direction-preserving path from v over v′ over v′′ to
σ(pˆ); and otherwise, let p be the direction-preserving path from v over
v′ over v′′ to τ (pˆ) (we could have chosen σ(pˆ) as well). See figure 8.6.1
for a schematic representation of the three cases.
In the first case, because the subpaths of pv and pσ from v′′ to g
coincide and the weight of pv is greater than the weight of pσ, the
weight of the subpath of pv from v over v′ to v′′ (which is equal to the
subpath of p from v over v′ to v′′) is greater than the weight of the
subpath of pσ from σ(pˆ) over v′ to v′′ (which is equal to the subpath of
pˆ from σ(pˆ) over v′ to v′′) and hence, because the subpaths of p and pˆ
from v′′ to τ (pˆ) coincide, the weight of p is greater than the weight of pˆ.
In the second case, it follows analogously that the weight of p is greater
than the weight of pˆ. And in the third case, because the subpaths of
pv and pσ from v′ to g coincide and the weight of pv is greater than
the weight of pσ, the weight of the subpath of pv from v to v′ is greater
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than the weight of the subpath of pσ from σ(pˆ) over v′′ to v′, hence
the weight of the subpath of p from v over v′ to v′′ is greater than the
weight of the subpath of pˆ from σ(pˆ) to v′′, and therefore, the weight
of p is greater than the weight of pˆ.
In either case, the inequality ω(p) > ω(pˆ) contradicts that pˆ is a
maximum-weight path. Therefore, for each maximum-weight direction-
preserving path in G, we have max{d(g,σ(pˆ)), d(g, τ (pˆ))} = r. It fol-
lows from lemma 8.6.4 that the midpoint signals that designate the
midpoints of maximum-weight direction-preserving paths in G are cre-
ated at mˆ at time r+ d/2. ■
It follows that the midpoints of non-empty non-maximum-weight
direction-preserving paths are found before the ones of maximum-weight
direction-preserving paths as shown in
Corollary 8.6.7. Let p be a non-empty direction-preserving path in
G. The midpoint signal that designates the midpoint of p is created at
mp before time r+ d/2. □
Proof. This is a direct consequence of lemmata 8.6.4 and 8.6.6, be-
cause d(g,σ(p)) ≤ r, d(g, τ (p)) ≤ r, and ω(p) < d. ■
8.6.2 Midpoints of Maximum-Weight Paths are Recognised as Such
That the midpoints of maximum-weight direction-preserving paths are
recognised as such is sketched in
Remark 8.6.8. The first two reflected find-midpoint signals, or the
first two reflected and slowed-down find-midpoint signals to collide
that originated at the same vertex and were reflected at the ends of
a maximum-weight direction-preserving path are marked at the time
of collision and hence recognise that the midpoint of the path they col-
lide at is the one of a maximum-weight direction-preserving path. □
Proof Sketch. Let pˆ be a maximum-weight direction-preserving path
in G (see figure 8.6.2). Then, the ends vˆ1 and vˆ2 of pˆ are leaves. And,
among the first find-midpoint signals to reach the ends of pˆ are the two
that originated at the vertex vˆ on pˆ that is nearest to g, and, because
they travel alongside initiate signals, their reflections s and s′ at the
ends of pˆ are marked. When one of them reaches a vertex on its way
back it stays marked, because from all directions excluding from the
direction it is headed but including the direction it is coming from have
the marked reflected find-midpoint signals that originated at the vertex
just or already returned, which is memorised by a count signal that is
located at the vertex; the reason that such marked signals have already
returned is that otherwise there would be a direction-preserving path
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Figure 8.6.2: The path pˆ is drawn solid, the direction-preserving path from g to vˆ is drawn dotted, the
two subtrees in sbtrs(vˆ) that contain vˆ1 and vˆ2 are represented by dashed triangles, and,
for each depicted vertex v, the possible existence of subtrees in sbtrs(v) that correspond
to non-depicted edges that are incident to v is hinted at by dashed triangles.
with more weight than pˆ that would be the concatenation the maximal
subpath of pˆ that lies in the direction the signal is headed and a path
that begins with one of the edges from which no marked signal has
returned yet. Note that the signals s and s′ travel back alongside the
marked reflected find-midpoint signals that originated at the vertices
the signals s and s′ passed by before they were reflected and that there-
fore, when they reach vertices on their way back, the count signals are
just updated and hence up-to-date.
When s and s′ reach the vertex they originated at at the same time,
then this vertex is found to be the midpoint of the path pˆ and, because
s and s′ are marked, it is recognised as the midpoint of a maximum-
weight path. When one of the signals, say s, reaches the vertex it origin-
ated at, namely vˆ, first, then it is slowed down and spreads throughout
the graph away from the edge it comes from, in particular, one slowed-
down find-midpoint signal, let us denote it by s′′, travels towards s′.
When s′′ reaches a vertex on its way towards s′ it stays marked, be-
cause from all directions excluding from the direction it is headed have
the slowest reflected find-midpoint signals that originated at the vertex
just or already returned, more precisely, from all directions excluding
from the direction it is coming from and the one it is headed have
the marked reflected find-midpoint signals that originated at the ver-
tex just or already returned and from the direction it is coming from
has the slowest but unmarked reflected find-midpoint signal that ori-
ginated at the vertex and the first marked slowed-down find-midpoint
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signal just returned. When s′′ and s′ collide, the midpoint of pˆ is found
and, because s′′ and s′ are marked, it is recognised as the midpoint of
a maximum-weight path.
A detailed proof is given in the remainder of the present subsection.
■
Symbolic notations for the predicates is a vertex of and is an edge
of are introduced in
Definition 8.6.9. Let T = (W ,F ) be a subtree of G, let v be a vertex
of G, and let e be an edge of G. We write v ∈ T instead of v ∈W and v ∈ T
e ∈ T instead of e ∈ F . □ e ∈ T
The set of greatest subtrees of a vertex v that correspond to its
incident edges is named in
Definition 8.6.10. Let v be a vertex of G.
a. Let Ev be the set of edges that are incident to v, and, for each
edge e ∈ Ev, let Tv,e be the greatest subtree of G that is rooted
at v, contains the edge e, and does not contain any other edge
of Ev (note that by greatest we mean greatest with respect to
the number of vertices). The set {Tv,e | e ∈ Ev} is denoted by
sbtrs(v). set sbtrs(v)
b. The set
max sbtrs(v) = argmax
T ∈sbtrs(v)
∥T ∥v set max sbtrs(v)
of trees
is the set of maximum-radius trees of sbtrs(v). In the case that




∥T ∥v set sbtrs(v) of
trees
is the set of second-maximum-radius trees of sbtrs(v). □
Remark 8.6.11. For each leaf v of G, the setmax sbtrs(v) is a singleton
and it is equal to sbtrs(v), and the set sbtrs(v) is empty. □
Things associated with a greatest subtree of a vertex are introduced
in
Definition 8.6.12. Let v be a vertex of G and let T be a tree of
sbtrs(v).
a. Let e be the edge of T that is incident to v. The direction that
leads from v onto e is uniquely determined by T and is denoted
by dirv(T ). direction dirv(T )
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b. The non-negative integer ∥T ∥v = maxv′∈T d(v, v′) is called radiusradius ∥T ∥v of T
with respect to v of T with respect to v.
c. Let PT be the set of direction-preserving paths in T . The set
max pthsv(T ) = {p ∈ PT | σ(p) = v and ω(p) = ∥T ∥v}set max pthsv(T )
of paths
is the set of maximum-weight direction-preserving paths from v
in T .
d. The set
max vrtcsv(T ) = {τ (p) | p ∈ max pthsv(T )}set max vrtcsv(T )
of vertices
is the set of vertices in T that are furthest away from v. □
Remark 8.6.13. We have |sbtrs(v)| = deg(v) and dirv(sbtrs(v)) =
dir(v). □
Remark 8.6.14. Each vertex of max vrtcsv(T ) is a leaf. □
The unique direction-preserving path from one vertex to another is
named in
Definition 8.6.15. Let v and v′ be two vertices of G. The direction-
preserving path in G from v to v′ is denoted by pv,v′ and the verticespath pv,v′
on this path are denoted by Vv,v′ . □set Vv,v′ of
vertices
When and why count signals, initiate signals, and (maybe-marked
slowed-down/reflected) find-midpoint signals are created and how they
spread throughout the tree is said in
Remark 8.6.16. Let the signal machine S be in the configuration cI
at time 0.
a. At time 0, a count signal with empty memory is created at g, and
initiate signals, find-midpoint signals with origin g, and maybe-
marked slowed-down find-midpoint signals with origin g and re-
flection vertex g are sent from g in all directions, where the slowed-
down signal is marked if and only if g is a leaf. For each vertex
v ∈ V∖{g}, at time d(g, v), an initiate signal reaches v from the
direction towards g, whereupon
a) a count signal with empty memory is created at v,
b) initiate signals are sent from v in all directions away from g,
and
c) find-midpoint signals with origin v, and maybe-marked slowed-
down find-midpoint signals with origin v and reflection ver-
tex v are sent from v in all directions,
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where the slowed-down signal is marked if and only if v is a leaf.
In short, initiate signals spread from g to all leaves, where they
vanish, and they initiate the search for midpoints at all vertices.
Note that to simplify the exposition of the forthcoming proofs,
we also create count signals at leaves.
b. Let v be a vertex of G. As said above, at time d(g, v), find-
midpoint signals with origin v, and maybe-marked slowed-down
find-midpoint signals with origin v and reflection vertex v are sent
from v in all directions, where the slowed-down signal is marked
if and only if v is a leaf. For each vertex v′ ∈ V∖{v},
a) at time d(g, v) + d(v, v′), a find-midpoint signal with ori-
gin v reaches v′ from the direction towards v, whereupon a
maybe-marked reflected find-midpoint signal with origin v
and reflection vertex v′ is sent from v′ towards v and find-
midpoint signals with origin v are sent from v′ in all direc-
tions away from v, where the reflected signal is marked if and
only if v is a leaf and an initiate signal just reached v′ (the
latter is the case if and only if d(g, v) + d(v, v′) = d(g, v′)),
and,
b) at time d(g, v) + 3 · d(v, v′), a maybe-marked slowed-down
find-midpoint signal with origin v and reflection vertex v
reaches v′ from the direction towards v, whereupon maybe-
marked slowed-down find-midpoint signals with origin v and
reflection vertex v are sent from v′ in all directions away from
v. Note that even if the slowed-down signal that is sent from
v at time d(g, v) is marked, the slowed-down signal that
reaches v′ may be unmarked, and even if the latter signal is
marked, the slowed-down signals that are sent from v′ may
be unmarked.
In short, find-midpoint signals with origin v and maybe-marked
slowed-down find-midpoint signals with origin v and reflection
vertex v spread from v to all leaves, and whenever one of the
former signals reaches a vertex, it is also reflected. Note that
to simplify the exposition of the forthcoming proofs, we talk as
if maybe-marked slowed-down find-midpoint signals only vanish
at leaves, although when a marked slowed-down find-midpoint
signal collides with a marked reflected find-midpoint signal with
the same origin, both signals vanish.
c. Let v and v′ be two vertices of G such that v ̸= v′. As said
above, at time d(g, v) + d(v, v′) a maybe-marked reflected find-
midpoint signal with origin v and reflection vertex v′ is sent from
v′ towards v. For each vertex w on the direction-preserving path
from v′ to v except for v′, at time d(g, v) + d(v, v′) + d(v′,w),
the signal reaches w from the direction towards v′, whereupon,
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if w ̸= v, the signal is sent from w towards v, and otherwise,
maybe-marked slowed-down find-midpoint signals with origin v
and reflection vertex v′ are sent from v in all directions away from
v′.
And, for each vertex v′′ of G that from the viewpoint of v lies
in a direction away from v′, which means that v′′ ̸= v and there
is a tree T ∈ sbtrs(v) such that v′ /∈ T and v′′ ∈ T , at time
d(g, v) + d(v, v′) + d(v′, v) + 3 ·d(v, v′′), a maybe-marked slowed-
down find-midpoint signal with origin v and reflection vertex v′
reaches v′′, whereupon maybe-marked slowed-down find-midpoint
signals with origin v and reflection vertex v′ are sent from v′′ in
all directions away from v (or, equivalently, away from v′).
In short, each maybe-marked reflected find-midpoint signal travels
back to its origin and when it reaches its origin, it is slowed-down
and spreads to all leaves away from its reflection vertex. Note
that unmarked signals never become marked, but marked signals
may become unmarked; precisely when the latter does or does
not happen is answered in the present subsection.
What is said above is evident from the definition of the signal machine
S (if it is carefully studied). □
When and why leaves send marked reflected/slowed-down find-mid-
point signals is said in
Lemma 8.6.17. Let v be a leaf of G. At time d(g, v), an initiate sig-
nal reaches v, for each vertex w ∈ Vg,v∖{v}, a find-midpoint signal
with origin w reaches v, and no other find-midpoint signal reaches v,
whereupon
a. for each vertex w ∈ Vg,v∖{v}, a marked reflected find-midpoint
signal with origin w and reflection vertex v is sent from v towards
w, which is the only possible direction,
b. a marked slowed-down find-midpoint signal with origin v and re-
flection vertex v is sent from v towards w, and
c. no other marked signal is sent from v.
And before time d(g, v) no signals reach and are sent from v, and after
time d(g, v) no marked signals are sent from v (because after this time
no initiate signal reaches v). □
Proof. This is a direct consequence of remark 8.6.16 and the defini-
tion of S. ■
When does a signal that is sent from a vertex towards the general at
a special time reach the next vertex is answered in
8.6 proof sketch of the main theorem 367
Lemma 8.6.18. Let v be a vertex of G, let T be a tree of sbtrs(v)∖
max sbtrs(v) such that either v = g or g /∈ T , and let v′ be the one and
only neighbour of v in T . Then,
a. max sbtrs(v′) is a singleton set and its only element Tˆ v′ contains
v,
b. max vrtcsv(T ) =

{v′}, if v′ is a leaf,⋃
·
T ′∈sbtrs(v′)
max vrtcsv′(T ′), otherwise,
c. ∥T ∥v = d(v, v′) +maxT ′∈sbtrs(v′)∥T ′∥v′, and
d. when a signal of speed 1 is sent from v′ towards v at time d(g, v′)+
2 ·maxT ′∈sbtrs(v′)∥T ′∥v′, it reaches v at time d(g, v) + 2 · ∥T ∥v,
where in the case that sbtrs(v′) is empty, we define maxT ′∈sbtrs(v′)∥T ′∥v′
as 0. □
Proof. The first item is evident, the second and third follow from it,
and the fourth follows from the third with d(g, v′) = d(g, v) + d(v, v′)
and the fact that the signal needs the time span d(v, v′) to traverse the
edge from v′ to v. ■
The set of all non-leaf vertices whose unique maximum-radius tree
contains the general is named in
Definition 8.6.19. The set of all non-leaf vertices v of G such that
max sbtrs(v) is a singleton set and its only element Tˆ v contains the
vertex g, is denoted by Vg. □ set Vg of vertices
Remark 8.6.20. For each vertex v ∈ Vg, each tree T ∈ sbtrs(v)∖
{Tˆ v}, and each vertex v′ of T , we have v′ ∈ Vg. And, for each vertex
v ∈ Vg, the set sbtrs(v) is non-empty and, for each tree T ∈ sbtrs(v),
we have ∥T ∥v = maxT ∈sbtrs(v)∥T ∥v. □
When and why non-leaf vertices whose unique maximum-radius tree
contains the general send marked reflected/slowed-down find-midpoint
signals is shown in
Lemma 8.6.21. For each vertex v ∈ Vg, at time d(g, v)+ 2 ·maxT ∈sbtrs(v)∥T ∥v,
a. the count signal at v, before it is updated, has the memory dir(v)∖
dirv(sbtrs(v) ∪ {Tˆ v}),
b. for each tree T ∈ sbtrs(v), each leaf ⃗v ∈ max vrtcsv(T ), and
each vertex w ∈ Vg,v, a marked reflected find-midpoint signal with
origin w and reflection vertex ⃗v reaches v from direction dirv(T ),
and
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c. no other marked reflected find-midpoint signal reaches v,
whereupon
a. the count signal at v, after it is updated, has the memory dir(v)∖
{dirv(Tˆ v)},
b. for each tree T ∈ sbtrs(v), each leaf ⃗v ∈ max vrtcsv(T ), and each
vertex w ∈ Vg,v∖{v}, a marked reflected find-midpoint signal
with origin w and reflection vertex ⃗v is sent from v in the direction
dirv(Tˆ v) towards w, and no other marked reflected find-midpoint
signal with origin w and reflection vertex ⃗v is sent from v, and,
c. for each tree T ∈ sbtrs(v), each leaf ⃗v ∈ max vrtcsv(T ), and
each direction d ∈ dir(v)∖{dirv(T )}, a marked slowed-down find-
midpoint signal with origin v and reflection vertex ⃗v is sent from
v in direction d (note that dirv(Tˆ v) ∈ dir(v)∖ {dirv(T )}), and,
no other marked slowed-down find-midpoint signal with origin v
and reflection vertex ⃗v is sent from v.
And before time d(g, v) + 2 ·maxT ∈sbtrs(v)∥T ∥v, marked signals may
reach v but no marked signal is sent from v, and after that time, no
marked signals as above are sent from v. □
Proof. We prove this by induction on nv = max(W ,F )∈sbtrs(v)∖{Tˆ v}|F |,
for v ∈ Vg. For brevity though, we only treat the existence of signals
and not their absence.
Base Case (see figure 8.6.3). Let v ∈ Vg such that nv = 1. And, let
T ∈ sbtrs(v)∖ {Tˆ v}. Then, T consists of one edge e whose one end is
v, whose other end is a leaf v′, and whose weight is ∥T ∥v. According
to lemma 8.6.17, at time d(g, v′) = d(g, v) + ∥T ∥v, for each vertex
w ∈ Vg,v′ ∖{v′} = Vg,v, a marked reflected find-midpoint signal with
origin w and reflection vertex v′ is sent from v′ towards v, in particular,
one with origin v. These signals reach v at time d(g, v) + 2 · ∥T ∥v,
whereupon
a. the count signal at v memorises the direction dirv(T ) (because a
marked reflected find-midpoint signal with origin v reached v),
b. for each vertex w ∈ Vg,v∖{v}, a maybe-marked reflected find-
midpoint signal with origin w and reflection vertex v′ is sent from
v in the direction dirv(Tˆ v) towards w, and
c. for each direction d ∈ dir(v)∖{dirv(T )}, a maybe-marked slowed-
down find-midpoint signal with origin v and reflection vertex v′
is sent from v in direction d.
On the timeline, for the trees of sbtrs(v)∖ {Tˆ v} in non-decreasing or-
der with respect to the radius and at the same time for trees with the
same radius, the signals reach v and are sent from v. For those trees






Figure 8.6.3: Schematic representation of the set-up of the base case of the
proof of lemma 8.6.21. The possible existence of subtrees of






Figure 8.6.4: Schematic representation of the set-up of the inductive step of
the proof of lemma 8.6.21. The possible existence of subtrees of
vertices is hinted at by dashed triangles.
whose radius is less than the second greatest radius among the trees
of sbtrs(v), which is maxT ∈sbtrs(v)∥T ∥v, the aforementioned maybe-
marked signals that are sent from v are unmarked (because the memory
of the count signal, after it is updated, does neither contain the direc-
tions of dirv(sbtrs(v)) nor the direction dirv(Tˆ v)). And, for the trees
of sbtrs(v), the aforementioned maybe-marked signals that are sent
from v are marked (because the count signal, after it is updated, has
the memory dir(v)∖ {dirv(Tˆ v)}). In conclusion, at time d(g, v) + 2 ·
maxT ∈sbtrs(v)∥T ∥v, what is to be proven holds.
Inductive Step (see figure 8.6.4). Let v ∈ Vg such that nv ≥ 2 and such
that what is to be proven holds for each vertex v′ ∈ Vg with nv′ < nv,
which is the inductive hypothesis. And, let T ∈ sbtrs(v)∖ {Tˆ v}, let e
be the edge of T whose one end is v, and let v′ be the other end of e.
The vertex v′ is either a leaf or an element of Vg with nv′ < nv.
In the first case, according to lemma 8.6.17, at time d(g, v′) = d(g, v) +
d(v, v′), for each vertex w ∈ Vg,v′ ∖{v′} = Vg,v, a marked reflected find-
midpoint signal with origin w and reflection vertex v′ is sent from v′
towards v; note that v′ is the one and only element of max vrtcsv(T ),
the set sbtrs(v′) is empty, and we define maxT ′∈sbtrs(v′)∥T ′∥v′ as 0
(see lemma 8.6.18). In the second case, according to the inductive
hypothesis, at time d(g, v′) + 2 · maxT ′∈sbtrs(v′)∥T ′∥v′ , for each tree
T ′ ∈ sbtrs(v′), each leaf ⃗v′ ∈ max vrtcsv′(T ′), and each vertex w ∈
Vg,v′ ∖{v′} = Vg,v, a marked reflected find-midpoint signal with origin
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w and reflection vertex ⃗v′ is sent from v′ towards v; note that the set
of all vertices ⃗v′ is equal to max vrtcsv(T ) (see lemma 8.6.18).
In both cases, the marked signals reach v at time d(g, v) + d(v, v′) +
2 ·maxT ′∈sbtrs(v′)∥T ′∥v′ + d(v′, v), which is equal to d(g, v) + 2 · ∥T ∥v,
whereupon
a. the count signal at v memorises the direction dirv(T ) (because
at least one marked reflected find-midpoint signal with origin v
reached v),
b. for each leaf ⃗v ∈ max vrtcsv(T ) and each vertex w ∈ Vg,v∖{v},
a maybe-marked reflected find-midpoint signal with origin w and
reflection vertex ⃗v is sent from v in the direction dirv(Tˆ v) towards
w, and,
c. for each leaf ⃗v ∈ max vrtcsv(T ) and each direction d ∈ dir(v)∖
{dirv(T )}, a maybe-marked slowed-down find-midpoint signal
with origin v and reflection vertex ⃗v is sent from v in direction d.
It follows verbatim as in the base case, that what is to be proven
holds. ■
The set of all vertices whose unique maximum-radius tree does not
contain the general is named in
Definition 8.6.22. The set of all vertices v of G such thatmax sbtrs(v)
is a singleton set and its only element Tˆ v does not contain the vertex
g, is denoted by Ug. □set Ug of vertices
Remark 8.6.23. We have g /∈ Ug. And, for each vertex v ∈ Ug, we
have Vg,v∖{g} ∈ Ug, the vertex v is not a leaf and the set sbtrs(v) is
non-empty. □
The maximal subtree of a non-general vertex that contains the gen-
eral is named in
Definition 8.6.24. Let v be a vertex of G such that v ̸= g. The tree
of sbtrs(v) that does contain the vertex g is denoted by T gv . And totree T gv
avoid case differentiations, we define T gg as the number 0. □T gg = 0
The vertices of the maximal path from a vertex to the general whose
vertices excluding its source have the subtree that contains the general
as second-maximum-radius subtree is named in
Definition 8.6.25. Let v be a vertex of Ug, and let p be the maximum-
weight subpath of pg,v such that τ (p) = v and, for each vertex w on p
with w ̸= σ(p), we have T gw ∈ sbtrs(w). The set of the vertices on p is
denoted by Wg,v. See figure 8.6.5. □set Wg,v of
vertices
8.6 proof sketch of the main theorem 371
g vww′w′′
Figure 8.6.5: Schematic representation of G, where v ∈ Ug, Wg,v =
{w′′,w′,w, v}, Wg,w = {w′′,w′,w}, Wg,w′ = {w′′,w′}, Wg,w′′ =
{w′′}, and subtrees of vertices and their radii are depicted as
dashed triangles of various sizes.
Remark 8.6.26. We have v ∈ Wg,v ∖ {g} ⊆ Ug. And, for each w ∈
Wg,v, we have Wg,w ⊆ Wg,v. And, if T gv ∈ sbtrs(v), then Wg,v =
Wg,v′ ∪ {v}, where v′ is the neighbour of v on pg,v. □
When and why vertices whose unique maximum-radius tree does not
contain the general send marked reflected/slowed-down find-midpoint
signals is shown in
Lemma 8.6.27. For each vertex v ∈ Ug, at time d(g, v)+ 2 ·maxT ∈sbtrs(v)∥T ∥v,
a. the count signal at v, before it is updated, has the memory dir(v)∖
dirv(sbtrs(v) ∪ {Tˆ v}),
b. for each tree T ∈ sbtrs(v) and each leaf ⃗v ∈ max vrtcsv(T ), a
maybe-marked reflected find-midpoint signal with origin v and re-
flection vertex ⃗v reaches v from direction dirv(T ), where the re-
flected signal is marked if and only if T ̸= T gv , and,
c. for each vertex w ∈ Wg,v ∖ {v}, each tree T ∈ sbtrs(w)∖ {T gw},
and each leaf ⃗w ∈ max vrtcsw(T ), a marked slowed-down find-
midpoint signal with origin w and reflection vertex ⃗w reaches v
from the direction towards w, which is the direction dirv(T gv ),
whereupon
a. the count signal at v, after it is updated, has the memory dir(v)∖
{dirv(Tˆ v)},
b. for each tree T ∈ sbtrs(v)∖ {T gv }, each leaf ⃗v ∈ max vrtcsv(T ),
and each direction d ∈ dir(v)∖ {dirv(T )}, a marked slowed-down
find-midpoint signal with origin v and reflection vertex ⃗v is sent
from v in direction d (note that {dirv(Tˆ v), dirv(T gv )} ⊆ dir(v)∖
{dirv(T )}), and,
c. for each vertex w ∈ Wg,v ∖ {v}, each tree T ∈ sbtrs(w)∖ {T gw},
each leaf ⃗w ∈ max vrtcsw(T ), and each direction d ∈ dir(v)∖
{dirv(T gv )}, a marked slowed-down find-midpoint signal with ori-
gin w and reflection vertex ⃗w is sent from v in direction d (note
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that dirv(Tˆ v) ∈ dir(v) ∖ {dirv(T gv )} and that, if w = g, then
sbtrs(w)∖ {T gw} = sbtrs(w)). □
Proof. We prove this by induction on nv = |Vg,v|, for v ∈ Ug.
Base Case (compare figure 8.6.6). Let v ∈ Ug such that nv = 1.
First, for each tree T ∈ sbtrs(v)∖ {T gv , Tˆ v}, according to lemma 8.6.17,
if the neighbour of v in T is a leaf, or lemma 8.6.21, otherwise, and
lemma 8.6.18, at time d(g, v)+ 2 · ∥T ∥v, for each leaf ⃗v ∈ max vrtcsv(T ),
a marked reflected find-midpoint signal with origin v and reflection ver-
tex ⃗v reaches v from direction dirv(T ), whereupon
a. the count signal at v memorises the direction dirv(T ),
b. for each leaf ⃗v ∈ max vrtcsv(T ) and each direction d ∈ dir(v)∖
{dirv(T )}, a maybe-marked slowed-down find-midpoint signal
with origin v and reflection vertex ⃗v is sent from v in direction d.
Secondly, according to remark 8.6.16, at time d(g, v) + 2 · ∥T gv ∥v, for
each leaf ⃗v ∈ max vrtcsv(T gv ), a maybe-marked reflected find-midpoint
signal with origin v and reflection vertex ⃗v reaches v from direction
dirv(T gv ). This signal is actually unmarked, because it was reflected
at ⃗v at time d(g, v) + ∥T gv ∥v = d(g, v) + d(v, ⃗v), which, because v ̸= g
and ⃗v ∈ T gv , is greater than the only time, namely d(g, ⃗v), at which an
initiate signal reaches ⃗v.
Thirdly, because Ug is non-empty, we have g ∈ Vg and v ∈ Tˆ g. Ac-
cording to lemma 8.6.21, at time 2 ·maxT ∈sbtrs(g)∥T ∥g, for each tree
T ∈ sbtrs(g), and each leaf ⃗g ∈ max vrtcsg(T ), a marked slowed-down
find-midpoint signal with origin g and reflection vertex ⃗g is sent from g
towards v; note that the set of all vertices ⃗g is equal to max vrtcsv(T gv )
(compare lemma 8.6.18). The marked signals reach v from the direction
towards g, which is the direction dirv(T gv ), at time 2 ·maxT ∈sbtrs(g)∥T ∥g+
3 · d(g, v) = d(g, v) + 2 · ∥T gv ∥v, whereupon
a. the count signal at v memorises the direction dirv(T gv ) and,
b. for each leaf ⃗g ∈ max vrtcsv(T gv ) and each direction d ∈ dir(v)∖
{dirv(T gv )}, a maybe-marked slowed-down find-midpoint signal
with origin g and reflection vertex ⃗g is sent from v in direction d.
Altogether, on the timeline, for the trees of sbtrs(v)∖ {Tˆ v} in non-
decreasing order with respect to the radius and at the same time for
trees with the same radius, the signals reach v and are sent from v. For
those trees whose radius is less than the second greatest radius among
the trees of sbtrs(v), which is maxT ∈sbtrs(v)∥T ∥v, the aforementioned
maybe-marked signals that are sent from v are unmarked (because the
memory of the count signal, after it is updated, does neither contain the
directions of dirv(sbtrs(v)) nor the direction dirv(Tˆ v)). And, for the
trees of sbtrs(v), the aforementioned maybe-marked signals that are
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g vv′
Figure 8.6.6: Schematic representation of the set-up of the inductive step of
the proof of lemma 8.6.27. The possible existence of subtrees
of vertices and their radii is hinted at by dashed triangles of
various sizes.
sent from v are marked (because the count signal, after it is updated,
has the memory dir(v)∖ {dirv(Tˆ v)}). Note that, if T gv ∈ sbtrs(v), then
Wg,v ∖ {v} = {g}, and otherwise, Wg,v ∖ {v} = ∅. In conclusion, at
time d(g, v) + 2 ·maxT ∈sbtrs(v)∥T ∥v, what is to be proven holds.
Inductive Step (see figure 8.6.6). Let v ∈ Ug such that nv ≥ 2 and such
that what is to be proven holds for each vertex v′ ∈ Ug with nv′ < nv,
which is the inductive hypothesis.
First, for each tree T ∈ sbtrs(v)∖ {T gv , Tˆ v}, the same as in the base
case happens.
Secondly, as in the base case, at time d(g, v) + 2 · ∥T gv ∥v, for each leaf
⃗v ∈ max vrtcsv(T gv ), an unmarked reflected find-midpoint signal with
origin v and reflection vertex ⃗v reaches v from direction dirv(T gv ).
Thirdly, let v′ be the neighbour of v in T gv . Then, v′ ∈ Vg,v∖{g} ⊆
Ug and nv′ < nv. According to the inductive hypothesis, at time
d(g, v′) + 2 ·maxT ′∈sbtrs(v′)∥T ′∥v′ ,
a. for each tree T ′ ∈ sbtrs(v′)∖{T gv′} and each leaf ⃗v′ ∈ max vrtcsv′(T ′),
a marked slowed-down find-midpoint signal with origin v′ and re-
flection vertex ⃗v′ is sent from v′ towards v, and,
b. for each vertex w′ ∈ Wg,v′ ∖ {v′}, each tree T ′ ∈ sbtrs(w′) ∖
{T gw′}, each leaf ⃗w′ ∈ max vrtcsw′(T ′), a marked slowed-down
find-midpoint signal with origin w′ and reflection vertex ⃗w′ is
sent from v′ towards v.
The marked signals reach v from from direction dirv(T gv ) at time d(g, v′)+
2 ·maxT ′∈sbtrs(v′)∥T ′∥v′ + 3 · d(v′, v) = d(g, v) + 2 · ∥T gv ∥v, whereupon
a. the count signal at v memorises the direction dirv(T gv ) and,
b. for each vertex w ∈ Wg,v′ , each tree T ∈ sbtrs(w)∖ {T gw}, each
leaf ⃗w ∈ max vrtcsw(T ), and each direction d ∈ dir(v)∖{dirv(T gv )},
a maybe-marked slowed-down find-midpoint signal with origin w
and reflection vertex ⃗w is sent from v in direction d.
Note that, if T gv ∈ sbtrs(v), then Wg,v ∖ {v} = Wg,v′ , and otherwise,
Wg,v ∖ {v} = ∅. With that it follows verbatim as in the base case, that
what is to be proven holds. ■
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That midpoints of maximum-weight direction-preserving paths are
recognised as such is shown in
Theorem 8.6.28. Let pˆ be a maximum-weight direction-preserving path
in G, let vˆ be the vertex on pˆ that is nearest to g, let vˆ1 and vˆ2 be the
two ends of pˆ such that d(vˆ, vˆ1) ≤ d(vˆ, vˆ2), and let mˆ be the midpoint
of pˆ. At time r+ d/2, at the midpoint mˆ,
a. if d(vˆ, vˆ1) = d(vˆ, vˆ2), two marked reflected find-midpoint signals
with origin vˆ and reflection vertices vˆ1 and vˆ2 collide, and
b. otherwise, a marked slowed-down find-midpoint signal with origin
vˆ and reflection vertex vˆ1 collides with a marked reflected find-
midpoint signal with origin vˆ and reflection vertex vˆ2. □
Proof Sketch. From a broad perspective and ignoring boundary
cases the following happens in the given order (see figure 8.6.7d). At
time 0, an initiate signal is sent from g towards vˆ. At time d(g, vˆ),
this signal reaches vˆ, whereupon find-midpoint signals with origin vˆ
are sent from vˆ in all directions. At time d(g, vˆ) + ∥T gvˆ ∥vˆ, the slow-
est but unmarked reflected find-midpoint signal with origin vˆ returns
to vˆ from the direction towards g. At time d(g, vˆ) + 2 · d(vˆ, vˆ1), the
slowest and marked reflected find-midpoint signal with origin vˆ re-
turns to vˆ from the direction towards vˆ1, whereupon a marked slowed-
down find-midpoint signal with origin vˆ is sent towards vˆ2. At time
d(g, vˆ) + 2 · d(vˆ, vˆ1) + 3 · d(vˆ, mˆ) = d(g, mˆ) + 2 · d(vˆ1, mˆ) = r + d/2,
this signal reaches mˆ. And, at the same time, which is equal to d(g, vˆ)+
d(vˆ, vˆ2) + d(vˆ2, mˆ), the slowest and marked reflected find-midpoint sig-
nal with origin vˆ that is on its way to return to vˆ from the direction
towards vˆ2 reaches mˆ. The two marked signals collide at mˆ recognising
it as the midpoint of a maximum-weight path.
The slowest reflected find-midpoint signal with origin vˆ that returns
to vˆ from the direction towards g is unmarked, because it reaches the
leaf it is reflected at later than the initiate signal and is never marked
in the first place. The slowest reflected find-midpoint signal with origin
vˆ that returns to vˆ from the direction towards vˆ1 is marked, because
it reaches the leaf vˆ1 alongside initiate signals and at each vertex on
its way back, it is the penultimate marked signal to return (this is
essentially lemma 8.6.21). For the same reason, the signal from the di-
rection towards vˆ2 is marked when it reaches mˆ. And, the slowed-down
find-midpoint signal with origin vˆ that reaches mˆ from the direction to-
wards vˆ is marked, because at each vertex it reaches on its way, it is the
penultimate marked signal to do so (this is essentially lemma 8.6.27).
Note that, for each vertex u on the path from g to mˆ except for g,
the direction towards g is added to the memory of the count signal at
u, because a marked slowed-down find-midpoint signal whose origin is
not u reaches u from that direction, and the other directions are added,
because marked reflected find-midpoint signals with origin u reach it
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from those directions; for all other vertices, the latter is the reason the
directions are added. ■
Proof. Let v1 and v2 be the neighbours of mˆ on pˆ such that d(v1, vˆ1) <
d(v2, vˆ1) (or, equivalently, d(v1, vˆ2) > d(v2, vˆ2)).
First, let d(vˆ, vˆ1) = d(vˆ, vˆ2) (see figures 8.6.7a and 8.6.7c). Then,
vˆ = mˆ, and, for each index i ∈ {1, 2}, we have vi ̸= g (because, if
g lies on pˆ, then g = vˆ = mˆ ̸= vi, and otherwise, g does not lie on
pˆ but vi does), and, vi is either a leaf or an element of Vg (because
max sbtrs(vi) consists of the tree of sbtrs(vi) that contains vˆj , where
j ∈ {1, 2}∖ {i}, and this tree, namely Tˆvi , contains g). Hence, accord-
ing to lemma 8.6.17 or lemma 8.6.21, for each index i ∈ {1, 2}, at time
d(g, vi) + 2 · d(vi, vˆi), a marked reflected find-midpoint signal with ori-
gin mˆ and reflection vertex vˆi is sent from vi towards mˆ, and at time
d(g, mˆ) + 2 · d(mˆ, vˆi) = r+ d/2, it reaches mˆ, where it collides with the
other signal.
Secondly, let d(vˆ, vˆ1) ̸= d(vˆ, vˆ2) (see figures 8.6.7b and 8.6.7d). Fur-
thermore, let Xg be the union of the set of leaves and the set Vg. Then,
vˆ ̸= mˆ, and either v1 = g = vˆ ∈ Xg or v1 ∈ Ug, and v2 ∈ Xg (because
otherwise, there would be a direction-preserving path with more weight
than pˆ, which contradicts that pˆ has maximum-weight).
According to lemma 8.6.17 or lemma 8.6.21, at time d(g, v2) + 2 ·
d(v2, vˆ2), a marked reflected find-midpoint signal with origin vˆ and
reflection vertex vˆ2 is sent from v2 towards mˆ, and at time d(g, v2) +
2 · d(v2, vˆ2) + d(v2, mˆ) = r+ d/2 it reaches mˆ.
If v1 = g = vˆ ∈ Xg, then, according to lemma 8.6.17 or lemma 8.6.21,
at time 2 · d(vˆ, vˆ1) (which is 0 in the case that v1 is a leaf, because in
this case v1 = vˆ = vˆ1), a marked slowed-down find-midpoint signal
with origin vˆ and reflection vertex vˆ1 is sent from vˆ towards mˆ, and at
time 2 · d(vˆ, vˆ1) + d(vˆ, mˆ) = r+ d/2, it reaches mˆ.
Otherwise, we have vˆ ∈ Wg,v1 ∖ {v1} (because, for each vertex v ∈
Vvˆ,v1 ∖{vˆ}, the set max sbtrs(v) consists of the tree of sbtrs(v) that
contains vˆ2, the tree T gv contains vˆ1, and due to the maximality of pˆ,
except for Tˆv, there can be no tree of sbtrs(v) with a greater radius
than T gv ), and hence, according to lemma 8.6.27, at time d(g, v1) + 2 ·
d(v1, vˆ1), a marked slowed-down find-midpoint signal with origin vˆ and
reflection vertex vˆ1 is sent from v1 towards mˆ, and at time d(g, v1) +
2 · d(v1, vˆ1) + d(v1, mˆ) = r+ d/2, it reaches mˆ.
In either case, at time r+ d/2, at the midpoint mˆ, a marked slowed-
down find-midpoint signal with origin vˆ and reflection vertex vˆ1 collides
with a marked reflected find-midpoint signal with origin vˆ and reflection
vertex vˆ2. ■
Remark 8.6.29. On the other hand, for each direction-preserving path
that does not have maximum-weight, whenever its midpoint is found,
one of the signals is unmarked and hence the midpoint is not falsely





























(d) g ̸= vˆ ̸= mˆ
Figure 8.6.7: Schematic representation of the set-up of the proof of theorem 8.6.28. Vertices are
depicted as dots, points that may or may not be vertices are depicted as circles, paths
that may consist of more than one edge are drawn dotted, and paths that consist of
precisely one edge are drawn solid.
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thought to be one of a maximum-weight path. The interested reader
may prove that for herself. □
8.6.3 Thaw Signals Traverse Midpoints and Thaw Synchronisation
of Edges Just in Time
The inverse of a path is its traversal from target to source as given in
Definition 8.6.30. Let p = (v0, e1, v1, . . . , en, vn) be a path in G. The
path inv(p) = (vn, en, . . . , v1, e1, v0) is called inverse of p. □ inverse inv(p) of p
Remark 8.6.31. The inverse of an empty path is the empty path itself.
□
Remark 8.6.32. The weight and the midpoint of the inverse of a path
is the same as the weight and the midpoint of the path itself. □
An undirected path does not know which of its ends is its source and
which is its target and it can be represented as in
Definition 8.6.33. Let ↔ be the equivalence relation on P given by equivalence
relation ↔ on Pp ↔ inv(p). Each equivalence class [p]↔ ∈ P/↔ is called undirected undirected path
[p]↔
path and the non-negative real number ω([p]↔) = ω(p) is called weight
of [p]↔. □ weight ω([p]↔) of
[p]↔Remark 8.6.34. The equivalence class of an empty path is the singleton
set that consists of the empty path. □
For each path p, the set(s) of paths with the same source (or target),
less weight, and midpoints on the continuum representation of p are
named in
Definition 8.6.35. For each direction-preserving path p ∈ P, let
Σp = {p′ ∈ P | σ(p′) = σ(p), ω(p′) < ω(p), and mp′ ∈ im p} set Σp
and let
Tp = {p′ ∈ P | τ (p′) = τ (p), ω(p′) < ω(p), and mp′ ∈ im p}. □ set Tp
Remark 8.6.36. Note that Tp = inv(Σinv(p)). □
Remark 8.6.37. Let p be a direction-preserving path of G. For each
path p′ ∈ Σp ∪ Tp, we have d(mp,mp′) = ω(p)/2− ω(p′)/2. □
The set of undirected direction-preserving paths can be turned into a
graph by having an edge from an undirected direction-preserving path
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to each such path that has one end in common with the path, has less
weight than the path, and has the greatest weight among the paths
with the former two properties. The edges can be weighted by the
distance of the midpoints of the undirected paths. The graph and its
edge-weighting are introduced in
Definition 8.6.38. Let VT = P /↔, let




ωT : ET → R≥0,
([p]↔, [p
′]↔) 7→ d(mp,mp′).




Remark 8.6.39. For each maximum-weight direction-preserving path
pˆ in G, the in-degree of [pˆ]↔ in GT is 0, because there are only edges to
equivalence classes of less-weight paths. □
Remark 8.6.40. For each edge ([p]↔, [p′]↔) of GT, we have ωT([p]↔,
[p′]↔) = ω(p)/2− ω(p′)/2. □
Remark 8.6.41. There is a bijection between the vertices of VT and
the set of all midpoint signals that are created by the signal machine
S. The reason is that each midpoint signal memorises two words of
directions in a set, one that leads from its position to one end of the
path it designates the midpoint of and the other to the other end;
because these words are stored in a set, the midpoint signal does not
differentiate between source and target of its path.
Each maximum-weight vertex of GT is a maximum-weight undirected
direction-preserving path in G and is, under suitable identifications
and definitions, a longest undirected direction-preserving path in the
continuum representation M of G. And, each minimum-weight vertex
of GT is one of weight 0, is an undirected empty path in G, and is, under
suitable identifications, an empty path in G and in M , and a vertex in
G and in M .
For each path pT in GT that starts in a maximum-weight vertex and
ends in a minimum-weight vertex, in the time evolution of the signal
machine S, there is a thaw signal that traverses the midpoint signals
represented by the vertices on the path in the order they occur on the
path such that the time the thaw signal takes to get from the vertex vT
on the path to the next vertex v′T on the path is precisely the weight of
the edge (vT, v′T), in particular, the time the thaw signal takes to reach
the end of its path is the weight of pT.
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To show that the synchronisation of all edges is thawed and finishes
at the same time, we have to show that, for each edge, there is a thaw
signal that collides with the midpoint signal of the edge and reaches the
end of its path at one end of the edge, and that all thaw signals reach
the ends of their paths at the same time. The former is equivalent to
showing that, for each edge e ∈ E with the two ends v0 and v1, there
is a maximum-weight direction-preserving path p in G such that there
is a path in GT from [p]↔ to [(v0, e, v1)]↔. And the latter is equivalent
to showing that the weights of all paths from maximum-weight vertices
to minimum-weight vertices in GT are the same. See corollary 8.6.46.
For each non-empty direction-preserving path p in G, the midpoint of
p is found at timemax{d(g,σ(p)), d(g, τ (p))}+ω(p)/2 (see lemma 8.6.4)
and, for each maximum-weight direction-preserving path pˆ in G, the
midpoint of pˆ is found at time r+ d/2 (see lemma 8.6.6). If the thaw
signals that emanate from the midpoints of maximum-weight direction-
preserving paths at the time r+ d/2 reach the ends of their paths after
the time span d/2, then synchronisation finishes at the optimal time
r + d. The condition is equivalent to showing that the weights of all
paths from maximum-weight vertices to minimum-weight vertices in GT
are equal to d/2. See corollary 8.6.46. □
The thaw signals that spread from the midpoint signal of a path p
eventually collide with the midpoint signals of all paths that have the
same source or target as p, less weight, and whose midpoints lie on p.
This is what is essentially shown in
Lemma 8.6.42. Let p be a path in G and let p′ ∈ Σp ∪ Tp. There is a
path from [p]↔ to [p′]↔ in GT. □
Proof. case 1: p′ ∈ Σp. If p′ ∈ argmaxp′′∈Σp ω(p′′), then ([p]↔,
[p′]↔) ∈ ET and the path consisting of this edge is one from [p]↔
to [p′]↔. Otherwise, there is a q ∈ argmaxp′′∈Σp ω(p′′) such that
ω(p′) < ω(q). Then, ([p]↔, [q]↔) ∈ ET. And, because {p′, q} ⊆
Σp, we have σ(p′) = σ(p) = σ(q). Thus, because q(ω(q)/2) =
mq ∈ im p, the paths q and p are direction-preserving, and the
multigraph G is a tree, we have q↾[0,ω(q)/2] = p↾[0,ω(q)/2] and,
analogously, we have p′↾[0,ω(p′)/2] = p↾[0,ω(p′)/2]. Hence, because
ω(p′) < ω(q),
mp′ = p′(ω(p′)/2) = p(ω(p′)/2) = q(ω(p′)/2) ∈ im q.
Therefore, p′ ∈ Σq. Now, if p′ ∈ argmaxp′′∈Σq ω(p′′), then ([q]↔,
[p′]↔) ∈ ET, and the path consisting of the edges ([p]↔, [q]↔) and
([q]↔, [p′]↔) is a path from [p]↔ to [p′]↔. Otherwise, because VT
is finite and ω(q) > ω(p′), it follows by induction that there is a
path from [q]↔ to [p′]↔ and therefore one from [p]↔ to [p′]↔.
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case 2: p′ ∈ Tp. Then, inv(p′) ∈ Σinv(p). Hence, according to the
first case, there is a path from [inv(p)]↔ to [inv(p′)]↔. Therefore,
because [p]↔ = [inv(p)]↔ and [p′]↔ = [inv(p′)]↔, there is a path
from [p]↔ to [p′]↔. ■
Each midpoint signal of a path eventually collides with a match-
ing thaw signal that originated at the midpoint of a maximum-weight
direction-preserving path. This is what is essentially shown in
Lemma 8.6.43. Let p be a direction-preserving path in G. There is a
maximum-weight direction-preserving path pˆ in G such that there is a
path from [pˆ]↔ to [p]↔ in GT. □
Proof. If p is a maximum-weight path, then the path pˆ = p in G
and the empty path ([p]↔) in GT have the desired properties. From
now on, let p not be a maximum-weight path. Furthermore, let pˆ be
a maximum-weight path in G and let pd be the minimum-weight path
in G such that σ(pd) lies on p and τ (pd) lies on pˆ. Then, there are
paths p1 and p2 in G such that p1 • p2 = p and τ (p1) = σ(pd) as well
as τ (inv(p2)) = σ(pd). And, there are paths pˆ1 and pˆ2 in G such that
pˆ1 • pˆ2 = pˆ and τ (pd) = σ(pˆ2) as well as τ (pd) = σ(inv(pˆ1)). Let
q1 =
{





p2, if ω(p1) ≥ ω(p2),
inv(p1), otherwise,
and let q = q1 • q2. Furthermore, let
qˆ1 =
{





pˆ2, if ω(pˆ2) ≥ ω(pˆ1),
inv(pˆ1), otherwise,
and let qˆ = qˆ1 • qˆ2. Moreover, let p′ = q1 • pd • qˆ2. Then, q ∈ {p, inv(p)}
as well as qˆ ∈ {pˆ, inv(pˆ)}. And, ω(q1) ≥ ω(q2) as well as ω(qˆ1) ≤ ω(qˆ2).
And, τ (p′) = τ (qˆ) as well as σ(q) = σ(p′). And, because ω(q1) ≥ ω(q2),
we have mq ∈ im q1 ⊆ im p′.
case 1: p′ is a maximum-weight path. Then, because p is not a
maximum-weight path, we have ω(q) = ω(p) < ω(p′). Hence,
because σ(q) = σ(p′) and mq ∈ im p′, we have q ∈ Σp′ . In con-
clusion, according to lemma 8.6.42, there is a path from [p′]↔ to
[p]↔ = [q]↔.
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case 2: p′ is not a maximum-weight path. Then, ω(q1 • pd • qˆ2) =
ω(p′) < ω(qˆ) = ω(qˆ1 • qˆ2) and thus ω(q1 • pd) < ω(qˆ1), in partic-
ular, ω(q1) < ω(qˆ1). Hence, because ω(q2) ≤ ω(q1) < ω(qˆ1) ≤
ω(qˆ2), we have ω(q) = ω(q1) + ω(q2) < ω(q1) + ω(qˆ2) ≤ ω(p′).
And, because ω(q1 • qd) < ω(qˆ1) ≤ ω(qˆ2), we have mp′ ∈ im qˆ2 ⊆
im qˆ. And, recall that mq ∈ im p′. Altogether, because τ (p′) =
τ (qˆ) and σ(q) = σ(p′), we have p′ ∈ Tqˆ and q ∈ Σp′ . Therefore,
according to lemma 8.6.42, there is a path from [pˆ]↔ = [qˆ]↔ to
[p′]↔ and there is a path from [p′]↔ to [q]↔ = [p]↔. In conclusion,
there is a path from [pˆ]↔ to [p]↔. ■
The time it takes a thaw signal from the midpoint of a path to
collide with the midpoint signal of a matching path is given by half the
former path’s length minus half the latter path’s length. This is what
is essentially shown in
Lemma 8.6.44. For each path pT in GT, the weight of pT is equal to
ω(σ(pT))/2− ω(τ (pT))/2. □
Proof. We prove the statement by induction.
Base Case. Each empty path pT in GT has weight 0, has the same
source and target vertices, and ω(σ(pT))/2− ω(τ (pT))/2 is equal to 0
as needed.
Inductive Step. Let pT = ([p0]↔, [p1]↔, . . . , [pn]↔) be a non-empty path
in GT such that the weight of the subpath ([p1]↔, . . . , [pn]↔) is equal to
ω([p1]↔)/2−ω([pn]↔)/2. Then, according to remark 8.6.40, we have
ωT([p0]↔, [p1]↔) = d(mp0 ,mp1) = ω(p0)/2− ω(p1)/2 = ω([p0]↔)/2−
ω([p1]↔)/2. Hence, the weight of the path pT is equal to ω([p0]↔)/2−
ω([p1]↔)/2+ ω([p1]↔)/2− ω([pn]↔)/2 = ω([p0]↔)/2− ω([pn]↔)/2.
■
The time it takes a thaw signal from a maximum-weight direction-
preserving path to collide with the midpoint signal of a matching path
is essentially given in
Corollary 8.6.45. For each maximum-weight direction-preserving path
pˆ in G such that there is a path from [pˆ]↔ to [p]↔ in GT, the weight of
this path is d/2− ω(p)/2. □
Proof. This is a direct consequence of lemma 8.6.44 with the fact
that ω(pˆ) = d. ■
The time it takes a thaw signal from a maximum-weight direction-
preserving path to collide with the midpoint signal of an edge it thaws
and to reach the ends of the edge is essentially given in
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Corollary 8.6.46. Let e be an edge of G, and let v0 and v1 be the two
ends of e. There is a maximum-weight direction-preserving path pˆ such
that there is a path from [pˆ]↔ to [(v0, e, v1)]↔ and all such paths have
weight d/2−ω(e)/2, and there are also paths from [pˆ]↔ to [(v0)]↔ and
to [(v1)]↔ and all such paths have weight d/2. □
Proof. This is a direct consequence of lemma 8.6.43 and corollary
8.6.45. ■
A
ZORN ’ S LEMMA
Definition A.0.1. Let I be a set and let ≤ be a binary relation on
I. The relation ≤ is called preorder on I and the tuple (I,≤) is called preorder ≤ on I
preordered set if and only if the relation ≤ is reflexive and transitive. □ preordered set
(I,≤)
Definition A.0.2. Let ≤ be a preorder on I. It is called partial order partial order ≤ on
Ion I and the preordered set (I,≤) is called partially ordered set if and
partially ordered
set (I,≤)only if the relation ≤ is antisymmetric. □
Definition A.0.3. Let ≤ be a partial order on I. It is called total total order ≤ on I
order on I and the partially ordered set (I,≤) is called totally ordered totally ordered set
(I,≤)set if and only if the relation ≤ is total. □
Definition A.0.4. Let ≤ be a preorder on I and let i be an element
of I. The element i is called maximal in (I,≤) if and only if maximal in (I,≤)
∀ i′ ∈ I : (i′ ≥ i =⇒ i′ ≤ i). □
Definition A.0.5. Let ≤ be a preorder on I and let J be a subset of
I. The set J is called chain in (I,≤) if and only if the restriction of ≤ chain in (I,≤)
to J is a total order on J . □
Lemma A.0.6 (Zorn’s Lemma; Kazimierz Kuratowski, 1922; Max Au-
gust Zorn, 1935). Let (I,≤) be a preordered set such that each chain
in (I,≤) has an upper bound. Then, there is a maximal element in
(I,≤). □
Proof. See section 16 in [Hal60] for the proof of the case that ≤
is a partial order. The general case follows from this case, because
each preorder ≤ on I induces a partial order on I/∼, where ∼ is the
equivalence relation on I given by i ∼ i′ if and only if i ≤ i′ and





Most of the theory of topologies as presented here may be found in
more detail in Appendix A in the monograph „Cellular Automata and
Groups“[CC10].
b.1 topologies
Definition B.1.1. Let X be a set and let T be a set of subsets of X.
The set T is called topology on X if and only if topology T on X
a. {∅,X} is a subset of T ,
b. for each family {Oi}i∈I of elements in T , the union
⋃
i∈I Oi is an
element of T ,
c. for each finite family {Oi}i∈I of elements in T , the intersection⋂
i∈I Oi is an element of T . □
Definition B.1.2. Let X be a set, and let T and T ′ be two topologies
on X. The topology T is called
a. coarser than T ′ if and only if T ⊆ T ′; coarser than T ′
b. finer than T ′ if and only if T ⊇ T ′. □ finer than T ′
Definition B.1.3. Let X be a set and let T be a topology on X. The
tuple (X, T ) is called topological space, each subset O of X with O ∈ T topological space
(X, T )is called open in X, each subset A of X with X∖A ∈ T is called closed
open set O in Xin X, and each subset U of X that is both open and closed is called
closed set A in Xclopen in X.
clopen set U in XThe set X is said to be equipped with T if and only if it shall be
equipped with Timplicitly clear that T is the topology on X being considered. The set
X is called topological space if and only if it is implicitly clear what topological space X
topology on X is being considered. □
Example B.1.4. Let X be a set. The set P(X) is the finest topology
on X. Itself as well as the topological space (X,P(X)) are called
discrete. □ discrete topology
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Definition B.1.5. Let X be a set, let (X ′, T ′) be a topological space,
and let f be a map from X to X ′. The set
T = {f−1(O′) | O′ ∈ T ′}
is a topology on X and called induced on X by f . □induced topology
on X by f
Definition B.1.6. Let (X, T ) be a topological space, let Y be a subset
of X, and let ι be the canonical injection from Y to X. The topology
S on Y induced by ι is called subspace and the topological space (Y ,S)subspace topology
is called subspace of (X, T ). □subspace of (X, T )
Remark B.1.7. Let (X, T ) be a topological space and let Y be a subset
of X. The subspace topology on Y is {O ∩ Y | O ∈ T }. □
Definition B.1.8. Let (X, T ) be a topological space and let B be a
subset of T .
a. The set B is called base of T if and only ifbase B of T








Bi | Bi ∈ B, i ∈ {1, 2, . . . ,n},n ∈N+}
is a base of T . □
Definition B.1.9. Let (X, T ) be a topological space, let x be a point
of X, and let N be a subset of X. The set N is called neighbourhoodneighbourhood N
of x of x if and only if there is an open subset O of X such that x ∈ O and
O ⊆ N . □
Definition B.1.10. Let (X, T ) be a topological space, let x be a point
of X, and let Bx be a set of neighbourhoods of x. The set Bx is called
neighbourhood base of x if and only if, for each neighbourhood N of x,neighbourhood base
Bx of x there is a neighbourhood Bx ∈ Bx such that Bx ⊆ N . □
Definition B.1.11. Let (X, T ) be a topological space and let x be a




Definition B.2.1. Let ≤ be a preorder on I. It is called directed anddirected preorder
≤ on I the preordered set (I,≤) is called directed set if and only if
directed set (I,≤)
∀ i ∈ I ∀ i′ ∈ I ∃ i′′ ∈ I : i ≤ i′′ ∧ i′ ≤ i′′. □
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Definition B.2.2. Let ≤ be a preorder on I, let J be a subset of I,
and let i be an element of I. The element i is called upper bound of J upper bound of J
in (I,≤)in (I,≤) if and only if
∀ i′ ∈ J : i′ ≤ i. □
Remark B.2.3. In the definition of directed sets, the element i′′ is an
upper bound of {i, i′} in (I,≤). □
Definition B.2.4. Let I be a set, let ≤ be a binary relation on I, and
let {mi}i∈I be a family of elements in M indexed by I. The family
{mi}i∈I is called net in M indexed by (I,≤) if and only if the tuple net {mi}i∈I in M
indexed by (I,≤)(I,≤) is a directed set. □
Definition B.2.5. Let {mi}i∈I and {m′j}j∈J be two nets in M . The
net {m′j}j∈J is called subnet of {mi}i∈I if and only if there is a map subnet {m′j}j∈J of
{mi}i∈If : J → I such that {m′j}j∈J = {mf (j)}j∈J and
∀ i ∈ I ∃ j ∈ J : ∀ j′ ∈ J :
(
j′ ≥ j =⇒ f(j′) ≥ i
)
. □
Definition B.2.6. Let (X, T ) be a topological space, let {xi}i∈I be a
net in X indexed by (I,≤), and let x be a point of X. The net {xi}i∈I
is said to converge to x and x is called limit point of {xi}i∈I if and only {xi}i∈I converges
to x
limit point x of
{xi}i∈I
if
∀O ∈ Tx ∃ i0 ∈ I : ∀ i ∈ I : (i ≥ i0 =⇒ xi ∈ O). □
Definition B.2.7. Let (X, T ) be a topological space and let {xi}i∈I
be a net in X indexed by (I,≤). The net {xi}i∈I is called convergent convergent net
if and only if there is a point x ∈ X such that it converges to x. □
Remark B.2.8. Let {mi}i∈I be a net that converges to x. Each subnet
{m′j}j∈J of {mi}i∈I converges to x. □
Definition B.2.9. Let (X, T ) be a topological space and let Y be a





A closure Y of Y in
X
is called closure of Y in X. □
Lemma B.2.10. Let (X, T ) be a topological space, let Y be a subset of
X, and let x be an element of X. Then, x ∈ Y if and only if there is
a net {yi}i∈I in Y that converges to x. □
Proof. See proposition A.2.1 in [CC10]. ■
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Definition B.2.11. Let (X, T ) be a topological space. It is HausdorffHausdorff
if and only if
∀x ∈ X ∀x′ ∈ X ∖ {x} ∃O ∈ Tx ∃O′ ∈ Tx′ : O ∩O′ = ∅. □
Lemma B.2.12. Let (X, T ) be a topological space. It is Hausdorff if
and only if each convergent net in X has exactly one limit point. □
Proof. See proposition A.2.2 in [CC10]. ■
Definition B.2.13. Let (X, T ) be a Hausdorff topological space, let
{xi}i∈I be a convergent net in X indexed by (I,≤), and let x be the









Definition B.2.14. Let (X, T ) be a topological space, let {xi}i∈I be
a net in X indexed by (I,≤), and let x be an element of X. The point
x is called cluster point of {xi}i∈I if and only ifcluster point x of
{xi}i∈I
∀O ∈ Tx ∀ i ∈ I ∃ i′ ∈ I : (i′ ≥ i∧ xi′ ∈ O). □
Lemma B.2.15. Let (X, T ) be a topological space, let {xi}i∈I be a net
in X indexed by (I,≤), and let x be an element of X. The point x is
a cluster point of {xi}i∈I if and only if there is a subnet of {xi}i∈I that
converges to x. □
Proof. See proposition A.2.3 in [CC10]. ■
Definition B.2.16. Let (X, T ) and (X ′, T ′) be two topological spaces
and let f be a map from X to X ′. The map f is called continuous ifcontinuous map
and only if
∀O′ ∈ T ′ : f−1(O′) ∈ T . □
Lemma B.2.17. Let (X, T ) and (X ′, T ′) be two topological spaces, let
f be a continuous map from X to X ′, let {xi}i∈I be a net in X, and
let x be an element of X.
a. If x is a limit point of {xi}i∈I , then f(x) is a limit point of
{f(xi)}i∈I .
b. If x is a cluster point of {xi}i∈I , then f(x) is a cluster point of
{f(xi)}i∈I . □
Proof. See the last paragraph of section A.2 in [CC10]. ■
Lemma B.2.18. Let (X, T ) and (X ′, T ′) be two topological spaces, and
let f be a map from X to X ′. The map f is continuous if and only
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if, for each point x ∈ X and each open neighbourhood N ′ of f(x), the
preimage f−1(N ′) is an open neighbourhood of x. □
Proof. See proposition 2.4.2 of section 2.4 in [Wal14]. ■
Definition B.2.19. Let R = R∪{−∞,+∞} be the affinely extended
real numbers and let {ri}i∈I be a net in R indexed by (I,≤).
a. The limit of the net {infi′≥i ri′}i∈I is called limit inferior of limit inferior
lim infi∈I ri of
{ri}i∈I
{ri}i∈I and denoted by lim inf i∈I ri.
b. The limit of the net {supi′≥i ri′}i∈I is called limit superior of limit superior
lim supi∈I ri of
{ri}i∈I
{ri}i∈I and denoted by lim supi∈I ri. □
b.3 initial and product topologies
Definition B.3.1. Let X be a set, let I be a set, and, for each index
i ∈ I, let (Yi, Ti) be a topological space and let fi be a map from X
to Yi. The coarsest topology on X such that, for each index i ∈ I, the
map fi is continuous, is called initial with respect to {fi}i∈I . □ initial topology
with respect to
{fi}i∈IRemark B.3.2. The initial topology is explicitly constructed in sec-
tion A.3 in [CC10]. □
Lemma B.3.3. Let (X, T ) be a topological space, where T is the initial
topology with respect to {fi : X → Yi}i∈I , let (Z,S) be a topological
space, and let g be a map from Z to X. The map g is continuous if
and only if, for each index i ∈ I, the map fi ◦ g is continuous. □
Proof. See the last paragraph of section A.3 in [CC10]. ■
Lemma B.3.4. Let (X, T ) be a topological space, where T is the initial
topology with respect to {fi : X → Yi}i∈I , let {xi′}i′∈I′ be a net in X,
and let x be a point in X. The point x is a limit point or cluster point
of {xi′}i′∈I′ if and only if, for each index i ∈ I, the point fi(x) is a
limit point or cluster point of {fi(xi′)}i′∈I′. □
Proof. See the last paragraph of section A.3 in [CC10]. ■
Definition B.3.5. Let {(Xi, Ti)}i∈I be a family of topological spaces,
let X be the set ∏i∈I Xi, and, for each index i ∈ I, let πi be the
canonical projection of X onto Xi. The initial topology on X with






Remark B.3.6. The product topology on X has for a base the sets∏
i∈I Oi, where, for each index i ∈ I, the set Oi is an open subset of
Xi, and the set {i ∈ I | Oi ̸= Xi} is finite. □
Definition B.3.7. Let {(Xi, Ti)}i∈I be a family of discrete topological
spaces and let X be the set ∏i∈I Xi. The product topology on X is
called prodiscrete. □prodiscrete
topology
Lemma B.3.8. Let {(Xi, Ti)}i∈I be a family of Hausdorff topological
spaces. The set ∏i∈I Xi, equipped with the product topology, is Haus-
dorff. □
Proof. See proposition A.4.1 in [CC10]. ■
Definition B.3.9. Let (X, T ) be a topological space and let D be a
subset of X. The set D is called connected if and only ifconnected subset
∀O ∈ T ∀O′ ∈ T :
(
O ∩D ̸= ∅ ∧O′ ∩D ̸= ∅ ∧O ∩O′ ∩D = ∅
=⇒ O ∪O′ ⊉ D
)
. □
Definition B.3.10. Let (X, T ) be a topological space. It is called
totally disconnected if and only if, for each non-empty and connectedtotally
disconnected
topological space
subset D of X, we have |D| = 1. □
Lemma B.3.11. Let {(Xi, Ti)}i∈I be a family of totally disconnected
topological spaces. The set ∏i∈I Xi, equipped with the product topology,
is totally disconnected. □
Proof. See proposition A.4.2 in [CC10]. ■
Lemma B.3.12. Let {(Xi, Ti)}i∈I be a family of topological spaces and,
for each index i ∈ I, let Ai be a closed subset of Xi. The set ∏i∈I Ai
is a closed subset of ∏i∈I Xi, equipped with the product topology. □
Proof. See proposition A.4.3 in [CC10]. ■
b.4 compactness
Definition B.4.1. Let (X, T ) be a topological space and let {Oi}i∈I
be a family of elements of T . The family {Oi}i∈I is called open coveropen cover
{Oi}i∈I of X of X if and only if ⋃i∈I Oi = X. □
Definition B.4.2. Let (X, T ) be a topological space. It is called
compact if and only if, for each open cover {Oi}i∈I of X, there is acompact
topological space finite subset J of I such that {Oj}j∈J is an open cover of X. □
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Definition B.4.3. Let M be a set and let {Di}i∈I be a family of
subsets of M . The family {Di}i∈I is said to have the finite intersection finite intersection
property of
{Di}i∈I
property if and only if, for each finite subset J of I, we have ⋂j∈J Dj ̸=
∅. □
Lemma B.4.4. Let (X, T ) be a topological space. It is compact if and
only if, for each family {Ai}i∈I of closed subsets of X that has the finite
intersection property, we have ⋂i∈I Ai ̸= ∅. □
Proof. See the first paragraph of section A.5 in [CC10]. ■
Theorem B.4.5. Let (X, T ) be a topological space. The following three
statements are equivalent:
a. The space (X, T ) is compact.
b. Each net in X has a cluster point with respect to T .
c. Each net in X has a convergent subnet with respect to T . □
Proof. See theorem A.5.1 in [CC10]. ■
Theorem B.4.6 (Andrey Nikolayevich Tikhonov, 1935). Let {(Xi, Ti)}i∈I
be a family of compact topological spaces. The set ∏i∈I Xi, equipped
with the product topology, is compact. □
Proof. See theorem A.5.2 in [CC10]. ■
Corollary B.4.7. Let {(Xi, Ti)}i∈I be a family of finite topological
spaces. The set ∏i∈I Xi, equipped with the product topology, is compact.
□




Most of the theory of uniformities as presented here may be found in
more detail in Appendix B in the monograph „Cellular Automata and
Groups“[CC10].
Definition C.0.1. Let X be a set. The set ∆X = {(x,x) | x ∈ X} is
called diagonal in X ×X. □ diagonal ∆X in
X ×X
Definition C.0.2. Let X be a set, let R be a subset of X ×X, and
let y be an element of X. The set R[y] = {x ∈ X | (x, y) ∈ R} is called
y-th column in R. □ y-th column R[y]
in R
Definition C.0.3. Let X be a set and let R be a subset of X ×X.
The set R−1 = {(y,x) | (x, y) ∈ R} is called inverse of R. The set R inverse R−1 of R
is called symmetric if and only if R−1 = R. □ symmetric subset
R of X ×X
Definition C.0.4. Let X be a set, and let R and R′ be two subsets of
X ×X. The set R′ ◦R = {(x, z) | ∃ y ∈ X : (x, y) ∈ R∧ (y, z) ∈ R′} is
called composition of R and R′. □ composition R′ ◦R
of R and R′
Definition C.0.5. Let X be a set and let U be a set of subsets of
X ×X. The set U is called uniformity on X if and only if uniformity U on X
U ̸= ∅,
∀E ∈ U : ∆X ⊆ E,
∀E ∈ U ∀E′ ⊆ X ×X : (E ⊆ E′ =⇒ E′ ∈ U),
∀E ∈ U ∀E′ ∈ U : E ∩E′ ∈ U ,
∀E ∈ U : E−1 ∈ U ,
∀E ∈ U ∃E′ ∈ U : E′ ◦E′ ⊆ E. □
Definition C.0.6. Let X be a set and let U be a uniformity on X.
The tuple (X,U) is called uniform space and each element E ∈ U is uniform space
(X,U)called entourage of X.
entourage E of XThe set X is said to be equipped with U if and only if it shall be
equipped with Uimplicitly clear that U is the uniformity on X being considered. The
set X is called uniform space if and only if it is implicitly clear what uniform space X
uniformity on X is being considered. □
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Example C.0.7. Let X be a set and let U be the set of all subsets of
X ×X that contain ∆X . Then, U is the finest uniformity on X. Itself
as well as the uniform space (X,U) are called discrete. □discrete uniformity
Definition C.0.8. Let (X,U) be a uniform space. The set
{O ⊆ X | ∀x ∈ O ∃E ∈ U : E[x] = O}
is a topology on X and called induced by U . □topology on X
induced by U
Example C.0.9. Let (X,U) be a discrete uniform space. The topology
induced by U is the discrete topology on X. However, there are non-
discrete uniformities whose induced topologies are discrete. □
Remark C.0.10. Let (X,U) and (X ′,U ′) be two uniform spaces, let
T and T ′ be the respective topologies on X and X ′ induced by U and
U ′, and let f be a map from X to X ′. The map f is continuous if and
only if, for each point x ∈ X and each entourage E′ ∈ U ′, there is an
entourage E ∈ U such that f(E[x]) ⊆ E′[f(x)]. □
Definition C.0.11. Let (X,U) be a uniform space and let B be a
subset of U .
a. The set B is called base of U if and only ifbase B of U
∀E ∈ U ∃B ∈ B : B ⊆ E.




Bi | Bi ∈ B, i ∈ {1, 2, . . . ,n},n ∈N+}
is a base of U . □
Lemma C.0.12. Let X be a set and let B be a set of subsets of X ×X.
a. The set B is a base of a uniformity on X if and only if
B ̸= ∅,
∀B ∈ B : ∆X ⊆ B,
∀B ∈ B ∀B′ ∈ B ∃B′′ ∈ B : B′′ ⊆ B ∩B′,
∀B ∈ B ∃B′ ∈ B : B′ ⊆ B−1,
∀B ∈ B ∃B′ ∈ B : B′ ◦B′ ⊆ B.
b. The set B is a subbase of a uniformity on X if and only if
B ̸= ∅,
∀B ∈ B : ∆X ⊆ B,
∀B ∈ B ∃B′ ∈ B : B′ ⊆ B−1,
∀B ∈ B ∃B′ ∈ B : B′ ◦B′ ⊆ B. □
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Definition C.0.13. Let X be a set and let B be a base or subbase of
a uniformity on X. The uniformity U that has B for a base or subbase
respectively is uniquely determined and called generated by B. □ uniformity
generated by B
Definition C.0.14. Let I be a set and, for each index i ∈ I, let fi be












{xi}i∈I 7→ {fi(xi)}i∈I ,
is called product of {fi}i∈I and, if I is the set {1, 2, . . . , |I|}, then it is
also denoted by f1 × f2 × · · · × f|I|. □ f1 × f2 × · · · × f|I|
Definition C.0.15. Let X be a set, let (X ′,U ′) be a uniform space,
and let f be a map from X to X ′. The set
B = {(f × f)−1(E′) | E′ ∈ U ′}
is a base of a uniformity on X and the uniformity on X it generates is
called induced on X by f . □ uniformity on X
induced by f
Definition C.0.16. Let (X,U) be a uniform space, let Y be a subset
of X, and let ι be the canonical injection from Y to X. The uniformity
V on Y induced by ι is called subspace and the uniform space (Y ,V) is subspace
uniformitycalled subspace of (X,U). □
subspace of (X,U)
Remark C.0.17. Let (X,U) be a uniform space and let Y be a subset
of X. The subspace uniformity on Y is {E ∩ (Y × Y ) | E ∈ U}. □
Definition C.0.18. Let (X,U) and (X ′,U ′) be two uniform spaces
and let f be a map from X to X ′. The map f is called uniformly uniformly
continuous mapcontinuous if and only if
∀E′ ∈ U ′ ∃E ∈ U : (f × f)(E) ⊆ E′. □
Remark C.0.19. The map f is uniformly continuous if and only if
∀E′ ∈ U ′ : (f × f)−1(E′) ∈ U . □
Lemma C.0.20. Let (X,U) and (X ′,U ′) be two uniform spaces, let f
be a map from X to X ′, and let B′ be a base or subbase of U ′. The map
f is uniformly continuous if and only if
∀B′ ∈ B′ : (f × f)−1(B′) ∈ U . □
Proof. Compare the second paragraph of section B.2 in [CC10]. ■
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Lemma C.0.21. Let (X,U) and (X ′,U ′) be two uniform spaces, let f
be a map from X to X ′, and let B and B′ be two bases or subbases of U
and U ′ respectively. The map f is uniformly continuous if and only if
∀B′ ∈ B′ ∃B ∈ B : (f × f)(B) ⊆ B′. □
Proof. Compare the second paragraph of section B.2 in [CC10]. ■
Lemma C.0.22. Let (X,U) and (X ′,U ′) be two uniform spaces and
let f be a uniformly continuous map from X to X ′. The map f is
continuous, where X and X ′ are equipped with the topologies induced
by U and U ′ respectively. □
Proof. See proposition B.2.2 in [CC10]. ■
Theorem C.0.23. Let (X,U) and (X ′,U ′) be two uniform spaces such
that X, equipped with the topology induced by U , is compact. Each
continuous map f : X → X ′ is uniformly continuous. □
Proof. See theorem B.2.3 in [CC10]. ■
Definition C.0.24. Let (X,U) and (X ′,U ′) be two uniform spaces,
and let f be a map from X to X ′. The map f is called uniformuniform
isomorphism isomorphism if and only if it is bijective, and both f and f−1 are
uniformly continuous. □
Definition C.0.25. Let (X,U) and (X ′,U ′) be two uniform spaces,
and let f be a map from X to X ′. The map f is called uniformuniform embedding
embedding if and only if it is injective and f↾X→f (X) is a uniform iso-
morphism. □
Lemma C.0.26. Let (X,U) and (X ′,U ′) be two uniform spaces such
that X is compact and X ′ is Hausdorff. Furthermore, let f be a con-
tinuous and injective map from X to X ′. The map f is a uniform
embedding. □
Proof. See proposition B.2.5 in [CC10]. ■
Definition C.0.27. Let X be a set, let I be a set, and, for each index
i ∈ I, let (Xi,Ui) be a uniform space and let fi be a map from X to Xi.
The coarsest uniformity on X such that, for each index i ∈ I, the map
fi is uniformly continuous, is called initial with respect to {fi}i∈I . □initial uniformity
with respect to
{fi}i∈I Definition C.0.28. Let {(Xi,Ui)}i∈I be a family of uniform spaces,
let X be the set ∏i∈I Xi, and, for each index i ∈ I, let πi be the
canonical projection from X onto Xi. The initial uniformity on X
with respect to {πi}i∈I is called product. □product uniformity
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Remark C.0.29. The product uniformity on X has for a base the sets∏
i∈I Ei, where, for each index i ∈ I, the set Ei is an entourage of Xi,











Xi) = X ×X. □
Definition C.0.30. Let {(Xi,Ui)}i∈I be a family of discrete uniform
spaces and let X be the set ∏i∈I Xi. The product uniformity on X is
called prodiscrete. □ prodiscrete
uniformity
Remark C.0.31. LetM andQ be two sets. The prodiscrete uniformity
on QM = ∏m∈M Q has for a base the sets




Most of the theory of dual spaces as presented here may be found in
more detail in Appendix F in the monograph „Cellular Automata and
Groups“[CC10].
Definition D.0.1. Let X be an R-vector space and let X be equipped
with a topology. The R-vector space X is called topological if and only topological
R-vector space Xif the maps + : X ×X → X, (x,x′) 7→ x+ x′, and · : R×X → X,
(r,x) 7→ r · x, are continuous, where X ×X and R×X are equipped
with their respective product topology. □
Definition D.0.2. Let X be an R-vector space and let Y be a subset
of X. The set Y is called convex if and only if convex subset of X
∀(y, y′) ∈ Y × Y ∀ t ∈ [0, 1] : ty+ (1− t)y′ ∈ Y . □
Definition D.0.3. Let X be a topological R-vector space. It is called




In the remainder of this chapter, let (X, ∥_∥) be a normed R-vector
space.
Definition D.0.4. The vector space
X∗ = {ψ : X → R | ψ is linear and continuous} topological dual
space X∗ of X
with pointwise addition and scalar multiplication is called topological
dual space of X and each map ψ ∈ X∗ is called continuous linear continuous linear
functional ψfunctional. □
Definition D.0.5. The norm





is called operator norm on X∗. And, the topology on X∗ induced by




Definition D.0.6. Let x be an element of X. The map
evx : X∗ → R,evaluation map
evx at x ψ 7→ ψ(x),
is called evaluation map at x. □
Definition D.0.7. The initial topology onX∗ with respect to {evx}x∈X
is called weak-∗ topology on X∗. □weak-∗ topology on
X∗
Lemma D.0.8. Let {ψi}i∈I be a net in X∗, let ψ be an element of
X∗, and let X∗ be equipped with the weak-∗ topology. The net {ψi}i∈I
converges to ψ if and only if, for each element x ∈ X, the net {ψi(x)}i∈I
converges to ψ(x). □
Proof. This is a direct consequence of lemma B.3.4. ■
Lemma D.0.9. The weak-∗ topology on X∗ is coarser than the strong
topology on X∗. □
Proof. This holds because the evaluation maps are continuous with
respect to the strong topology on X∗. ■
Corollary D.0.10. Let {ψi}i∈I be a net in X∗ that converges to ψ
with respect to the strong topology on X∗. The net {ψi}i∈I converges
to ψ with respect to the weak-∗ topology on X∗. □
Proof. This is a direct consequence of lemma D.0.9. ■
Lemma D.0.11. Let X∗ be equipped with the weak-∗ topology and let ψ
be an element of X∗. An open neighbourhood base of ψ is given by the
sets
B(ψ,F , ε) = {ψ′ ∈ X∗ | ∀x ∈ F : |ψ(x)−ψ′(x)| < ε},
for F ⊆ X finite and ε ∈ R>0. □B(ψ,F , ε), for
ψ ∈ X∗, F ⊆ X
finite, and
ε ∈ R>0 Proof. Compare the third paragraph of section F.2 in [CC10]. ■
Corollary D.0.12. Let X∗ be equipped with the weak-∗ topology. The
space X∗ is locally convex. □
Proof. See the third paragraph of section F.2 in [CC10]. ■
Lemma D.0.13. The space X∗, equipped with the weak-∗ topology, is
Hausdorff. □
Proof. See the last paragraph of section F.2 in [CC10]. ■
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Theorem D.0.14 (Stefan Banach, 1932; Leonidas Alaoglu, 1940). Let
X∗ be equipped with the weak-∗ topology. The unit ball {ψ ∈ X∗ |
∥ψ∥X∗ ≤ 1}, equipped with the subspace topology, is compact. □
Proof. See theorem F.3.1 in [CC10]. ■

E
HALL ’ S THEOREMS
Most of the theory concerning Hall’s theorems as presented here may
be found in more detail in Appendix H in the monograph „Cellular
Automata and Groups“[CC10].
e.1 bipartite graphs
Definition E.1.1. Let X and Y be two sets, and let E be a subset of
X × Y . The triple (X,Y ,E) is called bipartite graph, each element x bipartite graph
(X,Y ,E)of X is called left vertex, each element y of Y is called right vertex, and
left vertex x
right vertex y
each element e of E is called edge. □
edge eDefinition E.1.2. Let (X,Y ,E) and (X ′,Y ′,E′) be two bipartite
graphs. The graph (X,Y ,E) is called bipartite subgraph of (X ′,Y ′,E′) bipartite subgraph
(X,Y ,E) of
(X ′,Y ′,E′)
if and only if X ⊆ X ′, Y ⊆ Y ′, and E ⊆ E′. □
Definition E.1.3. Let (X,Y ,E) be a bipartite graph, and let (x, y)
and (x′, y′) be two elements of E. The edges (x, y) and (x′, y′) are
called adjacent if and only if x = x′ or y = y′. □ adjacent edges
Definition E.1.4. Let (X,Y ,E) be a bipartite graph.
a. Let x be an element of X. The set
Nr(x) = {y ∈ Y | (x, y) ∈ E} right
neighbourhood
Nr(x) of xis called right neighbourhood of x.
b. Let A be a subset of X. The set Nr(A) = ⋃a∈ANr(a) is called
right neighbourhood of A. right
neighbourhood
Nr(A) of Ac. Let y be an element of Y . The set
Nl(y) = {x ∈ X | (x, y) ∈ E} left neighbourhood
Nl(y) of y
is called left neighbourhood of y.
d. Let B be a subset of Y . The set Nl(B) =
⋃
b∈B Nl(b) is called




Definition E.1.5. Let (X,Y ,E) be a bipartite graph. It is called
a. finite if and only if the sets X and Y are finite.finite bipartite
graph
b. locally finite if and only if, for each element x ∈ X, the set Nr(x)locally finite
bipartite graph is finite, and for each element y ∈ Y , the set Nl(y) is finite. □
Remark E.1.6. Let (X,Y ,E) be a locally finite bipartite graph. Then,
for each finite subset A of X, the set Nr(A) is finite; and, for each finite
subset B of Y , the set Nl(B) is finite. □
e.2 matchings
Definition E.2.1. Let (X,Y ,E) be a bipartite graph and let M be a
subset of E. The set M is called matching if and only if, for each tuplematching M
(e, e′) ∈M ×M with e ̸= e′, the edges e and e′ are not adjacent. □
Remark E.2.2. The set M is a matching if and only if the maps
p : M → X, (x, y) 7→ x, and q : M → Y , (x, y) 7→ y, are injective □
Definition E.2.3. Let (X,Y ,E) be a bipartite graph and let M be a
matching. The matching M is called
a. left-perfect if and only ifleft-perfect
matching
∀x ∈ X ∃ y ∈ Y : (x, y) ∈M ;
b. right-perfect if and only ifright-perfect
matching
∀ y ∈ Y ∃x ∈ X : (x, y) ∈M ;
c. perfect if and only if it is left-perfect and right-perfect. □perfect matching
Remark E.2.4. The matching M is left-perfect if and only if the map
p : M → X, (x, y) 7→ x, is surjective (and hence bijective); and it is
right-perfect if and only if the map q : M → Y , (x, y) 7→ y, is surjective
(and hence bijective). □
Remark E.2.5. Let (X,Y ,E) be a bipartite graph and let M be a
subset of E. The set M is a
a. left-perfect matching if and only if there is an injective map
φ : X → Y such that M = {(x,φ(x)) | x ∈ X};
b. right-perfect matching if and only if there is an injective map
ψ : Y → X such that M = {(ψ(y), y) | y ∈ Y };
c. perfect matching if and only if there is a bijective map φ : X → Y
such that M = {(x,φ(x)) | x ∈ X}. □
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e.3 hall’s marriage theorem
Definition E.3.1. Let (X,Y ,E) be a locally finite bipartite graph. It
is said to satisfy the
a. left Hall condition if and only if left Hall condition
∀A ⊆ X finite : |Nr(A)| ≥ |A|;
b. right Hall condition if and only if right Hall
condition
∀B ⊆ Y finite : |Nl(B)| ≥ |B|;
c. Hall marriage conditions if and only if it satisfies the left and Hall marriage
conditionsright Hall conditions. □
Theorem E.3.2. Let (X,Y ,E) be a locally finite bipartite graph. It
satisfies the left or right Hall condition if and only if there is a left- or
right-perfect matching respectively. □
Proof. See theorem H.3.2 in [CC10]. ■
Theorem E.3.3. Let (X,Y ,E) be a bipartite graph such that there is a
left-perfect matching and there is a right-perfect matching. Then, there
is a perfect matching. □
Proof. See theorem H.3.4 in [CC10]. ■
Corollary E.3.4 (Cantor–Schröder–Bernstein theorem; Georg Ferdin-
and Ludwig Philipp Cantor, Friedrich Wilhelm Karl Ernst Schröder,
Felix Bernstein). Let X and Y be two sets such that there is an inject-
ive map f from X to Y and there is an injective map g from Y to X.
Then, there is a bijective map from X to Y . □
Proof. See corollary H.3.5 in [CC10]. ■
Theorem E.3.5 (Hall’s marriage theorem; Philip Hall, 1935; Marshall
Hall, Jr., 1948). Let (X,Y ,E) be a locally finite bipartite graph. It
satisfies the Hall marriage conditions if and only if there is a perfect
matching. □
Proof. See theorem H.3.6 in [CC10]. ■
e.4 hall’s harem theorem
Definition E.4.1. Let X and Y be two sets, let f be a map from X to
Y , and let k be a positive integer. The map f is called k-to-1 surjective k-to-1 surjective
map
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if and only if
∀ y ∈ Y : |f−1(y)| = k. □
Definition E.4.2. Let (X,Y ,E) be a bipartite graph, let k be a pos-
itive integer, and let M be a subset of E. The set M is called perfectperfect
(1, k)-matching (1, k)-matching if and only if
∀x ∈ X : |{y ∈ Y | (x, y) ∈ E}| = k,
and
∀ y ∈ Y : |{x ∈ X | (x, y) ∈ E}| = 1. □
Remark E.4.3. The set M is a perfect (1, k)-matching if and only if
there is a k-to-1 surjective map ψ : Y → X such that {(ψ(y), y) | y ∈
Y } =M . □
Remark E.4.4. The set M is a perfect (1, 1)-matching if and only if
it is a perfect matching. □
Definition E.4.5. Let (X,Y ,E) be a locally finite bipartite graph
and let k be a positive integer. The graph (X,Y ,E) is said to satisfy
the Hall k-harem conditions if and only if, for each finite subset A ofHall k-harem
conditions X, we have |Nr(A)| ≥ k|A|, and for each finite subset B of Y , we have
|Nl(B)| ≥ k−1|B|. □
Theorem E.4.6 (Hall’s harem theorem). Let (X,Y ,E) be a locally fi-
nite bipartite graph and let k be a positive integer. The graph (X,Y ,E)
satisfies the Hall k-harem conditions if and only if there is a perfect
(1, k)-matching. □
Proof. See theorem H.4.2 in [CC10]. ■
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