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We investigate the regularity at ime t = 0 of the solutions f linear nd semi- 
linear evolutions equations (including the Stokes and Navier-Stokes equations). 
Necessary and sufficient co ditions on the data for an arbitrary o der of regularity 
are given (the classical “compatibility conditions”). In thecase of the Stokes and 
Navier-Stokes equations the compatibility conditions which we find are global 
conditions  the data. The presentation g ven here seems to improve and 
generalize the known results even in the simplest case of linear evolution equations. 
We are considering, here, semi-linear evolution equations f the type 
(0.1) 
and we are interested in determining in what sense the initial condition (0.2) 
is achieved, i.e., to determine thbest space in which 
44 -+ uo as t + 0. P-3) 
We assume that A is a linear unbounded operator in aHilbert space H with 
domain D(A), and that gis a smooth function on [O, T] x D(A), dominated 
in some sense by A. The precise assumptions aredescribed later on. 
The realization of the convergence (0.3) in a space smaller than H is a 
problem connected with the regularity near t= 0 of the solutions f (0. I), 
(0.2) and is not in general expected even in the simple case of the linear heat 
equation. However, itis known for linear equations (g(t, u) = g(t)) that if u. 
and g satisfy some compatibility conditions, then u is more regular ttime 
t = 0 and the convergence (0.3) is achieved ina space better than H, cf. 
Friedman [j], Ladyzhenskaya, Solonnikov, andUralceva 181, Rauch and 
Massey [111, and Smale [121. 
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Our task is to determine thcompatibility conditions which guarantee h
regularity neart = 0 of the solutions f (O.l), (0.2). Actually we will show 
that under appropriate assumptions, somevery simple and natural necessary 
conditions of regularity are also sufficient. Some examples are given and in 
particular our esults apply to the evolution Navier-Stokes equations for 
which they seem to be new. In the case of Navier-Stokes equations (oreven 
of the linearized Stokes quations) the compatibility conditions on u,, are of 
a global type and are totally unusual. Besides the intrinsic interest of his 
result wehad some other motivations in doing this work which will be 
developed elsewhere (inparticular the xtension of the results of [3] from the 
space periodic case to the case of the flow in a domain with boundary, and 
the numerical approximation of the volution Navier-Stokes equations). We 
believe that he method presented h re is general nd applies to many other 
nonlinear volution equations. 
1. PRELIMINARIES 
1.1 Notation 
Let H be a real Hilbert space, and A a linear self-adjoint operator from 
D(A) into H, where D(A) = the domain of A is a subspace ofH. We assume 
that A is an isomorphism from D(A) (equipped with the graph norm) onto 
H, that A-’ is a linear compact operator in H and that 
(4 u> > 0, VuED(A), U#O. U-1) 
One can then define the powers A” of A for any a E R, with domain 
D(A”); D(A”) is a Hilbert space for the norm (A”u], and A” is an 
isomorphism from D(A”) onto H. We set 
v, = D(A q vu E R, U.2) 
and in particular V= V, , H = V, . For a > 0 the space V-, can be identified 
with the dual (V,)’ of V,. We denote by] . ]m the norm in V, ; ] . ] the norm 
in H. 
It is well known that for T> 0, and f and U, given, satisfying 
j-E L2(0, T; V), u,EH, 
the initial v ue problem 
(l-3) 
$- (0 + Au(t) = f(t), O<t<T, 
u(0) = 24, (l-5) 
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possesses a unique solution u which satisfies 
21 EP(o, T, v) n c([o, T];H) (1.6) 
which implies 
u(t) --+ u. in H as t -+ 0. (1.7j 
If furthermore 
then usatisfies 
and 
u(t)-+uo inVas t-90. (l.lOj 
Now if u0 E V,, m > 3, it is not rue, ingeneral, that u(t) E V, for t> 0 and 
that u(t) -+ u,, in V, as t -+ 0. The necessary ndsufficient co ditions that u0 
andfmust satisfy in order that u(t) -+ u0 in a norm stronger than the norm of 
V are given in [8, 121 for special classes of operators A. We intend here to 
extend these results to general operators A and then to nonlinear quations f 
evolution 
1.2. Hypotheses 
Besides the scale of spaces V,, we introduce a family of Hilbert spaces 
E,, m E n\r, with 
E ,,,+, c E,, Vm E N, the injection being continuous, and E, = H (1.11) 
I’, is a closed subspace ofE,, Vm E kl, the norm induced 
by E, on V, being equivalent to 1 .Im. (1.121 
We are also given alinear operator & satisfying 
& is continuous from Em+2 into E,, Vm > 0, (1.13) 
.&’ is an isomorphism from Em+* n V onto E,, Vm > 0, (1.14) 
d’u = Au, Vu E V,, m > 2.” (1. I5) 
’ In the applications the E,'s are Sobolev type spaces, ..~8 isthe differential operator, andA
the abstract operator associated to &; cf. the xamples. 
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We denote by G the inverse A -I of A which is linear continuous from V, 
onto Va+*, Vu E R. Because of(l.ll), (1.14), and(1.15), 
Gd-u = u, Vu E&n+2 f-l v, in > 0, (1.16) 
while, ingeneral G&u # u, for an arbitrary u inE,+z, m > 0. 
We then have the following scheme 
E,cE,cE, 
u u II (1.17) 
V,cVcHcV~,=vcV~,=V~. 
EXAMPLE 1. We show how the previous assumptions are atisfied in the 
easy case of the heat equation 
$ -Au = f in J2 X (0, T), (1.18) 
where R is a bounded open set of R” with boundary .New examples are 
described in Section 2.3. 
We assume that r is a Cm manifold ofdimension n - 1 and we set 
H = L’(Q), D(A) = H;(R) n H2(12), Au = -Au, Vu E D(A), and 
E, = H”(R), Vm > 0, &‘u = --Au, Vu E H2(D). The operator A is an 
isomorphism from D(A) onto H because ofthe regularity theory for elliptic 
boundary value problems (cf. Agmon, Douglis, and Nirenberg [ 1 I), and 
assumption (1.14) also follows from [ 11. It is clear that VI is a closed 
subspace ofE, , V2 = D(A) is a closed subspace of E, : assumption (1.12) for 
m > 2 follows then from this remark, the definition of A and (1.14). Allthe 
other assumptions aretrivial or well known. The spaces V, and E, are 
different for m > 3. For instance V, = D(A’) = (u E E, = H4(J2), u = Au = 0 
on r). 
1.3. The Successive Derivatives of u 
For any integer m, we denote byW, the space 
~“2 C([O, T];E,),$E C([O> T];E,-2j),j= l,.**,I 3 I 
where 1is the integer part of m/2. 
The following remark will be useful. 
LEMMA 1.1. We assume that (1.8) issatisfied and that, for some m > 2, 
f E wm-2 9 (1.19) 
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and the solution u of (1.4), (1.5) satisfies 
u E C([O, T]; Em). 
Then 
UE Wm. 
Proof. Due to (1.15), Eq. (1.4) can be rewritten 
$+.u=J 
Because of(1.19), (1.20), and(1.13), 
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(1.20) 
(1.21) 
(1.22) 
+ = f - du E C([O, T]; Eme2). 
Applying then the operator djdt - &’ to each member of (l-22), we get2 
Whence, with (1.19), (1.20), and(1.13) 
d% 
--d2u+ 
dt’ -
More generally, with6= dfdt, 
-c-s,‘+ 1 dj+l= cc,(S,~)(6f~)=(d+~)aj(Ls,~), (1.23) 
where 
ctj(& d) = i (-+P 
i=O 
and therefore, for j= 0 ,..., I- 1, 
(1.24) 
and we infer f om (1.19), (1.20), and(1.13) that he right-hand side of (1.25) 
belongs toC((0, TJ; EmdZjp2) and the result follows. 
’ The time derivatives areunderstood inthe sense of vector-valued distributions. 
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Remark 1.1. Under the assumptions f Lemma 1.1 one can compute all 
the derivatives 
$ (0, j= l,..., I, t E [O, T], 
in term of u(t) and the data$ This can be obtained by differentiating I - 1 
times Eq. (1.4) toobtain 
g+&+$ 
g+., 
d=u d2f 
(1.26) 
df2=p etc., 
and then eliminating duldt,..., h’- ‘u/dtj- ‘.More directly, with(1.25) weget 
(-ly”’ 9 (t) = d+“u(t) - [qj(f)](t), j=o )...) I- 1, tE [O, T], 
(1.27) 
where we set 
In particular at t = 0 
d”u 
dP+‘(O) = (-ly’f Wjf ‘u, + (-ly’Vj(f) 
(1.28) 
where 
Wj(f> = [Pjidf)l Co)* (1.30) 
2. LINEAR PROBLEMS 
2.1. Result in the Linear Case 
THEOREM 2.1. The assumptions are those of Sections 1.1 and 1.2 and 
we assume that for some m > 2 
$ E L2(0, Tg If) if m = 21+ 1 
69) 
E L2(0, r; V’) if m = 21. 
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Then a necessary and suflcient condition for the solution f(1.4), (1.5) tG 
belong to W,,, is that 
the expression of the derivatives dju/dtj(O) in terms of the data being iven 
by formulas (1.29) and (1.30), i.e., 
forj = I,..., 1. I 
Two proofs ofthe theorem are given in Sections 2.2and 2.3, the first one 
simpler, thesecond one giving more information. 
2.2. Proof of Theorem 2.1 
It is obvious that conditions (2.3) are necessary, assuming that f and u, 
satisfy (2.1). Indeed, ifu E C((0, T]; V) and du/dt E C([O, T];E,), p > 1, 
then dq’dt E C([O, T];E,) and, since Y is a closed subspace ofE,, 
dujdt(t) E Vfor each tand in particular for t= 0. The argument is he same 
for all the other derivatives of u, except for d’u/dt’ when m = 21, in which 
case we replace Ep by E, and v by H. 
In order to prove that he conditions aresufficient, we differentiate 
Eq. (1.4) j times, and we consider the following itial v ue problem for 
@ = dju/dr’ : 
d&’ 
--+J&p=f"', P.5) 
u”‘(O) given by (2.4). P-6) 
For j = l,..., 1 (if m = 21 + I), or j = l,..., 1 - 1, (if 172 = 2Z), we apply (1.9) 
and get 
uci) E L*(O, T; D(A)) c-7 C([O, T]; Y). (2.7) 
If m = 21, we infer f om (2.4) and (2.7) that @)(O) E H and, applying (1.6) 
we get 
u(l) E L’(O, T; V) n C([O, T]; H). (2.8) 
505/43/l-6 
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Then by (2. I), relations (2.5) and hypothesis (1.14) wefind for m = 21+ 1 
2.P) E C([O, T]; V), d-l) E C([O, T]; E&,..., 24 E C( [O, T]; E,&. [) 
and for m = 21 
u(I) E C([O, 7-l; H), ZP-” E C([O, T];E,),..., 24 E C([O, T];E,,) 
Whence the result. 
2.3. Another P oof 
We give an alternate proof of the sufficiency, i.e.that (2.1)-(2.3) imply 
that he solution u of (1.4), (1.5) belongs to W,. Actually, due to 
Lemma 1.1 we only have to prove that 
24 E C([O, q; E,). (2.9) 
Another simplification: we can assume that u0 = 0. If we set u^ = u - uO, 
$ = f - &u,, then z& = 0 and f satisfy (2.1)-(2.3) and u E C( [0, T]; E,) if 
and only if u^ E C([O, T]; E,). 
The expression w 
We set 
l-1 
w=c 
i=O 
(2.10) 
SincefE Wm.-?, itis clear with (1.12) and (1.14) that 
wEC([O,T];E,n v). 
Then we infer f om assumption (2.3) the following remark: 
(2.11) 
LEMMA 2.1. 
w(0) E v,. (2.12) 
Proof. We are going to show that 
w(O) = ‘h- df> (2.13) 
(cf. the notations i  Remark 1.1). Since, byassumption, !~-,df) E V (if 
m = 21+ 1) or H (if m = 21), and G coincides with A-’ on V or H, we find 
that w(0) E V,,,, or Vzl and (2.12) follows.- 
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In order to prove (2.13), we note that we have the recurrence formula 
Vj(f) = 
( ) 
- f 'f(O) + &Vj- l(f), Vj > 0 (2.14) 
(assuming I,C r(f) = 0). Whence 
G%-df) = (-$G)l-l Gf ltEo + G’dw,-0). (2.15) 
It foilows from (1.14) (cf. (1.28) and (1.30)) that 
j = O,..., l--2,1= ; , 
[ 1 
(2.14) 
and because ofassumptions (2.1) and (2.3) 
~~-d.f) E VnE,, p = 2 if m = 21, p= 3 if m = 21+ 1. 
But G&’ is the identity on Vfl E, or Vr7 E, and therefore 
G1d~l&f) = G’-+y&f). 
By reiterating the argument until j = 0, we arrive at(2.13 j. # 
The function v = u - w 
The difference u = u - w is solution of an evolution equation which is easy 
to determine: 
(-g+A)u=S- (-g+A)w 
Since, by(2.l),f(t) E H, Vt E [0, T] and AG is the identity on H, we get 
82 R. TEMAM 
and L’ is solution t  the initial v ue problem 
dv , df- z+Au=(-G) z. (2.17) 
u (0) = -w(O). (2.18) 
By Lemma 2.1, -w(O) E V, and, by assumption (2.2), the right-hand side 
of (2.17) belongs toL*(O, T, I’,- i). If we apply the classical theorem on
linear evolution equations as in (1.3)-(1.6), with V, H and V’ replaced by 
V m+,, V, and Vm-,,3 we get hat 
The problem (2.17), (2.18) possesses a unique solution v E 
L2(0, T; V,,,) n C([O, q; V,). (2.19) 
Since, by(1.13), V,is a closed subspace ofE,, v E C([O, T]; E,) and 
then using (2.11) weconclude that usatisfies (2.9). 
The proof of Theorem 2.1 is complete. 
2.3. Examples 
We study an equation associated to a linear operator of the fourth order 
and the linear Stokes quations. We assume that: 
Q is an open bounded set of I?“, whose boundary  is a 
manifold ofclass Cm+* and of dimension IZ - 1. (2.20) 
EXAMPLE 2.1. 
au 
z+d2U=finQX(0,T), 
u=du=OonrX(O,T), (2.2 1) 
u(0) = z&J. 
We set H = L*(B), V= H*(0) n H,#2), D(A) = {u E H4(Q), u= Au = 0 
on r}, Au = A*u, E, = H2m(Q), sfu 3 A*u. 
All the assumptions concerning thespaces and operators a eclearly 
satisfied, the main one, (1.14), following from [I]. 
For m = 2, if u, and f satisfy (2.1) and (2.2), then (2.3) isautomatically 
satisfied and Theorem 2.1 gives that u E C([O, T]; D(A)) which is well 
3 If we identify V,,, with its dual, then V,,-, can be identified with the dual of V,, 1, with an 
appropriate pairing. 
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known. For m = 4, assuming (2.1) and (2.2), the necessary ndsufficient 
condition f ruto be in C([O, T]; H’(Q)) is that 
-A%, +f(O) = 0 on IY (2.22) 
The left-hand si e of (2.22) must belong to U”(Q) n H@) and, in 
particular, need not belong to D(A). 
EXAMPLE 2.2. Stokes problem. The unknown functions are u = 
(U I,..., u,) are p solutions to 
$-vAu+gradp=finRx(O,T), 
div u= 0 in Sz x (0, T), 
u=OonTX(O,T), 
u(x, 0) = u,(x), x E 8. 
(2.23) 
We set (cf. [14]]) 
H= {uEL~(LJ)~, divu=O, u.N=01 on r\, 
N the unit outward normal on r, 
V = {u E H@?(2)“, divu= 0}, D(A) = Hz(Q)n n V. 
We denote by P the orthogonal projector inL’(S2)” onto H, and for 
24 ED(A), we set 
Au = -VP Au. (2.24) 
It follows from the Cattabriga-Solonnikov-Vorovich-Yudovich theorem 
[2, 12, 141, that A is an isomorphism from D(A) onto H. We set also 
E, = H”‘(Q)” n H and again for uE E,, m >, 2, &‘a = -VP Au. The details 
of the proofs of the assumptions f Sections 1.1 and 1.2 can be found in 
[147. Inparticular (l.l3).follows (cf. [14, p. 131) from the fact that 
P is linear continuous from H”(Q)” into H”(0)” r7 H, Vm > 0. (2.25) 
We recall ] 141 that he orthogonal H’- of H in L2(i2)” is 
H’ = {U = grad q, qE H’(Q)}, (2.26) 
and then by applying the operator P to both members of the first relation n 
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(2.23), thepressure p disappears ndwe are left with the functional form of 
(2.23): 
$+Au=f; 
u(0) = z&J 
(2.27) 
(we assume as usual that Pf = f). 
Theorem 2.1 applies. Form = 2, 1= 1, we recover a clasical result: if 
u0 E D(A), fE L*(O, T, H), df/dt EL*(O, T, P”), then (2.27) possesses a 
unique solution u which belongs inparticular to C([O, T]; D(A)). 
For m = 3 or 4 we get he following: 
THEOREM 2.2. We assume that u,, E H3(G)” f? V, f E C([O, T]; 
H’(G)” n H), df/dt E L*(O, T; H); then the soZution u of (2.23) (or (2.27)) 
belongs toC( [0, T]; H3(Q)” A V) if and on& if 
vPAu, +f(0) = 0 on r. (2.28) 
rf ZQ, E 13~p.l)~ n v,f E C([O, T]; H*(0)” n H), dfldt E C([O, T]; H), 
d*f/dt* E L*(O, T; V’), then (2.28) isnecessary ndsufficient for u o belong 
t0 c([o, q;P(.f2)” n v). 
ProojI n both cases, applying Theorem 2.1, we just have to write that 
du(O)/dt E V. Using (2.17), we find 
$ (0) = VPAU, +f (0) 
which already belongs toH’(Q)” n H (if m = 3) or H*(0)” n H (if m = 4). 
Then expression (2.29) belongs to V if and only if its trace on r 
vanishes. I 
Remark 2.3. Let q be the solution t  the Neumann problem 
Aq=O in R, 
n 
s=Au,.NonlT 
Then (cf. [ 14]), Au, = Au, - Vq and (2.28) amounts to 
vAu,-vVq+f(O)=OonK 
This is equivalent to a condition given by Heywood [6]. 
(2.30) 
(2.31) 
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2.4. Comments 
(i) Provided the spaces V,,, are properly defined, theassumption that 
A is self-adjoint is no necessary for Theorem 2.1 (using the proof in 
Section 2.2). 
(ii) Under some appropriate assumptions, Theorem 2.1 and the proof 
in Section 2.2 extend to the case where the operator A depends ont (with 
D(A(t)) = D(A(0)) independent of ), The result isessentially the same, 
except hat expression (2.4) of the derivatives L&(O)/& is not valid 
anymore. 
(iii) Under the assumptions f Theorem 2.1, but with (2.3) not 
satisfied, the proof in Section 2.3 allows u to split the difference u = u - w 
into the sum of two terms ui , u2, respectively solutions f 
~+Av,=(-G)‘$, 
v,(O) = 0. 
(2.32) 
%+Au,=O, 
(2.33) 
272(O) = -w(O). 
It is still true that wE C([O, T]; E,), v, (~5 C([O, 7’1; I’,) but Q is not in 
C([O, T]; V,) since w(0) 6Z V,. The expansion ofv2 in the basis of eigen- 
functions f A gives us, in this case, precise information on the singularity of 
2.4 att=O. 
(iv) The proof of Theorem 2.1 given in Section 2.3 generalizes thatof 
Smale [12]. Example 2.2 and points (i) and (ii) above answer questions i  
[121* 
3. NONLINEAR PROBLEMS 
3.1. Hypotheses 
In this ection we consider nonlinear volution equations f the type 
$ (t) +Au(t) = g(t, u(t)), O<t<T (3.1) 
u(O) = uo, (3.2) 
all the assumptions f Sections 1.1 and 1.2 on A and H being maintained. 
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Although more general equations can be handled, we will assume for 
simplicity that
g(t, u)= f(t) - B(u), (3.3) 
where B(u) =B(u, U) and B(u, V) is a bilinear continuous perator f om 
V x V into V and furthermore4 
(W, u>, 0)>0, u,uE v, (3.4) 
B(Em.1 xJ%+J cEt?l for m>l, (3.5) 
(B(u, u), v) can be extended asa bilinear continuous form 
on E,, xEs1 xE,,, with s, + sz + sj > s if si # 4, Vi, and 
s, + s2 + .s~ > 4, otherwise. (3.6) 
It is well known that under these assumptions, for fand u, given 
f E P(0, T; H), 2.4, E v, (3.7) 
there exist T*, 0 < T* < T and a unique function u 
uEL2(0,T,;D(A))nC([0,T,];V) (3.8) 
which satisfies (3.1) and (3.2). By changing the notation, we can assume that 
T, = T. 
3.2. The Result inthe Nonlinear Case 
We have the following a alog of Theorem 2.1: 
THEOREM 3.1. We assume that he hypotheses of Sections 1.1 and 1.2 
and (3.3)-(3.7) are satisfied and that for some m > 2 
u,, E E,nW), f E WI?-, (3.9) 
3 E L2(0, T; H) if m = 21+ 1 
(3.10) 
E L2(0, T; Fq if m = 21. 
’ These assumptions are satisfied by the nonlinear NavierStokes operator and related 
operators, cf. Section 3.3. 
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Then a necessary ndsuugicient co dition f rthe solution u of (3.1) and 
(3.2) tobelong to W,,, is that’ 
dju 
--g (0) E I’ for j= l,...,Z-- 1, 
(3.11) 
$ (0) E v if m=21+ 1, E H lym=21. 
Proof. (i) We can prove as in Theorem 2.1 that conditions (3.11) are 
necessary, provided wecheck that he derivatives 
U”‘(O) E Em-2j,  = I,..., I, (3.12) 
when (3.9) issatisfied 
By successive differentiations of (3.1)wefind 
du”’ 1 &f,V) + p = f”’ 
dt 
where we set #j’ = d’q/dtj, P(t) =B(u(t)) so that 
pti, =i i 
i=O 0 j B(u”- (3.14) 
Now by (1.13), (3.5) and (3.9), p(O) =B(u(0)) E E,,-, and 
u’(O) = -du(O) - B+(O)) +f(0) EE,-, . 
Similarly, if m > 4, 
u”(O) = -&u’(O) -B@‘(O), u(O)) -B@(O), u’t.0)) + f’(0) E E,-,. 
The proof continues by induction on j and, using (1.13) and (3.5), shows 
that 
u”‘(o) = --vapuci-1) 0 - 
(1 &iJ 
B(u”- 1-j)(O), u”‘(0)) 
(3.15) 
for j= l,..., 1. 
+f”-l’(O) E E,-,, 
(ii) We now prove the sufficiency of conditions (3.11), as in 
Section 2.2. For j = 1, the quation 
du”’ 
- + dufl) +B(u, u(l)) + B(u”‘, u)=f’ 
dt (3.16) 
‘The expression fthe derivatives d’u(O)/dr/ in term of the data u,,, J; are given by the 
recurrent formula (3.15). 
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(u(l) = u’) together with G(O) given by (3.15) and belonging to V allow us 
to show that 
d’) E P(0, T; D(A)) n C( [O, T]; V). 
We continue by induction; once we establish that 
(3.17) 
2.P EC(O, T; D(A)) n C([O, z-1; V), j = o,..., I - 1, (3.18) 
we consider Eqs. (3.13) and (3.14) with j= I and u”‘(O) given by (3.15) and 
belonging to V (if m = 21+ 1) or to H (if m = 21). This allows u to show 
that 
u(I) E L2(0, T; D(A)) n C([O, T]; V) if m = 21+ 1 
E L’(O, T; V) n C( [0, 7’1; H) if m = 21. 
(3.19) 
The next step consists in proving that 
LP E C( [O, T]; D(A)) for j = O,..., I - 1. (3.20) 
For that purpose w write (3.13) and (3.14) inthe form 
&u(J) = -uo’+l) + i (3.21) 
i=O 
Because of (3.6), B is a bilinear continuous form on VX V with value in 
V _ ,,2. Therefore, by (3.18), for i= 0 ,..., j, and j = 0 ,..., I- 1, 
B(u”-“, di’) E C( [0, T]; V- ,,2). (3.22) 
Since A is an isomorphism from V3,2 onto V-,,2, (3.21) implies then that 
uti) E C([O, T]; V,,,). Using (3.6) again we get, for the same values ofi and j 
as in (3.22), 
B(u”-“, di’) E C( [0, T]; H), 
and (3.20) follows. 
Finally, we show that uE W,, i.e., 
t.P) E C([O, T];E,-2j), j= l,..., 1. (3.23) 
For j= I, this is included in (3.19). Forj= I- 1, using (3.5) and (3.20) we
find that 
.+ i 
+ 
1=0 0 
j B(zP”, ?.P> E C([O, T]; E,), 
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and then (1.14), (3.21), and (3.19) show that u(~-~) E C([O? T];E,-,,+,). 
The proof continuous then by induction f rj= I -- 2,..., 0  
Theorem 3.1 is proved. m
3.3. Applications to Navier-Stokes Equation 
Instead of(2.3), we consider now the full Navier-Stokes equations 
au ar-~n~ff u.*+gradp=SinQX(O,Tj, 
i=l ’ 8Xi 
div u= 0 in J2 x (0, 7’), 
u=OonTX(O,T), 
u(x, 0) = z$(x). 
(3.24) 
The functional setting s the same as in Section 2.3 and we write 
so that (3.24) becomes 
$+Au+B(u)=J 
(3.26) 
u(0) = 2.40. 
Properties (3.4~(3.6) arewell known, cf. [141. Instead of(3.4) wehave 
@a 2’1, v)= 0, vu, uE v. 
Result (3.6) isproved in [4], and (3.5) follows from the fact that H”(B) is a 
multiplicative algebra ifm > 2 and the dimension of space n is <3: 
If U, v E H”(Q), m > 2, n > 3, then 
(3.27 j 
Therefore ifU, u E Hmt ‘(Q)“, m 2 2, then ui and au,/& E H”(B), 
u,(&~/~x,) E Hm(12) and since P maps Hm(Q)” n N into itself, B(u, v) is in 
H”(Q)” n H. Properties (3.7) and (3.8) iswell known, too; cf. ]14, p. 3161, 
Theorem 3.1 gives fir instance the following (m = 3 or 4): 
THEOREM 3.2. We assume that u, CS H3(f2)” n V, f E C([O, T]; 
H1(f2)” n H), df/dt E L’(O, T; H), n = 2 or 3. Then the solution u of (3.24) 
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(or (3.26)) deJned on some interval [0, T,], 0 < T* < T belongs to 
C([O, T*]; H3(12)” n V) if and on& fl 
“PLlu,+P (A+) +f(0)=0onr. (3.26) 
If u, E H4(12)” n V, f E C([O, T]; H*(Q)” n H), df/dt E C([O, T]; H), 
d2f/dt2 E L2(0, Z V’), then (3.28) isnecessary ndsuficient for uto belong 
to C( [0, T,]; H“(0)” n V). 
Theorem 3.2 follows immediately from Theorem 3.1. 
Remark 3.1. If u0 E Cm@) n V, if f E P(fi x [0, T])* fJ H and 
conditions (3.11) are satisfied forall m, then u E Cm@ X [0, T])” (T 
sufficiently sma lif Iz = 3).6 
Remark 3.2. If u0 E H, f E P(a x [0, T])” n H, the assumptions f 
Theorem 3.1 are not satisfied but we can prove, using Theorem 3.1, that 
u E P(b x (0, T])” (T sufficiently sma lif n= 3). We proceed asfollows: 
- We have a weak solution u of (3.24) or (3.26) in 
L”(0, T, H) n L2(0, T, v) (cf. [ 141). .We choose t, arbitrarily small such 
that u(to) E V. 
- By (3.7) and (3.8) wefind that here exists T,, t, < T* Q T such that 
the restriction of u to[to, T ] satisfy (3.1). This restriction is still denoted by
u. 
- We choose t, > to, t, ( T*, t, arbitrarily close to t, such that 
u(t,) E D(A). Then (3.26) shows as for (3.12) that u’(tl) E H. We conclude 
as in Theorem3.1 that u’eL2(t,,T*; V)nC([t,,T,];H). 
-We choose t,>t,, t,(T*, t, - t, arbitrarily small such that 
u’(t,) E V and conclude that u’ E L2(t2, T*; D(A)) n C([t,, T ]; V). We 
then choose t, < t, < T,, t, - t2 arbitrarily small such that u’(t,) E D(A), 
etc. 
Finally we get that uE C([t,, T ]; E,), for m = 21, t, arbitrarily close 
from 0, m arbitrarily large. The regularity follows. TheC” regularity in 
R X (0, 7’) was proved by Ladyzhenskaya [8]. 
Remark 3.3. Theorem 3.1 can be easily extended tomore general 
semilinear equations. We did not present a more general bstract theorem to
avoid purely technical difficulties. 
6 Remarks 3.7 and 3.8 of 114, pp. 303, 3071 which overlook the compatibility conditions 
are not correct. To make the result correct one should replace 0 by Q on p. 303. 
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Let us consider for instance a nonlinear pe turbation of Example 2.1 in 
Section 2.3. 
au 
z+A2u+u 2p+ l=f in Q X (0, T), 
u=Au=Oon~x(O,T), (3.29) 
u(O) = uo 3 
with 2p + 2 < 2n/(n - 2) so that L2p+2 a c HZ@). Then a necessary nd( ) 
sufficient co dition f ruto be in C([O, T]; H’(Q)) is that 
-A2uo - uF+’ +f(O) = 0 on r 
(assuming (3.9) and (3.10) with m = 4). b 
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