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Abstract The electrical activity of a network of mammalian
neurons is mapped with a Multi-Transistor Array (MTA)
fabricated with extended CMOS technology. The spatial res-
olution is 7.4 µm on an area of 1 mm2 at a sampling fre-
quency of 6 kHz for a complete readout of 16,384 sensor
transistors. Action potentials give rise to extracellular volt-
ages with amplitudes in a range of 500 µV. On the basis of
the high resolution in space and time, correlation algorithms
are used to identify single action potentials with amplitudes
as low as about 200µV, and to assign the signals to the activ-
ity of individual neurons even in a dense network.
1 Introduction
Cultured mammalian neurons are considered as model sys-
tems for certain aspects of brain functions such as the gat-
ing of ion channels, the response to drugs, the outgrowth of
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neurons, and the activity of neuronal networks. The investi-
gation of network dynamics may provide a cue to elucidate
the nature of the neuronal code and of neuronal memory. For
that purpose, a large number and a high density of electrical
sensors are required to record and to identify the activity of
numerous individual neurons in a large network. Consider-
ing the size of mammalian neurons and the extension of neu-
ronal networks, the spatial resolution must be at least 10 µm
on an area that is at least 1 mm2. To record extracellular volt-
ages during an action potential (AP), the noise level must be
below 100 µV and the sampling frequency above 5 kHz. The
sensor device should not affect the structure of the network.
Thus a chemically homogeneous and biocompatible surface
is required.
Since many years, passive metallic multi-electrode ar-
rays (MEA) on various substrates are used to observe cul-
tured mammalian neurons [1–7]. These devices fulfill the
requirements of noise level and sampling frequency. How-
ever, the diameter of the electrodes is usually around 50 µm
and their spacing around 100 µm. The problem of sensor size
and spacing was partially overcome with electrolyte-oxide-
semiconductor field-effect transistors (EOSFETs) on silicon
chips [8–12]. Another advantage of these devices was their
chemically homogeneous surface that consisted of SiO2 sil-
ica, and later of TiO2, a most stable and biocompatible ma-
terial [13, 14]. The high spatial resolution, however, was at-
tained only with linear EOSFET arrays because the inter-
connect lanes occupied most of the chip surface.
The problem of high resolution in two dimensions
was solved with a multi-transistor array (MTA) that was
fabricated by an extended complementary metal-oxide-
semiconductor (CMOS) technology [15–17]. The array
of 128 × 128 sensors had a pitch of 7.4 µm with the
interconnect lines buried in the chip. The chips were
coated with a chemically homogeneous layer of TiO2/ZrO2.
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Fig. 1 Multi-Transistor Array (MTA) fabricated using an extended
CMOS technology. (a) Schematic cross section of a sensor transistor
with an electrolyte-oxide-metal-oxide-semiconductor (EOMOS) con-
figuration (not to scale). The neurons are cultured on the top layer of
titanium/zirconium dioxide that insulates a metallic pathway to the
gate oxide of a standard metal-oxide-semiconductor field-effect tran-
sistor (MOSFET) with source and drain. Note that there is no floating
gate node: the operating point of the MOSFET is adjusted by an auto-
zeroing circuit connected to the gate of the sensor MOSFET, indicated
by the “reset” arrow in the figure. (b) Scanning electron micrograph.
The surface of the chip is made of a chemically homogeneous and elec-
trically insulating layer of TiO2/ZrO2. The metal contacts (platinum
on tungsten pin) to the gates of the sensor transistors shine through the
oxide layer. The total array consists of 128 × 128 sensor transistors on
1 mm2 with a pitch of 7.4 µm
The neurons were in contact with that oxide layer as
with the EOSFET chips. That interface was joined to a
common metal-oxide-semiconductor field-effect transistor.
The resulting electrolyte-oxide-metal-oxide-semiconductor
(EOMOS) configuration is illustrated in Fig. 1a. Unde-
fined free-floating MOSFET gate nodes and fixed pattern
noise due to process mismatch were overcome by an auto-
zeroing circuitry in each pixel. This MTA device success-
fully yielded dynamic electrical maps on 1 mm2 of cultured
snail neurons and of cultured brain slices [16, 17]. A record-
ing of cultured mammalian neurons was not possible with
the first generation of MTA chips because the gate-referred
RMS noise was too high due to the high bandwidth required
for a complete sequential readout of the 16,384 sensors at a
sampling frequency of 2 kHz for the whole array. High fre-
quency disturbances and noise, which are convoluted into
the signal band, increased the noise to about 200 µV.
The crucial specification of the MTA chips with EOMOS
configuration is a high spatial resolution with complete spa-
tiotemporal mapping on the whole area and with a chem-
ically homogeneous, biocompatible and insulating surface.
The MTA chip differs from two kinds of active MEA chips.
One development started with an array that had a spacing of
250 µm with local filtering and amplification in each pixel
of a CMOS chip [18]. In a more recent version, an array
has been presented that has a pitch of 18 µm of 11,016
metal electrodes where only 126 channels, however, can be
read out simultaneously [19]. In another approach, an ac-
tive MEA chip was described with a pitch of 42 µm of 4096
metal electrodes on a CMOS chip with local filtering and
amplification [20].
In the present paper we report on a significant progress
of neuronal recording by MTA chips with EOMOS tran-
sistors with respect to three aspects: (i) The RMS noise is
lowered typically to 70 µV and the sampling frequency for
the whole array with 16,384 sensors is enhanced to 6 kHz.
(ii) With these improvements it is possible to detect APs of
mammalian neurons without signal averaging. (iii) Due to
the high spatial resolution of AP recordings, the activity of
individual neurons in a dense network can be identified by a
correlation analysis.
2 Materials and methods
2.1 Chip
The entire CMOS chip has a die area of 5.4 mm × 6.5 mm.
The pitch of the 128 × 128 sensor transistors is 7.4 µm with
an area 6.6 µm × 6.6 µm of the sensor sites. Consequently,
the total sensor area is 1 mm2. The chips have a chemically
homogeneous and inert oxide surface made of TiO2/ZrO2.
A scanning electron micrograph of the surface is shown in
Fig. 1b. The surface profile is rather smooth with grooves
of 40 nm depth and 800 nm width between the contact sites
as probed by atomic force microscopy. The chips are wire-
bonded to a ceramic package. A perspex chamber is attached
such that the sensor sites are exposed to the culture medium.
The mechanism of neuroelectronic recording by transis-
tors in an EOMOS configuration is equivalent to the one
of EOS transistors where the nature of interfacing has been
studied in great detail [10, 11, 21, 22]. In brief: the electri-
cal excitation of a nerve cell gives rise to an extracellular
voltage VJ on the chip surface with respect to the electrical
potential in the bath that is defined by a Ag/AgCl reference
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electrode. In an EOMOS configuration, this voltage mod-
ulates the drain current through the serial capacitances of a
top layer of TiO2/ZrO2 and the genuine gate oxide (Fig. 1a).
A bias voltage is applied between chip and bath electrode,
and operating points of the sensor transistors are adjusted in
reset phases between measurements so that all sensor sites
provide an identical electrical behavior. The dependence of
the drain current on the voltage above the top oxide is deter-
mined through calibration by applying defined AC voltages
to the bath electrode before neuronal recording.
Significant noise reduction compared to the first gener-
ation of the MTA chips [15–17] is achieved by redesign-
ing the terminating and isolation circuitry for digital control
signals, the reference generation and potentiostat, the power
supplies, and the external amplifiers. Furthermore, a novel
timing protocol for the readout allows an enhanced sampling
rate for the full frame of 16,384 sensor transistors. As a re-
sult the gate-referred RMS noise is in a range of 40–80 µV,
and the readout frequency for the whole array can be set to
6 kHz.
The relatively high level of noise arises from the require-
ment of a full mapping of the network activity by reading out
all sensor transistors within each time frame. For that pur-
pose, the 16,384 sensors are multiplexed through 16 analog
output channels. In a first step, the signals of the 128 sensors
of one line are multiplexed without local filtering through a
line amplifier with an input bandwidth of 3 MHz. In a sec-
ond step, the outputs of the 128 line amplifiers are again
multiplexed to 16 analog output drivers of the chip. The total
noise is dominated by the sensor transistors whereas amplifi-
cation and multiplexing play a minor role. By aliasing, how-
ever, the noise of each sensor transistor in the bandwidth of
3 MHz is projected into the final bandwidth of 3 kHz when
the full frame sampling rate is 6 kHz. As a consequence, the
RMS noise is in a range of 40–80 µV, depending on varia-
tions of the chip fabrication process.
The noise for neuronal recording is determined by the
noise of the detection system as well as by the Johnson–
Nyquist noise of the cell-transistor junction itself. The cor-
ner frequency of the Lorentzian power spectrum is around
60 kHz for the junction of rat neurons [23], far smaller than
the bandwidth of the chip itself. Thus by aliasing, the to-
tal thermal noise of the junction is projected into the final
bandwidth of 3 kHz. The integral contribution to the RMS
noise is
√
kBT /Csens with the thermal energy kBT and the
capacitance Csens of the sensor–cell contact. The resistance
RJ of the cell–chip junction does not appear in that relation.
With an area specific capacitance around 1 µF/cm2 and a
contact area around 40 µm2, the RMS noise is on the order
of 100 µV for a fully covered sensor electrode.
2.2 Cell culture
Nerve cells from the rat hippocampus were cultured accord-
ing to standard procedures [24]. Hippocampi from E19 rats
(Wistar outbred) were harvested and digested for 20 min
at 37◦C in phosphate buffered saline (PBS, Gibco Invitro-
gen, 14040-091) containing 0.5% bovine serum albumin
(BSA, Sigma-Aldrich, A-8806, fraction V powder, fatty-
acid free, low endotoxin) and 0.5 mg/ml papain (Sigma-
Aldrich, P4762). Excess medium was removed and cells re-
suspended in 2.5 ml Dulbecco modified Eagles´s medium
(DMEM, Gibco Invitrogen, 61965-059) with 10% fetal
bovine serum (FBS, Gibco Invitrogen, 10270-098, batch
40F6414K). After centrifugation at 1200 rpm for 10 min, ex-
cess medium was removed and the cells were pre-plated for
60 min in 10 ml DMEM on a 10 cm-diameter NUNC plate
with Nucleon surface (Nalge Nunc International, 150350).
After a second pre-plating for 30 min, the cells were cen-
trifuged and re-suspended in 1 ml DMEM. The cell density
was adjusted with DMEM to 300,000 per mL.
CMOS chips with culture chamber attached were cleaned
three times by cautious wiping with oil-free Q-Tips with
a slightly basic detergent at 80◦C (5% Tickopur R36, Dr.
H. Stamm GmbH, Berlin). Further sterilization was accom-
plished by irradiation with UV light for one hour. The sur-
face was functionalized by coating overnight with poly-
L-lysine (molecular weight 150,000 to 300,000, Sigma-
Aldrich P 1274) from a 0.1 mg/ml solution in aqua ad
(Braun, Melsungen). A volume of 0.5 ml of the cell suspen-
sion was applied and supplemented with 1 ml of Leibovitz-
15 (Gibco Invitrogen, 31415-086) with 5% FBS. After in-
cubation for 1 h, the medium was changed to 1.5 ml neu-
robasal medium (NB, Gibco Invitrogen, 21103-049) with
B27 supplement (Gibco Invitrogen, 17504-044) and gluta-
max I (Gibco Invitrogen, 35050-038). The prepared CMOS
chips were kept in an incubator at 37◦C with 10% CO2 for
three weeks. Once a week, 200 µl of medium was removed
and 400 µl NB medium was added.
2.3 Electron micrographs
CMOS chips without attached chamber were placed in a
Petri dish and neurons were cultured for three weeks as de-
scribed above. The fixation procedure followed Ref. [25].
In a first step of fixation, the culture medium was removed
and a glutardialdehyde solution (2.5%) in 150 mM sodium
cacodylate buffer, pH 7, was added for 10 min. That proce-
dure was applied six times. After 1 h, the chips were rinsed
three times with cacodylate buffer and kept in a refrigerator
for one day. In a second step of fixation, the buffer was re-
moved, and a 1% solution of OsO4 in 100 mM cacodylate
was applied for a few minutes. The procedure was repeated.
Finally the chip was rinsed three times with pure water. In
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a first step of dehydration, the water was sequentially re-
placed by 25, 50, 75 and 100% ethanol, waiting for 15 min
after each exchange. In a second step of dehydration in a
glass beaker, the ethanol was replaced by a 1:1 mixture of
ethanol/acetone and by pure acetone. For drying, the chips
were transferred into a bowl with acetone and placed into a
critical point dryer. The acetone was replaced by liquid car-
bon dioxide. Above its critical point, the carbon dioxide was
removed. The dry chips were attached to the metal holder
of the electron microscope using a conductive adhesive. Af-
ter drying for one day, gold was sputtered with an average
thickness of 6 nm. The electron micrographs were taken at
10–20 keV.
2.4 Protocol
The cultivated CMOS chips were mounted in the setup
where the temperature was held at 37◦C with a Peltier el-
ement using an integrated temperature sensor on the chip.
The measurements were performed with the neurobasal cul-
ture medium. At first, the sensor transistors were calibrated
by applying a sine voltage with a peak-to-peak amplitude
of 3 mV to the Ag/AgCl electrode. Then the spontaneous
activity of the neurons was observed for periods of 600 ms
with intervals of several seconds. This restriction was due to
the fact that the current setup does not allow for continuous
streaming of measured data to storage devices. In these in-
tervals, the reset protocol for autocalibration was performed
by adjusting the operating points of the sensor transistors.
To enhance the frame rate to 24 kHz the array was divided
into four stripes (128 lines, 32 columns) that were measured
sequentially. To correct the data offline for a slight drift,
a baseline was determined for each sensor transistor by ap-
plying a floating time average that was subtracted from the
raw data. A window of 151 data points, corresponding to du-
ration of 6.3 ms, was chosen such that the shape of recorded
APs was not significantly altered.
2.5 Data evaluation
The mapping of neuronal activity at a high spatial resolution
with the CMOS chip gives rise to several problems of data
evaluation. (i) First, the full mapping by the chip results in
relatively high noise. (ii) Further, the signal of a single cell
is usually visible on several sensor transistors. Care must be
taken that all recorded signals are correctly assigned to the
corresponding AP. (iii) On the other hand, signals of several
cells may be recorded by only one sensor transistor. There-
fore each detected AP must be assigned to the proper cell.
Traditionally, AP recordings of extracellular electrodes
are evaluated with a threshold detector. Spike sorting is usu-
ally based on principal component analysis (PCA) [26]. For
evaluation of data measured with high density MEAs, where
individual neurons are detected on different electrodes, tem-
plate matching and extended PCA algorithms were used
[27, 28]. With the current CMOS chip, we can detect action
potentials with high confidence at a supreme spatial resolu-
tion of 7.4 µm, even if the signal-to-noise ratio is as low as
3. This spatial resolution of the chip facilitates spike sort-
ing through a correlation analysis of signals on several sen-
sors below one cell. We proceed in three steps: the selection
of significant signals, the identification of action potentials
(APs), and the assignment of APs to individual neurons.
Significant data points To identify data points that signifi-
cantly deviate from the noisy baseline, no simple threshold
approach can be applied. The whole chip generates 108 data
points per second. If we allow for one false positive signal
per second, we need to make the probability of such an event
X as low as 10−8. The threshold V0 for a Gaussian noise
with variance σ 2 is given in (1) where V is the measured
extracellular voltage.














Solving (1) numerically yields V0 = 8.2σ . For σ =
70 µV, the threshold is V0 = 570 µV and many APs would
not be detected. To overcome the problem, we take advan-
tage of the temporal and spatial resolution of the chip. Since
the sampling time is shorter than the duration of an AP and
the pitch smaller than the size of a neuron, the same AP is
detected in several consecutive time frames and at several
adjacent sites. For each time frame at each site, we con-
sider the joint probability that the signals Vi in a spatial
3 × 3 neighborhood in 3 consecutive time frames signifi-
cantly deviate from the baseline, i.e. the length |V| of the
27-dimensional signal vector constructed from the 27 data
points must exceed a threshold V0. The threshold is defined
by the lower bound of (2) for a 27-dimensional ellipsoid
with
∑27
i=1 V 2i /σ 2i = const.





















By numerical integration—upon a substitution V ′i =
Vi/σi and a lower bound of a 27-dimensional sphere—we
obtain the threshold condition
∑27
i=1 V 2i /σ 2i = (9.5)2. If a
neuron was coupled equally to the 9 sensor transistors with
the same σi = 70 µV, an AP would be detected for an extra-
cellular voltage of Vi = 127 µV.
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A certain problem is that the noise of the real transistor
recordings is not always Gaussian, but occasionally shows
distinct tails. We attribute this effect to digital crosstalk on
the chip and to the fact that the noise is not constant during
a measurement of 600 ms. Finally, the threshold was em-
pirically set to (11.7)2 and sensors with extremely strong
variations of the noise were eliminated.
Action potentials Action potentials (AP) in neurons give
rise to transients of the extracellular voltage on a sensor tran-
sistor. These transients can have different waveforms, de-
pending on the distribution of ion channels in the cell mem-
brane and on the position of the sensor transistor relative to
the cell [21, 22]. The problem of the second step of evalua-
tion is to collect all significant data points that belong to a
single AP. This set of signals on different sensor sites and
time frames has the shape of a spindle in the space–time.
The spindle may have gaps in space and time due to noise,
to inhomogeneous cell–chip coupling in space, or to a bipha-
sic waveform in time. The main problem here is to prevent
an AP from being split into several ones due to the gaps.
At first we assemble significant signals that occur on adja-
cent sites in a chosen time frame into a signal cluster. Due
to gaps there may exist more than one cluster for one AP in
a single time frame. Then these signal clusters in different
time frames are combined if they overlap in space at least
with one other cluster. In that search, a window of 10 time
frames is chosen such that short gaps without significant sig-
nals are bridged, and that consecutive APs are not merged.
The transistor and the time frame which are closest to the
center of gravity of all signals in a spindle are chosen as a
representative space–time event of an AP.
Neurons In a third step of evaluation, we have to assign
the AP recordings to individual nerve cells. If nerve cells
grow in close neighborhood, their range of cell–chip cou-
pling may overlap. A certain transistor may record APs from
different cells. For all APs that share a sensor we have to
decide whether they belong to the same cell or to different
cells. The analysis relies on the similarity of recorded sig-
nals from different APs that originate from the same cell.
Therefore the coefficients cij of cross-correlation for pairs
of spindles i and j are normalized according to (3), where












We proceed in two steps. In the first step we look for
“related spindles” that eventually belong to APs in the same
cell. Here it is important to collect all spindles of a certain
cell. If a spindle of a certain cell is not properly assigned
to the related cell, a surplus cell is identified. In the second
step we examine whether such a set of related spindles must
be partitioned into spindles that belong to APs in different
cells.
Two spindles i and j are considered to be related if their
correlation coefficient cij is positive with respect to a limited
subset of signals k. We align the representative events of two
spindles in time and define cores of 3 × 3 sites around the
representative events. The correlation coefficients are eval-
uated only from significant signals from sensors which be-
long to the cores of aligned spindles in time. For a positive
correlation, the cores of two spindles must overlap and the
variation of the signals in time must have a certain similarity.
This is due to the fact that the coupling area of a cell,
i.e. the area over which a signal can be detected, often is
larger than the physical dimensions of a neuron. We assume
that neurons and/or glial cells can form tight clusters where
the extracellular space below the cells is well insulated from
the bath and therefore the electrical length constant is larger
than the diameter of a cell. We also assume that the largest
extracellular signal of a cell is detected at the same posi-
tion for different APs. So if two spindles belong to one cell,
we assume that their cores should overlap spatially. Spindles
generated by one cell have similar shapes in space–time. We
define sets of related spindles, where each spindle is posi-
tively correlated at least with one other spindle in the set.
In the second step, we examine whether a set of related
spindles must be split into subsets that belong to different
cells. Again we evaluate the coefficients of cross-correlation
between pairs of spindles, now with a different choice of
signals k. We choose all sites that give rise to significant
signals in a set of related spindles. Thus data points from
the outer rim of the spindles contribute where the data still
shows the AP, but where the neighborhood prevented it be-
ing over the threshold when finding significant signals. As
a consequence the cross-correlation becomes more selec-
tive. The symmetric matrix of the correlation coefficients is
sorted. We start with a certain row i that refers to the corre-
lation of a spindle with all other spindles m and look for a
row j of another spindle with a most similar correlation by
computing the sum of squared differences
∑
m(cim − cjm)2.
We place the row j with the lowest value next to the row i.
This procedure is iterated for a complete cycle of rows and
repeated for all rows used as starting row. The matrix with
the lowest overall sum of squared differences of correlation
coefficients is taken as a sorted matrix. It shows a distinct
structure if the spindles in the related set are from more than
one neuron. All connected sets of spindles are evaluated and
split if necessary. The correct splitting is confirmed by eye
inspection of the individual spindles.
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3 Results and discussion
Nerve cells from the rat hippocampus were cultured in
serum-free medium for three weeks on the EOMOS array
coated with poly-L-lysine. The conditions were similar to
those in previous experiments with EOS transistors [11, 12]
and in various experiments with MEAs [1–7].
3.1 Rat neurons on EOMOS chip
Several EOMOS chips with cultured neurons were inves-
tigated by scanning electron microscopy. An area of about
500 µm × 500 µm is depicted in Fig. 2a. It shows about 300
neuronal cell bodies and a dense web of neurites that covers
the chip surface. Figure 2b illustrates the size and pitch of
the sensor transistors with the dimension of the nerve cells.
Figure 2c shows how the cell bodies are embedded at vari-
ous depths in the web of the neurites with a width of about
0.3 µm. Some neurites form plate-like structures as depicted
in Fig. 2d.
The electron micrographs closely resemble those of clas-
sical experiments with cultured rat neurons [25]. They
demonstrate two important issues: (i) There is no visible
effect of the chip structure on the outgrowth of the neurons.
Fig. 2 Multi-Transistor Array (MTA) with cultured rat neurons. Scan-
ning electron micrographs with cells that were cultured for three weeks
in serum-free medium on the TiO2/ZrO2 surface of the chips coated
with poly-L-lysine. The scale is given by the pitch of 7.4 µm of the
array that shines through the web of neurites
This feature is due to the homogeneous chemical nature
and the modest topographical profile of the chips surface.
(ii) Each neuron covers one or several transistors due to the
small size of the sensors and their high density.
The electron micrographs give rise to several questions
about the electrical interfacing of neurons and transistors:
Are the cell bodies in tight contact with the oxide surface
of the sensor transistors or are they separated by the dense
web of neurites? Are there tight contacts formed only by the
cell bodies or also between arborized neurites or plate-like
neurites far from the cell bodies? Does the dense web of
neurites form a layer of enhanced resistivity that is able to
seal cell–chip junctions?
3.2 Extracellular voltage
We recorded the spontaneous activity of cultured neuronal
networks. The response was calibrated in terms of the aver-
age extracellular voltage at the oxide surface of the EOMOS
transistors (6.6 µm × 6.6 µm) with respect to the bulk elec-
trolyte. Various waveforms of the voltage transients caused
by APs were observed. Four representative examples with
large amplitudes are depicted in Fig. 3. They were recorded
at a sampling frequency of 24 kHz without temporal or
spatial filtering. (The quality of the recordings was almost
unchanged if a sampling frequency of 6 kHz was used.)
The prevalent waveform (80%) was a negative transient
(trace III) with a width at half maximum of about 1 ms.
Some of the negative peaks were very sharp (trace IV). In
addition, biphasic waveforms with a primary positive peak
were observed (trace II). Occasionally, purely positive tran-
sients were found (trace I). The relatively high noise of the
recordings is due to the contribution of the thermal noise in
the neuron–chip junction as described in the Materials and
Methods section.
The extracellular voltage VJ (t) in the junction of cell and
chip depends on the intracellular voltage VM(t) during an
Fig. 3 Typical waveforms of the extracellular voltage recorded by sen-
sor transistors, raw data with a sampling frequency of 24 kHz. The
dominating waveform is trace III
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Fig. 4 Recordings of action
potentials and noise. Top:
typical recording of a sensor
transistor underneath an active
neuron. Data points that belong
to action potentials are marked
with red arrows. The signal at
216 ms is smaller than
numerous peaks due to noise.
A simple threshold detector
would not identify this action
potential. Bottom: the blow-up
shows the signal at 216 ms
together with the time traces of
the eight surrounding sensors.
The extracellular signal appears
not only on the central sensor,
but also on adjacent sensors.
This correlation is used to
identify the action potential
AP. It is determined by the ionic and capacitive currents
that flow through the adherent membrane and give rise to
a voltage-drop along the resistance of the cell–chip junc-
tion [21, 22]. When the capacitive current is expressed by
the ionic current through the total cell membrane, the extra-








VM − V i0
) (4)
Here, giJM and g
i
FM are the area-specific ion conduc-
tances of the adherent and free membrane with reversal
voltages V i0 . The parameter gJ = ηJ /rJAJ is an area-
specific conductance of the cell–chip junction where rJ
and AJ are the sheet resistance and the area of the junc-
tion. ηJ accounts for the position of the transistor with
ηJ = 4π for a recording in the center of a circular junc-
tion [21]. The waveform VJ (t) depends on inhomogeneous
ion conductances giJM = giFM during an AP. The differ-
ent recordings of Fig. 3 indicate that transistors probe neu-
ronal activity in different functional parts of the neurons.
The dominating negative transients are due to an inward
sodium current in junctions with VM − V i0 < 0 and gNaJM >
gNaFM . That assignment implies that the most efficient in-
terfacing takes place at the spike-generating regions of the
cells.
3.3 Identification of action potentials
The amplitude of extracellular recordings depends on the
quality of the cell–transistor junctions according to (4). In
order to probe a neuronal network, it is essential to obtain
AP recordings from as many cells as possible on a chip at
the given noise level. We proceed in two steps.
First, we identify data points that significantly deviate
from the baseline, by taking advantage of the high tempo-
ral and spatial resolution of the chip. Figure 4a shows the
typical recording of a sensor transistor. Data points that fi-
nally are assigned to an action potential are marked by red
arrows. Some of them are smaller than noise peaks. E.g.,
the arrow at time 216 ms marks a data point that by itself
is not significant. Such a data point, however, can be identi-
fied to be significant if the correlation is taken into account
with adjacent data points in space and time. The issue is
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Fig. 5 Histogram of the extracellular voltage amplitudes of action po-
tentials from cultured rat neurons as measured with Multi-Transistor
Array
illustrated in Fig. 4b that shows the time traces of nine adja-
cent recording sites. The signal marked with an arrow at the
central sensor pixel is also visible on several neighboring
sensors. Details are described in the Materials and Methods
section.
As a second step, we collect the significant data points
that belong to the same AP. In principle, such a set of sig-
nals forms a spindle-shaped volume in space–time. In real-
ity such a spindle is fragmented due to noise, to a bipha-
sic waveform and to inhomogeneous cell adhesion. To iden-
tify a spindle that represents an AP, an algorithm is used
that takes into account certain properties of APs as de-
scribed in the Materials and Methods section. The center
of gravity of a spindle defines the space–time event of an
AP.
From these identified APs we can gather the ampli-
tudes of the extracellular signals shown as a histogram in
Fig. 5. At an RMS noise of typically 70 µV, the thresh-
old of recording is about 200 µV. There is a wide distrib-
ution of amplitudes due to a different quality of the cell–
chip junctions with a median around 0.5 mV. The result
confirms previous experiments with simple EOS transistors
[11, 12]. The signals are rather high in comparison with
most recordings by planar metal electrodes (MEA). It may
be emphasized that all transistor recordings represent true
extracellular voltages due to the calibration protocol before
each measurement. This identification has been verified with
micropipette recordings in acute brain slices on transistor
chips [29].
The distribution of AP recordings in space is shown in
Fig. 6. The data are recorded at 24 kHz for 10 periods of
600 ms for each of four vertical stripes of transistors as
indicated in the figure. The recordings exhibit clusters of
recording sensor transistors. A single cluster, however, can-
Fig. 6 Distribution of identified action potentials on 1 mm2 measured
with Multi-Transistor Array. On each pixel, the number of detected
action potentials is indicated in a color code. The data are separately
collected at 24 kHz with ten recordings for duration of 600 ms on each
of four vertical stripes. Black rectangle marked by arrow: area of the
chip that is chosen for Fig. 7
not be necessarily assigned to a single nerve cell that cou-
ples to a set of adjacent transistors. It may be due to several
nerve cells that interact with the same set of adjacent tran-
sistors.
3.4 Identification of firing neurons
In order to determine the activity of a neuronal network,
we must separate recordings of APs that belong to differ-
ent cells. Two aspects must be considered: different transis-
tors probe signals from one neuron and different cells couple
to one sensor transistor. The situation is illustrated in Fig. 7
with recordings by 12 adjacent transistors that are marked in
Fig. 6 by a black frame. Visual comparison indicates that AP
recordings can be assigned to two different times and two
different distributions in space. It suggests that the record-
ings belong to two different cells with an overlapping cell–
chip interaction.
Practically, the assignment of signals is achieved by an
algorithm that evaluates the cross-correlation of the AP
recordings for all pairs of spindle-shaped space–time vol-
umes as described in the methods section. We consider only
correlations in a subset of spindles where each spindle over-
laps at least with one other spindle. A correlation matrix of
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such a set of spindles is shown in Fig. 8a. That matrix is
sorted by an iterative algorithm with a result that is depicted
in Fig. 8b. Visual inspection shows that the positive cross-
correlations belonging to two cells are localized in the lower
left and upper right corners. By splitting the matrix at the
boundary between these subpopulations the APs can be sep-
arated and assigned to two different cells.
Using the correlation method, 127 firing neurons can be
identified in the map of APs of Fig. 7 and are marked in
Fig. 9a as circles. Apparently, several of the clusters in Fig. 7
are partitioned into recordings from several adjacent neu-
Fig. 7 Recordings of 12 sensor transistors (see black rectangle in
Fig. 6). Dashed lines mark the time frames that refer to the record-
ings of two action potentials that belong to two different neurons (cells
105 and 106 in Fig. 9)
rons. In Fig. 9b, the identified sites of firing neurons are su-
perposed to a micrograph of the chip that shows blob-like
features which indicate the position of neuronal cell bodies
or clusters of cell bodies. A striking issue of Fig. 9b is that
the positions of recording often are not in coincidence with
the position of such a blob. That mismatch confirms the as-
signment of the negative waveforms to the spike-generating
part of the cells that is not at the cell body. Another impor-
tant feature of Fig. 9b is that the number of firing neurons
is far lower than the number of visible cell bodies. On the
basis of the current MTA recordings, it is not possible to de-
cide whether a large number of neurons do not participate
in network activity or whether a large number of firing neu-
rons are so weakly coupled to the chip that they cannot be
identified.
3.5 Network recording
Multi-site recording with identified neurons is essential to
investigate and understand the activity of neuronal networks.
As an example, Fig. 10 shows the recordings of 23 neurons
that were identified on one 250 µm × 1000 µm strip during
600 ms. Some APs can be seen by visual inspection. Oth-
ers are identified by the correlation with neighboring data in
time and space. All identified APs are marked by a red dash
in the trace corresponding to the cell to which the AP was
assigned.
The example in Fig. 10 reveals that there exists a spon-
taneous activity of the cultured network with bursts of du-
ration of 600 ms. The activity of neurons is correlated even
when they are spatially separated for almost a millimeter.
Fig. 8 Correlation matrix of all AP recordings (spindle-shaped vol-
umes in space–time) from two neighboring neurons (cells a and b of
Fig. 9). The value of the mutual correlation of pairs of spindles is color-
coded from 0 (blue) to 1 (red). For details of the calculation see Ma-
terials and Methods section. (a) Unsorted matrix. (b) Sorted matrix
that shows how the matrix can be separated into two subpopulations
of spindles that have high correlation values with spindles of the same
subpopulation, but low correlation values with spindles of the other
subpopulation. The two subpopulations of spindles represent two pop-
ulations of action potentials belonging to two different cells
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Fig. 9 Identified firing neurons on Multi-Transistor Array. (a) Posi-
tions of the 127 neurons with a color code that represents the activ-
ity. The numbers refer to the neurons in Fig. 10. (b) Superposition of
the positions of electrically identified neurons and a micrograph of the
chip. There is no clear relation of the position of the electrical activity
(circles) and blob-like features that represent cell bodies or clusters of
cell bodies
That correlation indicates that a single neuronal network is
formed all over the chip. It must be emphasized that it is un-
certain how many neurons contribute to the network. Many
neurons in the culture may be silent in the interval of record-
ing, many may participate in the activity but not interact with
the chip.
4 Conclusion
In the present paper, the mapping of neuronal activity of cul-
tured rat neurons is achieved on an area of 1 mm2 at a spatial
resolution of 7.4 µm and time resolution of 24 kHz using a
multi-transistor array made of 6.6 µm×6.6 µm sensors. Ac-
tion potentials give rise to extracellular voltages with am-
plitudes in a range of 0.5 mV. Due to the high resolution
in space and time and the application of correlation algo-
rithms, single action potentials with amplitudes down to
Fig. 10 Transistor recordings of 23 neurons during a burst of neuronal
activity in a cultured network. The position of the neurons is shown in
Fig. 9. Identified action potentials are marked by red dashes in those
traces that correspond to the cells to which the action potential was
assigned
200 µV could be identified and assigned to individual neu-
rons in a dense network. This approach compensates a rela-
tively high noise level inherent to the architecture of the chip
that is optimized for highest density of sensors. As a conse-
quence, a reliable detection of neuronal activity combined
with complete spatiotemporal mapping at highest resolution
is achieved.
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