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ABSTRACT 
Anna M. Hoffmeyer: Telephone Interviewer Characteristics and Their Effects on Calling 
Performance 
(Under the direction of Karin Yeatts) 
Background:  As telephone survey nonresponse rates have grown so has the increased risk of 
nonresponse bias.  Research has shown that personal characteristics can be associated with 
telephone interviewer performance.  Identifying which traits are associated with success and 
using this knowledge to coach poor performers could be a cost-effective way to reduce 
nonresponse. 
Methods:  In an attempt to replicate previous findings, I collected data on interviewer 
characteristics and measured correlations between these traits and two performance 
measures:  Percent First Refusals (PFR) and Net Contribution to Performance Index (NCPI). 
Results:  Analyses indicated that perceiving oneself as efficient was associated with a lower 
(worse) NCPI score (p=.02) and that perceiving telephone interviewing as more difficult was 
associated with a lower (better) PFR (p=.04).   
Conclusions:  Conducting periodic, timely surveys to assess interviewer characteristics and 
creating tailored training modules based on the results could be a cost-effective method to 
reduce nonresponse. 
 
 
 
 
 iv 
 
 
 
 
 
TABLE OF CONTENTS 
LIST OF TABLES .......................................................................................................................v 
LIST OF FIGURES .....................................................................................................................vi 
CHAPTER 1: INTRODUCTION AND BACKGROUND .................................................................1 
Introduction ...............................................................................................................1 
History ........................................................................................................................2 
Declining Response Rates ..........................................................................................4 
Effects of Decline .......................................................................................................6 
Approaches ................................................................................................................9 
CHAPTER 2: METHODS AND DATA ANALYSIS ........................................................................15 
Methods .....................................................................................................................15 
Statistical Data Analysis .............................................................................................17 
Results ........................................................................................................................17 
Recommendations .....................................................................................................22 
Conclusion ..................................................................................................................24 
REFERENCES ...........................................................................................................................26 
 
 
 
 
 v 
 
LIST OF TABLES 
Table 1 - Interviewer Attitude Survey Questions and corresponding 
 Average Percent First Refusal and Average Net Contribution  
Performance Index scores by response type .........................................................................21 
  
 vi 
 
LIST OF FIGURES 
Figure 1 - Interviewer Attitude Survey questions ..................................................................19 
Figure 2 - Net Contribution to Performance Index as a function  
of Question 31, Interviewers identifying as Efficient ............................................................20 
 
Figure 3 - Percent First Refusal as a function of Question 12, 
Telephone Interviewing Ease .................................................................................................20 
 
  
 1 
 
 
 
 
 
Chapter 1: Introduction and Background 
 
Introduction 
  
Social science research provides a wealth of information.  It encompasses the interests 
of anthropology, archaeology, economics, history, human geography, linguistics, management, 
political science, culture, psychology, public health, and sociology (“Social Science,” 2018).  
Social science explores human existence, and its findings enlighten us on social phenomena, 
human behavior and beliefs, how we spend our time, and what makes us happy.  As awareness 
of the link between behaviors and disease has grown, Public Health practitioners have come to 
rely on social science to inform behavioral interventions.  Recognizing the importance of social 
science to the nation’s health, the Centers for Disease Control and Prevention (CDC) added new 
organizational units in the late 1980s and early 1990s:  the National Center for Chronic Disease 
Prevention and Health Promotion, the National Center for Injury Prevention and Control, and 
the National Center for HIV, STD, and TB Prevention (Holtzman, Neumann, Sumartojo & Lansky, 
2006). 
 The backbone of much of social science research is surveys, and although the choices of 
survey mode have grown from face-to-face and mail surveys to telephone and web surveys, 
telephone surveying still remains one of the best ways to reach people and one of the easiest 
modes to implement.  However, changing attitudes and increasingly advanced technology 
threaten the value of conducting telephone surveys.  Simply put, people no longer want to talk 
on the phone.   Nonresponse rates have increased over the past few decades, leading to 
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increased risk of nonresponse bias, missing data that can lead to a misrepresentation of the 
population of interest.  This phenomenon is a type of selection bias, since people who do 
surveys are often different in their behaviors and beliefs than those who choose not to 
participate.  Nonresponse bias can, without intervention, lead to poor data quality – as was the 
case with the National Immunization Survey and other surveys detailed later in the paper – and 
even with intervention, lead to excessive costs.  Finding cost-effective ways to reduce 
nonresponse is needed. In that vein, this paper looks at ways to reduce the number of refusals, 
which can result in missing data and can exacerbate nonresponse bias.   
History 
Surveying the public has had a long and important history.  The first census was 
undertaken in 1790 as a way to fairly distribute the tax burden, to ensure appropriate political 
representation, and to assess potential military strength (Wright & Hunt, 1900).  This first effort 
at an accurate and methodological count of the population required that US Marshalls visit 
every household in the thirteen colonies as well as the districts of Kentucky, Maine, Vermont, 
and the area that would later become Tennessee (“Overview,” 2017).  In all, 3.9 million 
residents, including slaves but omitting untaxed Native Americans, were counted that year 
(“Overview,” 2017).  Although these first census questions captured only gender, age, race, and 
whether one was free or enslaved, early leaders soon recognized how useful population data is, 
and a number of surveys were born from this early effort. 
The census, which “tells us who we are and where we are going as a nation,” led to the 
creation of the Census Bureau and sparked numerous other surveys which are conducted to 
enlighten and inform us about our social fabric (“Overview,” 2017; Wright & Hunt, 1900).  The 
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American Community Survey (ACS), an offshoot of the US Census, collects monthly data on 
smaller areas in order inform officials about changes taking place in their communities (“About 
the ACS,” 2018).  The Current Population Survey (CPS), produced for the Bureau of Labor 
Statistics, gathers information about individuals on such topics as employment, job search 
efforts, number of hours worked each week, and education (“About the CPS,” 2015).  Outside 
of the Census Bureau purview, the Centers for Disease Control and Prevention (CDC) has 
conducted the National Health Interview Survey (NHIS) since 1957 (“NHIS Brochure,” 2017).  
Each year, 75,000-100,000 individuals answer questions on access to healthcare, healthcare 
utilization, smoking, cancer, and prescription drugs (“NHIS Brochure,” 2017).  Data from the 
NHIS also monitors US health insurance coverage and informs policy on health interventions.  
Public health practitioners from myriad agencies such as the American Heart Association and 
the National Center for Environmental Health rely on the surveillance data provided by the 
NHIS to identify and prioritize health issues like cardiovascular disease and asthma and to later 
assess whether interventions have been successful.  The NHIS even tracks the number of cell-
phone-only households, data which has become important for those who conduct telephone 
surveys (“NHIS Brochure,” 2017).  The General Social Survey (GSS), conducted through the 
National Opinion Research Center (NORC) at the University of Chicago, has been gathering data 
on American public opinion since 1972. By asking questions about heated topics like national 
spending, immigration, and even sexual behavior, GSS tracks trends in American opinions and 
behaviors, which inform politicians and others on what Americans think about contemporary 
issues.  While GSS is much smaller than the NHIS, surveying only 5,000 individuals every other 
year, it is the go-to resource for much of social science research (“About the GSS,” 2016).   
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The Pew Research Center (PRC) conducts public opinion polling, demographic research, 
media content analysis and other empirical social science research. These surveys have shown, 
for example, that Americans think the government doesn’t do enough to support older people, 
the poor, and the middle class, that Trump’s election has worsened race relations, and they 
have shed light on how little Americans know about Brexit and the Zika virus (Pew, 2017).   
In addition to large surveying entities like the federal government, NORC, and PRC, 
thousands of smaller surveys still rich with data have been and continue to be conducted 
through universities and other organizations.  These entities support research on ways to 
improve individual lives, communities, and even the world with public health topics ranging 
from parental beliefs about vaccinations and the general public’s understanding of genetic 
testing to job safety for teens and trust in the Food and Drug Administration. Practical 
application of the data has resulted in improved public health educational interventions such as 
the Period of Purple Crying®, media campaigns to increase HPV vaccinations among 
adolescents, and new legislation to prohibit smoking in restaurants and bars. 
Clearly, survey research can and does provide public health practitioners, policy makers, 
politicians, and academics with a wealth of information.  Survey research is important and 
cannot easily, if at all, be replaced.   
Declining Response Rates 
Unfortunately, survey response rates have been declining over the past few decades.  
One can see the history of this decline by reviewing the response rate data of several large 
surveys over the past three decades. The NHIS, for example, has multiple modules: household, 
adult, and child.  From 1997 to 2011, the response rates for all three dropped; the household 
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and child components dropped approximately 10 percentage points (91.8 to 82 and 84.1 to 
74.6, respectively) while the adult component dropped over 14 points (from 80.4 to 66.3) 
(Tourangeau & Plewes, 2013).  The GSS response rate has not suffered as much as that of the 
NHIS, but there has been a tapering off.  Prior to the 2000 survey, the response rate averaged 
nearly 77%; since then it has held steady at barely 70% (“About the GSS,” 2016).  The National 
Health and Nutrition Examination Survey (NHANES), another large survey conducted through 
the CDC, has also suffered. Its response rate went from 82% in 2000 to just 71% in 2012, with a 
drop of 8 percentage points in the last two years alone.  The CPS labor force survey had a 
smaller yet still concerning overall decline of 6 percentage points between 1997 and 2012 
(Czajka & Beyler, 2016).     
The reasons for the drop in response rates, or, more accurately, the increase in 
nonresponse, are not entirely clear.  Tourangeau and Plewes show that the reasons provided 
for refusing surveys have not changed much over the years (2013).  A comparison of the 1978 
National Medical Care Expenditure Survey (NMCES) and the 2008 NHIS show that disinterest 
and lack of time have remained the top reasons for refusal. This same research found 
correlations between nonresponse and single-parent households, households with children, 
crime rate, and the length of one’s work commute (Tourangeau & Plewes, 2013).  Others found 
that the economy and political leadership affect nonresponse. Growing burden of surveys, 
distrust of corporations and government might also add further explanation to the increase in 
nonresponse (Tourangeau & Plewes, 2013; Boynton et al., 2017).  
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Effects of Decline 
There are two types of nonresponse: refusals and non-contact.  In the case of telephone 
surveys, the distinction between these two types is less clear than in face-to-face surveys.  Calls 
to a household might go unanswered altogether, a clear case of non-contact; however even 
calls that reach a household often result in repeated claims of unavailability,  preventing access 
to an eligible respondent.  This scenario can be viewed as a ‘soft’ refusal.  This is especially true 
when advanced letters have been sent and/or answering machine messages explaining the 
purpose of the call have been left for respondents.  Ignoring calls could indicate a refusal to 
participate.  Moreover, the arrival of caller ID has made screening unwanted calls an easy way 
to refuse the survey without doing so outright, especially for the 77% of Americans who own a 
smartphone and can ignore a call with the press of a button (Pew, 2018). Regardless of the 
reasons, nonresponse is growing and negatively affecting survey quality and cost as statisticians 
must spend greater effort on methods to mitigate its effects, and survey call centers must call 
larger samples a greater number of times in an effort to gain a sufficient number of participants 
(Tourangeau & Plewes, 2013).  
Understanding nonresponse bias is important in any discussion about response rates.  
Nonresponse can be defined simply as missing data.  A survey respondent refusing to answer a 
specific question results in item missing data, whereas the inability to contact a respondent at 
all or a respondent’s refusal to engage in the survey entirely results in unit missing data (Wilson 
& Lueck, 2014).  The latter is a type of selection bias and is the focus of this paper’s discussion 
on nonresponse.   
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When a survey is conducted, the goal is to survey a representative segment of the 
population of interest so that one can then make inference to the population as a whole.  A 
perfect survey, therefore, would consist of a sample of respondents that exactly matches the 
makeup of the actual population being studied (and that this perfect group has answered every 
survey question) (Tourangeau & Plewes, 2013).  This, however, is never the case in randomly 
sampled survey populations.  If researchers fail to reach a representative enough group of 
survey respondents they cannot easily apply their findings to the wider population.  This 
missing data can lead to nonresponse bias, a potential type of selection bias, which in layman’s 
terms could be described as seeing only part of the picture.  Weighting responses, that is, 
placing a higher value on the responses from one group and a lower value on the responses of 
another group, can statistically adjust for nonresponse bias, but it is not a solution that can be 
used successfully in every case as it does not always fully complete the missing parts of the 
picture (Massey & Tourangeau, 2013).  Surveys must at least reach enough people to meet the 
researcher’s sample size specifications (Miller, 2017).  As Carlson and Williams state, “As 
nonresponse increases, so does the potential for serious biases in the survey results” (2001).  
Because of this, the standard approach to reducing nonresponse bias has been, for some time, 
to get the highest response rates possible. However, it must be noted that a higher response 
rate by itself does not guarantee a reduction in nonresponse bias unless the higher response 
rate also reflects a survey population representative of the population of interest. Not only 
does a representative mix of people have to be included in the sample, but a representative mix 
of people must also self-select, that is, agree to do the survey.  
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A clear explanation of nonresponse bias, its effects, and possible solutions to mitigate 
those effects can be found in a report from the Department of Health and Human Services 
(DHHS) on nonresponse in the National Immunization Survey (NIS).  While that survey has had 
high response rates, the authors have determined that its non-responders are much different 
than its responders.  The data gathered in the NIS primarily comes from households with higher 
incomes, white, non-Hispanic mothers, and those living in suburban areas among other 
characteristics.  These characteristics have been shown to be meaningful.  In other words, the 
differences between those providing survey data and those not providing survey data are 
meaningful.  Households with these characteristics were significantly more likely to respond to 
the survey than their counterparts and therefore the survey results are biased toward their 
experiences. At a practical level, these differences could mislead those tasked with increasing 
vaccination coverage to think overall coverage is much greater than it is when in fact coverage 
is only high among these specific responding groups (Smith et al., 2001).  
Brick and Tourangeau show another example of the dangers of nonresponse bias in a 
Maryland survey meant to capture, among other measures, constituent political involvement. 
Since registered voters are more likely to take surveys and also more like to be politically active, 
the survey results overstated political involvement (Brick & Tourangeau, 2017).  In the 
Netherlands, the results of two nearly identical adolescent health surveys were compared. 
Findings showed the data differed between the voluntary, self-selected participants and 
participants mandated to take the survey during school hours.  The voluntary group data 
showed lower smoking and alcohol consumption, better mental health, and less sex – all 
misrepresentations that could greatly alter public health intervention approaches (Cheung, ten 
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Klooster, Smit, de Vries, & Pieterse, 2017).  However, other research points out school-based 
surveys underestimate substance abuse since it is higher among adolescents who have dropped 
out of school (Swaim, Beauvais, Chavez, & Oetting, 1997).  Tackling nonresponse bias requires a 
multi-faceted approach. 
Approaches 
As mentioned previously, although the two are inexorably connected, increasing 
response rate is not synonymous with reducing nonresponse bias.  Survey research managers 
can increase the response rate by completing more surveys with the same type of respondent, 
but they will not have necessarily reduced nonresponse bias.  To do this requires increasing the 
response rate of the type of respondents who are not currently completing the survey.  In that 
vein, this paper looks at ways to reduce the number of refusals, including soft refusals, both of 
which result in missing data and can exacerbate nonresponse bias.   
Again, as the NIS and other examples showed, non-responders often have different 
characteristics than responders. These characteristics vary in type and importance to the survey 
depending on the population being surveyed, the aims of the study, and the make-up of the 
sample who have already responded.  In other words, the non-responders – and the bias they 
might create – could be very different in a smoking survey than in a survey on childhood 
vaccinations.  Therefore, interviewer-level efforts to deal effectively with reluctance should 
help reduce nonresponse bias in the specific surveys they are conducting. 
During the course of data collection, identifying these characteristic differences can be 
challenging if not impossible, but one can make a reasonable assumption that reducing the 
number of non-responders – that is, getting potential non-responders to complete the survey – 
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increases the likelihood of capturing the responses of people unlike the people who readily 
agreed to do the survey.  The fewer non-responders, the smaller their effect (Massey & 
Tourangeau, 2013).  In the field, addressing outright and soft refusals is referred to as ‘refusal 
conversion’ and ‘dealing with reluctance’, which, if successfully done, can reduce nonresponse 
among a presumably ‘different’ population and can do so in a cost-effective manner.  
Data managers, survey research analysts, and even staffing agencies have shown much 
interest in identifying interviewer characteristics that translate into success in dealing with 
reluctance.  Some research has been done suggesting a need for improved methods of 
recruiting and hiring, but challenges still exist (Link, 2006, Jackle, 2012).  Staffing agencies claim 
to screen and test applicants so that only those most likely to succeed on the phone are hired 
into the labor pool, but there’s a premium paid to the agency for these employees, and this can 
add as much as 20% to personnel costs.  Further, there is nothing to say that these unproven 
screening methods will result in greater success on the phones or across all surveys.  On many 
college campuses where survey research call centers exist, the pool of applicants is small and 
limited primarily to students whose “extreme youth” Singer found to be a detriment to 
telephone survey success (Singer, Frankel, & Glassman, 1983).  While older applicants bring 
beneficial qualities to the table (Singer et al. 1983), few appear to be interested in the part-
time, temporary work conducted primarily in the evenings and on weekends that most random-
digit-dial (RDD) telephone surveys require.  In his paper, Predicting the Persistence and 
Performance of Newly Recruited Telephone Interviewers, Link found that interviewers hired to 
work evenings and weekends were much less likely to reach the 100-hour mark than 
interviewers hired to work the day shift (2006).  Especially in project-driven, smaller call 
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centers, recruiting and hiring is a take-what-you-can-get endeavor.  Given these challenges, 
changes to hiring practices are of little practical help.   
Brick, et al. have explored responsive survey design as a way to reduce nonresponse 
(2017).  Responsive design requires assessing survey nonresponse and adjusting survey modes 
or interviewing approaches in real time.  Wagner and West suggest that paradata, data 
unrelated to the survey itself, such as interviewer observations about the potential respondent, 
the timing and number of call attempts, and other data gathered about the survey process can 
be used to make changes midstream (2012).  For example, tracking refusals and sending them 
to a different interviewer might be one responsive design approach.  Prioritizing cases based on 
interviewer rankings of the likelihood of survey completion might be another.  Improving calling 
efforts to underrepresented groups, the approach I present in this paper, could also be 
considered responsive design.  
Research has also been done on the effects of interviewer race, gender, age, voice 
characteristics, and experience, as well as on interviewer confidence and attitudes towards 
survey participation.  Multiple studies have found that the race of the interviewer has no 
significant effect on whether or not the respondent ultimately agreed to participate in a 
telephone survey (Singer et al., 1983, Tourangeau & Plewes, 2013, Hox & De Leeuw, 2002), 
although Link does report findings that nonwhite interviewers had a higher hours per complete 
rate than white interviewers (2006).  Interviewer gender has been found to have an effect on 
respondent participation, though whether a positive effect is the result of being male or female 
is dependent upon the study referenced (Singer et al., 1983, Tourangeau & Plewes, 2013, Hox & 
De Leeuw, 2002).  Age of the interviewer does seem to have a bearing on survey participation, 
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as the “extreme youth” mentioned earlier was found to be a detriment to persuading 
respondents to complete the survey (Singer et al., 1983). 
Somewhat related to gender and age are studies that have researched voice pitch and 
its effect on success. Less “breathy” voices seemed to result in a higher respondent 
participation rate as did voices with lower frequency registers (Groves, et al., 2007).  Conrad et 
al. studied interviewer speech, specifically the use of um/uh; mm-hmm, I see, and interrupting.  
They found that “highly robotic” speech led to nonresponse but that somewhat “disfluent” 
speech (um, uh) led to greater success in getting the respondent to agree to the survey 
(Conrad, et al., 2015).  Finally, many studies on interviewer characteristics and response rates 
agree that interviewer experience is highly predictive of success (Singer et al., 1983, Hox & De 
Leeuw, 2002, Link, 2006).   
However, race, gender, age, experience, or the pitch of one’s voice cannot be modified 
during data collection.  If call centers are to make the most of the interviewer pool at hand then 
managers need to address the characteristics over which they might have some measure of 
control, namely, interviewer attitude, confidence, persistence, and the like.  Although some 
studies used face-to-face survey response rates, there is a large body of evidence supporting 
that interviewers who have a negative view of persuasion, are less confident about their 
abilities to gain survey participation, or believe strongly in the voluntary nature of the survey do 
less well than their more self-assured colleagues who believe in their own persuasive skills 
(Singer et al., 1983, Hox & De Leeuw, 2002).  In her 1983 study, Singer found that positive 
interviewer expectations were highly correlated with success in convincing the respondent to 
do the survey.  Interviewers who expected that persuading respondents to do the survey would 
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be easy also had higher response rates, and she speculates that optimism in general might drive 
the expectations of how easy or difficult persuasion will be.  She further noted that although 
age, a fixed trait, was associated with greater success, the effect was independent of 
experience, leading her to suggest that perhaps age brought about a sense of self-confidence 
that was evident in the interviewer’s voice (1983). Citing Groves 1992, Tarnai and Moore state 
that one of the main ways experienced interviewers get participation is through greater 
confidence, and he calls lack of confidence and lowered expectations about one’s ability to gain 
respondent participation “stresses” that negatively affect some interviewers’ response rates 
(2007).  Reflecting again on Conrad’s et al. work with regard to disfluency, one could argue that 
interviewers who are more confident rely less on the script in front of them and therefore have 
a more natural, conversational tone, which would include more of the disfluency they found to 
be associated with higher response rates (Conrad et al, 2015). 
Of all the various interviewer traits mentioned previously, only those related to 
confidence and attitudes can be modified while a survey is in the field.  Tailored coaching and 
training is one way to do this.  Link suggests that interviewer training focus on ways to help 
interviewers more confidently perform their tasks (2006).  Groves et al. propose that 
interviewers who talk too fast (which leads to higher nonresponse) do so because they lack 
confidence and become nervous (2007).  Others recommend “enhancing self-image and 
positive expectations” during training (Durrant, Groves, Staetsky, & Steele 2010), and there are 
calls for research “on the structure and content of interviewer training as well as the value of 
continued coaching” (Tourangeau & Plewes, 2013).   Overall, the literature strongly supports 
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call centers identifying and implementing ways to improve interviewer confidence on the 
phones via focused training. 
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Chapter 2: Methods and Data Analysis 
 
Methods 
In an attempt to replicate some of the correlations between interviewer attitude and 
calling performance found in the studies mentioned above, I developed a short online 
questionnaire designed to collect data on interviewer attitudes toward dealing with reluctance, 
job enjoyment, general optimism, and self-perception. In addition to survey questions I 
developed specifically for this survey, I included questions used previously in the others’ 
surveys (Durrant et al., 2010).  Eligible participants were former and current telephone 
interviewers who called on a large nationwide smoking study between August, 2016 and May, 
2017.  Exclusion criteria were 1) having called fewer than five hours (n=5) and 2) having been 
terminated due to a serious performance issue (n=1).  Out of 105 possible interviewers, 99 
eligible interviewers were invited to take the survey via an email containing a unique link to the 
web survey.  Up to two reminder emails were sent to non-responders.  Sixty-two interviewers 
completed the survey within the March 1 through March 16, 2018 data collection period. 
The survey was comprised of thirty-seven questions (Figure 1).  Each question used one 
of five response types: three 4-pt Likert scales: Strongly Agree /Agree /Disagree /Strongly 
Disagree, Very Easy /Easy /Difficult /Very Difficult, and Very Enjoyable /Enjoyable /Unenjoyable 
/Very Unenjoyable, a 5-pt Likert scale: Always /Almost Always /Sometimes /Rarely /Never, and 
a Yes /No scale. Interviewers were instructed to answer the questions in reference to calling 
done on the smoking survey only. 
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I had two outcomes of interest: 1) to determine if self-reported interviewer 
characteristics correlate to Percent First Refusals (PFR) and 2) to determine if self-reported 
interviewer characteristics correlate to the Net Contribution to Performance Index (NCPI).  I 
calculated PFR as the number of first refusals (a hang-up or refusal to do the survey from a 
previously non-refused case) divided by the number of call attempts to previously non-refused 
cases; the higher the PFR, the worse.  I calculated the NCPI following Claire Durand’s guidelines, 
with a slight modification described below.  Interviewers earn one point for a completed survey 
from a non-refused case, two points for a completed survey from a previously refused case, and 
a deduction of one point for a first refusal.  This raw score is then divided by the maximum 
possible completed surveys that could have been conducted based on average survey length 
and interviewer hours logged (Durand, 2005).  However, unlike the Durand formula, our in-
house program also adds a half-point for an appointment that results in a completed survey on 
the next call attempt.  This is to mitigate the task-related negative effect on scores that Durand 
references in the paper (2005).  Specifically, interviewers who work primarily during business 
hours spend much of their time “cleaning up” bad numbers and reaching the answering 
machines of potential respondents who are at work.  However, day interviewers also tend to 
set appointments that ultimately result in completed surveys for other interviewers during the 
evening or weekend hours. The additional half-point for the ‘assist’ helps to offset the low 
number of completed surveys obtained during business hours.  
A simple example of the NCPI can be described as such:  Interviewer A calls for three 
hours.  During that time, she completes one fresh survey (+1), completes one survey from a 
previously refused case (+2), gets two first refusals (-2), and sets an appointment that results in 
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a completed survey later that evening (+.5).  Her raw score would be: 1+2-2+.5=1.5.  If the 
average length of the survey is 20 minutes, then the maximum number of surveys she could 
have completed in three hours is nine.  Her NCPI would then be 1.5/9, or .167.  This positive 
score indicates that Interviewer A has done more to benefit the overall response rate than she 
has to hurt it; the higher the NCPI, the better. 
Statistical Data Analysis 
First, I analyzed the data using the correlation and regression functions in Excel for all 
measures and all interviewers.  I then collapsed the interviewer responses into dichotomous 
variables; for questions with a 4-point scale, groups were split into interviewers responding 1 or 
2 and interviewers responding 3 or 4; for questions with a 5-point scale, groups were split into 
interviewers responding 1, 2, or 3 and interviewers responding 4 or 5; and, finally, for the 
Yes/No option, groups were split between 1 and 0.   
Results 
Initial analyses showed statistically significant correlation with the performance data for 
two survey items.  Question 31, I see myself as someone who does things efficiently was 
significantly negatively correlated with NCPI, indicating that perceiving oneself as efficient was 
associated with a lower (worse) NCPI score (p=.02).  Perhaps, in the name of efficiency, these 
interviewers are following a more prescribed, one-size-fits-all sales pitch, and, as a result, come 
across as cold, intrusive or disrespectful.  Additionally, they might be jumping into the case 
before familiarizing themselves with previous call notes that could provide information on how 
to approach potential respondents.  Question 12, Telephone interviewing was very easy/very 
difficult negatively correlated with PFR, indicating that perceiving telephone interviewing as 
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more difficult was associated with a lower (better) PFR (p=.04).  While we don’t know how 
interviewers defined “difficult,” one could speculate that one of the reasons these interviewers 
find telephone interviewing difficult is because they are taking more time and care in managing 
each case.  (Figures 2 and 3)  
To further explore the data, I also looked at the average performance scores of the 
dichotomous groups for which n => 12 (at least 20% of interviewers were represented in a 
group). (Table 1). 
 19 
 
Figure 1. Interviewer Attitude Survey questions
 
 
 
 
 
 
 
 
1.        The survey questions were easy for respondents to understand. (4 pt Agree-Disagree)
2.        The survey was well written. (4 pt Agree-Disagree)
3.        The study's goals were important. (4 pt Agree-Disagree)
4.        Survey respondents provided useful data. (4 pt Agree-Disagree)
5.        I felt I was a part of important research. (4 pt Agree-Disagree)
6.        I felt proud to be a telephone interviewer. (5pt Always-Never)
7.        I enjoyed talking to the people I called. (5pt Always-Never)
8.        I felt uncomfortable persuading people to do the survey. (5pt Always-Never)
9.        I felt embarrassed when someone I called refused to do the survey. (5pt Always-Never)
10.    Getting someone to complete the survey made me feel successful. (5pt Always-Never)
11.    When someone I called refused to do the survey, it hurt. (5pt Always-Never)
12.    Telephone interviewing was… (Very Easy=1 - Very Difficult=4)
13.    Telephone interviewing was… (Very Enjoyable=1 - Very Unenjoyable=4)
14.    Interviewers should always try to persuade reluctant people to take the survey. (4 pt Agree-Disagree)
15.    It is a good idea to call back people who refuse. (4 pt Agree-Disagree)
16.    Dealing with reluctance is mostly the converter's responsibility. (4 pt Agree-Disagree)
17.    I was better than most other interviewers at persuading reluctant people to take the survey. (4 pt Agree-Disagree)
18.    Given enough time, I could persuade the most reluctant person to take the survey. (4 pt Agree-Disagree)
19.    If you catch them at the right time, most people will agree to participate. (4 pt Agree-Disagree)
20.    I was a good interviewer. (4 pt Agree-Disagree)
21.    I liked trying to persuade people to do the survey. (4 pt Agree-Disagree)
22.    If someone does not want to take the survey, we should remove the number from calling. (4 pt Agree-Disagree)
23.    Talking to people on the phone was easy. (5pt Always-Never)
24.    I got completes because of luck, not skill. (5pt Always-Never)
25.    Calling strangers made me nervous. (5pt Always-Never)
26.    I see myself as someone who is sometimes rude to others  (No=0, Yes=1)
27.    I see myself as someone who has a forgiving nature  (No=0, Yes=1)  
28.    I see myself as someone who is considerate and kind to almost everyone  (No=0, Yes=1)  
29.    I see myself as someone who does a thorough job  (No=0, Yes=1) 
30.    I see myself as someone who tends to be lazy  (No=0, Yes=1)  
31.    I see myself as someone who does things efficiently  (No=0, Yes=1)  
32.    I see myself as someone who is talkative  (No=0, Yes=1)  
33.    I see myself as someone who is outgoing  (No=0, Yes=1)  
34.    I see myself as someone who is reserved  (No=0, Yes=1)  
35.    I see myself as someone who worries a lot  (No=0, Yes=1)  
36.    I see myself as someone who gets nervous easily  (No=0, Yes=1)  
37.    I see myself as someone who is relaxed  (No=0, Yes=1)  
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Figure 2.  Net Contribution to Performance Index as a function of Question 31, 
Interviewers identifying as Efficient 
 
 
 
 
 
 
 
Figure 3.  Percent First Refusal as a function of Question 12, Telephone  
Interviewing Ease 
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Table 1. Interviewer Attitude Survey Questions (n=>12) and corresponding Average Percent 
First Refusal and Average Net Contribution Performance Index scores by response type 
 
  
 
Though t-tests revealed no statistically significant differences between the pairs of 
means for any of the dichotomous groups, some trends are apparent. I found the results 
interesting enough to warrant further exploration.  Some differences are more pronounced 
than others, but the data show that for many questions, the dichotomous groups differ in 
average performance scores.  Looking at the results of questions 17, 19, 28, and 37, the 
differences in average PFR and NCPI scores are fairly wide.   For example, as a group, 
interviewers who considered themselves better at persuasion than their peers who did not 
(Question 17) actually had a higher PFR (8.4% vs 6.95%) and a lower NCPI (-.89 vs -.81).  This 
could perhaps indicate a misperception on the part of the lower performing group on what 
Response n
Average 
PFR
Average 
NCPI Response n
Average 
PFR
Average 
NCPI
Q6 Proud 1,2,3 47 7.39% -0.81 Q23 Talking easy 1,2,3 48 7.59% -0.87
4,5 15 7.69% -0.93 4,5 14 7.04% -0.72
Q8 Uncomfortable persuading 1,2,3 32 7.74% -0.84 Q24 Luck not skill 1,2,3 48 7.25% -0.80
4,5 30 7.30% -0.83 4,5 14 8.20% -0.98
Q9 Embarrassed by refusal 1,2,3 13 8.16% -0.92 Q25 Strangers nervous 1,2,3 21 7.11% -0.79
4,5 49 7.28% -0.82 4,5 41 7.65% -0.86
Q11 Refusal hurt 1,2,3 14 6.38% -0.75 Q27 Forgiving 0 21 7.48% -0.80
4,5 48 7.78% -0.86 1 41 7.46% -0.86
Q12 Telephone Ease 1,2 49 7.79% -0.90 Q28 Considerate 0 12 8.61% -0.98
3,4 13 6.25% -0.62 1 50 7.19% -0.81
Q13 Telephone Enjoyment 1,2 45 7.55% -0.82 Q29 Thorough 0 13 6.96% -0.72
3,4 17 7.25% -0.89 1 49 7.60% -0.87
Q14 Should Persuade 1,2 29 7.90% -0.84 Q31 Efficient 0 15 6.88% -0.61
3,4 33 7.08% -0.83 1 47 7.65% -0.91
Q15 Good to call back 1,2 31 7.47% -0.81 Q32 Talkative 0 38 7.86% -0.86
3,4 31 7.46% -0.86 1 24 6.83% -0.81
Q16 Converter's responsibility 1,2 24 7.68% -0.88 Q33 Outgoing 0 37 7.93% -0.85
3,4 38 7.33% -0.81 1 25 6.78% -0.83
Q17 Better than most 1,2 22 8.40% -0.89 Q34 Reserved 0 34 7.41% -0.83
3,4 40 6.95% -0.81 1 28 7.54% -0.85
Q18 Given time 1,2 20 7.28% -0.74 Q35 Worries 0 40 7.50% -0.90
3,4 42 7.55% -0.89 1 22 7.41% -0.73
Q19 Catch at Right Time 1,2 42 7.08% -0.78 Q36 Nervous 0 49 7.70% -0.83
3,4 20 8.27% -0.96 1 13 6.57% -0.87
Q21 Like persuading 1,2 35 7.51% -0.89 Q37 Relaxed 0 35 7.21% -0.76
3,4 27 7.40% -0.78 1 27 7.80% -0.95
Q22 Should Remove Ph# 1,2 42 7.50% -0.83
3,4 20 7.39% -0.86
Question Question
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constitutes being “better at persuading”. These interviewers could lack the ability to interpret a 
potential respondent’s level of resistance and adjust their strategy. Those who strongly agreed 
or agreed to the statement “If you catch them at the right time, most people will agree to 
participate” (Question 19) had better average scores than those who strongly disagreed or 
disagreed to that statement (7.08% vs 8.27% and -.78 vs -.96, respectively).  Finally, those who 
self-identified as being considerate and kind (Question 28) and those who did not self-identify 
as relaxed (Question 37) also had better group averages than the groups who did not self-
identify as such.  The results of each of these last three questions hint at more successful 
interviewers being appreciative of the effort being asked of the potential respondent, more 
respectful of people’s time and more willing to back off before people became defiant.   
Looking at PFR only, there are six measures (Qs 11, 13, 14, 32, 33, 36) that show similar 
differences.  Interviewers who reported being hurt by refusals, who said they do not think 
reluctant respondents should always be persuaded, and who described themselves as talkative, 
outgoing, or easily made nervous had a lower PFR by a wide margin than those responding in 
opposite ways, and in three of the measures, also did slightly better in overall NCPI score.  
Again, while there are limitations to how the results can be interpreted, one could speculate 
that interviewers who are hurt by refusals are also more likely to treat the telephone exchange 
with greater care, both to protect their own feelings and possibly to avoid placing an undue 
burden on the potential respondent. 
Recommendations 
Interviewer training tends to be similar across call centers.  The training manual for the 
Agency for Healthcare Research Quality (AHRQ) interviewers is almost identical to the one used 
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at our call center here at the University of North Carolina Chapel Hill.  A review of the training 
materials for RTI International, the Ohio Medicaid Assessment Survey, and the NHANES show 
they all share the same basic components about dealing with reluctance that we do in our own 
call center: be knowledgeable of the survey, be pleasant but professional, stress the importance 
of the survey, etc.  Listening for cues as to why the person is reluctant and responding quickly 
with “fallback”, or pre-determined, statements that address specific concerns is also common 
across all training materials. However, the data from the survey examined here indicates that 
some interviewers might be taking this refusal aversion too far and underestimating the power 
of respectful listening and appreciation for the person – not the potential completed survey – 
on the other end of the line.  
Send a Balanced Message 
In reviewing our own and others’ training materials, the balance between refusal 
aversion techniques, such as those mentioned above, and training on how to best engage with 
people, the benefits of backing off, and setting thoughtful appointments is disproportionate.  
The latter topics are generally only a sentence or two or non-existent.  I would recommend a 
shift.  If the results of the interviewer attitude survey are any indication, then as much or more 
emphasis needs to be placed on the qualities reflected in some of the interviewer groups.  
Some interviewers might benefit from a rule for addressing reluctance; for example, limiting 
fallback statements to no more than two before suggesting a future appointment.  Call center 
managers should also be attentive to their in-house reward system, ensuring that emphasis is 
not unduly placed on calling efficiency, for example, the number of surveys an interviewer 
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completes or her dials per hour.  The modified Durand metrics outlined above do well as a 
broad and fair measure of interviewer performance that goes beyond these two statistics. 
Include Sensitivity Training 
Given that many university-based call centers employ primarily young college students,  
general training might also need to include sensitivity training that focuses on populations such 
as the elderly, or those with lower education or income, and, if appropriate, study-specific 
populations like adolescents or individuals with cancer.  This sensitivity training might help to 
soften the persuasion techniques of interviewers overly focused on efficiency.  Training 
interviewers to view the survey request as a favor rather than a battle to be won could also 
help to realign expectations regarding how the telephone interaction should go.   
Identify Characteristics and Use for Coaching 
While the interviewer attitude survey that was the basis for this paper had serious 
limitations, future surveys might highlight some other characteristics associated with high 
performance scores.  I would recommend that call center managers develop similar surveys for 
their own staff to be given periodically and used to identify the characteristics of both poor and 
successful performers.   Regardless of the results, managers should use feedback from good 
performers for future training.  Audio recordings of successful exchanges between good 
interviewers and reluctant respondents might help poor performers to pinpoint areas where 
they can improve. 
Conclusion 
Calculating and reviewing performance measures on a regular basis is an important step 
in understanding how well interviewers are performing, but also choosing what skills to 
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emphasize during initial training and knowing what adjustments to make to individual coaching 
over the course of data collection are undoubtedly important as well.  Although the interviewer 
survey data revealed only two questions that were significantly correlated to performance, 
identifying common, coachable traits among the best and worst performers could be a 
worthwhile endeavor.  This interviewer attitude survey lacked the sample necessary to support 
any real conclusions, and the long length of time between calling on the project and taking the 
survey was a serious limitation.  However, similar but larger surveys in the future could possibly 
identify which changeable traits are associated with lower PFR and higher NCPI.  
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