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Abstract. A computational classification of contact symmetries and higher-order local
symmetries that do not commute with t, x, as well as local conserved densities that are not
invariant under t, x is carried out for a generalized version of the Krichever-Novikov equation.
Several new results are obtained. First, the Krichever-Novikov equation is explicitly shown
to have a local conserved density that contains t, x. Second, apart from the dilational point
symmetries known for special cases of the Krichever-Novikov equation and its generalized
version, no other local symmetries with low differential order are found to contain t, x. Third,
the basic Hamiltonian structure of the Krichever-Novikov equation is used to map the local
conserved density containing t, x into a nonlocal symmetry that contains t, x. Fourth, a
recursion operator is applied to this nonlocal symmetry to produce a hierarchy of nonlocal
symmetries that have explicit dependence on t, x. When the inverse of the Hamiltonian map
is applied to this hierarchy, only trivial conserved densities are obtained.
1. Introduction
The Krichever-Novikov (KN) equation was introduced in 1979 in the form [1]
ct =
3
8
1− c2xx
cx
−
1
2
Q(c)c3x +
1
2
cxxx
where Q(c) is expressed in terms of the Weierstrass elliptic function (see also Ref.[2]). An
alternative form of this equation is given by [3, 4, 5]
ut = uxxx −
3
2
u2xx
ux
+
p(u)
ux
(1)
where p(u) is an arbitrary quartic polynomial
p(u) = C1u
4 + C2u
3 + C3u
2 + C4u+ C5 (2)
with constant coefficients.
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A main property of the KN equation, as shown in Refs.[3, 6, 7], is that it belongs to the
class of integrable evolutionary equations in the sense of having an infinite number of higher-
order local symmetries and higher-order local conserved densities, which are connected to
Hamiltonian structures and recursion operators for the equation.
Among all of these equations, the KN equation is singled out by several features. For
example, it is the only nonlinear integrable equation of the third order evolutionary form
ut = uxxx + F (u, ux, uxx) that cannot be mapped to the Korteveg-de Vries (KdV) equation
vt = vxxx + vvx by a finite-order differential substitution v = Φ(u, ux, uxx, . . .). This result
follows from the classifications of nonlinear integrable equations presented in Refs.[8, 9, 3, 6]
and has been extended to a larger class of equations ut = a(u)uxxx+F (u, ux, uxx) in Ref.[5].
Also, it is the only nonlinear integrable equation in these classes that does not have a scaling
symmetry. More generally, the KN equation (for an arbitrary quartic p(u)) has no known
local symmetries that explicitly contain the variables t, x, and likewise none of its local
conserved densities that are known to-date [6, 3, 10] have explicit dependence on t, x.
This paper is motivated by the question of whether the Krichever-Novikov equation admits
any local symmetries or local conserved densities that have some essential dependence on t, x.
We will in fact settle this question for a generalization of the Krichever-Novikov equation
(called the gKN equation) given by
ut = uxxx −
3
2
u2xx
ux
+
f(u)
ux
(3)
where f(u) 6≡ 0 is a general function of u. This equation (3) is integrable only when f(u)
is a quartic polynomial (2), coinciding with the KN equation. The point symmetries of the
gKN equation have been recently classified in Ref.[11, 12].
Symmetries that explicitly contain t, x are related to master symmetries [13], while con-
served densities that explicitly contain t, x are typically important in the study of solitons
and other exact solutions.
For the gKN equation (3), we will classify its admitted contact symmetries and higher-
order local symmetries up to differential order six that do not commute with translations
on t, x, as well as all of its admitted local conserved densities up to differential order three.
Our results yield new conserved densities including one containing t, x that holds when the
function f(u) is an arbitrary quartic polynomial. Thus, we establish that the KN equation
(1)–(2) does possess a local conserved density with essential dependence on t, x. We also
rule out the existence of any local symmetries (with low differential order) that explicitly
contain t, x, other than the known dilational point symmetries that hold only for certain
(scaling homogeneous) functions f(u).
Our symmetry and conserved density classifications are derived in section 2 and section 3,
respectively. In section 4, we work out the action of the point symmetries on the conserved
densities.
The main results appear in section 5. We first use the new local conserved density con-
taining t, x to produce a nonlocal symmetry from the basic Hamiltonian structure of the
KN equation. Next we use a recursion operator of the KN equation to generate a hierarchy
of nonlocal symmetries having explicit dependence on t, x. No such symmetries have been
previously found for the KN equation. We also discuss the Hamiltonian structure of this
hierarchy and show that, surprisingly, none of the higher-order nonlocal symmetries arise
from conserved densities through the basic Hamiltonian structure of the KN equation.
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We make some concluding remarks in section 6.
From a computational viewpoint, the problem of classifying symmetries and conserved
densities consists of solving a linear system of determining equations whose unknowns are
functions of t, x, u, and derivatives of u (up to some finite differential order), together
with the function f(u). Most of the computation involves solving equations that are linear
in the unknowns. After all dependencies of the unknowns on t, x and derivatives of u are
determined from these equations, the remaining equations involve only the dependencies on
u, including the function f(u). The solution of these final equations is inherently a nonlinear
problem, but the equations can be factorized such that the function f(u) can be determined
by solving an ODE (possibly nonlinear) while the dependencies of the unknowns on u can be
determined by solving some linear equations. We carry out the computations by using the
computer algebra programs LiePDE [14, 15] to compute symmetries and ConLaw [15, 16]
to compute conservation laws. We have also verified the results by doing an interactive
computation in Maple which also gave a more compact form for the solutions with fewer
redundant special cases.
2. Classification of symmetries
To begin, consider the Lie symmetry group of the gKN equation (3). Since the gKN
equation involves only a single dependent variable u, its Lie symmetry group comprises
point symmetries and contact symmetries [17, 13, 18, 19].
A point symmetry of the gKN equation (3) is a group of transformations on (t, x, u) given
by an infinitesimal generator
X = τ(t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u (4)
whose prolongation satisfies
prX
(
ut − uxxx +
3
2
u2xx
ux
−
f(u)
ux
)
= 0 (5)
for all solutions u(t, x) of the gKN equation (3). When acting on solutions, any point
symmetry (4) is equivalent to an infinitesimal generator with the characteristic form
Xˆ = P∂u, P = η(t, x, u)− τ(t, x, u)ut − ξ(t, x, u)ux (6)
where the characteristic functions η, τ , ξ are determined by
0 = prXˆ
(
ut − uxxx +
3
2
u2xx
ux
−
f(u)
ux
)
= DtP −D
3
xP + 3
uxx
ux
D2xP −
3
2
u2xx
u2x
DxP +
f(u)
u2x
DxP −
f ′(u)
ux
P
(7)
holding for all solutions u(t, x) of the gKN equation (3). This formulation is useful for
doing computations and for considering extensions to contact symmetries and higher-order
symmetries, as well as for making a connection with conserved densities.
A contact symmetry extends the definition of invariance (7) by allowing the transfor-
mations to depend essentially on first order derivatives of u, as given by an infinitesimal
generator with characteristic form
Xˆ = P (t, x, u, ut, ux)∂u. (8)
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The corresponding transformations on (t, x, u, ut, ux) are given by
X = τ∂t + ξ∂x + η∂u + η
t∂ut + η
x∂ux (9)
where
τ = −Put , ξ = −Pux , η = P − utPut − uxPux , η
t = Pt + utPu, η
x = Px + uxPu, (10)
which follows from preservation of the contact condition du = utdt + uxdx. Note that a
contact symmetry reduces to a (prolonged) point symmetry if and only if P is a linear
function of ut and ux.
The set of all infinitesimal point and contact symmetries admitted by the gKN equation
(3) inherits the structure of a Lie algebra under commutation of the operators X. For a given
(sub)algebra of point or contact symmetries, the corresponding group of transformations has
a natural action [13, 18, 19] on the set of all solutions u(t, x).
To classify all of the contact symmetries (and point symmetries) admitted by the gKN
equation (3), we first substitute a general characteristic function P (t, x, u, ut, ux) into the
symmetry determining equation (7). Next we eliminate uxxx, utxxx, uxxxx through writing
the gKN equation in the solved form
uxxx = ut −
3
2
u2xx
ux
+
f(u)
ux
(11)
and doing the same for its differential consequences. The determining equation (7) then
splits with respect to uxx, utx, utt, utxx into a linear overdetermined system of equations on
P (t, x, u, ut, ux). We find that this system contains the equations
Putut = 0, Puxux = 0, Putux = 0, (12)
which imply that P is linear in ut and ux. Hence P reduces to the characteristic form for a
point symmetry (6). We then find that the remaining equations in the system are given by
τu = 0, τx = 0, ξu = 0, ξxxx − ξt = 0, τt − 3ξx = 0, (13)
ηt = 0, ηx = 0, ηuuu = 0, (14)
2f(u) (ηu − 2ξx)− f
′(u)η = 0. (15)
These equations (13)–(15) are straightforward to solve. If η = 0, then we have
τ = C1, ξ = C2. (16)
When η 6= 0, then instead we obtain
τ = 3C1t + C2, ξ = C1x+ C3, η = C4u
2 + C5u+ C6, (17)
together with the condition
f ′(u)
f(u)
=
2(2C4u+ C5 − 2C1)
C4u2 + C5u+ C6
. (18)
The integration of ODE (18) splits into five distinct cases: (i) C4 = C5 = 0; (ii) C4 = 0,
C5 6= 0; (iii) C4 6= 0, C
2
5 − 4C4C6 = 0; (iv) C4 6= 0, C
2
5 − 4C4C6 > 0; (v) C4 6= 0,
C25 − 4C4C6 < 0. This leads to the following classification result.
4
Theorem 2.1. (i) For any f(u), the gKN equation (3) admits no contact symmetries.
(ii) The point symmetries admitted by the gKN equation (3) for arbitrary f(u) consist of
X1 = ∂t, X2 = ∂x. (19)
(iii) The gKN equation (3) admits additional point symmetries only for the following f(u) 6≡
0:
(a)
f(u) = C exp(4au), a 6= 0
X3a = −3at∂t − ax∂x + ∂u
(20)
(b)
f(u) = C(u+ b)2−4a, a 6= −1/2
X3b = 3at∂t + ax∂x + (u+ b)∂u
(21)
(c)
f(u) = C(u+ b)4 exp(4a/(u+ b)), a 6= 0
X3c = 3at∂t + ax∂x + (u+ b)
2∂u
(22)
(d)
f(u) = C(c+ b+ u)2+2a/c(c− b− u)2−2a/c, c 6= 0, a 6= ±c
X3d = 3at∂t + ax∂x + ((u+ b)
2 − c2)∂u
(23)
(e)
f(u) = C((u+ b)2 + c2)2 exp ((4a/c) arctan((u+ b)/c)) , c 6= 0
X3e = −3at∂t − ax∂x + ((u+ b)
2 + c2)∂u
(24)
(f)
f(u) = C(u+ b)4
X3f = −(3t/2)∂t − (x/2)∂x + (u+ b)∂u = X3b|a=−1/2,
X4f = (u+ b)
2∂u = X3c|a=0
(25)
Modulo equivalence transformations, this classification can be easily checked to reduce to
the classification of point symmetries of the gKN equation stated in Ref.[11]. (The classifi-
cation presented in Ref.[12] is missing cases (22) and (23).) The equivalence transformations
of the gKN equation, other than symmetry transformations, consist of a scaling on t, x, and
f(u), as well as a Mobius transformation on u and f(u) [11, 10]. Here, we are interested in
getting an explicit classification without having to change the form of f(u) under equivalence
transformations.
A higher-order symmetry of the gKN equation (3) is an infinitesimal generator
Xˆ = P (t, x, u, ux, uxx, . . .)∂u (26)
whose characteristic function P has a differential order of at least two, satisfying the symme-
try determining equation (7) for all solutions u(t, x). Existence of higher-order symmetries
that commute with translations on t, x is connected with integrability. Since the gKN equa-
tion is integrable only when it coincides with the KN equation (1)–(2), we expect that such
symmetries Xˆ = P (u, ux, uxx, . . .)∂u will be admitted only when f(u) is a quartic polynomial.
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This still leaves open the possibility for existence of higher-order symmetries that involve
t, x explicitly, which would be related to a master symmetry.
To look for symmetries that involve t, x explicitly, we will now classify all higher-order
symmetries (26) up differential order six admitted by the gKN equation (3). In particular,
any such symmetries that are admitted for special f(u) will be determined.
For computational purposes, it will be useful to work with an equivalent representation
for the symmetries (26), in which uxxx, . . . , uxxxxxx are eliminated in P through the solved
form of the gKN equation (11). Then we have the following correspondence result.
Lemma 2.1. For the gKN equation (3), symmetries up to differential order six in x deriva-
tives
Xˆ = P (t, x, u, ux, uxx, uxxx, uxxxx, uxxxxx, uxxxxxx)∂u (27)
are equivalent to symmetries of the form
Xˆ = P˜ (t, x, u, ut, ux, utx, uxx, utt, utxx)∂u (28)
whose differential order in t, x derivatives is at most three (where Puttx = Puttt = 0).
The determining equation (7) for symmetries (28) splits with respect to uttx, uttxx into a
linear overdetermined system of equations on
P˜ (t, x, u, ut, ux, utx, uxx, utt, utxx). (29)
This system can solved in a straightforward computational way.
Theorem 2.2. The gKN equation (3) admits a higher-order symmetry characteristic (29)
only when f(u) 6≡ 0 is a quartic polynomial:
f(u) = C1u
4 + C2u
3 + C3u
2 + C4u+ C5
P˜ =utxx − 2
utxuxx
ux
+
1
2
utu
2
xx
u2x
+
1
2
u2t
ux
−
4
3
u2xxf(u)
u3x
+
4
3
uxxf
′(u)
ux
−
5
3
utf(u)
u2x
+
8
9
f(u)2
u3x
−
4
9
uxf
′′(u).
(30)
We next rewrite this symmetry by eliminating ut, utx, utxx through the gKN equation (3)
and its differential consequences. This provides an explicit classification of all higher-order
symmetries (27) up to differential order six (in x derivatives).
Corollary 2.1. (i) For any f(u), the gKN equation (3) admits no symmetries (27) of
differential order one, two, four, or six.
(ii) The gKN equation (3) admits a single symmetry (27) of differential order three:
Xˆ1 =
(
uxxx −
3
2
u2xx
ux
+
f(u)
ux
)
∂u = ut∂u (31)
f(u) arbitrary . (32)
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(iii) The gKN equation (3) admits a single symmetry (27) of differential order five:
Xˆ2 =
(
uxxxxx − 5
uxxxxuxx
ux
−
5
2
u2xxx
ux
+
25
2
uxxxu
2
xx
u2x
−
45
8
u4xx
u3x
−
5
3
uxxxf(u)
u2x
+
25
6
u2xxf(u)
u3x
−
5
3
uxxf
′(u)
ux
−
5
18
f(u)2
u3x
+
5
9
uxf
′′(u)
)
∂u
(33)
f ′′′′′(u) = 0 (f(u) = C1u
4 + C2u
3 + C3u
2 + C4u+ C5). (34)
This classification establishes that both the KN and gKN equations do not possess any
higher-order symmetries (27) that have at most differential order six (in x derivatives) and
also involve t, x explicitly.
The symmetry (33) of differential order five is the first higher-order symmetry in the
hierarchy generated by the fourth order recursion operator of the KN equation [20], where
the root symmetry for this hierarchy is Xˆ = ux∂u. All of the symmetries in the hierarchy
commute with translations on t, x.
3. Classification of conservation laws
A conservation law of the gKN equation (3) is a space-time divergence such that
DtT (t, x, u, ut, ux, . . .) +DxX(t, x, u, ut, ux, . . .) = 0 (35)
holds for all solutions u(t, x) of the gKN equation (3). The spatial integral of the conserved
density T formally satisfies
d
dt
∫
∞
−∞
Tdx = −X
∣∣∣∞
−∞
(36)
and so if the spatial flux X vanishes at spatial infinity, then
C[u] =
∫
∞
−∞
Tdx = const. (37)
yields a conserved quantity for gKN equation (3). Conversely, any such conserved quantity
arises from a conservation law (35). Two conservation laws are equivalent if their con-
served densities T (t, x, u, ut, ux, . . .) differ by a total x-derivative DxΘ(t, x, u, ut, ux, . . .) on
all solutions u(t, x), thereby giving the same conserved quantity C[u] up to boundary terms.
Correspondingly, the fluxes X(t, x, u, ut, ux, . . .) of two equivalent conservation laws differ by
a total time derivative −DtΘ(t, x, u, ut, ux, . . .) on all solutions u(t, x). A conservation law
is called trivial if
T (t, x, u, ut, ux, . . .) = Φ(t, x, u, ut, ux, . . .) +DxΘ(t, x, u, ut, ux, . . .),
X(t, x, u, ut, ux, . . .) = Ψ(t, x, u, ut, ux, . . .)−DtΘ(t, x, u, ut, ux, . . .)
(38)
such that Φ = Ψ = 0 holds on all solutions u(t, x). Thus, equivalent conservation laws differ
by a trivial conservation law.
The set of all conservation laws (up to equivalence) admitted by the gKN equation (3)
forms a vector space on which there is a natural action [13, 21] by the group of all Lie
symmetries of the gKN equation (3).
Each conservation law (35) has an equivalent characteristic form in which ut and all
derivatives of ut are eliminated from T and X through use of the gKN equation (3) and its
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differential consequences. There are two steps to obtaining the characteristic form. First,
we eliminate ut, utx, . . . to get
Tˆ = T
∣∣
ut=uxxx−(
3
2
u2
xx
+f(u))/ux
= T − Φ, Xˆ = X
∣∣
ut=uxxx−(
3
2
u2
xx
+f(u))/ux
= X −Ψ (39)
so that(
DtTˆ (t, x, u, ux, uxx, . . .) +DxXˆ(t, x, u, ux, uxx, . . .)
)∣∣
ut=uxxx−(
3
2
u2
xx
+f(u))/ux
= 0 (40)
where
Dt
∣∣
ut=uxxx−(
3
2
u2
xx
+f(u))/ux
= ∂t +
(
uxxx −
3
2
u2xx
ux
+
f(u)
ux
)
∂u
+Dx
(
uxxx −
3
2
u2xx
ux
+
f(u)
ux
)
∂ux + · · ·
(41)
Dx
∣∣
ut=uxxx−(
3
2
u2
xx
+f(u))/ux
= ∂x + ux∂u + uxx∂ux + · · · = Dx (42)
holds on all solutions of the gKN equation (3). Next, moving off of solutions, we use the
identity
Dt =Dt
∣∣
ut=uxxx−(
3
2
u2
xx
+f(u))/ux
+
(
ut − uxxx +
3
2
u2xx
ux
−
f(u)
ux
)
∂u +Dx
(
ut − uxxx +
3
2
u2xx
ux
−
f(u)
ux
)
∂ux + · · · .
(43)
This yields the characteristic form of the conservation law (35)
DtTˆ (t, x, u, ux, uxx, . . .) +Dx
(
Xˆ(t, x, u, ux, uxx, . . .) + Ψˆ(t, x, u, ut, ux, . . .)
)
= Q(t, x, u, ux, uxx, . . .)
(
ut − uxxx +
3
2
u2xx
ux
−
f(u)
ux
) (44)
holding identically, where
Ψˆ = Eux(Tˆ )
(
ut− uxxx+
3
2
u2xx
ux
−
f(u)
ux
)
+Euxx(Tˆ )Dx
(
ut− uxxx+
3
2
u2xx
ux
−
f(u)
ux
)
+ · · · (45)
is a trivial flux, and where the function
Q = Eu(Tˆ ) (46)
is called a multiplier (or a characteristic). Here Eu = ∂u−Dx∂ux +D
2
x∂uxx −· · · denotes the
(spatial) Euler operator with respect to u.
From the characteristic equation (44), there is a one-to-one relation between conserved
densities (up to equivalence) and multipliers for the gKN equation (3). Note that if a con-
served density Tˆ has differential order k ≥ 0, then the differential order of the corresponding
multiplier Q is at most 2k ≥ 0. For a conserved density Tˆ of minimal differential order
k ≥ 0, the corresponding multiplier Q has maximal differential order 2k ≥ 0, and from the
characteristic equation (44), the flux Xˆ has differential order k+2 ≥ 2. We define the differ-
ential order of a conservation law to be the smallest differential order among all equivalent
conserved densities.
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Multipliers Q are determined by the condition that their product with the gKN equa-
tion is a total space-time divergence. Such divergences have the characterization that their
variational derivative with respect to u vanishes identically [13, 19]. This condition
δ
δu
((
ut − uxxx +
3
2
u2xx
ux
−
f(u)
ux
)
Q
)
= 0 (47)
can be split in an explicit form with respect to ut, utx, utxx, . . ., which yields the equivalent
equations [22, 23, 24]
0 = −DtQ+D
3
xQ+ 3D
2
x
(uxx
ux
Q
)
+Dx
(3
2
u2xx
u2x
Q−
f(u)
u2x
Q
)
−
f ′(u)
ux
Q (48)
and
Qu = Eu(Q), Qux = −E
(1)
u (Q), Quxx = E
(2)
u (Q), . . . (49)
holding for all solutions u(t, x) of the gKN equation (3). Here E
(1)
u = ∂ux − 2Dx∂uxx +
3D2x∂uxxx − · · · and E
(2)
u = ∂uxx − 3Dx∂uxxx + 6D
2
x∂uxxxx − · · · denote higher (spatial) Euler
operators [13]. These equations (48)–(49) constitute the standard determining system for
multipliers (see also Refs.[25, 26]).
The first equation (48) is the adjoint of the symmetry determining equation (7), and
its solutions Q are called adjoint-symmetries (or cosymmetries). The second equation (49)
comprises the Helmholtz conditions, which are necessary and sufficient for Q to be an Euler-
Lagrange expression (46). Consequently, multipliers are simply adjoint-symmetries that have
a variational form, and the determination of conservation laws via multipliers is a kind of
adjoint problem [22] of the determination of symmetries.
In this formulation, conserved densities and fluxes can be recovered from multipliers ei-
ther by [16, 19] directly integrating the relation (46) between Q and Tˆ , or by [13, 23, 24]
using a homotopy integral formula which expresses Tˆ in terms of Q (see also Refs.[27, 28]).
Alternatively, a simple expression for Tˆ can be derived from the scaling method developed
in Ref.[29] applied here to the scaling transformation
t→ λ3t, x→ λx, f(u)→ λ−4f(u) (50)
which belongs to the equivalence group of the gKN equation (3).
We will now classify all conservation laws (40) up to differential order three admitted
by the gKN equation (3). This classification means finding all conserved densities Tˆ up to
differential order three (in x derivatives) and all fluxes Xˆ up to differential order five (in
x derivatives), or equivalently, all multipliers (46) up to differential order six (in x deriva-
tives). In particular, any such conservation laws that are admitted for special f(u) will be
determined.
For computational purposes, it will be simpler to use an alternative formulation of this
classification, which arises through expressing the gKN equation in the solved form (11). To
proceed, we first state a useful correspondence result.
Lemma 3.1. For the gKN equation (3), conservation laws up to differential order three in
x derivatives
DtT (t, x, u, ux, uxx, uxxx) +DxX(t, x, u, ux, uxx, uxxx, uxxxx, uxxxxx) = 0 (51)
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are equivalent to conservation laws
DtT˜ (t, x, u, ut, ux, utx, uxx) +DxX˜(t, x, u, ut, ux, utx, uxx, utt) = 0 (52)
whose differential order in t, x derivatives is at most two (where T˜utt = 0).
The proof involves three main steps. First, by eliminating uxxx, uxxxx, uxxxxx through equa-
tion (11), we note that the conserved density and the flux in a conservation law (51) are equiv-
alent to a conserved density Tˆ (t, x, u, ut, ux, uxx) and a flux Xˆ(t, x, u, ut, ux, utx, uxx, utxx),
both of which have lower differential order. Second, we look at the highest t-derivative terms
in the resulting conservation law
DtTˆ +DxXˆ = 0. (53)
FromDtTˆ , we get the term uttTˆut , which is second order in t derivatives. From DxXˆ, we have
utxxxXˆutxx = Dt
(
ut −
3
2
u2xx
ux
+
f(u)
ux
)
Xˆutxx using equation (11), which yields the t-derivative
term uttXˆutxx. The conservation law (53) can then hold only if the coefficient of utt vanishes,
Tˆut + Xˆutxx = 0. This relation implies
Xˆ = −utxxTˆut + Yˆ (54)
for some expression Yˆ (t, x, u, ut, ux, utx, uxx). Finally, motivated by the form of the highest
derivative term in Xˆ , we subtract a trivial conservation law (38) given by
Θ(t, x, u, ut, ux, uxx) =
∫
Tˆutduxx. (55)
This subtraction produces an equivalent conservation law
DtT˜ +DxX˜ = 0, T˜ = Tˆ −DxΘ− Φ, X˜ = Xˆ +DtΘ−Ψ (56)
where
Φ =
(
ut − uxxx −
3
2
u2xx
ux
+
f(u)
ux
)
Tˆut
DxΘ = uxxxTˆut +
∫
(Tˆxut + uxTˆuut + uxxTˆuxut + utxTˆutut)duxx
(57)
and
Ψ = 0
DtΘ = utxxTˆut +
∫
(Tˆtut + utTˆuut + utxTˆuxut + uttTˆutut)duxx.
(58)
Hence, on solutions u(t, x) of the gKN equation (11), the equivalent conserved density
T˜ (t, x, u, ut, ux, utx, uxx) =Tˆ −
(
ut −
3
2
u2xx
ux
+
f(u)
ux
)
Tˆut
−
∫
(Tˆxut + uxTˆuut + uxxTˆuxut + utxTˆutut)duxx
(59)
still has differential order two in t, x derivatives, while the differential order of the equivalent
flux
Xˆ(t, x, u, ut, ux, utx, uxx, utt) = Yˆ +
∫
(Tˆtut + utTˆuut + utxTˆuxut + uttTˆutut)duxx (60)
is lower by one order in t, x derivatives. This completes the proof of Lemma 3.1.
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It is straightforward to derive that a conservation law (52) of mixed differential order two
has the characteristic form
DtT˜ (t, x, u, ut, ux, utx, uxx) +DxX˜(t, x, u, ut, ux, utx, uxx, utt)
= Q˜(t, x, u, ut, ux, utx, uxx, utt)
(
ut − uxxx +
3
2
u2xx
ux
−
f(u)
ux
) (61)
holding as an identity, with the relation
Q˜ = −X˜uxx . (62)
In this formulation, note that the mixed differential order of the multiplier (62) is two.
The determining system for these conservation law multipliers (62) is given by the vari-
ational derivative condition (47), which can be split with respect to uxxx, uxxxt, uxxxx,
uxxxxt, uxxxtt, uxxxxx. This splitting yields the adjoint-symmetry equation (48) plus addi-
tional Helmholtz-type equations given by
Eˆu(Q˜) = −∂uxx
(
Dˆx
(
3
uxx
ux
Q˜
)
+
(3
2
u2xx
u2x
+
f(u)
u2x
)
Q˜
)
+ Dˆ2x
(
Q˜uxx
)
+ Dˆx
(
∂uxx
(
DˆxQ˜− 3
uxx
ux
Q˜
))
+ ∂uxx
(
Dˆ2xQ˜
)
(63)
−Eˆ(1,t)u (Q˜) = 2Dˆx
(
Q˜utx
)
+ ∂utx
(
DˆxQ˜− 3
uxx
ux
Q˜
)
(64)
−Eˆ(1,x)u (Q˜) = 2Dˆx
(
Q˜uxx
)
+ ∂uxx
(
DˆxQ˜− 3
uxx
ux
Q˜
)
(65)
∂uxx
(
Eˆux(Q˜)
)
= ∂uxx
(
Dˆx
(
Q˜uxxuxx
))
+ ∂2uxx
(
DˆxQ˜− 3
uxx
ux
Q˜
)
(66)
with Dˆx denoting Dx restricted to solutions u(t, x) of the gKN equation (11). Here Eˆu =
∂u − Dt∂ut − Dˆx∂ux + D
2
t ∂utt + DtDˆx∂utx + Dˆ
2
x∂uxx − · · · denotes the (full) Euler operator
restricted to solutions; E
(1,t)
u = ∂ut−Dˆx∂utx−2Dt∂utt+ Dˆ
2
x∂utxx+2DtDˆx∂uttx+3D
2
t ∂uttt−· · ·
and E
(1,x)
u = ∂ux −Dt∂utx − 2Dˆx∂uxx +D
2
t ∂uttx + 2DtDˆx∂utxx + 3Dˆ
2
x∂uxxx − · · · denote higher
Euler operators restricted to solutions.
Hence, the determining equations for multipliers Q˜(t, x, u, ut, ux, utx, uxx, utt) are com-
prised by equations (48) and (63)–(66). Computationally, these equations can be solved
in a direct way after they are further split into a linear overdetermined system arising from
the coefficients of utxx, uttx, uttt, utttx. This leads to the following classification result.
Theorem 3.1. (i) The gKN equation (3) admits no conservation law multipliers Q˜(t, x, u)
of differential order zero and no conservation law multipliers Q˜(t, x, u, ut, ux) of differential
order one, for any f(u).
(ii) For arbitrary f(u), the gKN equation (3) admits a single conservation law multiplier of
mixed differential order two:
Q˜1 =
utxux − uxxut
u3x
. (67)
(iii) Additional conservation law multipliers of mixed differential order two are admitted by
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the gKN equation (3) only for the following f(u) 6≡ 0:
(a) f(u) = C1u
4 + C2u
3 + C3u
2 + C4u+ C5 6= ±(C˜1u
2 + C˜2u+ C˜3)
2
Q˜2a =
utxut − uttux
u3x
−
4
3
(u3xx
u6x
+
uxxut
u5x
+
utx
u4x
)
f(u) +
8
9
uxx
u6x
f(u)2
+ 2
(u2xx
u4x
+
2
3
ut
u3x
)
f ′(u)−
4
3
uxx
u2x
f ′′(u)−
4
9
1
u4x
f(u)f ′(u) +
4
9
f ′′′(u)
(68)
Q˜3a = 3tQ˜2a − xQ˜1 +
4
3
f(u)
u3x
− 2
ut
u2x
(69)
(b) f(u) = ±g(u)2, g(u) = C1u
2 + C2u+ C3
Q˜2b = −2
uxxg(u)
u3x
+ 2
g′(u)
ux
(70)
Q˜3b = Q˜2a
∣∣
f(u)=±g(u)2
, Q˜4b = Q˜3a
∣∣
f(u)=±g(u)2
(71)
Remark 3.1. f(u) is the square of a quadratic polynomial iff 4f(u)2f ′′′(u) −
6f(u)f ′(u)f ′′(u) + 3f ′(u)3 = 0.
Each multiplier Q˜ determines a conserved density T˜ and a flux X˜ , up to equivalence. The
simplest way to obtain explicit expressions for them is by first splitting the characteristic
equation (61) with respect to uxxx, utxx, uttx, and next integrating the resulting linear system
X˜uxx + Q˜ = 0, X˜utt + T˜utx = 0, X˜utx + T˜uxx = 0, (72)
T˜t + utT˜u + uttT˜ut + utxT˜ux + X˜x + uxX˜u + utxX˜ut + uxxX˜ux
=
(
ut +
3
2
u2xx
ux
−
f(u)
ux
)
Q˜.
(73)
This yields the following conserved densities T˜ (t, x, u, ut, ux, utx, uxx) and fluxes
X˜(t, x, u, ut, ux, utx, uxx, utt):
T˜1 =
1
2
u2xx
u2x
+
1
3
f(u)
u2x
(74)
X˜1 =
1
2
u2xxut
u3x
−
uxxutx
u2x
+
1
2
u2t
u2x
−
1
3
utf(u)
u3x
(75)
T˜2a =
1
2
u2xxut
u3x
−
uxxutx
u2x
−
1
2
u2t
u2x
−
2
3
u2xxf(u)
u4x
+
utf(u)
u3x
−
4
9
f(u)2
u4x
+
4
9
f ′′(u) (76)
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X˜2a =
1
2
u2tx
u2x
−
uxxutxut
u3x
+
uxxutt
u2x
+
1
3
u4xxf(u)
u6x
+
2
3
u2xxutf(u)
u5x
+
4
3
uxxutxf(u)
u4x
−
4
9
u2xxf(u)
2
u6x
−
2
3
u3xxf
′(u)
u4x
−
4
3
uxxutf
′(u)
u3x
+
2
3
u2xxf
′′(u)
u2x
+
4
9
uxxf(u)f
′(u)
u4x
+
1
3
u2tf(u)
u4x
−
4
9
utf(u)
2
u5x
+
4
27
f(u)3
u6x
+
2
9
f ′(u)2 − 2f(u)f ′′(u)
u2x
−
4
9
uxxf
′′′(u) +
2
9
u2xf
′′′′(u)
(77)
T˜3a = 3tT˜2a − xT˜1 (78)
X˜3a = 3tX˜2a − xX˜1 −
4
3
uxxf(u)
u3x
+ 2
uxxut
u2x
−
4
3
f ′(u)
ux
(79)
T˜2b =
g(u)
ux
(80)
X˜2b =
u2xxg(u)
u3x
− 2
uxxg
′(u)
ux
+
utg(u)
u2x
∓
2
3
g(u)3
u3x
+ 2uxg
′′(u) (81)
T˜3b =
1
2
u2xxut
u3x
−
uxxutx
u2x
−
1
2
u2t
u2x
∓
2
3
u2xxg(u)
2
u4x
±
utg(u)
2
u3x
−
4
9
g(u)4
u4x
±
8
9
(
g(u)g′′(u) + g′(u)2
) (82)
X˜3b =
1
2
u2tx
u2x
−
uxxutxut
u3x
+
uxxutt
u2x
±
1
3
u4xxg(u)
2
u6x
±
2
3
u2xxutg(u)
2
u5x
±
4
3
uxxutxg(u)
2
u4x
−
4
9
u2xxg(u)
4
u6x
∓
4
3
u3xxg(u)g
′(u)
u4x
∓
8
3
uxxutg(u)g
′(u)
u3x
±
4
3
u2xx
(
g(u)g′′(u) + g′(u)2
)
u2x
+
8
9
uxxg(u)
3g′(u)
u4x
±
1
3
u2tg(u)
2
u4x
−
4
9
utg(u)
4
u5x
+
4
27
g(u)6
u6x
−
8
9
g(u)3g′′(u)
u2x
∓
8
9
uxx
(
g(u)g′′′(u) + 3g′(u)g′′(u)
)
±
4
9
u2x
(
g(u)g′′′′(u) + 4g′(u)g′′′(u) + 3g′′(u)2
)
(83)
T˜4b = 3tT˜3b − xT˜1 (84)
X˜4b = 3tX˜3b − xX˜1 + 2
uxxut
u2x
∓
4
3
(uxxg(u)2
u3x
+ 2
g(u)g′(u)
ux
)
(85)
We now rewrite these conserved densities and fluxes by first eliminating ut, utx, utt through
the gKN equation (3) and its differential consequences, and next adding appropriate total
derivative terms DxΘ(t, x, u, ux, uxx, uxxx) and −DtΘ(t, x, u, ux, uxx, uxxx) to obtain equiva-
lent conserved densities and fluxes that have minimal differential order in x derivatives. The
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results provide an explicit classification of all conservation laws (51) up to differential order
three (in x derivatives).
Theorem 3.2. The gKN equation (3) admits:
(i) no conservation laws (44) of differential order zero, for any f(u).
(ii) a single conservation law (44) of differential order one
T2b =
g(u)
ux
(86)
X2b =
uxxxg(u)
u2x
−
1
2
u2xxg(u)
u3x
− 2
uxxg
′(u)
ux
±
1
3
g(u)3
u3x
+ 2uxg
′′(u) (87)
with
f(u) = ±g(u)2, g′′′(u) = 0 (g(u) = C1u
2 + C2u+ C3). (88)
(iii) a single conservation law (44) of differential order two:
T1 =
1
2
u2xx
u2x
+
1
3
f(u)
u2x
(89)
X1 =−
uxxxxuxx
u2x
+
1
2
u2xxx
u2x
+
2
3
uxxx(3u
2
xx + f(u))
u3x
−
9
8
u4xx
u4x
+
1
2
u2xxf(u)
u4x
−
uxxf
′(u)
u2x
+
1
6
f(u)2
u4x
(90)
with
f(u) arbitrary . (91)
(iv) two conservation laws (44) of differential order three:
T2a =
1
2
u2xxx
u2x
−
3
8
u4xx
u4x
+
5
6
u2xxf(u)
u4x
+
1
18
f(u)2
u4x
−
5
9
f ′′(u) (92)
X2a =−
uxxxxxuxxx
u2x
+
1
2
u2xxxx
u2x
+
uxxxxuxxxuxx
u3x
+
1
6
uxxxxuxx(9u
2
xx − 10f(u))
u4x
+ 3
u3xxx
u3x
−
2
3
u2xxx(9u
2
xx − 2f(u))
u4x
+
1
9
uxxx(15u
2
xx + 2f(u))f(u)
u5x
+
5
3
uxxxuxxf
′(u)
u3x
+
9
8
u6xx
u6x
−
29
12
u4xxf(u)
u6x
−
1
6
u3xxf
′(u)
u4x
+
19
18
u2xxf(u)
2
u6x
−
5
6
u2xxf
′′(u)
u2x
−
5
9
uxxf(u)f
′(u)
u4x
−
4
9
uxxf
′′′(u)
+
1
27
f(u)3
u6x
+
5
18
2f(u)f ′′(u)− f ′(u)2
u2x
+
2
9
u2xf
′′′′(u)
(93)
and
T3a = 3tT2a − xT1 (94)
X3a = 3tX2a − xX1 −
uxxxuxx
u2x
+
2
3
uxxf(u)
u3x
+
5
3
f ′(u)
ux
(95)
both with
f ′′′′′(u) = 0 (f(u) = C1u
4 + C2u
3 + C3u
2 + C4u+ C5). (96)
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The multipliers (46) corresponding to these conservation laws (86)–(95) are found to co-
incide with the multipliers (67)–(71) of mixed differential order two when uxxx, uxxxx, uxxxxx
are eliminated through the gKN equation in the solved form (11). From this correspondence,
we remark that the conserved densities and fluxes in Corollary 3.2 can be also obtained di-
rectly from the multipliers Q˜(t, x, u, ut, ux, utx, uxx, utt) classified in Theorem 3.1 either by
using a homotopy integral formula or by applying a scaling formula based on the scaling
transformation (50), as follows.
Consider the homotopy
u(λ) = λu+ (1− λ)x (97)
where we have chosen u(0) = x so that, for each multiplier, Q˜(t, x, u(0), u(0)t, u(0)x, u(0)tx,
u(0)xx, u(0)tt) = Q˜(t, x, x, 0, 1, 0, 0, 0) is a non-singular function of t, x. Then, using the general
method from Refs.[23, 24], we can show that the integral formula
T = (u− x)
∫ 1
0
Q˜(t, x, u(λ), u(λ)t, u(λ)x, u(λ)tx, u(λ)xx, u(λ)tt)dλ
∣∣
ut=uxxx−(
3
2
u2
xx
+f(u))/ux
(98)
holds up to equivalence. When applied to the multipliers (67)–(71) from Theorem 3.1, this
formula is readily checked to reproduce the conserved densities (86), (89), (92), (94).
Alternatively, consider the scaling equivalence transformation (50), under which the form
of the gKN equation (3) is preserved. Each multiplier is manifestly homogeneous under this
transformation,
Q˜→ λωQ˜ (99)
which implies
T → λωT, X → λω−2X (100)
where ω denotes the scaling weight of the multiplier. Since u appears in each multiplier only
through f(u), f ′(u), and so on, it is now convenient to write v = ux, vx = uxx, and so on,
and replace f ′(u) = v−1Dxf , and so on. Thus, we have
Q˜(t, x, u, ut, ux, utx, uxx, utt)
∣∣
ut=uxxx−(
3
2
u2
xx
+f(u))/ux
= Qˆ(t, x, v, vx, vxx, vxxx, vxxxx, vxxxxx, f, Dxf,D
2
xf)
(101)
and similarly
T (t, x, u, ux, uxx, uxxx) = Tˆ (t, x, v, vx, vxx, f, Dxf,D
2
xf). (102)
By using the infinitesimal generator Xscal. = x∂x + 3t∂t− 4f∂f of the scaling transformation
(50), we derive the relation
prXscal.Tˆ = ωTˆ
= xDxTˆ + 3tDtTˆ − (v + xvx + 3tvt)Tˆv − (4f + xDxf)Tˆf
− (2vx + xvxx + 3tvtx)Tˆvx − (5Dxf + xD
2
xf)TˆDxf
− (3vxx + xvxxx + 3tvtxx)Tˆvxx − (6D
2
xf + xD
3
xf)TˆD2xf .
(103)
We next expand out the term 3tDtTˆ and integrate by parts with respect to x in all of the
remaining terms. This yields
(ω + 1)Tˆ = 3tTˆt − (4f + xDxf)Ef(Tˆ )− (v + xvx)Ev(Tˆ ) +DxΘ (104)
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where Ef , Ev denote the (spatial) Euler operators with respect to the variables f, v. Af-
ter expressing v + xvx = Dx(xv) and f + xDxf = Dx(xf), we integrate by parts again
and simplify the remaining terms that contain x by using the identity xw = xDxD
−1
x w =
Dx(xD
−1
x w)−D
−1
x w. Hence we get
(ω + 1)Tˆ = 3tTˆt − 3fEf(Tˆ )−D
−1
x (fDxEf (Tˆ ) + vDxEv(Tˆ )) +DxΘ˜ (105)
Finally, we observe
Qˆ = Eu(Tˆ ) = f
′Qf −DxQ
v, Qf = Ef(Tˆ ), Q
v = Ev(Tˆ ) (106)
due to the variational identity
δ
δu
= −Dx
δ
δv
+ f ′(u)
δ
δf
. (107)
Combining equations (105) and (106), we now have an explicit formula
(ω + 1)Tˆ = 3tTˆt − 3fQˆ
f −D−1x (fDxQˆ
f + vDxQˆ
v) = 3tTˆt − 4fQˆ
f +D−1x (vDxQˆ) (108)
which yields, up to equivalence, Tˆ in terms of Qˆ if ω + 1 6= 0. For the multipliers (67)–(71),
we find their scaling weights are given by ω1 = −2, ω2a = ω3b = −4, ω3a = ω4b = −1,
ω2b = −1. Thus, as ω1 + 1 = −1 and ω2a + 1 = ω3b + 1 = −3 are non-zero, the formula
(108) can be applied to the multipliers (67) and (68). It is straightforward to check that this
reproduces the conserved densities (89) and (92).
The conserved density (89) agrees with the lowest-order Hamiltonian for the KN equation
[20, 30]. Since this conserved density is also admitted by the gKN equation for arbitrary
f(u), we conclude that the basic Hamiltonian structure of the KN equation carries over to
the gKN equation
ut = uxxx −
3
2
u2xx
ux
+
f(u)
ux
= H
(
δT1/δu
)
(109)
where
H = uxD
−1
x ux (110)
is a Hamiltonian operator. In the case of the KN equation itself, there is a hierarchy of
conserved densities generated by the adjoint of the fourth order recursion operator of the KN
equation [10]. The hierarchy is produced by acting with this adjoint operator on multipliers,
starting from the multiplier Q = Eu(T1) corresponding to the conserved density T1. A
second hierarchy of conserved densities arises similarly from the multiplier corresponding to
the conserved density (92). All of these densities are invariant under translations on t, x.
The conserved density (94) that explicitly involves t, x is new and does not seem to be
connected with a recursion operator for the KN equation. The other conserved density (86)
is also new, but it is admitted only in the quadratic case of the KN equation.
The new conserved density (94) can be expressed in a simple form in terms of the first
two local Hamiltonians of the KN equation (1):
T = xH(1) − 3tH(2) (111)
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where
H(1) =
1
2
u2xx
u2x
+
1
3
p(u)
u2x
= T1|f(u)=p(u) (112)
H(2) =
1
2
u2xxx
u2x
−
3
8
u4xx
u4x
+
5
6
u2xxp(u)
u4x
+
1
18
p(u)2
u4x
+
5
9
p′′(u) = T2a|f(u)=p(u) (113)
with p(u) being an arbitrary quartic polynomial (2). We can interpret expression (111)
like the conserved density involving t, x for the KdV equation, which is related to Galilean
invariance and motion of center of mass for KdV solutions.
Consider the conserved quantities (37) defined from the Hamiltonian densities (112) and
(113) evaluated for solutions of the KN equation (1). The first Hamiltonian density yields
the Hamiltonian energy
E1 =
∫
∞
−∞
H(1)dx (114)
which is a constant of the motion for all solutions u(t, x) of the KN equation having suffi-
ciently rapid spatial decay as x → ±∞. Similarly the second Hamiltonian density yields a
higher-order energy
E2 =
∫
∞
−∞
H(2)dx. (115)
The conserved quantity defined from the new density (111) is then given by
C =
∫
∞
−∞
(xH(1) − 3tH(2))dx = X1(t)− 3tE2 (116)
where
X1(t) =
∫
∞
−∞
xH(1)dx (117)
is the center of energy (or first x-moment of energy) for solutions u(t, x). Since C is a constant
of motion for solutions u(t, x) of the KN equation that have sufficiently rapid spatial decay
as x→ ±∞, we conclude C = C|t=0 = X1(0). This yields the relation
X1(t) = 3tE2 + X1(0) (118)
which expresses the property that the center of energy of solutions moves at a constant speed
(equal to 3E2).
4. Action of point symmetries on conserved densities
Point symmetries have a natural action on conservation laws. In terms of the infinitesimal
generator (4) of a point symmetry, its action on the conserved density T and flux X in a
conservation law (35) of the gKN equation (3) is given by [21]
T˜ = prX(T ) + (Dxξ +Dtτ)T − TDtτ −XDxτ
X˜ = prX(X) + (Dxξ +Dtτ)X − TDtξ −XDxξ.
(119)
This action produces a conserved density T˜ and a flux X˜ , satisfying DtT˜ + DxX˜ = 0 for
all solutions u(t, x) of the gKN equation (3). Through the variational relation (46), it is
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straightforward to show that the corresponding point symmetry action on multipliers is
given by
Q˜ = Eu(T˜ ) = Eu((η − τut − ξux)Q), Q = Eu(T ). (120)
This formula (120) can be used to determine the transformed conserved density T˜ , since
there is a one-to-one correspondence between multipliers and conserved densities modulo
trivial densities. In particular, the transformed conserved density T˜ is trivial (38) if (and
only if) Q˜ = 0 holds identically.
From Theorem 2.1, the point symmetries admitted by the gKN equation fall into two
different classes. The first class holds for arbitrary f(u) and consists only of translations
(19) on t, x. The second class comprises six different forms (20)–(25) of f(u), as derived from
the ODE (18). Similarly, from Corollary 3.2, the conserved densities admitted by the gKN
equation fall into three classes, one holding when f(u) is arbitrary, another holding when
f(u) is a general quartic polynomial (96), and the other holding when f(u) is the square of
a general quadratic polynomial (88).
To begin, we specialize the point symmetries in the class (20)–(25) to the cases when f(u)
is either a general quartic polynomial or the square of a quadratic polynomial.
For the first case, we have:
(a′)
f(u) = C(u+ a)k, k = 0, 1, 2, 3
X3a′ =
3
4
(2− k)t∂t +
1
4
(2− k)x∂x + (u+ a)∂u
(121)
(b′)
f(u) = C(u+ a)4
X3b′ = −(3t/2)∂t − (x/2)∂x + (u+ a)∂u,
X4b′ = (u+ a)
2∂u
(122)
(c′)
f(u) = C(a+ b+ u)k(a− b− u)4−k, a 6= 0, k = 1, 2
X3c′ = (3a(k − 2)t/2)∂t + (a(k − 2)x/2)∂x + ((u+ b)
2 − a2)∂u
(123)
Note class (c′) is preserved under k → 4− k, a↔ −a.
For the second case, we write f(u) = g(u)2. Then we have:
(a′′)
g(u) = C(u+ a)
X3a′′ = X3a′ |k=2 = (u+ a)∂u
(124)
(b′′)
g(u) = C(u+ a)2
X3b′′ = X3b′ = −(3t/2)∂t − (x/2)∂x + (u+ a)∂u
X4b′′ = X4b′ = (u+ a)
2∂u
(125)
(c′′)
g(u) = C(a2 − (b+ u)2), a 6= 0
X3c′′ = X3c′ |k=2 = ((u+ b)
2 − a2)∂u
(126)
By applying the formula (120), we now obtain the results summarized in Tables 1–3.
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X1 X2 X3a X3b X3c X3d X3e X3f X4f
T1 0 0 aT1 −aT1 −aT1 −aT1 aT1
1
2
T1 0
f(u) arb. arb. (20) (21) (22) (23) (24) (25) (25)
Table 1. Action of point symmetries on conserved density (89) of the gKN equation (3)
X1 X2 X3a′ X3b′ X4b′ X3c′
T2a 0 0
3
4
(k − 2)T2a
3
2
T2a 0
1
2
a(2− k)T2a
T3a 3T2a −T1 0 0 0 0
f(u) arb. arb. (121) (122) (122) (123)
Table 2. Action of point symmetries on conserved densities (92) and (94) of
the gKN equation (3)
X1 X2 X3a′′ X3b′′ X4b′′ X3c′′
T2b 0 0 0 −T2b 0 0
f(u) arb. arb. (124) (125) (125) (126)
Table 3. Action of point symmetries on conserved density (86) of the gKN equation (3)
5. Nonlocal symmetries and nonlocal conservation laws
The Hamiltonian structure (109)–(110) of the gKN equation (3) gives rise to a natural
mapping from conserved densities into symmetries of a special form as follows.
Proposition 5.1. For the gKN equation (3), P = HQ is the characteristic function of a
symmetry whenever Q is an adjoint-symmetry (or multiplier), where H is the Hamilton-
ian operator (110). In particular, if T is a conserved density, then P = H(δT/δu) is a
Hamiltonian symmetry.
This mapping is a general result (see Ref. [13]) for Hamiltonian PDEs. Note that not
every symmetry admitted by the gKN equation will have the form P = HQ. Moreover, also
note that P = HQ can produce a nonlocal symmetry due to the appearance of D−1x in the
Hamiltonian operator (110) for the gKN equation.
A function of t, x, u, and x-derivatives of u is nonlocal if it contains D−1x applied to an
expression or a variable that is not a total x-derivative of a local function of t, x, u, and
finitely many x-derivatives of u.
A nonlocal symmetry of the gKN equation (3) is an infinitesimal generator Xˆ = P∂u
where P is a nonlocal function satisfying the symmetry determining equation (7). Similarly,
a nonlocal adjoint-symmetry (or cosymmetry) of the gKN equation (3) is a nonlocal function
Q that satisfies the adjoint-symmetry determining equation (48).
A conservation law DtT +DxX = 0 holding for all solutions u(t, x) of the gKN equation
is nonlocal if the multiplier Q = δT/δu is a nonlocal function, where δ/δu denotes the
variational derivative defined by∫
∞
−∞
δT dx =
∫
∞
−∞
(δT/δu)δu dx (modulo boundary terms) (127)
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for any variation δu(t, x). When the conserved density is a local function T (t, x, u, ux, . . .),
note that δT/δu = Eu(T ) then coincides with the relation (46).
The classification of multipliers and conservation laws in Theorems 3.1 and 3.2 for the gKN
equation now leads directly to a classification of Hamiltonian symmetries by Proposition 5.1,
under the restriction that the Hamiltonian conserved density is local.
Theorem 5.1. The gKN equation (3) admits:
(i) a single Hamiltonian symmetry having a local Hamiltonian of differential order at most
one
Xˆ1 = g(u)∂u, P1 = g(u) = H
(
δT/δu
)
, T =
g(u)
ux
(128)
with
f(u) = ±g(u)2, g′′′(u) = 0 (g(u) = C1u
2 + C2u+ C3). (129)
(ii) a single Hamiltonian symmetry having a local Hamiltonian of differential order two
Xˆ2 =
(
uxxx −
3
2
u2xx
ux
+
f(u)
ux
)
∂u = ut∂u,
P2 = ut = H
(
δT/δu
)
, T = H(1) =
1
2
u2xx
u2x
+
1
3
f(u)
u2x
(130)
with
f(u) arbitrary. (131)
(iii) two Hamiltonian symmetries having a local Hamiltonian of differential order three
Xˆ3a = −
(
uxxxxx − 5
uxxxxuxx
ux
−
5
2
u2xxx
ux
+
25
2
uxxxu
2
xx
u2x
−
45
8
u4xx
u3x
−
5
3
uxxxf(u)
u2x
+
25
6
u2xxf(u)
u3x
−
5
3
uxxf
′(u)
ux
−
5
18
f(u)2
u3x
+
5
9
uxf
′′(u)
)
∂u = −R(ux)∂u,
P3a = −R(ux) = H
(
δT/δu
)
,
T = H(2) =
1
2
u2xxx
u2x
−
3
8
u4xx
u4x
+
5
6
u2xxf(u)
u4x
+
1
18
f(u)2
u4x
−
5
9
f ′′(u)
(132)
and
Xˆ3b =
(
3t
(
uxxxxx − 5
uxxxxuxx
ux
−
5
2
u2xxx
ux
+
25
2
uxxxu
2
xx
u2x
−
45
8
u4xx
u3x
−
5
3
uxxxf(u)
u2x
+
25
6
u2xxf(u)
u3x
−
5
3
uxxf
′(u)
ux
−
5
18
f(u)2
u3x
+
5
9
uxf
′′(u)
)
+ x
(
uxxx −
3
2
u2xx
ux
+
f(u)
ux
)
+ uxx − uxD
−1
x
(1
2
u2xx
u2x
+
1
3
f(u)
u2x
))
∂u,
P3b = 3tR(ux) + xut + uxx − uxD
−1
x H(1) = H
(
δT/δu
)
, T = −3tH(2) + xH(1)
(133)
both with
f ′′′′′(u) = 0 (f(u) = C1u
4 + C2u
3 + C3u
2 + C4u+ C5). (134)
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Here
R = D4x + a1D
3
x + a2D
2
x + a3Dx + a4 − P(1)D
−1
x Q(1) − P(0)D
−1
x Q(2) (135)
is the known 4th order recursion operator of the KN equation (1), where the coefficients
a1, . . . , a4 are specific functions of u and x-derivatives of u, shown in Ref. [10], and where
P(0) = −ux, P(1) = ut = uxxx −
3
2
u2xx
ux
+
f(u)
ux
(136)
are the characteristic functions of x-translation and t-translation symmetries, and
Q(1) = Eu(H(1)) =
uxxxx
u2x
− 4
uxxxuxx
u3x
+ 3
u3xx
u4x
− 2
uxxf(u)
u4x
+
f ′(u)
u2x
(137)
Q(2) = Eu(H(2)) =−
uxxxxxx
u2x
+ 6
uxxxxxuxx
u3x
+ 10
uxxxxuxxx
u3x
−
5
6
uxxxx(27u
2
xx − 2f(u))
u4x
= 30
u2xxxuxx
u4x
+
20
3
uxxxuxx(9u
2
xx − 2f(u))
u5x
+
10
3
uxxxf
′(u)
u3x
−
5
6
u3xx(27u
2
xx − 20f(u))
u6x
−
15
2
u2xxf
′(u))
u4x
+
5
3
uxxf
′′(u)
u2x
+
5
9
f(u)f ′(u)
u4x
−
5
9
f ′′′(u)
(138)
are the respective multipliers for the conserved densities H(1) and H(2), with f(u) denoting
an arbitrary quartic polynomial (2).
This recursion operator can be used to obtain a hierarchy of symmetries for the KN
equation. Furthermore, a hierarchy of conserved densities can be obtained if, as suggested
in Ref. [10], the operator E = RH−1 defines a Hamiltonian operator compatible with H, so
that E and H are a bi-Hamiltonian pair [13]. (A proof of this property for E , however, is
currently lacking in the literature.)
Proposition 5.2. For the KN equation (1):
(i) if P is any symmetry characteristic function and Q is any adjoint-symmetry (or mul-
tiplier), the recursion operator (135) generates respective hierarchies of symmetries and
adjoint-symmetries given by P(n) = R
nP and Q(n) = R
∗nQ, n = 0, 1, 2, . . ., which have
the relationship Q(n) = H
−1P(n).
(ii) if Q is any local multiplier, or if P is any local Hamiltonian symmetry, then Q(n) and P(n),
n = 0, 1, 2, . . ., yield related hierarchies of local multipliers and local Hamiltonian symme-
tries. The corresponding local conserved densities T(n) are given in terms of Q(n) = H
−1P(n)
via the homotopy integral formula (98) or the scaling formula (108).
Here
R∗ = D4x − a˜1D
3
x + a˜2D
2
x − a˜3Dx + a˜4 +Q(1)D
−1
x P(1) +Q(2)D
−1
x P(0) (139)
is the adjoint 4th order recursion operator of the KN equation (1), where the coefficients
a˜1 = a1, a˜2 = a2 − 3Dxa1, a˜3 = a3 − 2Dxa2 + 3D
2
xa1, a˜4 = a4 −Dxa3 +D
2
xa2 −D
3
xa1
(140)
are specific functions of u and x-derivatives of u, which are given in terms of the coefficients
a1, . . . , a4 shown in Ref. [10].
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Starting from the two translation symmetries (136) as roots, the 4th order recursion op-
erator (135) of the KN equation generates intertwined hierarchies of local symmetries given
by the characteristic functions
P(n,0) = R
nP(0), P(n,1) = R
nP(1), n = 0, 1, 2, . . . (141)
whose differential orders are, respectively, 1 + 4n and 3 + 4n. At lowest order, P(1,0) =
RP(0) = P(2) has differential order 5, P(1,1) = RP(1) = P(3) has differential order 7, and so
on, all of which yield local symmetries. It is natural to organize them into a single hierarchy,
denoted by
P(n) =
{
Rn/2P(0), n = even
R(n−1)/2P(1), n = odd
(142)
which has differential order 1 + 2n, n = 0, 1, 2, . . .. The local Hamiltonian symmetries (130)
and (132) coincide with X(1) = P(1)∂u and X(2) = P(2)∂u, respectively. All of the other local
symmetries in this hierarchy also turn out to be Hamiltonian symmetries.
By Proposition 5.2, the corresponding Hamiltonian conserved densities arise from the
adjoint-symmetry counterpart of the hierarchy (142) as follows:
Eu(H(n)) = H
−1P(n) = Q(n) =
{
R∗(n/2−1)Q(2), n = even
R∗(n−1)/2Q(1), n = odd
(143)
which has differential order 2 + 2n. At lowest order, R∗Q(1) = Q(3) has differential order 8,
R∗Q(2) = Q(4) has differential order 10, and so on, all of which are local adjoint-symmetries
that do not contain t, x. Correspondingly, H(3) has differential order 4, H(4) has differential
order 5, and so on. The scaling formula (108) can be used to obtain H(n) explicitly in terms
of Q(n).
Under the scaling equivalence transformation t → λ3t, x → λx, p(u) → λ−4p(u) of the
KN equation (1), the scaling weight of each adjoint-symmetry in the hierarchy (143) is
ω(n) = −2n, since Q(1) and Q(2) explicitly have the respective scaling weights ω(1) = −2 and
ω(2) = −4 while the scaling weight of the recursion operator R is −4. Since u appears in
these adjoint-symmetries only through f(u), f ′(u), f ′′(u), and so on, it is now convenient to
express
Q = Qˆ(v, vx, vxx, . . . , f, Dxf,D
2
xf, . . .) (144)
by writing v = ux, vx = uxx, and so on, and replacing f
′(u) = v−1Dxf , f
′′(u) = v−2D2xf −
vxv
−3Dxf , and so on. The Hamiltonian multiplier relation Eu(H) = Q combined with the
variational identity (107) then shows that every adjoint-symmetry will have the form
Qˆ = v−1QˆfDxf −DxQˆ
v (145)
where Qˆf and Qˆv are some functions of v, f, vx, Dxf, vxx, D
2
xf, . . .. As a result, when this
decomposition is applied to each adjoint-symmetry Qˆ(n), the scaling formula (108) becomes
Hˆ(n) = (2n− 1)
−1(4v−1QˆfDxf −D
−1
x (vQˆ(n))), which yields the hierarchy of local conserved
densities. It is interesting to note that the D−1x term in this formula simplifies due to the
relation vD−1x (vQˆ(n)) = H(vQˆ(n)) = Pˆ(n). Hence we obtain
H(n) = (2n− 1)
−1(4f ′(u)Qf − P(n)/ux), n = 0, 1, 2, . . . . (146)
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In particular, we find
H(3) =
1
2
u2xxxx
u2x
+
3
2
u3xxx
u3x
−
19
4
u2xxxu
2
xx
u4x
+
7
6
u2xxxf(u)
u4x
+
45
16
u6xx
u6x
−
259
72
u4xxf(u)
u6x
+
35
18
u3xxf
′(u)
u4x
+
35
36
u2xxf(u)
2
u6x
−
7
9
u2xxf
′′(u)
u2x
+
1
54
f(u)3
u6x
−
7
54
f ′(u)2 + 2f(u)f ′′(u)
u2x
−
7
9
f ′′′′(u)u2x
(147)
which was first obtained in Ref. [10], and
H(4) =
1
2
u2xxxxx
u2x
+ 8
u2xxxxuxxx
u3x
−
33
4
u2xxxxu
2
xx
u4x
+
3
2
u2xxxxf(u)
u4x
+
85
8
u4xxx
u4x
−
323
4
u3xxxu
2
xx
u5x
+
47
6
u3xxxf(u)
u5x
+
2103
16
u2xxxu
4
xx
u6x
−
201
4
u2xxxu
2
xxf(u)
u6x
+ 15
u2xxxuxxf
′(u)
u4x
+
7
4
u2xxxf(u)
2
u6x
− 3
u2xxxf
′′(u)
u2x
−
7875
128
u8xx
u8x
+
3229
48
u6xxf(u)
u8x
−
287
8
u5xxf
′(u)
u6x
−
1645
144
u4xxf(u)
2
u8x
+
32
3
u4xxf
′′(u)
u4x
+
175
18
u3xxf(u)f
′(u)
u6x
−
20
9
u3xxf
′′′(u)
u2x
+
35
36
u2xxf(u)
3
u8x
−
1
12
u2xx(23f
′(u)2 + 44f(u)f ′′(u))
u2x
−
7
6
f ′′′′(u)u2xx +
5
648
f(u)4
u8x
−
1
6
f(u)f ′(u)2 + f(u)2f ′′(u)
u4x
+
278
189
f(u)f ′′′′(u) +
415
189
f ′(u)f ′′′(u) +
265
189
f ′′(u)2
(148)
which has not appeared previously in the literature.
5.1. Hierarchy of nonlocal symmetries. None of the local Hamiltonian symmetries given
by the hierarchy (142) contain t, x. In contrast, the Hamiltonian symmetry (133) that
contains t, x is a new nonlocal symmetry. By part (i) of Proposition 5.2, the recursion
operator (135) of the KN equation can be used to generate a hierarchy of similar nonlocal
symmetries.
Theorem 5.2. The KN equation (1) admits a hierarchy of nonlocal symmetries
Yˆ(n) = R
n
(
3tRux + xut + uxx − uxD
−1
x H(1)
)
∂u, n = 0, 1, 2, . . . (149)
where the characteristic function can be expressed as
P˜(n) = −3tP(2n+2) + xP(2n+1) + terms that do not contain t, x (150)
in terms of the characteristic functions (142) for the hierarchy of local symmetries X(n) =
P(n)∂u, n = 0, 1, 2, . . ..
In particular, the root symmetry has the characteristic function
P˜(0) = −3tP(2) + xP(1) − P(0)D
−1
x H(1) + uxx (151)
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and the next symmetry is given by
P˜(1) =− 3tP(4) + xP(3) + P(2)D
−1
x H(1) + 3P(1)D
−1
x H(2) + 5P(0)D
−1
x H(3)
+ 5uxxxxxx − 29
uxxxxxuxx
ux
− 47
uxxxxuxxx
ux
+ 103
uxxxxu
2
xx
u2x
−
28
3
uxxxxf(u)
u2x
+
291
2
u2xxxuxx
u2x
− 277
uxxxu
3
xx
u3x
+
200
3
uxxxuxxf(u)
u3x
− 13
uxxxf
′(u)
ux
+ 99
u5xx
u4x
−
664
9
u3xxf(u)
u4x
+
59
2
u2xxf
′(u)
u2x
+
16
3
uxxf(u)
2
u4x
−
52
27
f(u)f ′(u)
u2x
−
65
9
uxxf
′′(u).
(152)
An interesting question is to determine if these nonlocal symmetries are Hamiltonian,
since a generalization of part (ii) of Proposition 5.2 to the nonlocal case does not always
hold. This requires determining if, for n = 1, 2, . . ., P˜(n) = H(δT˜(n)/δu) holds for some
nonlocal Hamiltonians T˜(n). Note, from expressions (133), the root symmetry (151) itself is
Hamiltonian, as given by P˜(0) = HQ˜(0) with
Q˜(0) = −3tQ(2) + xQ(1) + 2
uxxx
u2x
− 3
u2xx
u3x
+
2
3
f(u)
u3x
= δT˜(0)/δu (153)
where T˜(0) = −3tH(2) + xH(1). Then, part (i) of Proposition 5.2 shows that
P˜(n) = HQ˜(n), Q˜(n) = R
∗nQ˜(0), n = 1, 2, . . . (154)
where each Q˜(n) is an adjoint-symmetry (or cosymmetry) of the KN equation (1). Conse-
quently, a Hamiltonian exists iff these adjoint-symmetries have the form Q˜(n) = δT˜(n)/δu for
some nonlocal functions T˜(n). In general, it seems natural to expect that the nonlocality in
T˜(n) should involve the same nonlocal expressions appearing in Q˜(n).
To begin, we consider the first adjoint-symmetry in the hierarchy (154), which is given by
Q˜(1) = −3tQ(4) + xQ(3) +Q(2)D
−1
x H(1) + 3Q(1)D
−1
x H(2)
+ 6
uxxxxxxx
u2x
− 41
uxxxxxxuxx
u3x
− 90
uxxxxxuxxx
u3x
+ 192
uxxxxxu
2
xx
u4x
− 12
uxxxxxf(u)
u4x
− 60
u2xxxx
u3x
+ 710
uxxxxuxxxuxx
u4x
− 699
uxxxxu
3
xx
u5x
+
352
3
uxxxxuxxf(u)
u5x
− 27
uxxxxf
′(u)
u3x
+ 164
u3xxx
u4x
− 1488
u2xxxu
2
xx
u5x
+ 76
u2xxxf(u)
u5x
+ 1908
uxxxu
4
xx
u6x
− 588
uxxxu
2
xxf(u)
u6x
+ 182
uxxxuxxf
′(u)
u4x
+ 8
uxxxf(u)
2
u6x
−
232
9
uxxxf
′′(u)
u2x
− 603
u6xx
u7x
+
1372
3
u4xxf(u)
u7x
− 205
u3xxf
′(u)
u5x
−
112
3
u2xxf(u)
2
u7x
+ 51
u2xxf
′′(u)
u3x
+
188
9
uxxf(u)f
′(u)
u5x
−
79
9
uxxf
′′′(u)
ux
+
8
27
f(u)3
u7x
−
88
27
f(u)f ′′(u)
u3x
−
5
3
f ′(u)2
u3x
+
14
3
uxf
′′′′(u).
(155)
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The nonlocal terms in this adjoint-symmetry involve only D−1x H(1) and D
−1
x H(2). We now
formulate Helmholtz conditions that are necessary and sufficient for the variational property
Q˜(1) = δT˜(1)/δu to hold, assuming that all nonlocal dependence in T˜(1) involves only the
expressions D−1x H(1) and D
−1
x H(2). The conditions are simply
Q˜′(1)(w) = Q˜
′∗
(1)(w) (156)
where w is an arbitrary function of t, x. Here the prime denotes the Frechet derivative with
respect to u, and the star denotes the formal adjoint (as defined by integration by parts),
where (BD−1x A)
′(w) = BD−1x (A
′(w)) + (D−1x A)B
′(w) and (BD−1x A)
′∗(w) = B′∗(wD−1x A) −
A′∗(D−1x (wB)) for any local differential functions A,B. These expressions can be simplified
by using the variational identities A′(w) = wEu(A) +Dx(wE
(1)
u (A)) +D2x(wE
(2)
u (A)) + · · ·
and A′∗(w) = wEu(A)−E
(1)
u (A)Dxw + E
(2)
u (A)D2xw + · · · , which yields
(BD−1x A)
′(w) =(D−1x A)B
′(w) +BD−1x (wEu(A))
+BwE(1)u (A)) +BDx(wE
(2)
u (A)) + · · · ,
(157)
(BD−1x A)
′∗(w) =(D−1x A)B
′∗(w)− (D−1x B)Eu(A) + wBE
(1)
u (A)−AE
(1)
u (wB)
−Dx(wB)E
(2)
u (A) +DxA(E
(2)
u (wB) + · · · .
(158)
From expression (155), we then find that
Q˜′(1)(w)− Q˜
′∗
(1)(w) = 2Q(1)D
−1
x (wQ(2))− 2Q(2)D
−1
x (wQ(1))
+ 4
1
u2x
D7xw − 28
uxx
u3x
D6xw + · · · 6= 0.
(159)
Hence, the Helmholtz conditions fail to hold, which implies that Q˜(1) does not have the
form δT˜(1)/δu for any function T˜(1) whose nonlocal dependence involves only the expressions
D−1x H(1) and D
−1
x H(2).
As a check, we next look for T˜(1) by adapting the scaling formula (146), without the
assumption that the only nonlocality in T˜(1) should involve D
−1
x H(1) and D
−1
x H(2).
It is easy to see Q˜(0) has scaling weight ω˜(0) = −1. Hence, the scaling weight of Q˜(n) for
n = 1, 2, . . . is ω˜(n) = −1 − 4n 6= 0, since R
∗ has the scaling weight −4. Then the scaling
formula (146) becomes
T˜(n) = (4n)
−1(4f ′(u)
̂˜
Qf(n) −D
−1
x (v
̂˜
Q(n))), n = 1, 2, . . . (160)
where
̂˜
Qf(n) and
̂˜
Q(n) are given by the decomposition (145). We apply this formula for n = 1,
after decomposing
̂˜
Q(1) to get
̂˜
Qf(1) = −3tQ
f
(4) + xQ
f
(3) +Q
f
(2)D
−1
x H(1) + 3Q
f
(1)D
−1
x H(2)
−
7
3
vxxx
v3
+
79
9
vxxvx
v4
−
20
3
v3x
v5
+ 2
vxf
v5
−
2
9
Dxf
v4
.
(161)
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A direct evaluation of the terms in the scaling formula shows
4f ′(u)
̂˜
Qf(1) −D
−1
x (v
̂˜
Q(1)) =Dx
(
local terms + 5xD−1x H3 + 3(D
−1
x H1)D
−1
x H2 − 3
vx
v
D−1x H2
+
(20
9
Dxf
v2
+
5
9
vxf
v2
+
3
2
v3x
v3
− 4
vxvxx
v2
+
vxxx
v
)
D−1x H1
)
(162)
is a total x-derivative. This implies that Q˜(1) = δT˜(1)/δu does not hold for any nonlocal
function T˜(1).
Therefore, surprisingly, these results show that P˜(1) is not Hamiltonian. The same conclu-
sion can be expected to hold for the entire hierarchy (154).
6. Concluding remarks
The main importance of the hierarchy of new nonlocal symmetries (149) found in this
paper for the KN equation is that the root symmetry (151) can be shown to play the role of
a master symmetry [13] which generates the entire hierarchy of local Hamiltonian symmetries
(142) of the KN equation. A full discussion of this result will be presented in a subsequent
paper [31].
Our derivation of the nonlocal symmetries (149) utilizes the basic Hamiltonian structure
of the KN equation together with its 4th order recursion operator (135). The KN equation
admits another recursion operator, which is 6th order and is related to the 4th order one by
an elliptic curve [10]. This other recursion operator can also be used to generate a hierar-
chy of nonlocal symmetries which will intertwine with the hierarchy (149). To understand
this intertwining, and to look possibly for more nonlocal symmetries, it would be interest-
ing to extend the methods of the present paper to carry out a systematic computational
classification of nonlocal symmetries and nonlocal conservation laws for the KN equation.
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