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Unsere Welt wird immer komplexer – oder besser: Wir selbst machen sie in unse-
rem Automatisierungs- und Informationszeitalter immer schwieriger zu verstehen, indem
wir immer komplexere Systeme konstruieren und in unseren Lebensalltag integrieren.
”Komplexita¨t” ist zu einem Schlagwort geworden1. Manchmal sind Systeme aber gar
nicht so kompliziert, wie sie erscheinen. Das Versta¨ndnis ha¨ngt davon ab, wieviel Ord-
nung des Systems erkennbar ist.
Eines der Schlu¨sselkonzepte zur Beherrschung der von uns zu lo¨senden Probleme ist
das Erkennen und Nutzen von Struktur. Die beiden Hauptprobleme, mit deren Lo¨sung
sich die vorliegende Arbeit bescha¨ftigt, sind die formalisierte Beschreibung von tech-
nischen Systemen (Modellierung) und der anschließende Nachweis der Korrektheit dieser
Beschreibung (Verifikation).
Die vorgeschlagenen Lo¨sungsansa¨tze beruhen jeweils auf der Idee ”Strukturierung
schafft Ordnung”. Bei der Modellierung bedeutet dies, die fu¨r das Problem relevan-
ten Strukturelemente eines Systems explizit in der Beschreibung auszudru¨cken und das
System-Modell somit versta¨ndlicher zu gestalten. Bei der Verifikation bedeutet es, die
im Modell vorhandene Struktur fu¨r die Datenstrukturen und Algorithmen der vollauto-
matischen Analyse des Modells zu benutzen und somit eine effiziente Verifikation zu
ermo¨glichen.
Im ersten Kapitel wird die Arbeit thematisch eingeordnet. Wichtige Konzepte wer-
den eingefu¨hrt. Entsprechend der Verwendung in dieser Arbeit werden verschiedene
System-Arten vorgestellt, und es wird definiert, was unter Spezifikation und Verifikation
im Kontext formaler Methoden verstanden wird. Der Stand der Forschung bezu¨glich der
Ansa¨tze fu¨r die behandelten Hauptthemen wird referiert: Formalismen zur Modellierung,
Datenstrukturen zur Repra¨sentation des Zustandsraumes und Werkzeugimplementierun-
gen fu¨r automatische Verifikation. Offene Probleme werden identifiziert und ihnen die
Lo¨sungsvorschla¨ge dieser Arbeit zugeordnet. Zuletzt wird der Schwerpunkt der Arbeit
fokussiert, benachbarte Themengebiete werden abgegrenzt.
Aufgrund der Probleme der existierenden Modellierungsformalismen definiert Kapi-
tel 2 einen erweiterten Formalismus zur strukturierten Modellierung: Cottbus Timed
Automata. Zuna¨chst werden Timed Automata formal definiert. Die Sta¨rke des CTA-
Formalismus liegt in der Anwendung eines Modulkonzeptes, was den ersten Schritt zur
1Der Begriff der Komplexita¨t wird nicht nur in der Physik und Informatik, sondern neuerdings auch in
vo¨llig neuen Gebieten angewendet: Donald E. Knuth hat z. B. einen Aufsatz zur Komplexita¨t von Liedern
geschrieben [Knu84].
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Bewa¨ltigung großer Systeme darstellt. Damit wird ein Modellierungsformalismus ent-
wickelt, der die Vorteile der Timed Automata um die Mo¨glichkeit der Konstruktion hier-
archisch strukturierter Modelle fu¨r große Systeme erweitert. ¨Uber die klassische Inter-
pretation der Timed Automata hinausgehend werden in dieser Arbeit weitere Semantiken
formal einheitlich dargestellt, um die darauf aufbauenden Konzepte zu fundieren. Ein we-
sentlicher Beitrag liegt in der Einfu¨hrung einer ganzzahligen Diskretisierung des kon-
tinuierlichen Zustandsraumes der Timed Automata. Fu¨r die resultierende Semantik wird
die ¨Aquivalenz zur klassischen, kontinuierlichen Semantik bewiesen. Diese Semantik ist
die Grundlage fu¨r die effiziente Verifikation.
Kapitel 3 bescha¨ftigt sich mit der effizienten Verifikation von CTA-Modellen. Alle
derzeit publizierten Ansa¨tze zur algorithmischen Analyse von auf Timed Automata ba-
sierenden Modellen scheitern bereits bei kleinen Modellen am enorm hohen Aufwand an
Speicher und Rechenzeit fu¨r die verwendeten Datenstrukturen und Algorithmen. Auf der
Grundlage der in Kapitel 2 eingefu¨hrten ganzzahligen Diskretisierung wird die Daten-
struktur Binary Decision Diagram zur Repra¨sentation genutzt, da sie die fu¨r die Erreich-
barkeitsanalyse erforderlichen Operationen in effizienter Weise realisiert. Ein wesentli-
cher Beitrag dieses Kapitels ist ein spezielles Verfahren zum statischen Variablenordnen.
Alle bisherigen BDD-basierten Ansa¨tze zur Verifikation von Realzeit-Systemen lassen
diesen bei der BDD-Anwendung so wichtigen Aspekt außer acht. Die im CTA-Modell
vorhandene Struktur liefert aber gerade wichtige Informationen, die als Anhaltspunkte
zur Berechnung einer guten Variablenordnung dienen ko¨nnen. Ausgehend vom Konzept
des Kommunikationsgraphen wird eine obere Schranke fu¨r die Speicherkomplexita¨t der
Transitionsrelation angegeben und formal bewiesen. Diese Schranke wird in angepaßter
Form als Scha¨tzung fu¨r den Speicherbedarf der Erreichbarkeitsmenge umformuliert und
fu¨r einen heuristischen Algorithmus zur Berechnung einer guten Variablenordnung ein-
gesetzt. Dieses scha¨tzungsbasierte Variablenordnen stellt eine wesentliche Neuerung
im Realzeit-Bereich dar, ist der zweite Schritt zur Bewa¨ltigung großer Systeme. Bei sehr
komplexen Modellen erreicht jedoch auch diese BDD-Repra¨sentation ihre Grenzen. Um
dennoch die algorithmische Analyse von großen Systemen zu ermo¨glichen, wurde eine
Verfeinerungsanalyse entwickelt. Diese Analyse dient dem Nachweis der Korrektheit von
Verfeinerungsschritten bzgl. der Sicherheitseigenschaften. Durch die Bereitstellung die-
ser zusa¨tzlichen Technik im Zusammenhang mit der Modulstruktur des Modells wird das
modulare Beweisen ermo¨glicht, der dritte Schritt zur Bewa¨ltigung großer Systeme. Die
Effizienz der BDD-basierten Verifikation ha¨ngt von einer Anzahl von Parametern ab, die
im letzten Abschnitt des Kapitels ausfu¨hrlich diskutiert werden: Repra¨sentation und Ord-
nung der Transitionsrelation, On-the-fly-Analyse, Behandlung von inaktiven Uhren und
die Wahl der Hash-Funktion fu¨r die BDD-Operationen.
Fu¨r die Modellierung von hybriden Systemen existiert eine den Timed Automata ver-
wandte Automatenklasse: die hybriden Automaten. Diese Automaten lassen sich pro-
blemlos in den im Kapitel 2 vorgeschlagenen CTA-Formalismus einbetten. Die Erwei-
terung des Formalismus um diese Automatenklasse wird in Kapitel 4 vorgestellt und am
Beispiel verdeutlicht. Mehrere Automatenklassen, die der Ma¨chtigkeit nach zwischen
Timed Automata und hybriden Automaten liegen, werden vergleichend behandelt. Um
eine scharfe Grenze zu den Timed Automata zu ziehen, werden Berechenbarkeitsresulta-
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te angegeben. Fu¨r den erweiterten Modellierungsformalismus wird eine kompositionelle
Semantik eingefu¨hrt. Die Semantik eines System-Modells kann auf der Basis der Se-
mantik seiner Bestandteile definiert werden. Abschließend werden die Grundlagen fu¨r die
algorithmische Analyse hybrider Modelle ero¨rtert.
Der zweite, praktische Teil der Arbeit wurde anwendungsorientiert und weniger for-
mal ausgefu¨hrt. Um die Ergebnisse empirisch validieren und Fallstudien durchfu¨hren
zu ko¨nnen, wurde das Werkzeug Rabbit entwickelt, welches die behandelten Konzep-
te implementiert. Diese Werkzeugimplementierung wird in Kapitel 5 beschrieben. Bei
der Entwicklung wurde folgendermaßen vorgegangen: Fu¨r die Modellierungsnotation des
Werkzeugs (Eingabesprache) wurde eine repra¨sentationsunabha¨ngige rechnerinterne Dar-
stellung definiert. Ebenso wurden alle Grundfunktionen des Analysewerkzeugs in der Ar-
chitektur eines Frameworks von der konkreten Repra¨sentation unabha¨ngig implementiert.
Dieses Framework kann mit beliebigen Repra¨sentationen ausgefu¨llt werden. In der aktuel-
len Version sind eine BDD-Bibliothek nach Kapitel 3 und eine DDM-Bibliothek nach Ka-
pitel 4 integraler Bestandteil. Auf spezifische Besonderheiten der Repra¨sentationen wird
eingegangen. Nachdem die Eingabesprache fu¨r Modell und Verifikation u¨berblicksartig
erla¨utert wurde, werden empirische Ergebnisse vorgestellt. Zur Demonstration des Um-
gangs mit hybriden Modellen werden einige Beispiel-Systeme aus der Literatur modelliert
und verifiziert. Fu¨r den Bereich der Realzeit-Systeme, dem Schwerpunkt dieser Arbeit,
werden die fu¨nf meist-zitierten Benchmark-Modelle behandelt. Die CTA-Modelle werden
beschrieben und fu¨r jedes Beispiel erfolgt eine Gegenu¨berstellung mit den Performance-
Ergebnissen anderer bekannter Werkzeuge. Vom hier vorgestellten Werkzeug Rabbit wer-
den alle Analyseaufgaben mit bedeutend besserer Performance durchgefu¨hrt. Bis auf ein
Beispiel werden alle Modelle mit polynomiellem Aufwand verifiziert, wohingegen die
bisherigen Werkzeuge mindestens exponentiellen Aufwand beno¨tigen. Damit wird die
Effizienz des vorgestellten Werkzeugs deutlich.
Im Kapitel 5 wurden fu¨r den Nachweis der Effizienz lediglich mehr oder weniger
ku¨nstliche Benchmark-Modelle verwendet. Damit wird nachgewiesen, daß Rabbit fu¨r
diese Beispiele effizienter als vergleichbare Werkzeuge ist. Der Bezug zur industriellen
Praxis soll in Kapitel 6 durch die Fallstudie einer realen, umfangreichen Verifikations-
aufgabe hergestellt werden: Ein formales Modell fu¨r die Fertigungsanlage des Lehrstuhls
Software-Systemtechnik wird konstruiert und verifiziert. Die reaktiven Komponenten der
Fertigungsanlage (ohne Zeit) allein weisen bereits den doppelten Umfang der KORSO-
Fallstudie auf [LL95]. Nach einigen Ausfu¨hrungen zu den Dokumenten und Prozeß-
Phasen wird der Aufbau der Fertigungsanlage beschrieben. Wichtige Modellierungskon-
zepte werden verdeutlicht und einzelne Modell-Komponenten exemplarisch beschrieben.
Abschließend wird die Verifikation einiger Anforderungen durchgefu¨hrt, wobei auch auf
die Mo¨glichkeit des modularen Beweisens eingegangen wird. Diese Fallstudie besta¨tigt,
daß das im Rahmen dieser Arbeit entstandene Werkzeug Rabbit auch mit gro¨ßeren Mo-





Eine Vision der Softwaretechniker ist es, eines Tages große Softwaresysteme so konstru-
ieren zu ko¨nnen, daß Fehlerfreiheit in der gleichen Selbstversta¨ndlichkeit garantiert wer-
den kann, wie das bei anderen technischen Systemen heute u¨blich ist. Die Motivation
dafu¨r entspringt nicht in erster Linie solchen Programm-Fehlern, die den Benutzern der
Systeme in der ta¨glichen Arbeit la¨stig werden, sondern die durch ihre Sto¨rung der Produk-
tionsabla¨ufe erhebliche Scha¨den in der Wirtschaft anrichten bzw. die durch Fehlverhalten
sogar Menschenleben gefa¨hrden [Lev95, LT93].
Die Konstruktion von eingebetteten Systemen, die sehr starke Realzeit-Anforderungen
zu erfu¨llen haben, ist eine immer bedeutsamer werdende Aufgabe in den verschiedensten
Anwendungsbereichen, z. B. in der Medizin, in der Transporttechnik oder in der Produk-
tionsautomatisierung. Um eine fehlerfreie Konstruktion solcher Systeme zu erreichen,
mu¨ssen alternative Entwicklungsprozesse untersucht werden. Es geht darum, Fehler so
fru¨h wie mo¨glich zu eliminieren oder gar nicht erst entstehen zu lassen. Formale Metho-
den bauen auf einer pra¨zisen mathematischen Grundlage auf und fu¨hren der Erwartung
nach zu einem Konstruktionsprozeß, dessen Produkte weniger Fehler haben. Dies tritt
ein, weil die Eigenschaften der kritischen Systeme besser (da gru¨ndlicher und genauer)
verstanden werden (vgl. [Rus94]).
Daru¨berhinaus werden diese sicherheitskritischen Systeme immer komplexer und die
Aufgabe, fehlerfreie Steuersoftware zu programmieren, immer schwieriger. Deshalb
bescha¨ftigt sich diese Arbeit damit, einen geeigneten Modellierungsformalismus und effi-
ziente Verifikationsverfahren zu entwickeln. Dabei wird ein Anwendungsgebiet betrach-
tet, in welchem nach Verfahren zur Konstruktion zuverla¨ssiger Software zur Steuerung
von Produktionsanlagen gesucht wird (siehe z. B. Abbildung 1.1 auf der na¨chsten Seite).
Die vorliegende Arbeit entstand in einer Forschungsgruppe am Lehrstuhl Software-
technik, in einem Arbeitsumfeld also, wo es neben der Behandlung von theoretischen Fra-
gestellungen insbesondere um die Lo¨sung praktischer Probleme geht. Deshalb werden die
hier vorgeschlagenen Konzepte auch in einer Werkzeugimplementierung validiert, die den
Verifikationsprozeß in einer effizienten Weise unterstu¨tzen soll. Bei den Entwicklungsar-
beiten des Werkzeugs werden neben dem Ziel, bestmo¨gliche Performance zu erreichen,
auch softwaretechnische Aspekte beru¨cksichtigt, die z. B. zu einer stabilen Entwicklungs-
basis mit flexibler Architektur des Werkzeugs an sich fu¨hren. Durch die Betrachtungswei-
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Abbildung 1.1: Blick auf das vom Autor fu¨r Versuchszwecke und Studentenpraktika auf-
gebaute Fischer-Technik-Modell.
se der Softwaretechnik ist auch der Schritt motiviert, abschließend anhand einer Fallstudie
nachzuweisen, ob sowohl die Modellierungskonzepte als auch das Analysewerkzeug auf
gro¨ßere Systeme anwendbar sind.
Als Herausforderung fu¨r diesen Problembereich sei Bev Littlewood vom Zentrum fu¨r
Softwarezuverla¨ssigkeit der London City University zitiert:
” . . . if you want to build systems with ultrahigh reliability which provide very
complex functionality and you want a guarantee that they are going to work with this
very high reliability . . . you can’t do it!” (zitiert nach [BH95])
Zuna¨chst wird eine Einordnung in das Fachgebiet der automatenbasierten Verifikation
von Realzeit-Systemen gegeben. Die wesentlichen Konzepte werden eingefu¨hrt. Weiter-
hin ist Ziel des Kapitels, den Stand der Wissenschaft im behandelten Fachgebiet darzule-
gen und die Lo¨sungsansa¨tze sowie Herausforderungen auf diesem Gebiet zu vermitteln.
Es geht um Modellierungsformalismen, Verifikationsverfahren und Datenstrukturen, be-
stehende Werkzeuge, hybride Ansa¨tze und Fallstudien. Zuletzt werden die in der Arbeit
behandelten Probleme gegen andere Bereiche abgegrenzt.
1.1 Allgemeine Begriffe und Definitionen
Eine zentrale Aufgabe, die sich der Mensch immer wieder stellt, ist das Vera¨ndern der
realen Welt, in der er lebt. Da die reale Welt viel zu kompliziert ist, um sie verstehen zu
ko¨nnen, betrachtet er stets Teile der realen Welt unter bestimmten, eingeschra¨nkten Sicht-
weisen. Durch Abstraktion entsteht aus dem realen System ’Welt’ ein Modell der Welt.
Um Mehrdeutigkeiten aus dem Weg zu gehen, werden im folgenden die erforderlichen
Grundbegriffe definiert und daraus abgeleitete Begriffe angegeben. Die Begriffsbildung
erfolgt in starker Anlehnung an Definitionen aus der Literatur [CGP99, Bal96b, Bal98],
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jedoch wurden diese angepaßt, um ein konsistentes und auf den Fokus dieser Arbeit zuge-
schnittenes Begriffsgeru¨st festzulegen.
Ein System ist eine Menge von Komponenten, die miteinander kommunizieren und
sich gegenseitig beeinflussen ko¨nnen. Systeme ko¨nnen mit ihrer Umgebung kom-
munizieren, das Systemverhalten kann von Gro¨ßen der Umgebung abha¨ngen, so-
wie Gro¨ßen der Umgebung vera¨ndern. Solche Systeme werden ha¨ufig auch offene
Systeme genannt. Bei einem geschlossenen System handelt es sich um ein System,
das nicht mit der Umgebung kommuniziert.
S y s t e m u m g e b u n g
S y s t e m -
e i n g a n g
S y s t e m -
e l e m e n t e
S y s t e m -
e i n g a n g
S y s t e m -
a u s g a n g
R ü c k k o p p l u n g e n







Abbildung 1.2: Grundlegende Systembegriffe (nach [Pag91], S. 3).
In der System-Theorie wurde der Begriff des Systems ganz allgemein als ”Menge
von Elementen, die in Wechselbeziehung stehen” ([vB69], S. 55) definiert. Ein aus den
Systemelementen S1, S2, S3, S4 zusammengesetztes System wird in der Abbildung 1.2
veranschaulicht.
Eine Steuerung (Controller, Steuerungssystem) ist ein in die Umgebung eingebettetes
offenes System. Der Zweck eines solchen Systems besteht gerade darin, entsprechend
der u¨ber beobachtete Gro¨ßen (Systemeinga¨nge) festgestellten Konfiguration der Umge-
bung auf die Umgebung u¨ber zu steuernde Gro¨ßen (Systemausga¨nge) einzuwirken. Es
ist also kein prima¨res Ziel dieser Systeme, Gro¨ßen zu berechnen oder Informationen zu
verwalten. Ist eine Eingangsgro¨ße von der Ausgangsgro¨ße abha¨ngig, wird von einem Re-
gelungssystem gesprochen [Fo¨l84]. Durch diese Ru¨ckkopplung wird die Regelgro¨ße (die
zu regelnde Ist-Gro¨ße) sta¨ndig gemessen und an den Soll-Verlauf angena¨hert. Ein Steue-
rungssystem, welches als Bestandteil eines gro¨ßeren Systems in dieses eingebaut und fest
verknu¨pft ist, wird deshalb auch als eingebettetes System bezeichnet.
Abstraktion ist der Vorgang des Zusammenfassens und Vernachla¨ssigens von Infor-
mationen. Abstraktion verallgemeinert Aussagen und bildet Klassen von Begriffen.
Ein (System-) Modell ist eine Beschreibung des Aufbaus und des Verhaltens eines Sy-
stems auf einer Abstraktionsebene, innerhalb der alle in Bezug auf den Modellzweck
relevanten Eigenschaften des Systems beru¨cksichtigt, die nicht relevanten Eigenschaf-
ten jedoch vernachla¨ssigt werden.
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Von Minski wurde der Begriff noch allgemeiner definiert [Min65]: ”Ein Objekt A ist
ein Modell eines Objektes B fu¨r einen Beobachter C, wenn der Beobachter A benutzen
kann, um Fragen, die ihn u¨ber B interessieren, zu beantworten.”
In dieser Arbeit wird unter Modell grundsa¨tzlich ein formales Modell verstanden,
d. h. das Modell wird mittels mathematischer Formalismen definiert und Eigenschaften
des Modells ko¨nnen mit mathematischen Berechnungen ermittelt werden. Modellierung
ist der Prozeß, bei dem fu¨r ein bestimmtes System ein formales Modell entwickelt wird,
wobei ein Wechselspiel von Abstrahieren und Definieren stattfindet.
Bei der Entwicklung von Steuerungen wird zuna¨chst ein Modell der Steuerung ent-
wickelt. Je nachdem, in welcher Weise die zu betrachtenden Gro¨ßen von der Zeit abha¨ngig
sind, wird zwischen reaktiven Systemen, Realzeit-Systemen und hybriden Systemen un-
terschieden. Diese Begriffe deuten auf die Verwendung von Modellen verschiedener Ab-
straktionsstufen bzgl. der zeitlichen, kontinuierlichen Gro¨ßen.
H y b r i d e  A u t o m a t e n
R e a l z e i t - A u t o m a t e n
F i n i t e  A u t o m a t e n
H y b r i d e  S y s t e m e
R e a l z e i t - S y s t e m e
R e a k t i v e  S y s t e m e
L e g e n d e :
S p e z i a l i s i e r u n g  d e s  F o r m a l i s m u s
Abbildung 1.3: Hierarchie von Systemen mit unterschiedlicher Beru¨cksichtigung zeit-
abha¨ngiger Gro¨ßen.
Bei einem reaktiven System kommt es auf die logisch richtigen Reaktionen auf Ereig-
nisse aus der Umwelt in der richtigen Reihenfolge an; es werden qualitative Zeitaspekte
betrachtet. Ein reaktives System terminiert nicht, sondern reagiert sta¨ndig auf seine Um-
gebung. Daru¨ber hinaus geho¨rt bei einem Realzeit-System der richtige Zeitpunkt der Re-
aktion zur Korrektheit des Systems; es werden quantitative Aspekte betrachtet. Werden
bei einem System außer der Zeit noch weitere kontinuierliche Gro¨ßen betrachtet, deren
Ableitung nach der Zeit Werte ungleich eins annehmen darf, so wird von einem hybriden
System gesprochen. Der Begriff ’hybrides System’ wird hier nicht in seiner allgemeinen
Bedeutung (also als System, in dem zwei unterschiedliche Konzepte vereint werden) ver-
wendet; hier ist vielmehr konkret die Modellierung einerseits von Zeiten und andererseits
von Gro¨ßen, deren Ableitung nach der Zeit nicht konstant eins ist, gemeint.
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Nach Manna und Pnueli bilden reaktive Systeme, Realzeit-Systeme und hybride
Systeme eine Hierarchie von Verfeinerungen [MP93], wie in Abbildung 1.3 auf der vor-
herigen Seite dargestellt. Die Einordnung eines Systems in eine dieser Klassen ist nicht
vom System selbst abha¨ngig, sondern von den betrachteten Aspekten bei der Modellie-
rung (Abstraktion). Demnach ist ein Realzeit-System bzgl. seines Verhaltens ein speziel-
les reaktives System mit sich zeitlich vera¨ndernden Gro¨ßen; ein hybrides System ist ein
Realzeit-System, bei dem weitere kontinuierliche Gro¨ßen modelliert werden ko¨nnen, de-
ren Ableitung nach der Zeit verschieden von eins sein kann. Eine System-Art wird um
so spezieller, je mehr Aspekte des Verhaltens des Systems eingeschra¨nkt werden; zur Be-
schreibung eines Systems mit komplexeren Bedingungen ist jedoch ein ausdruckssta¨rkerer
Formalismus notwendig. Mit dem ma¨chtigsten Formalismus in der Hierarchie, dem hy-
briden Automaten, ko¨nnen Systeme jeder der drei Arten beschrieben werden. Die finiten
Automaten hingegen ko¨nnen nur reaktive Systeme ohne zeitliche Aspekte beschreiben.
In Bezug auf eine Fertigungsanlage wie die von Abbildung 1.1 auf Seite 2 ko¨nnen
demnach bei der Modellierung mit finiten Automaten die Aspekte des reaktiven Verhal-
tens wie Systemzusta¨nde und Reaktionen auf Ereignisse beschrieben werden. Realzeit-
Aspekte, z. B. Zeitbegrenzungen fu¨r die Bearbeitung oder Reaktionszeiten, ko¨nnen mittels
Realzeit-Automaten modelliert werden. Wird die Anlage schließlich als hybrides System
aufgefaßt, ko¨nnen mittels hybrider Automaten auch Gro¨ßen wie Geschwindigkeit oder
Temperatur modelliert werden. Werden die Eigenschaften eines Systems betrachtet, so
kann einem reaktiven System z. B. die Eigenschaft ”Ereignis a tritt nach Ereignis b auf”,
einem Realzeit-System die Eigenschaft ”a tritt nach Erreichen der Zeit t auf” und einem
hybriden System die Eigenschaft ”a tritt nach Erreichen der Temperatur ϑ auf” zugeordnet
werden.
In der Literatur wird der Begriff ’Spezifikation’ teilweise fu¨r jegliche System-
Beschreibungen verwendet, die den Anspruch an Exaktheit haben. Hier soll zwischen
einer mo¨glichst abstrakten Beschreibung des Systems und den Beschreibung auf unter-
schiedlichen Abstraktionsebenen, von der abstrakten bis hin zu bereits implementierungs-
nahen Beschreibungen, unterschieden werden. Zweitere sind die Modelle, fu¨r erstere wird
der Begriff ’Spezifikation’ verwendet.
Die Spezifikation ist eine exakte Beschreibung der (nachzuweisenden) Eigenschaften
eines Systems. Die Spezifikation bezieht sich dabei auf das (formale) Modell.
Eine formale Spezifikation beruht auf einem Formalismus, d. h. die Beschreibung be-
sitzt eine mathematisch pra¨zise Semantik. Die Spezifikation beschreibt also Eigenschaften
des Modells, nicht unbedingt des Systems (obwohl dies natu¨rlich das Ziel ist). Sie kann
verschiedenartige Eigenschaften des Modells beschreiben; in dieser Arbeit wird der Nach-
weis von Sicherheitseigenschaften mit einer elementaren Verifikationsmethode betrachtet,
der Erreichbarkeitsanalyse.
Bei der formalen Verifikation wird u¨berpru¨ft (analysiert, bewiesen), ob das Modell
die in der formalen Spezifikation fixierten Eigenschaften hat (Korrektheitsbeweis);
falls ja, dann gilt das Modell als korrekt bzgl. der Spezifikation.
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Im Gegensatz zur Verifikation werden bei der Validierung die von der Anforderungs-
analyse (Requirements Engineering) festgelegten Anforderungen (Needs) und Annahmen
u¨berpru¨ft. Demnach ist die Verifikation lediglich eine Implikation1 im folgenden Sinne:
Falls alle Annahmen erfu¨llt sind und falls das System eine Implementierung des Modells
ist, dann wird das System der Spezifikation entsprechend korrekt arbeiten.
Fu¨r zustandsbasierte Formalismen wird die Spezifikation ha¨ufig als (temporal-)
logische Formel aufgefaßt. Wenn das entwickelte System-Modell ein Modell dieser For-
mel (im logischen Sinne) ist, dann erfu¨llt das System-Modell die Spezifikation. Das Ver-
fahren zur ¨Uberpru¨fung dieser Eigenschaft wird Model-Checking2 genannt und ist in den
letzten 10 Jahren popula¨r geworden, u. a. deshalb, weil es ein vollautomatisches Verfahren
zur Analyse des Gesamt-Verhaltens des Modells ist.
Eigens zum Zweck der Beschreibung von Eigenschaften reaktiver Systeme wur-
den spezielle modale Logiken entwickelt: die Linear Temporal Logic (LTL) von
Pnueli [Pnu77] und deren Weiterentwicklungen, z. B. die Computation Tree Logic (CTL)
von Clarke und Emerson [CE81], sowie zeitbasierte Versionen [Koy92, ACD93] (zur Be-
gru¨ndung siehe auch [Lam83b]).
Eine formale Methode entsteht, wenn verschiedene Phasen des Produkt-
Entwicklungsprozesses durch die Anwendung von formalen Spezifikations- und
Verifikationstechniken unterstu¨tzt werden. Verifikation ist nicht notwendigerweise
Bestandteil der formalen Methode (Modelle oder deren Eigenschaften formal zu notieren,
kann bereits stark zum Versta¨ndnis des Systems und somit zur Fehlervermeidung
beitragen), aber die in einem Entwicklungsprozeß eingebettete formale Methode ist
Voraussetzung fu¨r den sinnvollen Einsatz von formaler Verifikation in der Praxis.
Die Software-Techniker wu¨nschen sich die Unterstu¨tzung aller Phasen bis hin zur
automatischen Generierung von ausfu¨hrbarem Code.
1.2 Bestehende Ansa¨tze, Probleme, Herausforderungen
Dieser Abschnitt fu¨hrt in das Gebiet der Verifikation von formalen Modellen fu¨r Realzeit-
Systeme ein. Fu¨r diese Arbeit besonders interessant sind diejenigen Ansa¨tze, die eine
werkzeugunterstu¨tzte Bearbeitung der Verifikationsaufgabe ermo¨glichen. Der Nachweis
bestimmter Eigenschaften zustandsbasierter Modelle durch vollautomatische Verfahren
(z. B. Erreichbarkeitsanalyse oder Model-Checking) steht im Vordergrund.
Die folgenden Abschnitte behandeln die folgenden Fragestellungen: Welche Model-
lierungsformalismen stehen in diesem Kontext zur Verfu¨gung und welche Mo¨glichkeiten
bieten sie zur Entwicklung von Modellen? Wie ko¨nnen diese Modelle verifiziert wer-
den, welche Ansa¨tze bestehen zur algorithmischen Analyse sowie zur Repra¨sentation in
Datenstrukturen und welche Probleme bestehen dabei? In welcher Weise wird die Ve-
1In den Urspru¨ngen der Logik wurde die Implikationsregel auch ”Phantasieregel”genannt, was die Be-
deutung in gewisser Weise expliziter macht.
2Obwohl im allgemeinen versucht wird, deutsche Bezeichnungen zu verwenden, wird bei einigen Begrif-
fen, die einen Eigennamen darstellen oder deren deutsche Bezeichnung nicht verbreitet ist, eine Ausnahme
gemacht: z. B. Model-Checking, Binary Decision Diagrams, Timed Automata, Update-System.
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rifikation von zustandsbasierten Realzeit-Modellen von Werkzeugen unterstu¨tzt, worin
unterscheiden sich die verschiedenen Implementierungen? Ko¨nnen die Ansa¨tze fu¨r die
Realzeit-Systeme auch auf hybride Systeme u¨bertragen werden, welche Modellierungsfor-
malismen, Verifikationsstrategien und Werkzeuge sind in diesem Bereich vorhanden? Wie
ko¨nnen die theoretischen Konzepte und praktischen Implementierungen bewertet werden,
welche Benchmark-Beispiele existieren zum Vergleich verschiedener Werkzeuge, wurden
die Ansa¨tze mit großen Fallstudien validiert?
Bei der Einordnung und Diskussion dieser Fragen werden Arbeiten referiert, die auf
die vorliegende Arbeit inspirierend gewirkt haben und auf deren Ergebnisse aufgebaut
wird. Es wird der Kontext dieser Arbeit verdeutlicht. Fu¨r jeden der angesprochenen The-
menbereiche werden offene Probleme definiert sowie Forderungen konkretisiert. Ein Aus-
blick auf die Inhalte der vorliegenden Arbeit wird durch die Formulierung entsprechen-
der eigener Lo¨sungsvorschla¨ge gegeben, auf die dann jeweils in einem eigenen Kapitel
ausfu¨hrlich eingegangen wird.
1.2.1 Modellierungsformalismen
In gewo¨hnlichen Programmiersprachen wie z. B. Pascal ist im allgemeinen die totale Kor-
rektheit nicht nachweisbar (da im allgemeinen nicht einmal die Terminierung eines Pro-
grammes beweisbar ist) [Tur37, HA72]. In einem genu¨gend ma¨chtigen formalen System
sind nicht alle Eigenschaften (wahre Aussagen u¨ber das System) beweisbar [Go¨d31]. Da-
her wird die Ma¨chtigkeit der Formalismen, die zur Modellierung von Systemen bzw. zur
Formulierung von Eigenschaften eingesetzt werden, soweit eingeschra¨nkt, bis der Nach-
weis einerseits u¨berhaupt mo¨glich und andererseits algorithmisch in einer mo¨glichst effi-
zienten Weise durchfu¨hrbar ist.
Die endlichen Zustandsautomaten werden bereits seit einigen Jahrzehnten von In-
genieuren zur Modellierung verwendet. Grund dafu¨r ist nicht nur die formale Fundie-
rung, sondern auch, daß Zusta¨nde und Zustandsu¨berga¨nge zusammen mit ihrer visu-
ellen Darstellung als Graph ein natu¨rliches und intuitives Beschreibungsmittel bilden.
Vor rund 50 Jahren wurde mit der Untersuchung der Grundlagen der Automatentheo-
rie begonnen [MP43, Kle56]. Fu¨r die unterschiedlichsten Zwecke wurden viele Vari-
anten (z. B. Mealy-Automaten [Mea55], Moore-Automaten [Moo56], kommunizierende
Automaten, Statecharts [Har87]) und verwandte Formalismen (z. B. Petrinetze [Pet62],
Ereignis-Diagramme) geschaffen.
All diesen Ansa¨tzen ist eine zustandsbasierte Semantik (meist als Transitionssystem)
gemeinsam. Solange eine endliche Semantik existiert, kann die Verifikation durch voll-
automatische Beweiswerkzeuge unterstu¨tzt werden. Fu¨r eine große Klasse von Model-
len aus dem Bereich der reaktiven Systeme ist ein effizientes Model-Checking durch die
Verwendung von Binary Decision Diagrams (BDDs) mo¨glich [BCM+92]. Traditionelle
Techniken des Model-Checking unterstu¨tzen aber nicht die explizite Modellierung von
Zeit. Deshalb sind diese fu¨r die Analyse von Realzeit-Systemen unzureichend, da deren
Korrektheit davon abha¨ngt, ob bestimmte Ereignisse zur richtigen Zeit auftreten. Durch
die Hinzunahme von kontinuierlicher Zeit wird die natu¨rliche Semantik unendlich. Soll
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eine algorithmische Analyse ermo¨glicht werden, muß eine a¨quivalente endliche Semantik
konstruiert werden.
Um neben reaktiven Systemen auch Realzeit-Systeme modellieren und verifizie-
ren zu ko¨nnen, wurden verschiedene Formalismen um Konzepte wie Timer3 und Uh-
ren4 erweitert. Der am weitesten verbreitete Ansatz, zeitliche Beschra¨nkungen in ein
Prozeßmodell zu integrieren, besteht darin, den Transitionen untere und obere Zeit-
schranken zuzuordnen. Beispiele dafu¨r sind zeitbehaftete Petri-Netze [Ram74, MF76,
BD91, Pop91, PZH97], Prozeß-Algebren wie Timed Communicating Sequential Pro-
cesses (Timed CSP) [RR88] oder den Temporal Calculus of Communicating Proces-
ses nach Moller und Tofts [MT90], Timed Transition Systems [Ost90, HMP94], Timed
I/O-Automata [LA90] und Modecharts [JM87]. Die vorliegende Arbeit basiert auf dem
von Alur und Dill eingefu¨hrten Konzept der Timed Automata [AD90], welches auf ei-
nem von Dill bereits fru¨her vorgeschlagenen Formalismus beruht [Dil90]. Dabei werden
Bu¨chi- bzw. Muller-Automaten [Bu¨c60, Tho90] um eine endliche Menge von Uhren (Va-
riablen, die ihren Wert mit dem Fortschreiten der Zeit kontinuierlich a¨ndern) und um Zu-
standsu¨berga¨nge mit Wa¨chtern (logische Pra¨dikate u¨ber diese Uhren) erweitert. Die Ak-
zeptanzbedingung dieser Automaten erzwingt den Fortschritt bzw. die Unendlichkeit der
zeitbehafteten Wo¨rter (Timed Word, Timed Language). Mehrere parallel laufende Auto-
maten ko¨nnen mittels Synchronisation nach dem Konzept der Communicating Sequential
Processes (CSP) von Hoare kommunizieren [Hoa85]. Diese Automaten wurden sowohl
auf der Ebene der formalen Sprachen [AD94], als auch auf der Ebene der algorithmischen
Analyse gru¨ndlich untersucht [ACD93, HNSY94]. Um eine intuitive Notation zu erhalten,
wurde in spa¨teren Definitionen der Timed Automata die Akzeptanzbedingung durch eine
Invariante (logisches Pra¨dikat u¨ber die Uhren) ersetzt [Alu99].
Es folgt eine nicht-formale Beschreibung dieser Automatenklasse, um vorab einen
Eindruck von den Timed Automata zu vermitteln. Ein Timed Automaton besteht wie
ein finiter Automat aus einer endlichen Menge von Zusta¨nden mit einer Teilmenge von
Initialzusta¨nden und einer Menge von Zustandsu¨berga¨ngen. Jeder Zustandsu¨bergang ist
mit einer Synchronisationsmarke (aus einer endlichen Menge) markiert. Daru¨berhinaus
entha¨lt der Timed Automaton eine endliche Menge von Uhren. Wa¨hrend sich der Automat
in einem Zustand befindet, vergeht Zeit und die Werte der Uhren a¨ndern sich dementspre-
chend. Ein Zustandsu¨bergang verbraucht keine Zeit. Jedem Zustand ist eine Invariante
(ein logisches Pra¨dikat u¨ber die Uhrenbelegung) zugeordnet, die erfu¨llt sein muß, solange
der Automat in dem Zustand bleibt. Wird die Invariante falsch, so muß der Automat den
Zustand sofort verlassen. Jedem Zustandsu¨bergang ist ein Wa¨chter (ein logisches Pra¨dikat
u¨ber die Uhrenbelegung) zugeordnet, der erfu¨llt sein muß, um den Zustandsu¨bergang zu
ermo¨glichen, und eine Menge von ru¨ckzusetzenden Uhren. Damit ist der Wert jeder Uhr
durch die seit ihrem letzten Ru¨cksetzen vergangene Zeit bestimmt. Die Konfiguration
(Situation) eines solchen Automaten ist bestimmt durch den Zustand und durch die Uh-
renbelegung. Eine formale Definition der Timed Automata folgt in Kapitel 2.
3Bei einem Timer wird die Zeit von einem bestimmten Wert ausgehend ru¨ckwa¨rts bis auf den Wert 0
geza¨hlt, und nach Ablauf der festgelegten Zeitspanne wird ein Signal gegeben.
4Bei einer Uhr wird die Zeit vom Wert 0 ausgehend vorwa¨rts geza¨hlt und abgefragt, wieviel Zeit seit
dem letzten Ru¨cksetzen vergangen ist.
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Bei der Modellierung mit Timed Automata besteht das Problem, daß die bestehenden
Ansa¨tze nicht fu¨r die Anwendung auf gro¨ßere, reale Systeme konzipiert worden sind. Die
praktische Anwendung in gro¨ßeren Projekten erfordert die Integration von Aspekten aus
der Softwaretechnik, d. h. Eigenschaften der Modelle wie Flexibilita¨t und Versta¨ndlichkeit.
In anderen Bereichen wurden diese Probleme durch das Einfu¨hren von Modulkonzepten,
hierarchischer Strukturierung und der Benutzung von Abstraktionsschichten gelo¨st [Par72,
PCW84].
Fu¨r einige Modellierungsnotationen, denen ein anderer Basisformalismus als Timed
Automata zugrunde liegen, existieren bereits Ansa¨tze zur hierarchischen Modellierung
(z. B. Statecharts [Har87], SDL [BH89], Reactive Modules [AH96]). Teilweise wurden
auch Konzepte fu¨r die Realzeit-Modellierung integriert. Inzwischen ist die erfolgreiche
Modellierungsnotation Statecharts Bestandteil der Unified Modelling Language (UML).
Der Formalismus beru¨cksichtigt jedoch die kontinuierlichen Gro¨ßen nicht in dem Ma-
ße wie z. B. Timed Automata, da die semantische Basis auf einer synchronen, zentra-
len Zeittakt-Steuerung beruht [Har87]. Bereits im Modell sind durch diesen synchronen
Zeittakt nur diskrete Schritte denkbar. Es existiert keine kontinuierliche Semantik. Al-
le zu einem Zeitpunkt mo¨glichen diskreten Transitionen werden synchron (gemeinsam)
geschaltet. Um die Semantik fu¨r diesen Formalismus gab es lange Zeit Diskussionen;
u. a. wurde eine Semantik durch die Werkzeugimplementierung festgelegt [HN96].
Problem 1 In Experimenten zur Modellierung eingebetteter Realzeit-Systeme mit beste-
henden, auf Timed Automata basierenden Notationen wurde das folgende Hauptproblem
identifiziert: Die Modellierung von gro¨ßeren Systemen ist nur schwer mo¨glich, da ein Mo-
dell aus einer Menge von miteinander kommunizierenden Automaten besteht. D. h. bereits
bei kleinen Beispiel-Modellen geht die dem System inha¨rente Struktur verloren und das
Modell wird unu¨bersichtlich und schwer zu verstehen. Das Modell kann nicht modular
gegliedert werden, da die bestehenden Ansa¨tze keine Strukturierung vorsehen.
Forderung 1 Die automatenbasierte Modellierung gro¨ßerer Realzeit-Systeme muß prak-
tisch mo¨glich sein. In der Softwaretechnik bewa¨hrte Konzepte der Strukturierung mu¨ssen
auch hier integriert werden. Einerseits muß die dem System innewohnende Struktur im
Modell ausgedru¨ckt werden ko¨nnen. Andererseits muß eine klare Modellgliederung er-
reicht werden, die den Modellierungsprozeß durch ho¨here Versta¨ndlichkeit des Modells
unterstu¨tzt.
Lo¨sung 1 Auf Timed Automata basierende Notationen sind durch ihre klar definierten
semantischen Grundlagen sehr gut fu¨r die Modellierung von Realzeit-Systemen geeig-
net. Es wird ein diesen Formalismus erweiterndes Modulkonzept vorgestellt, mit dem ver-
schiedene Abstraktionsebenen definiert und der Aufbau von Enthaltenseinshierarchien
ermo¨glicht wird.
Aufgrund der modularen Struktur der Modelle ko¨nnen ganze Systemteile durch ande-
re ersetzt werden, da das Verhalten einer Komponente gekapselt ist und der Zugriff nur
u¨ber eine klar definierte Schnittstelle erfolgen kann. Das Vorgehen der schrittweisen
Verfeinerung kann bei der Modell-Entwicklung eingesetzt werden. Grobe und verfeinerte
Versionen des Modells ko¨nnen nebeneinander existieren und verifiziert werden.
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Diese ¨Uberlegungen fu¨hren zu einer neuen, modularen Notation fu¨r die Modellierung
von Realzeit-Systemen: Cottbus Timed Automata (CTA). In Kapitel 2 wird die Definition
dieser neuen Notation angegeben und es werden verschiedene Semantiken vorgestellt.
1.2.2 Verifikationsverfahren und Repra¨sentationen
In diesem Abschnitt werden zuna¨chst verschiedene Vorgehensweisen bei der Ve-
rifikation von Realzeit-Modellen diskutiert und anschließend einige mit der Re-
pra¨sentationsdatenstruktur verbundene Probleme ero¨rtert. Grundsa¨tzlich wird bei der Ve-
rifikation nach der Art der Formulierung der Spezifikation unterschieden zwischen Spezi-
fikation mittels Erreichbarkeitsanweisungen und Spezifikation mittels Modell.
Spezifikation mittels Erreichbarkeitsanweisungen. Bei dieser Vorgehensweise wer-
den Berechnungsschritte fu¨r die Verifikation in einer sequentiellen Anweisungssprache
formuliert. Durch die Anweisungen werden die geforderten Eigenschaften u¨berpru¨ft. Ty-
pischerweise wird eine Menge von Konfigurationen definiert, die im Modell nicht erreicht
werden du¨rfen, die Fehlermenge. Nachdem ausgehend von der Menge der Initialkonfigu-
rationen die Menge aller erreichbaren Konfigurationen berechnet worden ist, kann gepru¨ft
werden, ob der Durchschnitt dieser Erreichbarkeitsmenge mit der Fehlermenge leer ist.
Am Ergebnis kann das Analyseresultat abgelesen werden.
Der Invariantentest ist eine abgewandelte Form der Erreichbarkeitsanalyse: Statt zu
spezifizieren, welche Konfigurationen nicht erreicht werden du¨rfen, wird eine Obermenge
von Konfigurationen definiert, die im Modell erreicht werden du¨rfen (alle Konfiguratio-
nen, die eine Invariante erfu¨llen). Von den Erreichbarkeitsalgorithmen wird u¨berpru¨ft, ob
nur solche Konfigurationen erreichbar sind, die durch die Invariante spezifiziert wurden.
Spezifikation mittels Modell. Im folgenden werden die wichtigsten Anwendungen
der Methode ”Spezifikation mittels Modell” behandelt. Bei der Verifikation werden die
Eigenschaften nicht durch reine Analyseanweisungen beschrieben und u¨berpru¨ft, sondern
es erfolgt ein Wechselspiel zwischen Erreichbarkeitsanalyse, zusa¨tzlichen Modellen und
Verfeinerungsanalyse. Es werden vier Varianten unterschieden: Verifikation mittels Beob-
achtungsmodell und Erreichbarkeitsanalyse, Verifikation mittels Eigenschaftsmodell und
Verfeinerungsanalyse, modulares Beweisen, und eigenschaftserhaltende Transformation.
Diese Strategien sind verwandt und unterscheiden sich nur in dem Zweck und dem Vorge-
hen bei der Analyse des Modells.
Verifikation mittels Beobachtungsmodell und Erreichbarkeitsanalyse. Mittels Erreich-
barkeitsanweisungen kann im allgemeinen nur die Erreichbarkeit bzw. Nichterreichbarkeit
von Zusta¨nden u¨berpru¨ft werden. Sicherheitseigenschaften, die nicht direkt durch Erreich-
barkeitsanweisungen nachweisbar sind, ko¨nnen durch die Modellierung der Eigenschaften
als ”Beobachtungsmodell” spezifiziert werden. Ein Beobachtungsmodell ist ein Modell,
welches das Verhalten seiner Umgebung beobachtet, aber nicht beeinflußt.
Bei einem Beobachtungsmodell wird davon ausgegangen, daß ein abgeschlossenes
System von außen ”beobachtet” wird. Es werden die fu¨r den Beobachtungszweck interes-
santen synchronisierten Schritte und Zeit-Schritte des beobachteten Modells registriert und
der innere Zustand des Beobachtungsautomaten entsprechend gea¨ndert. Tritt das durch die
Analyse gesuchte Verhalten auf, wird in einen speziellen Fehlerzustand gewechselt. Zur
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Verifikation der durch den Beobachtungsautomaten modellierten Eigenschaft wird durch
die Erreichbarkeitsanalyse lediglich u¨berpru¨ft, ob einer der Fehlerzusta¨nde des Beobach-
tungsmodells erreichbar ist.
Beim LTL-Model-Checking wird fu¨r die zu verifizierende Formel ein Automat er-
zeugt und u¨berpru¨ft, ob die vom Produktautomaten des Modell-Automaten und des (ne-
gierten) Formel-Automaten erzeugte Sprache leer ist. Ein Beobachtungsautomat kann
einem a¨hnlichen Zweck dienen wie der Automat fu¨r die LTL-Formel beim LTL-Model-
Checking.
Verifikation mittels Eigenschaftsmodell und Verfeinerungsanalyse. Eine Alternative zu
dem o. g. Vorgehen bildet die Strategie der Verifikation durch Verwendung von abstrak-
ten Modellen und der Verfeinerungsanalyse. Dabei werden die nachzuweisenden Sicher-
heitseigenschaften in einem Modell mit den gleichen Schnittstellenelementen modelliert,
wobei das Modell eine Abstraktion des urspru¨nglichen Modells darstellt.
Bei der Verfeinerungsanalyse steht ein abstrakteres Modell einem verfeinerten Modell
gegenu¨ber, wobei das zweite ein spezielleres Verhalten als das abstrakte Modell haben soll.
Es wird u¨berpru¨ft, ob das abstrakte Modell fu¨r jeden Schritt des verfeinerten Modells einen
entsprechenden Schritt (mit der gleichen Synchronisationsmarke oder mit dem gleichen
Zeitschritt) ausfu¨hren kann. Mit anderen Worten: es wird gepru¨ft, ob das abstraktere
Modell das verfeinerte Modell simulieren kann.
Der wesentliche Unterschied zwischen den letzten beiden Ansa¨tzen besteht also im
verwendeten Analysealgorithmus. Das Beobachtungsmodell wird zur Spezifikation von
Eigenschaften verwendet, die das Modell erfu¨llen soll. Nun wird per Erreichbarkeitsana-
lyse ein System verifiziert, welches aus dem urspru¨nglichen und dem Beobachtungsmodell
besteht. Beim Eigenschaftsmodell hingegen werden die nachzuweisenden Sicherheitsei-
genschaften in Form einer abstrakteren Version des Modells modelliert, wobei es in diesem
Modell nur um das Festlegen der Eigenschaften geht, d. h. es wird so wenig wie mo¨glich
vom Systemverhalten modelliert. Die Verifikation erfolgt nun per Verfeinerungsanalyse,
die sicherstellt, daß das konkrete Gesamtmodell des Systems eine speziellere Version des
Eigenschaftsmodells ist. D. h. es darf im konkreten Systemmodell nicht mehr Verhalten
als im Eigenschaftsmodell mo¨glich sein.
Modulares Beweisen. Dieses Verfahren verwendet sowohl die Erreichbarkeitsanalyse
als auch die Verfeinerungsanalyse. Ausgangspunkt ist meist, daß sich das fertige Sy-
stemmodell aufgrund seiner Komplexita¨t nicht mehr vollautomatisch analysieren la¨ßt. Es
wird nach einer abstrakteren Version des Gesamtmodells gesucht, welches sich analysie-
ren la¨ßt. Dabei sind im Modell einige Details des konkreten Modells ausgeblendet. Einige
Komponenten-Module sind durch abstraktere Versionen derselben ausgetauscht worden.
Ist die Erreichbarkeitsanalyse dieses abstrakteren Modells erfolgreich, so wird im
zweiten Schritt fu¨r jedes ausgetauschte Komponenten-Modul nachgewiesen, daß das im
konkreten Systemmodell enthaltene Modul eine Verfeinerung des in der Erreichbarkeits-
analyse benutzten, abstrakteren Moduls ist.
Im Gegensatz zum Eigenschaftsmodell handelt es sich bei den abstrakten Modellen
in dieser Technik um Modelle von Teilen des Systems. Dieses abstraktere Modell spielt
in der Verfeinerungsanalyse eine etwas andere Rolle: Das abstraktere Modell wird nicht
als Hilfskonstrukt zum ¨Uberpru¨fen von Sicherheitseigenschaften des Gesamtsystems an-
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gesehen, sondern als abstraktere Version eines Teils des eigentlichen Modells, welches die
interessanten Sicherheitseigenschaften entha¨lt, die bei der Verfeinerung erhalten bleiben
mu¨ssen.
Eigenschaftserhaltende Transformation. Auch bei dieser Technik werden Erreichbar-
keitsanalyse und Verfeinerungsanalyse verwendet, es existieren abstrakte und konkrete
Modelle (von Teilen des Systems). Der Anwendungszweck besteht im Nachweis einer
eigenschaftserhaltenden Modelltransformation (speziell: Verfeinerung). Es wird mit ei-
nem sehr abstrakten Modell begonnen und zuna¨chst die Korrektheit dieses Modells per
Erreichbarkeitsanalyse nachgewiesen. Der Kern dieser Strategie ist, daß das Modell nach
jedem Verfeinerungsschritt korrekt sein soll. Es wird jeder Schritt der fortlaufenden Mo-
dellentwicklung auf Erhalt der Sicherheitseigenschaften hin u¨berpru¨ft. Diese ¨Uberpru¨fung
erfolgt mittels Verfeinerungsanalyse, wobei jeweils eine neue Verfeinerung einer Kompo-
nente gegen die bisher im Modell befindliche Beschreibung dieser Komponente gepru¨ft
wird. Die Sicherheitseigenschaften des entstehenden Gesamtmodells selbst brauchen am
Ende nicht mehr mittels Erreichbarkeitsanalyse nachgewiesen werden.
Repra¨sentation der Modelle. Fu¨r die Erreichbarkeits- und Verfeinerungsanalyse ist
eine geeignete Datenstruktur zur Repra¨sentation von Transitionssystem und Erreichbar-
keitsmenge auszuwa¨hlen, die die beno¨tigten Operationen der algorithmischen Analyse
(z. B. Nachfolgerberechnung) in einer mo¨glichst effizienten Weise unterstu¨tzt.
Da eine Konfiguration eines Timed Automaton einerseits aus einer diskreten Kom-
ponente (dem diskreten Zustand des Automaten) und einer kontinuierlichen Komponente
(der reellwertigen Belegung aller Uhren) besteht, sind die folgenden zwei Probleme zu
lo¨sen:
1. Die Semantik eines auf Timed Automata basierenden Modells beruht auf dem Pro-
duktautomaten aller im Modell enthaltenen Timed Automata. Daher wa¨chst die
Anzahl der potentiell zu repra¨sentierenden diskreten Zusta¨nde exponentiell mit der
Anzahl der im Modell enthaltenen Automaten.
2. Der Wertebereich einer jeden Uhr ist die Menge der reellen Zahlen. Dadurch ist der
zu repra¨sentierende kontinuierliche Zustandsraum zuna¨chst unendlich groß. Durch
die Technik der symbolischen Repra¨sentation mu¨ssen unendlich große Mengen in
geeigneten endlichen Datenstrukturen dargestellt werden.
Eine zusa¨tzliche Schwierigkeit besteht darin, daß die Zustandsra¨ume nicht voneinan-
der unabha¨ngig sind. In den meisten Modellen ha¨ngen die Zusta¨nde der Automaten von
den Uhrenbelegungen ab und umgekehrt. Dadurch ist es nicht ohne weiteres mo¨glich,
in effizienter Weise die diskreten Zusta¨nde z. B. durch Binary Decision Diagrams zu re-
pra¨sentieren und die kontinuierlichen Teile des Zustandsraumes durch eine Matrix-basierte
Datenstruktur. Hinzu kommt, daß zur Darstellung diskreter Zustandsra¨ume vorteilhafte
Datenstrukturen fu¨r die Repra¨sentation von kontinuierlichen Zustandsra¨umen nicht unbe-
dingt vorteilhaft sind.
Ein Ansatz, den unendlichen kontinuierlichen Zustandsraum in einer endlichen Da-
tenstruktur zu repra¨sentieren, besteht im Konzept des Regionenautomaten. Jede Region
1.2. BESTEHENDE ANSA¨TZE, PROBLEME, HERAUSFORDERUNGEN 13
repra¨sentiert hier eine ¨Aquivalenzklasse von Konfigurationen. Zu jedem Timed Automa-
ton existiert ein solcher Regionenautomat mit endlich vielen Regionen [AD90, ACD90].
Als Datenstruktur zum Speichern der Regionen werden spezielle Matrizen vorgeschla-
gen [Dil90], die je eine konvexe Menge von Konfigurationen repra¨sentieren: Difference
Bound Matrices (DBM). In den bekannten und weitverbreiteten Werkzeugen zur Veri-
fikation von Timed Automata (Uppaal [BLL+96] und Kronos [DOTY96]) wird der An-
satz verfolgt, die diskreten Zusta¨nde explizit aufzuza¨hlen und Mengen von Uhrenbelegun-
gen durch Matrix-basierte Datenstrukturen zu speichern. Die Verwendung von Difference
Bound Matrices ist aber ineffizient bei der Darstellung nicht-konvexer Mengen von Uh-
renbelegungen und bei einer großen Anzahl diskreter Zusta¨nde.
Die Datenstruktur Binary Decision Diagram (BDD) ist zur Repra¨sentation eines dis-
kreten Zustandsraumes gut geeignet und in letzter Zeit popula¨r geworden [BCM+92]. Ein
rein BDD-basierter Ansatz, der auf einer Diskretisierung des kontinuierlichen Zustands-
raumes beruht, wurde von Asarin, Bozga et al. mit der Datenstruktur Numerical Decision
Diagram (NDD) verfolgt [ABK+97, BMPY97]. Diese Datenstruktur wurde auch in einer
Werkzeugimplementierung realisiert, fu¨hrte jedoch nicht zum erwu¨nschten Erfolg.
Eine Kombination von DBMs und BDDs wurde erstmals von Wong-Toi vorgeschla-
gen [WT94]. Dabei werden Mengen diskreter Zusta¨nde durch BDDs repra¨sentiert und
Mengen von Uhrenbelegungen durch DBMs. In der Arbeit von Balarin werden DBMs
bina¨r kodiert und BDDs zur Darstellung der Konfigurationsmengen genutzt [Bal96a]. Ei-
ne weitere Datenstruktur fu¨r die Repra¨sentation stellen die Clock Difference Diagrams
(CDD) dar [LPWY99]. Durch ein CDD ko¨nnen erstmals nicht nur konvexe Mengen von
Uhrenbelegungen, sondern auch nicht-konvexe Vereinigungen von Mengen von Uhrenbe-
legungen repra¨sentiert werden. Ein Vergleich von Behrmann, Larsen et al. weist nach,
daß bei der Anwendung von CDDs der Speicherbedarf enorm reduziert werden kann, was
jedoch gleichzeitig zum Anstieg der Rechenzeiten fu¨hrt [BLP+99].
Die von Møller et al. vorgeschlagene Datenstruktur Difference Decision Diagram
(DDD) stellt eine Variante der CDDs dar und versucht die Trennung der diskreten
Zusta¨nde von den Uhrenbelegungen aufzuheben [MLAH99]. Fu¨r einen Performance-
Vorteil dieser Datenstruktur werden keine aussagekra¨ftigen empirischen Belege angege-
ben.
Durch alle bisher dargestellten Ansa¨tze wurden die Probleme bei der Repra¨sentation
des Zustandsraumes der Timed Automata nur teilweise gelo¨st.
Problem 2 Durch die explizite Aufza¨hlung der diskreten Zusta¨nde ist fu¨r die Speiche-
rung (und somit auch fu¨r die algorithmische Behandlung) exponentieller Aufwand in
Abha¨ngigkeit von der Automatenanzahl im Modell erforderlich. Dies fu¨hrt dazu, daß der
Zustandsraum bereits bei kleinen Modellen (oft schon bei weniger als 10 Automaten) nicht
mehr effizient repra¨sentiert werden kann.
Bei der Repra¨sentation von Uhrenbelegungen mittels Matrizen entsteht fu¨r eine kon-
vexe Menge von Uhrenbelegungen ein quadratischer Speicheraufwand in Abha¨ngigkeit
von der Anzahl der Uhren. Fu¨r jeden der exponentiell vielen diskreten Zusta¨nde wird eine
Matrix fu¨r die Uhrenbelegungen abgespeichert. Falls gleiche Matrizen nicht mehrmals
gespeichert werden (Anwendung kanonischer Matrizen), kann die Anzahl der Matrizen
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kleiner sein als die der diskreten Zusta¨nde, jedoch fu¨hrt dies bei nichttrivialen Modellen
nicht zu ausreichenden Einsparungen.
Nicht-konvexe Mengen von Uhrenbelegungen ko¨nnen nur durch mehrere Matrizen
bzw. aufwendig zu berechnende Datenstrukturen repra¨sentiert werden. Dadurch erho¨ht
sich der Aufwand fu¨r die meisten Operationen erheblich.
Forderung 2 Es ist eine geeignete Repra¨sentation zu finden, um
• das durch die Datenstruktur erzwungene exponentielle Wachstum der Re-
pra¨sentation der diskreten Zusta¨nde in der Erreichbarkeitsmenge zu verhindern,
• auch nicht-konvexe Mengen von Uhrenbelegungen kanonisch zu repra¨sentieren und
• sowohl den diskreten als auch den kontinuierlichen Teil des Zustandsraums in einer
einheitlichen Datenstruktur zu speichern.
Lo¨sung 2 Fu¨r eine geringfu¨gig eingeschra¨nkte Teilklasse von Timed Automata wird eine
ganzzahlige Diskretisierung der Uhrenbelegungen als Voraussetzung fu¨r eine effiziente
Verifikation angegeben. Die ¨Aquivalenz zwischen ganzzahliger Diskretisierung und Ver-
wendung reellwertiger Uhrenbelegungen bzgl. der Erreichbarkeit diskreter Zusta¨nde wird
formal bewiesen.
Sowohl der diskrete als auch der kontinuierliche (nunmehr diskretisierte) Zustands-
raum werden einheitlich mittels Binary Decision Diagrams symbolisch repra¨sentiert.
Auch nicht-konvexe Mengen werden kanonisch repra¨sentiert.
Die neuen Konzepte fu¨r eine effiziente BDD-Repra¨sentation, die unter anderem ein
scha¨tzungsbasiertes Variablenordnen und auch die Beru¨cksichtigung anderer wichtiger Pa-
rameter einschließen, werden in Kapitel 3 eingefu¨hrt.
1.2.3 Werkzeuge
Einige bekannte Verifikationswerkzeuge fu¨r Realzeit-Systeme werden kurz vorgestellt.
Zuna¨chst werden die speziell auf Timed Automata basierenden Werkzeuge genannt, im
Anschluß daran werden einige Werkzeuge fu¨r verwandte Formalismen behandelt. Die
Werkzeuge5 fu¨r vollautomatische Analyse sind dabei von besonderem Interesse.
Eine ausfu¨hrliche Gegenu¨berstellung der Werkzeuge Kronos, HyTech, Uppaal und an-
deren ist von Lo¨tzbeyer durchgefu¨hrt worden [Lo¨t96]. Ein weit gefaßter ¨Uberblick u¨ber
den Stand der Verifikationsmethoden und Werkzeuge fu¨r reaktive Systeme wurde von Le-
werentz und Lindner in einer vergleichenden Studie zusammengefaßt [LL95].
Das Werkzeug Uppaal wurde an den Universita¨ten Uppsala und Aalborg ent-
wickelt [BLL+96, LPY97]. Es stellt eine Notation zur Modellierung zur Verfu¨gung, in
der das Systemmodell als Menge miteinander kommunizierender Prozesse aufgebaut ist.
Der zugrundeliegende Formalismus ist eine Variante des Timed Automaton, die sich im
5Unter einem vollautomatischen Verifikationswerkzeug wird ein Werkzeug verstanden, welches das Ana-
lyseresultat bei Bereitstellen von Modell und Spezifikation ohne das Einbeziehen des Benutzers liefert.
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wesentlichen durch drei Abweichungen von dem urspru¨nglichen Formalismus unterschei-
det:
1. Die Synchronisation erfolgt nach dem Kommunikationskonzept von Milner [Mil89]
u¨ber Kana¨le, die in ihrer Richtung jeweils festgelegt sind.
2. Eine spezielle Variante der Uhren erlaubt die Modellierung von hybriden Gro¨ßen,
deren Ableitung nach der Zeit in einem festgelegten Intervall liegt.
3. Zur vereinfachten Modellierung von diskreten Gro¨ßen werden auch diskrete Va-
riablen angeboten. In den Zustandsu¨berga¨ngen ko¨nnen nicht nur die Uhren
zuru¨ckgesetzt werden, sondern auch den diskreten Variablen neue Werte zugewiesen
werden.
Eigenschaften werden als Formel einer Temporallogik spezifiziert. Als Analy-
semo¨glichkeiten stehen Erreichbarkeitstests u¨ber diesen temporallogischen Formeln und
die Simulation zur Verfu¨gung.
Kronos wurde im Forschungslabor VERIMAG in Grenoble entwickelt [DOTY96,
Yov97]. Die Modellierung eines Systems erfolgt als Menge von Automaten. Es wird die
urspru¨ngliche Variante der Timed Automata verwendet. Die Kommunikation der Automa-
ten untereinander wird u¨ber Synchronisationsmarken nach dem CSP-Konzept von Hoare
realisiert [Hoa85]. Es werden keine diskreten Variablen zugelassen, d. h. alle diskreten
Gro¨ßen mu¨ssen mittels expliziter diskreter Zusta¨nde der Automaten modelliert werden.
Zur Modellierung von kontinuierlichen Gro¨ßen stehen ru¨cksetzbare Uhren zur Verfu¨gung,
also analoge Vera¨nderliche, deren Ableitung nach der Zeit konstant eins ist und die auf
null ru¨ckgesetzt werden du¨rfen. Die Spezifikation wird in einer temporallogischen Formel
angegeben und mittels Model-Checking analysiert.
Rein BDD-basierte Ansa¨tze wurden bisher nur bei Kronos verfolgt [ABK+97,
BMPY97]. Das Werkzeug wurde prototypisch implementiert, jedoch nicht der
¨Offentlichkeit freigegeben. Fu¨r Performance-Vergleiche standen nur Meßergebnisse aus
Aufsa¨tzen der Kronos-Forschungsgruppe zur Verfu¨gung. Die aktuelle Version von Kro-
nos verwendet zur Repra¨sentation von Uhrenbelegungen DBMs und zur Repra¨sentation
der Zusta¨nde der Automaten BDDs [BDM+98]. Die BDD-Implementierung von Kronos
nutzt die entscheidenden Vorteile der BDD-Repra¨sentation nicht aus.
Auch das Werkzeug Veriti von Wong-Toi nutzt fu¨r die Erreichbarkeitsalgorithmen eine
Kombination von DBMs und BDDs [WT94].
Ein weiteres auf BDD-basierte Ansa¨tze beruhendes Werkzeug wurde von Wang vom
Institute of Information Science (Taiwan) entwickelt: RED [Wan01]. Es wurde eine Da-
tenstruktur benutzt, die von Wang Clock Restriction Diagram (CRD) genannt wird. Das
Werkzeug ist jedoch ausschließlich fu¨r die Verifikation von symmetrischen Modellen mit
einer skalierbaren Anzahl von Prozessen bestimmt [Wan00].
In der Werkzeug-Implementierung Timed COSPAN [AIKY95], welche im Bell-
Forschungslabor von Alur et al. als Realzeit-Erweiterung des bestehenden Werkzeugs
COSPAN [HK90] entwickelt worden ist, wird eine Sicherheitseigenschaft durch Sprach-
Inklusion nachgewiesen. Die Sprache wird dabei definiert als Menge von Markierungs-
folgen. Bei der Sprach-Inklusion wird u¨berpru¨ft, ob die Sprache, die vom Modell erzeugt
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wird, eine Teilmenge der Sprache ist, die von der Eigenschaft erzeugt wird. Dieses Werk-
zeug bietet fu¨r die Berechnungen zwei Repra¨sentationen an: den Regionenautomaten und
den Zonenautomaten. Die Repra¨sentation des Regionenautomaten beruht auf einer BDD-
basierten Datenstruktur und die des Zonenautomaten auf DBMs [AK96].
Andere Werkzeuge nutzen die Mo¨glichkeiten der Strukturierung, basieren jedoch auf
Modellierungsformalismen, die sich von den Timed Automata unterscheiden. Die hier-
archische Modellierung mittels Statecharts und die Simulation solcher Modelle wird seit
vielen Jahren durch das Werkzeug Statemate unterstu¨tzt [HLN+90]. Da dieses Werkzeug
auf einer synchronen Semantik beruht, wird es in dieser Arbeit nicht na¨her untersucht.
In den letzten vier Jahren entstand in Berkeley ein Werkzeug, welches auf dem
Formalismus Reactive Modules [AH96] beruht und eine BDD-Repra¨sentation benutzt:
Mocha. Der Formalismus unterstu¨tzt einen modularen Aufbau des Modells und bie-
tet auch die ¨Uberpru¨fung einer Verfeinerungsrelation an, jedoch nur fu¨r Modelle ohne
Realzeit-Aspekte. Eine fru¨here Version von Mocha (”cMocha”, C-Implementierung) un-
terstu¨tzte auch die Verifikation von Realzeit-Modellen [AHM+98], basierend auf dem
Formalismus Timed Modules [AH97]. Die aktuelle Version von Mocha (”jMocha”, Java-
Implementierung) [AdAG+01] ist fu¨r die vorliegende Arbeit uninteressant, da einerseits
Realzeit-Aspekte auch fu¨r die Erreichbarkeitsanalyse nicht mehr unterstu¨tzt werden. An-
dererseits wird auch in dieser Version eine auf dynamischem Variablenordnen basierende
BDD-Repra¨sentation verwendet, die die modulare Struktur des Modells nicht nutzt.
Salsa ist ein Werkzeug fu¨r die Verifikation von reaktiven Systemen ohne Realzeit-
Aspekte [BS00]. Interessant an diesem Werkzeug ist, daß die Sicherheitseigenschaften
durch pure Induktion u¨ber die Transitionsrelation nachgewiesen werden. Dadurch ko¨nnen
die Analysen auch fu¨r große Modelle in Bruchteilen von Sekunden durchgefu¨hrt werden.
Jedoch ist das Analyseresultat nicht exakt in der Hinsicht, daß bei sehr vielen Analysen
’Falsch-Positive’ erzeugt werden, d. h. die Analyse kann einen Fehler im Modell anzei-
gen, obwohl es korrekt ist. Dann kann auf diese grobe Art nicht mittels Induktion auf
Korrektheit geschlossen werden. Der Anwender hat das ausgegebene Gegenbeispiel zu
untersuchen und kann die zu analysierenden Eigenschaften verfeinern. Zeigt die Analyse
keinen Fehler an, ist die Korrektheit des Modells bezu¨glich der verifizierten Eigenschaften
nachgewiesen.
Bowen und Hinchey behandeln die Frage, warum den formalen Methoden der Durch-
bruch in der industriellen Praxis nicht gelingt. In ihrem Artikel deklarieren sie die Aussa-
ge, daß formale Methoden nicht von Werkzeugen unterstu¨tzt wu¨rden, als einen der vielen
Mythen u¨ber formalen Methoden (siehe [BH95], Mythos 9). Auf den letzten Seiten wurde
ausgefu¨hrt, daß selbst fu¨r den speziellen Bereich der zustandsbasierten Verifikation von
Realzeit-Systemen eine Vielzahl von Werkzeugimplementierungen existieren. Welches
Problem haben die Werkzeuge fu¨r die Verifikation von Realzeit-Systemen?
Die existierenden Werkzeuge zur Verifikation von Realzeit-Systemen ko¨nnen nur mit
kleinen Beispiel-Modellen umgehen. Die Werkzeuge Kronos und Uppaal wurden mit auf
Matrizen basierenden Repra¨sentationen implementiert; die bestehenden BDD-basierten
Werkzeugimplementierungen bringen das volle Potential der BDD-Repra¨sentation nicht
zur Geltung.
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Problem 3 Auf Timed Automata basierende Verifikation wurde bereits in mehreren Werk-
zeugen realisiert. Jedoch haben diese Werkzeugimplementierungen das Problem, daß sie
bereits bei kleinen Modellen einen praktisch unakzeptablen Rechenzeit- und Speicherver-
brauch aufweisen.
Es ist schwierig, in bestehende Werkzeuge neue Datenstrukturen zur Re-
pra¨sentation der Transitionssysteme einzubauen, um Experimente mit verschiedenen Re-
pra¨sentationsvariationen durchfu¨hren zu ko¨nnen.
Forderung 3 Die im Bereich der finiten Automaten erfolgreichen Techniken sollten, auf
den Bereich der Timed Automata angewendet, auch gute Ergebnisse liefern. Durch
das Anwenden von Diskretisierungen ko¨nnen auch BDDs als Datenstruktur verwendet
werden. Die vollautomatische Verifikation von Timed Automata sollte mittels BDD-
Repra¨sentation effizient durchgefu¨hrt werden ko¨nnen. Dabei mu¨ssen jedoch bestimmte
Parameter (z. B. Variablenordnung, Repra¨sentation der Transitionsrelation) in einer die
Effizienz der Analysealgorithmen positiv beeinflussenden Weise gewa¨hlt werden.
Ein neues Werkzeug soll dem Entwurf nach so konzipiert sein, daß neue Datenstruk-
turen leicht einbezogen werden ko¨nnen und daß in Abha¨ngigkeit vom verwendeten Modell
zur Laufzeit die gu¨nstigste Repra¨sentation gewa¨hlt werden kann.
Lo¨sung 3 Im Rahmen dieser Arbeit wird ein effizientes Werkzeug entwickelt, das den
Nachweis der Realisierbarkeit der vorgestellten theoretischen Konzepte erbringt. Bei ei-
nem Leistungsvergleich mit existierenden Werkzeugen ist fu¨r alle betrachteten Modelle
eine erhebliche Leistungssteigerung erzielt worden. Fu¨r einige Modell-Klassen kann die
Erreichbarkeitsanalyse in polynomieller Platz- und Speicher-Komplexita¨t durchgefu¨hrt
werden.
Das Werkzeug fu¨r vollautomatische Verifikation von modularen Realzeit-Modellen
zeichnet sich durch den flexiblen Einsatz verschiedener Repra¨sentationsbibliotheken aus
und kann somit unterschiedlichen vergleichenden Experimenten dienen.
Es wird eine eigene BDD-Bibliothek entwickelt, die sich von den herko¨mmlichen,
allgemeinverwendbaren BDD-Bibliotheken darin unterscheidet, daß zur Vermeidung
unno¨tigen Rechenaufwands keine zusa¨tzlichen, nicht beno¨tigten Fa¨higkeiten unterstu¨tzt
werden.
Das Problem des Variablenordnens wird in der Weise gelo¨st, daß die Variablen vor
Beginn der Analyse durch eine scha¨tzungsbasierte Heuristik nach dem Prinzip des sta-
tischen Variablenordnens angeordnet werden. Bei der Scha¨tzung wird die Kommunika-
tionsstruktur im Modell beru¨cksichtigt und somit das Wissen des Modellierers u¨ber die
Zusammenha¨nge im Modell. Durch diese Technik wird eine sehr gute Kompression des
Zustandsraumes erreicht.
Zusa¨tzlich zur Erreichbarkeitsanalyse wird eine effiziente Implementierung der
¨Uberpru¨fung einer Simulationsrelation vorgestellt, mit der es in Kombination mit der
Erreichbarkeitsanalyse mo¨glich ist, große Modelle zu analysieren. Durch diese Erweite-
rung ko¨nnen verschiedene Verifikationsstrategien angewendet werden.
Die flexible Architektur und modulare Notation der neuen Werkzeugimplementierung
Rabbit wird in Kapitel 5 vorgestellt. Daru¨ber hinaus wird u¨ber die Anwendung der Kon-
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zepte auf mehrere Benchmark-Beispiele berichtet, und es werden Performance-Vergleiche
durchgefu¨hrt.
1.2.4 Modellierung und Verifikation hybrider Systeme
Da in der industriellen Praxis auch hybride Systeme eine Rolle spielen [MN99], wurden
auch fu¨r diesen Bereich Modellierungsformalismen, Verifikationsalgorithmen und Daten-
strukturen sowie Werkzeuge entwickelt. Auch wenn fu¨r die Verifikation hybrider Systeme
aufgrund der Komplexita¨t ihrer Modelle momentan keine effizienten Verifikationsalgorith-
men zur Verfu¨gung stehen, sollen hier einige Ansa¨tze vorgestellt werden.
Modellierungsformalismen. Hybride Systeme ko¨nnen mit dem Formalismus der hy-
briden Automaten (Hybrid Automata) modelliert werden, die von Henzinger definiert
und untersucht worden sind [Hen96, ACHH93]. Dieses Automatenmodell stellt eine Er-
weiterung der Timed Automata dar: neben Uhren sind auch kontinuierliche Gro¨ßen er-
laubt, deren Ableitung nach der Zeit ungleich eins ist. Fu¨r diese Modellklasse ist die
Erreichbarkeitsanalyse im allgemeinen nicht entscheidbar. Da die algorithmische Analy-
se fu¨r viele Systemmodelle terminiert und somit sinnvoll ist, ist sie theoretisch fundiert
untersucht worden [ACH+95].
Die Modellierungssprache Charon basiert auf hierarchischen hybriden Modu-
len [AGH+00]. Derzeit existiert keine Werkzeug-Realisierung fu¨r die Verifikation sol-
cher Modelle. Masaccio ist ein Formalismus fu¨r hybride dynamische Systeme, der die
Modellierung von kontinuierlichen Komponenten erlaubt und auf Differentialgleichungen
basiert [Hen00]. Auch fu¨r diesen Formalismus liegt keine Werkzeugunterstu¨tzung vor.
Bei HyCharts, einer von Grosu, Stauner und Broy entwickelten Modellierungsno-
tation [GSB98], handelt es sich um eine graphische Beschreibungstechnik fu¨r hybride
Systeme, die eine hierarchische Strukturierung des Modells erlaubt. In Anlehnung an
Statecharts ist ein HyChart ein Graph, dessen Knoten wiederum Graphen enthalten ko¨nnen
und somit eine Hierarchie aufgebaut werden kann. Auch die Semantik lehnt sich an Kon-
zepte von Statecharts an. Fu¨r die Verifikation muß ein solches Modell in die Notation
der hybriden Automaten u¨berfu¨hrt werden; ein Werkzeug fu¨r die direkte Verifikation von
HyCharts steht nicht zur Verfu¨gung.
Verifikationsverfahren und Repra¨sentation. Bei der Verifikation hybrider Modelle
steht die Erreichbarkeitsanalyse im Vordergrund. Da die Fixpunktiteration bei der Be-
rechnung der Menge aller erreichbarer Konfigurationen im allgemeinen nicht terminiert,
werden nur elementare Erreichbarkeitsoperationen in Form einer Anweisungssprache er-
laubt.
Fu¨r die Verifikation hybrider Modelle (basierend auf hybriden Automaten) kann die
DBM-Repra¨sentation nicht verwendet werden, da die Ableitungen der einzelnen analo-
gen Variablen durch beliebige lineare Ausdru¨cke festgelegt werden ko¨nnen. Daher wird
die Double Description Method (DDM) verwendet [FP96]. Es handelt sich um eine
duale Repra¨sentation von konvexen Polyedern, bei der eine Matrix eine Menge von Ein-
schra¨nkungen (Constraints) und somit einen Durchschnitt repra¨sentiert, die andere Matrix
einen durch eine Menge von Strahlen aufgespannten Raum und somit eine Vereinigung.
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Die mengentheoretischen Operationen Vereinigung und Schnitt sind effizient, nach jeder
Operation muß die Dualita¨t wieder hergestellt werden.
Werkzeugunterstu¨tzung. Das Werkzeug HyTech wurde an der Universita¨t Berkeley
in Zusammenarbeit mit dem Intel-Entwicklungslabor Hillsboro entwickelt [HHWT95b].
Es beruht auf dem Formalismus der hybriden Automaten, neben diskreten Variablen und
Uhren werden auch Variablen zur Modellierung solcher kontinuierlichen Gro¨ßen zugelas-
sen, deren Ableitung nach der Zeit ungleich eins ist (analoge Variablen). Diese Ableitun-
gen werden in jedem diskreten Zustand des Automaten durch lineare, pra¨dikatenlogische
Ausdru¨cke festgelegt. Beim ¨Ubergang in einen anderen Zustand kann sich die Ablei-
tung also vera¨ndern. Die Variablentypen ”Diskret”, ”Uhr”, ”Stoppuhr” und ”Analog” sind
zugelassen. Durch eine analoge Variable kann eine physikalische Gro¨ße modelliert wer-
den, die kontinuierlich ihren Wert a¨ndert. Diese Werta¨nderung ist bestimmt durch die
Ableitung der Variablen nach der Zeit, die auf ein bestimmtes Intervall festgelegt wird.
Uhren stellen analoge Variablen dar, bei der die Ableitung immer konstant eins betra-
gen muß. Die Stoppuhren sind analoge Variablen, bei denen die Ableitung entweder null
oder eins ist. Gro¨ßen, deren Ableitung konstant null sein soll, werden durch diskrete Va-
riablen modelliert. Alle Variablen du¨rfen in Zuweisungen bei den Zustandsu¨berga¨ngen
beliebig gesetzt werden. Die Synchronisation der Automaten wird u¨ber Synchronisations-
marken nach dem CSP-Konzept von Hoare realisiert [Hoa85]. Die mit Uppaal und Kronos
beschreibbaren Systeme sind somit auch mit HyTech beschreibbar, daru¨berhinaus bietet
HyTech weitere Modellierungsmo¨glichkeiten fu¨r hybride Systeme. HyTech beinhaltet Al-
gorithmen zur Erreichbarkeitsanalyse und zur parametrischen Analyse.
Mit HyTech steht ein Werkzeug zur Verifikation hybrider Systeme zur Verfu¨gung, wel-
ches jedoch keine hierarchische Modellierung gestattet, und es existieren mehrere Model-
lierungsformalismen, die nicht durch Werkzeuge unterstu¨tzt werden.
Problem 4 Es existiert kein Formalismus, der die hierarchisch strukturierte Modellie-
rung hybrider Systeme erlaubt und gleichzeitig durch ein Werkzeug fu¨r die Verifikation
unterstu¨tzt wird.
Forderung 4 Ebenso wie Timed Automata bilden die hybriden Automaten aufgrund ihrer
klaren Semantik und gut untersuchten Theorie grundsa¨tzlich eine gute Basis fu¨r Erweite-
rungen. Fu¨r hierarchische Modellierung muß nach Mo¨glichkeiten der Erweiterung dieses
Basisformalismus gesucht werden, so daß Modelle in einer strukturierten Weise beschrie-
ben werden ko¨nnen.
Es ist weiter zu untersuchen, ob die Verifikation von Realzeit- und hybriden Modellen
in einem einzigen Werkzeug vereint werden kann.
Lo¨sung 4 In dieser Arbeit werden die Konzepte der Modularita¨t, die fu¨r Timed Automata
zur Lo¨sung von Problem 1 beitrugen, auf die Modellierung hybrider Systeme u¨bertragen.
Der so entstehende Formalismus erlaubt die Konstruktion von Enthaltenseinsbeziehun-
gen und die u¨bersichtliche Modellierung anhand verschiedener Abstraktionsebenen.
Datenstrukturen und Verifikationsalgorithmen werden untersucht und in einer Werk-
zeugimplementierung bereitgestellt. Jedoch wird fu¨r hybride Systeme kein separates
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Werkzeug entwickelt, sondern es erfolgt eine Integration der fu¨r hybride Modelle er-
forderlichen Bestandteile als zusa¨tzliche Repra¨sentation in das fu¨r Realzeit-Systeme ent-
wickelte Werkzeug. Das Werkzeug wa¨hlt durch statische Analyse des zu verifizierenden
Modells automatisch die ada¨quate Repra¨sentation aus.
In Kapitel 4 werden die Erweiterung des Formalismus aus Kapitel 2 fu¨r die Model-
lierung hybrider Systeme vorgestellt und die zur Verifikation notwendigen Datenstruk-
turen untersucht. Neben der Pra¨sentation der Mo¨glichkeiten fu¨r Realzeit-Systeme wird
in Kapitel 5 auch die Integration der Repra¨sentation und Verifikation hybrider Systeme
ausfu¨hrlich dargestellt.
1.2.5 Fallstudien
Nach der Entwicklung neuer theoretischer Konzepte mu¨ssen diese jeweils empirisch vali-
diert werden, um den Nachweis zu erbringen, inwieweit sie bei der tatsa¨chlichen Entwick-
lung von Modellen praktikabel sind. Weiterhin muß fu¨r eine Werkzeugimplementierung
gezeigt werden, ob die Anforderungen an das Laufzeitverhalten erfu¨llt werden, d. h. wel-
cher Rechenzeit- und Speicheraufwand fu¨r die algorithmische Verifikation notwendig ist.
Fu¨r den Vergleich der Performance einer Implementierung mit vergleichbaren Werk-
zeugen werden meist sogenannte Benchmark-Beispiele verwendet. Dabei handelt es sich
um kleine vereinfachte Modelle von Systemen, die jeweils unterschiedliche Anforde-
rungen an die Analysealgorithmen stellen. Eine wichtige Eigenschaft der Benchmark-
Beispiele ist die Skalierbarkeit. Um die durch Rechenzeit und Speicherbedarf gesetzte
Grenze der Modellgro¨ße fu¨r die automatische Verifikation ermitteln zu ko¨nnen, werden
Modelle unterschiedlicher Gro¨ße (meist bzgl. der Anzahl von Prozessen) genutzt. Im
Kapitel 5 werden u. a. Modelle fu¨r Fischers Protokoll fu¨r gegenseitigen Ausschluß, eine
AND-Schaltung, das Token-Ring-FDDI-Protokoll und das CSMA/CD-Protokoll als ska-
lierbare Benchmark-Beispiele verwendet.
Der Vorteil solcher allgemein anerkannter und vielfach genutzter Beispiele ist die
Mo¨glichkeit der experimentellen Gegenu¨berstellung der Performance-Ergebnisse ver-
schiedener Ansa¨tze, da die Modelle oft schon in der entsprechenden Modellierungsno-
tation verfu¨gbar sind. Die Benchmark-Modelle haben jedoch einige entscheidende Nach-
teile. Einerseits ist die Struktur dieser Modelle regelma¨ßig und einfach. Daher ko¨nnen die
Mo¨glichkeiten der strukturierten Modellierung an diesen Beispielen nur in begrenztem
Umfang erprobt werden. Andererseits kommen bei diesen Beispielen bestimmte in der
Praxis auftretende Aspekte nicht zur Geltung. In dem dieser Arbeit zugrundeliegenden
Anwendungsgebiet der Steuerung von Fertigungsanlagen treten kompliziertere Strukturen
bei der Modellierung auf und die Modelle sind aufgrund der starken Verflechtung inner-
halb des Modells keineswegs skalierbar.
Ein gelungenes Beispiel fu¨r eine praxisnahe Problemstellung ist die KORSO-
Fallstudie von Lewerentz und Lindner [LL95]. Diese Fallstudie wurde allgemein aner-
kannt, und in nahezu allen wichtigen Formalismen wurden Modelle konstruiert sowie Ei-
genschaften nachgewiesen. Diese Fallstudie beinhaltete keine Realzeit-Aspekte; es han-
delt sich um ein rein reaktives System. Im Rahmen des KORSYS-Projekts wurde eine
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Aufgabenstellung fu¨r eine Fallstudie mit Realzeit-Aspekten entwickelt (”Production Cell
II”, flexible Fertigungsanlage mit Realzeit-Eigenschaften [LM96]). Leider fand diese Fall-
studie nicht die gewu¨nschte Beachtung in den Forschungsgruppen.
Problem 5 Zur Validierung der Performance von Werkzeugimplementierungen existie-
ren Benchmark-Beispiele. Um jedoch die Modellierungskonzepte fu¨r gro¨ßere Systeme
validieren und die Verifikation von Modellen mit einer weniger regelma¨ßigen Struktur
durchfu¨hren zu ko¨nnen, ist eine Fallstudie notwendig. Zwar wurden im Bereich der Ti-
med Automata bereits Fallstudien durchgefu¨hrt (z. B. [BGK+96]), jedoch erreichen die
Modelle nicht den geforderten Umfang.
Forderung 5 Fu¨r den Anwendungsbereich der Steuerung von Fertigungsanlagen soll eine
große Fallstudie durchgefu¨hrt werden, an der die neu entwickelten theoretischen Konzepte
zur hierarchischen Modellierung erprobt werden. Aspekte des Vorgehens bei der Entwick-
lung von gro¨ßeren Modellen sind zu untersuchen. Daru¨berhinaus soll u¨berpru¨ft werden,
ob die Werkzeugimplementierung auch zur Verifikation gro¨ßerer Systeme geeignet ist.
Lo¨sung 5 In dieser Arbeit werden die Ergebnisse eines umfangreichen Modellierungs-
projektes vorgestellt. Es wird ein Modell fu¨r eine Fertigungsanlage entwickelt, welche
die der KORSO-Fallstudie an Umfang und Komplexita¨t u¨bertrifft. Die Steuerung der
Fertigungsanlage muß 44 Sensoren abfragen und 28 Motoren unter Beru¨cksichtigung von
Realzeit-Eigenschaften ansteuern. Das Modell wird unter Beru¨cksichtigung von Aspekten
der Softwaretechnik wie Flexibilita¨t und ¨Ubersichtlichkeit durch den Einsatz von modula-
rer Strukturierung und Verwendung verschiedener Abstraktionsschichten gestaltet.
Es wird nachgewiesen, daß dieses Modell mit Hilfe der vorliegenden Werkzeug-
implementierung verifiziert werden kann. Insbesondere das Ausnutzen der Struktur des
Modells fu¨r die Datenstrukturen und Algorithmen fu¨hrt (z. B. durch eine angemessene
Variablenordnung in der BDD-Repra¨sentation) zu einer effizienten Analyse.
Die Fertigungsanlage sowie das strukturierte Modell dieser Anlage werden in Kapitel 6
vorgestellt. Dabei wird ein ¨Uberblick u¨ber die Architektur des Modells gegeben und die
Vorgehensweise bei der Verifikation einiger Eigenschaften exemplarisch ero¨rtert.
1.3 Abgrenzung
Ausgangspunkt der Arbeit am Lehrstuhl Software-Systemtechnik der Brandenburgischen
Technischen Universita¨t war der Gedanke, zuverla¨ssige Steuerungssoftware fu¨r reaktive
Systeme unter Beru¨cksichtigung von Realzeit-Aspekten zu konstruieren. Nachdem fest-
gelegt war, nicht nur formale Methoden bei der Modellierung zum Einsatz zu bringen,
sondern auch automatische Verifikation durchzufu¨hren, wurde der Formalismus Timed
Automata als geeignet befunden und fu¨r die Modellierung ausgewa¨hlt, da bereits mehrere
Werkzeuge zur Verfu¨gung standen. Praktische Untersuchungen innerhalb der Forschungs-
gruppe haben ergeben [Rus99], daß existierende Ansa¨tze einige gravierende Ma¨ngel auf-
weisen (siehe Probleme 1 - 5), die nur durch das Entwickeln einer neuen Notation und
eines neuen Verifikationswerkzeugs beseitigt werden ko¨nnen.
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Das Ziel der vorliegenden Arbeit ist es, die notwendigen theoretischen Grundlagen und
neuen Konzepte zur Lo¨sung der angesprochenen Probleme darzulegen. Daru¨berhinaus
wird die Wirksamkeit der entwickelten Ansa¨tze durch eine Werkzeugimplementierung
nachgewiesen. Abschließend werden die Mo¨glichkeiten zur Verifikation an einer gro¨ßeren
Fallstudie demonstriert.
Es soll also weder die Definition einer formalen Methode noch eines darauf zuge-
schnittenen Software-Entwicklungsprozesses gegeben werden. Vielmehr sollen wichti-
ge Grundlagen geschaffen werden, um eine formale Methode durch Formalismen und
Werkzeuge zu unterstu¨tzen. Die empirischen Untersuchungen dienen ausschließlich dem
Nachweis der Leistungsfa¨higkeit bzw. der Grenzen des Werkzeugs, nicht dem Entwick-
lungsprozeß. Ein solcher Prozeß wird im Kapitel 6 zur Einordnung der behandelten Ve-
rifikationsmo¨glichkeiten grob vorgestellt, um einen ¨Uberblick zu geben, in welcher Art
und Weise das Werkzeug Unterstu¨tzung liefert und welche Dokumente wann und wie
entstehen. Die fu¨r den Bereich der formalen Verifikation interessanten Phasen – Mo-
dellierung und Verifikation – motivieren den Schwerpunkt dieser Arbeit. Die Untersu-
chung von Software-Entwicklungsprozessen stellt derzeit noch eine Herausforderung fu¨r
die Forschung im Gebiet der formalen Methoden dar. Nicht zuletzt wegen der bis jetzt
unzureichenden Resultate auf diesem Gebiet erlangen die Mo¨glichkeiten der formalen Ve-





Dieses Kapitel bescha¨ftigt sich zuna¨chst mit den mathematischen Grundlagen, der Vor-
stellung des Timed Automaton am Beispiel und der formalen Definition des Basisforma-
lismus. Die beiden zentralen Themen sind die Einfu¨hrung eines neuen, modularen Mo-
dellierungskonzeptes und einer Diskretisierung des kontinuierlichen Zustandsraumes.
Damit die Modellierung von Realzeit-Systemen besser unterstu¨tzt und insbesondere
die im ersten Kapitel genannten Forderungen an einen Modellierungsformalismus erfu¨llt
werden ko¨nnen, wurde ein neuer, modularer Formalismus zur Modell-Beschreibung ent-
wickelt: Cottbus Timed Automata (CTA). Dabei wurde eine Zentralidee der Software-
Technik mit einem Formalismus aus dem theoretischen Bereich der Informatik kombi-
niert: Große Systembeschreibungen werden durch kompositionelle Module mit festge-
legten Schnittstellen hierarchisch strukturiert; das Verhalten des Systems wird mit dem
mathematisch gut fundierten Konzept der Timed Automata definiert.
In Vorbereitung auf die Verifikation werden verschiedene Semantiken eingefu¨hrt.
Ausgehend von der Standardsemantik werden die Erreichbarkeitssemantik, die ganzzah-
lige Semantik und die Spursemantik in einer einheitlichen Notation pra¨sentiert. Die
¨Aquivalenz der neu eingefu¨hrten, ganzzahligen Diskretisierung zur kontinuierlichen Stan-
dardsemantik bezu¨glich der erreichten Zusta¨nde wird formal bewiesen.
Der Schwerpunkt dieser Arbeit ist die Modellierung und Verifikation von Realzeit-
Systemen. Die zur Modellierung verwendeten Konzepte, insbesondere die Modularita¨t,
lassen sich jedoch problemlos auf hybride Systeme u¨bertragen. Auf die Modellierung und
Verifikation hybrider Systeme wird im Kapitel 4 eingegangen.
2.1 Mathematische Notationen und Begriffe
Im folgenden werden einige Begriffe und Notationen eingefu¨hrt. Eine Uhr ist eine kon-
tinuierliche Variable, deren Wert sich mit der Ableitung nach der Zeit eins erho¨ht. Uh-
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renbedingungen werden benutzt zur Definition von Invarianten der Zusta¨nde sowie von
Wa¨chtern der Transitionen eines Timed Automaton.
Definition 2.1 Sei X = {x1, . . . , xn} eine endliche Menge von Uhren. Ein Vergleich
einer Uhr aus X mit einer Konstanten aus N, der Menge der natu¨rlichen Zahlen (ein-
schließlich 0), heißt atomare Uhrenbedingung. Durch Konjunktion von atomaren Uhren-
bedingungen entstehen Uhrenbedingungen. Formal wird die Menge Φ(X) aller Uhren-
bedingungen u¨ber X durch die folgende Grammatik erzeugt:
ϕ := x ∼ c | ϕ ∧ ϕ | true | false
mit xi ∈ X , c ∈ N und ∼ ∈ {=,≤,≥, <,>}.
Uhrenbedingungen legen die mo¨glichen Werte der Uhren auf der syntaktischen Ebene
fest; auf der semantischen Ebene wird der Begriff der Uhrenbelegung benutzt.
Definition 2.2 Eine Uhrenbelegung v von X ist eine totale Funktion v : X → R+
von X in die Menge der nichtnegativen reellen Zahlen R+. Val(X ) ist die Menge aller
Uhrenbelegungen von X .
Zu jeder Uhrenbedingung kann durch die Anwendung der folgenden Abbildung die
entsprechende Menge von Uhrenbelegungen gefunden werden.
Definition 2.3 Die Semantik einer Uhrenbedingung ist gegeben durch die Interpretati-
onsfunktion [[.]] : Φ(X)→ 2Val(X ), die wie folgt induktiv definiert ist:
[[x ∼ c]] := {v ∈ Val(X ) | v(x) ∼ c} (Ungleichung)
[[ϕ ∧ ϕ′]] := [[ϕ]] ∩ [[ϕ′]] (Durchschnitt)
[[true]] := Val(X ) (Volle Menge)
[[false]] := ∅ (Leere Menge)
mit x ∈ X , c ∈ N und ∼ ∈ {=,≤,≥, <,>}. ϕ wird interpretiert als die Men-
ge aller Uhrenbelegungen u¨ber X , die das logische Pra¨dikat ϕ erfu¨llen. Bei festge-
legter Ordnung der Uhren in X wird fu¨r v ∈ Val(X ) auch die Vektor-Schreibweise
v¯ = (v(x1), v(x2), . . . , v(xn)) verwendet.
Die Uhrenbelegung, die allen Uhren den Wert 0 zuweist, wird mit v0 bezeichnet. Fu¨r
v ∈ Val(X ) und δ ∈ R+ bezeichnet v + δ die Uhrenbelegung von X , die jeder Uhr x
den Wert v(x) + δ zuordnet. Fu¨r v ∈ Val(X ) und Y ⊆ X bezeichnet v[Y := 0] die
Uhrenbelegung von X , die jeder Uhr in Y den Wert 0 zuweist und alle anderen Uhren
unvera¨ndert la¨ßt.
Anmerkung: Repra¨sentation von Belegungsmengen. Belegungsmengen lassen sich
durch mehrere verschiedene Repra¨sentationsformen darstellen. Einige davon sind in Ab-
bildung 2.1 auf der na¨chsten Seite aufgefu¨hrt. Fu¨r jede Repra¨sentationsform kann je-
weils eine Interpretationsfunktion definiert werden. So kann eine Menge von Belegungen
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Abbildung 2.1: Semantisch isomorphe Repra¨sentationen von Belegungsmengen.
V ⊆ Val(X) die Semantik sein fu¨r eine Bedingung (logisches Pra¨dikat1) ϕ ∈ Φ(X)
mit [[ϕ]] = V , fu¨r eine Menge von Gleichungssystemen (Matrizen mit einer zusa¨tzlichen
Spalte fu¨r die Konstanten auf der rechten Seite ko¨nnen wiederum je ein Gleichungssy-
stem repra¨sentieren) G mit [[G]] = V oder fu¨r ein Binary Decision Diagram (Definition in
Kapitel 3) B u¨ber X mit [[B]] = V .
Fu¨r ein S-Tupel der La¨nge n ist pii : S1 × . . . × Sn → Si, mit i ∈
{1, . . . , n}, der Operator fu¨r die Projektion: Es wird das i-te Element ausgewa¨hlt:
pii((s1, . . . , sn)) = si. Fu¨r eine partielle Funktion f : D −→◦ R, wird dom(f) fu¨r ihren
Definitionsbereich dom(f) =def {x | ∃y : y = f(x)} und ran(f) fu¨r ihren Wertebereich
ran(f) =def {y | ∃x : y = f(x)} geschrieben. Fu¨r eine partielle Funktion f : D −→◦ R
und eine Menge D′ ist die Einschra¨nkung von f auf D′ die Funktion f |D′ : D′ −→◦ R
mit ∀x ∈ D′ ∩ dom(f) : f |D′(x) = f(x) und undefiniert fu¨r alle anderen x. Fu¨r ei-
ne Menge von Funktionen F wird F |D′ fu¨r das Resultat der elementweisen Anwendung
von ·|D′ geschrieben. Fu¨r eine partielle Funktion f : D −→◦ R wird die totale Funktion
f−1 : R→ 2D definiert mit ∀y ∈ R : f−1(y) =def {x | y = f(x)}.
Fu¨r eine totale Funktion f : D → R und eine partielle Funktion g : D −→◦ R wird der
¨Uberschreibe-Operator C : ((D → R)× (D −→◦ R))→ (D → R) wie folgt definiert:
(f C g)(x) =def
{
g(x) falls x ∈ dom(g)
f(x) sonst
Nun wird die Expansion einer Uhrenbelegung auf eine Obermenge von Uhren de-
finiert, wobei die Werte der hinzugekommenen Uhren nicht eingeschra¨nkt werden. Sei
V ⊆ Val(X ) eine Menge von Uhrenbelegungen von X , und sei X ′ eine Obermenge
von X . Dann ist die Expansion von V zu X ′, geschrieben als extend(V,X ′), wie folgt
definiert:
extend(V,X ′) =def {v ∈ Val(X ′) | v|X ∈ V }
1Die hier verwendete Interpretation von Pra¨dikaten entspricht nicht ganz der traditionellen Definition aus
der Mathematik. In der formalen Logik ergibt die Interpretation eines Pra¨dikats fu¨r eine bestimmte Belegung
einen Wert aus {true, false} (vgl. [Bac92] und [LSS87]).
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2.2 Timed Automata
In diesem Abschnitt wird der Basisformalismus Timed Automata vorgestellt. Dazu wird
zuna¨chst eine Intuition fu¨r die Timed Automata vermittelt, indem ein kleines Beispiel
erkla¨rt wird. Danach erfolgt eine formale Definition der Timed Automata in Anlehnung
an Alur [Alu99], da diese Definition weithin akzeptiert ist und somit eine gute Grundlage
bildet. Um die Bedeutung der Modelle festzulegen, wird die kontinuierliche Standard-
Semantik fu¨r Timed Automata aufgefu¨hrt.
2.2.1 Beispiel: nMOS-Transistor
Abbildung 2.2 auf der na¨chsten Seite zeigt einen Timed Automaton, der das Verhalten
eines nMOS-Transistors modelliert. Der Automat hat vier Zusta¨nde (Off, Rising, On, Fal-
ling), eine Uhr (c) und zwei diskrete Variablen2 (gate, out). Die Variable out repra¨sentiert
den Leitfa¨higkeitszustand des Transistors. Zustand Off ist der Startzustand des Automaten,
der Initialwert fu¨r out ist 0. Er modelliert die Situation, daß der Transistor nicht-leitend
ist. Der Transistor kann in dieser Situation verharren, solange die Eingabe-Variable gate
den Wert 0 hat. Wenn das Gate auf 1 umgeschaltet wird, nimmt der Automat einen Zu-
standsu¨bergang zum Zustand Rising und setzt die Uhr c zuru¨ck. In diesem Moment be-
ginnt der Transistor mit dem ¨Offnen seines Kanals. Die Zusta¨nde Rising und Falling wer-
den instabil genannt, weil der Ausgang des Transistors in diesen Zusta¨nden seinen Wert
vera¨ndert. Ist das Gate nach wenigstens zwei Zeiteinheiten noch auf 1 gesetzt, dann kann
der Kanal des Transistors leitend werden und der Automat in den Zustand On u¨bergehen,
wobei die Variable out auf 1 gesetzt wird. Nach ho¨chstens drei Zeiteinheiten muß der
Automat den Zustand Rising verlassen. Falls das Gate inzwischen auf 0 gesetzt wird,
muß der Automat sofort zum Zustand Off u¨bergehen. Der Automat hat ein entsprechendes
Verhalten fu¨r den ¨Ubergang von leitend (out = 1) zu nicht-leitend (out = 0).
2.2.2 Definition
Mittels Uhrenbedingungen ko¨nnen auf der syntaktischen Ebene die Mengen der erlaubten
Uhrenbelegungen fu¨r Invarianten und Wa¨chter eines Timed Automaton festgelegt wer-
den. Die hier vorgestellte Definition der Timed Automata entspricht inhaltlich der von
Alur [Alu99]. Die Einschra¨nkung auf Konstanten aus der Menge der natu¨rlichen Zah-
len (inklusive 0) stellt keine echte Einschra¨nkung gegenu¨ber der Definition, die rationale
Konstanten erlaubt, dar. Existieren in einem Modell rationale Konstanten, so kann durch
Multiplikation aller Konstanten mit dem kleinsten gemeinsamen Vielfachen aller Nen-
2Fu¨r eine konzise Darstellung werden oft diskrete Variablen benutzt, die als Wertebereich eine end-
liche Teilmenge der natu¨rlichen Zahlen haben und ihren Wert ausschließlich beim Schalten von Zu-
standsu¨berga¨ngen a¨ndern. Diskrete Variablen werden im Formalismus nicht explizit betrachtet, da sie nur
eine abku¨rzende Schreibweise fu¨r Zusta¨nde sind: Statt einer diskreten Variable kann ein Automat benutzt
werden, der fu¨r jeden Wert der diskreten Variable einen Zustand hat, und der fu¨r jedes Lesen oder Setzen
der diskreten Variable eine Synchronisationsmarke und einen entsprechenden Zustandsu¨bergang hat.
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Abbildung 2.2: Timed Automaton fu¨r einen nMOS-Transistor.
ner der rationalen Konstanten ein a¨quivalentes Modell erzeugt werden, das ausschließlich
natu¨rliche Konstanten entha¨lt.
Definition 2.4 Ein Timed Automaton ist ein Tupel A = (L,L0, X,Σ, I, E) mit:
• L ist eine endliche Menge von Zusta¨nden.
• L0 ist eine Menge von Initialzusta¨nden.
• X ist eine endliche Menge von Uhren.
• Σ, mit Σ ∩ R+ = ∅, ist eine endliche Menge von Synchronisationsmarken (auch
Alphabet genannt).
• I : L→ Φ(X) ist eine totale Funktion, die jedem Zustand in L eine Invariante aus
Φ(X) zuordnet.
• E ⊆ L× Σ× Φ(X)× 2X × L ist eine Menge von Zustandsu¨berga¨ngen.
Anmerkung: Ein Zustandsu¨bergang (l, σ, ϕ, Y, l′) ∈ A.E repra¨sentiert einen mit der
Synchronisationsmarke σ markierten ¨Ubergang von Startzustand l zu Zielzustand l′. Der
Wa¨chter ϕ muß erfu¨llt sein, damit der ¨Ubergang mo¨glich ist. Der ¨Ubergang setzt alle
Uhren aus Y auf den Wert 0 zuru¨ck.
Die Punkt-Schreibweise A.x wird benutzt, um die Komponente x von A zu bezeich-
nen, z. B. ist A.E die Menge der Zustandsu¨berga¨nge des Automaten A. In den Abbildun-
gen von Timed Automata werden Synchronisationsmarken, die kein anderer Automat im
Alphabet hat, meist weggelassen.
Zusa¨tzlich werden fu¨r einen Timed Automaton abku¨rzende Schreibweisen eingefu¨hrt.
Definition 2.5 SeiA = (L,L0, X,Σ, I, E) ein Timed Automaton und e = (l, σ, ϕ, Y, l′) ∈
E ein Zustandsu¨bergang. Dann gilt:
• A.guard : E → 2Val(X) ist die totale Funktion, die jedem Zustandsu¨bergang die
Menge von Uhrenbelegungen von X fu¨r seinen Wa¨chter zuordnet:
A.guard(e) = [[ϕ]].
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• A.sync : E → Σ ist die totale Funktion, die jedem Zustandsu¨bergang seine
Synchronisationsmarke zuordnet:
A.sync(e) = σ.
• A.reset : E → 2X ist die totale Funktion, die jedem ¨Ubergang die Menge der
ru¨ckzusetzenden Uhren zuordnet:
A.reset(e) = Y .
Anmerkung: In der Literatur gibt es verschiedene Definitionen von Timed Automata.
Einige erlauben Wa¨chter der Form x ∼ y + c mit x, y ∈ X . Nach der Definition von Alur
sind solche Uhrenbedingungen jedoch nicht erlaubt [Alu99]. Diese Definition vermeidet
auch Probleme mit der ganzzahligen Diskretisierung (siehe Abschnitt 2.4.3).
2.2.3 Parallele Komposition
Komplexe Systeme ko¨nnen als parallele Komposition mehrerer Timed Automata be-
schrieben werden, die mittels Synchronisationsmarken miteinander kommunizieren. Eine
Komposition zweier Timed Automata mit disjunkten Uhrenmengen kann in einen einzel-
nen Automaten transformiert werden, indem der Produktautomat konstruiert wird. Die
Zusta¨nde des Produktautomaten sind Paare der Komponentenzusta¨nde, die Invariante ei-
nes zusammengesetzten Zustands ist die Konjunktion der Invarianten der Komponenten-
zusta¨nde. Zwei Zustandsu¨berga¨nge der Komponenten mit der gleichen Synchronisations-
marke sind synchronisiert.
Definition 2.6 Seien zwei Timed Automata A1 = (L1, L01, X1,Σ1, I1, E1) und A2 =
(L2, L
0
2, X2,Σ2, I2, E2) gegeben, und sei (ohne Beschra¨nkung der Allgemeinheit)
X1 ∩X2 = ∅. Dann ist der Produktautomat A1‖A2 durch den Timed Automaton
(L1 × L2, L01 × L02, X1 ∪X2,Σ1 ∪ Σ2, I, E) gegeben, wobei I((l1, l2)) = I1(l1) ∧ I2(l2)
und ((l1, l2), σ, ϕ, Y, (l′1, l′2)) ∈ E gdw.
• σ ∈ Σ1 ∩ Σ2 und es existieren Zustandsu¨berga¨nge (l1, σ, ϕ1, Y1, l′1) ∈ E1 und
(l2, σ, ϕ2, Y2, l
′
2) ∈ E2, so daß ϕ = ϕ1 ∧ ϕ2 und Y = Y1 ∪ Y2 gilt, oder
• σ ∈ Σ1\Σ2, l2 = l′2 und es existiert ein Zustandsu¨bergang (l1, σ, ϕ, Y, l′1) ∈ E1, oder
• σ ∈ Σ2 \ Σ1, l1 = l′1 und es existiert ein Zustandsu¨bergang (l2, σ, ϕ, Y, l′2) ∈ E2.
Anmerkung: Die Bedingung X1 ∩X2 = ∅ ist keine echte Einschra¨nkung, da bei nicht
leerem Schnitt ein a¨quivalentes Automatenmodell konstruiert werden kann, bei dem ein
zusa¨tzlicher Automat die gemeinsamen Uhren kapselt und die Kommunikation u¨ber Syn-
chronisationsmarken erfolgt.
Sei A eine nicht leere, endliche Menge von Timed Automata. Dann bezeichnet∏
A∈AA die parallele Komposition aller Elemente von A in einer bestimmten Ordnung.
Anmerkung: Verschiedene Ordnungen der Automaten aus A fu¨hren zwar zu unter-
schiedlichen resultierenden Automaten, jedoch sind diese isomorph.
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Abbildung 2.3: Zwei Timed Automata und ihr Produktautomat.
In Abbildung 2.3 wird ein Beispiel fu¨r die Konstruktion eines Produktautomaten ge-
zeigt. Es werden drei Synchronisationsmarken (a, b, c) und zwei Uhren (x, y) verwendet
(’#’ ist ein Pra¨fix fu¨r Synchronisationsmarken).
2.3 Modularita¨t –
Erster Schritt zur Bewa¨ltigung großer Systeme
In dem neuen CTA-Formalismus sind folgende Konzepte integriert worden, die durch
Ausnutzung der Struktur zu einer u¨bersichtlicheren Beschreibung und zu leichterem
Versta¨ndnis des Modells beizutragen:
• Hierarchie: Im CTA-Modell ko¨nnen einzelne Komponenten zu einem Subsystem
zusammengefaßt und als Einheit betrachtet werden. Systeme ko¨nnen somit durch
eine hierarchische Enthaltenseinsstruktur modelliert werden. Schnittstellensignale
und -variablen werden von lokalen Signalen und Variablen getrennt gehandhabt und
mit Gu¨ltigkeitsbereichen versehen. In den Werkzeugen Kronos, Uppaal und HyTech
ist dies nicht mo¨glich.
• Kapselung und explizite Schnittstellen: Durch die Modellierung von Subsystemen
als Module kann das innere Verhalten verkapselt werden. Dadurch, daß das innere
Verhalten eines Moduls komplexer ist als das von außen sichtbare, kann mit der Mo-
dularisierung ein großes Abstraktionspotential genutzt und damit die Komposition
ideal unterstu¨tzt werden (hohe Koha¨sion innerhalb des Moduls, niedrige Kopplung
nach außen).
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• Wiederverwendbare Komponenten: Im CTA-Formalismus ko¨nnen durch das Kon-
zept der generischen Modellierung wiederverwendbare Subsysteme durch Schnitt-
stellenparameter flexibel gestaltet und mittels Schablonenmechanismus beliebig oft
von ein und demselben Schablonenmodul instanziiert werden.
• Explizite Zugriffstypen fu¨r Synchronisationsmarken: Die Notation gestattet es, ex-
plizit auszudru¨cken, daß ein Signal fu¨r einen Automaten ein Eingabe-, Ausgabe-
oder mehrfach einschra¨nkbares Signal ist. Diese Unterscheidung ermo¨glicht ein
komfortableres Modellieren und ein besseres Verstehen eines Modells, da in der
Syntax mehr Information enthalten ist (”syntaktischer Zucker”).
• Explizite Zugriffstypen fu¨r Variablen: Analog erlaubt die Notation explizite Zu-
griffstypen fu¨r Variablen, welche als Eingabe-, Ausgabe- und mehrfach ein-
schra¨nkbare Variablen deklariert werden ko¨nnen. In den bestehenden Werkzeu-
gen fu¨r Timed Automata sind alle Signale und Variablen global gu¨ltig mit unein-
geschra¨nktem Zugriff.
• Automatische Vervollsta¨ndigung von Automaten mit Eingabe-Signalen: Eingabe-
Signale sind Ereignisse, auf die der Automat jederzeit reagieren ko¨nnen muß. Falls
er nicht auf ein Eingabe-Signal reagieren kann, so wird dies als Eintritt in einen
speziellen Fehlerzustand verstanden. Durch diese Vorgehensweise kann der Model-
lierer per Analyse u¨berpru¨fen, ob solch ein Fehlerzustand erreichbar ist und somit
eine Fehl-Synchronisation auftritt.
Diese Modellierungskonzepte wurden in einer nicht-formalen Fassung bereits vor ei-
nigen Jahren vero¨ffentlicht [BR98]; die formalen Definitionen und die Semantiken werden
im folgenden in Anlehnung an [BR99b] bzw. an die u¨berarbeitete Version [BR01] darge-
stellt.
Das Konzept, fu¨r eine bessere Strukturierung einer Beschreibung Module einzufu¨hren,
ist ein altes und generelles Grundprinzip in der Softwaretechnik [PCW84]. Ziel ist dabei
immer, die Struktur der Systeme so explizit wie mo¨glich auszudru¨cken.
Die Differenzierung zwischen unterschiedlichen Rollen der Signale in Automaten wur-
de auch in der Definition der IO-Automaten von Lynch und Tuttle benutzt [LT87] und fu¨r
hybride Systeme erweitert [LSVW96]. Ein anderer Ansatz zur Beschreibung von hybri-
den Systemen wurde von Alur und Henzinger vorgestellt [AH97]; er basiert auf Reactive
Modules [AH96], wobei eine Erweiterung um kontinuierlich vera¨nderliche Variablen vor-
genommen wurde. Diese Ansa¨tze sind jedoch nur teilweise im Werkzeug Mocha imple-
mentiert worden [AdAG+01].
Die Ansa¨tze von Mocha, Charon und Masaccio bescha¨ftigen sich mit der Lo¨sung der
oben genannten Probleme, basieren jedoch auf Modellierungsformalismen, die sich von
Timed Automata unterscheiden. Mocha basiert auf Reactive Modules (und teilweise auf
Timed Modules). Es wird auch eine Verfeinerungsanalyse angeboten, jedoch nur fu¨r Re-
active Modules (ohne Zeitaspekte) [AHM+98]. Charon ist eine Modellierungssprache,
die auf hierarchischen hybriden Modulen basiert [AGH+00]. Derzeit ist kein Werkzeug
fu¨r Model-Checking von Charon-Modellen verfu¨gbar. Masaccio ist ein Formalismus (der-
zeit ebenfalls ohne Werkzeugimplementierung) fu¨r dynamische hybride Systeme, der zur
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Modellierung der kontinuierlichen Komponenten eines Systems Differentialgleichungen
verwendet [Hen00]. Auch der Formalismus Statecharts unterstu¨tzt hierarchische Model-
le [Har87]. Durch die Aufnahme in den UML-Standard ist die Notation popula¨r geworden
und es existiert eine kommerzielle Werkzeugunterstu¨tzung [HLN+90]. Mit dieser Notati-
on lassen sich jedoch kontinuierliche Systeme nur begrenzt behandeln und die synchrone
Zeittakt-Steuerung erfordert eine komplizierte Semantik.
Die Vorteile der hierarchischen Verifikation von modular gegliederten Modellen – ohne
vorheriges Auflo¨sen der hierarchischen Struktur – scheinen wegen der impliziten Synchro-
nisation durch das Vergehen der Zeit bei Timed Automata nicht zu Effizienzverbesserung
zu fu¨hren (siehe auch [ABB+01]). Deshalb wird die Semantik des gru¨ndlich erforsch-
ten Basisformalismus der Timed Automata genutzt und die modulare Struktur auf eine
”flache” Menge von Timed Automata abgebildet. Fu¨r die Effizienzverbesserung der Ve-
rifikationsalgorithmen wird die modulare Struktur hier in anderer Weise genutzt (siehe
Abschnitt 3.3 u¨ber das statische Variablenordnen). Der Prozeß des Auflo¨sens der hierar-
chischen Struktur wird Flattening genannt und entspricht dem allgemeinen Konzept der
Auflo¨sung von Hierarchie, wie es auch in anderen Bereichen der Softwaretechnik Verwen-
dung findet [Mey88, BLS01, BLS00].
2.3.1 Module
CTA-Module bestehen aus einem Automaten und einer Partition der Variablen und Signale
in disjunkte Mengen fu¨r verschiedene Zugriffstypen: nur lesen, exklusives einschra¨nken,
mehrfach einschra¨nkbar und lokal. Damit beinhaltet das Konzept der CTA-Module dieje-
nigen der neuen Konzepte, die mit der Schnittstellenspezifikation eines CTA-Moduls zu
tun haben.
Definition 2.7 Ein CTA-Modul M = (A,Σ, X, parΣ, parX) ist ein Tupel mit:
• A ist ein Timed Automaton.
• Σ ist die Menge der Signale3.
• X ist die Menge der Variablen4.
• parΣ : Σ → {I, O, M, L} ist eine Partitionierungsfunktion fu¨r Signale. par−1Σ (I)
ist die Menge der Eingabe-Signale, par−1Σ (O) die Menge der Ausgabe-Signale,
par−1Σ (M) die Menge der mehrfach einschra¨nkbaren Signale und par−1Σ (L) die Men-
ge der lokal definierten Signale.
• parX : X → {I, O, M, L} ist eine Partitionierungsfunktion fu¨r Variablen. par−1X (I)
ist die Menge der Eingabe-Variablen, par−1X (O) die Menge der Ausgabe-Variablen,
3 Im Zusammenhang mit der modularen Struktur und der Unterscheidung zwischen Eingabe-, Ausgabe-,
mehrfach einschra¨nkbaren und lokalen Synchronisationsmarken wird auch der Begriff Signal verwendet, da
dieser Begriff eher die gewu¨nschte Intuition des Konzepts hervorruft.
4Die einzige bisher eingefu¨hrte Art von Variablen sind Uhren. Spa¨ter werden weitere Arten von
Variablen eingefu¨hrt.
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par−1X (M) die Menge der mehrfach einschra¨nkbaren Variablen und par−1X (L) die
Menge der lokal definierten Variablen.
Diese Komponenten haben die folgenden Axiome zu erfu¨llen:
1. A.Σ = Σ und parΣ ist total.
2. σ ∈ Σ ∧ parΣ(σ) = I






3. A.X = X und parX ist total.
4. x ∈ X ∧ parX(x) = I
⇒ ∀e ∈ A.E : x 6∈ A.reset(e)
Anmerkung: Die Axiome in Definition 2.7 legen die Unterscheidung der Eingabe-
Signale und -Variablen von den anderen Signalen und Variablen fest. Zu beachten ist, daß
Ausgabe-, mehrfach einschra¨nkbare und lokale Signale und Variablen durch diese Defi-
nitionen nicht voneinander unterschieden werden. Die Unterscheidung dieser Konzepte
wird erst bei der Betrachtung von CTA-Kompositionen relevant.
Die Definition fu¨r die Eingabe-Signale (Axiom 2) kann wie folgt interpretiert wer-
den: Fu¨r jedes Eingabe-Signal ist in jedem Zustand des Automaten jederzeit ein mit dem
Eingabe-Signal markierter Zustandsu¨bergang erlaubt. In dieser Weise kann der Automat
das Eingabe-Signal nicht einschra¨nken und somit nicht fu¨r einen Deadlock verantwortlich
gemacht werden.
Die mehrfach einschra¨nkbaren Signale und Variablen sind fu¨r jeden Zugriffsmodus
verfu¨gbar. Sowohl das Modul als auch seine Umgebung kann ein als mehrfach ein-
schra¨nkbar deklariertes Signal oder eine als mehrfach einschra¨nkbar deklarierte Variable
in beliebiger Weise einschra¨nken.
Fu¨r Eingabe-Variablen (Axiom 4) kann die Definition wie folgt interpretiert wer-
den: Der Wert einer Eingabe-Variable darf in keiner der Zustandsu¨berga¨nge durch ein
Ru¨cksetzen vera¨ndert werden.
2.3.2 Beispiel: AND-Schaltkreis
Die Strukturierungsmo¨glichkeiten werden an einem Beispielsystem verdeutlicht: ei-
ne auf MOS5-Transistoren basierende integrierte Schaltung fu¨r die AND-Funktion mit
4 Einga¨ngen. Ein Modell fu¨r diesen Schaltkreis, das aus einer Menge einzelner, unstruk-
turierter Automaten besteht, wurde fu¨r das Werkzeug Kronos benutzt [BMPY97]. Im fol-
genden wird ein modular strukturiertes CTA-Modell fu¨r diesen Schaltkreis vorgestellt. Im
Abschnitt 5.4.2 wird dieses Beispiel fu¨r einen Performance-Vergleich mit Kronos benutzt.
5
’MOS’ steht fu¨r Metall-Oxid-Silizium, der Bauart in der Halbleitertechnik fu¨r (spannungsgesteuerte)
Feldeffekt-Transistoren.
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Abbildung 2.4: Modell der AND-Schaltung.
Abbildung 2.4 illustriert, in welcher Weise das Modell aus verschiedenen Modulen
und Automaten zusammengesetzt ist. In der Abbildung werden die Kommunikationsver-
bindungen zwischen verschiedenen Komponenten in einer Datenfluß-a¨hnlichen Diagram-
mart dargestellt. Das Hauptmodul, welches das Verhalten des logischen AND-Gatters mit
4 Einga¨ngen modelliert, besteht aus zwei Modul-Instanzen eines NAND-Gatters und ei-
ner Modul-Instanz eines NOR-Gatters. Die Umgebung des AND-Gatters wurde durch
die Uhr p fu¨r den Zeit-Takt und 4 Variablen fu¨r die Eingangsbelegungen modelliert. Die
Uhr erha¨lt den Startwert 0. Wenn der Wert 15 erreicht ist, setzt der Automat resetP diese
Uhr zuru¨ck auf 0. Ein Modul Input besteht aus einem Automaten, der wa¨hrend der er-
sten fu¨nf Zeittakte von p einmal den Wert einer Eingabe-Variablen (i1, i2, i3, i4) a¨ndern
kann. Wa¨hrend der letzten 10 Zeit-Takte bleiben die Eingabe-Variablen unvera¨ndert (sie
sind ’stabil’). Die bina¨ren Variablen o1 und o2 repra¨sentieren die Ausgabewerte der zwei
NAND-Gatter und o modelliert den Ausgabewert des NOR-Gatters und somit den Ausga-
bewert der gesamten Schaltung.
n a n d
N A N D
p M O S
n M O S
p M O S




Abbildung 2.5: Modell des logischen NAND.
Abbildung 2.5 zeigt die Struktur des Moduls fu¨r ein NAND-Gatter (NAND). Es be-
steht aus zwei pMOS-Transistoren und zwei nMOS-Transistoren. Der Automat (nand)
liest die Ausgabe-Variablen out (leitend bzw. nicht-leitend) der Transistoren (mit diesem
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Modul verbunden als oP1, oN1, oP2 und oN2) und entscheidet damit den Ausgabewert
des NAND-Gatters. Das Modul fu¨r das NOR-Gatter verha¨lt sich analog.
Ein Modul fu¨r einen nMOS-Transistor entha¨lt eine Uhr c und einen Automaten. Ein
solcher nMOS-Transistor (siehe Abbildung 2.2 auf Seite 27) braucht zwischen 2 und
3 Zeiteinheiten, um seinen Ausgabewert nach einer ¨Anderung des Potentials am Gate
neu zu belegen. Der Unterschied zum pMOS-Transistors besteht im inversen Ausgabe-
wert und darin, daß der pMOS-Transistor spa¨testens 4 Zeiteinheiten nach der ¨Anderung
am Gate mit einer Vera¨nderung seines Ausgabewertes reagiert.
Interessante, zu analysierende Fragen zum Verhalten der AND-Schaltung sind: Wie-
viele Transistoren ko¨nnen ihren Zustand gleichzeitig vera¨ndern? (Die maximale Strom-
aufnahme des Schaltkreises verha¨lt sich proportional zur Anzahl der gleichzeitigen Um-
schaltvorga¨nge der Transistoren.) Ist in der AND-Schaltung ein Kurzschluß mo¨glich? Zur
Beantwortung dieser Fragen mu¨ssen die erreichbaren Konfigurationen des Modells be-
rechnet und u¨berpru¨ft werden. Im Abschnitt 5.4.2 wird u¨ber die Performanceresultate fu¨r
die Berechnung aller erreichbaren Konfigurationen berichtet, weil diese der Engpaß bei
der Verifikation der Schaltung ist.
2.3.3 Komposition
Um aus einer Menge von CTA-Modulen eine Komposition erzeugen zu ko¨nnen, sind ei-
nige Einschra¨nkungen notwendig, die dafu¨r sorgen, daß die Komposition wiederum ein
CTA-Modul sein kann. Die CTA-Komposition wird in der folgenden Weise als parallele
Komposition von CTA-Modulen definiert.
Definition 2.8 Eine CTA-Komposition C = (M,Σ, X, parΣ, parX) ist ein Tupel mit:
• M ist eine endliche, nicht leere Menge von CTA-Modulen.
• Σ ist eine endliche Menge von Signalen.
• X ist eine endliche Menge von Variablen.
• parΣ : Σ→ {I, O, M, L} ist eine Partitionierungsfunktion fu¨r Signale.
• parX : X → {I, O, M, L} ist eine Partitionierungsfunktion fu¨r Variablen.
Die Komponenten haben die folgenden Axiome zu erfu¨llen:
1. Explizite Zugriffstypen fu¨r Signale:
parΣ ist total.
2. Kommunikation u¨ber gemeinsame Signale:
∀M,M′ ∈M :M 6=M′ ⇒M.Σ ∩M′.Σ ⊆ Σ
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3. Unsichtbarkeit der lokalen Signale der Module:
∀M ∈M :M.par−1Σ (L) ∩ Σ = ∅
4. Benutzung von Eingabe-Signalen der Komposition durch Module:
∀M ∈M : par−1Σ (I) ∩M.Σ ⊆M.par−1Σ (I)
5. Benutzung von Ausgabe-Signalen der Module:
∀M,M′ ∈M :M 6=M′ ⇒
(
M.par−1Σ (O) ∩M′.Σ ⊆M′.par−1Σ (I)
∧ M.par−1Σ (O) ∩ (par−1Σ (I) ∪ par−1Σ (M)) = ∅
)
Analoge Axiome gelten fu¨r X und parX .
Anmerkung: Im folgenden werden die Axiome verbal beschrieben:




Σ (M) und par−1Σ (L) sind eine Partition der
Menge Σ.




X (M) und par−1X (L) sind eine Partition der
Menge X .
2. Elemente von M du¨rfen nur u¨ber Elemente von Σ und X kommunizieren.
3. Die lokalen Signale und Variablen verschiedener Module sind verschieden. Die lo-
kalen Signale und Variablen eines CTA-Moduls ko¨nnen außerhalb des CTA-Moduls
nicht benutzt werden.
4. Eingabe-Signale und -Variablen der CTA-Komposition werden in den Modulen aus
M nur als Eingabe-Signale bzw. -Variablen benutzt.
5. Ausgabe-Signale eines CTA-Moduls du¨rfen in der Umgebung des CTA-Moduls nur
als Eingabe-Signale verwendet werden. Diese Ausgabe-Signale mu¨ssen in der ent-
haltenden CTA-Komposition entweder als lokal oder als Ausgabe-Signal deklariert
sein. Analoge Aussagen gelten fu¨r die Ausgabe-Variablen.
Diese Definition fu¨r die CTA-Kompositionen entha¨lt einige der wichtigsten Konzepte
der vorliegenden Arbeit. Sie erlauben es, ein System in Subsysteme zu unterteilen und so
die modulare Struktur eines Systems explizit zu machen, und sie enthalten den Kern der
Konzepte zur Differenzierung unterschiedlicher Zugriffsarten von Signalen und Variablen.
Bisher fehlt noch die Mo¨glichkeit zur Definition von hierarchischen Systemen. Dies
erlaubt die Definition eines CTA-Moduls, das a¨quivalent zu einer gegebenen CTA-
Komposition ist. Die Automaten der Module einer Komposition ko¨nnen semantisch zu
einem Automaten kombiniert werden. Dies fu¨hrt zu einem einzigen CTA-Modul, das der
CTA-Komposition entspricht. Zuna¨chst wird eine Konstruktionsfunktion definiert, die aus
der CTA-Komposition ein Tupel definiert, von dem anschließend behauptet wird, daß es
ein CTA-Modul ist.
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Definition 2.9 Die Funktion ctamod bildet jede CTA-Komposition auf eine ”flache”,
d. h. von Hierarchie freie, Struktur ab. Sei C eine CTA-Komposition. Dann ist ctamod(C)









• parΣ : Σ→ {I, O, M, L} ist in der folgenden Weise definiert:
– parΣ(σ) = I ⇔ C.parΣ(σ) = I
– parΣ(σ) = O ⇔ C.parΣ(σ) = O
– parΣ(σ) = M ⇔ C.parΣ(σ) = M
– parΣ(σ) = L ⇔ C.parΣ(σ) = L ∨ σ 6∈ dom(C.parΣ)
• X und parX werden analog zu Σ und parΣ konstruiert.
Anmerkung: Die Menge der lokalen Signale und Variablen des der gegebenen CTA-
Komposition entsprechenden Tupels besteht aus den lokalen Signalen und Variablen der
CTA-Komposition selbst und aus allen Signalen und Variablen der enthaltenen Module,
die nicht in der Schnittstellendefinition der CTA-Komposition auftreten (z. B. lokale Si-
gnale und Variablen der enthaltenen Module).
Um den Produktautomaten fu¨r die gesamte Komposition zu erhalten, muß das Produkt
aller Automaten aus den enthaltenen Modulen gebildet werden.
Das durch die Funktion ctamod zu einer CTA-Komposition definierte Tupel ist ein
CTA-Modul:
Satz 2.1 Sei C eine CTA-Komposition. Dann ist ctamod(C) = (A,Σ, X, parΣ, parX) ein
CTA-Modul.
Beweis: Zu zeigen ist, daß das durch die Funktion ctamod(C) erzeugte Tupel die vier
Axiome der Definition 2.7 erfu¨llt und somit ein CTA-Modul ist. Im folgenden werden die
einzelnen Axiome fu¨r CTA-Module nacheinander bewiesen:
1. Die von der Definition 2.7 (Axiom 1) eines CTA-Moduls geforderte Bedingung Σ =
A.Σ ist erfu¨llt, da fu¨r jedes Modul M ∈ C.M nach der Modul-Definition M.Σ =
M.A.Σ gilt, nach der Definition der Funktion ctamod(C) (Punkt 2) alle Signale in
Σ enthalten sind und der Produktautomat zweier Automaten A1 und A2 alle Signale
aus A1.Σ ∪A2.Σ im Alphabet hat.
parΣ ist total, da nach Axiom 1 der Definition 2.8 fu¨r CTA-Kompositionen C.parΣ
total ist und bei der Konstruktion alle weiteren Signale dem Wert L zugeordnet wer-
den.
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2. Das zweite Axiom fordert, daß fu¨r A gilt:





Nach Axiom 4 und 5 aus Definition 2.8 ko¨nnen Eingabe-Signale der Komposition
innerhalb der Module nur als Eingabe-Signale benutzt werden.
Nach Axiom 2 von Definition 2.7 gilt fu¨r jedes Modul M ∈ C.M :





Durch die Funktion ctamod wird der Produktautomat der einzelnen Automaten der
Module von C konstruiert. Sei C.M = {M1, . . . ,Mn} die Menge der Module in
der Komposition C. Die Konstruktion des Produktes einer Menge von Automaten
erfolgt durch die wiederholte Produktbildung zweier Automaten. Deshalb wird die
Produktbildung zweier Automaten betrachtet und induktiv auf das Produkt mehre-
rer Automaten geschlossen. Sei Ak der bisher konstruierte Produktautomat. Ent-
sprechend Definition 2.6 sind fu¨r den Produktautomaten Ak+1 = Ak || Mk+1.A
zwei Fa¨lle zu betrachten. Sei σ ∈ C.par−1Σ (I) das betrachtete Eingabe-Signal,
(l1, l2) ∈ Ak+1.L der betrachtete Zustand und o. B. d. A. σ ∈ Ak.Σ.
Fall 1: σ 6∈ Mk+1.A.Σ. Nach Definition 2.6 existiert fu¨r jedes (l1, σ, ϕ1, Y1, l′1) ∈
Ak.E ein ¨Ubergang ((l1, l2), σ, ϕ1, Y1, (l′1, l2)) ∈ Ak+1.E. Damit bleibt die
Eigenschaft erhalten und die Disjunktion der Wa¨chter ergibt die volle Menge:
Sei V = {V1, . . . , Vn} eine Menge von Belegungsmengen mit:





Fall 2: σ ∈ Mk+1.A.Σ. Dann existiert nach Definition 2.6 fu¨r jedes
(l1, σ, ϕ1, Y1, l
′
1) ∈ Ak.E und jedes (l2, σ, ϕ2, Y2, l′2) ∈ Mk+1.A.E ein
¨Ubergang ((l1, l2), σ, ϕ1 ∧ ϕ2, Y1 ∪ Y2, (l′1, l′2)) ∈ Ak+1.E. Seien V 1 =
{V 11 , . . . , V 1n1}, V 2 = {V 21 , . . . , V 2n2} und V = {V1, . . . , Vn} Mengen von Be-
legungsmengen mit:
V 1 = {extend([[ϕ1]],Ak+1.X) | ∃(l1, σ, ϕ1, Y1, l′1) ∈ Ak.E},
V 2 = {extend([[ϕ2]],Ak+1.X) | ∃(l2, σ, ϕ2, Y2, l′2) ∈Mk+1.A.E} und
V = {extend([[ϕ ]],Ak+1.X) | ∃((l1, l2), σ, ϕ, Y, (l′1, l′2)) ∈ Ak+1.E}.
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Es gelten⋃
i∈{1,...,n1}
V 1i = Val(Ak+1.X) (wegen Induktionsanfang) und⋃
i∈{1,...,n2}
V 2i = Val(Ak+1.X) (wegen Axiom 2 von Definition 2.7 und

















3. Die dritte Bedingung ergibt sich analog zur 1. Bedingung auch fu¨r Variablen.
4. Es wird gefordert, daß der Wert einer Eingabe-Variable nicht vera¨ndert werden darf,
d. h. in den Mengen der ru¨ckzusetzenden Uhren darf keine Uhr aus par−1X (I) vor-
kommen. Bei jedem Modul M ∈ C.M du¨rfen dem vierten Axiom von CTA-Modul
zufolge in M.A.reset(e) keine Uhren aus M.par−1X (I) vorkommen. Da die Menge
C.par−1X (I) nach Axiom 4 und 5 der Komposition nur Eingabe-Variablen von M
entha¨lt, ist diese Forderung auch fu¨r ctamod(C) erfu¨llt.
Damit wurden alle Forderungen der Definition 2.7 erfu¨llt und es folgt die Behauptung
von Satz 2.1. uunionsq
2.3.4 Instanziierung
Viele Systeme enthalten mehrere a¨hnliche Komponenten. Fu¨r die Modellierung von Syste-
men ist es daher oft hilfreich, Module von einer bereits modellierten Komponente, einem
”Schablonenmodul”, abzuleiten. Dafu¨r wird das Konzept der Instanziierung angeboten,
das es ermo¨glicht, die Komponenten einer CTA-Komposition von bereits existierenden,
sogenannten Schablonenmodulen abzuleiten.
Definition 2.10 Eine CTA-Instanziierung ist ein Tupel I = (M,Σ, X, identΣ , identX )
mit:
• M ist das instanziierte CTA-Modul.
• Σ ist die Menge der Signale der Instanziierung.
• X ist die Menge der Variablen der Instanziierung.
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• identΣ : M.Σ → Σ ist eine totale Identifikationsfunktion, die jedem Signal von M
ein Signal aus Σ zuordnet. identΣ muß verschiedenen Signalen des instanziierten
CTA-Moduls M verschiedene Signale aus Σ zuordnen (ident ist injektiv):
∀a, a′ ∈ dom(ident) : a 6= a′ → ident(a) 6= ident(a′)
• identX :M.X → X ist analog zu identΣ definiert.
SeiA ein Automat und seien fΣ und fX zwei Identifikationsfunktionen mit dom(fΣ) =
A.Σ und dom(fX) = A.X . Die Ersetzung von Signalen bzw. Variablen in A durch fΣ
bzw. fX wird als replace(A, fΣ, fX) bezeichnet. Das Ergebnis ist der Automat, der aus
A entsteht durch das Ersetzen aller Signale bzw. Variablen des Definitionsbereiches von
fΣ bzw. fX durch den jeweils von der Funktion fΣ bzw. fX zugeordneten Wert. Diese
Ersetzung wird in allen Pra¨dikaten fu¨r die Invarianten und Wa¨chter des Automaten sowie
fu¨r die Mengen der ru¨ckzusetzenden Uhren vorgenommen.
In der gleichen Vorgehensweise wie bei Komposition wird zuna¨chst eine ctamod -
Funktion definiert, die aus einer Instanziierung ein Tupel erzeugt, von dem spa¨ter be-
hauptet wird, daß es ein CTA-Module ist.
Definition 2.11 Sei I eine CTA-Instanziierung. Dann ist ctamod(I) das Tupel
(A,Σ, X, parΣ, parX) mit:
• A =def replace(I.M.A, I.identΣ , I.identX )
• Σ =def ran(I.identΣ )
• Fu¨r parΣ : Σ→ {I, O, M, L} gilt:
∀i ∈ {I, O, M, L} : par−1Σ (i) = ran(I.identΣ|I.M.par−1(i))
• X und parX werden analog zu Σ und parΣ konstruiert.
Anmerkung: Die Funktion ctamod interpretiert eine CTA-Instanziierung als ein CTA-
Modul. Mit Unterstu¨tzung dieser Interpretationsfunktion ko¨nnen kompatible Mengen von
CTA-Instanziierungen als Komponenten einer CTA-Komposition benutzt werden.
Die Funktion ctamod definiert ein CTA-Modul zu einer gegebenen CTA-
Instanziierung:
Satz 2.2 Sei I eine CTA-Instanziierung. Dann ist ctamod(I) = (A,Σ, X, parΣ, parX) ein
CTA-Modul.
Beweis: Da I.identΣ und I.identX injektiv sind, sind parΣ und parX Funktionen
und somit sind die Mengen par−1Σ (I), par−1Σ (O), par−1Σ (M), par−1Σ (L) par−1X (I), par−1X (O),
par−1X (M) und par−1X (L) als disjunkte Mengen konstruiert worden. Die Umbenennung von
Automaten-Komponenten verletzt keine der in Definition 2.7 aufgefu¨hrten Bedingungen.
uunionsq
Der Name ctamod benennt zwei verschiedene Funktionen, die beide CTA-Module er-
zeugen. Die erste Funktionen liefert ein CTA-Modul zu einer gegebenen Komposition, die
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zweite liefert ein CTA-Modul zu einer Instanziierung. Durch diese Funktionen ko¨nnen –
wo immer es bei der Modellierung sinnvoll und hilfreich erscheint – CTA-Instanziierungen
oder CTA-Kompositionen anstatt explizit definierter CTA-Module benutzt werden.
Eine andere Anwendung der ctamod -Funktionen ist die Festlegung der Semantik.
CTA-Kompositionen und CTA-Instanziierungen werden als CTA-Module interpretiert.
Der Automat eines Moduls wird mittels einer Funktion [[.]] als markiertes Transitionssy-
stem interpretiert; die Semantik eines CTA-Moduls M ist gegeben durch die Semantik
des enthaltenden Automaten: [[M]] = [[M.A]]. Somit ist das einzige semantisch nicht
reduzierbare Konzept, das hier eingefu¨hrt wurde, die Unterteilung der Signale und Varia-
blen eines Automaten in Eingabe-, Ausgabe-, mehrfach einschra¨nkbare und lokale Kom-
ponenten. Im folgenden Abschnitt wird daher unter Semantik immer die Semantik ei-
nes Automaten verstanden. Es werden verschiedene Interpretationen fu¨r Timed Automata
ausfu¨hrlich dargestellt.
2.4 Interpretationen von Timed Automata
Verschiedene Anforderungen der algorithmischen Verifikation machen die Definition ver-
schiedener Semantiken notwendig. Spur-Semantik und Erreichbarkeitssemantik bilden als
letzte Voraussetzung fu¨r die algorithmische Verifikation den Abschluß des Abschnitts u¨ber
Semantiken.
Ein Algorithmus fu¨r die Erreichbarkeitsanalyse bleibt korrekt, solange er eine Seman-
tik benutzt, die bzgl. der erreichbaren Zusta¨nde a¨quivalent zur kontinuierlichen Semantik
ist. Da es bei der Erreichbarkeitsanalyse um die Erreichbarkeit von Zusta¨nden der Au-
tomaten geht, kann die Bedeutung eines Timed Automaton auch als Menge der erreich-
baren Zusta¨nde betrachtet werden. Von einer Transitionssystem-Semantik eines Timed
Automaton kann die Erreichbarkeitssemantik abgeleitet werden. Wird zum Zweck einer
effizienteren algorithmischen Analyse eine neue Transitionssystem-Semantik fu¨r Timed
Automata benutzt, so darf diese neue Semantik fu¨r einen Timed Automaton nicht zu einer
anderen Erreichbarkeitssemantik fu¨hren.
In den na¨chsten Abschnitten wird eine Erreichbarkeitssemantik formalisiert, die Klasse
der abgeschlossenen Timed Automata wird eingefu¨hrt und eine darauf basierende ganz-
zahlige, endliche Transitionssystem-Semantik definiert. Daru¨berhinaus wird bewiesen,
daß dieses neue Transitionssystem zur gleichen Erreichbarkeitssemantik wie die kontinu-
ierliche Semantik fu¨hrt.
2.4.1 Semantik I: Kontinuierliches Transitionssystem
Die Bedeutung eines Timed Automaton wird dadurch definiert, daß ihm ein markiertes
Transitionssystem zugeordnet wird. Die Konfigurationsmenge eines solchen Transitions-
systems ist im allgemeinen nicht endlich.
Im folgenden werden Transitionssysteme in allgemeiner Form eingefu¨hrt und darauf
aufbauend die traditionelle Transitionssystem-Semantik der Timed Automata vorgestellt.
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Definition 2.12 Ein markiertes Transitionssystem (kurz: Transitionssystem) ist ein Tu-
pel (Q,Q0,Σ,→) mit den folgenden Komponenten:
• Q ist eine (mo¨glicherweise unendliche) Menge von Konfigurationen.
• Q0 ⊆ Q ist eine Menge von Initialkonfigurationen.
• Σ ist eine Menge von Marken.
• → ⊆ Q× Σ×Q ist eine Menge von Transitionen.
Das System startet in einer der Initialkonfigurationen und kann seine Konfiguration
von q nach q′ mit der Marke a wechseln, falls (q, a, q′) ∈ → (auch als q a→ q′ geschrieben).
q → q′ wird geschrieben genau dann, wenn q a→ q′ fu¨r eine Marke a gilt.
Definition 2.13 Die kontinuierliche Transitionssystem-Semantik [[A]]C eines Timed
AutomatonA = (L,L0, X,Σ, I, E) ist das markierte Transitionssystem (L×Val(X ), L0×
{v0},Σ ∪ R+,→), wobei→ zwei Arten von Transitionen entha¨lt:
• Zeit-Transitionen:
Fu¨r (l, v), (l′, v′) ∈ L× Val(X ) und δ ∈ R+ gilt (l, v) δ→ (l′, v′),
gdw. l′ = l, v′ = v + δ, v ∈ [[I(l)]] und v′ ∈ [[I(l)]].
• Diskrete Transitionen:
Fu¨r (l, v), (l′, v′) ∈ L× Val(X ) und a ∈ Σ gilt (l, v) a→ (l′, v′),
gdw. ein (l, a, ϕ, Y, l′) ∈ E existiert mit v ∈ [[ϕ]] und v′ = v[Y := 0].
Anmerkung: Fu¨r alle Uhrenbedingungen ϕ ∈ Φ(X) gilt die ¨Aquivalenz der folgenden
zwei Aussagen:
• “v ∈ [[ϕ]] und v + δ ∈ [[ϕ]]” und
• “fu¨r alle δ′ ∈ R mit 0 ≤ δ′ ≤ δ gilt v + δ′ ∈ [[ϕ]]”.
Dies ist der Fall, weil als Uhrenbedingungen nur Konjunktionen erlaubt sind.
2.4.2 Semantik II: Erreichbare Zusta¨nde
Beim Nachweis von Sicherheitseigenschaften per Erreichbarkeitsanalyse wird u¨berpru¨ft,
ob eine bestimmte Menge von Kontrollzusta¨nden von den Initialzusta¨nden aus erreicht
werden kann. Die Erreichbarkeitssemantik ist die Menge aller erreichbaren Kontroll-
zusta¨nde. Sie sagt aus, daß zwei Modelle dann die gleichen Erreichbarkeitseigenschaften
erfu¨llen, wenn die Erreichbarkeitssemantiken a¨quivalent sind. So haben z. B. das Transi-
tionssystem der kontinuierlichen Semantik (siehe Abschnitt 2.4.1) und das Transitionssy-
stem der ganzzahligen Semantik (siehe folgenden Abschnitt 2.4.3) fu¨r einen bestimmten
Automaten dieselbe Erreichbarkeitssemantik. Es wird also fu¨r einen Timed Automaton
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A und eine zur algorithmischen Analyse verwendete Semantik [[.]]I gefordert, daß die Er-
reichbarkeitssemantiken [[.]]R u¨bereinstimmen: [[[[A]]C ]]R = [[[[A]]I ]]R. Damit ist dann eine
Semantik (wie z. B. [[.]]I), die eine effizientere algorithmische Verifikation ermo¨glicht,
fu¨r alle Analysen gerechtfertigt, welche sich auf die Menge der erreichbaren Zusta¨nde6
stu¨tzen.
Im folgenden werden Konfigurationsfolgen und erreichbare Konfigurationen fu¨r ein
Transitionssystem definiert.
Definition 2.14 Sei S = (Q,Q0,Σ,→) ein markiertes Transitionssystem, (q0, q1, ..., qk)
eine endliche Folge von Konfigurationen, σ0, σ1, ..., σk−1 ∈ Σ, q0 ∈ Q0 und qi σi→ qi+1
fu¨r alle i ∈ {0, 1, ..., k − 1}. Dann ist (q0, q1, ..., qk) (kurz: (qi)0≤i≤k) eine Konfigura-
tionsfolge von S. Run(S) bezeichnet die Menge aller Konfigurationsfolgen von S. Die
Konfiguration qk ist erreichbar. Reach(S) bezeichnet die Menge der erreichbaren Konfi-
gurationen von S. Fu¨r t1, t2 ∈ N wird die Konfiguration qk erreichbar zwischen Zeit t1 und
Zeit t2 genannt, falls t1 ≤
∑
i∈I σi ≤ t2, wobei I = {j | 0 ≤ j < k, σj ∈ (Σ ∩ R+)} die
Menge aller Indizes der Zeitmarken von {σ0, σ1, ..., σk−1} ist. Reach(S)(t1, t2) bezeichnet
die Menge der Konfigurationen, die zwischen Zeit t1 und t2 erreichbar sind.
Da fu¨r die Verifikation von Sicherheitseigenschaften die Menge der erreichbaren
Zusta¨nde von entscheidender Bedeutung ist, bzw. die Bedeutung eines Timed Automaton
gerade in der Menge der erreichbaren Zusta¨nde liegt, kann fu¨r eine Transitionssystem-
Semantik zu einem Timed Automaton eine abstraktere Semantik angegeben werden: die
Erreichbarkeitssemantik.
Definition 2.15 Sei A ein Timed Automaton und [[A]]C seine kontinuierliche
Transitionssystem-Semantik. Ein (Kontroll-) Zustand l ∈ A.L ist erreichbar, falls
eine Uhrenbelegung v ∈ Val(A.X ) mit (l, v) ∈ Reach([[A]]C) existiert. Die dem
Automaten A und der Semantik [[.]]C zugeordnete Erreichbarkeitssemantik [[[[A]]C ]]R
ist die Menge der erreichbaren Zusta¨nde von A bezu¨glich des Transitionssystems [[A]]C .
Formal: [[[[A]]C ]]R = {l | ∃v : (l, v) ∈ Reach([[A]]C)}.
Definition 2.16 Das Erreichbarkeitsproblem fu¨r Timed Automata besteht darin, fu¨r
einen gegebenen Timed Automaton A und einen Zustand lF zu entscheiden, ob
lF ∈ [[[[A]]C ]]R gilt.
Definition 2.17 Zwei Transitionssystem-Semantiken [[.]]1 und [[.]]2 sind zu-
standsa¨quivalent (erreichbarkeitsa¨quivalent) fu¨r einen Timed Automaton A genau
dann, wenn [[[[A]]1]]R = [[[[A]]2]]R gilt.
Die reellwertigen Uhrenbelegungen fu¨hren beim kontinuierlichen Transitionssystem
immer zu einer unendlichen Konfigurationsmenge. Deshalb wird im folgenden eine Dis-
kretisierung und Begrenzung dieses kontinuierlichen Zustandsraumes benutzt; es wird ei-
ne ganzzahlige Transitionssystem-Semantik definiert. Begonnen wird mit der Einfu¨hrung
der abgeschlossenen Timed Automata, einer Klasse von Timed Automata, fu¨r die die ganz-
zahlige Semantik zustandsa¨quivalent zur herko¨mmlichen Semantik ist. Abschließend wird
diese ¨Aquivalenz bewiesen.
6Daru¨berhinaus erha¨lt die ganzzahlige Semantik auch abgeschlossene Uhrenbedingungen.
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2.4.3 Semantik III: Ganzzahliges Transitionssystem
Abgeschlossene Timed Automata. Fu¨r die angestrebte BDD-basierte Verifikation ist eine
Diskretisierung der Zeit erforderlich. Das kontinuierliche Vergehen von Zeit wird ersetzt
durch diskrete Zeitschritte, wobei nur endlich viele diskrete Repra¨sentanten einer unend-
lichen, dichten Menge von Uhrenbelegungen betrachtet werden. Dieses Vorgehen wurde
von Go¨llu¨ et al. durch ¨Aquivalenz-Sa¨tze gerechtfertigt [GPV94]. Weiterhin wurde beob-
achtet [AMP98], daß es bei der Erreichbarkeitsanalyse der sogenannten abgeschlossenen
Timed Automata genu¨gt, nur ganzzahlige Uhrenbelegungen zu betrachten. Die Uhrenbe-
dingungen der abgeschlossenen Timed Automata sind voneinander unabha¨ngig und ent-
halten keine strikten Relationsoperatoren (< und >).
Diese Arbeiten werden im folgenden erweitert, indem eine ganzzahlige Semantik fu¨r
abgeschlossene Timed Automata formal definiert und die ¨Aquivalenz zur herko¨mmlichen,
kontinuierlichen Semantik bewiesen wird [BN01, BN00]. Die ¨Aquivalenz bezieht sich
darauf, daß in dieser Semantik die gleichen diskreten Zusta¨nde des Automaten erreicht
werden wie in der herko¨mmlichen, kontinuierlichen Semantik. Deshalb kann bei der Er-
reichbarkeitsanalyse auf diese Repra¨sentation zuru¨ckgegriffen werden.
Eine zur kontinuierlichen Semantik zustandsa¨quivalente Diskretisierung der Zeit exi-
stiert fu¨r alle Timed Automata [GPV94]. Jedoch wird hier eine Einschra¨nkung auf die
Teilklasse der abgeschlossenen Timed Automata vorgenommen, um eine Diskretisierung
anwenden zu ko¨nnen, die einerseits besonders einfach ist und andererseits eine effiziente
Erreichbarkeitsanalyse ermo¨glicht. Fu¨r DBMs und a¨hnliche Datenstrukturen fu¨hrt dies
nicht zu signifikanten Performance-Verbesserungen. Diese Einschra¨nkung ist technischer
Natur, und es sind noch keine Beispiele innerhalb des vorgesehenen Anwendungsgebie-
tes der Fertigungsanlagen und Realzeit-Algorithmen bekannt, fu¨r die es kompliziert wa¨re,
Modelle mit rein abgeschlossenen Uhrenbedingungen und ganzzahligen Konstanten zu
konstruieren.
Definition 2.18 Abgeschlossene Timed Automata sind Timed Automata nach Definiti-
on 2.4, die nur solche Uhrenbedingungen ϕ beinhalten, die von der Grammatik
ϕ := x ≤ c | x ≥ c | ϕ ∧ ϕ | true | false
erzeugt werden, wobei x ∈ X und c ∈ N, d. h. die Relationen < und > sind nicht
erlaubt.
Der Produktautomat zweier abgeschlossener Timed Automata ist wieder abgeschlos-
sen. Fu¨r abgeschlossene Timed Automata ist es ausreichend, bei der Berechnung der
erreichbaren Zusta¨nde nur ganzzahlige Uhrenwerte zu beru¨cksichtigen. Fu¨r eine Menge
von Uhren X ist die Menge aller ganzzahligen Uhrenbelegungen Val I(X) definiert als die
Menge der totalen Funktionen von X nach N.
Fu¨r einen Timed Automaton A mit einer Uhr x bezeichnet CA(x) die gro¨ßte Kon-
stante, mit der x in einer Uhrenbedingung von A verglichen wird. Fu¨r v ∈ Val I(X)
und δ ∈ N ist v ⊕ δ diejenige Uhrenbelegung von X , die jeder Uhr x den Wert
min (v(x) + δ, CA(x) + 1) zuordnet. Die Definition der ganzzahligen Semantik kann ana-
log zur Definition der kontinuierlichen Semantik erfolgen.
44 KAPITEL 2. MODELLIERUNGSFORMALISMUS
Im folgenden wird nicht nur die Definition einer ganzzahligen Semantik angegeben,
sondern auch ein formaler Beweis fu¨r die ¨Aquivalenz bzgl. der Erreichbarkeitssemantik
erbracht7.
Definition 2.19 Sei A = (L,L0, X,Σ, I, E) ein abgeschlossener Timed Automaton. Die
ganzzahlige Semantik (1-diskrete Semantik) [[A]]I von A ist das Transitionssystem
(L× Val I(X), L0 × {v0},Σ ∪ N,→I) mit den folgenden Transitionen:
• Zeit-Transitionen:
Fu¨r (l, v), (m,w) ∈ L× Val I(X) und δ ∈ N gilt (l, v) δ→I (m,w)
gdw. l = m, w = v ⊕ δ, v ∈ [[I(l)]] und w ∈ [[I(l)]].
• Diskrete Transitionen:
Fu¨r (l, v), (m,w) ∈ L× Val I(X) und a ∈ Σ gilt (l, v) a→I (m,w)
gdw. ein (l, a, ϕ, Y,m) ∈ E existiert mit v ∈ [[ϕ]] und w = v[Y := 0].
Die Begriffe aus Definition 2.15 ko¨nnen analog auf die ganzzahlige Semantik ange-
wendet werden.
Um die Zustandsa¨quivalenz der ganzzahligen und der kontinuierlichen Semantik zu
beweisen, wird fu¨r einen Timed Automaton A mit der Menge von Uhren X die Rela-
tion  ⊆ Val(X ) × Val I(X) definiert, die jeder kontinuierlichen Uhrenbelegung ihre
mo¨glichen ganzzahligen Repra¨sentanten zuordnet. Fu¨r v ∈ Val(X ) und v′ ∈ Val I(X)
gilt v  v′, gdw. ein γ ∈ R existiert mit 0 ≤ γ < 1, so daß fu¨r jede Uhr x ∈ X gilt:
a) v′(x)− 1 + γ < v(x) ≤ v′(x) + γ oder
b) v′(x)− 1 + γ < v(x) und v′(x) = CA(x) + 1.
Somit ist v′ ein Repra¨sentant von v, falls v′ aus v durch ein Abrunden aller Uhrenwer-
te mit einem gebrochenen Teil unterhalb oder gleich einer bestimmten Grenze und ein
Aufrunden aller Uhrenwerte mit einem gebrochenen Teil oberhalb dieser Grenze entsteht.
Die zweite Bedingung der Definition schra¨nkt den Wertebereich der Repra¨sentanten auf
den Maximalwert CA(x) + 1 ein. Dies genu¨gt, um die entscheidende Eigenschaft der
Repra¨sentantenrelation sicherzustellen: Wenn eine kontinuierliche Uhrenbelegung v ei-
ne Uhrenbedingung von A erfu¨llt, dann erfu¨llt auch der ganzzahlige Repra¨sentant diese
Uhrenbedingung. Zur Illustration der Repra¨sentantenrelation ist in Abbildung 2.6 auf der
na¨chsten Seite die Menge der reellen Uhrenbelegungen dargestellt, fu¨r die der ganzzahlige
Punkt (2, 2) ein Repra¨sentant ist.
Beweise fu¨r die Zustandsa¨quivalenz der ganzzahligen Semantik zur kontinuierlichen
Semantik fu¨r andere Formalismen als Timed Automata sind in der Literatur zu fin-
den [Pop91, HMP92, AMP98]. Der Beweis fu¨r Timed Automata benutzt das folgende
Lemma.
7Auch wenn es dabei um technische Details geht, ist dieser Beweis wichtig. So wurde z. B. in einer be-
kannten Publikation eine Diskretisierung ohne Beweis der Korrektheit vorgeschlagen [BMPY97], die sich
bei genauerer Betrachtung als nicht zula¨ssig erweist (siehe Abbildung 2.8 auf Seite 47 fu¨r das Gegenbei-
spiel).




0 1 2 3
Abbildung 2.6: Menge der kontinuierlichen Uhrenbelegungen, die von der ganzzahligen
Uhrenbelegung (2, 2) repra¨sentiert wird.
Lemma 2.3 Sei A = (L,L0, X,Σ, I, E) ein abgeschlossener Timed Automaton mit der
kontinuierlichen Semantik [[A]]C = (L × Val(X ), L0 × {v0},Σ ∪ R+,→C) und der
ganzzahligen Semantik [[A]]I = (L× ValI (X ), L0 × {v0},Σ ∪ N,→I). Dann gilt:
1. Seien (l, v), (l, w) ∈ L × Val(X ), δ ∈ R+ und es gelte (l, v) δ→C (l, w). Dann
existiert fu¨r alle v′ ∈ ValI (X ) mit v  v′ ein δ′ ∈ N und ein w′ ∈ ValI (X ), so daß
(l, v′) δ
′→I (l, w′) und w  w′ gilt.
2. Seien (l, v), (m,w) ∈ L × Val(X ), a ∈ Σ und es gelte (l, v) a→C (m,w). Dann
existiert fu¨r alle v′ ∈ ValI (X ) mit v  v′ ein w′ ∈ ValI (X ) so daß (l, v′) a→I
(m,w′) und w  w′ gilt.
Bevor der formale Beweis des Lemmas gegeben wird, erfolgt zuna¨chst eine intuitive
Beschreibung der ersten Aussage des Lemmas. Dafu¨r wird das Beispiel von Abbildung 2.7
auf der na¨chsten Seite betrachtet, welches eine Transition der Zeit δ = 0.8 von (0.8, 1.3)
zu (1.6, 2.1) zeigt. Der ganzzahlige Punkt (1, 1) ist ein Repra¨sentant des Startpunktes
(0.8, 1.3) fu¨r z. B. γ = 0.6.
Wird von (0.8, 1.3) zu (1.6, 2.1) u¨bergegangen, dann ist der Punkt (1.5, 2.0) der erste
kontinuierliche Punkt, der nicht von (1, 1) repra¨sentiert wird. Die Punkte ab unmittel-
bar nach (1, 1.5) bis zum Endpunkt (1.6, 2.1) sind durch (2, 2) repra¨sentiert. Wird δ′ = 1
gewa¨hlt, resultiert dies in einer Transition von (1, 1), einem Repra¨sentanten des Startpunk-
tes (0.8, 1.3), zu einem Repra¨sentanten des Endpunktes (1.6, 2.1).
Allgemein gilt, daß der Endpunkt der δ′-Transition ein Repra¨sentant des Endpunktes
der δ-Transition ist, falls δ′ = bδ + γc gewa¨hlt wird.
Beweis: Aussage 1 des Lemmas: Es mu¨ssen die beiden Fa¨lle der Definition von
 unterschieden werden. Sei v′ ∈ Val I(X), v  v′. Dann existiert entsprechend der
Definition der Relation  ein γ ∈ R mit 0 ≤ γ < 1, so daß fu¨r alle x ∈ X gilt:









Abbildung 2.7: Diskretisierung und Repra¨sentanten.
Fall a) v′(x) + γ + δ < CA(x) + 1:
v′(x)− 1 + γ < v(x) ≤ v′(x) + γ.
Weil w = v + δ, gilt das folgende fu¨r alle x ∈ X:
v′(x)− 1 + γ + δ < w(x) ≤ v′(x) + γ + δ.
Sei δ′ = bδ + γc und w′ = v′ + δ′. Dann gilt fu¨r alle x ∈ X:
w′(x)− δ′ − 1 + γ + δ < w(x) ≤ w′(x)− δ′ + γ + δ.
Da 0 ≤ γ + δ − δ′ < 1, impliziert dies w  w′.
Fall b) v′(x) + γ + δ ≥ CA(x) + 1:
Aus δ′ = bδ + γc und w′ = v′ ⊕ δ′ folgt analog zu Fall a)
w′(x)− δ′ − 1 + γ + δ < w(x),
und damit w  w′.
Weil v und w die Invariante I(l) erfu¨llen, und v  v′ und w  w′ gelten, kann
geschlußfolgert werden, daß v′ und w′ die Invariante I(l) erfu¨llen. Somit gilt (l, v′) δ
′→I
(l, w′).
Aussage 2 des Lemmas: Aufgrund der Definition der kontinuierlichen Semantik exi-
stiert ein (l, a, ϕ, Y,m) ∈ E mit v ∈ [[ϕ]] und w = v[Y := 0]. Sei v′ ∈ Val I(X), v  v′.
Dann gilt v′ ∈ [[ϕ]], weil v ∈ [[ϕ]]. v  v′ impliziert v[Y := 0]  v′[Y := 0]. Wird w′
auf v′[Y := 0] gesetzt, folgt Aussage 2. uunionsq
Satz 2.4 Fu¨r jeden abgeschlossenen Timed Automaton A gilt [[[[A]]C ]]R = [[[[A]]I ]]R.
Beweis: Sei A = (L,L0, X,Σ, I, E) ein abgeschlossener Timed Automaton mit der
kontinuierlichen Semantik [[A]]C = (L × Val(X ), L0 × {v0},Σ ∪ R+,→C) und der
ganzzahligen Semantik [[A]]I = (L× Val I(X), L0 × {v0},Σ ∪ N,→I).
Als erstes wird [[[[A]]C ]]R ⊆ [[[[A]]I ]]R bewiesen. Es wird per Induktion u¨ber k gezeigt,
daß fu¨r jede Konfigurationsfolge ((l0, v0), (l1, v1), ..., (lk, vk)) in Run([[A]]C) eine Konfi-
gurationsfolge ((l0, v′0), (l1, v′1), ..., (lk, v′k)) in Run([[A]]I) existiert, so daß vi  v′i fu¨r alle
i ∈ {0, 1, ..., k} gilt.
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0)) ist ebenfalls in Run([[A]]I), und v0  v0 gilt.
Induktionsschritt: Es ist zu zeigen, daß ein a′ ∈ Σ ∪ N und ein v′i+1 mit vi+1  v′i+1
existiert, so daß (li, v′i)
a′→I (li+1, v′i+1). Die Induktionsbehauptung stellt vi  v′i sicher
und daß ein a ∈ Σ ∪ R+ mit (li, vi) a→R (li+1, vi+1) existiert. Die Behauptung des Satzes
folgt aus Lemma 2.3, Aussage 1, falls a ∈ R+, und aus Aussage 2, falls a ∈ Σ. Damit ist
der Induktionsbeweis abgeschlossen.
[[[[A]]I ]]R ⊆ [[[[A]]C ]]R folgt direkt aus der Definition der Semantik. uunionsq
Unzula¨ssige Diskretisierungen. Bei der Diskretisierung von allgemeinen Timed Au-
tomata ist die Schrittweite der Diskretisierung immer abha¨ngig von der Anzahl der Uhren,
die vom Automaten benutzt werden. Um dies zu zeigen, wird im folgenden eine diskrete
Semantik definiert, die auf einer Schrittweite von 1
k
fu¨r einen festen Wert k beruht. Im An-
schluß daran wird nachgewiesen, daß diese Semantik fu¨r die Erreichbarkeitsanalyse nicht
zula¨ssig ist.
Definition 2.20 Sei A = (L,L0, X,Σ, I, E) ein Timed Automaton. Bezeichne Nk fu¨r alle
k ∈ N, k ≥ 1 die Menge { i
k
| i ∈ N}. Fu¨r eine Uhrenmenge X sei die Menge der 1
k
-
diskreten Uhrenbelegungen ValDk(X) definiert als die Menge der totalen Abbildungen
von X nach Nk.
Fu¨r eine Schrittweite 1
k
mit k ∈ N, k ≥ 1 ist die 1
k
-diskrete Semantik [[A]]Dk von A das
Transitionssystem (L×ValDk(X), L0 × {v0}, Σ∪Nk,→Dk) mit folgenden Transitionen:
• Zeit-Transitionen:
Fu¨r (l, v) ∈ L× ValDk(X), δ ∈ Nk gilt (l, v) δ→Dk (l, v + δ),
gdw. v ∈ [[I(l)]] und v + δ ∈ [[I(l)]].
• Diskrete Transitionen:
Fu¨r (l, v) ∈ L× ValDk(X), (l, a, ϕ, Y, l′) ∈ E gilt (l, v) a→Dk (l′, v[Y := 0]),
gdw. v ∈ [[ϕ]].
Satz 2.5 Fu¨r jede Schrittweite 1
k
mit k ∈ N, k ≥ 1 existiert ein Timed Automaton A mit
zwei Uhren, so daß gilt [[[[A]]C ]]R 6= [[[[A]]Dk ]]R.
l 0 l 1 l k l k + 1y  <  1
y  <  1 y '  =  0
y  <  1
y '  =  0
y  <  1
y '  =  0
.  .  .
y  <  1 y  <  1
y  <  1 ,
x  >  k
Abbildung 2.8: Gegenbeispiel fu¨r die 1
k
-diskrete Semantik.
Beweis: Fu¨r den Timed Automaton in Abbildung 2.8 ist der Zu-
stand lk+1 bei kontinuierlicher Semantik erreichbar, zum Beispiel durch die Konfi-
gurationsfolge
(
(l0, {(x, 0), (y, 0)}), (l0, {(x, k+1k+2), (y, k+1k+2)}), (l1, {(x, k+1k+2), (y, 0)}), ...,
(lk, {(x, (k+1)(k+1)k+2 ), (y, k+1k+2)}), (lk+1, {(x, (k+1)(k+1)k+2 ), (y, k+1k+2)})
)
.
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Bei der 1
k
-diskreten Semantik ist in jeder erreichbaren Konfiguration mit dem Zu-
stand lk der Wert der Uhr x ho¨chstens (k+1)(k−1)k , also kleiner als k. Der Zustand lk+1
ist damit nicht erreichbar. uunionsq
Die Konfigurationsmenge L × ValDk(X) der 1k -diskreten Semantik entha¨lt nur dann
mindestens einen Repra¨sentanten jeder Region, wenn k ≥ |X| + 1 gilt. Es sind also
fu¨r Timed Automata mit vielen Uhren besonders kleine Schrittweiten 1
k
erforderlich, um
die Zustandsa¨quivalenz von kontinuierlicher und 1
k
-diskreter Semantik zu gewa¨hrleisten.
Besonders interessant ist deshalb die Aussage des Satzes 2.5, daß schon Timed Automata
mit nur zwei Uhren beliebig kleine Schrittweiten erfordern ko¨nnen.
In [BMPY97] wurde die Teilklasse der halboffenen Timed Automata definiert, deren
Uhrenbedingungen nur die Relationszeichen ≥ und < enthalten du¨rfen. Die Behauptung
in dieser Publikation lautete, daß es eine Schrittweite 1
k
gibt, fu¨r die die kontinuierliche
und die 1
k
-diskrete Semantik zustandsa¨quivalent sind. Diese Behauptung kann widerlegt
werden, indem in Abbildung 2.8 auf der vorherigen Seite die Bedingung x > k des Zu-
standsu¨bergangs von lk nach lk+1 durch x ≥ k ersetzt wird. Dann handelt es sich um
einen halboffenen Timed Automata, was jedoch ohne Auswirkungen auf den Beweis von
Satz 2.5 bleibt. Auf den letzten Seiten wurde gezeigt, daß die 1-diskrete Semantik fu¨r
abgeschlossene Timed Automata zustandsa¨quivalent zur kontinuierlichen Semantik ist.
2.4.4 Semantik IV: Sichtbare Spuren
Vielfach besteht die Anforderung, das Verhalten eines Modells nach außen in einer ab-
strakteren Weise zu verstehen und zu definieren als dies durch eine der Transitionssystem-
Semantiken geschieht, da in diesen auch Informationen u¨ber die nur lokal sichtbaren Kom-
ponenten (Zusta¨nde der Automaten, lokale Uhrenbelegungen) enthalten sind.
Die Spur-Semantik definiert das Verhalten eines Moduls als Menge aller mo¨glichen
Sequenzen von Synchronisationsmarken, die durch Schalten der ¨Uberga¨nge des Transi-
tionssystems entstehen. Diese Semantik wird insbesondere fu¨r die Verfeinerungsanalyse
genutzt: Ein Modul verfeinert ein anderes, wenn es spezialisierteres Verhalten besitzt,
d. h. die Spur-Semantik des verfeinerten Moduls ist eine Teilmenge der Spur-Semantik
des abstrakteren Moduls.
Definition 2.21 Sei (Q,Q0,Σ,→) ein markiertes Transitionssystem. Ein Lauf ist eine
unendliche Folge (q0, σ0, q1, σ1, q2, σ2, . . . ) (kurz: (qi, σi)i∈N) mit q0 ∈ Q0 und ∀i ∈ N :
qi ∈ Q, σi ∈ Σ, qi σi→ qi+1.
SeiM ein CTA-Modul und [[M.A]] = (Q,Q0,Σ,→) sein markiertes Transitionssystem.
Ein Sichtlauf ist eine unendliche Folge (qi, σi)i∈N mit q0 ∈ Q0 und ∀i ∈ N : qi ∈ Q,
σi ∈ Σ \M.par−1Σ (L), qi
σi qi+1.  ist die Hu¨lle bezu¨glich der internen Transitionen;
formal wird induktiv definiert, mit σ ∈ Σ \M.par−1Σ (L), τ ∈M.par−1Σ (L) und:
• q σ−→ q′ ⇒ q σ q′
• q σ q′′ ∧ q′′ τ−→ q′ ⇒ q σ q′
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• q τ−→ q′′ ∧ q′′ σ q′ ⇒ q σ q′
Definition 2.22 Sei T ein markiertes Transitionssystem. Dann ist die unendliche Folge
(σi)i∈N eine Spur genau dann, wenn ein Sichtlauf (qi, σi)i∈N fu¨r T existiert.
Anmerkung: Die Transitionsrelation → entha¨lt Transitionen mit lokalen Mar-
ken, sogenannte stille Transitionen8. Diese Marken werden in der Spur-Semantik nicht
beru¨cksichtigt, da sie fu¨r die Umgebung nicht von Bedeutung sind.
Definition 2.23 Sei T ein markiertes Transitionssystem. Dann ist die Spur-Semantik
[[T]]L definiert als die Menge aller Spuren des Transitionssystems T. Fu¨r zwei
Spur-Semantiken [[T]]L und [[T′]]L wird die Komposition als Durchschnitt definiert:
[[T]]L || [[T′]]L =def [[T]]L ∩ [[T′]]L.
2.4.5 Beziehung der verschiedenen Semantiken zueinander
Unter Semantik wird in dieser Arbeit eine abstrahierende Repra¨sentation verstanden, die
die interessierenden Eigenschaften besonders hervorhebt bzw. eine Analyse technisch
ermo¨glicht. In Abbildung 2.9 auf der na¨chsten Seite werden die verschiedenen Semantiken
entsprechend dem Grad ihrer Abstraktheit in einer Hierarchie angeordnet. Der Automat
stellt die Ausgangsstruktur dar. Aus diesem Automaten wird zuna¨chst das kontinuierliche
Transitionssystem als Standardsemantik erzeugt9. Dieses bildet die herko¨mmliche seman-
tische Basis fu¨r weitere Betrachtungen. Fu¨r abgeschlossene Timed Automata kann eine
ganzzahlige, endliche Semantik definiert werden: das ganzzahlige Transitionssystem. Be-
trachtet man die Transitionssysteme auf der Ebene der erzeugten Sprachen, dann entsteht
zuna¨chst die Menge der La¨ufe eines Automaten. Fu¨r die Erreichbarkeitsanalyse, insbe-
sondere bei Timed Automata, ist die maximale Abstraktion von der urspru¨nglichen Auto-
matenstruktur durch die Erreichbarkeitssemantik (erreichbare Zusta¨nde) gegeben. Fu¨r die
Verfeinerungsanalyse ist es erforderlich, Signalfolgen genau zu betrachten. Deshalb ist fu¨r
diesen Zweck die Spur-Semantik diejenige mit der maximalen Abstraktion.
2.5 Zusammenfassung
Die Modellierung von Realzeit-Systemen mit Timed Automata ist in den letzten Jahren im
wissenschaftlichen Bereich popula¨r geworden. Der Formalismus bietet eine klare Seman-
tik und die theoretischen Grundlagen sind gut untersucht [AD94]. Durch die graphische
Darstellung kann mit Timed Automata anschaulich modelliert werden und die Modelle
sind gut versta¨ndlich.
Die in der Literatur vorgeschlagenen, auf Timed Automata basierenden Formalismen
zur Modellierung von Realzeit-Systemen bieten jedoch unzureichende Unterstu¨tzung fu¨r
8In der Literatur werden diese lokalen Signale silent action genannt (z. B. in [WL97]).
9Fu¨r hybride Automaten ist die kompositionelle Update-Semantik als zusa¨tzliche Schicht zwischen Au-
tomat und kontinuierlichem Transitionssystem sinnvoll. Fu¨r Timed Automata ist diese Semantik trivial und
wird deswegen erst in Kapitel 4 auf hybride Automaten bezogen definiert.
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Abbildung 2.9: Abstraktionshierarchie der verschiedenen Semantiken.
die Konstruktion gro¨ßerer Modelle. Bereits bei Systemen, die aus wenigen Automaten
bestehen, ist es schwierig, die dem Modell zugrunde liegende Struktur zu erkennen und zu
verstehen.
Aus diesem Grund wurde eine Erweiterung vorgenommen, aus der ein neuer Formalis-
mus entstanden ist: Cottbus Timed Automata [BR98, BR01]. Die Sta¨rke dieser Beschrei-
bungsnotation liegt im Modulkonzept, das eine modulare, hierarchische Strukturierung des
Modells sowie Wiederverwendbarkeit und Austauschbarkeit von System-Komponenten
gut unterstu¨tzt. Damit wurde der erste Schritt zur Bewa¨ltigung großer Systeme realisiert.
Ein weiterer wesentlicher Beitrag besteht in der Definition einer ganzzahligen Dis-
kretisierung des reellwertigen Zustandsraumes der Timed Automata (in Erweiterung
von [ABK+97, AMP98]). Die Korrektheit dieser ganzzahligen Semantik fu¨r die Erreich-
barkeitsanalyse wurde formal bewiesen [Bey01b, BN01]. Die vier wichtigsten Semanti-
ken fu¨r Timed Automata wurden in einer einheitlichen Darstellung formal beschrieben:
kontinuierliches Transitionssystem, Menge erreichbarer Zusta¨nde, ganzzahliges Transiti-
onssystem, Menge von Spuren.
Damit erfu¨llen die Cottbus Timed Automata die im Kapitel 1 aufgestellte Forderung 1,
und es stehen pra¨zise Semantiken zur Verfu¨gung, auf deren Grundlagen eine effiziente Ve-
rifikation erfolgen kann. Eine Beschreibung der Modellierungssyntax und mehrere Mo-




In diesem Kapitel werden die Konzepte fu¨r eine effiziente BDD-basierte Implementierung
der Verifikation von CTA-Modellen vorgestellt. Nach einer kurzen Diskussion des Algo-
rithmus fu¨r die Erreichbarkeitsanalyse werden die grundsa¨tzlichen Belange einer auf Bina-
ry Decision Diagrams basierenden Repra¨sentation ero¨rtert: Die Datenstruktur BDD wird
definiert und erkla¨rt, auf die Darstellung von Belegungsmengen diskreter Variablen und
das Problem des Variablenordnens wird eingegangen. Am Ende des zweiten Abschnitts
wird erkla¨rt, wie Transitionsrelationen und Erreichbarkeitsmengen der ganzzahligen Se-
mantik konkret repra¨sentiert werden.
Der Kern des Kapitels besteht in einem Beitrag zur Lo¨sung des Problems, eine gute
Variablenordnung zu finden. Der Kommunikationsgraph des Modells ist die Grundlage
der ¨Uberlegungen. Er gibt Auskunft u¨ber die Modellstruktur und die Abha¨ngigkeiten
innerhalb des Modells. Eine obere Schranke fu¨r die Repra¨sentationsgro¨ße der Transi-
tionsrelation, die durch einen formalen Beweis abgesichert ist, bildet die Basis einer
Scha¨tzfunktion fu¨r die Repra¨sentationsgro¨ße der Erreichbarkeitsmenge. Dadurch kann
aus einer Menge mo¨glicher Variablenordnungen die nach der Bewertung beste Ordnung
ausgewa¨hlt werden. An einem Beispiel wird die Wirkungsweise der Scha¨tzfunktion genau
erla¨utert [Bey01b].
Immer popula¨rer auf dem Gebiet der formalen Verifikation werden Techniken des mo-
dularen Beweisens und der Kompositionalita¨t [dR98, dRLP98]. Die Effizienz der vorge-
schlagenen Implementierung der Erreichbarkeitsanalyse lo¨st zwar das Problem des ex-
ponentiellen Aufwands der Verifikation in vielen Fa¨llen (vgl. Abschnitt 5.4.2), jedoch
erreicht auch hier das reine Model-Checking bei sehr großen Modellen mit komplexer
Kommunikationsstruktur seine Grenzen. Daher wird eine Verfeinerungsanalyse zur Kom-
bination mit der Erreichbarkeitsanalyse vorgeschlagen, mit der durch modulares Beweisen
in mehreren Schritten auch Modelle verifiziert werden ko¨nnen, die mit reiner Erreichbar-
keitsanalyse nicht handhabbar wa¨ren.
Die Effizienz der BDD-Repra¨sentation ist von mehreren Parametern abha¨ngig, die im
letzten Abschnitt des Kapitels beschrieben werden: Es wird auf die besondere Rolle der
Zeit-Transition eingegangen, verschiedene Alternativen fu¨r die Repra¨sentation der einzel-
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nen diskreten Transitionen diskutiert, sowie eine On-the-fly-Analyse definiert und deren
Korrektheit bewiesen. Weitere Parameter wie die Ordnung der diskreten Transitionen, die
Wahl der Hash-Funktion fu¨r die Hash-Tabelle und die Behandlung der inaktiven Uhren
ko¨nnen erheblich zur Performancesteigerung beitragen. Die Effektivita¨t der in diesem Ka-
pitel vorgeschlagenen Konzepte wird anhand einiger Benchmark-Beispiele im Kapitel 5
und einer großen Fallstudie in Kapitel 6 verdeutlicht.
Die Hauptaufgabe dieses Kapitels besteht in der Bereitstellung aller erforderlichen
Konzepte fu¨r die Implementierung eines effizienten Werkzeugs. Es sollen nicht nur stark
vereinfachte Aufsatz-Beispiele, sondern auch praxisrelevante, komplizierte Systeme, wie
etwa die Modell-Fertigungsanlage, verifiziert werden ko¨nnen.
3.1 Erreichbarkeitsanalyse
Eingabe: Timed Automaton A = (L,L0, X,Σ, I, E)
mit der kontinuierlichen Semantik [[A]]C = (L× Val(X ), L0 × {v0},Σ ∪ R+,→),
Menge von Zusta¨nden LF
Ausgabe: true gdw. LF ∩ [[[[A]]C ]]R 6= ∅
R := L0 × {v0}
do
Rprev := R
R := R ∪ {q′ ∈ L× Val(X ) | ∃q : q ∈ R ∧ q → q′}
if R ∩ (LF × Val(X )) 6= ∅ then return true
while R 6= Rprev
return false
Abbildung 3.1: Algorithmus fu¨r die Erreichbarkeitsanalyse.
In diesem Abschnitt werden die Ziele, Mo¨glichkeiten und Algorithmen der Erreich-
barkeitsanalyse vorgestellt. Ein generischer Algorithmus fu¨r die Erreichbarkeitsanalyse
wird in Abbildung 3.1 gezeigt. Der Algorithmus pru¨ft fu¨r einen gegebenen Timed Auto-
maton A, ob er einen Zustand aus einer gegebenen Menge LF erreichen kann. Wa¨hrend
der Ausfu¨hrung ist die Variable R die Menge aller bereits erreichten Konfigurationen. Je-
de Iteration des Algorithmus fu¨gt die Menge {q′ ∈ L × Val(X ) | ∃q : q ∈ R ∧ q → q′}
der Konfigurationen, die von R aus mit einer Transition erreichbar sind, zu R hinzu. Der
Algorithmus bricht ab, falls eine der folgenden Bedingungen erfu¨llt ist:
1. Es wurde eine Konfiguration erreicht, deren Zustand in der Menge der (verbotenen)
Zusta¨nde LF enthalten ist. Dann stoppt der Algorithmus und meldet eine Verletzung
der Sicherheitseigenschaft.
2. Der Fixpunkt R = Rprev wurde erreicht. Dann entha¨lt R alle erreichbaren Konfi-
gurationen. Falls in R keine Konfiguration mit einer Zustandskomponente aus LF
enthalten ist (Fall 1), dann ist die Sicherheitseigenschaft erfu¨llt.
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Anmerkung: Hier wird davon ausgegangen, daß die Erreichbarkeitsanalyse zum
Nachweis von Sicherheitseigenschaften und somit des Nichterreichens von ”Fehler-
zusta¨nden” angewendet wird (Negativtest). Es ist genauso sinnvoll, mittels Erreichbar-
keitsanalyse zu u¨berpru¨fen, ob bestimmte Konfigurationen erreicht werden ko¨nnen (Posi-
tivtest).
3.2 BDD-Repra¨sentation –
Zweiter Schritt zur Bewa¨ltigung großer Systeme
Im folgenden werden die fu¨r die Erfu¨llung von Forderung 2 auf Seite 14 notwendigen
¨Uberlegungen genauer beschrieben. Der erste Abschnitt fu¨hrt die Binary Decision Dia-
grams (BDDs) ein. Es wird beschrieben, wie Belegungsmengen von Booleschen Variablen
als BDDs repra¨sentiert werden ko¨nnen. Im zweiten Abschnitt werden einige Notationen
fu¨r diskrete Variablen eingefu¨hrt, die eine Generalisierung der Booleschen Variablen dar-
stellen. Der letzte Abschnitt zeigt, daß Mengen von Konfigurationen und Transitionen
der ganzzahligen Semantik als Belegungsmengen diskreter Variablen betrachtet werden
ko¨nnen und wie die BDD-Repra¨sentationen dieser Belegungsmengen berechnet werden.
3.2.1 Binary Decision Diagrams – Einfu¨hrung
Ein Binary Decision Diagram (BDD) [Bry86] repra¨sentiert eine Menge von Belegungen
fu¨r eine Menge von Booleschen Variablen. BDDs ermo¨glichen eine kanonische und kom-
pakte Repra¨sentation von Mengen und erlauben eine effiziente Implementierung von Ope-
rationen wie Durchschnitt, Vereinigung und Existenzquantifikation.
Ein BDD ist ein gerichteter, azyklischer Graph, der durch Reduktion von einem
bina¨ren Entscheidungsbaum abgeleitet wird. Ein bina¨rer Entscheidungsbaum besteht aus
Entscheidungsknoten, 0-Terminalknoten und 1-Terminalknoten. Jeder Entscheidungskno-
ten ist einer Booleschen Variable zugeordnet und hat zwei Kinder, genannt Low-Kind und
High-Kind.
Die Belegungen, die vom Entscheidungsbaum repra¨sentiert werden, entsprechen den
Pfaden vom Wurzelknoten zu den 1-Terminalknoten. Die Variable eines Knotens hat den
Wert 0, falls der Pfad zu einem Low-Kind fu¨hrt, und den Wert 1, falls der Pfad zu einem
High-Kind fu¨hrt.
Die Bottom-Up-Anwendung der folgenden zwei Reduktionsregeln transformiert einen
bina¨ren Entscheidungsbaum in einen BDD:
1. Isomorphieregel: Verschmelzen aller isomorphen Teilba¨ume.
2. Eliminationsregel: Eliminieren aller Knoten, deren Kinder isomorph sind.
In dieser Arbeit werden nur geordnete BDDs (auch OBDD genannt) verwendet, bei
denen die Variablen in jedem Pfad von der Wurzel zu einem Terminalknoten in der glei-
chen Reihenfolge auftreten. Fu¨r eine gegebene Variablenordnung ist die Repra¨sentation
einer Menge von Belegungen eindeutig.
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Abbildung 3.2: Entscheidungsbaum und BDD fu¨r eine Menge von Belegungen.
Abbildung 3.2 zeigt den Entscheidungsbaum und die BDD-Repra¨sentation der Men-
ge aller Belegungen der Booleschen Variablen {x1, x2, x3, x4} mit v(x1) = v(x2) und
v(x3) = v(x4). Eine gestrichelte Kante fu¨hrt zu einem Low-Kind, eine durchgehende zu
einem High-Kind.
Anmerkung: Die grundsa¨tzliche Idee, aus der spa¨ter die BDDs entwickelt wurden, war
die Shannon-Entwicklung, bei der eine Schaltfunktion durch die Belegung einer Variablen
in die Kombination zweier Unterfunktionen (Kofaktoren) zerlegt werden kann1. Werden
diese Unterfunktionen als Teilba¨ume betrachtet, entsteht ein bina¨rer Entscheidungsbaum.
Die Binary Decision Diagrams wurden 1959 von Lee eingefu¨hrt [Lee59]. Bekannt ge-
macht und genauer studiert wurden die BDDs von Akers [Ake78]. Dabei handelte es
sich um allgemeine bina¨re Entscheidungsgraphen. Das volle Potential fu¨r die algorith-
mische Arbeit mit dieser Datenstruktur wurde erst 1986 von Bryant untersucht: es liegt
in der Benutzung einer feststehenden Variablenordnung (die zu einer kanonischen Dar-
stellung fu¨hrt) und einer komprimierten Darstellung, wodurch erstaunlich effiziente Algo-
rithmen ermo¨glicht werden [Bry86, Bry92]. Durch das Ausdehnen der Isomorphieregel
auf verschiedene BDDs, d. h. das Benutzen eines Teilgraphen in mehreren verschiedenen
BDDs, wird die Datenstruktur ”Shared Reduced Ordered Binary Decision Diagram” defi-
niert [BRB90]. Mit der Abku¨rzung BDD ist im allgemeinen diese Datenstruktur gemeint.
3.2.2 Diskrete Variablen
Im folgenden werden einige Notationen zu Booleschen und den allgemeineren diskreten
Variablen sowie ihrer Belegungen angegeben, um formal definieren zu ko¨nnen, wie ein
BDD eine Menge von Belegungen repra¨sentiert.
Diskrete Variablen sind Variablen mit einem endlichen und nicht leeren Wertebereich.
Ohne Beschra¨nkung der Allgemeinheit werden nur Wertebereiche zugelassen, deren An-
zahl von Elementen eine Zweierpotenz ist; Wertebereiche, fu¨r die das nicht gilt, werden
1Shannon wandte die grundlegenden Regeln der klassischen Logik und der elementaren Mengenlehre
bereits 1938 zur Beschreibung von digitalen Schaltungen an [Sha38].
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mit ungenutzten Elementen aufgefu¨llt. Boolesche Variablen sind spezielle diskrete Varia-
blen mit dem Wertebereich {0, 1}.
Ein BDD kann nicht nur Belegungsmengen Boolescher Variablen repra¨sentieren, son-
dern auch Belegungsmengen diskreter Variablen. Dafu¨r wird jede diskrete Variable x mit
mehr als zwei Werten im Wertebereich durch mehrere Boolesche Variablen kodiert.
Analog zu Abschnitt 2.1 werden die Begriffe Bedingung und Belegung fu¨r die folgen-
den Abschnitte auf diskrete Variablen u¨bertragen. Sei X eine Menge diskreter Variablen,
und bezeichne Range(x) den Wertebereich einer Variable x ∈ X . Die Menge Φ(X) von
Bedingungen u¨ber X wird erzeugt von der Grammatik ϕ := x1 ∼ c | x1 ∼ x2 | ϕ ∧ ϕ,
mit x1, x2 ∈ X , ∼ ∈ {≤,≥, <,>,=, 6=}, Range(x1) = Range(x2) und c ∈ Range(x1).
Falls Range(x1) keine total geordnete Menge ist, ist nur ∼ ∈ {=, 6=} erlaubt.
Eine Belegung v von X ist eine totale Funktion, die jeder Variablen x ∈ X ein Ele-
ment aus Range(x) zuordnet. Wie in Abschnitt 2.1 bezeichnet Val(X ) die Menge aller
Belegungen von X , und fu¨r eine Bedingung ϕ ∈ Φ(X) bezeichnet [[ϕ]] die Menge aller
Belegungen von X , die ϕ erfu¨llen. Diese Festlegung ist mehrdeutig, da fu¨r zwei Mengen
von Variablen X und Y gilt: ϕ ∈ Φ(X) impliziert ϕ ∈ Φ(X ∪ Y ). (ϕ bezieht sich auf
verschiedene Mengen von Variablen, weil z. B. x > 5 eine Bedingung fu¨r die beiden
Mengen {x} und {x, y} ist.) Somit ko¨nnte [[ϕ]] ein Element von Val(X ) genauso gut wie
von Val(X ∪Y ) sein. Diese Mehrdeutigkeit wird durch die Identifizierung der korrespon-
dierenden Belegungsmengen aufgelo¨st. Formal: V ⊆ Val(X) und W ⊆ Val(X ∪ Y )
werden identifiziert, gdw. W = {w ∈ Val(X ∪ Y ) | ∃v ∈ V : ∀x ∈ X : v(x) = w(x)}.
Dies ist gerechtfertigt durch die Tatsache, daß V und W die gleiche BDD-Repra¨sentation
besitzen.
Im folgenden werden einige Begriffe fu¨r eine Belegungsmenge V ⊆ Val(X) definiert.
Definition 3.1 Fu¨r eine Variable x ∈ X ist die Existenzquantifizierung2 ∃x.V definiert
als die Menge aller Belegungen von X \ {x}, die in allen Variablen außer x mit einer
Belegung in V u¨bereinstimmen. Formal: ∃x.V = {w ∈ Val(X \ {x}) | ∃v ∈ V :
∀y ∈ X \ {x} : v(y) = w(y)}.
Definition 3.2 Fu¨r zwei Variablen x ∈ X und y 6∈ X ist V [x ← y] die Belegungsmenge,
die durch Umbenennung von x in y entsteht. Formal: V [x← y] = {w ∈ Val((X \ {x})
∪ {y}) | ∃v ∈ V : v(x) = w(y) ∧ ∀z ∈ X \ {x} : v(z) = w(z)}.
Definition 3.3 Fu¨r eine Variable x ∈ X und eine Konstante c ∈ Range(x) ist der Ko-
faktor V |x=c definiert als ∃x.(V ∩ [[x = c]]). Sei Y = {y1, y2, ..., yn} eine Teilmenge
von X . Dann bezeichnet V |Y die Menge der Kofaktoren von V bezu¨glich der Variablen
in Y . Formal: V |Y = {V |y1=c1,...,yn=cn | ∀i ∈ {1, 2, ..., n} : ci ∈ Range(yi)}.
Es existieren effiziente BDD-Operationen fu¨r die Existenzquantifizierung und die Um-
benennung von Variablen, sowie fu¨r Durchschnitt, Vereinigung und Vergleich von Bele-
gungsmengen.
2Die pra¨dikatenlogischen Quantoren ∃ und ∀ werden hier statt nur auf Pra¨dikate mit analoger Bedeutung
auch auf Belegungsmengen angewendet.
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3.2.3 Binary Decision Diagrams – formale Definition
Fu¨r den Beweis der oberen Schranke im Abschnitt 3.3.2 und um einen exakteren Einblick
in die Operationen liefern zu ko¨nnen, wird eine formale Definition fu¨r die BDDs beno¨tigt.
Die folgende Definition ist der von McMillan a¨hnlich [McM93]. Ein BDD wird mit sei-
nem Wurzelknoten identifiziert.
Definition 3.4 Sei →x ein Vektor (x1, x2, ..., xn) von Booleschen Variablen. Falls n = 0,
dann ist B ein Binary Decision Diagram u¨ber →x gdw. B der 0-Terminalknoten (B = 0)
oder der 1-Terminalknoten (B = 1) ist. Falls n > 0, dann ist B ein BDD u¨ber →x gdw.
• B ein BDD u¨ber (x2, ..., xn) ist oder
• B = (x1,B0,B1), wobei B0 und B1 verschiedene BDDs u¨ber (x2, ..., xn) sind.
B wird x1-Knoten genannt, B0 ist das Low-Kind von B und B1 ist das High-Kind
von B.
Definition 3.5 Sei B ein BDD u¨ber (x1, x2, ..., xn). Dann ist die B zugeordnete BDD-
Semantik [[B]] definiert als die folgende Belegungsmenge von {x1, x2, ..., xn}:
[[B]] =

∅, falls B = 0
Val({x1, x2, ..., xn}), falls B = 1
([[B0]] ∩ [[xi = 0]]) ∪ ([[B1]] ∩ [[xi = 1]]), falls B = (xi,B0,B1)
Fu¨r die Anwendung von BDDs ist es von zentraler Bedeutung, daß sie Mengen von
Belegungen Boolescher Variablen kanonisch darstellen.
Satz 3.1 (Bryant, 1986) Sei →x = (x1, x2, ..., xn) ein Vektor von Booleschen Variablen.
Dann existiert fu¨r jede Belegungsmenge V ⊆ Val({x1, x2, ..., xn}) genau ein BDD B
u¨ber →x mit V = [[B]] (Kanonizita¨t).
Beweis: Der Beweis zu dieser Kernaussage der BDD-Repra¨sentation von Belegungs-
mengen wurde 1986 von Bryant erbracht [Bry86].
uunionsq
3.2.4 Operationen
Um die Komplexita¨t der Operationen einscha¨tzen zu ko¨nnen, sind einige Erkla¨rungen zur
Implementierung eines BDD-Pakets erforderlich. Ausfu¨hrlicher werden die Implementie-
rungsdetails in einem Aufsatz von Brace et al. erkla¨rt [BRB90]. Die Knoten aller ver-
wendeten BDDs werden in einem Knotenvektor gespeichert. Ein Knoten hat als Attribute
(unter anderen) den Variablenindex und die Indizes seines High- und Low-Kindes im Kno-
tenvektor. Im Knotenvektor gibt es keine gleichen Knoten. Dadurch und durch die Ka-
nonizita¨t (Satz 3.1) ist garantiert, daß zwei die gleiche Menge darstellende BDDs gleiche
Indizes im Knotenvektor haben. Erzeugt eine Operation einen Knoten fu¨r ihren Ergebnis-
BDD, wird dieser nur dann neu in den Knotenvektor aufgenommen, wenn er noch nicht
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Prozedur Union
Eingabe: BDDs B1, B2 u¨ber (x1, x2, ..., xn)
Ausgabe: BDD u¨ber (x1, x2, ..., xn), der [[B1]] ∪ [[B2]] darstellt
if B1 = 1 or B2 = 0 or B1 = B2 then return B1
if B2 = 1 or B1 = 0 then return B2
Seien B1 = (xi1 ,B1,0,B1,1), B2 = (xi2 ,B2,0,B2,1)
if i1 = i2 then
Br,0 := Union(B1,0,B2,0); Br,1 := Union(B1,1,B2,1)
if Br,0 = Br,1 then return Br,0 else return (xi1 ,Br,0,Br,1)
if i1 < i2 then
Br,0 := Union(B1,0,B2); Br,1 := Union(B1,1,B2)
if Br,0 = Br,1 then return Br,0 else return (xi1 ,Br,0,Br,1)
if i1 > i2 then
Br,0 := Union(B1,B2,0); Br,1 := Union(B1,B2,1)
if Br,0 = Br,1 then return Br,0 else return (xi2 ,Br,0,Br,1)
Abbildung 3.3: Algorithmus fu¨r die Operation Vereinigung von BDDs (nach [Bry86]).
darin enthalten ist. Um dies in konstanter Zeit pru¨fen zu ko¨nnen, werden alle Knoten in
eine Hash-Tabelle eingetragen. Der Index eines Knotens wird durch eine Hash-Funktion
aus dem Variablenindex und den Indizes seiner Kinder berechnet.
Das Freigeben nicht mehr beno¨tigter Knoten erfolgt durch Garbage Collection. Da-
zu wird eine Liste aller vom Nutzer referenzierten Knoten gefu¨hrt, und bei der Garbage
Collection werden alle Knoten gelo¨scht, die nicht von diesen aus erreichbar sind. Ein so-
fortiges Lo¨schen nicht mehr beno¨tigter Knoten ist nicht mo¨glich, weil dadurch Eintra¨ge in
den Caches der Operationsergebnisse ungu¨ltig wu¨rden.
Es folgt eine Diskussion der fu¨r die Erreichbarkeitsanalyse beno¨tigten Operationen fu¨r
BDDs u¨ber dem Vektor von Booleschen Variablen (x1, x2, ..., xn) mit Anmerkungen zur
Komplexita¨t der Operationen (vgl. [BRB90]).
Elementare BDDs: Die BDD-Darstellung von [[xi = 0]] ist (xi, 1, 0) und die BDD-
Darstellung von [[xi = 1]] ist (xi, 0, 1) (fu¨r alle i ∈ {1, 2, ..., n}).
Vergleich: Wie oben bereits beschrieben, kann fu¨r zwei BDDs B1 und B2 durch Ver-
gleich ihrer Indizes im Knotenvektor in konstanter Zeit festgestellt werden, ob
[[B1]] = [[B2]].
Vereinigung und Durchschnitt: Abbildung 3.3 zeigt eine rekursive Prozedur, die fu¨r
zwei BDDs B1 und B2 den BDD berechnet, der [[B1]] ∪ [[B2]] darstellt. Der Al-
gorithmus zur Berechnung der Schnittmenge ist analog. Die Prozedur wird durch
Anwendung von dynamischer Programmierung verfeinert. Werden alle BDDs B1
und B2, fu¨r die die Vereinigung bereits berechnet wurde, zusammen mit dem Er-
gebnis in einer Hash-Tabelle gespeichert, ist die Anzahl der rekursiven Aufrufe auf
(|B1|+2) · (|B2|+2) begrenzt. Folglich ist auch die Gro¨ße des entstehenden BDDs
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ho¨chstens (|B1| + 2) · (|B2| + 2). Dabei handelt es sich um Worst-Case-Angaben,
die meist weit unterschritten werden. Praktisch hat es sich als effizienter erwiesen,
statt Hash-Tabellen Caches zu benutzen, in denen beim Eintragen eines neuen Da-
tensatzes ein eventuell an der entsprechenden Position gespeicherter alter Datensatz
einfach u¨berschrieben wird.
Bedingungen: Sei x eine diskrete Variable, die durch xi1 , xi2 , ..., xi|x| (i1, i2, ..., i|x| ∈
{1, 2, ..., n}) kodiert wird. Dann kann der Vergleich [[x = c]] (c ∈ Range(x))
als Konjunktion von Bedingungen [[xik = ck]] (k ∈ {1, 2, ..., |x|}, ck ∈ {0, 1})
ausgedru¨ckt werden. Die anderen Vergleiche von diskreten Variablen mit Kon-
stanten ko¨nnen als Vereinigung ausgedru¨ckt werden, zum Beispiel [[x ≤ c]] =⋃
d∈{e∈Range(x) | e≤c} [[x = d]].
Kofaktor: Sei V eine Menge von Belegungen der Variablenmenge {x1, x2, ..., xn} und
B der BDD mit [[B]] = V . Dann kann der BDD fu¨r den Kofaktor V |xi=c
(i ∈ {1, 2, ..., n}, c ∈ {0, 1}) berechnet werden, indem jede Kante zu einem xi-
Knoten zu dessen c-Kind umgelenkt wird und alle xi-Knoten entfernt werden. Dies
ist durch Traversieren von B mo¨glich. Der entstehende BDD ist nicht gro¨ßer als B.
Existenzquantifizierung: Sei V eine Menge von Belegungen der Variablenmenge
{x1, x2, ..., xn} und B ein BDD mit [[B]] = V . Dann kann ∃xi.V (i ∈ {1, 2, ..., n})
berechnet werden als V |xi=0 ∪ V |xi=1. Folglich ist die Knotenzahl des entstehen-
den BDDs ho¨chstens (|B| + 2)2. Eine Existenzquantifizierung einer durch mehrere
Boolesche Variablen kodierten Variable kann durch Nacheinanderausfu¨hrung der
Existenzquantifizierungen der einzelnen Booleschen Variablen implementiert wer-
den.
Umbenennen von Variablen: Sei V eine Menge von Belegungen der Variablenmenge
Y = {xi1 , xi2 , ..., xij}mit 1 ≤ i1 < i2 < ... < ij ≤ n undB ein BDD mit [[B]] = V .
Es soll der BDD fu¨r V [xik ← xi] berechnet werden, wobei B keine Knoten mit
Variablen zwischen xik und xi entha¨lt. Handelt es sich bei V [xik ← xi] zum Bei-
spiel um die im Erreichbarkeitsalgorithmus angewendete Basisoperation zum Um-
benennen der gestrichenen in ungestrichene Variablen, so muß i < ik und ik−1 < i
(bzw. 1 ≤ i, falls k = 1) gelten. Fu¨r diese Operation muß der BDD lediglich
traversiert und jeder xik-Knoten in einen xi-Knoten mit den gleichen Kindern um-
gewandelt werden. Die Knotenzahl des entstehenden BDDs entspricht der von B.
Es ist mo¨glich, in einem Durchlauf mehrere Umbenennungen vorzunehmen.
3.2.5 Variablenordnung
Fu¨r eine feste Variablenordnung ist die BDD-Darstellung einer Menge von Belegungen
eindeutig. Die Gro¨ße der BDDs kann sich bei verschiedenen Variablenordnungen erheb-
lich unterscheiden. Ein Beispiel dafu¨r ist die Menge V der Belegungen v der Booleschen
Variablen {x1, x2, ..., x2n}, fu¨r die gilt v(xi) = v(xn+i) fu¨r alle i ∈ {1, 2, ..., n}. Bei
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Abbildung 3.4: BDD-Darstellung einer Menge bei verschiedenen Variablenordnungen.
bei der Variablenordnung (x1, xn+1, x2, xn+2, ..., xn, x2n) linear. Abbildung 3.4 zeigt die
BDDs fu¨r n = 3. Die BDD-Gro¨ßen vieler praktisch auftretender Mengen reagieren sen-
sibel auf die Variablenordnung, folglich ist die Konstruktion guter Ordnungen von großer
Bedeutung.
Die Berechnung einer optimalen Variablenordnung ist NP-vollsta¨ndig [BW96,
THY93]. Daher ist der Zeitaufwand zur Berechnung einer optimalen Variablenordnung
fu¨r den praktischen Gebrauch unakzeptabel. Es wurden jedoch mehrere Heuristiken un-
tersucht, die sich in zwei Richtungen unterscheiden lassen:
Statisches Variablenordnen: Noch vor dem Erstellen eines BDDs werden abha¨ngig vom
Anwendungsbereich gute Variablenordnungen berechnet, die sich wa¨hrend der ge-
samten Laufzeit nicht mehr vera¨ndern. Fu¨r kommunizierende endliche Automa-
ten ko¨nnen gute Variablenordnungen aus der Kommunikationsstruktur abgeleitet
werden [TSL+90, JPHS91, ATB94]. Im folgenden werden mit diesem Ansatz
Heuristiken fu¨r den Bereich der Timed Automata entwickelt (in den Abschnit-
ten 3.3.1 und 3.3.2, im Abschnitt 3.3.5 durch eine Beispielrechnung gerechtfertigt)
und spezielle Erweiterungen fu¨r modulare CTA-Modelle angegeben. Der Vorteil
des statischen Ordnens ist, daß zur Berechnungszeit der Variablenordnung alle In-
formationen u¨ber die Modellstruktur vorhanden sind und zur Berechnung verwendet
werden ko¨nnen. Außerdem wird die Berechnung der statischen Variablenordnung
nur einmal durchgefu¨hrt, wodurch mehr Zeit fu¨r die Berechnung der Ordnung zur
Verfu¨gung steht.
Dynamisches Variablenordnen: Wa¨hrend der Durchfu¨hrung von Berechnungen mit den
BDDs werden die Variablen nach dem ¨Uberschreiten von bestimmten Trigger-
werten (z. B. BDD-Gro¨ße) anhand zur Laufzeit vorhandener Kriterien neu geord-
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net [Rud93]. Diese Strategie ist vom Anwendungsbereich unabha¨ngig und die Wir-
kung ist sofort an der BDD-Gro¨ße erkennbar. Vorteilhaft an dieser Strategie ist, daß
alle Laufzeit-Informationen verfu¨gbar sind und statt Scha¨tzungen exakte Werte zur
Beurteilung der Ordnung zur Anwendung kommen ko¨nnen. Dieser Ansatz kann
jedoch keine Strukturinformationen des Modells beru¨cksichtigen.
Wird durch statisches Variablenordnen eine gute Anfangsordnung der Variablen er-
zielt, so erho¨ht das dynamische Variablenordnen die Laufzeit der Algorithmen erheblich,
obwohl keine deutliche Verminderung des Platzbedarfs erreicht wird. Ein empirischer
Beleg fu¨r diese Behauptung erfolgte von Yang et al. [YBO+98]. Zur Vermeidung dieses
unno¨tigen Mehraufwands wird bei der Implementierung der in dieser Arbeit vorgestellten
Konzepte auf dynamisches Variablenordnen verzichtet und stattdessen an der Berechnung
einer guten Anfangsordnung gearbeitet.
3.2.6 BDDs fu¨r Transitionsrelationen und Erreichbarkeitsmengen
In welcher Weise die Transitionen des Produktautomaten und die Menge der erreichba-
ren Konfigurationen in der BDD-Darstellung kodiert werden, behandelt dieser Abschnitt
(siehe auch [BN01, BN00]). Verschiedene erweiterte Repra¨sentationen der Transitionsre-
lation werden in Abschnitt 3.5 diskutiert.
Fu¨r eine BDD-basierte Implementierung des in Abbildung 3.1 auf Seite 52 angege-
benen Algorithmus fu¨r die Erreichbarkeitsanalyse muß die Transitionsrelation als BDD
repra¨sentiert werden. Eine endliche Relation kann durch eine Belegungsmenge dargestellt
werden, indem den Argumenten der Relation diskrete Variablen zugeordnet werden. Sei
P ⊆ P1 × P2 × ... × Pn eine Relation und X = {x1, x2, ..., xn} eine Menge diskreter
Variablen mit Range(xi) = Pi fu¨r alle i ∈ {1, 2, ..., n}. Dann sei VP,(x1,x2,...,xn) der Name
der Belegungsmenge von X mit v ∈ VP,(x1,x2,...,xn) gdw. (v(x1), v(x2), ..., v(xn)) ∈ P .
Die Kernoperation der Erreichbarkeitsanalyse ist die sogenannte ”Image-
Computation”, die fu¨r ein gegebenes Transitionssystem (Q,Q0,Σ,→) und
eine Konfigurationsmenge R ⊆ Q die Menge aller Folgekonfigurationen
R′ = {q′ ∈ Q | ∃q : q ∈ R ∧ q → q′} berechnet (vgl. Abbildung 3.1 auf
Seite 52). Fu¨r zwei Variablen q, q′ mit Range(q) = Range(q′) = Q kann die Konfi-
gurationsmenge R durch die Menge VR,(q) von Belegungen mit dem Definitionsbereich
{q} und dem Wertebereich Q repra¨sentiert werden; die Transitionsrelation→ wird durch
eine Belegungsmenge V→,(q,q′) von {q, q′} repra¨sentiert. Dann ist VR,(q) ∩ V→,(q,q′)
eine Belegungsmenge, die jedem Element von R seine Folgekonfigurationen zuordnet:
v ∈ VR,(q) ∩ V→,(q,q′) gdw. v(q) ∈ R und v(q) → v(q′). Die Existenzquantifizierung
von q fu¨hrt zur gewu¨nschten Menge von Folgekonfigurationen als Belegungsmen-
ge von q′: v ∈ ∃q : (VR,(q) ∩ V→,(q,q′)) gdw. v(q′) ∈ R′, oder in anderer Weise
geschrieben, VR′,(q′) = ∃q : (VR,(q) ∩ V→,(q,q′)). Nun kann diese Menge durch die
Umbenennung von q′ durch q in eine Belegungsmenge von q transformiert werden:
VR′,(q) = (∃q : (VR,(q) ∩ V→,(q,q′)))[q′ ← q]. In dieser Arbeit wird die Abku¨rzung→(q, q′)
fu¨r V→,(q,q′) und
a→(q, q′) fu¨r V a→,(q,q′) mit a ∈ Σ verwendet.
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Die verbleibende Aufgabe ist, die BDD-Repra¨sentation der Transitionsrelation fu¨r
einen gegebenen abgeschlossenen Timed Automaton A = (L,L0, {x1, ..., xn},Σ, I, E)
mit der ganzzahligen Semantik [[A]]I = (Q,Q0,Σ ∪ N,→) zu berechnen.
Die Transitionsrelation wird durch mehrere BDDs repra¨sentiert: ein BDD fu¨r die Zeit-
Transitionsrelation 1→ und je ein BDD fu¨r die diskrete Transitionsrelation a→ jeder Syn-
chronisationsmarke a ∈ Σ. Auf diese Weise gespaltene Transitionsrelationen werden im
folgenden geteilte Transitionsrelation genannt, die einzelnen Teil-Relationen sind parti-
elle Transitionsrelationen. In diesem Kapitel ist eine Konfiguration von A repra¨sentiert
durch den Zustand und die ganzzahligen Uhrenwerte. Die Variable l mit Range(l) = L
entha¨lt den Zustand, und die Uhren xi (1 ≤ i ≤ n) werden betrachtet als diskrete Va-
riablen mit Range(xi) = {0, 1, ..., CA(xi) + 1}. Die gestrichene Version einer jeden
Variablen entha¨lt den Wert der Variablen in der Folgekonfiguration und hat den gleichen
Wertebereich wie die ungestrichene Version. Die partiellen Transitionsrelationen ko¨nnen
als Belegungsmengen der Variablen {l, l′, x1, x′1, ..., xn, x′n} repra¨sentiert werden. Nach
dieser Notation kann die Repra¨sentation der Transitionsrelation in der folgenden Weise
berechnet werden:
1→(l, l′, x1, x′1, ..., xn, x′n) = [[l′ = l]] ∩ [[I(l)]] ∩ [[I(l)]][x1 ← x′1, ..., xn ← x′n]
∩ ⋂
i∈{1,2,...,n}
[[x′i = min(xi + 1, CA(xi) + 1)]]
und fu¨r alle a ∈ Σ gilt




[[l = m]] ∩ [[l′ = m′]] ∩ [[ϕ]] ∩ ⋂
i∈{1,2,...,n}
{
[[x′i = 0]], falls xi ∈ Y
[[x′i = xi]], sonst
)
Um die Transitionsrelation fu¨r den Produktautomaten A mehrerer Timed Automata
A1,A2, ...,An mit paarweise disjunkten Uhrenmengen zu berechnen, ist es nicht notwen-
dig, den Produktautomaten explizit zu berechnen. Sei Σi die Menge der Synchronisati-
onsmarken und→i die Transitionsrelation vonAi (i ∈ {1, 2, ..., n}). Eine diskrete Transi-
tion von A mit Synchronisationsmarke a bedeutet, daß alle Komponenten, die a in ihrem
Alphabet haben, eine a-Transition nehmen, wobei alle anderen Komponenten ihre Konfi-
guration nicht vera¨ndern. Seien qi und q′i entsprechend die Variablen fu¨r die Konfiguration




a→(q1, q′1, ..., qn, q′n) =
⋂
i∈{1,2,...,n}
{ a→i(qi, q′i), falls a ∈ Σi
[[q′i = qi]], sonst
Fu¨r die Zeit-Transitionsrelation von A gilt:
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Eingabe: parallele Komposition A = {L,L0, X,Σ, I, E}
mit der diskreten Semantik [[A]]I = (Q,Q0,Σ ∪ N,→)
der abgeschlossenen Timed Automata Ai = (Li, L0i , Xi,Σi, Ii, Ei)
mit den diskreten Semantiken [[Ai]]I = (Qi, Q0i ,Σi ∪ N,→i), i ∈ {1, ..., n}
und disjunkten Uhrenmengen: Xj ∩Xk = ∅ fu¨r alle j, k ∈ {1, ..., n} mit j 6= k
Ausgabe: Reach([[A]]I)(q1, ..., qn),
mit Variable qi entspricht der Konfiguration von Ai (Range(qi) = Qi)
R := Q0(q1, . . . , qn)
do
Rprev := R
forall a ∈ (Σ ∪ {1})
R := R ∪ ( ∃q1...∃qn(R ∩ a→(q1, q′1, ..., qn, q′n)) ) [q′1 ← q1]...[q′n ← qn]
until R = Rprev
return R
Abbildung 3.5: Berechnung der Menge erreichbarer Konfigurationen.
Zeit-Transitionen von mehr als einer Zeiteinheit ko¨nnen als Folge von Zeit-
Transitionen einer Zeiteinheit repra¨sentiert werden. Eine monolithische Transitionsrelati-
on ko¨nnte erzeugt werden durch die Vereinigung der partiellen Transitionsrelationen, aber
in der Praxis ist es effizienter, diese partiellen Transitionsrelationen sequentiell anzuwen-
den (vgl. Abschnitt 3.5.2).
Durch die in diesem Abschnitt eingefu¨hrte BDD-Repra¨sentation von Mengen und Re-
lationen kann ein BDD-basierter Algorithmus fu¨r die Erreichbarkeitsanalyse angegeben
werden. In Abbildung 3.5 ist ein solcher Algorithmus fu¨r die Berechnung aller erreichba-
ren Konfigurationen einer parallelen Komposition von n Timed Automata aufgefu¨hrt. Die
in der Abbildung eingefu¨hrten Bezeichnungen werden in den folgenden Abschnitten ver-
wendet. Es werden ausschließlich abgeschlossene Timed Automata mit ihrer ganzzahligen
Semantik (wie im Abschnitt 2.4.3 eingefu¨hrt) benutzt. Eine ¨Uberfu¨hrung der Resultate auf
andere Diskretisierungen ist mo¨glich.
3.3 Effizienz durch statisches Variablenordnen
Die Anzahl der Zusta¨nde eines Produktautomaten wa¨chst exponentiell mit der An-
zahl der parallel laufenden Komponenten (bzw. Prozesse). Dieses Problem der ”Zu-
standsraumexplosion” erzwingt typischerweise die Anwendung von symbolischen Re-
pra¨sentationstechniken. Die Technik der Repra¨sentation von Mengen von Zusta¨nden als
Binary Decision Diagrams ist weitverbreitet und wird fu¨r die Verifikation von finiten Au-
tomaten eingesetzt. Der na¨chste Schritt hin zur effizienten Verifikation ist somit die Be-
nutzung einer endlichen Menge von Konfigurationen fu¨r die Erreichbarkeitsanalyse durch
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das Anwenden einer diskreten Semantik. Die Diskretisierung erlaubt eine einheitliche
Repra¨sentation von Mengen von Konfigurationen, die aus je einem Zustand des Auto-
maten zusammen mit der diskretisierten (urspru¨nglich kontinuierlichen) Uhrenbelegung
besteht. Diese Technik wurde auch von Bozga et al. in einer BDD-basierten Version von
Kronos untersucht [BMPY97], jedoch konnte nur eine geringe Performance-Verbesserung
gegenu¨ber der herko¨mmlichen Matrix-basierten Datenstrukturen erzielt werden.
Basierend auf den in den letzten Abschnitten vorgestellten Konzepten wurde eine
Werkzeugimplementierung fu¨r die BDD-basierte Erreichbarkeitsanalyse von abgeschlos-
senen Timed Automata geschaffen [Bey01c]. Erfahrungen mit der Analyse von finiten
Automaten haben gezeigt, daß die Effizienz einer solchen Implementierung drastisch von
der geeigneten Wahl mehrerer Parameter abha¨ngt [BCL+94, RAB+95]. In diesem Ab-
schnitt wird kurz skizziert, in welcher Weise diese Probleme in der entstandenen Imple-
mentierung gelo¨st worden sind.
Wie bereits in Abschnitt 3.2.1 erwa¨hnt, ist die BDD-Repra¨sentation einer Konfigu-
rationsmenge eindeutig bestimmt fu¨r eine gegebene Variablenordnung. Jedoch ko¨nnen
Vera¨nderungen der Variablenordnung große Auswirkungen auf die Gro¨ße des re-
pra¨sentierenden BDDs haben. Der in dieser Arbeit verfolgte Ansatz zum Finden guter
Variablenordnungen wird in Abschnitt 3.3.5 vorgestellt. Dabei wird eine aus der Kom-
munikationsstruktur des Systems resultierende Variablenordnung verwendet. Es wird ei-
ne obere Schranke fu¨r die Repra¨sentationsgro¨ße der Transitionsrelation formal bewiesen.
Nach dieser Schranke wa¨chst die Gro¨ße der Transitionsrelation z. B. bei dem Protokoll
fu¨r gegenseitigen Ausschluß von Fischer polynomiell mit der Anzahl der Prozesse. Aus
der oberen Schranke fu¨r die Transitionsrelation wird eine Gro¨ßenscha¨tzung fu¨r die Re-
pra¨sentation der Menge der erreichbaren Konfigurationen abgeleitet. Empirische Studien
belegen, daß diese Scha¨tzfunktion fu¨r gute Variablenordnungen kleine Werte liefert. Des-
halb kann diese Scha¨tzung als qualitative Bewertung verschiedener Variablenordungen
verwendet werden.
3.3.1 Kommunikationsgraph und Variablenordnung
Aziz et al. bewiesen eine obere Schranke fu¨r die Gro¨ße des BDDs von Transitionsrela-
tionen kommunizierender endlicher Automaten [ATB94]. Auf der Basis dieser oberen
Schranke werden dort gute Variablenordnungen fu¨r die Menge erreichbarer Zusta¨nde fest-
gelegt. In diesem Abschnitt werden die Resultate dieser Arbeit benutzt, um die Charakte-
ristiken guter Variablenordnungen fu¨r Timed Automata zu erkla¨ren.
Die Aufgabe besteht darin, eine Variablenordnung fu¨r eine gegebene parallele Kom-
position von Timed Automata A zu finden, so daß die Anzahl der Knoten der BDD-
Repra¨sentation von Reach([[A]]I) so klein wie mo¨glich ist. Fu¨r diesen Zweck wird die
Kommunikation zwischen den Komponenten untersucht. Zwei Komponenten Aj und Ak
mit j, k ∈ {1, ..., n} kommunizieren miteinander, kurz Aj 
 Ak, gdw. Σj ∩Σk 6= ∅ und
j 6= k. Werden die Komponenten als Knoten betrachtet und die Kommunikationsrelation

 als Kantenmenge, entsteht der Kommunikationsgraph.
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Zwei generelle Eigenschaften guter Variablenordungen sind:
1. Kommunizierende Komponenten haben nahe beieinander liegende Positionen inner-
halb der Variablenordnung.
2. Komponenten, die mit vielen anderen Komponenten kommunizieren, haben Posi-
tionen am Anfang der Variablenordnung.
An zwei Beispielen werden diese Eigenschaften illustriert: Betrachtet werden drei end-
liche Automaten (d. h. Timed Automata ohne Uhren) A1, A2 und A3, mit den Zusta¨nden
























Abbildung 3.6: Kommunikationsgraph und Variablenordnung, Beispiel 1.
Im ersten Beispiel kommuniziert A3 weder mit A1 noch mit A2. A1 und A2 stel-
len u¨ber die Kommunikation sicher, daß sie sich jederzeit im gleichen Zustand befinden.
Seien xi1 und xi2 die Variablen, die den Zustand von Ai kodieren. Abbildung 3.6 zeigt
den Kommunikationsgraphen und die BDDs der erreichbaren Zusta¨nde fu¨r die Variablen-
ordnung (x11, x12, x21, x22, x31, x32) auf der linken Seite und fu¨r die Variablenordnung
(x11, x12, x31, x32, x21, x22) auf der rechten Seite. Dieses Beispiel verdeutlicht, daß das
Beru¨cksichtigen der ersten Eigenschaft zu einer besseren Variablenordnung fu¨hrt.
Im zweiten Beispiel kommuniziert A1 mit A2 und A3, und A2 kommuniziert nicht
mit A3. ¨Uber die Kommunikation ist sichergestellt, daß A1 und A2 sowie A1 und A3
sich jeweils in verschiedenen Zusta¨nden befinden. Abbildung 3.7 auf der na¨chsten Sei-
te zeigt wiederum den Kommunikationsgraphen und die BDDs der erreichbaren Konfi-
gurationen fu¨r die Variablenordnung (x11, x12, x21, x22, x31, x32) und fu¨r die Variablen-
ordnung (x21, x22, x31, x32, x11, x12). Die beiden Variablenordnungen unterscheiden sich
nicht bezu¨glich der ersten Eigenschaft, jedoch sind die Gro¨ßen ihrer BDDs verschieden.
Dies zeigt, daß von diesen zwei Variablenordnungen diejenige die bessere ist, die die
zweite Eigenschaft beru¨cksichtigt.
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Abbildung 3.7: Kommunikationsgraph und Variablenordnung, Beispiel 2.
Um einen Algorithmus fu¨r das Finden guter Variablenordnungen zu entwickeln, wird
zuna¨chst eine obere Schranke fu¨r die BDD-Gro¨ße der Transitionsrelation eines Produkt-
automaten angegeben. Der einzige Engpaß im hier benutzten Erreichbarkeitsalgorithmus
ist jedoch die Gro¨ße des BDDs fu¨r die Menge der erreichbaren Konfigurationen, weil die
monolithische Transitionsrelation nicht berechnet wird (stattdessen werden die partiellen
Transitionsrelationen angewendet, die von kleinen BDDs repra¨sentiert werden, siehe Ab-
schnitt 3.5.2.1). Die obere Schranke fu¨r die Transitionsrelation wird beno¨tigt, weil gute
Variablenordnungen fu¨r die Transitionsrelation oft auch gut fu¨r die Menge der erreichba-
ren Konfigurationen sind und deshalb die Scha¨tzung fu¨r die Gro¨ße der Menge erreichbarer
Konfigurationen von der oberen Schranke fu¨r die Gro¨ße der Transitionsrelation abgelei-
tet wird. Ein Algorithmus fu¨r die Berechnung einer guten Variablenordnung sucht so-
mit nach einer Variablenordnung, fu¨r die die Gro¨ßenscha¨tzung einen kleinen Wert ergibt.
Dieser Ansatz wurde von Aziz et al. auf kommunizierende finite Automaten angewen-
det [ATB94].
Diese Argumentation ist nicht nur durch die eigenen empirischen Untersuchungen ge-
rechtfertigt (siehe z. B. Abschnitt 5.4.2), sondern auch durch die Ergebnisse anderer For-
schungsgruppen. Die erste Annahme, daß eine gute Korrelation zwischen der von der
oberen Schranke vorhergesagten Gro¨ße und der tatsa¨chlichen Gro¨ße der (monolithischen)
Transitionsrelation existiert, wird durch die Ergebnisse von [ATB94] belegt. Die zweite
Annahme ist, daß sich eine gute Variablenordnung fu¨r die Transitionsrelation gu¨nstig auf
die Menge der erreichbaren Konfigurationen auswirkt. Experimente in [YBO+98] bele-
gen dies fu¨r Mengen von Zusta¨nden kommunizierender finiter Automaten. In dieser Arbeit
(und bezogen auf finite Automaten auch in [ATB94]) wird durch empirische Untersuchun-
gen demonstriert, daß mit dieser Strategie gute Variablenordnungen fu¨r die Menge der
erreichbaren Konfigurationen von Timed Automata gefunden werden. Jedoch existieren
66 KAPITEL 3. EFFIZIENTE VERIFIKATION
auch Gegenbeispiele mit linearem Wachstum des BDDs fu¨r die Transitionsrelation, aber
exponentiellem Wachstum des BDDs fu¨r die erreichbaren Konfigurationen [McM93].
Um gute Variablenordnungen zu finden, ist es nicht notwendig, daß die gescha¨tzte
Gro¨ße absolut nahe an der tatsa¨chlichen Gro¨ße liegt. Die Scha¨tzung soll lediglich die
Relation zwischen verschiedenen Variablenordnungen widerspiegeln, d. h. fu¨r gute Varia-
blenordnungen sollten die Scha¨tzungen der Gro¨ße kleinere Werte liefern als fu¨r schlechte
Variablenordnungen. Abgesehen davon haben die obere Schranke fu¨r die BDD-Gro¨ße, die
im na¨chsten Abschnitt definiert wird, und die auf der daraus abgeleiteten Gro¨ßenscha¨tzung
basierenden Algorithmen einen weiteren Vorteil: Sie verhalten sich entsprechend der bei-
den in diesem Abschnitt dargelegten Eigenschaften guter Variablenordnungen.
3.3.2 Obere Schranke fu¨r die Transitionsrelation
Eine gute Variablenordnung wird durch die Abha¨ngigkeiten der Variablen untereinander
festgelegt. In den folgenden Abschnitten wird eine Heuristik zum Anordnen der Variablen
vorgeschlagen, die auf einer BDD-Gro¨ßenscha¨tzung beruht [Bey01b]. Dabei wird die
Kommunikationsstruktur (und damit auch die Modulstruktur) des Modells beru¨cksichtigt.
Es werden diejenigen Variablen innerhalb der Ordnung zusammengezogen, die viel mit-
einander kommunizieren, die also koha¨siv zueinander sind. Dazu wird eine obere Schran-
ke fu¨r die Anzahl der Knoten des die Transitionsrelation repra¨sentierenden BDDs angege-
ben und bewiesen.
Im folgenden werden nur solche BDDs betrachtet, die durch die Anwendung der Iso-
morphieregel erzeugt wurden: Verschmelzen aller isomorphen Teilba¨ume. Die Elimina-
tionsregel wird nicht angewendet3. Die Anzahl der Knoten in einem solchen BDD ist
eine obere Schranke fu¨r die Anzahl der Knoten nach der Anwendung der Eliminationsre-
gel. Die Isomorphieregel hat mehr Einfluß auf die Reduktion des BDDs, und die Zahl der
durch sie eliminierten Knoten reagiert sensibler auf die Variablenordnung als dies bei der
Eliminationsregel der Fall ist.
Satz 3.2 Sei B ein BDD u¨ber den Vektor (x1, x2, ..., xk) von Booleschen Variablen und
i ∈ {1, ..., k − 1}. Dann ist die Anzahl der xi+1-Knoten in B kleiner oder gleich der
doppelten Anzahl von xi-Knoten.
Beweis: Alle xi+1-Knoten sind Kinder von xi-Knoten. Jeder xi-Knoten hat maximal
zwei Kinder. uunionsq
SeiB ein BDD u¨ber (q1, q′1, ..., qn, q′n), i ∈ {1, ..., n} und x die Boolesche Variable, die
an erster Position in der Variablenordnung der Kodierung von qi steht. Dann bezeichnet
|B|i die Anzahl von x-Knoten inB und |B|n+1 bezeichnet die Anzahl von Terminalknoten
in B. |B| ist die Anzahl aller Nicht-Terminalknoten in B. Als abku¨rzende Schreibweise
bezeichnet V |i die Menge der Kofaktoren V |{q1,q′1,...,qi−1,q′i−1} fu¨r i ∈ {1, ..., n + 1}. Fu¨r
eine Menge V bezeichnet |V | die Anzahl der Elemente von V .
3 Genaugenommen entsprechen diese BDDs dann nicht der Definition 3.4 auf Seite 56. Diese Regel
wu¨rde jedoch die formale Betrachtung komplizierter gestalten.
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Satz 3.3 Sei B ein BDD u¨ber (q1, q′1, ..., qn, q′n) und V ⊆ Val({q1, q′1, ..., qn, q′n}) eine
Belegungsmenge mit [[B]] = V . Dann gilt |B|i =
∣∣∣ V |i ∣∣∣ fu¨r alle i ∈ {1, ..., n+ 1}.
Informal: Sei x1 die erste Variable in der Variablenordnung des BDDs B. Dann ent-
sprechen die beiden Kinder des x1-Knotens den beiden Kofaktoren von B bezu¨glich x1.
Die xi+1-Knoten eines BDDs entsprechen den Kofaktoren des BDDs bezu¨glich x1, . . . , xi.
Beweis: Seien x1, ..., xs die Booleschen Variablen, die q1, q′1, ..., qn, q′n kodieren, so
daß B ein BDD u¨ber (x1, ..., xs) ist. Fu¨r s = 0 ist die Behauptung trivial, im folgenden
gelte s > 0. Sei s′ ∈ {1, ..., s}, so daß x1, ..., xs′ die Variablen q1, q′1, ..., qi−1, q′i−1 kodie-
ren. Schließlich sei B = (x1,B0,B1). Nach der Definition der BDDs sind B0 und B1
BDDs u¨ber (x2, ..., xs). Nach der Definition der Semantik von BDDs gilt:
[[B]] = ([[B0]] ∩ [[x1 = 0]]) ∪ ([[B1]] ∩ [[x1 = 1]])
[[B]] ∩ [[x1 = 0]] = [[B0]] ∩ [[x1 = 0]]
∃x1.([[B]] ∩ [[x1 = 0]]) = ∃x1.([[B0]] ∩ [[x1 = 0]])
[[B]]|x1=0 = [[B0]]
Analog gilt [[B]]|x1=1 = [[B1]]. Die x2-Knoten vonB sind also (wegen Satz 3.1 bijektiv) den
Kofaktoren von [[B]] bezu¨glich x1 zugeordnet. Induktiv entsprechen die xs′+1-Knoten von
B (bzw. Terminalknoten vonB, falls s = s′) den Kofaktoren von [[B]] bezu¨glich x1, ..., xs′ ,
es gilt also |B|i =
∣∣∣[[B]]|{x1,...,xs′}∣∣∣. Wegen der Bijektivita¨t der Kodierung der Belegun-
gen von {q1, q′1, ..., qi−1, q′i−1} bzw. {qi, q′i, ..., qn, q′n} durch Belegungen von {x1, ..., xs′}
bzw. {xs′+1, ..., xs} (siehe Abschnitt 3.2.2) gilt
∣∣∣[[B]]|{x1,...,xs′}∣∣∣ = ∣∣∣[[B]]|{q1,q′1,...,qi−1,q′i−1}∣∣∣.uunionsq
Anmerkung: Seien x1, ..., xs′ die Booleschen Variablen, die die Variablen
q1, q
′
1, ..., qi−1, q
′
i−1 kodieren. Falls es eine Belegung von {x1, ..., xs′} in V |i gibt, die nicht
eine Kodierung einer Belegung von {q1, q′1, ..., qi−1, q′i−1} ist, dann muß die leere Menge
als weiterer Kofaktor betrachtet werden. Dies ist der Fall, falls die Kardinalita¨t einer Men-
ge Qk (k ∈ {1, ..., i − 1}) keine Zweierpotenz ist. Dann gilt |B|i ≤
∣∣∣ V |i ∪ {∅} ∣∣∣. Dieser
Fall kommt jedoch aufgrund der Vereinbarung aus Abschnitt 3.2.2 nicht vor.
Aus der Anzahl der Kofaktoren einer Belegungsmenge la¨ßt sich die Gro¨ße ihrer BDD-
Repra¨sentation folgern. Eine obere Schranke fu¨r die Anzahl der Kofaktoren der Transiti-
onsrelation wird durch das folgende Lemma angegeben.
Die Zeit-Transitionen werden synchron fu¨r die Uhren in allen Komponenten angewen-
det. Bei der Beru¨cksichtigung im Kommunikationsgraphen erga¨be dies zusa¨tzlichen Kan-
ten, die alle Automaten miteinander verbinden, die eine Uhr haben. Da diese Betrachtung
keinen Hinweis fu¨r die Variablenordnung gibt, werden solche Kanten hier ausgeschlossen.
Im folgenden wird nur die Transitionsrelation der diskreten Transitionen
→′ = ⋃a∈Σ a→ beru¨cksichtigt. Um die Kommunikationsstruktur nutzen zu ko¨nnen, wird
eine Funktion definiert, die die Kommunikation zwischen den Teilen des Systems reflek-
tiert. Diese Funktion ha¨ngt von der Ordnung der Variablen ab. Die Menge CommA(i)
entha¨lt die Indizes aller Komponenten von A, die einen Index kleiner als i haben und
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mit einer Komponenten mit einem Index gro¨ßer als oder gleich i kommunizieren:
CommA(i) = {k | k < i und es existiert ein l ≥ i mit Ak 
 Al}.
Lemma 3.4 Fu¨r die Transitionsrelation→′ (q1, q′1, ..., qn, q′n) und jedes i ∈ {1, ..., n+ 1}
gilt: ∣∣→′(q1, q′1, ..., qn, q′n)|i ∪ {∅}∣∣ ≤ 4 ·∏
k∈CommA(i)
|Qk|2 + 4
Beweis: Zuna¨chst wird ein Lemma angegeben, das bei der Berechnung der Anzahl
von Kofaktoren hilfreich ist.
Lemma 3.5 Fu¨r alle V,W ⊆ Val({q1, q′1, ..., qn, q′n}) und i ∈ {1, ..., n+ 1} gilt
(V ∩W )|i ⊆
{
V ′ ∩W ′
∣∣∣ V ′ ∈ V |i,W ′ ∈ W |i}
(V ∪W )|i ⊆
{
V ′ ∪W ′
∣∣∣ V ′ ∈ V |i,W ′ ∈ W |i}
Beweis: Aus der Definition 3.3 von Kofaktor folgt, daß fu¨r alle c1, c′1 ∈ Q1, ...,
ci−1, c′i−1 ∈ Qi−1 gilt:
(V ∩W )|q1=c1,q′1=c′1,...,qi−1=ci−1,q′i−1=c′i−1
= V |q1=c1,q′1=c′1,...,qi−1=ci−1,q′i−1=c′i−1 ∩ W |q1=c1,q′1=c′1,...,qi−1=ci−1,q′i−1=c′i−1
Diese Gleichung gilt analog fu¨r die Vereinigung.
Daraus folgt die Behauptung4. (Lemma 3.5) uunionsq
Die Transitionsrelation→′ wird in drei Teilmengen partitioniert. Von den Kofaktoren
dieser drei Teilmengen ko¨nnen unter Anwendung von Lemma 3.5 die Kofaktoren von→′
gefolgert werden.
Fall 1. Diskrete Transitionen, die nur die Komponenten A1 bis Ai−1 betreffen:⋃
a∈Σ\(Σi∪...∪Σn)






{ a→k (qk, q′k), falls a ∈ Σk





{ a→k (qk, q′k), falls a ∈ Σk
[[q′k = qk]], sonst







{ a→k (qk, q′k), falls a ∈ Σk
[[q′k = qk]], sonst
∩ ⋂k∈{i,...,n} [[q′k = qk]]
4Die Gleichheit der Mengen im Lemma gilt im allgemeinen nicht: Seien V = {v} und W = {w} mit
v 6= w, jedoch {v}|i = {w}|i.



























Abbildung 3.9: BDD fu¨r Fall 2.




∅, Val({qi, q′i, ..., qn, q′n})
}
T2|i = {T2}
Die leere Menge muß beru¨cksichtigt werden als Kofaktor fu¨r diejenigen Belegun-
gen, die keiner der betrachteten diskreten Transitionen entsprechen.







∅, ⋂k∈{i,...,n} [[qk = q′k]]}.
Eine Skizze des BDDs fu¨r diese Kofaktoren ist in Abbildung 3.8 dargestellt. Dabei
bezeichnet ’A’ ein BDD fu¨r den Teil, in dem die Transitionen die Belegungen fu¨r
die Variablen vera¨ndern. ’E’ bezeichnet den BDD fu¨r die leere Menge und ’B’
bezeichnet den BDD fu¨r die Belegungen mit qk = q′k.
Fall 2. Diskrete Transitionen, die nur die Komponenten Ai bis An betreffen:⋃
a∈Σ\(Σ1∪...∪Σi−1)






∩ ⋃a∈Σ\(Σ1∪...∪Σi−1)⋂k∈{i,...,n}{ a→k (qk, q′k), falls a ∈ Σk[[q′k = qk]], sonst






Die BDD-Repra¨sentation ist in Abbildung 3.9 dargestellt.













Abbildung 3.10: BDD fu¨r Fall 3.
Fall 3. Diskrete Transitionen, die sowohl Komponenten vor Ai als auch Komponenten
nach Ai betreffen:⋃
a∈(Σ1∪...∪Σi−1)∩(Σi∪...∪Σn)






∩ ⋃a∈(Σ1∪...∪Σi−1)∩(Σi∪...∪Σn)⋂k∈CommA(i)∪{i,...,n}{ a→k (qk, q′k), falls a ∈ Σk[[q′k = qk]], sonst
Sei der erste Term des Durchschnitts mit T1 und der zweite Term mit T2 bezeichnet,
dann gilt
T1|i ⊆ {∅, Val({qi, q′i, ..., qn, q′n})} und
T2 ⊆ Val( {qk, q′k | k ∈ CommA(i)} ∪ {qi, q′i..., qn, q′n} ). Daraus folgt
| T2|i | ≤
∏
k∈CommA(i) |Qk|2.
Nach Lemma 3.5 gilt∣∣∣ (⋃a∈(Σ1∪...∪Σi−1)∩(Σi∪...∪Σn) a→)∣∣∣i ∪ {∅} ∣∣∣ ≤ ∏k∈CommA(i) |Qk|2 + 1.
Die leere Menge auf der linken Seite der Ungleichung muß aus dem gleichen Grund
wie bei Fall 1 mit einfließen.
Abbildung 3.10 zeigt eine Skizze dieses interessantesten Teils als BDD-
Repra¨sentation.
Wird Lemma 3.5 auf die Vereinigung dieser drei Teilmengen der Transitionsrelati-
on→′ angewendet, ergibt sich die Behauptung. uunionsq
Von dieser oberen Schranke fu¨r die Anzahl der Kofaktoren wird eine obere Schran-
ke fu¨r die BDD-Gro¨ße der Transitionsrelation abgeleitet. |qi| bezeichnet die Anzahl der
Booleschen Variablen, die qi kodieren.
3.3. EFFIZIENZ DURCH STATISCHES VARIABLENORDNEN 71










Beweis: Lemma 3.4 zufolge gilt fu¨r jedes i ∈ {1, ..., n}:∣∣ →′ (q1, q′1, ..., qn, q′n)|i ∪ {∅} ∣∣ ≤ 4 ·∏
k∈CommA(i)
|Qk|2 + 4.
Nach Satz 3.3 folgt fu¨r jedes i ∈ {1, ..., n}




Damit ergibt sich aus Satz 3.2 die obere Schranke fu¨r die Anzahl aller BDD-Knoten, die qi




4 ·∏k∈CommA(i) |Qk|2 + 4)
=
(
22|qi| − 1) · (4 ·∏k∈CommA(i) |Qk|2 + 4) .
Die Summe u¨ber alle i ∈ {1, ..., n} fu¨hrt zur Behauptung. uunionsq
Die Aussage der oberen Schranke aus Satz 3.6 u¨ber die BDD-Gro¨ße beinhaltet of-
fensichtlich die beiden Eigenschaften guter Variablenordnungen, die in Abschnitt 3.3.1
beschrieben wurden: Wenn kommunizierende Komponenten auf benachbarten Positionen
in der Variablenordnung angeordnet werden und wenn die Komponenten, die mit vielen
anderen Komponenten kommunizieren, am Anfang der Variablenordnung plaziert wer-
den, dann haben die Mengen CommA(i) nur wenige Elemente und die obere Schranke ist
relativ klein.
Bei der oberen Schranke wird die Annahme benutzt, daß q und q′ einer Komponente
aufeinander folgende Positionen innerhalb der Variablenordnung haben. Diese Anord-
nung ist sinnvoll, weil gewo¨hnlich jedes Bit der Folgekonfiguration von allen Bits der
aktuellen Konfiguration abha¨ngt und somit viel ”Kommunikation” innerhalb einer Kom-
ponente (also zwischen q und q′) existiert. Da ein Bit der Folgekonfiguration am sta¨rksten
vom korrespondierenden Bit der aktuellen Konfiguration abha¨ngt, wird in der Werkzeug-
implementierung eine verzahnte Variablenordnung angewendet, d. h. jedem Bit der aktu-
ellen Konfiguration folgt direkt das korrespondierende Bit der Folgekonfiguration.
Um die Erkenntnisse aus der oberen Schranke fu¨r die Transitionsrelation als
Gro¨ßenscha¨tzung des BDDs fu¨r die Erreichbarkeitsmenge benutzen zu ko¨nnen, muß eine
Anpassung des Resultats von Satz 3.6 erfolgen. Das Ziel ist eine Scha¨tzfunktion, anhand
der ein Algorithmus verschiedene Variablenordnungen automatisch vergleichen kann. Die
Gro¨ßenscha¨tzung soll fu¨r eine Variablenordnung einen umso kleineren Wert liefern, je
kleiner die tatsa¨chliche BDD-Gro¨ße ist, d. h. eine relative ¨Ubereinstimmung ist ausrei-
chend. Die Qualita¨t der Gro¨ßenscha¨tzung beeinflußt direkt die Qualita¨t der Variablenord-
nung, die vom Algorithmus als beste ausgewa¨hlt wird.
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Im Unterschied zum BDD fu¨r Transitionsrelationen enthalten BDDs fu¨r Mengen er-
reichbarer Konfigurationen keine gestrichenen Variablen fu¨r die Folgekonfigurationen.
Dies fu¨hrt zur folgenden Scha¨tzung:∑n
i=1
(





Sei B der BDD u¨ber (q1, ..., qn) mit [[B]] = Reach([[A]]I)(q1, ..., qn). Fu¨r i ∈ {1, ..., n}
sei die Variable qi kodiert durch die Booleschen Variablen xi,1, ..., xi,|qi|, so daß B ein
BDD u¨ber (x1,1, ..., x1,|q1|, ..., xn,1, ..., xn,|qn|) ist. Die Scha¨tzung entha¨lt die pessimistische
(Worst-Case-) Annahme, daß die Anzahl der xi,k+1-Knoten in B doppelt so groß ist wie
die Anzahl der xi,k-Knoten (1 ≤ k < |qi|). Diese Annahme ist nicht realistisch fu¨r Varia-
blen qi mit einer großen Anzahl von Bits und die Scha¨tzung ist somit nicht sehr a¨hnlich
zur tatsa¨chlichen Gro¨ße. In diesem Fall kann zur besseren Scha¨tzung der Anzahl der
xi,k+1-Knoten eine lineare oder exponentielle Interpolation sinnvoll sein. Fu¨r Variablen qi
mit kleiner Anzahl von Bits gibt die oben angegebene Scha¨tzung die Relation zwischen
verschiedenen Variablenordnungen approximativ wieder, und sie ist fu¨r den vorgesehenen
Zweck vo¨llig zufriedenstellend.
3.3.3 Finden guter Variablenordnungen fu¨r CTA-Modelle
Ein Algorithmus zum Finden der Variablenordnung mit der besten Gro¨ßenscha¨tzung, der
die eine Komponente kodierenden Bits als Einheit betrachtet, mu¨ßte die Gro¨ßenscha¨tzung
fu¨r alle Permutationen der Folge q1, . . . , qn berechnen. Solch ein Algorithmus wa¨re von
enormer Zeitkomplexita¨t und somit fu¨r die praktische Anwendung nicht relevant. Bei
einer Berechnung der Gro¨ßenscha¨tzung in O(n2) wu¨rde die Gesamt-Zeitkomplexita¨t in
O(n2n!) liegen.
Die Anwendung von dynamischer Programmierung wu¨rde diese Komplexita¨t zu
O(n32n) reduzieren, indem die bereits in fru¨heren Iterationen berechneten Ergebnisse fu¨r
Teile der Ordnung gespeichert werden. Dies ist jedoch nicht effizient genug; es wird ein
Algorithmus mit polynomiellem Laufzeitverhalten beno¨tigt. Daher sind exakte Algorith-
men – besonders bei großer Anzahl von Komponenten – nicht hilfreich, und es mu¨ssen
heuristische Lo¨sungen akzeptiert werden. Es kann z. B. die Arbitrary Insertion Heuri-
stic angewendet werden [LLKS85], um die Variablenordnung bzgl. der Gro¨ßenscha¨tzung
zu optimieren. Wird diese Heuristik benutzt, so liegt die Zeitkomplexita¨t in O(n3), was
ausreichend ist.
Ausnutzung der Struktur der CTA-Modelle. Cottbus Timed Automata ko¨nnen als
Komposition von Timed Automata betrachtet werden, und somit sind die oben erwa¨hnten
Algorithmen anwendbar. Jedoch ist es fu¨r die Effizienz der Erreichbarkeitsanalyse von
entscheidender Bedeutung, speziell auf CTA ausgelegte Algorithmen zu benutzen, die bei
der Suche nach guten (initialen) Variablenordnungen die im Modell enthaltenen Informa-
tionen u¨ber die hierarchische Struktur ausnutzen. Die Wirksamkeit dieser Strategie wird
bei der Behandlung der Fallstudie im Kapitel 6 belegt.
Die zugrunde liegende Idee dabei ist, daß die Bit-Kodierungen von allen Objekten (Va-
riablen, Automaten), die in der gleichen Modulinstanz enthalten sind, zusammenha¨ngende
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Positionen innerhalb der Variablenordnung haben sollen. Vom Entwickler des Modells
werden gerade die Objekte innerhalb eines Moduls angeordnet, die stark miteinander kom-
munizieren. In der Modulhierarchie wird davon ausgegangen, daß auf Synchronisations-
marken und Variablen nur dort zugegriffen werden kann, wo es auch wirklich notwendig
ist. Die Schnittstelle eines Moduls soll so klein wie mo¨glich sein. Dies fu¨hrt zu einem
Modell, in welchem die Kommunikation (im Sinne von Abschnitt 3.3.1) innerhalb eines
Moduls sta¨rker ist als die Kommunikation eines Moduls mit seiner Umgebung. So fu¨hrt
die reine Pra¨fix-Linearisierung der Modulstruktur bereits zu einer guten Variablenordnung,
die durch die scha¨tzungsbasierte Heuristik noch weiter verbessert werden kann.
Es kann nicht garantiert werden, daß ein Algorithmus, der die hierarchische Struktur
zur Variablenordnung nutzt, immer bessere Variablenordnungen berechnet als der Algo-
rithmus fu¨r die einfache, flache Komposition von Timed Automata, aber die Nutzung der
modularen Struktur hat folgende Vorteile:
• Das Wissen des Modellierers u¨ber das System wird genutzt.
• Das Problem des Variablenordnens kann in kleinere Teilprobleme aufgeteilt werden,
was zu geringeren Laufzeiten oder zur Anwendbarkeit exakter Algorithmen fu¨hrt.
Dadurch sind bessere Variablenordnungen mo¨glich.
3.3.4 Beispiel: Fischers Protokoll
Um die Auswirkungen der Variablenordnung auf Gro¨ßenscha¨tzung und tatsa¨chliche Gro¨ße
des BDDs der Erreichbarkeitsmenge anschaulich zu illustrieren, werden einige Ergebnis-
se aus dem Abschnitt 5.4.2 vorweggenommen. Als Beispiel wird das Modell fu¨r Fischers
zeitbasiertes Protokoll fu¨r gegenseitigen Ausschluß [Lam87] verwendet. Das Modell be-
steht aus n Timed Automata. Jeder dieser Automaten modelliert einen Prozeß i, wie in
Abbildung 3.11 auf der na¨chsten Seite dargestellt. Die Prozesse kommunizieren u¨ber eine
gemeinsame Variable k mit dem Wertebereich {0, 1, ..., n}. Diese diskrete Variable ko¨nnte
auch in einem separaten, zusa¨tzlichen Timed Automaton modelliert werden, hier wird je-
doch diese kompaktere Notation bevorzugt. Der Anfangswert k = 0 zeigt an, daß gerade
kein Prozeß versucht, die kritische Sektion zu betreten (oder sich bereits darin befindet).
Wenn k den Wert i 6= 0 hat, dann hat der Prozeß mit der Identifikationsnummer i das
Vorrecht, die kritische Sektion zu betreten (oder dieser Prozeß befindet sich bereits in der
kritischen Sektion).
Jeder Prozeß wird als Automat mit vier Zusta¨nden modelliert. Am Anfang ist jeder
Prozeß außerhalb der kritischen Sektion. Wenn kein anderer Prozeß versucht, in die kriti-
sche Sektion zu kommen (k = 0), dann kann ein Prozeß zum Zustand Assign wechseln.
Dieser Zustand modelliert, daß ein Prozeß ho¨chstens eine Zeiteinheit beno¨tigt, um der Va-
riablen k seine Identifikationsnummer zuzuordnen. Deshalb mißt die Uhr xi die Zeit, die
der Automat in diesem Zustand verweilt, und die Invariante erzwingt das Verlassen des
Zustands (innerhalb einer Zeiteinheit). Der Zustandsu¨bergang zum Zustand Wait setzt den
Wert von k auf die Prozeß-Identifikationsnummer. Nach dem Verweilen von zwei Zeit-
einheiten im Zustand Wait ist garantiert, daß sich kein anderer Prozeß im Zustand Assign
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U n c r i t i c a l
W a i tC r i t i c a l
A s s i g n
x i  ≥  2 ,  k  ≠  i
k  =  0 ,
x i  ≥  2 ,  k  =  i
k '  =  0
k  =  0
x i  ≤  1
0ix ′ =
0ix ′ =
k '  =  i ,
Abbildung 3.11: Prozeß i von Fischers Protokoll fu¨r gegenseitigen Ausschluß.
befindet. (Um den gegenseitigen Ausschluß zu gewa¨hrleisten, muß die minimale Aufent-
haltsdauer im Zustand Wait gro¨ßer sein als die im Zustand Assign angegebene Maximal-
zeit.) Nun ist es dem Prozeß gestattet, die kritische Sektion zu betreten, falls der Wert von
k immer noch die Identifikationsnummer des betrachteten Prozesses ist; anderenfalls muß
der Prozeß zuru¨ckgehen zum Zustand Uncritical.
3.3.5 Variablenordnen aufgrund der Gro¨ßenscha¨tzung
Wie im Abschnitt 3.3.1 gezeigt, ha¨ngt die Variablenordnung (und damit die BDD-Gro¨ße)
stark von der Kommunikationsstruktur des Modells ab. Die im Abschnitt 3.3.2 entwickel-
te Gro¨ßenscha¨tzung bringt die beiden Grundprinzipien fu¨r das Variablenordnen in eine
meßbare Form. Aus der Gro¨ßenscha¨tzung la¨ßt sich ableiten, daß die BDD-basierte Re-
pra¨sentation effizient ist fu¨r Modelle mit einem schwach verbundenen Kommunikations-
graphen, wie z. B. Ba¨ume, Reihungen und Ringe (vgl. Abbildung 3.12). Die Modelle
mu¨ssen nicht notwendigerweise eine regula¨re Struktur aufweisen. Die meisten bisher ana-
lysierten Modelle, auch das der Fertigungsanlage aus Kapitel 6, entsprechen einer solchen
schwach verbundenen Struktur.
Abbildung 3.12: Schwach verbundene Modell-Strukturen, die in der Modell-Verifikation
ha¨ufig auftreten: Ringe, Reihungen und Ba¨ume.
Im folgenden wird die Wirkungsweise der Gro¨ßenscha¨tzung an einem Beispiel illu-
striert. Abbildung 3.13 zeigt den Kommunikationsgraphen von Fischers Protokoll fu¨r
n Prozesse. An diesem Beispiel lassen sich die beiden grundsa¨tzlichen Eigenschaften
guter Variablenordnungen erkla¨ren. Experimente mit Fischers Protokoll besta¨tigen die
Korrelation der Gro¨ßenscha¨tzung zur tatsa¨chlichen BDD-Gro¨ße: Das Vertauschen der Po-
sition einzelner Prozesse untereinander in der Variablenordnung hat keine Wirkung auf
die Scha¨tzung der BDD-Gro¨ße; wichtig sind nur die Position der Variablen k (vgl. Ab-
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Abbildung 3.13: Kommunikationsgraph von Fischers Protokoll.
bildung 3.13) und benachbarte Positionen bei der Kodierungen der Uhr und des Zustands
eines Automaten.
Die drei Eintra¨ge in Tabelle 3.1 stellen die Ergebnisse von Experimenten mit drei ver-
schiedenen Variablenordnungen dar5. Zuna¨chst werden die Anzahl der Prozesse und die
Anzahl der erreichbaren Konfigurationen angegeben, um die Gro¨ße der repra¨sentierten Er-
reichbarkeitsmenge darzustellen. Die erste Zeile eines Experiments in der Tabelle entha¨lt
die Laufzeit (in Sekunden), die zweite Zeile gibt die tatsa¨chliche Gro¨ße des BDDs der
Erreichbarkeitsmenge an (in BDD-Knoten), und die dritte Zeile entha¨lt den Wert der
Gro¨ßenscha¨tzung fu¨r diesen BDD (in BDD-Knoten) entsprechend dem im Werkzeug im-
plementierten Algorithmus.
Anzahl Prozesse 4 6 8 10 12 14 16 32 64 128
erreichb. Konfig. 1319 41979 106 107 109 1010 1012 1023 1046 1091
Uhren separat 0.06 2.18 40.6 506
BDD tatsa¨chlich 828 10983 132245 1356639
BDD gescha¨tzt 2182 26236 295242 3188642
Var. k am Ende 0.05 0.37 3.21 17.3 83.0 281 1750
BDD tatsa¨chlich 464 2127 9174 36421 145454 507821 2096957
BDD gescha¨tzt 1290 11658 157458 1417170 107 108 109
Var. k am Anfang 0.04 0.15 0.50 1.35 1.61 3.81 6.50 61.4 559 5200
BDD tatsa¨chlich 326 812 1497 2375 3450 4720 6190 24983 100200 401161
BDD gescha¨tzt 616 1360 2400 3720 5328 7224 9424 37296 148336 591600
Tabelle 3.1: Effizienzvergleich verschiedener Variablenordnungen fu¨r die Verifikation des
gegenseitigen Ausschlusses von Fischers Protokoll.
Im ersten Experiment wurde eine Variablenordnung benutzt, die die erste heuristische
Regel fu¨r gute Variablenordnungen verletzt: die Variablen einer Komponenten (eines Pro-
zesses) haben keine benachbarten Positionen. Es wurde die Variablenordnung (Variable
k, Automat 1, ..., Automat n, Uhr 1, ..., Uhr n) benutzt. Dies fu¨hrt zu einem schnellen
Wachstum der BDD-Gro¨ße.
5Der maximal zur Verfu¨gung stehende Speicher fu¨r das BDD-Paket wurde der wachsenden BDD-
Knotenanzahl proportional angepaßt. Dies ist bei allen Messungen fu¨r die BDD-Repra¨sentation notwendig,
da die kleineren Modelle sonst zu stark von dem u¨berproportional großen Cache profitieren und die Meßwer-
te somit verfa¨lscht wu¨rden. Alle Messungen wurden auf einem Linux-Rechner mit Prozessor AMD Athlon,
1 GHz Taktfrequenz und 1.2 GB Hauptspeicher durchgefu¨hrt.
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Wenn die Variable k an letzter Stelle in der Variablenordnung positioniert wird, gilt
Comm1 = Commn+2 = ∅ und Commi = {1, ..., i − 1} fu¨r i ∈ {2, ..., n + 1}. Die
Scha¨tzung fu¨r den BDD B aller erreichbaren Konfigurationen kann wie folgt berechnet
werden: Zuerst wird |B|i :=
∏
k∈CommA(i) |Qk| berechnet (die 4 in der urspru¨nglichen
Gleichung kann vernachla¨ssigt werden, da die relativen Gro¨ßen interessieren). Weil
Comm1 = Commn+2 = ∅ gilt, hat die Scha¨tzung fu¨r |B|1 und |B|n+2 den Wert 1.
Fu¨r |B|i (i ∈ {2, ..., n + 1}) betra¨gt die Gro¨ßenscha¨tzung 12i−1, weil |Qk| = 12 fu¨r
k ∈ {1, ..., n} (Anzahl der Konfigurationen fu¨r jeden Prozeß = 4 Zusta¨nde × 3 Uhrenwer-
te6) und Commi = {1, ..., i− 1} fu¨r i ∈ {2, ..., n+ 1}. Da die Variable k an der Position
n+1 steht, ist der gro¨ßte Term in der Summe der Gro¨ßenscha¨tzung derjenige fu¨r Kompo-
nente k, na¨mlich
(
2|qn+1| − 1) · 12n. Die Scha¨tzung fu¨r |B| liegt damit in O(n · 12n). Das
zweite Experiment belegt, daß die BDD-Gro¨ße tatsa¨chlich exponentiell wa¨chst.
Wird die Variable k an erster Stelle innerhalb der Variablenordnung plaziert, ist
Comm1 = Commn+2 = ∅ und Comm2 = ... = Commn+1 = {1}. Die Scha¨tzung
fu¨r |B|1 und |B|n+2 ist wiederum 1, aber die Scha¨tzung fu¨r |B|2, ..., |B|n+1 ist n + 1 (da
|Q1| = n + 1). Somit liegt die Scha¨tzung fu¨r die Gro¨ße von B in O(n2). Im dritten
Experiment stimmt die Scha¨tzung mit der tatsa¨chlichen Gro¨ße gut u¨berein. Die beno¨tigte
Laufzeit fu¨r die Verifikation verha¨lt sich fu¨r dieses Beispiel polynomiell.
In der Abbildung 3.14 auf der na¨chsten Seite werden die Meßergebnisse graphisch
veranschaulicht. Das obere Diagramm stellt fu¨r drei verschiedene Variablenordnungen
den Speicherbedarf in Abha¨ngigkeit von der Anzahl der beteiligten Fischer-Prozesse dar
(Anzahl der zur Repra¨sentation der Erreichbarkeitsmenge beno¨tigten BDD-Knoten). Das
untere Diagramm gibt fu¨r die gleichen Experimente die Berechnungszeit in Abha¨ngigkeit
von der Anzahl der Prozesse wieder (in Sekunden).
Der dramatische Einfluß der Variablenordnung auf den Speicherbedarf wird durch eine
zusa¨tzliche Visualisierung (siehe Abbildung 3.15 auf Seite 78) der BDDs fu¨r zwei unter-
schiedliche Variablenordnungen illustriert: In der Abbildung ist die Gestalt der BDDs der
Erreichbarkeitsmenge fu¨r 8 Fischer-Prozesse wiedergegeben. Die große Figur resultiert
aus der Variablenordnung, bei der die Variable k unter Verletzung einer der Charakte-
ristiken fu¨r gute Variablenordnungen am Ende eingeordnet ist (maximale BDD-Breite:
1028 Knoten). Die kleine Figur in der Mitte resultiert aus der Ordnung, bei der die Varia-
ble k am Anfang steht (maximale BDD-Breite: 106 Knoten).
Um Abweichungen zwischen der Scha¨tzung und der tatsa¨chlichen Gro¨ße der BDDs zu
verstehen, wird folgendes betrachtet: Sei B der BDD u¨ber (q1, ..., qn), der Reach([[A]]I)
repra¨sentiert. Fu¨r i ∈ {1, ..., n} sei die Variable qi durch die Booleschen Variablen
xi,1, ..., xi,|qi| kodiert, so daß B der BDD u¨ber (x1,1, ..., x1,|q1|, ..., xn,1, ..., xn,|qn|) ist. Die
Scha¨tzung beinhaltet die pessimistische Annahme, daß die Anzahl der xi,k+1-Knoten in B
doppelt so groß ist wie die Anzahl der xi,k-Knoten (1 ≤ k < |qi|). Da diese Annahme
6Es werden 3 Uhrenwerte innerhalb des Modells benutzt, und die Werkzeugimplementierung benutzt
einen Wertebereich, der durch eine Wertebereichsdefinition im Modell vorgegeben wird (anstatt CA(x) + 1
zu benutzen, was 4 Werte erga¨be). Die Meßwerte in Tabelle 3.1 auf der vorherigen Seite basieren somit auch
auf 3 Uhrenwerten. Nach der Definition von v(x)⊕ δ mu¨ßten 4 Uhrenwerte beru¨cksichtigt werden, was zu
|Qk| = 16 statt |Qk| = 12 fu¨hrt. Solange alle Vergleiche der Uhr x mit CA(x) die Form x ≥ CA(x) haben,
genu¨gt CA(x) als Maximalwert von x.
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Abbildung 3.14: Speicherbedarf und Berechnungszeit fu¨r Fischers Protokoll unter Benut-
zung von drei verschiedenen Variablenordnungen.
fu¨r Variablen qi mit großer Anzahl von Bits nicht realistisch ist, stimmt die Scha¨tzung
nicht gut mit der tatsa¨chlichen Gro¨ße u¨berein. Im dritten Experiment fu¨hrt der (der An-
nahme zufolge sehr große) Zustandsraum der qi nicht zu einer allzu starken Aufbla¨hung
des Gesamtzustandsraumes, da jeweils nach der Variable innerhalb des BDDs gleich eine
Variable der gleichen Komponente folgt (jeweils Zustand des Automaten und Uhr zusam-
men), die den BDD verschma¨lern, d. h. die zweite Variable ”konsumiert” den Zustands-
raum der ersten Variable. Um eine bessere Scha¨tzung fu¨r die Anzahl der xi,k+1-Knoten zu
bekommen, kann eine lineare Interpolation benutzt werden. Fu¨r den gewu¨nschten Zweck
des relativen Vergleichs zweier Ordnungen ist dies jedoch nicht zwingend notwendig, da
nur die ungefa¨hre Relation zwischen zwei Variablenordungen reflektiert werden soll. Ei-
ne weitere Abweichung kann dadurch auftreten, daß in der Scha¨tzung Begrenzungen des
Wachstums nicht beru¨cksichtigt werden, die durch die BDD-Datenstruktur gegeben sind:
2m/m ist eine obere Schranke fu¨r die Gro¨ße eines BDDs u¨ber m bina¨re Variablen. Die
Division durch m erfolgt, weil aufgrund der Reduktionsregeln des BDDs bei maximal
mo¨glichem Wachstum spa¨testens in den letzten logm Variablen die Reduktion der BDD-
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Fu¨r das Versta¨ndnis der Funktionsweise der BDD-Repra¨sentation und des Ein-
flusses der Parameter (z. B. Variablenordnung) auf den BDD ist es wichtig, die
Struktur des BDDs zu kennen. Deshalb wurden bei der Diskussion der Auswir-
kungen verschiedener Techniken auf die BDD-Gro¨ße oft mit Papier und Bleistift
BDD-Gestalten gezeichnet und mu¨hsam u¨berpru¨ft, ob sich die Behauptungen
besta¨tigen.
Um dieses Vorgehen zu vereinfachen, wurde eine automatisierte Visualisierung
von BDDs eingefu¨hrt. In dieser Visualisierung repra¨sentiert jeder Bildpunkt eine
feste Anzahl von BDD-Knoten. Alle Knoten (bzw. Bildpunkte) fu¨r ein bestimm-
tes Bit einer Variable werden in einer horizontalen Linie angeordnet, d. h. eine
lange horizontale Linie repra¨sentiert eine BDD-Schicht mit vielen Knoten.
Anhand einer solchen Visualisierung sind viele Zusammenha¨nge der Struktur ei-
nes BDDs anschaulich erkla¨rbar. Oft werden solche Visualisierungen zur Ver-
deutlichung von Unterschieden in der BDD-Struktur (z. B. durch verschiedene
Variablenordnungen) mit unterschiedlichen Farben u¨bereinandergelegt. Das oben
gezeigte Bild gibt beispielsweise die Gestalten zweier BDDs der Erreichbarkeits-
mengen fu¨r unterschiedliche Variablenordnungen wieder.
Mitunter wird diese Darstellungsform auch auf BDDs angewendet, die gar nicht
existieren: Die aus der Scha¨tzfunktion abgeleitete Voraussage u¨ber Struktur und
Form kann ebenfalls auf diese anschauliche Weise graphisch dargestellt werden.
Abbildung 3.15: Visualisierung von BDDs.
Knoten beginnt. So kann der BDD im zweiten Experiment fu¨r die Variable k nur noch
maximal |B|n+1 ≤ 2n+1 Kofaktoren repra¨sentieren, da |qn+1| = n+ 1.
Zur graphischen Veranschaulichung zeigt Abbildung 3.16 eine visuelle Reflexion der
vorgeschlagenen Gro¨ßenscha¨tzung (Variablenordnung: Variable k am Anfang): die Fi-
gur des virtuellen, erwarteten BDDs, wie er nach der Scha¨tzfunktion aussehen wu¨rde
(maximale BDD-Breite: 320 Knoten). Abbildung 3.17 stellt demgegenu¨ber die Ge-
stalt des tatsa¨chlichen BDDs fu¨r die Erreichbarkeitsmenge dar (maximale BDD-Breite:
106 Knoten). Die Gestalt des gescha¨tzten BDDs unterscheidet sich aus folgenden Gru¨nden
vom tatsa¨chlichen: einerseits wegen der pessimistischen Annahme, daß jeweils vor je-
der Prozeß-Komponenten der volle Zustandsraum der Variable k vorhanden ist (alle Ko-
faktoren der Variable k). Dies wird in der Graphik dadurch deutlich, daß die Breite
des gescha¨tzten BDDs zwischen den Prozeß-Komponenten konstant bleibt, obwohl in
Wirklichkeit der Teil dieses Zustandsraumes, den die nachfolgenden Komponenten nicht
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Abbildung 3.16: Visualisierung der Gestalt des gescha¨tzten, real nicht vorhandenen BDDs
fu¨r die Erreichbarkeitsmenge (Fischer8).
Abbildung 3.17: Gestalt des tatsa¨chlichen BDDs fu¨r die Erreichbarkeitsmenge (Fischer8).
beno¨tigen, ”konsumiert” wird. Andererseits wird von der Scha¨tzung angenommen, daß
der Platzbedarf fu¨r eine Komponente selbst nach der Funktion 2n von der Anzahl der Bits
zu ihrer Speicherung abha¨ngt, was auch nicht der Realita¨t entspricht (siehe oben). Diese
beiden Parameter a¨ndern jedoch nichts an der relativen Bewertung zweier Variablenord-
nungen.7
Einer der wichtigsten Vorteile der hier vorgestellten Strategie ist, daß der diskrete Teil
des Zustandsraums (der Kontrollzusta¨nde) mit dem urspru¨nglich kontinuierlichen Teil des
Zustandsraums (der Uhren) vereinheitlicht wurde und daß somit die Variablen innerhalb
des BDDs in beliebiger Reihenfolge auftreten ko¨nnen. Dies erlaubt das Anwenden al-
ler mo¨glichen Variablenordnungen. Im Unterschied zu den meisten bestehenden BDD-
Anwendungen wird hier eine statische, auf der Gro¨ßenscha¨tzung beruhende Methode
zum Variablenordnen bevorzugt, anstatt ein dynamisches Variablenordnen einzusetzen,
das einen großen Teil der Laufzeit fu¨r sich beno¨tigt. Daru¨berhinaus hat das statische Va-
riablenordnen den Vorteil, daß die Strukturinformationen des Modells noch verfu¨gbar sind
und ausgenutzt werden ko¨nnen.
3.4 Verfeinerungsanalyse –
Dritter Schritt zur Bewa¨ltigung großer Systeme
Viele reale Software-Systeme sind sehr groß, so daß die Erreichbarkeitsanalyse selbst
bei Ausnutzung der bekannten symbolischen Techniken wegen der hohen Speicher- und
Zeitkomplexita¨t nicht mo¨glich ist. Dadurch wird die Anwendbarkeit der ausschließlich
auf Erreichbarkeitsanalyse basierenden Verifikation stark eingeschra¨nkt und es kann hilf-
7Ein weiterer Parameter, der jedoch von der Scha¨tzung nicht beru¨cksichtigt werden kann, ist die zeit-
basierte Abha¨ngigkeit der Komponenten untereinander. Diese Abha¨ngigkeit fu¨hrt zu dem breiteren inneren
(vollsta¨ndig eingefa¨rbten) Bereich des tatsa¨chlichen BDDs. Ausfu¨hrungen dazu folgen im Abschnitt zur
On-the-fly-Analyse und zur Ordnung der Transitionen.
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reich sein, bei der Analyse modular vorzugehen. Es wird somit notwendig, auch eine
werkzeugunterstu¨tzte Verfeinerungsanalyse als Voraussetzung fu¨r das modulare Bewei-
sen bereitzustellen. Fu¨r die BDD-Repra¨sentation wurde ein Algorithmus zur Pru¨fung auf
Existenz einer Simulationsrelation eingesetzt, um die Mo¨glichkeiten der Verfeinerungs-
analyse auf Cottbus Timed Automata anwenden zu ko¨nnen [Bey01a]. Deren effiziente
Realisierung durch Verwendung von Erreichbarkeitsalgorithmen wird im folgenden vor-
gestellt (vgl. Lo¨sung zu Forderung 3 auf Seite 17). Die praktische Relevanz wird an zwei
Beispielen verdeutlicht.
Die fu¨r die Definition einer modularen Kompositionsstruktur notwendigen Konzepte
wurden in Abschnitt 2.3 (bzw. [BR01]) beschrieben. Es soll der Nachweis ermo¨glicht
werden, ob ein bestimmtes CTA-Modul (detailliert, Implementierung) ein anderes CTA-
Modul (abstrakt, Schnittstelle) implementiert. Implementationsbeziehungen fu¨r einige
Formalismen, z. B. Hybrid Modules, wurden in der Literatur zwar vorgestellt, aber noch
nicht effizient implementiert, so daß der Ansatz der Verfeinerungsanalyse im Bereich
Model-Checking bisher weitgehend unbeachtet geblieben ist.
3.4.1 Abstraktion und Verfeinerung
Die CTA-Notation unterstu¨tzt das Entwickeln eines strukturierten Modells unter Benut-
zung einer kompositionellen (Enthaltenseins-) Hierarchie. Mehrere verschiedene Ebenen
einer solchen Hierarchie ko¨nnen benutzt werden, um verschiedene Abstraktionsebenen
des System-Modells auszudru¨cken. Ziel des Modulkonzeptes ist, nicht nur eine vorteil-
hafte Modellierungstechnik, sondern auch eine Technik zur modularen Verifikation fu¨r
gro¨ßere Modelle anzubieten.
V e r f e i n e r u n g V e r f e i n e r u n g
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Abbildung 3.18: Modellierung durch Verfeinerung.
In jedem Verfeinerungsschritt eines Modellierungsprozesses, der nach dem Top-
Down-Vorgehen arbeitet, wird ein abstraktes Modul ersetzt durch ein spezielleres Modul
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mit einer tieferen inneren Hierarchie oder einem spezielleren Verhalten. In der Abbil-
dung 3.18 besteht das Modell eines eingebettetes Systems aus einem Umgebungsmodell
und einem Modell der Steuerung. Dort gibt es zwei verschiedene Versionen jeder Kom-
ponente: ein abstraktes Modul und eine detailliertes Modul.
Im Beispiel von Abbildung 3.18 ist zur Demonstration der modularen Beweis-
technik ein detailliertes System-Modell gegeben, welches aus den beiden Komponen-
ten CONTROLLER IMPLEMENTATION und ENVIRONMENT IMPLEMENTATION (als
CONTR IMPL und ENV IMPL bezeichnet) besteht, und die Sicherheitseigenschaft P soll
bewiesen werden. Falls dieses Gesamtsystem fu¨r die automatische Analyse zu kom-
plex ist, ist es evtl. mo¨glich zu beweisen, daß die Eigenschaft fu¨r das System
CONTR IMPL || ENV ABST gilt, wobei ENV ABST ein abstrakteres Modell der Umge-
bung als ENV IMPL ist. Fu¨r den modularen Beweis kann benutzt werden, daß die Sicher-
heitseigenschaft P fu¨r das System CONTR IMPL || ENV IMPL gu¨ltig ist, wenn die folgen-
den zwei Eigenschaften bewiesen werden ko¨nnen:
• Das System CONTR IMPL || ENV ABST hat die Sicherheitseigenschaft P.
• ENV IMPL ist eine Verfeinerung von (implementiert) ENV ABST.
Wenn die Abstraktion gu¨nstig gewa¨hlt wurde, ist zu erwarten, daß diese beiden Schritte
wesentlich einfacher zu berechnen sind als der Beweis in einem Schritt. Fu¨r den ersten
Schritt wird die Erreichbarkeitsanalyse benutzt, fu¨r den zweiten Schritt die im folgenden
beschriebene Methode.
Die Intuition hinter dem hier behandelten Verfeinerungskonzept ist ein Annahme-
Garantie-Paradigma (fu¨r das allgemeine Prinzip siehe [Lam83a] und [dR98]). Dabei wird
CONTR IMPL als Beschreibung aller Eigenschaften, die das betrachtete System (Steue-
rung) der Umgebung garantiert, aufgefaßt. ENV IMPL ist die Beschreibung aller Eigen-
schaften, von denen angenommen wird, daß die Umgebung des Systems sie erfu¨llt. Eine
vereinfachte Verifikation kann dann vollzogen werden, wenn eine Abstraktion der Umge-
bung benutzt wird, die nicht mehr Annahmen beinhaltet, oder aber, wenn eine Abstraktion
des Systems benutzt wird, die nicht mehr garantiert. Unter Beachtung des in dieser Arbeit
benutzten Formalismus wird dieses Prinzip wie folgt beschrieben:
Definition 3.6 SeienP undQ zwei CTA-Module. Dann besteht die Verfeinerungsrelation
P refines Q, wenn die folgenden Bedingungen erfu¨llt sind:
1. Q.par−1Σ (I) ⊆ P.par−1Σ (I)
2. P.par−1Σ (O) ⊆ Q.par−1Σ (O)
3. Q.Σ \ Q.par−1Σ (L) = P.Σ \ P.par−1Σ (L)
4. [[[[P]]I ]]L ⊆ [[[[Q]]I ]]L
Anmerkung: Die Bedingungen in der Definitionen ko¨nnen wie folgt interpretiert wer-
den:
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1. Wenn ein Synchronisationssignal σ in einem ModulM als Eingabe-Signal deklariert
ist, dann garantiertM, σ nicht einzuschra¨nken. Deshalb ist jedes Eingabe-Signal der
Spezifikation ein Eingabe-Signal der Implementation.
2. Beim Auftreten eines Signals σ als Ausgabe-Signal in einem Modul M nimmt M
an, daß σ von der Umgebung nicht eingeschra¨nkt wird. Die Implementierung darf
nicht mehr Annahmen machen als die Spezifikation, also ist jedes Ausgabe-Signal
der Implementation auch ein Ausgabe-Signal der Spezifikation.
3. Die Signale eines Moduls M ko¨nnen eingeteilt werden in eine Menge von Schnitt-
stellensignalen (M.par−1Σ (I) ∪ M.par−1Σ (O) ∪ M.par−1Σ (M)) und eine Menge von
lokalen Signalen (M.par−1Σ (L)). Schnittstellensignale sind diejenigen Signale, u¨ber
die M mit der Umgebung kommunizieren kann.
4. [[M]]I = [[M.A]]I = (Q,Q0,M.Σ ∪ N,→) ist das dem Modul M zugeho¨rige mar-
kierte Transitionssystem (ganzzahlige Semantik). Die Menge der Spuren [[[[P]]I ]]L
des von P erzeugten Transitionssystems ist eine Untermenge der Menge der Spuren
[[[[Q]]I ]]L des von Q erzeugten Transitionssystems8. Das Auftreten einer Spur t in
[[[[Q]]I ]]L bedeutet, daß Q das Systemverhalten t erlaubt, die Verfeinerung darf nicht
mehr Verhaltensweisen erlauben als die Spezifikation.
3.4.2 Simulationsrelation
Ein Modul P verfeinert ein Modul Q, wenn Q fu¨r jeden Schritt von P einen Schritt mit
der selben Marke ausfu¨hren kann (Sprach-Inklusion). Fu¨r die algorithmische Analyse
der Verfeinerung in der Werkzeugimplementierung werden die beiden Modelle auf das
Vorhandensein einer Simulationsrelation hin gepru¨ft. Simulation ist ein hinreichendes
Kriterium fu¨r Sprach-Inklusion [DHWT92]. Sprach-Inklusion (Language inclusion) fu¨r
Timed Automata ist unentscheidbar [AD94]. Obwohl dies fu¨r abgeschlossene Timed Au-
tomata entscheidbar ist, ist die Sprach-Inklusion von extrem hoher Zeitkomplexita¨t. Des-
halb wird bei den werkzeugunterstu¨tzten Analysen die Existenz einer Simulationsrelation
u¨berpru¨ft. Dieses Vorgehen ist auch durch die Annahme gerechtfertigt, daß zwei Modu-
le, zwischen denen die Verfeinerungsbeziehung besteht, eine a¨hnliche Struktur aufweisen.
Diese Annahme ist insbesondere dann erfu¨llt, wenn die Module im Entwicklungsprozeß
durch schrittweise Verfeinerung entstanden sind.
Bei der Definition der (Timed) Simulation wird der Begriff der Spur aus Ab-
schnitt 2.4.4 und damit verbunden die Hu¨lle bezu¨glich der internen Transitionen  an-
gewendet. In einer Spur kommen keine (lokalen und außerhalb des Moduls nicht sicht-
baren) Synchronisationsmarken der internen diskreten Transitionen vor. Nach der Defi-
nition der Simulation folgt die Beschreibung des Algorithmus fu¨r den Nachweis der Si-
mulationsrelation. Dabei wurde das Konzept der sicheren Simulationsrelation verwendet
(vgl. [DHWT92]).
Timed Simulation fu¨r CTA-Module wird wie folgt definiert [Bey01a]:
8Fu¨r die Definition der Spur-Semantik siehe Abschnitt 2.4.4 auf Seite 48.
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Definition 3.7 Seien P und Q zwei CTA-Module mit [[P]]I = (SP, S0P,ΣP,→P), [[Q]]I =
(SQ, S
0
Q,ΣQ,→Q),P.X∩Q.X = ∅ und (P.Σ\P.par−1Σ (L))∪N = (Q.Σ\Q.par−1Σ (L))∪N.
Sei Σ = (P.Σ \ P.par−1Σ (L)) ∪ N. Das Modul Q simuliert das Modul P gdw.
• eine Relation R ⊆ SP × SQ (genannt Simulationsrelation) existiert mit







∃q′ : q σQ q′ ∧ (p′, q′) ∈ R
)
,
• alle Initialkonfigurationen von [[P]]I in der Simulationsrelation enthalten sind:
S0P ⊆ {p ∈ SP | ∃q : (p, q) ∈ R}.
Anmerkung: Die ¨Uberpru¨fung der Simulationsrelation betrachtet nur Marken ent-
sprechend der Spuren. Die Transitionsrelation  wurde in Definition 2.21 auf Seite 48
definiert.
Eingabe: markiertes Transitionssystem [[P]]I = (SP, S0P,ΣP,→P)
mit der zugeho¨rigen TransitionsrelationP,
markiertes Transitionssystem [[Q]]I = (SQ, S0Q,ΣQ,→Q)
mit der zugeho¨rigen TransitionsrelationQ,
Σ = (P.Σ \ P.par−1Σ (L)) ∪ N = (Q.Σ \ Q.par−1Σ (L)) ∪ N.




forall σ ∈ Σ
if S0P 6⊆ {p ∈ SP | ∃q : (p, q) ∈ RP||Q} then return false
RP||Q := RP||Q ∩








∃q′ : q σQ q′ ∧ (p′, q′) ∈ RP||Q
) 
while RP||Q 6= R′P||Q
return true
Abbildung 3.19: Algorithmus fu¨r den Nachweis einer Simulationsrelation.
Der Algorithmus fu¨r den Nachweis einer Simulationsrelation ist in Abbildung 3.19
dargestellt. Zuna¨chst wird fu¨r die parallele Komposition von P und Q die Menge der
erreichbaren Konfigurationen berechnet. Diese Menge von Paaren (p, q) wird in einem
iterativen Verfahren als initiale Relation fu¨r die Anna¨herung an die Simulationsrelati-
on zwischen P und Q verwendet. Dann werden in jedem Zyklus einer Fixpunktiterati-
on alle enthaltenen Konfigurationen dahingehend u¨berpru¨ft, ob sie die oben aufgefu¨hrten
Bedingungen erfu¨llen. Sind in der aktuellen Relation Konfigurationspaare enthalten, die
die Bedingungen fu¨r Simulationsrelation verletzen, so werden diese Konfigurationen aus
der Menge entfernt. Falls der Algorithmus eine Initialkonfiguration von P aus der Re-
lation eliminiert, dann existiert keine Simulationsrelation und der Algorithmus kann die
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¨Uberpru¨fung mit negativem Ergebnis abbrechen. Sind keine Konfigurationen zu entfer-
nen, dann ist der Fixpunkt erreicht und die Simulationsrelation ist fertig berechnet (und
existiert somit).
Die Simulationsrelation ist im allgemeinen keine Teilmenge von Reach([[P||Q]]I). Es
ist jedoch korrekt, im Algorithmus von Abbildung 3.19 mit Reach([[P||Q]]I) zu beginnen,
und der Algorithmus findet eine Simulationsrelation, falls eine existiert.
Satz 3.7 Sei RS eine Simulationsrelation mit RS 6⊆ Reach([[P||Q]]I). Dann existiert eine
Simulationsrelation R′S ⊆ Reach([[P||Q]]I).
Beweis: Eine Simulationsrelation R′S kann aus RS konstruiert werden durch R′S =
RS ∩ Reach([[P||Q]]I). Bei diesem Schnitt werden nur solche Paare entfernt, die von der
Initialkonfiguration ausgehend nicht erreicht werden ko¨nnen. Werden alle nicht erreichba-
ren Paare entfernt, bleibt kein die erste Forderung aus Definition 3.7 verletzendes Paar im
Durchschnitt u¨brig. Die Initialkonfigurationen von [[P]]I bleiben im Durchschnitt erhalten,
da sie in Reach([[P||Q]]I) enthalten sind. uunionsq
3.5 Weitere Techniken zur Effizienzverbesserung
Im folgenden werden einige Techniken vorgestellt, die u. a. in Abha¨ngigkeit vom zu verifi-
zierenden Modell und dem Einsatzzweck zum Teil erhebliche Performanceverbesserungen
bewirken ko¨nnen. Um die Auswirkungen der Techniken zu demonstrieren, werden auch
hier einige Ergebnisse aus dem Abschnitt 5.4.2 vorweggenommen. Durch die Angabe von
Meßwerten wird die Argumentation empirisch besta¨tigt.
Nachdem die getrennte Behandlung von diskreten und Zeit-Transitionen festgelegt
wird, werden im folgenden vier verschiedene Repra¨sentationen der diskreten Transitions-
relation beschrieben. Nach dieser Vorstellung werden aus Experimenten mit diesen ver-
schiedenen Repra¨sentationen stammende Meßreihen fu¨r zwei Beispiel-Modelle interpre-
tiert. Die separaten Repra¨sentation der Zeit-Transition wurde beibehalten. Es wurde die
Strategie verfolgt, bei der jeweils zwischen zwei Zeit-Transitionen der Fixpunkt bzgl. der
diskreten Transitionen berechnet wird.
3.5.1 Gesonderte Behandlung der Zeit-Transitionsrelation
Zuna¨chst wird die Charakteristik von diskreten im Vergleich zu den Zeit-Transitionen be-
trachtet. Eine Zeit-Transition erho¨ht den Wert einer jeden Uhr des Modells und fu¨hrt
somit zu Abha¨ngigkeiten zwischen den Komponenten, selbst wenn zwischen ihnen kei-
ne direkte Kommunikation stattfindet. Diskrete Transitionen ohne Synchronisationsmarke
fu¨hren nicht zu zusa¨tzlichen Abha¨ngigkeiten innerhalb des BDDs, der die Menge aller
erreichbaren Konfigurationen repra¨sentiert. Deshalb wird die Repra¨sentation der Zeit-
Transitionen von der Repra¨sentation der diskreten Transitionen getrennt und beim Algo-
rithmus fu¨r die Erreichbarkeitsanalyse innerhalb einer Iteration folgende Basisstrategie be-
nutzt: Zuerst wird der Fixpunkt der Erreichbarkeitsmenge unter ausschließlicher Anwen-
dung von diskreten Transitionen berechnet. Erst danach werden die Nachfolger bzgl. der
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Zeit-Transition berechnet. Zahlreiche Experimente mit Rabbit haben gezeigt, daß diese
Strategie nicht nur erfolgreich, sondern auch notwendig ist9.
3.5.2 Repra¨sentation der diskreten Transitionsrelation
In diesem Abschnitt werden verschiedene Repra¨sentationen der Transitionsrelation be-
schrieben und deren Effekte anhand der Analyse einiger Beispiele diskutiert [BH01].
3.5.2.1 Geteilte Transitionsrelation (GTR)
Die Betrachtung der monolithischen Transitionsrelation gab wichtige Einsichten fu¨r die
Wahl der Variablenordnung, insbesondere fu¨r die automatische. Wie im Abschnitt 3.2.6
bereits ausgefu¨hrt, wird die Transitionsrelation selbst in der Praxis jedoch nicht als mono-
lithische Vereinigung, sondern als geteilte Transitionsrelation repra¨sentiert, d. h. es werden
einzelne partielle Transitionsrelationen als implizite Vereinigung betrachtet. Gru¨nde dafu¨r
liegen einerseits in der Effizienz der sequentiellen Anwendung mehrerer kleiner Transiti-
onsrelationen nacheinander, andererseits ist der Speicherplatzbedarf der geteilten Transi-
tionsrelation linear begrenzt. Diese Erkenntnis stimmt mit den Ergebnissen anderer For-
schungsgruppen u¨berein [RAB+95].
Eine geteilte Transitionsrelation nach Abschnitt 3.2.6 besteht aus einer diskreten Tran-
sitionsrelation fu¨r jede Synchronisationsmarke a ∈ Σ:
a→(q1, q′1, ..., qn, q′n) =
⋂
k∈{1,2,...,n}
{ a→k(qk, q′k), falls a ∈ Σk
[[q′k = qk]], sonst
und einer Transitionsrelation fu¨r das Vergehen einer Zeiteinheit:




Bezu¨glich der Kofaktoren gilt fu¨r alle a ∈ Σ und alle i ∈ {1, ..., n}:





{ a→k(qk, q′k), falls a ∈ Σk
[[q′k = qk]], sonst
}
.
Daraus folgt mit Satz 3.3, daß die BDD-Gro¨ße fu¨r a→ in O(n) liegt. Dies gilt unabha¨ngig
von der Reihenfolge der Komponenten in der Variablenordnung, es wird nur vorausgesetzt,
daß die Bits einer Komponente in der Variablenordnung zusammenha¨ngende Positionen
einnehmen. Analog liegt die Gro¨ße des BDDs fu¨r die Zeit-Transitionsrelation 1→ in O(n).
Die Zahl der Synchronisationsmarken in Σ liegt ebenfalls in O(n), da Σ =
⋃
k∈{1,...,n}Σk.
Damit liegt die Summe der BDD-Gro¨ßen der partiellen Transitionsrelationen in O(n2).
Der Speicheraufwand fu¨r die Repra¨sentation der geteilten Transitionsrelation ist also ak-
zeptabel.
9In Gespra¨chen mit anderen Wissenschaftlern wurde deutlich, daß die Performance der BDD-basierten
Analyse von Realzeit-Systemen unter anderem wegen der Nichtbeachtung dieser Strategie bisher weit unter
den Erwartungen lag.
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3.5.2.2 Teilweise vereinigte Transitionsrelation (TVTR)
Die erste Alternative zur Repra¨sentation der Transitionsrelation besteht darin, alle BDDs
fu¨r die diskreten Transitionen eines Automaten (nur interne Transitionen werden betrach-
tet) zu vereinigen. Fu¨r diese Vereinigung kann die BDD-Gro¨ße kleiner sein als die Summe
der einzelnen BDDs der partiellen Transitionsrelationen. Da die Komplexita¨t der Erreich-
barkeitsoperationen von der Gro¨ße der die Transitionsrelation repra¨sentierenden BDDs
abha¨ngt, kann somit auch die Berechnungszeit geringer werden.
Es gibt jedoch keine Garantie dafu¨r, daß die BDD-Gro¨ße der TVTR kleiner ist als die
summierte BDD-Gro¨ße der GTR. Ein Werkzeug ko¨nnte aber die TVTR berechnen und die
Gro¨ßen der beiden Repra¨sentationen der Transitionsrelation miteinander vergleichen, um
zu entscheiden, welche Repra¨sentation fu¨r die Verifikation sinnvoll ist.
Genauso wie bei der GTR wa¨chst auch die Gro¨ße der teilweise vereinigten Transiti-
onsrelation quadratisch mit der Anzahl der im Modell vorhandenen Automaten. Dies ist
bei den beiden folgenden Ansa¨tzen im allgemeinen nicht der Fall. Trotzdem ko¨nnen sie
prinzipiell zu kleineren BDD-Repra¨sentationen als bei der GTR oder TVTR fu¨hren.
3.5.2.3 Vereinigte Transitionsrelation (VTR)
Die Vereinigung sa¨mtlicher diskreter Transitionen stellt eine weitere Alternative dar. Wenn
die BDD-Gro¨ße der resultierenden Transitionsrelation klein genug ist, dann kann diese
Repra¨sentation nu¨tzlich sein. Jedoch gibt es einige Argumente gegen die vereinigte Tran-
sitionsrelation:
• Die gro¨ßten Zwischen-BDDs entstehen als Ergebnis des Durchschnitts einer Er-
reichbarkeitsmenge mit einer Transitionsrelation. Diese BDDs sind in der Tendenz
um so kleiner, je kleiner die jeweils an der Operation beteiligten BDDs fu¨r die Tran-
sitionsrelation sind. Daher kann es deutlich vorteilhafter sein, viele kleine BDDs
(TVTR, GTR) anstelle weniger großer BDDs (VTR) anzuwenden.
• Wird die vereinigte Transitionsrelation verwendet, werden bei einem Schritt der
Fixpunktiteration alle mit genau einem Erreichbarkeitsschritt erreichbaren Nach-
folgerkonfigurationen berechnet. Werden die partielle Transitionsrelation oder die
teilweise vereinigte Transitionsrelation verwendet, ko¨nnen in einem Schritt der Fix-
punktiteration mehrere Transitionen nacheinander schalten (da die berechneten neu-
en Konfigurationen sofort zur Erreichbarkeitsmenge hinzugefu¨gt werden). Somit
kann der Algorithmus in einer Fixpunktiteration schon viele Konfigurationen mit
berechnen, die bei der VTR erst mit mehr als einer Iteration erreichbar sind. Da-
durch werden bei der VTR, speziell bei vielen nebenla¨ufigen Transitionen, meist
mehr Iterationen fu¨r die Berechnung des diskreten Fixpunktes notwendig, was den
eventuellen Vorteil der kleinen Transitionsrelation (VTR) wieder zunichte machen
kann.
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3.5.2.4 Transitive Hu¨lle der Transitionsrelation (THTR)
Beim Erreichbarkeitsalgorithmus erfolgt zwischen je zwei Zeit-Transitionen eine Fix-
punktiteration u¨ber die diskreten Transitionen, und bei der vereinigten Transitionsrela-
tion existiert nur ein BDD fu¨r die Transitionsrelation. Deshalb liegt die Strategie nahe,
die Berechnung der diskreten Fixpunkte zu verku¨rzen, indem fu¨r die Transitionsrelation
die transitive Hu¨lle errechnet wird. Dann wu¨rde ein BDD die Relation fu¨r die gesamte
Fixpunktiteration repra¨sentieren. Diese Strategie fu¨hrt besonders dann zur Performance-
Verbesserung, wenn ein Modell eine große Anzahl an Fixpunktiteration beno¨tigt.
Die transitive Hu¨lle fu¨r eine einzelne Transition ist nicht sehr sinnvoll, weil in den
meisten Fa¨llen direkt nach dem Schalten einer Transition die gleiche Transition nicht noch
einmal einen Fortschritt bringt (außer bei Schleifen). Somit wird nur die Hu¨lle der verei-
nigten Transitionsrelation in Betracht gezogen oder ggf. die Hu¨lle der teilweise vereinigten
Transitionsrelation. Die transitive Hu¨lle aller Transitionen ist ineffizient, wenn die BDD-
Repra¨sentation sehr groß ist oder die Berechnung der transitiven Hu¨lle selbst aufwendig
ist.
3.5.2.5 Diskussion anhand von Meßergebnissen
Im folgenden werden einige Resultate aus Experimenten mit zwei verschiedenen Mo-
dellen wiedergegeben: Die Ergebnisse fu¨r das Modell mit acht parallel laufenden Mini-
Automaten (TwoState8) nach Abbildung 3.23 auf Seite 94 werden in Tabelle 3.2 darge-
stellt, die Ergebnisse fu¨r das Modell mit 24 Fischer-Prozessen (Fischer24) nach Abbil-
dung 3.11 auf Seite 74 in Tabelle 3.3. Die erste Zeile jeder Tabelle gibt die verwendete
Repra¨sentation der Transitionsrelation an. Die zweite Zeile gibt die Laufzeit zur Berech-
nung der Erreichbarkeitsmenge wieder. Die Gro¨ße des gro¨ßten in der diskreten Fixpunk-
titeration zwischen je zwei Zeit-Transitionen auftretenden Zwischen-BDDs wird aus der
dritten Zeile ersichtlich. Ein wichtiger Einflußfaktor fu¨r die Performance ist die in der vier-
ten Zeile aufgefu¨hrte Anzahl der bei der Analyse auszufu¨hrenden diskreten Transitionen
in der Fixpunktiteration. Um die Struktur und Gro¨ße der Transitionsrelation zu verdeutli-
chen, werden die Anzahl der an der Repra¨sentation der vollsta¨ndigen Transitionsrelation
beteiligten BDDs in der fu¨nften Zeile und die Gesamtgro¨ße der Transitionsrelation in der
sechsten Zeile der Tabelle angegeben.
Typ der Transitionsrelation GTR TVTR VTR THTR
Berechnungszeit (in Sekunden) 158.39 100.59 77.53 55.67
Knotenanzahl des gro¨ßten Zwischen-BDD 165545 165545 159340 127388
Anzahl diskreter Schritte 2752 1376 530 172
Anzahl der BDDs zur Repra¨sentation der Transitionsrelation 16 8 1 1
Gesamtgro¨ße der Transitionsrelation (in BDD-Knoten) 208 112 112 112
Tabelle 3.2: Verifikationsresultate mit vier verschiedenen Repra¨sentationen der Transiti-
onsrelation (TwoState8).
Modell ”TwoState8”: Aus Tabelle 3.2 ist ersichtlich, daß die teilweise vereinigte
Transitionsrelation die beno¨tigte Rechenzeit fu¨r das Modell erheblich verringert. Der
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Speicherbedarf des gro¨ßten Zwischen-BDDs bleibt unvera¨ndert, was bedeutet, daß die
alternierende Nachfolgerberechnung mit unterschiedlichen Transitionen eines Automaten
bei diesem Modell nicht fu¨r die Gro¨ße des Zwischen-BDDs verantwortlich ist.
Die verringerte Laufzeit bei der TVTR resultiert aus der Tatsache, daß nur halb so viele
diskrete Schritte berechnet werden mu¨ssen (da von jedem Automaten die beiden Transi-
tionen vereinigt wurden). Die teilweise vereinigte Transitionsrelation beno¨tigt halbsoviele
BDD-Knoten zur Repra¨sentation als die beiden einzelnen Transitionen bei der GTR. Das
zweimalige Berechnen der Nachfolger mit einer gro¨ßeren Transitionsrelation braucht bei
der GTR viel mehr Zeit als bei der TVTR.
Die Gesamtgro¨ße vera¨ndert sich bei der vereinigten Transitionsrelation dadurch nicht,
weil alle Automaten voneinander unabha¨ngig sind. Durch diese vereinigte Repra¨sentation
ko¨nnen in einem Schritt mehrere Folgekonfigurationen gleichzeitig berechnet werden, bei
denen je ein Automaten einen Zustandsu¨bergang vollzieht. Es wird schneller ein Fort-
schritt in der diskreten Fixpunktiteration erzielt, es werden also insgesamt viel weniger
diskrete Transitionen geschaltet und der Algorithmus erha¨lt einen nochmaligen Perfor-
mancezuwachs. Die Gro¨ße der Zwischen-BDDs ist kleiner, weil nicht mehr so viele Zwi-
schenergebnisse entstehen und die gro¨ßten BDDs aus Abha¨ngigkeiten resultierten, die bei
der VTR wegen der disjunktiven Kombination der Transitionen mehrerer Automaten nicht
mehr explizit vorkommen.
Da die Transitionsrelation durch die Vereinigung nicht gro¨ßer geworden ist, ist ein
weiterer Schritt zur Performancesteigerung offensichtlich: Durch die Berechnung der
transitiven Hu¨lle der vereinigten Transitionsrelation ko¨nnen weitere diskrete Transitio-
nen vermieden werden, wobei insbesondere diejenigen Transitionen entfallen, die bei der
¨Uberpru¨fung des Fixpunkt-Kriteriums angewendet werden, um festzustellen, daß keine
neuen Konfigurationen hinzugekommen sind. Die Laufzeitverku¨rzung resultiert aus der
Verringerung der Anzahl der diskreten Transitionen. Da die Fixpunktiteration in einem
Schritt berechnet wird, werden weniger große Zwischen-BDDs erzeugt. Interessant ist,
daß die Gro¨ße der Zwischen-BDDs nur so wenig abfa¨llt. Dies besta¨tigt empirisch, daß
die Zeitabha¨ngigkeiten fu¨r die zwischenzeitliche Aufbla¨hung der BDDs in der Erreichbar-
keitsanalyse verantwortlich ist. Zu beachten ist die Gro¨ße des End-BDDs fu¨r die Erreich-
barkeitsmenge von 16 Knoten im extremen Gegensatz zur Gro¨ße des gro¨ßten Zwischen-
BDDs von 127.388 Knoten.
Typ der Transitionsrelation GTR TVTR VTR
Berechnungszeit (in Sekunden) 37.74 42.10 487.79
Knotenanzahl des gro¨ßten Zwischen-BDD 47627 47627 141956
Anzahl diskreter Schritte 2160 432 146
Anzahl der BDDs zur Repra¨sentation der Transitionsrelation 120 24 1
Gesamtgro¨ße der Transitionsrelation (in BDD-Knoten) 1695 3160 67615
Tabelle 3.3: Verifikationsresultate mit drei verschiedenen Repra¨sentationen der Transiti-
onsrelation (Fischer24).
Modell ”Fischer24”: Bei dem Modell fu¨r Fischers Protokoll fu¨hrt das Vereinigen von
Transitionsrelationen bei der TVTR und der VTR nicht zu einem besseren Laufzeitverhal-
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ten, weil die Kommunikation innerhalb des Modells zu großen BDDs fu¨hrt. In Tabelle 3.3
auf der vorherigen Seite wird reflektiert, daß die Anzahl der BDD-Knoten des gro¨ßten
Zwischen-BDD unvera¨ndert bleibt, wenn die TVTR statt der GTR verwendet wird.
Die durchschnittliche Gro¨ße einer Transitionsrelation bei der GTR betra¨gt
14 (1695 / 120) BDD-Knoten. Bei der TVTR ist diese Gro¨ße gestiegen auf 131 (3160 / 24)
BDD-Knoten pro Transitionsrelation. Obwohl sich die Anzahl der diskreten Schritte bei
der TVTR auf ein Fu¨nftel der Anzahl bei der GTR verringert hat, steigt die Berechnungs-
zeit etwas an. Dies resultiert aus den Operationen mit den ziemlich großen BDDs der
Transitionsrelation.
Wird die vereinigte Transitionsrelation eingesetzt, so steigt die Anzahl der BDD-
Knoten fu¨r die Transitionsrelation auf 67.615 Knoten (statt 3160 Knoten bei der TVTR).
Die gro¨ßten Zwischen-BDDs steigen auf das Dreifache der Gro¨ße bei der GTR (bzw. TV-
TR) an. Die disjunktive Kombination der Nachfolgerkonfigurationen verschiedener Kom-
ponenten vergro¨ßert die Zwischen-BDDs. Aus diesen beiden Gru¨nden ist eine enorme
Verschlechterung der Berechnungsperformance zu verzeichnen.
Damit gilt fu¨r die vereinigte und fu¨r die teilweise vereinigte Transitionsrelation bei
diesem Modell: Der Vorteil, weniger BDDs zur Repra¨sentation der Transitionsrelation
zu haben, und die stark reduzierte Anzahl diskreter Schritte in den Fixpunktiterationen
ko¨nnen den Performanceverlust durch die enorm großen BDDs fu¨r die Transitionsrelation
und die großen BDDs fu¨r die Erreichbarkeitsmenge nicht ausgleichen.
Durch die schlecht komprimierte Repra¨sentation der vereinigten Transitionsrelationen
wird von der Verwendung einer transitiven Hu¨lle fu¨r die Transitionsrelation bei Fischers
Protokoll abgesehen.
Modell ”AND-Schaltung”: Ein weiteres Beispiel, bei dem der Einsatz einer vom Stan-
dard abweichenden Repra¨sentation der Transitionsrelation zu erheblicher Performancever-
besserung fu¨hrt, ist das bereits im Kapitel 2 vorgestellte Modell einer AND-Schaltung. In
der Tabelle 5.3 auf Seite 175 im Abschnitt 5.4.2.2 wird verdeutlicht, daß die Verwendung
einer Kombination der teilweise vereinigten Transitionsrelation mit der transitiven Hu¨lle
sich in stark verku¨rzter Laufzeit bemerkbar macht.
3.5.2.6 Schlußfolgerungen
Die Experimente mit verschiedenen Modellen fu¨hren zu folgender Argumentation: Die
geteilte Transitionsrelation ist generell eine sehr gute Lo¨sung, die einfach ist und ho¨chstens
quadratische Speicherplatzkomplexita¨t aufweist und damit die Voraussetzung fu¨r eine
ziemlich effiziente Analyse liefert. Wenn die BDD-Repra¨sentation der vereinigten Tran-
sitionsrelation (TVTR oder VTR) kleiner ist, ist mit diesen Repra¨sentationen eine Perfor-
mancesteigerung mo¨glich, wobei bei der VTR das Risiko explodierender Zwischen-BDDs
besteht. Ist die transitive Hu¨lle der vereinigten Transitionsrelation nicht viel gro¨ßer als die
geteilte Transitionsrelation, ist mit dieser Strategie eine weitere Performancesteigerung
mo¨glich. Somit kann ein Werkzeug vor dem Start aufwendiger Analysen verschiedene
Transitionsrelationen berechnen und durch Vergleich der BDD-Gro¨ßen die fu¨r die Erreich-
barkeitsanalyse am besten geeignete auswa¨hlen.
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Abbildung 3.20: Anzahl der BDD-Knoten der Erreichbarkeitsmenge wa¨hrend der Fix-
punktiteration bei verschiedenen Ordnungen der Anwendung der diskreten Transitionen
in Abha¨ngigkeit von den Zeitschritten (Fischer24).
3.5.3 Ordnung der diskreten Transitionen
Wird die geteilte oder teilweise vereinigte Transitionsrelation genutzt, sind mehrere dis-
krete Transitionen vorhanden und eine Reihenfolge ihrer Anwendung in der diskreten Fix-
punktiteration ist festzulegen. Die zwischenzeitlich entstehende Menge erreichter Kon-
figurationen im Erreichbarkeitsalgorithmus (Zwischenwerte von R in Abbildung 3.5 auf
Seite 62) ha¨ngt stark von dieser Ordnung ab und somit auch die Gro¨ße der diese Men-
gen repra¨sentierenden BDDs. Eine schlecht gewa¨hlte Ordnung der diskreten Transitionen
fu¨hrt zu wesentlich gro¨ßeren Zwischen-BDDs als eine gut gewa¨hlte Ordnung. Im folgen-
den wird eine Heuristik zur Lo¨sung dieses Problems vorgestellt.
Zur Illustration der Wichtigkeit dieser Betrachtung dient Abbildung 3.20. Es wird fu¨r
jede diskrete Fixpunktiteration die Anzahl der BDD-Knoten des gro¨ßten Erreichbarkeits-
BDDs dargestellt. Die oberen fu¨nf Graphen sind die Ergebnisse der Anwendung von
zufa¨llig gewa¨hlten Ordnungen der diskreten Transitionen. Der Graph mit den kleinen
Zwischen-BDDs resultiert aus der folgenden Ordnung der Anwendung: Die internen Tran-
sitionen sind in der gleiche Reihenfolge angeordnet wie die Automaten, zu denen die
Transitionen geho¨ren, in der Variablenordnung eingeordnet sind. Als erstes kommen al-
so die Transitionen des ersten Automaten in der Variablenordnung, dann die Transitionen
des zweiten, u.s.w. Synchronisierte Transitionen stehen ganz am Anfang vor den internen
Transitionen.
In der Literatur wird die Aufgabe dieses Ordnens ”Quantification Scheduling Pro-
blem” genannt. Chauhan et al. versuchen, eine gute Ordnung durch kombinatorische Op-
timierung zu finden [CCJ+01]. Sie benutzen die von Moon und Somenzi vorgeschlagene
Abha¨ngigkeitsmatrix [MHS00], um die Anzahl der beteiligten abha¨ngigen Variablen so
klein wie mo¨glich zu halten und mittels Heuristiken wie Hill Climbing oder Simulated An-
nealing eine gute Reihenfolge zu finden. Bei dem dort betrachteten BDD-Paket wird die
Variablenordnung dynamisch zur Laufzeit ermittelt. Darin differenziert sich Rabbit von
vergleichbaren Werkzeugen: Sowohl die Variablenordnung als auch die Ordnung der dis-
kreten Transitionen werden statisch vor Beginn der Analyse berechnet. Dabei fließen alle
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verfu¨gbaren Informationen u¨ber die Modellstruktur und den Kommunikationsgraphen ein.
Dies bedeutet, daß die Ordnungen bei Rabbit durch abstrakte Information einer ho¨heren
Ebene (Modellstruktur) festgelegt werden, wa¨hrend vergleichbare Werkzeuge erst durch
geeignete Verfahren (Heuristiken) verwertbare Informationen aus einer niedrigeren Ebene
(Transitionen) mittels Abstraktion gewinnen mu¨ssen. Daß dieses Vorgehen zu Performan-
ceverbesserungen fu¨hrt, wird durch die Meßergebnisse in Abschnitt 5.4.2 nachgewiesen.
3.5.4 On-the-fly-Analyse
In diesem Abschnitt wird eine nu¨tzliche Technik vorgestellt, mit der die explodierende
BDD-Gro¨ße aufgrund zeitbasierter Abha¨ngigkeiten bei einigen Modellen vermieden wer-
den kann. Selbst wenn die Komponenten nicht direkt miteinander kommunizieren, kann
die BDD-Repra¨sentation der erreichbaren Konfigurationen wa¨hrend des Berechnungspro-
zesses sehr groß sein. Der Grund dafu¨r ist, daß die Konfigurationen der einzelnen Kom-
ponenten vom Vergehen der Zeit abha¨ngig sind. Somit sind die Komponenten indirekt
miteinander verbunden.
Im Gegensatz zum Standard-Algorithmus, der zuerst die Menge aller erreichbarer
Konfigurationen berechnet und dann u¨berpru¨ft, ob der Durchschnitt mit der Menge der
verbotenen Konfigurationen leer ist, zeichnet sich der hier vorgeschlagene On-the-fly-
Algorithmus10 durch die folgenden Eigenschaften aus:
• Speicherplatz sparen. Daten, die fu¨r den weiteren Berechnungsvorgang nicht mehr
von entscheidendem Interesse sind, werden aus dem Speicher entfernt. Dies be-
deutet fu¨r die Erreichbarkeitsanalyse, daß nicht die volle Menge der erreichbaren
Konfigurationen berechnet wird. Der Nachteil eines solchen Algorithmus ist, daß
dieser mo¨glicherweise mehr Iterationen und ein komplizierteres Abbruchkriterium
beno¨tigt als der Standardalgorithmus.
• Schneller Abbruch. Sobald Daten eine Entscheidung u¨ber das Resultat der Be-
rechnung erlauben, bricht der Algorithmus den Berechnungsvorgang ab. Fu¨r die
Erreichbarkeitsanalyse bedeutet dies, daß die Fixpunkt-Iteration sofort abgebrochen
wird, sobald eine der verbotenen Konfigurationen berechnet worden ist. Diese Ei-
genschaft wurde bereits im Algorithmus von Abbildung 3.1 auf Seite 52 imple-
mentiert. Besonders sinnvoll ist dieses Vorgehen in der Entwicklungsphase eines
Modells, wenn das Modell noch Fehler entha¨lt.
Bei der Erreichbarkeitsanalyse ist es nicht unbedingt erforderlich, die volle Men-
ge mit allen erreichbaren Konfigurationen zu speichern. Es ist prinzipiell ausrei-
chend, jede erreichbare Konfiguration ein einziges Mal zu berechnen, zu pru¨fen, ob
es sich um eine verbotene Konfiguration handelt, und sie nach dieser ¨Uberpru¨fung
wieder aus dem Speicher zu lo¨schen. Der hier verwendete Ansatz ist der, die Fol-
ge Reach([[A]]I)(0, 0), Reach([[A]]I)(1, 1), ... zu berechnen und nur die aktuelle Menge
10Zur Unterscheidung erha¨lt der bisher betrachtete Algorithmus die Bezeichnung Full-set-Berechnung.
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Eingabe: Abgeschlossener Timed Automaton A = (L,L0, X,Σ, I, E)
mit der ganzzahligen Semantik [[A]]I = (L× Val(X ), L0 × {v0},Σ ∪ N,→),
Menge von Kontrollzusta¨nden LF
Ausgabe: true gdw. LF ∩ [[[[A]]C ]]R 6= ∅
1 R := L0 × {v0}
2 DiscreteFixedPoint(A, R)
3 s := 0; p := 0
4 Rprev := ∅
5 while Rprev 6⊇ R do
6 if p ≤ s
2
then
7 p := s
8 Rprev := R
9 R := {q′ ∈ L× Val(X) | ∃q : q ∈ R ∧ q 1−→ q′}
10 DiscreteFixedPoint(A, R)
11 s := s+ 1
12 if R ∩ (LF × Val(X)) 6= ∅ then return true
13 return false
Abbildung 3.21: Algorithmus fu¨r die On-the-fly-Analyse.
Reach([[A]]I)(i, i) und eine der vorher berechneten Mengen im Speicher zu halten. Die-
se Strategie fu¨hrt zu dem Problem, zu entscheiden, wann alle erreichbaren Konfiguratio-
nen u¨berpru¨ft worden sind. Im allgemeinen existiert kein i ∈ N, so daß die Bedingung
Reach([[A]]I)(i, i) ⊇ Reach([[A]]I)(i+ 1, i+ 1) gilt, was ein einfaches Abbruchkriterium
wa¨re.
Ein simpler Algorithmus ko¨nnte das Abbruchkriterium u¨berpru¨fen, indem er alle be-
rechneten Mengen Reach([[A]]I)(0, 0), ..., Reach([[A]]I)(i, i) speichert und u¨berpru¨ft, ob
Reach([[A]]I)(i + 1, i + 1) in einer der bereits berechneten Mengen enthalten ist. Die-
ses Vorgehen wu¨rde zu einem enormen Speicherverbrauch fu¨r die Erreichbarkeitsanalyse
fu¨hren.
Der Algorithmus in Abbildung 3.21 speichert nicht alle bereits berechneten Mengen
Reach([[A]]I)(i, i) der vorhergehenden Schritte, sondern nur eine einzige, im Algorithmus
Rprev genannte. Die Berechnung des Fixpunktes der Menge R unter ausschließlicher An-
wendung diskreter Transitionen ist im Algorithmus mit DiscreteFixedPoint(A, R)
abgeku¨rzt.
Im folgenden werden die Terminierung und der Aufwand fu¨r die On-the-fly-Analyse
nachgewiesen.
Satz 3.8 Seien TA und ∆A zwei einem abgeschlossenen Timed Automaton A zugeordnete
natu¨rliche Zahlen mit den folgenden Eigenschaften:
1. ∆A > 0,
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Abbildung 3.22: Kleinster gemeinsamer Zyklus fu¨r alle La¨ufe.
2. Reach([[A]]I)(TA, TA) ⊇ Reach([[A]]I)(TA +∆A, TA +∆A) und
3. fu¨r alle T ′,∆′ ∈ N mit den Eigenschaften 1 und 2 gilt:
• T ′ +∆′ > TA +∆A oder
• T ′ +∆′ = TA +∆A und ∆′ ≥ ∆A.
Der Algorithmus fu¨r die On-the-fly-Analyse nach Abbildung 3.21 terminiert nach we-
niger als 3(TA +∆A) Iterationen der (while-) Schleife und liefert das Ergebnis true gdw.
LF ∩ [[[[A]]C ]]R 6= ∅.
Beweis: Wegen der Endlichkeit des Zustandsraumes (bei Benutzung der ganzzahli-
gen Semantik) existieren natu¨rliche Zahlen TA und ∆A mit den definierten Eigenschaften.
Nach der Berechnung von Reach([[A]]I)(0, 0), ..., Reach([[A]]I)(TA+∆A, TA+∆A) wur-
den tatsa¨chlich alle erreichbaren Konfigurationen u¨berpru¨ft, und der Algorithmus kann
terminieren.
Wa¨hrend jeder ¨Uberpru¨fung des Abbruchkriteriums Rprev ⊇ R in Zeile 5 gilt R =
Reach([[A]]I)(s, s) und Rprev = Reach([[A]]I)(p, p), wobei p die gro¨ßte Zweierpotenz
ist, die kleiner als s ist (ausgenommen Rprev = ∅ falls s = 0; p = 0 falls s ≤ 1).
Sei k die kleinste Zweierpotenz mit k ≥ TA und k ≥ ∆A. Wegen Reach([[A]]I)(k, k) ⊇
Reach([[A]]I)(k+∆A, k+∆A) terminiert der Algorithmus spa¨testens nach der Berechnung
von Reach([[A]]I)(k + ∆A, k + ∆A). Weil k + ∆A < 3(TA + ∆A) gilt, beno¨tigt der
Algorithmus ho¨chstens die dreifache Anzahl von Iterationen des Algorithmus, der alle
Konfigurationsmengen Reach([[A]]I)(i, i) speichert. Die Ungleichung k +∆A < 3(TA +
∆A) folgt aus k < 2∆A ≤ 2(TA +∆A). uunionsq
Abbildung 3.22 illustriert diese Situation. Nach TA Schritten ist eine Konfigurations-
menge erreicht, die alle nach TA +∆A Schritten erreichbaren Konfigurationen beinhaltet.
Ein potentielles Problem fu¨r die Effizienz dieses Algorithmus ist, daß
die Anzahl der Iterationen TA + ∆A betra¨chtlich gro¨ßer sein kann im Ver-
gleich zur Anzahl der Iterationen des herko¨mmlichen Algorithmus, welche
min
(
{k ∈ N | Reach([[A]]I)(0, k) = Reach([[A]]I)(0, k + 1)}
)
+ 1 betra¨gt. Die Er-
fahrung im praktischen Umgang mit verschiedenen Modellen fu¨hrt zu der Vermutung,
daß diese Strategie zu enormer Performancesteigerung bei Modellen mit wenig expliziter
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T w oO n e
c i  ≤  u ic i  ≤  u i
0ic ′ =c i  ≥  l i  ,
0ic ′ =c i  ≥  l i  ,
Abbildung 3.23: Mini-Automat mit zwei Zusta¨nden. ci ist eine Uhr, ui und li sind Kon-
stanten.
# Kompon. 4 8 16 32 64 128 256
# Konfigur. 3.3 · 105 1.1 · 1011 1.2 · 1022 1.5 · 1044 2.2 · 1088 4.8 · 10176 2.3 · 10353
BDD-Gro¨ße 8 16 32 64 128 256 512
On-the-fly 0.06 0.19 1.23 6.11 26.8 123 582
Full-set 0.75 63.7 >400 MB
Tabelle 3.4: Laufzeit zur Berechnung aller erreichbarer Konfigurationen fu¨r das Modell
mit zwei Zusta¨nden und einer Uhr je Komponente (fu¨r ui = 12, li = 9).
Kommunikation fu¨hrt und sich nicht sehr nachteilig bei Modellen mit viel expliziter
Kommunikation auswirkt.
Meßergebnisse. In der Tabelle 3.4 wird gezeigt, daß nicht nur die Variablenordnung
von entscheidender Bedeutung fu¨r die Effizient ist, sondern auch die Strategie des Al-
gorithmus: die On-the-fly-Analyse kann die Effizienz enorm verbessern. Als Beispiel
wird das kleine Zwei-Zustands-Modell aus [BMPY97] benutzt, dessen Automat in Abbil-
dung 3.23 dargestellt ist. Fu¨r die Komposition mehrerer solcher Automaten wird in der
zweiten Zeile der Tabelle die Anzahl der erreichbaren Konfigurationen in Abha¨ngigkeit
von der Anzahl der beteiligten Automaten (erste Zeile) dargestellt, wobei zu jedem Auto-
maten eine Uhr geho¨rt. Die Gro¨ße des BDD fu¨r die Menge aller erreichbarer Konfiguratio-
nen ist in der dritten Zeile dargestellt. Die vierte Zeile entha¨lt die Berechnungszeiten bei
der Benutzung des On-the-fly-Algorithmus und die fu¨nfte Zeile verdeutlicht die Explosi-
on der Repra¨sentation der Zwischenergebnisse bei einem Algorithmus, der alle erreichten
Konfigurationen speichert (vgl. den Algorithmus in Abbildung 3.1 auf Seite 52).
0
2 0 0 0 0
4 0 0 0 0
6 0 0 0 0
8 0 0 0 0
1 0 0 0 0 0
1 2 0 0 0 0
1 4 0 0 0 0
0 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0













Abbildung 3.24: Anzahl der BDD-Knoten der Erreichbarkeitsmenge wa¨hrend der Itera-
tionen mit Full-set–Berechnung (TwoState8).
Abbildung 3.24 visualisiert die Situation beim herko¨mmlichen Algorithmus: Ein
starkes Wachstum der Repra¨sentation der Zwischenresultate der Erreichbarkeitsmenge
wa¨hrend der Fixpunktiteration wird deutlich. Die Darstellung zeigt die Knotenanzahl
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Abbildung 3.25: Anzahl der BDD-Knoten der Erreichbarkeitsmenge wa¨hrend der Itera-
tionen mit On-the-fly–Berechnung (TwoState8).
des gro¨ßten Zwischen-BDD jeweils zwischen zwei Zeit-Transitionen. Obwohl die ver-
schiedenen Komponenten nicht direkt miteinander kommunizieren, sind ihre Konfigura-
tionen voneinander abha¨ngig wegen der Zeit-Transition. Die On-the-fly-Version profitiert
von der Tatsache, daß die Konfigurationen zu einem bestimmten Zeitpunkt voneinander
unabha¨ngig sind; die maximale BDD-Gro¨ße betra¨gt weniger als 44 Knoten (vgl. Abbil-
dung 3.25).
3.5.5 Wahl der Hash-Funktion
Einem die Performance eines BDD-Pakets sehr stark beeinflussenden Parameter wurde in
der Literatur bisher erstaunlich wenig Aufmerksamkeit geschenkt. In einem BDD-Paket
werden zur effizienten Suche von BDD-Knoten Hash-Tabellen und Caches eingesetzt. So-
wohl in der Hash-Tabelle der BDD-Knoten als auch beim Cache fu¨r die Operationen ist
die gute Streuung der Hash-Funktion eine signifikante Voraussetzung fu¨r gute Performan-
ce des BDD-Pakets. Diese wird von den ga¨ngigen BDD-Paketen im allgemeinen auch
beru¨cksichtigt.
Die fu¨r die Berechnung des Hash-Wertes selbst beno¨tigte Laufzeit minimal zu halten,
ist jedoch eine weitere wichtige Voraussetzung. Da die Hash-Funktion vor jedem Ope-
rationsaufruf fu¨r die Berechnung des Cache-Index und vor jedem Erzeugen eines neuen
BDD-Knotens berechnet wird, geht die Laufzeit dieser Funktion direkt in die Gesamt-
laufzeit ein. In einer an der BTU Cottbus angefertigten Studie wurde empirisch nachge-
wiesen, daß die Laufzeit der Hash-Funktion einen großen Anteil an der Gesamtlaufzeit
hat [Noa99]. Aus diesem Grund wird in dem in Rabbit integrierten BDD-Paket eine sehr
gut streuende Hash-Funktion verwendet, die zur Minimierung des Berechnungsaufwands
ausschließlich die Operationen bitweises Verschieben, Addition und bitweises XOR ver-
wendet.
3.5.6 Behandlung inaktiver Uhren
In der Erreichbarkeitsanalyse kommt es darauf an, mo¨glichst wenige Schritte der Fix-
punktiteration durchfu¨hren zu mu¨ssen und bei der Berechnung mo¨glichst komprimiert re-
pra¨sentierbare Mengen von Uhrenbelegungen zu erhalten.
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Es ist zu beobachten, daß in den meisten Modellen Zusta¨nde vorkommen, in denen
die Werte einiger Uhren keine Rolle spielen. Es wa¨re ein unno¨tiger Aufwand, fu¨r diese
Uhren verschiedene auftretende Wertekombinationen zu speichern. Daws und Yovine ha-
ben dieses Verhalten bei der DBM-basierten Erreichbarkeitsanalyse beobachtet und eine
entsprechende Reduktion des Modells vorgeschlagen [DY96].
Definition 3.8 Eine Uhr ist in einem Zustand aktiv, wenn ihr Wert Einfluß auf das
zuku¨nftige Verhalten des Automaten hat, d. h.
• wenn die Uhr in der Invariante des Zustands oder dem Wa¨chter eines ausgehenden
Zustandsu¨bergangs auftritt oder
• wenn die Uhr im Zielzustand eines ausgehenden Zustandsu¨bergangs aktiv ist und
von diesem Zustandsu¨bergang nicht zuru¨ckgesetzt wird.
Durch diese Betrachtungen kann eine generelle Richtlinie fu¨r die zu analysierenden
Modelle festgelegt werden, bei denen zur Vermeidung von unno¨tigem Speicher- und
Rechenzeit-Aufwand eine Sonderbehandlung der inaktiven Uhren erfolgt:
Fu¨r Zusta¨nde, in denen die Uhrenwerte keine Rolle spielen, werden die inaktiven Uhren
vor den Eintritt in den Zustand auf den ihnen zugeordneten Maximalwert gesetzt. Somit
werden bei einer Zeit-Transition keine zusa¨tzlichen Uhrenwerte fu¨r diese Uhr erzeugt.
Diese Richtlinie kann problemlos eingehalten werden, indem das Modell von einem
Werkzeug durch statische Analyse auf inaktive Uhren gepru¨ft und anschließend durch
automatische Transformation angepaßt wird.
Modell Fischer16 Fischer32 AND4 AND8
Ohne Anhalten inaktiver Uhren:
Verifikationszeit 6.70 62.8 24.7 3170
Anzahl BDD-Knoten 22484 95725 122118 –
Mit Anhalten inaktiver Uhren:
Verifikationszeit 6.42 61.5 9.54 450
Anzahl BDD-Knoten 6190 24983 45869 712469
Tabelle 3.5: Performanceverbesserung durch ”Anhalten” inaktiver Uhren.
Meßergebnisse. An einigen Beispielen wird nachgewiesen, daß die Richtlinie zur Be-
handlung inaktiver Variablen tatsa¨chlich zu Performanceverbesserung fu¨hrt. In der Tabel-
le 3.5 werden Meßergebnisse fu¨r Modelle von Fischers Protokoll mit 16 und 32 Prozessen
sowie von einer AND-Schaltung mit 4 und 8 Einga¨ngen in zwei Versionen wiederge-
geben. Beim ersten Experiment werden die Verifikationszeit der On-the-fly-Berechnung
(in Sekunden) und die Gro¨ße der Erreichbarkeitsmenge (in BDD-Knoten) fu¨r Modelle
aufgefu¨hrt, in denen inaktive Uhren nicht angehalten werden. Im zweiten Experiment
werden entsprechende Werte fu¨r die Modelle unter Beru¨cksichtigung der inaktiven Uhren
dargestellt. Die Meßergebnisse zeigen einen deutlichen Effizienzgewinn bei der vorge-
schlagenen Sonderbehandlung von inaktiven Uhren.
Im verbleibenden Abschnitt dieses Kapitels wird auf einen Effekt eingegangen, der zu
einer Verku¨rzung der Verifikationszeit fu¨hren kann, jedoch weder bei normalen Analysen
in dieser Arbeit verwendet noch in die Werkzeugimplementierung integriert wurde.
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Kernaussagen im theoretischen Teil dieser Arbeit werden formal bewiesen. Die
Tauglichkeit der Modellierungskonzepte und die Performance der Werkzeug-
implementierung werden im praktischen Teil empirisch validiert. Dazwischen
liegt die sogenannte Argumentative Begru¨ndung. Als a¨ußere Form wird das fol-
gende Schema verwendet:
Behauptung 3.9 Die Aussage wird zuna¨chst als Behauptung formuliert.
Begru¨ndung: ¨Ahnlich dem Beweis eines Satzes erfolgt in der Begru¨ndung die
Rechtfertigung der Behauptung. Jedoch erhebt die argumentative Begru¨ndung im
Gegensatz zum formalen Beweis nicht den Anspruch an formale Exaktheit und
Ausfu¨hrlichkeit. Vielmehr soll in der Begru¨ndung skizzenhaft eine verbale Ar-
gumentation dargestellt werden, die auf den formalen Grundlagen beruht und die
fu¨r den Beweis notwendigen Ideen und Strategien entha¨lt. Abschließend werden
Behauptung und Argumente an Versuchsreihen nachvollzogen und somit empi-
risch nachgewiesen. uunionsq
Abbildung 3.26: Schema Begru¨ndung.
3.5.7 Zeitabha¨ngigkeiten explizit modellieren
In diesem Abschnitt wird gezeigt, daß die Reduktion der Anzahl von Uhren im Modell
nicht unbedingt zu Effizienzsteigerung fu¨hrt. Es wird ein Modell vorgestellt, bei dem das
Hinzufu¨gen einer zusa¨tzlichen Uhr zu einer drastischen Performancesteigerung fu¨hrt! Der
Grund dafu¨r liegt in der Rolle der zusa¨tzlichen Uhr: Sie dient nicht der Modellierung eines
bestimmten Verhaltens des Systems, sondern lediglich der expliziten Darstellung sonst nur
implizit vorhandener Abha¨ngigkeiten.
Behauptung 3.10 Durch Hinzufu¨gen einer zusa¨tzlichen Uhr bei Fischers Protokoll fu¨r
gegenseitigen Ausschluß kann eine Performanceverbesserung erzielt werden. Die Spei-
cherkomplexita¨t der BDD-Repra¨sentation der Erreichbarkeitsmenge fu¨r Fischers Proto-
koll betra¨gt S(n,m) = n2 ·m3 · logm, wobei n die Anzahl der an Fischers Protokoll betei-
ligten Prozesse undm die gro¨ßte in diesem Modell auftretende Konstante fu¨r den Vergleich
mit einer Uhr ist. Durch eine zusa¨tzliche Uhr kann diese auf S(n,m) = n2 ·m2 · logm
reduziert werden.
Begru¨ndung: Bei Fischers Protokoll (siehe Abbildung 3.11 auf Seite 74) gibt es
zwei wesentliche implizite Zeitabha¨ngigkeiten zwischen den Prozessen. Sei der i-te
Prozeß betrachtet. Er befinde sich im Zustand Assign. Dann ist der Wert seiner Uhr xi
immer gro¨ßergleich dem Wert der Uhr eines beliebigen Prozesses, der bereits in den
Zustand Wait u¨bergegangen ist11. Dieser Grundsatz gilt, weil der Zustand Assign nur dann
11Ein Prozess ist nicht gezwungen, den Zustand Wait zu verlassen. So kann es Prozesse geben, die noch
von einem vorherigen Versuch im Zustand Wait stehen und eine Uhr mit einem gro¨ßeren Wert haben. Diese
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U n c r i t i c a l
W a i tC r i t i c a l
A s s i g n
x i  ≥  2 ,  k  ≠  i
k  =  0 ,
x i  ≥  2 ,  k  =  i
k '  =  0 ,
c '  =  0
c  =  0 ,  k  =  0
x i  ≤  1
0ix ′ =
0ix ′ =
k  ≠  0
k '  =  i ,
k  =  0
k '  =  i ,
0 ,ix ′ =
c '  =  0
Abbildung 3.27: Prozeß i von Fischers Protokoll mit globaler Uhr c.
betreten werden darf, wenn der Wert der gemeinsamen Variable k noch nicht vera¨ndert
wurde (k = 0). Dies heißt wiederum, daß noch kein Prozeß den Zustand Assign betreten
hat. Formal: loc(pi) = l bezeichne die Eigenschaft, daß sich der Automat fu¨r Prozeß i im
Zustand l befindet. Dann gilt:
∀i, j : loc(pi) = Assign ∧ loc(pj) = Wait⇒ xi ≥ xj,
d. h. es muß folgende Abha¨ngigkeit in der Erreichbarkeitsmenge enthalten sein:
∀i : loc(pi) = Assign ⇒ xi ≥ max
j∈M
(xj),M = {m | loc(pm) = Wait}.
Die zweite implizite Abha¨ngigkeit der Prozesse untereinander betrifft die Umkehrung
der oben behandelten Beobachtung. Befinde sich der i-te Prozeß im Zustand Wait.
Dann ist der Wert seiner Uhr grundsa¨tzlich kleiner als der Wert der Uhr eines beliebigen
Prozesses, der sich noch im Zustand Assign befindet. Formal gilt dann:
∀i, j : loc(pi) = Wait ∧ loc(pj) = Assign⇒ xi ≤ xj,
d. h. es muß folgende Abha¨ngigkeit in der Erreichbarkeitsmenge enthalten sein:
∀i : loc(pi) = Wait ⇒ xi ≤ min
j∈M
(xj),M = {m | loc(pm) = Assign}.
Alle Abha¨ngigkeiten der Prozesse untereinander entsprechen im BDD Abha¨ngigkeiten
der Variablen. Seien der Prozeß i und alle in der Variablenordnung vor dem Prozeß i auf-
tretenden Prozesse betrachtet. Sei weiter B der (Teil-) BDD fu¨r die Menge aller Konfigu-
rationen, bei denen der Prozeß i als erster in den Zustand Wait u¨bergegangen ist. Daraus
ergibt sich, daß in B Abha¨ngigkeiten zu allen anderen Prozessen existieren, deren Auto-
mat sich im Zustand Assign oder Wait befindet (siehe oben ausgefu¨hrte Abha¨ngigkeiten).
Da der i-te Prozeß in der Variablenordnung nicht vor all diesen Prozessen steht, fu¨hrt dies
zu einem großen BDD.
Dieses Problem kann gelo¨st werden durch eine zusa¨tzliche Uhr c, die mißt, wie lange
k den Wert 0 hat (wenn k = 0) bzw. wie lange k ungleich 0 ist (wenn k 6= 0). Das
Konfigurationen haben keinen großen Einfluß auf die Komplexita¨tsbetrachtung und ko¨nnten durch Einfu¨gen
einer Invariante xi ≤ 2 fu¨r den Zustand Wait ausgeschlossen werden.
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Konstantengro¨ße 2 4 8 16 32
Fischer8,
ohne globale Uhr:
Berechnungszeit 0.44 2.89 27,6 368
Anzahl BDD-Knoten 1345 5427 30556 214065
mit globaler Uhr:
Berechnungszeit 0.47 2.54 19.9 190 2630
Anzahl BDD-Knoten 1806 6545 25635 107575 470923
Fischer16,
ohne globale Uhr:
Berechnungszeit 5.19 50.3 621
Anzahl BDD-Knoten 5502 25456 157993
mit globaler Uhr:
Berechnungszeit 4.60 35.2 303 5430




Anzahl BDD-Knoten 22071 108329
mit globaler Uhr:
Berechnungszeit 37.2 377 6150
Anzahl BDD-Knoten 27440 109603 454709
Tabelle 3.6: Performanceverbesserung durch eine zusa¨tzliche Uhr fu¨r verschiedene
Fischer-Modelle in Abha¨ngigkeit von der Konstantengro¨ße.
Automatenmodell ist in Abbildung 3.27 auf der vorherigen Seite dargestellt. Nun gilt fu¨r
die Uhr c und fu¨r die Prozesse pi:
∀i : loc(pi) = Assign ⇒ xi ≥ c und ∀i : loc(pi) = Wait ⇒ xi ≤ c.
Diese Uhr muß gemeinsam mit der Variable k ganz am Anfang der Variablenordnung
stehen. Durch das Vorziehen der globalen Uhr wird erreicht, daß die gesamte Information
bzgl. der Abha¨ngigkeiten gebu¨ndelt vorgezogen worden ist. Es werden u¨ber die gesamte
Tiefe des BDDs die Kofaktoren bzgl. der einen globalen Uhr gespeichert.
Die Auswirkungen dieses Effekts auf die Speicherkomplexita¨t wird im folgenden be-
gru¨ndet. Sei n die Anzahl der an Fischers Protokoll beteiligten Prozesse und m die
gro¨ßte in diesem Modell auftretende Konstante fu¨r den Vergleich mit einer Uhr. Dann ist
S(n,m) = n2 ·m3 · logm die Speicherkomplexita¨t der BDD-Repra¨sentation der Erreich-
barkeitsmenge fu¨r Fischers Protokoll ohne die vorgeschlagene globale Uhr. Die Gro¨ße
n2 resultiert aus der Anzahl der beteiligten Prozesse. Die Tiefe des BDDs ha¨ngt von der
Anzahl der Variablen ab und die Breite von der Anzahl der durch die Variable k erzeugten
Kofaktoren (siehe Abschnitt 3.3.5 fu¨r eine genaue Beschreibung dieser Situation aufgrund
der Gro¨ßenscha¨tzung). Ein weiterer Einflußfaktor fu¨r die Tiefe des BDDs ist die Anzahl
der Bits fu¨r die Kodierung der Uhren, die wiederum von der Konstantengro¨ße abha¨ngt
(Faktor logm).
Durch den Einsatz der globalen Uhr wird eine Speicherkomplexita¨t von S(n,m) =
n2 ·m2 · logm erreicht (siehe Tabelle 3.6 fu¨r die entsprechenden Meßwerte). Die Redukti-
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on der Komplexita¨t um eine Potenz in der Abha¨ngigkeit von der Konstantengro¨ße entsteht
dadurch, daß nunmehr nicht alle Kombinationen der Uhrenwerte beim Eintreten in den
Zustand Wait im BDD gespeichert werden mu¨ssen (O(m2) verschiedene Mo¨glichkeiten
bzw. Kofaktoren fu¨r Minimal- und Maximal-Wert), sondern lediglich alle Werte der glo-
balen Uhr c (O(m) Kofaktoren).
Durch Experimente konnte diese Argumentation besta¨tigt werden. In den Spalten
fu¨r die Konstantengro¨ßen 2 und 4 wird deutlich, daß trotz gro¨ßerer Anzahl an BDD-
Knoten zur Berechnung der Erreichbarkeitsmenge weniger Zeit notwendig ist. Offen-
sichtlich hat die explizite Repra¨sentation der Zeitabha¨ngigkeiten positiven Einfluß auf die
BDD-Algorithmen. Das repra¨sentierende BDD ist noch gro¨ßer, weil der Mehraufwand fu¨r
die Speicherung der zusa¨tzlichen Uhrenwerte noch nicht durch die insgesamt kompaktere
Darstellung aufgewogen wird. Bei dem kleinen Modell fu¨r 8 Fischer-Prozesse ist dieser
Effekt noch nicht sichtbar; die Berechnungszeiten unterscheiden sich kaum. In der Spal-
te fu¨r Konstantengro¨ße 8 kommt der Effekt ganz zum Tragen: Obwohl im Modell eine
zusa¨tzliche Uhr vorhanden ist, ist eine deutliche Abnahme der Rechenzeit und der An-
zahl an BDD-Knoten nachweisbar. Schon bei der Konstantengro¨ße 16 kommt es zu einer
Halbierung an Rechenzeit und Speicheraufwand. Bei den Experimenten mit globaler Uhr
ist ein quadratischer Anstieg der Anzahl an BDD-Knoten zu verzeichnen (zuzu¨glich des
logarithmischen Faktors). Dagegen na¨hert sich der Anstieg bei den Experimenten ohne
globale Uhr einer kubischen Funktion an; dies wird aufgrund der begrenzten Meßreihen
nur bei 8 Fischer-Prozessen deutlich. uunionsq
Die Reduktion der Speicherkomplexita¨t wurde hier lediglich verbal begru¨ndet und em-
pirische nachgewiesen; es erfolgt kein formaler Beweis, da diese Betrachtung in der vorlie-
genden Arbeit eine untergeordnete Rolle spielt. Auf eine Begru¨ndung kann jedoch nicht
ganz verzichtet werden, um eine Lo¨sung zur Erkla¨rung einiger, sonst recht merkwu¨rdig
erscheinender, Effekte bzgl. der Performance bei gro¨ßer werdenden Konstanten geben zu
ko¨nnen.
3.6 Zusammenfassung
Die Erreichbarkeitsanalyse fu¨r Timed Automata ist zwar schon in Werkzeugen wie
z. B. Kronos und Uppaal implementiert worden, jedoch stellt der explodierende Verbrauch
an Prozessorzeit zur Berechnung und an Hauptspeicher zur Repra¨sentation der erreich-
baren Konfigurationen nach wie vor eines der Hauptprobleme der Anwendung solcher
Werkzeuge dar. Die Datenstrukturen und Algorithmen zur Berechnung der Konfigurati-
onsmengen sind von entscheidender Bedeutung. Die Lo¨sungsvorschla¨ge dieses Kapitels
beruhen auf der Verwendung von Binary Decision Diagrams als Basis-Datenstruktur.
Die Schwierigkeit der Repra¨sentation besteht darin, daß die Konfigurationen aus einem
diskreten Zustand des Automaten und der zugeordneten Menge von kontinuierlichen Uh-
renbelegungen (einer Untermenge von Rd+) bestehen. Im Bereich der reaktiven Systeme
werden fu¨r die symbolische Repra¨sentation von Mengen von diskreten Zusta¨nden bereits
vielfach BDDs eingesetzt. Kronos und Uppaal benutzen fu¨r die Repra¨sentation von Men-
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gen von Uhrenbelegungen eine auf Difference Bound Matrices (DBMs) basierende Da-
tenstruktur. Dies fu¨hrt zu zwei bedeutenden Engpa¨ssen in der Performance:
• Bei der Verwendung von DBMs ist keine effiziente Repra¨sentation von nicht-
konvexen Mengen mo¨glich.
• Die Anwendung verschiedener Datenstrukturen fu¨r Zusta¨nde und Uhrenbelegungen
fu¨hrt oft zu einer ineffizienten Repra¨sentation von Konfigurationsmengen mit vielen
Zusta¨nden.
Eine einheitliche Repra¨sentation von Zusta¨nden und Uhrenbelegungen als BDDs wur-
de von Asarin et al. bereits vorgeschlagen [ABK+97]. Die Realisierung der vorgeschla-
genen Konzepte in Werkzeugimplementierungen fu¨hrte jedoch nicht zum gewu¨nschten
Erfolg. Das Verwenden von BDDs zur Repra¨sentation der Mengen allein kann die Pro-
bleme nicht lo¨sen, wenn bestimmte Parameter nicht beachtet werden, die fu¨r die Effi-
zienz der BDD-Repra¨sentation von entscheidender Bedeutung sind. So wurden in den
vero¨ffentlichten Ansa¨tzen lediglich Standard-BDD-Pakete unter Verwendung des dyna-
mischen Variablenordnens genutzt und die Rolle der Zeit-Transition nicht untersucht. Der
Beitrag des vorliegenden Kapitels liegt in der Lo¨sung dieser Probleme.
Basierend auf der ganzzahligen Semantik wurde eine Implementierung vorgeschla-
gen, die die diskreten Zusta¨nde der Automaten und den kontinuierlichen Zustandsraum
der Uhren in einer einheitlichen Repra¨sentation als BDD darstellt. Ein wesentlicher Bei-
trag der Arbeit besteht in der Entwicklung einer Strategie zur automatischen Berechnung
einer guten Variablenordnung. Es wurde eine obere Schranke fu¨r die Gro¨ße des BDDs
der Transitionsrelation hergeleitet und formal bewiesen. Um aus einer Menge mo¨glicher
Variablenordnungen eine gute Auswahl treffen zu ko¨nnen, wurde aus der oberen Schran-
ke eine Scha¨tzfunktion fu¨r die Gro¨ße des BDD fu¨r die Erreichbarkeitsmenge abgelei-
tet [Bey01b]. Die Gro¨ßenscha¨tzung deutet darauf hin, daß die Berechnung der Erreich-
barkeitsmenge fu¨r bestimmte Modelle in polynomieller Zeit- und Platzkomplexita¨t durch-
gefu¨hrt werden kann. Dies wird im Kapitel 5 fu¨r mehrere Modelle empirisch besta¨tigt.
Durch die Lo¨sungsvorschla¨ge dieses Kapitels ko¨nnen die Probleme der bestehenden BDD-
basierten Ansa¨tze weitgehend gelo¨st werden (siehe Forderung 2 auf Seite 14); die BDD-
Repra¨sentation mit scha¨tzungsbasiertem Variablenordnen stellt den zweiten Schritt zur
Bewa¨ltigung großer Systeme dar.
Um durch die Verwendung von modularen Beweisen und kompositionellen Techniken
auch gro¨ßere Modelle verifizieren zu ko¨nnen, wurde eine Verfeinerungsanalyse realisiert.
Durch die Kombination dieses Ansatzes mit der herko¨mmlichen Erreichbarkeitsanalyse
ko¨nnen selbst viele der bisher nicht algorithmisch handhabbaren Verifikationsaufgaben ef-
fizient gelo¨st werden. Mit der Verfeinerungsanalyse ist der dritter Schritt zur Bewa¨ltigung
großer Systeme umgesetzt worden.
Weiterhin wurden Fragen, die sich aus der Repra¨sentation der Transitionsrelation und
der Erreichbarkeitsmenge ergeben, eingehend untersucht und u¨ber die Basistechniken hin-
ausgehende Strategien zur weiteren Performancesteigerung angegeben: Behandlung der
Zeit-Transition, Repra¨sentationsformen und Reihenfolge der diskreten Transitionen, On-
the-fly-Analyse sowie Behandlung von inaktiven Uhren.




Fu¨r die Modellierung und Verifikation hybrider Systeme ist der bisher genutzte Forma-
lismus nicht ausdrucksstark genug. Deshalb wird in diesem Kapitel der Modellierungs-
formalismus Cottbus Timed Automata so erweitert, daß ein Modul auch einen hybriden
Automaten enthalten kann und die Konzepte der Komposition und Instanziierung erhalten
bleiben. Diese Automatenklasse ist ma¨chtiger als Timed Automata, und das Erreichbar-
keitsproblem ist im allgemeinen nicht entscheidbar. Fu¨r viele interessante Modelle, die
auf hybriden Automaten basieren, und fu¨r einige Teilklassen der hybriden Automaten ter-
miniert die Erreichbarkeitsanalyse. Deshalb werden in diesem Kapitel die wichtigsten
Automatentypen vorgestellt und Entscheidbarkeitsresultate angegeben.
Bei der Definition der hybriden Automaten und deren Semantik wird von der Refe-
renzliteratur abgewichen. Die herko¨mmliche Semantik verbietet einige der intuitiv er-
warteten Verhaltensweisen. Außerdem ist die Standardsemantik nicht kompositionell,
d. h. die Semantik eines Systems ist nicht aus der Semantik der Bestandteile ableitbar.
Zur Lo¨sung dieses Problems wird neben der gea¨nderten Standardsemantik eine komposi-
tionelle Update-Semantik eingefu¨hrt. An einem Beispiel wird die Modellierung begleitend
illustriert.
Fu¨r die algorithmische Analyse hybrider Automaten lassen sich nicht alle fu¨r Ti-
med Automata gu¨ltigen Verfahren anwenden. Um auch fu¨r hybride Modelle eine Er-
reichbarkeitsanalyse bereitstellen zu ko¨nnen, wird eine auf Polyedern beruhende Re-
pra¨sentation verwendet. Eine solche Polyeder-Repra¨sentation wurde von Halbwachs vor-
geschlagen [Hal93] und fu¨r hybride Automaten bereits im Werkzeug HyTech verwen-
det [HHWT95b]. Als Grundlage fu¨r die Darstellung jeweils konvexer Mengen von Varia-
blenbelegungen dient die Double Description Method [MRTT53].
4.1 Modellierung
Die Modellierung von Realzeit-Systemen machte es erforderlich, von zeitlosen finiten Au-
tomaten zu Formalismen u¨berzugehen, die eine explizite Modellierung von Zeitaspek-
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ten ermo¨glichen. Bei der Klasse der hybriden Systeme kommt hinzu, daß nicht nur die
Zeit modelliert werden muß, sondern zusa¨tzlich noch Gro¨ßen, deren Ableitung nach der
Zeit ungleich eins ist. So soll es zum Beispiel mo¨glich sein, zuru¨ckgelegte Wege mittels
vera¨nderlicher Geschwindigkeiten zu berechnen oder Temperaturvera¨nderungen in einem
System aus der Heizleistung abzuleiten.
Der ¨Ubergang von Timed Automata zu hybriden Automaten erfolgt, indem als Varia-
blen nicht nur Uhren, sondern auch andere analoge Variablen erlaubt sind. Bei analogen
Variablen wird fu¨r jeden Zustand die Ableitung durch ein Pra¨dikat definiert, nach dem
sich der Wert der analogen Variablen beim Vergehen von Zeit vera¨ndert. Dadurch ko¨nnen
vera¨nderliche Gro¨ßen, deren Ableitung nach der Zeit stu¨ckweise konstant ist oder in ei-
nem festen Intervall liegt, direkt modelliert werden. In den Zusta¨nden sind also Invari-
anten und Ableitungsdefinitionen enthalten. Die Zustandswechsel werden durch bedingte
Zustandsu¨berga¨nge mit Zuweisungen angegeben. Zustandsu¨berga¨nge ko¨nnen wie bei Ti-
med Automata durch Synchronisationsmarken zur Kommunikation mit parallellaufenden
Automaten markiert werden.
Nach der Einfu¨hrung der mathematischen Notationen und Begriffe und einer kurzen
Illustration am Beispiel wird zuna¨chst der hybride Automat definiert. Wichtige Teilklas-
sen der hybriden Automaten werden vorgestellt und Entscheidbarkeitsresultate referiert.
Es folgt eine Anpassung der Konzepte zur modularen Modellstrukturierung. Die kontinu-
ierliche Standard-Semantik des zugrundeliegenden Automatenmodells ist a¨hnlich der des
hybriden Automaten von Henzinger. Daru¨berhinaus wird eine kompositionelle Semantik
eingefu¨hrt. Fu¨r die Erreichbarkeitsanalyse werden zuna¨chst einige Algorithmen betrachtet
und dann entsprechende Datenstrukturen vorgestellt.
4.1.1 Mathematische Notationen und Begriffe
Zuna¨chst werden analog zu Abschnitt 2.1 die Begriffe Variablenbedingung und Variablen-
belegung definiert. Variablenbedingungen werden benutzt zur Definition von Invarianten
und Ableitungen der Zusta¨nden sowie von Wa¨chtern und Wertvera¨nderungen der Tran-
sitionen von hybriden Automaten. Variablenbedingungen sind das syntaktische Element
zur Definition von Mengen von Variablenbelegungen. Variablenbedingungen legen die
mo¨glichen Werte der Variablen auf der syntaktischen Ebene fest; auf der semantischen
Ebene wird der Begriff der Variablenbelegungen benutzt.
Definition 4.1 Sei X = {x1, . . . , xn} eine endliche Menge von Variablen. Dann hat ein
linearer Term u¨ber X die Form c0 + c1 · x1 + c2 · x2 + · · · + cn · xn fu¨r xi ∈ X ,
c0, ci ∈ Z, 1 ≤ i ≤ n. Aus zwei linearen Termen kann eine lineare Ungleichung durch
einen Relationsoperator zusammengesetzt werden. Variablenbedingungen entstehen aus
den linearen Ungleichungen durch die Operatoren Konjunktion und Disjunktion, oder aus
den Booleschen Konstanten true und false. Formal wird die Menge Φ(X) aller Variablen-
bedingungen u¨ber X durch die folgende Grammatik erzeugt:
τ := c0 + c1 · x1 + c2 · x2 + · · ·+ cn · xn
ϕ := τ ∼ 0 | ϕ ∧ ϕ | ϕ ∨ ϕ | true | false
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mit xi ∈ X , c0, ci ∈ Z, 1 ≤ i ≤ n und ∼ ∈ {=,≤,≥, <,>}.
Anmerkung: Kommt eine Variable xi in einer Ungleichung nicht vor, so wird dies so
interpretiert, als sei ihr Koeffizient ci auf 0 gesetzt, d. h. der Wert der Variable ist beliebig.
Es sind auch Ausdru¨cke der Form τ ∼ τ mo¨glich, diese sind jedoch durch Umstellen
normalisierbar und mu¨ssen nicht extra behandelt werden.
Definition 4.2 Sei X eine Menge von Variablen. Dann ist eine Variablenbelegung v von
X eine totale Funktion v : X → R von X in die Menge der reellen Zahlen R. Val(X ) ist
die Menge aller Variablenbelegungen von X .
Durch die Variablenbedingungen werden Variablenbelegungen definiert; zu jeder Va-
riablenbedingung kann durch die Anwendung der folgenden Abbildung die entsprechende
Menge von Variablenbelegungen gefunden werden.
Definition 4.3 Sei X = {x1, . . . , xn} eine endliche Menge von Variablen. Dann ist
die Semantik einer Variablenbedingung gegeben durch die Interpretationsfunktion
[[.]] : Φ(X)→ 2Val(X ), die wie folgt induktiv definiert wird:
[[c0 + c1 · x1 + c2 · x2 + · · ·+ cn · xn ∼ 0]]
:=
{
v ∈ Val(X )
∣∣∣∣ c0 + n∑
i=1
ci · v(xi) ∼ 0
}
(Ungleichung)
[[ϕ ∧ ϕ′]] := [[ϕ]] ∩ [[ϕ′]] (Durchschnitt)
[[ϕ ∨ ϕ′]] := [[ϕ]] ∪ [[ϕ′]] (Vereinigung)
[[true]] := Val(X ) (Volle Menge)
[[false]] := ∅ (Leere Menge)
mit xi ∈ X , c0, ci ∈ Z, 1 ≤ i ≤ |X| und ∼ ∈ {=,≤,≥, <,>}, d. h. ϕ wird in-
terpretiert als die Menge aller Variablenbelegungen u¨ber X , die das logische Pra¨dikat ϕ
erfu¨llen. Bei festgelegter Reihenfolge der Variablen innerhalb X wird fu¨r v ∈ Val(X )
auch die Vektor-Schreibweise v¯ = (v(x1), v(x2), . . . , v(xn)) verwendet.
Fu¨r die formale Definition der Wertvera¨nderung bei Zustandsu¨berga¨ngen in einem hy-
briden Automat ist neben der Variablenbelegung ein weiterer Begriff notwendig: Im Un-
terschied zu einer Variablenbelegung werden durch ein Update nicht fu¨r alle, sondern nur
fu¨r bestimmte Variablen Werte definiert. Syntaktisch wird ein Update durch ein logisches
Pra¨dikat u¨ber Variablen aus X definiert, wobei nur die Variablen aus Y ⊆ X im Pra¨dikat
vorkommen. Intuitiv sind die Variablen aus X \ Y diejenigen, deren Wert bei einer Wert-
vera¨nderung nicht beru¨hrt werden soll.
Definition 4.4 Sei X eine Menge von Variablen. Dann ist ein Update u von X eine
partielle Funktion u : X −→◦ R von einer Teilmenge Y ⊆ X in die Menge der reellen
Zahlen R. Updt(X) ist die Menge aller Updates von X .
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Anmerkung: Die Menge von Updates, die die Werte aller Variablen unvera¨ndert la¨ßt,
ist die Einermenge von Funktionen {∅}. Diese Menge entha¨lt nur eine Funktion, welche
fu¨r keine Variable definiert ist, d. h. alle Updates mit leerem Definitionsbereich. Die wi-
derspru¨chliche Menge von Updates {} ist die leere Menge, d. h. es existiert kein Update,
der Definitionsbereich spielt keine Rolle.
Bei hybriden Automaten treten mehrere Arten von Variablenbedingungen auf. Fu¨r
Wa¨chter, Invarianten und Ableitungen werden allgemeine Variablenbedingungen nach De-
finition 4.1 verwendet, wobei bei der Ableitungsdefinition die Variablenwerte als zula¨ssige
Ableitungen fu¨r die entsprechende Variable interpretiert werden. Bei den Variablenbedin-
gungen fu¨r die Wertvera¨nderungen kommen Variablen fu¨r die Definition der Werte nach
der Wertvera¨nderung hinzu.
Variablenbedingungen u¨ber X ∪ X ′ werden Wertvera¨nderungen genannt. Fu¨r eine
Wertvera¨nderung (Syntax) kann mit der folgenden Abbildung eine Zuordnung einer Men-
ge von Updates von X zu einer Variablenbelegung von X (Semantik) gefunden werden.
Fu¨r eine Menge X von Variablen ist X ′ die Menge von Variablen, die genau fu¨r jede
Variable x ∈ X eine Variable x′ entha¨lt (X ∩X ′ = ∅).
Definition 4.5 Sei X = {x1, . . . , xn} eine endlich Menge von Variablen. Dann ist die
Update-Semantik einer Variablenbedingung gegeben durch die Interpretationsfunktion
[[.]]U : Φ(X ∪X ′)→
(
Val(X)→ 2Updt(X)), die wie folgt induktiv definiert ist:
[[c0 + c1 · x1 + · · ·+ cn · xn + cn+1 · x′1 + · · ·+ c2n · x′n ∼ 0]]U(v)
:=
{




ci · v(xi) +
∑
xi∈dom(u)
cn+i · u(x′i) ∼ 0
∧ ∀xi ∈ X : xi ∈ dom(u)⇔ cn+i 6= 0
}
[[ϕ ∧ ϕ′]]U(v) :=
u : X −→◦ R
∣∣∣∣∣∣
∃u1 ∈ [[ϕ]]U(v) : u|dom(u1) = u1
∧ ∃u2 ∈ [[ϕ′]]U(v) : u|dom(u2) = u2
∧ dom(u) = dom(u1) ∪ dom(u2)

[[ϕ ∨ ϕ′]]U(v) := [[ϕ]]U(v) ∪ [[ϕ′]]U(v) (Vereinigung)
[[true]]U(v) := {∅} (Keine Vera¨nderung)
[[false]]U(v) := ∅ (Widerspru¨chliche Update-Menge)
mit xi ∈ X , c0, ci ∈ Z, 1 ≤ i ≤ |X| und ∼ ∈ {=,≤,≥, <,>}. ϕ wird interpre-
tiert als die Variablenbelegungen von X zugeordneten Mengen aller Updates von X ′, die
das logische Pra¨dikat ϕ erfu¨llen und nicht mehr Variablen aus X ′ im Definitionsbereich
haben als in ϕ vorkommen.
4.1.2 Beispiel: Bahnschranke
Um einen Eindruck von den hybriden Automaten zu vermitteln, wird an dieser Stelle ein
Modell einer Schranke am Bahnu¨bergang vorgestellt. Die Erkla¨rung eines kompletten
Schrankensteuerungsmodells folgt in Abschnitt 4.1.7.
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Abbildung 4.1: Bahnu¨bergang mit zu modellierenden Gro¨ßen.
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Abbildung 4.2: Hybrides Modell einer Bahnschranke. lower und raise sind Synchronisa-
tionsmarken, g ist eine lokale analoge Variable.
Die fu¨r den Bahnu¨bergang wesentliche Eigenschaft der Schranke ist ihr
¨Offnungswinkel, in Abbildung 4.1 mit g bezeichnet. Im Automat innerhalb des Moduls
Gate (siehe Abbildung 4.2) entspricht dieser Gro¨ße die analoge Variable g. Diese Variable
ist eine lokale Variable, weil kein Automat außerhalb des Moduls Gate auf diese Variable
zugreifen darf. Der Automat kennt zwei Synchronisationsmarken, lower und raise, auf
die er reagieren muß (daher werden diese als Eingabe-Marken deklariert).
Der Automat startet im Zustand Open (g = 90). Erreicht den Automaten das Signal
lower, so erfolgt ein ¨Ubergang in den Zustand Down, der die Situation modelliert, daß
sich die Schranke gerade schließt, jedoch noch nicht vollsta¨ndig geschlossen ist. Die
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Winkelgeschwindigkeit, mit der sich die Schranke schließt, wird durch die Ableitung von
g definiert (bezeichnet mit g˙). Erreicht die Schranke den Winkel 0 Grad, dann wechselt
der Automat zum Zustand Closed. In diesem Zustand wartet der Automat auf das Signal
raise, das einen ¨Ubergang zu Zustand Up erzwingt und somit den ¨Offnungsprozeß startet.
Beim Erreichen des Winkels 90 Grad geht der Automat zum Ausgangszustand Open u¨ber
und der Prozeß kann fu¨r den na¨chsten Zug von neuem beginnen.
4.1.3 Hybride Automaten
Fu¨r die Modellierung hybrider Systeme wird in dieser Arbeit der Formalismus der hybri-
den Automaten verwendet. Die Theorie der hybriden Automaten wurde von Henzinger
untersucht [Hen96]. Im Gegensatz zu den Timed Automata besitzen die hybriden Au-
tomaten komplexere Zustandsu¨berga¨nge. Es ist nicht nur ein Ru¨cksetzen von Variablen
erlaubt, sondern die Werte der Variablen nach dem Zustandsu¨bergang werden durch ein lo-
gisches Pra¨dikat in Abha¨ngigkeit der Variablenbelegung vor dem ¨Ubergang definiert. Die
von Henzinger angegebene Definition von hybriden Automaten und deren Semantik fu¨hrt
dazu, daß die Produktautomatenbildung nicht kompositionell ist (siehe Abschnitt 4.2.1).
Dies wird hier vermieden durch die Verwendung von Updates fu¨r die Wertvera¨nderung
der Variablen.
Definition 4.6 Ein linearer hybrider Automat (kurz: hybrider Automat1) ist ein Tupel
H = (L,X,Q0,Σ, I,D,E) mit den folgenden Komponenten:
• L ist eine endliche Menge von Zusta¨nden.
• X ist eine endliche Menge von analogen Variablen.
• Q0 ⊆ (L× Φ(X)) ist eine Menge von Initialbedingungen.
• Σ, mit Σ ∩ R = ∅, ist eine endliche Menge von Synchronisationsmarken.
• I : L→ Φ(X) ist eine totale Funktion, die jedem Zustand in L eine Invariante aus
Φ(X) zuordnet.
• D : L → Φ(X) ist eine totale Funktion, die jedem Zustand in L eine Ableitungs-
bedingung aus Φ(X) zuordnet.
• E ⊆ L× Σ× Φ(X ∪X ′)× L ist eine Menge von Zustandsu¨berga¨ngen.
Zusa¨tzlich werden fu¨r einen hybriden Automaten abku¨rzende Schreibweisen ein-
gefu¨hrt.
Definition 4.7 Sei H = (L,X,Q0,Σ, I,D,E) ein hybrider Automat und e =
(l, σ, µ, l′) ∈ E ein Zustandsu¨bergang. Dann gilt:
1In dieser Arbeit wird im allgemeinen unter dem Begriff hybrider Automat immer ein linearer hybrider
Automat verstanden. Nur in Abschnitt 4.1.5 werden fu¨r einen ¨Uberblick auch andere hybride Automaten
betrachtet.
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• H.guard : E → 2Val(X) ist die totale Funktion, die jedem Zustandsu¨bergang die
Menge von Variablenbelegungen von X fu¨r seinen Wa¨chter zuordnet:
H.guard(e) = {v ∈ Val(X) | [[µ]]U(v) 6= ∅}.
• H.sync : E → Σ ist die totale Funktion, die jedem Zustandsu¨bergang seine
Synchronisationsmarke zuordnet:
H.sync(e) = σ.
• H.update : E → (Val(X)→ 2Updt(X)) ist die totale Funktion, die jedem Zu-
standsu¨bergang die Update-Semantik fu¨r seine Wertvera¨nderung zuordnet:
H.update(e) = [[µ]]U .
Anmerkung: Einige Komponenten des hybriden Automaten werden im folgenden
verbal erla¨utert.
• Die durch die Ableitungsbedingung D(l) festgelegten Werte werden als zula¨ssige
Ableitungen nach der Zeit fu¨r die Variablen interpretiert, solange der Automat in
dem Zustand l ist.
• Ein Zustandsu¨bergang e = (l, σ, µ, l′) ∈ E repra¨sentiert einen mit der Synchro-
nisationsmarke σ markierten ¨Ubergang von Startzustand l zu Zielzustand l′. Der
Wa¨chter muß erfu¨llt sein, d. h. die Variablenbelegung vor dem Zustandsu¨bergang
muß Element der Menge H.guard(e) sein, damit der ¨Ubergang mo¨glich ist. Der
¨Ubergang setzt die neuen Werte der Variablen entsprechend der Wertvera¨nderung µ.
• Die Interpretation [[µ]]U einer Variablenbedingung µ ergibt eine Funktion, die zu
einer Variablenbelegung eine Menge von Updates liefert. Diese Funktion defi-
niert, wie sich die Werte der Variablen vera¨ndern. Fu¨r einen bestimmten Update
u ∈ [[µ]]U(v) eines Zustandsu¨bergangs e und fu¨r eine Variablenbelegung v wer-
den die Variablen aus X \ dom(u) nicht vera¨ndert. Bei Wertvera¨nderungen re-
pra¨sentieren die nicht gestrichenen Variablen die Werte des Funktionsarguments
(der Variablenbelegung vor dem Zustandsu¨bergang) und die gestrichenen Varia-
blen repra¨sentieren die Werte der resultierenden Variablenbelegungen (nach dem
Zustandsu¨bergang). Im Definitionsbereich eines Updates treten nur solche Varia-
blen auf, die durch das entsprechende Pra¨dikat eingeschra¨nkt werden.
4.1.4 Parallele Komposition
In diesem Abschnitt wird beschrieben, was es bedeutet, wenn zwei hybride Automaten
parallel laufen und so ein Gesamtsystem bilden (vgl. [Hen96] fu¨r das allgemeine Prinzip).
Die spa¨ter in diesem Kapitel vorgestellte modulare Erweiterung des Formalismus macht
es notwendig, mehrere hybride Automaten in dieser Weise zu kombinieren.
Definition 4.8 Seien H1 = (L1, X1, Q01,Σ1, I1, D1, E1) und H2 = (L2, X2, Q02,
Σ2, I2, D2, E2) zwei hybride Automaten. Dann ist der Produktautomat H1 || H2
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durch den hybriden Automaten (L1 × L2, X1 ∪X2, Q0,Σ1 ∪ Σ2, I,D,E) gegeben, wobei
I((l1, l2)) = I1(l1) ∧ I2(l2), D((l1, l2)) = D1(l1) ∧D2(l2) und:
• ((l1, l2), ϕ1 ∧ ϕ2) ∈ Q0 gdw.
– (l1, ϕ1) ∈ Q01 ∧ (l2, ϕ2) ∈ Q02
• ((l1, l2), σ, µ, (l′1, l′2)) ∈ E gdw.
– σ ∈ H.Σ ∩ H′.Σ und es existieren Zustandsu¨berga¨nge
e1 = (l1, σ, µ1, l
′
1) ∈ H.E und e2 = (l2, σ, µ2, l′2) ∈ H′.E, so daß µ = µ1 ∧ µ2
gilt, oder
– σ ∈ H.Σ \ H′.Σ, l2 = l′2 und es existiert ein Zustandsu¨bergang
(l1, σ, µ, l
′
1) ∈ H.E, oder
– σ ∈ H′.Σ \ H.Σ, l1 = l′1 und es existiert ein Zustandsu¨bergang
(l2, σ, µ, l
′
2) ∈ H′.E.
Anmerkung: Die Zustandsu¨berga¨nge einer parallelen Komposition resultieren aus je
zwei Zustandsu¨berga¨ngen, die gemeinsam gleichzeitig ausgefu¨hrt werden. Unsynchroni-
sierte ¨Uberga¨nge der beiden Automaten werden auch in der parallelen Komposition un-
synchronisiert ausgefu¨hrt. Bei unsynchronisierten ¨Uberga¨ngen eines der parallellaufenden
Automaten ist der ¨Ubergang des Produktautomaten durch den ¨Ubergang dieses einen Au-
tomaten definiert.
Die parallele Komposition erlaubt alle Transformationen von Variablenbelegungen,
die von H.update und H′.update erlaubt sind, d. h. es entstehen keine widerspru¨chliche
Update-Mengen. Wenn eine Variable vom ausgewa¨hlten Update eines ¨Ubergangs nicht
eingeschra¨nkt wird, bleibt der Wert der Variablen unvera¨ndert.
Die parallele Komposition zweier hybrider Automaten ist wieder ein hybrider Auto-
mat:
Satz 4.1 Seien H und H′ zwei hybride Automaten. Dann ist H || H′ auch ein hybrider
Automat.
(Parallele Komposition mehrerer hybrider Automaten.) Sei H eine nicht leere,
endliche Menge von hybriden Automaten. Dann bezeichnet
∏
H∈HH die parallele Kom-
position aller Elemente von H in einer bestimmten Ordnung.
4.1.5 Abgeleitete Automatenklassen
Das Erreichbarkeitsproblem fu¨r hybride Automaten ist nicht entscheidbar. Durch einige
Einschra¨nkungen der Ausdruckssta¨rke entstehen verschiedene spezielle Automatenklas-
sen, fu¨r die eine algorithmische Analyse sinnvoll sein kann. Um einen ¨Uberblick u¨ber
diese verschiedenen Klassen zu geben und zu vermitteln, wo genau die Grenze von ent-
scheidbar zu unentscheidbar liegt, werden in diesem Abschnitt Definitionen verschiedener
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Varianten des hybriden Automaten angegeben und entsprechende Entscheidbarkeitsresul-
tate referiert.
Im letzten Abschnitt wurde bereits ein spezieller Typ hybrider Automaten eingefu¨hrt,
der lineare hybride Automat. Dies ist darin begru¨ndet, daß fu¨r diesen Automat im Ab-
schnitt 4.3 die Erreichbarkeitsanalyse behandelt wird.
Definition 4.9 Der allgemeine hybride Automat entsteht aus dem linearen hybriden Au-
tomaten durch den Wegfall folgender Einschra¨nkungen, so daß:
1. als Variablenbedingungen nicht nur lineare Ungleichungen erlaubt sind, d. h. Φ(X)
ist die Menge beliebiger Pra¨dikate u¨ber X , und insbesondere
2. fu¨r die Definition der Ableitung der Variablen in einem Zustand nicht nur Pra¨dikate
u¨ber die Ableitungen zugelassen sind, sondern Pra¨dikate u¨ber die Variablen und
deren Ableitungen, d. h. D : L→ Φ(X ∪ X˙) mit X ist die Menge der Variablen und
X˙ ist die Menge ihrer Ableitungen.
Somit sind Differentialgleichungen erster Ordnung erlaubt. Dies gibt dem Formalis-
mus eine hohe Ausdruckssta¨rke, fu¨hrt jedoch gleichzeitig dazu, daß Modelle dieses For-















Abbildung 4.3: Modell einer Temperaturregelung.
Beispiel Temperatursteuerung. Um zu illustrieren, welche Art von Systemen mit
einem allgemeinen hybriden Automaten modelliert werden kann, wird im folgenden das
Beispiel einer Temperatursteuerung in einem Raum erkla¨rt [ACH+95]. Abbildung 4.3
zeigt das Automatenmodell mit der analogen Variable x. Die Temperatur eines Raum-
es wird durch ein Thermostat gesteuert, wobei der Thermostat sta¨ndig die Temperatur
mißt und in Abha¨ngigkeit davon eine Heizung ein- bzw. ausschaltet. Die Temperatur
la¨ßt sich dabei durch Differentialgleichungen bestimmen. Bezeichne x die Temperatur
zu einem bestimmten Zeitpunkt t und ϑ die Anfangstemperatur. K sei eine Raumkon-
stante, die den Wa¨rmeverlust wiedergibt, und h sei eine Konstante, die von der Leistung
der Heizung abha¨ngt. Dann gilt x(t) = ϑe−Kt, falls die Heizung ausgeschaltet ist, und
x(t) = ϑe−Kt + h(1 − e−Kt), falls die Heizung eingeschaltet ist. Die Temperatursteue-
rung soll die Temperatur zwischen einer Minimaltemperatur m und einer Maximaltem-
peratur M regeln. Bei dem in Abbildung 4.3 gezeigten Automaten steht der Zustand Off
fu¨r ausgeschaltete Heizung und On fu¨r eingeschaltete Heizung. In den Zusta¨nden befinden
sich Differentialgleichungen, durch die die Wertvera¨nderung der Variablen x bestimmt ist:
x˙(t) = −Kx bzw. x˙(t) = K(h− x). Dieser Automat ist kein linearer hybrider Automat.
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Ein hybrider Automat ist rectangular, wenn alle Variablen voneinander unabha¨ngig
und die Ableitungsbedingungen der Variablen von den Zusta¨nden des Automaten un-
abha¨ngig sind. Fu¨r jede Variable wird die erste Ableitung nach der Zeit durch die An-
gabe eines Intervalls mo¨glicher Werte definiert. Dieses Intervall a¨ndert sich nicht bei
Zustandsu¨berga¨ngen. Bei jedem Zustandsu¨bergang wird der neue Wert einer Variablen
entweder unvera¨ndert belassen oder nichtdeterministisch auf einen Wert aus einem gege-
benen Intervall gesetzt. Dabei sind die Variablen voneinander entkoppelt, d. h. der Wert
einer Variablen ha¨ngt nicht direkt vom Wert anderer Variablen oder deren Ableitung ab.
Rectangular Automata wurden bereits eingehend untersucht [PV94, HKPV98]. Die fol-
gende Definition orientiert sich an der von Henzinger [Hen96].
Definition 4.10 Sei X = {x1, . . . , xn} eine endliche Menge von Variablen. Dann ist ein
Rectangle der Dimension n ein Pra¨dikat aus der Menge ΦR(X), die von der folgenden
Grammatik erzeugt wird:
ϕ := x ≥ c1 ∧ x ≤ c2 | ϕ ∧ ϕ | true| false
mit x ∈ X und c1, c2 ∈ Q∪∞. Ein Rectangle ϕ ∈ ΦR(X) ist beschra¨nkt, falls c1, c2 ∈ Q,
und singula¨r, falls c1, c2 ∈ Q und c1 = c2.
Anmerkung: Sei ϕ ein Rectangle der Dimension n. Dann kann ϕ als n-dimensionaler
Quader interpretiert werden: [[ϕ]] =
n∏
i=1
Ii ist das Kreuzprodukt von n Intervallen Ii ⊆ R
auf einem reellen Strahl mit Endpunkten aus Q ∪∞. Ist ϕ beschra¨nkt, dann gilt fu¨r alle
i mit 1 ≤ i ≤ n: das Intervall Ii ist beschra¨nkt. Ist ϕ singula¨r, dann gilt fu¨r alle i mit
1 ≤ i ≤ n: Ii = {ci} fu¨r ein ci ∈ Q.
Definition 4.11 Ein hybrider Automat H ist ein Rectangular Automaton, falls die fol-
genden drei Bedingungen gelten. Bezeichne H.Q0(l) die initiale Variablenbedingung fu¨r
einen Zustand l mit H.Q0(l) = {ϕ | (l, ϕ) ∈ H.Q0} und sei H.X = {x1, . . . , xn}.
1. Fu¨r jeden Zustand l ∈ H.L gilt: Die Bedingung fu¨r die Invariante H.I(l) ist ein
Rectangle der Dimension n. Die Initialbedingung H.Q0(l) ∈ ΦR(H.X) ist ein
beschra¨nktes Rectangle der Dimension n.
2. Es existiert eine Ableitungsbedingung ϕ ∈ ΦR(H.X), so daß ϕ ein beschra¨nktes
Rectangle der Dimension n ist und fu¨r alle l ∈ H.L gilt: H.D(l) = ϕ.
3. Fu¨r jeden Zustandsu¨bergang (l, σ, µ, l′) ∈ H.E gilt: Die Bedingung fu¨r die Wert-
vera¨nderung µ ∈ ΦR(H.X ∪ H.X ′) ist ein Rectangle der Dimension n. Fu¨r
jede in µ vorkommende Variable x′ ∈ H.X ′ muß die Bedingung in µ die Form
x ≥ c1 ∧ x ≤ c2 mit c1, c2 ∈ Q haben.
Durch die Beschra¨nkung der Variablenbelegungen auf bestimmte Intervalle ergeben
sich sofort weitere Spezialklassen der Rectangular Automata.
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Definition 4.12 Ein Singula¨rautomat H ist ein Rectangular Automaton, fu¨r den eine
Ableitungsbedingung ϕ existiert, so daß ϕ ein singula¨res Rectangle der Dimension |H.X|
ist und fu¨r alle l ∈ H.L gilt: H.D(l) = ϕ.
Definition 4.13 Ein Multi-Rectangular Automaton H entsteht aus einem Rectangular
Automaton, indem in Definition 4.11 der Punkt 2 so vera¨ndert wird, daß fu¨r verschiedene
Zusta¨nde l und l′ auch verschiedene beschra¨nkte Rectangles H.D(l) und H.D(l′) fu¨r
die Ableitungen erlaubt sind. Ein Multi-Singula¨rautomat H ist ein Multi-Rectangular
Automaton, bei dem die beschra¨nkten Rectangles fu¨r die Ableitungen singula¨r sind.
Definition 4.14 Ein Timed AutomatonH ist ein Singula¨rautomat, bei dem folgende zwei
Einschra¨nkungen gelten:
• Die Ableitungsbedingung ist eine Konjunktion von Bedingungen der Form x = 1 fu¨r
alle Variablen x ∈ H.X . Diese Bedingung wird bei Timed Automata nicht explizit
geschrieben.
• Variablen ko¨nnen nur auf den Wert 0 zuru¨ckgesetzt werden, d. h. alle Variablen
x ∈ H.X kommen in der Wertvera¨nderung eines Zustandsu¨bergangs e ∈ H.E
gestrichen nur in der Form x′ = 0 vor.
Definition 4.15 Ein Stoppuhr-Automat H ist ein Multi-Singula¨rautomat, bei dem die
Ableitungsbedingung eine Konjunktion von Bedingungen der Form x = c fu¨r alle Varia-
blen x ∈ H.X mit c ∈ {0, 1} ist.
Variablentypen. Nach den in den vorausgehenden Definitionen vorgestellten Krite-
rien zur Klassifizierung der Automaten ko¨nnen auch die sogenannten analogen Variablen
eines hybriden Automaten klassifiziert werden (siehe Abbildung 4.4 auf der na¨chsten Sei-
te).
Nicht-lineare Variablen: Die zeitabha¨ngige Wertvera¨nderung dieser Variablen wird
durch eine Differentialgleichung erster Ordnung, die aus linearen Termen zusam-
mengesetzt ist, bestimmt.
Lineare Variablen: Dieser Variablentyp wird vom linearen hybriden Automaten verwen-
det. Die Ableitungen du¨rfen nur durch Ungleichungen u¨ber die Ableitungen der
Variablen und Boolesche Kombination davon spezifiziert werden.
Stoppuhren: Eine Stoppuhr ist eine Variable, deren Ableitung nach der Zeit in allen
Zusta¨nden entweder 1 oder 0 ist. Fu¨r eine Stoppuhr x gilt fu¨r alle Zusta¨nde aus
H.L: Die Ableitungsbedingung fu¨r x in H.D(l) hat die Form x = 0 oder die Form
x = 1.
Uhren: Eine Uhr ist eine Variable, deren Ableitung nach der Zeit in allen Zusta¨nden 1 ist.
Fu¨r eine Uhr x gilt fu¨r alle Zusta¨nde aus H.L: Die Ableitungsbedingung fu¨r x in
H.D(l) hat die Form x = 1.
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U h r e n
K o n s t a n t e n
D i s k r e t e  V a r i a b l e n
T i m e d  A u t o m a t a
S t o p p u h r - A u t o m a t e n
S t o p p u h r e n
A b w e i c h e n d e  U h r e n
L i n e a r e  V a r i a b l e n
N i c h t - l i n e a r e  V a r i a b l e n
R e c t a n g u l a r  A u t o m a t a
L i n e a r e  h y b r i d e  A u t o m a t e n
A l l g e m e i n e  h y b r i d e  A u t o m a t e n
V e r z e r r t e  U h r e n
Abbildung 4.4: Variablentypen und Automatenklassen, in denen sie erlaubt sind.
Uhren mit Abweichung: Soll eine Uhr mit einer Abweichung  (engl. Drifting Clock)
mit  ∈ Q≥0 modelliert werden, so ist dies durch Angabe eines entsprechenden
Intervalls fu¨r die Ableitung mo¨glich. Fu¨r eine Uhr x mit Abweichung  gilt fu¨r
alle Zusta¨nde aus H.L: Die Ableitungsbedingung fu¨r x in H.D(l) hat die Form
x ≤ cmax ∧ x ≥ cmin mit cmax = 1 + , cmin = 1− ,  ∈ Q≥0.
Uhren mit Verzerrung: Soll eine Uhr mit einer Verzerrung k (engl. Skewed Clock) mit
k ∈ Z \ {0} modelliert werden, so ist dies durch Angabe einer ganzzahligen Ab-
leitung ungleich der Null mo¨glich: Fu¨r eine Uhr x mit Verzerrung k gilt fu¨r alle
Zusta¨nde aus H.L: Die Ableitungsbedingung fu¨r x in H.D(l) hat die Form x = k
mit k ∈ Z \ {0}. Wird dieser Typ in der Klasse der Rectangular Automata verwen-
det, so ist dieser Variablentyp nicht ma¨chtiger als eine normale Uhr.
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Diskrete Variablen: Bei einer diskreten Variable ist die Ableitung nach der Zeit immer 0.
Fu¨r eine diskrete Variable2 x gilt fu¨r alle Zusta¨nde aus H.L: Die Ableitungsbedin-
gung fu¨r x in H.D(l) hat die Form x = 0.
Unbekannte Konstanten: Implizite Konstanten, d. h. Bezeichner, deren Wert eine Kon-
stante ist, werden normalerweise wie explizite Konstanten gehandhabt, der Wert
wird anstelle des Bezeichners direkt eingesetzt. Soll jedoch eine Konstante mo-
delliert werden, deren Wert nicht bekannt ist (auch Parameter genannt [ACH+95]),
so ist dies dadurch mo¨glich, daß die Ableitung in jedem Zustand den Wert 0 hat
und der Wert der Variable bei keinem Zustandsu¨bergang vera¨ndert wird. Fu¨r eine
unbekannte Konstante x gilt fu¨r alle Zusta¨nde aus H.L: Die Ableitungsbedingung
fu¨r x in H.D(l) hat die Form x = 0 und x tritt in keiner Wertvera¨nderung eines
Zustandsu¨bergangs gestrichen auf.
Betrachtungen zur Ma¨chtigkeit hybrider Automaten. Bei der Verifikation von Si-
cherheitseigenschaften eines Modells ist das Erreichbarkeitsproblem das elementare Pro-
blem u¨berhaupt. Die Entscheidung, welcher Formalismus zur Modellierung genutzt wird,
ist immer ein Balanceakt zwischen Ausdruckssta¨rke des Formalismus und Effizienz der
algorithmischen Analyse. Daher werden im folgenden einige bekannte Ergebnisse refe-
riert.
Definition 4.16 Das Erreichbarkeitsproblem fu¨r eine Klasse von hybriden Automaten
ist die Frage danach, ob fu¨r einen gegebenen hybriden Automaten H aus dieser Klasse
ausgehend von einer initialen Konfiguration (l0, v0) eine bestimmte Konfiguration (lF , vF )
erreicht werden kann.
Zuna¨chst werden zwei Entscheidbarkeitsresultate wiedergegeben.
Satz 4.2 (Alur, Courcoubetis, Dill, 1993) Das Erreichbarkeitsproblem fu¨r Timed Auto-
mata ist entscheidbar.
Beweis: Der Beweis wurde in [ACD93] gefu¨hrt. uunionsq
Satz 4.3 (Alur, Courcoubetis, Halbwachs, Henzinger et al., 1995) Das Erreichbar-
keitsproblem fu¨r Rectangular Automata, die nur Uhren oder verzerrte Uhren enthalten,
ist entscheidbar.
Beweis: Es wird ein konstruktiver Beweis in Anlehnung an Alur et al. [ACH+95]
skizziert: Sei A ein Rectangular Automaton, eingeschra¨nkt auf Variablen vom Typ Uhr
mit Verzerrung. Dann kannA in folgender Weise in einen bzgl. der erreichbaren Zusta¨nde
a¨quivalenten Timed Automaton ta(A) transformiert werden:
• Die Ableitungen aller verzerrten Uhren werden auf 1 gesetzt.
2 Ist der Wertebereich einer solchen diskreten Variable endlich, so gibt es effizientere Mo¨glichkeiten der
Repra¨sentation, z. B. Gleichbehandlung mit Automaten.
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• Alle Vorkommen einer Uhr x mit Verzerrung kx in Zustandsinvarianten, Initialbe-
dingungen und Wa¨chter werden ersetzt durch kx · x.
uunionsq
Es folgen zwei Unentscheidbarkeitsresultate. Die Entscheidbarkeit des Erreichbar-
keitsproblems ist von einigen wesentlichen Eigenschaften der Automatentypen abha¨ngig:
1. Die Variablen mu¨ssen voneinander unabha¨ngig sein. (Dies ist z. B. in der Klasse der
Rectangular Automata gegeben.)
2. In den Ableitungen aller Variablen in verschiedenen Zusta¨nden du¨rfen nicht unter-
schiedliche von 0 verschiedene Werte verwendet werden. (Dies ist dann erfu¨llt,
wenn nur verzerrte Uhren mit der gleichen Ableitung vorkommen, z. B. bei Timed
Automata.)
3. Fu¨r eine Uhr darf nicht zusa¨tzlich die Ableitung 0 erlaubt sein. (Dies ist dann der
Fall, wenn keine Stoppuhren vorhanden sind.)
Wird eine Klasse von Automaten, fu¨r die das Erreichbarkeitsproblem entscheidbar ist, so
verallgemeinert, daß die dritte Bedingung verletzt wird, so fu¨hrt dies direkt zur Nichtent-
scheidbarkeit des Erreichbarkeitsproblems (Satz 4.4). Das Erreichbarkeitsproblem kann
entscheidbar bleiben, wenn nur die erste oder die zweite Bedingung verletzt wird (Satz 4.3,
der die zweite Bedingung verletzt, und Timed Automata in [AD94], bei denen die erste
Bedingung nicht erfu¨llt ist durch die Festlegung von konstanten Differenzen zwischen je
zwei Uhren). Werden die erste und die zweite Bedingung nicht erfu¨llt, ist das Erreichbar-
keitsproblem nicht entscheidbar (Satz 4.5).
Satz 4.4 (Alur et al., 1993) Das Erreichbarkeitsproblem fu¨r Multi-Singula¨rautomaten ist
unentscheidbar.
Beweis: Der Satz wurde in [ACHH93] und [ ˇCer93] bewiesen. Ein Beispiel fu¨r die
Klasse der Multi-Singula¨rautomaten ist der Stoppuhr-Automat. uunionsq
Bereits die Kombination von Uhren mit einer einzigen Stoppuhr oder einer ein-
zigen unbekannten Konstanten fu¨hrt zur Unentscheidbarkeit des Erreichbarkeitspro-
blems [HKPV98].
Satz 4.5 (Alur, Courcoubetis, Halbwachs, Henzinger, et al., 1995) Das Erreichbar-
keitsproblem fu¨r lineare hybride Automaten, eingeschra¨nkt auf verzerrte Uhren mit zwei
verschiedenen Ableitungen, ist unentscheidbar.
Beweis: Der Satz folgt aus der Unentscheidbarkeit des Halteproblems fu¨r nichtdeter-
ministische Za¨hlermaschinen mit 2 Za¨hlern. Der Beweis erfolgte in [ACH+95]. uunionsq
Es folgt ein Resultat, welches die ¨Aquivalenz mehrerer Klassen hybrider Automaten
zusammenfaßt.
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Satz 4.6 (Cassez, Larsen, 2000) Die Ausdruckssta¨rke von Stoppuhr-Automaten ist
a¨quivalent zur Ausdruckssta¨rke der linearen hybriden Automaten. Sei H ein linearer hy-
brider Automat und die Funktion L bezeichne die von einem Automaten erzeugte Sprache
(Menge von Spuren). Dann existiert ein Stoppuhr-Automat AS mit L(H) = L(AS).
Beweis: Ein Beweis, in dem ein Verfahren angegeben wird, das zu einem gegebe-
nen linearen hybriden Automaten einen Stoppuhr-Automaten konstruiert, wird in [CL00]
beschrieben. Bei den Stoppuhr-Automaten wird eine von der Umgebung nicht sichtbare
Zeitverzo¨gerung eingefu¨hrt. Dies hat jedoch auf die Erreichbarkeitsanalyse keine Auswir-
kungen. uunionsq
In den folgenden Abschnitten wird unter ”hybrider Automat” immer ein linearer hy-
brider Automat nach Definition 4.6 verstanden.
4.1.6 Modularita¨t
Die in Abschnitt 2.3 eingefu¨hrten Konzepte zur Modularisierung lassen sich direkt auf
die hybriden Automaten u¨bertragen. Ein CTA-Modul M kann als Komponente M.A (sie-
he Definition 2.7) auch einen linearen hybriden Automaten enthalten. Dadurch werden
jedoch einige Anpassungen der Definitionen erforderlich.
Definition 4.17 Die Definition fu¨r ein hybrides CTA-Modul M entsteht aus der Defini-
tion 2.7 fu¨r CTA-Modul (Seite 31) durch die folgenden Vera¨nderungen:
• M.A ist ein linearer hybrider Automat.
• Das vierte Axiom fu¨r die Menge der Eingabe-Variablen lautet:
– ∀l ∈M.A.L : M.A.D(l) ∈ Φ(M.X \M.par−1X (I))
– ∀(l, σ, µ, l′) ∈M.A.E : µ ∈ Φ(M.X ∪ (M.X \M.par−1X (I))′)
Anmerkung: Die Definitionen fu¨r Eingabe-Variablen ko¨nnen wie folgt interpretiert
werden:
• Die Ableitung fu¨r eine Eingabe-Variable darf von keinem Zustand eines im Modul
enthaltenen Automaten eingeschra¨nkt werden.
• Der Wert einer Eingabe-Variable darf in keinem der Zustandsu¨berga¨nge durch eine
Wertvera¨nderung vera¨ndert werden.
Alle Variablen, die gestrichen in einer Wertvera¨nderung auftreten, mu¨ssen somit als
Ausgabe-, mehrfach einschra¨nkbare oder lokale Variable deklariert sein.
Definition 4.18 Die Definition fu¨r eine hybride CTA-Komposition C entsteht aus der
Definition 2.8 fu¨r CTA-Komposition (Seite 34) durch die folgenden Vera¨nderungen:
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• C.M = {M1, . . . ,Mn} ist eine endliche, nicht leere Menge von hybriden CTA-
Modulen.
• Ein zusa¨tzliches Axiom 7 fu¨r die Menge der Eingabe-Signale lautet wie folgt:




M.A der Produktautomat der Automaten M1.A bis Mn.A. Dann
gilt:





Anmerkung: Um die Einschra¨nkungen von Eingabe-Signalen zu vermeiden, muß
gewa¨hrleistet sein, daß zu jedem Zeitpunkt fu¨r jedes Eingabe-Signal ein Zustandsu¨bergang
erlaubt ist. Dazu muß fu¨r jedes Eingabe-Signal und fu¨r jeden Zustand die Disjunktion
der Wa¨chter eine Tautologie (identisch true) ergeben. In einem Produktautomat zweier
hybrider Automaten ko¨nnen durch widerspru¨chliche Wertvera¨nderungen bestimmte Zu-
standsu¨berga¨nge ausgeschlossen sein, deshalb ist diese Forderung fu¨r die hybride CTA-
Komposition notwendig.
Der Beweis, daß die Funktion ctamod zu einer CTA-Komposition ein CTA-Modul
berechnet, wird insofern einfacher, daß durch das zusa¨tzliche Axiom der hybriden CTA-
Komposition von Definition 4.18 das dritte Axiom von CTA-Modul in Definition 2.7 direkt
gefordert wird und nicht mehr bewiesen werden muß. Das vierte Axiom von CTA-Modul
wird analog der Argumentation fu¨r die reset-Mengen der Timed Automata fu¨r die Ablei-
tungsbedingungen und die update-Mengen der hybriden Automaten sichergestellt.
Die CTA-Instanziierung aus Definition 2.10 auf Seite 38 kann unvera¨ndert auf hybri-
de CTA-Module angewendet werden. Der Beweis, daß die Funktion ctamod zu einer
CTA-Instanziierung ein (hybrides) CTA-Modul berechnet, bleibt von der Erweiterung fu¨r
hybride Automaten unberu¨hrt.
4.1.7 Beispiel: Steuerung Bahnu¨bergang
Bei dem im folgenden zur Illustration der Modellierungsmo¨glichkeiten vorgestellten
Steuerungssystem handelt es sich um ein vereinfachtes Modell eines Bahnu¨bergangs (sie-
he auch [BLR00]). Die interessierende Sicherheitseigenschaft ist dabei, daß die Schranke
vollsta¨ndig geschlossen sein muß, wenn der Zug den Bahnu¨bergang erreicht. Es gibt zwei
Gleis-Sensoren, die die Position des Zuges signalisieren: Ein Sensor gibt ein Signal, wenn
der Zug sich 1000 m vor dem Bahnu¨bergang befindet, der zweite Sensor befindet sich
100 m nach dem Bahnu¨bergang, um das Passieren des Zuges zu signalisieren (siehe Ab-
bildung 4.1). Die Schranke kann durch einen Motorantrieb zwischen dem Winkel 0 Grad
(Schranke ist vollsta¨ndig geschlossen) und dem Winkel 90 Grad (Schranke ist geo¨ffnet)
bewegt werden. Die Steuerung soll die Schranke geschlossen haben, bevor der Zug einen
Sicherheitsabstand von 250 m erreicht.
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Zur u¨bersichtlichen Darstellung von Modulen ist eine graphische Notation not-
wendig. Ein Rechteck mit abgerundeten Ecken steht fu¨r ein Modul, oben links
befindet sich der Modulname (z. B. ModuleMain). Die Schnittstellen-Signale
werden nach Zugriffstypen unterschieden: Ein von außen in das Modul-Rechteck
eintretender Pfeil bezeichnet ein Eingabe-Signal (InSignal1), ein von innen nach
außen zeigender Pfeil steht fu¨r ein Ausgabe-Signal (OutSignal3) und ein Dop-
pelpfeil u¨ber die Modulgrenze hinweg bezeichnet ein mehrfach einschra¨nkbares
Signal (MultRestSignal5). Lokale Signale kommen nur innerhalb des Rechtecks
fu¨r ein Modul vor.
Den in Abschnitt 2.3 auf Seite 29 eingefu¨hrten Modulkonzepten zufolge kann
ein Modul auch aus einer Komposition mehrerer Module entstehen. In der Skiz-
ze sind zwei Modulinstanzen mit den Namen iModule1 und iModule2 dargestellt.
Die Modulinstanzen kommunizieren u¨ber das Signal LocSignal6. Dieses Signal
ist lokal im Modul ModuleMain, ein Ausgabe-Signal in der Modulinstanz iMo-
dule1 und ein Eingabe-Signal in Modulinstanz iModule2. Der in einem Modul
enthaltene Automat wird wahlweise vollsta¨ndig gezeichnet (meist bei Modulen
ohne weitere Modulinstanzen), durch ein Symbol fu¨r einen Automaten abgeku¨rzt
oder ganz weggelassen, je nach Betrachtungsweise.
Abbildung 4.5: Darstellung von Modulen.
Das Modell besteht aus drei Subsystemen: dem Zug, der Schranke und der Steuerung.
Die Steuerung koordiniert die Aktion der Schranke in Abha¨ngigkeit vom Herannahen ei-
nes Zuges. Die Umgebung der Steuerung besteht aus einem Subsystem, welches das Ver-
halten des Zuges modelliert, und einem anderen Subsystem, welches das Verhalten der
Schranke modelliert.
Die Abbildung 4.6 zeigt die Modulstruktur. Fu¨r die Darstellung von Modulen wird
im folgenden das in der Abbildung 4.5 eingefu¨hrte Schema verwendet. Im Basismodul
RailRoadCrossing sind vier Synchronisationsmarken definiert. Diese sind als lokale Mar-
ken deklariert, da es sich bei diesem Modul um ein Modell eines geschlossenen Systems
handelt. Das Signal app modelliert das Sensorsignal der Zugposition ”1000-m vor der
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Abbildung 4.6: Schnittstellen und Anordnung der Module des Bahnu¨bergang-Modells.
Schranke” und exit modelliert das Signal fu¨r die Position ”100 m nach der Schranke” fu¨r
die Kommunikation zwischen Zugmodell und Steuerung. Die Signale lower und raise
werden von der Steuerung benutzt, um Aktionen der Schranke auszulo¨sen. Alle diese
Marken mu¨ssen in diesem Modul deklariert sein, denn sie werden jeweils von mehr als
einem enthaltenen Modul benutzt.
F a r
P a s t
N e a r
a p p
e x i t
T r a i n
! a p p
0
!
1 0 0 0
x







































Abbildung 4.7: Zug-Modul des Bahnu¨bergang-Modells. app und exit sind Synchronisa-
tionsmarken, x ist eine lokale analoge Variable.
Das Modul Train modelliert das Verhalten des Zuges (Abbildung 4.7). Dabei wird die
Position des Zuges durch die lokale Variable x ausgedru¨ckt und seine Geschwindigkeit
durch die erste Ableitung nach der Zeit x˙. Da die beiden Sensoren die Position des Zuges
anzeigen, werden die beiden Synchronisationsmarken app und exit von diesem Modul
gesteuert und somit als Ausgabe-Marken deklariert. Kein anderes Modul in der Umgebung
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Abbildung 4.8: Steuerungsmodul des Bahnu¨bergang-Modells. app, exit, lower und raise
sind Synchronisationsmarken, t ist eine lokale Uhr.
darf diese Signale einschra¨nken, d. h. auf dieses Signal muß jederzeit beim Auftreten
reagiert werden.
Der im Modul Train enthaltene hybride Automat hat drei Zusta¨nde. Die Situation, bei
der der Zug von großer Entfernung (gro¨ßer 1000 m) herangefahren kommt, wird vom Zu-
stand Far modelliert, der gleichzeitig auch Startzustand des Automaten ist. Die Invariante
dieses Zustands ist, daß die Position des Zuges gro¨ßer oder gleich 1000 m ist. Die Ab-
leitung x˙ liegt zwischen -50 und -40, um die Geschwindigkeit des sich na¨hernden Zuges
zu modellieren. Wenn der Zug den ersten Sensor passiert (x = 1000 m), wechselt der
Automat zum Zustand Near. Dabei erfolgt durch die Synchronisationsmarke app eine
Kommunikation mit der Steuerung. Nach dem CSP-Konzept mu¨ssen alle Automaten, die
diese Synchronisation in ihrem Alphabet haben, auch einen ¨Ubergang mit der gleichen
Synchronisationsmarke vollziehen. Die exklusiv einschra¨nkende Wirkung des ¨Ubergangs
wird durch Verwenden des Ausrufezeichens explizit in der Syntax wiedergegeben. Die
Invariante stellt sicher, daß der Zustand verlassen werden muß, wenn der Zug gerade die
Schranke passiert. Dann muß der ¨Ubergang zum Zustand Past gewa¨hlt werden. In einer
Entfernung von 100 m nach der Schranke wird von der Invariante und von dem na¨chsten
¨Ubergang erzwungen, mit der Synchronisationsmarke exit zu synchronisieren. Nun wird
auch die Variable x auf einen Wert gro¨ßer 1000 gesetzt und in den Startzustand gewech-
selt. Damit ist der Automat bereit, das Signalverhalten fu¨r den na¨chsten herannahenden
Zug zu modellieren.
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Das Modul Controller modelliert die eigentliche Steuerung, die die Schrankenbewe-
gung bestimmt (das zu bauende steuernde elektronische Gera¨t oder die Steuersoftware).
In Abbildung 4.8 auf der vorherigen Seite ist das Modul mit seinen Deklarationen und dem
zugeho¨rigen hybriden Automaten dargestellt. Das Modul kennt zwei Eingabe-Signale, um
auf die Botschaften vom Zug-Modell reagieren zu ko¨nnen und zwei Ausgabe-Signale, um
dem Schrankenmodell entsprechende Anweisungen zu erteilen. Die lokale Uhr t wird
benutzt, um die Reaktionszeit der Steuerung zu messen. Es du¨rfen nicht mehr als 5 Zeit-
einheiten zwischen der Mitteilung des Zugmodells und der Steueraktion der Schranke ver-
gehen.
Startzustand des Automaten ist der Zustand Idle. In diesem Zustand wird gewartet,
bis die Meldung vom Zug-Modell eintrifft, daß ein Zug die Position 1000 m erreicht
hat, d. h. es wird ein mit der entsprechenden Synchronisationsmarke app markierter Zu-
standsu¨bergang vollzogen. Der Automat befindet sich danach im Zustand ToLower und
die Uhr t wurde zuru¨ckgesetzt. Der Zustand modelliert die Situation, daß die Meldung
u¨ber den herannahenden Zug in der Steuerung eingetroffen ist und nach einer gewissen
Reaktionszeit als na¨chstes die Schranke geschlossen werden muß. Die obere Schranke
der Reaktionszeit α (im Beispiel auf den Wert 5 gesetzt) ist ein wichtiger Parameter zur
Erfu¨llung der Sicherheitseigenschaft des Systems. Spa¨testens nach Ablauf von α muß
eine Synchronisation mit dem Schrankenmodell u¨ber die Synchronisationsmarke lower
erfolgen und damit zum Ausgangszustand Idle zuru¨ckkehren. Wenn der Zug die Position
”100 m nach der Schranke” passiert, synchronisiert das Zug-Modell mit der Marke exit,
und die Steuerung wechselt in den Zustand ToRaise. Nach der Reaktionszeit erzwingt
die Steuerung eine Synchronisation mit dem Schrankenmodell u¨ber das Signal raise und
wartet nach dem ¨Ubergang wieder im Anfangszustand Idle3.
4.2 Interpretationen hybrider Automaten
In diesem Abschnitt wird eine Semantik vorgestellt, die von der Standardsemantik in der
Weise abweicht, daß sie einen kompositionellen Operator unterstu¨tzt. Als semantische
Basis wird dabei ein Update-System benutzt. Ziel ist, daß die Semantik der Komposition
mehrerer hybrider Automaten a¨quivalent der Komposition mehrerer Semantiken hybrider
Automaten ist. Anschließend wird die traditionelle Transitionssystem-Semantik als mitt-
lere Abstraktionsschicht vorgestellt.
4.2.1 Semantik I: Kompositionelles Update-System
Wa¨hrend die von Alur et al. [ACH+95] und von Henzinger [Hen96] vorgeschlagenen
Transitionssystem-Semantiken nicht kompositionell sind, wird hier eine kompositionel-
le Semantik definiert. Die Semantik eines Systems kann basierend auf den Semantiken
3Dieses stark vereinfachte Modell einer Schrankensteuerung dient lediglich der Veranschaulichung der
Modellierung hybrider Gro¨ßen wie Winkel und Geschwindigkeit. Es beru¨cksichtigt keinerlei Sonderfa¨lle,
z. B. die Reaktion beim Herannahen eines zweiten Zuges, wa¨hrend sich der erste Zug noch im Schranken-
bereich befindet.
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der Bestandteile des Systems erkla¨rt werden [BR01]. Dazu muß der Operator fu¨r die Par-
allelschaltung hybrider Automaten kompositionell sein.
Die Semantik eines dynamischen Systems wird oft als Transitionssystem definiert.
Fu¨r Systeme, die synchrone Komposition erlauben, bietet ein Transitionssystem nicht
genu¨gend Struktur: Die auf markierten Transitionssystemen beruhende Semantik ist nicht
kompositionell fu¨r synchrone Parallelschaltung mehrerer Automaten mit gemeinsamen
Variablen. Der hier behandelte Modellierungsformalismus besitzt einen synchronen Kom-
positionsoperator. Deshalb wird hier eine auf Update-Systemen beruhende Semantik ein-
gefu¨hrt, die genu¨gend Struktur beha¨lt und somit die Definition einer synchronen Kompo-
sition auf semantischer Ebene erlaubt.
Definition 4.19 Ein markiertes Update-System (kurz: Update-System) ist ein Tupel S =
(L,X,Q0,Σ, U) mit den folgenden Komponenten:
• L ist die Menge von Zusta¨nden.
• X ist die Menge der Variablen.
Q =def L × Val(X) ist die Konfigurationsmenge des Update-Systems. Jede Konfi-
guration ist ein Paar aus Zustand und Variablenbelegung.
• Q0 ⊆ Q ist die Menge der Initialkonfigurationen.
• Σ ist die Menge der Marken.
• U ⊆ L× Val(X)× Σ× L× Updt(X ) sind die Updates des Update-Systems.
Anmerkung: (l, v, σ, l′, u) ∈ U beschreibt, daß in der Konfiguration (l, v) bei der
Marke σ der Zustand l′ erreicht wird und der durch u beschriebene Update der Variablen
stattfinden kann. Dies bedeutet, daß jede Variable x im Definitionsbereich von u den neuen
Wert u(x) zugeordnet bekommt, und daß alle anderen Variablen unvera¨ndert bleiben.
Fu¨r v, v′ ∈ Val(X) und δ ∈ R bezeichnet v · δ die Variablenbelegung von X mit
(v · δ)(x) = v(x) · δ fu¨r alle Variablen x ∈ X . v + v′ bezeichnet die Variablenbelegung
von X mit (v + v′)(x) = v(x) + v′(x) fu¨r alle Variablen x ∈ X . Das Vergehen einer Zeit
δ ∈ R+ bei einer festgelegten Ableitung nach der Zeit d ∈ Val(X) fu¨r die zeitabha¨ngigen
Wertvera¨nderungen der Variablen fu¨hrt von einer Konfiguration (l, v) zu einer Folgekon-
figuration (l, v + δ · d).
Definition 4.20 SeiH ein hybrider Automat. Das durchH bestimmte markierte Update-
System [[H]]U = (L,X,Q0,Σ, U) ist wie folgt definiert:
• L =def H.L
• X =def H.X
• Q0 =def {(l, [[ϕ]]) | (l, ϕ) ∈ H.Q0}
• Σ =def H.Σ ∪ R+
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• U =def time(H) ∪ discrete(H) mit:
time(H) =def
(l, v, σ, l, u)
∣∣∣∣∣∣∣∣
∃d ∈ [[H.D(l)]] :
u = v + σ · d
∧ σ ∈ (R+ \ 0)




(l, v, σ, l′, u)
∣∣∣∣ ∃(l, σ, µ, l′) ∈ H.E :u ∈ [[µ]]U(v)
}
Anmerkung: Die Konfigurationsmenge des Update-Systems besteht aus den
Zusta¨nden und Variablenbelegungen des hybriden Automaten. Die Menge der Initialkon-
figurationen des Update-Systems ist durch die Initialbedingung des hybriden Automaten
definiert. Ein hybrider Automat kann die Konfiguration durch das Vergehen von Zeit und
durch Zustandsu¨berga¨nge vera¨ndern; somit besteht die Menge der Updates des Update-
Systems aus allen Zeit-Updates und allen diskreten Updates. Die Zustandskomponente
einer Konfiguration wird durch einen Zeit-Update nicht vera¨ndert.
Falls eine Variable in keiner der Ungleichungen der Wertvera¨nderung eines hybriden
Automaten in gestrichener Form auftritt, ist damit nicht gemeint, daß der gesamte Werte-
bereich vonRmo¨glich ist. Fu¨r eine solche Variable ist die Interpretation die folgende: Der
Zustandsu¨bergang vera¨ndert den Wert der Variablen nicht, aber parallel ausgefu¨hrte Zu-
standsu¨berga¨nge der Umgebungsautomaten ko¨nnen die Variable einschra¨nken. Schra¨nkt
kein parallel ausgefu¨hrter Zustandsu¨bergang eines Umgebungsautomaten die Variable x
ein, dann wird der Wert der Variablen nicht vera¨ndert. Um auszudru¨cken, daß der gan-
ze Wertebereich von R mo¨glich ist fu¨r x nach der Ausfu¨hrung des Zustandsu¨bergangs
ohne die Einwirkung eines parallellaufenden Automaten, wu¨rde die Wertvera¨nderung
x′ ≥ 0 ∨ x′ ≤ 0 verwendet werden.
Fu¨r die diskreten Updates ist die Invariante irrelevant. Eine Invariante, die identisch
false ist, kann zur Konstruktion von ”dringenden” Zusta¨nden benutzt werden. Dringende
Zusta¨nde sind Zusta¨nde des Automaten, in denen keine Zeit vergehen darf.
Die Definition der Updates stellt damit auch im Hinblick auf die Semantik der In-
varianten eine wesentliche ¨Anderung gegenu¨ber der in der Literatur gebra¨uchlichen Se-
mantik dar: Bei der Standardinterpretation (z. B. in [Hen96]) werden Zustandsu¨berga¨nge,
die intuitiv im Modell erlaubt wa¨ren, in der Transitionssystem-Semantik und somit auch
bei der Erreichbarkeitsanalyse nicht beru¨cksichtigt, falls im Zielzustand die Invarian-
te nicht erfu¨llt ist. Im Modell sind ’Deadlocks’ mo¨glich, die bei diesem Vorgehen in
der Transitionssystem-Semantik jedoch nicht mehr enthalten und damit auch nicht nach-
weisbar ist. Dadurch verringert sich die Anzahl der Zusta¨nde im Produktautomaten,
was zu Performancesteigerung fu¨hrt. Dieses Problem wird teilweise bereinigt, indem
in [HHMWT00] nachtra¨glich eine andere Definition hybrider Automaten vorgeschlagen
wurde: Nun wird fu¨r das Modell gefordert, daß die Menge der zula¨ssigen Wa¨chter fu¨r
einen Zustandsu¨bergang die Invariante des Anfangszustands erfu¨llen. Außerdem wird fu¨r
jeden ¨Ubergang gefordert, daß die durch die Wertvera¨nderung eines ¨Ubergangs berech-
neten neuen Werte der Variablen die Invariante des Folgezustands erfu¨llen. Somit wurde
4.2. INTERPRETATIONEN HYBRIDER AUTOMATEN 125
dieses technische Detail zum Zwecke einer performanten Analyse in die Modellebene
zuru¨cku¨bertragen. Hier wird eine neue Semantik definiert und der Performancenachteil
bei der Werkzeug-Implementierung in Kauf genommen.
Bei beiden Semantiken von Henzinger tritt zusa¨tzlich das folgende Problem auf: Ein
Automat kann die Variablen per Zustandsu¨bergang so setzen, daß die Zustandsinvariante
eines anderen, parallel laufenden Automaten ungu¨ltig wird. Dadurch wird dieser Automat
in einen ’Deadlock’ gezwungen. Bei der in dieser Arbeit vorgeschlagenen Semantik hat
der Automat die Mo¨glichkeit, sofort in einen anderen Zustand zu wechseln. Die hier
benutzte Invariantensemantik besagt also, daß in einem Zustand mit falscher Invariante
keine Zeit vergehen darf. Es fu¨hrt jedoch nicht zu einem unzula¨ssigen Lauf, wenn der
Automat einen solchen Zustand passiert, ohne Zeit vergehen zu lassen. Diese Betrachtung
gilt auch fu¨r das Ru¨cksetzen von Uhren bei Timed Automata. Deshalb wurde die neue
Invariantensemantik bereits bei der Semantik von Timed Automata beru¨cksichtigt (siehe
Abschnitt 2.4.1, Definition 2.13).
Illustration. Zur Illustration der beiden Update-Arten wird hier noch einmal auf das
Modell der Schrankensteuerung (siehe Abbildung 4.8 auf Seite 121 fu¨r den hybriden Au-
tomaten) zuru¨ckgegriffen. Falls der Automat im Modul Controller den Zustand ToLower
betritt, wird die Uhr t auf den Wert 0 gesetzt4. D. h. fu¨r die Konfiguration (l, v) unmittelbar
nach dem ¨Ubergang gilt: l = ToLower und v(t) = 0. In dieser Situation sind die folgenden
Zeit-Updates des Automaten mo¨glich: Fu¨r jede Zeit δ aus dem Intervall (0, 5] kann der
Automat einen Zeit-Update durchfu¨hren, der zur Folgekonfiguration (l′, v′) mit l′ = l und
v′(t) = v(t) + δ · 1 fu¨hrt. Weiterhin hat der Automat die Mo¨glichkeit, einen diskreten
Update durchzufu¨hren, indem der Zustandsu¨bergang zum Zustand Idle ausgewa¨hlt wird.
Dies fu¨hrt zur Folgekonfiguration (l′′, v′′) mit l′′ = Idle und v′′(t) = v(t), d. h. die Uhr ist
nicht vera¨ndert worden.
Update-Systeme enthalten ausreichend Struktur, um die synchrone Komposition zu
ermo¨glichen.
Definition 4.21 Seien S1 = (L1, X1, Q01,Σ1, U1) und S2 = (L2, X2, Q02,Σ2, U2) zwei mar-
kierte Update-Systeme. Dann ist die synchrone Komposition S1 || S2 durch das markierte
Update-System (L1 × L2, X1 ∪X2, Q0,Σ1 ∪ Σ2, U) gegeben, wobei:
• ((l1, l2), v) ∈ Q0 gdw. (l1, v|X1) ∈ Q01 ∧ (l2, v|X2) ∈ Q02
• ((l1, l2), v, σ, (l′1, l′2), u) ∈ U gdw.
4Durch die Deklaration der Variablen t als Uhr (CLOCK) ist die Angabe der Ableitung t˙ = 1 u¨berflu¨ssig,
da fu¨r Uhren nur die Ableitung 1 erlaubt ist.
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σ ∈ Σ1 ∩ Σ2
∧ ∃(l1, v1, σ, l′1, u1) ∈ U1 : v|X1 = v1 ∧ u|dom(u1) = u1
∧ ∃(l2, v2, σ, l′2, u2) ∈ U2 : v|X2 = v2 ∧ u|dom(u2) = u2




σ ∈ Σ1 \ Σ2




σ ∈ Σ2 \ Σ1
∧ ∃(l2, v2, σ, l′2, u) ∈ U2 : v|X2 = v2
)
Zu beachten ist dabei folgendes: Bleibt bei einem Zustandsu¨bergang der Wert einer Va-
riable unvera¨ndert, so ist bei einem Transitionssystem (im Gegensatz zum Update-System)
nicht nachvollziehbar, ob dies daher resultiert, daß die Variable bei der Wertvera¨nderung
des Zustandsu¨bergangs unberu¨cksichtigt blieb oder daß der Wert der Variable explizit auf
den gleichen Wert wie vor dem Zustandsu¨bergang gesetzt wurde. Hingegen ist diese In-
formation in einem Update-System verfu¨gbar. Dies ist der Grund dafu¨r, daß die auf einem
Update-System basierende Semantik kompositionell ist fu¨r synchrone Parallelschaltung,
die Transitionssystem-Semantik jedoch nicht.
Das Symbol || wird sowohl bei hybriden Automaten als auch bei Update-Systemen als
Kompositionsoperator benutzt.
Die parallele Komposition zweier Update-Systeme ist wieder ein markiertes Update-
System.
Satz 4.7 Seien S und S′ zwei markierte Update-Systeme. Dann ist auch S || S′ ein mar-
kiertes Update-System.
Beweis: Die Behauptung folgt aus der Konstruktion der einzelnen Komponenten von
S || S′ entsprechend Definition 4.21. uunionsq
Satz 4.8 Die auf markierte Update-Systeme basierende Semantik ist kompositionell fu¨r
hybride Automaten, d. h. fu¨r zwei hybride Automaten H und H′ gilt [[H || H′]]U =
[[H]]U || [[H′]]U .
Beweis: Der Beweis folgt ebenfalls direkt aus den Definitionen des Operators ||
(Definition 4.8 auf Seite 109 und Definition 4.21 auf der vorherigen Seite). uunionsq
Anmerkung: In [BR99a] wurde versucht, dieses Problem durch ein sogenanntes ”Dou-
ble Transition Predicate” zu lo¨sen. Jeder Transition wurden zwei Pra¨dikate zugeordnet.
Das allowed -Pra¨dikat stellte die vom Automaten erzwungene ¨Ubergangsbedingung fu¨r
die Wertvera¨nderung dar, d. h. alle Variablen, u¨ber die in diesem Pra¨dikat nichts ausgesagt
wurde, sollten als unvera¨ndert interpretiert werden. Das initiated -Pra¨dikat enthielt fu¨r die
unvera¨nderten Variablen die Bedingung, daß der Wert unvera¨ndert bleiben soll. Bei der
Formalisierung dieses Konzeptes in [BR01] traten Probleme bezu¨glich der sauberen Tren-
nung von Syntax und Semantik auf. Die parallele Komposition der allowed -Mengen konn-
te mittels Durchschnitt ermittelt werden. Bei der Konstruktion der neuen initiated -Menge
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mußte jedoch auf die Information aus der Syntax zuru¨ckgegriffen werden um festzustel-
len, ob eine Variable im Pra¨dikat erwa¨hnt worden ist. Daher wird in dieser Arbeit eine
wesentlich vorteilhaftere kompositionelle Semantik auf der Basis von Update-Systemen
verwendet.
4.2.2 Semantik II: Kontinuierliches Transitionssystem
Zu einem hybriden Automaten H kann ein korrespondierendes kontinuierliches Tran-
sitionssystem [[H]]C konstruiert werden, indem zuna¨chst das entsprechende Update-
System [[H]]U konstruiert und daraus das Transitionssystem mit einer Semantikfunktion
fu¨r Update-Systeme erzeugt wird, d. h. [[H]]C =def [[[[H]]U ]]C . Es muß eine Semantikfunk-
tion definiert werden, die zu einem Update-System ein Transitionssystem liefert.
Definition 4.22 Die kontinuierliche Transitionssystem-Semantik [[S]]C eines
markiertes Update-Systems S ist gegeben durch das markierte Transitionssystem
(S.L× Val(S.X), S.Q0, S.Σ,→), wobei→ die folgenden Transitionen entha¨lt:
• Fu¨r (l, v), (l′, v′) ∈ S.L× Val(S.X) und σ ∈ S.Σ gilt (l, v) σ→ (l′, v′),
gdw. ein (l, v, σ, l′, u) ∈ S.U existiert mit v′ = v C u.
Anmerkung: Der Konfigurationsraum des Transitionssystems ist der Konfigurati-
onsraum des Update-Systems. Die Menge der Initialkonfigurationen des Transitions-
systems ist definiert durch die Initialkonfigurationen des Update-Systems. Die Tran-
sitionen des Transitionssystems werden berechnet, indem die Update-Funktion ange-
wendet wird, d. h. fu¨r jede Ausgangskonfiguration der Transitionsrelation wird durch
die im Update-System vorhandenen Updates eine Nachfolger-Konfiguration mittels
¨Uberschreibe-Operator erzeugt und zugeordnet.
Durch die Definition der Transitionssystem-Semantik kann zu einem Update-System S
die Spur-Semantik [[S]]L konstruiert werden, indem fu¨r S zuna¨chst das zugeho¨rige Transi-
tionssystem [[S]]C gebildet wird. Dann ist [[S]]L definiert als [[[[S]]C ]]L.
Satz 4.9 Seien S1 = (L1, X1, Q10,Σ1, U1) und S2 = (L2, X2, Q20,Σ2, U2) zwei Update-
Systeme mit X1 ∩X2 = ∅ und Σ1 = Σ2. Dann ist die Spur-Semantik kompositionell fu¨r
den Operator || : [[S1]]L || [[S2]]L = [[S1 || S2]]L.
Anmerkung: Seien H1 und H2 zwei hybride Automaten mit H1.X ∩H2.X = ∅ und
H1.Σ = H2.Σ. Dann gilt die Kompositionalita¨t der Spursemantik wegen Satz 4.8 auch
fu¨r hybride Automaten: [[[[H1]]U ]]L || [[[[H2]]U ]]L = [[[[H1 ||H2]]U ]]L.
Beweis: ⊆: Zuna¨chst wird [[S1]]L || [[S2]]L ⊆ [[S1 || S2]]L gezeigt. Aus α = (σi)i∈N ∈
[[S1]]L || [[S2]]L folgt nach der Definition der Komposition zweier Spur-Mengen als Durch-
schnitt α ∈ [[S1]]L und α ∈ [[S2]]L. Somit existieren zwei La¨ufe ((l1i , v1i ), σi)i∈N von S1
und ((l2i , v2i ), σi)i∈N von S2 fu¨r α. Weil die beiden Systeme miteinander nur u¨ber Mar-
ken kommunizieren und nicht u¨ber gemeinsame Variablen (X1 ∩ X2 = ∅), kann ein
Lauf (((l1i , l2i ), vi), σi)i∈N mit vi|X1 = v1i und vi|X2 = v2i konstruiert werden. Da die
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Komposition zweier Updates eines Update-Systems genau in dieser Weise erzeugt wird,
kann geschlußfolgert werden, daß (((l1i , l2i ), vi), σi)i∈N ein Lauf von S1 || S2 ist und somit
α ∈ [[S1 || S2]]L.
⊇: Es verbleibt, [[S1]]L || [[S2]]L ⊇ [[S1 || S2]]L zu zeigen. Fu¨r jede Spur α ∈
[[S1 || S2]]L existiert ein Lauf (((l1i , l2i ), vi), σi)i∈N von S1 || S2. Da X1 ∩ X2 = ∅, kann
vi : X
1 ∪X2 → R geteilt werden in v1i : X1 → R und v2i : X2 → R mit vi|X1 = v1i
und vi|X2 = v2i . Per Induktion entstehen bei diesem Verfahren La¨ufe. Damit ko¨nnen zwei
La¨ufe ((l1i , v1i ), σi)i∈N von S1 und ((l2i , v2i ), σi)i∈N von S2 konstruiert werden, und es folgt
α ∈ [[S1]]L und α ∈ [[S2]]L. uunionsq
Anmerkung: Ohne die Bedingung X1∩X2 = ∅ gilt die Behauptung nicht fu¨r Mengen
von Spuren. Als Gegenbeispiel wird eine Spur α = (σi)i∈N ∈ [[S1]]L || [[S2]]L betrachtet und
daß nur La¨ufe ((l1i , v1i ), σi)i∈N von S1 und ((l2i , v2i ), σi)i∈N von S2 existieren mit v1k(x) 6=
v2k(x) fu¨r ein k und x ∈ X1 ∩X2. Dann kann kein Lauf (((l1i , l2i ), vi), σi)i∈N von S1 || S2
existieren und somit gilt α 6∈ [[S1 || S2]]L.
Σ1 = Σ2 ist eine weitere notwendige Bedingung. Sei Σ1 \ Σ2 6= ∅. Dann ist eine
Reaktion des Systems S1 auf die Marke σ ∈ Σ1 \ Σ2 im durch Komposition entstandenen
System S1 || S2 mo¨glich, aber die Marke σ kann im Durchschnitt der Spuren [[S1]]L und
[[S2]]L nicht vorkommen, weil S2 keine Spur hat, in der σ vorkommt.
4.3 Verifikation
Die Verifikation von hybriden Modellen erfolgt mittels Erreichbarkeitsanalyse auf der
Transitionssystem-Semantik. Fu¨r die algorithmische Analyse sind nur lineare hybride Au-
tomaten zugelassen.
In diesem Abschnitt werden zuna¨chst einige Unterschiede bei der Erreichbarkeitsana-
lyse im Vergleich zum Algorithmus fu¨r Timed Automata aufgezeigt. Anschließend wird
die Datenstruktur fu¨r die Repra¨sentation der Transitionsrelation bei kontinuierlicher Se-
mantik von hybriden Automaten sowie fu¨r die Konfigurationsmengen angegeben.
4.3.1 Erreichbarkeitsanalyse
Abbildung 4.9 auf der na¨chsten Seite zeigt den Algorithmus fu¨r die Erreichbarkeitsanaly-
se hybrider Automaten. Es werden die bereits bei der Behandlung von Timed Automata
eingefu¨hrten Notationen wiederverwendet. In einer Fixpunktiteration werden immer wie-
der Nachfolger von bereits erreichten Konfigurationen berechnet, bis die Menge aller er-
reichbaren Konfigurationen Reach([[H]]C) (siehe Definition 2.14 auf Seite 42) erreicht ist.
Gegenu¨ber der Strategie fu¨r Timed Automata gibt es einige Besonderheiten:
• Die zu u¨berpru¨fende Menge QF ist eine Menge von Konfigurationen. Es kann nicht
nur die Erreichbarkeit von Zusta¨nden u¨berpru¨ft werden, sondern auch von bestimm-
ten Variablenbelegungen. Im Unterschied zu den Timed Automata ko¨nnen bei hy-
briden Automaten als Initialkonfigurationen auch Variablenbelegungen ungleich 0
vorkommen.
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Eingabe: Hybrider Automat H = (L,Q0, X,Σ, I,D,E)
mit der kontinuierlichen Semantik [[H]]C = (L× Val(X ), Q0,Σ ∪ R+,→),
Menge von Konfigurationen QF




R := R ∪ {q′ ∈ L× Val(X ) | ∃q : q ∈ R ∧ q → q′}
while R 6⊆ Rprev
return R ∩QF 6= ∅
Abbildung 4.9: Algorithmus der Erreichbarkeitsanalyse fu¨r hybride Automaten.
• Die Abbruchbedingung wird u¨ber eine Teilmengenbeziehung gepru¨ft, da die Gleich-
heit nicht direkt implementiert werden kann (= gdw. ⊆ ∧ ⊇).
• Es wird versucht, den kleinsten Fixpunkt der erreichbaren Konfigurationen zu be-
rechnen. Da der Algorithmus dafu¨r nicht bei jedem Modell terminiert (siehe
Satz 4.5), ist als weitere, oft terminierende Strategie die Ru¨ckwa¨rtsanalyse nach
dem in Abbildung 4.10 angegebenen Algorithmus notwendig.
Eingabe: Hybrider Automat H = (L,Q0, X,Σ, I,D,E)
mit der kontinuierlichen Semantik [[H]]C = (L× Val(X ), Q0,Σ ∪ R+,→),
Menge von Konfigurationen QF




R := R ∪ {q ∈ L× Val(X ) | ∃q′ : q′ ∈ R ∧ q → q′}
while R 6⊆ Rprev
return R ∩Q0 6= ∅
Abbildung 4.10: Algorithmus fu¨r die Ru¨ckwa¨rts-Analyse.
Da diese Algorithmen fu¨r lineare hybride Automaten nicht in jedem Fall terminie-
ren, werden sie in der Literatur oft auch als ”Semi-Entscheidungsprozeduren” bezeich-
net [ACHH93].
Zur effizienten Gestaltung der Erreichbarkeitsanalyse werden einige Abweichungen
von den in den Abbildungen 4.9 und 4.10 gezeigten allgemeinen Algorithmen vorgenom-
men. Neben einigen technischen Details, wie Sonderfallbehandlungen zur Effizienzstei-
gerung, wird bei der Berechnung der Erreichbarkeitsmenge neben der Menge der bis-
her erreichten Konfigurationen eine Menge der zuletzt erreichten Konfigurationen gespei-
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Eingabe: Hybrider Automat H = (L,Q0, X,Σ, I,D,E)
mit der kontinuierlichen Semantik [[H]]C = (L× Val(X ), Q0,Σ ∪ R+,→),
Menge von Konfigurationen QF




while Rnew 6⊆ Rreached do
if Rnew ∩QF 6= ∅ then return true
Rreached := Rreached ∪Rnew
Rnew := {q′ ∈ L× Val(X ) | ∃q : q ∈ Rnew ∧ q → q′}
od
return false
Abbildung 4.11: Verbesserter Erreichbarkeitsalgorithmus fu¨r hybride Automaten.
chert, um nicht immer wieder bereits vorhandene Konfigurationen neu zu berechnen (siehe
auch [ACHH93]). Ein Algorithmus, der sowohl diese Technik als auch den Abbruch der
Analyse beim Erreichen einer Zielkonfiguration beru¨cksichtigt, ist in Abbildung 4.11 dar-
gestellt.
Eingabe: Hybrider Automat H = (L,Q0, X,Σ, I,D,E)
mit der kontinuierlichen Semantik [[H]]C = (L× Val(X ), Q0,Σ ∪ R+,→),
Menge von Konfigurationen QF




while Rnew 6= ∅ do
if Rnew ∩QF 6= ∅ then return true
Rnew := {q′ ∈ L× Val(X ) | ∃q : q ∈ Rnew ∧ q → q′}
Radded := Rnew \Rreached




Abbildung 4.12: Weiter verbesserter Erreichbarkeitsalgorithmus.
Das konsequente Anwenden der Idee, die Berechnung bereits vorhandener Konfigura-
tionen zu vermeiden, fu¨hrt zum in Abbildung 4.12 dargestellten Algorithmus. Hier werden
von der Menge der in einem Schritt berechneten Konfigurationen (Rnew) zur Vorberei-
tung auf den na¨chsten Schritt diejenigen Konfigurationen abgezogen, die bereits in der
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Gesamtmenge der berechneten Konfigurationen (Rreached) enthalten waren. Damit wird
Rnew reduziert auf Radded.
4.3.2 DDM-Repra¨sentation
Um Konfigurationsmengen fu¨r lineare hybride Automaten speichern und verarbeiten zu
ko¨nnen, muß eine neue Repra¨sentationsmethode eingefu¨hrt werden, die Double Descrip-
tion Method. Dieses Verfahren basiert auf einer Matrizendarstellung konvexer Mengen
von Variablenbelegungen. Zusta¨nde werden bei der Standardrepra¨sentation explizit dar-
gestellt. Im folgenden werden nur lineare hybride Automaten betrachtet und abku¨rzend
als hybride Automaten bezeichnet.
Definition 4.23 Fu¨r einen hybriden Automaten H ist die Menge aller Konfigurationen
definiert als die Menge Q = H.L × Val(H.X). Ein Element q = (l, v) ∈ Q heißt Kon-
figuration. Eine Teilmenge R ⊆ Q heißt Region. Eine Region R heißt Zustandsregion,
falls fu¨r ein l ∈ H.L und ein V ⊆ Val(H.X) gilt: R = {(l, v) | v ∈ V }, und kon-
vex, falls fu¨r ein l ∈ H.L gilt: R = {(l, v) | v ∈ [[ϕ]]} und ϕ ist eine Konjunktion von
Ungleichungen (nach Definition 4.3).
Die einem Zustand in einer Zustandsregion zugeordnete Belegungsmenge ist durch
ein konvexes Polyeder repra¨sentierbar. Aus dem Bereich der Mathematik sind effiziente
Polyeder-Algorithmen zur Berechnung der Menge der Lo¨sungen eines Gleichungssystems
bekannt [Che65, Che68]. Diese Algorithmen wurden fu¨r die Verifikation wiederentdeckt
und von Fukuda und Prodon in der Effizienz verbessert [FP96]. Fu¨r die Analyse von
Verzo¨gerungen in synchronen Programmen wurde diese Methode zuerst von Halbwachs
eingesetzt und in einer allgemein verwendbaren Polyederbibliothek implementiert [Hal93,
HPR97]. Im folgenden werden die Basisprinzipien der zugrundeliegenden Datenstruktur
vorgestellt.
4.3.2.1 Datenstruktur
Belegungsmengen u¨ber die Variablen hybrider Automaten werden durch Polyeder re-
pra¨sentiert. Ist die Menge konvex, genu¨gt ein konvexes Polyeder, sonst wird die Men-
ge durch eine implizite Vereinigung mehrerer konvexer Polyeder dargestellt. Jedes d-
dimensionale konvexe Polyeder P ⊆ Rd hat zwei Repra¨sentationen:
• Das Polyeder P ist die Menge der Lo¨sungen eines Ungleichungssystems (A, b¯) mit
P = {x¯ ∈ Rn | A · x¯ ≥ b¯}, wobei A eine m × d-Matrix und b¯ ein Vektor der
Dimension m ist.
• Das Polyeder P ist die konvexe Hu¨lle eines Erzeugendensystems (V,R, L), wobei
die drei Komponenten endliche Mengen von Vektoren der Dimension d fu¨r Punk-
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Abbildung 4.13: Polyederdarstellung der Menge x1 ≥ 1 ∧ x2 ≥ 1 ∧ x1 + x2 ≥ 3.





 x1 ≥ 1x2 ≥ 1
x1 + x2 ≥ 3
 als auch durch ein Erzeugendensystem
























, L = ∅ repra¨sentiert.
Diese beiden Repra¨sentationen sind gegenseitig eindeutig bestimmt. Es existieren ef-
fiziente Algorithmen fu¨r die Transformation von einer Repra¨sentation in die andere. Die-
se Algorithmen minimieren gleichzeitig die Repra¨sentation. Durch die Darstellung ei-
nes Objektes durch zwei verschiedene Repra¨sentationen erhielt diese Methode von Motz-
kin et al. den Namen Double Description Method (DDM) [MRTT53].
In der Rabbit-Implementierung der DDM-Repra¨sentation wird eine einfachere Darstel-
lung der beiden Repra¨sentationen mittels homogener Koordinaten verwendet. Durch die
Hinzunahme einer zusa¨tzlichen Dimension zh fu¨r die Konstanten und Definition des Po-
lyeders als Schnittmenge eines Kegels5 mit der zusa¨tzlichen Ebene zh = 1 entsteht die im
folgenden beschriebene vereinfachte Repra¨sentation. Im Ungleichungssystem steht so auf
der rechten Seite immer der Nullvektor und im Erzeugendensystem sind nur Strahlen not-
wendig [FP96]. Die im o. g. Beispiel angefu¨hrte Region (mit dem in Abbildung 4.13 ge-
zeigten Polyeder) fu¨hrt zu dem in der Abbildung 4.14 auf der na¨chsten Seite aufgefu¨hrten
Kegel. Durch den Schnitt mit der Ebene zh = 1 entsteht die in Abbildung 4.15 auf der
na¨chsten Seite dargestellte Schnittfla¨che.
5Der Begriff ”Kegel” bezeichnet hier nicht einen runden Kreiskegel, sondern eine geometrische Figur,
a¨hnlich einer unregelma¨ßigen Pyramide, die von dessen Spitze im Koordinatenursprung ausgehend durch




















Abbildung 4.14: Kegel zur Repra¨sentation






















Abbildung 4.15: Schnitt des Kegels mit
der zusa¨tzlichen Ebene z = 1 fu¨hrt zum
gewu¨nschten Polyeder.
Definition 4.24 Ein Paar (A,R) reellwertiger Matrizen A und R wird Double Descrip-
tion Pair (kurz: DD-Paar) genannt, falls gilt:
A · x¯ ≥ 0¯ gdw. x¯ = R · λ¯ mit λ¯ ≥ 0¯
Fu¨r ein d-dimensionales Polyeder ist A eine m × d-Matrix und R eine d × n-Matrix,
x¯ ∈ Rd, λ¯ ∈ Rn, λ¯ ≥ 0¯ gdw. ∀i ∈ {1, . . . , n} : λi ≥ 0. Das Polyeder P ⊆ Rd wird
einerseits von A repra¨sentiert als {
x¯ ∈ Rd∣∣A · x¯ ≥ 0¯}
und andererseits von R als {
x¯ ∈ Rd∣∣ x¯ = R · λ¯, λ¯ ≥ 0¯} .
Die Matrix A wird Repra¨sentationsmatrix, die Matrix R wird Erzeugendenmatrix ge-
nannt. Diese Namen spiegeln die Intuition wider, daß mit der Matrix A gepru¨ft wird, ob
sich ein Vektor innerhalb des Polyeders befindet, d. h. vom Polyeder repra¨sentiert wird,
oder daß mit der Matrix R ein beliebiger Vektor erzeugt werden kann, bzw. durch das
Hinzunehmen eines Vektors das Polyeder erweitert werden kann.
Jeder Spaltenvektor der Erzeugendenmatrix von P liegt im Polyeder P und jeder Vek-
tor in P ist eine nicht-negative Linearkombination der Spaltenvektoren von R.
Der folgende Satz von Minkowski stellt die Existenzbedingung fu¨r das DD-Paar sicher.
Satz 4.10 (Minkowski) Fu¨r jede reelle m×d-Matrix A existiert eine reelle d×n-Matrix
R, so daß (A,R) ein DD-Paar ist. Das durch A repra¨sentierte Polyeder ist endlich erzeugt
von R.
134 KAPITEL 4. HYBRIDE SYSTEME
Beweis: Der Beweis erfolgt durch Angabe eines terminierenden Algorithmus [FP96].
Die Schwierigkeit an dem Beweis ist, daß die Spaltenanzahl n von R eine endliche Zahl
sein muß; sonst ko¨nnte eine triviale Erzeugendenmatrix einfach alle Vektoren des Poly-
eders enthalten. uunionsq
Ein Satz bzw. ein Algorithmus fu¨r die Ru¨ckrichtung wird (obwohl vorhanden) nicht
beno¨tigt, da nach dem folgenden Lemma gilt [Zie95, Far02]:
Lemma 4.11 (Farkas) (A,R) ist ein DD-Paar gdw. (RT , AT ) ein DD-Paar ist.
Das Paar (RT , AT ) wird die zu (A,R) duale Repra¨sentation genannt. Die
Ru¨ckrichtung des Satzes, d. h. die Berechnung einer Repra¨sentationsmatrix A zu einer
gegebenen Erzeugendenmatrix R, kann gelo¨st werden, indem fu¨r die transponierte Er-
zeugendenmatrix RT die entsprechende Erzeugendenmatrix AT berechnet wird. Durch
Transponieren entsteht die gewu¨nschte Repra¨sentationsmatrix. Da die Spaltenvektoren in
der Erzeugendenmatrix genau den sogenannten extremen Strahlen entsprechen, ist dieses
Problem auch bekannt unter dem Namen Extrem Ray Enumeration Problem bzw. Kon-
struktion eines minimalen Erzeugendensystems.
4.3.2.2 Beispiel
Im folgenden wird die Kegelrepra¨sentation der Menge P = {(x1, x2) | x1 ≥ 1 ∧ x2 ≥
1∧ x1 + x2 ≥ 3} illustriert (Polyederdarstellung in Abbildung 4.13 auf Seite 132). Durch
Hinzunahme einer zusa¨tzlichen Ebene wird fu¨r diese konvexe Menge der Kegel in den
Abbildungen 4.14 und 4.15 einerseits durch die Repra¨sentationsmatrix
A =
1 0 −10 1 −1
1 1 −3

definiert, wobei die Zeilenvektoren gerade die Normalenvektoren der den Kegel begren-
zenden Fla¨chen sind6. Die im Koordinatenursprung (der Kegelspitze) beginnenden Strah-
len entlang der den Kegel begrenzenden Schnittgeraden bilden das zugeho¨rige Erzeugen-
densystem. Somit wird der Kegel andererseits auch durch die Erzeugendenmatrix
R =
0 1 1 21 0 2 1
0 0 1 1

repra¨sentiert, wobei die Spaltenvektoren die den Kegel begrenzenden Strahlen sind.
6Der Vektor (0, 0, 1) mu¨ßte hier hinzugenommen werden, um den Kegel nach unten hin abzugrenzen, da
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Abbildung 4.16: Kegel zur Repra¨sentation
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Abbildung 4.17: Kegel aus Abbil-
dung 4.16 in isometrischer Projektion.









definiert, wobei die Spaltenvektoren der Matrix R hier als Normalenvektoren der den
dualen Raum begrenzenden Fla¨chen interpretiert werden und somit bei AD als Zeilen-
vektoren auftreten (x2 ≥ 0 ∧ x1 ≥ 0 ∧ x1 + 2 · x2 ≥ −1 ∧ 2 · x1 + x2 ≥ −1). In den Ab-
bildungen 4.16 und 4.17 wird der zu P duale Kegel in zwei verschiedenen Sichtweisen
dargestellt7. Durch den Algorithmus zur Berechnung der Erzeugendenvektoren kann die
Erzeugendenmatrix
RD =
 0 1 1 01 0 1 0
−1 −1 −3 1

zur Beschreibung des dualen Raumes mittels begrenzender Strahlen angegeben werden.
Durch Transponieren von RD entsteht wieder die urspru¨ngliche Repra¨sentationsmatrix
A = RTD.
Anmerkung: Fu¨r eine ausfu¨hrlichere Beschreibung der graphischen Repra¨sentation
mit einer zusa¨tzlichen Koordinate fu¨r eine ”Hyperebene” (homogene Koordinate) sie-
he [FvDFH94]. Eine Bibliothek, die Datenstrukturen und Algorithmen fu¨r die Arbeit mit
7Es macht keinen Sinn, sich in der dualen Repra¨sentation die Ebene zh = 1 vorzustellen, da diese Ebene
nichts mit dem urspru¨nglichen Polyeder zu tun hat.




Abbildung 4.18: Durchschnitt und Vereinigung zweier Polyeder.
Polyedern entha¨lt, und eine tiefgreifende Dokumentation der Methode wurde am IRISA-
Institut erarbeitet [Wil93].
4.3.2.3 Operationen
Die Double Description Method unterstu¨tzt die folgenden Operationen, die fu¨r die Er-
reichbarkeitsanalyse von Bedeutung sind:
Durchschnitt: Der Durchschnitt zweier konvexer Polyeder P und Q ist das konvexe Po-
lyeder P ∩ Q, das sowohl alle Bedingungen von P als auch alle Bedingungen
von Q erfu¨llt und durch Vereinigung der Ungleichungen, d. h. der Zeilen der Re-
pra¨sentationsmatrizen, entsteht (siehe Abbildung 4.18).
Konvexe Hu¨lle (konvexe Vereinigung): Die konvexe Hu¨lle ∪C zweier konvexer Poly-
eder P und Q ist das kleinste konvexe Polyeder, das sowohl P als auch Q entha¨lt
und durch die Vereinigung der Erzeugenden, d. h. der Spalten der Erzeugendenma-
trizen, entsteht. Die konvexe Hu¨lle wird als obere Approximation der Vereinigung
benutzt, da die Vereinigung konvexer Polyeder im allgemeinen nicht konvex ist (sie-
he Abbildung 4.18).
Test auf Leerheit: Ein Polyeder ist leer genau dann, wenn im Erzeugendensystem die
Menge der Punkte leer ist bzw. kein Strahl existiert, der die zusa¨tzliche Ebene zh = 1
schneidet.
Teilmengenbeziehung und Mengengleichheit: Ein Polyeder P mit der Erzeugenden-
matrix R ist enthalten in einem Polyeder Q mit der Repra¨sentationsmatrix A ge-
nau dann, wenn fu¨r alle i mit 1 ≤ i ≤ n gilt: A · (r1i, r2i, . . . , rdi) ≥ 0¯, wobei
(r1i, r2i, . . . , rdi) der i-te Spaltenvektor von R ist. Die Gleichheit muß u¨ber gegen-
seitiges Enthaltensein nachgewiesen werden.
Nachdem ausgefu¨hrt worden ist, wie Mengen von Konfigurationen mit der DDM-
Repra¨sentation dargestellt werden, wird im folgenden die Nachfolgerberechnung im Er-
reichbarkeitsalgorithmus erkla¨rt. Das hier vorgestellte Vorgehen wurde auch in der Werk-
zeugimplementierung HyTech verwendet [HHWT95a].
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Wie bei Timed Automata besteht die Nachfolgerberechnung bei hybriden Automaten
aus der Anwendung von Zeit-Transitionen (dem Vergehen von Zeit) und von diskreten
Transitionen (Zustandsu¨berga¨ngen):
Zeit-Transitionen. Fu¨r die Berechnung der Zeit-Nachfolger wird die Repra¨sentation
mittels Erzeugendenmatrix benutzt. Die Strahlen der Erzeugendenmatrix der Ableitungen
definieren die Richtung, in der sich die Werte der Variablen entsprechend der Ableitungen
vera¨ndern. Diese Strahlen werden zu den Strahlen der Erzeugendenmatrix der Variablen-
belegung hinzugefu¨gt8. Dadurch wird die Entwicklung der Variablenwerte hin zum Un-
endlichen beru¨cksichtigt. Da nur bei erfu¨llter Zustands-Invariante Zeit vergehen darf, wird














( 3 ,  2 )















( 3 ,  2 )
( 1 ,  4 )
2x &
6 7 1x &
Z
Abbildung 4.19: Berechnung der Zeit-Nachfolger (nach [HHWT95a]).
In Abbildung 4.19 wird als Beispiel ein System mit zwei Variablen x1 und x2 betrach-
tet. Das Ableitungspolyeder sei gegeben durch x˙1 ≥ 1∧x˙2 ≥ 2∧x˙2 ≥ x˙1−1∧x˙2 ≤ 2x˙1+2
(grauer Bereich im linken Koordinatensystem). Zur Berechnung der Zeit-Nachfolger zu
einem konvexen Polyeder Z werden zum Erzeugendensystem von Z die Vektoren (1, 4)
und (3, 2) hinzugenommen, wie der graue Bereich im rechten Koordinatensystem der Ab-
bildung 4.19 verdeutlicht.
Diskrete Transitionen. Fu¨r einen Zustandsu¨bergang e ist die Transitionsrelation→e
definiert durch das Polyeder {v ∈ Val(X∪X ′) | v|X ∈ guard(e)∧∃u ∈ update(e)(v|X) :
v|X C u = v|X′}. Um die Nachfolger einer konvexen Region Z zu berechnen, wird
zuna¨chst die Spaltenanzahl der Z darstellenden Repra¨sentationsmatrix verdoppelt fu¨r die
Variablen aus X ′. Der Durchschnitt dieser beiden Mengen wird berechnet, indem alle
Zeilen der Repra¨sentationsmatrix von →e zur Repra¨sentationsmatrix von Z hinzugefu¨gt
werden. Anschließend erfolgt die Existenzquantifizierung der Variablen aus X und eine
8Punkte, also Strahlen, die die zh = 1-Ebene schneiden, werden zu Strahlen gemacht, indem die z-
Komponente auf den Wert 0 gesetzt wird.
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Umbenennung aller Variablen, so daß die entstandene Menge eine Menge von Variablen-
belegungen u¨ber X ist. Nichtkonvexe Mengen werden mittels Mengen von Polyedern
behandelt.
4.3.2.4 Behandlung inaktiver Variablen
In Abschnitt 3.5.6 wurde die Technik der Sonderbehandlung inaktiver Uhren fu¨r Timed
Automata behandelt. Durch das Eliminieren unno¨tiger Werte von Uhren, die fu¨r das Ver-
halten eines Modells zeitweise keine Rolle spielen, konnte eine wesentliche Performance-
verbesserung erzielt werden. Diese Strategie la¨ßt sich auch auf die DDM-Repra¨sentation
fu¨r hybride Modelle u¨bertragen, wobei statt Uhren nun allgemein Variablen und zusa¨tzlich
die Ableitungsdefinitionen betrachtet werden mu¨ssen.
Definition 4.25 Eine Variable ist in einem Zustand aktiv, wenn ihr Wert Einfluß auf das
zuku¨nftige Verhalten des Automaten hat, d. h.
• wenn die Variable in der Invariante des Zustands, dem Wa¨chter eines ausgehenden
Zustandsu¨bergangs oder ungestrichen in der Bedingung fu¨r die Wertvera¨nderung
eines ausgehenden Zustandsu¨bergangs auftritt, oder
• wenn die Variable im Zielzustand eines ausgehenden Zustandsu¨bergangs aktiv ist
und von diesem Zustandsu¨bergang nicht auf einen expliziten neuen Wert gesetzt wird
(die Variable kommt nicht im Definitionsbereich eines Updates vor oder ihr Wert ist
abha¨ngig vom Wert vor diesem ¨Ubergang).
Um auch bei der DDM-Repra¨sentation unno¨tigen Speicher- und Rechenzeit-Aufwand
zu vermeiden, der durch inaktive Variablen verursacht wird, werden folgende Richtlinien
fu¨r hybride Automatenmodelle festgelegt:
Ableitungen: Ableitungen werden so wenig wie mo¨glich eingeschra¨nkt, damit die Ab-
leitungsmatrizen der Zusta¨nde mo¨glichst klein sind. In Zusta¨nden, in denen die
Variablenwerte keine Rolle spielen, bleibt die Ableitung der inaktiven Variable be-
liebig. Dadurch sind nach einer Zeit-Transition alle mo¨glichen Werte dieser Variable
erreicht. Die syntaktische Deklaration einer Variable als CLOCK fu¨hrt z. B. dazu,
daß der Modellierer die Ableitungen nicht definieren muß, da diese u¨berall gleich 1
sind. Damit wird aber die Variable in einem Zustand ggf. unno¨tig eingeschra¨nkt,
obwohl die Werte der Variable nicht interessieren.
Wertvera¨nderung: Alle zu einen Zustand mit einer inaktiven Variable fu¨hrenden Zu-
standsu¨berga¨nge setzen diese Variable auf einen festen Wert (z. B. 0), damit in die-
sem Zustand weniger unterschiedliche Belegungen der Variable in Abha¨ngigkeit der
Belegung der Variable im Vorga¨ngerzustand auftreten.
Auch diese Richtlinien ko¨nnen durch statische Analyse und anschließender automatischer
Transformation eingehalten werden und zu Performanceverbesserung fu¨hren.
Meßergebnisse. Zum Nachweis der Effizienzsteigerung der Technik werden fu¨r das
hybride Modell von Fischers Protokoll mit 5 Prozessen drei Varianten zur Behandlung
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Modell-Variante CLOCK ANALOG ANALOG mit Reset
Verifikationszeit 360 279 183
Speicherbedarf (MB) 94,1 87,2 77,2
Anzahl Iterationen bis Fixpunkt 29 27 27
Anzahl geschalteter diskreter Transitionen 6565 5805 5805
Anzahl Polyeder in der Erreichbarkeitsmenge 15496 12001 12001
Tabelle 4.1: Performanceverbesserung durch Sonderbehandlung inaktiver Variablen.
der Uhren untersucht. Die Meßergebnisse werden in Tabelle 4.1 aufgefu¨hrt. In der ersten
Spalte der Tabelle wird zur Deklaration der Uhr der Datentyp ’CLOCK’ verwendet, was
bedeutet, daß in allen Zusta¨nden die Ableitung dieser kontinuierlichen Variable auf den
Wert 1 festgelegt ist. Diese Festlegung erfolgt implizit durch die Deklaration als Uhr.
Bei der zweiten Variante des Modells wird der Datentyp der Uhr auf ’ANALOG’
vera¨ndert, wobei in den Zusta¨nden ’Assign’ und ’Wait’ die Ableitung im Modell expli-
zit auf den Wert 1 gesetzt wird. In den Zusta¨nden ’Uncritical’ und ’Critical’, in denen der
Wert der Uhr keine Rolle spielt, wird die Ableitung nicht festgelegt, d. h. es sind alle Werte
fu¨r die Ableitung gu¨ltig (volle Menge) und nach der ersten Zeit-Transition beinhaltet die
dem Zustand zugeordnete Region alle Werte fu¨r die Uhr (volle Menge). Dadurch beno¨tigt
die Zeit-Transition nicht nur weniger Speicherplatz zur Repra¨sentation ihrer Matrix (Ve-
rifikationszeit in der Tabelle), sondern die Operation kann auch schneller ausgefu¨hrt wer-
den. Außerdem werden Kombinationen fu¨r die Konfigurationen beim Eintritt in einen
solchen Zustand mit inaktiver Uhr durch die Zeit-Transition eliminiert, da diese immer
gleich eine volle Region mo¨glicher Variablenwerte berechnet (siehe Anzahl Polyeder in
der Erreichbarkeitsmenge in der Tabelle). Dies spiegelt sich in den Experimenten auch in
der kleineren Anzahl geschalteter diskreter Transitionen und Iterationen bis zum Erreichen
des Fixpunktes wieder.
In der dritten Variante des Modells wird zusa¨tzlich der Wert der Uhren beim ¨Ubergang
in einen Zustand, in dem er keine Rolle spielt, auf einen festen Wert gesetzt. Dadurch
wird die Operation zur Berechnung der diskreten Nachfolger einfacher: Zur Speicherung
der dualen Repra¨sentation der Wertvera¨nderung einer diskreten Transition ist fu¨r einen
Ausdruck der Form x′ = 5 weniger Speicherplatz erforderlich als fu¨r x′ = x. Damit sind
auch die Operationen bei der Nachfolgerberechnung weniger aufwendig und Rechenzeit
sowie Speicherbedarf reduzieren sich nochmals.
4.4 Zusammenfassung
Lange Zeit wurden Systeme als reine reaktive Systeme modelliert, d. h. von der
Zeitabha¨ngigkeit der Reaktionen wurde abstrahiert. Mit der Einfu¨hrung von Timed Au-
tomata und anderer Formalismen zur Zeit-Modellierung (z. B. SDL, Statecharts) wur-
de dazu u¨bergegangen, die Zeitaspekte bei der Modellierung und der Verifikation zu
beru¨cksichtigen. Dies machte die formalen Methoden fu¨r die Praxis interessanter (siehe
z. B. Protokoll-Engineering). Der na¨chste Schritt besteht darin, noch weniger zu abstra-
hieren und auch die hybriden Aspekte der Systeme bei der Modellierung zu betrachten.
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Der Schwerpunkt dieses Kapitels liegt in der Realisierung einer Modellierungsnotati-
on, die den ersten Schritt zur Bewa¨ltigung großer hybrider Systeme darstellt. Dazu wurde
der CTA-Formalismus um hybride Automaten erweitert. Weiterhin werden Techniken zur
Darstellung von Konfigurationsmengen und zur Verifikation hybrider Automaten beschrie-
ben, um die Repra¨sentation in das im na¨chsten Kapitel behandelte Werkzeug integrieren zu
ko¨nnen. Damit wurde die Forderung 4 auf Seite 19 erfu¨llt, die Konzepte zur strukturierten
Modellierung auf hybride Systeme zu u¨bertragen. Es wird gezeigt, daß die Integration ei-
ner zusa¨tzlichen Repra¨sentation in das Verifikationsframework Rabbit problemlos mo¨glich
ist.
Offenes Problem. Ansa¨tze bzw. Ideen zur effizienten Analyse hybrider Automaten
bestehen noch nicht. Der Schwerpunkt der Untersuchungen liegt derzeit noch bei der Ve-
rifikation von Realzeit-Systemen. Auch in diesem Kapitel wurde kein neues Verfahren
fu¨r die Verifikation hybrider Automaten eingefu¨hrt, da der Zweck der Betrachtung hy-
brider Systeme in dieser Arbeit in der Validierung der Modellierungskonzepte und der
¨Uberpru¨fung der Integrationsmo¨glichkeiten des Frameworks liegt. Auf Verbesserungspo-





Die in den Kapiteln 2 bis 4 erarbeiteten theoretischen Konzepte werden einer praktischen
Validierung unterzogen. Dazu erfolgt eine Werkzeugimplementierung, in die alle ein-
gefu¨hrten Konzepte integriert werden. Dieses Werkzeug dient vor allem dazu, Erfahrun-
gen mit den in Kapitel 2 vorgeschlagenen Modellierungskonzepten zu sammeln und die
verbesserte Performance der in Kapitel 3 dargestellten Techniken zur effizienten Verifika-
tion nachzuweisen [Bey01c]. Weiterhin wird fu¨r dieses Werkzeug eine Architektur nach
den Prinzipien eines Frameworks entworfen, um als Analyseplattform fu¨r verschiedene
Modell-Repra¨sentationen zu dienen. Dadurch wird es mo¨glich, die in Kapitel 4 vorgestell-
ten Datenstrukturen zur Repra¨sentation von hybriden Automaten in das gleiche Werkzeug
einzubetten.
Dieses Kapitel beschreibt die Architektur des Werkzeugs, die Eingabesprachen fu¨r
Modellierung und Verifikation, sowie empirische Ergebnisse. Bei der Vorstellung der Ar-
chitektur soll ein Eindruck davon vermittelt werden, wie bei der Entwicklung der Software
vorgegangen wurde und wie die Repra¨sentationen aus Kapitel 3 und 4 implementiert und
integriert worden sind. Ein ¨Uberblick u¨ber die syntaktischen Mo¨glichkeiten und u¨ber den
Umfang der Analyseoperationen folgt in den zwei Abschnitten zur Eingabesprache.
Im Abschnitt u¨ber die empirischen Ergebnisse wird die Modellierung und Verifikation
von Realzeit- und hybriden Systemen an einigen Fallbeispielen aus der Literatur vorge-
stellt. Fu¨r die Beispiele aus dem Bereich der hybriden Systeme werden die CTA-Modelle
und Analyseresultate beschrieben. Daru¨berhinaus wird fu¨r die fu¨nf Beispiele aus dem Be-
reich der Realzeit-Modellierung jeweils ein Performance-Vergleich mit anderen bekannten
Werkzeugen fu¨r denselben Anwendungsbereich durchgefu¨hrt.
5.1 Architektur
In diesem Abschnitt wird der Aufbau des Werkzeugs und das Zusammenspiel der Kompo-
nenten und Bibliotheken sowie die Funktionalita¨t der wichtigsten Komponenten des Ge-
samtsystems vorgestellt: Scanner, Parser, Kontextpru¨fung, Repra¨sentationsschnittstelle,
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BDD-Repra¨sentation, DDM-Repra¨sentation, Transformation des Modell-Syntaxbaumes
in eine der Repra¨sentationen, repra¨sentationsunabha¨ngiger Analyseinterpreter. Dabei
spiegelt sich der Framework-Gedanke in der Konzeption von Rabbit wider.
Die Werkzeugimplementierung Rabbit wurde in der Programmiersprache C++ erstellt.
Dabei wurde fu¨r den flexiblen Entwurf insbesondere von den Mo¨glichkeiten einer objekt-
orientierten Programmiersprache Gebrauch gemacht. Das Gesamtsystem besteht aus den
folgenden Komponenten:
• Ein Compiler-Frontend, um die Modellbeschreibung in der textuellen Notation ein-
zulesen und eine Hierarchie von CTA-Modulen im Speicher zu erzeugen (abstrakter
Syntaxbaum).
• Je eine Repra¨sentationsbibliothek, welche die Datenstrukturen und Algorithmen be-
reitstellt, die fu¨r die jeweilige symbolische Repra¨sentation erforderlich sind. In der
derzeit verfu¨gbaren Version von Rabbit werden Repra¨sentationen mittels Binary De-
cision Diagrams und Double Description Method angeboten.
• Ein Interpreter fu¨r die Verifikationsnotation, die verschiedene Analyseanweisungen
fu¨r die Erreichbarkeits- und Verfeinerungsanalyse anbietet. Der Interpreter steuert
die Transformation der fu¨r die Analyse beno¨tigten Modellteile in die erforderliche
Repra¨sentation und delegiert die erforderlichen Verifikationsberechnungen an die
entsprechenden Repra¨sentationsbibliotheken.
Der Ablauf bei der Benutzung des Werkzeugs wird in Abbildung 5.1 auf der na¨chsten
Seite dargestellt. Fu¨r die Verifikationsaufgabe gibt es zwei Eingaben: eine Beschreibung
des Modells als CTA-Module und eine Spezifikation der zu u¨berpru¨fenden Sicherheitsei-
genschaften als Analyseanweisungen. Vor der eigentlichen Analyse u¨berpru¨ft das Werk-
zeug, ob das Modell die Kontextbedingungen sowie die in Abschnitt 2.3 geforderten Be-
dingungen fu¨r die Kompatibilita¨t von Modulen in der Modulstruktur erfu¨llt.
Nachdem sichergestellt ist, daß der abstrakte Syntaxbaum ein konsistentes Systemmo-
dell darstellt, wird die Transformation in die gewu¨nschte Repra¨sentation vorgenommen.
Fu¨r die Berechnungen werden entsprechend der semantischen Grundlagen Produktauto-
maten verwendet. Um diese zu erzeugen, wird die hierarchische Struktur kommunizie-
render Module transformiert in eine flache Menge von Automaten (’flat model’), deren
Semantik durch das Transitionssystem fu¨r den Produktautomaten gegeben ist. Diese Men-
ge von Automaten beinhaltet keine Gu¨ltigkeitsbereiche, spezielle Datentypen fu¨r Varia-
blen, Zugriffstypen fu¨r Variablen und Signale und Abstraktionsebenen mehr. Die durch
zusa¨tzliche notationellen Elemente gegebenen Eigenschaften wurden in der weiter oben
erwa¨hnten Konsistenzu¨berpru¨fung beno¨tigt und sind auf der Ebene der Transitionssyste-
me nicht mehr erforderlich. Nach diesem Schritt kann der abstrakte Syntaxbaum der fu¨r
die Verifikation beno¨tigten Modellteile in die Repra¨sentation u¨berfu¨hrt werden.
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Abbildung 5.1: CTA-Analysewerkzeug.
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Die Repra¨sentation wird zur Laufzeit festgelegt, entweder explizit mittels Analyse-
anweisungen oder durch eine Analyse der im Modell enthaltenen Automaten, d. h. es
wird die fu¨r das Modell am besten geeignete Repra¨sentation ausgewa¨hlt. Mit dieser Re-
pra¨sentation ko¨nnen alle zur Analyse erforderlichen Berechnungen durchgefu¨hrt werden.
Der Analyseinterpreter fu¨hrt die einzelnen Analyseaufgaben nacheinander in der vorge-
gebenen Reihenfolge aus, indem er entsprechend der Repra¨sentation (durch Polymorphie)
die jeweils passenden Algorithmen aufruft.
5.1.1 Architekturentscheidungen und Entwurfsprinzipien
In diesem Abschnitt werden einige der fu¨r die Entwicklungsarbeiten wichtigen Entschei-
dungen begru¨ndet. Insgesamt haben sich die einzelnen Entscheidungen und Prinzipien als
sinnvoll erwiesen, da die Werkzeugimplementierung wa¨hrend der gesamten Projektlauf-
zeit von vier Jahren immer eine stabile Entwicklungsbasis darstellte und Weiterentwick-
lungen aufgrund der flexiblen Architektur problemlos mo¨glich waren. Dieses Entwick-
lungsprojektes umfaßt Arbeitsergebnisse der folgenden Quantita¨t: 118 Klassen, 167 Da-
teien Source-Code C++ (31.852 Zeilen) und 382 Dateien mit CTA-Beispielmodellen als
Testbasis (178.402 Zeilen).
Werkzeuge und Bibliotheken. Um die Portierbarkeit des Systems auf verschiedene
Plattformen zu gewa¨hrleisten, wurde zu Beginn des Projektes entschieden, fu¨r die Ent-
wicklungsarbeiten die objektorientierte Programmiersprache C++ [Str98] und ausschließ-
lich die in der GNU-Distribution verfu¨gbaren Compiler [Sta95b] und Bibliotheken so-
wie zusa¨tzlichen Programme zu verwenden. Wegen Kompatibilita¨tsproblemen der Pro-
grammierumgebungen von Borland und Microsoft wurden diese nicht verwendet, son-
dern auf die herko¨mmlichen Programmierwerkzeuge Make [SM95], Emacs [Sta95a],
etc. zuru¨ckgegriffen.
Bei der Entwicklung des Compiler-Frontends wurde mit den GNU-Versionen der
Compiler-Werkzeuge Lex und Yacc gearbeitet. Fu¨r die Generierung des Scanners wurde
Flex [Pax95] und fu¨r die Generierung des Parsers Bison [DS95] eingesetzt. Fu¨r allgemeine
Datenstrukturen und Algorithmen wie Strings, Vektoren, etc. wurde am Anfang des Pro-
jekts mit der Standard-C++-Bibliothek [Lea92] gearbeitet. Als jedoch im Jahr 1998 die
Standard Template Library [SL95] in ausgereiftem und stabilem Zustand vorlag, wurden
sa¨mtliche Benutzungen auf die neue Bibliothek u¨bertragen.
Entwurfsmuster. Um beim Entwurf des objektorientierten Klassensystems fu¨r op-
timale Flexibilita¨t und Wartbarkeit zu sorgen, wurde ha¨ufig auf die in den Entwurfsmu-
stern [GHJV93, GHJV94] verankerten Erfahrungen zuru¨ckgegriffen. So wurde bei den
Klassen des Syntaxbaumes (Modell und Analyseanweisungen) in mehrfacher Hinsicht das
Muster Composite eingesetzt, sowohl bei der Konstruktion der Repra¨sentation und bei der
Ausgabe des Modells, als auch beim Abarbeiten aller Analyseanweisungen. Bei der Wie-
derverwendung von bestehenden Klassen wurde jeweils eine Adapter-Klasse zwischen-
gelegt, um eine Anpassung zu ermo¨glichen (Klassen-Adapter: String, Vector, Object;
Objekt-Adapter: BDD). Fu¨r den flexiblen Umgang mit verschiedenen Repra¨sentationen
wurde die Basis-Idee einer Abstract Factory verwendet: dem Analyseinterpreter ist nicht
bekannt, auf welcher konkreten Repra¨sentation die Analysen zur Laufzeit tatsa¨chlich ab-
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laufen. Das Erzeugen der DDM- bzw. BDD-Repra¨sentation wird von Builder-Klassen
vorgenommen. Im abstrakten Syntaxbaum wird oft das Muster der Bridge angewendet,
wenn fu¨r eine Regel in der Grammatik mehrere ’echte’ (nicht-) Alternativen beim Er-
setzen des Metasymbols in Frage kommen. Damit wird u¨ber eine abstrakte Schnittstelle
Polymorphie ermo¨glicht.
Eigenentwicklung versus Verwendung fremder Software. Bei der Planung der Ent-
wicklungsarbeiten fu¨r die Repra¨sentationen stellte sich zuna¨chst die Frage, ob zur Redu-
zierung des Programmieraufwands Teile aus bestehenden Softwarepaketen anderer For-
schungsgruppen verwendet werden ko¨nnten, da bei dem Entwicklungsprojekt die Perso-
nalressourcen auf einen wissenschaftlichen Mitarbeiter und Studenten beschra¨nkt waren.
Um alle Ziele erreichen zu ko¨nnen, kommt eine Nutzung von Fremdwerkzeugen nicht in
Frage, und zwar aus den folgenden Gru¨nden:
• Fu¨r die Arbeit mit Polyedern liegen nur prototypische, in der Programmiersprache
C geschriebene, Implementierungen vor, z. B. die von HyTech genutzte. Es ist un-
klar, in welchem Maße die Qualita¨t dieser Implementierungen sichergestellt ist. Der
Quellcode der Software liegt zwar meistens vor, ist aber mangels Dokumentation
der Schnittstellen nicht wiederverwendbar. Es erweist sich als schwierig, aus einer
solchen Implementierung die Repra¨sentation vom Rest des Programmes (Compiler-
Frontend, Analyseinterpreter) zu trennen. Auch um eine einheitliche Architektur
verwirklichen zu ko¨nnen, ist es vorteilhaft, die entscheidenden Komponenten selbst
zu entwickeln.
• Die Eigenentwicklung der Bibliotheken fu¨r die Datenstrukturen und Algorithmen
ermo¨glicht einen ¨Uberblick u¨ber die Funktionsweise und eine Einsicht in die tech-
nischen Details der Bibliothek. Dabei kommt es zu einem tieferen Versta¨ndnis des
Verhaltens der Algorithmen. Der Entwickler bekommt bereits bei der Programmie-
rung Hinweise zur Performanceverbesserung.
• Fu¨r die Arbeit mit BDDs stehen mehrere qualitativ hochwertige Softwarepake-
te zur Verfu¨gung. Bei einer Eigenimplementierung kann jedoch unno¨tiger Over-
head einer solchen Bibliothek mit dem Zweck der Allgemeinverwendbarkeit ver-
mieden werden. In den verfu¨gbaren Bibliotheken sind bestimmte erweiterte Techni-
ken zur Performanceverbesserung integriert. Soll bei einer Performanceanalyse die
Wirkungsweise einer bestimmten in dieser Arbeit behandelten Technik untersucht
werden, mu¨ssen diese Techniken ausgeschaltet werden ko¨nnen, damit es nicht zur
¨Uberlagerung von verschiedenen Parametern kommt, die die Performance beein-
flussen.
• Durch das Vertrautsein mit der benutzten eigenen, kleinen BDD-Bibliothek ist es
mo¨glich, in die Details der Bibliothek eingreifende Vera¨nderungen vorzunehmen,
z. B. um ein besseres Versta¨ndnis des Verhaltens von BDDs bei bestimmten Ope-
rationen zu erlangen oder den Einfluß einiger Performanceparameter zu beobachten
(Monitoring).
146 KAPITEL 5. VALIDIERUNG: VERIFIKATIONSFRAMEWORK RABBIT
• Durch die strikte Trennung der Repra¨sentation der Konfigurationsmengen und Tran-
sitionssysteme von den anderen Komponenten des Werkzeugs wird die Integration
weiterer Repra¨sentationen ermo¨glicht und das Werkzeug kann in Folgeprojekten als
Analyseframework fu¨r automatenbasierte Modelle fungieren; somit wird auch eine
vergleichende Untersuchung verschiedener Repra¨sentationen ermo¨glicht.
5.1.2 Repra¨sentation von Konfigurationsmengen und Transitionssy-
stemen
In Abschnitt 2.1 wurde bereits auf verschiedene Darstellungsformen der Beschreibung von
Belegungsmengen hingewiesen. Im Zusammenhang mit dem Analyseframework sind ins-
besondere drei Repra¨sentationen von Interesse, fu¨r die auf den folgenden Seiten Entwurf
und Implementierung vorgestellt werden:
Variablenbedingung: Diese logischen Pra¨dikate in allgemeiner Form, jedoch ohne die
Operatoren Existenz- und Allquantor, treten bei der syntaktischen Definition von
Belegungsmengen fu¨r Invarianten, Ableitungen, Wa¨chter und Wertvera¨nderungen
auf. Durch das Compiler-Frontend werden diese Variablenbedingungen eingele-
sen und im abstrakten Syntaxbaum wiedergegeben. Mit dieser Darstellung ko¨nnen
jedoch keine effizienten Berechnungen durchgefu¨hrt werden, deshalb werden die
folgenden beiden Repra¨sentationen von den Verifikationsalgorithmen benutzt.
Menge von Matrizen: Eine Belegungsmenge, die durch eine Variablenbedingung in dis-
junktiver Normalform (DNF) gegeben ist, la¨ßt sich durch eine Menge von Matrizen
repra¨sentieren, indem jede Konjunktion durch eine Matrix dargestellt wird.
Menge von BDD-Knoten: Eine Variablenbedingung in If-Then-Else-Normalform (ITE)
beschreibt eine Menge von Belegungen als Shannon-Entwicklung. Die Datenstruk-
tur zur Speicherung einer solchen ITE-Formel ist das Binary Decision Diagram, und
die Shannon-Entwicklung einer Variable entspricht einem BDD-Knoten [Bry92].
Beno¨tigte Datenstrukturen. Um die Erreichbarkeit von Konfigurationen u¨berpru¨fen
zu ko¨nnen, werden im wesentlichen zwei Datenstrukturen beno¨tigt: eine zur Re-
pra¨sentation von Transitionssystemen (in der Implementierung ’reprAutomaton’ genannt)
und eine zur Repra¨sentation von Konfigurationsmengen (in der Implementierung ’re-
prConfig’ genannt). Entsprechend Abbildung 4.9 auf Seite 129 sind die folgenden ele-
mentaren Operationen fu¨r die Erreichbarkeitsanalyse zu unterstu¨tzen:
Transitionssystem:
• Nachfolgerberechnung: Fu¨r eine gegebene Menge von Konfigurationen wird von
dieser Operation eine Menge von Folgekonfigurationen berechnet. Es gibt zwei ver-
schiedene solcher Operationen: eine berechnet die Menge aller von der gegebenen
Menge aus erreichbaren Konfigurationen, d. h. es wird eine Fixpunktiteration durch-
gefu¨hrt; die andere Operation berechnet die Menge der in einer gegebenen Anzahl
von Schritten erreichbaren Konfigurationen, z. B. ein Schritt fu¨r die direkten Nach-
folger.
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• Test auf Erreichbarkeit: Fu¨r zwei gegebene Mengen von Konfigurationen (Start-
konfigurationen und Zielkonfigurationen) berechnet diese Operation, ob ausgehend
von der Menge der Startkonfigurationen durch Nachfolgerbildung eine Konfigurati-
on aus der Menge der Zielkonfigurationen erreichbar ist. Bei dieser Operation muß
nicht unbedingt die gesamte Menge erreichbarer Konfigurationen durchmustert wer-
den, denn sobald eine Zielkonfiguration erreicht worden ist, steht das Ergebnis der
Operation fest. Weiterhin ist es nicht erforderlich, die gesamte Menge der erreich-
baren Konfigurationen im Speicher zu halten, da sie von der Operation nicht als
Ergebnis zuru¨ckgegeben werden muß. Damit sind die Voraussetzungen fu¨r die so-
genannte On-the-fly-Analyse erfu¨llt (siehe Abschnitt 3.5.4).
Konfigurationsmenge:
• Vereinigung: Fu¨r zwei gegebene Mengen von Konfigurationen wird die Menge
berechnet, die alle Konfigurationen entha¨lt, die in der einen oder der anderen gege-
benen Menge enthalten sind.
• Durchschnitt: Fu¨r zwei gegebene Mengen von Konfigurationen wird die Menge
berechnet, die alle Konfigurationen entha¨lt, die in beiden gegebenen Mengen ent-
halten sind.
• Differenzbildung: Durch diese Operation wird die Menge der Konfigurationen
berechnet, die in der ersten, nicht jedoch in der zweiten gegebenen Menge enthalten
sind.
• Komplementbildung: Fu¨r eine gegebene Menge von Konfigurationen wird die
Menge aller Konfigurationen berechnet, die nicht in der gegebenen Menge enthalten
sind.
• Existenzquantifizierung: Fu¨r eine Variable und eine Menge von Konfigurationen
(hier speziell als Menge von Variablenbelegungen zu interpretieren) wird diejenige
Menge berechnet, bei der die gegebene Variable durch das Anwenden des Existenz-
quantors eliminiert worden ist.
• Test auf Teilmengenbeziehung: Fu¨r zwei gegebene Mengen von Konfigurationen
wird u¨berpru¨ft, ob alle in der zweiten Menge enthaltenen Konfigurationen auch in
der ersten gegebenen Menge enthalten sind.
• Test auf Leerheit: Diese Operation u¨berpru¨ft, ob es sich bei einer gegebenen
Menge von Konfigurationen um die leere Menge handelt.
Entwurf. Im folgenden wird ein Eindruck vom objektorientierten Grob-Entwurf ver-
mittelt. Der Analyseinterpreter la¨ßt sich vom Modelltransformator (Repra¨sentationen-
Konstrukteur ctaAutomaton) entsprechend seiner Erfordernisse eine Repra¨sentation kon-
struieren. Diese Repra¨sentation stellt sa¨mtliche Operationen des Transitionssystems fu¨r
die Erreichbarkeitsanalyse (siehe auch Schnittstelle von reprAutomaton) und fu¨r das Rech-
nen mit Konfigurationsmengen (siehe auch Schnittstelle von reprConfig) zur Verfu¨gung.
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+mkReachable(in start : reprConfig) : reprConfig
+isReachable(in start : bddConfig, in ziel : reprConfig) : Boolesch
reprAutomaton
+unite(in p : reprConfig)
+intersect(in p : reprConfig)
+substract(in p : reprConfig)
+exists(in var : char)









Abbildung 5.2: Design fu¨r die Abstraktion von der konkreten Repra¨sentation.
Das Transitionssystem (reprAutomaton), mit dem der Analyseinterpreter umgeht, ist
entsprechend Abbildung 5.2 entweder ein bddAutomaton (falls der Analyseinterpreter ei-
ne BDD-Repra¨sentation gewa¨hlt hat) oder ein ddmAutomaton (falls der Analyseinterpreter
eine DDM-Repra¨sentation gewa¨hlt hat). Da das Transitionssystem durch den Produkt-
automaten definiert wird, wird hier der Name ”Automaton” fu¨r die Transitionssysteme
verwendet.
Analog zu den Repra¨sentationsautomaten gibt es eine solche Struktur fu¨r Konfigu-
rationsmengen, d. h. eine Schnittstellendefinition reprConfig wird durch die Unterklas-
sen bddConfig und ddmConfig implementiert. Durch die beiden Oberklassen fu¨r die Re-
pra¨sentationsschnittstellen wurde der Analyseinterpreter von der verwendeten Datenstruk-
tur entkoppelt, d. h. dem Analyseinterpreter ist nicht bekannt, welche Datenstruktur ver-
wendet wird; die konkreten Operationen werden durch polymorphe Aufrufe ausgewa¨hlt.
Fu¨r alle wichtigen syntaktischen Elemente eines Automaten gibt es eine entsprechen-
de Klasse nach dem Muster von ctaAutomaton (siehe Abbildung 5.3). Diese Klassen
stellen einerseits die Konstrukte fu¨r den abstrakten Syntaxbaum zur Verfu¨gung (entspre-
chend dem Composite-Muster) und dienen andererseits als Konstrukteure fu¨r die Re-
pra¨sentation (entsprechend dem Builder-Muster). Jede Syntaxbaum-Klasse entha¨lt fu¨r
jede Repra¨sentation eine Methode, um die dem syntaktischen Konstrukt entsprechende
semantische Repra¨sentation zu erzeugen. Die rekursive Hierarchie des Syntaxbaumes und
die dynamische Auswahl der ada¨quaten Transformations-Methode werden durch Instanzi-
ierung des Composite-Musters fu¨r die Klassen ctaRestriction und ctaExpression mit ihren
Unterklassen realisiert.
Integration einer weiteren Repra¨sentation. Das Analyseframework kann um eine
neue Datenstruktur zur Repra¨sentation erweitert werden, indem entsprechende Unterklas-
sen von reprAutomaton und reprConfig abgeleitet werden. Die Syntaxbaum-Klassen wer-
den um die zur Konstruktion der semantischen Repra¨sentation notwendigen Erzeugungs-
methoden erga¨nzt, und es werden entsprechende ¨Anderungen des Modelltransformators
































Abbildung 5.3: Klassendiagramm fu¨r den CTA-Syntaxbaum.
5.1.3 DDM-Bibliothek
Dieser Abschnitt erkla¨rt die Implementierung der Bibliothek fu¨r die DDM-basierte
Modell-Repra¨sentation und Verifikation (siehe auch [BR00b, BR00a]). Bei der in die-
sem Abschnitt beschriebenen Repra¨sentationsform handelt es sich um eine Datenstruktur
zur symbolischen Darstellung des kontinuierlichen Zustandsraumes. Dazu wird die in
Abschnitt 4.3.2 beschriebene Matrix-basierte Datenstruktur angewendet. Die diskreten
Zusta¨nde der Automaten werden explizit repra¨sentiert. Daraus ergibt sich die wesentli-
che Schwachstelle aller Matrix-basierten Datenstrukturen: mit der Anzahl der Zusta¨nde
des Produktautomaten wa¨chst auch die Anzahl der im Speicher vorhandenen Matrizen
exponentiell in Abha¨ngigkeit von der Anzahl der Automaten im Modell (Zustandsraum-
explosion).
Repra¨sentation der Konfigurationsmengen. Die zentrale Datenstruktur in der
DDM-Repra¨sentation ist das doppelt repra¨sentierte Polyeder. Eine aus einer Menge von
Vektoren bestehende Matrix (ddmMatrix) dient sowohl den ddmConstraints als auch den
ddmRays als Grundlage (siehe Abbildung 5.4). Diese beiden Matrizen repra¨sentieren das
Polyeder einmal durch ein Ungleichungssystem und einmal durch ein Erzeugendensystem
(vgl. Abschnitt 4.3.2). Zum Vervollsta¨ndigen der Datenstruktur zur Darstellung beliebiger
Ungleichungssysteme werden zwei zusa¨tzliche Dimensionen eingefu¨hrt, die zum ”eXten-
ded Polyhedron” (ddmXPoly) fu¨hren: eine Dimension fu¨r die Information, ob es sich um

























Abbildung 5.4: Klassendiagramm fu¨r die DDM-Repra¨sentation.
eine strikte oder nicht-strikte Ungleichung handelt, und eine weitere Dimension fu¨r die
Konstanten auf der rechten Seite der Ungleichungen.
Da durch ein Polyeder nur konvexe Mengen dargestellt werden ko¨nnen, wird durch die
Sammlung von Polyedern als ddmRegion eine Datenstruktur fu¨r die Regionen geschaf-
fen. Zur Repra¨sentation einer Konfigurationsmenge dient schließlich ddmConfig, wobei
jeweils Paare (Zustand, Region) abgespeichert werden. Es wird die STL-Datenstruktur
”Abbildung” (map) benutzt, um jedem Zustand eine ddmRegion zuzuordnen. Das Ver-
wenden einer map ist notwendig, um keinen Speicherplatz fu¨r Zusta¨nde mit leerer Region
zu verschwenden (bei der Benutzung eines Arrays) und um einen effizienten Zugriff auf
die einem Zustand zugeordnete Region zu gewa¨hrleisten.
Repra¨sentation des Transitionssystems. Bei der DDM-Repra¨sentation wird das
Transitionssystem durch den Produktautomaten repra¨sentiert, d. h. sowohl die Zusta¨nde
als auch die Zustandsu¨berga¨nge werden explizit repra¨sentiert. Dadurch besteht ein dd-
mAutomaton aus einer Menge von Zusta¨nden (ddmState) und einer Menge von Zu-
standsu¨berga¨ngen (ddmTransition), die wiederum Regionen (ddmRegion) fu¨r Invarianten
und Ableitungen sowie fu¨r Wa¨chter und Wertvera¨nderungen (letztere kombiniert zu einer
Region).
5.1.4 BDD-Bibliothek
Die Repra¨sentation der Konfigurationsmengen und der Transitionsrelation mittels Binary
Decision Diagrams ist vielversprechend, weil sie die in der Forderung 2 auf Seite 14 ge-
nannten drei Kriterien erfu¨llt. Durch diese Eigenschaften der BDD-Repra¨sentation kann
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der Zustandsraum oft stark komprimiert werden. Die auf einer BDD-Datenstruktur basie-
rende Version des Werkzeugs Rabbit wurde in [Bey01c] vorgestellt.
Repra¨sentation der Konfigurationsmengen und des Transitionssystems. Sowohl
die Konfigurationsmengen als auch die Transitionsrelation des Transitionssystems werden
mittels BDDs direkt dargestellt. Bei der Transitionsrelation ist zu beachten, daß diese aus
Effizienzgru¨nden nicht monolithisch, sondern als implizite Vereinigung repra¨sentiert wird.
Die einzelnen Transitionen werden in je einem BDD gespeichert und bei der Berechnung






Abbildung 5.5: Klassendiagramm fu¨r die BDD-Repra¨sentation.
Wie in Abbildung 5.5 fu¨r die Konfigurationsrepra¨sentation angedeutet wurde die BDD-
Bibliothek analog zur DDM-Bibliothek in das Analyseframework eingebettet. Von der
Klasse reprConfig wurde eine Klasse bddConfig abgeleitet, die im wesentlichen einen
BDD der Klasse bddBDD aggregiert. Zusa¨tzlich werden Informationen fu¨r die Variablen-
verwaltung gefu¨hrt (Symboltabelle). Die Klasse bddConfig implementiert alle fu¨r das
Rechnen mit Konfigurationsmengen erforderlichen und von der BDD-Repra¨sentation un-
terstu¨tzten Operationen, auf die im folgenden separat eingegangen wird. Fu¨r das Tran-
sitionssystem wird von der Klasse reprAutomaton eine Klasse bddAutomaton abgeleitet,
wobei die Algorithmen fu¨r die Erreichbarkeitsanalyse entsprechend der Datenstruktur im-
plementiert werden. In Abschnitt 3.2.4 wurden die Operationen des BDD-Pakets erla¨utert.
Entsprechend der ga¨ngigen Definition von Alur wurde im Abschnitt 2.2.2 auf von meh-
reren Automaten gemeinsam benutzte Uhren verzichtet und fu¨r die Zustandsu¨berga¨nge
nur das Ru¨cksetzen erlaubt. In der Werkzeugimplementierung wurden diese beiden Ein-
schra¨nkungen aufgehoben. Die Zustandsa¨quivalenz der ganzzahligen Semantik bei der
Erreichbarkeitsanalyse bleibt davon unberu¨hrt. Ein Beweis dieser Behauptung wu¨rde fu¨r
jede gemeinsam benutzte Uhr einen zusa¨tzlichen Automaten einfu¨hren, dem diese Uhr
zugeordnet ist. Die Kommunikation mit den Automaten, die urspru¨nglich auf die gemein-
same Uhr zugegriffen haben, wu¨rde u¨ber Synchronisationsmarken abgewickelt werden.
5.2 Modellierungssprache
Um eine ¨Ubersicht zu den Modellierungsmo¨glichkeiten zu geben, wird die Notation fu¨r
die Systembeschreibung kurz vorgestellt. Die syntaktischen Konstrukte ko¨nnen grob in
die folgenden Kategorien unterteilt werden:
Elemente zur Strukturbeschreibung: Ein wesentlicher Vorzug des CTA-Formalismus
ist die Mo¨glichkeit zur modularen Strukturierung des Modells. Einzelne Kompo-
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nenten des System-Modells werden in Module eingekapselt und ko¨nnen u¨ber einen
Schablonen-/Instanziierungsmechanismus in einer kompositionellen Hierarchie an-
geordnet werden. Diese Mechanismen, die zur Unterstu¨tzung des Modellierungs-
prozesses eingefu¨hrt wurden, sind gleichzeitig fu¨r die Verifikation von großem Nut-
zen.
Elemente zur Verhaltensbeschreibung: Das Verhalten des Systems wird innerhalb ei-
nes Moduls durch (hybride) Automaten definiert. Ein Automat besteht dabei aus
Kontrollzusta¨nden, Zustandsu¨berga¨ngen und einer Initialisierung der Variablen.
Syntaktischer Zucker: Neben den fu¨r die Verifikation notwendigen syntaktischen Ele-
menten existieren Konstrukte, die dem Modellierer bei einer mo¨glichst fehlerfreien
Modellerstellung helfen sollen. Durch fest definierte Gu¨ltigkeitsbereiche der Be-
zeichner werden das versehentliche Mehrfachbenutzen eines Bezeichners oder un-
zula¨ssige Zugriffe vermieden. Durch die Deklaration eines Bezeichners entspre-
chend den vorgegebenen Daten- und Zugriffstypen wird ebenfalls eine nicht vorge-
sehene Verwendung unterbunden.
5.2.1 Module
Ein Modul (Schlu¨sselwort MODULE) entha¨lt vier syntaktische Komponenten: die Dekla-
ration der Variablen und Signale, die Definition der Initialkonfigurationen, eine Menge
von Modul-Instanziierungen und die Definition des Automaten. Das in Abschnitt 4.1.7
vorgestellte Beispiel-System der Bahnschranke wird hier aufgegriffen und in mehreren
Abbildungen in der textuellen Repra¨sentation dargestellt, um einige syntaktische Kon-
strukte darzustellen.
1 MODULE RailRoadCrossing {
2 LOCAL
3 app : SYNC;
4 exit : SYNC;
5 lower: SYNC;
6 raise: SYNC;
7 INST Process_Train FROM Train WITH {
8 app AS app;
9 exit AS exit;
10 }
11 INST Process_Gate FROM Gate WITH {
12 lower AS lower;
13 raise AS raise;
14 }
15 INST Process_Controller FROM Controller WITH {
16 app AS app;
17 exit AS exit;
18 lower AS lower;
19 raise AS raise;
20 }
21 }
Abbildung 5.6: CTA-Modul fu¨r das Gesamt-Modell des Bahnu¨bergangs.
Eines der in der Systembeschreibung definierten Module ist ein sogenanntes ’Top-
Modul’, welches das gesamte System repra¨sentiert und Instanziierungen anderer Module
beinhaltet. Im Top-Modul des Beispiels (RailRoadCrossing in Abbildung 5.6) wurden
alle Variablen als LOCAL deklariert, da es sich um ein geschlossenes System handelt.
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6 x: ANALOG; // Distance of train.
7 INITIAL
8 STATE(Train) = Far AND x >= 1000;
9 AUTOMATON Train {
10 STATE Far { INV x >= 1000;
11 DERIV DER(x) >= -50 AND DER(x) <= -40;
12 TRANS { GUARD x = 1000;
13 SYNC !app;
14 GOTO Near; }
15 }
16 STATE Near { INV x >= 0;
17 DERIV DER(x) >= -50 AND DER(x) <= -30;
18 TRANS { GUARD x = 0;
19 GOTO Past; }
20 }
21
22 STATE Past { INV x <= 100;
23 DERIV DER(x) >= 30 AND DER(x) <= 50;
24 TRANS { GUARD x = 100;
25 SYNC !exit;
26 DO x’ = 1000;




Abbildung 5.7: CTA-Modul fu¨r das Zug-Modell.
(Offene Systeme haben mindestens eine Variable oder ein Signal vom Zugriffstyp INPUT,
OUTPUT oder MULTREST.) Dieses Modul fu¨r das Gesamtsystem besteht aus dem Zug-
Modell (Abbildung 5.7), der Schranke (Abbildung 5.8 auf der na¨chsten Seite) und der
Steuerung (Abbildung 5.9 auf Seite 155).
5.2.2 Schnittstellen
Die Modellierungsnotation des CTA-Formalismus beinhaltet zwei orthogonale Klassifika-
tionstypen fu¨r Bezeichner der Variablen und Signale. Zuna¨chst werden die vier verschie-
denen Zugriffsmodi erkla¨rt:
• LOCAL: Lokale Variablen oder Signale sind außerhalb des Moduls, in dem sie
deklariert wurden, nicht sichtbar. Sie werden innerhalb eines Moduls zur Kommu-
nikation zwischen dem Automaten und den enthaltenen Untermodulen genutzt.
• INPUT: Eingabe-Variablen oder -Signale du¨rfen innerhalb des Moduls nicht einge-
schra¨nkt werden. Damit ist fu¨r Signale gemeint, daß das Modul (bzw. ein im Modul
enthaltener Automat) in jeder Konfiguration in der Lage sein muß, auf ein solches
Signal zu reagieren.
• OUTPUT: Ausgabe-Variablen oder -Signale du¨rfen nur in dem Modul, in dem sie
deklariert wurden, eingeschra¨nkt werden, d. h. in der Umgebung des Moduls darf
nur lesend zugegriffen werden. Damit ist fu¨r Signale gemeint, daß die Entscheidung,
wann die Marke auftritt, einzig und allein innerhalb dieses Moduls getroffen wird.
154 KAPITEL 5. VALIDIERUNG: VERIFIKATIONSFRAMEWORK RABBIT
1 MODULE Gate {
2 LOCAL
3 g: ANALOG; // Degree of gate.
4 INPUT
5 lower: SYNC; // Lower gate.
6 raise: SYNC; // Raise gate.
7 INITIAL
8 STATE(Gate) = Open AND g = 90;
9 AUTOMATON Gate {
10 STATE Open { INV g = 90;
11 DERIV DER(g) = 0;
12 TRANS { SYNC ?raise;
13 GOTO Open; }
14 TRANS { SYNC ?lower;
15 GOTO Down; }
16 }
17 STATE Up { INV g <= 90;
18 DERIV DER(g) = 9;
19 TRANS { SYNC ?raise;
20 GOTO Up; }
21 TRANS { SYNC ?lower;
22 GOTO Down; }
23 TRANS { GUARD g = 90;
24 GOTO Open; }
25 }
26 STATE Down { INV g >= 0;
27 DERIV DER(g) = -9;
28 TRANS { GUARD g= 0; GOTO Closed; }
29 TRANS { SYNC ?raise;
30 GOTO Up; }
31 TRANS { SYNC ?lower;
32 GOTO Down; }
33 }
34 STATE Closed { INV g = 0;
35 DERIV DER(g) = 0;
36 TRANS { SYNC ?raise;
37 GOTO Up; }
38 TRANS { SYNC ?lower;




Abbildung 5.8: CTA-Modul fu¨r das Schrankenmodell.
• MULTREST: Mehrfach einschra¨nkbare Variablen und Signale du¨rfen sowohl in-
nerhalb des Moduls als auch außerhalb des Moduls eingeschra¨nkt werden (a¨hnlich
den normalen globalen Variablen).
Die Steuerung in Abbildung 5.9 auf der na¨chsten Seite hat zum Beispiel zwei Eingabe-
Signale, um mit dem Zug-Modell zu kommunizieren. Diese mu¨ssen als INPUT deklariert
werden, weil die Steuerung gezwungen sein soll, auf die Signale vom Zug zu reagieren.
Damit muß ein in der Steuerung enthaltener Automat jederzeit in der Lage sein, mit diesen
Signalen zu synchronisieren. Fu¨r die Kommunikation mit der Schranke existieren zwei
Ausgabe-Signale, die das Verhalten der Schranke steuern. Diese mu¨ssen als OUTPUT
deklariert sein, um das Reagieren der Umgebung (in diesem Fall nur die Schranke) auf
diese Signale sicherzustellen. Die Uhr twird zum Messen der Reaktionszeit der Steuerung
beno¨tigt, da diese innerhalb einer bestimmten Toleranzgrenze liegen muß.
Sind in einem Automaten nicht alle notwendigen Zustandsu¨berga¨nge fu¨r die Reaktion
auf ein Eingabe-Signal modelliert worden, fu¨gt das Werkzeug die fehlenden ¨Uberga¨nge
hinzu, jedoch fu¨hren diese in einen speziellen Fehlerzustand INPUT ERROR. Wurde ein
solcher Zustand generiert, kann per Erreichbarkeitsanalyse u¨berpru¨ft werden, ob dieser
Zustand erreichbar ist. Die Erreichbarkeit dieses Zustands deutet auf einen Modellierungs-
fehler hin – es wurde eine Situation modelliert, in der ein Eingabe-Signal eingeschra¨nkt
wird, was zu einem Deadlock fu¨hren kann und deshalb vermieden werden muß.
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1 MODULE Controller {
2 LOCAL





8 lower: SYNC; // Lower gate.
9 raise: SYNC; // Raise gate.
10 INITIAL
11 STATE(Controller) = Idle;
12 AUTOMATON Controller {
13 STATE Idle { TRANS { SYNC ?app;
14 DO t’ = 0;
15 GOTO ToLower;}
16 TRANS { SYNC ?exit;
17 DO t’ = 0;
18 GOTO ToRaise;}
19 }
20 STATE ToLower { INV t <= 5;
21 TRANS { SYNC ?app;
22 GOTO ToLower; }
23 TRANS { SYNC !lower;
24 GOTO Idle; }
25 TRANS { SYNC ?exit;
26 DO t’ = 0;
27 GOTO ToRaise; }
28 }
29 STATE ToRaise { INV t <= 5;
30 TRANS { SYNC ?exit;
31 GOTO ToRaise; }
32 TRANS { SYNC !raise;
33 GOTO Idle; }
34 TRANS { SYNC ?app;
35 DO t’ = 0;




Abbildung 5.9: CTA-Modul fu¨r das Steuerungsmodell.
Weiterhin werden fu¨nf verschiedene (Daten-) Typen der Bezeichner unterschieden
(vgl. HyTech [HHWT95b]):
CONST: Ein Bezeichner, dem ein fester Wert zugeordnet ist. Dies hat die gleiche Wir-
kung wie eine Variable, deren Ableitung immer 0 ist und die fu¨r alle Module
Eingabe-Variable ist.
DISCRETE: Eine diskrete Variable dient dem Speichern eines Wertes. Die Ableitung
einer diskreten Variable hat immer den Wert 0.
CLOCK: Eine Uhr ist eine kontinuierliche Variable mit der festen Ableitung 1.
STOPWATCH: Eine Stoppuhr kann im Gegensatz zur Uhr auch angehalten werden; des-
halb hat die Ableitung immer den Wert 0 oder den Wert 1.
ANALOG: Bei einer analogen Variable unterliegt die Ableitungsfestlegung keinerlei
Einschra¨nkung. Die Ableitung kann durch ein beliebiges lineares Pra¨dikat definiert
werden.
SYNC: Ein Signal (bzw. Synchronisationsmarke) dient der Synchronisation der Automa-
ten durch Parallelschaltung von Zustandsu¨berga¨ngen.
Im betrachteten Beispiel besitzt das Steuerungsmodell des Bahnu¨bergangs eine Uhr
als kontinuierliche Variable und vier Signale zur Synchronisation.
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5.2.3 Instanziierungen
Um ein Modell fu¨r das Gesamtsystem zu definieren, entha¨lt das Modul RailRoadCros-
sing drei Instanziierungen anderer Module (Schlu¨sselwort INST). Jede Schnittstellenva-
riable und jedes Schnittstellensignal eines Schablonenmoduls wird mit einer der Variablen
oder einem der Signale des enthaltenden Moduls identifiziert (AS). Lokale Variablen oder
Signale ko¨nnen nicht mit Variablen oder Signalen des enthaltenden Moduls identifiziert
werden.
5.2.4 Automaten
Kontrollzusta¨nde und Zustandsu¨berga¨nge. Ein Automat (AUTOMATON) besteht aus
einer Menge von Zusta¨nden. Fu¨r jeden Zustand (STATE) existiert eine Variablenbedingung
fu¨r die Menge der mo¨glichen Ableitungen nach der Zeit aller Variablen (DERIV) und eine
weitere Variablenbedingung fu¨r die Definition der Invariante (INV), die erfu¨llt sein muß,
solange der Automat in dem Zustand verbleibt.
Die Zustandsu¨berga¨nge (TRANS) sind syntaktisch ihrem Anfangszustand zugeordnet.
Ein Zustandsu¨bergang entha¨lt eine Variablenbedingung fu¨r den Wa¨chter (GUARD), ein
Signal (SYNC), eine Variablenbedingung (DO) fu¨r die Wertvera¨nderung (um die Wer-
te der Variablen nach dem ¨Ubergang festzulegen) und den Folgezustand des ¨Ubergangs
(GOTO). Ein ¨Ubergang kann nur ausgewa¨hlt werden, wenn die aktuelle Konfiguration die
Variablenbedingung des Wa¨chters erfu¨llt und alle anderen Automaten, die das Signal des
¨Ubergangs kennen, ebenfalls einen ¨Ubergang mit demselben Signal vollziehen. Die Si-
gnale werden in Transitionen durch einen Pra¨fix ’?’, ’!’ oder ’#’ fu¨r die Benutzung als
Eingabe-, Ausgabe- oder mehrfach einschra¨nkbares Signal deklariert.
Variablenbedingungen. Variablenbedingungen sind das syntaktische Element zum
Festlegen der Belegungsmengen bei der Definition von Invarianten, Wa¨chtern, etc. Fu¨r
alle in Definition 4.1 erlaubten Bedingungen existieren syntaktische Entsprechungen in
der Modellierungssprache.
Eine Variable x kann in den folgenden drei Formen in Variablenbedingungen auftreten:
• x bezeichnet den Wert der Variable x. In der Variablenbedingung fu¨r eine Wert-
vera¨nderung meint x den Wert der Variable vor dem Zustandsu¨bergang.
• x’ kommt nur in Bedingungen fu¨r Wertvera¨nderungen vor. x′ bezeichnet den Wert
der Variable nach der Ausfu¨hrung des ¨Ubergangs.
• DER(x) wird nur bei der Festlegung der Ableitung in Zusta¨nden benutzt und adres-
siert die erste Ableitung nach der Zeit fu¨r eine Variable.
Initialisierung. Der Anfangszustand eines Automaten und die Anfangswerte der Va-
riablen werden durch eine Initialisierungsklausel (INITIAL) des Moduls festgelegt. Da-
bei handelt es sich um eine Kombination von Variablenbedingungen und Zustandsbedin-




Jedes Modul hat seinen eigenen Namensbereich. Alle Namen von Variablen und Signa-
len sind auf den Bereich des Moduls beschra¨nkt und außerhalb der Modulgrenze nicht
bekannt. Um Kommunikation zwischen verschiedenen Modulen zu erlauben, ko¨nnen
die Schnittstellenbezeichner enthaltener Module mit Bezeichern des diese Module ent-
haltenden Moduls identifiziert werden, entsprechend der Konsistenz- und Kompatibi-
lita¨tseinschra¨nkungen. Als LOCAL deklarierte Bezeichner ko¨nnen nicht bei der Identi-
fikation von Schnittstellenbezeichnern verwendet werden.
Ein Modul besitzt mehrere verschiedene Namensbereiche fu¨r Automaten, Kontroll-
zusta¨nde, Variablen und Signale sowie fu¨r Modulinstanzen. Fu¨r die Modulnamen existiert
ein globaler Namensbereich.
5.3 Verifikationssprache
Die vom Analyseinterpreter unterstu¨tzten Operationen werden in diesem Abschnitt er-
kla¨rt. Das Werkzeug stellt die Erreichbarkeitsanalyse in der Weise zur Verfu¨gung gestellt,
daß die gewu¨nschten Analysen mittels Analyseanweisungen programmiert werden. Der
Analyseinterpreter ist nicht beschra¨nkt auf Fragen der Form ”Erfu¨llt Modell A die Formel
B?”. Es ko¨nnen sehr allgemeine Verifikationsaufgaben formuliert und auch schrittweise
Berechnungen durchgefu¨hrt werden.
5.3.1 Erreichbarkeitsanalyse
Die Sprache fu¨r die Erreichbarkeitsanalyse lehnt sich an die im Werkzeug HyTech imple-
mentierten Prinzipien an [HHWT95b], wurde jedoch um die Handhabung der durch die
hierarchische Modulstruktur gegebenen verschiedenen Gu¨ltigkeitsbereiche erweitert. Ei-
ne Erweiterung auf die Pru¨fung eines Modells bzgl. einer temporallogischen Formel wa¨re
denkbar, wu¨rde jedoch keine neuen Erkenntnisse fu¨r die in dieser Arbeit verfolgten Ziele
bringen. Fu¨r die Verfeinerungsanalyse wurde die Analysesprache um eine entsprechende
Anweisung weiterentwickelt.
Auch hier wird zur Illustration das Beispiel des Bahnu¨bergangs verwendet. Der Ana-
lyseteil der Eingabedatei fu¨r die Verifikation des Bahnu¨bergang-Modells wird in Abbil-
dung 5.10 auf der na¨chsten Seite gezeigt.
Grundlegender Gedanke bei der Erreichbarkeitsanalyse ist das Rechnen mit Regio-
nen (Konfigurationsmengen). Bestimmte Operationen werden aufgerufen und Regionen-
Variablen ko¨nnen genutzt werden, um Zwischenergebnisse von Berechnungen fu¨r die
spa¨tere Verwendung im Verifikationsprozeß zu speichern. Da sich die Erreichbarkeitsana-
lyse auf verschiedene Module beziehen kann, wird in der ersten Zeile einer Analysespe-
zifikation der Name des Moduls angegeben, welches das zu analysierende Gesamtsystem
modelliert (Top-Modul des zu analysierenden Modells).
Deklaration von Regionen-Variablen. Wie in Abbildung 5.10 auf der na¨chsten Seite
gezeigt, werden fu¨r die Verifikation des Bahnu¨bergang-Modells drei Regionen-Variablen
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1 REACHABILITY CHECK RailRoadCrossing
2 {
3 VAR
4 initial, error, reached : REGION;
5
6 COMMANDS
7 // Initial regions from modules.
8 initial := INITIALREGION;
9
10 error := COMPLEMENT( STATE(Process_Gate.Gate) = Closed )
11 INTERSECT
12 Process_Train.x < 250;
13
14 reached := REACH FROM initial FORWARD;
15
16 IF( EMPTY(error INTERSECT reached) )
17 {




22 PRINT " Safety requirement violated. ";




Abbildung 5.10: Zum Modell des Bahnu¨bergangs geho¨rende Analysespezifikation.
benutzt: initial speichert die Menge der Initialkonfigurationen. reached ist fu¨r die Menge
aller von initial aus erreichbaren Konfigurationen vorgesehen und die Regionen-Variable
error speichert die Menge aller Konfigurationen, die in einem korrekten Modell nicht er-
reicht werden du¨rfen.
Regionen-Ausdru¨cke. Ein Regionen-Ausdruck dient zur Konstruktion von Regionen,
jede von ihnen wird durch eine Regionen-Konstante, Variablenbedingung, Zustandsbedin-
gung, Regionen-Variable oder durch einen Berechnungsoperator festgelegt.
Regionen-Konstanten: Eine Regionen-Konstante definiert eine fest durch ein
Schlu¨sselwort vorgegebene Region. Es existieren die Regionen-Konstanten
FALSE (fu¨r die leere Konfigurationsmenge) und TRUE (fu¨r die Menge aller
Konfigurationen des Modells).
Variablen- und Zustandsbedingungen: Zur Definition von Regionen ko¨nnen Variablen-
bedingungen u¨ber sa¨mtliche Variablen des Modells benutzt werden. Process Train.x
< 250 zum Beispiel definiert die Region aller Konfigurationen, die die Bedin-
gung erfu¨llen, daß die Variable x der Modulinstanz Process Train kleiner als
250 ist. Andererseits ko¨nnen Regionen u¨ber Zustandsbedingungen definiert wer-
den, d. h. der Zustand eines Automaten wird festgelegt. Zum Beispiel definiert
STATE(Process Gate.Gate) = Process Gate.Closed die Menge aller Konfiguratio-
nen, bei denen sich der Automat Gate in der Modulinstanz Process Gate im Zu-
stand Closed befindet.
Erreichbarkeitsoperationen: Fu¨r das Berechnen von Konfigurationen, die mit dis-
kreten oder Zeit-Transitionen von einer gegebenen Region aus erreicht werden
ko¨nnen, stehen vier verschiedene Operatoren zur Verfu¨gung: POST(<region>)
und PRE(<region>) fu¨r die Berechnung der direkten, in einem Schritt erreich-
baren Nachfolger, und REACH FROM <region> FORWARD und REACH FROM
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<region> BACKWARD fu¨r das Berechnen des Fixpunktes durch iterative Anwen-
dung der Operatoren POST oder PRE. Durch die Angabe einer Maximalanzahl von
Schritten kann die Fixpunktiteration nach der vorgegebenen Anzahl von Erreichbar-
keitsschritten abgebrochen werden. So liefert z. B. der Ausdruck REACH FROM
<region> FORWARD IN <n> STEPS die Menge der in n Vorwa¨rtsschritten er-
reichbaren Konfigurationen.
Mengenoperationen: Da es sich bei Regionen um Mengen handelt, stehen auch die Men-
genoperationen fu¨r die Berechnung zur Verfu¨gung. In der Analysesprache existieren
drei bina¨re und ein una¨rer Operator: INTERSECT fu¨r den Durchschnitt zweier Re-
gionen, UNION fu¨r die Vereinigung zweier Regionen, DIFFERENCE fu¨r die Men-
gendifferenz zweier Regionen und COMPLEMENT fu¨r das Mengen-Komplement
einer Menge. Fu¨r INTERSECT, UNION und COMPLEMENT ko¨nnen analog AND,
OR und NOT verwendet werden, da sich die Operatoren semantisch entsprechen.
Regionen-Variable: Eine Region kann auch durch die Angabe einer Variable adressiert
werden. Dann ist die Ergebnis-Region eine Kopie der bereits berechneten und der
Variable zugeordneten Konfigurationsmenge.
Initial-Region: Mit dem Schlu¨sselwort INITIALREGION kann auf die Menge der Initial-
konfigurationen des Modells zugegriffen werden, so wie sie in den Initialisierungs-
klauseln innerhalb der Module definiert sind.
Konventionen fu¨r den Komponentenzugriff. Aufgrund der verschiedenen
Gu¨ltigkeitsbereiche wird die Punkt-Notation verwendet, um in einem Analyseabschnitt
eine bestimmte Komponente innerhalb einer Variablen- oder Zustandsbedingung zu adres-
sieren. Im Analyseabschnitt der Eingabedatei ko¨nnen die Bezeichner aller Variablen und
Kontrollzusta¨nde benutzt werden, die Kapselung durch die Gu¨ltigkeitsbereiche dient nur
der strukturierten Modellierung. Als aktueller (Referenz-) Namensbereich dient der des
Top-Moduls des zu analysierenden Modells. Um die Variable x des Moduls Process Train
zu adressieren, wird deren absoluter Name Process Train.x benutzt. Der Zustand Closed
des Automaten Gate im Modul Process Gate wird mit Process Gate.Closed bezeichnet.
Boolesche Ausdru¨cke. In einer bedingten Anweisung werden Boolesche Ausdru¨cke
als Bedingung fu¨r die Ausfu¨hrung eines bestimmten Anweisungsblocks verwendet. Ein
Boolescher Ausdruck ist ein Pra¨dikat u¨ber Regionen und besteht aus Vergleichen und Tests
von Konfigurationsmengen sowie aus Booleschen Kombinationen solcher Ausdru¨cke.
Boolesche Konstanten: Es werden die beiden Booleschen Konstanten FALSE und TRUE
in ihren gewo¨hnlichen Bedeutungen angeboten.
Vergleiche und Tests: Zur Auswertung einer Mengenrelation zwischen zwei Regionen
stehen die Operatoren ’=’ und CONTAINS fu¨r den Test auf Gleichheit und Teilmen-
genbeziehung zur Verfu¨gung. Mit dem Schlu¨sselwort EMPTY kann gepru¨ft werden,
ob eine Region leer ist. Da bei der On-the-fly-Analyse nicht die Menge aller er-
reichbaren Konfigurationen berechnet wird, steht fu¨r diese Analyse ein besonderer
Boolescher Ausdruck zur Verfu¨gung. Der Ausdruck ISREACHABLE FROM initial
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TO error FORWARD liefert genau dann den Wert true zuru¨ck, wenn ausgehend von
der in der Regionenvariablen initial gespeicherten Menge der Initialkonfigurationen
eine Konfiguration aus der in der Regionenvariablen error gespeicherten Menge von
Konfigurationen erreichbar ist.
Boolesche Kombinationen: Boolesche Ausdru¨cke ko¨nnen durch das Anwenden
gewo¨hnlicher Boolescher Operatoren kombiniert werden: AND, OR und NOT in
den bekannten Bedeutungen.
Anweisungen. Die Verifikationsaufgaben werden durch die sequentielle Aneinander-
reihung der folgenden Anweisungen formuliert.
Zuweisungen: Mit einer Zuweisung kann einer (vorher deklarierten) Regionen-
Variable das Ergebnis eines Regionen-Ausdrucks fu¨r spa¨tere Benutzung zu-
gewiesen werden, z. B. wertet der Analyseinterpreter bei der Anweisung
reached := REACH FROM initial FORWARD zuna¨chst den Regionen-Ausdruck auf
der rechten Seite der Zuweisung aus und ordnet das Ergebnis der Variablen reached
zu.
Bedingte Anweisung: Mit den Schlu¨sselwo¨rtern IF, THEN und ELSE kann eine bedingte
Anweisung konstruiert werden. Dabei wird der auf IF folgende in runde Klammern
gesetzte Boolesche Ausdruck ausgewertet und dem Resultat entsprechend der auf
THEN oder der auf ELSE folgende Anweisungsblock in geschweiften Klammern
ausgefu¨hrt.
Schleifen: Um einen iterativen Verifikationsalgorithmus zu beschreiben, wird durch das
Schlu¨sselwort WHILE eine Schleife bereitgestellt. Bei jeder Iteration wird der nach
dem Schlu¨sselwort in runde Klammern gesetzte Boolesche Ausdruck ausgewertet
und dem Resultat entsprechend eine erneute Iteration durchgefu¨hrt (Ausfu¨hren des
Anweisungsblocks in geschweiften Klammern und erneute Pru¨fung der Bedingung)
oder zur dem Anweisungsblock folgenden Anweisung u¨bergegangen.
Ausgaben: Fu¨r die Ru¨ckmeldungen der Ergebnisse an den Benutzer ist die PRINT-
Anweisung vorgesehen. Das Argument der Anweisung kann entweder eine Zei-
chenkette, ein Regionen-Ausdruck oder ein Regionen-Ausdruck zwischen zwei Zei-
chenketten sein. Eine Region wird in einem fu¨r die jeweilig benutzte Repra¨sentation
angemessenen und u¨bersichtlichen Format ausgegeben. Die Ausgabe-Anweisungen
fu¨r Automaten, fu¨r Gro¨ßenangaben zur Repra¨sentation einer Region und zur graphi-
schen Visualisierung von BDDs werden hier nicht erla¨utert.
Die Anweisungen im in Abbildung 5.10 auf Seite 158 gezeigten Beispiel definierten
drei Regionen: die Menge der Startkonfigurationen, die Menge der verbotenen Konfigura-
tionen (die vom Modell vermieden werden mu¨ssen) und die Menge der von den Startkonfi-
gurationen erreichbaren Konfigurationen. In der bedingten Anweisung wird ausgewertet,
ob der Schnitt der Erreichbarkeitsmenge mit der Fehlermenge leer ist und dementspre-
chend das Analyseresultat ausgegeben. Die Sicherheitsbedingung kann durch das vorge-
schlagene Modell nicht erfu¨llt werden, wenn die Reaktionszeit der Steuerung oder der
Sicherheitsabstand erho¨ht werden.
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Abbildung 5.11: Nicht diskret interpretierbarer Automat mit Stoppuhr.
Einschra¨nkungen fu¨r abgeschlossene Timed Automata. Folgende Mo¨glichkeiten,
die von der DDM-Repra¨sentation angeboten werden und im Werkzeug als Analyseanwei-
sungen verankert sind, sind bei der BDD-Repra¨sentation nicht verfu¨gbar, da sie bei der
Berechnung zu falschen Ergebnissen fu¨hren ko¨nnen:
Test auf Teilmengenbeziehung und Gleichheit: Die BDD-Darstellung beruht auf ei-
ner Diskretisierung des kontinuierlichen Zustandsraumes, wobei einzelne diskre-
te Repra¨sentanten eine Menge von unendlich vielen kontinuierlichen Werten re-
pra¨sentieren ko¨nnen. Werden bei den Analyseanweisungen Operationen wie der
Test auf Teilmengenbeziehung angewendet, muß sich der Benutzer daru¨ber im kla-
ren sein, daß die mit Operationen in der diskreten Repra¨sentation errechneten Er-
gebnisse nicht kontinuierlich interpretiert werden du¨rfen. Zum Beispiel wu¨rde bei
der BDD-Repra¨sentation durch die diskrete Darstellung (x = 2 ∨ x = 3) ⊇ (x ≥
2 ∧ x ≤ 3) gelten. Analoges gilt fu¨r die Gleichheit.
Differenz- und Komplementbildung: Aus demselben Grund ist auch die Differenz- und
Komplementbildung nicht erlaubt. Sowohl die Menge COMPLEMENT(x ≤ 2 ∧
x ≥ 3) als auch die Menge (x ≥ 2 ∧ x ≤ 3) DIFFERENCE (x = 2 ∨ x = 3) wa¨ren
bei der diskreten Interpretation leer.
Stoppuhr- und analoge Variablen: In dem in Abbildung 5.11 dargestellten Automaten
mit der Stoppuhr x und den Uhren y und z ist der Zustand l3 bei kontinuierlicher
Semantik erreichbar, bei ganzzahliger Semantik jedoch nicht, da die diskreten Zu-
standsu¨berga¨nge zu den teilweise nicht ganzzahligen Zeitpunkten 0.5, 1.0, 1.5 schal-
ten mu¨ssen.
Verwendung der strikten Relationsoperatoren Aufgrund der abgeschlossenen ganz-
zahligen Semantik du¨rfen die Operatoren <, > und 6= bei Ungleichungen nicht ver-
wendet werden. Dies ist damit begru¨ndet, daß die diskreten Repra¨sentanten einer
Menge immer in der Menge eingeschlossen sein mu¨ssen.
5.3.2 Verfeinerungsanalyse
Zur Illustration der praktischen Wirkungsweise der Verfeinerungsanalyse und der Nota-
tion des Werkzeugs wurde ein kleines Kommunikationsprotokoll entworfen, welches auf
einer hierarchischen (Kommunikations-) Struktur basiert. Ein a¨hnliches Protokoll ist auf
der Titelseite von [dRLP98] dargestellt (siehe Abbildung 5.12 auf der na¨chsten Seite); es
verdeutlicht die Funktionsweise des hier beschriebenen Protokolls sehr gut. Das Beispiel
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Abbildung 5.12: Stark kompositionelle Struktur (Graphik entnommen der Titelseite von
”Compositionality: The Significant Difference” [dRLP98]).
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Abbildung 5.13: Prozeß-Modul.
hat den Vorteil, daß ein induktiver Beweis gefu¨hrt werden kann, wobei der Induktions-
schritt durch die Verfeinerungsanalyse sichergestellt wird. Die modulare Beweistechnik
wird in Kapitel 6 auf ein gro¨ßeres Modell einer Fertigungsanlage angewendet, um die
praktische Relevanz der Methode zu verdeutlichen.
Jeder Prozeß (siehe Abbildung 5.13) hat drei Zusta¨nde: Uncritical, Wait und Critical.
Beim ¨Ubergang von Uncritical nach Wait wird vom Prozeß das Signal req zum Schedu-
ler gesendet. Ein u¨bergeordneter Scheduler muß entscheiden, ob der Prozeß die exklu-
sive Ressource benutzen darf oder nicht. Falls ja, sendet er das Signal ack zum Prozeß
(identifiziert durch die lokale diskrete Variable no), wodurch dieser in seinem ’kritischen
Abschnitt’ auf die Ressource zugreifen kann. Der Prozeß gibt die Ressource wieder frei,
indem er das Signal rel sendet. Jeder Scheduler (siehe Abbildung 5.14) ist fu¨r zwei (von
ihm eingekapselte) Prozesse zusta¨ndig, und er selbst verha¨lt sich exakt so zu seiner Um-
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Abbildung 5.14: Scheduler-Modul fu¨r zwei Prozesse oder weitere Scheduler.
gebung (zu seinem u¨bergeordneten Scheduler) wie ein Prozeß. Somit kann ein Baum
bestehend aus Schedulern (Knoten) und Prozessen (Bla¨tter) konstruiert werden.
Fu¨r die Verifikation der Eigenschaft des gegenseitigen Ausschlusses ko¨nnte die Er-
reichbarkeitsanalyse der gesamten ’geflatteten’ Komposition genutzt werden; aufgrund
der Komplexita¨t ist dies bei sehr vielen Prozessen nicht mo¨glich. Bei der Anwendung
eines induktiven Beweises wird der gegenseitige Ausschluß zuna¨chst fu¨r eine initiale An-
zahl von Prozessen mittels Erreichbarkeitsanalyse nachgewiesen (Induktionsanfang). Fu¨r
einen Prozeß ist dies trivial. Weiterhin muß nachgewiesen werden, daß, falls die Eigen-
schaft fu¨r n Prozesse gilt (Induktionshypothese), diese Eigenschaft auch fu¨r 2n Prozesse
gilt (Induktionsschritt). Fu¨r den Induktionsschritt wird jetzt die Verfeinerungsanalyse ver-
wendet: Die Existenz einer Simulationsrelation zwischen dem Scheduler und dem Prozeß
wird u¨berpru¨ft, d. h. ob der Scheduler einen Prozeß verfeinert. Die Verifikation der Be-
hauptung Scheduler refines Process beno¨tigt weniger als 0.5 Sekunden Berechnungszeit.
Der Analyseabschnitt der Eingabedatei besteht aus einer Anweisung. Den
Schlu¨sselwo¨rtern REFINEMENT und CHECK folgt der Name des Moduls, welches eine
genauere Spezifikation der Verfeinerungsanalyse entha¨lt. In der Abbildung 5.15 auf der
na¨chsten Seite sind das Prozeß-Modul, das Refinement-Modul und der Analyseabschnitt
aufgefu¨hrt. Abbildung 5.16 auf Seite 165 zeigt den Aufbau eines Scheduler-Moduls mit
zwei Modul-Instanzen fu¨r Prozesse. Im Modul Refinement befinden sich zwei Modulin-
stanzen P und Q, zwischen denen die Simulationsrelation in der Form P refines Q bestehen
soll. P steht somit fu¨r die Instanz der Verfeinerung und Q fu¨r das abstraktere Modul. In
diesem Modul werden alle gemeinsamen Synchronisationsmarken deklariert. Die beiden
Modulinstanzen sind notwendig, damit gegebenenfalls Umbenennungen vorgenommen
werden ko¨nnen, falls die Marken der Module P und Q unterschiedliche Namen aufweisen.
Das Werkzeug gibt nach erfolgter Analyse eine Meldung daru¨ber aus, ob eine Simulati-
onsrelation besteht oder nicht.
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1 MODULE Process {
2 MULTREST
3 announce : SYNC;
4 acknowledge: SYNC;
5 release : SYNC;
6 INITIAL STATE(Mutex) = Uncritical;
7 AUTOMATON Mutex {
8 STATE Uncritical { TRANS { SYNC #announce;
9 GOTO Wait; } }
10 STATE Wait { TRANS { SYNC #acknowledge;
11 GOTO Critical; } }
12 STATE Critical { TRANS { SYNC #release;




17 MODULE Refinement {
18 LOCAL
19 announce : SYNC;
20 acknowledge: SYNC;
21 release : SYNC;
22 INST Q FROM Process WITH {
23 announce AS announce;
24 acknowledge AS acknowledge;
25 release AS release; }
26 INST P FROM Scheduler2 WITH {
27 announce AS announce;
28 acknowledge AS acknowledge;
29 release AS release; }
30 }
31
32 REFINEMENT CHECK Refinement;
Abbildung 5.15: Prozeß-Modul und Refinement-Modul fu¨r die Verfeinerungsanalyse des
einfachen Mutex-Protokolls.
5.4 Empirische Ergebnisse
In diesem Abschnitt werden einige in der Literatur gebra¨uchliche hybride Modelle vorge-
stellt, um einen Einblick in die Modellierungsmo¨glichkeiten mit hybriden Automaten zu
geben. Danach werden verschiedene Modelle fu¨r Realzeit-Systeme und deren Verifikati-
on erla¨utert. Dabei wird die Performance der Werkzeugimplementierung Rabbit der von
vergleichbaren Werkzeugen anderer Forschungsgruppen gegenu¨bergestellt.
5.4.1 Hybride Beispiele
Im folgenden werden einige hybride Systeme mit dem CTA-Formalismus modelliert und
analysiert, wobei zur Modellierung des Verhaltens hybride Automaten zur Anwendung
kommen.
5.4.1.1 Undichter Gasbrenner – Ru¨ckwa¨rtsanalyse
In diesem Beispiel wird das Verhalten eines Gasbrenners modelliert, bei dem aus einem
Leck Gas austritt. Es handelt es sich um ein hybrides System, da die Ausflußmenge je
Zeiteinheit u¨ber die Laufzeit des Systems nicht konstant ist. Es bestehen die Annahmen,
daß (1) jeder Defekt innerhalb 1 s entdeckt und beseitigt werden kann und (2) der Gasbren-
ner innerhalb der auf eine Reparatur folgenden 30 s dicht bleibt. Die mittels Verifikation
nachzuweisende Sicherheitseigenschaft ist, daß der Gasbrenner nach einer beliebigen Zeit
von wenigstens 60 s ho¨chstens 1
20
der Zeit undicht gewesen sein darf.
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1 MODULE Scheduler {
2 MULTREST
3 announce : SYNC;
4 acknowledge: SYNC;
5 release : SYNC;
6 LOCAL
7 announce1 : SYNC;
8 acknowledge1: SYNC;
9 release1 : SYNC;
10 announce2 : SYNC;
11 acknowledge2: SYNC;
12 release2 : SYNC;
13 pNr : DISCRETE(3);
14 INITIAL STATE(Mutex) = Uncritical;
15 AUTOMATON Mutex {
16 ...
17 }
18 INST Proc1 FROM Process WITH {
19 announce AS announce1;
20 acknowledge AS acknowledge1;
21 release AS release1; }
22 INST Proc2 FROM Process WITH {
23 announce AS announce2;
24 acknowledge AS acknowledge2;
25 release AS release2; }
26 }
Abbildung 5.16: Scheduler-Modul fu¨r das einfache Mutex-Protokoll.
Der hybride Automat fu¨r dieses Modell ist in Abbildung 5.17 dargestellt. Er hat zwei
Kontrollzusta¨nde: Im Zustand Leaking leckt der Gasbrenner und im Zustand NonLeaking
nicht. Die Stoppuhr z mißt die kumulierte Leckzeit, d. h. die Gesamtzeit, die der Automat
im Zustand Leaking verbracht hat. Die Uhr x mißt die in einem Zustand verbrachte Zeit
und wird bei jedem Zustandswechsel auf 0 zuru¨ckgesetzt, mit dieser Uhr werden die An-
nahmen (1) und (2) im Modell verankert. Die insgesamt verstrichene Systemzeit wird von
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Abbildung 5.17: Hybrides Modell eines undichten Gasbrenners (nach [ACH+95]).
Ziel der Erreichbarkeitsanalyse ist der Nachweis, daß keine Konfiguration erreichbar
ist, in der gilt y ≥ 60∧20·z ≥ y. In Abbildung 5.18 auf der na¨chsten Seite ist die Eingabe-
datei fu¨r das CTA-Modell und die Analyseanweisungen aufgefu¨hrt. Dieses Modell geho¨rt
zu der Klasse hybrider Automaten, fu¨r die die vorwa¨rts gerichtete Fixpunktiteration der
Erreichbarkeitsanalyse nicht terminiert. Durch zusa¨tzliche Invarianten in den Zusta¨nden
ko¨nnen die Werte sa¨mtlicher (Stopp-) Uhren nach unten begrenzt werden (d. h. fu¨r jede
Variable x gilt: x ≥ 0), wobei sich das modellierte Verhalten nicht vera¨ndert. Ausgehend
von der Menge der Fehlerkonfigurationen ko¨nnen alle mittels Ru¨ckwa¨rtsschritten erreich-
baren Konfigurationen berechnet werden. Da die Werte aller Uhren nach unten begrenzt
sind, keine negativen Ableitungen im Modell vorkommen und Zeno-Verhalten auch aus-
geschlossen ist, muß die Ru¨ckwa¨rtsanalyse terminieren. Die berechnete Erreichbarkeits-
menge wird mit der Menge der Initialkonfigurationen geschnitten. Ist diese Schnittmenge




4 x : CLOCK; // Time elapsed in current state.
5 y : CLOCK; // Overall time.
6 z : STOPWATCH; // Overall time leaking.
7 INITIAL
8 STATE(Auto) = Leaking AND x = 0 AND y = 0 AND z = 0;
9 AUTOMATON Auto {
10 STATE Leaking { INV x <= 1 AND x >= 0 AND y >= 0 AND z >= 0;
11 DERIV DER(z) = 1;
12 TRANS { DO x’ = 0;
13 GOTO NonLeaking; }
14 }
15 STATE NonLeaking { INV x >= 0 AND y >= 0 AND z >= 0;
16 DERIV DER(z) = 0;
17 TRANS { GUARD x >= 30;
18 DO x’ = 0;




23 REACHABILITY CHECK GasBurner
24 {
25 VAR
26 initial, error, reached: REGION;
27 COMMANDS
28 initial := INITIALREGION; // Initial configurations from module.
29 error := (y >= 60) AND (20 * z >= y);
30 reached := REACH FROM error BACKWARD;
31 IF( EMPTY( reached INTERSECT initial ) )
32 {




37 PRINT " Invalid configuration reachable. ";
38 }
39 }
Abbildung 5.18: CTA-Eingabedatei fu¨r die Verifikation des Gasbrenner-Modells.
leer, so ist keine der Fehlerkonfigurationen von einer Initialkonfiguration aus erreichbar,
d. h. das Modell erfu¨llt die Sicherheitsanforderungen.
Die Verifikation dieses Beispielmodells beno¨tigt Bruchteile einer Sekunde (160 ms).
Dabei werden zwo¨lfmal Nachfolger berechnet, d. h. die Fixpunktiteration terminiert nach
12 Iterationen.
5.4.1.2 Fu¨llstandssteuerung – Invariantentest
Im Modell fu¨r eine Fu¨llstandssteuerung soll fu¨r den in Abbildung 5.19 auf der na¨chsten
Seite dargestellten Tank die Regelung des Wasserstands u¨bernommen werden. Es handelt
sich um ein System, bei dem einem Wassertank sta¨ndig eine Wassermenge von 2 Einheiten
entnommen wird; der Wasserstand sinkt um 2 Einheiten pro Zeiteinheit. Entsprechend des
Wasserstands muß die Steuerung dafu¨r sorgen, daß ein Ventil rechtzeitig vor Erreichen
eines minimalen Wasserstands geo¨ffnet wird, damit genu¨gend neues Wasser in den Tank
stro¨men kann. Durch das Ventil stro¨men je Zeiteinheit 3 Einheiten Wasser in den Tank,
d. h. der Wasserstand steigt um 1 Einheit je Zeiteinheit.
Der Wasserstand vera¨ndert sich mit der Zeit nach einer stu¨ckweise linearen Funktion,
im Modell (Abbildung 5.20 auf Seite 168 zeigt den hybriden Automaten) durch die analo-
ge Variable y wiedergegeben. Die Ableitung dieser Variable nach der Zeit betra¨gt 1, falls
das Ventil geo¨ffnet ist und der Fu¨llstand steigt, und -2, falls das Ventil geschlossen ist und
somit nur Wasser abfließt. Im Initialzustand des Systems ist das Ventil geo¨ffnet und der
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y
W a s s e r t a n k
V e n t i l
y  :  W a s s e r s t a n d
Abbildung 5.19: System fu¨r die Fu¨llstandsregelung.
Wasserstand betra¨gt 1 Einheit. Durch die Steuerung muß der Wasserstand zwischen 1 und
12 Einheiten gehalten werden. Das ¨Offnen und Schließen des Ventils beno¨tigen jeweils
2 Zeiteinheiten. Dadurch muß mit dem ¨Offnen beim Wasserstand 5 begonnen werden und
mit dem Schließen beim Wasserstand 10.
Der hybride Automat hat vier Zusta¨nde. Die Uhr x mißt in den Zusta¨nden Ven-
til schließt und Ventil o¨ffnet die Dauer des Stellvorgangs. Nach 2 Zeiteinheiten geht der
Automat in den na¨chsten Zustand u¨ber. In den Zusta¨nden Ventil schließt und Ventil zu
wird somit ein geschlossenes Ventil angestrebt und in den Zusta¨nden Ventil o¨ffnet und
Ventil offen entsprechend ein geo¨ffnetes Ventil.
Wie in Abbildung 5.21 auf der na¨chsten Seite dargestellt, wird in diesem Beispiel
die Erreichbarkeitsanalyse in Form eines Invariantentests formuliert. Dabei wird nicht
wie im vorhergehenden Beispiel u¨berpru¨ft, ob unerwu¨nschte Konfigurationen erreichbar
sind, sondern vielmehr, ob eine Bedingung (Invariante) fu¨r alle erreichbaren Konfigura-
tionen gilt. Diese alternative Sichtweise der Analyse a¨ndert an der Verifikation prinzipiell
nichts. Daß die Teilmengenbeziehung effizienter analysiert werden kann als ein Durch-
schnitt (zuzu¨glich des Tests auf Leerheit mit konstantem Zeitaufwand), ist praktisch nicht
von Interesse, da der Hauptaufwand der Analyse bei der Berechnung der erreichbaren
Konfigurationen auftritt.
Auch in diesem Beispiel liegt die Ausfu¨hrungszeit fu¨r die gesamte Analyse unter einer
Sekunde (110 ms). Fu¨r die Berechnung aller erreichbarer Konfigurationen sind 8 Nach-
folgerberechnungen notwendig.
5.4.1.3 Fischers Protokoll – abweichende Uhren
Fu¨r das in Abschnitt 3.3.4 vorgestellte Protokoll fu¨r gegenseitigen Ausschluß (vgl. Ab-
bildung 3.11 auf Seite 74) wird ein hybrides Modell vorgestellt. Um das Beispiel inter-
essanter zu machen, wird in der Literatur eine Modellierung vorgeschlagen, bei der die
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Abbildung 5.20: Hybrides Modell einer Fu¨llstandssteuerung (nach [ACH+95]).
1 REACHABILITY CHECK Waterlevel
2 {
3 VAR
4 initial, error, property, reachable: REGION;
5 COMMANDS
6 initial := STATE(WaterLevel) = Ventil_offen AND y = 1;
7 property := (y >= 1) INTERSECT (y <= 12);
8 reachable := REACH FROM initial FORWARD;
9 IF(property CONTAINS reachable)
10 {




15 PRINT " Invariant violated. ";
16 }
17 }
Abbildung 5.21: Invariantentest der Fu¨llstandssteuerung.
lokalen Uhren der Prozesse voneinander abweichen [ACH+95]. So ko¨nnte z. B. die Uhr
des ersten Prozesses etwas langsamer und die Uhr der zweiten Prozesses etwas schneller
als eine Referenz-Uhr laufen. Durch die Nutzung hybrider Automaten ist dieser Sach-
verhalt leicht durch die analogen Variablen xi mit Ableitungen ungleich 1 zu modellieren
(siehe Abbildung 5.22 auf der na¨chsten Seite).
Die Sicherheitseigenschaft des gegenseitigen Ausschlusses ist in diesem Modell nur
dann gewa¨hrleistet, wenn der Prozeß mit der schnellsten Uhr im Zustand Wait solange
wartet, bis der Prozeß mit der langsamsten Uhr aus dem Zustand Assign in den Zustand
Wait u¨bergegangen ist.
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P r o c e s s  1  ( p 1 ) :
P r o c e s s  2  ( p 2 ) :
U n c r i t i c a l
W a i tC r i t i c a l
A s s i g n
U n c r i t i c a l
W a i tC r i t i c a l
A s s i g n
2 1 . 1x =&








1 0 . 9x =&
x 1  ≥  b ,  k  ≠  1
k  =  0 ,
x 1  ≥  b ,  k  =  1
k '  =  0
k  =  0
x 1  ≤  a
k  =  0
1 0x ′ =








2 1 . 1x =&
x 2  ≤  a
x 2  ≥  b ,  k  ≠  2
x 2  ≥  b ,  k  =  2
k '  =  0
Abbildung 5.22: Hybrides Modell fu¨r Fischers Protokoll fu¨r gegenseitigen Ausschluß.
Anzahl Prozesse 2 3 4 5 6
Verifikationszeit (Sekunden) 0,06 0,49 6,77 183 17041
Speicherbedarf (MB) 1,2 4,1 10,1 53,9 541
Anzahl Zusta¨nde Produktautomat 16 64 256 1024 4096
Anzahl Transitionen Produktautomat 40 240 1280 6400 30720
Anzahl Iterationen bis Fixpunkt 9 15 21 27 33
Anzahl geschalteter diskreter Transitionen 50 291 1376 5805 22812
Tabelle 5.1: Analyseaufwand beim hybriden Modell von Fischers Protokoll.
In Tabelle 5.1 werden die Verifikationszeiten und der Speicherbedarf1 fu¨r den Nach-
weis der Ausschlußeigenschaft beim Protokoll fu¨r 2 bis 6 Prozesse2 mit gleichlaufen-
den Uhren angegeben (Linux-Rechner mit Prozessor AMD Athlon, 1 GHz Taktfrequenz,
1.2 GB Hauptspeicher). Der Analyseaufwand fu¨r dieses Modell wa¨chst sta¨rker als ex-
ponentiell in Abha¨ngigkeit von der Anzahl der Prozesse (bzw. Automaten). Dies resul-
tiert aus der expliziten Speicherung der diskreten Kontrollzusta¨nde in der Erreichbarkeits-
menge. Um den gegenseitigen Ausschluß zu gewa¨hrleisten, muß die Konstante b einen
gro¨ßeren Wert erhalten als die Konstante a.
1Der in der Tabelle angegebene Speicherbedarf wurde mit dem Programm ’memtime v1.2’ von Johan
Bengtsson gemessen, dem an dieser Stelle fu¨r dieses kleine nu¨tzliche Werkzeug gedankt sei.
2Das Werkzeug HyTech ist in der Lage, 6 Prozesse mit ku¨rzerer Laufzeit zu analysieren. Ein Vergleich
ist jedoch nicht mo¨glich, da HyTech auf einer wesentlich vereinfachten Semantik beruht, die hier nicht
verwendet wird.
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1 MODULE Process {
2 INPUT
3 processNo: CONST; // Identification number of proccess.
4 // Constants for time bounds.
5 a: CONST; // Maximal time the modeled assignment to k needs.
6 b: CONST; // Minimal time waiting for assignments of other processes.
7 MULTREST
8 k: DISCRETE; // Shared variable for announcement.
9 LOCAL
10 x: CLOCK;
11 INITIAL STATE(Fischer) = uncritical AND k = 0;
12 AUTOMATON Fischer {
13 STATE uncritical { TRANS { GUARD k = 0;
14 DO x’ = 0;
15 GOTO assign; }
16 }
17 STATE assign { INV x <= a;
18 TRANS { DO x’ = 0 AND k’ = processNo;
19 GOTO wait; }
20 }
21 STATE wait { TRANS { GUARD x >= b AND k != processNo;
22 DO x’ = 0;
23 GOTO uncritical; }
24 TRANS { GUARD x > b AND k = processNo;
25 DO x’ = 0;
26 GOTO critical; }
27 }
28 STATE critical { TRANS { DO k’ = 0 AND x’ = 0;




33 MODULE System {
34 LOCAL
35 a = 3 : CONST;
36 b = 3 : CONST;
37 pNo1 = 1: CONST;
38 pNo2 = 2: CONST;
39 LOCAL
40 k: DISCRETE;
41 INST Proc1 FROM Process WITH {
42 a AS a;
43 b AS b;
44 processNo AS pNo1;
45 k AS k;
46 }
47 INST Proc2 FROM Process WITH {
48 a AS a;
49 b AS b;
50 processNo AS pNo2;
51 k AS k;
52 }
53 }
Abbildung 5.23: CTA-Quelltext des Modells fu¨r Fischers Protokoll (hybride Version).
Die textuelle Repra¨sentation des Fischer-Modells wird in Abbildung 5.23 aufgefu¨hrt.
Nicht explizit definierte Invarianten und Wa¨chter werden als true verstanden. In diesem
Modell kommt das Instanziierungskonzept der CTA-Modellierungsnotation zur Anwen-
dung, um auf einfache Weise mehrere sich nur in der Prozeß-Identifikationsnummer un-
terscheidende Prozesse zu instanziieren. Dieses Konzept ermo¨glicht auch bei gro¨ßeren
Modellen ein effizientes Modellieren, worauf im na¨chsten Kapitel genauer eingegangen
wird.
5.4.1.4 Steuerung Bahnu¨bergang
Der Vollsta¨ndigkeit halber wird hier das Beispiel der Steuerung eines Bahnu¨bergangs
erwa¨hnt, wofu¨r das Modell in den Abschnitten 4.1.2 und 4.1.7 beschrieben ist. Die Er-
kla¨rung des zugeho¨rigen Analyseabschnitts folgte in Abschnitt 5.3.1 als Beispiel zur Ve-
rifikationsnotation. Da dieses System aus wenigen Komponenten besteht, wird zur Be-
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rechnung aller erreichbaren Konfigurationen weniger als eine Sekunde (100 ms) beno¨tigt,
wobei fu¨r die Nachfolgerberechnung 14 diskrete Transitionen notwendig sind.
5.4.1.5 Performanceprobleme bei hybriden Systemen
Die Effizienz der verwendeten Datenstruktur fu¨r hybride Automaten ko¨nnte in einigen
Punkten verbessert werden: Einerseits ko¨nnte die Technik eingesetzt werden, daß nur die
Variablen in einer Transition beru¨cksichtigt werden, die an der Wertvera¨nderung beteiligt
sind. Andererseits mu¨ßte untersucht werden, inwieweit eine echte On-the-fly-Analyse (oh-
ne Speicherung der vollen Erreichbarkeitsmenge) einen Effizienzgewinn bringt. Die Mini-
mierung des Transitionssystems bzw. des Produktautomaten wurde als weitere Technik zur
Effizienzsteigerung in der Literatur ausgiebig untersucht, lo¨st jedoch die grundsa¨tzlichen
Probleme der Analyse hybrider Modelle nicht. Zur Speicherplatzersparnis kann auf die
Konstruktion des Produktautomaten verzichtet werden, indem der Produktautomat impli-
zit im Speicher gehalten wird; es muß dann jedoch nachgewiesen werden, daß der Mehr-
aufwand bei den Analysealgorithmen den Vorteil nicht aufwiegt.
Ein Nachteil der vorliegenden Implementierung entsteht durch die verwendete CTA-
Semantik: Zusta¨nde mit falscher Invariante ko¨nnen nicht weggestrichen werden (wie dies
z. B. bei HyTech der Fall ist). Diese Semantik ist wichtig, um das im Abschnitt 4.2.1
besprochene Problem der von anderen Automaten erzwungenen ’Deadlocks’ zu lo¨sen.
Solange die diskreten Kontrollzusta¨nde in der Erreichbarkeitsmenge explizit abgespei-
chert werden, kann fu¨r hybride Automaten keine effiziente Erreichbarkeitsanalyse erwartet
werden, da die Menge der erreichbaren Konfigurationen mit exponentiellem Platzaufwand
gespeichert wird.
5.4.2 Realzeit-Beispiele und Performance-Vergleich
Die Performance-Ergebnisse in diesem Abschnitt resultieren aus eigenen Experimenten
auf einem Linux-Rechner, der mit einem Prozessor AMD Athlon mit 1 GHz Taktfrequenz
und 1,2 GB Hauptspeicher ausgestattet ist. Fu¨r die Werkzeugimplementierung Rabbit
wurde der verfu¨gbare Arbeitsspeicher fu¨r die BDD-basierten Berechnungen auf maximal
400 MB beschra¨nkt. Die in Tabellen und Diagrammen dargestellten Meßergebnisse fu¨r
Fremdwerkzeuge stammen ebenfalls aus eigenen Experimenten (ohne Speicherbegren-
zung).
Die Verifikationszeiten der Matrix-basierten Werkzeugen ha¨ngen stark von der Wahl
bestimmter Parameter ab, zu der viel Erfahrung im Umgang mit dem Werkzeug und Kennt-
nisse der Implementierung notwendig sind. Deshalb werden hier nicht selbst ermittelte,
sondern die von den Programmierern der entsprechenden Werkzeuge vero¨ffentlichten Pa-
rameter fu¨r die Experimente genutzt. Teilweise (z. B. bei der BDD-basierten Version von
Kronos) sind die Versionen der Werkzeuge mit den besten Performance-Resultaten nicht
freigegeben und somit fu¨r externe Experimente nicht verfu¨gbar; dann wurden die besten
vero¨ffentlichten Resultate zum Vergleich verwendet.
Auch wurden in diesem Abschnitt nur solche Beispielmodelle herangezogen, die die
Entwickler der Werkzeuge anderer Forschungsgruppen in ihren Artikeln fu¨r Benchmark-
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# Prozesse 4 5 6 7 8 10 12 14 16 32 64 128
Kronos 0.83 52.6
Uppaal 0.06 1.44 181 32488
Kronos Appr. 0.31 0.90 4.80 28.5 172
Uppaal Appr. 0.02 0.07 0.33 1.45 6.24 158
RED, Wang 1.64 6.78 21.7 60.7 168 1400
Rabbit 0.04 0.08 0.15 0.26 0.50 1.35 1.61 3.81 6.50 61.4 559 5200
Tabelle 5.2: Berechnungszeiten zur Verifikation von Fischers Protokoll (in Sekunden)∗†.
Vergleiche benutzen und mit denen ihre Werkzeuge gute Ergebnisse erzielen. Auf Model-
le, die bei anderen Werkzeugen pathologisch wirken, wird beim Vergleich verzichtet.
Fu¨r die Experimente mit Uppaal wurde die im Januar 2002 verfu¨gbare Version ver-
wendet: Uppaal2k 3.2.4. Um bestmo¨gliche Performance zu erzielen, wurden die auf der
Uppaal-Internetseite von den Entwicklern angegebenen Parameter verwendet3. Die aktu-
ellen Entwicklungen bei Uppaal wurden ausfu¨hrlich dokumentiert [ABB+01].
Die Werkzeuge Uppaal und Kronos bieten eine ¨Uber-Approximation an, die z. B. bei
Fischers Protokoll zur Verifikation der Mutex-Eigenschaft anwendbar ist. Bei der Erreich-
barkeitsanalyse mit ¨Uber-Approximation werden mehr Konfigurationen berechnet, als in
Wirklichkeit erreichbar sind. Sind bei ¨Uber-Approximation bestimmte Konfigurationen
nicht erreichbar, dann ko¨nnen diese bei der normalen Analyse auch nicht erreichbar sein.
Fu¨r eine Beschreibung der Approximation durch konvexe Hu¨llen wird auf Aufsa¨tze ande-
rer Forschungsgruppen verwiesen [Hal93, WT94, Bal96a, DT98].
5.4.2.1 Fischers Protokoll fu¨r gegenseitigen Ausschluß – Realzeit-Version
In diesem Abschnitt werden die Meßergebnisse von Vergleichsexperimenten vorgestellt,
bei denen das Protokoll fu¨r den gegenseitigen Ausschluß von mehreren um eine gemeinsa-
me Ressource konkurrierenden Prozessen verifiziert wird [Lam87]. Der Timed Automaton
fu¨r einen solchen Prozeß wurde bereits in Abschnitt 3.3.4 vorgestellt.
Tabelle 5.2 gibt die Meßergebnisse fu¨r die Verifikation der Eigenschaft des gegensei-
tigen Ausschlusses fu¨r verschiedene Anzahlen von Prozessen (erste Zeile der Tabelle) fu¨r
mehrere Werkzeuge wieder. Performance-Ergebnisse aus der Literatur, die nicht durch
eigene Messungen nachvollzogen werden konnten, werden im Text wiedergegeben.
In der zweiten und dritten Zeile werden die Berechnungszeiten der Werkzeuge Kro-
nos und Uppaal angegeben. Die Berechnungszeiten fu¨r diese Werkzeuge sind sta¨rker als
exponentiell von der Anzahl der Prozesse abha¨ngig. Die besten vero¨ffentlichten Perfor-
mancemessungen von Uppaal beruhen auf einer erweiterten Version, die auf komposi-
tionellen und symbolischen Techniken basiert [LPY95a, LPY95b]. Die Ergebnisse sind
besser als die in der Tabelle aufgefu¨hrten, jedoch auch nicht polynomiell: 18,8 Sekunden
fu¨r 6 Prozesse, 145,0 Sekunden fu¨r 7 Prozesse und 1107 Sekunden fu¨r 8 Prozesse. Uppaal
3http://www.docs.uu.se/docs/rtmv/uppaal/benchmarks/
∗Bei keiner Angabe beno¨tigte die Verifikation mehr als 400 MB Speicher oder la¨nger als 7200 s.
†Rabbit kann 128 Prozesse mit nur 200 MB Speicher bei einer Berechnungszeit von 5367 s verifizieren.
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Abbildung 5.24: Laufzeiten in Abha¨ngigkeit von der Anzahl der Fischer-Prozesse.
ist diesen Quellen zufolge in der Lage, die Eigenschaft des gegenseitigen Ausschlusses fu¨r
bis zu 9 Prozesse des Fischer-Protokolls zu verifizieren (ohne Zeitangabe).
Die Verifikation mit den Werkzeugen Uppaal und Kronos wird interessanter, wenn die
fu¨r dieses Modell zula¨ssige Approximation (konvexe Hu¨lle) benutzt wird. In der Tabel-
le 5.2 auf der vorherigen Seite werden die Berechnungszeiten fu¨r beide Werkzeuge ange-
geben (in der Tabelle abgeku¨rzt mit ’Appr.’). Jedoch ist schon bei wenigen Prozessen die
Grenze der praktischen Nutzbarkeit erreicht. Uppaal konnte mit Approximation die Verifi-
kation von 11 Fischer-Prozessen in 3727 Sekunden durchfu¨hren (auf einer Sun Ultra-Sparc
IIi mit 300 MHz unter Nutzung von 710 MB Speicher).
Farn Wang implementierte das Werkzeug RED (Version 3.1) fu¨r eine BDD-a¨hnliche
Datenstruktur, die von ihm CRD (Clock Restriction Diagram) genannt wird [Wan01]. Er
selbst berichtet u¨ber die Verifikation von 17 Prozessen in 15.330 Sekunden auf einem
Pentium II mit 366 MHz und 256 MB Speicher [Wan00]. Dieses Ergebnis konnte mit
der frei verfu¨gbaren Version des Werkzeugs auf einem schnelleren Rechner mit 1 GHz
jedoch nicht nachvollzogen werden. Die in eigenen Experimenten nachgewiesenen Be-
rechnungszeiten sind in der vorletzten Zeile der Tabelle aufgefu¨hrt und wurden in der
Abbildung 5.24 zur Gegenu¨berstellung mit Rabbit genutzt. Bei der Arbeit von Farn Wang
ist die Einschra¨nkung zu beachten, daß ein System als skalierbare Menge symmetrischer
Prozesse aufgefaßt werden muß, was einen sehr speziellen Sonderfall darstellt [Wan00].
Modelle, die aus einer skalierbaren Anzahl von Prozessen bestehen, weisen meist eine
weniger komplexe Struktur auf.
Fu¨r das Werkzeug Rabbit wurde bei diesem Protokoll ein polynomieller Aufwand er-
mittelt (letzte Zeile der Tabelle). Dadurch kann Rabbit das Modell von Fischers Protokoll
fast so effizient analysieren wie das auf rein kompositionelle Beweistechniken beruhende
Werkzeug CMC von Kristoffersen et al. [KLL+97]. Dieses Werkzeug kann den gegensei-
tigen Ausschluß fu¨r 50 Prozesse von Fischers Protokoll in 172 Sekunden beweisen.
Die BDD-basierte Version von Kronos ist in der Lage, 14 Prozesse zu verifizieren (auf
einer SUN Ultra-Sparc 1, siehe [BMPY97]), was allerdings auch exponentiellen Aufwand
vermuten la¨ßt.
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Abbildung 5.25: BDD-Gestalt in Abha¨ngigkeit von der Anzahl der Fischer-Prozesse (Ma-
ximalbreite des gro¨ßten BDDs: 1058 BDD-Knoten).
Das Werkzeug Timed COSPAN von Alur und Kurshan kann bis zu 10 Prozesse in 720 s
verifizieren, wobei als Grundlage eine BDD-basierte Repra¨sentation des Regionenautoma-
ten dient [AK96].
Durch die BDD-Visualisierung in Abbildung 5.25 wird der polynomiell mit der Anzahl
der Prozesse ansteigende Speicherbedarf der Erreichbarkeitsmenge bei Rabbit veranschau-
licht. Dargestellt werden die Gestalten fu¨r 4, 8, 16, 32 und 64 Prozesse in wechselnden
Graustufen (fu¨r eine Erkla¨rung der Visualisierung siehe Abbildung 3.15 auf Seite 78).
Wie aus der Tabelle 5.2 und der Abbildung 5.24 ersichtlich ist, kann die Sicherheitsei-
genschaft mittels Model-Checking nur vom Werkzeug Rabbit in akzeptabler Zeit u¨berpru¨ft
werden. Dieser Erfolg liegt in erster Linie in der komprimierten Repra¨sentation der Tran-
sitionsrelation und der Erreichbarkeitsmenge begru¨ndet, die wiederum auf das Ordnen der
Variablen innerhalb des repra¨sentierenden BDDs zuru¨ckzufu¨hren ist (siehe Abschnitt 3.3.5
fu¨r den Vergleich verschiedener Variablenordnungen bei Fischers Protokoll).
5.4.2.2 Modell eines AND-Schaltkreises
In den Abschnitten 2.2.1 und 2.3.2 wurde zum Veranschaulichen der Modellie-
rungsmo¨glichkeiten das CTA-Modell eines MOS-Schaltkreises fu¨r die AND-Funktion be-
schrieben. In diesem Abschnitt werden Performance-Ergebnisse fu¨r dieses Modell vorge-
stellt und verglichen. Dieses Modell weist eine weniger regelma¨ßige Struktur auf und hat
einen sta¨rker verbundenen Kommunikationsgraphen als das Modell fu¨r Fischers Protokoll.
Um das Beispiel skalieren zu ko¨nnen, wurden Modelle mit unterschiedlicher Anzahl von
Einga¨ngen des AND-Gatters erarbeitet.
Eine zu analysierende Eigenschaft eines solchen Schaltungsmodells ist, ob ein Kurz-
schluß auftreten kann, d. h. ob es eine Schaltsituation gibt, bei der zwei dual arbeitende
Transistoren gleichzeitig eine geo¨ffnete Kollektor-Emitter-Strecke haben. Andererseits
kann die maximale Anzahl gleichzeitig schaltender Transistoren von Interesse sein, da
die maximale Stromaufnahme einer solchen Schaltung proportional von der Anzahl der
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gleichzeitigen Umschaltvorga¨nge abha¨ngt. Fu¨r diese Analysen muß die Menge aller er-
reichbaren Konfigurationen berechnet werden, was gleichzeitig die aufwendigste Ope-
ration der ganzen Analyse ist. Die konkrete Auspra¨gung einer bestimmten Verifikation
besteht in der Formulierung einer Menge der interessierenden Konfigurationen und die
Berechnung des Durchschnitts dieser Menge mit der Erreichbarkeitsmenge.
Anzahl der Einga¨nge 2 4 8 16
Berechnungszeit, GTR 0.34 5.34 107 1305
Berechnungszeit, TVTR + THTR 0.21 2.44 38.2 426
Tabelle 5.3: Laufzeiten in Sekunden fu¨r die Berechnung aller erreichbaren Konfiguratio-
nen fu¨r das AND-Modell mit dem Werkzeug Rabbit.
In der Tabelle 5.3 werden die Zeiten zum Berechnen aller erreichbaren Konfiguratio-
nen mit Rabbit aufgefu¨hrt, wobei Modelle mit unterschiedlicher Anzahl von Einga¨ngen
fu¨r den Schaltkreis benutzt wurden (erste Zeile in der Tabelle). In der zweiten Zeile
der Tabelle werden die Rechenzeiten unter Benutzung der On-the-fly-Analyse mit der
Standard-Transitionsrelation angegeben. Wird fu¨r die Berechnung der Repra¨sentation der
Transitionsrelation die transitive Hu¨lle (siehe Abschnitt 3.5.2.1) der teilweise vereinigten
Transitionsrelation (siehe Abschnitt 3.5.2.2) verwendet, ko¨nnen die in der dritten Zeile
dargestellten Ergebnisse erzielt werden.
Dieses Modell wurde auch von Bozga et al. als Performance-Beispiel ge-
nutzt [BMPY97]. Dabei beno¨tigt die BDD-basierte Version von Kronos beno¨tigt fu¨r ein
AND-Modell mit 4 Einga¨ngen eine Berechnungszeit von 324.7 Sekunden (Prozessor SUN
Ultra-Sparc 1). Diese Aufgabe wird von Rabbit in nur 2.44 bzw. 5.34 Sekunden bewa¨ltigt.
Abbildung 5.26: Gestalt des BDDs der Erreichbarkeitsmenge beim AND-Modell mit
4 Einga¨ngen (Maximalbreite des BDD: 464 Knoten, Gesamtgro¨ße des BDD: 15267 Kno-
ten).
In Abbildung 5.26 wird die Gestalt des BDDs der Erreichbarkeitsmenge fu¨r das Mo-
dell der AND-Schaltung mit 4 Einga¨ngen dargestellt. In diesem Modell existieren fu¨nf
Bereiche mit starker Kommunikation zwischen den Komponenten, was zu einem starken
lokalen Breitenzuwachs dieser Bereiche des BDDs fu¨hrt.
176 KAPITEL 5. VALIDIERUNG: VERIFIKATIONSFRAMEWORK RABBIT
5.4.2.3 Mini-Automaten mit lokalen Uhren
Das folgende Beispiel dient als Benchmark zur ¨Uberpru¨fung, wie gut ein Werkzeug mit
mehreren voneinander unabha¨ngigen Realzeit-Komponenten umgehen kann. Der Auto-
mat fu¨r eine solche Komponente wurde bereits in der Abbildung 3.23 auf Seite 94 vorge-
stellt.
Anzahl Komp. 4 6 8 16 32 64 128
Anzahl Konfig. 3.3 · 105 1.9 · 108 1.1 · 1011 1.2 · 1022 1.5 · 1044 2.2 · 1088 4.8 · 10176
Mocha 4.74 361 >7200
Rabbit 0.06 0.10 0.19 1.23 6.11 26.8 123
Tabelle 5.4: Laufzeit zur Berechnung aller erreichbarer Konfigurationen fu¨r das Modell
mit zwei Zusta¨nden und einer Uhr je Komponente.
In der Tabelle 5.4 werden die Daten von Experimenten mit Rabbit und Mocha, eben-
falls ein BDD-basiertes Werkzeug fu¨r Model-Checking, aufgefu¨hrt. Hier wird die Version
c-Mocha verwendet, da diese Realzeit-Modelle unterstu¨tzt. In der ersten Zeile wird die
Anzahl der Komponenten im Modell, in der zweiten die Anzahl der Konfigurationen in der
Erreichbarkeitsmenge angegeben. Die Berechnungszeiten von Mocha sind in der dritten
Zeile und die Laufzeiten der On-the-fly-Berechnung der Erreichbarkeitsmenge von Rabbit
in der vierten Zeile wiedergegeben (vgl. Tabelle 3.4 auf Seite 94 fu¨r die Berechnungszeit
von Rabbit bei 256 Komponenten).
Die BDD-basierte Version von Kronos beno¨tigt 20.000 Sekunden fu¨r die Berechnung
der Erreichbarkeitsmenge fu¨r 9 Komponenten [BMPY97].
Die BDD-Repra¨sentation fu¨r dieses Modell hat eine interessante Eigenschaft: Die
Menge aller erreichbaren Konfigurationen hat fu¨r dieses Modell eine lineare Speicherkom-
plexita¨t (in ¨Ubereinstimmung mit der Gro¨ßenscha¨tzung, weil die Menge CommA(i) nach
Abschnitt 3.3.2 fu¨r alle Komponenten i leer ist). Jedoch wachsen die Zwischen-BDDs
innerhalb der Fixpunkt-Iteration sehr stark (vgl. Abbildung 3.24 auf Seite 94). Dieses
Problem konnte mit der On-the-fly-Analyse aus Abschnitt 3.5.4 gelo¨st werden. Die Gro¨ße
des jeweiligen BDDs fu¨r die Erreichbarkeitsmenge kann dort der Tabelle 3.4 auf Seite 94
entnommen werden.
5.4.2.4 Token-Ring-FDDI-Protokoll
Fiber Distributed Data Interface (FDDI) ist ein Hochgeschwindigkeitsprotokoll fu¨r lokale
Netzwerke (LAN), die auf Glasfaser-Optik beruhen und nach dem Konzept des Token-
Rings arbeiten [Jai94, SR94]. Ein solches FDDI-Netzwerk besteht aus n identischen Sta-
tionen und einem Ring, u¨ber den die Stationen miteinander kommunizieren ko¨nnen. Es
wird unterschieden zwischen synchronen Nachrichten mit hoher Priorita¨t und asynchronen
Nachrichten mit niedriger Priorita¨t. Bei diesem Protokoll stellt sich als Verifikationsauf-
gabe z. B. die Frage nach der begrenzten Zeit fu¨r den Zugriff auf den Ring. D. h. es soll
nachgewiesen werden, daß die Zeit zwischen zwei aufeinanderfolgenden Token-Zugriffen
einer Station durch eine Konstante begrenzt ist, die von der Anzahl der beteiligten Statio-
nen abha¨ngt.
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Abbildung 5.27: Modell fu¨r den Ring im FDDI-Protokoll fu¨r zwei Stationen.
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Abbildung 5.28: Modell fu¨r die i-te Station im FDDI-Protokoll.
Abbildung 5.27 gibt den Automaten fu¨r den Ring wieder. Der Ring funktioniert in der
folgenden Weise: Nach einer Verzo¨gerung bei der Token-Weitergabe im Ring von td Zeit-
einheiten (token delay) wird der na¨chsten Station i durch das Signal tti (take token) das
Token u¨bergeben. Zum Messen der Verzo¨gerung bedient sich der Automat einer Uhr x.
Nachdem die Station i die Datenu¨bertragung in synchronem oder asynchronem Modus be-
endet hat, wird durch das Signal rti (release token) das Token an den Ring zuru¨ckgegeben.
Wiederum nach einer Verzo¨gerung td des Rings bekommt die Station i+1mod n das To-
ken usw. Die Konstante td spielt fu¨r die Verifikationsaufgabe eine untergeordnete Rolle.
Der Automat fu¨r die i-te Station ist in Abbildung 5.28 dargestellt4 (siehe
auch [Yov98]). Fu¨r die Station i existieren zwei Uhren yi und zi, die jeweils abwechselnd
die Token-Umlaufzeit messen. Der Automat befindet sich in einem der drei Zusta¨nde
auf Token wartend, im synchronen oder im asynchronen ¨Ubertragungsmodus. Diese drei
Zusta¨nde werden den Rollen der Uhren entsprechend unterteilt in sechs Zusta¨nde des Au-
tomaten: In den Zusta¨nden z Idle, z Sync und z Async mißt die Uhr zi die seit dem Auf-
treten des Signals tti in der letzten Runde vergangene Zeit, die Uhr yi wird beim Auftreten
des Signals tti auf den Wert 0 gesetzt und mißt im Zustand z Sync die Zeitdauer der syn-
chronen ¨Ubertragung von Nachrichten hoher Priorita¨t, die durch die Konstante sa begrenzt
ist. Von nun an wird die Uhr yi in dieser Runde nicht mehr zuru¨ckgesetzt, damit sie die
Zeit seit dem letzten Auftreten des Signals tti fu¨r die na¨chste Runde messen kann. In den
Zusta¨nden y Idle, y Sync und y Async tauschen die Uhren yi und zi die Rollen: yi mißt die
4Dieses Automaten-Modell des FDDI-Senders orientiert sich an dem fu¨r Uppaal entwickelten Modell
von Oliver Mo¨ller.
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Zeit seit dem Auftreten von tti in der letzten Runde und zi mißt die Zeit seit dem ¨Ubergang
von y Idle nach y Sync.
Eine Station darf nach der synchronen ¨Ubertragung in den asynchronen Modus gehen,
falls die Umlaufzeit des Tokens ihren Maximalwert ttrt (target token rotation time) noch
nicht erreicht hat. Hier darf die Station solange Nachrichten niedriger Priorita¨t senden,
bis der Maximalwert fu¨r die asynchrone ¨Ubertragungszeit erreicht ist, oder sie kann das
Token vorher an den Ring zuru¨ckgeben. (Die Konstanten im Modell wurden mit folgenden
Werten belegt: td = 0, sa = 1, ttrt = 2n+ 1.)
Komplexita¨tsuntersuchung des Speicheraufwands fu¨r die Erreichbarkeitsmenge.
Erstmals in der Literatur5 wird hier eine Komplexita¨tsabscha¨tzung zur Gro¨ße der Erreich-
barkeitsmenge argumentiert (in der in Abbildung 3.26 auf Seite 97 eingefu¨hrten Form).
Dabei wird nach einer a¨hnlichen Strategie vorgegangen wie in Abschnitt 3.3.2.
Behauptung 5.1 Die Speicherkomplexita¨t fu¨r die BDD-Repra¨sentation der Erreichbar-
keitsmenge fu¨r das FDDI-Protokoll liegt in O(n4 log n), wobei n die Anzahl der beteilig-
ten Stationen ist.
Begru¨ndung: Zuna¨chst wird die Tiefe des BDDs untersucht: Fu¨r jede Station sind
sechs Werte fu¨r die Zusta¨nde des Automaten und je 2n + 1 Werte fu¨r die beiden Uhren
notwendig (bestimmt durch die gro¨ßte Konstante im Modell). Damit werden O(log n)
Bits zur Kodierung der Variablen einer Komponenten beno¨tigt. Der Automat fu¨r den Ring
hat 2n Zusta¨nde und eine Uhr mit einem konstanten Wertebereich (O(log n) Bits fu¨r den
Ring). Da im BDD die Werte fu¨r n Stationen zu speichern sind, liegt die Gesamt-Tiefe
des BDD in O(n log n).
Die Variablenordnung des BDDs ergibt sich aus der Pra¨fix-Linearisierung des Modells
und der Gro¨ßenscha¨tzung aus Abschnitt 3.3.2 in der folgenden Reihenfolge: Variablen des
Rings, Variablen der Station 1, Variablen der Station 2, ..., Variablen der Station n. Sei
der BDD an der Ebene direkt unter der letzten Variablen des Rings betrachtet: hier hat der
BDD O(n) verschiedene Kofaktoren, fu¨r jeden Zustand des Ring-Automaten einen. Diese
Kofaktoren unterschieden sich darin, daß eine einzige Station i nicht in einem Idle-Zustand
auf das Token wartet (dann ist der Ring im Zustand Ringi), oder alle Stationen befinden
sich in einem Idle-Zustand (dann ist der Ring im Zustand RingToi und die aktive Uhr der
Station i hat den gro¨ßten Wert). Die unbeteiligten Stationen, die in der Variablenordnung
vor Station i liegen, befinden sich entweder alle im Zustand z Idle oder alle im Zustand
y Idle; dasselbe gilt fu¨r alle hinter i liegenden Stationen. Die Anzahl dieser Kofaktoren
ergibt den zweiten linearen Faktor in der Abscha¨tzung.
Sei im folgenden einer dieser Kofaktoren betrachtet. Dann verbleibt die Untersuchung
der Abha¨ngigkeiten der Uhren untereinander in diesem einen Kofaktor. Die dafu¨r rele-
vanten Komponenten einer Konfiguration lassen sich in der folgenden Weise vereinfacht
schreiben: Bezeichne (i, x1, . . . , xn) eine Konfiguration, wobei i der Wert der Zustands-
variablen fu¨r den Ring ist (Ringi) und x1, . . . , xn die Werte der jeweils aktiven Uhren der
5Da der Analyseaufwand bei den existierenden Werkzeugen aufgrund der Datenstrukturen und Algo-
rithmen fu¨r nahezu alle Modelle exponentiell oder sta¨rker wa¨chst, waren bisher auf bestimmte Modelle
bezogene Komplexita¨tsabscha¨tzungen in der Literatur nicht relevant.
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Stationen 1, . . . , n bezeichnen. Fu¨r die i-te Station sind jeweils zwei Uhren aktiv: xalti mißt
die Zeit seit dem Empfangen des Tokens in der letzten Runde und xneui mißt die Zeit seit
dem Empfangen des Tokens in der aktuellen ¨Ubertragungsphase. Dann gilt die folgende
Abha¨ngigkeit:
xalti > xi+1 > · · · > xn > x1 > · · · > xi−1 > xneui .
D. h. nachdem eine Station das Token empfangen hat, ist die Uhr xneui gerade
zuru¨ckgesetzt worden und hat den kleinsten Wert u¨berhaupt. Außerdem hat die Uhr xalti ,
die die Zeit seit dem Empfangen des Tokens in der letzten Runde mißt, den gro¨ßten Zeit-
wert u¨berhaupt. Damit ist eine Abha¨ngigkeit zwischen je zwei benachbarten Stationen
gegeben.
Diese Abha¨ngigkeit wirkt sich zweimal auf die BDD-Gro¨ße aus: Sei die Anzahl der
Kofaktoren im BDD an der Position unmittelbar vor der ersten Variable der Station i be-
trachtet. Dann muß fu¨r jeden Wert der aktiven Uhr der vorherigen Station i−1 ein Kofaktor
existieren, um die ”kleiner-als”-Beziehung zur Vorga¨nger-Station ausdru¨cken zu ko¨nnen.
Außerdem mu¨ssen orthogonal dazu alle Werte der aktiven Uhr der Station 1 in Kofakto-
ren ’durchgereicht’ werden, um die ”gro¨ßer-als”-Beziehung der Station n zur Station 1
auszudru¨cken.
Damit existieren im BDD in der Ebene vor der ersten Variablen der Station i eine An-
zahl von Kofaktoren aus O(n3). Durch Kombination mit der Tiefe folgt die Behauptung.
Anzahl Sender 2 4 6 8 10 12 14 16
Anz. Konfigurationen 106 2420 48330 903784 1.6 · 107 2.9 · 108 5.0 · 109 8.5 · 1010
Uppaal 0.01 0.03 0.16 1.42 18.2 279 4530 >7200
Rabbit, Laufzeit 0.04 0.25 0.99 4.20 11.4 26.9 49.8 142
Rabbit, BDD-Gro¨ße 350 4211 18501 64505 151737 305523 501305 993673
Tabelle 5.5: Laufzeit und Speicherbedarf fu¨r die Berechnung aller erreichbaren Konfigu-
rationen beim Modell des FDDI-Protokolls.
Dieses Ergebnis konnte mit dem Werkzeug Rabbit experimentell nachgewiesen wer-
den. Tabelle 5.5 gibt die Meßgro¨ßen der Verifikation in Abha¨ngigkeit der Anzahl beteilig-
ter Sender (erste Zeile) an. In der zweiten Zeile ist die Anzahl der in der Erreichbarkeits-
menge enthaltenen Konfigurationen aufgefu¨hrt. Die von Uppaal beno¨tigte Analysezeit ist
in der dritten Zeile enthalten. Fu¨r die Experimente mit Rabbit wurden die Laufzeiten der
Full-set-Berechnung unter Verwendung der vereinigten Transitionsrelation in der vierten
Zeile aufgelistet. Die Anzahl der BDD-Knoten zur Speicherung der Erreichbarkeitsmenge
geht aus der letzten Zeile hervor. In den Meßergebnissen spiegelt sich fast exakt die poly-
nomielle Abha¨ngigkeit vierten Grades wieder: Eine Verdopplung der Anzahl der Sender
fu¨hrt zu einer 16fachen Anzahl an BDD-Knoten in der Erreichbarkeitsmenge. uunionsq
5.4.2.5 CSMA/CD-Protokoll
In einem Boadcast-Netzwerk mit einem Multi-Access-Medium stellt sich das Problem,
nach welchem Schema die Erlaubnis zum Zugriff auf das Medium erteilt werden soll,
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wenn mehrere Sender-Stationen Daten u¨bertragen wollen. Eine Lo¨sung fu¨r dieses Problem
stellt das Protokoll CSMA/CD (Carrier Sense, Multiple-Access with Collision Detection)
dar (vgl. [Tan89]).
Wenn ein Sender Daten u¨bermitteln mo¨chte, fragt er das Medium, ob es gerade von
einem anderen Sender fu¨r eine ¨Ubertragung benutzt wird. Wenn nicht, kann der Sen-
der mit der ¨Ubertragung beginnen. Wird festgestellt, daß das Medium gerade von einem
anderen Sender benutzt wird, muß der Sender eine gewisse Zeitspanne warten und die
¨Ubertragung erneut versuchen. Beginnen mehrere Sender nahezu gleichzeitig mit der Da-
tenu¨bertragung, dann tritt eine Kollision auf. Alle Sender erkennen dies und brechen die
¨Ubertragung ab. Nach einer zufa¨llig gewa¨hlten Wartezeit kann erneut der Zugriff auf das
Medium versucht werden.
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Abbildung 5.29: Modell fu¨r das Medium im CSMA/CD-Protokoll (nach [Yov97]).
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Abbildung 5.30: Modell fu¨r die i-te Sender-Station im CSMA/CD-Protokoll.
Das Gesamtmodell fu¨r dieses Beispiel besteht aus einem Medium und einer Anzahl
von Sendern. Der Automat fu¨r das Medium ist in Abbildung 5.29 dargestellt. Im Modell
existieren fu¨r jeden Sender i die Signale begini, endi und busyi fu¨r die oben beschriebene
Kommunikation mit dem Medium. Zum Melden einer Kollision existiert ein gemeinsa-
mes Signal cd, d. h. cd ist ein globales Signal fu¨r alle Sender und das Medium. In der
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Anz. Sender 2 4 8 16 32 64 128 256
Anz. Konfig. 71 3471 4.2 · 106 3.4 · 1012 1.2 · 1024 7.9 · 1046 1.3 · 1092 3.2 · 10157
Uppaal 0.01 0.03 >7200
Uppaal, Appr. 0.01 0.02 2.02 >7200
Kronos, Appr. 0.04 2.65 >7200
RED, Wang 0.05 0.28 5.88 >7200
Rabbit, Zeit 0.03 0.09 0.49 2.58 13.1 60.2 349 2160
ReachSet 99 309 729 1569 3249 6609 13329 23460
TransRel 425 1605 6245 24645 97925 390405 1559045 6231045
Tabelle 5.6: Laufzeit zur Berechnung aller erreichbaren Konfigurationen fu¨r das Modell
des CSMA/CD-Protokolls.
Wartephase befindet sich der Automat im Zustand Init. Von dort aus kann der Automat
mit der Marke begini synchronisieren, falls der Sender i das Medium benutzen mo¨chte.
Nach einer gewissen Zeitspanne σ (fu¨r das Propagieren u¨ber das Netzwerk) kann das Me-
dium die Abfragen anderer Sender durch Synchronisation mit busyj fu¨r den j-ten Sender
beantworten. Die Zeit wird gemessen durch die Uhr x. Beginnt der Sender j vor dem
Verstreichen dieser Zeitspanne mit der ¨Ubertragung, wobei sich das Medium wegen des
i-ten Senders bereits im Zustand Transm befindet, dann geht das Medium in den Zustand
Cd u¨ber und alle Sender erhalten das Signal cd fu¨r eine Kollision.
Jeder Sender ist durch einen Automaten modelliert worden (siehe Abbildung 5.30 auf
der vorherigen Seite). Solange sich ein Sender im Zustand Idle aufha¨lt, kann er belie-
big cd-Signale empfangen, ohne seinen Zustand zu vera¨ndern. Mo¨chte der Sender Daten
u¨bertragen, wechselt er in den Zustand Send. Durch die Invariante des Zustands Send
wird erzwungen, daß unmittelbar nach Betreten des Zustands in den na¨chsten Zustand ge-
wechselt wird. Ist das Medium gerade nicht bescha¨ftigt und kann mit dem Signal begini
synchronisieren, dann wechseln Sender und Medium gemeinsam in der Zustand Transm.
Hier kann der Sender eine Zeit lang (begrenzt durch die Konstante λ) Daten u¨bertragen.
Die Zeit wird von der Uhr xi gemessen. Mit dem Signal endi gibt der Sender nach been-
digter ¨Ubertragung das Medium wieder frei. Betritt jedoch innerhalb einer gewissen Zeit-
spanne σ (Propagierzeit) ein weiterer Sender den Zustand Transm oder war bereits kurz
vorher ein anderer Sender in diesem Zustand, dann erhalten alle Sender das cd-Signal und
gehen u¨ber in den Zustand Cd. Von dort aus kann jeweils nach einer Zeit von maximal 2σ
Einheiten der Zugriff auf das Medium erneut versucht werden.
Tabelle 5.6 gibt die Meßergebnisse der Experimente mit diesem Modell wieder. In der
ersten Zeile sind wieder verschiedene Anzahlen der Sender-Prozesse angegeben, um die
das Modell skaliert wurde. Die zweite Zeile beinhaltet die Anzahl der in der Erreichbar-
keitsmenge repra¨sentierten Konfigurationen. Die folgenden drei Zeilen geben die Lauf-
zeiten fu¨r die Werkzeuge Uppaal und Kronos an, wobei die Abku¨rzung ’Appr.’ auf die
Verwendung der konvexen Hu¨lle hinweist. Uppaal ohne Approximation kann das Modell
mit bis zu 7 Sendern in 285 Sekunden verifizieren. Mit Approximation ist der ho¨chste
erreichbare Wert 12 Sender in 323 Sekunden (nicht in der Tabelle enthaltene Zwischen-
werte fu¨r Uppaal mit Approximation: 9 Sender 6.28 s, 10 Sender 19.6 s, 11 Sender 72.7 s,
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12 Sender 323 s). Kronos kann mit Approximation bis zu 7 Sender-Prozesse in 1910 s
verifizieren.
Fu¨r das ebenfalls auf BDD-Techniken basierende Werkzeug RED 3.1 von Farn Wang
stehen die Laufzeit-Ergebnisse in der sechsten Zeile. Das gro¨ßte von diesem Werkzeug
handhabbare Modell entha¨lt 13 Sender und kann in einer Zeit von 2390 s verifiziert wer-
den. Selbst diese Meßreihe weist einen exponentiellen Analyseaufwand in Abha¨ngigkeit
von der Anzahl der Sender auf.
Fu¨r die eigene Implementierung Rabbit wurde die Laufzeit zur Berechnung der Er-
reichbarkeitsmenge in der siebenten Zeile aufgefu¨hrt. In den letzten beiden Zeilen sind
die Gro¨ßen der Erreichbarkeitsmenge (ReachSet) und die Transitionsrelation (TransRel)
in BDD-Knoten angegeben.
Bei der Verifikation mit Rabbit tritt folgender Effekt auf: Die Gro¨ße des BDDs fu¨r die
Erreichbarkeitsmenge wa¨chst linear mit der Anzahl der beteiligten Sender, weil die Sen-
der voneinander unabha¨ngig sind und nur vom Medium abha¨ngen. Wie aus der vorletzten
Zeile der Tabelle ersichtlich, verdoppelt sich die Gro¨ße des repra¨sentierenden BDDs bei
Verdopplung der Anzahl der Sender. Dennoch ist der fu¨r die Berechnung der Erreich-
barkeitsmenge erforderliche Zeitaufwand nicht linear. Die Ursache liegt in der Transi-
tionsrelation. In der vorliegenden Implementierung ko¨nnen die Transitionsrelationen fu¨r
unterschiedliche Signale nicht wa¨hrend der Konstruktion der Transitionsrelation vereinigt
werden. Da in diesem Modell die Anzahl der Signale linear von der Anzahl der beteiligten
Sender abha¨ngt, ist zur Speicherung der Transitionsrelation ein quadratischer Aufwand er-




Der wichtigste Beitrag ist die Effizienzverbesserung bei der Verifikation von Realzeit-
Systemen auf der Basis der Timed Automata. Deshalb wird ein Performancevergleich
mit den besten verfu¨gbaren Werkzeugen durchgefu¨hrt, wobei versucht worden ist, fu¨r die
Fremdwerkzeuge jeweils die gu¨nstigsten Parameter zu finden (z. B. Approximation bei
Uppaal und Kronos).
Das Werkzeug Rabbit liefert wesentlich bessere Performance-Resultate als alle ver-
gleichbaren Model-Checking-Werkzeuge fu¨r Timed Automata. Dabei wurde nicht nach
Modellen gesucht, die fu¨r das hier vorgestellte Werkzeug besonders gu¨nstig sind. Viel-
mehr wurden solche Modelle verifiziert, die von den Entwicklern anderer Werkzeuge zur
Pra¨sentation ihrer Forschungsergebnisse verwendet wurden. Die Leistung der hier vorge-
stellten Konzepte liegt nicht in der marginalen Verbesserung der Performance6, sondern
in einer Verbesserung der Analyse-Komplexita¨t einiger Beispiel-Modelle von exponentiell
auf polynomiell. Die meisten der behandelten Beispiele ko¨nnen mit polynomiellem Zeit-
und Speicherplatz-Aufwand analysiert werden. Damit ist die Implementierung Rabbit der
Forderung aus Kapitel 1 nach einem effizienten Werkzeug zur Verifikation auch großer
Systeme gerecht geworden (Forderung 3 auf Seite 17).
6Beitrag von Frits Vaandrager zur Mailing-Liste CONCURRENCY (Aug. 2000): ”At a recent meeting
of the Dutch Association for Theoretical Computer Science, Amir Pnueli gave an overview talk on model
checking. He concluded his talk with a transparency stating something like ’The future of model checking
is bright’. During the lunch break following Pnueli’s talk, Willem Paul de Roever (always good for some
provocative statements) argued that Pnueli was dead wrong. According to Willem Paul model checking is
almost dead: ’The key people in the area agree that there are no major breakthroughs to be expected but only
minor improvements. Model checking has just not become what people hoped it would be.’ ”
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Kapitel 6
Fallstudie Fertigungsanlage
Die bisher in den einzelnen Kapiteln vorgestellten Beispiele sind geeignet, um einige Mo-
dellierungsaspekte einfach zu illustrieren. Einige besondere Eigenschaften bei der Analy-
se ko¨nnen betont und Performance-Vergleiche mit anderen Werkzeug-Implementierungen
durchgefu¨hrt werden. Diese sogenannten Performance-Benchmarks haben einen entschei-
denden Nachteil: Sie sind aus vielen kleinen Komponenten zusammengesetzt, die zum Er-
reichen der Performancegrenzen notwendige Modellgro¨ße wird dadurch erreicht, daß die
Anzahl der beteiligten Prozesse bzw. Komponenten skaliert wird. Dadurch weisen diese
Modelle meist eine einfache Struktur auf. Dies wird damit gerechtfertigt, daß einerseits
große Modelle mit vielen Variablen und Zusta¨nden beno¨tigt werden und andererseits der
Modellierungsaufwand bestimmte Grenzen nicht u¨berschreiten soll.
Aus diesem Grund wird hier die Modellierung und Verifikation einer realen Fer-
tigungsanlage beschrieben, die an Gro¨ße und Komplexita¨t die bisher in der Literatur
erwa¨hnten Fallstudien im Bereich der auf Timed Automata basierenden Verifikation
u¨bertrifft. Die durchgefu¨hrte Fallstudie soll belegen, daß die in dieser Arbeit vorgeschla-
genen Konzepte und Ergebnisse auch auf große Systeme angewendet werden ko¨nnen,
nicht nur auf sogenannte Benchmark-Beispiele. Das Projekt zum Entwickeln des for-
malen Modells nahm mehrere Monate in Anspruch und erforderte nicht nur das Anwen-
den der formalen Modellierungstechnik, sondern daru¨berhinaus auch softwaretechnische
¨Uberlegungen, wie es beim ”Programmieren im Großen” erforderlich ist. Die hier vorge-
stellte Fertigungsanlage ist vom Anlagentyp her der in der KORSO-Fallstudie von Lewer-
entz und Lindner verwendeten Produktionszelle a¨hnlich [LL95].
Nach einigen Ausfu¨hrungen u¨ber die Abha¨ngigkeiten zwischen Prozeß-Phasen und
Ergebnis-Dokumenten wird die Fertigungsanlage beschrieben. Es wird ausfu¨hrlich auf die
Beschreibung des Systems als CTA-Modell eingegangen. Das Modell wird in physische
Umgebung, Steuerung und Ablaufprogramm des Werkstu¨cks gegliedert. In der physischen
Umgebung werden die Annahmen u¨ber die Hardware fixiert. Steuerung mit Ablaufpro-
gramm sind die Teile, fu¨r die in der Praxis ein Software-Programm entwickelt werden
wu¨rde. Es wird ein ¨Uberblick u¨ber die Struktur und die verwendeten Modellierungskon-
zepte gegeben. Da das Modell der Fertigungsanlage in dieser Arbeit wegen des enormen
Umfangs nicht im Detail dargestellt werden kann, werden einige wichtige Komponenten
exemplarisch genauer erkla¨rt. Die vom Werkzeug Rabbit angebotenen Mo¨glichkeiten fu¨r
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die Spezifikation und Verifikation werden in einigen Beispiel-Analysen gezeigt. Dabei
wird nicht nur auf Erreichbarkeitsanalyse, sondern auch auf Spezifikation mittels abstrak-
ter Modelle und Verfeinerungsanalyse eingegangen.
6.1 Vorbetrachtungen: Dokumente und Prozeß-Phasen
Auch wenn sich diese Arbeit nicht mit der Untersuchung von formale Methoden integrie-
renden Entwicklungsprozessen bescha¨ftigt, muß auf ein Minimum an Organisation der
verschiedenen Arbeitsschritte bei der Erzeugung und Analyse eines so großen Systems
zuru¨ckgegriffen werden. Ein Prozeßmodell ist auch notwendig, um die Zusammenha¨nge
besser darstellen und Abla¨ufe einordnen zu ko¨nnen. Gru¨ndlich untersuchte und verfeiner-
te Ansa¨tze zur Definition von Prozeßmodellen sind in [SM97] zu finden, [EMD+98] bietet
einen ¨Uberblick u¨ber das KORSYS-Projekt, in dem u. a. formale Methoden unterstu¨tzende
Prozeßmodelle behandelt worden sind.
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Abbildung 6.1: Relevante Dokumente und ihre Entstehung im Entwicklungsprozeß.
Abbildung 6.1 zeigt einen solchen mo¨glichen Entwicklungsprozeß, der eine grobe Ori-
entierung beim Entwickeln von Steuerungssoftware fu¨r eingebettete Realzeit-Systeme mit
dem hier beschriebenen Formalismus liefert. Der Prozeß zur Entwicklung einer Steue-
rung wird zuna¨chst unterteilt in die Schritte Modellbildung, Verifikation, Erzeugung des
lauffa¨higen Programms, wobei die Modellbildung aus Analyse, Entwurf und Verfeine-
rung besteht. Die Pfeile zwischen den Phasen auf der linken Seite der Abbildung deuten
die Reihenfolge des ersten Eintretens in die jeweilige Phase an, d. h. eine Folgephase
beno¨tigt Arbeitsergebnisse aus einer vorherigen Phase. Die Arbeitsergebnisse sind durch
das Dokumentensymbol horizontal der Phase zugeordnet, in der sie entstehen. Die Pfei-
le zwischen den Dokumenten zeigen deren Abha¨ngigkeiten untereinander. Dies bedeutet
nicht, daß streng nach einem Wasserfall-Modell vorgegangen werden muß. Iterationen der
fru¨heren Phasen und zyklisches Vorgehen sind notwendig und erwu¨nscht.
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In der Analysephase werden fu¨r ein geplantes System die Anforderungen bzw. Eigen-
schaften, die wa¨hrend des Entwicklungsprozesses beachtet werden sollen und die letztend-
lich verifiziert werden mu¨ssen, natu¨rlichsprachlich definiert. Dabei darf nur auf die Hard-
warekomponenten Bezug genommen werden, da die Architektur der Software-Steuerung
noch nicht bekannt ist. Die Eigenschaften beziehen sich dabei also auf die Wechselwir-
kung der Hardwarekomponenten untereinander, auf die Wirkung der Komponenten auf
das zu bearbeitende Werkstu¨ck und auf die Sicherheitsanforderungen des Menschen als
Bediener der Anlage.
Die Entwurfsphase dient der Modellbildung auf hoher Ebene, es wird die Architektur
des Modells festgelegt. Die Hauptkomponenten des Systems werden identifiziert und in
das Modell abgebildet. Auch die Interaktionen der Komponenten untereinander und die
Schnittstellen der Komponenten sowie die grundlegende hierarchische Strukturierung des
Modells werden definiert. Meist wird in diesem Stadium des Modells die Zeit noch nicht
beru¨cksichtigt, d. h. es wird zuna¨chst ein reaktives System modelliert. Das Arbeitsergeb-
nis dieser Phase ist ein abstraktes CTA-Modell, welches alle Architektur- und Entwurfs-
Entscheidungen beinhaltet.
Von zentraler Bedeutung ist die Verfeinerungsphase. In dieser Phase werden zwei
unterschiedliche Entwicklungsaktivita¨ten ausgefu¨hrt: Zum einen wird das CTA-Modell
aus der Entwurfsphase oder aus einer vorherigen Iteration der Verfeinerungsphase weiter-
entwickelt. Es werden alle noch fehlenden Details eingefu¨gt und bisher noch unwichtige
Komponenten implementiert. Falls bisher noch nicht geschehen, wird in dieser Phase
das Zeitverhalten der einzelnen Komponenten modelliert. Zum anderen wird die CTA-
Spezifikation, eine formale Definition aller zu u¨berpru¨fenden Eigenschaften des Modells,
erstellt. In dieser Version der Anforderungsspezifikation wird Bezug auf die einzelnen
Komponenten des CTA-Modells genommen, wobei beliebig tief auf die Details des Mo-
dells eingegangen werden kann und auch Komponenten der Steuerung adressiert werden
ko¨nnen. Am Ende einer Iteration dieser Phase steht als Arbeitsergebnis ein Paar von CTA-
Spezifikation und CTA-Modell zur Verfu¨gung. Es ist also grundsa¨tzlich darauf zu achten,
daß nach dieser Phase Spezifikation und Modell zusammen passen. Je nach Modellgro¨ße
und Grobheit der Verfeinerungsschritte sind mehrere Iterationen der Verfeinerungsphase
notwendig.
Die eigentliche formale Verifikation erfolgt in der Verifikationsphase. Das vollauto-
matische Analyse-Werkzeug u¨berpru¨ft, ob das CTA-Modell alle in der CTA-Spezifikation
aufgefu¨hrten Eigenschaften erfu¨llt. Dabei entsteht als Dokument eine Sammlung von Ana-
lyseresultaten, die von beliebigen imperativen Analyseanweisungen berechnet werden und
daher von der Aussage ”Eigenschaft erfu¨llt” bzw. ”Eigenschaft verletzt” bis hin zu detail-
lierten Informationen u¨ber die berechneten Konfigurationen reichen ko¨nnen.
Ein wesentliches Problem bei der auf formale Verifikation gestu¨tzten Softwareent-
wicklung besteht darin, daß die Verifikation des Modells wenig u¨ber das letztendlich in
das eingebettete System eingebaute Steuerungsprogramm aussagt, da bei der Implemen-
tierung des Steuerungsprogramms Fehler eingebracht werden ko¨nnen. Diese manuell pro-
grammierte Steuerung muß grundsa¨tzlich ausfu¨hrlich mit herko¨mmlichen Methoden ge-
testet werden. In der Phase der Codeerzeugung wird fu¨r den Teil des Modells, der die
Steuerung modelliert, ein ausfu¨hrbares Programm generiert. Ist der Generator fehlerfrei,
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der aus dem Steuerungsmodell das Steuerungsprogramm erzeugt, dann kann angenom-
men werden, daß das generierte Programm auch korrekt bzgl. der Spezifikation ist, falls
das Modell korrekt bzgl. der Spezifikation war. Der Einsatz einer solchen Generierung
von ausfu¨hrbarem Code ist in zweierlei Hinsicht lohnenswert. Einerseits beno¨tigt das
sorgfa¨ltige Sicherstellen der Korrektheit des ¨Ubersetzers weniger Zeit als das Sicherstellen
der Korrektheit des Steuerungsprogrammes, da dieses viel gro¨ßer ist als der Codegenerator
selbst. Andererseits genu¨gt es, die Korrektheit des Generators einmal zu zeigen, wa¨hrend
die Korrektheit des manuell erzeugten Steuerungsprogrammes bei jeder neuen Steuerung
nachgewiesen werden muß.
6.2 Von der Idee u¨ber das Modell zum Programm
In diesem Abschnitt werden einige in diesem Projekt angenommene Leitgedanken zur
Modell-Bildung und zu den Beziehungen der verschiedenen Entwicklungsstadien des Mo-
dells zueinander wiedergegeben. Wie im Abschnitt 6.1 unter dem Gesichtspunkt der
Prozeß- und Dokumentenabfolge bereits angedeutet, arbeitet der Entwickler mit Beschrei-
bungen des Steuerungsprogrammes auf vielen verschiedenen Ebenen. Abbildung 6.2 auf
der na¨chsten Seite zeigt eine Abfolge von Systembeschreibungen der wichtigsten vier Ebe-
nen.
Aus den ¨Uberlegungen zu den Aufgaben des Systems entsteht eine Anforderungsdefi-
nition. Diese wird meist von Fachexperten, d. h. von Leuten aus dem Anwendungsbereich
des Systems (Kunden), in natu¨rlichsprachlicher Form verfaßt und von den Entwicklern
ha¨ufig als ”schwammig” bewertet.
In Analysen entwickelt das Softwareentwicklungsteam ein klares Bild davon, was ge-
nau vom fertigen System erwartet wird. Als Ergebnis dieser Phase entsteht eine formal
verfaßte und damit pra¨zise Spezifikation der Eigenschaften des Systems (formalisierte
Anforderungsbeschreibung). Dabei wird ha¨ufig eine Temporal-Logik verwendet, wobei
sich die Formeln nur auf die physische Umgebung der Steuerung beziehen sollten, da
die Steuerung selbst noch nicht, auch noch nicht als Modell, existiert. Dieser Prozeß der
Formalisierung findet, abha¨ngig davon, wie abstrakt er gehalten wird, entweder in der
Analysephase oder in der Verfeinerungsphase statt. Hier wird bereits der erste Vorteil
der Anwendung formaler Methoden deutlich: durch das pra¨zise Formulieren entdeckt der
Entwickler Lu¨cken in seinem Versta¨ndnis oder zu Widerspru¨chen fu¨hrende Interpretati-
onsfehler, die bereits jetzt durch Ru¨ckfragen an die Fachexperten gekla¨rt werden ko¨nnen
und sonst erst in einer spa¨teren Phase explizit geworden wa¨ren.
Im na¨chsten Schritt wird das eigentliche formale Modell entwickelt. Das System-
Modell entha¨lt ein Teil-Modell zur Definition des Aufbaus und des Verhaltens der Steue-
rung (Steuerungsmodell) sowie ein Umgebungsmodell, welches alle Annahmen u¨ber die
physische Umgebung der Steuerung festgelegt. Zur Notation des Modells werden z. B. zu-
standsbasierte Formalismen wie Petrinetze oder Automaten verwendet (hier natu¨rlich Ti-
med Automata). Die neue, weniger abstrakte Beschreibung des Systems stellt eine Ver-
feinerung der Spezifikation des Systems dar. Die Korrektheit des Modells bezu¨glich der
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Abbildung 6.2: Systembeschreibungen auf verschiedenen Ebenen.
Spezifikation kann durch Model-Checking nachgewiesen werden, d. h. es werden alle in
der Spezifikation festgelegten Eigenschaften am Modell gepru¨ft.
Da ein genu¨gend detailliertes Modell meist nicht in einem Schritt entwickelt werden
kann, sind evtl. weitere Verfeinerungsschritte notwendig. Dabei wird gewo¨hnlich eine der
beiden folgenden Vorgehensweisen gewa¨hlt:
• Es werden in einem iterativen Prozeß weitere schrittweise Verfeinerungen des Mo-
dells vorgenommen. Ist der gewu¨nschte Detaillierungsgrad erreicht, werden mit-
tels Erreichbarkeitsanalyse alle geforderten Eigenschaften nachgewiesen. Der of-
fensichtliche Nachteil dieser Strategie ist das schnell unpraktikabel groß werdende
Modell, was zur Folge hat, daß bestimmte Analysen nicht mehr mo¨glich sind.
• Sobald im Modell genu¨gend Details vorhanden sind, um eine Eigenschaft zu ve-
rifizieren, wird diese Eigenschaft des Modells bewiesen. Bei allen weiteren Ver-
feinerungsschritten wird nach Vollendung eines bestimmten Zwischen- bzw. des
Endstadiums bewiesen, daß die neue, detailliertere Version des Modells (oder ei-
nes Teilmodells fu¨r eine Komponente) eine Verfeinerung des korrespondierenden
Modells der abstrakteren Version ist. Diese Art der schrittweisen Verfeinerung wird
eigenschaftserhaltende Verfeinerungstransformation genannt.
Um letztendlich eine ausfu¨hrbare Steuerung zu erhalten, muß im letzten Schritt aus
dem Teil des Systemmodells, welches das Steuerungsprogramm modelliert, ein Pro-
gramm erzeugt werden. Dabei muß das im Modell der Steuerung modellierte und als
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korrekt bewiesene Verhalten der Steuerung als ”Software” in einer Programmiersprache
implementiert werden. Dabei kommt es nochmals zu einer Verfeinerung durch viele im
Modell nicht beru¨cksichtigte technische Details sowie evtl. durch das Auflo¨sen konzeptu-
eller Abstraktionen (z. B. Nicht-Determinismus). Ein zuverla¨ssiger und in der Software-
technik weitgehend angestrebter Ansatz ist hier die automatische Codeerzeugung. Dabei
wird die manuelle Programmierarbeit der Entwickler auf ein Minimum (z. B. Schnittstel-
len zu Funktionsaufrufen der Hardwaresteuerung) reduziert.
6.3 Beschreibung der Fertigungsanlage und ihrer Anfor-
derungen
Fu¨r Zwecke der Lehre und Forschung wurde am Lehrstuhl Software-Systemtechnik der
BTU Cottbus das Fischertechnik-Modell einer Produktionsanlage errichtet (siehe Abbil-
dung 6.3). Im folgenden werden einige fu¨r die Modell-Bildung erforderliche Informatio-
nen zu diesem Beispiel-System angegeben.
Abbildung 6.3: Fischertechnik-Modell einer Fertigungsanlage.
6.3.1 ¨Uberblick
Der schematische Aufbau dieser Anlage wird in Abbildung 6.4 auf der na¨chsten Seite dar-
gestellt. Als Grundkomponente fu¨r den Transport der Werkstu¨cke innerhalb der Anlage
stehen Transportba¨nder zur Verfu¨gung, die ein Werkstu¨ck ringfo¨rmig an allen Bearbei-
tungsstationen vorbeifu¨hren ko¨nnen. Soll ein Werkstu¨ck bearbeitet werden, muß es vor
der entsprechenden Bearbeitungsmaschine positioniert werden.
Fu¨r die Bearbeitung mehrerer Werkstu¨cke steht ein Werkstu¨ck-Lager bereit, aus dem
bei Bedarf neue Werkstu¨cke in den ”Produktionsprozeß” geholt werden ko¨nnen. Das La-
ger kann die Anlage auch mit mehreren Werkstu¨cken gleichzeitig bestu¨cken, die mit den
Ba¨ndern beliebig bewegt werden ko¨nnen. Es gibt keine vorgeschriebene Transportrich-
tung; die Werkstu¨cke ko¨nnen prinzipiell im oder entgegen dem Uhrzeigersinn bewegt
werden. Die Bearbeitung der Werkstu¨cke wird von mehreren Maschinen durchgefu¨hrt
(Presse, Bohrmaschine, Fra¨se, Multiwerkzeug-Maschine).
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Abbildung 6.4: Schematischer Aufbau der Fertigungsanlage.
Die Sensoren sind u¨ber eine entsprechende Pegelanpassung direkt an die Parallelports
eines PCs (u¨ber I/O-Karten) angeschlossen. Die Ansteuerung der Motoren erfolgt u¨ber ex-
terne Schaltungen fu¨r die Stromversta¨rkung und Laufrichtungsumkehr (Umpolung). Die
Anlage umfaßt 28 Motoren und 44 Sensoren.
6.3.2 Komponenten
Fo¨rderba¨nder. Ein Fo¨rderband besteht aus dem eigentlichen Fo¨rderband, welches durch
einen Motor bewegt werden kann, und aus Sensoren, mit denen die Position eines sich
auf dem Band befindlichen Werkstu¨cks festgestellt werden kann. Nach den Aufgaben des
Fo¨rderbandes und der Sensoranordnung wird unterschieden in
• Transportba¨nder mit jeweils einem Sensor am Anfang und am Ende des Bandes,
die es ermo¨glichen, dem u¨bergebenden Anlagenteil mitzuteilen, daß das Werkstu¨ck
u¨bernommen worden ist,
• Bearbeitungsba¨nder mit einem Sensor in der Mitte des Bandes, der dazu dient, das
Werkstu¨ck fu¨r die zu bedienende Maschine zu positionieren,
• kurze Ba¨nder ohne Sensor fu¨r das Weitertransportieren oder das Auswerfen der
Werkstu¨cke an den Ecken der Anlage, an denen keine Drehtische vorhanden sind.
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Drehtische. Ein Drehtisch ist eine drehbare Plattform, in das ein Fo¨rderband integriert
ist. Die Plattform kann mit Hilfe eines Motors nach links oder rechts gedreht werden. Mit
Hilfe zweier Sensoren kann festgestellt werden, in welcher Endposition sich die Plattform
momentan befindet. Das Fo¨rderband kann mit Hilfe eines weiteren Motors bewegt werden.
Um feststellen zu ko¨nnen, ob sich ein Werkstu¨ck auf dem Fo¨rderband befindet, steht ein
weiterer Sensor in der Mitte der Plattform zur Verfu¨gung.
Bearbeitungsmaschinen. In der Anlage kommen Maschinen der folgenden Typen zum
Einsatz: Bohrmaschine, Presse, Fra¨se. Allen Maschinen ist gemeinsam, daß sie einen
Arbeitskopf haben, der mit Hilfe eines Motors gehoben und gesenkt werden kann. In
welcher Endposition er sich befindet, kann durch zwei Sensoren der Maschine ermittelt
werden. Ein Sensor ist aktiviert, wenn sich der Arbeitskopf in seiner Ausgangsposition
(oben) befindet, und der andere, wenn sich der Kopf in seiner untersten Position befindet.
Schieber. Ein Schieber besteht aus einem ausfahrbarem Arm, der das Werkstu¨ck von
sich wegschieben kann. Dieser Arm wird mit Hilfe eines Motors ausgefahren und ein-
gezogen. Durch zwei Sensoren wird ermittelt, in welcher Position sich der Arm gerade
befindet. Ein Sensor ist aktiviert, wenn sich der Arm in seiner Ausgangsposition (eingezo-
gen) befindet, der andere, wenn der Arm vollsta¨ndig ausgefahren ist. Ein weiterer Sensor
am Ende des Armes kann feststellen, ob sich ein Werkstu¨ck vor dem Schieber befindet
oder nicht.
Schiebetisch. Der Schiebetisch besteht aus einer Plattform, die nach links oder rechts
bewegt werden kann. Fu¨r die Steuerung steht ein Motor zur Verfu¨gung, der die Plattform
nach links bzw. rechts bewegen kann. Zur Kontrolle der Position des Tisches befinden sich
am rechten und linken Ende je ein Sensor.
Werkstu¨ck-Lager. Vor Beginn der Bearbeitung der Werkstu¨cke durch die Fertigungs-
anlage befinden sich alle Werkstu¨cke im Lager, wo sie u¨bereinander eingestapelt sind.
Durch eine Kette mit einem Mitnehmer kann ein Werkstu¨ck aus dem Lager heraus auf den
Drehtisch 1 befo¨rdert werden.
6.3.3 Typischer Fertigungsablauf
Im folgenden wird ein mo¨glicher, typischer Fertigungsablauf geschildert, bei dem die
Werkstu¨cke entgegen dem Uhrzeigersinn durch die Anlage transportiert werden:
• Das Werkstu¨ck (Rohteil) wird dem Lager entnommen.
• Sollte sich der (freie) Drehtisch 1 vor dem Band 10 befinden, wird er durch eine
90◦-Drehung entgegen dem Uhrzeigersinn vor das Lager gedreht. (Das Lager und
das Band 10 sind Konkurrenten bzgl. des Drehtisches 1.)
• Wenn der Drehtisch vor dem Lager steht und frei ist, u¨bernimmt er das Werkstu¨ck
aus dem Lager.
• Der Drehtisch 1 befo¨rdert das Werkstu¨ck auf das Band 1, falls dieses frei ist. (Falls
der Drehtisch ein Teil aus dem Lager u¨bernommen hat und auf das Band 1 warten
muß, blockiert er auch das Band 10.)
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• Das Band 1 befo¨rdert das Werkstu¨ck zum Band 2. Sollte das Band 2 belegt sein,
wird am zweiten Sensor des Bandes gewartet.
• Das Band 2 befo¨rdert das Werkstu¨ck zur Bandmitte und ha¨lt dort an.
• Die Maschine 3 bearbeitet das Werkstu¨ck.
• Ist die Maschine 3 nach erfolgter Bearbeitung wieder in ihrer Ausgangsposition
angekommen, wird das Werkstu¨ck vom Band 2 auf das Band 3 transportiert, sobald
dieses frei ist.
• Das Band 3 befo¨rdert das Werkstu¨ck zum Band 4, sollte das Band 4 belegt sein,
wird am zweiten Sensor von Band 3 gewartet,
• Das Band 4 befo¨rdert das Werkstu¨ck nach gleichem Prinzip u¨ber Band 5 zum Dreh-
tisch 2. Sollte der Drehtisch 2 belegt sein oder nicht vor dem Band 5 stehen, wird
am zweiten Sensor gewartet.
• Ist der Drehtisch leer und steht vor dem Band 6, wird er durch eine 90◦-Drehung mit
dem Uhrzeigersinn vor das Band 5 gedreht.
• Der Drehtisch 2 nimmt das Werkstu¨ck vom Band 5 auf, bewegt es bis zu seinem
Bandsensor und vollfu¨hrt danach eine 90◦-Drehung entgegen dem Uhrzeigersinn.
• Wenn das Band 6 frei ist, la¨dt der Drehtisch das Werkstu¨ck dort ab.
• Das Band 6 befo¨rdert das Werkstu¨ck zum Band 7, sollte jedoch das Band 7 oder der
Schiebetisch belegt sein, wird am zweiten Sensor von Band 6 gewartet.
• Sind Schiebetisch und Band 7 frei, befo¨rdert das Band 7 das Werkstu¨ck vor den
Schieber 1 und ha¨lt dort an. (Band 7 und der Schiebetisch haben keinen eigenen
Sensor zur Erfassung, ob sich ein Teil auf ihnen befindet. Dies kann nur durch den
Sensoren von Schieber 1 oder durch den Zustand der Steuerung festgestellt werden.)
• Der Schieber 1 befo¨rdert das Werkstu¨ck auf den Schiebetisch, wenn dieser sich in
der rechten Endlage befindet.
• Sobald der Schieber 1 wieder seine Ausgangsstellung erreicht hat, bewegt sich der
Schiebetisch mit dem Werkstu¨ck nach links.
• Ist der Schiebetisch mit dem Werkstu¨ck am linken Endschalter angekommen, bear-
beitet die Maschine 2 das Werkstu¨ck.
• Sobald die Maschine 2 wieder die Ausgangsstellung erreicht hat, bewegt sich der
Schiebetisch mit dem Werkstu¨ck nach rechts.
• Ist der Schiebetisch mit dem Werkstu¨ck an der rechten Endlage angekommen, sto¨ßt
der Schieber 2 das Werkstu¨ck wieder auf das Band 7 zuru¨ck.
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• Wenn der Schieber 2 wieder seine Ausgangslage erreicht hat, bewegt sich der nun-
mehr leere Schiebetisch nach links.
• Wenn der Schiebetisch links angekommen ist, wird das Werkstu¨ck vom Schieber 1
wieder auf den Schiebetisch geschoben.
• Ist der Schieber 1 wieder in seiner Ausgangslage angekommen, bewegt sich der
Schiebetisch mit dem Werkstu¨ck nach rechts.
• In der rechten Endstellung des Tisches bearbeitet die Maschine 1 das Werkstu¨ck.
• Sobald die Maschine 1 wieder die Ausgangsstellung erreicht hat, bewegt sich der
Schiebetisch mit dem Werkstu¨ck nach links.
• Ist der Schiebetisch mit dem Werkstu¨ck an der linken Endlage angekommen, sto¨ßt
der Schieber 2 das Werkstu¨ck wieder auf das Band 7.
• Wenn der Schieber 2 wieder seine Ausgangslage erreicht hat, bewegt sich der nun-
mehr leere Schiebetisch nach rechts, gleichzeitig bewegt das Band 7 das Werkstu¨ck
auf das Band 8, falls dieses frei ist.
• Das Band 8 befo¨rdert das Werkstu¨ck zum Band 9. Sollte das Band 9 oder Band 10
belegt sein, wird am zweiten Sensor von Band 8 gewartet.
• Das Band 9 befo¨rdert das Werkstu¨ck zum Band 10.
• Das Band 10 befo¨rdert das Werkstu¨ck zum Drehtisch 1, sollte der Drehtisch 1 belegt
sein oder vor dem Lager stehen, wird am zweiten Sensor gewartet. (Hier kann auch
eine weitere Bearbeitung durch Maschine 4 erfolgen.)
• Sollte der Drehtisch 1 vor dem Lager stehen, wird er durch eine 90◦-Drehung mit
dem Uhrzeigersinn vor das Band 10 gedreht.
• Der Drehtisch 1 nimmt das Werkstu¨ck vom Band 10 auf, stellt die Aktivierung und
die nachfolgende Deaktivierung des Bandsensors des Drehtisches fest und trans-
portiert das Werkstu¨ck ab. Der Abtransport erfolgt durch Auswerfen gegenu¨ber
Band 10.
Wa¨hrend die Ba¨nder 1 bis 6, die Ba¨nder 8 bis 10, der Drehtisch 2 und (mit Ein-
schra¨nkungen) der Drehtisch 1 vo¨llig unabha¨ngig arbeiten, ist die Behandlung der Gruppe
Schieber 1 und Schieber 2, Schiebetisch, Machine 1 und Maschine 2 und das Band 10
komplex. Hier liegt eine streng sequentielle Abarbeitung vor.
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6.4 Modellierung
Die Entwicklung des Modells fu¨r dieses gro¨ßere, realistische System erfolgte entspre-
chend dem in Abschnitt 6.1 auf Seite 186 vorgeschlagenen Prozeßmodell, indem nachein-
ander auf mehreren verschiedenen Abstraktionsebenen modelliert und jeweils eine Verfei-
nerung des vorhergehenden Modells entwickelt wurde. Im folgenden werden der Aufbau
des Modells erla¨utert und einzelne Teil-Modelle genauer beschrieben. Dabei spielt der
modulare Aufbau durch das Verwenden verschiedener Hierarchieebenen eine besondere
Rolle.
Das im folgenden beschriebene Modell beinhaltet den Kreislauf eines Werkstu¨cks
durch die Fertigungsanlage, in dem das Werkstu¨ck aus dem Lager kommt, alle Trans-
portba¨nder und Drehtische, sowie zwei Maschinen passieren muß.
Um die Architektur des Modells zu erproben, wurde in der ersten Phase der Model-
lierung ein Modell fu¨r eine fiktive, kleinere Fertigungsanlage mit vier Transportba¨ndern
und zwei Drehtischen, jedoch ohne Maschinen, entwickelt. Nachdem auf dieser Weise die
Komponentenstruktur und die Kommunikationsmechanismen erprobt worden sind, wur-
de das Modell der Fertigungsanlage durch das Hinzunehmen der restlichen Ba¨nder und
Maschinen schrittweise vervollsta¨ndigt. Dabei wurde nach den gleichen Entwurfsprinzi-
pien gearbeitet, und es wurden methodische Experimente durchgefu¨hrt. Z. B. wurden bei
der eigenschaftserhaltenden Verfeinerungstransformation einzelne Transformationsschrit-
te mittels Verfeinerungsanalyse verifiziert. In der letzten Phase der Modellierung, nach-
dem alle Komponenten und die Kommunikation zwischen ihnen fertig modelliert waren,
wurde damit begonnen, die Realzeit-Anforderungen einzubringen.
Das Modell besteht aus den folgenden drei Hauptkomponenten, die bereits auf der
obersten Abstraktionsschicht unterschieden werden:
Physische Umgebung: Die Hardware-Komponenten der Anlage stellen die physische
Umgebung dar, die von der Steuerung beeinflußt werden soll. Das erwartete Verhal-
ten jeder Hardware-Komponente der Fertigungsanlage wird im physischen Modell
festgehalten.
Steuerung: Das Verhalten der Steuerung wird in einem separaten Modellteil modelliert.
In diesem Modell existiert fu¨r bestimmte Einheiten der physischen Umgebung je
eine Beschreibung des angestrebten Steuerungsverhaltens fu¨r die Komponenten.
Das Steuerungsmodell bildet im spa¨ten Entwicklungsprozeß die Grundlage fu¨r das
ausfu¨hrbare Steuerungsprogramm.
Werkstu¨ck: In einem dritten Modellteil wird die Position des zu bearbeitenden und in
der Anlage umlaufenden Werkstu¨cks sowie die Bearbeitungszeit repra¨sentiert, und
es wird der Steuerungsablauf programmiert, d. h. in welcher Weise das Werkstu¨ck
durch die Anlage la¨uft und von welchen Maschinen es bearbeitet wird.
Diese drei Teilmodelle werden in den folgenden Abschnitten ausfu¨hrlich erla¨utert.
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6.4.1 Modell der physischen Umgebung
Im Modell der physischen Umgebung werden die vorhandenen und zu steuernden
Hardware-Komponenten modelliert. Es definiert die Kommunikationsschnittstelle zur
Ansteuerung durch das Steuerungsmodell und legt das Verhalten der Komponenten fest,
d. h. alle Annahmen u¨ber das Verhalten der Umgebung der Steuerung.
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Abbildung 6.5: Physische Struktur der Fertigungsanlage.
In diesem Abschnitt werden einige ausgewa¨hlte Teile des Modells der Fertigungsanla-
ge wiedergegeben. Dabei steht die Beschreibung der grundlegenden Strukturen und Mo-
dellierungskonzepte im Vordergrund, weniger die Erkla¨rung der Details. Abbildung 6.5
stellt die im weiteren Verlauf der Arbeit beru¨cksichtigten Komponenten der Fertigungs-
anlage dar (die graphische Notation fu¨r Module wird in der Abbildung 4.5 auf Seite 119
erkla¨rt). Das Modul Physical besteht aus den im folgenden aufgefu¨hrten Unterkomponen-
ten.
Bestandteile:
• 6 Transportba¨nder mit zwei Sensoren (Modul TransportBelt).
• 2 Arbeitsba¨nder mit einem Sensor (Modul WorkBelt).
• 2 kurze Ba¨nder ohne Sensor (Modul ShortBelt).
• 2 Drehtische (Modul TurnTable).
• 2 Bearbeitungsmaschinen (Module DrillMachine und PressMachine).
• 1 Lager fu¨r Werkstu¨cke (Module Store).
Bei der Entwicklung des Modells der physischen Umgebung wird damit begonnen, die
Systemstruktur der Fertigungsanlage zu erfassen und ins Modell zu u¨bertragen. Der phy-
sischen Aufbaustruktur entsprechend wird eine Hierarchie von Komponenten und Unter-
komponenten (bzw. Systeme und Subsysteme) entwickelt (siehe Abbildung 6.6). Fu¨r jede
6.4. MODELLIERUNG 197
i P h y s i c a l
i B e l t 1 i B e l t 1 0 i T u r n T a b l e 1 i M a c h i n e 4
i S e n s o r A i S e n s o r B i B e l t M o t o r i B e l t i S e n s o r
L e f t
i S e n s o r
R i g h t
i T u r n M o t o r i D r i l l
M o t o r
i P o s i t i o n
M o t o r
i T o p
S e n s o r
i B o t t o m
S e n s o ri B e l t M o t o ri S e n s o r
i T u r n T a b l e 2 i M a c h i n e 3
Abbildung 6.6: Baum der Instanzstruktur der Module des physischen Modells.
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Abbildung 6.7: Enthaltenseinsbeziehungen zwischen den Modulen im physischen Modell.
Komponente wird ein CTA-Modul entwickelt, welches Instanzen der den Unterkompo-
nenten zugeordneten CTA-Module entha¨lt. Das dabei entstehende hierarchische Geflecht
aus Enthaltenseinsbeziehungen wird in der Abbildung 6.7 gezeigt. Diese Darstellung stellt
den hohen Wiederverwendungsgrad der Modelle auf den niedrigeren Ebenen heraus. So
entha¨lt zum Beispiel ein Transportband zwei Sensor-Instanzen und eine Motor-Instanz.
Danach werden die bei der Ansteuerung der Fertigungsanlage real vorkommenden Er-
eignisse auf Signale (bzw. Synchronisationsmarken) abgebildet. Die Signale auf nied-
rigster Ebene sind gegeben durch die Ereignisse an der Hardware der Anlage, also den
Sensoren und Motoren. Jedem Flankenwechsel der elektrischen Pegel an den Sensoren
und Motoren ist ein Signal im physischen Modell zugeordnet. Entsprechend der Rolle der
Kommunikationspartner wird hier die ”Richtung” der Signale unterschieden. Motorsigna-
le werden von der Steuerung an die Hardware ”gesendet”, wa¨hrend Sensorsignale von der
Hardware an die Steuerung ”gesendet” werden. Diese Signalrichtungen lassen sich auf
die CTA-Module des Modells wie folgt u¨bertragen:
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• In ein Modul eingehende Signale werden als Eingabe-Signale deklariert; ein Modul
muß auf ein solches Signal jederzeit reagieren ko¨nnen. Die Motor-Signale von der
Steuerung sind fu¨r das physische Modell Eingabe-Signale.
• Von einem Modul ausgehende Signale werden als Ausgabe-Signale deklariert; das
Auftreten eines solchen Signals darf nur von diesem Modul bestimmt werden. Die
Sensor-Signale sind fu¨r das physische Modell Ausgabe-Signale.
Das Verhalten der Komponenten, also die zeitabha¨ngigen Reaktionen auf die verschie-
denen Signale und das Erzeugen neuer Signale, wird durch Timed Automata beschrieben.
Die Zusta¨nde des Automaten entsprechen jeweils der aktuellen Situation der Hardware-
Komponente und Zustandsu¨berga¨nge sind meist gegeben durch den Wechsel der inneren
Situation einer Komponente aufgrund eines Ereignisses, d. h. des Auftretens eines Signals
oder des Ablaufens einer bestimmten Zeit.
Im folgenden werden exemplarisch fu¨r einige wichtige Komponenten des physischen
Modells die Bestandteile aufgeza¨hlt, eine die enthaltenen Unterkomponenten und Schnitt-
stellensignale verdeutlichende Abbildung gegeben und eine Beschreibung der Schnittstel-
lenelemente sowie des Verhaltens gegeben.
6.4.1.1 Transportband
Die zentrale Komponente fu¨r den Transport der Werkstu¨cke bildet das Transportband,
dessen Aufbau in Abbildung 6.8 dargestellt ist (siehe Abbildung 4.5 auf Seite 119 fu¨r die
Notation).
Bestandteile:
• 2 Bandsensoren (Modul Sensor).
• 1 Antriebsmotor (Modul Motor).
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Abbildung 6.8: Modul fu¨r das Transportband.
Eingabe-Signale: Das Modul erwartet von der Steuerung das Signal beltStart zum
Starten und beltStop zum Stoppen des Bandes.
Ausgabe-Signale: An die Steuerung werden von den zwei Sensor-Instanzen vier Si-
gnale weitergegeben. sensAOn signalisiert, daß der erste Sensor ein Werkstu¨ck erkannt
hat, sensAOff, daß sich kein Werkstu¨ck im Bereich des ersten Sensors befindet. Analog
existieren fu¨r den zweiten Sensor die Signale sensBOn und sensBOff.
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Lokale Signale und Uhren: Fu¨r die Kommunikation innerhalb des Moduls existie-
ren zwei lokale Signale. sensAPieceArrives teilt dem ersten Sensor mit, daß sich ein
Werkstu¨ck na¨hert und der Sensor potentiell seinen Zustand a¨ndern kann. sensBPieceAr-
rives erfu¨llt die gleiche Funktion fu¨r den zweiten Sensor. Die Uhr c dient der Steuerung
des Zeitverhaltens.
Konstanten: Das Modul fu¨r das Transportband hat zwei Paare von Parametern: min-
TimeForArriving fu¨r die minimale Zeit und maxTimeForArriving fu¨r die maximale Zeit,
die das Werkstu¨ck beno¨tigt, um bis zum ersten Sensor zu gelangen. minTimeBetween
und maxTimeBetween sind die entsprechenden Zeitschranken fu¨r die Zeit, in der das
Werkstu¨ck zwischen dem ersten und dem zweiten Sensor befo¨rdert wird.
Verhalten: Der Initialzustand des Moduls ist ein nicht belegtes, stehendes Band,
d. h. die beiden Sensoren und der Motor befinden sich im inaktiven Zustand. Durch das
Signal beltStart werden der Motor des Transportbandes gestartet und eine interne Uhr
zuru¨ckgesetzt, die die Zeitspanne zwischen Anschalten des Motors und dem Eintreffen
des Werkstu¨cks am Sensor mißt. Nach Ablauf einer durch zwei Konstanten eingegrenzten
Zeitspanne wird dem ersten Sensor die mo¨gliche Ankunft des Werkstu¨cks signalisiert und
der Sensor wechselt innerhalb des Toleranzbereichs in seinen aktiven Zustand.
Nachdem der erste Sensor wieder in seinen inaktiven Zustand zuru¨ckgekehrt ist (falls
der Motor entsprechend eingeschaltet ist), wird die Uhr zuru¨ckgesetzt, um die Zeitspanne
fu¨r die Werkstu¨ckbewegung zwischen den Sensoren zu messen. Wie beim ersten Sensor
wird auch dem zweiten Sensor die mo¨gliche Ankunft eines Werkstu¨cks signalisiert und
dieser kann sich innerhalb eines Toleranzbereichs aktivieren.
Nachdem sich der zweite Sensor deaktiviert hat, d. h. das Werkstu¨ck seinen Bereich
verlassen hat, vergeht noch die Zeit bis zum Erreichen des ersten Sensors des na¨chsten
Bandes. Nach Eintreffen des Stop-Signals wird der Motor angehalten und das Transport-
band kehrt wieder in seinen Initialzustand zuru¨ck.
6.4.1.2 Drehtisch
Das Modell des Drehtisches ist interessant, weil es einerseits aus einem Motor und zwei
Sensoren fu¨r die Drehbewegung besteht, andererseits einen Motor und einen Sensor fu¨r
den Transport u¨ber das integrierte Fo¨rderband entha¨lt. Dieser Sachverhalt kann komforta-
bel modelliert werden, indem das den Drehtisch modellierende Modul eine Instanz eines
Bearbeitungsbandes entha¨lt (siehe Abbildung 6.9 auf der na¨chsten Seite).
Bestandteile:
• 1 Bearbeitungsband mit einem Sensor zum Transport des Werkstu¨cks (Modul Work-
Belt). Der Sensor dient dem Anhalten des Bandes vor dem Drehen der Plattform,
wenn ein Werkstu¨ck in der Mitte des Bandes angekommen ist.
• 1 Motor zum Drehen des Drehtisches in zwei Richtungen (Modul Motor).
• 2 Positionssensoren zur Begrenzung der Drehbewegung des Drehtisches (Modul
Sensor). Die Positionssensoren dienen der Steuerung als Signal fu¨r das Beenden
der Drehbewegung der Plattform (Anschlag-Sensoren).
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Abbildung 6.9: Drehtisch-Modul.
Eingabe-Signale: Das Signal beltStart dient dem Starten des Bandes und beltStop
dem Anhalten. turnStartLeft startet die Drehbewegung der Plattform nach links, turnStart-
Right nach rechts. turnStop stoppt jede Drehbewegung.
Ausgabe-Signale: sensOn gibt an, daß der Bandsensor ein Werkstu¨ck erkannt hat.
sensOff signalisiert, daß ein Werkstu¨ck den Bereich des Bandsensors verlassen hat. sens-
LeftOn teilt mit, daß der Drehtisch den linken Anschlagpunkt erreicht hat und sensLeftOff,
daß der Bereich des Sensors verlassen worden ist. Analoges gilt fu¨r die Sensoren sens-
RightOn und sensRightOff.
Lokale Signale und Uhren: Das Signal sensRightTTArrives teilt dem Sensor fu¨r die
rechte End-Position die Bewegung und potentielle Ankunft der Plattform am rechten An-
schlag mit. sensLeftTTArrives signalisiert diesen Vorgang fu¨r den linken Sensor. Die Uhr
c dient wieder der Steuerung des Zeitverhaltens.
Konstanten: Die minimale Zeit zum Drehen der Plattform wird durch die Konstante
minTurnTime festgelegt, die maximale Zeit durch maxTurnTime. Die Konstanten fu¨r die
Bandbewegung sind durch die Instanz iWorkBelt gegeben.
Verhalten: Die initiale Position des Drehtisches ist die linke Endposition mit einem
angehaltenen Band, auf dem kein Werkstu¨ck liegt. Beim Eingabe-Signal zum Starten der
Drehbewegung nach rechts wird die Uhr zuru¨ckgesetzt. Nachdem eine durch die Kon-
stanten eingegrenzte Zeit fu¨r die Drehbewegung zwischen linker und rechter End-Position
vergangen ist, wird dem rechten Sensor signalisiert, das der Drehtisch sich seiner Po-
sition na¨hert. Sobald die rechte End-Position erreicht ist, wartet der Drehtisch auf das
Eingabe-Signal zum Zuru¨ckdrehen in die Ausgangsposition. Die Drehung nach links in
die Ausgangsposition erfolgt analog.
6.4.1.3 Bohrmaschine
Da sich die verschiedenen Maschinen konzeptuell nur wenig unterscheiden, wird hier ex-




• 1 Motor zum Drehen der Bohrspindel (Modul Motor).
• 1 Motor zum Auf- und Abbewegen der Bohrspindel (Modul Motor).
• 2 Sensoren fu¨r oberes und unteres Ende der Schiene, auf der die Spindel auf- und
abbewegt wird (Modul Sensor). Die Sensoren dienen der Steuerung zur Kontrolle
der Auf- und Abwa¨rtsbewegung der Bohrspindel (Erreichen der Anschlagpunkte).
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Abbildung 6.10: Bohrmaschinen-Modul (Maschine 4).
Eingabe-Signale: moveUp bewegt die Spindel nach oben. moveDown bewegt die
Spindel nach unten. moveStop beendet die Auf- bzw. Ab-Bewegung der Bohrspindel.
drillStart versetzt die Bohrspindel mit Bohrer in eine Drehbewegung und drillStop beendet
diese Drehbewegung.
Ausgabe-Signale: topSensOn signalisiert das Erreichen der oberen Anschlagposition,
und topSensOff signalisiert das Verlassen der oberen Anschlagposition. bottomSensOn
und bottomSensOff sind die entsprechenden Signale fu¨r den unteren Anschlagsensor.
Lokale Signale und Uhren: bottomSensArrive signalisiert dem unteren Sensor, daß
sich die Spindel na¨hert, topSensArrive dem oberen. Die Uhr c mißt die Zeit bei der Auf-
und Abwa¨rtsbewegung.
Konstanten: minTime legt die minimale Zeit und maxTime die maximale Zeit fu¨r die
Positionierungsbewegung der Maschine fest.
Verhalten: Die Initialposition der Bohrspindel ist die obere Anschlag-Position. Die
Eingabe-Signale zum Drehen des Bohrers werden vom Maschinenmodul direkt an das
enthaltene Modul Motor weitergegeben. Der Automat im Maschinenmodul beobachtet
die Signale zum Bewegen der Spindel. Ein Bewegen der Spindel nach oben u¨ber die
Position des oberen Anschlagsensors hinaus fu¨hrt zum Wechsel in einen Fehlerzustand
(PositionError) des Automaten, d. h. eine fehlerhafte Ansteuerung wird protokolliert.
Sobald beim Senken der Spindel der obere Sensor deaktiviert wird, wird die Uhr der
Maschine zuru¨ckgesetzt und es vergeht eine Zeitspanne entsprechend der Konstanten.
Dem unteren Sensor wird die potentielle Ankunft der Spindel signalisiert. Sobald sich
der untere Sensor aktiviert, wird die Uhr wieder zuru¨ckgesetzt.
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Abbildung 6.11: Automat fu¨r das Verhalten der Bohrmaschine.
Tritt das Eingabe-Signal zum Anhalten der Abwa¨rtsbewegung zu spa¨t ein, so fa¨hrt
die Bohrspindel u¨ber den unteren Anschlagsensor hinaus und der Automat wechselt in
einen Fehlerzustand (PositionError). Die Aufwa¨rtsbewegung der Spindel erfolgt analog
zur Abwa¨rtsbewegung. Der Ablauf zur Registrierung der Positionierungsfehler wurde in
dem in Abbildung 6.11 dargestellten Automaten modelliert.
6.4.1.4 Sensor
Dieses Modul (siehe Abbildung 6.12 auf der na¨chsten Seite) modelliert einen Sensor mit
einer gewissen Schaltverzo¨gerung beim Wechseln der Schaltzusta¨nde (On, Off) u¨ber je-
weils einen Zwischenzustand (PossibleToGoOn, PossibleToGoOff), in dem einige Zeit
vergeht. Dadurch werden Ungenauigkeiten beim Erkennen eines Werkstu¨cks in das Um-
gebungsmodell integriert.
Eingabe-Signale: arrive signalisiert, daß sich ein Werkstu¨ck dem Bereich des Sen-
sors na¨hert. Dieses Signal wird von dem die Sensorinstanz enthaltenden Modul an das
Sensor-Modul gesendet (physisches Modell). Die Eingabe-Signale start und stop wer-
den beobachtet, um die Information zu erhalten, ob sich das zu beobachtende Objekt
(z. B. Werkstu¨ck oder Bohrspindel) bewegt oder nicht. Dies ist notwendig, da sich der
Sensorzustand nur bei laufendem Motor vera¨ndern darf.
Ausgabe-Signale: Die beiden Ausgabe-Signale sensOn und sensOff geben dem
u¨bergeordneten Modul einen Zustandswechsel an.
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Abbildung 6.12: Sensor-Modul.
Konstanten: minTimeToGoOn legt die minimale Zeit zum Wechsel vom Zustand Off
in den Zustand On fest, und maxTimeToGoOn legt die zugeho¨rige maximale Zeit fu¨r die-
sen Wechsel fest. Entsprechend bestimmen die Konstanten minTimeToGoOff und maxTi-
meToGoOff die Zeitschranken fu¨r den ¨Ubergang vom Zustand On in den Zustand Off.
6.4.1.5 Motor
Das in der Abbildung 6.13 auf der na¨chsten Seite dargestellte Modul modelliert das Ver-
halten eines Motors. Der Motor wird u¨ber drei Signale fu¨r Linkslauf, Rechtslauf und
Anhalten gesteuert. Das Verhalten des Motors wird in einem Automaten mit drei Kontroll-
zusta¨nden und einem zusa¨tzlichen Fehlerzustand Damaged modelliert. Der Fehlerzustand
wird dann betreten, wenn der Motor aus einem Linkslauf direkt auf Rechtslauf umge-
schaltet wird (oder umgekehrt), da in dieser Situation die Motormechanik selbst oder die
Steuer-Elektronik fu¨r den Motor bescha¨digt werden kann.
Eingabe-Signale: Durch das Signal left wird der Motor angeschaltet fu¨r eine Links-
drehung, das Signal right versetzt den Motor in eine Rechtsdrehung und das Signal stop
stoppt die momentane Drehbewegung.
6.4.2 Modell der Steuerung
Auch das Modell der Steuerung wird hierarchisch strukturiert: Die Steuerung der Gesamt-
anlage besteht entsprechend der Struktur der physischen Umgebung aus Steuerungen fu¨r
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Abbildung 6.13: Motor-Modul.
die Transportba¨nder, Drehtische, Maschinen, usw. Die Schnittstelle des Steuerungsmo-
dells entha¨lt alle zur Steuerung der physischen Umgebung notwendigen Schnittstellenele-
mente des physischen Modells sowie die Schnittstellenelemente des Werkstu¨ck-Modells,
da der Steuerungsablauf durch das Werkstu¨ck vorgegeben wird.
Die einzelnen Komponenten der Steuerung kommunizieren auf gleicher Hierarchie-
ebene miteinander. So kommunizieren z. B. zwei Ba¨nder miteinander, um ein Werkstu¨ck
zu u¨bergeben oder einer Maschine Bereitschaft zu signalisieren. Dies bedeutet, daß fu¨r die
Kommunikation innerhalb des Steuerungsmodells zusa¨tzliche Signale erforderlich sind,
die im Modul Controller als LOCAL deklariert werden, da sie nach außen (fu¨r die Model-
le von physischer Umgebung und Werkstu¨ck) nicht sichtbar sein du¨rfen. Da es sich bei
dieser Synchronisation um ein Warten auf gegenseitige Bereitschaft handelt, werden zu
diesem Zweck mehrfach einschra¨nkbare Signale benutzt (MULTREST).
Kommunikation: Der verwendete Kommunikationsmechanismus wird am Beispiel
eines Transportbandes erla¨utert. Das Steuerungsprogramm eines Transportbandes soll auf
die physische Umgebung so einwirken, daß das Werkstu¨ck am Anfang des Bandes von der
Vorga¨ngerkomponente (Produzent) u¨bernommen, zum anderen Ende transportiert und dort
an die Nachfolgerkomponente (Konsument) u¨bergeben wird. Damit ist in der Steuerung
der folgende Ablauf notwendig:
1. Warten, bis der Produzent ein Werkstu¨ck u¨bergeben mo¨chte.
2. Dem Produzenten mitteilen, daß der Transfer stattfinden kann.
3. Bewegung des Transportbandes starten.
4. Warten, bis das Werkstu¨ck vollsta¨ndig auf dem Band liegt (bis es am ersten Sensor
angekommen ist).
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5. Dem Produzenten mitteilen, das der Transfer abgeschlossen ist.
6. Transport des Werkstu¨cks bis zum zweiten Sensor am Ende des Bandes.
7. Bandbewegung anhalten.
8. Dem Konsumenten mitteilen, daß ein Werkstu¨ck zur ¨Ubergabe bereit liegt.
9. Warten, bis der Konsument zur ¨Ubergabe bereit ist.
10. Bandbewegung starten.
11. Warten, bis der Konsument mitteilt, das das Werkstu¨ck erfolgreich u¨bernommen
wurde.
12. Bandbewegung anhalten. (Jetzt liegt wieder Bereitschaft fu¨r Schritt 1 vor.)
Die Synchronisation bei der Werkstu¨cku¨bergabe von Band zu Band erfolgt nach dem
folgenden Protokoll: Die Steuerung der Vorga¨nger-Komponente ku¨ndigt der Nachfolger-
Komponente den Beginn eines Werkstu¨cktransfers an. Im Modell kann die entsprechende,
mit dem Signal startInTransfer synchronisierte Transition erst geschaltet werden, wenn
beide Komponenten bereit sind, eine Transition mit dieser Synchronisationsmarke (beim
Nachfolger mit startOutTransfer bezeichnet) zu schalten. Analog wird beim Abschluß des
Transfers verfahren. Der Transfer ist abgeschlossen, wenn beide Komponenten eine ent-
sprechend synchronisierte Transition (nun mit dem Signal stopInTransfer beim Nachfol-
ger bzw. stopOutTransfer beim Vorga¨nger) schalten. Die Verknu¨pfung der Signale zweier
Komponenten fu¨r diese Kommunikation wird in Abbildung 6.14 auf der na¨chsten Seite
verdeutlicht. Solange eine der Komponenten nicht bereit ist, muß entsprechend die andere
(bzw. die anderen) warten.
Bestandteile:
• 4 Steuerungen fu¨r Transportba¨nder (Modul TransportBeltBehavior).
• 2 Steuerungen fu¨r Arbeitsba¨nder (Modul WorkBeltBehavior).
• 2 Steuerungen fu¨r ein langes Band, bestehend aus einem Transportband und einem
kurzen Band (Modul LongBeltBehavior).
• 2 Steuerungen fu¨r Drehtische (Modul TurnTableBehavior).
• 1 Steuerung fu¨r die Presse (Modul PressMachineBehavior).
• 1 Steuerung fu¨r die Bohrmaschine (Modul DrillMachineBehavior).
Im folgenden werden einige Steuerungsmodule fu¨r die korrespondierenden Hardware-
Komponenten hinsichtlich Schnittstellenelemente und Verhalten beschrieben.
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Abbildung 6.14: Synchronisation der Bandsteuerungen anhand zweier konkreter Modu-
linstanzen.
6.4.2.1 Transportband
Vom Modul TransportBeltBehavior wird die Steuerung eines Transportbandes modelliert
(siehe Abbildung 6.16 auf der na¨chsten Seite).
Eingabe-Signale: ¨Uber die Signale sensAOn und sensAOff fragt die Steuerung den
Zustandswechsel des ersten Sensors im korrespondierenden physischen Modell des Trans-
portbandes ab. sensBOn und sensBOff erfu¨llen diese Funktionalita¨t fu¨r den zweiten Sen-
sor.
Ausgabe-Signale: Mit den Signalen beltStart (Starten des Bandes) und beltStop (An-
halten des Bandes) wirkt das Steuerungsmodul auf die physische Umgebung ein.
Mehrfach einschra¨nkbare Signale: Das Signal startInTransfer startet den Vorgang
des Werkstu¨cktransfers vom vorherigen zu diesem Band, stopInTransfer beendet diesen
Vorgang. Beim Transfer des Werkstu¨cks zum Folgeband dienen die Signale startOut-
Transfer dem Starten und stopOutTransfer dem Beenden.
Lokale Uhren: Die Uhr c dient der Steuerung des Zeitverhaltens.
Verhalten: Als initialer Zustand wird ein angehaltenes Band ohne Werkstu¨ck ange-
nommen. Sobald die Synchronisation mit der Steuerung des vorherigen Bandes (bzw. ei-
nes Drehtisches) zum Starten des Werkstu¨cktransfers erfolgte (startInTransfer), gibt die
Steuerung das Signal zum Starten des eigenen Bandes (beltStart). Ist der erste Bandsensor
erreicht, wird das Band angehalten (beltStop) und der Werkstu¨cktransfer mit dem vorhe-
rigen Band beendet (stopInTransfer).
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Abbildung 6.15: Gesamtsteuerung der Fertigungsanlage.
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Abbildung 6.16: Steuerungsmodul fu¨r ein Transportband.
Zum Weitertransport des Werkstu¨cks wird der Motor wieder gestartet. Beim Erreichen
des zweiten Sensors, wird das Band erneut angehalten. Es kann eine Synchronisation zum
Start des Werkstu¨cktransfers von diesem zum na¨chsten Band (startOutTransfer) erfolgen.
Nach Synchronisation wird der Motor wieder gestartet. Sobald das Werkstu¨ck den Bereich
des zweiten Sensors verla¨ßt, wird auf das Signal zum Beenden des Transfers gewartet
(stopOutTransfer). Das Band wird nach dem Eintreffen dieses Signals angehalten und hat
seinen initialen Zustand wieder erreicht.
6.4.2.2 Langes Band
Die Steuerung fu¨r ein ”langes Transportband” steuert zwei Ba¨nder: ein kurzes Band oh-
ne Sensoren und ein (dem kurzen Band im Fertigungsablauf folgendes) Transportband
mit zwei Sensoren. Diese Zusammenfassung liegt darin begru¨ndet, daß das kurze Band
keinen Sensor hat und somit kein Werkstu¨ck parken kann. Das kurze Band wird im-
mer gemeinsam mit dem zugeordneten Transportband eingeschaltet. Das Modul wird in
Abbildung 6.17 gezeigt. Die Steuerung kann auch als Steuerung einer virtuellen Kom-
ponente aufgefaßt werden, d. h. es werden die Steuerungen fu¨r zwei einzelne Ba¨nder zu
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Abbildung 6.17: Steuerungsmodul fu¨r ein langes Band.
einer Steuerung so zusammengefaßt, als wu¨rde es sich um die Steuerung einer einzelnen
Komponente handeln.
Eingabe-Signale: Die Signale sensAOn und sensAOff stellen Vera¨nderungen am er-
sten Sensor fest. sensBOn und sensBOff gelten entsprechend fu¨r den zweiten Sensor.
Ausgabe-Signale: Durch die an die Umgebung gerichteten Signale beltStart und belt-
Stop wird das Transportband von der Steuerung gestartet bzw. gestoppt. shortBeltStart
und shortBeltStop sind die analogen Signale fu¨r das kurze Band.
Mehrfach einschra¨nkbare Signale: startInTransfer startet den Werkstu¨cktransfer
vom vorhergehenden auf dieses Band, stopInTransfer beendet diesen Vorgang. Die Si-
gnale startOutTransfer und stopOutTransfer dienen der Steuerung der Werkstu¨cku¨bergabe
an die na¨chste Transportkomponente.
Lokale Uhren: Die Uhr c dient der Steuerung des Zeitverhaltens.
Verhalten: Im initialen Zustand sind beide Ba¨nder gestoppt, und es befindet sich
kein Werkstu¨ck auf ihnen. Sobald das Signal zum Starten des Werkstu¨cktransfers von
der Steuerung des vorherigen Bandes eintrifft, werden das kurze Band und das Transport-
band in Bewegung gebracht. Sobald der erste Sensor des Transportbandes erreicht ist,
werden beide Ba¨nder gestoppt, der Werkstu¨cktransfer mit dem vorherigen Band wird be-
endet. Jetzt wird nur das Transportband gestartet, das kurze Band bleibt gestoppt. Erreicht
das Werkstu¨ck den zweiten Sensor, ha¨lt das Transportband erneut. Das Signal zum Start
des Werkstu¨cktransfers vom Transportband zur na¨chsten Transport-Komponente (star-
tOutTransfer) wird gesetzt. Nach erfolgreicher Synchronisation mit der na¨chsten Kom-
ponente (bzw. Drehtisch) wird das Transportband wieder gestartet. Sobald das Werkstu¨ck
den zweiten Sensor verla¨ßt, wird auf das Signal zum Beenden des Transfers gewartet,
durch das das Band angehalten wird und seinen initialen Zustand erreicht.
6.4.2.3 Bohrmaschine
Die Steuerung fu¨r eine Bohrmaschine wird stellvertretend fu¨r alle Maschinentypen be-
schrieben (siehe Abbildung 6.18 auf der na¨chsten Seite).
Eingabe-Signale: Das Signal startProcess lo¨st den Beginn des Bohrvorgangs aus, es
wird von der Steuerung des Bearbeitungsbandes erwartet, auf dem das Werkstu¨ck liegt.
Vom physischen Umgebungsmodell werden die Signale topSensOn und topSensOff zum
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Abbildung 6.18: Steuerung fu¨r die Bohrmaschine (Maschine 4).
Feststellen des Zustandswechsels des oberen Sensors benutzt. bottomSensOn und bot-
tomSensOff sind die entsprechenden Eingabe-Signale fu¨r den unteren Sensor.
Ausgabe-Signale: Die Signale drillStart und drillStop steuern die Drehbewegung der
Bohrspindel und somit des Bohrers. Die Auf- und Abwa¨rtsbewegung der Bohrspindel
wird von den Signalen moveUp und moveDown gestartet und vom Signal moveStop be-
endet. Das Signal processEnd gibt der Steuerung des Bearbeitungsbandes bekannt, daß
der Bohrvorgang abgeschlossen ist und die Maschine sich wieder in der Ausgangsposition
befindet.
Die Signale zum Starten und Beenden des Bohrvorgangs dienen wieder der internen
Kommunikation zwischen der Steuerung der Maschine und der Steuerung des Bearbei-
tungsbandes, dem die Maschine zugeordnet ist. Diese Signale sind nicht in der physi-
schen Umgebung der Anlage vorhanden. Da die Maschine sich nach der Bearbeitung
des Werkstu¨cks wieder in der Ausgangslage befindet, ist fu¨r die Synchronisation mit dem
zugeho¨rigen Bearbeitungsband ein vereinfachtes Protokoll anwendbar.
Verhalten: Als initiale Position der Bohrspindel wird der obere Anschlagpunkt ange-
nommen, wobei sich die Spindel nicht dreht. Durch das Signal zum Starten des Bohrpro-
zesses werden die Drehbewegung des Bohrers (drillstart) und die Abwa¨rtsbewegung der
Bohrspindel (moveDown) gestartet. Hat die Bohrspindel den unteren Sensor erreicht, wird
ihre Abwa¨rtsbewegung angehalten. Die Aufwa¨rtsbewegung der Bohrspindel zur Aus-
gangsposition erfolgt analog. Die Drehbewegung des Bohrers wird gestoppt (drillStop)
und das Beenden des Bohrprozesses signalisiert (processEnd). Nach dieser Synchronisa-
tion kehrt die Steuerung der Bohrmaschine wieder in den Initialzustand zuru¨ck.
6.4.3 Modell des Werkstu¨cks mit Abarbeitungsprogramm
Der Bearbeitungsablauf, d. h. welchen Weg das Werkstu¨ck durch die Produktionsanlage
nimmt und von welchen Maschinen es bearbeitet wird, soll nicht starr im Steuerungsver-
halten der einzelnen Komponenten integriert werden, sondern unabha¨ngig von den Steue-
rungen programmiert werden ko¨nnen.
Diese Anforderung wird erfu¨llt, indem die Abfolge der Bearbeitungsschritte von der
Steuerung entkoppelt in einem separaten Modell fu¨r das Werkstu¨ck festgelegt wird, wo-
durch die eigentliche Steuerung flexibel mit verschiedenen Werkstu¨cken umgehen kann.
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Jedes Werkstu¨ckmodell entha¨lt das Abarbeitungsprogramm und den Bearbeitungsfort-
schritt fu¨r das jeweilige Werkstu¨ck. Somit stellt das Werkstu¨ckmodell die den Steuerungs-
fluß bestimmende Aktivkomponente dar.
Auf einem Bearbeitungsband gibt es zum Beispiel zwei Mo¨glichkeiten im Ablauf: Das
Werkstu¨ck kann von der Maschine bearbeitet werden oder die Maschine ohne Bearbeitung
passieren. Die Entscheidung wird vom Werkstu¨ckmodell getroffen.
6.4.4 Virtuelle Komponenten zur Verringerung der Komplexita¨t
Einige Anlagenteile ko¨nnen aufgrund komplexer Kommunikations- und
Abha¨ngigkeitsstrukturen unu¨bersichtlich werden. Um dennoch eine klare, versta¨ndliche
Modellstruktur zu konstruieren, sind bei der Modellierung der vollsta¨ndigen Anlage
besondere Konzepte, wie z. B. die Bildung virtueller Komponenten, notwendig.
Virtuelle Komponenten als Abstraktion. Virtuelle Komponenten bzw. virtuelle Ma-
schinen dienen der abstrakteren Modellierung mehrerer Komponenten, die direkt mitein-
ander interagieren und gemeinsam eine Aufgabe erfu¨llen. Sie ko¨nnen im physischen Mo-
dell und im Steuerungsmodell eingesetzt werden (siehe langes Band).
Virtuelle Komponenten als Bearbeitungsteilprogramm. Fu¨r eine Gruppe von Kom-
ponenten oder fu¨r eine einzelne Komponente im physischen Modell ko¨nnen im Steue-
rungsmodell mehrere virtuelle Maschinen existieren, die jeweils eine bestimmte Bear-
beitungsreihenfolge festhalten und vom Werkstu¨ckmodell durch eine einzige Bearbei-
tungsentscheidung ausgewa¨hlt werden ko¨nnen. Dabei wird ein Teil des Abarbeitungs-
programms vom Werkstu¨ck in das Steuerungsmodell ausgelagert. Nachdem der Bear-
beitungsbefehl an die entsprechende Komponente gegeben wurde (der ”Aufruf” eines im
Steuerungsmodell integrierten Programms), wird bis zum Beenden der Bearbeitung ge-
wartet. Der durch die Komponente ausgefu¨hrte Arbeitszyklus gliedert sich meist in meh-
rere Unterschritte (bei der Gruppe um den Schiebetisch sind es 12 Schritte).
Virtuelle Komponente fu¨r die Komponentengruppe um den Schiebetisch. Da die
Maschinen 1 und 2, der Tisch, die Schieber 1 und 2 sowie Band 7 in einer bestimmten
Reihenfolge mehrmals zur Anwendung kommen, sollte dieser Ablauf bei der Modellie-
rung der Steuerung in einer Virtuellen Maschine zusammengefaßt werden. Neben der Ab-
laufsteuerung sorgt die virtuelle Maschine auch fu¨r die korrekte Behandlung gemeinsam
genutzter Sensoren (Schieber 1, Band 7).
Das Benutzen virtueller Komponenten bietet den folgenden Vorteil: Hinter einer ge-
normten Schnittstelle fu¨r die Kommunikation befindet sich nach außen nicht sichtbar eine
einfache oder komplizierte Maschine bzw. eine Menge interagierender Komponenten.
6.5 Spezifikation und Verifikation
Nachdem ein komplettes Systemmodell vorliegt, ko¨nnen die Anforderungen an das
System auf das Modell bezogen konkretisiert und formal spezifiziert werden. Daran an-
schließend werden mittels Erreichbarkeitsanalyse alle Sicherheitseigenschaften des Mo-
dells verifiziert; es wird auch auf die Verfeinerungsanalyse eingegangen.
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6.5.1 Einige Sicherheitsanforderungen der Anlage
Bei der exemplarischen Darstellung einiger von der Steuerung zu erfu¨llenden Sicherheits-
anforderungen wird unterschieden zwischen folgenden Kategorien:
1. Kapazita¨t:
(a) Zu jeder Zeit darf sich ho¨chstens ein Werkstu¨ck auf einem Fo¨rderband
(bzw. Schiebetisch) befinden.




i. Wird ein Werkstu¨ck von einer Maschine bearbeitet, darf sich das
Fo¨rderband (bzw. der Schiebetisch) nicht bewegen (damit das Werkstu¨ck
korrekt bearbeitet werden kann und die Maschinen nicht bescha¨digt wer-
den).
ii. Wenn sich das Fo¨rderband (bzw. der Schiebetisch) bewegt, muß sich die
Maschine in ihrem Ausgangszustand befinden (da sonst ein Werkstu¨ck in
eine arbeitende Maschine geschoben werden ko¨nnte).
(b) Transporteinheit⇔ Schieber:
i. Wenn sich das Fo¨rderband 7 (bzw. der Schiebetisch) bewegt, du¨rfen sich
die Schieber nicht bewegen.
(c) Schieber⇔ Schieber:
i. Wenn sich einer der beiden gegenu¨berliegenden Schieber bewegt, muß
sich der andere Schieber in seiner Ausgangsposition befinden (sonst
wu¨rden sie das Werkstu¨ck bzw. einander zersto¨ren).
3. Bearbeitungsvorgang:
(a) Eine Maschine bzw. ein Schieber du¨rfen sich nur bewegen, wenn ein
Werkstu¨ck da ist (damit die Maschine nicht ins Leere bohrt).
(b) Eine Maschine darf sich nicht u¨ber die obere bzw. untere End-Position hinaus
bewegen. Der Arbeitskopf muß innerhalb einer begrenzten Reaktionszeit im
Bereich des Anschlagsensors gestoppt werden.
(c) Wenn sich die Bohrspindel der Bohrmaschine in der unteren Position befindet,
darf sie nicht angehalten werden (damit sich der Bohrer nicht verklemmt).
(d) Ein Drehtisch darf sich nicht u¨ber die linke bzw. rechte End-Position hinaus
bewegen, sondern er muß immer innerhalb einer begrenzten Reaktionszeit im
Bereich der Sensoren zum Stehen kommen.
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4. Blockierungsfreiheit:
(a) Spa¨testens 1150 Zeiteinheiten1 nach der Initialisierung der Anlage muß jedes
Werkstu¨ck fertig bearbeitet worden sein.
(b) Das kurze Band muß sich beim Auswerfen wenigstens 35 Zeiteinheiten bewe-
gen, damit das Werkstu¨ck sicher ausgeworfen wird.
5. Bearbeitungsgeschwindigkeit:
(a) Fu¨r den einfachen Transportweg vom Fo¨rderband 1, Sensor 1 bis zum
Fo¨rderband 10, Sensor 2 darf das System nicht la¨nger als 800 Zeiteinheiten
beno¨tigen.
6.5.2 Annahmen u¨ber den Initialzustand der Umgebung
Im Modell der Fertigungsanlage wird von bestimmten Annahmen u¨ber den physischen
Zustand beim Starten der Anlage ausgegangen, welche die Voraussetzung fu¨r das korrekte
Verhalten der Steuerung darstellen:
Fo¨rderba¨nder: Auf den Fo¨rderba¨ndern befindet sich kein Werkstu¨ck.
Drehtische: Auf den Drehtischen befindet sich kein Werkstu¨ck, sie sind jeweils dem
Fo¨rderband zugewandt, von dem sie ein Werkstu¨ck empfangen.
Maschinen: Die Arbeitsko¨pfe aller Maschinen befinden sich in der Ausgangsposition
(oben).
Schieber: Vor keinem Schieber befindet sich ein Werkstu¨ck, alle Schieber haben ihren
Arm eingezogen.
Schiebetisch: Auf dem Tisch befindet sich kein Werkstu¨ck, er steht an seiner rechten
Position.
Diese Annahmen spiegeln sich in der Menge der Initialkonfigurationen wieder. In je-
dem Modul und bei jeder Instanziierung kann diese Menge definiert werden. Vor dem Start
der Erreichbarkeitsanalyse wird aus den einzelnen Initial-Mengen der Komponenten die
Initial-Menge des Gesamtmodells zusammengesetzt, d. h. diese Menge muß nicht manuell
fu¨r die Analyse definiert werden, sondern wird automatisch dem Modell entnommen. Die
Definition der Menge von Initialkonfigurationen fu¨r die gesamte Fertigungsanlage besteht
aus 189 Zeilen.
6.5.3 Spezifikation der verbotenen Konfigurationsmengen
Die Erreichbarkeitsanalyse berechnet alle von der Menge der Initialkonfigurationen aus er-
reichbaren Konfigurationen und u¨berpru¨ft, ob in dieser Menge bestimmte (Fehler-) Kon-
figurationen enthalten sind. Die gesuchten Konfigurationsmengen der Sicherheitseigen-
schaften werden in der vom Werkzeug angebotenen Analysesprache definiert. Nach die-
sem Prinzip ko¨nnen auch alle anderen, den jeweiligen Sicherheitseigenschaften entspre-
chenden Fehlerkonfigurationen formuliert werden. Es folgen einige Beispiele:
1Im konkreten Modell der Fertigungsanlage entspricht eine Zeiteinheit einer realen Zeit von 100 ms.
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• Eigenschaft 2.a.i): Es darf nie die Situation auftreten, daß sich eine Maschine bei






• Eigenschaft 3.b): Erha¨lt eine Maschine wa¨hrend einer vertikalen Bewegung beim
Erreichen des Endsensors innerhalb der vorgegebenen Reaktionszeit kein Signal
zum Stoppen des Motors, so wechselt der Automat, der das Verhalten fu¨r die Kom-











• Eigenschaft 3.d): Erha¨lt ein Drehtisch wa¨hrend einer Drehbewegung beim Erreichen
des Sensors innerhalb der vorgegebenen Reaktionszeit kein Signal zum Stoppen des
Motors, so wechselt der modellierende Automat in einen Fehlerzustand. Dieser
Zustand darf nie erreicht werden.
TTError :=
STATE(iPhysical.iTurnTable1.CheckTurnControl) = TurnError;
• Eigenschaft 4.b): Die Uhr des kurzen Bandes, die die Zeit fu¨r das Auswerfen mißt,
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Durch die Disjunktion aller in dieser Weise angegebenen Konfigurationsmengen ent-
steht die Menge der von der Erreichbarkeitsanalyse zu u¨berpru¨fenden Fehlerkonfiguratio-
nen des Gesamtsystems.






In diesem Abschnitt werden die Ergebnisse der Verifikation des Modells mittels Erreich-
barkeitsanalyse vorgestellt. Die hier wiedergegebenen Meßwerte basieren auf Analysen
auf einem Rechner mit einem AMD-Prozessor Athlon mit 1 GHz Taktfrequenz unter
dem Betriebssystem Linux (Kernel 2.4). Fu¨r die BDD-basierten Berechnungen wurden
400 MB Hauptspeicher verwendet.
Bei der Erreichbarkeitsanalyse werden zuna¨chst alle von der Menge der Initialkonfi-
gurationen erreichbaren Konfigurationen berechnet. Im na¨chsten Schritt wird der Durch-
schnitt dieser Erreichbarkeitsmenge mit der Menge der Konfigurationen, die den Anfor-
derungen im Modell entsprechend nicht auftreten du¨rfen, berechnet. Ist die Schnittmenge
leer, wird eine positive Meldung ausgegeben, anderenfalls eine entsprechende negative
Meldung und zur Fehlersuche die Menge der erreichten Fehlerkonfigurationen. In der
Schreibweise der CTA-Analysesprache werden folgende Analyseanweisungen formuliert:
reached := REACH FROM initial FORWARD;
reachedError := reached INTERSECT error;
IF( ISEMPTY(reachedError) )
{




PRINT "Safety requirements not fulfilled.";
PRINT "Set of reached error configurations: " reachedError;
}
Fu¨r das Modell mit einem Werkstu¨ck werden diese Verifikationsschritte vom Werk-
zeug Rabbit innerhalb von 136 Sekunden durchgefu¨hrt. Das Ergebnis der Analyse zeigt,
daß das entwickelte Modell alle gepru¨ften Anforderungen vollsta¨ndig erfu¨llt.
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Variablenordnen. Fu¨r ein Modell mit einer einfachen Kommunikationsstruktur wie
Fischers Protokoll scheint es offensichtlich, wie die Komponenten fu¨r eine gute Varia-
blenordnung anzuordnen sind. Die fu¨r Fischers Protokoll angegebene Variablenordnung
fu¨r polynomiellen Analyseaufwand entspricht der Intuition des Modellierers.
Nimmt die Komplexita¨t des Modells in starkem Maße zu – wie bei der Fertigungsanla-
ge – ist es fu¨r den Modellierer schwierig, eine Intuition fu¨r eine gute Variablenordnung zu
entwickeln, da die Modellstruktur fu¨r den erforderlichen ¨Uberblick viel zu komplex ist (es
sind 143 Variablen zu ordnen). Das manuelle Entwickeln einer guten Variablenordnung
erfordert BDD-Expertenwissen und ist aufwendig. Daher sind automatische Methoden
zum Berechnen einer guten Variablenordnung erforderlich.
Abbildung 6.19: BDD-Gestalt der Erreichbarkeitsmenge fu¨r zwei verschiedene Variablen-
ordnungen (Fertigungsanlage mit einem Werkstu¨ck). Die große Gestalt resultiert aus der
Pra¨fix-Linearisierung, die schmale Gestalt aus der scha¨tzungsbasierten Ordnung (Maxi-
malbreite des BDDs: 6596 BDD-Knoten).
In Abbildung 6.19 sind fu¨r zwei verschiedene Variablenordnungen die BDD-Gestalten
der Erreichbarkeitsmenge dargestellt (Erkla¨rung der Visualisierung siehe Abbildung 3.15
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auf Seite 78). Im ersten Experiment wurde die Variablenordnung genutzt, die aus der
Pra¨fix-Linearisierung der Modulstruktur entsteht. Damit wurde das Wissen des Modellie-
rers u¨ber die Kopplung zwischen Komponenten beru¨cksichtigt. Die so bestimmte Va-
riablenordnung ist viel besser als eine zufa¨llig gewa¨hlte Ordnung. Mit einer zufa¨llig
gewa¨hlten Variablenordnung wa¨re eine Analyse dieses Modells aufgrund des Aufwands
nicht denkbar. Der BDD umfaßt insgesamt 374529 Knoten (große Figur); in seiner brei-
testen Ebene wird eine (Bina¨r-) Variable durch 6596 Knoten repra¨sentiert.
Wird die in Abschnitt 3.3.2 entwickelte BDD-Gro¨ßenscha¨tzung fu¨r die Berechnung der
Variablenordnung verwendet, entsteht eine deutlich bessere Variablenordnung (schmale
Figur). Bei dieser Berechnung wird unter Verwendung der Gro¨ßenscha¨tzung als Kosten-
funktion ein heuristischer Algorithmus zur Optimierung angewendet, der BDD entha¨lt ins-
gesamt nur noch 14895 Knoten. Dennoch ist die aus der Modulstruktur gewonnene Pra¨fix-
Linearisierung von entscheidender Bedeutung, denn auf der Grundlage einer zufa¨lligen
Initial-Variablenordnung berechnet der heuristische Algorithmus schlechtere Variablenor-
dungen als auf der Grundlage der Pra¨fix-Linearisierung.
Variablenordnung Pra¨fix Scha¨tzung
Anzahl Konfigurationen 55857 55857
Speicherbedarf (in BDD-Knoten) 378229 14895
Verifikationszeit (in Sekunden) 14553 136
Tabelle 6.1: Einfluß des scha¨tzungsbasierten Variablenordnens auf die Verifikationsper-
formance beim Modell der Fertigungsanlage (1 Werkstu¨ck).
In der Tabelle 6.1 wird der enorme Vorteil der automatischen, scha¨tzungsbasierten
Berechnung guter Variablenordnungen (Spalte ”Scha¨tzung”) gegenu¨ber der Pra¨fix-
Linearisierung (Spalte ”Pra¨fix”) verdeutlicht. Der Speicherbedarf (Anzahl BDD-Knoten)
verringert sich beim Anwenden der scha¨tzungsbasierten Variablenordnung auf weniger als
1
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der urspru¨nglichen Gro¨ße, die Verifikationszeit betra¨gt durch diese Strategie weniger
als 1
100
der Zeit. Diese Strategie zum scha¨tzungsbasierten Variablenordnen ist im Werk-
zeug Rabbit integriert.
6.5.5 Verfeinerungsanalyse
Im Einordnungskapitel in Abschnitt 1.2.2 wurden verschiedene Anwendungen fu¨r die
Spezifikation mittels Modell vorgestellt. Um die Wirkungsweise der Verfeinerungsana-
lyse zu verdeutlichen, wird im folgenden eine dieser Techniken, das modulare Bewei-
sen, erla¨utert. Die Aufgabe besteht darin, das komplette Modell der Fertigungsanlage mit
zwei Werkstu¨cken auf eine Erreichbarkeitseigenschaft hin zu u¨berpru¨fen. Sei diese Eigen-
schaft zum Beispiel, ob eine Situation auftritt, bei der sich sowohl der Arbeitskopf einer
Maschine als auch das zugeho¨rige Bearbeitungsband bewegen (Eigenschaft 2.a.i). Da der
Aufwand fu¨r die Erreichbarkeitsanalyse des Gesamtmodells groß ist, wird die Methode
des modularen Beweisens angewendet.
Um den enormen Analyseaufwand bei der Erreichbarkeitsanalyse des Gesamtmodells
mit zwei Werkstu¨cken zu demonstrieren, zeigt Abbildung 6.20 den BDD der Erreichbar-
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Abbildung 6.20: BDD-Gestalt der Erreichbarkeitsmenge fu¨r das Modell mit zwei
Werkstu¨cken (Maximalbreite des BDDs: 2369 BDD-Knoten).
keitsmenge mit einer Gro¨ße von 271685 Knoten (bei scha¨tzungsbasiertem Variablenord-
nen). Die Berechnungszeit fu¨r die Erreichbarkeitsmenge betra¨gt 52009 s (ca. 14.5 Stun-
den) bei 2.6·108 erreichbaren Konfigurationen. Werden mehr als zwei Werkstu¨cke verwen-
det, erho¨ht sich die Analysezeit weiter und die Verifikation ist nur noch unter Anwendung
des modularen Beweisens sinnvoll.
Voraussetzung fu¨r das modulare Beweisen ist, daß im Modell Aspekte identifiziert
werden ko¨nnen, die auf die nachzuweisende Eigenschaft keinen Einfluß haben. Fu¨r je-
de Art der Eigenschaften mu¨ssen diese Aspekte evtl. neu gewa¨hlt werden, weil keine fu¨r
sie relevanten Modellteile ”wegabstrahiert” werden du¨rfen, die Abstraktion jedoch auch
hinreichend stark sein sollte, um den Zeit- und Speicheraufwand bei der Erreichbarkeits-
analyse deutlich zu verku¨rzen. Vorteilhaft ist es, wenn die in fru¨heren Entwicklungspha-
sen des Modells entstandenen gro¨beren Versionen fu¨r Komponenten einsetzbar sind, da
dadurch der Aufwand fu¨r die Entwicklung der abstrakteren Version entfa¨llt.
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Aspekte, von denen abstrahiert werden kann, sind in diesem Beispiel die Abweichun-
gen fu¨r das Zeitverhalten der Sensoren, d. h. innerhalb eines Toleranzbereichs darf der
Sensor das ankommende Werkstu¨ck fru¨her oder spa¨ter als erwartet erkennen. Außerdem
sind fu¨r Messungen des Durchsatzes der Fertigungsanlage, d. h. wieviele Werkstu¨cke pro
Zeiteinheit von der Anlage bearbeitet werden ko¨nnen, in den Steuerungen Uhren zum
Messen der Zeiten fu¨r die einzelnen Bearbeitungsschritte eingebaut worden. Diese und
weitere Aspekte des Zeitverhaltens sind fu¨r den Nachweis der oben erwa¨hnten Sicher-
heitseigenschaft nicht erforderlich. Daher wird das Komponentenmodell fu¨r das Band
durch eine Version ohne Uhren ersetzt, welches sich abgesehen vom Zeitverhalten genau-
so verhalten soll wie die Version mit Uhren. Weil das Gesamtmodell mehrere Instanzen
des Band-Moduls entha¨lt, wird durch diesen Schritt die Anzahl der Uhren im Modell von
44 auf 12 Uhren reduziert.
Nachdem ein abstrakteres Gesamtmodell durch das Ersetzen der Band-Module mit
Uhren (TimedBelt) durch Band-Module ohne Uhren (UntimedBelt) entstanden ist, kann
die Analyse in zwei Schritten ausgefu¨hrt werden:
1. Es muß mittels Verfeinerungsanalyse bewiesen werden, daß zwischen den Modulen
die Simulationsrelation ”UntimedBelt simuliert TimedBelt” existiert, d. h. daß das
Modul TimedBelt ein spezielleres Verhalten als das Modul UntimedBelt hat.
2. Mittels Erreichbarkeitsanalyse muß bewiesen werden, daß die Sicherheitseigen-
schaft im abstrakteren Gesamtmodell gilt.
Sind beide Teil-Beweise erfolgreich durchgefu¨hrt worden, darf geschlossen werden, daß
auch das urspru¨ngliche Gesamtmodell mit speziellerem Zeitverhalten die Sicherheitsei-
genschaft erfu¨llt. Dieser Schluß ist zula¨ssig, weil durch das Ersetzen des speziellen durch
das abstrakte Modul keine erreichbaren Konfigurationen weggefallen sind; bei einem ab-
strakteren Modell im Sinne der Verfeinerungsanalyse kommen immer nur mehr Verhal-
tensweisen hinzu.
Modellversion vollsta¨ndig reduziert
Anzahl Konfigurationen 2.6 · 108 9.8 · 107
Speicherbedarf (in BDD-Knoten) 271685 181712
Rechenzeit (in Sekunden) 52009 10377
Tabelle 6.2: Laufzeiten unterschiedlicher Verifikationsaufgaben (2 Werkstu¨cke).
In der Tabelle 6.2 werden die Verifikationszeiten miteinander verglichen. Eine deutli-
che Reduzierung der Rechenzeit bei Verwendung eines abstrakteren, reduzierten Modells
(mit Instanzen des Moduls UntimedBelt) gegenu¨ber dem urspru¨nglichen, vollsta¨ndigen
Gesamtsystem (mit Instanzen des Moduls TimedBelt) bei der Erreichbarkeitsanalyse wird
nachgewiesen. Dieses Ergebnis zeigt, daß eine Abstraktion in einem kleinen Teil des Sy-
stemmodells große Auswirkungen auf die Verifikationszeit haben kann. Da die einzelnen
Band-Module klein sind, beno¨tigt die Berechnung der Simulationsrelation wenig Rechen-
zeit (0.46 Sekunden). Insgesamt kann also die Rechenzeit bereits bei dieser einfachen
Abstraktion auf 20 % verku¨rzt werden.
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In einem Modell wie dem der Fertigungsanlage ist es sinnvoll, die durch den Einsatz
virtueller Maschinen gewonnene Abstraktion fu¨r die Verfeinerungsanalyse zu nutzen. Da-
zu kann zum Beispiel die gesamte virtuelle Maschine, die aus den Komponenten Band 7,
Schiebetisch, Schieber 1, Schieber 2, Maschine 1 und Maschine 2 besteht, durch eine
andere, weiter abstrahierte, virtuelle Maschine ersetzt werden, die das Kommunikations-
protokoll der urspru¨nglichen virtuellen Maschine simulieren kann. Auch das vielfach
zum Testen des Modells angewendete Modellierungsschema ”Produzent-Komponente-
Konsument” kann verwendet werden, um die Schnittstellen einer zu pru¨fenden Kompo-
nente zu belegen. Dabei werden die Komponenten, die die zu untersuchende Komponente
umgeben, durch starke Abstraktionen ersetzt, wobei das von der Komponente einzuhal-
tende Kommunikationsprotokoll gewa¨hrleistet wird. Viele weitere Abstraktionsschemen
zum Gewinnen analysierbarer Gesamtmodelle sind mo¨glich.
6.6 Zusammenfassung
In dieser Fallstudie wurden die Lo¨sungsvorscha¨ge der vorangehenden Kapitel validiert.
Alle in Kapitel 5 verwendeten Beispiel-Modelle haben den Nachteil, daß sie aus ei-
ner skalierbaren Menge von a¨hnlichen Komponenten zusammengesetzt sind und eine
u¨bersichtliche Struktur aufweisen. Die Modellierung und Verifikation von industriellen
Realzeit-Systemen stellt nach wie vor eine Herausforderung fu¨r die Forschung im Bereich
der formalen Methoden dar. In der Literatur wurden bereits einige Fallstudien zum Thema
Timed Automata vorgestellt, jedoch erreichte keine den Umfang des hier beschriebenen
Modells einer praxisrelevanten Fertigungsanlage.
Zur Veranschaulichung der Modellgro¨ße folgen einige quantitative Kenngro¨ßen: Das
entwickelte Modell hat in der textuellen Version eine Gro¨ße von 5059 Zeilen CTA-Code.
Die flache Version, bei dem die hierarchische Struktur und die Instanziierungen aufgelo¨st
wurden, umfaßt 13475 Zeilen CTA-Code. Das Modell entha¨lt 44 Uhren, 17 diskrete Va-
riablen und 82 Automaten, die u¨ber 183 verschiedene Synchronisationsmarken kommuni-
zieren. In diesem Modell werden die elektrischen Signale von 44 Sensoren verarbeitet und
28 Motoren mit verschiedenen Laufrichtungen angesteuert. Dies entspricht mehr als der
doppelten Gro¨ße der Karlsruher Produktionszelle [LL95], die 13 Aktuatoren und 14 Sen-
soren umfaßt. Bei dieser Betrachtung ist noch zu beru¨cksichtigen, daß keine der in [LL95]
vero¨ffentlichten Fallstudien auf Realzeit-Aspekte eingeht.
Es wurde nachgewiesen, daß die Modellierung durch hierarchische Strukturierung des
Modells u¨bersichtlich und flexibel durchgefu¨hrt werden kann. Dafu¨r wurden die Konzepte
und das Vorgehen bei der Modellierung sowie das System-Modell auszugsweise darge-
stellt. Die verschiedenen Mo¨glichkeiten der Spezifikation von nachzuweisenden Eigen-
schaften des Modells wurden erla¨utert und die Ergebnisse der automatischen Verifikation
mit Rabbit aufgefu¨hrt. Die geringen Analysezeiten weisen nach, daß das Werkzeug Rabbit
in der Lage ist, große Systeme algorithmisch zu bearbeiten. Damit wurde die in Kapitel 1
gestellte Forderung 5 erfu¨llt, die theoretischen Konzepte zur hierarchischen Modellierung
und die werkzeugunterstu¨tzte Verifikation an einem gro¨ßeren System zu erproben.
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Kapitel 7
Zusammenfassung und Ausblick
In den letzten 10 Jahren erlangte der Formalismus der Timed Automata im Bereich der
Modellierung und Verifikation von Realzeit-Systemen immer gro¨ßere Bedeutung. Sein
Einsatz war jedoch mit wesentlichen Problemen verbunden, die im Rahmen dieser Arbeit
gelo¨st worden sind:
• Gro¨ßere Systeme ließen sich bisher nur kompliziert und unstrukturiert modellieren.
Das Modell bestand aus einer Ansammlung von Automaten, die auf einer einzigen
Ebene miteinander kommunizierten. Wiederkehrende Systemteile ließen sich nicht
einheitlich und wiederverwendbar modellieren; sie mußten mehrfach definiert wer-
den.
• Die algorithmische Verifikation war mit den bisherigen Ansa¨tzen durch enorm
hohen Berechnungsaufwand nur bei kleinen Modellen mo¨glich (Zustandsraum-
Explosion).
Der in dieser Arbeit eingefu¨hrte Modellierungsformalismus Cottbus Timed Auto-
mata erweitert die bestehenden Konzepte der Timed Automata um Konzepte fu¨r die
Modularita¨t. Das Verhalten eines CTA-Modells wird auf die Basis-Semantik von Ti-
med Automata abgebildet. Durch die Mo¨glichkeit zur hierarchischen Strukturierung mit
Modulen und durch einen Instanziierungsmechanismus zum mehrfachen Verwenden von
Modulen sowie deren Austauschbarkeit konnten auch gro¨ßere Systeme u¨bersichtlich mo-
delliert werden.
Zur Verifikation von CTA-Modellen wurde eine effiziente BDD-basierte Erreichbar-
keitsanalyse vorgestellt, die die in der Literatur bekannten Verifikationswerkzeuge fu¨r
Timed Automata an Performance u¨bertrifft. Eines der Schlu¨sselkonzepte war dabei, die
modulare Struktur der Modelle zur Berechnung einer guten Variablenordnung zu nutzen.
Zusa¨tzlich wurde eine Verfeinerungsanalyse eingefu¨hrt, deren Algorithmen ebenfalls auf
der effizienten BDD-Repra¨sentation basieren. Mit ihr sind auch gro¨ßere Modelle verifi-
zierbar, die mit reiner Erreichbarkeitsanalyse nicht analysierbar wa¨ren.
Bei der Modellierung hybrider Systeme reicht die Ausdruckskraft von Timed Auto-
mata nicht aus, um alle Aspekte eines Systems zu erfassen. Deshalb wurde der CTA-
Formalismus zusa¨tzlich um den Basisformalismus der hybriden Automaten erweitert; fu¨r
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die Integration der Verifikation hybrider Modelle in das Werkzeug wurde eine rechner-
interne Repra¨sentation auf der Basis der Double Description Method umgesetzt, einer
matrix-basierten Datenstruktur fu¨r konvexe Polyeder.
Die in dieser Arbeit vorgestellten Konzepte wurden in einer Werkzeug-
implementierung realisiert. Das grundlegende Architekturprinzip ist die Flexibilita¨t.
So ko¨nnen nicht nur einzelne Bestandteile des Werkzeugs flexibel vera¨ndert und erwei-
tert werden, sondern es wird auch die gesamte Repra¨sentationsdatenstruktur zur Laufzeit
gewa¨hlt. Dadurch kann das Werkzeug fu¨r verschiedene (zuku¨nftige) Repra¨sentationsarten
als ”Einsatzumgebung” genutzt werden, wenn neue Ideen zu Datenstrukturen und Algo-
rithmen der Erreichbarkeitsanalyse schnell empirisch validiert werden sollen. Mit Hil-
fe mehrerer Modell-Beispiele wurde nachgewiesen, daß das in dieser Arbeit entstandene
Werkzeug fu¨r die betrachteten Modelle effizienter ist als die bisher existierenden Verifika-
tionswerkzeuge.
Abschließend wurde eine Fallstudie zur Modellierung und Verifikation eines gro¨ßeren
Systems vorgestellt, eine Fertigungsanlage mit 44 Sensoren und 28 Motoren. Dabei wurde
auf die Vorgehensweise bei der Modellierung eingegangen und die hierarchische Struktur
des Modells erkla¨rt. Eigenschaften wurden exemplarisch spezifiziert und mittels Erreich-
barkeitsanalyse u¨berpru¨ft. Unter Verwendung modularer Beweistechniken wurden Eigen-
schaften des Systems nicht nur fu¨r kleine Ausschnitte des Systems verifiziert, sondern auf
das Gesamtsystem u¨bertragen.
Offene Probleme und Erweiterungen. Aus den folgenden, in dieser Arbeit nicht
bearbeiteten Aspekten ergeben sich fu¨r die Weiterentwicklung des vorgestellten Ansatzes
interessante Fragestellungen:
• Codeerzeugung. Die formale Modellierung einer System-Steuerung und die an-
schließende Verifikation des Modells sagt wenig aus u¨ber die Korrektheit der letzt-
endlich entworfenen Steuerungssoftware. Das Generieren eines ausfu¨hrbaren Pro-
gramms aus dem korrekten Modell fu¨r die Steuerung wu¨rde eine wesentliche Berei-
cherung und Vervollsta¨ndigung der formalen Methode darstellen.
Zu diesem Thema wurden am Lehrstuhl Software-Systemtechnik bereits einige Un-
tersuchungen vorgenommen. Derzeit stehen ein Interpreter fu¨r CTA-Modelle, der
eine als CTA-Modell gegebene Steuerung ausfu¨hrt, und eine spezifische Schnittstel-
le fu¨r die Ansteuerung der Fertigungsanlage zur Verfu¨gung. Die Eingabe-Signale
des Modells werden dabei u¨ber den Parallelport eines PCs den Flanken der Sen-
soren in der Fertigungsanlage zugeordnet, die Ausgabe-Signale bewirken Prozedu-
raufrufe, die u¨ber entsprechende Bits des Parallelports die Motoren steuern. Da-
durch kann aus einem verifizierten Steuerungsmodell direkt ein reales Steuerungs-
programm entstehen, vorerst als Prototyp fu¨r Test und Validierung.
• Verfeinerungsanalyse fu¨r hybride Automaten. Da insbesondere fu¨r hybride
Systeme bisher in der Forschung keine effizienten Datenstrukturen und Algorith-
men verfu¨gbar sind, wa¨re eine automatische Verfeinerungsanalyse eine sinnvolle
Erga¨nzung zur Repra¨sentation hybrider Modelle. Gro¨ßere hybride Modelle ko¨nnten
durch modulares Beweisen besser bewa¨ltigt werden.
223
Die theoretischen Grundlagen fu¨r die algorithmische Berechnung einer Simulati-
onsrelation liegen vor, und der Einsatz der Verfeinerungsanalyse im Bereich der
Realzeit-Systeme ergab vielversprechende Ergebnisse (siehe Abschnitt 6.5.5).
• Synthese von DBM und BDD. Die BDD-Repra¨sentation hat einen Nachteil ge-
genu¨ber der auf Matrizen basierenden Datenstruktur: Große Konstanten in Uhrenbe-
dingungen der Automaten wirken sich negativ auf BDD-Gro¨ße und Berechnungszeit
aus. Eine Synthese von DBMs und BDDs ko¨nnte die Vorteile beider Datenstruktu-
ren vereinen. Erste Ansa¨tze solcher Datenstrukturen liegen vor, brachten jedoch
bisher nicht den gewu¨nschten Erfolg (siehe Abschnitt 1.2.2).
• Benutzeroberfla¨che der Werkzeuge. Ein Werkzeug zur Verifikation formaler
Modelle wird in der industriellen Praxis nur eingesetzt, wenn eine graphische
Benutzeroberfla¨che fu¨r Modellierung und Bedienung der Analysemechanismen zur
Verfu¨gung steht. Das Werkzeug darf zwar kommandozeilenorientiert ausgelegt sein,
muß jedoch um eine graphische Oberfla¨che erga¨nzt werden.
Fu¨r den praktischen Einsatz ist eine graphische Notation der Module und Automaten
erforderlich, so daß Modelle durch Zeichnungen statt durch textuelle Beschreibung
definiert und Analyseparameter durch Klick-Boxen komfortabel konfiguriert wer-
den ko¨nnen.
• Effiziente DDM-Bibliothek. Die Repra¨sentation fu¨r die Analyse der hybriden Au-
tomaten wurde in dieser Arbeit nur prototypisch implementiert, da die Hauptaufgabe
in der Entwicklung effizienter Verifikationsverfahren fu¨r Realzeit-Systeme bestand.
Das Problem der Repra¨sentation hybrider Systeme mit geeigneten Datenstrukturen
und effizienten Algorithmen wurde bisher weder in der Literatur noch in dieser Ar-
beit gelo¨st. Ansa¨tze zur Verbesserung der vorliegenden DDM-Repra¨sentation wur-
den in Abschnitt 5.4.1.5 aufgezeigt.
• Entwicklung von Modellen. Im letzten Kapitel wurde angedeutet, daß Bedarf an
der Untersuchung alternativer Entwicklungsprozesse fu¨r die formale Modellierung
großer Systeme besteht. Bei der Konstruktion des Modells fu¨r die Fertigungsanlage
war bereits deutlich zu spu¨ren, daß Verbesserungen zur Vorgehensweise und Metho-
dik mo¨glich sind.
Auch technische Prinzipien der Softwaretechnik wurden bei der Entwicklung des
Modells der Fertigungsanlage eingesetzt: Zum Erzeugen a¨hnlicher Module wur-
den bestehende Komponenten durch das Muster eines Adapters bzw. Wrappers im
Zusammenspiel mit dem Schablonenmechanismus des CTA-Formalismus wieder-
verwendet. Auch fu¨r die Protokolle zur Kommunikation der Komponenten treten
Muster auf.
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Fazit. Entgegen der zuweilen vertretenen Meinung, daß die Technologie des Model-
Checking ihre Grenzen erreicht habe (siehe Fußnote auf Seite 183), ist diese Arbeit ein
Beleg dafu¨r, daß durch die Verknu¨pfung der Ergebnisse aus verschiedenen Bereichen Mo-
delle einer neuen Gro¨ßenordnung verifiziert werden ko¨nnen. Der Leitgedanke war die
Nutzung von Struktur: Ein Modellierungsformalismus wurde entwickelt, durch den die
in Systemen explizit vorhandene Struktur von Komponenten und deren Kommunikation
in natu¨rlicher Weise im Modell widergespiegelt werden kann. Die strukturierte Model-
lierung ermo¨glicht die Konstruktion von Modellen, die leicht versta¨ndlich, verwendbar
und vera¨nderbar sind. Daru¨berhinaus wird diese Struktur genutzt, um die Verifikations-
aufgabe zu erleichtern. Die hier vorgestellte BDD-Repra¨sentation ist durch das struktur-
orientierte Variablenordnen effizient und ermo¨glicht die Erreichbarkeitsanalyse gro¨ßerer
Modelle. Durch die Verfeinerungsanalyse ist der Einsatz kompositioneller Beweistech-
niken mo¨glich. Die modulare Modellstruktur fu¨hrt beim Entwicklungsprozeß zu Verfei-
nerungsstrukturen, die nicht ku¨nstlich erzeugt, sondern zur Grundstruktur des Systems
kompatibel sind und als Abstraktion in modularen Beweisen verwendet werden ko¨nnen.
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