Abstract-In part I of this paper, the channel capacity per dimension of a Fast Frequency-Hoping Code Division MultipleAccess (FFH-CDMA) with unquantized detector outputs was evaluated and it showed that hard limiting of outputs can significantly degrade capacity. In this paper, a coded FFH-CDMA system whose maximum likelihood receiver works with unquantized outputs is considered. With a matched bit-to-symbol conversion in transmitter, it is shown that a proper design criterion is to maximize symbol Hamming distance. Based on this new criterion, a search algorithm was developed and many good convolutional codes were found. Analytical and simulation results corroborated the effectiveness of the proposed design criterion.
I. INTRODUCTION
In part I of this paper, it was shown that an unquantized Fast Frequency-Hoping Code Division Multiple-Access (FFH-CDMA) system can support a considerable greater number of simultaneous active users than a quantized FFH-CDMA system. Motivated by this fact, the normalized sum capacity and the channel cutoff rate of the considered system were evaluated. The results show expressive gains of an unquantized FFH-CDMA system in terms of number of active users as well as in terms of signal-to-noise ratios.
In this paper 1 , starting from an approximation of the pairwise error probability, a design criterion for coded systems is proposed. Performance results, obtained through computer simulation and upper bounds for convolutional codes found in the literature, showed the effectiveness of the proposed design criterion. A search algorithm for finding codes based on this criterion was implemented. Some of the coders obtained give evidence that a coded FFH-CDMA system, with a 1024 state trellis, can work near channel cutoff rate.
The paper is organized as follows. Section II describes the considered coded system. Section III derives a code design criterion and obtains the perfomance of the proposed coded system both through analytical upper bounds and computer simulation. Optimized coded CDMA systems are presented in the Section IV. And Section V gives some conclusions. Fig. 1 shows a block diagram of proposed coded FFH-CDMA system. The system is similar to that described in [1] . 1 The material in this paper was in part presented at the IEEE International Symposium on Information Theory, Lausanne, Switzerland, 2002. For the sake of comparison, we maintain the notation used in [1] , ie if n p represents the number of source data bits per frame and n tail the number of tail bits, n cod = (n p + n tail )/R CO will be the number of coded bits per frame, where R CO is the rate of a (nn, kk, mm) convolutional code, with mm its constraint length. The difference of our approach relies on the bit-to-symbol conversion process: we consider only bit-tosymbol conversion matched to the number of FSK frequencies. This matching means that the number of coded bits per trellis section, nn, is a multiple of the number of bits, k (= log 2 M ), representing each FSK frequency. In this paper, we consider only the case where nn = k, ie one FSK message symbol per trellis section. The matched conversion has two important implications: a) there is no need of interleaving after coding; b) there is no need of stuffing bits. In order to compare the performance of systems employing codes with distinct rates, the system bandwidth efficiency, η, given by
II. A CODED FFH-CDMA SYSTEM
will be used, where U = J + 1 is the number of simultaneous users. In the above expression, the effective code rate, R ef f CO , is defined as
III. CODE DESIGN CRITERION
Let m = (m 0 , . . . , m i , . . . , m nsym−1 ) be the FSK symbol sequence of length n symb = n cod /k corresponding to a convolutional coded sequence, and, let R = (R 0 , . . . , R i , . . . , R nsym−1 ) be the received matrix sequence at the output of the energy detectors. Since the energy detector outputs R nl are statistically independent, the joint probability density function p (R|m) conditioned on sequence m can be written as
where R i nl is the R nl output of the i-th received matrix. Thus, the maximum likelihood (ML) rule for FSK symbol sequences is: choose m if
As in [2] , we use the fact that not only for m i = q i , but also for n = m i = q i , we have p R i nl |m i = p R i nl |q i . Therefore, the ML rule is equivalent to:
where the set A is the set of indexes i with distinct symbols and ξ is the cardinality of A. Defining Z(m) (Z(q)) as the left (right) side of equation (1), we can evaluate the pairwise error probability,
where s = α + jw and Φ ML (s) is the characteristic function of the ML receiver described in Part I of this paper. Applying a saddle point approximation [3] to evaluate P e , we get
whereᾱ is a minimum of Φ ML (ᾱ) in an appropriate positive interval. For sufficiently high signal-to-noise ratios, Φ ML (ᾱ) < 1 . Moreover, Φ ML (ᾱ) does not depend on any specific par m,q . Thus, if L is held fixed, P e will decrease with increasing ξ. Let ξ min be the smallest value of ξ between all distinct pair of sequences m,q (m = q). This value is the minimum symbol Hamming distance of the set of FSK coded sequences. Therefore, we suggest the following design criterion: for codes with same rate and complexity, choose the one wich has maximal minimum symbol Hamming distance ξ min .
A. Metrics for matched bit-to-symbol conversion
We assume that the decoder operates with the Viterbi algorithm. Assuming also that there is one FSK message symbol per section trellis, the branch metric, M (R|m), will be given by
where m ∈ {0, . . . , M − 1}.
By applying an approach similar to that used in [2] for the uncoded case, we can write the metrics as
where m ∈ {0, . . . , M − 1} and f (·) is the ML nonlinearity given in part I of this paper. Hence, the proposed implementation of f (·) based on a perceptron can be used in either the uncoded or the coded case.
B. Metrics for unmatched bit-to-symbol conversion
In the case the bit-to-symbol conversion is done in an unmatched way, ie the number of coded bits per trellis section is not a multiple of the number of bits representing each FSK symbol, it is natural to calculate the branch metrics similarly as was done in [1] .
Let p (m|R) be the a posteriori probability of m being the transmitted FSK symbol given the received matrix R. The bitto-symbol conversion is done by mapping a block of k bits according to m =
If we consider the FSK symbols to be equally likely, it is possible to show that the a posteriori probability of b j = 0 given R, P (b j = 0|R), can be expressed as
where m = r r 2 j +2 j with (·) denoting the nearest integer equal to or smaller than the argument and j = {0, 1, . . . , k − 1}.
Let a = (a nn−1 , . . . , a 1 , a 0 ) be a nn-tuple associated with a trellis branch. Thus, we can write the metric for an unmatched bit-to-symbol conversion as
where m(R|a j ) = p (R|b j = 0), when a j = 0 and m(R|a j ) = p (R|b j = 1), when a j = 1.
Note that p (b j = 0|R) and p (R|b j = 0) differ only in a numeric constant if the coded bits have equal probabilities.
C. Performance analysis of coded systems
In this section we obtain the performance of the proposed coded FFH-CDMA system by deriving an upper bound on bit error probabilities. The bound utilizes union upper bounds on word error probabilites which are based on exact solution to the pairwise error probability. These exact solutions are evaluated in a similar manner as was described for uncoded systems in Part I of this paper.
Let
The enumerator polynomial, T (X, Y ), is given by
where B l,m denotes the number of codewords with symbol Hamming weight l, associated with the information sequence with weight m. It is explained in [4] how to obtain weight enumerators of linear block codes formed in several distinct ways from a convolutional encoder. In this work, we consider only block codes formed by using the zero tail (ZT) termination method. For this termination method, T (X, Y ) is given by element a 11 of the the n sym -th power of matrix A, A nsym . However, evaluating A nsym for large values of n sym can become prohibitive. In order to avoid the computation of A nsym , it is possible to use a recursive algorithm for evaluating a 11 . This recursive algorithm is an extension of the algorithm presented in [5] for finding the transfer function bound of rate 1/N convolutional codes.
The enumerator polynomial T (X) is easily obtained as follows
where C l is the total number of nonzero information symbols corresponding to codewords with Hamming weight l.
For an uncoded system, the bit error probability, P bit , is given by P bit = M 2(M −1) P p , where P p is the symbol error probability [6] . Following [7] , we can write a union upper bound for the bit error probability of a coded system, P (c)
where P l is the pairwise error probability given by equation (2) with ξ = l. Fig. 2 shows performance results for five systems with M = 32 frequencies, a random hopping pattern with L = 6 chips and E b /N 0 = 25 dB (chip synchronization is assumed).
D. First Results
In Table I , encoders and design parameters for five systems are given. The encoders for systems BM 1 and BM 2 were obtained in [8] whereas for systems SM 1 and SM 2 in [9] . Systems BM 1 and BM 2 work with a bit metric decoder whereas SM 1 and SM 2 work with a symbol metric decoder. BM 1 uses a rate 1/2 code with six memories [1] and with bit Hamming distance equal to 10. BM 2 and SM 1 use a rate 4/5 code with four memories and with symbol Hamming distance equal to 1 whereas SM 2 uses a rate 4/5 code with five memories but with symbol distance equal to 2 [9] . SM 3 uses an optimized rate 3/5 code with nine memories and with symbol distance equal to 4 and was obtained by computer search. Fig. 2 also shows the cuttoff rate curve, R 0 , for system SM 3 . Bandwidth efficiency, η Bit error probability, When comparing performance simulation results in Fig. 2 , one can verify the importance of using a matched bit-tosymbol conversion together with the proposed design criterion of maximizing symbol Hamming distance. Additionally, we verify that the error bounds developed in Section II-C are tight for low error probabilities (P b < 10 −3 ). Moreover, the bound obtained for SM 3 shows that this system can work near cutoff rate for P b 10 −3 . This system uses an optimized rate code. Optimization of coded systems will be considered in the next section.
IV. OPTIMIZED CODED FFH-CDMA SYSTEMS
A criterion for choosing the parameters M and L of an uncoded system was proposed in [10] . Fixing the bit error probability and the bandwidth efficiency, the values of M and L, were chosen in order to maximize the number of active users. By extending the results of [11] , we calculated the cutoff rate of a coded system [3] for unquantized detector outputs. We use here the cutoff rate of a coded system to obtain curves of normalized sum capacity, Ur, versus normalized code rate, r. Maximizing Ur will give the optimal code rate. As a result, many optimal rate codes will be high rate ones. To the best of our knowledge, there exists some few high rate binary codes designed for fading channels, which have good symbol Hamming distances [9] . Most of the codes with optimized symbol Hamming distance, given in the literature [7] , are low and medium rate M -ary codes. Therefore, a search algorithm for finding high rates binary codes was developed. The algorithm searches not only for codes with good minimum symbol distance, but also considers minimization of the number of nearest neighbors. Table II gives generators for encoders with rates 2/5, 3/5 and 4/5. The 3/5 rate code (with mm = 3) is the one whose performance is given in Fig. 2 . Table III gives generators for encoders with rate 2/3. Tables with other rates are given in [12] . Fig. 3 shows Ur versus r for a system with M = 8, L = 4 and two values of E b /N 0 . For E b /N 0 = 25 dB, the optimal code rate is r = 0.625 and U = 7 simultaneous users can be active. On the other hand, for E b /N 0 = 12, 5 dB, the optimal code rate is r = 0.479 and the system can work with U = 5 simultaneous users. Fig. 4 shows bounds on performance for systems with M = 8, L = 6 and E b /N 0 = 25 dB. For these systems, the convolutional encoders are those described in Table IV and in  Table III . It can be observed that, for P b 10 −3 , encoders (3, 1, 6) and (3, 2, 5) can work near cutoff rate. Moreover, the rate 2/3 encoder provides a system with the best performance, as might be expected if one considers the optimal code rate. Encoder (3, 2, 5) has a trellis with 1024 states. Additionaly, the bounds show that using encoder (3, 2, 2) obtained from the literature [8] , leads to a system with poorer performance than using encoder (3, 2, 2) obtained from Table III . Although both encoders have the same minimum symbol Hamming distance, the encoder from Table III has a smaller number of nearest neighbors.
V. CONCLUSIONS
In this paper, a coded FFH-CDMA system was proposed and it was shown that its proper code design criterion is to maximize symbol Hamming distance. Optimal code rates were obtained for these systems by maximizing the normalized sum capacities. A search algorithm for finding binary convolutional codes with good symbol Hamming distances was developed. Some of the obtained codes have rates with values near the optimal rates. Performance results for these near optimal rate Bandwidth efficiency, η Bit error probability, P b Uncoded (3, 1, 2) # (t) (3, 1, 2) # (s) (3, 1, 3) # (t) (3, 1, 4) # (t) (3, 1, 5) # (t) (3, 1, 6) # (t) (3, 1, 6) # (s) (3, 2, 2) (t) (3, 2, 2) # (t) (3, 2, 2) (t) (3, 2, 4) (t) (3, 2, 5) (t) R DS codes corroborated the effectiveness of the proposed design criterion. Moreover, they show that, for P b = 10 −3 , encoders with a trellis complexity of 1024 states, can work near cutoff rates. To design systems working beyond cutoff rate, turbolike codes with efficient iterative decoding methods should be investigated. 
