Abstract We obtain some optimal inequalities on tail probabilities for sums of independent bounded random variables. Our main result completes an upper bound on tail probabilities due to Talagrand by giving a one-term asymptotic expansion for large deviations. This result can also be regarded as sharp large deviations of types of Cramér and Bahadur-Ranga Rao.
Introduction
Let ξ 1 , ..., ξ n be a sequence of independent non-degenerate random variables (r.v.s) satisfying Eξ i = 0. Let S n = n i=1 ξ i . The study of sharp large deviation probabilities has a long history. Many interesting asymptotic expansions have been established in Cramér [9] , Bahadur and Ranga Rao [2] , Petrov [26] and Rozovky [24, 25] . Various exponential upper bounds have been obtained by Prohorov [30] , Nagaev [18] , Petrov [27] and Talagrand [33] , see also McDiarmid [17] , Nagaev [20, 21] and [11, 12] for martingales. For a few results on lower bounds, we refer to Nagaev [19] and Rozovky [23] .
In this paper, we consider the sums of bounded from above r.v.s ξ i ≤ 1. Let σ 
Bennett's inequality (1) is not optimal. One of the most well-known improvements on (1) is Hoeffding's inequality given by (2.8) of [16] , which states that: if ξ i ≤ 1 for all 1 ≤ i ≤ n, then, for all x > 0, 
where (and hereafter) by convention ( n n−x ) n−x = 1 when x = n. By considering the following distribution P(η i = 1) = σ 2 /n 1 + σ 2 /n and P(η i = −σ 2 /n) = 1 1 + σ 2 /n ,
Hoeffding showed that (2) is the best that can be obtained from the exponential Markov inequality P(S n ≥ xσ) ≤ inf λ≥0 Ee λ(Sn−xσ) , x ≥ 0, since inf λ≥0 E exp{λ( n i η i − xσ)} = H n (x, σ) for all 0 ≤ x ≤ n σ . Hoeffding's inequality (2) can be still improved. For sums of bounded random variables (ξ i ) i=1,...,n satisfying −B ≤ ξ i ≤ 1 for some constant B ≥ 1 and all 1 ≤ i ≤ n, Talagrand [32] showed that, for all 0 ≤ x ≤ c 1 
where c 1 , c 2 > 0 are two absolute constants,
is Mill's ratio up to a constant √ 2π and Φ(x) = 1 √ 2π
2 dt is the standard normal distribution function. Since
(see [13] ), Talagrand's inequality (6) improves Hoeffding's inequality (2) by adding a factor Θ(x)[1 + o(1)] of order
The scope of this paper is to extend Talagrand's inequality (5) to a one-term asymptotic expansion similar to Cramér [9] and Bahadur and Ranga Rao [2] . We also gives some explicit expressions for the relation of c 1 and c 2 under a (2 + δ)th moment condition. In particular, Corollary 2 gives the following sharp large deviation result: if ξ i ≤ 1 and
where |θ| ≤ 1. Since θ ≥ −1, we complete Talagrand's upper bound (5) by giving a sharp lower bound. This lower bound also improves the lower bound of Nagaev [19] for sums of bounded random variables. Moreover, if |ξ i | ≤ 1, the constant 16 in (8) can be improved to 3.08 (see Theorem 3). In the i.i.d. case, from (7) and (8), we find that, for all 0
Notice that the expression inf λ≥0 Ee λ(Sn−xσ) in (8) can be rewritten in the form exp{−nΛ * n ( xσ n )}, where Λ * n (x) = sup λ≥0 {λx − 1 n log Ee λSn } is the Fenchel-Legendre transform of the cumulant function of S n . The function Λ * (x) = lim n→∞ Λ * n (x) is known as the good rate function in the large deviation principle (LDP) theory (see [10] ).
To show the relation among equality (8) and the results of Cramér [9] and Bahadur and Ranga Rao [2] when n → ∞, we consider the i.i.d. case. In this case, equality (8) reduces to the following results: for all 0 ≤ x ≤ 0.1 √ n σ 1 /B,
and, for all 0 ≤ y ≤ 0.1σ
Cramér [9] showed the following equality: for all 0 ≤ x = o( √ n),
where λ(·) is the Cramér series (see [26] for details). Bahadur and Ranga Rao [2] obtained the following expansion: for given y > 0,
where t y and σ 1y depend on the distribution of ξ 1 and on y in a complicated way. Compared to (12) and (13) , the equalities (10) and (11) avoid the complicated factors λ(·), t y and σ 1y . In particular, since
for x → ∞, equality (11) implies that, for given y ∈ (0, 0.1σ
Compared to (13) , equality (14) has the advantage that the complicated factors t y and σ 1y have been replaced by the explicit values y and σ 1 , respectively. In the proofs of our results, we make use of the conjugate distribution technique, which becomes a standard for obtaining sharp large deviation expansions. This technique has been used in Petrov [26] , Nagaev [19] , Bercu and Rouault [6] , Borovkov and Mogulskii [8] , Petrov and Robinson [28] , Bercu, Coutin and Savyb [7] and Györfi, Harremöes and Tusnády [15] . Here we refine the technique inspired by Talagrand [32] and Grama and Haeusler [14] .
The paper is organized as follows. In Section 2, we present our main results. In Section 3, we present some auxiliary results. In Sections 4 -6, we prove the main results.
Throughout the paper, we make use of the following notation: a ∧ b = min{a, b}, a ∨ b = max{a, b}, a + = a∨0, θ stands for a value satisfying |θ| ≤ 1. We denote by N (0, 1) the standard normal distribution, and we agree that 0 −1 = ∞.
Main Results
Let (ξ i ) i=1,...,n be a sequence of independent non-degenerate real random variables (r.v.s) with Eξ i = 0 all over the paper. In the sequel, we use the following condition.
(A) There exist two constants δ ∈ (0, 1] and B > 0 such that, for all λ ≥ 0,
Notice that condition (A) is satisfied for δ = 1 if
, denote by C 2+δ the Lyapunov constant defined as follows. Suppose that (ξ i ) i=1,...,n have (2 + δ)th moments, i.e. E|ξ i | 2+δ < ∞ for all 1 ≤ i ≤ n. Then C 2+δ is the minimum of all absolute constants C such that
holds for all (ξ i ) i=1,...,n . It is known that 0.4097 ≤ C 3 ≤ 0.56 and that C 3 ≤ 0.4784 in the identically distributed case (see Shevtsova [31] ). For the binomial distribution (for 0 < p ≤ 0.5), Nagaev and Chebotarev [22] have recently proved that C 3 ≤ 0.4215.
Our main result is the following theorem.
Theorem 1 Assume condition (A) and that
where |θ| ≤ 1 and
and
as n → ∞.
On Talagrand's inequalities and sharp large deviations
For r.v.s ξ i without moments of order larger than 2, some improvements of Hoeffding's inequality (2) can be found, for instance, in Bentkus [4] and Bentkus, Kalosha and van Zuijlen [5] and Pinelis [29] . In particular, when ξ i ≤ 1 for all 1 ≤ i ≤ n, Bentkus [4] showed that
where η i are i.i.d. with distribution (4) and
o is the minimum log-concave function such that P o ≥ P. As η i ≤ 1, inequality (19) is sharp up to an absolute constant
Here we give an equivalent to bound
Hence, we have the following inequality similar to (19) for (ξ i ) i=1,...,n without moments of order larger than 2.
where
This corollary shows us that (19) improves Hoeffding's bound H n (x, σ) by adding a factor F 1 (x, σ) in the range 0 ≤ x ≤ 0.24 min{ n σ , σ}. Moreover, in the i.i.d. case, by (20) , we find that the ratio of bound (19) to bound (16) converges to e 2 2 for 0 ≤ x = o(n δ/2 ) as n → ∞, which means that (16) is better than (19) for all 0 ≤ x = o(n δ/2 ). Of cause, the advantage of (21) (also (19) ) is that we do not assume that ξ i have moments of order larger than 2 and that the missing factor exists in a larger range 0
Using Theorem 1 and C 3 ≤ 0.56, we easily obtain the following corollary.
where |θ| ≤ 1.
Note that equality (22) implies Talagrand's inequality (5) by giving a large deviation expansion. In particular, sice θ ≥ −1, equality (22) completes inequality (5) by giving a lower bound.
Some earlier lower bounds on tail probabilities, based on Cramér large deviations, can be found in Arkhangelskii [1] and Nagaev [19] . In particular, Nagaev established the following lower bound
for some explicit constants c 1 , c 2 and all 0 ≤ x ≤ 
and satisfieš
The interesting feature of the bound (25) is that it closely recovers the shape of the standard normal tail for all 0 ≤ x = o(σ) as σ → ∞. Contrary to the Berry-Essen bound, the bound (25) is decreasing in an exponential rate for large x.
The well-known asymptotic expansions of tail probabilities (see Petrov [26] ) show that in general the valuex in Corollary 3 can not be replaced by x. However, in the following subGaussian case,x can be replaced by x. 
Note that the condition ξ i ≤ σ i (which replaces the condition ξ i ≤ 1 in Corollary 3) is satisfied for Rademacher r.v.s (i.e., P(ξ i = ±1) = 1 2 ). For two-sided bounded r.v.s |ξ i | ≤ B with B > 0, the following theorem shows that the constant 16 in Corollary 2 can be further improved to a smaller one. Without loss of generality, we take B = 1, otherwise we consider ξ i /B instead of ξ i .
Theorem 3 Assume |ξ
In particular, for all x ≥ 0,
Moreover, if 0 ≤ x ≤ 0.1σ, then c x ≤ 3.08.
It is clear that inequality (29) improves Hoeffding's bound H n (x, σ) by adding a missing factor (Θ(x) + c x /σ) ∧ 1.
To show the tightness of equality (28), let S ′ n = ε 1 + ... + ε n be the sums of independent Rademacher r.v.s, i.e. P(ε i = ±1) = 1 2 for all i = 1, ..., n. We display the simulation of
in Figure 1 , which shows that R(x, n) is very close to 1 for large n's.
Auxiliary Results
Assume that Ee λξi < ∞ for some constant λ > 0 and all i. We consider the positive random variable
so that EZ n (λ) = 1 (the Esscher transformation). Introduce the conjugate probability measure P λ defined by dP λ = Z n (λ)dP.
Denote by E λ the expectation with respect to P λ . Setting
Ee λξi , i = 1, ..., n, and
we obtain the following decomposition:
In the proofs of Theorems 1-3, we shall need a two-sided bound of B n (λ). To this end, we need some technical lemmas. For a random variable bounded from above, the following inequality is well-known. Lemma 1 Assume ξ i ≤ 1. Then, for all λ ≥ 0,
A proof of the inequality can be found in [3] . This inequality is sharp and attains to equality when
By Lemma 1, we easily obtain the following estimation of the moment generating function Ee λξi .
Lemma 2 Assume ξ i ≤ B and E|ξ i | 2+δ ≤ B 2+δ for some constants B, δ > 0 and all
2 and, for all λ ≥ 0,
Proof. Using Jensen's inequality and E|ξ i | 2+δ ≤ B 2+δ , we deduce
Since d dt Be(λ, t) ≥ 0 for all λ, t ≥ 0, the function Be(λ, t) is increasing in t ≥ 0 for all λ ≥ 0. Hence, by Lemma 1 and the fact that σi B ≤ 1, for all λ ≥ 0,
This completes the proof of Lemma 2. ⊓ ⊔ In the following lemma, we give a two-sided bound for B n (λ).
Lemma 3 Assume ξ i ≤ B for some constant B > 0 and all 1 ≤ i ≤ n. Then, for all λ ≥ 0,
If (ξ i ) i=1,...,n satisfies condition (A), then, for all λ ≥ 0,
Proof. By Jensen's inequality, we have, for all λ ≥ 0, Ee λξi ≥ e λEξi = 1. Since Eξ i e λξi = Eξ i (e λξi − 1) ≥ 0 for λ ≥ 0, and ξ i ≤ B, we obtain the upper bound as follows: for all λ ≥ 0,
If (ξ i ) i=1,...,n satisfies condition (A), it follows that, for all λ ≥ 0,
Therefore, using Lemma 2, we get the lower bound of B n (λ): for all λ ≥ 0,
, which completes the proof of Lemma 3. ⊓ ⊔ Next, we give an upper bound for the cumulant function
Lemma 4 Assume ξ i ≤ 1 for all 1 ≤ i ≤ n. Then, for all λ ≥ 0,
Proof. Since the function f (λ, t) = log 1 1 + t exp {−λt} + t 1 + t exp{λ} , λ, t ≥ 0, has a negative second derivative in t > 0 (see Lemma 3 in [16] ), then, for any fixed λ ≥ 0, −f (λ, t) is convex in t ≥ 0 and
Therefore by Lemma 1 and Jensen's inequality, we get, for all λ ≥ 0,
This completes the proof of Lemma 4.
By the relation between E and E λ , the following inequality is obvious:
The following lemma gives some estimations of σ 2 (λ).
Lemma 5 Assume ξ i ≤ B and condition (A) for all 1 ≤ i ≤ n. Then, for all λ ≥ 0,
Proof. Since Ee λξi ≥ 1, λ ≥ 0, and ξ i ≤ B, we get, for all λ ≥ 0,
This gives the upper bound of σ 2 (λ). For all λ ≥ 0, it is easy to see that
Using Lemma 2 and condition (A), we obtain, for all λ ≥ 0,
Noting that σ 2 (λ) ≥ 0, by a simple calculation, we have, for all λ ≥ 0,
which gives the lower bound of σ 2 (λ). ⊓ ⊔ For the random variable Y n (λ), λ ≥ 0, we have the following result on the rate of convergence to the standard normal law.
Lemma 6 Assume ξ i ≤ B and E|ξ i | 2+δ < ∞ for some constants δ ∈ (0, 1], B > 0 and all 1 ≤ i ≤ n. Then, for all λ ≥ 0,
is the sum of independent r.v.s η i (λ) and E λ η i (λ) = 0. Using the well-known rate of convergence in the central limit theorem (cf. e.g. [26] , p. 115), we get, for all λ ≥ 0,
Using the inequality (a + b)
E|ξ i | 2+δ .
Therefore, we obtain, for all λ ≥ 0,
This completes the proof of Lemma 6. ⊓ ⊔ We are now ready to prove the main technical result of this section.
Theorem 4 Assume ξ i ≤ B and E|ξ i | 2+δ < ∞ for some constants δ ∈ (0, 1], B > 0 and all
Proof. According to the definition of the conjugate probability measure (cf. (30)), we have the following representation of P(S n > xσ): for given x, λ ≥ 0,
For an x ≥ 0, if there exists a λ = λ(x) such that Ψ ′ n (λ) = xσ, then the exponential function e −λxσ+Ψn(λ) in (40) attains its minimum at λ = λ. Since B n (λ) = Ψ ′ n (λ) = xσ, we have U n (λ) = λY n (λ) and
Using Lemma 6, we deduce
Therefore, from (40), for all x ≥ 0,
This completes the proof of Theorem 4. ⊓ ⊔
Proof of Theorem 1
In the spirit of Talagrand [32] , we would like to make use of Θ(x) to approximate Θ(λσ(λ)) in Theorem 4. The proof of Theorem 1 is a continuation of the proof of Theorem 4. Proof of Theorem 1. Using (41) and Lemma 4, we get, for all x ≥ 0,
Since
Using Lemma 3 and the inequality e −x ≥ 1 − x for x ≥ 0, we have, for all 0
By the estimation of σ(λ) in Lemma 5, it follows that, for all 0
Hence, (44) implies that, for all 0
By (45), it follows that 1 − Bλ λ ≤ 
Therefore, by Lemma 5, it is easy to see that
Combining (39) and (48)- (50) together, we have, for all 0 ≤ x < 0.25
This completes the proof of Theorem 1.
. Notice that Hoeffding's bound is less than Bernstein's bound, i.e.
(cf. Remark 2.1 of [11] ). Therefore, from (23), we have, for all 0 ≤ x ≤ 0.1
Using (7), we obtain, for all 0 ≤ x ≤ 0.1
This completes the proof of Corollary 3. ⊓ ⊔
Proof of Theorem 2
Under the condition of Theorem 2, we have the following upper bound of Ψ n (λ).
Proof. Using Lemma 1, we have, for all t ≥ 0,
Hence, for all λ ≥ 0,
This gives the upper bound of Ψ n (λ). ⊓ ⊔ Under the condition of Theorem 2, we have the following lower bound of σ 2 (λ). 
Proof. Denote by f (λ) = Eξ Thus, for all λ ≥ 0,
Therefore, for all λ ≥ 0,
, by Lemma 2 and σ 2 (λ) ≥ 0, it follows that
This completes the proof of Lemma 8. ⊓ ⊔ Notice that the condition in Theorem 2 is stronger than that in Corollary 2. We can easily prove Theorem 2 by (15) of Corollary 2. However, in order to obtain a constant c x in Theorem 2 as small as possible, we make use of Theorem 4 to prove Theorem 2.
Proof of Theorem 2. By Lemma 7, for all x ≥ 0, we have
Since σ ≤ λσ e Bλ − 1
Hence, by (44), we obtain, for all 0
By Lemma 8, it is easy to see that, for all 0 ≤ λ <
Thus, from Theorem 4, it follows that, for all 0 ≤ x < 0.25
with t defined in (49). Since
, x ≥ 0, we have, for all 0 ≤ x < 0.25
In particular, if 0 ≤ x ≤ 0.1 σ B , using C 3 ≤ 0.56, we have √ 2πc x ≤ 32.47. ⊓ ⊔
Proof of Theorem 3
For bounded r.v.s, the result on the convergence rate of Y n (λ) to the standard normal law (cf. Lemma 6) can be improved to the following one.
Lemma 9
Assume |ξ i | ≤ 1 for all 1 ≤ i ≤ n. Then, for all λ ≥ 0,
Proof. Using the well-known rate of convergence in the central limit theorem in [26] , p. 115, and the fact that C 3 ≤ 0.56, we get, for all λ ≥ 0,
Since |η i | ≤ |ξ i | + E λ |ξ i | ≤ 2, it follows that n i=1 E λ |η i | 3 ≤ 2σ 2 (λ). Therefore, for all λ ≥ 0, Using Lemma 2 with B = 1, we get the lower bound of B n (λ): for all λ ≥ 0,
Eξ i e λξi Ee λξi ≥ (1 − e −λ )e 
Returning to (59), we get, for all 0 ≤ λ < 1, P(S n > xσ) = Θ (x) + θ c x (λ) σ inf with t defined in (60). In particular, using the inequality P(S n ≥ xσ) ≤ inf λ≥0 Ee λ(Sn−xσ) ≤ H n (x, σ) (cf. (43)), we obtain, for all x ≥ 0,
This completes the proof of Theorem 3. ⊓ ⊔
