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RÉSUMÉ
Les mammifères supérieurs possèdent des yeux en position frontale qui leur
permet d’obtenir des informations légèrement différentes ati niveau des deux rétines.
Cette différence rétinienne, la disparité spatiale, est un indice nécessaire et suffisant
pour la stéréopsie. Les travaux de Barlow et al. (1967) ont montré que les ceiltiles
binoculaires de l’aire 17 du chat répondent sélectivement à la disparité spatiale créée
par des barres lumineuses. La cellule binoculaire est donc considérée comme le
substrat neurophysiologique de la perception stéréoscopique. Ohzawa et Freeman
(1986a, 1986b) ont montré que les cellules de l’aire 17 du chat répondent
sélectivement à la disparité spatiale de réseaux de fréquences spatiales dont l’angle de
phase est varié à l’intérieur des champs récepteurs. Ces résultats ont permis de
proposer que l’encodage de la disparité spatiale soit réalisé à partir d’une différence
entre l’organisation spatiale des champs récepteurs gauche et droit d’une cellule
binoculaire (disparité de phase).
La majorité des aires visuelles du chat possèdent des cellules binoculaires sensibles à
la disparité spatiale à l’exception de l’aire 19 où seulement 30% répondent
sélectivement aux disparités de position de barres lumineuses (Gonzalez et Perez,
1998). Nous avons donc enregistré l’activité ceiltilaire de l’aire 19 du chat anesthésié
afin de vérifier si l’encodage de la disparité spatiale au niveau de cette aire est réalisé
par l’organisation spatiale des champs récepteurs. Nos résultats montrent qu’un faible
pourcentage (3 8%) de cellules montrent des profils de sensibilité à la disparité de
phase. Il est possible que cette faible représentation cellulaire soit reliée aux
conditions de la stimulation qui ne sont pas optimales pour l’aire 19. En effet, les
Vrésultats d’études comportementales suggèrent que celle-ci soit impliquée dans la
discrimination de la forme (Hugues and Sprague, 1986) ainsi que dans la ségrégation
de la figure de l’arrière-plan (Dinse and Krtiger, 1990). Nous avons donc enregistré
l’activité des cellules de l’aire 19 et stimulés les champs récepteurs à l’aide de
disparités spatiales de phase statiques sans composante de mouvement. Nos résultats
montrent que la majorité (70%) des cellules binoculaires de l’aire 19 répondent
sélectivement à la disparité de phase statique. De plus, la sélectivité des cellules à ce
type de disparité spatiale est très large, ce qui suppose que cette aire visuelle est
impliquée dans l’analyse des formes tridimensionnelles grossières et statiques.
Bien que les cellules visuelles répondent sélectivement à la disparité de phase et de
position, aucune étude expérimentale n’a montré si l’encodage de la disparité spatiale
provient d’un même mécanisme ou de deux mécanismes différents. De plus, nous
ignorons s’il s’agit de cellules binoculaires identiques ou provenant de populations
différentes qui encodent les deux types de disparités spatiales. Des enregistrements
unitaires ont été réalisés au niveau de l’aire PMLS et les cellules binoculaires ont
donc été stimulés à l’aide de barres lumineuses et des réseaux de fréquences spatiales.
Plus de 70% des cellules de l’aire PMLS montrent des profils de sensibilité à la
disparité de phase et la presque totalité de celles-ci répondent également à la disparité
de position. L’ensemble de nos résultats suggère que les aires extrastriées sont
fortement impliquées dans la perception stéréoscopique et que l’aire 19 et PMLS sont
respectivement reliés à la stéréopsie de type statique et dynamique.
Mots clés Disparité spatiale, stéréopsÎe, aïres extrastriées, vision bînocuLaire, chat
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ABSTRACT
The visual system is able to extract the third dimension ofthe external world
by computing minute position differences between the left and the right images
formed on the retinae of the two eyes. This ability appears to be a distinctive feature
of mammals with ftontaily positioned eyes. The horizontal differences between the
images in each eye, that is, retinal disparity, provide a sufficient and necessary eue
leading to stereopsis. On the neurophysiological basis, Barlow et al. (1967) originally
identified celis in area 17 responding to positional disparities created by light bars
and, suggested that they formed the neural substrate of depth perception. Later on,
Ohzawa and freeman (1986a, 19$6b) showed that the two RFs of celis in area 17
respond selectively to phase-shifted spatial gratings. Based on these results, they
proposed that the internai organization ofa cell’s lefi and right receptive fieids (phase
disparities) can be used to code for depth.
Most binocular neurons in the visual areas ofthe cat are disparity-selective (Gonzalez
and Perez, 199$). However, in area 19, a iimited portion (3O%) of neurons are
positional disparity selective. Single-unit recording were thus made in area 19 of the
anesthetized cat in order to determine whether ceils in area 19, as in area 17, are
sensitive to phase disparities, which would attest to the fact that they could use their
internal spatial organization to code for depth. Our results show that a similar
proportion of ofbinocular ceils (3$%) respond selectively to phase disparities.
It is possible that the reason why only a few (a third) of the binocular neurons in area
19 are disparity selective is due to the inclusion of the motion component in the
stimulation protocol. Indeed, behavioral studies indicate that area 19 is involved in
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form discrimination (Hugues and Sprague, 1986), in the detection of stationary or
moving figures on either stationary or moving noisy backgrounds (Dinse and KrLiger,
1990). Binocular interactions were investigated in area 19 using dichoptically
presented phase-shifted static gratings that flickered at a fixed temporal rate. Our
resuits show that more than 2/3 of the binocular ceils showed phase specificity to
static phase disparities. Ceils in this area are coarsely tuned to spatial disparities
which, as supported by behavioral studies, could reflect its involvement in the
analysis ofstereoscopic pattem having gross disparities but devoid of motion cues.
However, it is stili unclear whether binocular celÏs in vistial areas rely upon
phase or positional offsets between their receptive fields in order to code binocular
disparity. We tried to clarify more precisely the neural mechanisms underlying
stereoperception by examining whether binocular ceils in area PMLS sensitive to
phase disparity are the same as those which code for position disparities or whether
each group represent a different sub-population of disparity sensitive neurons. We
investigated this by testing both types of disparities on single neurons in this area
with drifling light bars and phase-shifted gratings. The resuits show that the vast
majority of ceils (74%) are sensitive to interocular phase disparities and that nearly
ail ofthem code also for positional disparities.
The resuits of our studies strongly support the fact that extrastriate areas are involved
in stereopsis. Visuai areas 19 and PMLS are probably implicated respectively in the
analysis ofstatic and dynamic stereopsis.
Keys words: spatial disparity, stereopsis, extrastriate areas, binocular vision, cat
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CHAPITRE 1
Introduction générale
Chez l’humain, l’écartement latéral des deux yeux (65 mm) fait en sorte que
les champs visuels monoculaires se chevauchent au niveau de la région centrale.
Cette zone de chevauchement binoculaire, présente également chez les mammifères
supérieurs, permet d’obtenir des informations différentes au niveau des deux rétines,
pour une même cible visuelle. Cette différence rétinienne, que l’on nomme la
disparité spatiale horizontale, est un indice suffisant et nécessaire pour la perception
stéréoscopique. En effet, vVheastone (1838), l’inventeur du stéréoscope, a montré que
la présentation de deux images similaires, mais légèrement différentes quant à leur
position spatiale horizontale, résulte non seulement en la fusion de celles-ci, mais
entraîne également une forte impression de profondeur et de solidité de l’objet. Des
cibles visuelles présentées à une distance plus grande (plus de 30 mètres) de
l’observateur produisent toutefois des images rétiniennes sensiblement identiques
pour les deux yeux (Vishton et Cutting, 1995). La perception de la profondeur
demeure tout de même possible grâce à l’implication des indices monoculaires de la
profondeur qui sont utiles à chaque oeil séparément. Bien que les indices
monoculaires permettent la perception tridimensionnelle du monde visuel, la disparité
spatiale horizontale a l’avantage de déterminer la solidité des objets situés près de
1’ observateur.
Jusqu’au milieu du 20e siècle, la perception stéréoscopique était considérée
comme une analyse visuelle complexe nécessitant préalablement l’identification
monoculaire de la forme de l’objet (Helmholtz, 1893). Cependant, les travaux de
Julesz (1964) ont montré que la fusion binoculaire ainsi que la perception
stéréoscopique ne dépendent pas de l’identification de la forme. En effet, ce dernier a
2démontré, à l’aide de stéréogrammes constitués de bruits visuels aléatoires, incluant
certains éléments décalés horizontalement, que la fusion et la perception
stéréoscopique surviennent avant même l’identification de la forme. Certains
animaux qui ont leurs yeux en position frontale, tels le singe et le chat, possèdent une
telle vision stéréoscopique (Bough, 1970; Ptito et al., 1992). Les animaux ayant des
yeux en position latérale, tels le cheval et le muton, ont également une certaine zone
de chevauchement binoculaire leur permettant une vision stéréoscopique (Clarke et
Whitteridge, 1973; Timney et Keil, 1999).
Plusieurs études ont tenté de mettre en évidence les bases
neurophysiologiques de la perception de la profondeur en proposant des modèles
d’encodage de la disparité spatiale (Barlow et al., 1967 ; Anzai et al., 1997; Erwin et
Miller, 1999). Bien que certains modèles semblent parfois contradictoires ou
complémentaires, la conclusion générale de ces études est que la cellule binoculaire
forme le substrat neurophysiologique de la perception de la profondeur. D’ailleurs,
Blake et Hirsch (1975) ont montré que des chatons privés monoculairement sont
incapables d’exécuter une tâche de discrimination stéréoscopique et possédent un très
faible nombre de cellules binoculaires.
De nombreuses études ont révélé l’existence, chez le singe et le chat, de
cellules binoculaires dans les différentes aires visuelles répondant sélectivement à la
disparité spatiale, peu importe que celle-ci soit produite par l’utilisation de barres
lumineuses, de stéréogrammes ou de réseaux de fréquences spatiales (fS). Par contre,
le ou les mécanismes qui permettent l’encodage de la disparité spatiale au niveau
cellulaire demeure(nt) encore inconnu(s). L’objectif principal de cette thèse est de
3caractériser les interactions cellulaires à l’intérieur des aires visuelles de haut niveau
de traitement sensibles à la disparité spatiale. Ce qui permettra de spécifier les
mécanismes responsables de l’encodage de la disparité spatiale. En guise
d’introduction, je présenterai une brève description de la géométrie de la vision
binoculaire. Puis, une description de la physiologie du système visuel du chat sera
présentée. finalement, j’aborderai les différents modèles théoriques de l’encodage de
la disparité spatiale.
1.1. Géométrie de la vision binoculaire
Avant d’étudier la sensibilité des cellules visuelles à la disparité spatiale, il est
important de décrire la géométrie de la vision binoculaire. Chez l’humain,
l’écartement latéral des yeux fait en sorte que des informations différentes sont
acheminées à chacun des yeux, pour une même scène visuelle. Ainsi, tout objet
présenté sur l’horoptère, comme c’est le cas pour les points X, Y et Z (Figure 1), voit
son image projetée au niveau de chacune des rétines, sur des points rétiniens
correspondants (disparité spatiale = O), ce qui permet la fusion des deux images d’un
même objet. Par contre, les objets visuels qui sont présentés au-delà ou en-deçà de
l’horoptère, produisent de plus larges disparités spatiales rétiniennes, car elles
projettent sur des points rétiniens non-correspondants. De plus, lorsque la disparité
spatiale horizontale est trop importante, les deux images ne peuvent être fusionnées;
la perception devient donc diplopique (Ogle et al., 1949). Cependant, Wheastone
(1838) a montré que deux images spatialement disparates peuvent être fusionnées et
entrafner une forte impression de profondeur et de solidité et ce, sans qu’il n’y ait de
4diplopie. Il existe donc une région située devant et derrière l’horoptère où la
perception stéréoscopique est possible, sans créer de diplopie. En effet, cet espace
correspond à l’aire de fusion de Panum (voir Figure 1). Par contre, les objets
présentés devant ou derrière l’aire de fusion de Panum produisent respectivement des
disparités spatiales de type croisé et non-croisé, lesquelles sont perçues de manière
diplopique. Toutefois, la perception de la scène visuelle chez l’observateur ayant une
vision normale est réalisée sans diplopie; ce qui signifie que le système visuel est doté
de mécanismes de suppression qui éliminent la perception diplopique.
Les travaux de Ogle (1950) ont introduit les concepts de stéréopsie fine et
grossière qui font référence à la capacité d’analyser respectivement de petites et de
larges disparités spatiales. La stéréopsie fine est donc reliée à l’analyse de disparités
spatiales très restreintes qui n’excèdent pas deux degrés d’angle visuel et qui sont par
conséquent situées à l’intérieur de l’aire de fusion de Panum (Mitcheil, 1966; Fender
et Julesz, 1967). La stéréopsie grossière, pour sa part, fait référence à l’analyse de
z
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Figure 1: L’horoptère et l’aire de Panum (adapté de Schiffman, 1990)
5larges disparités spatiales qui sont accompagnées de diplopie allant de sept degrés à
dotize degrés et ce, autant pour les disparités spatiales de type croisé que non-croisé
(Blakemore, 1970; Bishop et Henry, 1971).
La perception stéréoscopique est possiblement réalisée au niveau de plusieurs
aires visuelles qui traitent à la fois les disparités spatiales fines et grossières,
dynamiques ou statiques. La spécificité des aires visuelles corticales, quant à leurs
rôles et fonctions au niveau de la stéréopsie, est possiblement le résultat de différentes
afférences rétiniennes. En effet, de la rétine émergent trois grandes voies visuelles
parallèles (X, Y, W) qui sont à l’origine de l’analyse des différentes composantes de
la scène visuelle.
1.2. Physiologie du système visuel du chat
De nombreuses études ont démontré que les différentes composantes de la
scène visuelle, telles que l’orientation, le mouvement, la forme et la couleur, sont
analysées le long des voies parallèles du système visuel (Enroth-Cugell et Robson,
1966; Stone, 1983 ; Livingstone et Hubel, 1987). En effet, chez le chat, trois types de
cellules ont été identifiés au niveau de la rétine: les cellules X, Y et W (Enroth-CugelÏ
et Robson, 1966; Stone et Hoffmann, 1972; Hoffmann,1973). Celles-ci forment trois
voies parallèles qui sont responsables du fonctionnement des aires visuelles
supérieures. Ces cellules constituent respectivement 40%, 10% et 50% de l’ensemble
des cellules ganglionnaires (Cleland et Levick, 1974; Rowe et Stone, 1976). En plus
de leur différente distribution rétinienne, les trois types de cellules se distinguent par
6la dimension de leur champs récepteurs (CR), leur conduction axonique, ainsi que par
leur projection vers les différentes aires corticales.
Les CR des cellules ganglionnaires X sont généralement petits (0,2 à 1 degré)
et sont distribués majoritairement au niveau de l’area centralis. Elles répondent de
façon tonique à la stimulation visuelle et leur conduction axonique est plutôt lente (15
à 23 m/s). La stimulation de leur CR à l’aide de réseaux de FS sinusoïdales évoque
des réponses modulées aux basses fréquences temporelles, ainsi qu’une résolution
spatiale élevée comparativement aux autres types de cellules ganglionnaires (Enroth
Cuggel et Robson, 1966; Cleland et al., 1973 ; Stone, 1978). Il est donc généralement
admis que les cellules X s’occupent du traitement des composantes spatiales de la
scène visuelle, telle que l’analyse précise de la forme qui nécessite une acuité visuelle
élevée.
Les cellules ganglionnaires Y ont des CR (0,5 à 2,5 degrés) de plus grande
taille que ceux des cellules X et sont distribuées en plus grand nombre au niveau de la
périphérie de la rétine (Row et Stone, 1976). Elles répondent de manière phasique à la
stimulation visuelle et possèdent une conduction axonique (Cleland et al., 1971)
rapide (30 à 40 mIs) et une grande sensibilité au contraste (Enroth-Cuggel et Robson,
1966). Contrairement aux cellules X, les réponses des cellules Y ont une résoltition
spatiale nettement plus faible que celle des cellules X. Ainsi, on peut supposer que les
cellules Y sont responsables de l’analyse et de la détection de stimuli mobiles, bien
qu’il soit fort probable qu’elles soient impliquées dans l’analyse des aspects plutôt
grossiers de la scène visuelle, plus particulièrement ceux reliés à la forme globale
(Stone, 1983).
7La grandeur des CR des cellules de type W (0.4 à 2,5 degrés) est, quant à elle,
comparable à celle des cellules Y (WiÏson et al., 1976). Cependant, ces cellules se
retrouvent tant au niveau de l’area centralis, qu’au niveau de la périphérie rétinienne.
Elles possèdent une conduction axonique beaucoup plus lente (2 à 1$ m/s) que les
cellules X et Y (Stone et Hoffman, 1972 ; Cleland et Levick, 1974). Plus de trente ans
après leur découverte, le rôle des cellules W demeure toujours méconnu. Cependant,
des études ont proposé leur implication dans les fonctions visuelles subsistant chez
l’animal lésé des aires visuelles 17 et 1$, grâce à leurs projections au niveau de la
voie rétino-tectale.
La majorité des cellules ganglionnaires envoie leurs projections vers la partie
dorsale du noyau géniculé latéral (NGL), alors que les autres envoient leurs
projections au niveau du collicule supérieur. Ces deux types de projections forment
respectivement la voie rétino-thalamique et la voie rétino-tectale. Ainsi, les trois
types de cellules rétiniennes projettent majoritairement aux différentes couches du
NGL et par la suite aux différentes aires corticales (Enroth-Cuggell et Robson, 1966;
Cleland et al., 1971; Stone et Hoffmann, 1972, Stone, 1980; Rowe et Cox, 1993). Le
NGL du chat est essentiellement composé de trois couches cellulaires, soit les
couches A, Al et C. Cependant, la couche C, peut être divisée en quatre sous
couches C, Cl, C2 et C3. Les cellules géniculées des couches A, C et C2 reçoivent
des afférences provenant de l’oeil controlatéral, contrairement aux cellules des
couches Al et Cl, lesquelles reçoivent des afférences de l’oeil ipsilatéral. La couche
C3, pour sa part, ne semble pas recevoir d’afférences rétiniennes directes (Guillery et
al., 1980). Par ailleurs, le noyau intralaminaire médian (NIM), ainsi que l’aileron du
8corps genouillé, toutes deux des structures adjacentes au NGL, reçoivent des
afférences rétiniennes. Les axones de la majorité des cellules ganglionnaires X se
terminent dans les couches A et Al du NGL, alors qtie les cellules de type Y
projettent vers les couches A, Al et C, ainsi que vers le NIM et le collicule supérieur
(Sherman, 1985). Les cellules W projettent vers les couches C, l’aileron, le NEvI,
ainsi que vers le collicule supérieur. Les cellules du collicule supérieur ne projettent
pas directement vers les aires visuelles corticales comme celles du NGL, mais
envoient plutôt leurs projections vers d’autres structures sous-corticales comme les
couches C du NGL, l’aileron du corps genouillé, ainsi que vers le complexe LP
pulvinar (Berson et Graybiel, 1978).
Chez le chat, il existe plus de vingt aires visuelles (figure 2) ayant une zone
de représentation complète ou partielle de l’hémichamp controlatéral (Palmer et al.,
1978; Tusa et al., 1978, 1979; Tusa et Palmer, 1980). Ces différentes aires visuelles
sont organisées de manière rétinotopique. Parmi ces aires, l’aire 17 possède la plus
étendue. De plus, la zone centrale du champ visuel, au niveau de l’aire 17, est
sureprésentée environ 50% de l’aire 17 s’occupe des 10 degrés centraux (Tusa et al.,
1978). Les aires extrastriées 18 et 19 sont également organisées de manière
rétinotopique et possèdent une zone de représentation du champ visuel central. Située
à l’intérieur de la fissure suprasylvienne, l’aire suprasylvienne latérale possède au
moins six aires représentant le champ visuel controlatéral (Palmer et al., 1978), soit
les aires antéromédianne (AMLS), antérolatérale (ALLS), postéromédianne (PMLS),
postérolatérale (PLLS), dorsale (DLS) et ventrale (VLS). À l’exception de l’aire
9PMLS, les aires suprasylviennes ont une représentation plutôt restreinte de la vision
centrale (Spear et Bauman, 1975; Palmer et al., 1978; Zumbroich et al., 1986).
1.3. Détecteurs de traits ou analyseurs de fréquences spatiales?
Au cours des quarante dernières années, deux approches théoriques et
expérimentales ont tenté de mettre en évidence les fonctions du système visuel. La
première approche suppose que le système visuel possède des détecteurs de traits
(feature detectors) qui permettent l’analyse des caractéristiques qui composent la
scène visuelle, telles que la longueur, la largeur, l’orientation, la direction et la vitesse
de déplacement. La seconde approche suppose que le système visuel fonctionne selon
des mécanismes similaires à l’analyse et à la synthèse de Fourier, et que la scène
visuelle est analysée selon les composantes fondamentales du stimulus visuel, telles
que la fréquence spatiale (FS), la fréquence temporelle (FT) et le niveau de contraste
(Campbell et Robson, 1968).
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figure 2 Principales aires visuelles corticales du chat
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Les résultats de Hubel et Wiesel (1962, 1969) ont montré que les cellules au
niveau des aires visuelles primaires du singe (Vi) et du chat (17) répondent de façon
optimale à des stimuli composés de barres noires ou lumineuses ayant des largeurs et
longueurs particulières. De plus, les travaux de Hubel et Wiesel (1962, 1969) sont à
la base de l’hypothèse du traitement hiérarchique de l’information, laquelle suppose
que les détecteurs de traits des aires visuelles primaires proviennent de mécanismes
sériels de convergences qui produisent des CR de plus en plus complexes. En effet,
les CR simples du cortex strié reçoivent des inputs provenant des cellules genouillées
qui partagent des zones identiques ou avoisinantes du champ visuel. Cette
convergence permet la construction de CR sensibles à des traits tels que des barres
lumineuses ayant une orientation spécifique. L’organisation spatiale des CR simples
est composée de zones excitatrices (ON) et inhibitrices (OFF) juxtaposées.
Contrairement aux CR simples, l’organisation spatiale des CR complexes est
composée de zones ON et OFF superposées; ce qui fait en sorte que leur CR sont
spécifiques à la direction du déplacement des stimuli, davantage même que les CR
simples. L’organisation spatiale des CR complexes provient d’une convergence
d’afférences provenant des cellules ayant des CR simples. En plus des CR simples et
complexes, les CR de type hypercomplexe se distinguent des deux précédents par
leur sélectivité à la longueur du stimulus. En effet, l’organisation spatiale des CR
hypercomplexes est composée de zones d’inhibition périphérique qui atténuent la
réponse cellulaire lorsque le stimulus optimal dépasse une longueur spécifique (Hubel
et Wiesel, 1965). L’organisation spatiale des CR hypercomplexes est donc issue
d’afférences de plusieurs cellules ayant des CR simples ou complexes. C’est ainsi que
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les CR hypercomplexes possèdent des propriétés similaires aux CR simples et
complexes, ce qui permet de distinguer deux catégories: les CR hypercomplexes de
type simple et les CR hypercomplexes de type complexe. Les cellules ayant des CR
hypercomplexes sont plus sélectives aux attributs de la stimulation, répondant même
aux bordures d’un stimulus. Ainsi, les cellules visuelles situées dans les aires de haut-
niveau de traitement de l’information posséderaient des CR de pius en plus
complexes pouvant «détecter» des stimuli beaucoup plus complexes qu’une bane
lumineuse d’orientation spécifique, tel qu’il en est pour les cellules de l’aire Vi. À
titre d’exemple, les cellules de l’aire inféro-temporale (II) du singe possèdent des CR
permettant de détecter des formes complexes incluant les visages (Gross et al., 1972;
Fujita et al., 1992). Cependant, l’existence de cellules prêtes à signaler une scène
visuelle complexe en tout temps par l’élévation de son taux de décharge, tel que
proposé par Barlow (1972), est peu probable compte tenu du nombre limité de
neurones dans le cortex visuel, en comparaison à la richesse de l’information présente
dans l’environnement.
Plusieurs études ont montré que les cellules visuelles corticales répondent de
façon sélective à la présentation de réseaux de fS modulées sinusoidalement. Ceci
amena l’hypothèse que le système visuel fonctionne selon des mécanismes similaires
à l’analyse et à la synthèse de Fourier (Maffei et Fiorentini, 1973; DeValois et al.,
1982; Skottun et al., 1991). Cette hypothèse suppose que les cellules visuelles
répondent de manière linéaire à la stimulation photique. Ainsi, lorsqu’une cellule est
stimulée à l’aide d’un réseau de FS balayant le CR, la réponse de la cellule doit être
modulée à la fréquence temporelle du balayage. La réponse cellulaire doit être, en
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quelque sorte, une copie de l’input visuel. De manière générale, les cellules simples
de l’aire 17, grâce à leur organisation spatiale (ON-OFF) juxtaposée, sont modulées
aux FS (Movshon et al., 1978a), contrairement aux cellules complexes qui ne
montrent qu’une élévation de leur taux de réponses aux FS, à l’exception de quelque
rares cas où la FS est très basse (Movshon et al., I 978b). Les cellules visuelles sont
donc des analyseurs de FS qui tiennent compte de la complexité de l’organisation
spatiale des CR et ne constituent pas de simples détecteurs de traits. Ainsi, afin de
classifier le type de CR des cellules visuelles, on doit tenir compte de la modulation
des réponses, tel que le révèle une analyse de Fourier à la FI optimale (DeValois et
al., 1982 ; Skottun et al., 1991).
L’utilisation de réseaux de fréquences spatiales composées d’ondes modulées
sinusoïdalement a permis de mettre en évidence plusieurs propriétés du système
visuel, tant sur le plan pychophysique que physiologique (pour une revue voir
Shapley, 1985). Les cellules des différentes aires visuelles du chat sont sensibles à
une étendue restreinte de FS et de FT (Maffei et Fiorentini, 1973; Spear et Baumann,
1975; Movshon et aï., 1978e; Tardif et al., 1997; Bergeron et al., 1998; Tardif et al.,
2000). De plus, la réponse d’une cellule visuelle dépend du niveau de contraste du
stimulus. En effet, les cellules visuelles répondent à des seuils de contraste
relativement bas et, de manière générale, leurs réponses cellulaires ont tendance à
saturer à un contraste d’environ 30% (Maffei et Fiorentini, 1973; Tolhurst et
Movshon, 1975; Tardif et al., 1997). Par ailleurs, les cellules visuelles corticales sont
plus sélectives à la présentation de réseaux de FS, qu’à la présentation de barres
lumineuses (Albrecth et Hamilton, 1982). La courbe de sensibilité aux FS des cellules
visuelles corticales suit généralement un profil de type passe-bande. En effet, les
cellules visuelles répondent de façon maximale à une FS particulière: la FS optimale.
Le taux de réponses de la cellule s’atténue à des FS plus basses et plus hautes que la
FS optimale. La courbe de sensibilité aux fT des cellules visuelles corticales suit
également un profil de type passe-bande. Une cellule atteint un taux de réponses plus
élevé à une FT spécifique, alors qu’il diminue à des FI plus basses et plus hatttes
(Maffei et Fiorentini, 1973; Spear et Baumann, 1975; Movshon et al., 197$; Morrone
et al., 1984; Tardif et al., 1997; Bergeron et al.,1998; Tardif et al., 2000). De plus,
l’étendue de la sensibilité spatiale et temporelle des cellules visuelles varie d’une aire
à l’autre, ce qui appuie la notion de canaux spatio-temporels spécifiques développés
par Campbell et Robson (196$), ainsi que Maffei et Fiorentini (1973). Bien que les
propriétés spatio-temporelles des CR ipsilatéraux et controlatéraux des cellules
binoculaires sont bien correlées, elles ne sont toutefois pas identiques (Skottun et
Freeman, 1984; Hammond et Pomfrett, 1991; Tardif et al., 1997; Bergeron et al.,
199$). Ce qui laisse supposer qu’une cellule binoculaire peut encoder deux inputs
visuels ayant un certain degré de non-correspondance spatiale.
Bien qu’il y ait une certaine forme d’interaction binoculaire au niveau du
NGL (Rodieck et Dreher, 1979), les cellules genouillée ne sont pas sensibles à la
disparité spatiale. Les travaux pionniers de Hubel et Wiesel (1962) ont montré que les
cellules de l’aire 17 du chat répondent à la stimulation binoculaire; ce qui a permis de
suggérer leur rôle dans la perception de la profondeur. Plusieurs études ont donc été
réalisées au niveau de l’aire visuelle primaire, laquelle représente te premier site de
convergence de l’information binoculaire, afin d’y identifier un rôle dans le
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traitement de l’information binoculaire (Poggio et Fisher, 1977; Ferster, 1981; Levay
et Voigt, 1988; Lepore et al., 1992). Cependant, les précisions concernant des bases
neurophysiologiques qui sous-tendent la perception stéréoscopique sont encore
mécormues.
1.4. Détecteurs de disparité spatiale de position
Les travaux de Barlow et al. (1967), Nikara et al. (1968) et Pettigrew et al.
(1968) montrent que les CR des cellules binoculaires de l’aire 17 du chat répondent
sélectivement lorsqu’ils sont stimulés à l’aide de barres lumineuses au niveau du
point de fixation (disparité spatiale nulle), ou encore sur une étendue de disparité
spatiale n’excédant pas un ou deux degrés de part et d’autre du point de fixation, donc
essentiellement à l’intérieur de l’aire de fusion de Panum. Certaines de ces cellules
binoculaires présentent, à une disparité spatiale spécifique, une réponse inférieure à la
plus basse des réponses monoculaires (occlusion). D’autres cellules corticales
montrent un taux de réponses supérieur aux plus haut taux de réponses monoculaires
(sommation). Cependant, certaines cellules binoculaires possèdent un taux de
réponses nettement supérieur à la somme de chacune des réponses monoculaires
(facilitation). Ces résultats ont amené Barlow et al. (1967) à proposer que les cellules
binoculaires forment le substrat neurophysiologique de la perception stéréoscopique.
Poggio et ses collaborateurs (Poggio et Fisher, 1977; Poggio et Talbot, 1983)
ont identifié chez le singe éveillé quatre types de détecteurs de disparité spatiale au
niveau des aires visuelles corticales. En effet, ces détecteurs ont été identifiés dans
l’aire visuelle striée (Vi), dans les aires visuelles extrastriées (V2, V3, V4) ainsi que
dans les aires MT (V5), MST et IT du singe (Hubel et Wiesel, 1970; Poggio et Fisher,
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1977; Poggio et Talbot, 1981; Maunsell et Van Essen, 1983; Roy et al., 1992;
DeAngelis et al., 1999; Uka et al., 2000; Hinkle et Coimor, 2001). Les deux premiers
types de détecteurs, les cellules de types excitatrices et inhibitrices, répondent de
façon optimale à des disparités spatiales fines situées au niveau du point de fixation,
et montrent respectivement une facilitation (ou une sommation) et une occlusion de
leur taux de réponses stir de petites étendues (< 1-2 degrés) de disparités spatiales. La
fonction de ces deux types de détecteurs serait de signaler les disparités spatiales
produites par des cibles visuelles situées près ou au niveau de l’horoptère et qui, par
conséquent projettent à des points rétiniens correspondants. Deux autres types de
détecteurs répondent à des disparités spatiales croisées ou non-croisées créées par des
cibles visuelles qui projettent à des points rétiniens non-correspondants. Les
détecteurs de type croisé répondent sur une étendue plus large de disparité spatiale
lorsque le stimulus est présenté en-deçà du point de fixation et leur taux de réponses
diminue en dessous de la plus faible réponse monoculaire lorsque le stimulus est
présenté au-delà du point de fixation. Pour leur part, les détecteurs non-croisés
répondent aussi à de larges étendues de disparité, mais de manière inverse. En effet,
leur taux de réponses augmente lorsque le stimulus est présenté derrière le point de
fixation et diminue en dessous de la plus faible réponse monoculaire lorsqu’il est
présenté en-deçà du point de fixation.
De manière générale, il semble que la proportion de détecteurs de disparités
spatiales chez le singe augmente le long des voies visuelles (Gonzalez et Perez,
1998). D’ailleurs, l’aire visuelle de haut niveau de traitement MT serait organisée en
colonne de détecteurs de disparités spatiales (DeAngelis et Newsome, 199$), ce qui
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démontre l’importance de celle-ci dans l’analyse de la stéréopsie. Donc, l’ensemble
des aires visuelles corticales du singe montre une sélectivité à la disparité spatiale et
ce, peu importe si elles sont impliquées dans l’analyse des aspects spatiaux ou
temporels de la scène visuelle (Roy et al., 1992; DeAngelis et al., 1999; Uka et al.,
2000; Hinkle et Connor, 2001).
Chez le chat, la présence de ces quatre types de détecteurs a été mise en
évidence dans les aires visuelles 17 et 1$ (Ferster, 1981; Pettigrew, 1987; LeVay et
Voigt, 1988; Lepore et al., 1992), 19 (Pettigrew et Dreher, 1987; Guillemot et
al.,1993), 21a (Wang et Dreher, 1996) ainsi que dans l’aire PMLS (Bacon et aï.,
2000). Malgré l’abondance de neurones sélectifs à la disparité spatiale dans les aires
visuelles du chat, aucune étude n’a démontré une véritable organisation en colonnes
des détecteurs de disparité spatiale (Levay et Voigt 1988). Les résultats
expérimentaux de Pettigrew et Dreher (1987) ont permis de proposer un modèle de
l’analyse de la perception stéréoscopiqtte par les aires visuelles corticales en relation
avec leurs afférences rétiniennes respectives. Leur modèle est basé sur des données
anatomiques qui montrent que les cellules ganglionnaires X, Y et W envoient leurs
projections respectivement vers les aires 17, 18 et 19. Ainsi, en raison de l’input X
qu’elle reçoit, l’aire 17 possède une résolution spatiale très élevée et des CR localisés
au centre de l’area centralis. Elle s’occuperait donc de l’analyse des disparités
spatiales situées au niveau ou près du point de fixation. L’analyse des disparités
spatiales de type croisé serait réalisée par l’aire 18 grâce à la disposition de ses CR,
ainsi que la rapidité de conduction venant de l’input Y. Il est connu que les stimuli
situés au-delà du point de fixation se déplacent beaucoup plus lentement que ceux
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situés devant le point de fixation. Enfin, l’afférence de type W dirigée vers l’aire
visuelle 19 fait en sorte que les cellules possèdent une conduction axonique très lente
et une disposition des CR qui permet l’encodage des disparités spatiales de type non-
croisé. Cependant, le modèle de Pettigrew et Dreher (1987) a été remis en question
par l’étude de Guillemot et al. (1993) qui a montré qu’une proportion limitée (33%)
de cellules de l’aire 19 encode la disparité spatiale. Celles-ci regroupent les quatre
types de détecteurs de disparités spatiales et ce, sans qu’il n’y ait de prédominance de
détecteurs de type non-croisés. Donc, contrairement à ce qui est retrouvé chez le
singe, il n’y a pas de progression de la proportion de détecteurs de disparités spatiales
le long des aires visuelles du chat. Le nombre restreint de cellules sensibles à la
disparité spatiale dans l’aire 19 peut être le résultat de l’input de type W qui est
spécifique à cette aire (Guillemot et al., 1993) ou le résultat de l’utilisation de
paramètres non-optimaux lors de la stimulation visuelle.
1.5. Analyseurs de disparité spatiale de phase
Le lien général qui unit les études mentionnées ci-haut est qu’il existe une
population de neurones qui ont pour fonction la détection de disparités spatiales se
regroupant dans quatre classes spécifiques. Ces éttides ne considèrent pas que la
sélectivité à la disparité spatiale des cellules binoculaires peut être le résultat
d’interactions provenant de l’organisation spatiale des CR, ni que les profils de
sensibilité à la disparité spatiale peuvent former un continuum lié au profil des CR,
ainsi qu’à leur fS optimale.
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Ohzawa et Freeman (1986) ont proposé de tenir compte du fait que les
cellules visuelles peuvent être des filtres de FS (Maffei et Fiorentini, 1973). Ils ont
stimulé de manière dichoptique les CR binoculaires des cellules de l’aire 17, à l’aide
de réseaux de fS identiques, mais dont la phase de la FS optimale (i.e. la FS
préférentielle de la cellule) de l’oeil dominant est déplacée de O à 337 degrés. Leurs
résultats montrent que la majorité (70%) des cellules simples répond de manière
optimale à une disparité spatiale de phase. De manière générale, une cellule
binoculaire ayant un profil de sensibilité à la phase a un taux de réponses optimal à un
angle de phase spécifique. Le taux de réponses diminue progressivement aux autres
déphasages, pour s’atténuer complétement à environ 180 degrés de l’angle de phase
optimal. Ainsi, la courbe de réponse au déphasage pour ce type de cellule suit un
profil de modulation. Les celltiles binoculaires qui montrent un taux de réponses
similaire à tous les déphasages, pour leur part, ne montrent pas ce profil de
modulation et sont donc considérées insensibles aux déphasages (Ohzawa et
Freeman, 1986a,b). Il est aisé d’envisager une sélectivité à la disparité de phase pour
les cellules simples de l’aire 17, car leurs CR sont composés de zones ON et OFF
juxtaposées, ce qui leur permet d’obtenir une phase optimale lorsqu’ils sont stimulés
monoculairement à l’aide d’un réseau de FS (Movshon et al., 1978a). L’encodage à la
disparité de phase pour les cellules simples s’effectuerait donc par une sommation
spatiale des deux inputs visuels. Les CR de type complexe, quant à eux, possèdent
des zones ON et OFF superposées (Movshon et aï., 1978b). Malgré cela, environ
40% des cellules complexes de l’aire 17 montrent des profils de sensibilité au
déphasage de la FS optimale similaires aux profils des cellules simples. Cela suggère
19
l’implication de sous-champs dans les CR droit et gauche dont l’organisation est
similaire à celle des cellules simples (Ohzawa et Freeman, 1986b). De plus, Vickery
et Morley (1999) ont montré que près de 78% des cellules complexes de l’aire
extrastriée 21a montrent des profils de sensibilité à la disparité de phase. En fait, il
n’est pas étonnant que les CR des cellules de l’aire 21a soient sensibles à la disparité
de phase car ils possèdent des caractéristiques spatio-temporelles comparables à
celles de l’aire 17 et ce, en raison d’afférences importantes provenant de cette
dernière (Tardif et al., 1996; Morley et aI., 1997). Cependant, leur proportion est
beaucoup plus élevée que celle retrouvée pour les cellules complexes de l’aire 17
(Ohzawa et freeman, 1986b).
Les résultats de Olizawa et Freeman (1986a,b) sont à l’origine de l’hypothèse
du mécanisme d’encodage de la disparité de phase qui se vetit une alternative au
mécanisme de disparité de position. Ces deux mécanismes hypothétiques permettent
d’expliquer l’encodage de la disparité spatiale par les cellules binoculaires corticales.
1.6. Mécanismes d’encodage à la disparité spatiale
Il existe deux modèles théoriques qui tentent d’expliquer l’encodage de la
disparité spatiale par les cellules binoculaires. Le mécanisme de disparité de position
suppose que les cellules binoculaires sensibles à la disparité spatiale possèdent des
CR dont l’organisation spatiale est identique au niveau de l’oeil droit et de l’oeil
gauche. Cependant, leur position rétinienne doit être différente afin d’encoder la
disparité spatiale (Barlow et al., 1967; Nikara et al., 1968; Joshua and Bishop, 1970;
von der Heydt, 197$). Le mécanisme de disparité de position est illustré
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schématiquement à la figure 3A. Celle-ci montre les deux CR d’une cellule
binoculaire ayant une organisation spatiale identique, mais dont l’un des CR (celui de
droite) n’occupe pas la même position spatiale. Selon ce mécanisme, l’encodage de la
disparité spatiale est réalisé à partir d’une disparité de position entre les deux CR.
L’étendue de sensibilité poLivant être encodée par la cellule dépend donc de l’étendue
de la disparité de position entre les deux CR. Le modèle suppose que les détecteurs de
types excitateurs et inhibiteurs ont des CR dont la position spatiale est identique au
niveau de la rétine, alors que les détecteurs de disparités de type croisé et non-croisé
ont des CR ayant des positions spatiales différentes (Ferster, 1981; Pettigrew, et
Dreher, 1987; LeVay et Voigt, 1988; Lepore et al., 1992; Guillemot et al.,1993;
Wang et Dreher, 1996; Bacon et al., 2000).
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Figure 3 t Mécanismes d’encodage la disparité spatiale (adapté de Freeman et Olizawa, 1990)
L’utilisation de corrélations de type inversé a permis de démontrer que les CR
des cellules simples de l’aire 17 possèdent une organisation spatiale qui diffère entre
le CR droit et le CR gauche (DeAngelis et al., 1993). Les résultats de DeAngelis et al.
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(1993) permettent de proposer un mécanisme alternatif à l’encodage de la disparité
spatiale. La figure 33 illustre schématiquement le mécanisme de disparité de phase.
Celle-ci montre une cellule binoculaire dont l’organisation spatiale d’un des CR
(celui de droite) est déphasée de 90 degrés par rapport à l’autre. Cependant, les
centres des deux CR (tel que défini par l’enveloppe gaussienne) sont localisés à des
points correspondants (disparité spatiale de position = O degré). Selon ce mécanisme,
la disparité spatiale pouvant être encodée dépend de la différence entre l’organisation
spatiale interne du CR de l’oeil droit et celle du CR de l’oeil gauche, ainsi que de la
fréquence spatiale optimale et ce, sans qu’il n’y ait nécessairement de disparité de
position entre les CR. Il est possible de considérer que les profils de sensibilité à la
disparité spatiale forment un continuum relié directement à la FS optimale.
À prime abord, il semble que les deux mécanismes d’encodage de la disparité spatiale
soient mutuellement exclusifs. Un des objectifs de cette thèse est de mettre en
évidence l’apport significatif des deux mécanismes d’encodage au niveau cellulaire.
Considérant que les cellules visuelles sont sensibles à une étendue spécifique
de F5 et que la F5 optimale est inversement reliée à la grandeur du CR (Maffei et
Fiorentinni, 1973), une cellule soumise au déphasage connaît un changement de
position de sa F5 optimale plus ou moins important dépendamment que la FS
optimale utilisée soit plus ou moins élevée (Freeman et Ohzawa, 1990; Ohzawa et
Freeman, 1990). Ainsi, une cellule ayant de grands CR et une basse F5 optimale peut
encoder de plus grandes disparités spatiales au même déphasage qu’une cellule ayant
une F5 optimale élevée et de petits CR. Freeman et Ohzawa (1990) suggèrent
l’existence de deux catégories de cellules binoculaires sensibles à la disparité spatiale,
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soit une pour les basses FS qui encodent de larges disparités à travers de larges CR, et
l’autre pour les hautes FS qui encodent des disparités spatiales restreintes à travers de
petits CR.
La relation entre la FS optimale et la sensibilité à la disparité spatiale est
illustrée à la figure 4. Celle-ci montre schématiquement le profil de sensibilité à la
disparité spatiale de 5 cellules binoculaires simples sensibles à de hautes ou de basses
fS. Cette figure illustre également qti’il est possible de reproduire les quatre types de
détecteurs de disparité spatiale grâce à une différence entre le profil du CR droit et
gauche. Parmi ces cellules, l’une est sensible à une disparité spatiale nulle (cellule
excitatrice) et possède donc une organisation spatiale identique (phase = O degré). Les
deux autres cellules sont sensibles à de plus larges disparités spatiales (détecteurs
croisés et non-croisés). Elles présentent donc une importante différence spatiale entre
le CR gauche et le CR droit (phase = 90 et 270 degrés). Lorsque les cellules sont
sensibles à de basses f5 (haut de la Figure 4), elles répondent à de plus larges
disparités spatiales que celles sensibles à de hautes FS (bas de la Figure 4) et ce, pour
la même disparité spatiale de phase. Donc, tous les profils de sensibilité (croisée, non-
croisée, etc.) peuvent être reproduits par le modèle de disparité de phase, mais
l’étendue de sensibilité dépend de la F5 optimale (haute ou basse).
Compte tenu du fait que les aires visuelles corticales sont sélectives à un
ensemble de f5, l’étendue de la sensibilité à la disparité spatiale de phase peut être
reliée aux caractéristiques spatiales de chaque aire visuelle. Jusqu’à présent, la
sensibilité à la disparité de phase a été démontrée seulement pour les cellules simples
et complexes des aires visuelles 17 du chat et Vi du singe (Ohzawa et al., 1996;
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1997; Srnith et al., 1997). L’aire visuelle primaire possède un pouvoir de résolution
spatiale très élevé et des CR très bien définis en raison d’afférences de type X
provenant des couches A et Al du NGL. Une question demeure toujours: les aires
visuelles extrastriées ayant des propriétés nettement différentes de celles de l’aire 17
peuvent-elles encoder la disparité de phase?
4
croisée non-croisée
DISPARITÉ SPATIALE
Figure 4 Relation entre la F0 et la sensihilité à la disparité de phase (adapté de Freeman et
Ohzawa, 1990)
1.6.]. Sensibilité des cellules binoculaires de l’aire 19 à la disparité de phase
L’aire visuelle 19 possède des cellules ayant des CR plus grands que ceux de
l’aire 17 (Hubel et Wiesel, 1965; Duysens et al., 1982; Orban, 1984). L’organisation
spatiale de ces CR est majoritairement de type complexe et hypercomplexe (Hubel et
croisée excitatrice non-croisée
(phase = 9O) (phase = O) (phase = 2700)
basse
t
Fréquence spatiale
élevée
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Wiesel, 1965; Tanaka et al., 1987; Bergeron et al., 1998) à l’opposé des cellules de
l’aire 17 qui possèdent une organisation spatiale bien définie de type simple. Les
cellules de l’aire 19 sont sensibles aux fS (moyenne = 0,16 c./deg), mais elles
possèdent un pouvoir de résolution spatiale nettement plus faible (moyenne = 0,56
c./deg.) que celui de l’aire visuelle primaire (Movshon et al., 197$a, b; Bergeron et
al., 1998). Les cellules de l’aire 19 ont de larges bande-passantes aux FS (2,1 octaves)
et sont considérées comme des filtres de basses fS (Bergeron et al., 1998),
contrairement aux cellules de l’aire 17 qui ont des bande-passantes restreintes (1,5
octaves) (Movshon et al., 1978a, b). La présence de caractéristiques spatiales basses,
au niveau des CR des cellules de l’aire 19, s’explique par ses afférences. En effet, les
afférences directes de l’aire 19 proviennent majoritairement des couches Cl, C2 et
C3 du NGL et de noyaux extragenouillés, tels que le NIM et le complexe LP-pulvinar
(Berson et Graybiel, 197$; Hollnder et Vanegas, 1977). Or, ces régions sous-
corticales reçoivent des inputs de type Y et W. Des études suggèrent même que l’aire
19 reçoit surtout des afférences de type W (Stone, 1983; Dreher, 1986). Cet input
direct semble responsable de la vision résiduelle présente à la suite de lésions des
aires primaires 17 et 18 (Sprague et al., 1977).
La majorité des cellules de l’aire 19 répond à des stimulations binoculaires (Hubel et
Wiesel, 1965; Duysens et al., 1982). Les propriétés spatio-temporelles des CR
ipsilatéraux et controlatéraux des cellules binoculaires de l’aire 19 sont très bien
corrélées entre elles, tout comme celles de l’aire 17, sans toutefois être identiqties
(Skottun et Freeman, 1984; Bergeron et al., 199$). Ceci permet de supposer que
l’organisation spatiale interne des CR binoculaires est quelque peu différente et que
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les cellules binoculaires de l’aire 19 peuvent encoder deux inputs visuels ayant un
certain degré de déphasage, et donc montrer des profils de sensibilité à la disparité de
phase. De plus, considérant que les cellules de l’aire 19 possèdent des caractéristiques
spatiales nettement plus basses que celles de l’aire visuelle primaire, nous émettons
l’hypothèse que les courbes de sensibilité au déphasage de la FS optimale des cellules
de l’aire 19 seront beaucoup plus étendues que celles de l’aire 17 dont les CR sont
relativement petits, possédant une organisation spatiale bien définie et ayant un
pouvoir de résolution spatiale très élevé (Ohzawa et Freeman, 19$6a, 1986b).
De plus, compte tenu dit nombre restreint de détecteurs de disparités spatiales
retrouvés dans l’aire 19 (Guillemot et al., 1993), la proportion de cellules montrant
une sélectivité à la disparité de phase permettrait d’apporter des précisions
importantes sur les mécanismes d’encodage de la disparité spatiale, à savoir s’ils sont
mutuellement exclusifs ou complémentaires. Nous émettons donc l’hypothèse qu’un
nombre restreint de cellules binoculaires de l’aire 19 seront sélectives au déphasage
de la FS optimale, tout comme les cellules complexes de l’aire 17 (Ohzawa et
Freeman, 19$6b) et celles de l’aire 19 soumises à des disparités de position, lors de la
stimulation avec des barres lumineuses (Guillemot et al., 1993). Ces deux dernières
aires visuelles projettent vers l’aire 2la où plus de 70% des cellules complexes
répondent sélectivement à la disparité de phase (Scanriel et al., 1995; Morley et al.,
1996; Vickery et Morley, 1999). Ainsi, il est possible que les cellules de l’aire 19
acheminent l’information provenant de l’aire visuelle primaire jusqu’à l’aire de haut
niveau 21a, permettant l’élaboration plus complexe des stimuli.
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1.6.2. Sensibilité des cellules de l’aire 19 à ta modulation statique de disparité de
phctse
Une des caractéristiques principales de l’aire visuelle 19 est de recevoir des
afférences sous-corticales de type W, lesquelles lui confèrent des propriétés qui lui
sont spécifiques (Stone, 1983; Dreher, 1986). En effet, en plus d’être sensibles aux
basses FS, les cellules de l’aire 19 sont beaucoup moins sensibles à l’orientation et à
la direction du déplacement du stimulus que les cellules de l’aire 17 et de l’aire
PMLS. Les cellules de l’aire 19 préfèrent aussi les stimuli qui se déplacent très
lentement (Duysens et al., 1982, Spear, 1988). Ces résultats sont à la base du modèle
de Pettigrew et Dreher (1987) qui suppose que les cellciles de cette aire visuelle sont
responsables du traitement des stimuli situés au-delà du point de fixation et, par
conséquent, se déplaçant lentement. Toutefois, ces derniers n’ont pas tenu compte de
la vitesse du déplacement des stimuli utilisés, dans ce cas-ci, des barres lumineuses
qui défilent à vitesse constante. De plus, les résultats de Guillemot et al. (1993)
montrent que les cellules de l’aire 19 ne sont pas uniquement sensibles aux disparités
spatiales de type non-croisé. Aucune étude n’a jusqu’à présent tenté de démontrer la
sensibilité à la disparité spatiale des cellules d’une aire visuelle corticale, sans qu’il
n’y ait une composante de mouvement dans la stimulation. Pourtant, des études
comportementales et anatomiques suggèrent fortement l’implication de l’aire 19 au
niveau de l’encodage d’une certaine forme de disparité spatiale statique (Payne,
1993).
En effet, les études de Duysens et al. (1982a,b) ont montré que les cellules de
l’aire 19 sont grossièrement sélectives à l’orientation, à la direction et à la vitesse,
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mais qu’elles sont hautement spécifiques aux composantes spatiales du stimulus. De
plus, des études comportementales indiquent que l’aire 19 est impliquée dans la
discrimination de la forme globale (Doty, 1971; Sprague et al., 1977; Hugues et
Sprague, 1986), ainsi que dans l’extraction de stimuli stationnaires ou défilant sur un
arrière-plan, que celui-ci soit stationnaire ou mobile (Krtiger et al., 1998; Dinse et
Kruger, 1990). Les résultats d’tine étude récente suggèrent également que l’aire 19 est
impliquée dans la perception et la discrimination de la forme définie par le
mouvement et la texture (Khayat et al., 2000). L’ensemble de ces résultats suggère
l’implication de l’aire 19 dans le traitement des caractéristiques spatiales qui
composent la scène visuelle et qui nécessitent une acuité spatiale peu élevée. Ainsi, il
est possible d’émettre l’hypothèse que les cellules de l’aire 19 seront sélectives au
déphasage de la FS optimale en l’absence de la composante mouvement lors d’une
stimulation visuelle. De plus, les cellules binoculaires de l’aire 19 seront sensibles
surtout à de larges disparités spatiales considérant le fait qu’elles agissent comme des
filtres de basses FS (Bergeron et al., 1998).
L’aire 19 est la seule aire visuelle corticale où un nombre peu élevé de
neurones répond sélectivement à la disparité spatiale de position lors de la stimulation
avec des barres lumineuses (Ferster, 1981; Pettigrew, et Dreher, 1987; LeVay et
Voigt, 1988; Lepore et al., 1992; Guillemot et al., 1993; Wang et Dreher, 1996;
Bacon et al., 2000). Il est possible que l’introduction du mouvement d’une barre
lumineuse ou d’un réseau de fS ne constitue pas la condition idéale de stimulation
pour l’encodage de la disparité spatiale par les cellules de l’aire 19 et ce, en raison
d’afférences importantes de type W. Il est possible qu’une modulation statique du
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déphasage de la F5 optimale stimule pius adéquatement l’organisation spatiale des
CR et par conséqtient des sous-champs qui s’y trouvent, lesquels ont possiblement
une organisation spatiale bien définie similaire aux CR des cellules simples de l’aire
17. Nous prévoyons donc que la majorité des cellules de l’aire 19 sera sélective à la
disparité de phase statique.
1.7. Sensibilité à la disparité spatiale, position et/ou phase?
Bien que les cellules visuelles répondent sélectivement à la disparité de phase
et de position, aucune étude expérimentale n’a montré si l’encodage de la disparité
spatiale provient d’un même mécanisme ou de deux mécanismes différents. De plus,
nous ignorons s’il s’agit de cellules binoculaires identiques ou provenant de
populations différentes qui encodent les deux types de disparités spatiales. Toutefois,
quelques études ont tenté de mettre en évidence l’apport significatif des deux
mécanismes d’encodage de la disparité spatiale au niveau cellulaire (Freeman et
Ohzawa, 1990; Anzai et al., 1997; Erwin et Miller, 1999). Cependant, l’ensemble de
ces travaux provient de modèles théoriques qui n’ont pas déterminé
systématiquement les profils de sensibilité des cellules binoculaires à la disparité de
position et de phase. On peut toujours se demander si les cellules binoculaires
visuelles montrent des profils de réponses similaires ou différents lorsqu’elles sont
stimulées avec une disparité spatiale de position ou de phase. En effet, Anzai et al.
(1997) ont montré que les cellules de l’aire 17 du chat ont une disparité à l’intérieur
même de leurs CR, de même qu’au niveau de leur position rétinienne. Cependant, la
disparité spatiale mesurée dans cette étude provient d’estimations à partir de la
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position des CR et non pas des courbes de sensibilité à la disparité spatiale. En effet,
la corrélation de type inversée a été utilisée pour déterminer l’organisation spatiale de
chaque CR monoculaire, ce qui permet par la suite d’obtenir une étendue
approximative de la disparité entre l’organisation du CR gauche et celui de droite. La
disparité de position, quant à elle, a été évaluée, à l’aide de la teclmique de la cellule
de référence. Celle-ci permet d’estimer la position relative des CR gauche et droit
d’une cellule par rapport à une cellule de référence, laquelle est considérée comme
ayant une disparité nulle entre la position de ses CR.
Les travaux d’Anzai et al. (1997; l999a, b, c) ont montré que l’étendue de
sensibilité à la disparité de phase est beaucoup plus large que l’étendue de la
sensibilité à la disparité de position et ce, tant pour les cellules simples que pour les
cellules complexes. Par ailleurs, l’étendue de la sensibilité à la disparité de phase
serait inversement reliée à la FS optimale. Ainsi, la sensibilité à la disparité de phase
serait plus élevée pour les cellules sensibles aux basses fS optimales que pour celles
ayant des FS optimales plus élevées, pour lesquelles l’étendue de sensibilité est
beaucoup plus restreinte. Cependant, l’étendue de la sensibilité à la disparité de
position ne serait pas reliée à la FS optimale. En effet, celle-ci demeure constante peu
importe la FS optimale. Ces derniers résultats ont amené Anzai et al. (1997, 1999a, b,
e) à suggérer que l’encodage de la disparité spatiale par les cellules sensibles attx
basses FS serait réalisé par un mécanisme de disparité de phase, alors que l’encodage
des cellules sensibles aux hautes FS serait réalisé par un mécanisme de disparité de
position. Ainsi, les cellules sensibles aux hautes FS ont une étendue de sensibilité à la
disparité de phase pouvant être encodée qui est très restreinte (voir pointillé en bas de
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la figure 4). Cependant, les résultats de ces études proviennent d’enregistrements de
cellules de l’aire 17 où l’acuité visuelle est élevée et l’organisation des CR bien
définie. De plus, la taille des CR de l’aire 17 est fortement corrélée avec la FS
optimale, ce qui laisse supposer que l’encodage de la disparité spatiale, dans cette
aire, est réalisé surtout au niveau de l’organisation interne des CR. Une question
persiste : la même population de cellules peut-elle encoder et montrer des profils de
réponses similaires à la disparité spatiale de position et à la disparité de phase ?
1. 7.1. Sensibilité des cellules de l’aire PMLS à ta disparité de position et de phase
L’aire PMLS reçoit phiieurs inputs visuels acheminés par de nombreuses
voies cortico-corticales et sous-corticales. En effet, elle reçoit des afférences des aires
visuelles corticales 17, 18, 19 et 20 (Sherk, 1986), ainsi que des inputs de type Y et
W provenant directement des couches C du NGL dorsal, le NIM et de l’aileron du
NGL. De plus, l’aire PMLS reçoit d’importantes afférences directes provenant du
système tecto-thalamique. En effet, les couches supérieures du collicule supérieur
projettent à l’aire PMLS via le NGL et le complexe LP-pulvinar (Spear, 1985;
Dreher, 1986; Spear, 1991; Minville et Casanova, 199$).
Les CR des cellules de l’aire PMLS sont bien définis dans la zone de représentation
centrale du champ visuel, malgré leurs grandes dimensions (Orban, 1984) et leurs
organisations spatiales de type complexe (60%) ou hypercomplexe (40%) (Hubel et
Wiesel, 1969; Wright, 1969; Spear et Bauman, 1975). De plus, la principale
caractéristique des cellules de l’aire PMLS est non seulement de répondre
optimalement à des stimuli mobiles mais aussi de répondre sélectivement à la
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direction du déplacement du stimulus (Spear, 1991), contrairement aux cellules des
aires visuelles primaires du chat qui sont beaucoup moins sélectives à la direction
(Zumbroich et Blakemore, 1975).
Tout comme les cellules des autres aires visuelles et malgré la grandeur de leurs CR,
les cellules de l’aire PMLS répondent sélectivement et de manière robuste aux
différentes FS. Elles ont une FS optimale moyerme relativement basse (0,16 c./deg.)
et une large bande-passante (2,2 octaves) contrairement aux cellules de l’aire 17 (FS
optimale moyenne: 0,77 c./deg.; bande-passante: 1,5 octaves). Cependant, aucune de
ces caractéristiques spatiales ne semble clairement liée à la taille des CR (Spear,
1991). La majorité des cellules (70%) de l’aire PMLS répond à des stimulations
binoculaires (Hubel et Wiesel, 1969; Spear et Bauman, 1975; Rauschecker et al.,
1987). Par ailleurs, certaines cellules de l’aire PMLS répondent lorsque les deux CR
d’une cellule binoculaire sont stimulés simultanément montrant des interactions de
facilitation, de sommation ou d’occlusion (Spear et Baumann, 1975; Rauschecker et
al., 1987; von Grunati et al., 1987). Certaines études montrent aussi que les cellules
de l’aire PMLS sont spécialisées dans la détection de stimuli mobiles dans l’espace
tridimensionnel. En effet, 20% des cellules répondent préférentiellement lorsqu’un
stimulus s’approche de l’animal (Toyama et Kozasa, 1982), alors que 12% des
cellules préfèrent la situation inverse, c’est-à-dire, lorsqtie le stimulus s’éloigne de
l’animal (Toyama et al., 1986). Une étude récente (Bacon et al., 2000) montre que
73% des cellules binoculaires de l’aire PMLS sont sensibles à la disparité de position.
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Il semble donc que l’aire PMLS, similairement à son homologue MT (Payne,
1993), puisse jouer un rôle important dans la perception stéréoscopique (DeAngelis et
Newsome, 1999). Ainsi, une première expérience vise à vérifier si les CR
binoculaires de l’aire PMLS encodent la disparité de phase au même titre que les
cellules binoculaires des aires 17 et 21a (Ohzawa et freeman, 19$6a, b; Vickery et
Morley, 1998). Nous prévoyons que la majorité des cellules binoculaires de l’aire
PMLS, comme celles de l’aire 21a, sera sélective au déphasage de la FS optimale.
De plus, considérant que les cellules de cette aire sont surtout sensibles à de basses
FS, nous estimons que les profils de sensibilité au déphasage seront essentiellement
larges comparativement à ceux de l’aire 17.
Contrairement à ce qui est retrouvé dans l’aire 17, il n’existe aucune relation
entre la grandeur des CR et la FS optimale pour les cellules de l’aire PMLS (Maffei et
Fiorentini, 1973; Morrone et al., 1984). Ceci permet de supposer que l’encodage de la
disparité spatiale, dans cette aire, puisse être réalisée grâce aux deux mécanismes de
disparités spatiales. Ainsi, nous comparerons les profils de sensibilité à la disparité de
position et de phase, ainsi que leur taux d’occurrence, pour une même cellule
binoculaire. Nous émettons l’hypothèse que la majorité des cellules de l’aire PMLS
montrera des profils de sensibilité à la position et à la phase et que les cellules
sensibles à de larges étendues de disparités de position (types croisé et non-croisé)
seront également sensibles à de larges étendues de déphasage de la FS optimale.
Enfin, étant donné que les cellules de l’aire PMLS sont sélectives à une vaste gamme
de FS (Zumbroich et Blakemore, 1975; Morrone et al., 1984), il sera possible de
vérifier si les cellules ayant de hautes FS ont une plus large étendue de sensibilité à la
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disparité de position qu’à la disparité de phase, tel que le suggèrent les études de
Anzai et al. (1997; 1999a, b, c).
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ABSTRACT
Only one-third of binocular celis in area 19 are tuned to positional disparities,
suggesting that this area might be marginally involved in stereoperception. The aim
of the study, was to clarify the neural basis of stereopsis by determining the
sensitivity ofcells in area 19 to phase disparities, which has been proposed as another
mechanism through which stereoperception is achieved. Resuits indicate that phase
disparities produced coherent interactions in 38% of the binocular celis, leading to
facilitation or sumrnation. The remaining celis where classified as phase insensitive.
The overaïl resuits suggest that ceils in area 19 code phase disparities in a proportion
comparable to positional disparities, confirming that this area is implicated in
stereoperception in a lirnited fashion.
Key words: stereopsis, phase disparity, area 19, extrastriate area, binocular vision,
cat
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INTRODUCTION
Celis in visual cortical areas of cats and monkeys, as well as of other species,
exhibit strong interactive effects when both eyes are stimuiated simultaneotisly at
disparate retinal ioci [1, 2]. These disparity detectors are thought to form the neural
substrate of depth perception [1, 2]. Although there is a substantia! number of
disparity detectors in striate cortex, which is the first level where visual inputs from
each eye converge, an even larger number is found in subsequent extrastriate areas
[3]. This general mie appears to apply for the cat, since most binocular neurons in
striate area 17 [4, 5], extrastriate 21a [6] and in the posteromediai lateral suprasylvian
cortex (PMLS) [7] are disparity selective. However, in interposed area 19, oniy a
limited portion of the binocular neurons are disparity selective and these show rather
coarse tuning profiles [8]. This suggests that area 19 might be involved in a limited
fashion in the process of stereoperception. The difference between cats and monkeys
in the sensitivity to spatial disparity of area 19 celis was unexpected and might find
its explanation in the pattem of connectivity characterizing these two species. The
cat’s visual system, contrary to that of the monkey, is mostiy organized in paralÏel
fashion, whereby cortical areas receive inputs that are flot necessaniy routed through
striate cortex [9]. Thus, area 19 receives massive subcortical Y and especiaily W type
inputs from the C-laminae of the laterai geniculate nucleus, the media! interlaminar
nucieus and the iateral-posterior puivinar complex [9, 10]. A distinctive feature of
these inputs is that they show iow filtering properties and hence rather !imited
selectivities to spatial disparities when compared to those ofarea 17 [8, 11].
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Ceils in area 19 have been shown to respond to spatial frequency (SF)
gratings having band-pass tuning function. Moreover, aithough the spatio-temporal
properties of the left and nght receptive fieids (RF) were highly correlated, smali
mismatches were nonetheiess present [11]. These srnall incongnuties in their spatial
structure suggest that the two RFs miglit be phase-shifted with respect to each other
and that ceils in this area code spatial disparities by means of this shift in phase. A
phase disparity encoding mechanism through which stereoperception is achieved lias
in fact been proposed [12] and lias been validated for some visuai areas of the cat
(area 17 [13, 14];area2la[15];areaPMLS [16]).
The phase disparity encoding mechanism depends upon a shift in the internai
organization of the two RFs. The position disparity mechanism instead supposes that
the coding is realized through the spatial offsets of the two RFs without reference to
their internai spatial structures. At first glance, these two mechanisms seem to be
mutually exclusive. However, some studies have proposed that they can be linearly
related [17] or, more importantly, that a single neuron can code disparity under either
condition [16]. The latter hypothesis is difficuit to validate in most areas since a large
proportion of the constituent cells are sensitive to both disparity encoding
mechanisms [5-7, 13-16]. Area 19, on the other hand, contains [8], a reiativeiy small
proportion of positionai disparity detectors (34 ¾), but a large proportion of celis
having well-defined spatial organizations with sub-regional incongruities between the
two RFs. It thus constitutes an ideal area to verify whether binocular cells are
sensitive to either or both types ofdisparity encoding mechanisms.
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The present study was therefore undertaken, in attempting to cÏarify more
precisely the neural mechanisms underÏying stereoperception, with two objectives in
mmd. First, to determine whether celis in area 19, as in other extrastriate areas, are
sensitive to phase disparities, which wouïd attest to the fact that they could use this
mechanism to code for depth. However, with respect to whether the two disparity
mechanisms can co-exist or are mutuafly exclusive, the second objective was to
determine whether ceils in area 19, whicb contain few disparity detectors when tested
with positional disparities, code phase disparities in larger or similar proportions. The
resuits could provide unparalleled indications ofwhether the two mechanisms involve
sirnilar sub-populations ofdisparity sensitive neurons.
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MATERIALS AND METUODS
The experiment was carried out on 10 aduit cats weighting between 2 to 4 kg,
which came from a Université de Montréal approved supplier. Ml manipulations
were carried out in accordance with the guidelines proposed by the Canadian Council
on Animal Care and with those of the National Institute of Health (NN). Ail efforts
were made to minimize both the suffering and the number of animais used.
The techniques of animal care and preparation, anesthesia, surgery, recording,
data analysis and eye movement control have been fully described in previous papers
and will only be summarized herein [8, li]. On the day prior to the experiment, the
animal was injected with 2 ml/kg of dexamethasone sodium phosphate (5 mg/ml) to
limit inflammation during surgery. Before the induction of the anesthesia the cat
received an i.m. injection of atropine (0.2 mg/kg). The induction of the anesthesia
was performed using a facemask with a gaseous mixture of nitrous oxyde, oxygen
(N20: 02, 70:30) and fluothane (5%). The animal was intubated with an endotracheal
tube connected to a respiratory purnp controlled to maintain a constant level of
expired C02 (4 ±0.5%). Throughout the surgery, the anesthesia level was maintained
constant (1 to 2%) to keep the animal deeply anesthetized. A small trepanation was
performed over the cortex representing area 19 (AP: 5 to —5; L: 4 to 8). A tungsten
microelectrode that had an impedance of 3-6 MQ (measured at 1000 Hz) was lowered
in area 19 were the center of the visual field is represented [18].
Ail pressure points and wounds were routinely infiltrated with local
anesthetic (XyÏocaine). At the end of the surgery, the anesthesia level was reduced
progressively (0.5% per 15 min.) to a final level of 0.5%. Body temperature was
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maintained constant (38°C) with the help of a heated water pad. The absence of
reflexes and a stable heart rate ensured that the level of anesthesia was sufficient.
During the recording sessions, the EEG and heart rate were monitored intermittently
yet regularly, the former showing slow-wave activity and the latter a stable rate. From
that point, the animal was paralyzed with a mixture of gallamine triethiodide
(Flaxedil: 200 mg) and d-tubocurarine (tubarine, 15 mg) dissolved in a 30 ml solution
of lactated Ringer with dextrose (5%). This mixture was continuously infused during
the experiment through the saphenous vein (5.6 ml/h) to maintain paralysis of the
extraocular nntscles. A full 2h period of stabilization was allowed before the
begiiming ofthe recording sessions.
To prevent dehydration of the eyes, and improve image resolution, neutral
contact lenses with an artfficial pupil (3 mm) were placed on both eyes. The optic
disks and major blood vessels were projected on a tangent screen Iocated at 57 cm
from the nodal point of each eye. Then, when necessary, appropnate dioptric lenses
as dictated by direct ophthalmoscopy, were also placed in front of the eyes of the
animal. The relative position of the area centralis was considered to be Ïocated 16°
medially and 7.5° below the iso-elevation of the center of each optic disk [19]. The
optic quality of the eyes and the position of the optic disks and major blood vessels
were routinely checked before and after each quantitative protocol.
Upon isolating a ceil, the positions and limits of the RFs were first mapped
with light and dark bars on a transiucent screen located at 57 cm from the animaÏ’s
eyes. The optimal stimulus parameters (direction, width and length) were determined
with light and dark bars using a manually controlled projector. The optical axis ofthe
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dominant eye was deviated, with the help of prisms, onto the tangent screen. This
allowed both simultaneous and independent stimulation of each RFs of a binocular
celi. Stimuli were drifting sinusoidal gratings generated by a G3 Macintosh computer
using Pixx software (version 2.05). The stimulation fteld (70°x 52°) was back
projected with a LCD projector (Mitsubishi LVP-X100A) and the mean luminance of
this field was 40 cd/m2. Ihe resolution ofthe image was 11.9 pixels/degree and the
refresh rate was 75 Hz.
After deterrnining carefully the limits of the RFs of a binocular celi the
optimal direction and the best temporal frequency were determined. Then the
monocular 5F tuning function was determined for each eye. Drifting sinusoidal SFs
(contrast: 20% - 50%) were presented in each RF in a pseudo-random fashion by step
of 0.25 octaves varying from 0.04 c./deg. to 2.4 c./deg.. Each SF was presented 10
times at the best estimated direction and temporal frequency (2 to 6 Hz). A trial
started with a gradua! increase in contrast of the 5F over a period of 500 ms, until it
reached the appropriate contrast. The graduai increase was carried out in order to
avoid a transient ceil response to the sudden appearance of the stimulus. Then the
drifiing 5F grating was presented for 1000 ms and an interval of 10 s to 15 s was
introduced between trials to minimize ceil adaptation. Each data point of the tuning
ftmction correspond to the mean firing rate of the cells during the 5F presentation
from which the mean firing rate was subtracted during a blank presentation in both
eyes. While stimulating one RF, a blank field (mean luminance: 40 cdlm2) was
presented in the other. Special care was taken to adjust the size (width and length) of
the gratings to the size of each RFs in order to obtain the highest response rate. The
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RFs were classified in terms of simple, complex and end-stopped categories
according to their rnodulated response [20, 21]. The principal inclusion criteria for the
latter class was that the celi preferred an oriented grating of optimal Ïength, whereby
extending the stimulus beyond the boundaries of the RF caused an important decrease
in response (end-stopping). This category therefore included both simple and
complex RFs.
The phase disparity tuning function was next assessed by stimulating both
eyes simultaneously with the optimal spatial frequency (OSF) of the dominant eye
having the sarne contrast, temporal frequency used to determine the spatial tuning
function. Phase disparity was created by presenting simultaneously the OSF of the
dominant eye to the non-dominant eye and varying, in a pseudo-random fashion, the
spatial phase ofthe OSF by steps of 22.5°. Phase disparities ranged from 0° to 337.5°.
For control purposes, monocular stimulation of cadi eye and a null condition (blank
field) were interleaved with the disparity conditions in the stimulation protocol.
Electrolytic lesions were made in each recording track. At the end of the
experiment, the cat was deeply anesthetized with 5% fluothane, and perfused through
the heart with isotonic saline followed with formalin (10%). The brain was removed,
placed in formalin and prepared for histology. Blocks of tissue containing the
electrode tracks were coronally sectioned (40 im) using a freezing microtome and
stained with cresyl violet. Ail the recorded ceils were in area 19 ofthe cat.
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RESULTS
A total of 63 ceils were isolated from background activity. 0f these, 61 gave
stable and robust responses aliowing them to be subrnitted to an assessment of their
binocular functions. The general spatio-temporal properties ofthe RFs were similar to
those described by others and thus wilI only be summarized herein [11]. The RFs
were relativeiy small which confirm previous findings from our laboratory [$j. The
OSF of the dominant eye was low (mean = 0.19 c/d.). Ail recorded celis were
binocularly driven with a small bias in excitability in favor of the contralateral eye.
Most cefls (53 units) showed an unmodulated response pattem to SF gratings and
thus were classified in either complex (38 units) or end-stopped complex (15 units).
The remaining ceils were cÏassffied as either simple (2 units) or end-stopped simple
(6 units) since their responses to SF gratings were modulated at the optimal temporal
frequency.
A typical phase sensitive neuron of the complex type recorded in area 19 is
shown in figure 1. This ceil has strong binocular interaction effects and an optimally
unrnodulated binocular response at a disparity of 247.5°. The response decreased
rapidly around this optimum and drops down between that of both the ipsilateral
(dominant eye) and contralateral response at 67.5° to 135.5° phase disparities. The
summed values of the peristimulus time histograms (PSTHs) at a particular phase
disparity were used to define a point on the response profile curve.
Insert figure 1
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A binocular celi must fulfihi two conditions in order to be considered as being
phase sensitive. First, ceils must show either summation or facilitation interaction
when both RFs are stimulated. Second, the phase disparity tuning curve must have a
sinusoidally modulated-like profile. The latter is determined using the formula: ((OR
— WR I OR + WR) * 100) where OR correspond to the response at the optimal phase
disparity and WR, the worst. A binoccttar celi is considered phase disparity sensitive
[16] if the index is higher than 30%. The cell presented in figure 1 clearly fulfills
these two requirements. Celis in figure 2 (A to E) also show a modulated tuning
response and a modulation index higher than 30%, which is similar to that obtained in
other studies in cat [13-16]. Celis illustrated in A, B, D and E show facilitation
interaction. Jndeed, the binocular responses of these ceils exceed the sum of both
monocular responses. The response to binocular stimulation for celi C, on the other
hand, is higher than the dominant monocular response but not higher than that of the
two and therefore is considered as a summation interaction. Most disparity sensitive
ceils in area 19 showed facilitation (1$ units) while a lesser number showed
summation interactions (5 units). Thus, a total of 38% (23 units) ofbinocular celis in
area 19 responded selectively to phase disparities. This proportion is almost identical
with the one shown by Guillemot et al. (1993) using drifting light bars to create
positional disparities. A higher proportion of ceils (62%) were phase insensitive,
meaning that they did not show variations of responses to specific phase disparities
(see figure 2f), although their binocular response was in most cases at least as high or
for few ceils, higher than that of the dominant eye.
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-Insert figure2-
The spatial dispiacement and spatial bandwidth were calculated in terms of
visual angle for phase sensitive neurons (figure 3). The optimal spatial dispiacement
gives an indication of the maximum disparity that a given celi can encode. Phase
disparity sensitive neurons encoded relatively small spatial dispiacements (mean =
1.45°, S.D. = 1.97°). A spatial phase bandwidth for phase sensitive celis was
calculated at half height of the tuning durves. This spatial phase bandwidth provides
an indication of the selectivity range of celis in area 19 to phase disparity. Phase
sensitive neurons in area 19 have relatively large spatial disparity bandwidth (mean =
2.8°, S.D. 2.07°). Cell B at figure 2 has a large spatial phase bandwidth (6.2°) while
cell E has a small bandwidth (0.71°). The former is sensitive to coarse disparities and
the latter to fine disparities. However, it is important to note that phase sensitivity is
closely related to the SF. The OSF for cell in B is 0.1 c./deg. and ceil in E 0.28
c./deg..
Figure 3 shows the relationship between the spatial dispiacement and spatial
phase bandwidth of the phase sensitive cells with their respective OSF. Generally,
ceils having low OSF code larger spatial displacement and inversely for celis having
higher OSF. A negative and highly significant relationship (r = -0.63, P 0.01)
between the OSF and the spatial dispiacement of phase sensitive cells is shown in
figure 3A. figure 3B shows a negative relationship (r = -0.75, P 0.01) between the
OSF and the spatial phase bandwidth of phase sensitive neurons which is also
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significant. Celis that are tuned to low SFs tend to have larger spatial phase
bandwidth than celis tuned to higher SFs. Larger spatial phase bandwidths are found
for celis having low OSF and inversely for smaller bandwidth.
Insert figure 3
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DISCUSSION
The main objective of the present study was to determine if most binocular
neurons in area 19 of the cat code phase disparities and thus play a major role in
depth perception. Our resuits show that only 38% of binocular ceils are sensitive to
phase-shifted OSfs. This proportion is quite different from that obtained for areas 17
[13, 14], 21a [15] and PMLS [16]. However, this proportion closely resembles the
one obtained for this area using light bars which created positional disparities [8].
Phase disparity selectivity: a comparison with areas 17, 21a ami PMLS.
The resuits of this study show that, contrary to area 17 and extrastriate areas
21a and PMLS, only about a third ofthe neurons in area 19 are able to code phase
disparity. However, their tuning characteristics, as exemplified by the response
profiles of the ceils, are sirnilar to those found in these areas [13-16]. Moreover, area
19, like the others, has a large number of binocular units with matched spatio
temporal properties [Ii]. Hence, it appears to have ail the necessary prerequisites to
code retinai disparities. Yet it does so only in a iimited fashion. This reduced
selectivity to phase as well as to positional disparities must be due to limitations in
the input/functional characteristics of its cells.
Ohzawa and Freernan [13, 14] have shown that most simple ceils (70%) but
fewer complex cells (40%) were sensitive to phase disparities in area 17. Since most
cells in area 19 were also complex, the two proportions, for areas 17 and 19, were
quite equivalent for complex celis. One might thus conciude that disparity tuning
mainly appiies to simple cells. However, the simple ceils found in area 19 were not
only few in number (13%) but also in phase disparity sensitivity (25%). Moreover,
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we have recently shown that 74% of celis in area PMLS, which also contains mainly
complex ceils, are phase disparity sensitive [16] as are close to 80% of the complex
cefls ofextrastriate area 21a [15]. Thus, RF type (simple, complex) does flot appear to
explain the differences in disparity selectivity found between area 19 and the other
areas.
The question arises as to how complex celis in higher order visual areas can
be sensitive to phase disparity while those in area 17 and 19 can flot? Crie possibility
is that the celis in the former areas are formed by a convergence of many complex
celis from lower-order areas, including areas 17 and 19 [22] allowing complex celis
in PMLS to be phase disparity sensitive. This proposai is in agreement with a recent
model [15] advanced for complex ceils in area 21a.
A second exp tanation as to why there are so few disparity sensitive celis in
area 19 takes into account the nature of its inputs. Indeed, this area receives
projections flot only from areas 17 and 18 but also from many subcortical sources.
One of these is the lateral-posterior pulvinar complex [10], whose celis have large
RFs and coarse tuning properties [23]. These make them inappropriate to signal fine
spatial characteristics of disparity tuned fleurons. A similar argument could be made
for its other major subcortical sources of inputs, narnely, the Y and W inputs from the
C-lamina of the lateral geniculate nucleus and the medial interlaminar nucleus. Area
19, however, does receive extensive afferences from areas 17 and 18, where RFs are
small and they are tuned to both position and phase disparities. It would appear that
these properties are essentially not maintained as they converge on individual cells of
area 19.
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Position and Phase mechanisms in disparity codïng.
For the present study, no attempt was made to directly assess, in the same celi,
the relative sensitivity to positional or phase offsets, as previously done for area
PMLS [16]. Indeed, we not only showed that binocular neurons in area PMLS had
disparity selectivity profile in comparable proportions when they were tested with
either positional or phase disparities, but that in general it was the same sub
population which were sensitive to both. Binocular ceils in area 19 are selective to
phase disparities in proportions similar to those shown for positional disparities [8]
and it is thus possible that the same sub-population of celis might 5e activated by the
two disparity conditions.
Conclusion
Given the results of this study, it appears that area 19 is only marginally
implicated in stereoperception. However, some cells were sensitive to phase disparity
and showed a relatively large phase disparity bandwidth. Moreover, while most
binocular neurons did flot show disparity tuning, they did show binocular interactions
when both RFs were stimulated simultaneously. Thus, one can flot entireÏy disregard
the involvement of area 19 in binocuÏar processing. Behavioral studies indicate that
area 19 could be involved in form discrimination and in the detection of stationary or
moving figures on a static or moving background [24]. More recently, we showed
that celis in area 19 respond to a form defined by motion [25]. These resuits suggest a
role for area 19 in a particular aspect of depth perception, namely, the extraction of a
figure from the background using motion mechanisms.
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FIGURE LEGENUS
Figure 1: Examples ofperi-stimulus tirne histograms (PSTH), indicating the response
at each phase disparity, from which were derived the phase sensitivity profile. The
response to monocular ipsilateral (j) and contralateral (e) stimulation are also shown
at the top of each set of PSTHs. Response profile of this complex ceil shows a
facilitation interaction and an optimal response at 247.5° phase disparity. This celi
was tested with a drifting (direction t 00; temporal frequency: 4 Hz) sinusoidal
grating (0.28 c./deg.) at 30% contrast.
Figure 2 t Examples of phase disparity tuning for six binocular celis. Celis A to E are
phase sensitive showing facilitation (A, C, D, E) or summation interactions (B). Celi
F shows a phase insensitive profile. C and I represent the monocular responses of the
contralateral and ipsilateral eye respectively.
Figure 3 t Relationship between the spatial displacement and the optimal spatial
ftequency of phase sensitive cells (A). This relationship is significant and is
negatively correlated. The relationship (B) between the spatial displacement
bandwidth and the optimal spatial frequency of the phase sensitive ceils is also
negatively correlated.
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S UMMARY
Binocular interactions were investigated in area 19 of the anesthetized cat
using dichoptically presented phase-shifted static spatial frequency gratings that
flickered at a fixed temporal rate. More than 2/3 of the binocular celis showed
phase specificity to static phase disparities leading to either summation or
facilitation interactions. This proportion of spatial disparity selectivity is higher
than that shown for the same area (1/3 of the units) when drifiing light bars or
drifiing spatial frequencies were used to create disparities. The range of phase
disparities encoded by binocular ceils in area 19 is inversely related to the optimal
spatial frequency of the dominant eye. Thus, cells in this area are tuned to coarse
spatial disparities which, as supported by behavioral studies, couÏd reflect its
involvement in the analysis of stereoscopic pattem having gross disparities but
devoid of motion cues. Because of the nature of its interconnections with
numerous visual cortical areas, area 19 could serve as a way station where
stereoscopic information could be first analyzed and sent to other higher order
areas for a complete representation ofthree-dimensional objects.
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INTRODUCTION
The early work ofHubel and Wiesei (1962) showed that the signais from each
eye converge upon single neurons in striate cortex. The great majority of these
binocular neurons are highly selective to interocular disparities between image
features and are known to form the neural substrate of depth perception (Barlow et
aÏ., 1967; Nikara et aÏ., 1968). Thus, the neural interactions required for two of the
fundamental properties of binocular vision, namely, stereopsis and fusion, are
initiated at this first site ofbinocuiar convergence.
Several studies have shown that binocular celis in several visual areas ofboth
cat and monkey are able to code interocular disparities as in striate area (for a review
see Cumming & DeAngelis, 2001). Indeed, in the monkey, disparity sensitive
neurons were identified in most of its visual areas. However, based on behavioral
studies and on the proportion of disparity detectors in the various areas, it has long
been advanced that disparity processing is mainly carried ont by areas located along
the so-cailed dorsal stream (Maunseil & VanEssen, 1983; Livingstone & Wiesel,
1987). Thus, studies have shown that a topographical map of disparity seiective ceiis
is present in the thick stripes of monkey’s area V2 (Ts’o et aÏ., 2001) and recent
evidence reported a columnar organization of disparity selective units in higher order
extrastriate rniddle temporal (MT) area (DeAngelis & Newsome, 1999). The latter
area receives massive inputs from the thick stripes of V2 (De Yoe & Van Essen,
1985; Shipp & Zeki, 1985). Areas along the dorsal stream are commonly known to
process visual information reiated to motion and stereomotion and their ablations
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greatly affect perception of depth. Recent studies have, however, shown that ceils in
area V4 and in infero-temporal area (IT), both located along the ventral stream, can
also code binocular disparities (Uka et al., 2000; Hiukle & Connor, 2001). The
former provides the major source of input to IT (felleman & VanEssen, 1987).
Although disparity-selective neurons in area IT are locally clustered, no clear
columnar organization has been shown (U1a et al., 2000). A common property of
celis located along the ventral stream is that they tend to respond best to complex
forms, independently of the motion component of the stimulation. Jnversely, celis in
area MT and those along the dorsal stream contain only few units responding to
binocular disparities devoid of motion cues (DeAngelis & Newsome, 1999).
In the cat visual system, there is no clear-cut segregation of information as in
the monkey. However, parallel inputs from the retina (the X-, Y- and W- classes of
retinal ganglion celis) to different visual areas have led Pettigrew & Dreher (1987) to
propose a model for the functional processing of disparity information. The cat’s
visual system is provided with a large proportion of disparity-selective detectors.
Indeed, numerous areas along with the striate (area 17) area (Lepore et aÏ., 1992;
Ohzawa et al., 1996, 1997) contain binocular colis responding selectively to
interocular disparities created by drifting light bars or drifting sinusoidal gratings
(area 19: Guillemot et aÏ., 1993; Mimeault et aï., 2002b; area 21a: Wang & Dreher,
1996; Vickery & Moriey, 1999; posteromediai lateral suprasylvian area (PMLS):
Mimeault et al., 2002a). The proportion of disparity-selective units varies from one
area to another. Although, it is clear that a larger number ofthese units (close to 80%)
are found in area PMLS (an homologue of area MT, see Payne, 1993) while the
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smallest proportion (less than 40%) are found in area 19 (Bacon et al., 2000;
Mimeault et al., 2002a; Mirneault et aï., 2002b). It appears that area PMLS of the cat,
like its presumed primate homologue area MT, plays an important role in binocular
processing and stereoperception (DeAngelis & Newsome, 1999; Mimeault et al.,
2002a).
No study has attempted to verify whether ceils in cortical areas of the cat
respond selectively to binocular disparities without motion (drifting) components in
the stimulation, which are not necessarily present in the normal viewing of a
tridimensional scene. A good candidate for this sort of coding, as suggested by
behavioral and anatomical studies, could be area 19. This extrastriate area receives
direct projections from the C-laminae of the dorsal lateral geniculate nucleus, the
extrageniculate structures such as the medial part of the lateral posterior complex and
from the medial interlaminar nucleus (Holhinder & Vanegas, 1977; Berson &
Graybiel, 1978). As these subcortical regions receive both Y and W inputs from the
retina, area 19 is likely to be innervated by these two kinds of inputs. However,
functional anatomy studies suggest that the principal visual input to area 19 is
provided by the W channel (Dreher et aï., 1980; Dreher, 1986). Thus, it is Ïikely that
poor direction selectivity and relatively poor orientation selectivity of area 19 neurons
combined with their fairly sharp spatial selectivity (Duysens et aï., 1982a, 1982b) are
rclated to paucity of X-type input and predominance of W-type input to this area.
Moreover, behavioral studies indicate that area 19 is involved in form discrimination
(Doty, 1971; Sprague et al., 1977; Hugues & Sprague, 1986), in the detection of
stationary or moving figures on either stationary or moving noisy backgrounds
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(Krtiger et al., 1988; Dinse & Krtiger, 1990) and in texture segregation (De Weerd et
al., 1994). In a recent study (Khayat et aÏ., 2000), we also suggested that area 19 is
implicated in form perception and texture segregation.
Experimental resuits suggest that neurons in area 19 have ail the properties
needed to code binocuiar disparities in large proportions. Indeed, these ceils are
mostly binocuiarly driven with smail receptive field sizes, occupying the central part
ofthe visual field (Hubel & Wiesel, 1969; Pettigrew & Dreher, 1987; Bergeron et cil.,
1998). The spatio-temporal properties of the ieft and right receptive fields are quite
similar and highly matched (Bergeron et al., 1998) and stimulation of both eyes
evokes strong interactive effects (Pettigrew & Dreher, 1987; Guillemot et al., 1993;
Mimeault et al., 2002b). Thus, it is possible that the reason why oniy a few (a third)
of the binocular neurons in area 19 are disparity selective is due to the inclusion of
the motion component in the stimulation (Guillemot et aÏ., 1993; Mimeauit et aï.,
20025). The aim of the present study was to verify whether the receptive fieids of
binocular celis in area 19 are able to code selectively and show specific interactions
to binocular presentations of phase-shifted spatial frequency gratings that are devoid
of motion cues.
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METIIOUS
Animal preparatïon
The experiment was carried out on 10 aduit cats weighting between 2 to 4 kg,
which came from a Université de Montréal approved supplier. Ail manipulations
were carried out in accordance with the guidelines proposed by the Canadian Council
on Animal Care and with those of the National Institute of Health (Nifi). The
university animai care committee approved ail experimental protocols. Ah efforts
were made to ensure the humane treatment of the animals and to minimize the
number used.
The techniques of animal care and preparation, anesthesia, surgery, recording,
data analysis and eye movements control have been fuily described in previous
papers and will only be summarized herein (Bergeron et aï., 1998; Mimeauit et aï.,
2002a). On the day prior to the experiment, the animal was injected (i.m.) with 2
ml/kg of dexamethasone sodium phosphate (5 mg/mi; Vetoquinol Canada Inc.,
Joiiette, Canada) to himit inflammation during surgery. Before the induction of the
anesthesia the cat received an i.m. injection of atropine (Atro-Sol, 0,2 mg/kg;
Ormond Veterinary Supply Ltd. Lancaster, Canada). The induction of the anesthesia
was performed using a facemask with a gaseous mixture of nitrous oxyde, oxygen
(N20: 02, 70:30) and Isoflurane (5%; Bimeda-MTC Animal Health Inc., Cambridge,
Canada). The animal was intubated with an endotracheal tube connected to a
respiratory pump and the rate was controlled so as to maintain a constant level of
expired C02 (4 ±0.5%). Throughout the surgery, the anesthesia level was maintained
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constant (1 to 2%) to keep the animal deeply anesthetized. A small trepanation was
performed over the cortex representing area 19 (AP: 5 to —5; L: 4 to 8). A tungsten
microelectrode that had an impedance of 3-6 MQ (measured at 1000 Hz) was lowered
into area 19 where the center ofthe visual field is represented (Tusa et al., 1979).
Ah pressure points and incision sites were routinely infiltrated with local
anesthetic (Xylocaine, Astra Pharma Inc., Mississauga, Canada). At the end of the
surgery, the anesthesia level was reduced progressively (0.5% per 15 min.) to a final
level of 0.5%, which was then kept constant during ah the recording session. Body
temperature was maintained constant (38° C) with the help of a heated water pad. The
absence of reflexes and a stable heart rate established that the level of anesthesia was
sufficient. During the recording sessions, the EEG and heart rate were monitored
intermittentÏy yet regularly, the former showing slow-wave activity and the latter a
stable rate. From that point on, neuromuscular blockade was established with a
mixture of gallamine triethiodide (Flaxedil: 200 mg; Rhone-Poulenc, Montréal,
Canada) and d-tubocurarine (Tubarine: 15 mg; Sigma Chemicals, St. Louis, MO,
USA) dissolved in a 30 ml solution of lactated Ringer with dextrose (5%). This
mixture was continuously inftised during the experiment through the saphenous vein
(5.6 mh/h) to maintain neuromuscular blockade of the extraocular muscles. During
neuromuscular blockade and throughout the recording sessions, artificial respiration
was given to the animal using a respiratory pump. A full 2h period of stabihization
was allowed before the beginning ofthe recording sessions.
To prevent dehydration of the eyes, and improve image resolution, neutral
contact lenses with an artificial pupil (3 mm) were placed on both eyes. The optic
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disks and major blood vessels were projected onto a tangent screen located at 57 cm
from the nodal point of each eye. Then, appropriate dioptrie lenses, as dictated by
direct ophthalmoscopy, were placed in front of the eyes of the animal. The relative
position of the areae centrales were considered to be located 16° medially and 7.5°
below the iso-elevation of the center of each optic disk (Bishop et al., 1962). The
optic quality of the eyes and the position of the optic disks and major blood vessels
were routinely checked before and afier each quantitative protocol.
Vïsual stimulation and recording
Upon isolating a ceil, the positions and limits of the receptive fields were first
mapped on a translucent screen, located 57 cm from the animal’s eyes, with light and
dark bars using a manually controlled projector. The optical axis ofthe dominant eye
was deviated, with the help of a prism, onto the tangent screen. This allowed both
simultaneous and independent stimulation of each receptive field. The optimal
stimulus parameters (orientation, width and length) were determined with sinusoidal
spatial frequency gratings generated by a G3 Macintosh computer using Pixx
software (version 2.05). The stimulation field (70° X 52°) was back-projected with a
LCD projector (Mitsubishi LVP-XÏOOA) and the mean luminance ofthis field was 40
cd/m2. The resolution of the image was 11.9 pixels/degree and the refresh rate was 75
Hz.
After determining carefully the limits of the receptive fields, the optimal
orientation, temporal frequency and monocular spatial frequency tuning function was
assessed for each cel1. Thus, stimulation consisted of sinusoidal gratings whose
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contrast was modulated over time but not across space. That is, for each presentation,
a grating appeared from a blank luminous field (contrast = 0%), and the contrast of
the pattem was increased sinusoidally to attain a maximum value that ranged between
20-50%. The contrast of the spatial frequency grating flickered in each eye (i.e.,
increased from 0% to maximum and decreased to 0%) at a temporal rate of 1 to 6 Hz
without ever changing its position in space. These static sinusoidal gratings were
modulated in spatial frequency by steps of 0.25 octaves varying from 0.04 c./deg. to
2.4 c./deg. and presented in cadi receptive field in a pseudo-random fashion. Each
spatial frequency was presented 10 tirnes at the best estimated orientation and
temporal frequency (1 to 6 Hz).
A trial started with a graduai increase in contrast of the spatial frequency over
a period of 500 ms, until it reached the appropriate contrast. The gradual increase was
carried out in order to avoid a transient ceil response to the sudden appearance of the
stimulus. Then the spatial frequency grating was presented for 1000 to 2000 ms and
an interval of 10 s to 15 s was introduced between trials to minimize celi adaptation.
While stimulating one receptive field, a blank field (mean luminance: 40 cd/m2) was
presented in the other. Special care was taken to adjust the size (width and length) of
tic gratings to tic size of each receptive field in order to obtain the highest response
rate. The receptive fields were classified following the procedures and criteria
proposed by Skottun et aÏ. (1991) and DeValois et aÏ. (1982) in terms of simple,
complex and end-stopped categories. The principal inclusion criteria for the latter
class was that the celi prefened an oriented grating of optimal length, whereby
extending tic stimulus out of the boundaries of the receptive field caused an
69
important decrease in response (end-stopping). This category therefore included both
simple and complex receptive fields.
The phase disparity tuning function was next assessed by stimulating both
eyes simultaneously with the optimal spatial frequency of the dominant eye having
the same contrast and temporal freqtiency used to determine the spatial frequency
tuning function.
The spatial phase of the optimal spatial frequency was varied in either eye, which
created phase disparities. Phase disparities varied by steps of 22.5° and ranged from
00 to 337•50• While the optimal spatial frequency of one eye flickered at its specific
temporal rate and spatial position, the other flickered at the same temporal rate
appearing at the same spatial position (phase = 0°) or at a disparate spatial position
(phase = 22.5° to 337.5°). For control purposes, monocular stimulation of each eye
and a null condition (blank field) were interleaved with the disparity conditions in the
stimulation protocol.
Histology
Electrolytic lesions were made in each recording track. At the end of the
experiment, the cat was deeply anesthetized with 5% Isoflurane (Bimeda-MTC
Animal HeaÏth Inc., Cambridge, Canada), and perftised through the heart with
isotonic saline followed with formalin (10%). The brain was removed, placed in
formalin and prepared for histology. Blocks of tissue containing the electrode tracks
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were coronally sectioned (40 im) using a freezing microtome and stained with cresyl
violet. Ail the recorded ceils were in area 19.
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RESULTS
A total of 62 binocular celis were recorded and studied in detail. The receptive
fields ofthe majority ofthe recorded celis were classified in either complex (58%) or
end-stopped complex categories (31%). The remaining were ciassified into simple
(3%) and end-stopped simple (8%) categories. The receptive fields of the celis were
usually smail in size and their spatio-temporal properties were comparable with those
shown by others (Tanaka et al., 1987; Bergeron et al., 1998). However, since we used
static spatial frequency gratings instead of drifting gratings, the optimal spatial
ftequency and spatial bandwidth distribution are therefore worth examining more
fully. Since these spatial properties for the ieft and right receptive fields were closely
matched, as appears to be a common feature for ceils in this area (Bergeron et al.,
1998), only the properties derived from the dominant eye will be briefly exposed. A
typical ccli, whose dominant receptive field was the ipsilateral one, is shown in figure
lA. As was the case for ail the other units recorded, the ceil has a band-pass tuning
function and is optimally excited by a spatial frequency of 0.32 c./deg.. The spatial
bandwidth was measured at half-height of the spatial frequency tuning curve. This
measure is considered to be a good indicator of a ceii’s seiectivity to spatial
frequencies. The ceil shown in figure lA is relatively selective to spatial frequencies
having a spatial bandwidth of 1.3 octaves. The ceil shown in figure 13 was optimally
excited by stimulation coming from the controlateral eye. The optimal spatial
frequency ofthe latter is relatively low (0.16 c./deg.). This celi is highly selective to
spatial frequencies with a narrow bandwidth of 0.85 octaves.
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The distribution of the optimal spatial frequencies for the dominant eye for 62
celis is shown in figure 1C. Most ofthe celis were sensitive to low spatial frequencies
(mean = 0.18 c./deg.; c = 0.13 c./deg.) ranging from 0.04 to 0.56 c./deg., although
some (8%) units were sensitive to higher spatial frequencies ( 0.41c./deg.). A doser
examination of figure 1C reveals that a large proportion of celis (60%) are selective
for optimal spatial frequencies 0.16 c./deg. and some (32%) for even lower optimal
spatial frequencies ( 0.0$ c./deg.). The overali distribution of the optimal spatial
frequency is flot significantly different from what we had previously shown
(Bergeron et aÏ., 1998; t-test p 0.05). The distribution of the spatial frequency
bandwidths for the dominant eye of ah recorded units is shown in figure 1D. The
spatial bandwidth ranged from 0.45 to 3.6 octaves (mean = 1.6 octaves; a 0.82
octaves). Most of the cells (7 1%) were highly selective to spatial frequencies having
bandwidths 1.8 octaves, although a few units (13.3%) were ttined to coarse spatial
frequencies ( 3.1 octaves). Our results suggest that celis in area 19 act as fine spatial
frequency analyzers, a property that has often been attributed to cells in area 17
(Movshon et al., 197$). These results are flot significantly different from those
obtained using drifting gratings (results compared to Bergeron et al., 199$; t-test p
0.05).
insert figure 1
Figure 2 shows the tuning curve to phase disparity of a typical end-stopped
simple cell. The peristimulus time histograms (PSTHs) obtained from stimulation of
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each eye are shown on either side of the tuning response profile. The PSTHs at the
lower left and right of figure 2 show the modulated monocular response to the
optimal spatial frequencies. It is clear that the maximum increment in response
amplitude for this ccli occurred at a phase disparity of 67.5°. The binocular response
obtained at the worst phase disparity condition is situated between that of the
contralateral and the ipsilateral monocular responses, as revealed by a decrease in
amplitude shown by the PSTHs. The summed values of each PSTH at a particular
disparity was used to defined a point on the tuning response curve.
insert figure 2
figure 3 shows the phase disparity tuning curves of six binocular celis. In
order to classify the phase disparity interactions, the tuning response to phase
disparity must show a modulation profile. Thus, a modulation index was calculated
using the formula: ((OR - WR/ OR + WR) * 100), where OR represents the optimal
response at one phase disparity and WR the worst response at another disparity
(Hammond, 1991; Mimeault et aï., 2002a). For example, a ccli having an index of
100% must have a nuli response (complete inhibition) at a specific phase disparity. A
ccli must have an index 30% to be considered phase disparity sensitive (Hammond,
1991; Mimeault et aï., 2002a). These phase sensitive celis often show binocular
interactions of either facilitatory or summative types. The former is present when
responses to binocular stimulations are higher than the sum of both monocular
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responses and the latter, when binocular responses are higher than the best monocular
response (i.e. the dominant receptive field).
0f ail the celis (n = 62) studied, a total of 29% exhibited binocular interactions
that were not phase specific. The tuning curve of ceil A shown in figure 3 shows
some binocuiar summation interactions at its optimal phase disparity but has a
modulation index of only 23%. Phase disparity between the gratings, therefore, does
flot significantly influence the responses ofthe celi. Thus, two classes of profiles can
be easily distinguished from the phase disparity tuning curves: phase sensitive and
phase insensitive categories
A total of 71% (44/62) of the recorded neurons fulfiul the modulation
classification criteria ( 30%) mentioned above and are thus classffied as phase
sensitive. 0f these, 37 (84%) showed facilitation and the remaining demonstrated
summation interactions. A mirror image of these types of interactions could also be
seen for the worst response: the celi showed either strong inhibition at some disparity
values, so that its response was even below that of the non-dominant eye or an
occlusive response to binocular stimulation such that the response was weaker than
that ofthe dominant eye but stronger than the response ofthe non-dominant eye.
Typical phase disparity tuning profiles for sensitive cells are presented in
figure 3. The cell whose binocular phase disparity tuning profile in illustrated in B
shows facilitation interactions around the optimal (180°) phase disparity and a
moderate modulation index of 66%. The binocular response at the worst phase
disparity is at the level of the non-dominant monocular response. The phase-sensitive
neuron in C is optimally responsive to a phase disparity of 135°, which represents a
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summation interaction. However, it lias a high (85%) modulation index. This is due to
the fact that the binocular responses at other phase disparities (202.5° to 67.5°) show
inhibitory effects, where responses are lower than that of the non-dominant eye. The
phase-sensitive ceil whose tuning is shown in figure 3D has a facilitation interaction
at a phase disparity of 90° while binocular responses at about 180° away from this
optimal value are lower than that of the non-dominant eye. The latter celi has a
modulation index of 69%. The tuning profile illustrated in figure E shows a celi
optimally excited at a phase disparity of 292.5° while its binocular response is nearly
abolished at a phase disparity of 135° resulting in a strong modulation index of 96%.
A summation interaction is present at an optimal phase disparity of 225° for the celi
whose phase disparity profile is shown in figure 3F. The binocular response at the
worst phase disparity is between the levels of the monocular contralateral and
ipsilateral responses. This ceil is characterized by a weak (5 7%) modulation index.
insert figure 3
The distribution of the modulation indices of 44 phase sensitive cells is shown
in figure 4A. Celis having a modulation index < 30% (phase insensitive) were not
included in the distribution. In general, ceils in area 19 have high modulation indices
(mean 74%) ranging from 43% to 97%. lndeed, an important proportion (66%) ofthe
ceils have strong modulation indices situated between 75% and 90% Moreover, a
non-negligible proportion (12%) have even stronger modulation indices 91%.
Except for the celis we classified as phase insensitive using a strict phase sensitivity
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classification criteria of 30%, ail phase sensitive neurons had modulation indices
43%.
insert figure 4
The amount of interaction ofthe phase disparity sensitive neurons varied quite
extensively, from simple summation to strong facilitation. km order to quantify the
extent of the interactions across the complete sample of sensitive neurons, a
facilitation index was calculated using the formula: (ORI I+C)) where OR represents
the (best) optimal response to binocular phase stimulation and I and C the monocular
ipsilateral and contralateral responses, respectively. Celis having a facilitation index
1 are those whose binocular responses are higher than the sum of both monocular
responses (facilitation interaction) whereas those having an index < 1 have responses
to binocular stimulation which are only greater than those of the dominant monocular
response (summation interaction). figure 4B shows the relationship between the
facilitation index and the modulation index. Values that are located below the dashed
line represent summation whereas those above this une represent facilitation
interactions. Most of the phase-disparity sensitive celis (37/44) show facilitation
whule the remaining show summation interactions. These interactions seern to 5e
closely related with the modulation profiles, as revealed in figure 4B. Indeed, a
significant correlation between these two indices was found (r = 0.4; p <0.001). Celis
that exhibit strong facilitation interactions tend also to have strong modulation tuning
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profiles while those showing simple summation interactions have more moderate
modulation tuning profiles.
insert figure 4
Since phase disparity corresponds to a change of position of the spatial
frequency gratings inside the left and right receptive fields, ceils having low optimal
spatial frequencies should have larger spatial displacements than cells having higher
optimal spatial frequencies for identical phase disparity values. Figure 5A shows the
distribution of spatial displacement in degrees (mean = 1.62 degrees; = 1.60
degrees) of visual angle. Results show that more than half of the phase sensitive ceils
(52%) are able to code small (< 1.5 degrees) spatial dispiacements between the left
and right receptive fields although a few (less than 15%) code values 3.5 degrees.
The cell whose phase disparity profile is presented in figure 3E has an optimal spatial
displacement of 1.86 degrees which is close to the average spatial displacement of
our sample. However, ccl! B and cdl D code larger and smaller spatial dispiacements,
respectively. Indeed, the former has an optimal spatial displacement of 3.57 degrees
while the latter, 0.45 degrees. The remaining cells code large spatial displacements
(ceil C 3.13 degrees; cdl F = 3.11 degrees). Figure 5B presents the relation between
the spatial displacement and the optimal spatial frequency of the dominant eye. Ceils
responding to low optimal spatial frequencies code larger spatial displacements
whereas those having higher optimal spatial frequencies generally code smaller
spatial displacements. Jndeed, a highly significant negative correlation was found (r =
7$
-0.4; p <0.001). for example, celi D has an optimal spatial frequency of 0.56 cideg.
and codes optirnally a small spatial displacement of 0.45 degrees, while celi f, who’s
optimal spatial frequency is 0.1 c./deg., codes a larger spatial displacement of 3.11
degrees.
In order to quantify the selectivity for phase disparity, a spatial phase
bandwidth in terms ofvisual angle was calculated at half-height of the phase disparity
tuning curves. The distribution ofthis spatial phase bandwidth is shown in figure 5C.
A homogenous distribution was found: sorne celis are finely tuned while others are
coarsely tuned to phase disparity (mean = 3.05 degrees; a = 2.27 degrees). Indeed, a
total of 12% of cells are highly selective to phase disparities ( 0.5 degrees) while
some 19% of the units have larger phase bandwidths 5.1 degrees. Celis B and F
shown in figure 3 are coarsely selective to phase disparity having phase bandwidths
of 4.6 degrees and 4.28 degrees, respectively, contrasting with celis D and E, which
are sharply tuned. In effect, the latter has a narrow phase bandwidth of 0.72 degrees
and the former, 0.5 degrees. finally, celi C has a phase bandwidth of 2.05 degrees.
The spatial phase bandwidth is plotted against the optimal spatial frequency of the
dominant eye for each phase sensitive cell in figure 5D. The results indicate that cells
code a larger range of phase disparities when they are sensitive to low optimal spatial
frequencies whereas they seem to code a smaller range of phase disparities when they
are sensitive to higher optimal spatial frequencies. This highly significant negative
correlation (r = -0.74; p < 0.001) is represented by the regression line in figure 5D.
These resuits clearly show that phase disparity sensitivity is dependent on optimal
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spatial frequency. hdeed, large phase disparities are coded by celis having low
spatial frequencies and inversely for small phase disparities.
insert figure 5
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DISCUSSION
The main objective of this study was to determine if binocular neurons could
encode a static form of disparity for stimuli that are devoid of motion eues and if they
do, to quantify the interactions. Our study shows that ceils in area 19 do in fact
selectively code static phase disparities. Indeed, a total of 71% of the recorded ceils
showed modulated tuning response profiles and facilitation (84%) or summation
interactions (16%).
Other studies have also demonstrated that cells in area 19 exhibit strong
interactive effects when both eyes are stimulated simultaneously at disparate retinal
loci (Pettigrew & Dreher, 1987; Guillemot et al., 1993). From our laboratory,
Mimeault et al. (2002b) in fact found that 38% of cells manifested interaction effects
when drifting gratings were used to create the disparities. The major difference
between the present study and those mentioned above is that we did flot include a
motion component in the stimulation. frideed, a drifiing grating is a periodical
stimulus that constantly changes its spatial position over time, while a static grating is
also a periodical stimulus in that it is modulated in contrast, but its spatial position
and thus its spatial disparity in a binocular presentation is constant over time. The
resuits, therefore, clearly indicate that for this area stationary gratings presented with
different spatial offsets to each eye are more efficient in driving the cells than moving
gratings.
The disparity tuning curves of the cells reveal that area 19 may be implicated
in the process of analyzing the coarse spatial aspects of a three-dimensional scene.
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Indeed, our resuits show that cefls in area 19 are coarsely selective to spatial
disparities having relatively large spatial phase bandwidths (mean = 3.05 degrees).
This large selectivity can be explained by inputs to area 19. One of the major
projections to area 19 is from the lateral-posterior pulvinar complex (Dreher, 1986)
where ceils have large receptive fields and coarse spatial tuning properties (Casanova
et aÏ., 1989). These make them inappropriate to signal fine spatial characteristics of
disparity tuned fleurons. A similar argument could be made for its other major
subcortical sources of inputs, namely, the Y and W inputs from the C-lamina of the
lateral geniculate nucleus and the medial interlaminar nucleus. On the other hand, in
the present study, we found receptive fields of cells that were small in size and some
were highly selective to spatial frequencies (mean = 1.6 octaves; sec figure 1D).
These properties are generally attributed to simple ceils in area 17 (Movshon et aï.,
1978). Cells in area 19, although mainly coarsely selective to phase disparities, do in
some cases code small spatial dispiacements (<0.5 degrees; see figure SA) and have
very narrow (< 0.5 degrees; sec figure 5C) phase bandwidths. An example ofthis fine
selectivity is evident for cdl D in figure 3. This fine spatial disparity selectivity could
be explained by its direct inputs from areas 17-18 (Rosenquist, 1985; Scanneil et aï.,
1995). These latter areas are known to code fine spatial selectivity (Movshon et al.,
1978; Lepore et al., 1992).
Behavioral studies showed that the integrity of the X system is not required
for the discrimination of form (Doty, 1971). However, its disturbance produces a
significant reduction of visual acuity (Berkeley & Sprague, 1979). This suggests that
the Y and W systems, which are present in area 19 ofthe cat, could play a role in the
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analysis of fonn and coarse spatial details of the visual scene. Binocular celis in area
19 that are sensitive to static phase disparities cotiÏd be implicated in the analysis of
aspects of a three-dimensional scene that does not require high spatial resolution. The
analysis of the texture of objects is one such possibility and is supported by a study
from our lab that showed that an important proportion of celis in area 19 responded to
textured bars on textured backgrounds (Khayat et aÏ., 2000).
A parallel can be made between the processing of disparity information for cat
and monkey. Since many neurons in the dorsal visual pathway of the monkey are
disparity selective, it has been thought that this pathway was the most important for
stereopsis (Maunseli & VanEssen, 1983; Livingstone & Wiesel, 1987). However,
Uka et al. (2000) have shown that large proportion of ceils in area IT located along
the ventral visual pathway are selective to binocular disparities, which suggest that
there is more than one pathway for stereopsis. Area V4, also having a large
proportion of disparity selective units, is a probable source of disparity information
for IT (Hinkle & Connor, 2001). In the cat, it has been shown that the largest
proportion of disparity selective celis are found in areas 21a and PMLS (Vickery and
Morley, 1999; Bacon et aÏ., 2000; Mimeault et al., 2002a). The latter is known, as its
homologue MT, to process motion information related to the spatial dimension of the
visual scene (Payne, 1993). Studies ofLomber et al. (1996a, 1996b), have suggested
that the ventral-posterior suprasylvian gyrus (mostly area 20) of the cat could be the
homologue of area IT ofthe monkey. Area 20 receives a major source of inputs from
area 19 (Rosenquist, 1985; Scanneli et al., 1995). Area 19 ofthe cat, therefore, which
has a large proportion of static-disparity selective celis, as shown in the present study,
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could feed disparity information to area 20 as area V4 to IT in the monkey (Hinide &
Connor, 2001).
Considering the numerous connections of the visual cortical areas with area
19 (Rosenquist, 1985; Scanneil et aÏ., 1995), it is Iikely that the disparity processing
in area 19 could be fonvarded to other visual areas. It is thus possible that this area
could serve as a way station to higher order areas. The final analysis of disparity with
or without motion cues could be achieved by higher order areas PMLS/21a or 20a,
respectively, areas that are strongly connected with area 19 (Rosenquist, 1985;
Scanneli et aÏ., 1995). Rather than having an independent pathway for disparity
processing, the visual system of the cat as in the monkey seems to process disparity
information in parallel. Indeed, the multiple visual areas could each play different
roles in stereoperception.
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FIGURES AND LEGENDS
Fig. 1: Representative examples of spatial frequency tuning functions of the dominant
eye for two complex celis (A-B). The stimuli used to derive the spatial frequency
tuning functions were sinusoidal gratings (contrast: 30%) flickered at a temporal
ftequency of 2 Hz (A) and 4 Hz (B). The distribution of the optimal spatial frequency
(C) for the dominant eye of 62 cells shows that most units are sensitive to low spatial
frequencies (mean = 0.18 c./deg.). The spatial bandwidth distribution (D) of the
dominant eye reveals that the ceils are highly selective to static spatial frequency
gratings (mean = 1.6 octaves).
Fig. 2: Peristimulus time histograms and phase disparity tuning function for a typical
phase sensitive ceil. The celi shows strong facilitation and an optimally modulated
response at a phase disparity of 67.5 degrees. Horizontal lines represent the
monocular responses of the contralateral (C) and the ipsilateral (I) eye to the optimal
spatial frequency. The phase disparity tuning functions were derived using optimal
sinusoidal gratings (0.08 c./ deg.) at a temporal frequency of 4 Hz and a contrast of
30%.
Fig. 3: Examples of phase disparity tuning profiles for six binocular ceils. Cdl A
shows a phase insensitive profile while the others are phase sensitive. Ceils B, D, E
and F show binocular facilitation while cell C shows binocular summation to phase
disparity. Horizontal unes represent the monocular response of the ipsilateral (I) and
the contralateral (C) eye at the optimal spatial frequency. The stimuli used to derive
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the phase tuning functions were optimal sinusoidal grating for the dominant eye (celi
A: 0.28 c./deg.; ceil B: 0.14 c./deg.; celi C: 0.12 c./deg.; ceil D: 0.56 c./deg.; celi E:
0.1 c./deg; ceil F: 0.1 c./deg ) at a temporal frequency of 4 Hz; except for cell F,
which was tested at 2 Hz. The contrast was 30% (cells A to D) or 50% (celis E, f).
CelIs A, B and E were classified complex while ceils C and F were classified as end
stopped complex. Celi D was classed as an end-stopped simple.
Fig. 4: A- Distribution of the modulation indices of 44 phase sensitive ceils. Ceils
having an index 30 are classified as phase sensitive. Most of the phase sensitive
ceils have high modulation indices (mean = 74%) ranging from 43 to 97 %. 3-
Relationship between facilitation and the modulation indices of phase sensitive
neurons. The relationship between the facilitation index and the modulation index
shows a positive cotielation. Values located at and above the dashed une represent
binocular facilitation interactions at the optimal phase disparity.
Fig. 5: A- Distribution ofthe optimal displacement in visual angle of phase sensitive
cells. B- Relationship between optimal dispiacement and optimal spatial frequency of
the dominant eye. The relationship is demonstrated by the regression une and is
negatively correlated. C-Distribution of the spatial phase bandwidth of phase
sensitive cells. D-Relationship between the spatial phase bandwidth and the optimal
spatial frequency of the dominant eye. The relationship is negatively correlated, as
shown by the regression une.
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ABSTRACT
The posteromedial lateral suprasylvian area of the cat is known to be involved in the
analysis of motion and motion in depth. However, it rernains unclear whether
binocular ceils in the posterornedial lateral suprasylvian area rely upon phase or
positional offsets between their receptive fields in order to code binocular disparity.
The present study aims at clarifying more precisely the neural mechanisms
underlying stereoperception with two objectives in mmd. First, to determine whether
celis in the posteromedial lateraÏ suprasylvian area code phase disparities. Secondly,
to examine whether the celis sensitive to phase disparity are the same as those which
code for position disparities or whether each group represent a different sub
population of disparity sensitive neurons. We investigated this by testing both types
ofdisparities on single neurons in this area. The results show that the vast majority of
ceils (74%), in the posteromedial Jateral suprasylvian area, are sensitive to relative
interocular phase disparities. These celis showed mostly facilitation (95%) and a few
(5%) summation interactions. Moreover, most celis (81%) were sensitive to both
position and phase disparities. The resuits ofthis study show that most binocular ceils
in the posteromedial lateral suprasylvian area are sensitive to both positional and
phase offsets which demonstrate the importance ofthis area in stereopsis.
Key words: Extrastriate cortex, PMLS, Binodular interaction, Phase disparity,
Position disparity, Stereopsis, Spatial ftequency
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INTRODUCTION
The vjsual system is able to extract the third dimension in the extemal world
by computing minute position differences between the left and the right images
formed on the retinae of the two eyes. This ability appears to be a distinctive feature
of mammals with frontally positioned eyes (Bough, 1970; Lepore et al., 1986).
Wheatstone (183$) was the first to show that the horizontal differences between the
images in cadi eye produced by a tri-dirnensional stimulus, that is, retinal disparity,
provide a sufficient and necessary cue leading to a vivid impression of depth. On the
neurophysiological basis, Hubel and Wiesel (1962) originally identified celis
responding to binocular stimulation and, based on their receptive field (RF)
properties, suggested that they were implicated in stereoperception.
This model, based on the relative non-corresponding position on the retina of
the two images (spatial disparity), has been extensively validated (Barlow et al.,
1967; Pettigrew et al., 196$). It was elaborated following the demonstration that
many binocular neurons in striate cortex respond best when a stimulus is presented at
specific disparities on the fixation plane (Barlow et al., 1967). The model assumes
that tic two non-corresponding RFs of a binocular ceil have similar intemal
structures and hence comparable spatio-temporal properties (Barlow et al., 1967;
Nikara et al., 1968; Joshua & Bishop, 1970; von der Heydt, 197$). Within tus
context, Poggio and Fisher (1977) identified four distinct classes of horizontal
disparity detectors in area Vi of the monkey. While some celis respond best at or
near zero disparities, thus close to tic fixation plane (tuned excitatory and tuned
inhibitory units), others respond more strongly when a stimulus is presented behind
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or in front of the fixation plane. The latter celis respond to larger disparity values and
are respectively known as crossed and uncrossed disparity detectors. Numerous
studies in striate and extrastriate visual areas of both cat (LeVay & Voigt, 198$;
Pettigrew & Dreher, 1987; Wang & Dreher, 1996; Bacon et al., 2000) and monkey
(Poggio & Fisher, 1977; Maunseli & Van Essen, 1983; Livingstone & Hubel, 1987;
Poggio & Poggio, 1984) have demonstrated that binocular celis respond selectively to
position disparities, that thoy are present in many visual areas and, at least for the
neurons in the middle temporal area of the monkey, they are organized in columnar
fashion (DeAngelis & Newsome, 1999).
The two RFs of a binocular neuron do flot aiways have, however, identical
intemal structures, as is assumed by the position-disparity model. Using appropriate
stimulation, a number of studies have shown that in fact there exist measurable
spatio-temporal mismatches within the lefi and right RFs for at least area 17 (Skottun
& Freeman, 1984; Hammond & Pomfrett, 1991) area 19 (Bergeron et al., 199$) and
area 21a (Tardif et al., 1996). Moreover, in the former area, DeAngelis et al., (1991,
1993), showed that the two RFs of some binocular simple cells show phase-shifted
inhibitory and excitatory zones relative to their centers. A second mechanism has
therefore been proposed which suggests that these disparities in the intemal
organization of a cell’s lefi and right RF (phase disparities) can be used to code for
depth (Ohzawa et al., 1990; freeman & Ohzawa, 1990). Neurons manifesting these
properties have been shown to be present in striate cortex ofthe monkey (Smith et al.,
1997) and cat (Ohzawa & Freeman, 1996, 1997) and in area 21a (Vickery & Morley,
1999). Although Anzai et al. (1997, 1999a, 1999b, 1999e) do not rule out the
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possibility that both phase and position incongruities could be treated by celis in area
17 of the cat, they stiggest that the phase disparity model is more appropriate to code
for depth. In effect, the latter can account for the wide range of disparities normally
encountered, as weÏl as being compatible with electrophysiological resuits showing
orientation anisometry for disparity sensitive ceils and with psychophysical studies
using stereo tasks by humans (Schor et al., 1984). The position model could stiil play
a foie lfl encoding disparities at high spatial frequencies or simply constitute a by
product ofjitter in the RF position measurement. Complex cells, which have larger
RFs but nonetheless code small disparities, are able to do so because they integrate
inputs from a number of simple celis with fine disparity selectivities.
The arguments concerning the relative merits of the two disparity encoding
models have concerned mainly cells in striate area in the cat. In this area, simple celis
abound and a major source of inputs is of the X-type. The proposed phase-disparity
encoding mechanism, based on the fact that the internai structures of simple ceils
show a phase-shifted organization with respect to the center of the RF of each eye, is
easy to envisage. Similarly, the subsequent convergent input of a number of simple
cells (a minimum of two might suffice) onto a complex celi, which can account both
for their large RFs yet fine disparity tuning, poses no problem. This area constitutes,
however, onÏy the beginning of a complex visual processing stream. The
posteromedial lateral suprasylvian cortex (PMLS) of the cat is a higher order area
which shares some of the properties of the striate cortical area, in that it is a recipient
of its inputs, but is distinguishable from it on a number of parameters. For one, its
simple and complex RFs undergo further transformations in that some acquire
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inhibitory ftanks (end-stopping) and the complexity of their RFs increases (Spear,
1991). The RFs are generally large and mainly of the complex type although they
typically include a well defined representation of the central visual field (Palmer et
al., 1978). Although the size of the RFs is flot correiated with the optimal spatial
frequency (Morrone et al., 1986), the ceils are nonetheless sensitive to comparatively
much lower spatial frequencies and thus must act as low band-pass filters (Morrone et
al., 1986; Zumbroich & Blakemore, 1987; Gizzi et al., 1990). The area can also 5e
differentiated from striate cortex by its W-and Y-type inputs coming directly from
nearly ail subcortical and indirectly from cortical visual structures (Rosenquist, 1985;
Buliier, 1986; Dreher, 1986). CeIls in area PMLS, which are direction-selective
(Spear & Baumann, 1975) have been implicated in the perception of motion in depth
(Toyama & Kozasa, 1982, Toyama et al., 1985, 1986a, 19865, Akase et al., 1998).
This area is often referred to as the homologue of the middle temporal area in
monkey (Payne, 1993). PMLS could, therefore, as it is the case for its corresponding
area in the monkey, play a major role in stereoperception.
We have, over the past few years, tried to define how PMLS contributes to the
perception of depth. The study of this area is particularly interesting because of its
anatomical and functional importance in the cat visual system (Spear, 1991), its
putative homology to middle temporal area in the monkey and its strategic position in
terms of its input (from most visual areas and subcortical structures) and output
(especially to superior coiliculus) structures. However, its RF properties also make it
an ideal region to confront the two models. The phase disparity mode! would predict
that, given the large RFs and !ow filtering properties of its celis, they would 5e unable
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to code for position disparity since these could only be effectively coded by celis
tuned to high spatial frequencies. Moreover, their hierarchical organization is flot as
tight as in striate cortex, where a number of simple celis having similar properties
might easily converge to make up a complex ccli, since each ccii is susceptible to
receive its inputs from varied sources. On the other hand, a study of this area is also
interesting for in fact it may reveal that these are not two competing models for
stereovision but simply two approaches to examine the same mechanism. A bar
stimulus may be decomposed into its spatial frequency components and thus when
position disparities are measured with two bars, we may in effect be measuring phase
disparities. Similarly, when gratings are used to test for phase disparities, the
moduiated luminance might create some position offset, albeit not optimally.
We therefore began, in an initial study, by examining whether celis in area
PMLS could code for position disparities. Resuits demonstrated that in fact most did
code for these types ofdisparities (Bacon et al., 2000) and that the four disparity sub
types were well represented. The tuning, moreover, was in accordance with the band
pass characteristics of the celis: it was flot as fine as we and others had found for
striate cortex (Ferster, 1981; LeVay & Voigt; 1988; Lepore et al., 1992). The present
study was therefore undertaken, in attempting to ciarify more precisely the neural
mechanisms underlying stereoperception, with two objectives in mmd. First, to
determine whether celis in area PMLS code for phase disparities. These resuits are
compared to those obtained for striate cortex (sec above). However, with respect to
the probiem of whether the two mechanisms can co-exist or are mutualiy exclusive,
the second objective was to examine whether the cells sensitive to phase disparity are
10$
the same as those which code for position disparities or whether each group represent
a different sub-population of disparity sensitive neurons. The question of whether
both types of disparity encoding mechanisms are present at the level of a single
neuron or whether each independently excites a specific population ofneurons is stili
an open question. We investigated this by testing both types of disparities on single
neuron in area PMLS.
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EXPERIMENTAL PROCEDURES
The experiment was carried out on 10 aduit cats of either sex weighing 2 to 4 kg, that
came from a Université de Montréal approved supplier. The animais were ail in good
heaith and had no apparent malformations or pathoiogies. Ail manipulations were
carried out in accordance with the guidelines proposed by the Canadian Council on
Animal Care. Moreover, the guidelines of the American Physiological Society and
the Society for Neuroscience regarding the care and use of animais as well as the
guidelines of the National Jiistitute of Health (USA) conceming the preparation and
maintenance of higher animals during visuai neuroscience experiments were
followed. The university animal care committee approved ail experimental protocols.
Ail efforts were made to minirnize both the suffering and the number of animal used.
The techniques for animal care and preparation, anesthesia, surgery,
recording, data analysis and eye movement control have been fully described in
previous papers and will only be summarized here (Guillemot et al., 1993; Bacon et
al., 1998; Bergeron et al., 1998). On the day prior to the experiment, the animal was
injected with 2 ml/kg of dexamethasone sodium phosphate (5 mg/ml; Vetoquinol
Canada Inc., Joliette, Canada) to limit inflammation during surgery. Before the
induction of anesthesia, the cat received an i.m. injection of atropine (Atro-Sol, 0,2
mg!kg; Ormond Veterinary Supply Ltd, Ancaster, Canada to reduce bronchial
secretions. The induction of anesthesia was performed using a facemask with a
gaseous mixture of nitrous oxyde, oxygen (N20:02, 70:30) and haiothane (5%). The
animal was then intubated with an endotracheal tube connected to a respiratory pump,
which was adjusted so as to maintain a constant ievel of expired C02 (4 ±0.5%). The
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animal was then placed in the stereotaxic apparatus (Kopf fristntments, Tujunga, CA,
USA). This apparatus was modified to insure that the eyes were flot touched or
pressed upon and to avoid obstruction of the visual field. Throughout the surgery, the
anesthesia level was mai tamed constant (1.5 to 2%) to keep the animal deeply
anesthetized. A small trepanation was performed over area PMLS (A-P = -3 to 8, L
10 to 16) according to the stereotaxic atlas of Reinoso-Suarez (1961). A tungsten
microelectrode was lowered latero-medially at an angle of 30°- 40° from vertical in
the central representation of the visual field (Palmer et al., 1978).
All pressure points and wounds were routinely infiltrated with local anesthetic
(Xylocaine). At the end of the surgery, the anesthesia was redciced progressively
(0.5% per 15 min.) to a final level of 0.5%. The absence of reflexes, slow-wave
activity in the electroencephalogram and a stable heart rate to mild pinches ensured
that the level of anesthesia was sufficient. The animal was next paralyzed with a
mixture of gallamine triethiodide (Flaxedil: 200 mg; Rhone-Poulenc, Montréal,
Canada) and d-tubocurarine (Tubarine: 15 mg; Sigma Chemicals, St. Louis, MC,
USA) dissolved in a 30 ml solution of lactated Ringer with dextrose (5%). This
mixture was continuously inftised through the saphenous vein (5.6 ml/h) to maintain
paralysis of the extraocular muscles. A full two hours period of stabilization was
allowed before beginning recording. During the recording session, body temperature
was maintained constant (38°C) with the help of a heated water pad, the
electroencephalogram and heart rate were monitored intermittently yet regularly, the
former showing slow-wave activity and the latter a stable rate.
Il’
To prevent dehydration of the eyes and improve image resolution, neutral
contact lenses with an artificial pupil (3mm) were placed on both eyes. The optic
disks and major blood vessels were projected on a tangent screen located at 57 cm
from the nodal point of each eye (FemaÏd & Chase, 1971). Then, when necessary,
appropriate dioptric lenses as dictated by direct ophthalmoscopy, were also placed in
front of the eyes of the animal. The relative position of the areae centrales was
considered to be located 16° medially and 7.5° below the iso-elevation of the center
ofeach optic disk (Bishop et al., 1962). The optic quality ofthe eyes and the position
the optic disks and major blood vessels were routinely checked before and afier
carrying out a quantitative protocol on each celi.
Upon isolating a ceil, RF positions and limits were first explored with light
and dark bars on a transiucent tangent screen located at 57 cm from the animal. The
optimal stimulus parameters (direction, width and Yength) were then determined for
both eyes with light and dark bars using a manually controlled projector. The
stimulation system used to quantitatively assess the phase disparity tuning functions
of the cdl consisted of two cathode ray display screens (Hewlett Packard, model
132 la, P31 phosphor) which subtended 26°x26° of visual angle and had the same
mean luminance (8cd/m2). These screens were placed lateral to each eye at 57 cm
from the nodal point of the eye. The optic axes were deviated with the help of two
ftont-silvered mirrors, each positioned at 90° in front of each eye, so that its RF was
located in the center of each screen. Special care was taken to map the RFs onto the
cathode ray screens. First, the positions of the screens were carefully adjusted so that
their centers were optically coincident with the mapped RFs. After determining the
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optimal stimulation parameters (direction, temporal frequency, contrast) of a ceil,
each cathode ray screen was careftilly positioned to give the best response. This
position was taken as the location of the center of the RF and ah stimuli used
subsequently were ceritered on this point. This apparatus allowed both simultaneous
and independent stimulation of the RFs. Stimuli consisted of drifting sinusoidal
gratings generated by an image synthesizer (Innisfree: Picasso model Rev 8:
Fenstanton, Cambridgeshire, U.K.) controlled by a computer. Then, a monocular
optimal spatial frequency tuning function was determined for each eye. Drifiing
spatial frequencies were presented in each RF in a pseudorandom fashion in steps of
0.25 octaves varying from 0.04 c./deg. to 2.4 c./deg. Each spatial ftequency was
presented 10 times in the optimal direction and with the best estimated temporal
ftequency (2 to 6 Hz). A trial started with the gradual increase in contrast of the
spatial frequency over a period of 500 ms, until it reached the appropriate contrast for
the tested ceil. The graduai increase was carried out to avoid evoking a transient
response from the celi. Then, the drifiing spatial frequency grating was presented for
1000 ms and a 10 s to 15 s interval was introduced between trials to minimize ceil
adaptation (Ohzawa et al., 1985). WhiÏe stimulating one RF, a blank luminous field
(luminance: 8 cdlm2; contrast: 0%) was presented in the other. Special care was taken
to adjust the size (width and length) of the gratings within each RF so as to obtain the
best response rate. The RFs were classified following the procedures and criteria
proposed by Skottun et al. (1991) and DeValois et al. (1982) in ternis of simple,
complex and end-stopped categories. The principal inclusion criteria for the latter
class was that the cell preferred an oriented grating of optimal iength, whereby
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extending the stimulus out of the boundaries of the Rf caused an important decrease
in response (end-stopping). This category therefore included both simple and
complex RFs.
The phase disparity tuning function of each binocular ceil was next assessed
by stimulating both eyes simultaneously with gratings whose contrast, temporal
frequency and direction was maintained constant for the duration of the protocol.
Phase disparity was created by presenting the optimal spatial frequency of the
dominant eye to the non-dominant eye and varying, in a pseudo-random fashion, the
spatial phase ofthe dominant eye so as to produce a disparity of 0° to 337° in steps of
22.5°. Ail dichoptic gratings were generated by the same computer and apparatus to
ensure that at each phase disparity condition both gratings were identical and were
presented at the same temporal frequency. The size (width and length) of the stimuli
was adjusted to the size ofthe RFs in each eye 50 that phase disparities were induced
within each RF. For control purposes, monocular stimulation of each eye and a nuli
condition (blank luminous field, contrast: 0%) were interleaved with the disparity
conditions in the stimulation protocol.
The second stimulation protocol was next appiied to a ceil which stili gave
stable and robust responses to determine its position disparity tuning frmnction. This
protocol is oniy summarized here, since it has been fully reported in previous papers
(Lepore et ai., 1992; Guillemot et al., 1993; Bacon et ai., 1998). RFs of each
binocular celi were again deviated with the help of a prism so that each RF could be
stimulated independently andlor simultaneously. They were then carefully remapped
on a tangent screen located at 57 cm in front of the animal. Using a dual optic-bench
114
system, two light bars having the best-estimated dimensions were swept for 200 at
optimal velocity and direction across each well-defined RF. Temporal delays between
the departure ofthe two bars in the RFs were introduced to create position disparities,
ranging from -3 to 3 degrees (in steps of 0.5 or 1 degrees). When the two stimuli
crossed simultaneously the center of both RFs, position disparity was nulI. Depending
on the direction of motion, the delay simulated either crossed or uncrossed disparities.
Position disparity was defined relative to the RFs and thus cannot be considered in
absolute terms, although it constitutes a close approximation (for ftirther details see
Lepore et al., 1992; Guillemot et al., 1993; Bacon et al., 199$).
Electrolytic lesions were made at the end of each recording penetration. No
special attempt was made to identify the different layers of cells in area PMLS due to
the orientation ( 30°) of the electrode and the natural folds of this cortical area. At
the end ofthe experiment, the cat was deeply anesthetized with 5% ftuothane, and it
was perfttsed through the heart with isotonic saline followed with formalin (10%).
The brain was removed, placed in formalin and prepared for histology. Blocks of
tissue containing the electrode tracks were sectioned on a freezing microtome.
Coronal section (thickness: 40jim) of the cortex was prepared for cresyl violet
staining to confirm that the recorded ceils were in PMLS.
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RESULTS
Among ail the ceiis recorded in area PMLS, $8 gave robust and stable
responses to stimulation with spatial frequency gratings and were submitted to the
phase disparity protocol. 0f these ceiis, 27 were also tested for position disparity
tuning.
General receptive field propertïes
Ail units recorded in area PMLS had their RFs located within 10 degrees in
the central representation of the visual field. They were classified in terms of their
modulation response following a fast Fourier transform analysis at the optimal
temporal frequency (DeValois et al., 1982, Skottun et al., 1991). RFs ofthe dominant
eye were relatively smaii, ranging from 2.6 degrees2 to 40.5 degrees2 (mean = 13.5
degrees2; o = 6.4 degrees2). Most celis (87%) showed an unmodulated response
pattem to drifting spatial frequencies and were thus classified either as complex
(77%) or end-stopped complex (10%). The remaining ceils showed clear modulated
responses to spatial frequencies and were thus classified as simple (9%) or end
stopped simple (4%).
The ocular dominance distribution was determined using the Hubel & Wiesel
(1962) classification and is presented in Figure lA. Ciasses 1 and 7 represent
monocular celis that were driven exclusively through the contralateral or ipsilateral
eye, respectively. An ocuiar dominance index was determined in order to classify
each binocular celi in the intenriediate categories using the formula: (I / (I + C)) *
100, where I and C represent the responses to stimulation of the ipsilateral and
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contralateral RFs, respectively. The ocular dominance distribution in Figure lA
indicates that celis recorded in area PMLS were mostly binocularly driven with a
small bias in favor ofthe contralateral eye. Indeed, close to 95% ofcells responded to
binocular stimulation, while the remaining were exclusively driven by contralateral
stimulation.
Ail ceils had band-pass tuning, responding best to a specific spatial frequency
(i.e., the optimal spatial frequency) and less to lower or higher spatial frequencies.
The spatial frequency tuning function of tbree ocularly balanced cells are illustrated
in Figure 1 B, C and D. The celi in Figure lB shows a broad selectivity for both
ipsilateral and contralateral RFs, the maximum responses occurring at 0.24 c./deg.
and 0.06 c./deg., respectively. The selectivity of the cell in Figure 1C is much finer
and the optimal spatial frequency for the contralateral and ipsilateral RF is,
respectively, 0.16 c./deg. and 0.2$ c./deg. The tuning curves for both the ipsilateral
and contralateral RFs for the celi in Figure 1D show a high selectivity and identical
optimal spatial frequency (0.16 c./deg.).
insert figure 1
The optimal spatial frequency distribution for the dominant eye was
determined for 8$ ceils. Figure 2A shows that PMLS cells are generally selective to
low spatial frequencies (mean = 0.22 c./deg.; = 0.16 c./deg.; range 0.04 c./deg. to
0.6 c./deg.). In order to compute the selectivity of each unit, the spatial bandwidth
was calculated at half-height of the spatial ftequency tuning curve. Figure 2C shows
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the distribution of the spatial bandwidth of the dominant eye for these ceils. Resuits
indicate that the ceils were relatively selective (mean = 1.6 octaves; a = 0.96 octaves;
range = 0.57 octaves to 5.4 octaves). The matching of the optimal spatial frequencies
between the contralateral and ipsilateral RF were assessed for $5 binocular ceils (see
Figure 2B). A highly significant relation was found (r = 0.$2; p<O.00l) between the
optimal spatial frequencies of the two RFs. Optimal spatial frequency differences
between the two RFs were relatively low (mean difference = 0.5 octaves; r = 0.6
octaves), the highest optimal spatial frequency difference being two octaves. Figure
2D shows the relationship between the spatial bandwidth for $5 ceils. The results
indicate that the spatial bandwidths for the contralateral and ipsilateral RFs are well
matched (r = O.5$;p< 0.001). Spatial bandwidth differences for both the ipsilateral
and contralateral RF were fairly small (mean difference 0.6 octaves, c = 0.55
octaves), the highest spatial bandwidth difference being 2.1 octaves. These results
clearly indicate that the spatial properties of both RFs in area PMLS are well
matched. However, a small but consistent difference is present between the two RFs
ofmany celis, suggesting that they could code binocular phase disparities.
insert figure 2
Phase-disparity selectivity
Eighty-eight celis were submitted to the phase disparity protocol. Figure 3
shows two typical cells that were sensitive to phase disparity. The monocular
peristimulus time histograms at the upper lefi and right of Figure 3A show the
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rnodulated response to spatial frequencies typical of end-stopped simple celis whereas
those of Figure 3B show no modulation to the passage of the spatial frequencies
within the RF, as is characteristic of complex ceils. The peristimulus time histograms
for binocular stimulations show the response of the ceil to the various phase
disparities used. It is clear that the maximum increment in amplitude for the end
stopped simple cell occurred at a phase disparity of 270° (Fig 3A) and that of the
complex ceil at 202° (Fig 3B). The summed values of each peristimulus tirne
histogram at a particular disparity was used to defined a point on the response profile
curve.
Celis were classified as phase disparity sensitive if their response was
modulated by the phase disparities. Thus, a modulation index was calcutated using
the formula: ((OR - WRI OR + WR) * 100), where OR represents the optimal
response at one phase disparity and WR the worst response at another disparity. A
celi was considered sensitive to phase disparities if this index was higher than 30%
(Hammond, 1991). The two celis illustrated in Figure 3 clearly satisfy this condition.
The optimal response could manifest itself in two ways. The first is exemplffied in
Figs 3A and B, which show that the binocular response was higher than the sum of
both monocular responses. This pattem of interaction was termed facilitatory and was
present in only 8% of simple and end-stopped simple cells (Fig. 3A) but in 57% of
complex (Fig. 33) and end-stopped complex ceils. Cells whose binocular response
was higher than the response of the dominant monocular response but not higher than
the sum of the two monocular responses were considered to show summation (see for
example Fig. 4D). The latter type of interaction is present in only one simple celis
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and is also somewhat rare (8%) in complex celis. A mirror image of these types of
interactions could aiso be seen for the worst response: the ceil showed either strong
inhibition at some disparity values, so that its response was even beiow that of the
non-dominant eye (see Figs. 3B and 43) or an occlusive response to binocular
stimulation such that the response was weaker than that of the dominant eye but
stronger than the one of the non-dominant eye (Fig. 4D).
insert figure 3
Some ceHs submitted to the phase disparity protocol did not show notable
variations ofresponses at the various phase disparities tested. In some cases, the ceils
gave a non-coherent oscillatory response pattem to phase disparities and in others,
they showed nearly equat responses at ail phase disparities. These types of
interactions were classified as phase insensitive. The ceil in Figure 4A illustrates a
typical example. The phase disparity tuning profile of the latter ceil shows that the
binocuiar responses are situated between the monocuiar ones, as has been found for
other areas (Ohzawa and Freeman, 1986a, 1986b). Although this constitutes the more
typicai response profile of insensitive ceils, some binocular responses of what we
considered phase insensitive neurons in PMLS couid be higher than those of the
dominant eye or even higlier than the sum of both monocular responses, but without
attaining our cut-off index set at 30%. These types of phase insensitive profiles were
found in 26% ofthe units.
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Celis in figure 43, C and D were ail phase sensitive. For ccli in 4B, a
facilitatory interaction is present at 135° disparity whereas at 292°, the response is
actualÏy lower than the weaker ipsilateral monocular response. Ccli in 4C shows
strong facilitation (337°) and a minimum response at a disparity of 112°, which is
equivalent to that of the dominant eye. Ceil in D shows a summation interaction at a
disparity of 22°, but the minimum binocular response is only weaker than the
response ofthe dominant eye.
insert figure 4
The amount of interaction of the phase disparity sensitive neurons varied quite
extensively, from a simple summation to strong facilitation. In order to quantify the
extent of the interaction across the complete sample of sensitive neurons, a
facilitation index was calculated using the formula: (ORI I+C)) where OR represents
the (best) optimal response to binocular phase stimulation and I and C the monocular
ipsilateral and contralateral responses, respectively. Only ceils having a modulation
index 30%, i.e. the phase sensitive neurons, were included. Ceils having a
facilitation index 1 are those whose binocular responses are higher than the sum of
both monocular responses (facilitation interaction) whereas those having an index < 1
have responses to binocular stimulations which is only greater than that of the
dominant monocular response (summation interaction), figure 5 shows the
distribution of the facilitation index for 66 phase sensitive ceils. The vast majority of
phase sensitive ceils (95%) show facilitation interactions, as shown by thc fact that
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the majority of celis have an index which is 1. Thus, only a small number (5%) of
phase sensitive celis had an index lower than 1 (summation interaction). More than
haif (52%) the ceils show considerable facilitation, having an index situated between
1.4 and 1.9 (mean 2.4; = 4.1). Some (13%) phase sensitive fleurons showed
extrernely strong facilitatory interactions to phase disparity, having a facilitation
index of 3.41 or higher.
insert figure 5
Figure 5A shows the distribution of the optimal phase disparity in terms of
phase angle. Resuits indicate a continuum of optimal phase disparities and, although
ail disparities are represented, those representing 45°-67° are the most frequent. Since
phase disparity corresponds to a change of position of the spatial frequency gratings
between the left and right RFs, celis having low optimal spatial ftequencies should
have a larger spatial displacements than celis having higher optimal spatial
frequencies for identical phase disparity values. Figure 5B shows the distribution of
spatial displacement in degrees (mean = 1.4°; a = 1.35°) of visual angle. Results
show that more than haif of the phase sensitive ceils (34/65 cells) in area PMLS are
able to code small (<1°) spatial displacements between the lefi and right RFs
although a few (7/65 cells) do code values higher than three degrees. It has clearly
been demonstrated that RF size is flot correlated with optimal spatial frequency
(Morrone et al, 1986). This suggests that there should be no conelation betweeen RF
size and spatial dispiacement. Statistical analysis showed in fact a lack of conelation
between spatial dispiacements and either the size or the width of the RFs.
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Ceils in area PMLS are sensitive to a wide range of spatial frequencies
(Monone et al., 1986; Blakemore & Zumbroich, 1987.) Figure 5C presents the
relation between the spatial dispiacement and the optimal spatial frequency of the
dominant eye. Celis responding to low optimal spatial frequencies code larger spatial
displacements whereas those having higher optimal spatial frequencies generally
code small values. Indeed, a highly significant negative correlation was found (r = -
O.5l;p< 0.001). A spatial phase bandwidth in terms ofvisual angle was calculated at
half-height of the response ofthe optimal phase disparity response and plotted against
the optimal spatial frequency of the dominant eye. The resuits indicate that cells code
a larger range of phase disparities when they are sensitive to low optimal spatial
frequencies whereas they seem to code smaller phase disparities when they are
sensitive to higher optimal spatial frequencies. This highly significant negative
correlation (r -0.68; p< 0.00 1) is presented in figure 5D. These resuits clearly show
that phase disparity sensitivity is dependent on optimal spatial frequency, where large
disparities are coded by ceils sensitive to low spatial frequencies and inversely for
small disparities.
insert figure 6
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Sensitivity to phase and position disparities
In order to determine whether binocular celis are abie to selectively code both
position and phase disparities, the sensitivity profile of 27 binocular ceils was
determined both to position and phase disparity. Resuits show that nearly ail ceils
(89%) were sensitive to position disparities showing the usual position disparity
tuning profiles. They are consistent with previous findings obtained in our laboratory
using identical stimulation procedures (Bacon et al., 2000). Indeed, some ceils (9/27)
showed responses which were higher than the sum of both monocular responses at
zero or near zero disparity and were classified as ttined excitatory. Others (5/27)
showed a decrease in the binocuiar responses at zero or near zero disparities and were
classified as tuned inhibitory. The remaining ceils were sensitive to larger values of
position disparities. Indeed, some showed strong binocular interactions to crossed
disparities (4/27) and others (6/27) to uncrossed disparities and were thus ciassified
respectively as crossed and uncrossed disparity detectors.
When tested with both protocols, only one ceil was sensitive to neither
disparity condition whereas twenty-two (out of the 27 tested) were sensitive both to
phase and position disparities. Only four cells were sensitive either to phase or to
position disparities but not to both. Thus, two ceils were sensitive to position
disparity but showed insensitivity profiles for phase disparities whereas two others
showed the opposite pattem, i.e., sensitive to phase but not position disparities. The
existence of these ceils would argue in favor of a two model cellular mechanism for
stereoperception in PMLS. However, given the fact that there are so few (about 8% in
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each case), it is more likely that the lack of response under one or the other condition
resulted from using less than optimal stimulus parameters.
Insert figure 7
Sensitivity profiles were thus derived for the 22 units which responded to both
types of disparity conditions. Thus, most ceils in area PMLS (81%) were sensitive to
both position and phase disparities. Figure 7 illustrate the sensitivity profile of four
representative cells to spatial frequencies (left column), phase (middle column) and
position disparities (right column). Ccli 076 was mostly driven by contralateral
stimulation (Fig. 7A) but botli RFs were optimally excited at a spatial frequency of
0.48 c./deg. The phase disparity sensitivity profile (Fig. 73) shows that this ccli lias
an optimal phase disparity at 90° and presents a facilitation interaction. The position
disparity profile for the same ccli in figure 7C shows a clear facilitation interaction at
zero disparity. Ccli 082 (Fig. 7D) shows a broad selectivity to spatial frequencies and
an optimal spatial frequency of 0.1 c./deg. for both RFs. This cell shows a strong
facilitation interaction at 0° phase disparity (Fig. 7E). The position disparity profile
(Fig. 7F) shows a tuned inhibitory type of response. The optimal spatial frequency for
the left and the right RF for ccli 077 (Fig. 7G) is 0.16 c./deg. and 0.2 c./deg.
respectively. When tested with phase disparities (Fig. 7H), this ccli is optimally
excited at 90° phase disparity and presents a facilitation interaction. As far as position
disparity is concemed, it is excited by crossed disparities and inftibited by uncrossed
ones (Fig. 71). Cdl 085 is finely tuned to spatial frequencies (Fig. 71) having an
optimal spatial frequency of 0.16 c./deg. for both RFs. The response profile for this
ccli to phase disparity shows (Fig. 7K) a summation interaction at 112°. Its position
125
disparity profile (Fig. 7L) indicates that the celi responds best to uncrossed
disparities.
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DISCUSSION
The first objective of this study was to determine if binocular celis in area
PMLS are tuned to phase disparities for dichoptically presented spatial frequency
stimuli. The second objective was to compare these tuning functions to the ones
derived using bar stimuli having various dichoptic position disparities. The general
RF properties in this area, on the other hand, have been well studied by numerous
researchers, including ourselves, and wilÏ only be examined here for normative
purposes. Thus, ceils in area PMLS were mostly binocularly driven (95%), which
confirms previous findings (Rauschecker et al. 1987, von Gninau et al., 1987; Bacon
et al., 2000). Moreover, a large number (87%) of units did not show a modulation of
the response rate to spatial frequencies at the best estimated temporal frequency,
although a few of them (13%), as previously shown by Morrone et al. (1986), were
clearly modulated. All celis had band-pass spatial frequency tuning profiles covering
a wide range of spatial frequencies (0.04 c./deg. to 0.8 c./deg.) and were optimally
excited by low spatial ftequencies (mean 0.22 c./deg.), in agreement with previous
studies (Morrone et al., 1986; Zumbroich & Blakemore, 1987; Gizzi et al. 1990). It
lias been shown that cells in area PMLS are not highly selective to spatial frequencies
since they have a relatively large bandwidth (2 octaves) (Morrone et al., 1986;
Zumbroich & Blakemore, 1987; Gizzi et al., 1990). The resuits obtained in the
present experiment, however, showed that selectivity to spatial frequencies was
somewhat narrower (mean bandwidth 1.6 octaves). This is probabÏy due to the fact
that a deliberate cdl sampling bias was introduced in the procedure whereby only the
portion of cortex representing the central most visual field was targeted for recording.
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Thus, even if celis in area PMLS contain large RFs ofmainly compiex and, to
a lesser extent, end-stopped categories, they can be quite selective to spatial
frequencies, possibly through well defined subunit regions. The close matching of
their spatial properties for both RFs suggests that the cells are able to code similar
inputs yet toierate small differences between each RF. This indicates that the left and
right RFs have similar internai spatial properties, as is the case in areas 17, 19 and
21a (Hammond & Pomfrett, 1990; Skottun & Freeman, 1984; Tardif et ai., 1996;
Bergeron et al., 1998). However, the fact that the internal structure of the two RFs
can be slightly different suggests that the cells in this area couid code phase-shifted
spatial frequency gratings.
Phase disparity
The results show that the vast majority of PMLS cells (74%) are sensitive to
interocular phase disparities showing response profiles similar to those demonstrated
for other visual areas (Ohzawa et al., 1996, 1997; Hammond, 1991; Smith et al.,
1997, Vickery & Morley, 1999). Indeed, phase-sensitive cells showed mostly
facilitation (95%), with a few summation (5%), interactions and a modulation tuning
response profile that clearly distinguished them from insensitive cells.
The overaii proportion of phase-sensitive celis in area PMLS is comparable to that
found in areas 17 and 21a. Indeed, 74% ofunits in area PMLS, about 70% of simple
celis in area 17 and more than 70% in area 21a are selective to phase disparities
(Ohzawa & Freeman, 19$6a, 19$6b, Vickery & Morley, 1999). It is important to note
that there are important differences in terms of projections and spatial properties
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among these areas. Thus, area 17 ofthe cat receives a direct X-type input, the RFs are
relatively srnall and they are mainly simple and complex (Movshon et al., 1978a,
1978b, 1978c). These celis are selective to and are optimally (Movshon et al., 1978a)
excited by relatively high spatial frequencies (mean = 0.56 c./deg.). There are also
important X-type inputs to area 21a, but these corne mainly from area 17. The RFs
are coiiespondingly srnall and have a compiex internai structure similar to those in
area 17 (Morley et al. 1997). However, the celis in area 21a are mainly sensitive to
low (mean = 0.3 c./deg.) spatial frequencies (Tardif et al., 1996) and the proportion of
phase-sensitive complex cells ( 70%) is higher than in area 17 (40%) (Ohzawa &
Freeman, 1986b; Vickery & Morley, 1999). This proportion is instead comparable
with that of PMLS complex ceils (74%). There are other important differences
between these two areas and PMLS in terrns ofits inpitts (mostly Y- and W-type), RF
size (relatively large), category (rnostly complex or end-stopped complex) and
sensitivity to spatial frequencies (lower, mean = 0.2 c./deg.) (Hubel & vViese1, 1969;
Spear & Baurnann, 1975; Morrone et al., 1986; Zurnbroich & Blakemore, 1987; Gizzi
et al., 1990). It is thus interesting to note that small and well defined RFs, as
determined by X type inputs, are flot necessarily required to code phase disparities
since area PMLS is characterized by neither strong X inputs flot high selectivity to
spatial frequencies.
Phase disparity and spatial frequency tuning are related (Ànzai et al., 1997). Indeed,
cells in area PMLS that are optirnally sensitive to low spatial frequencies code larger
phase differences, as assessed by their phase bandwidth, than celis sensitive to higher
spatial ftequencies. The overall population of ceils in area PMLS are optimally
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sensitive to low spatial frequencies (mean = 0.22 c./deg.), and hence code larger
phase differences than celis in area 17, which are generally sensitive to higher spatial
frequencies (Anzai et al., 1997).
Phase and position sensitivity
The second objective of this study was to determine if celis in area PMLS are
sensitive either to phase or position disparities or to both. Resuits indicated that most
disparity sensitive celis coded both phase and position disparity. Estimates of RF
position disparities between a binocular cell’s left and right RFs suggested (Anzai et
al., 1997; Anzai et al., 1999a, 1999b, 1999c) that striate celis sensitive to low spatial
freqtiencies are able to code larger phase disparities than ceils that are optimally
sensitive to higher spatial frequencies. A relationship between phase disparity coding
and optimal spatial frequency certainly does exist, in that larger values of phase
disparity are associated with low optimal spatial frequency. The resuits in the present
study, however, also show that, regardless of their optimal spatial ftequency, celis are
sensitive to either large or small position disparities.
These results therefore indicate that disparity coding relies upon position differences
as well as phase differences. This is in agreement with Erwin and Miller (1999)
proposal, for simple celis in areas 17-18 in which position and phase shifts are
linearly related, that these two are not independent of each other.
Position disparity sensitive ceils were shown to be present in nearly ah visual areas of
both cat and monkey (Poggio & Fisher, 1977; Maunseli & van Essen, 1983; Poggio
& Poggio, 1984; Pettigrew & Dreher, 1987; Livingstone & Hubel, 1987; LeVay &
Voigt, 1988; Wang & Dreher, 1996; Bacon et al., 2000). Moreover, these disparity
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sensitive celis were mostly of the tuned excitatory or tuned inhibitory type, indicating
that the visual cortex contains mostly celis that code stimuli at the fixation plane and
thus that their RFs are iocated at approximateiy the same spatial location on each
retina. Hence, to obtain information on the local components of an object, binocular
ceils would rely on differences between the internai structure of the RFs, namely,
phase disparity. This suggests that stereoscopic vision depends on a two stage
process, one which involves the global processing of an object (position disparity)
and a second which concems more local analyses (phase disparity). However, our
resuits are flot consistent with this idea. In fact, some neurons that were sensitive to
zero position disparity could also be sensitive to zero phase disparity while others that
were tuned to uncrossed or crossed position disparities were also sensitive to large
values of phase disparities.
The neural mechanism underlying stereoscopic vision was first proposed more than
thirty years ago. Studies have shown that RFs ofmost binocular cells were located at
slightiy different spatial location on the retinas despite the fact that the internai
properties ofthe two RFs were presumed to be similar (Barlow et al., 1967; Nikara et
ai., 196$; Pettigrew et al., 1968; Josua & Bishop, 1970; von der Heydt, 1978). Thus,
depth was presumably coded through these disparate retinal locations. Later, it was
shown that RFs of striate cells differed slightly in ternis of their internai spatial
structure (DeAngelis et al., 1991, 1993) and that this difference could be used by the
cells to code for depth. Recently, Anzai et al. (1997) proposed that depth coding for
cells having small RFs/high spatial frequency tuning, such as simple ceils in area 17,
could depend either on position differences or phase differences. The present study,
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which attempts to validate this proposition for celis having larger RFs, low spatial
frequency tuning and varied input structure, showed that ceils in a high-order area do
in fact code phase disparities but that they also have very precise position disparity
tuning profiles. Hence, both types of disparity coding mechanisms appear to co-exist
in these cells. This raises the question as to whether the two types of disparity
mechanisms can in fact be tested separately. When position disparities are tested,
light bars which also contains high spatial frequencies are swept in the two RFs.
Thus, each bar stimulates the excitatory zones in the RFs while the inhibitory zones
remain unstimulated. The ceil is optimally excited when both light bars enter the
excitatory regions of the RFs that are not necessarily located at corresponding
regions. However, this is also the situation which would prevail when the two stimuli
are phase-shifted. Similarly, when phase disparities are tested, the spatial position of
the optimal spatial frequency is varied in the dominant RF, which also creates
position disparities. Thus, when phase disparity is tested, phase as well as position
may in fact be coded simultaneously. If this were the case, than it should be expected
that the two types of disparities should aiways be related. This is flot, however, the
case since the response profiles for the two types of disparities are not generally
comparable. This lack of concordance probably resuits from the use of different
stimulation parameters, namely, bars and gratings which are not necessarily equally
effective to stimulate a particular cdl. Phase disparities are created by spatial
frequency gratings modulated in luminance that constittite the optimal stimuli for a
visual cell since the luminance modulation matches perfectly its intemal structure
(Maffei & Fiorentini, 1973). A single bar instead mainly excites the excitatory
132
regions of the RFs. Although a bar contains clear edges that can be detected by a
visual celi and hence determine the position offsets between RFs, this stimulus could
also differentiatly excite the RFs’ internai spatial structure. On the other hand, it is
theoretically possible that a celi could code phase disparity without coding position
offsets since sinusoidally rnodulated spatial frequencies eliminate the edges of the
stimuli.
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FIGURE LEGENDS
fig. 1: Distribution of the ocular dominance of single ceils recorded in the
posteromedial lateral suprasylvian area of the cat (A). Light bars: binocular ceils;
dark bars: monocular ceils. Categories 1 and 7 include celis driven exclusively
through the contralateral or the ipsilateral eye respectively. The intermediate
categories include binocular celis with varying ocular dominance. Representative
examples of spatial frequency tuning functions ofthree binocular celis recorded in the
posteromedial lateral suprasyÏvian area (B, C, D). The stimuli used to derive the
spatial frequency tuning functions were sinusoidal gratings (contrast: 30%) driffing at
a temporal frequency of 2 Hz (ceils B and C) and 4 Hz (celi D)._Open circtes:
contralateral eye;fihÏed circÏes: ipsilateral eye.
Fig. 2: Optimal spatial frequency (SF) distribution (A) for the dominant eye of ceils
recorded in area PMLS show that most units are sensitive to low spatial frequencies
(mean = 0.22 c./deg.; = 0.16 c./deg.). The optimal spatial frequency of the
contralateral and ipsilateral eye are strongly matched and the relationship is highly
significant (B). Distribution of the spatial bandwidth for the dominant eye (C)
indicates that most PMLS celis are broadly tuned to spatial frequency (mean = 1.6
octaves; a = 0.96 octaves) although some are highly selective ( 0.6 octaves). The
spatial bandwidth for the contralateral and the ipsilateral eye are strongly matched
and the relationship is highly significant (D).
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fig. 3: Peristimulus time histograms and phase disparity tuning function for two
typical phase sensitive celis. End-stopped simple celi in A shows strong facilitation
and an optimally modulated response at 270° phase disparity. Complex celi in B
shows facilitation at 202° phase disparity; peristimulus time histograms show an
unmodulated response and a DC increment around the optimal phase disparity.
Horizontal unes represent the monocular response of the contralateral (C) and the
ipsilateral (I) eye to the optimal spatial frequency. The phase disparity ttining
functions were derived using optimal sinusoidal gratings (cell A: 0.0$ c./ deg.; celi B:
0.1 c./ deg.) drifting (celi A: 4 Hz; ccli B: 2 Hz) at the optimal direction (ccli A: 0°;
cell B: 135°) with a contrast of 30%.
Fig. 4: Examples of phase disparity tuning for four PMLS binocular celis. Ceil in A
shows a phase insensitive profile while cells in B, C and D are phase sensitive. Ceils
in B and C show binocular facilitation and cdl in D shows binocular summation to
phase disparity. Horizontal unes represent the monocular response of the ipsilateral
(I) and the contralateral (C) eye at the optimal spatial ftequency. The stimuli used to
derive the phase tuning ftmctions were optimal sinusoidal grating for the dominant
eye (ccli in A: 0.24 c./deg.; ccli in B: 0.2 c./deg.; ccii in C: 0.64 c./deg.; ccli in D:
0.0$ c./deg.) drifiing (ccli in A: 4 Hz; cdl in B, C and D: 2 Hz) at the optimal
direction with a contrast of 30% (ceils A and D) or 50% (ceils B and C).
Fig. 5: Distribution of the facilitation index of 66 phase sensitive celis recorded in
PMLS area of the cat. Celis having an index of < 1 present summation interactions
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whereas those having an index 1 present facilitation interactions. Phase insensitive
neurons are flot included in this figure.
fig. 6: Distribution ofthe optimal phase disparity ofbinocular celis sensitive to phase
disparity (A). Distribution ofthe optimal spatial displacement in visual angle of phase
sensitive celis (B). Relationship between spatial displacement at the optimal phase
disparity and the optimal spatial frequency of the dominant eye (C). Relationship
between the phase bandwidth and the optimal spatial frequency of the dominant eye
(D). The relationship between the spatial displacement and the optimal spatial
frequency of the dominant eye for phase sensitive celis is negatively correlated (C).
Moreover, the relationship between the spatial displacement bandwidth and optimal
spatial frequency for phase sensitive celis is also negatively correlated (D).
Fig. 7: Spatial frequency tuning (lefi column, A, D, G, J), phase disparity profile
(middle column) and positional disparity profile (right column) of four binocular
ceils. The complex cell in the upper row (cell 076) shows a facilitatory interaction at
90° phase disparity (B). Positional disparity profile (C) shows a clear facilitatory
interaction at zero position disparity. When tested to phase disparity, the complex cell
in second row (ceIl 082) shows a clear facilitatory interaction at 0° phase disparity (E)
but the same cdl is strongly inhibited at 00 when tested to positional disparities (F).
The complex ceil in third row (celi 077) shows a facilitatory interaction at 90° phase
disparity (H) and it is well tuned to crossed positional disparities (I). The complex
cell in the lower row (ceil 085) demonstrates a modulated response to phase disparity
146
and shows a summation interaction at 112° phase disparity (K) while the positional
disparity profile (L) demonstrates that this celi is selective to uncrossed positional
disparities. The stimuli used to derive the phase disparity tuning functions were
drifting (celI 076: 4 Hz; ceil 082, 077 and 085: 2 Hz) optimal sinusoidal gratings for
the dominant eye (celi 076: 0.48 c./deg.; celi 082: 0.2 c./deg.; ceil 077 and 085: 0.16
c./deg.) with a contrast of 30%. The stimuli used derive the positional disparity tuning
curve were a drifting (velocity: celi 076, 082 and 077: 4°/s; celi 085: 2 °/s) light bars
(bar size: ceYl 076: width: 1.7°; length: 5°; celi 082: width: 1.2°; length: 9°; celi 077:
width: 2°; Iength: 10°; ceil 085: width: 1.5°; length: 7.5°. Horizontal unes in the
rniddle and right columns represent the monocular response of the ipsilateral (I) and
the contralateral (C) eye at the optimal spatial frequency (middle column) and to light
bar right column).
147
U)
a
E
G)
U)
t
o
o
cl)
G)
Figure 1
40
U)
a3o
E
G)
U) 20
C
o
o-
U)
1O
II 1111111 I I 1111111 II
0.01 0.1 1 10
Spatial frequency (cJdeg.)
20
U)
•- 15
o-
E
G) 10
U)
t
o
o-
U) 5w
A
U)
G)
Q
4-
o
.4-
C
G)
Q
G)
D
C
B
D
fin
35
28
21
14
7
O
20
15
10
5
1234567
Ocular dominance
I 11111111 I 11111111 111111111
0.01 0.1 1 10
Spatial frequency fc.Ideg.)
I 11111111 IIIIILII
0.01 0.1 1 10
Spatial frequency (cJdeg.)
148
C D
4-
C.)
o
w
L..V
4-(Q
o
u,
contralateral eye
.
Figure 2
B
(Q
u-I
—(Q(u =
A
u)
Q
o
‘4-
o
Q
C)
L..
Q
D-
y = 0.86 x + 0.04
r = 0.82
4
o o
40 -
30 -
20 -
10 -
0-
40 -
30
20 -
10 -
0-
0 0.2 0.4 0.6 0.8
I
0.8
0.6
0.4
0.2
o
6
5
4
3
2
I
o
Optimal SE (c.Ideg.)
I I I I I
<0.08 0.16 0.32 >0.33
Optimal SE (c.Ideg.)
7
7 /
(n
Q
o
‘4-
o
Q
C)
Q
y = 0.64 x + 0.35
r = 0.58
OQ O
O
0 00
I I I I I
<0.6 0.9 1.2 2.4 > 2.5
Spatial Eandwidth (oct.)
2 34 5
Spatial Bandwidth (oct.)
6
contralateral eye
149
Figure 3
LE a.
0°
22°
45°
67°
90°
112°
135°
157°
A
B
...I iIi,,
hhIJL..a.,,.
iii. . ‘i
kLa £akah,.,
‘( 2s >
LE
RE
180°
202°
225°
247°
270°
292°
315°
337°
L Li... ai,, &..
aài ..a...i..I .....aL..
a& ii..â.. j .1.
L
.kÀddiiii....iiJi ..
I 100 imp.Is
RE .
1111111 1111111 III
0 90 180 270 360
Phase disparity (deg.)
80
U)
d60-
E
w 40
ci)
C
o
w
o-
45
U)
a
E30
w
ci)
C
ais
U)
w
o
LE
__________________
0° IiIiiiiIiilIIiii i
22° ii iiiiiii,iI I,iiil I
45° ii i in ii 111111 JJ111
67° .11 I 11111111
90° 1 liii I I L II 11111
112° iiid Iii 11111111.1 Ii
135° I I1L ii IlI iIiiiI i Ii
157°
< 2s >
LE
______________________
RE
ib1iJik L 180°
202°
225°
I ii 111111 111111 lIIfl 247°
I 1h IL i I u 270°
J1 1LU 292°
ii J1 I IIIII ii 315
I I I
11111111 11111 iI 331
I 120 imp./s
••
s., \
\.
.
II IlillIllIllIlIl
0 90 180 270 360
Phase disparity (deg.)
U)
E
G)
U)
o
U)
G)
n::
150
Figure 4
B
40
C
30
20
10
0 90 180 270
Phase disparity (deg.)
A
100
80
o
60
g 40
o-
U)
G) 20
0
C60
C
O
I I I I
0 90 180 270
D5
20
0
0 90 180 270
Phase disparity (deg.)
C
0 90 180 270
151
ci
>.,
ci
G)
w
1
4-
CG
CG
(j)
CG
E
o.
O
A
Figure 5
B
0 2 4 6 8 10 0 2 4 6 8 10
20
u)
0)
o
9-
o
I
w
.
E
z
15
12
9
6
3
O
16
12
<22° 67° 112° 157° 202° 247° 292° 337°
Optimal phase disparity (phase angle)
C
II.”
O Y = -0.06x+0.33
r =-0.51
O
1°
0.8
0.6
0.4 -
0.2
0°
<0.5° 1° 1.5° 2° 2.5° 3° >3.1°
Spatial displacement (visual angle)
D
1
y = -0.lx+0.41
0.8 r -0.68
O
0.6 o
e o o o
Spatial displacement (deg.) Phase bandwidth (deg.)
152
35
28 -
21 -
14-
7-
o-
Figure 6
u)
-J
-J
w
Q
u
o
I
z
w
Q
w
o-
0.99 1.4 1.9 2.4 2.9 3.4 3.41
FACILITATION INDEX
153
Figure 7
Cou 082
25
U)
a20
0.01 0.1 1 10
Spatial frequency (c.Ideg.)
5
4
3
2
1
o
0 90 180270
Phase disparity (deg.)
0 90 180270
Phase disparity fdeg.)
5
4
3
2
J
n
‘J. I I I I I I I I
-4 -2 0 2 4
Position disparity (deg.)
I I I II I I
-3-2-1 0 1 2 3
Position disparity (deg.)
Cou 085 j
o
- r.
a1
E
U) e
o
D
U)
ii II IIII I I IIIII II 11111
0.01 0.1 1 10
Spatial frequency (c.Ideg.)
B CCeIl 076 A
__.1
U)
a
E
U) 09
O
D-” X\9vq.
0.01 0.1 1 10
Spatial frequency (c.Ideg.)
D
o
0 90 180270
Phase disparïty (deg.)
4 F
3
2
J
9
I I I I I
-3-2-101 2 3
Position disparity (deg.)
CeIl 077 G
U)
a1
E
U) .
.
0 4I o ,
0.01 0.1 1 10
Spatial frequency (c.Ideg.)
9cr
75
6cr
45
3cr
15
60
45
30
15
K L40
30
20
10
50
40
30
201
101
oo.
____________ ____________
I I I I I I I
0 90 180 270 -3 -2 -1 0 1 2 3
Phase disparity (deg.) Position disparity (deg.)
CHAPITRE 5
Discussion générale
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L’objectif général de ces études était de décrire les interactions binoculaires
des cellules visuelles des aires extrastriées. Nous nous sommes intéressés pius
spécifiquement aux interactions binoculaires présentent dans les aires visuelles 19 et
PMLS lors du déphasage de la fréquence spatiale optimale. De plus, nous avons
vérifié si les cellules binoculaires de l’aire visuelle PMLS encodent la disparité
spatiale de position et/ou de phase. Dans un premier temps, nous comparerons nos
résultats avec ceux d’autres études s’étant intéressées aux mêmes ou à différentes
aires visuelles. Puis, nous examinerons la possibilité d’un traitement parallèle de la
stéréopsie chez le chat. Ensuite, nous examinerons les différents mécanismes qui
permettent l’encodage de la disparité spatiale. Finalement, nous discuterons la
sensibilité des cellules binoculaires à la disparité spatiale et leur implication au niveau
de l’expérience phénoménologique de la perception de la profondeur.
5.1. Sélectivité ù la disparité spatiale dans les aires visuelles du chat
De nombreuses études ont démontré que les cellules de l’aire 17 (ou 17/18) du
chat, qui constitue le premier site de convergence de l’information binoculaire,
répondent sélectivement à la disparité spatiale (Ferster, 1981; Levay et Voigt, 1988;
Lepore et al., 1992). En effet, la majorité des cellules binoculaires (70-80%) de cette
aire répondent à la disparité spatiale produite par des barres lumineuses présentées sur
des endroits rétiniens différents. De plus, les cellules de l’aire Vi du singe sont
également sensibles à la disparité présente dans les stéréogrammes composés de
bruits aléatoires. En effet, les travaux de Poggio et Fisher (1977), Poggio et Talbot
(1983) ont démontré que les profils de sensibilité à la disparité spatiale des cellules
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des aires Vi et V2 du singe éveillé sont similaires, peu importe que le CR soit stimulé
à l’aide de stéréogrammes ou de barres lumineuses. Poggio et Fisher (1977) ont aussi
montré que l’aire Vi possède quatre types de détecteurs de disparité spatiale. Ces
expériences supposent que les cellules sensibles à la disparité spatiale agissent
comme des détecteurs de traits qui déchargent optimalement lorsque les
caractéristiques spécifiques de la forme sont présentées sur des endroits rétiniens non
correspondants (Barlow et al., 1972). Selon Poggio et Fisher (1977), les cellules de
types excitatrices (et inhibitrices) forment une population de cellules reliées à
l’encodage de stimuli ayant des disparités spatiales fines situées à l’intérieur de l’aire
de fusion de Panum. Par contre, lorsque la disparité spatiale entre les deux images est
trop importante, une convergence oculaire appropriée doit permettre de ramener les
deux images en correspondance, soit à l’intérieur de l’aire de Panum. Ce rôle est
attribué aux détecteurs de types croisé et non-croisé qui s’occuperaient d’activer le
système de convergence ou de divergence oculaires. Une fois la convergence de la
cible atteinte, les cellules de types excitatrices (ou inhibitrices) peuvent analyser la
cible tridimensionnelle au niveau de la fovéa. Ces mécanismes dépendent
inévitablement des structures sous-corticales impliquées dans la poursuite visuelle et
la convergence oculaire. Au niveau de l’aire Vi du singe et de l’aire 17 du chat, il
existe un nombre élevé de cellules qui encodent les stimuli situés au niveau du point
de fixation. Cependant, à l’époque des travaux de Poggio et Fisher, aucune étude
expérimentale n’avait démontré l’existence d’un lien entre les types de détecteurs de
disparités spatiales et les rôles proposés par ces auteurs au niveau du comportement
visuel de l’animal.
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Hubel et Wiesel (1959) ont été les premiers à décrire les interactions
binoculaires des ceiltiles simples de l’aire 17 du chat. Ils ont montré que la
stimulation simultanée des régions ON (ou OFF) des CR droit et gauche d’une cellule
binoculaire entraîne une sommation des réponses, alors que la stimulation d’une
région ON dans un oeil et OFF dans l’autre entraîne une inhibition complète des
réponses. Il semble donc que la sélectivité au déphasage, ainsi que les interactions
binoculaires qui en découlent au niveau des cellules ayant des CR simples sont le
résultat d’une sommation linéaire au niveau des deux CR monoculaires (Ohzawa et
Freeman, 1926a). L’organisation spatiale des CR des cellules de type complexe est
plutôt construite de zones ON-OFF superposées (Hubel et Wiesel, 1962). Cette
organisation fait en sorte qtie les cellules complexes n’effectuent pas nécessairement
de sommation spatiale. De plus, les CR monoculaires des cellules complexes ne
tiennent pas compte de la phase spatiale d’un réseau de FS contrairement aux CR
simples (Movshon et al., 1978a). Donc, tout indique que peu de cellules binoculaires
ayant des CR complexes peuvent encoder le déphasage de la FS optimale. Les
travaux du laboratoire de Ralph D. Freeman (Ohzawa et Freeman, 1986a, b; Ohzawa
et al., 1996; 1997) ont montré que la majorité (70%) des cellules simples et seulement
40% des cellules complexes de l’aire 17 du chat répondent sélectivement au
déphasage de la FS optimale. Cependant, les résultats de cette thèse montrent que,
contrairement à l’aire visuelle primaire, plus de 74% des cellules de l’aire extrastriée
PMLS, ainsi que 71% de celles de l’aire 19 (lorsque stimulées avec des réseaux de FS
statiques) sont sélectives au déphasage de la FS optimale et ce, peu importe leur type
de CR.
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La faible proportion de détecteurs de disparité spatiale identifiée par
Guillemot et al. (1993) au niveau de l’aire visuelle 19 suggère une implication plutôt
limitée de celle-ci dans la perception stéréoscopique. En effet, seulement 34% de
l’ensemble des cellules binoculaires de l’aire 19 (Guillemot et al., 1993) répondent
sélectivement à la disparité spatiale créée par des barres lumineuses. Bien que les
cellules de l’aire 19 répondent sélectivement aux FS (Bergeron et al., 1998), nous
avons montré que seulement 38% de ces cellules sont sensibles au déphasage de FS
défilantes. Cette proportion est presque similaire à celle retrouvée lorsque des barres
lumineuses sont utilisées pour créer des disparités spatiales de position. Cette
proportion est toutefois plus restreinte que celle retrouvée pour l’ensemble des CR
simples et complexes de l’aire 17 (Ohzawa et Freeman, 19$6a, 1986b) et 21a
(Vickery et Morley, 1999). Cependant, si l’on tient compte uniquement des cellules
de type complexe de l’aire 17, seulement 40% d’entre elles sont sensibles à la
disparité de phase (Ohzawa et Freeman, 1986b). Étant donné que la majorité des
cellules de l’aire 19 ont des CR de type complexe ou de type hypercomplexe
complexe, la proportion de cellules sensibles à la phase dans les deux aires visuelles
est similaire. Par contre, il ne semble pas que le type de CR puisse expliquer
exclusivement la différence de proportion de cellules sensibles à la phase dans les
différentes aires visuelles. En effet, seulement 25% de l’ensemble des cellules à CR
simples de l’aire 19 montrent des profils de sensibilité à la disparité de phase. De
plus, les cellules de l’aire PMLS, qui sont majoritairement de type complexe, sont en
grande proportion (74%) sensibles à la disparité de phase, tout comme celles (78%)
de l’aire 21a (Vickery et Morley, 1999).
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La faible proportion de cellules sensibles à la disparité spatiale dans l’aire 19
peut s’expliquer par ses différentes afférences. En effet, cette aire reçoit non
seulement des projections corticales des aires 17 et 18, mais également de plusieurs
régions sous-corticales dont le complexe LP-pulvinar qui possède des CR de grande
taille ayant des propriétés spatiales plutôt grossières, tel qu’un pouvoir de résolution
spatiale faible et de larges bande-passantes aux FS (Dreher, 1986; Casanova et al.,
1989). Ces afférences peuvent contribuer à rendre l’aire 19 plutôt inefficace pour
encoder la disparité spatiale horizontale entre deux stimuli. De plus, les afférences de
Y et W des couches C du LGN et du NIIM possèdent également des propriétés
spatiales grossières (Holliinder et Vanegas, 1977; Berson et Graybiel, 1978; Dreher et
al., 1980; Dreher, 1986). L’aire 19 reçoit également des afférences directes des aires
17 et 18, lesquelles sont plus nombreuses à montrer une sensibilité aux disparités
spatiales de position et de phase. La proportion de cellules sensibles à la disparité
spatiale ne semble pas être préservée au niveau de l’aire 19. Toutefois, une différence
importante entre l’aire visuelle 19 et les autres aires visuelles corticales demeure son
nombre élevé d’afférences de type W (Rowe et Cox, 1998). Celles-ci, alors qu’elles
sont absentes de plusieurs autres aires visuelles, dont les aires 17 et 21a, peuvent
expliquer la faible proportion de cellules sensibles à la disparité de phase au niveau
de l’aire 19.
Les résultats de la deuxième étude de cette thèse montre que 71% des cellules
de l’aire 19 encodent sélectivement la disparité de phase statique, c’est-à-dire, lorsque
la composante du mouvement est exclue du stimulus. Parmi celles-ci, 84% montrent
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des interactions binoculaires de facilitation et 16% des interactions de sommation. Il
est donc possible que la stimulation des CR de l’aire 19 à l’aide de barres lumineuses
et de réseaux de FS défiantes n’évoque pas les mêmes réponses neuronales que la
stimulation des CR avec des réseaux de FS statiques. En effet, un réseau de FS
défiantes est un stimulus périodique dont la position spatiale varie à une fréquence
temporelle précise à l’intérieur des CR. Un réseau de FS statiques, par comparaison, a
une apparition à une fréquence temporelle de modulation de contraste qui demeure
constante au niveau des CR. Ii est donc possible que l’organisation interne des CR de
l’aire 19 soit excitée de façon plus appropriée lorsque des disparités statiques sont
utilisées plutôt que des disparités défiantes. Ce qui expliquerait pourquoi 71% des
cellules de l’aire 19 sont sélectives à la phase avec l’utilisation de disparités statiques,
comparativement à 38% lorsque des réseaux de fréquences spatiales défilantes sont
utilisés.
Tel que mentionné ci-haut, la troisième étude de cette thèse montre que la
majorité (74%) des cellules de l’aire PMLS est sensible à la disparité de phase et que
celles-ci montrent des interactions binoculaires de facilitation (95%) et de sommation
(5%) similaires à celles observées dans d’autres aires visuelles (Ohzawa et al., 1996,
1997; Smith et al., 1997; Vickery et Morley, 1999). La proportion de cellules
sensibles à la disparité de phase est comparable à celle retrouvée pour l’aire 17 et
l’aire 21a. En effet, 74% des cellules de PMLS, environ 70% des cellules simples de
l’aire 17 (Ohzawa et freeman, 1986a, 1986b) et près de 80% de celles de l’aire 21a
montrent des profils de sensibilité à la disparité de phase (Vickery et Morley, 1999).
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Il est important de noter qu’il y a une différence majeure entre les afférences et les
propriétés spatiales des aires 17, 21a et celles de l’aire PMLS. En effet, l’aire 17
reçoit des afférences directes de type X, les CR sont relativement petits et sont
généralement de types simple et complexe (Movshon et al., 197$a,b,c) et les cellules
possèdent généralement une résolution spatiale très élevée. L’aire 21a reçoit
également une importante afférence indirecte de type X de l’aire 17 (Morley et al.,
1997). Les CR sont de petite taille et sont de type complexe comme ceux de l’aire 17
(Morley et al., 1997). Cependant, les cellules de l’aire 2la sont sensibles à de basses
FS (Tardif et al., 1996) et la proportion de cellules complexes sensibles à la disparité
de phase (7$%) est beaucoup plus élevée que celle de l’aire 17 (40%) (Ohzawa et
Freeman, 1986a, 1986b; Vickery et Morley, 1999). Cette proportion est plutôt
comparable à celle des cellules de l’aire PMLS. Nos résultats suggèrent que
seulement les aires de haut niveau de traitement, telles que les aires PMLS et 21 a, ont
une proportion élevée de cellules ayant des CR pouvant encoder la disparité de phase.
Ainsi, la sensibilité de ces cellules est possiblement le résultat de la convergence de
nombreuses afférences provenant des cellules sensibles à la disparité de phase situées
dans l’aire 17 ou dans l’aire 19.
L’utilisation de réseaux de FS déphasées a permis de mettre en évidence
l’importance de l’organisation spatiale des CR pour l’encodage de la disparité
spatiale. Ainsi, on peut considérer deux types de populations cellulaires qui encodent
la disparité spatiale 1) les cellules ayant de petits CR, une haute acuité visuelle et
qui encodent de petites disparités spatiales de phase, et 2) les cellules ayant des CR de
grandes tailles, un pouvoir de résolution spatiale faible et qui encodent de larges
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disparités spatiales. La présente étude montre qu’une cellule binoculaire peut montrer
un profil de sensibilité à la position et à la phase. Cependant, il a été impossible de
reproduire les mêmes profils au déphasage de la FS optimale et à la disparité de
position, tel que le propose un modèle de Freernan et Ohzawa (1990) (Ohzawa et
Freeman, 1990). Ainsi, les cellules de types croisé et non-croisé n’ont pas
nécessairement de larges profils de sensibilité au déphasage. De plus, notre étude,
tout connne celles de freeman et collaborateurs (Freeman et Ohzawa, 1990, Ohzawa
et Freeman, 1990), a montré qtie l’encodage à la disparité de phase est inversement
relié à la FS optimale. Ceci signifie qu’une cellule sensible à de hautes FS encode de
plus petites disparités spatiales à un angle de phase spécifique, qu’une cellule sensible
à de plus basses FS. Étant donné que les cellules de l’aire 19 et celles de l’aire PMLS
sont sensibles à de basses FS (19 : fS optimale moyenne 0.2 c./deg.; PMLS : 0.16
c./deg.), on pourrait s’attendre à ce que de plus larges disparités spatiales de phase
soient encodées au niveau de ces aires, comparativement à l’aire visuelle 17 qui
possède un pouvoir de résolution spatiale beaucoup plus élevé (FS
optimale moyenne: 0.56 c./deg.) (Movshon et al., 1978). Cependant, Freeman et ses
collaborateurs n’ont pas spécifié dans leurs publications l’étendue moyenne de la
sensibilité au déphasage encodée par les cellules de l’aire 17. On peut donc
considérer qu’il existe un continuum de profils de sensibilité à la disparité spatiale qui
soit directement relié à l’organisation spatiale des CR, plutôt qu’à des types
spécifiques de détecteurs de disparités spatiales (excitatrices, inhibitrices, croisées et
non-croisées).
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Il semble donc que les cellules des aires de haut niveau de traitement 21a et
PMLS possèdent un grand nombre de cellules sensibles à la disparité spatiale de
phase. De plus, si l’on tient compte de la relation entre l’encodage de la disparité de
phase et la FS optimale, ces deux aires sont susceptibles de coder de plus larges
disparités spatiales que l’aire 17. Cependant, il ne semble pas exister de relation entre
le pouvoir de résolution spatiale et la proportion de cellules sensibles à la disparité
spatiale. Une de nos récentes études (Mimeault et al. 2001) montre que les cellules
binoculaires du collicule supérieur du chat, dont la FS optimale moyenne est
nettement plus basse (0.0$ c./deg.) que celle retrouvée dans toutes les aires visuelles
corticales, possèdent environ 65% de cellules sensibles au déphasage de la fS
optimale. De plus, contrairement aux résultats d’Ohzawa et al. (1997) obtenus dans
l’aire visuelle 17 et dans les aires extrastriées 19 et PMLS, la sensibilité à la disparité
de phase au niveau du collicule supérieur n’est pas reliée à la FS optimale. Il est
possible que les cellules du collicule supérieur préfère détecter les stimuli simples en
mouvement, comme des barres lumineuses, plutôt qu’un réseau de FS périodiques,
lequel exige une sommation spatiale de l’organisation spatiale du CR est demandée.
5.2. Traitement parallèle de l’information stéréoscopique?
Un nombre important d’études montre que le traitement de l’information
visuelle chez le chat s’effectue par des voies parallèles (pour une revue, voir Stone,
1983; Dreher, 1986). Celles-ci prennent origine au niveau des cellules ganglionnaires
de la rétine (X, Y et W) et se terminent dans les aires corticales, en passant par les
noyaux thalamiques. Les différences importantes qui existent entre les rôles présumés
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de ces voies visuelles, au niveau de la détection et de la reconnaissance de la forme et
du mouvement, peuvent impliquer le traitement de l’information binoculaire et
stéréoscopique.
Il est possible de connaître l’étendue de sensibilité à la disparité spatiale
d’une cellule en calculant la bande-passante sur la courbe de syntonisation. Le calcul
des bande-passantes des cellules des aires 17-18, 19 et PMLS sensibles à la disparité
spatiale de position a révélé une différence quant à leur étendue de sensibilité
(Guillemot et al., 1993; Bacon et al., 1999; Bacon et al., 2000). En effet, les cellules
de l’aire 17 ont des bande-passantes à la disparité spatiale très étroites
comparativement à celles des aires visuelles 19 et PMLS. Cette haute sélectivité à la
disparité spatiale au niveau de l’aire visuelle primaire peut s’expliquer par ses
nombreuses afférences directes de type X (Stone, 1983). Ainsi, on peut supposer que
l’aire 17 a un rôle important à jouer dans l’encodage de stimuli ayant de très fines
disparités spatiales au niveau du point de fixation. Cette proposition est en accord
avec le modèle de Pettigrew et Dreher (1987) qui suggère que les cellules de l’aire 17
sont responsables de l’encodage des stimuli situés au niveau ou tout près du point de
fixation. Nos études montrent que de petits CR bien définis, ainsi qu’une haute
sélectivité aux FS venant de l’input X ne sont pas nécessairement requis pour encoder
la disparité spatiale de phase de type fine. En effet, nos résultats montrent que les
cellules des aires PMLS et 19 peuvent encoder de fines disparités spatiales de phase
en l’absence de ces caractéristiques.
Nos résultats montrent que les cellules de l’aire visuelle 19 sensibles à la disparité de
phase ont, en moyenne, de larges bande-passantes et ce, peu importe si celles-ci ont
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été déterminées à partir de réseaux de FS statiques ou défiantes. En effet, la bande-
passante moyenne à la disparité de phase ( 3 degrés) suggère que l’aire 19 est
impliquée dans le traitement des aspects spatiaux grossiers de la scène visuelle
tridimensionnelle. Cette sélectivité peut s’expliquer par les nombreuses afférences
sous-cortiales de type Y et W. D’un autre côté, certaines cellules de l’aire 19 ont de
petits CR, dont une partie est hautement sélective aux FS (bande-passante moyenne =
1,6 octaves). Cette haute sélectivité est normalement attribuée aux cellules simples de
l’aire 17 (Movshon et al., 1978c). De plus, quelques cellules binoculaires de l’aire 19
encodent de très petits déplacements spatiaux de la FS optimale (< 0,5 degrés) et
possèdent des bande-passantes à la disparité spatiale de phase très étroites (< 0,5
degrés). Bien qu’elle ne constitue pas une source d’inputs majeure, l’aire 19 reçoit
des afférences cortico-corticales directes de l’aire 17-18 qui pourraient tenir compte
de cette haute sélectivité (Rosenquist, 1985; Scaneli et al., 1995). De pius, plus de la
moitié des cellules de l’aire PMLS peut encoder des déplacements spatiaux de la FS
optimale < 1 degré (moyenne = 1.4 degrés). Donc, contrairement aux études qui
utilisaient des barres lumineuses pour créer la disparité spatiale, la nôtre montre que
les aires visuelles extrastriées du chat peuvent être hautement sélectives à la disparité
spatiale et encoder des disparités très fines au niveau du point de fixation. Cette
différence de sensibilité peut s’expliquer par l’utilisation de FS, laquelle constitue un
paramètre idéal pour la stimulation des CR visuels (Maffei et Fiorentini, 1973).
Cependant, il est impossible de comparer nos résultats avec ceux obtenus pour l’aire
17 considérant que la sensibilité, ainsi que le déplacement spatial moyen, n’ont
jamais été spécifiés pour cette aire.
166
Des études comportementales ont montré que l’input de type X n’est pas
nécessaire pour discriminer la forme (Doty, 1971), mais que son absence réduit
considérablement l’acuité visuelle (Berkeley et Sprague, 1971). Ces travaux
suggèrent que l’aire 19, laquelle reçoit des inputs de type Y et W, peut jouer un rôle
dans l’analyse de la forme impliquant les aspects grossiers de la scène visuelle. Les
cellules de l’aire 19 sélectives à la disparité de phase statique peuvent donc être
impliquées dans l’analyse de la scène tridimensionnelle qui ne requiert pas une
résolution spatiale très élevée.
L’aire visuelle PMLS et l’aire 19 reçoivent des afférences provenant de
structures sous-corticales communes. Cependant, l’aire 19 reçoit majoritairement des
inputs de type W (Rowe et Cox, 1998). Ces différentes afférences font en sorte que
l’aire PMLS s’occupe du traitement de stimuli en mouvement et de ceux qui se
déplacent au niveau de l’axe fronto-parallèle. En effet, des études montrent que les
cellules de l’aire PMLS sont spécialisées dans la détection de stimuli se déplaçant
dans l’espace tridimensionnel et répondent préférentiellement en présence d’un
stimulus qui s’approche de l’animal (Toyama et Kozasa, 1982) où qui s’en éloigne
(Toyama et al., 1986). De plus, l’aire PMLS reçoit des afférences importantes du
collicule supérieur par l’intermédiaire du complexe LP-pulvinar qui sont connus pour
leur implication respective dans la détection de cibles visuelles en mouvement et dans
l’analyse de mouvements complexes (Merabet et al., 2000). L’aire 19, quant, à elle,
préfère les stimuli se déplaçant très lentement et ainsi s’occuperait d’avantage de
l’analyse de la forme. D’ailleurs une récente étude de notre laboratoire suggère que
l’aire 19 est impliquée dans l’analyse de la texture des objets (Kayat et al., 2000).
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Les travaux de Lomber et al. (1996a, b) ont montré que les lésions réversibles
du gyrus suprasylvien ventro-postérieur, qui contient l’aire 20 et une partie de l’aire
21, entraînent des déficits importants au niveau de la discrimination et de la
reconnaissance de formes complexes. Ainsi, l’aire 20 s’occuperait de la forme de
manière analogue à l’aire PMLS qui s’occupe de l’analyse du mouvement (Payne,
1993). Ces deux aires reçoivent d’importantes afférences provenant de l’aire 19
(Rosenquist, 1985; $cannell et al., 1995). Cette dernière comprend un nombre
important de cellules binoculaires sensibles à la disparité spatiale statique (71%) et
peut donc envoyer des informations à l’aire 20 pour une analyse complète de la forme
stéréoscopique. D’autre part, l’aire 19 possèdent également des connections
réciproques avec l’aire PMLS. Il est également possible que l’aire 19 envoie des
afférences aux aires de haut-niveau qui traitent l’information reliée à la forme ou au
mouvement tridimensionnel d’un objet.
Il semble donc y avoir chez le chat plus d’une voie de traitement de
l’information relié à la disparité spatiale. Ainsi, les multiples aires visuelles peuvent
contribuer de manière différente à la perception stéréoscopique. Des études
combinant des enregistrements unitaires à des tâches de discrimination
stéréoscopique pounaient nous indiquer si les aires de haut-niveau de traitement de
l’information telle que l’aire 20 et les aires suprasylvieimes sont impliquées dans le
traitement de la forme ou du mouvement stéréoscopique. Ces études permettraient
d’identifier l’aboutissement des voies visuelles reliées à l’analyse de la forme et du
mouvement.
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5.3. Mécanismes d’encodage à la disparité spatiale : position et/ou phase?
Depuis la mise en évidence de neurones binoculaires au niveau de l’aire
visuelle primaire du singe et du chat, capables d’encoder la disparité spatiale (Barlow
et al., 1967; Pettigrew et al., 1968; Poggio et Fisher, 1977), plusieurs études ont tenté
de cerner les mécanismes neurophysiologiques qui permettent l’encodage de la
disparité spatiale (Barlow et al., 1967; Maske et al., 1986; Anzai et al., 1997). Deux
hypothèses ont été proposées: le modèle de disparité de position et le modèle de
disparité de phase. Selon ces hypothèses, l’encodage de la disparité spatiale est réalisé
soit à partir d’une différence de position au niveau des CR de l’oeil gauche et de
l’oeil droit (disparité de position) ou soit à partir d’une différence entre l’organisation
interne des CR de l’oeil gauche et de l’oeil droit occupant des positions identiques sur
la rétine (disparité de phase).
Les résultats de mes études montrent que la majorité des cellules binoculaires
de l’aire PMLS sont sensibles à la disparité de position et à la disparité de phase.
Cette étude est la seule à avoir réalisée des enregistrements cellulaires et à montrer
des courbes de syntonisation à la disparité de position et de phase et ce, pour les
mêmes cellules binoculaires. Les autres études ayant voulu déterminées
systématiquement l’influence des deux mécanismes et leurs rôles respectifs au niveau
cellulaire, ont effectué des mesures campimétriques (Anzai et al., 1997) et des
analyses statistiques a posteriori à partir des courbes de réponses (Erwin et Miller,
1999; Prince et al., 2002).
Il nous semble possible d’affirmer que l’encodage de la disparité spatiale est
réalisé au niveau d’une même cellule, dans l’aire PMLS, à partir d’une différence de
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position rétinienne et à partir d’une différence entre les structures internes des CR
binoculaires. Nos résultats sont en accord avec le modèle de Envin et Miller (1999)
qui propose que les cellules simples des aires 17-18 ont à la fois sensibles à une
différence de position entre les CR et à une différence entre l’organisation spatiale
interne des CR. Les travaux de Anzai et al. (1997) réalisés dans l’aire 17 du chat ont
montré que si l’on peut identifier les zones ON et OFF des CR ainsi qtle la FS
optimale, il est possible de déterminer l’angle de phase optimal de la cellule
binoculaire. Ainsi, les cellules ayant de grands CR sensibles à de basses FS encodent
de plus larges disparités spatiales de phase que les cellules ayant de petits CR
sensibles à de hautes FS. De plus, ils proposent que les cellules sensibles à de hautes
FS encodent la disparité spatiale à partir d’une différence de position entre leur CR
compte tenu que ces cellules ne peuvent encoder de larges disparités spatiale de
phase. Les résultats de nos travaux montrent qu’il existe bien une relation inverse
entre la FS optimale et l’étendue de sensibilité à la disparité de phase dans les aires
PMLS et 19. Cependant, nous n’avons montré aucune relation entre la FS optimale et
l’encodage à la disparité de position pour les cellules de l’aire PMLS. En effet,
l’étendue de sensibilité à la disparité spatiale de position ainsi que le type de
détecteurs (excitateur, inhibiteur, croisée, non-croisées) ne dépend pas de la FS
optimale et ne semble donc pas reliée à l’organisation spatiale interne des CR.
Les travaux de Anzai et al. (1997; 1999a, b, c) ainsi que ceux de Prince et al.
(2002) suggèrent que l’encodage de la disparité spatiale au niveau de l’aire visuelle
primaire du singe où les cellules possèdent une acuité spatiale très élevée et de petits
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CR en raison d’afférences sous-corticales de type X, est réalisée à partir d’une
différence de position et de phase au niveau des CR. Notre étude a montré que les
cellules de l’aire PMLS qui ont, en général, de larges CR et un pouvoir de résolution
spatiale plutôt faible, en raison d’afférences sous-corticales de type Y et W, encodent
également la disparité de position ainsi que celle de phase. Les deux mécanismes
d’encodage semblent donc co-exister au niveau de la même population de neurones.
Cependant, est-il possible de stimuler uniquement la position ou la phase des CR
d’une cellule binoculaire?
La sensibilité à la disparité de position, dans notre étude, est mesurée à l’aide
de barres lumineuses qui défilent à travers les deux CR. Il est bien connu que
l’analyse spectrale d’une barre lumineuse démontre que celle-ci est composée de
multiples hautes FS. Donc, dans une condition de disparité spatiale de position, la
barre lumineuse peut exciter les régions excitatrices (ON) des CR alors que les
régions inhibitrices (OFF) ne sont pas stimulées. La réponse cellulaire est donc
optimale lorsque les deux barres lumineuses traversent les régions excitatrices des CR
qui ne sont pas nécessairement localisées à des endroits correspondants. Ce type de
stimulation peut exciter des régions qui sont déphasées par rapport au centre du CR;
ce qui rejoint en quelque sorte le mécanisme de disparité de phase. La sensibilité à la
disparité de phase, quant à elle, est mesurée lorsque la FS optimale est déphasée dans
un des deux CR; créant ainsi des disparités de position multiples au niveau des CR
car un réseau de FS est un stimulus périodique qui déifie à l’intérieur des CR. Donc,
dans ces conditions de stimulation (phase et position), la phase ainsi que la position
peuvent être encodées simultanément. Nous pouvons donc nous attendre à des
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résultats montrant une interraction entre les deux types de disparités. Cependant, les
courbes de sensibilité aux deux types de disparités spatiales ne sont généralement pas
comparables. Cette absence de concordance entre les divers types de profils de
réponse peut être le résultat de paramètres différents lors de la stimulation, soit
l’utilisation de barres lumineuses et de réseaux de FS. La disparité de phase est
produite par des réseaux de FS modulés sinusoidalement qui constituent le stimulus
optimal d’une cellule car celui-ci correspond de manière parfaite à la grandeur du CR
(Maffei et Fiorentini, 1973). Bien que les barres lumineuses soient composées de
bordures qui en se déplaçant dans les CR peuvent déterminer la disparité de position
entre les CR, le stimulus peut également exciter l’organisation spatiale des CR
Cependant, il est théoriquement possible qu’une cellule puisse encoder uniquement la
disparité de phase car un réseau de FS modulé sinusoidalement ne contient aucune
bordure et ne «frappe » pas les CR comme le font des barres lumineuses.
En tenant compte de nos résultats au niveau de l’aire PMLS montrant un
pourcentage élevé de cellules sensibles à la disparité spatiale de position et de phase
et de ceux obtenus au niveau des aires primaires du chat (Anzai et al., 1999) et du
singe (Prince et al., 2002), il semble probable que les deux mécanismes soient
présents pour une même cellule binoculaire. De plus, les cellules sensibles à la
disparité de phase au niveau de l’aire 19 sont sensibles à la disparité de position dans
des proportions similaires. Il est donc possible que la même population de cellules
puisse répondre aux deux types de disparités spatiales. Cependant, l’avantage
d’utiliser deux mécanismes demeure obscure (Prince et al., 2002) et surtout non
économique si l’on considère les niveaux de traitements indépendants nécessaires
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pour assurer ces deux mécanismes neurophysiologiques. Il est possible que toutes les
cellules binoculaires puissent encoder la disparité spatiale à partir soit d’un décalage
inter- ou d’un décalage intra-CR et que ceux-ci sont indissociables. Il pourrait donc y
avoir qu’un seul et même mécanisme où la position et la phase serait interreliées.
L’existence du mécanisme de phase peut avoir des implications fonctionnelles
importantes au niveau du traitement de l’information visuelle. Avant qu’il soit
possible d’identifier la disparité spatiale contenue dans une image, il est essentiel
d’identifier et de mettre en correspondance les différents traits reliés à l’oeil gauche
avec ceux de l’oeil droit. Ce problème de correspondance a été mis en évidence par
l’utilisation de stéréogrammes constitués de bniits visuels aléatoires où les deux
images monoculaires semblent homogènes et sans aucune différence de traits (Marr
et Poggio, 1979). Les travaux de Poggio (Poggio et fisher, 1977; Poggio et Talbot,
1983) ont démontré que les cellules de l’aire visuelle primaire du singe peuvent
encoder la disparité spatiale d’un stéréogramme et peuvent ainsi résoudre le problème
de la correspondance. Selon DeAngelis et Cumming (2001), le problème de
correspondance peut être résolu par le mécanisme de disparité spatiale de phase.
L’encodage à la disparité spatiale de phase nécessite une correspondance parfaite
entre la FS optimale du CR. Ainsi, l’étendue de disparités spatiales pouvant être
encodé est limité à plus ou moins 180 degrés d’angle de phase. Celle-ci diminue le
nombre de correspondances erronées entre l’oeil gauche et l’oeil droit considérant
que la disparité spatiale correcte est située à l’intérieur de cette étendue.
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5.4. Parallèle entre la sélectivité à la disparité spatiale chez le singe et le chat
L’étude classique de Livingstone et Hubel (1987) a mis en évidence le fait
que les différentes composantes de la scène visuelle sont analysées par des aires
visuelles corticales spécifiques. Ainsi, la perception stéréoscopique tout comme la
perception du mouvement est analysée dans les aires visuelles situées le long de la
voie dorsale qui s’occupent de l’analyse spatiale de la scène visuelle. Cependant, une
étude récente a montré que plus de la moitié des cellules de l’aire IT sont sélective à
la disparité spatiale, ce qui implique que le traitement et l’analyse stéréoscopique ne
sont pas dépendants d’une seule voie visuelle (Uka et al., 2000). De plus, l’aire
visuelle V4 qui constitue une source importante d’afférences à IT, contient également
de nombreuses cellules (80%) sensibles à la disparité spatiale (Hinlde et Connor,
2001). Il existe donc des cellules sélectives à la disparité spatiale dans toutes les aires
visuelles du singe et du chat et ce, peu importe où elles se situent (Gonzalez et Perez,
1998). Cependant, notre étude chez le chat au niveau de l’aire PMLS ainsi que celle
de Roy et al. (1992) au niveau de l’aire MST du singe montrent que les cellules
sensibles à la disparité spatiale se retrouvent en plus grande proportion dans les aires
extrastriées de haut niveau de traitement que dans les aires visuelles primaires.
Une étude récente a montré qu’un pourcentage élevé de cellules de l’aire extrastriée
V3 du singe répondent sélectivement à la disparité spatiale et qu’elles sont organisées
en colonne selon leur type de sélectivité (Adams et Zeki, 2001). En effet, l’aire V3 est
organisée en colonne de disparité spatiale tout comme l’aire visuelle MT (DeAngelis
et al., 1999) mais contrairement à cette dernière, l’organisation en colonne n’est pas
superposée aux colonnes de direction du mouvement mais aux colonnes
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d’orientation. Ce type d’organisation corticale reflète l’importance de cette aire dans
le traitement de ce paramètre. En effet, à titre d’exemple, la presque totalité des
cellules de l’aire MT est sélective à la direction du stimulus. Ce qui suggère que cette
aire peut traiter les stimuli tridimensionnels en mouvement et ceux qui se déplacent
dans l’axe fronto-parallèle. De même, l’aire visuelle V3 peut jouer un rôle important
dans l’analyse de la fonrie stéréoscopique comme le propose les résultats de notre
étude chez son homologue 19 du chat (Payne, 1993) et non dans l’analyse de stimuli
en mouvement. Toutefois, contrairement à l’étude de DeAngelis et al. (199$) réalisé
dans l’aire MT, Adams et Zeki (2001) n’ont pas stimulé électriquement les colonnes
de disparité spatiales ayant été identifiées à l’aide de pénétrations multiples afin de
vérifier s’il y a correspondance avec la perception stéréoscopique de l’animal. En
effet, lors d’une tâche de discrimination stéréoscopique réalisée par un singe, la
microstimulation d’une colonne de disparité spatiale dans l’aire MI peut biaiser la
performance de l’animal et ainsi diminuer significativement le nombre d’erreurs.
Peut-on supposer qu’il en est de même chez l’homologue de l’aire MT du chat, soit
l’aire PMLS ?
5.5. Disparité spatiale et perception stéréoscopique
Bien que la majorité des neurones des aires visuelles du chat et du singe
répondent sélectivement à la disparité spatiale, la perception stéréoscopique ne peut
être vérifiée que comportementalement. Cumming et Parker (1997) ont montré que
les neurones de l’aire visuelle Vi du singe éveillé répondent sélectivement aux
stéréogrammes anti-corrélés. Ceux-ci sont composés de bruits visuels aléatoires dont
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certains éléments sont décalés horizontalement mais ayant une polarité inversée (noir
dans un oeil - blanc dans l’autre). Ces stéréogrammes n’entraînent pas de fusion mais
une rivalité binoculaire et par conséquent, n’entraînent aucune perception de
profondeur. Bref, les neurones de l’aire Vi ne tiennent compte que des changements
locaux à l’intérieur de leur petits CR sans s’occuper de la correspondance globale du
pattem (stéréopsie globale). L’expérience <(phénoménologique» de la perception
stéréoscopique est donc réalisée dans une autre aire visuelle, probablement de haut
niveau de traitement, ayant de grands CR capables d’encoder les changements de flux
lumineux de type globaux. De plus, la sélectivité à la disparité spatiale de
stéréogrammes anti-corrélés dans l’aire Vi démontre qu’elle reçoit peu
d’informations de type «top-down» des aires corticales supérieures. Dans le cas
contraire, les cellules ne répondraient pas sélectivement à ces stimuli n’entraînant
aucune perception comportementalement signifiante. Dans une étude où des singes
ont été entraînés à discriminer des pattems stéréoscopiques (disparités croisées ou
non-croisées), Masson et al. (1997) ont démontré que la présentation de
stéréogrammes corrélés et anti-corrélés entraîne exactement les mêmes mouvements
oculaires de convergence; ce qui leur a amené à suggérer un nouveau rôle pour l’aire
Vi dans la perception stéréoscopique. Selon eux, l’aire visuelle Vi serait impliquée
dans l’initiation des mouvements de convergence qui sont effectués afin d’amener les
yeux en correspondance au niveau de la zone de fusion de Panum.
Les résultats des études mentionnées ci-haut (Cumming et Parker, 1997; Masson et
al., 1997; DeAngelis et al., 199$) chez le singe, peuvent nous apporter des indices
fonctionnels pour les aires visuelles du chat impliquées dans l’analyse d’une cible
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visuelle tridimensionnelle. Ainsi, lorsqu’une cible visuelle est localisée par les
cellules situées dans les couches supérieures du collicule supérieur, celles-ci peut
envoyer des projections au niveau des couches profondes afin d’initier des
mouvements oculaires adéquats pour maintenir la cible au niveau de la fovéa. L’aire
visuelle 17, avec ses petits CR et ses disparités spatiales fines peut effectuer des
ajustements occulaires afin de ramener les images à l’intérieur de l’aire de Panum et
ce, en relation avec le collicule supérieur. L’analyse précise des composantes de la
cible visuelle serait effectuée par les aires visuelles supérieures. L’aire visuelle 19 du
chat possèdent de multiples connections avec les différentes aires visuelles
s’occupant de l’analyse de la forme et du mouvement. Ainsi, l’aire 19 peut donc
envoyer l’information reliée au mouvement à l’aire PMLS et celles reliées à la forme
à l’aire 20. L’aire visuelle 19 représenterait donc un site important pour la
coordination de l’activité des grandes voies visuelles de la forme et du mouvement.
Pour l’instant, seule l’étude de DeAngelis et Newsome (1998) démontre
clairement que les cellules binoculaires sensibles à la disparité spatiale de l’aire
visuelle MT ont un lien direct avec la perception stéréoscopique. Il semble donc que
la disparité spatiale puisse être encodée par les cellules binoculaires de bas niveau
comme celles de l’aire visuelle primaire mais que l’expérience phénoménologique de
la perception stéréoscopique n’est possible qu’au niveau des aires visuelles corticales
de haut-niveau ayant de grands CR et recevant des projections multiples. Il serait
donc essentiel de combiner les enregistrements électrophysiologiques et les tâches
comportementales afin de connaître l’implication des différentes aires visuelles
177
extrastriées telles que les aires V3, V4 et IT au niveau de la perception
stéréoscopique.
Des enregistrements unitaires multiples dans plusieurs aires visuelles du chat
éveillé ayant comme hypothèse de départ que les cellules reliées au même percept
synchronisent temporellement leurs taux de décharges (pour une revue voir Singer et
Gray, 1995) pourraient indiquer quelles sont les aires visuelles qui analysent la
stéréopsie et si celles-ci sont reliées entre elles. Il est donc possible qu’un lien dans le
domaine temporel puisse assurer une synchronisation des réponses de cellules
spatialement distribuées dans le cortex cérébral afin d’intégrer l’information
provenant d’un même stimulus tri-dimensionnel. Cette hypothèse de lien temporelle
permettrait de former des assemblées cellulaires pouvant sélectionner les
informations perceptiblement et comportementalement signifiantes. Ainsi, il serait
possible de vérifier si les cellules des couches supérieures du collicule supérieur
synchronisent temporellement leur taux de décharges avec celles des couches
profondes lors de la présentation d’une cible visuelle sur l’axe fronto-parallèle. On
peut s’attendre à ce qu’il y ait une synchronisation temporelle entre les décharges
cellulaires de ces deux régions sous-corticales, cependant la décharge neuronale des
couches supérieures devrait survenir quelques millisecondes avant celle des couches
profondes considérant que la détection visuelle du stimulus survient avant l’initiation
des mouvements oculaires. De telles activités synchrones ont été identifiées dans une
même colonne corticale (<200 microns d’espace) dans le cortex strié et extrastriée
(1$, 19, PMLS) tant chez le singe que chez le chat (Engel et al., 1990; Kreiter et
Singer, 1992). De plus, il existe des activités synchrones entre les cellules de
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différentes colonnes d’une même aire et entre les diverses hypercolonnes de l’aire 17
(Ts’O et Gilbert, 1988; Engel et al., 1990) ainsi qu’entre les cellules situées dans
différentes aires d’un même hémisphère (Engel et al., 1991; Roelfsema et al., 1997).
Il est donc intéressant de constater que ces interactions neuronales peuvent être
présentes dans des aires visuelles qui traitent des propriétés différentes du stimulus.
Ce qui laisse supposer aussi qu’il y a une synchronisation temporelle entre les
cellules d’une colonne d’orientation de l’aire V3 et celles situées dans les colonnes de
disparité spatiale de cette même aire visuelle. Toutefois, il devrait y avoir absence de
synchronisation temporelle significative entre les cellules sensibles à la disparité
spatiale dans une colonne de l’aire V3 et celles retrouvées dans une colonne de
direction du mouvement situées dans l’aire MT du singe. Ainsi, la synchronisation
temporelle assurerait le lien entre les différents aspects nécessaires pour obtenir une
représentation stéréoscopique complète.
CONCLUSION GÉNÉRALE
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L’ensemble de nos travaux a contribué à une meilleure compréhension du
traitement de l’information binoculaire par les aires visuelles extrastriées et des
mécanismes qui permettent l’encodage de la disparité spatiale.
Nos résultats montrent que l’encodage de la disparité de phase au niveau des cellules
binoculaires de l’aire 19 est beaucoup pltis restreintes lorsque le mouvement est
inclue dans la condition de stimulation. Cependant la sensibilité à la disparité spatiale
au niveau des cellules de l’aire 19 est toujours plus large que celle des cellules de
l’aire primaire. Ces résultats peuvent s’expliquer par la présence de l’afférence de
type W typique à l’aire 19 qui possède une conduction axonique très lente et de
piètres propriétés spatiales. Ainsi, nos résultats suggèrent que l’aire visuelle 19 du
chat est surtout impliquée au niveau de la perception stéréoscopique de formes
statiques. À l’aide de ses multiples connections corticales, l’aire 19 peut relier
l’information stéréoscopique de type dynamique aux aires de haut niveau de
traitement du cortex suprasylvian et celle de type statique à l’aire visuelle 20.
De plus, nos résultats montrent qu’une cellule binoculaire de l’aire PMLS
peut encoder la disparité spatiale de phase et de position. Il est donc possible que
l’encodage à la disparité spatiale au niveau des cellules visuelles soit réalisé par un
seul et même mécanisme qui dépend à la fois d’un décalage inter et intra-CR.
Cependant, la sensibilité à la disparité de phase ainsi que le déplacement de phase
optimal est relié à la FS optimale de la cellule. Ce qui appuie le fait que l’encodage de
la disparité spatiale peut être réalisé seulement à partir de l’organisation spatiale des
CR. Il n’est toutefois pas possible d’exclure l’implication d’une disparité de position
entre les CR.
1$’
De plus, les cellules de l’aire 19 et PMLS peuvent encoder de fines disparités
spatiales et ce, malgré leur afférence de type Y et W.
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