Abstract-In cognitive radio networks (CRNs), the design of an optimal spectrum sensing scheme is an important problem that has recently been drawing consideration attention. Various sensing-related performance tradeoffs have been studied as an efficient means to maximize the secondary network performance. Despite its importance, however, the sensing-access tradeoffbetween sensing overhead and the MAC-layer contention among secondary users in accessing the thus-discovered spectrum opportunities-has not yet been accounted for. In this paper, we show that the secondary network throughput can be improved significantly by incorporating the sensing-access tradeoff in the design of spectrum sensing. We first introduce a new concept of (α, β)-contention spectrum sharing and analyze the sensing requirement to meet a certain channel contention constraint by using the improper list-coloring in graph theory. Specifically, we derive the relationship among the sensing requirements, the secondary network density, and the transmission power of secondary users. To maximize the network throughput, we propose a distributed spectrum-sharing algorithm, called SmartShare, which exploits channel contention and heterogeneous channel conditions to maximize the secondary network throughput. We also describe how to realize SmartShare in an 802.11 MAC protocol for its practical use and evaluation. Our simulationbased evaluation shows that, sensing an optimal number of channels for given network density can improve the achievable throughput of SmartShare by up to 60 % over a single-channel sensing strategy.
I. INTRODUCTION
Cognitive radios (CRs) are key for opportunistic (or dynamic) access to licensed spectrum bands, thus alleviating the spectrum-scarcity problem that is expected to occur in the very near future. This new paradigm of opportunistic spectrum access has now become a reality. In November 2008, for example, the FCC ruled that the DTV white spaces can be used by secondary (unlicensed) devices [1] . Moreover, the IEEE 802. 22 WRANs, the first CR-based international air-interface, is also in its final stage of standardization [2] . Realization of CR technology requires resolution of several challenges, of which various aspects of spectrum sensing have been studied extensively, such as cooperative sensing [3] , [4] , sensing scheduling [5] , sensor mobility [6] , sensing-parameter optimization [7] , [8] , security [9] , [10] , to name a few.
Recently, the design of an "optimal" spectrum-sensing strategy has also received considerable attention. The common design objective of optimal sensing is to maximize the network throughput by minimizing the sensing overhead (e.g., in terms of time and energy) under certain performance constraints, e.g., detection accuracy/delay and interference to the primary users. To this end, various sensing-related performance tradeoffs have been exploited in many different contexts, such as sensor selection [5] , [11] , sensing scheduling [8] , [12] , [13] , and channel sensing ordering [14] . For example, Liang et al. [7] optimized the sensing time by making the tradeoff between the sensing accuracy and the sensing time overhead in order to maximize the secondary network throughput. These approaches are shown to improve the network throughput significantly by exploiting various tradeoffs with regard to the design or determination of sensing parameters.
Despite its importance, however, the impact of sensing on the secondary users' channel access has received far less attention. Intuitively, while sensing a larger number of channels will allow secondary users to access the medium for a longer period of time with reduced channel contention, it will also increase the sensing time overhead, and vice versa. However, most current sensing schemes do not consider this tradeoff. Recently, Zhao et al. [15] jointly considered sensing and access using partially-observed Markov decision process (POMDP). However, they did not consider the impacts of sensing overhead and channel contention in maximizing the secondary network throughput.
In this paper, we propose contention-aware spectrumsensing at the MAC-layer by making the tradeoff between the sensing overhead and the channel-access time to maximize the secondary network's throughput. For this, we must answer the following two questions: 1) How many available channels should each secondary user discover via spectrum-sensing? 2) How efficiently and fairly should the thus-discovered spectrum opportunities be shared among secondary users?
Answers to these questions will provide us useful insights on the impact of secondary system parameters, such as network density, on the design of spectrum-sensing schemes.
We formulate these as a mixed-integer nonlinear programming (MINLP) problem, which turns out to be NP-hard, so we do not expect to find an optimal solution. Instead, we first capture the sensing-access tradeoff by reassessing the throughput maximization problem with the improper list-coloring in graph theory. To gauge the impact of a secondary network's density on spectrum-sensing, we introduce a new concept of (α, β)-contention spectrum sharing, under which at least β fraction of secondary links have less than α interfering links using the same channel. We then propose a distributed spectrumsharing algorithm, called SmartShare, that maximizes the secondary network's throughput by intelligently sharing the available channels among nearby secondary links. To the best of our knowledge, this is the first to use the improper listcoloring for spectrum sensing and sharing in CRNs.
• Introduction of a new way of designing a spectrumsensing scheme by making the tradeoff between the spectrum sensing and channel access of secondary users. Despite its practical importance, the impact of spectrum sensing on channel contention among secondary users has not been considered adequately before. This new approach provides a useful insight on the design of sensing schemes, improving the performance of secondary networks (see Section IV).
• Analysis of (α, β)-contention spectrum sharing using the improper list-coloring in graph theory. While the conventional graph coloring is suitable only for interference-free spectrum sharing, the improper list-coloring can capture the tradeoff between sensing overhead and channel access. In particular, we prove that c = O(λ) where c and λ are the minimum required number of available channels and network density, respectively. 1 This result indicates that the sensing strategy should adapt to the secondary network density to maximize the network throughput. We also prove that c = O(P 2/γ o ) where P o and γ are the transmit power of a secondary user and path-loss exponent, respectively. Our analysis results suggest that secondary network parameters, such as network density and transmission power, can greatly affect the sensing efficiency, while they have not been considered before (see Section V).
• Development of a contention-aware distributed spectrumsharing algorithm, called SmartShare, for intelligent sharing of spectrum opportunities. We also describe how to realize SmartShare in the 802.11 MAC protocol, and use it for performance evaluation. Our simulation results show that the performance of SmartShare can be improved significantly by employing an optimal sensing strategy in relation with network density. The results also indicate that SmartShare can further improve the secondary network throughput by exploiting heterogeneous channel conditions due to shadow fading, while incurring negligible communication overhead (see Section VII).
B. Organization
The remainder of this paper is organized as follows. Section II summarizes the related work and highlights the differences between existing work and our approach. Section III describes the system models and the assumptions used in this paper. Section IV formulates the contention-aware channel sensing and sharing problem as a mixed-integer nonlinear programming problem, and introduces the improper list-coloring problem as a solution approach. A graph-theoretic analysis on the sensing-access tradeoff is presented in Section V. Section VI presents four spectrum-sharing algorithms, including SmartShare, and describes the 802.11-based MAC protocols for their practical use and performance evaluation.
Section VII analyzes the communication overheads of proposed algorithms, and evaluates their performance for various network environments. Section VIII concludes the paper.
II. RELATED WORK
The problem of designing an optimal spectrum-sensing strategy has been studied extensively from a single secondary link's perspective [7] , [12] , [13] . Liang et al. [7] studied the tradeoff in determining the sensing time, i.e., a longer sensing time provides more accurate sensing results, thus better protection of the primary system, at the cost of reduced throughput. Chang and Liu [12] developed an optimal probing strategy by considering both channel probing cost and channel selection for data transmission. Shu et al. [13] formulated the spectrum-sensing problem as an optimal stopping-time problem to maximize the network throughput. However, none of these considered the need for synchronized sensing (quiet) periods, and thus, they all suffer inaccurate sensing (a.k.a. the sensing exposed terminal problem in [16] ). Moreover, their design did not consider the contention among the secondary users sharing available spectrum opportunities.
Recently, the problem of joint spectrum sensing and sharing start to draw the researchers' attention [15] , [16] , [17] . Zhao et al. [15] proposed a distributed POMDP (partially-observed Markov decision process) framework for joint spectrum sensing and sharing in ad hoc CRNs. However, they did not account for the sensing overhead in throughput performance, nor did they consider the channel contention but assumed that only a single pair of secondary users can access a channel within a time slot. Jia et al. [16] proposed a hardware-constrained MAC (HC-MAC) for ad hoc CRNs acknowledging the need for synchronized sensing periods to achieve sensing accuracy. However, their scheme requires only one-hop neighbors to remain silent during spectrum sensing, yielding inaccurate sensing results due to interference from other concurrentlytransmitting secondary users in the same channel.
Our work is different from the previous work: it aims to design a network-wise sensing strategy that incorporates various practical aspects, such as channel contention, network density, and heterogeneous channel conditions. III. SYSTEM MODEL AND ASSUMPTIONS This section describes the network, interference, and signal propagation models as well as the assumptions that will be used throughout the paper.
A. Network and Interference Models
We consider an ad-hoc CRN where primary and secondary users coexist in the same geographical area. We assume that each secondary user is equipped with a single radio interface and can access only one channel at a time. We assume that there is a set K = {1, . . . , K} of orthogonal, noninterfering licensed channels, e.g., non-adjacent TV channels in VHF/UHF bands. These licensed channels can be opportunistically used by secondary users based on their spatial and temporal availability identified via periodic sensing.
We assume the (binary) protocol interference model for the clarity of presentation. That is, nodes i and j interfere with each other if they are located within the interference range r I , i.e., d ij ≤ r I . We consider the 802.11-like bidirectional interference model where two links l 1 and l 2 interfere with each other if any of the four sender-receiver pairs are located within the interference range. Then, the impact of secondary interferences can be captured by a conflict graph (a.k.a. interference graph) G c = (V c , E c ) [18] where each vertex of G c is associated with a secondary link, and the set of edges E c represents the interference relations between the secondary links, i.e.,
where the operator ⊗ represents the interference relation between the secondary links, i.e., l 1 ⊗ l 2 = 1(0), if links l 1 and l 2 (do not) interfere with each other. We assume that the distribution of active secondary links, i.e., a set of vertices V c , in the deployment area A follows a point Poisson distribution with density λ, i.e., n A ∼ P oi(k; λ|A|). The impact of network density on the sensing strategy will be detailed in Section V.
B. Signal Propagation Model
The received signal strength at the receiver of secondary link i can be expressed as the following signal propagation model:
where P o is the signal strength at the transmitter of secondary link i, γ the path-loss exponent, d o the short reference distance (e.g., 1 m), and d i the transmitter-receiver separation. The shadow-fading gain is accounted for in e Xi where
The log-normal shadow fading is often characterized by its dB-spread, σ dB , which has the relationship σ = 0.1 log 10 (σ dB ). We assume that the channel bandwidth is much larger than the coherent bandwidth, so the effect of multi-path fading can be ignored [19] .
IV. PROBLEM FORMULATION
In this section, we first describe a time-slotted opportunistic spectrum-access model, and express the individual secondary link throughput. We then formulate the secondary network throughput maximization as MINLP and propose (α, β)-contention to capture the sensing-access tradeoff.
A. Time-Slotted Opportunistic Spectrum Access
We assume a time-slotted model with constant time-slot duration (τ ) for opportunistic spectrum access (a.k.a. constant access time (CAT) [12] ), which has been widely used in the literature (e.g., [7] , [15] , [16] , [20] , [21] ). The IEEE 802.22 standard draft [22] also employs such a time-synchronized spectrum-sensing model. Note that this time-slotted opportunistic spectrum-access model is suitable to meet the strict timing requirements for incumbent detection, e.g., 2-second channel detection time (CDT) in 802.22 [23] . Each time slot consists of three phases: (i) channel sensing/probing (T P ), (ii) channel selection (T A ), and (iii) data transmission (T D ), as depicted in Fig. 1 . To achieve accurate sensing results, we assume that all the secondary users are synchronized and remain silent during the sensing period. We assume that the shadowing gain is constant for a time slot τ . A key challenge is to make the best tradeoff between the channel-probing overhead T P and the channel access time, i.e., the more available channels, the less contention in channel access during data transmission period T D . This tradeoff can be captured by the improper/defective list-coloring problem [24] in graph theory, which will be utilized in Section V. A time-slotted opportunistic spectrum-access model. The sensing/probing period T P must be synchronized over the entire network to obtain accurate sensing results. Secondary links share the set of available channels discovered via sensing in T A and access the channel via contention in the data transmission period T D .
B. Individual Link Throughput under Contention
Before formulating the network throughput maximization problem, we need to understand the achievable throughput of individual secondary link. For this, we first define the notion of airtime-share in order to incorporate the impact of channel access contention among secondary links. Given a conflict graph G c = (V c , E c ), let φ n (Λ) denote the achievable airtime share of a secondary link n ∈ V c under the spectrum-sharing (i.e., channel-assignment) policy Λ : V c → K. Then, the airtime share of the link can be approximated as:
where δ (0 < δ < 1) denotes channel contention overhead 2 and M n (Λ) denotes the number of interfering secondary links that have been assigned the same channel, i.e.,
In other words, M n (Λ) is the number of vertices adjacent to vertex n in the conflict graph. Then, based on Eqs. (2) and (3), the expected achievable throughput of secondary link n under the spectrum-sharing policy Λ can be expressed as:
where r n (Λ) is the achievable data rate, which depends on the instantaneous channel condition (e.g., shadow fading).
C. Utility Maximization Problem
Based on the above observations, we want to find the optimal spectrum-sharing policy Λ * that maximizes the secondary network utility, i.e.,
where a different utility function U(·) can be used to achieve a different level of fairness [25] .
Let ψ n,k denote a binary random variable indicating if channel k ∈ K is assigned to secondary link n ∈ V c , i.e., ψ n,k = 1 if channel k is assigned to secondary link n 0 otheriwse. (6) Under the assumptions that the channel probing (T P ) and assignment overheads (T A ) are constant, given the number of probing channels and employed algorithm, the problem of maximizing total network throughput, i.e., U(x) = x, can be formulated as the following optimization problem (P1):
subject to
where r n,k is the achievable link data rate where B is the channel bandwidth, N o the noise power, and P n,k the received signal power for link n when using channel k. The set of available channels for link n is denoted as C n . Eq. (7b) ensures the interference constraints, i.e., in each time slot, at most one secondary link can access the medium among the interfering links at any given time instant. Eq. (7d) indicates that each secondary node can access only one channel within a time slot. Although P1 can provide an optimal solution for a given set of available channels {C n }, it is not feasible to find an optimal solution for the following two reasons: P1
• involves both integer and continuous variables, rendering it mixed-integer nonlinear programming (MINLP) problem, which is NP-hard [26] , and • assumes the set of available channels {C n } known to secondary network, while they depend on the secondary users' sensing strategy (e.g., which and how many channels to sense) and instantaneous availability of the channels. Therefore, instead of directly maximizing the network throughput, we analyze the sensing-access tradeoff in Section V and propose distributed spectrum sharing algorithms in Section VI.
D. Sensing-Access Tradeoff
We first introduce a new concept of (α, β)-contention spectrum sharing, with which we analyze the sensing-access tradeoff. Understanding the sensing-access tradeoff will provide useful insights into throughput maximization problem as the spectrum-sensing overhead and the channel-access time are the two main factors that determine the achievable throughput. According to the above definition, (α, β)-contention spectrum sharing provides the following lower-bound on the achievable airtime share of secondary links:
Eqs. (2) and (8) indicate that, for given β, the feasibility of (α, β)-contention spectrum sharing depends on the number of interfering links that have been assigned the same channel. The number of interfering links can be reduced by sensing more channels at the cost of increased sensing time, and sharing them in a non-overlapping manner. We capture this interesting tradeoff between sensing and access via improper list coloring as we discuss next.
E. Relationship with Improper List-coloring Problem
In the contention-aware spectrum sharing problem, one can view the list of available channels (identified via sensing) at the secondary links as the list of colors (L n ) n∈Gc in the conflict graph G c . The problem then becomes equivalent to the improper list-coloring problem.
there exists L-coloring of G such that each vertex of G has at most α neighbors with the same color as its own [24] . Therefore, an (α, β)-contention spectrum sharing is feasible if the conflict graph G c is (c, α)-choosable where c is the minimum number of available channels at the secondary nodes, i.e., c min n∈Vc {|C n |}, where C n ⊆ K is the set of available channels at secondary link n.
V. SENSING REQUIREMENTS FOR SPECTRUM SHARING:
A GRAPH-THEORETIC ANALYSIS We now consider the minimum requirements of channel probing for the (α, β)-contention spectrum sharing, where α can be interpreted as the desired level of airtime share. We first study the distribution of the number of neighboring links under a point Poisson distribution, and derive the minimum number of available channels required at each secondary link for (α, β)-contention spectrum sharing using the properties of improper/defective list-coloring [24] .
A. Distribution of Number of Neighbors
Before analyzing the sensing requirement to achieve (α, β)-contention, we need to understand the distribution of the number of neighboring secondary links. Assuming point Poissondistributed secondary links, the number of neighboring links of an arbitrary secondary link in the network follows the Poisson distribution as:
where λ is the average secondary links density and R I the secondary interference range. Then, the c.d.f. of the number of neighbors can be expressed as: where Γ(·, ·) is the incomplete Gamma function and k the number of neighboring links. Fig. 2 plots the c.d.f. of the number of neighboring links under different average link densities. Intuitively, the sensing requirement for (α, β)-contention sharing depends on the maximum number of neighboring links in the network. However, due to the heavy-tailed nature of a Poisson distribution, P r(k = ∞) = 0, and thus, the worst-case analysis, i.e., β = 1, is uninteresting and may not provide any useful insight in understanding the sensing-access tradeoff. We thus define β-maximal degree (β < 1) and consider it as the maximum number of neighboring links for a given network topology.
Definition 3. (β-MAXIMAL DEGREE)
The β-maximal degree of the secondary network is defined as:
where λ is the average secondary link density and β ∈ (0, 1) is a pre-defined constant (e.g., β = 0.95).
From now, we consider the β-maximal degree as the maximum number of neighboring links of the network and study the sensing/probing requirements to achieve (α, β)-contention sharing.
B. Sensing Strategy for (α, β)-contention Spectrum Sharing
To achieve a longer channel-access time, i.e., small α, the secondary users need to discover more available channels at the cost of more sensing time. Thus, the number of available channels for (α, β)-spectrum sharing is an important performance metric. Therefore, we derive the minimum number of channels to be sensed for (α, β)-contention channel assignment. Given an interference graph G c , the problem can be formally stated as:
We prove the minimal sensing requirement for (α, β)-contention spectrum sharing as follows. 
where c min n∈Vc {|C n |}, • + max(0, • ), and N β is the β-maximal degree of the network.
Proof. Let us define the maximal average degree of con- is feasible for (α, β)-contention spectrum sharing where m ∈ N is the minimum number of available channels at each vertex (i.e., secondary link). Then, by solving the above inequality, we have m > ϕ = 
C. Achievable Channel-Access Time under Limited Sensing
The number of available channels at secondary links may in practice be limited for various reasons, such as hardware constraints [16] or location and time-dependent spectrum availability [28] , [29] , [30] . The following lemma shows the achievable degree of channel contention under a limited number of available channels.
Lemma 2.
For a given β ∈ (0, 1), (α, β)-contention spectrum-sharing policy Λ (α,β) is achievable where
where c is the minimum number of available channels at secondary links, i.e., c min n∈Vc {|C n |}. In case c <
Proof. Assume a conflict graph G c with β-maximal degree N β . When c ≥ N β , at least β fraction of nodes (i.e., secondary links) in the conflict graph have more colors than the number of its neighbors, and thus (0, β)-contention spectrum sharing can be achieved. When 
D. Impact of Network Density on Sensing Requirement
The following theorem shows that the sensing requirement for (α, β)-contention spectrum sharing increases linearly with the secondary network density.
Theorem 1.
Let c denote the number of available channels required to achieve (α, β)-contention spectrum sharing for given α and β. Then, for fixed R I , we have
This Proof. When the average number of neighboring links is large, i.e., λπR 2 I (≥ 5), the Poisson distribution of the number of neighboring links can be accurately approximated as a normal distribution [31] . Thus, by the definition in Eq. (11), we have
2 /2 dt. Hence,
Thus, Eq. (13) holds.
Theorem 1 shows that the minimum number of available channels for (α, β)-contention spectrum sharing increases at most linearly with the network density λ (and thus N β ), as can be seen in Fig. 3 . Therefore, the secondary link density is a critical factor in determining the minimum number of available channels to achieve (α, β)-contention spectrum sharing.
Corollary 1. For fixed network density λ, we have
where P o is the transmission power of the secondary user and γ is the path-loss exponent (e.g., γ = 4).
Proof. Let η denote the carrier-sensing threshold. Then, from Eq. (1), it can be approximated by
γ X where R I is the interference range and X the average shadow fading gain, i.e., X = E[10
. As a consequence, it can be easily shown that
). Therefore, Eq. (14) follows.
Corollary 1 indicates that, for fixed network density, the transmission power of secondary users influences the sensing strategy for achieving (α, β)-contention sharing. This confirms a common intuition: the stronger the transmission power, the higher the link data rate, but severer the channel contention due to the increased interference range, and vice versa.
While the above analytical findings provide useful insights on the sensing-access tradeoff, the achievable network throughput also depends on how efficiently the thus-discovered available channels are shared in the channel assignment phase (T A in Fig. 1 ). Therefore, we propose distributed algorithms for spectrum sharing that resolves channel contention among neighboring links, while exploiting heterogeneous channel conditions as much as possible to maximize the network throughput.
VI. CONTENTION-AWARE DISTRIBUTED SPECTRUM-SHARING ALGORITHMS
The optimization problem P1 developed in Section IV-C suffers from (i) computational complexity due to its NPhardness and (ii) lack of scalability because it requires a central node for spectrum sharing. We therefore seek low-complexity distributed spectrum sharing protocols. Specifically, we propose distributed spectrum sharing algorithms and present them in the order of increasing implementation complexity and optimality.
The first algorithm (i.e., Local Best) is non-cooperative where each secondary node independently selects a color (channel) among its list of available colors, which will be used as a performance benchmark in Section VII. The next two algorithms-Color-Switch and Color-Exchange-are cooperative channel assignment, allowing secondary nodes to adaptively change the color after collecting the color information from its neighbors. Then, we propose SmartShare, which adaptively executes one of the two cooperative algorithms for the best channel assignment.
A. ALG1: Local Best
In Local Best, secondary nodes select the best channel from their list C n of available channels, based on the expected reward (i.e., average data rate). That is, the secondary nodes on link n select the channel i * such that i * = arg max i∈Cn {r n,i }. Local Best is simple and easy to implement, but it does not have any color conflict-resolution mechanism, and may thus suffer from the channel-contention overhead (see Section VII). This motivates the design of cooperative algorithms that adjust color based on the color information of neighboring nodes.
B. ALG2: Color-Switch
In this algorithm, secondary nodes switch color after a local search for the color information of neighboring nodes. For the local search, a node with the smaller ID of each link will be the representative node; only the representative nodes will participate in the channel-assignment process. Algorithm 1 shows the procedure of exchanging the color information among neighboring secondary nodes. Initially, the secondary nodes select a channel by executing Local Best. Then, they share the color information with neighboring nodes. This can be done by adopting a random backoff in the IEEE 802.11 MAC protocol. 4 Once the backoff timer expires, the secondary node broadcasts a GETCOLOR message to its neighbor (interfering) nodes for their color information; the receivers of this while done = 0 do 8: if t Backof f = 0 then 9: Broadcasts GetColor to its 1-hop neighbors Mn 10: Receives UpdateColor from its neighbors 11: for each ci in Cn do 12: ti ← |{m|Λ(m) = ci m ∈ Mn}| 13: wi ← r i t i +1
14:
end for 15: i * ← arg maxi∈C n {wi} 16: if i * / ∈ Ωn then 17:
end if 20: done ← 1
21:
else 22: t Backof f ← t Backof f − 1
23:
end if 24: end while 25: end for message will respond with an UPDATECOLOR message, which includes the available channel list with the associated channelcondition information and their current channel selection. The MAC frame formats are provided in Fig. 4 . Then, based on the collected color information, the initiating secondary node switches to (or stays at) the best channel among those that have not been selected before (i.e., C n \ Ω n ) for fast convergence in channel selection. This algorithm requires O(Δ) time for data collection where Δ is the maximum degree of the conflict graph. This color information exchange process among neighboring nodes is repeated for n iter times where secondary nodes perform Color-Switch in each round r. Since each {LINK, COLOR} pair can be picked at most once for fast convergence, the number of rounds is upper bounded by the maximum number of available channels at secondary nodes, i.e., n iter ≤ C max = max{|C n |} n∈Vc . Therefore, the time complexity of this algorithm is O(Δ · |V c | · C max ). Note that the protocol-based actual time overhead of this algorithm will be analyzed in Section VII.
The main drawback of Color-Switch is that it may not be able to escape from a local optimum due to the sequential execution of the algorithm. This motivates the following algorithm that allows two neighboring nodes to swap their color simultaneously.
C. ALG3: Color-Exchange
In this algorithm, secondary nodes attempt to maximize the reward by exchanging color information with one of their neighbor nodes. Algorithm 2 shows the color-exchange procedure (also see Fig. 4 ). Secondary nodes first collect the color information of neighbor nodes using GET-COLOR/UPDATECOLOR messages, then choose the best candidate neighbor for color exchange. Once a target neighbor is picked, the initiating secondary node will send a while done = 0 do 7: if t Backof f = 0 then 8: Broadcasts GETCOLOR to its 1-hop neighbors Mn 9: Receives UPDATECOLOR from its neighbors 10 :
for each m in Mn do 13: if Λ(m) ∈ Cn and Λ(n) ∈ Cm then 14: 
end if 17: end for 18 :
if w Λ(m * ) > w Λ(n) then 20: Sends COLOREXREQUEST to neighbor m *
21:
if Receives COLOREXREPLY from m * then 22 :
end if 24: end if 25: done ← 1 COLOREXREQUEST message for color-information exchange; the receiver of this message agrees to the exchange only when it is beneficial (increasing reward) to itself. In other words, in Color-Exchange, the exchange must be mutually beneficial to both participating secondary nodes. If the receiving node agrees to the exchange, it will respond with a COLOREXREPLY message and then switch to the suggested color; otherwise, it will not respond. Upon receiving the COLORREPLY message within a certain time period, the initiating secondary node will also switch color.
D. ALG4: SmartShare
This algorithm allows a secondary node to perform either Color-Switch or Color-Exchange, whichever performs better (i.e., provides a higher increase in total reward). The initiating node collects the color information via the GETCOLOR/UPDATECOLOR mechanism and then calculates the best possible local improvement when it performs Color-Switch and Color-Exchange, respectively. If exchanging color information with one of its neighbors improves its own reward more than switching its own color, the initiating node proceeds with COLOREXRE-... QUEST/COLOREXREPLY messages. After receiving the feedback from a neighbor, the initiating node finalizes the procedure by notifying the neighboring node (i.e., the one considered for exchanging color information) the adopted algorithm via EXCONFIRM/EXACK messages, as shown in Fig. 4 .
E. MAC Frame Formats for the Proposed Algorithms
To realize the proposed algorithms, we design a medium access protocol on the basis of the IEEE 802.11 DCF. Fig. 4 shows the overall protocol behavior for exchanging colorinformation; the MAC frame formats used for the proposed algorithms are shown in Fig. 5 . The formats of GETCOLOR and UPDATECOLOR are shown in Figs. 5(a) and 5(b) , respectively. The GETCOLOR frame can use either the broadcast address or list of receivers (RAs) (maximum 16). The UPDATECOLOR frame contains the bitmap of both available and selected channels at the sender; a maximum of 128 channels are supported. It also contains the channel condition (i.e., achievable average data rate) information of the available channels to exploit multi-channel diversity. Although we assume that each secondary node accesses at most one channel at a time, our algorithms can be easily extended to support the use of multiple channels. The format of COLOREXREQUEST contains channel bitmap information to specify the channels for exchange with the receiver, as shown in Fig. 5(d) . The EXCONFIRM format is only for SmartShare and specifies the algorithm, i.e., Color-Switch or Color-Exchange, chosen by the initiating node, and if Color-Exchange is selected, it conveys the channels for exchange, i.e., T-CH and R-CH, as depicted in Fig. 5(c) . The COLOREXREPLY and EXACK use the same frame format with different ACK bitmap subfields.
VII. PERFORMANCE EVALUATION
In this section, we first analyze the channel sensing and assignment overheads of the proposed algorithms. We then evaluate their performance under various network conditions.
A. Analysis of Protocol Overheads
Secondary nodes must suspend data transmission during the channel sensing and assignment periods. Thus, the time spent on the sensing and assignment should be considered as a performance loss. Here we quantify these time overheads (i.e., T P and T A ) of channel-assignment algorithms based on the proposed MAC protocols.
1) Channel-Sensing Overhead (T P ):
To probe a channel, a secondary node first senses its (un)availability using feature detection for the duration of T s , and then measures its condition for the duration of tMEASURE. These sensing and measurement operations will be repeated for the entire set of channels to be sensed (i.e., S n ). Therefore, the total sensing/probing time can be calculated as:
where n s is the number of channels to be sensed, i.e., |S n |. According to the system parameters listed in Table I , sensing a single channel takes 24 ms for the field sync detector for a DTV signal [23] , which translates to 1.2 % of the time slot (τ ).
2) Channel-Assignment Overhead (T A ):
The time overhead of channel assignment T A depends on the underlying algorithm. For example, T A =0 for a non-cooperative channel assignment algorithm (ALG1) since it does not require messages to be exchanged for channel assignment. On the other hand, cooperative algorithms (ALG2-4) require message exchanges with neighboring nodes and the time overhead depends on the network density, especially the number of neighboring links.
Based on Fig. 4 , the average time overheads of Color-Switch, Color-Exchange, and SmartShare can be approximated as shown in Eq. (16) . Note that the time overhead of SmartShare in Eq. (18) depends on the algorithm selected by the initiating node (i.e., Color-Switch or Color-Exchange), where ρ is the estimated ratio at which the node decides to adopt Color-Switch over Color-Exchange. Eqs. (16), (17), and (18) indicate that the average time spent on channel assignment depends on (i) the average node density Ψ and (ii) the number of iterations n iter for message exchanges, which is a design parameter. For example, assuming Ψ = 4, n iter = 2, and ρ = 0.985, 
SS
A ] = 10.38 ms, which correspond to 0.51 %, 1.1 %, and 0.52 % of a time slot, respectively. Note that these channelassignment overheads are shorter than the time required to probe a single channel, T S , implying that the time overhead of the proposed algorithms would not significantly affect the system performance, as will be evident in our simulation results.
3) Airtime Share (φ): Considering the time overheads analyzed above, the expected airtime share of secondary nodes under policy Λ can be computed based on Eqs. (2), (15), (16), (17) and (18), as follows:
∀n, (19) where
where n alg is the index for the channel-assignment algorithms. The protocol-related system parameters are listed in Table I , where the parameter values are derived based on the MAC frame formats in Fig. 5 assuming the IEEE 802.11a OFDM PHY [32] for modulation and channel coding. We consider a CRN in which primary and secondary users coexist in a 5 × 5 km 2 area. We assume that secondary links are randomly distributed following a point Poisson distribution with average density λ, and secondary link distances are uniformly distributed in [20, 40] m. We assume 5 primary transmitters randomly distributed in the area, each of which randomly selects and utilizes one of 10 licensed channels. The primary interference range is assumed to be 200 m; any secondary nodes located within this range can detect the primary signal and will restrain from accessing the channel if a primary signal is detected. Throughout the simulation, we set the time-slot duration to τ = 2 s, considering the 2-second channel detection time (CDT) in the IEEE 802.22 draft standard [23] . The shadow fading dB-spread is set to σ dB = 5.5 dB, typically assumed in IEEE 802.22 (i.e., rural areas) [23] . The channel-contention overhead is considered by setting δ = 0.3, which is the average overhead in channel access time due to contention in the IEEE 802.11b WLANs over different data rates [33] . We assume that the number of iterations for cooperative spectrum-sharing algorithms is fixed at n iter = 3. 6 The simulation parameters are listed in Table II .
B. Simulation Setup
To demonstrate the benefits of our contention-aware algorithms, we evaluate the performance of the following distributed spectrum-sharing algorithms: (1) Local Best, (2) Color-Switch, (3) Color-Exchange, (4) SmartShare, and (5) Distributed Collaborative Max-Sum Bandwidth (D-CMSB).
7 D-CMSB is a low-complexity distributed modification of the CMSB rule proposed in [34] . The basic idea of CMSB is to maximize the network sumbandwidth by letting each secondary node select the best channel considering both channel heterogeneity and conflict relations among neighboring nodes (see Section 3 of [34] for more details). The MAC protocols of Color-Switch can be used for exchanging color information for D-CMSB and this algorithm will represent the performance of the conventional interference-free spectrum-sharing algorithms.
C. Performance Metrics
To evaluate the performance of the above-mentioned algorithms, we use the following three performance metrics.
1) Throughput: we measure the average achieved link throughput, i.e., 1 |Vc| n∈Vc Z n (Λ), of the algorithms. 2) Fairness: we measure the proportional fairness in spectrum sharing, i.e., 1 |Vc| n∈Vc log(1+Z n (Λ)). Note that we add 1 to the throughput Z n to avoid the argument of logarithm becoming 0. 3) Airtime: we measure the average achieved timeshare at secondary nodes, i.e., 1 |Vc| n∈Vc φ n (Λ), of the algorithms. Each simulation is performed on 20 random topologies, unless otherwise specified, and their averages are taken as the performance measures.
D. Impact of Sensing Strategy
We first compare the proposed contention-aware algorithms, and then compare them with the interference-free D-CMSB. Fig. 6 (a) plots the average network throughput achieved by the testing algorithms. We make three observations. First, as expected, cooperative algorithms outperform the noncooperative algorithm, i.e., Local Best, thanks to their ability to resolve channel contention and exploit channel heterogeneity. The throughput performance of Local Best decreases as the number of probing channels increases due to the increased sensing time overhead, whereas the performance of Color-Exchange improves with the number of channels. There is an exception: Local Best outperforms Color-Exchange with a small number of sensed channels (i.e., n s < 3) where the benefit from exchanging channelcondition information of Color-Exchange is negligible, while Local Best does not incur any time overhead.
Second, the achievable network throughput of SmartShare exceeds that of the other cooperative algorithms. The throughput of SmartShare exhibits concavity, indicating the tradeoff between the sensing overhead and the potential throughput gain, i.e., the throughput suffers with too small (large) a number of channels from channel contention (sensing overheads). Note that Color-Switch largely outperforms Color-Exchange due to the limited applicability of the latter (i.e., both secondary users must always agree on the exchange of the color information), while the former allows more flexibility in adjusting colors based on the neighbors' color information.
Third, two of our cooperative contention-aware algorithms, i.e., Color-Switch and SmartShare, outperform the interference-free D-CMSB, in spite of the fact that they achieve less total airtime than D-CMSB due to the channel contention overhead, as shown in Fig. 6(c) . This is because of their sophisticated spectrum-sharing mechanisms that jointly consider the expected channel access time and heterogeneous channel conditions. Fig. 6(b) shows that SmartShare achieves better fairness than the interference-free D-CMSB for all simulated scenarios. SmartShare achieves better fairness even with a small number of sensed channels, e.g., n s ≤ 2, where D-CMSB achieves a similar level of throughput, as shown in Fig. 6(a) . This is because our contention-aware algorithms guarantee the secondary users' channel access in each time slot insofar as at least one available channel is discovered via sensing. By contrast, D-CMSB allows channel access to secondary users only when there is no interfering link assigned the same channel; otherwise, only one of the interfering nodes can access the channel. Fig. 6 (c) plots the average achieved channel access time (airtime) of secondary links. Interestingly, SmartShare achieves at least 98.3 % of D-CMSB's airtime, in spite of the fact that SmartShare suffers from the channel-contention overhead, whereas D-CMSB does not experience any contention due to its interference-free channel assignment. However, SmartShare achieves better throughput and fairness as shown in Figs. 6(a) and 6(b), demonstrating its efficacy in sharing the discovered spectrum opportunities.
E. Impact of Network Density
We now investigate the impact of network density on the achievable network throughput with SmartShare. We ran simulations under average secondary link densities λ ranging from 1×10 −4 /m 2 to 28×10 −4 /m 2 , with the corresponding average number of neighboring links of 1.14 and 31.92, respectively. Fig. 7(a) clearly shows that the number of channels to be sensed should be adapted to the network density to maximize the network throughput. The figure indicates that, by sensing an optimal number of channels for given network density, the throughput of SmartShare can be improved by up to 60 % over the scheme that senses only a single channel. Fig. 7(b) shows that the optimal number, n * s , of channels to be sensed varies with the secondary link density. It shows that channel heterogeneity, i.e., σ dB = 5.5 dB, results in sensing a larger number of channels than the homogeneous channel case, i.e., σ dB = 0 dB (AWGN). This is because SmartShare can exploit heterogeneous channel conditions, and thus, the throughput gain from channel heterogeneity compensates for the increased sensing time overhead. Interestingly, n * s starts to decrease as the number of neighboring links exceeds 22.8, i.e., λ = 20×10 −4 /m 2 , as the throughput gain from reducing the sensing time exceeds that from resolving channel-access contention among neighboring links.
F. Impact of Shadow Fading
We now evaluate the impact of heterogeneous channel conditions due to shadow fading on the performance of SmartShare. Fig. 8 shows the average link throughput in various shadow fading environments. The figure indicates that SmartShare achieves higher throughput with heterogeneous channels, i.e., σ dB > 0, than with homogeneous channels, i.e., σ dB = 0. An interesting observation is that the optimal number, n * s , of channels to be sensed increases as shadow fading becomes severer, i.e., higher dB-spread σ dB , thanks to SmartShare's ability to exploit heterogeneous channel conditions. Therefore, we can conclude that channel heterogeneity is also an importance factor in designing an optimal spectrum-sensing strategy.
G. Impact of Channel Availability
We study the impact of channel availability on the throughput performance of SmartShare. Fig. 9 plots the average secondary link throughput for various channel idle probabilities p idle , i.e., the probability that no primary signal exists in the channel. The figure indicates that, when p idle is high, it is Fig. 8 . Impact of shadow fading: Channel heterogeneity due to shadow fading encourages secondary nodes to sense more channels since the throughput gain from channel diversity can compensate for the throughput loss due to the sensing overhead. The secondary links density is set to λ = 500/km 2 . sufficient to sense a smaller number of channels to maximize the throughput. However, as p idle decreases, it becomes desirable to sense more channels to discover available channels at the cost of sensing time overhead. Therefore, the channel availability significantly affects the achievable throughput, and must thus be considered in the design of a sensing strategy, along with other factors such as network density, transmission power, and channel heterogeneity. While we assume all the channels have same p idle , a more sophisticated sensing strategy (e.g., [13] , [15] , [16] ) can be used if channels have different p idle s. Although the problem of channel selection and ordering for sensing is an interesting problem, it is not within the scope of this paper.
VIII. CONCLUSION
An optimal spectrum-sensing scheme is of great importance to the maximization of secondary network performance. In this paper, we exploited the sensing-access tradeoff-between spectrum sensing overhead and channel access of secondary users-which has not been addressed adequately before. We formulated the secondary network throughput maximization Fig. 9 . Impact of channel availability: The channel idle probability influences the secondary network throughput. The secondary users need to sense a less number of channels with a high channel idle probability, and vice versa. The secondary links density is set to λ = 500/km 2 .
as MINLP, which turns out to be NP-hard. To analyze the sensing-access tradeoff, we introduced a new concept of (α, β)-contention spectrum sharing, then used the improper list-coloring to derive the relationships between the channel contention requirement, the network density, and the transmission power level. We also proposed distributed contentionaware spectrum-sharing algorithms, including SmartShare, and described how to realize SmartShare in the 802.11 MAC protocol for its practical use and performance evaluation. Our in-depth simulation demonstrated the efficacy of SmartShare, and showed that it can enhance performance up to 60 % by exploiting the sensing-access tradeoff.
