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Introduction
Modelling the seasonal component of macroeconomic time series has been a major focus of attention in recent years. Deterministic models based on seasonal dummy variables were initially adopted. Later on, however, it was observed that the seasonal component of many series changed over time and stochastic approaches based on seasonal differencing (see eg. Box and Jenkins, 1970) were proposed. In recent years, seasonal-difference models have been extended to allow for other types of long memory behaviour, in particular, allowing seasonal fractional integration.
For the purpose of the present paper, we assume that {x t , t = 0, ±1,…} is an I(0) process, defined as a covariance stationary process with spectral density function which is positive and finite at any frequency on the interval (-π, π] . We can consider the model
where L 4 is the seasonal lag operator (L 4 y t = y t-4 ) and where d can be any real number. Clearly, if d = 0 in (1), y t = x t , and a weakly autocorrelated process is allowed for. However, for d > 0 in (1), y t is said to be a seasonal long memory process, so-called because of the strong association (in the seasonal structure) between observations widely separated in time. The notion of fractional processes with seasonality was initially suggested by Abrahams and Dempster (1979) and Jonas (1981) , and extended in a Bayesian framework by Carlin et. al. (1985) and Carlin and Dempster (1989) . Porter-Hudak (1990) applied a seasonally fractionally integrated model like (1) to quarterly US monetary aggregates and other recent empirical applications can be found, for example, in Silvapulle (1995) , Ooms (1997) and Gil-Alana and Robinson (2000) .
The outline of the paper is as follows: Section 2 describes a version of the tests of Robinson (1994) for testing the order of integration of the seasonal component in raw time series, also including the possibility of seasonal dummy variables in the original series. Section 3 presents a joint test statistic, based on Robinson (1994) , for testing simultaneously the order of integration and the need of the seasonal dummy variables. In Section 4 the tests are applied to the consumption and income series of the UK, Canada and Japan while Section 5 contains some concluding comments and extensions.
2.
The tests of Robinson (1994) 
and seasonality
Let's assume that {y t , t = 1, 2, …, T} is the time series we observe and consider the following model,
where β is a (4x1) vector of unknown parameters; D 1 , D 2 and D 3 are seasonal dummy variables and u t is I(0). Based on (2) and (3), Robinson (1994) 
which becomes asymptotically π 2 /6 ≈ 1.645. Finally, the summation on * in the above expressions are over λ ∈ M where M = {λ: -π < λ < π, λ ∉ (ρ lλ 1 , ρ l + λ 1 ), l = 1, 2, …, s}, such that ρ l , l = 1, 2, …, s < ∞ are the distinct poles of ψ(λ) on (-π, π].
Based on (4), Robinson (1994) showed that under certain regularity conditions,
Thus, a 100α%-level test of (4) against H a :
. Furthermore, he also showed that the test is efficient in the Pitman sense,
i.e. that against local alternatives of form: H a : d = d o + δT -1/2 , for δ ≠ 0, R has a limit distribution given by a ) ( 2 1 ν χ , with a non-centrality parameter, ν, which is optimal under Gaussianity of u t .
An empirical application of this version of Robinson's (1994) tests is Gil-Alana and Robinson (2000) and Monte Carlo experiments studying its finite-sample behaviour can be found in Gil-
Let's suppose now that we want to investigate if the seasonal component of a given time series is deterministic or alternatively, stochastically specified in terms of integrated processes.
We can test H o (4) with d o = 0 in (2) can also test for seasonal fractional integration incorporating the seasonal dummies in (2), as well as including stationary autoregressions for the seasonal component. In the following section, we present a joint test for testing simultaneously the need of the seasonal dummies and the order of integration of the seasonal component of the series.
A joint test of seasonality and the order of integration
Gil-Alana and Robinson (1997) propose a joint test for testing simultaneously the need of a linear time trend and the order of integration in a given time series at the zero frequency. In this section, a similar test is proposed but, instead of looking at the long run or zero frequency, we concentrate on the seasonal component of the series.
We can consider the model given by (2) and (3) and test the null hypothesis:
against the alternative:
A joint test is then given by χ distribution. However, we know that in finite samples, the empirical distribution of the tests of Robinson (1994) can vary substantially from the asymptotic results, (see eg. Gil-Alana, 2000b) . Thus, we have computed, in Table 1 , finitesample critical values of both statistics, R in (5) and S in (10).
(Table 1 about here)
In both cases we generate Gaussian series obtained by the routines GASDEV and RAN3
of Press, Flannery, Teukolsky and Vetterling (1986) with 50,000 replications each case, computing R in (5) and S in (10) in a model given by (2) and (3). Due to the inclusion of the seasonal dummies in (2), the critical values will be affected by the order of integration in (3), thus we calculate the critical values for d = 0, 0.25, …, (0.25), …, 1.75 and 2, with sample sizes equal to 48, 96 and 120 and nominal sizes of 5% and 1%.
We see that for both statistics, the finite-sample critical values are much higher than those given by the 2 χ distributions, especially if the sample size is small. Thus, when testing the nulls (4) and (8) (9) with the asymptotic critical values, the tests will reject the null more often than with the finite-sample ones. We went deeper into the examination of these results and observed that the large numbers obtained for the finite-sample critical values were due to the fact that the quantity (6) required in (5) and (10) We next examine the sizes and the power properties of the tests in finite samples, comparing the results using the finite-sample critical values with those based on the asymptotic results. Tables 2 and 3 report the rejection frequencies of R and S first, supposing that there is no need of seasonal dummies (in Table 3 ) and then including the dummy variables in the regression model (2).
In Table 2 , we assume that the true model is given by
with white noise ε t and look at the rejection frequencies of R and S in a model given by (2) and (3) with d o = 0, 0.25, …, (0.25), …, 1.75 and 2 for a nominal size of 5% and the same sample sizes as in Table 1 . Thus, the rejection frequencies corresponding to d o = 1 will indicate the sizes of the tests and, in case of R in (5), the estimated β's should be around 0. We observe that for both test statistics the sizes of the asymptotic tests are too large in all cases, especially for the joint test , S though they improve slightly as we increase the number of observations. The higher sizes of the asymptotic tests are also associated with some superior rejection frequencies, being higher the differences when we are close to the null d = 1. Looking at the results with T = 48, we see that the power of R is extremely low, especially when using the finite-sample critical values.
This is not surprising noting that R assumes the inclusion of seasonal dummy variables which are not present in the true model. In that respect, the power of S (which assumes no dummies under the null) is higher, though inferior with the finite-sample values than with the asymptotic results. Increasing the sample size (eg. T = 120) the results of both tests for both types of critical values improve considerably, the rejection probabilities being competitive in all cases when the alternatives are far away from the null.
(Tables 2 and 3 about here) Table 3 assumes that the true model is given by
and we perform the same experiment, i.e., computing R and S for the same type of alternatives as in Table 2 . Thus, the rejection frequencies of R with d = 1 will indicate its size while the rejection probabilities of R for d ≠ 1 and of S for any d will give us information about the power of the tests. Surprisingly, the results for R are practically the same as in Table 2 . That means that Robinson's (1994) tests have not much power in relation to the seasonal dummy variables, which makes the joint test statistic S in (10) useful when describing these situations.
Looking at the rejection frequencies of , S we see that they are very high when using the asymptotic critical values even if the sample size is small. Using the finite-sample ones, they are small for T = 48 if d o is around 1, however, increasing T, they improve considerably, being higher than 0.900 if d o ≤ 0.50 of if d o ≥ 1.50 with T = 120.
An empirical application
We analyse in this section the quarterly, seasonally unadjusted, consumption and income series for the UK, Canada and Japan. For the UK, the time period is 1955q1-1984 for Canada 1960q1-1994q4; and for Japan, 1961q1-1987q4 . Consumption is measured as the log of the total real consumption while income is in all cases the log of the total personal disposable income. The series for the UK and Japan were respectively analysed in Hylleberg, Engle, Granger and Yoo (HEGY, 1990 ) and in Hylleberg, Engle, Granger and Lee (HEGL, 1993) studying its seasonal integrated and cointegrated structure. The same series for the two countries were also examined in Gil-Alana and Robinson (2000) , extending the analysis of HEGY (1990) and HEGL (1993) to a fractional model. The latter paper, however, do not consider deterministic dummy variables for describing the seasonal component and thus, this paper improves Gil-Alana and Robinson (2000) in that respect.
Denoting any of the series y t , we employ throughout the model (2) and (3) disturbances, the deterministic seasonal models are inappropriate for these series.
(Tables 4 and 5 about here)
In Table 5 we present the statistic S in (10) for the same d o values as before. We see a few more non-rejection values than in Table 4 and in all cases the non-rejection d o 's in that table form a proper subset of those in Table 5 , suggesting that the seasonal dummies were nonnecessary when modelling these series. The results in these two tables seem to indicate that a seasonal unit root is present in the UK consumption and income, while for Canada and Japan, higher orders of integration are observed. However, the significance of these results might be due in large part to unaccounted-for I(0) autocorrelated disturbances. Thus, Tables 6 and 7 reports the same statistics as in Tables 4 and 5 but allowing a seasonal autoregressive structure on u t . We consider a seasonal AR(1) process of form
with white noise ε t and, though higher order seasonal and non-seasonal AR processes were also performed, the results were very similar to those reported in the tables. A problem here with the estimated AR's coefficients appears in that, though they entail roots that cannot exceed one in absolute value, they can be arbitrarily close to it, thus the disturbances being possibly nonsignificantly different from a seasonal unit root. In order to solve this problem, we perform Dickey, Hasza and Fuller (DHF, 1984) tests on the residuals of the differenced regression and in those cases where unit roots cannot be rejected, we do not report the statistics and mark with '-' in the tables. We see across Tables 6 and 7 that all of these cases occur when d is a relatively low number and close to 0. This is not surprising if we take into account that (3) with d = 1 is a similar process, (though with very different statistical properties) to (11) with α close to 1. The critical values for the AR(1) case with T = 120 were computed and though we do not report the values here, they were slightly higher than those given in Table 1 . Starting with R in (5), we see in Table 6 that the non-rejection values occur at exactly the same (d o /series) combination as in Table 4 with only two extra non-rejected d o 's corresponding to d o = 1.50 for Canadian and Japanese income.
(Tables 6 and 7 about here)
Similarly for the joint test, in Table 7 , the non-rejections also coincide with those in Table   5 for the case of white noise disturbances, again with two extra non-rejected values, this time corresponding to d o = 0.75 for the UK consumption and income series. In view of these results we have further evidence against the need of seasonal dummy variables for all the series in the three countries considered.
As a final remark and following HEGY (1990) , HEGL (1993) and Gil-Alana and Robinson (2000) , we also investigate if consumption and income may be cointegrated. Using a very simplistic version of the "permanent income hypothesis theory" as discussed for example by Davidson et al. (1978) , we can consider a given cointegrating vector (1, -1) and look at the degree of integration of the difference between consumption and income. Thus, in Tables 8 and 9 we again perform R and S this time on the differenced series, using both white noise and seasonal AR(1) disturbances. Starting with the case of white noise disturbances (in Table 8 ) we see that the non-rejection values of R take place when d o ranges between 0.75 and 1.25. Thus, they are smaller by about 0.50-0.75 than those given in Table 4 . Similarly, using the joint statistic , S the non-rejection values of d o also are smaller by approximately the same magnitude as before compared with Table 5 Thus, we find in this table evidence against deterministic seasonality as well as evidence of fractional cointegration at least for this case of white noise disturbances. Table 9 extends the results of Table 8 to the case of AR(1) disturbances. We see that the non-rejection values of d o are smaller for both statistics, ranging between 0.50 and 1.50.
(Tables 8 and 9 about here)
Comparing the results here with those in Tables 6 and 7, we see that the orders of integration are again smaller for the differenced series, suggesting further evidence in favour of seasonal fractional cointegration.
Concluding comments and extensions
A version of the tests of Robinson (1994) for testing the order of integration of the seasonal component of raw time series including seasonal dummy variables has been proposed in this article. Also, a joint test statistic for simultaneously testing the order of integration and the need of the dummies was developed. Both tests have standard null and local limit distributions.
However, finite-sample critical values were computed and the values were much higher than those given by the 2 χ distributions. Monte Carlo experiments conducted in the paper showed that the tests based on the asymptotic results have much larger sizes than their corresponding nominal values, these larger sizes being also associated with some superior rejection frequencies compared with the finite-sample-based tests.
The tests were applied to the consumption and income series of the UK, Canada and Japan. The results based on Robinson's (1994) tests indicated that the order of integration of the UK consumption and income fluctuate widely between 1 and 2 while the orders of integration of the Japanese and Canadian series resulted much higher than 1. The joint test statistic was also performed on the series to check if the seasonal dummy variables were in fact required and the results showed that for all of them the deterministic seasonals were inappropriate. Finally, we also performed the tests on the differenced series to check if a seasonally fractionally cointegrated relationship exists between consumption and income. The results showed that the degree of integration of the differenced series was smaller by about 0.50-075 than in the original series, supporting the idea of the permanent income hypothesis.
The results obtained in this article are not directly comparable with those in Gil-Alana and Robinson (2000) , the reason being that the latter paper does not include seasonal dummy variables in its regression model. In that respect, we found in this article certain evidence against the deterministic dummies and thus, the conclusions obtained in Gil-Alana and Robinson (2000) remains valid. HEGY (1990) and HEGY (1993) looked respectively at the UK and Japanese series exclusively in terms of seasonally integrated and cointegrated processes and though they allow deterministic seasonality, they do not consider the possibility of seasonal fractional integration. Our results support the idea that the UK consumption and income may both be quarterly I(1) process (as in HEGY, 1990 ), however, unlike HEGL (1993 we found evidence against this hypothesis for the Japanese case. Finally, and similarly to all these authors, we also found support for the permanent income hypothesis for the three countries considered.
We should also mention that that the test statistics presented in this article have nothing to do with the estimation of the fractional differencing parameter but simply generates computed diagnostics against departures from real values of d. In this context, Ooms (1997) suggests Wald tests based on Robinson's (1994) model, using for the estimation a modified periodogram regression procedure of Hassler (1994) , whose distribution is evaluated under simulation. Similar methods based on this and other procedures (eg, Hosoya, 1997) can be applied to these and other macroeconomic time series.
The frequency domain set-up of the tests used in this article may result cumbersome for the practitioners. There also exist time domain versions of Robinson's (1994) tests (cf., Robinson, 1991) . However, the preference here for the frequency domain approach is motivated by the somewhat greater elegance it affords especially if the disturbances are weakly autocorrelated. The FORTRAN code used in this application is available from the author upon request.
This article can be extended in several directions. First, the seasonal differenced structure
(1 -L 4 ) d can be decomposed (as in Gil-Alana and Robinson, 2000) into its long run component ((1 -L) d ) and its remaining seasonal components ((1 + L) d and (1 + L 2 ) d ) and thus, we could test separately each of these components in the presence of seasonal dummies. Also, the joint test statistic developed in the paper can be designed for other versions of the tests of Robinson Finite-sample critical values of R in (5) and S in (10) Model: 
TABLE 2
Rejection frequencies of R and S in (5) and (10) True model: 
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TABLE 6
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