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Abstract
We propose a novel algorithm which allows to sample paths from an underlying price
process in a local volatility model and to achieve a substantial variance reduction when
pricing exotic options. The new algorithm relies on the construction of a discrete multino-
mial tree. The crucial feature of our approach is that – in a similar spirit to the Brownian
Bridge – each random path runs backward from a terminal fixed point to the initial spot
price. We characterize the tree in two alternative ways: in terms of the optimal grids orig-
inating from the Recursive Marginal Quantization algorithm and following an approach
inspired by the finite difference approximation of the diffusion’s infinitesimal generator.
We assess the reliability of the new methodology comparing the performance of both
approaches and benchmarking them with competitor Monte Carlo methods.
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2
1 Introduction
Pricing financial derivatives typically requires to solve two main issues. In the first place, the
choice of a flexible model for the stochastic evolution of the underlying asset price. At this
point, a common trade-off arises as models which describe the historical dynamics of the asset
price with adequate realism are usually unable to precisely match volatility smiles observed in
the option market [1, 2]. Secondly, once a reasonable candidate has been identified, there is the
need to develop fast, accurate, and possibly flexible numerical methods [3, 4, 5]. As regards the
former point, Local Volatility (LV) models have become very popular since their introduction
by Dupire [6], and Derman and co-authors [7]. Even though the legitimate use of LV models
for the description of the asset dynamics is highly questionable, the ability to self-consistently
reproduce volatility smiles implied by the market motivates their widespread diffusion among
practitioners. Since calibration a` la Dupire [6] of LV models assumes the unrealistic availability
of a continuum of vanilla option prices across different strikes and maturities [8], recent years
have seen the emergence of a growing strand of literature dealing with this problem (see for
instance [8, 9, 10, 11, 12, 13]). In the present paper we fix the calibration following the latest
achievements, and we solely focus on the latter issue. Specifically, our goal is to design a
novel pricing algorithm based on the Monte Carlo approach able to achieve a sizeable variance
reduction with respect to competitor approaches.
The main result of this paper is the development of a flexible and efficient pricing algorithm
– termed the backward Monte Carlo algorithm – which runs backward on top of a multinomial
tree. The flexibility of this algorithm permits to price generic payoffs without the need of
designing tailor-made solutions for each payoff specification. This feature is inherited directly
from the Monte Carlo approach (see [14] for an almost exhaustive survey of Monte Carlo
methods in finance). The efficiency, instead, is linked primarily to the backward movement on
the multinomial tree. Indeed, our approach combines both advantages of stratified sampling
Monte Carlo and the Brownian Bridge construction [14, 15, 16], extending them to more general
financial-asset dynamics than the simplistic assumptions of Black, Scholes, and Merton [17,
18]. The second purpose of this paper – minor in relative terms with respect to the first
one – is to investigate an alternative scheme for the implementation of the Recursive Marginal
Quantization Algorithm (henceforth RMQA ). The RMQA is a recursive algorithm which allows
to approximate a continuous time diffusion by means of a discrete-time Markov Chain defined
on a finite grid of points. The alternative scheme, employed at each step of the RMQA , is based
on the Lloyd I method [19] in combination with the Anderson acceleration Algorithm [20, 21]
developed to solve fixed-point problems. The accelerated scheme permits to speed up the
linear rate of convergence of the Lloyd I method [19], and besides, to fix some flaws of previous
RMQA implementations highlighted in [22].
In more detail, a discrete-time Markov Chain approximation of the asset price dynamics can
be achieved by introducing at each time step two quantities: (i) a grid for the possible values that
the can take, and (ii) the transition probabilities to propagate from one state to another state.
Among the approaches discussed in the literature for computing these quantities, in the present
3
paper we analyse and extend two of them. The first approach quantizes via the RMQA the
Euler-Maruyama approximation of the Stochastic Differential Equation (SDE) modelling the
underlying asset price. The RMQA has been introduced in [23] to compute vanilla call and put
options prices in a pseudo Constant Elasticity of Variance (CEV) LV model. In [22] authors
employ it to calibrate a Quadratic Normal LV model. The alternative approach, instead,
discretises in an appropriate way the infinitesimal Markov generator of the underlying diffusion
by means of a finite difference scheme (see [24, 25] for a detailed discussion of theoretical
convergence results). We name the latter approach Large Time Step Algorithm, henceforth
LTSA . In [12] authors implement a modified version of the LTSA to price discrete look-back
options in a CEV model, whereas in [26] they employ the LTSA idea to price a particular
class of path-dependent payoffs termed Abelian payoffs. More specifically, they incorporate the
path-dependency feature – in the specific case whether or not the underlying asset price hits a
specified level over the life of the option – within the Markov generator. The joint transition
probability matrix is then recovered as the solution of a payoff specific matrix equation. The
RMQA and LTSA present two major differences which can be summarized as follows: (i) the
RMQA permits to recover the optimal – according to a specific criterion [27] – multinomial
grid, whereas the LTSA works on a a priori user-specified grid, (ii) the LTSA necessitates less
computational burden than the RMQA when pricing financial derivatives products whose payoff
requires the observation of the underlying on a predefined finite set of dates. Unfortunately,
this result holds only for a piecewise time-homogeneous Local Volatility dynamics.
The usage in both equity and foreign exchange (FX) markets of LV models is largely moti-
vated by the flexibility of the approach which allows the exact calibration to the whole volatility
surface. Moreover, the accurate re-pricing of plain vanilla instruments and of most liquid Euro-
pean options, together with the stable computation of the option sensitivity to model param-
eters and the availability of specific calibration procedures, make the LV modelling approach
a popular choice. The LV models are also employed in practice to evaluate Asian options and
other path-dependent options, although more sophisticated Stochastic Local Volatility (SLV)
models are usually adopted. We refer to [28] for details. The price of path-dependent deriva-
tive products is then computed either solving numerically a Partial Differential Equation (PDE)
or via Monte Carlo methods. The PDE approach is computationally efficient but it requires
the definition of a payoff specific pricing equation (see [4] for an extensive survey on PDE
approached in a financial context). Moreover, some options with exotic payoffs and exercise
rules are tricky to price even within the Black, Scholes, and Merton framework. On the other
hand, standard Monte Carlo method suffers from some inefficiency – especially when pricing
out-of-the-money (OTM) options – since a relevant number of sampled paths does not con-
tribute to the option payoff. However, the Monte Carlo approach is extremely flexible and
several numerical techniques have been introduced to reduce the variance of the Monte Carlo
estimator [5, 14]. The backward Monte Carlo algorithm pursues this task.
In this paper we consider the FX market, where we can trade spot and forward contracts
along with vanilla and exotic options. In particular, we model the EUR/USD rate using a LV
dynamics. The calibration procedure is the one employed in [12] for the equity market and
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in [13] for the FX market. Specifically, we calibrate the stochastic dynamics for the EUR/USD
rate in order to reproduce the observed implied volatilities with a one basis point tolerance while
the extrapolation to implied volatilities for maturities not quoted by the market is achieved
by means of a piecewise time-homogeneous LV model. In order to show the competitive per-
formances of the backward Monte Carlo algorithm we compute the price of different kinds of
options. We do not price basket options, but we only focus on derivatives written on a single un-
derlying asset considering Asian calls, up-out barrier calls, and auto-callable options. We show
that these instruments can be priced more effectively by simulating the discrete-time Markov
Chain approximation of the diffusive dynamics from the maturity back to the initial date. In
these cases, indeed, the backward Monte Carlo algorithm leads to a significant reduction of the
Monte Carlo variance. We leave to a future work the extension of our analysis to SLV models.
The rest of the paper is organized as follows. In Section 2 we introduce the key ideas of
the backward Monte Carlo algorithm on a multinomial tree. Section 3 presents the alterna-
tive schemes of implementation based on the RMQA and LTSA , and details the numerical
investigations testing the performance of both approaches. Section 4 presents a piecewise
time-homogeneous LV model for the FX market and reports the pricing performances of the
backward Monte Carlo algorithm, benchmarking them with different Monte Carlo algorithms.
Finally, in Section 5 we conclude and draw possible perspectives.
Notation: we use the symbol “
.
=” for the definition of new quantities.
2 The backward Monte Carlo algorithm
First of all, let us introduce our working framework. We consider a probability space (Ω,F ,P),
a given time horizon T > 0 and a stochastic process X = (Xt)t∈[0,T ] describing the evolution of
the asset price. We suppose that the market is complete, so that under the unique risk-neutral
probability measure Q, X has a Markovian dynamics described by the following SDE{
dXt = b(t,Xt) dt+ σ(t,Xt) dWt ,
X0 = x0 ∈ R+ ,
(2.1)
where (Wt)t∈[0,T ] is a standard one-dimensional Q-Brownian motion, and b : [0, T ] × R+ → R
and σ : [0, T ]×R+ → R+ are two measurable functions satisfying the usual conditions ensuring
the existence and uniqueness of a (strong) solution to the SDE (2.1). Besides, we consider
deterministic interest rates. Henceforth, we will always work under the risk-neutral probability
measure Q, since we focus on the pricing of derivative securities written on X. Specifically, we
are interested in pricing financial derivative products whose payoff may depend on the whole
path followed by the underlying asset, i.e. path-dependent options.
Let us now motivate the introduction of our novel pricing algorithm. Even in the classical
Black, Scholes, and Merton [17, 18] framework, when pricing financial derivatives the actual
analytical tractability is limited to plain vanilla call and put options and to few other cases
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(for instance, see the discussion in [29, 30]). Such circumstances motivate the quest for general
and reliable pricing algorithms able to handle more complex contingent claims in more realistic
stochastic market models. In this respect the Monte Carlo (MC) approach represents a natural
candidate. Nevertheless, a general purpose implementation of the MC method is known to suffer
from a low rate of convergence. In particular, in order to increase its numerical accuracy, it is
either necessary to draw a large number of paths or to implement tailor-made variance reduction
techniques. Moreover, the standard MC estimator is strongly inefficient when considering out-
of-the-money (OTM) options, since a relevant fraction of sampled paths does not contribute
to the payoff function. For these reasons, we present a novel MC methodology which allows to
effectively reduce the variance of the estimated price. To this end, we proceed as follows. First
we introduce a discrete-time and discrete-space process ̂¯X approximating the continuous time
(and space) process X in Equation (2.1). Then, we propose a MC approach – the backward
Monte Carlo algorithm – to sample paths from ̂¯X and to compute derivative prices.
In particular, we first split the time interval [0, T ] into n equally-spaced subintervals [tk, tk+1],
k ∈ {0, . . . , n − 1}, with t0 = 0, tn = T and we approximate the SDE in Equation (2.1) with
an Euler-Maruyama scheme as follows:{
X¯tk+1 = X¯tk + b(tk, X¯tk)∆t+ σ(tk, X¯tk)
√
∆t Zk ,
X¯t0 = X0 = x0 ,
(2.2)
where (Zk)0≤k≤n−1 is a sequence of i.i.d. standard Normal random variables and ∆t
.
= tk+1−tk =
T/n. Then, we assume that ∀k ∈ {1, . . . , n} each random variable X¯tk in Equation (2.2) can
be approximated by a discrete random variable taking values in Γk
.
= {γk1 , . . . , γkN}, whereas for
t0 we have Γ0 = γ
0 = x0. We denote by
̂¯X tk the discrete-valued approximation of the random
variable X¯tk . In this way we constrain the discrete-time Markov process (
̂¯X tk)1≤k≤n to live on
a multinomial tree. Notice that, by definition |Γk| = N , all k ∈ {1, . . . , n}. Nevertheless, this
is not the most general setting. For instance, within the RMQA framework authors in [23]
perform numerical experiments letting the number of points in the space discretisation grids
vary over time. However, they underline how the complexity in the time varying case becomes
higher as N increases, although the difference in the results is negligible.
In order to define our pricing algorithm, we need the transition probabilities from a node at
time tk to a node at time tk+1, k ∈ {0, . . . , n − 1}, so that in the next section we provide
a detailed description of two different approaches to consistently approximate them. For the
moment, we describe the backward Monte Carlo algorithm assuming the knowledge of both the
multinomial tree (Γk)0≤k≤n and the transition probabilities.
As aforementioned, our final target is the computation at time t0 of the fair price of a
path-dependent option with maturity T > 0. We denote by F its general discounted payoff
function. In particular, it is a function of a finite number of discrete observations. We are not
going to make precise F at this point, we only recall here that in this paper we will focus on
Asian options, up-and-out barrier options and auto-callable options. According to the arbitrage
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pricing theory [31], the price is given by the conditional expectation of the discounted payoff
under the risk-neutral measure Q, given the information available at time t0. By means of the
Euler-Maruyama discretisation, we can approximate the option price as follows:
Et0
[
F(x0, X¯t1 , . . . , X¯tn)
]
=
∫
Rn
F(x0, x1, . . . , xn) p(x0, x1, . . . , xn) dx1 · · · dxn ,
where p(x0, x1, . . . , xn) is the joint probability density function (PDF) of (X¯0, X¯t1 , . . . , X¯tn).
The previous expression can be further approximated exploiting the process ̂¯X and its discrete
nature (recall that Γk = {γk1 , . . . , γkN}):
Et0
[
F(x0, X¯t1 , . . . , X¯tn)
] ' Et0 [F(x0, ̂¯X t1 , . . . , ̂¯X tn)]
=
N∑
i1=1
· · ·
N∑
in=1
F(x0, γ
1
i1
. . . , γnin) P(x0, γ
1
i1
, . . . , γnin),
(2.3)
where
P(x0, γ1i1 , . . . , γ
n
in)
.
= P( ̂¯X t0 = x0, ̂¯X t1 = γ1i1 , . . . , ̂¯X tn = γnin).
Exploiting the Markovian nature of ̂¯X and using Bayes’ theorem, we rewrite the right hand
side of Equation (2.3) in the following, equivalent, way:
N∑
i1=1
· · ·
N∑
in=1
F(x0, γ
1
i1
, . . . , γnin) P(γ
1
i1
|x0) · · ·P(γnin|γn−1in−1), (2.4)
where
P(γk+1ik+1|γkik)
.
= P( ̂¯X tk+1 = γk+1ik+1| ̂¯X tk = γkik), (2.5)
all γkik ∈ Γk and all k ∈ {1, . . . , n− 1}
In order to compute the expression in Equation (2.4), a straightforward application of the
standard MC theory would require the simulation of NMC paths all originating from x0 at time
t0 = 0. The same aforementioned arguments about the lack of efficiency of the MC estimator
for the case of a continuum of state-spaces still hold for the discrete case. However, forcing
each random variable X¯tk , 1 ≤ k ≤ n, to take at most N values leads in general to a reduction
of the variance of the Monte Carlo estimator.
For each tk ∈ {t1, . . . , tn−1} we denote by Πk,k+1 the (N × N)-dimensional matrix whose
elements are the transition probabilities:
Πk,k+1i,j
.
= P(γk+1j |γki ), γki ∈ Γk, γk+1j ∈ Γk+1, and i, j ∈ {1, . . . , N}.
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The key idea behind the backward Monte Carlo algorithm is to express Πk+1,ki,j as a function of
Πk,k+1i,j by applying Bayes’ theorem:
Πk+1,ki,j =
Πk,k+1i,j P
k
i
Pk+1j
(2.6)
where Pki
.
= P( ̂¯X tk = γki |X¯t0 = x0) and Pk+1j .= P( ̂¯X tk+1 = γk+1j |X¯t0 = x0). Iteratively, we
recover all the transition probabilities which allow us to go through the multinomial tree in
a backward way from each terminal point to the initial node x0. In particular, relation in
Equation (2.6) permits to re-write the joint probability appearing in Equation(2.3) and then
in Equation (2.4) as
P(x0, γ1i1 , . . . , γ
n
in) = P(γ
1
i1
|x0) · · ·P(γnin|γn−1in−1) =
(
n−1∏
k=0
Πk+1,kik+1,ik
)
Pnin .
Consistently, we obtain the following proposition, containing the core of our pricing algorithm:
Proposition 1. The price of a path-dependent option with discounted payoff F,
Et0
[
F(x0, X¯t1 , . . . , X¯tn)
]
, can be approximated by:
Et0
[
F(x0,
̂¯X t1 , . . . , ̂¯X tn)] = N∑
in=1
Pnin
N∑
i1=1
· · ·
N∑
in−1=1
(
n−1∏
k=0
Πk+1,kik+1,ik
)
F(x0, γ
1
i1
, . . . , γnin)
.
=
N∑
in=1
PninF(x0, γnin),
where F(x0, γnin) is the expectation of the payoff function F with respect to all paths starting at
x0 and terminating at γ
n
in.
The expectation F(x0, γnin) can be computed sampling N inMC MC paths from the conditional
law of ( ̂¯X t1 , . . . , ̂¯X tn−1) given x0 and γnin , thus obtaining, at the same time, the error σin as-
sociated to the MC estimator. By virtue of the Central Limit Theorem the errors scale with
the square root of N inMC , so that the larger N
in
MC is, the smaller the error. In particular, if we
indicate with Γ˜n = {γ˜n1 , . . . , γ˜nN+}, with N+ ≤ N , those points of Γn for which the payoff F
is different from zero, we estimate the boundary values corresponding to the 95% confidence
interval for the derivative price as
N+∑
in=1
Pnin
̂F(x0, γ˜nin)± 1.96
√√√√ N+∑
in=1
(Pninσin)
2 , (2.7)
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where ̂F(x0, γ˜nin) corresponds to the Monte Carlo estimator of F(x0, γ˜nin). It is worth noticing
that the error in Equation (2.7) does not take into account the effect of finiteness of Γ˜n.
A sizeable variance reduction results from having split the n sums in Equation (2.4) into the
external summation over the points of the deterministic grid Γ˜n and the evaluation of an
expectation of the payoff with fixed initial and terminal points. This procedure corresponds
to the variance reduction technique known as stratified sampling MC [14]. In particular, in
[14] authors prove analytically that the variance of the MC estimator without stratification
is always greater than or equal to that of the stratified one. As pointed out in [14] stratified
sampling involves consideration of two issues: (i) the choice of the points in Γn and the allocation
N inMC , in ∈ {1, . . . , N}, (ii) the generation of samples from ̂¯X conditional on ̂¯X tn ∈ Γn and on̂¯X t0 = γ0. Our procedure resolves both these points. Precisely, once selected Γ˜n, the Backward
Monte Carlo algorithm allows us to choose the number of paths from all the points in Γ˜n,
independently on the value of P nin .
At this point, two are the main ingredients needed in order to compute the quantities in
Equation (2.7): (i) the transition probabilities, (ii) the fast backward simulation of the procesŝ¯X. For both purposes, we introduce ad-hoc numerical procedures. As regards the former point,
we analyse and extend two approaches already present in the literature: the first one is based on
the concept of optimal state-partitioning of a random variable (called stratification in [32] and
quantization in [33]) and employs the RMQA [23, 22]. The second approach provides a recipe
to compute in an effective way the transition probability matrix between any two arbitrary
dates for a piecewise time-homogeneous process [12, 34]. More details on these two methods
will be given in Section 3.
For what concerns the backward simulation, we employ the Alias method introduced in [35].
More specifically, for every k from n − 1 to 1, the (backward) simulation of ̂¯X tk conditional
on { ̂¯X tk+1 = γk+1j } is equivalent to sampling at each time tk+1 from a discrete non-uniform
distribution with support Γk and probability mass function equal to the j-th row of Π
k+1,k.
Given the discrete distribution, a na¨ıve simulation scheme consists in drawing a uniform random
number from the interval [0, 1] and recursively search over the cumulative sum of the discrete
probabilities. However, in this case the corresponding computational time grows linearly with
the number N of states. The Alias method, instead, reduces this numerical complexity to O(1)
by cleverly pre-computing a table – the Alias table – of size N . We base our implementation
on this method, which enables a large reduction of the MC computation time. A more detailed
description of the Alias method can be found at www.keithschwarz.com.
3 Recoverying the transition probabilities
We present the two approaches used for the approximation of the transition probabilities of
a discrete-time Markov Chain. The RMQA is described and extended in Section 3.1. In
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particular, we first provide a brief overview on optimal quantization of a random variable and
then we propose an alternative implementation of the RMQA . The LTSA is presented in
Section 3.2, where we also provide a brief introduction on Markov processes and generators.
3.1 A quantization based algorithm
The reader who is familiar with quantization can skip the following subsection.
3.1.1 Optimal quantization
We present here the concept of optimal quantization of a random variable by emphasizing its
practical features, without providing all the mathematical details behind it. A more extensive
discussion can be found e.g. in [27, 36, 37, 38].
Let X¯ be a one-dimensional continuous random variable defined on a probability space
(Ω,F ,P) and PX¯ the measure induced by it. The quantization of X¯ consists in approximating
it by a one-dimensional discrete random variable ̂¯X. In particular, this approximation is defined
by means of a quantization function qN of X¯, that is to say
̂¯X .= qN(X¯), defined in such a
way that ̂¯X takes N ∈ N+ finitely many values in R. The finite set of values for ̂¯X, denoted
by Γ ≡ {γ1, . . . , γN}, is the quantizer of X¯, while the image of the function qN is the related
quantization. The components of Γ can be used as generator points of a Voronoi tessellation
{Ci(Γ)}i=1,...,N . In particular, one sets up the following tessellation with respect to the absolute
value in R
Ci(Γ) ⊂ {γ ∈ R : |γ − γi| = min
1≤j≤N
|γ − γj|} ,
and the associated quantization function qN is defined as follows:
qN(X¯) =
N∑
i=1
γi1 Ci(Γ)(X¯) .
Notice that in our setting, we are going to quantize the random variables (X¯tk)0≤k≤n intro-
duced in Equation (2.2).
Such a construction rigorously define a probabilistic setting for the random variable ̂¯X ,
by exploiting the probability measure induced by the continuous random variable X¯. The ap-
proximation of X¯ through ̂¯X induces an error, whose L2 version – called L2-mean quantization
error – is defined as
‖X¯ − qN(X¯)‖2 .=
√
E
[
min
1≤i≤N
|X¯ − γi|2
]
. (3.1)
The expected value in Equation (3.1) is computed with respect to the probability measure
which characterizes the random variable X¯. The purpose of the optimal quantization theory
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is finding a quantizer1 indicated by Γ∗, which minimizes the error in Equation (3.1) over all
possible quantizers with size at most N .
From the theory (see, for instance [36]) we know that the mean quantization error vanishes
as the grid size N tends to infinity and its rate of convergence is ruled by Zador theorem.
However, computationally, finding explicitly Γ∗ can be a challenging task. This has motivated
the introduction of sub-optimal criteria linked to the notion of stationary quantizer [37]:
Definition A quantizer Γ ≡ {γ1, . . . , γN} inducing the quantization qN of the random variable
X¯ is said to be stationary if
E
[
X¯|qN(X¯)
]
= qN(X¯) . (3.2)
Remark 1. An optimal quantizer is stationary, the vice-versa does not hold true in general
(see, for instance [37]).
In order to compute optimal (or sub-optimal) quantizers, one first introduces a notion of
distance between a random variable X¯ and a quantizer Γ
d(X¯,Γ)
.
= min
1≤i≤N
|X¯ − γi| ,
and then one considers the so called distortion function
D(Γ)
.
= E
[
d(X¯,Γ)2
]
= E
[
min
1≤i≤N
|X¯ − γi|2
]
=
N∑
i=1
∫
Ci(Γ)
|ξ − γi|2 dPX¯(ξ) . (3.3)
It can be shown (see, for instance [37]) that the distortion function is continuously differentiable
as a function of Γ. In particular, it turns out that stationary quantizers are critical points of
the distortion function, that is, a stationary quantizer Γ is such that OD(Γ) = 0.
Several numerical approaches have been proposed in order to find stationary quantizers (for a
review see [38]). These approaches can be essentially divided into two categories: gradient-based
methods and fixed-point methods. The former class includes the Newton-Raphson algorithm,
whereas the second category includes the Lloyd I algorithm [19]. More specifically, the Newton-
Raphson algorithm requires the computation of the gradient, OD(Γ), and of the Hessian matrix,
O2D(Γ), of the distortion function. The Lloyd I algorithm, on the other hand, does not require
the computation of the gradient and Hessian and it consists in a fixed-point algorithm based
on the stationary Equation (3.2).
3.1.2 The Recursive Marginal Quantization Algorithm
The RMQA is a recursive algorithm, which has been recently introduced by G. Page`s and A.
Sagna in [23]. It consists in quantizing the stochastic process X in Equation (2.1) by working
1In one dimension the uniqueness of the optimal N quantizer is guaranteed if the distribution of X¯ is
absolutely continuous with a log-concave density function [37].
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on the (marginal) random variables X¯tk , all k ∈ {1, . . . , n} in (2.2). The key idea behind
the RMQA is that the discrete-time Markov process X¯ = (X¯tk)0≤k≤n in Equation (2.2) is
completely characterized by the initial distribution of X¯t0 and by the transition probability
densities. We indicate by ̂¯X tk the quantization of the random variable X¯tk and by D¯(Γk) the
associated distortion function.
Remark 2. The process ̂¯X = ( ̂¯X tk)0≤k≤n is not, in general, a discrete-time Markov Chain.
Nevertheless, it is known (see, for instance [38]) that there exists a discrete-time Markov Chain,̂¯Xc .= ( ̂¯Xctk)0≤k≤n, with initial distribution and transition probabilities equal to those of ̂¯X.
Hence, throughout the rest of the paper, when we will write “discrete-time Markov Chain”
within the Recursive Marginal Quantization framework we will refer, by tacit agreement, to the
process ̂¯Xc.
Here we give a quick drawing of the RMQA . First of all, one introduces the Euler operator
associated to the Euler scheme in Equation (2.2):
Ek(x,∆t;Z) .= x+ b(tk, x)∆ + σ(tk, x)
√
∆t Z
where Z ∼ N (0, 1), so that, from (2.2), X¯tk+1 = Ek(X¯tk ,∆t;Zk).
Lemma 1. Conditionally on the event {X¯tk = x}, the random variable X¯tk+1 is a Gaussian
random variable with mean mk(x) = x+ b(tk, x)∆ and standard deviation vk(x) =
√
∆σ(tk, x),
all k = 1, . . . , n− 1.
Proof. It follows immediately from the equality X¯tk+1 = Ek(X¯tk ,∆t;Zk), given that Zk is a
standard normal random variable.
At this point, one writes down the following crucial equalities:
D¯(Γk+1) = E
[
d(X¯tk+1 ,Γk+1)
2
]
= E
[
E
[
d(X¯tk+1 ,Γk+1)
2|X¯tk
]]
= E
[
d(Ek(X¯tk ,∆t;Zk),Γk+1)2
]
,
(3.4)
where (Zk)0≤k≤n is a sequence of i.i.d. one-dimensional standard normal random variables. As
said, stationary quantizers are zeros of the gradient of the distortion function. By definition,
the distortion function D¯(Γk+1) depends on the distribution of X¯tk+1 , which is, in general,
unknown. Nevertheless, thanks to Lemma 1, the distortion in Equation (3.4) can be computed
explicitly. Equation (3.4) is the essence of the RMQA . More precisely, one starts setting
the quantization of X¯t0 to x0, namely qN(X¯t0) = x0. Then, one approximates X¯t1 with X˜t1
.
=
E0(x0,∆t;Z1) and the distortion function associated to X¯t1 with that associated to X˜t1 , namely
D¯(Γ1) ≈ D˜(Γ1) .= E [d(E0(x0,∆t;Z1),Γ1)2]. Then, one looks for a stationary quantizer Γ1 by
searching for a zero of the gradient of the distortion function, using either Newton-Raphson or
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Lloyd I method. The procedure is applied iteratively at each time step tk, 1 ≤ k ≤ n, leading
to the following sequence of stationary (marginal) quantizers:
̂˜
X t0
.
= X¯t0 ,̂˜
X tk = qN(X˜tk) and X˜tk+1 = Ek( ̂˜X tk ,∆t;Zk+1) ,
(Zk)1≤k≤n i.i.d. Normal random variables independent from X¯t0 .
In [23] the authors give an estimation of the (quadratic) error bound ‖X¯tk − ̂¯X tk‖2, for fixed
k = 1, . . . , n.
At this point, the approximated transition probabilities (termed companion parameters in [23])
are obtained instantaneously given the quantization grids and Lemma 1. In particular:
Πk,k+1i,j = P(γ
k+1
j |γki ) ≈ P
(
X˜tk+1 ∈ Cj(Γk+1)|X˜tk ∈ Ci(Γk)
)
. (3.5)
In Appendix A we provide the explicit expressions of the distortion function D˜(Γk+1) and
of the approximated transition probabilities P
(
X˜tk+1 ∈ Cj(Γk+1)|X˜tk ∈ Ci(Γk)
)
.
In order to compute numerically the sequence of stationary quantizers (Γk)1≤k≤n in [22, 23]
authors employ the Newton-Raphson algorithm. However, as pointed out in [22], it may become
unstable when ∆t → 0 due to the ill-condition number of the Hessian matrix O2D(Γ). An
alternative approach is based on fixed-point algorithms, such as the Lloyd I method, even
though such method converges to the optimal solution with a smaller rate of convergence
(see [19] for a discussion). For these reason and as original contribution we combine it with a
particular acceleration scheme, called Anderson Acceleration.
3.1.3 The Anderson accelerated procedure
The acceleration scheme, called Anderson acceleration, was originally discussed in Ander-
son [20], and outlined in [21] together with some practical considerations for implementations.
For completeness, in Appendix B we give some details on how the Lloyd I method works when
employed in the RMQ setting.
Now, we discuss the major differences between a general fixed-point algorithm – and its
associated fixed-point iterations – and the same fixed-point method coupled with the Anderson
acceleration. We outline the practical features without giving all the technical details concerning
the numerical implementation of the accelerated scheme (please refer to [21] for an extensive
discussion on this issue).
A general fixed-point problem – also known as Picard problem – and its associated fixed-
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point iteration are defined as follows:
Fixed-point problem : Given g : RN → RN , find Γ ∈ RN s.t. Γ = g(Γ).
Algorithm (Fixed Point Iteration)
Given Γ0,
for l ≥ 0, l ∈ N
set Γl+1 = g(Γl) .
(3.6)
The same problem coupled with the Anderson acceleration scheme is modified as follows:
Algorithm (Anderson acceleration)
Given Γ0 and m ≥ 1 ,m ∈ N,
set Γ1 = g(Γ0),
for l ≥ 1, l ∈ N
set ml = min(m, l)
set Fl = (fl−ml , . . . , fl), where fi = g(Γ
i)− Γi
determine α(l) = (α
(l)
0 , . . . , α
(l)
ml
)T that solves
min
αl∈Rml+1
‖Flα(l)‖2 s.t.
ml∑
i=0
α
(l)
i = 1
set Γl+1 =
ml∑
i=0
α
(l)
i g(Γl−ml+i).
(3.7)
The Anderson acceleration algorithm stores (at most) m user-specified previous function evalua-
tions and computes the new iterate as a linear combination of those evaluations with coefficients
minimising the Euclidean norm of the weighted residuals. In particular, with respect to the
general fixed-point iteration, Anderson acceleration exploits more information in order to find
the new iterate.
In Equation (3.7) Anderson acceleration algorithm allows to monitor the conditioning of the
least squares problem. In particular, we follow the strategy used in [21] where the constrained
least squares problem is first casted in an unconstrained one, and then solved using a QR
decomposition. The usage of the QR decomposition to solve the unconstrained least square
problem represents a good balance of accuracy and efficiency. Indeed, if we name Fl the least
squares problem matrix, it is obtained from its predecessor Fl−1 by adding a new column on
the right. The QR decomposition of Fl can be efficiently attained from that of Fl−1 in O(mlN)
arithmetic operations using standard QR factor-updating techniques (see [39]).
The Anderson acceleration scheme speeds up the linear rate of convergence of the general
fixed-point problem without increasing its computational complexity. More importantly, it
does not suffer the extreme sensitivity of the Newton-Raphson method to the choice of the
initial point (grid). We refer to the numerical experiments in Appendix C for an illustration
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of both the improvement of the Anderson acceleration with respect to the convergence speed
of the fixed point iteration and of the over-performance of Lloyd I method with respect to
the stability of the Newton-Raphson algorithm. Appendix C is by no means intended to be
exhaustive, since it illustrates the performance of the Anderson acceleration algorithm in some
examples.
3.2 The Large Time Step Algorithm
The LTSA is employed to recover the transition probability matrix associated to a time and
space discretisation of a LV model. We start here by recalling some known results about Markov
processes, that will be used in what follows. We work under the following assumption:
Assumption 1. The asset price process X follows the dynamics in Equation (2.1), where the
drift and diffusion coefficients b and σ are piecewise-constant functions of time.
Let us consider the Markov process X in Equation (2.1) and let us denote by p(t
′
, γ
′|t, γ),
with 0 ≤ t < t′ ≤ T and γ, γ′ ∈ R, the transition probability density from state γ at time t to
state γ′ at time t′. Under some non stringent assumptions, it is known that p, as a function of
the backward variables t and γ, satisfies the backward Kolmogorov equation (see [40, 41]):
∂p
∂t
(t′, γ′|t, γ) + (Lp)(t′, γ′|t, γ) = 0 for (t, γ) ∈ (0, t′)× R ,
p(t, γ′|t, γ) = δ(γ − γ′) ,
(3.8)
where δ is the Dirac delta and L is the infinitesimal operator associated with the SDE (2.1),
namely a second order differential operator acting on functions f : R+ × R → R belonging to
the class C1,2 and defined as follows:
(Lf)(t, γ) = b(t, γ)∂f
∂γ
(t, γ) +
1
2
σ2(t, γ)
∂2f
∂γ2
(t, γ) . (3.9)
The solution to Equation (3.8) can be formally written as
p(t
′
, γ
′ |t, γ) = e(t′−t)Lp(t, γ). (3.10)
The LTSA consists in approximating the transition probabilities relative to a discrete-time
finite-state Markov chain approximation of X using Equation (3.10). We report now a simple
example to clarify how the LTSA works.
Example 1. Consider for example the case when b and σ in Equation (2.1) are defined as:
b(t,Xt) = b1(Xt)1 [0,T1](t) + b2(Xt)1 [T1,T2](t) ,
σ(t,Xt) = σ1(Xt)1 [0,T1](t) + σ2(Xt)1 [T1,T2](t) ,
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where T1 and T2 = T are two target maturities and b1, b2, σ1, σ2 suitable functions. The transi-
tion probabilities in this case are explicitly given. In particular, if we denote by L1Γ and L2Γ the
infinitesimal Markov generators of the Markov chain approximation of X in [0, T1] and [T1, T2]
respectively, the transition probabilities between any two arbitrary dates t and t′ are given by:
e(t
′−t)L1Γ for 0 ≤ t ≤ t′ ≤ T1 ,
e(T1−t)L
1
Γe(t
′−T1)L2Γ for 0 ≤ t ≤ T1 ≤ t′ ≤ T2 ,
e(t
′−t)L2Γ for T1 ≤ t ≤ t′ ≤ T2 .
In real market situations the above assumption on b and on σ is not at all restrictive, as we are
going to see in Section 4.
Let us now give more details on the algorithm. First of all, once a time discretisation grid
{u0, u1, . . . , um} has been chosen (think for example to the calibration pillars or to the expiry
dates of the calibration dates of vanilla options), we need to obtain the space discretisation
grids Γk, 0 ≤ k ≤ m. Here these grids do not stem from the minimization of any distortion
function, since they are defined quite flexibly as follows:
Γ0 ≡ x0 and Γk ≡ Γ .= {γ1, . . . , γN}, k = 1, . . . ,m.
This represents a major difference with respect to the RMQA .
Then, the method consists in discretizing, opportunely, the Markov generator L and in
calculating, in an effective and accurate way, the transition probabilities. As regards the dis-
cretisation, [25] gives a recipe to construct the discrete counterpart of L – denoted by LΓ – so
that the Markov chain approximation of X converges to the continuous limit process in a weak
or distributional sense [24]. In particular, LΓ corresponds to the discretisation of Equation (3.9)
through an explicit Euler finite difference approximation of the derivatives [42]. In Appendix
D we provide more details on the discretisation of L.
Once LΓ is constructed, one writes a (matrix) Kolmogorov equation for the transition prob-
ability matrix. In particular, using operator theory [34], the transition probability matrix
between any two arbitrary dates uk and uk′ with 0 ≤ uk < uk′ ≤ T can be expressed as a
matrix exponential.
Remark 3. The piecewise time-homogeneous feature of the process X plays a crucial role as
regards the computational burden required to compute the transition probability matrix. Indeed,
in case of time-dependent drift and volatility coefficient, it can no longer be expressed, in a
straightforward way, as the exponential of the (time-dependent) Markov generator LΓ (see, for
instance [43]).
The LTSA is computationally convenient with respect to the RMQA when pricing path-
dependent derivatives whose payoff specification requires the observation of the asset price on
a pre-specified set of dates, for example, {u0, u1, . . . , um}. Indeed, in this case we first calculate
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Figure 1: Example of one Monte Carlo path sampled with the LTSA with u1 = t1, u2 = t3, and
u3 = t5.
off-line the m transition matrices as in Equation (1), then we price the derivative products via
Monte Carlo with coarse-grained resolution. In Figure 1 we plot an example of a possible path
corresponding to the case m = 3. This major difference between RMQA and LTSA becomes
more evident looking at Figures 2 and 3, where we plot, respectively, a Monte Carlo simulation
connecting the initial point x0 with a random final point
̂¯X t5 , and a direct jump to date
simulation to random points ̂¯X tk with k = 1, . . . , 5, respectively.
Figure 2: Example of one Monte Carlo path sampled with RMQA over a time-grid computed
with six time buckets.
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Figure 3: Example of direct transitions from the initial point x0 to random points
̂¯X tk with
k = 1, . . . , 5 computed with the RMQA .
We underline that, both the RMQA and the LTSA enable the computation of the price of
vanilla options by means of a straightforward scalar product. Indeed, the price of a vanilla call
option with strike K and maturity T = tm can be computed as follows
N∑
i=1
P(γmi |x0)(γmi −K)+ .
3.2.1 LTSA implementation: more technical details
In order to compute effectively and accurately a matrix exponential and so recover the transition
probability for the LTSA , we use the so called Scaling and Squaring method along with Pade`
approximation. In particular, we implement the version of the method proposed by Higham in
[44] because it outperforms, both in efficiency and accuracy, previous implementations proposed
in [45] and [46]. We now give a brief drawing of the algorithm implemented in [44], outlining
its practical features but without giving all the mathematical details behind it. For a more
extensive analysis on the method we refer to the original paper. Besides, we refer to [47] for an
extensive description of Pade` approximation.
The Scaling and Squaring algorithm exploits the following trivial property of the exponential
function:
eL˜Γ =
(
e
L˜Γ
β
)β
, (3.11)
where (tk˜ − tk)LΓ .= L˜Γ, together with the fact that eL˜Γ is well approximated by a Pade`
approximation near the origin, that is for small ‖L˜Γ‖, where ‖ · ‖ is any subordinate matrix
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norm. In particular, Pade` approximation estimates eL˜Γ with the ratio between two (matrix)
polynomials of degree 13. The mathematical elegance of the Pade` approximation is enhanced
by the fact that the two approximating polynomial are known explicitly.
The main hint of the Scaling and Squaring method is to choose β in Equation (3.11) as an
integer power of 2, β = 2n say, so that L˜Γ/β has norm of order 1, to approximate eL˜Γ/β by a
Pade` approximation, and then to compute eL˜Γ by repeating squaring n times. In particular, we
define δt
.
= (tk′− tk)/2n. We use Pade` approximation because of the usage of the explicit Euler
Scheme for the discretisation of L (see Appendix D). Indeed, one needs to impose the so called
Courant condition for the matrix δtLΓ. The Courant condition requires that ‖δLΓ‖∞ < 1. This
translates into the following stringent condition for δt
δt <
1
2
(∆γ)2
σ(γi)
, ∀ 1 ≤ i ≤ N .
The usage of the Pade` approximation permits to relax the last constraint. In particular, the
implementation in [44] allows ‖δLΓ‖∞ to be much larger.
4 Financial applications
In this final section we present and discuss how results achieved in the previous Sections 2
and 3 can be applied to finance, and in particular to option pricing in the FX market, where
spot and forward contracts, along with vanilla and exotic options are traded (see, for instance
[48] for a broad overview on FX market). In particular, we consider the following types of
path-dependent options: (i) Asian calls, (ii) up-and-out barrier calls, (iii) automatic callable
(or auto-callabe). We choose two different models for the underlying EUR/USD FX rate: a LV
model as a benchmark and the Constant Elasticity of Variance model (henceforth CEV) [49],
coming from the academic literature.
4.1 Model and payoff specifications
Let us first introduce some notations relative to the LV model and to the CEV model. Recall
that we have assumed in Section 2 deterministic interest rates. Moreover, we indicate by
Xt the spot price at time t of one EUR expressed in USD and by Xt(T ) the corresponding
forward price at time t for delivery at time T . We introduce the so-called normalized spot
exchange rate xLVt
.
= Xt/X0(t), all t ∈ [0, T ] (where the superscript “LV” clearly stands for
Local Volatility)and we suppose that the process xLV
.
= (xLVt )t∈[0,T ] follows the SDE{
dxLVt = x
LV
t η(t, x
LV
t ) dWt ,
xLV0 = 1 .
Hence, in this LV model, xLV corresponds to the underlying process X introduced in Section
2, and besides making reference to Equation (2.1) we have b(t, xLVt ) = 0 and σ(t, x
LV
t ) =
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η(t, xLVt )x
LV
t , where η : [0, T ] × R → R+ corresponds to the local volatility function. Specifi-
cally, it is a cubic monotone spline for fixed t ∈ [0, T ] (see [50] for an overview on interpolation
technique) with flat extrapolation. The set of points to be interpolated is determined numer-
ically during the calibration procedure2. In particular, this procedure leads to a piecewise
time-homogeneous dynamics for the process xLV .
As a second example we consider the CEV, i.e., we assume that the asset price process X
follows a CEV dynamics {
dXt = rXt dt+ σX
α
t dWt ,
X0 = x0 ∈ R+ ,
where r ∈ R+ is the risk-free interest rate, σ ∈ R+ is the volatility, and α > 0 is a constant
parameter.
Then, given a time discretisation grid {0 = t0, t1, . . . , tn = T} on [0, T ] as in Section 2 and
making reference to the Euler-Maruyama scheme in Equation (2.2) we consider the unidimen-
sional payoff specifications below. In particular, we compute the price at time t0 = 0.
i) Asian calls. The discounted payoff function of a discretely monitored Asian call option
is
FA(X¯0, . . . , X¯tn)
.
= e−r(tn−t0) max
(
1
n+ 1
n∑
i=0
X¯ti −K, 0
)
,
where K is the strike price and T > 0 the maturity.
ii) Up-and-out barrier calls. We consider barrier options of European style. The dis-
counted payoff at maturity T > 0 of an up-and-out barrier call is given by:
e−r(tn−t0) max(XT −K, 0)1 {τ>T} (4.1)
where K is the strike price, τ
.
= inf{t ≥ 0 : Xt ≥ B} and B is the upper barrier.
It is known – see for instance [15] – that, whenever we discretise the continuous time
discounted payoff in Equation (4.1) by defining
FB(X¯t0 , . . . , X¯tn)
.
= e−r(tn−t0) max(X¯tn −K, 0)
n∏
k=0
1 {X¯tk<B} ,
we overestimate the price of the option. Actually, we do not take into account the
possibility that the asset price could have crossed the barrier for some t ∈ (tk, tk+1),
0 ≤ k ≤ n−1. In [14, 15] the authors propose a strategy to obtain a better approximation
2We use the calibration procedure proposed in [12] and refined in [13]. This procedure is particularly robust.
Indeed, the resulting local volatility surface is ensured to be a smooth function of the spot. The data set is
available upon requests.
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of the price of the option in Equation (4.1) when employing MC simulation. It consists
in checking, at each time step tk = k∆t, 0 ≤ k ≤ n − 1, and for all the MC paths l,
1 ≤ l ≤ NMC , whether the simulated path X¯(l)tk has reached the barrier B or not. So, first
one computes the probability
p
(l)
k
.
= 1− exp
[
− 2
σk∆t
(B − X¯(l)tk )(B − X¯(l)tk+1)
]
,
with σk the diffusive coefficient of the underlying asset price in (tk, tk+1), then one sim-
ulates a random variable from a Bernoulli distribution with parameter 1 − p(l)k : if the
outcome is favourable the barrier has been reached in the interval (tk, tk+1) and the price
associated to the l-th path is zero. Otherwise, the simulation is carried on to the step fur-
ther. Consistently, the adjusted discounted payoff for a discretely monitored up-and-out
call barrier option reads:
e−r(tn−t0) max(X¯tn −K, 0)
n−1∏
k=0
pk .
iii) Automatic callable (or auto-callable)3. The discounted payoff of an auto-callable
option with unitary notional is given by{
e−r(t
c
i−t0)Qi if X¯tcj < X0b ≤ X¯tci for all j < i ,
e−r(tn−t0)Xtn
X0
if X¯tci < X0b for all i = 1, . . . ,m ,
where {tc1, . . . , tcm} is a set of pre-fixed call dates, b > X0 is a pre-fixed barrier level, and
{Q1, . . . , Qm} is a set of pre-fixed coupons. The set of call dates {tc1, . . . , tcm} does not
coincide with the set of times of the Euler scheme discretisation {t0, . . . , tn}. In particular,
the latter has finer time resolution grid.
We show in Section 4.2 that all previous payoffs can be priced efficiently by using our novel
algorithm, i.e., by reverting the Monte Carlo paths and simulating them from maturity back
to the initial date.
4.2 Numerical results and discussion
Let us introduce some terminology that we will use in the summary Tables of our numerical
results. In particular, we will termed: (i) Euler Scheme prices obtained via a Monte Carlo
procedure on the process X¯, (ii) Forward prices obtained via a forward Monte Carlo procedure
on ̂¯X from the starting date to the maturity, (iii) Backward prices computed through the
3They were first issued in the U.S. by BNP Paribas in August 2003 as cited for instance in [51].
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Backward Monte Carlo algorithm, and finally, (iv) the Benchmark price is an Euler Scheme
price (in case of Asian call and up-and-out barrier call options) or a Forward price (in case
of auto-callable option) whose estimation error is negligible respect to the significant digits
reported. Besides, in brackets we will report the numerical estimation error corresponding to
one standard deviation.
Let us now stress some aspects related to the implementation of the backward Monte Carlo
algorithm along with the procedures described in Sections 3.1 and 3.2.
In order to have a meaningful comparison between Euler Scheme and Backward prices and
between Forward and Backward prices, for each of the N+ points γ˜nin ∈ Γ˜n we generate N inMC
random paths in such a way that N inMC × N+ = NMC , where NMC indicates the number of
simulations employed to compute either Euler Scheme or Forward prices. The choice of the
final domain of integration Γ˜n depends on the payoff specification. In particular, Γ˜n
.
= {γni ∈
Γn : K ≤ γni ≤ B} when pricing up-and-out call barrier options and Γ˜n = Γn when pricing
In-The-Money (ITM), At-The-Money (ATM), Out-The-Money (OTM) Asian call options and
auto-callable options. Concerning the granularity of the state-space discretisation we fix the
cardinality of the quantizers Γk, 1 ≤ k ≤ n, to 100. With this value the error on vanilla call
option prices, computed as
|σmkt − σalg| (4.2)
is less than or equal to five basis point (recall that 1 bp = 10−4), where in Equation (4.2),
σmkt is the market implied volatility, whereas σalg is the implied volatility computed by the
backward Monte Carlo algorithm.
The stopping criteria for the RMQA corresponds to ‖Γl+1k − Γlk‖ ≤ 10−5, 1 ≤ k ≤ n, where
Γlk is the quantizer computed by the algorithm at time tk ∈ {t1, . . . , tn} at the l-th iteration.
Moreover, in the Backward Monte Carlo algorithm case, for each point in Γ˜n we generate
N inMC = NMC ÷ |N+| = 104 ÷ |Γ˜n| random paths. Let us now come to the discussion of the
numerical results.
In Table 1 we report up-and-out barrier call option prices for both LV and CEV, as well
as their relative estimation errors. In order to test the performances of our algorithm we
price ITM, ATM and OTM options. In particular, for both models the initial spot price is
X¯0 = 1.36. This value corresponds to the value of the EUR/USD exchange rate at pricing date
(23-June-2014). Besides, for both dynamics the value of the pair strike-barrier, (K,B), is set
to (1.35, 1.39), (1.36, 1.39) and to (1.37, 1.39) for ITM, ATM and OTM up-and-out call barrier
options respectively. The maturity T is 6 months and the number of Euler steps is n = 51. For
CEV model we fix α = 0.5 and r = 0.32% (the latter corresponds to the value of the 6 months
domestic interest rates implied by the forward USD curve at pricing date). Instead, as regards
the parameter σ we vary it from σ = 5% to σ = 20% with steps ∆σ = 5%.
Panel A of Table 1 compares the efficiency of the Euler Scheme Monte Carlo with that of
the Backward Monte Carlo for the Local Volatility dynamics. Panel B, instead, compares
the efficiency of the two algorithms for the CEV dynamics. For both models the Backward
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Monte Carlo algorithm exhibits better performances than the Euler Scheme Monte Carlo. More
precisely, for LV the ratio between the estimation error of the Euler Scheme MC and that of
the Backward MC, henceforth Error ratio, is 2.2, 2.5 and 3.1 for ITM, ATM and OTM options
respectively. As regards the CEV model, Figure 4 summarizes the results. In particular, gain in
efficiency is more evident if we increase the value of the parameter σ. Intuitively, this happens
because the probability for the price paths to hit the barrier B over the life of the option
increases with the increasing of σ. Moreover, for a fixed value of σ gain in efficiency is more
evident when pricing OTM options. This happens because for OTM options a relevant number
of forward paths do not contribute to the payoff and, in order to increase the pricing accuracy
of the Euler Scheme MC, it would be necessary to force paths to sample the region in which
the payoff is different from zero, namely between the strike K and the barrier B.
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Figure 4: Plot of the Error ratio as a function of the parameter σ for CEV model when
pricing up-and-out barrier call option. The initial spot price is X¯0 = 1.36, whereas the pair
strike-barrier is set to (1.35, 1.39), (1.36, 1.39), (1.37, 1.39) for ITM, ATM and OTM options
respectively.
In Table 2 we compare performances of the Euler Scheme Monte Carlo with those of the
Backward Monte Carlo when pricing Asian call options, for both LV and CEV model. We set
X¯0 = 1.36. As done for up-and-out barrier call we test the efficiency of our novel algorithm
when pricing ITM (K = 1.35), ATM (K = 1.36) and OTM (K = 1.37) options. The maturity
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Up-and-out barrier call
Algorithm ITM ATM OTM
Panel A Local Volatility model
Euler Scheme 1.063E-3 (3.8E-5) 4.54E-4 (2.2E-5) 1.41E-4( 1E-5)
Backward 1.064E-3 (1.7E-5) 4.67E-4 ( 9E-6) 1.45E-4( 3E-5)
Benchmark 1.055E-3 4.58E-4 1.44E-4
Panel B CEV model
σ = 5%
Euler Scheme 2.431E-3 (6.7E-5) 1.133E-3 (4.1E-5) 3.11E-4 (1.7E-5)
Backward 2.500E-3 (3.1E-5) 1.116E-3 (1.6E-5) 3.49E-4 (6E-6)
Benchmark 2.501E-3 1.073E-3 3.49E-4
σ = 10%
Euler Scheme 4.53E-4 (3.0E-5) 1.86E-4 (1.8E-5) 5.31E-5 (7.5E-6)
Backward 3.94E-4 (1.0E-5) 1.69E-4 ( 5E-6) 5.39E-5 (1.8E-6)
Benchmark 4.03E-4 1.70E-4 5.49E-5
σ = 15%
Euler Scheme 1.32E-4 (1.6E-5) 5.59E-5 (9.1E-6) 1.48E-5 (4.0E-6)
Backward 1.28E-4 (5 E-6) 5.57E-5 (2.3E-6) 1.64E-5 ( 8E-7)
Benchmark 1.19E-4 5.56E-5 1.64E-5
σ = 20%
Euler Scheme 4.85E-5 (9.3E-6) 2.91E-5 (6.8E-6) 6.2E-7 ( 4.4E-7)
Backward 5.80E-5 (2.6E-6) 2.53E-5 (1.2E-6) 8.1E-7 ( 5E-8)
Benchmark 5.52E-5 2.43E-5 7.5E-7
Table 1: Numerical values for Euler Scheme and Backward prices for an up-and-out barrier
call option for both LV and CEV model. Errors correspond to one standard deviation. The
initial spot price is X¯0 = 1.36, whereas the pair strike-barrier is set to (1.35, 1.39), (1.36, 1.39),
(1.37, 1.39) for ITM, ATM and OTM options respectively.
T is 6 months and n = 51. Also in this case, for CEV model we fix the value of the risk-
free rate r = 0.32% and of α = 0.5, and we vary the value of σ from 5% to 20% with steps
∆σ = 5%. Results for the LV dynamics are reported in Panel A of Table 2, whereas Panel B
reports the results for the CEV. Table 2 suggests that the strategy of reverting the MC paths
and simulating them from maturity back to starting date is an effective alternative to Euler
MC also for Asian call options. In this case the improvement in efficiency derives from the
fact that with Backward MC we decide the number of paths to sample from each of the final
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points in Γn, sampling efficiently also those regions that are infrequently explored by the price
process because of its diffusive behaviour. Figure 5 suggests that the importance of this feature
is more evident when pricing OTM options. Besides, the Error ratio is almost constant across
the value of σ for a fixed scenario (ITM, ATM or OTM).
Asian call
Algorithm ITM ATM OTM
Panel A Local Volatility model
Euler Scheme 0.013628 (0.000161) 0.009444 (0.000142) 0.006194 (0.000142)
Backward 0.013582 (0.000107) 0.009384 (0.000092) 0.006124 (0.000092)
Benchmark 0.013590 0.009398 0.006170
Panel B CEV model
σ = 5%
Euler Scheme 0.015964 (0.000174) 0.009851 (0.000143) 0.005826 (0.000109)
Backward 0.015904 (0.000105) 0.010014 (0.000085) 0.005565 (0.000065)
Benchmark 0.015989 0.010038 0.005634
σ = 10%
Euler Scheme 0.024682 (0.000321) 0.019681 (0.000288) 0.014780 (0.000251)
Backward 0.024709 (0.000190) 0.019164 (0.000171) 0.015021 (0.000150)
Benchmark 0.024927 0.019448 0.014921
σ = 15%
Euler Scheme 0.033764 (0.00056) 0.028335 (0.000424) 0.024203 (0.000391)
Backward 0.034160 (0.00033) 0.028896 (0.000232) 0.024132 (0.000236)
Benchmark 0.033991 0.028867 0.024011
σ = 20%
Euler Scheme 0.043553 (0.000604) 0.037880 (0.000554) 0.033989 (0.000542)
Backward 0.043117 (0.000363) 0.037653 (0.000341) 0.033234 (0.000317)
Benchmark 0.043276 0.033366 0.033367
Table 2: Numerical values for Euler Scheme and Backward prices for an Asian call option for
both LV and CEV model. Errors correspond to one standard deviation.
In Table 3 we report prices of an auto-callable option for LV. In this case, we compare the
Backward MC with the Forward MC. The Euler Scheme MC is ineffective for payoffs specifica-
tions which depend on the observation of the underlying on a pre-specified set of dates (such as
auto-callable and European). The multinomial tree and the transition probability matrices are
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Figure 5: Plot of the Error ratio as a function of the parameter σ for CEV model when pricing
Asian call option. The initial spot price is X¯0 = 1.36, whereas the strike is set to 1.35, 1.36,
1.37 for ITM, ATM and OTM options respectively.
recovered by means of the LTSA . In order to compare the two MC methodologies we fix a set
of call-dates {tc1, . . . , tc4} and a set of pre-fixed coupon {Q1, . . . , Q4} and we vary the value of the
barrier b. Precisely, {t1, . . . , t4} = {1, 3, 6, 12} months, {Q1, . . . , Q4} = {5%, 10%, 15%, 20%}
with unitary notional, and b ∈ {X¯0, 1.05X¯0, 1.1X¯0}. As usual, at pricing date the EUR/USD
exchange rate is X¯0 = 1.36. Results in Table 3 show that the improvement on efficiency linked
to the simulation of the paths backward from maturity to starting date increases with the in-
crease of the value of the barrier b (in real market usually one has b > X¯0). In particular, the
ratio between the estimation error of the Forward MC and that of the Backward MC is ≈ 0.8,
≈ 2 and ≈ 5.5 for b = X¯0, b = 1.05X¯0 and b = 1.1X¯0 respectively. Intuitively, this happens
because an increase in the value of the barrier b makes the early exercise of the option less
probable. In particular, a larger number of paths will reach the final domain of integration.
So, thanks to our method we can sample with a predetermined number of paths regions in this
domain that are infrequently explored by the price process.
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Auto-callable options
Barrier b b = X¯0 b = 1.05X¯0 b = 1.1X¯0
Algorithm Local Volatility model
Forward 0.04107 (0.00056) 0.01902 (0.00074) 0.00447 (0.00058)
Backward 0.04099 (0.00072) 0.01856 (0.00039) 0.00377 (0.00011)
Benchmark 0.04099 0.01820 0.00357
Table 3: Numerical values for Forward and Backward prices for an auto-callable option for LV
model. Errors correspond to one standard deviation.
5 Conclusion
In this paper, we present a novel approach – termed backward Monte Carlo – to the Monte
Carlo simulation of continuous time diffusion processes. We exploit recent advances in the
quantization of diffusion processes to approximate the continuous process with a discrete-time
Markov Chain defined on a finite grid of points. Specifically, we consider the Recursive Marginal
Quantization Algorithm and as a first contribution we investigate a fixed-point scheme – termed
Lloyd I method with Anderson acceleration – to compute the optimal grid in a robust way. As
a complementary approach, we consider the grid associated with the explicit scheme approxi-
mation of the Markov generator of a piecewise constant volatility process. The latter approach
– termed Large Time Step Algorithm – turns out to be competitive in pricing payoff specifi-
cations which require the observation of the price process over a finite number of pre-specified
dates. Both methods – quantization and the explicit scheme – provide us with the marginal
and transition probabilities associated with the points of the approximating grid. Sampling
from the discrete grid backward – from the terminal point to the spot value of the process –
we design a simple but effective mechanism to draw Monte Carlo path and achieve a sizeable
reduction of the variance associated with Monte Carlo estimators. Our conclusion is extensively
supported by the numerical results presented in the final section.
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A The distortion function and companion parameters
We suppose to have access to the quantizer Γk of X˜tk and to the related Voronoi tessellations
{Ci(Γk)}i=1,...,N . We derive an explicit expression for the distortion function D˜(Γk+1) as follows:
D˜(Γk+1) = E
[
d(Ek( ̂˜X tk ,∆t;Ztk+1),Γk+1)2]
=
N∑
i=1
E
[
d(Ek(γki ,∆t;Ztk+1),Γk+1)2
]
P(X˜tk ∈ Ci(Γk))
=
N∑
i=1
N∑
j=1
(mk(γ
k
i )− γk+1j )2(Φ(γk+1,j+(γki ))− Φ(γk+1,j−(γki )))P(X˜tk ∈ Ci(Γk))
− 2
N∑
i=1
N∑
j=1
(mk(γ
k
i )− γk+1j )vk(γki )(ϕ(γk+1,j+(γki ))− ϕ(γk+1,j−(γki )))P(X˜tk ∈ Ci(Γk))
+
N∑
i=1
N∑
j=1
vk(γ
k
i )
2(γk+1,j−(γ
k
i )ϕ(γk+1,j−(γ
k
i ))− γk+1,j+(γki )ϕ(γk+1,j+(γki )))P(X˜tk ∈ Ci(Γk))
+
N∑
i=1
N∑
j=1
vk(γ
k
i )
2(Φ(γk+1,j+(γ
k
i ))− Φ(γk+1,j−(γki )))P(X˜tk ∈ Ci(Γk)) ,
(A.1)
where Φ and ϕ indicate the cumulative distribution function and the probability density func-
tion of a standard Normal random variable, respectively. To simplify notation, in Equation
(A.1), we set for all k ∈ {0, . . . , n− 1} and for all j ∈ {1, . . . , N}
γk+1,j+(γ)
.
=
γk+1j+1/2 −mk(γ)
vk(γ)
and γk+1,j−(γ)
.
=
γk+1j−1/2 −mk(γ)
vk(γ)
where
γk+1j−1/2 ≡
γk+1j + γ
k+1
j−1
2
, γk+1j+1/2 ≡
γk+1j + γ
k+1
j+1
2
, γk+11/2
.
= −∞ , and γk+1N+1/2
.
= +∞ .
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The so-called companion parameters {P(X˜tk ∈ Ci(Γk))}i=1,...,N and {P(X˜tk ∈ Cj(Γk)|X˜tk−1 ∈
Ci(Γk))}j=1,...,N are computed in a recursive way as follows:
P(X˜tk ∈ Ci(Γk)) =
N∑
j=1
(Φ(γk,i+(γ
k−1
j ))− Φ(γk,i−(γk−1j )))P(X˜tk−1 ∈ Cj(Γk−1)) ,
P(X˜tk ∈ Ci(Γk)|X˜tk−1 ∈ Cj(Γk−1)) = Φ(γk,i+(γk−1j ))− Φ(γk,i−(γk−1j )).
B Lloyd I method within the RMQA
We present a brief review of the Lloyd I method within the Recursive Marginal Quantization
framework. Let us fix tk ∈ {t1, . . . , tn} and suppose we have access to the quantizer Γk of
X˜tk and to the associated Voronoi tessellations {Ci(Γk)}i=1,...,N . We want to quantize X˜tk+1 =
Ek( ̂˜X tk ,∆t;Ztk+1) by means of a quantizer Γk+1 ≡ {γk+11 , . . . , γk+1N } of cardinality N . One starts
with an initial guess Γ0k+1 and then one sets recursively a sequence (Γ
l
k+1)l∈N such that
γk+1,l+1j = E
[
X˜tk+1|X˜tk+1 ∈ Cj(Γlk+1)
]
, (B.1)
where l indicates the running iteration number. One can easily check that previous equation
implies that
ql+1N (X˜tk+1) = E
[
X˜tk+1|qlN(X˜tk+1)
]
.
=
(
E
[
X˜tk+1|X˜tk+1 ∈ Ci(Γlk+1)
])
1≤i≤N
,
where qlN is the quantization associated with Γ
l
k+1. It has been proven (see [38, 52])) that
{‖X˜tk+1 − qlN(X˜tk+1)‖2, l ∈ N+} is a non-increasing sequence and that qlN(X˜tk+1) converges
towards some random variable taking N values as l tends to infinity. From Equation (B.1) and
exploiting the idea of RMQA we have
γk+1,l+1j = E
[
X˜tk+1 |X˜tk+1 ∈ Cj(Γlk+1)
]
=
E
[
X˜tk+11 {X˜∈Cj(Γlk+1)}
]
P(X˜tk+1 ∈ Cj(Γlk+1))
=
E
[
E
[
X˜tk+11 {X˜tk+1∈Cj(Γlk+1)}|X˜tk
]]
E
[
E
[
1 {X˜tk+1∈Cj(Γlk+1)}|X˜tk
]]
=
∑N
i=1
E
[
Ek(γki ,∆t;Ztk+1)1 {Ek(γki ,∆t;Ztk+1 )∈Cj(Γlk+1)}
]
P(X˜tk ∈ Ci(Γk))∑N
i=1 P(Ek(γki ,∆t;Ztk+1) ∈ Cj(Γlk+1)P(X˜tk ∈ Ci(Γk))
.
The last term in previous equation is equivalent to the stationary condition in Equation (3.2)
for the quantization qN(X˜tk+1). Then, the stationary condition is equivalent to a fixed point
relation for the quantizer.
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C Robustness checks
We test the convergence of Lloyd I method with and without Anderson acceleration on the
quantization of a standard Normal random variable4 initialised from a distorted quantizer.
We indicate by Γ∗N (0,1) the optimal quantizer of a standard Normal random variable and we
distort it through the multiplication by a constant c, that is to say c × Γ∗N (0,1). Then, we
monitor the convergence of both algorithms to Γ∗N (0,1) starting from c × Γ∗N (0,1). The error at
iteration l is defined as ‖Γ∗N (0,1)− ΓlN (0,1)‖2, with ΓlN (0,1) the quantizer found by the algorithms
at the l-th iteration and ‖ · ‖2 the Euclidean norm in RN . The stopping criteria is set to
‖Γl+1N (0,1) − ΓlN (0,1)‖2 ≤ 10−7, the level of the quantizer to N = 10, and the constant c to 1.01.
The results of our investigation are summarized in Figure 6. We can graphically assess the
rate of convergence5 for both algorithms. In case of Lloyd I method without acceleration the
convergence is, as expected, linear. For Lloyd I method with acceleration the rate is not well
defined, but Figure 6 shows the impressive improvement in the convergence towards the known
optimal quantizer. Figure 7 supports the same conclusion in terms of the number of iterations
necessary to reach the stopping criterion.
Then, we investigate numerically the sensitivity of Lloyd I method with Anderson accelera-
tion and Newton-Raphson algorithm to the initial guess as a function of the distortion c applied
to the optimal quantizer Γ∗N (0,1). The results of our investigation are summarized in Figure 8.
The four panels correspond to different levels of distortion c = {1.10, 1.20, 1.25, 1.35}. As be-
fore, we set N = 10 whereas on the y axis we report the residual at iteration l, ‖Γl+1 − Γl‖2.
For low levels of distortion Newton-Raphson method converges to the optimal solution more
quickly than Lloyd I method. This result confirms the theoretical behavior due to the quadratic
rate of convergence of the Newton-Raphson algorithm. However, when the initial guess is quite
far from the solution – as it is for the cases of 25% and 35% distortion – the algorithm may
spend many cycles far away from the optimal grid.
Finally, we examine the convergence of Lloyd I and Newton-Raphson algorithms when
considering the following Euler-Maruyama discrete scheme{
X¯tk+1 = X¯tk + rX¯tk∆t+ σX¯tk
√
∆t Ztk ,
X0 = x0 ,
with r, σ, and x0 strictly positive real constants, and ∆t = tk+1 − tk for all k = 1, . . . , n − 1.
To enlighten the greater sensitivity of the Newton-Raphson method to the grid initialisation
4At www.quantize.maths-fi.com a database providing quadratic optimal quantizers of the standard uni-
variate Gaussian distribution from level N = 1 to N = 1000 is available.
5We recall that a sequence (Γl)l∈N converging to a Γ∗ 6= Γl for all l is said to converge to Γ∗ with order α
and asymptotic error constant λ if there exist positive constants α and λ such that
lim
l→∞
‖Γl+1 − Γ∗‖2
‖Γl − Γ∗‖α2
= λ .
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Figure 6: Quantization of a standard Normal random variable: Comparison of the convergence
of Lloyd I method with and without Anderson acceleration.
in comparison with the Lloyd I with Anderson acceleration it is sufficient to stop at n = 2
with ∆t = 0.01. We set the level of the quantizers Γ1 and Γ2 equal to N = 30 and x0 = 1.
By definition the random variable X¯t1 ∼ N (m0(x0), v0(x0)) where m0(x0) = x0 + rx0∆t and
v0(x0) = σx0. In order to compute the quantizer for X¯t1 we initialise the algorithms at time t1 to
m0(x0)+v0(x0)Γ
∗
N (0,1), with Γ
∗
N (0,1) the optimal quantizer of a standard Normal random variable.
Once we have obtain the optimal quantizer Γ∗1 = {γ∗11 , · · · , γ∗301 } we set the initialisation of the
quantizer ΓInit2 = {γ12 , · · · , γ302 } at time t2 using one of the following alternatives
i. the optimal quantizer at the previous step
ΓInit2 = Γ
∗
1 ;
ii. the Euler operator
γi2 = m1(γ
i
1) + v1(γ
i
1)Γ
∗,i
N (0,1) ,
for i = 1, . . . , 30;
iii. the mid point between Euler operator and the optimal quantizer at the previous step
γi2 = 0.5γ
i
1 + 0.5(m1(γ
i
1) + v1(γ
i
1)Γ
∗,i
N (0,1)) ,
for i = 1, . . . , 30;
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Figure 7: Quantization of a standard Normal random variable: Comparison of the number of
iterations necessary to reach the stopping criterion between Lloyd I method with and without
Anderson acceleration.
iv. the expected value
γi2 = m1(γ
i
1) ,
for i = 1, . . . , 30.
The left panel of Figure 9 shows the four different initial grids which correspond to above
specifications. In the same panel, on the right side, we also plot the optimal quantizer Γ∗2 to
which both Lloyd I with Anderson acceleration and Newton-Raphson methods should converge.
The right panel report the quantization error – defined as
√
D˜2(Γl2) – as a function of the
iteration number l. We stop the algorithm when the residual falls below 10−5. The numerical
investigation shows that the Newton-Raphson method converges to the optimal grid faster than
the Lloyd I method, with the only exception represented by the case Γinit2 equal to the mid point.
However, when initialized with the Euler operator or the mid point Newton-Raphson algorithm
fails to converge due to the bad condition number of the Hessian matrix (corresponding lines
are not reported on the Figure). This result is in line with the findings in [53] where the authors
stress that the Newton-Raphson method may fail even for symmetric initial vectors since the
anomalous behavior of some components of the Voronoi tessellation.
In light of above explorations, we finally conclude that the approach based on a fixed-point
algorithm such as the Lloyd I method with Anderson acceleration is much more robust than a
Newton-Raphson approach – which in the present application relies on the computation of the
Hessian of the matrix.
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Figure 8: Quantization of a standard Normal random variable: Comparison between Lloyd I
method with Anderson acceleration and Newton-Raphson algorithm.
D Construction of the Markov generator LΓ
We define ∆γ
.
= γi+1 − γi, 1 ≤ i ≤ N − 1. The finite difference approximation of the first and
second partial derivative in Equation (3.9) is defined as
∂u
∂γ
(γ, t) ≈ u(γi + ∆γ, t)− u(γi −∆γ, t)
2∆γ
,
∂2u
∂γ2
(γ, t) ≈ u(γi + ∆γ, t)− 2u(γi, t) + u(γi −∆γ, t)
(∆γ)2
,
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Figure 9: Quantization of the Euler-Maruyama scheme associated to a Geometric Brownian
motion. Left panel: four different initial grids Γinit2 and optimal grid Γ
∗
2 on the left and right
sides, respectively. Right panel: quantization error as a function of the iteration number.
for all t ∈ [0, T ]. The Markov generator LΓ is the N ×N matrix defined as
LΓ .=

d1 u1 0 0 · · · 0 0
l2 d2 u2 0 · · · 0 0
0
. . . . . . . . . · · · 0 0
0 0 li di ui 0 0
0 0 0
. . . . . . . . . 0
0 0 0 0 lN−1 dN−1 uN−1
0 0 0 0 0 lN dN

,
where the coefficients li, di and ui are given by
li = −b(γi)
2∆γ
+
1
2
σ(γi)
2
(∆γ)2
,
di = −σ(γi)
2
(∆γ)2
,
ui = +
b(γi)
2∆γ
+
1
2
σ(γi)
2
(∆γ)2
,
for all 1 ≤ i ≤ N . The coefficients of the first and last row are chosen so that the Markov
chain is reflected at the boundaries of the state domain. The choice of the boundary conditions
should have a negligible effect provided that the range of the state domain is sufficiently large.
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