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Abstract 
The ideal structures of the Haagerup and weak*Haagerup  tensor products of B(H) 
with itself are explored: the closed ideals of B(H) ®h  B(H) are completely determined 
and some of the closed ideals of B(H) ®*h B(H) are identified. It is shown that if 
A is the Calkin algebra then A ®h  A is simple. An example of a compact completely 
bounded operator on K(H) which is not approximable in completely bounded operator 
norm by finite rank operators is constructed. 
It is shown that a completely bounded operator W on a C*algebra  A is p-summing 
for 1 < p < 2 if it has a representation w(x) = V*p( x)W, x E A with V, W E Ci,. It is 
also shown that if a completely bounded operator cc has a representation cc = V*xW 
and is p-summing for p > 2 then we can choose V, W E Ci,. 
It is shown that a version of the Grothendieck inequality using the usual non-
symmetric modulus holds for completely bounded operators on a 2-concave subspace 
of a C*algebra,  and that if such an inequality is satisfied by all completely bounded 
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Completely bounded operators have an abstract metrical definition in terms of 
bounding the norm of arbitrarily large matrices. This can seem intimidating as few 
people relish the thought of calculating matrix norms. However we are very fortunate 
in having an algebraic representation of completely bounded operators, proved inde-
pendently by Haagerup, Paulsen and Wittstock. This is usually much easier to work 
with, essentially saying that any completely bounded map from a C*algebra  A into 
B(H) is composed of a representation ir of A on a Hubert space K and multiplication 
on the left and right by bounded operators V and W. Since these operations are both 
well understood, this characterisation is most useful; unfortunately the representation 
is not unique. 
The chief drawback of this representation is that it does not automatically contain 
any further information that may be known about the operator. For example, if the 
operator (x) = V*lr( x )W is known to be compact, what can be said about V and W? 
In particular, can they be chosen to be compact? It is questions of this nature that we 
attempt to address here. 
One of the first problems that arises is the representation ir. In general we know very 
little about how ir(A) sits inside B(K) and this can make calculations in B(K) difficult. 
We can circumvent this problem by restricting our attention to normal completely 
bounded maps from B(H) to B(H), or, equivalently, completely bounded maps from 
K(H) to B(H), for Haagerup has neatly characterised such maps as being sums of 
left and right multiplications, the representation being just an amplification, as all 
irreducible representations of K(H) are unitarily equivalent to the identity. 
Compact completely positive operators have been used by Choda [C]. She considers 
factors of type Iii  with trace r which she says are of Haagerup type if there exists a 
net (Pa) of normal linear maps which are compact, completely positive and have the 
property that 
IIPa(r) - x112 -+ 0, 	x E N, 
where Jx2 = r( x*x). She then gives conditions on a group G for the group von 
Neumann algebra vN(G) to be of Haagerup type. 
PA 
It should be noted that not all bounded operators are completely bounded: the 
canonical example of a map that is bounded but not completely bounded is the trans-
pose map on e100 M(C). The set of completely bounded maps on a C!-algebra is a 
Banach algebra and is to some extent better behaved than the algebra of bounded 
operators, not least because we have a representation theorem for completely bounded 
operators which we do not have for all bounded operators. For example, B(H) does 
not have the approximation property, so compact operators on B(H) are not in general 
approximable in norm by finite ranks: this means that B(B(H)) has a complicated 
structure. One might hope that completely bounded compact operators on B(H) are 
approximable in completely bounded norm by finite ranks, and thus demonstrate that 
CB(B(H)) has a simpler structure. Unfortunately this turns out not to be the case as 
we shall see in Chapter 3. 
The study of completely bounded operators is now well advanced; for an account of 
the history the notes in [Pa] at the end of each chapter are very good. The development 
has recently been rapid, often with the same results obtained or similar techniques 
used by different authors. Results which are of interest to the non-specialist have been 
found using these techniques: for example studying the Hochschild cohomology of von 
Neumann algebras [CS3, CES] and Kadison's similarity problem. Kadison asked in [K] 
when a non-selfadjoint representation ii of a C*.algebra  on a Hubert space H is similar 
to a *representation;  that is when does there exist an invertible operator T on H such 
that T7r(.)T 1 is a *representation  (in  C*algebra  theory representations are generally 
assumed to be *representations  and we will not usually highlight the distinction). 
The question was motivated by the corresponding one for groups which has a negative 
answer. Haagerup [Hi] proved that a bounded non-degenerate representation of a 
algebra A on a filbert space H is similar to a *representation  if and only if it is 
completely bounded, thereby partially answering Kadison's question. 
The introduction of the Haagerup tensor product as it is now called in [114] related 
the study of completely bounded operators to that of tensor products. There are 
natural parallels of work by Grothendieck and others, which has been undertaken by 
Blecher, Paulsen, Effros and Ruan [BP, Bi, B2, B3, ER1, E1t2, ER3]. Recently Blecher 
and Smith [BS] have identified CB(K(H),B(H)) as B(H) ®*h B(H), the weak* 
Haagerup tensor product which they define as the dual of the Haagerup tensor product 
T(H) ®h  T(H), where T(H) is the trace-class operators, considered as CB(K(H), C) 
in order to define a matrix norm structure. With this identification, it is natural to ask 
about the ideal structure of B(H) ®w*h B(H), which we explore in Chapter 3. 
The work of these authors is conducted in the class of operator spaces, which can be 
considered as subspaces of a C*algebra,  which is then represented on a Hubert space 
H. Then using the isomorphism 
M(B(H)) B(H) 
we can define a norm on M(X) where X is the operator space. There are natural 
functors from the category of Banach spaces and bounded maps to the category of 
operator spaces and completely bounded maps (see [BP]). We however do not work 
with operator spaces, and only state theorems using isomorphisms not complete iso-
morphisms. In view of this functor one can ask how other properties of operators carry 
over: for example is there an analogue of p-summing? Certainly we cannot just ask 
that 	: MTh (A) -* M(A) be p-summing for all n since Wn = 	t, and 72(t) = n 
[Pi4]. This would mean that 7r 2() = \/1r2(,). Effros and Ruan [ER4] have recently 
defined an analogue of 2-summing, saying that a map ço between operator spaces V 
and W is 2-column summing if the map 
t® p: T(H) ®h  V -+ T(H) ® W 
is completely bounded where t is the identity map on the trace class operators 
T(H) = CB(K(H), C) and ®mas  is the maximal operator space tensor product (there 
is also a definition of 2-row summing). They then show this is equivalent to factoring 
through a Hubert column space. We however shall simply ask what we can say about 
the representation of a completely bounded map which is p-summing. 
We now outline the contents of the thesis. 
In chapter 1, we make some introductory definitions and notations which will be 
of use throughout the thesis. We briefly sketch the background of completely bounded 
operators and tensor products. We also include some well-known results on compact 
operators for reference and define conditional expectations. 
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In chapter 2, we define the Haagerup and weak*Haagerup  tensor products. We 
include results from papers of Smith, Blecher and Smith and others where these are as 
yet unpublished. We show that the set of completely bounded operators from K(H) 
to B(H) may be considered as the weak*Haagerup  tensor product B(H) ®h B(H). 
In chapter 3, we consider ideals of B(H) ®h B(H) and B(H) ®w*h B(H). We iden-
tify completely the closed ideals of the the former and find some of the closed ideals of 
the latter. In so doing, we construct a completely bounded operator on K(H) which 
is compact yet not approximable in completely bounded norm by finite ranks. This 
shows that the set of compact completely bounded operators from K(H) to B(H) 
and the completely bounded norm closure of the finite ranks form distinct ideals of 
B(H) øw*h B(H). It also demonstrates that if ço(x) = V*ir(x)W is compact then we 
cannot in general choose V and W to be compact. 
In chapter 4, we turn our attention to p-summing operators. We formulate a nec-
essary condition for a completely bounded operator to be p-summing for p > 2 and a 
sufficient condition for it to be p-summing for 1 p < 2. 
In chapter 5, we look at the Grothendieck-Pisier-Haagerup inequality and ask 
whether the symmetrised modulus used by Pisier can be removed if we assume the 
operator is completely bounded. This is not always so, but we define a condition which 
is sufficient and then demonstrate its necessity. 
This work was completed under the supervision of A. M. Sinclair. 
5 
1 Definitions and Notation 
In this chapter, we introduce some notation and cover background material which 
will be of use throughout the later chapters. 
In section 1 we introduce the injective and projective Banach space tensor products 
and relate them to the approximation property. 
In section 2 we briefly discuss the definitions of completely positive and com-
pletely bounded operators and mention the representation theorems for these operators. 
Paulsen's book [Pa] contains much more background on completely bounded operators, 
and detailed proofs of the theorems we quote here. 
In section 3 we discuss the properties of compact operators that we will need later 
and prove that K(H) is the only non-zero proper closed ideal of B(H). We also 
mention the von Neumann- S chat ten classes C, and weakly compact operators. Finally, 
we reproduce a result from Rickart [R], that all irreducible representations of K(H) 
are unitarily equivalent to the identity. 
In section 4 we define conditional expectations. 
Firstly a note about the notation used in the thesis. We denote by H a Hubert 
space which we will always assume to be separable. Many of the results are also true for 
non-separable Hilbert spaces but it makes the notation easier if separability is assumed; 
however the results on ideals do need separability so it should not be assumed that all 
results will generalise. All theorems are stated in terms of maps from B(H) to B(H); 
there is no greater generality in stating results about operators from B(H1 , H2) to 
B(H3, 114) for Hilbert spaces H3, j = 1,. . . , 4 as we could consider suitable maps from 
B(H1  ED H2 H3 ED H4) to itself. 
1.1 Tensors products and the approximation property 
We will always denote the algebraic tensor product of two Banach spaces X and Y 
by X ® Y. Each element u E X GD Y has a representation 
ttXj®Yj, 	xEX,yEY. 	 (1) 
We can also consider u as a bilinear form on X x Y mapping the element 
(x*,y*) E X x Y* to >x*(xj)y*(yj). 
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We can also associate with u a finite rank operator : X" - Y by 
= >x*(xj)y, 	x E X". 
The injective tensor product norm 	v  is defined on X ® Y by 
	
IIttIIv = IUIIB(X*,Y) = sup IF 
x*(xi)Y*(Yi) : x E X, IIx*II 	1, y* E Y, IIY*Il 
We denote by XY the completion of X GD V in the injective norm. 
The projective tensor product norm 	1A is defined on X ® V by 
IIUIIA = inf {> iixjii IIYiII} 
where the infimum runs over all possible representations (1). We denote by XY the 
completion of X ® Y in the projective norm. 
Clearly, we have 
IIuIIv < IIUIIA. 
Thus there is a natural norm decreasing map J : XY -+ XY. In general J is not 
injective: injectivity of this map is related to the approximation property which has 
been the subject of much study. 
Definition 1.1.1 (i) Let X, Y be Banach spaces. An operator cp : X -* Y is said to 
be approxirnable if it can be approximated uniformly on every compact subset of X 
by finite rank operators. In other words, for all e > 0 and all compact subsets K 
of X, there is a finite rank operator &: X -+ V such that 
sup{I(x) - b(x)II : x E K} <• 
Suppose that A is a positive real number. We will say that V is A-approximable 
if there is a net of finite rank operators t/j : X -* Y, such that II'iII < A, which 
converges uniformly on the compact subsets of X to the operator W. 
We will say that a Banach space X has the approximation property if the identity 
operator on X is approximable and that X has the A-bounded approximation prop-
erty if the identity operator on X is A-approximable. Finally, we say that X has 
the bounded approximation property if it has the A-bounded approximation property 
for some A. 
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The following characterisation of spaces with the approximation property is due to 
Grothendieck [Gi]. 
Theorem 1.1.2 Let X be a Banach space. Then the following are equivalent. 
X has the approximation property. 
The natural map J: X*X —~ XX is injective. 
For every Banach space Y the finite rank operators are dense in B(Y, X) in the 
topology of uniform convergence on compact sets. 
For every Banach space Y the finite rank operators are dense in B(X, Y) in the 
topology of uniform convergence on compact sets. 
(,.*1oo 	
>I 	lIxll . For every choice of {x} 1 CX, vnJn=i C X' such that 
and 	x(x)x = 0 for all x E X we have 	x(x) = 0. 
For every Banach space Y, every compact operator T E B(Y,X) and every e > 0 
there is a finite rank operator T1 e B(Y,X) with JIT - Till < e. 
It was for some time an open problem whether there existed Banach spaces which 
did not satisfy the approximation property, but Enflo [En] and later Davie [Da] showed 
that such spaces did exist. Szankowski [Sz] showed more recently that in fact if H is a 
Hilbert space then B(H) does not have the approximation property. 
For more on the approximation property and its relations to the study of tensor 
products see Lindenstrauss and Tzafriri Volume 1 §1.e [LT]. 
M. 
1.2 Completely bounded operators 
The following brief introduction to completely bounded operators follows the Chris-
tensen and Sinclair survey paper [CS2] very closely. This together with Paulsen's book 
[Pa] provides an excellent introduction to the subject. 
If A is a C-algebra, then there is a natural way to define a norm on M(A), the 
algebra of n x n matrices with entries from A. There exists a faithful * representation 
of A on a Hilbert space H ([T] Section IV.4). Then M(A) embeds in B(H'2), giving 
an operator norm for M(A), and in fact this norm is unique. 
To see this note that M(A) is isomorphic to M(C) 0 A by the correspondence 
(a) 	Eeij ® aij, 	aij E A, 
i,j=1 
where {e} are the matrix units for M(C). In general there is no unique norm on 
the tensor product of two C*algebras,  but if one of the C!-algebras is M(C), then the 
norm is unique. If ir is a representation of A on a filbert space H then ir ® t is a 
representation of A ® M(C) on H 0 CTh given by 
®t(ai®bi) =ir(a)®b. 
Then we can complete M(C) Gj A in the norm inherited from B(CTh ® H), giving a 
tensor norm, which is then unique. 
Definition 1.2.1 (i) Let A and B be C*algebras,  and let W : A -* B be a linear 
operator. Define Wn = ® t, from A ® M(C) into B ® M(C), where Ln  is the 
identity operator on M(C); that is 
çon((a jj)) = ((a)), 	(a 3 ) E M(A). 
An operator p : A -* B is positive if W(a) > 0 for all a 0 E A and W is completely 
positive if ça : Mn (A) -+ M(B) is positive for all n E N. Recall that an element 
a in a C*-algebra  A is positive (a > 0) if and only if a = b*b for some b E A.[T] 
An operator W is completely bounded if {IconII : ii E N} is bounded, and the com-
pletely bounded norm 11 . 11th is defined by 
IIIIth = sUp{lImII : fl E N}. 
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The space of completely bounded operators form A into B with this norm is denoted 
by CB(A, B). 
Suppose W, ,o E CB(A, B). Then 
IIPn + 'II 	sup{lI((xj) + &(x))II : (x) E M(A), II(x)II 	1} 
	
+ IJ'(x))II : (x13 ) E .T14(A), II(x)II 	1} 
iic°II 1- II'cbnll, 
and hence 	+ OlIcb < 11~011cb + II'IIcb. Thus it is easy to see that CB(A, B) is a Banach 
space; also if W E CB(A, B), & E CB(B, C), then 
Mjio )II = sup{II(*o Øn(xii)II : (x) E M(A), IJ(x)II 	1} 
= 	sup{II(91(xj)))II : (x) E M(A), II(x)lI ( 1} 
lI'nII sup{((xj3))I : (x) E M(A), II(x)II < 1} 
= 	IInhI 	II'nII, 
and hence 	o & E CB(A, C) with II.10, Icb < IIII 	II'IIcb 
Completely positive operators have been studied in much detail and usefully char-
acterised by Stinespring, as a combination of a representation and a left and a right 
multiplication. 
Theorem 1.2.2 ([St]) Let W be a linear operator from a C*algebra A into B(H). 
Then ço is completely positive if and only if there is a Hubert space K, a representation 
ir of A on K, and a bounded linear operator V : H -+ K such that 
W(x) = V*lr(x)V, 	x E A. 
Further, IVII2 = Ik°II and Vir(A)H is dense in K. This representation of W is unique 
up to unitary equivalence. 
This is a generalisation of the Gelfand- Naimark- Segal construction for a positive 




and extending linearly. This is positive semi-definite so we can quotient out by the 
kernel to get an inner product space and complete this to a Hilbert space K. Then for 
a E A define ir(a):A®H - A®H by 
7r(a)a0x = Eaaj ®x,. 
This leaves Ker <,> invariant and is bounded so may be extended to a bounded 
operator on K. Then define V : H -* K by V(x) = 10 x + Ker <,> and this will give 
the required representation. 
The uniqueness up to unitary equivalence says that if (K1, ir1, Vi) and (K2, r2, V2) 
are two representations of W with the properties of the theorem, then there is a unitary 
operator U : K1 -* K2 with UV1  = V2 and 
Ulri ( x )U* = 72(x), 	x E A. 
There is a corresponding result for completely bounded operators due to Haagerup, 
Paulsen and Wittstock independently, but we do not get a unique representation. 
Theorem 1.2.3 Let be a linear operator from a C*algebra  A into B(H). Then 
is completely bounded if and only if there is a Hubert space K, a representation ir of A 
on K, and bounded linear operators V, W: H -* K such that 
V*lr( x )W, 	x E A. 
Further, IkoII& < JIVII . IIWII, and there is such a representation of p  with 
Il'PIlcb = IIVII 	IIT'VII• 
The proof uses the Arveson extension theorem [Ar] and the following theorem. 
Theorem 1.2.4 ([Pa], Theorem 7.3) Let A be a unital C*algebra  and let 
A -* B(H) be a completely bounded map. Then there exist completely posi-
tive maps coi, P2 : A -* B(H) with lI'PlIlcb = II'P21lcb = lllIcb such that the map 
:M2(A)— B(H EDH) given by 
(( c d)) - 	(c 
a b \\ - ( çoi(a) cp(b) 
is completely positive. 
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Applying this technique to our completely bounded map W and then Stinespring's 
theorem to the resulting operator 44i gives the required representation. 
The following decomposition theorem may be obtained either as a corollary of the 
representation theorem or may be proved independently and then used to prove the 
representation theorem. It was first proved by Wittstock, and was independently proved 
by Haagerup. 
Theorem 1.2.5 Let be a linear operator from a C*algebra  into B(H). Then W is 
completely bounded if and only if it is a linear combination of four completely positive 
operators. 
The following result will be extremely useful to us in later chapters. 
Proposition 1.2.6 ([Pa] Proposition 3.7) If X is a subspace of a C*algebra,  and 
f : X - C is a bounded linear functional, then f is completely bounded and 
IIfIIcb = Ilfil. 
The proof is a straightforward calculation using appropriate matrices. 
Finally, we introduce completely bounded bilinear operators, see [CS 1], Definition 
Definition 1.2.7 Let A and B be C*algebras.  If cc' is a bilinear operator from A x A 
into B, define the bilinear operator çpn from M(A) x M(A) into M(B) by 
(yjj)) = 
( 	
(x), (yi) E M(A). 
The bilinear operator is said to be completely bounded with completely bounded norm 
IIWlIcb if 
IPIIcb = sup{IIcc'nII : Ti E N} 
is finite. 
Then we have a representation theorem for completely bounded bilinear operators, 
proved by Christensen and Sinclair [CSI] and Paulsen and Smith [PS]. 
12 
Theorem 1.2.8 Let A be a C*algebra,  and let be a bilinear operator from A x A 
into B(H), where H is a Hubert space. The operator is completely bounded if and 
only if there are *-representations 71, 72 of A on Hubert spaces H1, H2 and continuous 
linear operators V1,V2,V3 with V3 : H -+ H2, V2 : H2 - H1, V1 : H1 - H such that 
ço(x,y) = Vi7ri(x)V2ir2(y)V3, 	x,y E A, 
and that IIlIcb = II Viii iI1"211 ii"311- 
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1.3 Compact operators on a Hubert space 
Here we draw together some basic facts and results about compact operators which 
will we need throughout the later chapters. For more details about compact operators 
and the other classes of operators defined here, see the books by Ringrose [Ri], Taylor 
[Ta], and Rickart [R]. 
Definition 1.3.1 (i) If X is a Banach space and x is an element of B(X) then x is 
said to be finite rank if the subspace M = { xe 	E X} of X is finite-dimensional; 
the dimension of M is called the rank of x. We denote by F(X) the set of finite 
rank operators on X. 
If the norm closure of {x : E X, 	1} is compact in the norm topology on 
X then x is said to be a compact operator on X. We denote by K(X) the set of 
compact operators on X. 
If the norm closure of {x 	E X, 	1} is compact in the weak 
topology on X then x is said to be a weakly compact operator on X. 
If H is a Hubert space and x E B(H) with polar decomposition x = vh, then if 
f(t) = tP by the functional calculus we may define hP = f(h). If {} is an 
orthonormal sequence in H then define 
11x11P =
>] , 
and this quantity is independent of the choice of basis (for details see [Ri], Chapter 
2.1). Then define C, = {x E B(H) ix lip < oo}. The operators in C1 are often 
called the trace class operators on H and we will write C1  = T(H), and the oper-
ators in C2  are often called the Hubert-Schmidt operators on H and we will write 
C2 = HS(H). 
With the above definitions it is easy to see that if H is a Hubert space, then all the 
classes so defined form ideals of B(H), since bounded operators map compact sets to 
compact sets, and tlaxblIp < hail . lix hihibhh. In particular, K(H) is a norm closed ideal 
of B(H). Also, CpçCq if1pq<OO, since lPcl if1.pq<oo.  If and zare 
vectors in a Hubert space we denote by ® ii the compact operator on H given by 
AEH. 
We can define a trace Tr on the trace class operators by 
00 
Tr(x) = 	 x E T(H), 
where {} is an orthonormal basis of H. Again, the the definition is independent of 
the choice of basis (see [Ri]). 
We now state some well-known results about compact operators on Hilbert space. 
Theorem 1.3.2 ([Ri], Theorem 1.8.7) Suppose that H is a Hubert space and 
x € B(H). Then the following are equivalent: 
x is compact, 
given any orthonormal basis { : j € J} of H, < 4, >— 0 as j 
there is a sequence (Yn)  of finite rank operators on H such that lix - yIi -+ 0 as 
It should be emphasised, as we have seen in connection with the approximation 
property, that this theorem does not hold for all Banach spaces X. 
Theorem 1.3.3 ([Ri], Theorem 1.9.3) Suppose that (i,) is a decreasing sequence 
of positive real numbers which is either finite or infinite and convergent to 0, and that 
(rM) and (va ) are orthonormal sequences in a Hilbert space H. Then the equation 
EH, 
defines a compact linear operator x on H; furthermore, x has finite rank k if and only 
if the sequence (jn)  terminates after just k terms. 
Conversely, if x is a compact operator acting on H, then x may be expressed in the 
above form; the sequence (ji,) is uniquely determined, and consists of the eigenvalues 
Of ( x*x ), arranged in order of decreasing magnitude and counted according to their 
multiplicities. 
This is proved by working with the polar decomposition of the operator. 
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Theorem 1.3.4 ([Ri], 	- ) Suppose that 1 < p < oo, and that x is a compact 
operator on a Hubert space H. Let ( j ) be the eigenvalues of (x*x),Z  counted according 
to their multiplicities. Then x E C if and only if >2 jPnIp < oo IIxII = (>2IimI), 
and 11 • I lp is a norm on Cp. 
This follows from the definition and the previous theorem. 
Corollary 1.3.5 If x E C(H) and () are the eigenvalues of xx, counted according 
to their multiplicities, there exist orthonormal sequences (i) and (i')  in H such that 
xe=I1Lfl<,11fl>vfl, 	eEH, 
and 
iixiip = ( 	ii) 	. 
This is a straightforward combination of the previous two results. 
We will also need the result that if H is a separable Hubert space then K(H) is the 
only norm-closed ideal of B(H), which we prove here as we will use parts of the proof 
later. The proof given here follows that in [Ha], Problem 176. 
Theorem 1.3.6 If H is a separable Hubert space, then K(H) is the only non-zero 
proper norm-closed ideal of B(H). 
Proof 
Suppose that I is a non-zero closed ideal of B(H). The first step is to show that 
I contains all the rank one operators. Note that if and 77 are non-zero vectors, then 
the operator 	ii has rank one, and every rank one operator has this form. Suppose 
x0 is an operator in I, and let eo  and 77o be non-zero vectors such that xoeo = 1o. Let 
y be an arbitrary operator such that y'lo = i. Then 
uEH, 
that is yxo( ® o) = 0q. Since I is an ideal it follows that 	E I. 
Thus I contains all rank one operators, and so it contains all finite rank operators, 
and since it is closed it contains all compact operators. Note that the separability of 
H is not needed for this part of the proof. 
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Suppose now that I contains an operator x that is not compact. Let up be the polar 
decomposition of x, then p = ux, so p E I, and p is not compact since x = 'up. Now p 
is self-adjoint, so there exists an infinite-dimensional subspace M of H, invariant under 
p, on which p is bounded below, by e say. Let v be an isometry from H to M. Since 
pM = M, it follows that v*pvM = v*M = H. Moreover, v E M for all E H, so it 
follows that 
Iv*PvII = IIpviI 	elIvII = eII4II. 
Now if x is a bounded linear operator that maps H one-to-one onto itself, then x is 
invertible (see [Ha] Problem 52, for example). We have seen that v*pvH = H so v'pv 
is onto and Ilv*pvII 	eft, so vpv is one-to-one. Hence v"pv is invertible. Since 
vpv E I, I must contain all of B(H). 
We will also need weakly compact operators, which are discussed in Dunford & 
Schwartz VI.4.6. 
Theorem 1.3.7 In the norm topology of B(X), the weakly compact operators form a 
closed two-sided ideal. 
It is quite easy to show that if X is reflexive then the identity map I on X is weakly 
compact, and then by the above theorem, all the operators in B(X) are weakly compact. 
In particular, if H is a Hubert space, then the set of weakly compact operators on H 
is B(H). 
Finally, we will need a result from Itickart, about representations of K(H), but first 
we need some definitions. 
Definition 1.3.8 If X is a linear space and A is a subalgebra of B(X), then a subspace 
M of X is said to be invariant with respect to A if xM c M for all x E A. 
A representation ir of a Banach algebra A on a linear space X is said to be al-
gebraically irreducible if {O} and X are the only subspaces which are invariant with 
respect to 7r(A); ir is said to be topologically irreducible if {O} and X are the only closed 
invariant subspaces. 
17 
Theorem 1.3.9 ([R], Theorem 4.9.10) If ir is a *representation  of a C*algebra  A 
on a Hubert space H then ir is topologically irreducible if and only if it is algebraically 
irreducible. 
The proof considers A represented on a Hubert space and then uses the von Neu-
mann double commutant theorem and the Kaplansky density theorem. 
Hence, for representations of C-a1gebras on Hilbert spaces, no confusion will arise 
if we omit the adverbs algebraically and topologically. Recall that the commutant A' 
of a subalgebra A of an algebra B is defined to be 
A'={yEB:xy=yxVxEA}. 
Proposition 1.3.10 ([T], Proposition 1.9.20) If ir is a representation of a C* algebra 
A on a Hilbert space H, then ir is irreducible if and only if 
= {A1 :AEC}. 
The proof entails calculating what commutes with the spectral projections of oper-
ators in ir(A). 
Theorem 1.3.11 (D2, Corollary 4.1.5) If r is an irreducible representation of K(H) 
then ir is unitarily equivalent to the identity representation. 
1.4 Conditional expectations 
In suitable von Neumann algebras there exist very useful projections called condi-
tional expectations. Since we will largely be working with B(H) we will be able to put 
these to good use. The definition is from Sakai §2.6 [Sa], and is due to Umegaki [U]. 
Definition 1.4.1 A conditional expectation from a C*algebra  A onto a C* subalgebra 
B is a linear map E satisfying 
E(1) = 1, 
IIE(x)II < lixil, 
	x € A, 
E(x) > 0, if 	0, 
E(axb) = aE(x)b, 	xEA, a,bEB, 
E(x)*E(x)  E(xx), 	xEA. 
Suppose now that N is a matrix subalgebra of 11(H). Let tr be the normalised 
trace on N. Then the Hahn-Banach theorem gives a state fo  on B(H) with loiN = tr. 
We can then average fo  over the unitary group of N to get a new state f; 
Ax) = JU(N) 
fo(u*xu)d(u), 	x E 11(H), 
where /2 is normalised Haar measure on U(N), the unitary group of N. Then f is an 
N hypertrace on B(H), that is, f IN = tr and 
f(xn) = f(nx), 	n E N,x E B(H). 
Now let {e23 } be the matrix units on N and define E : B(H) -f N by 
E(x) = n E f(ex)e. 
i,j=1 
Then E is a conditional expectation onto N. 
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2 Tensor Products of Completely Bounded Operators 
In this chapter, our aim is to introduce the Haagerup and weak*Haagerup  tensor 
products and study some of their basic properties. Few of the results in this chapter 
are original: full attributions are given in the text. Generally, section 1 follows Smith's 
paper [S] closely and section 2 Blecher and Smith [BS], in addition cuffing results from 
the papers of Blecher, Paulsen, Effros and Ruan where necessary. Proofs are included 
as most of these papers are yet to be published. The proofs given usually follow those 
given in the original papers very closely, and I apologise for any errors introduced. 
The main departure from these papers is that we do not consider the results in the 
setting of operator spaces. As we do not consider operator spaces in the later chapters, 
and there is not enough space to fully prove all the necessary theorems, we ignore the 
matricial structures on the spaces involved: thus we show that spaces are isometrically 
isomorphic rather than completely isometrically isomorphic. I apologise to the above 
mentioned authors for this bowdlerisation of their theorems. 
In section 1, some motivation for the definition of the Haagerup tensor product is 
given in terms of the isomorphism with the space of completely bounded operators. 
For more on this isomorphism see the papers of Chatterjee and Sinclair [ChS] and 
Chatterjee and Smith [ChSm]. We also characterise the Haagerup tensor product in 
terms of slice maps. 
In section 2, we define the weak*Haagerup  tensor product as the dual of the 
Haagerup tensor product. We show that this is isometrically isomorphic to a certain 
space of completely bounded operators. We then emphasise the difference between the 
two tensor products, namely the norm convergence of the sums in the Haagerup ten-
sor and the strong convergence of the sums in the weak*Haagerup  tensor. Finally, in 
the only original work in this chapter, we extend the definition of the weak*Haagerup 
tensor product to C*algebras  and show that if A and B are C*algebras  then A ®w*h B 
is a Banach algebra. 
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2.1 The Haagerup Tensor Product 
The motivation behind the definition of the Haagerup tensor product is most easily 
seen by an example involving rn x rn matrices. Let Mm(C) denote the algebra of m x m 
complex matrices acting on rn-dimensional complex filbert space cm. 
Let {e 3 } be a system of matrix units for Mm(C). Then each matrix unit may be 
linearly mapped to any of the m2 matrix units. Now since the matrix units span Mm(C), 
any linear operator on Mm(C) is defined by its action on the matrix units, so this gives 
a total of m4 linearly independent linear operators on Mm(C). If La Mm(C) _* Mm(C) 
denotes left multiplication by a E Mm(C) and Rb : Mm(C) _* Mm(C) denotes right 
multiplication by b E Mm(C), SO La(x) = ax, Rb(X) = xb, X E Mm(C), then the 
linear span of the set {LeiJ RekZ  : 1 	i,j,k,l < rn} has dimension rn4, so there is an 
isomorphism between the linear span of this set and the set of all linear operators on 
Mm(C). That is, all linear operators on Mm(C) are sums of at most m4 left and right 
multiplications. 
Now let u1,. . . , Uk, w1, . . . , wj be in Mm(C) and let W be the linear operator on 
Mm (C) given by p(x) = E ujxwj for x E Mm(C). It is easy to see that 
	
iiii 	I IIaIl 	lliIl, 
but the Cauchy-Schwarz inequality gives the stronger inequality 
I 	 I 
To see this let , q be in C then 
I <(x)> i = 	<XWi,Uq > 
1 
* 2"r (I ixwaeII2)1 r (I iiuiiiiI ) 
by Cauchy-Schwarz. Now IIxw3iI < lix iI iIwII and 
I 11w.eII 2 = 	< 	> 	ii . iieii2. 
A similar calculation with the u3 gives 
1 	 1 
2 
I <(x), > I 	114 .  
PA 
and so 	 1 	 1 
IIII 
We can apply thesame inequality to p = 	: Mm(C)®Mn(C) Mm(C)®Mn(C), 
where t, is the identity on M,, (C). Note that the norm on M, (C)® M" (C) is inherited 
from the natural isomorphism with Mmn(C), given by considering Mm(C) ® M,(C) as 
n x n matrices with m x m matrices as elements and then ignoring the brackets. Then 





so that for all n E N, 
Iu ® tnII = sup {IIU ® 	: E Cm, III 
= 	s'up{IIu()II : 	E Ctm, IIII < 1} 
Thus 
1. 	 1. 
llcll 	 ® t,)(u ® 	
2 ® t)(W ® 	2 
1 	 1 
II 	 II• 
: 	 . 
for all n E N, and so 





w;wj2. 	 (2) 
Now consider the transpose map on Mm(C); let r : Mm(C) _* Mm (C) be given by 
	
r(x) = (x23)t = (x), 	(x) E Mm(C). 
Then 	 HI < 1, but r(tm ) = 1m , SO HI 1. 
However, we have the following result of Tomiyama [To]. 
Theorem 2.1.1 If r is the transpose map on a Mm (C), then 
T®n 
fn, ifnm, 
—\ m, if n>rn. 
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The proof uses the fact that if A is a Ct-algebra, and (a 3 ) E M(A), then 
f n 
II(aij)Il 	I > IIajII 2  
/ 
and then, for the case n m, considers the transpose map on the matrix 
€i e2  . 	enl 0 
e12  e22  . e2 0 
eln e2nenn0 
0 0000 
in Mm (Mn(C)) Mn(Mm(C)), where {ej} are the matrix units of Mn(C). 
But if we consider the action of r on the matrix units we can show that 
T = 	Lejj Reij . 
Then (2) becomes 
1 	 1 II m 	112 II m 	112 
= 	> eeI 	eeII = n, 
IIi, j=i 	Ii IIi'i=i 	II 
so (2) is best possible. 
Theorem 2.1.2 If ço 	Mm(C) * Mm(C) is a linear operator, then there exist 
U1,.. .,Uk,W1,...,Wk in Mm(C) with k 	4m2 such that (x) = >u3 xw3  for 
XEMm(C) and 	
k 	I k 	I 
iiic& = uuj . w;wiD 	 (3) 
This result follows from the following theorem of Haagerup and the Wittstock de-
composition theorem (Theorem 1.2.5). 
Theorem 2.1.3 ([H2] Theorem 2.1) Let N be a von Neumann algebra and let F be 
a finite-dimensional sub/actor. Let be a completely positive map from F to N. Then 




This shows that any completely positive map on Mm(C) may be written as a sum of 
M2 left and right multiplications and then Wittstock's decomposition theorem, which 
says that any completely bounded map may be written as a sum of four completely 
positives, gives Theorem 2.1.2. The norm that occurs on the right hand side of equation 
(3) is the Haagerup tensor norm I I h on the tensor product M,,, (C)® M, (C) of the CK 
algebra Mm(C) with itself. Thus the theorem shows that the natural embedding from 
Mm(C) ® Mm(C) into CB(Mm(C)) given by x 0 y i-* LR is an isometry, provided 
that the norm on the tensor is the Haagerup norm. 
The above discussion (excluding the isometry) can be generalised to any C* algebra 
A by representing A faithfully on a Hubert space H and following the same calculation 
as above with W(x) = Ek uxvj for x E A where u1, . . . , uj, w1 ,. . . , Wk € A and choosing 
,qEH. Then 
I 
2 k 	 k 	2 
IIcPIIcb 	uju;O . 
Now let U be the 1 x k matrix with u1, . . . , Uk as elements and W be the k x 1 matrix 
with w1,.. . , Wk as elements. Then 
lul12  = IIuull = ii E  ull and  11W112 = IIW*Wll = II 
Now p can be written (x) = U(x ® lk)W: note that x i-4 x ® tk is just a representation 
of A, so by the representation theorem W is completely bounded with IIcollCb < llUll•llWIl 
In general, of course, we cannot write a completely bounded operator as such a sum 
since we cannot replace the representation ir of A on a Hilbert space H by a simple 
amplification x '-* x®tk, but in the case where A = K(H) all irreducible representations 
of A are unitarily equivalent to the identity representation (Theorem 1.3.11). This 
leads to the following theorem which was first proved in an unpublished manuscript of 
Haagerup [114]. Haagerup was concerned with module maps and his work was extended 
by Effros [E2], Effros and Kishimoto [EK] and Smith [5]. We are not concerned with 
module maps so we do not state the theorem in that setting, but our approach is 
fundamentally the same as Smith's. 
CEV. 13, csi 5.1) 
Theorem 2.1.4 If W : K(H) -* B(H) is a completely bounded operator then there 







- I IIaia; 	b*b. 	&, 
and 
= 	a3 xb, 	x E K(H). 
j 
If 	is a completely bounded operator from K(H) to B(H) then, since 
= B(H) [Pe], 	is a weak*- continuous completely bounded operator from 
B(H) to B(H)**.  Composing p with the weak*continuous  projection from B(H)** 
to B(H) gives a weak*- continuous completely bounded operator from B(H) to B(H). 
Conversely any weak*- continuous completely bounded operator on B(H) defines a com-
pletely bounded operator on K(H) by restriction. Thus the above theorem may be con-
sidered as a theorem about completely bounded weak*- continuous operators on B(H), 
as it was originally by Haagerup. 
This theorem suggests that a similar isometry as we found from Mm(C)®Mm(C) to 
CB(Mm(C)), might exist from K(H) 0  K(H) to CB(K(H)), where the norm on the 
tensor is the Haagerup norm, defined below as an analogue of the Mm(C) case; this is 
a prime motivation for studying the Haagerup norm. 
Definition 2.1.5 If A and  are C*algebras,  the Haagerup norm 1111h on the algebraic 
tensor product A 0  B of A and B is defined by 
/ 11 
2 	 2 
Ik'IIh inf 	ajat bbj 
j=1 	j=1  
u =E aj 0 bj, aj E A, bj E B,n E N} 
for all U E A 0  B. The completion of A 0 B in 11 . 	is called the Haagerup tensor 
product AOhB  of A and B. 
We can also define the Haagerup tensor product of two subspaces X and Y of C* 
algebras A and B respectively, to be the completion of X 0  V in the Haagerup norm 
inherited from A Oh  B. 
There are four possible multiplications on A Oh  B: 
(aOb)(cOd) = ac®bd, 
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(a®b)(cød) = 	ac®db, 
(a®b)(c®d) = 	caØbd, 
(a®b)(c®d) = 	ca®db, 
and A ®h B is an algebra under all of them. We shall use the second as it emphasises 
the relation with operators. 
Blecher [Bi] includes the following calculation due to R. R. Smith that the Haagerup 
norm is an algebra norm, that is that if u, v E A ®h  B then Ilu. vIIh 	Iluith. IIvIIh. If T 
is a self-adjoint operator on a Hubert space H and S1,. . . , S are bounded operators 
on H, then 
	
STS 	=sup 	<TS),S) > : E H,IIII 
I 
IIT .sup 	< S),S)> :e E H,IIII 	1 
j=1 
= 11Th 
Then if u = 	ai 0 bi and v = >1i x, ® y3 are in the algebraic tensor product of 
two C*algebras,  then 
II 
n m 	 2 n m 	 2 
lu vhlh 	 ax3 xa 	• 	ybby3  
i=1 j=1 	 i=1 j=1 
1 	 1 	 1 
n2 n m 2 m 2 
W • 	 • 
1=1 	i=1 	j=1 	 j=1 
and so llUllh < IJUIlhIlVIlh- 
We will also need the following definition, which is again due to Smith [5], but first 
we must define some notation. For a Hubert space H,we denote by H°° the Hubert 
space 	and we denote the identity map on this space by tc,o. If 2 E 12, A = (As) 
say, and if b = (b1, b2,...) is a sequence of elements of B(H) where E j bb3 converges 
strongly in B(H) , then we will denote by ).b the sum E j A3b3 which converges in norm 
in B(H), as can be seen from the following lemma. 
Lemma 2.1.6 If A E 12  and {b3 } is a sequence in B(H) with E j bb3 strongly conver-
gent then > Ajbj is norm convergent. 
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Proof 
Suppose E H with 	1. Then for m,n EN, 
>1 	1 IjI IIbII 
j=m j=m 
1 
\2/ n  
(j=M 




n 	 ) 
I2)
/ 
( 1 <bb,> \jm 	\j=m 
1 
2 






\j=?n / i=l 
but {( 	JAjI 2)} is a Cauchy sequence so 	Ab3 } is a Cauchy sequence. 	0 
We 	can identify a row of elements, (ai,a2  .... ), of B(H) with an element 
a E B(H', H) provided > aa converges strongly in B(H) and a column of ele-
ments (b1,b2,.. .)t  of B(H) with an element b of B(H, H-) provided E Vbj converges 
strongly in B(H). Then if.  u E B(12), with columns u3 and rows vj, we can define 
au to be the element of B(H', H) with components (ai ,a2,. . .).u3 and bu to be the 
element of B(H, H—) with components v2.(bi ,b2  .... )t. If {a3 } is a sequence of elements 
of B(H), let [a] denote the closed linear span of the a2. 
Definition 2.1.7 Let W be a norm closed subspace of B(H). A set of operators 
{a3 : j E N}, with a2 E B(H), E j a3a strongly convergent in B(H), is said to be strongly 
independent over W if A = 0 whenever A E 12  and .A.a E W, where a = (ai,a2  .... ). If 
W is the zero subspace then we will say simply that the set {a3 } is strongly independent. 
The following lemma of Smith's will be very useful to us in later chapters. 
Lemma 2.1.8 ([S] Lemma 4.1) Let a E B(H°°, H) and b E B(H, H°°) have compo-
nents a2 , b3 E B(H) respectively, and let W be a closed subspace of B(H). Then there 
exist unitaries U1, U2 E B(12) and disjoint decompositions M1 U M2 U M3, N1  U N2 U N3  
of N such that the components a3 and b3 of a = au2 and 6 = u1b satisfy 
iij = O for j EM1, b3 = O for  EN1, 
a3 E W fl [a : j E N] for j E M2, b3 E W fl [b3 : j E N] for j E N2, and 
{ñj}jEM2 , (b}eN2 are strongly independent, 
a3 E [a3 : j E N] for j E M3, 63 E [b3 : j E N] for j E N3, and {ä j }jEM3 , (bj}jEN3  
are strongly independent over W, 
IIII = hail and 11611 = libli, 
if W is finite dimensional then M2 and N2 are finite sets. 
Proof 
The fourth part follows from the fact that u1 and u2 are unitaries. We consider the 
case of column matrices, that is for b E B(H, H°°); having done this we may apply it 
to a* e B(H, H°°) and the subspace W" to obtain the result for row matrices. 
Decompose 12  as an orthogonal sum 	L3 where L1 = { A E 12 : A.b = 0}, 
L2 is the orthogonal complement of L1 in JA E 12  : A.b E W} and £3 is the orthogonal 
complement of L 	L2 in 12.  Let {c5} be an orthonormal basis for 12,  constructed 
as a union of the orthonormal bases of L, £2 and £3. Then there is a decomposition 
N = N1 U N2 U N3 with {}j€iv,  a basis for Lr , 1 < r 3. Let u1 be the unitary 
matrix with jtrow  c and let = 'u1b. Then bj = pLj .bj, so b3 E [b3 ]. 
By the definitions of the sets N, 1 	r 	3, 63 = 0 for j E N1, and b3 E W 
for j e N2. We now show that {b3 j E N3} is strongly independent over W. The 
proof that {b3 : j E N2 } is strongly independent is similar. Suppose that Aj E C, for 
j E N3, >jEN3  IA3 2 < oc and >jEN3  Ab3 E W. Then (3EN3  Ao) .b E W and so 
jEN3 A3a E L 	£2. But {c5 : j E N3 } is an orthonormal basis for £3 and £3 is 
orthogonal to L 	£2, so Aj = 0 for j E N3. Thus properties (i)—(iii) follow. 
Suppose now that W is finite-dimensional, say dim W = d, and suppose that the 
cardinality of N2 is greater than d. Choose integers i1,. . . , i.i in N2. Then qi,.b E W 
viOøIro 




But then, by definition of L1,A,.c E L1. Now we chose jr  such that Qir  e L2, 
so this contradicts the disjointness of L1 and L2. Hence N2 has at most d elements and 
so (v) follows. 
Corollary 2.1.9 ([S] Corollary 4.2) If a E B(H,H), b  B(H,H°°), 
C E B(HTh, H) and d E B(H, H') satisfy 
00 
Eaxb - c2 xd3 = 0, 	x E K(H), 
and hail, hibhi < 1, then there existã E B(Hm,H) and 6 E B(H,Hm) such that 
M 	 n 
>âjxb3 —>ejxdj = 0, 	x  K(H), 
j=1 	j=1 
hhä, IjbIl < 1 and a3 E [c3 ] fl [as], b1 E [d3 ] fl [b3 ]. 
Proof 
Apply Lemma 2.1.8 with W = [di]. Then there exists a unitary matrix u and sets 
of integers N1 , N2 and N3 such that the components of b' = ub satisfy 
b = 0, j E N1, 
b E [d,] n [b], j E N2, a finite set of m elements, 
{b}jE N2 are strongly independent and 	are strongly independent 
over [di]. 
Put a' = au* and notice that 
a(x ® t)b = a(x ® , u*ub = au*(x 0 t)ub = a'(x ® t)b', 
and then it follows from the hypothesis that 
00 	 n 
—cxd = 0. 
But by (i), b = 0 for j E N1, so we have 
	
axb,+ 	axb— >J c j xdj=0. 	 (4) 
jEN2 	jEN3 	j=1 
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Now let j, . . . 	be any elements of H, and put x = .j ® 6 in (4) and take an inner 
product with and to obtain 
<b 3, 2 >< a1,4> _ 	< d 3, 2 >< c 1, 4 >= o. 
	
jEN2UN3 	 j1 
Since and 6  can vary, we must have 
jEN3 	 j=1 	 jEN2 
by the choice of N2. But {b : j E N3 } is strongly independent over [d3 ] so 
<a 1, 4 >= 0 for  eN3. Again, i  and were arbitrary so a = 0 for  E N3. Then 
(4) becomes 
a'3 xb - 	cxd = 0. 
jEN2 	j1 
Let {j1,.. ,j} be the elements of N2 and define iik = a3k  and bk = bk. Then 
a E B(Hm,H), b  B(H,Hm) and 
M 	 n 
ä3 xb - 	c,xd3 = 0. 	 (5) 
j=1 	j=1 
Now hail < IIau*II = hail < 1 and similarly 11b11 < 1. Finally we must show that 
iij E [c3 ] as iij E [a3] by definition. The set {b3 } is linearly independent and is con-
tamed in [d3 ] by (iii), and so extends to a basis {b} 1 for [di]. Then, for some 
1 < j, k < r, d3 = 	A3kbk and hence if ck = 	Akc3 , (5) becomes 
mr 
ÜjXj - 	CkXb/ = 0, 
j=1 	k=1 
where ë3 E [c3 ]. Thus 
M 	 r 
Daj — e)xb, — E ë3 xb = 0, 
j1 	 j=m+1 
but, choosing 6,. . . , E H as above and taking an inner product, we get 
M 	 r 
< (a3 - e)i,& >< b 3, 2 > — E < 	>< be3,e2 >= 0, 
j=1 	 j=m+1 
and, since e2  and were arbitrary, 
M 	 r 
I > < 1,e4>b=o, 
j=1 
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giving a linear dependence of the bj. But these were linearly independent so we conclude 
that ñ — cj = 0 for j = 1,. . . , m and hence that a3 E [c3 ] as required. 	 D 
Now we can see that the required isometry is true. 
Theorem 2.1.10 ([S] Theorem 4.3) The map v —* cay from B(H) Øh  B(H) into 
CB(K(H)) is an isometry. 
Proof 
Suppose v E B(H) ® B(H), v =a3 ® b, and IVIlh < 1. Then, by definition 
of the Haagerup norm, given e > 0, there is a representation v = 	a3  0 b3 with 




. 3 	6i 
; 1+e, 
and so we only need to establish the reverse inequality. 
Let v = >I 	e3  ® d3 E B(H) G3 B(H) and suppose that IcaVIICb = 1. Then by 
Theorem 2.1.4, there exist a € B(H-, H), b E B(H, H), each of norm one with 
cpv(x) = a(x 0 Lcx,)b, 	X E K(H), 
or equivalently 
00 
—c3 xd3 = 0. 
By Corollary 2.1.7, there exist a E B(Hm, H) and 6 E B(H, Htm) satisfying 11ii1j, 116111 
such that 
Hence v = ET, a3 0 63 and 
Mn 
— E ejxjj = 0. 
j=1 	j=1 
Ik'IIh 	hail • hihi < I- FEW 
Putting together Theorem 2.1.10 and Theorem 2.1.4, we see that if v E B(H) Oh  B(H), 
then the Haagerup norm of v is attained, that is there exist sequences {a3} and {b3 } 
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in B(H) with 
1 
. 	
1 II 2 
~11:b j'bj ll 
2 
IIVIIh  
We also need an analogy of Corollary 2.1.7 for infinite sums. We identify H°° H0 
with H°° and regard Hn as a subspace of H 
Lemma 2.1.11 ([S], Lemma 4.4) Suppose that operators a,c E B(H-, H), 
b, d E B(H, H°°), e E B(H, H) and f E B(H, H) satisfy 
a(x ® t)b + c(x ® t)d - e(x ® t)f = 0, 	x E K(H), 	(6) 
and hail, libhi < 1 hichi, hidhi < e < 1. Then there exists m E N and operators 
a, ë E B(H-, H) and b, d E B(H, Htm) with the following properties: 
a3 E [a,] and 6j E [by] 
hhII iIh ( 1 and hell, hlil < (3E), 
ã(x 0 	+ C(x 0 t)ci— e(x ® t)f = 0, 	x E K(H). 
Proof 
Equation (6) may be written 
(a ED c)(x 0 t)(b e d) - e(x 0 too )f = 0. 
By Lemma 2.1.8 and the proof of Corollary 2.1.9 with W = [jj], there exists a unitary 
matrix u such that (a e c)u* and u(b d) have only finitely many simultaneously non-
zero components. Thus there exists a finite rank diagonal projection p E B(12) such 
that 
(a 	c)(x 0 t)(b d) = (a c)u*(x 0 t)u(b e d) = (a c)u*p(x 0 t)pu(b ED d). 
Write ñ = (a T 0)u*p, b = pu(b ED 0). These matrices have only finitely many non-zero 
entries, the components lie in [a,] and [by] respectively and Mail, hhbM 	1. In addition if 
is the map given by 
(x) 	= (a ED c)u*p(x 0 t)pu(b ED d) - ã(x 0 
= 	(0 e c)u*p(x 0 i)pu(be 0) + (a ED 0)u*p(x 0 t)pu(0 e d) 




I'PIIcb 	1(0 	c)u*pII II( 	0 )11 + II(a 	O)u*pII . IIPU(O 	d) 
+11(0 ED c)u*pII 	p'(0 e d)lI 
Ilcil 	IlbII + hail 	hIdih + hichi 	lldlI 
< e+e+e2 3e, 
and so may be represented as 	® 00 )J where 	 (3e), and Z and d have 
only finitely many non-zero entries. Thus 
a(x 0 t)  + e(x 0 t) = (a ED c)(x 0 	d), 
and making this substitution in (6) gives (iii). 
We can now obtain a useful characterisation of the Haagerup tensor product. First 
we need to define the slice maps. If A and B are C*a1gebras  represented on a Hubert 
space H,and & e B(H)*, then define R : A ® B -+ B on elementary tensors by 
f (aa®a) =(a)b, 
and L :A®B—+ A by 
(>i aa ® b) = 
Note that for 	H with 110 1< 1 
< 	ib(a2)b, > < E 10(aj)llIbhh 
a a 
1 r 












1 	 1 
II hr 
( 10(ai)12) bba 
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and that 
V 	/ a . . 0 . a, 	
- 	
( 'i'(a j) .. 
	
- 0 
= EIV) (aj)I 2, 
j 
so if & is completely bounded then E j 10(a j )12 < 00. Now by Proposition 1.2.6 all 
linear functionals are completely bounded with Ikl'IIcb =11011  so we have 11L4 	Ikl'lI. 
Hence L 1, is bounded and so may be extended uniquely to a map on A ®h  B. 
From Lemma 2.1.6, we can see that if E B(H)* then Li,(u) is norm convergent 
for all u E A ®h  B, and similarly R,(u) is norm convergent. 
If i  and e2  are vectors in H then let L12 and R12 denote respectively the left and 
right slice maps on B(H) ®h  B(H) with respect to the vector functional < 	> on 
B(H). If u = >IL a3  ® b3 E B(H) 0  B(H) then for 	E H, 
= (ai <b 1, 2  > 6,e4) 
= (u(3 0 
and by continuity this also holds for u EB(H) Oh  B(H). In the same way 
(R12(u)3, 	= 	0 44)3,  42). 	 (7) 
Theorem 2.1.12 ([S] Theorem 4.5) Let v E B(H) Oh  B(H), and let E and F be 
closed subspaces of B(H). Then the following statements are equivalent. 
v E B Oh  F, 
R,4,(v) E F and L,(v) E E for all & E B(H)*, 
coy has a representation 
= exf, 	x E 
where e E B(H°°, H) with components in E, f E B(H, H°°) with components in F, 
and hell = llfll = hlvhl. 
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Proof 
(i)=. (ii) is clear from the definition of the slice maps, since the image of the slice 
maps converge in norm. Suppose now that (ii) is true, and assume without loss of 
generality that JIVIlh = 1. Then Ik'vIIc& = 1 by Theorem 2.1.10, and so go, has a 
representation 
	
Vv(x) = e(x ® t 00 )f, 	X E K(H), 
where hell = If II = 1. By Lemma 2.1.8, there exists a unitary matrix u and a decom-
position N = N1 U N2 U N3 so that, writing j = eu and j = uf, 
= e(x ® t)f, 	x E K(H), 
fj = 0 for j E N1, f j E F for j E N2 and {fj}jEN3  is a strongly independent set over 
F. Then, using (7), 
= 
= 	(e1,2)(J3,e4)+ 
jEN2 	 j€N3  
Since R12(v) E F by hypothesis and jj e F for j E N2 by construction this implies 
that 
jEN3 
but {li}jEN3 is strongly independent over F, so < 6j6,2 >= 0 for j E N3, and since 
were arbitrary, éj = 0 for j E N3. Thus 
= > e3xf3, 
jEN2 
which has the form 
= Ox ® t)J, 	x E K(H), 
where the components of f lie in F. The same argument can then be applied on the 
left, using Lemma 2.1.8 and the hypothesis that L12 E E, and observing that if f 
has components in F then so does uf for any unitary matrix u E B(12). The norm 
estimates follow from the construction. Thus (ii) implies (iii). 
Now suppose that hIvhIh = 1 and 
coy(s) = e(x ® t)f, 	x E 
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where the components of e and f lie in E and F respectively. Let 0 < < 1 and 
choose v0 = 	a3  ® b3 E B(H) B(H) with liv - voiih <e2. Put v1 = vo - v. Then 
llvlllh 	so 	llcb e2, by Theorem 2.1.10, and thus pv1  may be represented by 
= c(x 0 	x E K(H), 




exf + cxd - > axb = 0, 	x E K(H). 
By Lemma 2.1.11 there exist ë E B(Hm,H),j  E B(H,Hm), E B(H-,H), 
E B(H, H°°) such that hell, 11111 	1, hell, llhi 	(3, 
e(x 0 t)J + e(x ® t) - a(x 0 t)b = 0, 	 (8) 
and the components of ë and J he E and F respectively. 
Let v2  = E jT=j 93 0 fj E E ® F. Then by (8), 
= 	2(x) - 	= —e(x ® t00)1, 
so 
11v2 - vollh = lk2-0 iicb 	hell hIdil < 3e, 
from above. Thus 
liv - V211h 	liv - vohlh + hivo - V211h 
Since E > 0 was arbitrary, v e E Oh  F, and we have proved that (iii) implies (i). 	0 
I am indebted to Professor R. R. Smith for showing me the proof of the following 
theorem and allowing me to reproduce it. The theorem is contained in [BS] as a remark. 
Define ça®çt'on X®Y by 
(aj 0 bj) 
Theorem 2.1.13 Let H be a Hubert space (not assumed to be separable). Let X, Y, E, 
and F be subspaces of B(H). Suppose W : X - E and 	Y - F are completely 





2 n 	 2 
> 	(a) ® (b3) 	... 	 > 
j1 h j1 
f b(b1) 
= 	II((ai). ..co(a))tI I 
\. b(b,) 
11'P11611011cb E a j ® bj 
jZl 	 h 
Hence 0 0 may be extended to a bounded operator from X Oh  Y to E Oh  F. 
Clearly Ker p Oh Y + X  Oh  Ker 1' g Ker(ça ® '&). Suppose then u E Ker(p 0 ,0) 
and use Lemma 2.1.8 to write u =a3 0 b3 with N = 11  U 12 where a3 E Ker ça for 
j E I, {a3 : j E I} strongly independent, and {a3 : j e 12} strongly independent over 
Ker p (discarding those a3 which are zero). Then 
jEI2 	jEN 	jEli 
so 
o(a3) 0 ''(b3) = 0. 
jEI2 
We claim that {o(a3 ) : j E 12} is strongly independent. If E 12  and >J 3€12  Ap(a) = 0 
then W (>2E12 Aj a j) = 0 so 	E'2 Aa3 E Ker W. However {a3 : j E 12} is strongly 
independent over Ker W so we must have Aj = 0 for j E 12. 
If f e B(H)* then (f ('/.,(b))) E 12  and EjEI2ç(a)f((b)) = 0 so f(?/(b)) = 0 for 
j E 12. However, f was arbitrary so '/(b) = 0 for j E 12. Thus 
u= 
jEli 	jEI2 
with a3 E Ker for j E 11 and b3 E Ker '/' for j E 12 so 
Ker(p 0 ') 9 Ker P Oh Y + X Oh Ker 0 
RR 
2.2 The weak*Haagerup  tensor product 
There is a natural identification of the dual of a tensor product with a space of 
bilinear forms, which dates back to the work of Grothendieck [Gi, G2], given by 
F(x,y)= ço(x®y), 
where F is a bilinear form and cp is in the dual of a tensor product. There is a result for 
the Haagerup tensor product of this form, first proved in an unpublished manuscript 
of Haagerup [114], and later proved by Effros and Kishimoto [EK]. 
Theorem 2.2.1 If X and Y are subspaces of C*algebras,  then CB(X x Y, C) is iso-
metrically isomorphic to (X ®h Y)*. 
The purpose of this section is to define a tensor product which gives an alternative 
characterisation of the dual of the Haagerup tensor product. This is known as the 
weak*ITaagerup  tensor product and was introduced in a paper of Blecher and Paulsen 
[BP]. We define it and study some of its basic properties below, but first we need a 
result about the Haagerup tensor product, usually referred to as self-duality. This, in 
common with most of the initial results of this section, is proved both in Blecher's paper 
[133] and in Effros and Ruan's [ER3]. Since these papers generally follow different paths 
and give alternative proofs, we refer to the paper whose approach we follow, always 
choosing the proof which is simplest in our context. 
It will be necessary for us to extend the definition of the Haagerup tensor product 
from §2.1. Recall that if A and B are C!-algebras and u E A ® B then we defined the 




IFuIIh 	infaaV . IIbb} 
II 3 	 II 	IIi=i 
= inf I 11(al,. ..,a)l! 	( 	) }, 
where the infimum runs over all representations u = 	a3 ® b,. We can extend this 
definition to any space where we can define norms of rows and columns over the space 
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in a natural way. In particular, we can extend the definition to the dual of a C'-algebra. 
Suppose v E A* ® B*. Define the Haagerup norm of v by 














where the infimum runs over all representations v = 	f j  ® gj and 
I(fi3)II = sup{II(f1j(xk1))IIrnfl : (xkl) E tVfm(A), I!@'k1)II 
We denote by A* ®h  B* the completion of A* ® B* in this norm. 
Theorem 2.2.2 ([ER3]Theorem 3.2) If A and B are subspaces of B(H), then 
A* ®h  B* is embedded isometrically in (A ®h B)*. 
Proof 
We use the isometry CB(X x Y, C) (A ®h B)* given above. There is a natural 
embedding of A* ®h  B* in (A ®h B)* with > f3 0 gj E A* ® B* defining a map from 
AXB to C by 
(Efi Ogj) (a, b) = 	f(a)g(b). 
We need to show that this map is completely bounded and that the embedding is 
isometric. 
Suppose then that (fi,...,fn) E Mi ,m(A*) and (gi,.. 
.,g)t  E Mm,i(B*) so that 
M 
(f1,...,f)Ø(gj,...,g)t =E f j 0 9j E A*OB*. 
2=1 
Now for any C*algebra  A,  Mi,m(A*)  is isometrically isomorphic to CB(A, Mi,m(C)) 
with (Ii,. ..,fm) E Mi,m(A*) defining E CB(A,Mi,m(C)) by 
ç(a) = (fi(a), . . . , fm(a)), 	a E A. 
In the same way, Mm,i(B*)  is isomorphic to CB(B, Mm,i(C)). Thus, by the represen-
tation theorem for completely bounded maps (Theorem 1.2.3), we can write 
(fi,..., fn)  (a)Siri(a)T, 	aEA, 
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where ir1 : A -* B(H1) and Ctm - H1  --+ C, with II(fi,.. .,fm)IIcb = IISII 11T11, and 
( gi \ 
(li) = V72(b)W, 	b E B, 
gm / 
where ir2 : B -+ B(H2) and C 	H2 - Ctm, with II(gi,.. 	= 	IIWII• 
But by Theorem 2.2.1, (A ®h B)* CB(A x B, C), so define F: A x B -* C by 
F(a,b) = Siri(a)TV72(b)W 	a € A,b E B. 
Then by Theorem 1.2.8, 
IIFII& 	II.SII . IIl'II . ll1"II 
	
= 	ifj ®gIIh. 
Conversely, suppose that u € A* ® B* defines F € CB(A x B, C) as above, and that 
FIIcb < 1. We can write 
F =>Jf ®g2, 
with fj € A' and gj € B*. Let A0  c A and B0  c B be defined by 
Ao =flKerfj, 	Bo =flKerg, 
and let p : A -* A1 =, a : B -f B1 = 	be the quotient maps. We can define BO  
a matrix structure on 	by using the identification M() 	 Then the 
quotient map is a complete contraction, that is lloII 	1 (see [Ru] Theorem 4.2 for 
details). Now f2 = p*(j) and -qj = a*(g j) for suitable fj,gj on the finite-dimensional 
spaces A1, B1 respectively, so 
F = (P ® a)*(® i). 
Now (p® a)* is a complete isometry so if P : A1 ®h B1 - C is given by F = > 	Ij  ®, 
then IIFIIc 	1. Then we can write 
P(a,b) = S7ri(a)Tir2(b)W 	a € A,b € B, 
where ir1 : A1 -* B(H1) and 72 : B1 --+ B(H2) and C 	H2 L H1 --+ C with 
IIFIIcb = 11811 . 11T1 	Ih14 hI < 1- 
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Let e1 , e2 be the projections of H1 and H2 onto the finite-dimensional subspaces 
H = lri (Ai)S*C and H = 7r2(Bi )W*C respectively. Then 
F(a, b) = S7r1(a)eiTe27r2(b)W. 
Let r be the rank of e1Te2. Then we can write e1Te2 = V1V2, where V1, V2 satisfy 
112 Y3 c 	H1 and IIV1II, IIV2I < 1. Let (fi,. . . , fr) E Mi,m(C) ® A be given by 
(fi,...,fm)(a)Siri(a)Vi, 	aEA1, 
and (91,...,g)t E Mm,i(C)®B be given by 
f gi \ 
(b) = Vir2(b)W, 	b E B1. 
9r I 
Then (p ® 	. . ., fr) ® (gi,. . . , g,.)t gives a representation of u with 
IILIIh 	II'II 	II"1II 	II2I1 	II'II 	:1.. 
To define T(H) ®h  T(H), T(H) must be an operator space. T(H) CB(K(H), C) 
and CB(K(H), C) may be given a matricial norm arising from the isomorphism 
MTh(CB(K(H),C) CB(M,1(K(H)),C') [BP]. This is an L°°-norm so by Ituan's 
theorem [Ru], CB(K(H), C) is an operator space. 
Definition 2.2.3  If H is a Hubert space then we define the weak*Haagerup  tensor 
product of B(H) with itself, denoted B(H) ®w'h  B(H), to be the weak'-closure of 
B(H) 0  B(H) in (T(H) Oh T(H))*. 
We will generalise this definition later. 	First we characterise the space 
(T(H) Oh T(H))*. We will need to define some more tensor norms, following [BP]. 
Definition Z•Z•4 (i) If X and Y are subspaces of C*algebras,  then we define the 
tensor norm 	for (u) E M(X (D Y) by 
II()IImar =sup{ii ((xiik Yiik )) jj : E CB(X x Y,C),IIII 
uij 	Xijk ® Yijk, Xjk E X, Yijk E 
k 	 I 
where the suprernum runs over all such l'. We denote the completion of X ® Y in 
this norm by X ®rflax  Y. 
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(ii) If X and Y are subspaces of C*algebras,  then we define the tensor norm 	Ilmin 
for U = (uj) E M(X®Y) by 
IUII min = sup{II < f ® g, U >mn 11:f E M(X*), If II 	1, g E Mq(Y*), IIII 	1}, 
where m = p + q, <,> is the natural dual action and the suprernum runs over all m 
and n and such matrices of elements in the duals. Note that the norm is calculated 
in Mmn(C). We denote the completion of X ® Y in this norm by X ®min  Y. 
Proposition 2.2.5 ([BS] Proposition 2.1) The following spaces are isometrically 
isomorphic: 
(T(H) ®h T(H))*, 
(K(H) ®max T(H))*, 
w*CB(B(H),  B(H)), the weak' -continuous completely bounded operators on B(H), 
CB(K(H),B(H)), 
CB(T(H),T(H)). 
The proof is through a series of lemmas, all of which may be extracted from [BP],[B3] 
and [ER3] 
Lemma 2.2.6 ([BP] Proposition 5.4) If X and Y are subspaces of C* algebras, 
then the following spaces are isometrically isomorphic: 
(X ®max Y), 




We first show that (X ®mar Y)* CB(X X Y, C). 
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Given F E (X ®max Y)*, IIFII < 1, define E B(X x Y, C) by 
''(x,y)=F(xØy) 	xEX,yEY. 
Note that by Proposition 1.2.6, IlFIIcb < 1. Then, if (x 2 ) E M(X), (yki)  E M(Y) 
1 , '((x), (y3))I 
=(k=1 
1)(xik, Yki)) 
( F(xik(9Yk j )) D 
IIFlIc 
( 	
Xj/ 0 Yki) 
k 
II(x)II II(y)II• 
Thus 0 is completely bounded with Ikl'IIcb < IIFII. 
Conversely, given b E CB(X x Y, C) define F E (X ®max Y)* by 
F ( r 0 Yr) = 
Then 
IF(EXroyr) I = I 	r,Yr)I 	IIII •II 	0 YrIImax, 
so IIFII Ik'IIcb. Hence CB(X X Y, C) (X ®max Y)* isometrically. 
Now suppose E CB(X x Y, C) with Ik&IIcb < 1. Define E CB(X, Y*) by 
(x)y=b(x,y) 	XEX,yEY. 
Note that if (x 3 ) E M(X), (y) € M(Y), then 




= 	II'P ((x),  ())II , 
and thus that Ik°II = II'II for all n E N. Hence IkIIcb = Ik&IIcb. Similarly, given 
E CB(X, Y*), define b E CB(X x Y, C) by the above and then II'IIcb = IIIIcb. Thus 
CB(X x Y, C) CB(X, Y*) 
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isometrically. 
Similarly, CB(Y, X*)  CB(X x Y, C) with the isometric isomorphism given by 
p(y)x = '(x, y). 	 U 
Before the next lemma we must define Hilbert row and column space. For a Hubert 
space H, we define the corresponding Hilbert row space, denoted H to be B(C, H), 
and Hubert column space, denoted Hr to be B(H, C). Given a rank one projection 
e E B(H), we may identify H with B(H)e and Hr with eB(H) [Rob]. 
Lemma 2.2.7 ([B3] Theorem 2.2) If H and K are Hubert spaces, then 
CB(HC,KC ) B(H, K) and CB(Hr,Kr) B(K,H), 
isometrically. In particular, (H)* Hr and (Hr)* H. 
Proof 
Suppose 	E CB(HC,KC ) with II'IIcb < 1. Then given e > 0 there exists n and 
E M(H) with I(j)II 1 and 
IIcPIIcb 	< 	II'n(i3)II + E 
= 	II(c(cii))II + e 
Now the linear span of { : 1 < i, j < n} is a finite dimensional subspace of H and so 
is isomorphic to Ctm for some m E N. Also, the linear span of {(j): 1 < i,j ( n} is 
isomorphic to & for some k E N. 
Let 	be the restriction of W to the linear span of {}. Considering Ctm as the 
leftmost column of an m x m matrix it is easy to see that any map ço from cm  to 
Ck arises as a multiplication on the left by an element x, of Mk,m(C),  and then the 
representation theorem for completely bounded maps tells us that this operator has 
norm equal to the norm of the matrix. That is, CB(Cm, Ck)  Mk,m (C) isometrically. 
Hence 
IIcoIIb < IIxlI + C. 
Conversely, - 
II'PIIcb 	> 	IIc(&)II - C 
= 	IIx,II - C. 
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Thus CB(JI,I() B(H, K). 
Now, since CB(X*,C)  B(X",C) isometrically, for all Banach spaces X (Propo-
sition 1.2.6), 
(Hc)* CB(H,C) B(H, C) = H,., 
using the isometric isomorphism given in the first part. The other parts are proved by 
a similar reduction to the finite-dimensional case. 
Lemma 2.2.8 ([BP], Theorem 2.11) If X is a subspace of a C*algebra,  then the 
canonical embedding of X into X = CB(CB(X, C), C) is a complete isometry. 
Proof 
We can assume that X c B(H) for some Hilbert space H. Let .F be the family 
of finite dimensional subspaces F of H. For F E F write ç'p' for the compression of a 
map ço from B(H) to B(F). 
If A : X -f  X is the canonical embedding and (x23 ) E M(X) then 
II(x)II 	= sup{(x(f ja))j : (fkl) E Mm(X*), II(fkl)II 	1) 
= 	sup11I(fk1(xj))II : (fkl) E 14m(X*), II(fkl)II 	1} 
= 	 T E CB(X,Mm(C, lITIIcb < 1}. 
This last quantity is less than or equal to II(x3)II, and since 
= sup{II((PF)fl(xjj)ll : F E F}, 
and each WF  may be regarded as a completely bounded map into some Mm (C) (with 
m = dim F), the result follows. 
Lemma 2.2.9 ([BP], Theorem 5.6) If X and  are subspaces of C*algebras,  then 
X ®min Y' embeds isometrically in (X ®max y)*. 
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Proof 
Consider the diagram 
(X ®max Y)* 
CB(X**, Y*) 	 CB(X, Y*) 
CB(X**, Y***)  
where all the maps are the canonical embeddings, the embedding of CB(X, Y*)  in 
CB(X**,Y***) simply uses the second Banach space adjoint, and so is isometric. 
Given > f j 0 g3 E X 0mm *, F E M(X**) and y E Mm(Y), 
V
fj 0 gi) 0 (F) ( y)  
= 
so by the previous lemma, the embedding of X* 0mm YK in  CB(X**, Y*) is isometric. 
We have already seen that the embedding of (X ®maX Y)* in CB(X, Y*)  is isometric 
and the discussion after Theorem 2.1.4 shows that the embedding of CB(X**, Y*)  
in CB(X**, Y***) is isometric. Thus, if the diagram commutes, the embedding of 
X 0mm Y in (X 0 Y)* must be isometric. 
However, if E't=j f3 0 92 E X" ® )T* then composing clockwise, we first obtain the 
map >L f3(.)g3 E CB(X, Y*)  and then the map F '—f >=i F(f) E CB(X**, 
y***).  
Composing anticlockwise, we first obtain the map F i— > 	F(f3 )g3 E CB(X**, Y*) 
and then the required map in CB(X**, y***). 	 0 
Lemma 2.2.10 If H is a Hubert space and X is a subspace of a C*algebra,  then 




From Lemma 2.2.6, (Hr  ®max X)* 	CB(Hr ,X*) and from Theorem 2.2.1, 
(Hr  ®h X)* CB(H7 x X, C). Given : Hr -* X, define F: Hr x X -* C by 
F(y,x) = p(y)x 	x  X,y E Hr. 







Hence IIFII = IkoII for all n E N and so IIFIIcb = IkIIcb. Thus 
(Hr  ®max X)* (H7 ® X). 
The other case is similar. 	 0 
Lemma 2.2.11 ([ER3], Corollary 4.4) If H is a Hubert space, then 
Hr 0mm Hc Hc  Oh Hr K(H) 
isometrically. 
Proof 
From Lemmas 2.2.7 and 2.2.9, Hr  Omin Hc embeds isometrically in (Hc ®marr Hr)*. 
But, by Lemma 2.2.6, (H Omax Hr )* 	(Hc  Oh H7 )*, and then by Theorem 2.2.2, 
A Oh H7 )* embeds isometrically in Hc Oh  II. Hence Hr  0 .. in Hc Hc  Oh Hr. 
Further, 
(Hc  Oh Hr )** 	(Hr  Oh Hc)* 	(2.2.2) 
CB(Hr X H,, C) (2.2.1) 
CB(Hr,H7 ) 	 (2.2.7) 
B(H). 	 (2.2.7) 
Therefore, Hc Oh H7 K(H). 
	 IN 
Lemma 2.2.12 ([BP]) If X,Y and Z are subspaces of C*algebras  then 
	
X ®max  (1' ®ma Z) 	(X ®max  Y) ®max  Z, 
and X ®h  (Y øh  Z) 	(X øh  Y) ®h  Z. 
Also, X ®max Y Y ®max  X. 
Proof 
The last statement follows from the symmetry in the definition of the max norm. We 
now prove the first statement; the second is similar. We use Lemma 2.2.6 repeatedly. 
(X ®max  (1' ®max Z))* 	CB(X, (Y ®max Z)*) 
CB(X, CB(Y, Z*)) 
CB(Z, CB(X, Y*)) 
CB(Z, (X ®max 
Y)*) 
((X ®max  Y) ®max Z)*, 
where W E CB(X, CB(Y, Z*)) and b E CB(Z, CB(X, Y*)) are linked by 
p(x)y(z) = '&(z)x(y). 	 0 
Note that the Haagerup norm is not commutative, that is A®h B is not isometrically 
isomorphic to B ®h  A. This is because 	in the Haagerup norm 	occurs in the first 
variable and y"y in the second. We will see an example of this in Chapter 3. 
We can now prove Proposition 2.2.5 
Proof of Proposition 2.2.5 
By Lemma 2.2.6, (ii) = (iv) = (v). 
The proof that (iii) = (iv) is contained in a remark after Theorem 2.1.10. 
All that remains is to prove (i) = (ii), namely that 
(T(H) ®h T(H))* (K(H) ®max T(H))*. 
First we note that 
T(H) = K(H)* 	(Hr  ®min Hc)* (2.2.7) 




K(H) ®max  T(H) 	K(H) ®max (Hr  ®ma H) 
Hr ®max K(H)  ®max H (2.2.12) 
Hr ®max (Hc  ®h Hr ) ®maa, H (2.2.7) 
Hr ®h (Hc  ®h Hr ) ømax H (2.2.10) 
Hr ®h (Hc  ®h H) ®h H (2.2.10) 
(Hr  ®h H) ®h (Hr  ®h H) (2.2.12) 
(Hr  ®max H) ®h (Hr  ®max H) (2.2.10) 
T(H)®h T(H). 
The proposition now shows that the weak*topo1ogies  generated by (T(H) ®h T(H))* 
and (K(H) ®max T(H))* are the same, which we will refer to as the weak*topo1ogy  on 
any of these spaces. 
Theorem 2.2.13 ([BS] Theorem 2.2) If: K(H) - B(H) is a completely bounded 
operator then there exist sequences {a3 } and {b3 } in B(H) such that>23 aia,  >2 bb 
converge strongly in B(H), 
II 	aja 	 =II(PIIcb 
and, 
ç(x) = 	a3 xb3 	x E 
and the convergence of the partial sums of >23 a3 . b3 in CB(K(H), B(H)) is in the 
weak*topology  on CB(K(H),B(H)). 
Proof 
Except for the last statement, this is Theorem 2.1.4. 
As we have seen in §2.1, for any x E K(H), the sum E j a3 xb3 converges in the weak 
operator topology. That is if x E K(H) and if , E H then 
<(Eajxb3)*,ri >= 	<a3xb,i> 
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converges, and so the partial sums of E j a3 bj converge when applied to the elementary 
tensors x ® ( ® ii) from the predual K(H) ®max T(H) by the above formula. However 
these elementary tensors span a norm dense set, since the rank one operators are of the 
form ®ij and are dense in T(H) (see § 1.3). The partial sums of E j a3 .b3 are uniformly 
bounded by 11 >J aja~ 11 2 11 F_j bj-bj 11 as we have seen in §2.1, . Thus it follows that 
>3 a3 . b, converges in the weak*topology. 	 0 
Corollary 2.2.14 ([BS], Corollary 2.3) The space B(H) ®wh B(H) coincides with 
the five spaces in Proposition 2..5. 
Proof 
We need to show that the image of B(H) 0 B(H) under the map v ço, is weak* 
dense in CB(K(H), B(H)). However this follows from the above theorem. 	0 
Thus we can identify with each v EB(H) ®w*h B(H) a representation v = E j a®b2, 
which converges in the weak*topo1ogy to v and which satisfies 
1 	 1 II 	II 2 II 	II 2 
Di 	aa 	 3 11 	= IIPvII
2 
cb. 
II i I Ii 	ii 
We shall call this a weak*representation of v and we remark that it is not in general 
unique. 
Let X and  be weak*closed subspaces of B(H). Define X®*hY to be the weak* 
closure in B(H) ®wh B(H) of X 0 Y. It follows from Theorem 2.1.4 that X Oh Y is 
isometrically embedded in X ®*h Y. 
We can define the slice maps as for the Haagerup tensor product. If b E X is a 
normal linear functional, then R 1, : X ®w*h Y -+ Y is given by 
a®b3 EX®*hY. 
As we saw when we defined the slice maps on the llaagerup tensor product, the fact 
that all linear functionals are completely bounded means that Ej 10(aj)12 < oo. Then 
by Lemma 2.1.6 R,, is bounded and >3 0(aj)b j converges in norm. 
Theorem 2.2.15 ([BS], Theorem 3.1) Let X and V be weak*closed subspaces of 




weak* -representation v = Ej a3  ® b3 with a3 E X and b3 E Y. Moreover 
1 112 	II 112 1 





II i 	II II i 	II J 
where the infirnum, which is attained, is taken over all such weak*-representations of 
v. In this case v e X ®h  Y if and only if v has a weak* -representation which converges 
uniformly, and then the infimum above may be taken over all such representations. 
Proof 
If V E X ®wh  Y then there is a net in X 0  Y which converges to v in the weak* 
topology. Since the slice maps are weak* -continuous it follows that v has the given 
weak* representation. 
Conversely if v has the given weak*representation  then the partial sums of E j a3 ®b3  
converge in the weak*topology  to v, and so v E X Owh  Y. 
If v has a uniformly convergent weak*representation  then clearly v E X Oh  V. 
Conversely, suppose that v e X Oh  Y with IIvIIh < 1. Then given e > 0 we may 
choose v1  = >j 	a3 0  b3 with a3 E X, b3 E Y, IIv - vlIIh < e, and 
>2 	ajaII = 	>2! b3 	3=,bII < 1. Now choose v2 	>2nj+1 a3 0 b, with 
a3 EX, b3 E Y, Iv - v1 - v2 < !, and >2ni+1 aaII = II >2jfl+i bbII < E. 
Choose v3 = >2=fl2+1 a3  0 b3 with a3 E X, b3 E V and Iv - V1 - V2 - v3IIh < , and 
so on. Then we will have that 1 1>23 ajaII and 11 >2j bbIl are each less than 1 + 26, and 
that >2, a3  0 b3 converges in the weak*topology  as in Theorem 2.2.11. Since >2, v3  
converges uniformly to v, it follows that v has weak*representation >2, a3  0 b3. The 
remaining assertion follows from this construction. 	 U 
We now need to extend the definition from that used by Blecher and Smith so that 
we can define the weak*Haagerup  tensor product of subspaces of C* aJgebras. 
Definition 2.2.16 Suppose that A and B are C*algebras  with representations on 
Hubert spaces H and K respectively, and that X and Y are closed subspaces of A 
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and B respectively. We define the weak*  -Haagerup tensor product of X and V by 
uEA**øw*h B**: u_—>23a®bj  with a3 EX, b3 EY, 
X ®wh Y = 	 >3 aa converges strongly in B(H), 
E j bb3 converges strongly in B(K) 
The norm on the elements of X Øw*h V is the Haagerup norm. 
It is easiest to think of this as formal infinite sums E a, ® bj where the sums E a3a 
and E bb3 converge strongly. One might expect that with this strong convergence, 
K(H) ®wh  K(H) would be all of B(H) Øwsh B(H) but we shall see later that this is 
not so. 
From the discussion of the definition of completely bounded operators in Chapter 
1, it is easy to see that CB(B(H)) is a Banach algebra, and hence that the weak* 
continuous completely bounded operators on B(H) are a Banach algebra. Then using 
Proposition 2.2.5, we have that B(H) ®w*h B(H) is a Banach algebra. 
Lemma 2.2.17 If A and B are C*algebras,  then A ®w*h B is a Banach algebra. 
Proof 
We assume that A and B are both represented on the same Hilbert space H, taking 
a direct sum if necessary. 
Suppose un E A ®w*h B with En IknhIw*h < oo. There is a representation 
= 	® b with 
(n) (n)* 




If. E H, with 	J < 1 then 
II 	a (n) a(n)* Il  (n) (n)* 




Similarly j,,, bTh)*bT converges strongly so En Un E A ®w*h B, and 
00 	M 	 00 
Il u,,_u,j 	 IkmIIw*h_*O asm -+oo. 
k=i j=1 IIw*h n=m+1 
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Thus A ®w *h B is a Banach space. 
If>a®b, Ekck®dk e AØ*hB then 
(>ai®bi) (ECkodA) =E a j ck® dk b j ,  
with a3 ck E A and dkb, E B. 
If E H with 	1 then 
a,ck(a3ck), 	= 	(aj ( 
	
Ck4) a;,c, 
which converges in j and k by the strong convergence of the sums E j a3 a and >Jk CkC. 
Hence >j,k a j ck(a,ck )* is strongly convergent and similarly, > jk (dk bj)*dk bj is strongly 
convergent. Further, the Banach algebra product inequality 11U vIlw*h < IIullw*hllvllw*h 
follows directly from these calculations. 
Thus A ®wh  B is a Banach algebra. 
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3 Ideals of Completely Bounded Operators 
In this chapter we endeavour to answer the main question asked in the introduction: 
namely, if we know that a completely bounded operator is compact what can we say 
about its representation? This naturally leads us into considering the ideals of the 
algebra of completely bounded operators. 
In section 1 we identify completely the ideals of B(H) ®h  B(H). We show that the 
obvious candidates for ideals of A ®h  A, those of the form J1 ®j J2 for ideals J1, J2 of 
A, are indeed ideals. Restricting attention to B(H) Øh  B(H), we then show that there 
is only one other ideal which arises as a sum of two of this form. This ideal is then 
maximal. The proof of this is based on ideas of Professor R. R. Smith. The results 
in this section rely heavily on the existence of minimal projections in B(H) and the 
ideal structure of B(H), so do not readily generalise to other algebras. This work, 
and further results will appear in a joint paper with R. R. Smith and A. M. Sinclair, 
currently being prepared. 
In section 2 we turn our attention to B(H) Øw*h B(H). We begin by extending the 
definition of the weak*Haagerup  tensor product to C!-algebras, so that we may define 
K(H) ®w*h K(H). We then show that the obvious basic candidates for ideals are again 
distinct ideals. We construct a compact completely bounded operator which is not ap-
proximable in completely bounded operator norm by finite ranks, thereby showing that 
the set of completely bounded compact operators and the completely bounded closure 
of the finite ranks are distinct ideals of B(H) ®w*h B(H) and negatively answering 
our original question. We do, however, show that any compact completely bounded 
operator has a representation as an element of K(H) ®wh  K(H). 
Throughout this chapter we make constant use of the isomorphism 
B(H) ®w*h B(H) CB(K(H),B(H)), 
given by u = Ej a3 0  b3 defining Wu(x) = > 3 a3 xb3, as detailed in the last chapter. 
When proving results about the ideals of the tensor product, we often calculate with 
completely bounded operators for simplicity. For example, the isometry observed in §2.1 
of B(H) Oh  B(H) in CB(K(H), B(H)) tells us that B(H) Oh  B(H) is isometrically 
contained in B(H) ®w*h B(H). 
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3.1 Ideals of B(H) Øh  B(H) 
One would expect the ideal structure of B(H) ®h  B(H) to be relatively straightfor-
ward because the representations of elements of the Haagerup tensor converge in norm. 
If A is a C*algebra,  then the obvious basic candidates for closed ideals of A ®h  A are 
of the form J1 ®i J2 where J1 and J2 are closed ideals of A. 
Lemma 3.1.1 If Ji and J2 are closed ideals of a C*algebra,  then Ji ®, J2 is a closed 
ideal ofA®hA, ofA®hJ2 and of Jl®hA. 
Proof 
If E j aj ® b, E Ji ® J2 and Eiciodi, Ekfk@gk  E A ® A then 
(E ci® di) (r, aj 0 bj) (fk®k) = 	ciajfk 0 9kbjdj E J1E:J2 
since J1 and J2 are ideals of A. 
Thus J1 ®J2 is an ideal in A®A. Now the Haagerup tensor product is injective ([PS], 
Theorem 4.4), that is if X1 c X and 1"1 C V then X1  ®h V1 9  X ®h  Y isometrically. 
Hence, completing in the Haagerup norm, J1 ®i,, J2 is a closed ideal in A ®h  A. 
The other cases are identical. 
If A is a C*algebra,  then for a, b E A define the operator LaRb on A to be the map 
x -+ axb. Such an operator is often called an elementary operator. Vala [Vi] calls an 
element a of a C*algebra  A compact if the mapping a 	axa is a compact operator 
on A. Alexander [A] , following Vala, shows that if X is a Banach space and T is a 
compact operator on X, then S i-+ TST is a compact operator on B(X). Hence Vala's 
definition of compactness agrees with the usual notion in this setting. The following 
theorem is due to Vala [Vi] (part (i)) and Akemann & Wright [AW] (part (ii)). For 
a more detailed discussion of the compactness of elementary operators see the papers 
of Vala, Mathieu and Akemann & Wright[V1, V2, Mi, M2, AW]. There is also a good 
account in §33 of Bonsall and Duncan's book [BD]. 
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Theorem 3.1.2 Let H be a Hubert space,MbI me, b .be htpfrV kiw&si of &1fl. 
The operator La Rb on B(H) is compact if and only if a and  are compact operators 
on H. 
The operator LaRb on B(H) is weakly compact if and only if at least one a and b 
is a compact operator on H. 
The proof that La Rb is compact when a, b E K(H) is an application of Ascoli-
Arzelà, considering the compactness of the appropriate ranges. The converse is proved 
by noting that if ,q E H then LaRb( ® i) = aq ® b* so that LaRb  being compact 
guarantees the compactness of a and b*,  and of course if b*  is compact then so is b. 
The weakly compact case relies on noting that if ço is a weakly compact operator on 
B(H) then the range of cc is contained in K(H). Then considering whether or not the 
appropriate ranges have closed infinite-dimensional subspaces gives the result. 
Corollary 3.1.3 If u E B(H) ®h  K(H) or u E K(H) ®h  B(H) then ccu is a weakly 
compact operator on K(H). If u E K(H) Øh  K(H) then Wu is a compact operator on 
K(H). 
Proof 
Suppose u E B(H) Øh  K(H). Then, given e > 0, there exist sequences {a3 }, {b,} 
in B(H) and K(H) respectively such that 
<E. 
j=1 	h 
Now, by the above theorem, a®b3 is a weakly compact operator for j = 1,...,n. How-
ever, the set of weakly compact operators form an ideal of B(K(H)) (Theorem 1.3.7) so 
7—i a3  ® b3 is a weakly compact operator. Since the set of weakly compact operators 
is closed, cou is weakly compact. The other cases are similar. 	 0 
Since B(H) Øh  B(H) clearly contains non-compact operators on B(H), this shows 
that B(H) ®h  B(H) , B(H) Øh  K(H) and K(H) ®h  K(H) are all distinct. It remains 
to show that K(H) Øh  B(H) and B(H) Øh  K(H) are distinct. 
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Suppose then that 1 ® y E K(H) ®h  B(H) for some y E K(H). There certainly 
exists 'O E B(H)* with &(y) 54 0, and then 0 '0(y)1 E B(H). But by Theorem 2.1.12, 
R,p(1 ® y) E K(H) for all & E B(H)*, which gives us a contradiction. Similarly, 
x ® 1 B(H) ®h  K(H) for any x e K(H). 
Clearly if J1 and J2 are ideals of an algebra A, then Jj + J2 is also an ideal of A. 
Hence [K(H) ®h  B(H)] + [B(H) ®h  K(H)] is an ideal of B(H) ®h  B(H). 
Proposition 3.1.4 The ideal [B(H) ®h  K(H)] + [K(H) ®h  B(H)] is closed in 
B(H) ®h  B(H). 
Proof 
Let q : B(H) -+ 
	
be the completely bounded quotient map. Then by Theo- 
rem 2.1.13, 
Ker(q ® q) = [B(H) ®h  K(H)] + [K(H) ®h  B(H)], 
which is therefore closed. 	 Eli 
Further, the ideal is clearly distinct from B(H) ®h  K(H) and K(H) ®h  B(H) since 
if x E K(H) then 10 x and x 0  1 are elements of it. Also, the ideal contains only 
weakly compact operators on B(H), so it is also distinct from B(H) Oh  B(H). 
We now aim to show that the ideals already noted are all the closed ideals of 
B(H) Oh  B(H). 
Theorem 3.1.5 Let H be a Hubert space. Then K(H) Oh  K(H) is a maximal closed 
ideal in B(H) Oh  K(H) and in K(H) Oh  B(H) 
Proof 
By Lemma 3.1.1, with J1 = K(H), J2 = B(H) and A = B(H), we have that 
K(H) Oh  K(H) is a closed ideal of both B(H) Oh  K(H) and K(H) Oh  B(H) 
Now let J be a closed ideal in B(H) Oh  K(H) with K(H) Oh  K(H) C J strictly. 
Let {e 3 } be a set of matrix units for K(H): that is, choose an orthonormal basis {,} 
for H and let eij = ® j. Define 
411  = {x E B(H) : x ® e11 E J}. 
Then Je11  is a closed ideal in B(H) for if w, y E B(H) then 
wxy ® c11 = (w ® eii )(x (9 eii)(y ® cii) E J. 
Therefore Jejj = K(H) or B(H). 
Let u E J\K(H) ®h  K(H) , say u = > j aj ® b3 . Using Lemma 2.1.8, decompose 
Iso that l=11 U12 U13  
where a3 = 0 for j E I, 
a3 E K(H) for j E 12 and {a3 : j E 12) is strongly independent, 
and {a3 : j € 13) is strongly independent over K(H) 
Let u' = > 3j3 a3 0 b3. Then u' = u — EjEI2 a3 0  b3 E J and u' 54 0 since 
u 0 K(H) Oh  K(H). 
Consider (1 0 ei 5 )u'(1 (9 ct) E J, 
(1 0 e13)u'(1  0 eti) = a3 0 ei3beti 
jEI3 




We know that u' $ 0 so there must exist s and t such that (1 ® e18)u'(1 0 e 1) 0 0. 
But then EjEj., Tr(el,bjetl )aj 54 0. Now if 7P : B(H) —+ C is given by 
O(x) = Tr(ei3xeti ), 
then 0 is a linear functional with 11 ,011 < 1 and 
Tr(ei8b3cti)a3 = R(u'). 
jEI3 
Since {a3 : j E 13} is strongly independent over K(H), 14i,(u') 0 K(H). That is, 
IjEI3 Tr(ei3beti )a E Jeji\K(H). Since R,(u') 54 0 and K(H) is the maximal ideal 
of B(H), we must have Je11  = B(H). 
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Thus B(H)®ell 9 J. Now let e be any rank one projection and let v be the partial 
isometry linking e and e11, so that vellv* = e. Then (1. (9 v)(x ® eii )(1 ® v) = x ® e, 
so B(H) ® e C J for any rank one projection e. Any finite rank projection may be 
written as a finite sum of rank ones so B(H) ® f g J for any finite rank projection f. 
Now let y be a finite rank operator in B(H) and let e be the finite rank projection 
in B(H) onto the range of y. Then, for any x E B(H), x ® e E J so 
xøy=(x(9e)(1®y)E J. 
Hence x ® y E J for any x E 11(H) and any finite rank operator y E B(H). 
Now take z E K(H). Then, given any & > 0, there exists a finite rank operator 
y with liz - Y11 < 	Then lix ® z - x ® Y 11 < ellxli so, since J is linear and closed, 
x 0  z E J. Closing up in the Haagerup norm, we see that B(H) Oh  K(H) C J. That 
is, 11(H) Oh K(H) = J. 
The proof that K(H) Oh K(H) is maximal in K(H) ®h B(H) is similar. 	0 
Theorem 	Let H be a Hubert space. Let J be a closed ideal of B(H) Oh  11(H) 
properly containing K(H) Oh K(H). If J does not contain B(H) Oh K(H), then J = 
K(H) Oh B(H) and if J does not contain K(H) Oh  11(H), then J = B(H) Oh K(H). 
Proof 
Without loss of generality, suppose that J does not contain B(H) Oh K(H). For 
each non-zero 0 E B(H)* the closed linear space J,,& defined to be the closure of 
{ >ajtij : Eaj ® bi E 
is a closed ideal in B(H). This follows because F j a3  ® b3 E J and a E B(H) implies 
that E j aa3 ® bj E J and >, a3a 0 b3 E J. Hence the ideal is equal to B(H) or K(H). 
Let {e13 } be a set of matrix units for K(H): that is, choose an orthonormal basis 
{} for H and let e 3 = ® - 
CO 
Suppose that the closed ideal J,,, = B(H) for (x) =< 	> (x E B(H)) for 
some t and a. The ideal 
aj 0 bj E 
3 
. 
is dense in Jp so is also equal to B(H); hence 
for some u = Tj a3  ® b3 E J. 
Now (1 ® e13)u(1 ® e 1) is in J and equals 
(1 ® e13)u(1 ® en) = 	a3 ® ei3beti = 	a ® 
= 1 ® e11  
because ei3beti =< 	> e11. 
Hence, following the argument of Theorem 3.1.5, all 10 K(H) is contained in J, 
and so B(H) Oh  K(H) is contained in J contrary to supposition 
Thus J,, = K(H) for all functionals of the form (x) =< X4 e3 > for some t, a E N. 
Hence JO = K(H) by linearity in for all ik E K(H)*, because K(H)*  is isomorphic 
to the trace class operators. 
If 'O E B(H)*, then there is a net (, : A E A) in K(H)* such that 	and 
- 	(b) for all bE B(H) by Alaoglu's theorem. 
If u = >aj®bj E J, then 	a3iJ.x(b3 ) E K(H) for allA E A. Furthera'(bj) -+ 
Ej ab(bj) as A runs over A. This follows because by definition of the Haagerup tensor 
norm attention may be restricted to only a finite sum: if E > 0 there is a choice of 








a,L'A(b3) - > a(b3)  
N 
< 2'e + E IIajM I'A(bj) - 
j=1 
< (2& + 1) 
for A sufficiently far along the net. 
Hence >23  at/'(bj) E K(H) for all E K(H)*. By Theorem 2.1.12 it follows that 
J ç K(H) ®h  B(H). Hence by Theorem 3.1.5, J = K(H) ®h B(H). 	 0 
Theorem 3. 1.4 The ideals K(H) Øh  B(H) and B(H) Øh K(H) are maximal closed 
ideals of [B(H) ®h  K(H)] + [K(H) øh B(H)]. 
Proof 
If J is a closed ideal of [B(H) ®h K(H)] + [K(H) ®h  B(H)] which contains 
K(H) ®h  B(H) strictly, then applying the argument of Theorem 3.1.5, we can show 
that B(H) ®h K(H)9 J and hence that J = [B(H) Øh  K(H)] + [K(H) ®h  B(H)]. The 
other case is similar. 
The ideas behind the proof of the following theorem were suggested by Professor 
R. R. Smith. 
Theorem 3..7 The unique maximal closed ideal of B(H) ®h  B(H) is 
[B(H) Oh  K(H)] + [K(H) ®h B(H)}. 
Proof 
Suppose J is a closed ideal of B(H) ®h B(H) which is not contained in 
[B(H) ®h  K(H)] + [K(H) ®h  B(H)]. 
C0! 
_1_1 Denote by 0 the map from B(H) ®h  B(H) onto K(H) ®h  K(H) Then by the proof 
of Proposition 3.1.4, Ker 0 = [B(H) Oh  K(H)] + [K(H) ®h  B(H)]. 
	
We will denote by 	,. the C*injective  norm on A GD A given by 
iIuii* = sup(iri  GD 7r2)(u)II, 	u E A® A, 
where the supremum runs over all representations iri of A (see [T] IV.4), and by A GD,. A 
the completion of A GD A in this norm. Note that this norm is usually denoted Ii 11mm 
but is different from the min norm defined in §2.2. 
Denote by t the mapping from B H KHH®j 	to 	
B(H). Since . 	1k, 
1 and t is one-to-one (see [Bi], §2 for details of these results) so t(9(J)) 54 {O}. 
Now 
B(H) B(H) 	 B(H)®hB(H) 
K(H) 
®h 
 K(H) = [B(H) ®h  K(H)] + [K(H) ®h  B(H)] 
WJ J!1 so 0(J) is a closed ideal of 	®KTH)h 	If U E 	®h 	and v E K(H)  0 K(H) 
then, given 6 > 0, there exists v0 E 	GD K(H) 	K(H) with liv - voli 	 v0 so <e. But t(vo) =  
t(u)v0 = t(uvo). Then 
IIt(u)v - t(uvo)lI* = Ilt(u)v - t(u)voli* 
< 
_ and similarly, iivt(u) - t(vou)il < e 	 1nJ, so t(0(J))*  is a closed ideal of K(H) 
where Y' denotes the closure of X in 	But 	®* K(H) is simple ([T], Corollary 
IV.4.21) so t(0( J ))* = BQ 0 	Thus t(0(J)) is dense in 	K(H) 	K(H) K(H) *K(H). 
Hence, we can choose u e J with 
1 < 
Henceforth, for ease of notation, we will suppress the maps t and 0. 
Certainly u 54 0 since it is close to the identity. Suppose that u has a representation 
u = > 	a3 0  b3 with a3 , b3 E B(H) and > 	and >J bb norm convergent. Then 
there exists n E N with 
I 	 I 
00 	 II 00 	 11 2 II 00 	112 1 
II a®bII h 	II aall .11 >: j 311 < 
n+1 	 II3+1 	II3=+' 	II 
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Following [KR] we denote by V the set of all mappings &: B(H) -+ B(H) that can 
be defined by an equation of the form 
in 
akUkxU, 	x E B(H), 
where ak > 0, cj = 1, and Uk are unitaries in B(H). If 1' E V then 0 is 
completely positive with 
110IIcb = Ikt'II = Ik'(l)II = 1. 
Now by [KR] Proposition 8.3.4 (a version of the Dixmier approximation theorem, 
see also [D] Theorem 111.5.1 and [Sa] Theorem 2.1.16), there are complex numbers 
A1 ,.. .,A, [Li,... . /In and tIYm  ED with 
10m ((t3) — A,lII -+ 0, and 
II0m(1 j) — [Lull " 0 	as m - 00 
for  = 1,...,n. Now let > 0 b such that 
	
1 	 1 
n€ [( [L. 2) 2 + ( lIajIl2) 2 ] 
< 1 
and choose m such that '?/) = ' Im satisfies 
lk'(aj) — A3 111 <e and 
11,&(b) — /LLjlIl < 
forj=1,...,n. 
Then 
ji 	 31 	 h 
(A1 — b(a)) 0 [Lj1 +E 0(aj) 0  (jl — 
j1 	 h 	j=i 	 h 
1 	 1 	 1 	 1 
2/n 	 \2 
( :: lP31 - 'b(aj)II 2  ) 	( jij2 ) 	
+ > /'(aJ)t(a3)" 	
( 	ll1 — '(b3 )
1
I 2  
\j=i 	 / \j=i / j=i 	 \j=i 
n 	
) 1 	 1 
\ /, 
n4e 	
( iI IILaI 2  ) 	+ ( 	lla 112 





00 	 II 	11 00 	 II 1 + - 
5 j1 	) 	j1 	 IIh 	lj=' 	 IIh 
Further 
1 
II 	00 	 II 	00 	 I 2 	00 	 II 2 
II ® &(b)II 	II (aj)&(aj)*jI I 
IIj=n+1 	 lIh IIi=n+1 	 II iIi=+ 
I 	 I 
II 00 	 112 II 00 	hr 
b*b .11 II aa 	II 
II IIi=+' 	II 
since Ik'Ilcb = 1. 
For w E B(H) ®h  B(H) denote by dh('w, J) the minimum distance in Haagerup 
norm from w to J, that is, 
dh(W,J) = inf{IIw - vIIh V E J}. 
Now multiplying an element of J by unitaries and taking convex combinations does 




dh ( A 3
1 ® , ) <_• 
But 
aØb-101 	 aØb-1®1 + E a,.®b2 
j=1 	 * 	j=1 	 * 	 * 
00 






using II • 11* 	II 11h 
Also, & 0 & is a norm reducing operator on the C*a1gebra  B(H) 0  B(H) (again 
since it consists simply of multiplying by unitaries and taking convex combinations) 




n 	 ( n 
b(ai)Øb(bi)_1Ø10 = 








j=1 	 * 	j=1  
+ 	 0 
(b) 1010 j=i 	 * 
101_b(ai)0 t (bi ) 0+ 
< 5-1 
so that 






j1 	 jZZ1 	 h 
- < 23 
so the distance in Haagerup norm from the ideal to the identity is less than 1 and hence 
there is an invertible element in J. 
An ideal which contains an invertible element clearly contains the identity and hence 
the whole algebra. Therefore J = B(H) Oh  B(H). 
	 LE 
* 	 B(H In proving the above result we have shown that for the simple C -algebra A = 
the Calkin algebra, A Oh  A is simple. We can then ask if this is true for all C* algebras, 
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that is, if A is simple is A Øh A simple? The answer is not known in general, but 
A. M. Sinclair has extended this proof to the case of AF C* a1gebras. 
We finally show that K(H) Øh K(H) is the minimal ideal of B(H) ®h B(H). 
Lemma 3.1.8 The closure of F(H)®F(H) in the Haagerup norm is K(H) ®h K(H). 
Proof 
It is clear that F(H) ®h F(H) C K(H) ®h K(H) since all finite rank operators are 
compact. 
Suppose then that u E K(H) ®h K(H) and e > 0. There exists v = E~'=j aj ® bj 
such that 
IU - Vh <E, 
with a3, b3 E K(H). Now, for j = 1,. . . , n, there exist finite rank operators cj, d j with 
IIaj — cjII 	
E 
E 




j=1 	 j=1 	h 	j1 	 h 
1 	1 
2 n 	2 
- c3)(a, - c,)* > bb3 
j=1 	 .i1 
1 	 1 
2 n 	 2 
+E .cjc (b - d3)*(b3 - d3) 
31 	 jzrl 
I 	 1 	 1 j n 2 n 	2 
e bb3 + >cjc 




for some constant C. Thus K(H) ®h K(H) is contained in the closure of F(H) ®F(H) 
in completely bounded operator norm. 	 El 
Proposition 3.1.9 The minimal closed ideal of B(H) ®h B(H) is K(H) ®h K(H). 
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Proof 
Let J be a closed ideal of B(H) ®h B(H), and let u E J. Then, using Lemma 2.1.8, 
we can find sequences {a3}, {b3 } in B(H) with u = >3 a2 0 b3, and {b,} strongly 
independent. 
Suppose that for all rank one projections e, f in B(H) 
>eaje ® fbf = 0. 
Fix e and f. Then 
>(eaje)x(fbjf) = 0, 	for all x E K(H). 
Choose 	eH, and r, E fH with 	= 11 7711 = 1. Then 0 q E K(H), so 
ea3e( 0 71)fb3 f = 0. 
That is, 
( aie ®bf*u1) 1o, 
IMI 
e (ai®b1) f=0. 
Then for all A, xi E H, 
(e 
(aie®b;ii) fAv) = 0, 
that is, 
<fA,b>< ae,ev >= 0. 
Choosing A = x, xi 	, we have 
<b,i,q>< 	>= 0, 
or 
((
E<aj~,~ >bj) )=o. 
Now i was chosen arbitrarily in f  so 
(<aj>b j =0. 
	
\i 	 )fH 
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But f was an arbitrary rank one projection, so 
<a,e> b3 = 0. 
However, (< aj6,6 >) is an 12_ sequenceso by the strong independence of the b, 
for allj. 
Again, e was an arbitrary rank one projection so 
<ae,>= 0 	for alleEH, 
Then, using the polarisation identity, 
<a>= 
we have that 
<aie, q >= 0 	for all ,q E H with Mil = 117711 = 11 
and soa3 =O for all j. But then u=0. 
Hence if u = E j a3 0 b3 0 there exist rank one projections e and f in B(H) such 
that 




J 3 	eae®fbf ~ 0 
However, for any rank one projection e E B(H), 
eB(H)e = Ce, 







2 	 2 
(eaje)(ea je)* (fbf)*(fbf)  





so e ® f E J. 
Now fix vectors o,qo, )o, go E H and choose vectors j, iii, .i, Pi E H and operators 
w,z E B(H) such that e = A1, fj-ti  = 771, wA = 0,and zi = to. Let S and T be 
operators on K(H) given by S = w ® z and T = (' ® iio) ® ( A0 0 t1), where these 
operators act by multiplication on the left and right as discussed at the start of 3.1. 
Then if a E K(H), 
S(e 0 f)T(a) = S(e 0 f)[(i 0 iio)a(Ao 0 
= S(e ®f)[<aAo,iio>ei®pi] 
= 
S<aAo,io>Ai®ii 
= <aAo,io> wA1  0 
= <aAo,qo>o®io 
= 	® go) ® (Ao ® 
so S(e 0 f)T = (o 0 /2o) 0 (Ao 0 /to). Now e 0 f E J, so (o 0 i0) 0 (Ao 0 ,a0) E J. 
But o, rio, A0, go were arbitrary vectors in H so if x and y are rank one oper-
ators in B(H) then x 0 y E J. Then J is linear so F(H) 0 F(H) C J. Hence 
K(H) Oh K(H)9 J by Lemma 3.1.8, so K(H) Oh K(H) is the minimal closed ideal of 
B(H) Oh B(H). 	 0 
Thus any ideal of B(H) Oh B(H) contains K(H) Oh K(H). By the previous results 
it can only be one of the ideals already identified. 
We can summarise all the closed ideals of B(H) ®h B(H) in a diagram. 
B(H) ®h B(H) 
[B(H) ®h K(H)]+[K(H) ®h B(H)] 
B(H) ®h K(H) 
	
K(H) ®h B(H) 
K(H) ®h K(H) 
0 
MMI 
3.2 Ideals of B(H) Øw*h B(H) 
We now turn our attention to the weak*Haagerup  tensor product, always using the 
extended definition at the end of §2.2. 
Notice that when we extended the definition of the weak*Haagerup  tensor product 
to C* algebras, B(H) ®w*h K(H) was not defined as a completion of B(H) 0 K(H), so 
it is not immediately clear that B(H) Owh  K(H) is a closed ideal of B(H) ®w*h B(H). 
Lemma 3.2.1 If J is a closed ideal of a unital C*algebra  A, then J®w*hA is a closed 
ideal of A ®tu*h A. 
Proof 
Suppose u E J ®wth A is given by 
a3 EJ,bEA, 
where the sums > a3a and E j Vbj converge strongly. Suppose also that 
and >fk(9gkEA®w*hA. 
i 	 k 
Then 
( 	
ci ® d) (ai 0 b2) 
(
1k 09k) = z,j,k 
	
0 
and cafk E J, dbgk E A, and i,j,k cia,f k(cia j fk )* and con- 
verge strongly since A ®wh  A is a Banach algebra. 
The proof that J ®w*h A is closed is similar to the proof that A ®w*h B is a Banach 
space, given at the end of §2.2. 	 0 
We must now show that the ideals of the form J1 Ow*h J2 where J1 and J2 are either 
K(H) or B(H) are different. 
Lemma 3.2.2 The elementary tensor 10 1 is not an element of B(H) ®w*h K(H). 
Proof 
Suppose 10 1 E B(H) ®w*h K(H). Then, given > 0, there exist sequences {a3} 
in B(H), and {b3 } in K(H) with 
	
>a3 xb3  = x, 	x E K(H), 
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where the sum converges strongly, Ej a3a 	1 + e and >1 + e and these 
sums converge strongly. 
If , i E H with 11fll = 	= 1 then 	'q E K(H) so 
and if A, ji E H then 
K 
(ai®b;i) Au)=< 
Choosing A = ij, ii = we have 
<a,>< bi1,77 >= 1. 
Now 
so (< 	>) is an 12-sequence with 
I(< 	>)112 < 1 + e. 
Similarly, 
I(< bi1, ij >)112 < 1 + 6. 
Hence, there exists N such that, for fixed , 
00 
I<a>I 2 <6. 
Thus 
	
N 	 00 
aj6,6 	= 
j=1 	 j=N+1 
71 
(j=N+l 
00 	 / 00 	 \2 
I I<aj,>I2) 
J 





uniformly in j E H with 117711 = 1. 
Now if {?7k}1  is an orthonormal basis of H, for fixed j, there exists K3 such that 
if k > K3 . 
VN 











IN 	 \ 2 /N 
1_(I<aje,e>I 2 ) (I<bj k, k >I 2  
\j=1  
> i_Daia 
1—e(1+ e) < 1 _<aj><bj177k> 
< E(1+€), 
which gives a contradiction, for sufficiently small E. 	 0 
Lemma 3.2.3 If0 'E K(H) then 10 y K(H) ®*h K(H). 
Proof 
Fix0 E K(H), and e> 0, and suppose that 10 y E K(H) ®w*h K(H). There are 
then sequences {a3 }, {b3 } in K(H) with 
>ajxbj = xy,. 	x  K(H), 
where the sum converges strongly, 11 Ej a3a11 	1 -1- e and II >I bbII 	1 + E. As in 
the previous lemma, for any , 'q E H with 	=11,q1I= 1, 
<a>< bi,q >=< 
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Now suppose that {ek}i  is an orthonormal basis of H. Then there exists K3 such 
that 
if k>K3. 
Choose k > max{Ki,.. . , KN}. Then for any E H with 11 7711 = 1, 
N 




I<y71,?7 >I_(I<ajk , k >I 2 ) ( I<ba11,>I 2  
	




> 	I I - e(1 + ), 
which gives a contradiction, provided e is small enough . 	 0 
Although we did not explicitly assume the compactness of b3 in the above lemma, 
we can apply Lemma 2.1.8 to get the b3 strongly independent and then the compactness 
of y will ensure that b, is compact. 
These two lemmas, and identical arguments, show that B(H) ®w*h B(H), 
B(H) Øw*h K(H), K(H) ®w*h B(H), and K(H) ®wh  K(H) are all distinct. It is clear 
that B(H) ®w*h K(H) and K(H) ®w*h B(H) are distinct for if E K(H) then 10 x 
is an element of the former but not the latter, and x 0 1 is an element of the latter but 
not the former. 
It is clear that the set of finite rank operators on K(H) 	an ideal, so if we close 
up in the completely bounded norm we will get a closed ideal of B(H) ®w*h B(H). 
As we saw in §3.1, this ideal is K(H) Oh K(H) and is in fact the minimal ideal of 
B(H) ®w*h B(H) following the proof of its minimality in B(H) Oh  B(H). 
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Lemma 3.2.4 The closure of the completely bounded finite rank operators on K(H) 
in the completely bounded operator norm is equal to K(H) Øh K(H). 
Proof 
Suppose ço is a rank one operator on K(H). Then we can write 
= t(x)k, x E K(H) 
for some t E T(H), k e K(H), where by t(x) we mean the natural dual action of T(H) 
on K(H) given by t(x) = Tr(tx). Now 
t(x) = : <Xj,7)j>, 
for some sequences {}, {} E H with Ej I I,II2 < °° >1J IIiII2 < oo (see [Pe]), and 
we can write 
00 
k=  
where {} are the eigenvalues of (k*k)2 and {v} and {(} are orthonormal sequences 
in H, (see [Ri]). 
Let ç' K(H) —* K(H) be given by 
Then for a E H, 
= 	pi < a, vi >< X~j ,qj > Ci 
= cp(x)a. 
Now 
m,n m ,n 
= 
( m,n 
= 	sup. 	<a,v><,>< vi, a> :aEH, Hall 1 
In 	 (in 










ijj)[i(( 0 ii)]sup 	> I,iI2I <a, (> 2IIij112 : a € H, hail 	1 
Ilk ll 2 llhi 2 
 < 00.  
Hence E K(H) Oh  K(H). Thus K(H) Oh  K(H) contains all the rank one oper-
ators on K(H) and so contains all finite rank operators on K(H) by linearity. Since 
F(K(H)) is clearly an ideal in B(K(H)), the closure of the finite ranks in the com-
pletely bounded norm must be a closed ideal of B(H) ®w*h B(H). Since we have shown 
that K(H) Oh  K(H) is minimal, they must be equal. 
Now K(K(H)) is clearly an ideal in B(K(H)) so the completely bounded norm 
closure of the completely bounded compact operators on K(H) is a closed ideal in 
B(H) Ow*h B(H), again using the isometric isomorphism with CB(K(H), B(H)). The 
question is whether it is different from K(H) Oh  K(H). 
Proposition 3.2.5 Let W : K(H) -+ B(H) be a completely bounded compact operator. 
Then there are sequences {a3 } and {b3 } in K(H) such that 
(i) 	(x) =ajxbj, 	a; E K(H), 
I 	 I 
IIilcb = 	aa 	 with the sums converging strongly, 
and {a3 }, {b3 } are strongly independent. 
We will need to use a lemma for the proof. 
Lemma 3.2.6 Let a : K(H) -* B(H) be a compact operator and for fixed , i in H 
define T: H -+ H by 
Then T is compact with 11T1 	. 	. 
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Proof 
Clearly T is continuous with 11T1 	IIcohI IIII 117111. 
Let E : K(H) —* K(H) be a conditional expectation from K(H) onto a matrix 
subalgebra for all n, so that 
lEn(a)—xIIOasn400 for all xEK(H). 
Since ço is compact, 
En oço_p -40 as n— 00. 
Let T : H —* H be defined by 
<Ti, ij >=< E( 0 v), j>, 	P, r E H. 
Then T is a finite rank operator with 
rank(T) < rank(E), 
and 
IT — TII 	ll — EhI . 	 117111 - 0 as n —* 00. 
Hence T is compact. 	 . 
Proof of Proposition 3.2.5 
Suppose ço(x) = E j a j xb j with lIclIcb = aja, ~ll . 	 bbj. We apply 
Lemma 2.1.8 with W 	K(H). 	Then there is a disjoint partition 
J1UJ2UJ3 of N and aunitary u E B(12) such that if a = (ai ,a2 .... ) and b = (bi,b2,.. )t 
and if c = ub and d = au* then 
e3 =O for jEJi, 
c3 e K(H) for j E J2 , and {c3 : j e J2 } is strongly independent, 
{c3 : j E J3 } is strongly independent over K(H), 




= a(1 0 	0 1)(1  0  u)b 
= d(xOl)c. 
Fix, c'jEH. IfT:H —*His defined fora, vEHby 
= 
= 
= 	<c,v>< d,e,ri>, 
then T is compact by the preceding lemma. 
If & : B(H) -p C is given by 
(x) =< 	 x E B(H), 
then Ikb 	. 117711, so 0 e B(H)*, and R,(u) = >t&(dj)cj converges in norm for 
all U E B(H) ®w*h B(H). Thus 
T— > 	 > <d,,77>c3EK(H). 
jEJ2 j€J3 
But (< d3 , ij>) E 12  since d E B(H', H), so by the strong independence of c3, j E J3, 
we have 
for all jEJ3, 
and, since and i were arbitrarily chosen, hence d, = 0 for j E J3, so we can renumber 
J2 and get 
(x) = 	c3 xd, 	x E K(H), 
- 	with c3 E K(H) strongly independent and 
1 
IIPIIcb = 




Repeating the process with , where 
= dxc, 
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will give d3 E K(H) strongly independent. 
The above proposition shows that the completely bounded norm closure of the 
compact completely bounded operators on K(H) is contained in K(H) Øw*h K(H). 
The inclusion is strict, as can be seen from the following lemma. 
Lemma 3.2.7 There is an element u of K(H) ®w*h K(H) such that Wu is not compact. 
Proof 
Let {e 3 } be the matrix units of B(H), and let u =Eje33  ® e33. 
Now {e,3 } is a bounded sequence in B(H), and 
pu(e.7 j) = 	for all j. 
Thus Wu maps a bounded sequence to a bounded but not convergent sequence, so ç 
is not compact. 	 0 
We have shown that a compact operator on K(H) may be written 
= 
with a3 , b3 E K(H), and strong convergence of the appropriate sums but we need norm 
convergence if we are to write = V*lr( x)W with V and W compact. 
Proposition 3.2.8 There is a compact completely bounded operator on K(H) which 






be the c0-direct sum of M(C), so that if x E Co with x = (x1, x2,...), Xn E M(C), 
then IkII -* 0 as n - cc and jjxjj = sup{lixil : n E N}. Let I Co -+ K(H) be an 
embedding of CO in K(H): if {j} 	is a suitable orthonormal basis of H, and E H 
with = > 	then 
/ A44 \ 
+x3I A55 1+... (Ix) = x1 A11  + x2 
( A 	1 	 J 
The compactness of Ix is guaranteed by IIxII -* 0 as n - 00, since if E > 0 
there exists N such that if n > N then IIxnII < E. Now let YN E CO be defined by 
YN = (x1,. . . , XN, 0,.. .): then 'YN is certainly finite rank and IlIx - IYNII <s; hence 
Ix is compact. 
Denote by An the image of the nth component of Co in K(H) and let 
E : K(H) -~ An be a conditional expectation onto A. Let 	 be the 
matrix units of A, and let T() be the transpose map on M(C). 
	
Then IITII = 1 and if 	: M3(M(C)) -* M3(M(C)) is the amplification 
(n) = T() ® t3 then 
Ii 1ju 
I 	n i>n 
so IITIIcb = n (see Theorem 2.1.1). 
Define : K(H) -* K(H) by 
001 (x) 
= 	
.-T()E(x), 	x € K(H). 
Then 
IIII = sup{ JJ E.çpjj : n € N}, 
and by permuting rows and columns of j x j matrices we get that 
II2jII = 	 n E N), 
so 
I(PIIcb = sup{IIEpIIcb : n E N} 





k 	 II 	ii 00 
- 	(IT )En) = 
(1n 
T(n)) 
n=1 	 1n=k+1 
= sup{T('Efl : n k + i} 
1 	
11 n 
- 	 —0 	ask — oo. 
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But T()E is a finite rank operator on K(H) for all n, so ço is compact. 
Suppose now that 1' is a finite rank operator on K(H) with 
II'I'IIcb < 1 and Ik - I'IIcb < 
1 
Then 
IIE 	- EnIIcb 	for all n. 




where Tr is the trace on T(H) with Tr(ell) = 1. Suppose that is rank one, so 
= Tr(xb)y for some fixed y E K(H) and b e T(H). For any linear functional f, 
IIfII& = 11111 (Proposition 1.2.6) so 
IIEnI'IIcb < ITr(b)I IIEnyIIcb _* 0 	as n -* oc, 
since y E K(H). But any finite rank operator is a linear combination of rank one 
operators, so we have 
Efl0Ilcb-0 	asn —*oo. 
But 
- E'II& 	> 	I IIflIIc - IIEn'1'II6I 
—+1 	asn —+oo, 
which contradicts the assumption that 
IIE 	- E&IIb 
	1 
Hence V cannot be approximated in completely bounded norm by finite rank oper- 
ators. 	 0 
This example shows that we cannot write a general compact completely bounded 
operator on K(H) as V*ir( x)W, choosing V and W compact. 
Of course, the operator constructed above is approximable in operator norm by 
finite ranks (indeed that is how we showed it was compact), which it must be since 
K(H) has the approximation property. As we noted before, B(H) does not have 
the approximation property so not all compact operators on B(H) are approximable 
in operator norm by finite rank operators. It would be interesting to know whether 
there is an example of a completely bounded compact !operator on B(H) which is not 
approximable by finite ranks in operator norm. For example is the operator constructed 
by Szankowski [Sz] completely bounded? 
Now the set of compact completely bounded operators on K(H), which we denote 
by GB fl K(K(H)) and the closure of the finite rank operators on K(H) are clearly 
closed ideals of B(H) ®h B(H). Thus we can now summarise the ideals found in this 
section in a diagram. We have shown that they are different but they are by no means 
exhaustive. 
[3' 
B(H) ®wh B(H) 
B(H) ®w*h K(H) 
	
K(H) ®w*h B(H) 
K(H) ®w*h K(H) 
GB n K(K(H)) 
K(H) ®h  K(H) 
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4 Completely bounded p-summing operators 
In this chapter, we ask a similar question to that asked in the last chapter: if is 
a completely bounded operator and is p-summing for 1 < p < oo, can we say anything 
about the representation of ço? 
The first section gives some general background on p-summing operators, in par-
ticular Pietsch's theorem. The second section details how far we can answer the given 
question. For more background on p-summing operators see the books of Pisier [Pi4] 
and Jameson [J]. 
We find a necessary condition for p ? 2 and a sufficient condition for 1 i p 2, 
summarising the case p = 2 in a corollary at the end of the chapter. 
4.1 p-summing operators and Pietsch's theorem 
The theory of p-summing operators (or 'p-absolutely summing' operators) is, in large 
part, due to Pietsch, although some of the ideas go back to Grothendieck (Pietsch's 
'1-absolutely summing' was 'pré-intégral a droite' in Grothendieck's Résumé [G2]). 
Definition 4.1.1 Let X, Y be Banach spaces and ,o : X -* Y, and let 0 < p < 00. 
Then W is p-summing if there is a constant C such that for all finite subsets {x,} in 





I (' If(xj)IP) 	: f E X*, 11111 	1}. 
We denote by 7rp(ç) the smallest constant C satisfying this inequality, and by ll(X, Y) 
the set of all p-summing operators : X -i Y. 
Lemma 4.1.2 If 1 < p < 00 then ir is a norm on ll(X,Y), with respect to which the 
space is complete. 
Proof 











(p() + p())SUp ( 	f(x) 	: I e X, Ilfil 
/ ) 
SO ir( + 0) 	r() + ir(b). 
Clearly, if z E C then lr p(zço) = IzIirp(), and if ir() = 0 then Ica(x)II = 0 for all 
x E X and so p  0. 
It follows from the definition that ll.X, Y) is complete with respect to 7r. 	D 
If 0 < p < 1, Minkowski gives the reverse inequality so ll(X, Y) is not a Banach 
space, but we will not concern ourselves with this case. 
The Pietsch factorisation theorem is the most important result concerning p-summing 
operators and we will have much cause to use it in various guises in this and subsequent 
chapters. 
Theorem 4.1.3 Let p : X -+ V be a p-summing operator and let K be the unit ball of 
X equipped with the weak*topology. 
Let C = ir(). Then there is a probability measure A on K such that 
1 
I(x)II C (1K If 	. 
Conversely, any operator satisfying this inequality for some constant C is p-summing 
and r(o) C. 
The proof is an application of the Hahn-Banach theorem, the measure arising be-
cause we consider continuous functions on K and the measure is the linear functional 
given by the Hahn-Banach theorem. The theorem can be stated in terms of finding a 
bound with an element of the dual, see chapter 5 for example. 
Corollary 4.1.4 If 0 <p < q < oo, then ll(X,Y) C llq(X,Y) and 7q  (p)ir(ça)for 
all cp : X -* V. 
The proof is an application of Pietsch's theorem, noting that the L norm over a 
probability space is a non-decreasing function of p. 
The next corollary makes explicit that Pietsch's theorem is in fact a factorisation 
theorem. 
Corollary 4.1.5 Let cc' : X -+ V be a p-summing operator. Then 	factors as 
= ',L, 0 t o 9, where 
X -- C(K) L  L(K, A) -L y, 
where K is acompact set, A is a probability measure on K, t is the natural inclusion 
tvwcks 	s The cIJi of 1.9)(X). 
map and 4Asatisfies Ikb 	lrp(çc'). 
This corollary is immediate from the proof of Pietsch's theorem, as L(K, A) is given 
in the theorem. 
It will be useful to note the following result from Lindenstrauss and Tzafriri's book. 
Theorem 4.1.6 ([LT], Volume I Theorem 2.b.4) If H is a Hubert space then for 
every 1 < p < oo the space ll(H, H) consists exactly of the Hubert-Schmidt operators 
on H, HS(H). 
The proof uses the classical inequality of Khinchin. 
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4.2 Completely bounded p-summing operators 
Given a C*a1gebra  A and a Hubert space H and a completely bounded operator 
A - B(H) which has a representation 
W(X) = V*p(x)W, 	x E Al  
where p is a representation of A on some Hilbert space K, and V, W : H -* K, 
then we would like to find necessary and sufficient conditions on V and W for p to be 
p-summing. In this section we consider the extent to which this is possible. 
For notational simplicity, we will follow Jameson's notation for the quantity occur-
ring on the right hand side of the inequality defining p-summing. 
Definition 4.2.1 Let p 1 and let {x3 } be a finite sequence of elements of a Banach 
space X. Then we define 
(In 
= sup (Eii(X,)IP ) 	f E X, lIftI 1< 1  
We will need to work with this quantity a great deal so the following lemma of 
Jameson's which relates it to something which is easier to calculate will be very useful. 
Lemma 4.2.2 ([J}) Let 1 < p < 00. If X1, - - -, Xn is a finite sequence in a normed 





I Ii=1 	II 
where± 1 = 1. 
P ' 	p 
We will need to calculate this quantity for rank one elements of B(H). 
Lemma 4.2.3 If {&} is an orthonorrnal basis in a Hilbert space H, then for n E N, 
1 
 ( 2--i I np 	1p<2 	 (9) 
1 
Proof 
By the previous lemma, 
1iP({ei®k}3k=1)=suP{D
: likI}. 	(10) 
j,lc= 1 	 j,k1 
Now 
;k 1 	 jk 1 
jkj®k = sup{H 	ak<A,k>e:AEH, IJAII1} 
	
1/n 	 1 2)
supflE>&k<A,k> 	:AEH, IPII 1  
\ =i k=1  
I/n f n 	\ /n
up 	> (> kil2(
j=1 
>12 <A,ek > 2 
  k=1 	k=1 
	 A E H, hAll < 1 
/ 
(lcl 
But (1P,11 11p)  c (1, II Iq) for p 	q so 
1 	 1 \ / 
(>12 lak12  ) 	( 	') P  >i lciV' 
/ \j,k=1 
for P' 2; that is for p 2. 
Thus if p > 2 then 	({ ® ek}k...l) 1. 
Now putting 
aij 
- 0 otherwise 
in (2) we get p({ ® ek}k-1)I> 1 for p 1. Hence ji, ({ ® ek}k-1) = 1 for p > 2. 
By Holder's inequality, if p < 2 and 1 _ i - + 1 then 
I 	 1 
2 p' 	 q 
l k l 2  
(j,k=1 	) 	k=1 





: iq) = = nP 
j,k=1 
so if p  <2 
/p({j ® 4 k}k1)nP 
-2 	2 
2  However, putting 0jk = n7 = n 	we have 





PP({el(9ek}k=l)=n 	for 1p<2 
We can now prove a result about the representation of a completely bounded 2-
summing map. 
Theoreml.2.4  Let  p  B(H) - B(K) be completely bounded and suppose cp has a 
representation given by 
(x) = V XW*, 	x E B(H), 
where V, W : H - K. If ç  is 2-summing then (V*V), (W*W) E C2(H) and 
IvII2. I!WI2 
Proof 
Suppose 	is an orthonormal basis of H. 
Then V( 3  ® t )W* = V3 ® WE, so 
® WWII = IIV3II . 
Thus 






Now p is 2-summing, so for any n E N, 
® 	 0 
3,t1 
by the previous lemma. 
Therefore 
2 	2 = 	IIV(e3 ® 
so the result follows. 	 U 
The problem in proving this theorem for a general C*a1gebra  is that mentioned 
in the introduction, of not knowing how the C*algebra  sits inside B(H) which makes 
calculations involving basis vectors of H difficult. 
From Lemma 4.2.2 and Theorem 4.2.4 we can see that if 1 < p < 2 and 
M(C) —* M(C) is given by çt(x) = V XW* and W is completely bounded 
then 
This is actually best possible as can be seen by considering p = 1. 
Lemma 4.2.5 ([J] 2.2) Let xi,. . . , Xn  be elements of a norrned linear space X. Then 
Pl(xi).... Sn) 
= sup 
I 	: lj= i,... fl} 
This is really just Lemma 4.2.2 for p = 1. 
Lemma 4.2.6 ([J] 3.3) If ço is 1-summing then it is 2-summing and ir2() lri(ca). 
Lemma 4.2.7 ([J] 5.13) Let X be any n-dimensional normed linear space. Then 
7r2(IX) = 
Let {e2 } be the matrix units of M(C). Then 
IkII = 
but by Lemma 4.2.5 ,ui(eii,...,e) = 1. Thus if I is the identity on M(C), then 
71 (1) n. 
However, by Lemmas 4.2.6 and 4.2.7 , iri(I) 7r 2(I) = n. Hence lri(I) = n. 
Now, writing I(s) = lxi, x E M(C), we have huh = n, so our inequality becomes 
hhIhhihhIhhi = n2 < iri(I)n = n2. 
We now prove a result in the opposite direction. 
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Theorem 4.2.8 Suppose A is C*algebra  and : A —+ B(H) is a completely bounded 
operator with representation 
p(x) = V p(x)W*, 	x E A, 
where p is a representation of A on a Hubert space K and V, W E B(K, H). 
If 1 p < 2 and V, W E C(K, H) then : A — f C(H) and is p-summing in the 
p-norm. 
Proof 
For all p, C(K,H) is an ideal in B(K,H) so p(x) E C(H) for all x E A. 
	
Suppose that V = sj ® 77j and W = tA7 ®, where 	 - 
{A,} are orthonormal sequenceKs I, and s2, t E C. 
Then 
Vp(x)W* = 	Sitk('i®uli)P(X)(1Lk®Ak) 
j,k 
=Tk 	sj < P( X )I-lk ,  77j > 	0 Ak, 
k \i 	 I 
P 
llvp(X)W*Ilpp 4 E IkI Esj <p(x),uk,'qj > & 
k 	j 




(S 2 <p(x)k,> 2) 	
( 	
<p(x)1Lki> ) , 
for 1p2, since lPCl2 for1p2so 
IlVp(x)W*II 	IsiI'ItkIi < p(X),Uk, 77i > . 
j,k 
Let Q = Ball K x Ball H. Define a probability measure on Q by 
M = IIVIl;1iIWII; 	IsI° Itkl'6(/1k, rj), 
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where 8(IL' i) is a point mass at (/L, ii). Then we have 
J I 





I <p(x)i, 77 > jPdrn(p, 77)), . 
Then, by Pietsch's theorem, is p-summing with 
ir() 1< IIVIIpIIWIIp. 
Picking out the results for p = 2 from the theorems, we have the following corollary. 
Corollary4.2.9 If W: B(H) -* B(H) is completely bounded and has representation 
'p(x) = V xW*, 	x E K(H), 
where V, W E B(H), then 'p is 2-summing if and only if we can choose V and W in 
HS(H). 
Proof 
If 'p is 2-summing then V, W E HS(H) by Theorem 4.2.4. 
Conversely suppose that V, W E HS(H). 	Then by Theorem 4.2.8, 
(B(H), 	) -+ (B(H), 	112) is 2-summing, where 	is the operator norm 
on B(H). But II II < II 112 so certainly W: (B(H), 11 II) - ( B(H), 11II) is 2-summing.0 
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5 The Grothendieck-Pisier-Haagerup inequality 
In this chapter we turn our attention to the famous inequality of Grothendieck 
which he called the 'fundamental theorem of the metric theory of tensor products' in 
his Résumé [G2]. 
In the first section, we briefly discuss the background of Grothendieck's work and 
the results of Pisier and Haagerup in extending it to a C*algebra  setting, using a 
symmetrised version of the modulus. Pisier's book [Pi4] contains more on these ideas 
in great depth. In the second section, we explore when the usual (non-symmetric) 
modulus can be used, particularly with the added assumption that our operators are 
completely bounded. 
We define 2-concavity, a condition on the image space which is sufficient for all 
completely bounded maps to satisfy an inequality of the required type. We then show 
that if all completely bounded operators into a given space satisfy the inequality, then 
the space must be 2-concave. 
5.1 Inequalities with the symmetrised modulus 
The classical inequality of Grothendieck may be stated in many forms but one of 
the simplest is as follows. 
Theorem 5.1.1 Let X1, X2 be compact sets and let F be a scalar-valued bounded 
bilinear form on C(X1) x C(X2), then there are probability measures A1, A2 on X1, X2  
respectively such that 
jF(xi , x2)I KIIFII (J Ix1I2dAi . J Ix2 I 2dA2) , 	x1 E X1, x 2 E X2, 
where K is an absolute constant. 
Grothendieck conjectured ([G2], Problème 4) that the result could be extended to 
general C*algebras,  although he underestimated the difficulty of the problem, thinking 
it a finite-dimensional problem. Throughout this section, instead of the usual modulus 
given by Jx = (x*x) we will use the symmetrised version given by 
(x*x+ xx* ) 2
IxI- 2  
denoting it with bold lines to emphasise the difference. 
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Theorem 5.1.2 Let A and B be two C*algebras.  Let V : A x B - C be a bounded 
bilinear form. Then there exist two states f, g on A and B respectively such that 
1 	 1 
IV(x,y)I KV {f(1X12)}r {g(yI2)}5, 	x E A, y E B, 
where K is an absolute constant. 
If A and B are commutative this reduces to Theorem 5.1.1. 
This result, with the added assumption that one of the C*aJgebras  had the bounded 
approximation property, was proved by Pisier [P11] and he later amended his proof so 
that only the approximation property needed to be assumed [Pi2]. Haagerup finally 
removed the assumption of the approximation property altogether [113]. Kaijser and 
Sinclair [KS] removed the approximation property assumption from Pisier's proof and 
in his book [Pi4], Pisier improves his proof to remove this condition also. 
Although Pisier and Haagerup state the theorem in different forms, their proofs 
have features in common: notably obtaining a bound in terms of states acting on 
fourth powers, in Haagerup's case on the imaginary part of the bilinear form 
Im V(x,y)I 
and then improving this to a bound involving squares of elements 
urn V(x,y)I 	2cd(x2)/,l(y2). 
Haagerup initially proves the result with an additional factor of , and then uses 
an interpolation argument to improve this estimate. 
The following theorem of Effros and Kishimoto (which was first proved in an Un-
published manuscript of Haagerup's [114]) identifies CB(A x B, C) with the dual of 
A ®h  B and shows that Haagerup's result may be considered as a statement about the 
dual of C(X1) ®h C(X2)- 
Theorem 5.1.3 ([EK], Theorem 2.1) Suppose that A and B are unital C* algebras 
and that p : A x B - C is bilinear. Then the following are equivalent. 
(i) For all finite sequences x1, . . . , x,1 inA and yl ,...,yn  in B', 
1 	1 
2 2 
(x3 , y3 ) 	>x3
xYj 
j=1 	 j=1 	j=1 
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(ii) There exist states f E A*,  g E B* such that 
xEA, yEB. 
The first condition says that ço, considered as an element of the dual of A Øh  B, has 
norm less than or equal to 1. 
Since it will be more useful to us to use the theorem in the version proved by Pisier 
we will state it in that form, but first we need some definitions. 
Definition 5.1.4 The Rademacher functions {r2 : j E N}, r3 : [0, 1] -+ {+1, —1} are 
defined by 
	





= — 1 if t<0. 
It follows from this definition that if dt is Lebesgue measure on [0, 1] then 
I 	r(t)r(t)dt — { i 
if j = 
J[O,1] - 0 otherwise. 
Definition 5.1.5 (i) An operator .p  between Banach spaces X and Y is said to be of 
type p, 1 p ( 2 if there is a constant C such that, for all finite sequences x1,. . . , 
of X, 	
1 




The smallest such constant C is denoted T(p). 
An operator çp between Banach spaces X and V is said to be of cotype q, 2 q 00, 







I  k(x 
IIj=1  
The smallest such constant is denoted Cq(p). 
A space X is said to be of type p if the identity operator on X is of type p and 
of cotype q if the identity operator on X is of cotype q. We will write T(X) for 
T(Ix) and Cq(X) for Cq(Ix) if no confusion will arise. 
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See chapter 3 of Pisier's book [Pi4] for more details on type and cotype. The most 
interesting cases are type 2 and cotype 2 and we shall only really be concerned with 
cotype 2 spaces. Some authors used to say that X has a subquadratic average rather 
then X is of type 2 and has a superquadratic average rather than is of cotype 2 ([TJ] 
for example). 
Examples 
1. Consider a finite subset (h1, . . . , h,,) in a Hubert space H. Then 
IIhII2 = 11: rj(t)rk(t) < h3 , h, > dt = Jri(t)hiO2 , 
so H is of type 2 and cotype 2, with T2(H) = C2(H) = 1. 
2. The dual of a C*algebra  A is of cotype 2, with C2(A*) < 2/ (see [TJ] and [Pi4]). 
There is a converse to the first example, due to Kwapieñ [Kw]. 
Theorem 5.1.6 A Banach space X is of type 2 and cotype 2 if and only if it is iso-
morphic to a Hubert space H. 
The ideas behind the Grothendieck inequality and 2-summing operators are closely 
related to the notion of factorising an operator through a Hubert space. 
Definition 5.1.7 Let X, Y be Banach spaces. We say that o X -* Y factors through 
a Hubert space if there is a Hubert space H and operators 	X -p H and 9 : H -+ Y 
such that ç = 0 Of  
Let y((p) = if{lJII 110 11 } where the infirnurn runs over all possible factorisations. 
The following corollary of Pietsch's theorem (see chapter 4) shows that all 2-
summing operators factor through a Hubert space. 
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Corollary 5.1.8 ([Pi41, Corollary 1.8) Let ço : X -+ Y be a 2-summing operator. 
Then ço factors asço = 0 o t o 0 
X -- C(K) --+ L2(K,A) --~ Y, 
where K is a compact set, A is a probability measure on K, t is the natural inclusion 
map and 0 is such that 11011 
Conversely, any operator of this form is 2-summing with 7r2() < 11011. 
Proposition 5.1.9 ([Pi4], Theorem 9jj 	 Let ço: A -* Y bean 
operator from a C*algebra A into a Banach space Y and let C be a constant. Then 
the following are equivalent. 	 - 
There is a state f on A such that 
	
I(x)II 	C (f(IxI2)) 	x  A. 
For all finite sequences x1,. . . , x n in A we have 
IIW (Xj)112 < C2 01jXj 12
j==1 	 t 
0 . 
When (i) and (ii) are satisfied we will say that W is a 2C*summing operator. 
Proof 
Suppose (i) holds. Then 
11)112 < cf(IxjI2) 
= C1f (>IxI2) 
CIfIIIxjI2 
= c1IxaI2. 
Conversely, suppose that (ii) holds. Recall that if f is a linear functional on A, 
then f is positive, denoted f > 0 if and only if f( x* x) > 0 for all x E A. 
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Let K be the set of states on A; that is 
K = If E A* : f 0,  11111 < 1}. 
Then ([Pe] §3.2) K is convex and weak* compact. 
Let C be the collection of continuous functions on K of the form 
= 
Then C is a convex cone in C(K) since for 0 < A,p < 1 with A + p = 1 and 
Xj,... ,Xm,Xm+1,. ..,x in A, 
+ 11F(rm+i ....r n ) = 
Now ifx E A, I Ix ii = s'up{if(x)l : f E K}, so for any sequence xj, ... ,x, in A 
sup 	M:1 E K} = C()2 Eixøl - 	
lko(xj)112 
by condition (ii). Hence C is disjoint from the open cone 0 = f 0 E C(K): max & < 0}. 
Notice that C and 0 are both sets of real-valued functions. Then the Hahn-Banach 
theorem gives a real-valued functional g on the real-valued continuous functions on K 
which is negative on 0 and non-negative on C. We can then complexify g by defining 
g(x + iy) = g(x) + ig(y) and the complex-valued functional will have the same norm 
as the real-valued functional, so that g is defined on all of C(K) . Since the Riesz 
representation theorem says that the dual of C(K) is the set of Radon measures on K, 




Since K is weak*compact,  we can replace A by A(K) 1 A to get a probability measure 
on K. 
Then let f E A* be given by 
f(x) = Jr k(x)dA(k), 	x E A, K 
and condition (i) follows. 
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Pisier calls the following result the 'little Grothendieck Theorem'. 
Theorem 5.1.10 ([Pi4], Theorem 9.4) Let p : A -+ H be an operator from a C!-
algebra A into a Hubert space H. Then there is a state f on A such that 
II(x)II qjiii {f(IxI2)} 
21  , 	x E A. 
Thus this theorem says that any operator from a C*algebra  into a Hubert space is 
2C* summing. 
To prove his version of the inequality in a C*aJgebra  setting, Pisier applies this 
result to an abstract version of the Grothendieck Theorem. 
Theorem 5.1.11 ([Pi4], Theorem 4.1) Let X,Y be Banach spaces such that X* 
and Y are of cotype 2. Then every approximable operator W : X -* Y factors through 
a Hubert space, with 72((p) < (2C2(X*)C2(Y))IIlI. 
Note that in this abstract version of the Grothendieck inequality, the approxima-
bility assumption cannot in general be removed. This can be seen with an example of 
Pisier which first appeared in [Pi3] and is reproduced in his book. 
Theorem 5.1.12 ([Pi4], Theorem 10.6) Any Banach space of cotype 2 can be em-
bedded isometrically into a Banach space X of cotype 2 such that 
XX = XX. 
X and X*  are both of cotype 2, and B(X, 12) = ll1(X, 12), B(X*, 12) = 11, (X*,  12). 
(iii) The natural map XX—* AX is surjective. 
if we could apply Theorem 5.1.11 without the approximability assumption to the 
identity operator on this space X then it would tell us that X is isomorphic to a Hubert 
space. But the identity on 12  is not 1-summing, so B(12) 54 111(12) and hence we cannot 
have B(X,l2) = 111(X,12). 
Putting together Theorems 57.1.10 and .1.11 we get the desired inequality. 
Theoremç.1.13 Let A be a C*algebra  and let Y be a Banach space of cotype 2. Then 
any approxirnable operator : A -+ Y factors through a Hilbert space. Moreover there 
is a state f on A such that 
I(x)II < Cj 	{f(1x12)}2 , 	x E A 
where C is a constant depending only on the cotype 2 constant of Y. 
Proof 
By Theorem5. 1.11 there is a factorisation of W given by W = Go 1' where 0 : A -* H 
and 9 : H - Y. Then by Theorem.1.10 there is a state f on A such that 
II(x)II < 211V511 {f(Ixl 2)} 	E A. 
Hence 
II(x)II < 11911 lk(x)II 
20 . 	
12)121  
for x E A, since f is a state. Now construct a net of factorisations of = 9,,, o /.',,, with 
associated states f,,, such that 
lI(x)lI 	. 110.11 {f(IxI2)} 	 x E A, 
and 1 9I III! — 72(p). The set of states on A is weak*compact  so there is a subnet 
of {f,,} which converges weak*  to a state f. Thus 
II(x)lI 	272(){f(IxI2)}2 
2(C2(A*)C2(Y))22 IJpII {fIxI 2 } 
1 
	
2(2/C2(Y))2 IlcII 	12)121 1  
as required. 	 LN 
Theorem f.1.10 can be proved directly. (as it is in [Pi4]) or follows easily from 
Theorem Zr.1.2 if we neglect the value of the constant: given W : A -+ H define 
9 
V : A x A -* C by V(x,y) =< c(x*),c(y) > and notice that IIco(x)112 = V(x*, x), 
so JIVII = III2. Then 
I 	 I 
V( x* ,x )j KV {faxI2} {g(II2)} 
becomes 
K'o {f l(lxI 2)}
I 
where f' =(fj8)and K' is a new constant. 
2. 
A special case of Theorem 5.1.13 can similarly be derived from Theorem 5.1.2. If Y 
is taken to be the dual of a C*algebra  B, then define V : A x B -* C by V(x,y) = w(x)y, 
and the desired inequality follows. 
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5.2 Inequalities with the usual modulus 
In this section we replace the symmetrised modulus of the previous section with 
the usual C*a1gebra  modulus lxi = (x*x), and try to see when we can prove similar 
inequalities. 
Theorem 5.1.2 is false in general if the usual modulus is used, as can be seen from 
the following example of llaagerup [113]. Suppose there exists a constant C such that 
IV(x,y)l < cii Vii! (x*xiI ) g (yy*). 
Take A = B = B(H), the bounded operators on an infinite-dimensional Hubert 
space, and the bilinear form V(x,y) = .'(xy) where w is a fixed state on B(H). For 
any n E N we can choose isometries iti,. . . , Un E B(H) such that UkU, k = 1, . . . , n 
are orthogonal projections with sum 1. Then 
	
n \ 	/n 
iV(u,uk )i 	CiiViif(j=1uku) g(> uku
k=1 	/ 	\j=i 
: 
However, iiVll = 1 and >V(u,uk) = >jw(uuk) = n which is a contradiction. 
We can define a notion of 2C*summing  with the usual modulus exactly as with 
the symmetrised modulus and then obtain an analogy of Theorem 5.1.9. 
Proposition 5.2.1 Let 	A - B is a map between C*algebras  A and B and let C 
be a constant. Then the following are equivalent. 
There is a state f on A such that 
ii(x)ll < Cf( x*x), 	,x E A. 
For all finite sequences x1 ,.. . ,xn E A we have 
In 	 \ 21 
	
n 
Ii(x)ii2 C 	xx3  
\j=1 	 jrl 
The proof is identical to the version with the symmetrised modulus proved in the 
previous section, but with the symmetrised modulus replaced by JxJ = (x*x). 
101 
As we have seen that the most general form of Grothendieck's theorem does not 
hold if we use the usual modulus, we consider whether or not it will hold if we restrict 
our attention to completely bounded maps. In fact for a bilinear completely bounded 
map, it is easily seen that Grothendieck's inequality follows from the definition, which 
was one of the motivations for defining completely bounded operators in this way. 
Let : A x B -+ C be a completely bounded bilinear map from the direct product 
of two C*a1gebras  into C (see §1.2 for the definition). Then 
II X1 
Yi 0 ' \ 	II Yi 
V 
x1 . . .  Xn 
h ) ) 
(0 
0...0 H ) II ( ) o 
for x1,... ) xn E A,yi, . . . ,y,, E B, so 
0\ 
A(  







1 	 1 
n 	 2 2 
>c0(xj,yj) 	IIIIcb 	XjXj 	2Y;Yj 
j= 1  j=1 	j=1 
We can now apply the result of Effros and Kishimoto, stated in the previous section 
as Theorem 5.1.3. 
Thus for our completely bounded bilinear map there exist states f on A and g on 
B such that 
x E A, y E B. 
Recall the matrix norm structure for a dual space defined in §2.2, namely that 
II(f)II = sup{II(fj)(xkl)II : II(xkl)II 
Then the following result easily follows. 
Corollary 5.2.2 Let A and B be C*algebras  and let 	: A - B* be completely 
bounded. Then there exists a state f on A such that 
II(P(r)II 	II PII cb f(*)2, 	X E A. 
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Proof 
Define &: Ax B -* C by (x, y) = p(x)y. Then 
	





= lI ((xj)) (y)II 




Iko(x)II = sup{Ico(x)yI : y E B, IIII = 1} 
: y E B, Ilyll = 1} 
= IIIIcbf(*)2. 
I 
The notion of 2-concavity will be useful for our purposes. The definition is the 
analogue of 2-concavity in a Banach lattice [LT] and is used in the C!-algebra context 
by Lust-Piquard and Pisier [LPP]. 
Definition 5.2.3 (i) Let X, Y be subspaces of C*algebras.  An operator ç: X -+ Y 






\j=1 	/ 	j=1 
(ii) A subspace X of a C*algebra  A is said to be 2-concave if the identity operator on 
X is 2-concave. 
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Now, if {r} 1 are the Rademacher functions defined in §5.1, then 
2 













so we can reformulate the inequality defining 2-concavity of a subspace of a C!-algebra 
as 
1 	 2 




Maurey and Pisier [MP] prove Khinchin-type inequalities, namely that there exist 
constants Kpq such that 




for all 1 < p, q < oc using a result of Kahane [Ka]. 
It is interesting to note that there do not exist corresponding constants for the 
quantities appearing in the 2-concavity definition. In particular there does not exist a 
constant K such that 
1 
f E rj(t)xj dt 	K  fr E rj(t)xj dt 
Suppose such a constant K exists, and that F is a Banach space of cotype 2. 











(I 	rs(t)(xi) 	Kir4ep) J 	rj(t)xj dt 
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C2(E)K74 p) EXX J 
j=1 
We can now use a version of the Riesz-Thorin interpolation theorem (see [BL]), as 
used by Jameson. 
Theorem 5.2.4 ([J], Theorem 11.1) If 1 < p, q oo and 0 < 9 < 1 where 1 = 
then for any operator 
Applying this result with p = 4, q = 2, and 9 = 1, we have that 
74 ((P) < 72((p)2IIII2. 
If 	is finite rank, we can show that 7r2() < 00 ([Pill, Main Theorem). Hence if is 
finite rank then 
1. 	 1 
( 	
II(x)II) 	C2(E)Ki2(jIII 
As we have seen, this is equivalent to Theorem 5.1.13 but we have throughout used 
the usual (non-symmetric) modulus, and as we saw at the beginning of this section, 
Grothendieck's inequality is false if we use the usual modulus. 
Example 
A Hilbert space in a von Neumann algebra is 2-concave. 
A norm-closed linear subspace H of a von Neumann algebra M is said to be a filbert 
space in M if a E H implies a*a E Cl and x E M and xa = 0 for all a E H implies 
x = 0 (see for example [Rol). 
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The space H is actually a Hubert space: the inner product on H is given by 




= EIIxII 2  
so H is 2-concave. 
Proposition 5.2.5 If ço : A - X is a completely bounded map from a C'-algebra A 
into a 2-concave subspace X of a C*algebra  B, then there exists a constant C and a 
state f on A such that 
II(a)II < CIIIIcb f(a*a), 	a E A. 
Proof 























In the above proposition, we do not need that ço is completely bounded, only that 
W is bounded on columns; that is, that for all finite sequences a1,. . . a, E A 
II 	'a1  ç 
 2 	





 2  
	y(aj)*(aj)D C Eaaj = C II ( W( 	 an 
where C is a constant depending only on W. 
Clearly, if ço is completely bounded then it is bounded on columns. 
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We now demonstrate the necessity of 2-concavity. O X. 
Suppose that for a subspace X of a C* a1gebra  A there exists a constant C such that 
for all completely bounded maps : X -* X and for all finite sequences a1, . . . a7 E X 
1 	 1. \r n 	2 
I Iko(a3)112  ) 	s CIIpIIb > aa 
\j=1 	/ j=1 
Then in particular the identity on X satisfies the above inequality, so for any finite 
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