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ABSTRACT 
The stability properties of parameter-dependent linear systems r2 = A(e)z, with 
A(0) = block-diag(0, F), F a stable matrix, and 0 of order n x n, are anab~ed near 
= 0 by a reduction principle which amounts to considering the Sehur complement 
G(e) of A(e). Some sufficient conditions are given for A(e) and G(e)  to have the 
same stability properties (the so-called principle of reduced stability) in terms of the 
asymptotic expansion of G(e). Explicit necessary and sufficient conditions are given in 
the case F = - I ,  n = 2 in terms of the location of the spectrum of G(e), allowing for 
geometrical interpretation. © 1998 Elsevier Science Inc. 
1. INTRODUCTION 
The analysis of the stability of equil ibrium states in dynamical systems is 
carried out, whenever possible, through linearization. Since this usually 
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involves lengthy eigenvalue computations, it is important o find conditions 
that make it possible to reduce the order of the system. Several such 
reductions are of purely theoretical interest in that they involve unknown or 
uncomputable projections on invariant manifolds, or linear subspaces whose 
existence is known to be true either in a nonconstructive way or through 
cumbersome fixed point arguments whose solution through iteration methods 
is impractical. 
The Lyapunov-Schmidt reduction is of great importance in many con- 
texts. Let 
= F(z ,  6) (1) 
be an N-dimensional system of differential equations uch that, at 6 = O, 
z = 0 is a critical equilibrium state, that is, its linear part L .'= Fz(O, O) has a 
zero eigenvalue of multiplicity n and the other N-n  eigenvalues have 
negative real parts. It is well known that z = 0 may give rise to bifurcating 
branches of equilibrium states whose stability properties are known a priori 
only in some particular cases. 
The Lyapunov-Schmidt reduction consists in applying both projections P
onto the null space of L and Q onto the range R(L), decomposing the 
equation F(z, 6) = 0 into the pair of equations 
( I  - Q)F(Pz  + ( I  - e )z ,  6) = o, 
QF( Pz + ( I  - e )z ,  6) = 0 
and using the fact that QL(I - P) is invertible. Hence, the implicit function 
theorem can be applied to the second equation in order to solve for 
y := ( I  - e)z as a function of x := Pz in a neighborhood of z = O, 6 = O. 
Once this relation y = Y*(x, 6) is (theoretically) obtained (thus giving rise 
to the Lyapunov-Schmidt local manifold), substitution i to the first equation 
gives the so-called bifurcation equation 
G(x, e) := ( I  - Q)F (x  + Y*(x,  6))  = O, 
which (by construction) has the property that, in a neighborhood of (z, 6) = 
(0, 0), the zeros of F(z, 6) = 0 are in one-to-one correspondence with the 
zeros of G(x, 6) = O. The problem is to relate the stability properties of z as 
an equilibrium state of (1) and those of x as an equilibrium state of the 
reduced system 
= c(x ,  6). (2) 
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When such stability properties are the same, we say that the principle of 
reduced stability (PRS) holds for the system (1). The difficulty of the problem 
lies in the static character of the Lyapunov-Schmidt reduction and the 
dynamic character of the stability question. As explained below, this differ- 
ence amounts to the fact that the Lyapunov-Schmidt manifold, although 
containing all equilibrium points (zeros of F), is only approximately invariant 
from the dynamical viewpoint, which means that restricting the system (1) to 
it only gives approximate results. 
The Lyapunov-Schmidt method can be put in relation with the standard 
center nmn~)ld reduction (see Carr [6], Chow and Hale [7]), and one of the 
purposes of this work is to analyze such relation in the linear case, concentrat- 
ing on those aspects trictly related to the stability question (that is, regardless 
of other, more delicate, dynamic aspects of the problem). 
Under the stated hypotheses, a local center manifold y = h(x, 8) exists, 
and the restriction of (1) to this invariant manifold, written as 
= H(x ,  e) = X(x,  h(x,  e) ,  e) ,  (3) 
carries all the dynamical information needed to analyze the asymptotic 
behavior of the system (1). In particular, the stability of an equilibrium point 
(Xo, Yo) of (1), for c = e 0 and Y0 = h(xo, e0), can be read off from (3). 
As a rule, for nonlinear systems, h(x, e) must be computed from a partial 
differential equation which cannot be explicitly solved [more precisely, its 
solution by the method of characteristics i  exactly equivalent o solving the 
original equation (1)], and has to be approximated via asymptotic expansions 
(see Carr [6]). The Lyapunov-Schmidt manifold y = g(x, ~), on the other 
hand, is obtained without any reference to differential equations and is much 
easier to approximate and analyze in its dependence on parameters. How- 
ever, the problem of obtaining dynamical information from the (typically 
stationary) Lyapunov-Schmidt reduction is highly nontrivial and has been 
studied by a number of authors, as indicated below. 
Fortunately, in the linear case the center manifold is just an invariant 
subspace, given by a linear relation y = M(e)x, and the partial differential 
equation mentioned above reduces to the nonlinear matrix equation 
E +FM-MC-MDM=O,  (4) 
whose study is carried out via matrix analysis, thus avoiding all the technicali- 
ties involved in the nonlinear theory of center manifolds (its smoothness, local 
character, and so on). Similarly, the Lyapunov-Schmidt manifold is now an 
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approximate invariant manifold, since it is given by y = Nx, where N 
satisfies the linear equation E + FN -- 0. Note that this is not exactly the 
linear approximation of (4), which would be given by E + FM - MC = O. 
The system reduced to the center manifold is given by k = Hx, where 
H = C + DM, with M being the exact solution of (4). Instead, the 
Lyapunov-Schmidt reduction leads to k = Gx, with G = C + DM o, where 
E + FM o = 0. As shown below, G and H turn out to be related multiplica- 
tively by an equation of the type H = (I  + K)G, where K is small in some 
sense. Thus, the relationship between the stability properties of H and G is 
unclear, and general eigenvalue perturbation results can be applied only in 
some cases. 
However, the principle has been implicitly used in the past in some 
specific problems, like the buckling of plates. (See Srubhschik and Iudovich 
[26]. See also Chow, Hale, and Mallet-Paret [8] for a thorough study of this 
model, in which the stability analysis is explicitly made in terms of the 
bifurcation equations.) Later, Sather [25] and Knightly and Sather [17] 
studied the stability properties of equilibria by means of the Lyapunov- 
Schmidt method, following McLeod and Sattinger [20], which is one of the 
first references in which the question of applicability of the PRS is posed. 
The reason for the success of the PRS approach in these cases lies in the 
variational or gradient character of the systems involved, a fact first clearly 
stated in Vegas [29]. Crandall and Rabinowitz [10] and Weinberger [31] study 
the case n -- 1 by linearization, and de Oliveira and Hale [11] obtain the most 
complete results in this connection, dealing directly with the nonlinear 
problem and proving that, in general, for n = 1 the principle always holds, 
the reason being the direct relationship they find between the Lyapunov- 
Schmidt manifold and the center manifold, a relationship which only holds 
for scalar x. Golubitsky and Schaeffer [15] study the general case, obtaining 
factorization formulae for the matrices involved in the linearizations of both 
reduced equations (i.e., the Lyapunov-Schmidt and the center manifold 
reductions), in such a way that, when n = 1, the results of Crandall and 
Rabinowitz, Weinberger, and de Oliveira and Hale are recovered, Vegas [29] 
gives an example of a linear system with n = 2, m = 1 for which the PRS 
does not hold, and gives some sufficient conditions which guarantee the PRS. 
Kielh/Sfer and Lauterbach [16] give another (nonlinear) example, as well as a 
very powerful sufficient condition for the PRS to hold, generalizing previous 
results of Vanderbauwhede [28] in the spirit of [15]. In the present paper 
some of these results are generalized. 
In order to make our presentation easier to follow and stress the main 
points involved, we will assume that some projections have already been 
made, thus skipping a usually difficult step in concrete problems. Specifically, 
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= y ,  
such that X and Y vanish at (x, y, e )= (0,0,0), Yy(0,0,0) has all its 
eigenvalues with negative real parts, and X~(0, 0, 0) = 0, Xy(0, 0, 0) = 0, 
¥~(0,0,0) = 0. The solution y = Y*(x,c) of Y= 0 is substituted into 
the first equation, thus obtaining the bifurcation equation G(x, ~):= 
X(x,Y*(x, e) )= 0. The idea is to compare the stability properties of an 
equilibrium branch (~(e), if(e)) of the system (1) near (0, 0, 0) [for which 
necessarily ~(e) = Y*(2(e), e)] and those of ~ as an equilibrium point of 
the reduced system (2). The linear stability analysis, the only one in which we 
will be interested in this paper, consists of comparing the (real parts of the) 
eigenvalues of the linearized system 
and those of the linearized reduced system 
= 
An easy computation gives 
Recall that this matrix is called the Schur comple.wnt of Yy in the above 
jacobian matrix. In short, for linear systems (as well as in nonlinear systems 
when the stability analysis is carried out by linearization), the problem of 
reduced stability can be stated as follows: 
Given matrices C(e), D(~), E(e), F(e) of sizes n × n, n × m, m X n, 
and m x m, respectively, depending differentiably on the parameter e, such 
that F(0) is stable and C(e), D(e), E (e )~ 0 as e ~ 0, compare the 
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stability properties of 
with those of the Schur complement G(~) := C (e) - D(e)  F(c)  - 1 E(e). We 
say that A(e) satisfies the principle of reduced stability (PRS) if A(~) and 
G(~) have, for sufficiently small e, the same number of eigenvalues with 
positive real parts. 
The main tool we are going to use to analyze this problem is that, as will 
be shown in Section 3, the eigenvalues of A(e) close to zero (i.e., the critical 
ones) are precisely the eigenvalues of an n x n matrix H(~), which is related 
to G(~) by a formula of the type H(e)  = [I +~'(e)]G(e) ,  where ~(6)  is a 
matrix such that 9d'(~)= O(~ k) for k >/2. The idea is to make use of 
eigenvalue perturbation results in order to obtain sufficient conditions ensur- 
ing that the stability properties of G(e)  do not change when it is pre- 
multiplied by a small perturbation of the identity (Theorems 1 and 2). 
The conditions thus obtained range from the most conservative stimates 
(Theorem 1), involving no hypothesis on general properties or eigenstructure 
of G(~), to the ideal case, in which the principle always holds [G(e) 
symmetric, Corollary 5], passing through a variety of intermediate conditions, 
which are reminiscent of situations frequently encountered in the stability 
theory of control systems. In particular, Theorem 2 is a tradeoff between 
condition numbers of transformations block-diagonalizing G(e)  and the 
norms of solutions of Lyapunov equations 
An interesting point to be made, which makes the problem significantly 
different from others, is its nature of a multiplicative eigenvalue p rturbation 
problem, reflected in the fact that the most important quantity to be 
estimated is not the norm of P(e) in the above Lyapunov equation [i.e., the 
L 2 norm of the impulse-response of the reduced system k = G(e)x], but 
that of the product P(6)G(e),  which is obviously smaller. All this means that, 
as a rule, the estimates obtained by using Lyapunov methods will be better 
than those obtained by diagonalizing transformations. In any case, the balance 
mentioned above explains the mixed nature of the statement of Theorem 2 
and the interest of studying more specific situations like Corollary 3: if all the 
eigenvalues of G are real, the conditions ensuring that the PRS holds involve 
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no restriction whatsoever on the proximity of the spectrum of G to the 
imaginary axis (i.e., its stability margin). This is a very surprising result in a 
perturbation problem. In particular, if G is symmetric, the PRS always holds 
(Corollary 5). Another case is G(e)  = ggG 0 + O(e  g+ 1), where G O has at 
most one simple zero eigenvalue and the rest have nonzero real parts, a result 
obtained by Kielh6fer and Lauterbach [16], and by Vanderbauwhede [28] in a 
special case. Further information can be obtained when F = -1,  especially 
when n = 2, a case for which a fairly complete analysis is offered in 
Section 4. 
TERMINOLOGY AND NOTATION. The spectrum of a matrix A will be 
denoted by o-(A). A is stable if Re A > 0 for all A ~ or(A), and is 
completely unstable if -A  is stable. A is hyperbolic if no eigenvalue of A 
has zero real part. 
2. SUMMARY OF RESULTS 
Let A(e)  be a real (n + m) x (n + m) matrix, all of whose elements are 
smooth functions of the parameter e ~> 0. Partition A as 
= 
[E (e )  F (~)  (5) 
with C(e)  being n x n, and let 
A(0) = 
where F(0) = F 0 is a stable matrix [otherwise A(e)  is sure to be unstable for 
small ~]. Our aim is to obtain stability conditions on A(e)  near e = 0 in 
terms of the reduced matrix 
G( e)  = C - DF-1E ~ Nn×,,, (6) 
which we suppose to be nonsingular for 8 ~ [0, e0) for some ~0 > 0. 
To state our results in Section 3, let use denote by II" ]l a consistent family 
of matrix norms on Up q- 1 N p xq (i.e., the restriction of II • [I to each N pxq is 
a norm, and []AB]I ~< i[A[[ ]lSl] whenever the product AS is defined). For 
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I IcI I  = o(~c), 
IIEII = o(~e) ,  
IIDII = O(~d) ,  
llCll = O( .g ) .  
(v) 
Under these conditions, one can prove a preliminary result. 
THEOREM 1. Let G(s) be the reduced matrix (6), and 
positive constants uch that 
k ,K , r  be 
iy 
k~ r ~< min(IRe AlIA E o'(G)} ~< K~ r. (s) 
d+e 
r < g + - -  (9) 
n 
fi~r d, e, g as defined in (7), then A(e) satisfies the PRS. 
This result may be improved whenever there is information available on 
the condition number of block-diagonalizing transformations. Namely, 
THEOREM 2. Assume there exists a block-diagonalizing matrix X = X( e) 
such that 
X-  1GX = 
-n l (~ ) 
and let the condition number of X be 
Ilxll IIx-~ll = o (* -k ) .  
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Assume, furthermore, that for each R i there exists a symmetric matrix P~ 
with 
R,e, + P,R ~, = I + o(1) ,  
(lO) 
tl R,P, II = o (~- , ) .  
Then, ¢ 
k + p<d +e,  (11) 
the PRS holds. 
In the diagonalizable case one can prove a more direct statement: 
ConoLiAnY 3. Assume that G(s )  is (complex) diagonalizable, and let 
X = X(e)  be such that 
0 
R(S)  = d iag(A l ( s  ) . . . . .  Ap(e) ) ,  
Z (e )  = cliag(B 1 . . . . .  Bq), 
fo r  
Assume, furthermore, that 
(i) IlXll IIX-lll = O(s-k);  
(12) 
• - -~ j  " 
(ii) cs  r ~< min{[aj[, j = 1 . . . . .  q} <<. Cs r for positive constants c, C; 
(iii) [[Z[I = O(~S). 
Then, if 
r+k<d+e+s,  
the PRS holds. 
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As a particular case, if there are no complex eigenvalues, the condition 
k < d + e (13) 
is sufficient for the PRS to hold, i.e., no condition on the proximity of 
eigenvalues to the imaginary axis is needed, but only a condition on the 
condition number of the diagonalizing transformation. 
Some specific conditions which imply the hypotheses in either Theorem 2 
or Corollary 3 are 
COROLLARY 4 (KielhSfer and Lauterbach [16]; see also Vanderbauwhede 
[28]). Suppose the e-expansion of the reduced matrix (6) is 
G(e)  = s~G o + s g÷IG 1 + "", 
with all eigenvalues of G O having nonzero real parts, except, at most, one 
simple zero eigenvalue. Then the PRS holds. 
COROLLARY 5. I f  G is symmetric, then the PRS holds. 
For the sake of completeness, we end Section 3 by pointing out that 
symmetry is not the only structure favoring the applicability of the PRS: one 
can show that the principle also holds for matrices with nonnegative off- 
diagonal elements. 
PROPOSITION 6. Let A = (a i j ) ,  partitioned as in (5), satisfy aij >1 0, 
i # j. Then A is stable if and only if G = C - DF-1E is stable. 
Section 4 is devoted to the analysis of the particular case when F = - I  
(in particular, m = 1), a situation in which the reduced stability analysis can 
be completely worked out, since the matrices G, H in the Introduction satisfy 
G = H 2 + H - CH. This very particular elationship turns out to be espe- 
cially useful when n = 2. We derive explicit stability formulae for A(s) in 
terms of 
T c := trace C, A c := det C, 
Tc := trace G, A G := det G, (14) 
Ape := det DE. 
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Namely, 
THEOREM 7. Suppose G( ~ ) is 2 X 2 and F = - I .  Then, for all suffi- 
ciently small s > O, A(e)  is stable if and only if 
[ )] 0<a~<8 1-V~+(9, -Tc)Ao~ 1-~X~ +~(~'A°~) ' (15) 
where 
:= zX c - T c - ApE 
and the function qff'," ) given by 
1 l+y  
x+ x ~ q~(x, y) (1 - y)3 (1 - y)S 
1 + 3y +ye  1 + 5y +y2 
x s + ( l+y)  x 4 + ' . .  (16) 
(1 -y)~ (1 -y)~ 
satisfies q~( 8, ApE) = 0(3)  uniformly in A I) E. 
As a direct consequence we get the following necessa~ condition for 
stability: 
COROLLARY 8. I f  a matrix A in the conditions ~ Theorem 7 is stable, 
then 
T c ~< A c - AD~. 
Although it may not seem very apparent, Theorem 7 gives a stabili~" 
criterion for A(e) in terms of the location of the eigenvalues of G(e).  This 
becomes much clearer after reformulating Theorem 7 in a more geometrical 
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COROLLAm( 9. Under the hypotheses of Theorem 7, let 
,7(~) := re - (,2 - r c )a~,~(  
1 ) 
1 - ADE + q)(6, ADE ) (17) 
with ~o given by (16). Then, for e sufficiently small, the following holds: 
(i) Let S~ be the circle 
S~= {(x ,y )  ~ N2 (x -  r I+  1) .2 +y2 < (1 -  ~7) 2 
+(a~ - & ,~) (1  - ,7) } 
in the xy plane, and suppose G( g ) has complex eigenvalues a +_ i[3. Then, 
for ~ sufficiently small, A( g ) is stable if and only if ( ~, [3) ~ S ,. 
(ii) Let 
s~ = {(x ,  y )  ~ u~l (1  + x - ,7 )y  < (ac  - a , ,~  - x ) (1  - ,7), xy > o} 
(18)  
in the xy plane, and suppose G has real eigenvalues a, [3 (not necessarily 
distinct). Then, for ~ sufficiently small, A(~) is stable if and only if 
(o~, [3) ~ s~. 
Thus, Corollary 9 provides explicit exclusion regions for o'(G) (see 
Figures 1, 2), which must contain no eigenvalue of G if the PRS is to be 
satisfied. Such regions turn out to depend crucially upon the sign of the 
difference Ac -- Ape. 
We end with three final remarks. The first one addresses the case when 
C(0) is not zero, but a nilpotent matrix. Appropriately rescaling the variables 
leads to results which are similar to those for the semisimple case, although 
the conditions on the powers of e will be usually much harder to meet in the 
nilpotent case. The second remark points out that discrete dynamical systems 
can be treated in much the same way as continuous ones, showing no 
significant differences with respect o their continuous counterparts: appro- 
priate replacement of both the stability boundary and the distance to it leads 
to discrete analogues of every result obtained in the continuous ease. The last 
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(a) (b) 
Fi(:. 1. Stabili~ regions for o ' (G)  = x ++_ iy complex: (a) A C > ADE; (b) 21 c < 
AD~ :. In both eases, the PRS is satisfied if and only if ~r(G) is not in the striped 
region. 
remark stresses the fact that, although the results in this paper are obtained 
directly from the matrices A(c) and G(e), any algebraic preparation proce- 
dure, like the Smith normal form for parameter-dependent matrices, will 
simplify the analysis. 
3. THE CASE OF ARBITRARY .MATRICES 
We first deal with the general case, i.e., we impose no restriction on the 
structure of A or G, except hose already imposed in (5). The central point in 
the following discussion will be the relationship between G(~) and a new 
n × n matrix H(~) we will introduce: recall that the form of A(0) implies 
that the stability of A(~) is completely determined by those n eigenvalues 
clustering at the origin for e=0.  Denote by z =(x ,y )  x ~ R", y ~ R"  
our variables in R "+'', and let 
y = M(~)x  (19) 
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FIG. 2. Stability regions for ~r(G) = {x, y} real: (a) A c > ADE; (b) A C < ADE. 
In both cases, the PRS is satisfied if and only if the point (x, y) is not in the striped 
region. 
be the equation of the 8-dependent -dimensional invariant subspace associ- 
ated to these n eigenvalues. Defining 
I n 0 ]  
Y(~) = M(~)  I m ' 
we find that A(e) is similar to 
y-1Ay= [ C + DM D ] 
0 F - MD ' 
whose null lower left block is due precisely to the invariance of the subspace 
(19). In other words, the n × n matrix 
n (6 )  := C + DM (20) 
corresponds to the restriction of the global transformation to the invariant 
subspace (19). Hence, the spectrum of H(e) is built up with exactly the n 
dynamically relevant eigenvalues of A, which reveals H as an optimal choice 
to get stability properties of A through a lower dimensional matrix. Unfortu- 
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nately, H is far from being easy to compute: to get H(e) we must first find 
M(e) as the unique solution to the quadratic Riccati-type matrix equation (4), 
which, in most cases, can only be solved approximately. This computational 
difficulty may be overcome by replacing H with G, at the cost, of course, of 
getting only approximate results: the underlying idea is the proximity of 
M(e) to a matrix which is easier to compute. Applying the implicit function 
theorem to equation (4), one can prove [29] that 
M = -F - 'E  + O(llCII 2 + IIDII 2 + IIEII 2 +l ie  - f(0)l12). 
Now, if we replace M with -F  1E in the lower left block of Y and 
similarity-transform A, we get a matrix 
I C - DF - IE  D ] 
F -1E(C  - DF -1E)  F + F - tED ' 
whose nonzero lower left block indicates that we are no longer dealing with 
an invariant subspaee. Nevertheless, the size of that block is a legitimate 
measure of how close we are to an invariant subspace (see [27, p. 741], for 
instance), so we should expect o get reliable dynamic information from G as 
long as it is close enough to H. In fact, as a consequence of (22) below, we 
have 
(21) 
so G and H are small perturbations of one another. The essential point of 
our argument is that this perturbation is not at all arbitrary': adding and 
subtracting C to the result of multiplying Equation (4) by DF 1, we arrive to 
the relationship 
G = ( I  - DF -~M)H,  (22) 
which will be the basis on which most of the following results rely, especially 
those in Section 4. This relationship, in fact, characterizes in some way the 
kind of perturbation problem we are dealing with: given arbitra D- n × n 
matrices G = O(~ g) and 3F= O(~ k) with k >/g, one can always find, 
for large enough m, an (n + m) × (n + m) matrix A(e)  of the form (5), 
whose reduced matrix is G(e), and whose corresponding H is related 
to G in the form G =( I+~/ )H .  It suffices to take F=- I ,  C = 
(I +~) - IG  -~,  and to find matrices D and E such that DE = G - C = 
[I - (I  +~) - I ]G  -~,  which is always possible if m >~ n. 
Equation (22) explains as well, in quite an elegant way, why symmetric 
matrices G always satisfy the PRS: whenever G is symmetric, H is just the 
304 JULIO MORO AND JOSI~ MANUEL VEGAS 
product of a symmetric matrix by a small perturbation I + 07/of the identity, 
whose symmetric part I + ½(,Yf + oW T) is positive definite. Thus, a well-known 
result (Ostrowski and Schneider [24, Corollary 4.3]) applies, implying that G 
and H have the same number of eigenvalues with positive real parts. 
Our first result is a consequence of (21): 
Proof of Theorem 1. We apply to (21) any of a family of results (see [4, 
Chapter 5], [5]) which bound the distance between the spectra of G and of H 
in terms of IIGII, IIHII, and IIC - HII. More precisely, after properly ordering 
~r(G) = {A 1 . . . . .  A n} and ~r(H) = {/z I . . . . .  /x,~}, we get that 
max IAi - ~il ~< c max (llCll, IIHII) ~-~/" IIG - HII 1/" = O(E  g+(e+aV')  
i 
for some positive constant c = c(n, II" I]), independent of G and H. The 
condition (8) is clearly sufficient for A to satisfy the PRS, since it guarantees 
that the magnitude of the perturbation is too small to make any eigenvalue of 
G cross the imaginary axis. • 
REMARK. Theorem 1 may be viewed as an extension of results in [28]: 
Suppose G =egGo + e g+ 1G 1 + ... with G O hyperbolic. Then r = g and 
(9) is satisfied, which implies the validity of the PRS. 
We now prove the main result in this section, showing that the real 
eigenvalues of G play no significant role in reduced stability, except in an 
indirect way, via the condition umber of the transformation diagonalizing G: 
Proof of Theorem 2. In order to deal with general matrices (not only 
stable or completely unstable ones), we use Ostrowski and Schneider's 
generalization (see [24]) of Lyapunov's classical theorem. First, recall that the 
inertia of a matrix A is the triple ( i_(A),  i0(A), i+(A)), where 
i_ (A) = number of eigenvalues of A with negative real parts, 
i0(A) = number of eigenvalues of A with zero real parts, 
i + (A) = number of eigenvalues of A with positive real parts. 
Let A be a complex matrix. Then, according to [24], A has no purely 
imaginary eigenvalues if and only if there exists a hermitian matrix ~ such 
that A9  + 9A* is positive definite, and then A and 9 have the same 
inertia. 
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Let us now turn to the proof: we invert the relationship (22) to get 
H = (I  + K)G, with I1~11 = o( J+O.  Thus, one easily obtains that 
/1 := X-1HX = ( I  + X-XKX)G, 
where G := X-1GX. Denoting k := X-1KX, it is clear that 
II~rl ~ IIx-Xll IIKII Ilxll = o (~ 'z+e-k ) .  
Now, define 
p ..= 
[e,(~) ] 
v,,(~) 
which has the same inertia as G, since C,P + p~r  = I + o(1). Partition 
conformally with P, i.e. 
= 
KI1 K12 "'" Kip] 
• . 
L KPl Kp2 "'" Kpp 
Then 
,h ,  = ( z + c , )6e  
( I  _{_ Kll)nlPl K12n2P  ... KlpnpP p 1 
K21R1P 1 ( I  + K22)ReP ~ "'" K2pRpP p 
KplR1P 1 Kp2R2P, 2 "'" ( l + Kpp)RpPp 
The hypotheses on the asymptotic order of the different blocks, together 
with the condition (11), imply that the diagonal blocks (I4P)ii := ( I + K~)Ri P~ 
satisfy 
T T (~r). + (fle)~ = I + o(l) + ..a~P~ + P,<<~ 
= I + o(1) + o(.  ~÷~-* ~) = I + o(1), 
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while the off-diagonal blocks satisfy 
II( P),Jll = II K,jRj II = = O(1). 
Hence, 
ge + ei7 T = t + o(1) ,  
which is positive definite. According to our remark opening the proof, both / t  
and G have the same inertia as P itself, and the PRS holds. • 
REMARKS.  
(a) Expressions of the type ~b(e) = O(s  q) are to be understood in a wide 
sense, i.e., they do not imply strict asymptotic order, but only an upper 
bound for ~b(e). 
(b) As pointed out in the proof, the existence of P~ with the property 
RiP ~ + P~R T = I is equivalent to requiring that R i be hyperbolic [24]. This is 
true, for instance, whenever R i = 6r 'a  ° + O(~r '+l ) with R ° hyperbolic. In 
that case, we only need to check k < d + e, since p turns out to be zero. 
1 -1  (c) If R i is symmetric, one can choose P~ = ~R i , with the extra 
property that R i Pi = 1 ~I, which means that II Ri Pill does not contribute to the 
increase of p in the estimate O(6-P). On the other hand, if Ri is far from 
symmetric, IIa~e~ll can be very large, as shown below in the proof of 
Corollary 3. 
Proof of CoroUary 3. Let X = X(6) be the diagonalizing matrix in the 
statement of Corollary 3. Denote 
p:~ 1 -1  ~R , 
. . ,  = (z  + z Q:= -~[diag( oq, al ,  aZ, a2, .  aq, aq) ] -1 - '  
It is clear that, by construction, 
PR + RTP = I, 
QZ + z rP  = I, 
Ilaell = ½11III = o(1)  
IIQZII ~ Ilpll IlZll = o (6s - r ) .  
Hence, Theorem 2 applies with p = r - s, concluding the proof. • 
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REMARKS. 
(a) Theorem 2 introduces the condition umber II X II II x - l i t  as an impor- 
tant element in the reduced stability problem. This is hardly surprising, since 
we are formulating the problem in terms of eigenvalue perturbations, and 
similar condition numbers appear in classical eigenvalue perturbation results 
like the Bauer-Fike theorem (see [4, §6.25]). Note, however, that Theorem 2 
is of a somehow different nature, since, apart from being formulated block- 
wise, it incorporates the effect of the Lyapunov matrix P. Note also that, 
although the condition (11) is most likely not necessary for the PRS, its 
violation may lead to nonsatisfaction f the principle. Take, for instance, the 
stable matrix 
A(oo) = 
0 
_OO3 
OO5 
0 ~._~6 , 
--o0 
(23) 
whose eigenvalues are -8  ~ + O(oo6), _o0s + O(o09), and -1  + O(oos). Its 
associated reduced matrix 
__oO3 -- o011 o07 
is unstable with real eigenvalues o06, oo7, so the PRS does not hold. One can 
check that the diagonalizing matrix is ill conditioned, with k = 3 > 2 = d + e. 
(b) Although effective computation of the condition number is by no 
means an easy task, there are quite general situations in which such computa- 
tion can be avoided: 
(i) If G is nortruzl, it can be diagonalized through a unitary matrix, so k = 0 
and all we have to check is r < d + e + s (or nothing at all in the symmetric 
case, since all eigenvalues are real). 
(ii) If G(o0) = o0gG 0 + o0g+lG 1+ -.- and G O has n different eigenvalues, 
the eigenvectors of G are analytic functions of the parameter oo, so X(oo) = 
X 0 + O(o0), with X 0 diagonalizing G0. Hence, k = 0 again, and all we have 
to check is r<d+e +s .  
Consider, for instance, 
A = 
0 o02 
__o02 0 
__ o03 __o03 
41 o °3 
-1  
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G = _~2 ~5 _~6 ] e2 0 +. . .  
- -1  " 
Both eigenvalues of G O have zero real parts, so the results in [28] or [16] do 
not apply. However, G O has two different eigenvalues +i, and one can easily 
check that G is stable with d = 3, e = s = 2, r = 6. Hence, A is stable by 
Corollary 3. 
(c) As we will see below, Corollary 3 is a key tool in order to derive 
further results, apart from having a simpler statement than Theorem 2. 
However, Theorem 2 is usually able to provide sharper asymptotic bounds 
than Corollary 3, especially if no block-diagonalization is performed. Con- 
sider, for instance, 
[__~4 ] 
0 __E4 __ E7 " 
One can check that the product PG, corresponding to the matrix P such that 
PG + G'rP = - I ,  is 
-1  e3 + 2~ 6 
PG= 1 
~3 q_ 9,~.6 --1 
whose Frobenius norm is O(~-3). Hence, if we choose not to diagonalize, we 
have k = 0, p = 3, and Theorem 2 only requires d + e > 3 to hold. If, on 
the contrary, we decide to diagonalize, then the corresponding matrix 
[1 1] 
X= 0 e 6 ' 
has condition number of order e -6, and we would need d + e > 6 in order 
to apply Corollary 3. Thus, although Corollary 3 seems to be enough to draw 
most theoretical consequences, the obscurity in the statement of Theorem 2 
is justified in practice by the freedom it provides to obtain sharper esults. 
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Proof of Corollary 4. I f  G O has no zero eigenvalue, the result follows 
from Theorem 1. Otherwise, let X 0 be such that 
Xo 1 Go Xo = 
0 
Ro 
where R 0 is (n - 1) X (n - 1) and hyperbolic. Since 0 is a simple eigen- 
value, there exists an analytic matrix X(e), X(0) = X0, such that 
X 1GX= 
R(. )  
and R(g)  = egR 0 + O(~ g+ 1). Let P0 be such that R0P 0 + PoR~' = I. Such 
a P0 exists due to the hyperbolicity of R 0. Then, 
R( )e0 + e0R( ) T= + 
Now, if we denote 
P1 := a-~,  R1 := •, 
P2 := e gPo, R2 := R(s ' ) ,  
we get a block partition of X-1GX satisfying (10) with p = 0. Hence, we 
apply Theorem 2 with k = 0, since the condition (11) is satisfied. • 
Now, suppose G is symmetric. In that case, the PRS is known to be 
satisfied: a result of  this type even goes through to nonlinear systems as long 
as the reduced system is gradient (see [30]). In the linear case, Corollary 5 
follows directly from Corollary 3, since one may choose the diagonalizing 
matrix X (e )  to be unitary. This implies k = 0, and, since all eigenvalues are 
real, the condition (13) of Corollary 3 is satisfied. Thus, we prove Corollary 5. 
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We conclude the section by addressing another matrix structure specially 
favorable to the PRS. Although our final aim is to consider matrices with 
nonnegative off-diagonal elements as stated in Proposition 6, it will prove 
convenient to begin considering matrices with the opposite sign structure, i.e. 
matrices A with aij <~ O, i ~ j .  Such a matrix is defined to be an M-matrix 
whenever all its principal minors are positive (see, for instance, [3]). The 
concept of M-matrix was introduced by Ostrowski [23] and has been exten- 
sively treated in the literature in rather diverse contexts, ranging from 
economic models, such Leontieff systems, to the convergence of iterative 
methods in matrix calculus. Our interest in such matrices is motivated by the 
following equivalence, due to Fiedler and Pt~k: 
THEOREM [Fiedler and Pt~k [12]). Let A be a real square matrix with 
aij <~ O, i ~ j .  The following conditions are equivalent: 
(i) A is an M-matrix. 
(ii) All the eigenvalues of A have positive real part. 
(iii) The inverse A-1 exists, and all its elements are nonnegative. 
It is straightforward to prove that 
is an M-matrix if and only if both F and G = C - DF - IE  are M-matrices 
(see, for instance, [22] for an infinite-dimensional version of this result). To 
prove it, it suffices to apply the equivalence of (i)-(iii) to the block inversion 
formula 
G -1 - G -  1DF- 1 
-F - lEG-1  F - I ( I  + EG-1DF -1) 
and take into account hat D ~< 0, E ~< 0, F-1 >t 0. 
Now, we note that our initial setting (5) requires F to be stable. Thus, the 
natural sign condition for reduced stability is the opposite one, i.e., aij >1 0 
Vi ~ j. Such matrices appear frequently in the applications, in contexts uch 
as biological or economical models, in which negative values of the variables 
do not make any sense [2]. The positive sign condition on the off-diagonal 
elements indicates precisely the invariance of the positive orthant. 
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In this setting, the proof of Proposition 6 becomes trivial: we only need to 
replace A with -A and use the equivalence of (i) and (ii). 
4. THE CASE n =2,  F= - I  
We now restrict ourselves to the ease when F = - I  in (5). Being a 
restrictive hypothesis, it will prove most useful, illuminating the relationship 
between o'(G) and o'(H). In particular, the case m = 1 is included in the 
discussion, since we may always multiply A by the positive scalar -1 /F  
without changing its stability properties. 
Once we have F = - I ,  Equation (22) can be written as 
G = ( I+DM)H= ( I+H-C)H=H+H 2-  CH, (24) 
where the unknown matrix M no longer appears. As a first consequence we 
get the following characterization f the eigenvalues of H: 
LEMMA 10. I f  F = - I ,  the eigenvalues of H are, for ~ small enough, 
the n roots of 
9(h)  := det (C  - h t  - X21 + AC)  = 0. 
which are close to the origin. 
Proof. Adding and subtracting AI to (24) we obtain 
G = h i  + x2t  - Ac  + ( I  + U - c + h i ) ( / - / -  h i )  
so 9(A) = det Jdet (H  - AI) for ,~¢-'= I + DM + AI, which is a small 
perturbation of the identity (in particular, a nonsingular matrix) as long as 
and I,Xl are small. • 
The main advantage of ~ is that it contains the relevant dynamical 
information on the spectrum of H(~), but only depends upon G(e). Our 
next step, suggested by Lemma 10, is to apply the Routh-Hurwitz stability 
criterion to 9 ,  thus establishing a connection between G and the stability of 
H. The increasing amount of calculations needed as the dimension n in- 
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creases makes it advisable to restrict ourselves to dimension n = 2. Another 
interesting feature of this restriction will be the possibility of interpreting our 
conclusions in geometrical terms. 
Elementary calculations show that, if n = 2, 
,~(A)  = A 4 -4- kl  A3 -4- k2 A2 4- k3A 4- k4, 
where 
k l=2-T  c , 
kz= I + Ac -  TG-  Tc, 
k 3 = A G + A C - ADE -- TG, 
(25) 
k 4 = me, 
with the T's and A's given by (14). Let us now prove Theorem 7. 
Proof  o f  Theorem 7. Lemma 10, together with the Routh-Hurwitz 
criterion applied to the fourth order polynomial ~(A), implies that A is 
stable if and only if the principal diagonal minors of 
[ 10 01 k 3 k 2 k I 
k4 k3 k2 
0 0 k 4 
are all positive. Let m i be the minor of order i = 1, 2, 3, 4. The minors m 1 
and m 2 provide no information, since, according to (25), both are equal to 2 
plus perturbations of order O(~), hence positive for small ~. From m 4 = 
AGm 3 we obtain a first condition 
az > 0. (26) 
The rest of the proof amounts to finding conditions which render 
m 3 = k lk2k  3 - k23 - k21k4 
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positive. Substituting (25) in the above expression and collecting terms of the 
same order, we obtain 
m 3 = --A2G -- aA  G -- b, 
where 
a := 2 -- 2ADE q- Tc(~ -4- ADE -- 1), 
b := 6[(1  - Tc) (T  c - 6 - ADZ -- 2) - APE], 
and 6 := A c - T c - ADE. The equation m 3 = 0 is a perturbation of A~ + 
2A c = 0, so, for s small enough, one of its roots A c = z -  is close to -2 ,  
and the other one, 
-a  + ~-4b  
-+-  (27) 
2 
is close to zero. Taking the restriction (26) on Ac: into account, we conclude 
that A is stable if and only if 0 < A(; < z +. Again, elementary calculations 
show that 
a 2 - 4b = (2 - To)2[(1 + 6 + Aoa)  2 - 4AD~], 
while the &expansion of its square root is 
-- 4b = (2 - Tc)[1 - ApE 
1 + ADE 
+ - - 1  - ADE 6+ 2ADwqO(6, ADE)], 
(2s) 
with q~ given by (16), so qff6, A19~:) = 0(6)  uniformly in ADz. Finally, we 
substitute (28) into (27) to obtain 
z += 6[1 -  Tc + (2 -Tc )AD~ ( 
1 )] 
1 - AD~: + ~P(6' ADe) ' 
which concludes the proof. • 
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Theorem 7 provides us, in the first place, with a way of deciding the 
stability of A by simply computing the five quantities (14) and checking 
whether the inequality (15) is fulfilled or not. Note that such calculations are 
trivial whenever ADE = 0 (which is the case, for instance, if m = 1) and that, 
in most cases, it will not be necessary to compute more than a few terms of 
each e-expansion. This is the case, for instance, of Corollary 8: 
Proof of Corollary 8. If 8 = A c -T  c -ADe is negative, then z ÷= 
8(1 + 0(8) )  is negative as well, which makes the condition (15) impossible 
to satisfy. Thus, A is not stable. • 
Even if 8 >~ 0, we will only have to expand z ÷ in e until we get a first 
term which is different to the Corresponding term of A~. Note that the 
number of explicit terms in the 8-expansion of z ÷ can be arbitrarily 
increased by adding terms from (16) and using that 
1 ADE 
=1+ 
1 - ADE 1 - hoE" 
However, as announced in the Introduction, one of the most interesting 
features of Theorem 7 is the possibility of geometrical interpretation: 
Proof of Corollary 9. (i): Suppose G has complex eigenvalues a +_ Jr. 
Then T c = 2a  and A c = ot 2 +/32. The definition (17) leads to 
z÷= 8(1  - n )  = (ac  - aoE  - 2 )(1 - n ) ,  
which enables us to rewrite (15) as 
(a  - r /+  1) 2 +/32 < (1 - ~1)2 + (A c _ Ao~)(1 _ ~1), 
i.e., A(6) is stable if and only if the spectrum of its reduced matrix G(e) is 
contained in S,. 
(ii): Analogous to (i), by using T c = ~+f l ,  A c = ~f l> 0, and the 
definition of 7/to rewrite 0 < A G < z + in the form given by (18). 
It is interesting to observe that there are two different possibilities in each 
case, depending on the sign of A c - Ape: 
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(a) The case of complex eigenvalues. Suppose o-(G) is complex: 
(i) If A c > ApE, the radius 
] / (1  - ~/)2 + (A  c _ APE) (1  _ 7/) 
of S~ is larger than 1 - r/, so the circles intersect he right half plane and 
move to the left as 6. tends to zero, reaching the circle (x + 1) 2 + y,2 < 1 in 
the limit e = 0. 
(ii) If A c < A/9 E, the circles remain in the left half plane for all 6., moving to 
the right as e tends to zero, with the same limit circle. 
It is clear that we only have to intersect the circles S~ with the left half plane 
to obtain the striped regions of Figure 1, which are forbidden to or(G) if the 
PRS is to be satisfied. Note that, if A c < A/~ e, the whole right half plane is 
in the nonstriped region. Thus, separation conditions like those imposed in 
Theorem 1 or Corollary 3 are too restrictive, at least in this particular ease, 
since they need not be imposed to the right of the imaginary axis. It is also 
important to point out that conditions like (9) do not express eparation from 
the imaginary axis in absolute terms: they take into account as well the speed 
at which eigenvalues of G travel along their branches. This is most relevant, 
since, as we have just seen, the exclusion regions are moving with 6., and two 
different matrices whose eigenvalues travel along the same branch at differ- 
ent speeds may exhibit different behavior egarding reduced stability. This is 
the ease of 
0 
A1 = __6.4 
E 8 
,4 
0 
--6" 
and A 2 = 
0 6.4 
__~4 0 
- -  6.4 __~,6 
6.8 
6.5 `6 
-1  
and their corresponding reduced matrices 
[ [_ 12  ,41 _6.9 6.2+ ~4] and C2= _6.12 ] 
Cl  ---~ _6.4 + ~,16 _6.9 ] _~4 _ ,ffl0 " 
Both matrices A 1 and A z share the same regions S~ = (x + 1) 2 + y2 < 1 + 
e8. The eigenvalues of G 1 are _~9+ i6.3+ ..., while those of G 2 are 
_6.12 ± i6.4 + . . .  , SO both eigenvalue branches have the same cubic order of 
tangency. However, the eigenvalues of G 2 approach the origin much faster 
than those of G1, eventually entering S~ for 6. small enough. This is why A 2 
does and A 1 does not satisfy the PRS. 
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(b) The case of real eigenvalues. Suppose now o'(G) is real. In this case 
the stability regions for A are delimited in the xy plane by the coordinate 
axes and the hyperbola 
y = 
(A c - Ape -- x)(1 - r/) 
l+x- r /  
whose asymptotes are x = r / -  1 and y = r / -  1. The sign of A c - AoE is 
again crucial: if A c > AoE, the region forbidden to o'(G) belongs to the first 
quadrant, while if A c < ADE, it belongs to the third (see Figure 2). 
We conclude this section by pointing out that, although there is no 
reason, in principle, to rule out the possibility of extending Theorem 7 or 
Corollary 9 to higher n or arbitrary F, such extensions are likely to be quite 
expensive in the computational sense. Just to give an idea, supposing we kept 
F = - I ;  we would have to deal with n(n + 3)/2 parameters in the case of 
arbitrary n to establish an analogue of (25). If, additionally, we drop the 
assumption F = -I,  the only possibility of getting similar results is to find an 
n X n matrix F such that FD = -DF-1, leading to the polynomial ~(A) := 
det(FG - AF - A2I + AC). This is far from being satisfactory, since, apart 
from the difficulty of finding F (when such a matrix exists), replacement of I 
by F in .~(A) makes computations much more involved. Finally, geometrical 
interpretation of analytical conclusions i unlikely to be straightforward: some 
of the new parameters in (25) appearing for n > 2, for instance, are no 
longer expressible in terms of traces and determinants of C, G, or DE, which 
obscures the connection between those parameters and the spectrum of G. 
5. FINAL REMARKS 
5.1. The Case with C(O) Nilpotent 
With a convenient rescaling of parameters, the hypothesis C(0) = 0 in (5) 
can be relaxed to C(0) nilpotent. Indeed, an e-independent linear change of 
variables transforms C(0) into its Jordan form 
0 Ol 1 0 "'" 0 I 
I C(O) 
I °  o o ... an_ , l  
I I 
~o o o ... o ! 
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where a /= 0 or 1. Now, we define the new parameter v = e ~/", and let 
C(v) = C(v"), £)(v) = D(vn), /~(v) = E(v"), F(v) = F(v"), so that 
C(v) = C(O) + O(v"), /)(v) = O(vn), /~(V) = O(V~), and /~(v) = F(0) + 
o(vn). Let now 
e = e(~)  = 
,~-t 0 "" 0 / /2 
/ .o .... :..... o./ 
o o --- 11 
Then 
o i o ie-~ ~ ) 
But 
p~p-  1 = 
0 alv 0 ... 0 I 
° ° ii .... ° I 
0 0 0 "" a,~ iv[ 
I o o o ... o ! 
while 
~e-1 = o(  ~n)o(  b,l-n) = 0(  ~). 
Therefore, 
is similar to A(~, 1/n) and satisfies the hypothesis (5). 
In order to illustrate some results that can be obtained by means of this 
transformation, consider the hypotheses of Theorem 1: let d, e, k, K, r 
satisfy (7) and (8). First, observe that the Schur complement G(v) of A(v) is 
just P(C - /~/-1/~)p-1, being thus similar to 6 = C -/~/~-1/~. This im- 
plies that 
kl] nr <.~ min{lRe AI I h ~ o-(G(v))} -%< Kv "r. 
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On the other hand, C(u) is O(u), which means that G(u) is also O(u). 
Observe now that /)(u) = e(u)L)(u)  is O(1)O(u nd) = O(u"~), while 
/~(p) = /~(tp)P(p) -1 = o(pne)o(lY l-n) = o(pne+l-n). Therefore, by 
Theorem 1, if 
n r< l+ 
nd + ne + i - n 1 
=d+e+ - 
n n 
then the PRS holds. This is only slightly better than the estimates obtained by 
the direct application of the Bauer-Fike theorem on which Theorem 1 is 
based, since, in this situation, G(e) and H(6) are both O(1), while G(s) - 
H(s)  is just O(sa+e). The condition on r, d, e, and n which guarantees the 
validity of the PRS would thus be 
d+e 
r< - -  
n 
Similarly, analogues of Theorem 2 and Corollary 3 can be obtained in this 
way, although, as a rule, the conditions on the powers of ~ which are needed 
for the PRS to hold in this setting are much harder to satisfy than in the 
semisimple case. 
5.2. The Discrete Case: Systems of Difference Equations 
The discrete counterpart of our system of differential equations ~ = 
A(s )z ,  with A(s) given by (5), is the linear system of difference quations 
zk+ 1 = [I + A(s)]zk, i.e. 
xk+ 1 = ( I  + C)x  k + Dyk, 
Yk+l = Exk + ( I  + F )yk ,  
x k E ~n, 
Yk ~ ~m,  (29)  
where C(s), D(s), and E(s)  are null matrices for s = 0, and I + F(0) is 
stable in the discrete sense, i.e., all of its eigenvalues lie inside the unit circle. 
The usual replacement of equilibria by fixed points leads to the discrete 
reduced system 
xk+, = [z + c ( , ) ]xk ,  e a o, (30) 
where G = C - DF-1E again. We say that (29) satisfies the discrete PRS 
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whenever both matrices I + A and I + G have the same stability properties, 
i.e. whenever both quantities 1 - p(I + A), 1 - p(I + G) are of the same 
sign, with p(.) denoting the spectral radius. 
Now the stability boundary is the unit circle instead of the imaginary axis, 
and the distance to the stability boundary is no longer ain{IRe All ,~ ~ ~r(G)}, 
but 
min{ll -Izlll z ~ ~( I  + G)}. 
Replacing the Lyapunov operator ~A + A*.~ by A*~A - .~  (see [1, p. 
309]) and the Routh-Hurwitz criterion by the Schur discrete stability criterion 
[18, Appendix B], one can show that there is a discrete analogue for every 
result we obtained in the continuous case. 
5.3. The Smith Normal Form 
The Smith normal form D(e) for a matrix G(e) with entries analytic in 
is a variant of the standard Smith form for polynomial matrices (see [13, 
Chapter VI] or [14, Chapter $1]). D(~) is a diagonal matrix with entries e ~, 
which correspond to the invariant factors of G, and G can be factorized as 
G( e ) = P( e ) D( e )Q( e ), with P(O), Q(O) nonsingular. This equation implies 
that 
G( e) = P( e)[ D( e)Q( e) P( e)] P-I( e), (31) 
so that G(e) is similar [via a transformation f O(1)] to a matrix whose j th 
row contains a factor 6r J, with r I /> r 2 >~ "".  This means that a certain 
"preparation" of matrix G(c) is possible, in order to apply our results of 
Section 3. 
In fact, such a preparation turns out to be convenient even for the global 
matrix A(e), not only for practical but also for theoretical purposes: it was 
shown by Lou et al. [19] that matrix equivalence (31) is most useful in 
studying stability when the corresponding matrix satisfies what Coderch et al. 
introduced in [9] as MSSNS (multiple semisimple null structure) or MSST 
(multiple semistability) conditions. One can prove (see [21]) that the PRS 
always holds in the sense of MSST stability, i.e., A(6) satisfies MSST 
(MSSNS) if and only if G(e) satisfies MSST (MSSNS). The results by 
Kielhtfer and Lauterbach [16] and Vanderbauwhede [28] can also be recov- 
ered from this approach (see [21]), as a direct consequence of the algorithm 
proposed in [19] to check for MSST. In fact, this alternative approach makes 
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it clear that KielhSfer and Lauterbach's condition is optimal when only using 
information about the spectrum of the first coefficient G O in the 8-expansion 
of G. This line is currently under study by the authors and will appear 
elsewhere. 
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