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Abstract - The paper presents a novel approach to improving dependability of Web Service compo-
sition. The proposed architecture, called WS-Mediator, relies on an off-the-shelf mediator solution 
implementing run-time dependability monitoring and assessment, resilience-explicit computing and 
fault tolerance mechanisms used together to achieve dependable dynamic Web Service integration. 
We have implemented a Java WS-Mediator framework based upon the WS-Mediator concept, which 
can be easily integrated into Java Web Services applications. The paper reports results of the exten-
sive experiments conducted in the context of the bioinformatics and virtual organization domains, 
which demonstrate the applicability of our approach. 
1. Introduction 
Web Services and service-oriented architecture (SOA) represent a new paradigm for building distrib-
uted computing systems. Their applications vary from e-Commerce systems to complex large-scale e-
Science projects (e.g. [1, 2]). SOA enables standardized interoperability between services and clients. 
These services are software components implementing various capabilities and functionalities, which 
can be discovered and accessed in the computer networks, especially the Internet. Their implementa-
tion details are invisible to clients. In Web Services, services are autonomous, and developed and de-
ployed by different service providers. Clients and services are stand-alone systems independent of 
each other, and assumed to be loosely-coupled.  
This way of composing systems creates a number of dependability challenges due to several factors. 
First, the hardware and software faults in Web Services can lead to failures of the client. For example, 
a Web Service can develop halt failures when it is shut down without informing its clients. When the 
client invokes such a service, an exception arises indicating the unavailability of the service, yet typi-
cally without detailed information about the failure. Without collaboration from the service provider, 
it is difficult to implement further actions to handle the failure because of the lack of information 
about the state of the service. Some Web Services can return error messages to their clients, indicat-
ing an exceptional state of the service. However, the information in these error messages is insuffi-
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cient for implementing effective handling mechanisms at the client side. Secondly, the network which 
the Web Service infrastructure relies on is an unreliable medium (e.g. [3, 4]). There are many com-
mon network-related problems, such as latency of response, loss of messages, corrupted messages, 
traffic congestion, etc. Services can be inaccessible entirely because of network failures. The devel-
opment of dependable Web Service applications thus calls for solutions capable of dealing with ex-
ceptional behaviours of individual component Web Services as well as network failures.  
2. Related work 
The dependability of Web Services has been an active research topic in the past several years. We 
now briefly discuss several of the existing solutions to present the major mainstream approaches to 
developing highly dependable Web Service applications. 
The Service Reliability (WS-Reliability) specification [5] defines a protocol that guarantees the reli-
ability of SOAP message delivery. This application-level messaging protocol is designed to prevent 
duplicates and loss of messages, and to ensure message ordering. This solution cannot, however, deal 
with service failures or unavailability of particular services. Therefore, it should be complemented 
with higher-level fault tolerance mechanisms dealing with other types of failures. 
Paper [6] presents an approach relying on consistency-based diagnosis aimed to achieve intelligent 
exception management. This approach applies fault tolerance to compose Web Services by imple-
menting exception handling which uses smart failure identification and diagnostic information-aware 
handlers. To apply this approach the existing component Web Services need to be modified so that 
they can achieve diagnostic information awareness.  
Paper [7] introduces a connector-based solution for ensuring the dependability of Web Services for 
clients. It proposes a special language for implementing fault tolerance connectors coupling services 
and clients, and dealing with failures and exceptions arising during communication between clients 
and services. The solution employs service diversity strategy and uses a dedicated mechanism for 
monitoring the health of Web Services. It is especially suitable in developing a Web Service applica-
tion in which clients and service providers are correlative and can efficiently cooperate in implement-
ing of connectors.  
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Paper [8] proposes a container-based approach to tolerating faults in SOA. The authors have proposed 
a notion of fault-tolerant service container, an extensible architecture, to employ component diversity 
in a SOA application. The container acts as a proxy to the actual services to intercept messages 
transmitted between the client and the services and apply exception handling techniques to deal with 
failures of services.  
3. Dependability issues in Web Service composition 
Among the many studies aimed at improving Web Service dependability, those developing solutions 
for dependable Web Service composition constitute a significant part, emphasising how important it 
is to ensure the dependability of applications based on service composition. While the recent active 
research effort aiming at the dependability of Web Services has developed some effective solutions, 
including those focusing on service composition, we believe that there are still many issues remaining 
in this domain, particularly concerning the dependability of service composition that relies on 
autonomous Web Services. 
Web Service composition relies on multiple component services to implement entire business proc-
esses. However, because of the autonomy of the component services, there is no guarantee that all 
component services are highly dependable. For instance, in a travel booking use case, by employing 
appropriate dependability solutions the Web Services provided by the travel agency and the airway 
company can be developed in such a way as to meet a high dependability standard because this is es-
sential for these businesses. However, it might be seen as less important to the hotel business, with 
the development of highly dependable Web Services restricted by a limited budget. Therefore, the 
dependability of the entire travel booking process can be undermined by undependable hotel booking 
Web Services. In such circumstances, it is well worth employing service diversity strategy to develop 
a client application. As there are several travel agencies offering the same business, the client can 
send quotation requests to multiple agencies, booking the journey with one of them. Thus, things be-
come less problematic to the customer, as long as one of the travel agencies can eventually complete 
the booking process.  
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Figure 1: The automated travel booking process with multiple travel agencies implementing service 
diversity. The solid lines represent primary routes and the dashed lines alternative routes. 
However, the situation is very different for the travel agencies from what it is for the customer. The 
travel agencies have to compete with each other, and the dependability of their services is their key to 
success (note that we are not concerned here with other business factors, such as price, service qual-
ity, etc.). Therefore, the travel agencies also need to employ service diversity into their travel booking 
services, to prevent their business from failing due to undependable external component services, 
such as the Web Services provided by the participating business partners, and the network needed to 
access them. In a scenario, as illustrated in Figure 1, in which both travel agencies (TA), TA1 and 
TA2 use the same Airways (AW), AW1 and AW2, and hotels (HT), HT1 and HT2, as external ser-
vices. However, these Web Services have different dependability characteristics. The selection of the 
appropriate components during service composition is one of the most important elements in defining 
the dependability of the entire application. 
There are two ways to apply service diversity: service alternatives as used in the Recovery blocks [9]  
and service redundancy as used in N-version programming [10]. Here, we draw the following distinc-
tion between them: 
• Service alternative: component services are used as alternatives to the primary service, and 
the business logic processor only invokes them when the primary service fails to deliver valid 
results. 
 5
• Service redundancy: component services are used synchronously, the business logic proces-
sor invokes them at the same time and processes the results returned from them according to 
certain preference.  
The applicability of service diversity largely depends on the environmental conditions, such as net-
work bandwidth, system capacity, etc. [11]. These conditions are especially restrictive in the service 
redundancy approach. It may straightforward apply the approach to the simple business model which 
only involves a few number of component services, yet as the number of redundant component ser-
vices grows, the approach becomes less applicable, possibly undermining the dependability of the 
application [11]. Obviously, which primary component service is selected mostly defines how effi-
cient and feasible the service alternative approach will be. A highly dependable primary service can 
benefit the performance of the entire service composition. To the best of our knowledge, there is no 
satisfactory solution currently to help application developers to select component services. Although 
some solutions implement health monitoring mechanisms, such as in [7], not enough information is 
provided to reflect the Web Service dependability characteristics. Moreover, computer networks play 
a very important role in Web Services, with the dependability of the computer network between the 
client and services crucial for service composition. The dependability of a Web Service may drasti-
cally change depending on the client’s position because of the changing characteristics of the network 
between the client and the service provider.  
4. The Web Service Mediator (WS-Mediator) approach 
We believe that the existing work on improving Web Service dependability do not fully explore the 
impact of the Internet and the quality of the service (QoS) received by clients. Some solutions allow 
clients to utilize service diversity in their applications (e.g. [7, 8]). However, they do not support on-
the-fly service integration during the execution of business logic, nor are component services selected 
dynamically according to their changing dependability behaviours. The client application and the ser-
vice brokers implementing these solutions need to be recompiled every time new component services 
are added to the composition schema. Besides, some solutions tend to require a degree of collabora-
tion from service providers as additional information has to be obtained to implement relevant mecha-
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nisms. This is, however, rarely suitable in cross-organizational applications, thus eliminating the ap-
plicability of these solutions.  
The above issues are addressed in our solution, which employed an off-the-shelf mediator architec-
ture [12] to ensure the dependability of Web Service applications. The WS-Mediator system imple-
ments the Web Service intermediary architecture [13]. Being autonomous of the client, it mediates 
between the client and Web Services to ensure the continuity of services by employing resilience-
explicit computing and fault tolerance mechanisms.  
The term Resilience-Explicit Computing refers to “the explicit use of information (metadata) on the 
resilience characteristics of system components, infrastructure and environment to guide decision-
making at either design time or in the running system” [14]. Resilience-explicit computing is specifi-
cally addressing dependability issues in SOA to achieve highly dependable SOA applications.  
In theory, resilience-explicit computing refers to the situation in which a client imposes a dependabil-
ity requirement when attempting integration with services, whilst the services present dependability 
metadata at their interface [15]. In practice, the above service lookup and integration process can be 
carried out by introducing into the architecture a special service that can mediate between the client 
and the services to match the dependability requirement of the client and the dependability metadata 
of the services by employing explicit reasoning about service composition. In the current Web Ser-
vice technology, there is no standard definition of how dependability metadata should be presented at 
the Web Service interface, nor is there a standard way to implement them so that they can be univer-
sally understood by the client. A special service should therefore be developed to resolve this issue. 
This could, for instance, behave as a service coordinator between the client and the services, and im-
plement a conversion mechanism to convert the dependability metadata from different services to a 
standard format that can be understood by the client.  
Our WS-Mediator approach followed the above route, extending it to adopt some concepts and 
mechanisms from adaptive fault tolerance technology [16], which has already been applied in devel-
oping dependability-critical applications (e.g. [17]) for many years, to resolve the dependability issues 
in Web Service composition.  
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Figure 2: The overlay architecture of the WS-Mediator system 
The overlay architecture [18] of the WS-Mediator allows the subsystem, i.e. Sub-Mediators, to be 
deployed at various locations in the Internet (see Figure 2). In practice, the WS-Mediator system 
consists of a set of interconnected functionally-identical Sub-Mediators being distributed over the 
Internet to monitor the dependability of Web Services, and to provide accurate dependability meta-
data, presenting Web Service dependability characteristics from the client’s perspective. The client 
invokes a Sub-Mediator as the portal of the WS-Mediator system. Sub-Mediators intercept the inter-
action between the client and component services, performing resilience-explicit computing and ap-
plying fault tolerance techniques to improve the dependability of service composition.  
The Sub-Mediator can be deployed at the same root where the client application executes. Thus, Sub-
Mediators can perform on-location monitoring of component services to consider the network impact. 
The notion of on-location monitoring implies that it is performed at the client side by distributed Sub-
Mediators to realise the dependability behaviour of Web Services from the client’s perspective. Sub-
Mediators can also utilize the overlay architecture to implement message-routing strategies to deal 
with network-related faults. The dependability metadata are used by the resilience-explicit dynamic 
reconfiguration mechanism to make decisions about which Web Service to select as the most appro-
priate for performing dynamic service composition during the business procedure. This approach im-
proves the efficacy of service diversity by applying it according to the dependability of component 
services. The system does not limit the selection of candidate component services, allowing new 
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component services to be introduced into service composition without modification or recompiling of 
any of its service components. Clients can flexibly provide a number of candidate Web Services at 
run-time for implementing service diversity. Furthermore, the system provides integrated off-the-
shelf fault tolerance mechanisms corresponding to various fault assumptions and application scenar-
ios, to be integrated into the client application at run-time, thereby reducing the development cost of a 
dependable service composition.  
The flexible and scalable architecture of the WS-Mediator allows it to be easily tailored for various 
specific applications. There are many ways to deploy Sub-Mediators - for example, they can be de-
ployed on a local network, to be shared by local clients; or a virtual organization could deploy a Sub-
Mediator on each node of the infrastructure to construct the WS-Mediator system. A company could 
deploy a number of Sub-Mediators at different locations to utilize the WS-Mediator architecture so as 
to improve the dependability of their services for globally distributed users. 
Figure 3 illustrates the internal structure of the Sub-Mediator. The Sub-Mediator implements an in-
terface (SMI) to accept the client’s invocation. The client’s request is parsed and realized by the Busi-
ness logic processor (BLP), which controls other internal components, performing business logic pro-
cedures to fulfil the client’s request. The Resilience-explicit dynamic reconfiguration (REDRM) im-
plements a resilience-explicit computing mechanism to dynamically select and integrate the best 
component services in service composition according to their dependability metadata. Preferences in 
this selection are constrained by policies defined by the client and managed by the Policy system 
(PS). The Fault tolerance mechanism (FTM) implements different fault tolerance techniques to deal 
with different kind of faults. The client can define corresponding policies to select the appropriate 
fault tolerance mechanisms to improve service composition dependability. The Web Service invoca-
tion mechanism (WSIM) invokes the Web Services and collects results. These are processed by the 
BLP and returned to the client via the SMI. The dependability metadata of the Web Services is stored 
in the Database system (DS), which also comprises information about Web Services and other Sub-
Mediators. The client can submit and edit information about Web Services to the DS and retrieve the 
Web Service dependability metadata via the WSI. The dependability monitoring mechanism (DMM) 
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successively monitors the Web Services and Sub-Mediators registered in the DS. The Dependability 
Assessment (DA) mechanism processes monitoring results by the DMM to assess the dependability 
of Web Services and Sub-Mediators and to generate their dependability metadata.  
 
Figure 3: the internal structure of the Sub-Mediator 
4.1 Web Service Dependability Monitoring  
The DMM monitors the dependability of both Web Services and Sub-Mediators. It retrieves the in-
formation on them from the DS to compose test scripts to invoke the services and collect their de-
pendability metrics, such as the availability measurement (m), round-trip response time (t), type of 
failure (f), etc. The scripts run continuously, with the interval defined by the system configuration 
policies, which also define the dependability metrics, e.g. m, t, f, that the test script needs to collect. 
For instance, when the DMM monitors a Web Service (WS), it invokes it using the test script and 
waits for a response. If the WS returns a valid result that does not contain any error message, then its 
availability measurement (m) increases. The round-trip response time (t) of the invocation is recorded 
for calculating the average response time (r) of the WS. If the WS returns an invalid response, its m 
decreases, and the error message is logged in the database for the type of failures (f) statistic. If the 
WS fails to respond, or an exception arises during the invocation, its m also decreases, and the type of 
the exception is also logged for the statistic f.  
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4.2 Dependability Metadata 
The DAM assesses the dependability metrics of services and their dependability characteristics to 
generate dependability metadata. It can generate and update both permanent dependability metadata 
(m, t, f), which represent the long-term dependability characteristics of services, and temporary de-
pendability metadata (m, t, f) defining their short-term dependability characteristics. The system con-
figuration policies determine the time frame for calculating the short-term dependability metadata (m, 
t, f). Theoretically, the short-term dependability metadata more accurately represent the dependability 
of component services during run-time dynamic service composition, whilst the long-term depend-
ability metadata can help to understand the changing dependability behaviour of services. Below we 
show an example of the dependability metadata developed in XML: 
<?xml version="1.0"?> 
<ws service="{http://xml.nig.ac.jp:80/xddbj/Blast}Blast"> 
 <dependabilityRate>85%</dependabilityRate> 
<performanceMeasurement>24141</performanceMeasurement> 
 <numberOfTests>340</numberOfTests> 
 <successfulTests>290</successfulTests> 
 <averageResponseTime>24141ms</averageResponseTime> 
 <minimumResponseTime>1110ms</minimumResponseTime> 
 <maximumResponseTime>2750ms</maximumResponseTime> 
</ws> 
4.3 Resilience-explicit computing 
The REDRM component dynamically selects and integrates component services according to their 
dependability metadata (m, t, f). Until now, solutions implementing service diversity have not empha-
sised strategy of selecting candidate services. The execution order of the alternative services has been 
decided randomly by the service diversity mechanism, without reasoning. However, as shown in our 
experiments [19], the dependability characteristics of a Web Service may change from one moment to 
another. For instance, the availability (m) and the round-trip response time (t) of the service can vary 
dramatically, and the service suffers from different type of failures (f) at different times. Moreover, 
the above characteristics can also vary from different clients’ viewpoints as well as becoming less 
predictable because of the variations in the network and other relevant environmental factors. When 
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applying service diversity, inappropriately selecting primary component services may undermine the 
efficiency of service composition. Therefore, we introduce resilience-explicit computing for making 
decisions about selecting component services in dynamic service composition to improve the feasibil-
ity and efficiency of the service diversity approach. The Sub-Mediator uses the candidate Web Ser-
vices provided by the client to implement service diversity. Before carrying out service composition, 
the REDRM uses the relevant service policies defined by the client to sort the candidate services by 
their dependability metadata (m, t, f) in the DS. The best Web Services are used primarily to perform 
service integration, whilst the others are used as alternatives. The following shows how to apply resil-
ience-explicit dynamic reconfiguration in service composition: 
 Service composition: /* collect component services 
  Aggregation A = {s1, s2, … sn}  
 Dependability metadata: /* set the criterion for dynamic selection 
Criterion C = m: availability /* the criterion set by the selection policy 
 Sort component services: /* sort services according to metadata 
   Order O = (A – sorted)  
 Adaptation:  replace (Service S, O) /* switch to new component services 
 
Below is an example which shows how to apply resilience-explicit computing in the design of an ap-
plication implementing service alternatives: 
 Set 
  {sn | services (n)} : list of candidate component services 
  criterion = m (availability) : parsed from selection policy 
  threshold t : parsed from selection policy 
 Retrieve 
  {an | availability (n)} = mn:  metadata (m) of sn 
 Filter 
  {cn | candidates (n)} = sn  where an is equal to or greater than t 
 Sort   
cn : sort according to an 
 Composition 
  Try  
service s = c1 
response r = invoke (c1 ); 
if (r is valid) then Finish  
else replace s with next cn 
 12
  Try …  /* try alternatives 
 Finish 
  return r  /* return response to the upper level class 
 
Integrating explicitly selected component services can maximize the dependability and performance 
of service composition as the less dependable component services are avoided to prevent them from 
undermining the dependability of the entire application. 
4.4 Fault tolerance Mechanism 
The Sub-Mediator implements fault tolerance techniques to tolerate temporary and permanent service 
and network failures. They are implemented as different fault tolerance execution modes aggregated 
in the FTM. There are currently three types of fault tolerance execution modes supported. 
The Service Alternative Execution Mode implements the Recovery block fault tolerance technique 
[9] to apply the service diversity strategy. When the client selects this execution mode and provides a 
number of Web Services as candidates, the REDRM mechanism first checks the dependability meta-
data of the candidate Web Services, removing the Web Services that do not meet the acceptance 
thresholds from the candidate list. Then the REDRM sorts the Web Services according to prior crite-
ria defined in the service policies comprised in the PS. The Web Service with the best dependability 
metadata are selected as the primary one and the others used as alternatives. If the primary Web Ser-
vice fails the acceptance test (AT) [9], the next best alternative Web Services are invoked. Eventually, 
when a valid result is received from a Web Service, the execution is terminated. The result is then 
delivered to the BLP, which uses it to generate the mediated result to be sent to the client as the re-
sponse to the service request.  
The N-version Programming Execution Mode implements the N-version Programming technique 
[10]. In this mode a number of Web Services are invoked simultaneously, and the results received 
from Web Services are processed according to the corresponding service policies. Note that the tech-
nique used in Web Services is sometimes different from the classical N-version programming tech-
nique applied in conventional software/system development, where the multiple versions are mostly 
developed from the same requirements and specifications, and their processing results can be voted 
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for result validation. With Web Services, similar Services can be used for implementing service di-
versity; they are, however, very likely to be irrelative to each other, not meeting the same implemen-
tation specifications. Thus, the results can only be voted after transforming and matching processes. 
Using the result voting in this execution mode is subject to applicability.  
The Message Routing Execution Mode implements a unique fault tolerance mechanism which ex-
tends the conventional Message Routing diversity strategy to achieve explicit selection of message 
routing. When this execution mode is selected, the Sub-Mediator checks the dependability metadata 
of the candidate Web Services from the remote Sub-Mediators registered in its Sub-Mediator registry. 
If the dependability metadata of a Web Service in the participating Sub-Mediators meet the parame-
ters defined in the service policies, the Sub-Mediator can be selected as a message routing intermedi-
ary. Once the required number of intermediaries is satisfied, the local Sub-Mediator passes the invo-
cation details of the Web Service to the intermediary Sub-Mediators. The intermediary Sub-Mediators 
then invokes the Web Service from their locations and returns the invocation results to the local Sub-
Mediator. If more than one message route is selected, the results are processed according to the ser-
vice policies.  
The important novelty of our approach is that the resilience-explicit dynamic reconfiguration mecha-
nism consults the statistic of type of failures (f) of Web Services to select the most appropriate fault 
tolerance mechanism for dealing with typical failures of Web Services. For instance, if a Web Service 
often fails because of network-related failures, then it may be advisable to apply the message routing 
execution mode integrated with the service; if a Web Service only rarely fails due to temporary faults, 
such as an occasional time-out, system maintenance, and so on, it can be a good choice to make it the 
primary service and apply the service alternative execution mode, whilst using other, less dependable 
ones, as alternatives.  
5. Approach Evaluation 
5.1 The Java WS-Mediator Framework 
In order to evaluate the WS-Mediator approach, we have developed the Java WS-Mediator frame-
work, which demonstrates the applicability of the approach in a number of realistic Web Service ap-
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plications. We chose Sun Microsystems Glassfish [20] as the Java Web Service platform for the de-
velopment of the prototype. Our implementation supports two types of Sub-Mediator. The Sub-
Mediator Elite is implemented as an additional layer on top of the Glassfish Java Web Service Mid-
dleware. It can be easily deployed on a client’s side (e.g. on the personal computer) to enable WS-
Mediator Java APIs to be invoked by the client application. The Web Service intermediary Sub-
Mediator implements Web Service interface and is developed to be deployed on the Glassfish appli-
cation server. It uses the Sub-Mediator Elite as the underlying middleware to achieve the designed 
functionalities. The following environment and packages have been used to implement the Java WS-
Mediator: Development IDE: NetBeans v5.5.1, Java SDK: J2EE v1.5, Web Service platform: Glass-
fish V2, and Java Web Service API: JAX-WS 2.1 and JAX-RPC 1.6.  
5.2 Dependability Monitoring of the GOLD Web Services 
First we verified the validity of dependability monitoring using two Web Services provided to us by 
colleagues working on the GOLD project [2]. These two Web Services were 
• GOLDPeople: a Web Service returning the list of the people in the project. 
• GOLDPolicies: a Web Service returning the aggregation of the policies developed for the 
project.  
The two Web Services are deployed for research purposes on the campus network of Newcastle Uni-
versity, UK. They are by no means expected to be reliable because they are also used for software 
testing and debugging. Therefore, these two Web Services may behave unreliably when software test-
ing and debugging are taking place on servers.  
We deployed the Sub-Mediator Elite on a computer connected to the same network to perform de-
pendability monitoring on the two Web Services. It was found that the average response time of the 
GOLDPeople and GOLDPolicies are 77 ms and 526 ms respectively. During the monitoring, the 
GOLDPolicies remained 100% dependable. However, 13 service failures were recorded for the 
GOLDPeople service based on its dependability rate of 96% (see Figure 4). The logged error mes-
sages indicated internal server failures in the GOLDPeople services representing ongoing unusual 
activities taking place on the server which were confirmed by our colleagues.  
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The dependability monitoring of the GOLD services proves the applicability of the on-location de-
pendability monitoring mechanism implemented in the Java WS-Mediator. It was shown that the gen-
erated dependability metadata accurately represent the dependability behaviour of Web Services.  
 
Figure 4: Dependability monitoring result of the GOLDPeople 
5.2 Experiments with Bioinformatics Web Services  
The experiments reported above validated the dependability monitoring capability of the Java WS-
Mediator. The monitoring results provide effective and quantitative evidence concerning the depend-
ability behaviour of Web Services. The dependability metadata generated serve as a sufficient pre-
condition to achieve resilience-explicit computing. Thus we were able to carry out a complete evalua-
tion of the entire WS-Mediator system. Below we report experiments on three Bioinformatics Web 
Services aimed at demonstrating the applicability and efficacy of the WS-Mediator approach.  
BLAST is an algorithm which is commonly used in in silico experiments in bioinformatics to search 
for gene and protein sequences that are similar to a given input query sequence [21]. We discovered 
dramatically different dependability characteristics of the BLAST Web Services. Dependability char-
acteristics of each BLAST Web Service also varied when monitored from different geographical loca-
tions. Our analysis shows that the existing BLAST services are likely to offer a reasonable degree of 
diversity despite the fact that they all execute the same basic matching algorithms. This is due to dif-
ferences between the DBs, the specific BLAST searches they execute, the hardware they are deployed 
on and the software code they run. This adds to the diversity of their geographical locations.  
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In order to evaluate the WS-Mediator approach, we conducted experiments on three BLAST Web 
Services with the Java WS-Mediator deployed on a computer in the campus of Newcastle University, 
UK. The experiments demonstrate the applicability of the WS-Mediator approach by employing it to 
real Web Services used in e-Science environment. The three BLAST Web Services involved in this 
case study are: 
? The Service deployed by the European Bioinformatics Institute1 (EBI), Cambridge, UK  
? The Service hosted by the DNA Databank2, Japan (DDBJ)  
? The Service hosted by Virginia Bioinformatics Institution3 (VBI), USA 
Before the experiment started, test scripts were submitted for monitoring each Blast Web Service and 
generating their dependability metadata. The three services were monitored synchronously at an in-
terval of 5 minutes between invocations. Thus, the Java WS-Mediator can use the dependability 
metadata to perform resilience-explicit computing and to select the appropriate BLAST services for 
service composition.  
For our experiments, we have developed a Java client application upon the Java Mediator Elite APIs. 
This application uses the three BLAST Web Services as candidates to search their genetic databases 
of the three Blast Web Services for a match to an input query sequence. The Java client application 
invokes the request every 30 minutes. If erroneous replies are returned from a service, the client ap-
plication makes three tries before switching to the redundant services. The interval between retries is 
30 seconds. The timeout periods of the three Web Services are set automatically by the Sub-Mediator 
according to their maximum response time recorded in the metadata. We used the Service alterna-
tives, N-version programming and Multi-routing execution modes in the experiments and logged the 
execution results for analysis. The execution results list the execution procedures performed during 
the business logic processing, and show the result of each step carried out during the execution.  
Service Alternative Execution Mode. In the experiment, we set the dependability measurement (m) as 
the criterion for selecting the best component service. At the beginning of the run, the three BLAST 
                                                 
1 http://www.ebi.ac.uk/ 
2 http://hc.ims.u-tokyo.ac.jp/JSBi/journal/GIW00/GIW00P072/index.html 
3 http://pathport.vbi.vt.edu/main/home.php 
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Web Services were dynamically ordered by the WS-Mediator according to their dependability meas-
urement (m) during the preceding execution. As the DDBJ was the most dependable Web Service, it 
was used as the primary BLAST Web Service. However, at some moment during the execution, the 
DDBJ became unreliable, repeating the message: “The search and analysis service is very busy now. 
Please try again later.” In these circumstances, the WS-Mediator switched to using the VBI after 
failed attempts (retries) with the DDBJ. The VBI returned valid results in most attempts.  
Service Alternatives
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Figure 5: Results of the Service alternative execution mode 
Because the DDBJ was not in a dependable state, its dependability measurement (m) dropped dra-
matically. Figure 5 shows the results of the experiment. From the moment shown in Figure 5 as 
point (A), the VBI became the most dependable Web Service and was therefore chosen as the primary 
Web Service to be invoked. There was an interesting contrast of two switching sequences during the 
invocations. There were two entirely failed executions during the experiment. In the first one (see 
Figure 5, Point (B)), the DDBJ was the first Web Service to be called, the VBI was the second one 
and the EBI was the last one. In the second (see Figure 5, Point (C)), the VBI became the primary 
Web Service. It was called first, followed by the DDBJ. The EBI was still the last one to be at-
tempted. The logged monitoring and execution results ensured that the switching sequences were cor-
rect according to the dependability metadata at the time. In this execution mode, the average overhead 
of the Java WS-Mediator is only about 100 ms. The average response times of the DDBI, VBI and 
EBI were about 24 s, 29 s and 63 s respectively. 
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N-version Programming Execution Mode. In this experiment, all of the three Web Services were 
invoked simultaneously. Once the quickest result is obtained from a Web Service, the execution ter-
minates. This strategy is slightly different from the classic N-version programming technique, which 
commonly requires voting on results. However, in real-world Web Services applications, it is not al-
ways possible to vote on the results received from diverse services. The results can be semantically 
equivalent or similar when the SOAP messages are literally different. Therefore, in the WS-Mediator, 
result voting is optional. We believe the client should have better knowledge about how to process the 
results. Figure 6 shows a proportion of the results collected in this mode. Because the DDBJ and the 
EBI were, for unknown reasons, in very unstable states, they failed to provide valid results. The final 
results of all executions were returned from the VBI. The overhead of the Java WS-Mediator was 
about 130 ms - slightly higher than that in the Service alternative execution mode.  
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Figure 6: Results of the N-version programming execution mode 
Multi-routing Execution Mode with the Planetlab4. We deployed six Remote Sub-Mediators at six 
different sites on PlanetLab network in the Multi-routing execution mode. The six sites where we de-
ployed the Sub-Mediators were located in China, UK and USA. In each country, we deployed two 
Sub-Mediators in two different cities. The geographical locations of the Sub-Mediators were regis-
tered in and monitored by the Mediator-Elite deployed on the computer that runs the Java client ap-
                                                 
4 PlanetLab (http://www.planet-lab.org/) is an open platform for developing, deploying, and accessing services which pro-
vides a global research network for experimenting with network services. 
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plication. The client application uses the Mediator-Elite as a local Sub-Mediator. Such deployment 
was implemented with applying geographical diversity in mind. However, it is worth mentioning that 
this experiment did not emphasize the selection of diverse network paths between the sites and the 
possible network overlap between the Sub-Mediators and the candidate Web Services. We mostly 
focus on the difference of the Web Service dependability metadata generated by the Sub-Mediators.  
Multi-routing
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Figure 7: Results of the Multi-Routing execution mode 
We chose the VBI BLAST as the target Web Service. Three routes with dependability acceptance of 
70% were required. The level of routing diversity was set as “Country”. During the execution, The 
Sub-Mediators located in Shanghai (China), Newcastle upon Tyne (UK), and Washington (USA), 
were selected as the routing intermediate nodes according to their dependability metadata. Figure 7 
shows some results obtained in this experiment. During the experiment, the three Sub-Mediators and 
the VBI BLAST Web Service performed reliably. Most of the time, the Sub-Mediator deployed in 
Newcastle upon Tyne, delivered the quickest responses, while the one in Shanghai, was the slowest 
one. In this execution mode, the average overhead of the WS-Mediator was about 140 ms. 
6. Conclusions 
The paper presents an approach to enhancing on the dependability of Web Service composition. The 
WS-Mediator approach utilises Sub-Mediators, deployed on the overlay architecture to monitor the 
dependability of component services, generate dependability metadata reflecting clients’ point of 
view, and adapts the resilience-explicit computing technology to improve the efficacy of fault toler-
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ance techniques (including the service diversity strategy), commonly employed in other solutions. 
Our experiments with several real-world Web Services using the Java WS-Mediator framework have 
demonstrated the applicability and efficacy of the WS-Mediator approach.  
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