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Abstract
Three-way data structures, characterized by three entities, the units, the variables
and the occasions, are frequent in biological studies. In RNA sequencing, three-way
data structures are obtained when high-throughput transcriptome sequencing data are
collected for n genes across p conditions at r occasions. Matrix variate distributions of-
fer a natural way to model three-way data and mixtures of matrix variate distributions
can be used to cluster three-way data. Clustering of gene expression data is carried
out as means to discovering gene co-expression networks. In this work, a mixture of
matrix variate Poisson-log normal distributions is proposed for clustering read counts
from RNA sequencing. By considering the matrix variate structure, full information on
the conditions and occasions of the RNA sequencing dataset is simultaneously consid-
ered, and the number of covariance parameters to be estimated is reduced. A Markov
chain Monte Carlo expectation-maximization algorithm is used for parameter estima-
tion and information criteria are used for model selection. The models are applied to
both real and simulated data, giving favourable clustering results.
1 Introduction
Finite mixture models are popular for clustering applications and is widely used on data ex-
pressed in two-way structures (Wolfe, 1965; McLachlan and Basford, 1988; McLachlan and Peel,
2000; McNicholas, 2016). Often, multivariate data can be arranged into three-way struc-
tures. Three-way structures are characterized by three entities or modes: the units (rows),
the variables (columns), and the occasions (layers). As such, a random matrix Tj is said to
contain k ∈ {1, . . . , p} responses over i ∈ {1, . . . , r} occasions and j = 1, . . . , n such units
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are considered. This provides n independent and identically distributed random matrices
T1,T2, . . . ,Tn, each of which can be arranged in a three-way array.
Matrix variate distributions offer a natural way for modeling matrices. Extensions of
matrix variate distributions in the context of mixture models have given rise to mixtures
of matrix variate distributions, which have been used to cluster three-way data (Viroli,
2011a; Anderlucci and Viroli, 2015; Dogru et al., 2016; Gallaugher and McNicholas, 2017).
Here, the interest lies in clustering the n observed matrices into G clusters, while utilizing
all information from the other two modes (Viroli, 2011a). It is assumed that matrices
T1,T2, . . . ,Tn are a set of conditionally independent and identically distributed observations
coming from a mixture model with G possible groups in proportions pi1, . . . , piG (Viroli,
2011b). This can be given as f(Tj|pi1, . . . , piG,ϑ1, . . . ,ϑG) =
∑G
g=1 pigf
(r×p)(Tj |ϑg). Here
parameters of the distribution function f (r×p)(·) are represented by ϑg and pig > 0 is the
mixing proportion of the gth component.
Three-way datasets are frequent in biological studies, including RNA sequencing (RNA-
seq), where gene expression count data are collected for n genes across p conditions at r
occasions/ replicates. In earlier work, a mixture model-based clustering methodology based
on the MPLN distribution was developed for two-way RNA-seq data (Silva et al., 2017). For
genes j ∈ {1, . . . , n} and samples c ∈ {1, . . . , rp}, the MPLN distribution is
Yjc|θjc ∼ P(exp{θjc + log sc})
(θj1, . . . , θjrp)
′ ∼ Nrp(µ,Σ),
where P denotes the Poisson distribution, sc represents a known constant for library size of
a given sample c and the Nrp is a rp-dimensional normal distribution.
In this work, mixtures of MPLN distributions and matrix variate normal distributions
are extended to give rise to mixtures of matrix variate Poisson-log normal (MVPLN) distri-
butions for clustering three-way count data. Details of parameter estimation are provided,
and both real and simulated data illustrations are used to demonstrate the clustering ability.
2 Methodology
2.1 Matrix variate Poisson-log normal distribution
Mathematical properties of the matrix variate normal distribution can be found in Gupta and Nagar
(2000). By considering a matrix variate structure, the number of free covariance parameters
to be estimated is reduced from 1
2
rp(rp + 1) to 1
2
[r(r + 1) + p(p + 1)]. The matrix variate
normal distribution can be extended to a MVPLN distribution using a hierarchical structure.
Assume n independent and identically distributed random matrices Yj, j = 1, . . . , n, each
of dimension r×p. The Yjik|θjik is said to follow a Poisson distribution with mean exp(θjik).
Then (θj)
′ is said to follow a r× p matrix variate normal distribution Nr×p(M ,Φ,Ω). The
vectorization of Yj leads to vec(Yj), which is rp-dimensional for c ∈ {1, . . . , rp}. Given
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all vec(Yj) for j = 1, . . . , n, the library sizes vec(s) can be obtained. The vec(s) is rp-
dimensional. Further, vec(θj) is 1× rp. The covariance matrix is Σ = Φ⊗Ω, which has the
dimension rp× rp. Then the probability distribution of MVPLN is
f(Y, θ, s|ϑ) =
∫
R
(
rp∏
c=1
f(vec(Y j)c|vec(θj)c, vec(s)c)
)
g(r×p)(θj |ϑ) dvec(θj),
where ϑ = (M ,Φ,Ω), the f(·) is the Poisson distribution and the g(r×p)(·) is the matrix
variate normal distribution.
The unconditional mean and covariance of the MPLN distribution can be calculated using
the properties of the lognormal distribution and of the conditional expectation (Aitchison and Ho,
1989; Tunaru, 2002). For MVPLN distribution, the unconditional mean and covariance, re-
spectively, are
E(Yik) = E[E(Yik|θik)] = exp{µik +
1
2
(ΦiiΩkk)} =Mik,
Var(Yik) = E[Var(Yik|θik)] + Var[E(Yik|θik)] =Mik +M
2
ik(exp{ΦiiΩkk} − 1).
(1)
The MVPLN distribution can account for both the correlations between variables and the
correlations between occasions, as two different covariance matrices are used for the two
modes. This makes the model ideal for modeling RNA-seq data when expression mea-
surements for different conditions at different occasions, e.g., time-points or replicates, are
available.
2.2 Finite mixtures of MVPLN distributions
In the mixture model context, a random matrix Yj is assumed to come from a population
with G subgroups each distributed according to a MVPLN distribution. Then n such matri-
ces Y1,Y2, . . . ,Yn are observed, which belong to different sub-populations g ∈ {1, . . . , G}
of proportions pi1, . . . , piG. The covariance matrix is Σg = Φg ⊗ Ωg. Then the probability
distribution of a G-component mixture of MVPLN distributions can be written as
f(Y;Θ) =
G∑
g=1
pigfY(Y|Mg,Φg,Ωg)
=
G∑
g=1
pig
∫
R
(
rp∏
c=1
fg
(
vec(Yj)c|vec(θjg)c, vec(s)c
))
g(r×p)g (θjg|Mg,Φg,Ωg) dvec(θjg),
whereΘ = (pi1, . . . , piG,M1, . . . ,MG,Φ1, . . . ,ΦG,Ω1, . . . ,ΩG), the fg(·) is the Poisson distri-
bution and the g(r×p)(·) is the matrix variate normal distribution. The cluster membership
of all units is assumed to be unknown and an indicator variable, zjg, is used for cluster
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membership. The complete-data consist of (Y, z, θ), the observed and missing data. For
complete-data, the likelihood is
Lc(Θ) =
n∏
j=1
G∏
g=1
[
pig
(
rp∏
c=1
fg
(
vec(Yj)c|vec(θjg)c, vec(s)c
))
g(r×p)g (θjg|Mg,Φg,Ωg)
]zjg
,
and the log-likelihood is
lc(Θ) =
G∑
g=1
ng log pig −
n∑
j=1
G∑
g=1
rp∑
c=1
zjg exp{vec(θjg)c + log vec(s)c}
+
n∑
j=1
G∑
g=1
zjg
(
vec(θjg) + log vec(s)
)
vec(Yj)
′
−
n∑
j=1
( G∑
g=1
zjg
) rp∑
c=1
log(vec(Yj)c)!−
nrp
2
log(2pi)−
p
2
G∑
g=1
ng log |Φg|
−
r
2
G∑
g=1
ng log |Ωg| −
1
2
n∑
j=1
G∑
g=1
zjgtr
[
Φ
−1
g (θjg −Mg)Ω
−1
g (θjg −Mg)
′
]
.
Here ng =
∑n
j=1 zjg and n =
∑G
g=1 ng. Compared to the mixtures of MPLN model, the
number of free parameters to be estimated is reduced by considering a matrix variate struc-
ture (see Figures 1, 2). For the mixtures of MPLN model, the number of free parameters
is K = (G − 1) + (Grp) + 1
2
Grp[rp + 1], where as for mixtures of MVPLN model it is
K = (G− 1) + (Grp) + 1
2
G[r(r + 1) + p(p+ 1)].
2.3 Parameter estimation
The MCMC-EM algorithm is used to estimate the model parameters. Using MCMC-EM
algorithm, the expected value of θjg and group membership variable zjg, respectively, are
updated in the expectation (E-) step as follows
E(θjg|Yj) ≃
1
N
N∑
k=1
θ
(k)
jg ≃ θ
(t)
jg ,
E(Zjg|Yj, θjg, s)
=
pi
(t)
g fg(vec(Yj)c|vec(θjg)
(t)
c , vec(s)c)g
(r×p)
g (θ
(t)
jg |M
(t)
g ,Φ
(t)
g ,Ω
(t)
g )∑G
h=1 pi
(t)
h fh(vec(Yj)c|vec(θjh)
(t)
c , vec(s)c)g
(r×p)
h (θ
(t)
jh |M
(t)
h ,Φ
(t)
h ,Ω
(t)
h )
= z
(t)
jg .
(2)
Here, θ
(k)
jg is the random sample simulated via RStan package for iterations k = 1, . . . , B.
As the values from initial iterations are discarded from further analysis to minimize bias,
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Figure 1: Scatter plot illustrating how the number of free parameters K grows with data
dimensionality rp for the mixtures of MPLN model and for the mixtures of MVPLN model.
Here G = 2, r = 2, and rp = 4 up to 100.
Figure 2: Scatter plot illustrating how the number of free parameters K grows with the
number of clusters G for the mixtures of MPLN model and for the mixtures of MVPLN
model. Here G = 1 : 100, r = 2, p = 5.
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the number of iterations used for parameter estimation is N , where N < B. The E-step
is carried out by conditioning on the current parameter estimates, hence the use of (t) on
parameters in (2). The expected value of the complete-data log-likelihood is
Q(Θ) ≃ E
{
lc(Θ)
}
≃ C −
p
2
G∑
g=1
ng log |Φg| −
r
2
G∑
g=1
ng log |Ωg|
−
1
2
n∑
j=1
G∑
g=1
z
(t)
jg E
[
tr
(
Φ
−1
g (θjg −Mg)Ω
−1
g (θjg −Mg)
′
)
|θ(t)jg , zjg = 1
]
.
Here C is a constant with respect toM g, Φg and Ωg. Further, n
(t)
g =
∑n
j=1 z
(t)
jg . During the
M-step, the maximum likelihood estimate of the parameters are obtained as follows
pi
(t+1)
g =
n
(t)
g
n
, M (t+1)g =
∑n
j=1 z
(t)
jg E
(
θjg
)
ng
,
Φ
(t+1)
g =
∑n
j=1 z
(t)
jg E
(
(θjg −M
(t+1)
g )(Ω
(t)
g )
−1
(θjg −M
(t+1)
g )′
)
png
,
Ω
(t+1)
g =
∑n
j=1 z
(t)
jg E
(
(θjg −M
(t+1)
g )′(Φ
(t+1)
g )
−1
(θjg −M
(t+1)
g )
)
rng
.
2.4 Convergence
To determine whether the MCMC chains have converged to the posterior distribution, two
diagnostic criteria are used. One is the potential scale reduction factor (Gelman and Rubin,
1992) and the other is the effective number of samples (Gelman et al., 2013). The algorithm
for mixtures of MVPLN distributions is set to check if the RStan generated chains have a
potential scale reduction factor less than 1.1 and an effective number of samples value greater
than 100 (Annis et al., 2016). If both criteria are met, the algorithm proceeds. Otherwise,
the chain length is set to increase by 100 iterations and sampling is redone. A total of 3 chains
are run at once, as recommended (Annis et al., 2016). The Monte Carlo sample size should
be increased with the MCMC-EM iteration count due to persistent Monte Carlo error (Neath,
2012), which can contribute to slow or no convergence. For the algorithm of mixtures of
MVPLN distributions, the number of RStan iterations is set to start with a modest number
of 1000 and is increased with each MCMC-EM iteration as the algorithm proceeds. To
check if the likelihood has reached its maximum, the Heidelberger and Welch’s convergence
diagnostic (Heidelberger and Welch, 1983) is applied to all log-likelihood values after each
MCMC-EM iteration, using a significance level of 0.05. The diagnostic is implemented via
the heidel.diag function in coda package (Plummer et al., 2006). If not converged, further
MCMC-EM iterations are performed until convergence is reached.
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2.5 Initialization
For initialization of zˆjg, two algorithms are provided: k-means and random. For k-means
initialization, k-means clustering is performed on the dataset and the resulting cluster mem-
berships are used for the initialization of zˆjg. For random initialization, random values are
chosen for zˆjg ∈ [0, 1] such that
∑n
i=1 zjg = 1 for all j. If multiple initialization runs are
considered, the zˆjg values corresponding to the run with the highest log-likelihood value are
used for downstream analysis. For initialization ofMg, log value of the cluster-specific mean
is used. Then Φg and Ωg are initialized as Φg = Ir×r and Ωg = Ip×p.
2.6 Parallel implementation
Coarse grain parallelization has been developed in the context of model-based clustering of
Gaussian mixtures (McNicholas et al., 2010). When a range of clusters are considered for a
dataset, i.e., Gmin:Gmax, each cluster size, G, is independent and there is no dependency be-
tween them. Therefore, each G can be run in parallel, each one on a different processor. Here,
the algorithm for mixtures of MVPLN distributions is parallelized using parallel package
(R Core Team, 2017) and foreach package (Revolution Analytics and Weston, 2015). All
analyses were done using the parallelized code.
2.7 Identifiability
Model identifiability is vital to obtain unique and consistent parameter estimates. Iden-
tifiability of univariate and multivariate finite mixtures of normal distributions has been
proved (Teicher, 2005; Yakowitz and Spragins, 1968). With regards to the mixtures of MV-
PLN distributions, the estimates for Φg and Ωg are only unique up to a strictly positive
constant. Thus, there is lack of uniqueness of the Kronecker product of the two covariance
matrices, Σg = Φg ⊗ Ωg for all g = 1, . . . , G (Viroli, 2011b). To eliminate identifiability
issues, a constraint needs to be imposed on Φg and Ωg. This can be achieved by setting the
trace of Ωg to be equal to p or trace of Φg to be equal to r (Vermunt, 2007; Viroli, 2011b;
Anderlucci and Viroli, 2015). An alternative solution is to set the first diagonal element of
Φg to be 1 (Gallaugher and McNicholas, 2017). The latter solution is used for all analyses
in this paper. To obtain final parameter estimates, the resulting Φˆg is divided by the first
diagonal element of Φˆg, and Ωˆg is multiplied by the first diagonal element of Φˆg.
2.8 Model selection and performance assessment
Four model selection criteria are offered, which include the Akaike information criterion
(AIC; Akaike, 1973), the Bayesian information criterion (BIC; Schwarz, 1978), a variation
of the AIC used by Bozdogan (1994) called AIC3, and the integrated completed likeli-
hood (ICL; Biernacki et al., 2000). These are defined as, AIC = −2 logL(ϑˆ|y) + 2K,
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BIC = −2 logL(ϑˆ|y) + K log(n), AIC3 = −2 logL(ϑˆ|y) + 3K, and ICL ≈ BIC +
2
∑n
i=1
∑G
g=1MAP{zˆig} log zˆig. The L(ϑˆ|y) represents maximized log-likelihood, ϑˆ is the
maximum likelihood estimate of the model parameters ϑ, n is the number of observa-
tions, and MAP{zˆig} is the maximum a posteriori classification given zˆig. Performance
assessment with respect to clustering can be done using the adjusted Rand index (ARI;
Hubert and Arabie, 1985).
2.9 Software availability
The source code is made available at https://github.com/anjalisilva/mixMVPLN and is
released under the open source MIT license.
3 Results
3.1 Simulations
Simulation studies were conducted to illustrate the ability to recover the true underlying
parameters for the mixtures of MVPLN distributions. For simulation 1, datasets of G = 1
were generated with n = 1000 observations, r = 2 and p = 3. For simulation 2, datasets
of G = 2 and pi1 = 0.79 were generated with n = 1000 observations, r = 2 and p = 3. For
simulation 3, datasets of G = 2 and pi1 = 0.6 were generated with n = 1000 observations,
r = 2 and p = 3. Further, only diagonal covariance structures for both Φg and Ωg were
considered in simulation 3. Each of the simulation settings consisted of 25 different datasets.
The count range in the simulated datasets closely represented the range observed in the RNA-
seq data (Freixas-Coutin et al., 2017). The covariance matrices Φg and Ωg for each setting
are generated using the clusterGeneration package (Qiu and Joe, 2015). Initialization of
zjg was done using k-means algorithm with 3 runs. Each dataset was run for a clustering
range of G = 1, . . . , 3.
The clustering results along with ARI values are provided in Table 1. The parameter
estimation results for M g, Φg and Ωg for simulation 1 to simulation 3 are summarized in
Table 2 to Table 4, respectively. For simulations 1 and 2, the model selection criteria did
not give comparable results as the ARI values varied. The models selected by BIC and ICL
showed higher ARI values, indicating that the algorithm is able to assign observations to
the proper clusters, i.e., the clusters that were originally used to generate the simulation
datasets. For simulation 3, the model selection criteria gave comparable results. Overall,
the simulation experiments illustrated that the proposed algorithm is effective at parameter
recovery for the mixtures of MVPLN distributions.
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Table 1: Number of clusters selected (average ARI, standard deviation) for each simulation
setting using different model selection criteria
Setting bic icl aic aic3
1 1 (1.00, 0.00) 1 (1.00, 0.00) 1, 3 (0.38, 0.52) 1, 3 (0.5, 0.53)
2 2–3 (0.88, 0.23) 2–3 (0.99, 0.01) 2–3 (0.66, 0.26) 2–3 (0.84, 0.27)
3 2 (1.00, 0.00) 2 (1.00, 0.00) 2 (1.00, 0.00) 2 (1.00, 0.00)
Table 2: Model parameters (ϑg) as well as means and standard deviations of the associated
parameter estimates for the simulation 1
ϑg True value Means Standard deviations
M 1
[
6.00 5.50 6.00
6.00 5.50 6.00
] [
6.03 5.64 5.96
6.12 5.30 5.92
] [
0.02 0.07 0.10
0.07 0.10 0.09
]
Φ1
[
1.00 −0.55
−0.55 1.27
] [
1.00 −0.17
−0.17 1.09
] [
0.00 0.03
0.03 0.04
]
Ω1

 1.66 −0.61 0.77−0.61 1.46 0.17
0.77 0.17 1.44



 1.45 0.50 0.030.50 1.68 0.31
0.03 0.31 1.88



 0.62 0.21 0.020.21 0.72 0.14
0.02 0.14 0.80


Table 3: Model parameters (ϑg) as well as means and standard deviations of the associated
parameter estimates for the simulation 2
ϑg True value Means Standard deviations
M 1
[
6.00 6.00 6.00
6.00 6.00 6.00
] [
6.07 6.18 5.88
6.19 5.74 5.94
] [
0.09 0.07 0.9
0.08 0.06 0.07
]
M 2
[
1.00 1.00 1.00
1.00 1.00 1.00
] [
1.04 1.20 0.91
1.18 0.75 0.93
] [
0.13 0.07 0.10
0.09 0.08 0.14
]
Φ1
[
1.00 −0.62
−0.62 1.40
] [
1.00 −0.19
−0.19 1.11
] [
0.00 0.08
0.08 0.07
]
Φ2
[
1.00 0.57
0.57 0.70
] [
1.00 −0.37
−0.37 0.89
] [
0.00 0.13
0.13 0.12
]
Ω1

 1.66 −0.61 0.77−0.61 1.46 0.17
0.77 0.17 1.44



 1.74 0.30 −0.390.30 1.68 0.16
−0.39 0.16 1.50



 0.72 0.15 0.260.15 0.67 0.10
0.26 0.10 0.64


Ω2

 0.70 −0.56 0.39−0.56 0.70 −0.39
0.39 −0.39 0.70



 0.66 0.17 −0.110.17 0.76 0.08
−0.11 0.08 0.74



 0.28 0.11 0.220.11 0.32 0.09
0.22 0.09 0.35


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Table 4: Model parameters (ϑg) as well as means and standard deviations of the associated
parameter estimates for the simulation 3
ϑg True value Means Standard deviations
M 1
[
6.20 6.20 6.20
6.20 6.20 6.20
] [
6.27 6.40 6.11
6.40 5.92 6.15
] [
0.07 0.06 0.09
0.06 0.07 0.08
]
M 2
[
1.50 1.50 1.50
1.50 1.50 1.50
] [
1.53 1.70 1.42
1.66 1.19 1.45
] [
0.08 0.07 0.08
0.09 0.10 0.12
]
Φ1
[
1.00 0.00
0.00 1.00
] [
1.00 −0.01
−0.01 1.00
] [
0.00 0.03
0.03 0.15
]
Φ2
[
1.00 0.00
0.00 0.70
] [
1.00 −0.01
−0.01 1.02
] [
0.00 0.04
0.04 0.13
]
Ω1

 1.66 0.00 0.000.00 1.46 0.17
0.00 0.00 1.44



 1.25 0.01 −0.010.01 1.12 −0.02
−0.01 −0.02 0.90



 0.06 0.06 0.040.06 0.43 0.03
0.04 0.03 0.72


Ω2

 0.75 0.00 0.000.00 0.82 0.00
0.00 0.00 0.90



 1.19 0.01 −0.010.01 1.44 −0.01
−0.01 −0.01 1.53



 0.40 0.03 0.030.03 0.09 0.04
0.03 0.04 0.21


3.2 Clustering transcriptome data
To illustrate the applicability of mixtures of MVPLN distributions, it was applied to a
RNA-seq dataset. Typically, only a subset of genes from the experiment are used for cluster
analysis, in order to reduce noise. For this analysis, only the differentially expressed genes
were used for clustering. Freixas-Coutin et al. (2017) used RNA-seq to monitor the tran-
scriptional dynamics in the seed coats of darkening and non-darkening cranberry beans (P.
vulgaris) at three developmental stages: early, intermediate and mature. The aim of the
study was to evaluate if the changes in the seed coat transcriptome were associated with
proanthocyanidin levels as a function of seed development in cranberry beans. The RNA-seq
data are available on the National Center for Biotechnology Information (NCBI) Sequence
Read Archive (SRA) under the BioProject PRJNA380220.
The study identified 1336 differentially expressed genes, which were used for clustering.
The raw read counts for genes were obtained from Binary Alignment/Map files using samtools
(Li et al., 2009) and HTSeq (Anders et al., 2015). The median value from the 3 replicates
per each developmental stage was used. On the three-way data of dimensions 1336 × 2 ×
3, a clustering range of G = 1, . . . , 10 was considered using k-means initialization with 3
runs. Expression patterns across the clusters were visualized using heatmaps generated via
heatmap.2 function from gplots package (Warnes et al., 2016). To identify if co-expressed
genes are implicated in similar biological processes, functions or components, a gene ontology
(GO) enrichment analysis was performed on the gene clusters using the Singular Enrichment
Analysis tool available on AgriGO (Du et al., 2010). A significance level of 5% was used with
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Figure 3: Heatmap of Cluster 1 genes for the G = 2 model selected by all information criteria
for the cranberry bean RNA-seq dataset. The colors represent the expression level, where
red represents high expression and green represents low expression. The rows represent the
genes and the columns represent the samples. Respectively, the samples are DE: darkening
early, DI: darkening intermediate, DM: darkening mature, NDE: non-darkening early, NDI:
non-darkening intermediate and NDM: non-darkening mature cranberry bean.
Fisher statistical testing and Yekutieli multi-test adjustment.
All information criteria selected a model with G = 2. In this model, Cluster 1 was
composed of 1189 genes and Cluster 2 was composed of 147 genes. The expression patterns
are provided in Figure 3 and Figure 4. For Cluster 1, similar expression patterns were
evident between different developmental stages (early, intermediate and mature), regardless
of the variety (darkening or non-darkening). The GO enrichment analysis identified majority
of the genes in Cluster 1 as oxidation reduction, peptidase activity, and dehydrogenase
activity genes.
Cluster 2 genes were highly expressed in darkening early and darkening intermediate
samples. All non-darkening samples and darkening mature samples showed lower expres-
sion. Majority of the genes in Cluster 2 were associated with small molecule, steroid, lipid,
fatty acid metabolic process. Further, some genes were also associated with steroid, small
11
Figure 4: Heatmap of Cluster 2 genes for the G = 2 model selected by all information criteria
for the cranberry bean RNA-seq dataset.
molecule, organic acid, carboxylic acid and lipid biosynthetic process. Detailed analysis re-
vealed that 30 genes in Cluster 2 are annotated as flavonoid/proanthocyanidin biosynthesis
genes in the P. vulgaris genome. These findings agree with past findings that beans with
regular darkening of seed coat color are known to have higher levels of polyphenols compared
to beans with slow darkening (Beninger et al., 2005; Junk-Knievel et al., 2008). Overall, the
results obtained from GO functional annotations suggest that several distinct GO categories
were present in both clusters of G = 2 model.
For all analyses, the normalization factors representing library size estimate for samples
were obtained using the trimmed mean of M values from calcNormFactors function of
edgeR package (Robinson and Oshlack, 2010; McCarthy et al., 2012). All data analyses were
performed on a MacBook Pro with 3.1 GHz quad-core Intel Core i7 processor and 16 GB
RAM, and the p8 supercomputer at the SciNet HPC Consortium (Loken et al., 2010). The
p8 system consists of 4 IBM Power 822LC Servers, each with 2 × 8 core 3.25 GHz Power8
CPUs and 512 GB RAM.
12
4 Discussion
A mixture of MVPLN distributions is introduced for clustering count data, targeted at
expression data arising from RNA-seq experiments. This is the first use of a mixture of
MVPLN distributions for clustering within the literature. By allowing for a direct analysis of
three-way data structures, matrix variate distributions permit the estimation of correlations
within and between variables and occasions. This makes them very attractive for analyzing
matrix data in the context of clustering. A possible future direction of this work would be to
make use of subspace clustering methods and to develop the matrix variate factor analyzers
model. This will permit clustering of data in low-dimensional subspaces as high-dimensional
RNA-seq datasets become frequent. Another path is to consider restrictions on the matrices
Φg and Ωg in order to allow for varying volumes and isotropic, as done by Viroli (2011a).
Also, constraints on Φg similar to that of Anderlucci and Viroli (2015) could be beneficial
when analyzing longitudinal RNA-seq data.
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