This paper explores the firm growth rate distribution in a Gibrat's Law context. The aim is to provide an empirical exploration of the determinants of firm growth. The work is novel in two respects. First, rather than limiting the analysis to focus on the conditional mean growth level, we investigate the complete shape of the distribution. Second, we show that the differences in the firm growth rate process between large and small firms are highly circumstantial. That industry dynamics have a substantial influence on the relationship between firm size and firm growth. The data used includes more than 9000 Danish firms from manufacturing, services and construction. We provide robust evidence indicating that firm growth studies should be less obsessed with explaining means and instead look to other parts of the firm growth rate distribution.
It is very common to analyse firm growth and test Gibrat's Law using the OLS estimation method. This paper argues that this particular method is not the most appropriate in this respect. We argue that the quantile regression is a better approach, since it enables the researcher to consider the entire distribution of firm growth patterns, whereas OLS only considers the mean of the distribution. Recent evidence, reviewed below, have found that firm growth rate distributions tend to exhibit fat tails. This finding can basically not be picked up unless using quantile regression. In this paper, we study firm growth using quantile regression and find that there are considerable differences compared to results found when using the traditional OLS estimator.
Using data on more than 9,000 Danish firms, we look for specific industry characteristics that influence the dependencies of the firm growth process. Explaining firm growth using a quantile regression approach with estimates from every 5 th quantile, we investigate the full shape of the firm growth rate distribution and its dependency upon industry scale and firm specific effects. Interacting firm size with industry scale effects, we estimate the differences in firm growth rate distribution between large and small firms given the industry dynamics faced by the firm. Put differently this study tries not only to say something about the central moments of the firm growth rate distribution and its dependencies, but also uncover the devil that dwells in its tails.
Gibrat 's Law (1931) represents the first formal model on the dynamics of firm size. Gibrat based his model on empirical data suggesting increments to firms size to be proportional to their current size. A number of studies have supported
Gibrat's Law (see e.g. Hart and Prais (1956) and Simon and Bonini (1958) ).
However, Gibrat's Law has also been questioned in numerous publications. First, Hymer and Pashigian (1962) and Mansfield (1962) found that the level of variance in growth rates is negatively correlated with firm size. Second, regression studies suggested firm growth to be negatively correlated with firm size (see e.g. Evans (1987a , 1987b ), Hall (1987 , Dunne, Roberts and Samuelson (1989) , Dunne and Hughes (1994) , Hart and Oulton (1996) and Reichstein and Dahl (2004) ).
1 Stanley et al. (1996) represents a different approach to investigate Gibrat's law by proposing that the shape of the empirical growth rate distribution is peaked and has fat tails resembling the exponential (Laplace) distribution rather than the Gaussian as otherwise assumed by Gibrat's Law. They proposed a revised Gibrat model in which the growth rate of firms depends not only on current size but also on previous size leading to an exponential-like growth rate distribution. Similar empirical patterns were found by Bottazzi et al. (2001 Bottazzi et al. ( , 2002 highlighting the tentshaped pattern of growth rate distributions. Using a simulation approach, Bottazzi and Secchi (2003) were able to reproduce such patterns by revising an Ijiri and Simon (1977) type of model. Two mechanisms reproduce the empirical pattern.
First, cumulative and self-reinforcing mechanisms in the way firms search for new solutions of opportunities as argued by Arthur (1994) . Second, presence of firm specific capabilities discussed by among others Penrose (1959) , Barney (1991 Barney ( , 2001 ), Foss (1997) , Dosi et al. (2000) , and Eisenhardt and Martin (2000) . Finally, Reichstein and Jensen (2005) highlighted that the distributions were significantly 1 However, this empirical finding has been attributed to sample attrition/selection bias. Exits are not included in the studies and are predominantly small firms producing a bias in the size variable in favour of small firms. Yet Harhoff, Stahl and Woywode (1998) indicated that the negative correlation persists even when controlling for sample attrition. For Gibrat's Law literature reviews, see e.g. Sutton (1997) and Lotti, Santarelli and Vivarelli (2003) .
4 skewed with the right tails exhibiting more fatness than the left tails. The outline of the paper is as follows. Section 2 describe the model used to study the firm growth rate distribution and how industry scale and firm specific effects shape different parts of the firm growth rate distribution. Section 3 shortly present the data and discusses the quantile regression approach. The results of the quantile regressions are reported in Section 4. Section 5 summarise the results.
The Model
Our analysis is based on the model developed by Davies and Geroski (1997) . It investigates the determinants of changes in market shares. They draw heavily on the Gibrat's Law literature but augment the model by including both industry scale and firm specific effects. Additionally, the model includes a number of interaction effects between the size of the firm and the industry level variables. This provide the opportunity to distinguish between a common effect of firm size on firm performance and an effect which is circumstantial with reference to the dynamics of the industry.
The model tested in present paper may be represented by the following equation:
where F GR ij and LF S ij are the growth rate and logarithm of size of firm i operating in industry j, respectively. µ ij is the traditional independently identically distributed error term with zero mean and variance σ ij . The terms in bold are 6 vectors. α j and λ j are vectors of industry scale variables, and β a vector of parameters estimates attached to a vector of firm specific variables, x ij . Specifically the vectors maybe represented by:
The firm level vector, x ij , holds the logarithm of the firm size variable. However, it also contain a variable measuring the logarithm of firm age. This particular variable has been used through-out much of the firm growth literature (see e.g. Evans (1987a Evans ( , 1987b , Dunne and Hughes (1994) and Jovanovich (1982) ).
The industry scale vectors (α j and λ j ) contain four common variables. 2 First, a measure of regional specialisation growth, RSG j is included. This variable accounts for the growth of the firm attributable to the dynamics of the local region. Firms located in regions in which there is a high demand for final goods may exhibit a significant higher performance than firms outside such regions (Krugman 1991) . Second, the Herfindahl index (HF D j ) is included to control for the concentration of the industry. Schumpeter (1942) argued that a high level of concentration would produce profits leading to a higher level of innovative activity and R&D expenditure. Third, we include a measure of minimum efficiency scale (M ES j ) of the industry. This controls for the entry barriers in the industry, but also measures the extent to which incumbents can disregard an external com-2 For details on their measurement, see see Table 5 in the Appendix. 7 petitive pressure. Finally, a measure of the general growth of the industry (GRS j ) accounting for differences in growth trends across industry borders.
Contrary to Davies and Geroski, we do not interact all industry scale effect variables with firm size, so the two industry scale vectors (equation 2 & 3) are not identical. α j differs from λ j by containing a vector, ψ j with nine industries.
Industry dummies control for potential variation in firm growth rates attributable to industry differences which the other industry variables cannot capture. It is not assumed that the effect of firm size differs significantly between these industry dummies. ψ j is therefore not included in λ j .
Data and Method
The Data
The data used in the analysis is drawn from the NewBiz database published by years. Consequently, we rely on 1994 and 1996 data for this analysis. Table 1 summarises the variables included in the model. Figure 1 depicts the distribution of the dependent variable (F GR ij ). A Gaussian distribution with the mean and standard deviation values of the data is added as a reference. It reveals that the empirical distribution is considerable more peaked than the often assumed Gaussian shape. This also suggest the distribu- It also suggests that alternative methods should be considered rather than relying on the traditional OLS regression method. We apply the linear quantile regression method introduced by Koenker and Bassett (1978) to investigate the factors influencing firm growth rates. This approach has two major advantages. First, it reveals differences in the relationship between the endogenous and the exogenous variables at different points of the conditional distribution of the dependent variable. Rather than focusing on a specific moment of the distribution, linear quantile regression represent a method of analysis suitable for studying all defined values of the dependent variable. It hence enables us to say something about the dependencies of the tails as well as the central values of a distribution of a given dependent variable.
Method
Second, the coefficient estimates of the quantile regression are more robust than those of least square regression where the mean value of the dependent variable is predicted. This is especially true in the presence of outliers as well as for distributions of error terms that deviate from normality (see Buchinsky (1998) , Koenker and Hallock (2001) ). This is not least important when studying a dependent variable which is not Gaussian. Koenker and Basset (1978) suggest to either study how one specific quantile of particular interest in linearly correlated with a set of explanatory variables or study how the linear correlation changes across a number of quantiles. The latter of these approaches will provide an understanding of the entire shape of the distribution and how it may be shaped by the explanatory variables.
Consider the linear regression model y i = x i β + u i for i = 1, . . . , n where x i and β are k vectors of explanatory variables and their estimated coefficients respectively. y i and u i are the dependent variable and the iid distributed error term, respectively. The OLS estimator is found by minimising the sum of the squared residuals:
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The quantile regression estimator on the other hand is the vector β that minimises:
τ is the quantile defined as Q Y |X (τ |x) = inf{y :
τ is bounded between zero and one, and y is a random sample from a random variable, Y , which have the distribution function F (F (y) = P (Y ≤ y)).
Equation 6 
Results
In this section, we empirically investigate how the firm growth rate distribution is shaped by firm characteristics and industry circumstances. The industry growth variable tends to be significant when regressing against the upper quantiles and insignificant when regressing against the lower quantiles. The significant estimates are negative suggesting that firms operating in low growth industries, however may be experiencing extreme high growth rates.
Studying the results in terms of the interaction effects it is clear that the effect of firm size on firm growth partly is dictated by industry circumstances. Interacting the logarithm of firm size with the regional specialisation growth variable and the industry growth variable exhibit significant estimates in the lower and upper quantiles respectively. This suggests that there are tail effects of industry dynamics on the firm size firm growth relationship.
The significant estimates in figure 3(b) are limited to the 55 th and lower quantiles except the 5 th and are positive. This sugests that the firm growth rate distribution tend to have a less fat lower tail if the large firm is located in a region which increases its specialisation in the particular industry in which the firm is operating. Large firms benefit to a greater extent to increases in specialisation in a regionally bounded area.
Finally the quantile regressions suggest firm size to have a positive impact on 16 firm growth rates when the firm is located in industries experiencing high growth rates. This is particular true when regressing against the upper quantiles. All quantiles above the 45 th except the 90 th exhibit significant positive estimates in figure 3(f) indicating large firms operating in high growth industries tend to exhibit firm growth rate distribution with fatter upper tails. They are hence more likely to exhibit extreme growth rates than they counterparts.
Concluding Remarks
The purpose of this paper is to study factors influencing the growth of firms. In particular, we apply an alternative regression method enabling a deeper study of this phenomenon by considering the entire distribution of firm growth and not only the mean.
We find considerable differences between the results of the OLS regression compared to the quantile regressions. Firm size is insignificant in the OLS regression, but the quantile regression reveals that firm size has a significant impact on firm growth on a considerable part of the distribution. Similar results are found for the interactions between firm size and growth in regional specialisation as well as between firm size and industry growth. In the other direction, the OLS regression show significant impacts of industry concentration and the interaction of industry concentration and firm size. These finding are largely rejected in the quantile regression, which find that this is only the case for a few quantiles at the left end of the distributions. We suspect that the findings on OLS regression is driven by a few extreme outliers, which clearly influences the mean. These finding show that the results can literally turn around, if a more careful method is applied.
For future research, we recommend that studies of firm performance should RSG j Regional specialisation growth. Regional specialisation is calculated using the revealed comparative advantage index (RCA j ) (Balassa 1965) .
RSG j is then calculated by the growth of the RCA j from 1994 to 1996.
HF D j
The Herfindahl concentration index calculated by the sum of the squared share of sales across the industry. (
).
ISB j
The instability index is measured using the Hymer and Pashigian approach summing the absolute changes in market shares by three digit industry codes (
M ES j
Industry minimum efficient scale of production measured by medium size of the firms in the industry using employment statistics.
GRS j
Growth of the industry measured by the difference in logarithms of industry sales from 1994 to 1996 using a three digit level of aggregation.
