We consider a system with a dispatcher and several identical 
Introduction
A system with a front-end dispatcher and several backend parallel servers can be used to model systems such as clustered web servers. We study models in which task processing times are known upon arrival. Many scheduling policies have been proposed and studied for such a system (we list several references below).
The scheduling policies that we consider have two components. The first is the routing policy, which is used to determine how tasks are assigned to servers. Examples are random routing, where an arrival is assigned to a server according to a fixed set of probabilities, round robin (RR) (the ith arriving task is assigned to the (i mod c)th server, where c is the number of servers), and Join the Shortest Queue (JSQ). Notice that different information about the system state may be required by a routing rule: round robin does not require any information from the servers, while JSQ requires the queue length information at each server. The second part is the local scheduling policy, which schedules the order of processing at a server. Examples are First Come First Served (FCFS) and Shortest Remaining Processing Time (SRPT).
Recent research shows that high task processing time variance appears to be a feature in many aspects of computing systems, such as sizes of files transferred through the Web [2] , I/O times [9] , and sizes of FTP transfers in the Internet [8] . For a system with high task size variability, Harchol-Balter and her co-authors in [6] proposed a size based policy called SITA-E. There is a size range associated with each server and a task is routed to the appropriate server by its size. Each server uses FCFS local scheduling to process its assigned tasks. They also showed that under highly variable task processing time distributions, SITA-E routing may significantly outperform a routing policy that assigns arrivals to the queue with the smallest workload (with FCFS local scheduling). The advantage of SITA-E is that it reduces the variance of task processing times at each server and thus improves the overall system performance. Similar policies such as EquiLoad and AdaptLoad are suggested in the work of Riska et al. [1, 11, 15] . In Zhang et al. [14] , the authors considered a size based policy for the situation where tasks are autocorrelated. They proposed a policy which distributes tasks such that the load to each server is proportional to the correlation structure of the arrival process. Their results showed that for the autocorrelated case, not all servers are equally utilized, but this imbalance brings significant performance improvement. Currently, this group of policies appears to demonstrate the best performance in the literature. They are all also relatively easy to implement.
For a single server system, Schrage in [12] showed that for an arbitrary arrival process and arbitrary processing time distribution, SRPT minimizes the number of tasks in system. Therefore if one wishes to look at such performance measures as mean waiting time, SRPT is a good choice for the local scheduling policy. In [3] , we did simulations for SITA-E and round robin routing followed by shortestremaining-processing-time local scheduling (RR-SRPT) for processing times that follow a bounded Pareto distribution. The results showed that the expected queue length for SITA-978-1-4244-1890-9/07/$25.00 ©2007 IEEE E can be significantly larger than that for RR-SRPT. In [4] , we proposed the use of multi-layered round robin routing followed by SRPT local scheduling (RRK-SRPT) for a discrete task processing time distribution (with K types of tasks). By multi-layered round robin, we mean that the dispatcher uses independent round robin policies for each type of task. We showed that RRK-SRPT performed better than RR-SRPT in heavy traffic (RRK-SRPT is asymptotically optimal in heavy traffic). This provides some evidence that similar policies may be good in general, but is not completely convincing. The main drawbacks are that [3] is based on simulation only, while in [4] , continuous distributions are not considered, which in turn prevents a fair comparison with policies considered elsewhere in the literature.
There are two barriers to a further study of SRPT-based policies. On the theoretical side, it is difficult to analyze SRPT. For example, the expressions in Schrage and Miller [13] for an M/G/1 queue are quite complicated, so when we move to the multiple server environment, where in particular the arrival stream to an individual server may no longer be Poisson, exact analysis becomes quite difficult. One possibility would be to look at a diffusion approximation as in [4] , but unfortunately no results exist for the diffusion approximation of a single queue under SRPT when the processing time distribution is continuous. The other barrier is on the implementation side. In most applications, SRPT is simply too difficult to implement. However, in [5] , Harchol-Balter et al. show that SRPT may be approximated by a priority scheme in a manner that is straightforward to implement. We provide more details of this scheme in Section 3 below. It turns out that examining such an approximate policy allows us to set aside the difficulties in the theoretical analysis of SRPT. In [7] , Jaiswal provided a formula to calculate the mean number of each type of tasks for an M/G/1 preemptive priority queue, which gives us a way to analyze the performance directly. In addition, diffusion approximations for priority systems are well studied, see Reiman [10] , amongst others. We are concerned in this paper with showing that there exists a routing policy that, combined with the SRPT approximation, yields better performance than if FCFS were used as the local scheduling policy (in particular, we make comparisons with SITA-E). Thus, our contribution is not so much methodological (we apply existing results), but shows that a different viewpoint on scheduling systems of parallel servers can yield better performance. Rather than using routing to compensate for inefficiencies in the local scheduling policy (when FCFS is used in the face of high variance), we suggest using routing to play to the strengths of a more efficient (yet still implementable) local scheduling policy. If one has control over the local scheduling policy (which is not always the case), then it may be worthwhile to consider such policies. It is worth noting that many operating systems have built in support for such priority schemes.
To emphasize this viewpoint we first study a system consisting of naive (i.e. random) routing of arrivals followed by priority scheduling at each server. We give expressions for the performance of such a system that are valid over all system loads and perform a numerical study. We then give asymptotic results that show superior performance even with naive routing. We then give a simple adjustment to the routing scheme that in turn gives a performance improvement. We hope that our results will in general persuade designers to first tackle local scheduling in such systems (if at all possible) and if time/resources permit. then examine the routing issue.
The organization of this paper is as follows. In Section 2, we study the performance of preemptive priority scheduling (KLP) on a single server. We provide an algorithm to calculate the cutoff points for task types. In Section 3, we introduce the multiserver model and describe SITA-E and our proposed policy (Random-KLP). In Section 4, we compare the performance of SITA-E and Random-KLP by both numerical and heavy traffic analysis. In Section 5, we discuss the performance of RRK-KLP by simulation and heavy traffic analysis, demonstrating additional performance gains. Section 6 provides some concluding remarks.
K Level Preemptive Priority on a Single Server
In this section, we describe the proposed policy for a single server. We assume that arrivals follow a Poisson process with rate λ 0 . The processing times are assumed to be independent and identically distributed (i.i.d. ) and follow a density f (x). We also assume that the processing times are known upon arrival. We have mentioned that the authors in [5] suggested to use preemptive priority scheduling to approximate SRPT. For the proposed policy, we partition the support of the processing time distribution into K intervals. A task whose processing time lies in interval k given by [y k−1 , y k ) is called a type k task. Type i tasks have preemptive priority over type j tasks if i < j. The proportion of type k tasks is α k = y k y k−1 f (y)dy, and the conditional density function for the size of a task given that it is type k is f k (y) = f (y)/α k , y ∈ [y k−1 , y k ). A server then uses FCFS within tasks of the same type. There are K priority levels. Note that this differs slightly from the policy in [5] , as they appear to implement a mechanism that dynamically changes a task's priority. The performance of their policy should actually be better than that described here but is difficult to analyze. On the other hand, the proposed policy is very straightforward to implement, if a priority scheduling policy is available. We call such a policy K level preemptive priority (KLP).
Jaiswal in [7] derived the formula for the mean queue length of type k tasks (Q k ) for an M/G/1 preemptive priority queue, where type k ′ tasks have preemptive (resume) priority over type k tasks if [7] , we havē
2 f i (y)dy, and ρ k = λ k /µ k is the load due to type k tasks. The total mean queue length over all types,Q 0 is
. (2) The expression for the mean total queue length is quite complicated. One would like to compute the cutoffs for task type i using (2), however this is quite difficult. In general, one should choose as many intervals as possible. If, for implementation reasons, one wishes to decrease the number of task types, Procedure 1 below gives a means to use (2) to find a reasonable number of task types.
Procedure 1 For an M/G/1 system operated under KLP
with arrival rate λ 0 , if the task processing times follow a continuous distribution with density function f (x), the cutoff points can be calculated by the following steps.
Step i: Partition the support of the processing time distribution into N intervals (we also call them N types) such that ρ i = ρ j for all 1 ≤ i, j ≤ N and i = j, where ρ i is the load for type i tasks (ρ i = λ i /µ i ). Calculate the total mean queue lengthQ N with the N intervals by using (2) . Let
Step 
Step iii: IfQ
is chosen by the user); then stop, return the N intervals. else go to the next step.
Step iv:
Step ii.
We now study the performance numerically. Tables 1  and 2 provide the mean queue length for different cutoff points (K is the number of intervals) with different system loads using processing times following a bounded Pareto distribution, varying the parameters to achieve different workloads (ρ). The bounded Pareto distribution has density f given by:
where 0 < α < 2 is the exponent of the power law, p 1 is the smallest possible observation, and p 2 is the largest possible observation. We let p 1 = 512 and p 2 = 10 10 . The reason we choose these parameters is to keep consistent with the study in [6] . Tables 1 and 2 show how, for various α, expression (2) varies when one starts with 20 intervals and uses Procedure 1 to reduce the number of intervals. It is not hard to see that varying δ will yield different results. Further, note that if we choose the tolerance as small as δ = 0.1, for the bounded Pareto distribution, we could achieve better mean queue length using 4-6 types. If we allow a higher tolerance, for moderate and light system loads, good performance can be achieved using just two types. In the next section, we apply KLP to multiple servers.
We now move to showing how well parallel server systems (each implementing KLP) perform, under naive (random) routing. 
Parallel Server Model
In this section, we introduce the system model for the proposed policy, SITA-E, and related policies. We assume 
Note that this discounts some heavy-tailed distributions, but certainly allows for processing times with high variance (we consider bounded Pareto distributions later). We let {u i , i ≥ 1} and {v i , i ≥ 1} be the interarrival and processing time sequences, µ be the processing rate, and s the variance of the processing times.
SITA-E and related policies
For SITA-E [6] , an arrival is routed to server k if its processing time lies in the range [x k−1 , x k ), where x 0 = 0 and x c = ∞. The intervals are chosen such that
The local scheduling policy at each server is FCFS. Note that the choice of intervals balances the load at each of the servers, while at the same time yielding a processing time variance at each server that is typically much less than the overall processing time variance. Simulation results in [6] show that this policy appears to significantly outperform other policies (in particular a routing policy that assigns arrivals to the queue with the smallest workload, followed by FCFS local scheduling).
Other size based policies in [1, 11, 15] are similar to SITA-E. If the task processing time distribution is fixed, the performance of these policies is the same as SITA-E. Therefore, in this paper, we only compare the proposed policy with SITA-E. Notice that we do not consider the situation when the task processing time distribution is not fixed. We refer the reader to [1, 11, 15] for policies that react to time varying workloads.
Random-KLP
For the proposed policy, we would like to use KLP as the local scheduling policy. To focus on the relative importance of the local scheduling policy, we first consider a naive routing policy (random routing).
SITA-E and Random-KLP -Performance Analysis
In this section, we compare SITA-E and Random-KLP both numerically and asymptotically (in a heavy traffic sense). Section 4.1 compares the performance by using exact analytic expressions. In Section 4.4, we compare the performance in heavy traffic.
Analytic models
In this section, we compare the performance of SITA-E and Random-KLP by providing expressions for both the mean waiting time and slowdown. The formulas are of sufficient complexity that a direct comparison is not possible, so we provide numerical results to support our findings. Section 4.2 provides the numerical results for mean queue length. Section 4.3 discusses the slowdown of each task type.
Mean queue length
We are interested in minimizing the mean waiting time, but due to Little's Law, we can equivalently look at the mean number of tasks in the system. LetQ k denote the mean queue length at server k and Q represent the total mean queue length for SITA-E. Also,
f (x)dx be the proportion of arrivals that are assigned to server k. Define λ k = β k λ and µ k = 1/(
We then have, using the Pollaczek-Kinchin formula for each server,Q
where
In Section 2, we provided the formula for total mean queue length of KLP at a single server. Let λ
yf k (y)dy). For Random-KLP, the total mean queue length (Q ′ ) is thus
, which is the load due to type k tasks at a server.
It is hard to compareQ andQ ′ since the expressions (3) and (4) are quite complicated. Thus, we use the expressions (3) and (4) to gain insight through numerical comparisons. Tables 3 and 4 provide some numerical results for SITA-E and Random-KLP using processing times following a bounded Pareto distribution, varying the parameters to achieve different workloads (ρ).
In the "Policy" column in Tables 3 and 4 we add a symbol '*' to represent the case when the cutoff points are chosen to balance the loads for each type of tasks at each server. This means we choose a cutoff point such that λ i /µ i = λ j /µ j (λ i represents the arrival rate for type i tasks to a single server), where 1 ≤ i, j ≤ K. For the policies without '*', we use the cutoff points calculated according to Procedure 1 (with a starting point of 20 intervals). Note that for Random-KLP, we get the results directly from the single server formula. The numerical results for the mean queue length under both policies show that, under bounded Pareto distributions, if we choose the same task intervals for Random-KLP and SITA-E, Random-KLP consistently outperforms SITA-E for different system loads and task processing time 
Slowdown
Slowdown is a performance metric that incorporates the notion of fairness. For any policy, if E[W (x)] is the mean waiting time for a task of size x, the slowdown for a task of size x, S(x), is given by
For SITA-E, the mean waiting time for type
For Random-KLP, the mean waiting time for type k
where x k−1 ≤ x < x k . Combining (5), (6) , and (7), we can compare the slowdown for each type of tasks under SITA-E and Random-KLP. Figure 1 gives the slowdown for tasks under SITA-E and Random-4LP with 4 servers, where α = 1.2 and ρ = 0.9. The cutoff points for Random-4LP are calculated according to Procedure 1. The results show that for a bounded Pareto distribution, if we use the cutoff points calculated by Procedure 1, the slowdown of Random-KLP for some tasks may not be better, although the mean queue length is better. However, if we use the same types for SITA-E and Random-KLP, the slowdown for each type of tasks for Random-KLP appears to be better than that of SITA-E. Figure 2 illustrates such a situation, where we choose four types with balanced work loads for α = 1.2 and ρ = 0.9. Our numerical studies suggest that the performance for Random-KLP is better than that of SITA-E for bounded Pareto distributions if we use the same task type intervals. To achieve lower mean queue length, we could use Procedure 1 with lower tolerance (e.g. 0.1) and a larger number of starting points (20 in our examples) to partition tasks. However, the tradeoff for this is that the slowdown for certain types of task for Random-KLP could be worse than for SITA-E. The expressions we use here allow one to experiment to choose a good performance tradeoff, according to the designer's goals (there is no need to resort to simulation).
Performance analysis in heavy traffic
In the previous section, we provided evidence of the relative benefits of local scheduling versus routing. In this section, while we are unable to provide a proof that Random-KLP outperforms SITA-E over all loads, we are able to show better performance in an asymptotic sense, when the load on the system approaches one. We use the tool of heavy traffic limits to approximate the mean queue length for SITA-E and Random-KLP. To do this, assume that there is a sequence of systems indexed by (n) such that λ(n) → λ, µ(n) → µ, and s(n) → s, as n → ∞. Further assumptions on the sequence of systems will be made as needed below.
SITA-E
We first consider the performance of SITA-E. For each server k, let {u 
We also require sup n≥1 E[(u
The load of type k tasks in the nth system is defined as
for all k. We assume that ρ k (n) < 1 for all k and n, and ρ k (n) → 1 as n → ∞ for all k. We define Q k (t) to be the number of tasks at server k at time t. We are interested in the processQ
We call (9) the heavy traffic condition (note that (9) implies our earlier assumption that ρ k (n) → 1 as n → ∞). We now have the following result, where RBM(a, b) denotes a reflected Brownian motion with drift a and variance b. Also, =⇒ denotes weak convergence in the metric space D consisting of all right continuous functions with left limits.
Theorem 1 For queue k (1 ≤ k ≤ c) in a system operating under SITA-E, under the heavy traffic conditions,
Proof. This follows directly from Theorem 3.4 of [10].
Random-KLP
We focus on one server and separate the K different types into different arrival streams for that server. For each type k, we use {ũ are, respectively, the arrival rate, interarrival time variance, service rate, and processing time variance for type k tasks at a single server, we then have
We also require sup n≥1 E (
to be the number of type k tasks at a single server at time t. As in the previous section, we are interested in the processQ ′ (n)
(n) denotes the load of type i tasks on the system.
We make the following assumptions
From the definition of ρ ′ k (n), we have the load of type k tasks on a single server
as n → ∞, 0 ≤ ρ
We call (12), (13) , and (14) the heavy traffic conditions. We can now give a result for the heavy traffic limit under Random-KLP.
Theorem 2 For a single queue operating under Random-KLP, under the heavy traffic conditions,
Proof. This follows directly from Theorem 4.1 and Theorem 4.3 of [10] .
Comparison
Now we can compare SITA-E and Random-KLP in heavy traffic. We first need to compute the mean of the heavy traffic limit for the total number of tasks in the system. LetQ Random = cQ ′ Random , whereQ ′ Random is the mean of the RBM in (16). Also letQ SITA-E = c k=1Q k
SITA-E , whereQ k SITA-E is the mean of the RBM in (10) . The following theorem suggests that RRK-KLP should outperform SITA-E under high loads, for all processing time distributions with finite variance. Proof. First, we note that the fact that K = c implies that the assumptions we made for both systems are in fact equivalent, so the comparison is fair. It also implies that
Theorem 3 For a continuous processing time distribution with density function f (x), where
, and α k = β k , so in the remainder of the proof we will use the quantities on the left hand side of each of the above equalities. First, for SITA-E,
The last step is due to the heavy traffic conditions (the load on server k approaches 1). Now, for Random-KLP,
So, we have a result that suggests that Random-KLP outperforms SITA-E for heavily loaded systems. Note that this is for a particular choice of K, so if we were to find the optimal value of K (and the associated intervals [y k−1 , y k )), one would expect the performance to further improve. However, we will see that if we were to use the limiting process to do such an optimization, the problem is not well-posed. We emphasize that the main result of this section provides a guarantee of better performance with respect to the limiting processes. Of course, one suggestion would be to use the techniques described in Section 2.
Using the asymptotic expressions, it is not possible to calculate the optimal cutoff points, even for the case of K = 2. Let T be the sole cutoff point for K = 2. We cannot use (16) to calculate the cutoff point. The reason is that the expression forQ Random is decreasing as T is increasing. As T goes to the maximum value of the task processing time, α 1 goes to 1 and µ ′ 1 goes to µ. Hence the load for type 1 tasks is λ/(cµ), which equals 1. This contradicts the assumption that ρ ′ 1 < 1. In other words, (15) will not hold for this case. The fact that the optimal value of T in (16) leads to a situation which violates the assumptions required for Theorem 2 leads to a logical inconsistency that prevents us from using the limiting processes to find the optimal cutoff point. Such problems also arise for larger values of K.
Multi-layered Round Robin Routing
We have provided some guidelines for parameter choices such that Random-KLP performs better than SITA-E. Our results in [4] suggest that if we use multi-layered round robin routing (tasks of type k follow a round robin policy that is independent of arrivals of all other task types), we may achieve much better performance. We use RRK to represent multi-layered round robin routing. In this section, we discuss the performance of RRK-KLP. Section 5.1 provides some simulation results for RRK-KLP. Section 5.2 provides asymptotic results for RRK-KLP.
Simulation results
Our simulation is based on a bounded Pareto distribution for the processing times. Table 5 gives the 90% confidence interval for the mean queue length with ρ = 0.9 and c = 4 for RRK-KLP. We ran 30 replications for each case, and each replication consists of 1 × 10 8 arrivals. The cutoff points are chosen according to Procedure 1, where we use the best cutoff points (the one providing the minimum mean queue length for Random-KLP). We also put the corresponding numerical results for Random-KLP in the table. 
Heavy traffic
As we did for Random-KLP in Section 4.6, we focus on one server and separate the K different types into different arrival streams for that server.
Define Q ′′ k (t) to be the number of type k tasks at a single server at time t. We are interested in the procesŝ Q ′′ 2 ) (see (11) )), we have the following result.
Theorem 4 For a single queue operating under RRK-KLP, under the heavy traffic conditions,Q ′′
(n) k ⇒ 0, k = 1, . . . , K − 1 and
LetQ RRK = cQ ′′ RRK , whereQ ′′ RRK is the mean of the RBM in (17). The following theorem suggests that RRK-KLP outperforms both Random-KLP and SITA-E under high loads, for all processing time distributions with finite variance. Proof. For RRK-KLP,
Combining with Theorem 3, we immediately get that Q RRK <Q Random <Q SITA-E .
Conclusion
We have shown that policies that are simple to implement and focus on local server scheduling yield better heavy traffic performance than polices which use FCFS for local scheduling. We have provided a detailed algorithm and guidelines for parameter choices that guarantee a performance improvement, with formulas that allow easily computed comparisons should a designer wish to choose other parameter values. Considering fairness issues, our study also shows that good mean waiting time may not lead to good mean slowdown for all type of tasks at a server. However, if we balance the load for each type of tasks, the proposed policy performs (mean waiting time and slowdown) better than policies based on FCFS local scheduling. Finally, it would be worthwhile to explore whether there is a means to directly calculate the optimal cutoff points (number and location).
