In this paper, we concern with the following Schrödinger-Poisson system:
Introduction and preliminaries
Consider the the following Schrödinger-Poisson system:
where is a smooth bounded domain in R 3 , and f ∈ C( × R, R). The first equation in (1.2) is called the Schrödinger equation, which describes quantum particles interacting with the electromagnetic field generated by the motion. An interesting class of Schrödinger equations is the case where the potential φ(x) is determined by the charge of the wave function itself, that is, when the second equation in (1.2) (Poisson equation) holds. For more details as regards the physical relevance of the Schrödinger-Poisson system, we refer to [1] [2] [3] [4] . Recently, Schrödinger-Poisson systems on unbounded domains or on the whole space R N have attracted a lot of attention. Many solvability conditions on the nonlinearity have been given to obtain the existence and multiplicity of solutions for Schrödinger-Poisson systems in R N , we refer the readers to [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] and references therein.
Compared with the whole space case, there are few works concerning the Schrödinger-Poisson system on a bounded domain; see, for instance, [20, [24] [25] [26] [27] [28] [29] [30] [31] . Ruiz and Siciliano [26] studied the following system:
where λ > 0 is a parameter. Using variational methods, the authors investigate the existence, nonexistence, and multiplicity of solutions when f (x, u) = |u| p-1 u with p ∈ (1, 5).
Alves and Souto [29] studied system (1.3) when f has a subcritical growth. They obtained the existence of least-energy nodal solution by means of variational methods. Siciliano [25] studied system (1.3) with f (x, u) = |u| p-2 u, p ∈ (2, 6). By means of Ljusternik-Schnirelmann theory the author proved that problem (1.3) has at least cat ( ) + 1 solutions for p near the critical Sobolev exponent 6, where cat denotes the Ljusternik-Schnirelmann category. Using a new sign-changing version of the symmetric mountain pass theorem, Batkam [27] proved the existence of infinitely many sign changing solutions for the following class of Schrödinger-Poisson systems:
where λ ≥ 0 is a parameter, and f ∈ C( × R, R) satisfies the well-known AmbrosettiRabinowitz condition, that is, there exists μ > 4 such that
where F(x, u) = u 0 f (x, s) ds. Ba and He [28] considered system (1.1) with a general 4-superlinear nonlinearity f . They proved the existence of ground state solution for system (1.1) by the aid of the Nehari manifold. Moreover, they also obtained the existence of infinitely many solutions for system (1.1)
Before we state the main results of this paper, we first introduce the variational framework of problem (1.1).
Let H := H 1 0 ( ) be the Sobolev space equipped with the inner product and norm
We denote by , 6] and compactly for p ∈ [1, 6), and for every p ∈ [1, 6] , there exists γ p > 0 such that
Recall that a function u ∈ H is called a weak solution of (1.1) if
We have the following lemma from [1, 20] .
Lemma 1.1 For each u ∈ H, there exists a unique element
moreover, φ u has the following properties:
By the lemma we have that (u, φ) ∈ H × H is a solution of (1.1) if and only if φ = φ u and u ∈ H is a solution of the following nonlocal problem:
We define the functional I : H → R by
Using (F 1 ) and the Sobolev embedding theorem, we can prove easily that I ∈ C 1 (H, R)
Consider the following eigenvalue problems:
(1.13)
Denote by 0 < λ 1 < λ 2 < · · · the distinct eigenvalues of the problem (1.12). It is well known that λ 1 can be characterized as
and λ 1 is achieved by the first eigenfunction ϕ 1 > 0. We say that μ is an eigenvalue of problem (1.13) if there is a nonzero u ∈ H such that
and u is called an eigenvector corresponding to the eigenvalue μ. Denote by 0 < μ 1 < μ 2 < · · · all distinct eigenvalues of problem (1.13). Furthermore, μ 1 can be characterized as 14) and μ 1 can be achieved by some function ψ 1 with ψ 1 > 0 in (see [32, 33] ). Motivated by the works mentioned, in this paper, we study the existence of nontrivial state solutions of problem (1.1) by means of the mountain pass theorem. Moreover, establish the existence of infinitely many solutions by using the symmetric mountain pass theorem. To state the main results of this paper, we impose the following assumptions on f and its primitive F:
(F 1 ) There exist p ∈ (2, 6) and a positive constant C such that
at 4 > μ 1 uniformly in x ∈ , where a is the constant defined in Lemma 1.1(1); (F 4 ) There exist ρ ∈ (0, λ 1 ) and a constant L 1 such that
The main results of this paper are the following: 
Remark 1.4
(1) In this paper, we do not need the well-known Ambrosetti-Rabinowitz condition (1.5), which plays a very important role in proving the boundedness of the Palais-Smale sequence. Moreover, it is easy to prove that (AR) condition implies that
Therefore, Theorem 1.3 extends and sharply improves Theorem 1.1 in [27] . (2) Our assumptions (F 2 )-(F 3 ) are weaker than the following assumptions:
On the other hand, noting that the variant Nehari monotonicity condition,
f (x,u) |u| 3 is nondecreasing on (-∞, 0) ∪ (0, +∞), implies that
Then, assumption (F 4 ) it is also weaker than (VNC). Consequently, our results generalize and improve the results of Ba and He [28] .
Then by a simple computation we obtain
So, it is easy to check that f satisfies (F 1 ), (F 2 ), (F 3 ), and (F 5 ). Furthermore, we have
which implies that f satisfies (F 4 ). On the other hand, for μ > 4 and u > 1, we have
Hence f does not satisfy (AR) condition. Moreover, it is clear that f does not satisfy
This paper is organized as follows. Using the mountain pass theorem, we prove Theorem 1.2 in Section 2. In Section 3, by using the symmetric mountain pass theorem we prove Theorem 1.3.
Proof of Theorem 1.2
First, we introduce the mountain pass theorem, which is the main tool to prove Theorem 1.2. Proof Let u n ⊂ H be such that
We claim that u n is bounded in H. Otherwise, we can assume that u n → ∞. For large n, set n = {x ∈ : |u n (x)| ≥ L} and H(x, u n ) = f (x, u n )u n -4F(x, u n ). Then, for large n, it follows from (2.3) and (F 4 ) that there exists a constant C 1 > 0 such that
which is a contradiction since ρ ∈ (0, λ 1 ). Therefore {u n } is bounded in H. Since {u n } is bounded in Hm we may assume that there exists u ∈ H such that
Hence, by (F 1 ) we know that there is C 1 > 0 such that
On the other hand, by Lemma 1.1, (2.7), and the Hölder inequality we have
as n → ∞. Therefore it follows from (2.1), (2.7), (2.8), and (2.9) that
which implies that
Hence, u n → u in H due to the uniform convexity of H. Consequently, {u n } has a convergent subsequence in H, and then I satisfies the (PS) condition. The proof is completed. Proof We first claim that there exist r, α > 0 such that I(u) ≥ α for all u ∈ H with u = r. Indeed, for small ε > 0, by (F 1 )-(F 2 ) there exists a constant C 2 > 0 such that
Lemma 2.4 Suppose that
Therefore (1.6) and (2.7) imply that
Proof of Theorem 1.3
In this section, we prove Theorem 1.3 by using the following symmetric mountain pass theorem. Let {e i } be an orthonormal basis of H and define X i = Re i , Then, we conclude from (3.4) that
Hence, since p > 2, there exist r ∈ (0, 1) such that
The proof is completed.
