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Microcanonical instanton theory offers the promise of providing rate constants for chemical reactions including
quantum tunneling of atoms over the whole temperature range. We discuss different rate expressions, which
require the calculation of stability parameters of the instantons. The traditional way of obtaining these
stability parameters is shown to be numerically unstable in practical applications. We provide three alternative
algorithms to obtain such stability parameters for non-separable systems, i.e., systems in which the vibrational
modes perpendicular to the instanton path couple to movement along the path. We show the applicability of
our algorithms on two molecular systems: H2 + OH → H2O + H using a fitted potential energy surface and
HNCO + H → NH2CO using a potential obtained on-the-fly from density functional calculations.
I. INTRODUCTION
The calculation of reaction rates is a longstanding
challenge in computational chemistry.1–5 At low tem-
peratures, quantum tunneling of atoms must be taken
into account.6 Instanton theory is emerging as a promis-
ing and frequently used method to calculate tunneling
rates in moderately-sized chemical reactions. It orig-
inated in the 1960s and 1970s in somewhat different
formulations.4,7–17 It is mostly used with a canonical
ensemble, which assumes thermal equilibration at each
stage of the reaction and provides thermal rate constants.
However, even in its early stages a microcanonical for-
mulation, with rate constants depending on the energy,
was provided.9 This turned out to be rarely used. More
recently, the connection between instanton theory and
Ring-polymer molecular dynamics was shown18,19 and
the rate expressions were derived from first principles.20
While the location of an instanton path, an unstable pe-
riodic orbit, used to be a daunting and numerically un-
stable procedure, recently improved algorithms to search
for instantons were proposed. The problem of finding an
instanton path can be turned into a saddle-point search
problem21–23 for which quantum chemistry has a rich
variety of methods at hand. It turned out that a sim-
ple modification of a truncated Newton search converges
very fast and is stable even for somewhat noisy gradients
and Hessians of the potential energy.24,25 This allowed
the location of instantons in systems with up to 78 ac-
tive atoms.26 Meanwhile, the canonical version of semi-
classical instanton theory is frequently used to calculate
thermal rate constants.22–24,26–49
However, for bimolecular reactions it is often desirable
to assume a canonical ensemble only for the separated
reactant states but not during any stage of the reac-
tion. Specifically, many bimolecular reactions exhibit a
pre-reactive energy minimum, a weakly bound Van-der-
Waals complex. At low pressure, such a complex does
not thermally equilibrate and either proceeds over the
transition state or decays again. This limits the applica-
bility of canonical instanton theory.34,45 A microcanoni-
cal formulation allows the use of the reactant’s thermal
distribution to calculate thermal rate constants without
assuming thermalization in a pre-reactive minimum.
Moreover, canonical instanton theory is only applica-
ble up to a crossover temperature Tc, the temperature
where the instanton path collapses to a point. While
different approaches to extend the formulation above
Tc have been suggested,50–53 a microcanonical formula-
tion provides thermal rate constants at all temperatures
naturally.54
Even though algorithms to calculate microcanonical
instanton rate constants were proposed decades ago9,20,54
they were rarely used for real chemical reactions in which
the vibrational modes are not separable from each other
and, most importantly, from the transition mode. The
reason for this is that these approaches lacked numerical
stability. In this paper we propose different algorithms
to calculate microcanonical instanton rate constants for
non-separable systems. We compare results to canonical
instanton theory, as well as to results from exact quantum
dynamics.
The paper is organized as follows: First, we briefly
review the theory of microcanonical rate constants and
ways to derive the cumulative reaction probability P (E)
using instanton theory and the semiclassical approxima-
tion. The resulting rate expressions require the calcu-
lation of stability parameters. Besides the traditional
approach of solving the stability matrix differential equa-
tion, we provide three alternative, numerically more sta-
ble, approaches to calculate the stability parameters. In
the applications section we apply these to the two test
cases H2 + OH→ H2O + H and HNCO + H→ NH2CO.
Finally we discuss advantages and disadvantages of our
newly proposed approaches and of microcanonical instan-
ton theory in general.
II. THEORY
A. Microcanonical Reaction Rate Constants
In order to describe bimolecular reactions to their full
extent one would have to solve the Schro¨dinger equa-
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2tion with proper scattering boundary conditions in or-
der to obtain the S-matrix which contains all the nec-
essary information to calculate the state-to-state differ-
ential and integral cross sections. By averaging over all
cross sections one obtains the so called cumulative reac-
tion probability9.
P (E) =
∑
J
(2J + 1)
∑
np,nr
∣∣Snp,nr (E, J))∣∣2 (1)
whereby np and np denote the quantum numbers of the
product and reactant state, J the total angular momen-
tum and E the total energy of the system. The micro-
canonical rate constant k(E) can then be calculated as
follows55
k(E) = 12pi~
P (E)
Γr(E)
(2)
where Γr(E) is density of states in the reactant state.
The canonical rate constant k(T ) is obtained via a
Laplace transform of P (E)
k(T ) = 12pi~QRS
∫ ∞
−∞
P (E) exp(−βE)dE (3)
divided by the canonical partition function QRS of the
reactant state per unit volume. Here β is the inverse
temperature, β = 1/(kBT ).
Since in most cases one is only interested in obtaining
the chemical reaction rate rather than detailed informa-
tion about all state to state interactions (which would
be provided by a full scattering calculation) an efficient
way to obtain P (E) directly is the use of the quantum
flux-flux autocorrelation formalism56 which gives an ex-
act expression for P (E)
P (E) = 2pi~ tr(δ(E − Hˆ)Fˆ Pˆr) (4)
where δ(E−Hˆ) is the density operator in the microcanon-
ical ensemble. Fˆ is the quantum mechanical analogue of
the classical flux function which counts the number of el-
ementary reactions from reactant to product and is given
by
Fˆ = i
~
[
Hˆ, θˆ(s)
]
(5)
where θˆ is the Heaviside step function and s denotes a
function that is negative on the reactant side of the divid-
ing surface and positive on the product side. The projec-
tion operator Pˆr is given by the time evolved Heaviside
function in the limit of t→∞
Pˆr = lim
t→∞ e
i
~ Hˆtθˆ(s)e− i~ Hˆt (6)
=
∫ ∞
0
e
i
~ HˆtFˆ e−
i
~ Hˆtdt (7)
and can be written as the time integral of the time
evolved flux operator. It describes the probability that
the trajectory remains on the the product side as t ap-
proaches infinity. After some manipulations of equa-
tion (4) one arrives at the final expression for the cu-
mulative reaction probability57
P (E) = 2pi2~2tr
(
δ(E − Hˆ)Fˆ δ(E − Hˆ)Fˆ
)
(8)
Over the years there have been several methods55,56,58,59
proposed to evaluate equation (8) which vary signifi-
cantly in terms of accuracy and computational effort.
However, for large systems, a semi-classical approxima-
tion of equation (8) remains the method of choice. In this
paper we use a formulation of instanton theory to evalu-
ate P (E) which has been recently proposed by Richard-
son based on the previous works of Miller in which the
evaluation of equation (8) is reduced to finding closed or-
bits in imaginary time and the calculation of its stability
parameters ui.60
B. The Cumulative Reaction Probability P (E)
We consider scattering problems, i.e. situations in
which the reactant state is unbound and can adopt a con-
tinuum of energy values. This corresponds to a bimolec-
ular reaction. The thermal rate constant k(β) can be
obtained from the cumulative reaction probability P (E)
via
k(β)QRS(β) =
1
2pi~
∫ ∞
ERS
P (E) exp(−βE)dE (9)
where ERS is the energy of the reactant state in its vi-
brational ground state, QRS is the partition function
of the reactant state per unit volume and β is the in-
verse temperature, β = 1/(kBT ). Atomic units with
~ = me = 4pi0 = 1, c = 1/α will be used from now
on.
In one dimension, P (E) can be obtained by a vari-
ety of methods, including a direct numerical solution of
Schro¨dinger’s equation. Instanton theory provides an ex-
pression for P (E) for a system with D vibrational degrees
of freedom:9
P (E) =
∞∑
k=1
(−1)k−1 exp(−kS0(E))×
D−1∏
i=1
1
2 sinh(kui(E)/2)
(10)
Where S0 is the shortened action and ui(E) are the sta-
bility parameters of the instanton path. Their depen-
dence on E for a specific model system is displayed in
Fig. 1. D is the number of vibrational degrees of free-
dom of the system. The shortened action is
S0(Eb) =
∫ T0
0
∣∣∣∣dy(τ)dτ
∣∣∣∣2 dτ = √8∫ rb
ra
√
E(r)− Ebdr
(11)
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FIG. 1. The stability parameters ui(E) for the reaction
H2+OH → H2O + H → H2O + H discussed in the results
section. All values in atomic units. Solid lines were obtained
by solving the stability matrix differential equation, dashed
lines by eigenvalue tracing.
with the integration being done along the instanton path
y(τ) in mass-weighted coordinates y. The integral on
the left in equation (11) is performed in complex time
t → iτ . In real-space the integration can be done via
the arc length r between the turning points ra and rb
with E(ra) = E(rb) = Eb. The instanton optimization
provides a tunneling energy Eb for a given T0.
With the hyperbolic sine expressed as its series expan-
sion, equation (10) results in:
1
2 sinh(kui(E)/2)
=
∞∑
ni=0
exp
[−k(ni + 12 )ui(E)] (12)
from which we arrive at
P (E) =
∑
n
∞∑
k=1
(−1)k−1 e−k
[
S0+
∑D−1
i=1
(ni+ 12 )ui(E)
]
(13)
where the short-hand notation∑
n
=
∞∑
n1=0
∞∑
n2=0
. . .
∞∑
nD−1=0
(14)
is used. The sum over k can be interpreted as a geometric
series9 and can be calculated explicitly:
P (E) =
∑
n
{
1 + exp
[
S0(E) +
D−1∑
i=1
(ni + 12 )ui(E)
]}−1
(15)
Applicability of the equation is limited in multidimen-
sional systems, since we need P (E) for energies above
the energy of the reactant including the zero-point vi-
brational energy (ZPE) ERS,ZPE. S0(E), however, is only
available for E < ETS, i.e., the energy of the saddle point
without ZPE. In general, for multidimensional systems,
ETS is often smaller than ERS,ZPE. However, at least for
systems where the vibrational modes are separable for
the whole instanton path, the physical background makes
it clear that P (E) should be independent of the vibra-
tional frequencies perpendicular to the transition mode,
and, thus, the ZPE.54
A way to circumvent that dilemma which is also appli-
cable to non-separable systems was proposed a long time
ago,9,27 resulting in
En =
D−1∑
i=1
(ni + 12 )
ui(E − En)
T0(E − En) (16)
and
P (E) =
∑
n
1
1 + exp[S0(E − En)] . (17)
With that transformation, S0 and ui are required in
the energy range where they can be easily calculated.
Equation (16) needs to be solved iteratively. The indi-
vidual terms of equation (17) and the sum are displayed
in Fig. 2.
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FIG. 2. The individual terms of equation (17) and their sum,
P (E), with the stability parameters calculated by eigenvalue
tracing. All values in atomic units. It is notable that the
energy-dependence of the contribution with u4 differs from
the others. This is the stability parameter which depends
strongly on E, see Fig. 1.
At the energy ETS = Ec − En the instanton collapses
to one point, S0 = 0 and ui = T0,cωi,TS with T0,c be-
ing the inverse critical temperature T0,c = βc = 2pi/ω¯TS
and ω¯TS is the absolute value of the imaginary frequency
at the transition state. Above that energy, P (E) is not
accessible any more from instanton theory. Instead, we
follow a previous suggestion54 and use the exact trans-
mission coefficient of a parabolic barrier with the barrier
frequency ω¯TS:61
Pparabolic,n(E) =
1
1 + exp[2pi(ETS + En − E)/ω¯TS]
(18)
4Almost indistinguishable results are obtained when using
the transmission coefficient of a symmetric Eckart barrier
with the same barrier height and frequency as the real
barrier. This approach may lead to a kink in the contri-
bution to P (E), as visible, for example, for n = (00010)
in Fig. 2 (orange line), which will be averaged out, how-
ever, when calculating k(T ).
As discussed below, for non-separable systems at low
temperature, the calculation of the individual stability
parameters ui can be numerically unstable. In these cases
it is often still possible to calculate the term as a multi-
dimensional integral51,62,63
exp(−σ) =
D−1∏
i=1
1
2 sinh(ui(E)/2)
=
D−1∏
i=1
∫
dY⊥(i)(τ)×
exp
[
−
∫ T0
0
Y⊥(i)(τ)T
(
−12
d2
dτ2
+ 12V
′′(τ)
)
Y⊥(i)(τ)dτ
]
(19)
Here, the matrix Y⊥(τ) is a co-moving basis containing
all vibrational modes orthogonal to the instanton path,
Y⊥(i)(τ) is the i-th column vector of Y⊥(τ) and V′′ is the
matrix of second derivatives of the potential energy with
respect to mass-weighted Cartesian coordinates. P (E)
can then be approximated by
P (E) =
∑
n
1
1 + exp[S0(E−Evib,n − σ/T0)] (20)
with
Evib,n =
D−1∑
i=1
ωi,TS ni (21)
where σ/T0 approximates the zero-point vibrational en-
ergy and Evib,n covers vibrational excitations. In many
cases, the first term of equation (20), the one with
Evib,n = 0, dominates. A similar approach has been
suggested recently.54
In a numerical implementation, instantons are opti-
mized for a given set of oscillation times T0 (or temper-
atures β = T0/~). These provide sets of S0, Eb, ui(E)
or σ(E). The properties required to calculate P (E) for
a given energy E are interpolated. When individual sta-
bility parameters are used, ui(E)/T0(E) is linearly in-
terpolated to iteratively solve equation (16). Then S0 is
linearly interpolated to obtain P (E) via equation (17). If
equation (20) is used, then S0 is linearly interpolated be-
tween the two neighboring occurrences of E = Eb+σ/T0.
At low energy and for large vibrational frequencies, the
sum over n in equation (17) can be truncated after a few
terms, possibly even after the first term. At high ener-
gies, especially when E > ETS,ZPE, many terms must be
included. At high enough energies, however, S0 = 0 and
can be assumed independent of En. The quantization
of vibrational energy levels can therefore be neglected,
which results in
P (E) = (E − ETS)
D−1
(D − 1)!
D−1∏
i=1
(ωi,TS)−1 for E  ETS.
(22)
We use equation (22) for energies above ETS,ZPE + 10×
ωTS,min, with ωTS,min being the smallest vibrational fre-
quency at the transition state perpendicular to the tran-
sition mode. This ensures that the fist 10 quanta of the
vibrations are taken into account explicitly and the con-
tinuous expression is used above.
Up to now, we have only discussed the treatment of
vibrational levels. We consider the rotational motion
to be separable from the internal motion. Our P (E)
is essentially P (E, J) for J = 0. In the J-shifting
approximation64,65 the rotation-dependence of P (E, J)
is taken out of the integral in equation (9):
k(β)QRS(β) =
1
2piQrot,TS×∫ ∞
ERS
P (E, J = 0) exp(−βE)dE (23)
The rotational partition function of the transition state
Qrot,TS is approximated by is classical expression. This is
generally a good approximation. The moments of inertia
are obtained from the transition state geometry.
In practice, instantons are located at pre-defined T0 (or
temperatures) by sequential cooling. To cover the full
temperature range, instantons need to be located until
Eb+σ/T0 < EZPE,RS. The thermal rate is then obtained
via
k(β) = 12pi
Qrot,TS
QRS(β)
∫ ∞
EZPE,RS
P (E) exp(−βE)dE (24)
C. The Stability Parameters ui
Using equations (16) and (17) or equation (20) require
the calculation of the stability parameters ui or at least
of their combination in the form of σ. Methods to calcu-
late these have appeared in the literature. They almost
exclusively consist of integrating the stability matrix dif-
ferential equation.9,66–68 However, it is clear that this
approach is numerically unstable for strong coupling be-
tween the modes and/or for a small number of images P
discretizing the instanton path. The number of images
must be kept small, though, to keep the computational
effort at bay when dealing with energies and its deriva-
tives calculated on the fly. We derived and tested several
approaches to calculate ui(E) or σ(E) and here report on
the four that proved numerically most stable in practice.
All the algorithms described here were implemented in
a development version of the open-source general-purpose
geometry optimizer DL-FIND.69 The code will be made
available to the scientific community in due course.
51. The stability matrix differential equation
The stability parameters ui are found by solving the
linearized equations of motion for the stability matrix
R(τ)9,60,70
d
dτ
R(τ) + F(τ)R(τ) = 0 (25)
where R is a 2D × 2D matrix and
F(τ) =
(
0 −1
−V′′(τ) 0
)
. (26)
The matrix V′′ is the matrix of second derivatives of the
potential energies with respect to the mass-weighted co-
ordinates of the atoms at the point τ along the instanton
path. Equation (25) must be solved for R(T0) with the
initial condition R(0) = 1. The eigenvalues of R(T0) are
in pairs eui and e−ui for each i. Besides the D − 1 sta-
bility parameters, R(T0) has two additional eigenvalues
which are unity and correspond to the movement along
the path. For a molecular system, there are additional 10
(for linear molecules) or 12 eigenvalues of R(T0) which
are unity and correspond to the translation and rota-
tion of the total system. In practice, equation (25) is
solved with an implicit (or backward) Euler algorithm
or, alternatively, a fourth-order Runge–Kutta approach
(RK4), by discretization using the images of the instan-
ton path. RK4 is used in the results section unless noted
otherwise. Solving the stability matrix is a reliable tech-
nique when instanton paths are short. At lower energies,
depending on the number of images P , the eigenvalues
which correspond to movement along the path become
indistinguishable from the ui and the algorithm becomes
numerically unstable, as can be seen in Fig. 1 by the
increase of ui(E)/T0(E) for the lowest three stability pa-
rameters (blue, green and yellow solid curves) at low en-
ergies. Applicability of the method can be extended by
using solely eui and ignoring e−ui , which becomes small
and may become negative due to numerical noise. At too
low energies, eigenvalues which are supposed to be used
to calculate ui show non-zero imaginary parts. In these
cases, we extrapolate by using ui(E) from the lowest en-
ergy for which valid ui were obtained.
2. Stability parameters by eigenvalue tracing
An approximation to equations (25) and (26) can be
found by realizing that for slowly-varying frequencies, the
stability parameters ui(E) can be interpreted as frequen-
cies ωi(τ) perpendicular to the instanton path averaged
along that path,
ui(E) =
∫ T0
0
ωi(τ)dτ. (27)
To achieve that averaging, individual vibrational fre-
quencies need to be traced along the instanton path and
then averaged. To do this, we first construct a reduced
(D − 1) × (D − 1) Hessian matrix V˜′′ at each image of
the instanton. This is found by
V˜′′ = Y⊥TV′′Y⊥, (28)
i.e., projecting the full Hessian onto a basis Y⊥ which
contains all modes perpendicular to the instanton path
at that image and perpendicular to the translational and
rotational eigenvectors. The tangent vector of the in-
stanton path is provided by the eigenvector vtang of the
Hessian of the full instanton, the eigenvalue of which is
zero. The basis Y⊥ does not contain the mode corre-
sponding to vtang, hence its shape D × (D − 1). This
eigenvector vtang provides the tangent of each image of
the instanton. The translational and rotational eigenvec-
tors are constructed as described elsewhere.71
In order to average the eigenvectors to obtain ui(E),
equivalent modes need to be traced along the instanton
path. Such a tracing is possible if V˜′′ is constructed on
a carefully chosen coordinate system. A Gram–Schmidt
process is used to generate Y⊥ at an arbitrary starting
coordinate and to orthogonalize all D− 1 components of
Y⊥ to the tangential vector and all unit vectors of ro-
tation and translation. An initial guess basis is supplied
to the Gram–Schmidt algorithm which can be arbitrarily
chosen for the first image. The eigenvectors of V˜′′ are
found and saved in this reduced basis. For the neighbor-
ing image, the process is repeated, new vectors tangential
to the path and for rotation and translation are found
and a guess must be provided for the remaining D − 1
vectors, this time the set of D − 1 saved eigenvectors of
the previous step having the smallest projection on to
the instanton path are used as the new guess vectors.
This ensures that the Gram–Schmidt process produces a
new coordinate system which is similar to the coordinate
system of the previous step. The eigenvectors of neigh-
boring V˜′′ are represented in roughly similar orthogo-
nal bases, making their eigenvector comparison possible.
The maximum of the dot-products between eigenvectors
of successive images indicate the connection of the modes
along the instanton paths. This process is repeated for
all images along the path. The stability parameter ui(E)
is then simply the arithmetic average of the square roots
of the eigenvalue of mode i. Application of the eigenvalue
tracing along the instanton path is shown in Fig. 3.
Equation (27) is only exact for separable systems and
for a collapsed instanton. In non-separable systems it ap-
proximates equations (25) and (26) quite well as it can
be seen in Fig. 1. An obvious problem with eigenvalue
tracing arises when too few images are used to localize
the instanton path. If there is a loss of coherence between
neighbouring V˜′′ then modes which should be identified
as connected/distinct may be misclassified. The conse-
quence of this can be seen in Fig. 3, the where the cross-
ings might switch to an avoided crossing.
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FIG. 3. Vibrational frequencies of perpendicular modes
traced along the instanton path for the reaction H2 + OH
→ H2O + H on the NN172 potential energy surface.
3. Frequency averaging to approximate σ
Especially for a low number of images P , eigenvalue
tracing becomes numerically unstable. In order to ap-
proximate σ, however, it is sufficient to know the trace
of the square root of the Hessian matrix, which will be
justified in the following. For large frequencies or large
T0, 2 sinh(ui/2) can be approximated by exp(ui/2) which
turns equation (19) into
σ(E) ≈
D−1∑
i=1
ui(E)
2 . (29)
To obtain this, we consider the second line of equa-
tion (19), and recognize the term in round brackets,
− 12 d
2
dτ2 +
1
2V′′(τ), is the Hamiltonian for quantum har-
monic oscillators. This can be replaced with a diagonal
energy-eigenvalue matrix Ω(τ)
Y⊥(i)(τ)T
(
−12
d2
dτ2
+ 12V
′′(τ)
)
Y⊥(i)(τ)→Ω(τ)ii2
(30)
The matrix Ω(τ) does not contain the eigenvalues of
V′′(τ), but rather the eigenvalues of the reduced Hes-
sian V˜′′(τ). In the limit T0 →∞, only the ground states
of the quantum harmonic oscillators make a significant
contribution to the integral in equation (19), thus the el-
ements of Ω(τ) are Ω(τ)ij = δijω˜i(τ). Note, that ω˜i are
the energy-eigenvalues, i.e., the square roots of the eigen-
values of V˜′′(τ). Using the replacement in equation (30),
we discretize the integral over dτ in equation (19) which
may be rewritten
eσ =
D−1∏
i=1
∫
dY⊥,0(i)Y⊥,0(i)T
[
e
∑P
j=1
(
Ω(j)ii
2
)
∆τ
]
Y⊥,0(i),
eσ =
D−1∏
i=1
P∏
j=1
∫
dY⊥,0(i)Y⊥,0(i)T
[
e∆τ
Ω(j)ii
2
]
Y⊥,0(i).
(31)
where Y⊥,0 is an arbitrary, fixed, perpendicular basis.
We are left with the definition of an operator trace. This
formulation for σ has been used elsewhere.52
eσ =
∫
dY⊥,0
〈
Y⊥,0
∣∣∣∣∣e
∑P
j=1
∆τΩ(j)2
∣∣∣∣∣Y⊥,0
〉
,
σ ≈ T02P
P∑
j=1
tr
(
Ω(j)
)
(32)
We see that equation (32) corresponds exactly to equa-
tion (29) given the trace is conducted over D− 1 dimen-
sions and if the P images are spaced evenly in imaginary
time.
In practice, the eigenvalues ω˜i of V˜′′ don’t need to be
calculated explicitly. The square roots ωn,j of the eigen-
values of the Hessian-matrices V′′j of all images j are
calculated. For each image, all D of these ωn(τ) which
belong to any vibrations are summed up. In order to re-
move the contribution along the path, σ is then obtained
as
σ ≈ T02P <
 P∑
j=1
D∑
n=1
ωn,j −
√
〈vtang,j |V′′j |vtang,j〉
 (33)
with vtang,j , again, being the tangent of the instanton
path at image j. It may be that ωn,j is imaginary or
〈vtang,j |V′′j |vtang,j〉 is negative. In both cases, these con-
tributions need to be ignored, only the real part is used.
Since this expression avoids any eigenvalue tracing and
only requires the sum of the eigenvalues at each image it
is numerically more stable for few images or low energies.
It can be expected to be accurate for large frequencies
and/or large T0, i.e., when the approximation in equa-
tion (29) is valid.
4. The product of eigenvalues of the full Hessian to
approximate σ
The numerically most stable fall-back option we found
is to use the Hessian of the full instanton, i.e., the matrix
of second derivatives of the Euclidean action with re-
spect to all atom coordinates of all images. This matrix
is required to calculate the temperature-dependent rate
constant directly (“canonical instanton”).25 The eigen-
values λi of that full Hessian accounts for the fluctua-
tions perpendicular and along the instanton path. It is
7not directly possible to obtain ui from these, but since σ
covers the fluctuations perpendicular to the path, this is
available by projection.
The eigenvectors associated to the λi are denoted by vi.
One λ is zero, its eigenvector vtang provides the tangent
to the instanton path. It is scaled to have unit-length for
each image. 〈vi|vtang〉 is the projection of an arbitrary
eigenvector on the tangent. It is between between 0 and
1 for each eigenvector,
∑NP−1
i=1 〈vi|vtang〉2 = P − 1. With
that, the fluctuations perpendicular to the path result in
exp(σ) =
(
β
P
)(N−1)P NP−1∏
i=1
√
|λinst,i|1−〈vi|vtang〉2 (34)
where N is the number of degrees of freedom in the sys-
tem, not the number of atoms. Equation (34) is correct
if there are no zero modes due to rotation and transla-
tion. If there are, however, they have to be taken out of
the product, this could be done via similar projections as
in equation (34). However, we use the analytical expres-
sion of the eigenvalues of the instanton-Hessian relating
to zero vibrational frequencies:
λ0,i = 4
(
P
β
)2
sin2(ipi/P ) i = 1, . . . , P (35)
The product of all these eigenvalues except the last one
which is zero is termed A0:
A0 =
P−1∏
i=1
λ0,i (36)
with that, for N0 zero modes (N0 = N −D)
exp(σ) =
(
β
P
)(N−1−N0)P 1
AN00
×
NP−1−N0∏
i=1
√
|λinst,i|1−〈vi|vtang〉2 (37)
where all zero eigenvalues are ignored in the product.
From that, we obtain σ′ as σ′ = σ/T0. This is only accu-
rate if equation (29) is fulfilled, i.e. for large frequencies.
Apart from the methods described here, which turned
out to be the most promising ones, we tested several other
approaches. For example rather than averaging frequen-
cies, it is possible to average the Hessian matrices V′′
with the component tangentially to the path removed.
The eigenvalues of the resulting averaged Hessian can
be used as approximations for ui(E)/T0(E). For an in-
stanton path which couples strongly to other vibrational
modes, the removal is not exact, though.
III. APPLICATIONS
As a numerical test of our derivations we apply them
to two chemical systems, one described by a fitted po-
tential energy surface, the other one with energies, gra-
dients and Hessians calculated on the fly from DFT. As a
first test system we chose the reaction H2 + OH → H2O
+ H, which has been investigated in great detail in the
literature.56,72,75–86 Among the many potential energy
surfaces (PES) available, we use the old one by Schatz
and Elgersma.73,74 The reason is that for this surface,
we have “exact” reference data for P (E) from quantum
dynamics calculations with a time-independent grid rep-
resentation and the generalized minimum residual (GM-
RES) method available.75,76 The choice of the potential
and the system was made to compare to other meth-
ods rather than to provide new physical insight into that
particular reaction. The results we obtained are shown
in Fig. 4. All calculations were done in DL-FIND.69
The results for P (E) are shown in the left panel
of Fig. 4. While it is possible to find instantons for
E < ERS,ZPE, the resulting data are not necessary for
the calculation of thermal rate constants (right panel)
using equation (24). All methods we tested show a sim-
ilar dependence of P on E. This four-atom system has
five stability parameters ui(E) perpendicular to the in-
stanton path. Since here we have an analytical expression
for the potential energy surface, we can use many images
(up to P = 400 was used), so that even solving the sta-
bility matrix differential equation equation (25) is stable
enough. The results are very similar to eigenvalue trac-
ing. In both of these approaches, equation (16) and (17)
were used to obtain P (E). Even though P (E) obtained
from solving the stability matrix differential equation and
eigenvalue tracing look very similar, the resulting ther-
mal rate constants are somewhat different (∼13%) at low
temperature. While this emphasizes that very accurate
cumulative reaction probabilities are required to calcu-
late thermal rate constants in the range of deep tunnel-
ing, such small differences are probably negligible in prac-
tical applications. Obtaining P (E) from equation (20)
via σ using frequency averaging or obtaining σ from the
full Hessian of the Euclidean action results in pretty good
approximations as well. This is the case even though
rather small frequencies perpendicular to the instanton
are present, in which case the approximation of equa-
tion (29) may be questioned. It seems to work well in
practice, though. The smallest frequency at the reactant
side of the instanton (in the pre-reactive minimum) is
only 173 cm−1 (ω = 7.9 × 10−4 a.u.) on the PES we
used.
For comparison Fig. 4 and Fig. 6 also show rate con-
stants calculated with harmonic transition state the-
ory (HTST) with the full quantum mechanical partition
functions of harmonic oscillators used for all vibrations.
Thus, they include ZPE, but no tunneling. Additionally,
a curve with HTST corrected for tunneling through
a symmetric Eckart barrier (height and ω¯TS matched to
the PES) is shown.
Our values for the cumulative reaction probability
P (E) agree very well with the reference values found
by quantum dynamics. Small fluctuations are smoothed
out by the thermal averaging. This means that the ap-
proximations made in instanton theory, most of all the
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FIG. 5. Robustness of the different methods to calculate the
rate constant with change in the number of images P of the
instanton. Rate constants at T = 105 K for the reaction
H2 + OH → H2O + H on the Schatz–Elgersma surface73,74
are compared. The solution of the stability matrix differen-
tial equation was performed with a fourth-order Runge–Kutta
method (RK4), as well as with the backward Euler approach.
semiclassical approximation, are valid for this system.
A large number of images P can be used for a small
system like H2 + OH → H2O + H, especially when us-
ing a fitted potential energy surface. When the energies,
gradients, and Hessians must be calculated on the fly by
electronic structure theory, however, P is limited. There-
fore, we checked how strongly the thermal rate constant
obtained via equation (24) with P (E) calculated with the
different methods depends on P . The results for one tem-
perature (T = 105 K) are shown in Fig. 5, comparison
for the full temperature range is given in the support-
ing information. The number of images P has been kept
constant for the whole range of Eb. It is obvious from
Fig. 5 that frequency averaging and eigenvalue tracing
are rather stable at few images while σ obtained from
the product of the full Hessian causes a significant error
for small P . The solution of the stability matrix differen-
tial equation is also somewhat sensitive to the number of
images and breaks down for P = 40 when using the Eu-
ler method. It should be noted that canonical instanton
results at the same temperature also depend strongly on
P , which is well-known.25,34
In order to compare our approaches on a yet more re-
alistic calculation, we applied them to the reaction H +
HNCO→ NH2CO for which energies, gradients and Hes-
sians were obtained on the fly from density functional cal-
culations. The new calculations were done in DL-FIND69
via ChemShell,87,88 details of the theoretical treatment
are given elsewhere.47 The energy and its derivatives con-
tain numerical noise due to the incompleteness of the
SCF iterations and other approximations. Only P = 40
images were used to optimize instantons down to 135 K
and P = 78 below that. Instantons down to 100 K were
used, which is not quite sufficient to obtain P (E) down
to ERS,ZPE. The effect can be seen in Fig. 6: at low
energies, P (E) had to be extrapolated. The change in
P leads to a noticeable step in P (E). Stable solution of
the stability matrix differential equation could only be
achieved for high energies, see Fig. 7. The limit of sta-
bility is indicated as a thin vertical line. The last value
of ui(E) to the right of the line was used at lower E.
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The canonical rate constants agree reasonably well with
those obtained from canonical instanton theory. It is ob-
vious from Fig. 6 that all methods lead to higher rate
constants than canonical instanton theory. Overall, it is
clear that real-world applications with numerical noise in
the potential energy surface and limited P lead to chal-
lenges but can be successfully treated with the algorithms
presented.
IV. DISCUSSION
Microcanonical instanton theory allows the calculation
of rate constants in bimolecular reactions under low-
pressure conditions, i.e. in conditions in which a pre-
reactive minimum will not thermally equilibrate. It also
provides thermal rate constants over the full temperature
range. The problem of canonical semiclassical instan-
ton theory breaking down at Tc is avoided intrinsically.
Both of these advantages offer significant opportunities
to study chemical processes at low temperature.
The use of microcanonical instanton theory poses chal-
lenges as well, however. In order to calculate any
thermal rate constant, instanton calculations along the
whole temperature or energy range (T0 corresponds to
β~ = ~/(kBT ) in canonical calculations) from Tc to
Eb + σ/T0 < ERS,ZPE need to be performed in principle.
In practice, one can extrapolate to some extent, as shown
for the case of H + HNCO → NH2CO in Fig. 6. Each of
these instanton calculations needs to be converged with
respect to the number of images P . Convergence can be
slow, as shown in Fig. 5, but is still generally faster than
for canonical instanton theory. In the latter, the rate con-
stant at a specific temperature, as long as this tempera-
ture is well below Tc, can be provided with high accuracy
by converging with respect to P . Using microcanonical
theory, it is easier to provide a rough approximation of
the rate constant over a larger temperature range.
Another important difference between canonical and
microcanonical instanton theory is the number of choices
of methods an approximations. In canonical instanton
theory, over the last years a set of reliable algorithms
was established: searching for instantons using a modi-
10
fied Newton–Raphson converges fast and reliably,25 the
rate constant is calculated via the diagonalization of the
full Hessian of the Euclidean action21,24 and the rota-
tional partition function, using J-shifting, is calculated
from the geometries of the images34 along the instanton
path.89 The only remaining choice or parameter is the
number of images. Rate constants need to be converged
with respect to that. In the microcanonical case, such
a generally recommendable algorithm is not established
yet. Not even a unique, recommendable rate expression
is known at present. Equation (15) is the direct con-
sequence of the semiclassical treatment of equation (8),
but inapplicable in practice. The combination of equa-
tion (16) and equation (17) seems a promising way out,
but using equation (20) may be equally justified. Even
with a given rate expression, the question of how to calcu-
late the stability parameters ui(E) or their combination
σ remains. Here, we presented the four most promising
approaches of several others we have tried. Practical ap-
plication to many other cases will have to show which
algorithm proves the most promising.
V. CONCLUSIONS
Based on different rate expressions for microcanonical
instanton rate constants, we have proposed and tested
several algorithms to calculate the required stability pa-
rameters for non-separable molecular systems, i.e. sys-
tems in which the vibrational modes perpendicular to
the instanton path couple to vibrations along the path.
Any realistic molecules are non-separable. We found the
traditional way of integrating the stability matrix differ-
ential equation numerically unstable in general. Stability
parameters can, however, also be obtained as vibrational
frequencies, averaged along the instanton path. With
that, the tracing of Hessian eigenvalues along the instan-
ton path and averaging of the corresponding frequencies
leads to an accurate and generally more stable algorithm
to derive ui(E). An alternative is to average all frequen-
cies and use σ rather than the individual ui(E) in the
rate expression. In that case, no tracing is necessary,
since all Hessian eigenvalues are averaged. Yet another
approach is to obtain σ from all fluctuations of all images
perpendicular to the path by using the full Hessian of the
Euclidean action. All methods presented here have their
merits in practical applications. Eigenvalue tracing and
frequency averaging were shown to be particularly stable
at small numbers of images to discretize the instanton
path.
Overall, we provide viable approaches to calculate mi-
crocanonical instanton rate constants and cumulative re-
action probabilities. These have the advantage that they
provide rate constants over the whole temperature range
without the breakdown of canonical instanton theory at
Tc and its inaccuracies close to it.
VI. SUPPLEMENTARY MATERIAL
Graphs showing the dependence of the rate constants
on the number of images for the different approximations.
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