be viewed in probabilistic terms by noting that the initial state A new algorithm for particle filter initialization for multidistribution is assumed to be a uniform distribution between sensor bearing only tracking is developed to enhance tracker the two known limits of the initial range. This uniform distriperformance and stability. Multiple bearing observations are bution is sampled in a deterministic manner using a geometric used by a least squares technique to form multiple initial posequence where each sample is used by a different EKF. sition estimates; these estimates are in turn used to compute
each initialized with a different range by noting that each particle can be considered a simple filter that is initialized with a different range that is randomly picked. Moreover, the deter-1. INTRODUCTION ministic sampling of the RPEKF is expanded to a stochastic sampling of the initial state distribution by the particle filter.
The initialization algorithm is tested using simulated tracks, be effectively tackled using Sequential Monte Carlo methods it is compared against an EKF algorithm which is initialized such as the particle filter [3] . The particle filter is a nonlinear with the ground truth data. By observing the initial perforestimation technique which obtains a discrete approximation of he ptial iltrin desit. Hwevr, diectappicaion mance of both the EKF and the particle filter, it iS clear that ototprbleaticn the newly developed initialization technique method performs of the particle filter to bearing only tracking is well. Moreover .. method, on average, performs equally well as initializing the ior. The past work on this topic focuses on strategies for ini-filter with the true initial state which is the best possible initializing the extended Kalman filter (EKF) in modified polar tialization.
coordinates domain [1] or by using a bank of range parameterized extended Kalman filters (RPEKF) [2] . In this paper, a new method for particle filter initialization is presented for the case of multiple bearing only sensors.
PROBLEM FORMULATION
The classical algorithms for bearing only tracking, the EKF and RPEKF, operate by linearizing the nonlinear state space and then applying the well known Kalman filter to this Consider a target moving in two dimensional space with posilinearized state space. The RPEKF algorithm deals with the tion coordinates (x, Yin) and velocity components (vt, vn) 
PARTICLE FILTERS AND INITIAL STATE
In order to initialize the particle filter, most work in the litera-DISTRIBUTION ture assumes a known initial state distribution pu(Xo). Given this initial state distribution, the particle filter initializes its A well known tracking algorithm that has shown good perforparticles by sampling directly from this distribution and setmance in dealing with nonlinear systems is the particle filter ting all weights to be equal to each other. This initialization [3] . This algorithm is a statistical recursive filter that obtains procedure can be written, an estimate in a Bayesian sense by computing the a posteriori probability density p(XnY0:n). It turns out that this denXi ,(XO) (4) sity cannot be computed analytically except for special state 1/N.
(5) space models (such as the Kalman filter for the Gaussianlinear model). Therefore, the particle filter resorts to a Monte Note that it is assumed that the initial distribution must be Carlo sampling strategy that allows to obtain a discrete ap-known exactly; in many applications this is not a valid asproximation of the filtering probability density. The partisumption and the particle filter must be initialized from the cle filter uses a set of N simulated states, or particles, X' first available measurement or other prior information. Good and their corresponding weights wh for each time instance n filter initialization allows the filter to lock into the target's where i indexes the particles. These particles, {wh, Xn}, , track and quickly convergence to its steady state performance.
In This is an over-determined matrix equation since A is not a where c is an appropriate scalar value that turns ,u(Xo) into square matrix, a single solution does not exist so one may opt a probability density. This truncated normal distribution can then be sampled from by the particle filter in a straightforward compared against an extended Kalman filter which is initialmanner as in Equation (4). Also, if the prior information of ized with the initial ground truth state. In other words, the the initial range is sufficiently accurate; one can modify the EKF's initialization is optimal while the particle filter uses least squares procedure to a linearly constrained least squares the non-perfect initialization. It is clear from Figure 2 that procedure. In such a case, the constraint can be written on average, the initialization of the particle filter produces the same initial performance as that of the EKF initialized with r7 [1, 1 -,1] . Lri, r2 -' -rK] . ro [1, 1 -,1] the true state. Therefore, we can conclude that on average, the initialization method suggested above performs as well in order to prevent any estimates from falling outside the alas a tracker initialized with the true initial state of the target. lowed values for the initial range.
This result shows very satisfactory performance by the initialization scheme that will prevent any tracker divergence due to 5. SIMULATIONS initialization errors.
We simulate a configuration of three stationary bearing only 6. CONCLUSION sensors. We compare the initial performance of the EKF initialized with the ground truth and a particle filter initialized In this paper, a new initialization scheme is presented to iniusing the new initialization scheme described above. The tialize a particle filter tracker using multiple bearing obsersimulations are done by generating 50 Monte Carlo tracks vations. The tracking algorithm is a particle filter, this filter with identical initial state and model parameters and performcan approximate the true optimal filtering density for arbiing the tracking on each one. The error metric used in these trary nonlinear and non-Gaussian state space systems. The simulations is root mean square error (RMSE). The RMSE particle filter is initialized by the initial state distribution that errors for each track are averaged to produce an overall initial is constructed using the available bearing observations. This performance graph. Figure 2 shows 
