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Abstract
This paper presents Wireless Sensor Network (WSN) based Wildﬁre Hazard Prediction (WFHP) system. A sys-
tematic description of architectural details and requirements ofWSN forWFHP applications is presented. A TrueTime
model of WSN architecture is built in Matlab environment taking into account the requirements for in-network pro-
cessing of WFHP for spatially explicit locations in forest layer. The model performance in terms of network latency,
energy consumption, and scalability is analyzed through simulation. Veriﬁcation of model sanity and performance are
carried out taking real weather datasets and their corresponding wildﬁre hazard outputs as benchmarks. Simulation
results show the eﬃciency and applicability of the model to real wildﬁre hazard prediction system.
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1. Introduction
Wildﬁres occur in natural environment such as forest or prairie and take hold burning uncontrollably [1]. Wildﬁres
are often very diﬃcult to predict and control. They spread fast easily reaching and endangering homes, property
and lives [2]. Wildﬁres are usually not spotted until they spread to a large extent, by which time it is diﬃcult to
bring them under control. To prevent wildﬁres and attack ﬁres before they can get out of control, WFHP systems
are employed to predict where the most likely areas for ﬁre are at certain times, specially, during ﬁre seasons [3].
Many countries worldwide use Fire Weather Index system (FWI) [4] for wildﬁre danger prediction. The FWI system
generates national maps of ﬁre danger ratings which are used in trend forecasts. FWI system computations are based
on once-daily observations from the ﬁre weather network [4] which are comprised of several metrology stations
(weather stations) sparsely distributed throughout the country and satellite communication. These observations are
reported to the central processing and repository centers (CPRC) where they are used each day at noon local time
to generate ﬁre danger maps [5]. However, due to the nature of the communications used (satellite communication)
and observation stations, the FWI system inherit several drawbacks; Limited measurement points due to the cost of
metrology station set up and maintenance, A 24 hours time interval between ﬁre hazard reports due to the nature and
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cost of satellite communication, no means of querying a particular domain of locations for ﬁre hazard ratings, low
conﬁdence values of ﬁre ratings for locations further away from the metrology stations, and emergency deployment
of the system at new regions is too slow. To address the drawbacks mentioned above a wireless sensor network based
wildﬁre hazard prediction (WSN-WFHP) system model has been developed in this research. WSN-WFHP system
has several advantages such as high prediction certainty, timely hazard prediction, energy eﬃciency, low-cost weather
observation sensors, simple and rapidly deployable as well as being complimentary to the current FWI system. The
characteristics and properties of the WSN-WFHP system model are described below.
2. Related work
Wireless sensor networks have recently been used in a number of applications such as; wildﬁre prediction, de-
tection, and monitoring applications. The area of wildﬁre prediction, detection and monitoring utilizing WSN has
been investigated by several researchers [6, 2, 7, 8, 9, 10, 11, 12, 3, 13, 14, 15, 16]. Forest ﬁre detection using WSN
equipped with only Light and Temperature sensors has been investigated [6]. Using light and temperature data as
inputs to information fusion algorithm to detect forest ﬁres in the absence of other required sensors [6]. Sensor fusion
technique to enhance performance of early forest ﬁre detection and ﬁre location estimation for Urban-Rural-Interface
[2]. While [6] and [2] both detect forest ﬁres based on the inference from sensor fusion, they did not consider estab-
lished forest ﬁre model such as FWI as in our work. The main challenge in WSN applications is managing energy
consumption to impart long network lifetime [7, 8]. It is known that communication is the largest energy consumer
in WSN system [9, 10, 11]. Towards this goal, [12] proposes a continuous sliding windows skyline (attribute space)
computing algorithm for data suppression to minimize needless communication between sensor nodes for early forest
ﬁre detection. However, the multidimensional attribute spaces (skylines) are merely an indication of ﬁre probability
and lacks measure of possible ﬁre spread and other important components of ﬁre prediction found in FWI system.
The requirements, considerations and experiences gained in the development and pilot implementation of the in-situ
self-organizing network for forest temperature and wildﬁre monitoring are presented in some details in [3]. Other
dimensions of the problem such as utilizing short message serve through global system for mobile (GSM) commu-
nication technology for early bushﬁre warning [13], detection and verifying rural and forest ﬁre using WSN and IP
camera in a wireless network [14], and performance of WSN tracking ﬁre spread where motes are protected with a
thermal insulation [15] are also attempted. The works of [3, 13, 14, 15] are all based on centralized data processing
to detect forest ﬁres which is not robust to a single point of failures. The only work on application of WSN for early
detection and modelling of forest ﬁres based on FWI system is the work by [16]. [16] model the early forest ﬁre
detection problem as a k-coverage problem so as to estimate the diﬀerent components of the FWI system. In their
work, sensor cells compute FWI and FFMC (ﬁne fuel moisture code) and periodically forward these values to a pro-
cessing center. Their main focus is mainly on the degree of coverage (sensors density) to achieve a set FWI and FFMC
accuracy for a give area. In contrast, this paper focuses on WSN architecture for distributed incremental in network
processing of all the components of FWI system.
3. WSN-WFHP
The proposed WSN-WFHP system consists of wireless sensor network organized in two-tiered cluster of weather
sensor nodes as shown in Figure1. The weather sensor nodes are low-cost sensors capable of capturing weather
data, processing weather observations and communicate using short range wireless communication. These weather
sensor nodes are used as current sources similar to the metrology stations in FWI system. In addition, the weather
sensor nodes compute partial ﬁre hazard prediction and runs wireless communication protocol stack to ensure network
connectivity, organization and integrity. The ﬁrst tier of WSN-WFHP system consists of the links between weather
sensor nodes and cluster head nodes. While the second tier consists of the link between cluster heads and sink (central
coordinator node) links. The communication links here are low power industrial, scientiﬁc and medical (ISM) band
wireless communication unlike satellite link in FWI system.
3.1. WSN-WFHP architecture
The weather sensor nodes are typical wireless sensor nodes with limited energy and computational resources.
The energy cost of data transmission in wireless sensor networks is known to be several orders larger than that of
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Figure 1: Cluster organization of the proposed WSN-WFHP system.
computation [10]. This limitation usually calls for maximizing local computations and minimizing raw data transmis-
sion [11]. In WSN-WFHP system, computation of the complete ﬁre hazard prediction algorithm at individual sensor
nodes is too resource intensive. On the other hand, transmission of raw weather observations long distance to the
sink is too energy extensive. Therefore an architecture whereby individual weather sensor nodes accomplish partial
ﬁre hazard prediction and transmit the partial prediction information to intermediate nodes (cluster heads) which in
turn aggregates and computes further semi-ﬁre hazard prediction before transmitting to the sink is designed. In this
work, in-network distributed WFHP processing is designed to achieve energy eﬃciency and extended network life-
time. Based on two-tiered cluster architecture involving mobile nodes and backup nodes, this system presents unique
and robust WSN architecture for wildﬁre hazard modeling and prediction application. Architectural details of the
system are described below with three main aspects; two-tiered cluster architecture, in-network distributed WFHP
processing, and mobile relief nodes and backup nodes.
3.1.1. Two-tiered cluster architecture
Three categories of functionally distinct wireless sensor node types namely Sensor nodes (SN), cluster head
nodes(CHN), and central coordinator node (CCN) are deployed within target area to autonomously form a two-tiered
cluster architecture. The SNs form the ﬁrst level of the two-tiered cluster hierarchy. The CHNs form the next level
cluster hierarchy and the CCN node is at the top level of the hierarchy as shown in 1. The nodes deployment may be
random. However, for this particular application the CH nodes are located at optimal locations such that every SN is
within transmission range of at least one CHN and every CHN is within radio range of at least another CHN that can
directly or indirectly reach the CCN node. The CCN forms a network on a given wireless channel and broadcasts a
signal to recruit CHNs. The CHNs once join the network themselves broadcast a signal to recruit SNs. The SNs that
receive the broadcast signals choose the closest CHN among the CHNs they can reach and join the cluster as member
nodes. A CHN can reject SNs to join its cluster once it has admitted a given maximum number of member nodes so
that balanced clustering can be achieved.
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Figure 2: Weather sensor model
3.1.2. In-network distributed WFHP processing
Once the clustering is achieved and stable two-tiered architecture is formed, the steady state operation of the
network proceeds. At this stage, the CHNs sample and instantly broadcast wind speed and rainfall values to their
cluster members and wait for their responses. The SNs on receiving the wind speed and rainfall values immediately
start sampling ambient temperature and relative humidity. The SNs then compute partial WFHP indices using the
weather data (wind speed, rainfall, temperature, and relative humidity). Every SN then transmits the partial WFHP
indices to its CHN. The CHNs, if received WFHP information from their member nodes within a given time period,
proceed computing the semi-WFHP and transmit these information to the CCN node. The CCN node transmits the
semi-WFHP information to the central processing and repository center (CPARC). The CPARC computes the WFHP
for each SN location. The CPARC then stores the WFHP of each SN to the weather database which feeds the PC
application for modelling, analysis and system reconﬁguration. This cycle will be repeated for the duration of the
steady state stage until the result of the PC application suggests system reconﬁguration.
3.1.3. Mobile relief nodes and backup nodes
The mobile nodes in this architecture are guest nodes that are allowed to enter and leave the network as desired.
They are typically ﬁtted to the ﬁre ﬁghter gadgets, personnel or vehicles. They play the role of monitoring ﬁre ﬁghter
safety through vital signs sensors and relieving energy constrained CHNs from long range transmissions. Mobiles
nodes eﬀectively come into the network during high ﬁre hazards as the ﬁre ﬁghters arrive at the location to bring the
situation under control. During these situations as the ﬁre ﬁghters roam the hazard area, the mobile nodes allocated to
the ﬁre ﬁghters or their equipments assist in forwarding information to CCN on behalf of the closest CHN. The other
aspect of this architecture is the backup cluster head nodes role and activities. Since the CHNs are local aggregators
of member SNs, failure at the cluster head results in large information loss. Therefore this architecture supports the
CHNs with idle back up cluster head nodes. The backup cluster head nodes remain in idle listening mode till they
discover that the CHN they support is critically low on energy or malfunctioned. In such situations the backup cluster
head nodes immediately assume the role of the CHNs. The demoted CHNs in turn assume the role of backup cluster
head nodes and cease the opportunity to recharge their battery through the solar panel onboard.
4. WSN-WFHP models
Weather Sensor Node model: The weather sensor node model consists of a kernel, several sensors, a wireless
radio transceiver, and energy source. The kernel provides modelling of Microcontroller unit with memory, signal
conditioning circuitry and peripherals to interface sensors. The node model settings are based on TI’s MSP430F2274
Microcontroller, CC2530 IEEE802.15.4 radio model, powered from two AAA size batteries of each 1.5 Volts and
1200 mAh. A TrueTime model of weather sensor node is shown in Figure 2.
Wireless Sensor network Model: The WSN-WFHP model consists of the weather sensor models linked through
TrueTime ZigBee wireless network. The weather sensor nodes cluster organization, data transmit period for each
node, WFHP processing algorithms and processing time delays are conﬁgured through Matlab scripts which are
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The WSN-WFHP Model Parameters
Model Parameter Value Model Parameters Value
Network Type ZigBee Receiver signal threshold (dBm) -85
Network Number 1 Path-loss exponent 3.5
Number of Nodes 19 ACK timeout (sec) .0004
Data rate (bits/s) 25000 Retry limit 5
Minimum frame size (bits) 16 Error coding threshold 0.03
Transmit power (dBm) 0
Table 1: The WSN-WFHP model parameters
attached to the model through an interface dialog. The model takes the path-loss of the radio signals into account
taking x and y inputs to specify the true location of the weather sensor nodes. The WSN-WFHP set model parameters
are shown in Table 1.
5. WSN-WFHP simulation
TheWSN-WFHP systemmodel described in section 4 is set up for simulation. The initial simulation conﬁguration
has consisted of 16 weather sensor nodes self-organizing themselves autonomously into two clusters. Once steady
wireless network state is achieved, the weather sensor nodes acquire weather data from a speciﬁc input ﬁle and send
partial ﬁre hazard indices to their respective cluster heads every 30 Seconds and varied when required. The cluster
head nodes upon receiving indices compute semi-ﬁre hazard indices and transmit the same to the sink for further
processing. The initial simulation conﬁguration only consisted of 16 weather sensor nodes for the purpose of ﬁre
hazard prediction model sanity check. However the rest of the simulation has consisted of up to 200 weather sensor
nodes and 25 cluster head nodes within an area of 1.72 Sqauare Killometers to mimic a naturally dense WSN. The
minimum number of sensor nodes used in simulation setups to investigate the eﬀect of number of sensor nodes on
ﬁre prediction results has been set to 16. This is because simulations showed that weather network of less than 16
nodes only captured mimimal network dynamics such as data collision and packet latency which is not the case in real
weather network scenario.
5.1. Model sanity
The WSN-WFHP model is simulated for sanity check feeding inputs from real weather data sets with known
wildﬁre hazard prediction results. The real dataset consists of 24 records of wind speed, rainfall, temperature, relative
humidity measured hourly over the last 24 hours for each 100 adjacent pixels of a given area, and one record of FWI
system calculated ﬁre danger prediction rating, and ease of ﬁre ignition rating for each pixel over the same time
period (24 hours). 100 WSN-WFHP sensor node models are each given wind speed, rainfall, temperature, relative
humidity from a single pixel every hour. The WSN-WFHP sensor node models each produced ﬁre danger prediction
rating, and ease of ﬁre ignition rating every hour. The average over 24 hours of model produced ﬁre danger prediction
rating, and ease of ﬁre ignition rating and the FWI produces ﬁre danger prediction rating, and ease of ﬁre ignition
rating are ploted in Figure 3 and Figure 4 respectively. This experiment has been repeated for diﬀerent number of
sensor nodes (16 to 200). From the wildﬁre hazard prediction point of view the WSN-WFHP model average error is
in order of about 15 % in all cases.
5.2. End-to-end delay
The average end-to-end delay of the WSN-WFHP model is shown in Figure 5. This is the sum of transmission,
propagation, WFHP processing and queuing delays. In this simulation the sensor nodes transmit their partial pre-
diction information every 60 seconds. The cluster heads process semi-prediction and queue packets for transmission
as soon as the channel is available. 18 weather sensor nodes and two cluster head nodes computing for the wireless
channel, the maximum delay observed is 10 seconds, with an average delay of 5.0747 seconds. This has been repeated
for 54 weather sensor nodes and six cluster heads node and similar result has been observed as shown in Figure 6.
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Figure 3: Comparison of WSN-WFHP and FWI
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Figure 4: Comparison of WSN-WFHP index and FWI index
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Figure 5: Average end-to-end delay
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Figure 6: Average end-to-end delay
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Figure 7: Packet loss performance
5.3. Packet loss
The WSN-WFHP model is evaluated for the amount of data packets loss under diﬀerent sensors data transmit
period and whether the amount of packets dropped have signiﬁcant impact on the hazard prediction results. The
simulation scenario involves sensor nodes transmitting data packets at varying data transmit periods. The results
obtained as shown in Figure 7 indicates that the number of packet loss decreases exponentially as sensors transmit
data packets less frequently for a network of 16, 54 and 90 weather sensor nodes. The prediction results obtained under
this scenario indicates that data collusion is not an issue at such network scales as long as the number of packet losses
are not signiﬁcantly high for a given cluster of sensor nodes. This also shows the fault tolerance of the WSN-WFHP
under these conditions.
5.4. Energy consumption
The model’s energy consumption is analysed based on the TrueTime battery model. The battery model computes
energy consumption due to kernel data processing, packet transmission/reception, and idle waiting consumption. The
battery performance of the model is shown in Figure 8. The energy source is two AAA batteries of each 1200mAh (2
x 1200 mAh). The Figure shows a simulation of WSN-WFHP application for continues run till the battery remaining
power is below 300 mAh for both weather sensor nodes and cluster head nodes.
6. Conclusion
This paper presents a wireless sensor network based wildﬁre hazard prediction system through TrueTime mod-
elling and simulation software. The WSN-WFHP model sanity has been veriﬁed through real wildﬁre datasets. Dis-
tributed in-network processing of wildﬁre hazard prediction based on WSN has several advantages while producing
similar results to satellite communication based FWI system. The end-to-end delay, packet loss and energy consump-
tion performance of WSN model have been observed through simulations. The simulation results indicate that for
two-tiered WSN architecture, the inﬂuence of end-to-end delay, energy consumption and packet loss on the wild-
ﬁre hazard prediction results is tolerable. This system provides high spatial and temporal resolution wildﬁre hazard
prediction system which is cost-eﬀective, energy eﬃcient, easily deployable for emergency situations and provides
means for interactions.
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Figure 8: Energy consumption performance
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