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ON THE NON-DEGENERACY OF KENDALL’S AND SPEARMAN’S
CORRELATION COEFFICIENTS
IOSIF PINELIS
Abstract. Hoeffding proved that Kendall’s and Spearman’s nonparametric measures of
correlation between two continuous random variables X and Y are each asymptotically
normal with an asymptotic variance of the form σ2/n – provided the non-degeneracy
condition σ2 > 0 holds, where σ2 is a certain (always nonnegative) expression which is
determined by the joint distribution (say µ) of X and Y . Sufficient conditions for σ2 > 0
in terms of the support set (say S) of µ are given, the same for both correlation statistics.
One of them is that there exist a rectangle with all its vertices in S, sides parallel to the
X and Y axes, and an interior point also in S. Another sufficient condition is that the
Lebesgue measure of S be nonzero.
1. Introduction
Let (X,Y ) be a random point in R2 with a (joint) cumulative distribution function
(c.d.f.) F and continuous marginal c.d.f.’s FX and FY , so that F (x, y) = P(X 6 x, Y 6 y),
FX(x) = P(X 6 x), and FY (y) = P(Y 6 y) for all real x and y. Then F is continuous as
well, since |F (x2, y2)−F (x1, y1)| 6 |FX(x2)−FX(x1)|+|FY (y2)−FY (y1)| for all x1, y1, x2, y2
in R. Vice versa, if F (x, y) is continuous in x for each real y, then 0 = F (x, y)−F (x−, y) =
P(X = x, Y 6 y) −→
y→∞
P(X = x) = FX(x) − FX(x−), so that FX is continuous. Similarly,
if F (x, y) is continuous in y for each real x, then FY is continuous. So, the marginal c.d.f.’s
FX and FY are continuous iff the joint c.d.f. F is so; in such a case, one may simply say
that the distribution of (X,Y ) is continuous.
Let µ = µX,Y denote the measure that is the probability distribution of (X,Y ). Let
S = SX,Y stand for the set in R
2 that is the support of µ
(
defined as the intersection of all
closed sets of µ-measure 1; then S is the smallest of all such sets, and also S coincides with
the set of all x ∈ R2 such that µ(Bε(x)) > 0 for all ε > 0, where Bε(x) is the (say open)
disk of radius ε centered at x
)
.
The most common nonparametric statistics that measure association between X and Y
are Spearman’s rank correlation [3] and Kendall’s difference sign correlation [2], usually
denoted by ρ and τ , respectively. These statistics are based on a sample of independent
random points (X1, Y1), . . . , (Xn, Yn) each having the same distribution as the random point
(X,Y ). In his landmark paper [1], Hoeffding proved that ρ and τ are each asymptotically
normal as n → ∞ with an asymptotic variance of the form σ2κ/n — provided the non-
degeneracy condition σ2κ > 0 holds, where κ is either ρ or τ , and σ
2
κ is a certain (always
nonnegative) expression which is determined by the c.d.f. F . It is therefore important to
have convenient criteria for the non-degeneracy condition σ2κ > 0.
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2. Kendall’s τ
As follows from Hoeffding [1, (9.13)], σ2τ = 0 iff the function dτ defined by the formula
dτ (x, y) := F (x, y)−
(
FX(x) + FY (y)
)
/2
is constant on a set (say A) of µ-measure 1; then dτ must be constant on the closure of A
(since dτ is a continuous function) and hence on S. That is, one has
Proposition 2.1. σ2τ = 0 iff dτ is constant on S.
Even in such simple cases as the ones considered in examples given at the end of this
section, it may be not quite immediately obvious based on Proposition 2.1 whether the
distribution of τ is asymptotically non-degenerate, in the sense that σ2τ > 0. However, we
shall give simple conditions sufficient for such non-degeneracy.
In what follows, the term rectangle means a nonempty set of the form (x1, x2]× (y1, y2];
the points (x1, y1), (x1, y2), (x2, y1), (x2, y2) in R
2 are then naturally called the vertices of
the rectangle.
Lemma 2.2. Suppose that S contains all the four vertices and also an interior point of a
rectangle; then σ2τ > 0.
Proof. Assume, to the contrary, that σ2τ = 0. Then, by Proposition 2.1, dτ is constant on S.
On the other hand, one has 5 points (x∗, y∗), (x1, y1), (x1, y2), (x2, y1), (x2, y2) in S such
that x1 < x∗ < x2 and y1 < y∗ < y2. So, in view of the definition of S,
(2.1)
0 < µ
(
(x1, x2)× (y1, y2)
)
6 µ
(
(x1, x2]× (y1, y2]
)
= dτ (x2, y2)− dτ (x1, y2)− dτ (x2, y1) + dτ (x1, y1) = 0,
which is a contradiction. 
One simple sufficient condition is an immediate corollary of Lemma 2.2:
Corollary 2.3. If the interior of S is non-empty, then σ2τ > 0.
Working a bit harder, one can get a stronger result.
Let λk denote the Lebesgue measure for R
k.
Corollary 2.4. Suppose that λ2(S) > 0; then σ
2
τ > 0.
Proof. Since R2 can be partitioned into countable many disjoint rectangles, one has λ2(S˜) >
0 for some rectangle R, where S˜ := R∩ S. Further, S˜ can be approximated by the union of
disjoint rectanglesR1, R2, . . . contained in R so that S˜ ⊆
⋃
n Rn and λ2(S˜) >
2
3
λ2
(⋃
n Rn
)
,
that is,
∑
n
(
λ2(S˜ ∩Rn)−
2
3
λ2(Rn)
)
> 0, whence λ2(S˜ ∩Rm) >
2
3
λ2(Rm) for some natural
m. Shifting and re-scaling if necessary, without loss of generality let us assume that Rm =
(0, 1]2 := (0, 1]× (0, 1]. Then, introducing the set M := S˜ ∩Rm, one has
M ⊆ S ∩ (0, 1]2 and λ2(M) >
2
3
.
Now, by Fubini’s theorem,
∫ 1
0
λ1(M
x) dx = λ2(M) >
2
3
, where Mx := {y ∈ R : (x, y) ∈M}.
Hence, the set A := {x ∈ (0, 1): λ1(M
x) > 2
3
} is infinite
(
otherwise, one would have
λ1(M
x) 6 2
3
for almost all x in (0, 1) and thus
∫ 1
0
λ1(M
x) dx 6 2
3
)
. Therefore, there are
x1, x∗, x2 in A such that x1 < x∗ < x2. Then, for M
∗ := Mx1 ∩Mx∗ ∩Mx2, one has
λ1(M
∗) > 1− 3(1− 2
3
) = 0, so that the set M∗ is infinite and thus contains some y1, y∗, y2
such that y1 < y∗ < y2. It remains to refer to Lemma 2.2. 
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Corollary 2.5. Suppose that the measure µ has a nonzero absolutely continuous component
(with respect to the Lebesgue measure λ2); then σ
2
τ > 0.
Proof. Let f be the density of the nonzero absolutely continuous component of µ. Then
0 <
∫
R2
f dλ2 =
∫
S
f dλ2
(
since 0 6
∫
R2\S
f dλ2 6 µ(R
2 \ S) = 0
)
. Therefore, λ2(S) > 0. It
remains to refer to Corollary 2.4. 
Observe that Corollary 2.4 strictly contains Corollary 2.5. Indeed, there is a random
point (X,Y ) with a continuous c.d.f. F such that λ2(S) > 0 while µ is singular with respect
to λ2. For example, let X be any random variable with an everywhere strictly positive
density (with respect to λ1). Next, let Y := X +Q, where Q is any random variable with
values in the set Q of all rational real numbers such that P(Y = r) > 0 for all r ∈ Q.
Then the random variable Y is absolutely continuous and P((X,Y ) ∈ S0) = 1, where
S0 :=
⋃
r∈Q{(x, x+ r) : x ∈ R}. At that, λ2(S0) = 0, so that the measure µ is singular with
respect to λ2, whereas S = R
2 and hence λ2(S) > 0.
This example also shows that Corollary 2.5 does not even contain Corollary 2.3. On the
other hand, it is easy to see that, vice versa, Corollary 2.3 does not contain Corollary 2.5;
indeed, let (X,Y ) be uniformly distributed on a set of the form C×C, where C is any “fat”
Cantor subset ofR (e.g. the so-called Smith-Volterra-Cantor set, http://en.wikipedia.org/wiki/Smith-Volterra-Cantor_set),
which is a non-empty compact nowhere-dense set such that λ1(C ∩Bε(x)) > 0 for all x ∈ C
and all ε > 0; then the measure µ is absolutely continuous with respect to λ2, whereas
S = C × C, so that the interior of S is empty. The latter example also shows that Corol-
lary 2.4 strictly contains Corollary 2.3.
Note that the 5-point condition in Lemma 2.2 is not necessary for σ2τ > 0. For example,
suppose that the support of the measure µ is the union of straight line segments S1 :=
{(x, x) : 0 6 x 6 1} and S2 := {(x, 1 − x) :
1
2
6 x 6 1}. Then the 5-point condition in
Lemma 2.2 is not satisfied, and yet, the function dτ is not constant on either segment S1 or
S2, so that, by Proposition 2.1, σ
2
τ > 0.
However, the role of the interior point in the 5 -point condition in Lemma 2.2 is in a
certain sense indispensable.
(a) (b)
Figure 1. Examples with dτ constant on S, that is, with σ
2
τ = 0.
For example, let the random point (X,Y ) be uniformly distributed on the union S of the
four sides of the thick-line square shown in Fig. 1 (a). (More generally, one may assume
that the distribution is continuous, symmetric about the center of the thick-line square, and
has S as its support.) Obviously, here there are infinitely many rectangles with all the four
vertices in S; one of them is shown here (dashed); however, there is no 5th, int
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any such rectangle which would also belong to the support S of the distribution of (X,Y ).
Accordingly, here σ2τ = 0 by Proposition 2.1, since dτ (X,Y ) = −
1
4
with probability 1.
Another example is illustrated by Fig. 1 (b), where it is assumed that the support of the
distribution of the random point (X,Y ) is the union of all the four thick-line components:
, , , and , whose probability masses are 6
11
, 1
11
, 2
11
, and 2
11
, respectively, and at
that the (conditional) distribution on either one of the pieces and is continuous and
symmetric about the center of the piece. The (conditional) distribution on either one of
the pieces and does not matter at all, as long as it is continuous. Here too there are
infinitely many rectangles with all the four vertices in S, but the interior of none of them has
a nonzero µ-mass. Accordingly, σ2τ = 0, since dτ (X,Y ) = −
3
22
with probability 1. However,
any weights of the pieces , , , and other than 6
11
, 1
11
, 2
11
, and 2
11
would result in
σ2τ > 0.
These examples suggest that it would be difficult, if at all possible, to find a necessary
and sufficient condition for the non-degeneracy from which one could easily deduce such
results as Corollary 2.4.
3. Spearman’s ρ
By Hoeffding [1, (9.27)], σ2ρ = 0 iff a certain function dρ of the form
dρ(x, y) := FX(x)FY (y)− f(x)− g(y)
for some continuous functions f and g is constant on a set of µ-measure 1 or, equivalently,
on the support S.
So, σ2ρ = 0 implies that — again for any 5 points (x∗, y∗), (x1, y1), (x1, y2), (x2, y1),
(x2, y2) in S such that x1 < x∗ < x2 and y1 < y∗ < y2 — all the relations (2.1) hold with
µX ⊗ µY and dρ instead of µ and dτ , respectively; here, as usual, µX and µY stand for the
distributions of X and Y , so that µX ⊗ µY is the corresponding product measure.
Thus, obtains the following result.
Corollary 3.1. Lemma 2.2 holds with σρ in place of στ , and so do Corollaries 2.3–2.5.
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