In our previous work, a new HMM compensation approach for static MFCC features was proposed by using a technique called Unscented Transformation (UT). Three implementations of the UT approach with different computational complexities were evaluated on Aurora2 connected digits database, and significant performance improvements were achieved compared to log-normalapproximation-based PMC (Parallel Model Combination) and firstorder-approximation-based VTS (Vector Taylor Series) approaches. In this paper, we extend our UT-based formulation to compensating for HMM parameters corresponding to both static and dynamic features. New experimental results on Aurora2 task are reported to demonstrate the effectiveness of the proposed UT approach.
INTRODUCTION
Most of current automatic speech recognition (ASR) systems use MFCCs (Mel-Frequency Cepstral Coefficients) and their derivatives (e.g., delta, Δ, and delta-delta, Δ 2 ) as speech features, and a set of Gaussian mixture continuous density HMMs (CDHMMs) for modeling basic speech units (e.g., [9] ). It is well known that the performance of such an ASR system trained with clean speech will degrade significantly when the testing speech is distorted by additive noises. How to achieve the noise robustness in the above scenario has been an important research topic in ASR field.
Among many approaches proposed previously to cope with the above robust ASR problem, two notable HMM compensation approaches are Parallel Model Combination (PMC) (e.g., [2] ) and Vector Taylor Series (VTS) (e.g., [7, 8, 6 , 1]) approaches, respectively. For both approaches, the following simplified assumptions are made: 1) The speech and noise signals are independent, and additive in the time domain; 2) The alignment between a speech frame and the corresponding Gaussian component of CDHMM used to train the speech models from the clean speech data is not altered by the addition of noise; 3) The Gaussian PDF (probability density function) remains appropriate for modeling the feature vectors of noisy speech aligned to the corresponding component. Having made the above assumptions, the problem of HMM compensation is simplified as a problem of how to calculate the mean vector and covariance matrix, {μ y , Σy}, for each Gaussian component of the noisy speech from the corresponding statistics {μ x, Σx} for clean speech and {μn, Σn} for noise, respectively. Even after the above simplification, the expressions for estimating the corrupted speech model parameters do not have closedform solutions. Various approximations have previously been proposed to solve this problem. For PMC approach, numerical integration and data-driven PMC are two techniques that provide an accurate approximation but is computationally expensive, while the so-called log-normal and log-add approximations are less accurate but computationally more efficient [2] . For VTS approach [7, 8] , a truncated (typically up to the first-order) Taylor series expansion is used to approximate the nonlinear distortion function that relates feature vectors of noisy speech to the ones of clean speech and noise. In [4] , we proposed a new approach to addressing the above problem by using a technique called Unscented Transformation (UT) [5] . Three implementations of the UT approach with different computational complexities were evaluated on Aurora2 connected digits database, and significant performance improvements were achieved compared to the log-normalapproximation-based PMC and the first-order-approximation-based VTS approaches. Although both the CDHMM mean and variance parameters for static MFCCs were compensated systematically by using the PMC-, VTS-, and UT-based approaches, only CDHMM mean parameters corresponding to dynamic features were compensated by using yet a more heuristic approach described in [1] . Encouraged by the promising results achieved in our previous study, we have extended our UT-based formulation to compensating for CDHMM parameters (both means and variances) corresponding to both static and dynamic features. It is the purpose of this paper that reports our study on this topic.
The rest of the paper is organized as follows. In Section 2, we present the formulation of our UT-based approach. In Section 3, we report the experimental results, and finally we conclude the paper in Section 4.
HMM COMPENSATION USING UNSCENTED TRANSFORMATION (UT)

Some Notations and Distortion Functions
In this study, only additive noise is considered and the effect of channel distortion is ignored. Therefore, the distortion function between static features of clean and noisy speech in log-spectral domain can be expressed as:
where
and N log k are the kth component of random static feature vectors, Y for noisy speech, X for clean speech, and N for additive noise, respectively; and the superscript log indicates that the above feature vectors are extracted in the log-spectral domain. In the following, we will formulate our problem in the logspectral domain, therefore the superscript log will be omitted if no confusion will be caused according to the context of relevant discussions.
Although the delta and delta-delta features are extracted using linear regression method in most state-of-the-art ASR systems as described in e.g., [9] , as an approximation, we derive the distortion function for delta features by taking a time derivative to the distortion function of static features in Eq. (1) as follows:
where U k is the kth component of the random vector U = N − X. Apparently, when X and N are two independent K-dimensional random vectors with normal PDFs with means and covariance matrices, {μ x, Σx} and {μn, Σn}, respectively, U has a normal PDF with mean μ u = μn − μx and covariance matrix Σu = Σn + Σx.
For the convenience of notation, the distortion function for deltafeatures can then be represented as follows:
where 1 is a K-dimensional constant vector with all elements being 1, ΔX and ΔN are random delta-feature vectors for clean speech and additive noise respectively. In the above equation, the • operation denotes an element-wise product for two vectors or two matrices (will be used later). Similarly, the division of two vectors and the exponential function of a vector also take the corresponding element-wise operations accordingly. The distortion function for delta-delta features Δ 2 Y can be derived in a similar way as follows:
where (·) 2 denotes an element-wise square of a vector, Δ 2 X and Δ 2 N are random delta-delta feature vectors for clean speech and additive noise respectively, and ΔU = ΔN − ΔX. Apparently, when ΔX and ΔN are two independent K-dimensional random vectors with normal PDFs with means and covariance matrices, {μ Δx, ΣΔx} and {μΔn, ΣΔn}, respectively, ΔU has a normal PDF with mean μ Δu = μΔn − μΔx and covariance matrix ΣΔu = Σ Δn + ΣΔx.
UT Approach with Augmented Random Vectors
In [4] , a UT approach with augmented random vectors (referred to as Method 1 in [4] ) was proposed to compensate for HMM means and variances corresponding to static features by using the distortion function in Eq. (1). In the following, we derive a similar UT approach to compensating for HMM means and variances corresponding to dynamic features.
For delta features, we can form an augmented 3K-dimensional random vector,
T with the following mean vector μ a 1 and covariance matrix Σ a 1 :
where the sub-matrix Σab denotes a covariance matrix of two random vectors A and B. For delta-delta features, we can form an aug-
T with the following mean vector μ a 2 and covariance matrix Σ
Given {μ
2 }, and the distortion functions in Eqs. (3) and (4), a standard UT procedure as described in [4] can be used to estimate {μ Δy, ΣΔy} and {μ Δ 2 y , Σ Δ 2 y } accordingly.
It is well-known that the computational cost of the UT approach is proportional to the number of sigma points, which depends on the dimension of the random vector concerned [5] . The above augmented UT approach is apparently not computationally efficient, therefore not used in our experiments. Instead, we develop a more efficient UT approach in the following subsection by making some simplified assumptions.
A Simplified UT Approach to HMM Compensation for Dynamic Features
Let's first define the following four new random vectors:
,
If we assume that X, ΔX, Δ 2 X, N, ΔN, Δ 2 N are uncorrelated, we can deduce that the following pairs of random vectors, {O, ΔX}, {E, ΔN}, {O, Δ 2 X}, {E, Δ 2 N}, {S, W} are also uncorrelated. We further assume that the PDFs of the above four random vectors can be approximated by four Gaussian PDFs with means and covariance matrices as {μ w, Σw}, {μo, Σo}, {μe, Σe}, {μs, Σs}, respectively.
Substituting the newly defined random vectors in Eq. (7) to Eq. (3), the distortion function for delta features can be written as
It can then be derived that the mean vector and covariance matrix for delta features of noisy speech can be compensated as follows:
and In the above equations, μo and Σo can be estimated by using UT approach. We use a computationally efficient simplex UT approach which requires the number of sigma points proportional to the number of static MFCC features in the cepstral domain [4] . Similarly, the distortion function for delta-delta features can be expressed as
It can then be derived that the mean vector and covariance matrix for delta-delta features can be compensated as follows:
and
Cov(E, S) = −Cov(O, S),
In the above equations, μs, Σs, μw, Σw, Cov(O, S) are estimated by using the same UT method as in HMM compensation for delta features.
EXPERIMENTS AND RESULTS
Experimental Setup
In order to verify the effectiveness of the proposed UT approaches to HMM compensation for both static and dynamic features and compare them to the traditional PMC-and VTS-based approaches, two sets of experiments as summarized in Table 1 are performed for the task of speaker independent recognition of connected digit strings on Aurora2 database. A full description of the Aurora2 database and a test framework is given in [3] . The experimental setup here is the same as in [4] except that 1) the power rather than the magnitude of the Fourier transform is used in the binning process for calculating the outputs of mel-scaled filterbanks, 2) 20 instead of 3 Gaussian components are used for each digit CDHMM state. Our CDHMM-based ASR system is trained from the "clean" speech data in Aurora2 database and a 39-dimensional feature vector is used, which consists of 13 MFCCs (including C 0) plus their first and second order derivatives. The delta and delta-delta features are extracted using linear regression method as detailed in [9] . Both training and recognition were performed by using the HTK [9] and the standard scripts provided by ETSI [3] . Because we focus our study in this paper on HMM compensation for additive noise only, no other compensation is performed to cope with other possible distortions.
In the first set of experiments labeled as #2 to #6 in Table  1 , both HMM means and variances for static features are compensated by using the log-normal-approximation-based PMC, the first-order-approximation-based VTS, and our UT-based approaches proposed in [4] , and HMM means for dynamic features are compensated by using the heuristic approach described in [1] . The single Gaussian model of additive noise in each test sentence is estimated from noise frames at the beginning and end of the sentence in cepstral domain by using an ML approach. In the second set of experiments labeled as #7 to #13 in Table 1 , both HMM means and variances for static features are compensated by using the augmented UT approach proposed in [4] , and the approach in [1] or the simplified UT approach proposed in this paper are used to compensate for HMM means and/or variances for delta-and/or delta-delta features. Another difference is that the single Gaussian model of additive noise in each test sentence is estimated from noise frames at the beginning and end of the sentence in cepstral domain by using MAP estimation with a prior PDF estimated from "non-speech" frames in the corresponding testing "environment". This is to simulate a scenario where a relatively good noise estimation is achievable. Because we assume that the background noise is stationary, we set μ Δn and μ Δ 2 n as zero vectors. Table 2 summarizes a performance (word accuracy in %) comparison of different HMM compensation methods, where the performance is averaged over SNRs between 0 and 20 dB on each of the three different test sets of Aurora2 database, namely Set A, Set B and Set C. It is observed that all of our proposed UT-based approaches to HMM compensation for static MFCC features achieve a better performance in all the test sets than that of both the PMCand VTS-based methods. Table 3 summarizes a performance (word accuracy in %) comparison of three HMM compensation methods for delta-features averaged over SNRs between 0 and 20 dB on test Set A of Aurora2 database. It is observed that 1) neither method #8 nor #9 Table 5 summarizes a performance (word accuracy in %) comparison of four HMM compensation methods for both delta and delta-delta features averaged over SNRs between 0 and 20 dB on test Set A of Aurora2 database. It is observed that 1) neither method #11 nor #12 works for the compensation of HMM variances for delta-delta features; 2) method #10 achieves the best performance in Subway and Babble environments, while method #13 achieves the best performance in Car and Exhibition environments.
Experimental Results
CONCLUSION AND FUTURE WORKS
Based on the previous results, we draw the following conclusion: 1) UT-based approach works well for HMM compensation corresponding to static MFCC features, and outperforms the log-normalapproximation-based PMC and first-order-approximation-based VTS approaches; 2) No good solution has been found yet for HMM compensation corresponding to dynamic features. Ongoing and future works include 1) to use UT-based approach for estimating a better noise model from the whole noisy testing utterance instead of just using the leading and ending frames. With a better noise model, it would be interesting to repeat the above experiments and see what will happen; 2) to extend UT methods for HMM compensation to cope with both convolutional and additive distortions; 3) to apply UT-based techniques for feature compensation; 4) to develop UT-based techniques for compensation of environmental variabilities in both training and recognition stages; 5) to develop UT-based techniques for dealing with nonstationary distortions; 6) to evaluate the above techniques on other tasks and databases. We will report those results elsewhere when they become available.
