Abstract-We propose a novel stochastic graph matching algorithm based on data-driven Markov Chain Monte Carlo (DDMCMC) sampling technique. The algorithm explores the solution space efficiently and avoid local minima by taking advantage of spectral properties of the given graphs in datadriven proposals. Thus, it enables the graph matching to be robust to deformation and outliers arising from the practical correspondence problems. Our comparative experiments using synthetic and real data demonstrate that the algorithm outperforms the state-of-the-art graph matching algorithms.
I. INTRODUCTION
The graph matching problem is one of essential problems in pattern recognition, and various problems in computer vision (e.g. correspondence problem) can be interpreted as graph matching. Recent approaches [1] - [3] try to solve the graph matching problem by formulating it as Integer Quadratic Programming (IQP). Graduated Assignment (GA) [1] relaxes the IQP into the general Quadratic programming by dropping the integer constraint, and iteratively solves convex approximations using Taylor expansions around the previous solution. Spectral Matching (SM) [2] and Spectral Matching with Affine Constraint (SMAC) [3] solves the relaxed IQP exploiting the properties of eigenvalues and eigenvectors. While SM drops mapping constraints (e.g. one-to-one) and applies them at discretization step, SMAC imposes the mapping constraints in spectral anaysis.
However, these algorithms suffer from trapping in local minima especially when there exits large perturbation on the graphs due to outliers or deformation noises. To solve this challenging problem, in this paper, we adopt data-driven Markov Chain Monte Carlo (DDMCMC) framework [4] which enables to avoid local minima efficiently. Unlike stochastic graph matching methods in the literature [5] , [6] , our work addresses a general graph matching problem by exploiting the spectral property of graph affinity matrix [2] , [3] for data-driven proposals in a principled MCMC framework [7] . In the experiment section, we demonstrate that our algorithm outperforms SM [2] and SMAC [3] in graphs with outliers and deformation, and analyze the effect of the data-driven proposals by comparing it to MCMC algorithm with random proposal.
II. PROBLEM FORMULATION
Given two graphs G = (V, E) and G = (V , E ), the graph matching problem is to find the best mapping between V and V which best preserves attributes between edges e = ij ∈ E and e = ab ∈ E where i, j ∈ G and a, b ∈ G . A graph matching score S can be defined as follows:
where ij ∼ ab means that node i and j in G match to node a and b in G , respectively; the function f (·, ·) measures the similarity between attributes. Thus, the best mapping is obtained by maximizing the matching score S. As in [2] , [3] , [8] , the graph matching problem can be formulated as IQP problem. The mapping can be represented by a binary indicator vector x ∈ {0, 1} |V |×|V | with x ia = 1 meaning that node i in G is matched to node a in G . Affinity matrix M is constructed to represent the attribute values;
which leads the equality S = x t M x. Then, the goal of the problem could be redefined as finding the indicator vector that maximizes the quadratic score function as follows:
Usually, one-to-one constraints are imposed on x:
The affinity matrix M is non-negative symmetric matrix that contains pairwise similarity information. M ia;jb measures how well the geometrical relationship of pair (i, j) in graph G agrees with pair (a, b) in graph G .
III. ALGORITHM
The proposed method is based on MCMC sampling technique, which can efficiently explore high dimensional solution space. To generate effective samples, we adopt DDMCMC technique by proposing data-driven state transition proposal that will be explained in the following sections. Calculate acceptance ratio:
if random() < r(x → x ) then 8:
if π(x ) > π(x) then 10:
end if 
A. Energy Formulation
To find the best correspondence in MCMC framework, we need to define the target distribution probability π(x) or the energy E(x) of state x:
where T is the temperature for simulated annealing (SA) process [7] . T is scheduled to have initial value T i at first and be dropped gradually (with the factor R) to the final value T f with certain number of samples N max .
The MCMC framework also requires the acceptance ratio [7] r(x → x ) which is defined by
where q(x → x) is the proposal probability from state x to state x and q(x → x ) from x to x . By accepting the proposed state x with the probability of r(x → x ), the Markov chain is theoretically guaranteed to sample from its target distribution π(x) [7] . To improve the efficiency by incorporating domain knowledge in proposing new states of the Markov chain, we adopt the data-driven techniques to guide our Markov chain using the spectral properties of affinity matrix M as the following.
B. Data-Driven Proposal
With one-to-one constraints, a state vector x can be interpreted as a permutation vector. In Fig. 1(a) , for example, we can represent the current state x as (a − b − c), instead of 9-bits binary indicator vector. Since our method employs the permutation vector as the state representation, it is natural to take the switch operation as the state transition move for the MCMC framework. SM method is based on the fact that a match which has large corresponding element in the principal eigenvector has a great chance to be a true match. Our method also utilizes this fact in a probabilistic way. We use data-driven proposal as the state transition kernel. The state transition from x to x enforces two matches to be deleted and two matches to be inserted (see Fig. 1 ). The probability of state transition from x to x is defined by q(x → x ) ∝ e I1 + e I2 − e D1 − e D2 + C,
where e i denotes the magnitude of i-th element in the eigenvector of the affinity matrix M . I 1 and I 2 are indices of matches which have to be inserted while D 1 and D 2 are to be deleted during the state transition from x to x . The offset value C is required to prevent a computed value from becoming a negative value. The value of q becomes greater when the proposed state contains matches with large eigenvector elements than the current state. This proposal is likely to include a state which has more chances to contain more true matches. Our proposed method can overcome the local minima problem of deterministic methods (because of the relaxation) by exploring large space with suitable samples which are generated by the data-driven proposal. This fact enables our algorithm to find a solution with higher matching score. The proposed DDMCMC algorithm is summarized in Algorithm 1.
IV. EXPERIMENT

A. Point set matching problem
In this section, we compare our algorithm with SM and SMAC, which are the state-of-the-art methods in matching problem. We also investigate the effect of data-driven proposal distribution by comparing MCMC results with DDM-CMC results. To compare the effect of proposal distribution, parameters of MCMC and DDMCMC algorithms are fixed but proposal distribution. The random proposal is used for MCMC algorithm. All experimental results show the average score of 30 trials for each setting. Quantitative evaluation of our algorithm is basically similar to the experiment of [2] . In one graph, n points are randomly generated on a plane. The area of the plane is adjusted to make the point density be constant (10 points over a 256×256 region). In this experiment, we evaluate influences of the deformation noise and the outlier perturbation. To apply a deformation noise, n points (called inliers) are perturbed into the other graph, with Gaussian noise σ. To impose outlier perturbation, n o points are randomly generated into both graphs.
To construct affinity matrix M , we have to measure how similar two matches are for every possible pairs. The following measures are used to construct M as in [2] :
where d ij is the distance between two points i and j, and the scaling factor σ d is set to 5. In this experiment, T i and T f are set to 50 and 5, respectively. The decreasing factor R is set to 0.99. We try to adjust the number of samples per temperature, thus we assign N max as 15 √ n + n o . This allows the method to have more samples when the problem size is larger.
Performance of the algorithms is evaluated with the accuracy of matches and with the matching score S. The accuracy can be obtained with the ratio of correct matches over n inliers. Quantitative results are shown in Fig. 2 and 3 . The figures in the left column show the average accuracy of matches, while the figures in the right column show the average matching score. Our method almost always show better performance than SM and SMAC, especially when there are large deformation or many outliers. Our DDMCMC algorithm also show best performance in the sense of objective function maximizer (or energy minimizer). We can also verify that our data-driven proposal works as a good proposal since DDMCMC show better performance than MCMC with the same number of samples.
B. Image matching problem
We also try to solve a graph matching problem where nodes are extracted from images. We use images 1 from the same object (but with different viewpoint) to compare SM and our proposed method qualitatively. Also, we try to match object from the same category images 2 . We manually select 20∼30 points for every images. Figure 4 results of SM and our method. Our method show much better results than SM when shapes of objects are deformed.
V. CONCLUSION
We proposed a stochastic graph matching algorithm which can avoid local minima problem of deterministic approaches. It adopts MCMC framework with the data-driven state transition proposals, which efficiently explores the solution space of graph matching. Experiments show that our graph matching algorithm is robust to deformation and outliers arising from the practical correspondence problems, and outperforms the state-of-the-art graph matching algorithms.
