One often wishes for the ability to formally analyze large-scale systems-typically, however, one can either formally analyze a rather small system or informally analyze a large-scale system. This paper tries to further close this performance gap for reachability analysis of linear systems. Reachability analysis can capture the whole set of possible solutions of a dynamic system and is thus used to prove that unsafe states are never reached; this requires full consideration of arbitrarily varying uncertain inputs, since sensor noise or disturbances usually do not follow any patterns. We use Krylov methods in this paper to compute reachable sets for large-scale linear systems. While Krylov methods have been used before in reachability analysis, we overcome the previous limitation that inputs must be (piecewise) constant. As a result, we can compute reachable sets of systems with several thousand state variables for bounded, but arbitrarily varying inputs.
for computing reachable sets of linear systems by using the superposition principle has not significantly changed in recent years [19, eq. (4.14) ], much progress has been made by experimenting with different set representations: ellipsoids [20] , polytopes [21] , zonotopes [22] , zonotope bundles [23] , support functions [24] , level sets [25] , and combination of support functions and zonotopes [26] . In particular, when using zonotopes, support functions, or the combination thereof, one can efficiently compute systems with several hundred continuous state variables. Recently, a new technique has been proposed that combines simulation results by using the superposition principle to represent reachable states via generalized star sets for certain inputs [27] [28] [29] and uncertain, piecewise-constant inputs [30] . Although this technique can compute very large systems-in some cases up to a billion states variables [29] -it cannot consider uncertain, arbitrarily time-varying inputs and requires a formally verified solver for linear systems. Even more recently, decomposition techniques have been developed to speed up the reachability analysis of linear systems [31] ; however, arbitrarily varying inputs cannot be considered in [31] . Since one cannot exactly compute the reachable set of linear systems, except when all eigenvalues are real or imaginary [32] , one typically demands tight overapproximations of reachable sets.
B. Further Use for Nonlinear Systems
Reachable set computations of linear systems are often embedded in algorithms for computing reachable sets of nonlinear systems, either by partitioning the state space into conservatively linearized regions [33] or by conservatively and continuously linearizing a nonlinear system along its center trajectory [34] , [35] . With conservative linearization, we refer to techniques that compensate linearization errors by adding uncertainty, e.g., in the form of additive uncertain inputs.
C. Order Reduction Techniques
For large-scale linear systems with uncertain time-varying inputs beyond 1000 continuous state variables, however, even the most efficient reachability algorithms become too slow for practical use. One of the main reasons is that the exponential matrix e At of the system matrix A in the linear system dynamicsẋ = Ax + Bu may be unbearably time consuming to compute [36] . It should be noted that the dimension is not the only critical parameter; sparsity of A and the sensitivity of the matrix exponential [36, Sec. 2] are also important parameters influencing the computation time. For this reason, methods have been developed to reduce the order of the investigated system, which are generally referred to as order reduction techniques. There exist a vast number of different techniques surveyed in, e.g., [37] [38] [39] . Most order reduction techniques aim at achieving a similar input/output behavior when the system is initially in a steady state; they rely on the fact that large-scale systems often have a large number of state variables but a rather small number of input and output variables. A typical example is that of infinite-dimensional systems, which are spatially discretized, controlled by few actuators, and sensed by few sensors. Many applications of reachability analysis, however, such as formal verification, require that all or many state variables are accurately approximated as well. For instance, in a large power network, all voltages and frequencies have to stay within certain bounds. Subsequently, we review previous work on combining reachability analysis with order reduction techniques.
D. Order Reduction for Reachability Analysis
To the best knowledge of the author, the first work combining reachability analysis with order reduction techniques is [40] . There, simulating the solutions of all vertices of an initial set was required to guarantee an error bound for a set of initial states-this approach is exponential in the number of state variables when each variable is uncertain within an interval. At the time the approach in [40] was proposed, tools for reachability analysis had an exponential complexity as well so that overall the computation time could be significantly reduced. However, modern tools such as SpaceEx [41] , Flow* [42] , HyLAA [28] , XSpeed [43] , or CORA [44] have a polynomial complexity, as demonstrated in [45] and [46] , and thus, would most certainly outperform the technique proposed in [40] , even without any order reduction. The same authors later combined the reachability analysis with Krylov subspace approximation methods [47] . The advantage of this technique is that it does not scale exponentially in the number of state variables; however, it can only handle linear systems with fixed input, which are also referred to as affine systems. Recently, the work from [40] was continued in [48] , which considers order reduction in the input/output sense for stable linear systems. In contrast, this study can also handle unstable systems and reconstruct the whole set of states, not just the outputs. For nonlinear systems, nonrigorous reduction techniques have been presented in [49] ; however, unlike in this paper, the results are not formal.
E. Approximate Bisimulation
Somewhat related to order reduction techniques is (approximate) bisimulation [50] , [51] , which basically shows that two systems have similar output behavior for the same inputs, while at the same time, a relation S exists so that (x(t),x(t)) ∈ S. However, even bisimulation techniques for linear systems do not scale to the system dimensions handled in this paper, since they require solving linear matrix inequalities [52] to find a bisimulation relation [53] .
F. Contribution
This paper extends the state of the art in reachability analysis of linear systems by proposing the first method with uncertain, time-varying inputs in the reduced Krylov subspace. This reduction makes it possible to compute reachable sets of systems with a number of continuous state variables that was previously infeasible. Please note that input/output order reduction techniques such as transformation, truncation, and projection (combination of transformation and truncation) cannot reconstruct the state, in contrast to the reduction presented in this paper. However, we also improve the computational efficiency when only the input/output behavior is of interest. Our proposed technique rigorously considers reduction errors. In contrast to [47] , our approach does not rely on computing errors by the norm of the system matrix A [see (8) ], which would quickly accumulate errors when A is greater than 1 (mostly true in practice; for the presented example of a bridge A = 4.6347 · 10 8 ); does not require to enlarging the reachable set equally in all dimensions to account for errors, which can cause large overapproximations; and can be applied to zonotopes, which use a compact generator representation [54, Th. 7] . Our approach is implemented in CORA [44] and will be publicly released with the new CORA version.
G. Organization
The paper is organized as follows: Section II presents preliminaries from the areas of the Krylov subspace approximation, set representation, and reachability analysis. The computation of reachable sets in the Krylov subspace is presented step by step: The homogeneous solution is described in Section III and the input solution in Section IV. Then, these are combined in Section V to demonstrate the overall algorithm. We close with numerical examples in Section VI and the conclusions in Section VII.
II. PRELIMINARIES
Let us first recall some important basics required for this paper: Krylov subspace approximation, representation of continuous sets in high-dimensional spaces, and computation of reachable sets of linear systems with uncertain inputs.
A. Krylov Subspace Approximation
The main obstacle toward reachability analysis of large-scale linear systems is the evaluation of e C v, where C ∈ R n ×n and v ∈ R n . To compute e C v more efficiently, we introduce the Krylov subspace
where span(·) returns the linear span of a set of vectors and ξ denotes the dimension of the subspace. Several possibilities have been developed for approximating e C v in the Krylov subspace [37] , [55] , [56] . In this paper, we use the simplest approach, which is also one of the most popular: the Arnoldi algorithm, as presented in Algorithm 1 (see [55, Sec. 2.1] and [57, Alg. 1]).
Algorithm 1: Arnoldi Iteration.
Require: C, v, max order ξ, tolerance tol Ensure:
if h k +1,k ≤ tol C then 10:
happy-breakdown 11: (1) , v (2) , . . . , v (ξ ) ]
Please note that w * in Algorithm 1 denotes the complex conjugate of w and . returns the Euclidean norm. A further reason for choosing the Arnoldi algorithm is that tight a posteriori and a prior error bounds exist [58] , [59] .
The results of the Arnoldi iteration (using the stabilized Gram-Schmidt process) are an orthogonal basis V = [v (1) , v (2) , . . . , v (ξ ) ] of the Krylov subspace K ξ and the upper ξ × ξ Hessenberg matrix H consisting of the elements h ij from Algorithm 1. Please note that we are numbering vectors with superscripted numbers in parentheses in order to avoid confusion with powers. Using H, V , and e 1 = [1, 0, 0, . . . , 0] T , the evaluation of e C v can be approximated as [55, eqs. (3) and (4)]
(2) The following rigorous a priori bound for the approximation error exists [55, eq. 29] 
Ct ξ e C t ξ! .
A tighter a priori bound is proposed in [59] for different types of matrices (skew-Hermitian matrices, positive definite matrices, etc.). Even tighter results are obtained by using a posteriori bound. Although they are computationally more expensive, they make it possible to obtain error bounds for long prediction horizons so that one typically does not have to recompute the Arnoldi iteration; this discussion is detailed in Section V-B. In this paper, we use the a posteriori bound from [58, eq. (4.1)] so that
where the computation of norm is described in detail in Appendix B.
B. Set Representation by Zonotopes
As already summarized in the introduction, several set representations for the reachability analysis of linear systems have been proposed. When considering uncertain inputs, zonotopes [22] and support functions [24] demonstrate good performance. Recently, [26] showed that combining zonotopes and support functions provides even better benefits: zonotopes can compute the solution more efficiently, while support functions can represent more general initial sets. Since most initial sets are multidimensional intervals (special case of zonotopes), we use zonotopes and neglect their combination with support functions to focus on the novel aspects of this paper.
Definition 2.1 (Zonotope): Given a center c ∈ R n and socalled generators g (i) ∈ R n , a zonotope is defined as
We write in short Z = (c, g (1) , . . . , g (p) ) and define the order of a zonotope as o := p n , where p is the number of generators. A zonotope can be seen as the Minkowski addition of line segments [−1, 1]g (i) , which provides an idea of how a zonotope is constructed; see Fig. 1 .
The iterative computation of reachable sets for linear systems requires set-based addition, which is often referred to as Minkowski addition (X ⊕ Y := {x + y|x ∈ X , y ∈ Y}), and set-based multiplication (X ⊗ Y := {x y|x ∈ X , y ∈ Y}). Note that the symbol for set-based multiplication is often omitted for simplicity of notation, and that one or both operands can be singletons. The multiplication with a matrix M ∈ R o×n and the Minkowski addition of two zonotopes Z 1 = (c, g (1) , . . ., g (p 1 ) ) and Z 2 = (d, h (1) , . . ., h (p 2 ) ) are a direct consequence of the zonotope definition (see [60] ) (1) , . . . , g (p 1 ) , h (1) , . . . , h (p 2 ) ) M ⊗ Z 1 = (M c, M g (1) , . . . , M g (p 1 ) ).
(4)
Also, the convex hull of Z 1 and Z 2 (both having equal order) is required (see [22] )
c − d, g (1) − h (1) , . . . , g (p 1 ) − h (p 1 ) ).
For the multiplication of an interval matrix M with a zonotope, the matrix M is split into a real-valued matrix M ∈ R n ×n and an interval matrix with bound S ∈ R n ×n , such that M = M ⊕ [−S, S]. After introducing S j as the jth row of S, the result is overapproximated as shown in [61, Th. 3.3] by
Another important operation is the enclosure of a zonotope by an axis-aligned box (see [ 
We also require some new operations on zonotopes in the Krylov subspace, which are introduced later in Section III.
C. Reachability Analysis
Reachable set computations are typically performed iteratively for short time intervals
In this paper, constant-size time intervals t k := k δ are used to focus on the main innovations, where k ∈ N is the time step and δ ∈ R + is referred to as the time increment. An extension to variable time increments is described in [41] . We recapitulate the reachability analysis of a linear differential inclusionẋ ∈ Ax(t) ⊕ U (8) where x ∈ R n , A ∈ R n ×n , and U ⊂ R n is a set of uncertain inputs. Please note that this also includes the formẋ = Ax(t) + Bu(t), u(t) ∈Ũ often used in the control theory, since one could easily choose U = BŨ. Let χ(t; x 0 , u(·)) denote the solution to (8) for an initial state x(0) = x 0 and the input trajectory u(·). For a set of initial states X 0 ⊂ R n and a set of possible input values U ⊂ R m , the set of reachable states is
The superscript e on R e ([0, t f ]) denotes the exact reachable set, which cannot be computed for general linear systems [62] .
is computed as accurately as possible, while at the same time ensuring that the computations are efficient and scale well with the system dimension n. For linear systems, the main task is to compute the reachable set of the first time interval [0, δ]. Most of this paper will deal with computing the reachable set for the initial time interval since the propagation for later time intervals is rather simple, as shown later in Algorithm 2. We take advantage of the superposition principle of linear systems by computing the following reachable sets separately and later joining them together: the reachable set of the homogeneous solution R h (t) (u(τ ) = 0 in (9)), the reachable set of the particular solution R p (t) due to the uncertain input U (x 0 = 0 in (9)), and the reachable set R correcting the initial assumption that trajectories are straight lines 
III. HOMOGENEOUS SOLUTION IN THE KRYLOV SUBSPACE
In this section, the basic idea of computing reachable sets as presented in Section II-C is extended so that reachable sets can be computed in the Krylov subspace. We first present new techniques for the homogeneous solution of points in time and time intervals. Subsequently, we consider for the first time how reachable sets can be computed for arbitrarily changing input trajectories within the Krylov subspace.
A. Solution for a Point in Time
The well-known homogeneous solution of a linear timeinvariant system with initial state x 0 is
We can bound the exact solution using the following lemma. For that lemma and subsequent derivations, we introduce [−1, 1] n as an n-dimensional vector whose entries are intervals [−1, 1]. Analogously, we write [−1, 1] n ×m to represent an n × m matrix whose entries are intervals [−1, 1]. Lemma 3.1 (Single-state homogeneous solution): After obtaining V and H from Algorithm 1 with inputs C = A and v = x 0 , we can bound the homogeneous solution x h (t) = e At x 0 by
wherex
and norm is computed as described in Appendix B. Proof: The lemma directly follows from enlarging the approximate solution in (1) by the error x 0 norm t from (3). Since we have for a vector a ∈ R n and a scalar b ∈ R that
For the reachability analysis, one has to compute the homogeneous solution for a set of initial states. Replacing the single initial state in Lemma 3.1 by a set of initial states X 0 is not trivial since the matrices V and H depend on each initial state x 0 ∈ X 0 . To indicate this dependence, we write V (x 0 ) and H(x 0 ) from now on to stress that those matrices have been obtained from the state x 0 . Since X 0 is represented as a zonotope in this paper, the homogeneous reachable set can be computed by the following theorem.
Theorem 3.1 (Homogeneous solution for a point in time):
The reachable set of the homogeneous solution R h (t) := e A t X 0 for the initial zonotope X 0 = (c, g (1) , . . . , g (p) ) can be overapproximated by the zonotope
Proof: Inserting the definition of a zonotope (Definition II.1) into R h (t) = e A t X 0 and using (4), we obtain
This results in the zonotope of the theorem. Since R h,err is a multidimensional interval, and thus, also a zonotope, the addition of the two zonotopes R h,err and (ĉ,ĝ (1) , . . . ,ĝ (p) ) results in the zonotope R h (t).
We propose two different representations of R h,err . The first one uses the equivalence
where e i is a unit vector with the ith element being 1 and all others 0. Let us also introduce 0 n and 1 n as an n-dimensional vector of zeros and ones, respectively. Using (12) , we can write R h,err = (0 n ,ĥ (1) , . . . ,ĥ (n ) ) witĥ
To avoid adding new generatorsĥ (1) , . . . ,ĥ (n ) , one can also bound R h,err by an interval vector as presented in the next lemma.
Lemma 3.2 (Interval vector multiplication):
andV andH are obtained from Algorithm 1 and¯ norm t from Appendix B using C = |A|. Please note that the absolute values are computed elementwise, i.e.,
where the overapproximation achieved in the last line directly follows from the Taylor series of e A t and A i,j ≤ C i,j . Using the aforementioned result and Lemma 3.1, we obtain
The result in (13) can be simplified to
with μ as in the lemma.
B. Solution for a Time Interval
In the previous subsection, we overapproximated the homogeneous solution for points in time. This subsection overapproximates (10), where E red (t, x 0 ) is monotonically increasing according to (11) , we have that
To consider the error of this approximation, we use a finite Taylor expansion of the exponential matrix of ηth order with
where E is enclosed by an interval matrix
We are proposing an enclosure of the error x h (t) −x h (t), which is multiplicative with the initial state, since large initial states result in larger errors for a given time horizon.
with E(δ, x 0 ) and η according to (15) ensures the enclosure of the exact solution
Proof: Let us start by rearranging (16) aŝ
After replacingx h (t) by x 0 V (x 0 )e H (x 0 ) t e 1 from (11) and using x 0 V (x 0 )e 1 = x 0 (this follows from the fact that the first column of V (x 0 ) is x 0 / x 0 according to Algorithm 1), the aforementioned inclusion becomes
Next, we use the result A(B + C)D = ABD + ACD from the linear algebra to simplify the aforementioned equation to
By comparing the inner part of
Substituting e H (x 0 ) t by (14) and canceling linear terms yields
The interval of t i − t δ i−1 for t ∈ [0, δ] is obtained exactly by computing the minimum and maximum of t i − t δ i−1 for which only one extreme value exists since the second derivative is nonnegative:
This means that the maximum values are to be found at the borders of t ∈ [0, δ], which are both 0 for t = 0 and t = δ. Thus
When the initial state x 0 is substituted by the set of initial states X 0 , Lemma 3.3 can be generalized as described in the subsequent theorem. 
Proof: Let us start by formulating the reachable set for t ∈
Since
we can simplify (17) to
It remains to overap-proximateN when the initial set is a zonotope
)e 1 =:N ( i ) =: N and the interval vectors N (i) are added using the standard interval arithmetic [64] . Thus, N is an interval vector, which is converted to a zonotope and added to the convex hull. The scalar interval [−1, 1] can be moved right in front of F(g (i) ) and since all entries of F(g (i) ) have symmetric bounds, we have that [−1, 1]F(g (i) ) = F(g (i) ) so that [−1, 1] can be removed. Next, we derive the set of solutions due to uncertain inputs.
IV. INPUT SOLUTION IN THE KRYLOV SUBSPACE
In this section, we obtain for the first time the set of input solutions for uncertain, time-varying inputs in the Krylov subspace. We first consider overapproximations for solutions of a single constant input. Next, we generalize this result to uncertain but constant inputs. Finally, we derive an overapproximation for arbitrarily varying and uncertain inputs. The first lemma provides the overapproximation for a constant, known input. , v = 0 n 1 we can bound the particular solution (aka input solution) for constant inputs
by
Proof: We first rewrite the solution of (18) to the differential equation as follows as also performed in [57, Sec. 5] :
After inserting the projection matrix P = [I, 0 n ] [see (19) ], we can write
x p,const (t) = P eÃ (u )tx 0 .
This makes it possible to reformulate the Krylov error of the input solution
and˜ norm t is obtained as in Appendix B.
In order to generalize the previous results to arbitrarily varying inputs, we require the following corollary on the input solution for general time bounds. 
Proof: Let us rewrite x p,const ([t 0 , t e ]) as After applying Lemma 4.1, we obtain
Next, we overapproximate the solution for constant inputs that are uncertain within the set U. In many cases, it is desired to have the solution for constant inputs, e.g., if a control system with zero-order hold is considered. where U = (c u , g (1) u , . . . , g (q ) u ) is a zonotope, can be overapproximated by the zonotopê
Proof: After inserting the definition of a zonotope (Definition II.1) intoR p (δ) := δ 0 e A (δ −t) dt U and using (4), we obtain
Using Lemma 4.1, one receiveŝ
This results in the zonotope of the theorem. SinceR p,err is a multidimensional interval, and thus, also a zonotope, the addition of the two zonotopesR p,err and (c u ,g
u , . . . ,g (q ) u ) results in the zonotopeR p (δ).
The aforementioned derivations only hold for constant inputs. We generalize the previous results to arbitrary input trajectories in the following theorem. 
The proof can be found in Appendix A. Obviously,R p (δ) ⊆ R p (δ), sinceR p (δ) is exact except for addingR p,err , which is identically added to R p (δ) and R p (δ) also contains all solutions for nonconstant inputs.
Next, we consider a particular solution of Theorem 4.2 when U is a zonotope. 
Proof: After inserting the definition of a zonotope (Definition II.1) into the result of Theorem 4.2, we obtain
which can be simplified to
This results in the zonotope of the theorem. Since R p,err is a multidimensional interval, and thus, also a zonotope, the addition of the two zonotopes R p,err and (c u ,g ( ) results in the zonotope R p (δ).
V. PROPAGATION
So far, we have only described the computation of a reachable set for the first time interval. This section presents how the initial results are propagated for further consecutive time intervals τ i .
A. Overall Algorithm
To grasp the implemented propagation scheme more easily, we start with one of the simplest propagation procedures (see
In order to keep the number of generators of zonotopes that are multiplied by the matrix exponential small, the wrappingfree approach from [65] is used in this paper as a basis; we later introduce modifications to make the best use of the proposed computation in the Krylov subspace. The wrappingfree approach modifies the aforementioned procedure by introducing the auxiliary reachable set R b , which is enclosed by an axis-aligned box: R p (τ 0 ) = box(R b (τ 0 )) [see line 3 of Algorithm 2 and (6)]. This has the effect that the representation of R p (τ k +1 ) in (21) does not grow in complexity due to the Minkowski addition, but stays a simple axis-aligned box. The modified computation of R p (τ k +1 ) according to [65] is
(23) In order to take advantage of the fact that the Arnoldi iteration does not have to be recomputed for different times as shown in (2), we further modify the computation of
Another modification, which is not proposed in [65] , is that we change (20) : instead of computing the homogeneous solution for the first time interval only and then propagating it, we apply Theorem 3.2 in each time step. The reason is that for large systems, one saves much computation time when the matrix exponential multiplication is performed with R h (t k ) instead of R h (τ k ) due to a fewer number of generators, while the computation in Theorem 3.2 is negligible when using zonotopes. Since the sets in Algorithm 2 are indexed without explicitly indicating time, we distinguish sets representing points in time by an asterisk (see, e.g., R * h,1 ) from the ones representing time intervals. To sum up, in the Krylov subspace, the computation of (20) and (24) Require: State matrix A, input matrix B, initial set X 0 , input set U, time step δ, time horizon t f Ensure:
u ) as also presented in, e.g., [29] . Otherwise, one would first compute the full-dimensional reachable set and afterwards compute the projection instead of directly computing the reachable set of the output.
When only constant inputs are considered, corollary 4.2 (A, B, U, δ) in line 2 is replaced by theorem 4 .1(A, B,  U, δ) . Also, when the center u c of the set of uncertain inputs U is large compared to the deviation from the center U Δ := U ⊕ (−u c ), one should move the solution of u c inside the convex hull computation performed in theorem 3.2(A, X 0 , δ) in line 10 (see e.g., [66, Alg. 1] ). This, however, is independent from the extension to compute in the Krylov subspace, and thus, not discussed in this paper.
B. Computational Complexity
Let us first consider the computational complexity when applying Algorithm 2 without utilizing the Krylov subspace: For each time step, we have to map zonotopes using the matrix exponential, compute the box enclosure as well as the convex hull of zonotopes, and add two zonotopes. We introduce the number of generators of R * h,1 in Algorithm 2 as p h and the number of generators of R * b,1 as p b . Thus, the orders of those zonotopes are o h = p h n and o b = p b n . The number of required binary operations for each of the previously mentioned high-level operands are listed in Table I . We are interested in the complexity with respect to the dimension n, since the number of time steps is typically fixed or given by reaching a fixed point. As can be seen from Table I , the complexity with respect to n is cubic for linear maps (when M is quadratic as for e Aδ ), linear for addition, quadratic for overapproximating the convex hull, and quadratic for the box enclosure. Thus, the overall complexity is dominated by the linear map, which has complexity O((o h + o b ) n 3 ). Note that according to Algorithm 2, the order of the involved zonotopes does not grow compared to other propagation algorithms (see, e.g., [22] and [61] ). The only difference when computing in the Krylov subspace is that the complexity of computing e Aδ Z changes. As discussed previously, this is also the operation that determines the overall computational complexity. We are discussing the case when the Krylov order is chosen such that the exponential matrix is computed up to machine precision so that the results have the same accuracy and the comparison is fair. The Arnoldi iteration requires ξ matrix-vector multiplications (ξ is the dimension of the Krylov subspace; see Algorithm 1). However, since the involved matrices are sparse, we can add a sparsity constant s << 1 defined as the fraction of nonzero entries so that we obtain O(sξn 2 ) operations. Further, we require ξ 2 /2 inner products (O(ξ 2 n)) and ξ 2 /2 other operations with O(n) resulting in O(ξ 2 n) so that the overall complexity is O(ξ 2 n) + O(sξn 2 ).
The Arnoldi iteration has to be computed for (o h + o b )n generators so that the computational complexity amounts to O(ξ 2 (o h + o b )n 2 + sξ(o h + o b )n 3 ) concerning the Arnoldi iteration. The required computation of each exponential matrix e H δ in the Krylov subspace only depends on ξ and not on n. Finally, we require matrix/matrix computations between V and the exponential matrix e H δ with complexity O(nξ 2 ).
Thus, the overall complexity using the Krylov technique is
. As a result, both the classical approach and the Krylov approach are cubic in the number of continuous state variables. However, the Krylov method can be much faster (as demonstrated in the next section) depending on the sparsity of the system matrix A, since ξ << n and typically sξ << 1
for the Krylov approach). Please note that the sparsity typically increases the larger a system is (see, e.g., [67, Fig. 3] ). Also, it should be noted that although A is often very sparse, all entries of e Aδ are typically nonzero. Further, observations show that ξ and n are not linearly related for a constant error , but that n ξ grows considerably with increasing n [59] .
VI. NUMERICAL EXPERIMENTS
To demonstrate the usefulness of the presented approach, we compute reachable sets of benchmark models in [68] and perform a formal analysis of a bridge as a representative of a safety-critical structure. To the best knowledge of the author, no work on formally bounding values of a safety-critical structure exists; the most prominent example of a failing safety-critical structure is the collapsed Tacoma Narrows Bridge [69] .
A. Models

1) Benchmark Models:
Benchmarks for large linear systems have been proposed in [68] . We have selected the FOM model and the MNA models; the MNA models are inspired by linear differential algebraic systems Eẋ = Ax(t) + Bu(t) in [70] . In [68] , only MNA-1 and MNA-5 are presented and the E matrix is chosen as the identity matrix to obtain an ordinary differential equations. We have additionally included the models MNA-2 up to MNA-4 by also choosing E as the identity matrix.
2) Bridge Model: The model of the Roosevelt Lake Bridge (Arizona) is taken from a student work [71] , which investigated its structural dynamics. A picture 1 of the bridge and the corresponding finite-element model are shown in Fig. 3 . The bridge is mostly made out of steel, except for the roadway deck. The dam structure in front of the bridge [see Fig. 3(a) ] creates a special aerodynamic situation, which can excite certain natural frequencies of the bridge [72] . The bridge model consists of 445 nodes connecting bars and beams. The exact model is provided as an example in CORA [44] . Using the proposed reachability analysis, we can investigate the entire range of possible time responses for all kinds of frequencies of the exciting forces at once. Thus, we do not miss a single possible frequency that could cause a problem. We consider the following two excitations of the bridge: 1) the bridge is excited by lateral forces simulating the winds acting on the bridge and the street deck and 2) vertical excitation is generated by the street deck caused by moving traffic on the bridge. It should be noted that we consider all kinds of frequencies of these excitations so that no possible solution is missed. Due to the large representation size of the input set X 0 and the input vector u (5 040 dimensions), we provide those values within the uploaded example in CORA.
B. Results
To be as precise as possible, we have chosen the order reduction so that v norm is below the precision of floating point numbers in MATLAB, which is 2.2204 × 10 −16 . The following results are obtained using a standard laptop with an Intel i7-3520M CPU running at 2.90 GHz and 8 GB of RAM. 1) Reachability Analysis: A summary of the results for the reachability analysis is presented in Table II . There, the computation times for the reachability analysis in the untransformed space and in the Krylov subspace is shown. The computation times include all processes, including determining the proper order of the Krylov subspace. We also show the different computation times depending on whether the full state is required or only the outputs of the system. To better judge the results, we have also added the state dimension, the input dimension, the output dimension, the time step size, and the maximum Krylov order. Since the center and each generator might have different Krylov orders, we just present the maximum value.
In order to determine the proper Krylov order fulfilling the error v norm in this paper, we iteratively increment the Krylov order by 20 starting from 1. Please note that the step sizes are rather small since we consider the full models and do not reduce them by removing higher frequencies. For all models, we have chosen the initial values of the first ten state variables to be uncertain within the interval ζ[−1, 1] and all inputs to be uncertain within the interval ϑ[ −1, 1] .
Selected plots of reachable sets over time of the benchmark examples are presented in Fig. 4 . The results of the bridge model are illustrated using selected two-dimensional projections of the reachable set in Fig. 5 .
2) Verification: While the focus of this paper is on the reachability analysis, we also briefly demonstrate a possible verification of the bridge for which we check whether all states stay within certain axis-aligned bounds. Since the bounds consist of 2 × 5040 = 10080 values, we will only provide them within CORA. In the example, the reachable set respects the given bounds; checking the bounds for all time interval takes around 20 s, which is small compared to 3 835 s for the reachability analysis.
3) Discussion: Overall, the computational benefits of the Krylov methods typically improve with the size of the model as shown in Table II . When only the output is of importance, the Krylov method is particularly efficient since one can directly include the output matrix C in the Krylov method by using the orthonormal basis V (v) := CV (v) as discussed in Section V-A (see also [29] ). This avoids computing the reachable set of all states followed by projecting the result onto the outputs as required by standard methods. For the FOM model and the bridge model, the Krylov method is around 100 times faster, while the improvements for the MNA models are also substantial-only the small MNA-1 model shows similar computation times for both models.
In general, the computation times of the Kylov method are less predictable compared to the standard approach given the dimension of the system. While the computation times of the standard approach are typically monotonically increasing with the system dimension, the Krylov methods sometimes provides faster results for larger systems. 
VII. CONCLUSION
We have presented the first work for computing the overapproximative reachable set of linear systems in the Krylov subspace for arbitrarily varying, bounded inputs. Unlike most other work on applying reduction techniques for reachability analysis, which compute an output abstraction, we perform a state abstraction and can fully reconstruct the complete reachable sets. When using output abstractions, only the reachable outputs can be overapproximated-if those output-abstraction techniques would be used to reconstruct the whole reachable set, no reduction would be achieved. Due to the strict consideration of error bounds, our approach can be used for formal verification and other formal techniques, such as computation of invariance sets, computation of the region of attraction, optimization of constrained systems with uncertainties, set-based observers, and conformance checking. In our numerical example, we have seen a speed up of two orders of magnitude although the approximation was accurate up to floating point precision.
APPENDIX A PROOF OF THEOREM 4.2
Proof: We first compute an overapproximative reachable set resulting from inputs when assuming constant inputs for time
In a second step, we let ρ → 0 to obtain an overapproximation for arbitrarily varying inputs. The solution of piecewise constant inputs is obtained from
When the set of inputs is uncertain within U, we obtain (25) In order to obtain not only an approximation, but an overapproximation, the solution for a time interval [t k −1 , t k [ is further abstracted. From Corrollary 4.1, we have that
The aforementioned overapproximation is rewritten using a finite Taylor series [see (14) ]
Finally, the uncertainty of the input is moved inwards, which results in a further overapproximation
After introducing
By repeatedly inserting (27) into (25), rearranging time intervals (δ − t k ) = t l−k , and usingẼ(t, u) (15), we obtain
The summation symbols indicate that the terms written in one column are summed up. Since the expressions t j k − t j k −1 are positive scalars, the following statement can be used for the summation: For any two positive scalars a, b ∈ R + and the convex set S, one can state that aS ⊕ bS = (a + b)S. From this follows that
and similarly for the Taylor remainder terms
and the Krylov error terms
Inserting (29)-(31) into (28) yieldŝ
Since the aforementioned result is independent of the number of intermediate time steps l, we can choose l → ∞, meaning that lim l→∞R p,l (δ) = R p (δ).
APPENDIX B ERROR BOUND FOR THE APPROXIMATION OF MATRIX EXPONENTIALS
In this paper, we use the a posteriori bound from [58, eq. (4.1)]. A method for efficient computation of this bound is presented in the subsequent proposition. where H[0, δ] can be represented as a matrix zonotope, i.e., a zonotope whose center and generators are replaced by matrices; the exponential of a matrix zonotope e H [0,δ ] can be computed as presented in [73] . Further, ν(C) := λ max (0.5(C + C * )) returns the largest eigenvalue and C * is the conjugate transpose of C. Please note that the computation of ν(C) can be done efficiently since 0.5(C + C * ) is a real, sparse, symmetric matrix for which efficient eigenvalue computations [74] , [75] exist. Results can be obtained up to machine precision [76] and error bounds are derived in [77] and [78] . Finally, e ξ is the unit vector whose ξth value is one and the values of h ξ +1,ξ and H are taken from Algorithm 1.
Proof: The a posteriori bound from [58, eq. (4.1)] is
Please note that some signs are changed compared to [58, eq. (4.1)] since in that work, the system is specified asẋ = e −C t instead ofẋ = e C t .
1) Error Bound is Linear in Time:
The error bound can be enclosed by a function that is linear in time. From (32), we can derive the following bound: 
Depending on ν(C), the function ϕ(t) is monotonically increasing or decreasing. To show this, we insert the Taylor series e ν (C )t = ∞ i=0 (ν (C )t) n n ! in the derivativė ϕ(t) = ν(C)te ν (C )t − e ν (C )t + 1 ν(C)t 2 so that we obtaiṅ ϕ(t) = ν(C)t(1 + ν(C)t + (ν (C )t) 2 2! + · · · ) ν(C)t 2
−
(1 + ν(C)t + (ν (C )t) 2 2! + · · · ) − 1 ν(C)t 2 =
(ν(C)t) 2 + (ν (C )t) 3 2! + · · · ) − (ν (C )t) 2 2! − (ν (C )t) 3 3! − · · · ν(C)t 2 = ∞ i=0 1 (n + 1)! − 1 (n + 2)! .
Thus, ϕ(t) is monotonically increasing if ν(C) > 0, monotonically decreasing for ν(C) < 0, and constant for ν(C) = 0. As a consequence, the maximum is obtained at t = t f for ν(C) > 0 and at t = 0 for ν(C) ≤ 0. For the evaluation of t = 0, we require the rule of L'Hôpital as The maximum is then obtained by Since ω k is one-dimensional, the result is the interval max t∈τ k (e T ξ e H t e 1 ) = sup(ω k ). For the entire time horizon, the maximum is simply obtained as ω = max
3) Final Result: Using (35) and (34) As a short final remark, we would like to mention that we have used the MATLAB function eigs to obtain λ max .
