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ON CERTAIN GENERALIZATIONS OF THE
LEVI-CIVITA AND WILSON FUNCTIONAL
EQUATIONS
J. M. ALMIRA˚ AND E. V. SHULMAN
Abstract. We study the functional equation
mÿ
i“1
fipbix` ciyq “
nÿ
k“1
ukpyqvkpxq
with x, y P Rd and bi, ci P GLpd,Rq, both in the classical context
of continuous complex-valued functions and in the framework of
complex-valued Schwartz distributions, where these equations are
properly introduced in two different ways. The solution sets are,
typically, exponential polynomials and, in some particular cases,
related to so called characterization problem of the normal distri-
bution in Probability Theory, they reduce to ordinary polynomials.
1. Introduction
Levi-Civita functional equation has the form
(1) fpx` yq “
nÿ
k“1
ukpyqvkpxq,
where f, uk, vk, (1 ď k ď n), are complex-valued functions defined on
a semigroup pG,`q. This equation can be restated by claiming that
τypfq PW for all y P G, where W “ spantvku
n
k“1 is a finite-dimensional
space of functions defined on G and τypfqpxq “ fpx` yq.
In this paper we deal with the case G “ Rd and study a more general
functional equation
(2)
mÿ
i“1
fipbix` ciyq “
nÿ
k“1
ukpyqvkpxq
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for all x, y P Rd, where fi, vk, uk, for 1 ď i ď m, 1 ď k ď n, are
functions defined on Rd, and bi, ci P GLpd,Rq. Our main result is that
all continuous solutions of (2) are exponential polynomials. Moreover,
using a result from [28] we extend this statement to equations of the
form
(3)
mÿ
i“1
fipbix` ciyq “
nÿ
k“1
ukpyqvkpxq `
Nÿ
s“1
Pspxqwspyq exp xx, ϕspyqy,
where Ps are polynomials and functions ws, ϕs are arbitrary.
In one-dimensional case, addition theorems with such a left-hand
side were studied by Wilson [34] a hundred years ago. Applying an
elimination method, which now is a classical one, he showed that all
continuous solutions of the equation
mÿ
i“1
fipαix` βiyq “ fpxq ` gpyq
are polynomials of degree not greater than m.
The equation (2) includes the equations in iterated differences:
mÿ
j“1
λj∆
j
yf “
nÿ
k“1
ukpyqvk , y P R
d,
where ∆y is the difference operator ∆ypfqpxq “ fpx`yq´fpxq. Indeed
∆my fpxq “ 1 ¨ fpxq `
mÿ
p“1
ˆ
m
p
˙
p´1qm´pfpIdx` ppIdqyq,
where Id denotes the identity matrix of size d. A simplest example is
the Frechet’s equation ∆my f “ 0.
The equation (2) extends also the functional equation
1
N
N´1ÿ
k“0
fpz ` wkhq “ 0, for all z, h P C,
where w is any primitive N -th root of 1. This equation, characterizing
harmonic polynomials, was introduced by S. Kakutani and M. Nagumo
[21], Walsh [33] in 1930’s, and intensively studied by S. Haruki [17, 18,
19] in 1970’s and 1980’s.
Another special case of (2) is the equation
(4)
mÿ
i“1
fipbix` ciyq “
mÿ
i“1
fipbixq `
mÿ
i“1
fipciyq,
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which is a linearized (by taking logarithms) form of the Skitovich-
Darmois functional equation:
mź
i“1
pµipbix` ciyq “ mź
i“1
pµipbixq mź
i“1
pµipciyq.
Here, pµi represents the characteristic function of a probability distri-
bution µi. This equation is connected to the characterization problem
of normal distributions. Concretely, its study leads to a proof of the
following result [Linnik [24], Ghurye-Olkin [15], [20]]:
Assume that Xi, i “ 1, ¨ ¨ ¨ , m are independent d-dimensional ran-
dom vectors such that the linear forms L1 “ b
t
1
X1 ` ... ` b
t
mXm and
L2 “ c
t
1
X1 ` ... ` c
t
mXm are independent, with bi, ci P GLpd,Rq for
i “ 1, ¨ ¨ ¨ , m. Then Xi is Gaussian for all i.
The equation (4) (with the change of matrices bi, ci by automor-
phisms) and its applications to probability distributions, has been stud-
ied in great detail by Feld’man [14], for functions defined on locally
compact commutative groups.
A more general specialization of (2) was considered by Ghurye and
Olkin in [15]:
(5)
mÿ
i“1
fipx` ciyq “ Apx, yq `Bpy, xq,
where fi map R
d to C, and the functions A,B are such that, for each
y P Rd, Apx, yq and Bpx, yq are polynomials in the variable x with
degrees not greater than r and s, respectively (here r, s do not depend
on y). This equation has also proven to be a useful tool in the study
of probability distributions (see, for example, [26, Chapter 7]).
The equation (1) can be formulated also for distributions, since the
shift operator τy : fpxq ÞÑ fpx ` yq and dilation operator σb : fpxq ÞÑ
fpbxq can be extended to the space DpRdq1 of Schwartz complex-valued
distributions (as the adjoint of the corresponding operators on DpRdq).
Our results in this setting extend the Anselone-Korevaar [9] theorem on
finite-dimensional shift-invariant subspaces of DpRdq1 and the results of
[22], [25] (see also [1] -[8]). They show in particular that the continuity
restrictions on solutions and coefficients of (1) can be weakened at least
to local integrability.
It should be underlined that in all settings if the functions or dis-
tributions uk, vk in (2) are linearly independent (which always can be
assumed), then they are linear combinations of (shifted) functions fi.
Therefore, proving that fi are exponential polynomials we simultane-
ously prove the same for uk and vk.
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2. Solution of equation (2)
Our aim here is to establish the following result:
Theorem 1. If the functions vk are continuous, the matrices bi, ci and
b´1i ci ´ b
´1
j cj (for i ‰ j) are invertible, then all solutions fi P CpR
dq of
(2) are exponential polynomials.
Note that the substitution rfipxq “ fipbixq reduces the equation (2)
to the case that bi “ Id, the identity matrix, that is to the equation
(6)
mÿ
i“0
fipx` ciyq “
nÿ
k“1
ukpyqvkpxq
So in what follows we mostly consider this case.
For y P Rd, let τy denote the shift operator on CpR
dq: τypfqpxq “
fpx ` yq. Then denoting by W the subspace generated by v1, ..., vn,
we may reformulate (6) saying that all functions
řm
i“1 τciypfiq belong
to W .
In the proof of Theorem 1 we will use the following result from [28]:
Proposition 2. Let pi be a continuous representation of a topologically
finitely generated semigroup G on a topological linear space X. Suppose
that a vector x P X and a finite-dimensional subspace L Ă X have the
property that for any g P G, there is a finite-dimensional pi-invariant
subspace Rpgq Ă X with pipgqpxq P L ` Rpgq. Then x belongs to a
finite-dimensional pi-invariant subspace of X.
In this section Proposition 2 will be applied to the representation
y ÞÑ τy of the group R
d by shifts on the space CpRdq.
By the above, Theorem 1 is equivalent to the following:
Theorem 3. Assume that tfiu
m
i“1 Ă CpR
dq and, for all y P Rd,
(7)
mÿ
i“1
τciypfiq PW for all y P R
d
where W Ă CpRdq is a finite-dimensional subspace. If all matrices
ci and ci ´ cj (for i ‰ j) are invertible, then all fi are exponential
polynomials.
Proof. We use induction on m. The case m “ 1 is known. Indeed, in
this case (6) is the Levi-Civita equation, its solutions on abelian groups
are described, for example, in [11, Theorem 1] (see also [31, 32] and
references there).
Suppose that the statement is true whenever the number of sum-
mands appearing in the left-hand side of the equation is strictly smaller
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than m. Take arbitrary h P Rd and substitute in (7) y ´ c´1
1
h for y.
Then applying the operator τh we will obtain
(8)
mÿ
i“1
τh`cipy´c´11 hq
pfiq P τhpW q for all y P R
d.
Comparing the left-hand sides of (7) and (8), and setting W ˚ :“
τhpW q `W we obtain
(9)
mÿ
i“2
pτciy`pId´cic´11 qhpfiq ´ τciypfiqq PW
˚, for all y P Rd.
Clearly dimW ˚ ă 8. Setting di “ Id ´ cic
´1
1
, define, for a fixed h, the
functions gi by gipxq “ fipx` dihq ´ fipxq. Then (9) will get the form
(10)
mÿ
i“2
τciypgiq P W
˚ for all y P Rd.
By the induction hypothesis, we obtain that all functions gi are con-
tinuous exponential polynomials.
The matrices di “ Id ´ cic
´1
1
are invertible, since
ker di “ c1 kerpci ´ c1q “ t0u.
Thus, the condition “fipx ` dihq ´ fipxq is a continuous exponential
polynomial for all h” can be written as “fipx`yq´fipxq is a continuous
exponential polynomial for all y”. Since any exponential polynomial
is contained in an invariant finite-dimensional subspace, we see that
each function τyfi belongs to the sum of the one-dimensional subspace
Cfi and some invariant finite-dimensional subspace. By Proposition 2,
fi is contained in an invariant finite-dimensional subspace, so fi is an
exponential polynomial. Here i “ 2, ..., m, but clearly the same is true
for f1 by symmetry. 
3. A more general class of equations
Here we consider the equation (3). Since the second term in the
right-hand side of (3) is an exponential polynomial in x for each y, the
study of this equation reduces to the following extension of Theorem
3.
Theorem 4. Let tfku
m
k“1 Ă CpR
dq, W be a finite-dimensional subspace
of CpRdq, ci P GLpd,Rq. Suppose that, for each y P R
d, there is a
finite-dimensional translation invariant space Rpyq Ă CpRdq with
(11)
mÿ
i“1
τciypfiq PW `Rpyq.
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If all matrices ci´cj (for i ‰ j) are invertible, then all fi are exponential
polynomials.
Proof. We proceed by induction on m. The case m “ 1 is solved by
Proposition 2, since c1 is invertible. Take m ą 1 and let y P R
d, so
(11) holds for a finite-dimensional invariant subspace Rpyq of CpRdq.
Choosing h P Rd, we apply the assumption to y ´ c´1
1
h:
(12)
mÿ
i“1
τciypfiq PW `Rpy ´ c
´1
1
hq.
Applying the operator τh to both sides of (12) one obtains
(13)
mÿ
i“1
τh`cipy´c´11 hq
pfiq P τhpW q `Rpy ´ c
´1
1
hq.
Subtracting (12) from (13) we get
(14)
mÿ
i“2
pτciy`pId´cic´11 qhpfiq ´ τciypfiqq PW1 `R1pyq,
where W1 “ τhpW q `W and R1pyq “ Rpyq `Rpy ´ c
´1
1
hq. Clearly W1
and R1pyq are finite-dimensional and R1pyq is translation invariant.
Setting di “ Id´cic
´1
1
define the functions gi by gipxq “ fipx`dihq´
fipxq. Then (14) will get the form
mÿ
i“2
τciypgiq PW1 `R1pyq, for all y P R
d.
Thus, the induction step confirms us that all functions gi, for i “
2, . . . , m, are exponential polynomials. Since h is arbitrary, the proof
can be finished in the same way as the proof of Theorem 3. 
Corollary 5. If the functions vk are continuous, the matrices bi, ci and
b´1i ci ´ b
´1
j cj (for i ‰ j) are invertible, then all continuous solutions fi
of (3) are exponential polynomials.
4. Distributions
The functions which are the coefficients of the equation (2) (as well
as its solutions) could a priori belong to a more general class than
CpRdq. To handle a more wide variety of situations we will now study
it in the distributional setting.
We will distinguish two variants of distributional view at the equation
(2). If uk are usual (arbitrary!) functions while vk are distributions
then the equation means that the sum in the left-hand side for every y
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belongs to the linear span of the distributions vk. So we come to the
following setting:
Theorem 6. Assume that tfku
m
k“1 Ă DpR
dq1 and, for all y P Rd,
mÿ
i“1
τciypfiq PW for all y P R
d
for an n-dimensional subspace W of DpRdq1. If all matrices ci and
ci´ cj (for i ‰ j) are invertible, then all fk are continuous exponential
polynomials.
Proof. The proof is similar to the proof of Theorem 3. The case m “ 1
follows from the Anselone-Korevaar theorem [9]. The induction step
goes as above with the only distinction that we apply Proposition 2 to
the representation of Rd by shifts on the space DpRdq1. 
Corollary 7. The statements of Theorem 1 and Corollary 5 extend to
the case that vk and fi are locally summable.
On the other hand one can consider (2) in the case that both uk and
vk are distributions. In this setting we should regard both sides of the
equation as elements of DpRd ˆ Rdq1.
Theorem 8. Assume that
(15)
mÿ
i“1
fipx` ciyq “
nÿ
k“1
ukpyqvkpxq,
where fi, uk, vk P DpR
dq1, ci P GLpd,Rq and both sides of (15) are
considered as elements of DpRd ˆ Rdq1. If all matrices ci ´ cj (for
i ‰ j) are invertible, then fk is a continuous exponential polynomial
for k “ 1, . . . , m.
Proof. Let us denote by ∆ph,kq the general difference operator in DpR
dˆ
Rdq1:
x∆ph,kqF px, yq, φpx, yqy “ xF px, yq, φpx´ h, y ´ kq ´ ϕpx, yqy.
We will use the fact that the equality
(16) ∆ph,kqpfpx` cyqq “ p∆h`ckpfqqpx` cyq
holds for all f P DpRdq1, h, k P Rd, and c P GLpd,Rq; its validity can
be checked by direct calculation.
As above we proceed by induction on m, the number of summands
in the left-hand side of the equation (15). As we have already noticed,
the case m “ 1 of this equation is known (see, e.g., [12, 13] for d “ 1
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and [29, 27] for domains of Rd). Assume the result holds true whenever
we have less than m summands. Let fi, uk, vk satisfy (15).
Let us apply the operator ∆ph,´c´1
1
hq to both sides of the equation
(this is equivalent to substitute x by x ` h and y by y ´ c´1
1
h in the
equation). Then (16) implies that
∆ph,´c´1
1
hq
«
mÿ
i“1
fipx` ciyq
ff
“
mÿ
i“1
∆ph,´c´1
1
hqfipx` ciyq
“
mÿ
i“1
p∆h´cic´11 hpfiqqpx` ciyq
“
mÿ
i“2
p∆pId´cic´11 qhpfiqqpx` ciyq
“
mÿ
i“2
gipx` ciyq,
with gi “ ∆pId´cic´11 qhpfiq P DpR
dq1 for i “ 2, . . . , m. Hence, after
applying the operator ∆ph,´c´1
1
hq to the left-hand side of the equation,
we reduce by 1 the number of summands in the equation. On the other
hand, in the right-hand side of the equation we get
∆ph,´c´1
1
hq
˜
nÿ
k“1
ukpyqvkpxq
¸
“
nÿ
k“1
τ´c´1
1
hpukqpyqτhpvkqpxq´
nÿ
k“1
ukpyqvkpxq,
which is an expression of the form
2nÿ
k“1
UkpyqVkpxq
with Uk, Vk P DpR
dq1 for k “ 1, ¨ ¨ ¨ , 2n. Hence we can use the in-
duction hypothesis to conclude that gi “ ∆pId´cic´11 qhpfiq P DpRq
1 is a
continuous exponential polynomial for i “ 2, . . . , m. As in the proof of
Theorem 6 we conclude, using Proposition 2, that all fi are continuous
exponential polynomials. 
Corollary 9. Assume that
mÿ
i“1
fipbix` ciyq “
nÿ
k“1
ukpyqvkpxq,
where fi, uk, vk P DpR
dq1 and bi, ci P GLpd,Rq. If all matrices b
´1
i ci ´
b´1j cj (for i ‰ j) are invertible, then fk is a continuous exponential
polynomial for k “ 1, . . . , m.
On certain generalizations of the Levi-Civita and Wilson functional equations 9
As a consequence, the results of Kakutani-Nagumo, Walsh, Ghurie-
Olkin and others mentioned in the Introduction, extend to distribu-
tions. For example, we have
Theorem 10. Assume that fi, aα, bβ P DpR
dq1 for 1 ď i ď m, 0 ď
|α| ď r and 0 ď |β| ď s, and equation (5) is satisfied with Apx, yq “ř
|α|ďr x
α ¨ aαpyq and Bpy, xq “
ř
|β|ďs bβpxq ¨ y
β. Assume, furthermore,
that all matrices ci (for all i) and ci ´ cj (for i ‰ j) are invertible.
Then all fi are (in the distributional sense) ordinary polynomials.
Proof. It follows from Theorem 6 that fi are continuous exponential
polynomials, which implies immediately the same about bβpxq. There-
fore one can apply results of [15] where the statement was proved for
continuous functions. 
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