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Аннотация. Исследуется устойчивость решений линейных уравнений, возникающих в тео-
рии двумерной цифровой фильтрации. Анализируются различные постановки начальной задачи.
В качестве основных результатов для каждой из них получен соответствующий критерий устой-
чивости в терминах корней характеристического уравнения. Для краевых условий типа Дирихле,
Неймана или для периодических краевых условий обоснован переход к системе линейных уравне-
ний первого порядка в конечномерном пространстве. Кроме этого, рассмотрены краевые условия,
определяющие поведение решений на «бесконечности». Здесь речь идет об анализе линейных бес-
конечномерных систем.
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1. Постановка задачи
Дискретные уравнения являются основным математическим аппаратом при иссле-
довании динамики многих важных прикладных задач, особенно в теории бурно раз-
вивающихся в настоящее время цифровых систем. Простейшими и в то же время
базовыми математическими моделями являются линейные «автономные» уравне-
ния вида
xn+1 = axn (n = 0, 1, . . . ). (1)
Задав начальное условие x0, легко выписать решение xn уравнения (1), совпадаю-
щее с x0 при n = 0, и исследовать его устойчивость. Более сложны и многообразны
дискретные уравнения, в которых учитывается пространственное распределение.
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На математическом языке это приводит к рассмотрению уравнения относительно
величин xn,m, зависящих от двух индексов. Например, дискретными аналогами про-
стейших операторов переноса и диффузии являются соответственно уравнения
xn+1,m = axn,m + d(xn,m+1 − xn,m), (2)
xn+1,m = axn,m + d(xn,m+1 − 2xn,m + xn,m−1). (3)
В настоящей работе исследуется более сложное уравнение, возникающее в зада-
чах двумерной цифровой фильтрации [1-8]:
xn+1,m+1 = axn+1,m + bxn,m+1 + cxn,m, (n = 0, 1, . . . ). (4)
Кроме задания самого пространственно-распределенного уравнения (4), централь-
ным моментом является выбор фазового пространства. К числу наиболее простых
следует отнести три возможных случая, которые обусловлены выбором соответству-
ющих краевых условий:
1. Условие Дирихле: переменная m изменяется от 0 до некоторого p > 0, причем
xn,p = 0, n = 0, 1, . . . (5)
2. Условие Неймана: переменная m изменяется от 0 до некоторого p > 0,
причем
xn,p−1 = xn,p, n = 0, 1, . . . (6)
3. Периодические граничные условия:
xn,m+p = xn,m, n,m = 0, 1, . . . (7)
Каждое из условий (5), (6) или (7) означает, что фазовое пространство является
конечномерным. Тем самым, задавая p + 1 значение z0 = (x0,0;x0,1; . . . ;x0,p; ),
однозначно находим решение xn,m при n > 0,m = 0, . . . , p. В следующем пункте
будут выписаны критерии устойчивости для каждой из упомянутых задач.
4. Для уравнения (4) естественной является ситуация, когда переменная m
принимает все значения от 0 до∞. Имея в виду конкретные приложения, представ-
ляется наиболее естественным ограничение вида:
xn,m → 0 при m→∞, n = 0, 1, . . . (8)
Фазовое пространство в случае условий (8) обозначим через L. Наиболее прием-
лемы метрики стандартных пространств L1 или L2, т. е. имеем
‖z‖ =
∞∑
j=0
|zj|, при z ∈ L1,
‖z‖ =
( ∞∑
j=0
|zj|2
)1/2
, при z ∈ L2.
Рассмотрению краевого условия (8) будет посвящен пункт 3. Как оказалось, кра-
евого условия (8) может быть недостаточно для определения решения xn,m урав-
нения (4). В этом случае необходимо существенно расширить фазовое пространство
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и отказаться от интерпретации индекса n, как аналога временного дискрета. В ка-
честве фазового пространства приходится определять пространство M элементов
z0 = (. . . , x0,2, x0,1, x0,0, x1,0, x2,0, . . . )
с краевыми условиями
|z0,j|+ |zj,0| → 0 при j →∞ (9)
Соответствующие результаты приводятся в пункте 4.
2. Условия устойчивости для конечномерных
фазовых пространств
2.1. Задача Дирихле
Предположим, что выполнены краевые условия (5). В этом случае для каждого n
уравнение (4) расщепляется на cистему p рекуррентных по m уравнений вида
zn+1 = Apzn, (zn = (xn,p−1, . . . , xn,0), ) (10)
где Ap− нижнетреугольная матрица, на главной диагонали которой стоит одно и
то же число −ca−1. Конечно, здесь предполагаем, что выполнены условия невы-
рожденности a 6= 0. Таким образом, условия устойчивости траектории zn системы
(10), а значит, и решения xn,m уравнения (4), состоит в выполнении неравенства
|ca−1| < 1. (11)
Замечание 1. При условии a = 0 для разрешимости уравнения (4) с краевыми
условиями (5) и с произвольными начальными условиями необходимо выполнение
условия c = 0. Если же в рассматриваемой задаче a = c = 0, то уравнение (4)
вырождается в простейшее уравнение zn+1 = bzn, условия устойчивости которого
состоят в выполнении неравенства
|b| < 1. (12)
2.2. Задача Неймана
В случае краевых условий (6) задача (4) тоже представима в виде p-мерной системы
(10) с нижнетреугольной матрицей Ap, левый верхний элемент которой равен
λ0 =
b+ c
1− a,
а все остальные элементы главной диагонали равны −ca−1. Таким образом, при
выполнении условий невырожденности a 6= 0 и a 6= 1 критерий устойчивости за-
писывается в виде двух неравенств
|ca−1| < 1,
|(b+ c)(1− a)−1| < 1.
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Замечание 2. При условии a = 0 для разрешимости рассматриваемой задачи
с произвольными начальными условиями необходимо, чтобы c = 0. Тогда кри-
терий устойчивости имеет вид (12). Если же a = 1, то необходимо равенство
b+c = 0. В этом случае, однако, задания только начального условия (значения z0)
оказывается недостаточно. Можно, например, произвольно задавать последова-
тельность значений xn,p−1 (n = 0, 1, . . . ). Критерий устойчивости по части пере-
менных (xn,0, . . . , xn,p−1 ) (с заданной ограниченной последовательностью xn,p−1)
состоит в выполнении неравенства |c| < 1.
2.3. Периодическая краевая задача
При условии (7) уравнение (4) принимает вид
(I − aJ)zn+1 = (bI + cJ)zn, (13)
где zn = (xn,0, . . . , xn,p−1 ), I — единичная матрица, а матрица J задана равенством
J =

0 0 . . . 0 0 1
1 0 . . . 0 0 0
0 1 0 . . . 0 0 0
...
...
... . . .
...
...
...
0 0 0 . . . 0 1 0

Условия устойчивости решения (12) состоят в выполнении неравенств
|λj| < 1 (j = 0, 1, . . . , p− 1),
где λj − собственные значения матрицы Ap = (I − aJ)−1(bI + cJ). Для чисел λj
имеет место формула
λj = (b+ c exp (iϕj))(1− a exp (iϕj))−1,
где ϕj = 2pij/p (j = 0, . . . , p−1). Здесь, конечно, тоже необходимо наложить условие
невырожденности a 6= 1. Интересно отметить, что для выполнения несколько более
сильного неравенства
|(b+ c exp (iϕj))(1− a exp (iϕj))−1| < 1 при ϕ ∈ [0, 2pi]
необходимо и достаточно, чтобы имели место ограничения
|bc+ a| > 0
|b+ c| < |a− 1|,
a 6= 1,
или

|bc+ a| < 0
|b− c| < |a+ 1|,
a 6= 1,
или

|bc+ a| = 0
b2 + c2 − a2 < 1,
a 6= 1.
Замечание 3. Для более простого уравнения (2) устойчивость состоит в выпол-
нении условий
|a− d| < 1 — в случае краевых условий (5);
|a| < 1 и |a− d| < 1 — в случае краевых условий (6);
|a + d (exp (iϕj)− 1)| < 1 (ϕj = 2pij/p, j = 0, 1, . . . , p − 1) — в случае краевых
условий (7).
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3. Критерий устойчивости в бесконечномерном
фазовом пространстве
Рассмотрим отдельно случаи a > 1 и a < 1. Относительно коэффициентов уравне-
ния (4) удобно сделать некоторые допущения, не влияющие на общность постановки
задачи. Коэффициенты a и b можно считать неотрицательными. В противном
случае нужный знак достигается с помощью преобразования xn,m = (−1)nyn,m или
xn,m = (−1)myn,m.
Пусть сначала a > 1. Положим zn = (xn,0, xn,1, . . . ), и пусть вектор начальных
условий z0 принадлежит пространству L. Отметим, что задания только значения
z0 в общем случае оказывается недостаточным для определения значения xn,m (n >
0, m > 0). Однако требование, чтобы при всех n > 0 выполнялось включение
zn ∈ L, существенно меняет ситуацию. С чисто математической точки зрения суть
дела заключается в содержании следующего вспомогательного утверждения.
Лемма 1. Рассмотрим неоднородное разностное уравнение
xm+1 = axm + ym+1 (m = 0, 1, . . . ), (14)
в котором yn − заданная последовательность и yn ∈ L. Тогда при условии
|a| < 1 для каждого решения xm уравнения (14) тоже выполнено включение
xm ∈ L. Если же |a| > 1, то уравнение (14) имеет единственное решение xm,
принадлежащее пространству L
xm =
∞∑
k=n
an−kyk.
Вернемся к уравнению (4) и положим в нем n = 0. В результате приходим к
равенству
x1,m+1 = ax1,m + ym (ym = bx0,m+1 + cx0,m).
Из условия z0 ∈ L следует, что (y0, y1, . . . ) ∈ L. Из леммы тогда следует, что
при выполнении неравенства a > 1 и при условии z1 = (x1,0, x1,1, . . . ) ∈ L вектор
z1 однозначно определяется. Таким образом, для однозначной разрешимости рас-
сматриваемого уравнения достаточными являются условие a > 1 и принадлежность
решения уравнения (4) фазовому пространству L. Тем самым уравнение (4) в фа-
зовом пространстве L порождает линейный оператор A, который элементу zn
ставит в соответствие элемент zn+1 : zn+1 = Azn.
Далее рассмотрим при условии |a| > 1 вопрос об устойчивости решения zn. Для
нахождения спектра оператора A в (4) полагаем zn+1 = λzn. Для значений λ
тогда получится соотношение
(λ− b)xn,m+1 = (aλ+ c)xn,m. (15)
Из условия zn ∈ L получаем неравенство∣∣∣∣aλ+ cλ− b
∣∣∣∣ < 1. (16)
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Множество всех λ, удовлетворяющих неравенству (16), обозначим через Ω и
положим
λ0 = sup
λ∈Ω
|λ|.
Для значения λ0 имеет место формула
λ0 =
|ac+ b|+ |ab+ c|
a2 − 1 , a
2 − 1 > 0. (17)
Основное утверждение состоит в том, что при условии λ0 < 1 решения zn урав-
нения (4) асимптотически устойчивы в пространстве L, и при условии λ0 > 1 −
неусточивы.
Проводя аналогию с распределенными системами, значения n можно интер-
претировать как временную переменную, а значение m как пространственную
переменную.
Отметим, что спектр оператора A составляет замкнутое множество Ω, все
внутренние точки которого являются собственными значениями этого оператора.
При этом число λ0 в формуле (17) является спектральным радиусом рассматрива-
емого оператора.
Интересно сопоставить полученные в этом пункте утверждения с соответству-
ющими результатами для более простой задачи: изучение решений уравнения (2)
с «краевыми» условиями (8). В отличие от формулы (16) спектральное множество
задач (2), (8) выделяется неравенством
|λ− a+ d| 6 |d|.
Отсюда для спектрального радиуса λ0 получаем равенство
λ0 = |a− d|+ |d|.
При a < 1 предыдущая задача теряет смысл в силу того, что невозможно опре-
делить решение xn,m, задавая только значения x0,m, (m = 0, 1, . . . ). В этом случае
наиболее естественно выглядит задача нахождения решения xn,m уравнения (4) при
дополнительном условии
xn,0 = 0 (n = 0, 1, . . . ). (18)
Положим zn = (xn,1, xn,2, . . . ), и пусть вектор zn принадлежит пространству
L1. Тогда линейный оператор Azn = zn+1, порожденный уравнением (4) и краевым
условием (18) и действующий из L1 в L1, представим в виде бесконечномерной
матрицы A, причем
A = bI + [c+ ab]B. (19)
Здесь I — единичная матрица (тождественный оператор), а для j-го столбца bj (j =
1, 2, . . . ) матрицы B имеем равенство bj = (0, . . . , 0︸ ︷︷ ︸
j
, b0), где b0 = (1, a, a2, . . . ).
Из формулы (19) вытекает следующий критерий устойчивости решений рассмат-
риваемой задачи.
Теорема 1. При условии a < 1 решения уравнения (4) с краевыми условиями (18)
асимптотически устойчивы (неустойчивы), если
|c+ ab| < (1− a)(1− b) (|c+ ab| > (1− a)(1− b)).
Кащенко С.А.
Устойчивость решений дискретных краевых задач для уравнения двумерной фильтрации 543
4. Уравнение с «двумя временами»
Результаты этого пункта наиболее интересны. Сначала заметим, что произволь-
ное задание элементов . . . , x0,2, x0,1, x0,0, x1,0, x2,0, . . . однозначно определяет решение
xn,m уравнения (4). Первый и второй индекс n и m элемента xn,m здесь равноправ-
ны, поэтому оправдано название уравнения (4) как уравнения с «двумя временами».
С точки зрения приложений (например к задачам цифровой радиофизики) имеет
смысл наложить условия
lim
n→∞
xn,m = 0, lim
m→∞
xn,m = 0, (20)
т. е. предполагаем, что вектор zk = (. . . , xk,2, xk,1, xk,k, x1,k, x2,k, . . . ) принадлежит фа-
зовому пространству M. При этом уравнение (4) порождает линейный оператор
A, который элементу zk ставит в соответствие элемент zk+1 : zk+1 = Azk (k =
0, 1, 2, . . . ). Обратим внимание, что рассматриваемая в этом пункте задача с «двумя
временами» имеет смысл только при выполнении условий на коэффициенты a и
b : |a| < 1, |b| < 1.
Чтобы обосновать это, достаточно в уравнении (4) при фиксированном n пере-
менную m устремить в бесконечность (а затем при фиксированном m переменную
n устремить в бесконечность) и воспользоваться условием xn,m → 0 при n → ∞
или m→∞. Таким образом оператор A действует в пространстве M.
Отсюда естественным образом возникает задача изучения устойчивости решения
zk уравнения zk+1 = Azk.
Относительно коэффициентов уравнения (4) удобно сделать некоторые допуще-
ния, не влияющие на общность постановки задачи. Во-первых, коэффициенты a и
b можно считать неотрицательными. В противном случае нужный знак достигается
с помощью преобразования xn,m = (−1)nyn,m или xn,m = (−1)myn,m. Во-вторых,
удобно условиться, что выполнено неравенство a > b. Если a < b, то следует
лишь поменять местами переменные n и m и соответственно переобозначить a
и b.
Сначала исследуем основной случай, когда выполнено условие типа общности
положения b > 0. Случай b = 0 будет рассмотрен ниже в качестве примера.
Устойчивость траекторий отображения zk+1 = Azk определяет спектральный
радиус r(A) оператора A. Для нахождения этой важной характеристики следует
изучить вопрос о разрешимости в пространстве L уравнения
(A− λI)x = z, (21)
полагая x = (. . . , x0,2, x0,1, x0,0, x1,0, x2,0, . . . ), z = (. . . , z0,2, z0,1, z0,0, z1,0, z2,0, . . . ). За-
пишем уравнение (21) в координатной форме. В результате приходим к соотноше-
ниям
z0,m − az0,m−1 = aλx0,m−1 + (c− λ)x0,m + bx0,m+1 (m > 1), (22)
zn,0 + bzn−1,0 = bλxn−1,0 + (c− λ)xn,0 + axn+1,0 (n > 1), (23)
z0,0 = ax1,0 + bx0,1 + (c− λ)x0,0. (24)
Вопрос о разрешимости в пространстве L уравнений (22) и (23) связан с пове-
дением корней квадратного уравнения
abτ 2 + (c− λ)τ + λ = 0. (25)
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Пусть τ1 = τ1(λ) и τ2 = τ2(λ) — корни этого уравнения, причем условимся считать,
что
|τ1| > |τ2|. (26)
Отметим, что корни характеристических уравнений, соответствующие правым ча-
стям уравнений (22) и (23), равны соответственнно aτj (j = 1, 2) и bτj (j = 1, 2).
В зависимости от расположения корней aτj и bτj разберем отдельно пять случаев.
Первый случай. Пусть модули всех корней aτj (j = 1, 2) и bτj (j = 1, 2) строго
больше 1, т. е.
|bτ2| > 1. (27)
В этом случае каждое из уравнений (22) и (23) имеет единственное решение x0,m =
um и x0,n = vn соответственно, принадлежащие пространству L (утверждение
аналогично приведенной выше лемме). Однако, в общем случае u0 6= v0, поэтому
значение x0,0, полученное из (22) и (23), не совпадает, не говоря уже о выполнении
равенства (24). Тем самым множество Ω1 таких значений λ, при которых выполнено
неравенство (27), принадлежит спектральному множеству оператора A. Для того,
чтобы описать границу ∂Ω1 множества Ω1, достаточно положить |bτ2| = 1 и учесть
неравенство (26). Тогда bτ2 = exp(iϕ) (ϕ ∈ [0, 2pi]), а из (25) получаем, что aτ1 =
λ exp(−iϕ) и λ = c+ abτ1 + baτ2. Отсюда приходим к выводу, что
∂Ω1 =
{
λ : λ =
c+ a exp(iϕ)
1− b exp(−iϕ) , 0 6 ϕ < 2pi
}
.
Найдем значение λ1, равное точной верхней грани тех значений |λ|, для которых
имеет место первый случай. Тем самым
λ1 = max
06ϕ<2pi
∣∣∣∣ c+ a exp(iϕ)1− b exp(−iϕ)
∣∣∣∣ , (28)
причем из (26) вытекает, что необходимо выполнение условия |bτ1| > 1, т. е.
λ1 >
a
b
. (29)
Для дальнейшего удобно ввести в рассмотрение два числа α и β по правилу
α = max
{ |c+ a|
1− b ,
|c− a|
1 + b
}
, β = max
{ |c+ b|
1− a ,
|c− b|
1 + a
}
. (30)
Сразу отметим,что
α =
{ |c+ a|(1− b)−1, при c 6∈ [−a/b,−ab],
|c− a|(1 + b)−1, при c ∈ [−a/b,−ab].
Аналогично
β =
{ |c+ b|(1− a)−1, при c 6∈ [−b/a,−ab],
|c− b|(1 + a)−1, при c ∈ [−b/a,−ab].
В выражении (28) максимум (по ϕ) достигается либо при ϕ = 0, либо при ϕ = pi.
Обратим внимание, что при выполнении неравенства α < a/b множество Ω1 пустое.
В этом случае полагаем λ1 = 0. В итоге приходим к формуле
λ1 =
{
α, при α > a/b,
0, при α < a/b. (31)
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Второй случай. Пусть все, кроме одного корня aτj и bτj (j = 1, 2), строго больше
1, т. е.
|aτ1| > 1, |aτ2| > 1, |bτ1| > 1, |bτ2| < 1. (32)
Тогда уравнение (22) по-прежнему имеет единственное решение x0,m = um в про-
странстве L, однако, в отличие от первого случая, уравнение (23) имеет семейство
решений xn,0 = vn + h(bτ2)n, зависящее от произвольного параметра h. Этот пара-
метр можно однозначно определить из условия u0 = v0.
Тем самым значение x0,0, определяемое из (22) и (23), будет одно и то же. Од-
нако равенство (24) в общем случае выполнено не будет. Отсюда заключаем, что
множество Ω2 тех λ, для которых выполнено условие (32), тоже принадлежит спек-
тральному множеству оператора A. Множество ∂Ω1, является частью границы мно-
жества Ω2. Остальную часть границы Ω2 обозначим через ∂Ω2. Она состоит из двух
частей, которые мы обозначим через ∂Ω21 и ∂Ω22.
Для описания Ω21 полагаем, что все корни характеристических уравнений свя-
заны соотношениями
|bτ2| 6 1 = |bτ1| 6 |aτ2| 6 |aτ1|.
Тогда bτ1 = exp(iϕ), aτ2 = λ exp(−iϕ), ϕ ∈ [0, pi]. Отсюда при условии 1 6 |λ| 6
a/b следует, что
∂Ω21 =
{
λ : λ =
c+ a exp(iϕ)
1− b exp(−iϕ) , 0 6 ϕ < 2pi
}
.
Для определения ∂Ω22 положим
|bτ2| 6 1 = |aτ2| 6 |bτ1| 6 |aτ1|.
Тогда aτ2 = exp(iϕ), bτ1 = λ exp(−iϕ), ϕ ∈ [0, pi]. Отсюда при условии |λ| > 1
следует, что
∂Ω22 =
{
λ : λ =
c+ b exp(iϕ)
1− a exp(−iϕ) , 0 6 ϕ < 2pi
}
.
Отметим, что при β < 1 и α < 1 множество ∂Ω2 пустое. Обозначим через λ2 наи-
больший модуль из тех λ, которые принадлежат ∂Ω2. Тогда
λ2 =

α, при β < 1, α > 1,
max(α, β), при β > 1, α > 1,
β, при β > 1, α < 1,
0, при β < 1, α < 1.
Третий случай. Предположим, что ровно два из значений |aτj| и |bτj| (j = 1, 2)
по модулю меньше, чем 1, и ровно два значения по модулю больше, чем 1. Тогда
решения уравнений (22) и (23) в пространстве L определяется с точностью до дву-
параметрического семейства. Условие совпадения в (22) и (23) найденного значения
x0,0 и равенство (24) позволяют однозначно определить два имеющихся парамет-
ра. Таким образом, при сформулированных условиях существует единственное ре-
шение системы (22)—(24), а значит, соответствующее значение λ не принадлежит
спектральному множеству оператора A.
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Обратим внимание, что при достаточно больших значениях |λ| выполнены соот-
ношения: |τ1|  1 и |τ2 − 1|  1, т. е. имеет место третий случай.
Четвертый случай. Пусть все четыре значения |aτj| и |bτj| (j = 1, 2) не превосхо-
дят единицу. Система (22)—(24) , как и во втором случае, оказывается неоднозначно
разрешима, а значит, соответствующие λ принадлежат спектральному множеству
Ω3 оператора A. Для описания множества ∂Ω3 полагаем, что для корней характе-
ристических уравнений выполнены соотношения
|bτ2| 6 |bτ1| 6 |aτ1| = 1, |bτ2| 6 |aτ2| 6 |aτ1| = 1.
Тогда aτ1 = exp(iϕ), bτ2 = λ exp(−iϕ), ϕ ∈ [0, pi]. Отсюда при условии |λ| 6 a/b
следует, что
∂Ω3 =
{
λ : λ =
c+ b exp(iϕ)
1− a exp(−iϕ) , 0 6 ϕ < 2pi
}
.
Обозначим через λ3 наибольший модуль из тех λ, которые принадлежат ∂Ω3. Тогда
λ3 =
{
β, при β > b/a,
0, при β > b/a.
Пятый случай. Пусть |aτ1| > 1, а все остальные значения |aτ2|, |bτ1| и |bτ2| мень-
ше, чем 1. В этой ситуации система (22)—(24) всегда разрешима, но неоднозначно,
а тогда соответственно значение λ принадлежит спектральному множеству Ω4 опе-
ратора A. Отметим, что четвертый и пятый случай выделяют точечный спектр
рассматриваемого оператора. Множество ∂Ω3 является частью границы множества
∂Ω4. Остальная часть границы ∂Ω4 состоит из двух частей, которые мы обозначим
через ∂Ω41 и ∂Ω42. Для описания ∂Ω41 полагаем, что все корни характеристических
уравнений связаны соотношениями
|bτ2| 6 |aτ2| 6 1 = |bτ1| 6 |aτ1|.
Тогда bτ1 = exp(iϕ), aτ2 = λ exp(−iϕ), ϕ ∈ [0, pi]. Отсюда при условии |λ| 6 1
следует, что
∂Ω41 =
{
λ : λ =
c+ a exp(iϕ)
1− b exp(−iϕ) , 0 6 ϕ < 2pi
}
.
Для определения ∂Ω42 положим
|bτ2| 6 |bτ1| 6 1 = |aτ2| 6 |aτ1|.
Тогда aτ2 = exp(iϕ), bτ1 = λ exp(−iϕ), ϕ ∈ [0, pi]. Отсюда при условии |λ| 6 1
следует, что
∂Ω42 =
{
λ : λ =
c+ b exp(iϕ)
1− a exp(−iϕ) , 0 6 ϕ < 2pi
}
.
Обозначим через λ4 наибольший модуль из тех λ, которые принадлежат ∂Ω4. Тогда
λ4 =

α, при β > 1, α 6 1,
max(α, β), при β 6 1, α 6 1,
β, при β 6 1, α > 1,
0, при β > 1, α > 1.
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Отметим, что при β > 1 и α > 1 множество Ω4 пустое. Тем самым, рассмотрение
всех пяти возможных случаев поведения корней уравнения (25) завершено. Обозна-
чим через λ0 наибольшее среди всех чисел λ1, λ2, λ3 и λ4, которые существуют при
определенном наборе параметров a, b и c. Тогда λ0 = max(α, β).
Основной результат заключается в том, что λ0 = r(A). При λ0 > 1 траектории
zk неустойчивы, а при λ0 < 1− устойчивы.
Замечание. Интересно отметить, что, казалось бы, естественный поиск собствен-
ных значений оператора A путем представления решения уравнения (4) в виде «раз-
деляющихся» переменных xn,m = unvm, не приводит к верным результатам.
5. Примеры
Исследование вырожденного случая. Пусть выполнено условие b = 0. Тогда множе-
ство Ω1 = ∅,Ω3 = ∅, а значит, λ1 = λ3 = 0. Множество Ω2 выделяется неравенствами{ |c− λ| > a,
|c− λ| < a|λ|
и
λ2 =
{ |c|(1− a)−1, при c 6∈ [−1− a, 1− a],
0, при c ∈ [−1− a, 1− a].
Множество Ω4 задается неравенствами{ |c− λ| < a,
|c− λ| > a|λ|,
откуда следует, что
λ4 =

|c|(1− a)−1, при c 6 1− a,
1, при 1− a 6 c 6 1 + a,
0, при c > 1 + a.
В итоге получаем равенство λ0 = |c|(1 − a)−1. Отметим, что каждый элемент мно-
жеств Ω2 и Ω4 принадлежит точечному спектру.
Условие устойчивости решений состоит в выполнении неравенства |c| < 1 − a.
Отметим, что это условие совпадает с условием устойчивости решений уравнения
(4) с краевыми условиями (18) при a < 1 и b = 0.
При условии a = b = 0 имеем λ0 = |c|. И здесь условие устойчивости реше-
ний уравнений с «двумя временами» совпадает с условием устойчивости решений в
случае краевых условий (18).
Пусть a = 0.5, b = 0.5. В этом случае
λ0 =
{
(1− 2c)/3, при c ∈ [−1,−0.25],
|2c+ 1|, при c 6∈ [−1,−0.25].
В результате получаем, что λ0 < 1 при −1 < c < 0. В отличие от предыдущих
примеров, это условие не совпадает с условием устойчивости −1/2 < c < 0 решений
уравнений (4) с условиями (18).
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Пусть zn = (. . . , xn,−1, xn,0, xn,1, xn,2, . . . ) и при каждом n (n = 0, 1, . . . ) zn ∈ L1.
Для элементов zn рассмотрим несколько более общее по сравнению с (3) уравнение
xn+1,m = axn,m + bxn,m+1 + cxn,m−1.
Весь спектр соответствующего оператора заполняет эллипс
λ = a+ b exp(iϕ) + c exp(−iϕ), ϕ ∈ [0, 2pi].
При b = c и b = −c этот эллипс вырождается в отрезок.
Выводы
Исследованы свойства устойчивости решений разностного уравнения двумерной
фильтрации в случаях различных краевых условий. Особый интерес представля-
ют результаты для краевых условий на «бесконечности».
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