Abstract-Ant colony optimization (ACO) algorithms have been successfully applied to discover a list of classification rules. In general, these algorithms follow a sequential covering strategy, where a single rule is discovered at each iteration of the algorithm in order to build a list of rules. The sequential covering strategy has the drawback of not coping with the problem of rule interaction, i.e., the outcome of a rule affects the rules that can be discovered subsequently since the search space is modified due to the removal of examples covered by previous rules. This paper proposes a new sequential covering strategy for ACO classification algorithms to mitigate the problem of rule interaction, where the order of the rules is implicitly encoded as pheromone values and the search is guided by the quality of a candidate list of rules. Our experiments using 18 publicly available data sets show that the predictive accuracy obtained by a new ACO classification algorithm implementing the proposed sequential covering strategy is statistically significantly higher than the predictive accuracy of state-of-the-art rule induction classification algorithms.
D
ATA mining is a research area concentrated on designing and employing computational methods to discover (learn) a model (based on a given knowledge representation) from real-world structured data [1] , [2] . Most of the research is concentrated on supervised classification. A classification problem involves a set of examples, where each example is described by predictor attributes' values (features) and associated with a class value. The aim of a classification algorithm is to find a model that represents the relationships between predictor and class attributes' values. In general, the classification task involves two phases. In the first phase, the data set being mined is randomly split into training and test sets. Then, a classification model that represents the relationships between predictor and class attributes' values is built by analyzing the examples from the training set. Note that the algorithm has access to the information of both predictor and class attributes from the training set. In the second phase, the classification model is used to classify-i.e., predict the value of the class attribute-the examples from the test set. Considering that the classification model was built using only the examples from the training set, the algorithm has no information about the class value of the examples from the test set. The value of the class attribute of a test example is only verified after the classification algorithm predicted its value, in order to evaluate the created classification model. A prediction is considered correct when the predicted value is the same as the actual value of the example, otherwise it is considered incorrect. The more correct predictions on the test set, the more accurate the classification model. One of the main goals of a classification algorithm is to build a model that maximizes the predictive accuracy-i.e., the number of correct predictions divided by the total number of predictions-in the test set, although in some application domains (e.g., credit approval, medical diagnosis, and protein function prediction), the comprehensibility of the model plays an important role [3] , [4] . For instance, both neural networks and support vector machines (SVMs) are successful methods in term of predictive accuracy when applied to classification, but they produce classification models that are not easily interpretable. Rule induction algorithms are widely used to produce comprehensible classification models in the form of a list of IF-THEN classification rules, which generally can be expressed in natural language.
Ant colony optimization (ACO) [5] - [7] algorithms have been successfully applied to discover a list of IF-THEN classification rules. Ant colonies, despite the lack of centralized control and the relative simplicity of their individuals' behaviors, are self-organized systems that can accomplish complex tasks by having their individual ants interact with one another and with their environment. The intelligent behavior of the colony emerges from the indirect communication between the ants mediated by small modifications of the environment. Many ant species, even with limited visual capabilities or completely blind, are able to find the shortest path between a food source and the nest by using pheromones as a communication mechanism. Ants drop pheromone on the ground as they walk from a food source to the nest, thereby creating a pheromone trail on the used path. The pheromone concentration of a path influences the choices ants make, and the more pheromones, the more attractive a path becomes. Given that shorter paths are traversed faster than longer ones, they have a stronger pheromone concentration after a period of time, contributing to being selected and reinforced more often. Ultimately, the majority of ants will be following the same path, most likely the shortest path between the food source and the nest.
1089-778X/$31.00 c 2012 IEEE ACO algorithms use a colony of artificial ants, where ants build candidate solutions to optimization problems by iteratively selecting solution components based on their associated pheromone and heuristic information, where the latter corresponds to a measure of how good a solution component is for the problem at hand. The colony cooperates by using pheromone to identify prominent components of a solution and the components with higher concentration of pheromone have a greater chance of being selected by an ant. Components used to create good solutions have their pheromone increased, while components not used will have their pheromone gradually decreased. At the end of the iterative process of building candidate solutions guided by pheromone, the colony converges to optimal or near-optimal solutions. This paper presents a discussion of the strategy commonly used by ACO classification algorithms to build a list of classification rules and proposes a new strategy that mitigates its potential disadvantages. We are particularly interested in improving the search performed by the ACO algorithm using the quality of a candidate list of rules as a feedbackrepresented by pheromone values-for building other lists, instead of using the feedback for creating a single rule. We evaluate the impact of the new strategy in terms of both predictive accuracy and size of the classification model (discovered list of rules), and compare the results against stateof-the-art rule induction algorithms.
The remainder of this paper is organized as follows. Section II presents a discussion of the current strategy used in ACO classification algorithms. Section III presents the new sequential covering strategy proposed in this paper. The computational results are presented in Section IV. Finally, Section V concludes this paper and presents future research directions.
II. Ant Colony Classification Algorithms
The research on ACO algorithms for the classification task initiated with the Ant-Miner algorithm, proposed by Parpinelli et al. [8] , [9] . Ant-Miner aims at discovering a list of classification rules by applying a sequential covering strategy, which consists of creating one-rule-at-a-time until all training examples are covered by one of the rules in the discovered list. In order to create a rule, Ant-Miner uses an ACO procedure to find the best rule given a set of training examples. The highlevel pseudocode of Ant-Miner is presented in Algorithm 1.
In summary, Ant-Miner works as follows. It starts with an empty list of rules and iteratively (outer while loop) adds one rule at a time to that list while the number of uncovered training examples is greater than a maximum uncovered value in a sequential covering fashion. At each iteration, a rule is created by an ACO procedure (inner while loop). In order to create a rule, ants probabilistically select terms to be added to their current partial rule based on the values of the amount of pheromone and a problem-dependent heuristic information. Ants keep adding a term to their partial rule until any term added to their rule's antecedent would make their rule cover fewer training examples than a minimum value in order to avoid too specific and unreliable rules, or until all attributes have already been used. InitialisePheromones(); 5: ComputeHeuristicInformation(examples); 6: rule gb ← φ; 7: m ← 0; 8: while m < maximum iterations and not stagnation do 9: rule ib ← φ; 10: for n ← 1 to colony − size do 11: rule n ← CreateRule(examples); 12: Prune(rule n ); 13: ifQuality(rule n ) > Quality(rule ib ) then 14: rule ib ← rule n ; 15: end if 16: end for 17: UpdatePheromones(rule ib ); 18: if Quality(rule ib ) > Quality(rule gb ) then 19: rule gb ← rule ib ; 20: end if 21: m ← m + 1; 22: end while 23: examples ← examples − Covered(rule gb , examples); 24: list ← list + rule gb ; 25: end while 26: return list;
Once the rule construction process has finished, the rule created by an ant is pruned to remove irrelevant terms from the rule antecedent. The pruning procedure can be seen as a local search operator that explores neighbor solutions by attempting to remove terms from the antecedent of a rule while the quality of the rule does not decrease. Then, the consequent of a rule is chosen to be the class value most frequent among the set of training examples covered by the rule in question. Finally, pheromone trails are updated using the best rule-based on a quality measure Quality-of the current iteration and the best-so-far rule across all iterations is stored or updated. The process of constructing a rule is repeated until the maximum number of iterations has been reached, or the best rule of the current iteration is exactly the same as the best rule constructed by a specified number of previous iterations, which works as a stagnation test. The best rule found along this iterative process is added to the list of rules and the covered training examples (training examples that satisfy the antecedent of the best rule) are removed from the training set and the procedure of creating a rule is repeated.
Following the introduction of Ant-Miner, several variations were proposed in the literature, as recently reviewed in [10] . These variations include the evaluation of different measures or procedures of the algorithm-i.e., heuristic information [11] , pheromone update and rule construction procedures [12] , and pruning procedure [13] . More elaborate variations are able to cope with both nominal and continuous attributes [14] , [15] , overcoming Ant-Miner's limitation of being able to cope only with nominal attributes, provide a new construction graph exploiting the difference between nominal and ordinal attributes, where ants first select the class value predicted by the rule, allowing the algorithm to use class-specific heuristic information [16] , and the use of both class-specific heuristic information and pheromone matrices [17] , [18] .
Overall, Ant-Miner and its variations share the same sequential covering strategy in order to build a list of rules that covers all training examples. The algorithm starts with an empty list of rules and iteratively adds one-rule-at-a-time to the list using an ACO procedure (lines 8-22 in Algorithm 1) that aims at creating a single rule that maximizes a specified rule quality measure, until there are no training cases to cover.
Drawing a comparison concerning the rule discovery strategy with the broader area of evolutionary algorithms, the sequential covering strategy employed in Ant-Miner falls into the iterative rule learning (IRL) approach [19] , [20] . In the IRL approach, each run of the evolutionary procedure-analogous to the ACO procedure in Ant-Miner case-discovers a single rule (the best rule produced over all iterations) and the procedure is repeated multiple times in order to discover a list of rules. Two other approaches for rule discovery have been used in the evolutionary algorithm literature: the Michigan [21] , [22] and the Pittsburgh [23] , [24] approaches. In the Michigan approach, each individual corresponds to a rule and a list of rules is represented by the entire population, using some mechanism to ensure that different rules cover different regions of the data space. Hence, a single run of an evolutionary procedure following a Michigan approach discovers a complete list of rules. Similarly, in the Pittsburgh approach, each run of the evolutionary procedure discovers a complete list of rules (the best list of rules produced over all iterations).
One of the main differences between IRL/Michigan and Pittsburgh approaches is that in the latter a complete list of rules, which constitutes an individual, is evaluated instead of a single rule, in order to guide the discovery process. As discussed in [25] , evaluating the quality of a rule individually, instead of the quality of a list of rules as a whole, has difficulty with the problem of rule interaction-i.e., the list of best rules is not necessarily the best list of rules.
III. New Sequential Covering Strategy for
Ant Colony Classification Algorithms In Ant-Miner's sequential covering strategy, the discovery of a rule can be seen as an independent search problem for the best rule given the current set of training examples. In each iteration of the sequential covering, a rule is constructed by an ACO procedure and the examples covered by the rule are removed from the data set. This iterative process of constructing a rule is repeated until the training set is empty (or almost empty). Although rules are discovered in a oneat-a-time fashion, the outcome of a rule (i.e., the examples covered by the rule) affects the rules that can be discovered subsequently since the search space is modified due to the list ib ← φ; 6: for n ← 1 to colony − size do 7: examples ← all training examples; 8: list n ← φ; 9: while |examples| > maximum uncovered do 10: ComputeHeuristicInformation(examples); 11: rule ← CreateRule(examples); 12: Prune(rule); 13: examples ← examples − Covered(rule, examples); 14: list n ← list n + rule; 15: end while 16: if Quality(list n ) > Quality(list ib ) then 17: list ib ← list n ; 18: end if 19: end for 20: UpdatePheromones(list ib ); 21: if Quality(list ib ) > Quality(list gb ) then 22: list gb ← list ib ; 23: end if 24: m ← m + 1; 25: end while 26: return list gb ; removal of examples covered by previous rules. Therefore, the sequential covering performs a greedy search for a list (sequence) of rules which is not guaranteed to be the best list of rules that covers the training set, since the interaction between them is not taken into account during the search.
The proposed strategy incorporates ideas of the Pittsburgh approach into Ant-Miner's sequential covering strategy in order to mitigate the problem of rule interaction. While it still relies on a sequential covering strategy to create a list of rules, an ant creates a complete list of rules at each iteration of the algorithm instead of a single rule and the search is guided by the quality of a list of rules. This is accomplished by using a sequential covering strategy in which a rule created at each iteration of the covering process does not necessarily correspond to the best rule and by having pheromone values, which are updated according to the quality of the best candidate list of rules among all lists built in an iteration, guiding the rule construction process.
Algorithm 2 presents the high-level pseudocode of the new sequential strategy proposed. In summary, the new strategy works as follows. An ant in the colony (corresponding to an iteration of the for loop) starts with an empty list of rules and adds one rule at a time to that list while the number of uncovered training examples is greater than a userspecified maximum value. After a rule is created and pruned, the training examples covered by the rule are removed and the rule is added to the current list of rules. Note that the heuristic information is recalculated at each iteration of the list creation process (inner while loop) in order to reflect the potential changes in the predictive power of the terms due to the removal of training examples covered by previous rules. When an ant finishes the list creation process, the iterationbest list is updated if the quality of the newly created list is greater than the quality of the iteration-best list. After all ants create a candidate list of rules, pheromone values are updated using the iteration-best list of rules and the global-best list of rules is updated, if the quality of the iteration-best list is greater than the quality of the global-best list.
In order to use pheromone to create multiple rules covering different set of training examples, the pheromone matrix is extended to include a tour identification, which corresponds to the number of the rule being created (e.g., 1 for the first rule, 2 for the second rule, and so forth). Each entry in the pheromone matrix corresponding to an edge of the construction graph is represented not just by a pair (vertex i , vertex j )-where vertex i and vertex j correspond to the vertices connected by edge ij -but rather it is represented by a triple (tour, vertex i , vertex j ). This way, an ant will use the pheromone entries corresponding to the number of the rule (tour) being created during the rule construction process. The probability of an ant to follow the edge leading to a vertex v j when creating the rule t and located at vertex v i is given by
where τ (t,v i ,v j ) is the amount of pheromone associated with the entry (t, v i , v j ) in the pheromone matrix, η v j is the heuristic information associated with vertex v j , and F v i is the set of neighbor vertices of vertex v i . Note that the exponents α and β commonly used to control the influence of the pheromone and heuristic information, respectively, are set to 1 as in the original Ant-Miner algorithm and therefore omitted from (1). The pheromone update also takes into account the tour identification and the update procedure is accomplished in two steps. First, pheromone evaporation is simulated by decreasing the amount of pheromone of each entry by a user-defined factor ρ. Second, the amount of pheromone of the entries used in the iteration-best list of rules is increased based on the quality of the list of rules, which corresponds to its predictive accuracy measured on the training set. The pheromone update rule is given by
where ρ is the evaporation factor, τ (t,v i ,v j ) is the amount of pheromone associated with the entry (t, v i , v j )-t is the tour identification (i.e., the number of the rule where the edge between vertices v i and v j was used), v i is the start vertex of the edge, and v j is the end vertex of the edge-and Q(list ib ) is the quality of the iteration-best list of rules, measured as the predictive accuracy (number of correct predictions divided by the total number of predictions) in the training set. The values given by (2) are limited to the interval [τ min , τ max ], following the same approach as the MAX−MIN ant system (MMAS) [26] , [27] . MMAS imposes explicit limits τ min and τ max on the minimum and maximum pheromone values to constrain all pheromone values
These limits are dynamically updated each time a new best solution is found, as detailed in [27] . Additionally, the τ min and τ max values are also used to determine the stagnation of the search. When all edges followed by the ant that created the iteration-best list of rules associate with τ max and the remaining edges associate with τ min , the search becomes stagnant and the algorithm stops. The proposed sequential covering strategy is implemented in a new ACO classification algorithm, named cAnt-Miner PB (cAnt-Miner based on the Pittsburgh approach). The other aspects of the cAnt-Miner PB algorithm-e.g., rule construction process, pruning procedure, and heuristic information-are based on the cAnt-Miner2 MDL algorithm, as discussed in [14] and [15] . Note that the proposed cAnt-Miner PB algorithmlike the cAnt-Miner2 MDL algorithm-can cope with both nominal and continuous attributes, unlike the original Ant-Miner algorithm, which can cope with nominal attributes only.
An important characteristic of the proposed sequential covering strategy is that there is no predefined number of rules required to create a candidate list of rules and ants have the flexibility of creating lists of differences lengths. The number of rules that an ant creates depends on the available training examples at each iteration of the list creation process (inner while loop in Algorithm 2), which varies according to examples covered by the previous rules created by the ant. The use of a different set of pheromone values for each rule they are creating indirectly encodes the order (sequence) that ants create the rules, which represents the interaction between them. This highlights the main difference of the proposed algorithm; the aim of the algorithm is to converge to the best list of rules, instead of converging to the list of best rules as in the previous Ant-Miner variations.
IV. Computational Results
In order to evaluate the proposed cAnt-Miner PB algorithm, we carried out experiments using 18 publicly available data sets from the UCI machine learning repository [28] . The data sets involve binary (two class values) and multiclass (more than two class values) classification problems, with both nominal and continuous predictor attributes. Table I presents a summary of the data sets used in the experiments.
To compare with the results obtained by cAnt-Miner PB , we have selected commonly used state-of-the-art and also previously proposed ACO-based rule induction classification algorithms as follows. MDL [14] , [15] : A variation of the AntMiner algorithm that copes with both nominal and continuous attributes directly by using a minimum description length (MDL) principle [29] to dynamically create thresholds on continuous attributes' domain values during the rule construction process. This is also the base algorithm from which the proposed algorithm is built. 2) PSO/ACO2 [30] : A hybrid particle swarm optimization/ant colony optimization (PSO/ACO) algorithm for the discovery of classification rules. The PSO/ACO2 algorithm follows a sequential covering strategy and directly deals with both continuous and nominal attribute values by dividing the rule construction process into two steps: in the first step, only nominal attributes are considered to create the antecedent of a rule, and then, in the second step, continuous attributes are considered to extend the antecedent of a rule. 3) CN2 [31] : A well known rule induction algorithm following a sequential covering strategy, which uses a beam search at each iteration to create a rule to build a list of rules. Therefore, CN2 uses the same strategy than AntMiner, with the difference that the latter uses an ACO procedure to create a rule. 4) C4.5rules [32] : A rule induction algorithm that extracts a set of classification rules from an unpruned decision tree created by the well known C4.5 algorithm [32] , [33] . The algorithm first converts every path of the tree from a leaf node toward the root node to a rule and then applies a rule post-pruning procedure. Finally, the rules are sorted according to their confidence (predictive accuracy on the training set) to create the final set of rules. 5) PART [34] , [35] : A rule induction algorithm that combines a sequential covering strategy with a decision tree induction procedure to create a rule. At each iteration of the sequential covering, PART builds a decision treeusing the well-known C4.5 algorithm-for the current set of training examples and then selects the leaf with the largest coverage to create a rule, discarding the rest of the tree. 6) JRip [35] (Weka's implementation of RIPPER [36] ): A rule induction algorithm that employs a global optimization step in order to produce a set of rules, which takes into account both the quality and length of the rules. It starts by creating a set of rules for each class value using a sequential covering strategy. Then, each rule is reconsidered and variants are produced using a reducederror pruning. If one of the variants produces a smaller length, it replaces the rule. Note that C4.5rules and PART are not "pure" rule induction algorithms, and are in fact hybrid decision tree/rule induction algorithms. They have been included in the experimental comparison because both are strong, well known algorithms that eventually produce a list of rules in the same representation as the list of rules produced by the proposed cAnt-Miner PB algorithm.
1) cAnt-Miner2
We have performed a tenfold cross-validation procedure, which consists of dividing the data set into ten partitions, maintaining a similar number of examples and class distribution across all partitions. For each partition, the classification algorithm is run using the remaining nine partitions as the training set and its performance is evaluated using the unseen (hold-out) partition. Since cAnt-Miner2 MDL , PSO/ACO2, and cAnt-Miner PB are stochastic algorithms, they are run 15 times using a different random seed to initialize the search for each partition of the cross-validation; the remaining algorithms are deterministic and they are run just once for each partition of the cross-validation.
A. Parameter Settings
To determine suitable values for the user-defined parameters of cAnt-Miner PB , we have used the F-Race [37] racing procedure to find a good configuration of parameters. cAnt-Miner PB has five parameters: the maximum number of iterations, the colony size (number of ants), the MAX−MIN evaporation factor, the minimum number of examples covered by a rule, and the maximum uncovered training examples. Since the values of minimum number of examples and maximum uncovered parameters are related-i.e., the maximum uncovered should be at least the same as the minimum number of exampleswe have used the same value for both, specified by the minimum number of examples parameter. Additionally, we have set the maximum number of iterations to 500, given that the convergence test is able to stop the search before reaching the maximum value. The values of the remaining three parameters (colony size, evaporation factor, and minimum number of examples) are determined by the F-Race procedure. We have considered the values of colony size ∈ {5, 10, 50, 100, 200}, evaporation factor ∈ {0.85, 0.90, 0.95}, and minimum number of examples ∈ {2, 6, 10, 14}. Each possible combination of values represents a different configuration, leading to 5 × 3 × 4 = 60 configurations that are subjected to the racing procedure.
We have selected an additional 8 tuning data sets from the UCI machine learning repository 1 to evaluate the set of candidate configurations using the F-Race. Note that the aim of the racing procedure is not to optimize the parameters for a particular data set, but to find robust values that work well The value of the most accurate algorithm for a given data set is shown in bold.
across the tuning data sets. We then use the robust parameter settings found by the racing procedure in the 8 tuning data sets as the parameter settings for the different set of 18 data sets used in the our experiment. This evaluates the generalization ability of the parameter settings found by the racing procedure across new data sets, unused for parameter tuning, as usual in supervised machine learning-the standard approach in the literature to evaluate a new classification algorithm is to run it with the same parameter settings across a number of data sets, rather than optimizing the parameters for each data set in turn. In summary, the racing procedure in F-Race evaluates candidate configurations in a subset of the data sets available and eliminates the poor ones as soon as it detects that they are statistically inferior-according to the nonparametric Friedman test [38] -than the best one. The configurations that survive an evaluation step are re-evaluated in an extended subset and undergo another elimination step. The racing procedure is iterated until only one configuration is left or when all data sets are used. In the case that more than one configuration survives the procedure, the configuration with the highest rank is selected. In our case, each configuration evaluation corresponds to the predictive performance of cAntMiner PB using the configuration parameters over a tenfold cross-validation. At the end of the F-Race procedure, we ended up with 11 (out of the 60 available) configurations and the configuration colony size = 5, evaporation factor = 0.90, and minimum number of examples = 10 was the one with the highest rank, and therefore, the one used in our experiments.
The other algorithms were used with the default values proposed by their correspondent authors, which typically represent robust values that work well across different data sets. None of the algorithms, including cAnt-Miner PB , had their parameter values optimized to individual data sets, since the goal is to evaluate a parameter settings' generalization ability across a wide range of data sets as usual in the classification (supervised machine learning) literature.
B. Comparison with State-of-the-Art Algorithms
Table II presents the results concerning the predictive accuracy, Table III presents the results concerning the size of the classification model, measured as the total number of terms (rule conditions) in the discovered list, where the smaller the number of terms the simpler is the classification model, and Table IV presents the average number of rules [indicated by rows starting with a symbol "(r)"] and average number of terms per rule [indicated by rows starting with a symbol "(t)"] of the discovered list in the 18 data sets used in our experiments. A value in these tables represents the average value obtained by the cross-validation procedure followed by the standard error (average ± standard error) for the corresponding algorithm and data set pair. Table V presents the results of the statistical tests for predictive accuracy, size of the classification model, and total number of discovered rules, according to the nonparametric Friedman test with the Holm's post hoc test [39] , [40] ; the first column shows the average rank, where the lower the rank the better the algorithm's performance, the second column shows the p-value of the statistical test when the average rank is compared to the average rank of the algorithm with the best rank (control algorithm), and the third column shows the Holm's critical value. The values in a row are shown in bold when there is a statistically significant difference at the 5% level between the average ranks of an algorithm and the control algorithm, determined by the fact that the p-value is lower than the critical value, and it shows that the control algorithm is significantly better than the algorithm in that row. The nonparametric Friedman test was chosen as it does not make assumptions about the distribution of the underlying data (e.g., it does not assume the data is normally distributed, a requirement for equivalent parametric tests) and it is a more suitable test to compare a set of classifiers over multiple data sets, according to the guidelines presented in [39] and [40] .
Considering the predictive accuracy, cAnt-Miner PB achieves the highest performance with an average rank of 2.28 across all data sets, which is statistically significantly better than The value of the algorithm with the lowest average for a given data set is shown in bold. Table IV (number of rules and average number of terms per rule) simultaneously. In terms of size of the classification model, JRip is the algorithm that discovers the lowest number of terms, with an average rank of 1.67 across all data sets, cAntMiner2 MDL is second, with an average rank of 2.50, cAntMiner PB is third, with an average rank of 2.67, PSO/ACO2 and PART have similar results, with an average rank of 4.61 and 4.72, respectively, C4.5rules is sixth, with an average rank of 5.22, and CN2 is the algorithm that consistently discovered the greatest number of terms and performs last, with an average rank of 6.61. There are no statistically significant differences between the average ranks of the top three algorithms, namely, JRip, cAnt-Miner2 MDL , and cAnt-Miner PB . The average rank of JRip is statistically significantly better than the average ranks of PSO/ACO2, PART, C4.5rules, and CN2. JRip is the algorithm that discovered the simplest list in nine of the 18 data sets, followed by cAnt-Miner PB in five data sets, cAntMiner2 MDL in three data sets, and PSO/ACO2 in one data set; both PART and CN2 have consistently discovered lists with a greater number of terms than the other algorithms.
We have also performed a comparison with respect to the total number of discovered rules (presented in Table IV) , as it can be considered a measure related to the end-users' comprehensibility of the classification model [41] . JRip is the algorithm that discovers the lowest number of rules, with an average rank of 1.50 across all data sets, cAnt-Miner2 MDL is second, with an average rank of 2.33, PSO/ACO2 is third, with an average rank of 3.67, cAnt-Miner PB is fourth, with an average rank of 4.28, PART is fifth, with an average rank of 4.67, C4.5rules is sixth, with an average rank of 5.06, and CN2 is the algorithm that consistently discovered the greatest number of rules and performs last, with an average rank of 6.50. The average rank of JRip is statistically significantly better than the average ranks of PSO/ACO2, cAnt-Miner PB , PART, C4.5rules, and CN2. JRip is the algorithm that discovers the lowest number of rules, in 12 of the 18 data sets, followed by PSO/ACO2 in four data sets and cAnt-Miner2 MDL in two data sets; cAnt-Miner PB , PART, C4.5rules, and CN2 have consistently discovered lists with a greater number of rules than the other algorithms.
Overall, the results obtained by cAnt-Miner PB are very positive. It achieved the best average rank in terms of predictive accuracy and outperformed all the other algorithms with statistically significant differences. Hence, cAnt-Miner PB is the most accurate algorithm in our experiments. In terms of size of the classification model, it is among the ones with the lowest total number of terms in the discovered lists, achieving the third best average rank (out of seven algorithms) and there is no statistically significant difference between its average rank and the best average rank. Although cAnt-Miner PB is competitive considering the size of the classification model, measured as the total number of terms in the discovered list, it discovered lists with a greater number of rules on average that is statistically significant different than JRip. This difference highlights the characteristics of the discovered lists; while JRip discovered lists with a smaller number of longer rules (rules with a greater number of terms), cAnt-Miner PB discovered lists with a greater number of shorter rules (rules with a smaller number of terms). Fig. 1 illustrates the average predictive accuracy rank versus the average model size rank [ Fig. 1(a) ] and average predictive accuracy rank versus the average number of rules rank [ Fig. 1(b) ] of the algorithms used in our experiments. In each graph, the Pareto front is indicated by a line connecting the nondominated algorithms. According to the concept of Pareto dominance in multiobjective optimization, an algorithm A 1 dominates another algorithm A 2 if and only if the following two conditions are true: 1) A 1 is not worse than A 2 with respect to both objectives, i.e., both accuracy and model size [ Fig. 1(a) ] or number of rules [ Fig. 1(b) ], and 2) A 1 is strictly better than A 2 according to at least one objective. An algorithm is included in the Pareto front if it is not dominated by any other algorithm. As can be seen in Fig. 1 , in both the left and the right graphs, the Pareto front includes three nondominated algorithms, namely, JRip, cAnt-Miner2 MDL , and cAnt-Miner PB . A closer look at the results obtained by cAnt-Miner PB and cAnt-Miner2 MDL is particularly interesting, since the main difference between them is the strategy used to build a list of rules. cAnt-Miner PB is consistently more accurate than cAnt-Miner2 MDL -with the exception in only four (out of 18) data sets, namely, breast-l, breast-tissue, credit-a, and cylinderbands-highlighting the effectiveness of the new sequential covering strategy in improving predictive accuracy. The increase in accuracy is achieved by discovering lists of rules with a greater total number of terms than cAnt-Miner2 MDL in 13 (out of 18) data sets-with large differences in the credit-g, cylinder-bands, and dermatology-although there is no statistically significant difference between their average ranks. It is also observed that the lists of rules discovered by cAnt-Miner PB contain a greater number of shorter rules on average compared to cAnt-Miner2 MDL , which discovered lists of rules with a smaller number of longer rules.
In this paper, we focused on classification models represented by a list of IF-THEN rules, which is an intuitively comprehensible type of representation for users in general, but of course that is not the only type of comprehensible representation for classification models. Some users might prefer to use, for instance, logistic regression models, which tend to present good results in terms of accuracy in applications such as credit scoring [42] and also produce models that can be considered comprehensible, with the proper mathematical interpretation [43] . Another approach to discover comprehensible models consists of first using an SVM algorithm, which tends to be a powerful method in terms of predictive accuracy, to discover a very accurate model and then to use a method that extracts rules from the SVM model in a postprocessing step, in order to improve the comprehensibility of the model [44] , [45] . In this case, the extracted rules will tend to explain a large part of (but typically not all) the decisions of the original SVM model.
Although cAnt-Miner PB is competitive in terms of size of the classification model when compared to all other algorithms used in the experiments, the evaluation of a global pruning procedure, which takes advantage of the fact that an ant creates a complete list of rules and prunes each rule in the context of the whole list instead of a single rule at a time, could potentially improve the number of discovered rules by preferring more general rules (i.e., rules covering more training examples), reducing the total number of rules required to cover all training examples and, consequently, the total number of terms in the discovered lists. The implementation of such pruning procedure is an interesting direction for future research.
C. Time Complexity Analysis
In this section, we discuss the computational time complexity of the proposed cAnt-Miner PB algorithm. The analysis is divided into two parts: 1) the inner while-loop presented in Algorithm 2, which corresponds to the procedure of creating a complete candidate list of rules, and 2) the outer whileloop presented in Algorithm 2, which corresponds to an entire execution of cAnt-Miner PB . Let e be the number of training examples, a the number of attributes representing the choices available to create a rule, 2 m the number of ants (colony size), and t the number of iterations, we can define the computational complexity of each of the aforementioned parts as follows.
1) Computational time complexity of creating a list of rules:
A list of rules is created by an iterative sequential covering procedure that builds a single rule. In order to create a rule, the heuristic information for every vertex of the construction graph is computed. This step takes O(a). Then, an ant will choose k out of the a available terms. Note that k is a highly variable number, depending on the current number of training examples, but in the worse case k will be equal to a. 
represents the upper-bound estimation for time complexity. Note that the above analysis corresponds to the worstcase estimation and it does not take into account that the number of training examples e decreases at each iteration of the sequential covering used to create a list of rules and that the algorithm is able to converge before reaching the maximum number of iterations t. It also uses two pessimistic assumptions. First, it considers that k is equal to a, where in the average case k tends to be much smaller than a. Second, it considers that the number of discovered rules by the sequential covering is equal to e, where in practice the number of discovered rules is much smaller than the number of examples. As a result, the quadratic complexity in terms of the number of examples ("e 2 " in the above equation) is too pessimistic, and the time complexity tends to be, in general, approximately linear in the number of examples. Table IV provides evidence for both claims, showing that the average number of terms in a rule is much smaller than the number of attributes and that the number of discovered rules is much smaller than the number of examples. JRip algorithms take on average 1 s to complete a fold in any of the data sets used in the experiments, given that they employ heuristics to discover a list of rules without the need to evaluate multiple candidate solutions, and therefore are not present in Table VI . In general, the computational time taken by cAnt-Miner PB is greater than the time taken by both cAnt-Miner2 MDL and PSO/ACO2, with two exceptions: on balance-scale, it is faster than PSO/ACO2, and on wine, it is faster than cAntMiner2 MDL . Recall that the search space of cAnt-Miner PB is more complex than the search space of both cAnt-Miner2 MDL and PSO/ACO2, since cAnt-Miner PB is searching for the best list of rules instead of searching for the best rule. Therefore, an increase in computational time is expected. As can be seen in Table VI , there are three data sets where the time taken by cAnt-Miner PB is much greater than the others: annealing, credit-g, and cylinder-bands. The common features of these data sets are the number of attributes (20 or more attributes) and the number of examples (more than 500 examples), which suggest that the performance of cAnt-Miner PB is sensitive to the combination of the number of attributes-in particular continuous attributes-and the number of examples present in the data set.
D. Computational Time
It should be noted that in many data mining applications, e.g., medical diagnosis, bioinformatics, and credit scoring, the computational time taken by the algorithm to induce a classification model has a minor importance, since they represent offline applications and the time spent collecting and preparing the data is usually much greater than the running time of the classification algorithm. In addition, ACO algorithms can be easily parallelized since each ant builds and evaluates a candidate solution (a complete list of rules in cAnt-Miner PB ) independent from all the other ants. Therefore, a large speed up could be obtained by running a parallel version of cAntMiner PB on a computer cluster or another parallel computing system in applications where cAnt-Miner PBs processing time becomes a significant issue. 
E. Artificial Data
In this section, we study the behavior of cAnt-Miner PB when presented with irrelevant attributes and noisy data. We have used an artificial data set generator that simulates the status of a seven light-emitting diodes display when representing each of the ten decimal digits [46] . Using the artificial data set generator, we generated 12 datasets and divided the experiments into two groups as follows.
1) Noisy attributes:
Six datasets with 500 examples were generated by increasing the noise probability of each of the original seven attributes from 5% to 30% in steps of 5%. In this group of experiments, there were no irrelevant attributes. 2) Irrelevant attributes: Six data sets with 500 examples were generated by fixing the noise probability of each of the original seven attributes to 10% and increasing the number of irrelevant attributes from 1 to 11 in steps of 2.
We have performed a tenfold cross-validation and for the stochastic cAnt-Miner2 MDL , PSO/ACO2, and cAnt-Miner PB algorithms, they are run 15 times using a different random seed to initialize the search for each partition of the crossvalidation, while the deterministic CN2, C4.5rules, PART, and JRip algorithms are run just once for each partition of the cross-validation. The results of the experiments with the artificial datasets are presented in Fig. 2 , where it is illustrated as the effect of noisy and irrelevant attributes in the predictive accuracy of the algorithms. Each result shown in Fig. 2 refers to the average predictive accuracy across the six artificial datasets used to investigate the effect of the level of noise [ Fig. 2(a) ] or number of irrelevant attributes [ Fig. 2(b) ].
When applied to the data sets with noisy attributes, the predictive accuracy of all algorithms decreased with the increase in the noise probability-JRip and cAnt-Miner2 MDL are the algorithms more affected. The performance of the algorithms in the data sets with irrelevant attributes are mixed and small changes in the number of irrelevant attributes have either positive or negative effects. A closer look at the results of cAnt-Miner2 MDL and cAnt-Miner PB suggests that the new sequential covering strategy is slightly more robust than cAnt-Miner2 MDLs strategy, in particular in the presence of noisy attributes.
V. Conclusion
In this paper, we have discussed the sequential covering strategy commonly used by ant colony classification algorithms and its potential limitations. We have proposed a new strategy to discover a list of classification rules, which guides the search performed by the ACO algorithm using the quality of a candidate list of rules, instead of a single rule. The main motivation was to avoid the problem of rule interaction derived from the order in which the rules were discovered, i.e., the outcome of a rule affected the rules that can be discovered subsequently since the search space was modified due to the removal of examples covered by previous rules. In the new sequential covering strategy proposed, the pheromone matrix used by the ACO algorithm was extended to include a tour identification that indirectly encoded the sequence in which the rules should be created, allowing a more effective search for the best list of rules.
We have implemented the proposed sequential covering strategy in a new algorithm-named cAnt-Miner PB -and conducted experiments involving 18 publicly available data sets, comparing the results against state-of-the-art rule induction algorithms. We regard our results as very positive, given that cAnt-Miner PB was the most accurate algorithm, achieving statistically significantly higher predictive accuracy than all algorithms used in the comparison and discovering lists of rules with competitive size, measured as the total number of terms (conditions) in all rules. The direct comparison of cAntMiner PB against cAnt-Miner2 MDL showed the advantage of the new sequential covering strategy in improving the predictive accuracy of the discovered list of rules.
Future Research: There are several interesting directions for future research, which explore the fact that a candidate solution is represented by a complete list of rules. First, it would be interesting to evaluate a global pruning procedure, where a rule is pruned taking into account its effect on the whole list of rules, rather than pruning each rule individually, as discussed in Section IV-B. Second, the use of a heuristic to reorder the list of rules, e.g., sorting the rules based on their confidence, in order to guide the search can potentially improve the convergence of the algorithm and the quality of the discovered list of rules.
In addition, the design of a Michigan-style ACO classification algorithm, incorporating niching methods to ensure diversity in the colony (i.e., ants representing rules that cover different training examples) and the use of meta-learning techniques [47] to investigate the links between data sets characteristics and cAnt-Miner PB 's performance are interesting research directions worth further exploration.
