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On rationality of W -algebras
Victor G. Kac∗†and Minoru Wakimoto‡§
Dedicated to Bertram Kostant on his 80th birthday.
Absract: We study the problem of classification of triples (g, f, k), where g is a simple Lie
algebra, f its nilpotent element and k ∈ C, for which the simpleW -algebraWk(g, f) is rational.
0 Introduction
A vertex algebra V , used to construct a rational conformal field theory, must satisfy at least
the following three conditions:
(a) V has only finitely many irreducible representations {Mj}j∈J ,
(b) the normalized characters χj(τ) = trMje
2πiτ(L0−c/24) converge to holomorphic functions
on the complex upper half-plane C+,
(c) the functions {χj(τ)}j∈J span an SL2(Z)-invariant space.
A vertex algebra V is called rational if it satisfies these three properties. Recall that any
semisimple vertex operator algebra, i.e. a vertex operator algebra for which any representation
is completely reducible, is rational (see [Z], [DLM]). However, it is unclear how to verify this
condition for vertex algebras, considered in the present paper.
It is well known that lattice vertex algebras, associated to even positive definite lattices, are
rational (and semisimple as well). A simple Virasoro vertex algebra is rational (and semisimple
as well) iff its central charge is of the form c = 1 − 6(p−p
′)2
pp′ , where p, p
′ are relatively prime
integers, greater than 1 (which are central charges of the so called minimal models [BPZ]). A
simple affine vertex algebra Vk(g), attached to a simple Lie algebra g is rational (and semisimple
as well) iff its level k is a non-negative integer. (Simplicity of a vertex operator algebra is a
necessary, but by far not sufficient, condition of semisimplicity.)
It follows from [KW1], Theorems 3.6 and 3.7, and [KW2], Remark 4.3(a), that for a rational
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k of the form
(0.1) k = −h∨ +
p
u
, where (p, u) = 1 , u ≥ 1 , (u, ℓ) = 1(resp. = ℓ) , p ≥ h∨(resp. ≥ h) ,
where h is the Coxeter number, h∨ is the dual Coxeter number and ℓ(= 1, 2 or 3) is the “lacety”
of g, the normalized character of the vertex algebra Vk(g) is a modular function (conjecturally,
these are all k with this property). It was shown in [KW1], Theorem 3.6, that for these k with
(u, ℓ) = 1 the affine Lie algebra ĝ has a finite set of irreducible highest weight modules {Mj}j∈J
(called admissible), whose regularized normalized characters χj(τ, z) = trMje
2πiτ(L0−c/24)+z,
z ∈ g, span an SL2(Z)-invariant space (if (u, ℓ) = ℓ, then one has only Γ0(ℓ)-invariance, see
[KW2], Remark 4.3(a)). Conjecturally, these ĝ-modules extend to Vk(g) and are all of its
irreducible modules (this conjecture was proved in [AM] for g = sℓ2). Thus, Vk(g) for k of the
form (0.1) with (u, ℓ) = 1 satisfy the properties (a) and (c) of rationality, but property (b) fails
for some j ∈ J since χj(τ, z) may have a pole at z = 0, unless k is a non-negative integer.
In the present paper we study the problem of rationality of simple W -algebras Wk(g, f),
which is a family of vertex algebras, depending on k ∈ C, attached to a simple Lie algebra g
and a nilpotent element f of g (rather its conjugacy class) [KRW], [KW3]. More precisely,
we need to analyze for which triples (g, f, k) the Wk(g, f)-modules, obtained by the quantum
Hamiltonian reduction from admissible modules of level k over the affine Lie algebra ĝ, have
convergent characters, as the modular invariance property is preserved by this reduction. We
call such f an exceptional nilpotent and such k an exceptional level.
The most well studied case of W -algebras is that corresponding to the principal nilpotent
element f (a special case of which for g = sℓ2 is the Virasoro vertex algebra). It follows from
[KW1] and [FKW] that for principal f the exceptional levels k are given by
(0.2) k = −h∨ +
p
u
, where (p, u) = 1 , p ≥ h∨ , u ≥ h , (u, ℓ) = 1 .
We expect that for the principal nilpotent f , (0.2) are precisely the values of k, for which
Wk(g, f) is a semisimple vertex algebra.
Surprisingly, beyond the principal nilpotent, there are very few exceptional nilpotents. We
conjecture that there exists an order preserving map of the set of non-principal exceptional
nilpotent orbits of g to the set of positive integers, relatively prime to ℓ and smaller than h, such
that the corresponding integer u is the only denominator of an exceptional level k = −h∨+p/u,
where p ≥ h∨ and (u, p) = 1.
Note that f = 0 is an exceptional nilpotent, corresponding to u = 1, since in this case
Wk(g, 0) is the simple affine vertex algebra of level k ∈ Z+.
We prove the above conjecture for g ≃ sℓn. In this case the above map is bijective to the set
{1, 2, . . . , h−1}, and the exceptional nilpotent, corresponding to the positive integer u ≤ h = n,
is given by the partition n = u+ · · ·+ u+ s, where 0 ≤ s < u.
For an arbitrary simple g we give a geometric description of the exceptional pairs (k, f) in
terms of g and its adjoint group.
We are grateful to K. Bauer, A. Elashvili and A. Premet for very useful discussions on
nilpotent orbits, and to ESI and IHES for their hospitality. The results of the paper were
reported at the Weizmann Institute in January 2007 and at a conference in Varna in June 2007.
2
1 Admissible modules over affine Lie algebras.
1.1 Description of the vacuum admissible weights. Let ĝ be a (non-twisted) affine Lie
algebra, associated to a simple finite-dimensional Lie algebra g [K1]. Recall that
ĝ = g[t, t−1]⊕CK ⊕ CD
with commutation relations:
[atm, btn] = [a, b]tm+n +mδm,−n(a|b)K ,
[D, atm] = matm , [K, ĝ] = 0 ,
where ( . | . ) denotes the symmetric invariant bilinear form on g, normalized by the condition
(α|α) = 2 for long roots α.
Recall that the bilinear form ( . | . ) extends from g to a symmetric invariant bilinear form
on ĝ by letting
(tma|tnb) = δm,−n(a|b) , (g[t, t
−1]|CK + CD) = 0 ,
(K|K) = (D|D) = 0 , (K|D) = 1 .
Choose a Cartan subalgebra h of g, then
ĥ = h+ CK + CD
is an ad-diagonalizable subalgebra of ĝ, called its Cartan subalgebra. Since the restriction of the
bilinear form ( . | . ) to ĥ is non-degenerate, we can (and often will) identify ĥ∗ with ĥ, using this
form. Given α ∈ ĥ such that (α|α) 6= 0, we denote α∨ = 2α/(α|α), unless otherwise specified.
Let ∆ ⊂ h∗ be the set of roots of g, choose a subset of positive roots ∆+, and let
∏
=
{α1, . . . , αr} be the set of simple roots, where r is the rank of g. Let ∆
∨
+ = {α
∨|α ∈ ∆+} be
the set of positive coroots,
∏∨ = {α∨1 , . . . , α∨r } the set of simple coroots of g. Define, as usual,
ρ and ρ∨ by:
(ρ|α∨i ) = 1 , (ρ
∨|αi) = 1 , i = 1, . . . , r .
Recall that the sets of roots ∆̂ and coroots ∆̂∨ of ĝ are
∆̂ = ∆̂re ∪ ∆̂im , ∆̂∨ = ∆̂∨,re ∪ ∆̂im ,
where the sets of real roots and coroots are
∆̂re = {α+ nK|α ∈ ∆, n ∈ Z} , ∆̂∨,re = {α∨|α ∈ ∆̂re } ,
and the set of imaginary roots (resp. coroots) is
∆̂im = {nK|n ∈ Z , n 6= 0} ,
the subsets of positive roots and coroots being:
∆̂re+ = ∆+ ∪ {α + nK|α ∈ ∆, n > 0} , ∆̂
∨,re
+ = {α
∨|α ∈ ∆̂re+ } ,
∆̂im+ = {nK|n > 0} , ∆̂+ = ∆̂
re
+ ∪ ∆̂
im
+ , ∆̂
∨
+ = ∆̂
∨,re
+ ∪ ∆̂
im
+ .
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Recall that the sets of simple roots (resp. coroots) in ∆̂+ (resp. ∆̂
∨
+) then are:
∏̂
= {α0 = K − θ , α1, . . . , αr} ,
∏̂∨
= {α∨0 = K − θ
∨ , α∨1 , . . . , α
∨
r } ,
where θ is the highest root in ∆+. The positive integers
h = (ρ∨|θ) + 1 and h∨ = (ρ|θ∨) + 1
are called the Coxeter number and the dual Coxeter number of g, respectively.
Defining ρ̂ = h∨D + ρ, ρ̂∨ = hD + ρ∨ ∈ ĥ, we have the usual formulas:
(ρ̂|α∨i ) = 1 , (ρ̂
∨|αi) = 1 , i = 0, 1, . . . , r .
Given λ ∈ ĥ∗, let
∆̂∨λ = {α
∨ ∈ ∆̂∨|(λ|α∨) ∈ Z} .
Let ∆̂∨λ+ = ∆̂
∨
λ ∩ ∆̂
∨
+ and let
∏̂∨
λ be the set of simple roots in ∆̂
∨
λ+.
Definition 1.1 ([KW1]). A weight λ ∈ ĥ∗ is called admissible if the following two conditions
hold:
(1.1a) (λ+ ρ̂|α∨) /∈ {0,−1,−2, . . .} for all α∨ ∈ ∆̂∨+ ,
(1.1b) the Q-span of ∆̂∨λ contains ∆̂
∨ .
We proved in [KW1] that the (normalized) character of an irreducible highest weight ĝ-
module with highest weight λ satisfies a modular invariance property if λ is an admissible
weight (and conjectured that for no other λ this property holds). Admissible weights were
completely classified in [KW1], and this classification will be used in the paper. The following
proposition describes the “vacuum” admissible weights.
Proposition 1.1. For k ∈ C the weight λ = kD is admissible if and only if k satisfies the
following properties (a) and (b):
(a) k + h∨ = pu , where p, u ∈ N , (p, u) = 1;
(b) one of the following possibilities holds:
(i) (u, ℓ) = 1 and p ≥ h∨ (in this case
∏̂∨
λ = {uK − θ
∨ , α∨1 , . . . , α
∨
r }),
(ii) u ∈ ℓN and p ≥ h (in this case
∏̂∨
λ = {uK − θ
∨
s , α
∨
1 , . . . , α
∨
r }).
Here ℓ is the lacety of g (i.e., ℓ = 1 for A−D−E types, ℓ = 2 for B−C −F types, and ℓ = 3
for G2), and θs is the highest among short roots in ∆+.
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Proof. Condition (1.1b) of admissibility implies that (λ+ ρ̂|αi) ∈ Q for all i = 0, 1, . . . , r. This,
together with (1.1a) for α∨ = nK implies (a).
Next, note that (λ+ρ̂|α∨) = (ρ|α∨) ∈ Z if α ∈ ∆∨, hence ∆∨ ⊂ ∆∨λ . Since (λ+ρ̂|nK+α
∨) =
n(k + h∨) + (ρ|α∨) ∈ n pu + Z, we see that (λ + ρ̂|nK + α
∨) ∈ Z iff n ∈ uZ. Therefore,
∆̂∨λ = ∆̂
∨,re
λ ∪ ∆̂
∨,im
λ , where
∆̂∨,reλ = {nuK + α
∨|n ∈ Z , α∨ ∈ ∆∨} ∩ ∆̂∨,re , ∆̂∨,imλ = {nuK|n ∈ Z\{0}} .
Thus, the λ in question is an admissible weight iff (1.1a) holds, i.e.,
(1.2) (λ+ ρ̂|α∨) ∈ N for all α ∈ ∆̂∨λ,+ .
Case (i): (u, ℓ) = 1. In this case
∆̂∨,reλ = {nuK + α
∨|n ∈ Z , α ∈ ∆long} ∪ {nℓuK + α
∨|n ∈ Z , α ∈ ∆short} ,
and the set of simple roots is
∏̂∨
λ = {uK − θ
∨ , α∨1 , . . . , α
∨
r }.
Hence condition (1.1a) is equivalent to (λ + ρ̂|uK − θ∨) = u(k + h∨) − (h∨ − 1) ∈ N, i.e.,
p− h∨ ∈ Z+.
Case (ii): (u, ℓ) = ℓ. In this case
∆̂∨,reλ = {nuK + α
∨|n ∈ Z , α∨ ∈ ∆∨} ,
hence
∏̂∨
λ = {uK − θ
∨
s , α
∨
1 , . . . , α
∨
r }. Therefore, using that (ρ|θ
∨
s ) = (ρ
∨|θ) = h − 1, condi-
tion (1.2) is equivalent to (λ+ ρ̂|uK − θ∨s ) = u(k + h
∨)− (h− 1) ∈ N, i.e., p− h ∈ Z+.
1.2 Principal admissible weights. Recall the definition of the affine and extended affine
Weyl groups. Let W ⊂ End h be the Weyl group of g and extend it to ĥ by letting w(K) = K,
w(D) = D for all w ∈ W . Let Q∨ =
∑r
i=1 Zα
∨
i be the coroot lattice of g, then P = {λ ∈
h∗|(λ|α) ∈ Z for all α ∈ Q∨} is the weight lattice; note that Q∨ ⊂ P ∩ Q∗, where Q∗ = {λ ∈
h|(λ|α) ∈ Z for all α ∈ Q}. Given α ∈ h, define the translation [K1]
tα(v) = v + (v|K)α − (
1
2
|α|2(v|K) + (v|α))K , v ∈ ĥ ,
and for a subset L ⊂ h, let tL = {tα|α ∈ L}. The affine Weyl group Ŵ and the extended affine
Weyl group W˜ are defined as follows:
Ŵ =W ⋉ tQ∨ , W˜ =W ⋉ tQ∗ ,
so that Ŵ ⊂ W˜ . Recall that the group W˜+ = {w ∈ W˜ |w(
∏̂∨
) =
∏̂∨
} acts transitively on
orbits of Aut
∏̂∨
and simply transitively on the orbit of α∨0 , and that W˜ = W˜+ ⋉ Ŵ .
An admissible weight λ is called principal if ∆̂∨λ is isomorphic to ∆̂
∨. We describe below
the set of all principal admissible weights.
For u ∈ N let
Ŝ(u) = {uK − θ
∨ , α∨1 , . . . , α
∨
r } .
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Given y ∈ W˜ , denote by P̂u,y the set of all admissible weights λ, such that
∏̂∨
λ = y(Ŝ(u)).
Let P̂ (resp. P̂+) = {λ ∈ ĥ|(λ|α
∨
i ) ∈ Z (resp. ∈ Z+) for all i = 0, . . . , r} denote the sets
of all integral (resp. dominant integral) weights. Given k ∈ C, denote by P̂ k+, P̂
k
u,y, etc. the
subsets of P̂+, P̂u,y, etc., consisting of all elements of level k (recall that the level of λ is (λ|K)).
Theorem 1.1 ([KW1]). (a) P̂ ku,y 6= ∅ iff the triple k, u, y satisfies the following three
properties:
(i) (u, ℓ) = 1 (recall that ℓ = 1, 2 or 3 is the lacety of g),
(ii) k + h∨ = pu , where p, u ∈ N , p ≥ h
∨ and (p, u) = 1 ,
(iii) y(Ŝ(u)) ⊂ ∆̂
∨
+ .
(b) If properties (i)—(iii) hold, then
P̂ ku,y = {y.(Λ + (k + h
∨ − p)D)|Λ ∈ P̂ p−h
∨
+ } ,
where y.λ = y(λ+ ρ̂)− ρ̂ is the usual shifted action.
(c) The set of all principal admissible weights is ∪k,u,yP̂
k
u,y, where (k, u, y) runs over all
triples satisfying (i)—(iii).
(d) Two non-empty sets P̂ ku,y and P̂
k′
u′,y′ have a non-empty intersection iff they coincide,
which happens iff k = k′, u = u′ and y(Ŝ(u)) = y
′(Ŝ(u)).
Denote by Prk the set of all principal admissible weights of level k. Note that Prk =
P̂ k+ + CK if k ∈ Z+.
Proposition 1.2 ([FKW]). Let Λ ∈ P̂ ku,y, where y = tβ y¯, be a principal admissible weight.
Then the following conditions are equivalent:
(i) (λ|α) /∈ Z for all α ∈ ∆∨,
(ii) y(Ŝ(u)) ⊂ ∆̂
∨
+\∆
∨
+,
(iii) 0 < −(y¯−1(β)|α) < u for all α ∈ ∆+,
(iv) (β|α) /∈ uZ for all α ∈ ∆.
A principal admissible weight, satisfying one of the equivalent properties (i)—(iv) of Propo-
sition 1.2, is called non-degenerate. Given y¯ ∈ W , denote by P̂ ky¯ the union of all P̂
k
u,y with
y = tβ y¯, where β satisfies the inequalities (iii) of Proposition 1.2. It follows from this proposi-
tion that the set of all non-degenerate principal admissible weights of level k, denoted by Prnk,
is the union of all P̂ ky¯ :
Prnk =
⋃
y¯∈W
P̂ ky¯ .
Proposition 1.3 ([KW2],[FKW]). (a) P̂ ky¯ 6= ∅ iff k satisfies conditions (0.2).
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(b) Provided that (0.2) holds, two sets P̂ ky¯ and P̂
k
y¯′ have a non-empty intersection iff they
coincide, which happens iff y¯−1y¯′ ∈ W+, where W+ is the image of W˜+ under the
canonical map W˜ → W .
(c) For Λ ∈ P̂ ky¯ there exists a unique β, such that Λ = (tβ y¯). (Λ
0 + (k + h∨ − p)D),
where Λ0 ∈ P̂ p−h
∨
+ , p = u(k + h
∨). We let
ϕy¯(Λ) = (Λ
0 , uD − y¯−1(β) − ρ̂∨) .
This is a bijective map
ϕy¯ : P̂
k
y¯ → P̂
p−h∨
+ × P̂
∨u−h
+ ,
the inverse map being
ψy¯(λ, µ) = y¯.λ+ (k + h
∨)(D − y¯(µ + ρ̂∨)) .
(d) Given p, u ∈ N, such that (p, u) = 1, (ℓ, u) = 1, p ≥ h∨, u ≥ h, define the set
Ip,u = (P̂
p−h∨
+ × P̂
∨u−h
+ )/W˜+
(where w(λ, µ) = (w(λ), w(µ)), w ∈ W˜+). Then, letting
ϕ(Λ) = ϕy¯(Λ) if Λ ∈ P̂
k
y¯ ,
gives a well-defined map ϕ : Prnk → Ip,u.
(e) Elements Λ,Λ′ ∈ Prnk have the same image under the map ϕ iff Λ′ = w¯.Λ for some
w¯ ∈W . In particular, all fibers of the map ϕ have cardinality |W |.
1.3 Characters of principal admissible ĝ-modules, their modular transformations
and asymptotics.
Introduce the following domain Y and coordinates (τ, z, t) on Y :
Y = {λ ∈ ĥ|Re(λ|K) > 0} = {(τ, z, t) := 2πi(−τD + z + tK)| τ, t ∈ C , Imτ > 0 , z ∈ h} .
The product
Rbg(v) = e(bρ|v)
∏
α∈b∆re+
(1− e−(α|v))
∏
j∈N
(1− e−j(K|v))r
converges to a holomorphic function on Y . Given λ ∈ Y − ρ̂, consider the series
Nλ(v) =
∑
w∈cWλ
ǫ(w)e(w(λ+bρ)|v) ,
where Ŵλ is the subgroup of Ŵ , generated by reflections rα∨ (defined by rα∨(v) = v− (α|v)α
∨)
in all real roots from ∆̂∨λ . This series converges to a holomorphic function on Y .
Let L(λ) denote the irreducible highest weight ĝ-module with the highest weight λ ∈ ĥ∗,
and let
chL(λ)(v) = tr L(λ)e
v , v ∈ Y ,
be its character. For a function F on the domain Y we shall often write F (τ, z, t) in place of
F (2πi(−τD + z + tK)).
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Theorem 1.2 ([KW1]). (a) If λ is an admissible weight, then RbgchL(λ) converges in the
domain Y to the holomorphic function Nλ.
(b) Let λ = y.(λ0 + (k + h∨ − p)D) ∈ P̂ ku,y, where λ
0 ∈ P̂ p−h
∨
+ . Define the following
isometry φu,y of ĥ:
φu,y(α
∨
i ) = y
−1(α∨i ), i = 1, . . . , r , φu,y(D) = uy
−1(D) , φu,y(K) = u
−1K .
Then
(1.3) chL(λ)(v) = Nλ0(φu,y(v))/Rbg(v) .
Remark 1.1. Ŵλ = φ
−1
u,yŴφu,y. Using this, one derives (1.3) from (a).
Define the normalized character
(1.4) χL(λ)(τ, z, t) = e
2πiτsλchL(λ)(τ, z, t) ,
where
sλ =
|λ+ ρ̂|2
2(k + h∨)
−
|ρ̂|2
2h∨
,
and k is the level of λ. LetDbg(τ, z, t) = q|bρ|2/2h∨Rbg(τ, z, t) denote the denominator of χL(λ)(τ, z, t).
It satisfies the following well-known transformation formula [K1]:
(1.5) Dbg
(
−
1
τ
,
z
τ
, t−
(z|z)
2τ
)
= (−i)|∆+|(−iτ)r/2Dbg(τ, z, t) .
Note that χL(λ) = χL(λ+aK) for any a ∈ C. For that reason, from now on we shall consider
elements of Prk mod CK. There is a unique representative λ in each coset, such that λ(D) =
0. When writing (λ|µ) for λ, µ ∈ Prk, we shall mean the scalar product of these representatives,
in other words, (λ|µ) = (λ¯|µ¯), where the bar means the orthogonal projection of ĥ to h. Note
that, by the “strange formula”[K1], we have:
sλ =
(λ¯+ 2ρ|λ¯)
2(k + h∨)
−
1
24
k dim g
k + h∨
.
¿From (1.3) and the transformation formula and asymptotics for characters of integrable
ĝ-modules we derived those for principal admissible modules.
Theorem 1.3 ([KW1]). Let λ = y.(λ0 + (k + h∨ − p)D) ∈ Prk, where k + h∨ = p/u, y = tβ y¯,
β ∈ Q∗, y¯ ∈W , λ0 ∈ P̂ p−h
∨
+ . Then
(a) χL(λ)
(
− 1τ ,
z
τ , t−
(z|z)
2τ
)
=
∑
λ′∈Prk a(λ, λ
′)χL(λ′)(τ, z, t),
where
a(λ, λ′) = i|∆+|u−r(k + h∨)−r/2|P/Q∨|ǫ(y¯y¯′)e−2πi((λ
0+ρ|β′)+(λ′0+ρ|β)+(k+h∨)(β|β′))
×
∑
w∈W
ǫ(w)e
− 2πi
k+h∨
(w(λ0+bρ)|λ′0+bρ)
.
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(b) As τ ↓ 0, we have for each z ∈ h, such that (α|z) /∈ Z for all α ∈ ∆:
χL(λ)(τ,−τz, 0) ∼ b(λ, z)e
πig(k)
12τ ,
where
b(λ, z) = ǫ(y¯)u−r/2a(λ0)
∏
α∈∆+
sin
π(z − β|α)
u
/ sin π(z|α) ,
a(λ0) = p−r/2|P/Q∨|−1/2
∏
α∈∆+
2 sin
π(λ0 + ρ|α)
p
,
g(k) =
(
1−
h∨
pu
)
dim g .
2 Characters of W -algebras Wk(g, f).
2.1 Construction of simple vertex algebras Wk(g, f). First, recall the definition of the
vertex algebra Wk(g, f) [KRW], [KW3]. Let g be a finite-dimensional simple Lie algebra with
the normalized invariant bilinear form as in Sec. 1.1, and let f be a nilpotent element of g.
Include f in an sℓ2-triple f, x, e, so that [x, e] = e, [x, f ] = −f and [e, f ] = x. We have the
eigenspace decomposition of g with respect to ad x:
g =
⊕
j∈ 1
2
Z
gj .
Let g± = ⊕j>0g±j, and let Ach = g+ + g− with odd parity. The restriction of the bilinear
form ( . | . ) to Ach is non-degenerate and skew-supersymmetric (since it is symmetric before
the change of parity). Denote by Ane the (even) vector space g1/2 with the non-degenerate
skew-symmetric bilinear form
〈a, b〉 = (f |[a, b]) , a, b ∈ g1/2 .
Introduce the following differential complex (Ck(g, f), d0), where
Ck(g, f) = V k(g)⊗ F (g, f)
is the tensor product of the universal affine vertex algebra of level k and F (g, f) = F (Ach) ⊗
F (Ane ) is the tensor product of vertex algebras of free superfermions, based on Ach and Ane ,
and d0 is an odd derivation of the vertex algebra C
k(g, f), such that d20 = 0.
In order to define the differential d0, choose a basis {uα}α∈Sj of each subspace gj of g, and
let S+ = ∪j>0Sj , S = ∪jSj . Then {uα}α∈S+ is a basis of g+, and we denote by {u
α}α∈S+
the dual basis of g−. Let {ϕα, ϕ
α}α∈S+ be the corresponding basis of Ach and {φα}α∈S1/2 the
corresponding basis of Ane . Consider the following odd field of the vertex algebra C
k(g, f):
d(z) = dst(z) +
∑
α∈S+
(f |uα)ϕ
α(z) +
∑
α∈S1/2
: ϕα(z)φα(z) : ,
where
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dst(z) =
∑
α∈S+
: uα(z)ϕ
α(z) : −
1
2
∑
α,β,γ∈S+
cγαβ : ϕγ(z)ϕ
α(z)ϕβ(z) :
and cγαβ are the structure constants of g : [uα, uβ] =
∑
γ c
γ
αβuγ (α, β, γ ∈ S). Then d0 :=
Res z d(z) is an odd derivation of all products of the vertex algebra C
k(g, f) and d20 = 0.
The homology of the complex (Ck(g, f), d0) is a vertex algebra, denoted by W
k(g, f).
We shall assume that k+ h∨ 6= 0. Then one can construct the following Virasoro field L(z)
of Ck(g, f), making the latter a conformal vertex algebra:
L(z) = Lg(z) + ∂zx(z) + L
ch(z) + Lne (z) .
Here Lg(z) = 12(k+h∨)
∑
α∈S : uα(z)u
α(z) : is the Sugawara construction, and
Lch(z) =
∑
α∈S+
(α(x) : ∂zϕα(z)ϕ
α(z) : +(1− α(x)) : ∂zϕ
α(z)ϕα(z) :) ,
Lne (z) =
1
2
∑
α∈S1/2
: ∂zφ
α(z)φα(z) : ,
where {φα} is a basis of Ane , dual to {φα} with respect to the bilinear form 〈 . , . 〉.
With respect to L(z) the field d(z) is primary of conformal weight 1. In the language of
λ-brackets, this means that [dλL] = λd, hence d0(L) = [dλL]|λ=0 = 0. Thus, the homology class
of L defines the Virasoro field L(z) =
∑
n∈Z Lnz
−n−2 of the vertex algebra W k(g, f), making
it a conformal vertex algebra. Its central charge is given by the following formula [KW1]:
(2.1) c(g, f, k) = dim g0 −
1
2
dim g1/2 −
12
k + h∨
|ρ− (k + h∨)x|2 .
Above and further on we identify the fields of a vertex algebra, like d(z) , L(z) , . . . , with
the corresponding states d , L , . . . , via the field-state correspondence: a = a(z)|0〉|z=0.
Let gf be the centralizer of f in g. Then the 12Z-grading, induced on g
f from g is of the
form
gf =
∑
j∈ 1
2
Z+
g
f
−j .
It was proved in [KW3] that the vertex algebra W k(g, f) is strongly generated by dim gf fields
J{a}(z), where a runs over a basis of gf , compatible with the above 12Z-grading, and J
{a}(z)
has conformal weight 1 + j if a ∈ g−j.
Therefore the operator L0 is diagonalizable on W
k(g, f) with spectrum in 12Z+ and finite-
dimensional eigenspaces, the 0th eigenspace being C|0〉. Hence the vertex algebra W k(g, f) has
a unique maximal ideal I, and Wk(g, f) =W
k(g, f)/I is a simple vertex algebra.
Given v ∈ g0, the subspaces g+ (resp. g1/2) are ad v-invariant; let c
α
β(v), α, β ∈ S+( resp. 1/2)
be the matrix of ad v on g+( resp. 1/2) in the basis {uα}α∈S+( resp. 1/2) , i.e., [v, uβ ] =
∑
α c
α
β(v)uα.
Define the following field:
J{v}(z) = v(z) + vch(z) + vne (z) ,
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where
vch(z) =
∑
α,β∈S+
cαβ(v) : ϕα(z)ϕ
β(z) : , vne (z) = −
1
2
∑
α,β∈S1/2
cαβ(v) : φα(z)φ
β(z) : .
Lemma 2.1. (a) For any v ∈ g0, we have
dst0 (J
{v}) = 0 .
(b) Provided that v ∈ gf0 , we have:
d0(J
{v}) = 0 .
Proof. (b) was proved in [KRW], by making use of the λ-bracket calculus. The same proof
gives (a).
2.2 Computation of the Euler-Poincare´ characters in the Ramond sector.We stud-
ied in [KW4] the most general σ-twisted modules over W k(g, f). From the point of view of
modular invariance the most important case is the Ramond twisted one, when σ = σR is an
automorphism of g, defined by σR = e
2πi ad x.
Since σR is an inner automorphism of g, we can choose a Cartan subalgebra h of g, contained
in g0. Let ∆ ⊂ h
∗ be the set of roots, and let ∆j ⊂ ∆ be the set of roots of h in gj.
A natural choice of a subset of positive roots in ∆ is ∆+ = ∆
0
+ ∪ (∪j>0∆
j), where ∆0+ is a
subset of positive roots of the root system ∆0.
However, we shall need another choice of a subset of positive roots, which will be denoted
by ∆new+ . First, we choose the element f to be a sum of root vectors, attached to roots
γ1, . . . , γs ∈ ∆
−1, such that hf := {h ∈ h| γi(h) = 0 , i = 1, . . . , s} is a Cartan subalgebra of
gf . Next, choose an element h0 ∈ h
f such that α(h0) = 0 iff α|hf = 0 for α ∈ ∆. Since the
restriction of any root from ∆1/2 to hf is not identically zero [EK], it follows that ad h0|g1/2 has
no zero eigenvalues. Finally, let ∆00 = {α ∈ ∆
0| α|hf = 0} and let ∆
0
0,+ be a subset of positive
roots in the root system ∆00. The new set of positive roots in ∆ is as follows:
∆new+ = ∆
0
0,+ ∪ {α ∈ ∆| either α(h0) > 0 , or α(h0) = 0 and α(x) < 0} .
Since h0 ∈ h
f , γi(h0) = 0 for all i, hence all γi lie in ∆
new
+ . Also, since all elements from g
f
0
define symplectic endomorphisms of g1/2, ∆
1/2
+ := ∆
new
+ ∩∆
1/2 (resp. ∆
1/2
− := (−∆
new
+ )∩∆
1/2)
contains exactly half of the roots from ∆1/2. Thus ∆new+ satisfies the properties, required in
[KW3].
Let ĝR = ⊕m∈ 1
2
Z
(gm¯ ⊗ t
m)⊕ CK ⊕ CD be the σR-twisted affine Lie algebra [K1], where
gm¯ = ⊕j∈m¯gj , m¯ ∈
1
2Z/Z being the coset of m ∈
1
2Z, and the commutation relations are
given by the same formulas as for ĝ. Note that both ĝR and ĝ lie in the affine Lie algebra
g[t1/2, t−1/2]⊕CK⊕CD, and, in fact, they are isomorphic, ĝ being mapped to ĝR by the element
tx of the group G(C[t1/2, t−1/2]). Note also that they share the same Cartan subalgebra ĥ, and
that ∆̂R = tx(∆̂) is the set of roots of ĝ
R.
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For each α ∈ ∆ define the number
sα = −α(x) if α ∈ ∆
new
+ , = 1− α(x) if α ∈ −∆
new
+ ,
and introduce the following set of positive roots in the set ∆̂R of roots of ĝR:
∆̂R+ = {(n+ sα)K + α|α ∈ ∆ , n ∈ Z+} ∪ {nK|n ∈ N} .
Let ∆R (resp. ∆R+) = {−α(x)K + α|α ∈ ∆ (resp. ∆
new
+ )} ⊂ ∆̂
R (resp. ∆̂R+). Let
∆R,j+ = {α ∈ ∆
R
+|(α|x) = j}. Let ∆
R,f (resp. ∆R,f+ ) = {α ∈ ∆
R (resp. ∆R+)| α|hf = 0}.
Lemma 2.2. (a) There exists w¯ ∈W , such that ∆̂R+ = txw¯(∆̂+).
(b) ∆new+ = w¯(∆+).
(c) If g ∈ gf , then (x|g) = 0. Consequently, hf ⊂ txw¯(h).
(d) Let
∏R be the set of simple roots for ∆R+. Then ∆R,f+ ∩∏R is the set of simple roots
for ∆R,f+ .
Proof. Let
∏̂R
= {β˜i = sβiK + βi| i = 0, 1, . . . , r}, where βi ∈ ∆, be the set of simple roots of
∆̂R+. We have: K =
∑
i aiβ˜i, where ai are positive integers. Recall also that sβi = −βi(x) + ni,
where ni = 0 or 1.
Since (x|K) = 0, it follows that:∑
i
aiβi = 0 and
∑
i
aini = 1 .
It follows from the second equation that there exists index i0 such that ai0 = 1 and ni = δi,i0 .
Hence {βi}i 6=i0 is a set of simple roots for ∆ and β˜i = −βi(x)K+βi = txβi for all i 6= i0. Hence
there exists w¯ ∈ W , such that {βi}i 6=i0 = w¯(
∏
), where
∏
is the set of simple roots of ∆+.
Therefore {β˜i}i 6=i0 = txw¯(
∏
) and hence
∏̂R
= txw¯(
∏̂
), where
∏̂
is the set of simple roots of
∆̂+ proving (a).
By the proof of (a), βi ∈ ∆
new
+ if i 6= i0. Hence, by the construction of w¯, (b) follows.
Since x = [e, f ], we have: (x|g) = ([e, f ]|g) = (e|[f, g]) = 0 if g ∈ gf , proving (c).
In order to prove (d), we need to show that if α ∈ ∆R,f+ and α = β + γ, where β, γ ∈ ∆
R
+,
then β, γ ∈ ∆R,f+ . Evaluating at h0, we have: 0 = α(h0) = β(h0) + γ(h0). But both summands
on the right are non-negative, by definition of ∆new+ and ∆
R
+. Hence β(h0) = γ(h0) = 0 and the
restriction of β and γ to hf is zero.
We have: ∆̂R+ = txw¯(∆̂+), ∆
R = tx(∆), ∆
R
+ = txw¯(∆+). Let ρ̂
R = txw¯(ρ̂), h
R = tx(h),
DR = tx(D), W
R = txWt
−1
x , P̂
k,R
+ = txw¯(P̂
k
+), Pr
k,R = txw¯Pr
k, etc. Then ŴR =WR ⋉ tQ∨,R
is the (affine) Weyl group of ĝR, W˜R = WR ⋉ tPR is the extended affine Weyl group, ĥ =
hR + CK + CDR is the “standard” decomposition of the Cartan subalgebra ĥ of ĝR, etc.
Consider the triangular decomposition ĝR = n̂R−+ ĥ+ n̂
R
+, corresponding to the set of positive
roots ∆̂R+, and let M be a highest weight ĝ
R-module with highest weight vector vΛ, annihilated
by n̂R+, where Λ ∈ ĥ
∗ has level k. By [GK2], RbgRchM converges to a holomorphic function in
Y+, which extends to a holomorphic function in the domain Y .
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The ĝR-module M extends to a σR-twisted V
k(g)-module by the map:
eα 7→ e
R
α (z) :=
∑
n∈(α|x)+Z
(eαt
n)z−n−1 , h 7→ hR(z) =
∑
n∈Z
(htn)z−n−1 ,
where eα is a root vector of g, attached to α ∈ ∆, and h ∈ h. Likewise we have the σR-twisted
F (g, f)-module FR(g, f), given by ϕα 7→ ϕ
R
α (z) :=
∑
n∈α(x)+Z(ϕαt
n)z−n−1, ϕα 7→ ϕα,R(z) :=∑
n∈α(x)+Z(ϕ
αtn)z−n−1, and φα 7→ φ
R
α (z) :=
∑
n∈1/2+Z(φαt
n)z−n−1, generated by the vacuum
vector |0〉R, subject to the conditions ϕαt
n|0〉R = ϕ
−αtn−1|0〉R = φαt
n|0〉R = 0 if α+nK ∈ ∆̂
R
+
[KW4]. We thus obtain the σR-twisted C
k(g, f)-module CR(M) =M ⊗ FR(g, f).
Introduce the charge decomposition
CR(M) =
⊕
m∈Z
CRm(M)
by letting charge M = 0, charge |0〉R = 0, charge ϕ
R
α = 1, charge ϕ
α,R = −1, charge φRα = 0.
The most important σR-twisted fields of C
R(M) are:
d 7→ dR(z) =
∑
n∈Z
dRn z
−n−1 , L 7→ LR(z) =
∑
n∈Z
LRn z
−n−2 ,
J{h} 7→ J{h},R(z) =
∑
n∈Z
J{h},Rn z
−n−1 (h ∈ h) .
Since (dR0 )
2 = 0, we obtain a complex (CR(M), dR0 ), where d
R
0 : C
R
m(M) → C
R
m−1(M). The
homology of this complex is canonically a σR-twisted W
k(g, f)-module
HR(M) =
⊕
m∈Z
HRm(M) ,
where all HRm(M) are submodules (see [KW4] for details).
Recall [KRW] that with respect to L0 the fields eα(z), h(z), ϕα(z), ϕ
α(z), φα(z) have
conformal weights 1 − α(x), 1, 1 − α(x), α(x) and α(x) = 1/2, respectively. Writing the
corresponding twisted fields in the form a(z) =
∑
n anz
−n−∆a, where ∆a is the conformal
weight of a(z), we obtain:
eRα (z) =
∑
n∈Z
eα,nz
−n−1+α(x) , hR(z) =
∑
n∈Z
hnz
−n−1 , ϕRα (z) =
∑
n∈Z
ϕα,nz
−n−1+α(x) ,
ϕα,R(z) =
∑
n∈Z
ϕαnz
−n−α(x) , φRα (z) =
∑
n∈Z
φα,nz
−n−1/2 .
Lemma 2.3. Let v = vΛ ⊗ |0〉R ∈M ⊗ F
R(g, f). Then
eα,nv = 0 if α ∈ ∆
new
+ , n ≥ 0 (resp. α ∈ −∆
new
+ , n > 0) ,
hnv = δ0,nΛ(h)v if h ∈ h , n ≥ 0 ,
ϕα,n(or φα,n)v = 0 if α ∈ ∆
new
+ , n ≥ 0 (resp. α ∈ −∆
new
+ , n > 0) ,
ϕαnv = 0 if α ∈ ∆
new
+ , n > 0 (resp. α ∈ −∆
new
+ , n ≥ 0) .
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Proof. It follows from the fact that eα,nv = 0, ϕα,nv = 0 and φα,nv = 0 if n − α(x) ≥ sα, and
ϕαnv = 0 if n− α(x) ≥ −sα by the construction of ∆̂
R
+ and of F
R(g, f), see [KW3].
As usual, define the Euler–Poincare´ character of HR(M) by the following formula:
chHR(M)(τ, z, t) = e
2πikt
∑
m∈Z
(−1)mtrHRm(M)q
LR0 e2πiJ
{z},R
0 ,
where q = e2πiτ , τ lies in the complex upper half plane C+, t ∈ C and z ∈ hf .
By the Euler–Poincare´ principle we have
chHR(M)(τ, z, t) = chCR(M)(τ, z, t) for τ ∈ C
+ , z ∈ hf , t ∈ C.
Unfortunately, the right-hand side converges only for generic z ∈ h and may diverge for all
z ∈ hf .
To get around this difficulty, we use a trick similar to the one employed in [FKW].
Definition 2.1. An element f of g is called a nilpotent element of principal type if f is a
principal nilpotent element in the centralizer of hf (equivalently, if ∆00 = ∅).
Recall that in g = sℓr+1 all nilpotent elements are of principal type, but in general this is
not the case due to existence of non-principal nilpotents f with hf = 0.
Introduce a bigrading
CR(M) =
⊕
m,n∈ 1
2
Z
Cm,n ,
by letting
deg vΛ ⊗ |0〉R = (0, 0) , deg eαt
n = (α(x) , −α(x)) , deghtn = (0, 0) ,
degϕαt
n = (α(x) − 1 , −α(x)) = − degϕαtn , deg φαt
n = (0, 0) ,
and introduce the ascending fibration
Fp =
⊕
m≤p
n∈ 1
2
Z
Cm,n , p ∈
1
2
Z .
It is clear that dR0 : Fp → Fp+1, hence we have the associated graded complex (Gr C
R(M) =
⊕p∈ 1
2
Z
Fp/Fp−1/2 , Gr d
R
0 ). It is also clear that
Gr dR0 = d
st,R
0 .
We thus obtain a spectral sequence with the first term (E1 = Gr C
R(M) , dst,R0 ).
First of all, we need to show that this spectral sequence converges. For this (and for
computation of characters) we need the following commutation relations.
Lemma 2.4. (a) With respect to ad LR0 all operators e
R
α,n, ϕ
R
α,n, ϕ
α,R
n and φRα,n are
eigenvectors with eigenvalue −n.
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(b) With respect to ad J
{h},R
0 with h ∈ h the operators e
R
α,n and ϕ
R
α,n have eigenvalue
α(h), and ϕα,Rn has eigenvalue −α(h).
(c) With respect to ad J
{h},R
0 with h ∈ h
f (resp. to ad J
{x},R
0 ) the operators φ
R
α,n have
eigenvalue α(h) (resp. 0).
Proof. (a) follows from the fact that LR0 is the energy operator, (b) is (2.11) from [KRW], the
first part of (c) is (2.12) from [KRW] and the second part holds since xne (z) = 0.
The following lemma implies the convergence of our spectral sequence and the convergence
of the Euler–Poincare´ character of E1.
Lemma 2.5. Let f be a nilpotent element of g of principal type. Then we can choose h′ ∈ hf ,
such that α(h′) > 0 for all α ∈ ∆0,new+ = ∆
0 ∩∆new+ .
(a) Common eigenspaces of LR0 , J
{h0},R
0 and J
{h′},R
0 in Fp are finite-dimensional for each
p ∈ 12Z.
(b) Common eigenspaces of LR0 , J
{h0},R
0 , J
{h′},R
0 and J
{x},R
0 in E1 are finite-dimensional.
Proof. The space CR(M) is obtained by applying to vΛ ⊗ |0〉R products of some number of
operators of the following form (see Lemma 2.3):
(1) eα,n with α ∈ ∆
new
+ , n < 0,
(2) eα,n with α ∈ −∆
new
+ , n ≤ 0,
(3) hn with h ∈ h, n < 0,
(4) ϕα,n with α ∈ ∆
new
+ , n < 0,
(5) ϕα,n with α ∈ −∆new+ , n ≤ 0,
(6) φα,n with α ∈ ∆
new
+ , n < 0,
(7) φα,n with α ∈ −∆
new
+ , n ≤ 0,
(8) ϕαn with α ∈ ∆
new
+ , n ≤ 0,
(9) ϕαn with α ∈ −∆
new
+ , n < 0.
By Lemma 2.4(a), only application of the operators of the form, e−α,0 with α ∈ ∆
new
+ , ϕ−α,0
with α ∈ ∆new+ , φ−α,0 with α ∈ ∆
new
+ , and ϕ
0
α with α ∈ ∆
new
+ may produce infinitely many
states in an eigenspace of LR0 . Furthermore, by Lemma 2.4(b), application of all these operators
to an eigenvector of J
{h0},R
0 changes the eigenvalue by a non-positive quantity. Since α(h0) > 0
for α ∈ ∆
1/2
+ , we conclude that the operators φ−α,0 with α ∈ ∆
new
+ change the eigenvalue of
J
{h0},R
0 by a negative quantity.
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Furthermore, application of the operators e−α,0 with α ∈ ∆
0,new
+ change the eigenvalue of
J
{h′},R
0 by a negative quantity −α(h
′).
Finally, application of the operators e−α,0 with α ∈ ∆
new
+ either changes the eigenvalue of
J
{h0},R
0 by a negative quantity or else does not change this eigenvalue, but changes the degree
of the filtration (resp. the eigenvalue of J
{x},R
0 ) by a positive quantity.
This proves both statements of the lemma.
Now we are in a position to compute the Euler–Poincare´ character chHR(M)(τ, z, t), where
z ∈ hf , assuming that f is a nilpotent element of principal type. From now on we shall
assume that f is a nilpotent element of principal type, when talking about the Euler–Poincare´
characters.
First, note that, by Lemma 2.5(a) our spectral sequence converges. Hence, by Lemmas 2.5(b)
and 2.1(a), we have:
chHR(M)(τ, z, t) = e
2πikt lim
ǫ→0
∑
m∈Z
(−1)mtr CRm(M)q
LR0 e2πiJ
{z+ǫx},R
0 .
Since LR0 = L
g,R
0 −x0+L
ch,R
0 +L
ne ,R
0 , we obtain that the right-hand side is equal to the product
of e2πikt and the following two expressions:
I = lim
ǫ→0
trM q
Lg,R0 −x0e2πi(z+ǫx)0 ,
II = lim
ǫ→0
strFR(g,f)q
Lch,R0 +L
ne ,R
0 e2πi((z+ǫx)
ch,R
0 +(z+ǫx)
ne,R
0 ) ,
where str stands for the supertrace.
We let S+ = ∆+\∆
0
+ for short (which is consistent with our earlier notation).
Lemma 2.6. (a) The constants sg, sne and sch, introduced in [KW4], Proposition 3.2,
for arbitrary σ, are given by the following formulas for σ = σR:
sg = −
k
k + h∨
∑
α∈S+
(
sα
2
)
, sne = −
1
16
dim g1/2 , sch = (ρ|x) −
h∨
2
|x|2 .
(b) The element γ′ ∈ h∗, introduced in [KW4], Corollary 3.1, is given by the following
formula for σ = σR:
γ′ =
∑
α∈S+
sαα− ρ .
Proof. Formula for sg follows from [KW4], formula (3.9), using that(
s−α
2
)
=
(
sα
2
)
(which follows from sα + s−α = 1) and sα = 0 if α = ∆
0
+.
Formula for sne follows from that in [KW4], formula (3.10), since sα = ±1/2 for α ∈ ∆
1/2
∓ .
16
Since sα = −α(x) or 1 − α(x), each summand in [KW4], formula (3.11) for sch, equals
α(x)(1 − α(x))/2. Hence sch =
1
2
∑
α∈S+
α(x)− 12
∑
α∈S+
α(x)2 = (ρ|x)− h
∨
2 |x|
2, proving (a).
Next, by definition, we have: γ′ = 12
∑
α∈S+∪∆0+
(sαα + s−α(−α)). Since sα + s−α = 1 and
sα = 0 if α ∈ ∆
0
+, we obtain: γ
′ =
∑
α∈S+
sαα−
1
2
∑
α∈S+∪∆0+
α, proving (b).
Lemma 2.7. (a) ρ̂R = h∨D − γ′ + (
∑
α∈S+
α(x)sα − ρ(x) +
h∨
2 |x|
2)K.
(b) (Λ¯|Λ¯+2b¯ρR)2(k+h∨) + sg = (Λ|Λ+2bρ
R)
2(k+h∨) − Λ(D) for any Λ ∈ ĥ.
Proof. By [KW3] , Corollary 3.2, we have:
ρ̂R = h∨D − γ′ + aK for some a ∈ C .
In order to compute a, recall that
ρ̂R = txw¯(ρ̂) = txw¯(h
∨D + ρ) = h∨D + h∨x+ w¯(ρ)− (
h∨
2
|x|2 + (x|w¯(ρ))K .
Comparing with the first formula for ρ̂R, we get:
−γ′ = w¯(ρ) + h∨x and a = −
h∨
2
|x|2 − (w¯(ρ)|x) .
Hence a = h
∨
2 |x|
2 + (γ′|x). Substituting γ′ from Lemma 2.6(b), we obtain (a).
We have by definition and (a):
Λ = kD + Λ¯ + (Λ|D)K ,
ρ̂R = h∨D + ¯̂ρ
R
+ (
∑
α∈S+
α(x)sα − ρ(x) +
h∨
2
|x|2)K .
Hence
(Λ|Λ + 2ρ̂R)
2(k + h∨)
=
(Λ¯|Λ¯ + 2¯̂ρ
R
)
2(k + h∨)
+
k
k + h∨

∑
α∈S+
α(x)sα − ρ(x) +
h∨
2
|x|2

+ Λ(D) .
Adding to both sides sg and using in the left-hand side the formula for sg, given by Lemma 2.6(a),
we obtain:
(Λ|Λ + 2ρ̂R)
2(k + h∨)
− Λ(D) =
(Λ¯|Λ¯ + 2ρ̂R)
2(k + h∨)
+ sg+
k
k + h∨
A ,
where A =
∑
α∈S+
((
sα
2
)
+ α(x)sα
)
− ρ(x) + h
∨
2 |x|
2. By definition of sch given by [KW4],
formula (3.11), and the third formula of Lemma 2.6(a), we obtain that A = 0, proving (b).
Lemma 2.8. (a) On the ĝR-module M (with the highest weight Λ) we have:
Lg,R0 =
(Λ|Λ + 2ρ̂R)
2(k + h∨)
IM −D .
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(b) For z ∈ hf we have:
II = qsch+sne e
πi
P
α∈∆1/2
sαα(z)+2πi(b¯ρR(z)−ρ(z))
×
∏
α∈b∆R+
(1− e−2πiα(z))mult α
∞∏
j=1
(1 − qj)−r
∏
α∈b∆R,re+
α(x)=0,−1/2
(1− e−2πiα(z))−1 ,
Proof. By [KW4], Proposition 3.2 and Corollary 3.2, we have:
Lg,R0 vΛ =
(
1
2(k + h∨)
( ¯|Λ|2 + 2(Λ¯|ρ̂R)) + sg
)
vΛ .
Hence, by Lemma 2.7:
Lg,R0 vΛ =
(
(Λ|Λ + 2ρ̂R)
2(k + h∨)
− Λ(D)
)
vΛ .
Since Lg,R0 = −D + const, (a) follows.
By Lemmas 2.3, 2.4 and [KW4], Proposition 3.2 and Corollary 3.3, we have:
II = lim
ǫ→0
qsch+snee
2πi
“
1
2
P
α∈∆1/2
sαα(z+ǫx)−(ρ−b¯ρR)(z+ǫx)”chFR(τ, z + ǫx) ,
where
chFR(τ, z + ǫx) =
∏
α∈S+
n>−sα
(
1− qne2πiα(z+ǫx)
) ∏
α∈S+
n>−s−α
(
1− qne−2πiα(z+ǫx)
) ∏
α∈∆1/2
n>−sα
(
1− qne2πiα(z+ǫx)
)−1
.
Hence
II = qsch+snee
πi
P
α∈∆1/2
sαα(z)+2πi(b¯ρR−ρ)(z)
×


∏
α∈b∆R+
|α(x)|≥1
(1− e−α)
∏
α∈b∆R+
α(x)=1/2
(1− e−α)

 (−τD + z) ,
which proves (b).
Lemma 2.9. (a)
∑
α∈∆1/2 sαα(z) = −
∑
α∈∆
1/2
+
α(z) if z ∈ hf .
(b) All the gf0 -modules gj are self-contragredient. In particular tr gjad a = 0 for all a ∈ g
f
0
and j ∈ 12Z, and ρ(z) =
1
2
∑
α∈∆0+
α(z) for z ∈ hf .
Proof. (a) follows from the fact that sα = −1/2 (resp. = 1/2) if α ∈ ∆
1/2
+ (resp. ∆
1/2
− ).
In order to prove (b), note that the gf0 - (even g0-)modules gj and g−j are contragredient since
they are paired by the invariant form ( . | . ). On the other hand, (ad f)2j gives an isomorphism
of the gf0 -modules gj and g−j.
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Lemma 2.10. {α|hf |α ∈ ∆
R
+ , α(x) = 1/2} = {α|hf |α ∈ ∆
R
+ , α(x) = −1/2}.
Proof. Recall that ∆1/2 = ∆
1/2
+ ⊔∆
1/2
− and sα = ∓1/2 if α ∈ ∆
1/2
± . Therefore, if α ∈ ∆
1/2
± , then
±(α − K/2) ∈ ∆R+. On the other hand, by Lemma 2.9(b), ∆
1/2
+ |hf = −∆
1/2
− |hf , which proves
the lemma.
Note that the D-operator for the σR-twisted affine Lie algebra ĝ
R is
DR := txw¯(D) = D + x−
(x|x)
2
K .
Let
RbgR = ebρR
∏
α∈b∆R+
(1− e−α)mult α
be the Weyl denominator for ĝR. Using Lemmas 2.8 and 2.9, we can rewrite chHR(M) as follows
(here and further z ∈ hf ):
chHR(M)(τ, z, t) = q
(Λ|Λ+2bρR)
2(k+h∨)
− k
2
(x|x)+sch+snee
πi(
P
α∈∆1/2
sαα(z)−
P
α∈∆0+
α(z))
e−2πih
∨t(2.2)
×

 RbgRchM∏∞
j=1(1− e
−jK)r
∏
α∈b∆R,re+
α(x)=0,−1/2
(1− e−α)

 (2πi(−τDR + z + tK)).
This formula makes sense since α|hf 6= 0 if α(x) = 0 because f is a nilpotent element of principal
type, and α|hf 6= 0 if |α(x)| = 1/2 for any nilpotent f [EK].
Formula (2.2)implies the following corollary.
Corollary 2.1. The minimal eigenvalue of LR0 on H
R(M) equals
(Λ|Λ + 2ρ̂R)
2(k + h∨)
− (Λ|DR) + sch + sne −
k
2
(x|x) .
All other eigenvalues are obtained from this by adding a positive integer.
By the general principles of conformal field theory, define the normalized Euler–Poincare´
character by:
χHR(M)(τ, z, t) = e
−πiτ
12
c(g,f,k)chHR(M)(τ, z, t) .
Using (2.1) and Lemma 2.6(a), we obtain:
−
1
24
c(g, f, k) + sch + sne −
k
2
|x|2 = −
1
24
(dim g0 + dim g1/2) +
|ρ|2
2(k + h∨)
= −
1
24
dim gf +
|ρ̂R|2
2(k + h∨)
.
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(Recall that dim gf = dim g0 + dim g1/2.) Using this, we can rewrite (2.2) as follows:
(2.3) χHR(M)(τ, z, t) =
BΛ(τ, z, t)
ψ(τ, z, t)
,
where
(2.4) BΛ(τ, z, t) = q
|Λ+bρR|2
2(k+h∨) (RbgRchM )(2πi(−τDR + z + tK))
is the numerator of the normalized character χM of the ĝ-module M (with highest weight Λ of
level k) and
ψ(τ, z, t) = e2πih
∨tq
1
24
dim gf e
πi
P
α∈∆
R,0
+
∪∆
R,1/2
+
α(z)
×
∞∏
j=1
(1− qj)r
∏
α∈b∆R,re+
α(x)=0,−1/2
(1− e2πiα(τD
R−z)) .
Using Lemma 2.10, we rewrite the last formula as
ψ(τ, z, t) = e2πih
∨tq
1
24
dimgf e
πi
P
α∈∆
R,0
+ ∪∆
R,1/2
+
α(z)
(2.5)
×
∞∏
n=1
(1− qn)r
∏
α∈∆R,0+ ∪∆
R,1/2
+
(1− qn−1e−2πiα(z))(1− qne2πiα(z)) .
If Λ ∈ Prk and M = L(Λ), the numerator BΛ is explicitly known (see Theorem 1.2); in
[KW1], §3 one can find an explicit expression in terms of theta functions:
BΛ(τ, z, t) = AΛ0+bρ(uτ, y¯−1(z + τβ) , 1u(t+ (z|β) +
τ |β|2
2
)) , z ∈ hf ,
where Aλ(τ, z, t) =
∑
w∈W ǫ(w)Θw(λ)(τ, z, t) (cf. [K1], Chapter 13). Dividing and multiplying
the right hand side of (2.3) by AbρR(uτ, y¯−1(z + τβ) , 1u(t+ (z|β) + τ |β|
2
2 )), we obtain:
(2.6) χHR(L(Λ))(τ, z, t) = χLR(Λ0)(uτ, y¯
−1(z + τβ),
1
u
(t+ (z|β) +
τ |β|2
2
))
C(τ, z, t)
ψ(τ, z, t)
,
where
C(τ, z, t) = q
u
24
dimge2πi((ρ
R |y¯−1(z+τβ))+h
∨
u
(t+(z|β)+
τ |β|2
2
))
×
∏
α∈b∆R+(1− e
−α)multα(uτ, y¯−1(z + τβ), 0) .
Remark 2.1. (a) Since gf and g0 + g1/2 are isomorphic as h
f -modules, we have:
(1− qn)r
∏
α∈∆R,0+ ∪∆
R,1/2
+
(1− qne−2πiα(z))(1− qne2πiα(z)) = detgf (1− q
ne2πiz), z ∈ hf .
Let ρf (z) = 12
∑
α∈∆R,0+ ∪∆
R,1/2
+
α(z), z ∈ hf . Thus, formulas (2.3) - (2.5) mean that the quantum
Hamiltonian reduction of the ĝR-module M to the Wk(g, f)-module H
R(M) does not change
the numerator of its normalized character, but “reduces” its denominator, replacing g by gf .
(b) The product in C(τ, z, t) is equal to
∏
α∈b∆RΛ,+(1 − e
−α)multα(τ, z, 0). This follows from
formula (2.11) below.
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2.3 Modular invariance, asymptotics, conditions of vanishing and convergence
of normalized Euler-Poincare´ characters in the Ramond sector. Formula (2.5) can be
rewritten again in terms of the Dedekind η-function η(τ) = q1/24
∏∞
j=1(1−q
j) and the following
modular function in τ ∈ C+, s ∈ C:
(2.7) f(τ, s) = e
πiτ
6 eπis
∞∏
n=1
(1− qne2πis)(1− qn−1e−2πis)
as follows:
(2.8) ψ(τ, z, t) = e2πih
∨tη(τ)r
∏
α∈∆R,0+ ∪∆
R,1/2
+
f(τ, α(z)) .
Lemma 2.11. (a) One has the following transformation properties:
η
(
−
1
τ
)
= (−iτ)1/2η(τ) , f
(
−
1
τ
,
s
τ
)
= −ieπis
2/τf(τ, s) .
(b) As τ ↓ 0, one has:
η(τ) ∼ (−iτ)−1/2e−πi/12τ , f(τ,−aτ) ∼ 2(sinπa)e−πi/6τ , a ∈ C .
Proof. By the Jacobi triple product identity, one has:
f(τ, s) = θ(τ, s)/η(τ) , where
θ(τ, s) = eπi(τ/4+s)
∞∏
n=1
(1− qn)(1 − qne2πis)(1− qn−1e−2πis)
=
∑
n∈Z
(−1)n−1e2πis(n−1/2)q(n−1/2)
2/2 .
Now (a) follows from the transformation formula for theta-functions (see e.g. [K1], Chapter 13
for details).
(b) follows from formulas in (a) with τ replaced by −1/τ .
Assuming that k 6= 0, define the following quadratic form on hf :
Q(z) =
k + h∨
k
(z|z) −
1
k
∑
α∈∆R,0+ ∪∆
R,1/2
+
α(z)2 .
Now we can prove a modular transformation formula for the normalized Euler–Poincare´ charac-
ters χHR(L(Λ)), where Λ runs over the set Pr
k,R( mod CK) of all principal admissible weights
of level k of the affine Lie algebra ĝR. (The assumption that k 6= 0 is not restrictive since
Prn0,R(g, f) = ∅ if f 6= 0.)
Theorem 2.1. For Λ ∈ Prk,R one has:
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(a) χHR(L(Λ))
(
− 1τ ,
z
τ , t−
Q(z)
2τ
)
= (−i)
1
2
(dim g−dimgf )∑
Λ′∈Prk,R a(Λ,Λ
′)χHR(L(Λ′))(τ, z, t),
where a(Λ,Λ′) is as defined in Theorem 1.3(a).
(b) χHR(L(Λ))(τ + 1, z, t) = e
2πisfΛχHR(L(Λ))(τ, z, t), where s
f
Λ =
|Λ+bρR|2
2(k+h∨) − Λ(D
R) −
1
24 dim g
f .
Proof. Since BΛ = χL(Λ)DbgR , we have from Theorem 1.3(a) and (1.4):
BΛ
(
−
1
τ
,
z
τ
, t−
(z|z)
2τ
)
= (−i)|∆+|(−iτ)r/2
∑
Λ′∈Prk,R
a(Λ,Λ′)BΛ′(τ, z, t) .
Hence
BΛ
(
−
1
τ
,
z
τ
, t−
Q(z)
2τ
)
= (−i)|∆+|(−iτ)r/2e
πi
τ
(k+h∨)((z|z)−Q(z))(2.9)
×
∑
Λ′∈Prk,R
a(Λ,Λ′)BΛ′(τ, z, t) .
Here we used also that the only dependence of BΛ on t is the factor e
2πi(k+h∨)t. On the other
hand, using formula (2.8) for ψ(τ, z, t) and Lemma 2.11(a), we obtain:
ψ
(
−
1
τ
,
z
τ
, t−
Q(z)
2τ
)
= (−i)|∆
R,0
+ ∪∆
R,1/2
+ |e−
πih∨
τ
Q(z)(2.10)
×e
πi
τ
P
α∈∆
R,0
+ ∪∆
R,1/2
+
α(z)2
ψ(τ, z, t) .
Now (a) follows from (2.3), (2.9), (2.10), the definition of Q(z) and the fact that dim gf =
dim g0 + dim g1/2 = 2|∆
0
+ ∪∆
1/2
+ |+ r.
(b) follows from (2.3), (2.4), (2.5).
Theorem 2.2. For the principal admissible weight Λ = (tβ y¯).(Λ
0 + (k + h∨ − p)DR) ∈ Prk,R,
where y¯ ∈WR, β ∈ Q∗,R, k + h∨ = p/u, Λ0 ∈ P̂ p−h
∨,R
+ , one has for each z ∈ h
f , as τ ↓ 0:
chHR(L(Λ))(τ,−τz, 0) ∼ ǫ(y¯)u
−r/2a(Λ0)Aβ(z)e
πi
12τ
(dim gf−h
∨
pu
dim g) ,
where
Aβ(z) =
∏
α∈∆R+
2 sin π(α|z−β)u∏
α∈∆R,0+ ∪∆
R,1/2
+
2 sinπ(α|z)
and a(Λ0) is the constant defined in Theorem 1.3(b).
Proof. Using Lemma 2.2(b) and Lemma 2.11(b) we obtain from (2.8) and a similar formula for
DbgR (or (1.5)):
DbgR(τ,−τz, 0) ∼ (−iτ)−r/2
∏
α∈∆R+
2 sin π(α|z)e−
πi
12τ
dimg ,
ψ(τ,−τz, 0) ∼ (−iτ)−r/2
∏
α∈∆R,0+ ∪∆
R,1/2
+
2 sinπ(α|z)e−
πi
12τ
dim gf .
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The asymptotics for the numerator of chHR(L(Λ))(τ,−τz, 0) follow from the first of these formulas
and Theorem 1.3(b). Now Theorem 2.2 follows, using the second of these formulas.
Given Λ ∈ ĥ∗, let ∆RΛ = ∆
R ∩ ∆̂RΛ , and ∆
R
Λ,+ = ∆
R
+ ∩ ∆̂
R
Λ .
Lemma 2.12. Let Λ be as in Theorem 2.2. Then
{α ∈ ∆R| (α|β) ∈ uZ} = ∆RΛ .
Proof. Let ∆̂R(u) = {γ + nuK|γ ∈ ∆
R , n ∈ Z} ∪ {unK|n ∈ Z , n 6= 0}, and note that
(2.11) ∆̂RΛ = tβ(∆̂
R
(u)) .
Let α ∈ ∆R be such that (α|β) = un for some n ∈ Z. Then α = tβ (α+unK) ∈ tβ(∆̂
R
(u)) = ∆̂
R
Λ ,
which proves that α ∈ ∆RΛ .
Conversely, if α ∈ ∆RΛ , then α ∈ tβ(∆̂
R
(u)). Hence α ∈ tβ(γ +nuK) for some n ∈ Z, γ ∈ ∆
R,
that is, α = γ + (nu− (β|γ))K. Since α ∈ ∆R, it follows that α = γ and (β|γ) = nu.
Theorem 2.3. (a) LetM be a restricted ĝR-module, and assume that RbgRchM converges
to a holomorphic function on Y . Then chHR(M) is identically zero iff there exists
α ∈ ∆R, such that
(i) α|hf = 0 (⇒ |α(x)| ≥ 1),
(ii) RbgRchM vanishes on the hyperplane α = 0.
(b) Let Λ be as in Theorem 2.2. Then chHR(L(Λ)) = 0 iff there exists α ∈ ∆
R such that:
(i) α|hf = 0 (⇒ |α(x)| ≥ 1),
(ii) (α|β) ∈ uZ.
(c) Let Λ be an admissible weight. Then chHR(L(Λ)) is not identically zero iff ∆
R
Λ,+ ⊂
∆R+\∆
R,f , where ∆R,f = {α ∈ ∆R| α|hf = 0}.
Proof. (a) follows from the character formula (2.2). Condition (i) implies that |α(x)| ≥ 1 since
f is of principal type, hence α|hf 6= 0 for α ∈ ∆
0, and α|hf 6= 0 for α ∈ ∆
±1/2 for all f [EK].
In order to prove (b), note that by Theorem 1.2(a), RbgRchL(Λ) vanishes on the hyperplane
α = 0 iff α ∈ ∆̂RΛ . Now Lemma 2.12 and (a) imply (b). Due to Theorem 1.2(a), (c) is an
equivalent form of (a) in the case when M = L(Λ), where Λ is an admissible weight.
We call a weight Λ ∈ Prk,R nondegenerate for W k(g, f) if chHR(L(Λ)) 6= 0, and denote the
set of all such weights by Prnk,R(g, f).
Given Λ ∈ ĥ∗ of level k, denote by hΛ the eigenvalue of L
R
0 on vΛ ⊗ |0〉. Then we have the
eigenvalue decomposition with respect to LR0 :
HR(L(Λ)) =
⊕
j∈hΛ+Z+
HR(L(Λ))j ,
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hence the decomposition of the Euler–Poincare´ characters:
chHR(L(Λ)) = e
2πikt
∑
j∈hΛ+Z+
qjϕΛ,j(z) ,
where chHR(L(Λ))j = e
2πiktqjϕΛ,j(z). It follows from Theorem 1.2(a) and formula (2.2) that, if
Λ is an admissible weight for ĝR, all functions ϕΛ,j(z) are meromorphic on h
f , and for j = hΛ
we have (z ∈ hf ):
ϕΛ,hΛ(z) =
∑
w∈WRΛ
ǫ(w)e2πi(w(Λ+ρ
R)−ρR|z)∏
α∈∆R,0+ ∪∆
R,1/2
+
(1− e−2πi(α|z))
.
Definition 2.2. We say that chHR(L(Λ)) is almost convergent if limz→0 ϕΛ,hΛ(z)|hf exists and
is non-zero. (The first condition is necessary for the convergence of chHR(L(Λ))(τ, 0, 0), and the
second condition is sufficient for its non-vanishing.)
Theorem 2.4. Let Λ be an admissible weight for ĝR. Then
(a) chHR(L(Λ)) is almost convergent iff
(2.12) {α|hf |α ∈ ∆
R
Λ,+} = {mαα|hf |α ∈ ∆
R,0
+ ∪∆
R,1/2
+ } (counting multiplicities),
for some non-zero mα ∈ Q (it is easy to show that mα > 0).
(b) ϕΛ,hΛ(z) is not identically zero iff chHR(L(Λ)) is not identically zero.
Proof. We rewrite the formula for ϕΛ,hΛ(z) as follows:
ϕΛ,hΛ(z) =
∑
w∈WRΛ
ǫ(w)e2πi(w(Λ+ρ
R)−ρR|z)∏
α∈∆RΛ,+
(1− e−2πi(α|z))
∏
α∈∆RΛ,+
(1− e−2πi(α|z))∏
α∈∆R,0+ ∪∆
R,1/2
+
(1− e−2πi(α|z))
.
Since WRΛ contains all reflections in α ∈ ∆
R
Λ,+ the first factor is holomorphic in z ∈ h
f , and, by
the usual argument, its limit as z → 0 is equal to
∏
α∈∆RΛ,+
(Λ + ρR|α)/(ρR|α) 6= 0. (a) follows.
(b) follows due to Theorem 2.3(c).
Corollary 2.2. A necessary condition of almost convergence of chHR(L(Λ)), where Λ is an
admissible weight, is:
|∆RΛ | = |∆
0 ∪∆1/2| .
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2.4 Characters of the principal W -algebras. In this section we consider in detail the case
when f is a principal nilpotent element of g. Recall that these are elements of an adjoint orbit,
whose closure contains all nilpotent elements of g. Recall that in this case x = ρ∨, hf = 0,
g0 = h, hence ∆
0 = ∅, and g1/2 = 0, hence ∆
1/2 = ∅. Hence h0 = 0 and ∆
new
+ = w¯0(∆+),
where w¯0 is the longest element ofW . Thus, the quantum Hamiltonian reduction, considered in
this paper, coincides with the “ −”-reduction of [KRW]. The corresponding W -algebra, called
principal, will be denoted by W k(g), and its simple quotient by Wk(g).
By results of Arakawa [A2], a non-zero W k(g)-module HR(L(Λ)) is irreducible and co-
incides with H0,R(L(Λ)). Hence the Euler–Poincare´ character chHR(L(Λ)) is the character of
this module. Hence chHR(L(Λ)) = 0 iff the W
k(g)-module HR(L(Λ)) is zero. It follows from
Proposition 1.2 and Theorem 2.3(c) that for a principal admissible weight Λ of ĝR we have:
HR(L(Λ)) = 0 iff (Λ|α) ∈ Z for some α ∈ ∆∨ .
The remaining principal admissible weights Λ are called non-degenerate and the corresponding
W k(g)-modules HR(L(Λ)) are irreducible. By Proposition 1.3, the set of such Λ, denoted by
Prnk,R, is non-empty iff k satisfies conditions (0.2):
k + h∨ = p/u , where p, u ∈ N , (p, u) = 1 , (ℓ, u) = 1 , p ≥ h∨ , u ≥ h .
It follows from [FKW] that the irreducible W k(g)-modules HR(L(Λ)) and HR(L(Λ′)) with
Λ,Λ′ ∈ Prnk,R ∼= Prnk are isomorphic iff ϕ(Λ) = ϕ(Λ′), where
ϕ : Prnk → Ip,u = (P̂
p−h∨
+ × P̂
∨u−h
+ )/W˜+
is the surjective map, defined in Proposition 1.3.
Formula (2.1) for the central charge of these W k(g)-modules becomes:
c(k, g) = r −
12|uρ − pρ∨|2
pu
.
The normalized character of the irreducible W k(g)-module HR(L(Λ)), parameterized by
ϕ(Λ) = (λ, µ) ∈ Ip,u, is given by the following formula [FKW]:
χλ,µ(τ) = η(τ)
−r
∑
w∈cW
ǫ(w)q
pu
2
|
w(λ+bρ)
p
−µ+bρ
∨
u
|2 ,
the minimal eigenvalue of LR0 being
hλ,µ =
1
2pu
(|u(λ¯+ ρ)− p(µ¯+ ρ∨)|2 − |uρ− pρ∨|2) .
It follows from Theorem 2.2 that, as τ ↓ 0,
χλ,µ(τ) ∼ (up)
−r/2|P/Q∨|−1/2
∏
α∈∆+
4 sin
(λ+ ρ|α)
p
sin
(µ+ ρ∨|α)
u
.
A formula for modular transformations can be found in [FKW].
Conjecture PA. If Λ ∈ Prnk,R, then the W k(g)-module HR(L(Λ)) is actually a Wk(g)-
module (defined, up to isomorphism, by ϕ(Λ)), and these are all irreducible Wk(g)-modules.
Conjecture PB. The vertex algebra Wk(g) is semisimple iff k satisfies (0.2).
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2.5 Conjectures. Consider the space of meromorphic functions in the domain Y with the
following action of SL2(Z):
(g · χ)(τ, z, t) = χ
(
aτ + b
cτ + d
,
z
cτ + d
, t−
c(z|z)
2(cτ + d)
)
, g =
(
a b
c d
)
∈ SL2(Z) .
We call a function χ from this space modular invariant if the C-span of the set of all functions
{g · χ}g∈SL2(Z) is finite-dimensional. It follows from Proposition 1.1 and the results of [KW1],
Theorems 3.6 and 3.7, and [KW2], Remark 4.3(a), that the function χL(kD) is modular invariant
if k is of the form (0.1). Moreover, if k is of the form (0.1) with (u, ℓ) = 1, then χL(λ) is
modular invariant for all λ ∈ Prk, simply because |Prk mod CK| < ∞ and the C-span of
{χL(λ) |λ ∈ Pr
k} is SL2(Z)-invariant (cf. Theorems 1.1–1.3).
Conjecture A. If χL(kD) is modular invariant, then k is of the form (0.1).
It has been established recently [GK2] that the character of any highest weight ĝ-module
of non-critical level k 6= −h∨ is a meromorphic function in the domain Y . It follows from
[GK1] that for non-critical k, χL(kD) can be modular invariant only for k = −h
∨+ p/uℓ, where
(p, u) = 1, u ≥ 1, p ≥ 2. Thus, the first unknown case is g = sl3, k = −1.
Conjecture B.
(a) If M is an irreducible highest weight ĝR-module of level k, then HR(M) = HR0 (M), and
this is either an irreducible σR-twisted W
k(g, f)-module, or zero.
(b) Let WR,f = {w ∈ ŴR| w|CDR+hf = Id}. Suppose that H
R(L(Λ)) 6= 0. Then the σR-
twisted W k(g, f)-modules HR(L(Λ)) and HR(L(Λ′)) are isomorphic iff Λ′ = y.Λ for some
y ∈WR,f .
In the case when f is a principal (resp. “minimal” nilpotent), Conjecture B(a) was stated
in [FKW] and [KRW], and was proved in [A2] and [A1] respectively.
The specific choice of ∆̂R+ (depending on our specific choice of ∆
new
+ ) is very important.
Indeed, if the property, given by 2.2(d) (guaranteed by our choice of ∆new+ ), doesn’t hold, then
Conjecture B(a) fails, for example, when g = sp4 and f is a root vector, attached to a short
root.
It follows from Conjecture B(a) and Theorem 2.4 that for an admissible Λ, chHR(L(Λ))(τ, 0, 0)
converges for all τ ∈ C+ and does not vanish iff chHR(L(Λ)) is almost convergent.
Remark 2.2. It follows from Theorem 2.2 that if Λ ∈ Prk,R and k = −h∨ + pu is such
that pudim gf < h∨ dim g, then HR(L(Λ)) = 0. Moreover, if pudim gf = h∨ dim g and
Λ ∈ Prnk,R(g, f), then 0 < dimHR(L(Λ)) < ∞, hence c(g, f, k) = 0. Thus, we obtain the
following generalization of the “strange” formula:
|ρ−
p
u
x|2 =
1
12
p
u
(
dim g0 −
1
2
dim g1/2
)
.
This formula holds for each exceptional pair f , u (see Definition 2.3 below), and an integer
p ≥ h∨, (u, p) = 1, such that pudim gf = h∨ dim g.
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Conjecture C. The set Prnk,R(g, f) is non-empty iff k is of the form (0.1), where u satisfies
(2.13) u > (θ|x) .
Definition 2.3. A pair (k, f), where k ∈ C and f is a nilpotent element of g, is called excep-
tional if the Euler–Poincare´ character chHR(L(Λ)) of the W
k(g, f)-module HR(L(Λ)) is almost
convergent for some principal admissible ĝR-module of level k, and is either 0 or is almost con-
vergent for all principal admissible ĝR-modules of level k. In this case f is called an exceptional
nilpotent of g and its adjoint orbit is called an exceptional nilpotent orbit, and k is called an
exceptional level for f and its denominator u an exceptional denominator.
Recall that convergence of characters trMq
L0−c/24 of all modulesM over a vertex algebra V
is a necessary condition of rationality of V . We conclude from the above discussion that,
provided that Conjectures B and C hold, the vertex algebra Wk(g, f) is rational iff the pair
(k, f) is exceptional.
Conjecture D. The vertex algebra Wk(g, f) is semisimple iff the pair (k, f) is exceptional.
Remark 2.3. Note that W k(g, 0) (resp. Wk(g, 0)) is isomorphic to the universal (resp. simple)
affine vertex algebra V k(g) (resp. Vk(g)), and H
R(M) ∼= M in this case (f = 0). Hence the
pair (k, 0) is exceptional iff k ∈ Z+. Since Pr
k = P̂ k+ in this case and all Vk(g)-modules with
k ∈ Z+ are {L(Λ)}Λ∈ bP k+ mod CK [FZ], we conclude that Conjecture C (resp. D) holds if f = 0
and k ∈ Z+ (resp. f = 0). However, it is unknown whether Conjecture C holds if k is of the
form (0.1) with u satisfying (2.13) and k /∈ Z+, except for the case g = sℓ2 [AM]. E. Frenkel
pointed out that the first part of Conjecture C follows from the special case f = 0.
Remark 2.4. In the case when f is a principal nilpotent of a simply laced simple Lie algebra, the
normalized characters χλ,µ(τ) of W
k(g, f) coincide with those of the centralizer of Vk(g) in the
vertex algebra V1(g)⊗Vk−1(g) [KW2]. Conjecture C in the case of simply laced g and principal
nilpotent f would follow if the latter vertex algebra were isomorphic to Wk(g, f). However,
apparently this isomorphism is an open problem.
2.6 Description of exceptional pairs, assuming positivity. The following theorem pro-
vides an easy way to check almost convergence under the assumption that all the coefficients
of chHR(L(Λ)) are non-negative (cf. Conjecture B(a)).
Theorem 2.5. Let Λ be an admissible weight for ĝR and assume that all the coefficients of
chHR(L(Λ)) are non-negative. Then chHR(L(Λ)) is almost convergent iff
(2.14) ∆RΛ ⊂ ∆
R\∆R,f and |∆RΛ | = |∆
0 ∪∆1/2| .
Consequently, if these conditions hold, then the eigenspace of LR0 with minimal eigenvalue is
finite-dimensional.
Proof. In view of Theorems 2.3 and 2.4, and Corollary 2.2, it remains to prove that conditions
(2.14) imply almost convergence. In view of the proof of Theorem 2.4, it suffices to prove the
following simple lemma on rational functions.
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Lemma 2.13. Let R(z1, . . . , zn) = f(z1, . . . , zn)/
∏
(k1,...,kn)∈Zn+\{0}
(1 − zk11 . . . z
kn
n )
m(k1,...,kn) ,
where f is a polynomial, m(k1, . . . , kn) ∈ Z+ and all but a finite number of them is 0. Suppose
that all coefficients of the Taylor expansion of R(z1, . . . , zn) at z1 = · · · = zn = 0 are non-
negative, and R(zs1 , . . . , zsn) has a removable singularity at z = 1, for some positive integers
si. Then R(z1, . . . , zn) is a polynomial.
This lemma follows from a similar lemma in one variable.
Lemma 2.14. Let R(z) = f(z)/
∏N
j=1(1−z
j)mj , where f(z) is a polynomial in z and mj ∈ Z+.
Suppose that all coefficients of the Taylor expansion of R(z) at z = 0 are non-negative and that
R(z) has a removable singularity at z = 1. Then R(z) is a polynomial.
Proof. LetM =
∑
jmj. We have: f(z) = (1−z)
Mf1(z), and
∏N
j=1(1−z
j)mj = (1−z)Mf2(z),
where f1(z) and f2(z) are polynomials and the coefficients of f2(z) are non-negative. Hence
f1(z) = R(z)f2(z). Since all coefficients of the Taylor expansion at z = 0 of R(z) and f2(z) are
non-negative and f1(z) is a polynomial, it follows that R(z) is a polynomial.
Using Theorem 2.5, we can give a description of exceptional pairs (k, f) in terms of the Lie
algebra g and its adjoint group G. For this we need some lemmas.
Lemma 2.15. Let Λ be an admissible weight of ĝ of level k = v/u, where u, v ∈ Z, u >
0, (u, v) = 1. Suppose that
(i) (u, ℓ) = 1,
(ii) for each α ∈ ∆∨ there exists m ∈ Z, such that mK + α ∈ ∆̂∨,reΛ .
Then Λ is a principal admissible weight.
Proof. It follows from the classification of admissible weights in [KW1] that if g is simply laced
(i.e., ℓ = 1), then condition (ii) implies that Λ is principal admissible.
In the non-simply laced cases condition (ii) leaves only the following possibilities for
∏̂∨
Λ to
be non-isomorphic to
∏̂∨
[KW1] (we use the numeration of simple roots of ĝ from the tables
of [K1], Chapter 4):
∏̂∨
Λ
= σα∨0
∏̂∨
if g = Br , Cr , F4 or G2 ;
∏̂∨
Λ
= σα∨4
∏̂∨
if g = F4 .
But the denominator u of k can be computed by the formula
∑r
i=0 a
∨
i γi = uK, where
∏̂∨
Λ =
{γ0, . . . , γr}, and we see by a case-wise inspection that in all cases u is divisible by ℓ, a contra-
diction with (i).
Lemma 2.16. Let Λ ∈ h and let u be a positive integer, satisfying the following conditions:
(i) (Λ + ρ|α) /∈ −Z+ for all α ∈ ∆
∨
+,
(ii) (Λ|α) ∈ 1uZ for all α ∈ ∆
∨,
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(iii) (u, ℓ) = 1.
Then for a sufficiently large integer p, coprime to u, Λ̂ = ( pu − h
∨)D + Λ is a principal
admissible weight (of level k = −h∨ + p/u).
Proof. Let p be a positive integer, coprime to u, such that p/u > (Λ + ρ|α) for all α ∈ ∆∨.
Then, clearly, Λ̂ is an admissible weight. Furthermore, (Λ̂ + ρ̂|jℓK + α) = jℓp/u + (Λ + ρ|α)
and (Λ + ρ|α) ∈ 1uZ for each α ∈ ∆
∨. Since (u, ℓp) = 1, for each α ∈ ∆∨ there exist mα, such
that mαℓp/u+ (Λ+ ρ|α) ∈ Z, hence (Λ̂ + ρ̂|mαℓK +α) ∈ Z. Therefore, by Lemma 2.15, Λ̂ is a
principal admissible weight.
Lemma 2.17. Let Λ ∈ h be such that e2πiΛ is an element of order u in the adjoint group G of
the Lie algebra g, where u is a positive integer, coprime to ℓ. Then
(a) ∆∨Λ = {α
∨ := 2α/(α|α)| α ∈ ∆Λ}, where ∆Λ = {α ∈ ∆|(Λ|α) ∈ Z}.
(b) For a sufficiently large integer p, coprime to u, there exists a principle admissible
weight Λ̂ of level k = −h∨ + p/u, such that Λ̂|h is conjugate to Λ by the Weyl group WΛ
of Zg(e
2πiΛ) (the centralizer of e2πiΛ in g) and Zg(e
2πibΛ|h ) = Zg(e2πiΛ).
Proof. Since e2πiΛ has order u, we have: α ∈ ∆Λ implies (Λ|α) ∈ Z; α ∈ ∆\∆Λ implies
(Λ|α) ∈ 1uZ\Z. Note also that α
∨ = α (resp. ℓα) if α is a long (resp. short) root and
(Λ|α) ∈ 1uZ\Z iff ℓ(Λ|α) ∈
1
uZ\Z, since (u, ℓ) = 1. These remarks prove (a).
In order to prove (b), note that Zg(e
2πiΛ) = h+
∑
α∈∆Λ
gα , and Λ is an integral weight of
the semisimple part of Zg(e
2πiΛ) (due to (a)). Hence there exists w ∈WΛ, such that Λ
′ = w(Λ)
has the property that (Λ′|α) ∈ Z+ for all α ∈ ∆Λ ∩∆+. Hence we have: (Λ
′ + ρ|α) ∈ N for all
α ∈ ∆∨Λ ∩ ∆
∨
+, and (Λ
′|α) ∈ 1uZ\Z for all α ∈ ∆
∨\∆∨Λ. Then, by Lemma 2.16, there exists a
positive integer p, coprime to u, such that Λ̂′ := (−h∨ + p/u)D + Λ′ is a principal admissible
weight of level k = −h∨ + p/u. Since ∆Λ′ = w(∆Λ) = ∆Λ, because w ∈ WΛ, we conclude that
Zg(e
2πiΛ′) = h+
∑
α∈∆Λ′
gα = Zg(e
2πiΛ), proving (b).
Given a nilpotent element f of the Lie algebra g and a positive integer u, coprime to ℓ, let
Su,f = {s ∈ G|s
u = 1 and Zg(s) ∩ Zg(h
f ) = h} .
Theorem 2.6. Assume that all the coefficients of chHR(L(Λ)) are non-negative for all principal
admissible weights for ĝR of level k = −h∨ + p/u, where u ≥ 1, p ≥ h∨, (u, pℓ) = 1. Let f be a
nilpotent element of g of principal type. Then the pair (k, f) is exceptional iff:
(i) dimZg(s) ≥ dim g
f for all s ∈ Su,f ;
(ii) dimZg(s) = dim g
f for some s ∈ Su,f .
29
Proof. Note that condition (c) of Theorem 2.3 of non-vanishing of chHR(L(Λ)) is equivalent to
the condition that the element s = e2πiΛ|h lies in Su,f and satisfies (i). Also, by Theorem 2.5,
chHR(L(Λ)) is almost convergent iff s lies in Su,f and satisfies (ii). Hence conditions (i) and (ii)
are necessary for the pair (k, f) to be exceptional. Due to Lemma 2.17, these conditions are
also sufficient if p is large enough. But it is clear from Theorems 2.3 and 2.4 that the pairs
(−h∨ + p/u, f) are exceptional for all p ≥ h∨ iff one of them is exceptional for some p ≥ h∨.
3 Exceptional pairs for g = sℓn.
3.1 Sheets in g = sℓn. Recall that the adjoint nilpotent orbits of g = sℓn are parameterized
by partitions of n, and that the closure of the nilpotent orbit, corresponding to the partition
m1 ≥ m2 ≥ · · · , contains the nilpotent orbit, corresponding to the partition n1 ≥ n2 ≥ · · · , iff
m1 ≥ n1, m1 + m2 ≥ n1 + n2, . . . [CM]. Note also that all nilpotents of sℓn are of principal
type.
In order to classify exceptional pairs we use the theory of sheets. Recall that a sheet in a
simple Lie algebra g is an irreducible component of the algebraic variety in g, consisting of all
adjoint orbits of fixed dimension. In the case of g = sℓn the description of sheets is especially
simple.
Proposition 3.1. [Kr] Let f be a nilpotent element of sℓn, let m1 ≥ m2 ≥ · · · ≥ ms > 0 be
the corresponding partition of n, let m = m1 and let m
′
1 ≥ m
′
2 ≥ · · · ≥ m
′
m > 0 be the dual
partition.
(a) The element f is contained in a unique sheet, which we denote by Shf .
(b) All the semisimple elements in Shf are those diagonalizable matrices in sℓn, which have m
distinct eigenvalues of multiplicities m′1,m
′
2, . . . ,m
′
m. We denote the set of all semisimple
elements in Shf by Sh
0
f .
(c) The rank of the semisimple Lie algebra [gh, gh], where h ∈ Sh0f and g
h is the centralizer
of h, is equal to n−m.
Proposition 3.2. Let h be the set of all diagonal matrices in g = sℓn, let f be as in Proposi-
tion 3.1 and assume that the centralizer hf of f in h is the Cartan subalgebra of the reductive
part of gf . Let
Ωf = {h ∈ h|α(h) 6= 0 for any root α ∈ h
∗ of sℓn , such that α|hf = 0} .
(a) If h ∈ Ωf , then rank [g
h, gh] ≤ n−m and dim gh ≤ dim gf .
(b) If h ∈ Ωf and rank [g
h, gh] = n−m, then h ∈ Shf . Moreover, Sh
0
f =W (Ωf ∩Shf ), where
W is the Weyl group.
Proof. We fill the boxes of the Young diagram of the partition m1 ≥ m2 ≥ · · · ≥ ms by the
eigenvalues of h (in Cn). Then h ∈ Ωf iff the eigenvalues in each row are distinct. Moreover,
h ∈ Ωf ∩ Shf iff, in addition, all eigenvalues in each column are equal. This proves (b), due
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to Proposition 3.1(c). Now (a) follows since making eigenvalues of h in a column unequal and
keeping h in Ωf can only decrease the rank of [g
h, gh] and the dimension of gh.
Let ∆ ⊂ h∗ be the set of roots of g = sℓn, and let f ∈ g be a nilpotent element as in
Proposition 3.1. Let ∆f = {α ∈ ∆| α|hf = 0}. We call Φ ⊂ ∆ a root subsystem if α ∈ Φ
implies −α ∈ Φ and α, β ∈ Φ, α+ β ∈ ∆ implies α+ β ∈ Φ. The dimension of the C-span of Φ
in h∗ is called the rank of Φ . Note that for each h ∈ h the set of roots of gh is a root subsystem,
and its rank equals rank [gh, gh]; moreover, all root subsystems of g = sℓn are thus obtained.
Hence the above propositions can be translated in the language of root subsystems. Given a
positive integer m, such that m ≤ n, denote by fm the nilpotent element, corresponding to the
partition of n of the form m = m = · · · = m > s ≥ 0.
Proposition 3.3. (a) If Φ ⊂ ∆\∆f is a root subsystem, then
(3.1) rankΦ ≤ n−m and |Φ| ≤ |∆0 ∪∆1/2| .
(b) There exists a root subsystem Φ ⊂ ∆\∆f , such that in (3.1) one has equalities. In this
case Φ|hf = (∆
0 ∪∆1/2)|hf .
(c) There exists a root subsystem Φ ⊂ ∆\∆f such that rank Φ = n−m, but |Φ| < |∆0∪∆1/2|
iff f 6= fm.
(d) If f = fm and Φ ⊂ ∆\∆
f is a root subsystem of rank n−m, then |Φ| = |∆0 ∪∆1/2|.
Proof. Recall that
dim gf = dim g0 + dim g1/2 , dim g0 = |∆
0|+ n− 1 , dim g1/2 = |∆
1/2| .
Note that a root subsystem Φ ⊂ ∆\∆f is, up to W -conjugation, the set of roots of gh with
h ∈ Ωf . Hence, by Proposition 3.2(a), rank Φ ≤ n−m and |Φ|+ n− 1 ≤ |∆
0 ∪∆1/2|+ n− 1,
proving (a). By Proposition 3.2(b), for h ∈ Sh0f one has equalities in (3.1), proving the first
part of (b). It follows from Proposition 3.2(b) that Sh0f consists of semisimple elements h, for
which hf is conjugate to a Cartan subalgebra of [gh, gh] and the set of roots with respect to hf∗
in [gh, gh] is the same. Since Sh0f is dense in Shf , we obtain the second part of (b).
In order to prove (c), denote by Nm the set of nilpotent matrices X, such that X
m = 0,
but Xm−1 6= 0. It is the same as to say that the first part of the partition, corresponding to
X, equals m. Note that the adjoint orbit of fm is dense in Nm. If f 6= fm, then there exists an
element f ′ ∈ Nm, such that the closure of the adjoint orbit of f
′ contains f . If we choose f ′ in
the canonical Jordan form, then hf ⊃ hf
′
, hence Ωf ⊃ Ωf ′ . Taking h ∈ Sh
0
f ′ ⊂ Sh
0
f , the root
system Φ of gh will satisfy all requirements of (c).
If f is of the form, described in (c), then all orbits from Nm lie in the closure of the orbit
of f and all semisimple h such that rank [gh, gh] = n −m lie in the sheets of the nilpotents,
contained in Nm. Hence there is no h ∈ h, such that rank [g
h, gh] = n−m, but dim gf > dim gh,
proving (c). (d) follows from (a) and (c).
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3.2 The main theorems for sℓn.
Lemma 3.1. Let f be a nilpotent element of sℓn, and let m be the maximal part of the partition
of n, corresponding to f . Let Λ ∈ Prk,R be such that chHR(L(Λ)) does not vanish, where k =
−n+ pu , p, u ∈ N, (p, u) = 1, p ≥ n. Then m ≤ u.
Proof. By definition, the root system ∆̂RΛ is of type A
(1)
n−1, hence
∏̂R
Λ
= {u0K + γ0, . . . , un−1K + γn−1},
where
(3.2)
n−1∑
i=0
ui = u , ui ∈ Z+ .
Note that rank ∆RΛ = | {i| 0 ≤ i ≤ n− 1 , ui = 0}|. From (3.2) we obtain
(3.3) rank∆RΛ ≥ n− u .
Since, by assumption, chHR(L(Λ)) 6= 0, by Theorem 2.3(c), ∆
R
Λ ⊂ ∆
R\∆R,f . Hence, by Propo-
sition 3.2(a), rank ∆RΛ ≤ n−m. The lemma now follows from (3.3).
Theorem 3.1. Given a positive integer m ≤ n, denote, as above, by fm the nilpotent element
of g = sℓn, corresponding to the partition of the form m = m = · · · = m > s ≥ 0. Let
k = kp,m =
p
m
− n where p ∈ Z , p ≥ n and (p,m) = 1 .
Then
(a) (k, fm) is an exceptional pair, that is the following two properties hold:
(i) chHR(L(Λ)) either vanishes or is almost convergent for each Λ ∈ Pr
k,R;
(ii) there exists Λ ∈ Prk,R, such that chHR(L(Λ)) does not vanish.
(b) If k 6= kp,m and m < n, then (k, fm) is not an exceptional pair.
Proof. Let Λ ∈ Prk,R be a principal admissible weight of level k = pm −n, such that chHR(L(Λ))
does not vanish. It follows from (3.3) with u = m, that
rank∆RΛ ≥ n−m.
Since, by our assumption, chHR(L(Λ)) 6= 0, we have: ∆
R
Λ ⊂ ∆
R\∆R,f , by Theorem 2.3(c). Hence,
by Proposition 3.2(a), rank∆RΛ ≤ n−m, and we conclude that rank ∆
R
Λ = n−m. But then by
Proposition 3.3(b), we obtain that ∆RΛ |hf = (∆
0 ∪∆1/2)|hf . By Theorem 2.4, we conclude that
chHR(L(Λ)) is almost convergent, proving (i).
Due to Theorem 2.3(c) and Propositions 3.2(b) and 3.3(d), (ii) holds as well, proving (a).
Claim (b) follows from the following two statements:
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(i) if u > m, then there exists Λ ∈ Prk,R, such that ∆RΛ ⊂ ∆
R\∆R,f , |∆RΛ | < |∆
0 ∪ ∆1/2|
(hence, by Corollary 2.2, chHR(L(Λ)) is not almost convergent);
(ii) if u < m, then ∆RΛ ∩∆
R,f 6= ∅ for any Λ ∈ Prk,R (hence by Theorem 2.3(c), chHR(L(Λ)) =
0).
In order to prove (i), let k′ = kp.m, so that (k
′, fm) is an exceptional pair. Then, by
Theorem 3.1, there exists Λ′ ∈ Prk
′,R for which chHR(L(Λ′)) almost converges. As before, we
write Λ′ in the following form: Λ′ = (tβ′ y¯).(Λ
0 − (m − 1) pmD
R), where y¯ ∈ WR is such that
y¯(αRi ) = γi, (β
′|γi) = −m
′
i for i = 1, . . . , n − 1 and Λ
0 ∈ P̂ p−n+ , so that we have
∏̂R
Λ′ =
{m′iK + γi}i=0,...,n−1. Let IΛ′ = {i| 0 ≤ i ≤ n − 1,m
′
i = 0}. Then {γi}i∈IΛ′ is the set of simple
roots of ∆RΛ′ ∩∆
R
+. Recall that the almost convergence of chHR(L(Λ′)) implies:
∆RΛ′ ∩∆
R,f = ∅ , |∆RΛ′ | = |∆
0 ∪∆1/2| .
Now fix i0 ∈ IΛ′ and define mi for 0 ≤ i ≤ n − 1 and β ∈
∑n−1
i=1 Rα
R
i by the following
relations:
mi = m
′
i if i 6= i0 , mi0 = u−m ;
(β|γi) = −mi for i = 1, . . . , n− 1 .
Then Λ = (tβ y¯).(Λ
0 − (u − 1) puD
R) ∈ Prk,R with
∏̂R
Λ = {miK + γi}i=0,...,n−1. Since mi0 > 0,∏R
Λ =
∏R
Λ′ \{γi0}, hence
∆RΛ ⊂ ∆
R
Λ′ ⊂ ∆
R\∆R,f and |∆RΛ | < |∆
R
Λ′ | = |∆
0 ∪∆1/2| ,
proving (i).
In order to prove (ii), let Λ ∈ Prk,R, where
∏̂R
Λ = {miK + γi}i=0,...,n−1. Then u =∑n−1
i=0 mi < m (by our assumption), hence rank∆
R
Λ = |{i|mi = 0}| ≥ n − m + 1 > n − m.
Therefore, by Proposition 3.3(a), ∆RΛ ∩∆
R,f 6= ∅, proving (ii).
Theorem 3.2. Let f be a nilpotent element of sℓn, different from any of the nilpotent elements
fm, 1 ≤ m ≤ n. Then (k, f) is not an exceptional pair for any k.
Proof. Let m be the largest part of the partition, corresponding to f , and suppose that (k, f)
is an exceptional pair, where k = −n + pu , p, u ∈ N, (p, u) = 1, p ≥ n. Let Λ ∈ Pr
k,R be such
that chHR(L(Λ)) does not vanish. Then, by Lemma 3.1,
(3.4) m ≤ u .
By Proposition 3.3(c), there exists a root subsystem Φ ⊂ ∆R\∆R,f , such that
rankΦ = n−m, |Φ| < |∆0 ∪∆1/2| .
Let
∏
Φ = {β1, . . . , βn−m}, be the set of simple roots of Φ ∩ ∆
R
+, and extend
∏
Φ to a set of
simple roots
∏′ = {γ1, . . . , γn−1} of ∆R. Let γ0 = −∑n−1i=1 γi, and define ui ∈ Z+ as follows
(here we use (3.4)): u0 = u − m + 1, ui = 1 if γi ∈
∏′ \∏Φ, ui = 0 if γi ∈ ∏Φ. Let∏̂
Φ = {uiK + γi|i = 0, . . . , n − 1} ⊂ ∆̂
R
+, and let Λ be a principal admissible weight of level k,
such that
∏̂R
Λ =
∏̂
Φ. Note that ∆
R
Λ = Φ. Hence |∆
R
Λ | < |∆
0 ∪ ∆1/2|, and therefore, by
Corollary 2.2, chHR(L(Λ)) is not almost convergent.
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3.3 Example of g = sℓ3, f = minimal nilpotent. In this case x =
1
2θ, where θ = α1 + α2
is the highest root, g0 = h, hence ∆
0 = ∅, and ∆1/2 = {α1, α2}. We choose h0 = α1 − α2; then
hf = Ch0, ∆
1/2
+ = {α1}, ∆
1/2
− = {α2}, ∆
new
+ = {α1,−α2,−α1 − α2} = w¯(∆+), where w¯ = r2r1.
Therefore,
∆R+ = tx(∆
new
+ ) = {−
1
2
K + α1 ,
1
2
K − α2 , K − α1 − α2} ,∏R
= txw¯({α1, α2}) = {α
R
1 := K − α1 − α2 , α
R
2 := −
1
2
K + α1} ,∏̂R
= txw¯({α0, α1, α2}) = {α
R
0 :=
1
2
K + α2 , α
R
1 , α
R
2 } .
We also have:
hf = C(αR1 + 2α
R
2 ) , ∆
R,f
+ = {α
R
1 } , ∆
R,0
+ = ∅ , ∆
R,1/2
+ = {α
R
2 } .
Recall that the corresponding to f exceptional denominator is u = 2. Then (cf. Section 1.2):
ŜR(2) = {2K − α
R
1 − α
R
2 , α
R
1 , α
R
2 } ,
and the corresponding set of roots is
∆̂R(2) = {2nK + α|α ∈ ∆
R , n ∈ Z} ∪ {2nK|n ∈ Z\{0}} .
Consider all possible subsets tβ y¯(Ŝ(2)) where y¯ ∈ W
R = txWt
−1
x , β ∈ ZΛ
R
1 + ZΛ
R
2 , Λ
R
i ∈ h
R =
tx(h), (Λ
R
i |α
R
j ) = δij , satisfying the conditions
tβ y¯(Ŝ
R
(2)) ⊂ ∆̂
R
+ and tβ y¯(∆̂
R
(u)) ∩ (∆
R,f = {αR1 }) = ∅ .
It is easy to see that there are two possibilities for such subsets:
∏̂′
= t−ΛR1
(ŜR(2)) = {K − α
R
1 − α
R
2 , K + α
R
1 , α
R
2 } and
∏̂′′
= rαR1
(
∏̂′
) .
Since rαR1
|hf = 1, it follows from formula (2.3) that χHR(L(Λ)) = χHR(L(Λ′′)) if Λ
′ and Λ′′ are
admissible weights, satisfying Λ′′ + ρ̂R = rαR1
(Λ′ + ρ̂R). Thus, it suffices to consider only the
principal admissible weights Λ, such that
∏̂R
Λ =
∏̂′
= t−ΛR1
(ŜR(2)).
Since u = 2, p should be an odd integer ≥ h∨ = 3, and k = −3 + p/2. All principal
admissible weights Λ of level k with
∏̂R
Λ =
∏̂′
are
Λ = t−ΛR1
. (Λ0 −
p
2
DR) = Λ0 −
p
2
(ΛR1 +D
R) mod CK , where Λ0 ∈ P̂ p−3,R+ .
Since hf = CΛR2 , we can write an arbitrary element of h
f as zΛR2 , z ∈ C. Since dim g
f = 4
and h∨ = 3, we obtain from (2.5):
ψ(τ, zΛR2 , t) = e
6πitη(τ)θ(τ, z) .
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Note that for Λ ∈Mp := {Λ
0 − p2 (Λ
R
1 +D
R)|Λ0 ∈ P̂ p−3,R+ } we have:
∆̂RΛ = {2nK ± α
R
2 , (2n− 1)K ± α
R
1 , (2n− 1)K ± (α
R
1 + α
R
2 )|n ∈ Z} ∪ {2nK|n ∈ Z\0}
(it is a root system with basis
∏̂R
Λ), hence
∆̂RΛ,+|hf = {(n− 1)K + α
R
2 |hf , nK − α
R
2 |hf | n ∈ N} ∪ {nK|n ∈ N} .
Since for principal admissible weights in Mp we have y¯ = 1, β = −Λ
R
1 , a straightforward
calculation gives that in (2.6) we have
C(τ, zΛR2 , t)/ψ(τ, zΛ
R
2 , t) = e
−3πit .
Hence (2.6) for Λ ∈Mp becomes:
(3.5) χHR(L(Λ))(τ, zΛ
R
2 , t) = e
−3πitχLR(Λ0)(2τ, zΛ
R
2 − τΛ
R
1 ,
1
2
(t+
τ − z
3
)) .
Since dim g = 8, dim gf = 4 and chHR(L(Λ)) for Λ ∈ Pr
k,R does not vanish only when
∏̂R
Λ is∏̂′
or
∏̂′′
, and the latter two give equal contributions. Thus, Theorem 2.1 gives the following
transformation formula for Λ ∈Mp:
χHR(L(Λ))
(
−
1
τ
,
zΛR2
τ
, t−
Qp(z)
2τ
)
= −2
∑
Λ′∈Mp
a(Λ,Λ′)χHR(L(Λ′))(τ, zΛ
R
2 , t) ,
where Qp(z) =
2p−6
3p−18z
2.
Finally, we compute asymptotics, using Theorem 2.2. It is easy to see that Aβ(zΛ
R
2 ) = 2
for β = −ΛR1 . Hence we have for Λ ∈Mp, as τ ↓ 0:
chHR(L(Λ))(τ,−τzΛ
R
2 , 0) = a(Λ
0)e
πi
12τ
4
“
1− 3
p
”
.
Remark 3.1. For g = sℓn and its exceptional pair (k = −n +
p
u , f = fu), where u ≤ n, the
“extra factor” in the character formula (2.6) is independent of z, and is given by the following
formula:
C(τ, z, t)
ψ(τ, z, t)
= ±a(t)qb

 ∞∏
j=1
1− quj
1− qj

s
′−1
M(q) ,
where ± = (−1)jΛ , a(t) = e2πin(u
−1−1)t, b = (s − 1)(u − s − 1)(su − s2 + u)/24u, s is the
remainder of the division of n by u, s′ = min{s, u− s}, and
M(q) =
s′∏
i=1

 ∞∏
j=1
(1− q(j−1)u+i)(1 − qju−i)

s
′−i
.
In particular, the “extra factor” is equal to ±a(t) if s′ = 1, and to ±a(t)η(τ)/η(uτ) if s′ = 0.
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3.4 Conjectures. Let g be a simple Lie algebra, and denote by E0 the set of all non-principal
exceptional nilpotent orbits of g. Let h be the Coxeter number of g, and let I0 denote the set
of integers j, such that 1 ≤ j < h and (j, ℓ) = 1, where ℓ(= 1, 2 or 3) is the lacety of g.
Conjecture E. There exists an order preserving map ϕ : E0 → I0, such that all exceptional
pairs (k, f), for which f is not principal, are as follows: f lies in an orbit from E0, k = −h
∨+ pϕ(f) ,
where p ∈ Z, p ≥ h∨ and (p, ϕ(f)) = 1.
Recall that all adjoint nilpotent orbits of g = soN , N odd (resp. spN , N even) are inter-
sections of nilpotent orbits of sℓN with g, if they are non-empty, and these intersections are
non-empty iff all even (resp. odd) parts of the corresponding partition of N have even multiplic-
ity. In the case g = soN , N even, the answer is the same, as for g = soN , N odd, except that in
cases when all parts of the partition are even, the intersection consists of two orbits, permuted
by an outer automorphism of soN , which we shall identify. Furthermore, a nilpotent orbit of
g = soN or spN is of principal type if either the multiplicities of all parts of the partition of N
are even, or else one has respectively:
g = spN , and exactly one even part has odd multiplicity,
g = soN , N odd, and exactly one odd part has odd multiplicity,
g = soN , N even, and exactly two distinct parts, one of which is 1, have odd multiplicity.
Conjecture F. Let g be soN or spN . Let m be a positive integer, and denote by Nm the
set of matrices {X ∈ MatN ∩ g|X
m = 0}, and let Øm be the adjoint orbit, open in Nm (such
an orbit is unique if g 6= so4n or m is odd). Denote by F0 the set of all non-principal adjoint
orbits Øm of principal type with m odd. Then F0 ⊂ E0 and ϕ(Øm) = m for Øm ∈ F0.
Conjecture G.
(a) If g = so2n+1 or sp4n+2, then E0 = F0.
(b) If g = sp4n, then E0 = {F0 , Ø2n,2n}, where Ø2n,2n denotes the nilpotent orbit, corre-
sponding to the partition 4n = 2n+ 2n, and ϕ(Ø2n,2n) = 2n+ 1.
(c) If g = so2n, then F0 consists of all exceptional nilpotent orbits Ø with ϕ(Ø) odd.
We checked conjectures E, F and G for N ≤ 13.
Examples 3.1. (a) g = so8. Then E0 = {F0 , Ø3,2,2,1}, where Ø3,2,2,1 is the nilpotent orbit,
corresponding to the partition 8 = 3 + 2 + 2 + 1, and ϕ(Ø3,2,2,1) = 2. (Note that Ø3,2,2,1
is not open in N3.)
(b) g = so10. Then E0 = {F0 , Ø3,2,2,1,1,1}, and ϕ(O3,2,2,1,1,1) = 2. (Note that Ø3,2,2,1,1,1 is
not open in N3.)
(c) g = so12. Then E0 = {F0,Ø5,3,3,1,Ø3,2,2,2,2,1,Ø3,2,2,1,1,1,1,1}, and ϕ(Ø5,3,3,1) = 4,
ϕ(Ø3,2,2,2,2,1) = ϕ(Ø3,2,2,1,1,1,1,1) = 2. (Note that O5,3,3,1 is not open in N5 and Ø3,2,2,2,2,1,
Ø3,2,2,1,1,1,1,1 are not open in N3.)
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(d) g = G2. Then the only non-zero non-principal exceptional nilpotent orbit is the orbit Ø
of a root vector eα, where α is a short root, and ϕ(Ø) = 2. This is the simplest case when
the extra factor in (2.6) does depend on z:
C(τ, z, t)
ψ(τ, z, t)
= e−4πit
f(τ, z)
f(2τ, 2z)
,
where f(τ, z) is defined by (2.7).
3.5 Corrections to [KRW] and [KW4].
1. The last sentence of Proposition 3.3 in [KW4] should be changed as follows (cf. Theo-
rem 2.3 of the present paper):
Then chHtw (M)(τ, h) is not identically zero iff the character of the ĝ
tw -module M has a
pole at all hyperplanes α = 0, where α are positive even real roots, satisfying the following
three properties:
Similar change should be made in Theorem 3.2 of [KRW].
2. The first factor on the right of formula (3.14) in [KW4] should be replaced by the following
expression:
e
2πiτ(
(Λ¯|Λ¯+ b¯ρtw)
2(k+h∨)
+sg+sch+sne+(Λ|Λ0))e
πi(
P
α∈S1/2
(−1)p(α)sαα(h)−2
P
α∈S+
(−1)p(α)sαα(h))
.
3. The convergence of characters argument in the proof of Theorem 3.1 in [KRW] should be
changed as in the proof of Section 2.2 of the present paper. In particular, one should add
there the assumption that f is of principal type.
3.6 Appendix: on representations of W fin(g, f). The associative algebra W fin(g, f) is
obtained by quantum Hamiltonian reduction as follows [P], [GG]. Let g≥1 = ⊕j≥1gj and let
χ : g≥1 → C be a homomorphism, defined by χ(a) = (f |a). Extend χ to a homomorphism
χ : U(g≥1) → C and let Iχ ⊂ U(g≥1) be the kernel of χ. The subspace Iχ is invariant with
respect to the adjoint action of g+, hence the left ideal U(g)Iχ of U(g) is ad g+-invariant as
well, and we let
W fin(g, f) = (U(g)/U(g)Iχ)
ad g+ .
It is easy to check that the product on U(g) induces a well-defined product on W fin(g, f). We
thus obtain the finite W -algebra, associated to the pair (g, f).
For the purpose of representation theory it is more convenient to use an equivalent definition
of W fin(g, f), similar to that of W k(g, f) (equivalence of these two definitions was proved in
the appendix to [DK]). Let Cl(g, f) denote the Clifford–Weil algebra on the vector superspace
Ach ⊕ Ane with the bilinear form ( . | . ) ⊕ 〈 . | . 〉. Let C(g, f) = U(g) ⊗ Cl(g, f), and introduce
the following odd element of C(g, f):
d =
∑
α∈S+
(uα + (f |uα))ϕ
α +
∑
α∈S1/2
ϕαφα −
1
2
∑
α,β,γ∈S+
cγα,βϕγϕ
αϕβ .
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(This element is obtained from d(z) in Section 2.1 by dropping z and the signs of normally
ordered product.) Then d2 = 12 [d, d] = 0, and we have [DK]:
W fin(g, f) = H(C(g, f), ad d) .
As in [KW3] or [DK], one proves that this homology is concentrated in 0th degree with respect
to the charge decomposition, defined by
(3.6) charge uα = chargeφα = 0 , chargeϕα = −chargeϕ
α = 1 .
Recall the construction of ∆new+ ⊂ ∆ in Section 2.2, and let
R±j = {α ∈ ±∆
new
+ |α(x) = j} , R
+
>0 = ∪j>0R
+
j , R
−
>0 = ∪j>0R
−
j .
Let S(g, f) denote the irreducible Cl(g, f)-module, generated by the even vector |0〉, subject to
the conditions:
φα|0〉 = 0 if α ∈ R
+
1/2 , ϕα|0〉 = 0 if α ∈ R
+
>0 ϕ
α|0〉 = 0 if α ∈ R−>0 .
As in Section 2.2, given a g-module M , we can construct the complex
(C(M) =M ⊗ S(g, f), d) .
It is a Z-graded C(g, f)-module C(M) = ⊕j∈Z Cj(M), where this charge decomposition extends
(3.6) by letting charge M = 0, charge |0〉 = 0. We thus obtain for each j ∈ Z a functor Hj from
the category of g-modules to the category of W fin(g, f)-modules, given by:
Hj(M) := Hj(C(M), d) .
As in Section 2.2, we prove the following proposition.
Proposition 3.4. Assume that f is a nilpotent element of principal type. Let M be a highest
weight g-module with respect to ∆new+ , so that chM (h) =
nM (h)Q
α∈∆new+
(1−e−α(h))
, h ∈ h. Then the
Euler–Poincare´ character chH(M) of the W
fin(g, f)-module H(M) = ⊕j∈ZHj(M) is given by:
(3.7) chH(M)(h) =
nM(h)∏
α∈R+0 ∪R
+
1/2
(1− e−α(h))
, h ∈ hf .
We rewrite formula (3.7), using the Kazhdan–Lusztig formula for nL(w.Λ), where w ∈ W
and Λ + ρ is an integral regular anti-dominant weight:
(3.8) nL(w.Λ) =
∑
y∈W
ǫ(y)ǫ(w)Py,w(1)e
y.Λ ,
where Py,w(q) are the Kazhdan–Lusztig polynomials.
Since f is a nilpotent element of principal type it can be written as a sum of root vectors,
attached to roots γ1, . . . , γs, where γi − γj /∈ ∆ ∪ {0} for i 6= j, and γi|hf = 0. Denote by W
f
the subgroup of W , generated by reflections in the γi, i = 1, . . . , s.
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Since es.λ|hf = e
λ|hf for s ∈W
f , we obtain from (3.8):
nL(w.Λ)|hf =
∑
y∈W f\W
s∈W f
ǫ(sy)ǫ(w)Psy,w(1)e
(sy).Λ|hf
=
∑
y∈W f\W
ǫ(y)ǫ(w)
∑
s∈W f
ǫ(s)Psy,w(1)e
y.Λ|hf .
We thus obtain the following proposition.
Proposition 3.5. Assume that f is a nilpotent element of principal type. Let Λ + ρ be an
integral regular anti-dominant weight and L(w.Λ) an irreducible highest weight g-module with
respect to ∆new+ . Then
(3.9) chH(L(w.Λ))(h) =
∑
y∈W f\W ǫ(y)ǫ(w)P˜y,w(1)e
(y.Λ)(h)∏
α∈R+0 ∪R
+
1/2
(1− e−α(h))
, h ∈ hf ,
where P˜y,w(q) =
∑
s∈W f ǫ(s)Psy,w(q).
The following conjecture is a “finite” analogue of Conjecture B.
Conjecture H.
(a) If M is an irreducible highest weight g-module (with respect to ∆new+ ), then H(M) =
H0(M), and this is either an irreducible W
fin(g, f)-module, or zero.
(b) Suppose that f is of principal type and H(L(Λ)) 6= 0. Then the W fin(g, f)-modules
H(L(Λ)) and H(L(Λ′)) are isomorphic iff Λ′ = y.Λ where y ∈W f .
(c) All finite-dimensional irreducible W fin(g, f)-modules are contained among the H0(L(Λ)).
In the case when f is a principal nilpotent in a Levi subalgebra, it was conjectured in
[DV] that the right-hand side of formula (3.9) gives the character of an irreducible highest
weight W fin(g, f)-module. Due to Proposition 3.5, this conjecture (in the more general case of
a nilpotent element of principal type) follows from Conjecture H(a).
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