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Abstract
We present a new object representation, called Dense
RepPoints, which utilize a large number of points to de-
scribe the multi-grained object representation of both box
level and pixel level. Techniques are proposed to effi-
ciently process these dense points, which maintains near
constant complexity with increasing point number. The
Dense RepPoints is proved to represent and learn ob-
ject segment well, by a novel distance transform sam-
pling method combined with a set-to-set supervision. The
novel distance transform sampling method combines the
strength of contour and grid representation, which outper-
forms the counter-parts using contour or grid represen-
tations. Code is available at https://github.com/
justimyhxu/Dense-RepPoints.
1. Introduction
Representation matters. While recent years witnessed
significant advances of visual understanding algorithms,
they all rely on proper representation of visual elements to-
wards convenient and effective processing. For example,
a single image feature, a rectangle box, a mask are usu-
ally adopted to provide the representation input for recog-
nition tasks of different granularities, i.e. image classifi-
cation [23, 19, 38], object detection [16, 36, 28] and pixel-
level segmentation [18, 26, 7], respectively. In addition, one
granularity of representation may help the recognition task
in another granularity, e.g. additional mask representation
can help the learning of a coarser recognition task of object
detection [18]. It is fundamental to ask a question: could we
have a unified representation for recognition tasks in various
granularity?
Recently, RepPoints [47] propose to represent objects by
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Figure 1. Visual object in different geometric forms (top row
from left to right): bounding box, boundary sampling (contour),
grid sampling (binary mask), distance transform sampling (binary
boundary mask). These various object forms can be unified repre-
sented by a dense point set, called Dense RepPoints (bottom row).
a small set of adaptive points, simultaneously providing ge-
ometric and semantic description of an object. It demon-
strates good performance for the coarse localization task
of object detection, and also shows potential in conform-
ing to more sophisticated object structures such as semantic
keypoints. However, the small point number (9 by default)
limits its ability in revealing more detailed structure of an
object, such as pixel-level instance segmentation. In addi-
tion, the implicit driving force by the recognition and coarse
localization supervision also hinders the better learning of
more finegrained geometric description of objects.
This paper presents Dense RepPoints, which utilizes a
large number of points along with optional attributes to rep-
resent objects in detail, e.g. instance segmentation. As-
cribed to the high representation flexibility, Dense Rep-
Points can well represent common object segment descrip-
tion formats of contour (polygon) [21, 29, 45, 21] and grid
mask [18, 7], as illustrated in column 2 and 3 of Figure 1.
Dense RepPoints can also well represent a new better ge-
ometric form of object segment, binary boundary mask,
which is hard to be represented by previous methods. The
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new geometric form combines the strengths of contour and
grid mask, that is, reserving the description efficiency merit
of contour and having less dependency on tight point local-
ization like grid mask, as illustrated in column 4 of Figure 1.
To learn and represent binary boundary mask by Dense
RepPoints, three novel techniques are proposed. First is a
distance transform sampling (DTS) method, which converts
the ground-truth boundary mask to a point set by a sampling
method with probability computed according to the distance
transform map of object contour. By this conversion, the
Dense RepPoints prediction and ground truth will be both
point sets and are thus comparable. Second is a set-to-set
supervision loss, in contrast to the commonly used point-
to-point supervision loss, e.g. [45, 33]. The set-to-set su-
pervision loss avoids assigning exact geometric meaning for
every point, which is usually difficult and semantically inac-
curate for instance segmentation but are required by point-
to-point methods. Third is a novel conversion method from
the learnt non-grid Dense RepPoints to instance mask of any
resolution, based on Delauny triangulation.
With the above three novel techniques, Dense RepPoints
are learnt to well represent the binary boundary map of ob-
jects. It also yields better performance than the methods
based on contour or grid mask representation. The method
achieves 39.1 mask mAP and 45.6 box mAP on COCO test-
dev set using a ResNet-101 backbone network.
In addition to greater representation ability and better ac-
curacy, we also propose techniques to efficiently process
dense points. The complexity of vanilla RepPoints is lin-
early increased with increasing point number, which is im-
practical when the point number is large, e.g. more than
hundreds. To resolve this issue, we propose two techniques,
group pooling and shared offset / attribute field, for object
classification and offset / attribute prediction, respectively.
We achieve near constant complexity with increasing point
number, while maintain the same accuracy.
The contribution of this paper is summarized as:
• We propose a new object representation method by us-
ing a large number of adaptive points, named Dense
RepPoints. The new representation shows great flex-
ibility in representing detailed geometric structure of
objects. It can also unify object representations of dif-
ferent granularity, such as box level and pixel level.
This unified representation ability allows the coarse
detection task to benefit from finer segment annota-
tions as well as enabling the instance segmentation, in
contrast to training through separate branches built on
top of base features as popularized in [10, 18].
• We adapt the general Dense RepPoints representation
model into the instance segmentation problem, where
three novel techniques of distance transform sampling
(DTS), set-to-set supervision loss and Delauny trian-
gulation based conversion method are proposed. The
method proves superior than previous methods built on
contour or grid mask representation.
• We propose two techniques of group pooling and
shared offset / attribute fields to efficiently process
dense points in Dense RepPoints, which maintains
near constant complexity with increasing point num-
ber while maintaining the same accuracy.
2. Related Work
Bounding box representation. Most existing high-level
object recognition benchmarks [14, 29, 24] employ bound-
ing box annotations for object detection. The current top-
performing two-stage object detectors [17, 16, 36, 11] use
bounding boxes as anchors, proposals and final predic-
tions throughout their pipelines. Some early works have
proposed to use rotated boxes [20] to improve upon axis-
aligned boxes, but the representation remains in a rectan-
gular form. For other high-level recognition tasks such as
instance segmentation and human pose estimation, the in-
termediate proposals in top-down solutions [10, 18] are all
based on bounding boxes. However, the bounding box is
a coarse geometric representation which only encodes the
spatial extent of an object.
Non-box object representations. For instance segmen-
tation, the annotation for objects is either as a binary mask
[14] or as a set of polygons [29]. While most current top-
performing approaches [9, 18, 6] use a binary mask as fi-
nal predictions, recent approaches also exploit contours for
efficient interactive annotation [4, 1, 30] and segmentation
[8, 45]. This contour representation, which was popular
earlier in computer vision [21, 5, 39, 40, 41], is believed
to be more compatible with the semantic concepts of ob-
jects [32, 40]. Some works also use edges and superpix-
els [46, 22] as object representations. Our proposed Dense
RepPoints has the versatility to model objects in several of
these non-box forms, providing a more generalized repre-
sentation.
Point set representation. There is much research focused
on representing point clouds in 3D space [34, 35]. A di-
rect instantiation of ordered point sets in 2D perception is
2D pose [43, 3, 2], which directly addresses the semantic
correspondence problem. Recently, there has been increas-
ing interest in the field of object detection on using spe-
cific point locations, including corner points [25], extreme
points [50], and the center point [49, 13]. These point rep-
resentations are actually variants of the bounding box repre-
sentation, which is coarse and lacks semantic information.
RepPoints [47] proposes a learnable point set representation
trained from localization and recognition feedback. How-
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Figure 2. Overview of Dense RepPoints. First, the initial representative points are generated by regressing from the center point as in
RepPoints [47]. Then, these initial points are refined by the proposed efficient approaches to get the refined attributed representative points.
Finally, the post-processing are applied to generate the instance segment.
ever, it uses only a small number (n = 9) of points to repre-
sent objects, limiting its ability to represent finer geometry.
In this work, we extend RepPoints [47] to a denser and finer
geometric representation, enabling usage of dense supervi-
sion and taking a step towards dense semantic geometric
representation.
3. Methodology
In this section, we first review RepPoints [47] for object
detection in Sec 3.1. Then we introduce the Dense Rep-
Points in Sec 3.2 for strengthening the representation abil-
ity of RepPoints from object detection to fine-grained geo-
metric localization and recognition tasks, such as instance
mask, by associating the attribute vector with each repre-
sentative points. In addition, these fine-grained tasks usu-
ally require higher resolution and much more representa-
tive points than object detection, which makes the computa-
tional complexity of vanilla RepPoints unbearable. We dis-
cuss how to reduce the computation complexity of vanilla
RepPoints in Sec 3.3 for representing instance mask. In
Sec 3.4, we detailed discuss how to use Dense RepPoints to
present the instance mask with different sampling strategies,
and design appropriate supervision signals in Sec 3.5. Be-
sides, the representative points are usually sparse and non-
grid, but the instance segment is dense and grid, we will dis-
cuss how to transform the representative points to instance
segment in Sec 3.6. The overview of our method is shown
in Fig. 2.
3.1. Review of RepPoints for object detection
We first review how RepPoints [47] detects objects. A
set of adaptive representative points R is used to represent
an object in RepPoints:
R = {pi}ni=1 (1)
where pi = (xi + ∆xi, yi + ∆yi) is i-th representative
point, xi and yi are initialization location, ∆xi and ∆yi are
learnable offset, and n is the number of points. The feature
of a point F(p) is extracted from the feature mapF through
bilinear interpolation, and the feature of a point set F(R) is
defined as the concatenate of all representative points ofR:
F(R) = concat(F(p1), ...,F(pn)) (2)
which is used to recognized the class of the point set. The
bounding boxes of the point set can be obtained by convert-
ing function. In the training phrase, explicit supervision and
annotation for representative points is not required. In con-
trast, representative points are driven to move to appropriate
location by the box classification loss and box localization
loss:
Ldet = L
b
cls + L
b
loc (3)
because both bilinear interpolation used in feature extrac-
tion and converting function used in bounding box transfor-
mation are differentiable with respect to the points location.
These representative points are suitable for effectively rep-
resent the category and accurately positioning object at the
same time.
3.2. Dense RepPoints
In vanilla RepPoints, the number of representative points
is relatively small (n = 9). It is sufficient for object de-
tection, since the category and bounding box of an object
can be determined with few points. Different from object
detection, fine-grained geometric localization tasks such as
instance segmentation usually provide pixel level annota-
tions, and the goal is changed from predicting the attribu-
tion of a point set to each point. Therefore, the representa-
tion capacity of a small number of points is insufficient, a
significantly larger set of points is necessary and an attribute
vector associated with each representative point is needed:
R = {(xi + ∆xi, yi + ∆yi,ai)}ni=1, (4)
3
where ai is the attribute vector associated with the i-th
point.
In instance segmentation, the attribute can be a scalar,
defined as the foreground score of each point. In addition to
the box level classification and localization term Lbcls, L
b
loc,
we introduce a point level classification loss Lpcls and a point
level localization loss Lploc. The objective function of Eq. 3
becomes:
L = Lbcls + L
b
loc︸ ︷︷ ︸
Ldet
+Lpcls + L
p
loc︸ ︷︷ ︸
Lmask
(5)
In instance segmentation, Lpcls is responsible for predicting
point foreground score and Lploc is responsible for learn-
ing point localization. We name this new representations
as Dense RepPoints.
3.3. Efficient computation
Intuitively, the denser points will improve the capacity
of the representation. However, the feature of an object in
vanilla RepPoints is formed by concatenating the feature of
all points, the FLOPs will rapidly increase as the number of
points increases. Therefore, directly using large number of
points in RepPoints is impractical. To address this issue, we
introduce group pooling and shared offset fields to reduce
the computational complexity, thereby significantly reduc-
ing the extra FLOPs while maintaining the performance. In
addition, we further introduces a shared attribute map to ef-
ficiently predict whether a point is foreground.
Group pooling. Group pooling is designed for effectively
extract object feature and is used for box classification
branch (see Figure 3 top). Given n representative points,
we equally divide the these points into k groups, each group
has n/k points (if k is not divisible by n, the last group will
have fewer points than the first ones to ensure a total of n
points). Then, we aggregate the feature of each point within
a group by max-pooling to extract group feature. Finally, a
1× 1 convolution is computed over the concatenated group
features from all groups. In this way, the object feature are
represent by groups instead of points, making the computa-
tional complexity from O(n) to O(k). We empirically find
the number of group is no need to be increased when the
points become denser, thus the computation complexity is
not affect by denser points are used. In our implementation,
we set k to 9 by default, which works relatively well for
classification.
Shared offset fields. The computational complexity of
predicting the offset for each points is O(n2) in RepPoints,
making the dense point set representation unsuitable for real
applications. Unlike in the classification branch, we need
the information of individual points for point location re-
finement. Hence, we cannot directly apply the grouped fea-
tures used in classification. Instead, we empirically find
bilinear
sample
points
refine
sample
feature
grouped feature
concat
predict
dog
bird
cat
interpolated value
group
pooling
#1
#2
#3
#4
#5
#6
#1
#2
#3
#4
#5
#6
#1
#2
#3
#4 #5
#6
#1
#2
#3
#4 #5
#6
bilinear
sample
interpolated value
Top left
Bottom leftBottom right
Top right
Top left
Bottom left Bottom right
Top right
background
foreground
foreground
background
foreground
foreground
background
foreground
foreground
background
foreground
foreground
attribute
prediction
Figure 3. Illustration of efficient feature extraction for Dense Rep-
Points. Top: group pooling operation. Middle: shared offset
fields for each point index. Bottom: shared attribute maps for
each relative position.
that local point features provide enough information for
point refinement, this shares same spirit as Curve-GCN [30]
which uses local feature for contour refinement. To share
feature computation among points, we propose to first com-
pute n shared offset fields maps based on the image fea-
ture map. And then for the i-th representative point, its re-
gression is directly predicted via bilinear interpolation at the
corresponding location of the i-th offset field (see Figure 3
middle). This reduces the computational complexity of the
regression from O(n2) to O(n). By using the group pool-
ing and shared offset field, even if a large number of points
are used, the added FLOP is still very small compared to the
entire network (see Sec. 4.3).
Shared attribute map. Predicting the foreground score
of each points can be implemented in the similar way as
shared offset fields by using a shared position sensitive at-
tribute map, which is first introduced by R-FCN [11]. In the
position sensitive attribute map, each channel has a explic-
itly position meaning. Therefore, the foreground score of
each representative points can be interpolated on the corre-
sponding channel according to their locations. (see Figure 3
4
bottom).
3.4. Different sampling strategies
How to represent object segment effectively is the core
problem in vision perception. Contour and binary mask
are two typical representations that widely used in previ-
ous works [18, 7, 45, 33]. In Dense RepPoints, these rep-
resentations can be simulated by different sampling strate-
gies: binary mask can be achieved by uniformly sampling
grid points covering the bounding box of an object, while
contour can be considered as all sampling points are on
the boundary of an object. We named these two sampling
strategies as grid sampling and boundary sampling, and dis-
cuss them in this section. In addition, we introduce a new
sampling strategy: Distance transform sampling, which
combines the advantages of both grid sampling and bound-
ary sampling.
Boundary sampling (Contour). Instance segment can be
defined as the inner region of a closed object contour. This
approach is compact to describe object due to its 1-D na-
ture (defined by a sequence of points). In our method, the
contour representation can be simulated through supervis-
ing the offsets of representive points along the boundary of
object boundary, the score of points is set to 1 as default.
Grid sampling (Binary Mask). Binary mask can be rep-
resented as a set of uniformly sampled grid points cover-
ing the bounding box of an object, and each sampled point
has a binary score to represent its category, i.e foreground
or background. This sampling strategy (representation) is
widely used for many works, such as Mask R-CNN [18] and
Tensor Mask [7]. In Dense RepPoints, the grid sampling can
be implemented by constraining the offset of representative
points as:
∆xi = α(
i√
n
− 0.5), i ∈ {1...n} (6)
∆yi = β(
i√
n
− 0.5), i ∈ {1...n} (7)
where n is the number of sampling points, α and β are two
learnable parameters.
Distance transform sampling (Binary Boundary Mask).
Boundary sampling and grid sampling both have their ad-
vantages and applications. In general, boundary sampling
(contour) is more compact for object segment description,
and grid sampling is easier in learning mainly ascribed to
its additional attribute (foreground score) reducing the de-
pendency of difficult tight point localization. In order to
take advantages of both sampling strategies, we introduce
a new sampling method: distance transform sampling. In
this sampling strategy, points near the object boundary are
sampled more and other regions are fewer sampled. During
the training phase, the ground truth is sampled according to
their distance from the object boundary:
P(p) = g(D(p))∑
q g(D(q))
(8)
D(p) = mine∈E‖p− e‖2√
maxe,e′∈E |ex − e′x| ·maxe,e′∈E
∣∣ey − e′y∣∣
(9)
where P (p) is the sampling probability of point p, D(p) is
the normalized distance from object boundary of point p, E
is the boundary point set. g is the decreasing function. In
our paper, we use the Heaviside step function:
g(x) =
{
1 x ≤ δ
0 x > δ
(10)
Here we use δ = 0.04 by default. Intuitively, points with
a distance less than δ (close to the contour) have a uniform
sampling probability, and points with a distance greater than
δ (away from the contour) are not sampled.
3.5. Sampling supervision
The point classification loss Lpcls and the point localiza-
tion loss Lploc are used to supervise the different segment
representation during training. In our method, the Lpcls is
defined as a standard cross entropy loss function with soft-
max activation, the point located in foreground is labeled as
positive, otherwise its label is negative. Localization super-
vision has two methods: the point-to-point supervision and
set-to-set supervision.
In point-to-point supervision, each ground truth point
will be assigned exact geometric meaning, e.g. using the
polar assigning method in PolarMask [45] or the organized
assigning method in v1 of this paper. Each ground truth
with exact geometric meaning will also correspond to a
fixed indexed representative point in Dense RepPoints, and
the L2 distance is used as the point localization loss Lploc:
Lpoint(R,R′) = 1
n
n∑
k=1
‖(xi, yi)− (x′i, y′i)‖2 (11)
where (xi, yi) ∈ R and (x′i, y′i) ∈ R′ represent the point in
predicted point set and ground-truth point set, respectively.
However, assigning exact geometric meaning to each
point is difficult and usually semantically inaccurate for in-
stance segmentation. Therefore, we propose a set-to-set su-
pervision, which is supervising on the entire point set in-
stead of each individual point. The point localization loss
is measured by Chamfer distance [15, 37] between supervi-
sion point set and learned point set:
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Figure 4. Post-Processing. Generating image segments by Con-
cave Hull and Triangulation.
Lset(R,R′) = 1
2n
n∑
i=1
min
j
∥∥(xi, yi)− (x′j , y′j)∥∥2
+
1
2n
n∑
j=1
min
i
∥∥(xi, yi)− (x′j , y′j)∥∥2 (12)
where (xi, yi) ∈ R and (x′j , y′j) ∈ R′. We evaluate these
two supervisions in Section 4.3.
3.6. Representative Points to Object Segment
Dense RepPoints represents object segment in a sparse
and non-grid form, and thus an extra post-processing is
required to transform the non-grid points to the binary
mask. In this section, we propose two approaches Concave
Hull [31] and Triangulation for this purpose.
Concave Hull. An instance mask can be defined as a
concave hull of a set of foreground points (see Figure 4
left), which is used by many contour-based methods. In
Dense RepPoints, boundary sampling naturally uses this
post-processing. We first use a threshold to binarize the
predicted points by their foreground scores, and then com-
pute their concave hull to obtain the binary mask. In our
approach, we empirically set a threshold at 0.5 by default.
Triangulation. Triangulation is commonly used in com-
puter graphics to obtain mesh from point set representation,
and we introduce it to generate object segment. Specifically,
we first apply Delaunay triangulation to partition the space
into triangles with vertices defined by the learned point set.
Then, each pixel in the space will fall inside a triangle and
its point score is obtained by linearly interpolated on the tri-
angle vertices in the Barycentric coordinate (Figure 4 right).
Finally, a threshold is used to binarize the interpolated score
map to obtain the binary mask.
4. Experiments
4.1. Datasets
We present experimental results for instance segmenta-
tion and object detection on COCO2017 benchmark [29],
Table 1. Validating the effectiveness of efficient approach. With
group pooling (GP) and shared offset fields (SOF), the mAP is
constantly improving as the number of points increases while the
FLOPS is nearly unaffected.
n G FLOPS mAPBase + GP +SOF Base + GP + SOF
9 211.04 208.03 202.05 38.1 37.9 37.9
25 255.14 237.80 205.93 37.7 37.8 37.7
49 321.28 278.86 209.18 37.7 37.6 37.5
81 409.46 331.03 212.60 37.5 37.5 37.5
which contains 118k images for training, 5k images for vali-
dation (val) and 20k images for testing (test-dev). The
standard mean average precision (mAP) is used to measure
accuracy. We do ablation study on the validation set, and
compare with other state-of-the-art methods on test-dev set.
4.2. Implementation Details
We follow the training setting as RepPoint [47]. Hor-
izontal image flipping augmentation, group normaliza-
tion [44] and focal loss [28] are used during training. If not
specified, ResNet-50 [19] is used as default backbone in ab-
lation study, and ImageNet [12] pretrained model are used
by initializing weight. Distance transform sampling with
set-to-set supervision are used as default training setting,
and triangulation are chosen as default post-processing. For
predicting attribute scores, we follow SOLO [42] by using
seven 3× 3 convs in the attribute score head.
The models are trained on 8 GPUs with 2 images per
GPU for 12 epochs (1× settings). In SGD training, the
learning rate is initialized to 0.01 and then divided by 10
at 8 and 11 epoch. The weight decay and momentum pa-
rameters are set to 10−4 and 0.9, respectively. In inference,
we follow SOLO [42] to refined the classification score by
using the mask prediction and we use NMS with IoU thresh-
old of 0.5 by following RetinaNet [28].
4.3. Ablation Study
Effectiveness of efficient approach. For validating the
effectiveness of the efficient approach, we add the group
pooling (GP) and shared offset fields (SOF) to vanilla Rep-
Points [47] and evaluate the performance on object detec-
tion. Results are shown in Table 1. We present the results
under different number of points: n = 9, 25, 49, 81, re-
spectively. By using group pooling, FLOPs significantly
decreased with increasing number of points compared to
vanilla RepPoints with similar mAP. By introducing share
offset fields, while mAP is not affected, FLOPs is further
reduced and nearly constant with repect to n. Specifi-
cally, our efficient approach totally save 197G FLOPs when
n = 81. This demonstrates the effectiveness of our efficient
6
Figure 5. The visualization of the points and instance masks by DTS. Top:The distribution of learned points(225 points) are nearly around
mask boundary. Bottom: The foreground masks generated by triangulation post-processing on COCO test-dev images with ResNet-50
backbone under ’3x’ training schedule.
Table 2. Comparison on different mask representation.
number of points 9 25 81 225 729
Contour 19.7 23.9 26.0 25.2 24.1
Grid points 5.0 17.6 29.7 31.6 32.8
DTS 13.9 24.5 31.5 32.8 33.8
approach representation and makes using more representa-
tive points in instance segmentation possible.
Different sampling strategies We compared the differ-
ent sampling strategies. Since different sampling strate-
gies performs differently under different post-processing,
we compare these sampling strategies with the their best-
performing post-processing method for fair comparison.
Therefore, we use triangulation (Figure 4 right) for distance
transform sampling, bilinear interpolation (imresize) for
grid sampling, and concave hull (Figure 4 left) for boundary
sampling. Please see our Appendix for more details of the
post-processing. Results are shown in Table 2. Boundary
sampling has the best performance in fewer points. When
n = 9, boundary sampling achieved 19.7 mAP, and grid
sampling only got 5.0 mAP. Distance transform sampling
has 13.9 mAP, which lies in the middle. The reason is that
boundary sampling only samples points on the boundary,
which is the most efficient way to represent object masks,
so a relative good performance can be achieved with fewer
points. Both grid sampling and distance transform sampling
need to sample non-boundary points, so the efficiency is
lower than boundary sampling, but distance transform sam-
pling samples more points around the boundary than other
regions, thus it performs much better than grid sampling.
When using more points, the performance of grid sam-
pling and distance transform sampling perform better than
boundary sampling. When n = 729, grid sampling and
distance transform sampling achieved 32.8 mAP and 33.8
mAP respectively, while boundary sampling only achieved
24.1 mAP. This is due to the limited representation capabil-
ity of boundary sampling since it only takes boundary points
into consideration. In addition, distance transform sampling
outperforms than grid sampling in all cases, which indicates
that distance transform sampling is more efficient than grid
sampling while maintain the same representation capability.
Table 3. Comparison on triangulation and concave hull.
# of points 9 25 49 81 225
Concave-Hull 9.7 21.0 21.3 20.6 23.4
Triangulation 13.9 24.5 29.6 31.5 32.8
Concave Hull v.s. Triangulation Concave hull and tri-
angulation both can transform the points to binary mask.
We compared them with distance transform sampling. Re-
sults are shown in Table 3. The triangulation outperforms
concave hull consistently in different number of points,
which indicates the triangulation is more suitable for dis-
tance transform sampling. It is noted that the concave hull
with distance transform sampling is worse than contour,
this is because distance transform sampling does not strictly
sample on the boundary, but it usually samples points near
the boundary. Besides, it also samples points farther from
the boundary.
Different supervision strategies. Point-to-point is a
common and intuitive supervision strategy and it is widely
used by other methods [45, 50, 33]. However, this kind of
supervision may limit the Dense RepPoints to learn better
sampling strategies, since is is too restrictive and ignores the
7
Table 4. Comparison on point-to-point and set-to-set supervision.
number of points 9 25 81 225 729
point-to-point 10.7 20.7 27.8 31.3 32.6
set-to-set 13.9 24.5 31.5 32.8 33.8
Table 5. Results of Dense RepPoints on different number of points.
number of points 81 225 441 729
AP 31.5 32.8 33.3 33.8
AP@50 54.2 54.2 54.5 54.8
AP@75 32.7 34.4 35.2 35.9
Table 6. Studies on the effects of dense supervision for detection.
Dense RepPoints
Mask R-CNN
n=9 n=25 n=49 n=81
w.o. Inst 37.9 37.7 37.5 37.5 36.4
w. Inst 38.1 38.7 39.2 39.4 37.3
improve +0.2 +1.0 +1.7 +1.9 +0.9
relationship between points. Thus we propose the set-to-set
supervision in Section 3.5. We compared two supervisions
with distance transform sampling. Results are shown in Ta-
ble 4. The set-to-set supervision consistently outperforms
than point-to-point supervision, especially under the small
number of points.
More representative points. Dense RepPoints can take
advantage of more points than vanilla RepPoint [47], and its
computation cost does not change as the number of points
increases. We evaluate the performance of Dense RepPoints
on larger number of points. Results are shown in Table 5
using distance transform sampling and triangulation infer-
ence. In general, more points will bring better performance,
but as the number of points increases, the improvement is
saturated.
Dense RepPoints benefits detection. Instance segmenta-
tion benefit the object detection via the way of multi-task
learning was reported in Mask R-CNN [18]. We study
whether Dense RepPoints can improve object detection per-
formance as well. Results are shown in Table 6. Surpris-
ingly, Dense RepPoints not only take advantage of instance
segmentation to strengthen object detection, but also bring
more improvement for object detection when more points
are used. Specifically, When n = 81, Dense RepPoints
improved detection mAP by 1.9 points. As a comparison,
Mask R-CNN improves 0.9 points compared to Faster R-
CNN. This indicates multi-task learning benefits more from
better representation. This suggests that Dense RepPoints
models a finer geometric representation. This novel appli-
cation of explicit multi-task learning also verifies the ne-
cessity of using a denser point set, and it demonstrates the
effectiveness of our unified representation.
4.4. Comparison with other SOTA methods
We compared with other state-of-the-arts methods in
object detection and instance segmentation on COCO
test-dev set. We use 729 representative points by de-
fault, and trained by distance transform sampling and set-
to-set supervision. The ATSS [48] is used as the label as-
signment strategy if not specified. In the inference stage,
the instance mask is generated by adopting triangulation as
post-processing.
We first compare with other state-of-the-arts instance
segmentation methods. Results are shown in Table 7. With
the same ResNet-101 backbone, our method achieved 39.1
mAP with 1x setting, which outperforms all other meth-
ods. By further integrating the ResNeXt-101-DCN as the
stronger backbone, our method achieved 41.8 mAP.
We then compared with other state-of-the-arts ob-
ject detection methods. Results are shown in Table 8.
With ResNet-101 as the backbone, our method achieved
42.1 mAP with 1x setting, which outperforms than Rep-
Points [47] and Mask R-CNN by 1.1 mAP and 3.9 mAP,
respectively. With ResNeXt-101-DCN as the stronger back-
bone, our method achieved 48.9 mAP, which beats all other
anchor-free SOTA methods, such as ATSS [48] which only
acheive 47.7 mAP.
4.5. Upper Bound Analysis
We design two oracle experiments to reveal the full po-
tential of our method.
The upper bound of attribute scores. The first experi-
ment shows how much gain we can get when all the learned
attribute scores are accurate and the learned point locations
remain the same. In this experiment, we firstly calculate
the IoU between predicted bboxes and ground-truth bboxes
to select positive samples (IoU threshold=0.5). Then we
change the predicted attribute scores of these positive sam-
ples to ground-truth scores. The attribute scores of neg-
ative samples remain the same. Finally, we utilize these
new attribute scores to generate binary masks. We do this
experiment based on ResNet-50 backbone with about 39.4
detection mAP (the fluctuation of detection performance
under different number of points can be neglected). Re-
sults are shown in Figure 6. We observe large perfor-
mance gain when the attribute scores are absolutely accu-
rate, which suggests that our method still has great potential
if the learned attribute scores are improved. When points
number increases to 1225, the upper bound performance
can improve nearly 60% to our original segmentation per-
formance. Obviously, a better detection result(better point
locations) will also boost the upper bound of our mask rep-
resentation.
The upper bound of DTS and triangulation The sec-
ond experiment verifies the upper bound when all the at-
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Table 7. Performance of instance segmentation on COCO[29] test-dev. Our method significantly surpasses all other state-of-the-arts.
’*’ indicates training without ATSS [48] assigner and ’jitter’ indicates using scale-jitter during training.
Method Backbone epochs jitter AP AP50 AP75 APS APM APL
Mask R-CNN [18] ResNet-101 12 35.7 58.0 37.8 15.5 38.1 52.4
Mask R-CNN [18] ResNeXt-101 12 37.1 60.0 39.4 16.9 39.9 53.5
TensorMask [7] ResNet-101 72 X 37.1 59.3 39.4 17.4 39.1 51.6
SOLO [42] ResNet-101 72 X 37.8 59.5 40.4 16.4 40.6 54.2
ExtremeNet [50] HG-104 100 X 18.9 - - 10.4 20.4 28.3
PolarMask [45] ResNet-101 24 X 32.1 53.7 33.1 14.7 33.8 45.3
Ours* ResNet-50 12 33.9 55.3 36.0 17.5 37.1 44.6
Ours ResNet-50 12 34.1 56.0 36.1 17.7 36.6 44.9
Ours ResNet-50 36 X 37.6 60.4 40.2 20.9 40.5 48.6
Ours ResNet-101 12 35.8 58.2 38.0 18.7 38.8 47.1
Ours ResNet-101 36 X 39.1 62.2 42.1 21.8 42.5 50.8
Ours ResNeXt-101 36 X 40.2 63.8 43.1 23.1 43.6 52.0
Ours ResNeXt-101-DCN 36 X 41.8 65.7 45.0 24.0 45.2 54.6
Table 8. Performance of object detection on COCO[29] test-dev. Our method significantly surpasses all other state-of-the-arts. ’*’
indicates training without ATSS [48] assigner and ’jitter’ indicates using scale-jitter during training.
Method Backbone epochs jitter AP AP50 AP75 APS APM APL
Faster R-CNN[27] ResNet-101 12 36.2 59.1 39.0 18.2 39.0 48.2
Mask R-CNN[18] ResNet-101 12 38.2 60.3 41.7 20.1 41.1 50.2
Mask R-CNN[18] ResNeXt-101 12 39.8 62.3 43.4 22.1 43.2 51.2
RetinaNet[28] ResNet-101 12 39.1 59.1 42.3 21.8 42.7 50.2
RepPoints[47] ResNet-101 12 41.0 62.9 44.3 23.6 44.1 51.7
ATSS[48] ResNeXt-101-DCN 24 X 47.7 66.5 51.9 29.7 50.8 59.4
CornerNet[25] HG-104 100 X 40.5 56.5 43.1 19.4 42.7 53.9
ExtremeNet[50] HG-104 100 X 40.1 55.3 43.2 20.3 43.2 53.1
CenterNet [49] HG-104 100 X 42.1 61.1 45.9 24.1 45.5 52.8
Ours* ResNet-50 12 39.4 58.9 42.6 22.2 43.0 49.6
Ours ResNet-50 12 40.1 59.7 43.3 22.8 42.8 50.4
Ours ResNet-50 36 X 43.9 64.0 47.6 26.7 46.7 54.1
Ours ResNet-101 12 42.1 62.0 45.6 24.0 45.1 52.9
Ours ResNet-101 36 X 45.6 65.7 49.7 27.7 48.9 56.6
Ours ResNeXt-101 36 X 47.0 67.3 51.1 29.3 50.1 58.0
Ours ResNeXt-101+DCN 36 X 48.9 69.2 53.4 30.5 51.9 61.2
points number
81 225 441 729 1225
mAP
Figure 6. Illustration for upper bound of Dense RepPoints.
Table 9. The upper bound of IoU between predicted masks and
ground-truth using DTS and triangulation post-processing under
different point numbers.
n 9 25 49 81 225 441 729
IoU 53.9 70.2 78.5 84.3 91.2 94.3 95.6
tributed scores and point locations are equal to ground truth.
Firstly we use DTS to generate points for each ground-truth
mask. Then we assign ground-truth attributed scores to
these points. Finally we use triangulation interpolation to
predict masks. Table 9 shows the average IoU of our pre-
dicted masks and ground-truth masks. It can be seen that
the IoU is nearly perfect (above 95%) when the points num-
ber increases, which indicates that our DTS and triangula-
9
tion post-processing method is fully capable of depicting
the mask precisely.
5. Conclusion
In this paper, we present Dense RepPoints, a dense at-
tributed point set representation for 2D objects. By intro-
ducing efficient feature extraction and employing dense su-
pervision, this work takes a step towards learning a unified
representation for top-down object recognition pipelines,
enabling explicit modeling between different visual entities
e.g. coarse bounding box and fine instance mask. Besides,
we also propose a new point sampling method to describe
mask which is proved effective by our experiments. Exper-
imental results show that this new dense 2D representation
is not only applicable for predicting dense masks, but also
can help improve other tasks such as object detection via its
novel multi-granular object representation. We also analy-
sis the upper bound for our representation and will explore
how to design better score head and improve our system-
level performance particularly on large objects in future.
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