Abstract-This paper focuses on a software framework to support face recognition, a specific area of image processing. For the processing approach, we use principal component analysis (PCA), a data dimensionality reduction approach. The goal of this study is to understand the entire face recognition process with PCA and to present a software framework supporting multiple variations, which can be used to help users create customized face recognition applications efficiently.
I. INTRODUCTION
Face recognition has been studied for decades and has been applied in various areas. In 2012, Samsung released their new smart TV which incorporates face recognition by using a built-in camera. This new feature allows users to log into social network applications, such as Facebook, Twitter, or Skype without resorting to a userid and password. In addition, face recognition has also attracted the attention of governments because of its high security level and accessibility. DARPA (Defense Advanced Research Projects Agency) intends to supplant traditional digital passwords by scanning human faces [1] . Face recognition techniques even can support law enforcement. Karl Ricanek Jr. introduced an application of face recognition in detecting potential child pornography in computer storage. The results show a significant progress in both detection speed and accuracy [2] .
Recognizing human faces with computers originates from research in 1964, by Helen Chan and Charles Bisson [4] . Initially, most research focused on detecting individual features such as, the eyes, nose, and mouth. As mathematical approaches developed, researchers focused their attention on describing the entire face with statistical methods, which led to further advances in face recognition. Currently, face recognition approaches can be classified into many categories such as feature-based recognition, appearance-based recognition, template-based recognition. However, principal component analysis (PCA), proposed by Alex P. Pentland in 1991 [5] , is still one of the most popular analysis techniques. A number of variations based on the standard PCA approach have been developed for different situations. The PCA property of reducing data dimensionality without losing principal components is the key feature that makes it an object of continuing study.
Although PCA is a mature technique, it is still timeconsuming to implement the algorithm, especially when adapting it to different types of data, or combining it with preprocessing and result generation steps. Some popular image processing libraries, such as OpenCV, have standard PCA algorithms, but these libraries are not designed to help users customize applications. Furthermore, the multiple variations of PCA also need to be considered, since they produce better results when being used under extreme situations, such as nonuniform illumination, or exaggerated facial expressions. These libraries also do not consider other steps in the entire face recognition process.
In this paper, we propose an approach that uses an objectoriented framework design method for producing facial recognition software using PCA. This approach reduces preparation time in creating a specific software system for facial recognition. The framework defines multiple variations of the main steps, so that domain experts can easily customize their own applications to adapt to specific situations. For instance, they can use kernel PCA for non-linear image data, apply component-based PCA to reduce the effect of varying illumination and exaggerated expressions, and utilize R-PCA to offset noise.
The foundation of the work is a model integrating face recognition techniques with PCA. An implementation of the model is intended to be a friendly user interface containing the entire facial recognition process with a number of variations for major steps. Since the user interface is for users to customize their own applications, there will be multiple variations for the pre-processing phase, PCA phase, and verification phase. Within the user interface, users simply select and drag the modules they need, instead of generating complicated codes. However, producing codes directly for the models is also possible.
The main contributions described in this paper are: 1) A model which includes the entire facial recognition process using PCA with multiple variations in each phase for different facial conditions; 2) a high-level framework design; 3) implementation of the framework; and 4) a support tool for facial recognition with PCA.
II. PCA BASED FACE RECOGNITION SYSTEM
The entire facial recognition process with PCA is shown in Figure 1 and includes 6 main steps: (1) images representation, (2) detecting face regions, (3) detecting facial features, (4) preprocessing, (5) conducting PCA, and (6) verification. Image representation converts the image data to a proper format. Face region detection and facial feature detection prepare meta-data for later steps. Pre-processing reduces influences generated from the environment such as illumination to exhibit the exact information of the image. Conducting PCA classifies images based on the threshold set at the verification step.
To verify a face image using PCA, two image datasets are needed: a training dataset provides data for building a customized PCA model, and a testing dataset contains the images to be verified. 
A. Image representation
Images are stored in a computer as a 2-dimensional (2-D) matrix. Each element in the matrix represents a single pixel whose value ranges from 0 to 255. Color images have 3 different channels which represents red, green and blue, respectively. An extra channel named α represent the transparency of the image. The number of rows and columns of the matrix depend on the resolution of the image, which means that if an image has a higher resolution then there are more rows and columns and more storage is needed. Moreover, the number of rows and columns significantly affects the matrix computation speed. The size factor leads to a requirement to compress the data, which is why we want to use PCA.
Image representation is not only about the size of an image. Selecting appropriate image representation approaches for different recognition algorithms will improve efficiency and accuracy. This will be discussed in Section 3.
B. Face Detection
Face detection extracts the face region from the background of the image. As we can see, this technique has been integrated into most smart phones and works well in most situations. However, an approximate face area might be good enough for smartphone cameras, but when conducting face recognition, slight noise would impact the final result. For an environment where background color is close to skin color, or part of the face is in shadow, obtaining the face area becomes more difficult.
C. Feature Detection
To achieve high recognition accuracy using PCA, image alignment has to be performed. An affine transformation is a preferred choice for image alignment, as it is simple and can be processed quickly by a computer. To perform an affine transformation, three feature points are required on the facial images. The pupils of the eyes and the center point of mouth can provide these three points. Thus, the task of this step is to acquire these three feature points from face images.
In 2003, Z.Y.Peng, HZ Ai et al., proposed a feature detection method based on weight similarity [6] . First, the algorithm transforms the image to a binary format and the face area can be represented by B(x, y). Equation 1 shows the threshold for the binary image where H(i) stands for the histogram of the original image. Based on the pixel distribution of the face image, approximate areas of left eye and right eye can be measured, which can be represented as L(x, y) and R(x, y) respectively. Since the color of pupils differs from other part of eyes, once a point P l (x, y) = 1 is found, it can be assumed as left pupil candidate. Similarly, once a point P r (x, y) = 1 is found, it can be assumed as right pupil candidate. If both of P l and P r meet the condition shown in equation 2, they can be confirmed as the center points of two pupils. In the equation, γ(P l , P r ) stands for the similarity of the neighborhood of P l and P r , D(P l , P r ) and A(P l , P r ) are the distance constraint and angle constraint of P l and P r respectively. After localizing two pupils, the center point of mouth P m can be confirmed by integral projection. Figure 2 shows the flow of feature detection.
B(x, y)
= 0 if A(x,y)≥θ 1 if A(x,y)≤θ , θ i=0 H(i) = 15% × i=0 255 H(i) (1) B(x, y) = max(γ(P l , P r )D(P l , P r )A(P l , P r ))(2)
D. Pre-processing
Image pre-processing is always an important topic in face recognition, since in this step, most factors which potentially affect the final recognition result are expected to be eliminated. Researchers have explored a large number of methods to reduce different types of noise, including histogram normalization and converting an image to a binary representation. The majority of these methods aim at reducing noises, whereas some of them also change the format of the image which then can be used in later steps. In this section, we continue the content in feature detection and introduce the basic idea of affine transformation in images.
As we have discussed, three feature points, i.e., two pupils and the center point of mouth can be represented as P l , P r , and P m . Basically, an affine transformation aligns every image according to the same template. The three feature points will remain in the same position, and the other pixels will be moved. Equation 3 shows the principal of an affine transformation, where (x, y) and (x , y ) stand for the pixels on the original face image and transformed template image, respectively. Figure 3 shows the process of affine transformation of face images. 
E. PCA
The concepts behind PCA were invented in 1901 by Karl Pearson [7] . The original idea is to use an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. In 1991, Pentland and Turk transplanted PCA to face recognition and proposed a method called eigenface, which is used frequently in face recognition research. The basic idea is to extract the most significant information from face images which then can be used to form a sub-space named feature space. The dimensionality of the new formed sub-space is much smaller than that of original images, but components which are used for identifying a face are retained. The image set used to build this sub-space is called a training set, and the image set reflecting the components in the sub-space is called eigenfaces. Once the sub-space is established, a testing image can be projected onto the space to generate a new image. The similarity of this new image and the original image can be used for the verification step.
In equation 4 and 5, M stands for the dimensionality of the feature sub-space, U k , k = 1, 2, ..., M are the eigenfaces, ω stands for the average face. Figure 4 shows a set of eigenfaces generated from a training dataset containing about 200 pictures. Figure 5 shows 3 original pictures and corresponding ones after being projected to the sub-space. As the pictures of the training dataset are of the same person, so the projected pictures are relatively similar to the original ones. Figure 6 shows the steps in the conventional PCA process. 
F. Verification
As already mentioned, the verification step compares the original input image with its projection on the feature subspace. However, there are many methods for comparing the similarity of two images. Choosing the proper method can help generate better results. Since images are represented as a matrix, the problem becomes one of comparing the similarity of two matrices or vectors, which can be easily solved with statistical methods.
Measures such as the Euclidean distance, Manhattan distance, Chebyshev distance, and Minkowski distance are all sufficient to tackle such a problem. Each of them has its own advantages and disadvantages, so selecting the optimal measure for the problem is important.
III. FRAMEWORK FOR PCA BASED FACE RECOGNITION
In this section, a framework for a face recognition system with PCA is presented, as shown in Figure 8 . The model describes the entire recognition process, and for each phase in the process, some possible variations are offered to adapt to different cases and to help researchers customize their applications. We will consider extreme cases, such as nonuniform illumination, exaggerated facial expressions, shooting angle of the images and data type of the images. Besides the options included in the framework, we will discuss other potential approaches. The outline of the framework follows.
For face representation, we will talk about Gabor wavelet, PCA expression, and shape and texture expression. For face detection, we will talk about statistical model, neural networks, and color based methods. For pre-processing, we will talk about face separation, and local binary pattern (LBP). For PCA, which is the core step, we will talk about Kernel PCA and standard PCA.
Through the combination of different variations, the framework is able to provide at least 108 application instances in total, as there are three variations for face recognition step, face detection step, and verification step respectively, and two variations for pre-processing step and PCA step respectively. However, the application instances which can be produced by the framework is a lot more than 108, since in practical use, some variations in the same step might be combined, some step can be omitted, and some variations need to collaborate with other simple mathematical operations. Therefore, to estimate conservatively, the actual number of application instances that can be produced by this framework exceeds 150. Though these instances are not able to cover all situations, the framework offer a significant assistance for researchers.
A. Image representation
In this section, we will present three different variations for representing images, as shown in Figure 7 .
1) Gabor wavelet:
The Gabor wavelet representation captures salient visual properties such as spatial localization, orientation selectivity, and spatial frequency. It has been shown that Gabor wavelet is particularly suitable for image decomposition and representation when the goal is the derivation of local and discriminating features. In 1999, Donato et al. [12] , showed that the Gabor filter representation gave better performance for classifying facial actions.
2) PCA expression: PCA is the main step in face recognition systems but it also can be used as an image representation method when combined with other recognition approaches. When it is used for representing images, PCA's main function is to compress the image and retain its most important information. As shown in the work done by Donato et al. [12] , PCA is used before the IPA (Implicit Positive Association ) process. 3) shape and texture expression: The shape and texture expression methods use geometric concepts to represent a human face. As shape and texture expressions ignore the color and illumination of a face, it will reduce the noise that impacts the recognition accuracy.
The feature geometry of a face, shape (vector), is represented by a set of control points that are derived by manual annotation. The control points, shown in Figure 9 and 10, underscore the important shape features such as the eyebrows, eyes, bridge of nose, nose, mouth, and the contour of the face. Texture is a normalized (shape-free) face image that is warped to the mean shape. The warping transformation first implements a triangulation procedure to partition a face into a number of small triangular regions, and then performs an affine transformation for every small triangular region to warp the original face image to the mean shape. After the warping transformation, all the textures (shape-free images) have the same face contour as the mean shape. The triangle example is shown in Figure 11 . Fig. 12 . Face detection.
B. Face detection
Face detection provides the basic face image area for the entire recognition process. The detection accuracy significantly influences the final result, as too much background noise affects most recognition algorithms. For this phase, we provide three variations.
1) statistical model:
In 2000, Henry et al. [13] , proposed a statistical method for 3D object detection. The method is able to detect both object appearance and non-object appearance using a product of histograms. Each histogram represents the joint statistics of a subset of wavelet coefficients and their position on the object. The approach is to use many such histograms representing a wide variety of visual attributes. The result demonstrates detection accuracy.
2) neural networks:
In 1998, Henry et al. [14] presented a neural network-based upright frontal face detection system. Figure 13 shows the basic idea of the system. A window of the image which might contain a face region is first obtained. Then a series of pre-processing steps, such as light correction and histogram normalization, are applied to the window to reduce noise. Finally, the window is passed through a neural network,which decides whether the window contains a face. It has been shown in the result that the algorithm can detect between 77.9 percent and 90.3 percent of faces in a set of 130 test images, with an acceptable number of false positives.
3) color based methods:
In 2001, Hichem et al. [15] proposed a skin color approach for fast and accurate face detection which combines skin color learning and image segmentation. This approach starts from a coarse segmentation which provides regions of homogeneous statistical color distribution. Neural networks were also used to study the skin color distribution.
C. Pre-processing
As shown in Figure 14 , this section discusses two types of pre-processing approaches. Face separation mainly handles facial images with exaggerated expressions, and local binary pattern deals with non-uniform illumination.
1) Face separation:
When people take pictures, it is hard to always control their facial expressions. On the other hand, an ideal face recognition system should not expect users to have normal expressions. However, extremely exaggerated facial expressions do impact on the recognition process, especially for feature detection or image aligning. To reduce the influence, this pre-processing method divides a face image into 4 parts which are: eyes, nose, mouth, and entire face, so the steps shown in Figure 15 can be performed on each part.
In 2014, Peng et al., used face separation for standard PCAbased face recognition system [8] . They conducted PCA on each part of the face mentioned previously, and integrated the score with equation 8, where δ F stands for the score of entire face, δ M stands for the score of mouth, δ N stands for the score of nose, and δ E stands for the score of eyes. The weight assigned for each part is obtained from experimentation. The result shows significant progress in recognizing face images with exaggerated expressions. 
2) Local binary pattern:
Local binary pattern, known as LBP, was proposed by DC. He and L. Wang in 1990 [9] . The basic idea is to calculate a weighted sum for a single pixel with its neighboring pixels. Generally, the window size of sum is set as 3×3. Basically, it is still creating a binary representation of an image. LBP traverses the image using every pixel as a center point, and for all of the eight neighboring pixels, a calculation is performed. If a pixel has a gray value less than the gray value of the center point, assign the pixel a value of zero; otherwise, assign one, as shown in equation 7, where I(Z i ) represents neighboring pixels, and I(Z 0 ) represents the center pixel. The assignment process can be demonstrated in Figure  16 . The weight assigned to each pixel is always different. One possible weight distribution is shown in Figure 17 . It has been shown that LBP performs well on image classification, and as the computation is simple, it is efficient for most cases. However, it has some limitations including low extendibility and scalability. Fortunately, after about 10 years of research, some variations of LBP have partially overcome these deficiencies. In 2002, Ojala T et al. [10] , proposed a method which uses a circular neighborhood with arbitrary radius instead of a 3×3 window, as shown in Figure 18 . In 2007, Xiaoyang Tan et al. [11] , made changes based on LBP and proposed Local Ternary Patterns (LTP), which compare the value of neighboring pixels with the value of the center pixel plus a range value t. Then the eight neighbor values are able to be encoded. The process is shown in Figure 19 .
Besides the variations of LBP, researchers also combined LBP with other algorithms, in order to enhance the efficiency. 
D. PCA
In this section, the core step, using PCA for recognition of face images is discussed. As the Figure 21 shows, two types of variations are provided. Standard PCA is mainly used for Figures 22, 23, and 24 show an example of using PCA on a dataset with the dimensionality of 3. Figure 22 shows the original dataset. Two categories of data are mixed together and hard to be classified. Figure 23 shows the eigenvalues and eigenvectors of the original dataset. After being processed by PCA, the dimensionality is reduced to 2 and the classification is clearer, as shown in Figure 24 . The original idea of using PCA on face recognition was first proposed by Turk and Pentland in 1991 [5] . The basic principal has been introduced in previous sections. Although researchers have been studying PCA for decades, it is still the first preferred approach for face recognition, because of its robust nature and extendibility. In addition, it is easy to combine PCA with other existing methods. 2) Kernel PCA: Kernel PCA is an extension of PCA using techniques of kernel methods. The basic idea is to first map the input space into a feature space via nonlinear mapping and then compute the principal components in that feature space.
Standard PCA works well if the data is linearly separable. However, in practice, image data is always impacted by external factors, such as shooting angle, illumination, and other noise. So the property of being linearly separable is not guaranteed. Hence, a nonlinear approach is required in these cases. Figure 25 shows a comparison between linear data and non-linear data. 
E. Verification
As shown in Figure 30 , we introduce three measurements for the final verification step. The methods in this step are basically mathematical formulae related to matrix operations, as the verification step is actually comparing the results represented as a matrix from previous steps. The three methods are correlation, Mahalanobis distance, and Euclidean distance. 
1) Correlation:
In statistics, a correlation table and a correlation graph are able to describe the relationship and relation direction between two variables. However, the degree of the correlation cannot be measured. Therefore, the statistician Karl Person proposed a correlation coefficient. According to the type of research target, correlation coefficients can be classified into three categories, which are simple correlation, multiple correlation, and classic correlation. Here, we only discuss simple correlation. The correlation of two variables can be calculated with Equation (8).
Where E(X) stands for the expectation of variable X and σ(X) is the standard deviation of X. Correlation has relatively low computational complexity, but the result varies according to the number of samples. When the number of samples is small, the result fluctuates significantly with the addition of another sample; whereas, when the number of samples is large addition of a sample will not have much effect.
2) Mahalanobis distance:
Mahalanobis distance was proposed by the Indian statistician P. C. Mahalanobis, which expresses the covariance distance of data. Compared with other similar measurements, Mahalanobis distance takes the relationship between various features into account. Moreover, it is scale-invariant, which means it is able to remove the interference between variables. The Mahalanobis distance of two vectors can be calculated with Equation (9) .
Where S represents the covariance matrix.
The most significant shortcoming of Mahalanobis distance is that it might exaggerate the impact of a variable with small variation.
3) Euclidean distance:
Euclidean distance is one of the most widely used measurements in statistics. It reflects the actual distance of two vectors in space. Euclidean distance in 2D space can be calculated with Equation (10) .
When extended to n-dimensional space, the Euclidean distance of vector a(X 11 , X 12 ,, X 1k ) and vector b(X 21 , X 22 ,,X 2k ) can be calculated with Equation (11) .
Euclidean distance is the simplest measurement of two random variables. However, since it does not consider the distribution or relationship among different variables, it may not be able to reflect as much information as other approaches.
IV. CONCLUSION
Images are one of the most widely used data types and their analysis needs to be automated. This study focuses on a specific area of image application, face recognition. For the processing approach, we study a data dimensionality reduction approach, namely principal component analysis (PCA).
Although PCA is a mature technique, the algorithm is still time-consuming to implement, especially when adapting to different types of data, or combining with pre-processing and result generation steps. Some popular image processing libraries, such as OpenCV, have integrated standard PCA algorithms, but they are not able to help users customize their own applications. Furthermore, variations of PCA also need to be considered, since they produce better results when being utilized in difficult situations, such as non-uniform illumination or exaggerated facial expressions. The libraries also do not consider other steps in the entire face recognition process. Therefore, our goal of this paper is to survey the entire face recognition process with PCA and to present a software framework providing multiple variations which are able to assist users in customizing their applications.
V. FUTURE WORK
The framework provides multiple options for each step in a PCA-based face recognition system. However, the development of the field of face recognition has proposed more advanced techniques, which might outperform the algorithms that we included in the framework. Therefore, studying new techniques and integrating them with our framework would be beneficial and help us improve the breadth of the framework. Certainly, it is not enough to add new variations to the model. Classifying those variations by their distinct functions is more important, as users would be able to choose the variations they need for their own applications.
In addition, case study will be the next step of the research. A PCA-based face recognition system applied to smart phones is being considered. The system will work under nonillumination and exaggerating facial expressions. Some of the variations in the model will be used to solve these problems.
