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From formal to actual Puiseux series solutions of algebraic
differential equations of first order
Vladimir Dragovic´1 , Renat Gontsov2, and Irina Goryuchkina3
Abstract
The existence and uniqueness of formal Puiseux series solutions of non-autonomous
algebraic differential equations of the first order at a nonsingular point of the equation is
proven. The convergence of those Puiseux series is established. Several new examples are
provided. Relationships to the celebrated Painleve´ theorem and lesser-known Petrovic´’s
results are discussed in detail.
Key words: first order algebraic ODE; fixed singularity; Painleve´ theorem; Petrovic´ poly-
gons; Puiseux series solutions; convergence.
1 Introduction
The solution of the algebraic equation
F (x, y) =
n∑
i=1
ai x
piyqi = 0, x, y ∈ C, (1)
is a unique object, an algebraic function y = y(x) if the polynomial F is irreducible or a set
of algebraic functions if F is reducible. When one talks about local properties of the solution,
then in a neighborhood of almost every point x = x0 there are finitely many holomorphic
germs of the function y(x). In a neighborhood of every exceptional point x = x0, there are
finitely many germs of this function which can be presented as convergent Puiseux series in
fractional powers of the variable x − x0. The construction of the Newton–Puiseux polygon of
an algebraic equation allows to find all the germs. On the other hand, every Puiseux series,
which formally satisfies the equation (1), has a nonzero radius of convergence, see [17] for a
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contemporary account and [18, Ch. 4.3] for a more classical approach. When we consider an
algebraic differential equation
f(x, y, y′) =
n∑
i=1
ai(x) y
pi(y′)qi = 0, (2)
ai being polynomials, then the situation is quite different. The solution is not a unique object
any more. In such a case, we consider an entire family of solutions collected under one notion
– the general solution of the equation. We come to two natural and important questions:
i) What can be said about local presentations of the solutions of such an equation?
ii) What can be said about the convergence of the Puiseux series, which formally satisfy the
equation?
The answers to these questions for ODEs, in a much bigger rate than in the case of algebraic
equations (1), depend on a point for which they are posed.
A point x = x0 ∈ C will be referred to as a singular point of the equation (2) if it is a zero of
any of the coefficients ai. In such a point, the solutions may have singularities of non-algebraic
type, and also the formal power series in the variable x − x0, which satisfy (2), may diverge.
As a simple example, we consider the equation
xy′ − 1 = 0.
Its general solution possesses a singularity of non-algebraic type at the singular point x = 0 of
the equation. Another, notable example is the Euler equation (see [6, Ch. II]),
x2y′ − y + x = 0
with x = 0 as a singular point of the equation. It has a formal solution in a form of the series
∞∑
k=0
k!xk+1
with the radius of convergence equal to zero. Along with finite singular points of the equation
(2), we consider x = ∞ as an infinite singular point of the equation, if, after the change of
variables t = 1/x the point t = 0 is a singular point of the transformed equation.
But if we are talking about a non-singular point of the equation (2), then, as we show
in the present paper, the situation here turns out to be almost the same as in the case of
algebraic equations (1). Namely, according to the celebrated Painleve´ theorem [10], [11], [12]
every solution to the equation (2) can only have a singularity of an algebraic type at a non-
singular point x = x0 of the equation, with the exception of some particular points at most.
We prove that every Puiseux series in powers of the variable x − x0, starting with a non-zero
power c(x − x0)
λ, λ ∈ Q∗, and formally satisfying (2), converges in a neighborhood of the
non-singular point x = x0 of the equation (2). The last statement is content of Theorem 2.
2
Theorem 2 generalizes the corresponding statement of the paper [2], where the convergence of
any Puiseux series formally satisfying an autonomous algebraic ODE of first order was proved.
We discuss delicate questions about formal Puiseux series solutions starting with a constant
term, and about particular non-singular points of the equation, exceptional for the Painleve´
theorem, and their interrelation, in the last two Sections 5 and 6 of the paper. We provide
several examples, including a few new ones, which were constructed to illustrate and clarify
these important issues.
Before we investigate the question of convergence of the formal Puiseux series satisfying
a non-autonomous algebraic differential equation of first order at a non-singular point of the
equation, we will prove the existence and uniqueness of such formal Puiseux series solutions in
Theorem 1. To that end we will employ the Newton–Puiseux polygons in the form in which
it was proposed and applied by Mihailo Petrovic´ to study the local behavior of solutions in
a neighborhood of such a point. Thus, the Petrovic´ method is exposed in the next Section.
As a side remark let us also mention that Petrovic´ observed an interesting application of non-
autonomous algebraic differential equations of the first order in chemical dynamics in [15].
2 Petrovic´’s polygonal method and theorems
The Serbian mathematician Mihailo Petrovic´ Alas, a student of Emile Picard and Charles
Hermite, defended his thesis [13] in 1894. One of the chapters of his thesis is devoted to
the study of the analytic properties of solutions of first-order algebraic differential equations.
He developed a method, the Petrovic´ polygonal method, applicable to algebraic differential
equations of any order. His method uses the same principles as the Newton–Puiseux polygonal
method for algebraic equations. Moreover, the Petrovic´ polygon differs from the polygons of
C. Briot and J. Bouquet, and of H. Fine [5], who also generalized the Newton–Puiseux polygon
method. In [4], a comparative analysis of constructions of polygons of Petrovic´ and Fine was
performed and Theorem 7 therein establishes the relationship between the two methods under
certain conditions, see also [3], Theorem 2, where the notion of ”the Fine–Petrovic´” polygons
was coined.
Petrovic´ investigated the local behavior of the general solution of the equation (2) in the
neighborhood of its non-singular point x = x0. According to the Painleve´ theorem, the solutions
of the equation (2) generically have the local form y = (x − x0)
λf(x), where λ ∈ Q, and the
limit of the function f(x) is finite and nonzero at the point x = x0. Petrovic´ considered the case
when λ 6= 0, i.e. he investigated the question of movable zeros and poles (generally speaking,
critical) of the general solution. He proved the following remarkable statements (see The´ore`me
II and The´ore`me V on pages 16-25 in [13]).
The first statement: the presence of an inclined edge of the polygon of the equation (2)
with the internal normal vector (λ,−1), λ < 0, is a necessary and sufficient condition for the
general solution of this equation to have a movable pole of order −λ. The second statement can
be considered as a consequence of the first: the presence of an inclined edge of the polygon of
the equation (2) with the internal normal vector (λ,−1), λ > 0, is a necessary and sufficient
condition that the general solution to this equation has a movable zero of order λ.
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The polygon of the algebraic differential equation (2) is defined by Petrovic´ [13] as the
convex up part of the boundary of the convex hull of the set of points (Mi, Ni) = (pi + qi, qi),
i = 1, . . . , n, in the plane OMN . A distinctive feature of the polygon of a differential equation
of precisely the first order is that, as for the Newton–Puiseux polygon of an algebraic equation,
to each of its points corresponds exactly one monomial of the sum (2).
We can conclude that Petrovic´ proved that: if a polygon has an inclined edge with an inner
normal vector (λ,−1), λ 6= 0, then there exists a solution y = (x−x0)
λf(x) of the equation (2)
such that f(x0) 6= 0.
3 The existence of solutions in the form of formal Puiseux
series
We prove a statement close to Petrovic´’s theorems. However, in contrast to the Petrovic´
theorems, our result is related to the formal Puiseux series. This is Theorem 1, which is
presented below. Theorem 2 will follow from Theorem 1.
Theorem 1. Let x0 be a nonsingular point of the equation (2). Suppose that the polygon
of that equation has an inclined edge with an inner normal vector (λ,−1), λ 6= 0. Consider the
approximate equation
fˆλ(y, y
′) =
′∑
i
ai(x0) y
pi(y′)qi = 0, (3)
where only the monomials of the function f corresponding to the points of this edge participate
in the sum. Each solution of the equation (3) of the form ϕ0 = c(x− x0)
λ 6= 0 is the first term
of a uniquely defined Puiseux series satisfying the equation (2) and having a nonzero radius of
convergence.
Remark. Generally speaking, there can exist several significantly different such solutions
of the form ϕ0 = c(x− x0)
λ 6= 0 of the equation (3). Here the significant difference means that
they are not transforming into each other after analytic continuation around the point x = x0.
Each such solution will generate its own Puiseux series solution of the original equation.
Proof. For simplicity and without loss of generality, we assume that x0 = 0. We substitute
the function ϕ0 = cx
λ in the approximate equation (3) (in the polynomial fˆλ(y, y
′)):
fˆλ(ϕ0, ϕ
′
0) =
′∑
i
ai(0) λ
NicMi xλMi−Ni,
where the sum goes over the points (Mi, Ni) = (pi + qi, qi) of the polygon of the equation (2)
that lie on its edge with the internal normal vector (λ,−1), i.e. in which the linear function
L(X, Y ) = λX − Y takes the same value. Hence, fˆλ(ϕ0, ϕ
′
0) = 0 if c 6= 0 is the root of the
polynomial
Pλ(c) =
′∑
i
ai(0) λ
NicMi.
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Note that this polynomial necessarily has a nonzero root, since it contains at least two
monomials and all Mi are different.
1) Existence. Now we prove the existence of a formal Puiseux series satisfying the equation
(2) and starting with term of ϕ0. The polynomial fˆλ(y, y
′) can be expanded into a product of
the form
fˆλ(y, y
′) = (y′ − α yq)m P (y)(y′ − g1(y))
m1 . . . (y′ − gr(y))
mr ,
where m,mi ∈ N, q ∈ Q, α ∈ C
∗, P is a polynomial and gi are algebraic functions. Moreover
λ− 1 = λq and λc− αcq = 0.
Since the linear function L takes the same value at all points corresponding to the monomials
of the polynomial fˆλ, then
fˆλ(y, y
′) = (y′ − α yq)mCyk(y′ − α1 y
q)m1 . . . (y′ − αr y
q)mr , k ∈ N, αi 6= α. (4)
Consider the algebraic equation corresponding to the equation (2)
f(x, y, v) =
n∑
i=1
ai(x) y
pivqi = 0, (5)
assuming x to be a parameter close to zero. The Newton–Puiseux polygon of this algebraic
equation (the convex hull of the set of points (pi, qi), i = 1, . . . , n) possesses an edge with an
inner normal vector (1, q). Those monomials ypivqi of the sum (5) that correspond to the points
(pi, qi) lying on this edge, coincide with the monomials y
pi(y′)qi of the function fˆλ(y, y
′) (which
correspond to the points (Mi, Ni) = (pi+qi, qi) lying on the edge of the polygon of the equation
(2) with the inner normal vector (λ,−1)). Thus, let us denote
fˆq(x, y, v) =
′∑
i
ai(x) y
pivqi,
the sum corresponding to the edge of the Newton–Puiseux polygon of the equation (5) with
the inner normal vector (1, q). We have
fˆq(0, y, v) = fˆλ(y, v) = (v − α y
q)mCyk(v − α1 y
q)m1 . . . (v − αr y
q)mr ,
and also
fˆq(x, y, v) = (v − ψq(x) y
q)mC(x)yk(v − ψ(1)q (x) y
q)m1 . . . (v − ψ(r)q (x) y
q)mr ,
with ψq(0) = α. Consider the expansion of the solution v = v(y) of the algebraic equation (5)
in a neighborhood of the point y = 0 (if λ > 0) or the point y = ∞ (if λ < 0), starting with
the term v0 = ψq(x)y
q:
v = ψq(x)y
q + ψq1(x)y
q1 + . . . =: Fq,ψq(x, y),
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where: i) q < q1 < . . ., if y → 0; ii) q > q1 > . . ., if y →∞.
It is enough to prove the existence of a needed formal solution in the form of a Puiseux
series for the differential equation
y′ = Fq,ψq(x, y). (6)
Consider for this the change of variables
y = u±ν, x = zp,
where ν ∈ N is the common denominator of the numbers q, q1, . . ., and p ∈ N is determined,
firstly, by the condition pλ/ν ∈ Z, and, secondly, by the fact that the substitution of x = zp
into the function Fq,ψq(x, y) makes it single-valued in z in a neighborhood of the point z = 0.
The sign in front of ν matches the sign of λ. Such a change of variables leads to the following
transformations:
y′ = ±ν u±ν−1 u′ = ±
ν
p
u±ν−1
z
x
du
dz
,
Fq,ψq(z
p, u±ν) = ψq(z
p)u±νq +
∑
i>1
ψqi(z
p)u±νqi,
and, consequently, the equation (6) gets the form
± ν u±ν(1−q) δu = pzp u
(
ψq(z
p) +
∑
i>1
ψqi(z
p) u±ν(qi−q)
)
, (7)
where δ = z(d/dz). Observe that ±ν(1 − q), ±ν(qi − q) are positive integers.
We search a solution of the equation (7) in the form of series
u = z±pλ/ν
∞∑
k=0
ckz
k =
∞∑
k=0
ckz
k±pλ/ν ∈ C[[z]], c±ν0 = c.
Then
u±ν(1−q) = zpλ(1−q)
( ∞∑
k=0
ckz
k
)±ν(1−q)
= zp
( ∞∑
k=0
ckz
k
)±ν(1−q)
,
δu = z±pλ/ν
∞∑
k=0
ck
(
k ± pλ/ν
)
zk,
and, by substituting these series in (7), we come to the relation
±ν
( ∞∑
k=0
ckz
k
)±ν(1−q) ( ∞∑
k=0
ck
(
k ± pλ/ν
)
zk
)
= p
( ∞∑
k=0
ckz
k
)
(α + . . .),
with the observation, that ψq(0) = α.
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We show that from this relation all coefficients c1, c2, . . . are uniquely determined. Indeed,
for each coefficient ck, k > 0, we obtain the equation
±ν c
±ν(1−q)
0 (k ± pλ/ν)ck ± c
±ν(1−q)−1
0 ν(1− q)c0pλck − pαck = bk(c0, . . . , ck−1),
where bk is the polynomial from the previous coefficients cj . This equation for any k > 0 has a
unique solution, since the coefficient at ck is nonzero:
±ν c1−qk + pλ c1−q ± ν c1−q(1− q)pλ− pα = ±ν c1−q(k + p) 6= 0
(recall that λ c1−q = α and (1− q)λ = 1).
2) Convergence. Thus, the existence of the formal solution
uˆ =
∞∑
k=0
ckz
k±pλ/ν ∈ C[[z]]
of the equation (7) is proved. Now we prove its convergence. To do this, we use the Malgrange
theorem [8], according to which the formal solution uˆ =
∑
k>1 akz
k of the differential equation
F (z, u, δu) = 0, where F (z, u0, u1) is an analytic function at the point 0 ∈ C
3, has a non-zero
radius of convergence if
ord0
∂F
∂u0
(z, uˆ, δuˆ) > ord0
∂F
∂u1
(z, uˆ, δuˆ).
In our case
F (z, u0, u1) = ±ν u
±ν(1−q)
0 u1 − pz
p u0
(
ψq(z
p) +
∑
i>1
ψqi(z
p) u
±ν(qi−q)
0
)
,
thus
∂F
∂u1
(z, uˆ, δuˆ) = ±νuˆ±ν(1−q) = ±ν zp
( ∞∑
k=0
ckz
k
)±ν(1−q)
,
∂F
∂u0
(z, uˆ, δuˆ) = ν2(1− q) uˆ±ν(1−q)−1δuˆ−
−pzp
(
ψq(z
p) +
∑
i>1
(1± ν(qi − q))ψqi(z
p)uˆ±ν(qi−q)
)
,
and consequently,
ord0
∂F
∂u0
(z, uˆ, δuˆ) > p = ord0
∂F
∂u1
(z, uˆ, δuˆ).
Thus, the equation (7) has a solution in the form of a convergent Taylor series u(z) =
c0 z
±pλ/ν+. . ., and then the equation (6), consequently, has a solution in the form of a convergent
Puiseux series y(x) = u±ν(x1/p) = c xλ + . . .. The uniqueness of such a Puiseux series, starting
with the term c xλ, does not automatically follow from the uniqueness of the series u(z), starting
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with the term c0 z
±pλ/ν , since for a fixed c there is freedom in choosing c0: c
±ν
0 = c. In addition,
the transformation of the equation (6) can be done using different changes of variable, and it
would be necessary to prove the independence of the result from the choice of transformation.
To avoid these difficulties, we are going to prove the uniqueness of the solution y(x) =
c xλ+ . . . of the equation (6), starting with the term c xλ, working directly with this equation.
3) Uniqueness. Let us substitute the resulting solution of the equation (6) in the form of
a Puiseux series
y(x) =
∑
k>0
ak x
(l+k)/r, r ∈ N, l/r = λ, a0 = c,
and show that its coefficients a1, a2, . . . are uniquely determined by:
∑
k>0
l + k
r
ak x
(l+k)/r = xψq(x)x
ql/r
(∑
k>0
ak x
k/r
)q
+
+xψq1(x)x
q1l/r
(∑
k>0
ak x
k/r
)q1
+ . . . ,
or, taking into account the relation ql/r = l/r − 1 (qλ = λ− 1),
∑
k>0
l + k
r
ak x
k/r = ψq(x)
(∑
k>0
ak x
k/r
)q
+
+x(q1−q)l/rψq1(x)
(∑
k>0
ak x
k/r
)q1
+ . . . .
We thus get the equation
cl/r +
∑
k>1
l + k
r
ak x
k/r = (α + . . .)
(
cq + qcq−1
∑
k>1
ak x
k/r + . . .
)
+
+x(q1−q)l/rψq1(x)
(
cq1 + q1c
q1−1
∑
k>1
ak x
k/r + . . .
)
+ . . . .
Therefore, cl/r = αcq (which we obtained earlier in the form cλ = αcq) and the relation
for each coefficient ak, k > 1, has the form
l + k
r
ak = qα c
q−1ak + bk(c, a1, . . . , ak−1),
where bk is a polynomial of the previous coefficients. Thus, every coefficient ak is uniquely
determined from the equation
(1 + k/r)ak = bk(c, a1, . . . , ak−1),
whence the uniqueness of the solution y(x) = c xλ + . . . of the equation (6), starting with the
term c xλ, and therefore, by virtue of the considered construction, the uniqueness of such a
solution for the equation (2) follows as well. This proves Theorem 1. ✷
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4 From formal to actual solutions
Now Theorem 1 allows us to prove the statement on the convergence of formal Puiseux series
solutions of a general algebraic ODE of first order.
Theorem 2. All formal Puiseux series in powers of x−x0 satisfying the equation (2) and
starting with a non-constant term, where x0 is a non-singular point of the equation, converge
in some small neighborhood of it.
Proof. From the initial arguments in the proof of Theorem 1, carried out in the reverse
order, it follows that the first term ϕ0 = c(x − x0)
λ, λ ∈ Q∗, of the formal Puiseux series
ϕ satisfying the equation (2), is a solution of the approximate equation (3), corresponding to
the inclined edge of the polygon of the equation (2) with the inner normal vector (λ,−1). By
virtue of uniqueness and convergence of the Puiseux series starting with ϕ0 and satisfying the
equation (2), the series ϕ has a non-zero radius of convergence. ✷
Note that in the case when the equation (2) is autonomous (i. e., all the ai are constant), it
has no singular points, hence, any formal Puiseux series solution of such an equation, starting
with a non-constant term, has a non-zero radius of convergence. If the series starts with a
constant term c 6= 0, we can apply the transformation y(x) = c + u(x) and come to the
autonomous equation with the formal Puiseux series solution that starts with a non-constant
term. Thus we obtain one of the results of the paper [2]: any formal Puiseux series solution of
an autonomous algebraic ODE of first order has a non-zero radius of convergence.
A formal Puiseux series in powers of x − x0 satisfying the non-autonomous equation (2)
and starting with a constant term, where x0 is a non-singular point of the equation, in general
may diverge. Indeed, in this case after the change of variable y(x) = c+ u(x) the point x0 may
certainly become a singular point of the transformed equation, so that Theorem 2 may become
non-applicable. Let us illustrate this situation with the following example.
Example 1. The equation
− 2y3y′3 − y2y′2 + y − (x3 + 1) = 0 (8)
has three finite singular points x1, x2, x3, which are the solutions of the equation x
3
i = −1, and
one can show, exactly in the same way as it is done for other formal series further on, that
there are three divergent formal power series solutions in powers of x − xi corresponding to
these points. But there is also a formal power series solution
1 +
∑
k>3
ck(k − 2)! x
k (9)
in powers of x, starting with the constant term c0 = 1 and having a zero radius of convergence,
though the point x = 0 is non-singular for the equation and has no specific feature at a first
glance. Nevertheless, it becomes singular for the transformed equation after the change of
variable y = 1 + w. Indeed, after this transformation, we come to the equation
(1 + w)2(1 + 2(1 + w)w′)w′2 = w − x3.
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By substituting into the above equation w =
∑
k>3 ck(k − 2)! x
k, we get c3 = 1 and, further,
(1 + 6x2 + . . .)w′2 =
∑
k>4
ck(k − 2)! x
k,
hence
(1 + 6x2 + . . .)
(∑
l>3
cl(l − 2)! l x
l−1
)(∑
m>3
cm(m− 2)!mx
m−1
)
=
∑
k>4
ck(k − 2)! x
k.
Thus, c4 = 9/2. By comparing the coefficient ck(k − 2)! of x
k on the right hand side with the
coefficient of xk from the left hand side, we get
ck(k − 2)! = 6ck−1(k − 3)!(k − 1) + Pk(c3, . . . , ck−2), k = 5, 6, . . . ,
where Pk is a polynomial with positive coefficients. From the relation,
ck =
6(k − 1)
k − 2
ck−1 +
1
(k − 2)!
Pk(c3, . . . , ck−2), k = 5, 6, . . . ,
the coefficients ck are uniquely determined. Taking into account that c3 = 1 and c4 = 9/2, by
using the mathematical induction, we prove ck > 1 for all k > 3. Consequently, the series (9)
has the radius of convergence equal to zero.
5 Fixed and movable singular points of solutions and the
Painleve´ theorem
Let us return to the Painleve´ theorem we have mentioned in Introduction. As Paul Painleve´
formulates in his lectures [12],
the solutions of the equation (2) can have singularities of non-algebraic type only at certain
finite set of fixed points determined by the equation.
In other words, non-algebraic singular points of the solutions of a first order algebraic
ODE cannot fill domains in C. As we will see further, in general, these fixed singular points
of solutions of a non-linear ODE may differ from the singular points of the equation. The
question of their detecting is quite delicate and elaborate. This means, in particular, that one
cannot consider Theorem 2 as a consequence of the Painleve´ theorem and asymptotic theory
of differential equations. On the other hand, for any point x = x0 that does not belong to the
finite set of non-algebraic singular points of the general solution of (2), even if it is a singular
point of the equation, the convergence of formal Puiseux series solutions in powers of x − x0
could be considered as such a consequence of the Painleve´ theorem. Thus, in this section we
clarify the issue of detecting fixed singular points of solutions of a general algebraic ODE of
first order. We illustrate how the Newton–Puiseux technique explained above helps in studying
this important and challenging problem.
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Due to Painleve´ [10] (see also Malmquist [9]), in the particular case of the equation linear
with respect to y′,
y′ =
P (x, y)
Q(x, y)
, (10)
P,Q being polynomials, the fixed singular points of solutions are detected as the points x = x0
for which
i) either Q(x0, y) ≡ 0;
ii) or the equations P (x0, y) = 0, Q(x0, y) = 0 have a common solution;
iii) or after the change of variable y = 1/w, for the new equation w′ = P1(x, w)/Q1(x, w) of
the form (10) one has P1(x0, 0) = Q1(x0, 0) = 0.
To check whether the infinity is a fixed singular point, one makes the change of the independent
variable x = 1/t and treats the conditions i)–iii) at the point t = 0.
Example 2. The solutions of the equation
y′ = −
x2
y
+ 1 (11)
can have a finite non-algebraic singularity only at the point x = 0. Rewrite the equation in the
polynomial form:
yy′ = y − x2. (12)
It has two formal solutions represented as Taylor series in x:
i) y =
∑
k>2 ck(k−1)! x
k, with c2 = 1, and the remaining coefficients ck, k > 2, are uniquely
determined by the previous ones;
ii) y =
∑
k>1 ak x
k, where a1 = 1, and the remaining coefficients ak, k > 1, are uniquely
determined by the previous ones.
Indeed, let us substitute the series i) into the equation (12). From the obtained identity(∑
k>2
ck(k − 1)! x
k
)(∑
k>2
ck k! x
k−1
)
=
∑
k>2
ck(k − 1)! x
k − x2,
we conclude c2 = 1, and rewrite the identity in the form(∑
l>2
cl(l − 1)! x
l
)(∑
m>2
cmm! x
m−1
)
=
∑
k>3
ck(k − 1)! x
k.
By equating the coefficient ck(k − 1)! of x
k on the right hand side with the coefficient of xk
from the left, we get
ck(k − 1)! = ck−1(k − 1)! + 2ck−1(k − 2)! + Pk(c2, . . . , ck−2), k = 3, 4 . . . ,
where Pk is a polynomial with positive coefficients. Thus, the relations
ck =
(
1 +
2
k − 1
)
ck−1 +
1
(k − 1)!
Pk(c2, . . . , ck−2), k = 3, 4, . . . ,
11
uniquely determine the coefficients ck, k > 2. Taking into account that c2 = 1, we get by the
mathematical induction that ck > 1 for all k > 2. We have thus proved that the series i) has
the radius of convergence equal zero.
The existence of the formal solution ii) can be checked in the same way. However, this
series converges in a neigborhood of zero, as a consequence of the Malgrange theorem.
Thus, we got that the equation (12) possesses a one-parameter family of solutions y(x, c),
c ∈ C, holomorphic at x = 0 and such that y(0, c) = c: the existence of such solutions for
c 6= 0 follows from the Cauchy theorem, while for c = 0 is given by ii). On the other hand, the
existence of the divergent formal solution i) may indicate the existence of an actual solution, for
which the point x = 0 would be a non-algebraic singularity. It would be of a particular interest
to determine how many such solutions exist, a unique one or a family. Both alternatives would
generate a nonstandard situation. In the first case the point x = 0 would be a non-algebraic
singular point for an isolated solution, although one usually expects for a fixed singularity to be
a singular point for a general solution. In the second case, there would be two one-parameter
families of solutions with different behaviour for x = 0.
Note also that instead of the first order non-autonomous scalar equation (11) one may con-
sider an autonomous system, viewed as a vector field in C2, with a saddle-node type singularity
at (0, 0):
x˙ = y, y˙ = y − x2. (13)
Then the existence of the solutions i), ii) illustrates the general fact for vector fields with such
singularities: there is a separatrix y = x + . . . tangent to the eigenvector (1, 1) corresponding
to the non-zero eigenvalue of the linear part of (13), whereas to the eigenvector with the
zero eigenvalue (the x-line, in our case) generically corresponds a formal tangent separatrix
(y = x2 + . . ., in our case).
For an algebraic ODE of the general form (2), written for a moment as
f(x, y, y′) = A0(x, y) + A1(x, y)y
′ + . . .+ As(x, y)(y
′)s = 0, (14)
the fixed singular points of its solutions are detected, similarly to those for (10), as the points
x = x0 for which
i) either As(x0, y) ≡ 0;
ii) or the equations A0(x0, y) = 0, A1(x0, y) = 0, . . . , As(x0, y) = 0 have a common solution;
iii) or after the change of variable y = 1/w, for the new equation of the form (14) with the
coefficients A˜i(x, w), one has A˜0(x0, 0) = A˜1(x0, 0) = . . . = A˜s(x0, 0) = 0.
However, now there may exist additional fixed singular points of the solutions. They lie among
the projection on the x-line of particular points of the discriminant curve Q(x, y) = 0 of (2),
which is obtained by eliminating y′ from the system of equations
f(x, y, y′) = 0,
∂f
∂y′
(x, y, y′) = 0. (15)
12
(In general position, the discriminant is the locus of cusps of integral curves of the general
solution of (2), [7, Ch. 3.51, p. 84].) There are two possible scenarios for these additional
points.
P1 More precisely, in the case of a general algebraic ODE of the form (2), the additional
fixed singular points of its solutions could appear among the points x = x0 for which the
system
f(x, y, y′) = 0,
∂f
∂y′
(x, y, y′) = 0,
∂f
∂x
(x, y, y′) + y′
∂f
∂y
(x, y, y′) = 0 (16)
has a finite set of isolated solutions (x0, y0, y
′
0), see [10, p. 42]. In other words, the
projection on the x-line of the points of the discriminant curve for which
∂f
∂x
(x, y, y′) + y′
∂f
∂y
(x, y, y′) 6= 0,
cannot be additional singular points of a non-algebraic type. The explanation is given by
Picard [16, Ch. II, pp. 40–41] based on the results of Briot and Bouquet [1].
To illustrate this generic scenario, let us return to Example 1. The discriminant equation
is
Q(x, y) = y(x3 − y + 1)(27x3 − 27y + 28) = 0.
The system (16) gives the following nine solutions:
x = 0, y = 1, y′ = 0; x = (−1)
1
3 , y = 0, y′ = 3(−1)
2
3 ;
x = x0, where 27x
5
0 + 28x
2
0 + 3 = 0, y =
28
27
+ x30, y
′ = −
9
27x30 + 28
. (17)
Among these points, there are three singular points x = (−1)
1
3 of the equation (8) and
six non-singular points x = 0, x = x0, x0 being from (17). According to the Painleve´
theorem, these nine points are the candidates to the role of the fixed singular points
of a non-algebraic type for the general solution of (8). For the first four of them we
have already observed that they correspond to divergent formal power series. A similar
technique could have been applied directly to the remaining x = x0, if we would have
them in an explicit form as solutions of (17).
P2 However, if the system (16) is compatible for all x of one component Q1(x, y) = 0 of the
discriminant curve Q(x, y) = 0, then there are two possibilities.
P2a If y1(x), as a curve defined by a component Q1 of the discriminant, i.e. Q1(x, y1(x)) =
0, is a solution of f(x, y, y′) = 0, then y1(x) is said to be a singular solution and, in a
generic situation, it is an envelope of the general family of solutions of f(x, y, y′) = 0,
see for example [7, Ch. 3.6, p. 87; Ch. 3.51, p. 84]. In that case, there is an
additional condition which detects potential fixed singular points, see [16, Ch. III,
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pp. 48–50] and our consideration below, around (19). As observed in [14], under
some additional conditions, it could happen that the singular solution y1(x) of the
equation f(x, y, y′) = 0 does not intersect the integral curves of the general family of
its solutions in any of its finite points, but belongs to this family for some particular
value of the integration constant, see Example 3 below.
P2b If f ′y = 0 identically on the component Q1(x, y) = 0, then y1(x) may not be a solution
of f(x, y, y′) = 0, although it parameterizes a component of the discriminant curve
along which the system (16) is satisfied.
In both cases P2a and P2b, a further analysis is needed to detect all the potential fixed
singular points of the general solution of (2). We are going to explain briefly this analysis in
the case of y′ being points of multiplicity two. Suppose Q1(α, β) = 0 and assume that y
′ is a
solution of a quadratic equation with coefficients holomorphic around (α, β):
y′ = A(x, y) + C(x, y)
√
B(x, y). (18)
Let us now consider P2a. Then
Q1(x, y1(x)) = 0, B(x, y1(x)) = 0,
dy1
dx
= A(x, y1(x)).
Let us assume y = y1+z in (18). We will study the solutions z(x) 6≡ 0 of the obtained equation
that vanish at x = α. Make a substitution z = zˆ2. According to [16, Ch III, p. 49], we get the
equation
2
dzˆ
dx
= zˆφ1(x) + · · ·+ C(x, y1 + zˆ
2)
√
ψ1(x) + zˆ2ψ2(x) + . . ., (19)
the functions φi, ψi being holomorphic at x = α. The case of general position in P2a is defined
by C(x, y1(x)) and ψ1(x) not being equal zero identically. Then the condition ψ1(α) 6= 0 shows
that the square root is holomorphic around the point (x, zˆ) = (α, 0) and x = α is not a singular
point of the solution y1(x) + zˆ
2(x), zˆ(α) = 0, which touches the singular solution y1 at that
point. The exceptional situation in P2a is obtained if C(x, y1(x)) = 0 identically, as noticed in
[14]. Then the solution z(x) 6≡ 0 vanishing at x = α does not exist and the condition ψ1(x) = 0
is irrelevant. Let us consider the following illustrating example, which is a variation of the
situation considered in [14].
Example 3. The general solution of the equation
(2x− y′)2 + x(y − x2)2(2x− y′)− (y − x2)3 = 0 (20)
is given by the formula
y = x2 +
c2
cx+ 1
, c ∈ C. (21)
The discriminant curve of (20),
Q(x, y) = (x4 − x2y − 4)(x2 − y)3 = 0,
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has two components y1 = x
2 − 4x−2 and y2 = x
2. Apparently, both are singular solutions of
(20), but of a quite different nature. The first one, y1(x), is an envelope of the general family
of solutions, for each c 6= 0 it touches the corresponding solution from this family at the point
x = −2/c. Thus, the equation also possesses an isolated solution y1 = x
2 − 4x−2, which does
not belong to the general family. The second one, y2(x), is not an envelope of the general family
of solutions and it belongs to this family for c = 0.
We also observe that for the equation (20) written in the form (18), one has
C(x, y) = (y − x2)/2, B(x, y) = (x4 − x2y − 4)(x2 − y).
This, in particular, could explain why any solution of the equation has no singular points of
a non-algebraic type: after the change of variable y = y1(x) + zˆ
2 one obtains that ψ1(x) is
a non-zero constant; on the other hand, C(x, y2(x)) = 0 identically. Let us observe that the
condition f ′y = 0 is satisfied identically along the solution y2 and is not satisfied along the
solution y1.
Remark. In [14], the following equation was considered:
(2x− y′)2 + x(y − x2)(2x− y′) + (y − x2)3 = 0.
This equation also has y = x2 as a part of its discriminant, which solves the above equation,
and satisfies C(x, y) = (y−x2)/2 which implies that C(x, y2(x)) = 0 identically. However, (21)
is not the general solution of that equation.
In [7], Section 3.51, p. 84, yet another version of this equation is provided, with a variation
in the second term: (2x − y′)2 + x(y − x)2(2x − y′) − (y − x2)3 = 0. This equation, however,
does not have the feature that C(x, y) = 0 identically along a component of its discriminant
neither has (21) as its general solution.
In order to clarify the case P2b, we consider the following example.
Example 4. The discriminant curve of the equation
f(x, y, y′) = y′3 − (y − x4)2 = 0 (22)
is y = x4. Any point of this curve satisfies the system (16) (with y′ = 0), however, y = x4 is
not a solution of (22) and f ′y = 0 identically on the curve. One could expect the singular point
x = 0 of the equation to be a candidate for a non-algebraic singular point of the general solution
of (22). Actually at this point there is a formal Puiseux series solution y = x4
∑
k>0 akx
k/2 =
x4 + 8x9/2 + 108x5 + 1863x11/2 + 37665x6 + . . . . The numerical evidences indicate that this
series is rapidly diverging.
Let us make a few remarks about movable singularities of solutions, which are usually
understood as an anti-thesis to the fixed singular points. Movable singularities are defined not
individually, but as an entity constituting an open set of singular points of a family of solutions.
It is important to observe that the set of movable singularities should not be understood as
a complement to the set of fixed singularities. Let us have another look at Example 1. The
polygon of the algebraic ODE from Example 1 consists of one edge connecting the points (0, 0)
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and (6, 3). Therefore, from Theorem 1 and from Petrovic´’s results it follows that for every
x0 ∈ C \ {x1, x2, x3} there exists a solution having a critical zero of order 1/2 at the point x0.
In other words, we have a family of solutions whose singular points of algebraic type (critical
zeros of order 1/2) fill the domain C \ {x1, x2, x3}, which contains x = 0. On the other hand,
the system (16) is compatible for x = 0 and this point thus could be the fixed singular point
of non-algebraic type. The presence of a divergent formal power series solution at x = 0 says
that there indeed exist solutions with the singularity of non-algebraic type at this point.
6 Conclusion
As we could see, the question of detecting the fixed singular points of the solutions of a general
algebraic ODE of first order is quite delicate and elaborate, and it is not always clear how to
find those coming from the discriminant curve of the equation. However, if one succeeds in
detecting the finite set of all fixed singular points of the general solution then for any x = x0
outside this set the Painleve´ theorem implies the convergence of formal Puiseux series solutions
in powers of x − x0, even if x0 is a singular point of the equation. Such a convergence could
not be deduced from Theorem 2.
Example 5 The Painleve´ theorem says that solutions of the equation
y′2 + y − x = 0
have no finite non-algebraic singular points, since the system (16) is not compatible for any
point of the discriminant curve y − x = 0. In particular, the formal Puiseux series solution
y = (2/3)x3/2 − (1/6)x2 + (1/90)x5/2 + . . . should converge near the origin, though x = 0 is a
singular point of the equation. The convergence also follows from the Malgrange theorem.
On the other hand, for those fixed singular points of the general solution of an algebraic
ODE that are not singular points of the equation, Theorem 2 can give the convergence, which
could not be provided by the Painleve´ theorem. This we have seen at the end of the previous
section, where the existence of the convergent Puiseux series solution near the non-singular point
x = 0 of the equation from Example 1 is explained. Thus, we conclude that although they have
an intersection in applications, the Painleve´ theorem and Theorem 2 naturally complement
each other on the important questions of convergence.
References
[1] Briot C., Bouquet J. Recherches sur les proprie´te´s des fonctions de´finies par des e´quations
diffe´rentielles, J. E´cole Polytech. 21 (1856).
[2] Cano J., Falkensteiner S,. Sendra J. Existence and convergence of Puiseux series solutions
for autonomous first order differential equations, arXiv: 1908.09196, Journal of Symbolic
Computation, in print.
16
[3] Dragovic´ V., Goryuchkina I. About the cover: The Fine–Petrovic´ polygons and the Newton–
Puiseux method for algebraic ordinary differential equations, Bull. AMS, 57:2 (2020), 293–
299.
[4] Dragovic´ V., Goryuchkina I. Polygons of Petrovic´ and Fine, algebraic ODEs, and contem-
porary mathematics, arXiv 1908.03644, Archive for History of Exact Sciences, 42 pages, 2020,
DOI: 10.1007/s00407-020-00250-3.
[5] Fine H. On the functions defined by differential equations, with an extension of the Puiseux
polygon construction to these equations, American J. Math. 11:4 (1889), 317–328.
[6] Hardy G.H. Divergent Series. Clarendon Press. Oxford. 1949.
[7] Ince E. L. Ordinary Differential Equations. Dover Publications, INC. New York. 1956.
[8] Malgrange B. Sur le the´ore`me de Maillet, Asympt. Anal. 2 (1989), 1–4.
[9] Malmquist J. Sur les fonctions a un nombre fini de branches de´finies par les e´quations
diffe´rentielles du premier ordre, Acta Math. 36 (1913), 297–343.
[10] Painleve´ P. The`se: Sur les lignes singulie`res des fonctions analytiques. Paris. 1887.
[11] Painleve´ P. Sur les lignes singulie`res des fonctions analytiques, Ann. Fac. Sci. Toulouse,
1re se´rie, 2 (1888), B1–B130.
[12] Painleve´ P. Lecons sur la the´orie analytique des e´quations diffe´rentielles. 1896.
[13] Petrowitch M. The`ses: Sur les ze´ro et les infinis des inte´grales des e´quations diffe´rentielles
alge´braiques. Propositions donne´es par la Faculte´. Paris. 1894.
[14] Petrovitch M. Contribution a` la the´orie des solutions singulie`res des e´quations
diffe´rentielles du premier ordre, Math. Ann. 50 (1898), 103–112.
[15] Petrovitch M. Sur l’e´quation diffe´rentielle de Riccati et ses applications chimiques, Vestnik
Kral Cˇeske Spolecˇnosti Nauk, Praha, Trida math. prorodovedecka, 39 (1896), 1–25.
[16] Picard E. Traite d’Analyse, T. III. Paris. 1896.
[17] Ploski A. Formal and convergent solutions of anlytic equations, Analytic and Algebraic
Geometry 2, Lodz University Press 2016, 161–173.
[18] Walker R. J. Algebraic Curves. Princeton. New Jersey. 1950.
17
