Abstract-An interstate business organization may have a large number of transactions in each of its branches operating at different locations. In such situations, for making effective head-quarter decisions, multi-database mining using local pattern analysis has been considered as an efficient strategy. During this process, individual data sources are mined and discovered patterns are forwarded to the head branch. To reap meaningful patterns from the large number of forwarded patterns, a comprehensive synthesizing process is a necessity. Earlier we had proposed a synthesizing model to synthesize global rules from high-frequent rules, in which weights are based on the transaction -population of sites. In this paper, we are proposing a synthesizing model for multi-level synthesis of local patterns on the basis of two, rule-selection measuresnamely effective and nominal vote rates. Using these rule selection measures, synthesized patterns are classified into groupings of global, sub-global and local rules. With this, not only high-frequent rules but also frequent rules are taken care of and synthesized into appropriate set of sub-global rules. Examples and experimental results presented clearly establish the validity of the proposed model in meeting the requirements of multi-level rule synthesizing strategy.
I. INTRODUCTION
Advances in information and communication technologies demand various new perceptions in industrial growth and business activities. In practice, the required data for corporate decisions are spread over multiple branches, which are physically located in different regions. In such situations, traditional data mining techniques based on data warehousing have serious limitations like high investment on software, hardware and difficulties in finding the individuality of local patterns, apart from the necessity of moving huge quantity of data to the central data warehouse. The problem could be overcome by using Multi-Database mining based on local pattern analysis. Multi-database mining can be defined as the process of mining data from multiple data sources, which may be heterogeneous, and finding novel and useful patterns of significance. Patterns can be discovered using various data mining functionalities in which association analysis receives significant attention among KDD community. In multi-database mining using local instance analysis, patterns are mined from individual data sources by various data mining tasks such as association analysis and the mined patterns are forwarded to the head quarter.
Since the number of rules forwarded from individual data 1 Thirunavukkarasu Ramkumar is with the Faculty of Computer Applications, AVC College of Engineering, Tamilnadu, India. (email: ramooad@yahoo.com) 2 Rengaramanujam Srinivasan is with the School of Computer and Information sciences, BSA Crescent University, Tamilnadu, India. (email: drrsrs@yahoo.com) sources is high, a synthesizing process is necessary to find out the interesting ones. We have advocated a weighting model [5] for synthesizing high frequent rules from different data sources. In our weighting model, rule-weight is assigned on the basis of cumulative score of transactionpopulations of data sources where the rule is present and in turn, weight of any data source is calculated on the basis of its own transaction population. Synthesized global support and confidence values of a rule is obtained by using the data source weights, local support and confidence values where the rules are present. In this paper, we present a multi-level synthesizing strategy for synthesizing local patterns by introducing two interesting rule evaluation measures, namely effective and nominal vote rates. γ effective is defined as the effective vote rate, which is the cumulative percentage of votes received from different data sources for a given rule on the basis of the transaction population of respective data sources.γ nominal is defined as the nominal vote rate, which is the cumulative percentage of vote received from different data sources for a given rule on the basis of equal votes for sites. Using these rule selection measures, local patterns are synthesized in multi-level perspectives. Multi-Level synthesis of frequent rules can be defined as the process of synthesizing frequent rules from different data sources at multiple levels of abstraction using effective and nominal vote rates to form global, sub-global and local rules. Thus the process of multi-level synthesis is comprehensive, since all rules are accounted for in one way or other. Global rules are meant for head branch of an interstate company to make decisions; predictably sub-global rules may help regional lead branches while local rules will be helpful to the respective local branches in making effective decisions.
The rest of the paper is organized as follows: Related research works in Multi-database mining are discussed in section 2; Section 3 reveals the proposed approach for multi-Level rule synthesis with an example; experimental results are furnished in the section 4; section 5 summarizes the conclusions.
II. RELATED RESEARCH WORK
Multi-Database mining has been recognized as an important research topic among KDD community. Zhang et al. [10] in their paper, discuss the limitations of traditional techniques in mining multiple databases. They have developed a new method for mining multi databases; based on the method they have divided the patterns in multi databases into local patterns, high-vote patterns, exceptional patterns and suggested patterns. Liu, Lu and Yao [4] focus on the identification of databases that are most relevant to an application. They have proposed a relevance measure to identify relevant databases for mining with an objective to find patterns or regularities with in certain attributes. Their work can be considered as first step towards multi-database mining. Xindong Wu [6] etal. deal with the problem of classifying multiple databases by providing application independent relevance measure. They have proposed an algorithm for the best classification of relevant databases. Zhong et al. [8] have proposed a way for mining peculiarity patterns from multiple statistical and transactional databases. They have developed a framework for peculiarity-oriented mining in multiple data sources. Wu and Zhang [7] have advocated a weighting model for synthesizing high-frequency association rules or patterns from different data sources on the basis of data source weights. They calculate data source weight based on the number of high-frequency rules supported by it and they calculate rule-weight as being proportional to the number of data sources supporting the rule. They have also presented a synthesizing model for clustering of association rules that are extracted from different unknown data sources. As an extension of the above work Ramkumar and Srinivasan [5] proposed a transaction-population based weighting model for synthesizing high-frequency rules from different data sources. According to them, rule weight is proportional to the sum of the weights of the data sources supporting the rule. The weight of any data source is calculated based on the population of data sources -i.e., by the number of transactions in the database. Their goal in synthesizing local patterns to obtain global pattern is that, the support and confidence of synthesized pattern should be very nearly same if all data sites were integrated and mono-mining has been done. Chengi et al. [9] developed a model for identifying exceptional patterns from multiple databases, which could be considered as a post processing work after mining multiple relevant databases. Kum et al. [3] have presented a novel algorithm, Approxmap, to mine approximate sequential patterns called consensus patterns from large sequence databases in two steps. Firstly, sequences are clustered by similarity. Then consensus patterns are mined directly from each cluster through multiple alignments.
III. PROPOSAL FOR MULTI-LEVEL SYNTHESIS OF RULES
Most of the current synthesizing models focus on synthesizing high-frequency rules only [5, 7] since they emerge as global rules when all the data sources are integrated. High-frequency rules are truly valid in making global decisions by the head branch of any interstate company. However in such a synthesis, regional patterns or rules get eliminated. For making decisions, say at regional levels, patterns that show the individuality of regions or cluster or groups of branches become important. They can be explored by synthesizing them in a multi-level perspective alone. Hence it is necessary to adopt a strategy for synthesizing local patterns from individual data sources at multiple levels of abstraction. Weighting method is a commonly used approach for rule synthesizing. In our multi-level rule-synthesizing model, weight of the data source is calculated on the basis of their transactionpopulation. We have proved in our previous paper [5] that transaction population based weighting model is a necessity in order to ensure that synthesized results tally with monomining results. The Multi-Level synthesizing problem can be formulated as follows: "There are m sites: S 1 , S 2 ,…,S m . Each site or data source support a set of patterns or rules called local patterns or local rules which are of the form A→B {supp,conf}. It is proposed to get synthesized rules from different data sources at multiple levels of abstraction using effective and nominal vote rate-measures. It is assumed that transaction-population of data sources are known. Our goal in the synthesis is that synthesized results must be close to mono-mining values that could be obtained, if the data in corresponding databases are put together and then mining has been done"
The Multi-level rule synthesis process consists of the following steps: i) obtaining the weights of data-sources based on their respective transaction population ii) calculating effective and nominal vote rate-measures; γ effective, γ nominal -of patterns or rules presented by the data sources. iii) classifying the rules into candidate global rules, candidate sub-global rules and local rules on the basis of these two measures. iv) calculating synthesized support and confidence of rules to form global, sub-global and local rules based on the rule groupings. The following expressions formally define our proposed approach.
A. Normalized site weights
Let S 1 ,S 2 ,…,S m be the set of relevant databases taking part in the synthesizing process. w 
B. Effective and Nominal Vote rates
Effective vote rate is represented as γ effective , which is the percentage of votes received from different data sources for a given rule on the basis of the transaction population of corresponding data sources. Nominal vote rate is defined as γ nominal , which is the percentage of vote received from different date sources for a given rule on the basis of equality of votes for sites. For any rule R i, γ effective, γ nominal are given by:
C. Rule Selection
Let S ⎥ be set of all rules of the form A→ B {supp,conf}.
⎥ is the union of set of rules presented by all the 197 sites put together. The number of rules so generated may have a huge value. Candidate sub-global rules are those, which fail to satisfy min. γ effective but satisfy min. γ nominal value. The min. γ nominal value is chosen by the enterprise based up on the minimum number of sites required to form a cluster and sub-global rule. Clearly it depends on such parameters like total number of participating sites, their geographical distribution etc. Further during processing, such of the those candidate global rules, which fail to satisfy min. support and min. confidence limits, will also be added to candidate sub global rule kitty.
The rest are local rules that exist only at a single site or at very few sites insufficient to form a cluster.
D. Local support and confidence of a rule in a site
Let R i be the rule in the form of antecedent → consequent. Local support and local confidence of a rule are the support and confidence values obtained in the respective sites. Local support of a rule R i at site j is represented as Supp j (R i ). Local confidence of a rule R i at site j is represented as Conf j (R i ). Support for antecedent of Rule R i at site j is represented as Supp_ante j (R i ). To find the interesting rules,
Confidence
Where min.Support and min.Confidence are user specified thresholds. [1, 2] 
E. Expressions for synthesized global support and confidence values
The global support of a rule R i can be defined as the support obtained for a rule R i from all the sites put together. In our synthesizing model, global support of R i is calculated as:
Similarly, the global confidence of a rule R i can be defined as the confidence obtained for the rule R i from all the sites. Global support of an antecedent of a rule R i can be defined as the support of antecedent of R i in all the sites put together. To find global support of antecedent of R i ,
Expression 7 is valid in the case of a global rule, which is supported by all sites; however it has to be amended to take care of the situation when a global rule is not being supported at some sites. Suppose we have a rule R i , A → B that is not supported by site j which means support for R i < min.supp at site j. Does that mean Supp_ante j (R i ) < min.supp? Clearly the answer is in the negative. In order to ensure that our synthesized results tally exactly with monomining results, we have to find support for antecedent of R i (support for A) at site S j . There are two ways to capture this information. The site S j may have some other rule R k which has the same antecedent as R i..
If antecedent (R i ) = antecedent (R k ) at site S j then
In case there is no such rule R k with the same antecedent we can get lower level meta data corresponding to lower level item sets also forwarded from respective sites along with the rules. The required information can be captured from them. To find synthesized global confidence, we evaluate each support value separately and then calculate the ratio.
F. Expressions for synthesized sub-global support and confidence values
The expressions for sub-global support and confidence values are given below. They are similar to global values but the summations are restricted to sub grouped sites only.
Supp R Supp _ ante R --(13) Note : The above expressions are applicable to the groups as given below. (i) For SGR-II, the summation will be corresponding to all the sites j where R i is present.(ii) For SGR-III, Sub-global confidence corrections are to be made similar to global rules.
(SGR -I) :-Grouping under standard label
In this classification, features of the patterns are captured using existing, standard groupings. Groupings are labeled on the basis of the general characteristics of the patterns. For example, groupings are labeled based upon region (west, east, north, south) or based upon type (metropolis, suburb) etc. Patterns, which exactly match with the existing classifier label constitute sub-global rule set under SGR-I.
(SGR-II):-Classification to be labeled by the domain expert
Patterns that do not comply with general characteristics of the existing standard groupings are synthesized and put into SGR-II group. Suitable class labels are given to the new groupings by the domain expert.
(SGR -III) :-Sub-global rules under standard classifiers with reduced support
In this grouping, sub-global rules, which do not exactly match with the corresponding class label lists, are synthesized on the basis of the effective vote rate of the classifiers. Rules whose effective vote rate meets the minimum effective vote rate of the classifier will form the candidate sub-global rule set. After synthesizing, candidate sub-global rules whose synthesized support and confidence values meets the min.support and min.confidence thresholds are put in SGR-III. These set of rules will be found in SGR-II also; the support at SGR-III grouping will be lower as compared to support at SGR-II. It is for the domain expert to decide which grouping is ultimately to be adopted. To completely capture the full significance of any synthesized pattern, we recommend representing any synthesized pattern by a sixtuple (Pattern, effective vote rate, nominal vote rate, classifier label, synthesized support, synthesized confidence). The entire procedure has been given as a flowchart in Fig.1 . The figure is self-explanatory. We illustrate the multi-level rule synthesis procedure with two examples. Example 1 demonstrates rule selection procedure while the complete multi-level rule synthesis process is presented in Example 2.
Example 1: Let us consider five sites; S1, S2, S3, S4 and S5 having transaction populations of 10000, 5000, 4000, 3000 and 2000 respectively. Rule R1 is supported by S1, S2, S3, S4 and S5.Rule R2 is supported by S2, S3 and S4. Rule R3 is supported S3, S4 and S5.Rule R4 is supported S2, S3 and S4.Rule R5 is supported by S1, S2 and S3 and Rule R6 is supported by S4 alone. Effective and nominal vote rates of the rules are calculated as follows: Rule R1 Effective vote rate = γ effective (R1) = (10,000 + 5,000 + 4,000 + 3,000 + 2,000)/24,000 = 1 Nominal vote rate = γ nominal (R1) = 5/5 = 1 Rule R2 γ effective (R2) = (5,000 + 4,000 + 3,000)/24,000 = 0.50 γ nominal (R2) = 3/5 = 0.60 
Example 2: To explain the multi-level synthesis process on the basis of the proposed approach, local rules, their support and confidence values corresponding to 10 sites are given in Table 1 Therefore, R10 will be included in both Sub-global rule categories SGR-II and SGR-III. In such cases, synthesized support in SGR-III will be lower than SGR-II. Appropriate classification will be determined by the domain expert. Analysis of synthesized support and confidence values of all rules are presented in Table 2 .
Tallying with Mono-mining Result values:
Our goal in multi level synthesizing process is that the synthesized support and confidence values must tally with mono mining results obtainable if all the site data in the case of global rules and the relevant site-data-in the case of sub global rules are put together and then mining had been done. By adopting transaction population based site weights and rule weights we have ensured that exact matching will occur in most of the cases. For example in the synthesized results presented in Table 2 , values corresponding to rules R1, R3, R4, R5, R6, R7, R8, R9 and R10 (under SGR II) are values that match exactly with mono mining results. Only results corresponding to rule R2 and rule R10 (under SGR III) classification requires further attention. Let us consider rule R2 first and consider global support values. The synthesized support value = 0.2420 where as the values obtained from mono -mining is 0.2652. The deviation occurs because R2 is a global rule supported by 8 sites only and is not supported by sites S9 and S10. If the support at sites S9 and S10 were to be zero at each of these two sites then monomining and synthesized results would tally exactly. However actual support at S9 and S10 for R2 is 0.14 and 0.08 (< min. supp = 0.20). When mono mining is done these two sites contribute 0.14 and 0.08, while in synthesis process their contributions are assumed to be zero. We can handle the situations in two ways. In all such cases the synthesized support values will be marginally lower then mono-mining support values. We can accept synthesized result as a conservative estimate and ignore the deviation. Otherwise we can assume that support for rule Ri at sites which has failed to pick up min.support is some value between 0 and h* min.supp value where h is a correction factor such that 0≤ h≤1. Clearly 0.50 is a convenient figure for h. With this correction, the synthesized mono-support = 0.2620. Similar correction can be applied to global confidence values. The results are available in Table 3 . We find with corrections, synthesized values tally closely with mono-mining results.
IV. EXPERIMENTS
We have conducted several studies to test the efficiency of the proposed method. The results of one of the studies are presented here. To carry out the multi-level synthesis process, nine artificial transactional databases namely S1, S2, S3, S4, S5, S6, S7, S8 and S9 have been generated using a database generator. Their populations are 5000, 7000, 8000, 15000, 20000, 25000, 20000, 40000 and 20000 respectively. The number of items = 26. The average length of transactions in the data items is approximately 12.23. The distribution of data items in the respective data set is not uniform. Using standard apriori algorithm, frequent patterns are mined from the individual data sources with minimum thresholds for support and confidence of 0.20 and 0.40. Mono-mining has also been done with the union of all data sources, ie with 1,60,000 records, while keeping the same minimum support and confidence thresholds. To reap the global, sub-global and local patterns, we have kept effective and nominal gating measures as 0.50 and 0.20 respectively.
A. Synthesizing global patterns
During the rule synthesis process, 45 patterns are selected as candidate global rules since they meet the stipulated minimum effective vote rate of 0.50.Out of these, 15 patterns are supported by all the nine sites. Their synthesized support and confidence values along with mono-mining values is shown in Table 4 . From table 4, it can be observed that synthesized values exactly tally with mono-mining results. Among the remaining 30 candidate global patterns, 9 patterns fail to get the global status since their synthesized support and confidence are below threshold values. By the proposed approach, these failed candidate global patterns are reverted as candidate subglobal patterns in the second level of synthesis process. The remaining 21 patterns are not supported by all the nine sites. From Table 5 (a), we find, out of 21 patterns the synthesized results exactly tally with mono-mining values for 15 patterns.
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This is rather fortuitous since in these cases, where rules are not supported by certain sites, actual support at the sites happened to be very nearly zero. Table 5 (b) presents results with correction factor h = 0.25 and Table 6 presents error analysis. We find that, with correction there is an increase in error rates for support while there is a reduction in error rates for confidence. Actual value of the correction factor has to be decided based upon the intuitive knowledge about data distribution. Possibly for the present study we could have even dispensed with the correction factor.
B. Synthesizing Sub-global Patterns
In the previous section, we had focused attention on synthesizing high-frequent global rules. Let us now direct our attention to candidate sub-global rules. For these we have proposed three groupings SGR-I, SGR-II and SGR-III. SGR-I grouping corresponds to already existing classification. The existing multi-level classification of sites for the current study is presented in Fig.2 .Thus there are three classes viz. region, zone and location. Each class is again having corresponding sub-classes. Table 7 represents the patterns which are exactly fitting with standard groupings and their synthesized values exactly matches with mono-mining results. In Table 7 pattern id 158 to 167 belongs to continental classifier label. Pattern 49 and 50 constitutes north zone where as pattern 104 and 105 Table 8 presents rules under SGR-II; these rules do not fit exactly with any of the already existing class labels. The domain expert has to supply a suitable labels based upon the background knowledge. For example rule R29 is supported by S1, S4, S5, S6 and S7 and does not fit under any existing class/subclass label. Possibly on the basis of background knowledge, the domain expert can supply a label say, "Old_ Settlements". Table 9 presents rules under SGR-III.All the 19 rules will be found in table 8 also. However the values for support at SGR-III will be lower than the corresponding values of SGR-II. For example, if we consider rule R81, C U, the synthesized support values are 0.3099 and 0.2324 under SGR-II and SGR-III respectively. Rule 81 is supported only by S2, S3 of rural region but is not supported by S1.The domain expert has to decide whether to put the rule under "rural" bracket or given a new name for the cluster formed by the two sites S2 and S3. 
C. Identifying Local Patterns
Patterns which are not satisfying the minimum nominal vote measure are labeled as local patterns. By their local occurrence, they are exhibiting the individuality of sites. In all 150 patterns were found in this category. A few of them are shown in Table 10 . The Summary of synthesized patterns is accounted in Table 11 . V. CONCLUSIONS A novel approach for synthesizing local rules from different data sources at multiple levels of abstraction into global rules, sub-global rules, while segregating local rules has been proposed. The emerging sub-global rules may fit in with existing class definitions or may be labeled suitably by a domain expert. The proposed weighted model is sufficiently comprehensive and general and thus extends our earlier work. The synthesized values tally with mono-mining results.
