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Transport Signatures Of Quantum Phase Transitions And The Interplay
Of Geometry And Topology In Nodal Materials
Abstract
The research presented in this thesis is divided into two parts. In the first part, we propose response signatures
for quantum phase transitions in superconducting and bilayer graphene systems. In superconducting systems,
there is the promise for realizing a Majorana quasiparticle: a fermion that is its own antiparticle and possesses
some of the non-Abelian braiding statistics required to form a topological quantum computer. We propose
conductance and noise signatures showing the presence of Majorana fermions in topological insulator-
superconductor heterostructure Josephson Junctions. We then move on to address the possibility of realizing
the physics of quantum point contacts in graphene bilayers. There have been numerous theoretical proposals
of quasi-topological domain walls in bilayer graphene. Using bosonization and renormalization group
considerations, we propose transport signatures characterizing the pinch-off behavior of the effective point
contact formed by the intersection of two domain walls.
In the second part of this thesis, we provide several examples of nodal band features protected by the
combination of topology and crystalline geometry. Nodal features in condensed matter systems manifest
when the Fermi surface consists only of a limited set of band-touching points with fixed dispersion. The low-
energy theories of these touching points resemble those in particle physics, and these nodes, such as the
quintessential examples in graphene, are therefore frequently characterized with names such as Dirac and
Weyl fermions. The presence of nodal band features at the Fermi energy can have unique implications for bulk
transport and surface physics, and so there has been a great effort in recent years to find new theoretical and
real-material examples of nodal systems. We begin by showing that when spin-orbit interaction is weak, the
same Z_2 invariant that predicts a topological insulator can be used when inversion symmetry is present to
predict topological Dirac line nodes in crystal systems. On the surface of these line node semimetals, the
projected interior of the line nodes can host a two-dimensional nearly-flat band, and could provide a route
towards experimental access of phases with significant electron-electron interactions. We then present the first
known example of a nodal condensed matter system with a description beyond particle physics: the double
Dirac semimetal. In these systems, eightfold-degenerate linearly-dispersing nodal points manifest at the
Brillouin zone edge. We list all possible space groups that can host double Dirac points when spin-orbit
interaction is non-negligible, and we show that the expanded set of time-reversal-symmetric mass terms for
these new fermions allows for new routes towards strain-engineering topological phase transitions and also
provides the possibility of topologically-nontrivial line defects. We then move on to two dimensions, for
which we use a consideration of compact flat manifolds to deduce all possible manifestations of nodal physics
in strong spin-orbit systems. Through this analysis, we explain in more general terms some of the more exotic
examples of nodal systems proposed over the past few years, and predict new examples in two and three
dimensions. Using conclusions from this analysis and specializing to the wallpaper groups, we then show that
a consideration of minimal insulating filling allows one to exhaustively characterize all possible topological
and topological crystalline insulators. By realizing that the limited set of wallpaper groups constrains the
Wilson-loop eigenvalue flows of a three-dimensional bulk insulating crystal, we present the discovery of a new
topological crystalline insulator: the topological Dirac insulator. Unlike the surface states of a conventional
topological insulator, the surface states of this new insulator are fourfold degenerate, and therefore can be
gapped to realize truly topological surface quantum spin Hall domain walls. Finally, we present the first
example of a filling-enforced semimetal in a magnetic system. By exploiting the modified time-reversal
symmetry in certain antiferromagnetic systems, we characterize a new class of two-dimensional magnetic
This dissertation is available at ScholarlyCommons: https://repository.upenn.edu/edissertations/2634
Dirac semimetals. We show that these semimetals manifest a new quantum critical point between quantum
Hall phases, and discuss their place in the context of fermion doubling theorems.
Degree Type
Dissertation
Degree Name
Doctor of Philosophy (PhD)
Graduate Group
Physics & Astronomy
First Advisor
Charles L. Kane
Keywords
Crystals, Dirac Semimetals, Topological Insulators
Subject Categories
Condensed Matter Physics | Physical Chemistry
This dissertation is available at ScholarlyCommons: https://repository.upenn.edu/edissertations/2634
TRANSPORT SIGNATURES OF QUANTUM PHASE
TRANSITIONS AND THE INTERPLAY OF GEOMETRY AND
TOPOLOGY IN NODAL MATERIALS
Benjamin J. Wieder
A DISSERTATION
in
Physics and Astronomy
Presented to the Faculties of the University of Pennsylvania
in
Partial Fulfillment of the Requirements for the
Degree of Doctor of Philosophy
2016
Charles L. Kane, Professor of Physics and Astronomy
Supervisor of Dissertation
Ravi Sheth, Professor of Physics and Astronomy
Graduate Group Chairperson
Dissertation Committee
Randall Kamien, Professor of Physics and Astronomy
Eugene Mele, Professor of Physics and Astronomy
Andrew M. Rappe, Professor of Chemistry
Mark Goulian, Professor of Biology
TRANSPORT SIGNATURES OF QUANTUM PHASE TRANSITIONS AND THE
INTERPLAY OF GEOMETRY AND TOPOLOGY IN NODAL MATERIALS
COPYRIGHT
Benjamin J. Wieder
2016
Acknowledgments
That this thesis is complete, and that it has more than 3 chapters in it, is to
me a minor miracle. This fall marks my 23rd semester at Penn as a student or
an employee. I stumbled mightily at times throughout this process, and in the
end, all I can do is thank the people that picked me up and repeatedly gave me
the opportunity to bet on myself. I think the only sensible way to do this is
in chronological order, and to therefore not assign weights to the immeasurable
support that I received.
To Dr. David Straus and all of the nurses at Memorial Sloan-Kettering, I literally
wouldn’t be here without you. I know I was picky about a few things, but you guys
were rock stars and my college transcript would have been a whole lot shorter
without you.
To Ponzy Lu, you pushed me as hard as I needed to be pushed, and I’m eternally
thankful that you didn’t tone it down. The extra chemistry classes I took as a
Vagelos scholar wound up making all the difference in the end. To Jeff Saven, I
iii
learned so much about being a researcher working in your group. Thank you for
giving me the opportunity to explore myself and for your honesty when I erred.
To Dave Micahnik, you brought me to Penn, threw me in the deep end, and
trusted that it would make me a man. It was an honor being captain for you and
holding up that trophy together remains one of my proudest accomplishments as a
Quaker. To Iosif Vitebskiy, you taught me everything that’s right about fencing. I
keep coming back to the sport to make you proud and to show the world that you
were right about everything.
To coaches Brett Crossland, Jim Steel, and John Keller, I was 130-pound em-
barrassment to your gym on that first day I walked in and I thank you endlessly
for your patience and dedication. You taught me how to respect myself, my health,
and most importantly how to teach others. Those extra two years of open-hours
lifting saved me when I was at my darkest. I would not have had the stamina and
discipline to complete the projects presented here without your help.
To Randy Kamien and Andrea Liu, you brought me back. Without you, there
wouldn’t be any of this. Randy, you were always somebody I could ask for guidance,
physics or otherwise, and your way of presenting problems informed the best parts
of my research.
To Fan Zhang, you helped me get my start and to get my first papers out the
door. Your positivity and encouragement has simply been huge. To Youngkuk Kim
iv
and Andrew Rappe, our collaboration jump-started everything good in my career.
I’m thankful for all the time and resources that you’ve put into humoring my crazy
ideas.
To Charlie Kane, I’m constantly amazed that you took this bet on me, and I hope
that I lived up to your standards. You were so patient with me; you gave me chance
after chance to prove myself. The support and freedom that you provided to shape
my career, to extend my time at Penn, went far and beyond what was required,
and I’m immensely proud of the work we’ve done, particularly in these last two
years. I have no idea how I learned anything in this field; you’re an incredible guide
and mentor and I guess your intuition is contagious. I dearly hope that we keep
collaborating after I have moved on from Penn.
To Barry Bradlyn, you saved my sanity at Boulder Summer School. Finally
getting to collaborate has turned out even better than our wildest expectations.
Here’s to even more tacos, cervezas, and napkin drawings. To Andrei Bernevig,
working on this last project together has been the most rewarding experience of my
career thus far. Here’s to keeping it going.
To my friends from Penn Physics, graduate school was the best time of my life
in no small part because of you. To Sam Schoenholz, you’re my bro, bro. To Nick
Galitzski (Tyr, if you wish), you’re an absurd man, and thank you for it. To Marius
Lungu and Nate Lourie, Zoo Bar and Co. were essential. To Tio Raharjo, John
Frame, and Alex Simmons, you guys were horrible influences and are some of the
v
best friends I’ve ever had.
To Chris, Mr., and Mrs. Meznaric, your home was my second home and you are
as much family as my blood relatives. Every time I stumbled, you propped me up
and kept me in Philly. To Jon Newkumet, Matt Durkin, and the Jenkintown crew,
I’m basically only able to interact with other humans outside of physics because of
our time together and you are my brothers.
To C.I.E., you opened up my world and have made me a better person. Let’s
keep riding til’ the wheels fall off.
To my actual family, my father Robert, mother Anne, and brother Max, you
have supported every one of my endeavors, humored my worst moods, and taught
me how to do this stuff from day one. I have only reached this moment because
you helped me learn to see the patterns and symmetry of this world and gave me
every opportunity to excel. This is as much yours as it is mine.
vi
ABSTRACT
TRANSPORT SIGNATURES OF QUANTUM PHASE TRANSITIONS AND
THE INTERPLAY OF GEOMETRY AND TOPOLOGY IN NODAL
MATERIALS
Benjamin J. Wieder
Charles L. Kane
The research presented in this thesis is divided into two parts. In the first part,
we propose response signatures for quantum phase transitions in superconducting
and bilayer graphene systems. In superconducting systems, there is the promise
for realizing a Majorana quasiparticle: a fermion that is its own antiparticle and
possesses some of the non-Abelian braiding statistics required to form a topologi-
cal quantum computer. We propose conductance and noise signatures showing the
presence of Majorana fermions in topological insulator-superconductor heterostruc-
ture Josephson Junctions. We then move on to address the possibility of realizing
the physics of quantum point contacts in graphene bilayers. There have been nu-
merous theoretical proposals of quasi-topological domain walls in bilayer graphene.
Using bosonization and renormalization group considerations, we propose transport
signatures characterizing the pinch-off behavior of the effective point contact formed
by the intersection of two domain walls.
vii
In the second part of this thesis, we provide several examples of nodal band
features protected by the combination of topology and crystalline geometry. Nodal
features in condensed matter systems manifest when the Fermi surface consists only
of a limited set of band-touching points with fixed dispersion. The low-energy the-
ories of these touching points resemble those in particle physics, and these nodes,
such as the quintessential examples in graphene, are therefore frequently charac-
terized with names such as Dirac and Weyl fermions. The presence of nodal band
features at the Fermi energy can have unique implications for bulk transport and
surface physics, and so there has been a great effort in recent years to find new
theoretical and real-material examples of nodal systems. We begin by showing that
when spin-orbit interaction is weak, the same Z2 invariant that predicts a topologi-
cal insulator can be used when inversion symmetry is present to predict topological
Dirac line nodes in crystal systems. On the surface of these line node semimetals,
the projected interior of the line nodes can host a two-dimensional nearly-flat band,
and could provide a route towards experimental access of phases with significant
electron-electron interactions. We then present the first known example of a nodal
condensed matter system with a description beyond particle physics: the double
Dirac semimetal. In these systems, eightfold-degenerate linearly-dispersing nodal
points manifest at the Brillouin zone edge. We list all possible space groups that
can host double Dirac points when spin-orbit interaction is non-negligible, and we
show that the expanded set of time-reversal-symmetric mass terms for these new
fermions allows for new routes towards strain-engineering topological phase transi-
viii
tions and also provides the possibility of topologically-nontrivial line defects. We
then move on to two dimensions, for which we use a consideration of compact flat
manifolds to deduce all possible manifestations of nodal physics in strong spin-orbit
systems. Through this analysis, we explain in more general terms some of the more
exotic examples of nodal systems proposed over the past few years, and predict new
examples in two and three dimensions. Using conclusions from this analysis and
specializing to the wallpaper groups, we then show that a consideration of minimal
insulating filling allows one to exhaustively characterize all possible topological and
topological crystalline insulators. By realizing that the limited set of wallpaper
groups constrains the Wilson-loop eigenvalue flows of a three-dimensional bulk in-
sulating crystal, we present the discovery of a new topological crystalline insulator:
the topological Dirac insulator. Unlike the surface states of a conventional topo-
logical insulator, the surface states of this new insulator are fourfold degenerate,
and therefore can be gapped to realize truly topological surface quantum spin Hall
domain walls. Finally, we present the first example of a filling-enforced semimetal
in a magnetic system. By exploiting the modified time-reversal symmetry in certain
antiferromagnetic systems, we characterize a new class of two-dimensional magnetic
Dirac semimetals. We show that these semimetals manifest a new quantum criti-
cal point between quantum Hall phases, and discuss their place in the context of
fermion doubling theorems.
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6.1 The 3 compact manifolds which can be achieved by twisting the
coordinate-axis-direction boundary conditions for a strictly two-dimensional
system that is periodic in both in-plane directions. The local desig-
nations of the perpendicular direction are indicated by the arrows,
a notation known as the “fundamental polygon.” Of the possible
manifolds, the 2-torus (a) and the Klein bottle (b) are flat, but the
real projective plane (RP 2) (c) is not. Flatness can be evaluated
by testing for the existence of fixed or special points by drawing a
circle centered on the boundary and comparing its circumference to
that of a circle drawn on the interior. Staring at the bottom left
corner, the dashed line indicates the boundary of a circle of radius
r. For the 2-torus and the Klein bottle, this boundary explores all
four corners, resulting in a circumference of 2pir, matching the value
on the interior. However, for RP 2, this boundary only additionally
explores the top right corner before returning, resulting in a reduced
circumference of just pir, and indicating that the two bottom corners
are special points, distinct from the interior and from each other,
and therefore that RP 2 is not uniform. The bold numbers indicate
the number of times that each pattern would have to be repeated to
create a supercell with the same boundary conditions as the initial
2-torus. Pictorial guides to forming such supercells can be found in
Appendix 6.8.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
6.2 The compact, flat manifolds which can be achieved in three-dimensional,
layered systems. The notation used is a modification of the funda-
mental polygon from Figure 6.1 by the additional local assignment
of the stacking direction as indicated by the ⊕ and 	 signs. Unlike
in the strictly two-dimensional wallpaper systems, the modding out
of a two-fold screw is also allowed and leads to a new manifold which
doesn’t decompose into S1 multiplied by a wallpaper manifold. Mod-
ding out a screw preserves the interior and exterior surfaces leading
to the dicosm (b). Modding out a glide reduces the system to be-
ing one-sided and leads to the 1st amphicosm (c). In these layered
systems, unlike in the 2D wallpaper cases, a particular combination
of two perpendicular nonsymmorphic operations can be modded out
without introducing fixed points, leading to a new flat manifold: the
1st amphidicosm (d). The bold numbers indicate the number of
times that each pattern would have to be repeated to create a su-
percell with the same boundary conditions as the initial 3-torus (a).
The procedure for forming such supercells is explained with visuals
in Appendix 6.8.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
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6.3 The Su-Schrieffer-Heeger (SSH) Model, tuned to its quantum critical
point, on a periodic system. In this limit, the two sublattices are
energetically identical, and are therefore related by the nonsymmor-
phic operation of a mirror of the y-direction followed by a half-lattice
translation in the x-direction. All of the information about this sys-
tem can be encoded by mandating that both sublattices live at the
same potential and by replacing each site with a vector object point-
ing in the ±yˆ direction (a). When the system has an even number of
sites and the boundary condition is not twisted, it lives on a cylinder
(b). However, one can produce an electronically equivalent system,
if the number of unit cells is large, by removing one site and twist-
ing the axis boundary condition on the y direction, which places the
lattice instead on a Mo¨bius strip. . . . . . . . . . . . . . . . . . . . 202
6.4 Possible locations of a glide line Gy relative to an inversion center I
(⊗) in a 2D rectangular system with TRIMs ΓXMY . In both cases,
for T 2 = −1 all states are two-fold-degenerate because there is a local
time-reversal operator (IT )2 = −1. If the inversion center is coin-
cident with the glide line (a), there will be four-fold representations
at X and M , but all eigenstates of Gy will have eigenvalue pairings
{+,−} and can never cross. If the inversion center differs from the
glide line by a quarter-lattice spacing ay/4 (b), then the operator for
Gy will contain an extra ty/2 when defined from the common origin
of the inversion center, leading to four-fold points instead at X and
Y . In this case, then while the bands along ΓX are still paired with
Gy eigenvalues {+,−}, bands along YM , if two-fold-degenerate, will
be characterized by Gy eigenvalue pairings {+,+} or {−,−} and can
cross and create four-fold Dirac points with local protection [56]. . . 210
6.5 Four-site model system for semimetals in the layer groups. The four
sublattices exist on a 2D rectangular unit cell in the xy plane. Each
site has an additional spin degree of freedom. Sites are then each
dressed with a 3D vector object, visually represented by the symbols
in the inset box, that relates them to their neighbors by a symmor-
phic symmetry operation and a translation by half a lattice spacing
ax/y/2. For real systems, this object can represent any time-reversal-
symmetric property which transforms as a vector, such as displace-
ment or a local dipole moment. By selecting different A-site vectors
and lattice generators, a diverse assortment of semimetallic phenom-
ena can be realized. Hamiltonians are generated by considering all
first- and second-nearest neighbor hopping terms permitted by the
restrictions imposed on H(~k) by the generators of a particular layer
group. The specific terms allowed for each example layer group are
detailed in Appendix 6.8.2. . . . . . . . . . . . . . . . . . . . . . . . 218
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6.6 The generators (a), lattice (b), and a typical band structure (c) for
pmmm, layer group 37, (space group 47). All elements of the layer
group are symmorphic, with mirror lines separating the A and B
sublattices and the A and C sublattices. As the xy-plane itself is
a mirror, this system is flat and has inversion symmetry, with the
inversion center lying at the center of the four sites and at the inter-
section of all 3 mirror lines and planes. Therefore, by the arguments
in 6.4.3, bands are two-fold-degenerate with Mzˆ eigenvalues {+,−}.
Consequently, the bands can only anticross, and at even fillings this
system is always an insulator (c). . . . . . . . . . . . . . . . . . . . 221
6.7 The generators (a), lattice (b), and a typical band structure (c) for
pmm2, layer group 23, (space group 25). All elements of the layer
group are symmorphic, with mirror lines separating the A and B
sublattices and A and C sublattices. The vectors have been bent
up into the +zˆ direction, breaking Mzˆ as one would see if there
were a substrate or a perpendicular electric field added to a system
in layer group 37 (Fig. 6.6). Consequently, this system is also a
wallpaper group, and could describe the surface of a three-dimensional
object. Without inversion, nonsymmorphic symmetries, or n > 2 Cnzˆ
rotation points, bands are singly degenerate and can only cross with
local protection by mirror eigenvalues on the mirror lines. Typical
values of the tight-binding parameters give metallic states at half-
filling (c), but values can also be chosen to separate the bands into
groups of two and open up consistent gaps at all even fillings (d). . 222
6.8 The generators (a), lattice (b), and a typical band structure (c) for
pbam, layer group 44, (space group 55). This group is a flat layer
group generated by constraining into the xy-plane a system gener-
ated by two perpendicular screws. Consequently, it has inversion
symmetry, with the inversion center located in the center of the
unit cell, off of the glide lines resulting from the product of I and
S2x/y = tx/y/2C2x/y. All bands are at least two-fold-degenerate by
(IT )2 = −1 and bands along XM and YM are four-fold-degenerate
by the combination of glide mirror and Mzˆ, as detailed in 6.4.3.
Bands at X, Y , and M are four-fold-degenerate due to the relation-
ship between I and S2x/y, as detailed in 6.4.1 and Ref. 245, and
disperse linearly. Therefore, at fillings of ν = 2, 6, this system is an
essential Dirac line node semimetal. Two-fold-degenerate bands are
all paired with Mzˆ eigenvalues {+,−} or in four-fold multiplets with
Mzˆ eigenvalues {+,+,−,−}, and therefore cannot be tuned to cross
by band inversion. Consequently, at half filling (ν = 4), this system
is necessarily an insulator. . . . . . . . . . . . . . . . . . . . . . . . 224
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6.9 The generators (a), lattice (b), and a typical band structure (c) for
p21212, layer group 21, (space group 18). This low-symmetry group
is generated just by two perpendicular two-fold screws protruding
from the sites. Due to having broken inversion symmetry and a com-
bination of nonsymmorphic symmetries incompatible with placement
onto the 1st amphidicosm in Fig. 6.2, this system has essential 4-band
tangles which resemble hourglasses, such that at fillings of ν = 2, 6,
it has 2D essential Weyl points along ΓY and ΓX [245]. Bands along
most lines are singly degenerate and therefore capable of crossing
with symmetry protection by the same mechanism as in Fig. 6.6
(though for the choice of parameters in (c) the system is an insulator
at half filling; ΓY is narrowly gapped). Bands along XM and YM
are two-fold-degenerate by the combination of a two-fold nonsym-
morphic symmetry and T , as detailed in 6.4.3. M hosts four-fold
points despite the absence of inversion, owing to {S2x, S2y} = 0 and
(S2x)
2 = (S2y)
2 = +1 at this point, as detailed in 6.4.1. At fillings
of ν = 2, 6, this system is therefore an essential semimetal, and can
be tuned to have a minimal Fermi surface of four Weyl points and a
Dirac point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
6.10 The generators (a), lattice (b), and two possible band structures
(c,d) for p21/b11, layer group 17, (space group 14). The lattice has
horizontal glide lines along the sites and inversion centers between the
A and C sites and between the B and D sites. Due to the combination
of I and T , bands everywhere are two-fold-degenerate. The offset
between the inversion centers and the glide lines leads to four-fold
degeneracies at X and Y , as noted in Fig. 6.4 and in 6.4.3. As
these four-fold points are linearly dispersing, in accordance with the
WPVZ bound this system is an essential Dirac semimetal at fillings of
ν = 2, 6, allowing an idealized Fermi surface consisting of two Dirac
points. At half filling, however, this system is capable of being both
an insulator (c) or a semimetal (d), as bands along YM are two-
fold-degenerate with pairs of the same glide mirror eigenvalue. This
semimetallic phase is locally protected by the statements in Ref. 56,
but can be gapped out by a band-inversion transition. Therefore, for
guaranteeing the existence of an essential 8-band Dirac semimetallic
phase, like that in SrIrO3 in Ref. 34, we find the inversion-center offset
highlighted in Ref. 56 to be a necessary, but insufficient condition,
and that we must require additional constraints. . . . . . . . . . . . 230
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6.11 The generators (a), lattice (b), and a typical band structure (c) for
pbma layer group 45 (space group 57). This high-symmetry layer
group has glide mirrors in the x and z directions and Myˆ about the
sites, such that it has an inversion center in the center of its unit cells,
off of glide line Gx = ty/2Mxˆ. This offset allows for bands along XM
to be two-fold-degenerate with the same Gx eigenvalues, which lo-
cally protects Dirac points along that line and its time-reverse, much
like the local protection of the Dirac point in Fig. 6.10(d). However,
unlike in that previous semimetal, whose nodal features were option-
ally created by tuning through a band-inversion transition, the Dirac
points in layer group 45 are essential, making them more like the
essential Dirac line node in SrIrO3 in space group 62 [34]. Because
four-fold points are required at X and M by the relationship between
Gx, Sy = tx/2ty/2C2y, and I, and because Gx commutes with all other
independent symmetry operations of the layer group at M , four-fold
points at X and M have differing Gx eigenvalue pairings (d), leading
to the required crossing along MX. . . . . . . . . . . . . . . . . . . 232
6.12 The generators (a), lattice (b), and a typical band structure (c) for
layer group 33 pb21a (space group 29). This is the only layer group
which can achieve a WPVZ bound of 8 without inversion symme-
try. Bands along ΓY are two-fold-degenerate by the anticommutiv-
ity of Sy = ty/2C2y and Gx = tx/2ty/2Mxˆ. Bands along YM are
two-fold-degenerate by the combination of Gx and T . Even though
the layer group only consists of two-fold nonsymmorphic symmetries
without inversion, the combination of symmetries is such that eight
bands have to be tangled together along ΓX and XM . Listing the
eigenvalues of Sy and Gz = tx/2Mzˆ (d), the evolution of the two-
fold nonsymmorphic eigenvalues for each symmetry λ± = ±ieikx/y/2
causes bands to form characteristic four-band structures as explained
in Ref. 245. Starting at Γ, one can choose parameters such that along
ΓX there is a gap at half filling with these four-band structures above
and below the gap. However, because [Sy, Gz] = 0 along XM , the
four-band structures which form along XM preserve the eigenvalue
of Gz (±1 indicated as a dashed or solid line respectively) and ex-
change new partners with local protection, forming a sort of 8-band
“cat’s cradle” structure and filling in the gap at ν = 4 with essential
Weyl points. Should one tune parameters as to open up a gap along
XM , the resultant Weyl points at half filling will instead form along
ΓX. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
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6.13 A 2-torus (a) and two Klein bottles with a common boundary (b). In
order to create a shape with the same external arrows as the 2-torus,
two Klein bottles have to be placed together, sharing the common
twisted boundary. This procedure is the origin of the bold numbers in
Figures 6.1 and 6.2. For a four-site unit cell, this decimation factor,
ndec = Aunit/Adec where A is the area of the original and decimated
unit cells respectively, gives the minimal insulating filling constraint
ν ∈ 2ndecZ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
6.14 A demonstration of the decimation procedure for two layer groups
with multiple nonsymmorphic symmetries. The minimal insulating
filling is proportional to the ratio of the sizes of the maximally dec-
imated unit cell to that of the original, with special consideration
given to avoid decimations which introduce fixed points. Layer group
21 (space group 18) (a) is generated by two perpendicular screws:
Sx/y = tx/y/2C2x/y. One could choose to mod out Sx first, reducing
the area of the unit cell by half and placing the system onto the di-
cosm. However, further decimation by Sy would then be disallowed,
because SxSy ∼ tx/2ty/2(C2z), which is an inherently symmorphic op-
eration (C2Z about the center of the unit cell). Therefore, choosing
either screw, the maximal decimation of layer group 21 gives ndec = 2
and placement onto the dicosm, with a minimal insulating filling of
ν ∈ 4Z. Conversely, layer group 33 (space group 29) (b) is gener-
ated by Sy and Gz = tx/2Mzˆ. Modding out Gz first removes the
right half of the unit cell and places the system onto the 1st amph-
icosm. However, this is not the maximal decimation, as the product
SyGz ∼ tx/2(ty/2Mxˆ), which is an inherently nonsymmorphic opera-
tion. Therefore, layer group 33 admits an additional decimation by
Sy onto the 1st amphidicosm, resulting in ndec = 4 and a minimal
insulating filling of ν ∈ 8z. . . . . . . . . . . . . . . . . . . . . . . . 244
7.1 Unit cells and Brillouin Zone (BZ) for two-site realizations of wallpa-
per groups pgg and p4g, the only two wallpaper groups with multiple
nonsymmorphic symmetries. The A and B sites are characterized by
T -symmetric internal degrees of freedom (blue arrows) that are trans-
formed under crystal symmetry operations. Physically, these could
correspond to properties which transform as vectors, such as atom
displacements or local electric dipole moments. Glide lines (green)
exchange the sublattices. In p4g, there is an extra C4 symmetry
(⊗) about the surface normal with axes located on the sites. The
combination of this C4 and the glides produces additional diagonal
symmorphic mirror lines (red) in p4g. In the BZ of p4g, C4 relates
Y¯ to X¯. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
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7.2 The eight topologically distinct Wilson band connectivities for bulk
insulators with crystal surfaces which preserve two orthogonal glide
lines. Each band structure is labeled by its two Z4 indices, (χx, χy),
subject to the constraint that χx − χy = 0 mod 2. Under the im-
position of C4z symmetry in wallpaper group p4g, connectivities are
excluded for which χx 6= χy. Solid black (dashed blue) lines in the re-
gions X¯M¯ and Γ¯Y¯ indicate bands with gx eigenvalue ±ieiky/2, while
the solid (dashed) lines in the regions Y¯ M¯ and Γ¯X¯ indicate bands
with gy eigenvalue ±ieikx/2. When inversion symmetry is present,
the spectra will be particle-hole symmetric. Bands along X¯M¯Y¯ are
doubly-degenerate and meet at M¯ in a four-fold degenerate point,
and bands along Y¯ Γ¯X¯ display either the hourglass (left column)
or “double-glide spin Hall” (right column) flows. The (2,0) and
(0,2) phases are relatives of the hourglass topologies proposed in
Refs. 9, 214. The novel (2,2) topological Dirac insulating phase can
host a surface state consisting of a single, four-fold degenerate Dirac
fermion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
7.3 The 2D surface Brillouin zone for wallpaper group pgg. Bands with
glide eigenvalue λ+ (λ−) are drawn as solid (dashed) lines. Bands
along lines of type (a) are singly degenerate eigenstates of gx/y and
therefore are restricted to either form hourglass or Quantum Spin
Hall connectivities along Γ¯X¯ and Γ¯Y¯ . Along lines of type (b), bands
are two-fold degenerate because they are invariant under the com-
bined operation (gy/xT )2 = −1; sinch such pairs have opposite gx/y
eigenvalues, generically lines cannot cross to form four-fold degenera-
cies at low-symmetry points along this line. However, at (c), the M¯
point, bands meet and form a fourfold-degenerate 2D Dirac point.
Bands in wallpaper group p4g behave the same way, with the addi-
tional restriction from C4z symmetry that bands along Γ¯X¯ and Γ¯Y¯
form the same connectivities. . . . . . . . . . . . . . . . . . . . . . 285
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7.4 An example to compute χy according to steps 1-4 in the text. The
± glide sectors are identified by solid black (dashed blue) lines for
the bands with gy eigenvalue ±ieikx/2 along M¯Y¯ and Γ¯X¯ (analogous
labelling is used for the ± glide sectors of gx along Y¯ Γ¯.) We now
follows steps 1-4 to compute χy: 1. Draw the red line labelled E1. 2.
One positively-sloped line in the + sector (black solid line) crosses
E1 along M¯Y¯ and no negatively-sloped lines cross; after multiplying
by 2 the total for this step is 2. 3. One positively-sloped line in the
+ sector (black solid line) crosses E1 along Γ¯M¯ and no negatively-
sloped lines cross; after multiplying by 2 the total for this step is 2.
4. Along Y¯ Γ¯, one line with positive slope and one line with negative
slope cross E1; the total for this step is zero. The total from steps 2,
3, and 4 is 4. Thus, χy = 4 mod 4 = 0 in this example. We could
have also seen that χy = 0 by choosing in step 1 the red horizontal
line at energy E2. Since no bands cross this line, steps 2-4 again
shows that χy = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
7.5 An example to compute n110 according to steps 1-4 in the text. Along
Γ¯M¯ the solid black (dashed blue) lines indicate the bands with m11¯0
eigenvalues ±i. Along M¯X¯(X¯Γ¯) the solid black (dashed blue) lines
indicate bands with gx(gy) eigenvalue ±ieiky/2(±ieikx/2). To compute
steps 1-4, we need only examine the segment Γ¯M¯ , along which one
negatively-sloped line in the + sector and two negatively-sloped lines
in the − sector cross the red horizontal reference line. Thus, the
result from step 2 is -1, the result from step 3 is -2, and n11¯0 = 1.
Evaluating χx according to Sec 7.6.5.1 shows that χx = 1 mod 2,
examplifying the proof that χx = n11¯0 mod 2. . . . . . . . . . . . 308
7.6 The xz-plane consisting of A and C sites of the tetragonal lattice
for our tight-binding model of space group 127, with lattice spac-
ings ax/z (there is a distinct xz-plane consisting of B and D sites
that is not visible in this slice). The chains in the z-direction can
be considered Su-Schrieffer-Heeger (SSH) chains, with hoppings pro-
portional to u1/2 dimerizing chains in a strictly z-dependent way and
hoppings proportional to v1/2 coupling sites one lattice spacing ax (or
ay) over so as to introduce xy-dependence and allow in k-space for
terms which manifest at different TRIMs to be tuned independently. 318
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7.7 Energy bands and z-projection Wilson bands for the SSH limit of the
tight-binding model for SG 127 in Eq. 7.6.44, with the filling chosen
such that the bottom four bands are occupied. Bands (a) and Wilson
bands (b) display the trivial connectivity χ = 0 when the polarization
invariants at X¯ and M¯ are the same, and here were obtained using
t1 = 1, t2 = 0.5, vs2 = −0.2, v′s2 = 0.15, u1 = 0.25, u2 = 0.45, vr1 =
vs1 = u3 = u4 = 0. When the polarization invariants at M¯ and
X¯ differ, which can be induced by a band inversion about M¯ (c),
χ = 2 and the Wilson spectrum is nontrivially connected (d). This
SSH limit of the topological Dirac insulating phase in SG 127 was
obtained using Eq. 7.6.44 with t1 = 1, t2 = 0.5, vs2 = −0.2, v′s2 =
0.15, u1 = 0.85, u2 = 1.3, u3 = 3, vr1 = vs1 = u4 = 0. . . . . . . . . . 319
7.8 Bulk bands (a,c) and Wilson bands (b,d) for the tight-binding model
(7.6.44) away from the SSH limit. The bands along Γ¯X¯ open up into
hourglasses and the SSH edge states at X¯ couple and gap out. For
the trivial phase in panel (a), the bottom four bands approach the
top four very closely in a few places, but there remains a consistent
gap such that the four-band Wilson matrix is well-defined for the
whole z-surface BZ. Occasionally, an accidental extra symmetry of
the tight-binding parameters induces a four-fold degeneracy in the
Wilson bands at Γ¯ in this model (d). These figures were obtained
by tuning vr1 → 0.55, vs1 → 0.4 from the values used in Fig. 7.7 for
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7.9 Bulk bands (a) and Wilson bands (b) for the broken-C4z crystalline
phase labelled by (χx, χy) = (0, 2), realized by the tight-binding
model of Eq (7.6.44). In this phase, the hourglass along Y¯ Γ¯ is sharply
distorted and centered around pi. As occurred for the topological
Dirac insulating phase in Fig. 7.8, an accidental extra symmetry of
the choice of tight binding parameters can lead to a four-fold Wilson
band degeneracy at Γ¯ (b). The picture was obtained by using the
following parameters: t1 = 1, vr1 = 0.55, vs1 = 0.4, t2 = 0.5, vs2 =
−0.2, v′s2 = 0.35, u1 = 0.85, u2 = 1.3, u3 = 3, u4 = 4, and vC4 = 1. . . 321
7.10 Bulk bands (a) and Wilson bands (b) for one of the double-glide
QSH phases. This phase can be obtained by adding the term VTI in
Eq. 7.6.49 to the Hamiltonian in Eq. 7.6.44 away from the SSH limit.
Bands for this figure were generated using t1 = 1, vr1 = 0.3, vs1 =
0.25, t2 = 1.5, vs2 = −0.2, v′s2 = 0.15, u1 = 0.5, u2 = 2, u3 = u4 = 0,
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8.1 (a) The lattice with I, {Mz|012}, and T¯ = {T |12 12} with spins along±yˆ. Red and green indicate sites above and below the plane. (b) The
band structure of the system generated by the tight-binding model of
Eq. 8.3.2. Bands are two-fold-degenerate by the combination of I and
T¯ . Pictured are the top four bands of an eight-band model, which
are split from the bottom bands by a very large antiferromagnetic
interaction. The symmetries of this magnetic layer group necessitate
that groups of four bands meet in Dirac points at the M point for
fillings ν ∈ 4Z + 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
8.2 For the tight-binding model in Eq. 8.3.2, introducing an asymmetry
in the interaction between A/A’ and B/B’ sites may result in edge
states on T¯ -preserving surfaces. Pictured above is the (11) edge of a
ribbon for different signs of the Mz-breaking term τy in the k ·p. The
edge shown in (c) and represented by a red line in (a) and (b) above
hosts surface states as shown in the inset band structure. The edge
in (d), represented by a black line in (a) and (b), is fully gapped.
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8.3 (a) Perturbations corresponding to τxσx (along with τxσy and τxσz)
result in nodal phases (left) or bulk gapped phases (right), depending
on perturbation strength. These cases are associated with dimeriza-
tions of the lattice, similar to what’s shown in Fig. 8.2, and may pro-
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on-site potential and leads to a pair of Weyl points for small magni-
tudes (left), two pairs as the magnitude increases (center), and, ulti-
mately, an insulating phase once the Weyl points annihilate (right),
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chiral edge states resulting from breaking T¯ but preserving the spa-
tial symmetries; left and right moving states sit on opposite edges
and connect the valence and bulk manifolds, and are associated with
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perturbed system in Fig 8.2. This edge breaks T¯ and hosts a sin-
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Chapter 1
Introduction
The field of topological condensed matter physics is one of the youngest and most
quickly developing areas in physics today. What started in the 1970’s and 80’s
as an alternative set of mathematical tools for describing the quantum mechanical
version of the Hall effect has, over the past ten years, turned into a veritable gold
rush for new topological phases and materials realizations. As the field developed,
it grew to incorporate concepts from other areas of physics, including high-energy
particle physics and, most recently, crystalline geometry. Despite the field’s grow-
ing complexity and specialization, many of its major results can still be understood
by making an analogy to the wonder-material graphene. In some sense, graphene
is a perfect Dirac semimetal: its Dirac cones are gapless enough to host effective
bulk Klein-tunneling and surface states under a valley-preserving termination. But
in another sense, it’s actually the world’s worst topological insulator: the presence
1
of a symmetry-allowed spin-orbit term clarifies insulating filling restrictions and
the reveals promise in similar materials of topological insulating physics. In the
work presented in this thesis, I have addressed problems across some occasionally
disparate areas of quantum condensed matter. However, whether addressing Ma-
jorana fermions in superconducting Josephson junctions, the proposed true Dirac
cones on a new topological crystalline insulator, or even the domain wall states in
actual bilayer graphene, the results derived have simple intuitions drawn from that
familiar gapless, or maybe slightly gapped, honeycomb lattice.
In this introduction, we first provide a brief summary of the major results in
topological condensed matter physics as they pertain to the discussions in this the-
sis. We then specialize to considerations of the state of the field before, and after,
the major results presented here. In 1.1, we trace the development of topological
invariants for quantum Hall systems to the discovery of the first three-dimensional
topological insulator. We then in 1.2 discuss the search for condensed matter Ma-
jorana fermions, and the relative place of the work presented in Chapter 2. From
there, we jump in 1.3 to a discussion of gapped phases in graphene single- and
few-layers and the promise for realizing the bilayer graphene domain wall physics
presented in Chapter 3.
After providing context for the transport results in this thesis, we then consider
progress in the field of bulk nodal materials and topological crystalline insulators.
In 1.4, we introduce the weak-spin-orbit Dirac line node from Chapter 4 and briefly
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discuss the vast number of similar line node proposals that followed it. In 1.5, we
introduce the general notion of minimal insulating filling in time-reversal-symmetric
systems and the relationship with so-called “unconventional fermions,” such as the
double Dirac points presented in Chapter 5. We then in 1.6 introduce the relatively
new field of topological crystalline insulators, touch upon its relationship with the
two-dimensional minimal insulating filling restrictions derived in Chapter 6, and
explain how the work presented in Chapter 7 closes the search for new time-reversal-
symmetric three-dimensional topological insulating phases. Finally in 1.7, we briefly
introduce the new magnetic semimetal presented in Chapter 8 in the context of
minimal insulating filling and other proposed semimetals.
1.1 A Brief History of Topological Invariants in Condensed
Matter Physics
Topology, at least as it applies to condensed matter physics, is the notion that a
set of similar problems can share some robustly quantized property as long they are
related by smooth deformations. In other words, for some manifold of interest, such
as one defined by some mapping of the Hamiltonian of a system parameterized by
crystal momenta, we really only care about the genus, or the number of holes, and
we can generally ignore other, more complicated math concepts like orientability, at
least as long as the manifold has no ill-behaved pointy edges. In practice, this focus
3
(a)
(b) (c)
Figure 1.1: In principle, an ideal donut can be deformed into an ideal coffee cup (a) (repro-
duced from http://youngmathwizards.com/ lessons/ images/ Topology TransformDonutToCof-
feeCup.gif ). But maybe donuts have sprinkles and look delicious in a box mushed together (b) or
maybe a coffee cup doesn’t have a closed handle (c). It’s possible that this imagery does not actu-
ally help convey to a general audience that the manifold defined by the Hamiltonian parameterized
by the crystal momenta of a topological insulator has an odd genus.
on genus usually leads to introducing this field with pictures of donuts and coffee
cups like those in Fig. 1.1, though personally I’m not sure if that does anything but
encourage taking a snack break. In this section, we briefly consider the evolution of
condensed matter topological invariants from quantum Hall systems to topological
insulators and beyond. Much of this story is presented in more detail in a review
by Hasan and Kane [83].
In its modern form, the merger of topology and condensed matter theory started
upon the recognition that for a Hall bar, a two-dimensional metallic system with an
applied in-plane electric field and perpendicular magnetic field, the resistivity is ac-
tually a discontinuous function of the strength of the applied voltage. Specifically,
in the von Klitzing experiment, the Hall resistivity under increasing voltage was
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shown to have well-defined plateaus, whereas the perpendicular, or longitudinal,
resistivity was zero except for near the same values of applied voltage at which Hall
resistivity jumped [117]. One could consider trying to explain these peaks in the
language of single-particle quantum mechanics, beginning with substituting a vector
potential into the Hamiltonian for a two-dimensional free particle. The eigenstates
of this system then manifest as flat bands, known as Landau levels [119]. In this
construction, adding a confining edge potential, like that in the Halperin picture,
bends the Landau Levels such that opposite ends appear to host oppositely chiral
edge modes [82]. From here, one could propose a semiclassical transport problem
where the applied voltage bends the Landau levels and results in the appropriately
quantized values of the Hall and longitudinal resistivity. However, a more care-
ful examination of this construction reveals that it only behaves correctly when
the Landau levels are fully occupied. To properly characterize the quantum Hall
plateaus, one has to in fact introduce a disorder potential that broadens the density
of states to include localized modes [218]. In this disordered construction, as the
applied voltage is increased, the localized puddles merge until a new set of edge
modes eventually appear via a percolation transition [109]. Throughout this pro-
cess, the Hall resistivity remains quantized up until the percolation transition, and
the longitudinal resistivity is zero until the puddles grow so large their edges briefly
connect the longitudinal boundaries. Though at each value of applied voltage the
details of the disorder-localized puddles differs, the conductivity remains integer
quantized.
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This edge conductivity robustness led to the recognition by Thouless, Kohmoto,
Nightingale, and de Nijs (TKNN) that the voltage change amounts to a continuous
deformation of a gapped Hamiltonian with a fixed number of occupied bands; closing
and reopening the gap is equivalent to pinching some manifold in such a way that its
genus may change [202]. Formulated in the language of Berry’s geometric phase [20],
the genus, or in this case the winding number (or 2D Chern number) becomes:
nm =
1
2pi
∫
d2kFm (1.1.1)
where Fm is the total Berry flux of all the occupied Landau levels. For the
quantum Hall problem, TKNN found that nm ∈ Z.
More generally though, the Chern insulator can be considered in terms of its
relative lack of symmetries, including, notably, time-reversal symmetry T . In 1988,
Haldane proposed a toy model of the quantum Hall effect on a honeycomb lattice,
like the one in graphene [80]. In this model, Haldane encoded the vector potential as
T -breaking hopping phases that summed to zero across a single unit cell such that
the whole 2D system had no magnetic field on the average. This system was found
to be capable of hosting nm = 0,±1 quantum Hall phases, and stable 2D two-fold-
degenerate linearly dispersing fermions at its T -symmetric critical points. In 2005,
when considering graphene, my advisor Charles Kane and fellow thesis committee
member Eugene Mele recognized in a seminal paper that if the Haldane term was
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modified to involve the spin degree of system such that it was made T -symmetric,
the model would host a tiny gap and robust helical edge modes [106]. After much
mathematical heavy lifting, Kane and Mele deduced that these edge modes were
protected by a new, time-reversal-symmetric Z2 variant of the TKNN number, and
that therefore their model of graphene represented a new class of “topological in-
sulator.” Shortly afterwards, Bernevig, Hughes, and Zhang recognized that the
band inversion in HgTe quantum wells could realize this physics with a much larger
gap [19], leading to the observation of this phase via quantized edge conductance in
2007 [118]. From, there, it was a short leap for Fu, Kane, and Mele and Qi, Hughes,
and Zhang to propose 3D generalizations of the topological insulator [65, 170]. After
a brief time, the surface fermions of these 3D topological insulators were observed
in bismuth selenide [93], and by now, a host of other materials [231, 237].
After these developments, Kitaev further noted that, expanding on developments
by Altland and Zirnbauer (AZ) in random matrix theory [13], just by counting a
Hamiltonian’s number of time-reversal-odd parameters and examining its invariance
under a commuting antiunitary operation (time-reversal T ) and an anticommut-
ing antiunitary operation (superconducting particle-hole Ξ), one could state which
topological invariants, if any, could characterize it [115]. Because the quantum
Hall state has broken T , no particular sense of particle-hole symmetry, and is two-
dimensional, it can automatically be deduced to host an integer-valued topological
invariant nm ∈ Z. Conversely, the T -symmetric 2D and 3D topological insulators
must host Z2 invariants.
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The field then turned towards a broader examination of whether other areas of
the Kitaev (or AZ) table, symmetry conditions, or defect structures (Ref. 200, for
example) could host readily observable topological phases. In this thesis, we cover
two such areas: topological superconducting systems and topological crystalline
insulators. As we will see in the following sections, topological superconductors are
still quite hard to find and observe. Topological crystalline insulators, on the other
hand, were maybe a little too readily characterized and, as shown in Chapter 7,
could in fact be exhaustively characterized by a relatively simple consideration of
surface symmetries.
1.2 The Search for Condensed Matter Majorana Fermions
The Majorana fermion, a self-dual particle with fermionic algebra, was first proposed
1937 [140]. Much like its namesake theorist, whose disappearance on a boat or
appearance on the edge of photos has been the punchline of pretty much every
condensed matter talk on the subject [88], the Majorana fermion existed for a long
time as more of a curiosity. In particle physics, there has always been the off
chance that a neutrino is a Majorana, but otherwise there wasn’t much popular
consideration of it until the relatively recent trend of associating the low-energy
field theories of condensed-matter systems with particle physics analogs.
In a mean-field superconductor, the many-body operator of the superposition of
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adding and removing an electron at zero energy:
γE =
1√
2
(
cE + c
†
−E
)
, E → 0 (1.2.1)
is self-dual, and of course fermionic. Upon recognizing this, the idea of finding,
and finding something useful to do with, a Majorana fermion became a bit less
abstract. The most prominent early proposals came from Kitaev, including formu-
lations of Majorana fermions in models of a 1D superconducting chain and on a 2D
lattice [113, 116]. As Majorana fermions in 2D are chiral and host anyonic braid-
ing statistics [225, 226], Kitaev’s 2D construction in particular, which also in some
form was presented as an exactly solvable model on a honeycomb lattice [114], drew
recognition for its proposal for Majorana-based fault-tolerant quantum computing.
With Majorana fermions now linked to the search for new superconducting physics
and quantum information, attention shifted towards realistic material and device
proposals and efforts towards the experimental confirmation of Majorana physics.
The most obvous place to look for robust zero modes, such as Majorana fermions,
is in topological systems. The AZ table indicates that there should be topological
superconducting systems in two and three dimensions with Z or Z2 bulk invari-
ants [13]. Several proposals emerged for effectively realizing these topological su-
perconductors in heterostructure systems, including a proposal by Lutchyn, Sau,
and Das Sarma using Rashba wires and superconducting interference devices and a
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proposal by Fu and Kane to pattern the surface of a 3D topological insulator with
an s-wave superconductor [62, 136].
Efforts to detect elements of topological superconductivity have been ongoing,
with some recent success in at least detecting signatures of Majorana fermions [51].
Far and away, the most prominent experimental result came from the Delft group,
who in 2012 observed a zero-bias conductance peak in a setup similar to the Lutchyn
Rashba proposal [151]. Though this result was eventually confirmed by several
groups [43, 46, 47, 58], there was at the time some concern that a similar system
without Majorana fermions could nevertheless still display a similar conductance
peak [132]. Therefore, there was simultaneously a rush to propose, and construct,
devices more reliant on the Fu-Kane topological insulator proximity effect. Follow-
ing the ambiguous results of a topological-insulator-based setup by the Goldhaber-
Gordon group at Stanford [228], we proposed the experimental geometry highlighted
in Chapter 2. Shortly afterwards, Yazdani found quite convincing evidence of Majo-
rana fermions in 1D chains of magnetic atoms deposited on superconductors [155].
Partially inspired by Kitaev’s 1D chain, these magnetic atom chains in their su-
perconducting environment were found by scanning-tunneling microscopy to host
zero-bias peaks. Of final relevance to this thesis, our Majorana interferometry ex-
periment from Chapter 2 was actually performed in late 2015 [165]. Unfortunately,
though that experiment did display conductance signatures of Majorana fermions,
the behavior was quite different than what we predicted, and was associated instead
with the “snapping” behavior of a Majorana vortex chain living in the non-negligible
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channel width of the interferometry device.
1.3 Quasi-Topological Effects in Graphene Few-Layers
Graphene is one of the greatest success stores in hard condensed matter physics.
It is a simple system; it consists of a 2D sheet of carbon atoms on a honeycomb
lattice and most of its physics can be captured in a spin-orbit-free tight-binding
model with just first-neighbor hoppings [35]. Nevertheless, graphene also displays
rich electronic physics, some of which can be partially explained exploiting the
language of topology. In graphene, the two-fold-degenerate spin-orbit-free bands
meet at just two points (K and K ′) in the Brillouin zone [208]. The bands in
these two time-reversed “valleys” disperse linearly; combined with the four-fold
degeneracy of these band-touching nodes, this led Semenoff, DiVincenzo, and Mele
in 1984 to adopt the language of particle physics and label these points as “massless
Dirac fermions” [49, 184]. With a Fermi surface consisting of just these nodes,
graphene was found to display ballistic conductance, which could be explained by
relating the behavior of electrons in a sublattice-preserving potential to “Klein
tunneling”’ effects in high-energy physics [33, 108]. Furthermore, as long as its
edges preserved sublattice labeling (and thus prevented coupling K and K ′), these
bulk Dirac fermions could also be connected with gapless edge modes [28, 66, 156].
As the T -preserving gapped phases of the Dirac equation are topologically dis-
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tinct [98], proposals also emerged for gapping graphene and realizing assorted topo-
logical effects. Because the spin-orbit coupling in graphene is quite weak, experi-
mental proposals to gap it have relied on patterning substrates or applying external
fields. In single-layer graphene, applying a boron-nitride substrate provides an on-
site potential that gaps the Dirac points without coupling the valleys (at least to the
extent that the two lattices are made perfectly commensurate). In this construction,
the different signs of the mass term, corresponding to placing a boron atom on the
A or the B sublattice of graphene, correspond to different halves of the Brillouin
zone having different Chern numbers [103, 123]. This difference in valley Chern
number implies that a domain wall between two oppositely gapped heterostruc-
tures should host domain wall states [1, 103]. However, unlike the Chern numbers
in the quantum Hall effect discussed in the beginning of this introduction, these
Chern numbers are not strictly topological. If the system Hamiltonian is deformed
in such a way that the valleys are coupled, then the half-Brillouin-zone Chern num-
ber is no longer quantized, and topological edge states are no longer guaranteed. In
this sense, I personally consider any discussion of topology in graphene or graphene
bilayers “quasi-topological.” While the tools and language of topological condensed
matter physics can be used to describe some properties of graphene, one should not
get too carried away in proposing a new transport signature that in real systems
gets washed out by small, but highly relevant, valley nonconserving disorder.
In light of all of this, the long paper reproduced in Chapter 3 represents an
elaborate construction exploiting topological effects at the intersection of similar
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domain walls in bilayer graphene. Unlike single-layer graphene, bilayer graphene
hosts quadratically dispersing nodes, and can be gapped by a perpendicular electric
field [144, 146, 161, 163]. Like in single-layer graphene, these domain walls are only
topological if the boundary preserves valley index, and disorder can be highly rel-
evant. Since 2008, these domain walls have been hailed as tunable “highways” for
electronic transport in two dimensions [142, 172, 257]. Following a suggestion by
Aﬄeck that these domain walls are two-parameter Luttinger liquids [110], we pre-
dicted the conductance signatures of pinch-off transitions in the effective quantum
point contact at the intersection of two domain walls as a function of interaction
strengths [223]. However, to have any hope of observing this transport behavior,
there first has to be an experimental confirmation of Luttinger liquid physics in an
isolated bilayer graphene domain wall. Progress in this direction has been a mixed
bag. Experimental results published in 2015 showed a single-domain wall tunnel-
ing conductance approaching the quantized limit of 4e2/h, but were inconclusive in
displaying the characteristic power law scaling signatures expected for a Luttinger
liquid [101]. Recent experiments showed improved domain wall transport, but did
not address the Luttinger liquid question [126]. For now, the work presented in
Chapter 3 stands as a curious, but possibly too idealized, prediction of another
quasi-topological effect in graphene few-layers.
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1.4 Weak-Spin-Orbit Line Nodes from Graphite to a Mad
Dash for Drumheads
Reproduced in Chapter 4, we presented in 2015 a proof that the same weak and
strong invariants that characterize a centrosymmetric topological insulator indicate
in weak-spin-orbit crystals the presence of fourfold-degenerate Dirac line nodes [112].
In some sense, each cut piercing one of these line nodes produces 2D Dirac points
like graphene; the line node is linearly dispersing in two directions and nondis-
persing in the third. Previous proposals for similar line nodes had been provided
by Volovik and Murakami, but were reliant on either superconducting or artifical
sublattice particle-hole symmetries [195, 207]. While our proposed line node is flat
under particle-hole symmetry, it survives breaking it, and in fact, survives breaking
all symmetries but crystal translation, spinless time-reversal, and spatial inversion.
The surface-projected interior of this Dirac line node was also found to host a
nearly-flat 2D band. This band, unfortunately dubbed a “drumhead state” in the
current literature, has interesting quantum Hall-like effects under an applied mag-
netic field [152] and, if made sufficiently flat, could provide a vehicle for studying
strongly-correlated electron physics.
As we prepared to release our proposal of Cu3N as a Dirac line node semimetal,
a competing group was simultaneously preparing papers suggesting these line nodes
in graphene superlattices, as well as in the very same Cu3N crystals [220, 247]. In
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the end, we both wound up releasing papers roughly simultaneously. During the
final week of preparing our paper, the Cava group also informed us that they had
found one of these line nodes in a variant of calcium phosphate, a compound Robert
Cava now happily refers to as “Dirac Rat Poison” [183]. Given the simplicity of our
proposal, that one would likely find Dirac line nodes in weak-spin-orbit systems with
band-inversion, a huge number of related line node proposals quickly followed. Most
of these line nodes were proposed in space groups with addition mirror symmetries,
such that the line nodes could be explained in the language of irreducible repre-
sentations and mirror eigenvalues [73, 84, 262]. However, a few recent ones were
reported in materials simulations of low-symmetry space groups, for which the line
nodes could exclusively be described using our topological construction [233, 238].
1.5 Minimal Insulating Filling Semimetals and Unconven-
tional Fermions in Crystals
When presenting at the 2015 March Meeting the Dirac line node proposal repro-
duced in Chapter 4, we were made aware of a strong-spin-orbit Dirac line node in
SrIrO3 [34, 111]. This line node puzzled us for several reasons. First and foremost,
we knew from the AZ table that our topological construction could not protect a
line node in strong-spin-orbit systems (in which the only valid time-reversal sym-
metry operator T 2 = −1). Secondly, the papers explaining this strong-spin-orbit
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Dirac line node relied on topology and particle-hole symmetry [39], but the line
node seemed to be part of eight-band structures that repeated at all fillings, and
the system didn’t seem to be particularly particle-hole-symmetric at all. We even-
tually deduced that this line node was locally protected by the combination of a
glide mirror and an inversion center offset from it, a conclusion reported shortly
afterwards by Chen Fang in Ref. 56. However, this partial scoop was a bit of a
blessing. Looking more closely at the simplified models I had constructed of glides
with inversion-center offsets, I realized that not all of them were guaranteed to
have eight-band structures; some of them had nodes that could be eliminated by a
band-inversion transition.
During the summer after that March meeting, Watanabe, Po, Vishwanath, and
Zaletel (WPVZ) released a paper using a consideration of compact flat manifolds to
derive the allowed insulating fillings for 220 of the 230 3D space groups [216]. For
each of these compact flat manifolds, there was a corresponding space group whose
elements all multiplied to operators containing translations. These fixed-point-free
space groups, known as the Bieberbach Groups, corresponded to compact flat man-
ifolds in three dimensions, known as the “platycosms” [89]. Bieberbach had in fact
characterized this relationship between crystal groups and manifolds as early as
a century ago, but the connection to insulating physics had gone unnoticed due
to Bieberbach’s subsequent unsavory actions in WWII-era Germany [168]. WPVZ
realized that by asking which Bieberbach groups were subgroups of a given space
group and imposing Kramers’ theorem, one could quickly predict the fillings at
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which most crystal systems were allowed to be insulators. My advisor, Charles
Kane, quickly recognized that in the noninteracting limit, this minimal insulating
filling would manifest as the number of bands tangled together by space group
symmetries. Sure enough, the space group hosting SrIrO3 and its eight-band tan-
gles, space group 62, had minimal insulating fillings of ν ∈ 8Z. Exploiting this
recognition, we wrote the paper reproduced in Chapter 6, in which we derive the
filling restrictions for all two-dimensional systems using a flat manifold-based pre-
scription and predict all of the allowed 2D nodal phenomena for strong spin-orbit
interactions. We found both simple 2D systems that reproduced the symmetry
protection mechanism of SrIrO3 and new, band-inversion-driven systems protected
by the same mechanism, and showed that they were most easily distinguishable by
their minimal insulating fillings [221]. Our new band-inversion line node, proposed
in a 3D stack of layer group 17 (space group 14), was recently confirmed in density
function theoretic calculations by the Balatsky group [70].
At the same time, we also worked to find an explanation for the 10 space groups
whose noninteracting minimal insulating fillings were known to be insufficiently con-
strained by the platycosm formulation. One possibility was that high-fold rotations
were enforcing unusually large degeneracies at high-symmetry points. It had been
known for some time that a consideration of the dimensionality of the irreducible
representation of the Little group at a high-symmetry point would correspond to
the degeneracy of the Hamiltonian at that point [139, 244], so we decided to first
examine if those space groups hosted unusual irreducible representations. Search-
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ing the symmetry textbook Bradley and Cracknell [26], we found that some of the
10 ill-behaved space groups indeed hosted unusual eightfold-degenerate, linearly-
dispersing nodes, which we dubbed “double Dirac points” [224]. In the work repro-
duced in Chapter 5, we found that these new double Dirac semimetals allowed new
mechanisms for strain engineering quantum phase transitions and could be gapped
to bind nontrivial line defects. Following our lead, Bradlyn and the Princeton
group used the same methodology to exhaustively characterize all of the possible
high-symmetry nodal structures in T -symmetric crystals, discovering in the process
so-called “Spin-1 Weyl fermions” [27]. In a soon-to-be-released paper, I collaborated
with the Hasan group at Princeton to explore the minimal symmetry restrictions
for filling-enforced topological nodal physics. In our upcoming work, we find that in
symmorphic chiral crystals, all of the time-reversal-invariant crystal momenta host
Weyl points, allowing for the potential observation of Brillouin zone-wide Fermi
arcs.
1.6 Completing the Menagerie of Topological Crystalline
Insulators
Though 3D topological insulators are frequently characterized in terms of bulk
time-reversal symmetry, they could also be considered in terms of surface symme-
try. Specifically, any facet of a crystal, as long as it is defect-free, is itself some
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lower-dimensional crystal. In the case of topological insulators, this surface crystal
need only have translation and time-reversal symmetries to host two-fold degen-
eracies at its surface time-reversal-invariant momenta. As the bands in this 2D
subsystem are allowed to be connected to a 3D bulk, they have the added ability
to be patterned in an infinite zig-zag connectivity. Therefore, an alternate proposal
for 3D topological insulators might go as follows: consider a low-symmetry surface
with only translation and T symmetry, rearrange the surface bands so that they
have a connectivity that would go on forever without a bulk to absorb it, and ask
whether this band connectivity is permitted in a 3D bulk insulator.
Through this alternate prescription, other surface symmetries can also be im-
posed. In 2008, Teo, Fu, and Kane showed that a symmorphic surface mirror line
can protect additional nontrivial surface band connectivities [201]. These bands
were shown to be characterized by a bulk mirror Chern number Z and the nontriv-
ial bulk insulating phase was dubbed a “topological crystalline insulator” [60, 201].
By 2012, topological crystalline insulating surface states had been confirmed in
SnTe [94, 196] and related materials [50, 234]. As other groups considered the role
of multiple mirrors and related effects in phonon systems, the Princeton group in
2015 discovered a nontrivial crystalline insulator protected by a nonsymmorphic
glide mirror in density functional theoretic simulations of KHgSb and related com-
pounds [214]. Taking note of the characteristic four-band structures that arise from
the combination of glide mirror and time-reversal symmetries in strong-spin-orbit
systems, they dubbed this phase a topological “hourglass insulator” [9]. This year,
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the existence of the surface hourglass fermions in these materials was preliminarily
confirmed through spectroscopy [138].
Shortly after the announcement of hourglass insulators, I realized that by com-
bining the 2D minimal insulating filling considerations from Chapter 6 with the
extremely limited set of allowed surface symmetries in T -symmetric crystals, one
could completely exhaust all of the allowed topological insulating phases, crystalline
or otherwise. The trivial surface states in any T -symmetric bulk insulator must dis-
play the same filling-enforced band tangles as those presented in Chapter 6, and can
only come in sets of 2 or 4. Working with Bernevig and Bradlyn, we showed that
among the 17 surface wallpaper groups (also known as plane groups) [44], there were
generically only four possible kinds of T -symmetric topological insulators. Three
of them; topological insulators, mirror topological crystalline insulators, and topo-
logical hourglass insulators; had already been characterized. But, in the preprint
reproduced in Chapter 7, we show that there exists a previously uncharacterized
topological insulating phase with fourfold -degenerate surface Dirac points. Detailed
in Chapter 7, the surface states of this “topological Dirac insulator”are capable of
being gapped into truly topological domain wall networks (unlike the ones in bilayer
graphene considered in Chapter 3), and also provide important exceptions to a 2D
crystalline fermion doubling theorem.
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1.7 Magnetic Semimetals
With all of the 3D T -symmetric bulk fermions characterized by the work reproduced
in Chapter 5 and Ref. 27, and all of the allowed 3D T -symmetric bulk insulators
exhausted by the work reproduced in Chapter 7, a natural question to ask was,
“is anything interesting left?” While I can’t answer that question beyond the next
year, the work reproduced in Chapter 8 at least provides a glimpse in one possible
remaining direction. The platycosm-based formulation of minimal insulating filling
presented by WPVZ [216] and adopted for the work reproduced in Chapter 6 only
works for time-reversal-symmetric crystals. There are in fact over 1600 magnetic
space groups characterizing crystals with broken or modified T symmetry [128].
In these space groups, there is the likely possibility of finding a rich assortment
of unconventional magnetic fermions analogous those in Chapter 5 and Ref. 27, as
well as some hope of finding exotic filling-enforced magnetic semimetals analogous
to those presented in Chapter 6.
This past year, Steve Young and I took the first steps in this direction: in the
paper reproduced in Chapter 8, we showed that in two dimensions, the combination
of symmorphic symmetries and an antiferromagnetic time-reversal symmetry pro-
tects fourfold-degenerate magnetic Dirac points. These new Dirac points are parts
of filling-enforced four-band tangles, and therefore we showed for the first time that
insulating filling restrictions greater than ν ∈ 2Z could be achieved without time-
reversal symmetry. It is my hope that this new filling-enforced magnetic Dirac
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semimetal is only the beginning of a wave of nodal physics discoveries in magnetic
systems.
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Part I
Transport Signatures of Quantum
Phase Transitions
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Chapter 2
Signatures of Majorana Fermions
in Topological Insulator Josephson
Junction Devices
2.1 Abstract
We study theoretically the electrical current and low-frequency noise for a linear
Josephson junction structure on a topological insulator, in which the superconductor
forms a closed ring and currents are injected from normal regions inside and outside
the ring. We find that this geometry offers a signature for the presence of gapless
1D Majorana fermion modes that are predicted in the channel when the phase
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difference ϕ, controlled by the magnetic flux through the ring, is pi. We show
that for low temperature the linear conductance jumps when ϕ passes through pi,
accompanied by non-local correlations between the currents from the inside and
outside of the ring. We compute the dependence of these features on temperature,
voltage and linear dimensions, and discuss the implications for experiments. This
chapter originally appeared as an article by Benjamin J. Wieder, Fan Zhang, and
C. L. Kane in Physical Review B in 2014 [222].
2.2 Introduction
There is presently a major effort in condensed matter physics to demonstrate the
unique properties of Majorana fermion quasiparticle states associated with topo-
logical superconductivity [113, 116, 176]. A promising approach is to utilize prox-
imity effect devices that combine ordinary superconductors with topological insu-
lators or other strong spin-orbit materials to achieve topological superconductiv-
ity [12, 62, 136, 164, 182]. Recent experiments on semiconductor nanowires cou-
pled to superconductors observed zero-energy tunneling resonances that have been
interpreted as Majorana bound states [46, 47, 151, 178]. The original proposal
involved a superconductor coupled to the surface of a topological insulator (TI).
It was shown that a vortex in the superconductor is associated with a Majorana
bound state, and that a linear Josephson junction (JJ) exhibits gapless 1D Ma-
jorana fermions when the phase difference is ϕ = pi [62]. Supercurrents in TI JJ
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devices have recently been observed [181, 206, 228]. Unusual behavior, including
a smaller than expected critical current normal resistance product, as well as an
anomalous Fraunhofer diffraction pattern, has been interpreted as evidence for 1D
Majorana fermions along the channel between the superconductors [228]. However,
the connection between these observations and Majorana fermions is indirect.
A difficulty with critical current measurements is that the predicted Majorana
behavior is only manifest when the phase difference ϕ is close to pi. In order to
isolate the properties of the gapless Majorana mode, it is necessary to control the
phase. Moreover, the supercurrent carried by the junction includes contributions
from gapped states. The gapless mode leads to only a weak singularity in the
current phase relation at ϕ = pi. Another possible experiment would be to use a
ring geometry and to tunnel into the junction region from another contact. Similar
experiments on 1D SNS junctions revealed the expected collapse of the minigap
in the normal region for ϕ = pi [121]. Such experiments on a TI JJ device could
demonstrate the closing of the gap, but they would not distinguish an even and odd
number of gapless channels. The unique feature of the 1D Majorana mode is that
as the phase is tuned through pi, the system must pass through a state where the
Majorana mode is transmitted perfectly along the channel - even in the presence
of strong disorder. This leads to a quantized thermal conductance that in principle
probes the central charge c = 1/2 associated with the Majorana mode, but would
be difficult to measure.
26
ΦV1 V2
I1
L
TI
S
I2
Figure 2.1: (a) Three-terminal ring geometry, in which the phase difference across a linear S-TI-S
Josephson junction is controlled by the magnetic flux Φ through the ring. Measurement of the
current and low-frequency noise provides a signature sensitive to Majorana fermion modes on the
junction.
In this chapter we show that measurement of current and low-frequency current
noise injected from the normal surface states at the ends of a TI JJ give rise to
a unique signature that is sensitive to the perfectly transmitted gapless Majorana
mode at ϕ = pi. Our setup, shown in Fig. 2.1, consists of a superconducting
ring on the surface of a topological insulator with a linear channel. The phase
difference across the junction is controlled by the magnetic flux through the ring,
ϕ = 2piΦ/φ0, with φ0 = h/2e
1. In addition, we introduce electrical contacts to the
normal TI surfaces inside and outside the ring, as well as to the superconductor.
This three-terminal geometry allows the average currents 〈Ia〉 (a = 1, 2) and the
correlations 〈δIaδIb〉 to be measured as functions of the voltages V a relative to the
grounded superconductor. We find that for a long junction at low temperature the
linear conductance exhibits sharp steps when ϕ passes through odd multiples of
1A similar setup may be possible using a 2D Rashba semiconductor proximity effect device[12, 182], though in
that case the magnetic field will affect both the flux through the ring and the topological superconductivity.
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pi. This singular behavior is a direct consequence of the gapless Majorana mode at
ϕ = pi. When the electrical contacts consist of only a single transmitting channel,
the magnitude of these steps is 2e2/h. In the more realistic situation where there are
multiple active transmitting channels the singular behavior is still present, though
the size of the step is reduced.
In addition, we find signatures for the Majorana mode in the diagonal and cross
correlations of the current noise. The cross correlation 〈δI1δI2〉 exhibits a narrow
peak when ϕ ∼ pi due to the Majorana mode. In the single-channel limit, the height
of the peak in the zero temperature limit is universal. For many channels, the peak
height is suppressed. The magnitude and sign of the peak, however, is predicted
to be related to the size of the steps measured in the average current. Finally,
we predict that the diagonal noise correlation 〈δI1δI1〉 also exhibits a sharp peak
at ϕ = pi. Unlike the singular behavior of the average conductance and the cross
correlation, however, the size of the peak is not suppressed when there are many
channels, and provides a more robust signature of the Majorana mode.
Our results are related to earlier work concerning resonant transmission through
0D Majorana bound states and proximity effect systems [3, 4, 18, 22, 42, 59, 63,
120, 125, 129, 160, 193, 197, 229]. In particular, Law, Lee and Ng [120] showed
that tunneling into a Majorana bound state at T = 0 leads to a zero-bias resonant
conductance 2e2/h associated with perfect Andreev reflection of a single channel.
In our geometry there are no discrete Majorana zero modes. However, when the
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magnetic flux, rounded to the nearest integer multiple of φ0 is odd, there is ef-
fectively a Majorana zero mode inside the ring, but it is strongly coupled to the
continuum of states in the surface region coupled to the lead. In this regard, the
linear JJ exhibits a behavior similar to the topological transition in a 1D topological
superconductor [4]. In our case, the transition between the topological and non-
topological phase, which occurs at ϕ = pi is controlled by the magnetic flux. Noise
correlations associated with tunneling into Majorana bound states have also been
studied, and the noise correlations for ϕ = pi resembles the noise correlations that
have been studied for coupling to chiral Majorana fermion modes associated with
magnet-superconductor interfaces on the surface of a TI [120, 125]. An important
difference between the present work and these earlier works, however, is that in our
geometry, the superconducting phase ϕ, controlled by the magnetic flux through
the ring, provides an accessible knob for controlling the coupling between the coun-
terpropagating chiral Majorana modes. This makes it possible to tune through the
quantum critical point at ϕ = pi that separates topological and non-topological
phases. An advantage of the present approach is that the singular behavior of the
current and noise near ϕ = pi provides a distinctive signature for the Majorana
physics.
The organization of this chapter is as follows. We first present in section 2.3 the
specifics of our model for the Josephson junction, focusing on a simple tunneling
problem for the Majorana channel and properly treating the interchannel reflection
of the remaining modes in the leads. Section 2.4 focuses on experimental signatures
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of the gapless Majorana channel: first we discuss the ideal case of single-channel
leads and then we expand out to the more realistic multi-channel case, extracting
the terms in the multi-channel current and noise which show singular behavior as
ϕ winds through pi. Finally, we conclude with a discussion of experimental param-
eters and feasibility. Additional appendixes 2.7.1 through 2.7.3 provide complete
derivations of the multi-channel observables and their single- and many-channel
limits.
While the manuscript reproduced in this chapter was in the final stages of prepa-
ration we received a preprint by Diez, et al. that presents an analysis of a related
Josephson junction geometry for topological superconductors. [48]
2.3 Model System
In Ref. 62 it was shown that a Josephson junction on the surface of a topological
insulator exhibits a gapless Majorana mode when the phase difference is equal to pi.
At that point, there is a single, one-dimensional Majorana mode that is transmitted
perfectly along the length of the junction. For ϕ different from pi, a gap opens in that
mode. In the following we consider the low energy limit for phase difference close to
pi, so that the transmission across the junction is dominated by the single gapless
Majorana mode, which can be described by a simple one-dimensional model. As
indicated in Fig. 2.2, this mode couples to a single Majorana mode in the contacts
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Figure 2.2: Schematic of the 1D Majorana modes that propagate along the junction for ϕ ∼ pi,
connecting reservoirs on the inside and outside of the ring. A mass term ∆0 cos(ϕ/2) couples
the counterpropagating Majorana modes. The transmitted mode at ϕ = pi defines a single Ma-
jorana mode in both contacts. The other Majorana modes in the contacts will be reflected, and
characterized by reflection matrices R˜1 and R˜2.
inside and outside the ring. In general, the contacts will involve many additional
channels, so it is necessary to introduce a general scattering matrix that relates the
incident channels and the transmitted channel.
We begin with a discussion of the one-dimensional transmission problem for the
singular channel in 2.3.1 and in 2.3.2 we introduce the general scattering matrix,
from which we compute the current and noise as functions of the phase difference
ϕ, temperature T and the voltages V 1,2 on the inner and outer contacts relative to
the grounded superconductor.
2.3.1 One-Dimensional Model
In Ref. 62 a TI JJ was described by modeling the TI surface state by a single
massless 2D Dirac fermion coupled to a superconducting pairing potential ∆(y) =
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∆0 exp(isgn(y)ϕ/2). For ϕ ∼ pi there are quasiparticle states with E ∼ 0 bound to
the interface y = 0 that are described by a two-band Hamiltonian, H = (γL, γR)H(γL, γR)T ,
where the one-body Bogoliubov de Gennes Hamiltonian is 2
H = −i~vFσz∂x +m(x)σy . (2.3.1)
Here γa(x) = γa(x)† are 1D Majorana fermion operators with a = L,R. In
this Majorana basis the one-body Hamiltonian H exhibits particle-hole symmetry
{H,Ξ} = 0 with Ξ = K, complex conjugation. The mass term is m = ∆0 cosϕ/2.
Importantly, m changes sign when ϕ advances by 2pi. In our ring geometry, this
means that sgn(m) = (−1)ν , where ν = Φ/φ0, rounded to the nearest integer. The
mass term violates time-reversal symmetry, expressed by [H, T ] = 0 with T = iσyK.
For ϕ = pi, m = 0, there are uncoupled counterpropagating chiral Majorana fermion
modes on the 1D interface.
We should note that the presence of local time-reversal symmetry in the junction
at ϕ = pi obscures the fact that time-reversal symmetry is explicitly broken glob-
ally. Furthermore, the physics of this system requires that time-reversal symmetry
be broken generally throughout the system. To see this, consider that there is only
a single pair of counterpropagating Majorana modes in the junction at ϕ = pi. In a
one-dimensional system like this junction, it is not possible to have an odd number
of Majorana Kramers pairs without breaking time-reversal symmetry in at least
2A similar model, describing the transition between a 1D trivial and topological superconductor, has been
analyzed in Ref. 4.
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some part of the system. Consequently, our system corresponds to symmetry Class
D and therefore, even at ϕ = pi, it is appropriate to consider time-reversal sym-
metry globally broken in our setup [13]. This classification is more than semantic;
the restoration of system-wide time-reversal symmetry at ϕ = pi would generate a
second pair of Majorana modes in the junction which would be subject to additional
interactions and could alter experimental signatures [48, 256]. Despite the global
breaking of time-reversal symmetry, it is worth clarifying that for ϕ = pi, the sub-
system of the leads, the junction, and the TI surface linking them does have local
time-reversal symmetry. This symmetry prevents the transmitting Majorana mode
from being backscattered by non-magnetic disorder. Therefore, one may still ana-
lyze moderate disorder in this subsystem by exploiting a time-reversal symmetry,
as we later will in 2.4.1. To summarize more precisely, the global breaking of time-
reversal symmetry dictates that the junction hosts just a single counterpropagating
Majorana Kramers pair at ϕ = pi, whereas the local preservation of time-reversal
symmetry protects the transmission of those paired modes into the leads.
To model the ends of the junction, we suppose that ∆(x, y) varies adiabatically
as a function of x and smoothly goes to zero in the lead regions with |x| > L/2.
In this case each of the 1D Majorana modes in the junction evolves into one of
the many propagating channels in the leads. In the spirit of the Landauer-Bu¨ttiker
approach [31], we focus on this single channel and arrive at a 1D model described
by Eq. (5.4.1) for the finite length JJ coupled to the leads. This defines a scattering
problem for the chiral Majorana fermion modes incident from the leads.
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This scattering problem can be characterized by a 2× 2 S matrix,
SE =
 r1E t2E
t1E r
2
E
 , (2.3.2)
where t
1(2)
E and r
1(2)
E describe the amplitudes for transmission and reflection of quasi-
particles with energy E incident from the left (right) side. SE obeys a number of
general constraints. Unitarity requires |rαE|2 + |tαE|2 = 1 and |t1E|2 = |t2E|2 = |tE|2.
Particle-hole symmetry requires S−E = S∗E. The scattering problem is easily solved
for the simple model m(x) = θ(L/2 − |x|)∆0 cosϕ/2. This model has a mirror
symmetry (x → −x), under which SE → σySEσy, so that t1E = t2E ≡ tE and
r1E = −r2E ≡ rE. We find
tE =
~vFκ
~vFκ coshκL− iE sinhκL , (2.3.3)
rE =
m sinhκL
~vFκ coshκL− iE sinhκL , (2.3.4)
where κ =
√
E2 −m2/(~vF ). At E = 0, S0 is real, and is characterized by
t0 = 1/ cosh(m/∆) , (2.3.5)
r0 = tanh(m/∆), (2.3.6)
where we have defined ∆ = ~vF/L. For m  ∆, r0 = ±1. Importantly, when
m changes sign, r0 changes sign and must pass through zero, at which point the
transmission at E = 0 is perfect, i.e., |t0| = 1. This property is more general than
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our specific model. It is related to the fact the a discrete Majorana zero mode
must be present inside the ring for the enclosed flux Φ = nφ0 (ϕ = 2pin) when
n is odd, but is absent when n is even. In order for the zero mode to appear or
disappear, there must be a point where the gap vanishes and the transmission is
perfect for 2pin < ϕ < 2pi(n + 1). The perfect resonant transmission is thus a
specific signature for a gapless 1D Majorana mode on the junction. However, the
transmitted Majorana mode does not carry charge. We will see in the following
sections that the transmitted Majorana mode leads to a step in the average current
and a peak in the current noise.
2.3.2 Current and Noise
We now develop general formulas for the electrical current and noise in our geometry.
Similar calculations have been performed previously in Refs. 3, 4, 18, 22, 42, 59, 63,
120, 125, 129, 160, 193, 229. We must combine the transmitted Majorana mode with
an additional Majorana mode in each lead as well as properly treat the remaining
incident electron channels. For each channel, the Dirac fermion electron operators
may be expressed in terms of a pair of Majorana operators,
ca,αE = γ
a,α
E + iη
a,α
E , (2.3.7)
c˜a,αE = γ˜
a,α
E + iη˜
a,α
E , (2.3.8)
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where ca,αE (c˜
a,α
E ) describe modes incoming (outgoing) from lead α and channel a.
We should note that, in general, a lead α with Nα electron channels will have
2Nα electron and hole channels constrained by particle-hole symmetry. We are
free to define our modes such that at ϕ = pi, γ1α is the extension of the perfectly
transmitted mode into the leads. Thus, there is 1 transmitting Majorana channel
and 2Nα−1 reflected Majorana channels with, in general, no additional constraints.
We can express the relationship between incoming and outgoing Majorana modes
in terms of a scattering matrix,
γ˜aE = S
ab
E γ
b
E , (2.3.9)
where a and b are now indexes for lead, channel, and Majorana type (γ or η) and
noting that SabE = S
ab∗
−E due to particle-hole symmetry. SE has the general structure
SE =
 r1E t2E
t1E r
2
E
 , (2.3.10)
which allowing for only a single transmitting Majorana channel becomes:
tαE = t
α
E e
11 , (2.3.11)
rαE = r
α
E e
11 + r˜αE , (2.3.12)
r˜αE =
 0 ~0T
~0 R˜αE
 , (2.3.13)
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where rαE and t
α
E are single-channel scattering coefficients, R˜
α is a (2Nα−1)×(2Nα−
1) dimensional Majorana reflection matrix representing the remaining channels,
and eabij = δaiδbj. Our plots use for r
α
E and t
α
E the model scattering coefficients in
Eq. (2.3.3) and (2.3.4). S and all other matrices for our model are 2(N1 + N2) ×
2(N1 +N2) dimensional.
The operator for the current flowing out of contact α is given by
Iˆα =
evF
L
∑
E
Nα∑
a=1
(
ca,α†−E c
a,α
E − c˜a,α†−E c˜a,αE
)
=
evF
L
∑
E
(
γ†EΣ
α
yγE − γ˜†EΣαy γ˜E
)
=
evF
L
∑
E
γa−EA
ab,α
E γ
b
E , (2.3.14)
where AαE = Σ
α
y − S†EΣαySE, γaE here is an element of a column vector of Majorana
operators in channel a, and Σαy = P
α⊗ σy, where Pα is a projector onto the modes
in lead α and σy is the Pauli matrix coupling γa,α and ηa,α. Omitted details for this
calculation are presented in Appendix 2.7.1. The average current Iα = 〈Iˆα〉 thus
reads
Iα =
evF
L
∑
E
〈γa−EγbE〉Aab,αE
=
evF
L
∑
E
Tr[QTEA
α
E], (2.3.15)
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in which we have used the following definition
QabE ≡ 〈γa−EγbE〉 =
1
4
∑
β
[
f+,βE P
β + f−,βE Σ
β
y
]ab
, (2.3.16)
where f±,βE ≡ fβ(E)± [1−fβ(−E)], the sum and difference of the electron and hole
Fermi functions.
Similarly, the low-frequency noise power Pαβ =
∫ +∞
−∞ dt
(〈Iˆα(t)Iˆβ(0)〉−IαIβ) can
be calculated as follows using Wick’s theorem. We find
Pαβ =
e2vF
L
∑
E,E′
〈γa−EγbEγc−E′γdE′〉Aab,αE Acd,βE′
=
2e2vF
L
∑
E
Tr[AαEQ−EA
β
EQ
T
E] . (2.3.17)
The detailed derivation is explained in Appendix 2.7.2.
2.4 Experimental Signatures
Here we provide a description of the current and noise observables which character-
ize the 1D gapless Majorana channel in the JJ. We begin with the average current
and conductance at each lead, finding that they are independent of the applied
voltage at the other lead and display sharp steps in the low temperature and small
voltage limit. We then consider the noise power across the leads and at the same
lead. The cross noise signal contains only one term which exhibits a peak at ϕ ∼ pi,
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with T = 0.005∆0 and eV1 = eV2 = eV = 0.05∆0.
though is suppressed by interchannel scattering. The diagonal noise displays a more
complicated signal but exhibits a peak that persists even in the large N1,2 limit.
2.4.1 Average Current
We will begin with a calculation of the average electric current in the limit that
there is only a single channel in the electrical contacts. In principle, this could
arise if there was a quantum point contact separating the leads from the surface
states. Even away from this limit, however, the simplicity of the result will aid
the understanding of the more general results, which we present in the following
section.
2.4.1.1 Single-Channel Limit
In the single-channel limit, there is only one additional Majorana mode η1,α in
each lead, so that R˜α = ±1. Using Eq. (2.3.15) and (2.3.17) and setting ∑E =
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L/(2pi~vF )
∫ +∞
−∞ dE, we obtain
Iα =
e
2h
∫ ∞
−∞
dE(1− rαE)fα−(E). (2.4.1)
In Fig. 2.3 we plot the conductance G = I/V as a function of phase ϕ predicted by
Eq. (2.4.4) for several values of ∆. G(ϕ) exhibits sharp steps at ϕ = 2pi(n+ 1/2),
provided ∆ ∆0. This requirement is equivalent to having the coherence length
ξ ∼ ~vF/∆0  L, so that quasiparticle tunneling across the superconductor is
suppressed for ϕ ∼ 0, leading to perfect normal or Andreev reflection, r(ϕ ∼ 0) =
±1. In this limit the width of the step is determined by the maximum of ∆ and
T . For T  ∆ ∆0 the linear conductance is simply,
G(ϕ) = (1− r0)e2/h (2.4.2)
where from Eq. (2.3.6) r0 = tanh[(∆0/∆) cosϕ/2]. r0 switches between −1 and
+1 over a range δϕ ∼ ∆/∆0  1, so that over that range G exhibits a step
∆G = 2e2/h. (2.4.3)
In the following section we will show that when there are additional channels, the
step is still present, but its magnitude is suppressed.
Eq. (2.4.2) can be understood in terms of the four elementary scattering processes
for a particle at the Fermi energy incident from one of the leads. The probability
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for reflection as an electron (or hole) is |1 + (−)r0|2/4, while the probabilities for
transmission as an electron or as a hole are both (t0)
2/4. For ∆  T  ∆0,
G(ϕ) = G˜(mϕ/T )e
2/h, with G˜(X) = 1−X ∫ 1
0
dz
√
1− z2/ cosh2(Xz).
2.4.1.2 General N-Channel Current
In the general case of many electron channels in each lead we find
Iα =
e
4h
∫ +∞
−∞
dE f−,αE
{
2Nα − 2 Re[rα∗E r˜α22,E]
−Tr[Σyr˜α,†E Σyr˜αE]
}
. (2.4.4)
This expression contains terms that do not depend on the scattering of the mode
that is perfectly transmitted at ϕ = pi. In general, these terms will depend on
ϕ, but they will not exhibit the singular ϕ dependence associated with the critical
mode. Thus, we extract the singular terms, which we denote by Iαγ , that depend
on rα and tα.
Iαγ = −
e
2h
∫ +∞
−∞
dE f−,αE
{
Re[rα∗E r˜
α
22,E]
}
. (2.4.5)
In the limit T, V α  ∆, we have SE ≈ S0. Since SE = S∗−E, S0 is a real, orthogonal
matrix. The conductance jump at ϕ ∼ pi due to the step in r0 then becomes
∆Gα =
2e2
h
r˜α22,0 . (2.4.6)
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In general, r˜α22,0 will depend on the details of the interface between the Josephson
junction and the electrical contacts, and can vary in both sign and magnitude. We
will not attempt to compute it in detail here. Rather, we will note that the scattering
of our system lies somewhere between the limits of a disordered, many-channel
quantum point contact and that of a diffusive, quasi-1D conductor. In the limit
where the TI surface between the leads and the junction is extremely clean, we can
consider, as is done in Ref. 48, that r˜α22,0 is an element of a (2N
α − 1)× (2Nα − 1)
orthogonal matrix which is, in general, unconstrained by time-reversal or spatial
symmetries. Under the assumption that all such matrices are equally likely, the
typical value will be r˜α22,0 = O(1/
√
Nα). Conversely, as is discussed in Ref. 96, we
can consider that in the limit that the TI surface linking the lead and the junction
has moderate, non-magnetic disorder and has a comparable to that of the elastic
mean free path, only a limited number of the electron channels on the TI surface
will actively carry current. In this case, only the active channels which penetrate
the disorder will be subject to interchannel scattering and the typical value of r˜α22,0
will be increased to O(1/
√
Nαopen) where N
α
open is on the order of the TI surface
conductance in units of e2/h. Since the derivation of the experimental signatures is
unchanged between the two limits, we will simplify our notation and redundantly
label Nαopen ≡ Nα such that for all intermediate cases
r˜α22,0 = O(1/
√
Nα). (2.4.7)
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Thus, though the magnitude is suppressed, the conductance still exhibits sharp
jumps in the limit T  δE  ∆0. Importantly, the conductances G1 and G2
from the inside and outside leads should exhibit jumps at the same magnetic flux.
If observed, these conductance jumps represent a clear signal of a quantum phase
transition in the system, corresponding to the insertion or removal of a delocalized
Majorana mode in the superconducting ring. The magnitudes and signs of these
jumps are each characterized by r˜α22,0. We will see that the same parameters char-
acterizes the signature in the noise correlations and that the cross noise correlation
peaks occur at the same flux as the conductance jumps.
2.4.2 Noise Power
Next we calculate the current-current correlations which contribute to zero-frequency
noise power Pαβ. We find that the cross correlation P 12 is characterized be a peak at
ϕ ∼ pi due to a single term which corresponds to Majorana transmission across a 1D
gapless channel and if detected at half integer multiples of φ0 gives an unambiguous
signature of a quantum phase transition and the insertion of a delocalized Majorana
mode into the ring. For a single channel, the peak has a universal height, while, for
many channels it is suppressed by the same factors that led to the suppression of the
conductance steps. The diagonal noise Pαα will be presented in its single-channel
and many-channel limits with relevant behavior highlighted. Unlike the cross noise,
the diagonal noise contains singular terms which remain as N1,2 →∞.
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Figure 2.4: Cross noise power P 12 as a function of ϕ in the single-channel limit. The green curves
represent the ideal case for zero temperature and zero voltage in each lead with ∆ = 0.05∆0.
The purple, orange, blue, and red curves respectively represent the cases for ∆/∆0 = 0.5, 0.2,
0.1, and 0.05 with T = 0.005∆0 and eV1 = eV2 = eV = 0.05∆0.
2.4.2.1 Single-Channel Limit
Taking Eq. (2.3.17) in the previously-discussed single-channel limit we find
P 12 =
e2
4h
∫ +∞
−∞
dEf−,1E f
−,2
E t
1
Et
2
E , (2.4.8)
P 11 =
e2
4h
∫ +∞
−∞
dE[|1− r1E|2f+,1−E f+,1E
− (1− r1E)2f−,1E f−,1E + |tE|2f+,1−E f+,2E ] . (2.4.9)
P 21 and P 22 follow from interchanging superscripts 1↔ 2 in Eq. (2.4.8) and (2.4.9),
respectively.
Fig. 2.4 shows the non-local noise correlation P 12(ϕ) evaluated for eV1 = eV2 =
10T , for representative values of ∆. For ∆ ∆0, P 12(ϕ) exhibits a peak near ϕ =
2pi(n+1/2). For ∆ < T the peak height is suppressed by a factor ∼ exp(−piT/∆).
Observation of the peak in the noise correlations requires eV, T . ∆.
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In the limit eV, T  ∆ Eq. (2.4.8) and (2.4.9) reduce to
P˜ 11 =
e2
2h
T
{
(t0)
2
[
F
(
eV +
2T
)
+ F
(
eV −
2T
)]
+ (1− r0)2
}
, (2.4.10)
P˜ 12 =
e2
2h
T (t0)
2
[
F
(
eV +
2T
)
− F
(
eV −
2T
)]
(2.4.11)
where F (X) = X coth(X), V ± = V 1 ± V 2, and we’ve made the assumption that
t10 = t
2
0 = t0 and r
1
0 = −r20 = r0. This assumption is generally valid as most
experimental systems in this geometry will be adiabatically connected to our model
system in this low-energy limit. This leads to a striking behavior in the zero-
temperature limit. For T  V1, V2  ∆, we find that
P 11 =
e3
2h
(t0)
2|Vmax| , (2.4.12)
P 12 =
e3
2h
(t0)
2Vminsgn(Vmax) , (2.4.13)
where Vmax(Vmin) is the voltage V
α=1,2 that has the largest (smallest) absolute value.
Obviously the diagonal (off diagonal) noise correlations are sensitive to the max-
imum (minimum) of the voltages of the leads relative to the superconductor. In
Fig. 2.5 we plot the noise correlations at the peak m = 0 as a function of V2
for fixed V1 and representative temperatures. The fluctuation in the total current
I+ = I1 + I2 flowing into the superconductor is given by P+ = 〈δI+δI+〉 which has
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Figure 2.5: Cross noise and diagonal noise at ϕ = pi in the single-channel limit. The green curves
represent the ideal case for zero temperature and zero voltage in each lead. The purple, orange,
blue, and red curves respectively represent the cases for T/∆0 = 0.1, 0.05, 0.02, and 0.005 with
eV1 = 0.05∆0 and ∆ = 0.1∆0.
the following simple form:
P+ =
e3
h
t20|V1 + V2| . (2.4.14)
The current flowing across the junction, I− = I1 − I2 has noise P− = 〈δI−δI−〉
which goes as
P− =
e3
h
t20|V1 − V2| . (2.4.15)
The features in G(ϕ) and P ab(ϕ) near ϕ = pi, which are predicted to occur over
a width δϕ ∼ max(∆, eV, T )/∆0 constitute a signature for the Majorana fermion
modes associated with the Josephson junction. They are present because over the
range δϕ, a Majorana zero mode is transferred from one end of the junction to the
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other.
2.4.2.2 N-Channel Generalization of the Noise Power
When there are multiple channels the cross correlation is
P 12 = P 12γ
= − e
2
4h
∫ +∞
−∞
dEf−,1E f
−,2
E t
1
Et
2
Er˜
1∗
22,Er˜
2∗
22,E
(2.4.16)
In the limit, eV, T  ∆, the cross noise still maintains the form of Eqn. (2.4.11)
but is suppressed:
P˜ 12 =
e2
2h
T (t0)
2
[
F
(
eV +
2T
)
− F
(
eV −
2T
)]
r˜122,0r˜
2
22,0. (2.4.17)
For T  V1, V2  ∆, the Fermi functions become step functions and the cross
noise becomes
P 12(ϕ) = −e
3Vmin
2h
sgn(Vmax) t
2
0(ϕ) r˜
1
22,0 r˜
2
22,0 . (2.4.18)
which still maintains the same Vmin, Vmax dependence as 2.4.13. The height of this
peak as a function of ϕ is related to the conductance jumps in Eq. (2.4.6) by the
scattering parameters r˜1,222,0 which can be independently measured using the average
current at each lead. Thus, for many channels we expect the cross noise to be
suppressed by a factor of order (1/
√
N1N2).
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The diagonal noise signal P 11 has a more complicated dependence on ϕ as well as
on the elements of r˜1E and is fully derived in Appendix 2.7.3. However, we find that
in the large N1,2 limit, in which the O(1/
√
Nα) terms are completely suppressed,
there remains a peak in the noise that gives a robust signature for the transmitted
Majorana mode. In particular, we find
P 11many =
e2
4h
∫ +∞
−∞
dE f+,1−E f
+,1
E
(
2N1 − |tE|2
)
+ f+,1−E f
+,2
E |tE|2. (2.4.19)
In the T, V  ∆ limit the singular piece of this becomes
P 11many,γ =
e2
2h
(t0)
2T
{
F
(
eV +
2T
)
+ F
(
eV −
2T
)
−F
(
eV 1
T
)
− 1
}
. (2.4.20)
The voltage dependence of P 11many,γ is further clarified in the T  V1, V2  ∆ limit:
P 11many,γ =
e3
2h
(t0)
2
[
|Vmax| − |V 1|
]
(2.4.21)
which vanishes if |V 1| ≥ |V 2|. This behavior is quite distinctive and gives a clear
indicator of a single gapless Majorana channel. There will be a peak in the current
in lead 1 due to an applied voltage in lead 2, but no peak if a voltage is only applied
to lead 1. In all of these cases, the diagonal noise still contains singular pieces in
the large N1,2 limit and therefore provides, of all the quantities discussed in this
paper, perhaps the most robust signature of gapless Majorana modes.
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2.5 Conclusion
In this chapter we have computed the electrical current and noise for a Josephson
junction structure on the surface of a topological insulator that allows a clear signa-
ture of the gapless Majorana mode, predicted at phase difference ϕ = pi. We predict
that the average current exhibits sharp steps as a function of phase difference for
a long junction at low temperature and voltage. The diagonal and off diagonal
noise correlations exhibit peaks at ϕ = pi. The amplitudes of the singular steps
and peaks are predicted to be universal in the case where the electrical contacts
couple via a single channel. For N open electron channels, the singularities remain
finite, but the current steps are reduced by 1/
√
N , while the cross noise correlation
is suppressed by 1/N . The diagonal noise includes a peak that is not suppressed
for large N .
We now briefly discuss some relevant issues for experimentally implementing
our proposal. The number of channels of the leads is an important parameter for
determining the lower bound on the size of the singular contributions. For a ring
geometry, as in Fig. 2.1, this can be roughly estimated as Nα ∼ kFRα, where Rα
is the radius of the inner or outer edge of the ring. To minimize this, it is clearly
desirable to control the Fermi energy of the topological insulator surface states, such
that the Fermi energy is close to the Dirac point. In this case, Nα ∼ EFRα/~vF ,
where vF is the velocity of the surface states. For Bi2Se3, ~vF ∼ 0.3eV nm, so for
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R ∼ 1µ and EF ∼ 30meV, N ∼ 10 channels 3
Additionally, if there is disorder at the interface between the leads and the junc-
tion, the number of active electron channels will be decreased and N will then go
instead as the conductance of the TI surface in units of e2/h. Typical values for
TI surface conductance in these devices range from N ∼ 20 to N ∼ 200 depending
on sample purity and efforts to tune the Fermi energy [190]. Also, in the presence
of disorder, the noncritical part of the conductance will be dependent on effects,
such as enhanced reflectionless tunneling or weak localization, which depend on the
magnitude of the applied field [141]. It is desirable to minimize these aperiodic
contributions across the addition of a single pi-flux by decreasing the amount of
field required to insert one flux quantum. To that end, one should make the cross-
sectional area of the ring as big as possible. Equivalently, one should maximize
HcAring/φ0 where Hc is the critical field of the superconductor.
A final key parameter in our theory is the level spacing ∆ = ~vF/L. To observe
sharp features in the current and noise at ϕ = pi we require ∆  ∆0, so that
L is larger than the coherence length ξ = ~vF/∆. This ensures that for ϕ 6= pi
the transmission of quasiparticles across the superconductor is exponentially sup-
pressed. Since the noise peak is suppressed for ∆ < T , observation of non-local
noise correlations requires that L not be too large. There is ample room to sat-
isfy these constraints experimentally. For example, in Ref. 228 devices with Ti/Al
3This rough estimate of N ∼ 10 also implies a fairly optimistic surface carrier density of 1011 cm−2. The
best experiments to date have achieved densities as low as 1012 cm−2, so it is not unrealistic to consider that
intermediate values of carrier density will be achieved in improved future TI samples [260].
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electrodes (∆0 ∼ 150µeV) were studied. While vF is not known exactly for these
devices, an upper bound is the velocity characterizing the Dirac surface states of
Bi2Se3, ~vF ∼ 0.3eV nm. This leads to ξ . 1.8µm. For longer junctions, in
which L > LT = ~vF/T or the inelastic length Lin, the noise correlations will be
suppressed, but the step in the conductance as well as the diagonal noise peak
remain robust, provided the flux through the ring (and hence the phase ϕ) can
be controlled with the applied magnetic field. For this, it is desirable to minimize
the self-inductance L of the ring, so that the Josephson energy, EJ cos 2piΦ/φ0,
which tends to quantize the flux, is dominated by Φ2/2L. In Ref. 228, devices with
L ∼ 1µm had critical current Ic ∼ 1µA. Using EJ = ~Ic/e and L ∼ 4piR logR/L
(for a ring of radius R and thickness L), we find that this condition is satisfied for
R . 100µm.
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2.7 Appendix
2.7.1 Average Current Calculation
For the purpose of clarity, we will work out in detail our derivation of the N -channel
current and noise, beginning with our choice of a Majorana basis and working in this
appendix up to the average current and its single-channel and many-channel limits.
Appendixes 2.7.2 and 2.7.3 will expand upon this work up to the general expression
for zero-frequency noise power and its forms in the interchannel and same-channel
cases.
We begin with the choice of constructing Majorana operators
γaE =
1
2
(
ca†E + c
a
−E
)
, (2.7.1)
ηaE =
i
2
(
ca†E − ca−E
)
, (2.7.2)
where a represents a given channel and these linear combinations have been chosen
such that these new operators are +1 eigenstates of the particle-hole operator Ξ =
τxK in the electron-hole basis of
ψE =
 cE
c†−E
 . (2.7.3)
These operators obey the additional property that γ†−E = γE, such at E = 0
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they obey the Majorana relation γ†0 = γ0. We note that since our new operators
are just linear combinations of electron creation and annihilation operators, they
still have canonical anticommutation relations {γaE, γbE′} = δabδE,E′ and still obey
Wick’s theorem when calculating higher order correlation functions. The two kinds
of Majorana have valid contractions with themselves and between species, leading
to four correlators that will be of use:
〈γa−EγbE′〉 = 〈ηa−EηbE′〉 =
1
4
f+E δ
abδE,E′ , (2.7.4)
〈γa−EηbE′〉 = −〈ηa−EγbE′〉 =
i
4
f−E δ
abδE,E′ , (2.7.5)
where f±E ≡ f(E)± [1− f(−E)] and comes from substituting the definitions of our
Majorana operators into the above correlators and noting that 〈ca†E cbE′〉 = fEδabδE,E′
and 〈ca−Ecb†−E′〉 = (1 − f−E)δabδE,E′ , the Fermi distributions for electrons and holes
respectively. From here, we can introduce the current operator
Iˆα =
evF
L
∑
E
ψa†−EΣ
α,ab
z ψ
b
E − ψ˜a†−EΣα,abz ψ˜bE . (2.7.6)
Σαz is the matrix for charge-weighted momentum through lead α in the electron-
hole basis and we have expanded ψE to be 2(N
1 +N2) dimensional for our two-lead
geometry where Nα is the number of channels in lead α. The −E for ψ† comes
from the delta function in energy that we get by time-averaging and summing over
individual operator energies. Σαz = P
αΣz where P
α is the projection matrix into
the subspace of lead α and Σz = 1(N1 +N2)⊗σz. Rotating this into our Majorana
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basis
Iˆα =
evF
L
∑
E
γa−EΣ
α,ab
y γ
b
E − γ˜a−EΣα,aby γ˜bE , (2.7.7)
where we should note that γaE is a Majorana of type γ (η) for odd (even) a. There
will always be an even number of modes since we have artificially doubled the
electron channels in each lead as to handle both normal and Andreev reflections off
the superconductor. The alternating pattern of entries in γE allows us to summarize
Eq. (2.7.5) as follows
QabE ≡ 〈γa−EγbE〉 =
∑
β=1,2
Qβ,abE , (2.7.8)
Qβ,abE =
1
4
[
f+,βE P
β + f−,βE Σ
β
y
]ab
. (2.7.9)
The outgoing operators γ˜aE = S
ab
E γ
b
E where SE is a 2(N
1 + N2) × 2(N1 + N2)
dimensional scattering matrix that obeys the property SE = S
∗
−E, which can be
derived by Hermitian conjugating γ˜E and using γ
†
E = γ−E, and is a consequence
of particle-hole symmetry. This allows us to write the current operator in a much
more compact form
Iˆα =
evF
L
∑
E
γa−EA
α,ab
E γ
b
E , (2.7.10)
AαE = Σ
α
y − S†EΣαySE . (2.7.11)
With all of these definitions in place, we can finally begin to take the expectation
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value of Iˆ1:
I1 = 〈Iˆ1〉 = evF
L
∑
E
〈γa−EγbE〉A1,abE
=
evF
L
∑
E
QabEA
1,ab
E
=
evF
L
∑
E
Tr[QTEA
1
E] , (2.7.12)
which gives us a general average current of
I1 =
evF
4L
∑
E
{
f−,1E Tr[P
1 − Σ1yS†EΣ1ySE]
+f+,1E Tr[P
1S†EΣ
1
ySE]
+f−,2E Tr[Σ
2
yS
†
EΣ
1
ySE]
+f+,2E Tr[P
2S†EΣ
1
ySE]
}
. (2.7.13)
We can introduce into this a general S-matrix of the form
SE =
 r1E t2E
t1E r
2
E
 , (2.7.14)
in which unitarity restricts rα†E r
α
E + t
α†
E t
α
E = 1. The average current now becomes
I1 =
evF
4L
∑
E
f−,1E
{
2N1 − Tr[Σyr1†E Σyr1E]
}
+ f+,1E Tr[r
1†
E Σyr
1
E] + f
−,2
E Tr[Σyt
2†
E Σyt
2
E]
+ f+,2E Tr[t
2†
E Σyt
2
E] , (2.7.15)
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where we have used Σy to represent any square matrix of the form 1⊗σy and Σαy to
represent any projection of a matrix of that form. This means that our Σy matrices
will possibly be different sizes; nevertheless they are carefully ordered in such a
manner that all matrix products are still valid.
In our Majorana basis, only a single channel may be transmitting, which restricts
the form of our S matrix
tαE = t
α
Ee
11 , (2.7.16)
rαE = r
α
Ee
11 + r˜αE . (2.7.17)
where rαE and t
α
E are scattering coefficients for the single transmitting channel and
the elements of the matrix eabij = δaiδbj. The scattering matrices for the remaining
channels r˜1E 6= r˜2E are in general unequal as the leads differ in channel number and
structure and are otherwise unrelated by additional symmetries. These matrices
have the structure
r˜αE =
 0 ~0T
~0 R˜αE
 , (2.7.18)
where ~0 is the zero column vector and R˜αE is an undetermined (2N
α−1)×(2Nα−1)
dimensional reflection matrix. R˜αE, as discussed in 2.3.1, is unconstrained by time-
reversal symmetry for ϕ 6= pi. Additionally, due to the presence of some possible
disorder and the underlying unusual ring geometry, the reflection matrices are also
in the most general case unconstrained by spatial symmetries. The presence of
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disorder may also reduce the number of channels which participate in interchannel
scattering, effectively sending Nα → Nαopen, where Nαopen is the number of trans-
mitting electron channels through the disorder on the TI surface between the leads
and the junction [96]. Noting that tα†E Σyt
α
E = 0 and Σye
11Σy = e22 while taking∑
E = L/(2pi~vF )
∫ +∞
−∞ dE, we arrive at a final answer for the total average current
at the first lead
I1 =
e
4h
∫ +∞
−∞
dE f−,1E
{
2N1 − 2 Re[r1∗E r˜122,E]
−Tr[Σyr˜1,†E Σyr˜1E]
}
(2.7.19)
of which the part containing singular Majorana behavior as ϕ goes through pi is
I1γ = −
e
2h
∫ +∞
−∞
dE f−,1E
{
Re[r1∗E r˜
1
22,E]
}
. (2.7.20)
If we take the single-channel limit, i.e. the case of a quantum point contact,
N1 = N2 = 1 and r˜αE is reduced to r˜
1
22,E = −r˜222,E = 1 and the average current
becomes
I1 =
e
2h
∫ +∞
−∞
dE f−,1E
{
1− Re[r1∗E ]
}
. (2.7.21)
In the more realistic many-channel limit, the elements of r˜αE ∼ O(1/
√
Nα) but
with random phases. This means that they will, in general, not add coherently
such that in the large Nα limit, terms that contain r˜αE will die off. In this limit the
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average current reads
I1many =
e
2h
∫ +∞
−∞
dE f−,1E N
1 , (2.7.22)
and the ϕ dependence is suppressed.
2.7.2 Cross Noise Calculation
In this section, we calculate in terms of our previous matrices the general expression
for noise power, specializing at the end to the case of cross noise. Zero-frequency
noise power, Pαβ =
∫ +∞
−∞ dt
(〈Iˆα(t)Iˆβ(0)〉 − IαIβ), can be calculated using Wick’s
theorem as follows:
Pαβ =
e2vF
L
∑
E,E′
〈γa−EγbEγc−E′γdE′〉Aab,αE Acd,βE′
=
e2vF
L
∑
E
QadE Q
bc
−EA
ab,α
E A
cdβ
E −QacEQbd−EAab,αE Acd,β−E
= 2
e2vF
L
∑
E
Tr[AαEQ−EA
β
EQ
T
E]. (2.7.23)
From here, we can specialize to the α 6= β case and calculate the cross noise
power. For α = 1, β = 2,
P 12 = 4
e2vF
L
∑
E
Tr[S†EΣ
1
ySEQ
1
−ES
†
EΣ
2
ySEQ
2,T
E ] . (2.7.24)
After specializing the S-matrix elements and taking
∑
E = (L/(2pi~vF ))
∫
dE, P 12
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becomes
P 12γ = −
e2
4h
∫ +∞
−∞
dE f−,1E f
−,2
E t
1
Et
2
Er˜
1∗
22,Er˜
2∗
22,E , (2.7.25)
where we have used P 12γ to note that all of P
12 behaves singularly as the system
goes through its critical point.
In the single-channel limit discussed in Appendix 2.7.1,
P 12 =
e2
4h
∫ +∞
−∞
dE f−,1E f
−,2
E t
1
Et
2
E. (2.7.26)
In the many-channel limit, P 12 → 0 as O(1/√N1N2).
2.7.3 Diagonal Noise Calculation
The diagonal noise calculation follows very closely the cross noise calculation. How-
ever, unlike P 12, P 11 does not have a simple general form. We begin with Eq. (2.7.23)
P 11 = 2
e2vF
L
∑
E
Tr[A1EQ−EA
1
EQ
T
E], (2.7.27)
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which given Eq. (2.7.17) and (2.7.18) becomes
P 11 =
e2
8h
∫ +∞
−∞
dE{
f+,1−E f
+,1
E
{
4N1 − 2 Tr[Σ1yr1†E Σyr1E]− 2|tE|2
}
+ f−,1E f
−,1
E
{− 2N1 + 2 Tr[Σyr1†E Σyr1E]
− Tr[Σyr1†E Σyr1EΣyr1†E Σyr1E]
}
+ (f−,1E f
+,2
E − f−,1E f+,1E )
{
2 Tr[Σyt
1
Et
1†
E Σyr
1†
E Σyr
1
E]
}
+ f+,1−E f
+,2
E 2|tE|2
}
(2.7.28)
under the usual substitution for
∑
E. Further simplifying this, we can obtain ex-
pressions for the traces of scattering matrices:
Tr[Σyt
1
Et
1†
E Σyr
1†
E Σyr
1
E] = |tE|2(r˜1EΣyr˜1†E )22
Tr[Σyr
1†
E Σyr
1
E] = 2 Re[r
1∗
E r˜
1
22,E] + Tr[Σyr˜
1
EΣyr˜
1†
E ]
Tr[Σyr
1†
E Σyr
1
EΣyr
1†
E Σyr
1
E] =
2 Re
[
(r1∗E r˜
1
22,E)
2 + r1E(r˜
1
EΣyr˜
1†
E Σyr˜
1
E)22
]
Tr[Σyr˜
1
EΣyr˜
1†
E Σyr˜
1
EΣyr˜
1†
E ]. (2.7.29)
This very complicated expression does not have, like the current and cross noise,
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clearly separable singular pieces in its general N-channel form. However in the
single-channel limit as described in Appendix 2.7.1, it simplifies significantly:
P11 =
e2
4h
∫ +∞
−∞
dE
[|1− r1E|2f+,1−E f+,1E
− (1− r1E)2f−,1E f−,1E + |tE|2f+,1−E f+,2E
]
, (2.7.30)
where we have exploited in the second term that f−,α−E = f
−,α
E and that r
α
−E = r
α∗
E .
In the many-channel limit, the diagonal noise becomes quite simple:
P 11many =
e2
4h
∫ +∞
−∞
dE f+,1−E f
+,1
E
{
2N1 − |tE|2
}
+f+,1−E f
+,2
E |tE|2 , (2.7.31)
where unlike with P 12, the ϕ dependence is mostly preserved and is much more
clearly extracted than in the general, N-channel case. Additionally, the singular
part of the diagonal noise, P 11γ , goes to zero in the many-channel limit if V
1 = V 2.
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Chapter 3
Critical Behavior of
Four-Terminal Conductance of
Bilayer Graphene Domain Walls
3.1 Abstract
Bilayer graphene in a perpendicular electric field can host domain walls between
regions of reversed field direction or interlayer stacking. The gapless modes prop-
agating along these domain walls, while not strictly topological, nevertheless have
interesting physical properties, including valley-momentum locking. A junction
where two domain walls intersect forms the analogue of a quantum point contact.
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We study theoretically the critical behavior of this junction near the pinch-off tran-
sition, which is controlled by two separate classes of non-trivial quantum critical
points. For strong interactions, the junction can host phases of unique charge and
valley conductances. For weaker interactions, the low-temperature charge conduc-
tance can undergo one of two possible quantum phase transitions, each characterized
by a specific critical exponent and a collapse to a universal scaling function, which
we compute. This chapter originally appeared as an article by Benjamin J. Wieder,
Fan Zhang, and C. L. Kane in Physical Review B in 2015 [223].
3.2 Introduction
3.2.1 Background
Bilayer graphene [35, 144] provides an attractive platform for unconventional two-
dimensional electronic physics due to the two quadratic band contacts at its Fermi
points, and because of the variety of ways by which one can introduce a band gap and
produce momentum-space Berry curvature [254]. The interlayer nearest-neighbor
hopping, γ1, warps the band structure of the individual graphene layers, repelling
two bands away from the Fermi energy and leaving the remaining two dispersing
quadratically. This warping is a consequence of the two-step process in which elec-
trons hop between the two low-energy sublattices via the two high-energy ones.
The band touching points at inequivalent Brillouin zone corners K or K ′ are pro-
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tected by the Berry phase ±2pi (or winding number ±2) and the required chiral (or
sublattice) symmetry between the low-energy sublattices on opposite layers [205].
Keeping all of these symmetries, the band touching point can only split, instead
of being gapped out, even when trigonal warping and other weak remote-hopping
processes are taken into account [144].
However, the chiral symmetry between the low-energy sublattices can be intrinsi-
cally broken by spin-orbit coupling [106], spontaneously broken by electron-electron
interactions [157, 253–255], or explicitly broken by an interlayer potential differ-
ence [144, 146, 161, 163]. As a consequence, the quadratic band touching is no
longer symmetry-protected and gaps open up at valleys K and K ′. While the first
two types of gaps are small in practice [17, 145, 205, 242], the electric-field-induced
gap, which is the focus of this chapter, saturates at a large value comparable to the
interlayer hopping γ1 ∼ 0.3 eV [146, 261]. Opening the band gap produces large
momentum-space Berry curvature in the quasiparticle bands, with the curvature
integral quantized to ±1 over a half Brillouin zone centered at K or K ′ [142, 254].
Moreover, for bilayer graphene gapped by an electric field, the sign of this partial
Chern number depends on the valley index, the sign of the energy gap (given by
the direction of interlayer electric field), and the layer stacking order (i.e., AB or
BA) [254, 257]. Here AB (BA) stacking refers to the case in which γ1 couples the
top layer A (B) and bottom layer B (A) high-energy sublattices.
In the presence of an interlayer electric field, when the field direction is reversed
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across a line [102, 124, 142, 172, 241, 250, 257] or when the field is uniform and
the layer stacking switches from AB to BA [5, 204, 257], the valley-projected Chern
number changes by 2 (−2) across the domain wall in valley K (K ′). As a result,
both types of domain walls host two chiral edge states in each valley with chirality
(direction) locked to valley index K or K ′, as shown in Fig. 3.1. Similar domain
wall states also occur spontaneously due to interactions in the absence of electric
fields but at finite temperature [127]. Importantly [257], these “Quantum Valley
Hall” (QVH) edge states are not strictly topological and can be gapped out by a
sufficiently strong, large-momentum scattering which couples the two valleys, even
if the underlying symmetries are still preserved. It is therefore crucial that valley
index also remains a “good quantum number,” for which we will assume that short-
range disorder, interlayer stacking, and electric field direction changes are smooth
on the scale of the lattice. Under this assumption, backscattering is prohibited and
the system of domain walls provides an attractive platform for Tomonaga-Luttinger
liquid physics [110].
In this chapter, we study the electronic transport properties of a junction where
two domain walls intersect (Fig. 3.2). Such a structure resembles the quantum point
contact of the edges of two Quantum Spin Hall (QSH) insulators, which has been
studied in Refs. 91, 192, 199 and can be probed by four-terminal transport measure-
ments. A domain wall junction can be tuned through a “pinch-off transition” by
applying a local field (such as a perpendicular electric field) to the junction region.
In Ref. 199, it was found that the corresponding pinch-off transition for QSH sys-
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tems is controlled by a novel quantum critical point, and that at low temperatures
the conductance is described by a universal scaling function across the pinch-off
transition. In contrast to the QSH edge states, which have a single time-reversed
pair of helical modes, the domain wall states in bilayer graphene host four heli-
cal pairs (including electron spin). We find that this leads to several important
modifications of the low-energy properties of the junction.
Unlike with the QSH edge states, whose forward-scattering interactions are char-
acterized by a single Luttinger parameter, it has been argued that for the domain
wall states in bilayer graphene, one should characterize interactions with two in-
dependent Luttinger parameters [110]. This leads to an expanded phase diagram
for the possible stable states of the junction. Moreover, we find that the pinch-off
transition is modified. Depending on the interaction strengths, there are two pos-
sible regimes for the reduced, two-terminal conductance: one in which it undergoes
a single pinch-off transition directly from 0 to 8e2/h and one in which it undergoes
two separate transitions, separated by a stable state with conductance 4e2/h. We
study the critical behavior of these transitions and compute the universal crossover
scaling functions for weak interactions.
This chapter is structured as follows. First we introduce in detail the domain wall
states in bilayer graphene and derive low-energy effective field theories for them.
Adding interactions, we show how these states are Luttinger liquids described by
two independent Luttinger parameters. From there, we characterize the geometry
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of two intersecting domain wall states in the language of the resulting effective
quantum point contact. We then analyze the resulting four-terminal junction in
both the context of many-body tunneling in a bosonization framework and with an
S-matrix renomalization group using diagrammatic perturbation theory. Combining
these analyses, we determine the behavior of the reduced, two-terminal conductance
over a range of interaction strengths.
3.2.2 Measurable Results
In this chapter, we calculate several measurable properties of bilayer graphene do-
main wall quantum point contacts. In section 3.3.1, we find the critical exponent
αT which characterizes the low temperature tunneling conductance scaling for a
single domain wall, a result previously derived in Ref. 110. In 3.3.2, we introduce
a diagonal conductance GZZ = 8e
2/h, which is only strictly quantized when valley
index is conserved both within individual domain walls and across the junction.
This conductance, therefore, stands as a first test of whether experimental samples
are in the appropriate disorder regime for the analysis in this chapter. We also
show in 3.3.2 that states of exotic charge and valley tunneling character dominate
the conductance of the junction under very strong attractive or repulsive interac-
tions (Fig. 3.4). Finally, in 3.4.2.3, we show that the left-to-right conductance GXX
undergoes either a direct transition from 0 to 8e2/h or an indirect one with an
intermediate step to 4e2/h depending on experimental specifics (Fig. 3.9). Labeling
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the direct transition A and the first step of the indirect transition B, we go on to
show that at low temperatures, the conductance transitions should collapse onto
universal scaling functions GA/B with critical exponents αA/B as functions of the
interaction strengths (Figs. 3.10,3.11).
3.3 Model System
In this section we introduce our model system of bilayer graphene domain wall
modes. First, we begin with the Hamiltonian for a single domain wall and the
Luttinger liquid physics which govern it in the presence of interactions. Then, we
discuss the four-terminal geometry which arises at the intersection of two domain
walls and its equivalence to a quantum point contact.
3.3.1 Domain Walls in Bilayer Graphene
As discussed in the introduction, bilayer graphene domain walls can be created
by varying the direction of the interlayer electric field or by varying the interlayer
stacking order. In either case, The valley-projected Chern number changes by 2
(−2) across the domain wall in valley K (K ′). This necessitates the existence of
two domain wall states in each valley, with the states at K having equal and opposite
velocities to those at K’. Adopting the notation of Ref. 110, we label these bands
0 and pi respectively (Fig. 3.1). For the purposes of our model, we will assume
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(a) 
(b) 
(c) 
Figure 3.1: Domain walls in bilayer graphene can be induced by applying a perpendicular electric
field and varying either the interlayer stacking (a) or the electric field direction (b). Both kinds
of domain walls (the dotted lines) have similar domain wall band structures (c) when the Fermi
energy EF is near the chiral symmetric point. Adopting the notation of Ref. 110, the two domain
wall states in each direction are labeled 0 and pi working from the Brillouin zone edge in. When
the Fermi energy is exactly in the middle of the bulk gap, the Fermi velocities are the same for
the 0 and pi bands and electron direction is set by valley index K/K ′.
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that the Fermi energy lies exactly in the middle of the bulk gap, which allows the
simplification vF,0 = vF,pi = vF . This allows us to write down the non-interacting
Hamiltonian density
H0 = i~vF
∑
a=0,pi
∑
σ=↑,↓
ψ†aσ,in∂xψaσ,in − ψ†aσ,out∂xψaσ,out (3.3.1)
where the indexes “in” and “out” refer to direction and can correspond to electron
operators with valley index K or K ′ depending on the orientation of the domain
wall. We will see later that in a four-terminal structure, the correspondence between
in/out and K/K ′ will alternate with lead index due to the valley-momentum locking
of the domain wall modes.
In the limit of the Fermi energy resting exactly at the chiral-symmetric point,
the band indexes become arbitrary labels for all of the calculations in this chapter.
A consequence of this is the emergence of a band-index-exchange symmetry in this
problem, which we will frequently highlight in calculations throughout this chapter.
Deviations from this point in the Fermi energy are expected in physical systems,
and will lead in general to a relaxation of this symmetry. If the deviations are
small, the physics should resemble the predictions of this chapter, with corrections
of order ∼ 1−vF,0/vF,pi. These corrections greatly complicate the calculations in this
chapter and obscure key generalities, and to that end we consider vF,0 = vF,pi = vF
a desirable simplification of this problem.
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Calculations by Killi, Wei, Aﬄeck, and Paramekanti indicated that for interact-
ing bilayer graphene systems, the interaction is dominated by two density-density
interactions [110]:
V+ = u+(n0↑ + n0↓ + npi↑ + npi↓)2
V− = u−(n0↑ + n0↓ − npi↑ − npi↓)2. (3.3.2)
V+ is the usual two-body forward scattering term which leads to Luttinger liquid
physics and V− is a new one which breaks the U(2) symmetry of electron distribution
between the 0 and pi bands. Both can be effectively tuned by altering the strength
of the perpendicular electric field, though for all reasonable numerical estimates,
Ref. 110 found u− < u+ and u− harder to tune, which is sensible as only V+
contains contributions from the long-range part of the Coulomb interaction.
Other density-density interactions, specifically those which affect electron spin,
should be small in practice. In the absence of an external magnetic field, and given
the weak spin-orbit interaction in graphene, electron spin should remain SU(2)-
symmetric. In this limit, the electron spin sectors of this problem should remain
noninteracting and terms which lead to phenomena such as spin-density waves will
be marginally irrelevant [71].
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Returning to our Hamiltonian, we can consider a single domain wall by bosoniz-
ing,
ψaσ,i =
1√
2pixc
eiφaσ,i (3.3.3)
where a = 0, pi; σ =↑, ↓; i = in, out; and xc is the short wavelength cutoff. The
bosonic fields φaσ,i obey the commutation algebra:
[φaσ,i(x), φbσ′,j(y)] = ipiδabδσσ′τ
z
ij sgn(x− y). (3.3.4)
Under this transformation, the bare Hamiltonian and interactions become:
H0 = ~vF
4pi
∑
σ=↑,↓
[
(∂xφ0σ,in)
2 + (∂xφ0σ,out)
2
+ (∂xφpiσ,in)
2 + (∂xφpiσ,out)
2
]
V± =
~vF
8pi
λ±
∑
σ=↑,↓
[
(∂xφ0σ,in − ∂xφ0σ,out)
± (∂xφpiσ,in − ∂xφpiσ,out)
]2
(3.3.5)
where λ± = u±/pi~vF . The interacting Hamiltonian can be simplified by the
sum/difference changes of basis:
72
φ±σ,i = φ0σ,i ± φpiσ,i
φ±c/s,i = φ±↑,i ± φ±↓,i (3.3.6)
where the c and s sectors are charge and spin respectively. In this basis, all of
the interactions are in the charge sector and, as motivated earlier in this section,
the spin sector is noninteracting:
H0 = H+c +H−c +H+s +H−s
H±c/s = ~vF
8pi
[
(∂xφ±c/s,in)2 + (∂xφ±c/s,out)2
]
V± =
~vF
8pi
λ±c [∂xφ±c,in − ∂xφ±,out]2 . (3.3.7)
The plus and minus charge sectors ofH0 are then each renormalized by only V+/−
respectively, encouraging us to express the interaction parameter g+/− separately
for each charge sector.
Therefore we can write down the interacting Hamiltonian for each charge sector,
H±c,int = H±c+V±. Diagonalizing this Hamiltonian, the definition of the Luttinger
parameters g± arises naturally. The change of basis
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 φ±c,in
φ±c,out
 = 12g±
 1 + g± 1− g±
1− g± 1 + g±

 φ˜±c,in
φ˜±c,out
 (3.3.8)
returns our interacting Hamiltonian to the form of one for non-interacting chiral
bosons
Hint = H+c,int +H−c,int +H+s +H−s
H±c,int = ~v±
8pig±
[
(∂xφ˜±c,in)2 + (∂xφ˜±c,out)2
]
(3.3.9)
where
v± = vF
√
1 + 2λ±, g± =
1√
1 + 2λ±
. (3.3.10)
In the new basis, the charge fields φ˜±c,i obey the commutation relation:
[
φ˜uc,i(x), φ˜vc,j(y)
]
= ipiguδuvτ
z
ij sgn(x− y) (3.3.11)
where u, v = +,−; i = in, out; and we note that the noninteracting spin sector
fields still obey this commutation relation with g± = 1.
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As in Refs. 91, 192, 199, the tunneling density of states for a single edge ρ(E) ∝
EαT is controlled by the interactions. However here, unlike in the QSH case, the
critical exponent is a function of two Luttinger parameters, such that in agreement
with Ref. 110,
αT =
1
8
(g+ + g− + 1/g+ + 1/g−)− 1
2
. (3.3.12)
From an experimental perspective, measuring this critical exponent for the tun-
neling conductance would be a valuable first step in confirming the Luttinger liquid
physics of these bilayer graphene domain wall states.
3.3.2 Four-Terminal Geometry
A pattern of two domain walls which pass nearly by each other can be formed
by varying either electric field direction or interlayer stacking twice (Fig. 3.2a). If
we distort the central region of this picture, we could imagine bringing the two
domain walls so close that tunneling between them becomes significant. In this
case, the two domain walls have formed the equivalent of a quantum point contact
(Fig. 3.2b). Mapping our work in 3.3.1 onto a spinful Luttinger liquid for the two-
wall system, we deduce in this section, for all interaction regimes, the interaction
strengths at which many-body tunneling processes become relevant and alter the
junction’s charge and valley conductances.
75
(a) (b) 
1 1 2 2 
4 
4 
3 
3 
A 
A 
B 
A 
A 
B B QPC 
Figure 3.2: (a) Two parallel domain walls in bilayer graphene can be created by varying either the
interlayer stacking or the perpendicular field direction between regions A and B. (b) Distorting
region B such that the walls approach each other results in the equivalent of a Quantum Point
Contact (QPC) for the domain wall modes. The numbers 1 − 4 are lead indexes and the two
modes displayed for each domain wall are those at 0 and at pi. All of the modes shown here are at
valley K; a counterpropagating set of modes exists at K ′ and is related by time-reversal symmetry.
Including electron spin, there are 4 modes in each valley in each domain wall, for a total of 16
modes to consider for this QPC structure.
While each lead retains the properties and Luttinger parameters from 3.3 indi-
vidually, we will find it convenient to limit the usage of the φ˜± basis to the treatment
of isolated domain walls and adopt a new basis with effective charge and valley sec-
tors. The charge sector which arises here is a new degree of freedom and comes from
a rotation of the indexes for K and K ′ and propagation direction. We will label
these charge and valley sectors ρ and v respectively to differentiate them from the
charge and spin sectors which arose in 3.3.1, which are labeled c and s respectively.
The two domain walls in Fig. 3.2 have opposite helicties, due to being on the
top (bottom) of the central region. We can define, for the interacting system, fields
labeled by sum/difference, charge/spin, direction, and valley (K,K ′):
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φ±c/s,RK = φ±c/s,in,1(−x)Θ(−x) + φ±c/s,out,2(x)Θ(x)
φ±c/s,LK′ = φ±c/s,out,1(−x)Θ(−x) + φ±c/s,in,2(x)Θ(x)
φ±c/s,LK = φ±c/s,in,3(x)Θ(x) + φ±c/s,out,4(−x)Θ(−x)
φ±c/s,RK′ = φ±c/s,out,3(x)Θ(x) + φ±c/s,in,4(−x)Θ(−x)
(3.3.13)
where Θ(x) is the Heaviside step function and the indexes 1− 4 on the noninter-
acting φ± refer to the individual lead in Figure 3.2 with which they are associated.
The intersection of the two domain walls occurs at x = 0 such that our theory
consists of four, isolated domain walls everywhere except at that point. Assum-
ing that the interaction strength is controlled globally such that each lead has the
same values of λ±, we can create a ρ/v basis for each +/− sector of the combined
Hamiltonian of the two domain walls Hint =
∑4
i=1
∑
α=c,s(Hi+α,int +Hi−α,int):
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φ±c/s,RK =
1
2
[
φ±c/s,ρ + φ±c/s,v + θ±c/s,ρ + θ±c/s,v
]
φ±c/s,LK =
1
2
[
φ±c/s,ρ + φ±c/s,v − θ±c/s,ρ − θ±c/s,v
]
φ±c/s,RK′ =
1
2
[
φ±c/s,ρ − φ±c/s,v + θ±c/s,ρ − θ±c/s,v
]
φ±c/s,LK′ =
1
2
[
φ±c/s,ρ − φ±c/s,v − θ±c/s,ρ + θ±c/s,v
]
(3.3.14)
where again c, s are the charge and spin sectors which resulted from rotating the
indexes for ↑, ↓ and ρ, v are the indexes which have, along with the choice of φ, θ,
resulted from rotating indexes for propagation direction (R,L) and valley (K,K ′).
The new fields are governed by the modified commutation relation:
[θuαi(x), φvβj(y)] = 2piiδuvδαβδijΘ(x− y) (3.3.15)
where u, v = +,−; α, β = c, s; and i, j = ρ, v.
This unitary rotation of the variables effectively changes the sign of the interac-
tion “cross-term” individually for the choice of φ, θ, ρ, and v within the c sector:
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H±c,int = ~vF
8pi
{
(1 + λ±)
[
(∂xφ±cρ)2 + (∂xφ±cv)2
+ (∂xθ±cρ)2 + (∂xθ±cv)2
]
− λ±
[
(∂xφ±cρ)(∂xφ±cρ)− (∂xφ±cv)(∂xφ±cv)
− (∂xθ±cρ)(∂xθ±cρ) + (∂xθ±cv)(∂xθ±cv)
]}
.
(3.3.16)
The previous equation, though diagonal, was left unsimplified and in the form
of Eq. 3.3.5 such that by the same logic as in 3.3.1, the form of the simplified
diagonalized Hamiltonian, as well as the interactions, can just be read off:
H±,int = ~v±
8pi
∑
α=c,s
∑
a=ρ,v
g±αa(∂xφ±αa)2 +
1
g±αa
(∂xθ±αa)2
g±cρ = g±, g±cv = 1/g±, g±sρ = g±sv = 1 (3.3.17)
such that Hint now has the form of a spinful Luttinger liquid. In this basis, both
the interacting and noninteracting Hamiltonians are diagonal and so the transforma-
tion between the interacting and noninteracting θ/φ requires just a simple rescaling
by the interaction parameter for each sector.
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For this geometry, one can probe experimentally by measuring the current Ii at
one of the leads in response to an applied voltage on another lead Vj such that a
4× 4 conductance matrix characterizes the system,
Ii = GijVj (3.3.18)
where i = 1 − 4 is a lead index. In the presence of time-reversal and valley
symmetries, the number of independent or nonzero parameters in Gij is greatly
reduced, as described in detail in the appendix of Ref. 199. For this system, we can
then consider a reduced set of voltages and currents:
 IX
IY
 =
 GXX GXY
GY X GY Y

 VX
VY
 (3.3.19)
where IX = I1 + I4 is the left-to-right current and IY = I1 + I2 is the top-to-
bottom current. VX and VY are similarly defined such that VX is a bias of leads 1
and 4 relative to leads 2 and 3 and VY is a bias of leads 1 and 2 relative to leads
3 and 4. Therefore GXX and GY Y are the two-terminal conductances measured
left-to-right and top-to-bottom respectively. GXY = GY X are skew conductances,
equal as a consequence of time-reversal symmetry. In the noninteracting model,
this skew conductance is zero as a consequence of artificial spatial symmetries, such
as mirror symmetry. Though it may become nonzero under increased interaction
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strengths, the skew conductance is still negligible along the relevant directions which
characterize transitions in this system [199]. We can define a final current across
the junction IZ = I1 + I3, which one can probe by applying a voltage VZ which
biases leads 1 and 3 relative to leads 2 and 4, with a conductance
IZ = GZZVZ . (3.3.20)
If valley is conserved, then electrons cannot enter at lead 1 and exit at lead 3,
implying that a measurement of an exactly quantized
GZZ =
8e2
h
(3.3.21)
would be an experimental confirmation that valley-nonconserving disorder is
absent and the system is appropriately described by the physics in this chapter.
The factor of N = 8 in the Landauer prediction G = Ne2/h comes from factors of
2 for band index (0 and pi), electron spin degeneracy, and the two incoming leads
at K (1 and 3).
We can also, in a similar manner, characterize the valley conductance of the sys-
tem in terms of left-to-right and top-to-bottom parameters GVXX and G
V
Y Y . Before
the introduction of any interactions or tunneling operators, our system consists of
two, left-to-right domain wall states and we consider it “fully-open.” For this sys-
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(a) (b) 
Figure 3.3: Schematic of the valley-preserving single-particle tunneling processes. Many-body pro-
cesses which conserve spin and valley can be constructed as products of these processes. Among
the processes which conserve valley, only spin-conserving processes can become relevant and desta-
bilize the fully pinched-off II (t) and fully-open (v) CC phases, due to the nature of the scaling
dimension calculation. For each process about the charge and valley conducting phase (a), there is
a dual process about the charge and valley insulating phase (b). The diagram here depicts modes
for only a single spin direction; the full QPC hosts an additional set of modes related by a spin
flip.
tem, GXX = 8e
2/h and GVXX 6= 0 such that it is a left-to-right charge conductor,
valley conductor, which we will denote as the CC phase. A 90◦ rotation and rela-
beling (with regards to Fig. 3.2) or the pinch-off inversion of this phase, for which
GXX = G
V
XX = 0 and GY Y = 8e
2/h, GVY Y 6= 0, is considered “fully pinched-off”
and is a left-to-right charge insulator, valley insulator, which we denote as the II
phase.
With this framework established, we can examine perturbatively tunneling pro-
cesses between the two adjacent domain walls which may lead to differing charge
and valley conductances. Using our bosonization work, we can examine the rescal-
ing of the coupling strength for each process, noting the interaction regime in which
it dominates the physics of the quantum point contact.
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Figure 3.3 illustrates the single-particle valley-conserving processes which can
exist in this system within a single spin channel. In general, many-body tunneling
processes will also be present and may become relevant. These many-body tunneling
processes can be considered products of single-electron-tunneling processes which,
in the most general case, may or may not conserve spin or valley indexes. How-
ever, restricting ourselves to the set of processes which conserve valley, it becomes
apparent that the linear combinations of bosonized operators which can lead to rel-
evant operators can only be achieved through products of single-particle processes
which conserve spin. Therefore, in the analysis of many-body processes which may
become relevant and drive to phases with different conductance behavior, we can
simply consider products of spin- and valley-conserving single-electron tunneling:
Oαβσu = ψ†ασRuψβσLu, Vn−body = vn
n∏
i=1
Oi + H.C. (3.3.22)
where α, β = 0, pi; σ =↑, ↓; u = K,K ′; vn is the coupling strength of the pro-
cess; and Oi is an arbitrary valley- and spin-conserving single-particle tunneling
process. For the sake of condensing notation, tunneling from β, L → R,α will be
expressed as Oαβ†σu . Weak tunneling about the CC phase (Fig. 3.3a) is related to
weak backscattering in the left-to-right direction, and is also dual to weak tunneling
about the II phase (Fig. 3.3b). Taking advantage of this duality, we will restrict
our discussion to the set of v operators which may destabilize the CC phase, noting
that the t tunneling operators about the II phase are related by a duality. This
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Figure 3.4: The regions in interaction space for which tunneling processes become relevant (∆ < 1
in Eqs. (3.3.28) and (3.3.30)) and the fully open (CC) or pinched-off (II) junction phases are
destabilized. The central dot at g+ = g− = 1 is the noninteracting point and the dotted oval is
the region of predicted accessible interaction strength in Ref. 110 for a suspended sample. The IC
(CI) regions are characterized by four-body tunneling processes which transmit exclusively valley
(charge) across the junction. The B regions represent relevant eight-body tunneling processes
which are charge insulating (+) or conducting (−) and differ by band-index and valley-transmission
character. Regions of overlap between boundaries, denoted with ∗, have multiple relevant operators
at different orders and presumably more complicated behavior. In the central region, the fully
open (CC) or pinched-off (II) phases remain stable and the conductance is characterized by single-
electron tunneling.
duality is explored in greater detail in Ref. 199.
The near-intersection of the two domain walls is a 0 + 1-dimensional object, and
therefore the coupling strength va of a given tunneling process flows, to first order,
as
dva
dl
= (1−∆(va))va (3.3.23)
where ∆(va) is the scaling dimension of the tunneling process Vα.
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To understand which operators may become relevant, we can first examine the
single-electron tunneling processes (Fig. 3.3a):
V1 = v1
∑
αβ,σ,u
Oαβσu + H.C. (3.3.24)
where α, β = 0, pi; σ =↑, ↓; u = K,K ′; and we have restricted ourselves to
processes which preserve spin and valley.
For single-particle tunneling,
∆(v1) =
1
8
[
g+ +
1
g+
+ g− +
1
g−
+ 4
]
(3.3.25)
such that single-electron tunneling is always marginal or irrelevant (∆(v1) ≥ 1)
for all possible inter- and intra-band scattering processes. In the nearly noninter-
acting regime, where the least irrelevant operators are V1, the strength of v1 can
be controlled by an external parameter, such as the gate voltage VG for a given set
of interaction strengths g±. In this interaction regime, we know that the CC and
II phases are stable and that at least one quantum critical point exists to medi-
ate the transition between them. In the subsequent section, Section 3.4, we will
use diagrammatic perturbation theory in the interactions about the CC phase to
search for the set of possible intermediate phases and quantum critical points which
characterize the single-electron-tunneling behavior of the junction.
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The factor of 4/8 in ∆(v1) is due to g±sρ = g±sv = 1 and will remain an obstacle
to a process becoming relevant unless the operator in bosonized form only contains
c-sector variables. For higher-body tunneling, this factor is greater than or equal
to 1, and prevents any process which isn’t pairwise spin conserving and invariant
under arbitrary SU(2) spin rotations from becoming relevant. One can view this as
pairwise spin conservation allowing decomposition into products of Oαβσu and SU(2)
invariance providing the necessary linear combinations of σ =↑, ↓ to isolate c sector
variables. Restricting to processes which conserve valley and obey these spin index
constraints, the first operators to become relevant as interactions are increased are
therefore a specific set of four- and eight-body tunneling processes.
Figure 3.4 details the region in interaction space for which each class of many-
body operators becomes relevant (∆(va) < 1). When a process becomes relevant,
the bosonized operators will become locked into the values which minimize the tun-
neling operator and become gapped out, altering the conductance of the junction.
As an applied voltage only couples to the total electron density, only relevant op-
erators containing θ+cρ or φ+cρ can cause the junction to become charge insulating.
In the central region, all operators are marginal or irrelevant, though single-electron
tunneling V1 is only the least irrelevant operator close to the non-interacting point
g+ = g− = 1.
Four groups of four-body processes are present which can become relevant and
drive to phases which are completely charge or valley insulating:
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VICA = v
(1)
ICA
[O00↑KO00↑K′O00↓KO00↓K′ + 0↔ pi]
+ v
(2)
ICA
[O0pi↑KOpi0↑K′O0pi↓KOpi0↓K′ + 0↔ pi]+ H.C.
VICB = v
(1)
ICB
[O00↑KOpipi↑K′O00↓KOpipi↓K′ + 0↔ pi]
+ v
(2)
ICB
[O0pi↑KO0pi↑K′O0pi↓KO0pi↓K′ + 0↔ pi]+ H.C.
VCIA = v
(1)
CIA
[
O00↑KO00†↑K′O00↓KO00†↓K′ + 0↔ pi
]
+ v
(2)
CIA
[
O0pi↑KOpi0†↑K′O0pi↓KOpi0†↓K′ + 0↔ pi
]
+ H.C.
VCIB = v
(1)
CIB
[
O00↑KOpipi†↑K′O00↓KOpipi†↓K′ + 0↔ pi
]
+ v
(2)
CIB
[
O0pi↑KO0pi†↑K′O0pi↓KO0pi†↓K′ + 0↔ pi
]
+ H.C.
(3.3.26)
or in bosonized form:
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VICA = cos(θ+cρ)
[
v
(1)
ICA
cos(θ−cρ) + v
(2)
ICA
cos(φ−cv)
]
VICB = cos(θ+cρ)
[
v
(1)
ICB
cos(θ−cv) + v
(2)
ICB
cos(φ−cρ)
]
VCIA = cos(θ+cv)
[
v
(1)
CIA
cos(θ−cv) + v
(2)
CIA
cos(φ−cρ)
]
VCIB = cos(θ+cv)
[
v
(1)
CIB
cos(θ−cρ) + v
(2)
CIB
cos(φ−cv)
]
(3.3.27)
where v
(1/2)
IC/CI are the coupling constant strengths for the two different choices of
interband scattering for each class of tunneling process and have absorbed factors of
2 during bosonization and simplification. The scaling dimensions for these couplings
strengths are:
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∆(v
(1)
ICA
) = ∆(v
(2)
ICA
) = 2g+ + 2g−
∆(v
(1)
ICB
) = ∆(v
(2)
ICB
) = 2g+ +
2
g−
∆(v
(1)
CIA
) = ∆(v
(2)
CIA
) =
2
g+
+
2
g−
∆(v
(1)
CIB
) = ∆(v
(2)
CIB
) =
2
g+
+ 2g−.
(3.3.28)
In the regions where the IC (CI) operators become relevant, the system will be
charge (valley) insulating and valley (charge) conducting. Expressed in terms of
conductance elements, the IC (CI) phases will have GXX = GY Y = 0, G
V
XX =
GVY Y 6= 0 (GXX = GY Y = 8e2/h, GVXX = GVY Y = 0). These phases are related
to the charge and spin insulating phases for the topological insulator QPC [199].
However, unlike those phases, the IC and CI phases in the bilayer graphene junction
will still be transmitting in the spin sector as long as g±sρ/v are relatively close to
noninteracting.
The remainder of the II/CC region is bounded by four eight-body processes.
Each one can be considered as a product of one of the terms in the previous four-
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body processes multiplied by a product of selected conjugates of itself as to isolate
just a single charge-sector variable. In bosonized variables, these eight-body tun-
neling operators are:
VB±1 = v
(1)
B±1
cos(2θ±cρ) + v
(2)
B±1
cos(2φ±cv)
VB±2 = v
(1)
B±2
cos(2θ±cv) + v
(2)
B±2
cos(2φ±cρ) (3.3.29)
The strengths of these operators have scaling dimensions:
∆(v
(1)
B±1
) = ∆(v
(2)
B±1
) = 8g±
∆(v
(1)
B±2
) = ∆(v
(2)
B±2
) =
8
g±
. (3.3.30)
They are only relevant under extremely strong interactions (g± < 1/8 or g± > 8)
and are charge insulating (+) or conducting (−).
Higher-order many-body tunneling processes are of course also possibly relevant,
however due to the nature of the scaling dimension calculation, they will become
relevant at much larger values of interaction strength than the boundaries of the
shaded regions in Figure 3.4.
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3.4 The Pinch-Off Transition
As demonstrated in the previous section, under weak interactions the junction is
stable in either the open (CC) phase or the closed-off (II) phase, both of which
are characterized by single-electron tunneling and are related to each other by both
90◦ rotations and the pinch-off duality. In this section, we expand perturbatively
in the interactions about the CC fixed point in search of the quantum critical
point(s) which characterize the CC↔II quantum phase transition. In the process,
we discover that, in addition to the T0/pi = 1/2 critical point, which is expected
as a consequence of the pinch-off duality, an additional family of intermediate crit-
ical points and phases are also present. For each of the possible paths between
the II and CC phases we derive the conductance signatures which characterize the
low-temperature transitions as functions of the two interaction strengths and the
external gate voltage. First, we show how the general S-matrix characterizing the
junction is renormalized by weak interactions, deriving a phase diagram and Renor-
malization Group (RG) in the case where scattering between the 0 and pi bands is
disallowed. We then allow for interband scattering, as might be present in the
case of relatively smooth disorder, and introduce an S-matrix parameterization in-
corporating the additional system parameters. Using the results of an extensive
renormalization group calculation, detailed in Appendix 3.7.1, we assert that the
most general S-matrix flows back to one with small-momentum conservation. The
RG flow on this surface therefore contains all of the characteristic non-trivial quan-
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tum critical points for the pinch-off transition of this problem. Finally, we derive the
critical exponents and universal scaling functions for the two classes of conductance
transitions, up to leading order in the interactions.
3.4.1 Non-Interacting Electrons
In the absence of interactions, tunneling through the junction can be character-
ized by an S-matrix restricted only by time-reversal symmetry and valley-index
conservation
|ψασi,out〉 = Sαβij δσσ
′ |ψβσ′j,in〉 (3.4.1)
where i, j are lead indexes 1 − 4; σ, σ′ are spin indexes ↑, ↓; and α, β are band
indexes 0 and pi. Given the negligible spin-orbit coupling in graphene, we can con-
sider here that the time-reversal operator T = K leaves the spin sector unaffected,
such that T 2 = +1. Therefore, time-reversal symmetry restricts that Sαβij = Sβαji .
Additionally, to keep the domain wall states gapless, one must disallow scattering
from K to K ′, which restricts elements of the S-matrix SK = STK′ . In this section,
we will work the most general allowed S-matrix down to one which is characterized
by parameters which have physical meaning. Beginning with the modes in a single
valley K:
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SK =
 t r
−r† t†
 (3.4.2)
where the rows and columns of SK indicate scattering of the incoming modes
with valley index K (leads 1 and 3) to the outgoing ones (leads 2 and 4). The
matrices r and t live in the 2 × 2 space of band indexes. Identical copies of SK
exist for the up and down spins. The elements of SK are otherwise unconstrained
if we allow scattering between the 0 and pi bands such that SK is an arbitrary U(4)
matrix. We can choose to parameterize
SK =
 U †1 0
0 U †3

 t r
−r† t†

 U2 0
0 U4
 (3.4.3)
t =

√
T0 0
0
√
Tpi
 , r =

√
1− T 20 0
0
√
1− T 2pi
 (3.4.4)
where the Ui (U
†
j ) are for now unconstrained U(2) matrices which characterize
operations on the outgoing (incoming) electronic wavefunction at lead i (j) and
valley index K. In this parameterization, we can choose the tunneling probabilities
for each band to be real such that T0/pi = |t0/pi|2 =
√
1− |r0/pi|2. At this point, SK
remains characterized by 16 free parameters. Choosing to parameterize the Ui in
terms of Euler angles:
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Figure 3.5: The eight angular variables in the full formulation of the S-matrix, seven of which are
linearly independent. θi corresponds to the processes which break small-momentum conservation
and scatter electrons between the 0 and pi bands at lead i. φij = φi − φj corresponds to the
scattering phase acquired tunneling from lead j to lead i at valley K. While there are four
independent θi angles, there are only three independent φij as only the relative scattering phase
matters, such that φ43 = φ23 − φ21 + φ41. We have only displayed modes at K; an additional
copy of this picture exists for modes at K ′, related by time-reversal symmetry. This picture is
valid for electrons with either spin, as our model system is SU(2) spin-invariant for all values of
charge-sector interaction strengths.
Ui = e
iφiσ
z
eiθiσ
y
eiαiσ
z
eiξi . (3.4.5)
Recognizing that αi and ξi are just U(1)×U(1) transformations at each lead,
we can gauge them out. We are then left with nine variables which have physical
significance. The four 0↔ pi mixing angles θi correspond to the breaking of small-
momentum-conservation at lead i, the three independent linear combinations of
scattering phases φij = φi − φj each correspond to the phase acquired for electrons
scattering from lead j to lead i at valley index K, and the two real tunneling
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probabilities T0 and Tpi characterize the extent to which the junction is pinched off
for each band. These seven linearly independent angular variables (illustrated in
Fig. 3.5) and two tunneling probabilities completely span the space of the gauge-
independent, time-reversal-symmetric, spin- and valley-index-conserving problem
with S-matrix,
S = SK ⊕ SK′ = SK ⊕ STK (3.4.6)
which has rows and columns characterized by lead indexes i, j. This parameter-
ization of the S-matrix in lead and band-index spaces is restated more explicitly in
the beginning of Appendix 3.7.1.1.
In the subsequent sections, we will show how the surface where θi, φij = 0 is not
just a welcome simplification of the problem, but also the surface which contains all
of the characteristic quantum critical points and their single relevant eigenvectors.
3.4.2 S-Matrix Renormalization under Weak Interactions
As discussed in 3.3.1, this system is characterized by two kinds of density-density
interactions. Here, we relate the S-matrix to the single-particle Green’s function
and then use diagrammatic perturbation theory in those two interactions to find
the leading order corrections to the S-matrix and derive RG flow equations for our
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system parameters [143, 199, 248]. We calculate the relevant physics on the high-
symmetry surface where the interband scattering angles θi = 0. In Appendix 3.7.1,
we further calculate the RG flow for all nine S-matrix parameters, demonstrating
that the angles θi, φij either flow back to this surface or are marginal and trivial at
the quantum critical points.
3.4.2.1 Constructing the S-Matrix Renormalization Group
Scattering processes from one lead, band, and spin to another can be considered in
terms of a single-electron thermal Green’s function
Gabαβ,σσ
′
ij (x, τ, x
′, τ ′) = −i
〈
Tτ
[
ψaασi (x, τ)ψ
bβσ′†
j (x
′, τ ′)
]〉
(3.4.7)
where Tτ denotes imaginary time ordering and indexes a, b = in, out. In the
absence of interactions
Gαβ,σσ
′
ij (z, z
′) =
1
2pii
 δijδ
αβ
z−z′
(Sβαji )
∗
z−z¯′
Sαβij
z¯−z′
δijδ
αβ
z¯−z¯′
 δσσ′ (3.4.8)
where z = τ + ix and the rows and columns of Gαβij are the in/out indexes such
that elements proportional to Sαβij correspond to in↔ out. Restricting ourselves to
the interactions introduced in 3.3.1 (Eq. (3.3.2)), we can use diagrammatic pertur-
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bation theory to calculate the leading order corrections to Gαβ,σσ
′
ij in the presence
of weak u+/−, such that the Luttinger parameters g+/− = 1 + +/− and terms are
kept up to O(2+/−).
The one-loop corrections to the S-matrix are qualitatively similar to those in
Ref. 199, with special care taken to properly sum at each vertex over the tensor
structure of the interaction
αβγδ = +δ
αβδγδ + −σαβz σ
γδ
z (3.4.9)
where α, β, γ, δ are band indexes. Illustrated in Fig. 3.6, only two diagrams
contribute to the renormalization of the single-particle Green’s function:
G′out in,αβ,σσ
′
=
1
2pii
S ′αβij
z¯ − z′ δ
σσ′ (3.4.10)
with
S ′αβij = S
αβ
ij + 2×
1
4
log
Λ
E
∑
A,B=0,1
AB
[
(σASijσB)
αβ Tr[σAS
†
jiσBSji]
−
∑
kl
(
SikσAS
†
lkσBSlj
)αβ
Tr[σAS
†
lkσBSlk]
]
(3.4.11)
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(a) (b) 
i,in i,in j,out j,out k,in k,out l,out l,in 
k,out k,in l,out l,in 
α α β β γ γ δ δ x y x y 
w z w z 
u v u v 
σ σ σ σ σ σ σ σ 
σ' σ' σ' σ' 
Figure 3.6: The two non-zero, non-canceling diagrams for O(2+/−) perturbation theory. Note that
i− l are spatial lead indexes and α− δ, u− z are band indexes which are summed at each vertex
over αβγδ. σ, σ′ are spin indexes for which the δσσ
′
within each Green’s function has already been
taken into account. Even though the system is spin invariant, the spin index on the loop, here
σ′, must still be summed over its two values to calculate the physical RG flow. Each diagram
contributes a logarithmic correction to the S-matrix which, when renormalized, leads to a term in
Eq. (3.4.12).
where Λ and E are the ultraviolet and infrared cutoffs respectively. Traces refer
to band index space, A/B = +/−, and σA/B = 1, σz (σ0, σ1); tracing over the spin
degree of freedom is implicit, which leads to the prefactor of 2. The two terms
correspond to the diagrams (a) and (b) respectively in Fig. 3.6. We can derive flow
equations for the elements of Sαβij by rescaling the cutoff Λ→ Λe−l,
dSαβij
dl
=
1
2
∑
A,B=0,1
AB
[
(σASijσB)
αβ Tr[σAS
†
jiσBSji]
−
∑
kl
(
SikσAS
†
lkσBSlj
)αβ
Tr[σAS
†
lkσBSlk]
]
. (3.4.12)
One can immediately observe that this implies that θi = 0 is a fixed surface,
since perturbative corrections to S0piij = 0 require multiplying by S
0pi
ij in the above
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equations. We can thus, for now, simplify our focus to the fixed surface where
θi = 0. In Appendix 3.7.1, we calculate the stability of the quantum critical points
on this surface for a general set of θi and φij, and demonstrate that for physical
values of g− relative to g+, the critical points are stable in all possible out-of-plane,
τ - and valley-symmetric directions.
Using our parameterization of Sαβij on the θi = 0 surface, we can exploit the
matrix structure of the diagrammatic perturbations to obtain flow equations for
the transmission probabilities for each band
dT0
dl
= −2T0(1− T0)
[
(+ + −)2(1− 2T0)
+ (+ − −)2(1− 2Tpi)
]
dTpi
dl
= −2Tpi(1− Tpi)
[
(+ + −)2(1− 2Tpi)
+ (+ − −)2(1− 2T0)
]
. (3.4.13)
This system of equations obeys two key symmetries. First and foremost, like the
QSH point contact described in Ref. 199, it is invariant under the pinch-off duality
T0/pi ↔ (1 − T0/pi), which we introduced in 3.3.2. Eqs. (3.4.13) are also invariant
under exchange of the band indexes 0 and pi. In the context of our renormalization
group calculation, 0 and pi are arbitrary labels for the band degree of freedom,
and so even though this system contains stable fixed points with broken band-
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T0 T0 
T0 T0 
Tπ Tπ 
Tπ Tπ 
0 0 
0 0 
1 1 
1 1 
1 1 
1 1 
Figure 3.7: RG flow of the variables T0/pi, which control the pinching off of the junction, calculated
to quadratic order in the interactions +/− (Eq. (3.4.13)), panels (a)-(c). Large circles correspond
to stable fixed points and small circles indicate nontrivial quantum critical points. The flow is
controlled by the ratio of the interaction strengths −/+. When −/+ = 1, the 0 and pi bands are
completely decoupled and each one behaves individually as a copy of the QSH problem in Ref. 199
(a). For −/+ > 0, a set of intermediate fixed points exists which allows the 0 and pi bands to be
pinched off independently (b). When − = 0, the quadratic theory predicts that a fixed line will
exist T0 +Tpi = 1 (c). Higher-order corrections about this line, calculated in Appendix 3.7.2, infer
flow along it back to the central quantum critical point T0 = Tpi = 1/2 (d).
index symmetry, the system of flow equations itself must be band-index symmetric.
Graphically, these two symmetries manifest themselves as two mirror symmetries
in Fig. 3.7: one about T0 + Tpi = 1 and the other about T0 = Tpi.
3.4.2.2 Fixed Points and Renormalization Group Flow
This system of flow equations can have as many as nine fixed points to quadratic
order in the interactions (Fig. 3.7). The two corner fixed points at T0 = Tpi = 0, 1
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are stable for all values of −. The central point at T0 = Tpi = 1/2 controls the
transition between the CC and II corners and is related to the T = 1/2 critical
point in the single-band TI QPC case [199]. As in that case, the existence of this
central quantum critical point is mandated by the pinch-off duality T0/pi ↔ 1−T0/pi.
The corner fixed points at T0 = 0, Tpi = 1 and T0 = 1, Tpi = 0 represent new, stable,
single-electron-tunneling phases where only one of the bands is pinched off. We label
these intermediate, mixed-band-character fixed points as “M Phases”. Transitions
between the fully open or closed phases and these M phases are controlled by four
fixed points which exist for −/+ > 0 (Figs. 3.7a, 3.7b). For − = +, the 0 and pi
bands are completely decoupled and each one acts as a (spin-doubled) independent
copy of the QSH problem in Ref. 199 (Fig. 3.7a). When −/+ = 0, Eq. (3.4.13)
predicts that all of the intermediate transitions and stable fixed points will collapse
onto a fixed line at T0 +Tpi = 1 (Fig. 3.7c). This − = 0 case represents a restoration
of U(2) band-index symmetry locally at each lead under which the band indexes
become trivial.
We can examine this fixed line in greater detail by expanding upon our bosoniza-
tion calculations from 3.3.2. In Appendix 3.7.2, we increase the strength of pi ↔ pi
single-electron tunneling to drive from the CC phase towards an action about the
M-phase corner fixed points for g− = 1. Calculating higher-order correlation func-
tions about this theory and expanding perturbatively again in the interactions, we
discover additional fixed points:
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1− T0 = Tpi = 48
pi2
−
3+
, T0 = 1− Tpi = 48
pi2
−
3+
(3.4.14)
where the second point is implied by the combination of mirror reflections about
the pinch-off and band-index-exchange lines. Taking − → 0, this theory exhibits
flow back towards the central quantum critical point T0 = Tpi = 1/2 (Fig. 3.7d).
The simplest assumption would be to postulate that, to lowest order, this flow
continues away from the vicinity of the M points without additional fixed points
appearing. This implies that the fixed line at − = 0 is simply an artifact of the
O(2+/−) perturbation theory and that for extremely small −/+, the M phase is
unstable and flow lines in that region point towards the central quantum critical
point T0 = Tpi = 1/2. From this information, we obtain Figure 3.8, a schematic
which incorporates the quadratic-order RG flow and the higher-order corrections
near the T0 + Tpi = 1 line. As highlighted by the red and purple arrows in that
figure, each of the two classes of nontrivial quantum critical points is characterized
by only a single relevant direction in the T0 − Tpi plane. All other out-of-plane θi
and φij directions are irrelevant or trivially marginal (Appendix 3.7.1).
3.4.2.3 Conductance Signatures and Universal Scaling Functions
For each class of quantum critical point, we can, knowing that its only relevant
eigenvector lies on the θi = 0 plane, use the quadratic-order flow equations to
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calculate the universal conductance scaling and critical exponents to leading order
in the interactions.
Returning to a discussion of reduced conductance matrixes from 3.3.2, we can
express the left-to-right, two-terminal conductance GXX in terms of the S-matrix.
The elements of the four-terminal conductance G in the lead basis are related to
the S-matrix by:
Gij =
2e2
h
Tr[1− S†ijSij] (3.4.15)
where i, j are lead indexes 1− 4 such that the matrix
G =
2e2
h

2 −T+ 0 −(2− T+)
−T+ 2 −(2− T+) 0
0 −(2− T+) 2 −T+
−(2− T+) 0 −T+ 2

(3.4.16)
where T± = T0 ± Tpi and the factor of 2 on the conductance is due to electron
spin degeneracy. The linear combinations of lead currents I1−4 which give IX,Y,Z
are a result of, in combination with the requirement
∑
i Ii = 0,
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CC 
M 
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0 and 𝜋 
0 and 𝜋 
0 𝜋 
𝜋 0 
Figure 3.8: A schematic phase diagram, in terms of left-to-right conductance, within the T0 − Tpi
plane, combining information from Eq. (3.4.13) and Appendix 3.7.2. There are two classes of
quantum critical points. The central point controls transitions between the fully open (CC) phase
and the fully pinched-off (II) phase. Four additional critical points on the edges control transitions
between the CC/II phases and an intermediate mixed (M) phase in which the two bands have
differing conductance contributions. The width of the M phase is O(−/+).

IX
IY
IZ
 = MT

I1
I2
I3
I4

(3.4.17)
where
M =
1
2

1 1 1
−1 1 −1
−1 −1 1
1 −1 −1

(3.4.18)
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such that
GXY Z = MTGM =
4e2
h

T+ 0 0
0 2− T+ 0
0 0 2
 . (3.4.19)
This confirms the result from 3.3.2 that, for the valley-conserving problem, GZZ is
quantized to be 8e2/h regardless of the junction state. This reduction also confirms
that, in terms of the S-matrix elements,
GXX =
4e2
h
(T0 + Tpi) =
8e2
h
−GY Y . (3.4.20)
With the structure of the conductance matrix established we can analyze the
finite-temperature conductance transitions near each transition voltage V ∗G.
First, we will consider the direct II-CC phase transition, for which GXX scales
from 0 to 8e2/h. We can write the conductance in its scaling form
GXX,A(∆VG, T ) = 8
e2
h
GA
(
c
∆VG
TαA
)
(3.4.21)
where ∆VG = VG − V ∗G,A in Fig. 3.9, c is a non-universal constant, and the
subscript A on G and α denotes the direct quantum phase transition between the
105
II and CC phases. Observing that infinitesimal movement of T− away from 0 is
irrelevant (Fig. 3.8), we can set T− = 0 and characterize the conductance transition
from II-CC with a single parameter,
dT+
dl
= −2(2+ + 2−)T+(2− T+)(1− T+). (3.4.22)
This equation can be integrated to determine the crossover scaling function.
Taking T+ = T
0
+ at l = 0,
T 0+(2− T 0+)
(1− T 0+)2
e−4(
2
++
2
−)l =
T+(2− T+)
(1− T+)2 (3.4.23)
where we have purposefully left T+(l) in its implicit form to provide a frame-
work for the more mathematically complicated II-M transition analysis later in this
section. As one adjusts the gate voltage, T 0+ passes through 1 at VG = V
∗
G,A, such
that near the transition ∆VG ∝ T 0+ − 1. To determine the critical behavior, we can
therefore expand T 0+ around this value. Finite temperature T can be taken into
consideration by cutting off the renormalization group flow l at Λe−l ∝ T . Taking
∆VG, T → 0 at an arbitrary ratio, the previous equation can be rewritten
1
(2X)2
=
GA(1− GA)
(1− 2GA)2 (3.4.24)
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Figure 3.9: A reproduction of Figure 3.8 with dashed lines overlaid to indicate possible voltage
curves. As the gate voltage VG winds along a voltage curve, whose exact curvature is dictated
by experimental specifics, it passes directly from the II to the CC region along a curve like (a)
or indirectly, passing along the way through an intermediate M phase along a curve like (b). At
zero temperature, the left-to-right conductance GXX will therefore undergo a direct transition
from 0→ 8e2/h along (a) or one with an intermediate step up to 4e2/h along (b). This behavior
motivates us to search for the finite-temperature scaling of these conductance transitions for
VG ∼ V ∗G,A (a), or for VG ∼ V ∗G,B and VG ∼ V ∗G,C (b).
or explicitly inverted
GA(X) = 1
2
[
1 +
X√
1 +X2
]
(3.4.25)
where T+ = 2GA such that X ∝ ∆VG/T 2(2++2−).
αA = 2(
2
+ + 
2
−) (3.4.26)
is the universal critical exponent for the II-CC quantum phase transition. Fig-
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ure 3.10 shows GA at finite temperatures, noting that it collapses onto a step function
at T/c1/α = 0 and that it has a crossover point pinned at GA = 1/2 for all values
of interaction, making it identical to the T-R scaling function for weak interac-
tions in the related Quantum Spin Hall problem [199]. When − = 0 and the only
transitions are directly from II-CC, αA = 4αQSH , where αQSH is the T-R critical
exponent in Ref. 199. This factor of 4 accounts for the fact that even though here
only a single linear combination of indexes is being pinched off, the diagrams which
contribute to the flow equations still live in a matrix space which is four times as
large as that of the comparable Quantum Spin Hall problem.
Obtaining the critical exponent and scaling function for the II-M quantum phase
transition is procedurally identical. As an example, we will choose the bottom right
transition point in Fig. 3.9 for our calculation, though that point is restricted to
be the same as the one characterizing the finite Tpi II-M transition by band-index-
exchange symmetry. The quantum critical point is located at Tpi = 0, T0 = γ/2
where
γ = 1 +
(− − +)2
(− + +)2
. (3.4.27)
First and foremost, we can note that when γ = 2, − = 0 and there is no
more available phase space (at quadratic order) for the II-M transition to exist.
Near this case, the M phase will exist in a vanishing area of phase space and most
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Figure 3.10: The two classes of universal scaling functions as functions of external gate voltage: GA
describes the direct II-CC quantum phase transition and GB describes the II-M transition, plotted
in panels (a) and (b) respectively. Here, we have plotted using + = 0.212, − = 0.071, such that
γ = 1.25. The curves are plotted for increasing temperature, with the red, orange, green, and
blue curves representing T/c1/α = 0, 10−5, 10−2.5, and 1 V 1/α respectively in equations (3.4.24)
and (3.4.31). Note that the crossover value of GA is fixed to be 1/2, whereas the crossover value for
GB is instead at γ/2, where γ varies from 1 to 2 continuously as a function of interaction strength.
transitions will be controlled by the central quantum critical point in Figure 3.8.
However, in Appendix 3.7.1 we have only analytically calculated the stability of
the II-M quantum critical point to linear order in −, whereas our analysis of the
critical behavior of the II-M transition is up to O(2−). We believe it reasonable to
assume that this stability extends up to quadratic order in the interactions such
that these quantum critical points still describe the relevant physical transitions in
this problem.
For the II-M transition, the conductance jumps from GXX = 0 → 4e2/h, with
here the T0 axis being the only relevant direction. For this transition then, GXX =
4e2
h
T0. Expressing the conductance in its scaling form
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GXX,B(∆VG, T ) = 4
e2
h
GB
(
c
∆VG
TαB
)
(3.4.28)
where again ∆VG is the external gate voltage, c is a non-universal constant that
may certainly differ from the c in the II-CC transition, and the subscript B denotes
that transition between the II-M phases. Taking Tpi = 0, the conductance transition
from II-M is characterized by the flow of a single parameter,
dT0
dl
= −2γ(+ + −)2T0(1− T0)
(
1− 2T0
γ
)
. (3.4.29)
We can determine the crossover scaling function by integrating this equation.
Taking T0 = T
0
0 at l = 0,
T 00 (1− T 00 )
1
2
γ−1(
1− 2T 00
γ
) 2
γ
(
1
2
γ−1
) e−2γ(++−)2l = T0(1− T0)
1
2
γ−1(
1− 2T0
γ
) 2
γ
(
1
2
γ−1
) . (3.4.30)
As before, we can cut off the renormalization group flow at finite temperature
T ∝ Λe−l and note that the gate voltage VG = V ∗G,B when T 00 passes through γ/2,
such that near the transition ∆VG ∝ T 00 − γ/2. Again taking ∆VG, T → 0 at an
arbitrary ratio, we can finally arrive at an implicit equation for GB(X),
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Figure 3.11: The universal scaling function GB which characterizes the II-M phase transition,
plotted for T/c1/α = 10−3 V 1/α and g+ = 1.212. The blue, green, orange, and red curves are
plotted at g− = 1.019, 1.047, 1.071, and 1.212 respectively. The critical value of GB for which
the conductance flow changes from the II phase to the M phase occurs at the intersection of each
curve with the ∆VG = 0 line, and varies as a function of the ratio of the interaction strengths
g−/g+. When g− = g+, GB takes on the same functional form as GA in Fig. 3.10, though with a
different critical exponent αB 6= αA. At T = 0 K, all of these curves collapse onto the same step
function; they are increasingly distinguishable as temperature is increased.
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1(
2X
γ
)2 = G(2−γ)B (1− GB)γ(
1− 2GB
γ
)2 (3.4.31)
where T0 = GB such that X ∝ ∆VG/T (++−)2γ(2−γ). We can note that this
equation reduces to Eq. (3.4.24) for γ = 1. That case represents − → +, for which
T0 and Tpi act as independent copies of the Quantum Spin Hall problem in Ref. 199,
but in a higher-dimensional space. Therefore,
αB = (+ + −)2γ (2− γ)
= αA (2− γ) (3.4.32)
is the universal critical exponent for the II-M transition. Confirming the relation-
ship to the QSH point contact problem, setting γ = 1 gives αB|−=+ = 2αA|−=0 =
8αQSH . Figure 3.10 shows GB as a function of ∆VG at different temperatures, noting
that at zero temperature it is also a step function, indistinguishable from GA, but
that at finite temperature it is defined by a crossover value of γ/2 which in general
differs from that of GA (Fig. 3.11).
Taking advantage of the duality between the II and CC phases, we can relate
the remaining conductance crossover function, one which characterizes the M-CC
phase transition, to GB. We can write the conductance in its scaling form
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GXX,C =
4e2
h
+
4e2
h
GC
(
c
∆VG
TαC
)
(3.4.33)
where c is yet another non-universal constant and C denotes that M-CC transi-
tion. By pinch-off symmetry, we know that GY Y for the CC→M transition has to
be equivalent to GXX for the II→M transition, therefore for the M→CC transition,
GY Y,C =
4e2
h
GB
(
−c∆VG
TαB
)
(3.4.34)
and utilizing Eq. (3.4.20),
GXX,C =
8e2
h
− 4e
2
h
GB(−X) (3.4.35)
such that we finally deduce
GC(X) = 1− GB(−X) (3.4.36)
where X ∝ ∆VG/TαC and
αC = αB (3.4.37)
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for weak interactions.
3.5 Discussion
In this chapter, we have computed the conductance signatures of the four-terminal
intersection of two bilayer graphene domain walls. These domain walls can be in-
duced by the presence of a perpendicular electric field and a change in either electric
field direction or interlayer stacking. When valley-index is conserved, the domain
walls are Luttinger liquids described with two non-trivial interaction parameters
g±. The junction is analogous to a point contact and can be analyzed naturally
using the language of quantum point contacts. As with a Quantum Spin Hall point
contact, the physics of the junction is best understood in terms of reduced, two-
terminal conductances. When interactions are strongly attractive (g± < 1/4) or
strongly repulsive (g± > 4), the left-to-right conductance can be strictly dominated
by nonzero charge and valley conductances respectively. For weaker interactions
(g± ≈ 1), both left-to-right conductances are nonzero and there exist several stable
phases characterized by single-electron tunneling. Transitions between these phases
are governed at low temperatures by universal scaling functions and critical expo-
nents, which differ from those in the single-band QSH case and are functions of the
two Luttinger parameters.
We now briefly discuss the task of experimentally measuring the physics in this
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chapter. First and foremost, the existence of a single domain wall in bilayer graphene
requires prohibiting scattering between valleys K and K ′. Valley-index-breaking
perturbations are strongly relevant and will significantly change the physics in both
isolated domain walls and for the junction structures at their intersections. To this
end, short-range disorder must be kept smooth on the scale of the lattice. Recent
experiments have shown promising results in this direction, with fabricated samples
showing single domain wall conductances up to nearly the quantized clean limit of
4e2/h [101]. Beyond these results, one should then attempt to verify the Luttinger
liquid physics at a single domain wall by measuring the tunneling conductance at
several low temperatures and its collapse onto a universal scaling function with
critical exponent αT . In junction structures, the conservation of valley index can be
confirmed by measuring the quantization of the reduced conductance element GZZ .
Creating a multi-terminal junction like the ones we describe poses several fabrica-
tion and analysis difficulties which must be overcome to measure the point-contact
physics in this chapter. Forming a four-terminal junction of electric-field-induced
domain walls requires patterning leads on the top and bottom of each of the four
bulk regions, as well as a gate on the junction to control the weak-interaction
pinch-off transition. Forming a junction from layer-stacking domain walls requires
patterning fewer leads, but as clearly demonstrated in the samples in Ref. 5, the
three-fold symmetry of the underlying graphene lattice restricts intersections of
these domain walls to be six-terminal structures. Conductance transitions in these
six-terminal structures can be calculated and analyzed using the framework estab-
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lished in this chapter, though the task will be algebraically more intensive.
Tuning the two Luttinger parameters g± can be accomplished through turning a
combination of experimental knobs. The strength of the overall effective Coulomb
interaction can be altered for the domain wall states by tuning their widths with the
strength of the perpendicular electric field. These changes will be mainly reflected
in g+, as it contains long-range contributions from the overall Coulomb interaction.
The other Luttinger parameter, however, can only be adjusted by tuning short-
range interactions. This can be accomplished by testing samples on a variety of
substrates. Working in order of increasing dielectric strength, one can work through
a suspended sample, a silicon dioxide substrate, or a boron nitride substrate to tune
down g−.
Several simplifications and assumptions in this chapter may not be exactly
present under experimental conditions. The assumption that all domain walls in
the sample have the same values of the Luttinger parameters requires that the
perpendicular electric field strength be globally uniform in magnitude in the bulk
regions and change in direction similarly smoothly across electric-field-induced do-
main walls. It also requires that there are no strong local variations in the dielectric
strength and coupling of the underlying substrate. The physics of junctions may
be significantly altered if these conditions are not realized experimentally; we have
not investigated point contacts at the intersections of two domain walls with dif-
fering interaction strengths. We also only calculated universal scaling functions
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to leading order in the interactions about the noninteracting point g+ = g− = 1.
When interactions become stronger and single-electron tunneling is no longer the
least irrelevant operator, the critical exponents αA/B in the left-to-right conduc-
tance transitions may change significantly in their dependences on the interaction
strengths, as they do in Ref. 199. Finally, we assumed that the Fermi energy was
exactly at the particle-hole-symmetric point such that vF,0 = vF,pi = vF . In prac-
tice, it will be quite difficult to exactly tune the Fermi energy to this point, and
so for most experimental realizations, 0 ↔ pi exchange symmetry in the variables
will be broken. For our analysis, the effects of this can be realized by replacing the
equal band-index-exchange symmetry which we exploited with one which flips band
index and rescales variables by vF,0/vF,pi. This will result in changes to the scaling
dimension calculations in Section 3.3.2 and a relaxation of mirror symmetry about
T0 = Tpi in Figure 3.8.
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3.7 Appendix
3.7.1 Stability of Quantum Critical Points on the θi = 0 Surface
In this appendix, we confirm analytically the stability of the two classes of quantum
critical points in Fig. 3.8 which control the transitions between single-electron-
tunneling phases. Here, we begin with the general flow equation for elements of
the S-matrix (Eq. (3.4.12)), leaving free the θi and φij variables in the full S-matrix
formulation from 3.4.1. As the complexity of this calculation greatly grows with
each power of − taken into consideration, we will only here carry out our stability
analysis to quadratic order in + and linear order in −. Our methodology can be
used to analytically calculate higher-order terms, but we believe it reasonable to
truncate the calculation at this order and that the stability should carry over to
the O(2−) calculation used to produce the phase diagrams and scaling functions
in 3.4.2. Additionally, numerical estimates find g− < g+ for a large range of system
parameters [110], therefore the limitation to terms of order O(+−, 2+) is physically
motivated.
We can exploit the matrix structure of the diagrammatics by taking several traces
of S-matrix products. Derivatives of these traces exploit the matrix structure of the
flow equation, effectively closing the external legs of the diagrams in Fig. 3.6 into
additional loops. We will follow through this calculation completely for a single
trace (Tr[S†ijσzSij]) and then show how taking linear combinations of these traces
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results in a flow equation for θ1. All remaining dθi/dl can be obtained by exploiting
cyclic reindexing and pinch-off symmetries.
3.7.1.1 Flow Equations for θi Band Mixing Angles and φij Scattering Phases
To begin this process, let us rewrite S-matrix elements in the 2×2 band space using
a simplified version of Eqs. (3.4.3), (3.4.5):
Sαβij = (U
†
iDijUj)
αβ
Ui = e
i
θi
2
σy
Dij = aij1 + bijσz
aij =
1
2
(
d0ij + d
pi
ij
)
bij =
1
2
(
d0ij − dpiij
)
(3.7.1)
da =

0 taeiφ
a
A 0 raeiφ
a
B
taeiφ
a
A 0 −raeiφaC 0
0 −raeiφaC 0 taeiφaD
−raeiφaC 0 taeiφaD 0

(3.7.2)
where daij is a collection of scalars in the band index space with a = 0, pi,
119
φ0ij = −φpiij = φij and all matrix operations only involve the α, β = 0, pi indexes.
Transmission probabilities are normalized for each band such that (ta)2 + (ra)2 = 1
and the labeling A− C on the phases corresponds to:
φA = φ21 = φ2 − φ1
φB = φ41
φC = φ23
φD = φ43 = φB − φA + φC . (3.7.3)
We’ll begin by calculating three traces:
Tr[S†ijSij] = |d0ij|2 + |dpiij|2
Tr[S†ijσzSij] =
(|d0ij|2 − |dpiij|2) cos θi
Tr[S†ijσxSij] =
(|d0ij|2 − |dpiij|2) sin θi. (3.7.4)
We can then differentiate and take weighted linear combinations of these traces
to obtain explicit flow equations for θi. Specializing to i, j = 1, 2,
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(T0 − Tpi) dθ1
dl
= (cos θ1)
d
dl
Tr[S†12σxS12]
− (sin θ1) d
dl
Tr[S†12σzS12] (3.7.5)
where T0/pi = |t0/pi|2. Now, we can examine, in detail, the process of using
the diagrammatics (Eq. (3.4.12)) to calculate one of these derivatives, namely
d
dl
Tr[S†12σzS12]. All other trace derivatives, while varying in signs and specifics,
follow procedurally from this example.
First, by using the cyclic index definition of the trace, we can see that the
derivative of the trace is equal to the trace of the chain rule derivative:
d
dl
Tr[S†12σzS12] = Tr[
dS†12
dl
σzS12] + Tr[S
†
12σz
dS12
dl
]
= Tr[S†12σz
dS12
dl
] + C.C. (3.7.6)
where for the second equality we exploited the cyclic nature of the trace to reduce
this step to the calculation of one, albeit large, trace. In this case, the trace of the
derivative is real, but in the next section where we calculate dφij/dl, it will not be
and the addition of the complex conjugate cannot be overlooked.
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From here, the calculation amounts to taking the traces of terms which contain
products of two or four S-matrices. While the products of two, in the form of
Eq. (3.7.4), can be calculated by rote algebra without much difficulty, the terms
with four S-matrices require a bit more manipulation.
We calculate the traces of products of four S-matrices by both recognizing a pat-
tern in the assignment of signs to the products of aij, bij and with a careful treatment
of commutivity issues. Consider first the simplest example, Tr[S†l2SlkS
†
1kS12]. With-
out any additional Pauli matrices, the Ui rotations all cancel out pairwise, resulting
in:
Tr[S†l2SlkS
†
1kS12] = Tr[(a
∗
l21 + b
∗
l2σz)(alk1 + blkσz)
(a∗1k1 + b
∗
1kσz)(a121 + b12σz)]. (3.7.7)
One might be concerned that converting this to a useful form, one with d
0/pi
ij
where S-matrix elements can just be read off, would be a daunting and terrible
task. However, converting to d
0/pi
ij basis is equivalent to summing over all of the
ways to choose + and − signs for the cross terms, and so for every single one of
these four S-matrix traces, all of the cross terms cancel. Our trace is reduced to the
quite simple form:
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Tr[S†l2SlkS
†
1kS12] =
∑
a=0,pi
(dal2)
∗dalk(d
a
1k)
∗da12. (3.7.8)
Worth noting is that this picture is significantly complicated by the addition
of Pauli matrices between S-matrix factors, due to the fact that [Ui, σz/x] 6= 0.
While the complexity doesn’t significantly increase for the addition of a single Pauli
matrix, as it can be absorbed into the definition of Dij, it does for two or more
Pauli matrices. This can be seen at the level of the two-S-matrix trace, where
commutivity issues lead to the addition of a second term:
Tr[σzS
†
ijσzSij] = cos θi cos θj
[|d0ij|2 + |dpiij|2]
+ sin θi sin θj
[
d0ij(d
pi
ij)
∗ + (d0ij)
∗dpiij
]
.
(3.7.9)
For the four-S-matrix traces, the weighting of the cross terms is altered by the
anticommutivity of the Pauli matrices and while only two terms remain for each
trigonometric function of θi, they are different than the simple form of Eq. (3.7.8)
and contain possible terms which mix 0 and pi.
As the number of Pauli matrices inserted into these traces increases linearly with
the power of − to which we expand, we have chosen for the sake of simplicity and
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clarity to expand only to linear order in −. Though our analysis in section 3.4.2.2
continues to O(2−), we believe that the stability deduced here should carry over to
higher order terms.
With our calculation machinery established, we can produce a flow equation for
the 0↔ pi mixing at lead 1:
dθ1
dl
= −+−
{
sin 2θ1[T0(1− Tpi) + Tpi(1− T0)]
+ sin 2θ2 cos (2φ21)
√
T0Tpi[2− T0 − Tpi]
+ 2 sin 2θ3 cos (2φ31)
√
T0(1− T0)Tpi(1− Tpi)
+ sin 2θ4 cos (2φ41)
√
(1− T0)(1− Tpi)[T0 + Tpi]
}
.
(3.7.10)
Flow equations for the remaining three mixing angles can be generated by ex-
ploiting underlying symmetries of the problem. The set of nine independent vari-
ables which characterizes the S-matrix obeys three symmetries. Two “pinch-off”
symmetries exist; the duality between the fully closed (II) and fully open (CC)
single-electron phases implies that the system of flow equations is invariant with
respect to the exchange T0/pi ↔ (1 − T0/pi) and either the exchange of lead in-
dexes 2 ↔ 4 or 1 ↔ 3. The third symmetry is a cyclic relabeling of the lead
indexes as well as an exchange of the definitions of pinched off and open, due to the
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system’s invariance under properly-treated (with respect to valley) 90◦ rotations.
Therefore the system is also invariant under the exchange T0/pi ↔ (1 − T0/pi) and
1 → 2, 2 → 3,3 → 4, and 4 → 1. Independent calculations of dθi/dl confirm these
properties.
We can see immediately that for − = 0, all θi are marginal. In this case,
the system has U(2) symmetry at each lead and all band index rotations can be
gauged out. The dependence of dθi/dl on θj 6=i can also be suppressed by tuning the
scattering phase φij closer to pi/4, which amounts to having a pi/2 scattering phase
difference between the 0 and pi bands.
Calculating the flow equations for scattering phases φij requires, conversely, trac-
ing over open paths in diagrams, which allows phase to accumulate throughout the
summation instead of being canceled out pairwise as frequently occurred in the cal-
culation of dθi/dl. Specializing for the moment towards obtaining dφA/dl, we can
note the following:
Tr[S12] = (t0e
iφA + tpie
−iφA) cos
(
θ1 − θ2
2
)
|Tr[S12]|2 = cos2
(
θ1 − θ2
2
)[
T0 + Tpi + 2
√
T0Tpi cos 2φA
]
(3.7.11)
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where the correspondence between the subscripts A−D and the lead indexes i, j
comes from Eq. (3.7.3). This can be differentiated, and, with a considerable amount
of algebra, used to obtain first order flow equations for the scattering phases. While
the specifics of this calculation differ from those of obtaining the dθi/dl, the key
point about the summation over + and − possibilities when converting to the d0/piij
basis remains for both the one- and three-S-matrix products here, again greatly
simplifying the algebra for the required trace calculations. Utilizing this fact, we
obtained an explicit flow equation for scattering phase φA:
dφA
dl
=
1
2
+− tan
(
θ1 − θ2
2
){
(sin 2θ1 − sin 2θ2) sin (2φA)
√
T0Tpi(2− T0 − Tpi)
+ sin 2θ3
√
(1− T0)(1− Tpi)
[
(T0 + Tpi) sin (2φC)− 2
√
T0Tpi sin (2(φA − φC))
]
− sin 2θ4
√
(1− T0)(1− Tpi)
[
(T0 + Tpi) sin (2φB)− 2
√
T0Tpi sin (2(φA − φB))
]}
.
(3.7.12)
The flow equations for φB−D can be obtained by exploiting pinch-off and cyclic
symmetries as well as the redundancy of φD (Eq. (3.7.3)). As with the θi, one can
observe that for the U(2) symmetric case of − = 0, all φij are also marginal and can
be gauged away. One can also observe that
dφij
dl
= 0 when θi = θj, as in that case
there is no relative interband scattering between leads i and j and φij can be gauged
out. Only two unique stability calculations are required, as the four critical points
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on the boundary of the square are related by pinch-off and band-index-exchange
symmetries.
3.7.1.2 Quantum Critical Point Stability
We can now utilize the flow equations for θi and, to a lesser extent, φij to determine
the stability of the θi = φij = 0 surface quantum critical points in Fig. 3.8.
We will begin by considering the T0 = Tpi = 1/2 central quantum critical point,
which controls the direct transition between the fully pinched-off (II) and fully-open
(CC) phases. Expanding the θi to linear order:
d
dl

θ1
θ2
θ3
θ4

= −−+M

θ1
θ2
θ3
θ4

(3.7.13)
Mij = cos 2φij (3.7.14)
which gives two Lyapunov exponents of zero and two of λ± = −2+−
{
1± 1
4
√∑
i,j cos 4φij
}
.
Both λ± eigenvalues are either zero or negative for all choices of the independent
φA−C . Given the high symmetry of this central quantum critical point, it is unlikely
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that the λ = 0 marginal directions correspond to instabilities at higher orders.
The four external critical points which control the transitions to and from the
mixed (M) phase can be handled similarly, but with an attention to the expansions
used to arrive at this analysis. As our model is invariant under global exchange
0 ↔ pi and the pinch-off symmetries, we perform stability analysis on just one of
the four critical points and relate the rest by symmetry.
Choosing the critical point at T0 = 0, Tpi = γ/2, we can again construct a stability
matrix:
d
dl

θ1
θ2
θ3
θ4

= −+−γN

θ1
θ2
θ3
θ4

(3.7.15)
N = 1 +
√
1− γ
2

0 0 0 cos 2φB
0 0 cos 2φC 0
0 cos 2φC 0
cos 2φB 0 0

. (3.7.16)
Acknowledging that, as we have expanded to linear order in −, γ ≈ 2− 4−/+,
all of the off-diagonal terms become infinitesimal and we are left with:
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ddl

θ1
θ2
θ3
θ4

= −2+−
(
1− 2−
+
)

θ1
θ2
θ3
θ4

(3.7.17)
which clearly has strictly negative Lyapunov exponents up to this order of ex-
pansion.
3.7.2 Resolving the Fixed Line in the U(2) Symmetric Case
The flow diagram in Fig. 3.7, obtained by perturbation theory to quadratic order in
the interactions, suitably describes the transport physics of single-electron-tunneling
phases for most ranges of infinitesimal interactions + and −. However, when
− = 0, Eqs. (3.4.13) become symmetric under arbitrary U(2) transformations in
band index space and describe a fixed line T0 + Tpi = 1. In this appendix, we use
bosonization at the T0 = 1, Tpi = 0 “M-phase” fixed point to determine whether this
fixed line is a genuine physical phenomenon or an artifact of our O(2±) perturbation
theory. The first section of this appendix details the derivation of a Euclidean action
about an M fixed point, working from the action for the fully-open CC phase. The
second section utilizes that action to calculate flow equations beyond quadratic
order in the vicinity of the M phase, resolving the fixed line to additional fixed
points for weak-to-moderate interactions.
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3.7.2.1 Deriving the Euclidean Action for the T0 = 1, Tpi = 0 M-Phase Fixed Point
To examine the higher-order behavior of tunneling processes about the T0 = 1, Tpi =
0 corner fixed point in Eq. (3.4.13), we have to first obtain a theory for that fixed
point in terms of our existing theory for the T0,pi = 1, fully-open fixed point. As we
will be focusing on the fate of the quadratic-order fixed line at g− = 1, we will for
the purposes of this calculation specialize to g+ = g, g− = 1. Integrating out the
φ+/−,c/s,ρ/v sectors in Eq. (3.3.17), we can propose as a starting point the Euclidean
action about the CC fixed point:
SCC =
1
4piβ
∑
α=c,s
∑
ωn
|ωn|~θvTα gα~θvα (3.7.18)
where
~θvα =

θ+αρ
θ+αv
θ−αρ
θ−αv

, (3.7.19)
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gc =

g 0 0 0
0 1
g
0 0
0 0 1 0
0 0 0 1

, gs =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

. (3.7.20)
We can introduce weak tunneling processes,
V0/pi =
v0/pi
2
[
ψ†0/pi,↑RKψ0/pi,↑LK +K ↔ K ′+ ↑↔↓ + H.C.
]
= v0/pi
∑
σ,u
cos
(
θ0/pi,σu
)
(3.7.21)
where σ =↑, ↓ and u = K,K ′.
These processes will generally be present within the vicinity of the T0 = Tpi =
1 fixed point. Both of these processes are just single-electron tunneling, so as
described in 3.3.2, they are marginal or irrelevant (∆(v0) = ∆(vpi) =
1
8
[g+ 1/g+ 6])
for all values of g, such that we may arbitrarily increase the coupling strength v0/pi
without new, additional tunneling processes becoming relevant. Respecting time-
reversal, valley-index, and band-index symmetries, V0/pi are restricted to live in the
plane of Fig. 3.8 and therefore turning up v0/pi represents motion away from the CC
fixed point along the T0/pi axes respectively.
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For this reason, we need to return SCC to the 0, pi basis so that we can generate an
M phase action by taking the tunneling strength vpi →∞ and “pinch off” just the pi
band. Additionally, we will find it easier to work in a basis for which the tunneling
operators V0/pi are just sums of cosines. From our bosonization work in 3.3 and
utilized earlier in this appendix, we recall that θ±σu = θ0σu ± θpiσu. We will also
need to transform valley indexes utilizing the property that θaσ,K/K′ = θaσρ ± θaσv
where a = 0, pi. Combining these definitions, we create the unitary change-of-basis
~θvα =

θ+αρ
θ+αv
θ−αρ
θ−αv

= Y

θ0αK
θ0αK′
θpiαK
θpiαK′

= Y~θα (3.7.22)
where α = c, s and
Y =
1
2

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

(3.7.23)
and we can note that YT = Y−1 = Y. Under this transformation, the action
becomes
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SCC =
1
4piβ
∑
α=c,s
∑
ωn
|ωn|~θTαYgαY~θα (3.7.24)
where YgcY separates into blocks:
YgcY =
1
4
 A B
B A
 (3.7.25)
where
A =
 g + 1g + 2 g − 1g
g − 1
g
g + 1
g
+ 2

= (g + 1/g + 2) I + (g − 1/g)σx
B =
 g + 1g − 2 g − 1g
g − 1
g
g + 1
g
− 2

= (g + 1/g − 2) I + (g − 1/g)σx = A− 4I. (3.7.26)
As the spin sector is noninteracting, YgsY = I.
To complete the transformation into the basis of
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VCC = V0 + Vpi, (3.7.27)
we now need to address the spin degree of freedom. Utilizing the definitions of
the spin and charge sectors (Eqs. (3.3.6)),
 ~θc
~θs
 =
 I I
I −I

 ~θ↑
~θ↓
 . (3.7.28)
Applying this to our action, we can complete this change of basis:
SCC =
1
4piβ
∑
ωn
|ωn|
(
~θ↑ ~θ↓
) YgcY + I YgcY− I
YgcY− I YgcY + I

 ~θ↑
~θ↓
 . (3.7.29)
The most general action, to first order in irrelevant electron tunneling processes,
is then:
S = SCC +
∫ β
0
dτ
τc
VCC . (3.7.30)
To drive towards the T0 = 1, Tpi = 0 fixed point, we need only take vpi → ∞, as
we have already established v0 and vpi as the quantities which push back along the
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T0 and Tpi axes respectively.
To massage something useful out of this strong-tunneling limit, we can utilize
an extreme limit of the Villain approximation, following procedurally a longer for-
mulation of the Kane-Fisher problem [105]. Note that the partition function is
the product of the contribution from SCC and a term of the form e
−vpi
∫
dτ cos θ. As
vpi →∞, the entire partition function is zeroed out except when cos θ is a minimum.
Acknowledging this, one can make the substitution of e−vpi
∫
dτ cos θ →∑m eimθ where
m is now a discrete step in time. The partition function can then be integrated over
θ once we complete the square to give a new Gaussian effective action in terms of
the integer m. Now, we can define m = ∂tϕ/2pi, such that in the frequency domain,
our bare action has the same form and an inverse Luttinger parameter. Hopping
events between the minima of cos θ are instantons whose term in the action takes
the form t
∫
dτ cosϕ, the same as if we had defined our electron operators as expo-
nentials of ϕ fields and examined tunneling about the bare action. This equivalence
between strong electron tunneling in θ and weak quasiparticle backscattering in ϕ is
a key feature of the Kane-Fisher problem for single-impurity scattering in Luttinger
liquids. Its physical implications, as well as a much more detailed derivation of it,
can be found in Ref. 105.
For four-terminal quantum point contacts, however, this equivalence manifests
itself as a relationship between strong left-to-right electron tunneling and weak top-
to-bottom electron backscattering [199]. Therefore, our ultimate goal is to arrive
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at ϕpi operators which correspond to the tpi→pi single-particle tunneling processes in
Fig. 3.3 about an M point in Fig. 3.8, for which only the pi band is pinched off.
In our problem, the result of taking vpi →∞ and utilizing this trick is a fair bit
more complicated due to the larger set of operators in the action and the matrix
nature of the interactions.
First, let us start by reducing this problem into manageable blocks. We can
simplify using the following definitions:
YgcY± I = U± = 1
4
 A± 4I B
B A± 4I
 = 14
 A± B
B A±
 (3.7.31)
such that now
SCC =
∑
ωn
|ωn|
4piβ
[∑
σ=↑,↓
~θTσU+~θσ + 2~θ
T
↑ U−~θ↓
]
(3.7.32)
where
U± = YgcY± I. (3.7.33)
As addressed in Eq. (3.7.30), the full action contains contributions from SCC
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as well as perturbative tunneling terms. To push towards the corner M phase, we
can increase vpi greatly until it becomes valid to replace that part of the partition
function with discrete delta functions in ~θpiσ:
∫ β
0
dτ
τc
VCC =
2i
β
∑
σ=↑,↓
~mTpiσ
~θpiσ +
∫ β
0
dτ
τc
[V0 + Tpi] (3.7.34)
~θaσ =
 θaσK
θaσK′
 (3.7.35)
such that ~θσ = ~θ0σ ⊕ ~θpiσ. Tpi is an instanton tunneling term which enforces the
condition that maσK/K′ is an integer. The factor of 2 in front of it is a normaliza-
tion requirement from the c, s →↑, ↓ change of basis. As described earlier, we can
recognize the maσK/K′ as discrete steps in time of a new field:
~mpiσ =
 mpiσK
mpiσK′
 = 12pi
 ∂tϕpiσK
∂tϕpiσK′

→ iω
2pi
 ϕpiσK
ϕpiσK′
 = iω2pi ~ϕpiσ. (3.7.36)
Combining all of these definitions, we arrive at a full expression for the action
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which has both θ and ϕ fields in it:
S =
{∑
ωn
|ωn|
16piβ
[ ∑
σ=↑,↓
(∑
a=0,pi
~θTaσA+~θaσ + 2~θ
T
piσB~θ0σ
)
+ 2
∑
a=0,pi
~θTa↑A−~θa↓ + 2~θ
T
0↑B~θpi↓ + 2~θ
T
0↓B~θpi↑
+ 16i sgn(ωn)
∑
σ=↑,↓
~ϕTpiσ
~θpiσ
]}
+
∫ β
0
dτ
τc
[V0 + Tpi] (3.7.37)
where we have frequently exploited that A± and B are symmetric.
After a good bit of algebra, we can complete the square twice here and integrate
out the ~θpiσ, leaving us with an intermediate action SM about the T0 = 1, Tpi = 0
M-phase stable fixed point:
S = SM +
∫ β
0
dτ
τc
VM (3.7.38)
SM =
1
4piβ
∑
ωn
|ωn|
(
~θ0↑ ~θ0↓ ~ϕpi↑ ~ϕpi↓
)
gM

~θ0↑
~θ0↓
~ϕpi↑
~ϕpi↑

(3.7.39)
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VM =
∑
σ,u
v0 cos (θ0σu) + tpi cos (ϕpiσu) (3.7.40)
where σ =↑, ↓; u = K,K ′; and
gM =

2I + ασx ασx − sgn(ωn)ασx − sgn(ωn)ασx
ασx 2I + ασx − sgn(ωn)ασx − sgn(ωn)ασx
sgn(ωn)ασ
x sgn(ωn)ασ
x 2I− ασx −ασx
sgn(ωn)ασ
x sgn(ωn)ασ
x −ασx 2I− ασx

, α =
g − 1
g + 1
(3.7.41)
in which the sign on the bottom right block of gM is owed to one of the sets of
bosonic fields being evaluated at −ωn and the other at +ωn. The tunneling term tpi
for the ϕ fields represents weak, left-to-right tunneling of electrons with band index
pi; making it very large would return the system back to the CC corner fixed point.
Correlation functions about this theory can be calculated using elements of the
inverse of this matrix:
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2g−1M =
1
2

2I− ασx −ασx sgn(ωn)ασx sgn(ωn)ασx
−ασx 2I− ασx sgn(ωn)ασx sgn(ωn)ασx
− sgn(ωn)ασx − sgn(ωn)ασx 2I + ασx ασx
− sgn(ωn)ασx − sgn(ωn)ασx ασx 2I + ασx

(3.7.42)
where the factor of 2 again comes from the spin-index change of basis and ensures
that diagonal correlators like 〈eiθ0↑K(τ)eiθ0↑K(0)〉 ∼ 1/τ 2 are appropriately marginal.
The calculations in the following section are also only appropriate provided that
the single-particle, off-diagonal correlation functions are zero. This requirement
in enforced for the θ fields for 2 − α > 1 and by 2 + α > 1 for the ϕ variables.
However, the range −1 < α < 1 is satisfied by all physical values of g. Therefore,
the only bounds on the validity of the SM theory are the regions in Fig. 3.4 for
which many-body processes become relevant.
3.7.2.2 Cubic-Order Fixed Points about the M Phase for g− ≈ 1
In this section, we will, using the SM theory established in the previous section,
develop quartic-order flow equations for v0 and tpi for g− = 1, g+ = g. After estab-
lishing the flow in those variables, we will relate v0 and tpi to T0/pi in Eq. (3.4.13).
Expanding g = 1 + +, we will develop the cubic-order corrections to Fig. 3.7 close
to the M-phase fixed points and obtain the schematic phase diagram Fig. 3.8.
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There are two sets of correlation functions for each coupling coefficient that we
must calculate and rescale to obtain flow equations, as indicated by the two non-
zero, off-diagonal elements for each operator and spin in gM . For now, we will work
just with the v0 renormalization and then use band-index-exchange and pinch-off
symmetries to relate them to the flow of tpi.
Starting with the θ0↑K operator, we can calculate terms in the cumulant expan-
sion to cubic order:
δv0 = v
3
0
∑
σ=↑,↓
∫ ∞
−∞
dτ1dτ2
[
〈Tτ
[
eiθ0↑K(τ)eiθ0σK′ (τ1)e−iθ0σK′ (τ2)
]〉>
− 〈eiθ0↑K(τ)〉>〈Tτ
[
eiθ0σK′ (τ1)e−iθ0σK′ (τ2)
]〉>]
+ v0t
2
pi
∑
σ=↑,↓
∫ ∞
−∞
dτ1dτ2
[
〈Tτ
[
eiθ0↑K(τ)eiϕpiσK′ (τ1)e−iϕpiσK′ (τ2)
]〉>
− 〈eiθ0↑K(τ)〉>〈Tτ
[
eiϕpiσK′ (τ1)e−iϕpiσK′ (τ2)
]〉>].
(3.7.43)
As before, Tτ is the time-ordered product and for each of the integrals, the second
term is the disconnected piece. Taking into account all possible time orderings, we
can rewrite this:
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δv0 = 2v
3
0
∫ ∞
−∞
dτ1dτ2
1
τ 212
[(
τ1
τ2
)α
− 1
]
+ 2v0t
2
pi
∫ ∞
−∞
dτ1dτ2
1
τ 212
×[
Θ(τ 6∈ (τ1, τ2)) + epiiαΘ(τ1 < τ < τ2) + e−piiαΘ(τ2 < τ < τ1)− 1
]
(3.7.44)
where τ12 = τ1 − τ2 and Θ(τ, τ1, τ2) is the Heaviside step function expressed in
conditional notation. These integrals can be performed analytically and, after a bit
of work, we arrive at an explicit equation for δv0 = v
′
0 − v0:
δv0 = log b
[
4v30piα tan
(piα
2
)
− 8v0t2pi sin2
(piα
2
)]
(3.7.45)
where b is the time-integral cutoff. Rescaling b → be−l and taking into account
the flow equations’ invariance under combined exchange v0 ↔ tpi, α ↔ −α, we
arrive at our higher-order flow equations:
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dv0
dl
= 4v30piα tan
(piα
2
)
− 8v0t2pi sin2
(piα
2
)
dtpi
dl
= 4t3pipiα tan
(piα
2
)
− 8v20tpi sin2
(piα
2
)
(3.7.46)
which are valid only in a perturbative vicinity of this M-phase fixed point and
for weak-to-moderate interactions.
Now, to answer our initial question, we will examine the consequences of our new
flow equations near the vicinity of the possible fixed line in Fig. 3.7b. Expanding
g = 1 + +, α
2 = 2+/4 such that Eq. (3.7.46) reduces to the − = 0 limit of
Eq. (3.4.13) under the substitution:
v0 =
2
pi
√
1− T0, tpi = 2
pi
√
Tpi. (3.7.47)
when 1− T0  1, Tpi  1. We also know that the linear terms in dT0/pi/dl must
agree with any local expansion in the T0−Tpi plane, such that we can restore flow to
linear order in − near the M-phase by extracting the leading term in Eq. (3.4.13):
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dT0
dl
∣∣∣∣
O(+−)
= 8+−(1− T0)
dTpi
dl
∣∣∣∣
O(+−)
= −8+−Tpi (3.7.48)
where we have used the same approximation 1 − T0  1, Tpi  1. Combining
this with an expansion of Eq. (3.7.46) to quartic order in +, we obtain, finally,
higher-order flow equations about an M-phase fixed point:
d
dl
(1− T0) = −8+−(1− T0) + 4(1− T0)2
[
2+ +
pi24+
48
]
− 4(1− T0)Tpi
[
2+ −
pi24+
48
]
dTpi
dl
= −8+−Tpi + 4T 2pi
[
2+ +
pi24+
48
]
− 4(1− T0)Tpi
[
2+ −
pi24+
48
]
. (3.7.49)
Equation (3.7.2.2) contains a few points of interest. First and foremost, it reflects
the pinch-off symmetry in its invariance under the exchange (1− T0)↔ Tpi. It also
contains fixed points at T0 = 1− 2−+ , Tpi = 0 and at T0 = 0, Tpi =
2−
+
, in agreement
with the small −/+ limit of Fig. 3.7. We specifically normalized our correlations
about SM to fix this agreement, such that we could locate at quartic order in +
any local quantum critical points which control the transition between the CC/II
and M phases.
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On the line 1− T0 = Tpi, Eq. (3.7.2.2) admits an additional fixed point at
1− T0 = Tpi = 48
pi2
−
3+
. (3.7.50)
.
Relevant flow lines from this point head off towards the central T0 = Tpi = 1/2
critical point, even in the − = 0 case when this point converges with the other
critical points at the corner. Therefore, this point stands as a demonstration that
the fixed line in Fig. 3.7b is an artifact of O(2+) perturbation theory, at least in the
vicinity of the T0 = 1, Tpi = 0 M point. It is most likely that this flow away from the
M point continues, to lowest order, all the way to the central quantum critical point.
This infers that the phase diagram of this system for weak-to-moderate interactions
is best described by the schematic Fig. 3.8.
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Part II
Topology and Geometry in Nodal
Materials
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Chapter 4
Dirac Line Nodes in
Inversion-Symmetric Crystals
with Weak Spin-Orbit Coupling
4.1 Abstract
We propose and characterize a new Z2 class of topological semimetals with a vanish-
ing spin–orbit interaction. The proposed topological semimetals are characterized
by the presence of bulk one-dimensional (1D) Dirac Line Nodes (DLNs) and two-
dimensional (2D) nearly-flat surface states, protected by inversion and time–reversal
symmetries. We develop the Z2 invariants dictating the presence of DLNs based
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on parity eigenvalues at the parity–invariant points in reciprocal space. Moreover,
using first-principles calculations, we predict DLNs to occur in Cu3N near the Fermi
energy by doping non-magnetic transition metal atoms, such as Zn and Pd, with
the 2D surface states emerging in the projected interior of the DLNs. This chapter
includes a brief discussion of the effects of spin–orbit interactions and symmetry-
breaking as well as comments on experimental implications. This chapter originally
appeared as an article by Youngkuk Kim, Benjamin J. Wieder, C. L. Kane, and An-
drew M. Rappe in Physical Review Letters in 2015 [112].
4.2 Introduction
A recent development in condensed matter physics has been the discovery of semimetal-
lic features in electronic band structures protected by the interplay of symmetry and
topology. A tremendous amount of progress has been made in materials with strong
spin–orbit interactions, such as the surface states of topological insulators [83, 171]
and topological crystalline insulators [60], as well as the gapless bulk states of Weyl
and Dirac semimetals [191, 209, 244]. Related topological phenomena can occur
in materials with vanishing (or weak) spin–orbit interactions [8]. Indeed, the pro-
totypical topological semimetal is graphene [35], which exhibits Dirac points that
are robust to the extent that the spin–orbit interaction in carbon is weak. In the
absence of spin–orbit interactions, the Dirac points in graphene are topologically
protected by the combination of inversion and time–reversal symmetries.
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In this chapter we study a related phenomenon for three dimensional (3D) mate-
rials with weak spin–orbit interaction. We show that the combination of inversion
and time–reversal symmetries protects Dirac line nodes (DLNs), for which the con-
duction band and valence band meet along a line in momentum space, and we
predict realistic materials in which they should occur. DLNs have been discussed
previously in the context of models that have an additional chiral symmetry, which
can arise on a bipartite lattice with only nearest neighbor hopping. In this case,
the DLN can be constrained to occur at zero energy. However, chiral symmetry is
never expected to be an exact symmetry of a band structure. We will show that
despite the absence of chiral symmetry, the line node is protected, though it is not
constrained to sit at a constant energy. We will show, however, that in the vicinity
of a band inversion transition, a DLN can occur in the form of a small circle, whose
energy is approximately flat. The presence of such a Dirac circle has interesting
consequences for the surface states, and we show that on the projected interior of
the Dirac circle, the surface exhibits a nearly flat band, which must be half–filled
when the surface is electrically neutral. Such surface states could be an interesting
platform for strong correlation physics. We introduce a class of materials and use
first–principles density functional theory (DFT) calculations to show that they can
be tuned through the band inversion transition and exhibit the predicted Dirac
circle, as well as a more complex nodal structure. A similar DLN near an inver-
sion transition has recently been predicted in a 3D graphene network [207, 220].
Recently, DLNs also have been proposed in systems with strong spin-orbit inter-
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actions, such as perovskite irridates [39, 111] and non-centrosymetric semimetals
[219], but in those systems the mechanism of symmetry protection is different.
We will begin by elucidating the topological constraints that inversion and time–
reversal symmetries impose. We will then introduce a Z2 topological invariant
(related to the invariant characterizing a 3D topological insulator) which signifies
the presence of DLNs. We will then present DFT calculations on transition metal–
doped Cu3N that predict a Dirac circle, as well as nearly-flat boundary modes. We
will then introduce a simple low–energy k · p model that explains the appearance
of the Dirac circle at a band inversion, and allows for a simple description of the
resulting boundary modes.
4.3 Topological Protection of Line Nodes under I and T
Consider a 3D Bloch HamiltonianH(k) that is invariant under inversion I and time–
reversal T . In the absence of spin–orbit interactions we may consider T 2 = +1.
The occupied Bloch eigenstates are characterized by a Berry connection A(k) =
−i∑n〈un(k)|∇kun(k)〉. I and T symmetries constrain the Berry phase, ω(C) =
exp i
∮
C
A ·dk, on any closed loop C in momentum space, to satisfy ω(C) = ω(−C)
and ω(C) = ω(−C)∗, respectively. It follows that loops C are characterized by a
Z2 topological invariant ω(C) = ±1 1. The non–trivial loops ω(C) = −1 must
1Since [H(k), IT ] = 0, this Z2 invariant can also be understood as characterizing one parameter families of
Hamiltonians in class AI [200]
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enclose a degeneracy. In two dimensions, this explains the symmetry protection
of the Dirac points in graphene. In three dimensions, it guarantees that a line of
degeneracies must pierce any surface bounded by C.
The parity eigenvalues ξn(Γa) = ±1 of the occupied Bloch states at the 8 parity–
invariant momenta Γa provide an important constraint that allows us to identify
topologically protected line nodes. First, consider a time-reversal invariant loop
Cab = cab − c¯ab that connects Γa and Γb along two time–reversed paths cab and c¯ab.
In the supplementary material we prove that the Berry phase on this loop satisfies
ω(Cab) = ξaξb; ξa =
∏
n
ξn(Γa). (4.3.1)
If we now consider four parity-invariant points, the contour Cab − Ccd defines the
boundary ∂Sabcd of a surface Sabcd in momentum space. The Berry phase on ∂Sabcd
counts the number of DLNs N(Sabcd) that pierce that surface. We thus conclude
that
(−1)N(Sabcd) = ξaξbξcξd. (4.3.2)
Thus, when ξaξbξcξd = −1 there must be an odd number of DLN piercing any
surface Sabcd, with the simplest case being just a single one. This relation is quite
similar to the topological invariants (ν0; ν1ν2ν3) characterizing a (strong or weak) Z2
topological insulator in the presence of spin–orbit interactions [61, 65]. Indeed, in a
topological insulator with ξaξbξcξd = −1 , when the spin–orbit interaction is turned
off a DLN must appear, because the system can not be adiabatically connected to
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a trivial insulator.
This connection to the parity eigenvalues suggests a route towards realizing the
DLNs: Starting with a trivial insulator, invert a pair of opposite-parity bands. At
the inversion transition a small Dirac circle will necessarily emerge and grow. In
the following we will predict a class of real materials which exhibits this behavior,
and analyze the low–energy structures which emerge.
4.4 Line Nodes in Cu3N
Searching for materials that consist of light elements and preserve T and I sym-
metries, we find that copper nitride, Cu3N, a narrow–gap semiconductor (Eg ∼ 0.3
eV) [104], fosters DLNs near the Fermi level via an insulator–to–metal transition
driven by doping transition metal atoms. Copper nitride, first synthesized in 1937
[104], is stable in air at room temperature with a cubic anti–ReO3 structure in space
group 221 (Pm3¯m). It contains a rather large void at the center of the cubic unit
cell, as shown in Fig. 4.1. This void can host extrinsic atoms such as N [77], Li
[76, 92], Pd [78, 100, 150, 186, 249], Rh, Ru [186], Zn, Ni, Cd [150], Cu [92, 149],
Fe, Ti [52], Ag [169], La, Ce [230], as well as many other transition–metal atoms
[45]. In particular Ni, Cu, Pd, An, Ag, and Cd [150] are found to drive an electronic
transition in Cu3N into a semimetal without breaking T symmetry [45], by which
we expect that DLNs form near the Fermi energy.
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NCu
X
Figure 4.1: Crystal structure of Cu3NX. X represents a transition metal atom intercalated at the
body–center of the cubic unit cell of Cu3N in an anti–ReO3 structure.
To demonstrate the existence of DLNs in the transition metal–doped Cu3N,
we perform first–principles calculations based on DFT. We employ the Perdew–
Burke–Ernzerhof–type generalized gradient approximation [167] as implemented in
the QUANTUM ESPRESSO package [72]. Norm–conserving, optimized, designed
nonlocal pseudopotentials are generated by the OPIUM package [173, 175]. The
wave functions are expanded in a plane–wave basis with an energy cutoff of 680
eV. We initially consider the spin–orbit interaction based on a scalar–relativistic
pseudopotential [74], and later, we will discuss the effect of spin–orbit interactions,
based on a fully-relativistic non–collinear scheme.
The low–energy electronic structures of Cu3NX are more or less similar for X =
{Ni, Cu, Pd, An, Ag, Cd}, as reported in Ref. [150]. Here we present the results of
Cu3NZn and Cu3NPd as representatives of transition metal–doped Cu3N systems.
Note that these are extreme cases where the transition metal atoms are maximally
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Figure 4.2: (color online) Electronic structures and Z2 indices of (a) Cu3NZn and (b) Cu3NPd.
Bands are drawn along the high–symmetry lines of the BZ (inset). The Dirac points are indicated
by red circles. Parity eigenvalues are illustrated at the eight parity–invariant points in the first
octant of the BZ.
doped 2. In Cu3NZn the conduction and valence bands are mainly comprised of
conduction A2u and valence A1g states near the Fermi energy. As shown in Fig.
4.2, these bands are inverted at the X points, forming two–dimensional (2D) Dirac
points on the X–M and R–X lines (enclosed by red circles in the figure). These
Dirac points signal the presence of a DLN enclosing X. Although there are more
degenerate points near the Fermi level, and bands crossing the Fermi energy near
the R point, we will simplify and here focus only on the bands near X. On the
other hand, the conduction and valence bands of Cu3NPd are comprised of T2g and
T1u states, which are inverted at the R point, forming the Dirac points on the R–X
and M–R lines. These Dirac points are in fact parts of a DLN that encloses the R
point, as shown below.
2See the supplementary material for the discussion on the doping concentration.
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The nodal lines of the conduction and valence bands in the 3D BZ are shown
in Fig. 4.3. As mentioned above, DLNs appear near the X points in the Cu3NZn
system. The cubic symmetry of the system dictates three DLNs encircling the three
inequivalent X points Xr = pirˆ/a, where r = x, y, and z. Similarly, Cu3NPd also
exhibits three DLNs due to the cubic symmetry, but since they appear enclosing the
R point, they form in a gyroscope shape. In both systems, the DLNs are contained in
three mirror-invariant planes at Xx, Xy, and Xz, due to the corresponding mirror
symmetries. We expect that breaking the mirror symmetries should unlock the
DLNs from the mirror planes, but that the DLNs will survive as they are protected
by I and T .
The appearance of DLNs agrees with the topological prediction of Z2 invariants
(ν0; ν1ν2ν3), calculated from the parity analysis. In Cu3NZn, parities at the eight
time–reversal invariant momenta (Γ, 3X, 3M,R) give (ν0; ν1ν2ν3) = (1; 111), which
dictates that there should be DLNs threading half the invariant plane at Xr = pirˆ/a
(r = x, y, z) an odd number of times. The three DLNs enclosing the X points fulfill
this topological constraint (see the supplementary material for more details of this
analysis). Similarly, in Cu3NPd we find that (ν0; ν1ν2ν3) = (1; 111), which is also
in accordance with the formation of the three DLNs enclosing R. In this case, each
invariant plane at Xr is threaded three times by all three DLNs.
A low–energy k · p Hamiltonian describing the conduction A2u and valence A1g
states, which form the DLNs in Cu3NZn, captures the essential features of the
155
kx
ky
kz
0  0.5−0.5
0
 0.5
kx = (π/a)
kx = (π/a)
0
ky (π/a)
−0.5
0
 0.5
k z
 
(π /
a)
k z
 
(π /
a)
 0.5
ky (π/a)
ky
kz
(a) (b)
(d)(c)
Figure 4.3: (color online) Dirac line nodes in the Brillouin Zone (BZ). (a) and (b) Cu3NZn, and
(c) and (d) Cu3NPd. The DLNs are illustrated by red curves in the 3D BZ [(a) and (c)] and on
the 2D boundary plane of the BZ at k = Xx [(b) and (d)].
DLNs. Near Xr, symmetries dictate a two–band Hamiltonian
Hr = (¯+ a⊥|q⊥|2 + arq2r)1τ + vqrτ y + (∆+ b⊥|q⊥|2 + brq2r)τ z, (4.4.1)
where q = k−Xr, ⊥ represents the normal components to rˆ, and the Pauli matrices
{1τ , τ i} describe the A1g and A2u states. The form of Hr is uniquely determined
by inversion I = τ z and time–reversal T = K (K being complex conjugation),
together with the D4h point group symmetries of X. It gives energy eigenvalues
E±(q) = ¯ + a⊥|q⊥|2 + arq2r
±
√
(∆+ b⊥|q⊥|2 + brq2r)2 + v2q2r . (4.4.2)
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A DLN forms at qr = 0 and |q⊥|2 ≡ q20 = −∆/b⊥, when the bands are inverted
(∆ < 0). The DFT results determine ∆ ∼ −0.4 eV. In Cu3NPd, unlike in
Cu3NZn, there are conduction T2g and valence T1u states, instead leading to a six–
band Hamiltonian H. However, this can be decomposed into three copies of Hr
with r = x, y, and z and H = Hx⊕Hy ⊕Hz, giving rise to three gyroscope–shaped
DLNs. Therefore, the essential features of the DLNs should be the same between
Cu3NZn and Cu3NPd, aside from the former having a single DLN occurring in three
inequivalent valleys of the BZ (X points) and the latter having three DLNs in a
single valley (R point).
This model Hamiltonian also describes boundary modes. Consider a boundary
perpendicular to rˆ in which ∆ varies between a negative (inverted) value and a large
positive value. Fixing q⊥ and considering the theory to linear order in qr → −i∂r,
Hz(q) = −ivτ y∂r + (∆(r) + b⊥q2⊥)τ z + (¯+ a⊥q2⊥)1τ . (4.4.3)
For each k⊥ this defines a Jackiw–Rebbi problem [98]. When ∆+ b⊥k2⊥ < 0 there
will be a boundary mode at the surface. In general the boundary band is not flat,
but disperses for k⊥ < kF
0(k⊥) = ¯+ a⊥k2⊥ ≤ 0. (4.4.4)
If a = 0 however, the surface band is flat. This reflects an additional chiral sym-
metry {H, τx} = 0 at this point. In this model, the value of a is related to the
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Figure 4.4: (color online) Two–dimensional surface electronic structure for Cu3NZn. (a) First
octant of three–dimensional Brillouin zone (BZ) of Cu3NZn projected onto the two–dimensional
surface BZ of the (100) surface and (b) surface electronic band structure. The Dirac line nodes
(DLNs) and the projected interior of DLNs are illustrated with the red and blue schemes, respec-
tively. The slab bands are shown in black lines and surface states in the enclosed region are shown
in blue lines. The shaded region represents bulk bands projected onto the BZ of the (100) surface
along kx .
difference of the effective masses of the A1g and A2u bands. If the surface in the
absence of inversion is electrically neutral, then after inversion the surface will be
neutral when the surface band is half–filled. This leads to a narrow surface band,
where electron density q20/4pi = |∆|/4pib⊥ is controlled by the degree of band in-
version. In the absence of screening from other bands, this surface band will tend
to be pinned at the Fermi energy.
To study the surface states in Cu3NZn, we calculate the band structures of a
slab geometry with 40 unit cells, exposing the (100) Cu2N surfaces to vacuum.
Our calculation from first principles predicts that nearly-flat surface states emerge
in the interiors of projected DLNs connecting the Dirac nodes, as shown in Fig.
4.4. The slab band structure exhibits the weakly-dispersing surface states near Γ¯
in the projected interior of the DLN. The topological surface states resulting from
closed DLNs are half–filled and nearly flat, providing a unique venue for interesting
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strong-correlation and transport physics.
The strong spin–orbit interaction can induce diverse topological phases in DLN
semimetals, including topological insulators, 3D Dirac semimetals [213, 244], or
even other DLN semimetals [39]. Analogously to graphene, spin–orbit interaction
can gap out DLNs and drive the system to a topologically-insulating phase. The
resultant topological insulator should have the same topological Z2 indexes as the
DLN semimetal from which it originated. More interestingly, an additional crys-
talline symmetry may protect a part of the DLN in a symmetry-invariant region of
the BZ, resulting in topological Dirac semimetals or crystalline symmetry–protected
DLNs with strong spin–orbit interactions. We have tested the effect of spin–orbit
interaction in Cu3NPd using a fully-relativistic non–collinear scheme, and indeed
found that C4 symmetry along the R–M line protects the Dirac point on the line,
while the spin–orbit coupling otherwise opens a gap (with maximum size of ∼ 62
meV on the R–X line), thus giving rise to a 3D Dirac semimetal phase in a strong
spin–orbit interacting regime. Note that Cu3NPd is an extreme case where Pd
is maximally doped, and thus the spin–orbit interactions due to Pd 4d states are
maximized. The spin–orbit interaction can be controlled either by the Pd–doping
concentration, or by doping other group-X transition-metal atoms, such as Ni, Pd,
and Pt. We thus expect both the DLN semimetal and 3D Dirac semimetal phases
should be accessible in the Cu3N system.
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4.6 Supplemental Material
4.6.1 Proof of Eqn 4.3.1
Here we prove that the path integral of a Berry connection A(k) = −i∑n〈un(k)|∇kun(k)〉
ω(Cab) = e
i
∮
Cab
A·dk
(4.6.1)
on a loop Cab = cab − c¯ab that connects two parity– and time–reversal–invariant
points Γa and Γb along the two time–reversal paths cab and c¯ab (See Fig. 4.5) can
be obtained by the parity eigenvalues ξn(Γa) = ±1 of the occupied Bloch states at
160
+= =
Γa
Γb
Γb
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Figure 4.5: Invariant loop Cab in the Brillouin zone (BZ). The invariant loop Cab = cab − c¯ab
connects two invariant points Γa and Γb, where c¯ab is a path from Γa to Γb along the time–reverse
of cab.
parity–invariant momenta Γa
ω(Cab) = ξaξb; ξa =
∏
n
ξn(Γa). (4.6.2)
It follows that
ω(Cab) = e
i(
∫ b
a A(k)·dk|cab−
∫ b
a A(k)·dk|c¯ab) = ei
∫ b
a (A(k)−A(−k))·dk|cab . (4.6.3)
Inversion symmetry (I) guarantees that |un(−k)〉 = eiβn(k)I|un(k)〉. It then fol-
lows that A(k)−A(−k) = ∇k
∑
n βn(k), so that
ω(Cab) = e
i
∑
n βn(Γb)−βn(Γa). (4.6.4)
Now consider P (k) =
∏
n〈un(−k)|I|un(k)〉 = e−i
∑
n βn(k). For a parity–invariant
point Γi , P (Γi) =
∏
n ξn(Γi), where ξn(Γi) = 〈un(Γi)|I|un(Γi)〉 is the parity eigen-
value. We thus prove Eqn. (4.6.2).
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Figure 4.6: Six invariant surfaces Sabcd in Cu3NZn. (a) First octant of three–dimensional (3D) BZ.
ξi of Cu3NZn are presented at parity–invariant momenta Γi, which determine the Z2 = (1; 111)
phase. (b) Shaded regions represent three trivial invariant planes (top panel) and three nontrivial
invariant planes (bottom panel).
4.6.2 Z2 topological invariants and Dirac line nodes of Cu3NZn
The topological invariant ξaξbξcξd = −1 dictates that for any invariant surface Sabcd
of the BZ, hosting four invariant momenta Γi (i = a, b, c, d), there will be an odd
number of Dirac line nodes (DLNs) intersecting the half surface at k (and the other
half at −k). Here we show that the DLNs that appear in Cu3NZn satisfy this topo-
logical constraint. The cubic BZ of Cu3NZn has eight distinct invariant momenta
(Γ, 3X, 3M,R), and the parity eigenvalues at the high–symmetry momenta are cal-
culated as (ξ(Γ), ξ(X), ξ(M), ξ(R)) = (1,−1, 1, 1) as shown in Fig 4.6. Similar to
the Z2 topological invariants of topological insulators [65], Z2 topological invariants
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Figure 4.7: Dirac line nodes (DLNs) and invariant planes in the BZ of Cu3NZn. Red circles
represent the DLNs. The grey–shaded planes illustrate the invariant planes that the DLN at Γ3
point (L3) intersects, one of which (S3567) is nontrivial and the other two (S0235 and S0136) are
trivial. The intersecting position is depicted by red scheme on the planes.
(ν0; ν1ν2ν3) can be defined in the DLN semimetals as
(−1)ν0 =
∏
nj=0,1
ξn1n2n3 , (4.6.5)
(−1)νi=1,2,3 =
∏
nj 6=i=0,1
ξn1n2n3 , (4.6.6)
where ξi=(n1n2n3) are parity eigenvalues at the eight invariant momenta, Γi=(n1n2n3) =
(n1b1 + n2b2 + n3b3)/2, with nj = 0, 1, and the primitive reciprocal lattice vectors
bi. The Z2 invariants in Cu3NZn are then obtained as (ν0; ν1ν2ν3) = (1; 111),
which dictate that an odd number of DLNs will pierce half the nontrivial invariant
surfaces, S1467, S2457, and S3567 (See Fig. 4.6).
First-principles calculations show that three distinct DLNs appear in Cu3NZn,
contained in the boundary planes of the BZ as shown in Fig. 4.7. For convenience,
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Figure 4.8: Invariant loop avoiding intersection with the DLN. The loop c35 connecting Γ3 and
Γ5 is bent down in the −kz direction, while its time–reversed partner c¯35 is bent up in the kz
direction. The corresponding interior surface S3567 is threaded once by the DLN (illustrated by a
red circle).
we will refer to the DLN near the Γi as Li, where i = 1, 2, 3. The DLNs in Cu3NZn
form in a manner that is consistent with the topological constraint, imposed by
(ν0; ν1ν2ν3) = (1; 111). To show this, we first consider an L3 that encloses Γ3 in the
BZ. As shown in Fig. 4.7, L3 intersects three invariant surfaces, referred to as S3567,
S0235, and S0136. The Z2 topological invariants Z2s = (1; 111) dictate that S3567 is
nontrivial, and S0235 and S0136 are trivial, so that the nontrivial S3567 will be pierced
by an odd number of DLNs, while the trivial S0136 and S0235 planes will be pierced
by an even (including zero) number of DLNs. It is clear from Fig. 4.7 that the trivial
S0235 and S0136 planes are pierced by two DLNs (L3 and L1 for S0136, and L3 and L2
for S0235), and is thus consistent with ξaξbξcξd = 1, where (abcd) = (0235), (0136).
The nontrivial S3567 plane also satisfies the corresponding topological constraint. To
show this, we construct a T –invariant loop C˜35 that connects Γ3 and Γ5 avoiding
the intersection with L3 on the plane. The loop c35 connecting Γ3 and Γ5 is bent
down in the −kz direction, while its time–reversed partner c¯35 is bent up in the
kz direction, as shown in Fig. 4.8. From the figure, it is clear that the invariant
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cFigure 4.9: Band structures of Cu3NX, with X={V0, Ni, Zn}. (a) Cu3N. (b) Cu3NNi, and (c)
Cu3NCu. The Dirac nodes are indicated by red circles.
surface S3567, containing C˜35 is pierced once by L3 in its half plane, thus satisfying
the topological constraint imposed by ξ3ξ5ξ6ξ7 = −1. Therefore, the appearance
of L3 satisfies the topological constraint. For the other inequivalent DLNs L1 and
L2, the cubic symmetry of Cu3NZn allows us to apply the same argument for L1
and L2 to conclude that all the DLNs in Cu3NZn obey the topological constraints
characterized by Z2 topological invariants (ν0; ν1ν2ν3) = (1; 111).
4.6.3 Band structures beyond Cu3NZn and Cu3NPd
In this section we extend our discussion of the material realization of DLN semimet-
als. We demonstrate that DLNs can occur in Cu3N by doping a more general class
of non–magnetic 3d and 4d transition metals (TMs) atoms in the X, XI, and XII
groups of the periodic table, and that Cu3NPdx can realize DLNs in a low–doping
concentration x (x < 1). For this purpose, we first present the band structures of
Cu3NX, with X={Ni, Cu} in Fig. 4.9. These bands structures, including those of
Cu3NZn and Cu3NPd are more or less similar, when considering the position–shift
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Figure 4.10: Band structures of Cu3NPdx. (a) x = 0.0, (b) x = 0.125, (c) x = 0.25, (d) x = 0.5,
(e) x = 0.75, (f) x = 1.0. The Dirac nodes are indicated by red circles.
of the Fermi energy due to the electron valence of the TM dopants. The Fermi
energy positions one band higher in the group XII TM–doped case, comparing to
that of the group X TM–doped cases, due to two more valence electrons in the
group XII TMs than in the group X TMs. Comparing to the band structure of
Cu3N in Fig. 4.9(a), it is clear that the group XII TMs provide two electrons per
unit cell of Cu3N, and thus move the preexisting DLNs near the Fermi energy. This
indicates that a high doping concentration x should be essential in the realization
of the DLN near the Fermi energy in the group XII–doped systems.
However, in the group X–doped systems, such as Cu3NPd, and Cu3NNi [see
Fig. 4.9(b)], these high concentrations (x ∼ 1) are unnecessary. Under the doping
of the group X TMs, the Fermi level remains in the same region as where it was
in Cu3N, and instead doping drives the band–inversion. Therefore, DLNs start to
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appear near the Fermi energy in a lower concentration regime. To demonstrate
this, we calculate the band structures of Cu3NPdx, with x = 0.0, 0.125, 0.25, 0.5,
0.75 and 1.0 by varying the number of Pd atoms in a 2×2×2 supercell of Cu3N.
The results, presented in Fig 4.10, show that the conduction and valence bands are
already inverted even at x = 0.125, and that the degree of the band inversion, as
well as the size of the DLN, increase with increasing doping concentration x.
Lastly, we consider the spin–orbit interaction in Cu3NPd. In Fig. 4.11, we present
the band structures of Cu3NPd calculated with and without spin–orbit coupling
(SOC). It is clear that the SOC induces a sizable gap in the DLNs up to ∼ 62
meV along the R–X high–symmetry line in the BZ. However, the SOC cannot
completely gap out the entire DLN, as a single nodal point on the R–X line addi-
tionally protected by a C4 rotational symmetry. The states forming the nodal point
have distinct eigenvalues of the rotational symmetry operation, and thus retain the
degeneracy even in the presence of the SOC. This is in fact one of the mechanisms
which stabilizes three–dimensional Dirac (3D) semimetals [212, 213, 244]. There-
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fore one might expect the 3D Dirac semimetal phase to be present in Cu3NPd.
However, considering that the SOC mainly comes from the 4d orbitals of Pd, and
that the calculated SOC gap is estimated based on a somewhat extreme condition
that Pd atoms are fully doped (one per unitcell of Cu3N), it is more likely that the
DLN semimetal should persist in a wide range of the Pd–doping concentration, and
should be especially robust in the low–concentration regime. In order to strengthen
(weaken) the SOC, one can substitute the dopants from 4d TMs to 5d (3d) TMs
such as Pt (3d Ni). One can even dope with magnetic TMs to explore the effect of
time–reversal–symmetry–breaking in the parent DLN semimetals.
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Chapter 5
Double Dirac Semimetals in Three
Dimensions
5.1 Abstract
We study a class of Dirac semimetals that feature an eightfold-degenerate double
Dirac point. We show that 7 of the 230 space groups can host such Dirac points and
argue that they all generically display linear dispersion. We introduce an explicit
tight-binding model for space groups 130 and 135. Space group 135 can host an
intrinsic double Dirac semimetal with no additional states at the Fermi energy. This
defines a symmetry-protected topological critical point, and we show that uniax-
ial compressive strain applied in different directions leads to topologically distinct
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insulating phases. In addition, the double Dirac semimetal can accommodate topo-
logical line defects that bind helical modes. Connections are made to theories of
strongly interacting filling-enforced semimetals, and potential materials realizations
are discussed. This chapter originally appeared as an article by Benjamin J. Wieder,
Youngkuk Kim, Andrew M. Rappe, and C. L. Kane in Physical Review Letters in
2016 [224].
5.2 Introduction
A striking consequence of symmetry and topology in the electronic structure of
materials is the existence of protected degeneracies that guarantee semimetallic
behavior. Such degeneracies occur in graphene [35] (in the absence of spin-orbit
interactions) as well as at the surface of a topological insulator (TI) [83, 171].
In 2011, Wan et al. [209] pointed out that twofold degenerate Weyl points could
occur in bulk 3 dimensional (3D) materials. Such Weyl points are topologically pro-
tected, though they are “symmetry prevented” in that they require broken inversion
or time-reversal (T ) symmetry to exist. Crystal symmetries can lead to a richer
variety of nodal semimetals. Dirac semimetals [212, 213, 244], which feature four-
fold degenerate Dirac points protected by crystal symmetry, occur in two varieties.
Topological Dirac semimetals, such as Cd3As2 and Na3Bi [24, 134, 135], exhibit
Dirac points on a rotational symmetry axis due to a band inversion. Nonsymmor-
phic Dirac semimetals, predicted in BiO2 [244] and in BiZnSiO4 [191], conversely
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have Dirac points at high-symmetry points which are guaranteed by the underlying
Space Group (SG) symmetry. Additional classes of nodal semimetals include line
nodes [34, 39, 111, 112, 207, 215, 219, 220, 232, 247] in 3D and Dirac semimetals in
2D [183, 245].
In this chapter we introduce and analyze a double Dirac semimetal (DDSM)
that exhibits a single eightfold degeneracy point at a Brillouin Zone (BZ) corner.
We show that 7 of the 230 SGs host double Dirac points (DDPs) and argue that
all of them generically have linear dispersion. For two of the SGs (130 and 135) a
DDP is guaranteed whenever the band filling is an odd multiple of four, while for
the remaining five SGs the presence of DDPs depends on the band ordering. We
introduce an explicit tight-binding model for SGs 130 and 135 that demonstrates
the DDP, and we study its low energy structure in detail. The DDSM has similar
mobility and screening properties as the topological Dirac semimetal. However, the
two differ fundamentally because the DDSM is symmetry tuned to a topological
quantum critical point. Like the single (nonsymmorphic) Dirac semimetal, the
DDSM can be gapped into a trivial or topological insulator by applying strain. In
DDSMs, both phases can be achieved with compressive strain oriented along two
different directions. Moreover, in the DDSM, spatially modulating the symmetry-
breaking energy gap can lead to topological line defects that bind 1D helical modes.
These features open new possibilities for topological band structure engineering.
Materials hosting DDPs are discussed at the end of the chapter.
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Space Group K Reps at K Vector Reps
130 P4/ncc ΓqD
8
4h A Γ
⊕2
5 (8) 4Eu ⊕ 3A2u
135 P42/mbc ΓqD
13
4h A Γ
⊕2
5 (8) 4Eu ⊕ 3A2u
218 P 4¯3m ΓcT
4
d R Γ6 ⊕ Γ7(4), Γ⊕28 (8) 2T2
220 P 4¯3d ΓvcT
6
d H Γ6 ⊕ Γ7(4), Γ⊕28 (8) 2T2
222 Pn3n ΓcO
2
h R Γ5(4), Γ6 ⊕ Γ7(8) 3T1u
223 Pm3n ΓcO
3
h R Γ5(4), Γ6 ⊕ Γ7(8) 3T1u
230 Ia3d ΓvcO
10
h H Γ5(4), Γ6 ⊕ Γ7(8) 3T1u
Table 5.1: Space groups that host DDPs. SGs are indicated in International notation as well as
in Sho¨nflies notation, which indicates the crystal system and point group. The momenta K are
listed with symmetry labels for the 8DIRs, as well as for some 4DIRs. The final column indicates
the T -invariant vector representations of the point group contained in the tensor product Γ∗ ⊗ Γ
of the 8DIR at K, indicating that in each case a linear dispersion is generic.
5.3 8-Dimensional Irreducible Representations
The existence of symmetry-protected degeneracies at a point K in the BZ can be
ascertained by determining the dimension of the appropriate double-valued projec-
tive representations of the little group of K. This information has been tabulated
for all 230 SGs [26]. Table 5.1 lists all of the SGs with symmetry points that host
Four-Dimensional Irreducible Representations (4DIR) that are also doubled by T
symmetry[139].
SGs 130 and 135 have the distinguishing feature that there is only a single 8DIR
at the A point. Therefore groups of 8 bands “stick together”, implying an insulator
is only possible when the band filling is a multiple of 8. Interestingly, Watanabe et
al. [216](WPVZ) recently introduced a bound on the minimal filling for an insulator
that applies to strongly-interacting systems. The WPVZ bound for SG 130 is 8, in
agreement with the band theory analysis, while for SG 135 the WPVZ bound of 4
disagrees with band theory [216]. Below we show that for SG 130, but not for SG
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135, additional single Dirac points are present when the filling is an odd multiple
of 4. Since the energy of the single and DDPs will differ, SG 130 will generically
host a semimetal with electron and hole pockets. In contrast, in SG 135 the DDP
is the only required degeneracy, so SG 135 can host an intrinsic DDSM. The fact
that the symmetry-guaranteed DDP is not covered by the WPVZ bound poses the
interesting question of whether strong interactions can open a symmetry-preserving
gap in SG 135.
For the remaining 5 SGs in Table 5.1 there are 4DIRs in addition to the 8DIRs
at K. Therefore, the presence of DDPs at the Fermi level depends on the band
ordering, as it does in group IV semiconductors where band inversion in grey tin
leads to a fourfold degeneracy at EF [75] with quadratic dispersion. To determine
whether the dispersion at the DDPs is linear we check whether the T -odd vector
representation(s) are contained in the tensor product Γ⊗Γ∗ of the 8DIR at K [244].
This is found by computing the character of the symmetric Kronecker square [26]
of Γ and using the orthogonality of characters to project onto the vector represen-
tation. This analysis, which agrees with the specific example worked out below,
predicts the multiple vector representations listed in Table 5.1. Therefore in all
cases the dispersion near K will generically be linear. The DDP is anisotropic for
the tetragonal structures 130 and 135, while for the remaining cubic structures it
is isotropic.
173
SG 130
SG 135
E
E
x
yz
(+,+)
(+,-)
(-,+)
(-,-)
(a)
Γ
Z R
XM
A
kx
ky
kz(b)
(c)
(d)
Figure 5.1: (a) Model lattice for the common tetragonal structure of SGs 130 and 135. The
solid lines indicate the four-site unit cell, and solid circles denote the 4 sublattices labeled by
(τz, µz) = (±,±). (b) Tetragonal Brillouin zone. (c) Energy bands for SG 130, described by the
tight-binding model (5.4.1,5.4.5) with txy = 1, tz = 0.5 and λ1 = λ2 = λ3 = 0.3. In addition to
the DDP at A, there is a symmetry-guaranteed Dirac point on the line Z-R. (b) Bands for SG
135, described by (5.4.1,5.4.6) with txy = 1, tz = 0.5, t
′
1 = t
′
2 = 0.3, λ
′
1 = 0.3, λ
′
2 = 0.1, λ
′
3 = 0.25.
There is a single DDP at A with no other crossings.
5.4 Tight-Binding Model and Gapped Phases
We now introduce an explicit tight-binding model for SGs 130 and 135. These
SGs share the same tetragonal structure and are characterized by the symmetry
generators in Table 5.2. We introduce a unit cell (Fig. 5.1(a)), with 4 sublattices
indexed by (τ z, µz) = (±1,±1) associated with basis vectors d = 1
2
[(1− τ z)(1
2
1
2
0) +
(1−µz)(001
2
)]. This can be viewed as a distortion of a parent Bravais lattice [245] in
which the 4 sublattices are related by pure translations. Nearest neighbor hopping
on this parent lattice is described by
H0(k) = txyτx cos kx2 cos ky2 + tzµx cos kz2 , (5.4.1)
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SG 130 SG 135
{g|t} D({g|t}) {g|t} D({g|t})
{C4z|000} eipiσz/4 {C4z|00 12} µxeipiσ
z/4
{C2x| 12 120} iτxσx {C2x| 12 120} iτxσx{I| 12 12 12} τxµx {I|000} 1
Table 5.2: Symmetry generators for SGs 130 and 135, along with their representations in the
sublattice-spin space.
where we choose a gauge in which the state associated with sublattice (τ z, µz) has
phase exp ik · d, so
H(k + G) = e−iG·d(τz ,µz)H(k)eiG·d(τz ,µz). (5.4.2)
SGs 130 and 135 involve lowering the translational symmetry while keeping differ-
ent nonsymmorphic glide and screw symmetries. The symmetry generators are rep-
resented by operators on the 8-dimensional spin and sublattice space D({g|t}) listed
in Table 5.2. In addition, T symmetry is represented by T = iσyK. Symmetry-
lowering perturbations H = H0 + V must satisfy
V (gk) = D({g|t})†V (k)D({g|t}), (5.4.3)
V (−k) = ΘV (k)Θ−1. (5.4.4)
It is straightforward to enumerate the allowed terms for each SG. In general, there
are 28 terms consistent with inversion and T . Eqs. 5.4.2-5.4.4 determine the k
dependence of each term. Here, in order to faithfully characterize the degeneracy
pattern of the band structures we consider a simplified model with a subset of
crystal field, hopping and spin orbit terms that respect (5.4.4) and are sufficient
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to lift all nonessential degeneracies. These qualitative features are reflected in the
specific materials band structures discussed in the supplementary materials.
V130 = λ1τ
zµy cos kz
2
+ λ2τ
z(σx sin ky − σy sin kx)
+λ3τ
xµz(σx sin kx
2
cos ky
2
+ σy cos kx
2
sin ky
2
), (5.4.5)
and
V135 = t
′
1µz(cos kx − cos ky) + t′2τ yµy sin kx2 sin ky2 cos kz2
+ λ′1τ
yµx(σx sin kx
2
cos ky
2
+ σy cos kx
2
cos ky
2
) sin kz
2
+ λ′2τ
xµy(σx cos kx
2
sin ky
2
+ σy sin kx
2
cos ky
2
) sin kz
2
+λ′3τ
yµzσz cos kx
2
cos ky
2
(cos kx − cos ky). (5.4.6)
Fig. 5.1(c,d) show energy bands associated with these models. Each band is at
least doubly degenerate. Both cases feature a DDP at A with linear dispersion in
all directions. SG 130 features an additional fourfold crossing along the line Z-R.
This crossing is protected by T , inversion and the C2x screw, whose axis is displaced
from the center of inversion. This guarantees that the Kramers-degenerate pairs of
states on this line share the same eigenvalue of the C2x screw, allowing pairs with
different eigenvalues to cross. A similar crossing occurred in the Dirac ring found
in Refs. 34, 111 and was locally characterized in Ref. 56. In fact, this crossing is
guaranteed by symmetry, since it is not possible to eliminate it by reordering the
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bands at Z or at R. This pattern of degeneracies guarantees that groups of 8 bands
stick together, independent of the DDP at A, and appears to be correlated with the
WPVZ bound.
Since the additional Dirac points need not be at the same energy as the DDP,
SG 130 will generically be a semimetal with electron and hole pockets. In contrast,
SG 135 has no additional Dirac points, so it can host an intrinsic DDSM. However,
we find that for λ′2 > λ
′
1 there are additional single Dirac points along the lines A-Z.
These arise due to a “velocity inversion” transition at λ′2 = λ
′
1, which we analyze
below. A similar velocity inversion occurs in 130 for λ3 > 2λ2.
We now focus on SG 135 and consider the low energy structure near the DDP.
There are no symmetry-respecting terms at A that lift the degeneracy. To deter-
mine the terms linear in k we identify the T -odd operators transforming in the
vector representations of the point group D4h. Using (5.4.2-5.4.4), the represen-
tations of the symmetry operations at A are dA({C4z|0012}) = τ zµx exp ipiσz/4,
dA({C2x|12 120}) = τ yµzσx and dA({I|000}) = µz. Also, TA = iµzσyK. We find 4
(3) terms with Eu (A2u) symmetry, in agreement with the general analysis of Table
5.1. The k · p Hamiltonian at A is
HA = (u0τxµyσx + u1τ yµxσy + u2µyσy + u3τ zµyσx)kx
+ (u0τ
xµyσy + u1τ
yµxσx + u2µ
yσx − u3τ zµyσy)ky
+(v1µ
x + v2τ
yµy + v3τ
xµyσz)kz. (5.4.7)
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A1g 1 Double Dirac SM
A2g τ
xµz τyµzσz τz Weak TI
B1g µ
z Strong TI
B2g τ
x τyσz τzµz Weak TI
Ex,yg τ
yσx,−y τyµzσx,y Dirac Line/Point SM
A1u τ
xµy τyµyσz µxσz Strong TI
A2u τ
zµzσz Dirac Point SM
B1u τ
zµy Weyl Point SM
B2u τ
xµxσz τyµx µy Weyl Point SM
Ex,yu τ
xµxσx,−y τzµxσx,y Weyl Point SM
τyµyσy,−x µxσy,−x
Table 5.3: Perturbations to the DDP in SG 135, classified by their symmetry under the D4h point
group[26]. The resulting insulating and semimetallic (SM) phases are indicated.
This leads to dispersion
E2± (k) = (|u|2 + u20)(k2x + k2y) + |v|2k2z
±2
√
4k2xk
2
y|u|2u20 + (k2x + k2y)k2z(u · v)2, (5.4.8)
where u = (u1, u2, u3) and v = (v1, v2, v3). When |u0| = |u|, one of the branches
vanishes on the line kx = ky, kz = 0, identifying the velocity inversion transition
along A-Z discussed above. From the tight-binding model, we have u = (λ′1, 0, 0),
u0 = λ
′
2, so we identify |u0| < |u| with the intrinsic DDSM phase with no additional
degeneracies.
Lowering the symmetry by external perturbations, such as strain, provides a
powerful tool for engineering gapped topological phases[29, 61] We therefore con-
sider the long-wavelength symmetry-breaking perturbations that open energy gaps
and identify the resulting phases that arise. General symmetry-breaking perturba-
tions are classified by their symmetries under the D4h point group, which can be
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determined from dA({g|t}), as above. The possible T -invariant perturbations at A
are listed in Table 5.3. There are many terms, and their effects depend on the form
of the velocity terms. In order to organize the behavior, we first fix the velocity
terms and examine the terms that can open a gap in the spectrum. We find that
there are precisely four mass terms that arise due to perturbations with specific
symmetries. The Hamiltonian has the form
H = u2µy(σykx + σxky) + v1µxkz +mA2gτxµz +
mB2gτ
zµz +mB1gµ
z +mA1uτ
yµyσz. (5.4.9)
The four mass terms are the unique terms from Table 5.3 that anticommute with
all three of the velocity terms and open a gap. They fall into two groups. m1 =
(mA2g ,mB2g) and m2 = (mB1g ,mA1u) anticommute among themselves but commute
with each other, leading to an energy gap Egap = 2|m| with m = |m1|−|m2|. There
are two phases distinguished by sgn(m) = +1(−1). Using parity eigenvalues [61, 65],
we identify them as a [0; 110] weak TI ([1; 001] strong TI). While these indices
depend on the details of the band structure away from the DDP, the difference
between the phases is robust. To visualize the phases, Fig. 5.2(a) shows a phase
diagram for mA1u = 0. In this 3D space, the STI (WTI) are inside (outside) a
cone. In the more general 4D phase diagram, the WTI and STI phases appear
symmetrically.
Different combinations of velocity terms lead to different choices for the anticom-
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mB2g>0mB2g<0
mA2g<0
mA2g>0
helical
mode
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(a) (b) (c)
(d)
x
y
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Figure 5.2: (a) Phase diagram as a function of 3 symmetry-breaking perturbations. A topologically
nontrivial loop in the WTI phase is indicated by the dashed circle. (b,c) Uniaxial strain along
different directions leads to topologically distinct insulating states. (d) A topological line defect
in an insulating state binds a gapless 1D helical mode.
muting mass terms. However, for any combination of velocity terms in (5.4.7), it
can be exhaustively checked that there is one anticommuting term with each of the
symmetries in Eq. 5.4.9. Therefore, a generic perturbation with a given symmetry
induces the corresponding mass term and opens a gap. The general structure of
Fig. 5.2(a) remains, except that when the inversion-symmetry-breaking term mA1u
is present the boundary between the STI and WTI phases broadens to include a
Weyl semimetal phase [154].
The dependence of the topological state on mB1g and mB2g provides a mechanism
for controlling topological states using strain. As indicated in Fig.5.2(b,c), uniaxial
strain along the x or y directions induces a perturbation with a combination of A1g
and B1g symmetry, while uniaxial strain along the diagonal x ± y directions has
A1g and B2g symmetry. Therefore these two kinds of compressive strain lead to
topologically distinct insulators.
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5.5 Discussion
DDPs can also be differentiated from single Dirac semimetals by the existence of
two distinct anticommuting mass terms that lead to the same topological phase.
For a single Dirac semimetal with 4 × 4 Dirac matrices, the general structure of
Clifford algebras predicts that there is only a single T -invariant mass term that
anticommutes with the three T -odd anticommuting velocity terms. For 8× 8 Dirac
matrices there are two anticommuting T -invariant mass terms. This means that
the space of gapped states has a nontrivial first homotopy group, indicated by
the dashed circle in Fig. 5.2(a), allowing topologically nontrivial line defects (Fig.
5.2(d)). Line defects in a 3D insulator in class AII have a Z2 topological invariant
characterizing the 3 + 1D H(k, θ) [200]. When nontrivial, this guarantees that a
1D helical mode is bound to the line, similar to the helical mode bound to a lattice
dislocation in a weak TI [174]. Without a lattice dislocation, this Z2 invariant is
inaccessible in a 4 band system because it derives via dimensional reduction [170]
from a third Chern number in 3 + 1 + 2D, which requires at least 8 bands. To
establish that a line defect binds a 1D helical mode, we follow the analysis of Ref.
200, and consider a simple model with mB2g = ax, mA2g = ay and u1 = v2 = v. H2
in (5.4.9) then has the form of a harmonic oscillator, and there is a single pair of
modes with E = ±vkz localized near x = y = 0.
We finally briefly consider perturbations in Table 5.3 with the remaining symme-
tries, which lead to Weyl or Dirac semimetals. The Eg perturbations lead to either
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Figure 5.3: (a) Band structure of Bi2AuO5 in SG 130, obtained from first-principles calculations.
The DDP appears at A with extra Dirac points along R-Z. See the supplementary material for
the methods.
Dirac points or a Dirac ring, with fourfold-degenerate crossings. The inversion
breaking-perturbations generally lead to a Weyl semimetal with twofold crossings,
except for A2u, where the remaining C2z and glide mirror symmetries guarantee
doubly-degenerate states for kx = ky = pi with the same C2z eigenvalue. This al-
lows degenerate bands to cross along A-M , protecting a Dirac point even though
inversion is violated.
Encouragingly, the DDP appears to be feasible in known materials 1. For ex-
ample, a ternary bismuth aurate, Bi2AuO5 in SG 130, which has been synthesized
in a single crystal [69], hosts a DDP at A close to the Fermi level, with additional
four-fold degeneracies appearing on Z-R (Fig. 5.3). As for materials in SG 135, the
Materials Project [99] shows that a class of oxide materials isostructural with
Pb3O4 [67], including Sn(PbO2)2, Pb3O4, and Mg(PbO2)2, host the DDPs in the va-
lence energy regime. Although they are semiconductors with electron filling 8, their
atomic structure allows for a potential route towards a material design that shifts
1See Supplemental Material, which includes Refs. [72, 85, 167, 173, 175], for the band structures.
182
the Dirac point near the Fermi level. The number of atoms per each species in a
unit cell is 4 (mod 8) and thus allows for filling 4 when suitably substituting atoms
with an odd number of valence electrons. In SG 223, GaMo3 [25] hosts a DDP.
There is reason for optimism that with appropriate band structure engineering, an
intrinsic DDSM can be realized.
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5.7 Supplemental Material
5.7.1 Computational Methods
We perform ab initio calculations based on Density Functional Theory (DFT) to
find the band structures of Bi2AuO5, Sn(PbO2)2, Pb3O4, and GaMo3. We use the
Perdew–Burke–Ernzerhof–type generalized gradient approximation [167] as found in
theQuantum Espresso package [72]. Norm–conserving, optimized, designed non-
local pseudopotentials are generated using the Opium package [173, 175]. An energy
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cutoff of 680 eV is used for the plane–wave basis. A fully-relativistic non–collinear
scheme is employed to describe spin-orbit interaction. The atomic structures are
obtained from the inorganic crystal structure database (ICSD) database [85].
5.7.2 Double Dirac Points in Real Materials
Here we present our DFT band structures of real materials that host the double
Dirac point. We have searched the Materials Project [99] to find stable crystals
in the space groups 130, 135, 218, 220, 222, 223, and 230, resulting in the following
set of candidate materials.
5.7.2.1 Bi2AuO5 in space group 130
The energy band structure of Bi2AuO5 in space group 130 is shown in Fig. 5.4. The
band structure is drawn along the high–symmetry lines of the tetragonal BZ, shown
in the upper panel. The Fermi level is set to 0 eV. The double Dirac point (indicated
by a blue circle) appears at A in good agreement with the results of the four-site
tight-binding model. There is an additional Dirac point in R-Z, guaranteed by
symmetry, which is magnified in the upper inset. We expect that Bi2AuO5, which
has been synthesized in a single-crystal phase [69], should realize a double Dirac
semimetal.
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Figure 5.4: Electronic band structure along high–symmetry lines in Bi2AuO5 in space group 130.
5.7.2.2 Sn(PbO2)2 in space group 135
In Fig. 5.5 , the electronic energy band structure of Sn(PbO2)2 in space group 135
is presented. The Fermi level is set to 0 eV and the valence bands are plotted along
high–symmetry lines of the tetragonal BZ. The double Dirac point is enclosed by
a blue-colored circle. The number of Sn, Pb, and O atoms in the unit cell are
4, 8, and 16, respectively, and the number of valence electrons of Sn, Pb, and O
are 14, 14, and 6, respectively, and thus the total number of valence electrons is
72. Although Sn(PbO2)2 is an insulator with filling zero (mod 8), a double Dirac
point appears in the valence band at 0.54 eV below the Fermi level. The atomic
structure of Sn(PbO2)2 [67] allows for the possibility of utilizing material design to
shift the Fermi energy closer to the double Dirac point. For example, when Sn is
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Figure 5.5: Electronic band structure of Sn(PbO2)2 in space group 135.
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Figure 5.6: Electronic band structure of Pb3O4 in space group 135.
substituted with In or Sb, which have one less or one more valence electron than
Sn, respectively, the electron filling can change from zero to four (mod 8), possibly
hosting the double Dirac point close to the Fermi energy.
5.7.2.3 Pb3O4 in space group 135
Figure 5.6 shows the band structure of Pb3O4 in space group 135. Pb3O4 is isostruc-
tural with Sn(PbO2)2 with Sn being substituted by Pb. The band structure also
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Figure 5.7: Electronic band structure of GaMo3 in space group 223.
resembles that of Sn(PbO2)2. A double Dirac point resides at A in the valence band
region near E = -0.57 eV.
5.7.2.4 GaMo3 in space group 223
The electronic energy bands of GaMo3 [25] are drawn in Fig. 5.7 along the high–
symmetry lines of the cubic BZ, depicted in the inset. The position of the double
Dirac point is indicated by a blue-colored circle.
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Chapter 6
Minimal Insulating Filling and the
Layer Groups
6.1 Abstract
Recent interest in point and line node semimetals has led to the proposal and
discovery of these phenomena in numerous systems. Frequently, though, these
nodal systems are described in terms of individual properties reliant on specific
space group intricacies or band-tuning conditions. Restricting ourselves to cases
with strong spin-orbit interaction, we develop a general framework which captures
existing systems and predicts new examples of nodal materials. In many previously
proposed systems, the three-dimensional nature of the space group has obscured
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key generalities. Therefore, we show how within our framework one can predict
and characterize a diverse set of nodal phenomena even in two-dimensional systems
constructed of three-dimensional sites, known as the “Layer Groups”. Expanding on
an existing discussion by Watanabe, Po, Vishwanath, and Zaletel of the relationship
between minimal insulating filling, nonsymmorphic symmetries, and compact flat
manifolds, we characterize the allowed semimetallic structures in the layer groups
and draw connections to related three-dimensional systems. This chapter originally
appeared as an article by Benjamin J. Wieder and C. L. Kane in Physical Review
B in 2016 [221].
6.2 Introduction
Nodal semimetals are systems of arbitrary dimensionality for which the valence and
conduction bands meet and form nodes in a limited set of places in the Brillouin
zone. The existence of nodal points at the Fermi energy has implications for bulk
transport, surface physics, and is even related to topology [2, 65, 66, 106, 156,
159, 189]. Since the discovery of nodal points with linear dispersion in single-
sheet graphene [35, 208], there has been great effort to locate and characterize
similar band-touching nodes in other systems. Rich nodal physics can also be
found in graphene bilayers, however these systems have quadratically-dispersing
nodes, and thus differing transport properties and gapped phases [35, 144, 146, 161,
163, 223, 254]. Therefore, this search for graphene-like physics can be considered
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more specifically a search for systems with linearly-dispersing nodal points at the
Fermi energy.
Extending this search to three dimensions, there are generically two realizations
of this nodal physics: point nodes and nodal lines. Bands can meet at nodes with
linear dispersion in three directions and form Dirac or Weyl points, with four- and
two-fold nodal degeneracies respectively [24, 32, 38, 55, 86, 95, 122, 135, 191, 209,
235, 236, 240, 244], or in unusual three-, six-, and eight-fold degeneracies [27, 224].
Bands can also meet and form line nodes, or lines along which there is no dispersion
in one direction and linear dispersion in the remaining two directions [21, 34, 40,
41, 73, 112, 207, 219, 220, 232, 247, 251].
Each of these examples of nodal phenomena owes its protection to some combi-
nation of topology and exact crystalline symmetries. However, many of them have
been described in terms of individual properties, such as topological invariants and
symmetry eigenvalues. In this chapter, we seek to provide a more generalized con-
sideration of those nodal systems protected by crystalline symmetries, as well as a
means to sort and classify them.
6.2.1 The Two Flavors of Semimetals
As a starting point for sorting these various nodal materials, one could ask whether
or not any of their nodal features can be eliminated to open a gap. Consider
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the ability to remove point nodes pairwise, or to shrink and gap line nodes at a
point, while still preserving a system’s crystalline symmetries. The Dirac points
in Cd3As2 and Na3Bi, as well as the line nodes proposed in Cu3N and observed in
Ca3P2 [24, 112, 135, 232, 247], obey this property, whereas the proposed Dirac points
in BiO2 and the Dirac line nodes in SrIrO3 do not [34, 244]. We can designate this
first category of nodal systems as band-inversion semimetals. The nodes in these
systems are optional features of the space group; they are certainly locally permitted
by crystalline symmetries, or topology in the case of Dirac line nodes under weak
spin-orbit interaction, but they are otherwise globally extraneous. Conversely, the
nodes in BiO2 and SrIrO3 are part of groupings of 4 and 8 bands, respectively. All
of the bands in these systems appear at a minimum in groupings of these numbers,
and the existence of nodal features at the Fermi energy appears to be guaranteed
by the electron filling. We therefore designate these as essential semimetals, or
systems with nodes which are pinned into existence by additional space-group-
specific symmetries.
This relationship between essential nodal features and filling is, as discussed in
this chapter, the single-particle manifestation of the concept of “minimal insulating
filling.” Watanabe, Po, Vishwanath, and Zaletel (WPVZ) realized that for 220
of the 230 space groups, a discussion of related flat compact manifolds allows one
to exclude the existence of an insulating state at fillings specific to each space
group [216]. Note that this criterion only addresses the allowed existence of a
consistent band gap for systems in which all bands are either fully occupied or
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unoccupied. It does not exclude cases where the dispersion is large and the Fermi
energy cuts through electron and hole pockets. Nevertheless, for the purposes of this
chapter, we will still refer to such indirect gap materials as insulators, as many of the
analysis methods for such systems, such as polarization and topological invariant
calculations, only require the ability to find well-separated band groupings.
In this chapter, we designate the integer fillings at which WPVZ deduced an
allowed insulating state as the “WPVZ bound.” In the limit that interactions
are weak and bands are well-defined, we observe that the same combinations of
crystalline symmetries which define the WPVZ bound also conspire to guarantee
essential groupings of bands. Furthermore, in cases where local topological features
might be removed to open a gap, such as the combination of two Weyl points
with opposite Chern numbers [209], this bound provides an obstruction to that
process. For example, if two Weyl points are required to exist by minimal insulating
filling, they cannot be gapped out while preserving all crystalline symmetries, even
if they have opposite Chern numbers, as the bands which comprise them cannot
be separated without lowering the system symmetry and changing the space-group-
specific filling constraints.
In practice, the determination of this bound, as well as the accompanying analy-
sis of crystalline symmetry algebra, can become difficult in three dimensions. Not-
ing that Young and Kane also predicted essential semimetallic features in two-
dimensions [245], we therefore propose a consideration of the WPVZ bound and the
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allowed nodal features in two dimensions. Furthermore, to restrict our discussion
to the role of crystalline symmetries, we require strong spin-orbit interaction, such
that locally-protected topological features, such as the Dirac points in graphene,
are disallowed. In this chapter, we observe that, considering the full set of 80 two-
dimensional systems known as the “layer groups” [87], nontrivial WPVZ bounds
can be achieved and rich nodal semimetallic phenomena can be both created in
band-inversion semimetals and required in essential semimetals. Some of these
phenomena are protected by the same mechanisms as are their three-dimensional
cousins that occur in such materials as BiO2 and SrIrO3. Furthermore, we show
how this analysis predicts previously uncharacterized nodal phenomena in two- and
three-dimensions, such as band-inversion Dirac points protected by an inversion-
center offset and an essential 8-band “cat’s cradle” Weyl fermion feature.
6.2.2 Contents of this Chapter
This chapter is structured as follows. First, in 6.3 we use a discussion of compact
flat manifolds to rederive the WPVZ bound in first purely two-dimensional sys-
tems (wallpaper groups) and then in two-dimensional systems embedded in three
dimensions (layer groups). Following that, we provide in 6.4 a breakdown of the
eigenvalue structure of band groupings as it relates to spatial symmetries and in-
version centers. Finally, in 6.5 we combine both descriptions to produce criteria for
predicting semimetallic features and apply them to a set of related simple models
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Figure 6.1: The 3 compact manifolds which can be achieved by twisting the coordinate-axis-
direction boundary conditions for a strictly two-dimensional system that is periodic in both in-
plane directions. The local designations of the perpendicular direction are indicated by the arrows,
a notation known as the “fundamental polygon.” Of the possible manifolds, the 2-torus (a) and
the Klein bottle (b) are flat, but the real projective plane (RP 2) (c) is not. Flatness can be
evaluated by testing for the existence of fixed or special points by drawing a circle centered on
the boundary and comparing its circumference to that of a circle drawn on the interior. Staring
at the bottom left corner, the dashed line indicates the boundary of a circle of radius r. For the
2-torus and the Klein bottle, this boundary explores all four corners, resulting in a circumference
of 2pir, matching the value on the interior. However, for RP 2, this boundary only additionally
explores the top right corner before returning, resulting in a reduced circumference of just pir, and
indicating that the two bottom corners are special points, distinct from the interior and from each
other, and therefore that RP 2 is not uniform. The bold numbers indicate the number of times that
each pattern would have to be repeated to create a supercell with the same boundary conditions
as the initial 2-torus. Pictorial guides to forming such supercells can be found in Appendix 6.8.1.
characteristic of both band-inversion and essential nodal semimetallic features in
two-dimensional crystals with strong spin-orbit interaction.
6.3 Platycosms and Minimal Insulating Filling
To begin, we relate the idea of minimal insulating filling to the compatibility be-
tween a given two-dimensional group and a set of flat compact manifolds. Recent
work by Watanabe, Po, Vishwanath, and Zaletel (WPVZ) has revived interest in
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this relationship between the space groups and three-dimensional manifolds [216].
To introduce this topic, we begin with a review of familiar manifolds in two di-
mensions. We then extend this discussion to encompass layered three-dimensional
systems. Finally, we conclude this section with a review of the WPVZ arguments
for minimal insulating filling and how those arguments relate to the sets of compact
flat manifolds in two and three dimensions.
This discussion is intended as an introduction to topics in topology and group
theory such as compact manifolds and group modding procedures. At the level of
this chapter, we loosely equate such concepts as flatness, uniformity, and the absence
of fixed points. For a more formal treatment of this material, we recommend that
one consult Conway and Rossetti [89].
6.3.1 Compact Flat Manifolds in Two and Three Dimensions
For a 2D system periodic in one of the in-plane directions, say a piece of paper
wrapped onto itself, there are two ways to assign boundary conditions. Linking
the two opposite sides without any twists produces a cylinder, and twisting the
paper once produces the familiar Mo¨bius strip. We can also consider a 2D object
with periodicity in both of the in-plane directions. Visually, one can assign bound-
ary conditions for such an object by considering the orientation of arrows on the
fundamental polygon (Fig. 6.1).
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The three distinct combinations of arrow assignments for a two-dimensional sys-
tem with two periodic directions give a 2-torus, a Klein bottle, and the real pro-
jective plane (RP 2). Keeping the arrow assignments consistent relative to the left-
hand side of the polygon, one could produce a pattern like the one on a 2-Torus
(Fig. 6.1(a)) by linking together twice a Klein bottle (Fig. 6.1(b)) or four times
RP 2 (Fig. 6.1(c)). The creation of such a supercell from the various manifolds is
visually depicted in Appendix 6.8.1.
These manifolds can accommodate the set of truly two-dimensional systems, that
is, systems comprised of two-dimensional objects embedded in a two-dimensional
space. Some of these manifolds permit the embedding of a subset of systems known
as the Wallpaper Groups [44]. When considered in three dimensions, the wallpaper
groups consist of the 17 unique combinations of symmetries which could describe
the two-dimensional boundary of a three-dimensional object. They are therefore
characterized only by symmetry operations which preserve the interior and exterior
of such a boundary, namely mirror and glide lines in the plane and rotations of
the surface about its normal vector. For this reason, the operation of an arrow flip
could also be considered the modding out of a glide mirror, as a site on the left
side of a flipped boundary is related to a site on the right side by a glide mirror
operation.
Modding out a single glide produces the Klein bottle (Fig. 6.1(b)): a two-
dimensional manifold that has just one surface (also sometimes called nonorientable
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as its surface does not preserve the handedness of a coordinate axis which traverses
it) [89]. This object is compact, as it was constructed periodically, and but it is also
flat. Modding out an additional glide produces the one-sided real projective plane
(RP 2) (Fig. 6.1(c)), which unlike the 2-torus and the Klein bottle has fixed points,
and is therefore not flat and uniform.
One can test for these fixed or special points in two dimensions by considering the
circumference of a circle of radius r centered throughout the manifold. In the center
of all three two-dimensional manifolds, this circle has circumference 2pir. The only
possible deviations from this value can occur at the boundaries of the manifolds, as
depicted by the dashed lines in Figure 6.1. For the 2-torus and the Klein bottle,
the boundary of a circle of radius r centered at the bottom left corner still explores
all three other corners before returning, resulting in a circumference of 2pir, a value
that matches circles on the interior. However, for RP 2, the boundary returns to
itself after only reaching the top right corner, giving a circumference of just pir, and
indicating that the two bottom corners are special points, different from each other
and from the interior.
A key restriction of WPVZ’s argument is that any manifold for consideration
must allow the uniform embedding of a crystal lattice such that the Bloch wave
functions are periodic plane waves [216]. The special corners in RP 2 violate this
uniformity, and therefore modding out onto it is disallowed. We therefore conclude
that the wallpaper groups can only be uniformly embedded on the 2-torus and on the
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Klein bottle.
More formally, we can consider this restriction to fixed-point-free manifolds in
terms of group theory. WPVZ take advantage of work by Bieberbach that estab-
lished that a collection of 10 space groups are fixed-point free. These space groups
each have only one nonsymmorphic symmetry, or have a very special combination of
two perpendicular nonsymmorphic symmetries such that no fixed points are intro-
duced. We note that for just one of these 10 space groups, there is a corresponding
wallpaper group. This wallpaper group, pg (space group 7 Pb11), is characterized
just by a single glide symmetry. The process of modding out a glide and flipping
an arrow on the fundamental polygon is more formally asking whether or not pg
is a subgroup of that wallpaper group, such that it can be modded out. As pg
only contains one glide, modding by it results in a placement onto the Klein bot-
tle, and as none of the remaining nonsymmorphic wallpaper groups correspond to
fixed-point-free space groups when stacked in three dimensions, the Klein bottle is
the only manifold besides the 2-Torus which is compatible with the embedding of
a purely two-dimensional crystal lattice. Finally, as only nonsymmorphic opera-
tions can provide a coordinate-arrow twist of the fundamental polygon, and as all
of the nonsymmorphic wallpaper groups describe rectangular lattices, we therefore
find that all possible restrictions on the uniform embeddings of 2D lattices can
be obtained by considering whether or not axis boundary condition flips on the
fundamental polygon introduce fixed points.
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Figure 6.2: The compact, flat manifolds which can be achieved in three-dimensional, layered
systems. The notation used is a modification of the fundamental polygon from Figure 6.1 by the
additional local assignment of the stacking direction as indicated by the ⊕ and 	 signs. Unlike
in the strictly two-dimensional wallpaper systems, the modding out of a two-fold screw is also
allowed and leads to a new manifold which doesn’t decompose into S1 multiplied by a wallpaper
manifold. Modding out a screw preserves the interior and exterior surfaces leading to the dicosm
(b). Modding out a glide reduces the system to being one-sided and leads to the 1st amphicosm
(c). In these layered systems, unlike in the 2D wallpaper cases, a particular combination of two
perpendicular nonsymmorphic operations can be modded out without introducing fixed points,
leading to a new flat manifold: the 1st amphidicosm (d). The bold numbers indicate the number
of times that each pattern would have to be repeated to create a supercell with the same boundary
conditions as the initial 3-torus (a). The procedure for forming such supercells is explained with
visuals in Appendix 6.8.1.
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In three-dimensions, this argument can be extended, though unfortunately in
general there is no neat analogue to the fundamental polygon to describe the equiv-
alent operations of modding out glide mirrors or screws. The 10 resultant three-
dimensional flat manifolds are known as the platycosms. Descriptions of them, as
well as, where possible, connections to more familiar manifolds, are detailed in plain
language in Ref. 89.
However, for 80 realizations of 70 three-dimensional space groups, crystals can
be decomposed into two-dimensional sheets, only related to the next layer by lattice
periodicity in the stacking direction. For these layered systems, symmetry-enforced
physics is entirely determined by the symmetries of a two-dimensional single layer,
and therefore even though they are three-dimensional systems, many of their prop-
erties can be determined by confining analysis to the two-dimensional subsystem
of a single layer. These single-layer systems, comprised of two-dimensional objects
embedded in three dimensions, are a subset of “subperiodic groups” known as the
Layer Groups [87].
For these layer group systems, placement onto a platycosm can be visually repre-
sented by modifying the fundamental polygon to include a local specification of the
zˆ direction (stacking direction) (Fig. 6.2). For these systems the modding out of a
two-fold screw is now also permitted in addition to the glide mirror mod, with the
screw mod taking one to the two-sided dicosm (Fig. 6.2(b)) and the glide mod tak-
ing one to the one-sided 1st amphicosm (Fig. 6.2(c)) (which can also be expressed
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as klein bottle× S1) [89, 216]. Remarkably, the modding out of a glide which flips
the zˆ direction as well as a perpendicular screw results in a manifold which, unlike
RP 2 in the fully-two-dimensional wallpaper systems, is flat. This manifold, the
1st amphidicosm (Fig. 6.2(d)), actually needs to be placed four times to reorient
the system boundary to match the torus configuration of the modified fundamental
polygon, a property which will have significant band-structure implications. Visual
representations of this comparison of the twisted manifolds with the initial torus
can be found in Appendix 6.8.1.
6.3.2 Minimal Insulating Filling by Kramers’ Theorem
In Ref. 216, the authors combined an understanding of the platycosms with Kramers’
theorem to make a strong statement about space-group-symmetry-enforced obstruc-
tions to insulators occurring at specific fillings. In the following text, we reproduce
their arguments and then apply them to the restricted set of layer group systems.
For any real system with spinful electrons, there exists a time-reversal operator T
which squares to −1 and mandates, according to Kramers’ theorem, that each state
is two-fold-degenerate. Under this restriction, a periodic crystal with an odd number
of electrons Ne must, independent of how its boundary conditions are applied, have
a partially filled state and therefore be a metal or a semimetal [216]. That number
of electrons can be expressed as Ne = Ncellν, where Ncell is the number of unit cells
and ν is the filling per unit cell. Therefore, Kramers’ theorem can be restated as a
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Figure 6.3: The Su-Schrieffer-Heeger (SSH) Model, tuned to its quantum critical point, on a peri-
odic system. In this limit, the two sublattices are energetically identical, and are therefore related
by the nonsymmorphic operation of a mirror of the y-direction followed by a half-lattice transla-
tion in the x-direction. All of the information about this system can be encoded by mandating
that both sublattices live at the same potential and by replacing each site with a vector object
pointing in the ±yˆ direction (a). When the system has an even number of sites and the boundary
condition is not twisted, it lives on a cylinder (b). However, one can produce an electronically
equivalent system, if the number of unit cells is large, by removing one site and twisting the axis
boundary condition on the y direction, which places the lattice instead on a Mo¨bius strip.
requirement that ν ∈ 2Z to avoid a metallic state.
Now, when the unit cell is constructed of energetically identical sites related by
some spatial operation, one can consider the operation which takes you between sites
as a nonsymmorphic symmetry: a combination of a fractional lattice translation and
a spatial operation. The quintessential example of a system with such a symmetry
is the undimerized Su-Schrieffer-Heeger (SSH) model, which is a one-dimensional
bipartite chain where the sites can be equivalently represented by a local up or
down vector object (Fig. 6.3(a)). While the gapped phases of this model already
have a symmorphic mirror symmetry in the x direction, its quantum critical point,
reached by enforcing the same chemical potential on each sublattice, possess a
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second, nonsymmorphic symmetry, one which relates the two sublattices by a mirror
of the y direction and a half-lattice translation in the x direction.
In this limit of the SSH model, one could consider taking the final unit cell before
the boundary and eliminating one of the sites. This new system with a decimated
unit cell, if sufficiently large, will still be electronically equivalent to the original
system as long as the boundary condition reproduces the nonsymmorphic symmetry
(Fig. 6.3(b)) [216]. However, the resultant crystal now has a fractional Ncell (here a
half integer), and therefore in this crystal, assembled with this boundary condition,
Kramers’ theorem actually requires that ν ∈ 4Z to avoid a metallic state. Stated
differently, four-band models of this SSH model tuned to have a nonsymmorphic
symmetry are obstructed from being bulk insulators at half filling. One can consider
the SSH quantum critical point as a manifestation of that obstruction.
In systems with more than one periodic direction, there can be multiple nonsym-
morphic symmetries to consider. The process of decimating the final unit cell and
twisting the axis boundary condition to reproduce the nonsymmorphic symmetries
is in fact just a reproduction of the modding process used to generate the manifolds
in Section 6.3.1. In 1D (with two-dimensional sites) with this SSH model, the deci-
mation process reduces the underlying manifold from a cylinder to a Mo¨bius strip 1.
In two and layered three dimensions, this decimation process exactly corresponds
to placing the lattice onto one of the manifolds in Figures 6.1 and 6.2 respectively.
1This SSH model uses 2D sites with one periodic dimension, making it a member of the Frieze Groups [87].
Like with the layer groups, Frieze group systems are allowed embedding onto manifolds with the dimensionality of
their sites. If the sites were one-dimensional, everything would be trivially embedded on a circle (S1)
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With multiple nonsymmorphic symmetries, the condition for flatness is a simple
check in these systems whether the product of the two symmetry operations modded
out, as defined from a common origin, is itself also an inherently nonsymmorphic
operation. The prefactor on the integer filling to avoid a metallic state exactly cor-
responds to the degree of decimation of the final unit cell, expressed as the large
bold numbers in Figures 6.1 and 6.2. For reference, visual representations of this
decimation process for two-dimensional lattices can be found in Appendix 6.8.1.
In the limit that interactions are weak and bands are well defined, this minimum
filling corresponds to the minimum number of bands which must be tangled together,
independent of any band-tuning conditions. These essential tangles of bands are
bounded by two- and four-fold degeneracies that can only be moved, but not gapped,
by tuning space-group-allowed hopping terms. Any band crossings on lines between
these degeneracies are therefore also stuck in existence, and are also only capable of
movement but not gapping. Throughout this chapter, we will relate these groupings
of bands to the particular WPVZ bounds for minimal insulating filling established
by combining the platycosm modding procedure with Kramers’ theorem.
Finally, WPVZ noted that in three dimensions, there are a handful of excep-
tions to the platycosm formulation of minimal insulating filling established by these
arguments, with breakdowns occurring in some cases of multiple nonsymmorphic
symmetries or because of unusual, highly degenerate points [27, 224]. However, none
of these exceptions occur in the 80 layer groups, and therefore the platycosm formu-
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lation of the WPVZ bound in these systems exactly captures the filling restrictions
imposed by nonsymmorphic symmetries.
In Appendix 6.8.3, we list all of the layer groups as well as their corresponding
space groups, allowed manifold placements, and insulating filling restrictions.
6.4 Band Multiplicity and Eigenvalue Structure in the Layer
Groups
In the band theory limit, the arguments made by WPVZ must still be consistent
with any symmetry- or topology-related mechanism for the protection of nodal
features. In three-dimensional systems with strong spin-orbit coupling, nodes such
as Weyl points can be locally protected by a topological invariant [209]. However, in
two dimensions with strong spin-orbit interaction, or in three-dimensional systems
with a higher symmetry, the protection of nodal features is determined instead by
the local symmetry eigenvalue structure of the bands. In particular, to protect a
node in strong spin-orbit systems in two dimensions, the bands which cross must
not share the same symmetry eigenvalues of all simultaneously compatible (i.e.
commuting) symmetry operations, or in general they will anticross and form a gap.
The set of protected degeneracies in the layer groups with strong spin-orbit inter-
action, including both essential- and band-inversion-type nodes, is therefore entirely
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determined by the kinds of allowed band multiplicities and eigenvalue structures. In
this section, we review basics regarding the treatment of symmetry operators in k-
space, working up to how two-fold symmetries can provide more exotic degeneracies
and eigenvalue pairings.
In k-space, we can consider an operation for symmetry evaluation if the rotations,
inversions, and time-reverses in it return k to itself modulo 2pi. At a generic, low-
symmetry value of k, only the combination of I and T can be a symmetry. If
T 2 = −1, then T˜ 2 = (I × T )2 = −1 enforces Kramers’ theorem for each value of k
such that bands everywhere are two-fold-degenerate.
Other symmetries are valid along points, lines, and planes and can also lead to
two- or even four-fold band multiplets. In this section, we examine the examples
of band multiplicity and symmetry eigenvalue character which can locally protect
a band crossing in layer group systems. We start at the time-reversal-invariant
momenta and reduce symmetry from there to lines and planes. We close with a
discussion of symmetry eigenvalues, working up from singly-degenerate bands to
eigenvalue structures in band multiplets.
6.4.1 Time-Reversal-Invariant Momenta
At a Time-Reversal-Invariant crystal Momentum (TRIM), the layer groups will
host symmetry-required degeneracies of 2 or 4 bands for systems with time-reversal-
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symmetry T . Kramers’ theorem requires that under T 2 = −1, states at the TRIMs
are two-fold-degenerate. Additionally, should T |u〉 6= Π|u〉 6= |u〉 , where Π is an
arbitrary symmetry operation valid at that particular TRIM, the Hamiltonian must
have a degeneracy of at least 4. A common example of this relationship between
T and Π occurs with two-fold symmetries, for which if two spatial operations have
representations which commute with time-reversal and anticommute with each other,
and at least one of them squares to +1, then states at that TRIM will be 4-fold-
degenerate. Four-fold degeneracies can also occur at points owing to the relationship
between a spatial symmetry and a rotation of order n > 2 [24, 135], but in the layer
groups, these systems are unable to host many of the essential nonsymmorphic
nodal features on which this chapter focuses, and therefore we will restrict our
discussion to systems with two-fold rotations.
6.4.2 Crystalline Symmetries
Away from the TRIMs, bands along lines and planes can be eigenstates of rota-
tion, mirror, glide mirror, and screw rotation. The eigenvalues of these operations
are independent of their position-space origins, though their relative commutation
relations, as we will see, are not. Spatial inversion I (~k → ~−k), valid only at the
TRIMs, does not involve the spin degree of freedom, and thus independent of the
square of time-reversal always has eigenvalues ±1. For the remaining operations,
we will restrict ourselves to the case where T 2 = −1. Rotations about an axis (Cn~v
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where the rotation is through an angle 2pi/n about ~v) have eigenvalues (−1)1/n and
are valid along high-symmetry lines in 2D and 3D. Mirror, or an improper rotation,
can be considered the product of I and C2~v and therefore has eigenvalues ±i. Mir-
rors are valid along planes in 3D and lines in the layer groups, except for M~z which
is valid for the whole 2D BZ.
A nonsymmorphic operation, a glide or a screw, can be considered as a mirror or
a rotation g about some point in space, followed by a fractional lattice translation ~t
in a direction such that g~t = ~t. They are valid along the same BZ lines and planes
as are their symmorphic counterparts. For a half translation, these operations
(rotation or mirror) take on the same eigenvalues as their symmorphic counterparts,
±i, multiplied by ei~k·~t:
λ±2−fold NS = ±iei~k·~t, ~t · ~G = pi (6.4.1)
where ~G is a reciprocal lattice vector such that ~t is a half-lattice translation.
In the layer groups, the consideration of nonsymmorphic symmetries is greatly
simplified as there are only two-fold screws and glide mirrors; higher-fold screws or
quarter-translation “d” glides require some amount of translation or rotation into
the stacking or z direction. At the representation level, nonsymmorphic symmetries
always have the same square at Γ as their symmorphic counterparts, a value which
winds by −1 as one moves along the half-translation direction in the BZ.
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As highlighted in Ref. 245, the fractional translation of a nonsymmorphic sym-
metry gives the nonsymmorphic eigenvalues a k periodicity greater than the 2pi of
the Brillouin zone. For a half translation, the eigenvalues wind with a 4pi periodic-
ity, which dictates that the + and − eigenstates of a glide or a two-fold screw have
to connect somewhere along the translation direction and resolve this discrepancy.
In fact, this implies that the choice of designating a band as a + or − eigenstate
away from Γ is a gauge choice, as the eigenvalues cannot be defined continuously
and with period 2pi.
This inability to define a 2pi-periodic gauge for nonsymmorphic symmetries, and
the resolution that bands are required to cross, is in fact the band-theory limit of the
WPVZ bound on the minimal insulating filling. For all two-fold nonsymmorphic
systems, bands can be found in groupings of no fewer than 4, and so at fillings
other than 4Z, these systems are unavoidably metallic. Furthermore, even when
nodal features at fillings ν 6= 4Z have well-defined topological indexes, such as Chern
numbers for Weyl points in three dimensions, this requirement that 4 or more bands
must be tangled together in two-fold nonsymmorphic systems obstructs two nodes
from combining and gapping out. As we will see in the examples throughout this
chapter, even if two Weyl points have opposite Chern numbers, they may not be
pairwise eliminated if they are part of a nonsymmorphic-symmetry-enforced tangle
of bands.
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Figure 6.4: Possible locations of a glide line Gy relative to an inversion center I (⊗) in a 2D
rectangular system with TRIMs ΓXMY . In both cases, for T 2 = −1 all states are two-fold-
degenerate because there is a local time-reversal operator (IT )2 = −1. If the inversion center
is coincident with the glide line (a), there will be four-fold representations at X and M , but all
eigenstates of Gy will have eigenvalue pairings {+,−} and can never cross. If the inversion center
differs from the glide line by a quarter-lattice spacing ay/4 (b), then the operator for Gy will
contain an extra ty/2 when defined from the common origin of the inversion center, leading to
four-fold points instead at X and Y . In this case, then while the bands along ΓX are still paired
with Gy eigenvalues {+,−}, bands along YM , if two-fold-degenerate, will be characterized by Gy
eigenvalue pairings {+,+} or {−,−} and can cross and create four-fold Dirac points with local
protection [56].
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6.4.3 Two- and Four-Fold-Degenerate Band Multiplets
If bands are singly degenerate, then the determination of their symmetry eigen-
values for all simultaneously compatible symmetry operations is sufficient for 2D
systems with strong spin-orbit interaction in determining if bands can cross and
form locally-protected nodal features. However, when bands are two- or four-fold-
degenerate, then one additionally has to determine the symmetry eigenvalues of all
bands in the multiplet. Absent the consideration of rotations of order n > 2, a two-
fold-degenerate state can occur at a point if either the representations of two spatial
operations valid at that point anticommute, or if the combination of a spatial oper-
ation Π and T return k to itself at that point and (Π×T )2 = −1, locally enforcing
Kramers’ theorem. In the layer groups, two kinds of spatial operations Π support
these conditions: spatial inversion I and two-fold nonsymmorphic symmetries.
When the center of inversion I lies on all mirror and rotation lines, this picture is
greatly simplified. Taking Gy = tx/2Myˆ on a 2D rectangular lattice as an example,
we can first consider the case where the inversion center is coincident with the glide
line (Fig. 6.4(a)). Because both I and T flip ~k and I2 = +1, all bands will be
two-fold-degenerate for strong spin-orbit systems where T 2 = −1. However, to
evaluate the potential semimetallic properties of this geometry, it is necessary to
determine the Gy eigenvalue structure of the bands along ΓX and YM , as well
as the locations of any required four-fold-degenerate points. We can examine the
relationship between I, T , and Gy as representations on a four-siteH(~k) and use the
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additional factors of ei
~k·~t from the full lattice translations ~t to establish commutation
relations. Calling the representation of the operator for this case of inversion center
location Gay, at a TRIM:
GayI = tx/2MyˆI
= It−x/2Myˆ
= txItx/2Myˆ
GayI = e−ikxIGay (6.4.2)
where in the final line we have acted t−x on an eigenstate of Gy. For mathe-
matical consistency, it was crucial that we have chosen all operations to have the
same position-space origin (here the inversion center). Though this nuance can be
overlooked when all mirror planes and lines are coincident with the inversion center,
as they are in Ref. 245, it becomes a central detail when evaluating the eigenvalue
character of systems for which one is unable to define a common origin for two spa-
tial symmetries, as we will see throughout this chapter. Equation 6.4.2 implies that
{Gay, I} = 0 at X and M . As I2 = +1 at those points, the emphasized statement
in 6.4.1 implies that representations at those TRIMs must be 4× 4, and thus that
all states at X and M are four-fold-degenerate (Fig. 6.4(a)).
Away from the TRIMs, we must additionally determine the Gy eigenvalues of
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bands along glide lines. Considering |+〉 to be the positive eigenstate of Gy such
that:
Gay|+〉 = ieikx/2|+〉 (6.4.3)
whose eigenvalue we compare to the local Kramers partner IT |+〉:
Gay(IT |+〉) = tx/2MyˆIT |+〉
= IT t−x/2Myˆ|+〉
= txIT Gay|+〉
Gay(IT |+〉) = −ieikx/2(IT |+〉) (6.4.4)
revealing that along both ΓX and YM all two-fold-degenerate bands have Gy
eigenvalues {+,−} and thus can only anticross (Fig. 6.4(a)).
However, as emphasized in Ref. 56, this picture changes significantly when the
inversion center does not lie along a particular glide line or screw axis. Consider a 2D
rectangular system with a glide line Gy = tx/2Myˆ that lies ay/4 above the inversion
center (Fig. 6.4(b)). In order to consistently keep the commutation relations of the
representations [I,Mi] = 0 and {C2i, C2j} = −2δij (true for spinful systems where
213
(C2i)
2 = −1), we have to define at the operator level:
Gby = ty/2tx/2Myˆ (6.4.5)
where Gby will here indicate a glide that lies a quarter-lattice y-direction dis-
placement from the inversion center. Reevaluating the commutation relations at
the TRIMs:
GbyI = ty/2tx/2MyˆI
= It−x/2t−y/2Myˆ
= txtyItx/2ty/2Myˆ
GbyI = e−ikxeikyIGby (6.4.6)
where the final line is evaluated by acting the translations on an eigenstate of
Gy. In this case, {Gby, I} = 0 now at X and Y , which by the arguments in 6.4.1
requires that all states be four-fold-degenerate at those TRIMs (Fig. 6.4(b)).
Moving off of the TRIMs, we can examine how this inversion-center offset affects
the eigenvalue character of the local Kramers partners:
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Gby(IT |+〉) = tx/2ty/2MyˆIT |+〉
= IT t−x/2t−y/2Myˆ|+〉
= txtyIT Gby|+〉
Gby(IT |+〉) = −ieikx/2eiky(IT |+〉). (6.4.7)
This implies that along ΓX, two-fold-degenerate bands still have Gy eigenvalue
pairings {+,−} and still always anticross. But along YM , if states are two-fold-
degenerate, they will have Gy eigenvalues {+,+} or {−,−}, and along that glide
line a four-fold crossing can therefore be locally protected (Fig. 6.4) [56]. However,
we have not specified whether such a crossing must occur, as is required for example
in SrIrO3 in space group 62 [34]. Such a distinction requires additional information
about the nonsymmorphic symmetries present globally across the BZ. In subsequent
sections, we will provide both examples of layer group systems where four-fold
crossings protected by an inversion-center offset are required in essential semimetals
and optional in band-inversion semimetals.
Two-fold-degenerate lines and planes can also occur in systems with two-fold non-
symmorphic symmetries [54, 224]. For example, in a rectangular two-dimensional
system, the product of Π = tx/2Myˆ and T returns ~k to itself along ΓY and XM .
Independent of T 2, (ΠT )2 = tx = eikx when acted on a state, guaranteeing states
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are at least two-fold-degenerate along XM where (ΠT )2 = −1. In these systems,
bands along this line can be two-fold-degenerate and, as was the case with inversion
symmetry, can be paired with either the same or the opposite eigenvalues of another
symmetry operation valid along that line, depending on the relative origins of the
crystalline symmetries. This can, in at least the case of breaking a double Dirac
point in space group 135, lead to an unusual Dirac semimetal without inversion sym-
metry [224]. In the 2D cases of the layer groups, there may not be enough degrees
of freedom to create a system without inversion where such four-fold-degenerate
crossings are the only features at the Fermi energy.
Four-fold-degenerate lines are also occasionally possible in the layer groups. For
example, consider a system where along a line two crystalline symmetries Π1 and
Π2 are valid and bands are already required to be two-fold-degenerate either by
inversion and T 2 = −1 or by a two-fold nonsymmorphic symmetry. If |+〉1 has the
same Π1 eigenvalue as its local Kramers partner and if {Π1,Π2} = 0 along this line,
then that guarantees that Π1|+〉1 6= Π1Π2|+〉1. Therefore bands along the line are
four-fold -degenerate with Π1 eigenvalues {+,+,−,−}.
However, as exhaustively detailed in Ref. 26, a system can only host one four-
fold irreducible representation along a line in three dimensions, and therefore also
in layer group systems. Two four-fold-degenerate lines can thus never cross to
form a locally-protected eight-fold-degenerate point along a line in three or fewer
dimensions.
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6.5 Semimetals in the Layer Groups
Seeking to examine nodal phenomena from both WPVZ bound and crystalline
symmetry perspectives in strong spin-orbit systems in the layer groups, we present a
simple model that typifies the layer group systems which contain essential or notable
band-inversion nodal features. In this section, we show how a four-site rectangular
lattice can capture a large variety of both essential and band-inversion semimetallic
features in two dimensions when its sites are dressed with three-dimensional vector
objects, which one can think of as local displacements or dipole moments. After
presenting this construction, we present models for 7 specific layer groups, which
represent all possible essential semimetallic features in the layer groups, as well as
relevant related examples of band-inversion nodal features. We sort our models by
their WPVZ bounds in the platycosm formulation, and show using local eigenvalue
character how nodal features are protected. Finally, we show how some of these
quasi-two-dimensional systems relate to existing three-dimensional semimetals.
As seen in Figure 6.5, our model system consists of four sublattices arranged
on a rectangular lattice. Describing our sublattice space with Pauli matrices, τx
describes s-orbital-like hopping between the A and B sites and µx describes s-orbital-
like hopping between the A and C sites, such that second-neighbor s-like hopping is
given by τxµx. Each site also has a spin degree of freedom σ which is flipped under
time-reversal T = iσyK ⊗ (~k → −~k) for a general H(~k). This four-site unit cell,
like that of any crystal system with multiple sites per unit cell, can be viewed as
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Figure 6.5: Four-site model system for semimetals in the layer groups. The four sublattices
exist on a 2D rectangular unit cell in the xy plane. Each site has an additional spin degree of
freedom. Sites are then each dressed with a 3D vector object, visually represented by the symbols
in the inset box, that relates them to their neighbors by a symmorphic symmetry operation and
a translation by half a lattice spacing ax/y/2. For real systems, this object can represent any
time-reversal-symmetric property which transforms as a vector, such as displacement or a local
dipole moment. By selecting different A-site vectors and lattice generators, a diverse assortment
of semimetallic phenomena can be realized. Hamiltonians are generated by considering all first-
and second-nearest neighbor hopping terms permitted by the restrictions imposed on H(~k) by the
generators of a particular layer group. The specific terms allowed for each example layer group
are detailed in Appendix 6.8.2.
originating from a parent high-symmetry Bravais lattice, here a rectangular lattice
with spherical sites. Applying a time-reversal-symmetric tensor field (like an electric
field) lowers the periodicity of the system and breaks some subset of point group
symmetries at each site 2. Our model can be realized by choosing just a dipole
vector field, such that each site is dressed with a three-dimensional vector object
that encodes the underlying crystal symmetries. Physically, this vector can be
considered as a local displacement of a single atom or a dipole moment between
two atoms.
As one can observe by perusing the table in Appendix 6.8.3, layer groups with C3zˆ
or C6zˆ symmetries can only achieve WPVZ bounds of 2, owing to their inability to
2Choosing a time-reversal-breaking field, such as a pseudovector magnetic field, is also allowed. Instead of
generating the 230 space groups, this leads rather to the 1651 magnetic space groups [128].
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host nonsymmorphic symmetries. While these systems can host rotation-protected
band-inversion type semimetals, they will not be the focus of this chapter. One
could consider a system with C4zˆ symmetry as a limiting case of the lattice in
Figure 6.5, in which case our model would collapse onto a version of the model in
and recapture the physics of Ref. 245.
Setting first all of the site vectors to ~0, we can write down a very high-symmetry
Hamiltonian consisting of all possible s-orbital-like hoppings between first- and-
second nearest neighbors:
H0 = tx cos
(
kx
2
)
τx + ty cos
(
ky
2
)
µx
+ t2 cos
(
kx
2
)
cos
(
ky
2
)
τxµx (6.5.1)
where we have set the lattice constants ax = ay = 1 and enforce the inequivalence
between x and y by keeping tx 6= ty. As the on-site vectors are turned on, new
hopping terms are allowed, and the symmetry is reduced into a particular layer
group. For a given layer group LG, the full second-neighbor Hamiltonian HLG =
H0 + VLG, where VLG contains all of the layer-group-specific hopping terms beyond
Eq. 6.5.1. The details of deriving VLG for each of our examples, as well as layer-
group-specific expressions for it, are noted in detail in Appendix 6.8.2.
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As detailed earlier in 6.3.1, by allowing placement onto at least one of the four
platycosms in Figure 6.2, layer group systems can achieve WPVZ bounds of 2, 4,
or 8, and will therefore host corresponding numbers of inseparably tangled bands.
Within the systems with WPVZ bounds of 2 and 4, band-inversion metallic and
nodal features are also possible for this eight-band model. In the following sec-
tions, we present typifying examples for layer group semimetals within each possible
WPVZ bound, showing for each example how the WPVZ bound relates to the more
familiar crystalline symmetry analysis.
6.5.1 WPVZ Bound of 2
Without the presence of a nonsymmorphic symmetry, only time-reversal symmetry
can force bands to group together [216, 244, 245]. Layer groups with only sym-
morphic symmetries have band structures with two-fold degeneracies at the time-
reversal-invariant momenta when T 2 = −1. Therefore, at even fillings, any such
system with more than two bands can either be an insulator or a band-inversion
semimetal. In the layer groups, there are myriad ways for a band-inversion crossing
to be locally protected by mirror or rotation eigenvalues, so we will only explore
one such example in a system with singly-degenerate bands.
To start, consider a simple system for which the xy-plane itself is a mirror, such
that all bands have good Mzˆ quantum numbers. For real materials this corresponds
to a system which is not buckled or has no additional stacking or external field
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Figure 6.6: The generators (a), lattice (b), and a typical band structure (c) for pmmm, layer
group 37, (space group 47). All elements of the layer group are symmorphic, with mirror lines
separating the A and B sublattices and the A and C sublattices. As the xy-plane itself is a mirror,
this system is flat and has inversion symmetry, with the inversion center lying at the center of the
four sites and at the intersection of all 3 mirror lines and planes. Therefore, by the arguments
in 6.4.3, bands are two-fold-degenerate with Mzˆ eigenvalues {+,−}. Consequently, the bands can
only anticross, and at even fillings this system is always an insulator (c).
structure which distinguishes ±zˆ, such as graphene without a substrate.
Restricting ourselves to one of these flat layer groups, layer group 37 pmmm
(which when stacked, is equivalent to space group 47), we first choose an example
with only symmorphic symmetries, and therefore a WPVZ bound of 2. The presence
of inversion symmetry I, combined with time-reversal makes all bands two-fold-
degenerate (Fig. 6.6). The inversion center lies at the intersection of all three
mirror lines and planes (Fig. 6.6(b)), and therefore all states and their local Kramers
partners have opposite Mzˆ eigenvalues, as detailed in 6.4.3 and Ref. 56. Therefore,
regardless of band-tuning conditions, this system will generically be an insulator,
because nearby bands can only anticross (Fig. 6.6(c)).
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Figure 6.7: The generators (a), lattice (b), and a typical band structure (c) for pmm2, layer group
23, (space group 25). All elements of the layer group are symmorphic, with mirror lines separating
the A and B sublattices and A and C sublattices. The vectors have been bent up into the +zˆ
direction, breaking Mzˆ as one would see if there were a substrate or a perpendicular electric field
added to a system in layer group 37 (Fig. 6.6). Consequently, this system is also a wallpaper group,
and could describe the surface of a three-dimensional object. Without inversion, nonsymmorphic
symmetries, or n > 2 Cnzˆ rotation points, bands are singly degenerate and can only cross with
local protection by mirror eigenvalues on the mirror lines. Typical values of the tight-binding
parameters give metallic states at half-filling (c), but values can also be chosen to separate the
bands into groups of two and open up consistent gaps at all even fillings (d).
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Conversely, one could imagine putting on an electric field, like that of a substrate,
which bends the on-site vectors out of the plane in the +zˆ direction. As shown in
Figure 6.7, this reduces the layer group to 23 pmm2 (space group 25) and breaks
Mzˆ and I, allowing for new first- and second-nearest-neighbor hopping terms. As
this layer group only consists of in-plane mirrors and rotations about the z axis,
it is also one of the wallpaper groups described in 6.3.1 and could be constructed
in purely two dimensions, for instance as the surface of a three-dimensional object.
Bands in this layer group are now singly degenerate, and therefore have the ability
to cross with local protection. Consider tuning the tight binding parameters for this
layer group to roughly physical values, such that first-neighbor hopping terms are
larger than second-neighbor ones and s-orbital-like hopping terms are larger than
the terms for spin-orbit interaction. For these typical values of the tight-binding
parameters, this system is a band-inversion semimetal (Fig. 6.7(c)). However, values
could also be chosen to open up gaps at all even fillings (Fig. 6.7(d)), because in this
layer group, the WPVZ bound only requires that bands tangle together in groups
of 2.
6.5.2 WPVZ Bound of 4
A layer group system with one or more two-fold nonsymmorphic symmetries is
allowed placement onto a platycosm other than the 3-torus, and it will therefore
host essential groupings of four or eight bands [216]. Within systems with a WPVZ
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Figure 6.8: The generators (a), lattice (b), and a typical band structure (c) for pbam, layer group
44, (space group 55). This group is a flat layer group generated by constraining into the xy-plane
a system generated by two perpendicular screws. Consequently, it has inversion symmetry, with
the inversion center located in the center of the unit cell, off of the glide lines resulting from the
product of I and S2x/y = tx/y/2C2x/y. All bands are at least two-fold-degenerate by (IT )2 = −1
and bands along XM and YM are four-fold-degenerate by the combination of glide mirror and
Mzˆ, as detailed in 6.4.3. Bands at X, Y , and M are four-fold-degenerate due to the relationship
between I and S2x/y, as detailed in 6.4.1 and Ref. 245, and disperse linearly. Therefore, at fillings
of ν = 2, 6, this system is an essential Dirac line node semimetal. Two-fold-degenerate bands are
all paired with Mzˆ eigenvalues {+,−} or in four-fold multiplets with Mzˆ eigenvalues {+,+,−,−},
and therefore cannot be tuned to cross by band inversion. Consequently, at half filling (ν = 4),
this system is necessarily an insulator.
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bound of 4, band-inversion semimetals are still possible between groupings of 4
bands, though if bands are two-fold-degenerate, additional conditions are required
for determining if band inversions can be locally protected by eigenvalue character.
In this section, we first examine two layer groups with WPVZ bounds of 4, which at
fillings of ν = 2, 6 are essential semimetals with Weyl or Dirac features, as explored
in Ref. 245. After, we present an example of a band-inversion Dirac semimetal at
half filling, protected locally by the inversion-center-offset arguments in 6.4.3 and
Ref. 56.
We start with a high-symmetry flat system in layer group 44 pbam (space group
55) (Fig. 6.8). This group is generated by two perpendicular screws protruding from
the sites enforced in combination with Mzˆ, such that the site vectors are confined
in the xy plane (Fig. 6.8(a)). For determining the WPVZ bound, one could either
choose a screw and mod out onto the dicosm, or combine a screw with Mzˆ to create
a glide line and mod out onto the 1st amphicosm:
tx/2C2xMzˆ = tx/2C2xIC2z = −itx/2IC2y = −i(tx/2Myˆ) (6.5.2)
where we have used the fact that in spinful systems the representations of two-
fold rotations obey the same algebra as the Pauli matrices. Either choice of manifold
results in a WPVZ bound of 4, a property clearly visible by noting the gap at ν = 4
in the band structure (Fig. 6.8(c)).
225
Due to the relationship between two-fold nonsymmorphic symmetries and inver-
sion, highlighted in 6.4.1 and Ref. 245, the TRIMs at the end of the translation
directions (X,Y, and M) all host four-fold degeneracies. All bands are at least two-
fold-degenerate with pairs of opposite Mzˆ eigenvalues. Bands along XM and YM
have the requisite offset from the inversion center to have screw eigenvalues {+,+},
but due to the additionally valid Mzˆ are four-fold-degenerate with mirror eigenval-
ues {+,+,−,−}, as detailed in 6.4.3, and are thus unable to cross. Therefore, at
half filling (ν = 4), this system is always an insulator. Observing symmetry-allowed
terms in the tight-binding model in Appendix 6.8.2, all four-fold points and lines
disperse linearly, and therefore at fillings of ν = 2, 6 this system is an essential Dirac
line node semimetal.
We can locally break Mzˆ on the A site and then use the same screws as generators
to produce layer group 21 p21212 (space group 18) (Figure 6.9). In this system,
bands are now singly degenerate, except along XM and YM where they are paired
by the combination of T and a two-fold nonsymmorphic symmetry, as detailed
in 6.4.3. As verified by analysis of symmetry-allowed linear terms in the tight
binding model in Appendix 6.8.2, bands along ΓX and ΓY feature essential 2D
Weyl points and form essential 4-band tangles which resemble hourglasses [245]. As
noted in 6.4.2, these points cannot be paired at any of the TRIMs and eliminated
as long as the two screws are preserved, as the combination of the nonsymmorphic
symmetry and T 2 = −1 provides a topological obstruction to doing so, even when
this system is stacked into the third dimension and the Weyl points become 3D with
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Figure 6.9: The generators (a), lattice (b), and a typical band structure (c) for p21212, layer group
21, (space group 18). This low-symmetry group is generated just by two perpendicular two-fold
screws protruding from the sites. Due to having broken inversion symmetry and a combination of
nonsymmorphic symmetries incompatible with placement onto the 1st amphidicosm in Fig. 6.2,
this system has essential 4-band tangles which resemble hourglasses, such that at fillings of ν = 2, 6,
it has 2D essential Weyl points along ΓY and ΓX [245]. Bands along most lines are singly
degenerate and therefore capable of crossing with symmetry protection by the same mechanism as
in Fig. 6.6 (though for the choice of parameters in (c) the system is an insulator at half filling; ΓY
is narrowly gapped). Bands along XM and YM are two-fold-degenerate by the combination of a
two-fold nonsymmorphic symmetry and T , as detailed in 6.4.3. M hosts four-fold points despite
the absence of inversion, owing to {S2x, S2y} = 0 and (S2x)2 = (S2y)2 = +1 at this point, as
detailed in 6.4.1. At fillings of ν = 2, 6, this system is therefore an essential semimetal, and can
be tuned to have a minimal Fermi surface of four Weyl points and a Dirac point.
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well-defined Chern numbers. At M, the two screws anticommute and square to +1,
and therefore despite the absence of inversion symmetry, bands at M are four-fold-
degenerate, and in fact are linearly dispersing. Therefore, at fillings ν = 2, 6, this
system is an essential point node semimetal, and can be tuned to have a minimal
Fermi surface of four Weyl points and a Dirac point. Though we have chosen
parameters which gap this system at half filling (Fig. 6.9(c)), the singly-degenerate
bands across many of the high-symmetry lines are capable of inverting with local
protection by the same mechanism as a previous system with a WPVZ bound of 2,
layer group 23 (Fig. 6.7).
It is worth noting that despite having two perpendicular nonsymmorphic symme-
tries, layer groups 44 and 21 do not achieve WPVZ bounds of 8. One can understand
this bound limitation by recalling that a key requirement of the modding procedure
in 6.3.1 was the selection of manifolds without fixed points. In terms of symme-
try operations, this requirement can be restated, as noted by Bieberbach, that the
product of the nonsymmorphic symmetries selected for modding, as defined from a
common origin, must itself also be a nonsymmorphic operation [89]. Examining the
two screw generators:
tx/2C2xty/2C2y = itx/2t−y/2(C2z) (6.5.3)
which is itself just a C2z symmorphic rotation about the center of the unit cell.
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As we will see in the subsequent section, the only combination of operations which
can achieve a WPVZ bound of 8 in layer group systems is tx/2Mzˆ and ty/2C2y.
Within the layer groups with WPVZ bounds of 4, one can also achieve a Dirac
semimetal at fillings ν ∈ 4Z through a band inversion transition. In p21/b11, layer
group 17, (space group 14) (Fig. 6.10), there exists an offset between horizontal
glide lines, which connect adjacent sites A and B, and inversion centers, which lie
between sites A and C (Fig. 6.10(b)). As explained in Ref. 56 and in 6.4.3, this
offset allows bands along YM to be two-fold-degenerate with pairs of the same glide
mirror eigenvalue. At fillings ν = 2, 6, the tight-binding models in Appendix 6.8.2
show that this system is an essential Dirac semimetal with Dirac points at X and
Y , but also show that other nodal features are possible at ν = 4. A band inversion
about a TRIM, here M , leads to the creation of a Dirac point along YM and its
time-reverse (Fig. 6.10(d)).
In a three-dimensional stack of this system, this feature would instead emerge as
a Dirac line node. However, unlike the Dirac line node in SrIrO3 in Ref. 34, which
is also locally protected by an inversion-center offset and a glide mirror, this line
node in space group 14 could be removed by a band-inversion transition. As we will
examine in the next section, SrIrO3 in space group 62 has a WPVZ bound of 8 and
is in fact more closely related to a different layer group. Therefore, we find that
for the protection of essential 8-band Dirac nodal features such as the line node in
SrIrO3, the statements from Ref. 56 are necessary for local protection, but insuf-
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Figure 6.10: The generators (a), lattice (b), and two possible band structures (c,d) for p21/b11,
layer group 17, (space group 14). The lattice has horizontal glide lines along the sites and inversion
centers between the A and C sites and between the B and D sites. Due to the combination of I
and T , bands everywhere are two-fold-degenerate. The offset between the inversion centers and
the glide lines leads to four-fold degeneracies at X and Y , as noted in Fig. 6.4 and in 6.4.3. As
these four-fold points are linearly dispersing, in accordance with the WPVZ bound this system is
an essential Dirac semimetal at fillings of ν = 2, 6, allowing an idealized Fermi surface consisting
of two Dirac points. At half filling, however, this system is capable of being both an insulator
(c) or a semimetal (d), as bands along YM are two-fold-degenerate with pairs of the same glide
mirror eigenvalue. This semimetallic phase is locally protected by the statements in Ref. 56, but
can be gapped out by a band-inversion transition. Therefore, for guaranteeing the existence of an
essential 8-band Dirac semimetallic phase, like that in SrIrO3 in Ref. 34, we find the inversion-
center offset highlighted in Ref. 56 to be a necessary, but insufficient condition, and that we must
require additional constraints.
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ficient for guaranteeing existence. As we will explore in the following section, an
inversion-center offset from a nonsymmorphic symmetry is only one of three condi-
tions required to form an essential Dirac line node. In fact, we will see that 8-band
essential semimetallic structures can even be formed in the absence of inversion
symmetry.
6.5.3 WPVZ Bound of 8
Though many layer groups exist with multiple perpendicular, two-fold nonsymmor-
phic symmetries, only 3 such groups exist which satisfy the condition for modding
out more than one nonsymmorphic operation, namely that the product of the two
operations, as defined from a common origin, is itself also a nonsymmorphic oper-
ation [89]. We find that in the 80 layer groups, only groups with both tx/2Mzˆ and
ty/2C2y (as well as any trivial, in-plane rotations of them) can achieve this condition
and therefore allow placement onto the 1st amphidicosm and have WPVZ bounds
of 8.
Of these three layer groups, two of them, layer groups 43 and 45, have inversion
symmetry and are very similar to each other. Choosing to focus on the high-
symmetry layer group 45, pbma (Fig. 6.11), we can see clearly along XM a robust
8-band Dirac feature which matches the nodal ring in SrIrO3 [34] (Fig. 6.11(c)). In
fact, space group 57, the stacked equivalent of layer group 45, is closely related to the
SrIrO3 pbnm space group 62, with the chief difference coming from the substitution
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Figure 6.11: The generators (a), lattice (b), and a typical band structure (c) for pbma layer group
45 (space group 57). This high-symmetry layer group has glide mirrors in the x and z directions
and Myˆ about the sites, such that it has an inversion center in the center of its unit cells, off
of glide line Gx = ty/2Mxˆ. This offset allows for bands along XM to be two-fold-degenerate
with the same Gx eigenvalues, which locally protects Dirac points along that line and its time-
reverse, much like the local protection of the Dirac point in Fig. 6.10(d). However, unlike in
that previous semimetal, whose nodal features were optionally created by tuning through a band-
inversion transition, the Dirac points in layer group 45 are essential, making them more like the
essential Dirac line node in SrIrO3 in space group 62 [34]. Because four-fold points are required
at X and M by the relationship between Gx, Sy = tx/2ty/2C2y, and I, and because Gx commutes
with all other independent symmetry operations of the layer group at M , four-fold points at X
and M have differing Gx eigenvalue pairings (d), leading to the required crossing along MX.
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of a three-dimensional “n-glide” with an in-plane “b-glide”.
The relationship between layer group 45 and space group 62 can be examined
both from a consideration of allowed flat manifold placements and from an eval-
uation of band multiplicity and symmetry eigenvalue structure. In the language
of WPVZ, layer group 45 (space group 57) has a four-site unit cell with nonsym-
morphic symmetries tx/2Mzˆ and ty/2C2y as defined from the common origin of the
midpoint between the A and B sites, leading as explained in 6.3.1 to an allowed
placement onto the 1st amphidicosm and the requirement that at least 8 bands be
tangled together. Space group 62 has a four-site unit cell with its Sy above the
glide plane, so using the same axes one can mod out the nonsymmorphic operations
tx/2Mzˆ and tz/2ty/2C2y, allowing placement onto the 2nd amphidicosm and requiring
that at least 8 bands be tangled together (the 2nd amphidicosm is a fundamentally
three-dimensional manifold and does not neatly decompose into the modified fun-
damental polygons from Fig. 6.2.) Finally, as neither space group 57 nor space
group 62 is among the 10 known space groups for which the platycosm formulation
of the WPVZ bound is insufficient, we can deduce that in these two space groups
all minimally tangled bands will in fact come in groups of exactly 8 [216].
From a symmetry perspective, the story regarding this band structure is a bit
more involved. We find that there are three criteria which must all be met to
guarantee the existence of an essential eight-band tangle in an orthorhombic sys-
tem with inversion symmetry. First, one must check whether or not any two-fold
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nonsymmorphic symmetry lines or planes exist offset from an inversion center. As
detailed in 6.4.3 and Ref. 56, a system which fulfills this criterion, if it has two-
fold-degenerate bands along the k-space nonsymmorphic line or plane at the zone
boundary, will have multiplets with the same eigenvalue of the nonsymmorphic
symmetry that can cross and form Dirac points with local protection. The second
criterion involves checking whether such a crossing is prohibited from being removed
by a band-inversion transition. Such a process can only be prevented when bands
at the TRIMs on either side of the two-fold nonsymmorphic line or plane, here at
M and at X, are all four-fold-degenerate. Determining this degeneracy can either
be accomplished by considering at those TRIMs the algebra between all of the
independent space group generators, or by consulting a crystalline symmetry text-
book such as Bradley and Cracknell [26]. Finally, and most importantly, to prove
that an odd number of Dirac crossings must exist along the high-symmetry line, one
must additionally show that the four-fold-degenerate bands at the bounding TRIMs
support a particular algebra. Specifically, at the TRIM where the nonsymmorphic
operation which is offset from the inversion center squares to +1, that symmetry
must commute with all other independent operations which generate the space group
and are valid at that TRIM. If this final criterion is met, then the nonsymmorphic
operation must have at that point, here M , a 4 × 4 representation proportional
to the identity and therefore eigenvalues {+,+,+,+} or {−,−,−,−}. As at the
other bounding TRIM where the nonsymmorphic operation squares to −1, here
X, time-reversal requires that the imaginary nonsymmorphic eigenvalues be paired
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{+,+,−,−}, doubly-degenerate bands must cross an odd number of times between
the two bounding TRIMs and form at least one essential Dirac crossing. In three
dimensions, if this occurs in a glide plane, then any path between the two TRIMs
must contain a Dirac crossing and a Dirac line node forms, as is the case in SrIrO3.
Elements of these criteria for this particular iridate system were recently noted in
Ref. 40.
Returning to layer group 45, we can examine how evaluating these criteria works
in practice. Only the product of two generators, Gx = ty/2Mxˆ, satisfies the inversion-
center-offset criterion and is therefore suitable for consideration. Bands at X must
be four-fold-degenerate, as {Gx, I} = 0 here and I2 = +1, as noted in 6.4.1. At
M , another two-fold operation, such as ty/2C2y, as defined from an inversion center,
can anticommute with one of the two remaining independent layer group generators
and mandate that bands there also be four-fold-degenerate. Finally, we can note
that as defined from a common origin along the Gx lines, [Gx,Π] = 0 at M for all
Π, where Π is an independent generating operation of layer group 45. Matching
bands with the same Gx eigenvalues λ
± = ±ieiky/2, Fig. 6.11(d) shows that these
criteria necessitate the existence of a Dirac point along XM .
While more involved than the WPVZ bound method for determining if groups of
eight bands have to be tangled together in a system with inversion symmetry, this
consideration of symmetry eigenvalues and commutation relations is beneficial when
dealing with three-dimensional space groups for which the platycosm formulation of
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the WPVZ bound breaks down. For example, in systems where high-fold rotation
leads to an eight-fold double Dirac point, the WPVZ bound calculated through a
consideration of flat manifold placement only seems to capture the particular 8-
band Dirac feature seen in layer group 45. While the platycosm formulation of the
WPVZ bound states that space group 130 has a minimal insulating filling of 8Z and
space group 135 a minimal insulating filling of 4Z, both crystal systems are very
similar in practice and both in practice host essential double Dirac points [224]. The
only distinguishing feature between them is that additional Dirac points are present
in space group 130 at fillings ν ∈ 4 + 8Z, owing to the offset of a screw rotation
from the inversion centers. The same set of two-fold nonsymmorphic symmetries
lies along the inversion centers in space group 135, and therefore the first part of
the criteria for local protection of such Dirac points is not met.
This consideration of two-fold nonsymmorphic symmetries predicts 8-band Dirac
features even when the platycosm formulation of the WPVZ bound fails. Space
group 73, due to the limitations of the modding procedure as it relates to inversion
symmetry, combined with the body-centered geometry of its underlying lattice, is
incorrectly predicted to have a minimal insulating filling of 4Z by the platycosm
formulation of the WPVZ bound [216]. In a paper released during the final stages
of preparing this chapter, WPVZ noted using a similar eigenvalue and commutation
algebra consideration that this system, generated only by two-fold nonsymmorphic
operations and inversion symmetry, hosts essential eight-band features in the non-
interacting limit [217].
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Figure 6.12: The generators (a), lattice (b), and a typical band structure (c) for layer group 33
pb21a (space group 29). This is the only layer group which can achieve a WPVZ bound of 8
without inversion symmetry. Bands along ΓY are two-fold-degenerate by the anticommutivity of
Sy = ty/2C2y and Gx = tx/2ty/2Mxˆ. Bands along YM are two-fold-degenerate by the combination
of Gx and T . Even though the layer group only consists of two-fold nonsymmorphic symmetries
without inversion, the combination of symmetries is such that eight bands have to be tangled
together along ΓX and XM . Listing the eigenvalues of Sy and Gz = tx/2Mzˆ (d), the evolution
of the two-fold nonsymmorphic eigenvalues for each symmetry λ± = ±ieikx/y/2 causes bands to
form characteristic four-band structures as explained in Ref. 245. Starting at Γ, one can choose
parameters such that along ΓX there is a gap at half filling with these four-band structures above
and below the gap. However, because [Sy, Gz] = 0 along XM , the four-band structures which
form along XM preserve the eigenvalue of Gz (±1 indicated as a dashed or solid line respectively)
and exchange new partners with local protection, forming a sort of 8-band “cat’s cradle” structure
and filling in the gap at ν = 4 with essential Weyl points. Should one tune parameters as to open
up a gap along XM , the resultant Weyl points at half filling will instead form along ΓX.
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The WPVZ bound proves most advantageous when considering systems with-
out inversion, In layer group 33 pb21a (space group 29) (Fig. 6.12(a)), there is no
inversion symmetry, and so bands can only become two-fold-degenerate by the com-
bination of T and a two-fold nonsymmorphic symmetry (here Gx = tx/2ty/2Mxˆ for
YM) or by the anticommutivity of two spatial symmetries along a common line
(here Sy = ty/2C2y and Gx along ΓY ) (Fig. 6.12(c)). However, neither set of two-
fold-degenerate bands contributes to obvious eight-band essential Dirac features,
and one might be tempted when just considering symmetry eigenvalues to guess
that this layer group is an insulator at ν = 4. However, because this four-site sys-
tem has Sy and Gz = tx/2Mzˆ, placement is still allowed onto the 1st amphidicosm
and WPVZ predict that 8 bands must be tangled together across the 2D BZ. Ob-
serving the band structure (Fig. 6.12(c)), there is in fact an essential eight-band,
“cat’s cradle-like” Weyl feature present along the path ΓX ∪ XM , with all four
essential Weyl points laying along the same line.
These essential Weyl points can be explained by examining the evolution of
nonsymmorphic symmetry eigenvalues λ± = ±ieikx/y/2 (Fig. 6.12(d)). Consider
choosing parameters such that along ΓX bands are separated into two four-band,
hourglass-like structures with a gap at ν = 4. For most layer groups, these four-band
structures would be the extent of the essential band-tangling features and the system
could remain gapped at ν = 4 across the entire 2D BZ. However, because in layer
group 33 [Sy, Gz] = 0 along XM , the four-band structures which form along XM
preserve the eigenvalue of Gz (±1 indicated as a dashed or solid line respectively
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in Fig. 6.12(d)) and exchange new partners with local protection, forming a sort of
8-band “cat’s cradle” structure and filling in the gap at ν = 4 with essential Weyl
points. Should one tune parameters as to open up a gap along XM , the resultant
Weyl points at half filling will instead form along ΓX.
6.6 Discussion
In this chapter, we have fully characterized the essential nodal semimetallic band
features allowed in the layer groups. By using a bound on the minimal insulating
filling, derived from the compatibility between symmetry generators of a layer group
and embedding the underlying lattice onto a flat compact manifold, we found that
there can be layer group semimetals with interlocking groups of 2, 4, or 8 bands
which cannot be untangled without lowering the spatial symmetry of the system.
This bound was achieved following a procedure by Watanabe, Po, Vishwanath, and
Zaletel (WPVZ) in Ref. 216 valid for both interacting and noninteracting systems
which, though failing in select cases in three dimensions [27, 217, 224], is complete
for all of the space groups which derive from trivial stackings of the wallpaper and
layer groups. Within layer groups with minimal insulating fillings of 4Z, the results
of Ref. 245 can be recovered, but one can also find new features, such as a band-
inversion-type Dirac semimetal protected by an inversion-center offset. Three layer
group systems, specifically layer groups 33, 43, and 45 (space groups 29, 54, and
57, respectively, when stacked) can achieve minimal insulating fillings of 8Z. Layer
239
groups 54 and 57 have inversion symmetry, and are therefore Dirac semimetals at
fillings ν ∈ 4 + 8Z, with their 8-band essential Dirac features owing to the same
mechanism of symmetry protection as the line node in SrIrO3 [34]. Layer group
33, however, does not have inversion, and instead has a previously uncharacterized
essential eight-band “cat’s cradle” Weyl fermion feature with four essential Weyl
points present along a high-symmetry line at fillings ν ∈ 4 + 8Z.
In addition to the constraints imposed on the band features of quasi-two-dimensional
mono- or few-layer systems, this consideration of compact flat manifold placements,
specifically for the strictly two-dimensional wallpaper systems in 6.3.1, also provides
restrictions on the allowed band features on the surfaces of three-dimensional sys-
tems. For groupings of bands which don’t require a bulk to exist, namely the
trivially-connected states of topological crystalline insulators, such as the “hour-
glass fermions” in Ref. 214, this bound indicates that symmetry can force, at most,
four bands to be tangled together on the surface of a three-dimensional system. As
there are only four wallpaper groups with glide lines, this further constrains the
possible topological surface band flows as well. Considering the allowed band fea-
tures in the wallpaper groups, a combination of symmetry analysis and minimal
insulating filling restrictions should allow one to exhaustively deduce all possible
“hourglass”-like surface flows permitted in bulk-insulating systems.
Finally, the two-dimensional and quasi-two-dimensional systems characterized in
this chapter can provide significant benefits over their three-dimensional counter-
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parts. They are considerably easier to visualize and analyze by crystalline symme-
try. They are also easier to simulate in tight-binding and density functional theory
calculations, allowing for a relatively fast route towards predicting and engineer-
ing two-dimensional nodal semimetals, including eight-band structures analogous
to those in three dimensions. These systems can also allow experimental access to
two-dimensional topological physics. As characterized in Ref. 245, nonsymmorphic
two-dimensional materials can be pinned by an additional symmetry to the quan-
tum critical point between a trivial and a topological insulator, and therefore one
could consider them as parent materials for examining strain-engineered topological
phase transitions.
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2-Torus Repeated Klein Bottle 
(a) (b) 
Figure 6.13: A 2-torus (a) and two Klein bottles with a common boundary (b). In order to
create a shape with the same external arrows as the 2-torus, two Klein bottles have to be placed
together, sharing the common twisted boundary. This procedure is the origin of the bold numbers
in Figures 6.1 and 6.2. For a four-site unit cell, this decimation factor, ndec = Aunit/Adec where
A is the area of the original and decimated unit cells respectively, gives the minimal insulating
filling constraint ν ∈ 2ndecZ.
6.8 Appendix
6.8.1 Further Notes on and Examples of Decimations and Flat-Manifold
Placement
In this appendix, we visually detail the decimation procedure from Figure 6.3 in
layered two-dimensional systems.
For layered two-dimensional systems, the consideration of minimal insulating
filling is completely captured by the number of fixed-point-free decimations of a
four-site unit cell. One can consider this unit cell as being the final one before the
boundary in both the x and y (in-plane) directions. As one row of atoms is chopped
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off and the coordinate-axis boundary condition twisted, this unit cell is decimated
by modding out the nonsymmorphic symmetry which related the atoms remaining
to those removed by decimation. We can consider for any manifold a decimation
factor:
ndec =
Aunit
Adec
(6.8.1)
which measures the ratio of the areas of the original to the decimated unit cell.
This factor is precisely the bold numbers indicated in Figures 6.1 and 6.2, which
could also be expressed as the number of times a manifold would have to be repeated
with a common boundary in order to create a supercell with the same external
boundary as the 2-torus in wallpaper systems, or the 3-torus in general layer group
systems (Figure 6.13). For a four-site unit cell in two dimensions, the insulating
fillings, absent any additional band inversions, are therefore:
ν ∈ 2ndecZ. (6.8.2)
A central part of this procedure is the restriction that we only utilized fixed-
point-free decimations. As emphasized in the main text, multiple decimations by
two-fold operations are only allowed if the product of those operations is itself also
an inherently nonsymmorphic operation [89, 216].
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Figure 6.14: A demonstration of the decimation procedure for two layer groups with multiple
nonsymmorphic symmetries. The minimal insulating filling is proportional to the ratio of the
sizes of the maximally decimated unit cell to that of the original, with special consideration
given to avoid decimations which introduce fixed points. Layer group 21 (space group 18) (a) is
generated by two perpendicular screws: Sx/y = tx/y/2C2x/y. One could choose to mod out Sx first,
reducing the area of the unit cell by half and placing the system onto the dicosm. However, further
decimation by Sy would then be disallowed, because SxSy ∼ tx/2ty/2(C2z), which is an inherently
symmorphic operation (C2Z about the center of the unit cell). Therefore, choosing either screw,
the maximal decimation of layer group 21 gives ndec = 2 and placement onto the dicosm, with a
minimal insulating filling of ν ∈ 4Z. Conversely, layer group 33 (space group 29) (b) is generated
by Sy and Gz = tx/2Mzˆ. Modding out Gz first removes the right half of the unit cell and places
the system onto the 1st amphicosm. However, this is not the maximal decimation, as the product
SyGz ∼ tx/2(ty/2Mxˆ), which is an inherently nonsymmorphic operation. Therefore, layer group
33 admits an additional decimation by Sy onto the 1st amphidicosm, resulting in ndec = 4 and a
minimal insulating filling of ν ∈ 8z.
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Figure 6.14 illustrates two examples of layer groups with multiple nonsymmor-
phic group elements. Layer group 21 (space group 18) (Fig. 6.14(a)) is generated
by two perpendicular screws: Sx/y = tx/y/2C2x/y. One could choose to mod out
Sx first, reducing the area of the unit cell by half and placing the system onto
the dicosm. However, further decimation by Sy would then be disallowed, because
SxSy ∼ tx/2ty/2(C2z), which is an inherently symmorphic operation (C2Z about the
center of the unit cell). Therefore, choosing either screw, the maximal decimation
of layer group 21 gives ndec = 2 and placement onto the dicosm, with a minimal in-
sulating filling of ν ∈ 4Z. Conversely, layer group 33 (space group 29) (Fig. 6.14(b))
is generated by Sy and Gz = tx/2Mzˆ. Modding out Gz first removes the right half
of the unit cell and places the system onto the 1st amphicosm. However, this is
not the maximal decimation, as the product SyGz ∼ tx/2(ty/2Mxˆ), which is an in-
herently nonsymmorphic operation. Therefore, layer group 33 admits an additional
decimation by Sy onto the 1st amphidicosm, resulting in ndec = 4 and a minimal
insulating filling of ν ∈ 8Z.
6.8.2 Tight-Binding Models
In this appendix, we list the tight-binding Hamiltonians for the example layer groups
selected for this chapter (Figs. 6.6-6.12).
We begin by considering a four-site rectangular unit cell in two dimensions
(Fig. 6.5). Initially, each site has spherical symmetry such that this high-symmetry
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system can be considered a relabeling of a rectangular one-site unit cell with all of
the symmetries of the underlying Bravais lattice. Repeating the procedure from 6.5,
we designate Pauli matrices for the sublattice degrees of freedom, with τx indicating
s-orbital-like hopping between the A and B (and C and D) sites and µx indicating
s-orbital-like hopping between the A and C sites (and B and D) such that τxµx
indicates s-like-hopping between A and D sites (and B and C). Each site is given
an additional spin degree of freedom σ such that our overall model has eight bands.
We can, in this high-symmetry limit, first write down all of the first- and second-
nearest-neighbor s-orbital-like hopping terms:
H0 = tx cos
(
kx
2
)
τx + ty cos
(
ky
2
)
µx
+ t2 cos
(
kx
2
)
cos
(
ky
2
)
τxµx (6.8.3)
where the lattice spacing ax/y has been set to 1. From there, terms can be
added to reduce the symmetry of the system into a particular layer group and lift
many of the degeneracies. For a particular layer group LG, we consider the set of
all symmetry-allowed first- and second-nearest-neighbor hoppings (other than the
existing s-like ones) to be a potential VLG such that overallHLG = H0+VLG. We find
that using all of the terms up to second-nearest-neighbor interactions produces layer-
group-specific band structures (though occasionally allows for an artificial chiral
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symmetry, which could be broken by introducing symmetry-allowed third-nearest-
neighbor terms).
For each layer group, the allowed terms VLG can be determined by considering
how the group generators transform a generic Hamiltonian H(kx, ky) and finding all
physical hopping terms invariant under that transformation. In practice, the form
of the representation of each group generator in the sublattice and Bloch space is
that of the representation at Γ multiplied by an operation on ~k. Additionally, all
systems are considered to be time-reversal symmetric with T = iσyK ⊗ (~k → −~k)
such that T 2 = −1.
In the following subsections, we detail the group generators and VLG for each of
the example systems in the text. All generators are defined from the common origin
of site A. In order, the generators are described by the name of the generator, the
generator as operations defined from site A, and the form of the representation of
the operator for our eight-band H(~k). Similar terms are grouped under the same
constants for simplicity, though this is not explicity required by symmetry. Values
of the constants used for band plots have been noted after each VLG.
6.8.2.1 Layer Group 37
Layer group 37, pmmm (space group 47) has a WPVZ bound of 2 and the following
generators:
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Mxˆ = tx/2Mxˆ = τ
xσx ⊗ (kx → −kx)
Myˆ = ty/2Myˆ = µ
xσy ⊗ (ky → −ky)
Mzˆ = Mzˆ = σ
z. (6.8.4)
This results in the following allowed first- and second-nearest-neighbor hopping
terms:
V37 = cos
(
kx
2
)
[vr1xτ
yµzσz]
+ sin
(
kx
2
)
[vp1xτ
y + vs1xτ
xµzσz]
+ cos
(
ky
2
)
[vr1yτ
zµyσz]
+ sin
(
ky
2
)
[vp1yµ
y + vs1yτ
zµxσz]
+ sin
(
kx
2
)
cos
(
ky
2
)
[vp2τ
yµx]
+ cos
(
kx
2
)
sin
(
ky
2
)
[vp2τ
xµy]
+ sin
(
kx
2
)
sin
(
ky
2
)
[vp2τ
yµy] . (6.8.5)
For the bands in Fig. 6.6(c),
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tx = 1.0, ty = 1.25, t2 = 0.4, vr1x = 0.3,
vp1x = 0.35, vs1x = −0.65, vr1y = 0.45, vp1y = 0.65
vvs1y = −0.8, vp2 = −0.2. (6.8.6)
6.8.2.2 Layer Group 23
Layer group 23, pmm2 (space group 25), has a WPVZ bound of 2. It is the result
of breaking Mzˆ in layer group 37, leading to the following generators:
Mxˆ = tx/2Mxˆ = τ
xσx ⊗ (kx → −kx)
Myˆ = ty/2Myˆ = µ
xσy ⊗ (ky → −ky). (6.8.7)
The allowed terms in layer group 23 can be therefore considered as those allowed
for layer group 37, plus new terms which don’t commute with σz:
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V23 = V37
+ cos
(
kx
2
)
[vr1xτ
yσy] + sin
(
kx
2
)
[vs1xτ
xσy]
+ cos
(
ky
2
)
[vr1yµ
yσx] + sin
(
ky
2
)
[vs1yµ
xσx]
+ cos
(
kx
2
)
cos
(
ky
2
)
[vr2 (τ
xµyσx + τ yµxσy)]
+ sin
(
kx
2
)
cos
(
ky
2
)
[vs2 (τ
xµxσy + τ yµyσx)]
+ cos
(
kx
2
)
sin
(
ky
2
)
[vs2 (τ
xµxσx + τ yµyσy)]
+ sin
(
kx
2
)
sin
(
ky
2
)
[vr2 (τ
xµyσy + τ yµxσx)] .
(6.8.8)
For the bands in Fig. 6.7(c),
tx = 1.0, ty = 1.25, t2 = 0.1, vr1x = 0.3,
vp1x = 0.35, vs1x = −0.65, vr1y = 0.45, vp1y = 0.65
vvs1y = 0.7, vp2 = −0.2, vs2 = −0.35, vr2 = 0.3. (6.8.9)
For the bands in Fig. 6.7(d),
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tx = 1.0, ty = 1.25, t2 = 0.9, vr1x = 0.3,
vp1x = 0.35, vs1x = −0.65, vr1y = 0.45, vp1y = 0.65
vvs1y = 0.7, vp2 = −0.9, vs2 = −0.35, vr2 = 0.1. (6.8.10)
6.8.2.3 Layer Group 44
Layer group 44, pbam (space group 55) has a WPVZ bound of 4 and the following
generators:
Sx = tx/2C2x = τ
xσx ⊗ (ky → −ky)
Sy = ty/2C2y = µ
xσy ⊗ (kx → −kx)
Mzˆ = Mzˆ = σ
z. (6.8.11)
This results in the following allowed first- and second-nearest-neighbor hopping
terms:
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V44 = cos
(
kx
2
)
[vr1xτ
yµzσz] + cos
(
ky
2
)
[vr1yτ
zµyσz]
+ sin
(
kx
2
)
cos
(
ky
2
)
[vp2τ
xµy]
+ cos
(
kx
2
)
sin
(
ky
2
)
[vp2τ
yµx]
+ sin
(
kx
2
)
sin
(
ky
2
)
[vp2τ
yµy] . (6.8.12)
For the bands in Fig. 6.8(c),
tx = 1.0, ty = 1.55, t2 = 0.4, vr1x = 0.3,
vvr1y = 0.6, vp2 = 0.2. (6.8.13)
6.8.2.4 Layer Group 21
Layer group 21, p21212 (space group 18), has a WPVZ bound of 4. It is the result
of breaking Mzˆ in layer group 44, leading to the following generators:
Sx = tx/2C2x = τ
xσx ⊗ (ky → −ky)
Sy = ty/2C2y = µ
xσy ⊗ (kx → −kx). (6.8.14)
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The allowed terms in layer group 21 can be therefore considered as those allowed
for layer group 44, plus new terms which don’t commute with σz:
V21 = V44
+ cos
(
kx
2
)
[vr1x (τ
yσy + τ yµzσz)]
+ sin
(
kx
2
)
[vs1xτ
xσx]
+ cos
(
ky
2
)
[vr1y (µ
yσx + τ zµyσz)]
+ sin
(
ky
2
)
[vs1yµ
xσy]
+ cos
(
kx
2
)
cos
(
ky
2
)
[vr2 (τ
xµyσx + τ yµxσy)]
+ sin
(
kx
2
)
cos
(
ky
2
)
[vs2 (τ
xµxσx + τ yµyσy)]
+ cos
(
kx
2
)
sin
(
ky
2
)
[vs2 (τ
xµxσy + τ yµyσx)]
+ sin
(
kx
2
)
sin
(
ky
2
)
[vr2 (τ
xµyσy + τ yµxσx)] .
(6.8.15)
For the bands in Fig. 6.9(c),
253
tx = 1.0, ty = 1.55, t2 = 0.4, vr1x = 0.3,
vs1x = 0.65, vvr1y = 0.6, vs1y = 0.85,
vr2 = 0.6, vs2 = 0.7. (6.8.16)
6.8.2.5 Layer Group 17
Layer group 17, p21/b11 (space group 14) has a WPVZ bound of 4 and the following
generators:
I = ty/2I = µx ⊗ (~k → −~k)
Gy = tx/2Myˆ = τ
xσy ⊗ (ky → −ky). (6.8.17)
This results in the following allowed first- and second-nearest-neighbor hopping
terms:
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V17 = cos
(
kx
2
)
[vr1xτ
yσx] + sin
(
kx
2
)
[vs1xτ
xµzσy]
+ sin
(
ky
2
)
[vp1yτ
zµy]
+ cos
(
kx
2
)
cos
(
ky
2
)
[vr2τ
yµxσx]
+ sin
(
kx
2
)
cos
(
ky
2
)
[vp2τ
xµy + vs2τ
yµyσx]
+ cos
(
kx
2
)
sin
(
ky
2
)
[vs2τ
yµyσy]
+ sin
(
kx
2
)
sin
(
ky
2
)
[vr2τ
yµxσy] (6.8.18)
noting that additional terms are also allowed due to this system’s invariance
under σx ↔ σz.
For the bands in Fig. 6.10(c),
tx = 1.0, ty = 1.14, t2 = 0.4, vr1x = 0.3,
vs1x = 0.65, vvp1y = 0.8, vr2 = 0.25,
vp2 = 0.2, vs2 = 0.45. (6.8.19)
For the bands in Fig. 6.10(d),
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tx = 1.0, ty = 1.14, t2 = 0.4, vr1x = 0.3,
vs1x = 0.65, vvp1y = 0.2, vr2 = 0.25,
vp2 = 0.2, vs2 = 0.45. (6.8.20)
6.8.2.6 Layer Group 45
Layer group 45, pbma (space group 57) has a WPVZ bound of 8 and the following
generators:
Gz = tx/2Mzˆ = τ
xσz
Sy = tx/2ty/2C2y = τ
xµxσy ⊗ (kx → −kx)
I = tx/2ty/2I = τxµx ⊗ (~k → −~k). (6.8.21)
This results in the following allowed first- and second-nearest-neighbor hopping
terms:
256
V45 = cos
(
kx
2
)
[vr1xτ
yµzσy] + cos
(
ky
2
)
[vr1yτ
zµyσy]
+ sin
(
ky
2
)
[vs1yτ
zµxσx]
+ sin
(
kx
2
)
cos
(
ky
2
)
[vp2τ
xµy] . (6.8.22)
For the bands in Fig. 6.11(c),
tx = 1.0, ty = 1.25, t2 = 0.4, vr1x = −0.3,
vr1y = 0.45, vvs1y = 0.8, vp2 = −0.2. (6.8.23)
6.8.2.7 Layer Group 33
Layer group 33, pb21a (space group 29) has a WPVZ bound of 8 and the following
generators:
Gz = tx/2Mzˆ = τ
xσz
Sy = ty/2C2y = µ
xσy ⊗ (kx → −kx). (6.8.24)
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V33 = cos
(
kx
2
)
[vr1xτ
yµzσx] + sin
(
kx
2
)
[vs1xτ
xσz]
+ cos
(
ky
2
)
[vr1y (τ
zµyσx + µyσz)]
+ sin
(
ky
2
)
[vs1yτ
zµxσy]
+ cos
(
kx
2
)
cos
(
ky
2
)
[vr2 (τ
yµxσy + τxµyσz)]
+ sin
(
kx
2
)
cos
(
ky
2
)
×
[vp2τ
xµy + vs2 (τ
yµyσy + τxµxσz)]
+ cos
(
kx
2
)
sin
(
ky
2
)
[vs2τ
yµyσx]
+ sin
(
kx
2
)
sin
(
ky
2
)
[vr2τ
yµxσx] . (6.8.25)
For the bands in Fig. 6.12(c),
tx = 1.0, ty = 1.25, t2 = 0.4, vr1x = −0.3,
vs1x = 0.3, vr1y = 0.45, vvs1y = 0.8,
vr2 = 0.25, vp2 = −0.2, vs2 = 0.45. (6.8.26)
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6.8.3 List of Filling Conditions for the 80 Layer Groups
In this appendix, we list the 80 layer groups as sorted by their allowed platycosm
placements. For each layer group, we cite the equivalent space group for a three-
dimensional stack of that system [87].
The 17 layer groups which could additionally describe the boundary of a three-
dimensional object also comprise the wallpaper groups and are denoted with (w).
These groups contain no operations which would exchange the interior and exterior
of such a three-dimensional object, and therefore (if zˆ is the layer stacking direction
or surface normal) are disallowed from having P , Mzˆ, or C2x/y, as well as any of
those operations followed by a fractional lattice translation.
Layer groups without nonsymmorphic symmetries are only allowed placement
onto the torocosm, or 3-torus, and have no insulating filling constraints besides
ν ∈ 2Z by Kramers’ theorem.
Layer groups with two-fold screws and no glide mirrors can be decimated and
placed onto the two-sided dicosm, which results in insulating fillings of ν ∈ 4Z
absent any additional band inversions with locally-protected crossings (otherwise
stated as the “minimal-insulating filling”).
Layer groups with glide mirrors and no two-fold screws can be decimated and
placed onto the one-sided 1st amphicosm, which results in a minimal insulating
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3-Torus (43 Layer Groups)
ν ∈ 2Z
Layer Group Space Group Layer Group Space Group
1 (w) 1 53 89
2 2 55 (w) 99
3 (w) 3 57 111
4 6 59 115
6 10 61 123
8 3 65 (w) 143
10 5 66 147
11 (w) 6 67 149
13 (w) 8 68 150
14 10 69 (w) 156
18 12 70 (w) 157
19 16 71 162
22 21 72 164
23 (w) 25 73 (w) 168
26 (w) 35 74 174
27 25 75 175
35 35 76 177
37 47 77 (w) 183
47 65 78 187
49 (w) 75 79 189
50 81 80 191
51 83
Table 6.1: Layer groups allowed placement onto the 3-torus, with minimal insulating fillings of
ν ∈ 2Z.
Only Dicosm (6 Layer Groups)
ν ∈ 4Z
Layer Group Space Group Layer Group Space Group
9 4 21 18
15 11 54 90
20 17 58 113
Table 6.2: Layer groups allowed placement onto only the dicosm, with minimal insulating fillings
of ν ∈ 4Z.
260
Only 1st Amphicosm (17 Layer Groups)
ν ∈ 4Z
Layer Group Space Group Layer Group Space Group
5 7 36 39
7 13 38 49
12 (w) 7 39 50
16 13 48 67
24 (w) 28 52 85
25 (w) 32 56 (w) 100
30 27 60 117
31 28 62 125
34 30
Table 6.3: Layer groups allowed placement onto only the 1st amphicosm, with minimal insulating
fillings of ν ∈ 4Z.
filling of ν ∈ 4Z.
Layer groups with both glide mirrors and two-fold screws require more careful
examination. As part of the procedure for decimation from 6.3 and Appendix 6.8.1,
all combinations of perpendicular nonsymmorphic symmetries must be examined
to determine if further decimation is allowed from the dicosm or 1st amphicosm
into the 1st amphidicosm. For the layer groups, that decimation is in practice only
allowed for systems with four or more sites per unit cell and any z-axis rotation of
Sy = ty/2C2y and Gz = tx/2Mzˆ.
Absent these conditions, for layer groups with both glide mirrors and screws,
frequently the case in those with inversion symmetry, one could choose to mod
out using either the glide or the two-fold screw, allowing placement onto either the
dicosm or the 1st amphidicosm. For both cases, the filling restrictions are the same:
an insulator can only occur at fillings of ν ∈ 4Z.
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Dicosm or 1st Amphicosm (11 Layer Groups)
ν ∈ 4Z
Layer Group Space Group Layer Group Space Group
17 14 42 53
28 26 44 55
29 26 46 59
32 31 63 127
40 51 64 129
41 51
Table 6.4: Layer groups allowed placement onto either the dicosm of the 1st amphicosm, with
minimal insulating fillings of ν ∈ 4Z.
1st Amphidicosm (3 Layer Groups)
ν ∈ 8Z
Layer Group Space Group Layer Group Space Group
33 29 45 57
43 54
Table 6.5: Layer groups allowed placement onto either the 1st amphidicosm, with minimal insu-
lating fillings of ν ∈ 8Z.
Finally, these conditions for further decimation onto to the one-sided 1st am-
phidicosm are, in fact, only satisfied by 3 layer groups. For these groups, eight
bands have to be tangled together, and therefore these 3 layer groups have minimal
insulating fillings of ν ∈ 8Z.
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Chapter 7
Topological Dirac Insulators
7.1 Abstract
Recent interest in the relationship between bulk topology and surface crystalline
symmetries has fueled the development and discovery of such materials as mirror
topological crystalline insulators and nonsymmorphic hourglass fermion insulators.
In fact, there exists only a very limited set of possible surface crystal symmetries,
captured by the 17 “wallpaper groups.” Here, we show that all possible crystalline
insulators, symmorphic and nonsymmorphic, can be exhaustively characterized by
a consideration of these wallpaper groups. In particular, the two wallpaper groups
with multiple glide lines, pgg and p4g, allow for a new topological insulating phase,
whose surface spectrum consists of only a single, four-fold degenerate, true Dirac
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fermion. Like the surface state of a conventional topological insulator, this sur-
face Dirac fermion provides a theoretical exception to a fermion doubling theorem.
Unlike the surface state of a conventional topological insulator, it can be gapped
into topologically distinct surface regions while keeping time-reversal symmetry, al-
lowing for networks of topological surface quantum spin Hall domain walls. For
orthorhombic space groups with two perpendicular glides, we catalog all possible
bulk topological phases by a consideration of the allowed non-Abelian Wilson loop
connectivities, and provide topological invariants to distinguish them. Finally, we
show how in a particular limit of these systems, the crystalline phases reduce to
copies of the Su-Schrieffer-Heeger model, and we present a simple tight-binding
model which captures all allowed phases. This chapter is reproduced from a paper
in preparation by Benjamin J. Wieder*, Barry Bradlyn*, Zhijun Wang*, Jennifer
Cano*, Youngkuk Kim, Hyeong-Seok D. Kim, A. M. Rappe, C. L. Kane, and B.
Andrei Bernevig.
7.2 Introduction
Topological phases stabilized by crystal symmetries have already proven to be
both a theoretically and an experimentally rich class of systems. The first class
of these proposed materials, mirror topological crystalline insulators (TCIs), host
surface fermions protected by the projection of a bulk mirror symmetry to a par-
ticular surface[60, 201]. They have been observed in SnTe[94, 196] and related
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compounds[50, 234]. Recent efforts to expand this analysis to systems with nonsym-
morphic surface glide mirrors – operations composed of a mirror and a half-lattice
translation – have yielded additional exotic free fermion topological phases, such
as those with so-called surface gapless “hourglass fermions,” and the glide spin-hall
effect[9, 37, 130, 185, 214]. The theoretical proposal of Refs. 9, 214 has recently
also been experimentally confirmed [138].
In addition, topological insulators (TIs) – crystalline or otherwise – provide ex-
ceptions to fermion doubling theorems. These theorems provide deep bounds on
phenomena in condensed matter physics. The simplest doubling theorem states
that in 2D, a single Kramers pair protected by time-reversal symmetry must always
have a partner elsewhere in the Brillouin Zone (BZ), otherwise the Berry phase of
a loop around it suffers from ambiguity[14, 158]. The discovery of the topological
insulator provided the first exception to this theorem in 3D: its 2D Kramers pairs
are allowed to be isolated on a single 2D surface, as they are connected to a 3D
bulk and have partners on the opposite surface[61, 93, 148, 231, 258].
Higher-fold degenerate bulk fermions, such as Dirac points, which are stabilized
by crystal symmetry, may come with their own fermion doubling theorems[24, 27,
32, 38, 135, 191, 224, 244]. As noted in Ref. 245, and shown in more detail in
the supplement, a single four-fold-degenerate Dirac fermion cannot be stabilized by
crystal symmetries as the only nodal feature at any filling of a self-contained 2D
crystal. Rather, it must always have a partner or accompanying hourglass Weyl
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points. This is because a single Dirac point in 2D represents the quantum critical
point (QCP) separating a trivial insulator (NI) from a topological insulator. Such
a Dirac point cannot be protected by symmetry because otherwise the NI and the
TI phases would be equivalent under that symmetry. In this chapter, we report a
new class of symmetry-protected topological materials which , like the topological
insulator before it, circumvents this restriction by placing a single, stable Dirac
point on the surface of a 3D material..
To realize this dream, we crucially require the surface enforcement of multiple
non-symmorphic crystal symmetries. Until now, most attention has been paid to
crystal systems with surfaces that preserve only a single glide mirror. However, two
of the 17 two-dimensional surface symmetry groups, called wallpaper groups, host
two intersecting glide lines [44]. As we show in the supplement, the algebra of the
two glides requires that bands appear with four-fold degeneracy at a single time
reversal invariant momentum (TRIM).
In this work, we study the non-interacting topological phases allowed in bulk
crystals with surfaces invariant under the symmetries of these two wallpaper groups,
pgg and p4g. We show that, in addition to generalizations of the hourglass fermions
introduced in Ref. [214], they host a novel topological phase characterized by a
single, symmetry-enforced four-fold Dirac surface fermion, i.e., with twice the de-
generacy of a traditional topological insulator surface state. This 2D Dirac fermion
is symmetry-pinned to the QCP between a TI and an NI, allowing for controllable
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topological phase transitions under glide-breaking strain.
We classify the allowed topological phases for orthorhombic crystals with two
perpendicular glides that are preserved on a single surface by considering the pos-
sible connectivities of the non-Abelian Wilson loop eigenvalues[7, 9, 64, 180, 187,
194, 246]. We demonstrate that these systems can host three classes of topolog-
ical phases: an hourglass phase with broken C4z symmetry, the novel topological
Dirac insulating phase mentioned above, and a previously uncharacterized “double-
glide spin hall” phase. We present simple topological invariants to distinguish these
phases which could be used to find material realizations.
We conclude with a discussion of the physics of a single surface four-fold Dirac
point and its unique promise for strain-engineering gapped surface phases and
topologically-protected 1D surface domain walls. In the supplemental material,
we show how these crystalline phases reduce in a particular limit to copies of the
Su-Schrieffer-Heeger Model (SSH), and we provide a simple tight binding model
which can be tuned between all allowed phases.
7.3 Wallpaper Groups pgg and p4g
The surface of a crystal is itself a lower-dimensional crystal, which preserves a subset
of the bulk crystal symmetries. Despite the myriad symmetry combinations in the
230 3D bulk space groups, all 2D surfaces are geometrically constrained to exist in
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Figure 7.1: Unit cells and Brillouin Zone (BZ) for two-site realizations of wallpaper groups pgg and
p4g, the only two wallpaper groups with multiple nonsymmorphic symmetries. The A and B sites
are characterized by T -symmetric internal degrees of freedom (blue arrows) that are transformed
under crystal symmetry operations. Physically, these could correspond to properties which trans-
form as vectors, such as atom displacements or local electric dipole moments. Glide lines (green)
exchange the sublattices. In p4g, there is an extra C4 symmetry (⊗) about the surface normal
with axes located on the sites. The combination of this C4 and the glides produces additional
diagonal symmorphic mirror lines (red) in p4g. In the BZ of p4g, C4 relates Y¯ to X¯.
one of the 17 wallpaper groups.
The set of wallpaper symmetry operations is restricted to those which preserve
the surface normal vector: rotations about that vector and in-plane mirror or glide
lines. The majority of crystal surfaces that have symmetries beyond lattice transla-
tions are symmetric under rotation and/or symmorphic mirror operators. Crystals
with these surfaces may host quantum spin Hall (QSH) phases and rotational vari-
ations of the mirror TCI phases, which exhibit two-fold degenerate free fermions
appearing along high-symmetry surface lines[50, 94, 196, 234].
For the four wallpaper groups with nonsymmorphic glide lines (pg, pmg, pgg,
and p4g), this picture is significantly enriched. Even in 2D, glide symmetries require
that groups of four or more bands intersect, an effect which frequently manifests
itself in hourglass-like band structures [216, 221, 245]. For the wallpaper groups
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with only a single glide line, pg and pmg, surface bands can be connected in a
topologically-nontrivial pattern of interlocking hourglasses, resulting in two-fold
degenerate surface fermions along glide lines [214]. However, for the remaining
two wallpaper groups with multiple orthogonal glide lines, pgg and p4g, higher-
degenerate surface fermions are allowed.
Consider a z-normal surface with glides gx,y ≡ {Mx,y|12 120} i.e., a mirror reflection
through the designated axis, followed by a translation of half a lattice vector in the
xˆ and yˆ directions (Fig. 7.1). When spin-orbit coupling is present, g2x,y = −eikx,y .
At the corner point, M¯ (kx = ky = pi), g
2
x = g
2
y = +1, and {gx, gy} = 0. As
shown in the supplement, when combined with time-reversal, which satisfies T 2 =
−1, this symmetry algebra requires that all states at M¯ are four-fold degenerate.
Furthermore, wallpaper groups with two glides are the only surface groups that
admit this algebra, and therefore the only surface groups that can host protected
four-fold degeneracies. Examination of symmetry-allowed terms in the supplemental
material reveals that four-fold points in these wallpaper groups will be linearly-
dispersing, rendering them true surface Dirac fermions.
For bulk insulators, the allowed glide-preserving bulk topologies and, conse-
quently, the z-normal surface states, can be determined without imposing a surface
by classifying the allowed connectivities of the z-projection Wilson loop holonomy
269
X  M Y  Γ X 
(0,0)	
(2,0)	
(0,2)	
(2,2)	
(3,3)	
(3,1)	
(1,1)	
(1,3)	
X  M Y  Γ X 
Figure 7.2: The eight topologically distinct Wilson band connectivities for bulk insulators with
crystal surfaces which preserve two orthogonal glide lines. Each band structure is labeled by its two
Z4 indices, (χx, χy), subject to the constraint that χx − χy = 0 mod 2. Under the imposition of
C4z symmetry in wallpaper group p4g, connectivities are excluded for which χx 6= χy. Solid black
(dashed blue) lines in the regions X¯M¯ and Γ¯Y¯ indicate bands with gx eigenvalue ±ieiky/2, while
the solid (dashed) lines in the regions Y¯ M¯ and Γ¯X¯ indicate bands with gy eigenvalue ±ieikx/2.
When inversion symmetry is present, the spectra will be particle-hole symmetric. Bands along
X¯M¯Y¯ are doubly-degenerate and meet at M¯ in a four-fold degenerate point, and bands along
Y¯ Γ¯X¯ display either the hourglass (left column) or “double-glide spin Hall” (right column) flows.
The (2,0) and (0,2) phases are relatives of the hourglass topologies proposed in Refs. 9, 214.
The novel (2,2) topological Dirac insulating phase can host a surface state consisting of a single,
four-fold degenerate Dirac fermion.
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matrix[7, 9, 57], a bulk quantity defined by:
W(kx,ky ,kz0) ≡ V
(
Pei
∫ kz0+2pi
kz0
dkzAz(kz ,ky ,kz)
)
, (7.3.1)
where P indicates that the integral is path-ordered, Az(k)ij ≡ i〈ui(k)|∂kzuj(k)〉 is
the matrix-valued Berry connection, and V is a gauge transformation relating the
wavefunctions in adjacent BZs. The rows and columns of W correspond to filled
bands, and |uj,k〉 is an occupied eigenstate at momentum k with band index j.
The eigenvalues of W are gauge invariant and of the form eiθ(kx,ky). As detailed in
the supplement, the Wilson bands inherit the symmetries of the z-normal wallpa-
per group and therefore, must also exhibit the required degeneracy multiplets of
wallpaper groups pgg and p4g. In particular, both surface and Wilson bands are
two-fold degenerate along X¯M¯ (Y¯ M¯) by the combination of time-reversal and gy
(gx) and meet linearly in four-fold degeneracies at M¯ .
By generalizing the Z4 invariant defined in Ref. 185 for single-glide wallpaper
groups[10, 11], we define topological invariants for double-glide systems using the
(001)-surface Wilson loop eigenvalues. For each glide, we define a quantized Z4
invariant on a path of three of the four exterior lines of the surface BZ. For gy in a
surface BZ in wallpaper group pgg, the invariant χy is obtained by integrating the
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Wilson phases, θj(kx, ky), along the path M¯Y¯ Γ¯X¯:
χy ≡ 1
pi
nocc/2∑
j=1
[
θ+j (M¯)− θ+j (X¯) +
∫
M¯Y¯
dθ+j +
∫
Γ¯X¯
dθ+j
]
+
nocc∑
j=1
1
2pi
∫
Y¯ Γ¯
dθj mod 4 (7.3.2)
where nocc is the number of occupied bands, the superscript ± indicates the glide
sector, and the absence of a superscript indicates the line where gy is not a symmetry
and the sum is over all bands. In the presence of an additional glide, gx, one
can obtain χx by the transformation x ↔ y, X¯ ↔ Y¯ in Eq. (7.6.33). Though
Eq. (7.6.33) is quite complicated, (χx, χy) can be easily evaluated by considering
the bands within each glide sector which cross an arbitrary horizontal line in the
Wilson spectrum, as detailed in the supplement. Wallpaper group p4g also has C4z
symmetry, which requires χx = χy and implies the existence of the symmorphic
mirrors, {M110|12 120} and {M11¯0|12 1¯20}. The mirrors yield Z mirror Chern numbers,
n110, n11¯0, respectively, which satisfy (−1)n110 = (−1)n11¯0 = (−1)χx .
To enumerate the allowed topological phases shown in Fig. 7.2, we consider pos-
sible restrictions on (χx, χy). Though χx/y can individually take on values 0, 1, 2, 3,
only pairs that satisfy χx + χy mod 2 = 0 are permitted in bulk insulators; This
can be understood as follows: if χx+χy is odd, the 2D surface consisting of the four
partial planes (0 ≤ kx ≤ pi, 0(pi), kz) and (0(pi), 0 ≤ ky ≤ pi, kz) possesses an overall
Chern number, which implies the existence of a gapless point [6, 53], contradicting
our original assumption that the system is insulating. We present a rigorous proof
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in the supplement, and show that the remaining collection of eight insulating phases
forms the group Z4 × Z2.
For χx,y = 1, 3, the system is a strong topological insulator (STI). These four
“double-glide spin Hall” phases possess the usual two-fold degenerate Kramers pairs
at Γ¯, X¯, and Y¯ as well as a four-fold degenerate Dirac point at M¯ . The four
STI phases are topologically distinct, but will appear indistinguishable in ARPES
experiments. However, if two double-glide spin hall systems with differing χx/y
are coupled together, the resulting surface modes will distinguish between χx/y =
1, 3 [185, 252] (see supplement).
When χx,y = 0, 2, the system is in a topological crystalline phase. For (χx, χy) =
(0, 2) or (2, 0), which is only permitted in a C4z-broken surface pgg, a variant of the
hourglass insulating phase is present on the surface. For example, when (χx, χy) =
(0, 2), either time-reversed partners of two-fold degenerate free fermions live along
Γ¯X¯ or both two-fold degenerate fermions live along Γ¯Y¯ and a four-fold degenerate
Dirac fermion exists at M¯ .
Finally, for χx = χy = 2, we find that the system exists in a previously un-
characterized “topological Dirac insulating” phase, capable of hosting just a single
four-fold degenerate Dirac surface fermion at M¯ .
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7.4 Discussion
We have demonstrated the existence of a topological Dirac insulator – a topological
crystalline material with a single four-fold degenerate surface Dirac point stabi-
lized by two perpendicular glides. This is one of eight topologically distinct phases
that can exist in insulating orthorhombic crystals with surfaces that preserve two
perpendicular glides; we have classified the eight phases by the topological indices
(χx, χy) that characterize the connectivity of the z-projection Wilson loop spectrum.
After an exhaustive study of the 17 wallpaper groups, these phases are revealed to
be the final theoretically undiscovered 3D time-reversal-symmetric bulk topological
insulating phases.
We also find that there exists a simple intuition for the topological crystalline
phases χx,y = 0, 2. In the supplement, we present a simple eight-band tight-binding
model which, when half-filled, can be tuned to realize all Z4×Z2 double-glide insu-
lating phases. In a particular regime of phase space, where the spin-orbit coupling
terms at the X¯ and Y¯ points are absent and bulk inversion symmetry is imposed, the
Wilson loop eigenvalues at the edge TRIMs are pinned to ±1 (θ(M¯/X¯/Y¯ ) = 0, pi)
and each TRIM represents the end of a doubly-degenerate SSH model. In this
limit, when the product of parity eigenvalues at the Γ¯ point satisfies ξ(Γ¯) = +1,
the allowed crystalline connectivities are exactly the relative polarizations between
the SSH chains, and χx,y = 2{( 1pi [θ(M¯)− θ(Y¯ , X¯)] mod 2)}. Further details of this
calculation are provided in the supplement.
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Finally, as the (2, 2) topological surface Dirac point is symmetry-pinned to the
QCP between a 2D TI and a NI, we examine its potential for hosting strain-
engineered topological physics. Consider the two-site surface unit cell in wallpaper
group pgg from Fig. 7.1. In the (2, 2) topological Dirac insulating phase, the surface
Dirac fermion can be captured by the k · p Hamiltonian:
HM¯ = τx (vxσxkx + vyσyky) (7.4.1)
where τ is a sublattice degree of freedom, σ is a T -odd orbital degree of freedom, and
gx/y = τ
yσx/y. There exists a single, T -even, mass term, Vm = mτ z, which satisfies
{HM¯ , Vm} = 0 and is therefore guaranteed to fully gap HM¯ . Therefore, surface
regions with differing signs of m will be in topologically distinct gapped phases and
must be separated by 1D topological QSH surface domain walls, protected only by
time-reversal symmetry[98]. As M¯ is in point group 2mm and {Vm, gx,y} = 0, Vm
can be considered an xy A2 distortion, or one which could be achieved by strain in
the x+ y direction and compression in the x− y direction[203].
Furthermore, under the right interacting conditions or chemical modifications, a
topological Dirac insulator surface can reconstruct and self-induce this mass term.
In this case, one could imagine a system with a random distribution of regions
of varying ±m, separated by a network of 1D QSH domain walls. These do-
main wall networks would appear qualitatively similar to those proposed in bi-
layer graphene[35, 101, 161, 163, 223, 254]. However, whereas those domain walls
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are protected by sublattice symmetry and are therefore quite sensitive to disorder,
domain walls originating from topological Dirac insulators are protected by only
time-reversal symmetry, and therefore should be robust against surface disorder.
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7.6 Supplemental Material
7.6.1 Fermion Doubling in 2D Crystals
In this section, we discuss how fermion doubling theorems in 2D constrain band
structures and how apparent exceptions to them manifest on the surfaces of bulk
3D topological phases. To be precise, we will use the phrase “Dirac fermion” only
to refer to four-fold-degenerate linearly dispersing fermions, in either two or three
dimensions. In this nomenclature, the surface states of a topological insulator
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are therefore not “Dirac points,” but are two-fold-degenerate linearly dispersing
fermions by another name (in a topological insulator they are linearly dispersing
Kramers pairs). By making this choice of nomenclature, we preserve the designation
of the linear fermions in graphene as Dirac points. Furthermore, as we will show in
this appendix, Dirac points are crystalline-symmetry-pinned to the quantum critical
point between a topological and a trivial insulator.
7.6.1.1 2D Fermion Doubling for Two-fold-degenerate linear fermions
In 2D, a system may host linearly-dispersing two-fold-degenerate fermions. Such
gapless fermions may exist as fine-tuned points or, if additional symmetries are
present to protect them, may exist in a stable phase. Here, we are interested in
stable phases. Thus, we restrict ourselves to only discussing systems for which all
possible symmetry-allowed hopping terms have been included. For example, the
critical point separating two topologically distinct insulating phases in a two-band
model features a two-fold-degenerate gapless fermion. However, without imposing
additional symmetries, this fermion can be gapped, and, generically, the system will
be insulating at half-filling.
The simplest example of a symmetry protecting a two-fold linear fermion occurs
in a crystal with time-reversal symmetry, T , satisfying T 2 = −1. This requires
states to be two-fold-degenerate at the Time-Reversal-Invariant-Momenta (TRIMs)
by Kramers’s theorem. Two-fold-degenerate fermions can also appear pairwise along
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high-symmetry lines and, if the system is a layer group, along planes, with symmetry
stabilization coming from a combination of crystalline and time-reversal symmetries.
In 2D systems, these symmetry-protected gapless points come in pairs, a con-
sequence of the parity anomaly[14, 97, 177]. We illustrate this result in the case
of a single two-fold-degenerate linear fermion protected by time-reversal symmetry,
T = iσyK, described by the following 2D k · p theory:
H = vxkxσx + vykyσy. (7.6.1)
There is a single remaining Pauli matrix, σz, which anticommutes with all of the
terms in Eq. (7.6.1) and opens a gap. The mass term Vm = mσ
z breaks T sym-
metry and gaps locally to a k · p theory of a Chern insulator, with two bands of
winding number C and C + 1, respectively, for some C ∈ Z. If (7.6.1) is a complete
description of the low-energy physics, a contradiction arises: because {Vm, T } = 0,
the two gapped phases that result from choosing opposite signs of m are related to
each other by transformation under T . In particular, the band with Chern number
C when m > 0 is related to the band with Chern number C + 1 when m < 0. Since
C is odd under time reversal, −C = C + 1. This condition cannot be satisfied by
C ∈ Z.
Thus, the hypothesis that (7.6.1) is a complete description of the low-energy
physics cannot be true. For a system with a single two-fold fermion, even at Vm = 0,
time-reversal symmetry becomes spontaneously (anomalously) broken due to the
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existence of the degeneracy point, and the system forms an anomalous Hall state
with |C| = 1/2. In order for time reversal to remain unbroken, there must be a
compensating second degeneracy point somewhere else in the Brillouin zone, also
with |C| = 1/2. The only details of time-reversal symmetry that entered into the
preceding argument are that T VmT −1 = −Vm, and so the general result remains
true for any symmetry that protects a gapless fermion in 2D.1
We can gain some further intuition about the parity anomaly by noting that the
anomalous hall conductance C is related to the Berry phase at the Fermi surface
by[81]
C =
1
2pii
log exp i
∮
FS
A · dk (7.6.2)
Let us take a compact Brillouin zone with N gapless fermions, and let the Fermi
level be above all bands. By evaluating the Berry phase we find that 2piiC =
log((−1)N). However, in this setup we also have that C is the total Chern number
of all bands, and hence C ∈ Z. Thus we conclude N ∈ 2Z. In the context of three-
dimensional topological insulators, we note that each surface taken in isolation is
a 2D system with a single gapless fermion. From the above discussion we thus
recover the well-known result that each surface of a topological insulator has a
half-quantized anomalous Hall conductivity, and that only when both surfaces are
connected by a bulk can the system be described in an anomaly-free way[61, 153,
170].
1This is due to the fact that a Pauli-Villars regulator is a function of Vm, and so this regularization must break
the symmetry, and so we derive the same anomaly-generating functional as in the literature.
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The same logic can be applied to a 3D material by replacing the mass term mσz
by kzσ
z; in this case the gapless point would be a Weyl point of Chern number +1
and the two gapped Hamiltonians of opposite-signed mass lie in the planes above
and below it. This expresses the so-called “descent relation” between the parity
anomaly in two dimensions and the chiral anomaly in three dimensions.[15] The
doubling theorem then requires that the low-energy physics cannot be described by
only a single Weyl point: there must be another Weyl point or other band crossing
at the Fermi level. In 3D, this is the celebrated Nielsen-Ninomiya theorem[158].
7.6.1.2 2D Fermion Doubling for Dirac fermions
We now extend these arguments to show why four-fold-degenerate 2D Dirac fermions
cannot be stabilized as the only nodal features at a given energy. As in the two-fold
degenerate case, while many models might display Dirac fermions upon fine-tuning,
here we are interested in robust Dirac fermion phases. Thus, we only consider
systems that display Dirac fermions when all symmetry-allowed hopping terms are
present. The crux of the arguments in this section was originally highlighted in
Refs. 65, 245.
When Dirac points occur off of the TRIMs, time-reversal requires that they come
in pairs. For these T -paired Dirac fermions the preceeding discussion can easily be
generalized, and follows by relating the gapping of the 2D Dirac point to the Z2
index, in much the same way as we did above for Chern numbers and Weyls [239].
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Just as the Chern number jumps by one as a plane in 3D passes a Weyl point, the
Z2 index flips when a plane passes a Dirac fermion at a low-symmetry k-point.
In other cases, the Dirac points which occur in 2D are filling-enforced and pinned
to the TRIMs by crystalline symmetries and time-reversal. As shown in Ref. 221,
these filling-enforced, high-symmetry Dirac points can only occur in 2D systems
where either inversion anticommutes with a two-fold non-symmorphic symmetry
or where two perpendicular non-symmorphic symmetries anticommute, such as the
two glides in pgg.
Consider first a 2D spinful system with inversion symmetry, denoted I, and a
screw, s2y = tx/2C2y. At kx = pi, I2 = s22y = +1 and {I, s2y} = 0. In a time-reversal-
invariant system, these symmetries require a four-dimensional representation: more
generally, for any Hamiltonian invariant under two symmetries, A and B, in addition
to T , such that {A,B} = [A, T ] = [B, T ] = 0 and A2 = 1, any eigenstate of the
Hamiltonian, ψ, which is also an eigenstate of A, is part of a four-fold degenerate
quartet of orthogonal states, ψ, T ψ,Bψ, T Bψ. In our example, there is a four-fold
degeneracy at each TRIM with kx = pi. In general, the combination of I and a two-
fold non-symmorphic symmetry will always mandate that there are no fewer than
two Dirac points for a given filling: since I anti-commutes with the non-symmorphic
symmetry at two of the TRIMs in 2d and I2 = +1, there are always at least two
TRIM points with four-fold degeneracies.
In the case where there are two perpendicular nonsymmorphic symmetries, but
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no inversion symmetry, the obstruction to forming an isolated, stable Dirac fermion
takes a slightly different form. Consider the trivial phase of wallpaper group pgg,
for example, which is characterized by T and two glides, gx,y = {Mx,y|12 12}. At
kx = ky = pi, {gx, gy} = 0 and g2x = g2y = +1, and therefore a Dirac point exists.
However, this condition is only met at this corner TRIM, and no other four-fold
degeneracies are allowed elsewhere in this system. In this case, the Dirac point is
obstructed from being alone by the filling-enforced hourglass structures also required
to exist by the presence of singly-degenerate eigenstates of gx,y. In these systems, the
Dirac point occurs at the same filling as four 2D Weyl points, and is also prevented
from being alone and stable at any filling.
We pose an explanation for this obstruction in similar terms to the resolution of
the parity anomaly of the previous section. Suppose a combination of symmetries
were to allow a single stable Dirac point. The k · p model Hamiltonian at a corner
TRIM in our previous system with I and s2y is described by a linear k · p model:
H = vxkxτxσy + ky[vy1τ y + vy2τxσx + vy3τxσz] (7.6.3)
where I = τ z, s2y = τ yσy, and T = iσyK. The four Dirac matrices present in H
span the space of symmetry-allowed matrices. Thus, the system supports a robust
four-fold-degenerate gapless fermion stabilized by crystal-symmetries.
As before, we can examine the consequences of locally breaking one of the sym-
metries. To guarantee that the k · p Hamiltonian is gapped everywhere, we seek
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a mass term to anticommute with all of the terms in H. Generically, the Clifford
algebra of Dirac matrices is spanned by four T -odd matrices which couple to crys-
tal momenta, and one T -even matrix, here Vm = mτ z. For either sign of m, the
resulting phase is 2D and T -symmetric. This takes the form of a Jackiw-Rebbi
problem: the existence of a single T -allowed mass term requires that the gapped
phases characterized by different signs of m have different topological indexes. As
the only available index for this dimensionality in the presence of strong spin-orbit-
interaction is the Z2 QSH invariant, then this requires that at the k · p level, the
two gapped Hamiltonians have different QSH indexes n = 0, 1.
To show the need for fermion doubling, we expand to the full BZ of a hypothetical
system where this fermion is the only feature at the Fermi energy and show that
there is a contradiction. We label the Bloch wavefunctions of the phase when m > 0
by |u(k)〉 and those of the phase with m < 0 by |u˜(k˜)〉 = s2y|u(k)〉, where k˜ = s2yk.
The integral of the pfaffian of the matrix wij = 〈u(−k)i|T |u(k)j〉 gives the QSH Z2
topological invariant [107]. Consider relating this matrix for one gapped phase to the
other by the operation of the broken symmetry, s2y: w˜ij = 〈u(−k)i|s†2yT s2y|u(k)j〉 =
〈u(−k)i|T s†2ys2y|u(k)j〉 = wij because [T , s2y] = 0. Therefore, having the same w
matrix, the two phases have the same QSH invariant, contradicting the earlier
Jackiw-Rebbi requirement that the two insulating phases are topologically distinct.
The resolution of this is a fermion doubling requirement for 2D four-fold-degenerate
Dirac points. Specifically, a closed 2D crystal cannot host a single symmetry-
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stabilized Dirac point at the Fermi level. In the cases where the Fermi surface
is gapped except for exactly two Dirac points, each Dirac point can have a single
T -symmetric mass term m1,2 such that the overall Z2 QSH invariant, n, satisfies
n = 1
2
[sgn(m1) − sgn(m2)] mod 2. Under transforming by the broken symmetry
operation, the signs of both m1,2 are flipped and n is preserved [245].
Like the topological insulator before it, the topological Dirac insulator that we
present in this chapter “cheats” this fermion doubling by placing each of its two
Dirac points on opposite surfaces of a 3D bulk. While they each live alone on a
surface, and therefore pin that surface to a 2D QSH transition, the Dirac points
(or a Dirac point and four Weyl points) in the combined system of two opposing
surfaces respect the fermion doubling requirement.
7.6.2 Symmetries and Degeneracies of Wallpaper Groups pgg and p4g
The wallpaper, or plane, groups describe the 17 possible configurations of symme-
tries on the two-dimensional surface of a three-dimensional, time-reversal-symmetric
crystal [44]. Of these groups, only two have multiple nonsymmorphic symmetries.[26]
Specifically, wallpaper groups pgg and p4g contain glide lines in the x and y (surface
in-plane) directions; p4g has an additional C4z symmetry that is not present in pgg.
The group pgg is generated entirely by the two glides:
gx,y = {Mx,y|1
2
1
2
}, (7.6.4)
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Figure 7.3: The 2D surface Brillouin zone for wallpaper group pgg. Bands with glide eigenvalue
λ+ (λ−) are drawn as solid (dashed) lines. Bands along lines of type (a) are singly degenerate
eigenstates of gx/y and therefore are restricted to either form hourglass or Quantum Spin Hall
connectivities along Γ¯X¯ and Γ¯Y¯ . Along lines of type (b), bands are two-fold degenerate because
they are invariant under the combined operation (gy/xT )2 = −1; sinch such pairs have opposite
gx/y eigenvalues, generically lines cannot cross to form four-fold degeneracies at low-symmetry
points along this line. However, at (c), the M¯ point, bands meet and form a fourfold-degenerate
2D Dirac point. Bands in wallpaper group p4g behave the same way, with the additional restriction
from C4z symmetry that bands along Γ¯X¯ and Γ¯Y¯ form the same connectivities.
while wallpaper group p4g is generated by
gx = {Mx|1
2
1
2
}, C4z = {C4z|00}. (7.6.5)
The product of the two generators for p4g yields two additional symmorphic mir-
ror symmetries, {mx+y|12 12} and {mx−y|12 1¯2}. Though containing translations, these
symmetries are still symmorphic as {mx±y|12 ,±12} leaves the line y = ±(−x+ 12) in-
variant. In Figure 7.1, we show the locations of the glides, mirrors, and C4z rotation
centers for both wallpaper groups realized with a two-site unit cell.
In crystal momentum space the symmetry generators enforce required band
groupings along lines and at points. In Figure 7.3, we show one quarter of the
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surface BZ and identify relevant lines and points with the letters (a), (b), and
(c). Lines sharing the same letter obey the same symmetry restrictions, though for
wallpaper group pgg, which lacks a C4z symmetry, they may individually display
different features.
The lines designated (a) in Fig. 7.3 are Γ¯X¯ and Γ¯Y¯ and host singly degenerate
bands which are eigenstates of gy or gx, respectively. As detailed extensively in
Refs. 9, 214, 221, 245, singly-degenerate bands along lines invariant under a glide
form hourglass or Quantum Spin Hall flows.
Bands along lines designated (b), X¯M¯ and Y¯ M¯ , are also eigenstates of gx or gy,
respectively. However, unlike the lines in (a), they are doubly degenerate, because
the symmetry operation T gy (T gx) leaves the line X¯M¯ (Y¯ M¯) invariant and squares
to −1. We now show that all potential band crossings along the line X¯M¯ are
avoided by utilizing the fact that bands along this line are also eigenstates of gx. If
gx|+〉 = ieiky/2|+〉, then, using the commutation relation gxgy = −gygxtxt−y,
gx(T gy|+〉) = −T gygxtxt−y|+〉 = T gyie−iky/2|+〉 = −ieiky/2 (T gy|+〉) (7.6.6)
Thus, the Kramers partners |+〉 and gyT |+〉 have opposite gx eigenvalues, and we
note that eigenstates of gy along Y¯ M¯ must behave in the same manner by x ↔ y
exchange symmetry. Since all sets of Kramers pairs along line (b) have the same pair
of eigenvalues, they belong to the same irreducible representation and so crossings
between these bands will generically be avoided.
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Finally, at the point M¯ , labelled (c), bands are four-fold degenerate, a unique
property of wallpaper groups pgg and p4g. This can be easily seen because the M¯
point is invariant under gx, gy and T . Thus, if ψ is an eigenstate of gx, ψ, T ψ, gyψ
and T gyψ form a degenerate quartet of states; clearly the Kramers pairs are or-
thogonal and since the first two states have the opposite gx eigenvalue as the last
two states, they are also orthogonal. This algebra can only be satisfied in the
strong spin-orbit coupled wallpaper groups by two perpendicular glides. Therefore
a four-fold point degeneracy can only be hosted on the surfaces of three-dimensional
objects which satisfy the symmetries of pgg or p4g.
We now determine the low-energy band dispersion near a four-fold crossing at
(c). Returning to the two-site unit cell depicted in Figure 7.1, we construct a
k · p theory around M¯ . Letting τ represent the sublattice degree of freedom and σ
the local spin degree of freedom, we choose the representation gx/y = τ
yσx/y and
T = iσyK. Then, to linear order in kx,y, an allowed Hamiltonian is given by,
HM¯ = τx(vxσxkx + vyσyky). (7.6.7)
This is the equation of a linearly-dispersing four-fold-degenerate 2D fermion. There-
fore bands at M¯ generically form in Dirac points.
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7.6.3 Tight-binding notation
Here we provide the tight-binding notation that will be used in subsequent sections,
following Ref 9. In the unit cell labelled by the Bravais lattice vector, R, the
wavefunction corresponding to an orbital labelled by α at position R+rα is denoted
by |φR,α〉. The Fourier transformed operators are given by,
φk,α =
1√
N
∑
R
eik·(R+rα)|φR,α〉 (7.6.8)
The single-particular Hamiltonian, Hˆ, defines a tight-binding Hamiltonian,
H(k)α,β = 〈φk,α|Hˆ|φk,β〉, (7.6.9)
whose eigenstates are denoted |un(k)〉.
The Fourier transform in Eq (7.6.8) shows that the Hamiltonian is not necessarily
invariant under a shift of a reciprocal lattice vector, G. Instead,
Hˆ(k + G) = Vˆ (G)−1Hˆ(k)Vˆ (G), (7.6.10)
where Vˆ (G)αβ = δαβe
iG·rα . Thus, we can choose the basis of eigenstates so that
|un(k + G)〉 = Vˆ (G)−1|un(k)〉 (7.6.11)
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7.6.3.1 Symmetries
If the lattice is invariant under a spatial symmetry, gˆ, that acts in real space by
taking r→ Dgr + δ, where Dg is the matrix that enforces a point group operation
and δ is a (perhaps fractional) lattice translation, then gˆ acts on states by:
gˆ|φR,α〉 = |φR′,β〉 [Ug]αβ , (7.6.12)
where R′ = Dg(R + rα) + δ − rβ is a Bravais lattice vector and Ug is a unitary
matrix. It is convenient to define the Fourier transformed operator, gˆk, which can
have explicit k dependence when it acts on Bloch states, by:
gˆk|φk,α〉 ≡ 1√
N
∑
R
eik·(R+rα)gˆ|φR,α〉
=
1√
N
∑
R
eik·(R+rα)|φDg(R+rα)+δ−rβ ,β〉 [Ug]αβ
=
1√
N
e−i(Dgk)·δ
∑
R
ei(Dgk)·(Dg(R+rα)+δ)|φDg(R+rα)+δ−rβ ,β〉 [Ug]βα
= e−i(Dgk)·δ|φDgk,β〉 [Ug]αβ (7.6.13)
Thus, gˆk separates into a product of a k-dependent phase and a matrix, Ug, that
rotates the orbitals:
gˆk = e
−i(Dgk)·δUg (7.6.14)
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If Hˆ is invariant under gˆ, then Eq (7.6.13) shows:
H(k) = g†kH(Dgk)gk (7.6.15)
We can follow the same procedure for an anti-unitary operator, Tg ≡ T gˆ, to find
Tg,k ≡ ei(Dgk)·δUT gK, (7.6.16)
where K is the complex conjugation operator. Similarly to Eq (7.6.15),
H(k) = T −1g,kH(−Dgk)Tg,k (7.6.17)
7.6.3.2 Projector onto occupied states
We define the projector onto the nocc occupied states,
Pˆ(k) =
nocc∑
n=1
|un(k)〉〈un(k)|, (7.6.18)
which satisfies, using Eq (7.6.11),
Pˆ(k) = Vˆ (G)Pˆ(k + G)Vˆ (G)†. (7.6.19)
Given a spatial symmetry, gˆ, Eq (7.6.15) shows that gˆk|un(k)〉 has the same
energy as |un(k)〉. Hence, the projector onto the occupied states at momentum
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Dgk is given by,
Pˆ(Dgk) =
nocc∑
n=1
gˆk|un(k)〉〈un(k)|gˆ†k = gˆkPˆ(k)gˆ†k (7.6.20)
In subsequent sections, we will want to know how gˆk+G is related to gˆk. Plugging
Eq (7.6.10) into Eq (7.6.15):
gˆkVˆ (G)Hˆ(k + G)Vˆ (G)
†gˆ−1k = Vˆ (DgG)Hˆ(Dg(k + G))Vˆ (DgG)
† (7.6.21)
Thus,
gˆk+G = Vˆ (DgG)
†gˆkVˆ (G) (7.6.22)
For an anti-unitary symmetry, Tg ≡ T gˆ, the analogous equations are:
Pˆ(−Dgk) =
nocc∑
n=1
|Tg,kun(k)〉〈Tg,kun(k)| (7.6.23)
and
Tg,k+G = Vˆ (−DgG)†Tg,kVˆ (G) (7.6.24)
7.6.4 Wilson loops
A precise way to distinguish the distinct surface connectivities is obtained through
the eigenvalues of Wilson loops, which, as we will elaborate, also gives information
291
about the edge state spectrum.[7, 9, 64, 180, 187, 194, 246] Here, we are interested
in the Wilson loop matrix,
W(kx,ky ,kz0) ≡ V (2pizˆ)Pei
∫ kz0+2pi
kz0
dkzAz(kz ,ky ,kz), (7.6.25)
where P indicates that the integral is path-ordered, Az(k)ij ≡ i〈ui(k)|∂kzuj(k)〉 is
a matrix whose rows and columns correspond to filled bands, and V is the gauge
transformation defined in Eq (7.6.11), where 2pizˆ = (0, 0, 2pi). The eigenvalues of
W are gauge invariant and of the form eiθ(kx,ky), i.e., they are independent of the
‘base point,’ kz0.
In this appendix, we show that a space group with two glides, gx,y ≡ {Mx,y|12 120},
as well as time reversal symmetry, T , has the following constraints on its Wilson
loop eigenvalues:
• Along the lines (kx, pi) and (pi, ky), the Wilson loop eigenvalues are doubly-
degenerate, due to the anti-unitary symmetries gxT and gyT , respectively (see
Sec 7.6.4.2).
• At the (pi, pi) point, the doubly-degenerate bands meet at a four-fold band
crossing (see Sec 7.6.4.3).
• Along the X¯M¯(Y¯ M¯) and Γ¯Y¯ (Γ¯X¯) lines, bands can be labeled by the gx(gy)
eigenvalue (see Sec 7.6.4.3).
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The band structures shown in the main text are also plots of the phase, θ(kx, ky),
of the Wilson loop eigenvalues; the vertical axis is the θ axis and runs from 0 to 2pi.
The gauge invariance of the loops allows us to write down a topological invariant
that distinguishes the states, as derived in Appendix 7.6.5.1.
7.6.4.1 Discretized Wilson loop
For completeness, following Ref 9, we derive a discretized version of the Wilson loop
(7.6.25), which is useful for clarity when deriving symmetry constraints. Using the
projector onto occupied states, Pˆ , defined in Eq (7.6.18), we derive the discretized
Wilson loop matrix,
[W(k⊥,kz0)]nm ≡ [V (2pizˆ)Pei ∫ kz0+2pikz0 dkzAz(k⊥,kz)]nm
≈
[
V (2pizˆ)Pei
2pi
N
∑N
j=1 Az(k⊥,kz0+
2pij
N
)
]
nm
≈
[
V (2pizˆ)P
N∏
j=1
(
1 +
2pii
N
Az(k⊥, kz0 +
2pij
N
)
)]
nm
≈ V (2pizˆ)nnNP
N∏
j=1
(
δnjnj−1 −
2pi
N
〈unj(k⊥, kz0 + 2pij
N
)|∂kzunj−1(k⊥, kz0 +
2pij
N
)〉
)
≈ V (2pizˆ)nnNP
N∏
j=1
〈unj(k⊥, kz0 + 2pij
N
)|unj−1(k⊥, kz0 + 2pi(j − 1)
N
)〉
≈ 〈un(k⊥, kz0)|V (2pizˆ)Πˆ(k⊥, kz0)|um(k⊥, kz0)〉 (7.6.26)
where k⊥ ≡ (kx, ky). The approximations become exact in the N → ∞ limit. In
the intermediate lines, the nj are implicitly summed over filled bands and n0 = m;
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in the last line we have defined the ordered product of projectors,
Πˆ(k⊥, kz) ≡ Pˆ(k⊥, kz + 2pi)Pˆ(k⊥, kz + 2pi(N − 1)
N
) · · · Pˆ(k⊥, kz + 2pi
N
) (7.6.27)
Eq (7.6.26) shows that the discretized Wilson loop can be written in the basis-
invariant form,
W(k⊥,kz0) = Vˆ (2pizˆ)Πˆ(k⊥, kz0) (7.6.28)
By applying Eq (7.6.19) to (7.6.28), for a reciprocal lattice vector G = (G⊥, 0),
W(k⊥+G⊥,kz0) = Vˆ (G⊥, 0)†W(k⊥,kz0)Vˆ (G⊥, 0), (7.6.29)
i.e., the Wilson loop eigenvalues are invariant under shifts of (G⊥, 0).
7.6.4.2 Effect of time-reversal-like symmetries on the Wilson loop
Here, we consider an anti-unitary symmetry, Tg ≡ T gˆ, which satisfies T 2g = −1,
flips the sign of kz and does not translate in the zˆ direction, i.e., −Dg(k⊥, kz) =
(−Dgk⊥,−kz), and δ = (δx, δy, 0). Using Eq (7.6.16), these properties imply T 2g,k =
−1 and Tg,(k⊥,kz) = Tg,(k⊥,0) ≡ Tg,k⊥ . We would like to relate W(−Dgk⊥,0) to W(k⊥,0),
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to which end we compute:
〈um(k⊥, 0)|
(Tg,k⊥W(−Dgk⊥,0)Tg,k⊥)† |un(k⊥, 0)〉
= −〈Tg,k⊥un(k⊥, 0)|W(−Dgk⊥,0)|Tg,k⊥um(k⊥, 0)〉
= −〈Tg,k⊥un(k⊥, 0)|Vˆ (2pizˆ)Πˆ(−Dgk⊥, 0)|Tg,k⊥um(k⊥, 0)〉
= −〈Tg,k⊥un(k⊥, 0)|Vˆ (2pizˆ)Pˆ(−Dgk⊥, 2pi)Pˆ(−Dgk⊥, 2pi −
2pi
N
)
· · · Pˆ(−Dgk⊥, 2pi
N
)|Tg,k⊥um(k⊥, 0)〉
= −
(
〈un(k⊥, 0)|T −1g,k⊥Vˆ (2pizˆ)Tg,k⊥Pˆ(k⊥,−2pi)Pˆ(k⊥,
2pi
N
− 2pi)
· · · Pˆ(k⊥,−2pi
N
)|um(k⊥, 0)〉
)∗
= −
(
〈un(k⊥, 0)|Vˆ †(2pizˆ)Pˆ(k⊥,−2pi)Pˆ(k⊥, 2pi
N
− 2pi)
· · · Pˆ(k⊥,−2pi
N
)|um(k⊥, 0)〉
)∗
= −
(
〈un(k⊥, 0)|Pˆ(k⊥, 2pi
N
)Pˆ(k⊥, 4pi
N
) · · · Pˆ(k⊥, 2pi)Vˆ (2pizˆ)†|um(k⊥, 0)〉
)∗
= −〈um(k⊥, 0)|Vˆ (2pizˆ)Πˆ(k⊥, 0)|un(k⊥, 0)〉 = −〈um(k⊥, 0)|W(k⊥,0)|un(k⊥, 0)〉
(7.6.30)
We conclude, −Tg,k⊥W(−Dgk⊥,0)Tg,k⊥ = W†(k⊥,0). Thus, if ψ(k⊥) is an eigenvector
of W(k⊥,0) with eigenvalue eiθ(k⊥), then Tg,k⊥ψ(k⊥) is an eigenvector of W(−Dgk⊥,0)
with the same eigenvalue. Furthermore, if for some k⊥, Tg leaves k⊥ invariant up
to a reciprocal lattice vector (i.e, −Dg(k⊥, kz) = (k⊥+G⊥,−kz), where (G⊥, 0) is a
reciprocal lattice vector), then from Eq (7.6.29), Vˆ (G⊥)Tg,k⊥ψ(k⊥) is an eigenstate of
W(k⊥,0), also with the same eigenvalue as ψ(k⊥). Since Vˆ (G⊥)Tg,k⊥ is an antiunitary
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symmetry that squares to −1, ψ(k⊥) and Vˆ (G⊥)Tg,k⊥ψ(k⊥) are orthogonal. Thus,
at momenta whose projections onto (kx, ky) are invariant under Tg up to a reciprocal
lattice vector, eigenstates of W(kx,ky ,0) come in Kramers pairs.
7.6.4.3 Effect of unitary symmetries that leave kz invariant
Here we consider a unitary symmetry, gˆ, which leaves kz invariant and does not
translate in the zˆ direction, i.e., Dg(k⊥, kz) = (Dgk⊥, kz) and δ = (δx, δy, 0). Using
Eq (7.6.13), g(k⊥,kz) = g(k⊥,0) ≡ gk⊥ . Eq (7.6.20) shows that Vˆ (2pizˆ)Πˆ(Dgk⊥, kz) =
Vˆ (2pizˆ)gˆk⊥Πˆ(k⊥, kz)gˆ
†
k⊥ = gˆk⊥Vˆ (2pizˆ)Πˆ(k⊥, kz)gˆ
†
k⊥ . Thus, by definition,
W(Dgk⊥,kz) = gˆk⊥W(k⊥,kz)gˆ†k⊥ (7.6.31)
Now specialize to momenta invariant under gˆ up to a reciprocal lattice vector,
so that Dg(k⊥, kz) = (Dgk⊥, kz) = (k⊥ + G⊥, kz), where (G⊥, 0) is a reciprocal
lattice vector. At these momenta, W(Dgk⊥,kz) =W(k⊥+G⊥,kz), which, combined with
Eqs (7.6.31) and (7.6.29), shows that at these momenta,
[
W(k⊥,kz), Vˆ (G⊥)gˆk⊥
]
=
0. Thus, at values of k⊥ that are invariant under Dg up to a reciprocal lattice
vector, the Wilson loop,W(k⊥,kz), and the operator Vˆ (G⊥)gˆk⊥ can be simultaneously
diagonalized. Wilson loop bands can be labeled by their Vˆ (G⊥)gˆ eigenvalue in
exactly the same way as energy bands can be labeled by their gˆk⊥ eigenvalue. Thus,
we use these terms interchangeably.
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We now apply the results of this section and the previous section to the glide sym-
metries defined in the main text, gx,y ≡ {Mx,y|12 120}. At k⊥ = (pi, pi), Dgx(k⊥, kz) =
(k⊥, kz)− 2pixˆ and Dgy(k⊥, kz) = (k⊥, kz)− 2piyˆ. From the previous paragraph, the
Wilson loop operatorW(k⊥,kz) commutes with both Vˆ (−2pixˆ)gx,k⊥ and Vˆ (−2piyˆ)gy,k⊥ ,
while {Vˆ (−2pixˆ)gx,k⊥ , Vˆ (−2piyˆ)gy,k⊥} = 0. Furthermore, from Sec 7.6.4.2, eigen-
states of W(k⊥,0) come in Kramers pairs due to time reversal symmetry, which
takes (k⊥, 0) to (k⊥, 0) − 2pi(xˆ + yˆ). Thus, if ψ(k⊥) is a simultaneous eigenvector
ofW(k⊥,0) and Vˆ (−2pixˆ)gx,k⊥ , it forms a quartet with three other states, Vˆ (−2pi(xˆ+
yˆ))Tk⊥ψ(k⊥), Vˆ (−2piyˆ)gy,k⊥ψ(k⊥), and Vˆ (−2pi(xˆ+yˆ))Tk⊥Vˆ (−2piyˆ)gy,k⊥ψ(k⊥), which
share the same eigenvalue ofW(k⊥,0) but are orthonormal (the orthonormality is ver-
ified because the last two states have the opposite Vˆ (−2pixˆ)gx,k⊥ eigenvalue as the
first two). Thus, the Wilson loop eigenvalues are four-fold degenerate at k⊥ = (pi, pi).
7.6.4.4 Effect of unitary symmetries that flips the sign of kz
Here we consider a unitary symmetry, gˆ, which flips the sign of kz and does not
translate in the zˆ direction, i.e. Dg(k⊥, kz) = (Dgk⊥,−kz) and δ = (δx, δy, 0).
As in the previous section, Eq (7.6.13) guarantees g(k⊥,kz) = g(k⊥,0) ≡ gk⊥ . Using
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Eq (7.6.20),
W(Dgk⊥,kz) ≡ Vˆ (2pizˆ)Πˆ(Dgk⊥, kz)
= Vˆ (2pizˆ)gˆk⊥Vˆ (2pizˆ)Πˆ(k⊥,−kz)†Vˆ (2pizˆ)†gˆ†k⊥
= gˆk⊥Πˆ(k⊥,−kz)†Vˆ (2pizˆ)†gˆ†k⊥ = gˆk⊥W
†
(k⊥,−kz)gˆ
†
k⊥ (7.6.32)
Thus, the Wilson loop eigenvalues at k⊥ and Dgk⊥ come in complex conjugate pairs.
Consequently, at momenta whose surface projection is invariant (or invariant up to
a shift of a reciprocal lattice vector (G⊥, 0), according to Eq (7.6.29)), the spectrum
of the phase of the Wilson loop eigenvalues is particle-hole symmetric.
7.6.5 Topological invariant
7.6.5.1 Single glide
Ref 185 introduces a Z4 invariant to classify strong topological phases of time-
reversal invariant systems with a single glide symmetry; Ref 9 shows how to interpret
this invariant in terms of Wilson loops. Here, we refine this invariant for systems
with two glide symmetries.
We first summarize the relevant result from Ref 185. Consider a time reversal-
invariant system with a single glide symmetry, gy = {My|12ty0}, where ty can be
a fractional or integer translation. Since g2y = {R|100}, where R indicates a 2pi
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rotation, Eq (7.6.13) dictates that g2y,(kx,ky ,kz) = −eikx , where the minus sign comes
because we are considering spinful systems that acquire a minus sign upon a 2pi
rotation. Hence, along the glide-invariant planes, ky = 0 and ky = pi, each band
can be labelled by its gy,(kx,ky ,kz) eigenvalue, ±ieikx/2, and we say it belongs to the
± glide sector. The Z4 invariant is defined as,
χy ≡ 2
pi
∫ pi
−pi
dkz
(
trAI+,z(pi, pi, kz)− trAI+,z(pi, 0, kz)
)
+
1
pi
∫ pi
0
dkx
∫ pi
−pi
dkz (trF+,y(kx, pi, kz)− trF+,y(kx, 0, kz))
− 1
2pi
∫ pi
0
dky
∫ pi
−pi
dkztrFx(0, ky, kz) mod 4, (7.6.33)
where A±,i ≡ i〈u±|∂ki|u±〉, F± ≡ ∇×A±, the subscript ± indicates the glide sector
(when there is no subscript, both sectors are summed over), and the superscript I
indicates one state in a Kramers pair. It is shown in Ref 185 that χy always takes
integer values. It is also gauge invariant: the first line compensates for any change
of gauge implemented in the last two lines. Thus, χy at least partially classifies
time-reversal invariant systems with one glide. Using K theory, Ref 185 claims that
it is a complete classification of strong topological phases.
Before moving to systems with two glide symmetries, it is useful to translate
Eq (7.6.33) into a pictoral computation from a plot of the Wilson loop (defined in
Eq (7.6.28)) eigenvalues along the line segment M¯Y¯ Γ¯X¯ (notice this is a bent line[6]
consisting of three segments, not a complete loop):
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1. Draw a horizontal line across the plot.
2. Count the number of times a positively-sloped band in the + sector crosses
the line along the M¯Y¯ segment and subtract from it the number of times a
negatively-sloped band in the + sector crosses the line along the same segment.
Multiply the total by 2.
3. Repeat along the Γ¯X¯ segment.
4. Along the Y¯ Γ¯ segment, count the number of times any positively-sloped band
crosses the line and subtract from it the number of times a negatively sloped
band crosses the line.
5. Add the numbers from the previous three steps together; taken mod 4, this
sum is χy.
An example is shown in Fig 7.4.
7.6.5.2 Two glides
We now consider systems with two glide symmetries, gx and gy, which satisfy
g2x,(kx,ky ,kz) = −eiky , g2y,(kx,ky ,kz) = −eikx . Such a system can be described by a pair
of invariants (χx, χy), where χx is defined by exchanging kx and ky in Eq (7.6.33).
However, not all pairs are compatible: we now show that χx +χy = 0 mod 2. The
parity of χx,y is determined entirely by the result of step 4 above (because steps 2
and 3 include multiplication by 2); thus, χx(y) mod 2 is exactly the parity of the
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M Y  Γ X 
E1	
E2	
Figure 7.4: An example to compute χy according to steps 1-4 in the text. The ± glide sectors are
identified by solid black (dashed blue) lines for the bands with gy eigenvalue ±ieikx/2 along M¯Y¯
and Γ¯X¯ (analogous labelling is used for the ± glide sectors of gx along Y¯ Γ¯.) We now follows steps
1-4 to compute χy: 1. Draw the red line labelled E1. 2. One positively-sloped line in the + sector
(black solid line) crosses E1 along M¯Y¯ and no negatively-sloped lines cross; after multiplying by
2 the total for this step is 2. 3. One positively-sloped line in the + sector (black solid line) crosses
E1 along Γ¯M¯ and no negatively-sloped lines cross; after multiplying by 2 the total for this step
is 2. 4. Along Y¯ Γ¯, one line with positive slope and one line with negative slope cross E1; the
total for this step is zero. The total from steps 2, 3, and 4 is 4. Thus, χy = 4 mod 4 = 0 in this
example. We could have also seen that χy = 0 by choosing in step 1 the red horizontal line at
energy E2. Since no bands cross this line, steps 2-4 again shows that χy = 0.
number of bands between Y¯ Γ¯(X¯Γ¯) which cross the horizontal reference line drawn
in step 1. The total number of Wilson bands that cross the reference line around the
closed loop Γ¯X¯M¯Y¯ Γ¯ must be even because the system is gapped and, consequently,
the integral of the Berry curvature over any closed surface must be zero. But since
the bands along the segment Y¯ M¯X¯ are double-degenerate (shown in Sec 7.6.4.2),
the parity of the winding number is equal to the parity of the number of bands that
cross the reference line along the segment X¯Γ¯Y¯ , which is exactly χx + χy mod 2.
Thus, χx + χy = 0 mod 2, showing that there are eight topologically distinct sur-
face phases that describe the system with two glide symmetries. The eight possible
Wilson loops corresponding to the pair of invariants are shown in the main text.
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Because χx+χy = 0 mod 2, we can rewrite each pair of invariants as (χx, χy) =
(χx, χx + 1 − (−1)(χx−χy)/2), which shows that the eight topological phases are
classified by a Z4 × Z2 index, namely the Z4 index is given by the Z4 index of
a single gx glide, χx, and the Z2 index is ηχx,χy ≡ 12
(
1− (−1)(χx−χy)/2). It is
straightforward to check that the Z2 index satisfies the desired group addition:
ηχx,χy + ηχ′x,χ′y ≡
1
2
(
1− (−1)(χx−χy)/2)+ 1
2
(
1− (−1)(χ′x−χ′y)/2
)
=
1
2
(
1− (−1)(χx+χ′x−χy−χ′y)/2 + (1− (−1)(χx−χy)/2) (1− (−1)(χ′x−χ′y)/2))
=
1
2
(
1− (−1)(χx+χ′x−χy−χ′y)/2
)
mod 2 ≡ ηχx+χ′x,χy+χ′y (7.6.34)
We now consider what would happen if instead of computing χx,y in the first
Brillouin zone, we looked at an adjacent Brillouin zone, shifted by 2pi along the kx
axis. In this case, the gy eigenvalues change sign, ±ieikx/2 → ∓iei(kx+2pi)/2, while
the gx eigenvalues would remain invariant. Consequently, χy → −χy, while χx
remains unchanged. Similarly, if we moved to a Brillouin zone shifted by 2pi in the
ky direction, χy would be unchanged, but χx → −χx. Thus, one might worry that
the Z4 invariant is not a robust characterization of the phase. This is not the case:
while the labels depend on our choice of Brillouin zone, once that choice is made,
there are always eight distinct topological phases.
As some phases depend on the odd-even choice of BZ, then not all of the insu-
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lating phases will ordinarily be physically distinguishable. Specifically, as long as
the surface remains translationally invariant, then quantities that depend on the
choice of BZ, such as the odd sector of χx,y, cannot be physically distinguishably.
Therefore, even though χx,y = 1, 3 are topologically distinct phases, they will not be
distinguishable in experiments such as ARPES, which preserve surface translational
symmetry. However, experiments that break translational invariance by, for exam-
ple, placing two samples side-by-side, can distinguish between distinct topological
phases by the presence/absence of surface states at the boundary between the two
samples. This effect is similar to what occurs in time-dependent adiabatic pumping
cycles of topological superconducting Josephson Junctions, for which there are two
distinct QSH-like phases that in practice are only distinguishable when coupled to
other similar systems [252].
7.6.5.3 Z2 topological invariant in the presence of inversion symmetry
In the presence of inversion symmetry, I, the Z2 strong topological invariant, ν, is
given by,
ν =
∏
kinv
ξkinv , (7.6.35)
where the product is over the eight inversion-symmetric points, kinv, and ξkinv is the
product of inversion eigenvalues of the occupied bands at kinv that are not time-
reversal partners (since time-reversal partners have the same inversion eigenvalues,
there is no ambiguity in this definition.) In this section, we show that in the presence
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of the two glides, gx, gy, and inversion symmetry, Eq (7.6.35) can be simplified to
only involve two points:
ν = ξ(0,0,0)ξ(0,0,pi) (7.6.36)
Without loss of generality, in this section we choose the crystal origin so that
the inversion operator is symmorphic. The two glides can be expressed as gx =
{mx|tx 120}, gy = {my|12ty0}, where tx,y = 0 or 12 , depending on the space group. We
do not consider translations in the zˆ direction since these symmetries would not be
preserved by a surface parallel to the xy-plane. The operators obey the following
commutation relation:
Igx = gxIt−2txxˆ+yˆ (7.6.37)
and the same with x↔ y; tv indicates a translation by v.
At the two points (pi, pi, 0(pi)), which project in the surface Brillouin zone to
the M¯ point, where a Dirac node is located, filled bands come in groups of four
that are eigenstates of gy: ψ, gxψ and their time-reversed partners; notice ψ and
gxψ are linearly independent and not time-reversal partners because they have dif-
ferent gy eigenvalues (at the M¯ point, {gx, gy} = 0). At (pi, pi, 0), for each eigen-
state, ψ, with inversion eigenvalue λ = ±1, the state gxψ has inversion eigenvalue
λe(−2tx+1)pii, following Eq (7.6.37). Thus, ξ(pi,pi,0) = (−e2piitx)nocc/4. Since the same
logic holds at the (pi, pi, pi) point, ξ(pi,pi,pi) = (−e2piitx)nocc/4, as well. Since tx = 0 or
1
2
, ξ(pi,pi,0)ξ(pi,pi,pi) = (e
4piitx)
nocc/4 = 1.
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We now assume the presence of C4z to show that the points (0, pi, 0(pi)) and
(pi, 0, 0(pi)) also contribute a factor of +1 to ν. Since [C4z, I] = 0, an eigenstate
at (0, pi, 0(pi)) has a C4z partner at (pi, 0, 0(pi)) with the same inversion eigenvalues;
hence the product of the inversion eigenvalues at these two points is +1. This proves
Eq (7.6.36) in the presence of C4z symmetry.
We now prove Eq (7.6.36) without C4z symmetry using the Z4 invariants, χx,y.
In Appendix 7.6.5.1, we proved that the two Z4 invariants have the same parity:
(−1)χx = (−1)χy . Ref 185 proves that, (−1)χx = ξ(0,0,0)ξ(0,0,pi)ξ(pi,0,0)ξ(pi,0,pi), i.e., the
Z2 index of the ky = 0 plane. Similarly, (−1)χy = ξ(0,0,0)ξ(0,0,pi)ξ(0,pi,0)ξ(0,pipi), the Z2
index of the kx = 0 plane. Since these two quantities are equal, ξ(pi,0,0)ξ(pi,0,pi) =
ξ(0,pi,0)ξ(0,pi,pi). Hence, the inversion eigenvalues at these points contribute a (trivial)
+1 to Eq (7.6.35). We already showed above that the two points (pi, pi, 0(pi)) also
contribute a factor of +1. Together, this proves Eq (7.6.36).
7.6.5.4 Mirror Chern number in Wallpaper Group p4g
The wallpaper group p4g has C4z symmetry, in addition to the two glides, gx,y.
Consequently, it has the two mirror symmetries m11¯ ≡ {M11¯0|12 1¯20} and m110 ≡
{M110|12 120}. These symmetries are mirrors, and not glides, because their associated
translations are along the same axis that the mirror reflects over. Equivalently, for
a different choice of origin, these mirrors could be written without an accompanying
translation). One can define mirror Chern numbers,[201] n11¯0 and n110, associated
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with m11¯0 and m110, respectively.
We now show that (−1)n11¯0 = (−1)n110 = (−1)χx = (−1)χy (the last equality
was proved in Sec 7.6.5.1.) For illustrative purposes, we focus on the mirror Chern
number n11¯0, associated with m11¯0, which leaves the line (k, k, kz) invariant; an
identical argument holds for n110. As shown in Ref 8,
n11¯0 =
1
2pi
∫ pi
0
dk11
∫ 2pi
0
dkztr
[
F+,11¯ − F−,11¯
]
, (7.6.38)
where k11(11¯) ≡ 1√2(kx±ky) and here, F±,11¯ ≡ ∂k11A±,z−∂kzA±,11, where ± indicates
that the trace is over bands with m11¯0 eigenvalue ±i. By choosing a gauge where
the eigenstates satisfy |un(k)〉 = |un(k + 2pizˆ)〉, Eq (7.6.38) can be rewritten:
n11¯0 =
1
2pi
∫ pi
0
dk11∂k11Tr
[∫ 2pi
0
dkz (A+,z − A−,z)
]
= − i
2pi
∫ pi
0
dk∂k11Tr
[
lnW+(k,k,0) − lnW−(k,k,0)
]
, (7.6.39)
whereW± is defined as the Wilson loop evaluated on the bands with m11¯0 eigen-
value ±i. Thus, n11¯0 can be evaluated from a plot of the phases of the eigenvalues
of the Wilson loop W(−k,k,0) along the line Γ¯M¯ , similar to Sec 7.6.5.1:
1. Draw a horizontal reference line across the plot
2. Count the number of times a positively-sloped line in the + sector crosses
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the horizontal reference line and subtract from that the number of times a
negatively-sloped line in the + sector crosses the horizontal reference line
3. Repeat for the − sector
4. n11¯0 is equal to the result from step 2 minus the result from step 3
This is illustrated in Ref 8 and in Fig 7.5. From steps 1-4, it is evident that the
parity of n11¯0 is equal to the parity of the number of lines crossing the horizontal
reference line drawn in step 1, along the segment Γ¯M¯ . Now consider the closed
loop in the surface Brillouin zone, Γ¯M¯X¯Γ¯. If the Wilson loop, W(kx,ky ,0) is plotted
along this loop, the total number of positively-sloped bands crossing the reference
line must be equal to the number of negatively-sloped bands, since the system is
insulating and time-reversal invariant. Since the bands come in pairs along the line
M¯X¯, the parity of the number of bands crossing the reference line along Γ¯M¯ is
equal to the parity of the number of bands crossing the reference line along X¯Γ¯;
the latter is equal to the parity of χy, as derived at the end of Sec 7.6.5.1. It follows
that n11¯0 = χy mod 2, completing the proof.
Finally, we note that n11¯0 mod 2 is equal to the strong Z2 index, i.e., if n11¯0 is
odd, the occupied bands constitute a strong topological insulator phase.
7.6.6 Tight-Binding Model and the SSH Limit
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Γ M X Γ 
Figure 7.5: An example to compute n110 according to steps 1-4 in the text. Along Γ¯M¯ the solid
black (dashed blue) lines indicate the bands with m11¯0 eigenvalues ±i. Along M¯X¯(X¯Γ¯) the solid
black (dashed blue) lines indicate bands with gx(gy) eigenvalue ±ieiky/2(±ieikx/2). To compute
steps 1-4, we need only examine the segment Γ¯M¯ , along which one negatively-sloped line in the +
sector and two negatively-sloped lines in the − sector cross the red horizontal reference line. Thus,
the result from step 2 is -1, the result from step 3 is -2, and n11¯0 = 1. Evaluating χx according to
Sec 7.6.5.1 shows that χx = 1 mod 2, examplifying the proof that χx = n11¯0 mod 2.
In this section, we present a simplified tight-binding model that can realize all of
the Z4 × Z2 insulating phases allowed for wallpaper groups pgg and p4g, which
have perpendicular glides, gx,y, in the x and y directions. For simplicity, we further
specialize to systems with inversion symmetry, I; as shown in Sec 7.6.5.3, this
simplifies the computation of the z-projecting Wilson loop. Inversion symmetry also
implies the presence of a mirror in the z direction: I = gxgymz. We find a fine-tuned
limit in which the Z4 topological invariants defined in Sec 7.6.5.1 can be computed
by comparing the relative values of three Su-Schrieffer-Heeger Z2 invariants defined
by 1D models at the corners of the BZ. This limit provides an alternative way to
understand the four topological phases where χx = χy = 0 mod 2.
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7.6.6.1 Tight-Binding Model for Space groups 55 and 127
As a starting point, consider a single layer of the two-site unit cell shown in Fig-
ure 7.1. The sites, designated A and B, are related to each other by glide mirrors,
gx,y = {Mx,y|12 120}; the origin is defined to sit at an A site. An orthorhombic stack
of this single layer, with no other symmetries, is in space group 32, Pba2, and its
z-normal (001) surface is characterized by the two-dimensional wallpaper group,
pgg.
We enforce an extra symmorphic mirror, mz = {Mz|0012}, by adding two more
sublattices, C and D, sitting tz/2 above the A and B sites respectively; this mirror
implies that the system also has inversion symmetry. The resulting system is in
space group 55 Pbam. In this space group, when the two layers are decoupled,
each sheet is equivalent to a single layer of the two-dimensional Dirac semimetal
model in Ref. 245, which possesses four-fold degeneracies at X, Y , and M due
to the commutation relations between inversion symmetry and the glides at those
TRIMs. Specifically, using the algebra from Sec 7.6.1.2, the glides anticommute
with inversion at those TRIMs and I2 = +1.
The following Hamiltonian includes all allowed in-plane hopping terms up to
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second-nearest-neighbor:
Hxy(~k) = cos
(
kx
2
)
cos
(
ky
2
)
[t1τ
x + vr1τ
yσz]
+ sin
(
kx
2
)
cos
(
ky
2
)
[vs1τ
xµzσy]
+ cos
(
kx
2
)
sin
(
ky
2
)
[v′s1τ
xµzσx]
+ cos (kx) t2x + cos (ky) t2y
+ sin (kx) [vs2τ
zµzσx + v′s2µ
zσy]
+ sin (ky) [v
′′
s2µ
zσx + v′′′s2τ
zµzσy] , (7.6.40)
where τx corresponds to hopping between the A and B (or C and D) orbitals, µx
corresponds to hopping between the A and C (or B and D) orbitals and the σ Pauli
matrices correspond to an on-site spin.
To further simplify, we impose C4z symmetry, which is implemented by the op-
erator, C4z =
√
iσzf4z(~k), where f4z(~k) acts on the crystal momenta by enforcing
the cyclical mapping:
σx → σy, σy → −σx, σz → σz
kx → ky, ky → −kx, kz → kz. (7.6.41)
With this additional symmetry, vs1 = −v′s1, vs2 = −v′′s2, v′s2 = v′′′s2 in Eq. 7.6.40
and the system is now in the higher-symmetry space group 127, P4/mbm, with an
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in-plane Hamiltonian up to second-nearest neighbor hopping:
Hxy(~k) = cos
(
kx
2
)
cos
(
ky
2
)
[t1τ
x + vr1τ
yσz]
+ vs1
[
sin
(
kx
2
)
cos
(
ky
2
)
τxµzσy
− cos
(
kx
2
)
sin
(
ky
2
)
τxµzσx
]
+ t2 [cos (kx) + cos (ky)]
+ vs2 [sin (kx)µ
zσy − sin (ky)µzσx]
+ v′s2 [sin (kx) τ
zµzσx + sin (ky) τ
zµzσy] . (7.6.42)
We now add hopping in the z-direction to couple the layers. We begin with
terms that do not involve the spin degree of freedom, as shown in Fig. 7.6:
Vz(kz) = cos
(
kz
2
)
u1µ
x + sin
(
kz
2
)
u2µ
y
+ cos
(
kz
2
)
[cos (kx) + cos (ky)] v1µ
x
+ sin
(
kz
2
)
[cos (kx) + cos (ky)] v2µ
y. (7.6.43)
The terms proportional to u1,2 correspond to hopping between nearest-neighbor
A (B) and C (D) sites. Terms proportional to v1,2 originate from longer-range
versions of the same type of hopping, and connect A (B) and C (D) sites separated
by ~d = {101
2
} and ~d = {011
2
}.
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H127(~k) = Hxy(~k) + Vz(kz). (7.6.44)
We now consider the fine-tuned limit where vr1 = vs1 = 0; in this limit, there is
no spin-orbit coupling (SOC) at (kx, ky) = (pi, 0) and (0, pi). In this limit, we can
write down the Hamiltonian under X¯:
HSSHX¯ = cos
(
kz
2
)
u1µ
x + sin
(
kz
2
)
u2µ
y (7.6.45)
where we have shifted the energy to make t2 = 0 without loss of generality. We
note that the τ sublattice and σ spin degree of freedoms no longer play a role, and
just act as additional degeneracies.
This limit places strong constraints on the Wilson loop bands: since the spins are
decoupled, we can consider the spinless time reversal operator, T˜ , which satisfies
T˜ 2 = +1 and the spinless glide, g˜y, which, at the X¯ point, satisfies g˜2y = −1.
Thus, at X¯, T˜ g˜y is an anti-unitary operator that squares to −1, enforcing that all
eigenstates are doubly-degenerate, within each spin sector. Since there is no SOC,
the two spin sectors are also degenerate, resulting in a four-fold degeneracy at the
X¯ point. In addition, inversion requires that the Wilson bands are particle-hole
symmetric.[9] Thus, our four-band model has all four Wilson bands degenerate at
the X¯ point and, because of inversion symmetry, they are pinned to either 0 or pi.
312
It was shown in Sec 7.6.4.3 that all four Wilson bands are degenerate at the M¯
point, as well, and thus are also pinned to either 0 or pi. Since the Wilson bands
must continuously connect the bands at X¯ to the bands at M¯ , there is a Z2 invariant
that characterizes the possible connectivities for fixed band inversion at Γ¯:
χ = 2
([
1
pi
(
θ(M¯)− θ(X¯))] mod 2) (7.6.46)
One of these connectivities is a trivial phase and the other is the topological Dirac
insulating phase. As long as the system is QSH-trivial and diagonal symmorphic
mirror Chern-trivial, then the Wilson loop eigenvalues are generically unpinned at
Γ¯ and along all low symmetry lines. Therefore, in this particular model of SG
127, all of the possible crystalline connectivities for the path Γ¯X¯M¯X¯ ′ are entirely
determined by how the eigenvalues are pinned at X¯ and M¯ .
This limit can also be described by two, doubly-degenerate Su-Schrieffer-Heeger
(SSH) chains, where the edge state of one chain is the projection of the Hamiltonian
onto X¯ and the other is the projection onto M¯ . The relative values of the u1,2 and
v1,2, which parameterize hopping in the z-direction, correspond to the two choices
of dimerization for each SSH chain. For each of these two chains, there is a Z2
polarization, θ = 0, pi, which directly corresponds to the Wilson phases at those
surface TRIMs, and the overall bulk topology for these crystalline phases is given
by the Z2 relative polarization between the two SSH models.
However, within each chain, there is an additional degeneracy because the orig-
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inal SSH model only has two occupied bands. Thus, each SSH-like chain in our
model consists of two identical uncoupled Hamiltonians of the original SSH model.
For the chain which projects to M¯ , the four-fold surface degeneracy prevents the
two Hamiltonians from coupling. However, for the chain projecting to X¯, the two
SSH Hamiltonians are only prevented from coupling in the limit that there is no
SOC coupling at any bulk k-point projecting to X¯. As symmetry-allowed SOC
terms are turned on, a real system will escape this limit, and the two copies of the
SSH Hamiltonian at X¯ will couple and their surface states will gap into pairs.
7.6.6.2 Beyond the SSH Limit
Generically, all symmetry-allowed hopping terms will be present, including vr1, vs1,
and the other z-direction hopping terms. In this section, we will examine how this
affects the SSH-model definition of crystalline invariants.
The line that projects to M¯ continues to be described by a double-degenerate
SSH chain even after generic terms are added, as it still hosts a four-fold degenerate
surface state with a Z2 polarization. As states at M¯ are four-fold degenerate due
to surface wallpaper symmetries, the Wilson phases θ(M¯) must still be either 0 or
pi as long as there is bulk inversion symmetry. Though this doesn’t guarantee a
topological Wilson loop connectivity by itself, in the limit of weak spin-orbit inter-
action, the presence of a band inversion at an M¯ -projecting TRIM nevertheless still
results, for weak band inversion, in the presence of topological Dirac point or line
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nodes. The properties of these line nodes and their relationship to nonsymmorphic
symmetries are discussed are space-group dependent, and in general go beyond the
focus of this chapter.
At the TRIMs which project onto X¯, the immediate consequences of allowing
nonzero values of vr1 and vs1 are to couple the two copies of the SSH Hamiltoni-
ans under X¯ and gap out their surface states. As states at X¯ are only generically
two-fold degenerate, the presence of additional SOC terms breaks the artificial sym-
metries g˜y and T˜ and gaps the states into the two ends of an hourglass. Nevertheless,
as pictured in Fig. 7.8, this hourglass along Γ¯X¯ is still characterized by a Z2 in-
variant that characterizes whether it is centered about a Wilson phase of 0 or pi.
Therefore, as long as there are no additional band inversions, then as the connectiv-
ity remains unchanged, away from the SSH limit there still is an overall Z2 quantity
that characterizes the crystalline Wilson connectivity. However, as the phase of the
hourglass center can be moved by any band inversion on the plane which projects to
Γ¯X¯, then we find that this Z2 invariant is no longer just a property of the TRIMs,
and so for a real double-glide system, the Wilson loop remains the only generic
method for evaluating the bulk topology.
7.6.6.3 Broken C4z Phases
Additional Wilson band topologies are possible in systems without C4z symmetry,
whose surfaces are described by the wallpaper group pgg. We break C4z symmetry
315
in the tight-binding model by adding another interlayer hopping term:
VC4 = vC4µ
x cos (ky) cos
(
kz
2
)
(7.6.47)
The resulting system is now in SG 55. Without C4z symmetry, the SSH polarizations
at X¯ and Y¯ can now differ, leading us to define a second crystalline invariant for
the independent y direction:
χx,y = 2
([
1
pi
(
θ(M¯)− θ(Y¯ , X¯))] mod 2) (7.6.48)
The reason that χx,y is determined by θ(Y¯ , X¯), as opposed to the opposite or-
der of indices, is because gy enforces a four-fold degeneracy at X¯, as explained
in Sec 7.6.6.1. Thus, χx,y is determined by gx,y, consistent with the notation in
Sec 7.6.5.2.
If the polarization at X¯ differs from that at Y¯ and M¯ , the system can display
a single four-fold point at X¯. As more symmetry-allowed terms are added, the
states at X¯ will couple and the four-band crossing will open up into an hourglass
along Γ¯X¯. Nevertheless, as long as the bulk symmetries and band inversions are
unchanged, the Wilson connectivity will be preserved and the C4z-broken SSH phase
will evolve into a crystalline hourglass phase. An observation of the allowed Wilson
band connectivities with broken C4z symmetry confirms in fact that these two phases
(hourglasses along Γ¯X¯ or along Γ¯Y¯ ) are the only two allowed topological crystalline
connectivities which fundamentally violate C4z. The (χx, χy) = (0, 2) phase is
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demonstrated in our tight binding model in Figure 7.9.
If symmetry-allowed terms are made larger, other band inversions may occur
and χx/y may eventually change. However, the resulting phases, if QSH-trivial, will
still ultimately be tunable back to an SSH limit. Therefore the SSH limit can be
considered as a parent phase to all four possible χx,y = 0, 2 crystalline insulating
phases.
7.6.6.4 Strong Topological Insulating Phases
Away from the SSH limit, but preserving C4z symmetry such that the system is in
SG 127, as shown in Sec. 7.6.5.3, a band inversion about a TRIM which projects to Γ¯
can flip the product of parity eigenvalues and induce a strong topological insulating
phase. In practice, this band inversion can be accomplished in our tight-binding
model by adding the term:
VTI = vTIτ
yµxσz cos
(
kx
2
)
cos
(
ky
2
)
cos
(
kz
2
)
(7.6.49)
to the Hamiltonian in Eq. 7.6.44. Observing the glide-sector-resolved Wilson loop
in Fig. 7.10(b), we observe that this demonstrated double-glide spin hall phase is
characterized by χx = χy = 1 or 3, depending on our choice of labeling.
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𝑥
𝑧
𝑎𝑧
𝑎𝑥
𝑢1/2 𝑣1/2
Figure 7.6: The xz-plane consisting of A and C sites of the tetragonal lattice for our tight-binding
model of space group 127, with lattice spacings ax/z (there is a distinct xz-plane consisting of B
and D sites that is not visible in this slice). The chains in the z-direction can be considered Su-
Schrieffer-Heeger (SSH) chains, with hoppings proportional to u1/2 dimerizing chains in a strictly
z-dependent way and hoppings proportional to v1/2 coupling sites one lattice spacing ax (or ay)
over so as to introduce xy-dependence and allow in k-space for terms which manifest at different
TRIMs to be tuned independently.
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(a) 
(c) 
(b) 
(d) 
Figure 7.7: Energy bands and z-projection Wilson bands for the SSH limit of the tight-binding
model for SG 127 in Eq. 7.6.44, with the filling chosen such that the bottom four bands are
occupied. Bands (a) and Wilson bands (b) display the trivial connectivity χ = 0 when the
polarization invariants at X¯ and M¯ are the same, and here were obtained using t1 = 1, t2 =
0.5, vs2 = −0.2, v′s2 = 0.15, u1 = 0.25, u2 = 0.45, vr1 = vs1 = u3 = u4 = 0. When the polarization
invariants at M¯ and X¯ differ, which can be induced by a band inversion about M¯ (c), χ = 2
and the Wilson spectrum is nontrivially connected (d). This SSH limit of the topological Dirac
insulating phase in SG 127 was obtained using Eq. 7.6.44 with t1 = 1, t2 = 0.5, vs2 = −0.2, v′s2 =
0.15, u1 = 0.85, u2 = 1.3, u3 = 3, vr1 = vs1 = u4 = 0.
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(a) 
(c) 
(b) 
(d) 
Figure 7.8: Bulk bands (a,c) and Wilson bands (b,d) for the tight-binding model (7.6.44) away
from the SSH limit. The bands along Γ¯X¯ open up into hourglasses and the SSH edge states at X¯
couple and gap out. For the trivial phase in panel (a), the bottom four bands approach the top
four very closely in a few places, but there remains a consistent gap such that the four-band Wilson
matrix is well-defined for the whole z-surface BZ. Occasionally, an accidental extra symmetry of
the tight-binding parameters induces a four-fold degeneracy in the Wilson bands at Γ¯ in this model
(d). These figures were obtained by tuning vr1 → 0.55, vs1 → 0.4 from the values used in Fig. 7.7
for each phase.
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(a) 
(b) 
Figure 7.9: Bulk bands (a) and Wilson bands (b) for the broken-C4z crystalline phase labelled by
(χx, χy) = (0, 2), realized by the tight-binding model of Eq (7.6.44). In this phase, the hourglass
along Y¯ Γ¯ is sharply distorted and centered around pi. As occurred for the topological Dirac
insulating phase in Fig. 7.8, an accidental extra symmetry of the choice of tight binding parameters
can lead to a four-fold Wilson band degeneracy at Γ¯ (b). The picture was obtained by using
the following parameters: t1 = 1, vr1 = 0.55, vs1 = 0.4, t2 = 0.5, vs2 = −0.2, v′s2 = 0.35, u1 =
0.85, u2 = 1.3, u3 = 3, u4 = 4, and vC4 = 1.
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(b) 
(a) 
Figure 7.10: Bulk bands (a) and Wilson bands (b) for one of the double-glide QSH phases. This
phase can be obtained by adding the term VTI in Eq. 7.6.49 to the Hamiltonian in Eq. 7.6.44 away
from the SSH limit. Bands for this figure were generated using t1 = 1, vr1 = 0.3, vs1 = 0.25, t2 =
1.5, vs2 = −0.2, v′s2 = 0.15, u1 = 0.5, u2 = 2, u3 = u4 = 0, and vTI = 0.4.
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Chapter 8
Filling-Enforced Magnetic Dirac
Semimetals in Two Dimensions
8.1 Abstract
Filling-enforced Dirac semimetals, or those required at specific fillings by the combi-
nation of crystalline and time-reversal symmetries, have been proposed and discov-
ered in numerous materials. However, Dirac points in these materials are not gen-
erally robust against breaking or modifying time-reversal symmetry. We present a
new class of two-dimensional Dirac semimetal protected by the combination of crys-
tal symmetries and a special, antiferromagnetic time-reversal symmetry. Systems
in this class of magnetic layer groups, while having broken time-reversal symme-
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try, still respect the operation of time-reversal followed by a half-lattice translation.
In contrast to 2D time-reversal-symmetric Dirac semimetal phases, this magnetic
Dirac phase is capable of hosting just a single isolated Dirac point at the Fermi level,
one that can be stabilized solely by symmorphic crystal symmetries. We find that
this Dirac point represents a new quantum critical point, and lives at the bound-
ary between Chern insulating, antiferromagnetic topological crystalline insulating,
and trivial insulating phases. We present density functional theoretic calculations
which demonstrate the presence of this 2D magnetic Dirac semimetallic phase in
FeSe monolayers and discuss the implications for engineering quantum phase tran-
sitions in these materials. This chapter originally appeared as an online preprint by
Steve M. Young and Benjamin J. Wieder on the arXiv in 2016 [243].
8.2 Introduction
The prediction, discovery, and study of topological insulators has dramatically in-
creased interest in topological phases of matter in general. Recently, different classes
of metallic and semimetallic phases have been described and investigated; these in-
clude phases with Dirac, Weyl, Double Dirac, and Spin-1 Weyl fermions and line
nodes at or near the Fermi energy. A number of variations have been predicted,
and in some cases observed, in real materials [16, 24, 27, 30, 79, 95, 131, 134, 135,
137, 188, 209, 212, 213, 219, 224, 244].
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In these semimetallic phases, the nodal features are stabilized by the combination
of time-reversal symmetry and spatial symmetries. In particular, for the phases with
nonsymmorphic spatial operations, or those symmetric under the combination of
a point group operation and a fractional lattice translation, certain nodal features
are always present at space-group-specific fillings [166, 216, 221]. These semimetals,
known as “filling-enforced semimetals,” are prevented from being insulators at these
fillings by the combination of Kramers’ theorem and nonsymmorphic symmetries,
and therefore display bands inseparably tangled together in space-group-specific
numbers. For example, for the simple 2D four-band models which we previously
presented in Ref. 245, glides and two-fold screws forced bands to tangle together in
groups of 4 such that at filling ν = 2, the system always displayed Weyl or Dirac
points.
In this letter, we present the first examples of filling-enforced Dirac semimet-
als in systems with magnetic symmetries. We find that the combination of three-
dimensional layer group crystal symmetries with an antiferromagnetic time-reversal
symmetry protects a single bulk Dirac point in a two-dimensional crystal, and we
present four-band tight-binding models demonstrating this physics. Unlike in the
Dirac semimetals with time-reversal-symmetry, this single Dirac point is permitted
to exist as the only feature at the Fermi energy. Furthermore, unlike the antifer-
romagnetic Dirac points in Ref 198, which are topological objects created through
band-inversion transitions, this 2D magnetic Dirac point is filling-enforced : it can-
not be gapped without lowering the symmetry of the particular magnetic layer
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group which protects it.
This single magnetic Dirac point, like its time-reversal-symmetric relative, rep-
resents the quantum critical point between topologically distinct insulating phases.
We find that for bulk perturbations which preserve the antiferromagnetic time-
reversal operation, the magnetic Dirac semimetal sits at the phase transition be-
tween a trivial insulator and a Chern-trivial antiferromagnetic topological crys-
talline insulator. Perturbations which break antiferromagnetic time-reversal gap to
Chern insulators with winding C = ±1.
Finally, we present density functional theoretic (DFT) calculations which demon-
strate the presence of this magnetic Dirac semimetal phase in FeSe monolayers, and
discuss the implications for engineering topological phase transitions in these mag-
netic Dirac semimetals.
8.3 Magnetic Tight-Binding Models
At the k · p level, a four-fold point degeneracy may be protected by two spatial
operations A and B and an antiunitary operation T¯ , where we may represent A,
B, and T¯ such that
{A,B} = [A, T¯ ] = [B, T¯ ] = 0, A2 = ±B2 = −T¯ 2 = +1 (8.3.1)
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Figure 8.1: (a) The lattice with I, {Mz|0 12}, and T¯ = {T | 12 12} with spins along ±yˆ. Red and
green indicate sites above and below the plane. (b) The band structure of the system generated
by the tight-binding model of Eq. 8.3.2. Bands are two-fold-degenerate by the combination of I
and T¯ . Pictured are the top four bands of an eight-band model, which are split from the bottom
bands by a very large antiferromagnetic interaction. The symmetries of this magnetic layer group
necessitate that groups of four bands meet in Dirac points at the M point for fillings ν ∈ 4Z + 2.
When T¯ is plain time-reversal symmetry T , the above relations may only be
satisfied if at least one of A or B is a two-fold non-symmorphic operation [221].
However, if T¯ = {T |t} where t is a fractional translation, then at T¯ -invariant k
points the commutation relations between T¯ and spatial symmetries may be altered.
We find that for some magnetic systems, this algebra can conversely be satisfied
entirely using symmorphic symmetries.
The presence of a T¯ symmetry with a half-lattice translation implies states on
different sublattices are related by time-reversal, like in an antiferromagnet. To
construct a model, we first consider systems with four sublattices of s-orbitals for
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a total of eight bands. We then turn on an antiferromagnetic potential, assumed
to be much stronger than other hopping and energy terms, such that the system is
split into two effectively four-band systems, each with one spin per sublattice. The
upper subsystem is therefore comprised of two pairs of sublattices A/B. Each pair
individually respects T¯ , and the two pairs are related to one another by additional
spatial symmetries, as shown in Fig. 8.1(a), for which t =
(
1
2
1
2
)
and the additional
symmetries are inversion I and glide reflection Mz. Representing the A/B degrees
of freedom by σ and the prime/nonprime degrees of freedom by τ , the k · p model
of the M point reads:
I = iτy,Mz = iτxσy, T¯ = iτzσyK
HM =
[
t0τx +
(
tSO2 + t
SO
3
)
τzσz +
(
tSO3 + t
SO
4
)
τzσx
]
kx
− [(tSO2 − tSO3 ) τzσz + (tSO3 − tSO4 ) τzσx] ky
and can be generated by the tight-binding model
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H =t0 cos
(
kx
2
)
τx
+
[
tSO1 sin (kx − ky) + tSO2 sin (kx + ky)
]
τzσz
+
[
tSO3 sin
(
kx − ky
2
)
+ tSO4 sin
(
kx + ky
2
)]
τzσx (8.3.2)
If these two spatial symmetries were combined with regular time-reversal-symmetry
T , Dirac points at M and Y would result. However in the little group at Y under
T¯ , the translation t anticommutes with both spatial operations, and no Dirac point
results.
In the k · p theory, five matrices preserve T¯ while breaking one of the spatial
symmetries: τz, τy, τxσx, τxσy, and τxσz. Adding mass terms proportional to these
matrices results in either insulating or Weyl semimetal phases, depending on the
band ordering elsewhere in the BZ. Unlike the with time-reversal-symmetric Dirac
semimetals, the resulting gapped phases in these systems cannot be evaluated by a
Z2 Quantum-Spin-Hall (QSH) invariant. Furthermore, as T¯ 2 = −1 on only a line
in the bulk BZ, the system also cannot realize the inherently 3D antiferromagnetic
topological insulating phase described by Mong, Essin, and Moore in Ref. 147.
However, we find that this does not exclude the presence of 2D topological magnetic
crystalline phases, or those surface-protected by T¯ .
Consider the (11), (11¯), (1¯1), and (1¯1¯) edges, which preserve T¯ . While one
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Figure 8.2: For the tight-binding model in Eq. 8.3.2, introducing an asymmetry in the interaction
between A/A’ and B/B’ sites may result in edge states on T¯ -preserving surfaces. Pictured above
is the (11) edge of a ribbon for different signs of the Mz-breaking term τy in the k · p. The edge
shown in (c) and represented by a red line in (a) and (b) above hosts surface states as shown
in the inset band structure. The edge in (d), represented by a black line in (a) and (b), is fully
gapped. Flipping the sign of τy is equivalent to applying C2z rotation, which exchanges the two
crystalline phases.
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Figure 8.3: (a) Perturbations corresponding to τxσx (along with τxσy and τxσz) result in nodal
phases (left) or bulk gapped phases (right), depending on perturbation strength. These cases are
associated with dimerizations of the lattice, similar to what’s shown in Fig. 8.2, and may produce
edge states in the same fashion (b). τz represents a staggered on-site potential and leads to a
pair of Weyl points for small magnitudes (left), two pairs as the magnitude increases (center),
and, ultimately, an insulating phase once the Weyl points annihilate (right), but never produces
edge states independent of termination. (c) The chiral edge states resulting from breaking T¯ but
preserving the spatial symmetries; left and right moving states sit on opposite edges and connect
the valence and bulk manifolds, and are associated with |C| = 1. (d) Band structure of the
(10) edge of the T¯ -bulk-preserving perturbed system in Fig 8.2. This edge breaks T¯ and hosts a
single, directional trivial edge state, indicating that the T¯ -preserving bulk-insulating phases are
Chern-trivial C = 0.
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surface Time-Reversal-Invariant-Momentum (TRIM), Γ¯, has a Kramers degeneracy
from T¯ 2 = −1, the other TRIM, Z¯, does not. Including a distortion that produces
the mass term τy results in a bulk-insulating phase, and for appropriately chosen
terminations, edge states which resemble QSH edges appear in the gap, with a lin-
early dispersive Kramers degeneracy forming at Γ¯ as shown Fig. 8.2(c). However,
at Z¯, Kramers’ theorem is not enforced, since T¯ 2 = +1, and the singly degenerate
bands are free to move if not pinned to the bulk, and the system may fully gap as
shown in Fig. 8.2(d). We find that the T¯ -preserving gapped system behaves like the
Su-Schrieffer-Heeger model: τy effectively dimerizes the A and B sublattices, leaving
an edge state on unpaired terminations. Changing the sign of τy causes dimers to
switch partners, converting edge states between paired and unpaired (Figs. 8.2(a)
and 8.2(b)). The terms τxσx, τxσy, and τxσz also correspond to dimerizing distor-
tions, and produce the same behavior as τy. Small perturbations split the Dirac
point into Weyl nodes (or a nodal loop for τxσy, which preserves Mz), however,
strong perturbations push the nodal features away from Z¯ until they meet and an-
nihilate, resulting in a bulk-insulating phase with termination-dependent edge states
(Fig. 8.3(a)). Conversely, τz corresponds to a staggered on-site potential and, while
it may generate Weyl semimetal phases, it never produces edge states, regardless of
termination (Fig. 8.3(b)). In Fig.8.3(d), we examine the T¯ -broken, low-symmetry
(10) edge. While it hosts chiral edge modes for a T¯ -preserving bulk insulator, these
edge modes do not connect the conduction and valence bands, and can be pushed
into the bulk bands without closing the bulk gap, reflecting a Chern-trivial (C = 0)
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bulk topology.
The magnetic Dirac point can also be gapped by T¯ -breaking terms. We show in
Fig 8.3(c) that applying a σy term at M, which preserves both spatial symmetries,
results in the development of a single topological chiral mode on each edge. From
this we can infer that the T¯ -broken system is Chern insulating with winding |C| = 1.
We may construct a similar system using only symmorphic symmetries C2x and
C2y (Fig. 8.4). We note that as C2x/y are both two-fold and symmorphic, they would
not ordinarily protect Dirac points in a time-reversal-symmetric system. [245]. How-
ever, with the antiferromagnetic T¯ -symmetry, protection of Dirac points by sym-
morphic operations is conversely allowed. The translation t anticommutes rather
than commutes with both spatial operations at the M point, converting the k · p
theory into one that satisfies the algebra described in Eq. 8.3.1.
Its k · p theory looks like
C2y = iτy, C2x = iτxσy, T¯ = iτzσyK
HM =
[
t0τx + t
SO
1 τzσz + t
SO
2 τzσx
]
kx
+
[
tSO1 σz + t
SO
2 σx + t
SO
3 τyσy
]
ky
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Figure 8.4: The lattice with C2x, C2y, and T¯ = {T | 12 12}. Magnetic moments are along ±yˆ. The
red and green sites are above and below the plane, respectively; the open-circle site is gray here to
indicate that it is in the plane. The symmetries of this magnetic layer group require that bands,
while singly degenerate, still group together in multiples of 4 and meet in Dirac points at M .
Systems in this magnetic layer group are therefore filling-enforced magnetic Dirac semimetals at
fillings ν ∈ 4Z + 2.
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Figure 8.5: The band structure of the 〈11〉 edges of a ribbon of the system in Eq. 8.3.3 for (a) a
staggered on-site potential and dimerizing interactions with (b) low and high magnitudes. In the
latter case, only the termination with unpaired sites (as in Fig. 8.2(c)) is represented. As before,
paired edges yield no edge states. Band structures when the bulk is gapped by (c) a T¯ -breaking
term display topological chiral edge states associated with a Chern number |C| = 1.
with a tight-binding model
H =t0 cos
(
kx
2
)
τx + t
SO
3 cos
(
ky
2
)
τyσy
+ tSO1 [sin (kx) cos (ky) τzσz + sin (ky) cos (kx)σz]
+ tSO2
[
sin
(
ky
2
)
cos
(
kx
2
)
τzσx
+ sin
(
kx
2
)
cos
(
ky
2
)
σx
]
(8.3.3)
As before, τz corresponds to an on-site potential breaking the symmetry between
the A and B sublattices, and τy, τxσx, τxσy, and τxσz dimerize the A and B sub-
lattices and produce similar edge states. In this case, τz gaps the system directly,
without an intermediate Weyl semimetal phase (Fig. 8.5(a)), whereas the dimeriz-
ing terms all produce intermediate Weyl semimetal phases (Fig. 8.5(b)). For this
system as well, breaking T¯ results in |C| = 1 chiral edge states (Fig. 8.5(c)).
We note that for both magnetic Dirac systems, fillings ν ∈ 4Z + 2 are required
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for the Fermi energy to lie at the Dirac point. For the first model presented,
the presence of multiple nonsymmorphic symmetries disallows fillings of ν = 2, 6,
as they would imply atoms with fractional numbers of electrons. However, derived
phases for which one of the nonsymmorphic symmetries is broken are still achievable.
Appropriately chosen adatoms or substrates may be able to dope the system while
only weakly perturbing it, maintaining an approximate Dirac cone.
In the magnetic layer group of the second model, it is possible for pairs of sublat-
tices to coincide, such that only two sites are necessary. In such a two-site system,
the Dirac point would be allowed to sit at the Fermi energy without the distribu-
tion of electrons violating crystal symmetries. However, in practice, constructing
a tight-binding model for such a system requires a more complicated pattern of
magnetic ordering.
8.4 Materials Realization
As an example, we consider the iron-based superconductors. The iron pnictides
– and FeSe – are comprised of layers of iron arsenide or iron selenide in the anti-
litharge structure [90]. Recently, monolayers of FeSe have been synthesized and
investigated [68, 133]. One possible ordering of the magnetic moments takes a
striped pattern (Fig. 8.6(a)). This case is represented by the first model considered
above (Eq. 8.3.2), with additional symmetry such that tSO1 = t
SO
2 and t
SO
3 = t
SO
4 .
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Figure 8.6: (a) The structure of an FeSe monolayer. The iron atoms (dark gray) form a planar
square lattice, while the selenium atoms sit above and below the plane, so that the iron atoms are
tetrahedrally coordinated. Magnetic moments are shown for the striped ordering phase, and are
represented by the colored arrows. (b) The band structure of the striped phase of FeSe. Below
the Fermi energy, the valence bands form a Dirac point at M that splits weakly along the M-X
line. The splitting is due to spin-orbit interaction and its weakness is a consequence of the bands
comprising primarily iron d-orbitals.
The band structure of FeSe obtained using DFT is shown in Fig. 8.6, with calcula-
tions performed using QUANTUM ESPRESSO with norm-conserving pseudopotentials
generated using OPIUM [173, 175] at the level of PBE. An energy cutoff of 50Ry
was used, with a 24× 24× 1 k-point grid and 15A˚ of vacuum. Within the valence
bands an apparent line node is visible; closer inspection reveals weak spin-orbit
splitting at X, leaving a Dirac point at M as predicted.
As discussed the filling must be reduced to position the Fermi energy at the Dirac
point which in this case will necessarily break the symmetry. This could potentially
be achieved by using monolayers of an iron pnictide system with intercalated species
on lattices that produce the correct filling.
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8.5 Discussion
We have described a class of magnetic Dirac points protected by modifying time-
reversal symmetry to include a fractional translation. This translation results in
commutation relations with the spatial symmetries different from those in ordinary
time-reversal-symmetric crystals, allowing for Fermi surfaces consisting of single
Dirac points, and removing the requirement of nonsymmorphic spatial operations.
Both topologically nontrivial magnetic crystalline insulating and Chern insulating
phases are easily accessible from this magnetic Dirac phase by breaking symmetries.
The dimerizations required to gap into the T¯ -preserving phases can, in general,
be achieved by applying 11-direction-strain, and provide a route towards strain-
engineering broken-time-reversal quantum phase transitions.
Finally, it is worth noting that this system circumvents the Dirac fermion dou-
bling theorem for time-reversal-symmetric Dirac semimetals. In those systems,
single Dirac points are prevented from being stabilized in 2D bulk crystals by the
presence of additional Dirac or Weyl features. This presence of these additional
nodal features at the Fermi energy prevents the nearby QSH and trivial insulat-
ing phases from being related to each other by a crystal symmetry operation [245].
Though the T¯ -preserving gapped phases in our systems seem to violate this doubling
theorem, they are actually unrelated. The gapped phases in these magnetic Dirac
systems are topological crystalline phases: or phases preserved by time-reversal and
a surface-specific spatial operation, here the combined operation of time-reversal
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and a diagonal half-lattice translation. The two classes of antiferromagnetic topo-
logical crystalline insulating phases in Fig. 8.2 are Chern-trivial and related to each
other by a C2z operation, such that only crystalline invariants are exchanged under
spatial operations and the overall bulk topology remains unaffected. In fact, one
may instead consider the magnetic Dirac point presented here as the symmetry-
pinned combination of two, twofold-degenerate quantum Hall transitions. In that
sense, this Dirac point also successfully avoids the two-dimensional parity anomaly
addressed by Haldane in Ref. 80.
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Chapter 9
Future Directions
In this final section, I provide a bit of perspective on the work presented in this thesis
as it pertains to potential future research directions. For the most immediate future,
I probably won’t directly build off of the transport papers highlighted in Chapters 2
and 3, unless I make a pivot back to studying Majorana fermion detection or take
up numerical analysis of transport in disordered graphene along the lines of Ref. 1.
One outstanding question that I could answer through transport considerations is
the role of disorder in crystalline semimetals and topological crystalline insulators.
As those systems are heavily reliant on a sense of “exact” crystal symmetry, a
reasonable place to start would be calculating the response of topological crystalline
materials as functions of disorder strength and in different disorder ensembles, such
as was done for Weyl semimetals in Ref. 179.
340
Currently though, my research interests lie firmly in exhausting the single-
particle (or mean-field) nodal and topological systems minimally predicted by sym-
metry considerations. Building on the results presented in Chapters 5, 6, 7, and 8,
I hope to at the very least find new Dirac and exotic unconventional fermions in
systems with broken I or T symmetries, with the most obvious route again being
a consideration of irreducible representations and point group symmetries. With
the discovery of each of these new bulk fermions, there exists the chance for im-
proved detection of topological physics (such as Fermi arcs) and the promise for
new strain-engineered quantum phase transitions like those in Chapters 5, 7, and 8.
Furthermore, there does not currently exist a complete formulation of minimal in-
sulating filling for systems with broken T -symmetry or time-dependence. It seems
quite possible that a flat-manifold-based formulation might be achievable in time-
cycle floquet or time-crystal systems [227, 259], and that it could be used to find
new time-cycle semimetals [23, 211] and characterize topological quantum critical
points in time-cycle systems [36, 162].
Finally, as a bit of a stretch goal, it would be interesting to study the role of
crystal symmetries in interacting problems. As shown in Chapter 5, it is an open
question as to whether the platycosm formulation of minimal insulating filling is
truly insufficient for 10 of the 230 space groups, or whether interactions can open
up symmetry-preserving gaps in those systems. There is also the possibility that a
consideration of crystal symmetries and time-reversal on the phonon spectra of su-
perconductors could be used to successfully predict new superconducting materials
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including definitive experimental realizations of topological superconductivity.
Whether or not I get to continue working in this field and address some of these
problems, the last 5 years of study under Professor Kane comprise the most reward-
ing and enlightening time of my life. The symmetry and topology considerations
presented in this thesis are the direct result of me absorbing some small sliver of
Charlie’s superlative physical intuition, and whatever problems I go on to address,
I hope that my work will continue to bear hallmarks of my time at Penn.
342
Bibliography
[1] D. S. L. Abergel. Robustness of topologically protected transport in graphene-
boron nitride lateral heterostructures. ArXiv e-prints, September 2016.
[2] Stephen L. Adler. Axial-vector vertex in spinor electrodynamics. Phys.
Rev., 177:2426–2438, Jan 1969. doi: 10.1103/PhysRev.177.2426. URL
http://link.aps.org/doi/10.1103/PhysRev.177.2426.
[3] A. R. Akhmerov, Johan Nilsson, and C. W. J. Beenakker. Electrically detected
interferometry of majorana fermions in a topological insulator. Phys. Rev.
Lett., 102:216404, May 2009. doi: 10.1103/PhysRevLett.102.216404. URL
http://link.aps.org/doi/10.1103/PhysRevLett.102.216404.
[4] A. R. Akhmerov, J. P. Dahlhaus, F. Hassler, M. Wimmer, and
C. W. J. Beenakker. Quantized conductance at the majorana phase
transition in a disordered superconducting wire. Phys. Rev. Lett.,
106:057001, Jan 2011. doi: 10.1103/PhysRevLett.106.057001. URL
http://link.aps.org/doi/10.1103/PhysRevLett.106.057001.
343
[5] Jonathan S. Alden, Adam W. Tsen, Pinshane Y. Huang, Robert
Hovden, Lola Brown, Jiwoong Park, David A. Muller, and
Paul L. McEuen. Strain solitons and topological defects in bi-
layer graphene. Proceedings of the National Academy of Sciences,
110(28):11256–11260, 2013. doi: 10.1073/pnas.1309394110. URL
http://www.pnas.org/content/110/28/11256.abstract.
[6] A. Alexandradinata and B. Andrei Bernevig. Berry-phase de-
scription of topological crystalline insulators. Phys. Rev. B, 93:
205104, May 2016. doi: 10.1103/PhysRevB.93.205104. URL
http://link.aps.org/doi/10.1103/PhysRevB.93.205104.
[7] A Alexandradinata, Xi Dai, and B Andrei Bernevig. Wilson-loop character-
ization of inversion-symmetric topological insulators. Physical Review B, 89
(15):155114, 2014.
[8] A. Alexandradinata, Chen Fang, Matthew J. Gilbert, and B. Andrei Bernevig.
Spin-orbit-free topological insulators without time-reversal symmetry. Phys.
Rev. Lett., 113:116403, Sep 2014. doi: 10.1103/PhysRevLett.113.116403. URL
http://link.aps.org/doi/10.1103/PhysRevLett.113.116403.
[9] A Alexandradinata, Zhijun Wang, and B Andrei Bernevig. Topological insu-
lators from group cohomology. Physical Review X, 6(2):021008, 2016.
[10] Aris Alexandradinata. Private communication.
[11] Aris Alexandradinata, Zhijun Wang, and Andrei Bernevig.
344
[12] Jason Alicea. Majorana fermions in a tunable semiconductor device. Phys.
Rev. B, 81:125318, Mar 2010. doi: 10.1103/PhysRevB.81.125318. URL
http://link.aps.org/doi/10.1103/PhysRevB.81.125318.
[13] Alexander Altland and Martin R. Zirnbauer. Nonstandard symmetry
classes in mesoscopic normal-superconducting hybrid structures. Phys.
Rev. B, 55:1142–1161, Jan 1997. doi: 10.1103/PhysRevB.55.1142. URL
http://link.aps.org/doi/10.1103/PhysRevB.55.1142.
[14] L. Alvarez-Gaume´ and W. Witten. Nucl. Phys. B, 234:269, 1984. doi:
10.1016/0550-3213(84)90066-X.
[15] L. Alvarez-Gaume´’, S. Della Pietra, and G. Moore. Ann. Phys., 163:288, 1985.
[16] G. Aute`s, D. Gresch, M. Troyer, A. A. Soluyanov, and O. V.
Yazyev. Robust type-ii weyl semimetal phase in transition
metal diphosphides xp2 (x = Mo, w). Phys. Rev. Lett., 117:
066402, Aug 2016. doi: 10.1103/PhysRevLett.117.066402. URL
http://link.aps.org/doi/10.1103/PhysRevLett.117.066402.
[17] Wenzhong Bao, Jairo Velasco, Fan Zhang, Lei Jing, Brian Stan-
dley, Dmitry Smirnov, Marc Bockrath, Allan H. MacDonald, and
Chun Ning Lau. Evidence for a spontaneous gapped state in ultra-
clean bilayer graphene. Proceedings of the National Academy of Sci-
ences, 109(27):10802–10805, 2012. doi: 10.1073/pnas.1205978109. URL
http://www.pnas.org/content/109/27/10802.abstract.
345
[18] B. Be´ri. Nonlocal conductance reveals helical superconductors. Phys.
Rev. B, 85:140501, Apr 2012. doi: 10.1103/PhysRevB.85.140501. URL
http://link.aps.org/doi/10.1103/PhysRevB.85.140501.
[19] B. Andrei Bernevig, Taylor L. Hughes, and Shou-Cheng Zhang. Quantum spin
hall effect and topological phase transition in hgte quantum wells. Science,
2006.
[20] M. V. Berry. Quantal phase factors accompanying adiabatic
changes. Proceedings of the Royal Society of London A: Math-
ematical, Physical and Engineering Sciences, 392(1802):45–57,
1984. ISSN 0080-4630. doi: 10.1098/rspa.1984.0023. URL
http://rspa.royalsocietypublishing.org/content/392/1802/45.
[21] G. Bian, T.-R. Chang, R. Sankar, S.-Y. Xu, H. Zheng, T. Neupert, C.-K.
Chiu, S.-M. Huang, G. Chang, I. Belopolski, D. S. Sanchez, M. Neupane,
N. Alidoust, C. Liu, B. Wang, C.-C. Lee, H.-T. Jeng, A. Bansil, F. Chou,
H. Lin, and M. Zahid Hasan. Topological Nodal-Line Fermions in the Non-
Centrosymmetric Superconductor Compound PbTaSe2. ArXiv e-prints, May
2015.
[22] C. J. Bolech and Eugene Demler. Observing majorana bound states in p-wave
superconductors using noise measurements in tunneling experiments. Phys.
Rev. Lett., 98:237002, Jun 2007. doi: 10.1103/PhysRevLett.98.237002. URL
http://link.aps.org/doi/10.1103/PhysRevLett.98.237002.
346
[23] Raditya Weda Bomantara, Gudapati Naresh Raghava, Long-
wen Zhou, and Jiangbin Gong. Floquet topological semimetal
phases of an extended kicked harper model. Phys. Rev. E, 93:
022209, Feb 2016. doi: 10.1103/PhysRevE.93.022209. URL
http://link.aps.org/doi/10.1103/PhysRevE.93.022209.
[24] Sergey Borisenko, Quinn Gibson, Danil Evtushinsky, Volodymyr Zabolot-
nyy, Bernd Bu¨chner, and Robert J. Cava. Experimental realiza-
tion of a three-dimensional dirac semimetal. Phys. Rev. Lett., 113:
027603, Jul 2014. doi: 10.1103/PhysRevLett.113.027603. URL
http://link.aps.org/doi/10.1103/PhysRevLett.113.027603.
[25] J.D. Bornand, R.E. Siemens, and L.L. Oden. Phase relations in the
molybdenum-gallium system. Journal of the Less Common Metals, 30(2):
205 – 209, 1973. ISSN 0022-5088. doi: http://dx.doi.org/10.1016/0022-
5088(73)90106-9.
[26] C. J. Bradley and A. P. Cracknell. The Mathematical Theory of Symmetry
in Solids. Clarendon Press Oxford, Oxford, United Kingdom, 1972. ISBN
0199582580.
[27] Barry Bradlyn, Jennifer Cano, Zhijun Wang, M. G. Vergniory, C. Felser,
R. J. Cava, and B. Andrei Bernevig. Beyond dirac and weyl fermions:
Unconventional quasiparticles in conventional crystals. Science, 353
347
(6299), 2016. ISSN 0036-8075. doi: 10.1126/science.aaf5037. URL
http://science.sciencemag.org/content/353/6299/aaf5037.
[28] L. Brey and H. A. Fertig. Electronic states of graphene nanorib-
bons studied with the dirac equation. Phys. Rev. B, 73:
235411, Jun 2006. doi: 10.1103/PhysRevB.73.235411. URL
http://link.aps.org/doi/10.1103/PhysRevB.73.235411.
[29] C. Bru¨ne, C. X. Liu, E. G. Novik, E. M. Hankiewicz, H. Buhmann, Y. L.
Chen, X. L. Qi, Z. X. Shen, S. C. Zhang, and L. W. Molenkamp. Quantum
hall effect from the topological surface states of strained bulk hgte. Phys. Rev.
Lett., 106:126803, Mar 2011. doi: 10.1103/PhysRevLett.106.126803. URL
http://link.aps.org/doi/10.1103/PhysRevLett.106.126803.
[30] A. A. Burkov and Leon Balents. Weyl semimetal in a topo-
logical insulator multilayer. Phys. Rev. Lett., 107:127205,
Sep 2011. doi: 10.1103/PhysRevLett.107.127205. URL
http://link.aps.org/doi/10.1103/PhysRevLett.107.127205.
[31] M. Bu¨ttiker. Scattering theory of current and intensity noise
correlations in conductors and wave guides. Phys. Rev. B, 46:
12485–12507, Nov 1992. doi: 10.1103/PhysRevB.46.12485. URL
http://link.aps.org/doi/10.1103/PhysRevB.46.12485.
[32] Toma´ sˇ Bzdusˇek, Andreas Ru¨egg, and Manfred Sigrist. Weyl semimetal
from spontaneous inversion symmetry breaking in pyrochlore oxides. Phys.
348
Rev. B, 91:165105, Apr 2015. doi: 10.1103/PhysRevB.91.165105. URL
http://link.aps.org/doi/10.1103/PhysRevB.91.165105.
[33] A. Calogeracos and N. Dombey. History and physics of the klein paradox.
Contemporary Physics, 40(5):313–321, 1999. doi: 10.1080/001075199181387.
URL http://dx.doi.org/10.1080/001075199181387.
[34] Jean-Michel Carter, V. Vijay Shankar, M. Ahsan Zeb, and Hae-Young
Kee. Semimetal and topological insulator in perovskite iridates. Phys.
Rev. B, 85:115105, Mar 2012. doi: 10.1103/PhysRevB.85.115105. URL
http://link.aps.org/doi/10.1103/PhysRevB.85.115105.
[35] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov,
and A. K. Geim. The electronic properties of graphene. Rev. Mod.
Phys., 81:109–162, Jan 2009. doi: 10.1103/RevModPhys.81.109. URL
http://link.aps.org/doi/10.1103/RevModPhys.81.109.
[36] Jrme Cayssol, Balzs Dra, Ferenc Simon, and Roderich Moessner. Floquet
topological insulators. physica status solidi (RRL) Rapid Research Letters,
7(1-2):101–108, 2013. ISSN 1862-6270. doi: 10.1002/pssr.201206451. URL
http://dx.doi.org/10.1002/pssr.201206451.
[37] Po-Yao Chang, Onur Erten, and Piers Coleman. Mobius kondo insulators.
arXiv:1603.03435, 2016.
[38] Yige Chen and Hae-Young Kee. Topological phases in iridium oxide su-
perlattices: Quantized anomalous charge or valley hall insulators. Phys.
349
Rev. B, 90:195145, Nov 2014. doi: 10.1103/PhysRevB.90.195145. URL
http://link.aps.org/doi/10.1103/PhysRevB.90.195145.
[39] Yige Chen, Yuan-Ming Lu, and Hae-Young Kee. Topological crystalline metal
in orthorhombic perovskite iridates. Nat. Commun., 6:6593, 2015.
[40] Yige Chen, Heung-Sik Kim, and Hae-Young Kee. Topological
crystalline semimetals in nonsymmorphic lattices. Phys. Rev. B,
93:155140, Apr 2016. doi: 10.1103/PhysRevB.93.155140. URL
http://link.aps.org/doi/10.1103/PhysRevB.93.155140.
[41] Yuanping Chen, Yuee Xie, Shengyuan A. Yang, Hui Pan, Fan
Zhang, Marvin L. Cohen, and Shengbai Zhang. Nanostructured car-
bon allotropes with weyl-like loops and points. Nano Letters, 15
(10):6974–6978, 2015. doi: 10.1021/acs.nanolett.5b02978. URL
http://dx.doi.org/10.1021/acs.nanolett.5b02978. PMID: 26426355.
[42] Suk Bum Chung, Xiao-Liang Qi, Joseph Maciejko, and Shou-Cheng Zhang.
Conductance and noise signatures of majorana backscattering. Phys.
Rev. B, 83:100512, Mar 2011. doi: 10.1103/PhysRevB.83.100512. URL
http://link.aps.org/doi/10.1103/PhysRevB.83.100512.
[43] H. O. H. Churchill, V. Fatemi, K. Grove-Rasmussen, M. T. Deng,
P. Caroff, H. Q. Xu, and C. M. Marcus. Superconductor-nanowire
devices from tunneling to the multichannel regime: Zero-bias os-
cillations and magnetoconductance crossover. Phys. Rev. B, 87:
350
241401, Jun 2013. doi: 10.1103/PhysRevB.87.241401. URL
http://link.aps.org/doi/10.1103/PhysRevB.87.241401.
[44] John H. Conway, Heidi Burgiel, and Chaim Goodman-Strauss. The Symme-
tries of Things. CRC Press, Boca Raton, Florida, 2008. ISBN 1568812205.
[45] X.Y. Cui, A. Soon, A.E. Phillips, R.K. Zheng, Z.W. Liu, B. Delley, S.P.
Ringer, and C. Stampfl. First principles study of 3d transition metal doped
. J. Magn. Magn. Mater., 324(19):3138 – 3143, 2012. ISSN 0304-8853. doi:
http://dx.doi.org/10.1016/j.jmmm.2012.05.021.
[46] Anindya Das, Yuval Ronen, Yonatan Most, Yuval Oreg, Moty Heiblum, and
Hadas Shtrikman. Zero-bias peaks and splitting in an al-inas nanowire topo-
logical superconductor as a signature of majorana fermions. Nat Phys, 8
(12):887–895, Dec 2012. ISSN 1745-2473. doi: 10.1038/nphys2479. URL
http://dx.doi.org/10.1038/nphys2479.
[47] M. T. Deng, C. L. Yu, G. Y. Huang, M. Larsson, P. Caroff, and H. Q. Xu.
Anomalous zero-bias conductance peak in a nbinsb nanowirenb hybrid de-
vice. Nano Letters, 12(12):6414–6419, 2012. doi: 10.1021/nl303758w. URL
http://dx.doi.org/10.1021/nl303758w. PMID: 23181691.
[48] M. Diez, I. C. Fulga, D. I. Pikulin, M. Wimmer, A. R. Akhmerov,
and C. W. J. Beenakker. Phase-locked magnetoconductance os-
cillations as a probe of majorana edge states. Phys. Rev. B,
351
87:125406, Mar 2013. doi: 10.1103/PhysRevB.87.125406. URL
http://link.aps.org/doi/10.1103/PhysRevB.87.125406.
[49] D. P. DiVincenzo and E. J. Mele. Self-consistent effective-mass the-
ory for intralayer screening in graphite intercalation compounds. Phys.
Rev. B, 29:1685–1694, Feb 1984. doi: 10.1103/PhysRevB.29.1685. URL
http://link.aps.org/doi/10.1103/PhysRevB.29.1685.
[50] P. Dziawa, B. J. Kowalski, K. Dybko, R. Buczko, A. Szczerbakow, M. Szot,
E.  Lusakowska, T. Balasubramanian, B. M. Wojek, M. H. Berntsen,
O. Tjernberg, and T. Story. Topological crystalline insulator states in
Pb1−xSnxSe. Nat. Mater., 11(12):1023–1027, Dec 2012. ISSN 1476-1122. doi:
10.1038/nmat3449.
[51] Steven R. Elliott and Marcel Franz. Colloquium : Majorana
fermions in nuclear, particle, and solid-state physics. Rev. Mod.
Phys., 87:137–163, Feb 2015. doi: 10.1103/RevModPhys.87.137. URL
http://link.aps.org/doi/10.1103/RevModPhys.87.137.
[52] X.Y. Fan, Z.G. Wu, G.A. Zhang, C. Li, B.S. Geng, H.J. Li, and P.X. Yan.
Ti-doped copper nitride films deposited by cylindrical magnetron sputter-
ing . J. Alloy. Compd., 440(12):254 – 258, 2007. ISSN 0925-8388. doi:
http://dx.doi.org/10.1016/j.jallcom.2006.09.006.
[53] C. Fang, L. Lu, J. Liu, and L. Fu. Topological semimetals with Riemann
surface states. ArXiv e-prints, December 2015.
352
[54] Chen Fang and Liang Fu. New classes of three-dimensional topolog-
ical crystalline insulators: Nonsymmorphic and magnetic. Phys. Rev.
B, 91:161105, Apr 2015. doi: 10.1103/PhysRevB.91.161105. URL
http://link.aps.org/doi/10.1103/PhysRevB.91.161105.
[55] Chen Fang, Matthew J. Gilbert, Xi Dai, and B. Andrei Bernevig. Multi-
weyl topological semimetals stabilized by point group symmetry. Phys. Rev.
Lett., 108:266802, Jun 2012. doi: 10.1103/PhysRevLett.108.266802. URL
http://link.aps.org/doi/10.1103/PhysRevLett.108.266802.
[56] Chen Fang, Yige Chen, Hae-Young Kee, and Liang Fu. Topological
nodal line semimetals with and without spin-orbital coupling. Phys.
Rev. B, 92:081201, Aug 2015. doi: 10.1103/PhysRevB.92.081201. URL
http://link.aps.org/doi/10.1103/PhysRevB.92.081201.
[57] L. Fidkowski, T. S. Jackson, and I Klich. Phys. Rev. Lett., 107:036601, 2011.
[58] A. D. K. Finck, D. J. Van Harlingen, P. K. Mohseni, K. Jung,
and X. Li. Anomalous modulation of a zero-bias peak in a
hybrid nanowire-superconductor device. Phys. Rev. Lett., 110:
126406, Mar 2013. doi: 10.1103/PhysRevLett.110.126406. URL
http://link.aps.org/doi/10.1103/PhysRevLett.110.126406.
[59] Karsten Flensberg. Tunneling characteristics of a chain of majorana bound
states. Phys. Rev. B, 82:180516, Nov 2010. doi: 10.1103/PhysRevB.82.180516.
URL http://link.aps.org/doi/10.1103/PhysRevB.82.180516.
353
[60] Liang Fu. Topological Crystalline Insulators. Phys. Rev. Lett., 106:106802–
1–4, Mar 2011. doi: 10.1103/PhysRevLett.106.106802.
[61] Liang Fu and C. L. Kane. Topological insulators with inversion symmetry.
Phys. Rev. B, 76:045302, Jul 2007. doi: 10.1103/PhysRevB.76.045302. URL
http://link.aps.org/doi/10.1103/PhysRevB.76.045302.
[62] Liang Fu and C. L. Kane. Superconducting proximity effect and ma-
jorana fermions at the surface of a topological insulator. Phys. Rev.
Lett., 100:096407, Mar 2008. doi: 10.1103/PhysRevLett.100.096407. URL
http://link.aps.org/doi/10.1103/PhysRevLett.100.096407.
[63] Liang Fu and C. L. Kane. Probing neutral majorana fermion
edge modes with charge transport. Phys. Rev. Lett., 102:
216403, May 2009. doi: 10.1103/PhysRevLett.102.216403. URL
http://link.aps.org/doi/10.1103/PhysRevLett.102.216403.
[64] Liang Fu and Charles L Kane. Time reversal polarization and a z 2 adiabatic
spin pump. Phys. Rev. B, 74(19):195312, 2006.
[65] Liang Fu, C. L. Kane, and E. J. Mele. Topological In-
sulators in Three Dimensions. Phys. Rev. Lett., 98:106803,
Mar 2007. doi: 10.1103/PhysRevLett.98.106803. URL
http://link.aps.org/doi/10.1103/PhysRevLett.98.106803.
[66] Mitsutaka Fujita, Katsunori Wakabayashi, Kyoko Nakada, and Koichi Kusak-
abe. Peculiar localized state at zigzag graphite edge. Journal of the Physical
354
Society of Japan, 65(7):1920–1923, 1996. doi: 10.1143/JPSJ.65.1920. URL
http://dx.doi.org/10.1143/JPSJ.65.1920.
[67] J.R. Gavarri, J.P. Vigouroux, G. Calvarin, and A.W. Hewat. Structure de
snpb2o4 quatre tempratures: relation entre dilatation et agitation ther-
miques. Journal of Solid State Chemistry, 36(1):81 – 90, 1981. ISSN 0022-
4596. doi: http://dx.doi.org/10.1016/0022-4596(81)90194-8.
[68] Jian-Feng Ge, Zhi-Long Liu, Canhua Liu, Chun-Lei Gao, Dong Qian, Qi-Kun
Xue, Ying Liu, and Jin-Feng Jia. Superconductivity above 100 k in single-
layer fese films on doped srtio3. Nat Mater, 14(3):285–289, Mar 2015. ISSN
1476-1122. URL http://dx.doi.org/10.1038/nmat4153. Letter.
[69] Jutta Geb and Martin Jansen. Bi2auo5and bi4au2o9, two novel ternary oxoau-
rates. Journal of Solid State Chemistry, 122(2):364 – 370, 1996. ISSN 0022-
4596. doi: http://dx.doi.org/10.1006/jssc.1996.0128.
[70] R. M. Geilhufe, A. Bouhon, S. S. Borysov, and A. V. Balatsky. 3-dimensional
organic Dirac-line material due to non-symmorphic symmetry: a data mining
approach. ArXiv e-prints, October 2016.
[71] Thierry Giamarchi. Quantum Physics in One Dimension. Clarendon Press
Oxford, Oxford, United Kingdom, 2003. ISBN 0198525001.
[72] Paolo Giannozzi et al. QUANTUM ESPRESSO: a modular and open-source
software project for quantum simulations of materials. J. Phys. Condens.
Mat., 21(39):395502, 2009.
355
[73] Daniel Gosa´lbez-Mart´ınez, Ivo Souza, and David Vanderbilt. Chiral
degeneracies and fermi-surface chern numbers in bcc fe. Phys. Rev.
B, 92:085138, Aug 2015. doi: 10.1103/PhysRevB.92.085138. URL
http://link.aps.org/doi/10.1103/PhysRevB.92.085138.
[74] Ilya Grinberg, Nicholas J. Ramer, and Andrew M. Rappe. Trans-
ferable relativistic Dirac-Slater pseudopotentials. Phys. Rev. B, 62:
2311–2314, Jul 2000. doi: 10.1103/PhysRevB.62.2311. URL
http://link.aps.org/doi/10.1103/PhysRevB.62.2311.
[75] Steven Groves and William Paul. Band structure of gray tin. Phys.
Rev. Lett., 11:194–196, Sep 1963. doi: 10.1103/PhysRevLett.11.194. URL
http://link.aps.org/doi/10.1103/PhysRevLett.11.194.
[76] Fakhili Gulo, Arndt Simon, Jrgen Khler, and Reinhard K. Kremer. Li–Cu
Exchange in Intercalated Cu3N–With a Remark on Cu4N. Angew. Chem. Int.
Edit., 43(15):2032–2034, 2004. ISSN 1521-3773. doi: 10.1002/anie.200353424.
URL http://dx.doi.org/10.1002/anie.200353424.
[77] F. Hadian, A. Rahmati, H. Movla, and M. Khaksar. Reactive {DC} mag-
netron sputter deposited copper nitride nano–crystalline thin films: Growth
and characterization . Vacuum, 86(8):1067 – 1072, 2012. ISSN 0042-207X.
doi: http://dx.doi.org/10.1016/j.vacuum.2011.09.001.
[78] U. Hahn and W. Weber. Electronic structure and chemical–bonding mech-
anism of Cu3N, Cui3NPd, and related Cu(I) compounds. Phys. Rev.
356
B, 53:12684–12693, May 1996. doi: 10.1103/PhysRevB.53.12684. URL
http://link.aps.org/doi/10.1103/PhysRevB.53.12684.
[79] Ga´bor B. Hala´sz and Leon Balents. Time-reversal invariant
realization of the weyl semimetal phase. Phys. Rev. B, 85:
035103, Jan 2012. doi: 10.1103/PhysRevB.85.035103. URL
http://link.aps.org/doi/10.1103/PhysRevB.85.035103.
[80] F. D. M. Haldane. Model for a quantum hall effect without landau lev-
els: Condensed-matter realization of the ”parity anomaly”. Phys. Rev.
Lett., 61:2015–2018, Oct 1988. doi: 10.1103/PhysRevLett.61.2015. URL
http://link.aps.org/doi/10.1103/PhysRevLett.61.2015.
[81] F. D. M. Haldane. Phys. Rev. Lett., 93:206602, 2004.
[82] B. I. Halperin. Quantized hall conductance, current-carrying edge states, and
the existence of extended states in a two-dimensional disordered potential.
Phys. Rev. B, 25:2185–2190, Feb 1982. doi: 10.1103/PhysRevB.25.2185. URL
http://link.aps.org/doi/10.1103/PhysRevB.25.2185.
[83] M. Z. Hasan and C. L. Kane. Colloquium: Topological insulators. Rev. Mod.
Phys., 82:3045–3067, Nov 2010. doi: 10.1103/RevModPhys.82.3045.
[84] T T Heikkil and G E Volovik. Nexus and dirac lines in topolog-
ical materials. New Journal of Physics, 17(9):093019, 2015. URL
http://stacks.iop.org/1367-2630/17/i=9/a=093019.
357
[85] Mariette Hellenbrandt. The inorganic crystal structure database
(icsd)present and future. Crystallography Reviews, 10(1):
17–22, 2004. doi: 10.1080/08893110410001664882. URL
http://dx.doi.org/10.1080/08893110410001664882.
[86] Motoaki Hirayama, Ryo Okugawa, Shoji Ishibashi, Shuichi Mu-
rakami, and Takashi Miyake. Weyl node and spin texture
in trigonal tellurium and selenium. Phys. Rev. Lett., 114:
206401, May 2015. doi: 10.1103/PhysRevLett.114.206401. URL
http://link.aps.org/doi/10.1103/PhysRevLett.114.206401.
[87] Eckhard Hitzer and Daisuke Ichikawa. Representation of crystallographic sub-
periodic groups in clifford’s geometric algebra. Advances in Applied Clifford
Algebras, 23(4):887–906, 2013. ISSN 1661-4909. doi: 10.1007/s00006-013-
0404-6. URL http://dx.doi.org/10.1007/s00006-013-0404-6.
[88] Barry R Holstein. The mysterious disappearance of ettore majorana.
Journal of Physics: Conference Series, 173(1):012019, 2009. URL
http://stacks.iop.org/1742-6596/173/i=1/a=012019.
[89] J. Horton Conway and J. P. Rossetti. Describing the platycosms. ArXiv
Mathematics e-prints, November 2003.
[90] Hideo Hosono and Kazuhiko Kuroki. Iron-based superconductors: Cur-
rent status of materials and pairing mechanism. Physica C: Superconduc-
tivity and its Applications, 514:399 – 422, 2015. ISSN 0921-4534. doi:
358
http://dx.doi.org/10.1016/j.physc.2015.02.020. Superconducting Materials:
Conventional, Unconventional and Undetermined.
[91] Chang-Yu Hou, Eun-Ah Kim, and Claudio Chamon. Corner junc-
tion as a probe of helical edge states. Phys. Rev. Lett., 102:
076602, Feb 2009. doi: 10.1103/PhysRevLett.102.076602. URL
http://link.aps.org/doi/10.1103/PhysRevLett.102.076602.
[92] Z.F. Hou. Effects of Cu, N, and Li intercalation on the struc-
tural stability and electronic structure of cubic Cu3N . Solid
State Sci., 10(11):1651 – 1657, 2008. ISSN 1293-2558. doi:
http://dx.doi.org/10.1016/j.solidstatesciences.2008.02.013.
[93] D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J. Cava, and M. Z. Hasan. A
topological dirac insulator in a quantum spin hall phase. Nature, 452:970–974,
2008.
[94] T. H. Hsieh, H. Lin, J. Liu, W. Duan, A. Bansil, and L. Fu. Nature Commun.,
3:982, 2012.
[95] Shin-Ming Huang, Su-Yang Xu, Ilya Belopolski, Chi-Cheng Lee, Guoqing
Chang, BaoKai Wang, Nasser Alidoust, Guang Bian, Madhab Neupane, Chen-
glong Zhang, Shuang Jia, Arun Bansil, Hsin Lin, and M. Zahid Hasan. A weyl
fermion semimetal with surface fermi arcs in the transition metal monop-
nictide taas class. Nature Communications, 6:7373 EP –, Jun 2015. URL
http://dx.doi.org/10.1038/ncomms8373. Article.
359
[96] Y. Imry. Active transmission channels and universal conductance
fluctuations. EPL (Europhysics Letters), 1(5):249, 1986. URL
http://stacks.iop.org/0295-5075/1/i=5/a=008.
[97] R. Jackiw. Phys. Rev. D, 29:2375, 1984.
[98] R. Jackiw and C. Rebbi. Solitons with fermion number ½. Phys. Rev.
D, 13:3398–3409, Jun 1976. doi: 10.1103/PhysRevD.13.3398. URL
http://link.aps.org/doi/10.1103/PhysRevD.13.3398.
[99] Anubhav Jain, Shyue Ping Ong, Geoffroy Hautier, Wei Chen, William David-
son Richards, Stephen Dacek, Shreyas Cholia, Dan Gunter, David Skinner,
Gerbrand Ceder, and Kristin A. Persson. Commentary: The materials project:
A materials genome approach to accelerating materials innovation. APL
Mater., 1(1):011002, 2013. doi: http://dx.doi.org/10.1063/1.4812323.
[100] Ailing Ji, Chaorong Li, and Zexian Cao. Ternary Cu3NPdx exhibiting invari-
ant electrical resistivity over 200K. Appl. Phys. Lett., 89(25):252120, 2006.
doi: http://dx.doi.org/10.1063/1.2422882.
[101] Long Ju, Zhiwen Shi, Nityan Nair, Yinchuan Lv, Chenhao Jin, Jairo Ve-
lasco Jr, Claudia Ojeda-Aristizabal, Hans A. Bechtel, Michael C. Martin, Alex
Zettl, James Analytis, and Feng Wang. Topological valley transport at bilayer
graphene domain walls. Nature, 520:650–655, 2015. ISSN 0028-0836. doi:
doi:10.1038/nature14364. URL http://dx.doi.org/10.1038/nature14364.
[102] Jeil Jung, Fan Zhang, Zhenhua Qiao, and Allan H. MacDonald.
360
Valley-hall kink and edge states in multilayer graphene. Phys. Rev.
B, 84:075418, Aug 2011. doi: 10.1103/PhysRevB.84.075418. URL
http://link.aps.org/doi/10.1103/PhysRevB.84.075418.
[103] Jeil Jung, Zhenhua Qiao, Qian Niu, and Allan H. MacDonald. Trans-
port properties of graphene nanoroads in boron nitride sheets. Nano
Letters, 12(6):2936–2940, 2012. doi: 10.1021/nl300610w. URL
http://dx.doi.org/10.1021/nl300610w. PMID: 22524401.
[104] Robert Juza and Harry Hahn. U¨ber die Kristallstrukturen von C3N, GaN
und InN Metallamide und Metallnitride. Z. Anorg. Allg. Chem., 239(3):
282–287, 1938. ISSN 1521-3749. doi: 10.1002/zaac.19382390307. URL
http://dx.doi.org/10.1002/zaac.19382390307.
[105] C. L. Kane and Matthew P. A. Fisher. Transmission through barriers and
resonant tunneling in an interacting one-dimensional electron gas. Phys.
Rev. B, 46:15233–15262, Dec 1992. doi: 10.1103/PhysRevB.46.15233. URL
http://link.aps.org/doi/10.1103/PhysRevB.46.15233.
[106] C. L. Kane and E. J. Mele. Quantum spin hall effect in graphene. Phys.
Rev. Lett., 95:226801, Nov 2005. doi: 10.1103/PhysRevLett.95.226801. URL
http://link.aps.org/doi/10.1103/PhysRevLett.95.226801.
[107] Charles L Kane and Eugene J Mele. Z2 topological order and the quantum
spin hall effect. Phys. Rev. Lett., 95(14):146802, 2005.
[108] M. I. Katsnelson, K. S. Novoselov, and A. K. Geim. Chiral tunnelling and the
361
klein paradox in graphene. Nat Phys, 2(9):620–625, Sep 2006. ISSN 1745-2473.
doi: 10.1038/nphys384. URL http://dx.doi.org/10.1038/nphys384.
[109] R. F. Kazarinov and Serge Luryi. Quantum percolation and quanti-
zation of hall resistance in two-dimensional electron gas. Phys. Rev.
B, 25:7626–7630, Jun 1982. doi: 10.1103/PhysRevB.25.7626. URL
http://link.aps.org/doi/10.1103/PhysRevB.25.7626.
[110] Matthew Killi, Tzu-Chieh Wei, Ian Aﬄeck, and Arun Paramekanti. Tun-
able luttinger liquid physics in biased bilayer graphene. Phys. Rev. Lett.,
104:216406, May 2010. doi: 10.1103/PhysRevLett.104.216406. URL
http://link.aps.org/doi/10.1103/PhysRevLett.104.216406.
[111] Heung-Sik Kim, Yige Chen, and Hae-Young Kee. Surface states of perovskite
iridates airo3: Signatures of a topological crystalline metal with nontrivial z2
index. Phys. Rev. B, 91:235103, Jun 2015. doi: 10.1103/PhysRevB.91.235103.
URL http://link.aps.org/doi/10.1103/PhysRevB.91.235103.
[112] Youngkuk Kim, Benjamin J. Wieder, C. L. Kane, and Andrew M.
Rappe. Dirac line nodes in inversion-symmetric crystals. Phys. Rev.
Lett., 115:036806, Jul 2015. doi: 10.1103/PhysRevLett.115.036806. URL
http://link.aps.org/doi/10.1103/PhysRevLett.115.036806.
[113] A. Yu. Kitaev. Unpaired majorana fermions in quan-
tum wires. Physics-Uspekhi, 44(10S):131, 2001. URL
http://stacks.iop.org/1063-7869/44/i=10S/a=S29.
362
[114] Alexei Kitaev. Anyons in an exactly solved model and beyond. An-
nals of Physics, 321(1):2 – 111, 2006. ISSN 0003-4916. doi:
http://dx.doi.org/10.1016/j.aop.2005.10.005. January Special Issue.
[115] Alexei Kitaev. Periodic table for topological insulators and super-
conductors. AIP Conference Proceedings, 1134(1):22–30, 2009. doi:
http://dx.doi.org/10.1063/1.3149495.
[116] A.Yu. Kitaev. Fault-tolerant quantum computation by anyons. An-
nals of Physics, 303(1):2 – 30, 2003. ISSN 0003-4916. doi:
http://dx.doi.org/10.1016/S0003-4916(02)00018-0.
[117] K. v. Klitzing, G. Dorda, and M. Pepper. New method for high-accuracy de-
termination of the fine-structure constant based on quantized hall resistance.
Phys. Rev. Lett., 45:494–497, Aug 1980. doi: 10.1103/PhysRevLett.45.494.
URL http://link.aps.org/doi/10.1103/PhysRevLett.45.494.
[118] Markus Ko¨nig, Steffen Wiedmann, Christoph Bru¨ne, Andreas Roth, Hartmut
Buhmann, Laurens W Molenkamp, Xiao-Liang Qi, and Shou-Cheng Zhang.
Quantum spin hall insulator state in hgte quantum wells. Science, 318(5851):
766–770, 2007.
[119] L. D. Landau and E. M. Lifschitzl. Quantum Mechanics: Non-relativistic
Theory. Course of Theoretical Physics. Vol. 3. Pergamon Press, London,
London, United Kingdom, 1977. ISBN 0750635398.
[120] K. T. Law, Patrick A. Lee, and T. K. Ng. Majorana fermion
363
induced resonant andreev reflection. Phys. Rev. Lett., 103:
237001, Dec 2009. doi: 10.1103/PhysRevLett.103.237001. URL
http://link.aps.org/doi/10.1103/PhysRevLett.103.237001.
[121] H. le Sueur, P. Joyez, H. Pothier, C. Urbina, and D. Esteve. Phase controlled
superconducting proximity effect probed by tunneling spectroscopy. Phys.
Rev. Lett., 100:197002, May 2008. doi: 10.1103/PhysRevLett.100.197002.
URL http://link.aps.org/doi/10.1103/PhysRevLett.100.197002.
[122] Chi-Cheng Lee, Su-Yang Xu, Shin-Ming Huang, Daniel S. Sanchez,
Ilya Belopolski, Guoqing Chang, Guang Bian, Nasser Alidoust, Hao
Zheng, Madhab Neupane, Baokai Wang, Arun Bansil, M. Zahid
Hasan, and Hsin Lin. Fermi surface interconnectivity and topology
in weyl fermion semimetals taas, tap, nbas, and nbp. Phys. Rev.
B, 92:235104, Dec 2015. doi: 10.1103/PhysRevB.92.235104. URL
http://link.aps.org/doi/10.1103/PhysRevB.92.235104.
[123] Jian Li, Alberto F. Morpurgo, Markus Bu¨ttiker, and Ivar Martin. Marginal-
ity of bulk-edge correspondence for single-valley hamiltonians. Phys.
Rev. B, 82:245404, Dec 2010. doi: 10.1103/PhysRevB.82.245404. URL
http://link.aps.org/doi/10.1103/PhysRevB.82.245404.
[124] Jian Li, Ivar Martin, Markus Buttiker, and Alberto F. Morpurgo. Topo-
logical origin of subgap conductance in insulating bilayer graphene. Nat
364
Phys, 7(1):38–42, Jan 2011. ISSN 1745-2473. doi: 10.1038/nphys1822. URL
http://dx.doi.org/10.1038/nphys1822.
[125] Jian Li, Genevie`ve Fleury, and Markus Bu¨ttiker. Scattering the-
ory of chiral majorana fermion interferometry. Phys. Rev. B, 85:
125440, Mar 2012. doi: 10.1103/PhysRevB.85.125440. URL
http://link.aps.org/doi/10.1103/PhysRevB.85.125440.
[126] Jing Li, Ke Wang, Kenton J. McFaul, Zachary Zern, Yafei Ren, Kenji
Watanabe, Takashi Taniguchi, Zhenhua Qiao, and Jun Zhu. Gate-
controlled topological conducting channels in bilayer graphene. Nat
Nano, advance online publication, Aug 2016. ISSN 1748-3395. URL
http://dx.doi.org/10.1038/nnano.2016.158. Letter.
[127] Xiao Li, Fan Zhang, Qian Niu, and A. H. MacDonald. Spontaneous
layer-pseudospin domain walls in bilayer graphene. Phys. Rev. Lett.,
113:116803, Sep 2014. doi: 10.1103/PhysRevLett.113.116803. URL
http://link.aps.org/doi/10.1103/PhysRevLett.113.116803.
[128] D. B. Litvin. Magnetic Group Tables. International Union of Crystallography,
2013. ISBN 978-0-9553602-2-0. doi: doi:10.1107/9780955360220001.
[129] Chao-Xing Liu and Bjo¨rn Trauzettel. Helical dirac-majorana interferom-
eter in a superconductor/topological insulator sandwich structure. Phys.
Rev. B, 83:220510, Jun 2011. doi: 10.1103/PhysRevB.83.220510. URL
http://link.aps.org/doi/10.1103/PhysRevB.83.220510.
365
[130] Chao-Xing Liu, Rui-Xing Zhang, and Brian K. VanLeeuwen. Topo-
logical nonsymmorphic crystalline insulators. Phys. Rev. B, 90:
085304, Aug 2014. doi: 10.1103/PhysRevB.90.085304. URL
http://link.aps.org/doi/10.1103/PhysRevB.90.085304.
[131] Jianpeng Liu and David Vanderbilt. Weyl semimetals from
noncentrosymmetric topological insulators. Phys. Rev. B, 90:
155316, Oct 2014. doi: 10.1103/PhysRevB.90.155316. URL
http://link.aps.org/doi/10.1103/PhysRevB.90.155316.
[132] Jie Liu, Andrew C. Potter, K. T. Law, and Patrick A. Lee. Zero-
bias peaks in the tunneling conductance of spin-orbit-coupled supercon-
ducting wires with and without majorana end-states. Phys. Rev. Lett.,
109:267002, Dec 2012. doi: 10.1103/PhysRevLett.109.267002. URL
http://link.aps.org/doi/10.1103/PhysRevLett.109.267002.
[133] Kai Liu, Zhong-Yi Lu, and Tao Xiang. Atomic and electronic structures of
fese monolayer and bilayer thin films on srtio3 (001): First-principles study.
Phys. Rev. B, 85:235123, Jun 2012. doi: 10.1103/PhysRevB.85.235123. URL
http://link.aps.org/doi/10.1103/PhysRevB.85.235123.
[134] Z. K. Liu, J. Jiang, B. Zhou, Z. J. Wang, Y. Zhang, H. M. Weng, D. Prab-
hakaran, S.-K. Mo, H. Peng, P. Dudin, T. Kim, M. Hoesch, Z. Fang, X. Dai,
Z. X. Shen, D. L. Feng, Z. Hussain, and Y. L. Chen. A stable three-dimensional
366
topological dirac semimetal cd3as2. Nat Mater, 13(7):677–681, Jul 2014. ISSN
1476-1122. URL http://dx.doi.org/10.1038/nmat3990. Letter.
[135] Z. K. Liu, B. Zhou, Y. Zhang, Z. J. Wang, H. M. Weng, D. Prabhakaran, S.-K.
Mo, Z. X. Shen, Z. Fang, X. Dai, Z. Hussain, and Y. L. Chen. Discovery of
a three-dimensional topological dirac semimetal, na3bi. Science, 2014. ISSN
0036-8075. doi: 10.1126/science.1245085.
[136] Roman M. Lutchyn, Jay D. Sau, and S. Das Sarma. Majo-
rana fermions and a topological phase transition in semiconductor-
superconductor heterostructures. Phys. Rev. Lett., 105:077001,
Aug 2010. doi: 10.1103/PhysRevLett.105.077001. URL
http://link.aps.org/doi/10.1103/PhysRevLett.105.077001.
[137] B. Q. Lv, H. M. Weng, B. B. Fu, X. P. Wang, H. Miao, J. Ma,
P. Richard, X. C. Huang, L. X. Zhao, G. F. Chen, Z. Fang, X. Dai,
T. Qian, and H. Ding. Experimental discovery of weyl semimetal taas.
Phys. Rev. X, 5:031013, Jul 2015. doi: 10.1103/PhysRevX.5.031013. URL
http://link.aps.org/doi/10.1103/PhysRevX.5.031013.
[138] J.-Z. Ma, C.-J. Yi, B. Q. Lv, Z. J. Wang, S.-M. Nie, L. Wang, L.-Y. Kong, Y.-
B. Huang, P. Richard, H.-M. Weng, B. A. Bernevig, Y.-G. Shi, T. Qian, and
H. Ding. Experimental Discovery of the First Nonsymmorphic Topological
Insulator KHgSb. ArXiv e-prints, May 2016.
[139] J. L. Man˜es. Existence of bulk chiral fermions and crystal symmetry. Phys.
367
Rev. B, 85:155118, Apr 2012. doi: 10.1103/PhysRevB.85.155118. URL
http://link.aps.org/doi/10.1103/PhysRevB.85.155118.
[140] Ettore Majorana and Luciano Maiani. A symmetric theory of electrons and
positrons, pages 201–233. Springer Berlin Heidelberg, Berlin, Heidelberg,
2006. ISBN 978-3-540-48095-2.
[141] I. K. Marmorkos, C. W. J. Beenakker, and R. A. Jalabert. Three
signatures of phase-coherent andreev reflection. Phys. Rev. B, 48:
2811–2814, Jul 1993. doi: 10.1103/PhysRevB.48.2811. URL
http://link.aps.org/doi/10.1103/PhysRevB.48.2811.
[142] Ivar Martin, Ya. M. Blanter, and A. F. Morpurgo. Topolog-
ical confinement in bilayer graphene. Phys. Rev. Lett., 100:
036804, Jan 2008. doi: 10.1103/PhysRevLett.100.036804. URL
http://link.aps.org/doi/10.1103/PhysRevLett.100.036804.
[143] K. A. Matveev, Dongxiao Yue, and L. I. Glazman. Tunneling in
one-dimensional non-luttinger electron liquid. Phys. Rev. Lett., 71:
3351–3354, Nov 1993. doi: 10.1103/PhysRevLett.71.3351. URL
http://link.aps.org/doi/10.1103/PhysRevLett.71.3351.
[144] Edward McCann and Vladimir I. Fal’ko. Landau-level degeneracy
and quantum hall effect in a graphite bilayer. Phys. Rev. Lett.,
96:086805, Mar 2006. doi: 10.1103/PhysRevLett.96.086805. URL
http://link.aps.org/doi/10.1103/PhysRevLett.96.086805.
368
[145] Hongki Min, J. E. Hill, N. A. Sinitsyn, B. R. Sahu, Leonard Kleinman, and
A. H. MacDonald. Intrinsic and rashba spin-orbit interactions in graphene
sheets. Phys. Rev. B, 74:165310, Oct 2006. doi: 10.1103/PhysRevB.74.165310.
URL http://link.aps.org/doi/10.1103/PhysRevB.74.165310.
[146] Hongki Min, Bhagawan Sahu, Sanjay K. Banerjee, and A. H. MacDon-
ald. Ab initio theory of gate induced gaps in graphene bilayers. Phys.
Rev. B, 75:155115, Apr 2007. doi: 10.1103/PhysRevB.75.155115. URL
http://link.aps.org/doi/10.1103/PhysRevB.75.155115.
[147] Roger S. K. Mong, Andrew M. Essin, and Joel E. Moore.
Antiferromagnetic topological insulators. Phys. Rev. B, 81:
245209, Jun 2010. doi: 10.1103/PhysRevB.81.245209. URL
http://link.aps.org/doi/10.1103/PhysRevB.81.245209.
[148] J. E. Moore and L. Balents. Topological invariants of
time-reversal-invariant band structures. Phys. Rev. B, 75:
121306, Mar 2007. doi: 10.1103/PhysRevB.75.121306. URL
http://link.aps.org/doi/10.1103/PhysRevB.75.121306.
[149] Ma Guadalupe Moreno-Armenta, Alejandro Martnez-Ruiz, and Noboru
Takeuchi. Ab initio total energy calculations of copper nitride: the
effect of lattice parameters and Cu content in the electronic proper-
ties . Solid State Sci., 6(1):9 – 14, 2004. ISSN 1293-2558. doi:
http://dx.doi.org/10.1016/j.solidstatesciences.2003.10.014.
369
[150] Ma. Guadalupe Moreno-Armenta, William Lpez Prez, and Noboru Takeuchi.
First-principles calculations of the structural and electronic properties of
Cu3MN compounds with M = { Ni, Cu, Zn, Pd, Ag, and Cd }
. Solid State Sci., 9(2):166 – 172, 2007. ISSN 1293-2558. doi:
http://dx.doi.org/10.1016/j.solidstatesciences.2006.12.002.
[151] V. Mourik, K. Zuo, S. M. Frolov, S. R. Plissard, E. P. A. M. Bakkers,
and L. P. Kouwenhoven. Signatures of majorana fermions in hybrid
superconductor-semiconductor nanowire devices. Science, 336(6084):1003–
1007, 2012. ISSN 0036-8075. doi: 10.1126/science.1222360. URL
http://science.sciencemag.org/content/336/6084/1003.
[152] Kieran Mullen, Bruno Uchoa, and Daniel T. Glatzhofer. Line of
dirac nodes in hyperhoneycomb lattices. Phys. Rev. Lett., 115:
026403, Jul 2015. doi: 10.1103/PhysRevLett.115.026403. URL
http://link.aps.org/doi/10.1103/PhysRevLett.115.026403.
[153] M. Mulligan and F. J. Burnell. Phys. Rev. B, 88:085104, 2013.
[154] Shuichi Murakami. Phase transition between the quantum spin
hall and insulator phases in 3d: emergence of a topological gap-
less phase. New Journal of Physics, 9(9):356, 2007. URL
http://stacks.iop.org/1367-2630/9/i=9/a=356.
[155] Stevan Nadj-Perge, Ilya K. Drozdov, Jian Li, Hua Chen, Sangjun
Jeon, Jungpil Seo, Allan H. MacDonald, B. Andrei Bernevig, and
370
Ali Yazdani. Observation of majorana fermions in ferromagnetic
atomic chains on a superconductor. Science, 346(6209):602–607,
2014. ISSN 0036-8075. doi: 10.1126/science.1259327. URL
http://science.sciencemag.org/content/346/6209/602.
[156] Kyoko Nakada, Mitsutaka Fujita, Gene Dresselhaus, and Mil-
dred S. Dresselhaus. Edge state in graphene ribbons: Nanome-
ter size effect and edge shape dependence. Phys. Rev. B, 54:
17954–17961, Dec 1996. doi: 10.1103/PhysRevB.54.17954. URL
http://link.aps.org/doi/10.1103/PhysRevB.54.17954.
[157] Rahul Nandkishore and Leonid Levitov. Dynamical screening and
excitonic instability in bilayer graphene. Phys. Rev. Lett., 104:
156803, Apr 2010. doi: 10.1103/PhysRevLett.104.156803. URL
http://link.aps.org/doi/10.1103/PhysRevLett.104.156803.
[158] H. B. Nielsen and M. Ninomiya. Nucl. Phys. B, 185:20, 1981.
[159] H.B. Nielsen and Masao Ninomiya. The adler-bell-jackiw anomaly and weyl
fermions in a crystal. Physics Letters B, 130(6):389 – 396, 1983. ISSN 0370-
2693. doi: http://dx.doi.org/10.1016/0370-2693(83)91529-0.
[160] Johan Nilsson, A. R. Akhmerov, and C. W. J. Beenakker. Splitting
of a cooper pair by a pair of majorana bound states. Phys. Rev.
Lett., 101:120403, Sep 2008. doi: 10.1103/PhysRevLett.101.120403. URL
http://link.aps.org/doi/10.1103/PhysRevLett.101.120403.
371
[161] Taisuke Ohta, Aaron Bostwick, Thomas Seyller, Karsten Horn, and Eli Roten-
berg. Controlling the electronic structure of bilayer graphene. Science, 313
(5789):951–954, 2006. ISSN 0036-8075. doi: 10.1126/science.1130681. URL
http://science.sciencemag.org/content/313/5789/951.
[162] Takashi Oka and Hideo Aoki. Photovoltaic hall effect in graphene. Phys.
Rev. B, 79:081406, Feb 2009. doi: 10.1103/PhysRevB.79.081406. URL
http://link.aps.org/doi/10.1103/PhysRevB.79.081406.
[163] Jeroen B. Oostinga, Hubert B. Heersche, Xinglan Liu, Alberto F. Morpurgo,
and Lieven M. K. Vandersypen. Gate-induced insulating state in bilayer
graphene devices. Nat Mater, 7(2):151–157, Feb 2008. ISSN 1476-1122. doi:
10.1038/nmat2082. URL http://dx.doi.org/10.1038/nmat2082.
[164] Yuval Oreg, Gil Refael, and Felix von Oppen. Helical liquids and
majorana bound states in quantum wires. Phys. Rev. Lett., 105:
177002, Oct 2010. doi: 10.1103/PhysRevLett.105.177002. URL
http://link.aps.org/doi/10.1103/PhysRevLett.105.177002.
[165] Y. Pang, J. Wang, Z. Lyu, G. Yang, J. Fan, G. Liu, Z. Ji, X. Jing, C. Yang, and
L. Lu. Observation of gap-closing in single Josephson junctions constructed
on Bi 2Te 3 surface. ArXiv e-prints, March 2016.
[166] Siddharth A. Parameswaran, Ari M. Turner, Daniel P. Arovas, and Ashvin
Vishwanath. Topological order and absence of band insulators at integer
372
filling in non-symmorphic crystals. Nat Phys, 9(5):299–303, May 2013. ISSN
1745-2473. URL http://dx.doi.org/10.1038/nphys2600. Article.
[167] John P. Perdew, Kieron Burke, and Matthias Ernzerhof. General-
ized Gradient Approximation Made Simple. Phys. Rev. Lett., 77:
3865–3868, Oct 1996. doi: 10.1103/PhysRevLett.77.3865. URL
http://link.aps.org/doi/10.1103/PhysRevLett.77.3865.
[168] Esther R. Phillips. Studies in the History of Mathematics, Vol. 26. Mathe-
matical Association of America, Washington, DC, 1987. ISBN 0883851288.
[169] J.F. Pierson and D. Horwat. Addition of silver in copper nitride films deposited
by reactive magnetron sputtering . Scripta Mater., 58(7):568 – 570, 2008. ISSN
1359-6462. doi: http://dx.doi.org/10.1016/j.scriptamat.2007.11.016.
[170] X. L. Qi, T. L. Hughes, and S.-C. Zhang. Phys. Rev. B, 78:195424, 2008.
[171] Xiao-Liang Qi and Shou-Cheng Zhang. Topological insulators and supercon-
ductors. Rev. Mod. Phys., 83:1057–1110, Oct 2011. doi: 10.1103/RevMod-
Phys.83.1057.
[172] Zhenhua Qiao, Jeil Jung, Qian Niu, and Allan H. MacDonald. Electronic
highways in bilayer graphene. Nano Letters, 11(8):3453–3459, 2011. doi:
10.1021/nl201941f. URL http://dx.doi.org/10.1021/nl201941f. PMID:
21766817.
[173] Nicholas J. Ramer and Andrew M. Rappe. Designed nonlocal pseudopotentials
373
for enhanced transferability. Phys. Rev. B, 59:12471–12478, May 1999. doi:
10.1103/PhysRevB.59.12471.
[174] Ying Ran, Yi Zhang, and Ashvin Vishwanath. One-dimensional topologically
protected modes in topological insulators with lattice dislocations. Nat Phys,
5(4):298–303, Apr 2009. ISSN 1745-2473. doi: 10.1038/nphys1220. URL
http://dx.doi.org/10.1038/nphys1220.
[175] Andrew M. Rappe, Karin M. Rabe, Efthimios Kaxiras, and J. D. Joannopou-
los. Optimized pseudopotentials. Phys. Rev. B, 41:1227–1230, Jan 1990. doi:
10.1103/PhysRevB.41.1227.
[176] N. Read and Dmitry Green. Paired states of fermions in two
dimensions with breaking of parity and time-reversal symme-
tries and the fractional quantum hall effect. Phys. Rev. B, 61:
10267–10297, Apr 2000. doi: 10.1103/PhysRevB.61.10267. URL
http://link.aps.org/doi/10.1103/PhysRevB.61.10267.
[177] A. N. Redlich. Phys. Rev. Lett., 52:18, 1984.
[178] Leonid P. Rokhinson, Xinyu Liu, and Jacek K. Furdyna. The fractional a.c.
josephson effect in a semiconductor-superconductor nanowire as a signature
of majorana particles. Nat Phys, 8(11):795–799, Nov 2012. ISSN 1745-2473.
doi: 10.1038/nphys2429. URL http://dx.doi.org/10.1038/nphys2429.
[179] B. Roy, R.-J. Slager, and V. Juricic. Global phase diagram of a dirty Weyl
semimetal. ArXiv e-prints, October 2016.
374
[180] Shinsei Ryu, Christopher Mudry, Hideaki Obuse, and Akira Furusaki. The
network model for the quantum spin hall effect: two-dimensional dirac
fermions, topological quantum numbers and corner multifractality. New Jour-
nal of Physics, 12(6):065005, 2010.
[181] Benjamin Sace´pe´, Jeroen B. Oostinga, Jian Li, Alberto Ubaldini, Nuno
J. G. Couto, Enrico Giannini, and Alberto F. Morpurgo. Gate-tuned
normal and superconducting transport at the surface of a topological
insulator. Nature Communications, 2:575 EP –, Dec 2011. URL
http://dx.doi.org/10.1038/ncomms1586. Article.
[182] Jay D. Sau, Roman M. Lutchyn, Sumanta Tewari, and S. Das Sarma.
Generic new platform for topological quantum computation us-
ing semiconductor heterostructures. Phys. Rev. Lett., 104:
040502, Jan 2010. doi: 10.1103/PhysRevLett.104.040502. URL
http://link.aps.org/doi/10.1103/PhysRevLett.104.040502.
[183] Leslie M. Schoop, Mazhar N. Ali, Carola Straßer, Andreas Topp, Andrei
Varykhalov, Dmitry Marchenko, Viola Duppel, Stuart S. P. Parkin, Bettina V.
Lotsch, and Christian R. Ast. Dirac cone protected by non-symmorphic sym-
metry and three-dimensional dirac line node in zrsis. Nature Communications,
7:11696 EP –, May 2016. URL http://dx.doi.org/10.1038/ncomms11696.
Article.
[184] Gordon W. Semenoff. Condensed-matter simulation of
375
a three-dimensional anomaly. Phys. Rev. Lett., 53:2449–
2452, Dec 1984. doi: 10.1103/PhysRevLett.53.2449. URL
http://link.aps.org/doi/10.1103/PhysRevLett.53.2449.
[185] Ken Shiozaki, Masatoshi Sato, and Kiyonori Gomi. Topology of non-
symmorphic crystalline insulators and superconductors. Phys. Rev.
B, 93:195413, May 2016. doi: 10.1103/PhysRevB.93.195413. URL
http://link.aps.org/doi/10.1103/PhysRevB.93.195413.
[186] M. Sieberer, S. Khmelevskyi, and P. Mohn. Magnetic instability within
the series TCu3N (T = Pd, Rh, and Ru): A first-principles study. Phys.
Rev. B, 74:014416, Jul 2006. doi: 10.1103/PhysRevB.74.014416. URL
http://link.aps.org/doi/10.1103/PhysRevB.74.014416.
[187] Alexey A. Soluyanov and David Vanderbilt. Computing topological invariants
without inversion symmetry. Physical Review B, 83(23):235401, 2011.
[188] Alexey A. Soluyanov, Dominik Gresch, Zhijun Wang, QuanSheng Wu,
Matthias Troyer, Xi Dai, and B. Andrei Bernevig. Type-ii weyl semimet-
als. Nature, 527(7579):495–498, Nov 2015. ISSN 0028-0836. URL
http://dx.doi.org/10.1038/nature15768. Letter.
[189] D. T. Son and B. Z. Spivak. Chiral anomaly and classical
negative magnetoresistance of weyl metals. Phys. Rev. B, 88:
104412, Sep 2013. doi: 10.1103/PhysRevB.88.104412. URL
http://link.aps.org/doi/10.1103/PhysRevB.88.104412.
376
[190] Hadar Steinberg, Dillon R. Gardner, Young S. Lee, and Pablo Jarillo-Herrero.
Surface state transport and ambipolar electric field effect in bi2se3 nanode-
vices. Nano Letters, 10(12):5032–5036, 2010. doi: 10.1021/nl1032183. URL
http://dx.doi.org/10.1021/nl1032183. PMID: 21038914.
[191] Julia A. Steinberg, Steve M. Young, Saad Zaheer, C. L. Kane, E. J. Mele,
and Andrew M. Rappe. Bulk dirac points in distorted spinels. Phys. Rev.
Lett., 112:036403, Jan 2014. doi: 10.1103/PhysRevLett.112.036403. URL
http://link.aps.org/doi/10.1103/PhysRevLett.112.036403.
[192] Anders Stro¨m and Henrik Johannesson. Tunneling between edge
states in a quantum spin hall system. Phys. Rev. Lett., 102:
096806, Mar 2009. doi: 10.1103/PhysRevLett.102.096806. URL
http://link.aps.org/doi/10.1103/PhysRevLett.102.096806.
[193] Gre´gory Stru¨bi, Wolfgang Belzig, Mahn-Soo Choi, and C. Bruder.
Interferometric and noise signatures of majorana fermion edge
states in transport experiments. Phys. Rev. Lett., 107:136403,
Sep 2011. doi: 10.1103/PhysRevLett.107.136403. URL
http://link.aps.org/doi/10.1103/PhysRevLett.107.136403.
[194] Maryam Taherinejad, Kevin F Garrity, and David Vanderbilt. Wannier center
sheets in topological insulators. Physical Review B, 89(11):115102, 2014.
[195] Ryuji Takahashi and Shuichi Murakami. Completely flat bands and fully
localized states on surfaces of anisotropic diamond-lattice models. Phys.
377
Rev. B, 88:235303, Dec 2013. doi: 10.1103/PhysRevB.88.235303. URL
http://link.aps.org/doi/10.1103/PhysRevB.88.235303.
[196] Y. Tanaka, Z. Ren, T. Sato, K. Nakayama, S. Souma, T. Takahashi, and
K. Segawa. Nat. Phys., 8:800, 2012.
[197] Yukio Tanaka, Takehito Yokoyama, and Naoto Nagaosa. Manip-
ulation of the majorana fermion, andreev reflection, and joseph-
son current on topological insulators. Phys. Rev. Lett., 103:
107002, Sep 2009. doi: 10.1103/PhysRevLett.103.107002. URL
http://link.aps.org/doi/10.1103/PhysRevLett.103.107002.
[198] Peizhe Tang, Quan Zhou, Gang Xu, and Shou-Cheng Zhang. Dirac fermions
in an antiferromagnetic semimetal. Nat Phys, advance online publication,
Aug 2016. ISSN 1745-2481. URL http://dx.doi.org/10.1038/nphys3839.
Letter.
[199] Jeffrey C. Y. Teo and C. L. Kane. Critical behavior of a
point contact in a quantum spin hall insulator. Phys. Rev. B,
79:235321, Jun 2009. doi: 10.1103/PhysRevB.79.235321. URL
http://link.aps.org/doi/10.1103/PhysRevB.79.235321.
[200] Jeffrey C. Y. Teo and C. L. Kane. Topological defects and
gapless modes in insulators and superconductors. Phys. Rev. B,
82:115120, Sep 2010. doi: 10.1103/PhysRevB.82.115120. URL
http://link.aps.org/doi/10.1103/PhysRevB.82.115120.
378
[201] Jeffrey C. Y. Teo, Liang Fu, and C. L. Kane. Surface states and topological in-
variants in three-dimensional topological insulators: Application to bi1−xsbx.
Phys. Rev. B, 78:045426, Jul 2008. doi: 10.1103/PhysRevB.78.045426. URL
http://link.aps.org/doi/10.1103/PhysRevB.78.045426.
[202] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs. Quan-
tized hall conductance in a two-dimensional periodic potential. Phys. Rev.
Lett., 49:405–408, Aug 1982. doi: 10.1103/PhysRevLett.49.405. URL
http://link.aps.org/doi/10.1103/PhysRevLett.49.405.
[203] Michael Tinkham. Group Theory and Quantum Mechanics. McGraw-Hill
Book Company, New York City, New York, 1964. ISBN 0486432475.
[204] Abolhassan Vaezi, Yufeng Liang, Darryl H. Ngai, Li Yang, and Eun-Ah
Kim. Topological edge states at a tilt boundary in gated multilayer graphene.
Phys. Rev. X, 3:021018, Jun 2013. doi: 10.1103/PhysRevX.3.021018. URL
http://link.aps.org/doi/10.1103/PhysRevX.3.021018.
[205] J. Velasco Jr., L. Jing, W. Bao, Y. Lee, P. Kratz, V. Aji, M. Bock-
rath, C. N. Lau, C. Varma, R. Stillwell, D. Smirnov, Fan Zhang,
J. Jung, and A. H. MacDonald. Transport spectroscopy of symmetry-
broken insulating states in bilayer graphene. Nat Nano, 7(3):156–160,
Mar 2012. ISSN 1748-3387. doi: 10.1038/nnano.2011.251. URL
http://dx.doi.org/10.1038/nnano.2011.251.
[206] M. Veldhorst, M. Snelder, M. Hoek, T. Gang, V. K. Guduru, X. L. Wang,
379
U. Zeitler, W. G. van der Wiel, A. A. Golubov, H. Hilgenkamp, and
A. Brinkman. Josephson supercurrent through a topological insulator sur-
face state. Nat Mater, 11(5):417–421, May 2012. ISSN 1476-1122. doi:
10.1038/nmat3255. URL http://dx.doi.org/10.1038/nmat3255.
[207] G. E. Volovik. Flat band in topological matter. Jour-
nal of Superconductivity and Novel Magnetism, 26(9):2887–2890,
2013. ISSN 1557-1947. doi: 10.1007/s10948-013-2221-5. URL
http://dx.doi.org/10.1007/s10948-013-2221-5.
[208] P. R. Wallace. The band theory of graphite. Phys. Rev.,
71:622–634, May 1947. doi: 10.1103/PhysRev.71.622. URL
http://link.aps.org/doi/10.1103/PhysRev.71.622.
[209] Xiangang Wan, Ari M. Turner, Ashvin Vishwanath, and Sergey Y.
Savrasov. Topological semimetal and Fermi-arc surface states in
the electronic structure of pyrochlore iridates. Phys. Rev. B, 83:
205101, May 2011. doi: 10.1103/PhysRevB.83.205101. URL
http://link.aps.org/doi/10.1103/PhysRevB.83.205101.
[210] J. Wang. Antiferromagnetic Dirac Semimetals in Two Dimensions. ArXiv
e-prints, September 2016.
[211] Rui Wang, Baigeng Wang, Rui Shen, L. Sheng, and D. Y. Xing. Floquet weyl
semimetal induced by off-resonant light. EPL (Europhysics Letters), 105(1):
17004, 2014. URL http://stacks.iop.org/0295-5075/105/i=1/a=17004.
380
[212] Zhijun Wang, Yan Sun, Xing-Qiu Chen, Cesare Franchini, Gang Xu,
Hongming Weng, Xi Dai, and Zhong Fang. Dirac semimetal and
topological phase transitions in A3Bi (A = Na, K, Rb). Phys. Rev.
B, 85:195320, May 2012. doi: 10.1103/PhysRevB.85.195320. URL
http://link.aps.org/doi/10.1103/PhysRevB.85.195320.
[213] Zhijun Wang, Hongming Weng, Quansheng Wu, Xi Dai, and Zhong Fang.
Three-dimensional Dirac semimetal and quantum transport in Cd3As2. Phys.
Rev. B, 88:125427, Sep 2013. doi: 10.1103/PhysRevB.88.125427. URL
http://link.aps.org/doi/10.1103/PhysRevB.88.125427.
[214] Zhijun Wang, Aris Alexandradinata, Robert J Cava, and B Andrei Bernevig.
Hourglass fermions. Nature, 532(7598):189–194, 2016.
[215] Zhijun Wang, Dominik Gresch, Alexey A. Soluyanov, Weiwei Xie,
S. Kushwaha, Xi Dai, Matthias Troyer, Robert J. Cava, and B. An-
drei Bernevig. mote2: A type-ii weyl topological metal. Phys. Rev.
Lett., 117:056805, Jul 2016. doi: 10.1103/PhysRevLett.117.056805. URL
http://link.aps.org/doi/10.1103/PhysRevLett.117.056805.
[216] Haruki Watanabe, Hoi Chun Po, Ashvin Vishwanath, and Michael Zale-
tel. Filling constraints for spin-orbit coupled insulators in symmorphic
and nonsymmorphic crystals. Proceedings of the National Academy of Sci-
ences, 112(47):14551–14556, 2015. doi: 10.1073/pnas.1514665112. URL
http://www.pnas.org/content/112/47/14551.abstract.
381
[217] Haruki Watanabe, Hoi Chun Po, Michael P. Zaletel, and Ashvin Vishwanath.
Filling-enforced gaplessness in band structures of the 230 space groups. Phys.
Rev. Lett., 117:096404, Aug 2016. doi: 10.1103/PhysRevLett.117.096404.
URL http://link.aps.org/doi/10.1103/PhysRevLett.117.096404.
[218] H. P. Wei, D. C. Tsui, and A. M. M. Pruisken. Localiza-
tion and scaling in the quantum hall regime. Phys. Rev. B,
33:1488–1491, Jan 1986. doi: 10.1103/PhysRevB.33.1488. URL
http://link.aps.org/doi/10.1103/PhysRevB.33.1488.
[219] Hongming Weng, Chen Fang, Zhong Fang, B. Andrei Bernevig, and Xi Dai.
Weyl Semimetal Phase in Noncentrosymmetric Transition-Metal Monophos-
phides. Phys. Rev. X, 5:011029, Mar 2015. doi: 10.1103/PhysRevX.5.011029.
URL http://link.aps.org/doi/10.1103/PhysRevX.5.011029.
[220] Hongming Weng, Yunye Liang, Qiunan Xu, Rui Yu, Zhong
Fang, Xi Dai, and Yoshiyuki Kawazoe. Topological node-line
semimetal in three-dimensional graphene networks. Phys. Rev. B,
92:045108, Jul 2015. doi: 10.1103/PhysRevB.92.045108. URL
http://link.aps.org/doi/10.1103/PhysRevB.92.045108.
[221] Benjamin J. Wieder and C. L. Kane. Spin-orbit semimetals in the layer groups.
Phys. Rev. B, 94:155108, Oct 2016. doi: 10.1103/PhysRevB.94.155108. URL
http://link.aps.org/doi/10.1103/PhysRevB.94.155108.
[222] Benjamin J. Wieder, Fan Zhang, and C. L. Kane. Signatures of majo-
382
rana fermions in topological insulator josephson junction devices. Phys.
Rev. B, 89:075106, Feb 2014. doi: 10.1103/PhysRevB.89.075106. URL
http://link.aps.org/doi/10.1103/PhysRevB.89.075106.
[223] Benjamin J. Wieder, Fan Zhang, and C. L. Kane. Critical behavior
of four-terminal conductance of bilayer graphene domain walls. Phys.
Rev. B, 92:085425, Aug 2015. doi: 10.1103/PhysRevB.92.085425. URL
http://link.aps.org/doi/10.1103/PhysRevB.92.085425.
[224] Benjamin J. Wieder, Youngkuk Kim, A. M. Rappe, and C. L. Kane.
Double dirac semimetals in three dimensions. Phys. Rev. Lett., 116:
186402, May 2016. doi: 10.1103/PhysRevLett.116.186402. URL
http://link.aps.org/doi/10.1103/PhysRevLett.116.186402.
[225] Frank Wilczek. Fractional Statistics and Anyon Superconductivity. World
Scientific Publishing Co. Pte. Ltd., Singapore, 1990. ISBN 9810200498.
[226] Frank Wilczek. Majorana returns. Nat Phys, 5(9):614–618,
Sep 2009. ISSN 1745-2473. doi: 10.1038/nphys1380. URL
http://dx.doi.org/10.1038/nphys1380.
[227] Frank Wilczek. Quantum time crystals. Phys. Rev. Lett., 109:
160401, Oct 2012. doi: 10.1103/PhysRevLett.109.160401. URL
http://link.aps.org/doi/10.1103/PhysRevLett.109.160401.
[228] J. R. Williams, A. J. Bestwick, P. Gallagher, Seung Sae Hong,
Y. Cui, Andrew S. Bleich, J. G. Analytis, I. R. Fisher, and
383
D. Goldhaber-Gordon. Unconventional josephson effect in hybrid
superconductor-topological insulator devices. Phys. Rev. Lett., 109:
056803, Jul 2012. doi: 10.1103/PhysRevLett.109.056803. URL
http://link.aps.org/doi/10.1103/PhysRevLett.109.056803.
[229] M Wimmer, A R Akhmerov, J P Dahlhaus, and C W J Beenakker.
Quantum point contact as a probe of a topological supercon-
ductor. New Journal of Physics, 13(5):053016, 2011. URL
http://stacks.iop.org/1367-2630/13/i=5/a=053016.
[230] Zhenli Wu, Huangyu Chen, Ning Gao, Enhui Zhang, Jianping Yang, Tao
Yang, Xingao Li, and Wei Huang. Ab initio calculations of the structural, elas-
tic, electronic and optical properties of Cu3N as well as Cu3NLa and Cu3NCe
compounds . Comp. Mater. Sci., 95(0):221 – 227, 2014. ISSN 0927-0256. doi:
http://dx.doi.org/10.1016/j.commatsci.2014.07.035.
[231] Y. Xia, D. Qian, D. Hsieh, L. Wray, A. Pal, H. Lin, A. Bansil, D. Grauer, Y. S.
Hor, R. J. Cava, and M. Z. Hasan. Observation of a large-gap topological-
insulator class with a single dirac cone on the surface. Nature Phyiscs, 5:
398–402, 2009.
[232] Lilia S. Xie, Leslie M. Schoop, Elizabeth M. Seibel, Quinn D. Gibson, Weiwei
Xie, and Robert J. Cava. A new form of ca3p2 with a ring of dirac nodes.
APL Mater., 3(8):083602, 2015. doi: http://dx.doi.org/10.1063/1.4926545.
384
[233] Q. Xu, R. Yu, Z. Fang, X. Dai, and H. Weng. Topological Nodal Line Semimet-
als in CaP3 family of materials. ArXiv e-prints, August 2016.
[234] Su-Yang Xu, Chang Liu, N. Alidoust, M. Neupane, D. Qian, I. Belopolski,
J. D. Denlinger, Y. J. Wang, H. Lin, L. A. Wray, G. Landolt, B. Slomski, J. H.
Dil, A. Marcinkova, E. Morosan, Q. Gibson, R. Sankar, F. C. Chou, R. J.
Cava, A. Bansil, and M. Z. Hasan. Observation of a topological crystalline
insulator phase and topological phase transition in pb1−xsnxte. Nat Commun,
3:1192, 11 2012.
[235] Su-Yang Xu, Nasser Alidoust, Ilya Belopolski, Zhujun Yuan, Guang Bian,
Tay-Rong Chang, Hao Zheng, Vladimir N. Strocov, Daniel S. Sanchez, Guo-
qing Chang, Chenglong Zhang, Daixiang Mou, Yun Wu, Lunan Huang,
Chi-Cheng Lee, Shin-Ming Huang, BaoKai Wang, Arun Bansil, Horng-Tay
Jeng, Titus Neupert, Adam Kaminski, Hsin Lin, Shuang Jia, and M. Za-
hid Hasan. Discovery of a weyl fermion state with fermi arcs in niobium
arsenide. Nat Phys, 11(9):748–754, Sep 2015. ISSN 1745-2473. URL
http://dx.doi.org/10.1038/nphys3437. Article.
[236] Su-Yang Xu, Ilya Belopolski, Nasser Alidoust, Madhab Neupane, Guang Bian,
Chenglong Zhang, Raman Sankar, Guoqing Chang, Zhujun Yuan, Chi-Cheng
Lee, Shin-Ming Huang, Hao Zheng, Jie Ma, Daniel S. Sanchez, BaoKai Wang,
Arun Bansil, Fangcheng Chou, Pavel P. Shibayev, Hsin Lin, Shuang Jia, and
M. Zahid Hasan. Discovery of a weyl fermion semimetal and topological fermi
385
arcs. Science, 2015. ISSN 0036-8075. doi: 10.1126/science.aaa9297.
[237] Yang Xu, Ireneusz Miotkowski, Chang Liu, Jifa Tian, Hyoungdo Nam, Nasser
Alidoust, Jiuning Hu, Chih-Kang Shih, M. Zahid Hasan, and Yong P. Chen.
Observation of topological surface state quantum hall effect in an intrinsic
three-dimensional topological insulator. Nat Phys, 10(12):956–963, Dec 2014.
ISSN 1745-2473. URL http://dx.doi.org/10.1038/nphys3140. Article.
[238] Ai Yamakage, Youichi Yamakawa, Yukio Tanaka, and Yoshihiko Okamoto.
Line-node dirac semimetal and topological insulating phase in noncen-
trosymmetric pnictides caagx (x = p, as). Journal of the Physical So-
ciety of Japan, 85(1):013708, 2016. doi: 10.7566/JPSJ.85.013708. URL
http://dx.doi.org/10.7566/JPSJ.85.013708.
[239] B-J. Yang and N. Nagaosa. Classification of stable three-dimensional dirac
semimetals with nontrivial topology. Nat. Comm., 5:4898, 2014.
[240] L. X. Yang, Z. K. Liu, Y. Sun, H. Peng, H. F. Yang, T. Zhang, B. Zhou,
Y. Zhang, Y. F. Guo, M. Rahn, D. Prabhakaran, Z. Hussain, S.-K. Mo,
C. Felser, B. Yan, and Y. L. Chen. Weyl semimetal phase in the non-
centrosymmetric compound taas. Nat Phys, 11(9):728–732, Sep 2015. ISSN
1745-2473. URL http://dx.doi.org/10.1038/nphys3425. Letter.
[241] Wang Yao, Shengyuan A. Yang, and Qian Niu. Edge states in graphene:
From gapped flat-band to gapless chiral modes. Phys. Rev. Lett.,
386
102:096801, Mar 2009. doi: 10.1103/PhysRevLett.102.096801. URL
http://link.aps.org/doi/10.1103/PhysRevLett.102.096801.
[242] Yugui Yao, Fei Ye, Xiao-Liang Qi, Shou-Cheng Zhang, and Zhong
Fang. Spin-orbit gap of graphene: First-principles calculations. Phys.
Rev. B, 75:041401, Jan 2007. doi: 10.1103/PhysRevB.75.041401. URL
http://link.aps.org/doi/10.1103/PhysRevB.75.041401.
[243] S. M Young and B. J. Wieder. Filling-enforced Magnetic Dirac Semimetals
in Two Dimensions. ArXiv e-prints, September 2016.
[244] S. M. Young, S. Zaheer, J. C. Y. Teo, C. L. Kane, E. J. Mele, and
A. M. Rappe. Dirac semimetal in three dimensions. Phys. Rev. Lett.,
108:140405, Apr 2012. doi: 10.1103/PhysRevLett.108.140405. URL
http://link.aps.org/doi/10.1103/PhysRevLett.108.140405.
[245] Steve M. Young and Charles L. Kane. Dirac semimet-
als in two dimensions. Phys. Rev. Lett., 115:126803,
Sep 2015. doi: 10.1103/PhysRevLett.115.126803. URL
http://link.aps.org/doi/10.1103/PhysRevLett.115.126803.
[246] Rui Yu, Xiao Liang Qi, Andrei Bernevig, Zhong Fang, and Xi Dai. Equiv-
alent expression of z 2 topological invariant for band insulators using the
non-abelian berry connection. Phys. Rev. B, 84(7):075119, 2011.
[247] Rui Yu, Hongming Weng, Zhong Fang, Xi Dai, and Xiao Hu. Topologi-
cal node-line semimetal and dirac semimetal state in antiperovskite cu3PdN.
387
Phys. Rev. Lett., 115:036807, Jul 2015. doi: 10.1103/PhysRevLett.115.036807.
URL http://link.aps.org/doi/10.1103/PhysRevLett.115.036807.
[248] Dongxiao Yue, L. I. Glazman, and K. A. Matveev. Conduction of a weakly
interacting one-dimensional electron gas through a single barrier. Phys.
Rev. B, 49:1966–1975, Jan 1994. doi: 10.1103/PhysRevB.49.1966. URL
http://link.aps.org/doi/10.1103/PhysRevB.49.1966.
[249] U. Zachwieja and H. Jacobs. Ammonothermalsynthese von kupfernitrid, Cu3N
. J. Less-Common Met., 161(1):175 – 184, 1990. ISSN 0022-5088. doi:
http://dx.doi.org/10.1016/0022-5088(90)90327-G.
[250] M. Zarenia, J. M. Pereira, G. A. Farias, and F. M. Peeters. Chiral states
in bilayer graphene: Magnetic field dependence and gap opening. Phys.
Rev. B, 84:125451, Sep 2011. doi: 10.1103/PhysRevB.84.125451. URL
http://link.aps.org/doi/10.1103/PhysRevB.84.125451.
[251] M. Zeng, C. Fang, G. Chang, Y.-A. Chen, T. Hsieh, A. Bansil, H. Lin, and
L. Fu. Topological semimetals and topological insulators in rare earth monop-
nictides. ArXiv e-prints, April 2015.
[252] Fan Zhang and C. L. Kane. Anomalous topological
pumps and fractional josephson effects. Phys. Rev. B, 90:
020501, Jul 2014. doi: 10.1103/PhysRevB.90.020501. URL
http://link.aps.org/doi/10.1103/PhysRevB.90.020501.
[253] Fan Zhang, Hongki Min, Marco Polini, and A. H. MacDonald. Spon-
388
taneous inversion symmetry breaking in graphene bilayers. Phys. Rev.
B, 81:041402, Jan 2010. doi: 10.1103/PhysRevB.81.041402. URL
http://link.aps.org/doi/10.1103/PhysRevB.81.041402.
[254] Fan Zhang, Jeil Jung, Gregory A. Fiete, Qian Niu, and Al-
lan H. MacDonald. Spontaneous quantum hall states in chi-
rally stacked few-layer graphene systems. Phys. Rev. Lett., 106:
156801, Apr 2011. doi: 10.1103/PhysRevLett.106.156801. URL
http://link.aps.org/doi/10.1103/PhysRevLett.106.156801.
[255] Fan Zhang, Hongki Min, and A. H. MacDonald. Compet-
ing ordered states in bilayer graphene. Phys. Rev. B, 86:
155128, Oct 2012. doi: 10.1103/PhysRevB.86.155128. URL
http://link.aps.org/doi/10.1103/PhysRevB.86.155128.
[256] Fan Zhang, C. L. Kane, and E. J. Mele. Time-reversal-invariant topo-
logical superconductivity and majorana kramers pairs. Phys. Rev. Lett.,
111:056402, Aug 2013. doi: 10.1103/PhysRevLett.111.056402. URL
http://link.aps.org/doi/10.1103/PhysRevLett.111.056402.
[257] Fan Zhang, Allan H. MacDonald, and Eugene J. Mele. Val-
ley chern numbers and boundary modes in gapped bilayer
graphene. Proceedings of the National Academy of Sciences, 110
(26):10546–10551, 2013. doi: 10.1073/pnas.1308853110. URL
http://www.pnas.org/content/110/26/10546.abstract.
389
[258] Haijun Zhang, Chao-Xing Liu, Xiao-Liang Qi, Xi Dai, Zhong Fang, and Shou-
Cheng Zhang. Topological insulators in bi2se3, bi2te3 and sb2te3 with a single
dirac cone on the surface. Nature Physics, 5:438–442, 2009.
[259] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee, J. Smith, G. Pagano,
I.-D. Potirniche, A. C. Potter, A. Vishwanath, N. Y. Yao, and C. Monroe.
Observation of a Discrete Time Crystal. ArXiv e-prints, September 2016.
[260] Jinsong Zhang, Cui-Zu Chang, Zuocheng Zhang, Jing Wen, Xiao Feng, Kang
Li, Minhao Liu, Ke He, Lili Wang, Xi Chen, Qi-Kun Xue, Xucun Ma, and
Yayu Wang. Band structure engineering in (bi1 − xsbx)2te3 ternary topo-
logical insulators. Nature Communications, 2:574 EP –, Dec 2011. URL
http://dx.doi.org/10.1038/ncomms1588. Article.
[261] Yuanbo Zhang, Tsung-Ta Tang, Caglar Girit, Zhao Hao, Michael C. Mar-
tin, Alex Zettl, Michael F. Crommie, Y. Ron Shen, and Feng Wang. Direct
observation of a widely tunable bandgap in bilayer graphene. Nature, 459
(7248):820–823, Jun 2009. ISSN 0028-0836. doi: 10.1038/nature08105. URL
http://dx.doi.org/10.1038/nature08105.
[262] Jianzhou Zhao, Rui Yu, Hongming Weng, and Zhong Fang. Topolog-
ical node-line semimetal in compressed black phosphorus. Phys. Rev.
B, 94:195104, Nov 2016. doi: 10.1103/PhysRevB.94.195104. URL
http://link.aps.org/doi/10.1103/PhysRevB.94.195104.
390
