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Let H be a complex Hilbert space, P, an orthogonal projection on H, and P- 
the complementary projection. If  G is any symmetrically normed ideal in the ring 
of bounded operators on H, then we consider the group of unitary operators on H 
such that P, UP- and P- UP+ lie in G. When G is the Hilbert-Schmidt class, 
these unitaries define automorphisms of the C*-algebra Q of the canonical 
anticommutation relations over H which are implementable in the representation of 
Q determined by P-. We investigate the structure of the group %, proving in 
particular that it has infinitely many connected components, gkk, labelled by the 
Fredholm index of P, UP, . The connected component of the identity, PO, is 
generated by unitaries of the form exp(LQ), with A self-adjoint and P, A P_ in G. 
Finally we consider an application of these results to two dimensional field theory, 
showing in particular that the charge and chiral charge quantum numbers .arise as 
the Fredholm indices of P, UP, for certain unitary U on L’(IR, a7*). 
1. INTRODUCTION 
The automorphisms of the C*-algebra of the canonical anticommutation 
relations (CAR) have been extensively studied. Although there are marked 
differences between this case and that of the canonical commutation 
relations, it is only recently that these differences have been found to have 
physical significance [ 11, 15, 141. Our aim in this paper is to analyse the 
structure of the group of automorphisms which are implementable in a given 
representation of the CAR. These considerations were motivated by the 
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examples (described in the final section of the paper) which arose in our 
investigation of two dimensional quantum field theory. 
In order to describe our results, we need some notation. Let H be a 
complex Hilbert space and Q the C*-algebra of the CAR over H, generated 
by the set, 
whose elements satisfy 
4.0 4g) + a(g) 4f) = 03 
a-) a*(g) + a*(g) a-) = v;s>, f,gEH. 
Given orthogonal projections P, on H, with 
P++P-=l, 
we define a state w  on Q, 
and construct the corresponding representation K of g, which we know to be 
irreducible. Each unitary operator U on H determines an automorphism of 
the CAR via the map 
4.0 -+ 4vf), u*(J)-+ u*(uf). 
We consider subgroups determined by the conditions 
p+ up- (-G 
I P-UP, ’ 
where 6 is any symmetrically normed ideal in the ring of bounded operators 
on H. The theory of such ideals is given by Gohberg and Krein [9]; here we 
need only note that G is an ideal which is complete in the topology induced 
by a symmetric norm 1 . Ie, satisfying 
IASBtG< IAl IslGIBI, SEG, 
for all bounded A and B, where ( . 1 denotes the usual operator norm. 
Examples of such ideals are the space 6,, 1 <p < co, consisting of all 
compact operators whose singular values are p-summable, and in particular 
the spaces 6, and G,, consisting of nuclear and Hilbert-Schmidt operators. 
Our interest in such subgroups is prompted by the well-known theorem of 
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Friedrichs [6] and Shale and Stinespring [ 171, which asserts that the con- 
ditions 
P, UP- 
P- UP, 1 
E G* 
are both necessary and sufficient for the automorphism U to be implemented 
in the representation 71 by a unitary T(U), satisfying 
W) +a->> w)* = ~Mvf>h for allfE H. 
We also note here the results of Lundberg [ 121, who considered uniformly 
continuous, one-parameter groups of implementable unitaries, 
us = p ) (1.1) 
whose generators satisfied 
P+AP_EG,. 
If we let &‘(A) denote the generator of T(U,), so that 
r( Us) = p-4 ), (1.2) 
then Lundberg established the existence of a common, dense, invariant 
domain on which 
[C(A), C(B)] = -2 Imag trace(P- A P, BP-). 
Our main results concern the structure of the group, 
Z!={U]UunitaryonH,P+ UP-EG,P_ UP+EG}, 
(1.3) 
and the relation between Z! and the Lie algebra, 
in? = (iA ] A bounded, self-adjoint on H, P, A P- E G}, 
originally studied by Lundberg [ 121 in the case G = 6,. We firstly equip & 
with two topologies, induced by the usual metric, 
NJ, V)=lU- VI, u, VE iv’, 
and the metric 
e(U,v)=lu-v~+f~P+(u-V)P~~, 
+ i P-W- VIP+ Ic, u, VE 22. 
AUTOMORPHISMS OFTHE CAR 363 
Analogously, we define on &, in addition to the usual norm, the norm 
lIAll=IAI+l~+A~-l~~ AEcFP. 
We will refer to the topologies on 2Y and & determined by p and (1 . I( as 
the G-topologies, a term which should not be confused with the topology on 
G determined by ( . Ia. 
THEOREM 1.1. In the G-topology, 8 is a complete metric space and i&’ 
is a Banach Lie algebra. 
Thus, the G-topology seems appropriate for the work to follow, but our 
main objective is the identification of the connected components of 22 and we 
find that these are the same in both the usual and the G-topology. 
THEOREM 1.2. Two points in ?Y can be connected by a path continuous 
in the p topology tf and only if they can also be connected by a path 
continuous in the ? topology. 
The key to understanding the structure of P is the relation between Z! and 
exp(iJ), which we explore in the next theorem. 
THEOREM 1.3. Zf U, and U, are unitaries in % with 
IUo-u,1<2, 
then there exists an A in J/ such that 
US = UOeiSA, o<s< 1, 
is a path in S? connecting U, to U, . The path is continuous in both the p and 
p topologies. The operator A is uniquely determined by the extra condition 
that its spectrum should be contained in C--R, R). Finally, two unitaries, U 
and V, in kY can be connected by a continuous path in 2 if and only if there 
exist Jinitely many A,, A, ,..., A,, in M+ such that 
V= UeiA@t . . . eiA,. 
A corollary worth noting is that a uniformly continuous, one-parameter 
group of unitaries, 
will lie in 22 if and only if A lies in J@‘. This answers a question arising from 
Lundberg’s analysis. 
The clue to the labelling of the connected components of 2V can be found 
580/48/3-6 
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in the work of Klaus and Scharf [ 1 l] on the quantised electron-positron 
field in a strong, external electromagnetic field. They observe that 
n,(U)=dimkerP, UP, 
can be non-zero and that, whenever this happens, the unitary implementing 
U creates from the vacuum a state containing n_ particles and n, antipar- 
ticles. Consequently, the new vacuum is necessarily orthogonal to the old, 
and the new vacuum has acquired a charge n + - n . We prove that the 
charge uniquely labels the connected component of %! to which U belongs. 
To be more precise, we observe that: 
(1) P, UP, is a Fredholm operator for any U in Z!; 
(2) n,(U) is finite, and 
(3) if we set 
n*(U) = n,(U*); 
i(U)=n+(U)-n-(U). 
then i(U) is just the Fredholm index of P, UP,; 
(4) the map i: Z! --t 7 defined above is a homomorphism. 
We then define 
~~={UE~/i(U)=k}, k E 12, 
and show by example that none of these sets is empty when both P, and P- 
have infinite-dimensional range. Finally, we prove that the Z$ are the 
connected components of %%. 
THEOREM 1.4. Two unitaries U,, and U, in 22 can be connected by a 
curve, 
SF+ u,, O<S< 1, 
continuous in the p-topology, if and only if 
i(U,) = i(U,). 
The function i is constant on the curve. The connected components of S? are 
the sets Z$, k E Z, and the connected component of the identity is PO = ker i. 
The canonical map 
induced by i is an isomorphism. 
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This result concludes our general analysis of the structure of P. Note that 
the case where one of P, or P- has finite-dimensional range is somewhat 
degenerate. Hence, we assume throughout (although this is not essential) that 
both ranges are infinite dimensional. 
In Section 3 we turn to the CAR for a free fermi field in two-dimensional 
space-time. In this context we take: 
(1) H to be L*(lR, C’); 
(2) P, to be the projections onto the positive and negative energy 
eigenspaces of the Hamiltonian for a free fermion with mass m, so, in the 
Fourier transform of L*(lR, C2), P, is the operator of multiplication by the 
function 
(1.4) 
where y. and y1 are the two-dimensional Dirac matrices, 
and 
w(k) = (k2 + VZ~)“~; 
(3) G = G,, the ideal of Hilbert-Schmidt operators. 
We study automorphisms which are unitary multiplication operators, 
(Uf)(x) = eiAyyx), 
where A is a hermitian, 2 x 2 matrix-valued function on I?. We demand that 
U be continuous and that U(x) + 1 as x + f co. To be more precise, we will 
assume that both (17 - 1) and ( V 1 “2 (U - 1) lie in the Hilbert space 
L’(lR, M’), consisting of measurable 2 x 2 matrix-valued functions on IR, 
and equipped with the inner product 
(kB’=j, trace A * (x) B(x) dx. 
The set of such unitary multiplication operators we denote by A. 
To see why we should be interested in this seemingly restricted class of 
automorphisms of the CAR, let us introduce the formal time-zero fermion 
tield v(x) and the formal time-zero currents as Wick ordered products, 
J*(x) = :~*(x)&(x):, 
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where /i may denote any Hermitian 2 x 2 matrix. A careful formal 
calculation yields 
V,(x), KY)1 = -6(x -Y) &(x)9 
so if we construct the smeared field w(f) and smeared current J(A) from 
then we find that 
with 
IJ(A ), VU-)I = -VW), 
A(x)=~A,(x)A. 
A 
On the other hand, if we suppose that the unitary operator US of 
multiplication by exp(isA) is implementable for all real s, then 
from which we deduce that 
Thus, we may identify the formal current operators with the generators of the 
implemented, multiplicative, one-parameter groups of automorphisms defined 
above. (This was previously observed and exploited by Lundberg [ 131.) 
Our analysis begins with the zero mass case of (1.4), 
P*(k) = fc1 f E(k) ?a E(k) = +1, k 2 0, 
=- 1, k < 0, 
which reduces to 
e(k) = 1, k 2 0, 
= 0, k < 0, 
in a basis in which 
1 0 
Ys= 0 -1 * ( 1 
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For any unitary multiplication operator U in A’, both P,(U- 1) P, and 
P,(U- 1) P, can be regarded as integral operators on the Fourier 
transform of Lz(lR, C’), so we could directly check whether P, UP, E 6, 
and then compute the kernel of P, UP,. We choose, however, to follow a 
different path which exploits the theory of Toeplitz operators. To see the 
connection, let us compactify iR by mapping it into the circle T, which we 
identify with the interval [-n, XL], via 
t = 2 arctan x. XE R. 
This compactification induces a unitary map, 
S:LJ(lr, c*)+L*(lR, C’), 
defined by 
(Sf)(x) =f(2 arctan x)/(x - i), (l-5) 
with the property that 
s*p*s= (“oi iT), E++E-=l, (1.6) 
where E, is the orthogonal projection of L*(T, C) onto the Hardy subspace 
H*(T, C). By assumption, U can be regarded as a function on T, and as 
such U commutes with S, so P, UP, and P, UP, are 2 x 2 matrices 
whose elements are either Toeplitz or Hankel operators. It is then easy to 
establish. 
THEOREM 1.6. Given any U in J: 
(1) U can be regarded as a function on T via the change of variable, 
t = 2 arctan x; 
(2) U can be implemented if and only ifit is diagonal, 
u= i’b ’^ e:2), 
where A, and A, are real valued functions on I?; 
(3) the indices of U can easily be computed from the formula, 
n,W= W(w, +4>)lwlI + e(*(w, +i>)Iw21r 
where w, denotes the winding number of eiAr about zero. 
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The importance of the indices n*(U) is their connection with the electric 
charge and chiral quantum numbers of the new vacuum created by T(U). 
This connection was noticed originally by Raina and Wanders [ 151 and 
arises as follows: To each time-zero current J,, we can assign a charge 
These are formal expressions, but if 
eisL4,Az) and eis” 
are both implementable for all s, then we can identify J,(A,) with dT(A,A) 
and Q, with C(A). For free, massless fermions two charges can be defined 
in this way, with A = 1 corresponding to electric charge, and A = ys to chiral 
charge. We shall show that, for any implementable automorphism U, the 
second quantised operator r(U) acts as a shift operator for Q,, with the 
magnitude of the shift determined by n,(U): thus, for example, 
In particular, when this relation is applied to the vacuum state $2 (the G.N.S. 
cyclic vector determined by o), 
Q,(r(v)W = -(n-W - n+W))(WlQ), 
so the charge of the new vacuum r(v) R is (n+(U) - n_(U)). 
To analyse the case of free, massive fermions, we observe that the 
projections are strongly continuous in the mass parameter, and we are able 
to prove that a unitary multiplication operator U in M is implementable for 
all masses if it is implementable for one. Thus, all our observations on the 
massless case also apply to the massive case, with the exception that the 
chiral charge is not the generator of an implementable group of 
automorphisms when m # 0, a result which is well known physically. 
To summarise, our aim has been to find topological labels for the 
connected components of the group P’, and to show that these labels have a 
physical significance, at least in the case 6 = G, when the automorphisms 
are implementable in the Fock representation. 
2. THE STRUCTURE OF 9 
In this section we probe the structure of 9, through theorems and coun- 
terexamples. 
AUTOMORPHISMS OFTHECAR 369 
We denote the collection of bounded, linear operators on H by 9 and we 
set 
H, =P,H. 
THEOREM 2.1. When equipped with the G-topologies W is a complete 
metric space and id is a Banach-Lie algebra with product 
A o B = i[A, B], A,BESf. 
Proof: Let { 17,) be a Cauchy sequence in P in the p topology. Then 
{ 17,) is also a Cauchy sequence in 9 and will converge to a unitary U, so 
necessarily (P+ U,, PT} converges in .9 to P, UP,. But {P* U,, P*} is also 
a Cauchy sequence in 6, so from the completeness of G and the uniqueness 
of the limit we infer that P, UP, lies in G. Thus, {U,} converges in P. 
It is straightforward to check that, for A, B in &‘, the product AB, 
although not necessarily self-adjoint, satisfies 
IWII G IIA II IV-II 3 
so 
II iPy Bill G 2 IV II IIBII. 
The metric on J/ derived from the norm II . II has the same form as the 
metric e on P, so the proof of the completeness of J/ is identical with the 
proof given above for P. 1 
LEMMA 2.2. For any U, in g and A in xf’, the curve 
US = UDeisA, O(s( 1. 
lies in S% and is continuous in the ptopology. 
Proof: We will use the power series development of US to prove that 17, 
is a curve in 3!. Since 
P+A”+‘P-=P+AP,AV+P,AP-A”P-, 
we can use induction on n to establish that P, A” P- lies in 6 for all n and 
that 
IP+A”P-I~gn [Al”-‘IP+A P-I,, n = 1, 2,.... (2-l) 
It follows that the sequence {Bj) with 
Bj= c TP+A”P- 
n=o * 
370 CAREY, HURST, AND O’BRIEN 
is a Cauchy sequence in 6, because 
IBj-BBklC= + yP+Ay 
n=>l * 
< 5 $,,A,“-1 ,P,,‘,Q 
n=jtl . 
-0 as j,k+co. 
The limit of the sequence is P,e isAP- and must lie in 6 because G is 
complete. Hence, U, lies in Z! for all s. 
Again using the estimate (2.1), we have that 
IP+eiSAP-IG< F !fJnlAlfl-‘IPt A P-I6 
“51 
= IsI els’lA’ IP, A P_ IG. 
Now let us estimate 
IPt us+,p- -pt U,P-lG 
=~P,u,P~u~u,,,P~+P,u,P-u~u,,,P--P,u~-~~ 
= IP, U, P, eisA P- + P, U, P-(eiSA - 1) P- Ic 
<[P+eiSAP-Jc+jP+ UtP-/cleiSA- II 
-+O as s+ 0. 
Thus, P, Us P- is continuous in G. A similar result holds for P_ Us P,, so 
we conclude that Us is continuous in the Ptopology. 1 
LEMMA 2.3. If U E SY’, then P, UP, is a Fredholm operator on H, and 
ker P, UP, = U*(ker P, U* P,). P-2) 
Consequently, 
dim ker P, UP, = dim ker P, U* P,. 
Proof: Because U is unitary, 
(2.3) 
(P, up*w* u* P*) =p, - (P, UP,)(P, u* P*), 
(P* u* P*)(P* UP*) = P, - (P, U” P,)(PT UP*). 
Since P, UP, E G, we see that P, UP, is invertible modulo a compact 
operator on H, , and is therefore a Fredholm operator. 
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Again because U is unitary, 
(P, UP*)(P* u* Pi) + (P* UP,)(P, U” PF) = 0. 
Now 
(2.4) 
f E H, n ker(P, U* PF) + U* f E H, , 
so we obtain from (2.4) that 
(P, UP*)Ff=O, 
and hence that 
U* ker(P, U” PF) c ker P, UP, . P-5 1 
Using in a similar way the final relation following from the unitarity of U, 
(PF u* p*)PT UP,) + (P* u* P*)(P* UP,) = 0, 
we obtain 
U ker(P, UP+) c ker(P, U* P,). (2.6) 
From (2.5) and (2.6) we deduce (2.2). As a corollary, we find 
dim ker P, UP, = dim ker P, U* P,. 1 
The above result appears implicitly in [Ill. 
DEFINITION 2.4. For U E %‘, define 
n,(U) = dim ker P, UP,, 
and 
i(U) = n+(U) -n-(U). I 
In view of the last lemma, 
n*(U) = n,(U*), 
and i(U) is the Fredholm index of P, UP, , so 
i(UV) = i(U) + i(V). 
LEMMA 2.5. If U,, and U, are points of @ with 
IUo-U,l< 2, 
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then there exists an A in S/ such that 
Us = UOeisA, o<sg 1, 
is a curve in 22 connecting U, to U,. The operator A is uniquely determined 
by the extra condition that its spectrum should be contained in (-n, z). The 
curve is continuous in the p topology. 
Proof: Let V = U,* 17,. According to Stone [ 181, we may write 
V= eiA, 
where A is a self-adjoint operator, uniquely determined provided its spectrum 
is contained in [-n, n] and --7c is not in its point spectrum. We will prove 
that the spectrum of A is actually contained in (-n, rr). Indeed, if [m- , m + ] 
is the numerical range of A, then we must have 
because 
--n<m-<m, <n, 
IV- 1) < 2. 
If this were not so. then 
1 V - 11 > spectral radius( V - 1) = AEsp=&Jm(A) kiA - 1 I = 2. 
which contradicts the hypothesis. 
Our plan is to construct A as a trigonometric series from V. This will be 
possible because we have established that the spectrum of A is bounded 
away from the points frr. 
Choose any function f with the following properties: 
(1) f must be an odd, periodic function with period 2n; 
(2) f must be infinitely differentiable and all derivatives off must 
vanish at frr; 
(3) for m- <x<m+,f(x)=x. 
This function will have a Fourier series which converges uniformly on 
l-n, n], given by 
f(x) = 2 b, sin nx, 
where 
b, = L -n K j- sin nxf(x) ak. 
II 
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Because f is infinitely differentiable and all its derivatives vanish at fa, 
Inkb,)-+O as n-rco for all k > 0. 
Because 6 is an ideal, we can use the relation 
P, v”+lPpP* VP+ V”P,+P* VP- V”P, 
to prove by induction that P, V” P, also lies in 6 for any n and 
IP, V” P,lo< n IP, VPTIO. 
Thus, 
IP, sin(rui)P-(a< na, 
where 
a = $(JP+ VP- 16 + IP- VP+ 16). 
The sequence { rj} with 
rj=P+ 5 b,sin(nA)P- 
fl=l 
is a Cauchy sequence in %, since 
I Tj-TkIC= G b,P+sin(nA) P- 
$1 t ’ 
k >.i, 
<a + Jb,Jn 
n=Xl 
<a ‘? Ib,ln 
PI=>1 
-0 as j,k+cn, 
Since 6 is complete, 
P+f(A) P- = P, f b, sin(d) P- 
II=1 
must lie in 6. 
Finally, we consider the spectral representation for A, 
A= 
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and observe thatf(A) = A becausef(il) coincides with ,I on [m _, m + 1. Thus, 
we have shown that P, A P_ E G. 
Now construct the path, 
Us = UOeisA, o<s< 1. 
According to Lemma 2.2, this path is continuous in the p topology on P/, 
and- connects U, to U,. 1 
This lemma has a number of easy corollaries. 
COROLLARY 2.6. Suppose that U, = eisA is a uniformly continuous one 
parameter group. Then U, E %! for all s if and only if A E d. 
Proof. Lemma 2.2 covers the case when A is given in x?‘, and Lemma 
2.5 the converse case, because leisA - 11 < 2 for sufficiently small s. n 
The “if’ part of Corollary 2.6 was established by Bongaarts [ 1 ] and 
Lundberg [ 121 by a different method which also applied to unbounded A. 
COROLLARY 2.7. The connected component of Z! containing U is the set 
of all finite products 
ueiAI eiA2 . . . iAn e , n d 1, 2,..., 
with A,E &. 
ProoJ: Suppose that V is connected to U by a continuous path in the p- 
topology. The path is the image of a compact set under a continuous map, 
and so is itself compact and can be covered by a finite number of balls with 
prescribed radius. Thus, there exist points 
u = u,, u, ) u, )...) u, = v 
on the path with 
Iuk-uk+ll<2. 
According to Lemma 2.5, there exists Ak+ r E & such that 
U k+, = U,eiAkil, k = 0, l,..., n - 1, 
so 
V= U,-$Al . . . eiAn. 
Conversely, suppose that V has the above form. Then let 
us = uk eiCS-Wk+l, 
I 
k<s<k+ 1 
k = 0, 1 ,..., n - 1. 
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This is a continuous path in P which passes through U,,, U, ,..., U, and 
therefore connects U to V. 1 
COROLLARY 2.8. If U and V lie in d@erent connected components of %‘, 
then IU- VI=2. 
We now want to give two examples to show that it is difficult to sharpen 
these corollaries. Firstly, in Corollary 2.6 we stressed that the one parameter 
group Us had to be uniformly continuous. Example 2.9 shows that strong 
continuity is not sufficient. 
EXAMPLE 2.9. Let Us = eisA be a strongly continuous one-parameter 
group on H, where A has a spectrum of discrete eigenvalues, 
whose corresponding eigenvectors form an orthonormal basis. Assume that 
in this basis P, has a block diagonal matrix, 
where 
p:“’ = U(n) * K, U(n), K, = 
and UCn) is a 2 x 2 unitary matrix whose components are yet to be deter- 
mined. If 
la,,l* + Ib,12 = 1, 
then 
p(n) = + pm = 
PA* 
- -a,b;, 
For any Bore1 function f on R, we have 
(P+f(4PJ’” = V<~*,-1) -.w*,)l ( Fn/ I”,$ 
nnn 
and 
(P-f(A)* P+f(A) P-)(“) 
= IS(~2,-l) -f@2n>12 IanI l&J2 (‘in: 
II ” 
dl? ) . 
n 
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Consequently, 
Now choose a,, and b, so that 
but 5 la,,)* )b,l* n = 00. 
It=1 
If we let A,, = n*, then 
1 P, eisA P-IO,< 2 2 JanI (b,l* < 03 
n=l 
but 
IP+AP-lC2= f la,~*Ib,l*(4n-l)=~, 
n=l 
so we have constructed a strongly continuous one-parameter group US which 
lies in P for all s but whose unbounded generator A does not satisfy 
P+AP-EG. 1 
Our next example shows that if I U - 1 ( = 2, or if a uniformly continuous, 
one-parameter group s -+ US is not implementable except for isolated values 
of s, then Corollary 2.6 fails to be valid. 
EXAMPLE 2.10. In this example we consider Toeplitz operators on the 
Hardy subspace H*(T, C) of L*(T, Cc), where T denotes the unit circle, 
which we identify with [-n, rr]. We choose the basis (eminx} for L*(T, C) 
and represent each function f by its Fourier series, 
f(x)=-& -f fnepinX, 
“--CC 
f, = In f(x) einx dx. 
-7E 
Then the projection P, of L*(T, C) onto H*(T, C) is defined by 
P*f ), = W(n + f))f”T 
where 
e(t) = 
I 
:, t2.o 
3 t<O’ 
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If V denotes the operation of multiplication by a function v with Fourier 
coefficients {v,}, then V and P, VP, are represented by the matrices 
v,, = (2x)-’ v,-, 
and 
(P* vPT),"=(2n)-'e(f(m + $))V,-,~(~(~ +f)). 
A short calculation gives 
lP* VP&= W’,j3l.*,l’. 
Let us consider in particular the operator lJ, of multiplication by e-j”. 
When s = 1, U, is the bilateral shift and P, U, P, is the unilateral shift. 
Furthermore 
IP, U,P,l2c,=271< 03. 
Because the numerical range of the operator X of multiplication by x is 
[-R,R], we have 
so Lemma 2.5 is inapplicable and we escape the false conclusion that 
P, XP- E G,. Indeed, since 
m C-l)” -inx x= -v -e , - . -R<X<R, “z--(13 In 
we find 
Nor can we exploit US with 0 < s < 1, because 
m 
e -- 
-isx _ r sin x(n - s) ewinx o<s< 1, 
n=--a, n(n-s) ’ 
and 
so Us cannot be implemented except for integral values of s. 1 
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We now address the problem of proving that the Fredholm index of 
P, UP, uniquely labels the connected component containing U. To this 
end, we will regard H as the direct sum, 
H=H+@H-, 
and write each U in % as a 2 x 2 matrix, 
u= 
( 
p, up+ P, UP- 
P- UP, 1 P-UP- ’ 
In addition, we will use the notation 
ah(T) = (T*7y 
for any operator T. 
For any U in %‘, let 
P, UP, = I, abs(P, UP+) 
be the polar decomposition of P, UP, into the product of a positive 
operator and a partial isometry I,, which is uniquely determined by the 
subsidiary condition that 
ker I, = ker P, UP, . (2.7) 
Then 
Z:Z,=l-K,, 
Z*Z,*=l-cc,, 
where K, and (1 - C,) are orthogonal projections onto ker I, and ran I,, 
respectively. According to Lemma 2.3, 
dim ran K, = dim ran C,, (2.8) 
so there will exist unitary operators 
with 
S,:H,-rH, 
S+K-=C,S,, 
S-K,=C-S-. 
(2.9) 
(2.10) 
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We now construct the unitary operator, 
which certainly lies in % because P, UP, has finite rank. 
Our method of proof is to establish the following sequence of results: 
(1) any U in P with n+(U) = 0 is connected to the identity; 
(2) for any U in %/, 
n*(U) = n*(R n*@* U) = 0; 
(3) any Z? with i(u) = 0, can be connected to the identity. 
Results (1) and (2) show that U is connected to 0. Consequently, if 
i(U) = 0, then i(o) = 0 and so from (3) we see that U is connected to the 
identity. Furthermore, if U, and ZJ, have i(U,,) = i(U,), then i(U,* U,) = 0, so 
U,* U, is connected to the identity and hence U,, and U, are connected. Since 
the converse assertion is trivial, we will have established: 
(4) U,, and U, are connected in P if and only if i(U,) = i(U,); 
(5) the connected components of PY are the sets 
FYk= {Ul UE%,i(U)=k}, kE Z, 
and 
where P0 is the connected component of the identity. 
LEMMA 2.11. Zf U in 2! has n,(U) = 0, then U is connected to the 
identity. 
ProojI With the notation established above, 
where I, is now unitary, because P, UP, has bounded inverse. We write 
fl* U in the form 
580/48/3 7 
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D = aW’+ Up+) 
t 0 
x= 
i 
0 
I’: P- UP, 
and note that 
D*+X*X=l. 
Devinatz and Shinbrot [3] have shown that the condition 
IP, UPTI < 1 
is both necessary and sufficient for P, UP, to have a bounded inverse. 
Consequently, the eigenvalues of X* X are strictly less than 1, and so 
ID-11=1(1-X*X)“*- II < 1. 
Thus. 
]D+X-lI<]D-l(+]X]<2. 
By Lemma 2.5 o* U must lie in the connected component of the identity. 
Furthermore since I, are unitary in P, H we can connect I, to the identity. -- 
It follows that 0 and hence U = U(U” U) are connected to the identity. I 
LEMMA 2.12. For any U in 22, 
and 
n*p* U)=O (2.12) 
so U and fl lie in the same connected component of 22. 
Proof: Relation (2.11) follows trivially from (2.7), so let us turn to 
(2.12). Let 
v=u*u. 
Since 
i(V = i(U) - i(u) = 0, 
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it follows that 
and so we need only prove that n+(V) = 0. Now 
P, VP+=(l-K+)abs(P+UP+)+K+S?P-UP,, 
so, if for some f in H, 
P, VP,f=O, 
then 
(1 -K+)abs(P+ UP+)f=O (2.13) 
and 
Since 
K,S_*P-UP,f=O. (2.14) 
K, abs(P+ UP+) = 0, 
(2.13) shows that f must lie in ker P, UP+. Since f E H, , this means that 
Uf E H-, and so 
P- UP+f=UJ 
Equation (2.14) now yields 
K,S_* Uf=S:C-Uf=O. 
But from Lemma 2.3, 
Uf E ker P- VP- =(ran P- UP-)‘, 
so 
Thus, 
c-Uf=Uf: 
S_*Uf=O, 
with S- and U unitary, so f = 0. Hence 
n*(v)=@ 
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and from Lemma 2.11 we conclude that U and a-lie in the same connected 
component of Z!. I 
LEMMA 2.13. If i(U) = 0, then U can be connected to the identity. 
ProoJ Since n+(u) = n-(u), we have in addition to (2.8) that 
dim ran K, = dim ran C, , (2.15) 
so there will exist unitary operators 
T,:H,+H, 
with 
Let 
T, C, =K, T,. 
Using (2.9), (2.10) and (2.15), we find that 
TU= Cl--+)T:Z+(l--+I 
( 
K, T,* S, K- 
K- 7-2 S-K, ) (1 -K-)TFZ-(1 -K-) ’ 
Thus, T I? leaves invariant each of the spaces 
(1 -K+)H+, K+H+OK-H-9 (1 -K)H-, 
and is unitary on each of these spaces. Since the unitary group on K, H, 0 
K- H- is connected, we can continuously deform T u to the identity on 
K, H, @ K- H- . Here T 0 is connected to 
v= 
( 
(1 --K+) T+*Z+(l -K+) +K+ 0 
0 ) (l-K-)T?Z-(I-Km)+K- * 
Since n,(V) = 0, Lemma 2.11 shows that V is connected to the identity, so 
T 0 is also connected to the identity. Furthermore, if we write, 
T, = eiA*, 
with A * self-adjoint operators on H, , then 
s+Ts= ogs< 1, 
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is a curve connecting T to the identity. Since 
and both factors are connected to the identity, so too is 0. Finally, Lemma 
(2.12) asserts that U is connected to u, so U must also be connected to the 
identity. I 
LEMMA 2.14. Unitaries iJ, and U, in % can be connected by a curve, 
s-u,, O<S< 1, (2.16) 
continuous in the p-topology, if and only if 
i( U,) = i( U,). 
The function i is constant on the curve. 
ProojI If U, and U, can be connected by the curve (2.16), then 
s + P, US P, is a continuous curve of Fredholm operators. Since i(U,) is 
just the Fredholm index of P, Up,, it will be constant for all s in [0, 11. In 
particular, i( U,) = i( U,). 
Conversely, if i(U,) = i(U,), then 
i(U,* U,) = i(U,) - i(U,) = 0, 
Lemma (2.13) shows that U,* U, is connected to the identity, so U, is 
connected to U,. 1 
Finally, we turn to the structure of %/so. Recall that P0 = ker i. 
LEMMA 2.15. Let 
i: %‘/ker i-, Z 
be the homomorphism induced by i : M + Z. Then i is an isomorphism. 
Proof Since i is clearly one-one, we need only verify that it is onto Z, 
and to do this we must exhibit an element in 9 with any prescribed index. 
Suppose that 
(ejl-00 <j< CO} 
is an orthonormal basis for H, adapted so that 
kjlj>Ol and {ej lj < 01 
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are orthonormal bases for H, and H- . Let B denote the bilateral shift on H, 
defined by 
Bej=ej+l, --03 <j<co. 
It is clear that 
n+@)=O, n-(B) = 1, 
so 
i(B) = -1. 
Since P, BP- and P- BP, have finite rank, B certainly lies in %. For any 
integer k > 0, 
i(Bk) = k i(B) = -k 
and 
i(B *“) = k i(B *) = +k. 
Hence i maps 8 onto Z, and i is an isomorphism. I 
In all the notation we have suppressed the dependence of V and J/ upon 
the projections P, , but it would be interesting to study how % changed with 
P, . We mention two results, of which the first is trivial, but the second will 
be very important to us in the next section, where we consider projections P, 
which are strongly continuous functions of a mass parameter. 
LEMMA 2.16. If P, and Q, are projections with P, - Q, E 6, then 
P, UP, E G ifand only if Q, U Q, E G. 
LEMMA 2.17. Let H = L*(lR”, Cr). Suppose that: 
(1) Py’ = Py’(-iv) is a family of orthogonal projections on H, with 
p(m) -P(O) E LyR", M'), mE R. 
(2) U is a unitary multiplication operator with U - 1 E Lp(R”, M’). 
Then Pi”’ U Pi”’ E G, tf and only if Py’ U Py’ E 6,. Moreover tf 
m --) Pi”’ - Py’ is continuous in L p-norm for m in a neighbourhood of zero 
then i(U) does not depend on m in this neighbourhood. 
Note. M’ here denotes the set of complex r x r matrices, LP(R”, M’) is 
the space of functions in R” with values in M’ equipped with the norm 
where sk(M) is the kth singular value of M. 
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ProoJ: Note that 
p:“’ upy = p:“’ up?’ + P:“‘(U- l)(p$*’ -p:“‘> 
+ (P!p) - P:“‘)(U - 1) P:“‘. (2.17) 
A simple modification of Lemma XI.20 in the treatise on scattering theory 
by Reed and Simon [ 161 gives 
(U- l)(P:m’ -P:“‘) 
(P:“’ - P:“‘)(U- 1) I 
E G 
p’ 
Hence Py’ U Pi”’ E 6, if and only if P$” U Py’ E G,. 
We also have the estimate ([ 161): 
J(Py) - P:“‘)(U - ‘)]a, < IIP:“’ - P:o’II, )I U - 1 (lp (27r)-n’p, (2.18) 
which with (2.17) shows that m -+ P, (*) UP:“’ is continuous in G,-norm 
whenever m -+ 1) Py’ - P!j’Ij, is continuous. Now 
I P\“’ u* P’“’ UPy - P:“’ u* P’o’ UPO, I 
< IPy u* Pcm)(U - 1) P’,“’ - P:“’ u* P’“‘(U - 1) P:“‘I 
+ IPy u* P’“‘(U- 1) P:“’ - P:“’ u* P’“‘(U - 1) P:“‘I 
< 2 I P’+“’ u* P’“’ -P:“’ u* P1o’lgp + I(U- l)(P’,o’ - Py)16,. 
Thus m + Vcm) = P_y) U* Pcm) UP:“) is norm continuous near zero and 
similarly for m + Vtm) = P($ UPcm’ U* Py’. Now we can assume that for 
some 6 > 0 V(O) and p(O) have no spectrum in [a, 1). Then for each E > 0 
such that 6 + E < 1 - E and for all sufficiently small m I f(m) - 8(O) I < E and 
] Vrn) - V”) I < E. Hence neither Pm) for vrn) has spectrum in [6 + E, 1 - E]. 
Let Qi”” and Q:“’ be the spectral projections of pcm’ and pm’ corresponding 
to the interval [ 1 - E, 11. Then just as in Proposition 5.4 of [0] Q:“’ and Q$“’ 
define vector space isomorphisms of Qi”‘EZ and Qi”‘EZ with QY’H and 
Q:“‘H, respectively. Thus i(U) = rank Q’,“’ - rank Q:“’ = rank Q:“’ - 
rank Q2 . (m) It follows that i(U) is independent of m if we can show that the 
non-zero eigenvalues of V (m) have the same multiplicity as those of p(m). But 
this follows from the identities used in proving Lemma 2.3 since 
Pcm’ U* Py) 
vc’*,. I 
intertwines the non-zero eigenspaces of F(m) with those of 
3. CURRENT ALGEBRA 
In this section H = L*(lR, (6’). We refer to the representation 7c of the 
CAR over H determined by the projections (1.4) as the Fock representation, 
and the G.N.S. cyclic vector 0 for n as the physical vacuum. 
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We recall the discussion of Section 1, in particular the definition of 
S:L2(T,C2)+L2(IR,C2) in Eq. (1.5), the projection E, of L*(T,C) onto 
the Hardy space H*(B, C), and Eq. (1.6). 
LEMMA 3.1. S is unitary and 
s*p+ s= (“d i*)! E++Ep=l, 
where E, is the orthogonal projection of L*(T, C) into H*(T, c). 
Proof. It is clear that S is bijective, and 
(5” Sg) = I, dx [f(2 ;T; x, ] [ g(2 ;;y x)] 
= c n dtf(t) g(t) =(f, g), -n 
so the unitarity is trivial. 
Now consider the basis {emi”‘} in L*(T, C) and the corresponding basis 
(b,} with b,(x) = exp(-2in arc tan x)/x - i. We have 
b,(x) = (-1)” (x + i)“/(x - i)n+ ‘, 
&(k) = 
(-1)” z [ (--&)’ (eikx(x + i)“)] , k > 0, n 2 0, 
x=i 
k < 0, n > 0, 
and 
6-,-,(k) = b&k), n > 0. 
Thus, we find that 
8(k) b,,(k) = b$k)’ 
I 
n>O 
3 n<O’ 
so 
S*B(fiV)S=E,. 1 
We now consider the automorphisms of the CAR over L*(IR, C’) given by 
unitary operators U in M, 
(Uf)(x) = eiAcx)f(x), j-E L2(R C’), 
whereA:F?+M*. 
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THEOREM 3.2. Given any U in A: 
(1) U can be regarded as a function on T via the change of variable 
t = 2 arctan x; 
(2) U can be implemented tf and only tf it is diagonal, 
(3.1) 
where A, and A, are real valued functions on I?; 
(3) the indices n,(U) can easily be computed from the formula 
n*(U) = W(w, + f>> IWII + 4*(w* + f>> IWZIT 
where w, denotes the winding number of eiAr about zero. 
Proof: Since U(x) + 1 as 1x1 + co, U will be a periodic function of the 
variable t, and so U can be regarded as a function on T. Let 
where by this notation we mean that each element is the operation of 
multiplication by a bounded function on T. Then 
s*(P* UP,) s = E, U,,E, E, U,,E, 
E,Uz,E, E,U,,E, ) ’ 
The off-diagonal elements are Toeplitz operators and can never be compact 
for any U,, or Uz,, so we must assume that U,, + U,, = 0. Hence U is 
diagonal and can be written in the form (3.1). 
We now must prove that P, UP, E 6, and we can clearly consider each 
diagonal element of U separately. By hypothesis, v = (eiAr - 1) E L*(lR, C), 
so v has a Fourier transform v’ and the operator B(GV) v O(riV) has kernel 
Now 
K(k, 1) = B(+k) v’(k - 1) fqrl). 
ldkdl(K(k,1)(2=( 1 (v’(k-l)(*dkdZ 
k%O I20 
= 
s 1 
(tT(k + lj’dkdl 
I+0 I>,0 
= 
j  
O” P I fi(*~)l* dp, 
0 
which is finite by hypothesis. 
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Let us consider 
Clearly, 
n+(U) = dim ker(E, eiA1 E,) + dim ker E, eiA2 E, 
and using Lemma 2.3 we find 
n+(U) = dim ker(E+ efiA1 E,) + dim ker(E+ eTiAZ E,). 
For any continuous function f on T, we know from the theory of Toeplitz 
operators [4, Proposition 7.24 and Theorem 7.261 that only one of 
j+(J) = dim ker(E+fE+) 
and 
j-df) = dim ker(E+SE+) 
can be non-zero, and also that 
L(f) --.I-+w = WI 
where w(J) is the winding number off about zero. Thus, we find 
j+U) = 09 j-0”) = w-) if w(J) > 0, 
and 
I+ = Iw-I9 j-(f) = 0 if w(j) < 0, 
or more compactly, 
j*cf) = fwN.f) + 9) IJW-)I* 
Since 
n*(U) =j*(e’A1) +j,(e’“*) 
we finally obtain 
n*(U)=~(r(W,+1))IW,I+e(*(w,+~>)lw*l. I 
Remark 3.3 The condition that U(x) + 1 as x -+ fco forces 
A,(x) --) 2K I;*’ as x-t*co, 
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where /i*) is integral, so 
A,(+co) -A,(-al) = 27r(l:+’ - p>. 
It is not difficult to check that /i+) -- ri-) is just the winding number of eiAr 
when regarded as a function of t. Thus, the winding number is directly 
related to the difference between the asymptotic values of A, at positive and 
negative infinity. I 
Let us now attempt to relate the numbers n l (U) to physical quantities. 
The formal time-zero currents, 
J*(x) = Y(X) n v(x): 9 
have corresponding charges 
Qn = j &J,,(x). 
which we might interpret as 
where A, is a real valued smearing function. Now we have already observed 
that a good definition for the second quantised current is 
provided only that eisAnn is implementable for all s, so we are led to the 
following consistent definition for Q, . 
DEFINITION 3.4. The second quantised charge, Q,,, corresponding to J,, 
is &(A), provided that 17, = efS” is implementable for all S, or equivalently 
that P, A P- E 6,. 
For massless fermions, there are two conserved charges, corresponding to 
A = 1 or ys, and no others. These are the familiar electric charge and chiral 
charge operators. 
Now K may be realised on the antisymmetric Fock space over H: 
COHO(H@H)O(H@H@H)O.... 
Consider the subspace of this direct sum consisting of all vectors @ of the 
form @=@,+@,+@,+@p,+... with only finitely many Qi, non-zero. 
We call this the finite particle domain. 
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b3lMA 3.5. If U and V are implementable multiplication operators 
which lie in the same connected component of %‘, then for A = 1 or ys, 
W) Q, WI* = WI Qn W)*. (3.2) 
Furthermore on the finite particle domain we have for U = ($’ ,L, ) 
[Q, W>l = b+(U) - n-V.4 WO (3.3) 
[Q,, r(u)] = [Qw(eiA2>> n+(u) + c(w(eiA1)) n-(u)] W), (3.4) 
where&(x)=1 ifx>O,s(x)=-1 ifx(O. 
Proof Because U and V can be connected by a continuous path, we can 
choose points, 
u = u, ) u, )...’ u, = v, 
along the path with 
IV,- Uk,,l(T k = 0, l,..., n - 1. 
We will prove that 
WA QA Wd” = W,,,) Q, W/c+ ,>*a 
As in Lemma 2.5, let 
uz u,, , = eiAk+l 
with A k+, E 6,. Now Lundberg’s formula (1.3) is applicable to Ak+, and II, 
so we obtain 
[dT(A,+ 1), Q,] = [dT(A,+ 1>, dr(li)] = -2 Im trace(P- Ak+, P, A P-> = 0, 
where the last step follows because n commutes with P, . Hence 
r@ i”“k+l) Q, r(pk+l)* = Q,, o<s< 1, 
which yields (3.2). 
For the rest of the proof we refer to Klaus and Scharf [ 111 for details. 
Observe that when r(U) acts on a state @J containing m- particles and m, 
anti-particles, these numbers are changed to m- + n- and m+ + n, . Thus, 
T(U) Q@ = (m, - m-)I’(U) @ 
and 
Qr(U)@=(m++n+-m--n-)T(U)@, 
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form which (3.3) follows. Now (3.4) is equivalent to 
[Q,,r(U)] = [w(eiA2) + w(e”l)] T(U), (3.5) 
by the proof of Theorem 3.4. Now we note that the explicit expression for 
T(U) contains a product of n--particle and n+-antiparticle creation 
operators, say 
where g, ,..., g,- form an orthonormal basis of ker P, U* P, and h, ,..., h,+ 
form an orthonormal basis of ker P- U” P-. The support of the Fourier 
transform of these functions is constrained to lie in the left or right half axis 
by the step functions appearing in P,. An analysis of Q5 shows that its 
value on a state like 
(3.7) 
is given by the number of functions hj in P+L’(lR, C’) with support in the 
right half axis minus the number with support in the left half axis plus the 
number of functions gj in P- L’(R, C’) with support in the left half axis 
minus the number with support in the right half axis. The proof of Theorem 
(3.4) shows that in (3.7) this number is W(eiAl) + W(eiAZ), from which (3.5) 
follows. Thus we have a clear interpretation for II+(~) when the fermions are 
massless. I 
To handle the case of massive fermions with projections Py’, we have 
recourse to Lemma 2.17 because it is easy to check that the hypotheses are 
satisfied for Py’ - Pf”. Thus the operators in d implementable for Py’ are 
also implementable for P . $“’ Furthermore the index i(U) does not depend on 
m and it follows as above that in the massive case 
[Q, W)l = i(v) W). 
(In fact this relation holds in any space-time dimension.) 
Although we have the same implementable currents for massive fermions 
as for massless, the same is not true for the charges (these do not arise from 
operators in J), because y5 does not commute with Py’ and consequently 
eiy5 is not implementable. Thus we lose the second label (chiral charge). 
The results in this section serve as a starting point for further work in two- 
dimensional quantum field theory. 
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4. CONCLUSIONS 
We have considered the group P of automorphisms of the CAR over H 
which satisfy the condition 
P, UP, E G, 
where G is any symmetrically normed ideal and P, are self-adjoint 
projections on H with i&mite-dimensional ranges and 
P, +P-= 1. 
We defined a natural topology on P which makes the connected component 
of the identity a Banach Lie group (cf. Dynkin [5]). The number of 
connected components is infinite, and are labelled by the index map i. 
Of particular importance is the case when 6 is the ideal of Hilbert- 
Schmidt operators, for then each automorphism in P is implementable in the 
irreducible representation 7c corresponding to the self-adjoint projection P- 
on H. 
The example of Section 3 demonstrates that, for the free fermion field in 
two space-time dimensions, the charge and chiral charge quantum numbers 
are just the Fredholm indices of certain implementable automorphisms, 
whilst the analysis of Klaus and Scharf [ 111 shows that the integers n + and 
n- may also be identified with physically interpretable quantities. An 
obvious question is to ask to what extent analogous results hold in four 
space-time dimensions, and whether these connections persist in interaction. 
It is tempting here to speculate on the correspondence between the Thirring 
and sine-Gordon models. 
Finally, it would appear that the problems which we discuss here are not 
unrelated to other work in operator theory. Notice that, if U is an implemen- 
table unitary, then the operators P, UP, and P, U* P, are unitary modulo 
the compact operators, and commute modulo the trace class operators. Such 
operators have been investigated previously with rather different motivation 
and an account may be found in [2]. 
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