Abstract-In this paper, an event-triggered near optimal control structure is developed for nonlinear continuous-time systems with control constraints. Due to the saturating actuators, a nonquadratic cost function is introduced and the HamiltonJacobi-Bellman (HJB) equation for constrained nonlinear continuous-time systems is formulated. In order to solve the HJB equation, an actor-critic framework is presented. The critic network is used to approximate the cost function and the action network is used to estimate the optimal control law. In addition, in the proposed method, the control signal is transmitted in an aperiodic manner to reduce the computational and the transmission cost. Both the networks are only updated at the trigger instants decided by the event-triggered condition. Detailed Lyapunov analysis is provided to guarantee that the closed-loop event-triggered system is ultimately bounded. Three case studies are used to demonstrate the effectiveness of the proposed method.
system control with saturating actuators. In the traditional optimal control problems, it is difficult to solve the HJB equation due to its inherent nonlinear nature. The situation is even worse when the inputs are with certain constraints. With the recent development of the neural networks [12] , [13] , the designs and the applications of adaptive dynamic programming (ADP) on neural networks have received considerable attention and shown strength in solving the optimal control problems under control constraints.
In general, the ADP methods can be categorized into three major families [14] , [15] : heuristic dynamic programming (HDP) [16] , [17] , dual HDP (DHP) [18] , [19] , and globalized DHP [20] , [21] . There are intensive studies on using ADP to solve the optimal control problems. For instance, it was proved in [22] that the HDP algorithm based on value iteration policy was converged to the optimal control and cost function, which were the solutions to the HJB equation for nonlinear systems. Seiffertt et al. [23] applied the time scales calculus to ADP and presented that the HJB equation was proved and motivated on time scales. A synchronous policy iteration algorithm was presented in [24] to solve the optimal control problem for nonlinear continuous-time systems. In this algorithm, the weights of the critic network and the action network are tuned at the same time. Furthermore, many variations and new architectures have been developed based on the three basic ADP structures, such as action dependent HDP [25] , single network adaptive critic [26] , supervised ADP [27] , and goal representation HDP [28] , [29] .
Though ADP is effective in solving optimal control problem for nonlinear systems, the consideration of control constraints in ADP design is still a challenging problem. Among the earlier works, Abu-Khalaf and Lewis [8] extended the successive approximation theory [30] to constrained control systems, and obtained the approximate solutions to the HJB equation. Yang et al. [10] presented a new identifier-critic architecture to approximate the HJB equation instead of the typical actor-critic framework for nonlinear continuoustime systems with control constraints. With this architecture, the weights in the identifier network and the critic network are turned simultaneously. Zhang et al. [11] proposed an iterative ADP algorithm to solve the HJB equation for nonlinear discrete-time systems with control constraints. Meanwhile, many other works also studies neural-networkbased optimal control for nonlinear systems with control constraints [31] [32] [33] .
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One common scenario in all the aforementioned ADP techniques is that they are all based on periodic sampling. To reduce the computational cost, event-triggered controllers have been proposed in the community. Compared with the periodic sampling, the key idea of event-triggered controller design is using a trigger threshold to decide when to sample the system states. Therefore, the approaches of this type require less sampling instants and can significantly reduce the computational cost [34] [35] [36] [37] [38] . Sahoo et al. [34] presented the design of the event-triggered controller using feedback linearization and proposed an aperiodic neural-network weight update law. A trigger threshold was built in [35] for discretetime systems to reduce the computational cost of the HDP controller. A partially observable process was considered in [36] , and both the neural-network-based observer and the ADP-based controller were aperiodically updated according to the designed triggering condition. The event-triggered strategy was applied to the power system [37] and the trigger thresholds for the proportional-integral and the ADP controllers were designed separately. Vamvoudakis [38] presented an event-triggered control for nonlinear continuous-time systems without any linearizing process and proved that the nominal system was exponentially stable. However, the method is only applicable when the system dynamics are known and the HJB equation is in quadratic form.
Motivated by the aforementioned literature, in this paper, we focus on solving the event-triggered near optimal control problem for nonlinear systems with control constraints using ADP technique. We use an actor-critic framework to obtain the approximate solution to the HJB equation with nonquadratic function. In the proposed architecture, the action network is updated with sampled states and hence, a zero-order hold (ZOH) device is needed to hold the last transmitted state. The main contributions of this paper are as follows. 1) In this paper, we develop an ADP-based event-triggered control approach for the nonlinear continuous-time systems with control constraints. Meanwhile, the knowledge of the system dynamics is not required. 2) A new event-triggered condition is developed for such an ADP approach with the consideration of control constraints using the Lyapunov technique. 3) With the proposed trigger threshold, the closed-loop system stability and optimal performance are guaranteed. The rest of this paper is organized as follows. The preliminaries are presented in Section II. In Section III, the design of the critic network and the action network is shown. Section IV provides the event-triggered condition design and analyzes the stability of the closed-loop system. The simulation results are shown to verify the analytical results in Section V. Finally, the conclusion and future work are presented in Section VI.
II. PRELIMINARIES

A. Notation
In this paper, R m and R m×n denote the real m-vector and the real m × n matrix, respectively. I n denotes the n × n identity matrix. For a vector x ∈ R n , we denote ||x|| (x T x) 1/2 as the Euclidean norm. For a matrix A ∈ R m×n , is a compact subset of R n and is a compact subset of R m .
B. Problem Formulation
Consider a class of nonlinear continuous-time systems in affine form as follows:
where x(t) ∈ ⊆ R n is the state vector. f (x(t)) ∈ R n and g(x(t)) ∈ R n×m are the nonlinear system dynamics. The input
. . , m}, whereū i is the constraint bound for the i th actuator. Note that, for simplicity, t in the expressions are omitted in the rest of this paper.
Assumption 1: System (1) is controllable and observable.
Assumption 2: The unknown control matrix g(x) is bounded such that ||g(x)|| ≤ g M , with g M being a known positive constant.
The objective of the optimal control is to find a controller u to minimize the cost function given by
where Q(x) and W(u) are positive definite with Q(x) = x T Qx, Q ∈ R n×n . Definition 1: A control law u(x) is defined to be admissible with respect to (2) on , denoted by u(x) ∈ ( ), if u(0) = 0, u(x) stabilizes (1) on , and V (x 0 ) is finite ∀x 0 ∈ .
For unconstrained control, a common choice for W(u) is the quadratic form of the control input u, i.e., W(u) = u T Ru, where R is a symmetric and positive definite matrix. To tackle the bounded control problem, the W(u) is defined as [6] [7]
where λ is a positive constant, ψ ∈ R m , and ψ(·) is a bounded one-to-one function that belongs to
is a monotonic odd function with its first derivative bounded. Without loss of generality, we select ψ(·) = tanh(·) in this paper. According to [8] , the Lyapunov equation (LE) for nonlinear systems is defined as
where V x is the partial derivative of the cost function with respect to x. Associated with (1) and (2), the Hamiltonian function [24] can be defined as
Then, the HJB equation for the continuous-time systems with control constraints is
Assume that the minimum on the left-hand side of (6) exists and is unique. Therefore, the constrained optimal control is
Substituting (7) into (6), the HJB equation for nonlinear continuous-time systems with control constraints can be expressed as
In the traditional neural-network-based continuous-time control, the system states and the control inputs are transmitted in a fixed sampling interval. To reduce the transmission cost, the event-triggered control method is integrated into the neural-network-based near optimal control for nonlinear continuous-time systems with control constraints in this paper. In the event-triggered situation, the controller is only updated at the discrete-time instants [39] τ 0 , τ 1 , τ 2 , . . .
is a monotonically increasing sequence of time instants with τ 0 = 0. The aperiodic sampling instants are decided by the violation of the event-triggered condition ||e(t)|| ≤ e T (9) where e T is the trigger threshold, and e(t) is the eventtriggered error defined as
where x(t) is the current state vector andx k = x(τ k ) is the last sampled state. Once the event-triggered error is larger than the trigger threshold, the last sample state jumps to a new value, i.e.,x
Hence, the feedback control law in the event-triggered control can be rewritten as
Meanwhile, the optimal event-triggered control law becomes By using the optimal event-triggered controller given by (12), we obtain the HJB equation for event-triggered constrained nonlinear continuous-time systems as follows:
III. NEAR OPTIMAL CONTROLLER DESIGN BASED ON NEURAL NETWORKS In this section, the design of event-triggered near optimal controller for nonlinear continuous-time systems with control constraints is presented in detail.
A. Proposed Approach
The proposed near optimal event-triggered control system is shown in Fig. 1 . There are two neural networks included: a critic network to approximate the cost function V (x(t)) and an action network to learn the event-triggered constrained control law μ(x k ). The weights in the critic network and the action network are only updated at the trigger instants t = τ k , k = 0, 1, 2 . . ., which are decided by the event generator.
The event generator can calculate the event-triggered error (10) as long as a new state is received and compare it with the trigger threshold. It can be noted that, in implementation, once the event-triggered condition (9) is violated at certain time t = τ k , the current state is transmitted to the action network, and the weight in the action network is updated. Meanwhile, the last sampled state held by the ZOH device is reset to the new value which is held by the ZOH until the next event occurs. Therefore, the control sequence is turned into a continuous-time signal through the ZOH. The explicit design for the two neural networks is presented in Sections III-B and III-C.
B. Critic Network Design
Due to the universal approximation property of neural network, the cost function is given by
where w c is the target weight from the hidden to the output layer, φ c is the activation function, and ε c is the neural-network reconstruction error of the critic network.
T is the input vector of the critic network. Hence, the derivative of the cost function V * (x) with respect to x is
Assumption 3: In the critic network, the target weights w c , the activation function φ c , and the reconstruction error ε c are bounded, i.e., ||w c || ≤ w cM , ||φ c || ≤ φ cM , and ||ε c || ≤ ε cM , where w cM , φ cM , and ε cM are positive constants. The gradients of the activation function ∇φ c and the reconstruction error ∇ε c are also bounded, i.e., ||∇ε c || ≤ ∇ε cM and ||∇φ c || ≤ ∇φ cM , where ∇ε cM and ∇φ cM are positive constants.
By using the approximation property of neural network to approximate the cost function, the LE in (4) becomes
where
) denotes the residual error. The residual error is bounded on a compact given by ||ε H || ≤ ε H M [8] , where ε H M is a positive constant.
In the proposed method, the critic network is used to approximate the cost function. Hence, the output of the critic network is formulated as
where V (x) is the estimated cost function in the critic network, andŵ c is the estimated weight of the critic network from the hidden layer to the output layer. Furthermore, the estimated LE arrives
The objective of the critic network is to minimize the following error function:
where W(u) is a nonquadratic function defined in (3). According to the proposed event-triggered control structure, the estimated critic network weight matrix is updated at the trigger instants only, and held during τ k < t ≤ τ k+1 . Therefore, the weight update law for the critic network during the interevent, τ k < t ≤ τ k+1 , is defined aṡ (20) and at the trigger instants, the update law is chosen aŝ
whereŵ + c is the updated estimated weight just after the trigger instant in the critic network, and l c > 0 is the learning rate of the critic network. κ = κ 1 /(κ T 1 κ 1 + 1) 2 and (x) ). In the learning process, the weight matrix between the input and the hidden layer is kept as constant [40] .
C. Action Network Design
A three-layer neural network is used as action network to estimate the near optimal control law. In the proposed algorithm, the input of the action network is only the sampled state, i.e., the action network is only updated at the trigger instants τ k , k = 0, 1, 2 . . .. The optimal control input is given by
where w a is the unknown ideal weight from the hidden to the output layer of the action network, φ a is the activation function, and ε a is the neural-network reconstruction error. Without loss of generality, in the implementation, the activation function for the action and critic networks are defined as follows:
The following assumption holds for the action network. Assumption 4: In the action network, the target weight matrix w a , the activation function φ a , and the reconstruction error ε a are bounded, i.e., ||w a || ≤ w a M , ||φ a || ≤ φ a M , and ||ε a || ≤ ε a M , where w a M , φ a M , and ε a M are positive constants. The gradients of the activation function ∇ε a and the reconstruction error ∇φ a are also bounded, i.e., ||∇ε a || ≤ ∇ε a M and ||∇φ a || ≤ ∇φ a M , where ∇ε a M and ∇φ a M are positive constants. Furthermore, the activation function φ a is the Lipschitz continuous for all x ∈ and satisfies
Remark 1: We would like to emphasize that Assumptions 1-4 hold under the assumption x ∈ , based on which we can obtain the event-triggered condition presented in Theorem 1 by the Lyapunov technique (the detailed description of Theorem 1 and its proof can be seen in Section IV of this paper). We will further study the theorem under x / ∈ in the future. Since the ideal weight matrix w a is unknown, the estimated event-triggered near optimal control law can be expressed as
where μ(x k ) andŵ a are the estimated near optimal control and the estimated weight from the hidden layer to the output layer of the action network, respectively. Define the error function in the action network as
T a e a (25) where U c denotes the desired ultimate objective [15] and is set to 0 in this paper.
Similar to the critic network, the weight update law for the action network isẇ
whereŵ + a is the updated estimated weight just after the trigger instant in the action network, and l a > 0 is the learning rate of the action network. Similar to the critic network, the weight matrix between the input and the hidden layer in the action network is not changed during the learning process.
IV. DESIGN OF EVENT-TRIGGERED CONDITION
As per the proposed method, the weights in the critic network and the action network are only updated at the trigger instants, which are decided by the event-triggered condition (9) . In this section, the design of the event-triggered condition is provided, and the stability of the closed-loop system is considered.
Theorem 1: Consider the nonlinear continuous-time system with control constraints (1) and let Assumptions 1-4 hold. The weights in the critic network and the action network are updated as (20) and (21), and (26) and (27) , respectively, and then, the closed-loop system (1) is ultimately bounded (UB) through the event-triggered condition
where 0 < β < 1 is the designed parameter.
Proof: First we start to prove that the closed-loop system (1) is UB.
Let us define the weight estimation error first.w c =ŵ c −w c , andw a =ŵ a −w a are the weight estimation error for the critic network and the action network, respectively.
To prove the stability of the event-triggered system, we need to consider the following two cases.
Case 1: Event is not triggered, i.e., τ k < t ≤ τ k+1 . Consider the following Lyapunov function candidate:
During the interevent duration,
Considering the first derivative of the remaining term in (29), we haveL
According to (4), we have
The difference of (22) and (24) becomes
Substituting (15), (33) , and (34) 
Since Q(x) = x T Qx ≥ λ min (Q)||x|| 2 and W(u) > 0, we arrive aṫ
From Assumption 4, we can obtain
where 0 < β < 1. Combining (30), (31) , and (38), the first derivative of the Lyapunov function becomeṡ
It is clear thatL < 0, if ||x|| > (ε total /(1 − β)λ min (Q)) 1/2 = b x holds, where b x is the ultimate bound for x. Hence, the system state is UB. During the interevent duration, the weight estimation errors for the critic network and the action network remain constant. This implies both the weight estimation errors are UB. Next, we will show all the signals are UB at the trigger instants. Case 2: Event is triggered, i.e., t = τ k .
In this situation, we use the same Lyapunov function candidate with Case 1 (29) .
The first difference of the first term in (29) is
With the definition ofw c and ε H , (21) can be rewritten as
Recall the definition of κ 1 and κ, we have
Then, we have tr w
Applying Cauchy-Schwartz inequality to the above equation, it arrives tr w
Substituting (45) into (40), we can obtain
Next, consider the first difference of the second term in (29)
In the trigger instants, the weight update law ofŵ a iŝ
where w c,n+1 denotes the absolute value of the critic weight associated with the control input from the action network. The correspondingw + a can be written as
Substituting (49) into (47), we have
The first difference of the last term in (29) is given by
We have x + =x + k = x for t = τ k and therefore
Combining (46), (50), and (52), the first difference of the Lyapunov function (29) at the trigger instants becomes
Combining the similar terms, the first difference of the Lyapunov function (29) becomes
Let us define a
, and therefore (54) can be rewritten as From Cases 1 and 2, we can conclude that the system state x and the weight estimate errorsw c andw a are UB with ultimate bounds.
The proof is complete. Remark 2: It is mentioned that the ultimate bounds for the system state and the weight estimation errors are b x , b c , and b a , respectively. They are related to the learning rates l c and l a and the upper bounds of the reconstruction errors ε cM and ε a M . Since the reconstruction errors can be made arbitrarily small by increasing the number of hidden layer neurons [41] , small ultimate bounds b x , b c , and b a can be obtained by adjusting l c and l a and increasing the number of hidden layer neurons.
Remark 3: With the designed event-triggered condition, there exists an admissible event-triggered control law for the nonlinear continuous-time system with control constraints (1).
Proof: In our design, the role of the action network is to estimate the optimal control law for the nonlinear system. Recalling (34), we can obtain
whereŵ a,max is the maximum estimated weight from the hidden to the output layer of the action network. From the designed trigger threshold e T , we can see that it can be as close to zero as possible by adjusting the parameter β. That is, when β is close to zero, the interevent time is close to zero, and the performance will be similar to the time-triggered optimal control. As mentioned in Remark 2, b a can be a small value, and ε a M can be close to zero. Therefore, the event-triggered control is very close to the optimal control. It is clear that the optimal control is an admissible control, and therefore, the event-triggered control (24) is an admissible control as well.
V. SIMULATION RESULTS
A. Example 1
In the first example, we consider the following affine nonlinear system [24] :
T is the state vector, and the initial state is set as x 0 = [1, 0.5] T . Assume that the control constraint is set to |u| ≤ 1.2. Define the nonquadratic cost function as
where Q = 0.1I 2 and λ = 1.2. The sampling time is selected as 0.1 s and the parameter settings are shown in Table I , with the notations defined as follows. l c (t) Learning rate of the critic network. l a (t) Learning rate of the action network.
N c
Internal cycle of the critic network.
N a
Internal cycle of the action network. N ch Total number of hidden nodes in the critic network.
N ah
Total number of hidden nodes in the action network.
T c
Internal training error threshold for the critic network.
T a
Internal training error threshold for the action network.
The parameters in event-triggered condition (28) are selected as β = 0.9 and L a = 1.5. The learning rates State trajectories with event-triggered near optimal control and traditional ADP control in Example 1. Control signals with event-triggered near optimal control and traditional ADP control in Example 1. in both the critic and the action networks are 0.3, and the initial weights for the two neural networks are selected randomly within [−1, 1]. In order to guarantee thatŵ c can converge to w c , the persistence of excitation assumption is presented in [24] . Hence, a small exploratory signal d(t) = sin 5 (t) cos(t) + sin 5 (2t) cos(0.2t) is added to the control input for the first 10 s. The sampling time selected for the simulation is 0.1 s.
To make a clear contrast, both the proposed event-triggered near optimal controller and the traditional ADP method are tested on the system (57). The state trajectories and the control signals with the two different approaches are shown in Figs. 2 and 3 , respectively. Meanwhile, from [24] , we know, u(x) = −(cos(2x 1 )+2)x 2 is the optimal control signal for this experiment. Let the optimal control signal be passed through a saturation block by |u| ≤ 1.2. Hence, the state trajectories and the control signal with the initial stabilizing control are shown in Figs. 4 and 5 , respectively. Furthermore, in order to quantitatively assess the control performance with different approaches, we define the integral of the time multiplied by the Euclidean norm of state (ITES) [42] as follows:
where T = 50 s is the total simulation time, and ||x|| = (x 2 1 + x 2 2 ) (1/2) . After calculating, the ITES values with the optimal controller, the traditional ADP controller, and the proposed event-triggered controller are 119.5016, 62.0731, and 69.6910, respectively. Therefore, the latter two controllers show better control performance than the optimal controller. Fig. 6 shows the evolution of the trigger threshold and the event-triggered error in the proposed event-triggered optimal algorithm. It is clear that the event-triggered error ||e(t)|| is zero at the beginning of the simulation and keeps increasing until it reaches the trigger threshold e T . After that, e(t) is reset to zero again. The cumulative number of triggered events with event-triggered near optimal controller and traditional ADP controller are compared in Fig. 7 . During the simulation time, while the traditional ADP controller is updated 500 times, the proposed event-triggered near optimal controller is only updated 122 times to obtain a competitive performance.
In order to show the relationship between the choice of sampling time with the cumulative number of triggered events, in this example, we conduct several more tests with different sampling times to compare the number of updates for each approach for each sampling time. The simulation results are shown in Table II . Meanwhile, the ITES values with the two approaches at different sampling times are shown as well. From Table II , we can see, the proposed event-triggered near optimal control can significantly save the computational cost for each sampling time when compared with the tradition ADP control, while still obtain competitive control performance.
Remark 4: The system considered in this paper is with unknown system dynamics, and therefore, an initial admissible control is required to guarantee the stability of the system. However, in applications, it is very difficult to obtain the admissible control sequence for nonlinear systems [43] .
To overcome this problem, we use trials and errors process to obtain the range of the initial weights for the neural networks to keep the stability of the system. For example, in Example 1 of this paper, both the initial weights for the two neural networks are selected randomly within [−1, 1].
B. Example 2
We now consider the following nonlinear oscillator [8] :
where x = [x 1 , x 2 ] T and u are the state vector and control input, respectively. The initial state is x 0 = [0, 1] T and the control constraint is set to |u| ≤ 1. Let the cost function be the nonquadratic form (59) with Q = 0.1I 2 and λ = 1.0. In this example, the learning parameters are the same as that in Example 1, as shown in Table I . The learning rates for both the critic and action networks are 0.3 and the initial weights for the two networks are chosen randomly within [−0.5, 0.5]. The sampling time is set as 0.1 s in the implementation.
For a comparative study, we conduct this example with the traditional ADP method and our proposed event-triggered near optimal control algorithm under the same parameters settings. The state trajectories and the control signals are shown in Figs. 8 and 9 , respectively. It is shown in [8] that u = −5x 1 − 3x 2 is an admissible control law for the oscillator system (61). The system performance and the control signal Control signals with event-triggered near optimal control and traditional ADP in Example 2. with the bounded controller u = sat +1 −1 (−5x 1 −3x 2 ) are shown in Figs. 10 and 11 . Fig. 12 shows the relationship between the event-triggered error and the trigger threshold in the proposed event-triggered optimal algorithm. Fig. 13 shows the cumulative number of triggered events with both the event-triggered near optimal controller and the traditional ADP controller. Note that the proposed event-triggered optimal controller only uses 52 sampled states, while the traditional ADP controller needs 300 samples. 
C. Example 3
In this test, the proposed method is conducted on the cart-pole system. The system model is described as follows: where g = 9.8 m/s 2 is the acceleration of the gravity, l = 0.5 m is the half-pole length, m c = 1 kg is the mass of cart, m = 0.1 kg is the mass of pole, μ c = 0.0005 is the coefficient of friction of cart on track, μ p = 0.000002 is the coefficient of friction of pole on cart.
The state vector in this model can be defined as T , where θ(t) is the angle of the pole with respect to the vertical position,θ(t) is the angular velocity, x(t) is the position of the cart on the track, andẋ(t) is the cart velocity. The initial state is set as X 0 = [2.0°2.0°/s 0.25 m 0.25 m/s] T and assume that the control constraint is |u| < 1.5. Let the cost function be nonquadratic form with Q = 0.01I 2 and λ = 1.5.
The parameters used in this example are summarized in Table III . l c (0) and l a (0) are initial learning rates of the critic network and the action network, respectively. The learning rate l c (t) or l a (t) is decreased by 0.05 every 5 time steps until it reaches 0.05 and keeps constant thereafter. We use 0.02s as a time step.
In this example, the pole is considered fallen when the angle of the pole is beyond the range of [−12°12°], or the position of the cart is out of the range of [−2.4 m 2.4 m] on the track. A trial consists of 6000 time steps, and it is considered successful if the pole does not fall within 6000 time steps. The proposed event-triggered near optimal control in this paper is applied to the cart-pole system. The parameters in eventtriggered condition (28) as cart-pole system, the traditionally periodic sampling can result in a waste of transmission and computational cost. For instance, in this example, the traditional ADP controller needs to be updated 6000 times, while the cumulative number of triggered events for the proposed event-triggered near optimal control is only 869. The relationship between the trigger threshold and the event-triggered error is shown in Fig. 16 .
From the simulation results shown in the three examples, we can come to a conclusion that the proposed event-triggered control algorithm is effective in dealing with the nonlinear continuous-time systems with control constraints.
Note that the random fixed weights between the input and the hidden layer may also affect the stability of the system. Therefore, in order to keep the stability of the system, the range of the initial weights can be empirically chosen by trial and error process. If an initial admissible control is found by such process, the rest of the learning process will not be affected negatively by the randomly assigned hidden unit weights.
VI. CONCLUSION AND FUTURE WORK
This paper presented a neural-network-based eventtriggered control method for nonlinear continuous-time systems with control constraints. The control law was given as the output of the action network, which was only updated when the event-triggered condition was violated. Due to the control constraints, a nonquadratic cost function was defined, which was the output of the critic network. Based on the proposed architecture, the knowledge of system dynamics was not required. Meanwhile, a new trigger threshold for the event-triggered nonlinear continuous-time systems with control constraints was designed in this paper. According to the Lyapunov technique, all the signals in the event-triggered system were guaranteed to be UB.
It should be noted that in many practical applications, state constraints in nonlinear systems are inevitable and have attracted a growing research interests [44] . We will improve the proposed event-triggered scheme by considering the state constraints in the future work.
