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Abstract
The well-known Conley’s theorem states that the complement of chain recurrent set
equals the union of all connecting orbits of the flow ϕ on the compact metric space X ,
i.e. X − CR(ϕ) =
⋃
[B(A) − A], where CR(ϕ) denotes the chain recurrent set of ϕ, A
stands for an attractor and B(A) is the basin determined by A. In this paper we show that
by appropriately selecting the definition of random attractor, in fact we define a random
local attractor to be the ω-limit set of some random pre-attractor surrounding it, and by
considering appropriate measurability, in fact we also consider the universal σ-algebra Fu-
measurability besides F -measurability, we are able to obtain the random case of Conley’s
theorem.
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1 Introduction and main result
Among the tasks of differential equations and dynamical systems, a fundamental one is to
study qualitative, asymptotic, long-term behavior of solutions/orbits. Conley in his famous
work [5] introduced the concept of chain recurrence, and defined an attractor to be the
ω-limit set of one of its neighbourhoods. He obtained the very interesting intrinsic relation
between attractors and chain recurrent set. First we take a simple retrospect about his
result.
Suppose (X, d) is a compact metric space and ϕ is a flow with the phase space X . An
open nonempty set U is called a pre-attractor for flow ϕ if
⋃
t≥T
ϕ(t, U) ⊂ U (1.1)
for some T > 0. In fact, ϕ(T0, U) ⊂ U for some T0 implies (1.1) holds, for details see page
33 of [5]. For the convenience of late use, we adopt the form (1.1). The attractor determined
by the pre-attractor U is defined by
A :=
⋂
t≥T
⋃
s≥t
ϕ(s, U). (1.2)
It is easy to see that A is a compact set, which is invariant under the flow ϕ, i.e. ϕ(t, A) =
A, ∀ t ∈ R. The basin of A, denoted by B(A), is defined by
B(A) = {x| ϕ(t, x) ∈ U for some t ≥ 0}.
Since X is compact, it is obvious that B(A) is independent of the choice of U . Therefore
we denote it by B(A), not mentioning U .
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Figure 1: Chain recurrent sets for x˙ = x3 − x and θ˙ = cos2 θ2
For given ǫ, T > 0, a finite sequence (x0, t0), (x1, t1), · · · , (xn, tn) in X × (0,∞) is called
an ǫ-T -chain for ϕ if
d(ϕ(tj , xj), xj+1) < ǫ, tj ≥ T
for j = 0, 1, · · · , n− 1. And we call n the length of the chain. A point p ∈ X is called chain
recurrent if for any ǫ, T > 0, there is an ǫ-T -chain with the length at least 1 which begins
and ends at p. And we use CR(ϕ) to denote the set of all chain recurrent points in X .
Conley’s theorem tells us that the complement of the chain recurrent set is in fact the
union of the sets B(A)−A, as A varies over the collection of attractors of ϕ, i.e.
X − CR(ϕ) =
⋃
[B(A) −A]. (1.3)
For example, consider the differential equation x˙ = x3−x on the intervalX = [−1, 1] and
assume ϕ is the flow generated by it. Besides the two trivial attractors ∅, X , it is obvious
that all other attractors are {0}, [−1, 0] and [0, 1] with basins of attractions (−1, 1), [−1, 1)
and (−1, 1] respectively. Hence by (1.3), we easily obtain that CR(ϕ) = {−1, 0, 1}, just the
equilibria of the flow ϕ. See the left picture in Figure 1.
Another simple example, consider θ˙ = cos2 θ2 on S
1, and assume ϕ is the flow generated
by it. Then it is easy to see that there is no nontrivial attractors for ϕ, noticing that the
unique equilibrium π is not an attractor. So, by (1.3), the chain recurrent set for ϕ is the
whole circle S1. See the right picture in Figure 1.
Conley’s result was adapted for maps on compact spaces by Franks [12], was later estab-
lished for maps on locally compact metric spaces by Hurley [13, 14], and was extended by
Hurley [15] for semiflows and maps on arbitrary metric spaces. In this paper, we will extend
Conley’s theorem to the random case, i.e. we will show that the similar result holds for
cocycle ϕ on compact metric spaces. For random dynamical systems, by defining random
chain recurrent variable, which is the counterpart of chain recurrent point in random case,
and by defining random attractor similar to (1.2), we obtain the main result of this paper,
which states as follows:
Theorem 1 (Random Conley’s theorem). Suppose U(ω) is an arbitrary random pre-
attractor, A(ω) is the random local attractor determined by U(ω), and B(A)(ω) is the random
basin determined by A(ω), then we have the following holds:
X − CRϕ(ω) =
⋃
[B(A)(ω)−A(ω)], (1.4)
where the union is taken over all random local attractors determined by random pre-attractors,
and “=” in (1.4) holds P-almost surely.
Detailed definitions and notations in the main theorem can be found in the next section.
Similar to deterministic Conley’s theorem, our result accurately describes where on earth
the random chain recurrent variables lie.
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2 Preliminaries
In this section, we will give some preliminary definitions and propositions for the late use.
Firstly we give the definition of continuous random dynamical systems (cf. Arnold [1]).
Definition 2.1 A (continuous) random dynamical system (RDS), shortly denoted by ϕ,
consists of two ingredients:
(i) A model of the noise, namely a metric dynamical system (Ω,F ,P, (θt)t∈T), where (Ω,F ,P)
is a probability space and (t, w) 7→ θtω is a measurable flow which leaves P invariant, i.e.
θtP = P for all t ∈ T.
(ii) A model of the system perturbed by noise, namely a cocycle ϕ over θ, i.e. a measurable
mapping ϕ : T×Ω×X → X, (t, ω, x) 7→ ϕ(t, ω, x), such that (t, x) 7→ ϕ(t, ω, x) is continuous
for all ω ∈ Ω and the family ϕ(t, ω, ·) = ϕ(t, ω) : X → X of random self-mappings of X
satisfies the cocycle property:
ϕ(0, ω) = idX , ϕ(t+ s, ω) = ϕ(t, θsω) ◦ ϕ(s, ω) for all t, s ∈ T, ω ∈ Ω. (2.1)
In this definition, T = Z or R.
It follows from (2.1) that ϕ(t, ω) is a homeomorphism of X , and the fact
ϕ(t, ω)−1 = ϕ(−t, θtω)
is very useful in the following.
Below any mapping from Ω into the collection of all subsets of X is said to be a mul-
tifunction (or a set valued mapping) from Ω into X. We now give the definition of random
set, which is a fundamental concept for RDS.
Definition 2.2 Let X be a metric space with a metric d. The multifunction ω 7→ D(ω) 6= ∅
is said to be a random set if the mapping ω 7→ distX(x,D(ω)) is measurable for any x ∈ X,
where distX(x,B) is the distance in X between the element x and the set B ⊂ X. If D(ω)
is closed/compact for each ω ∈ Ω, D(ω) is called a random closed/compact set.
Afterwards, we also call a multifunction D(ω) measurable for convenience if the mapping
ω 7→ distX(x,D(ω)) is measurable for any x ∈ X .
Now we enumerate some basic results about random sets in the following propositions,
for details the reader can refer to Arnold [1], Chueshov [4] for instance.
Proposition 2.1 Let X be a Polish space, i.e. a separable complete metric space. The
following assertions hold:
(i) D is a random set in X if and only if the set {ω : D(ω)
⋂
U 6= ∅} is measurable for any
open set U ⊂ X;
(ii) D is a random set in X if and only if D(ω) is a random closed set (D(ω) denotes the
closure of D(ω) in X);
(iii) if D is a random open set, then the closure D of D is a random closed set; if D is a
random closed set, then int(D), the interior of D, is a random open set;
(iv) D is a random compact set in X if and only if D(ω) is compact for every ω ∈ Ω and
the set {ω : D(ω)
⋂
C 6= ∅} is measurable for any closed set C ⊂ X;
(v) if {Dn, n ∈ N} is a sequence of random closed sets with non-void intersection and there
exists n0 ∈ N such that Dn0 is a random compact set, then
⋂
n∈NDn is a random compact
set in X;
(vi) if {Dn, n ∈ N} is a sequence of random sets, then D =
⋃
n∈NDn is also a random set
in X;
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Proposition 2.2 (Measurable Selection Theorem). Let a multifunction ω 7→ D(ω) take
values in the subspace of closed non-void subsets of a Polish space X. Then D(ω) is a
random closed set if and only if there exists a sequence {vn : n ∈ N} of measurable maps
vn : Ω 7→ X such that
vn(ω) ∈ D(ω) and D(ω) = {vn(ω), n ∈ N} for all ω ∈ Ω.
In particular if D(ω) is a random closed set, then there exists a measurable selection, i.e. a
measurable map v : Ω 7→ X such that v(ω) ∈ D(ω) for all ω ∈ Ω.
Similar to deterministic case, we can define random chain recurrence. The following
random chain recurrent variable for random dynamical systems is the counterpart of chain
recurrent point for the deterministic dynamical systems. Here, ‘recurrence’ is defined in the
‘pull-back’ sense.
Definition 2.3 For given random variable ǫ(ω) > 0, the n+1 pairs (x0(ω), t0), (x1(ω), t1),
· · · , (xn(ω), tn), where x0(ω), x1(ω), · · · , xn(ω) are random variables, are called a random
ǫ(ω)-T (ω)-chain, if the following holds:
d(ϕ(ti, θ−tiω)xi(θ−tiω), xi+1(ω)) < ǫ(ω), i = 0, · · · , n− 1,
where ti ≥ T (ω), T (ω) is a positive random variable almost surely. And we call n the length
of the random ǫ(ω)-T (ω)-chain. A random variable x(ω) is called random chain recurrent
if for any given ǫ(ω), T (ω) > 0, there exists an ǫ(ω)-T (ω)-chain beginning and ending at
x(ω) P-almost surely; x(ω) is called partly random chain recurrent with index δ if for any
ǫ(ω), T (ω) > 0, there exists an ǫ(ω)-T (ω)-chain beginning and ending at x(ω) with probability
not less than δ, where the index δ is the maximal number satisfying this property; x(ω) is
called completely random non-chain recurrent if there exists ǫ0(ω), T0(ω) > 0 such that there
is no ǫ0(ω)-T0(ω)-chain beginning and ending at x(ω) with positive probability.
Remark 2.1 In the definition of partly random chain recurrence, the index δ being maximal
means that for ∀η > 0, ∃ǫ0(ω), T0(ω) > 0 such that any ǫ0(ω)-T0(ω)-chain begins and ends
at x(ω) with probability ≤ δ + η.
Remark 2.2 In this paper, we will denote CRϕ(ω) the random chain recurrent set of ϕ,
which has the property that for any random chain recurrent variable x(ω), we have x(ω) ∈
CRϕ(ω) P-almost surely, and vice versa (i.e. if a random variable x(ω) ∈ CRϕ(ω) P-almost
surely, then x(ω) is random chain recurrent); for any completely random non-chain recurrent
variable x(ω), we have x(ω) ∈ X − CRϕ(ω) P-almost surely, and vice versa; for any partly
random chain recurrent variable x(ω) with index δ, we have x(ω) ∈ CRϕ(ω) with probability
δ, and vice versa. For any given random variable x(ω), denote
ΩCR(x) = {ω| x(ω) ∈ CRϕ(ω)}.
If x(ω) is a partly random chain recurrent variable with index δ, then we call {x(ω)| ω ∈
ΩCR(x)} the chain recurrent part of x(ω). Therefore by the property of CRϕ(ω), we have
that CRϕ(ω) is the union of all random chain recurrent variables and the chain recurrent
part of those partly random chain recurrent variables.
Example 2.1 A simple example of random chain recurrent variable is random equilibrium
(a random variable x(ω) is called an equilibrium if ϕ(t, ω)x(ω) = x(θtω) holds for ∀t >
0, ω ∈ Ω).
Throughout the paper, we will assume that X is a compact metric space, therefore it is
a Polish space. The σ-algebra Fu of universally measurable sets associated with the base
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space (Ω,F) is defined by Fu =
⋂
ν F¯
ν , where the intersection is taken over all probability
measures ν on (Ω,F) and F¯ν denotes the completion of the σ-algebra F with respect to the
measure ν. And we call Fu the universal σ-algebra for brevity. For a random variable T (ω),
we call T (ω) > 0 if it holds almost surely. By the measurable selection theorem, for any
non-void random closed set, there exists random variables belonging to it. In the following,
for a random open set, say U(ω), when we say that a random variable x(ω) ∈ U(ω), we
mean that there exists a random closed set K(ω) ⊂ U(ω) such that x(ω) ∈ K(ω) almost
surely.
For late use, we give the following important projection theorem, which comes from [3].
Proposition 2.3 (Projection Theorem). Let X be a Polish space and M ⊂ Ω×X be a set
which is measurable with respect to the product σ-algebra F × B(X). Then the set
ΠΩM = {ω ∈ Ω : (ω, x) ∈M for some x ∈ X}
is universally measurable, i.e. belongs to Fu, where ΠΩ stands for the canonical projection
of Ω×X to Ω. In particular it is measurable with respect to the P-completion F¯P of F .
Remark 2.3 We have the following direct result. If M ∈ Fu × B(X), ΠΩM ∈ Fu too. In
fact, we only need to show (Fu)u = Fu by projection theorem. To see this, we notice that,
on the one hand, for arbitrary probability measure ν on measurable space (Ω,Fu), ν |F ,
the restriction of ν on (Ω,F), is a probability measure on (Ω,F). On the other hand, for
arbitrary probability measure ν on (Ω,F), we can convert it into a probability measure on
(Ω,Fu) by adding subsets of Ω which are in Fu but not in F and defining their measures
to be 0. That is, the measures on (Ω,F) and those on (Ω,Fu) are one to one. So by the
fact that F ⊂ Fu ⊂ F¯ν , where ν is an arbitrary probability on (Ω,F or Fu), we have
F¯ν ⊂ (Fu)ν ⊂ (F¯ν)ν = F¯ν .
Therefore
Fu =
⋂
ν
F¯ν ⊂
⋂
ν
(Fu)ν = (Fu)u ⊂
⋂
ν
F¯ν = Fu,
i.e. (Fu)u = Fu.
By remark 2.3, without loss of generality, we need only consider Fu-measurability
throughout the paper.
At last, we give the definition of random local attractor and the random basin determined
by it.
Definition 2.4 A random open set U(ω) is called random pre-attractor if it satisfies
⋃
t≥T (ω)
ϕ(t, θ−tω)U(θ−tω) ⊂ U(ω) for some T (ω) > 0, (2.2)
where T (ω) is an F-measurable random variable. And we define the random local attractor
A(ω) inside U(ω) to be the following:
A(ω) =
⋂
n∈N
⋃
s≥nT (ω)
ϕ(s, θ−sω)U(θ−sω).
And the random basin B(A)(ω) determined by A(ω) is defined as follows
B(A)(ω) = {x : ϕ(t, ω)x ∈ U(θtω) for some t ≥ 0}. (2.3)
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It is easy to see that in the above definition, the random basin B(A)(ω) may depend on
the pre-attractor U(ω). In fact, we can show that the basin is independent of the choice of
U(ω) and we defer the proof to the next section.
Example 2.2 Suppose x(ω) is a random variable, and ǫ0(ω), T0(ω) are two positive random
variables. Consider the random set Ux(ω) determined by (3.11) in the next section. By the
proof of lemma 3.7, we know that Ux(ω) is a random pre-attractor, but it is not necessarily a
forward invariant random set. In fact, for t < T0(ω), we can not obtain that (3.12) also holds,
which guarantees that Ux(ω) is forward invariant. Hence the attractor Ax(ω) determined
by Ux(ω) is not necessarily the attractor defined in [10].
3 Proof of the main result
Denote U(T (ω)) =
⋃
s≥T (ω) ϕ(s, θ−sω)U(θ−sω).
Lemma 3.1 Suppose U(ω) is a given pre-attractor, then U(T (ω)) and the the random local
attractor
A(ω) =
⋂
n∈N
U(nT (ω)) (3.1)
determined by U(ω) are random closed sets measurable with respect to Fu. Moreover, A(ω)
is invariant, i.e. ϕ(t, ω)A(ω) = A(θtω) for all t ≥ 0, and A(ω) is a local random pull-back
set attractor, therefore a local weak random set attractor in U(ω) (for the definition of weak
random set attractor see [17]).
Proof. (i) We first show that U(T (ω)) is a random closed set. The idea of the proof is
borrowed from [11] and [4]. For every x ∈ X , define
d(t, ω) := distX(x, ϕ(t, θ−tω)U(θ−tω)). (3.2)
By (ii) of proposition 2.1 and the proof of proposition 1.5.1 of [4], we obtain that the function
(t, ω) 7→ d(t, ω) is B(T)×F -measurable. Clearly we have
distX(x, U(T (ω))) = distX(x,
⋃
t≥T (ω) ϕ(t, θ−tω)U(θ−tω))
= inft≥T (ω)d(t, ω). (3.3)
For arbitrary a ∈ R+, we have
{ω| inft≥T (ω)d(t, ω) < a} = ΠΩ{(t, ω)| d(t, ω) < a, t ≥ T (ω)}.
It is obvious that the function (t, ω) 7→ t − T (ω) is measurable with respect to B(T) × F ,
so by projection theorem, we obtain that {ω| inft≥T (ω)d(t, ω) < a} is F
u-measurable, which
follows that U(T (ω)) is a random set measurable with respect to the universal σ-algebra
Fu. The closeness of U(T (ω)) is obvious.
(ii) Clearly we have U(nT (ω)) ⊃ U((n+ 1)T (ω)), which follows that
A(ω) = limn→∞U(nT (ω)). (3.4)
Therefore A(ω) is a random closed set. To get the attraction property of A(ω), we notice
that, for any given random compact set K(ω) ⊂ U(ω),
limt→∞d(ϕ(t, θ−tω)K(θ−tω)|A(ω)) = 0
holds almost surely by (3.4), where the metric d(A|B) between two closed sets stands for
the Hausdorff semi-metric, i.e. d(A|B) := supx∈Ainfy∈Bd(x, y). Hence A(ω) is a pull-back
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set attractor in U(ω). Then by the property of measure preserving of {θt}t∈T, we obtain
that
P− limt→∞d(ϕ(t, ω)K(ω), A(θtω)) = 0,
which implies that A(ω) is a weak random set attractor in U(ω).
The rest work is to verify the invariance of A(ω). The forward invariance of A(ω) follows
from [6], just changing a few details. For completeness, we give its proof here. For arbitrary
t ≥ 0,
ϕ(t, ω)A(ω) = ϕ(t, ω)
⋂
n∈N
⋃
τ≥nT (ω)
ϕ(τ, θ−τω)U(θ−τω)
⊂
⋂
n∈N
ϕ(t, ω)
⋃
τ≥nT (ω)
ϕ(τ, θ−τω)U(θ−τω)
⊂
⋂
n∈N
⋃
τ≥nT (ω)
ϕ(t, ω)ϕ(τ, θ−τω)U(θ−τω)
=
⋂
n∈N
⋃
τ≥nT (ω)
ϕ(t+ τ, θ−(t+τ) ◦ θtω)U(θ−(t+τ) ◦ θtω)
=
⋂
n∈N
⋃
τ≥nT (ω)+t
ϕ(τ, θ−τ ◦ θtω)U(θ−τ ◦ θtω)
⊂
⋂
n∈N
⋃
τ≥nT (ω)
ϕ(τ, θ−τ ◦ θtω)U(θ−τ ◦ θtω) = A(θtω),
where the first two inclusions follows from the facts f(
⋂
αAα) ⊂
⋂
α f(Aα) for arbitrary f
and f(A¯) ⊂ f(A) for f continuous respectively. The backward invariance of A(ω) is similar
to [11] noting that X is compact, so we omit the details here. This completes the proof of
the lemma. 
Lemma 3.2 Suppose A(ω) is a random local attractor and U1(ω), U2(ω) are two pre-attractors
which determine the same attractor A(ω), then the two basins determined by U1, U2 respec-
tively are equal P-almost surely.
Proof. Denote B1(A)(ω), B2(A)(ω) the basins determined by U1(ω), U2(ω) respectively.
For arbitrary random variable x(ω) ∈ B1(A)(ω), there exists t(ω) ≥ 0 such that
ϕ(t(ω), ω)x(ω) ∈ U1(θt(ω)ω), ∀ ω ∈ Ω
by the definition of basin. By attraction property of A(ω) and the measure preserving of θt,
it follows that for ∀ ǫ > 0, the following holds:
lims→∞P{ω| distX(ϕ(s, θt(ω)ω)ϕ(t(ω), ω)x(ω), A(θs ◦ θt(ω)ω)) > ǫ}
=lims→∞P{ω| distX(ϕ(s+ t(ω), ω)x(ω), A(θs+t(ω)ω)) > ǫ}
=lims→∞P{ω| distX(ϕ(s, ω)x(ω), A(θsω)) > ǫ}
=lims→∞P{ω| distX(ϕ(s, θ−sω)x(θ−sω), A(ω)) > ǫ} = 0. (3.5)
Denote d(ω) := distX(A(ω), X−U2(ω)), where the distance distX(A,B) between two closed
sets stands for the smallest distance between them, i.e. distX(A,B) = infx∈Ainfy∈Bd(x, y).
Therefore we have d(ω) > 0 almost surely by the compactness ofX . By a standard argument,
we obtain that there exists a δ > 0 such that
P{ω| d(ω) > δ} ≥ 1− ǫ. (3.6)
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Denote Ωδ := {ω| d(ω) > δ}. By (3.5) we have
lims→∞P{ω ∈ Ωδ| d(ϕ(s, θ−sω)x(θ−sω), A(ω)) >
δ
4
} = 0.
Therefore there exists tδ(ω) ≥ 0 such that
d(ϕ(s, θ−sω)x(θ−sω), A(ω)) <
δ
2
, s ≥ tδ(ω)
holds almost surely on Ωδ. Hence by the definition of B2(A)(ω) and the measure preserving
of θt, we get that
P{ω| x(ω) ∈ B2(A)(ω)} = P{ω| ϕ(s, θ−sω)x(θ−sω) ∈ U2(ω) for some s ≥ 0}
≥ P(Ωδ) ≥ 1− ǫ.
Since ǫ > 0 is arbitrary, we have x(ω) ∈ B2(A)(ω) almost surely by letting ǫ → 0. It
follows that B1(A)(ω) ⊂ B2(A)(ω) almost surely, and the converse inclusion is similar. This
terminates the proof of the lemma. 
The above lemma indicates that the basin B(A)(ω) is uniquely determined by A(ω),
therefore is well defined. The following lemma says that the basin is backward invariant
random open.
Lemma 3.3 For any given random local attractor A(ω), the random basin B(A)(ω) deter-
mined by A(ω) is a backward invariant random open set.
Proof. It is obvious that x ∈ B(A)(ω) is equivalent to ϕ(t, ω)x ∈ U(θtω) for some t ≥ 0,
i.e. x ∈ ϕ(−t, θtω)U(θtω) by using the fact that ϕ(t, ω)−1 = ϕ(−t, θtω). So it follows that
x ∈ B(A)(ω) if and only if x ∈
⋃
t≥0 ϕ(−t, θtω)U(θtω), therefore we obtain that
B(A)(ω) =
⋃
t≥0
ϕ(−t, θtω)U(θtω).
Then by a similar method to that of [11, 6, 4], we can easily obtain that
⋃
t≥0
ϕ(−t, θtω)U(θtω)
is Fu-measurable, hence it is a random closed set. It is easy to verify that we have the
following holds
⋃
t≥0
ϕ(−t, θtω)U(θtω) =
⋃
t≥0
ϕ(−t, θtω)U(θtω).
To see this, note first that the left hand is obvious the subset of the right hand. And
every element of the union of right hand is a subset of the left hand, so the closure of the
union of right is included by the left for the closeness of the left hand. So we have got
that the closure of B(A)(ω) is a random closed set. By (ii) of proposition 2.1 we obtain
that B(A)(ω) is a random set, the openness of B(A)(ω) follows the fact that ϕ(−t, θtω) is
homeomorphism on X .
To show the backward invariance of B(A)(ω), we only need to show that its complement
X − B(A)(ω) is forward invariant. If the assertion is false, then there exists an x0 ∈
X − B(A)(ω) and t0 > 0 such that ϕ(t0, ω)x0 ∈ B(A)(θt0ω). Then by the definition
of random basin, we have ϕ(t1, θt0ω)ϕ(t0, ω)x0 ∈ U(θt0+t1ω) for some t1 ≥ 0, where U
is a random pre-attractor which determines A. But by the definition of random basin,
X − B(A)(ω) is the set of points that never enter U , a contradiction. This terminates the
proof of the lemma. 
By the above preliminaries, we can prove our main theorem now. We decompose the
proof of the main theorem into the following several lemmas:
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Lemma 3.4 If the random chain recurrent variable x(ω) ∈ U(ω) P-almost surely, where
U(ω) is a random pre-attractor, then we have x(ω) ∈ A(ω) P-almost surely, where A(ω) is
the attractor determined by U(ω).
Proof. If x(ω) ∈ U(ω) P-almost surely, recalling that U(ω) is a random pre-attractor, fix
T (ω) > 0 such that U(T (ω)) ⊂ U(ω). Denote
d¯(ω) := distX(U(T (ω)), X − U(ω)). (3.7)
By the compactness of X , it is obvious that d¯(ω) > 0 holds almost surely. By mea-
surable selection theorem, similar to [2], there exists two collections of random variables
{xn(ω)}n∈N ⊂ U(T (ω)) with U(T (ω)) = {xn(ω)}n∈N and {xm(ω)}m∈N ⊂ X − U(ω) with
X − U(ω) = {xm(ω)}m∈N such that
d¯(ω) = infn∈N,m∈Nd(xn(ω), xm(ω)). (3.8)
So we obtain that d¯(ω) is a random variable. Choose 0 < ǫ(ω) < d¯(ω), then we have
ϕ(t, θ−tω)x(θ−tω) ∈ ϕ(t, θ−tω)U(θ−tω) ⊂ U(T (ω)), where t ≥ T (ω).
Then by the the fact that x(ω) is random chain recurrent, for this ǫ(ω) > 0 and the
above T (ω), there exists an ǫ(ω)-T (ω)-chain (x0(ω), t0), (x1(ω), t1), · · · , (xn(ω), tn) with
x0(ω) = xn(ω) = x(ω). So by the choice of ǫ(ω) and induction we obtain that
x(ω) ∈ Bǫ(ω)(U(T (ω))) ⊂ U(ω) (3.9)
almost surely, where Br(x) stands for the open ball centered at x with radius r.
Hence we derive x(ω) ∈ U(T (ω)) from letting ǫ(ω)→ 0 in (3.9) and from the closeness of
U(T (ω)). And then let T (ω)→ ∞ in (3.9), we obtain x(ω) ∈ A(ω) almost surely by (3.4).

Lemma 3.5 Suppose U(ω) is a random open set, x(ω) is a random variable. Define
t(ω) := inf{t ∈ R+| ϕ(t, ω)x(ω) ∈ U(θtω)}, (3.10)
i.e. the first entrance time of x(ω) into U(ω) under the cocycle ϕ. Then t(ω) is a random
variable, which is measurable with respect to the universal σ-algebra Fu.
Proof. It is easy to see that
t(ω) = inf{t ∈ R+| distX(ϕ(t, ω)x(ω), U(θtω)) = 0}.
Since the function
(t, ω) 7→ distX(ϕ(t, ω)x(ω), U(θtω)) =: d˜(t, ω)
is B(T) × F -measurable by a similar argument as the proof of lemma 3.1. For arbitrary
a ∈ R+, it is easy to see that
{ω| t(ω) < a} = ΠΩ{(t, ω)| 0 ≤ t < a, d˜(t, ω) = 0}.
It is obvious that {(t, ω)| 0 ≤ t < a, d˜(t, ω) = 0} ∈ B(T) × F , so {ω| t(ω) < a} is Fu-
measurable by projection theorem. 
Lemma 3.6 If the random chain recurrent variable x(ω) ∈ B(A)(ω) P-almost surely, then
we have x(ω) ∈ A(ω) P-almost surely, where B(A)(ω) is the basin determined by the random
local attractor A(ω).
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Proof. For x(ω) ∈ B(A)(ω), take t(ω) ≥ 0 defined by (3.10). Suppose U(ω) is a pre-
attractor which determines the attractor A(ω). So we have, for s ≥ T (θt(ω)ω), the following
almost surely holds:
ϕ(s+ t(ω), ω)x(ω) = ϕ(s, θt(ω)ω)ϕ(t(ω), ω)x(ω)
∈ ϕ(s, θt(ω)ω)U(θt(ω)ω) ⊂
∗ U(θs+t(ω)ω).
In fact, by the definition of pre-attractor, there exists a random variable T (θt(ω)ω) > 0 such
that
⋃
s≥T (θt(ω)ω)
ϕ(s, θ−s ◦ θt(ω)ω)U(θ−s ◦ θt(ω)ω) ⊂ U(θt(ω)ω).
Then by the property of measure preserving of θt, we obtain that ⊂∗ holds P-almost surely.
Hence we obtain
P{ω| ϕ(s+ t(ω), ω)x(ω) ∈ U(θs+t(ω)ω), s ≥ T (θt(ω)ω)}
=P{ω| ϕ(s+ t(ω), θ−(s+t(ω))ω)x(θ−(s+t(ω))ω) ∈ U(ω), s ≥ T (θt(ω)ω)}
=1
by the fact that P is invariant under θt again. Further more, we are able to obtain the
following finer result:
ϕ(s+ t(ω), θ−(s+t(ω))ω)x(θ−(s+t(ω))ω)
= ϕ(s, θ−sω)ϕ(t(ω), θ−(s+t(ω))ω)x(θ−(s+t(ω))ω)
∈∗ ϕ(s, θ−sω)U(θ−sω) ⊂
∗∗ U(ω),
where ∈∗ holds using the property of measure preserving of θt again. And ⊂
∗∗ holds if
s ≥ T (ω) by the property of pre-attractor. So denote T˜ (ω) = max{T (ω), T (θt(ω)ω)}, and
take T1(ω) = t(ω) + T˜ (ω), then it follows that
ϕ(s, θ−sω)U(θ−sω) ⊂ U(T (ω)) ⊂ U(ω)
whenever s ≥ T1(ω). Take d¯(ω) as defined by (3.7), fix T1(ω), choose 0 < ǫ(ω) < d(ω). Then
it follows that any random ǫ(ω)-T1(ω)-chain of length one begins at x(ω) ∈ B(A)(ω) must
ends in Bǫ(ω)(U(T (ω))) almost surely. By the fact that x(ω) is a random chain recurrent
variable and repeat the proof process of lemma 3.4 we obtain that x(ω) ∈ A(ω) almost
surely. 
Remark 3.1 By the process of proofs of lemma 3.4 and lemma 3.6, if
P{ω| x(ω) ∈ B(A)(ω)} = δ < 1, and x(ω) is random chain recurrent,
then we can easily obtain that
P{ω| x(ω) ∈ A(ω)} = δ,
i.e.
P{ω| x(ω) ∈ B(A)(ω)\A(ω)} = 0.
If x(ω) is partly random chain recurrent with index δ, then we have if ω ∈ ΩCR(x), then
x(ω) ∈ A(ω) or x(ω) ∈ X\B(A)(ω)
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holds except for a null set for any given attractor A(ω) by the proof process of lemma 3.4
and lemma 3.6 again. Hence we obtain that
ω ∈ Ω\ΩCR(x) whenever x(ω) ∈ B(A)(ω) −A(ω),
i.e.
x(ω) ∈ X − CRϕ(ω) whenever x(ω) ∈ B(A)(ω) −A(ω).
Therefore by lemma 3.4, lemma 3.6 and above arguments we obtain that
B(A)(ω)− A(ω) ⊂ X − CRϕ(ω)
holds P-almost surely for any given attractor A(ω). When the number of attractors is
uncountable, to avoid the possibility that
⋃
[B(A)(ω) −A(ω)] ⊂ X − CRϕ(ω)
does not hold P-almost surely, we can redefine B(A)(ω)−A(ω) on the null set such that
B(A)(ω)− A(ω) ⊂ X − CRϕ(ω) for all ω ∈ Ω.
In fact, if B(A)(ω) −A(ω) ⊂ X − CRϕ(ω) holds on a set Ω˜ of full measure, we can set
B(A)(ω)− A(ω) = X − CRϕ(ω) on Ω\Ω˜.
Hence by this way, we have obtained
⋃
[B(A)(ω) −A(ω)] ⊂ X − CRϕ(ω)
holds P-almost surely.
By lemma 3.4, lemma 3.6, and remark 3.1 we obtain that the right hand of (1.4) is a
subset of the left hand P-almost surely. To prove the equality (1.4), the rest work is to verify
that the converse inclusion is true P-almost surely. To this end, we first define a random
open set Ux(ω) measurable with respect to Fu for late use, which is defined as follows.
Suppose x(ω) is a random variable, ǫ0(ω), T0(ω) are two positive random variables. Define
U1(ω) : =
⋃
t≥T0(ω)
Bǫ0(ω)(ϕ(t, θ−tω)x(θ−tω)),
U2(ω) : =
⋃
t≥T0(ω)
Bǫ0(ω)(ϕ(t, θ−tω)U1(θ−tω)),
· · · · · · · · · · · · · · ·
Un(ω) : =
⋃
t≥T0(ω)
Bǫ0(ω)(ϕ(t, θ−tω)Un−1(θ−tω)),
· · · · · · · · · · · · · · · .
By the proof method of proposition 1.5.1 of [4] on page 32, which in turn stems from [11],
and a similar argument as in lemma 3.3, adding some slight changes in the process of proof,
we can conclude that U1(ω), · · · , Un(ω), · · · are all Fu-measurable open sets. We omit the
details here. So the set
Ux(ω) :=
⋃
n∈N
Un(ω) (3.11)
is a random open set measurable with respect to Fu by (vi) of proposition 2.1.
Now we can give the proof of the converse inclusion of (1.4), see the following lemma.
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Lemma 3.7 X − CRϕ(ω) ⊂
⋃
[B(A)(ω) −A(ω)] holds P-almost surely.
Proof. We divide the proof into two cases.
Case 1: when x(ω) is completely random non-chain recurrent, i.e. x(ω) ∈ X − CRϕ(ω)
P-almost surely, there exists ǫ0(ω) > 0, T0(ω) > 0 such that there is no ǫ0(ω)-T0(ω)-chain
which begins and ends at x(ω) with positive probability. Take Ux(ω) defined by (3.11), then
it is easy to see that x(ω) /∈ Ux(ω) and
ϕ(t, θ−tω)x(θ−tω) ∈ Ux(ω) (3.12)
when t ≥ T0(ω). Given y(ω) ∈ Ux(ω), it is obvious that the ǫ0(ω)-neighbourhood of
ϕ(t, θ−tω)y(θ−tω) lies in Ux(ω) whenever t ≥ T0(ω), therefore Ux(T0(ω)) ⊂ Ux(ω), where
Ux(T0(ω)) is defined similarly to U(T (ω)). So Ux(ω) is a random pre-attractor and it deter-
mines a random local attractor Ax(ω) by lemma 3.1 (The only difference is that Ux(ω) is Fu-
measurable while the U(ω) in lemma 3.1 is F -measurable. But by remark 2.3 we know that
this does not affect the result). And we have x(ω) ∈ B(Ax)(ω)−Ux(ω) ⊂ B(Ax)(ω)−Ax(ω)
by (3.12).
Case 2: when x(ω) is partly random chain recurrent with index δ, i.e. x(ω) ∈ X − CRϕ(ω)
with probability 1 − δ, then for ∀η > 0, ∃ǫ0(ω), T0(ω) > 0 such that any ǫ0(ω)-T0(ω)-chain
begins and ends at x(ω) with probability ≤ δ + η. Take Ux(ω) defined by (3.11), then by
the proof of case 1, it is easy to see that x(ω) ∈ B(Ax)(ω) P-almost surely and
P{ω| x(ω) ∈ Ux(ω)} ≤ δ + η,
hence
P{ω| x(ω) ∈ B(Ax)(ω)−Ax(ω)} ≥ 1− (δ + η).
Thus we obtain
P{ω| x(ω) ∈
⋃
[B(A)(ω) −A(ω)]} ≥ 1− δ
by letting η → 0.
Therefore, by the proof of case 1 and case 2, we obtain
X − CRϕ(ω) ⊂
⋃
[B(A)(ω)−A(ω)]
holds P-almost surely. This completes the proof of the lemma. 
By lemmas 3.4, 3.6 and 3.7, and remark 3.1, we complete the proof of our main theorem.
4 Two simple examples
In this section, we will give two examples to illustrate our results. The first example is
borrowed from [10].
Example 4.1 Consider the Stratonovich stochastic differential equation (SDE)
dXt = (Xt −X
3
t )dt+ (Xt −X
3
t ) ◦ dWt
on the interval [−1, 1]. From p.123 of [16] we know that the RDS ϕ : R×Ω×[−1, 1] 7→ [−1, 1]
generated by this SDE can be expressed by
ϕ(t, ω)x =
xet+Wt(ω)
(1 − x2 + x2e2t+2Wt(ω))
1
2
.
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It is easily to see that A1 = {−1}, A2 = {1}, A3 = {−1, 1} are all attractors except for the
two trivial attractors ∅, [−1, 1], and the corresponding basins of attraction are [−1, 0), (0, 1]
and [−1, 0)
⋃
(0, 1] respectively. Hence by our main theorem, we obtain that the random
chain recurrent variables are x1(ω) ≡ −1, x2(ω) ≡ 1 and x3(ω) ≡ 0 and the combinations
of −1, 0, 1, e.g. x(ω) = −1, 0, 1 with probabilities 14 ,
1
4 ,
1
2 respectively; all random variables
taking values in (−1, 0)
⋃
(0, 1) are completely random non-chain recurrent variables; and
the random variables taking values 1,−1, 0 with positive probability and also taking values
in (−1, 0)
⋃
(0, 1) with positive probability are partly random chain recurrent variables.
Example 4.2 Let the probability space (Ω,F ,P) be given by Ω = S1 with F = B(Ω), and
P the Lebesgue measure. Put θtω = ω + t. Let the state space X = S
1, too. Define a
random homeomorphism ψ(ω) : S1 → S1 by ψ(ω)x = x+ ω. We define an RDS by
ϕ(t, ω) = ψ(θtω) ◦ ϕ0(t) ◦ ψ
−1(ω),
where ϕ0 is the flow on S
1 determined by the equation
x˙ = − cosx.
Then the RDS ϕ has no non-trivial attractor besides X, ∅, for the details see [8]. Hence
by our main theorem, the random chain recurrent set is X , i.e. all random variables are
random chain recurrent.
5 Some discussions
We know very well that there are several nonequivalent definitions of random attractors
for random dynamical systems, see [18] for instance. Pull-back attractors were introduced
and studied by Crauel and Flandoli [11], Crauel, Debussche, and Flandoli [9], Schmalfuss
[19, 20] and others. Ochs in [17] firstly introduced random weak attractors, where ‘weak’
means that the convergence to attractor is in probability instead of usual almost sureness.
Another kind of attractor is forward attractor, which is in contrast to pull-back attractor and
whose convergence is almost sure convergence in contrast to weak attractor’s convergence in
probability. As stated in [2], the choice of convergence in probability makes the forward and
pull-back attractors equivalent. So the authors adopted the weak attraction, in fact they
adopt the weak point attractor, in order to prove Lyapunov’s second method for RDS, for
details see [2]. In order to get the Morse theory for RDS, the authors in [10] introduced the
definition of attractor-repeller pair for RDS. They defined an attractor to be the maximal
invariant random compact set inside its fundamental neighbourhood, i.e. a forward invariant
random open set, and defined the repeller corresponding to it to be the complement of the
basin of the attractor. For details, see [10].
In this paper, we adopt the definition 2.4. Now we simply discuss the relations between it
and the old ones. It is obvious that, for a random pre-attractor U(ω), the random attractor
A(ω) determined by it in definition 2.4 is a random pull-back attractor in the universe
D = {D(ω)| D(ω) ⊂ U(ω) and D(ω) is measurable},
therefore it is a weak set attractor, and therefore a weak point attractor in D. But it is
obvious not necessarily a forward attractor in D. As mentioned above, the authors in [10]
introduced the definition of attractor-repeller pair for RDS. It seems that their definition of
attractor works for our purpose, too. But when we prove lemma 3.7, we do not know how to
construct a fundamental neighbourhood U(ω) defined in [10] to obtain the attractor. With
respect to the relations between our attractor and the attractor of [10], the difference is that
in our definition, the random pre-attractor is not necessarily forward invariant, while the
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fundamental neighbourhood in [10] is forward invariant; our attractor is pull-back attractor
in the universe D defined above, while the attractor in [10] is only a weak set attractor
inside its fundamental neighbourhood. Hence our attractor is not weaker than the attractor
in [10], and vice versa.
In fact, besides these, our definition of attractor approximates closely to Conley’s de-
terministic definition of attractor. Conley in [5] defined an attractor to be an invariant
compact set which is the omega-limit set of one of its neighbourhoods. A random attractor
defined by definition 2.4 is obvious the omega-limit set ( a random set A(ω) is called the
omega-limit set of D(ω) if A(ω) = limt→∞ ϕ(t, θ−tω)D(θ−tω) ) of one of the pre-attractors
determining it. Conversely, if an invariant random compact set is the omega-limit set of one
of its neighbourhoods, then, by the definition of omega-limit set, we can see that the neigh-
bourhood must satisfies (2.2), except that the T (ω) in (2.2) is not necessarily measurable,
which guarantees the measurability of U(T (ω)), A(ω) etc.
In this paper we adopt the form
X − CR(ϕ) =
⋃
[B(A) −A]
instead of the original form
CR(ϕ) =
⋂
[A ∪R]
in our main theorem, where R denotes the repeller corresponding to the attractor A. On
the one hand the form we employ here is also adopted by other authors, see [13, 14, 15]
for instances. In fact we are inspired by these references. On the other hand, the random
pre-attractor is not necessarily forward invariant, which restricts us to obtain the invariance
of the basin of attractor as in [10]. Hence we can not obtain the invariance of X−B(A)(ω),
but it is forward invariant, see lemma 3.3. So we can not define X − B(A)(ω) to be the
repeller corresponding to the attractor A(ω) as in [10], for a repeller should be invariant.
With respect to the measurability, we find it not appropriate to confine us to considering
F -measurability only. Since it is easy to see that U(T (ω)), B(A)(ω), A(ω), d(ω) etc in this
paper are not measurable with respect to F . Therefore to serve our purpose, we have to
allow measurability with respect to other σ-algebra, in fact we allow Fu-measurability. This
treatment is also adopted by others, see [6, 7, 9, 11, 4] for instance. Certainly we can choose
F¯P, the P-completion σ-algebra of F , in order that the above variables are measurable.
Of course, when T = Z, i.e. the RDS in consideration is discrete, or F is complete with
respect to the probability measure P on base space (Ω,F), i.e. F = F¯P, all the random
variables are measurable with respect to F as usual. Whence in this case, only considering
F -measurability as usual is enough to obtain our results.
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