In a recent theoretical paper, presented a new causal model, power PC. She argued that power PC was able to account for data in the literature that raised problems for associative modelsnotably, the Rescorla-Wagner model . The purpose of the present paper is threefold: (1) to show that, overall, the data in the literature, which Cheng relied on to make her case, do not in fact provide support for power PC, (2) to show that, overall, the experiments reported in the literature since the publication of Cheng, designed specifically to evaluate the predictions of power PC, also do not provide support for power PC, and (3) to suggest that Cheng's assessment of associative models was too narrowly defined.
Although everyone agrees that organisms must be able to appreciate the relationships among events in their environment in order to survive, there is less agreement about the mechanism that detects such relationships (see Allan, 1993; Shanks, 1993; Shanks, Holyoak, & Medin, 1996) . Table 1 presents the standard 2 3 2 contingency matrix for the generic laboratory task used to study how human observers make judgments about the relationship between two binary variables (see Allan, 1980) . In such tasks, the cue is either present (C) or absent (~C), and the outcome is either present (O) or absent (~O). The letters in the cells (a, b, c, and d) represent the joint frequency of occurrence of the four possible cue-outcome combinations. After a series of trials on which each of the four cue-outcome combinations are presented with a predefined probability, the observer is asked about the relationship between the cue and the outcome. The models that have been proposed to account for data generated in such binary judgment tasks are often categorized either as covariational or as causal. 1 The main distinction between these two categories of models is that covariation models do not assign cause and effect meanings to the cue and the outcome, whereas causal models do. Moreover, causal models postulate that judgments are influenced by knowledge about how causes are related to effects. The models are also categorized either as statistical or as associative. Statistical models represent observers as intuitive statisticians who extract covariation information by applying a rule to integrate frequencies or probabilities of events over time. In contrast, associative models postulate that judgments are determined by associative links or connections that are formed between contiguously presented cues and outcomes.
In a recent theoretical paper, Cheng (1997; see also Cheng, Park, Yarlas, & Holyoak, 1996) presented a new causal model, power PC. She argued that power PC was able to account for data in the literature that raised problems for associative models-notably, the RescorlaWagner (RW) model . The purpose of the present paper is threefold: (1) to show that, overall, the data in the literature, which Cheng relied on to make her case, do not in fact provide support for power PC, 2 (2) to show that, overall, the experiments reported in the literature since the publication of Cheng, designed specifically to evaluate the predictions of power PC, also do not provide support for power PC, and (3) to suggest that Cheng's assessment of associative models was too narrowly defined.
POWER PC
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example, there have been many reports of an outcome density bias: Judgments of contingency are not constant for a fixed D P but increase with the frequency of the outcome. Also, in experiments in which there are multiple cues, judgment of the relationship between each cue and the outcome is influenced by the copresence of the other cues and by the pairing history of the cues. Novick (1990, 1992) developed the probabilistic contrast model (PCM) to account for departures in judgments from D P-notably, those that occur when multiple cues are presented. For the standard or unconditional
is based on all ~C trials, and other cues are ignored in the determination of D P. In PCM, the D P rule applies across a focal set of trial types, rather than across all trials. Specifically, (2) where A represents all other cues that are the same on C and ~C trials. That is, focal set D P is based on trials that are identical except for the presence or the absence of C. Consider the situation in which there are two cues, C 1 and C 2 , and a common outcome, O. A focal set for Cue C 1 can be delineated by the presence or absence of Cue C 2 ; that is, the value of D P for C 1 , conditional on the presence of C 2 , is (3a) and the value of D P for C 1 , conditional on the absence of C 2 , is (3b) PCM, like the D P rule, is concerned with covariation, not causation. elaborated PCM to encompass causal power-the causal power theory of the probabilistic contrast model, or more simply, power PC. According to power PC, when alternative causes to C are controlled, the generative causal power of C for D P $ 0 is (4) and the preventive causal power of C for D P # 0 is (5) where the predictions are assumed to be only ordinal. According to Equations 4 and 5, reaching a conclusion about the causal status of C depends not only on D P, but also on P(O |~C ). 3 Specifically, (1) generative p c is undefined for P(O |~C ) 5 1, and preventive p c is undefined for P(O |~C ) 5 0; (2) p c 5 D P for D P 5 0, unless p c is undefined; and for a constant D P (D P ¹ 0), as P(O |~C ) increases, generative p c becomes larger, and preventive p c becomes smaller (see Figure 1 ).
Undefined p c
Cheng (1997) described the following anecdotal example to illustrate a judgment situation in which P(O |~C ) 5
1. Suppose that you think that you are allergic to certain foods. The doctor makes a grid of scratches on your skin, puts food samples (C) on some of the scratches, and leaves other scratches untouched (~C). You observe that there is an allergic reaction (O) at every scratch, those scratches with food samples and also those scratches without food samples-that is, P(O | C) 5 P(O |~C ) 5 1 and D P 5 0.
According to a statistical covariation model, the observers should judge the cue and the outcome as unrelated, but according to power PC, the observers would be uncertain about the causal status of C. Cheng also described the following anecdotal example to illustrate a judgment situation in which P(O |~C ) 5 0. Suppose that you are a medical researcher who has developed a drug for relieving headaches. You randomly assign participants to two groups, administering the new drug to one group (C) and a placebo to the other group (~C). No participant in either group reports a headache (O); that is, P(O | C) 5 P(O |~C ) 5 0 and D P 5 0. According to a statistical covariation model, the observers should judge the cue and the outcome as unrelated, but according to power PC, observers would realize that no firm conclusion could be drawn about C. acknowledged that there were no published studies in which observers were given the option of explicitly expressing uncertainty about the causal status of C and, therefore, there were no published data directly relevant to these differential predictions of the covariation and the power approaches. The only research reported in Cheng that apparently showed that observers who were given the opportunity did express uncertainty about the causal status of C was attributed to Fratianne and Cheng but has not yet been published.
Since the publication of , Wu and Cheng (1999) have provided data from an experiment designed to evaluate power PC predictions. Observers were presented with a descriptive scenario regarding a cue and an outcome. There were six types of scenarios, resulting from crossing two types of power and three levels of P(O). In the generative scenario, C was intended to increase the outcome, and in the preventive scenario, C was intended to decrease the outcome. For both types of power, the outcome always occurred [P(O) 5 1], the outcome never occurred [P(O) 5 0], or the outcome sometimes occurred [0 , P(O) , 1]. The observers were asked to decide (1) whether C was causal, (2) whether C was noncausal, or (3) whether the information in the scenario was uninformative with regard to the evaluation of the effectiveness of C. According to power 
PC, the observers should select the uninformative option for the generative scenario when P(O |~C ) 5 1 and that for the preventive scenario when P(O |~C ) 5 0. Although the majority of the observers in these two conditions did select the uninformative option, about 30% selected the noncausal option. Also, according to power PC, observers should select the noncausal option for the remaining four conditions, but many selected the uninformative option. In fact, Wu and Cheng noted that "a moderate majority of the participants responded in accord with the power PC theory. One possible interpretation is that this theory does only moderately well" (p. 95). However, rather than accepting the interpretation that the theory does only moderately well, Wu and Cheng suggested that their data were noisy because they were generated as part of a long questionnaire given to large groups of observers. 4 Buehner and Cheng (1997, Experiment 2) also gave their observers the opportunity not to provide a rating if they thought the information was inadequate. For preventative causal power, 35% of the observers indicated that they were unable to give a rating when D P 5 0 and P(O |~C ) 5 0; for generative causal power, 22% of the ob- servers indicated that they were unable to give a rating when D P 5 0 and P(O |~C ) 5 1. Thus, the majority of the observers were quite willing to provide ratings.
According to Equations 4 and 5, p c 5 0 (or at least is constant) when D P 5 0 and P(O |~C ) ¹ 0, 1. Cheng (1997) did admit that there was ample evidence in the literature that judgments are not constant across variations in P(O |~C ) when D P 5 0. Many studies have reported an outcome density bias in which judgments increase with the probability of the outcome [P(O)]. Cheng concluded that although this density bias "might appear to contradict the power PC theory . . . this 'bias' is consistent with the power PC theory . . . if (a) there are variations in the objective value of D P from participant to participant (with a mean of zero across participants) or (b) participants are likely to misperceive an objective D P of 0" (p. 389). That is, although the value of D P is programmed to be zero over the complete series of trials, the actual presented value might not be zero because of the random nature of the generator of the trial events. If the actual presented value of D P is not zero, then according to Equations 4 and 5, p c will depend on P(O |~C ). Cheng also noted that in most studies observers made judgments about many different contingencies. She argued that such within-subjects designs might bias the observer to report a contingent relationship when D P 5 0. That is, preceding contingent relationships might induce an observer to judge a subsequent noncontingent relationship as contingent.
Vallée-Tourangeau, Murphy, Drew, and Baker (1998) evaluated arguments for the deviation of data from the predictions of power PC when D P 5 0 and P(O |~C ) ¹ 0, 1. They noted that presented D P would approach the programmed value of zero with increasing trials and, therefore, the dependence of p c on P(O |~C ) when D P 5 0 should be transient. They presented evidence that the effect of P(O |~C ) on judgments was present over trials (i.e., the density bias was maintained). They also provided a summary of the density bias literature, which indicated that a density bias had been reported in studies in which a between-subjects design had been used. Moreover, they found a density bias in their data even when they restricted their analysis to the first judgment an observer made. Lober and Shanks (2000) also noted that the patterns of results in their experiments were similar when they restricted their analysis to the first set of trials presented to an observer.
p c and P(O |~C )
As is shown in Figure 1 , for a constant D P, as P (O |~C ) increases, generative p c increases, and preventive p c decreases. noted that several published articles had reported that cues with the same nonzero D P but different values of P(O |~C ) were, in fact, judged differently. She specifically referred to the data reported by Wasserman, Elek, Chatlosh, and Baker (1993) and by Allan and Jenkins (1983) . Wasserman et al. (1993) varied the size and the sign of D P and the value of P(O |~C ). man et al. (1993) , observers were required to judge whether tapping a key influenced the presentation of a light. The light was programmed to occur with various probabilities at the end of 1-sec sampling intervals. Specifically, if the observer responded at least once during the 1-sec interval, P(O | C) was probed at the end of the interval; otherwise, P(O |~C ) was probed. If the probe was positive, the light occurred, whereas if the probe was negative, the light did not occur. Wasserman et al. (1993) varied both P(O | C) and P(O |~C ), resulting in values of D P that varied from -1.0 to 11.0. The observers were asked to rate the effect that tapping the key had on producing the light, on a scale ranging from 2100 to 1100. The data from Wasserman et al. (1993, Experiment 1) are reproduced in Figure 2A , which plots ratings as a function of P(O |~C ). The lines connect ratings for a constant D P value. In Wasserman et al. (1993) , the rating scale ranged from 2100 to 1100, whereas p c is always positive for preventive power (Equation 5), as well as for generative power ( Equation 4) and, therefore, ranges from 0 to 11.0. To facilitate the visual comparison of the predictions of power PC with the data in Wasserman et al. (1993) , the predictions of power PC shown in Figures 1A and 1B were replotted in Figure 2B , where preventive values of p c have a negative sign. Figure 2A indicates that for both positive and negative D P values, ratings tend toward zero as P(O |~C ) increases.
Allan and Jenkins (1983) also varied P(C).

Wasserman et al. (1993). In Experiment 1 in Wasser
Although this trend toward zero is consistent with the predictions of power PC for negative D P values, it is not consistent with the predictions for positive D P values. , however, concluded that the deviation of the positive D P data did not raise problems for power PC, because Wasserman et al. (1993) varied rate, not probability. She argued that whereas probabilities have a lower and an upper bound, rates have a lower bound (not at all), but not an upper bound. For this reason, the preventive judgments in Wasserman et al. (1993) should have decreased with increases in P(O |~C ), whereas the generative judgments should not have changed as a function of P(O |~C ).
Cheng (1997) did not acknowledge that Wasserman, Chatlosh, and Neunaber (1983) examined the validity of partitioning their continuous trial procedure into discrete intervals in order to calculate probabilities. In Experiment 2 in Wasserman et al. (1983) , three sampling intervals were used: a 1-sec interval with 240 intervals, a 4-sec interval with 60 intervals, and a 1-sec interval with 60 intervals. In Experiment 3, a fixed sampling interval of 3-sec was compared with an average sampling interval of 3-sec, where on any trial the sampling interval could be 1, 3, or 5 sec. In both experiments, variations in sampling interval did not influence either the probability of a response or the relationship of the contingency judgments to D P. Wasserman et al. (1983) concluded that their continuous trial procedure could be partitioned into discrete intervals in order to calculate probabilities.
In addition, did not reference other papers by Wasserman and his colleagues (e.g., Levin, Wasserman, & Kao, 1993; Wasserman, Dorner, & Kao, 1990) , which avoided the rate versus probability issue. In these studies, either the trials were discrete or the cue-outcome information was summarized in a 2 3 2 matrix. These papers were concerned with the relative influence of the four cells of the contingency matrix on judgments. The data clearly showed that the four cells were weighted differentially. Specifically, they were weighted in the order cell a . cell b . cell c . cell d. Thus, for any constant D P, judgments were not constant but depended on the cell frequencies. Since these studies predated Cheng, the relationship between the ratings and p c was not examined. For many of the studies, the information needed to calculate p c is available, as are the observer ratings. The data from these studies do not support power PC. As an example, the 25 problems in Experiment 2 in Wasserman et al. (1990) and the mean rating for each problem are reproduced in Table 2 . It is clear that the ratings are far from constant for a constant p c .
Since the publication of , Buehner and Cheng (1997) 5 reported data from an experiment that was similar to Experiment 1 in Wasserman et al. (1993) , but with discrete trials, thereby avoiding the rate versus probability issue. They also explicitly identified causal type 
, there are more trials on which C could have but failed to prove its causal power than when P(O | C) 5 P(O |~C ) 5 .75. The observer, therefore, would be more confident of a noncausal rating in the former condition than in the latter condition, leading to a causal rating closer to zero. That is, providing observers with a constant number of trials across the D P 5 0 conditions yielded varying reliability of the information presented. Buehner and Cheng (1997) suggested that increasing the number of trials might unconfound reliability and causal strength, since there would be more opportunities for C to prove its causal power. In Experiment 2, they increased the number of trials by presenting the cue-outcome information in a summary (matrix) format, rather than in a trial format, and informing the observer that the summary data were based on 100 trials. Although the influence of P(O |~C ) was smaller in the summary format than in the trial format, the linear trend was significant, for both generative and preventive power, across the four values of P(O |~C ) for which p c was defined. Lober and Shanks (2000) replotted the data from Buehner and Cheng (1997) to explicitly show the relationship between judgments and p c . According to Equations 4 and 5, judgments should be constant for a constant p c . The replotted data clearly showed systematic changes in judgment when p c was constant. Buehner (2001) attributed these deviations to a conflation of reliability with causal strength. He did admit, however, that "the experimental design reported here cannot shed light on whether this hypothesis is correct or not" (p. 51). Lober and Shanks (2000) reported a series of six experiments explicitly designed to evaluate whether ratings were better related to D P or to p c . In Experiments 1-3, the information about the cue-outcome relationship was presented in a trial format. To address the concern of Buehner and Cheng (1997) over confounding reliability and power, Lober and Shanks used a large number of trials (56 or 60 trials, as compared with 16 in Buehner and Cheng) and obtained ratings after blocks of 10 or 20 trials. The strategy in these experiments was to keep p c constant and vary D P or to keep D P constant and vary p c . In Experiments 1 The data from Experiment 3, however, were consistent with power PC, in that ratings for a constant D P increased as p c increased. Experiments 4-6 were similar to Experiments 1-3, except that the cue-outcome relationship was presented in summary format. For the summary format, the data from all three experiments were at variance with power PC, in that judgments tracked D P, and not p c . Lober and Shanks concluded that "the power PC theory was unequivocally contradicted by the results obtained in these experiments" (p. 195). Vallée-Tourangeau, Murphy, and Drew (1997) also examined the effect of D P and p c on ratings. They found that judgments varied with changes in D P for a constant value of p c , and they concluded that their data "disconfirmed the predictions of the power PC theory" (p. 779). In a later paper, Vallée-Tourangeau et al. (1998) reported results similar to those of Buehner and Cheng (1997) . For a constant D P, judgments varied systematically with P(O |~C ).
Generative p c increased and preventive p c decreased as P(O |~C ) increased. This was the case for all values of D P, including D P 5 0. As was indicated earlier, Vallée-Tourangeau et al. (1998) were critical of the post hoc accounts provided by Buehner and Cheng for the effect of P(O |~C ) on ratings when D P 5 0. Allan and Jenkins (1983) used a discrete trial procedure, and Cheng concluded that, overall, their data were consistent with power PC. This conclusion was based on only nine comparison pairs selected by across all the experiments reported by Allan and Jenkins. Within each of these nine pairs, D P was constant, and P(O |~C ) varied. For seven of these nine comparisons, the generative rating was higher for the larger value P(O |~C ). It should be noted that although the majority of the pairs selected by Cheng were consistent with power PC, this result would not be significant according to a binomial test.
Allan and Jenkins (1983).
In fact, although not noted by , Experiment 3 in Allan and Jenkins (1983) provided data that were clearly at variance with power PC. In that experiment, observers were required to judge the influence of the movement of a joystick on the movement of a dot. At the beginning of a trial, the joystick was represented in its resting position on the left side of the computer screen, and the dot was present in the middle of the right side of the screen. On each trial, the joystick either moved or remained in its resting position (the cue), and then the dot either moved downward or remained stationary (the outcome). At the end of a series of 50 cue-outcome pairings, the observer rated the influence of joystick position on dot movement on a 40-point scale. Allan and Jenkins varied the contingency between joystick movement and dot movement (D P), the probability of dot movement [P(O)], and the probability of joystick movement [P(C)], resulting in 20 different trial sequences or problems (see Table 3 ). For 10 problems, P(C) 5 .5, and for 10 problems, P(C) 5 .7. There were 10 noncontingent (D P 5 0) problems and 10 contingent (D P . 0) problems, and for a fixed value of D P, P(O |~C ) was varied. Each observer rated each of the 20 problems, which were presented in a random order over two sessions.
The data from Experiment 3 in Allan and Jenkins (1983) are reproduced in Figure 3 . Mean influence is shown for each of the 20 problems. Influence judgments increased as D P increased but were also dependent on both P(O) and P(C). Two features of the data are inconsistent with power PC. First consider the 10 pairs in which both D P and P(O |~C ) were constant but P(C) varied (either .5 or .7).
Contrary to power PC, judgments were not constant with variations in P(C). Second, consider judgments for D P 5 0. Again, contrary to power PC, judgments were not constant but were dependent on both P(O |~C ) and P(C).
Trial Effects and Trial-Sequencing Effects
Cheng (1997) did not address data from experiments concerned with trial effects. At that time, there was ample evidence in the literature that covariation judgments changed over trials (see Allan, 1993; Shanks, 1993) . For example, Shanks (1985a Shanks ( , 1987 probed his observers for judgments a number of times during the sequential presentation of the cue-outcome pairings. He found that judgments became more positive across trials when the contingency was positive and became more negative across trials when the contingency was negative. When the contingency was zero, judgments first increased across trials and then decreased. The size of the deviation of the rating from zero depended on P(O): the higher the value P(O), the greater the deviation. Power PC (and also PCM) is not able to encompass systematic changes in ratings across trials. Although estimates of conditional probabilities become more accurate with increasing sample size, the mean estimate is independent of sample size. Thus, contrary to the data, power PC predicts that mean judgment should not change over trials.
Cheng (1997) also did not address data from experiments concerned with trial-sequencing effects (e.g., Yates & Curley, 1986) . In most causal learning studies, information from the four cells of Table 1 are evenly distributed throughout the trial sequence. Yates and Curley, and, more recently, Dennis and Ahn (2001) and López, Shanks, Almaraz, and Fernández (1998) manipulated the sequencing of the four trial types. These trial-sequencing experiments indicate that judgments usually are not based on information integrated over the entire trial sequence. Rather, the order in which the information is presented influences the judgment. For example, Dennis and Ahn found that judgments were more influenced by early trials than by late trials (a primacy effect). Although others (e.g., López et al., 1998) have reported that late trials were more important than early trials (a recency effect), there is general agreement that information is not integrated equally across all trials. Dennis and Ahn concluded that "at this stage, any order effect is beyond the boundary conditions of the power PC theory because the causal strength of an event is calculated over all available trials all at once when enough observations are assumed to have been accumulated" (p. 160).
Summary
The data in the literature, which Cheng (1997) relied on to make her case, do not in fact provide support for power PC. With regard to ratings when p c is undefined, there were no data available in the published literature to support power PC's prediction that observers would be uncertain. With regard to the effect of P(O |~C ) on ratings when D P 5 0, Cheng's post hoc explanations of the outcome density bias do not provide an adequate account of the deviations of the data from the predictions of power PC. With regard to the effect of P(O |~C ) on ratings when D P ¹ 0, Cheng's criticism of Wasserman et al. (1993) is unwarranted, and Allan and Jenkins's (1983) data, rather than supporting power PC, actually provide strong evidence against the model. Moreover, data available in the literature that were not in accord with the predictions of power PC were not cited (e.g., Levin et al., 1993; Wasserman et al., 1990) . Finally, putatively relevant data cited by Cheng have not been published.
Since the publication of Cheng (1997), Cheng and her colleagues (Buehner, 2001; Buehner & Cheng, 1997; Wu & Cheng, 1999) have reported new data, and they have concluded that these data are supportive of power PC. In fact, the data in these papers deviated from the predictions of power PC, and the authors relied on ad hoc explanations in an attempt to explain the deviations of the data from the predictions of power PC. Wu and Cheng were critical of the design of their own experiment. Buehner and Cheng (1997; Buehner, 2001) acknowledged that their data deviated from the predictions of Equations 4 and 5 but attributed these deviations to a conflation of reliability with causal strength and to the use of withinsubjects designs. These post hoc accounts either do not stand up to scrutiny or have not been empirically investigated.
Other researchers who have conducted experiments explicitly to evaluate power PC have concluded that, overall, their data deviated from the predictions of power PC (Lober & Shanks, 2000; Vallée-Tourangeau et al., 1997; Vallée-Tourangeau et al., 1998) . Also the data in the literature concerning trial effects (see Allan, 1993; Shanks, 1993) and trial-sequencing effects (e.g., Dennis & Ahn, 2001; López et al., 1998; Yates & Curley, 1986 ) cannot be encompassed by power PC. acknowledged that, for many of the experiments reported in the literature, the predictions of power PC are the same as the asymptotic predictions of RW. She concluded that when the predictions were different, power PC was superior to RW. It should be emphasized that Cheng's conclusion was based on the asymptotic predictions of RW and, also, on the original version of RW, rather than on more recent modifications of RW (e.g., Van Hamme & Wasserman, 1994) .
ASSOCIATIVE MODELS: RESCORLA-WAGNER
Preasymptotic Judgments
As was noted earlier, covariation judgments change over trials (see Allan, 1993; Shanks, 1993) . One of the strengths of associative models is that they predict both the course of acquisition and the final asymptotic level of judgments. According to RW, for example, a cue gains associative (predictive) strength only to the extent that it provides information about the occurrence of the outcome that was not available from another source. The change in the predictive strength of the outcome by the cue is proportional to the degree to which the outcome is unexpected or surprising given all the alternative cues present on that trial. More precisely, the predictive strength of a cue (V C ) for the outcome will change on each trial in which it is presented according to the standard linear operator equation (6) where DV C is the change in predictive strength of the cue, a and b are learning rate parameters that depend on the salience of the cue and the effectiveness of the outcome, respectively, l is the maximum amount of predictive strength supported by the outcome, and S V is the sum of the predictive strengths of all cues present on that trial. V C is assumed to be linearly related to performance.
The essence of RW is competition: There is a limit to the amount of predictive strength that an outcome can support. This limited amount of predictive strength is allocated among all the cues present on the trial: If one cue acquires more of the predictive strength available, all the other cues that are present at the same time must get less. Since a cue never occurs in isolation but is always compounded with alternative cues, the outcome is associated with the target cue and, also, with alternative cues. Contingency manipulations affect predictive strength of the target cue because of the competition for the predictive strength among the various associations formed, both with the target cue and with alternative cues.
V C will continue to change over trials until DV C is zero. When V C is at asymptote, V C 5 D P if b O (outcome present) 5 b~O (outcome absent). 6 That is, under some circumstances, the predictive strength of the target cue, as described by RW, is identical to the contingency between the cue and the outcome as described by D P (see Chapman & Robbins, 1990) . Thus, RW explains how a sensitivity to D P emerges from a process that does not explicitly represent D P.
RW, like the D P rule, stipulates that asymptotic V C is independent of P(O) and of P(C). These marginal probabilities, however, will affect preasymptotic V C according to RW. Figure 4 shows simulated RW acquisition functions for two of the zero contingencies in Allan and Jenkins (1983, Experiment 3) 
For each of these zero contingencies, curves were generated for P(C) 5 .5 and P(C) 5 .7. The simulations were for 50 trials, and the data were averaged over 25 runs, with trials randomly presented on each run. They were generated for an arbitrary set of parameter values: a C (salience of cue) 5 .9, a A (salience of alternative cues) 5 .35, b O 5 b~O 5 .2, l 5 1 on O trials, and l 5 0 on ~O trials. It is clear from Figure 4 that RW predicts that V C is positive on early trials even when D P 5 0 and that the size of V C depends on P(O |~C ) and on P(C).
That is, the RW model predicts a preasymptotic density bias. The size of the density bias depends on the values of the parameters. Thus, RW can readily accommodate the course of judgments over trials. Moreover, it provides an account for the frequently observed density bias. Within the framework of RW, one would expect to observe a density bias if the judgments were preasymptotic. Experiments that have tracked judgments over trials generally have shown that the density bias is present for preasymptotic judgments (see Allan, 1993) .
COMPARISON OF POWER PC AND RW
As was summarized by Allan (1993) and Shanks (1993) , human contingency judgments show cue interaction effects, such as blocking, overshadowing, conditioned inhibition, and relative cue validity. 7 Cheng (1997) acknowledged that for most cue interaction experiments reported in the literature, power PC and RW do not make differential predictions for asymptotic ratings. She specifically directed her attention toward experimental manipulations under which power PC and RW make different predictions. She cited three papers reporting data from her laboratory, which she claimed were at variance with RW but were consistent with power PC. Two of these papers have not been published (Fratianne & Cheng; Park & Cheng) . Thus, there was only one relevant published report (Yarlas, Cheng, & Holyoak, 1995) .
The experiments reported in Yarlas et al. (1995) were concerned with conditioned inhibition. In these experiments, Cue C was paired with the outcome, and Cue C compounded with Cue X (CX) was presented without the outcome. According to power PC, (7) will be negative, and therefore, p c will be preventive. For RW, DV X will be negative, because on CX trials, the outcome is absent and, therefore, l 5 0 (see Equation 6 ). Thus, both power PC and RW predict that Cue X would be established as a conditioned inhibitor. Yarlas et al. (1995) , as well as others (e.g., Chapman, 1991; Chapman & Robbins, 1990; Williams, 1995) , demonstrated that conditioned inhibition can be established in human judgment tasks.
Although both RW and power PC predict the acquisition of conditioned inhibition, they make different predictions regarding the extinction of a conditioned inhibitor. discussed two extinction procedures for conditioned inhibition. Under the direct procedure, only Cue X is presented, and the outcome is absent. According to power PC, Equation 5 would apply. Since P(O |~C~X ) 5 0, p X would be undefined. According to Cheng, the new uninterruptible information obtained about X under the direct extinction procedure would be ignored, and the value of X established during acquisition would not change. In contrast, RW predicts that a conditioned inhibitor would extinguish under the direct extinction procedure. On an extinction trial, l 5 0 and the parenthetical term in Equation 6 would be positive for the inhibitory Cue X. Thus, X should become less inhibitory, and judgments should become more positive. Contrary to RW, most studies with animal subjects have not been able to extinguish a conditioned inhibitor with the direct procedure (see Miller, Barnet, & Grahame, 1995) . Yarlas et al. (1995) reported a similar result for human observers: Judgments of X did not change when X was subjected to the direct extinction procedure.
Under the indirect extinction procedure, Cue C is presented alone, without the outcome. According to power PC, X will become less preventative, because D P in Equation 6, which had been negative, approaches 0 during indirect extinction. P(O | CX) remains 0, and P(O | C~X)
shifts from 1 to 0. According to RW, the inhibitory value of X will remain unchanged, since the strength of a cue does not change when the cue is not presented. Contrary to RW, most studies with animal subjects have shown a reduction in the inhibitory control by X after extinction of C (see Miller et al., 1995) . Yarlas et al. (1995) reported a similar result for human observers: Judgments of X became more positive after C was subjected to the indirect extinction procedure.
Within the context of associative models, the indirect extinction procedure is an example of retrospective revaluation. In the indirect extinction procedure, C is presented in extinction, and then the observer is asked to revaluate Cue X, which had not been presented during extinction. The original RW model does not provide a means for the predictive strength of an absent cue to change. However, a simple modification to RW, proposed by Van Hamme and Wasserman (1994) , provides for revaluation of a nonpresented cue and predicts that a conditioned inhibitor will be extinguished under the indirect extinction procedure. In this modified RW (MRW), the predictive strength of all cues are updated on all trials, even when a cue is not presented. Van Hamme and Wasserman (1994; Wasserman, Kao, Van Hamme, Katagiri, & Young, 1996) provided empirical data that showed that judgments changed over trials and that these changes occurred even on trials in which the cue was not presented.
MRW encompasses other retrospective revaluation data as well, such as backward blocking and recovery from overshadowing (e.g., Chapman, 1991; Dickinson & Burke, 1996; Shanks, 1985b; Wasserman & Berglan, 1998) , that raise problems for the original RW model. Since RW is a special case of the MRW, one might have expected to have compared power PC with the MRW model. In fact, MRW was not even mentioned by Cheng. Although Cheng did not reference Van Hamme and Wasserman (1994) , Cheng et al. (1996) did, and they were highly critical of MRW.
In the original RW model, the predictive strength of a cue does not change on cue-absent trials. That is, a in Equation 6 is positive ( 0 , a # 1) on cue-present trials and is zero on cue-absent trials. Van Hamme and Wasserman (1994) allowed a to be negative on cue-absent trials. That is, nonpresented cues have a negative salience. One criticism of MRW put forth by Cheng et al. (1996) is that by allowing a to be negative on cue-absent trials, RW loses its conceptual interpretation. In fact, Van Hamme and Wasserman
provided a justification for the negative a values on cueabsent trials. They suggested that the associative strength of a cue could change on trials in which the cue was absent but expected. For example, in the first phase of a backwardblocking experiment, two cues (A and B) are presented, whereas in the second phase, only one cue (A) is presented. According to MRW, B is expected on A-only trials by virtue of the association formed between the representations of B and A during Phase 1. In MRW, the direction of change in associative strength of an expected but absent cue is opposite to the direction of the change in associative strength of a cue that is actually presented. A trial analysis of Van Hamme and Wasserman's data provided support for MRW, in that a nonpresented cue did change its associative value in the opposite direction from a presented cue. Later, Dickinson and Burke (1996) and Wasserman and Berglan (1998) provided data indicating that formation of an association between Cue A and Cue B leads to the expectation that B will occur when A is presented. They showed that the value of a on cue-absent trials depended on the strength of the between-cue associations. Contrary to the claim of Cheng et al., RW does not lose its conceptual interpretation when a is allowed to assume a negative value when the cue is absent but expected. A second criticism put forth by Cheng et al. (1996) was that MRW, unlike the original model, is not interpretable as a connectionist model. Van Hamme and Wasserman (1994; Wasserman et al., 1996) , in fact, highlighted that Markman (1989) and Tassoni (1995) incorporated a similar modification within their connectionist models. Cheng et al. (1996) were also critical of MRW at an empirical level. They correctly noted that MRW does not address the failure of the prediction that a conditioned inhibitor should extinguish under the direct extinction procedure. This difficulty for RW (and MRW) is created by the assumption that excitation and inhibition are symmetrical opposites. The empirical lack of symmetry between conditioned excitation and conditioned inhibition has been widely recognized in the animal learning literature for years (see Miller et al., 1995) . Indeed, Wagner and Rescorla (1972) expressed some doubts about their symmetry assumption when they applied the model to conditioned inhibition: "Whether or not a model of Pavlovian conditioning without a special inhibitory process is generally tenable is a larger issue on which we have not committed ourselves" (p. 308). Alternative ways of conceptualizing conditioned inhibition within an associative framework have been proposed that would encompass the empirical data showing that the direct extinction procedure does not result in the extinction of a conditioned inhibitor (e.g., Miller & Matzel, 1988; Rescorla, 1979; Wagner, 1981) .
The main focus in Cheng et al. (1996) with regard to empirical failures of MRW was that the predictions were not in accord with Park and Cheng's overexpectation data. As we noted earlier, these data have never been published. indicated that she would concentrate on RW, rather than on more recent associative models, because RW has been the most influential associative model for the past quarter century. As has been documented by Siegel and Allan (1996) , the model indeed has been spectacularly successful. However, despite its successes, the model also has failed to account for some of the empirical data that have been reported during the past quarter century (see Miller et al., 1995) . Extinction of conditioned inhibition is one such example. One of the successes of the model, which is emphasized by Miller et al., has been its influence on new model development. To ignore these new developments when assessing associative models, as did, is to ignore progress.
CONCLUSIONS
The data in the literature that Cheng (1997) relied on to make her case did not in fact provide support for power PC. In the intervening years, Cheng and her colleagues (Buehner, 2001; Buehner & Cheng, 1997; Wu & Cheng, 1999) have reported new data, and they have concluded that these data were supportive of power PC. In fact, the data in these papers deviated from the predictions of power PC, and the authors invoked ad hoc explanations in an attempt to explain the deviations of the data from the predictions of power PC. Other researchers, who have conducted experiments explicitly to evaluate power PC, have concluded that, overall, power PC did not provide an adequate account of their data (e.g., Lober & Shanks, 2000; Vallée-Tourangeau et al., 1997; Vallée-Tourangeau et al., 1998) . Also power PC is unable to encompass trial effects (see Allan, 1993; Shanks, 1993) and trial-sequencing effects (e.g., Dennis & Ahn, 2001; López et al., 1998; Yates & Curley, 1986 ). claim that power PC provided a better account than did RW relied largely on unpublished data from her laboratory. In her criticisms of RW, she minimized one of the strengths of associative modelsnamely, their ability to describe not only final judgments, but also the trial-by-trial changes in those judgments. In contrast to power PC, RW predicts the frequently observed density bias for preasymptotic judgments. concluded that "the results uniquely support the power PC theory" (p. 367). Our evaluation indicates that they do not. Although modifications to RW have provided accounts for originally troublesome data, such as backward blocking and the indirect extinction of a conditioned inhibitor, other challenges remain (see Miller et al., 1995) . Our contention is simply that Cheng's criticisms of RW ignore important strengths of the model and are based on the original model, rather than on more recent modifications to the model.
