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Abstract—In this paper, we consider the network utility
maximization problem with various user priorities via jointly
optimizing user association, load distribution and power control
in a load-coupled heterogeneous network. In order to tackle the
nonconvexity of the problem, we first analyze the problem by
obtaining the optimal resource allocation strategy in closed form
and characterizing the optimal base station load distribution
pattern. Both observations are shown essential in simplifying
the original problem and making it possible to transform the
nonconvex load distribution and power control problem into
convex reformulation via exponential variable transformation. An
iterative algorithm with low complexity is accordingly presented
to obtain a suboptimal solution to the joint optimization problem.
Simulation results show that the proposed algorithm achieves
better performance than conventional approaches.
Index Terms—User association, load-coupled networks, power
control, heterogeneous networks.
I. INTRODUCTION
To meet the growing demand for high data rate transmission
and seamless coverage in wireless communications, heteroge-
neous deployment is introduced in the 5G network [2]–[6]. In
heterogeneous networks (HetNets), small base stations (BSs)
are deployed to offload the traffic for users in high user density
area. The small BSs usually share the same frequency band
as macro BSs to improve overall spectrum efficiency of the
entire network.
User association has been one of the main challenges in
the deployment of HetNets. Conventionally, a typical scheme
is based on the Max-SINR (signal-to-interference-plus-noise
ratio) rule, i.e., each user is associated with the BS that
provides the highest SINR. Although the Max-SINR rule
is straightforward, it simply prevents the incorporation of
multiple network requirements such as load balancing and
minimal rate constraints. To overcome this shortcoming, the
earlier works [7], [8] focused on the total transmit power
minimization problem with individual user rate constraints
in terms of minimal SINR requirements. On the other hand,
there are a number of works aiming at the overall through-
put maximization [9]–[13]. A more general network utility
maximization problem was proposed in [14], which utilized
the logarithmic utility function and proved that equal resource
allocation is in fact optimal. Then, the logarithmic utility
maximization problem for joint user association and power
control was studied in [15]. Recently, [16] further studied the
user association problem with various user priorities.
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Since HetNets are ususlly based on orthogonal frequency-
division multiplexing (OFDM), both resource allocation and
power control are essential for inter-cell interference sup-
pression. In HetNets, the load (average utilization level of
the time-frequency resource blocks) conditions in macro BSs
and small BSs are in most case coupled. A realistic load-
coupled model was proposed in [17]–[20], which took into
account the effect of the load conditions in terms of inter-cell
interference. In [21], it was shown that this load-coupled model
well models a multi-cell network. There are many works
considering the load-coupled model in HetNets [22]–[25]. In
[22], a utility maximization framework for data offloading in
load-coupled HetNets was proposed. The problem of setting
cell load levels for maximizing the overall system utility
was investigated in [23]. The above existing works [22]–
[25] all assumed fixed user association in the load-coupled
HetNet even though proper user association plays a critical
role in achieving enhanced network performance especially in
HetNets. Recently, the sum load minimization and maximum
load minimization were studied in [26] with user association in
load-coupled HetNets. However, [26] assumed fixed transmit
power of BSs even though power control strategy is critical in
HetNets for intra/inter-cell interference control.
In this paper, we consider joint user association, load dis-
tribution and power control for a load-coupled HetNet, where
a logarithmic utility objective is maximized for users having
different priorities. Since the logarithmic utility maximization
problem with nonlinear equalities and discrete constraints is
nonconvex, it is in general difficult to achieve the optimal
solution. We decompose the logarithmic utility maximization
problem into three stages to obtain a suboptimal solution.
We first find the optimal user association with fixed load
distribution and power control. Then, we obtain the optimal
load distribution and power control assuming equal power
among users within the same cell. On top of it, the inner-
cell power allocation is optimized to further exploit multiuser
diversity.
The joint problem of user association and power control
with unequal user priorities can partly be treated by using
the existing methodologies in [14]–[16], i.e., the idea is to
iteratively conduct the user association method with fixed
power, and then a power control method under fixed user
association. All these methods, however, only partly solve the
problem even without guarantee in obtaining local optimum.
This is fundamentally due to the nonconvexity of the joint
optimization problem, which is challenging to deal with as
evidenced in [14]–[16]. Apparently, even the subproblems in
existing methods do not embrace the convexity property, thus
they can not be exploited to solve the problem in a better way,
e.g., efficiently and optimally. From this perspective, we trans-
2form the nonconvex power control subproblem in [15] into an
equivalent convex problem, which can be optimally solved.
Moreover, we propose a method to solve the user association
subproblem optimally with polynomial complexity, while it
is solved with polynomial complexity in [16] suboptimally. In
addition to user association and power control, time-frequency
resource allocation is another technique to manage inter-
cell interference. The joint design of user association, load
distribution and power control can achieve better performance.
Since the user association variable, load variable and power
variable are coupled in both the utility objective function and
the average SINR formulation, the joint optimization problem
becomes even more complicated.
In detail, the main contributions in this paper are summa-
rized as follows:
1) We formulate a logarithmic utility maximization prob-
lem for a load-coupled HetNet, and show that the opti-
mal resource allocation for users is proportional to user
priorities. With this finding, we devise a low-complexity
distributed algorithm via dual decomposition to obtain
the optimal user association with fixed load distribution
and power control.
2) It is revealed that the optimal BS load distribution is
strictly binary, i.e., the BS is either fully loaded or shut
down, for maximizing the network utility function. The
optimal load distribution helps us transform the original
nonconvex power control problem into a convex one by
applying some variable transformations.
3) The logarithmic utility can be further enhanced by using
power control within each cell. With inner-cell unequal
power allocation, the performance of both low-rate users
and high-rate users can be accordingly improved.
This paper is organized as follows. In Section II, we
introduce the system model and provide the sum utility
maximization problem formulation. Section III provides the
optimal conditions of sum utility maximization, and proposes
an iterative user association, load distribution and power
control algorithm. In Section IV, we provide the sum utility
maximization problem with inner-cell unequal power alloca-
tion and propose a dual method to obtain the optimal resource
allocation and power control. Numerical results are displayed
in Section V and conclusions are finally drawn in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
Consider a downlink HetNet with I BSs and J users,
as illustrated in Fig. 1. Let I = {1, 2, · · · , I} and J =
{1, 2, · · · , J} be the sets of all BSs and users, respectively.
Denote xij as the association for BS i and user j, i.e., xij = 1
when user j is associated with BS i; otherwise, xij = 0.
Assuming that each user is associated with only one BS, it
gives ∑
i∈I
xij = 1, ∀j ∈ J . (1)
Let yij denote the fraction of time-frequency resource
blocks allocated to user j by BS i. Assume that all BSs
in different tiers share the same number of time-frequency
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Fig. 1. System model.
resource blocks, of which the total number is K . A number
of Kyij time-frequency resource blocks are allocated to user
j. Obviously, yij > 0 if and only if user j is associated with
BS i, which implies that yij ≤ xij . Assume that multiple
users associated to the same BS are allocated with orthogonal
time-frequency resource blocks. Denote the load of BS i by
di, which is defined to be the proportion of time-frequency
resource blocks consumed by BS i due to serving all users
associated with it [19]. The load, di, of BS i can be evaluated
by summing the fractions of time-frequency resource blocks
occupied by users associated with the BS, i.e.,
di =
∑
j∈J
yij ≤ 1, ∀i ∈ I. (2)
The load-coupled model is helpful in characterizing the
inter-cell interference especially for a multi-cell network with
OFDM [19], [21]. Denote pi as the transmit power of BS i on
each resource block. It is assumed that the transmit power of
BS i is the same for all users associated with BS i. The case
that users in the same cell are allocated with unequal transmit
power is discussed in Section IV. Given that the resource
blocks are allocated to users randomly and we consider the
long-term average interference from other BSs, the average
SINR of user j associated with BS i can be expressed as [19]
ηij =
pigij∑
k∈I\{i} dkpkgkj + σ
2
, (3)
where gij is the channel gain from BS i to user j and σ
2
represents the power of the additive white Gaussian noise
(AWGN) on each resource block. Since BS k (k 6= i) with
high load level results in that BS k utilizes the same time-
frequency resource blocks as BS i with high probability, dk
can be interpreted as the probability of receiving interference
from BS k across all the time-frequency resource blocks [19].
Thus, the term dkpkgkj ∈ [0, pkgkj ] is interpreted as the
average interference taken over time and frequency for all
transmissions. Formula (3) with averaged interference power
evaluated by load variables has been shown to give a good
approximation for a multi-cell network especially at high data
arrival rates [21]. Note that this formulation has also been
used in a number of applications like in [22]–[26] because of
its good structure with high accuracy characterizing inter-cell
3interference. The achievable rate, rij , of user j associated with
BS i can be formulated as
rij = KByij log2(1 + ηij), (4)
where B is the bandwidth of each time-frequency resource
block. Note that ηij defined in (3) is an average SINR, and
the achievable rate rij in (5) can be regarded as a lower bound
of the average achievable rate due to the convexity of function
log2
(
1 + 1
x
)
. Owing to the fact that user j can be associated
with any single BS, the effective rate of user j is written as
rj =
∑
i∈I
rij = KB
∑
i∈I
yij log2(1 + ηij). (5)
B. Problem Formulation
We aim at network utility maximization via adjusting user
association, load distribution and power control with different
user priorities, where the priority of user j is denoted by ωj .
Here, ωj is a positive constant, which reflects the physical
feature of user j. Now it is ready to formulate the utility
maximization problem as
max
x,y,p
∑
j∈J
ωjU
(
KB
∑
i∈I
yij log2(1 + ηij)
)
(6a)
s.t. ηij =
pigij∑
k∈I\{i} dkpkgkj + σ
2
, ∀i ∈ I, j ∈ J (6b)
∑
i∈I
xij = 1, ∀j ∈ J (6c)
di =
∑
j∈J
yij , ∀i ∈ I (6d)
0 ≤ pi ≤ Pi, ∀i ∈ I (6e)
0 ≤ di ≤ 1, ∀i ∈ I (6f)
0 ≤ yij ≤ xij , xij ∈ {0, 1}, ∀i ∈ I, j ∈ J , (6g)
where x = [x11, · · · , x1J , · · · , xIJ ]T is the user association
vector, y = [y11, · · · , y1J , · · · , yIJ ]T is the resource allo-
cation vector, p = [p1, · · · , pI ]T is the power control vector,
U(·) is the utility function, and Pi is the maximal transmit
power of BS i on each resource block.
In order to realize proportional fairness, we choose the
logarithmic utility function U(x) = log2(x), ∀j ∈ J as
in [14]–[16]. The logarithm function is concave which has
diminishing returns. This property encourages load balancing
and fairness among users. Since problem (6) with nonlinear
equalities (6b) and discrete constraints (6g) is nonconvex, it is
in general difficult to obtain the global optimum.
III. JOINT USER ASSOCIATION, LOAD DISTRIBUTION AND
POWER CONTROL
In this section, we first provide the optimal conditions for
the resource allocation and the load of each BS. Then, a joint
optimization algorithm is proposed with iterative mechanism.
The analysis of complexity is also provided for comparison.
A. Optimal Conditions for the Resource Allocation and the
Load Distribution
In order to facilitate the solution to problem (6), we here
first present some interesting observations in the following
Theorem 1 on the optimal condition of the resource allocation
and Theorem 2 on the optimal strategy for BS loading. Note
that both two theorems help us simplify the procedure of
solving the problem in (6) without loss of optimality.
Theorem 1: Let the optimal solution to problem (6) be
(x∗, y∗, p∗). The optimal resource allocation vector satisfies
y∗ij =
ωjx
∗
ijd
∗
i∑
l∈J ωlx
∗
il
, ∀i ∈ I, j ∈ Ji, (7)
where d∗i =
∑
j∈J y
∗
ij , and we define
ωjx
∗
ijd
∗
i∑
l∈J ωlx
∗
il
= 0 for the
case d∗i = 0, x
∗
ij = 0, ∀j ∈ J .
Proof: Please refer to Appendix A. 
Theorem 1 states that the optimal resource allocation is
proportional to the user priority, while it is independent of
the SINR distribution. It is obvious that user with higher
priority intends to be allocated with a larger fraction of
resource blocks. For the special case with equal priorities, i.e.,
ω1 = · · · = ωJ , we can observe that the optimal resource
allocation (7) becomes y∗ij =
x∗ijd
∗
i∑
l∈J x
∗
il
, which means that the
optimal allocation is uniform for users served by that BS.
This observation agrees with the previous conclusion in [14,
Theorem 1] as a special case when all the priorities are the
same.
Theorem 2: For problem (6), the optimal load for a BS is
always binary, i.e., d∗i =
∑
j∈J y
∗
ij ∈ {0, 1}, ∀i ∈ I. It implies
that the optimal load distribution in the network is that each
BS operates best at either full load, i.e., d∗i = 1, or zero load,
i.e., d∗i = 0.
Proof: Please refer to Appendix B. 
From the network interference control perspective, each BS
operating in the binary on-off status can definitely reduce the
number of active BSs within the network, and hence inter-cell
interference in the network can be somewhat suppressed. How-
ever, from the user association perspective, each user is likely
to be associated with its nearest BS which definitely enjoys
the best wireless channel gains. Therefore, it is interesting, but
not obvious, to see that the best BS load distribution within
the networks is strictly restricted to be binary for maximizing
the entire network utility. Theorem 2 implies that the resource
of a BS should be either fully used or the BS is shut down in
order to maximize the network utility. This conclusion can be
instructive for actual operation of a HetNet. Moreover, this
observation fortunately obeys the rules for green networks
where the smallest number of activated BSs can meanwhile
save power consumption of the entire network.
Now we look at the original problem in (6) which is
combinational due to the binary variable xij . Solving a combi-
national problem is usually impossible even for a modest-sized
cellular network [27]. We here temporarily adopt the fractional
user association relaxation, where association variable xij can
take on any real value in [0,1]. It is important to note that the
relaxation fortunately does not cause any loss of optimality
to the final solution to the original problem in (6). We will
4later show that the optimal solution to xij must be either 1
or 0 even though the feasible region of xij is relaxed to be
continuous. Given the optimal resource allocation in (7), the
relaxed problem (6) can be formulated as
max
x,d,p
∑
i∈I
∑
j∈J
ωjxij log2
(
KBωjdi log2(1 + ηij)∑
l∈J ωlxil
)
(8a)
s.t. ηij =
pigij∑
k∈I\{i} dkpkgkj + σ
2
, ∀i ∈ I, j ∈ J (8b)
∑
i∈I
xij = 1, ∀j ∈ J (8c)
0 ≤ di ≤ 1, ∀i ∈ I (8d)
0 ≤ pi ≤ Pi, ∀i ∈ I (8e)
xij ≥ 0, ∀i ∈ I, ∀j ∈ J , (8f)
where d = [d1, · · · , dI ]T is the load distribution vector.
From Theorem 2, the loads of some BSs can be zeros. For
the case with di = 0 and xij = 0, ∀j ∈ J , we define
xij log2
(
Bωjdi log2(1+ηij)∑
l∈J ωlxil
)
= 0, ∀j ∈ J . The equivalence
of (6a) and (8a) follows from (36) in Appendix B.
Note that problem (8) is still nonconvex, obtaining the
globally optimal solution is a difficult task. Instead of aiming
at the global optimality, we present an iterative algorithm for
solving the nonconvex problem.
B. User Association with Fixed Load Distribution and Power
Control
Constraints (8b), (8d) and (8e) correspond only to variables
d and p. Considering fixed d in Theorem 2 and assuming fixed
p, problem (8) becomes
max
x
∑
i∈I
∑
j∈J
ωjxij log2
(
KBωjdi log2(1 + ηij)∑
l∈J ωlxil
)
(9a)
s.t.
∑
i∈I
xij = 1, ∀j ∈ J (9b)
xij ≥ 0, ∀i ∈ I, ∀j ∈ J . (9c)
Theorem 3: Even though problem (9) with discrete con-
straints xij ∈ {0, 1}, ∀i ∈ I, j ∈ J , is nonconvex, the
optimal solution to problem (9) can be effectively solved
via its dual problem, while satisfying the discrete constraints
xij ∈ {0, 1}, ∀i ∈ I, j ∈ J .
Proof: Let cij , ωj log2(KBωjdi log2(1 + ηij)) and de-
note Ni ,
∑
j∈J ωjxij . We rewrite (9) in the following
equivalent form
max
x,N
∑
i∈I
∑
j∈J
cijxij −
∑
i∈I
Ni log2(Ni) (10a)
s.t.
∑
i∈I
xij = 1, ∀j ∈ J (10b)
Ni =
∑
j∈J
ωjxij , ∀i ∈ I (10c)
xij ≥ 0, Ni ≥ 0, ∀i ∈ I, j ∈ J , (10d)
where N = [N1, · · · , NI ]T . Since
− ∂
2Ni log2(Ni)
∂N2i
= − 1
(ln 2)Ni
≤ 0, (11)
(10a) is concave. Considering that constraints (10b)-(10d) are
all linear, problem (10) is convex.
Denoting µ = [µ1, · · · , µI ]T as the Lagrange multiplier
vector associated with constraints (10c), we obtain the dual
problem of (10) as
min
µ
D(µ) = fx(µ) + gN (µ), (12)
where
fx(µ) =


max
x
∑
i∈I
∑
j∈J
(cij − ωjµi)xij
s.t.
∑
i∈I
xij = 1, ∀j ∈ J
xij ≥ 0, ∀i ∈ I, j ∈ J ,
(13)
and
gN (µ) =
{
max
N
∑
i∈I
Ni(µi − log2(Ni))
s.t. Ni ≥ 0, ∀i ∈ I.
(14)
The constraints in convex problem (10) are all linear, and
thus the Slater condition holds [28]. Therefore, the primal
problem (10) can be equivalently solved by its dual problem
in (12) with zero dual gap, i.e., the optimal value of (10) and
(12) is the same.
Because both objective and constraints can be decoupled,
these two sub-problems (13) and (14) can be solved in a
distributed manner. Each user measures cij by using the pilot
signals and receives the value of µi broadcast by each BS. By
solving linear problem (13), the optimal user association for
each user is directly given as
xij(t+ 1) =
{
1, if i = argmax
k∈I
(ckj − ωjµk(t))
0, otherwise,
(15)
where t is iteration number.
Each BS updates the new value of Ni and µi in two steps.
In the first step, Ni is updated by
Ni(t+ 1) = e
(ln 2)µi(t)−1, (16)
which is the solution to convex problem (14). In the second
step, to solve the dual optimization problem (12), we use the
gradient method to update Lagrange multiplier µi according
to
µi(t+1)=µi(t)−θ(t)

Ni(t+ 1)−∑
j∈J
ωjxij(t+ 1)

 , (17)
where θ(t) > 0 is a dynamically chosen stepsize sequence. We
can adopt the typical self-adaptive scheme of [29] to chose the
dynamic stepsize.
In summary, by iteratively updating primary variables and
dual variables, the dual gradient projection (DGP) algorithm
yields the optimal solution to the primal user association
problem in (9). According to (15) in each iteration, the optimal
solution to xij in problem (9) automatically satisfies the
discrete constraints xij ∈ {0, 1}, ∀i ∈ I, j ∈ J . 
5C. Load Distribution and Power Control with Fixed User
Association
Since constraints (8c) and (8f) are only determined by user
association x, the load distribution and power control problem
(8) with fixed user association x can be expressed as
max
d,p
∑
i∈I
∑
j∈J
ωjxij log2 (di log2(1 + ηij)) + C (18a)
s.t. ηij =
pigij∑
k∈I\{i} dkpkgkj + σ
2
, ∀i ∈ I, j ∈ J (18b)
0 ≤ di ≤ 1, ∀i ∈ I (18c)
0 ≤ pi ≤ Pi, ∀i ∈ I, (18d)
where C defined in (38) in Appendix B is a constant.
According to Lemma 1 in Appendix B, a BS should operate
at full load if there exists at least one user associated to this BS,
otherwise the BS shuts down, or equivalently with zero load.
This is reasonable and straightforward, because it is always
energy saving to shut off a BS if there is no preferred user
associated with this BS. Since the optimal d can be obtained
from Lemma 1, we only need to obtain the optimal p of
problem (18). In the following, we obtain the optimal solution
to problem (18) by transforming it into an equivalent convex
problem.
Obviously, if d∗i = 0, we obtain pi = 0 and xij = 0, ∀j ∈
J . Thus, we only need to solve the power control problem
for BSs with full load. Denote A as the set of BSs with full
load, i.e., A = {i ∈ I|d∗i = 1}, which has been directly
determined through the user association solution. Let Ji =
{j ∈ J |xij = 1} denote the set of users associated with BS
i. Owing to the fact that each user is associated with one
BS, there exists only one i ∈ A such that xij = 1 for any
user j ∈ J . Accordingly, for notational convenience, we can
use ηj to replace ηij , ∀j ∈ Ji, without loss of generality.
Treating ηj as new variable, problem (18) with the optimal
load distribution is equivalent to the following problem:
max
p,η
∑
i∈A
∑
j∈Ji
ωj ln (ln(1 + ηj)) (19a)
s.t. 0≤ηj≤ pigij∑
k∈A\{i} pkgkj+σ
2
, ∀i ∈ A, j ∈ Ji (19b)
0 ≤ pi ≤ Pi, ∀i ∈ A, (19c)
where η = [η1, · · · , ηJ ]T .
Obviously, problem (19) is nonconvex due to constraints
(19b). To address the difficulty, we introduce some exponential
variable transformations, which have two advantages. The
first advantage is that the constraints ηj ≥ 0 and pi ≥
0 can be implicitly removed. The other advantage is that
nonconvex constraints (19b) can be transformed into convex
constraints and objective function (19a) remains concave after
the transformations. Due to the above two advantages, the
original nonconvex problem (19) can be transformed into a
convex problem through the following exponential variable
transformation.
Letting ηj = e
uj and pi = e
vi , ∀i ∈ A, j ∈ Ji, (19b) can
be replaced by
euj−vi+bj +
∑
k∈A\{i}
euj+vk−vi+akj ≤ 1, ∀i ∈ A, j ∈ Ji,
(20)
where akj = ln
gkj
gij
, and bj = ln
σ2
gij
, ∀j ∈ Ji. Denote wj =
uj − vi + bj , and sij = uj + vi − vk + aij , ∀i, k ∈ A, i 6=
k, j ∈ Jk. Then, problem (19) is equivalent to
max
u,v,w,s
∑
i∈A
∑
j∈Ji
ωj ln (ln(1 + e
uj )) (21a)
s.t. ewj +
∑
k∈A\{i}
eskj ≤ 1, ∀i ∈ A, j ∈ Ji (21b)
wj = uj − vi + bj , ∀i ∈ A, j ∈ Ji (21c)
sij=uj+vi−vk+aij , ∀i, k ∈ A, i 6= k, j ∈ Jk
(21d)
vi ≤ ln(Pi), ∀i ∈ A, (21e)
where u = {uj}j∈J , v = {vi}i∈A, w = {wj}j∈J , and s =
{sij}i,k∈A,i6=k,j∈Jk .
Since
∂2 ln(ln(1 + euj ))
∂u2j
=
euj (ln(1 + euj )− euj )
(1 + euj )2 ln2(1 + euj )
,
and ln(1 + euj ) − euj < 0, the objective function (21a) is a
concave function. Further considering the fact that constraints
of problem (21) are all convex, problem (21) is a convex prob-
lem, which can be effectively solved by the well-established
methods [28].
Instead of using the interior-point method, we here adopt
the dual method with low complexity to obtain the optimal
solution to problem (21). The Lagrangian function of problem
(21) is
L2(u, v,w,s,α,β,λ,ζ ) =
∑
i∈A
∑
j∈Ji
ωj ln (ln(1 + e
uj ))
−
∑
i∈A
∑
j∈Ji
αj

ewj + ∑
k∈A\{i}
eskj − 1


−
∑
i∈A
∑
j∈Ji
βj(wj−uj+vi−bj)−
∑
i∈A
ζi(vi−ln(Pi))
−
∑
i,k∈A,i6=k
∑
j∈Jk
λij(sij−uj−vi+vk−aij),
whereα = {αi}j∈J , β = {βj}j∈J , λ = {λij}i,k∈A,i6=k,j∈Jk ,
and ζ = {ζi}i∈A. α ≥ 0, β , λ and ζ ≥ 0 are Lagrange
multipliers associated with the corresponding constraints of
problem (21).
By using the dual method, the optimal solution to problem
(21) is obtained by iteratively optimizing primal variables
(u,v,w,s) with fixed dual variables (α,β,λ,ζ ), and updat-
ing dual variables (α,β,λ,ζ ) with fixed primal variables
(u,v,w,s). The details are given in Appendix C.
6Algorithm 1 Iterative user association, load distribution and
power control (IULP) algorithm
1: Initialize any feasible solution (x(0), d(0), p(0)) of problem
(8), the tolerance ξ, the iteration number t = 1, and the
maximal iteration number Tmax.
2: Compute objective value V
(0)
obj = V¯ (x
(0), d(0), p(0)), where
V¯ (x,d,p)=
∑
i∈I
∑
j∈J ωjxij log2
(
KBωjdi log2(1+ηij)∑
l∈J ωlxil
)
.
3: Obtain the optimal x(t) of problem (8) with fixed
(d(t−1), p(t−1)) by solving (9).
4: Obtain the optimal (d(t), p(t)) of problem (8) with fixed
x(t) by solving (19).
5: Compute objective value V
(t)
obj = V¯ (x
(t), d(t), p(t)). If∣∣∣V (t)obj − V (t−1)obj ∣∣∣ /V (t−1)obj < ξ or t > Tmax, output
x∗ = x(t), d∗ = d(t), p∗ = p(t) and terminate. Otherwise,
set t = t+ 1 and go to step 3.
D. Iterative User Association, Load Distribution and Power
Control Algorithm
We present the iterative algorithm in Algorithm 1, which
is referred as iterative user association, load distribution and
power control (IULP) algorithm.
Theorem 4: Assuming Tmax → ∞, the sequence (x, d, p)
generated by IULP algorithm converges.
Proof: Please refer to Appendix D. 
IV. OPTIMIZATION WITH INNER-CELL UNEQUAL POWER
ALLOCATION
In Section II, we assume that each BS transmits with the
same power for the associated users. However, the equal power
control strategy could be less efficient especially when the
channel gains for different users associated with the same
BS are quite different. According to the well-known textbook
[30, Section 5.3.3] as well as the literatures, e.g., [31]–[35],
the system capacity can be enhanced with unequal power
allocation. In the following, we consider the case that each
BS transmits with different power for different users.
Denote (x∗, d∗, p∗) as the solution to IULP algorithm. Let
Ji = {j ∈ J |x∗ij = 1} and A = {i ∈ I|d∗i = 1} be the
set of users associated with BS i and the BS set operating at
full load, respectively. The load d∗i of BS i is defined to be
the proportion of time-frequency resource blocks consumed in
BS i due to serving all users in Ji. According to Theorem 2,
d∗i ∈ {0, 1}, ∀i ∈ I. When d∗i =
∑
j∈Ji
yij = 0, we can
obtain yij = 0, ∀j ∈ Ji. Thus, we only need to consider the
resource allocation and power control of BSs in A.
We use pij to denote the allocated power to user j ∈ Ji
associated with BS i on each resource block. Assume that the
average transmit power of BS i ∈ A on each resource block
is fixed as: ∑
i∈Ji
yijpij = p
∗
i , ∀i ∈ A. (22)
The SINR expression of user j ∈ Ji is
ηij =
pijgij∑
k∈I\{i} d
∗
kp
∗
kgkj + σ
2
, ∀i ∈ A, j ∈ Ji. (23)
Since d∗k ∈ {0, 1} and p∗k = 0 for d∗k = 0, we can obtain∑
k∈I\{i} d
∗
kp
∗
kgkj =
∑
k∈A\{i} p
∗
kgkj .
With fixed user association, load distribution and average
transmit power of each BS, it is ready to formulate the utility
maximization problem as
max
y¯,p¯
∑
i∈A
∑
j∈Ji
ωj log2
(
KByij log2
(
1 +
pijgij
Iij
))
(24a)
s.t.
∑
j∈Ji
yij = 1, ∀i ∈ A (24b)
∑
i∈Ji
yijpij = p
∗
i , ∀i ∈ A (24c)
yij ≥ 0, pij ≥ 0, ∀i ∈ A, j ∈ Ji, (24d)
where y¯ = {yij}i∈A,j∈Ji , p¯ = {pij}i∈A,j∈Ji and Iij =∑
k∈A\{i} p
∗
kgkj + σ
2, ∀i ∈ I, j ∈ Ji.
According to the assumption that the average transmit power
of each BS is fixed, the resource allocation and power control
of each BS is independent with other BSs. Due to the nonlinear
constraints in (24c), we introduce new power variables qij =
yijpij , ∀i ∈ A, j ∈ Ji. Then, the utility maximization problem
of BS i ∈ A can be equivalent to
max
yi,qi
∑
j∈Ji
ωj ln
(
yij ln
(
1 +
qijgij
Iijyij
))
(25a)
s.t.
∑
j∈Ji
yij = 1 (25b)
∑
i∈Ji
qij = p
∗
i (25c)
yij ≥ 0, qij ≥ 0, ∀j ∈ Ji, (25d)
where yi = {yij}j∈Ji , and qi = {qij}j∈Ji .
Obviously, g(qij) , ln
(
1 +
qijgij
Iij
)
is concave with re-
spect to (w.r.t.) qij . According to the property of perspective
function [28, Section 3.2.6], g¯(yij , qij) , yijg
(
qij
yij
)
=
yij ln
(
1 +
qijgij
Iijyij
)
is concave w.r.t. (yij, qij ). Since (25a) is a
nonnegative weighted sum of concave functions, we can find
that (25a) is concave w.r.t. (yi, qi). As a result, problem (25)
is a convex problem, of which the globally optimal solution
can be obtained by using the dual method.
The Lagrange function in problem (25) can be written by
L3(y i, qi, ψi, φi) =
∑
j∈Ji
ωj ln
(
yij ln
(
1 +
qijgij
Iijyij
))
−ψi

∑
j∈Ji
yij − 1

− φi
(∑
i∈Ji
qij − p∗i
)
,
where ψi and φi are the Lagrange multipliers associated with
(25b) and (25c), respectively. To solve convex problem (25)
with the dual method, the details of optimizing the primal
variables with fixed dual variables and updating the dual
variables under given optimized primal variables are provided
in Appendix E.
7V. COMPLEXITY ANALYSIS
A. User Association with Unequal User Priorities
To obtain the optimal user association via DGP algorithm
(15)-(17), the complexity is O(LDGIJ), where LDG is the av-
erage number of iterations by the gradient projection method.
Regarding approximate belief propagation (ABP) algorithm to
obtain a near optimal solution in [16], the main computational
complexity lies in the computation of message passed from the
BS to users, which involves O(J) combinations. Since in each
iteration every BS passes the message, the total complexity
of ABP algorithm is O(LABIJ), where LAB denotes the
total iteration number. According to [16], the optimal user
association can be obtained by using exact belief propaga-
tion (EBP) algorithm. From [16], the complexity of EBP is
O(LEBIJ2J), where LEB denotes the total iteration number
of EBP algorithm. Note that the user association algorithms
ABP and EBP in [16] as well as the DGP are all distributed.
B. Joint User Association, Load Distribution and Power Con-
trol
For the proposed IULP algorithm, the major complexity lies
in solving two subproblems: user association problem, load
distribution and power control problem. The user association
problem is solved by DGP algorithm. For the load distri-
bution and power control problem, the algorithm presented
in Section III-C is denoted by LDPC algorithm. In LDPC
algorithm, the complexity of computing u(t+1) from (45) is
O(IJ log2(1/ǫ1)), where O(log2(1/ǫ1)) is the complexity of
using bisection method to compute the inverse function f−1(·)
for accuracy ǫ1. Then, the complexity of LDPC algorithm is
O(LLDIJ log2(1/ǫ1)), where LLD is the average number of
iterations by using LDPC algorithm. Thus, the total complexity
of IULP algorithm is O(LIULDGIJ +LIULLDIJ log2(1/ǫ1)),
where LIU is the average number of iterations by using IULP
algorithm. According to [29, Page 390], a sharp estimate of
both LDG and LLD can be expressed as O(1/√ǫ0), where
ǫ0 is the accuracy of the dual method. In this section, we
set ǫ0 as the accuracy of all dual methods. Thus, the total
complexity of IULP algorithm can be further simplified as
O(LIUIJ log2(1/ǫ1)/
√
ǫ0). As for iterative BS association
and power control (IBAPC) algorithm in [15], we know from
[15] that this algorithm consists of solving two subproblems:
BS association problem solved by using the dual coordinate
descent method, and power control problem solved with
Newton’s method. According to [15], each iteration has a
complexity of O(LDCIJ+LNMI2J), where LDC = O(1/√ǫ0)
and LNM are the numbers of iterations required by the dual
coordinate descent method and Newton’s method, respec-
tively. Denoting LIB as the number of iterations required in
IBAPC algorithm, IBAPC algorithm has a total complexity of
O(LIBLDCIJ+LIBLNMI2J). Note that the power control step
in both IBAPC and the proposed IULP is centralized according
to [15, Appendix B] and Appendix C.
C. Inner-Cell Unequal Power Allocation
To further exploit the multiuser gain, users associated with
the same BS are allocated with different fractional resource
blocks and transmit power according to the proposed inner-
cell unequal power allocation (ICUPA) algorithm in Section
IV. For ICUPA algorithm, the major complexity lies in the
computation of yij(t) in each iteration. The complexity of
computing yij(t) from (63) by using the bisection method
is O(log2(1/ǫ2)) for accuracy ǫ2. Thus, the total complexity
of ICUPA algorithm is O(LICIJ log2(1/ǫ2)), where LIC =
O(1/√ǫ0) denotes the total iteration number in the outer
layer of ICUPA algorithm. Table I summarizes the complexity
analysis.
The key parameters in Table I are ǫ0, LAB, LEB, LIU,
LIB, LNM, ǫ1, and ǫ2. According to Section VI in [16], the
belief propagation algorithm converges within a few, e.g.,
five, iterations from simulations, i.e., typical values for the
iteration numbers of ABP algorithm and EBP algorithm are
LAB = 5 and LEB = 5, respectively. According to Fig. 8 in
the following Section VI, typical values of iteration numbers
of the proposed IULP algorithm and the IBAPC algorithm in
[15] are LIU = 5 and LIB = 5, respectively. From the theory of
convex optimization [28, Page 495], a typical iteration number
to achieve very high accuracy (10−5) for Newton’s method is
18, i.e., LNM = 18. Since ǫ0 represents the accuracy of the dual
method and ǫ1 and ǫ2 represent the accuracy of the bisection
method, we can typically set ǫ0 = ǫ1 = ǫ2 = 10
−5.
With the above elaborated typical parameters 1/
√
ǫ0 = 317,
LAB = LEB = LIU = LIB = 5, LNM = 18 and log2(1/ǫ1) =
log2(1/ǫ2) = 17, Table I presents the computational complex-
ity for various algorithms using these typical values. From
Table I, it is observed that the proposed DGP has almost the
same complexity as ABP, and it has much smaller complexity
compared to EBP. It is also found that the proposed IULP
and ICUPA algorithms have almost the same complexity as
IBAPC algorithm.
VI. SIMULATION RESULTS
In this section, we present simulation results for the pro-
posed DGP, IULP and ICUPA algorithms. We consider a
three-tier HetNet with one macro BS (MBS), two pico BSs
(PBSs) and two femto BSs (FBSs), as shown in Fig. 2. The
transmit power of the three-tier HetNet is {46, 38, 30} dBm.
We assume that there are a total number of 50 users uniformly
distributed in the HetNet. A number of 20 users randomly
chosen from the 50 users are set with higher priority, i.e.,
ωj = 2, and the remaining 30 users are set with lower priority,
i.e., ωj = 1. The total number of time-frequency resource
blocks is 55 for each BS, and the bandwidth of each time-
frequency resource is B = 180 KHz. The noise power is
σ2 = −104 dBm and the parameter T in (46) in Appendix C
is set as 10−3. In modeling the propagation environment, we
respectively use the large-scale path loss L(d) = 34+40 log(d)
and L(d) = 37 + 30 log(d) for MBS/PBSs and FBSs [14],
where d is measured in meter. Besides, the standard deviation
of shadow fading is set as 8 dB. Note that the simulation plots
have been smoothed by averaging over 1000 realizations.
We compare our proposed algorithms with a number of
existing algorithms as follows:
• DGP-MP: the proposed DGP algorithm under the maxi-
mal transmit power;
8TABLE I
COMPUTATIONAL COMPLEXITY
Algorithm Complexity Complexity with Typical Values
proposed DGP O(IJ/√ǫ0) O(317IJ)
ABP [16] O(LABIJ) O(5IJ)
EBP [16] O(LEBIJ2J ) O(5IJ2J )
proposed IULP O(LIUIJ log2(1/ǫ1)/
√
ǫ0) O(26945IJ)
IBAPC [15] O(LIBIJ/√ǫ0 + LIBLNMI2J) O(1585IJ + 90I2J)
proposed ICUPA O(IJ log2(1/ǫ2)/
√
ǫ0) O(5389IJ)
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Fig. 2. Network configuration and user distribution of a three-tier HetNet.
• MSINR-MP: the max-SINR association under the maxi-
mal transmit power;
• ABP-MP: the existing ABP algorithm [16] under the
maximal transmit power;
• IULP: the proposed iterative user association, load distri-
bution and power control algorithm;
• IBAPC: the iterative BS association and power control
algorithm in [15];
• DDO: the direct dual optimization algorithm [15, Section
IV-B] with many initial points to better approach the
global optimum;
• MSINR-MP+ICUPA: run the proposed inner-cell unequal
power allocation (ICUPA) algorithm after MSINR-MP;
• IULP+ICUPA: run the proposed ICUPA algorithm after
IULP.
A. User Association under Fixed Load Distribution and Power
Control
TABLE II
UTILITY VALUES FOR VARIOUS USER ASSOCIATIONALGORITHMS
MSINR-MP DGP-MP ABP-MP
Utility 26.02 40.43 32.06
Table II shows that the numerical utility1 achieved by
MSINR-MP, DGP-MP and ABP-MP. According to Table I
and Table II, we can observe that the complexity of ABP-MP
and DGP-MP is almost the same, but DGP-MP has presented
1The numerical value of the utility is computed as the sum of log of user
rates where rates are measured in Mbits/s.
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Fig. 3. Comparison of total number of users per tier for different user
association algorithms.
better sum utility performance than ABP-MP. Fig. 3 compares
the total number of users per tier for different user association
algorithms. Obviously, MSINR-MP results in the largest total
number of users served by MBS and the smallest number
of users served by FBSs when compared with the other two
algorithms. In DGP-MP, many users are shifted to the less
congested FBSs and PBSs, which suggests that our objective
function can realize rate fairness.
Fig. 4 shows the cumulative distribution functions (CDFs)
of user rates in the HetNet with different user association
algorithms. The CDF of user rate is evaluated as F (r) =
Pr(R ≤ r), where Pr(·) is the probability function and R is
the user rate. Denote the inverse function of F (r) by F−1(p),
where p is the probability variable. The gains of rate with
p for various user association algorithms vs. MSINR-MP are
presented in Fig. 5. The rate gain function g(p) for a given
probability vs. MSINR-MP is defined as
g(p) =
F−1X (p)
F−1MSINR-MP(p)
, (26)
where F−1MSINR-MP(p) is the inverse CDF of MSINR-MP, and
F−1X (p) is the inverse CDF of (X=)DGP-MP or (X=)ABP-
MP. From Fig. 5, it can be observed that the rate gain for
the proposed DGP-MP improves significantly at low rate
vs. MSINR-MP, while the rate gain for ABP-MP improves
slightly at low rate vs. MSINR-MP. This is because the ABP-
MP in [16] reduces the computation with approximation,
while the DGP-MP can obtain the optimal solution without
approximation. However, for moderate-rate users, the ABP-
MP slightly outperforms our proposed DGP-MP. This is due
9TABLE III
UTILITY VALUES FOR VARIOUS JOINT USER ASSOCIATION, LOAD DISTRIBUTION AND POWER CONTROL ALGORITHMS
IBAPC DDO IULP MSINR-MP+ICUPA IULP+ICUPA
Utility 99.36 113.36 105.05 30.63 109.67
10−2 10−1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Rate (bits/s/Hz)
CD
F 
of
 u
se
r r
at
e
 
 
MSINR−MP
DGP−MP
ABP−MP
Fig. 4. CDFs of user rates for different user association algorithms.
to that the DGP-MP can guarantee fairness for users with low
rate at the sacrifice of reducing rates of moderate-rate users.
According to Table II, the sum utility of the proposed DGP-
MP is almost 26% larger than ABP-MP, which demonstrates
that the average performance of the DGP-MP is superior over
the ABP-MP.
Note that the rate gain at low probability level in [14] is
over 3 but the rate gain at low probability level in our paper
is less than that due to the following two reasons. According
to Fig. 6 in [14] and Fig. 5 in our paper, the rate gain at
low probability level is equivalent to the rate gain for users
with low rates (equivalently, users with low channel gains to
some degrees). The first reason is that our paper considers
unequal user priorities and users with high channel gains can
be assigned with high priorities, which results in low rate
gain for users with low channel gains. The second reason is
about the user distribution model. [14] models the location
processes across different tiers as independent with deployed
density {λ2, λ3} = {5, 20} per macrocell, which assumes that
a large number of users are distributed in the third tier, i.e.,
in the range of femtocells. With this user distribution model,
the Max-SINR rule results in a large number of low-rate users
associated with the macro BS, which should be associated
with the pico/femto BSs. Thus, the rate gain for users with
low rates of the user association algorithm vs. the Max-SINR
can be high. Our paper assumes that there are a total number
of 50 users uniformly distributed in the network, which leads
to lower rate gain for users with low rates in our paper than
that in [14].
B. Joint User Association, Load Distribution and Power Con-
trol
The numerical utility achieved by joint user association,
load distribution and power control algorithms is compared
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Fig. 5. Rate gains for different user association algorithms.
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and power control algorithms.
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distribution and power control algorithms.
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Fig. 9. Comparison of total number of users per tier for different joint user
association, load distribution and power control algorithms.
in Table III. Fig. 6 shows the CDFs of user rates for different
joint user association, load distribution and power control
algorithms. From Fig. 6, Table II and Table III, we can observe
significant difference between MSINR-MP and joint user
association, load distribution and power control algorithms
IULP and IBAPC. Moreover, the gains of rate with p for
various joint user association, load distribution and power
control algorithms vs. MSINR-MP are presented in Fig. 7.
The rate gain is quite large for IULP and IBAPC at low
rate (e.g., 2.1-2.5x vs. MSINR-MP at the 10 % rate point).
According to Fig. 6 and Fig. 7, we can find that IULP always
outperforms IBAPC. This is because the optimal solution to
power control problem is obtained by solving an equivalent
convex problem in IULP, and the suboptimal solution to power
control problem is obtained by using Newton’s method in
IBAPC. Using ICUPA, the performance of low-rate users and
high-rate users can be further improved from Fig. 6 and Fig. 7.
Since channel conditions of users associated with the same
BS are usually different, the multiuser gains can be realized in
ICUPA by setting unequal power for different users associated
with the same BS, especially for users with low channel gains
and high channel gains.
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Fig. 10. Optimized average power levels in per tier for different joint user
association, load distribution and power control algorithms.
Fig. 8 illustrates the convergence behaviors for IULP and
IBAPC. The y-axis of Fig. 8 means the utility difference which
is the utility value of IBAPC (or IULP) subtracted by the
utility value of MSINR-MP. It can be seen that both IULP and
IBAPC converge rapidly. Obviously, the utility value by IULP
outperforms IBAPC. This is because the optimal solution to
power control problem is obtained in IULP.
In Fig. 9, we show the total number of users per tier for
different joint user association, load distribution and power
control algorithms. It is observed that the algorithms with
better performance tend to have a larger number of users in
PBSs and FBSs, which illustrates the benefit of offloading
traffic from MBS to PBSs and FBSs. In addition, Fig. 10
compares the power levels produced by various joint user
association, load distribution and power control algorithms.
Since there are two PBSs and two FBSs, we plot the averaged
transmit power of both PBSs and FBSs in Fig. 10. Combing
Fig. 9 and Fig. 10, we conclude that a combination of setting
MBS with lower power and smaller number of associated users
is the key to obtaining good system performance.
VII. CONCLUSION
In this paper, we have investigated the logarithmic utility
maximization problem for load-coupled HetNets with unequal
user priorities. By analyzing the utility function, we prove
that it is optimal for each BS to operate at full load or zero
load. We propose an iterative algorithm, which consists of
solving two subproblems: the user association problem and
the load distribution and power control problem. The user
association problem can be solved by using the dual gradient
projection method. Although the load distribution and power
control problem with fixed user association is nonconvex, we
transform it into an equivalent convex problem. To further
exploit the multiuser gain, we provide the logarithmic utility
maximization problem for inner-cell unequal power allocation,
and obtain the optimal solution by using the dual method.
Simulation results show that the proposed algorithm achieves
better performance than conventional algorithms in terms of
logarithmic utility.
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APPENDIX A
Given (x∗, d∗, p∗) with d∗ = [d∗1, · · · , d∗I ]T , problem (6)
becomes the following resource allocation problem
max
y
∑
j∈J
ωj log2
(∑
i∈I
yijKB log2(1 + η
∗
ij)
)
(27a)
s.t.
∑
j∈J
yij = d
∗
i , ∀i ∈ I (27b)
0 ≤ yij ≤ x∗ij , ∀i ∈ I, j ∈ J , (27c)
where η∗ij =
p∗i gij∑
k∈I\{i} d
∗
k
p∗
k
gkj+σ2
, ∀i ∈ I, j ∈ J .
If d∗i = 0, we have y
∗
ij = 0 from (27b) and (27c). Thus,
we only need to consider the case d∗i > 0. Since x
∗
ij is a
user association variable, x∗ij ∈ {0, 1}. If x∗ij = 0, we can
obtain y∗ij = 0 from (27c). Due to the fact that each user is
associated with only one BS, the objective function of (27)
can be rewritten as∑
i∈I
∑
j∈{l|x∗
il
=1}
ωj log2
(
yijKB log2(1 + η
∗
ij)
)
=
∑
i∈I
∑
j∈{l|x∗
il
=1}
ωj log2 (yij)
+
∑
i∈I
∑
j∈{l|x∗
il
=1}
ωj log2
(
KB log2(1 + η
∗
ij)
)
, (28a)
where the second term is constant. The above manipulation
decouples the problem in (27) into a sequence of resource
allocation optimizations per BS. Then, we conduct the re-
source allocation on a typical BS i with d∗i > 0 and the users
associated with BS i. The utility maximization problem for
users associated with BS i is
max
yi
∑
j∈{l|x∗
il
=1}
ωj log2 (yij) (29a)
s.t.
∑
j∈{l|x∗
il
=1}
yij = d
∗
i (29b)
0 ≤ yij ≤ 1, ∀j ∈ {l|x∗il = 1}, (29c)
where y i = {yij}j∈{l|x∗
il
=1}. Obviously, resource allocation
problem (29) is convex and we can obtain the optimal solu-
tion by solving the Karush-Kuhn-Tucker (KKT) conditions.
Denoting by χ the Lagrange multiplier associated to (29b),
the Lagrange function of problem (29) is
L1(y i, χ)=
∑
j∈{l|x∗
il
=1}
ωj log2(yij)+χ

 ∑
j∈{l|x∗
il
=1}
yij − d∗i

 .
(30)
From [28], the optimal solution should satisfy the following
KKT conditions of problem (29):
L1
∂yij
=
ωj
(ln 2)yij
− χ = 0, ∀j ∈ {l|x∗il = 1}, (31)
which yields
yij =
ωj
(ln 2)χ
, ∀j ∈ {l|x∗il = 1}. (32)
Substituting (32) into (29b), we can obtain
χ =
∑
j∈{l|x∗
il
=1} ωl
(ln 2)d∗i
. (33)
By inserting (33) into (32), we have
yij =
ωjd
∗
i∑
j∈{l|x∗
il
=1} ωl
, ∀j ∈ {l|x∗il = 1}. (34)
Hence, Theorem 1 is proved.
APPENDIX B
Applying the optimal resource allocation in (7) to problem
(6) yields
max
x,d,p
∑
i∈I
∑
j∈J
ωjxij log2
(
KBωjdi log2(1 + ηij)∑
l∈J ωlxil
)
(35a)
s.t. ηij =
pigij∑
k∈I\{i} dkpkgkj + σ
2
, ∀i ∈ I, j ∈ J
(35b)∑
i∈I
xij = 1, ∀j ∈ J (35c)
0 ≤ di ≤ 1, ∀i ∈ I (35d)
0 ≤ pi ≤ Pi, ∀i ∈ I (35e)
xij ∈ {0, 1}, ∀i ∈ I, ∀j ∈ J , (35f)
where d = [d1, · · · , dI ]T . The equivalence of (35a) and (6a)
follows from the fact that each user is associated with only
one BS, i.e., there exists a BS b(j) such that xb(j)j = 1, and
xkj = 0 for all k ∈ I \ {b(j)}. From (6a), we can obtain
ωj log2
(
KB
∑
i∈I
yij log2(1 + ηij)
)
= ωj log2
(∑
i∈I
KBωjxijdi log2(1 + ηij)∑
l∈J ωlxil
)
= ωj log2
(
KBωjxb(j)jdb(j) log2(1 + ηb(j)j)∑
l∈J ωlxb(j)l
)
=
∑
i∈I
ωjxij log2
(
KBωjxijdi log2(1 + ηij)∑
l∈J ωlxil
)
, (36)
where the first equality follows from (7) in Theorem 1, the
second equality holds because xb(j)j = 1 and xkj = 0 for
k ∈ I \ {b(j)}, and the last equality follows from xb(j)j =1,
and ωjxkj log2
(
KBωjxkjdk log2(1+ηkj)∑
l∈J ωlxkl
)
= 0 for xkj = 0, k ∈
I \ {b(j)}. Equation (36) justifies the equality between (6a)
and (35a), i.e., the sum w.r.t. i and xij can be shifted outside
the logarithm function.
Since constraints (35c) and (35f) are only determined by
user association x, the load distribution and power control
problem (35) with fixed user association x is
max
d,p
∑
i∈I
∑
j∈J
ωjxij log2
(
dilog2
(
1+
pigij∑
k∈I\{i}dkpkgkj+σ
2
))
+C
(37a)
s.t. 0 ≤ di ≤ 1, ∀i ∈ I (37b)
0 ≤ pi ≤ Pi, ∀i ∈ I, (37c)
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where
C ,
∑
i∈I
∑
j∈J
ωjxij log2
(
KBωj∑
l∈J ωlxil
)
(38)
is a constant. If either of pi and di is 0, then the other is
assumed to be 0. Based on this assumption, we have the
following lemma.
Lemma 1: If there exists at least one user j such that xij =
1, the optimal d∗i of problem (37) is d
∗
i = 1; otherwise d
∗
i = 0.
Proof: Introducing a set of new variables: zi = dipi, ∀i ∈ I,
we can reformulate (37) as:
max
d,z
∑
i∈I
∑
j∈J
ωjxij log2
(
di log2
(
1+
zigij
di(
∑
k∈I\{i}zkgkj+σ
2)
))
(39a)
s.t. 0 ≤ di ≤ 1, ∀i ∈ I (39b)
0 ≤ zi ≤ Pidi, ∀i ∈ I, (39c)
where z = [z1, · · · , zI ]T . To investigate the monotonic prop-
erty of the objective function (39a) w.r.t. di, we define function
ϑ(x) = ln
(
x ln
(
1 +
a
x
))
, ∀x ≥ 0, (40)
where a > 0 is a positive constant. The first-order derivative
of ϑ(x) is
ϑ′(x) =
(
1 + a
x
)
ln
(
1 + a
x
)− a
x
x
(
1 + a
x
)
ln
(
1 + a
x
) , ∀x ≥ 0. (41)
Denoting ϑ¯(x) = (1+x) ln(1+x)−x, ∀x ≥ 0, we can obtain
ϑ¯′(x) = ln(1 + x) ≥ 0, ∀x ≥ 0. (42)
Hence, ϑ¯(x) ≥ ϑ¯(0) = 0, which shows that ϑ′(x) ≥ 0, ∀x ≥
0. As a result, ϑ(x) is an increasing function w.r.t. x, i.e.,
objective function (39a) monotonically increases w.r.t. di. With
any given z , the optimal load of BS i is always d∗i = 1 if there
exists at least one user j such that xij = 1. For the case that
xij = 0 for all j ∈ J , i.e., there is no user associated with
BS i, we must have z∗i = 0 and the optimal load of BS i is
d∗i = 0 to reduce inter-cell interference. 
Note that the load distribution problem to minimize sum
power was solved by using the contradictory method in [36,
Lemma 2]. According to Lemma 1, the optimal d∗i of problem
(37) with any given user association x satisfies d∗i ∈ {0, 1}.
Since problem (37) is equivalent to problem (6) with fixed
user association, the optimal d∗i of problem (6) must satisfy
d∗i ∈ {0, 1}.
APPENDIX C
According to [28], the optimal solution should satisfy the
following KKT conditions of problem (21):
∂L2
∂uj
=
ωje
uj
(1+euj ) ln(1+euj )
+βj+
∑
i∈A\{b(j)}
λij=0, ∀j ∈ J
(43a)
∂L2
∂vi
= −
∑
j∈Ji
βj − ζi +
∑
k∈A\{i}
∑
j∈Jk
λij
−
∑
k∈A\{i}
∑
j∈Ji
λij = 0, ∀i ∈ I (43b)
∂L2
∂wj
= αje
wj − βj = 0, ∀j ∈ J (43c)
∂L2
∂sij
= αje
sij − λij = 0, ∀i, k ∈ A, i 6= k, j ∈ Jk, (43d)
where b(j) is the BS that associates with user j, i.e., j ∈ Jb(j).
To solve convex problem (21), we use the dual method
by iteratively updating the Lagrange multipliers and primary
variables. In the (t + 1)-th iteration, we can calculate the
primary variables with given the Lagrange multipliers α(t),
β(t), λ(t) and ζ (t). Based on (43a), we have
βj(t) +
∑
i∈A\{b(j)}
λij(t)=− ωje
uj(t+1)
(1+euj(t+1)) ln(1+euj(t+1))
<0.
(44)
Define function f(x) = e
x
(1+ex) ln(1+ex) , which can be
proved decreasing. Denote f−1(x) as the inverse function of
f(x), ∀x > 0. From (44), we have
uj(t+1) = f
−1
(
−
βj(t) +
∑
i∈A\{b(j)} λij(t)
ωj
)
, ∀j ∈ J .
(45)
Since Lagrange function L2 is a linear function w.r.t vi,
the optimal value of vi can not be directly obtained. To solve
this, we introduce a small positive constant T > 0, and the
objective function of problem (21a) can be modified as,
max
u,v,w,s
∑
i∈A
∑
j∈Ji
ln (ln(1 + euj ))+T
∑
i∈A
ln(1+ln(Pi)−vi).
(46)
Obviously, the modified problem (21) with new objective
function (46) is also a convex problem. Besides, if the value
of T is as small as possible, the optimal solution to the
modified problem approximately equals to the optimal solution
to original problem (21). By solving the KKT conditions of
the modified problem, we can obtain the value of vi(t+1) in
closed form as
vi(t+ 1) =
[
1 + ln(Pi)− T
E
]∣∣∣∣
ln(Pi)
, i ∈ A, (47)
where E =
∑
k∈A\{i}
∑
j∈Jk
λij(t) −
∑
j∈Ji
βj(t) −∑
k∈A\{i}
∑
j∈Ji
λij(t)− ζi(t), and x|y = min(x, y).
In the following, we use the contradiction method to prove
that αj(t) 6= 0. If αj(t) = 0, we have βj(t) = 0 and
λij(t) = 0 according to (43c) and (43d). Thus, βj(t) +∑
i∈A\{b(j)} λij(t) = 0, ∀i, k ∈ A, i 6= k, j ∈ Jk, which
contradicts (44). Due to the fact that αj(t) 6= 0, we can
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respectively obtain wj(t + 1) and sij(t + 1) from (43b) and
(43c), i.e.,
wj(t+ 1) = ln
(
βj(t)
αj(t)
)
, ∀j ∈ J , (48)
and
sij(t+ 1) = ln
(
λij(t)
αj(t)
)
, ∀i, k ∈ A, i 6= k, j ∈ Jk. (49)
To update the dual variables with the primal variables
obtained from (45), (47)-(49), we exploit the gradient based
method [29]. The new values of the Lagrange multipliers are
updated by
αj(t+ 1) =
[
αj(t) + δ(t)e
wj(t+1)
+δ(t)
∑
k∈A\{i}
eskj(t+1) − δ(t)
]+
, ∀i ∈ A, j ∈ Ji (50)
βj(t+ 1) = βj(t) + δ(t)(wj(t+ 1)− uj(t+ 1)
+vi(t+ 1)− bj), ∀i ∈ A, j ∈ Ji (51)
λij(t+ 1) = λij(t) + δ(t)(sij(t+ 1)− uj(t+ 1)− vi(t+ 1)
+vk(t+ 1)− aij), ∀i, k ∈ A, i 6= k, j ∈ Jk (52)
ζi(t+ 1) = [ζi(t) + δ(t)(vi(t+ 1)− ln(Pi))]+ , ∀i ∈ A,(53)
where δ(t) is a dynamically chosen stepsize sequence, and
[x]+ denotes max{x, 0}.
APPENDIX D
The proof is established by showing that the sum utility
value (8a) is nondecreasing when sequence (x, d, p) is updated.
According to the IULP algorithm, we have
V
(t−1)
obj = V¯ (x
(t−1), d(t−1), p(t−1))
(a)
≤ V¯ (x(t), d(t−1), p(t−1))
(b)
≤ V¯ (x(t), d(t), p(t)) = V (t)obj , (54)
where inequality (a) follows from that x(t) is the opti-
mal user association of problem (8) with fixed load and
power (d(t−1), p(t−1)), and inequality (b) follows from that
(d(t), p(t)) is the optimal load and power of problem (8) with
fixed user association x(t). Thus, the sum utility is nondecreas-
ing after the update of user association, load distribution and
power control.
Furthermore, the sum utility value (8a) can be upper-
bounded by
V
(t)
obj =
∑
i∈I
∑
j∈J
ωjx
(t)
ij log2
(
KBωjd
(t)
i∑
l∈J ωlx
(t)
il
log2
(
1 +
p
(t)
i gij
I
(t)
ij
))
(c)
≤
∑
i∈I
∑
j∈J
ωjx
(t)
ij log2
(
KBωj∑
l∈J ωlx
(t)
il
log2
(
1 +
Pigij
σ2
))
(d)
≤
∑
i∈I
∑
j∈J
ωj log2
(
KBωj
minl∈J {ωl} log2
(
1+
Pigij
σ2
))
, (55)
where I
(t)
ij ,
∑
k∈I\{i} d
(t)
k p
(t)
k gkj + σ
2, inequality (c) is due
to 0 ≤ d(t)i ≤ 1 and 0 ≤ p(t)i ≤ Pi, and inequality (d) holds
because 0 ≤ x(t)ij ≤ 1 and
∑
l∈J ωlx
(t)
il ≥ minl∈J {ωl} when
there exists an l such that x
(t)
il = 1. Since the sum utility value
(8a) is nondecreasing in each iteration according to (54) and
the sum utility value (8a) is finitely upper-bounded from (55),
the IULP algorithm must converge.
APPENDIX E
According to [28], the optimal solution should satisfy the
following KKT conditions of problem (25):
∂L3
yij
=
ωj
yij
− ωjqijgij
Iijy2ij
(
1 +
qijgij
Iijyij
)
ln
(
1 +
qijgij
Iijyij
) − ψi = 0,
∀j ∈ Ji (56a)
∂L3
qij
=
ωjgij
Iijyij
(
1 +
qijgij
Iijyij
)
ln
(
1 +
qijgij
Iijyij
) − φi = 0,
∀j ∈ Ji. (56b)
From (56a), we obtain
1− ψiyij
ωj
= f¯
(
qijgij
Iijyij
)
, ∀j ∈ Ji, (57)
where function f¯(x) = x(1+x) ln(1+x) , x > 0. Then,
f¯ ′(x) =
ln(1 + x)− x
(1 + x)2 ln2(1 + x)
< 0, ∀x > 0, (58)
which implies that f¯(x) is monotonically decreasing. Since
limx→0+ f¯(x) = 1, f¯(x) < 1 for any x > 0. Obviously, we
can obtain that the optimal solution to problem (25) satisfies
yij > 0 and qij > 0, ∀j ∈ Ji. Based on (57), we must have
ψi > 0. Moreover, according to (56b), we have
φiqij
ωj
= f¯
(
qijgij
Iijyij
)
, ∀j ∈ Ji. (59)
Since f¯(x) = x(1+x) ln(1+x) > 0 for any x > 0, we have
φi > 0 according to (59). Based on (57) and (59), we have
qij =
ωj − ψiyij
φi
, ∀j ∈ Ji. (60)
Plugging (60) into (57) yields
1− ψiyij
ωj
− f¯
(
ωjgij
Iijyijφi
− ψigij
Iijφi
)
= 0, ∀j ∈ Ji. (61)
Define
hij(yij , ψi, φi) = 1− ψiyij
ωj
− f¯
(
ωjgij
Iijyijφi
− ψigij
Iijφi
)
. (62)
Owing to the fact that ψi > 0, φi > 0 and function f¯(x) is
decreasing, function hij(yij , ψi, φi) is decreasing in yij with
given ψi and φi. Thus, given ψi and φi, equation (61) is
rewritten as
hij(yij , ψi, φi) = 0, (63)
which can be uniquely solved by using the bisection method.
Denote the solution to (63) by
yij = hˆij(ψi, φi), ∀j ∈ Ji. (64)
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Substituting (64) into (60) yields
qij =
ωj − ψihˆij(ψi, φi)
φi
, ∀j ∈ Ji. (65)
Finally, the new values of the Lagrange multipliers ψi and
φi are updated by
ψi(t+ 1) =

ψi(t) + κ(t)

∑
j∈Ji
yij(t+ 1)− 1




+
, (66)
φi(t+ 1) =
[
φi(t) + κ(t)
(∑
i∈Ji
qij(t+ 1)− p∗i
)]+
, (67)
where κ(t) > 0 is a dynamically chosen stepsize sequence.
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