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Abstract
For a large class of orthogonal basis functions, there has been a recent identifi-
cation of expansion methods for computing accurate, stable approximations
of a quantity of interest. This paper presents, within the context of un-
certainty quantification, a practical implementation using basis adaptation,
and coherence motivated sampling, which under assumptions has satisfying
guarantees. This implementation is referred to as Basis Adaptive Sample Ef-
ficient Polynomial Chaos (BASE-PC). A key component of this is the use of
anisotropic polynomial order which admits evolving global bases for approx-
imation in an efficient manner, leading to consistently stable approximation
for a practical class of smooth functionals. This fully adaptive, non-intrusive
method, requires no a priori information of the solution, and has satisfying
theoretical guarantees of recovery. A key contribution to stability is the use
of a presented correction sampling for coherence-optimal sampling in order
to improve stability and accuracy within the adaptive basis scheme. Theo-
retically, the method may dramatically reduce the impact of dimensionality
in function approximation, and numerically the method is demonstrated to
perform well on problems with dimension up to 1000.
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1. Introduction
A reliable approach to analyzing complex engineering systems requires
understanding how various Quantities of Interest (QoI) depend upon system
inputs that are often uncertain; where a poor understanding will lead to poor
executive decisions. Uncertainty Quantification (UQ) [1, 2, 3] is a field that
aims at addressing these issues in a practical and rigorous manner, giving a
meaningful characterization of uncertainties from the available information
and admitting efficient propagation of these uncertainties for a quantitative
validation of model predictions.
Probability is a natural framework for modeling uncertainty, wherein we
assume uncertain inputs are represented by a d-dimensional random vector
Ξ := (Ξ1, · · · ,Ξd) with some joint probability density function f(ξ) sup-
ported on Ω, where we further assume that the coordinates of Ξ are inde-
pendent. In this manner, the scalar QoI to be approximated, here denoted
by u(Ξ), is modeled as a fixed but unknown function of the input. In this
work we approximate u(Ξ), assumed to have finite variance, by a spectral
expansion in multivariate basis functions, each of which is denoted by ψk(Ξ),
and are naturally chosen to be orthogonal with respect to the distribution
of Ξ [4, 5]. We focus here on the case that ψk are polynomials, a method
referred to as a Polynomial Chaos (PC) expansion [1, 4],
u(Ξ) =
∞∑
k=0
ckψk(Ξ). (1)
We note that the independence assumption for the coordinates of Ξ may be
removed if care is taken in prescribing orthogonal basis functions ψk, although
we do not consider any such examples here.
For computation, we allow an arbitrary number of input dimensions d
but assume u can be accurately approximated in some relatively small set
of basis functions. Let k = (k1, · · · , kd) be a vector such that ki ∈ N ∪ {0}
represents the order of the polynomial ψki(Ξi), which is orthonormal with
respect to the distribution of Ξi. For instance, when Ξi follows a uniform or
Gaussian distribution, ψki(Ξi) are normalized Legendre or Hermite polyno-
mials, respectively [4, 5]. For a d-dimensional vector k, the d-dimensional
polynomial ψk(Ξ) is then constructed by the tensorization of ψki(Ξi), where
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ki is the ith coordinate of k. Specifically,
ψk(Ξ) =
d∏
i=1
ψki(Ξi).
In this work we select basis functions in a manner that iteratively adjusts
parameters that define a basis. Specifically, we consider a definition of
anisotropic total order [6] using one parameter, pi, per dimension. We com-
bine these into a vector, p := (p1, · · · , pd), so that an order-p basis is defined
by a related set of k = (k1, · · · , kd), specifically
Bp :=
{
ψk
∣∣∣∣
d∑
i=1
ki
pi
≤ 1
}
. (2)
This basis definition has a number of parameters that scales with dimension,
and which we will repeatedly modify to improve the quality of our polynomial
approximation. We note that if all pi = p, then the order-p basis is identical
to a total order basis of order p. We also note that this basis can have an
additional hyperbolicity parameter associated with it as considered in [7],
although we do not consider any such parameter here. Heuristically, we
expect most pi to be low and only a few to be relatively high, allowing a
basis that faithfully approximates the QoI with relatively few basis functions
compared to a total order basis with an order that is able to achieve the
same accuracy in the reconstruction. Often, the subscript on B is omitted;
replaced with a scalar index related to iterative adjustment; or replaced with
a bound on approximation error achieved in that basis; and this should not
be confusing in context. For the remainder of this text, we refer to an order-p
basis as an anisotropic order basis.
We use |B| to denote the total number of basis functions in a set B,
indexed in an arbitrary manner for k = {1, · · · , |B|}, while the vector k
specifically identifies the basis function by determining the order in each
dimension. This facilitates a polynomial surrogate approximation to u for
any basis set B, given by
u(Ξ) ≈
|B|∑
k=1
ckψk(Ξ). (3)
The error introduced by this truncation is referred to as truncation error, and
converges to zero – in the mean squares sense as basis functions are added –
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when
ck = E(u(Ξ)ψk(Ξ)). (4)
Here, E denotes the mathematical expectation operator. Without any a
priori information as to what B should be, we seek to identify B based solely
on solution characteristics as revealed by computed coefficients, {ck}.
Identifying an optimal B first involves identifying a scalar quantity to
optimize. In the present work, this quantity is related to a cross-validated
error computed via ℓ1-minimization using non-intrusive methodology [8, 9].
Specifically, for a fixed basis, to identify the PC coefficients c = (c1, · · · , c|B|)T
in (3) we consider a sampling-based method. This method does not require
changes to deterministic solvers for u as we generate realizations of Ξ to
identify u(Ξ), or perform a related importance sampling as in [10, 11]. We
denote the ith such realizations as ξ(i) and u(ξ(i)), respectively. We let N
denote the number of samples of the QoI which we utilize, and define,
u := (u(ξ(1)), · · · , u(ξ(N)))T ; (5)
Ψ(i, j) := ψj(ξ
(i)), (6)
where we refer to Ψ as the measurement matrix associated with B. These
definitions imply the matrix equality Ψc = u, or more generally that this
equality holds approximately. We also introduce a diagonal positive-definite
matrixW such thatW (i, i) = w(ξ(i)), a function of ξ(i), is determined by our
sampling strategy in the manner of basis-dependent importance sampling; see
[10, 11] and Section 2.2. This weighting and the corresponding importance
sampling are described in Section 2.2. Here we employ compressive sampling,
specifically the Basis Pursuit Denoising [12, 13, 14, 15] interpretation of ℓ1-
minimization, to compute cˆ, our identified coefficients,
cˆ := argmin
c
‖c‖1 subject to ‖W (u−Ψc)‖2 ≤ δ‖Wu‖2, (7)
where δ is set via cross-validation [9]. The optimization in (7) may be solved
efficiently via interior point methods, where we utilize here an implementa-
tion of SPGL1 [16] that is slightly modified for repeated utilization, as our
method depends on repeatedly computing these coefficients for various bases.
We refer toWΨ, as the design matrix, denoted by D, i.e.
D :=WΨ. (8)
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We note that we use (7) here to compute coefficients, and that this is mo-
tivated from the robustness of compressive sensing wherein the number of
samples is small compared to the number of basis functions. That is so-
lutions to (7) are robust to including unnecessary basis functions, defined
as basis functions whose inclusion does not significantly reduce the error of
the reconstructed surrogate. This is important, as though we seek to limit
the number of unnecessary basis functions, computing solutions via (7) in-
sures that having unnecessary basis functions has a relatively small effect
on the number of samples needed to compute an accurate surrogate. We
note that our method to identify this basis generally reduces the number
of basis functions considerably, potentially to the point where the number
of basis functions is exceeded by the number of samples. In this sense, the
method presented here is not clearly interpreted in terms of compressive sens-
ing, although the theoretical guarantees with regards to sparsity concerning
solutions computed via ℓ1-minimizations still apply.
Recalling (3), we denote our surrogate approximation to u in terms of
these computed coefficients, {cˆk}, by
uˆ(Ξ) :=
|B|∑
k=1
cˆkψk(Ξ). (9)
Here the surrogate reconstruction of u, denoted uˆ, is computed iteratively
via solution to (7) repeated over different potential reconstruction bases and
available samples. We measure our error by relative root-mean-square error
(RRMSE), defined by
RRMSE(uˆ) :=
√
E(uˆ(Ξ)− u(Ξ))2√
E(u2(Ξ))
. (10)
Our identification of a basis is done so as to minimize a validated estimate
of RRMSE(uˆ), i.e. we select a basis that with its corresponding computed
coefficients returns the lowest estimate of RRMSE(uˆ) from the set of con-
sidered bases. This estimate is computed from repeated solution of (7) for
different subsamples of our total pool of available samples. The class of po-
tential anisotropic order bases depends on the computed coefficients, {cˆk},
as well as the dimension and order of the associated basis functions. Heuris-
tically, pk is increased in dimensions with basis functions having high order
in that dimension and large magnitude solution coefficients. Conversely, pk
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is decreased in dimensions where basis functions having high order in that
dimension are associated with solution coefficients having low magnitude.
This is a heuristic similar to that utilized in [17], and typically favors
dimensions with more local variance as in the approach of [18]. From this
coefficient magnitude information, the basis is adapted from a basis denoted
B0 to one denoted B1. If specified, this basis adaptation also includes an
increase to the dimension of the PC basis. During this step, several potential
B1 are generated and tested. From this set of potential bases the basis
giving the lowest cross-validated approximation error is kept. With this error
minimizing basis, new samples are identified that assure a low coherence for
the aggregate samples with respect to this basis as in [10, 11]. With these
additional samples, the basis may then be updated again, and the process of
basis adaptation and sample identification may be repeated in an iterative
manner.
Recalling ck from (4), we assume the error model
u(Ξ) =
|B|∑
k=1
ckψk(Ξ) + ǫ(Ξ), (11)
≈
|B|∑
k=1
cˆkψk(Ξ) + ǫ(Ξ),
= uˆ(Ξ) + ǫ(Ξ),
noting that the robustness of solutions with regards to model or measurement
errors has been investigated [19, 20, 10, 11]. Generally, we seek to guaran-
tee that RRMSE(uˆ) is close to
√
E(ǫ2(Ξ))/
√
E(u2(Ξ)). As the number of
basis functions used for our approximation increases, the error arising from
performing regression with an incomplete set of basis functions is shown for
examples to converge to zero more rapidly than for comparable non-adaptive
bases, both in terms of the number of samples needed to compute the ap-
proximation, and with regards to the number of basis functions used in the
approximation.
In summary, to achieve any specified approximation error, the design and
measurement matrices for the basis adaptive approach require significantly
fewer entries than the corresponding non-adaptive approach. These methods
are referred to collectively as Basis Adaptive Sample Efficient Polynomial
Chaos (BASE-PC), and are presented in detail in Section 2. While Com-
pressive Sensing [21, 14, 22, 23] can handle a relatively large set of basis
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functions using the sparsity promoted in solutions to (7), and do so within
the context of UQ [8, 9, 24, 25, 26, 27, 28, 29, 30, 31], the number of basis
functions is still responsible for algorithmic bottlenecks, and a reduction of
|B| through the shaping of the operative basis can produce significant gains
in accuracy [18, 24, 32, 7, 17].
Though not considered here, as in [33, 34], an independent column weight-
ing, V , may be used to reduce the contribution of higher order polynomials
and give a more stable approximation for high order models, particularly if
interpolation is desired in place of the regression considered here. Further,
the results of [33] may assist with identifying appropriate ratios of samples
to basis functions for stable, alias-free approximations in such cases. We also
note that the inclusion of derivative information as in [35] falls within the
coherence and coherence-optimal sampling framework, although we do not
consider any examples that utilize derivative information here. Noting that
a truncation to a finite-dimensional problem is necessary for computation,
d may be infinite within similar contexts as in [36], although we assume in
this work that some truncation to a finite dimension d is identified before
computation is performed. The infinite dimensional results and framework
of [36] also directly corresponds to our use of ℓ1-minimization on subsets of
the infinite set of basis functions which exists in the context of polynomial
approximation, even when d is finite.
1.1. Contributions of This Work
This work combines and advances several results from recent develop-
ments in PC into a single practical implementation designed to promote
stability and convergence with theoretical guarantees. As an extension of
previous related work, the main contributions of this study are as follows.
The sampling distributions in [10, 11] are given expanded utility to the
practical case where the reconstruction basis may change. This is done by
identifying a novel correction sampling that retains all previously generated
samples, while giving aggregate sample pools from an appropriate distribu-
tion that guarantees a stability in the approximations, i.e. that allows an
adaptation of the sampling distribution to similarly adapting bases. This
proposed use of correction sampling within importance sampling is novel to
the authors’ knowledge.
This method also provides an approach to adaptive PC that builds upon
and differs conceptually from adaptations in the stochastic space [37, 18, 38],
and utilizes a different approach to basis adaptivity when compared to other
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proposed methods for adapting the basis [17, 24, 32, 39, 7]. Key to this
adaptation is the use of anisotropic total order, which is described by d pa-
rameters, allowing for an efficient approach to adaptation, while being robust
with regards to the functions it is capable of approximating. Specifically, it
uses a global basis that is a specific version of those considered in [7], while
using different methods for sampling and basis identification. This basis
avoids more specific adaptations as in [17, 24], which can lead to bases whose
descriptions are more complex. Our adaptation of the basis also combines
a heuristic for coefficient magnitude similar to that in [17], and a minimiza-
tion of estimated RRMSE(uˆ) similar to that in [7], that is also novel to the
authors’ knowledge. We note that the BASE-PC method here should not
be confused with the independently developed BASPC of [7], which has a
similar acronym and purpose, as well as similarity in several computations.
It also differs from the approach of [40] which focuses on identifying which
dimensions are to be included into the approximation. A key difference be-
tween the approach here and other approaches is that the approach here
is able to exploit sparsity, but does not explicitly depend upon it, and is
capable of recovering both sparse and non-sparse solutions. It is suspected
that many of the above methods too have this property, although this work
demonstrates said property explicitly.
We also provide significant theoretical justification for the BASE-PC
method, which can be possibly extended to other adaptive approaches. Un-
der some justifiable assumptions we provide theoretical guarantees for both
the basis and sample adaptive approaches used here. This analysis also ex-
pands to the case of non-sparse recovery which is a critical property for the
basis adaptation approach, and fills a gap in analysis within the current ba-
sis adaptation literature. Further, we identify a set of functionals that under
some assumptions are recovered by the BASE-PC method with a number of
samples that does not depend on d, the dimension of the random inputs. In
this case, the number of elements in the approximating basis also does not
depend on d. This result is of interest with regards to the so-called curse-
of-dimensionality associated with computations regarding high dimensional
problems.
The organization of this paper has Section 2 describing the implemen-
tation of BASE-PC in detail with an algorithmic description of components
critical for driving the basis and sample adaptations; Section 3 presenting
numerical examples; and Section 4 providing theoretical justifications for the
repeated iteration of the BASE-PC method.
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2. BASE-PC Implementation Details
Here we present a detailed account of the BASE-PC iteration and its
constituent functions presented in pseudocode, including default parameters.
The implementation described here is that used in the examples of Section 3.
These computations are divided into three categories corresponding to three
subsections: Those computations associated with the evaluation and identi-
fication of the basis are presented in Section 2.1; those computations used for
identification of new sample points are presented in Section 2.2; and those
computations which identify the surrogate approximation for a given basis
and sample set are presented briefly in Section 2.3. All of these components
are utilized in a main iteration as described in Section 2.4.
2.1. Basis Evaluation and Update
For each input dimension, the identification of the one-dimensional or-
thonormal polynomials are given by the appropriate three-term recursion in
a computationally efficient manner. We refer to this basic one-dimensional
identification of a particular order by basis eval 1d(type, p, ξ), where type
determines the appropriate polynomial family; p refers to the maximal order
polynomial to be computed in that dimension; and ξ refers to the point at
which evaluation is occurring.
The identification of the multi-dimensional orthonormal polynomials is
referred to as basis eval(B,ξ), where B represents a description of the basis
at which evaluation is occurring, including relevant order information, and ξ
is the point at which the basis should be evaluated. This function identifies
each one-dimensional evaluation via basis eval 1d, before multiplying them
appropriately to identify the evaluation of each basis function at the input.
It is necessary for bases of arbitrary anisotropic order to be constructed,
and we refer to this function as basis id(p), where p is as in (2), identifying
the requested anisotropic basis. For brevity, a specific algorithm is not pre-
sented here, though the construction is explained in some detail relative to
the construction of a total order basis.
First, the identification of the basis is done by sorting p by dimension in
a descending manner, so that p(1) corresponds to the maximal coordinate of
p. A loop is initialized so as to identify the total order basis of p(1), and each
such basis function is tested to see if it meets the prescribed anisotropic order
criteria. This determines whether or not the basis function is a member of
the prescribed anisotropic total order basis, and it is added if it is a member.
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Due to the sorting of orders, basis functions may be efficiently discarded, in
that one failed test guarantees the failure of potentially many other basis
functions, so that the number of tests is kept small. In this way, when p(1) is
large but many other orders are small, relatively few basis functions need to
be tested when compared to the potentially large size of the total order basis
having potentially large order and dimension. Hence, the identification of
the basis is computationally tractable even when the requested anisotropic
order basis has a high order in some dimensions, and a large total number
of dimensions of relatively low order. We note that in such a case iterating
over the full total order basis associated with order p(1) would be infeasible
due to the combinatorially large number of basis functions of a total order
basis when both dimension and order are large. We note that this sorting of
dimension based on the order of the anisotropic order basis is not kept for
the remainder of what occurs, being used only for the construction of the
basis.
For a given basis and set of input samples {ξ(k)}Nk=1, we can form the
measurement matrix Ψ that evaluates each basis function at each input, as
in (6). With an additional weight matrix W that is diagonal and positive-
definite, we can form D =WΨ.
For a given basis, when the surrogate coefficients, c, have been identified,
we may remove m basis functions coinciding with small entries of c. This
allows us to shape and adapt the basis as per our heuristic of removing basis
functions that have correspondingly small coefficient. We refer to this as basis
contraction. We do this using a method called basis contract(B,c,m), and
presented in Algorithm 1. The parameter m is looped over during the basis
adaptation procedure. We note that in the case that multiple minimizing |ci|
exist, we choose the one with smallest index i.
Algorithm 1: basis contract(B,c,m): Returns contraction of input ba-
sis, using information from a computed solution.
Set R = ∅ % Will contain basis functions to remove.
for k ≤ m do
Set k = argmin
i∈B\R
|ci|. % Minimize over elements B not in R.
Set R = R∪ {k}. % Add basis function to be removed.
end for
Return B \ R % Contracted basis is elements of B not in R.
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Adjoint to contraction of the basis is expansion of the basis, through
a function referred to as basis expand(B), and presented in Algorithm 2.
We note that basis expand expands general bases that do not coincide with
anisotropic order bases, specifically bases that have had a number of basis
elements removed via basis contract. The parameter γ in basis expand con-
trols the relative expansion of the basis, with higher values leading to larger
bases. For the examples in Section 3 γ = 1.5 is larger for the low dimensional
problem of Sections 3.1 and γ = 1.3 is used for the low-dimensional problem
in 3.4. Similarly, γ = 1.01 is smaller for the problems of Sections 3.2 and 3.3.
The larger γ helps accelerate adaptation when the dimensions are smaller
and the orders are expected to be relatively larger, while in the higher di-
mensional case it becomes more important to restrain the number of basis
functions as the typical order of basis in any given dimension is low. Gener-
ally, small values of γ will work well, at the potential cost of needing more
basis adaptation iterations.
We also include a certain number of new dimensions at order 1, denoted
dim add, which is set to 20 for the examples in Section 3. The modification
for dim add is most important for the example in Section 3.3. The other
examples have 20 or fewer dimensions, and this constraint simply enforces
that the minimal order in each dimension for those problems is 1, i.e. there
is at least a linear term in each dimension.
Algorithm 2: basis expand(B): Returns expansion of input basis.
Set p = 0. % Will hold order information.
for k such that ψk ∈ B do
Set p = max(p,k). % Maximum is taken coordinate-wise.
end for
Add up to dim add dimensions to p at order 1.
B =basis id(⌈γp⌉). % Ceiling function is taken coordinate-wise.
In the examples, basis contract and basis expand are used in tandem, re-
peatedly expanding further contracted bases. These contracted bases are
further contracted by removing additional basis functions, leading to dif-
ferent expanded bases, and choosing the basis from a number of these by
selecting which one produces a minimal validated error in surrogate approx-
imation. As basis stability and obtaining the lowest available errors are a
priority, it is reasonable to admit more solution solves. Hence, a basis can
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be selected at each iteration from a set of candidate bases that minimizes
an estimate of the RRMSE, a process which we refer to as basis validation.
The algorithm to do this validation is summarized in Algorithm 3, and is
referred to as basis validate(B0,c0). For the computations here, max strikes
= 6, where this parameter is instrumental for identifying the size of candi-
date bases we have to select from, where we stop identifying candidate bases
with confidence that expansion of further contracted bases is unlikely to pro-
duce a basis with a lower estimate of RRMSE. Further, the basis adaptation
procedure of expanding a contracted basis may be performed efficiently by
noting that basis contract need only remove one new element of an already
sorted coefficient vector c and new coefficients, and error estimates need only
be computed when basis expand produces a new basis. Here, a strike is an
event where a validated error does not fall below the minimum achieved val-
idated error. For computational efficiency the algorithm terminates if too
many strikes are accumulated, resetting the strike counter if a new minimum
is achieved.
Algorithm 3: basis validate(B0,c0): Returns validated basis from set
of potential bases.
Let n = |B0|. % The number of basis elements in B0.
Set m = 0, strikes = 0, and min error =∞.
while m ≤ n & strikes < max strikes do
Set Bm =basis expand(basis contract(B0,c,m)).
if Bm 6= Bm−1 then
Evaluate all samples and QoI for Bm to get Dm and Wmu.
Compute surrogate coefficients cm and estimate of RRMSE ǫm.
% Surrogate computation details are presented in Section 2.3.
if ǫm < min error then
min error = ǫm & strikes = 0.
else
strikes = strikes +1.
end if
end if
m = m+ 1.
end while
Return basis achieving minimal validated error.
12
For cases of moderate dimensionality, the prescribed methods are suffi-
cient. However when nearly linear scaling in dimension is required, it is useful
to provide an upper bound on the orders prescribed for each dimension, a
method referred to as basis upper bound and presented in Algorithm 4. This
algorithm is only used for the example in Section 3.3, but is important there
as without it, the number of basis functions during the basis expansion phase
would quickly grow too large for tractable computation. We also note that
this algorithm can be used by first ordering p in descending order, although
we do not do so here, as the dimensionality in Section 3.3 is already loosely
sorted in a descending order of importance. This use of an upper bound
Algorithm 4: basis upper bound : Returns coordinate-wise upper
bound on p.
Let ik index the last coordinate of p having order k.
Initialize v
Let k⋆ be max k such that ik is defined.
for k ≤ k⋆ do
Set vk = ik + dim add.
end for
Initialize b % Is the vector that bounds the order in each coordinate.
for k ≤ k⋆ do
Set b(1 : vk) = k. % Set first vk entries of b to k.
end for
Set b(1 : dim add) = b(1 : dim add) + 1. % Increase order for first
dimensions.
on order at each iteration can prevent quadratic scaling in dimension from
including 2nd order terms for a large number of dimensions. A linear or even
constant approximation may be sufficient for most dimensions, and only a few
dimensions need basis functions of higher order. Moreover these bounds may
be systematically adjusted at each iteration, without a priori assumptions
about an ideal basis for approximation. We note that another alternative
to reduce the expansion of basis functions is to initialize m in Algorithm 3
to some integer greater than 0, although we do not consider doing so here.
Adjusting this parameter would also reduce the size of expanded bases, and
potentially reduce the number of bases for which estimates of the RRMSE
need be computed.
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After a solution has been updated in the new basis, we increase the num-
ber of samples used to compute coefficients. Motivated by a desire for a
coherence-optimal sampling in our new basis, additional samples may be
generated using the new basis as well as the basis used for sample genera-
tion in the previous iteration. This process is particularly useful in certain
cases where high order approximations are needed in one or more dimen-
sions, leveraging the benefits of coherence-optimal sampling [10, 11], and not
requiring a priori knowledge about which dimensions require higher orders.
Sometimes it is reasonable and practical to simply draw all samples from
the same distribution, such as from the orthogonality distribution, and this
provides a useful comparison for the examples in Section 3.
2.2. Sample Generation
In this work, when not sampling from an orthogonality distribution, sam-
pling is done via Markov Chain Monte Carlo (MCMC) so as to minimize the
coherence defined in [11]. We note that this distribution depends on the
ℓ2-norm of the proposed vector of evaluated basis functions, as well as the
orthogonality distribution. For each sample, denoted Ξ(k), a weight w(k) is
associated, so that in aggregate the design matrix D satisfies
E(DTD) = NI. (12)
For orthogonality distributions with infinite support, like the normal dis-
tribution, it is convnient to relax this requirement to holding only in an
approximate sense [20, 10].
Our implementation for drawing N samples from a distribution g is re-
ferred to asmcmc sample(g,N). We note that this implementation of MCMC
does not utilize adaptive proposal distributions, perpetually drawing propos-
als from the orthogonality distribution, though this is not ideal for e.g. high-
order Hermite polynomials and the normal distribution [10]. Our method
tunes the sampling with a burn-in parameter. Several burn-in samples are
repeated until a running average of the normalization constant for the distri-
bution is stabilized, as this helps to insure a quality sample, and then these
burn-in samples are discarded and not utilized as draws from the desired
distribution.
To improve the quality of sampling we also seek to limit the number of
so-called collisions between samples, where a collision is defined to be when
one MCMC sample is identical to the previous MCMC sample, which can
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arise when a large number of potential samples are rejected in sequence.
To prevent this we draw more intermediate samples before accepting the
next sample. An upper bound on this collision rate is enforced, specifically
exp(−8) ≈ 0.00033, and duplicate samples are not kept. This number, hav-
ing no particular significance, may be reduced if more accurate samples are
needed. This imparts a negligible bias in the MCMC sample as the colli-
sion rate may be kept quite low without much computational burden. We
note that our parameters produce a quality sampling from most coherence-
optimal distributions, while being computationally quick. However, a more
careful sampling that utilizes more resources may produce better results. It
is also possible to use these generated samples as candidates for more specific
experimental designs [41, 42]. This design motivated approach is beyond the
scope of this paper, and is a focus of future work.
The weight function w(ξ) attached to every potential sample is related to
the orthogonality distribution f(ξ) and sampling distribution g(ξ), as in [11].
For the initial sample,
g(ξ) = cg‖ψ(ξ)‖22f(ξ), (13)
where ψ(ξ) is the row vector of realized basis functions evaluated at ξ, f(ξ)
is the prescribed distribution for the uncertain inputs, and cg = |B|−1 is the
corresponding normalizing constant [11]. As
E(DTD)i,j =
∫
Ω
w2(ξ)ψi(ξ)ψj(ξ)g(ξ)dξ,
it follows that (12) is satisfied when w(ξ) =
√|B|‖ψ(ξ)‖−12 .
2.2.1. Correction Sampling
At each BASE-PC iteration, we consider two bases. The previous basis,
denoted Bk, and the current basis, denoted Bk+1. Each basis has an asso-
ciated coherence-optimal distribution from Section 2.2, which we denote gk
and gk+1, respectively. Our correction sampling assumes all previous sam-
ples were drawn from gk, and wishes to draw additional samples maintaining
(12), while having the aggregation of all samples be drawn in a way that
resembles independent draws from gk+1. This is done by implicitly defining
the correction distribution gck by the identity
(1− αk)gk(ξ) + αkgck(ξ) = gk+1(ξ). (14)
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Here αk must be chosen large enough such that g
c
k(ξ) ≥ 0 for all ξ in the
relevant domain. Additionally, considering gk+1 as a mixture of gk and g
c
k,
αk is connected to the sample sizes from the previous basis, denoted Nk;
the new complete number of samples treated as if drawn from gk+1, denoted
Nk+1; and the number of correction samples used to do this, denoted,
N ck := Nk+1 −Nk.
Interpreting (14) in terms of this sampling idea,
αk =
N ck
Nk+1
.
These requirements are combined as outlined in Algorithm 5, which generates
N ck transition samples, where N
c
k is identified within an acceptable range of
values. This algorithm requires a few parameters. There is a parameter for
maximum sampling ratio, denoted max sample ratio that enforces a maxi-
mum on how many correction samples are allowed as a ratio of the current
sample size. In our examples, max sample ratio = 1, that is the sample
size may at most double at each sampling. The primary benefit of set-
ting max sample ratio is to not require an impractical number of correction
samples. Also, there is a minimum sampling ratio min sample ratio, that
bounds the minimum number of samples in the correction sample, relative
to the current sample size, which is set a priori and varies for our examples
between 0.1 to 0.3 depending on the computational budget. The main ben-
efit of setting min sample ratio is to reduce the number of iterations that
would occur if a low number of samples were generated on each iteration.
Algorithm 5 also specifies weight correction, a variable that is used in
the case that α in (14) must be chosen larger than what max sample ratio
admits. Here, weight correction artificially inflates αk from (14) by giv-
ing samples from the correction distribution higher weight, producing an
effect similar to having more samples from that distribution. The factor,
weight correction, is multiplied to all rows of D corresponding to new
samples generated by sample expand, i.e. associated with the correction
sampling. Its primary role is to insure that (12) holds after the correction
sampling. This multiplication is done for the next solution computation
only, and for all subsequent samples the generated random variables are all
assumed to have been drawn independently from the prescribed gk.
There are two reasons for this. First, the correction sampling assumes
all previous samples are drawn from gk, and maintaining previous weights
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contradicts this assumption. Further, for any given iteration, the violation of
(12) that comes from misrepresenting previous weights vanishes as the overall
sample size increases. Second, it is preferable that the aggregate sample
not maintain lasting effects from previous samples. Having a few previous
samples from a correction sampling that had attached to it a very large weight
would potentially lead to the function being fit unnecessarily well at those
points, at the detriment of other points in the domain. Stated another way,
the RRMSE in the surrogate would be increased by inappropriately fitting
some areas of the domain due to the persistence of weights.
Algorithm 5: sample expand(Bk, Bk+1): Returns sample with correc-
tion to be used for next solution computation.
Set αk = min sample ratio.
while αk-validated sample not generated do
Set N ck = ⌈αNk⌉.
Set αk = N
c
k/(Nk +N
c
k). % Ceiling function changes α slightly.
Define gck via (14).
Set (α˜k, sample) = mcmc sample(g
c
k,N
c
k).% αk may be increased.
% The need to increase αk is revealed during sampling.
if α˜k > αk then
Set αk = α˜k. % Increase αk if needed.
else
Break while loop % Here αk has validated on the sample.
end if
end while
if αk > max sample ratio then
Remove samples from N ck so that N
c
k/Nk < max sample ratio.
Set α′k = N
c
k/(Nk +N
c
k). % Note that α
′
k < max sample ratio.
Set weight correction = α−1k α
′
k. % This is larger than 1.
Set true sample ratio = α′k.
else
Set weight correction = 1. % No weight correction necessary.
Set true sample ratio = αk.
end if
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2.3. Surrogate/Coefficient Identification
With a basis and sample identified, a surrogate solution is identified by
computing coefficients for each basis function. These coefficients are com-
puted by solving (7) with a cross-validated δ [9] to minimize a validated
estimate of RRMSE, using a certain number of folds and a certain number
of validation samples in each fold. Here the range of δ is given based on the
previous validated error or an initial value. Specifically, the set of potential
δ is 0 and a set of 20 tolerances that are spaced, evenly in a logarithmic
scale, around the largest of the previous minimizing tolerance or validated
error. Further, 24 randomly generated partitions of the data are used to
compute an estimate of the RRMSE and a corresponding δ for each parti-
tion. For each such partition, 80% of samples are used for computation of
the solution, while 20% are used for validation. The number of partitions
and percentage of validation samples are generally larger than needed for a
relatively accurate estimation of error. We note that the method of error es-
timation used here is closely related to the leave-one-out error estimate of [7].
It may be useful in certain situations to consider other validation techniques,
although this is sufficient for the examples here.
2.4. Main Iteration
The main iterative process then is to sequentially identify new bases for
the surrogate approximation and new samples that are compatible with this
sequence of bases so that the aggregate sample at each iteration mimics
a coherence-optimal sample for the appropriate basis at that iteration. To
clarify the presentation, we define initialize as a function that produces some
initial basis; a number of samples that are coherence-optimal for that basis;
surrogate coefficients for that basis; and an estimate of RRMSE. For our ex-
amples, we initialize to a total-order basis with some small number of samples
drawn from the coherence-optimal distribution, unless all samples are being
drawn from the orthogonality distribution. The surrogate coefficients and
RRMSE estimate are then computed in that basis for those samples as by
the method described in Section 2.3. The BASE-PC algorithm is then de-
scribed in Algorithm 6, and referred to as base-pc loop. Here max iterations
may be set based on convergence criteria. For our examples, the loop is run
until computational time grows large, although it is also reasonable to stop
based on the RRMSE estimates as generated by basis validate.
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Algorithm 6: base-pc loop: The main iteration for BASE-PC.
Set (B0, c0,S) = initialize(). % We let S denote identified samples.
for k = 1 :max iterations do
(Bk, ck) =basis validate(Bk−1,ck−1).
S =sample expand(Bk, Bk−1).
end for
3. Numerical Examples
To investigate the numerical efficacy of the BASE-PC iteration, we inves-
tigate four problems. The first in Section 3.1 is a low-dimensional smooth
problem that is traditionally targeted for interpolation and regression prob-
lems. The second in Section 3.2 is a moderate dimensional problem with
some characteristic coefficient decay often seen in engineering problems. The
third in Section 3.3 is a 1000 dimensional manufactured problem that shows
the BASE-PC method can be effective at dimensions not usually associated
with PC accuracy. The final example in Section 3.4 is a low dimensional
surface adsorption model that is not well suited to polynomial approxima-
tion, having many properties that may preclude it from use with PC, but
demonstrating BASE-PC’s improvement when polynomial approximation is
of suspect accuracy, as occurs in many practical problems.
In all examples here the total order bases use only samples drawn from
the orthogonality distribution as opposed to any coherence-optimal sampling.
For the BASE-PC methods, sample adaptivity (SA) refers to use of the cor-
rection sampling distribution with coherence-optimal sampling as in [11],
while no sample adaptation (No SA) refers to using samples from the or-
thogonality distribution. In both cases, basis adaptation is performed in
the same manner. In all cases validated RRMSE represents the estimated
RRMSE as identified by BASE-PC, while RRMSE is a reference estimate of
RRMSE computed using a large number of independently generated samples.
3.1. Case I: Franke function
One function that is often used in regression or interpolation analysis
is the Franke function [43], which is a two dimensional function defined on
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[0, 1]× [0, 1] by
u(Ξ) :=
3
4
exp
(
−(9Ξ1 − 2)
2
4
− (9Ξ2 − 2)
2
4
)
+
3
4
exp
(
−(9Ξ1 + 1)
2
49
− 9Ξ2 + 1
10
)
(15)
+
1
2
exp
(
−(9Ξ1 − 7)
2
4
− (9Ξ2 − 3)
2
4
)
− 1
5
exp
(−(9Ξ1 − 4)2 − (9Ξ2 − 7)2) ,
and depicted in Figure 1. The results of running the BASE-PC iterations
are shown in Figure 2, demonstrating improvement for adapted bases over
the use of total order bases in that each of the total order bases are only
as accurate as the adaptive bases for a range of sample sizes. Specifically,
when comparing the number of QoI evaluations to the RRMSE, we see that
the sample adaptive BASE-PC iterations reliably outperform other methods,
and that the BASE-PC iterations with and without sample adaptation use
significantly fewer basis functions for the same level of accuracy when com-
pared to the total order bases, and require no a priori information about
what order of basis to utilize.
These plots show a gradual increase of the average number of basis func-
tions included, as the number of QoI evaluations increases with the BASE-PC
approach, a common theme in all the examples. This example also shows the
benefit of sample adaptation, as higher sample sizes allow more exceptional
accuracy when sample adaptation is performed. We note that in this case
the order of adapted approximation remains comparable in both dimensions,
so that the basis adaptivity behaves similarly to identifying a particular total
order approximation.
3.2. Case II: Stochastic heat driven cavity flow
A practical case for consideration comes from temperature driven fluid
flow in a cavity [44, 2, 45, 29], where the QoI is a component of the velocity
field at a fixed point and time. The left vertical wall has a uniform temper-
ature T˜h, referred to as the hot surface, while the right vertical wall has a
variable temperature T˜c, and is referred to as the cold surface; both walls are
adiabatic. The reference temperature is defined as ∆T˜ref := T˜h − T˜c. Let yˆ
denote the unit normal vector in the vertical dimension. The non-dimensional
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Figure 1: The Franke function.
governing equations are given by
∂u
∂t
+ u · ∇u = −∇p + Pr√
Ra
∇2u+ PrT yˆ,
∇ · u = 0,
∂T
∂t
+∇ · (uT ) = 1√
Ra
∇2T,
(16)
where u is velocity vector, p is pressure, T is normalized temperature and
t is time. Non-dimensional Prandtl and Rayleigh numbers are defined, re-
spectively, as Pr := µ˜cp/κ˜ and Ra := ρ˜g˜β∆T˜ref L˜
3/(µ˜κ˜) where tilde denotes
dimensional quantities: ρ˜ is density, L˜ is reference length, g˜ is gravitational
acceleration, µ˜, is molecular viscosity and κ˜ are is thermal conductivity. The
coefficient of thermal expansion is β = 0.5. In this example the Prandtl and
Rayleigh numbers are given by Pr = 0.71 and Ra = 106.
3.2.1. Stochastic Boundary Conditions
On the cold wall, a temperature distribution with stochastic fluctuations
is applied,
T (x = 1, y) = Tc + T
′(y), (17)
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where Tc = −0.5 is a constant expected temperature, and Th = 0.5 is the
temperature on the hot wall. The fluctuation T ′(y) is given by the truncated
Karhunen-Loe`ve expansion
T ′(y) = σT
d∑
i=1
√
λiϕi(y)Ξi, (18)
where d = 20 and σT = 11/100. Here, each Ξi is assumed to be an in-
dependent and identically distributed uniform random variable on [−1, 1],
with {λi}di=1 and {φi(y)}di=1 the d largest eigenvalues and the corresponding
eigenfunctions of the exponential covariance kernel
CTT (y1, y2) = exp
(
−|y1 − y2|
lc
)
, (19)
where lc = 1/21 is the correlation length. An example of cold boundary
condition is shown in figure 3b. Our QoI is the vertical velocity component
at (0.25, 0.25). The QoI computations here do not solve this model directly,
but instead use a surrogate solution computed using a basis of 2500 elements
reduced from a total order 4 basis and a large number of samples.
Th
x
y
(0, 0)
(1, 1)
T (y) = Tc + T
′(y)
∂T
∂y
= 0
∂T
∂y
= 0
(0.25, 0.25)
(a) Schematic figure for the problem
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−0.35
y
T(
y)
(b) An example of T (x = 1, y)
Figure 3: Illustration of the problem, reproduced from Figure 6 of [29].
3.2.2. BASE-PC Iterations
The results of running the BASE-PC iterations are shown in Figure 4,
demonstrating dramatic improvement for adapted bases over the use of total
order bases. This improvement is seen even when no sample adaptivity is
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done, i.e. when all samples are drawn from the orthogonality distribution.
We note that the number of adapted basis elements is correlated strongly to
the number of QoI evaluations, and that the correlation between the validated
RRMSE and the actual RRMSE is also high for all methods. This problem
is smooth in the input parameters, which facilitates an easy basis adaptation
and leads to a smooth decay in RRMSE as the number of QoI evaluations
increases for the basis adaptive methods. The non-adaptive total order bases
are not tuned to the number of samples, nor distribute basis functions ideally
between dimensions leading to a recovery with reduced effectiveness.
3.3. Case III: 1000-Dimensional Manufactured Decay
As a demonstration of scaling for a high dimensional problem, consider
u(Ξ) = exp
(
2−
d∑
k=1
sin(k)Ξk
k
)
, (20)
with d = 1000. Here each Ξk is independent and uniformly distributed on
[0, 1]. For computations at this dimensionality, order control is implemented
for the basis expansion so that instead of increasing each pi, a limited number
of dimensions have increased pi at each iteration as dictated by Algorithm 4.
Specifically, we set dim add = 20.
The results in Figure 5 are a computation for a non-linear polynomial
approximation in 1000 dimensions. We notice that the adaptive methods
still exhibit a smooth reduction in RRMSE with regards to the number of
QoI evaluations, although the rate of this reduction is not as large as that
for the cavity flow problem in Section 3.2.2. This is coupled with a high
correlation between the number of basis functions and QoI evaluations, as
well as the estimated RRMSE and an accurate reference RRMSE.
We may also consider how this method compares to Monte Carlo estima-
tion of the first two moments of the distribution, given that this is a widely
used approach for problems of this dimensionality. In Figure 6 we see the
comparison of errors in the mean and variance computations for this prob-
lem. We note that the BASE-PC iterations are generally more accurate in
estimating the mean and variance than corresponding Monte Carlo compu-
tations, although the regression (7) reduces ‖c‖1 and does produce a bias to
underestimate these quantities. This bias is negligible at larger sample sizes,
but is significant at smaller sample sizes. Overall the BASE-PC moment es-
timates have lower error, and also have the benefit of producing a surrogate
model that explains much of the variance in addition to estimating it.
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3.4. Case IV: Surface Adsorption
While the previous examples are generally smooth and well approximated
by low order polynomials, some QoI have stiff response to the input random-
ness and require high degree polynomials. One such problem is to quantify
the uncertainty in the solution ρ of the non-linear evolution equation{
dρ
dt
= α(1− ρ)− γρ− κ(1− ρ)2ρ,
ρ(t = 0) = 0.9,
(21)
which models the surface coverage of certain chemical species, as examined
in [46, 47]. We consider uncertainty in the adsorption, α, and desorption, γ,
coefficients, and model them as shifted log-normal variables. Specifically, we
assume
α = 0.1 + exp(10 Ξ1),
γ = 0.001 + 0.001 exp(10 Ξ2),
where we consider Ξ1,Ξ2 as standard normalN (0, 1) random variables; hence,
the dimension of our random input is d = 2. We note that this example dif-
fers from the corresponding example in [11], which has 0.05 Ξ1 and 0.05 Ξ2
in place of 10 Ξ1 and 10 Ξ2 in the arguments of the exponentials. Also, the
0.001 parameter multiplying γ differs from 0.01 in [11] which in this work
somewhat reduces the relative variability with respect to γ when compared
to that of α. In aggregate, the example here corresponds to significantly
higher uncertainty in the input parameters. The reaction rate constant κ in
(21) is assumed to be deterministic and is set to κ = 10.
Our QoI is ρc := ρ(t = 4,Ξ1,Ξ2), and to approximate this, we consider
a Hermite PC expansion in the two variables, Ξ1 and Ξ2. This problem is
interesting for its stiff transition and the need for high order polynomials in
Ξ1, with a lower but still considerable order of polynomials in Ξ2.
For normally distributed input random variables, we utilize the associ-
ated Hermite polynomials for the approximation, which are known to be
more difficult to use with polynomial approximation [10, 11]; specifically, re-
gression via (7) using Hermite polynomials is quite sensitive for high order
approximations. When high order Hermite polynomials are used, sampling
from the orthogonality distribution is ineffective due to a dependence on ex-
ceptionally rare events for accurate approximations. The lack of smoothness
in this problem is generally exacerbated by using Hermite polynomials, with
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results shown in Figure 7. We note that while no method does particularly
well for this problem, the BASE-PC method, specifically the sample adaptive
version, significantly outperforms the total order computations.
Figure 8 shows the realizations of the true model QoI and the realizations
from a BASE-PC surrogate constructed using sample adaptation, where the
realizations of the BASE-PC surrogate are set to 0 if they are negative values,
and set to 1 if they are greater than 1. This constraint is done as the physical
model dictates values be in [0, 1], and this change makes the plots in Figure 8
comparable as the BASE-PC surrogate takes values up to approximately 8
and down to approximately −1. The figure shows that this QoI exhibits
behavior that makes it very difficult to approximate by a polynomial, and
indeed the utility of doing so for practical purposes is suspect. Here, we
consider it as a contrast to the Franke function in Section 3.1. While the
Franke function is smooth and well approximated by polynomials of modest
order, this function has sharp transitions that approach discontinuity, and
large areas of effectively no variation, which is a function that is not well
approximated by polynomials; even here where polynomial orders in Ξ1 reach
the hundreds. The surrogate is noticeably deficient around the edge of the
transition, and exhibits inaccuracy in approximating the constant regions,
both of which are consistent with polynomial approximations to functions of
this type.
We also note that the use of the orthogonality distribution as a pro-
posal distribution is lacking for an accurate coherence-optimal sampling here,
tending to generate samples further towards the origin than an accurate
coherence-optimal sampling. A more accurate sampling may improve solu-
tion recovery when utilizing the sample adaptive approach by better leverag-
ing these rare events. Of some interest is noting that the reference RRMSE
and validated RRMSE are significantly less correlated in this example, due
to both estimates being significantly less accurate for this problem, though
the BASE-PC method, particularly the sample adaptive version, is more ac-
curate than the total order versions. We note that the use of sampling from
the orthogonality distribution for proposal samples in the MCMC leads to
the coherence-optimal sampling here being significantly less accurate than
that of [11].
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4. Theoretical Exposition
Here we present theoretical justification for the BASE-PC iteration, par-
ticularly with regards to the iterative basis adjustment and correction sam-
pling. We also address the recovery via ℓ1-minimization and its analysis that
depends on sparsity, particularly as the goal of adapting a basis is to have
contributions from as many basis functions as possible, i.e. to identify rep-
resentations that are not sparse. However, it is still of great practical utility
to be able to recover sparse solutions in an expanded basis.
We present this analysis in the following sections. Section 4.1 details
some specifics of the coherence based approach we rely on here, as well as a
notion of coupling that is key to the analysis of basis adaptation and some
useful matrix bounds for the remaining sections. Section 4.2 handles the
recovery results for sparse solutions. Section 4.3 details recovery results that
are useful for recovering solutions that we consider non-sparse. Section 4.4
identifies a class of problems that under some assumptions may be recovered
in a number of samples and basis functions that is independent of dimension.
4.1. Preliminaries
Here we present some of the preliminaries used for our main results, in-
cluding concepts, notation and a few results used in the remaining sections.
We first note that all results here rely on a noise model that is at least with
high probability uniformly bounded. Let ψ(ξ) denote the realized row vector
that evaluates the basis functions in Bk at ξ; let w(ξ) denote the weight as-
sociated with the coherence-optimal sampling associated with Bk, and let ǫBk
denote the truncation error associated with the basis Bk as from (11). For
us, we then require that ‖ǫBk(ξ)w(ξ)ψ(ξ)‖∞ ≤ λ holds with high probability
for some λ. We note that this is not a problem for most u(ξ), and when
using most practical distributions for ξ and the corresponding orthogonal
polynomials and coherence-optimal weights, but could be an issue in more
exotic cases.
4.1.1. Sparse vs. Non-Sparse Recovery
The BASE-PC method relies on the basis adaptation procedure to main-
tain a ratio of samples to basis functions that admits recovery, and we seek
to identify a ratio of samples to basis functions that guarantees this stability.
The basis adaptivity muddles the compressed sensing interpretation in that
we actively seek to have the sparsity parameter be large relative to the num-
ber of basis functions. Because of this, we present our main results in both
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sparse and non-sparse cases. Here and throughout s represents the sparsity
parameter, and is broadly the number of non-zero coefficients needed to re-
cover a QoI with a particular polynomial basis. Generally, s increases as
more accurate solutions are requested, and the relationship between s and
the accuracy of a solution is not addressed here. We do note that the tradeoff
with s can be partially interpreted in terms of truncation error as in (11),
and this does show up in the presented results.
Heuristically, if basis adaptation is successful then we generally expect a
large fraction of basis functions to be useful for recovering the QoI, and this
falls into the non-sparse recovery framework. It is also useful to insure that
when there is a relatively small number of useful basis functions in our basis,
that we may still have a quality recovery, and this recovery is referred to as
sparse recovery. Another benefit of sparse recovery is with regards to how ag-
gressively one may expand a basis at each iteration. An ability to accurately
recover sparse reconstructions implies that we may add in a relatively large
number of basis functions where few of them are expected to be useful in ap-
proximating the QoI. In terms of the BASE-PC method discussed here, this
means that larger γ and dim add may be used in the basis expand algorithm
of Algorithm 2. If the number of necessary basis functions is s < 0.5|Bk|, i.e.
s is less than half the number of basis functions used at the kth iteration,
then we consider this to be sparse recovery, and otherwise we consider s to
be non-sparse recovery. The surrogate identification may also be anticipated
to be more robust with regards to the expansion and contraction parameters
that determine the basis adaptation.
We note that sparse recovery has additional factors in log(s), that are
unnecessary for the non-sparse recovery result, and if the non-sparse results
are more favorable then those may be utilized freely, as may occur for s near
0.5|Bk|. We also note that there are some nuances that exist in the case of
very sparse solutions; but that there is no issue with any of the results if we
assume s ≥ 2, and results can be defined for s ≥ 1 with some changes to the
presentation. We briefly remark on this later in Section 4.1.4. There is also
some beneficial improvements to the number of samples when the sparsity is
very high, such as when the adapted basis is of high quality and s approaches
|Bk|, on which we also remark later in Section 4.1.4. The reason for both of
these results arise from the probablistic approach to relevant bounds on the
design matrix which we discuss over the course of the next several sections.
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4.1.2. Coherence
Let Ω be the domain of the random input being considered, B the current
basis, and ψ(ξ) a 1× |B| vector whose entries are the evaluation of the basis
functions ψk at ξ. Let w(·) denote the weight function associated with the
importance sampling that determines how the ξ are drawn, so that w(ξ) is
the weight function evaluated at ξ. Consider the definitions,
µ∞ := max
ξ∈Ω
‖w(ξ)ψ(ξ)‖2∞; (22)
µ2 := max
ξ∈Ω
‖w(ξ)ψ(ξ)‖22; (23)
µ2(s) := max
ξ∈Ω
max
|S|≤s
∑
k∈S
|w(ξ)ψk(ξ)|2. (24)
These represent the potential maximum of certain vector norms over poten-
tial rows in the matrixD, where the coherence-optimal importance sampling
is to minimize this maximum. We note that as in [20, 10], the set Ω could
be truncated if for example, these maximums are not bounded over the do-
main Ω, as occurs with e.g. Hermite polynomials. While µ∞ has been used
within the context of ℓ1-minimization [20, 10, 48], and µ2 has been used
within the context of ℓ2-minimization [19, 11, 49], it may be more appro-
priate to consider µ2(s) in the case of ℓ1-minimization. We note that the
importance sampling of [11] which is used here insures that µ2 = |B|, the
minimal possible value attainable by independent sampling. We note too
that µ2 = µ2(|B|). Further, straightforward bounds can be found relating
these notions, as summarized by the following lemma.
Lemma 1. With the coherence parameters defined as in (23) it follows that,
max
(
s
|B|µ2, µ∞
)
≤ µ2(s) ≤ min (µ2, sµ∞) ;
max
(
s
|B|µ2, µ2(s)
)
≤ sµ∞ ≤ min (sµ2, sµ2(s)) ;
max (µ∞, µ2(s)) ≤ µ2 ≤ min
(
|B|µ∞, |B|
s
µ2(s)
)
.
Proof. These results follow from standard inequalities of vector norms. 
The quantities in the center of the inequality chain may each be used to
bound ℓ1-recovery of a solution of sparsity ⌊s/2⌋ with similar bounds, in a
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manner compatible with the analysis of [20]. We denote any definition in
the center of the above inequalities; one of µ2(s), sµ∞, or µ2; by µ, and
for simplicity of presentation we focus on µ = µ2(s) in what follows. The
ℓ2-coherence-optimal sampling used in the examples here, is optimal with
regards to minimizing µ2 over all independent random sampling distribu-
tions [11]. Note that µ2(s) is the smallest of these three, but that µ2(s)
involves a maximum over a combinatorially large set {|S| ≤ s}, that compli-
cates the analysis. Interestingly, it is simple enough to perform a coherence-
optimal sampling that minimizes µ2(s), as for any realized candidate vector,
ψ(ξ), the weight function, w(ξ), and hence the MCMC sampling, involves
only identifying the s elements of the candidate row that have the largest
absolute value. However, such a sampling is beyond the scope of this work,
but could be useful in cases where a sparsity parameter s is either assumed
a priori or estimated in some manner.
4.1.3. Matrix Bounds
Here we present matrix bounds that will be used to show our results
in Section 4.2 and Section 4.3. Before presenting a key matrix bound that
will be used to justify our coherence-optimal sampling to minimize µ2, as
well as our associated correction sampling, we discuss a normalization for
the design matrix, denoted D that is made throughout. We utilize a bound
in a probabilistic sense of the quantity ‖DTD − E(DTD)‖, where in what
remains, all unspecified matrix and vector norms are assumed to be ℓ2-norms.
To consider the convergence ofDTD to its mean in terms of the sample size,
N , we normalize DTD so that,
E(DTD) = I, (25)
or at a minimum we require that this holds approximately. We note that
division of D by a constant is associated with a similar normalization on
Wu, and that there is no effect on the computed surrogate when this is
accounted for. That is, this normalization is a theoretical convenience with
no effect on the computed solution or its associated error. We also note that
this normalization differs from that in (12), which would be inconvenient
here.
For our purposes we let S denote a subset of the basis having size |S|.
We use the subscript of S to denote that the associated matrix is restricted
to only those entries relevant for basis functions in S.
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The next probabilistic matrix bound is of a type that is useful for guar-
anteeing recovery of accurate, stable function approximations [50, 51, 48, 20,
10, 11]. Specifically, we cite results of Section 5.4 of [51], with Theorem 5.44
of that work being directly applied here. We present that theorem here in a
slightly different form, and as a lemma.
Lemma 2. [51] Let
ES := E
(
DTSDS
)
.
There exists κ > 0 depending only on ‖ES‖−1/2, such that
P
(
‖DTSDS −ES‖ > t
)
≤ |S| exp (−κtNµ−1) .
Proof. This is a rearrangement of Theorem 5.44 of [51] noting that in the con-
text of that theorem, whereAi corresponds to the ith row ofDS , ‖Ai‖2 ≤ √µ
almost surely for all i. 
We also show that samples generated from the correction sampling of Sec-
tion 2.2.1 will complement the old samples in a way such that (25) holds, and
the realizedDTSDS is near its mean. We first prove this for an individual iter-
ation of sampling. Recall that the purpose of the correction sampling is not to
alter moments, but to maintain low aggregate coherence in the samples. For
what remains we assume that max sample ratio from Section 2.2.1 is set to
infinity. This simplifies much of what follows, specifically we avoid technical
complications that would arise from considering weight correction.
Lemma 3. Let DS,1 be the design matrix associated with an initial set of
N1 samples, and DS,2 that with a correction sampling as from Section 2.2.1
using N2 samples. Let ES,1 and ES,2 denote the expectations of D
T
S,1DS,1
and DTS,2DS,2, respectively. Let DS be the full design matrix, restricted to
those entries relevant to S that are used for the computation of uˆ. For any
fixed t,
P
(
‖DTSDS − I‖ > t
)
≤ |S| min
τ1+τ2=t
(
exp
(−κ1τ1N1µ−11 )+ exp (−κ2τ2N2µ−12 )) ,
where κi depends only on ‖ES,i‖−1/2 and µi is associated with samples from
the corresponding distribution.
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Proof. Applying Lemma 2 to DS,1 and DS,2, implies that
P
(
‖DTS,1DS,1 −ES,1‖ > τ1
)
≤ |S| exp (−κ1τ1N1µ−11 ) ;
P
(
‖DTS,2DS,2 −ES,2‖ > τ2
)
≤ |S| exp (−κ2τ2N2µ−12 ) ,
where ES,1 and ES,1 are the associated expectations so that by the con-
struction in Section 2.2.1, ES,1 + ES,2 = I. Recall that µ1 and µ2 are the
coherence parameters associated with the differing samples. Noting that
DTSDS = D
T
S,1DS,1 +D
T
S,2DS,2;
DTSDS − I = DTS,1DS,1 −ES,1 +DTS,2DS,2 −ES,2;
‖DTSDS − I‖ ≤ ‖DTS,1DS,1 −ES,1‖2 + ‖DTS,2DS,2 −ES,2‖2,
completes the lemma. 
Lemma 3 is somewhat unsatisfying in that there is no guarantee that
µ1 and µ2 are well behaved, even though this is the key heuristic behind
the correction sampling. Still, Lemma 3 communicates that a convergence
of the gramian of the design matrix to identity is maintained by correction
sampling.
We note here that the use of multiple correction samplings leads to a sum
of exponentials in Lemma 3. Given the difficulty in addressing the individual
sampling coherences, showing a convergence with this method as the number
of iterations increases would be difficult. Instead of this, we argue differently,
using the technology of coupling presented in Section 4.1.4. Before that
however, we present one final result that we utilize when showing uniform
recovery in the sparse case, as well as use for the non-sparse case. This also
introduces key notation that is used in our approximation results, as well as
demonstrating a key result for the recovery of solutions via ℓ1-minimization.
Let B denote the basis at a fixed iteration of BASE-PC. Define u˜ to be the
approximation in B that minimizes the RRMSE over all such approximations
in that basis. Specifically, define F to be the space of possible approximations
built from linear combinations of elements in B, and then
u˜ := argmin
uˆ∈F
RRMSE(uˆ). (26)
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Let uˆ be the approximation computed at the same iteration of BASE-PC
in the basis B using N samples to form a design matrix D. Using these
definitions we may show a useful result that flows through the restricted
isometry constant (RIC), [21, 52], which is denoted here by ρs(D) and is
defined to be the smallest number satisfying
(1− ρs(D))‖c‖22 ≤ ‖Dc‖22 ≤ (1 + ρs(D))‖c‖22, (27)
for all c having at most s non-zero entries. Here, ρs(D) yields a uniform
bound on the spectral radius of the submatrices of D formed by selecting
any s columns. We occasionally shorten ρs(D) to ρs, which should not be
confusing in context. Related to an RIC is a restricted isometry property
(RIP) that occurs when the RIC reaches a small enough threshold, and a RIP
guarantees that ℓ1-minimization provides a stable approximation. An exam-
ple of such a restricted isometry property is given in Theorem 1 from [48],
restated here in our notation. This theorem shows that if ρ2s < 3/(4 +
√
6),
where s is a sparsity parameter corresponding to how many basis functions
are useful in building a surrogate approximation, then a stable recovery is
assured.
Theorem 1. [48] Let c˜ ∈ R|B| represent the solution that produce u˜. Let c(s)
denote the best approximation to c˜ in terms of minimizing ‖c˜−c(s)‖2, where
c(s) has at most s non-zero entries. Let cˆ be the solution to (7), and let δ used
to compute that solution, be chosen such that ‖W (u−Ψc˜)‖ ≤ δ‖Wu‖2. If
ρ2s(D) < ρ⋆ := 3/(4 +
√
6) ≈ 0.4652,
then,
‖c˜− cˆ‖2 ≤ c1√
s
‖c(s) − c˜‖1 + c2RMSE(u˜);
‖c˜− cˆ‖1 ≤ c3‖c(s) − c˜‖1 + c4RMSE(u˜)
√
s,
where c1, c2, c3, and c4 depend only on ρ2s.
We note that in the non-sparse case, we take s ≥ 0.5|B| and the require-
ments on ρ2s are less stringent. For example by Theorem 1 of [53] we could
take ρ2s ≤ 4/(6+
√
6) ≈ 0.4734. We also note that in this case 2s ≥ |B|, and
so the condition here translates to requiring ρ|B| < ρ⋆, which is an isometry
condition with no “restriction” to vectors of a particular sparsity. Utilizing
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a RIC with s = |B| is useful here where we do not want to assume sparsity
and still want to guarantee a stable solution to (7). We note that such a
condition is also useful for guaranteeing solutions computed via least-squares
regression [19, 11], although we do not consider such solutions here. We
conclude this section by noting that the condition on δ is not generally an
issue, as cross-validation is chosen so as to minimize RRMSE(uˆ), and when
cross-validation has accurate validation, this loosely corresponds to minimiz-
ing ‖c˜− cˆ‖2, so that even if δ does not satisfy the condition, the bound on
‖c˜− cˆ‖2 will still be satisfied regardless of which δ is chosen.
4.1.4. Coupling
We assume that the aggregate samples at each iteration of correction sam-
pling closely resemble an independent sample. Heuristically, this is justified
as the introduced dependence is given in terms of (14), which is mild. Rigor-
ously, we assume the existence of at least one of several couplings [54] between
samples, one corresponding to that of the BASE-PC iterative correction sam-
plings, and the other a set of independent samples drawn from a distribution,
that considering (14) should closely coincide with the coherence-optimal dis-
tribution for the particular working basis at that iteration. Unfortunately,
comparing dependent distributions and coupled independent distributions is
difficult to interpret and analyze, and a method for constructing a coupling is
currently unavailable. As a result, we assume that a desired coupling exists
with a few parameters, leaving as an open problem the verification of the
existence of such couplings, as well as any construction of such a coupling.
We operate under the heuristic that our coupling is such that the coupled
independent distribution is near the coherence-optimal distribution, which is
validated by the correction sampling implied by (14).
Specifically, a coupling here refers to a joint distribution from which ran-
dom variables are drawn, so that they are dependent in a way that is fa-
vorable. Here, we want random variables drawn via the correction sampling
distributions to behave similarly to random variables drawn independently
from a particular distribution, which for the moment we denote g⋆. As the
coupled samples are drawn independently, we can deploy powerful existing
analysis. As we can bound the error for solutions computed using the sam-
ples drawn from g⋆, we can in turn bound convergence for those drawn via
the correction sampling. We note that coupling may be done between indi-
vidual realizations of ξ(i), or by coupling the entire pool of realized samples
{ξ(i)}Nki=1, as long as the coupled samples respect that they are drawn inde-
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pendently from some g⋆. This provides significant freedom in how couplings
may be identified or constructed.
We now present the couplings that we consider here. Let D and D⋆ be
design matrices associated with a common basis B. Let D⋆ be generated
from independent, identically distributed, random sampling, and µ⋆(s) be
the coherence associated with this distribution and basis, as by (24). If there
exists a β and κt > 0 such that
P
(
‖DTD −DT⋆D⋆‖ > t
)
≤ β exp (−κtNkµ−1⋆ (|B|) log−1(|B|)) , (28)
then we say that D is non-sparse-coupled to D⋆ with coupling constants
β and κt. This coupling is so named as it is most useful when considering
non-sparse recovery. Let subscript S denote taking the submatrix associated
with columns in S. Another form of coupling is given by,
sup
|S|≤s
P
(
‖DTSDS −DTS,⋆DS,⋆‖ > t
)
≤ β exp (−κtNkµ−1⋆ (s) log−1(|B|) log−3(s)) ,
(29)
and if this holds, then we say thatD is s-coupled toD⋆. This form of coupling
is useful for considering recovery uniformly over coefficient supports in the
case of sparse recovery. We also consider another form of coupling that is
weaker than s-coupling, in that it requires the supremum of (29) to hold over
a smaller set. Specifically, fix a set S0, corresponding to a fixed support set
that is good for building an approximation to the QoI. Define Sr to be the
set of S := S0 ∪R, where |R| ≤ r. Let D, D⋆, and µ⋆ be as before. If there
exists a β such that for some κt > 0,
sup
S∈Sr
P
(
‖DTSDS −DTS,⋆DS,⋆‖ > t
)
≤ β exp (−κtNkµ−1⋆ (s+ r) log−1(|B|)) ,
(30)
then we say thatD is (s, r)-coupled toD⋆. This recovery is useful for the non-
uniform version of sparse recovery, that is, when we consider the recovery of a
single QoI. As the set Sr has comparatively fewer sets over which to take the
supremum; the (s, r)-coupling is generally weaker than the (s+ r)-coupling.
We remark again that the authors are unaware of how to identify such
couplings or in how to bound the relevant β and κ parameters associated
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with them. Intuitively, we expect the proposed sampling to behave similarly
to independent sampling, and this framework can make the concept of sim-
ilarity to independence explicit. Here, the difference between the iteratively
adjusted sample and independent samples is by the relationship in (14), and
so we expect the samples to behave similarly to independent samples, which is
seen experimentally, where the two sets are indistinguishable in appearance.
The following theorem utilizes each of the above couplings to achieve a
corresponding conclusion. Specifically, it links the non-independent random
sampling that we use with the independent sampling that is a common as-
sumption in most recovery theorems. This performs the heavy lifting for
showing the recovery results in Sections 4.2 and 4.3. We note that while
µ⋆, β⋆ and κ
′
t do depend on the couplings, and hence on k, we suppress this
dependence for notational brevity.
Theorem 2. For the kth iteration of sample expansion and solution compu-
tation, let Bk denote the basis; Nk denote the total number of samples; and
Dk denote the design matrix. Fix t > 0, and assume that at least one of
the three couplings (28), (29) or (30) exists, with the corresponding coupling
constants for t ≥ ǫt for some unspecified ǫt that is bounded away from zero.
Let s, |B| > 1. There exists κ′t > 0 depending on t, β, and κt; but independent
of the other variables such that if non-sparse-coupling holds,
P
(
‖DTkDk − I‖ > t
)
≤ 2β⋆ exp
(−κ′tNkµ−1⋆ (|Bk|) log−1(|Bk|)) , (31)
where β⋆ = max(β, 1). Let Dk,S corresponds to the columns of Dk corre-
sponding to basis functions in S. If the s-coupling of (29) holds then with κ′t
having the same dependency as before,
sup
|S|≤s
P
(
‖DTk,SDk,S − I‖ > t
)
≤ 2β⋆ exp
(−κ′tNkµ−1⋆ (s) log−1(|Bk|) log−3(s)) ,
(32)
where β⋆ = max(β, Ct) for some unspecified universal Ct. If the (s, r)-
coupling of (30) holds with r = Cs, where C is near unity but has a mild
dependence on (s, |Bk|, Nk, µ⋆(s)), then with κ′t having the same dependency
as before,
sup
S∈Sr
P
(
‖DTk,SDk,S − I‖ > t
)
≤ 2β⋆ exp
(−κ′tNkµ−1⋆ (s) log−1(|Bk|)) , (33)
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where β⋆ = max(β, Ct), for some unspecified universal Ct having a minor
dependence on (s, |Bk|, Nk, t).
Proof. We first define Dk⋆ to be a design matrix made from Nk samples
drawn independently from the coupled distribution for samples at the kth
iteration, denoted gk⋆ , using the basis Bk. We consider first the non-sparse-
coupling. We apply Lemma 2 to this matrix to get that there exists κ′′ > 0,
which in this case is a modest universal constant, such that
P
(
‖DTk⋆Dk⋆ − I‖ > t
)
≤ |Bk| exp
(−κ′′tNkµ−1⋆ (|Bk|)) ,
and that this holds for all t ≥ tǫ for some unspecified tǫ > 0. We now consider
the coupling between the original matrix Dk and its coupled, independently
sampled matrix, Dk⋆ . This depends on the type of coupling considered, and
we consider first the non-sparse-coupling. For a fixed t′, there exists a κt′ ,
such that
P(‖DTkDk −DTk⋆Dk⋆‖ > t′) ≤ β|Bk| exp(−κt′Nkµ−1⋆ (|Bk|)).
Now,
P
(
‖DTkDk − I‖ > t
)
≤ P
(
‖DTkDk −DTk⋆Dk⋆‖+ ‖DTk⋆Dk⋆ − I‖ > t
)
,
≤ min
t1+t2=t
t1≥ǫt
|Bk|
(
β exp
(−κt1Nkµ−1⋆ (|Bk|))+ exp (−κ′′t2Nkµ−1⋆ (|Bk|))) .
Recall that κ′′ is a universal constant. For some κ′t > 0, dependent on t, and
κt1 as a function of t1 for t1 ∈ [ǫt, t],
P
(
‖DTkDk − I‖ > t
)
≤ 2β⋆|Bk| exp
(−κ′tNkµ−1⋆ (|Bk|)) ,
where β⋆ = max(β, 1). We consider the transfer of |Bk| into the exponential
as log(|Bk|) and note that for |Bk| > 1 this can be handled by changing the
constant κ′t. For the case |Bk| = 1, there is no need to move |Bk| into the
exponential. As a result, this shows (31), giving for a newly defined κ′t and
|Bk| > 1
P
(
‖DTkDk − I‖ > t
)
≤ 2β⋆ exp
(−κ′tNkµ−1⋆ (|Bk|) log−1(|Bk|)) .
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To show (32), (33), we assume either appropriate coupling and let Dk⋆,S
denote the submatrix of Dk⋆ corresponding to restricting to the columns
associated with basis functions in S. We must address the bound as a supre-
mum over choices of S. In the case of (32) a similar argument as above leads
to,
sup
|S|≤s
P
(
‖DTk,SDk,S − I‖ > t
)
≤ min
t1+t2=t
t1≥ǫt
{
sup
|S|≤s
P
(
‖DTk,SDk,S −DTk⋆,SDk⋆,S < t1
)
· · ·
+ sup
|S|≤s
P
(
‖DTk⋆,SDk⋆,S − I‖ < t2
)}
,
where the difference between showing (32) and (33) is taking a supremum
over S belonging to different sets.
The first term on the right hand side is already accounted for by the
definition of s-coupling, but the second term is a subtle term to bound. The
analogy between the first and second terms of the right hand side also occurs
with regards to (33) and (s, r)-coupling. The couplings are defined in such
a way that bounds for the first and second term are compatible so that the
bounds in (32) and (33) are closely connected with bounds associated with
the independent samples from g⋆, with corrections to the constant β⋆ and κ
′
t
that account for the coupling. Specifically for s-coupling we claim that for
some κ′′t and Ct depending only on t that
sup
|S|≤s
P
(
‖DTk⋆,SDk⋆,S − I‖ < t
)
≤ Ct exp
(−κ′′tNkµ−1⋆ (s) log−1(|Bk|) log−3(s)) .
And that the s-coupling insures then that with the potential changes in
constants that (32) holds. A similar bound holds for (s, r)-coupling and (33)
with the optimization over a different set. We now argue that both such
bounds hold for the independently generated rows, showing the theorem.
Recall that the coupling is defined such that the matrixDk⋆ has indepen-
dent rows. This allows tighter bounds on this quantity than the na¨ıve union
bound over all sets satisfying |S| ≤ s, which would introduce a pessimistic
order in the bound. The specifics of these tighter bounds are detailed and not
presented here, but we point the interested reader to Talagrand’s majorizing
measures [55, 56] as well as works of Rudelson and Vershynin [57, 58, 59, 51].
We also point to Section 8.6 of [60] for results that more directly translate
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to our use. We note that these results are typically presented in terms of the
coherence parameter in (23), but that the proofs translate to those of (24).
We also note that these results often go further and show results in terms
of the sample size needed for an effective recovery, so that the result posted
here is an intermediate result. For the most directly applicable results with
respect to (32) we point to Theorem 8.4 of [60] and the closely connected
Proposition 7.1 of [48]. For results directly applicable to (33) we reference
Section 2.3 of [20] and the associated proofs. 
We add some remarks regarding Theorem 2. We note here that the
relationship of β⋆ in terms of the maximum of β and another parameter, and
similarly the potential decrease of κt to κ
′
t is because our analysis compares
to independent samples. In the case that Ct ≥ β, and a similar relationship
on the associated coefficients of exponential decay, then the recovery requires
a similar number of samples to that of independent sampling. It is not clear
in practice how small the corresponding β and κt values can be, but we note
that if the sampling is itself independent, then the trivial coupling of samples
to themselves yields a value of β = 0. In such a case, or in the relaxed case
that β is below some threshold while κt is above some threshold, the recovery
bound may be reworked to be identical to independent sampling, modulo a
constant factor of 2 by the proof technique here. As a result, if the non-
independent sample used in BASE-PC resembles an independent sampling,
then it may be expected that the β and κt values are small enough that the
independent sampling result dominates the recovery. This appears to hold
for the examples in Section 3, and it is suspected to hold in some generality.
We additionally note that this theorem is written in terms of µ⋆(s), cor-
responding to the definition of coherence in (24), this may be bounded in
terms of the other coherence definitions via Lemma 1. We also note that
these bounds are problematic if s or |B| = 1, but that this is an artifact of
bounds within the proof, and could be removed by replacing the correspond-
ing log(1) terms with 1.
Theorem 2 is sufficient to bound errors for each iteration, and we are
equipped to show results for recovery in both the sparse and non-sparse
cases.
4.2. Sparse Recovery
Here we consider the recovery of solutions when the sparsity parameter
s satisfies s < 0.5|Bk|. We consider the case of uniform and non-uniform
recovery, where uniform recovery refers to the ability of the matrix Dk to
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recover any signal of sparsity s. This first result corresponds to uniform
recovery. We recall from Lemma 1 that µ⋆(s) ≤ sµ∞ and µ⋆(s) ≤ µ2. The
coherence-optimal relationship in practice leads to µ⋆(2s) being proportional
or nearly proportional to 2s, and the ℓ2-coherence optimal sampling used
here insures that µ⋆(2s) ≤ |Bk| for all s.
Corollary 1. Uniform Sparse Recovery: Let t < 3/(4+
√
6), and assume
that a 2s-coupling holds with regards to Theorem 2. For some C, let Nk be
such that,
Nk ≥ (C + log(2β⋆))(κ′t)−1µ⋆(2s)log3(2s)log(|Bk|). (34)
Then for the kth iteration of BASE-PC, it follows that, with probability
pk ≥ 1− exp(−C), (35)
the computed surrogate uˆk satisfies
RRMSE(uˆk) ≤ D1RRMSE(u˜k) +D2 ‖c
(s)
k − c˜k‖1√
s
√
E(u2(ξ))
, (36)
where D1, D2 are constants that depend only on t; uˆk is the approximation
computed via BASE-PC; and u˜k is an optimal approximation as in (26). This
result holds uniformly over any c˜k.
Remark 1. We note that ‖c(s)k − c˜k‖1/
√
E(u2(ξ)) converges to zero as s→
|Bk|, even without the
√
s term. Though we do not write it that way, this
result may be used with a minimization over a range of s such that (34) is
satisfied.
Proof. As the assumptions of Theorem 2 is satisfied, we may rewrite (32) as
log
(
sup
|S|≤2s
P
(
‖DTk,SDk,S − I‖ > t
))
≤ log(2β⋆)− κ′tNkµ−1⋆ (2s) log−1(|B|) log−3(2s),
≤ log(2β⋆)− (C + log(2β⋆)),
= −C.
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where the second inequality follows from (34). From this it follows that
sup
|S|≤2s
P
(
‖DTk,SDk,S − I‖ > t
)
≤ exp(−C),
sup
|S|≤2s
P
(
‖DTk,SDk,S − I‖ ≤ t
)
≥ 1− exp(−C).
We note that if sup
|S|≤2s
‖DTD − I‖ ≤ t then it follows that ρ2s ≤ t. We may
then apply Theorem 1 to get that,
‖cˆ− c˜‖ ≤ c3√
s
‖c(s)k − c˜k‖1 + c2RMSE(u˜k);√
E(uˆ(Ξ)− u˜(Ξ))2 ≤ σmin(D)−1‖cˆ− c˜‖,
≤ (1− t)−1
(
c3√
s
‖c(s)k − c˜k‖1 + c2RMSE(u˜k)
)
;
≤ C3√
s
‖c(s)k − c˜k‖1 + C2RMSE(u˜k),
where the precise value of C2 depends on t, and c2, and similarly C3 depends
on c3 and t. As√
E(uˆ(Ξ)− u(Ξ))2 ≤
√
E(uˆ(Ξ)− u˜(Ξ))2 +
√
E(u˜(Ξ)− u(Ξ))2,
≤ (C2 + 1)RMSE(u˜k) + C3√
s
‖c(s)k − c˜k‖1.
Dividing both sides by
√
E(u2(Ξ)) and setting D1 = (C2 + 1), D2 = C3,
shows (36). 
We may also address non-uniform recovery which theoretically requires
fewer samples, and is especially useful within the context of UQ where design
matrices are rarely used to recover large numbers of vastly differing QoIs. We
show this scaling in the next result, which shows that several log terms may
be removed from Nk.
Corollary 2. Non-Uniform Sparse Recovery: Assume that the (s, r)-
coupling holds with regards to Theorem 2. Let t = 1/4, for some C let Nk be
such that,
Nk ≥ (C + log(2β⋆))(κ′t)−1µ⋆(s+ r)log(|Bk|). (37)
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Using the same notation as Theorem 1 and Corollary 1, we have for the kth
iteration of BASE-PC, with probability
pk ≥ 1− exp(−C), (38)
the computed surrogate uˆk satisfies
RRMSE(uˆk) ≤ D1RRMSE(u˜k) +D2 ‖c
(s)
k − c˜k‖1√
s
√
E(u2(ξ))
, (39)
where D1, D2 are constants that depend on t and have a mild dependence on
(s, |Bk|, Nk); uˆk is the approximation computed via BASE-PC; and u˜k is an
optimal approximation as in (26).
Remark 2. We note that the use of t = 1/4 is for compatibility with the
theory presented in [20], and that this value could be taken larger. We also
note that the dependency of D1 and D2 on (s, r, N, |Bk|) is never larger than
D3 log
2(|Bk|) for some unspecified D3. Finally, as in Corollary 1, a similar
optimization over s may be performed.
Proof. This proof is similar to that of Corollary 1, but utilizing the fact that
we are restricting our coefficient support. Technical details are omitted, as
the proof relies on different optimizations and estimates that are generally
more favorable with regards to the constants. We point the interested reader
to [20] and the proofs leading up to Theorem 1.3 there, as those are sufficient.
We note how that paper is presented mostly in terms of the LASSO estimator,
which is a dual form of the ℓ1-minimization problem in (7), but the results
translate without issue. We bring special attention to the weak RIP of Section
2.3 of that paper which is the motivation for the (s, r)-coupling and its use
in Theorem 2. 
Corollaries 1 and 2 suggest that a number of samples that scales nearly
linearly with the sparsity of the problem is sufficient to guarantee recovery,
and demonstrates requirements for stability with respect to the correction
sampling described in Section 2.2.1. As seen in Section 3, the BASE-PC
iteration often selects bases with a number of elements that scale nearly
linearly with the number of samples, suggesting that in those cases the desired
sparsity parameter is a fraction of the total number of basis functions.
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4.3. Non-Sparse Recovery
Here we consider the recovery of solutions when the sparsity parame-
ter s satisfies s ≥ 0.5|B|. We note that the results in this section use the
non-sparse-coupling. We note here that the indepedent coherence-optimal
sampling gives µ2(|Bk|) = |Bk|, which is the theoretical minimum. The cor-
rection sampling aims to admit a coupling so that µ⋆(|Bk|) remains near
|Bk|.
Corollary 3. Non-Sparse Recovery: Let t = 3/(4 +
√
6), and assume
that non-sparse-coupling holds and that the assumptions of Theorem 2 and
Theorem 1. For some C, let Nk be such that,
Nk ≥ (C + log(2β⋆))(κ′t)−1µ⋆(|Bk|)log(|Bk|). (40)
Then for the kth iteration of BASE-PC it follows that, with probability
pk ≥ 1− exp(−C), (41)
the computed surrogate uˆk satisfies
RRMSE(uˆk) ≤ D1RRMSE(u˜k), (42)
where D1, depends only on t; uˆk is the approximation computed via BASE-
PC; and u˜k is an optimal approximation as in (26). We note that this result
holds uniformly over all u˜k.
Proof. There are no significant differences between this proof and that of
Corollary 1. The primary difference is that the proof of Corollary 1 requires
a supremum over certain support sets, while this proof assumes the largest
possible support, which leads to a bound that is more favorable than setting
s = |B| in Corollary 1. We note that in the context of that Corollary,
‖c(s)k − c˜k‖1 = 0, which explains the disappearance of the corresponding D2
term. 
4.4. Dimension Independent Scaling
We conclude this section with a theoretically satisfying guarantee for suf-
ficiently smooth u, specifically that recovery may be achieved with a number
of samples that does not depend on the dimension of the problem. If an
exponentially decaying bound can be guaranteed for the coefficients, then
to reach a particular RRMSE, |B| scales independently of dimensionality,
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and so too does the necessary N to achieve a particular RRMSE, assuming
the basis is approximately identified, and that a quality non-sparse-coupling
exists.
Lemma 4. Let i be the d×1 vector that indexes the order of the basis function
in each of d dimensions, and let ci = E(u(Ξ)ψi(Ξ)) denote the corresponding
coefficient for the most accurate reconstruction of the surrogate, uˆ. If there
exists B > 0 and α > 0 such that
|ci| ≤ B exp
(
−α
d∑
k=1
k2ik
)
, (43)
then for any ǫ ∈ (0, 0.9), there exists an anisotropic order basis, Bǫ, such that
|Bǫ| ≤ ǫ−ν , (44)
where ν ≥ 0 depends only on D, α and E(u2(Ξ)). With u˜B as in (26), it
follows that
RRMSE(u˜B) ≤ ǫ. (45)
Remark 3. We note that requiring ǫ ∈ (0, 0.9) is due to an estimate involving
log(ǫ) that may produce issues for ǫ near 1. Specifically, in (44), for ǫ near
1 we would expect a basis having 1 basis function to suffice. While this could
be guaranteed with an arbitrary basis, this is difficult to guarantee with the
anisotropic order basis, as the only available such basis is the basis with p = 0,
which is a basis consisting only of a constant term. In some cases, this basis
function may not contribute to an accurate approximation, that is u˜ built in
this basis may still have RRMSE(u˜) = 1. Bounding ǫ away from 1 removes
this issue, which is not of much practical interest when compared to the case
of ǫ approaching 0. Another fix to the issue would be a bound such as Cǫ−ν ,
but we avoid this approach due to an already large number of constants being
used in this analysis.
Proof. Consider using exact projection coefficients, i.e ck = E(u(Ξ)ψk(Ξ)),
and including the basis functions associated with largest magnitude coeffi-
cients until the RRMSE is less than ǫ. We bound the size of such a desired
basis by considering how many terms of the sum, kik, return values less than
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any given thresholdM , that is we consider all basis functions associated with
i satisfying
d∑
k=1
k2ik ≤M. (46)
We note that this set of basis functions corresponds to an anisotropic order
basis with each pk = M/k
2. We may bound the number of such functions,
denoted by BM , independently of dimension. Specifically, the set of all terms
that have non-zero order in exactly one dimension is bounded by,
M
∞∑
k=1
k−2 =
Mπ2
6
,
which follows from (46) by considering how many ik satisfy the relationship
in each dimension, with
∞∑
k=1
k−2 = π2/6,
being a classical result. Combinatorially, we may then bound the set of terms
with non-zero order in exactly l dimensions that satisfy (46) by (Mπ/6)l/l!,
that is for il having at most l non-zero entries,∣∣∣∣∣
{
il :
d∑
k=1
k2ik = M
}∣∣∣∣∣ ≤
(
Mπ2
6
)l
(l!)−1. (47)
Note that the constant term in the basis, i = 0, corresponds to including
indices with non-zero order in zero dimensions. Summing over basis functions
that include elements in any of l dimensions for l ≥ 0 gives that,
BM ≤
∞∑
l=0
(
Mπ2
6
)l
(l!)−1 = exp
(
Mπ2
6
)
, (48)
which we note does not depend on d.
We consider now how large M should be to insure that RRMSE(u˜B) is
below ǫ. From (47) we can define u˜M to be the function approximation that
uses all coefficients satisfying (46), and note that with (43),
MSE(u˜M) ≤ B2
∑
l>M
(
π2e−α
6
)2l
(l!)−2.
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The convergence here is spectral as M → ∞. Thus there exists a ν > 0,
depending on α and B, such that for any ǫ ∈ (0, 0.9), and for all M ≥
−ν log(ǫ),
MSE(u˜M) ≤ ǫ.
We note that to strengthen this to the RRMSE in (45), we may still takeM ≥
−ν log(ǫ), and need only potentially increase ν while adding a dependence
on E(u2(Ξ)).
These two results bound M sufficiently for (45), and the number of basis
functions that satisfy (46). Hence we have that Bǫ satisfying RRMSE(u˜B) is
an anisotropic order basis defined by taking each
pk = M/k
2 = −ν log(ǫ)/k2.
Hence, using M = −ν log(ǫ) in (48) it follows that for any ǫ ∈ (0, 0.9), that
|Bǫ| ≤ ǫ−ν where ν depends on α, B, and E(u2(Ξ)). We remark that these
pk are not necessarily integers, and that requiring pk to be integers would in
turn require a modest increase to ν. 
The following corollary then shows that the influence of dimensionality
has the potential to be significantly reduced when considering basis adapta-
tion. Under the assumptions of Lemma 4, an anisotropic order basis exists
for an accurate approximation with a number of basis functions independent
of dimension, which implies that a number of samples to guarantee an accu-
rate computation is also independent of dimension. Note that computations
in Section 2 scale favorably in dimension due to the d parameters to define
the anisotropic total order basis, so that the computations in the BASE-PC
iteration scale well with dimension.
This identifies a class of problems where BASE-PC may achieve accurate
results with a benign scaling in dimension. The issue that prevents a stronger
statement to this effect is that there is no guarantee provided that such a basis
can be identified by the BASE-PC iteration. However, the search of BASE-
PC that continually minimizes the estimate of RRMSE(uˆ) is reasonable, and
in practice it has consistently found quality bases.
Corollary 4. Let the assumptions of Lemma 4 and Theorem 2 be satisfied
such that there exists a non-sparse-coupling at each iteration of BASE-PC.
Let ǫ ∈ (0, 0.9). Let t < 3/(4+√6). There exists a ν > 0, and an anisotropic
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order basis Bǫ satisfying (44). Fix ǫ ∈ (0, 0.9). If at the kth iteration of
BASE-PC it follows that Bǫ ⊂ Bk, and uˆ is an approximation in Bk computed
using
Nk ≥ −ν log(ǫ)(C + log(2β⋆))(κ′t)−1µ⋆(|Bk|). (49)
samples then it follows that, with probability
pk ≥ 1− exp(−C), (50)
the computed surrogate, uˆk satisfies
RRMSE(uˆ) ≤ ǫ. (51)
Remark 4. We note that in the event a coupling exists such that β⋆, κ
′
t
and µ⋆(|Bk|) are independent of d the dimension of the Ξ, then no statement
of this corollary depends on d. That is, if the problem exhibits a certain
decay in the importance of dimension and order, made explicity in Lemma 4;
and quality couplings exist to independent samples, as from Theorem 2; then
there exists an anisotropic order basis such that it is possible to guarantee
recovery for problems of arbitrarily high dimensions with a finite number of
basis functions and samples.
Proof. From Lemma 4, we have a bound on the size of the desired basis as
it scales with ǫ for an anisotropic order basis, Bǫ given as in Lemma 4, and
satisfying (44), so that
|B| ≤ ǫ−ν ; log(|B|) ≤ −ν log(ǫ).
To insure (51) holds, take a larger basis for Bǫ whose optimal approxi-
mation has an error of ǫ/D1, where D1 is as from Corollary 3. This effect
guarantees that (51) holds while requiring a further increase in ν, due to the
need for a larger basis. Note that κt′ is as from Theorem 2, when using the
non-sparse-coupling. Then with this basis, and a number of samples satisfy-
ing (49), the computed approximation satisfies (51) with probability at least
as large as in (50). 
5. Conclusions
A definition for anisotropic order [6] basis is presented as being compatible
with accurate PC expansions and having a number of parameters that scales
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as the problem dimension, allowing a tunable basis which limits the number of
unnecessary basis functions in our active basis while still admitting accurate
approximations. Using this basis, an adaptive-sampling is identified so that
at each iteration all samples taken up to that point are effectively used in the
computation of the surrogate solution. If the basis adaptation is successful,
then we have performed a theoretical analysis for both sparse and non-sparse
recovery. Further, under some assumptions, when recovering a solution from
a class of smooth functions, both the size of a necessary basis and the overall
number of samples necessary to compute surrogates to desired accuracy does
not depend on the dimension of the problem, representing a significant result
with respect to the so-called curse of dimensionality.
Also, as the design matrix has fewer basis functions and samples than
standard PCE approaches, the computation of the coefficients needed to
construct the surrogate scales relatively well with the dimension of the prob-
lem. Although no guarantee is provided that a successful basis adaptation
can be identified in any given number of basis adaptation iterations, the de-
ployed heuristic of greedily searching to minimize an estimate of RRMSE(uˆ)
is numerically seen to perform well for the examples considered. The scaling
is significantly more favorable than the exponential growth in basis functions
when considering total order expansions.
Numerically we see that a smoothness of the problem in terms of its
polynomial coefficients is more informative of the success of this method than
the dimensionality of the problem, and that for problems which utilize high-
order basis functions that the proposed correction sampling is of significant
assistance for recovering a quality approximation when compared to sampling
from the orthogonality distribution.
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Figure 2: Comparisons of different methods for the Franke function.
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Figure 4: Comparisons of different methods for a cavity flow model with d = 20.
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Figure 5: Comparisons of different methods for (20) with d = 1000.
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Figure 7: Comparisons of different methods for the surface adsoprtion model with Hermite
polynomials.
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Figure 8: Comparison of QoI with sample adaptive BASE-PC surrogate
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