Recently, sinh transformations have been proposed to evaluate nearly weakly singular integrals which arise in the boundary element method. These transformations have been applied to the evaluation of nearly weakly singular integrals arising in the solution of Laplace's equation in both two and three dimensions and have been shown to evaluate the integrals more accurately than existing techniques.
More recently, the sinh transformation was extended in an iterative fashion and shown to evaluate one dimensional nearly strongly singular integrals with a high degree of accuracy. Here the iterated sinh technique is extended to evaluate the two dimensional nearly singular integrals which arise as derivatives of the three dimensional boundary element kernel. The test integrals are evaluated for various basis functions and over flat elements as well as over curved elements forming part of a sphere.
It is found that two iterations of the sinh transformation can give relative errors which are one or two orders of magnitude smaller than existing methods when evaluating two dimensional nearly strongly singular integrals, especially with the source point very close to the element of integration. For two dimensional nearly weakly singular
Introduction
The accurate evaluation of nearly singular two dimensional integrals is fundamental to a good implementation of the three dimensional boundary element method. Such integrals are "nearly" singular in the sense that the source point is close to, but not on, the element under consideration. A recently proposed sinh transformation has been shown to evaluate accurately nearly weakly singular integrals arising in both the two and three dimensional solutions of Laplace's equation using the boundary element method [14, 13] .
More recently, the sinh transformation has been extended in an iterative fashion and shown to evaluate one dimensional nearly strongly singular integrals with a high degree of accuracy [5] . This paper presents an extension of the iterated sinh transformation to the evaluation of nearly strongly singular integrals arising in the solution of Laplace's equation in three dimensions.
If the distance b, between the source point and its projection onto the element of integration, is sufficiently large in comparison with the "diameter" (some measure of the size) of the element, say b ≥ 1 for an element of diameter 1, then conventional Gaussian quadrature provides sufficient accuracy for evaluating such integrals [2, 20] . However, smaller values of b are of interest in many engineering applications of the boundary element method, such as those where the potential or flux must be calculated near the boundary. This occurs in the study of thin structures [17] , sensitivity problems [23] , contact problems [1] and displacement around open crack tips [4] . These applications involve complex geometries and, in addition, the numerical method used must be able to cope with the fact that the integrand becomes very large for small values of b.
Various methods have been proposed to deal with these integrals, such as dividing the element into an increasing number of subdivisions near to the source point [16] , a singularity subtraction approach where the near singularity is subtracted out [3] , use of polar coordinates [15] , introduction of coordinate variable transformations to weaken the singularity before integration [21, 11, 22] and combinations of the polar coordinates approach with variable transformations [8, 9, 7, 10, 19, 18] .
As mentioned previously [14, 13] , the sinh transformation automatically takes into account the distance from the source point to the position of the projection of the source point onto the element. The increased accuracy is achieved by the automatic clustering of integration points towards the nearly singular point. The iterated sinh transformation [5] clusters the integration points more strongly and is thus even more effective in evaluating strongly singular integrals.
Here, the iterated sinh transformation will be used (in a product fashion) to evaluate two dimensional nearly singular potential and flux integrals both on flat and curved elements and the results obtained will be compared with a variety of other techniques commonly used to evaluate these integrals.
The Nearly Singular Integrals
The nearly singular two dimensional integrals considered here arise in the three dimensional boundary element method and are of the general form [10]
where φ is some basis function, S is (in general) a curved surface, r = |x−x S | with x S the source point and f (r) = g/r α for α=1, 3 or 5 where g is a constant
for potential integrals or a vector function for flux integrals. The integral I becomes nearly singular when the distance b between the source point x S and the surface S becomes small. For α = 1, the integral is said to be nearly weakly singular and, for α = 3 or α = 5, it is said to be nearly strongly singular.
The usual practice is to transform the integral into an integration over the surface −1 ≤ s, t ≤ 1 (in a local coordinate system), resulting in the integral
where φ i , i = 1 · · · 9, is a bi-quadratic basis function as given in Table 1 
Potential Integrals on a Flat Element
The first integral considered in this paper, I 1,i (α), involves f (r) = . Here J(s, t)=1, g=1 and b is the distance between the near-singular point and the point (s 0 , t 0 ) on the element closest to it so that I 1,i (α) is given by
Unfortunately, with these higher values of α it is not possible to obtain analytical values for these integrals, as it is with α = 1 [13] .
The Curved Element SPQ60
Both potential and flux integrals will be evaluated on the curved surface SPQ60
[10], given by x = sin ψ cos φ, y = sin ψ sin φ and z = cos ψ for Using the definitions from Section 2.2, it is found that
, where
The integral I 2A,i exhibits similar behaviour to the integral I 1,i (1) (see equation (3)) and the integral I 2B,i exhibits similar behaviour to the integral
Flux Integrals on a Curved Element
The flux integrals are of the form
and
where
for polar co-ordinates (ρ, θ) centred at (x 0 , y 0 , z 0 ).
The integral I 3A,i exhibits similar behaviour to the integral I 1,i (3) and the integral I 3B,i exhibits similar behaviour to the integral I 1,i (5).
'Exact' values for the integrals
Since the integrals described above are not amenable to analytic integration, 'exact' values for these integrals are found using the MATLAB (The MathWorks Inc.) numerical integration routine dblquad. The potential integrals I 2A,i and I 2B,i are evaluated with an accuracy of 15 decimal places, that is,
. It is, however, necessary to apply a sinh transformation (as described in Section 3.1) to smooth the integral before evaluation with MATLAB in the cases where b=0.001 for I 2A,i and b ≤ 0.01 for I 2B,i .
The flux integrals I 3A,i and I 3B,i involve a stronger singularity than the potential integrals and even with the application of the sinh transformation it is possible to achieve 15 decimal place accuracy for the 'exact' solution only for b ≥ 0.3, since TOL is dependent on the value of b. The maximum number of decimal places (indicated by the number in the parentheses) for which a solution could be obtained with dblquad over all 9 of the flux integrals involved in I 3A,i and I 3B,i , are for b=0.1 (14); b=0.03 (11); b=0.01 (9); b=0.003 remaining integrals were obtained using MATLAB as described above.
Methods
The numerical methods considered here, which are used to evaluate the nearsingular integrals I i , given in equation (2) , can be divided into two categories.
The first type involves the application of a transformation (in each of the s and t directions), which smooths the integrand before Gaussian quadrature is applied. The sinh [13] and Telles [22] [10] methods. The polar method, which uses no transformations, will be simply designated 'polar'. The methods described above have also been summarised previously in [13] .
The iterated sinh transformation
The iterated sinh transformation has been described previously for one dimensional integrals [5] , as has the extension of the original sinh transformation [14] from one to two dimensions [13] . In two dimensions, two sinh transformations are required:
2 ).
Choosing µ
1 and η
2 , so that [-1,1] maps onto [-1,1] for both s and t, gives
with similar expressions for µ 
and all the integrals to be considered here possess a denominator having this form to a power of 3 or 5. For example, the integral I 1,i (α) becomes
Hence, the integrands will have singularities when
Since, for real x, cosh x is always positive, the singularities must occur when
1 ) = 0 and cosh 2(µ
2 ) = 0, as u and v are independent.
In the complex plane, there are infinitely many solutions to these equations, but the nearest singularities to the interval [−1, 1] are at z 1 , z 1 and z 2 , z 2 , where
Based on the one dimensional iterated sinh transformation it is reasonable to apply the sinh transformation again and define an iterated sinh transformation by letting
with similar expressions for µ where a 1 and b 1 are replaced by a 2 and b 2 , respectively. After the second sinh transformation, the integral
2 )) α dq dp.
From the point of view of numerical integration, this second transformation has the effect of clustering the integration points nearer to the singularity and hence better capturing the spiked behaviour of the nearly singular integrand.
The original sinh transformation, as proposed in [13] and resulting in equation (17) will, from now on, be referred to as "one iteration" of the sinh transformation. The second sinh transformation, resulting in equation (23), will be referred to as "two iterations" of the sinh transformation. Finally, untransformed Gaussian quadrature will be referred to as "zero iterations"
of the sinh transformation.
Relative Error
The techniques described above are compared in terms of the Relative Error, defined by
where I approximate and I exact are the approximate and 'exact' values, respectively, of the integral under consideration. The integral I exact is evaluated using MATLAB or MAPLE, as discussed in Section 2.5.
Results

Example 1
Integrals of the form I 1,i (α) (equation (3) Interestingly, the Log-L 1 method shows the smoothest variation of Relative
Error with s 0 of the three methods shown.
In order to quantify these differences, the data are summarised using a geometric meanḡ and a geometric standard deviation σ g , via the notationḡ × ÷ σ g [12, 13] , as the Relative Error is best presented on a log scale.
These quantities are calculated so that the two values reflect the ability of a particular method to approximate I 1,i (α) over all the nearly singular points
Relative Errors are calculated for particular values of b and NP for each basis function at each 0.1 increment for both s 0 and t 0 in [0, 1) (i.e., 100 points). Due to the symmetry of the basis functions, φ 2 (s, t) = φ 4 (t, s), Table 3 summarises the same information for the integral
From Table 2 it can be seen that the geometric means of the Relative Errors for one and two iterations of the sinh transformation and the Log- 
Example 2
As a second example, integrals of the form I 2A,i (4), I 2B,i (5), I 3A,i (8) and I 3B,i 
The integrals are evaluated using one and two iterations of the sinh transfor- 
Recall that this integral behaves like a strongly singular integral with α = 5. For the sake of completeness, Table 8 Table 9 compares the computational efficiency of the various methods in evaluating both the potential integral I 2A,1 and the flux integral I 3B,1,x on the curved element SPQ60. These integrals were evaluated for a range of b values using the minimum number of points required to produce a relative error of less than 10 −6 (as presented previously [13] ). It was found that, for a MacBook Pro laptop with a 2.6 GHz Intel Core i7 processor, the time taken to evaluate any particular integral is of the order of tens of microseconds or less. Hence, each integral was evaluated 10000 times and the CPU times required to evaluate the potential and flux integrals mentioned above are presented in Table 9 . 
Comparison of Computational Efficiency
Discussion
This work presents a number of methods that can be used to evaluate the nearly singular integrals which arise in the three dimensional boundary element method, when the source point is close to, but not on, the element of integration. In every case, the original (curved) element is mapped first Tables 2 and 3 show that for the strongly singular integrals I 1,i (3) and it has already been shown that generally one iteration of the sinh transformation yields very accurate evaluations. It has also been shown previously that one iteration of the sinh transformation is superior to two iterations for nearly weakly singular one dimensional integrals [5] . A possible reason for this is shown in Figure 3 . This behaviour is further borne out in Table 8 transformations. Given the results previously presented in [13] , integrals of the form I 1,i (1) were not considered here as one iteration of the sinh transformation yields more accurate results than two iterations.
From Table 6 it is observed that, when using 10 Gaussian integration A consequence of the above observation is also borne out in Table 9 .
For the more strongly nearly-singular integral I 3B,i,x , computation times are less than those required for the integral I 2A,i with two iterations of the sinh transformation. Also, one iteration of the sinh transformation requires more CPU time to evaluate the integral I 3B,i,x than two iterations of the sinh transformation.
Conclusions
This paper has presented a comparison of a number of different methods for evaluating the nearly strongly singular flux integrals which must be calculated as part of an implementation of the three dimensional boundary element method. These integrals become nearly singular when the distance b, between the source point and the element over which the integration is performed, becomes small in relation to the size of the element. Nearly weakly singular potential integrals were also considered for the sake of completeness. Captions Table 1 : The nine bi-quadratic basis functions. Error for the integral I 1,i (3) for b = 0.0001, for each basis function and evaluation method, using 10 or 20 Gaussian integration points as indicated. Error for the integral I 1,i (5) for b = 0.0001, for each basis function and evaluation method, using 10 or 20 Gaussian integration points as indicated. 
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