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Abstract
The rates for generating a matter-antimatter asymmetry in extensions of the Standard
Model (SM) containing right-handed neutrinos are the most interesting and least trivial
coefficients in the rate equations for baryogenesis through thermal leptogenesis. We
obtain a relation of these rates to finite-temperature real-time correlation functions,
similar to the Kubo formulas for transport coefficients. Then we consider the case of
hierarchical masses for the sterile neutrinos. At leading order in their Yukawa couplings
we find a simple master formula which relates the rates to a single finite temperature
three-point spectral function. It is valid to all orders in g, where g denotes a SM gauge
or quark Yukawa coupling. We use it to compute the rate for generating a matter-
antimatter asymmetry at next-to-leading order in g in the non-relativistic regime. The
corrections are of order g2, and they amount to 4% or less.
1bodeker@physik.uni-bielefeld.de
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1 Introduction
The Standard Model of particle physics has been very successfully tested at high ener-
gies. It can, however, neither explain neutrino oscillations, nor the matter-antimatter
asymmetry of the Universe. These two open problems may have an elegant common
solution. By extending the Standard Model by right-handed, or sterile neutrinos one
can give masses to neutrinos which can cause them to oscillate. Their Yukawa couplings
introduce a new source of CP violation. These couplings are very small, so that sterile
neutrinos easily deviate from thermal equilibrium in the early Universe. Electroweak
sphalerons rapidly violate baryon plus lepton number at temperatures T >∼ 130GeV.
Then all three Sakharov conditions are satisfied and the baryon asymmetry of the
Universe can be generated [1]. This is referred to as baryogenesis through leptogenesis.
Many aspects and scenarios of leptogenesis have been studied, covering a vast range
of sterile-neutrino masses (for reviews see e.g. [2, 3]). Originally leptogenesis was for-
mulated using the Boltzmann equation, augmented with additional prescriptions, to
overcome inconsistencies or to account for medium effects. The Boltzmann equation al-
ready contains a set of implicit assumptions and approximations. In order to eliminate
ambiguities, and to assess the accuracy of the calculation of the baryon asymmetry one
has to start from first principles. This has led various authors to start from Kadanoff-
Baym or similar equations for Green’s functions (cf. Refs. [4, 5, 6] for recent work and
references). This way ambiguities have been clarified for resonant leptogenesis and a
computation of flavor effects was possible [7]. In order to assess the theoretical error
of leptogenesis calculations one has to identify appropriate expansion parameters and
then compute corrections in this expansion. Being exact, the Kadanoff-Baym equations
are difficult to handle, and it is particularly hard to compute corrections.
Here we follow another first-principle approach [8, 9, 10], in which radiative cor-
rections have already been successfully included. Right from the start it makes use of
two key features of leptogenesis: (i) Most degrees of freedom in the hot plasma are
kept in thermal equilibrium by Standard Model processes with interaction rates much
larger than the Hubble rate, the so called spectator processes. (ii) There is a separa-
tion of time scales; the quantities which deviate from equilibrium evolve on scales of
order of the Hubble time or even larger times, i.e., much more slowly than the spec-
tator processes. Under these conditions the non-equilibrium state is specified by the
temperature, and by the values of the slow variables. In particular, these quantities
determine the time evolution of the slowly changing variables. For sufficiently small
2
deviations ya from equilibrium the equations can be linearized. Then, in the absence
of expansion, the non-equilibrium process can be described by the effective classical3
kinetic equations (cf. Ref. [11])
y˙a = −γab yb. (1.1)
The real coefficients γab only depend on the temperature and encode the effect of the
spectator processes.4 They have to be determined from the underlying microscopic the-
ory. One arrives at relations which are quite similar to the Kubo formulas for transport
coefficients. In these relations the γab are written in terms of equal time correlation
functions, so-called susceptibilities, and of unequal-time correlation functions of the
slowly changing variables yα. These correlation functions are evaluated in an equilib-
rium system. This way one can relate the γab to objects which can be computed in
finite temperature field theory. Then the computation of the baryon asymmetry pro-
ceeds in two separate steps. First one computes the coefficients in the rate equations in
(1.3), (1.4) using quantum field theory for equilibrium systems. The non-equilibrium
problem is then treated by solving the rate equations. This is an enormous simplifi-
cation compared to other approaches where the computation of radiative corrections
appears to be prohibitively difficult.
What the slow variables are depends on the model parameters and on the relevant
temperature range. In the limit of hierarchical sterile neutrino-masses M1 ≪ MI 6=1,
only the lightest sterile neutrinos N1 are present in the plasma for T ∼M1. Then the
slow variables are the (spatially homogeneous) N1-phase-space density fk, as well as
global charges Xa such as L−B where L and B are lepton and baryon number. Both
types of quantities are conserved by Standard Model interactions, their conservation
is violated only by the sterile-neutrino Yukawa interactions. The corresponding rates
are small due to the smallness of the Yukawa couplings. In thermal leptogenesis these
rates become similar in size to the Hubble rate. If we assume that during leptogenesis
the deviation of the sterile neutrino phase-space density from equilibrium
δfk ≡ fk − f eqk , (1.2)
and the values of the charges Xa are sufficiently small, the system is described by linear
3Since the time scale on which the yα evolve is larger than the inverse temperature, the yα behave
classically (see, e.g., Ref. [11], §110).
4They can also depend on the values of conserved or practically conserved charges but these are
usually assumed to vanish.
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kinetic equations of the form5
Dtfk = −γkq δfq − γkaXa, (1.3)
DtXa = −γak δfk − γabXb, (1.4)
where Dt is the time derivative which takes into account the expansion of the Universe.
Kubo-type relations for the washout rates γab in (1.4), and the sterile-neutrino equi-
libration rate γkq in (1.3) were obtained in Refs. [9] and [10], respectively. These are
valid to leading order in the sterile-neutrino Yukawa couplings, and to all orders in
Standard Model couplings.6 The next-to-leading order (NLO) Standard Model correc-
tions to γkq are known in the regime T ≪ M1 [12], where the N1 are non-relativistic,
and in the relativistic regime T ∼ M1 [13]. In both cases the NLO is of order g2,
where g denotes some generic Standard Model coupling. In the ultrarelativistic regime
T >∼M1/g even the leading order (LO) result is quite involved, it was calculated in
Refs. [14, 15]. The leading corrections to the washout rates γab are only suppressed by
a single power of g; the order g and order g2 corrections were computed in Refs. [9, 16].
In this paper we consider the CP violating rates γak and γka in (1.3) and (1.4).
We obtain the master formulas (3.36) and (3.38) which relate them to a single three-
point spectral function of Standard Model fields. These are valid to LO in the sterile-
neutrino Yukawa interaction, and to all orders in the Standard Model gauge couplings
and the quark Yukawa couplings. The small CP violation of the Standard Model
is neglected, together with the charged lepton Yukawa-interactions. We evaluate our
master formulas in the regimes T ≪ M1 and T ∼ M1 at leading order in Standard
Model couplings. Then we perform the first step of the order g2 calculation of the CP
violating lepton asymmetry rate γak in the regime T ≪ M1 by computing the zero
temperature contribution, which is the leading term in the low-temperature expansion.
This paper is organized as follows. In Sec. 2 we slightly generalize the method
of Ref. [9] which allows us to obtain Kubo-type relations for CP violating rates. In
Sec. 3 we derive the master formulas for these rates, and in Sec. 4.1 we demonstrate
how they reproduce the leading-order lepton asymmetry rate for T ≪ M1 and T ∼
M1. Then in Sec. 4.2 we compute the order g
2 corrections to the asymmetry rate
at zero temperature. We summarize in Sec. 5. Appendix A contains a derivation
5We consider a finite volume V so that the momenta k are discrete. Summation over indices
appearing twice is understood.
6To systematically include higher orders in the sterile-neutrino Yukawa interactions, one would
also have to consider higher derivative terms in Eqs. (1.3), (1.4) which are similarly parametrically
suppressed.
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of a spectral representation for arbitrary thermal three-point functions of bosonic or
fermionic operators. Implications of discrete symmetries for spectral functions are the
subject of Appendix B. The reductions to the master integrals and results for the
master spectral functions are given in Appendix C, and the calculation of the master
spectral functions is described in D. In Appendix E we show that terms containing a
γ5 matrix do not contribute to the Dirac traces of the NLO diagrams.
Notation: The signature of the metric is +−−−, 4-vectors are written as lower-
case italics, and bold-face letters refer to 3-vectors. ωn are Matsubara frequencies
ωn = nπT , with even (odd) integers n for bosonic (fermionic) operators. We use the
imaginary time formalism where x0 = −iτ with real τ . Matsubara sums over fermionic
frequencies are written as
∑
{k0} F (k
0) ≡∑n odd F (iωn).
2 Rates and real-time correlators
2.1 Matching
Here we describe how we determine the rates in the effective kinetic equations (1.3)
and (1.4) from the underlying microscopic quantum field theory by using the theory
of quasi-stationary fluctuations (see, e.g., Ref. [11], §118). Consider slowly varying
quantities ya which vanish in thermal equilibrium. They satisfy the effective equations
of motion (1.1). The thermal fluctuations of ya observe the same equations, but with
an additional Gaussian white noise term on the right-hand side, which represents the
rapidly fluctuating quantities. These equations can be used to compute the real-time
correlation function
Cab(t) = 〈ya(t)yb(0)〉 (2.1)
of the fluctuations by solving these equations and then averaging over the noise and
over initial conditions. One obtains
Cab(t) =
(
e−γ|t|
)
ac
χcb, (2.2)
where the average over initial conditions enters through the real and symmetric sus-
ceptibilities
χab ≡ 〈yayb〉. (2.3)
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These susceptibilities have to be computed in the microscopic theory. The rate-matrix
γ can be extracted from the one-sided Fourier transform
C+ab(ω) ≡
∫ ∞
0
dt eiωtCab(t) (2.4)
which is defined for Im ω > 0. For real frequencies γ ≪ ω ≪ ωUV, where ωUV is the
characteristic frequency of the spectator processes, and for real γab one obtains [9]
γab = ω
2 Re C+ac(ω + iǫ)(χ−1)cb for γ ≪ ω ≪ ωUV. (2.5)
In this regime C+ab has to match the one-sided Fourier transform of the microscopic
correlation function
Cab(t) ≡ 1
2
〈{ya(t), yb(0)}〉 . (2.6)
The latter can be written as
C+ab(ω) =
∫
dω′
2π
i
ω − ω′
[
1
2
+ fB(ω
′)
]
ρab(ω
′), (2.7)
with the Bose-Einstein distribution fB(ω) ≡ [exp(ω/T )−1]−1 and the spectral function
(cf. Appendix A)
ρab(ω) ≡
∫
dteiωt 〈[ya(t), yb(0)]〉 . (2.8)
So far the discussion is identical to the one in [9]. In [9], however, the spectral
function was real. Thus after taking the real part of C+ab(ω+ iǫ) only the delta function
in
1
x+ iǫ
= −iπδ(x) + P.V.1
x
(2.9)
contributed to the integral (2.7), but not the principal value. In this work we consider
the spectral function of Xa and δfk which have different signs under CPT transfor-
mation. Then the spectral function is imaginary (see Appendix B), and we proceed as
follows. Since we are interested in frequencies much smaller than the temperature T ,
we can approximate the square bracket in (2.7) by T/ω′, which gives
C+ab(ω) = −i
T
ω
[
∆ab(ω)−∆ab(0)
]
. (2.10)
Here
∆ab(ω) ≡
∫
dω′
2π
ρab(ω
′)
ω′ − ω (2.11)
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is an analytic function off the real axis. ∆ab(ω + iǫ) with real ω equals the retarded
two-point function. Matching C+ and C+, and using (2.5) as well as the fact that
∆ab(0) is real we obtain the Kubo-type formula
γab = Tω Im∆
ret
ac (ω)
(
χ−1
)
cb
(γ ≪ ω ≪ ωUV). (2.12)
For real spectral functions this agrees with the Kubo-type relation found in [9].
Instead of using (2.12) it is a lot more convenient [9] to compute the retarded
correlator Πretab (ω) of the time derivatives y˙a, because this way one keeps only the terms
which violate the conservation of ya. Using Π
ret
ab (ω) = ω
2∆retab (ω) we obtain
γab =
T
ω
ImΠretac (ω)
(
χ−1
)
cb
(γ ≪ ω ≪ ωUV). (2.13)
2.2 Charge and phase-space density operators
Among the slow variables we have to consider are charges Xa which can be written as
Xa =
∫
d3x ℓ¯γ0Taℓ+ contributions from other fermions. (2.14)
Here Ta is the generator of the corresponding symmetry transformation acting on the
left-handed leptons ℓi, where i is a family index. We consider a temperature range in
which the charged lepton Yukawa interactions are either much faster or much slower
than the Hubble rate. In this regime the conservation of the Xa is violated only by the
Yukawa-interaction involving the sterile neutrinos,
Lint = −Nh ϕ˜† ℓ+H.c.. (2.15)
Here ϕ˜ ≡ iσ2ϕ∗ with the Pauli matrix σ2 is the isospin conjugate of the Higgs field
ϕ. The Yukawa couplings are written as a matrix in flavor space, (h)Ij = hIj . We
describe the sterile neutrinos by Majorana spinors NI . In (2.14) we have only written
the SU(2) leptons doublets ℓi explicitly, because the other Standard Model fermions do
not appear in Lint and do not enter the time derivatives of the Xa. In the Heisenberg
picture we obtain
X˙a
(
x0
)
= i
∫
d3x
[
Qa(x)−Q†a(x)
]
, (2.16)
where
Qa ≡NI hIiJia (2.17)
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with
Jia ≡ ϕ˜†(Ta)ijℓj. (2.18)
The other slow variables we have to take into account are the phase-space densities
of the sterile neutrinos. In this work we consider the hierarchical limit M1 ≪ MI
(I 6= 1), and temperatures at which only the lightest sterile neutrinos N1 are present
in the plasma. We assume a homogeneous system, and we neglect spin asymmetries.
Then one can define the phase space density operator fk similarly to [10, 17]. In
the interaction picture with respect to the Yukawa interaction (2.15) the canonically
normalized field can be written as
[N1(x)]int =
∑
k,s
1√
2EkV
[
e−ikx uks aks + e
ikx vks a
†
ks
]
k0=Ek
, (2.19)
where Ek ≡ (k2+M21 )1/2 . The creation and annihilation operators a†ks and aks satisfy
{aks , a†k′s′} = δkk′δss′. (2.20)
Now we define f as the spin average
[fk]int ≡ 1
2
∑
s
a†ksaks. (2.21)
Switching to the Heisenberg picture, the time derivative of f can be obtained from
the Heisenberg equation of motion. For doing perturbation theory it is convenient to
re-express the creation and annihilation operators in terms of N by using
aks =
1√
2EkV
u†ksN1(0,k) , a
†
ks =
1√
2EkV
v†ksN1(0,−k), (2.22)
where N1(t,k) ≡
∫
d3xe−ikxN1(t,x) are the spatial Fourier-transforms of the sterile-
neutrino field N1. With the definitions
Rk(t) ≡ h1i
∫
d3x d3x′eik(x−x
′)N1(t,x)γ
0
(
/k +M1
)
Ji(t,x
′) (2.23)
and
Ji ≡ ϕ˜†ℓi (2.24)
we find7
f˙k(t) =
−i
4V Ek
{[
Rk(t)−R†k(t)
]
+ (k → −k)
}
k0→Ek
. (2.25)
7Note that in real time N †(t,−k) = [N(t,k)]†.
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3 CP violating rates
3.1 General considerations
The discussion in Sec. 2 applied to all coefficients in Eqs. (1.3) and (1.4). Now we will
determine the CP violating ones, γak and γka, by using Eq. (2.13). We assume that the
slow interaction is the neutrino Yukawa interaction (2.15). The equal-time correlators
(2.3) of Xa with δfk vanish due to CPT invariance, since Xa and δfk are odd and even
under CPT , respectively, and because they commute at equal times. Thus the matrix
(2.3) is block-diagonal, and only the elements
χkk′ ≡ 〈δfkδfk′〉, (3.1)
χab ≡ 〈XaXb〉 (3.2)
enter (2.13). At leading order in the Yukawa couplings χkk′ is determined by the free
theory which gives
χkk′ = δkk′χk (3.3)
with
χk = fF(Ek) [1− fF(Ek)] = −Tf ′F(Ek). (3.4)
The susceptibility matrix for the charges χab has been computed in [9, 16] up to order
g2 in the Standard Model couplings. Then according to (2.13) the CP violating rates
are given by
γak =
T
ω
ImΠretak(ω)
1
χk
, (3.5)
γka =
T
ω
ImΠretkb (ω)
(
χ−1
)
ba
, (3.6)
where γ ≪ |ω| ≪ ωUV. The retarded correlators on the right-hand-side are given by
analytical continuation of the imaginary-time correlators
Πak(iωn) =
∫ β
0
dτ eiωnτ
〈
X˙a(−iτ)f˙k(0)
〉
, (3.7)
Πka(iωn) =
[
Πak(−iωn)
]∗
, (3.8)
where ωn is a bosonic Matsubara frequency, and β ≡ 1/T . Now we insert our results
(2.16) and (2.25) for the time derivatives of Xa and fk to write Πak in terms of the
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operators Qa and Rk which are defined in Eqs. (2.17) and (2.23), respectively. Using
periodicity in imaginary time x0 = −iτ we find〈
Qa(x)R
†
k(0)
〉
=
〈
Q†a(−iβ − x0,x)Rk(0)
〉∗
, (3.9)
and similarly8 for Q†a(x). With the help of these relations we can simplify Πak such
that it turns into
Πak(iωn) =
1
2EkV
Re
∫ β
0
dτ
∫
d3x eiωnτ
×
〈 [
Qa(x)−Q†a(x)
]
Rk(0) + (k → −k)
〉
k0→Ek
. (3.10)
A non-vanishing value of Xa is generated by CP violating interactions involving virtual
sterile neutrinos NI 6=1 which first appear in the correlator at order h
4. Expanding (3.10)
to order h4 we need to expand only to second order in the interaction (2.15) since the
operators Qa and Rk are already linear in h. Using Wick’s theorem for the sterile
neutrinos, we can express (3.10) in terms of free propagators
SI(p) ≡
∫ β
0
dτ
∫
d3x eipx
〈
NI(x)NI(0)
〉
= (/k +MI)∆I(k), (3.11)
with ∆I(k) ≡ (−k2 +M2I )−1, and four-point correlation functions of the operators
(2.18), (2.24), which contain only Standard Model fields. These relations of the CP
violating rates to the four-point function are valid to all orders in the Standard Model
couplings.
3.2 Hierarchical limit: relation to three-point functions
In the hierarchical limitM1 ≪ MI 6=1 one can integrate out the heavier sterile neutrinos,
and work with the resulting effective theory for N1 and the Standard Model fields. We
include only the leading term in 1/MI given by the dimension-5 Weinberg operator [18]
L5 = 1
2
cij
(
ℓci ϕ˜
∗
) (
ϕ˜†ℓj
)
+H.c.. (3.12)
Here ℓc ≡ Cℓ⊤ is the charge conjugate of ℓ with the antisymmetric and unitary charge-
conjugation matrix C which satisfies
C−1γµC = −γ⊤µ . (3.13)
8One has to keep in mind that in imaginary time Q†a(x) = e
iHx0Q†a(0,x)e
−iHx0 is not the Hermitian
conjugate of Qa(x).
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It is convenient to first perform the contractions described in Sec. 3.1, and then move
on to the effective theory by approximating
SI(p) ≃ 1
MI
for I 6= 1 (3.14)
and identifying9 ∑
I 6=1
hIihIj
MI
= cij. (3.15)
Then the four-point function of Sec. 3.1 turns into a three-point function. Some of
the terms drop out because they contain the scalars J J or their Hermitian conjugate,
which vanish because the operators J are left-handed. The remaining order h4 terms
are∫ β
0
dτ
∫
d3x eiωnτ 〈Qa(x)Rk〉 = V
2
∫ β
0
dτ dτ ′
∫
d3x d3x′ T
∑
n′odd
ei(ωn−ωn′)τ+ikx
× h1ih1jc∗lm
〈
TJ⊤ja(x)CS1(iωn′,k)γ0(/k +M1)Ji(0)JlCJm
⊤
(x′)
〉
(3.16)
and∫ β
0
dτ
∫
d3x eiωnτ
〈
Q†a(x)Rk
〉
= V
∫ β
0
dτ dτ ′
∫
d3x d3x′ T
∑
n′odd
ei(ωnτ−ωn′τ
′+kx′)
× h1ih1jc∗lm
〈
TJlaCJm⊤(x)J⊤i (x′)CS1(iωn′,k)γ0(/k +M1)Jj(0)
〉
. (3.17)
Using Eq. (3.11), and keeping in mind that the ℓi are left-handed, the products of Dirac
matrices in Eqs. (3.16) and (3.17) can be simplified as follows,
PLS1 (iωn′,k) γ
0 (/k +M1)PL =M1(iωn′ + k
0)∆1 (iωn′,k)PL, (3.18)
with the left-chiral projector PL = (1− γ5)/2. With the help of
(iωn′ + k
0)∆1 (iωn′,k) = − 1
iωn′ − k0 for k
0 = ±Ek (3.19)
9Note that the relation (3.15) is valid only for a tree-level matching of the four-vertex in (3.12) with
the corresponding 4-point function in the full theory with the interaction (2.15). There are Standard
Model corrections to this relation. In the following we only use the effective coupling cij which should
already contain these corrections.
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one can simplify Eqs. (3.16) and (3.17) further. Then we plug them into Eq. (3.10),
thereby replacing k0 → Ek after which the variable k0 no longer appears. It is then
convenient to rename iωn′ as k
0, which yields the compact expression
Πak (iωn) =
M1
2Ek
Re
{
T
∑
{k0}
1
k0 − Ek
([
1
2
h1i(hTa)1jc
†
lmΓijlm(k − q, q − k)
− h1ih1j(Tac†)lmΓijlm(k − q,−k)
]
− [k → −k])}
q=(iωn,0)
, (3.20)
with the three-point function
Γijlm(k1, k2) ≡
∫ β
0
dτ1
∫ β
0
dτ2
∫
d3x1
∫
d3x2e
i(k1x1+k2x2)
×
〈
TJ⊤i (x1)C†Jj(x2)JlCJm
⊤
(0)
〉
0
. (3.21)
The time ordering T is defined in Eq. (A.22), and the subscript 0 indicates that the ex-
pectation value can now be evaluated at h = 0, which is because we are only considering
the leading order in h.
3.3 Symmetries of the three-point correlator
To proceed further, we make use of certain symmetries of the imaginary-time correla-
tion function (3.21). The two symmetries
Γijlm(k1, k2) = Γjilm(k2, k1), (3.22)
Γijlm(k1, k2) = Γijml(k1, k2) (3.23)
follow from the fact that J is fermionic and that the matrix C is antisymmetric. They
will turn out to be particularly useful in Sec. 3.4. From now on we neglect the Standard
Model CP violation. Then Γijlm(k1, k2) is real (see Appendix B). If we further use that
the correlation functions in (3.20) do not depend on the direction of k, we can write
Πak (iωn) =
iM1
2Ek
T
∑
{k0}
1
k0 − Ek
×
{
− 1
2
Im
[
h1i(hTa)1jc
†
lm
]
Γijlm(−k − q, k + q)
+ Im
[
h1ih1j(Tac
†)lm
]
Γijlm(−k − q, k)− (k → −k)
}
q=(iωn,0)
. (3.24)
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Furthermore, time reversal invariance implies the relation (B.12). Since Γijlm(k1, k2) is
real, we have Γijlm(k1, k2) = Γijlm(−k1,−k2). Thus we find
Πak (iωn) =
iM1
2Ek
T
∑
{k0}
1
k0 − Ek
×
{
− 1
2
Im
[
h1i(hTa)1jc
†
lm
]
Γijlm(−k − q, k + q)
+ Im
[
h1ih1j(Tac
†)lm
]
Γijlm(−k − q, k)
}
q=(iωn,0)
− (ωn → −ωn). (3.25)
Now we also neglect the small Yukawa interactions of the charged leptons. Then the
remaining Lagrangian is invariant under SU(Nfam) lepton flavor transformations, where
Nfam = 3 is the number of families. Together with the symmetry (3.23) this implies
that the three-point correlator (3.21) has the form
Γijlm =
1
2
(δilδjm + δimδjl)Γ, (3.26)
where
Γ =
1
Nfam
Γiill. (3.27)
Then we find
Πak(iωn) =M1Im
[
hTac
†h⊤
]
11
Mk(iωn), (3.28)
with
Mk(iωn) = iT
4Ek
∑
{k0}
−Γ(−k − q, k + q) + 2Γ(−k − q, k)
k0 − Ek
∣∣∣∣
q=(iωn,0)
− (ωn → −ωn) . (3.29)
A nice feature of the formula (3.28) is that the effects of CP violation, described by
the imaginary part of the couplings, is separated from the kinematics, described by the
function Mk(iωn).
3.4 Matsubara sum and analytic continuation
For the Kubo-type relation (2.13) we need the retarded correlator, which can be ob-
tained from the imaginary-time correlator (3.28) via analytic continuation. But first
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the Matsubara sum over the frequency k0 in (3.29) has to be performed. This can
be done without knowing the three-point correlators explicitly, by using their spectral
representation which we discuss in more detail in Appendix A. The symmetries (3.22)
and (3.23) imply a relation between the two spectral functions in (A.23), such that one
can write Γ in terms of a single spectral function,
Γ(k1, k2) =
∫
dω1
2π
dω2
2π
1
k01 + k
0
2 − ω1 − ω2
×
[
ρ(ω1,k1, ω2,k2)
k01 − ω1
+
ρ(−ω2,−k2,−ω1,−k1)
k02 − ω2
]
. (3.30)
ρ ≡ ρABC is the spectral function (A.24) for the operators
A = Jαi , B = (C†Ji)α, C = JlCJl
⊤
, (3.31)
where i and the spinor index α are summed over in the product AB. If we insert (3.30)
in (3.29) we obtain a factor 1/(ω1+ω2). It does, however, not give rise to a singularity
because it multiplies a function which vanishes for ω1 = −ω2. We can therefore replace
it by its principal value. After that we can re-arrange the integrations until we obtain
Mk(iωn) = i
2Ek
∫
dω1
2π
∫
dω2
2π
ρ(ω1,−k, ω2,k)T
∑
{k0}
1
k0 − Ek (3.32)
×
(
1
k0 + ω1 + iωn
− 1
k0 + ω1
)(
1
ω1 + ω2 + iωn
− P.V. 1
ω1 + ω2
)
− (ωn → −ωn).
Now the Matsubara sum is manifestly finite, and we obtain
Mk(iωn) = i
2Ek
∫
dω1
2π
∫
dω2
2π
ρ(ω1,−k, ω2,k) [fF(−ω1)− fF(Ek)] (3.33)
× −iωn
(Ek + ω1 + iωn)(Ek + ω1)
(
1
ω1 + ω2 + iωn
− P.V. 1
ω1 + ω2
)
− (ωn → −ωn).
In this expression we can analytically continue iωn → ω + iǫ with real ω.
While the relation (3.5) is only valid when |ω| ≫ γ, where γ is at most of order
h2, we may now take ω as small as we like because h no longer appears in the spectral
function ρ (cf. Eq. (3.21)). For small ω we find
Mk(ω + iǫ) = i
Ek
∫
dω1
2π
∫
dω2
2π
ρ(ω1,−k, ω2,k) [fF(−ω1)− fF(Ek))]
× −ω
(Ek + ω1 + iǫ)(Ek + ω1)
(−iπ)δ(ω1 + ω2) +O
(
ω3
)
. (3.34)
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We compute the imaginary part of this function, using that ρ is real valued. This yields
another delta function and leads to the simple relation
ImMk(ω + iǫ) = − ω
4Ek
ρ(−Ek,−k, Ek,k)f ′F(Ek) +O(ω3). (3.35)
Inserting (3.4), (3.28) and then (3.35) into (3.5) we finally obtain
γak =
ρ(−Ek,−k, Ek,k)
4Ek
M1Im
(
hTac
†h⊤
)
11
. (3.36)
This is the master formula which relates the asymmetry rate in Eq. (1.4) to the spectral
function ρ in Eq. (3.30), the Yukawa couplings h1i, and the dimension-5 couplings cij
in Eq. (3.12). Furthermore, from (3.8) and (3.33) we see that
Πka(iωn) = −Πak(iωn). (3.37)
This implies
γka = −γbkfF(Ek) [1− fF(Ek)] (χ−1)ba. (3.38)
The master formulas (3.36) and (3.38) have two important features. First the CP
violation due to the Yukawa couplings is separated from the kinematic part, which is
described by the spectral function ρ. Second the spectral function is exact to all orders
in the Standard Model couplings, except for the very small charged lepton Yukawa
couplings and the Standard Model CP violation. It can conveniently be computed in
finite temperature perturbation theory.
4 Lepton asymmetry rate
4.1 Leading order at T <∼M1
We will now illustrate the use of the master formula (3.36) by computing the leading
order asymmetry rate γak in the regime T <∼M1. First we compute the imaginary-time
three-point function, which we analytically continue and then use the inverse relation
(A.29) which yields the spectral function ρ in Eq. (3.36).
At leading order10 the three-point function (3.21) is given by the diagram
Γ(0)(k1, k2) = . (4.1)
10This is the leading order in the regime T <∼M1. At higher temperature also gauge interactions
will contribute at leading order like in the sterile neutrino production rate [14, 15].
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The solid thick lines represent the operators (2.24) which couple to the sterile neutrinos
with outgoing momenta k1 and k2. The dashed line corresponds to the third operator
in (3.21) carrying the outgoing momentum −k1 − k2 which according to (3.36) will be
set to zero in the corresponding spectral function. The solid arrow-lines are Standard
Model leptons and the dotted lines are Higgses.
Applying Wick’s theorem, computing traces in gauge group and flavor space and
using the property (3.13) of the charge conjugation matrix we find
Γ(0)(k1, k2) = 2Nw[Nw + 1]Tr (γµPLγνPR) I
µ(k1)I
ν(k2), (4.2)
where Nw = 2 is the dimension of the fundamental representation of the gauge group
SU(2), and
Iµ(k) ≡∑∫
{p}
pµ
p2(p− k)2 (4.3)
is a 1-loop sum-integral. Since the loop integrals are UV divergent we use dimensional
regularization by working with d− 1 spatial dimensions,
∑∫
{p}
≡ T
∑
{p0}
∫
dd−1p
(2π)d−1
. (4.4)
We have not yet performed the Dirac trace, because it contains γ5 matrices which need
a special treatment in dimensional regularization. We proceed similar to [12] and use
the definition
γ5 = − i
4!
εµνρσγ
µγνγργσ (4.5)
of ’t Hooft and Veltman [19] and apply the prescription of [20] which allows a naively
commuting γ5 with (γ5)2 = 1 in traces with more than one γ5, except in closed fermion
loops. Then only traces with one or no γ5 remain. It has been shown in [12] that in
the trace in (4.2) all terms with one γ5 cancel exactly due to the total antisymmetry
of the Levi-Civita symbol εµνρσ. Then the trace becomes
Tr (γµPLγνPR) =
1
2
Tr (γµγν) = 2ηµν , (4.6)
and we find the LO order result
Γ(k1, k2) = −24Iµ(k1)Iµ(k2) (4.7)
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for the three-point function (3.27). The inverse relation (A.29) applied to (4.7) yields
the spectral function
ρ(0)(k1, k2) = 96 ImI
µ(k01 + iǫ,k1)ImIµ(k
0
2 + iǫ,k2), (4.8)
with real k01 and k
0
2. Since Iµ(k) is an even function of k, the spectral function appearing
in the master formula (3.36) becomes
ρ(0)(−Ek,−k, Ek,k) = −96
(
ImIµ(Ek + iǫ,k)
)2
. (4.9)
First consider the regime T ≪ M1. Here the leading contribution in T/M1 to the
rate γak is given by the zero-temperature limit of (3.36). At T = 0 Lorentz invariance
implies
Iµ(k) =
kµ
2
I1(k), (4.10)
with I1 defined in (D.8). Using Eq. (D.11) we obtain
ρ(−Ek,−k, Ek,k) = − 24M
2
1
(16π)2
, (4.11)
which together with the master formula (3.36) yields
γ
(0)
ak = −
6M21
(16π)2Ek
Im
(
hTac
†h⊤
)
11
. (4.12)
With the tree-level relation (3.15) for the dimension-5 couplings this yields
γ
(0)
ak = εaγN1 , (4.13)
where
γN1 =
M1(hh
†)11
8π
(4.14)
is the LO N1 equilibration rate in the non-relativistic limit k
2 ≪M21 (see e.g. [8]), and
εa = − 3
16π
∑
I
M1
MI
Im
[(
hTah
†
)
1I
(
hh†
)
1I
]
(hh†)11
. (4.15)
Eq. (4.13) agrees with the hierarchical limit of the well known result of Ref. [21].
Now consider the case T ∼M1, usually referred to as the relativistic regime. After
summing over Matsubara frequencies in Eq. (4.3) one can analytically continue to real
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frequencies which yields
ImIµ(Ek + iǫ,k) = π
∫
d3p
(2π)3
δ(Ek − |p| − |p− k|) p
µ
4|p||p− k|
∣∣∣∣
p0=|p|
×
[
1− fF(|p|) + fB|p− k|)
]
. (4.16)
Inserting this in (4.9), and then in (3.36) reproduces the LO asymmetry rate for the
case T ∼M1 computed in Ref. [4], where analytic results for the integrals (4.16) were
obtained.
4.2 NLO at zero temperature
In this section we calculate the NLO Standard Model corrections to the three-point
spectral function at zero temperature. This is the leading term in the low temperature
expansion of the CP violating rate γak. We take into account the U(1) and SU(2)
gauge couplings g1 and g2, the top Yukawa coupling ht and the Higgs self-coupling
λ.11,12
The gauge interactions give rise to factorizable and non-factorizable diagrams. At
zero temperature the factorizable diagrams are
Γg,fac(k1, k2) = +
+ +
+ + , (4.17)
and the non-factorizable ones are
Γg,nfac(k1, k2) = + + . (4.18)
11With our convention for the hypercharge gauge coupling g1 the covariant derivative reads Dµ =
∂µ + iyαg1Bµ + · · · , where yϕ = 1/2 for the Higgs field and Bµ is the hypercharge gauge field. The
quartic term in the Higgs potential is λ(ϕ†ϕ)2.
12 O(g2T 2) and O(g2T 4) contributions (g ∈ {g1, g2, λ1/2, yt}) to the CP asymmetry in the decays
of the lightest sterile neutrino have been computed in Ref. [23], but no connection with the kinetic
equations for leptogenesis was made.
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The wiggled lines represent electroweak gauge bosons. Both sets are independently
gauge fixing independent. The top-quark contributions are
Γt(k1, k2) = + . (4.19)
Here the lines in the closed fermion loop represent top-quarks. At zero temperature
the only contribution containing the Higgs self-coupling is
Γλ(k1, k2) = . (4.20)
Then the complete NLO correlator is the sum
Γ(2)(k1, k2) = Γg,fac(k1, k2) + Γg,nfac(k1, k2) + Γt(k1, k2) + Γλ(k1, k2). (4.21)
We compute the diagrams with a FORM code [22] which applies the following steps.
1. Generate the diagrams using Wick’s theorem.
2. Perform traces in flavor and gauge group space.
3. Insert the expressions for the propagators, with arbitrary gauge fixing parameter
ξ1 and ξ2 for B- and W -bosons.
4. Use the properties of the charge conjugation matrix C. The Feynman-gauge
results of this step are listed in Appendix E for all diagrams.
5. Perform Dirac traces in naive dimensional regularization. In Appendix E we show
that terms with γ5 do not contribute.
6. Express scalar products in the integrals in terms of inverse scalar propagators
through the relations
pi · pj =1
2
(
p2i + p
2
j − (pi − pj)2
)
, (4.22)
pi · k1 =1
2
(
p2i + k
2
1 − (pi − k1)2
)
, (4.23)
pi · k2 =1
2
(
(pi + k2)
2 − p2i − k22
)
. (4.24)
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Then all three-point Feynman-integrals appearing in the computation of the NLO
spectral functions have the generic form
Ia1,...,a12(k1, k2) =
∫
p1,p2,p3
1
p2a11 p
2a2
2 p
2a3
3 (p1 − k1)2a4(p2 − k1)2a5(p3 − k1)2a6
× 1
(p1 + k2)2a7(p2 + k2)2a8(p3 + k2)2a9(p1 − p2)2a10(p1 − p3)2a11(p2 − p3)2a12
(4.25)
with integer numbers ai.
7. Express all scalar integrals in terms of master-integrals. For this step we use
the program Reduze [24] which uses the method of integration by parts (IBP)
[25] and the Laporta algorithm [26] for IBP. The result of this step in given in
Appendix C.1.
We apply the relation (A.31) to the reduced three-point functions in Appendix C.1
and express the results in terms of master-spectral functions listed in Appendix C.2.
Then the complete results for the spectral functions in terms of renormalized couplings
are
ρg,nfac(−k, k) = 3(g
2
1 + g
2
2)M
2
1µ
−4ε
(16π)28π2
(
3
ε
+
23
2
+ 8 ln(2) + 9 ln
µ¯2
M21
)
, (4.26)
ρg,fac(−k, k) = −3(g
2
1 + 3g
2
2)M
2
1µ
−4ε
(16π)24π2
(
3
ε
+
53
2
+ 9 ln
µ¯2
M21
)
, (4.27)
ρλ(−k, k) = 3λM
2
1µ
−4ε
(16π)2 π2
(
1
ε
+
13
2
+ 3 ln
µ¯2
M21
)
, (4.28)
ρt(−k, k) = 3|ht|
2M21µ
−4ε
(16π)2 π2
(
3
ε
+
45
2
+ 9 ln
µ¯2
M21
)
, (4.29)
with the MS - scale parameter µ¯2 ≡ 4πµ2e−γE . Higher orders in ε ≡ (4 − d)/2 have
been neglected.
We renormalize the N1-Yukawa couplings in the MS-scheme,
h1i = (h1i)R µ
εZh (4.30)
with (see, e.g., Ref. [27])
Zh = 1 +
1
(4π)2ε
(
−3
8
(g21 + 3g
2
2) +
Nc
2
|ht|2
)
, (4.31)
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and similarly for the dimension-5 couplings,
cij = (cij)R µ
2εZc (4.32)
with (cf. Refs. [28, 29])
Zc = 1 +
1
(4π)2ε
(
−3
2
g22 + 2λ+Nc|ht|2
)
. (4.33)
We plug the results for the spectral function (4.26)-(4.29) into the master formula (3.36)
and express the result in terms of the renormalized couplings (4.30), (4.32). Then we
obtain the finite rate
γ
(2)
ak = γ
(0)
ak
{
1 +
g21 + 3g
2
2
(8π)2
(
29 + 6 ln
µ¯2
M21
)
+
g21 + g
2
2
(8π)2
(
1
2
− 8 ln(2)− 3 ln µ¯
2
M21
)
− |ht|
2
(8π)2
(
84 + 24 ln
µ¯2
M21
)
− λ
(8π)2
(
20 + 8 ln
µ¯2
M21
)}
, (4.34)
where γ
(0)
ak is the leading-order rate (4.12) in the effective theory with the interaction
(3.12). In Fig. 1 we show the corrections (4.34), normalized to the LO result. The
renormalization scale is chosen as µ¯ = M1. The corrections are smaller than 4%.
The dominant contribution is due to factorizable diagrams, and there is a cancellation
between factorizable and non-factorizable ones.
5 Summary and outlook
We have obtained the Kubo-type formula (2.13), by which one can relate the CP
violating rates in the equations for leptogenesis (1.3) and (1.4) to finite-temperature
real-time correlation functions. The latter can be systematically computed in finite-
temperature quantum field theory, which allows to include radiative corrections and
determine the theoretical error in leptogenesis calculations. For hierarchical sterile-
neutrinos masses M1 ≪ MI 6=1 we have expressed the CP violating rates in terms of
the three-point function (3.21). Using the spectral representation (A.23) we found
simple master formulas (3.36) and (3.38) relating them to a single three-point spectral
function. These formulas are valid to leading order in the sterile-neutrino Yukawa-
couplings, and to all orders in the Standard Model couplings, neglecting the small CP
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Figure 1: The relative size of the radiative corrections (4.34) to the asymmetry rate in
the non-relativistic regime T ≪ M1 versus M1. The radiative corrections are smaller
than 4% over the entire mass range relevant to thermal leptogenesis (cf. Ref. [30]).
violation and lepton Yukawa-interactions of the Standard Model. We applied them to
compute the leading term in the low temperature regime T ≪ M1 of the asymmetry
rate γak up to NLO in Standard Model couplings. The size of the radiative corrections
is smaller than 4%.
This work completes the list of Kubo-type relations for the rates in the kinetic
equation for leptogenesis (1.3) and (1.4). Our low-temperature NLO result is most
relevant in the so called strong washout regime where most of the asymmetry is gen-
erated at T < M1. There are corrections suppressed by powers of T/M1, which should
be computable by applying the operator product expansion [38] to Eq. (3.36). It would
also be interesting, but also a lot more challenging, to compute the NLO in the rela-
tivistic regime T ∼ M1. Furthermore, it would be interesting to compute the LO in
the ultra-relativistic regime T ≫M1.
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A Thermal three-point functions and their spectral
representation
Before we describe the spectral representation for three-point functions we briefly recall
the familiar case of the correlation function of two operators A and B (for a review
see, e.g., [31])
∆AB(tA, tB) ≡ 〈A(tA)B(tB)〉. (A.1)
For complex times with
ImtB ≥ ImtA ≥ −β + ImtB, (A.2)
it is well defined, and its Fourier representation
∆AB(tA, tB) =
∫
dωA
2π
∫
dωB
2π
exp[−i(ωAtA + ωBtB)]∆AB(ωA, ωB) (A.3)
exists. The cyclicity of the trace in the thermal average
〈· · · 〉 = Z−1tr[exp(−βH) · · · ] (A.4)
implies
∆AB(tA, tB) = ∆BA(tB − iβ, tA), (A.5)
and thus
∆AB(ωA, ωB) = e
−βωB∆BA(ωB, ωA). (A.6)
Translational invariance allows us to write
∆AB(ωA, ωB) = 2πδ(ωA + ωB)∆̂AB(ωA). (A.7)
In this work we pay special attention to the imaginary-time correlator13
∆AB(iωn) =
∫ β
0
dτeiωnτ 〈A(−iτ)B(0)〉 . (A.8)
Using Eq. (A.3), (A.6), and (A.7) one obtains the spectral representation
∆AB(iωn) =
∫
dω
2π
ρAB(ω)
ω − iωn (A.9)
13To avoid a proliferation of symbols we use the same symbol as in Eq. (A.1). The two can always
be distinguished by their number of arguments.
23
with the spectral function
ρAB(ω) ≡
∫
dteiωt 〈[A(t), B(0)]〉 . (A.10)
Here
[A,B] ≡ AB − (−1)degAdegBBA. (A.11)
with
degA =
{
0 if A bosonic
1 if A fermionic
(A.12)
denotes the graded commutator of A and B. The imaginary time correlator (A.9) can
be analytically continued into the complex frequency plane, iωn → ω. The retarded
and advanced correlators are then given by
∆retAB(ω) = ∆AB(ω + iǫ), ∆
adv
AB(ω) = ∆AB(ω − iǫ), (A.13)
with real ω. Then the spectral representation (A.9) in combination with the identity
(2.9) yields the inverse relation
ρAB(ω) =
1
i
[
∆retAB(ω)−∆advAB(ω)
]
. (A.14)
According to (A.9) it is possible to write this inverse relation in terms of the imaginary
part of the retarded correlator as
ρAB(ω) = 2Im∆
ret
AB(ω), (A.15)
if the spectral function is real-valued.
In the following we derive relations analogous to (A.9), (A.10) and (A.14) for three-
point correlators. To our knowledge the first spectral representation of three-point
functions at finite temperature has been derived [32, 33] in the real-time formalism for
advanced and retarded correlators. These relations are, however, not simple integral
representations like (A.9) and are therefore not useful for us. In [34, 35] three-point
spectral representations have been derived, which are indeed integral representations
similar to (A.9). However, these references give different spectral-representations for
each retarded and advanced real-time correlator, and none for the imaginary time
correlator. In [36] it has been shown how all six retarded and advanced three-point
functions can be related to the imaginary-time correlator via analytical continuation.
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This suggests that similar to (A.9) there is a single spectral representation for the
imaginary-time correlator which also covers the three spectral representations of [34,
35].
We will first derive the spectral representation of the imaginary-time three-point
correlator, using the techniques of [36] and then show that the two independent spectral
functions can be written in terms of (anti-)commutators similar to (A.10). Furthermore
we show that there are inverse relation for the spectral functions analogous to (A.14).
For operators A, B, and C we consider the three-point correlation function
ΓABC(tA, tB, tC) ≡ 〈A(tA)B(tB)C(tC)〉 (A.16)
which is well defined for complex times with
Im tC ≥ Im tB ≥ Im tA ≥ −β + Im tC . (A.17)
In this region their Fourier representation
ΓABC(tA, tB, tC) =
∫
dωA
2π
∫
dωB
2π
∫
dωC
2π
exp [−i(ωAtA + ωBtB + ωCtC)]
× ΓABC(ωA, ωB, ωC) (A.18)
exists. The cyclicity of the trace in (A.4) implies
ΓABC(ωA, ωB, ωC) = e
−βωC ΓCAB(ωC , ωA, ωB). (A.19)
Due to translational invariance in time we can write
ΓABC(ωA, ωB, ωC) = 2πδ(ωA + ωB + ωC)Γ̂ABC(ωA, ωB). (A.20)
We are interested in the Fourier transform of a time ordered three-point function in
imaginary time,14
ΓABC(iωn, iωn′) ≡
∫ β
0
dτ
∫ β
0
dτ ′ exp(iωnτ + iωn′τ
′) 〈TA(−iτ)B(−iτ ′)C(0)〉 , (A.21)
where the time ordering T is defined as
TA(−iτ)B(−iτ ′) ≡ θ(τ − τ ′)A(−iτ)B(−iτ ′)
+ (−1)degA degBθ(τ ′ − τ)B(−iτ ′)A(−iτ). (A.22)
14Cf. the footnote on page 23.
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Following [36], we use the Fourier representation (A.18) of the correlators on the right-
hand side to perform the τ and τ ′ integrals. This gives an integral representation of
the imaginary-time correlator, containing the real-time correlation functions γABC and
γBAC and temperature-dependent exponential functions. Unlike [36], we rearrange the
pre-factors of the real-time correlators using the cyclicity property (A.19) which allows
us to cancel all exponentials. This yields the simple spectral representation
ΓABC(iωn, iωn′) =
∫
dω1
2π
∫
dω2
2π
1
iωn + iωn′ − ω1 − ω2
×
[
ρABC(ω1, ω2)
iωn − ω1 + (−1)
degAdegB ρBAC(ω2, ω1)
iωn′ − ω2
]
. (A.23)
It contains two spectral functions
ρABC(ω, ω
′) ≡
∫
dt
∫
dt′ exp(iωt+ iω′t′)
〈[
A(t),
[
B(t′), C(0)
]]〉
(A.24)
which contain the graded commutators (A.11). Like in the case of two-point functions,
the three-point spectral functions (A.24) can be computed from the imaginary time
correlator via analytic continuation. This yields six different retarded functions which
in the notation of [36] read
R1(ωA, ωB) = ΓABC(ωA + 2iǫ, ωB − iǫ) (A.25)
R2(ωA, ωB) = ΓABC(ωA − iǫ, ωB + 2iǫ) (A.26)
R3(ωA, ωB) = ΓABC(ωA − iǫ, ωB − iǫ) (A.27)
Ri(ωA, ωB) = Ri(ωA, ωB)
∣∣∣
ǫ→−ǫ
(i = 1, . . . , 3). (A.28)
In contrast to the integral representation in [36] our spectral representation (A.23)
provides simple inverse relations. We obtain them by combining (A.23) and (2.9), and
we easily find
ρABC =R2 +R2 − R3 − R3, (A.29)
ρBAC =(−1)degA degB(R1 +R1 − R3 − R3). (A.30)
If the spectral function is real, these relations can be further simplified to
ρABC = 2Re(R2 − R3) (A.31)
ρBAC = (−1)degAdegB2Re(R1 − R3). (A.32)
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Let us summarize the results of this section. We have shown that the imaginary-
time three-point correlator (A.21) can be expressed in terms of a single spectral rep-
resentation (A.23), containing two independent spectral functions. The retarded and
advanced correlators are related to the imaginary-time correlator by (A.25)-(A.28) and
yield the inverse relations (A.29) and (A.30).
B Implications of discrete symmetries for spectral
functions
First consider two-point spectral functions of Hermitian operators X which satisfy
CPTX(t)(CPT)−1 = ϑXX(−t) (B.1)
with a phase factor ϑX . CPT invariance implies that
〈O〉 = 〈CPTO(CPT)−1〉∗ (B.2)
for the thermal expectation value of any operator O, and in our case
ρAB(ω) = ϑ
∗
Aϑ
∗
B
[
ρAB(ω)
]∗
. (B.3)
Thus the two-point spectral functions are real or imaginary if ϑAϑB = 1 or ϑAϑB = −1,
respectively.15 For the case A = Xa and B = δfk, defined through (2.14) and (2.21),
the spectral function is imaginary.
Now we turn to three-point correlators and their spectral functions. Here we as-
sume CP and thus T invariance. We are interested in field operators, not necessarily
Hermitian, which satisfy
CP
[
A(t1,x1), [B(t2,x2), C(0)]
]
(CP)−1 = ϑCP
[
A(t1,−x1), [B(t2,−x2), C(0)]
]†
, (B.4)
T
[
A(t1,x1), [B(t2,x2), C(0)]
]
T
−1 = ϑT
[
A(−t1,x1), [B(−t2,x2), C(0)]
]
, (B.5)
with ϑT and ϑCP being ±1. Since the operators A, B depend on spatial coordinates x1
and x2, the corresponding spectral function (cf. Eq. (3.30)) now also depends on the
conjugate variables k1 and k2. CP invariance implies
ρABC(ω1,k1, ω2,k2) = ϑCP
[
ρABC(−ω1,k1,−ω2,k2)
]∗
, (B.6)
15In [37] this was shown under the much stronger assumption of time-reversal invariance.
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and time reversal invariance gives
ρABC(ω1,k1, ω2,k2) = ϑT
[
ρABC(ω1,−k1, ω2,−k2)
]∗
. (B.7)
Assuming that [A, [B,C]] is a scalar, rotational invariance allows us to rewrite this as
ρABC(ω1,k1, ω2,k2) = ϑT
[
ρABC(ω1,k1, ω2,k2)
]∗
. (B.8)
Thus, depending on the sign of ϑT , the spectral function is either real or imaginary.
Combining Eqs. (B.6) and (B.7) we obtain
ρABC(ω1,k1, ω2,k2) = ϑCPϑTρABC(−ω1,k1,−ω2,k2). (B.9)
Therefore the spectral function is either even or odd under (ω1, ω2)→ (−ω1,−ω2).
Now we specialize to the three-point function (3.21), which enters the asymmetry
rate. Here we can use
CPJi(t,x)(CP)
−1 =ηCPC
[
Ji(t,−x)
]∗
(B.10)
TJi(t,x)T
−1 =ηTγ1γ3Ji(−t,x), (B.11)
where C is the charge conjugation matrix, γ1, γ3 are Dirac matrices, and ηCP and ηT
are phase factors. Eqs. (B.10), (B.11) imply ϑCP = ϑT = 1 for the phase factors in
Eq. (B.9). Thus the corresponding spectral function ρABC and ρBAC are real and even
under (k1, k2) → (−k1,−k2). Using the spectral representation (A.23) and Eq. (B.7)
one finds
[Γijlm(k1, k2)]
∗ = Γijlm(−k1,−k2). (B.12)
Furthermore, in imaginary time Eq. (B.6) implies that[
Γijlm(k1, k2)
]∗
= Γijlm(k1, k2). (B.13)
C Master integrals and master spectral functions
C.1 Results of the reduction to master integrals
We use the program Reduze [24] to obtain the following gauge-parameter independent
contributions to the three-point correlator (3.27) in terms of master integrals, defined
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in (4.25). For the factorizable diagrams in Eq. (4.17) we find
Γg,fac(k1, k2) =2Nw(Nw + 1)(y
2
ϕ˜g
2
1 + C2(r)g
2
2)
×
(
(d− 2)(−4− d+ d2)k2 · k1
(−4 + d)2k22
I011001100100
+
(d− 2)(−4− d+ d2)k2 · k1
(−4 + d)2k21
I101010001100
−(d− 2)k2 · k1
(d− 4) I111011100000 −
(d− 2)k2 · k1
(d− 4) I111001110000
)
, (C.1)
and for the non-factorizable ones in Eq. (4.18)
Γg,nfac(k1, k2) = −2Nw(yϕ˜yℓ(Nw + 1)g21 + C2(r)g22)
×
(−(d − 2)(2d− 5)(−20 + 79d− 48d2 + 8d3)
(d− 3)2(3d− 10)(3d− 8)k22
I001000010110
+
4(d− 2)(2d− 5)(2d− 3)
(d− 4)(3d− 8)k22
I000001010110
+
(d− 2)(2(9− 9d+ 2d2)(k1 + k2)2 + (−25 + 23d− 5d2)k22)
(d− 3)(3d− 8)k22
I001001010110
+
(42560− 78192d+ 58256d2 − 22318d3 + 4561d4 − 456d5 + 16d6)
(d− 4)2(d− 3)2(3d− 10)(3d− 8)k21
× (2d− 5)I010001000110
+
−2320 + 2900d− 1168d2 + 93d3 + 41d4 − 7d5
(d− 4)(d− 3)(3d− 10)(3d− 8) I010001010110
+
2(−60 + 55d− 15d2 + d3)k21 − 2(d− 2)2(4d− 13)k1 · k2
(3d− 8)2 I011001010110
+
(d− 2)2
(d− 3) I011001100100 +
8(−60 + 55d− 15d2 + d3)k21k22
(3d− 10)(3d− 8)2 I021001010110
+
−4(d− 2)
d− 4 I100001010110 +
(d− 2)k21
(d− 3) I101001010110 +
(d− 2)k22
(d− 3) I110001010110
+
(d− 2)(2d− 3)k21(k1 + k2)2
(d− 3)(3d− 8)k22
I001002010110
+
(12− 5d)(k1 + k2)2
(d− 3)(3d− 8) I010002010110 +
(d− 2)2
(d− 3) I101010001100
)
, (C.2)
for the top-quark contribution (4.19)
Γt(k1, k2) = 2Nw(Nw + 1)Nc|ht|2
29
×
(
(d− 2)k2 · k1
(d− 4)k21
I101010001100 +
(d− 2)k2 · k1
(d− 4)k22
I011001100100
)
. (C.3)
and for the Higgs-contribution in (4.20)
Γλ(k1, k2) =− 4Nw(Nw + 1)λ
×
(
(−2 + d)(−5 + 2d)(−20 + 7d)
(−3 + d)(−10 + 3d)(−8 + 3d)k22
I001000010110
+
−4(−2 + d)(−5 + 2d)
(−4 + d)(−8 + 3d)k22
I000001010110 +
(−2 + d)
(−8 + 3d)I001001010110
+
−(−5 + 2d)(−1040 + 1064d− 362d2 + 41d3)
(−4 + d)(−3 + d)(−10 + 3d)(−8 + 3d)k21
I010001000110
− (100− 72d+ 13d
2)
(−10 + 3d)(−8 + 3d)I010001010110 −
(−4 + d)(k1 + k2)2
(−3 + d)(−8 + 3d)I010002010110
+
−2((−4 + d)(−5 + 2d)k21 + (−2 + d)2k1 · k2)
(−8 + 3d)2 I011001010110
+
−8(−4 + d)(−5 + 2d)k21k22
(−10 + 3d)(−8 + 3d)2 I021001010110
− (−2 + d)k
2
1(k1 + k2)
2
(−3 + d)(−8 + 3d)k22
I001002010110
)
. (C.4)
Here Nw = 2 is the dimension of the fundamental representation of SU(2).
C.2 Results for master spectral functions
The only master integrals in Appendix C.1 which contribute to the spectral functions
(4.26) - (4.29) are
IBB(k1, k2) ≡ I011001010110(k1, k2), (C.5)
IBBdot(k1, k2) ≡ I021001010110(k1, k2), (C.6)
ILR(k1, k2) ≡ I100001010110(k1, k2), (C.7)
I2L(k1, k2) ≡ I110001010110(k1, k2), (C.8)
I2R(k1, k2) ≡ I101001010110(k1, k2), (C.9)
Ifac3L(k1, k2) ≡ I101010001100(k1, k2), (C.10)
Ifac3R(k1, k2) ≡ I011001100100(k1, k2), (C.11)
Ifac4L(k1, k2) ≡ I111011100000(k1, k2), (C.12)
Ifac4R(k1, k2) ≡ I111001110000(k1, k2), (C.13)
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with Ia1,...,a12(k1, k2) defined in (4.25). For all other master integrals we find that either
the corresponding spectral function ρ(−k, k) vanishes, or the integrals are multiplied
by (k1 + k2)
2 which is put to zero at the end of the calculation. We have checked that
such spectral functions do not have a 1/(k1 + k2)
2 pole, which could cancel the factor
(k1+k2)
2. Following the steps of Appendix D we find for the master spectral functions
expanded in ε = (4− d)/2
ρBB(−k, k) = − µ
−6ε
(16π)24π2
[
1
ε
+ 7 + 3 ln
(
µ¯2
k2
)]
, (C.14)
ρBBdot(−k, k) = µ
−6ε
(16π)24π2k2
[
1
ε
+ 4 + 3 ln
(
µ¯2
k2
)]
, (C.15)
ρLR(−k, k) = k
2µ−6ε
(16π)28π2
{
1 + ε
[
10 + 3 ln
(
µ¯2
k2
)]}
, (C.16)
ρ2L(−k, k) = − 1 + ln(2)
(16π)24π2
µ−6ε, (C.17)
ρ2R(−k, k) = − 1 + ln(2)
(16π)24π2
µ−6ε, (C.18)
ρfac3L(−k, k) = k
2µ−6ε
(16π)28π2
{
1 + ε
[
17
2
+ 3 ln
(
µ¯2
k2
)]}
, (C.19)
ρfac3R(−k, k) = k
2µ−6ε
(16π)28π2
{
1 + ε
[
17
2
+ 3 ln
(
µ¯2
k2
)]}
, (C.20)
ρfac4L(−k, k) = − µ
−6ε
(16π)22π2
[
1
ε
+ 6 + 3 ln
(
µ¯2
k2
)]
, (C.21)
ρfac4R(−k, k) = − µ
−6ε
(16π)22π2
[
1
ε
+ 6 + 3 ln
(
µ¯2
k2
)]
. (C.22)
D Computation of master spectral functions
In this section we explain the method which we used to compute the master three-point
spectral functions in Appendix C.2.
D.1 Factorizable integrals
If the master integrals can be written as a product of two-point integrals Ia(k1) and
Ib(k2) as
Γ(k1, k2) = Ia(k1)Ib(k2), (D.1)
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one can simplify the inverse relation (A.31) to
ρ(k1, k2) = ρa(k1)ρb(k2), (D.2)
where
ρa(k) = 2ImIa(k0 + iǫ,k) (D.3)
is the two-point spectral function of the integral Ia. In this work we have to deal with
the factorizable integrals
Ifac3L(k1, k2) = I3(k1)I1(k2) (D.4)
Ifac3R(k1, k2) = I1(k1)I3(k2) (D.5)
Ifac4L(k1, k2) = I2(k1)I1(k2) (D.6)
Ifac4R(k1, k2) = I1(k1)I2(k2), (D.7)
where
I1(k) =
∫
ddp
(2π)d
1
p2(p− k)2 (D.8)
I2(k) =
∫
ddp1
(2π)d
ddp2
(2π)d
1
p21(p1 − k)2p22(p2 − k)2
(D.9)
I3(k) =
∫
ddp1
(2π)d
ddp2
(2π)d
1
p21(p1 − p2)2(p2 − k)2
. (D.10)
The imaginary parts of their analytic continuation to real k0 have been computed in
[12] and read for k2 > 0
ImI1(k
0 + iǫ,k) =
sgn(k0)
16π
µ−2ε
[
1 + ε
(
ln
µ¯2
k2
+ 2
)]
+O(ε2) (D.11)
ImI2(k
0 + iǫ,k) =
sgn(k0)
2(4π)3
µ−4ε
(
1
ε
+ 2 ln
µ¯2
k2
+ 4
)
+O(ε), (D.12)
ImI3(k + iǫ,k) = −sgn(k
0)k2
8(4π)3
+O(ε). (D.13)
This yields the results (C.19)-(C.22).
D.2 Non-factorizable integrals
In the more general case that the three-point correlator cannot be written as a product
of two two-point correlators, we proceed as follows. We consider the NL-loop Feynman
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integrals with Np propagators
I(k1, k2) =
(
NL∏
l=1
∫
ddpl
(2π)d
)
Np∏
i=1
1
q2i
, qi = ainpn + bimkm, (D.14)
with real coefficients ain and bim. In order to compute the spectral function ρ(−k, k)
we apply the following steps.
1. Compute the integrals over p0i . The result can be written in the form
I(k1, k2) =
(
NL∏
l=1
∫
dd−1pl
(2π)d−1
)
A(ki,pi)
(B(ki,pi)− k01)(C(ki,pi)− k02)
+ many similar terms (D.15)
Here A, B and C are real functions which only depend on scalar products of the
spatial components of the external momenta and the loop momenta.
2. Apply the inverse relation (A.31) and (2.9). The result yields two delta-functions
such that
ρ(k1, k2) =4π
2
(
NL∏
l=1
∫
dd−1pl
(2π)d−1
)
A(ki,pi)δ(B(ki,pi)− k01)δ(C(ki,pi)− k02)
+ many similar terms. (D.16)
3. Set k2 = −k1 = k with k2 = M21 and drop all terms which do not contribute due
to the constraints of the delta functions.
4. Solve the remaining (d− 1)-dimensional integrals.
5. Expand the result in ε = (d− 4)/2.
This yields the results (C.14),(C.16)-(C.22).
If one propagator is squared, that is,
Isquared(k1, k2) =
(
NL∏
l=1
∫
ddpl
(2π)d
)
1
q4k
Np∏
i 6=k
1
q2i
, (D.17)
we introduce an artificial mass as
Im(k1, k2) =
(
NL∏
l=1
∫
ddpl
(2π)d
)
1
q2k −m2
Np∏
i 6=k
1
q2i
. (D.18)
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Then we apply the steps (1.) - (5.) for Im and obtain the spectral function ρsquared as
ρsquared(−k, k) = d
2
dm2
ρm(−k, k)
∣∣∣∣
m2=0
, (D.19)
which yields the result (C.15).
E Treatment of γ5 in Dirac traces
In this appendix we argue that terms with γ5 do not contribute to the Dirac traces.
Contracting gauge indices and using the properties of the charge conjugation matrix C
the NLO diagrams read in Feynman gauge
= 2Nw(Nw + 1)(y
2
ϕ˜g
2
1 + C2(r)g
2
2)Tr (γµ1PLγµ2PR)
×
∫
p1,p2,p3
pµ11 p
µ2
3 (p1 + p2 − 2k1)2
p21p
2
3(p1 − k1)4(p2 − k1)2(p3 + k2)2(p1 − p2)2
, (E.1)
= 2Nw(Nw + 1)(y
2
ϕ˜g
2
1 + C2(r)g
2
2)Tr (γµ1PLγµ2PR)
×
∫
p1,p2,p3
pµ11 p
µ2
2 (p3 + p2 + 2k2)
2
p21p
2
2(p1 − k1)2(p2 + k2)4(p3 + k2)2(p3 − p2)2
, (E.2)
= 2Nw(Nw + 1)(y
2
ℓ g
2
1 + C2(r)g
2
2)
× Tr (γµ1PLγµ5PRγµ2PLγµ5PRγµ3PLγµ4PR)
×
∫
p1,p2,p3
pµ11 p
µ2
2 p
µ3
1 p
µ4
3
p41p
2
2p
2
3(p1 − k1)2(p3 + k2)2(p1 − p2)2
, (E.3)
= 2Nw(Nw + 1)(y
2
ℓ g
2
1 + C2(r)g
2
2)
× Tr (γµ1PLγµ2PRγµ5PLγµ3PRγµ5PLγµ4PR)
×
∫
p1,p2,p3
pµ11 p
µ2
2 p
µ3
3 p
µ4
2
p21p
4
2p
2
3(p1 − k1)2(p2 + k2)2(p2 − p3)2
, (E.4)
= 2Nw(Nw + 1)(yϕ˜yℓg
2
1 + C2(r)g
2
2) (E.5)
× Tr (γµ1PLγµ5PRγµ2PLγµ3PR)
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×
∫
p1,p2,p3
pµ11 p
µ2
2 p
µ3
3 (p1 + p2 − 2k1)µ5
p21p
2
2p
2
3(p1 − k1)2(p2 − k1)2(p3 + k2)2(p1 − p2)2
, (E.6)
= 2Nw(Nw + 1)(yϕ˜yℓg
2
1 + C2(r)g
2
2) (E.7)
× Tr (γµ1PLγµ2PRγµ5PLγµ3PR)
×
∫
p1,p2,p3
pµ11 p
µ2
2 p
µ3
3 (p2 + p3 + 2k2)
µ5
p21p
2
2p
2
3(p1 − k1)2(p2 + k2)2(p3 + k2)2(p2 − p3)2
, (E.8)
= −2Nw(Nw + 1)Nc|ht|2 (E.9)
× Tr (γµ1PLγµ2PR)Tr (γµ3PLγµ4PR)
×
∫
p1,p2,p3
pµ11 p
µ2
2 (p3 + k2)
µ3(p2 − p3)µ4
p21p
2
2(p1 − k1)2(p2 + k2)4(p3 + k2)2(p3 − p2)2
, (E.10)
= −2Nw(Nw + 1)Nc|ht|2 (E.11)
× Tr (γµ1PLγµ2PR)Tr (γµ3PLγµ4PR)
×
∫
p1,p2,p3
pµ11 p
µ2
3 (k1 − p2)µ3(p2 − p1)µ4
p21p
2
3(p1 − k1)4(p2 − k1)2(p3 + k2)2(p1 − p2)2
, (E.12)
=4Nw(Nw + 1)λTr (γµ1PLγµ2PR)
×
∫
p1,p2,p3
(k1 − p1)µ1(p2 + k2)µ2
p21p
2
2(p1 − k1)2(p2 + k2)2(p1 − p3)2(p2 − p3)2
, (E.13)
= 2Nw(y
2
ϕ˜(Nw + 1)g
2
1 + C2(r)g
2
2)Tr (γµ1PLγµ2PR)
×
∫
p1,p2,p3
(k1 − p1)µ1(p2 + k2)µ2(p3 − 2p2)µ5(p3 − 2p1)µ5
p21p
2
2p
2
3(p1 − k1)2(p2 + k2)2(p1 − p3)2(p2 − p3)2
, (E.14)
= −2Nw(y2ℓ (Nw + 1)g21 + C2(r)g22)
× Tr (γµ1PLγµ5PRγµ2PLγµ3PRγµ5PLγµ4PR)
×
∫
p1,p2,p3
pµ11 (p1 − p3)µ2(p2 − p3)µ3pµ42
p21p
2
2p
2
3(p1 − k1)2(p2 + k2)2(p1 − p3)2(p2 − p3)2
, (E.15)
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= 2Nw(yϕ˜yℓ(Nw + 1)g
2
1 + C2(r)g
2
2) (E.16)
× Tr (γµ1PLγµ2PRγµ5PLγµ3PR)
×
∫
p1,p2,p3
(k1 − p1)µ1(p3 − p1)µ2pµ32 (p3 − 2p1)µ5
p21p
2
2p
2
3(p1 − k1)2(p2 + k2)2(p1 − p3)2(p2 − p3)2
, (E.17)
= 2Nw(yϕ˜yℓ(Nw + 1)g
2
1 + C2(r)g
2
2) (E.18)
× Tr (γµ1PLγµ5PRγµ2PLγµ3PR)
×
∫
p1,p2,p3
pµ11 (p1 − p3)µ2(p2 + q)µ3(p3 − 2p2)µ5
p21p
2
2p
2
3(p1 − k1)2(p2 + k2)2(p1 − p3)2(p2 − p3)2
. (E.19)
Here we use yϕ = −yϕ˜ = −yℓ = 1/2, Nw = 2, C2(r) = 3/4 and Nc = 3.
The structure of the traces in the factorizable diagrams (E.1)-(E.12) has been al-
ready analyzed in [12], where it has been found that the γ5 contributions drop out. The
non-factorizable diagrams (E.13) and (E.14) contain the same trace as in the leading
order case, so that γ5 drops out there as well, but for the diagrams (E.15)-(E.19) we
need a further argument. Using a naively anti-commuting γ5 and (γ5)2 = 1 in traces
with more than one γ5, only traces with no or one γ5 remain. With the definition (4.5)
we can write these traces as
Tr
(
γµ1γµ2γµ3γµ4γ
5
)
= − i
4!
ǫν1ν2ν3ν4Tr (γµ1γµ2γµ3γµ4γν1γν2γν3γν4) . (E.20)
The total anti-symmetry of the Levi-Civita symbol ǫν1ν2ν3ν4 guarantees that only to-
tally anti-symmetric combinations of ηµ1ν1ηµ2ν2ηµ3ν3ηµ4ν4 contribute to the trace, which
yields
Tr
(
/k1/k2/k3/k4γ
5
)
= −4iǫµνρσk[µ1 kν2kρ3kσ]4 . (E.21)
Therefore, all tensor integrals in the diagrams (E.15) - (E.19) coming from terms with
traces containing one γ5, have the generic form
IµνρσT (k1, k2) =
∫
p1,p2,p3
T µνρσ({pi}, k1, k2)
p21p
2
2p
2
3(p1 − k1)2(p2 + k2)2(p1 − p3)2(p2 − p3)2
, (E.22)
where T µ1µ2µ3µ4({pi}, k1, k2) is one of the six total anti-symmetric rank-4-tensors of the
set
{p[µ1 pν2pρ3kσ]i , p[µi pνjkρ1kσ]2 }. (E.23)
Some of the tensor integrals of the class (E.22) contain the vector-integral
Jµ(p1, p2) =
∫
p3
pµ3
p23(p3 − p1)2(p3 − p2)2
(E.24)
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as a sub-integral. Due to Lorentz invariance it can be written in terms of scalar
functions f1 and f2 as
Jµ(p1, p2) = p
µ
1f1(p1, p2) + p
µ
2f2(p1, p2). (E.25)
Therefore, we can express all integrals of the class (E.22) in terms of integrals containing
only the tensor
T µνρσ(p1, p2, k1, k2) = p
[µ
1 p
ν
2k
ρ
1k
σ]
2 . (E.26)
Lorentz symmetry allows to compute the three-point correlator for k1 = (k
0
1, 0) and
k2 = (k
0
2, 0). Since T
µν00(p1, p2, k1, k2) = 0, terms with γ
5 do not contribute. This
argument holds only at zero temperature. For a finite-temperature computation it
would be necessary to compute the tensor sum-integrals explicitly.
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