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Splitting theorem for sheaves of holomorphic k-vectors on
complex contact manifolds
Takayuki MORIYAMA and Takashi NITTA
September 19, 2018
Abstract. A complex contact structure γ is defined by a system of holomorphic local
1-forms satisfying the completely non-integrability condition. The contact structure
induces a subbundle Ker γ of the tangent bundle and a line bundle L. In this paper,
we prove that the sheaf of holomorphic k-vectors on a complex contact manifold splits
into the sum of O(
∧
k Ker γ) and O(L ⊗
∧
k−1Ker γ) as sheaves of C-module. The
theorem induces the short exact sequence of cohomology of holomorphic k-vectors,
and we obtain vanishing theorems for the cohomology of O(
∧k
Ker γ).
1 Introduction
Originating in physics, contact geometry is a mathematical formulation of classical me-
chanics. Contact geometry describes a geometric structure which appears in any constant
energy hypersurface in the even-dimensional phase space of a mechanical system. In
mathematics, the concept of contact structure appears explicitly in the work of Sophus
Lie, and implicitly perhaps much earlier. By using a sheaf coefficient cohomology theory,
Gray developed the idea and introduced a concept of almost contact structure [5]. He con-
sidered the deformation of a global contact structure in the terminology of homological
algebra. Boothby and Wang studied the homogeneous manifolds associated with the con-
tact transformation group [2]. Furthermore, Kobayashi introduced the complex contact
structure and developed several results of complex contact geometry [6]. The complex
contact structure is associated with a quaternionic structure with respect to the twistor
correspondence [4] [10] [8]. From the beginning of the study of contact structures, it has
been known that contact structures have a deep relationship with sheaf cohomology, for
example, Gray’work.
Let M be a complex manifold of dimension 2n+1. We consider a system {(Ui, γi)} of
an open covering {Ui} of M and holomorphic 1-forms γi on Ui such that γi is a contact
1-form, that is, (dγi)
n ∧ γi 6= 0 on Ui, and γi = fijγj for a holomorphic function fij on
Ui ∩ Uj . We say that such systems {(Ui, γi)} and {(U
′
i′ , γ
′
i′)} are equivalent if there exists
a holomorphic function gii′ on each intersection Ui ∩ Ui′ so that γi = gii′γ
′
i′ on Ui ∩ Ui′ ,
and call an equivalent class of {(Ui, γi)} a complex contact structure on M . We denote
by γ = {(Ui, γi)} the contact structure on M . A pair (M,γ) is called a complex contact
manifold. The contact structure γ induces a line bundle L onM by the transition function
2010 Mathematics Subject Classification. Primary 53D10; Secondary 32L10, 53D35.
Key Words and Phrases. Complex contact structure, Splitting of cohomology.
2 T. Moriyama and T. Nitta
{fij}. The canonical bundle KM is equal to L
−n−1 since Ln+1 ⊗
∧2n+1
T
∗ ∼= C by the
global section (dγi)
n+1 ∧ γi. The contact structure γ is an L-valued 1-form on M . We
regard γ as a bundle map from the holomorphic tangent bundle T of M to L and denote
by Ker γ the kernel of the map γ :
Ker γ = {v ∈ T | γ(v) = 0}.
There exists a short exact sequence of sheaves :
0→ O(Ker γ)→ O(T)
γ
→ O(L)→ 0.
Let X be a holomorphic vector field on M . The Lie derivative LXγi of γi with respect to
X is a 1-form on Ui. The set {LXγi} is not a global form on M . However, the restriction
LXγi|Ker γ to Ker γ defines a global section {LXγi|Ker γ} of the tensor L⊗Ker γ
∗ of L and
the dual of Ker γ. We call a vector field X a contact vector field of γ if LXγi|Ker γ = 0 for
each i. The system of equations {LXγi|Ker γ = 0} is a global and holomorphic equation
for X. Such a vector field generates a contact automorphism. We define aut(M,γ) to be
the set of contact vector fields of γ. As an analogy of the real contact structures [7], Nitta
and Takeuchi showed that for any element s of O(L), there exists a unique contact vector
field X of γ such that γ(X) = s. Moreover, the correspondence O(L) → aut(M,γ) is
isomorphic [11]. It means that the holomorphic tangent sheaf O(T) splits into O(Ker γ)
and O(L) as sheaves of C-module. LeBrun showed that O(T) does not split into the
sum of O(Ker γ) and O(L) as sheaves of O-module on Fano manifolds [8]. Therefore, the
splitting of O(T) does not directly induce that of the sheaf O(
∧k
T) of k-vectors.
In this paper, we show the splitting of O(
∧k
T) into the sum of O(
∧k Ker γ) and
O(L⊗
∧k−1Ker γ) as sheaves of C-module. We extend the map γ to a bundle map from∧k
T to L⊗
∧k−1Ker γ by
v1 ∧ · · · ∧ vk 7→
k∑
j=1
(−1)j−1γ(vj)⊗ v1 ∧ · · · ∧ vj−1 ∧ vj+1 ∧ · · · ∧ vk
and denote the map also by γ for simplicity. Since the kernel of the map γ is just the
space
∧k Ker γ, we obtain the short exact sequence of the sheaves :
0→ O(
k∧
Ker γ)→ O(
k∧
T)
γ
→ O(L⊗
k−1∧
Ker γ)→ 0.
We shall extend to the equation LXγi|Ker γ = 0 for a 1-vector X to a global and holo-
morphic equation for k-vectors. Let ∇ be a connection of the line bundle L such that
∇0,1 = ∂¯. For a 1-vector X, the local equation LXγi|Ker γ = 0 is given by the global
equation (d∇γ)(X) + d∇(γ(X))|Ker γ = 0 which is holomorphic. The direct extension
(⊗kd∇γ)(X) + d∇(⊗k−1d∇γ(γ(X)))|Ker γ = 0 for a k-vector X is global but not holomor-
phic whenever ∇ is holomorphic. In order to find a global and holomorphic equation for
holomorphic k-vector fields, we decompose the space
∧k Ker γ as a sum of primitive parts
with respect to the symplectic structure on Ker γ. Then we obtain such a equation which
induces the following splitting theorem for O(
∧k
T) :
Theorem 1.1. Let k be an integer from 1 to 2n+ 1. The sequence
0→ O(
k∧
Ker γ)→ O(
k∧
T)→ O(L⊗
k−1∧
Ker γ)→ 0
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splits as sheaves of C-module. In particular, the sequence
0→ H i(
k∧
Ker γ)→ H i(
k∧
T)→ H i(L⊗
k−1∧
Ker γ)→ 0
is exact for each i = 0, . . . , 2n + 1.
We generalize the theorem to the splitting of O(Lm ⊗
∧k
T) and the exact sequence
of H i(Lm ⊗
∧k
T) under a condition for m and k (see Theorem 3.8). As an application,
we obtain the following vanishing theorem for H i(Lm ⊗
∧k Ker γ) on compact Ka¨hler
manifolds by Kodaira-Akizuki-Nakano vanishing theorem :
Theorem 1.2. If M is a compact Ka¨hler complex contact manifold with c1(M) > 0, then
H i(M,Lm
∧k Ker γ) = {0} for k and m satisfying one of following three conditions
i ≤ 2n− k, m ≤ −[k+12 ]− n− 1, 1 ≤ k ≤ 2n+ 1,
∀i, −n ≤ m ≤ −k − 1, 1 ≤ k ≤ n− 1,
i ≥ k + 1, m ≥ −[k2 ], 1 ≤ k ≤ 2n+ 1.
We also have a similar result for vanishing of cohomology in the case of c1(M) < 0 (see
Theorem 4.1). Moreover, on CP2n+1, we show the vanishing theorem forH i(O(m)
∧k Ker γ)
by Bott vanishing theorem (see Theorem 4.3).
This paper is organized as follows. In Section 2, we prepare some propositions for
complex symplectic vector spaces. The space of k-vectors is decomposed into a sum
of primitive parts with respect to the symplectic structure. In Section 3, the equation
LXγi|Ker γ = 0 for a 1-vector X is extended to a global and holomorphic equation for
k-vectors. By using the equation, we prove Theorem 1.1 (see Theorem 3.4). The theorem
is generalized to the splitting theorem for O(Lm ⊗
∧k
T) (Theorem 3.8). On CP2n+1, L
is given by O(2) and we also obtain the splitting of O(m)⊗
∧k Ker γ. In the last section,
we show two kinds of vanishing theorems (Theorem 4.1 and Theorem 4.3).
2 Complex symplectic vector spaces
In this section, we prepare some propositions for complex symplectic vector spaces in order
to show our main theorems in Section 3.
2.1 Symplectic structures
Let V be a complex vector space of dimension 2n. A complex symplectic vector space is a
pair (V, ω) of V and a non-degenerate skew-symmetric bilinear form ω on V . If we regard
the symplectic structure ω as the isomorphism from V to the dual space V ∗, then the
2-tensor ⊗2ω of ω is the isomorphism
⊗2ω : ⊗2V → ⊗2V ∗.
It induces the isomorphism ⊗2ω : ∧2V → ∧2V ∗. A 2-vector w0 is defined by
⊗2ω(w0) = ω.
If we take a basis e1, . . . , e2n of V such that ω = e
∗
1 ∧ e
∗
2 + · · · + e
∗
2n−1 ∧ e
∗
2n, then w0 is
represented as w0 = e1 ∧ e2 + · · ·+ e2n−1 ∧ e2n and ω(w0) = n.
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2.2 Decomposition of the space of k-vectors
Let k be an integer from 1 to 2n. We define an operator L : ∧kV → ∧k+2V by L(X) =
X ∧ w0 for X ∈ ∧
kV . We consider a 1-form θ as a map from ∧kV to ∧k−1V by
θ(v1 ∧ · · · ∧ vk) =
k∑
j=1
(−1)j−1θ(vj)v1 ∧ · · · ∧ vj−1 ∧ vj+1 ∧ · · · ∧ vk
for v1, . . . , vk ∈ V and denote the map also by θ for simplicity. Let l be an integer with
0 ≤ l ≤ k. We regard an l-form θ1 ∧ · · · ∧ θl as a map θ1 ∧ · · · ∧ θl : ∧
kV → ∧k−lV by
θ1 ∧ · · · ∧ θl(X) = θl ◦ · · · ◦ θ2 ◦ θ1(X)
for X ∈ ∧kV . Let Λ be an operator Λ : ∧kV → ∧k−2V defined by Λ(X) = ω(X) for
X ∈ ∧kV . Then we obtain the formula (ΛL − LΛ)(X) = (n − k)X for X ∈ ∧kV , and
inductively,
(ΛLr − LrΛ)(X) = r(n− k − r + 1)Lr−1X (1)
where we define L0 = id. A k-vector X is called primitive if Λ(X) = 0. If follows from the
formula (1) that
ΛsLrX =
{
r!
(r−s)!(n− k − r + 1)(n − k − r + 2) · · · (n− k − r + s)L
r−sX, r ≥ s,
0, r < s
(2)
for a primitive k-vector X. Let ∧keV denote the space of primitive k-vectors :
∧keV = {X ∈ ∧
kV | Λ(X) = 0}.
Then we have the following decomposition of the space ∧kV of k-vectors :
Proposition 2.1. If k ≤ n, then
∧kV = ∧keV + L ∧
k−2
e V + · · ·+ L
[ k
2
] ∧
k−2[ k
2
]
e V.
If k > n, then
∧kV = Lk−n ∧2n−ke V + L
k−n+1 ∧2n−k−2e V + · · ·+ L
[ k
2
] ∧
k−2[ k
2
]
e V
where [m] means the Gauss symbol of m. 
2.3 Transformation associated with the decomposition
We define a linear transformation T on ∧kV by
T (X) = c0X + c1LΛX + c2L
2Λ2X + · · ·+ c[ k
2
]L
[ k
2
]Λ[
k
2
]X =
[ k
2
]∑
i=0
ciL
iΛiX
for constants c0, c1, c2, . . . , c[ k
2
], then we obtain the following :
Proposition 2.2. The transformation T is isomorphic if and only if the constants c0, c1, . . . , c[ k
2
]
satisfy
∑r
s=0 cs
r!
(r−s)!
(n−k+r+s)!
(n−k+r)! 6= 0 for any r = 0, . . . , [
k
2 ].
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Proof. In the case k ≤ n and 0 ≤ r ≤ [k2 ], the equation (2) implies that
LsΛsLrX =
{
r!
(r−s)!
(n−k+r+s)!
(n−k+r)! L
rX, s ≤ r,
0, s > r
for X ∈ ∧k−2re . It yields that
T (LrX) =
[ k
2
]∑
s=0
csL
sΛsLrX =
(
r∑
s=0
cs
r!
(r − s)!
(n − k + r + s)!
(n− k + r)!
)
LrX (3)
for X ∈ ∧k−2re . In the case k > n and k − n ≤ r ≤ [
k
2 ], we also have the same equation
(3) for X ∈ ∧k−2re . Hence Proposition 2.1 implies that T is an isomorphism from ∧
kV to
itself if and only if
∑r
s=0 cs
r!
(r−s)!
(n−k+r+s)!
(n−k+r)! 6= 0 for each r = 0, . . . , [
k
2 ].
3 Splitting of sheaves on complex contact manifolds
Let (M,γ) be a complex contact manifold of dimension 2n + 1 and L the line bundle
associated with the contact structure γ. We denote by D the subbundle Ker γ of T. Let
∇ be a connection of L with ∇0,1 = ∂¯. The covariant exterior differentiation d∇γ of γ is
a smooth section of L⊗
∧2
T
∗.
3.1 The isomorphisms associated with d∇γ
Let d∇γ|D denote the restriction of d
∇γ to D. Then, d∇γ|D is a holomorphic section of
L⊗
∧2D∗ which is independent of the choice of a connection ∇. We identify d∇γ|D with
the holomorphic bundle map from D to L ⊗D∗. Then the map d∇γ|D : D → L ⊗D
∗ is
isomorphic since dγi is non-degenerate on D. In general, the k-th tensor ⊗
kd∇γ of d∇γ is
a smooth section of Lk ⊗k
∧2
T
∗ which is regarded as the smooth bundle map
⊗kd∇γ :
k∧
T→ Lk ⊗
k∧
T
∗.
Let e be a local frame of L and A a connection form of ∇ with respect to e. The
contact structure γ is given by γ = e ⊗ γ0 for a holomorphic 1-form γ0. Then d
∇γ =
e⊗ (dγ0 +A ∧ γ0). For 1-vectors v1, . . . , vk, the L
k-valued k-form ⊗kd∇γ(v1 ∧ · · · ∧ vk) is
written by
ek ⊗ {(dγ0 +A ∧ γ0)(v1) ∧ · · · ∧ (dγ0 +A ∧ γ0)(vk)}
= ek ⊗ {⊗kdγ0(v1 ∧ · · · ∧ vk) + γ0 ∧ (⊗
k−1dγ0)(A(v1 ∧ · · · ∧ vk))
−A ∧ (⊗k−1dγ0)(γ0(v1 ∧ · · · ∧ vk))}.
It implies
⊗k d∇γ(X) = ek ⊗ {⊗kdγ0(X) + γ0 ∧ (⊗
k−1dγ0)(A(X)) −A ∧ (⊗
k−1dγ0)(γ0(X))} (4)
for any k-vector X. We remark that the map ⊗kd∇γ is not holomorphic whenever ∇ is
holomorphic. However, the restriction ⊗kd∇γ|D is the holomorphic map from
∧kD to
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Lk ⊗
∧kD∗. The induced map ⊗kd∇γ|D : O(⊗∧kD)→ O(Lk ⊗∧kD∗) is isomorphic on
sheaves, and it is extended to an isomorphism
⊗kd∇γ|D : O(L
m ⊗
k∧
D)→ O(Lk+m ⊗
k∧
D∗)
for each m ∈ Z and k = 1, . . . , 2n + 1.
In the case m = −1 and k = 2, we have the isomorphism ⊗2d∇γ|D : O(L
−1⊗
∧2D)→
O(L⊗
∧2D∗). By considering d∇γ|D as a holomorphic section of L⊗∧2D∗, there exists
a holomorphic section w of L−1 ⊗ ∧2D such that
⊗2d∇γ|D(w) = d
∇γ|D
as w0 in Section 2.1. The section w is independent of the choice of a connection ∇.
3.2 The map F :
∧k
T→ Lk ⊗
∧k
T∗
We fix an integer k such that 1 ≤ k ≤ 2n+1 and define a map F :
∧k
T→ Lk ⊗
∧k
T
∗ by
F (X) =
[ k
2
]∑
i=0
(k − i)!
k!i!
⊗k−2i d∇γ((d∇γ)i(X)) ∧ (d∇γ)i
for X ∈
∧k
T, where (d∇γ)0 is the identity map id and (d∇γ)i is the i-th wedge d∇γ ∧
· · · ∧ d∇γ of d∇γ. We have
(d∇γ)i(X) = ei ⊗ {(dγ0)
i(X) − i(dγ0)
i−1(A(γ0(X)))} (5)
for each i = 0, . . . , [k2 ] since (d
∇γ)i = ei⊗{(dγ0)
i+ iA∧ γ0 ∧ (dγ0)
i−1}. The equations (4)
and (5) imply that
⊗k−2id∇γ((d∇γ)i(X))
= ek−i ⊗ {⊗k−2idγ0((dγ0)
i(X)) − i⊗k−2i dγ0((dγ0)
i−1(A(γ0(X))))
+γ0 ∧ (⊗
k−1−2idγ0)((dγ0)
i(A(X))) −A ∧ (⊗k−1−2idγ0)((dγ0)
i(γ0(X)))} (6)
where we use A((dγ0)
i−1(A(γ0(X)))) = γ0((dγ0)
i−1(A(γ0(X))) = 0 in the first line. It
yields that
⊗k−2id∇γ((d∇γ)i(X))|D = e
k−i ⊗ {⊗k−2idγ0((dγ0)
i(X))− i⊗k−2i dγ0((dγ0)
i−1(A(γ0(X))))
−A ∧ (⊗k−1−2idγ0)((dγ0)
i(γ0(X)))}. (7)
The second term in the right hand side of the equation (7) is 0 except for 1 ≤ i ≤ [k2 ] and
the third term is 0 except for 0 ≤ i ≤ [k−12 ]. Hence
F (X)|D =
[ k
2
]∑
i=0
(k − i)!
k!i!
{⊗k−2id∇γ((d∇γ)i(X)) ∧ (d∇γ)i}|D
= ek ⊗
{ [ k2 ]∑
i=0
(k − i)!
k!i!
{⊗k−2idγ0((dγ0)
i(X)) ∧ (dγ0)
i
−
[ k
2
]∑
i=1
(k − i)!
k!(i− 1)!
⊗k−2i dγ0((dγ0)
i−1(A(γ0(X)))) ∧ (dγ0)
i
−
[ k−1
2
]∑
i=0
(k − i)!
k!i!
A ∧ (⊗k−1−2idγ0)((dγ0)
i(γ0(X))) ∧ (dγ0)
i
}∣∣∣
D
. (8)
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The restriction F |D :
∧kD → Lk∧kD∗ satisfies F |D(X) = F (X)|D for X ∈ ∧kD. If X
is a holomorphic section of
∧kD, then it follows from γ0(X) = 0 that
F |D(X) = F (X)|D = e
k ⊗
{ [ k2 ]∑
i=0
(k − i)!
k!i!
⊗k−2i dγ0((dγ0)
i(X)) ∧ (dγ0)
i
}∣∣∣
D
is a holomorphic section of Lk ⊗
∧kD∗. Hence we obtain the following :
Lemma 3.1. An Lk-valued k-form F |D(X) restricted to D is holomorphic for any holo-
morphic section X of
∧kD. 
The lemma implies that F |D is regarded as a map from O(
∧kD) to O(Lk ⊗∧kD∗).
The map F |D is written by
F |D(X) = ⊗
kd∇γ|D
( [ k2 ]∑
i=0
(k − i)!
k!i!
(d∇γ|D)
i(X) ∧ (w)i
)
for X ∈ O(
∧kD) since (d∇γ|D)i = ⊗2id∇γ|D(w)i. We define the transformation f :
O(
∧kD)→ O(∧kD) by
f(X) =
[ k
2
]∑
i=0
(k − i)!
k!i!
(d∇γ|D)
i(X) ∧ (w)i
for X ∈ O(
∧kD). Then the map F |D is the composition of ⊗kd∇γ|D and f . Proposi-
tion 2.2 implies that the following :
Proposition 3.2. The map F |D : O(
∧kD)→ O(Lk ⊗∧kD∗) is isomorphic.
Proof. It suffices to show that f is isomorphic since ⊗kd∇γ|D is isomorphic. At each point
x ∈M , the linear map fx :
∧kDx → ∧kDx is written by
fx =
[ k
2
]∑
i=0
(k − i)!
k!i!
LiΛi
where L and Λ are operators as in the previous section associated with the symplectic
structure (d∇γ|D)x on Dx. The map fx is isomorphic by Proposition 2.2 since each
coefficient ci =
(k−i)!
k!i! is positive. Hence F |D is also isomorphic.
3.3 The map G : Γ(L⊗
∧k−1
D)→ Γ(Lk ⊗
∧k
T
∗)
We define a map G : Γ(L⊗
∧k−1D)→ Γ(Lk ⊗∧k T∗) by
G(s) =
[ k−1
2
]∑
i=0
(k − 1− i)!
k!i!
d∇
(
⊗k−1−2id∇γ((d∇γ)i(s))
)
∧ (d∇γ)i
for s ∈ Γ(L ⊗
∧k−1D). Let s be a section of L ⊗ ∧k−1D. The section s is locally
written as s = e ⊗ s0 for a section s0 ∈
∧k−1D. It follows from the equations (6) and
(d∇γ)i(s) = ei+1 ⊗ (dγ0)
i(s0) that
⊗k−1−2id∇γ((d∇γ)i(s)) = ek−i⊗{⊗k−1−2idγ0((dγ0)
i(s0)+γ0∧(⊗
k−2−2idγ0)((dγ0)
i(A(s0)))}.
(9)
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We remark that the second term in the right hand side of the equation (9) is 0 except for
0 ≤ i ≤ [k2 ]− 1. It yields that
d∇ ⊗k−1−2i d∇γ((d∇γ)i(s))|D = e
k−i ⊗ {d⊗k−1−2i dγ0((dγ0)
i(s0)
+dγ0 ∧ (⊗
k−2−2idγ0)((dγ0)
i(A(s0)))
+(k − i)A ∧ ⊗k−1−2idγ0((dγ0)
i(s0))}|D .
Hence
G(s)|D =
[ k−1
2
]∑
i=0
(k − 1− i)!
k!i!
d∇(⊗k−1−2id∇γ((d∇γ)i(s))|D) ∧ (d
∇γ)i|D
= ek ⊗
{ [ k−12 ]∑
i=0
(k − 1− i)!
k!i!
d(⊗k−1−2idγ0((dγ0)
i(s0))) ∧ (dγ0)
i
+
[ k
2
]∑
i=1
(k − i)!
k!(i− 1)!
(⊗k−2idγ0)((dγ0)
i−1(A(s0))) ∧ (dγ0)
i
+
[ k−1
2
]∑
i=0
(k − i)!
k!i!
A ∧⊗k−1−2idγ0((dγ0)
i(s0)) ∧ (dγ0)
i
}∣∣∣
D
. (10)
Then we have
Proposition 3.3. An Lk-valued k-form {F (X)+G(γ(X))}|D restricted to D is holomor-
phic for any holomorphic k-vector X.
Proof. If we take s as the image γ(X) of a k-vector X, then s0 = γ0(X), and it follows
from the equations (8) and (10) that
{F (X) +G(s)}|D = e
k ⊗
{ [ k2 ]∑
i=0
(k − i)!
k!i!
{⊗k−2idγ0((dγ0)
i(X)) ∧ (dγ0)
i
+
[ k−1
2
]∑
i=0
(k − 1− i)!
k!i!
d(⊗k−1−2idγ0((dγ0)
i(γ0(X)))) ∧ (dγ0)
i
}∣∣∣
D
.
Hence {F (X) +G(γ(X))}|D is holomorphic for a holomorphic k-vector X.
3.4 The splitting of sheaves O(
∧k
T) as C-module
We have the following theorem:
Theorem 3.4. Let k be an integer from 1 to 2n+ 1. The sequence
0→ O(
k∧
D)→ O(
k∧
T)→ O(L⊗
k−1∧
D)→ 0
splits as sheaves of C-module. In particular, the sequence
0→ H i(
k∧
D)→ H i(
k∧
T)→ H i(L⊗
k−1∧
D)→ 0
is exact for each i = 0, . . . , 2n + 1.
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Proof. Let s be a holomorphic section of L ⊗
∧k−1D. We take an open set U of M
where the bundles L and D are trivial. Then we can take a holomorphic k-vector Y
on U such that γ(Y ) = s as follows. We fix a local frame e of L on U . The contact
form γ is given by γ = e ⊗ γ0 for a holomorphic 1-form γ0 on U . We can choose a local
frame {e1, . . . , e2n} of D and a local section e2n+1 of T on U such that γ(e2n+1) = e.
If s is written by s =
∑
si1...ike ⊗ ei1 ∧ · · · ∧ eik−1 on U , then we take a section Y by
Y =
∑
si1...ike2n+1 ∧ ei1 ∧ · · · ∧ eik−1 .
Now we consider the smooth section F (Y ) + G(s) of Lk ⊗
∧k
T
∗. Proposition 3.3
implies that {F (Y ) + G(s)}|D restricted to D is a holomorphic section of L
k ⊗
∧kD∗.
Hence, there exists a holomorphic section h of
∧kD such that
{F (Y ) +G(s)}|D = F |D(h)
by the isomorphism F |D in Proposition 3.2. We define X by X = Y − h. Then we obtain
the holomorphic k-vector X on U satisfying the following equations
(i) γ(X) = s,
(ii) {F (X) +G(s)}|D = 0.
We take such local sections X1 and X2 on open sets U1 and U2, respectively. The first
condition (i) implies that the difference X1 − X2 is in
∧kD on U1 ∩ U2. We also have
the equation F |D(X1 − X2) = F (X1 − X2)|D = 0 by the second condition (ii). Then
X1 = X2 = 0 on U1 ∩ U2 since F |D is isomorphic. Hence the correspondence of s to X
provides a right inverse of the map γ : O(
∧k
T)→ O(L⊗
∧k−1D) as a C-module map. It
induces the splitting of O(
∧k
T) and the exactness of H i(
∧k
T) for each i. It completes
the proof.
Remark 3.5. In the proof, h is independent of the connection ∇ since {F (Y ) +G(s)}|D
and F |D do not depend on ∇ by Proposition 3.2 and 3.3. The k-vector X = Y − h is also
independent of ∇. Hence, the splitting of the sequence in Theorem 3.4 is independent of
the choice of the connection.
3.5 The splitting of the sheaves O(Lm ⊗
∧k
T) as C-module
In this section, we generalize Theorem 3.4 to the splitting of O(Lm ⊗
∧k
T) under a
condition for m and k. Let m be an integer such that m ≤ −k−1 or m ≥ −[k2 ]. We define
a constant cm,i by cm,0 = 1 and
cm,i =
1
(k +m)(k +m− 1) · · · (k +m− i+ 1) i!
for each i = 1, . . . , [k2 ]. These constants are well-defined since m + k < 0 and m + k −
[k2 ] + 1 > 0 in the cases of m ≤ −k − 1 and m ≥ −[
k
2 ], respectively. We define a map
Fm : L
m ⊗
∧k
T→ Lm+k ⊗
∧k
T
∗ by
Fm(X) =
[ k
2
]∑
i=0
cm,i ⊗
k−2i d∇γ((d∇γ)i(X)) ∧ (d∇γ)i
for X ∈ Lm ⊗
∧k
T. By the same argument in Lemma 3.1, the restriction Fm|D induces
the map from O(Lm ⊗
∧kD) to O(Lm+k ⊗∧kD∗).
10 T. Moriyama and T. Nitta
Proposition 3.6. The map Fm|D : O(L
m ⊗
∧kD)→ O(Lm+k ⊗∧kD∗) is isomorphic if
k and m satisfy one of following three conditions
m ≤ −n− [k2 ]− 2, 1 ≤ k ≤ 2n+ 1,
−n− 1 ≤ m ≤ −k − 1, 1 ≤ k ≤ n,
m ≥ −[k2 ], 1 ≤ k ≤ 2n+ 1.
Proof. The map Fm|D is the composition of ⊗
kd∇γ|D and the transformation fm of
O(Lm ⊗
∧kD) defined by fm(X) =∑[ k2 ]i=0 cm,i(d∇γ|D)i(X) ∧ wi for X ∈ O(Lm ⊗∧kD).
At each point x ∈ M , the linear map (fm)x : L
m
x ⊗
∧kDx → Lmx ⊗ ∧kDx is writ-
ten by (fm)x =
∑[ k
2
]
i=0 cm,iL
iΛi. Proposition 2.2 implies that (fm)x is isomorphic if∑r
s=0 cm,s
r!
(r−s)!
(n−k+r+s)!
(n−k+r)! is not zero for each r. If k ≥ 2, then
r∑
s=0
cm,s
r!
(r − s)!
(n− k + r + s)!
(n− k + r)!
=
(m+ n+ r + 1) · · · (m+ n+ 2)
(m+ k) · · · (m+ k − r + 1)
for any r = 1, . . . , [k2 ]. It yields that
∑r
s=0 cm,s
r!
(r−s)!
(n−k+r+s)!
(n−k+r)! 6= 0 for each r if m ≤
−n− [k2 ]− 2 or m ≥ −n− 1. By the assumption m ≤ −k− 1 or m ≥ −[
k
2 ], the linear map
(fm)x is isomorphic if 
m ≤ −n− [k2 ]− 2, ∀k,
−n− 1 ≤ m ≤ −k − 1, 1 ≤ k ≤ n,
m ≥ −[k2 ], ∀k.
Hence, we finish the proof.
We define a constant c′m,i by
c′m,i =
1
(k +m)(k +m− 1) · · · (k +m− i) i!
for each i = 0, 1, . . . , [k−12 ]. We remark that these constants are well-defined sincem+k < 0
and m+ k − [k−12 ] > 0 in the cases of m ≤ −k − 1 and m ≥ −[
k
2 ], respectively. We define
a map Gm : Γ(L
m+1 ⊗
∧k−1D)→ Γ(Lm+k ⊗∧k T∗) by
Gm(s) =
[ k−1
2
]∑
i=0
c′m,id
∇
(
⊗k−1−2id∇γ((d∇γ)i(s))
)
∧ (d∇γ)i
for s ∈ Γ(Lm+1 ⊗
∧k−1D). Similarly to Proposition 3.3, we have
Proposition 3.7. An Lk+m-valued k-form {Fm(X) + Gm(γ(X))}|D restricted to D is
holomorphic for any holomorphic Lm-valued k-vector X. 
By repeating the proof of Theorem 3.4 with Fm and Gm instead of F and G, then we
obtain
Theorem 3.8. The sequence
0→ O(Lm ⊗
k∧
D)→ O(Lm ⊗
k∧
T)→ O(Lm+1 ⊗
k−1∧
D)→ 0
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splits as sheaves of C-module, and the sequence
0→ H i(Lm ⊗
k∧
D)→ H i(Lm ⊗
k∧
T)→ H i(Lm+1 ⊗
k−1∧
D)→ 0
is exact for each i = 0, . . . , 2n + 1 if k and m satisfy one of following three conditions
m ≤ −n− [k2 ]− 2, 1 ≤ k ≤ 2n+ 1,
−n− 1 ≤ m ≤ −k − 1, 1 ≤ k ≤ n,
m ≥ −[k2 ], 1 ≤ k ≤ 2n+ 1.

3.6 The splitting of the sheaves O(lm ⊗
∧k
T) on CP2n+1
On the odd dimensional projective space CP2n+1, there exists a standard contact structure
γ written by γ = z0dz1−z1dz0+· · ·+z2ndz2n+1−z2n+1dz2n in the homogeneous coordinate.
Let l denote the hyperplane bundle O(1) on CP2n+1. The associated bundle L is given by
l2 = O(2) and the contact structure γ is regarded as a section of l2 ⊗ T∗.
We consider the short exact sequence
0→ lm ⊗
k∧
D → lm ⊗
k∧
T
γ
→ lm+2 ⊗
k−1∧
D → 0
for m ∈ Z and 1 ≤ k ≤ 2n+1. If m is even, then the splitting of O(lm⊗
∧k
T) is induced
by Theorem 3.8 since L = l2. From now on, we assume that m is odd. We define a
constant c˜m,i by c˜m,0 = 1 and
c˜m,i =
1
(k + m2 )(k +
m
2 − 1) · · · (k +
m
2 − i+ 1) i!
for each i = 1, . . . , [k2 ]. These constants are well-defined since k +
m
2 − i+ 1 6= 0 for any i.
We fix a connection ∇ of l and define a map F˜m : l
m ⊗
∧k
T→ lm+2k ⊗
∧k
T
∗ by
F˜m(X) =
[ k
2
]∑
i=0
c˜m,i ⊗
k−2i d∇γ((d∇γ)i(X)) ∧ (d∇γ)i
forX ∈ lm⊗
∧k
T. The restriction F˜m|D induces the map from O(l
m⊗
∧kD) to O(lm+2k⊗∧kD∗).
Proposition 3.9. The map F˜m|D : O(l
m ⊗
∧kD)→ O(lm+2k ⊗∧kD∗) is isomorphic if
m satisfies m ≤ −2n− 2[k2 ]− 3 or −2n− 3 ≤ m.
Proof. If k ≥ 2, then
r∑
s=0
c˜m,s
r!
(r − s)!
(n− k + r + s)!
(n− k + r)!
=
(m2 + n+ r + 1) · · · (
m
2 + n+ 2)
(m2 + k) · · · (
m
2 + k − r + 1)
for any r = 1, . . . , [k2 ]. By the same argument in Proposition 3.6, the map F˜m|D is
isomorphic if m ≤ −2n− 2[k2 ]− 3 or −2n− 3 ≤ m.
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We define a constant c˜′m,i by
c˜′m,i =
1
(k + m2 )(k +
m
2 − 1) · · · (k +
m
2 − i) i!
for each i = 0, 1, . . . , [k−12 ]. These constants are well-defined since
m
2 + k − [
k−1
2 ] 6= 0. We
define a map G˜m : Γ(l
m+1 ⊗
∧k−1D)→ Γ(lm+2k ⊗∧k T∗) by
G˜m(s) =
[ k−1
2
]∑
i=0
c˜′m,id
∇
(
⊗k−1−2id∇γ((d∇γ)i(s))
)
∧ (d∇γ)i
for s ∈ Γ(lm+2 ⊗
∧k−1D). Then we have
Proposition 3.10. An l2k+m-valued k-form {F˜m(X) + G˜m(γ(X))}|D restricted to D is
holomorphic for any holomorphic lm-valued k-vector X.
Proof. We fix a frame e˜ of l on U . Then γ is given by γ = e˜2⊗γ0 for a holomorphic 1-form
γ0 on U . Let X be a holomorphic l
m-valued k-vector X on M . By the same argument in
the proof of Proposition 3.3, we have
{F˜m(X) + G˜m(s)}|D = e˜
2k+m ⊗
{ [ k2 ]∑
i=0
c˜m,i{⊗
k−2idγ0((dγ0)
i(X)) ∧ (dγ0)
i
+
[ k−1
2
]∑
i=0
c˜′m,id(⊗
k−1−2idγ0((dγ0)
i(γ0(X)))) ∧ (dγ0)
i
}∣∣∣
D
.
Hence {F˜m(X) + G˜m(γ(X))}|D is holomorphic.
By repeating the proof of Theorem 3.4 with F˜m and G˜m instead of F and G, then we
obtain
Theorem 3.11. The sequence
0→ O(lm ⊗
k∧
D)→ O(lm ⊗
k∧
T)→ O(lm+2 ⊗
k−1∧
D)→ 0
splits as sheaves of C-module, and the sequence
0→ H i(lm ⊗
k∧
D)→ H i(lm ⊗
k∧
T)→ H i(lm+2 ⊗
k−1∧
D)→ 0
is exact for each i = 0, . . . , 2n + 1 if k and m satisfy one of following conditions
m ≤ −2n− 2[k2 ]− 4, 1 ≤ k ≤ 2n+ 1, m : even,
−2n− 2 ≤ m ≤ −2k − 2, 1 ≤ k ≤ n, m : even,
m ≥ −2[k2 ], 1 ≤ k ≤ 2n+ 1, m : even,
m ≤ −2n− 2[k2 ]− 3, 1 ≤ k ≤ 2n+ 1, m : odd,
m ≥ −2n− 3, 1 ≤ k ≤ 2n+ 1, m : odd.

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4 Vanishing theorems for cohomology of
∧k
D
In this section, we apply the splitting theorems to the cohomology of
∧kD and obtain the
vanishing theorems. From now on, we denote by E
∧kD the tensor E ⊗∧kD of vector
bundles E and
∧kD for simplicity.
4.1 Vanishing of the cohomology on compact Ka¨hler complex contact
manifolds
We have the following vanishing theorem of the cohomology on compact Ka¨hler manifolds
:
Theorem 4.1. If M is a compact Ka¨hler complex contact manifold with c1(M) > 0, then
H i(M,Lm
k∧
D) = {0}

i ≤ 2n− k, m ≤ −[k+12 ]− n− 1, 1 ≤ k ≤ 2n+ 1,
∀i, −n ≤ m ≤ −k − 1, 1 ≤ k ≤ n− 1,
i ≥ k + 1, m ≥ −[k2 ], 1 ≤ k ≤ 2n+ 1.
If c1(M) < 0, then
H i(M,Lm
k∧
D) = {0}

i ≥ k + 1, m ≤ −n− [k2 ]− 2, 1 ≤ k ≤ 2n+ 1,
i ≥ k + 2, m = −n− 1, 1 ≤ k ≤ n,
i ≤ 2n− k − 1, m = −k, 1 ≤ k ≤ n,
i ≤ 2n− k, m ≥ −[k2 ], 1 ≤ k ≤ 2n+ 1.
Proof. By Theorem 3.8, the sequence
0→ H i(M,Lm
k∧
D)→ H i(M,Lm
k∧
T)→ H i(M,Lm+1
k−1∧
D)→ 0 (11)
is exact for each i if m and k satisfy one of following three conditions
m ≤ −n− [k2 ]− 2, 1 ≤ k ≤ 2n + 1,
−n− 1 ≤ m ≤ −k − 1, 1 ≤ k ≤ n,
m ≥ −[k2 ], 1 ≤ k ≤ 2n + 1.
(12)
It follows from Serre’s duality that
H i(M,Lm
k∧
T)∗ ∼= H2n+1−i(M,ΩkL−mKM ) ∼= H
2n+1−i(M,ΩkL−m−n−1). (13)
In the case of c1(M) > 0, the first Chern class c1(L
−m−n−1) of the line bundle
L−m−n−1 is negative if m > −n − 1 since c1(L) = −
1
n+1c1(KM ) > 0. By applying
the Kodaira-Akizuki-Nakano vanishing theorem [1] to the last cohomology in (13), we
have H i(M,Lm
∧k
T) = {0} for k+1 ≤ i if m > −n−1. Hence, the sequence (11) implies
H i(M,Lm
k∧
D) = {0}, (14)
H i(M,Lm+1
k−1∧
D) = {0} (15)
for k + 1 ≤ i ≤ 2n + 1, m > −n − 1 and 1 ≤ k ≤ 2n + 1. The condition (15) is written
by H i(M,Lm
′ ∧k′ D) = {0} for k′ + 2 ≤ i ≤ 2n + 1, m′ > −n and 0 ≤ k′ ≤ 2n. We only
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consider the vanishing for k′ ≥ 1 since the case k′ = 0 that H i(M,Lm
′
) = {0} for 2 ≤ i
and m′ > −n is induced by the Kodaira-Akizuki-Nakano vanishing theorem. The first
condition (14) induces the second one (15) for k ≥ 1. Hence, (12) and (14) imply that
H i(M,Lm
∧kD) = {0} if m satisfies one of two conditions{
i ≥ k + 1, −n ≤ m ≤ −k − 1, 1 ≤ k ≤ n− 1,
i ≥ k + 1, m ≥ −[k2 ], 1 ≤ k ≤ 2n+ 1.
(16)
The Serre’s duality implies that
H i(M,Lm
k∧
D)∗ ∼= H2n+1−i(M,KML
−m
k∧
D∗) ∼= H2n+1−i(M,L−k−m−n−1
k∧
D) (17)
since D∗ = L−1D. We apply the vanishing in (16) to the last cohomology in (17), and
obtain H i(M,Lm
∧kD) = {0} if m satisfies one of two conditions{
i ≤ 2n− k, m ≤ −[k+12 ]− n− 1, 1 ≤ k ≤ 2n+ 1,
i ≤ 2n− k, −n ≤ m ≤ −k − 1, 1 ≤ k ≤ n− 1.
(18)
We remark that the condition k ≤ −n − 1 implies that 2n − k ≥ k + 1. It follows from
(16) and (18) that H i(M,Lm
∧kD) = {0} for
i ≤ 2n− k, m ≤ −[k+12 ]− n− 1, 1 ≤ k ≤ 2n+ 1,
∀i, −n ≤ m ≤ −k − 1, 1 ≤ k ≤ n− 1,
i ≥ k + 1, m ≥ −[k2 ], 1 ≤ k ≤ 2n+ 1.
In the case of c1(M) < 0, the first Chern class c1(L
−m−n−1) is negative if m < −n−1.
Then the Kodaira-Akizuki-Nakano vanishing theorem implies H i(M,Lm
∧k
T) = {0} for
k + 1 ≤ i if m < −n− 1. It follows from (11) that
H i(M,Lm
k∧
D) = {0}
{
i ≥ k + 1, m ≤ −n− [k2 ]− 2, 1 ≤ k ≤ 2n + 1,
i ≥ k + 2, m = −n− 1, 1 ≤ k ≤ n.
(19)
Serre’s duality implies
H i(M,Lm
k∧
D) = {0}
{
i ≤ 2n− k, m ≥ −[k2 ], 1 ≤ k ≤ 2n+ 1,
i ≤ 2n− k − 1, m = −k, 1 ≤ k ≤ n.
(20)
Hence it completes the proof.
Remark 4.2. Salamon proved that any (p, q)-cohomology Hp,q(M) vanishes for p 6= q
if M is the twistor space of a quaternion manifold with a positive scalar curvature [10].
In the proof, he also obtained the vanishing of the cohomology of
∧kD on the twistor
space (Equation (6.4) in [10]). He used the notation of L and E as L
1
2 and L−
1
2D in our
notation, respectively. These results are improved to the case of compact Ka¨hler complex
contact manifolds with c1(M) > 0 by the same argument, and the vanishing is translated
into
H i(M,Lm
k∧
D) = {0}
{
∀i, −n ≤ m ≤ −k − 1, 1 ≤ k ≤ n− 1,
i 6= k, m = −k, 1 ≤ k ≤ n.
(21)
The first condition in (21) is equal to the second condition in Theorem 4.1. The second
one in (21) is independent of our theorem. However, we remark that the first and third
conditions in Theorem 4.1 are not induced by the vanishing (21).
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4.2 The vanishing of the cohomology on CP2n+1
In this section, we show the vanishing theorem for H i(lm ∧k D) = H i(O(m) ∧k D) on
CP
2n+1 by using Bott’s vanishing formula [3]. We have the short exact sequence
0→ D → T
γ
→ l2 → 0.
It induces the exact sequence
0→ lm
k∧
D → lm
k∧
T
γ
→ lm+2
k−1∧
D → 0 (22)
for m ∈ Z. Then we have a vanishing of the cohomology as follows
Theorem 4.3. H i(lm
∧kD) = {0} if, in the case m is even
i 6= 2n+ 1, m ≤ −2n− 2− 2[k+12 ], 1 ≤ k ≤ 2n + 1,
i 6= 2n+ 1− k, m = −2n− 2, 1 ≤ k ≤ n,
∀i, −2n ≤ m ≤ −2k − 2, 1 ≤ k ≤ n,
i 6= k, m = −2k, 1 ≤ k ≤ n,
i 6= 0, m ≥ −2[k2 ], 1 ≤ k ≤ 2n + 1
and, in the case m is odd
i 6= 2n+ 1, m ≤ −2n− 3− k, 1 ≤ k ≤ 2n+ 1,
∀i, −2n− 2− k ≤ m ≤ −2k + 1, 1 ≤ k ≤ 2n+ 1,
∀i, −2n− 3 ≤ m ≤ −k, 1 ≤ k ≤ 2n+ 1,
i 6= 0, m ≤ −k + 1, 1 ≤ k ≤ 2n+ 1.
Proof. By applying Theorem 3.11 to the sequence (22), we obtain the short exact sequence
0→ H i(lm
k∧
D)→ H i(lm
k∧
T)→ H i(lm+2
k−1∧
D)→ 0 (23)
if 
m ≤ −2n− 2[k2 ]− 4, 1 ≤ k ≤ 2n+ 1, m : even,
−2n− 2 ≤ m ≤ −2k − 2, 1 ≤ k ≤ n, m : even,
m ≥ −2[k2 ], 1 ≤ k ≤ 2n+ 1, m : even,
m ≤ −2n− 2[k2 ]− 3, 1 ≤ k ≤ 2n+ 1, m : odd,
m ≥ −2n− 3, 1 ≤ k ≤ 2n+ 1, m : odd.
(24)
By applying Bott’s vanishing formula to Serre’s dualityH i(lm
∧k
T)∗ ∼= H2n+1−i(Ωk(l−m−2n−2)),
H i(lm
∧k
T) = {0} holds except for the following cases
i = 2n+ 1− k, m = −2n− 2,
i = 2n+ 1, m < −2n− 2− k,
i = 0, m > −k − 1.
(25)
It follows from (23) and (25) that H i(lm
∧kD) = H i(lm+2∧k−1D) = {0} if
i 6= 2n+ 1− k, m = −2n− 2,
i 6= 2n+ 1, m ≤ −2n− 3− k,
∀i, −2n− 2− k ≤ m ≤ −k − 1, (m 6= −2n− 2),
i 6= 0, m ≥ −k.
(26)
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In the case thatm is even, (24) and (26) imply thatH i(lm
∧kD) = {0} andH i(lm+2∧k−1D) =
{0} if 
i 6= 2n+ 1− k, m = −2n− 2, 1 ≤ k ≤ n,
i 6= 2n+ 1, m ≤ −2n− 4− 2[k2 ], 1 ≤ k ≤ 2n+ 1,
∀i, −2n− 1 ≤ m ≤ −2k − 2, 1 ≤ k ≤ n,
i 6= 0, m ≥ −2[k2 ], 1 ≤ k ≤ 2n+ 1.
(27)
We replace the vanishing H i(lm+2
∧k−1D) = {0} for (27) by H i(lm∧kD) = {0} for
i 6= 2n− k, m = −2n, 0 ≤ k ≤ n− 1,
i 6= 2n+ 1, m ≤ −2n− 2− 2[k+12 ], 0 ≤ k ≤ 2n,
∀i, −2n+ 1 ≤ m ≤ −2k − 2, 0 ≤ k ≤ n− 1,
i 6= 0, m ≥ −2[k+12 ] + 2, 0 ≤ k ≤ 2n.
(28)
We remark that the case k = 0 of (28) is contained in Bott’s vanishing formula. We
only consider the vanishing of H i(lm
∧kD) for k ≥ 1. We summarize (27) and (28) as
H i(lm
∧kD) = {0} for even m and
i 6= 2n + 1, m ≤ −2n− 2− 2[k+12 ], 1 ≤ k ≤ 2n+ 1,
i 6= 2n + 1− k, m = −2n− 2, 1 ≤ k ≤ n,
∀i, −2n ≤ m ≤ −2k − 2, 1 ≤ k ≤ n,
i 6= 0, m ≥ −2[k2 ], 1 ≤ k ≤ 2n+ 1.
(29)
In the case that m is odd, by repeating the above argument the conditions (24) and (26)
imply that H i(lm
∧kD) = {0} for
i 6= 2n+ 1, m ≤ −2n− 3− k, 1 ≤ k ≤ 2n+ 1,
∀i, m = −2n− 2− k, 1 ≤ k ≤ 2n+ 1,
∀i, m = −2n− 1− k, 1 ≤ k ≤ 2n,
∀i, −2n− 3 ≤ m ≤ −k − 1, 1 ≤ k ≤ 2n+ 1,
∀i, m = −k, 1 ≤ k ≤ 2n− 1,
i 6= 0, m = −k, k = 2n+ 1,
i 6= 0, m ≥ −k + 1, 1 ≤ k ≤ 2n+ 1.
(30)
Applying (29) and (30) to Serre’s duality H i(lm
∧kD)∗ ∼= H2n+1−i(l−m−2n−2−2k∧kD),
we obtain H i(lm
∧kD) = {0} if, in the case m is even
i 6= 0, m ≥ −2[k2 ], 1 ≤ k ≤ 2n+ 1,
i 6= k, m = −2k, 1 ≤ k ≤ n,
∀i, −2n ≤ m ≤ −2k − 2, 1 ≤ k ≤ n,
i 6= 2n+ 1, m ≤ −2n− 2− 2[k+12 ], 1 ≤ k ≤ 2n+ 1
(31)
and, in the case m is odd
i 6= 0, m ≥ −k + 1, 1 ≤ k ≤ 2n+ 1,
∀i, m = −k, 1 ≤ k ≤ 2n+ 1,
∀i, m = −k − 1, 1 ≤ k ≤ 2n,
∀i, −2n− 1− k ≤ m ≤ −2k + 1, 1 ≤ k ≤ 2n+ 1,
∀i, m = −2n− 2− k, 1 ≤ k ≤ 2n− 1,
i 6= 2n+ 1, m = −2n− 2− k, k = 2n + 1,
i 6= 2n+ 1, m ≤ −2n− 3− k, 1 ≤ k ≤ 2n+ 1.
(32)
The conditions (29) and (31) in the case of even m, and (30) and (32) in the case of odd
m induce the conditions in theorem. Hence it completes the proof.
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Remark 4.4. A contact structure on CP2n+1 is unique, up to automorphisms [11]. Hence
Theorem 3.11 and 4.3 hold for any contact structure on CP2n+1.
Remark 4.5. In algebraic geometry, the null correlation bundle N on CP2n+1 is defined
by the short exact sequence
0→ N → T(−1)→ O(1)→ 0
where T(−1) = O(−1)⊗ T ([9]). It induces to the following :
0→ N(1)→ T→ O(2)→ 0.
The bundle N(1) = O(1) ⊗ N is the kernel of a transformation A : T → O(2) which
is given by a =
∑
aijzidzj in the homogeneous coordinate. If aij = −aji and (aij) is
non-degenerate, then A induces a contact structure on CP2n+1. By applying Theorem 4.3
to D = N(1), we obtain the vanishing formula for the cohomology H i(∧kN(m+ k)).
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