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CAN YOU TAKE AKEMANN–WEAVER’S ♦ AWAY?
DANIEL CALDERÓN AND ILIJAS FARAH
A Carlos Di Prisco en su cumpleaños número 70.
Abstract. A counterexample to Naimark’s problem can be constructed
without using Jensen’s diamond principle. We also construct, using our
weakening of diamond, a separably represented, simple C∗-algebra with
exactly m inequivalent irreducible representations for all m ≥ 2. Our
principal technical contribution is the introduction of a forcing notion
that generically adds an automorphism of a given C∗-algebra with a
prescribed action on its space of pure states.
1. Introduction
A major early result in the theory of operator algebras (and, at the time,
probably the deepest result in the theory, see [2, §IV.1.5]) was Glimm’s 1960
dichotomy theorem. It states (among other things) that a separable and
simple C∗-algebra A either has a unique irreducible representation up to the
unitary equivalence, or it has 2ℵ0 inequivalent irreducible representations.
The former condition is equivalent to A being isomorphic to the algebra of
compact operators on a separable Hilbert space, while the latter is equivalent
to A not being of type I (see [2, Theorem IV.1.5.1] for the full statement).
Parts of Glimm’s theorem were extended to non-separable C∗-algebras
by Sakai (see [2, IV.1.5.8] for a discussion). In the 1970s further progress
on extending Glimm’s theorem to all simple C∗-algebras slowed down to a
halt. The most obvious question, asked by Naimark already in the 1950s,
was whether a C∗-algebra with a unique irreducible representation up to
the unitary equivalence is necessarily isomorphic to the algebra of compact
operators. A counterexample to Naimark’s problem is a C∗-algebra that is
not isomorphic to the algebra of compact operators on some Hilbert space,
yet still has only one irreducible representation up to unitary equivalence.
In a seminal paper (see [1]), Akemann and Weaver constructed a coun-
terexample to Naimark’s problem using Jensen’s ♦ axiom. By related proofs,
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also conditioned on Jensen’s ♦ on ℵ1, several counterexamples with addi-
tional properties (a prescribed tracial simplex [27], not isomorphic to its op-
posite algebra [11]) were obtained. N.C. Phillips observed that the Akemann–
Weaver construction provides a nuclear C∗-algebra. The range of applica-
tions of this construction was extended to other problems: In [11] it was
shown that Glimm’s dichotomy can fail: Assuming ♦, there exists a simple
C∗-algebra with exactly m inequivalent irreducible representations for all
m ≤ ℵ0 (the latter was announced in [8, §8.2]) and a hyperfinite II1 factor
not isomorphic to its opposite was constructed in [12].
The following is a special case of our Theorem 6.3.
Theorem A. It is relatively consistent with ZFC that there exists a coun-
terexample to Naimark’s problem while ♦ fails.
More specifically, we isolate a combinatorial principle ♦Cohen that, to-
gether with the Continuum Hypothesis (CH), implies the existence of a coun-
terexample to Naimark’s problem and show that ♦Cohen + CH is consistent
with the failure of ♦ (see §9).
A simple C∗-algebra with a unique irreducible representation up to the
unitary equivalence that is represented on a Hilbert space of density character
strictly smaller than 2ℵ0 is necessarily isomorphic to the algebra of compact
operators on some Hilbert space (see e.g., [9, Corollary 5.5.6]). We prove the
‘next best thing.’
Theorem B. For any m ≥ 2, ♦Cohen + CH implies that there exists a sepa-
rably represented, simple, unital C∗-algebra with exactly m irreducible repre-
sentations up to the spatial equivalence.
This is a special case of Theorem 8.1 proved below.
Our principal technical contribution is the introduction of a forcing no-
tion that generically adds an automorphism of a given C∗-algebra with a
prescribed action on its space of pure states (see §3, §4, and §7).
Acknowledgments. Some of the results of this paper come from the first au-
thor’s masters thesis written under the second author’s supervision. We are
indebted to Ryszard Nest and Chris Schafhauser for enlightening discussions
of Remark 7.4 and its extensions. We also wish to thank Andrea Vaccaro,
and to Assaf Rinot for precious comments on precious stones1 that consider-
ably improved the presentation of the transfinite constructions in this paper.
2. Preliminaries and notation
The reader is assumed to be familiar with the basics of forcing and the
basics of C∗-algebras. Our notation and terminology follow [2] for operator
algebras, [17] and [21] for set theory (in particular, forcing), and [9] for both
(except forcing). It is understood that [9] is used as a reference only for the
1Diamonds.
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reader’s (as well as the author’s) convenience; none of the results referred to
are claimed to be due to the author.
2.1. C∗-algebras and their representations. C∗-algebras are complex
Banach algebras with involution ∗ that satisfy the C∗-equality, ‖aa∗‖ = ‖a‖2.
By a result of Gelfand and Naimark, these are exactly the algebras isomor-
phic to a norm-closed subalgebra of the algebra B(H) of bounded linear
operators on a complex Hilbert space H. A homomorphism between C∗-
algebras that preserves the involution is called a ∗-homomorphism, and a
∗-homomorphism into B(H) is a representation. A representation π : A →
B(H) is irreducible if H has no nontrivial closed subspaces invariant under
the image of A. A representation is faithful if it is injective. Every faithful
representation is necessarily isometric. More generally, all ∗-homomorphisms
are contractive (take note that in the theory of operator algebras ‘contrac-
tive’ is synonymous with ‘1-Lipshitz.’) When A is unital, U(A) is the set of
unitary elements of A, i.e., the set of u ∈ A such that uu∗ = u∗u = 1A.
2.2. States. A bounded linear functional on a C∗-algebra A is a state if it is
positive (see [9, §1.7] for definitions) and of norm 1. The space of all states on
A is denoted S(A). Via the Gelfand–Naimark–Segal (GNS) construction (see
[9, §1.10]), every state ϕ on A is associated with a representation πϕ : A →
B(Hϕ) such that a unique unit vector ξϕ in Hϕ satisfies ϕ(a) = (πϕ(a)ξϕ|ξϕ)
for all a ∈ A. The triplet (πϕ,Hϕ, ξϕ) is the GNS triplet associated with ϕ.
Conversely, every representation (π,H) of A with a cyclic vector (i.e., ξ ∈ H
of norm 1 and such that the π[A]-orbit of ξ is dense in H) is of the form πϕ
for the unique state ϕ on S(A). When A is unital, the states space of A is a
weak∗-compact and convex set. The extreme points of S(A) are called pure
states and a state is pure if and only if the corresponding GNS representation
is irreducible, if and only if πϕ[A] is dense in B(Hϕ) in the weak operator
topology (see [9, §3.6]). The space of all pure states on A is denoted P(A).
2.3. Automorphisms and crossed products. An automorphism Φ of a
C∗-algebra A is inner if it is of the form Adu(a) := uau∗ for a unitary
u in the unitization of A. It is approximately inner if there exists a net of
unitaries (up : p ∈ G) in the unitization of A such that Φ(a) = limGAdup(a)
for each a ∈ A. The automorphism group of A is denoted Aut(A).
An automorphism Φ of A determines a continuous action of Z on A given
by n.a := Φn(a). To such a non-commutative dynamical system one can
associate a reduced crossed product, A ⋊Φ Z. This C
∗-algebra is generated
by an isomorphic copy of A (routinely denoted A) and a unitary u that
implements Φ on A, in the sense that Adu(a) = Φ(a) for all a ∈ A. For
more details see e.g., [3, §4.1] or [9, §2.4.2].
2.4. Equivalences of states and representations. We say that two rep-
resentations (π0,H0) and (π1,H1) of a C
∗-algebra are spatially equivalent,
and we write π0 ∼ π1, if there exists an *-isomorphism Φ: B(H0)→ B(H1)
such that Φ ◦ π0 = π1. Two pure states ϕ and ψ of A are called conjugate if
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there exists an automorphism Φ of A such that ϕ◦Φ = ψ. If Φ can be chosen
to be inner, we say that ϕ and ψ are unitarily equivalent and write ϕ ∼ ψ.
Using a GNS argument plus the Kadison transitivity theorem, it can be
shown (see [9, Lemma 3.8.1]) that ϕ ∼ ψ if and only if πϕ ∼ πψ, if and only
if there is a unitary u in the unitization of A such that ‖ϕ ◦ Adu− ψ‖ < 2.
This implies that Naimark’s problem as stated in the previous section is
equivalent to asking whether every C∗-algebra with a unique pure state up
to unitary equivalence is isomorphic to some algebra of compact operators.
2.5. The space Pm(A). Following [9, §5.6], for m ∈ N, the space of m-
tuples of pairwise inequivalent pure states of A is denoted Pm(A). A typical
element of Pm(A) is of the form ϕ¯ = (ϕi : i < m). If ϕ¯ ∈ Pm(A) and
Φ ∈ Aut(A) then ϕ¯ ◦ Φ := (ϕi ◦ Φ : i < m). We write G ⋐ A if G is a finite
subset of A. If G ⋐ A and δ > 0, we define
B(ϕ¯,G, δ) :=
{
ψ¯ ∈ Pm(A) : max
b∈G
(
max
i<m
|ϕi(b)− ψi(b)|
)
< δ
}
,
the weak∗-open neighbourhood of ϕ¯ on Pm(A) determined by G and δ.
2.6. Type I C∗-algebras. A C∗-algebra A is type I if the ideal of compact
operators on H is included in π[A] for every irreducible representation (π,H)
of A, and non-type I if it is not type I. An example of a non-type I C∗-algebra
is the CAR algebra, M2∞ :=
⊗
NM2(C), and by a result due to Glimm (see
[9, Theorem 3.7.2]), a C∗-algebra is non-type I if and only if it has a C∗-
subalgebra which has a quotient isomorphic to M2∞ .
2.7. Transitive models of ZFC-P. Our ambient theory is ZFC, the Zermelo–
Fraenkel set theory with the Axiom of Choice (see e.g., [9, §A.1]). Because of
metamathematical obstructions of no direct relevance to the present paper,
while working in ZFC one cannot prove the existence of a model of ZFC.
Fortunately, for any uncountable regular cardinal κ the set Hκ of all sets
whose hereditary closure has cardinality smaller than κ (see e.g., [9, §A.7])
is a model of ZFC-P, the theory obtained by removing the Power Set axiom
from ZFC.2 This fragment of ZFC suffices for our purposes.
Borel subsets of a Polish space with a fixed countable basis can be coded
by elements of NN (see e.g., [17, p. 504]). This coding is sufficiently absolute,
so that a transitive model of ZFC-P that does not include the set of all real
numbers can still contains codes for some Borel sets and be correct about
their properties (the proof of [17, Lemma 25.46] applies to show this).
2.8. Forcing. A forcing notion is a partially ordered set P. The elements
of P are also called conditions, and if p ≤ q then p is said to extend q. Two
conditions are compatible if a single condition extends both of them. A subset
D of P is called open if it contains all extensions of all of its elements. A
subset D of P is called dense if it contains some extension of every condition
2Purists may prefer working with transitive structures closed under the rudimentary func-
tions, see e.g., [17, Definition 27.2].
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in P. A subset G of P is a filter if it satisfies the following two conditions:
(i) p ∈ G and p ≤ q implies q ∈ G and (ii) every two elements of G have a
common extension in G. If D is a family of dense open subsets of P, then a
filter G is called D-generic if it intersects every element of D non-trivially.
If M is a transitive model of ZFC-P, P is a forcing notion in M , and a
filter G ⊆ P intersects all dense open subsets of P that belong to M , then
G is said to be M -generic. In this situation one can define the forcing (or
generic) extension M [G] which is a transitive model of ZFC-P that includes
M and contains G. The model M is usually referred to as the ground model.
3. Forcing an approximately inner automorphism
Let A be a simple and unital C∗-algebra. Given ϕ¯ and ψ¯, two elements of
Pm(A), we will define a forcing notion EA◦(ϕ¯, ψ¯) whose generic object is an
approximately inner automorphism ΦG of A such that ϕ¯ ◦ΦG = ψ¯.
Besides ♦, the Akemann–Weaver construction uses a modification of a
deep 2001 result due to Kishimoto, Ozawa, and Sakai (see [20], also [9,
§5.6]) that implies that all pure states of a separable, simple, unital C∗-
algebra are conjugate by an approximately (and even asymptotically) inner
automorphism. A crucial lemma in the proof of the Kishimoto–Ozawa–
Sakai theorem (see [20, Lemma 2.2], also [9, Lemma 5.6.7]) together with
[14, Property 7] serves as a motivation for the following.
Lemma 3.1. Let A be a simple, unital, and infinite-dimensional C∗-algebra.
For all m ≥ 1, ϕ¯ ∈ Pm(A), F ⋐ A, and ε > 0 the following holds.
(1) The weak∗-closure of the set{
ϕ¯ ◦Adu : u ∈ U(A)& max
b∈F
‖ub− bu‖ < ε
}
contains a weak∗-open neighbourhood of ϕ¯ in Pm(A).
(2) For every l ≥ 1 and ρ¯ ∈ Pl(A) such that ϕ¯
⌢ρ¯ ∈ Pm+l(A) there exists
ρ¯′ ∈ Pl(A) such that ρ¯
′ ∼ ρ¯ and the weak∗-closure of the set{
(ϕ¯⌢ρ¯′) ◦Adu : u ∈ U(A)& max
b∈F
‖ub− bu‖ < ε
}
contains a weak∗-open neighbourhood of ϕ¯⌢ρ¯′ in Pm(A).
Proof. Using the structure of weak∗-open neighbourhoods (see §2.5), (1) is
equivalent to the following.
For all m ≥ 1, ϕ¯ ∈ Pm(A), F ⋐ A, and ε > 0 there exists a pair (G, δ)
with G ⋐ A and δ > 0 such that the set{
ϕ¯ ◦Adu : u ∈ U(A)& max
b∈F
‖ub− bu‖ < ε
}
is weak∗-dense in B(ϕ¯,G, δ). This is [9, Lemma 5.6.7].
Analogously to (1), (2) is equivalent to the following.
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For all m ≥ 1, ϕ¯ ∈ Pm(A), F ⋐ A, and ε > 0, there exists a pair (G, δ)
with G ⋐ A and δ > 0 such that for all l ≥ 1, and for all ρ¯ ∈ Pl(A) satisfying
ϕ¯⌢ρ¯ ∈ Pm+l(A), there exists ρ¯
′ ∈ Pl(A) with ρ¯
′ ∼ ρ¯ and such that the set{
(ϕ¯⌢ρ¯′) ◦Adu : u ∈ U(A)& max
b∈F
‖ub− bu‖ < ε
}
is weak∗-dense in B(ϕ¯⌢ρ¯′, G, δ).
The proof of [9, Lemma 5.6.7], with some minor modifications, gives this
stronger statement as follows (we assume that the reader has a copy of [9]
handy, which is a great idea anyway):
First note that [9, Lemma 5.6.3] can be modified by weakening the con-
dition
∑
k<n bkb
∗
kξ = ξ to ‖
∑
k<n bkb
∗
kξ − ξ‖ < δ, without affecting the
conclusion. In the beginning of the proof, assure that δ < ε′/(n + 1) (in
addition to the existing requirements). The modified assumption is not men-
tioned or used until p. 162, immediately after the formula (5.7) (note that
λ(1) =
∑
k<n bkb
∗
k). Replacing λ(1)ξ = ξ with ‖λ(1)ξ−ξ‖ < δ, the estimates
of λ(q)(η+ ξ) and λ(q)(η− ξ) (with q := (1−w)/2) are affected only by the
change in the value of λ(1)ξ − ξ, which offsets the value of the estimate by
no more than δ.
We can now describe how the additional pure states are ‘slipped’ into
the proof of [9, Lemma 5.6.7]. Right after introducing the GNS triplets
(πi,Hi, ξi) for ϕi, for i < m, consider the GNS triplets (πm+i,Hm+i, ξm+i)
for ρi, for i < l. Let H :=
⊕
i<lHi, π :=
⊕
i<l πi, and let p be the
projection to span{ξi : i < m}. Now fix an approximate diagonal bi, for
i < n, for π that satisfies conditions (4)–(6) on [9, p. 165]. Condition (5),
p(1 −
∑
i<n π(bib
∗
i )) = 0, needs to be improved. Let a :=
∑
i<n bib
∗
i and fix
j < l. Since πm+j is simple, πm+j(a) is a positive contraction of norm 1.
Therefore, there exists a unit vector ξm+j in Hm+j such that ‖aξm+j−ξm+j‖
is arbitrarily small. We can therefore choose unit vectors ξm+j , for j < l,
such that with p′ denoting the projection to span{ξj : j < m + l}, in place
of (5) we obtain
(5)’ ‖p′(1−
∑
i π(bib
∗
i ))‖ < δ
′′
for an arbitrarily small δ′′ chosen in advance. We can take δ′′ := δ/3, with δ
as in the proof of [9, Lemma 5.6.7], modulo also requiring δ′ := δ/3 instead
of δ′ := δ/2. The remainder of the proof, and the use of [9, Lemma 5.6.3] on
p. 166 in particular, are unchanged. 
Definition 3.2. A pair (G, δ) such that the closure of the set in (2) of
Lemma 3.1 contains B(ϕ¯⌢ρ¯′, G, δ) is called a (ϕ¯, F, ε)-good pair.
Fix a simple, unital C∗-algebra A and tuples ϕ¯ and ψ¯ in Pm(A). We
also fix a norm-dense Q + iQ-subalgebra A◦ of A such that U(A) ∩ A◦ is
norm-dense in U(A). When A is separable, we will take A◦ to be countable.
In Definition 3.3 we introduce a forcing notion EA◦(ϕ¯, ψ¯) which adds a
generic automorphism ΦG of A such that ϕ¯◦ΦG = ψ¯. More precisely, it adds
two nets of unitaries, vp and wp, for p ∈ G, such that each of the nets of Ad vp
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and Adw∗p indexed by p ∈ G converges pointwise to an automorphism of A
(this is assured by condition (c)). The automorphism ΦG is the composition
of these two automorphisms.
Definition 3.3. Let EA◦(ϕ¯, ψ¯) be the set of tuples
q = (Fq, Gq, εq, δq, vq, wq)
such that:
(1) Fq and Gq are finite subsets of A
◦,
(2) εq and δq are positive real numbers,
(3) vq and wq are unitaries of A in A
◦,
(4) (Gq, δq) is a (ϕ¯ ◦ Ad vq, Fq ∪Ad v
∗
q [Fq], εq/3)-good pair, and
(5) ψ¯ ◦ Adwq ∈ B(ϕ¯ ◦ Ad vq, Gq, δq).
We order EA◦(ϕ¯, ψ¯) by p ≤ q if:
(a) Fp ⊇ Fq, Gp ⊇ Gq,
(b) εp ≤ εq, δp ≤ δq, and
(c) for all b ∈ Fq
max
{
‖Ad vp(b)−Ad vq(b)‖ ,
∥∥Ad v∗p(b)−Ad v∗q(b)∥∥} ≤ εq − εp, and
max
{
‖Adwp(b)−Adwq(b)‖ ,
∥∥Adw∗p(b)−Adw∗q(b)∥∥} ≤ εq − εp.
Remark 3.4. The bound εq−εp in (c) of Definition 3.3 is used to assure that
the relation ≤ is transitive on EA◦(ϕ¯, ψ¯).
Lemma 3.5. For all finite subsets F and G of A◦ and all positive real
numbers ε and δ, the set Dε δF G of conditions p such that F ⊆ Fp, G ⊆ Gp,
εp ≤ ε, and δp ≤ δ is a dense and open
3 subset of EA◦(ϕ¯, ψ¯).
Proof. We need to prove that an extension of every condition inDε δF G belongs
to Dε δF G; this is obvious. Second, we need to prove that every condition has
an extension that belongs to Dε δF G. Let q ∈ EA◦(ϕ¯, ψ¯). By Lemma 3.1,
there exists a (ψ¯ ◦ Adwq, Fq ∪ Adw
∗
q [Fq], εq)-good pair; denote it (G1, δ1).
Since q is a condition, (Gq, δq) is (ϕ¯ ◦ Ad vq, Fq ∪ Ad v
∗
q [Fq], εq)-good and
ψ¯ ◦ Adwq ∈ B(ϕ¯ ◦Ad vq, Gq, δq).
Using the goodness of (Gq, δq), choose v ∈ U(A) ∩A
◦ to be some unitary
such that ϕ¯ ◦Ad vqv ∈ B(ψ¯ ◦Adwq, G1, δ1) and ‖b−Ad v(b)‖ < εq/3 for all
b ∈ Fq ∪Ad v
∗
q [Fq]. Set εp := min{ε, εq/3}, Fp := Fq ∪ F , and vp := vqv.
By Lemma 3.1, there is a (ϕ¯◦Ad vp, Fp∪Ad v
∗
p[Fp], εp)-good pair, denoted
(G2, δ2). Also, let Gp := G ∪Gq ∪G2 and δp := min{δ, δq , δ2}.
Using now the goodness of (G1, δ1), let w ∈ U(A) ∩ A
◦ be such that
ψ¯ ◦ Adwqw ∈ B(ϕ¯ ◦ Ad vp, Gp, δp) and ‖b − Adw(b)‖ < εq/3 for every
b ∈ Fq ∪Adw
∗
q [Fq]. Define wp as wqw and set p to be (Fp, Gp, εp, δp, vp, wp).
3See §2.8.
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Clearly F ⊆ Fp, G ⊆ Gp, εp ≤ ε and δp ≤ δ. Also, since (Gp, δp) is
(ϕ¯ ◦Ad vp, Fp ∪Ad v
∗
p[Fp], εp)-good, p ∈ EA◦(ϕ¯, ψ¯). Finally, if b ∈ Fq then
‖Ad v∗q (b)−Ad v
∗
p(b)‖ = ‖Ad v(Ad v
∗
q(b)) −Ad v
∗
q (b)‖
< εq/3 < εq − εq/3 ≤ εq − εp.
Also, ‖Ad vq(b)−Ad vp(b)‖ = ‖b−Ad v(b)‖ < εq − εp. The calculations for
wp and wq are analogous and therefore p ≤ q. 
An attentive reader may have noticed that in the proof of Lemma 3.5 we
did not use the full strength of condition (4) in Definition 3.3. Rest assured
that it will come handy later on (tip: see the proof of the second part of
Lemma 4.1).
Theorem 3.6. Let A be a simple and unital C∗-algebra, m ≥ 1 and let ϕ¯,
and ψ¯ be elements of Pm(A). Then
(1) Forcing with EA◦(ϕ¯, ψ¯) adds an approximately inner automorphism
ΦG of A such that ϕ¯ ◦ ΦG = ψ¯.
(2) If A is separable, then EA◦(ϕ¯, ψ¯) is equivalent to the Cohen forcing.
Proof. (1) LetM be a countable transitive model of a large enough fragment
ZFC such that EA◦(ϕ¯, ψ¯) is an element ofM and let G be anM -generic filter
on EA◦(ϕ¯, ψ¯). By Lemma 3.5, for any F ⋐ A and for all ε > 0, there exists
q ∈ EA◦(ϕ¯, ψ¯) such that if p ≤ q then for all b ∈ F , ‖Ad vp(b)−Ad vq(b)‖ < ε
and ‖Ad v∗p(b) − Ad v
∗
q (b)‖ < ε. Therefore, the nets Ad vp and Ad v
∗
p, for
p ∈ G, are Cauchy with respect to the point-norm topology in Aut(A). By
[9, Lemma 2.6.3], ΦL ∈ Aut(A) defined pointwise as ΦL(a) := limGAd vp(a)
is an endomorphism of A, and its inverse is given by Φ−1L (a) = limGAd v
∗
p(a)
for each a ∈ A. An analogous argument shows that ΦR(a) := limGAdwp(a)
for each a ∈ A is an approximately inner automorphism of A.
Let now a ∈ A be arbitrary and let ε > 0. Again using Lemma 3.5,
choose p ∈ G such that some b ∈ Fp ∩ Gp satisfies ‖a − b‖ < ε/3 and that
max{εp, δp} < ε/3. Then |ϕ¯ ◦ΦL(a)− ψ¯ ◦ΦR(a)| < ε. Set ΦG := ΦL ◦Φ
−1
R .
Since ε was arbitrary, ϕ¯ ◦ ΦG = ψ¯.
(2) Since A is separable, A◦ is countable. Also, the conditions such that
both εp and δp are rational, comprise a dense subset of EA◦(ϕ¯, ψ¯). This set
is countable, and by [18, Proposition 10.20], EA◦(ϕ¯, ψ¯) is equivalent to the
Cohen forcing. 
The idea of restricting to a countable dense set in order to assure the
countable chain condition of a poset was first used in the context of operator
algebras in [29].
4. The Unique Extension Property of pure states
The most remarkable property of the generic automorphism introduced
by EA◦(ϕ¯, ψ¯) is the genericity of its action on P(A) (see Theorem 4.2).
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Let A be a simple, unital, and non-type I C∗-algebra. We will see later
on (see Proposition 5.4) that after forcing with EA◦(ϕ¯, ψ¯), new equivalence
classes of pure states of A will appear. The aim of this section is to study
the ground-model pure states of A that have a unique pure state extension
to A⋊ΦG Z in M [G]. In order to assure that pure states of A in a prescribed
set have unique pure extensions to the crossed product, we use the tools
introduced in [1] and presented in a gory detail in [9, §5.4].
By Theorem 3.1 in [19], if A is simple and Φ is outer, then A ⋊Φ Z is
simple as well. By Theorem 2 in [1] (see also [9, Proposition 5.4.7]), a pure
state ϕ on A has a unique extension to a pure state on A⋊Φ Z if and only if
ϕ is not equivalent to ϕ ◦ Φn for all n ≥ 1. Since the set of all extensions of
ϕ is a face in S(A⋊Φ Z) (see [9, Lemma 5.4.1]), ϕ has a unique extension if
and only if it has a unique pure state extension. If two pure states ϕ and ψ
on A have unique extensions ϕ˜ and ψ˜ to A⋊Φ Z, then these extensions are
equivalent if and only if ϕ is equivalent to ψ ◦Φn for some n ∈ Z (this is the
case Γ = Z of [9, Theorem 5.4.8]).
In the following, we use the notation established in Theorem 3.6. Note
that for a fixed A and A◦, the conditions in all forcings EA◦(ϕ¯, ψ¯) have the
same format and that ϕ¯ and ψ¯ behave as side-conditions. We will now relate
these forcing notions.
Lemma 4.1. Suppose A is a simple and unital C∗-algebra, m ≥ 1, and ϕ¯
and ψ¯ are in Pm(A). Also suppose that l ≥ 1, ρ¯ and σ¯ belong to Pl(A), and
moreover ϕ¯⌢ρ¯ and ψ¯⌢σ¯ belong to Pm+l(A). Let us write P0 := EA◦(ϕ¯, ψ¯),
P1 := EA◦(ϕ¯
⌢ρ¯, ψ¯⌢σ¯), and ≤j for the ordering on Pj for j < 2. Then
(1) Every condition in P1 is a condition in P0. Moreover, if p and q are
in P1 then p ≤0 q if and only if p ≤1 q.
(2) For every q ∈ P0 there are ρ¯
′ ∼ ρ¯ and σ¯′ ∼ σ¯ such that there exists
p ≤0 q which belongs to P
′
1 := EA◦(ϕ¯
⌢ρ¯′, ψ¯⌢σ¯′).
In short, P1 is a subordering of P0 and the union of all P
′
1 as in (2) is dense
in P0. This formulation is dangerously misleading, since P1 is typically not
a regular subordering of P0.
Proof. To see that the first part of (1) holds, fix q ∈ P1. Conditions (1)–(3)
of Definition 3.3 do not depend on the tuples of pure states, while (4) and
(5) are weakened as one passes to sub-tuples of pure states. Since conditions
(a)–(c) do not refer to the pure states, the second part of (1) follows.
(2)Fix q ∈ P0. Since (Gq, δq) is (ϕ¯◦Ad vq, Fq∪Ad v
∗
q [Fq], εq/3)-good, there
exists ρ¯′ ∼ ρ¯ such that the set{(
ϕ¯⌢ρ¯′
)
◦ Ad vqu :
(
∀b ∈ Fq ∪Ad v
∗
q [Fq]
)
(‖ub− bu‖ < εq/3)
}
is weak∗-dense in B((ϕ¯⌢ρ¯′)◦Ad vq, Gq, δq). By Glimm’s lemma (see [9, Lem-
ma 5.2.6]) there exists a pure state σ¯′ ∼ σ¯ such that ψ¯⌢σ¯′ ∈ Pm+l(A) and
(ψ¯⌢σ¯′) ◦ Adwq ∈ B((ϕ¯
⌢ρ¯′) ◦ Ad vq, Gq, δq).
An argument analogous to that in Lemma 3.5 (using the full strength of
the condition (4) from Definition 3.3) provides a condition p ≤ q in P0 such
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that (ψ¯⌢σ¯′) ◦Adwp ∈ B((ϕ¯
⌢ρ¯′) ◦Ad vp, Gp, δp), and such that (Gp, δp) is a
((ϕ¯⌢ρ¯′) ◦ Ad vp, Fp ∪Ad v
∗
p[Fp], εp/3)-good pair.
Therefore, p belongs to P′1, as required. 
Theorem 4.2. Suppose A is a simple, unital, and non-type I C∗-algebra,
and let ϕ¯ and ψ¯ be elements of Pm(A). If ρ is a pure state on A, then some
condition in EA◦(ϕ¯, ψ¯) forces that ρ◦Φ
n
G is equivalent to a ground-model pure
state σ for some n ≥ 1 if and only if n = 1 and there exists i < m such that
ρ ∼ ϕi and σ ∼ ψi.
Proof. The converse implication is the conclusion of Theorem 3.6.
If the direct implication is false, there are ground-model pure states ρ
and σ of A such that ϕ¯⌢ρ ∈ Pm+1(A) and some condition q ∈ EA◦(ϕ¯, ψ¯)
forces that ρ ◦ Φn
G
∼ σ for some n ≥ 1. Since the ground-model U(A) is
dense in U(A) of the generic extension, by extending q, we may assume that
there exists u ∈ U(A) ∩ A◦ such that q  ‖ρ ◦ ΦnG − σ ◦ Adu‖ < 1/2. Let
ρ¯ := (ρ, ρ1, . . . , ρn−1) and let η ≁ σ be such that if η¯ := (ρ1, . . . , ρn−1, η),
then both ϕ¯⌢ρ¯ and ψ¯⌢η¯ are elements of Pm+n(A). By Lemma 4.1, let p ≤ q,
ρ¯′ ∼ ρ¯, and η¯′ ∼ η¯ be such that p ∈ EA◦(ϕ¯
⌢ρ¯′, ψ¯⌢η¯′).
Let H be an M -generic filter on EA◦(ϕ¯
⌢ρ¯′, ψ¯⌢η¯′) containing p. By The-
orem 3.6, in M [H] we have ρ¯′ ◦ ΦH = η¯
′. Let v ∈ U(A) be such that
ρ¯ = ρ¯′ ◦ Ad v and set vH := Φ
−n
H
(v). Since Ad v ◦ ΦnH = Φ
n
H ◦ Ad vH, we
have ρ ◦Φn
H
= ρ′0 ◦Ad v ◦Φ
n
H
= ρ′0 ◦Φ
n
H
◦Ad vH. Since σ is not equivalent to
η′n−1 ◦ Ad vH, we can find a ∈ A
M
≤1 such that∣∣(η′n−1 ◦Ad vH) (a)− (σ ◦Adu) (a)∣∣ ≥ 3/2.
Since AM is norm-dense in AM [H], let r ∈ EA◦(ϕ¯
⌢ρ¯′, ψ¯⌢η¯′), with r ≤ p, be
such that some b ∈ Gr satisfies that ‖b−Ad vH(a)‖ < 1/6, and δr < 1/6. By
using the (easy) first part of Lemma 4.1, we have that r ∈ EA◦(ϕ¯, ψ¯) and r
extends q as an element of EA◦(ϕ¯, ψ¯). However, r forces (in either of the
posets) that
|(ρ ◦ ΦnH)(a) − (η
′
n−1◦Ad vH)(a)|
= |(ρ′0 ◦ Φ
n
H)(Ad vH(a))− η
′
n−1(Ad vH(a))|
≤ |(ρ′0 ◦ Φ
n
H)(b) − η
′
n−1(b)|+ 2‖b−Ad vH(a)‖ < 1/2;
contradiction. 
In the following corollary there is no need to explicitly refer to the ground
model.
Corollary 4.3. Suppose that A is a simple, unital, and non-type I C∗-
algebra. Fix ϕ¯ and ψ¯ in Pm(A), and fix ρ and σ in P(A). If G is a generic
filter in EA◦(ϕ¯, ψ¯), then the following statements hold in the forcing exten-
sion.
(1) ρ has multiple pure state extensions to A ⋊ΦG Z if and only if there
exists i < m such that ρ ∼ ϕi ∼ ψi.
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(2) If both ρ and σ have unique pure state extensions to A ⋊ΦG Z then
these extensions are equivalent if and only if some i < m satisfies
{ρ, σ} = {ϕi, ψi}.
Proof. By a result from [1] (or see [9, Proposition 5.4.7]), a pure state ζ has
a unique pure state extension to the crossed product if and only if ζ ≁ ζ ◦ΦnG
for all n 6= 0. By Theorem 3.6 and Theorem 4.2, this happens if and only if
ρ ∼ ϕi ∼ ψi for some i < m. This proves the first part.
To prove the second part, in the above argument, use [9, Theorem 5.4.8]
in place of [9, Proposition 5.4.7]. 
5. C∗-algebras in generic extensions
In this section we state and prove a few straightforward results on C∗-
algebras in models of ZFC-P.
As common in set theory, ‘reals’ are elements of any uncountable, de-
finable, Polish space. This is justified by a classical result of Kuratowski,
asserting that any two uncountable Polish spaces are Borel-isomorphic. Us-
ing the coding for Borel sets, the property of being a Borel-isomorphism
between two Polish spaces is absolute between transitive models of ZFC-P.
A forcing notion P adds a new real if and only if it adds a new element
to some (equivalently, every) non-trivial C∗-algebra. Because of this, in a
forcing extension M [G] we identify A with its completion and pure states
of A with their unique continuous extensions to the completion of A. As
common in set theory, by AM we denote the original C∗-algebra A in M and
by AM [G] we denote its completion in M [G]. Note that AM is an element of
M [G] which is an algebra over the field CM (but not a C-algebra, hence not
a C∗-algebra) dense in AM [G].
This section contains straightforward results on the relation between AM
and AM [G] that we could not find in the literature.
A property P of C∗-algebras is said to be absolute if for all A, M and
M [G] as above, AM has P if and only if AM [G] has P.4
Lemma 5.1. Both simplicity and being non-type I are absolute properties of
C∗-algebras.
Proof. To prove that simplicity is absolute, we first consider the case when
A is separable and unital. Fix a countable norm-dense subset D of A. Then
some x ∈ A generates a proper two-sided ideal if and only if for every m ∈ N
and all m-tuples (aj : j < m) and (bj : j < m) of elements of D we have
‖1A −
∑
i<m aixbi‖ ≥ 1. This is because ‖1 − a‖ < 1 implies that a is
invertible (see [9, Lemma 1.2.6]). Thus, the assertion ‘A has a proper two-
sided ideal’ is a Σ11-statement (with some code for A as a parameter) and is
therefore absolute between all transitive models of ZFC-P (see [17, Theorem
25.20] or [9, Theorem B.2.11]).
4Purists may prefer the term ‘forcing absolute’ but the difference can be ignored in the
context of this paper.
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If A is not necessarily unital, then a similar argument show that the
assertion ‘some x ∈ A generates a proper ideal of A’ is Σ12, and therefore
absolute between all transitive models of ZFC-P that contain all countable
ordinals (see [17, Theorem 25.20] or [9, Theorem B.2.11]).
If A is not necessarily separable, then standard reflection arguments show
that it is simple if and only if it is an inductive limit of a directed family of
its separable C∗-subalgebras (see [9, §7.3]), and the conclusion follows.
We can now prove the absoluteness of being non-type I. Since the com-
pletion (in a forcing extension) of the ground-model CAR algebra is isomor-
phic to the CAR algebra as calculated in the forcing extension, the upwards
absoluteness of being non-type I follows by Glimm’s theorem (see [9, Theo-
rem 3.7.2]). 
It is worth mentioning that every axiomatizable (in logic of metric struc-
tures) property of C∗-algebras is absolute. The reason for this is that the ball
of radius n in AM is dense in the ball of radius n in AM [G] for all n, and there-
fore the suprema and infima of continuous functions on these two sets agree.
More generally, properties definable by uniform families of formulas (see [10,
Definition 5.7.1.1]) are absolute. Together with [10, Theorem 2.5.0.1 and
Theorem 5.7.1.3], this implies that many important properties of C∗-algebras
are absolute.
An example of a non-absolute property is separability. Also, being isomor-
phic to B(H) or to the Calkin algebra is not absolute, since (for example)
adding new subsets of N adds new projections to the atomic masa that are
not in the norm-closure of the ground-model projections. This shows that
B(H)M is not dense in B(H)M [G]; in order to assure that they are not even
isomorphic, one can for example increase the cardinality of the continuum.
Corollary 5.2. Suppose A is a separable, simple, unital, and non-type I
C∗-algebra. Then EA◦(ϕ¯, ψ¯) forces that A⋊ΦG Z has all of these properties.
Proof. By Lemma 5.1, these properties of A are absolute. The crossed prod-
uct is therefore unital and non-type I, and it remains to prove that it is
simple. Being non-type I, A has continuum many inequivalent pure states
and Theorem 4.2 implies that ΦG moves a pure state to an inequivalent pure
state, and is therefore outer. By [19, Theorem 3.1], this implies that the
crossed product is simple. 
The following lemma will be used tacitly.
Lemma 5.3. With A, M , and M [G] as above, we have the following.
(1) U(AM ) is norm-dense in U(AM [G]).
(2) If ϕ and ψ are pure states of A in M , then their (unique) pure state
extensions to AM [G] are equivalent in M [G] if and only if ϕ and ψ
are equivalent in M .
Proof. Note that (1) is a consequence of the continuous functional calculus,
as follows. Suppose that (an : n ∈ N) is a sequence of elements of A in M [G]
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that converges to a unitary u. Then ‖a∗nan − 1‖ → 0 and ‖ana
∗
n − 1‖ → 0
as n → ∞. Therefore, a∗nan is invertible for a large enough n, and hence
|an| := (a
∗
nan)
1/2 is invertible for a large enough n. The unitary from the
polar decomposition of an, un := an|an|
−1, satisfies ‖un − u‖ → 0.
To see (2), as pointed out in §2.4, ϕ and ψ are equivalent if and only if
there is a unitary u such that ‖ϕ ◦ Adu − ψ‖ < 2, hence the conclusion
follows from (1). 
Every definable (in the model-theoretic sense, see [10, §3]) subset of A
has the absoluteness property proved for U(A) in Lemma 5.3 by a proof
analogous to that of Lemma 5.3.
The following was essentially proved in [1, Proposition 6]. We include its
proof for completeness.
Proposition 5.4. Let M be a countable transitive model of ZFC-P, let P be
a forcing notion in M , and let A ∈ M be a unital, non-type I C∗-algebra.
If P adds a new real to M , then it adds a new pure state to A which is
inequivalent to any ground-model pure state of A.
Proof. The construction is very similar to the one in the proof of Theorem
5.5.4 in [9], where additional details can be found. For i < 2 define a linear
functional δi on M2(C) by
δi
((
λ00 λ01
λ10 λ11
))
= λii.
This is a pure state of M2(C). For r ∈ 2
N define a linear functional ϕr on the
CAR algebra as follows: on the elementary tensors (note that in
⊗
n∈N an we
have an = 1 for all but finitely many n) let ϕr(⊗n∈Nan) =
∏
n∈N δr(n)(an).
The linear extension of ϕr (still denoted ϕr) is a pure state on M2∞ . By
Glimm’s theorem (see [9, Theorem 3.7.2]), A includes some separable C∗-
subalgebra B which has the CAR algebra as a quotient. The composition
of ϕr with the quotient map is a pure state of B, and this pure state can
be extended to a pure state ψr of A. Clearly r can be recovered from ψr by
evaluation.
Suppose that ψr is equivalent to a ground-model pure state. Since U(A)
M
is norm-dense in U(A)M [G], there exists a ground-model pure state σ of A
such that ‖ψr−σ‖ < 1. Then the restriction of σ to B still factors through the
quotient map to a state of the CAR algebra and r can be recovered from this
state. But this implies that r belongs to the ground model; contradiction. 
Since the poset EA◦(ϕ¯, ψ¯) is countable when A is separable, the space of all
(characteristic functions of) filters in EA◦(ϕ¯, ψ¯) (see §2.8) is easily checked to
be a Gδ subset of the power-set of this countable set, and therefore a Polish
space.5
5The tricky condition is the requirement that for all p and q in a filter G, there is r ∈ G
that extends both p and q. In the case of the Cohen forcing any two compatible conditions
have the largest lower bound and the set of filters is closed. . . but we do not need this fact.
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Suppose M is a transitive model of ZFC-P and X is a Polish space with a
code in M .6 By a result of Solovay, an element r of X is Cohen-generic over
M if and only if it belongs to every dense open subset of X coded in M (see
[17, Lemma 26.24]). Thus, there exists a Cohen-generic element of X over
M if and only if the closed nowhere dense subsets of X with codes in M do
not cover X.
The minimal cardinality of a family of nowhere dense sets that cover the
real line is denoted cov(M ) (see [9, §8.4]). The Baire category theorem
implies that this cardinal is uncountable, and Martin’s Axiom for κ dense
sets implies that cov(M ) > κ (see [21]).
Corollary 5.5. Suppose that A is a separable, simple, unital and non-type I
C∗-algebra, and that X ⊆ P(A) satisfies |X| < cov(M ). Then for every pair
of inequivalent pure states ϕ and ψ on A there exists Φ ∈ Aut(A) such that
ϕ ◦ Φ = ψ and every ρ ∈ X has a unique pure state extension to A⋊Φ Z.
Proof. Let M be an elementary submodel of H(2ℵ0 )+ such that A ∈ M ,
X ⊆ M , and |M | < cov(M ). Let M¯ be the transitive collapse of M . Then
the nowhere dense subsets of R coded in M¯ are too few to cover R. By a result
of Solovay, a real that does not belong to any of these sets is Cohen-generic
over M¯ (see [17, Lemma 26.24]). By Theorem 3.6, there exists an M¯ -generic
filter G on EA◦(ϕ¯, ψ¯), and by Corollary 4.3, Φ := ΦG is as required. 
6. A proof of Theorem A from ♦Cohen
In this section we introduce our weakening of Jensen’s ♦ principle, ♦Cohen,
and use it to construct the C∗-algebra as required in Theorem A. The relative
consistency of ♦Cohen will be discussed in §9.
A subset of ℵ1 is closed and unbounded (club) if it is unbounded and
contains the supremum of each of its bounded subsets.7 A subset of ℵ1 is
stationary if it intersects evert club non-trivially.
Definition 6.1. A chain (Mα : α < ℵ1) is a ♦
Cohen-chain if:
♦Cohen(a) EachMα is a (not necessarily countable) transitive model of ZFC-P.
♦Cohen(b) For every X ⊆ ℵ1 the set {α < ℵ1 : X ∩ α ∈Mα} is stationary.
♦Cohen(c) For every α < ℵ1, some real in Mα+1 is Cohen-generic over Mα.
We say that the principle ♦Cohen holds if there is a ♦Cohen-chain.
Clearly ♦ℵ1 implies ♦
Cohen. For a partial converse, note that if each Mα
in a ♦Cohen-chain is countable, or if its intersection with 2α is countable, then
♦ holds. This is a consequence of [21, Theorem III.7.8]. We will discuss the
relative consistency of ♦Cohen in §6.
Let us discuss the relevance of the condition ♦Cohen(b).
First, observe that it implies that
⋃
α<ℵ1
Mα contains all reals.
6The salient case is when A is a C∗-algebra in M , A◦ is in M , ϕ¯ and ψ¯ are tuples of
inequivalent pure states of A, and X is the space of all filters of EA◦(ϕ¯, ψ¯).
7In other words, it is unbounded and closed in the ordinal topology.
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Second, this condition applies when X is replaced with any object of
cardinality ℵ1 or with a complete metric spaces of density character ℵ1.
More specifically, a C∗-algebra of density character κ can be coded by a
subset of κ (see the introduction to §3 in [11] or [9, §7.1-2]). Similarly, if ψ¯ is
a tuple of states of a C∗-algebra B of density character κ, then the structure
(B, ψ¯) can be coded by a subset of κ. Moreover, the version of Löwenheim–
Skolem theorem for logic of metric structures stated in [9, Theorem 7.1.4]
implies the following.
Lemma 6.2. Suppose κ is a regular and uncountable cardinal, A = lim
−→α<κ
Aα
is a C∗-algebra such that the density character of each Aα is strictly smaller
than κ, Aβ = lim−→α<β
Aα for every limit ordinal β, ϕ¯ is a tuple of states of
A, and X ⊆ κ is a code for (A, ϕ¯). Then the set
{α < κ : X ∩ α is a code for (Aα, ϕ¯ ↾ Aα)}
includes a club. 
If M is a transitive model of ZFC-P then we say that a C∗-algebra B
belongs to M if some code for B belongs to M . The analogous remark
applies to states of B.
Glimm’s dichotomy (see e.g., [9, Corollary 5.5.8]) implies that every C∗-
algebra A of density character κ < 2ℵ0 either has a unique pure state up
to unitary equivalence, and in this case A ∼= K (ℓ2(κ)), or has 2
ℵ0 many
equivalence classes. The conclusion of the following theorem was deduced
from ♦ in [11], as announced in [8, §8.2]. The special case when m = 1
(using the full ♦) is the Akemann–Weaver result.
The case when m = 1 of Theorem 6.3 below is Theorem A. In its proof
we adopt the approach to ♦ constructions introduced in [23].
Theorem 6.3. If ♦Cohen+CH holds, then for every m ≥ 1 there is a simple
C∗-algebra of density character ℵ1 with exactly m pure states up to unitary
equivalence that is not isomorphic to any algebra of compact operators on a
complex Hilbert space.
Proof. Let (Mα : α < ℵ1) be a ♦
Cohen-chain. Using the Continuum Hypoth-
esis, fix a surjection f : ℵ1 → Hℵ1 such that every element of Hℵ1 is listed
cofinally often. By recursion on β < ℵ1, we will define an inductive system
of separable, simple, unital, and non-type I C∗-algebras, Aβ.
Let A0 be a separable, simple, unital, non-type I C
∗-algebra and let ϕi,
for i < m, be inequivalent pure states of A0. At the latter stages of the
construction we will assure that the following conditions hold for all α < ℵ1.
(1) If ξ < α then Aξ is a unital C
∗-subalgebra of Aα.
(2) With γ(α) := min{γ : Aα ∈Mγ}, Aα+1 belongs to Mγ(α)+1.
8
8This function is well-defined: Since Aα is separable, it is coded by a real and therefore
belongs to
⋃
α<ℵ1
Mα.
16 DANIEL CALDERÓN AND ILIJAS FARAH
(3) Every pure state of Aα that belongs toMγ(α) has a unique pure state
extension to Aα+1.
(4) If f(α) is a code for a pair (Aξ, ψ), where ξ < α and ψ is a pure state
of Aξ which has a unique pure state extension to Aα, then ψ has a
unique pure state extension to Aα+1, and this extension is equivalent
to (the unique pure state extension of) some ϕi, for i < m.
To describe the recursive construction, suppose that β is a countable ordinal
such that Aα as required has been defined for all α < β.
Consider first the case when β is a successor ordinal, β = α+1. Suppose for
a moment that f(α) is a code for a pair (Aξ, ψ) with the following properties.
(a) ξ < α.
(b) ψ is a pure state of Aξ that has a unique extension ψ˜ to a pure state
of Aα.
(c) For all i < m, ψ˜ is inequivalent to the unique extension of ϕi to Aα
(still denoted ϕi).
By the second part of Theorem 3.6, EA◦α(ϕ0, ψ˜) is forcing-equivalent to
the poset for adding a single Cohen real. Since Mγ(α)+1 contains a real
that is Cohen-generic over Mγ(α), it contains an Mγ(α)-generic filter G on
EA◦α(ϕ0, ψ˜). By the first part of Theorem 3.6, ΦG is an approximately inner
automorphism of Aα such that ϕ0◦ΦG = ψ˜. By Corollary 4.3, the C
∗-algebra
Aα+1 := Aα ⋊ΦG Z
has the property that every pure state of Aα that belongs to Mγ(α) has a
unique pure state extension to Aα+1. By the second part of Corollary 4.3,
the unique pure state extensions of ϕi, for i < m, to Aα+1 are inequivalent.
Also, Aα+1 is separable, simple, unital and non-type I by Corollary 5.2.
If f(α) does not satisfy the conditions (a)–(c), let Aα+1 := Aα.
If β is a limit ordinal, take Aβ := lim−→α<β
Aα.
Finally, let Aℵ1 := lim−→α<ℵ1
Aα.
By the construction, each one of the the pure states ϕi, for i < m, of A0
has a unique pure state extension to Aℵ1 and these pure state extensions are
inequivalent.
Suppose that ψ is a pure state of Aℵ1 . In order to prove that it is equivalent
to ϕi for some i < m, fix a code X ⊆ ℵ1 for the pair (Aℵ1 , ψ). By [9,
Proposition 7.3.10], the set {α < ℵ1 : ψ ↾ Aα is pure} is a club, and by
Lemma 6.2, the set
{α < ℵ1 : X ∩ α is a code for (Aα, ψ ↾ Aα)}
is a club as well. By ♦Cohen(b), there exists α in the intersection of these
two clubs such that X ∩ α ∈Mα. In particular, both Aα and ψ ↾ Aα belong
to Mα—i.e., γ(α) = α. This implies that ψ ↾ Aα has a unique pure state
extension to Aβ for all β > α. (This is proved by induction on β. The
proof uses properties (2) and (3) at the successor stages. At the limits, note
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that the unique pure state extension of ψ ↾ Aα is definable from ψ ↾ Aξ, for
α < ξ < β, and therefore belongs to the relevant model.)
By the choice of the function f , there exists β < ℵ1 such that f(β) codes
the pair (Aα, ψ ↾ Aα). By the definition of Aβ+1, the restrictions of ψ and
ϕi to Aβ+1 are equivalent.
This proves that Aℵ1 has exactly m inequivalent pure states. Since Aℵ1
is infinite-dimensional and unital, it is not isomorphic to any algebra of
compact operators. 
The proof of Theorem A will be completed in §9. In this section, we
will prove that ♦Cohen + CH is relatively consistent with the negation of ♦.
Once proven, this will provide a model of ZFC in which both ♦ and Glimm’s
dichotomy fail.
7. A proof of Theorem B, part I
This section contains finer analysis of the forcing notion EA◦(ϕ¯, ψ¯), cul-
minating in Lemma 7.6. The following is an analog of Theorem 4.2.
Theorem 7.1. Suppose that Θ is an outer automorphism of a separable,
simple, unital, non-type I C∗-algebra A, m ≥ 1, ϕ¯ and ψ¯ belong to Pm(A),
and ρ is a pure state of A inequivalent to all ϕi, for i < m. If ΘG is defined
as ΦG ◦ Θ ◦ Φ
−1
G
then EA◦(ϕ¯, ψ¯) forces that ρ ◦ ΘG is inequivalent to any
ground-model pure state of A.
Proof. Towards obtaining a contradiction, assume that in M [G] we have
ρ ◦ ΘG ∼ σ for a ground-model pure state σ. Then fix u ∈ U(A) ∩ A
◦ and
q ∈ EA◦(ϕ¯, ψ¯) such that q forces that ‖ρ ◦ΘG − σ ◦Adu‖ < 1/2. We obtain
‖ρ ◦ ΦG ◦Θ− σ ◦ Adu ◦ΦG‖ < 1/2.
We first consider the most difficult case, when ρ is equivalent to σ.
Since Θ is outer, by the slight extension of [19, Theorem 2.1] proved in
[11, Theorem 2.4], there exists an uncountable set of pure states η of A each
of which satisfies η ◦ Θ ≁ η. We can therefore choose η such that η ◦ Θ is
inequivalent to η and each one of η and η ◦ Θ is inequivalent to all ψi, for
i < m. By Lemma 4.1, there are ρ′ ∼ ρ, η′ ∼ η, and a condition p ≤ q in
EA◦(ϕ¯, ψ¯) such that p also belongs to the poset EA◦(ϕ¯
⌢ρ′, ψ¯⌢η′).
The remainder is analogous to the corresponding part of the proof of
Theorem 4.2: if H is an M -generic filter on EA◦(ϕ¯
⌢ρ′, ψ¯⌢η′) containing p
then, in M [H], ρ′ ◦ ΦH = η
′. Let v ∈ U(A) be such that ρ = ρ′ ◦ Ad v and
set vH := Φ
−1
H
(v), so that ρ ◦ ΦH = ρ
′ ◦ Ad v ◦ ΦH = ρ
′ ◦ ΦH ◦ Ad vH. Since
η ◦Θ ≁ η and η ∼ η′, we have η′ ◦Ad vH ◦Θ ≁ η
′ ◦Ad vH. Because of this, we
can find a ∈ AM≤1 such that |(η
′ ◦Ad vH◦Ad u)(a)−(η
′ ◦Ad vH ◦Θ)(a)| ≥ 3/2.
Since AM is norm-dense in AM [H] there is r ∈ EA◦(ϕ¯
⌢ρ′, ψ¯⌢η′), extending
p, such that δr < 1/6 and some b and c in Gr satisfy ‖b−Ad vHu(a)‖ < 1/6
and ‖c−Ad vH(Θ(a))‖ < 1/6. By the easy part of Lemma 4.1, r ∈ EA◦(ϕ¯, ψ¯)
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and it is below q in this poset. From the choice of r, we can conclude that,
in EA◦(ϕ¯, ψ¯), r forces
|(ρ ◦ ΦH ◦ Adu)(a) − (η
′◦Ad vH ◦ Adu)(a)|
= |(ρ′ ◦ ΦH)(Ad vHu(a)) − η
′(Ad vHu(a))|
≤ |(ρ′ ◦ ΦH)(b)− η
′(b)|+ 2‖b−Ad vHu(a)‖ < 1/2,
and also r forces
|(ρ ◦ ΦH ◦Θ)(a)− (η
′ ◦ Ad vH ◦Θ)(a)|
= |(ρ′ ◦ ΦH)(Ad vH(Θ(a))) − η
′(Ad vH(Θ(a)))|
≤ |(ρ′ ◦ ΦH)(c)− η
′(c)|+ 2‖c −Ad vH(Θ(a))‖ < 1/2.
By the triangle inequality and the choice of a, we obtain 1/2 + 1/2 > 3/2;
contradiction. This concludes the discussion of the case when ρ ∼ σ.
Suppose now that ρ ≁ σ. As in the first case, in each of the two subcases of
this case we will use Lemma 4.1 to define a forcing notion P and a condition
p ≤ q in EA◦(ϕ¯, ψ¯) that also belongs to P.
If σ ∼ ϕi for some i < m, choose a pure state ζ, that is not equivalent to
any of the ψj and such that in addition ζ◦Θ ≁ ψi. This is possible because A
has 2ℵ0 inequivalent pure states. By Lemma 4.1, there are ρ′ ∼ ρ, ζ ′ ∼ ζ,
and a condition p ≤ q in the poset P := EA◦(ϕ¯
⌢ρ′, ψ¯⌢ζ ′).
If σ is not equivalent to any of the ϕi, choose two pure states, ζ and η,
that are not equivalent to any of the ψj and such that in addition ζ ◦Θ ≁ η.
By Lemma 4.1, there are ρ′ ∼ ρ, σ′ ∼ σ, ζ ′ ∼ ζ, η′ ∼ η, and a condition
p ≤ q in the poset P := EA◦(ϕ¯
⌢ρ′⌢σ′, ψ¯⌢ζ ′⌢η′).
In each of the two cases the proof that the assumptions lead to a contra-
diction is analogous to the proof in the case when ρ ∼ σ and is therefore
omitted. 
Corollary 7.2. Suppose that A is a separable, simple, unital C∗-algebra, Θ
is an outer automorphism of A of order two, m ≥ 1, ϕ¯ and ψ¯ belong to
Pm(A), and ρ is a pure state of A inequivalent to all the ϕi, for i < m. If
ΘG := ΦG ◦Θ◦Φ
−1
G
then ρ has multiple pure state extensions to A⋊ΘG Z/2Z
if and only if there exists some i < m such that ρ ∼ ϕi ∼ ψi.
Proof. The proof is analogous to the proof of Corollary 4.3, using Theo-
rem 7.1 in place of Theorem 4.2. 
In order to prove Theorem 8.1, we need to take a closer look at the inner
workings of the GNS construction (see [9, §1.10]).
If ϕ is a state on a C∗-algebra A, then it defines a sesquilinear form on A by
(a|b)ϕ := ϕ(b
∗a). The completion of A with respect to this norm is a Hilbert
space ℓ2(A,ϕ) (denoted Hϕ in [9]), and the representation πϕ is defined by
the left multiplication. If A is a C∗-subalgebra of B and ϕ˜ is a state on B
that extends ϕ, then ℓ2(A,ϕ) is naturally identified with a closed subspace
of ℓ2(B, ϕ˜).
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Lemma 7.3. Let A be a C∗-algebra with an outer automorphism Φ of order
two, B := A ⋊Φ Z/2Z, ϕ ∈ P(A) be such that ϕ = ϕ ◦ Φ, and ψ ∈ S(B) be
an extension of ϕ. Then
(1) There is a unitary u ∈ B such that ψ is uniquely determined by ψ(u),
and it is pure if and only if ψ(u) = ±1.
(2) If ψ(u) = ±1, then ℓ2(B,ψ) = ℓ2(A,ϕ).
Proof. We will prove (1) and (2) simultaneously. Let πψ : B → B(H) be the
GNS representation associated with ψ with the cyclic vector ξ. For simplicity
of notation we identify B and A with their images under πψ. Let u be the
unitary of B such that uau = Φ(a) for all a ∈ A (note that Φ2 = idA implies
u2 = 1, hence u is a self-adjoint unitary).
Claim. For all a ∈ A we have ψ(Φ(a)u) = ψ(au).
Proof. Since every element of A is a linear combination of four positive el-
ements (see [9, Exercise 1.11.16]), by linearity, it suffices to prove this in
the case when a is positive. Since Φ2 = idA and ϕ ◦ Φ = ϕ, we have
ϕ(aΦ(a)) = ϕ(Φ(aΦ(a)) = ϕ(Φ(a)a) and therefore (after expanding and
cancelling) ϕ((a− Φ(a))2) = 0. Recall that ψ extends ϕ.
By the Cauchy–Schwarz inequality, since Φ(a)− a is self-adjoint,
|ψ(Φ(a)u) − ψ(au)|2 = |ψ((Φ(a) − a)u)|2 ≤ ψ((Φ(a) − a)2)ψ(u∗u) = 0,
as required. 
Let ξ0 =
1
2(ξ+uξ) and ξ1 =
1
2 (ξ−uξ). Fix a and b in A. Since ϕ◦Φ = ϕ,
the claim implies
(auξ|bξ) = (b∗auξ|ξ) = ψ(b∗au) = ψ(Φ(b∗a)u) = (ub∗aξ|ξ) = (aξ|buξ).
Using this, we have
4(aξ0|bξ1) = (a(ξ + uξ)|b(ξ − uξ))
= (aξ|bξ) − (aξ|buξ) + (auξ|bξ)− (auξ|buξ) = 0.
Since uξ0 = ξ0, this implies (auξ0|bξ1) = 0. Since every element of B is of
the form a + cu for some a and c in A, we conclude that Bξ0 and Bξ1 are
(naturally identified with) orthogonal subspaces of H and H = Bξ0 ⊕Bξ1.
We claim that ψ is pure if and only if |ψ(u)| = 1. Consider three cases.
(a) Suppose ξ1 = 0. Then Bξ1 = {0} and H = Bξ0. Also, uξ = ξ,
ξ0 = ξ is the GNS vector and ψ(au) = ϕ(a) for all a ∈ A. Since ϕ is
pure, the image of A is weak operator topology-dense in B(H), and
so is B. This implies that ψ is pure. It also implies that
ℓ2(B,ψ) = Bξ0 = ℓ2(A,ϕ),
hence (2) holds as well.
(b) If ξ0 = 0, then uξ = −ξ, ξ1 = ξ is the GNS vector and ψ(au) = −ϕ(a)
for all a ∈ A. As in the previous case, ψ is pure and
ℓ2(B,ψ) = Bξ1 = ℓ2(A,ϕ),
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hence (2) holds as well.
(c) Finally, suppose that both ξ0 and ξ1 are non-zero. Then Bξ0 is a non-
trivial subspace of B(H) which is invariant under πψ[B] (this space
is automatically closed since ϕ is pure). Therefore, ψ is not pure. It
was already proved that ψ(u) is neither +1 nor −1 in this case. We
have ψ(au) = (auξ0|ξ0) + (auξ1|ξ1) = ‖ξ0‖
2ψ1(au) + ‖ξ1‖
2ψ−1(au),
which shows that ψ is uniquely determined by ψ(u).
This concludes the proof. 
The following remark is not used in the proof of Theorem 8.1.
Remark 7.4. Lemma 7.3 can be generalized to the case when m ≥ 2, Φm =
idA, Φ
j is outer for all 1 ≤ j < m, and B = A ⋊Φ Z/mZ. In this case,
ϕ has exactly m pure state extensions ϕλ, where λ ranges over the mth
roots of unity and satisfies ϕλ(u) = λ. This implies that ϕλ(au
k) = ϕ(a)λk
by [9, Proposition 1.7.8]. Since in this case B is the linear span of the set
{auj : 0 ≤ j < m}, λ determines ϕλ uniquely. The states of B that extend
ϕ are convex combinations of {ϕλ : λ
m = 1}. A proof of this is analogous to
the proof of Lemma 7.3.
Lemma 7.6 below is based on [11, Lemma 2.7]. The key property of M2∞
used in it is extracted in the following lemma implicit in [11].
Lemma 7.5. There are inequivalent pure states ρj , σj , ηj for j ∈ N on M2∞
and an automorphism Θ of M2∞ of order two such that the following condi-
tions hold.
(1) σj = ρj ◦Θ and ηj = ηj ◦Θ for all j.
(2) M2∞ ⋊Θ Z/2Z is isomorphic to M2∞ .
Proof. Identify M2∞ with
⊗
NAn, where An
∼= M2n(N). Let ϕj , for j ∈ N,
be a family of separated product states of M2∞ (see [11, Definition 2.5]).
The existence of such family is guaranteed by [11, Lemma 2.6, (1) implies
(2)]. Let un be a self-adjoint adjoint unitary in An as defined in the proof
of [11, Lemma 2.7] so that for every n the projections in An separating the
pure states satisfy the analogues of conditions (6)–(8). Let Θ :=
⊗
NAdun.
Then the action of Θ on the distinguished pure states is as required. To
complete the proof, note that as in [11, Lemma 2.7], the classification of AF
algebras implies that M2∞ ⋊Θ Z/2Z is isomorphic to M2∞ . 
Lemma 7.6. Suppose that X, Y , and Z are disjoint finite sets of pure
states of M2∞ and F : X → Y is a bijection. Then there are ϕ¯ and ψ¯ in
Pm+l(M2∞) (where m = |X| and l = |Y |) and Θ ∈ Aut(M2∞) such that
EM◦
2∞
(ϕ¯, ψ¯) forces the following.
(1) With ΘG := ΦG ◦ Θ ◦ Φ
−1
G
we have that B := M2∞ ⋊ΘG Z/2Z is
isomorphic to M2∞ .
(2) Every η ∈ Z has exactly two pure state extensions, denoted η+1 and
η−1, to B, and ℓ2(A, η) = ℓ2(B, η±1).
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(3) For every η ∈ X, η and F (η) have unique pure state extensions to B,
and these extensions are equivalent.
Proof. For convenience we write A := M2∞ . The plan is to match the pure
states in X, Y , and Z to those provided by Lemma 7.5 and import Θ from
there. More specifically, fix ρj , σj , ηj , and Θ as guaranteed by Lemma 7.5.
Enumerate X as ϕj , for j < m, and let ϕm+j := F(ϕj) for j < m. Enumerate
Y as ϕ2m+j , for j < l. Now let ψj := ρj and ψm+j := σj if j < m, and let
ψ2m+j := ηj if j < k.
(1) Since ΘG is conjugate to Θ, we have B ∼= M2∞ .
(2) Fix η ∈ Z. Then η = ϕi = ψi for some i, and therefore Lemma 7.3
implies that η has exactly two pure state extensions, η±1, to B and
that ℓ2(A, η) = ℓ2(B, η±1).
(3) If η ∈ X and ζ := F(η), then ϕi = η and ψi = ζ for some i.
Theorem 4.2 implies that η and ζ have unique pure state extensions
to B, and Theorem 3.6 implies that they are equivalent.
This concludes the proof. 
8. A proof of Theorem B, part II
In this section we prove that ♦Cohen + CH implies that the conclusion of
Glimm’s dichotomy fails even for separably represented C∗-algebras. More
precisely, we prove the following.
Theorem 8.1. Assume ♦Cohen + CH. For every m ≥ 0 and every n ≥ 1
there exists a simple, unital C∗-algebra of density character ℵ1 with exactly
m + n unitary equivalence classes of irreducible representations such that
m of these representations are on a separable Hilbert space and n of these
representations are on a non-separable Hilbert space.
A simple C∗-algebra with irreducible representations on both separable
and non-separable Hilbert spaces can be constructed in ZFC (see [9, Theo-
rem 10.4.3]). Both this C∗-algebra and the one in Theorem 8.1 are inductive
limits of inductive systems of C∗-algebras all of which are isomorphic to the
CAR algebra.
Proof. With Lemma 7.6 at our disposal, this proof is analogous to that of
Theorem 6.3. Fix a ♦Cohen-chain (Mα : α < ℵ1). Using the Continuum
Hypothesis, fix a surjection f : ℵ1 → Hℵ1 such that every element of Hℵ1 is
listed cofinally often. By recursion on α < ℵ1 we will define an inductive
system of separable, simple, unital, non-type I C∗-algebras, Aα. For each
Aα we will have a distinguished (m + n)-tuple of inequivalent pure states,
(ϕαi : i < m+ n).
Let A0 be the CAR algebra with inequivalent pure states ϕ
0
i , for i < m+n.
At the latter steps of the construction, we will assure that for all α < ℵ1 the
following conditions hold.
(1) If ξ < α then Aξ is a unital C
∗-subalgebra of Aα.
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(2) With γ(α) := min{γ : Aα ∈Mγ}, Aα+1 belongs to Mγ(α)+1.
(3) Every pure state ψ of Aα that belongs toMγ(α), except ϕ
α
i , for i < m,
has a unique pure state extension to Aα+1.
(4) If f(α) is a code for a pair (Aξ, ψ), where ξ < α, ψ is a pure state
of Aξ which has a unique pure state extension ψ˜ to Aα, and ψ˜ is
inequivalent to ϕαi for all i < m+ n, then ψ has a unique pure state
extension to Aα+1, and this extension is equivalent to ϕ
α+1
m .
(5) For all i < m, ϕα+1i extends ϕ
α
i and ℓ2(Aα+1, ϕ
α+1
i ) = ℓ2(Aα, ϕ
α
i ).
9
In order to describe the recursive construction, suppose that β is a countable
ordinal such that Aα as required has been defined for all α < β. As in the
proof of Theorem 6.3, the interesting case is when β = α+1 for some α and
f(α) is a code for a pair (Aξ , ψ) that satisfies the following conditions.
(a) ξ < α.
(b) ψ is a pure state of Aξ that has a unique extension ψ˜ to a pure state
of Aα.
(c) For all i < m+ n, ψ˜ is inequivalent to ϕαi .
By the second part of Theorem 3.6, any forcing notion of the form EA◦α(ρ¯, σ¯)
is forcing-equivalent to the poset for adding a single Cohen real. Since
Mγ(α)+1 contains a real that is Cohen-generic over Mγ(α), it contains an
Mγ(α)-generic filter for any forcing notion of this form. Therefore, Lemma
7.6 implies that in Mγ(α)+1 there exists an automorphism ΘG of Aα of order
two such that the C∗-algebra
Aα+1 := Aα ⋊ΘG Z/2Z
is isomorphic to the CAR algebra, each ϕαi for m ≤ i < m+ n has a unique
pure state extension to Aα+1, ψ has a unique pure state extension to Aα+1
equivalent to10 ϕα+1m , and ϕ
α
i ◦ ΘG = ϕ
α
i for i < m. Lemma 7.3 implies
that, for i < m, ϕαi has a pure state extension ϕ
α+1
i to Aα+1 that satisfies
ℓ2(Aα, ϕ
α
i ) = ℓ2(Aα+1, ϕ
α+1
i ). By Corollary 7.2, any other pure states of
Aα that belongs to Mγ(α) has a unique pure state extension to Aα+1. Also,
Aα+1 is separable, simple, unital and non-type I by Corollary 5.2.
If f(α) does not satisfy the conditions (a)–(c), let Aα+1 := Aα and, for
each i < m+ n, let ϕα+1i := ϕ
α
i .
If β is a limit ordinal, take Aβ := lim−→α<β
Aα and, for each i < m + n,
define ϕβi as the unique pure state of Aβ that extends ϕ
α
i for all α < β. Since
ϕβi is definable from its restrictions, it belongs to the relevant model.
This describes the recursive construction
Let Aℵ1 := lim−→α<ℵ1
Aα, and for i < m+ n let ϕi be the unique pure state
of Aℵ1 that extends ϕ
α
i for all α < ℵ1.
By the construction, the pure states ϕi, for i < m+n, are inequivalent. By
(5) and induction, for i < m, we have ℓ2(Aℵ1 , ϕi) = ℓ2(A0, ϕ
0
i ) and therefore
9For the notation, see the discussion preceding Lemma 7.3.
10Note that n ≥ 1, hence ϕαm is well-defined for every α < ℵ1.
CAN YOU TAKE AKEMANN–WEAVER’S ♦ AWAY? 23
the GNS Hilbert space associated with ϕi is separable. If m ≤ i < m + n,
then ϕα+1i is the unique extension of ϕ
α
i and therefore Lemma 7.6 implies that
ℓ2(Aα, ϕ
α
i ) is a proper subspace of ℓ2(Aα+1, ϕ
α+1
i ) for all α < ℵ1. Therefore,
the GNS Hilbert space associated with ϕi is non-separable.
It remains to prove that every pure state of Aℵ1 is equivalent to some ϕi.
The proof of this is analogous to the corresponding proof in Theorem 6.3
and therefore omitted. 
The reader may wonder whether it is possible to sharpen the conclusion of
Theorem 8.1 and obtain a simple, unital, infinite-dimensional C∗-algebra A
with at most m ≤ ℵ0 irreducible representations up to unitary equivalence
such that every irreducible representation of A is on a separable Hilbert
space. The answer is well-known to be negative in the case when m = 1 (it
is Rosenberg’s result that a counterexample to Naimark’s problem cannot
be separably represented). A proof analogous to that of Rosenberg’s result
provides a negative answer in the general case.
Proposition 8.2. Suppose that A is a non-type I C∗-algebra all of whose
irreducible representations are on a separable Hilbert space. Then A has at
least 2ℵ0 spatially inequivalent irreducible representations.
Proof. The assumption on A is used only to prove that it has a self-adjoint
element a whose spectrum is a perfect set. In M2∞ there exists a positive
contraction a0 with this property. To see this, note that the diagonal masa is
isomorphic to the algebra of continuous functions on the Cantor space, and
let a0 correspond to the identity map on the Cantor space via the continuous
functional calculus. By Glimm’s theorem, A has a subalgebra whose quotient
is isomorphic to M2∞ . Let a be a self-adjoint lift of a0 to A (see [9, §2.5]).
Then the spectrum of a includes the spectrum of a0, hence a is as required.
For every element x of the spectrum of a, fix a pure state ϕx on A such
that ϕx(a) = x. We can take ϕx to be a pure state extension of the point-
evaluation at x. Then the cyclic vector is an x-eigenvector of πx(a). Since the
eigenvectors corresponding to distinct eigenvalues are orthogonal, in every
irreducible representation π of A the operator π(a) has only countably many
eigenvectors. Therefore A has at least 2ℵ0 spatial equivalence classes of
irreducible representations. 
9. The combinatorial principle ♦Cohen
This section contains only set-theoretic considerations: we prove that
♦Cohen does not imply ♦ and that it does not decide the cardinality of 2ℵ0 .
As the attentive reader may have noticed during the proof of Theorem 6.3
(or Theorem 8.1) the combinatorial principle ♦Cohen can be thought as an
oracle in which the required tasks at successor steps can be done by the mean
of a Cohen real. On the upside, and in opposition to the usual application of
Jensen’s ♦, such tasks can be delayed (this is the job of the book-keeping)
and they do not have to be handled at the moment they are captured by the
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oracle. Our weakening of ♦ is, at the end of the day, a sort of guessing-plus-
forcing axiom in which the generic objects exist (in a prescribed extension)
only for countable posets that are elements of models whose job is to capture
subsets of ℵ1 correctly.
Lemma 9.1. It is relatively consistent with ZFC that ♦Cohen+CH+¬♦ holds.
Proof. Let M0 be a countable transitive model of a large enough fragment
of ZFC+CH in which ♦ fails. Such model was first constructed by Jensen
(see [4], also [25, §V]). Let (Pα, Q˙α)α<ℵ1 be a finite support iteration of non-
trivial ccc forcings each of which has cardinality at most ℵ1. Let G ⊆ Pℵ1
be an M0-generic filter. By the countable chain condition, ♦ fails in M0[G]
(see [21, Exercise IV.7.57]) and the standard ‘counting of names’ argument
shows that the Continuum Hypothesis holds in M0[G].
For α < ℵ1, Mα := M0[G∩Pω·α] (here ω ·α is the αth limit ordinal) is the
intermediate forcing extension. By the countable chain condition, no reals
are added at stages of uncountable cofinality (see [15, Lemma 18.9]), and
therefore every real in M0[G] belongs to some Mα for α < ℵ1. Since a finite
support iteration of non-trivial ccc forcings adds a Cohen real at every limit
stage of countable cofinality (see [21, Exercise V.4.25]), for every α < ℵ1 the
model Mα+1 contains a real that is Cohen-generic over Mα.
Fix a name for a subset X of ℵ1. Again, by the countable chain condition
and the standard closing off argument, there is a club C ⊆ ℵ1 such that
for every α ∈ C the forcing Pα adds X ∩ α. Therefore, X ∩ α ∈ Mα for
stationary many α and Pℵ1 forces that ♦
Cohen holds. 
The following corollary exhibits a substantial difference between the prin-
ciples ♦ and ♦Cohen.
Corollary 9.2. The principle ♦Cohen does not decide the value of 2ℵ0 .
Proof. If in the proof of Lemma 9.1 we begin with a model of 2ℵ0 = κ, then
M0[G] is a model of ♦
Cohen + 2ℵ0 = κ. 
To see that ♦Cohen is not a consequence of CH, we will show that, unlike
the Continuum Hypothesis, ♦Cohen implies the existence of a Suslin tree.
In [22], Moore, Hrušák and Džamonja introduced a variety of parametrized ♦
principles based on the weak diamond (see [5]) which have a similar relation-
ship to ♦ as cardinal invariants of the continuum have to CH.
Definition 9.3 ([22]). The principle ♦(non(M )) holds if for every function
F : 2<ℵ1 → M such that F ↾ 2α, for α < ℵ1, is Borel there exists some
g : ℵ1 → R such that for all f : ℵ1 → 2, the set {α < ℵ1 : g(α) /∈ F (f ↾ α)}
is stationary.
Proposition 9.4. The principle ♦(non(M )) is a consequence of ♦Cohen.
Proof. Let (Mα : α < ℵ1) be a ♦
Cohen-chain and F : 2<ℵ1 → M be such
that for all α < ℵ1 the restriction F ↾ 2
α is Borel-measurable. For each
α < ℵ1 let rα ∈ N
N be such that F ↾ 2α is definable from rα and let
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α ≤ φ(α) < ℵ1 be such that rα ∈ Mφ(α). Define g : ℵ1 → R by choosing
g(α) to be Cohen-generic over Mφ(α). Let f : ℵ1 → 2 be arbitrary. Since
{α < ℵ1 : f ↾ α ∈Mα} is stationary, and g(α) is Cohen-generic over a model
containing both f ↾ α and rα, then {α < ℵ1 : g(α) /∈ F (f ↾ α)} is stationary
as well. 
Corollary 9.5. Following the notation above.
(1) If ♦Cohen holds then there is a Suslin tree.
(2) The principle ♦Cohen is not a consequence of CH.
Proof. By [22, Theorem 3.1], ♦(non(M )) implies that there is a Suslin tree
and therefore (1) follows from Proposition 9.4. (2) follows from (1) and
Lemma 9.1. 
One could consider ♦Random, ♦Hechler, or diamonds associated to other
Suslin ccc forcings. The countable chain condition of the forcing is used in
order to assure the property ♦Cohen(b) in Definition 6.1. We are not aware
of any applications of these axioms.
10. Concluding Remarks
Our title was inspired by the title of ground-breaking Shelah’s paper [24],
but the answers to the questions posed in these titles are quite different.
Solovay’s inaccessible may or may not be taken away depending on whether
one requires the Baire-measurability alone, or the Lebesgue-measurability as
well. In our case, the ♦ is not necessary for the construction. The question
whether a counterexample to Naimark’s problem can be constructed in ZFC
alone, in ZFC+CH, or using ♦κ for some κ ≥ ℵ2, remains open.
Around 2010, the senior author conjectured that Naimark’s problem has
positive answer in a model obtained by adding a sufficient number (super-
compact cardinal, if need be) of Cohen reals. Theorem A and its proof
give some (inconclusive) support for the negation of this conjecture. Ad-
ditional support would be provided by a proof that a forcing notion with
the properties of EA◦(ϕ¯, ψ¯) and the countable chain condition be defined
for tuples of inequivalent pure states for every simple and unital (not nec-
essarily separable) C∗-algebra. The experience suggests that the countable
chain condition and non-commutativity do not mix well (see [13] and [7,
Lemma 4.1]). Moreover, if A has irreducible representations on both sepa-
rable and non-separable Hilbert spaces (see e.g., [9, Theorem 10.4.3]), then
adding an automorphism of A that moves one of the associated pure states
to another, necessarily collapses ℵ1. Thus the relevant question is whether
such forcing can be constructed for C∗-algebras that are inductive limits that
appear in the course of the proof of Theorem A.
Another possible route towards constructing a counterexample to Naimark’s
problem would be the following. Instead of forcing with EA◦(ϕ¯, ψ¯) or a mod-
ification thereof, find a separable C∗-subalgebra B of A such that the re-
strictions ϕ¯′ and ψ¯′ to B of all the pure states involved, uniquely determine
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their extensions to A. Force with EB◦(ϕ¯
′, ψ¯′) to produce a generic automor-
phism Φ of B such that ϕ¯′ and ψ¯′ have unique, and equivalent, extensions
to B ⋊Φ Z. This plan hinges on the answer to the following purely C
∗-
algebraic question.11 For simplicity, it is stated for single pure states instead
of m-tuples.
Question 10.1. Suppose that A is a unital C∗-algebra, B is a unital C∗-
subalgebra of A, both A and B are simple, and ϕ′ and ψ′ are pure states
of B with the unique pure state extensions to A. In addition, suppose that
Φ is a sufficiently generic automorphism of B such that ϕ′ and ψ′ have
unique and unitarily equivalent pure state extensions to B ⋊Φ Z. Is there
an amalgamation C of B ⋊Φ Z and A such that ϕ and ψ have unique pure
state extensions to C?
Such amalgamation would be a ‘partial crossed product’ of sorts of A by
an automorphism of B. There is a rich literature on partial crossed products
(see [6] and the references thereof), but our situation does not satisfy the
requirements imposed on partial dynamical systems in [6, Definition 6.4].
Question 10.2. Let A be a separable, simple, non-type I C∗-algebra. Does
there exist an automorphism Θ of A such that σ ◦Θ ≁ σ for every pure state
σ of A?
If A has an automorphism Θ as in Question 10.2, then for everym ≥ 1 and
tuples ϕ¯ in ψ¯ in Pm(A), it has an automorphism Φ with the same property
that in addition satisfies ϕ¯ ◦Φ = ψ¯. Such an automorphism can be obtained
by conjugating Θ by a Kishimoto–Ozawa–Sakai-type automorphism as in
Theorem 7.1. Assuming in addition one could assure that all pure states of A
have unique pure state extensions to a crossed product associated with Θ,
one would secure the assumptions of the following.
Proposition 10.3. Suppose that there exists a class A of separable, simple,
unital C∗-algebras such that:
(1) A is closed under inductive limits, and
(2) For every A ∈ A and pure states ϕ and ψ of A there exists an
extension B ∈ A of A such that (i) ϕ and ψ have equivalent pure
state extensions to B and (ii) every pure state of A has a unique
pure state extension to B.
Then CH implies that there is a counterexample to Naimark’s problem.
Proof. Suppose that CH holds, and fix X ⊆ ℵ1 such that the inner model
L[X] (see [21, Definition II.6.29]) contains all reals. Then ♦ holds in L[X]
(see [21, Exercise III.7.21]).
Working in L[X], modify the construction of a counterexample as in [1]
(see also [9, Theorem 11.2.2]) as follows. One constructs an inductive system
11Note however that we may assume B is an elementary submodel of A; see [9, Appen-
dix D].
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of C∗-algebras Aα, for α < ℵ1, in A so that at every successor step of
the construction the extension Aα+1 of Aα is chosen using ♦ and (2). At
limit stages take inductive limits. The inductive limit A of this system is
a counterexample to Naimark’s problem in L[X], by a proof analogous to
those in [1] or [9, Theorem 11.2.2].
We claim that A remains a counterexample to Naimark’s problem in the
universe V . Assume otherwise. Since it is a counterexample to Naimark’s
problem in L[X], there exists a pure state η of A that belongs to V but
not to L[X]. The set C := {α < ℵ1 : the restriction of η to Aα is pure}
includes a club (see [9, Proposition 7.3.10]). Let α := min(C). By induction
on countable ordinals β ≥ α, one proves that η ↾ Aβ is the unique pure
state extension of η ↾ Aα to Aβ in L[X], for every β < ℵ1. At the successor
stages this is a consequence of the choice of Aβ+1, and at the limit stages it
is automatic. This provides a definition of η in L[X]; contradiction. 
The proof of Proposition 10.3 begs the question: is it possible to add a
new pure state to a counterexample to Naimark’s without adding new reals?
The answer is, at least assuming ♦, positive (see [9, Exercise 11.4.11]). One
can see that ♦Cohen + CH suffices for this construction.
The main result of [11] is a construction (using ♦) of a nuclear, simple,
C∗-algebra not isomorphic to its opposite algebra. We do not know whether
the existence of an algebra with this property follows from ♦Cohen + CH. In
the same theorem, a counterexample to Glimm’s dichotomy with exactly ℵ0
imequivalent pure states was constructed using ♦. Such construction us-
ing ♦Cohen would require a generalization of the forcing EA◦(ϕ¯, ψ¯) to count-
able sequences of inequivalent pure states.
In [26] it was shown that a counterexample to Naimark’s problem cannot
be a graph C∗-algebra (not to be confused with the ‘graph CCR algebras’ of
[9, §10]). We conjecture that a sweeping generalization of this result holds:
If a C∗-algebra A(Γ) is defined from a discrete object (graph, group, semi-
group, etc.) Γ in a way that assures that (using the notation of §5) A(Γ)
as computed in M is dense in A(Γ) as computed in M [G] for all M and all
M -generic filter G, then A(Γ) is (provably in ZFC) not a counterexample to
Naimark’s problem.
By [19, Corollary 2.3], an automorphism Φ of a separable and simple C∗-
algebra satisfies ϕ ◦Φ ∼ ϕ for all pure state ϕ of A if and only if it is inner.
Theorem 4.2 and Theorem 7.1 imply that both the generic automorphism ΦG
and the conjugate of a ground-model outer automorphism by ΦG send every
ground-model pure state to an inequivalent pure state. We conjecture that
this property is shared by every reduced word in outer automorphisms of A
and ΦG in which the latter occurs. This resembles the properties of generic
automorphisms (and anti-automorphisms) of II1 factors as exhibited in [16,
Lemma A.2] and [28], and used there to construct interesting examples of II1
factors with a separable predual. These lemmas, combined with an iterated
crossed product construction à la Akemann–Weaver propelled by ♦ was used
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in [12] to construct a hyperfinite II1 factor with non-separable predual and
not isomorphic to its opposite. It is not difficult to see that ♦Cohen + CH in
place of ♦ suffices for this construction.
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