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NONLINEAR YOUNG INTEGRALS AND DIFFERENTIAL
SYSTEMS IN HO¨LDER MEDIA
YAOZHONG HU AND KHOA N. LEˆ
Abstract. For Ho¨lder continuous random field W (t, x) and stochastic pro-
cess ϕt, we define nonlinear integral
∫
b
a
W (dt, ϕt) in various senses, including
pathwise and Itoˆ-Skorohod. We study their properties and relations. The
stochastic flow in a time dependent rough vector field associated with ϕ˙t =
(∂tW )(t, ϕt) is also studied and its applications to the transport equation
∂tu(t, x)− ∂tW (t, x)∇u(t, x) = 0 in rough media is given. The Feynman-Kac
solution to the stochastic partial differential equation with random coefficients
∂tu(t, x)+Lu(t, x)+u(t, x)∂tW (t, x) = 0 are given, where L is a second order
elliptic differential operator with random coefficients (dependent on W ). To
establish such formula the main difficulty is the exponential integrability of
some nonlinear integrals, which is proved to be true under some mild condi-
tions on the covariance of W and on the coefficients of L. Along the way, we
also obtain an upper bound for increments of stochastic processes on multidi-
mensional rectangles by majorizing measures.
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1. Introduction
Feynman integral is an important tool in quantum physics. The Feynman-Kac
formula is a variant of Feynman integral and plays very important role in the
study of (parabolic) partial differential equations (see [20] and [46]). Recently,
there have been several successes in extending the Feynman-Kac formula to the
following stochastic partial differential equations with noisy (random) potentials
on [0, T ]×Rd (see e.g. [29], [32], and [35]): ∂tu(t, x) = 12∆u(t, x)+u(t, x)∂tW (t, x),
where ∆ is the Laplacian with respect to spatial variable and {∂tW (t, x) , 0 ≤ t ≤
T , x ∈ Rd} is a Gaussian noise (the derivatives in the sense of Schwartz distribution
of a Gaussian field). As indicated in the aforementioned papers, there are three
tasks to accomplish for establishing the Feynman-Kac formula. The first one is
to give a meaning to the nonlinear stochastic integral
∫ b
a
W (ds, x + Bs) for a d-
dimensional Brownian motion (whose generator is 12∆), independent of W . The
second one is to establish the exponential integrability of
∫ b
a W (ds, x + Bs) and
hence the Feynman-Kac expression (which we may call the Feynman-Kac solution)
has a rigorous meaning. The final task is to show that the Feynman-Kac expression
is indeed a solution to the equation in certain sense. It should be emphasized that
the independence between B and W plays crucial role in previous studies.
In many applications, one needs to study more general stochastic partial differ-
ential equations. For example, in modeling of the pressure in an oil reservoir in the
Norwegian sea with a log normal stochastic permeability one was led to study the
stochastic partial differential equation on some bounded domain in Rd of the form
div(k(x)∇u(x)) = f(x), where the permeability k(x) is the (Wick) exponential of
white noise, div is the divergence operator, and ∇ is the gradient operator, see [27]
and in particular the references therein. Recently, there have been a great amount
of research on uncertainty quantification. Among the huge literature on this topic
let us just mention the books [23], [50], and the references therein. Many different
types of stochastic partial differential equations with random coefficients have been
studied.
This motivates us to study the Feynman-Kac formula for general stochastic par-
tial differential equations with random coefficients, namely,
(1.1) ∂tu(t, x) + Lu(t, x) + u(t, x)∂tW (t, x) = 0 ,
where
Lu(t, x) =
1
2
d∑
i,j=1
aij(t, x,W )∂
2
xixju(t, x) +
d∑
i=1
bi(t, x,W )∂xiu(t, x)
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and for notational simplicity and up to a time change we assume that the terminal
condition u(T, x) = uT (x) is given. The product u(t, x)∂tW (t, x) in (1.1) is the
ordinary product. If σ(t, x) = (σij(t, x,W ))1≤i,j≤d satisfies a = σσ
T and if Xr,xt is
the solution of the following stochastic differential equation
(1.2) dXr,xt = σ(t,X
r,x
t ,W ))δBt + b(t,X
r,x
t ,W )dt , r ≤ t ≤ T , Xr,xr = x ,
then u(r, x) = EB
{
uT (X
r,x
T ) exp
[∫ T
r W (ds,X
r,x
s )
]}
should be the Feynman-Kac
solution to (1.1) with u(T, x) = uT (x). As indicated above, there are three tasks to
complete to justify the above claim. The first task to give a meaning to the nonlinear
stochastic integral
∫ T
r W (ds,X
r,x
s ) is much more challenging than what has been
accomplished before (see for instance [29], [32], and [35]). Although the major
focus of the work [32] is to give a meaning to the nonlinear integral
∫ T
r W (ds,X
r,x
s ).
However, in that paper Xr,xs = Bs is a Brownian motion independent of W and
then we can consider Xr,xs as “deterministic”. In our current situation since X
r,x
s
and W are correlated, the nonlinear integral is a true stochastic one. In addition,
the noise W may enter to Xr,xs in an anticipative way. Thus, the general stochastic
calculus for semimartingales cannot be applied in a straightforward way due to the
lack of adaptedness.
If W (t, x) is only continuous in t (without any Ho¨lder continuity in t) but has
certain differentiability on x, then we can use semimartingale structure of Xr,xt plus
some new techniques developed in Section 4 to define
∫ T
r W (ds,X
r,x
s ) and study
the corresponding Feynman-Kac solution to (1.1). This result extends the work of
[32] in two aspects. One is that the Laplacian is replaced by general second order
elliptic operator with general and in particular random coefficients. The other one
is that in [32], the Hurst parameter H in time is assumed to be greater than 1/4,
while the result of this paper is applicable to fractional Brownian field whose Hurst
parameter H in time can be any number between 0 and 1.
WhenW (t, x) has certain (Ho¨lder) regularity in time variable, it is natural to see
whether one can reduce its regularity in spatial variable x to define
∫ T
r W (ds,X
r,x
s ).
Having in mind the recent development on rough path analysis and encouraged
by the previous success in the case when Xr,xs is the Brownian motion ([29], [32],
and [35]), we dedicate ourselves to a systematic study of the nonlinear integral∫ b
a
W (ds, ϕs), where W (s, x) is a Ho¨lder continuous function on s and x and ϕs is
also a Ho¨lder continuous function. Some elementary properties of the integral are
obtained as well. These results are presented in Section 2. Let us emphasize that
this nonlinear integral
∫ b
a W (ds, ϕs) is defined in a purely deterministic way. In
fact, it is an extension of integration of Young type ([51]).
For Gaussian noise a very important (linear) stochastic integral is the Itoˆ (or
Itoˆ-Skorohod) integral. It is also called divergence integral. In probability theory,
this integral is a central concept in stochastic analysis. For our stochastic partial
differential equation (1.1) it is needed if the product u(t, x)∂tW (t, x) there is Wick
product. We shall introduce the nonlinear Itoˆ-Skorohod integral
∫ b
a W (ds, ϕs) (ϕs
depends on W ) by using Malliavin calculus. This is done in Appendix A. The
relation of this integral with other types of integrals is also discussed in this section.
Naturally, readers may ask the question to study the Itoˆ-Skorohod type stochastic
differential equation ∂tu(t, x) + Lu(t, x) + u(t, x) ⋄ ∂tW (t, x) = 0, where u(t, x) ⋄
W (t, x) denotes the Wick product between u(t, x) and ∂tW (t, x). However, this
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seems to be very complex since L depends on W in a sophisticated way and will
not be considered in this work.
When W (t, x) is a semimartingale in t for any fixed x and is smooth in x for
any fixed t, there has been many studies on stochastic flows which contributes
significantly to the study of stochastic partial differential equations (see [37] and
the references therein). The important tool there is the nonlinear stochastic inte-
gral (with respect to semimartingale) and the corresponding flow. After defining
the nonlinear Young integral and motivated by this aspect, we study the pathwise
flow associated with time dependent rough vector field W (t, x). That is, we study
the differential equation ϕt = x +
∫ t
0
W (ds, ϕs) under joint Ho¨lder continuity as-
sumptions of W (t, x). We shall study the flow and other properties of the solution
ϕt. This is presented in Section 3. The applications to the transport equation in
rough media of the form ∂tu(t, x) − ∂tW (t, x)∇u(t, x) = 0 are also investigated in
Subsection 3.4.
After completion of the first task of defining the nonlinear integral another major
difficulty (the above mentioned second task) to overcome in the construction of the
Feynman-Kac solution is the exponential integrability of
∫ T
r W (ds,X
r,x
s ). In the
previous work of [29], [32], and [35], this is achieved by showing E
[
u2(r, x)
]
is finite.
If we continue to follow the idea in aforementioned papers, then we are led to show
E
B,B˜
E
W
{
uT (X
r,x
T )uT (X˜
r,x
T ) exp
[∫ T
r
W (ds,Xr,xs ) +
∫ T
r
W (ds, X˜r,xs )
]}
,
is finite, where X˜r,xt is the solution to the equation (1.2) with a Brownian mo-
tion B˜, independent of B and W . It seems to us that in our situation, due
to the dependence of Xr,xt on W , it is hard to show the above quantity is fi-
nite. To get around this difficulty, our strategy is then to show that u(r, x) =
E
B
{
uT (X
r,x
T ) exp
[∫ T
r W (ds,X
r,x
s )
]}
is finite for every fixed path of W , assuming
some mild pathwise conditions on W (see for instance (4.30)). The third (and the
last) task to show that the Feynman-Kac solution is indeed a solution to (1.1) is
relatively easier and will be completed by using approximation technique. All these
will be done Section 4.
Intentionally, the paper is divided into two parts. The first three chapters can
be read without knowledge of probability theory. A single (rough) sample W (t, x)
satisfying some joint Ho¨lder continuity and growth conditions is considered. For
instance, the (stochastic) partial differential equation (1.1), the nonlinear Young
integral (Definition 2.1), and the transport equation (3.24) are considered for every
fixed sample path W (t, x). Since W (t, x) is fixed, we also drop the dependence of
aij(t, x) and bi(t, x) onW throughout the paper. So, the integrals and equations are
defined and studied for a (fixed) rough function. The stochastic partial differential
equation considered in Section 4 is for a single rough sample path. But Brownian
motion is used to represent the solution.
As a probabilist, one may ask whether a stochastic process satisfies the joint
Ho¨lder continuity conditions together with the growth conditions assumed through-
out the paper. For instance, condition (4.30) in Section 4 requires the paths of W
to satisfy
(1.3) |W (s, x)−W (s, y)−W (t, x) +W (t, y)| ≤ C(1 + |x|β + |y|β)|t− s|τ |x− y|λ
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for all s, t ∈ [0, T ] and x, y ∈ Rd. We give a partial answer for this problem in Section
5, where an extra assumption |x − y| ≤ δ for a fixed constant δ is imposed. Path-
wise boundedness and pathwise regularity (Ho¨lder continuity) have been extensively
studied in the literature (see Section 5 for more detailed discussions.) However, esti-
mates similar to (1.3) has not been studied thoroughly. Comparing with the existing
literature (e.g. [41], [49]), where estimates for increments over one parameter inter-
val are obtained, the left side of (1.3) is an increment over two parameter rectangle.
Difficulties arise because the increments behave differently when the number of pa-
rameters get large. For instance, the corresponding entropic volumetric to the left
side of (1.3), d((s, x), (t, y)) = (E|W (s, x)−W (s, y)−W (t, x) +W (t, y)|2)1/2, does
not satisfy the triangular inequality. Therefore, classical estimates (such as those
appear in [49]) are no longer applicable, new tools are needed to prove (1.3). If in
(1.3), x, y are restricted in a compact set, a similar problem has been considered
by the authors by extending the Garsia-Rodemich-Rumsey inequality ([30]). Nev-
ertheless, the exact growth rate when x, y get large is not discussed in that paper.
Motivated by this requirement, we extend and sharpen our previous work in [30] so
that it is applicable to our current situation. Since in many applications,W will be
a Gaussian noise, we focus on the case W satisfies normal concentration inequali-
ties to obtain the desirable pathwise property from the covariance structure of the
process. As is well-known it is usually hard to obtain properties for each sample
path in the theory of stochastic processes. We hope this work will shed some light
along this direction.
Notations: We collect here some notations that we will use throughout the
entire paper. A . B means there is a constant C such A ≤ CB. We represent a
vector x in Rd as a matrix of dimension d × 1, AT represents the transpose of a
matrix A. Sometimes we write x• for column vector x
T and x• for the row vector x.
We use the Einstein convention on summation over repeated indices. For instance,
bici abbreviates for
∑d
i=1 bici
2. Nonlinear Young integral
Let W and ϕ be Rd-valued functions defined on R×Rd and Rd respectively. We
define in the current section the nonlinear Young integration
∫
W (ds, ϕs).
We make the following assumption on the regularity of W
(W ) There are constants τ , λ ∈ (0, 1], β ≥ 0 such that for all a < b, the seminorm
‖W‖β,τ,λ;a,b
: = sup
a≤s<t≤b
x,y∈Rd;x 6=y
|W (s, x)−W (t, x)−W (s, y) +W (t, y)|
(1 + |x|+ |y|)β |t− s|τ |x− y|λ
+ sup
a≤s<t≤b
x∈Rd
|W (s, x)−W (t, x)|
(1 + |x|)β+λ|t− s|τ + supa≤t≤b
x,y∈Rd;x 6=y
|W (t, y)−W (t, x)|
(1 + |x|+ |y|)β |x− y|λ ,
(2.1)
is finite.
About the function ϕ, we assume
(φ) ϕ is locally Ho¨lder continuous of order γ ∈ (0, 1]. That is the seminorm
ϕγ;a,b = sup
a≤s<t≤b
|ϕ(t)− ϕ(s)|
|t− s|γ ,
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is finite for every a < b.
Throughout the current section, we assume that τ + λγ > 1. Among three terms
appearing in (2.1), we will pay special attention to the first term. Thus, we denote
[W ]β,τ,λ;a,b = sup
a≤s<t≤b
x,y∈Rd;x 6=y
|W (s, x)−W (t, x)−W (s, y) +W (t, y)|
(1 + |x|+ |y|)β |t− s|τ |x− y|λ .
When β = 0, then we denote ‖W‖τ,λ;a,b := ‖W‖0,τ,λ;a,b. If a, b are clear in the
context, we frequently omit the dependence on a, b. For instance, ‖W‖β,τ,λ is an
abbreviation for ‖W‖β,τ,λ;a,b, ‖ϕ‖γ is an abbreviation for ‖ϕ‖γ;a,b and so on. We
shall assume that a and b are finite. It is easy to see that for any c ∈ [a, b]
sup
a≤t≤b
|ϕ(t)| = sup
a≤t≤b
|ϕ(c) + ϕ(t)− ϕ(c)| ≤ |ϕ(c)|+ ‖ϕ‖γ |b− a|γ <∞ .
Thus assumption (φ) also implies that
‖ϕ‖∞;a,b := sup
a≤t≤b
|ϕ(t)| <∞ .
For the results presented in this section, the condition (W ) can be relaxed to
(W ′) There are constants τ , λ ∈ (0, 1], such that for all a < b and compact set
K in Rd, the seminorm
sup
a≤s<t≤b
x,y∈K;x 6=y
|W (s, x) −W (t, x)−W (s, y) +W (t, y)|
|t− s|τ |x− y|λ
+ sup
a≤s<t≤b
x∈K
|W (s, x)−W (t, x)|
|t− s|τ + supa≤t≤b
x,y∈K;x 6=y
|W (t, y)−W (t, x)|
|x− y|λ ,
is finite.
However, the polynomial growth rate is needed in the following sections to solve
differential equations.
For later purpose, we denote C
(τ,λ)
β (R × Rd) (respectively C(τ,λ)loc (R × Rd)) the
collection of all functions W satisfying condition (W ) (respectively (W ′)). κ
denotes a universal generic constant depending only on λ, τ, α and independent of
W , ϕ and a, b. The value of κ may vary from one occurrence to another.
2.1. Definition. We define the nonlinear integral
∫
W (ds, ϕs) as follows.
Definition 2.1. Let a, b be two fixed real numbers, a < b. Let π = {a = t0 < t1 <
· · · < tm = b} be a partition of [a, b] with mesh size |π| = max0≤i≤m−1 |ti+1 − ti|.
The Riemann sum corresponding to π is
(2.2) Jπ =
m−1∑
i=1
W (ti+1, ϕi)−W (ti, ϕi) .
If the sequence of Riemann sums Jπ’s is convergent when |π| shrinks to 0, we denote
the limit as the nonlinear integral
∫ b
a
W (ds, ϕs).
We observe that in the particular case when W (t, x) = g(t)x for some functions
g : R → R, the nonlinear integral ∫ b
a
W (ds, ϕs) defined above, if exists, coincides
with the Riemann-Stieltjes integral
∫ b
a ϕsdg(s). It is well known that if ϕ and g
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are Ho¨lder continuous with exponents α, β respectively and α + β > 1, then the
Riemann-Stieltjes integral
∫ b
a
ϕsdg(s) exists and is called Young integral ([51]).
More generally, for each partition π of an interval [a, b], one can consider the
(abstract) Riemann sum
(2.3) Jπ(µ) =
m−1∑
i=1
µ(ti, ti+1)
where µ is a function defined on [a, b]2 with values in a Banach space. A sufficient
condition for convergence of the limit lim|π|↓0 Jπ(µ) is obtained by Gubinelli in [24]
via the so-called sewing map. This point of view has important contributions to
Lyons’ theory of rough paths ([39, 40]). Since we will apply Gubinelli’s sewing
lemma, we restate the result as follows.
Lemma 2.2 (Sewing lemma). Let µ be a continuous function on [a, b]2 with values
in a Banach space (B, ‖ · ‖) and let ε > 0. Suppose that µ satisfies
‖µ(s, t)− µ(s, c)− µ(c, t)‖ ≤ K|t− s|1+ε ∀ a ≤ s ≤ c ≤ t ≤ b .
Then there exists a function J µ(t) unique up to an additive constant such that
(2.4) ‖Jµ(t)− J µ(s)− µ(s, t)‖ ≤ K(1− 2−ε)−1|t− s|1+ε ∀ a ≤ s ≤ t ≤ b .
In addition, when |π| shrinks to 0, the Riemann sums (2.3) converge to Jµ(b) −
Jµ(a).
In what follows, we adopt the notation J baµ = J µ(b)−J µ(a). The map µ 7→ Jµ
is called the sewing map. The setting of Lemma 2.2 is adopted from [17]. In
several occasions, one needs to prove a relation between two or more integrals. The
following result provides a simple method for this problem.
Lemma 2.3. Suppose µ1 and µ2 are two functions as in Lemma 2.2. In addition,
assume that
|µ1(s, t)− µ2(s, t)| ≤ C|t− s|1+ε
′ ∀a ≤ s ≤ t ≤ b
for some positive constant ε′. Then Jµ1 and J µ2 are different by an absolute
constant. That is J tsµ1 = J tsµ2 for all s, t.
Proof. From Lemma 2.2, J (µ1 − µ2) = J µ1 − J µ2 and
|J ts (µ1 − µ2)| . |µ1(s, t)− µ2(s, t)|+ |t− s|1+ε
. |t− s|1+ε′ + |t− s|1+ε
for all s, t. This implies J ts (µ1 − µ2) = 0 for all s, t. 
Returning to our main objective of the current section, we consider
µ(s, t) =W (t, ϕs)−W (s, ϕs).
Then the condition in Lemma 2.2 is guaranteed by (W ), and (φ). Indeed, for every
s < c < t,
|µ(s, t)− µ(s, c)− µ(c, t)|
= |W (t, ϕs)−W (c, ϕs)−W (t, ϕc) +W (c, ϕc)|
≤ [W ]β,τ,λ(1 + ‖ϕ‖β∞)(t− s)τ |ϕs − ϕc|λ
≤ [W ]β,τ,λ(1 + ‖ϕ‖β∞)‖ϕ‖λγ(t− s)τ+λγ .
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Hence, by combining the sewing lemma and the previous estimate, we obtain
Proposition 2.4. Assuming the conditions (W ), (φ) with τ+λγ > 1, the sequence
of Riemann sums (2.2) is convergent when |π| goes to 0. In other words, the
nonlinear integral
∫ b
a
W (ds, ϕs) is well-defined.
In addition, the following estimate holds
(2.5)
∣∣∣∣
∫ t
s
W (dr, ϕr)−W (t, ϕc) +W (s, ϕc)
∣∣∣∣
≤ κ‖W‖τ,λ ;a,b(1 + ‖ϕ‖β∞)‖ϕ‖λγ ;a,b(t− s)τ+λγ
for all a ≤ s ≤ c ≤ t ≤ b.
Remark 2.5. After the completion of this work, we are brought to the attention of
the work [5] (and also [7, 8, 25]), where a similar nonlinear Young integral is studied.
The objective of that paper is to define the averaging of the form
∫ t
0 f(Xu)du for
some process Xu and for some irregular function f . The sewing lemma that we
follow is from [17] , which is after the work of [24].
Remark 2.6. (i) In the particular case when W (t, x) = g(t)x, Proposition 2.4
reduces to the existence of the Young integral
∫
ϕsdg(s). Hence, from now on we
refer the integral
∫
W (ds, ϕs) as nonlinear Young integral.
(ii) In Proposition 2.4, we can also consider the Riemann sums with right-end
points
J+π =
m−1∑
i=0
[W (ti+1, ϕti+1)−W (ti, ϕti+1)] .
Then the corresponding limit exists and equals to
∫ b
a W (ds, ϕs). This is a straight-
forward consequence of Lemma 2.3.
It is evident that∫ t
s
W (dr, ϕr) =
∫ c
s
W (dr, ϕr) +
∫ t
c
W (dr, ϕr) ∀ s < c < t .
This together with (2.5) imply easily the following.
Proposition 2.7. Assume that (W ) and (φ) hold with λγ + τ > 1. As a func-
tion of t, the indefinite integral
{∫ t
a
W (ds, ϕs) , a ≤ t ≤ b
}
is Ho¨lder continuous of
exponent τ .
Fractional calculus is very useful in the study of (linear) Young integral. It leads
to some detailed properties of the integral and solution of a differential equation
(see [33], [34], and the references therein). It is interesting to extend this approach
to nonlinear Young integral. In fact, the authors obtain in [31] the following pre-
sentation for the nonlinear Young integral by using fractional calculus. Since this
method is not pursued in the current paper, we refer the readers to [31] for further
details.
NONLINEAR YOUNG INTEGRALS AND DIFFERENTIAL SYSTEMS IN HO¨LDER MEDIA 9
Theorem 2.8. Assume the conditions (W ) and (φ) are satisfied. In addition, we
suppose that λγ + τ > 1. Let α ∈ (1− τ, λτ). Then the following identity holds
∫ b
a
W (dt, ϕt)
= − 1
Γ(α)Γ(1 − α)
{∫ b
a
Wb−(t, ϕt)
(b − t)1−α(t− a)α dt
+α
∫ b
a
∫ t
a
Wb−(t, ϕt)−Wb−(t, ϕr)
(b− t)1−α(t− r)α+1 drdt
+ (1− α)
∫ b
a
∫ b
t
W (t, ϕt)−W (s, ϕt)
(s− t)2−α(t− a)α dsdt
+ α(1− α)
∫ b
a
∫ t
a
∫ b
t
W (t, ϕt)−W (s, ϕt)−W (t, ϕr) +W (s, ϕr)
(s− t)2−α(t− r)α+1 dsdrdt
}
,
(2.6)
where Wb− (t, x) =W (t, x)−W (b, x).
2.2. Mapping properties. Let µ be a function as in Lemma 2.2. Let us define
the quality
[µ]1+ε;I = sup
s,c,t∈I:s<c<t
|µ(s, t)− µ(s, c)− µ(c, t)|
|t− s|1+ε .
In several occasions, given two functions µ1 and µ2 such that [µ1]1+ε and [µ2]1+ε
are finite, one would like to compare the integrals J µ1 and Jµ2. The following
result answers this question.
Lemma 2.9. Let µ1 and µ2 be two continuous functions on [a, b]
2 such that [µ1]α
and [µ2]α are finite for some α > 1. Then for every s, t ∈ [a, b]
|J tsµ1 − J tsµ2| ≤ |µ1(s, t)− µ2(s, t)|+ (1 − 21−α)−1[µ1 − µ2]α;[s,t]|t− s|α
Proof. The proof is rather trivial thanks to the linearity nature of Lemma 2.2. Put
µ = µ1−µ2. Notice that [µ]α ≤ [µ1]α+ [µ2]α <∞. Thus we can apply Lemma 2.2
to µ. The claim follows after observing that Jµ = J µ1 − J µ2. 
As an application, we study the dependence of the nonlinear Young integration∫
W (ds, ϕs) with respect to the medium W and the integrand ϕ.
Proposition 2.10. Let W1 and W2 be real valued functions on R× Rd satisfying
the condition (W ). Let ϕ be a function in Cγ(R;Rd) and let τ + λγ > 1. Then
|
∫ b
a
W1(ds, ϕs)−
∫ b
a
W2(ds, ϕs)| ≤ |W1(b, ϕa)−W1(a, ϕa)−W2(b, ϕa)+W2(a, ϕa)|
+ c(‖ϕ‖∞)[W1 −W2]β,τ,λ‖ϕ‖γ |b− a|τ+λγ
Proof. Let a < c < b. Put
µ1(a, b) =W1(b, ϕa)−W1(a, ϕa) ,
µ2(a, b) =W2(b, ϕa)−W2(a, ϕa) ,
µ = µ1 − µ2 .
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The argument before Proposition 2.4 shows that
[µ]τ+λγ ≤ [W1 −W2]β,τ,λ(1 + ‖ϕ‖β∞)‖ϕ‖γ .
The proposition follows from Lemma 2.9. 
Proposition 2.11. Let W be a function on R× Rd satisfying the condition (W ).
Let ϕ1 and ϕ2 be two functions in Cγ(R;Rd) and let τ + λγ > 1. Let θ ∈ (0, 1)
such that τ + θλγ > 1. Then for any u < v
|
∫ v
u
W (ds, ϕ1s)−
∫ v
u
W (ds, ϕ2s)|
≤ C1[W ]β,τ,λ‖ϕ1 − ϕ2‖λ∞|v − u|τ
+ C2[W ]β,τ,λ‖ϕ1 − ϕ2‖λ(1−θ)∞ |v − u|τ+θλγ ,
where C1 = 1 + ‖ϕ1‖β∞ + ‖ϕ2‖β∞ and C2 = 21−θC1(‖ϕ1‖λγ + ‖ϕ1‖λγ)θ.
Proof. We put µ1(a, b) = W (b, ϕ
1
a) − W (a, ϕ1a), µ2(a, b) = W (b, ϕ2a) − W (a, ϕ2a)
and µ = µ1 − µ2. Applying Lemma 2.9, we obtain, for any θ ∈ (0, 1) such that
τ + θλγ > 1
|
∫ v
u
W (ds, ϕ1s)−
∫ v
u
W (ds, ϕ2s)|
≤ |W (v, ϕ1u)−W (u, ϕ1u)−W (v, ϕ2u) +W (u, ϕ2u)|
+ [µ]τ+θλγ|v − u|τ+θλγ .
Notice that
|W (v, ϕ1u)−W (u, ϕ1u)−W (v, ϕ2u) +W (u, ϕ2u)| ≤ C1[W ]β,τ,λ|u− v|τ‖ϕ1 − ϕ2‖λ∞ .
It remains to estimate [µ]τ+θλγ . It is obvious that for i = 1, 2
[µi]τ+λγ ≤ [W ]β,τ,λ(1 + ‖ϕi‖β∞)‖ϕi‖λγ ≤ C1[W ]β,τ,λ‖ϕi‖λγ
and hence
[µ]τ+λγ ≤ [µ1]τ+λγ + [µ2]τ+λγ ≤ C1[W ]β,τ,λ
2∑
i=1
‖ϕi‖λγ .
On the other hand
|µ(a, b)− µ(a, c)− µ(c, b)|
≤ |W (b, ϕ1a)−W (b, ϕ2a)−W (c, ϕ1a) +W (c, ϕ2a)|
+ |W (b, ϕ1c)−W (b, ϕ2c)−W (c, ϕ1c) +W (c, ϕ2c)|
≤ 2C1[W ]β,τ,λ|b− c|τ‖ϕ1 − ϕ2‖λ∞ .
Combining the two bounds for µ we get for any θ ∈ (0, 1) such that τ + θλγ > 1,
[µ]τ+θλγ ≤ C2[W ]β,τ,λ‖ϕ1 − ϕ2‖λ(1−θ)∞ .
This completes the proof. 
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Corollary 2.12. Let I be a nonempty closed, bounded and connected interval. Let
t0 be in I. Assuming condition (W ) with τ + λγ > 1. Then the map
M : Cγ(I)→ Cτ (I)
Mx(t) =
∫ t
t0
W (ds, xs)
is continuous and compact.
Proof. Continuity follows immediately from Proposition 2.11. For compactness,
suppose B is a bounded subset of Cγ(I). The estimate in Proposition 2.11 im-
plies that {Mx}x∈B is bounded in Cτ (I). By the Arzela`-Ascoli theorem, the set
{Mx}x∈B is relatively compact in Cτ
′
(I) for every τ ′ < τ . We show that {Mx}x∈B
is indeed relatively compact in Cτ (I). More precisely, suppose {Mxn} is a conver-
gent sequence in M(B) in the norm of Cτ
′
(I), by taking further subsequence, we
can assume that the sequence {xn} converges to x in Cγ′(I), for some γ′ < γ (this
is possible since B is bounded). It is sufficient to show that Mxn converges to Mx
in Cτ (I). To prove this, we choose θ ∈ (0, 1) and γ′ < γ such that τ + θλγ′ > 1,
and then we apply Proposition 2.11 to obtain
‖Mx−Mxn‖τ ≤ c‖W‖β,τ,λ(‖x− xn‖λ∞ + ‖x− xn‖λ(1−θ)∞ ) .
The constant c depends only on ‖x‖∞, ‖x‖γ′ and ‖xn‖∞, ‖xn‖γ′ which is uniformly
bounded with respect to n. This shows Mxn converges to Mx in Cτ (I) and com-
pletes the proof. 
3. Differential equations
Let W : R × Rd → Rd satisfy the condition (W ) stated at the beginning of
Section 2 with τ(1 + λ) > 1. In this section we consider the following differential
equation
(3.1) ϕt = ϕt0 +
∫ t
t0
W (ds, ϕs) .
We are concerned with the existence, uniqueness, boundedness and the flow prop-
erty of the solution. We shall also study the dependence of the solution on the initial
conditions. Some related results on this direction are also obtained independently
by Catellier and Gubinelli [5]. Applications of the results obtained are represented
in Subsections 3.3 and 3.4 where we consider a transport equation of the type
u(dt, x) = ∇u(t, x)W (dt, x) .
Literature on transport equations is vast and mostly focuses on irregularity of the
spatial variables of the vector field (see for instance [13] for Sobolev vector fields,
[2] for BV vector fields and [3] for Besov vector fields). In the case W being a
semi-martingale, the above equation is treated in [37]. It appears to be new in the
context of nonlinear Young integration.
3.1. Existence and uniqueness.
Theorem 3.1 (Existence). Suppose that W satisfies the assumption (W ) with
τ(1 + λ) > 1 and β + λ ≤ 1. Then the equation (3.1) has a solution in the space of
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Ho¨lder continuous functions Cτ ([t0 − T, t0 + T ]) for any T > 0. Moreover, if ϕ is
a solution in Cτ ([t0 − T, t0 + T ]), then
(3.2)
sup
t∈[t0−T,t0+T ]
|ϕt|+ sup
t0−T≤s<t≤t0+T
|ϕt − ϕs|
|t− s|τ ≤ Cτ,λ,T e
κτ,λ,T ‖W‖
1−τ+τλ
τλ
τ,λ (1 ∨ |ϕt0 |) ,
where the constant kτ,λ,T and Cτ,λ,T depend only on λ, τ and T .
Proof. Fix T > 0, we denote ‖W‖ = ‖W‖β,τ,λ;[t0−T,t0+T ]. We define a mapping M
acting on Cτ ([t0 − T, t0 + T ]) as follows
Mx = x0 +
∫ ·
t0
W (ds, xs) , ∀x ∈ Cτ ([t0 − T, t0 + T ]) .
We shall verify that M satisfies the hypothesis of Leray-Schauder theorem (see [22,
Theorem 11.3]).
Step 1. M is well-defined, continuous and compact. This immediately follows
from Corollary 2.12.
Step 2. Nowwe explain that the set {x ∈ Cτ ([t0 − T, t0 + T ]) : x = σMx, 0 ≤ σ ≤ 1}
is bounded. Let x satisfy x = σMx for some σ ∈ [0, 1]. By definition of M , we see
x = σMx can be written as
xb − xa = σ
∫ b
a
W (ds, xs) .
From (2.5), it follows that for any a, b ∈ [t0 − T, t0 + T ], we have
|xb − xa| = σ
∣∣∣∣∣
∫ b
a
W (ds, xs)
∣∣∣∣∣
≤ σ‖W‖(1 + ‖x‖β∞;a,b)‖x‖λ∞;a,b(b − a)τ
+ σκ‖W‖(1 + ‖x‖β∞;a,b)‖x‖λτ ;a,b|b− a|τ+λτ .
Since σ ≤ 1, this yields
‖x‖τ ;a,b ≤ ‖W‖(1 + ‖x‖β∞;a,b)‖x‖λ∞;a,b + κ‖W‖(1 + ‖x‖β∞;a,b)‖x‖λτ ;a,b|b− a|λτ ,
for every a, b in [t0, t0 + T ] with a < b. We emphasize that the constant κ appears
in the previous inequality is independent of σ. An application of Young inequality
gives
‖x‖β∞;a,b‖x‖λτ ;a,b ≤ ‖x‖β+λ∞;a,b + ‖x‖β+λτ ;a,b .
Thus
‖x‖τ ;a,b ≤ ‖W‖(‖x‖λ∞;a,b + ‖x‖β+λ∞;a,b) + κ‖W‖‖x‖β+λ∞;a,b|b− a|λτ
+ κ‖W‖(‖x‖λτ ;a,b + ‖x‖β+λτ ;a,b)|b − a|λτ .
Applying the inequality zθ ≤ 1 ∨ z (θ ∈ [0, 1] and z ≥ 0), we obtain
‖x‖τ ;a,b ≤ ‖W‖(2 + κ|b− a|λτ )(1 ∨ ‖x‖∞;a,b) + κ‖W‖(1 ∨ ‖x‖τ ;a,b)|b − a|λτ .
We further use
‖x‖∞;a,b ≤ |xa|+ ‖x‖τ ;a,b|b− a|τ
to obtain
(3.3) ‖x‖τ ;a,b ≤ A‖W‖(1 ∨ |xa|) + A‖W‖(1 ∨ ‖x‖τ ;a,b)|b − a|λτ ,
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where A is a constant depending only on τ, λ and T . Let ∆ be a positive number
such that
(3.4) A‖W‖∆τλ = 1
2
.
If |b− a| ≤ ∆, then from (3.3)
(3.5) ‖x‖τ ;a,b ≤ 2A‖W‖(1 ∨ |xa|) .
Hence, we obtain
(3.6) (1 ∨ ‖x‖∞,a,b) ≤ (2A‖W‖∆τ + 1)(1 ∨ |xa|) .
Divide the interval [t0, t0 + T ] into n = [T/∆] + 1 subintervals of length less or
equal than ∆. Applying the inequality (3.6) on the intervals [t0, t0+∆], [t0+∆],...,
[t0 + (n− 1)∆, t0 + n∆ ∧ T ], recursively, we obtain
(3.7) (1 ∨ ‖x‖∞,t0,t0+T ) ≤ (2A‖W‖∆τ + 1)n(1 ∨ |xa|) .
We can also assume that ∆ ≤ T . Thus n ≤ 2T/∆. We use the bound 2A‖W‖∆τ +
1 ≤ exp(2A‖W‖∆τ ). Then (3.7) yields
(1 ∨ ‖x‖∞,t0,t0+T ) ≤ exp(2A‖W‖∆τ
2T
∆
)(1 ∨ |xt0 |) .
Using (3.4), namely,
∆ = (2A‖W‖)− 1τλ ,
we have
(1 ∨ ‖x‖∞;t0,t0+T ) ≤ eT (2A‖W‖)
1−τ+τλ
τλ (1 ∨ |xt0 |) ,
where Cτ,λ and κτ,λ are uniformly bounded in σ ∈ [0, 1]. The argument goes
similarly on the other interval [t0 − T, t0]. Thus
(3.8) (1 ∨ ‖x‖∞;t0−T,t0+T ) ≤ eT (2A‖W‖)
1−τ+τλ
τλ (1 ∨ |xt0 |) .
Together with the estimate (3.5), this inequality (3.8) implies that the set
{x ∈ Cτ ([t0 − T, t0 + T ]) : x = σLx, 0 ≤ σ ≤ 1}
is bounded in Cτ ([t0 − T, t0 + T ]).
Step 3. Applying Leray-Schauder theorem, we see that the equation (3.1) has a
solution {ϕt , t ∈ [t0 − T, t0 + T ]} in Cτ ([t0 − T, t0 + T ]) for every T . The estimate
(3.2) comes from (3.8) together with (3.5). 
Next, we study some stability result. In particular, we want to know how the
solution depends on the initial condition xt0 .
Theorem 3.2. Let the condition (W ) be satisfied with τ + τλ > 1. In addition,
we assume that W (t, x) is differentiable with respect to x for every t and the spatial
gradient matrix of W is denoted by ∇W (t, x) =
(
∂Wi(t,x)
∂xj
)
1≤i,j≤d
. Suppose
‖∇W‖τ,λ;[t0−T,t0+T ]×K := sup
t0−T≤s<t≤t0+T
x∈K
|∇W (t, x) −∇W (s, x)|
|t− s|τ
+ sup
t0−T≤s<t≤t0+T
x,y∈K ,x 6=y
|∇W (t, x) −∇W (s, x)−∇W (t, y) +∇W (s, y)|
|t− s|τ |x− y|λ
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is finite for all compact set K in Rd. Let xt and yt be two solutions in C
τ ([t0 −
T, t0+T ]) to the integral equation (3.1) with initial conditions x0 and y0 respectively.
Then the following estimate holds
(3.9) sup
t∈[t0−T,t0+T ]
|xt − yt| ≤ 2κTA
1
τ |x0 − y0|,
where A is a constant depending on ∇W , x, y and T (precise formula is given in
(3.10) below).
Proof. We put R = max{‖x‖∞;[t0−T,t0+T ], ‖y‖∞;[t0−T,t0+T ]}, K = {x ∈ Rd : |x| ≤
R} and ‖∇W‖ = ‖∇W‖τ,λ;[t0−T,t0+T ]×K . We also denote zt = xt − yt, ρτ =
(‖x‖τ + ‖y‖τ)λ and ηt = ηxt+(1− η)yt for each η ∈ (0, 1). For every s, t and x, we
use the notation W ([s, t], x) =W (t, x)−W (s, x).
We shall obtain estimate for z in C([t0−T, t0+T ]). Fix a < b in [t0−T, t0+T ].
We then write
zb − za =
∫ b
a
W (ds, xs)−
∫ b
a
W (ds, ys) = J baµ ,
where µ is the function
µ(s, t) =W ([s, t], xs)−W ([s, t], ys) =
∫ 1
0
∇W ([s, t], ηs)zsdη .
For every s ≤ c ≤ t in [a, b], we can write
µ(s, t)− µ(s, c)− µ(c, t)
=
∫ 1
0
([∇W ([c, t], ηs)−∇W ([c, t], ηc)] zs +∇W ([c, t], ηc)(zt − zc)) dη .
We note that |ηt − ηs|λ = |η(xt − xs) + (1 − η)(yt − ys)|λ ≤ ρτ |u− v|τλ. It follows
that
[µ]τ(1+λ);[a,b] ≤ ‖∇W‖(ρτ‖z‖∞;a,b + |b− a|τ(1−λ)‖z‖τ ;a,b) .
On the other hand, it is obvious that |µ(a, b)| ≤ ‖∇W‖|b− a|τ‖z‖∞;a,b. Hence, the
estimate (2.4) implies
|zb−za| ≤ ‖∇W‖|b−a|τ‖z‖∞;a,b+κ‖∇W‖|b−a|τ+λτ(ρτ‖z‖∞;a,b+|b−a|τ(1−λ)‖z‖τ ;a,b) .
In other words,
‖z‖τ ;a,b ≤ A‖z‖∞;a,b +A‖z‖τ ;a,b(b− a)τ ,
where
(3.10) A = κ‖∇W‖[1 + ρτT λτ ] .
Therefore, using the bound ‖z‖∞;a,b ≤ |za|+ ‖z‖τ ;a,b one gets
(3.11) ‖z‖τ ;a,b ≤ A|za|+ 2A‖z‖τ ;a,b(b− a)τ .
Now we shall use the above inequality to show our theorem. Choose a, b such that
|b− a| ≤ ∆ =
(
1
4A
) 1
τ
.
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Then inequality (3.11) implies ‖z‖τ,a,b ≤ 2A|za| for all a < b. By the definition of
the Ho¨lder norm, we see that if |b− a| ≤ ∆, then
‖z‖∞,a,b ≤ |za|+ ‖z‖τ,a,b(b− a)τ
≤ |za|+ 2A|za|∆τ
≤ 2|za|.
Divide the interval [t0, t0+T ] into n = [T/∆]+1 subintervals of length less or equal
than ∆. Applying the previous inequality on the intervals [t0, t0 +∆], [t0 +∆, t0 +
2∆], . . . , [t0 + (n− 1)∆, t0 + n∆ ∧ T ], recursively, we obtain
‖z‖∞,t0,t0+T ≤ 2n|zt0 | .
We can assume ∆ ≤ T . Thus
n = [T/∆] + 1 ≤ 2T
∆
= 2T (4A)
1
τ .
This implies
‖z‖∞,t0,t0+T ≤ 22
1+2/τTA
1
τ |zt0 | .
which yields the bound (3.9) on the interval [t0, t0 + T ]. Estimates on [t0 − T, t0]
are analogous. 
An immediate consequence of the theorem is the following uniqueness result.
Corollary 3.3. Under the hypothesis of Theorem 3.2 the equation (3.1) has a
unique solution.
3.2. Compositions. Given a function G : R2 → Rd, we may define the Riemann-
Stieltjes integral
∫ b
a G(ds, s) as the limit of Riemann sums∑
i
G(ti, ti−1)−G(ti−1, ti−1) .
The sewing lemma (Lemma 2.2) gives a sufficient condition so that the aforemen-
tioned limit exists, namely G satisfies
|G(s, s)−G(s, t)−G(t, s) +G(t, t)| . |t− s|1+ε
for some ε > 0. In such case, Lemma 2.3 also allows one to choose Riemann sums
with right-end points. In other words, the Riemann sums with right-end points∑
i
G(ti, ti)−G(ti−1, ti)
also converges to the Riemann-Stieltjes integral
∫ b
a G(ds, s). In what follows, all
integrals are understood as Riemann-Stieltjes integration, except for a few occasions,
which we will indicate. The following result can be regarded as Itoˆ formula or chain
rule for compositions of functions in the context of nonlinear Young integration.
Theorem 3.4. Let F be a function in C
(τF ,λF )
loc (R × Rd) (i.e. F satisfies the
condition (W ′) with τF and λF ), g and x be Ho¨lder continuous functions with
exponents τg and τ respectively. We suppose that τF + λF τ > 1 and τg + τF > 1.
The following integration by parts formula holds
(3.12)
∫ T
0
g(t)dF (t, xt) =
∫ T
0
g(t)F (dt, xt) +
∫ T
0
g(t)F (t, dxt) .
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In particular, suppose that F belongs to CτFloc(R;C
1+λF
loc (R
d)), x is of the form
xt =
∫ t
a W (ds, φs), where W satisfy the condition (W
′) with τ and λ, φ satisfy (φ)
with γ, τ + λγ > 1 and τλF + τ > 1. Then (3.12) becomes
(3.13)
∫ T
0
g(t)dF (t, xt) =
∫ T
0
g(t)F (dt, xt) +
∫ T
0
g(t)(∇F )(t, xt)W (dt, φt) .
An important consequence of (3.13) is when g is a constant function
(3.14) F (b, xb)− F (a, xa) =
∫ b
a
F (dt, xt) +
∫ b
a
(∇F )(t, xt)W (dt, φt) .
Proof. We choose a compact set K such that K contains {xt, 0 ≤ t ≤ T } and
denote ‖F‖ = ‖F‖τF ,λF ;[0,T ]×K . We put
µ(a, b) = g(b)F (b, xb)− g(b)F (a, xb) ,
ν(a, b) = g(a)F (a, xb)− g(a)F (a, xa) ,
ϑ(a, b) = g(a)F (b, xb)− g(a)F (a, xa) .
For every a < c < b, we have
|µ(a, b)− µ(a, c)− µ(c, a)|
= | − g(b)F (a, xb)− g(c)F (c, xc) + g(c)F (a, xc) + g(b)F (c, xb)|
≤ |g(c)||F (a, xb)− F (c, xc) + F (a, xc) + F (c, xb)|
+ |g(c)− g(b)||F (c, xc)− F (a, xc)|
≤ ‖g‖∞‖F‖‖x‖λFτ |b− a|τF+λF τ + ‖g‖τg‖F‖|b− a|τg+τF ,
and
|ν(a, b)− ν(a, c)− ν(c, a)|
= |g(a)F (a, xb)− g(a)F (a, xc)− g(c)F (c, xb) + g(c)F (c, xc)|
≤ |g(c)||F (a, xb)− F (a, xc)− F (c, xb) + F (c, xc)|
+ |g(a)− g(c)||F (a, xb)− F (a, xc)|
. ‖g‖∞‖F‖|b− a|τF+λF τ + ‖g‖τg‖F‖‖x‖λFτ |b− a|τg+λF τ .
Hence, from Lemmas 2.2 and 2.3, J T0 µ =
∫ T
0
g(t)F (dt, xt) and J T0 ν = g(t)F (t, dxt).
On the other hand,
|ϑ(a, b)− µ(a, b)− ν(a, b)|
= |[g(a)− g(b)][F (b, xb)− F (a, xb)]| ≤ ‖g‖τg‖F‖|b− a|τg+τF .
This together with Lemma 2.3 implies (3.12).
To prove (3.13), it suffices to show
(3.15)
∫ T
0
g(t)F (t, dxt) =
∫ T
0
g(t)(∇F )(t, xt)W (dt, φt) .
We put
ν˜(a, b) = g(a)∇F (a, xa)[W (b, φa)−W (a, φa)] .
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Then we write
ν(a, b) = g(a)
∫ 1
0
∇F (a, ηxa + (1− η)xb)dη(xa − xb)
= g(a)
∫ 1
0
∇F (a, ηxa + (1− η)xb)dη
∫ b
a
W (ds, φs) .
Using the estimate (2.5), we obtain
|ν(a, b)− ν˜(a, b)|
≤ |g(a)
∫ 1
0
[∇F (a, ηxa + (1 − η)xb)−∇F (a, xa)]dη
∫ b
a
W (ds, φs)|
+ |g(a)∇F (a, xa)[
∫ b
a
W (ds, φs)−W (b, φb) +W (a, φa)]|
. |b− a|λF τ+τ + |b− a|τ+λγ .
Identity (3.15) follows from Lemma 2.3 and the previous estimate. 
3.3. Regularity of flow. In the rest of the current section, we assume the hy-
pothesis of Theorem 3.2. This assumption guarantees that ϕ(t, x), the solution
to
ϕ(t, x) = x+
∫ t
0
W (ds, ϕ(s, x))
is unique. Moreover, by the result in Subsection 3.1, for fixed t, ϕ(t, ·) is an automor-
phism on Rd, its inverse is ϕ(t, ·)−1 = ϕ(−t, ·). Hence, the family {ϕ(t, ·) : t ∈ R}
forms a flow of homeomorphism, i.e. it satisfies the following properties:
• ϕ(t+ s, ·) = ϕ(t, ϕ(s, ·)) holds for all s, t,
• ϕ(0, ·) is the identity map,
• the map ϕ(t, ·) : Rd → Rd is a homeomorphism for all t.
Moreover, one can show that ϕ(t, ·) is indeed a diffeomorphism.
Theorem 3.5. Assume the hypothesis of Theorem 3.2. For any t in R, the map
ϕ(t, ·) is a diffeomorphism. The following conclusions hold
(i) The gradient of ϕt at x, denoted by ∇ϕ(t, x) = {∂jϕi(t, x)}i,j satisfies the
equation
(3.16) ∂iϕ
•(t, x) = δ•i +
∫ t
0
∂kW
•(ds, ϕ(s, x))∂kϕ
i(s, x)
where δij is the Kronecker symbol. Equation (3.16) can be written in short
∇ϕ(t, x) = Id +
∫ t
0
∇W (ds, ϕ(s, x))∇ϕ(s, x) .
(ii) For every t and x, the matrix ∇ϕ(t, x) is invertible and its inverseM(t, x) =
[∇ϕ(t, x)]−1 satisfies the equation
(3.17) M(t, x)j• = δj• −
∫ t
0
M(s, x)jk∂•W
k(ds, ϕ(s, x))
or in short
M(t, x) = Id −
∫ t
0
M(s, x)∇W (ds, ϕ(s, x) .
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(iii) ϕ is jointly Ho¨lder continuous of order (τ, 1). That is
(3.18) |ϕ(s, x) − ϕ(s, y)− ϕ(t, x) + ϕ(t, y)| . |t− s|τ |x− y|
(iv) Let J(t, x) denote the determinant of ∇ϕ(t, x). Then J satisfies the follow-
ing scalar linear equation
(3.19) J(t, x) = 1 +
∫ t
0
J(s, x)Div (W (ds, ϕ(s, x))) .
(v) The flow ϕ(t, x) is a Lagrangian flow, namely there exists a constant L such
that
(3.20) Ld(ϕ(t, ·)−1(A)) ≤ LLd(A) for every Borel set A ⊆ Rd
where Ld is the Lebesgue measure on Rd.
Proof. Let e be a unit vector in Rd. For each h in R, we denote
ηht =
1
h
(ϕ(t, x + he)− ϕ(t, x)).
To prove (i), it is sufficient to show that for every sequence hn converging to 0,
there is a subsequence hnk such that η
hnk converges to the solution of the following
equation
(3.21) ηt = e+
∫ t
0
∇W (ds, ϕ(s, x))ηs.
We remark that the equation (3.21) is linear and the existence and uniqueness
of solution in Cτ (R) follows from our method discussed in Subsection 3.1. From
Theorem 3.2 we see that
‖ηh‖τ ;K ≤ κK
uniformly in h for every compact interval K in R. Hence, by the Arzela`-Ascoli
theorem, there is a subsequence, still denoted by hn such that η
hn converges to η
in Cτ
′
(K) for any arbitrary τ ′ < τ . On the other hand, we notice that ηh satisfies
(3.22) ηht = e+
∫ 1
0
dτ
∫ t
0
∇W (ds, τϕ(s, x + he)− (1 − τ)ϕ(s, x))ηhs .
Passing through the limit hn → 0, we see that η satisfies the equation (3.21) and
then (i) follows. Assertion (iii) is a consequence of the estimate (3.9) in Theorem
3.2. In fact,
|ϕ(s, x) − ϕ(s, y)− ϕ(t, x) + ϕ(t, y)| ≤ ‖ϕ(·, x)− ϕ(·, y)‖τ ;[s,t]|t− s|τ
. |t− s|τ |x− y| .
Assertion (iv) follows from the Itoˆ formula (3.14) applied to J(t, x) = det(∇ϕ(t, x))
and the Jacobi’s formula
d det(M) = det(M)tr(M−1dM).
To prove (v), we notice that the equation (3.19) can be solved explicitly thanks to
(3.14)
(3.23) J(t, x) = exp
∫ t
0
Div (W (dt, ϕ(t, x))).
Therefore, from (2.5), we obtain
|J(t, x)−1| ≤ eκ|t|τ .
NONLINEAR YOUNG INTEGRALS AND DIFFERENTIAL SYSTEMS IN HO¨LDER MEDIA 19
Together with the area formula
Ld(ϕ(t, ·)−1(A)) =
∫
ϕ(−t,A)
dx =
∫
A
| det(∇ϕ)(−t, x)|dx
this estimate implies (3.20). 
3.4. Transport differential equation. As an application of the above Itoˆ formula
(3.13) and flow property (Theorem 3.5), we study the following transport differential
equation in Ho¨lder media. Specifically, letW : R+×Rd → Rd satisfy the conditions
in Theorem 3.2. Consider the following first order partial differential equations
(transport equation in Ho¨lder media W )
(3.24)
∂
∂t
u(t, x) +
(
∂
∂t
W (t, x)
)
· ∇u(t, x) = 0.
Here ∇ is the gradient operator (with respect to spatial variables). Since W is only
Ho¨lder continuous in time, the equation (3.24) is only formal. We can however
define solutions in integral form. More precisely, a continuous function u : R+ ×
R
d → R is called a solution to (3.24) with the initial condition u(0, x) = h(x) if it
is differentiable with respect to x ∈ Rd and the following equation holds.
(3.25) u(t, x) = h(x)−
∫ t
0
∇u(s, x)W (ds, x) ∀ t ≥ 0 , x ∈ Rd .
Theorem 3.6. Assuming W satisfies the conditions in Theorem 3.2. Let h be a
function in C1+λ0loc (R
d) where λ0 satisfies (1 + λ0)τ > 1. Let ϕ(t, x) be the unique
solution to
ϕ(t, x) = x+
∫ t
0
W (ds, ϕ(s, x)) , ∀t ≥ 0 .
Let ψ(t, x) be the inverse of ϕ as a function x ∈ Rd to Rd. Namely, ϕ(t, ψ(t, x)) = x
for all t ≥ 0 , x ∈ Rd. Then the function u defined by
u(t, x) = h(ψ(t, x))
is a solution to the above transport equation.
Proof. From Theorem 3.5 such ψ(t, x) exists and both ϕ(t, x) and ψ(t, x) are differ-
entiable with respect to x. Differentiate ϕ(t, ψ(t, x)) = x with respect to x and we
see that
(∇ϕ)(t, ψ(t, x))∇ψ(t, x) = I ,
or
(∇ψ(t, x))−1 = (∇ϕ)(t, ψ(t, x)) .
Let ρ(r) = ϕ(r, ψ(r, x)), 0 ≤ r <∞. Thanks to Theorem 3.5(iii), Itoˆ formula (3.13)
is applicable. More precisely, for any Cτ -function g(r), we have∫ t
0
g(r)dρ(r) =
∫ t
0
g(r)ϕ(dr, ψ(r, x)) +
∫ t
0
g(r)(∇ϕ)(r, ψ(r, x))ψ(dr, x) .
Since ρ(r) = x, we have dρ(r) = 0. Thus
(3.26)
∫ t
0
g(r)(∇ϕ)(r, ψ(r, x))ψ(dr, x) = −
∫ t
0
g(r)ϕ(dr, ψ(r, x)) .
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Now the Itoˆ formula (3.14) applied to h(ψ(t, x)) yields
u(t, x) = h(ψ(t, x)) = h(x) +
∫ t
0
(∇h)(ψ(r, x))ψ(dr, x)
= h(x) +
∫ t
0
∇ [h(ψ(r, x))] (∇ψ(r, x))−1 ψ(dr, x)
= h(x) +
∫ t
0
∇u(r, x) (∇ψ(r, x))−1 ψ(dr, x)
= h(x) +
∫ t
0
∇u(r, x) (∇ϕ) (r, ψ(r, x))ψ(dr, x) .
Using the equation (3.26) for g(r) = ∇u(r, x), we have
u(t, x) = h(x)−
∫ t
0
∇u(r, x)ϕ(dr, ψ(r, x))
= h(x)−
∫ t
0
∇u(r, x)W (dr, ϕ(r, ψ(r, x)))
= h(x)−
∫ t
0
∇u(r, x)W (dr, x) .
This completes the proof of the theorem. 
We also have the following uniqueness result.
Theorem 3.7. Assuming W satisfies the conditions in Theorem 3.2. Let λ0 be
in (0, 1] such that (λ0 + 1)τ > 1. Equation (3.25) has unique solution in the class
C
(τ,λ0)
loc (R×Rd). More precisely, suppose u belongs to C(τ,λ0)loc (R×Rd) and satisfies
(3.25), then u is uniquely defined by the relation u(t, x) = h(ψ(t, x)), where ϕ and
ψ are the functions defined in Theorem 3.6.
Proof. Let u be a solution to (3.25). Applying Itoˆ formula (3.14) for the function
u(t, ϕ(t, x)) we have
u(t, ϕ(t, x))− h(x) =
∫ t
0
u(ds, ϕ(s, x)) +
∫ t
0
∇u(s, ϕ(s, x))W (ds, ϕ(s, x)) .
It suffices to show the right hand side vanishes. In other words the following relation
between the two nonlinear Young integrals holds
(3.27)
∫ t
0
u(ds, ϕ(s, x)) = −
∫ t
0
∇u(s, ϕ(s, x))W (ds, ϕ(s, x)) .
For clarity, we will omit x in the notations. We put
µ1(a, b) = u(b, ϕa)− u(a, ϕa) ,
µ2(a, b) = ∇u(a, ϕa)[W (b, ϕa)−W (a, ϕa)] .
Since u satisfies the equation (3.25), we can write
µ1(a, b) = −
∫ b
a
∇u(s, ϕa)W (ds, ϕa) .
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Thus
µ1(a, b) + µ2(a, b)
= −
∫ b
a
∇u(s, ϕa)W (ds, ϕa) +∇u(a, ϕa)[W (b, ϕa)−W (a, ϕa)] .
The estimate (2.4) (or (2.5)) implies
|µ1(a, b) + µ2(a, b)| . |b− a|2τ .
Since 2τ > 1, Lemma 2.3 yields J t0µ1 = −J t0µ2. This completes the proof after
observing that the aforementioned identity is exactly the same as (3.27). 
Remark 3.8. In the context of ordinary differential equation of the type
dX
dt
(t, x) = b(t,X(t, x)) ,
with non-regular vector field b, existence and uniqueness and stability of regular
Lagrangian flows were proved by R.J. DiPerna and P.-L. Lions ([13]) for Sobolev
vector fields with bounded divergence. This result has been extended by L. Ambro-
sio ([2]) to BV coefficients with bounded divergence. In [9], it is shown that under
slightly relaxed assumptions many of the ODE results of DiPerna-Lions theory can
be recovered, from a priory estimates, similar to (3.20). The current paper proposes
another extension of this theory, where the vector field is distribution (rough) in
time (derivative of a Ho¨lder continuous function) and smooth in space. It is also
interesting to extend the results presented here for vector fields which are rougher
in time (see e.g. [34] for the linear case) or which are both rough in time and in
space.
4. Feynman-Kac formula - A pathwise approach
In this section we shall study the stochastic parabolic equation with Ho¨lder
continuous noise in a Ho¨lder random media (see equation (4.4) below). A feature
of this problem is that for the noise we don’t assume any Ho¨lder continuity in time
variable. To make up for lack of regularity in time, we assume some regularity on
spatial variables. In this case, the method presented in this section works for each
sample path of the noise.
Throughout the current section, T is a fixed positive time. To describe the noise,
we introduce the following space. Let β be a fixed non-negative number. We say
that f is in C0,1+αβ ([0, T ]×Rd) if it belongs to C([0, T ], C1+αloc (Rd)) and satisfies the
following condition
(4.1) [∇f ]β,α := sup
t∈[0,T ];
x,y∈Rd;x 6=y
|∇f(t, x)−∇f(t, y)|
|x− y|α(1 + |x|β + |y|β) <∞ .
We notice that the condition (4.1) implies the growth conditions on ∇f and f .
More precisely, one has
(4.2) [∇f ]α+β,∞ := sup
t∈[0,T ],x∈Rd
|∇f(t, x)|
1 + |x|α+β <∞ ,
and
(4.3) [f ]α+β+1,∞ := sup
t∈[0,T ],x∈Rd
|f(t, x)|
1 + |x|α+β+1 <∞ .
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It is easy to see that ‖f‖C0,1+αβ := [f ]α+β+1,∞ + [∇f ]α+β,∞ + [∇f ]β,α forms a
norm on C0,1+αβ ([0, T ]× Rd). In the rest of this section, we denote
C0,1+α
−
β =
⋂
0<α′<α
C0,1+α
′
β ([0, T ]× Rd) .
Similar to the classical Ho¨lder spaces, the space of smooth functions is not
dense in C0,1+αβ ([0, T ] × Rd). However, we can still approximate a function in
C0,1+αβ ([0, T ] × Rd) by smooth functions with a little trade off in spatial regular-
ity. More precisely, let η be function in C∞c (R
d+1) supported in (−1, 1)d+1 ands
η(t, x)dtdx = 1. For ǫ > 0, we put ηǫ(t, x) = ǫ
−d−1η(ǫ−1(t, x)). Let f be in
C0,1+αβ ([0, T ]×Rd), we define fǫ(t, x) = (f ∗ ηǫ)(t, x). It is clear that fǫ belongs to
C∞c (R
d+1). In addition, we have the following result.
Lemma 4.1. For every α′ < α, [∇fǫ −∇f ]β,∞ and [∇fǫ −∇f ]β,α′ converge to 0
as ǫ goes to 0.
Proof. We have
|∇fǫ(t, x)−∇f(t, x)| ≤
x
|∇f(t, z)−∇f(t, x)|ηǫ(t, x− z)dtdz
≤ [∇f ]β,α
x
|x− z|α(1 + |x|β + |z|β)ηǫ(t, x− z)dtdz
. [∇f ]β,αǫα(1 + |x|β) ,
which implied [∇fǫ −∇f ]β,∞ → 0. This also implies
|∇fǫ(t, x) −∇fǫ(t, y)−∇f(t, x) +∇f(t, y)| . [∇f ]β,αǫα(1 + |x|β + |y|β) .
On the other hand
|∇fǫ(t, x) −∇fǫ(t, y)| ≤
x
|∇f(t, x− z)−∇f(t, y − z)|ηǫ(t, z)dtdz
≤ [∇f ]β,α|x− y|α
x
(1 + |x− z|β + |y − z|β)ηǫ(t, z)dtdz
. [∇f ]β,α|x− y|α(1 + |x|β + |y|β) ,
thus
|∇fǫ(t, x)−∇fǫ(t, y)−∇f(t, x) +∇f(t, y)| . [∇f ]β,α|x− y|α(1 + |x|β + |y|β) .
Interpolating these two bounds, we get
|∇fǫ(t, x) −∇fǫ(t, y)−∇f(t, x) +∇f(t, y)|
. [∇f ]β,αǫα−α
′ |x− y|α′(1 + |x|β + |y|β)
for every α′ < α. This implies [∇fǫ −∇f ]β,α′ → 0. 
In Section 5 we shall give conditions on the covariance of a Gaussian fieldW (t, x)
such that it is in C0,1+αβ ([0, T ]× Rd).
Assume thatW belongs to the space C0,1+αβ ([0, T ]×Rd), throughout this section,
we denote Wn = W ∗ η1/n. We consider the following parabolic equation with
multiplicative noise:
(4.4) ∂tu+ Lu+ u∂tW = 0 , u(T, x) = uT (x) ,
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where the terminal function uT is assumed to be measurable with polynomial
growth and L is a second order differential operator of the form
(4.5) L =
1
2
d∑
i,j=1
aij(t, x)∂xi∂xj +
d∑
i=1
bi(t, x)∂xi .
Here the novelty is that we allow the coefficients aij(t, x) = aij(t, x,W ) and bi(t, x) =
bi(t, x,W ) depend on W . Since we are going to solve the equation and to establish
a Feynman-Kac type formula pointwise for W , we omit the explicit dependence of
aij and bi on W . Notice that with a time reversal t → T − t, we can solve the
stochastic parabolic equation with initial condition:
∂tu = Lu− u∂tW , u(0, x) = u0(x) .
The stochastic differential equations with random coefficients have been stud-
ied in a large amount of papers. For example, it has been used in the modeling
of the pressure in an oil reservoir with a log normal random permeability in [27]
(see in particular the references therein). Recently, there have been great amount of
research work on uncertainty quantization from the numerical computation commu-
nity. Many different types of stochastic partial differential equations with random
coefficients have been studied. Let us only mention the books [23], [50], and the ref-
erences therein. Since the classical Feynman-Kac formula has already experienced
many applications including the so-called Monte-Carlos particle approximation (see
[11, 12]), we expect that the Feynman-Kac formula we obtained will be a significant
addition to this literature in particular in the use of Monte-Carlo method for the
computations.
We assume the following conditions on the operator L appearing in the equation
(4.4).
(L1) L is uniformly elliptic, that is there exist positive numbers λ and Λ such
that
λ|ξ|2 ≤
d∑
i,j=1
aij(t, x)ξiξj ≤ Λ|ξ|2 , ∀ ξ ∈ Rd .
(L2) For every t, the coefficients a(t, ·) belong to C2+αb (Rd) with bounded deriva-
tives uniformly in t. That is
sup
t
‖a(t, ·)‖C2+αb (Rd) ≤ Λ .
(L3) b is Lipschitz continuous and has linear growth, that is, there exists a
positive constant κ(b) such that
sup
t
|bi(t, x)| ≤ κ(b)(1 + |x|) , ∀ξ ∈ Rd ,
sup
t
|bi(t, y)− bi(t, x)| ≤ κ(b)|y − x| , ∀ x, y ∈ Rd .
Under our conditions on W , it turns out that we can define the Feynman-Kac
solution to equation (4.4), namely,
u(r, x) = EB
[
uT (X
r,x
T ) exp
{∫ T
r
W (ds,Xr,xs )
}]
,
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where {Xr,xs , s ≥ r} is the diffusion process generated by L starting from x at time
r. More precisely, for every r ≤ t ≤ T and x ∈ Rd, let Xr,xt be the diffusion process
given by the stochastic differential equation
(4.6) dX i,r,xt = σ
ij(t,Xr,xt )δB
j
t + b
i(t,Xr,xt )dt , X
r,x
r = x ,
where σ is the square root matrix of a, namely, aij =
∑d
k=1 σ
ikσjk and δBt denotes
the Itoˆ differential. We will occasionally omit the index r, x and write Xs for X
r,x
s .
Under conditions (L1)-(L3), it is well-known that the diffusion process Xr,xt exists
and has finite moments of all orders.
Equation (4.4) with W replaced by Wn is classic and one can obtain a smooth
solution un (see for instance [36] where a more general situation is studied). The
main result of the current section is to show that un converges to the Feynman-Kac
solution u defined above. There are three main tasks to be accomplished:
(i) One needs to define the nonlinear integration
∫
W (ds,Xs). Since here W
is only continuous in time, this integration is different from the Young
integration considered in Section 2.
(ii) One needs to show exponential integrability of
∫
W (ds,Xs). In particular,
the function u defined by Feynman-Kac formula is well-defined.
(iii) One needs to show that the exponential functional of this integration is
stable under approximations by smooth functions.
The outline of this section is as follows. In subsection 4.1, we define the nonlinear
stochastic integration
∫
W (ds,Xs) and show that it has finite moment of all orders.
Exponential integrability is obtained ifW has strictly sub-quadratic growth, namely,
if α and β in (4.1)-(4.3) satisfy β + α < 1. In subsection 4.2, we show that the
Feynman-Kac solution is indeed a solution in certain sense. When W has more
regularity in time such as in the case of Brownian sheets or fractional Brownian
sheets, one can use this regularity to reduce the regularity requirement in space.
This case is considered in subsection 4.3 when W satisfies the conditions in Section
2. Along the way, we will make use of some fundamental estimates for exponential
moment of various norms of the diffusion X on finite intervals. These estimates are
stated and proved in Appendix B.
In what follows, E denotes the expectation with respect to a Brownian motion
B, ‖ · ‖p denotes the Lp norm corresponding to E.
4.1. Nonlinear Stochastic integral. Let Xr,xt satisfy (4.6) and let W be in
C0,1+αβ ([0, T ] × Rd). We shall define a new nonlinear integration
∫ T
r
W (ds,Xr,xs ).
If W is differentiable in time, the natural definition for this type of integration
is
∫ T
r
∂tW (s,X
r,x
s )ds. If W satisfies (W ) then we can define it as in Section 2.
However, in this section, Ho¨lder continuity of W on t is not required. On the other
hand, we shall use the crucial fact that {Xr,xt , t ≥ r} is a semimartingale. We first
give the following definition.
Definition 4.2. Let Wn be a sequence of smooth functions with compact support
converging to W in C0,1+αβ ([0, T ]× Rd). We define
(4.7)
∫ T
r
W (ds,Xr,xs ) = limn
∫ T
r
∂sWn(s,X
r,x
s )ds
if the above limit exists in probability.
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Of course, at the first glance, there is no reason for the limit in (4.7) to con-
verge. We will show, however, that the above definition is well-defined, thanks to
smoothing effect of the diffusion process Xr,xs . Our first task is to find an appropri-
ate representation for the integration
∫ T
r
∂tWn(s,X
r,x
s )ds. To accomplish this, we
consider the partial differential equation
(∂t + L0)vn(r, x) = −∂tWn(r, x) , v(T, x) = −Wn(T, x) ,
where we recall that L is defined by (4.5) and
L0 = L− b∇ = 1
2
d∑
i,j=1
aij(t, x)∂xi∂xj .
We could have chosen L0 = L but the above choice of L0 will allow us to show
exponential integrability later. Since Wn is a smooth function, the solution vn is a
strong solution which is at least twice differentiable in space and once differentiable
in time. We then apply Itoˆ formula to obtain
dvn(s,X
r,x
s ) = (∂t + L)vn(s,X
r,x
s )ds+ σ
ij(s,Xr,xs )∂xivn(s,X
r,x
s )δB
j
s
= −∂tWn(s,Xr,xs )ds− b(s,Xr,xs ) · ∇vn(s,Xr,xs )ds
+ σij(s,Xr,xs )∂xivn(s,X
r,x
s )δB
j
s .
Thus, it follows that∫ T
r
∂tWn(s,X
r,x
s )ds
=Wn(T,X
r,x
T ) + vn(r, x)−
∫ T
r
b(s,Xr,xs ) · ∇vn(s,Xr,xs )ds
+
∫ T
r
σij(s,Xr,xs )∂xivn(s,X
r,x
s )δB
j
s .
(4.8)
Notice that the time derivative in Wn is transferred to the spatial derivative in
vn. The next task is to show that vn and its derivative ∇vn converge. This is
accomplished by some estimates which are in the same spirit of the well-known
Schauder estimates for parabolic equations in Ho¨lder spaces. More precisely, we
have
Lemma 4.3. Suppose that W belongs to C2loc(R
d+1) and satisfies
[W ]β1,∞ := sup
0≤t≤T
sup
x∈Rd
|∇W (t, x)|
1 + |x|β1 <∞
and
[W ]β2,α := sup
0≤t≤T
sup
x 6=y
|∇W (t, x) −∇W (t, y)|
|x− y|α(1 + |x|β2 + |y|β2) <∞
for some non-negative numbers β1, β2. Let v be a strong solution with polynomial
growth to the partial differential equation
(4.9) (∂t + L0)v = −∂tW , v(T, x) = −W (T, x) .
Let t 7→ ϕt be the diffusion process generated by L0, that is
(4.10) ϕr,xt = x+
∫ t
r
σ(s, ϕr,xs )δBs , t ≥ r .
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Then v is uniquely defined and verifies
(4.11) (v +W )(r, x) = −E
∫ T
r
L0W (s, ϕ
r,x
s )ds .
In addition, the following estimates hold
(4.12) sup
x∈Rd
|(v +W )(r, x)|
1 + |x|β1 ≤ c(β1, λ,Λ)[(T − r)
1/2 + (T − r)][∇W ]β1,∞ ,
(4.13)
sup
x∈Rd
|∇(v +W )(r, x)|
1 + |x|β2 ≤ c(α, β2, λ,Λ)[(T − r)
α/2 + (T − r)α/2+1/2][∇W ]β2,α ,
and for every α′ ∈ (0, α),
(4.14) sup
x∈Rd
|∇(v +W )(r, x) −∇(v +W )(r, y)|
(1 + |x|β2 + |y|β2)|x− y|α′
≤ c(α′, α, β2, λ,Λ)[(T − r)(α−α
′)/2 + (T − r)(α−α′)/2+1/2][∇W ]β2,α .
The proof of this result, even though lengthy, is straight forward and is provided
in details in Appendix C.
Proposition 4.4. Suppose that W belongs C0,1+αβ ([0, T ]× Rd). Then there exists
a C1-generalized solution v to the parabolic partial differential equation
(4.15) (∂t + L0)v = −∂tW , v(T, x) = −W (T, x) ,
such that for every 0 < α′ < α, the following estimates hold
[v +W ]α+β+1,∞ ≤ c(α, β, λ,Λ)[∇W ]α+β,∞ ,(4.16)
[∇(v +W )]β,∞ ≤ c(α, βλ,Λ)[∇W ]β,α ,(4.17)
[∇(v +W )]β,α′ ≤ c(α, α′, β, λ,Λ)[∇W ]β,α .(4.18)
As a consequence, v belongs to the space C0,1+α
−
β ([0, T ]× Rd).
Proof. We recall that η is the bump function defined at the beginning of this section
and Wn = W ∗ η1/n. Lemma 4.1 yields [Wn −W ]β,∞ and [Wn −W ]β,α converge
to 0 as n → ∞. Thanks to linearity of the equation (4.15), vn − vm is a strong
solution to
(∂t + L0)(vn − vm) = −∂t(Wn −Wm) , (vn − vm)(T, x) = (Wn −Wm)(T, x) .
The results in Lemma 4.3 (with β1 = β2 = β) imply
[(vn +Wn)− (vm +Wm)]β,∞ . [∇Wn −∇Wm]β,∞ ,
[∇(vn +Wn)−∇(vm +Wm)]β,∞ . [∇Wn −∇Wm]β,α ,
and for every α′ ∈ (0, α),
[∇(vn +Wn)−∇(vm +Wm)]β,α′ . [∇Wn −∇Wm]β,α .
As a consequence, vn is a Cauchy sequence in C([0, T ], C
1(K)) for every compact
set K in Rd. Thus vn converges to v in C([0, T ], C
1(K)) for every compact set
K. It is then straightforward to verify that v is a weak solution to (4.15). The
estimates (4.16), (4.17) and (4.18) follow from a limiting argument. 
NONLINEAR YOUNG INTEGRALS AND DIFFERENTIAL SYSTEMS IN HO¨LDER MEDIA 27
Theorem 4.5. Suppose thatW belongs to C0,1+αβ ([0, T ]×Rd). Let v be the C0,1+α
′
β -
generalized solution to (4.15) constructed in Proposition 4.4. Then for every t ∈
[r, T ], the integration
∫ t
r
W (ds,Xr,xs ) is well-defined (in the sense of Definition 4.2).
Moreover, it has moment of all positive orders and satisfies
(4.19)
∫ t
r
W (ds,Xr,xs ) = v(r, x) − v(t,Xr,xt )
−
∫ t
r
b(s,Xr,xs ) · ∇v(s,Xr,xs )ds+
∫ t
r
σij(s,Xr,xs )∂xiv(s,X
r,x
s )δB
j
s .
Proof. We consider Wn = W ∗ η1/n as in the proof of the previous proposition. It
follows from Itoˆ formula that (see (4.8))∫ t
r
∂tWn(s,X
r,x
s )ds
= vn(r, x) − vn(t,Xr,xt )−
∫ t
r
b(s,Xr,xs ) · ∇vn(s,Xr,xs )ds
+
∫ t
r
σij(s,Xr,xs )∂xivn(s,X
r,x
s )δB
j
s .
Lemma 4.3 and Proposition 4.4 say that vn (and its derivatives) has polynomial
growth and converges in C([0, T ];C1+α
′
loc (R
d)) to v for every α′ < α. Hence, the
right hand side of the above formula is convergent in Lp(Ω) for every p > 1. Passing
through the limit in n yields the equation (4.19). 
Remark 4.6. To define
∫ t
r W (ds,X
r,x
s ), usually one needs some regularity of W
on the temporal variable t. The equation (4.19) states that the requirement of
the regularity on t can be transformed to the one on spatial variable x of another
function v (defined by (4.9)). The use of v appears in many situations. If L0 is
replaced by L in the definition of v (e.g. equation (4.9)) and the terminal condition
is replaced v(0, x) = δ(x − y) for any fixed y, then v corresponds to the transition
density of the process Xs. This transition density is a fundamental concept in
Markov processes and some other fields. It has also been used to simplify the proofs
of a number of inequalities (see e.g. [14], [28]). The reason to use L0 instead of L
is that we don’t need to assume condition on b to define v and that ∂iv will appear
in (4.19) even we use L. The removal of temporal regularity also appears in other
context. For example, to study the equation dXt = b(Xt)+dBt, the transformation
Yt = Xt−Bt will satisfy Y˙t = b(Yt+Bt). The map (t, x) 7→
∫ t
0
b(x+Bs)ds, averaging
along the trajectories of a Brownian motion, then has better regularity than that of
b. In the field of stochastic differential equations, this phenomena has been observed
by A. M. Davie in [10] and is recently studied in more depth in [5].
As a direct consequence, we obtain
Corollary 4.7. Let W be in C0,1+αβ ([0, T ] × Rd). Then for every α′ < α, p > 2
and K compact subset of Rd,
‖
∫ T
r
W (ds,Xr,xs )−
∫ T
r
W (ds,Xr,ys )−
∫ T
r
Wn(ds,X
r,x
s ) +
∫ T
r
Wn(ds,X
r,y
s )‖p
≤ C(α, α′, β, λ,Λ,K, T, p)([∇(W −Wn)]β,∞ + [∇(W −Wn)]β,α)|x− y|α
′
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Proof. Fix α′ < α, p > 2 and K compact subset of Rd. We put g(r, x) =∫ T
r
W (ds,Xr,xs ), gn(r, x) =
∫ T
r
Wn(ds,X
r,x
s ) and h = v − vn. From (4.19),
‖g(r, x)− g(r, y)− gn(r, x) + gn(r, y)‖p ≤ I1 + I2 + I3 + I4 ,
where
I1 = |h(r, x) − h(r, y)|
I2 = ‖h(T,Xr,xT )− h(T,Xr,yT )‖p
I3 =
∫ T
r
‖(b · ∇h)(s,Xr,xs )− (b · ∇h)(s,Xr,ys )‖pds
I4 = ‖
∫ T
r
(σ∇h)(s,Xr,xs )− (σ∇h)(s,Xr,ys ) · δBs‖p .
Proposition 4.4 implies
|∇h(z)| . ([∇(W −Wn)]β,∞ + [∇(W −Wn)]β,α)(1 + |z|β) ,
and
|∇h(x)−∇h(y)| . [∇(W −Wn)]β,α(1 + |x|β
′
+ |y|β′)|x − y|α′
where β′ = β + α− α′. Therefore we can estimate
I1 = |
∫ 1
0
∇h(τx + (1 − τ)y)dτ(x − y)| . ‖W −Wn‖|x− y| ,
I2 = ‖
∫ 1
0
∇h(τXr,xT + (1− τ)Xr,yT )dτ(Xr,xT −Xr,yT )‖p . ‖W −Wn‖|x− y| ,
I3 ≤
∫ T
r
‖[b(s,Xr,xs )− b(s,Xr,ys )]∇h(s,Xr,xs )‖pds
+
∫ T
r
‖b(s,Xr,ys )[∇h(s,Xr,xs )−∇h(s,Xr,ys )]‖pds
. ‖W −Wn‖|x− y|α
′
,
where we have used Ho¨lder inequality. Similarly, we can estimate I4 using Burkholder-
Davis-Gundy inequality to get I4 . |x − y|α′ . From these bounds, the result fol-
lows. 
Proposition 4.8. Suppose W belongs to C0,1+αβ ([0, T ] × Rd) with α + β < 1.
Then
∫ t
r
W (ds,Xr,xs ) is exponentially integrable uniformly over compact sets. More
precisely, for every γ > 0, K compact subset of Rd
(4.20) sup
x∈K
E exp
{
γ
∫ t
r
W (ds,Xr,xs )
}
<∞
for all γ > 0.
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Proof. From (4.19) it suffices to show for every γ > 0,
sup
x∈K
E exp
{
γ
∫ t
r
σij(s,Xr,xs )∂iv(s,X
r,x
s )dB
j
s
}
<∞ ,(4.21)
sup
x∈K
E exp
{
γ
∫ t
r
b(s,Xr,xs ) · ∇v(s,Xr,xs )ds
}
<∞ ,(4.22)
sup
x∈K
E exp {γ|v(t,Xr,xt )|} <∞ .(4.23)
Let 0 < θ < 2. We claim that
(4.24) sup
x∈K
E exp
{
γ
∫ t
r
|Xr,xs |θds
}
<∞ , ∀γ > 0 .
In fact, by Jensen inequality
E exp
{
γ
∫ t
r
|Xr,xs |θds
}
≤ (T − r)−1
∫ T
r
Eeγ(T−r)|X
r,x
s |
θ
ds .
The quality on the right hand side is finite thanks to (B.4).
For any martingale Mt with Ee
2〈M〉t <∞ we have
EeMt = EeMt−〈M〉te〈M〉t
≤
{
Ee2Mt−2〈M〉t
}1/2 {
Ee2〈M〉t
}1/2
=
{
Ee2〈M〉t
}1/2
.
Thus we have
E exp
{
γ
∫ t
r
σij(s,Xr,xs )∂iv(s,X
r,x
s )δB
j
s
}
≤
{
E exp
[
2γ2
∫ t
r
(aij∂iv∂jv)(s,X
r,x
s )ds
]}1/2
.
Taking into account the growth property of ∇v (see (4.17)) and a, we have
sup
x∈K
E exp
[
2γ2
∫ t
r
(aij∂iv∂jv)(s,X
r,x
s )ds
]
. sup
x∈K
E exp
[
c
∫ t
r
|Xr,xs |2(α+β)ds
]
,
which together with the previous claim shows (4.21) since 2(α+ β) < 2. Similarly,
since b has linear growth
sup
x∈K
E exp
[
γ
∫ t
r
b(s,Xr,xs ) · ∇v(s,Xr,xs )ds
]
. sup
x∈K
E exp
[
c
∫ t
r
|Xr,xs |1+α+β
]
,
which shows (4.22) since 1 + α+ β < 2.
Using the growth property of v, i.e. the estimate (4.16),
E exp [γ|v(t,Xr,xt )|] . E exp
[
c|Xr,xt |1+α+β
]
,
which shows (4.23) . 
Lemma 4.9. Let W be in C0,1+αβ ([0, T ] × Rd). Suppose α + β < 1. For every
γ > 0 and r ∈ [0, T ], we put u(r, x) = E exp
[
γ
∫ T
r W (ds,X
r,x
s )
]
and un(r, x) =
E exp
[
γ
∫ T
r Wn(ds,X
r,x
s )
]
. Then un converges to u in C
0,α′([0, T ]×K) for every
α′ < α and K compact in Rd.
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Proof. For a smooth function f , using fundamental theorem of calculus, we obtain
f(x)− f(a)− f(y) + f(b) =
∫ 1
0
∫ 1
0
f ′′(ξ)[τ(x − y) + (1− τ)(a− b)]dηdτ(x − a)
+
∫ 1
0
f ′(θ)dτ(x − a− y − b) ,
where
ξ = τηx + (1− τ)ηa + τ(1 − η)y + (1 − τ)(1 − η)b ,
θ = τy + (1− τ)b .
Thus, for every x, y in K, with f(w) = exp(γw), we have
u(r, x)− un(r, x) − u(r, y) + un(r, y)
= γ2E
∫ 1
0
∫ 1
0
f(ξ)[τA(x, y) + (1− τ)An(x, y)]dηdτBn(x)
+ γE
∫ 1
0
f(θ)dτCn(x, y) ,(4.25)
where
A(x, y) =
∫ T
r
W (ds,Xr,xs )−
∫ T
r
W (ds,Xr,ys ) ,
An(x, y) =
∫ T
r
Wn(ds,X
r,x
s )−
∫ T
r
Wn(ds,X
r,y
s ) ,
Bn(x) =
∫ T
r
W (ds,Xr,xs )−
∫ T
r
Wn(ds,X
r,x
s ) ,
Cn(x, y) = A(x, y)−An(x, y) .
The random variables ξ and η are linear combinations of these terms. From Propo-
sition 4.8, we know that moments of f(ξ) and f(θ) are bounded uniformly in x and
τ, η. On the other hand, from Corollary 4.7, for every α′ < α and p > 2
‖A(x, y)‖p . |x− y|α
′
,
sup
n
‖An(x, y)‖p . |x− y|α
′
,
lim
n→0
sup
x∈K
‖Bn(x)‖ = 0 ,
and
‖Cn(x, y)‖p . ([∇(W −Wn)]β,∞ + [∇(W −Wn)]β,α)|x− y|α
′
.
From (4.25), applying Ho¨lder inequality and the above estimates for A,B,C we
obtain
|u(r, x)− un(r, x) − u(r, y) + un(r, y)|
. [ sup
x∈K
‖Bn(x)‖p + [∇(W −Wn)]β,∞ + [∇(W −Wn)]β,α]|y − x|α
′
for all x, y in K and α′ < α. This completes the proof. 
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4.2. Feynman-Kac formula I. If W is a smooth function, then the classical
Feynman-Kac formula asserts that
(4.26) u(r, x) = EB
[
uT (X
r,x
T ) exp
(∫ T
r
W (ds,Xr,xs )
)]
is the unique strong solution to (4.4). Indeed, suppose W is smooth and u is a
strong solution to (4.4). Applying Itoˆ formula to the process
t 7→ u(t,Xr,xt ) exp
{∫ t
r
∂tW (s,X
r,x
s )ds
}
we obtain
δu(t,Xr,xt ) exp
{∫ t
r
∂tW (s,X
r,x
s )ds
}
= exp
{∫ t
r
∂tW (s,X
r,x
s )ds
}
(∂t + L+ ∂tW )u(t,X
r,x
t )dt
+ exp
{∫ t
r
∂tW (s,X
r,x
s )ds
}
σij(t,Xr,xt )∂xiu(t,X
r,x
t )δB
j
t
Taking into account that (∂t+L)u+ ∂tWu = 0 and integrating over [r, T ], we have
uT (X
r,x
T ) exp
{∫ t
r
∂tW (s,X
r,x
s )ds
}
− u(r, x)
=
∫ T
r
exp
{∫ t
r
∂tW (s,X
r,x
s )ds
}
σij(t,Xr,xt )∂xiu(t,X
r,x
t )δB
j
t
Formula (4.26) is deduced by taking expectation on both sides.
Theorem 4.10. Assume W belongs to C0,1+αβ ([0, T ] × Rd) with α + β < 1. Let
Wn =W ∗ η1/n. Let un be the solution to the parabolic equation
∂tun + Lun + un∂tWn = 0 , un(T, x) = uT (x) .
Let u be the function defined in (4.26). Then un converges to u in C
0,α′([0, T ] ×
K) for every α′ < α and K compact set in Rd. As a consequence, u belongs to
C0,α
′
loc ([0, T ]× Rd) for all α′ < α.
Proof. We notice that
un(r, x) − u(r, x)
= E
{
uT (X
r,x
T )
[
exp
(∫ T
r
Wn(ds,X
r,x
s )
)
− exp
(∫ T
r
W (ds,Xr,xs )
)]}
.
This together with Lemma 4.9 yield the theorem. 
We notice that if f and g are locally Ho¨lder continuous functions on Rd with
exponents α and γ respectively. Suppose that f has compact support and α+γ > 1.
Then we can define the Young integral∫
Rd
f(x)g(djx) =
∫
Rd
f(x)g(x1, . . . , xj−1, dxj , xj+1, . . . , xn)dxˆj
where xˆj = (x1, . . . , xj−1, xj+1, . . . , xn).
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We now show that ifW is sufficiently regular in space, the Feynman-Kac solution
u in (4.26) satisfies an equation derived from (4.4) by a change of variable. To better
explain our procedure, let us first assume that W is smooth in space and time and
uT is also smooth. In such case, the equation (4.4) has unique smooth solution u
such that
∂tu(t, x) + Lu(t, x) + u∂tW (t, x) = 0
for every t ≥ 0 and x ∈ Rd. We would like to obtain an equation of u such that the
time derivative of W does not appear. To this end, we notice that
∂tu+ u∂tW = e
−W∂t(ue
W ) .
Hence, multiply the equation with eW and integrate in time, we obtain
(4.27) ut = e
WT−WtuT +
∫ T
t
eWs−WtLusds .
In contrast with (4.4), the equation (4.27) does not contain the time derivative of
W . One can also interpret (4.27) in weak sense. More precisely, the following result
holds.
Theorem 4.11. Assume W belongs to C0,1+αβ ([0, T ] × Rd) with α + β < 1. Let
u be the function defined in (4.26). Then there is a sequence of smooth functions
Wn with compact supports convergent to W in C
0,1+α
β ([0, T ]× Rd) and a sequence
of un such that un converges to u uniformly over all compact sets. Moreover, for
every test function ϕ ∈ C∞c (Rd) the sequence∫ T
t
∫
Rd
∂i[e
Wn(s,x)−Wn(t,x)ϕ(x)]aij(s, x)∂jun(s, x)dxds
is convergent. If α > 1/2, then we can identify the limit as
∫ T
t
∫
Rd
∂i(e
W (s,x)−W (t,x)ϕ(x))aij(s, x)u(s, djx)ds .
In such case, u verifies the equation
(4.28)
∫
Rd
u(t, x)ϕ(x)dx =
∫
Rd
eW (T,x)−W (t,x)uT (x)ϕ(x)dx
+
1
2
∫ T
t
∫
Rd
∂i(e
W (s,x)−W (t,x)ϕ(x))aij(s, x)u(s, djx)ds
−
∫ T
t
∫
Rd
∂i
(
eW (s,x)−W (t,x)ϕ(x)
[
bi(s, x)− 1
2
∂ja
ij(s, x)
])
u(s, x)dxds .
Proof. We recall that Wn =W ∗ η1/n defined at the beginning of this section. Let
un be the solution to the parabolic equation
∂tun + Lun + un∂tWn = 0 , un(T, x) = −Wn(T, x) .
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Then it is easily verified that
∫
Rd
un(t, x)ϕ(x)dx =
∫
Rd
eWn(T,x)−Wn(t,x)un(T, x)ϕ(x)dx
+
1
2
∫ T
t
∫
Rd
∂i[e
Wn(s,x)−Wn(t,x)ϕ(x)]aij(s, x)∂jun(s, x)dxds
+
∫ T
t
∫
Rd
eWn(s,x)−Wn(t,x)ϕ(x)
[
bi(s, x)− 1
2
∂ja
ij(s, x)
]
∂iun(s, x)dxds .
In other words,
1
2
∫ T
t
∫
Rd
∂i[e
Wn(s,x)−Wn(t,x)ϕ(x)]aij(s, x)∂jun(s, x)dxds
=
∫
Rd
un(t, x)ϕ(x)dx −
∫
Rd
eWn(T,x)−Wn(t,x)un(T, x)ϕ(x)dx
+
∫ T
t
∫
Rd
∂i
(
eWn(s,x)−Wn(t,x)ϕ(x)
[
bi(s, x) − 1
2
∂ja
ij(s, x)
])
un(s, x)dxds .
Since ϕ has compact support, it is clear that all the terms on the right hand side
are convergent. This implies that
∫ T
t
∫
Rd
∂i[e
Wn(s,x)−Wn(t,x)ϕ(x)]aij(s, x)∂jun(s, x)dxds
is convergent. In case α > 1/2, by Theorem 4.10, this limit is convergent in the
context of Young integrations. Hence, taking the limit yields (4.28). 
Remark 4.12. (i) The use of Itoˆ formula in subsection 4.1 is inspired from the
work [19]. In that work, an Itoˆ-Tanaka trick is applied to obtain some estimates to
the commutator related to DiPerna-Lions’ theory ([13]).
(ii) In the case W belongs to C0,2loc ([0, T ]× Rd), the Itoˆ-Tanaka formula (4.8) is
negligible. In fact, using integration by part, one has
∫ T
r
∂tWn(s,X
r,x
s )ds =Wn(T,X
r,x
T )−Wn(r, x)−
∫ T
r
∇Wn(s,Xr,xs )dXr,xs
where the last integral is in Stratonovich sense. By passing through the limit
n→∞, we obtain
∫ T
r
∂tW (s,X
r,x
s )ds =W (T,X
r,x
T )−W (r, x)−
∫ T
r
∇W (s,Xr,xs )dXr,xs .
Assuming ∇W has linear growth in the spatial variable and ∇2W is globally
bounded, one can also show exponential integrability
E
B exp
[∫ T
r
∂tW (s,X
r,x
s )ds
]
<∞ .
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We consider u as in (4.26). Using the approximation as in the proof of Theorem
4.11, we can show that u verifies∫
Rd
u(t, x)ϕ(x)dx =
∫
Rd
eW (T,x)−W (t,x)u(T, x)ϕ(x)dx
+
∫ T
t
∫
Rd
L∗[eW (s,x)−W (t,x)ϕ(x)]u(s, x)dxds
for all test functions ϕ in C∞c (R
d), where L∗ is the adjoint of L.
4.3. Feynman-Kac formula II. In previous subsections, to obtain the Feynman-
Kac solution (4.26) (See Theorem 4.11) we assume thatW is only continuous in time
but satisfies (4.1)-(4.3) for f =W . This means that we suppose the the first spatial
derivatives ofW exist and are Ho¨lder continuous in order to compensate the lack of
regularity in time. For many other stochastic processes (such as Brownian sheet or
fractional Brownian sheets), W is Ho¨lder continuous in time. In this case, we may
use this time regularity to relax the regularity requirement on space variable. In
this subsection we obtain a Feynman-Kac formula for the solution to (4.4) when W
satisfies the conditions of the type given in Section 2. For example, we do not require
W to possess first derivatives. More precisely, we assume W : [0, T ] × Rd → R
satisfies the following condition.
(FK) There are constants τ , λ ∈ (0 , 1] and β > 0 such that
(4.29) τ +
1
2
λ > 1 , β + λ < 2
and such that the seminorm
‖W‖β,τ,λ
: = sup
0≤s<t≤T
x,y∈Rd;x 6=y
|W (s, x)−W (t, x)−W (s, y) +W (t, y)|
(1 + |x|+ |y|)β|t− s|τ |x− y|λ
+ sup
0≤s<t≤T
x∈Rd
|W (s, x)−W (t, x)|
(1 + |x|)β+λ|t− s|τ + sup0≤t≤T
x,y∈Rd;x 6=y
|W (t, y)−W (t, x)|
(1 + |x|+ |y|)β |x− y|λ
(4.30)
is finite.
We continue to use the same notations introduced in previous subsections. For
example, Xt = X
r,x
t denotes the solution to the equation (4.6). The objectives of
this subsection are to show that the expression defined by (4.26) is well-defined
under the above condition (FK) and is the solution to (4.4).
From τ + 12λ > 1, it follows that there is a γ ∈ (0, 1/2) such that τ + γλ > 1.
Since Xt is Ho¨lder continuous of exponent γ, from Proposition 2.4, we known that∫ T
r W (ds,X
r,x
s ) is well-defined and
(4.31)
∣∣∣∣∣
∫ T
r
W (ds,Xs)
∣∣∣∣∣ ≤ C(1 + ‖X‖β∞)(1 + ‖X‖λγ) .
Since β + λ < 2, Lemma B.2 yields that
E exp
{
c
∫ T
r
W (ds,Xs)
}
<∞
for all c ∈ R. Thus we have
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Proposition 4.13. Assume the conditions (L1)-(L3) are satisfied. Let (4.29)-
(4.30) be satisfied. If there is an α0 ∈ (0, 2) such that |uT (x)| ≤ C2eC1|x|α0 , then
u(r, x) defined by (4.26) is finite. Namely,
(4.32) u(r, x) = EB
[
uT (X
r,x
T ) exp
(∫ T
r
W (ds,Xr,xs )
)]
is well-defined.
Now, let Wn(t, x) be a sequence of functions in C
∞
0 ([0, T ] × Rd) convergent to
W (t, x) under the norm ‖W‖∞ + ‖W‖β,τ,λ. Denote vn(r, x) =
∫ T
r
Wn(ds,X
r,x
s )
and v(r, x) =
∫ T
r
W (ds,Xr,xs ) and v˜n(r, x) = vn(r, x) − v(r, x). Thus, for any
0 ≤ r < t ≤ T , we have
|v˜n(t, x) − v˜n(r, x)| =
∣∣∣∣∣
∫ T
t
W˜n(ds,X
t,x
s )−
∫ T
r
W˜n(ds,X
r,x
s )
∣∣∣∣∣
≤
∣∣∣∣
∫ t
r
W˜n(ds,X
r,x
s )
∣∣∣∣ +
∣∣∣∣∣
∫ T
t
[
W˜n(ds,X
t,x
s )− W˜n(ds,Xr,xs )
]∣∣∣∣∣
=: I1(r, t) + I2(r, t) .
Applying the estimate in Proposition 2.4 to W˜n =Wn −W , we obtain
I1(r, t)
(t− r)τ ≤ κ‖W˜n‖τ,λ(1 + ‖X
r,x
· ‖∞)
[
1 + ‖Xr,x· ‖γ(t− r)λγ
]
≤ C‖W˜n‖τ,λ(1 + ‖Xr,x· ‖∞) [1 + ‖Xr,x· ‖γ ] .
Lemma B.2 states that ‖Xr,x· ‖∞ is bounded in Lp for any p ≥ 1. Thus
(4.33) lim
n→∞
E
B
{
sup
0≤r<t≤T
∣∣∣∣ I1(r, t)(t− r)τ
∣∣∣∣
p}
= 0
for any p ≥ 1.
From Proposition 2.11 we have with τ + θλγ > 1,
I2(r, t) ≤ C‖W˜n‖β,τ,λ‖Xt,x· −Xr,x· ‖λ∞(T − t)τ
+ C‖W˜n‖β,τ,λ‖Xt,x· −Xr,x· ‖λ(1−θ)∞ (T − t)τ+θλγ
≤ C‖W˜n‖β,τ,λ‖Xt,x· −Xr,x· ‖λ(1−θ)∞
[
1 + ‖Xt,x· −Xr,x· ‖λθ∞
]
.(4.34)
Notice that Xr,xs = X
t,Xr,xt
s . We have for any p ≥ 1 and γ′ < 1, by using the
Markov property of the process Xr,xt ,
E sup
0≤r<t≤T
‖Xt,x· −Xr,x· ‖p∞
(t− r)γ′p/2 = E sup0≤r<t≤T
‖Xt,x· −Xt,X
r,x
t
· ‖p∞
(t− r)γ′p/2
≤ CE sup
0≤r<t≤T
‖Xr,xt − x‖p
(t− r)γ′p/2 ≤ C ,
where the last inequality follows from a similar argument as the proof of (B.5).
Combining this with (4.34) implies
E sup
0≤r<t≤T
∣∣∣∣ I2(r, t)(t− r)γ′λ(1−θ)/2
∣∣∣∣
p
≤ C .
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Assume λ/2+ τ − 1 > 0. For any τ ′ ∈ (0, λ/2+ τ − 1) it is possible to find θ ∈ (0, 1)
and 0 < γ < 1/2 such that τ + θλγ > 1 and τ ′ < γ′λ(1 − θ)/2. We see that v(·, x)
is Ho¨lder continuous of exponent τ ′ and
lim
n→∞
‖vn(·, x)− v(·, x)‖τ ′ = 0
uniformly in compact set K of Rd. From (4.32) it is easy to see that
lim
n→∞
‖un(·, x)− u(·, x)‖τ ′ = 0
uniformly in compact set K of Rd. Thus we have
Proposition 4.14. Let Wn be a sequence of smooth functions such that Wn con-
verges to W in the norm ‖W‖∞ + ‖W‖β,τ,λ and un is the solution to (4.4) and u
is given by (4.32). Then for any τ ′ < λ/2 + τ − 1, u(t, x) is Ho¨lder continuous of
exponent τ ′ in time variable t and on any compact set K of Rd,
(4.35) lim
n→∞
‖un(·, x) − u(·, x)‖τ ′ = 0
uniformly on x ∈ K.
If τ + τ ′ > 1, then for any ϕ ∈ C∞0
(
R
d
)
, we have∫ t
0
∫
Rd
un(s, x) (s, x)ϕ(x)
∂
∂s
Wn(s, x)dsdx
converges to the Young integral∫ t
0
∫
Rd
u(s, x) (s, x)ϕ(x)W (ds, x)dx .
It is obvious that the existence of τ ′ > 0 such that τ +τ ′ > 1 and τ ′ < λ/2+τ−1 is
equivalent to λ+4τ > 4. The above argument means that u(t, x) is a weak solution
to (4.4), in the sense of next theorem.
Theorem 4.15. Assume the conditions (L1)-(L3) are satisfied and assume there
is an α0 ∈ (0, 2) such that |uT (x)| ≤ C2eC1|x|α0 . Let ‖W‖β,τ,λ defined by (4.30) be
finite, where the Ho¨lder exponents λ and τ and the growth exponent β satisfy
(4.36) τ > 1/2 , β + λ < 2 , λ+ 4τ > 4 .
Then u defined by (4.32) is a weak solution to (4.4) in the sense that u satisfies∫
Rd
u (t, x)ϕ(x)dx =
∫
Rd
u0(x)ϕ(x)dx +
∫ t
0
∫
Rd
u (s, x)L∗ϕ(x)dxds
+
∫ t
0
∫
Rd
u (s, x)ϕ(x)W (ds, x)dx ,(4.37)
where ϕ is any smooth function with compact support and where the last integral is
a Young integral.
Remark 4.16. Equation (4.37) is the definition of the weak solution used in [32],
[34] and [35].
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5. Asymptotic growth of Gaussian sample paths
In Sections 2, 3 and 4, we assume the pathwise Ho¨lder continuity and pathwise
growth conditions on W in order to define and to solve (partial) differential equa-
tions related to the nonlinear integral
∫
W (ds, ϕs). For instance, the conditions
(2.1), (4.1), (4.2), (4.3) are essential in various parts of the paper. In probability
theory, it is usually hard to obtain properties for (almost) every sample path of a
stochastic process from its average properties (from its probability law). In this sec-
tion, we investigate these pathwise Ho¨lder continuity and pathwise growth problems
for a stochastic process. We shall focus on Gaussian random fields. However, our
method works well for other processes provided they satisfy some suitable normal
concentration inequalities (for instance, see the assumptions in Theorem 5.5).
Let W be a stochastic process on [0, T ]×Rd. An application of our results yields
the asymptotic growth of the quantity
I(δ, R) = sup
t∈[0,T ]
sup
|x|,|y|≤R;|x−y|≤δ
|W (t,[x, y])|
|x1 − y1|λ1 · · · |xd − yd|λd
as R→∞, whereW (t,[x, y]) denotes the d-increment ofW (t, ·) over the rectangle
[x, y]. More precise definition is given in Subsection 5.2. If R is fixed, the quality
I(δ, R) is the objective in our previous work [30] via a multiparameter version of
Garsia-Rodemich-Rumsey inequality.
Let us mention some historical remarks. (Pathwise) boundedness and continuity
for stochastic processes have been studied thoroughly in literature. One of the
central ideas is originated in an important early paper by Garsia, Rodemich and
Rumsey (1970) [21]. This was developed further by Preston (1971,1972) [44, 45],
Dudley (1973) [15] and Fernique (1975) [16]. In these considerations, the parameter
space T is bounded and treated as a “single-dimension” object. For instance, the
well-known Dudley bound
E sup
s,t∈T
|W (t)−W (s)| .
∫ dW (s,t)
0
√
logN(T, dW , ε)dε
yields modulus of continuity in terms of the entropy number N(T, d, ε). This is
extended to a more precise bound in terms of majorizing measure
E sup
s,t∈T
dW (s,t)≤δ
|W (t)−W (s)| . sup
t∈T
∫ δ
0
log1/2
1
µ(BdW (t, u))
du .
The majorizing-measure bound turns out to be necessary for processes which satisfy
normal concentration inequalities. This result by M. Talagrand is the milestone in
theory of Gaussian processes. We refer the readers to [41, Chapter 6] and references
therein for details and more historical facts. See also Talagrand’s monograph [49]
in which the role of majorizing measure is replaced by a variational quality called
γ2(T, dW ).
Estimates for the d-increment of W over a rectangle are quite different. Difficul-
ties arise since W ([s, t]) does not behave nicely as increments. In particular, the
corresponding entropic “metric”
(EW ([s, t])2)1/2
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does not satisfy the triangle inequality, but rather behaves like a volume metric. To
elaborate this point, let us consider the two dimensional case:
W ([s, t]) = W (s2, t2)−W (s2, t1)−W (s1, t2) +W (s1, t1)
= ∆[t2,t1]W (s2)−∆[t2,t1]W (s1) = ∆[s2,s1]∆[t2,t1]W ,
where W˜ (s) := ∆[t2,t1]W (s) = W (s; t2) −W (s; t1). This product-like property is
essential in our current approach (see for instance inequality (5.5) below). Alter-
natively, to obtain a sharp bound for the difference, one can repeatedly apply the
Garsia-Rodemich-Rumsey inequality first ∆[s2,s1]W˜ and then to ∆[s2,s1]∆[t2,t1]W .
Indeed, for bounded parameter domains equipped with Lebesgue measure, this di-
rection was developed by the authors in [30]. This idea, while might be feasible,
seems to be more complicated in our current setting with general (unbounded)
parameter domains equipped with a general measure.
In Subsection 5.1, we will prove a deterministic inequality, which is more precise
than the multiparameter Garsia-Rodemich-Rumsey inequality obtained in [30]. We
then apply it to obtain a majorizing-measure bound on the d-increments of stochas-
tic processes in Subsection 5.2. Our formulations are benefited from the treatment
in [41]. We however did not consider the necessary conditions for these bounds (i.e.
lower bounds). Results in these two subsections are applicable to general stochastic
processes.
Given a well-developed toolbox to treat the case when T is bounded (or for
example, R is fixed in I(δ, R)), the asymptotic growth for I(δ, R) as R → ∞ can
be obtained using concentration inequalities for Gaussian processes. More precise
results are given for fractional Brownian fields. This is done in Subsection 5.3.
5.1. A deterministic inequality. Throughout the current subsection, we put
Ψ(u) = exp(u2)−1. Suppose µ is a nonnegative measure onT andX is a measurable
function on T. We define
[X ]Ψ,(T,µ) := inf
{
α > 0 :
∫
T
Ψ
(
X(t)
α
)
µ(dt) ≤ 1
}
.
When the parameter space T and the measure µ are clear from the context, we
often suppress them and write [X ]Ψ instead. The following result, whose proof is
given in [41, pg. 256-258], is an application of the Young inequality
ab ≤
∫ a
0
g(x)dx+
∫ b
0
g−1(x)dx ,
where g is a real-valued, continuous and strictly increasing function.
Lemma 5.1. Let X and f be measurable functions on T, µ be a nonnegative
measure on T. Assume that [X ]Ψ,(T,µ) is finite and 0 <
∫ |f |dµ <∞. Then∫
T
|X(t)f(t)|µ(dt) ≤ 3[X ]Ψ,(T,µ)
∫
T
|f(t)| log1/2
(
1 +
|f(t)|∫ |f(s)|µ(ds)
)
µ(dt) .
We consider the case when T has the form T = T1× · · ·×Tℓ. A parameter t in
T has ℓ components, t = (t1, . . . , tℓ). For each i = 1, . . . , ℓ, the space Ti is equipped
with a metric di. We also denote d
∗(s, t) = d1(s1, t1) . . . dℓ(sℓ, tℓ) for every s, t in T.
Let X be a function on T. We define the ℓ-increment of X over a “rectangle” [s, t]
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as
X([s, t]) =
ℓ∏
j=1
(I − Vj,s)X(t) .
In the above expression, I is the identity operator, Vj,s is the substitution operator
which substitutes the j-th component of a function on T by sj , more precisely,
Vj,sX(t) = X(t1, . . . , tj−1, sj , tj+1, . . . , tℓ) .
We refer to [30] for a more detailed description on this ℓ-increment.
For each i, Bi(ti, u) denotes the open ball with radius u in the metric space
(Ti, di) centered at ti. For each t in T, we denote B(t, u) = B
1(t1, u)×· · ·×Bℓ(tℓ, u).
For each j, put Dj = supsj ,tj∈Tj dj(sj , tj).
For each i = 1, . . . , ℓ, let µi be a probability measure on Ti. Let k = (k1, . . . , kℓ)
be a multi-index in Nℓ. We define
µik(ti) = µ
i(Bi(ti, Di2
−ki)) , ρki(ti, ·) =
1
µik(ti)
1Bi(ti,Di2−ki )(·)
µk(t) =
ℓ∏
i=1
µik(ti) , ρk(t, ·) =
∏
ρki(ti, ·)
and
(5.1) Mk(t) =
∫
T
ρk(t, u)X(u)µ(du) .
We use the notations k + 1 = (k1 + 1, . . . , kℓ + 1), k + 1j = (k1, . . . , kj−1, kj +
1, kj+1, . . . , kℓ), tˆi = (t1, . . . , ti−1, ti+1, . . . , tℓ) and Tˆi = T1 × · · · ×Ti−1 ×Ti+1 ×
· · · ×Tℓ.
Theorem 5.2. Let {X(t), t ∈ T} be a measurable function on T. We put µ =
µ1 × · · · × µℓ and
Z = inf
{
α > 0 :
x
T×T
Ψ
(
X([u, v])
αd∗(u, v)
)
µ(du)µ(dv) ≤ 1
}
.
Assume that Dj, j = 1, . . . , d, and Z are finite. Then, for every s, t in T such that
the integral∫ d1(s1,t1)
0
du1 · · ·
∫ dℓ(sℓ,tℓ)
0
duℓ
(
log1/2
1
µ(B(s, u))
+ log1/2
1
µ(B(t, u))
)
is finite, Mk([s, t]) converges to a limit, denoted by X
′([s, t]), as k1, . . . , kℓ go to
infinity. In addition, X ′([s, t]) satisfies
(5.2) |X ′([s, t])| ≤ CℓZ
∫ d1(s1,t1)
0
du1 · · ·
∫ dℓ(sℓ,tℓ)
0
duℓ(
log1/2
1
µ(B(s, u))
+ log1/2
1
µ(B(t, u))
)
.
Proof. Fix s, t inT. We choose the multi-index n such thatDj2
−nj−1 ≤ dj(sj , tj) ≤
Dj2
−nj for each j = 1, . . . , ℓ. It suffices to show that the following series satisfies
the bound in (5.2)
(5.3) |Mn([s, t])|+
∑
k≥n
|Mk+1([s, t])−Mk([s, t])| .
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We estimate the first term. Notice that we can write
Mn([s, t]) =
x
T×T
X([u, v])ρn(s, u)ρn(t, v)µ(du)µ(dv) .
We consider the function {Y (u, v), (u, v) ∈ T×T} defined by
Y (u, v) =


X([u, v])
d∗(u, v)
when d∗(u, v) 6= 0 ,
0 otherwise .
It is clear that
|Mn([s, t])| ≤
x
T×T
|Y (u, v)|d∗(u, v)ρn(s, u)ρn(t, v)µ(du)µ(dv)
. (D12
−n1) · · · (Dℓ2−nℓ)
x
T×T
|Y (u, v)|ρn(s, u)ρn(t, v)µ(du)µ(dv) ,
since the support of ρn(s, ·)ρn(t, ·), d∗(u, v) . (D12−n1) · · · (Dℓ2−nℓ). We now
apply Lemma 5.1 to the functions Y and ρn(s, ·) ⊗ ρn(t, ·) on the product space
(T×T, µ⊗µ), observing that Z = [Y ]Ψ,
s
ρn(s, ·)ρn(t, ·) = 1 and ρn(s, u)ρn(t, v) ≤
(µn(s, u)µn(t, v))
−1,
|Mn([s, t])|
. Z(D12
−n1) · · · (Dℓ2−nℓ)
x
T×T
ρn(s, u)ρn(t, v) log
1/2 (1 + ρn(s, u)ρn(t, v))µ(du)µ(dv)
. Z(D12
−n1) · · · (Dℓ2−nℓ) log1/2
(
1 +
1
µn(s)µn(t)
)
.
Since d∗(s, t) ≍ (D12−n1) · · · (Dℓ2−nℓ), this shows
|Mn([s, t])|
. Z
∫ d1(s1,t1)
0
du1 · · ·
∫ dℓ(sℓ,tℓ)
0
duℓ log
1/2
(
1
µ(B(s, u))
+
1
µ(B(t, u))
)
.(5.4)
We now estimate each term in the sum appear in (5.3). We denote τ0k = k and
recursively τjk = τj−1k + 1j for each j = 1, . . . , ℓ. For example, τ1k = (k1 +
1, k2, . . . , kℓ) and τℓk = k + 1. We then write
|Mk+1([s, t])−Mk([s, t])| ≤
ℓ∑
j=1
|Mτjk([s, t])−Mτj−1k([s, t])| .(5.5)
Note that the multi-indices τjk and τj−1k differs by exactly 1 unit at the j-th
component. Without loss of generality, we consider the case
|Mk˜([s, t])−Mk([s, t])| ,
where k˜ = k + 1ℓ = (k1, . . . , kℓ−1, kℓ + 1). We adopt the notations w = (w
′, wℓ) for
every w in T,
ρ′k(s
′, u′) = ρk1(s1, u1) · · · ρkℓ−1(sℓ−1, uℓ−1)
and similarly for ρ′k(t
′, v′). We then write
Mk([s, t]) =Mk(
ℓ−1[s′, t′], sℓ)−Mk(ℓ−1[s′, t′], tℓ)
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and similarly for Mk˜([s, t]). Thus
|Mk˜([s, t])−Mk([s, t])|
≤ |Mk+1ℓ(ℓ−1[s′, t′], sℓ)−Mk(ℓ−1[s′, t′], sℓ)|
+ |Mk+1ℓ(ℓ−1[s′, t′], tℓ)−Mk(ℓ−1[s′, t′], tℓ)|(5.6)
= I1 + I2 .
We only need to estimate I1 since I2 is analogous. We have
Mk(
ℓ−1[s′, t′], sℓ)
=
x
T×T
X(ℓ−1[u′, v′], vℓ)ρ
′
k(s
′, u′)ρ′k(t
′, v′)ρℓ+1(sℓ, uℓ)ρℓ(sℓ, vℓ)µ(du)µ(dv)
and similarly
Mk˜(
ℓ−1[s′, t′], sℓ)
=
x
T×T
X(ℓ−1[u′, v′], uℓ)ρ
′
k(s
′, u′)ρ′k(t
′, v′)ρℓ+1(sℓ, uℓ)ρℓ(sℓ, vℓ)µ(du)µ(dv) .
Note how the dummy variables vℓ and uℓ have been switched between the two
formulas. Hence
|Mk˜(ℓ−1[s′, t′], sℓ)−Mk(ℓ−1[s′, t′], sℓ)|
≤
x
T×T
|X(ℓ[u, v])|ρ′k(s′, u′)ρ′k(t′, v′)ρℓ+1(sℓ, uℓ)ρℓ(sℓ, vℓ)µ(du)µ(dv) .
Similarly to the term Mn([s, t]) one can obtain
|Mk˜(ℓ−1[s′, t′], sℓ)−Mk(ℓ−1[s′, t′], sℓ)|
. Z(D12
−k1) · · · (Dℓ2−kℓ) log1/2
(
1 +
1
µk˜(s)µk(s)
)
. Z(D12
−k1) · · · (Dℓ2−kℓ) log1/2
(
1 +
1
µk(s)
)
.
Therefore, combining altogether (5.5), (5.6) and the previous estimate, we get
|Mk+1([s, t])−Mk([s, t])| . Zℓ(D12−k1) · · · (Dℓ2−kℓ) log1/2
(
1 +
1
µk(s)
)
,
and hence,∑
k≥n
|Mk+1([s, t])−Mk([s, t])|
. Zℓ(D12
−n1) · · · (Dℓ2−nℓ) log1/2
(
1 +
1
µn(s)
)
. Zℓ
∫ d1(s1,t1)
0
du1 · · ·
∫ dℓ(sℓ,tℓ)
0
duℓ log
1/2
(
1
µ(B(s, u))
+
1
µ(B(t, u))
)
.
Together with the bound forMn([s, t]) (inequality (5.4)) and (5.3), this completes
the proof. 
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Remark 5.3. In Theorem 5.2, X ′ may not be defined as a function on T, that is
for each t in T, there is no a priory reason for X ′(t) to be defined. However, in
order to keep the representation compact, we have abused of notations and denote
the limit as X ′([s, t]). This object is well-defined for every fixed s, t in T.
5.2. Majorizing measure. We now suppose that X is a stochastic process with
the probability space (Ω,F , P ). We introduce the ℓ-fold volumetric
dℓ(s, t) =
(
E[X([s, t])]2
)1/2
.
Assume that sups,t∈T d
ℓ(s, t) is finite. In addition, for each i, there exists a metric
di on Ti such that
dℓ(s, t) ≤ d1(s1, t1) · · · dℓ(sℓ, tℓ) .
This is not a restriction since such collection of metrics always exists. For instance,
one can choose
d1(s1, t1) = sup
sˆ1,tˆ1∈Tˆ1
dℓ(s, t)
and recursively
dk(sk, tk) = sup
sˆk,tˆk∈Tˆk
dℓ(s, t)∏k−1
i=1 di(si, ti)
with the convention 0/0 = 0.
We denote Z as in Theorem 5.2, that is
(5.7) Z = inf
{
α > 0 :
x
T×T
Ψ
(
X([u, v])
αd∗(u, v)
)
µ(du)µ(dv) ≤ 1
}
.
We assume that Z is finite almost surely.
Example 5.4. Suppose X is a centered Gaussian process. Then Z has exponential
tail. More precisely P (Z > u) ≤ (e log 2)1/2u2−u2/2 for all u > (2 + 1/ log 2)1/2.
This comes from a standard argument by Chebyshev inequality and Ho¨lder inequal-
ity, see [41, pg. 256-258] for details.
As an application of Theorem 5.2, we have
Theorem 5.5. Let {X(t), t ∈ T} be a stochastic process such that Z, defined in
(5.7), is finite a.s. Then X has a version X ′ such that for all ω ∈ Ω and s, t in T
|X ′(ω,[s, t])| ≤ CℓZ(ω)
∫ d1(s1,t1)
0
du1 · · ·
∫ dℓ(sℓ,tℓ)
0
duℓ(
log1/2
1
µ(B(s, u))
+ log1/2
1
µ(B(t, u))
)
.
In particular, if EZ is finite, then
E sup
di(si,ti)≤δi,1≤i≤ℓ
|X([s, t])| ≤ Cℓ(EZ) sup
s∈T
∫ δ1
0
du1 · · ·
∫ δℓ
0
duℓ log
1/2 1
µ(B(s, u))
.
Proof. First note that for every t, v in T
(E|X(t)−X(v)|2)1/2 ≤
ℓ∑
i=1
di(ti, vi) .(5.8)
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We recall the notation Mk(t) in (5.1). We have
E|X(t)−Mk(t)| ≤
∫
T
E|X(t)−X(v)|ρk(t, v)µ(dv)
≤
∫
T
ℓ∑
i=1
di(ti, vi)ρk(t, v)µ(dv) ≤
ℓ∑
i=1
Di2
−ki .
Together with Borel-Cantelli lemma, this shows for all t ∈ T, Mk(t) converges
to X(t) almost surely. On the other hand, Theorem 5.2 shows for all s, t ∈ T,
Mk([s, t]) converges to a limit, denoted by X
′([s, t]). This implies X([s, t]) =
X ′([s, t]) almost surely. The result is now followed from Theorem 5.2. 
5.3. Asymptotic growth. LetW (t, x) be a continuous Gaussian process on [0, T ]×
R
d with mean 0. As in the previous subsection, we define the d-fold volumetric
d(x, y) = sup
t∈[0,T ]
(
E[W (t,[x, y])]2
)1/2
.
Without loss of generality, we assume there are metrics d1, . . . , dd on R such that
d∗(x, y) = d1(x1, y1) . . . dd(xd, yd) satisfies d(x, y) ≤ d∗(x, y).
Let δ = (δ1, . . . , δℓ) be in (0,∞)ℓ. The notation d∗(x, y) ≤ δ means di(xi, yi) ≤ δi
for all i = 1, 2, . . . , ℓ. We denote |x|∗ = max1≤i≤d di(0, xi) for every x ∈ Rd. We
are interested in the asymptotic growth of the process
W ∗(δ, R) = sup
t∈[0,T ]
sup
d∗(x,y)≤δ
|x|∗,|y|∗≤R
|W (t,[x, y])|
as R gets large and δ can range freely in a bounded neighborhood of 0. W ∗ also
depends on T . However since T will always be fixed in our consideration, we
suppress the dependence on T in our notations. We put
SR = {x ∈ Rd : |x|∗ ≤ R} ,
m(δ, R) = EW ∗(δ, R) ,
and
σ(δ, R) = sup
t≤[0,T ]
sup
d∗(x,y)≤δ
x,y∈SR
(E|W (t,[x, y])|2)1/2 .
We first prove the following concentration inequality
Lemma 5.6. For any r > 0,
(5.9) P
(
1
σ(δ, R)
|W ∗(δ, R)−m(δ, R)| > r
)
≤ 2e−r2/2 .
As a consequence,
(5.10) Eψρ
( |W ∗(δ, R)−m(δ, R)|
σ(δ, R)
)
≤ cρ <∞
for every ρ < 1/2, where ψρ = exp(ρx
2).
Proof. It suffices to show (5.9). Let {X(u), u ∈ T} be a Gaussian process. Assume
that T is finite. The following concentration inequality is standard
(5.11) P
(
1
σ
∣∣∣∣sup
u∈T
|X(u)| − E
[
sup
u∈T
|X(u)|
]∣∣∣∣ > r
)
≤ 2e−r2/2 ,
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for every σ ≥ supu∈T(EX2(u))1/2. We refer to [38] or [41, Theorem 5.4.3] for a
proof of (5.11). We now fix (t1, x1), . . . , (tm, xm) in [0, T ]×Rd such that d∗(xj , xk) ≤
δ and |xj |∗, |xk|∗ ≤ R for all j, k. We denote xj  xk the collection of points z
in Rd such that each component of z is the corresponding component of either
xj or xk. We consider the centered Gaussian random process X(ti, xj  xk) :=
W (ti,[xj , xk]) indexed by the parameters {ti}1≤i≤m and {xj  xk}1≤j,k≤m. It is
clear that
EX2(ti, xj  xk) ≤ σ2(δ, R) .
Thus, the inequality (5.11) becomes
P
(
1
σ(δ, R)
∣∣∣∣∣ supi,j,k≤m |W (ti,[xj , xk])| − E
[
sup
i,j,k≤m
|W (ti,[xj , xk])|
]∣∣∣∣∣ > r
)
≤ 2e−r2/2 .
An approximation procedure yields (5.9). 
Theorem 5.7. With probability one,
(5.12) sup
δ∈(0,1]ℓ
lim sup
R→∞
|W ∗(δ, R)−m(2δ, 2R)|
σ(2δ, 2R)
√
log(δ−11 · · · δ−1ℓ logR)
≤
√
2
Proof. We put p(δ, R) = δ−11 · · · δ−1ℓ (logR)2 and consider the random variable
Θ = sup
δ∈(0,1]ℓ,R≥1
1
p(δ, R)
ψρ
(
1
σ(2δ, 2R)
|W ∗(δ, R)−m(2δ, 2R)|
)
.
For each multi-index j = (j1, . . . , jℓ) in N
ℓ, we denote 2−j = (2−j1 , . . . , 2−jℓ). The
notation δ ≤ 2−j means δi ≤ 2−ji for all i = 1, 2, . . . , ℓ. Then using the monotonic-
ity of p, ψρ, W
∗ and σ, and (5.10) we have
EΘ ≤
∑
k∈N,j∈Nℓ
E sup
2−j−1≤δ≤2−j
2k−1≤R≤2k
1
p(δ, R)
ψρ
(
1
σ(2δ, 2R)
|W ∗(δ, R)−m(2δ, 2R)|
)
≤
∑
k∈N,j∈Nℓ
1
p(2−j, 2k−1)
Eψρ
(
1
σ(2−j , 2k)
|W ∗(2−j, 2k)−m(2−j , 2k)|
)
≤ cρ
∑
k∈N,j∈Nℓ
1
p(2−j , 2k−1)
<∞ .
Hence, with probability one, Θ is finite and
ψρ
(
1
σ(2δ, 2R)
|W ∗(δ, R)−m(2δ, 2R)|
)
≤ Θp(2δ, R) , ∀δ > 0 , ∀R ≥ 1 .
In particular,
|W ∗(δ, R)−m(2δ, 2R)|
σ(2δ, 2R)
≤
√
log[Θp(2δ, R)]
ρ
, ∀δ > 0 , ∀R ≥ 1 .
We then use the trivial estimate√
log(Θp) ≤
√
| logΘ|+
√
| log p|
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to get
|W ∗(δ, R)−m(2δ, 2R)|
σ(2δ, 2R)
√
log(δ−11 · · · δ−1ℓ logR)
≤
√
| logΘ|
ρ| log logR| +
√
log(δ−11 · · · δ−1ℓ (logR)2)
ρ log(δ−11 · · · δ−1ℓ logR)
,
for all δ > 0 and R ≥ 1. Since ρ can be chosen to be any constant less than 1/2, we
can choose a sequence ρn convergent to 1/2. Since countable unions of events with
probability zero still have probability zero, we can pass through the limit n → ∞
to get, with probability one,
|W ∗(δ, R)−m(2δ, 2R)|
σ(2δ, 2R)
√
log(δ−11 · · · δ−1ℓ logR)
≤
√
2| logΘ|
| log logR| +
√
2 log(δ−11 · · · δ−1ℓ (logR)2)
log(δ−11 · · · δ−1ℓ logR)
,
for all δ > 0 and R ≥ 1. Finally, let R→∞ to complete the proof. 
In general, it is hard to say anything about the growth of m(δ, R) as R gets
large. In what follows, we restrict ourselves to a particular (but still sufficiently
large) class of Gaussian random fields. To be more precise, for each i = 1, . . . , ℓ, let
φi be a majorant for di, that is, φi is strictly increasing with φi(0) = 0 and
(5.13) di(xi, yi) ≤ φi(|yi − xi|) .
Define
ω˜i(δi) = δi log
1/2 1
φ−1i (δi)
+
∫ φ−1i (δi)
0
φi(u)
u log1/2(1/u)
du .
We will always presume ω˜i’s are finite wherever they appear.
Proposition 5.8. Denote δ˜i =
∏
j 6=i δj. Then we have
(5.14) m(δ, R) . δ1 · · · δℓ log1/2
(
ℓ∏
i=1
2φ−1i (R)
)
+
ℓ∑
i=1
δ˜iω˜i(δi)
where the implied constant is independent of R and δ.
Proof. We take for the majorizing measure µi = λ/(2φ
−1
i (R)), where λ is the
Lebesgue measure. By (5.13), the ballBi(xi, ui) contains the interval (xi−φ−1i (ui), xi+
φ−1i (ui)) ∩ {zi : di(zi, 0) ≤ R}, thus,
µi(B
i(xi, ui)) ≥ φ
−1
i (ui)
2φ−1i (R)
.
Hence, for all x in SR,
log
1
µ(B(x, u))
≤ log
(
d∏
i=1
2φ−1i (R)
φ−1i (ui)
)
.
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Therefore, for δ sufficiently small,∫ δ1
0
du1 · · ·
∫ δℓ
0
duℓ log
1/2 1
µ(B(x, u))
≤
∫ δ1
0
du1 · · ·
∫ δℓ
0
duℓ log
1/2
(
d∏
i=1
2φ−1i (R)
φ−1i (ui)
)
≤ δ1 · · · δℓ log1/2
(
ℓ∏
i=1
2φ−1i (R)
)
+
∫ δ1
0
du1 · · ·
∫ δℓ
0
duℓ log
1/2
(
d∏
i=1
1
φ−1i (ui)
)
.
The last integral in the above formula can be estimated as following∫ δ1
0
du1 · · ·
∫ δℓ
0
duℓ log
1/2
(
d∏
i=1
1
φ−1i (ui)
)
=
∫ φ−1
1
(δ1)
0
dφ1(u1) · · ·
∫ φ−1ℓ (δℓ)
0
dφℓ(uℓ) log
1/2
(
d∏
i=1
1
ui
)
≤
ℓ∑
i=1
δ˜i
∫ φ−1i (δi)
0
log1/2(1/ui)dφi(ui) .
Using integration by parts,
∫ φ−1i (δi)
0
log1/2(1/ui)dφi(ui) ≤ ω˜(δi), which completes
the proof. 
Example 5.9. Let W = (W (x), x ∈ Rd) be a factional Brownian sheet with Hurst
parameter H = (H1, . . . , Hd) ∈ (0, 1)d. In particular, the covariance of W is given
by
EW (x)W (y) =
d∏
i=1
RHi(xi, yi)
where
RHi(s, t) =
1
2
(|s|2Hi + |t|2Hi − |s− t|2Hi) .
We see that
(E|W ([x, y])|2)1/2 =
d∏
i=1
|xi − yi|Hi ,
thus φi(δi) = |δi|Hi and σ(δ, R) = δ1 · · · δd. We put
m(δ, R) = E sup |W ([x, y])| .
where the supremium is taken over the domain {x, y : |xi|Hi , |yi|Hi ≤ R and |xi −
yi|Hi ≤ δi ∀1 ≤ i ≤ d}. Note that
ω˜i(δi) . δi log
1/2 1
φ−1i (δi)
The bound (5.14) yields
m(δ, R) . δ1 · · · δd
√
log(Rδ−11 · · · δ−1d ) .
Theorem 5.5 yields
(5.15) sup
|xi|Hi ,|yi|Hi≤R;d∗(x,y)≤δ
|W ([x, y])| . δ1 · · · δd
√
log(Rδ−11 · · · δ−1d ) ,
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when R get large. This implies the inequality of the form (2.1) for W .
Remark 5.10. Fractional Brownian sheet belongs to a larger class of random fields
called anisotropic random fields. That is,
(5.16) (E|W (y)−W (x)|2)1/2 ≍
∑
i
|yi − xi|Hi .
These random fields may have different behavior along different directions. In [42],
the authors investigate the global moduli of continuity for anisotropic Gaussian
random fields. As a result, they establish a sharp result for the global modulus of
continuity for fractional Brownian sheets. The conditions considered in the current
paper are somewhat more general. For instance, the estimate (5.8) implies the upper
bound in the anisotropic condition (5.16). We believe our method (Theorems 5.2,
5.5) provides similar results as [42] though we do not report them here.
Appendix A. Other types of nonlinear stochastic integral
The Itoˆ integral is a fundamental concept in stochastic analysis. This integral
can be defined under less condition than the Stratonovich one and has a completely
different feature such as the famous Itoˆ formula. From the modeling point of view,
Itoˆ type stochastic differential equations are more popular since all terms in the
Itoˆ equation dxt = b(xt)dt + σ(xt)δBt (see also (4.6)) have clear meaning: b(xt)
represents the mean rate of change and σ(xt)δBt represents the fluctuation (it has
zero mean contribution).
In this section, we will introduce nonlinear Itoˆ-Skorohod integral. This integral
is a probabilistic one and is defined for almost every sample path while nonlinear
Young integral is defined for every sample path. The relation between these two
integral is through the nonlinear symmetric (Stratonovich) integral.
A.1. Nonlinear Itoˆ-Skorohod integral. LetH ∈ (12 , 1) and denote byRH(s, t) =
1
2
(
s2H + t2H − |t− s|2H) the covariance function of a fractional Brownian motion
of Hurst parameter H . Let q(x, y) be a continuous and positive definite function,
namely, for any xi ∈ Rd , i = 1, 2, · · · ,m and complex numbers ξi, i = 1, 2 · · · ,m,
not all 0, we have
m∑
i,j=1
q(xi, xj)ξ¯iξj ≥ 0 ,
where ξ¯i is the conjugate number of ξi. For every s, t ≥ 0 and x, y ∈ Rd, we denote
Q(s, t, x, y) =
∂2RH
∂s∂t
(s, t)q(x, y) = αH |s− t|2H−2q(x, y) ,
where αH = H(2H−1). Let S be the set of all smooth functions f : [0, T ]×Rd → R
such that f(t, ·) has compact support for every t ∈ [0, T ]. We introduce a scalar
product on S in the following way:
(A.1) 〈φ, ψ〉H =
∫
[0,T ]2×R2d
φ(s, x)ψ(t, y)Q(s, t, x, y)dxdydsdt .
We denote by H the Hilbert space of the closure of S with respect to this inner
product. Let T be a bijective Hilbert-Schmidt operator on H. Define the Banach
space (in fact, it is a Hilbert space) Ω as the completion of H with respect to the
norm ‖x‖Ω :=
√
〈Tx , Tx〉H. Then, it follows from the Bochner-Minlos theorem (see
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[26], Theorem 3.1) that there is a probability measure P on (Ω,F) such that 〈h, ω〉
is a centered Gaussian random variable with covariance E [〈h, ·〉〈h′, ·〉] = 〈h, h′〉H ,
∀ h, h′ ∈ Ω′, where Ω′ is the Banach space of all continuous linear functionals
on Ω ; F is the Borel σ-algebra generated by the open sets of Ω, and 〈h, ω〉 the
pairing between h ∈ Ω′ ⊂ H and Ω. We identity H′ = H so that the embeddings
Ω′ ⊂ H′ = H ⊂ Ω are continuous. We can define Gaussian random variable 〈h, ω〉
for all h ∈ H by limiting argument.
First we give some specific elements in H. For any x ∈ Rd. we denote by δx
the Dirac function on Rd. Namely, δx is defined by
∫
Rd
δx(y)f(y)dy = f(x) for any
smooth function of compact support on Rd.
Proposition A.1. For any s > 0 and x ∈ Rd, I(0,s]δx is an element in H and
(A.2)
〈
I(0,s]δx, I(0,t]δy
〉
H
= RH(s, t)q(x, y)
and
(A.3) ‖I(0,s]δx − I(0,t]δy‖2H = s2Hq(x, x) + t2Hq(y, y)− 2RH(s, t)q(x, y).
Proof. For every ε > 0 and x ∈ Rd, we denote the elementary function
δεx = (2ε)
−dI(x−ε,x+ε].
If ε tends to 0, the function δεx converges inH to the generalized function δx. Indeed,
fix (s, x) and (t, y) in [0, T ]× Rd. For any positive numbers ε and ε′, we have〈
I(0,s]δ
ε
x, I(0,t]δ
ε′
y
〉
H
= RH(s, t)(4εε
′)−d
∫ y+ε′
y−ε′
∫ x+ε
x−ε
q(x′, y′)dx′dy′ .
Since q(·, ·) is continuous, the above right hand side converges to q(x, y) as ε and
ε′ tend to 0. This shows easily that I(0,s]δ
ε
x is a Cauchy sequence in H when ε→ 0.
The limit of I(0,s]δ
ε
x in H as ε → 0 is I(0,s]δx. The equations (A.2) and (A.3) are
immediate. 
Since I(0,s]δx ∈ H, we can define
(A.4) W (s, x, ω) = 〈I(0,s]δx, ω〉 , ω ∈ Ω
Thus {W (s, x), t ≥ 0 , x ∈ Rd} is a multiparameter centered Gaussian process with
the following covariance
E [W (s, x)W (t, y)] =
〈
I(0,s]δx, I(0,t]δy
〉
H
= RH(s, t)q(x, y) .
We also denote
W (φ) :=
∫ T
0
∫
Rd
φ(s, x)W (ds, x)dx := 〈φ, ω〉 ∀ φ ∈ H .
We denote by P the set of smooth and cylindrical random variables of the fol-
lowing form
(A.5) F = f(W (φ1), . . . ,W (φn)),
φi ∈ H, f ∈ C∞p (Rn) (f and all its partial derivatives have polynomial growth). D
denotes the Malliavin derivative. That is, if F is of the form (A.5), then DF is the
H-valued random variable defined by
DF =
n∑
j=1
∂f
∂xj
(W (φ1), . . . ,W (φn))φj .
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The operator D is closable from L2(Ω) into L2(Ω;H) and we define the Sobolev
space D1,2 as the closure of P under the norm
‖F‖1,2 =
√
E(F 2) + E(‖DF‖2H).
D can be extended uniquely to an operator from D1,2 into L2(Ω;H). The divergence
operator δ is the adjoint of the Malliavin derivative operator D. We say that a
random variable u in L2(Ω;H) belongs to the domain of the divergence operator,
denoted by Dom δ, if there is a constant cu ∈ (0,∞) such that
|E(〈DF, u〉H)| ≤ cu‖F‖L2(Ω) ∀ F ∈ D1,2 .
In this case δ(u) is defined by the duality relationship
(A.6) E(δ(u)F ) = E(〈DF, u〉H) ∀ F ∈ D1,2 .
The following are two basic properties of the divergence operator δ.
(i) D1,2(H) ⊂ Dom δ and for any u ∈ D1,2(H)
(A.7) E
(
δ(u)2
)
= E
(‖u‖2H)+ E (〈Du, (Du)∗〉H⊗H) ,
where (Du)∗ is the adjoint of Du in the Hilbert space H⊗H.
(ii) For any F in D1,2(H) and any u in the domain of δ such that Fu and
Fδ(u)−〈DF, u〉H are square integrable, then Fu is in the domain of δ and
(A.8) δ(Fu) = Fδ(u)− 〈DF, u〉H .
The operator δ is also called the Skorokhod integral because in the case of Brow-
nian motion, it coincides with the generalization of the Itoˆ stochastic integral to
anticipating integrands introduced by Skorokhod [47]. On the relation between δ
and D, we have the identity
(A.9) Dδ(u) = u+ δ(Du) .
We refer to Nualart’s book [43] for a detailed account of the Malliavin calculus with
respect to a Gaussian process. Using the specific definition of our H, we also denote
δ(u) =
∫ T
0
∫
Rd
u(t, x)W (δt, x)dx. In addition, we can write the identity (A.7) as
E
[∫ T
0
∫
Rd
u(t, x)W (δt, x)dx
]2
=
∫
[0,T ]2×R2d
E [u(t, x)u(s, y)]Q(s, t, x, y)dsdtdxdy
+
∫
[0,T ]4×R4d
E [Dt2,x2u(t1, x1)Ds2,y2u(s1, y1)]Q(t1, s2, x2, y1)Q(t2, s1, x1, y2)dsdtdxdy ,
(A.10)
where in the rest of the paper we shall use ds = ds1 · · · dsk, dx = dx1 · · · dxm and
so on, the k and m being clear in the context.
Let {W (t, x) , t ≥ 0 , x ∈ Rd} be the Gaussian field introduced in Section A.1,
whose mean is 0 and whose covariance is
E(W (s, x)W (t, y)) = RH(s, t)q(x, y) .
Let ϕ = {ϕt, t ∈ [0, T ]} be a Rd-valued stochastic process. Our aim in this section
is to introduce and study the nonlinear stochastic integral
∫ T
0 W (δt, ϕt).
50 Y. HU AND K. LEˆ
This stochastic integral was studied earlier in order to establish the Feynman-
Kac formula when ϕt is a Brownian motion, independent ofW . The caseH > 1/2 is
discussed in [35] and the caseH < 1/2 is discussed in [32]. When {W (t, x) , t ≥ 0} is
a semimartingale with respect to t (for fixed x ∈ Rd), this type of stochastic integral
has been studied extensively and generalized Itoˆ formulas have been established. It
has been applied to solve some stochastic partial differential equations. See for
instance Kunita’s book [37] and the references therein.
In this section, we will define the stochastic integral
∫
W (δt, ϕt) based on the
covariance structure of W . This method is closely tied to the nature of W as a
Gaussian process. In particular, we introduce here two types of stochastic integrals,
namely, the divergence type and symmetric type. We also study their properties
and relation. The divergence type integral turns out to have zero mean, thus one
can think of it as a generalization of Itoˆ-Skorohod integral. The symmetric integral
does not have vanishing mean and differs from the divergence type integral by a
correction term, related to the Malliavin derivative of some random variable. One
can also view the symmetric integral as a generalization of Stratonovich integral.
We shall define the (nonlinear) Itoˆ-Skorohod (divergence) type integral
∫ T
0
W (δt, ϕt)
by the (linear) multi-parameter integral
∫ T
0
∫
Rd
δ(ϕt−y)W (δt, y)dy. Here and in the
remaining part of the paper, the symbol δ carries two meanings: the Itoˆ-Skorohod
integral and the Dirac delta function. Difference between the two meanings will be
clear from the context.
Since δ(ϕt − y) is a distribution valued random process, to define its stochastic
integral we need to approximate the Dirac delta function by smooth functions.
Namely, we shall define
∫ T
0
∫
Rd
δ(ϕt− y)W (δt, y)dy as the limit lim
ε↓0
∫ T
0
∫
Rd
ηε(ϕt−
y)W (δt, y)dy, where ηε is an approximation of the Dirac delta function δ. To define
such sequence ηε, we denote by η the following bump function
η(x) = cd exp{(|x|2 − 1)−1}1{|x|<1} , x ∈ Rd ,
where |x| is the Euclidean distance in Rd and cd is the positive constant so that∫
Rd
η(x)dx = 1.
The function η is smooth and compactly supported. Its corresponding mollifier is
(A.11) ηε(x) = ε
−dη
(x
ε
)
.
Here is our definition.
Definition A.2. Let ϕ : [0, T ] × Ω → Rd be a measurable stochastic process. If
Iε =
∫ T
0
∫
Rd
ηε(ϕt − y)W (δt, y)dy is well-defined and it has a limit in L2(Ω,F , P )
as ε→ 0, then we define ∫ T
0
W (δt, ϕt) as the aforementioned limit.
Next, we shall give condition to ensure the existence of the stochastic integral∫ T
0
W (δt, ϕt), namely, to ensure the existence of the limit of Iε in L
2(Ω,F , P ). To
express the conditions in a more concise way we introduce the following notations.
qϕ(x, y) = α
∫ T
0
∫ T
0
Eq(x + ϕs, y + ϕt)|s− t|2H−2dsdt
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and
q∗Dϕ(x, y) = α
2
H
∫
[0,T ]4×R2d
EDs1,x′q(x+ ϕs2 , y
′)Dt2,y′q(x
′, y + ϕt1)
|s1 − t1|2H−2|s2 − t2|2H−2ds1ds2dt1dt2dx′dy′
whenever the integrals on the right hand side make sense. We make the following
assumptions on the process ϕt.
(A1) ϕt belongs to D
1,2 for all t, and for almost every ω ∈ Ω, the sample path
ϕt is continuous in t ∈ [0, T ].
(A2) |q|ϕ is integrable on a neighborhood of (0, 0), that is there exists an open
set U in R2d containing (0, 0) such that∫
U
∫ T
0
∫ T
0
E|Q(s, t, x+ ϕs, y + ϕt)|dsdtdxdy <∞ .
(A3) qϕ(x, y) is well-define in neighborhood of (0, 0) and it is continuous at (0, 0).
(A4) There exists an open set U in R2d containing (0, 0) such that∫
U
∫
[0,T ]4×R2d
E |Ds1,x′q(x+ ϕs2 , y′)Dt2,y′q(x′, y + ϕt1)|
|s1 − t1|2H−2|s2 − t2|2H−2ds1ds2dt1dt2dx′dy′dxdy <∞ .
(A5) q∗Dϕ(x, y) is well-defined in neighborhood of (0, 0) and it is continuous at
(0, 0).
Theorem A.3. We assume the conditions (A1)-(A5) are satisfied. Then
∫ T
0
W (δt, ϕt)
is well-defined and
(A.12) E
[∫ T
0
W (δt, ϕt)
]2
= q∗Dϕ(0, 0) + qϕ(0, 0)
=
∫
[0,T ]4
∫
R2d
EDs1,xQ(s1, t1, ϕs2 , y)Dt2,yQ(s2, t2, x, ϕt1)dxdyds1ds2dt1dt2
+
∫ T
0
∫ T
0
EQ(s, t, ϕs, ϕt) dsdt .
Before proceeding to the proof, let us make the following remark which we will
use several times in the future.
Remark A.4. Suppose that f and g are smooth functions, f has compact support,
and ϕ is random variable in D1,2. Then the following integration by parts formula
holds almost surely
(A.13)
∫
Rd
Df(x− ϕ)g(x)dx = −
∫
Rd
f(x)Dg(x+ ϕ)dx .
Indeed, the integration on the left hand side is∫
Rd
∇f(x− ϕ) ·Dϕg(x)dx .
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Integrating by parts yields
−
∫
Rd
f(x− ϕ)Dϕ · ∇g(x)dx .
With the change of the variable x 7→ x+ ϕ,
−
∫
Rd
f(x)Dϕ · ∇g(x+ ϕ)dx = −
∫
Rd
f(x)Dg(x+ ϕ)dx .
Proof of Theorem A.3. For any ε > 0, the H-valued random variable ηε(· −
ϕ·) belongs to D
1,2(H), hence belongs to Dom δ. Thus, applying (A.7), for every
positive numbers ε and ε′, we obtain
(A.14) E(δ(ηε(· − ϕ·))δ(ηε′ (· − ϕ·))) = E 〈ηε(· − ϕ·), ηε′(· − ϕ·)〉H
+ E
〈
Dηε(· − ϕ·), (Dηε′(· − ϕ·))∗
〉
H⊗H
=: E1 + E2.
Using a change of variable, we have
E1 = αHE
∫ T
0
∫ T
0
∫
R2d
ηε(x− ϕs)ηε′(y − ϕt)q(x, y)|t − s|2H−2dxdydsdt
= αHE
∫ T
0
∫ T
0
∫
2Rd
ηε(x)ηε′ (y)q(x+ ϕs, y + ϕt)|t− s|2H−2dxdydsdt
= αH
∫ T
0
∫ T
0
∫
R2d
ηε(x)ηε′ (y)Eq(x+ ϕs, y + ϕt)|t− s|2H−2dxdydsdt.
When ε and ε′ tend to 0, using the conditons (A2), (A3), this quality converges
to
αH
∫ T
0
∫ T
0
Eq(ϕs, ϕt)|t− s|2H−2 dsdt = qϕ(0, 0).
Hence, when ε tends to zero, ηε(·−ϕ·) converges in L2(Ω;H) to a H-valued random
variable, denoted by δϕ = δ(ϕt − y).
For the second expectation in (A.14), we use (A.10) to obtain
E2 = α
2
HE
∫
[0,T ]4×R4d
Ds1,x1ηε(x2 − ϕs2)Dt2,y2ηε′(y1 − ϕt1)q(x1, y1)q(x2, y2)
|s1 − t1|2H−2|s2 − t2|2H−2dsdtdxdy .
An application of (A.13) yields
E2 = α
2
HE
∫
[0,T ]4×R4d
ηε(x2)Ds1,x1q(x2 + ϕs2 , y2)ηε′(y1)Dt2,y2q(x1, y1 + ϕt1)
|s1 − t1|2H−2|s2 − t2|2H−2dsdtdxdy .
When ε and ε′ tend to 0, this converges to q∗Dϕ(0, 0) by using conditions (A4),
(A5).
Therefore, δ(ηε(· − ϕ·)) is a Cauchy sequence in L2(Ω). Since δ is a closed
operator and ηε(· − ϕ·) converges to δϕ, we obtain that δϕ belongs to the domain
of δ. As a consequence, δ(ηε(·−ϕ·)) converges to δ(δϕ) when ε tends to zero. Thus
the integration
∫ T
0 W (δt, φt) is well-defined. The equation (A.12) is immediate. 2
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Remark A.5. Under the hypothesis of the above theorem, the H-valued random
variable ηε(·−ϕ·) converges in L2(Ω;H) to δϕ = δ(ϕt−y) as ε tends to zero. More-
over, δϕ also belongs to the domain of the divergence operator and the convergence
also holds under the divergence δ. Hence, in this case, the stochastic integral in
Definition A.2 can be viewed as δ(δϕ), the divergence of δϕ.
A.2. Nonlinear symmetric stochastic integral. We introduce and study sym-
metric type stochastic integral by using appropriate approximation. This stochastic
integral will be different than the Itoˆ-Skorohod type integral introduced in the pre-
vious subsection.
Recall that W = {W (s, x, ω), ω ∈ Ω} is the Gaussian random field (indexed by
(s, x)) defined in the previous subsection. Throughout this subsection, we assume
that W is almost surely continuous with respect to s ≥ 0 and x ∈ Rd. We define
the composition of the random fieldW and a Rd-valued process ϕ = {ϕs, s ∈ [0, T ]}
by
W (s, ϕs) : Ω→ R
ω 7→W (s, ϕs(ω), ω).(A.15)
By convention, we will assume that all processes and functions vanish outside the
interval [0, T ].
Definition A.6. The symmetric integral
∫ b
a W (d
syms, ϕs) is defined as the limit as
ε tends to zero of
(A.16) (2ε)−1
∫ b
a
(W (s+ ε, ϕs)−W (s− ε, ϕs)) ds,
provided this limit exists in probability.
Example A.7. In the particular case, when W (s, x) = Bsf(x), where f is a nice
deterministic function and {Bs, s ≥ 0} is a Brownian motion, the symmetric integral
defined above coincides with Stratonovich integral. That is
∫ T
0
W (dsyms, ϕs) =∫ T
0
f(ϕs)d
◦Bs.
In the following proposition we will see that for a suitable class of Rd-valued
processes {ϕt}, the symmetric stochastic integral
∫ T
0
W (dsyms, ϕs) exists almost
surely. This result is an extension of [1, Proposition 3].
Proposition A.8. Let ϕ be a Rd-valued process satisfying assumptions (A1)-(A5).
In addition, suppose that ϕ satisfies
(A.17)
∫ T
0
∫
|x|<1
[Eq(x+ ϕs, x+ ϕs)]
1/2 dxds <∞,
(A.18)
∫ T
0
∫
|x|<1

E
∣∣∣∣∣∣
d∑
i,j=1
〈
Dϕis, Dϕ
j
s
〉
H
∣∣∣∣∣∣ q(x+ ϕs, x+ ϕs)


1/2
dxds <∞
and the function
(A.19) x 7→
∫ T
0
∫ T
0
∫
Rd
|Dt,yq(x+ ϕs, y)| |s− t|2H−2dtdsdy
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is a.s. well-defined and continuous on a neighborhood of 0. Assume also that the
Gaussian field W has continuous sample path. Then the symmetric integral (A.16)
exists and the following formula holds almost surely
(A.20)
∫ T
0
W (dsyms, ϕs) =
∫ T
0
W (δs, ϕs)
+ αH
∫ T
0
∫ T
0
∫
R2d
Dt,yq(ϕs, y)|s− t|2H−2dtdsdy.
Proof. We shall show the convergence in L2 of (A.16). For every positive ε, since
W has continuous sample path, we can write
W (s+ ε, ϕs)−W (s− ε, ϕs) = lim
ε′→0
∫
Rd
[W (s+ ε, x)−W (s− ε, x)] ηε′(x− ϕs) dx
= lim
ε′→0
∫
Rd
δ(I[s−ε,s+ε]δx)ηε′ (x− ϕs) dx ,(A.21)
almost surely, where we have used (A.4) in the last equality. We notice ηε′ (x− ϕs)
belongs to D1,2 for every s and x. Using (A.8), we see that the integrand on the
right hand side of (A.21) can be written as
δ
(
I(s−ε,s+ε]δxηε′(x− ϕs)
)
+
〈
Dηε′(x− ϕs), I(s−ε,s+ε]δx
〉
H
.
Taking integration with respect to x and s, we obtain
(2ε)−1
∫ T
0
∫
Rd
[W (s+ ε, x)−W (s− ε, x)] ηε′(x− ϕs) dxds
= (2ε)−1
∫ T
0
∫
Rd
δ
(
I(s−ε,s+ε]δxηε′(x− ϕs)
)
dxds
+ (2ε)−1
∫ T
0
∫
Rd
〈
Dηε′(x− ϕs), I(s−ε,s+ε]δx
〉
H
dxds
=: I1 + I2 .(A.22)
The proof is now decomposed into several steps.
Step 1. Let us show that the integration with respect to dxds in I1 can be
interchanged with the divergence operator to obtain
I1 = δ
(
(2ε)−1
∫ T
0
∫
Rd
I(s−ε,s+ε]δxηε′ (x− ϕs) dxds
)
.
In fact, one can view the integral in I1 in Bochner sense, that is integration with
L2-valued integrand. In this setting, we have∫ T
0
∫
Rd
δ(u(s, x))dxds = δ
(∫ T
0
∫
Rd
u(s, x)dxds
)
provided that
(A.23)
∫ T
0
∫
Rd
‖u(s, x)‖D1,2dxds <∞
and δ is a bounded operator from D1,2 to L2. The later fact is automatically
guaranteed by (A.7). It remains to check that u(s, x) = I(s−ε,s+ε]δxηε′(x − ϕs)
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satisfies (A.23).
‖u(s, x)‖2H =
∫ s+ε
s−ε
∫ s+ε
s−ε
∂2
∂s∂t
RH(s
′, t′)ds′dt′q(x, x)E[η2ε′ (x− ϕs)]
≤ RH([0, T ]2)q(x, x)E[η2ε′ (x− ϕs)] .
Thus by a change of variable, we obtain∫ T
0
∫
Rd
‖u(s, x)‖Hdxds ≤ R1/2H ([0, T ]2)
∫ T
0
∫
Rd
(Eq(x, x)η2ε′ (x − ϕs))1/2dxds
= R
1/2
H ([0, T ]
2)
∫ T
0
∫
Rd
(Eq(x + ϕs, x+ ϕs)η
2
ε′ (x))
1/2dxds
≤ c(ε′, T )
∫ T
0
∫
|x|<1
(Eq(x + ϕs, x+ ϕs))
1/2dxds .
The last integral is finite thanks to the condition (A.17). Similarly
‖Du(s, x)‖2H
= E
∫ s+ε
s−ε
∫ s+ε
s−ε
∂2
∂s∂t
RH(s
′, t′)ds′dt′q(x, x)∂iηε′(x− ϕs)∂jηε′(x− ϕs)〈Dϕis, Dϕjs〉H
≤ RH([0, T ]2)q(x, x)E|
∑
i,j
∂iηε′(x− ϕs)∂jηε′ (x− ϕs)〈Dϕis, Dϕjs〉H| .
Thus, by a change of variable and by using the condition (A.18), we obtain∫ T
0
∫
Rd
‖Du(s, x)‖H⊗Hdxds
≤ c(T )
∫ T
0
∫
Rd
[Eq(x, x)|
∑
i,j
∂iηε′(x− ϕs)∂jηε′(x− ϕs)〈Dϕis, Dϕjs〉H|]1/2dxds
≤ c(ε′, T )
∫ T
0
∫
|x|<1
[Eq(x + ϕs, x+ ϕs)|
∑
i,j
〈Dϕis, Dϕjs〉H|]1/2dxds <∞.
Step 2. We show that
δ
(
(2ε)−1
∫ T
0
∫
Rd
I(s−ε,s+ε]δxηε′ (x− ϕs) dxds
)
= δ
(
(2ε)−1
∫ T
0
I(s−ε,s+ε]ηε′(· − ϕs) ds
)
.
It suffices to show for every smooth function φ with compact support
(A.24) φ =
∫
Rd
φ(y)δydy
is in H, since with the choice φ = ηε′ , (A.24) will yield the desired identity. Recall
that S is the space defined in Subsection A.1 and is dense in H. Thus to show
(A.24), we verify
〈φ, ψ〉H = 〈
∫
Rd
φ(y)δydy, ψ〉H
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for every ψ ∈ S. Indeed, we have〈∫
Rd
φ(y)δy dy, ψ
〉
H
=
∫
Rd
φ(y) 〈δy, ψ〉H dy
=
∫
Rd
∫ T
0
∫ T
0
∫
Rd
φ(y)ψ(x)Q(s, t, y, x)dxdsdtdy =
〈
φ, I(0,s]δx
〉
H
,
by Fubini’s theorem.
Step 3. Combining the previous two steps, we obtain
I1 = δ
(
(2ε)−1
∫ T
0
I(s−ε,s+ε]ηε′(· − ϕs) ds
)
.
It is straightforward to check that when ε′ and ε tend to zero, I1 converges to∫ T
0 W (δs, ϕs) in L
2.
Step 4. We now show the convergence of I2. A direct computation shows that
|I2| = (2ε)−1
∣∣∣∣∣
∫ T
0
∫
Rd
∫ ε
−ε
∫ T
0
∫
Rd
Dt,yηε′(x − ϕs)q(x, y)|t − r − s|2H−2dydtdrdxds
∣∣∣∣∣
≤ dH
∫ T
0
∫
Rd
∫ T
0
∫
Rd
|Dt,yηε′(x− ϕs)q(x, y)| |t− s|2H−2dydtdxds,
where we have used the following inequality
(2ε)−1
∫ ε
−ε
|t− r − s|2H−2 dr ≤ dH |t− s|2H−2
for some constant dH , independent ε ∈ (0, 1) and s, t ∈ R. By a change of variable
x− ϕs → x, we obtain
I2 ≤ dH
∫ T
0
∫ T
0
∫
R2d
|ηε′(x)Dt,yq(x+ ϕs, y)| |t− s|2H−2dydxdsdt.
Hence, by the dominated convergence theorem, when ε′ and ε tend to zero, I2 goes
to
∫ T
0
∫ T
0
∫
Rd
Dt,yq(x+ϕs, y)|t−s|2H−2dydsdt. Therefore, passing through the limits
in (A.22), we obtain (A.20) 
If the limit in Definition A.6 exists for almost every sample path of W , then the
symmetric integral can also be defined pathwise for a function (W (t, x) , t ≥ 0 , x ∈
R
d). We also call such integral the symmetric integral and denoted by the same
symbol
∫ T
0 W (d
syms, ϕs).
The following proposition establishes the relation between symmetric integral
and nonlinear Young integral introduced in Section 2.
Proposition A.9. Assume the hypothesis of Proposition 2.4. Then the symmetric
integral exists and the following relation holds∫ T
0
W (dsyms, ϕs) =
∫ T
0
W (ds, ϕs) .
Proof. Fix ǫ > 0, we put
Wǫ(s, x) = (2ǫ)
−1
∫ ǫ
−ǫ
W (s+ η, x)dη .
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We recall that
∫ T
0
W (dsyms, ϕs) = limǫ→0
∫ T
0
∂tWǫ(s, ϕ)ds. We put
µk(a, b) =Wǫk(b, ϕa)−Wǫk(a, ϕa) ,
µ(a, b) =W (b, ϕa)−W (a, ϕa) .
Since Wǫ is continuously differentiable in time, the integral
∫
Wǫ(ds, ϕs) is under-
stood in classical sense and is equal to
∫
∂tWǫ(s, ϕs)ds. Hence, applying Proposition
2.10 we obtain, for any θ ∈ (0, 1) such that θτ + λγ > 1
|
∫ T
0
W (ds, ϕs)−
∫ T
0
∂tWǫ(s, ϕs)ds|
≤ |W (T, ϕ0)−W (0, ϕ0)−Wǫ(T, ϕ0) +Wǫ(0, ϕ0)|
+ c(ϕ)[W −Wǫ]β,τ,λ|b− a|θτ+λγ .
It remains to estimate the terms on the right side and show that they all converge
to 0 when ǫ goes to 0. For the first term
|W (T, ϕ0)−W (0, ϕ0)−Wǫ(T, ϕ0) +Wǫ(0, ϕ0)|
≤ (2ǫ)−1
∫ ǫ
−ǫ
|W (T, ϕ0)−W (0, ϕ0)−W (T + η, ϕ0) +W (η, ϕ0)|dη
. (2ǫ)−1
∫ ǫ
−ǫ
|η|τdη . ǫτ .
For the second term, we put F =W −Wǫ and notice that
|Wǫ(s, x)−Wǫ(s, y)−Wǫ(t, x) +Wǫ(t, y)|
≤ (2ǫ)−1
∫ ǫ
−ǫ
|W (s+ η, x)−W (s+ η, y)−W (t+ η, x) +W (t+ η, y)|dη
≤ [W ](1 + |x|β + |y|β)(2ǫ)−1
∫ ǫ
−ǫ
|s− t|τ |x− y|λdη
≤ [W ](1 + |x|β + |y|β)|s− t|τ |x− y|λ .
Thus
|F (s, x) − F (s, y)− F (t, x) + F (t, y)| ≤ 2[W ](1 + |x|β + |y|β)|s− t|τ |x− y|λ .
On the other hand,
|Wǫ(s, x)−Wǫ(s, y)−Wǫ(t, x) +Wǫ(t, y)|
≤ (2ǫ)−1
∫ ǫ
−ǫ
dη|W (s + η, x)−W (s, x)−W (s+ η, y) +W (s, y)|
+ |W (t, x)−W (t+ η, x)−W (t, y) +W (t+ η, y)|
≤ 2[W ](1 + |x|β + |y|β)|x − y|λ(2ǫ)−1
∫ ǫ
−ǫ
|η|τdη
≤ 2(1 + τ)−1[W ](1 + |x|β + |y|β)|x− y|λǫτ .
Hence, combining these two bounds, we get
|F (s, x)− F (s, y)− F (t, x) + F (t, y)|
. [W ](1 + |x|β + |y|β)|s− t|θτ |x− y|λǫτ(1−θ) .
Thus [W −Wǫ]β,θτ,λ . ǫτ(1−θ) which converges to 0 as ǫ→ 0. 
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Appendix B. Estimates for diffusion process
In this section, we prove the exponential integrability of the Ho¨lder norm and
the supremum norm of a diffusion process which is needed in proving the existence
of the Feynman-Kac solution in Section 4. The results obtained here are known in
literature (see for instance [6], [18], [43]). However, it is difficult to find a single-
source treatment that suits our purpose. Besides, our method is straightforward
and unified. We present them here.
We recall that Xr,xt satisfies the equation (4.6). We denote
(B.1) M r,xt =
d∑
j=1
∫ t
r
σij(s,Xr,xs )δB
j
s .
Since σ is bounded (by condition (L1)), (M r,xt ; t ≥ r) is a continuous L2 martingale.
In addition, we have the following properties.
Lemma B.1. Let α be a number in (0, 1/2). There exist some positive constants
γ0 and γα such that
(B.2) E exp
{
γ0 sup
r≤t≤T
|M r,xt |2
}
≤ C(T − r,Λ) <∞
and
(B.3) E exp
{
γα
(
sup
r≤s,t≤T
|M r,xt −M r,xs |
|t− s|α
)2}
≤ C(T − r,Λ, α) <∞ .
Proof. (B.2) is well-known and is a direct application of Doob’s maximal inequality
and Burkholder-Davis-Gundy inequality. (B.3) is proved in [4, Lemma 2]. However,
for readers’ convenience, we present a proof of (B.3) in the following. We will omit
the upper indices r, x. Applying the Garsia-Rodemich-Rumsey theorem (See [21]
and [30], specifically [48, Theorem 2.1.3]) with Ψ(x) = xp and p(x) = xα+2/p, we
have
|Mt −Ms| ≤ 8(1 + 2
αp
)41/p|t− s|α
{∫ T
r
∫ T
r
( |Mu −Mv|
|u− v|α+2/p
)p
dudv
}1/p
.
Dividing both sides by |t − s|α and taking the sup on r ≤ s < t ≤ T , we see that
there is a constant C = C(α), independent of p ≥ 1, such that
E
(
sup
r≤s<t≤T
|Mt −Ms|
|t− s|α
)p
≤ Cp
∫ T
r
∫ T
r
E|Mu −Mv|p
|u− v|αp+2 dudv .
An application of the Burkholder-Davis-Gundy inequality gives
‖Mu −Mv‖p ≤ 2p1/2‖
∫ v
u
aii(s,Xr,xs )ds‖1/2p/2 ≤ 2Λ1/2p1/2(t− r)1/2 .
It follows that there is a constant C, which may be different than the above one,
such that the p-moments of supr≤s<t≤T
|Mt−Ms|
|t−s|α is at most C
ppp/2(T − r)( 12−α)p
for all p > (12 − α)−1, which yields (B.3). 
Lemma B.2. Fix α ∈ (0, 1/2). There exist positive constants C0, γ0 and γα such
that
(B.4) E exp
{
γ0 sup
r≤t≤T
|Xr,xt |2
}
. eC0|x|
2
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and
(B.5) E exp
{
γα
(
sup
r≤s,t≤T
|Xr,xt −Xr,xs |
|t− s|α
)2}
. eC0|x|
2
.
Proof. We denote X∗t = supr≤s≤t |Xr,xs | and M∗t = supr≤s≤t |M r,xs |. We first prove
(B.4). Since b has linear growth (by (L3)), from equation (4.6), we see that
|Xt| ≤ |Mt|+ |x|+ κ(b)
∫ t
r
|Xs|ds .
An application of Gronwall’s inequality yields
|Xt| ≤ |Mt|+ |x|+ κ(b)
∫ t
r
(|Ms|+ |x|)eκ(b)(t−s)ds .
Hence, for all p ≥ 0, applying Jensen’s inequality,
exp{pX∗T} ≤ exp{p(M∗T + |x|)} exp{pκ(b)
∫ T
r
(|Ms|+ |x|)eκ(b)(t−s)ds}
≤ exp{p(M
∗
T + |x|)}
eκ(b)(T−r) − 1
∫ T
r
exp{p(eκ(b)(t−r) − 1)(|Ms|+ |x|)eκ(b)(T−s)}ds
. exp{p(M∗T + |x|)}
∫ T
r
exp{Cp(|Ms|+ |x|)}ds
for some constant C depending on T −r and κ(b). We then apply Cauchy-Schwartz
inequality
EepX
∗
T . Ee2p(M
∗
T+|x|) +
∫ T
r
Ee2Cp(|Ms|+|x|)ds
. Ee2Cp(M
∗
T+|x|) ,
where the constants (including the implied constant) are independent of p. Now
we choose p according to the distribution |N(0, a)| with a sufficient small, where
N(0, a) is a normal distribution independent of B. Using (B.2), the elementary
estimate 12e
a2
2
A2 ≤ ENepA ≤ 2e a22 A2 (with A > 0), and the previous estimate, we
obtain (B.4).
From (4.6), we have
Xt −Xs
(t− s)α =
∫ t
s
b(u,Xu)du
(t− s)α +
Mt −Ms
(t− s)α =: I1 + I2 .
Since b has linear growth, supr≤s<t≤T |I1| ≤ c(κ(b), T, α)(1 + X∗T ). (B.5) follows
from (B.4) and (B.3). 
Appendix C. Schauder estimates
We present the proof of Lemma 4.3. The estimates (4.12)-(4.14) are similar to
Schauder estimates in the classical theory of parabolic equations. Besides the results
obtained in Appendix B, the method adopted here also makes use of Malliavin
calculus. For this purpose, we need some preparations.
It is well-known (see e.g. [43]) that Xr,xt is differentiable (in Malliavin sense)
with respect to the Brownian motion Bt. We denote the Malliavin derivative of
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X with respect to Bj by DjX . It is shown in [43, Theorem 2.2.1] that DX =
(D1X, · · · , DdX)T has finite moments of all orders and satisfies
dDτX
i,r,x
t = σ
ij
k (t)DτX
k,r,x
t δB
j
t + b
i
k(t)DτX
k,r,x
t dt , D
j
τX
r,x
τ = σ
ij(τ,Xr,xτ )
for t ≥ τ ≥ r, DτXr,xt = 0 if t < τ ≤ T . In the above equation, we have used the
notations
σijk (t) = ∂xkσ
ij(t,Xr,xt ) , b
i
k(t) = ∂xkb
i(t,Xr,xt ) .
The matrix DX is understood as [DX ]ij = DjX i. Following the proof of [43,
Theorem 2.2.1], one can show that the map x 7→ Xr,xt is differentiable. We denote
Y (t; r, x) = ∂∂xX
r,x
t , the Jacobian of x 7→ Xr,xt . The matrix Y is understood as
[Y ]ij = Y ij = ∂jX
i. It follows that the d × d-matrix valued process t 7→ Y (t; r, x)
satisfies
dY i• (t; r, x) = σ
ij
k (t)Y
k
• (t; r, x)δB
j
t + b
i
k(t)Y
k
• (t; r, x)dt ,(C.1)
Y (r; r, x) = Id×d .
Let Z(t) be the d× d matrix-valued process defined by
dZ•i (t) = −Z•θ (t)σθli δBlt − Z•θ (t)
[
bθi (t)− σαli (t)σθlα (t)
]
dt , Z(r; r, x) = Id×d .
By means of Itoˆ’s formula, we have
d(Zki Y
i
j ) =− Y ij Zkθ σθli δBlt − Y ij Zkθ bθi dt+ Zkθ Y ij σαli σθlα dt
+ Zki Y
θ
i σ
il
θ δB
l
t + Z
k
i Y
θ
j b
i
θdt− Zkθ Y αj σijα σθli dt = 0
and similarly for YtZt. Thus we obtain YtZt = YtZt = I. As a consequence, for
every t ≥ r, the matrix Y (t; r, x) is invertible and its inverse is Z(t; r, x). It is a
standard fact that Y and Z have finite moments of all orders. More precisely, one
has
(C.2) sup
t∈[r,T ],x∈Rd
E
[|Y (t; r, x)|p + |Y −1(t; r, x)|p] ≤ c(p, T ) .
Since the coefficients of L are twice differentiable with bounded derivatives, DY
exists and has finite moment of all orders and
(C.3) sup
t∈[r,T ],x∈Rd
E sup
τ∈[r,T ]
[|DτY (t; r, x)|p + |DτY −1(t; r, x)|p] ≤ c(p, T ) .
Moreover, it is well-known that the following representation holds (see, for instance
[43, pg. 126])
(C.4) DτX
r,x
t = Y (t; r, x)Z(τ ; r, x)σ(τ,X
r,x
τ ) , ∀τ ∈ [r, t] .
As a consequence, if f is a smooth function, we have
(C.5) Dτf(s,X
r,x
s )
T = ∇f(s,Xr,xs )TY (s; r, x)Y −1(τ ; r, x)σ(τ,Xr,xτ ) .
(where and in what follows we denote ∇f(s,Xr,xs ) = (∇f) (s,Xr,xs )). Later on, we
occasionally make use of its variant
(C.6)
∇f(s,Xr,xs )TY (s; r, x) = Dτf(s,Xr,xs )Tσ−1(τ,Xr,xτ )Y (τ ; r, x) , ∀τ ∈ [r, t] .
NONLINEAR YOUNG INTEGRALS AND DIFFERENTIAL SYSTEMS IN HO¨LDER MEDIA 61
Lemma C.1 (Bismut formula). Suppose f belongs to C2(Rd+1) and suppose f and
its derivatives have polynomial growth. Then
(C.7) E [(∂if) (s,X
r,x
s )]
=
1
s− rE
[
f(s,Xr,xs )
∫ s
r
[σ−1(τ,Xr,xτ )Y (τ ; r, x)Y
−1(s; r, x)]jiδBjτ
]
and
(C.8) ∂iEf(s,X
r,x
s ) =
1
s− rE
[
f(s,Xr,xs )
∫ s
r
[σ−1(τ,Xr,xτ )Y (τ ; r, x)]
jiδBjτ
]
.
Proof. Fix τ ∈ [r, s]. The identity (C.5) yields
∇f(s,Xs)T = [Dτf(s,Xs)]T σ−1(τ)Y (τ)Y −1(s) .
Integrating with respect to τ from r to s and taking the expectation give
E∇f(s,Xs)T = 1
s− rE
[∫ s
r
[Dτf(s,Xs)]
T
σ−1(τ)Y (τ)Y −1(s)dτ
]
.
Formula (C.7) is then followed from the dual relationship (A.6) between the diver-
gence operator δ and the Malliavin derivative D.
To show (C.8), we use (C.6). We integrate with respect to τ from r to s and
then take the expectation to obtain
∇Ef(s,Xs) = 1
s− rE
[∫ s
r
[Dτf(s,Xs)]
T
σ−1(τ)Y (τ)dτ
]
.
Formula (C.8) follows from the dual relationship (A.6) between δ and D. 
Lemma C.2. Suppose that f is differentiable and satisfies
sup
s∈[0,T ],x∈Rd
|f(s, x)|
1 + |x|β ≤ κ
for some nonnegative constants κ and β. Then we have
(C.9) |E (∇f) (s,Xr,xs )| ≤ c(T,Λ, λ)κ(1 + |x|β)[1 + (s− r)−1/2]
and
(C.10) |∇Ef(s,Xr,xs )| ≤ c(T,Λ, λ)κ(1 + |x|β)(s− r)−1/2 .
Proof. We only provide details for the proof of (C.9). The estimate (C.10) is proved
similarly, perhaps in an easier manner. Motivated by the formula (C.7), we first
estimate the moment of
∫ s
r
[σ−1(τ)Y (τ)Y −1(s)]jiδBjτ . From (A.8), we see that∫ s
r
[σ−1(τ)Y (τ)Y −1(s)]jiδBjτ =
∫ s
r
[σ−1(τ)Y (τ)]jkδBjτ [Y
−1(s)]ki
−
∫ s
r
[σ−1(τ)Y (τ)]jkDjτ [Y
−1(s)]kidτ .
From (C.2) and (C.3), it follows that
sup
s∈[r,T ],x∈Rd
E|
∫ s
r
[σ−1(τ)Y (τ)Y −1(s)]jiδBjτ |p ≤ c(p, T )[(s− r)1/2 + (s− r)]p .
Hence, applying Ho¨lder inequality in (C.7),
|E∇f(s,Xr,xs )| . (1 + (s− r)−1/2)[E(1 + |Xr,xs |β)2]1/2 .
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Together with (B.4), this completes the proof of (C.9). 
Proof of Lemma 4.3. Throughout the proof, we denote κ1 = [∇W ]β1,∞, κ2 =
[∇W ]β2,α, Y = ∇ϕ.
Uniqueness: Suppose v is a solution in C1([0, T ];C2(Rd)). We apply Itoˆ for-
mula to the process s 7→ (v +W )(s, ϕr,xs ), taking into account the fact that L0 is
the generator of ϕr,xs .
d(v +W )(s, ϕr,xs ) =(∂t + L0)(v +W )(s, ϕ
r,x
s )ds
+ σij(s, ϕr,xs )∂xi(v +W )(s, ϕ
r,x
s )δB
j
s .
(C.11)
Since v is a strong solution, we see that v +W satisfies
(∂t + L0)(v +W ) = L0W , (v +W )(T, x) = 0 .
Thus, integrating (C.11) from r to T yields
−(v +W )(r, x) =
∫ T
r
L0W (s,X
r,x
s )ds+
∫ T
r
σij(s,Xr,xs )∂xi(v +W )(s,X
r,x
s )δB
j
s .
Taking expectation in the above identity, we obtain (4.11), which also shows the
uniqueness of v.
C0-estimate: To prove the estimate (4.12), we write L0W = ∂i
(
1
2a
ij∂jW
)
+
cj∂jW where c
j = −1/2∂iaij . Then
E
∫ T
r
L0W (s,X
r,x
s )ds = I1 + I2
where
I1 = E
∫ T
r
∂i
(
1
2
aij(s,Xr,xs )∂jW (s,X
r,x
s )
)
ds
and
I2 = E
∫ T
r
cj(s,Xr,xs )∂jW (s,X
r,x
s )ds .
It follows from our conditions on L0 and W that
sup
t∈[0,T ],x∈Rd
|aij(t, x)∂iW (t, x)|
1 + |x|β1 ≤ Λκ1 and supt∈[0,T ],x∈Rd
|cj(t, x)∂jW (t, x)|
1 + |x|β1 ≤ Λκ1 .
Applying Lemma C.2, we obtain
I1 . κ1
∫ T
r
((s− r)−1/2 + 1)ds(1 + |x|β1) . κ1[(T − r)1/2 + (T − r)](1 + |x|β1) .
For the second term, we use (3.7)
I2 . κ1
∫ T
r
E(1 + |ϕr,xs |β1)ds . κ1(T − r)(1 + |x|β1) .
These inequalities altogether imply (4.12).
C1-estimate: To show (4.13), we first apply (C.8)
∇EL0W (s, ϕr,xs ) = (s− r)−1E[L0W (s, ϕr,xs )H(s, x)]
where
H(s, x) =
∫ s
r
[σ−1(τ, ϕr,xτ )Y (τ ; r, x)]
T δBτ .
We denote
A(τ, x) = σ−1(τ,Xr,xτ )Y (τ ; r, x) .
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From (C.5), we see that
∂2ijW (s, ϕ
r,x
s ) = D
k
τ [∂jW (s, ϕ
r,x
s )][A(τ)Y
−1(s)]ki , ∀τ ∈ [r, s] .
Thus
L0W (s, ϕ
r,x
s ) =
1
2
aij(s,Xr,xs )∂
2
ijW (s, ϕ
r,x
s )
=
1
2
Dkτ [∂jW (s, ϕ
r,x
s )][A(τ)Y
−1(s)]kiaij(s,Xr,xs )
=
1
2
(s− r)−1
∫ s
r
Dkτ [∂jW (s, ϕ
r,x
s )][A(τ)Y
−1(s)a(s,Xr,xs )]
kjdτ .
Hence, applying (A.6),
∂lEL0W (s, ϕ
r,x
s )
=
1
2
(s− r)−2E
∫ s
r
Dkτ [∂jW (s, ϕ
r,x
s )][A(τ)Y
−1(s)a(s,Xr,xs )]
kjH l(s, x)dτ
=
1
2
(s− r)−2E∂jW (s, ϕr,xs )
∫ s
r
[A(τ)Y −1(s)a(s,Xr,xs )]
kjH l(s, x)δBkτ .
Furthermore, since the random variable
Gjl(s; r, x) :=
∫ s
r
[A(τ)Y −1(s)a(s,Xr,xs )]
kjH l(s, x)δBkτ
has mean zero, we can write
(C.12) ∂lEL0W (s, ϕ
r,x
s ) =
1
2
(s− r)−2E[∂jW (s, ϕr,xs )− ∂jW (s, x)]Gjl(s; r, x) .
We now estimate the moment G(s; r, x). Applying (A.8), we have
Gjl(s; r, x) =
∫ s
r
[A(τ)]km[Y −1(s)a(s,Xr,xs )]
mjH l(s, x)δBkτ
= [Y −1(s)a(s,Xr,xs )]
mjH l(s, x)
∫ s
r
[A(τ)]kmδBkτ
−
∫ s
r
Dkτ ([Y
−1(s)a(s,Xr,xs )]
mjH l(s, x))[A(τ)]kmdτ .
Using properties of Malliavin derivative, we have
Dkτ ([Y
−1(s)a(s,Xr,xs )]
mjH l(s, x))
= Dkτ [Y
−1(s)a(s,Xr,xs )]
mjH l(s, x) + [Y −1(s)a(s,Xr,xs )]
mjDkτH
l(s, x) .
Hence
Gjl(s; r, x) = [Y −1(s)a(s,Xr,xs )]
mjH l(s, x)
∫ s
r
[A(τ)]kmδBkτ
−
∫ s
r
Dkτ [Y
−1(s)a(s,Xr,xs )]
mjH l(s, x)[A(τ)]kmdτ
−
∫ s
r
[Y −1(s)a(s,Xr,xs )]
mjDkτH
l(s, x)[A(τ)]kmdτ .
(C.13)
Since a belongs to C2b , estimate (C.3) is valid, the moments of A(τ) is also uniformly
bounded (because a is strictly elliptic), and all the terms appear in Gjl has finite
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moments of all orders. In addition, observe that
DiτH
l(s, x) = 1{r≤τ}A(τ)
il +
∫ s
r
DiτA(u)
klδBku .
Thus, the Lp-norm of H(s, x) and DH(s, x) will contribute a factor (r − s)1/2.
Therefore, it follows from Burkholder-Davis-Gundy inequality and Ho¨lder inequality
that
(C.14) sup
x∈Rd
‖Gjl(s; r, x)‖p ≤ c(p, λ,Λ)[(s− r) + (s− r)3/2] , ∀p ≥ 1 .
Using the Ho¨lder continuity of W , for every p ≥ 1, we have
‖∇W (s, ϕr,xs )−∇W (s, x)‖p ≤ κ2‖(1 + |ϕr,xs |β2 + |x|β2)|ϕr,xs − x|α‖p .
Taking into account the moment estimate (B.4) and Ho¨lder inequality, this gives
(C.15) ‖∇W (s, ϕr,xs )−∇W (s, x)‖p ≤ c(α, β2, p,Λ)κ2(1 + |x|β2)(s− r)α/2 .
Thus, applying Cauchy-Schwartz inequality in (C.12) yields
|∂lEL0W (s, ϕr,xs )| ≤ c(λ,Λ)(s− r)−2‖∇W (s, ϕr,xs )−∇W (s, x)‖2‖G(s; r, x)‖2 .
Applying the moment estimate for G and (C.15), we obtain
|∂lEL0W (s, ϕr,xs )| ≤ c(λ,Λ)[(s − r)α/2−1 + (s− r)α/2−1/2]κ2(1 + |x|β2) ,
which together with (4.11) implies (4.13)
C1,α
′
-estimate: This is the only place where we use the fact that the second
derivatives of a are Ho¨lder continuous. Each term appeared on the right hand
side (C.13) is either differentiable or Ho¨lder continuous in the x-variable. Thus, we
obtain easily the estimate
(C.16) ‖G(s; r, x)−G(s; r, y)‖p ≤ c(p, λ,Λ)[(s− r) + (s− r)3/2]|x− y|α .
From (C.15), we see that
‖∇W (s, ϕr,xs )−∇W (s, x)−∇W (s, ϕr,ys ) +∇W (s, y)‖p
≤ ‖∇W (s, ϕr,xs )−∇W (s, x)‖p + ‖∇W (s, ϕr,ys )−∇W (s, y)‖p
≤ c(α, p,Λ)κ2(1 + |x|β2 + |y|β2)(s− r)α/2 .
On the other hand, we also have
‖∇W (s, ϕr,xs )−∇W (s, x)−∇W (s, ϕr,ys ) +∇W (s, y)‖p
≤ ‖∇W (s, ϕr,xs )−∇W (s, ϕr,ys )‖p + ‖∇W (s, x)−∇W (s, y)‖p
≤ κ2(W )‖(1 + |ϕr,xs |β2 + |ϕr,ys |β2)|ϕr,xs − ϕr,ys |α‖p
+ κ2(W )(1 + |x|β2 + |y|β2)|x− y|α
≤ c(α, p,Λ)κ2(1 + |x|β2 + |y|β2)|x− y|α ,
where the last estimate comes from (B.4) and that fact that the derivative of the
map x 7→ ϕr,xs has finite moments uniformly in x. Interpolating these two inequali-
ties we obtain
(C.17) ‖∇W (s, ϕr,xs )−∇W (s, x)−∇W (s, ϕr,ys ) +∇W (s, y)‖p
≤ c(α, p,Λ)κ2(1 + |x|β2 + |y|β2)|x− y|ϑα(s− r)(1−ϑ)α/2
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for any ϑ ∈ [0, 1]. Thus, from (C.12), applying Cauchy-Schwartz inequality we see
that
|∇EL0W (s, ϕr,xs )−∇EL0W (s, ϕr,ys )|
≤ (s− r)−2‖∇W (s, ϕr,xs )−∇W (s, x)−∇W (s, ϕr,ys ) +∇W (s, y)‖2‖G(s; r, x)‖2
+ (s− r)−2‖∇W (s, ϕr,ys )−∇W (s, y)‖2‖G(s; r, x)−G(s; r, y)‖2 .
Using (C.17), (C.15), (C.14) and (C.16), we obtain
|∇EL0W (s, ϕr,xs )−∇EL0W (s, ϕr,ys )|
≤ c(α, λ,Λ)κ2(1 + |x|β2 + |y|β2)|x − y|ϑα[(s− r)(1−ϑ)α/2−1 + (s− r)(1−ϑ)α/2−1/2]
+ c(α, λ,Λ)κ2(1 + |y|β2)|x− y|α[(s− r)α/2−1 + (s− r)α/2−1/2] .
Therefore, choosing ϑ < 1, this estimate together with (4.11) implies (4.14). 
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