In this paper we investigate statistical equilibrium of Ti in the atmospheres of late-type stars. The Ti I/Ti II level populations are computed with available experimental atomic data, except for photoionization and collision induced transition rates, for which we have to rely on theoretical approximations. For the Sun, the NLTE line formation with adjusted H I inelastic collision rates and MAFAGS-OS model atmosphere solve the long-standing discrepancy between Ti I and Ti II lines. The NLTE abundances determined from both ionization stages agree within 0.01 dex with each other and with the Ti abundance in C I meteorites. The Ti NLTE model does not perform similarly well for the metal-poor stars, overestimating NLTE effects in the atmospheres of dwarfs, but underestimating overionization for giants. Investigating different sources of errors, we find that only [Ti/Fe] ratios based on Ti II and Fe II lines can be safely used in studies of Galactic chemical evolution. To avoid spurious abundance trends with metallicity and dwarf/giant discrepancies, it is strongly recommended to disregard Ti I lines in abundance analyses, as well as in determination of surface gravities.
INTRODUCTION
Most of abundance analyses in metal-poor stars focus on few key elements, among others, Ti. This has several reasons. The main nucleosynthesis site of Ti has not yet been unambiguously identified and all models of Galactic chemical evolution completely fail to describe observational trend of [Ti/Fe] with metallicity (McWilliam et al. 1995) , which increases with decreasing [Fe/H] . In spectra of late-type stars, Ti is represented by a large number of spectral lines in both neutral and ionized stages. Therefore, Ti can be used to verify basic stellar parameters (T eff , log g) and microturbulence, which are determined, for example, by means of photometric methods or from the excitation and ionization balance of Fe 1 .
Traditionally, Ti abundances in stellar atmospheres are determined assuming that distributions of atoms among excitation states and ionization stages derive from the formulas of SahaBoltzmann for the local values of electron temperature and density in models of atmospheres, so-called local thermodynamic equilibrium (LTE). Important evidence against this assumption comes, in ⋆ E-mail: mbergema@mpa-garching.mpg.de 1 In this context the notation of excitation and ionization equilibrium refers to the equality of abundances determined from all detected spectral lines of an element, which is represented by several ionization stages in a stellar atmosphere return, from LTE analyses of high-resolution spectra. It is known that low-excitation Ti I lines deliver systematically lower abundances compared to the high-excitation lines and lines of Ti II for different stellar parameters. LTE studies of the Sun with 1D static (Blackwell et al. 1987 ) and 3D hydrodynamical model atmospheres (Asplund et al. 2009 ) demonstrate that these discrepancies are larger than 0.1 dex, which is unacceptable given the precisely known fundamental parameters of the Sun. The same problem was reported for other nearby stars with well-known parameters, such as Pollux (Ruland et al. 1980 ).
Analyses of metal-poor stars also point to pronounced NLTE effects on Ti I in their atmospheres. Systematically higher [Ti/Fe] abundance ratios in metal-poor dwarfs compared to giants with similar metallicites were reported by Bonifacio et al. (2009) . Positive offsets between abundances based on Ti II and Ti I lines were reported for horizontal branch stars (Clementini et al. 1995) and for giants (Brown et al. 1983; Gratton & Sneden 1991; Johnson 2002; Tafelmeyer et al. 2010) . Lai et al. (2008) found a trend of [Ti/Fe] abundances ratios with stellar T eff , which was supported by the data of Preston et al. (2006) , Cayrel et al. (2004) , and Cohen et al. (2004) .
Theoretical studies of NLTE effects in Ti are very sparse. Hauschildt, Allard & Baron (1999) investigated statistical equilibrium of Ti in M-type dwarfs and giants. They found small effect of Ti I overionization on the number density of TiO molecules, the main opacity agent in the atmospheres of M stars. However, they demonstrated that the NLTE effects on the Ti I line formation are important and grow with increasing model T eff for dwarfs and decreasing T eff for giants. Manso Sainz & Landi Degl'Innocenti (2002) and Shchukina & Trujillo Bueno (2009) used NLTE populations of Ti to model polarization in the Ti I lines of multiplet 42. Their goal was to study weak solar magnetic fields. None of the investigations focused on the NLTE effects on Ti abundances in stellar atmospheres.
We present first results of a study aimed at the NLTE modelling of Ti line formation in the atmospheres of late-type stars. In Sect. 2, we give a detailed description of the methods developed for NLTE and spectrum synthesis calculations. Statistical equilibrium of Ti for a restricted range of stellar parameters is discussed in Sect. 3.1. Ti abundances for the Sun and four metal-poor stars are given in Sect. 3. The results are summarized in Sect. 4.
METHODS
In order to carry out the abundance analysis, we use a unique program package developed at the University Observatory Munich (the group of T. Gehren). The package consists of three codes, which have been developed consistently and are adapted for spectroscopic analysis of A-,F-and G-type stars. MAFAGS is a 1D LTE model atmosphere code. Detail is a code for solving multilevel non-LTE radiative transfer problems with a given static 1D model atmosphere. SIU is an interactive non-LTE spectrum synthesis code that makes use of MAFAGS model atmospheres and level populations from DETAIL. Below, we give some details for each of the programs. The general procedure of abundance determination is the same as in our previous work on Mn, Co, and Cr Bergemann, Pickering & Gehren 2010; Bergemann & Cescutti 2010) .
Model atmospheres
The static plane-parallel LTE model atmospheres were kindly generated by F. Grupp with the MAFAGS code. In the most recent version, MAFAGS-OS, line blanketing is treated with an opacity sampling method, with line absorption sampled at ∼ 86 000 wavelength points. All opacity sources relevant to modelling A0-K0 stars including line absorption due to various diatomic molecules are taken into account. Full description of these models, including the reference set of solar element abundances, as well as selection criteria of the wavelength grid and lines, is given in Grupp (2004a) . In particular, log ǫ Fe = 7.50 was adopted, which is consistent with the NLTE solar abundance of Fe determined by . Convection is included in the formulation of Canuto & Mazzitelli (1991) , which differs from the mixing-length theory of Böhm-Vitense (1958) in that it assumes a full spectrum of turbulent eddies. Compressible turbulence is accounted for using the mixing length, Λ = α cm /H p , where H p is the pressure scale height and the free parameter α cm is set to 0.82. The latter value was derived by Bernkopf (1998) from stellar evolution calculations for the Sun and from the requirement that the MAFAGS models fit the observed Balmer line profiles.
We also performed abundance calculations with the model atmospheres computed with older version of the MAFAGS code (Fuhrmann et al. 1997 ); these models were used to determine spectroscopic stellar parameters for the selected stars (Sect. 3.3.2). This version is based on opacity distribution functions (ODF) from Kurucz (1992) . Convection was taken into account with the mixinglength theory (Böhm-Vitense 1958) and the mixing length was set to 0.5 pressure scale heights, the latter value was also calibrated on the solar Balmer lines by Fuhrmann, Axer & Gehren (1993) . A detailed comparison of the solar MAFAGS-ODF and MAFAGS-OS models is given in Grupp (2004b) . MAGAFS models do not include chromospheres that is the case with all other theoretical 1D models so far. Clearly, this is a crude approximation for the Sun. The existence of chromospheres has also been demonstrated for metal-poor dwarfs (Smith & Churchill 1998) and giants (Dupree, Hartmann & Smith 1990) . To discuss this deficiency of the models, we will also present some results for the semi-empirical solar model atmosphere with chromosphere (Maltby et al. 1986 , hereafter MACKKL). The MACCKL model was interpolated to 80 depth points to increase numerical accuracy in line formation calculations (Reetz 1999, PhD thesis) . Differences between temperature and pressure stratifications of the solar MACCKL, MAFAGS-ODF, and MAFAGS-OS models as a function of continuum optical depth at 5000 Å, log τ 5000 , are shown in Fig.1 .
We emphasize that the semi-empirical model atmosphere is used here only to demonstrate the shortcomings of the theoretical atmospheres, which are still the main tool to model any star other than the Sun. Thus, the solar abundance analysis, as well as the differential analysis of the metal-poor stars, are performed only with the MAFAGS models.
Statistical equilibrium and line formation codes
The NLTE level populations for Ti were computed with an updated version of the DETAIL code (Butler & Giddings 1985) . In calcula-tions of statistical equilibrium, each Ti line was treated with a Gaussian profile with 9 frequency points. The code solves a restricted NLTE problem, i.e. coupled statistical equilibrium and radiative transfer equations are solved for a fixed input model atmosphere. This may not be a bad approximation for Ti in the range of stellar parameters we are interested in. Ti I, which is, in fact, affected by NLTE, is not an important opacity source in the atmospheres of FG stars and does not contribute significantly to the free electron pool due to the low element abundance. Ti II is the dominant ionization stage and its number densities are well described in LTE (see Sect. 3.1). Hauschildt et al. (1999) computed full NLTE line-blanketed model atmospheres for M dwarfs and giants with solar metallicity including Ti as one of the NLTE species. They showed that the NLTE effects in Ti influence the atmospheres of cool stars only in the upper layers by changing the concentration of TiO + molecules, and the effect on the number density of TiO molecules is negligible. Also, the effect of Ti on the atmospheric structure, even if present, is much smaller than that of Fe, which is an important source of the bound-free opacity in the UV and has, by far, the largest number of lines all over the spectrum of a typical F-type star (Grupp et al. 2009 , Fig. 1 ).
Still one has to keep in mind that, in general, the assumption of LTE in modelling stellar atmospheres is not realistic. As demonstrated by Short & Hauschildt (2005) , the integral effect of NLTE in Fe-group elements (Ti, Mn, Fe, Co, Ni) on the structure of the solar model atmosphere is significant. The differences in the temperature structure of their NLTE PHOENIX model with respect to LTE models are as large as ±200 K at different depths. These differences are comparable with the temperature fluctuations in the line forming regions in the 3D hydrodynamical solar model (Asplund 2005) . Since NLTE effects in the presence of convective inhomogeneities are amplified (Fe: Shchukina & Trujillo Bueno 2001) , one can expect that self-consistent 3D NLTE hydrodynamical model atmospheres will have radically different structure compared to existing 1D LTE, 1D NLTE, or 3D LTE models. On the other side, such physically realistic models do not exist yet, and there is little chance they will appear in the near future.
Emergent flux spectra were computed with an updated version of the code SIU (Reetz 1999 ), using MAFAGS model atmospheres and departure coefficients of Ti I/Ti II levels from the DETAIL code. Ti lines were computed with full Voigt profiles taking into account various broadening processes (see Sect. 3.2) . Ti abundances were determined by visually fitting the LTE and NLTE synthetic line profiles to the observed flux spectra including LTE modelling of blending features. This method is more reliable than χ-square fitting or equivalent width (EW) measurements for the solar-type stars, because a majority of Ti I and Ti II lines are blended and/or display an asymmetry in the core and red wing, which is a typical signature of atmospheric temperature and velocity inhomogeneities (e.g. Asplund et al. 2000 ) not taken into account by static planeparallel model atmospheres.
Ti model atom
A model of the Ti atom was constructed with energy levels, wavelengths of transitions, and transition probabilities from the Kurucz' database 2 , which includes all laboratory data. The number of energy levels is 216 for Ti I and 77 for Ti II, with uppermost excited 2 http://kurucz.harvard.edu/atoms.html levels located at 0.17 eV and 1.1 eV below the respective ionization limits, 6.82 eV and 13.58 eV. The model is closed by the Ti III ground state. The total number of radiatively-allowed transitions is 4671 (3435 Ti I and 1236 Ti II). Fine structure was neglected in the statistical equilibrium calculations, except for the ground state of Ti I a 3 F (configuration 1s 2 2s 2 2p 6 3s 2 3p 6 3d 2 4s 2 ). Excitation energy of each LS term was computed as a weighted mean of statistical weights and excitation energies of fine structure sub-levels. Also, transitions between fine structure levels were combined, with the total transition probability of each term being the weighted mean of log g f 's of their fine structure components. A Grotrian diagram for Ti I is shown in Fig. 2 .
The electron collision cross-sections from states with allowed bound-bound and bound-free transitions were computed with the formulas of van Regemorter (1962) and Seaton (1962) , respectively. Electron collision cross-sections from states connected only by forbidden transitions were treated with the formula of Allen (1973) . According to Mashonkina (1996) (Saloman 1993) . For the other levels, even quantummechanical calculations are not available, thus the photoionization cross-sections were derived from the hydrogenic approximation (Mihalas 1978) . The experimental threshold cross-sections from Yang et al. (2009) are lower than the hydrogenic cross-sections with effective principal quantum numbers by one order of magnitude. For example, the measured values for the v 3 F
• fine structure levels are 0.6 − 1.2 Mb, whereas the hydrogenic cross-section is roughly 18 Mb.
In many aspects including the atomic structure, our model atom is very similar to that of Hauschildt et al. (1999) with the main difference 3 that inelastic collisions with H i atoms are included in our model. The corresponding bound-bound and bound-free rates were computed from the formulas of Drawin (1969) in the version of Steenbock & Holweger (1984) .
Since the atomic data are of a low accuracy, we perform calculations of ionization equilibria for several Ti NLTE model atoms, which differ in the efficiency of e − and H I collisions (Sect. 3.2.3). Thus, for the total e − collision rates we use the scaling factors S e = 0.01, 1, 10, and for the H I collision rates S H = 0.05, 3. The final adopted values are S H = 3 and S e = 1, which give the smallest abundance scatter in the solar abundance analysis (see Sect. 3.2).
Line parameters
A careful selection of Ti lines is essential, because ionization equilibrium of Ti in the solar photosphere is used to calibrate the efficiency of inelastic collisions with H I.
Ti I and Ti II lines were selected by the critical inspection of the KPNO atlas of solar fluxes (Kurucz et al. 1984) and of the diskcenter intensity spectrum (Brault & Testerman 1972) . For Ti I, we rejected all lines that showed obvious blends in the profile, i.e. the contribution of the theoretically computed blend to the total W λ of a line was more than 5 %. For Ti II, this threshold was somewhat higher, because of a very small number of sufficiently strong Ti II lines with reliable transition probabilities.
Some regions in the observed solar spectrum, such as shown in Fig. 3 , suffer from excessive line blanketing and are not well reproduced by our model atmospheres and line lists. All Ti lines located in such regions were rejected from the solar analysis. For the other regions, continuum is poorly defined. Following , we renormalized the continuum in these regions if the depression extended over few tenths of Å. The re-adjustment of the continuum was never larger than ∼ 0.5%, which is within the continuum placement uncertainty. Tables 1 and 2 contain important information for each line including our evaluation of the line 'quality' in the solar spectrum, i.e. whether the line is blended or has an asymmetric profile. Term designations, wavelengths and excitation potentials of lower levels were taken from the NIST database, whenever available (otherwise from Martin, Fuhr & Wiese 1988) . The equivalent widths given were computed from the best-fitting synthetic profiles, excluding contribution of blends. Equivalent widths are not used in the abundance calculations and serve only as a demonstration of line strength. For example, lines with W λ < 50 mÅ are not detectable in our spectra of metal-poor stars. 4 , respectively. It has been recognized long ago that Ti lines in the solar spectrum are subject to an additional broadening due to the isotopic effect (Abt 1952) . In analogue to hyperfine splitting 5 , isotopic shift of energy levels leads to splitting of spectral lines into several components. For lighter multi-electron atomic systems, such as Ti, the isotopic shift of energy levels is primarily due to the differences in nuclear masses of isotopes giving rise to normal and specific mass shifts. As shown below, non-negligible errors in the solar Ti abundance may arise if isotopic structure is neglected in the line formation calculations. Isotopic shifts in the UV and blue Ti II transitions were recently calculated by Berengut et al. (2008) and measured by Nouri et al. (2010) . For some Ti II transitions, the total separation of components due to the isotopic effect is not larger than δν ∼ 900 MHz or δλ ∼ 6 mÅ (Nouri et al. 2010) . In contrast, very large isotopic shifts have been observed for transitions from the unfilled 3d shell (e.g. 3d 3 4s→ 3d 2 4p, or 3d 4s 2 → 3d 2 4p). For the Ti II line at 4488 Å, which we use in our abundance analysis, Nouri et al. (2010) derive an isotope shift of ∼ 2400 MHz with the total separation of components of ∼ 4500 MHz. This corresponds to a line width of ∼ 30 mÅ that is comparable with thermal line broadening in the solar atmosphere. There are also few measurements of the isotopic shift in Ti I, which include several transitions from our sample.
Isotopic shift
In this study, isotopic structure was taken into account for two Ti I and three Ti II lines, which show large isotopic splittings, i.e. the separation of components is ∼ 15−20 mÅ. For the Ti I lines, we used the data from Gangrsky, Marinova & Zemlyanoi (1995) . The wavelengths and g f -values of individual components are given in Table 3 . The total oscillator strengths for the transitions are given in Tables 1 and 2 .
RESULTS
In the following sections, we present the results of statistical equilibrium calculations for Ti for a restricted range of stellar parameters and discuss whether the LTE approximation can be adopted for different combinations of T eff , log g, and [Fe/H]. We also compute NLTE abundances of Ti for the Sun and four metal-poor stars (Sect. 3.3.2) and attempt to calibrate the poorly-known cross-sections to inelastic H I and electron collisions following the classical Drawin (1968) formalism to satisfy ionization equilibrium of Ti I/Ti II. Deviations from LTE and their effect on the abundances are discussed in terms of NLTE abundance corrections defined as: Table 1 . Parameters of the Ti I lines used for the spectrum synthesis. The abundances in columns 10 − 13 are given for g f -values from Blackwell-Whitehead et al. (2006) , if the latter are specified in column 7 (otherwise for the g f -values measured by the Oxford group, which are given in column 8, and exact references to the latter are given in column 9). Bizzarri et al. (1993) 
NLTE effects on atomic number densities and line formation
The qualitative analysis of level departure coefficients 6 helps to understand NLTE effects in excitation and ionization balance of Ti. Departure coefficients of selected atomic energy levels of Ti I computed for MAFAGS-ODF model atmospheres 7 with different prescriptions for elastic collisional rates are shown in Fig. 5 . Fig. 4 shows relative number densities N(Ti I)/N(Ti II) and N(Ti III)/N(Ti II) for the solar model atmosphere computed under LTE (dashed lines) and NLTE (solid lines).
In general, most of the Ti I levels in the atmospheres of latetype stars are underpopulated relative to their LTE number densities. The driving mechanism is overionization by non-local UV radiation field with mean intensity J ν larger than the local Planck function B ν (T e ). However, due to the complexity of Ti atom, other NLTE mechanisms also play a role and population of each level at each atmospheric depth is determined by its collisional and radiative interaction with hundreds of other atomic states and, indirectly, even with the levels of the next ionization stage, Ti II. Thus, clear isolation of interaction processes leading to NLTE population of each atomic level is not possible and we have chosen only few Ti I and Ti II levels to illustrate the typical NLTE effects. Transitions between these levels are strong and few of them, λ4758 Å and λ4759 Å (a 3 H ↔ x 3 H • ), were selected for the stellar abundance analysis. Fig. 5 shows the Ti I ground state a 3 F, even-parity metastable levels a 3 H (E low = 2.2 eV), odd-parity levels t 3 F • and x 3 H
• (E low = 4.8 eV and 4.85 eV, respectively). Also, few Ti II 6 The departure coefficients are defined as the ratio of NLTE to LTE number densities of atoms in a certain excited level i,
(definition according to Wijbenga & Zwaan 1972) 7 The choice of the ODF or OS model has no impact on the conclusions drawn in this section levels, which give rise to the Ti II transitions visible in our stellar spectra, are shown. Fig. 5a illustrates departure coefficients computed for the solar model atmosphere assuming a scaling factor S H = 0.05 for the Drawin (1968) cross-sections for collisions with H I atoms and non-scaled cross-sections for transitions due to electron collisions, S e = 1 (Sect. 2.3). LTE distribution functions for the Ti I are invalid already at log τ 5000 ∼ +0.3, which is where the atmosphere becomes transparent to UV continuum radiation. The super-thermal radiation field, J ν > B ν (T e ), increases photoionization rates from the Ti I levels with ionization edges at relevant wavelengths, that is, at λ ∼ 300 − 400 nm. Since this process is not compensated by the recombination rates, which are fixed by the local kinetic temperature T e , the disbalance in number densities of well-populated Ti I levels with excitation energy 2 − 3 eV is transferred to the other levels via collisions and strong UV radiative transitions. This is an interesting case, when collisions inhibit deviations from LTE for some levels, but amplify them for the others by thermalizing the relative populations of the levels with different degree of underpopulation.
At −1.5 log τ 5000 0 in the solar case, optical depth in the strong UV transitions of Ti I is still larger than unity and photoionization cross-sections of the levels in the hydrogenic approximation are a monotonic function of frequency, σ ph−ion ∼ 1/ν 3 , thus underpopulation of all levels is very homogeneous. The weak Ti I lines, which are formed at these optical depths, are only affected by the change in opacity, which scales with the departure coefficient of their lower level. Since respective b i -factors are less than unity, NLTE model lines are weaker compared to LTE and require larger Ti abundance to fit the observed spectrum. A few examples of NLTE synthetic lines of Ti I computed with the MAFAGS-ODF solar model are given in Fig. 6(a,b) , where they are compared to the observed profiles. The shapes of line profiles computed with ODF or OS models are very similar, thus profiles computed with the latter are not shown in the Figure. The LTE profiles reproduce the NLTE profiles after adjustment of the Ti abundance and macroturbulence.
Excitation balance in Ti I significantly deviates from thermal at log τ 5000 −1.5 for the MAFAGS solar model, where photon losses in numerous near-UV and blue transitions influence the relative populations of the levels. The majority of such transitions are resonance (multiplet numbers 1 to 37). For example, the Ti I ground state, a 3 F is radiatively connected with the t 3 F
• level with the excitation energy 4.8 eV (Fig. 5 a) . Although there is an ample pumping of the upper level by super-thermal J ν at −1 log τ 5000 0, photon escape in the lines of the multiplet 30 leads to a sudden underpopulation of t 3 F
• at log τ 5000 ∼ −1.3. The latter process, combined with photon losses in other resonance transitions, causes the outward flattening of the departure coefficient for the Ti I ground state a 3 F, up to the depths where its b i -factor drops again due to the dominant overionization. The same mechanism acts between the a 3 H and x 3 H • levels (multiplet 114). The corresponding lines form at log τ 5000 ∼ −1.2 (Fig. 5a ).
In the outermost layers, log τ 5000 −3.5, the theoretical solar model atmosphere is not adequate: it lacks chromospheres. In the MACKKL semi-empirical solar model, the temperature minimum occurs at log τ 5000 ≈ −3.4. Below this optical depth, the behaviour of departure coefficients is identical to the MAFAGS model (Fig. 5e,f) . However, the outward rise of temperature leads to the overpopulation of Ti I levels, contrary to the strong underpopulation predicted by the MAFAGS models. As a result, NLTE abundance corrections change in sign and magnitude, which is particularly important for lines formed above T min , such as the strong resonance Ti I lines at 3998.6 Å and 3989.76 Å. LTE abundances determined with the MACKKL and MAFAGS models also differ because the former is slightly warmer than the latter in the layers below log τ 5000 = −3 (Fig. 1) . The influence of uncertainties in atomic data on the excitation and ionization balance of Ti was tested by changing the crosssections for collision-induced transitions by hydrogen atoms and free electrons. Scaling down the cross-sections of transitions due to e − collisions by two orders of magnitude (Fig. 5c) , S e = 0.01, leads to decoupling of all levels at log τ 5000 −1.5, whereas increasing the cross-sections by a factor of ten (Fig. 5d) produces relative thermalization of the levels with excitation energy below 5 eV in the same range of optical depths log τ 5000 .
Departure coefficients are very sensitive to the variation of the scaling factor to inelastic H I collisions S H . With S H = 3, the Ti I levels nearly thermalize at −2 log τ 5000 0 (Fig. 5b) . It is only in the uppermost layers with low densities, log τ 5000 −3, that the influence of collisions with H I is small. We note that S H = 3 produces the smallest abundance scatter between Ti I lines and simultaneously satisfies ionization balance of Ti in the solar case (Sect. 3.2). Thus, the latter value defines our reference model atom. Yet, it has to be kept in mind that calibration of S H on the observed stellar spectrum may hide or compensate other deficiencies in the modelling, such as those related to the use of the 1D static model atmospheres with a certain prescription for convection, i.e. mixinglength theory in our case, and the fixed microturbulence parameter. We performed test NLTE calculations for several models with the following parameters: (a) T eff = 4800, log g = 2.2, [Fe/H] = +0.6; (b) T eff = 4800, log g = 2.2, [Fe/H] = −2.4; (c) T eff = 6200, log g = 4.6, [Fe/H] = −2.4. These parameters are representative of stars commonly used in Galactic chemical evolution studies, i.e. metal-rich K-type giants in the bulge, metal-poor giants and dwarfs in the halo. Departure coefficients for the three models computed with S H = 3 and S e = 3 are shown in Fig. 5 . A rather counter-intuitive result is that the Ti I and Ti II level populations show departures from LTE even for the cool giant with super-solar metallicity (Fig. 5g) . Even though UV radiation field is weakened due to low photospheric temperatures and excessive line blanketing, collisions at log g ≈ 2 are too weak to ensure LTE conditions. Since the stellar flux maximum is shifted to longer wavelengths, ionization from the Ti I levels with higher excitation potential, e.g. a 3 H, becomes more important compared to the solar case. Qualitatively, our results for cool stars of solar metallicity are very similar to Hauschildt et al. (1999, their Fig. 4) .
NLTE effects are particularly large for the metal-poor models with low gravity (Fig. 5h) . NLTE number densities of the majority of Ti I levels are reduced by a factor of 2 already at log τ 5000 ∼ −0.5. The undulations of the b i -curves with log τ 5000 are due to strong radiative interaction between levels, i.e. non-balanced excitations at the depths where photons escape in the wings of strong Ti I lines and spontaneous de-excitations at the core formation depths. In contrast, very homogeneous distribution of b i -factors with optical depth is characteristic of warm high-gravity models (Fig. 5i) . This is an expected result, because collisions provide close coupling of the levels and even the Ti I ground state with the largest occupation number is subject to overionization caused by strong non-local UV radiation field near its ionization threshold.
Deviations from LTE in Ti II are small for the combinations of stellar parameters investigated in this work. Departure coefficients of low and intermediate-excitation Ti II levels deviate from unity in the upper atmospheric layers, at log τ 5000 −2. Most of the Ti II lines form below this depth, where b i -factors are slightly larger than unity, and the corresponding effect on abundances is never larger than −0.05 dex.
The Sun

Spectrum synthesis
The solar abundance of Ti was determined by visually fitting synthetic spectral lines computed with LTE or NLTE number densities to the Solar Flux Atlas of Kurucz et al. (1984) . We used both MAFAGS-ODF and MAFAGS-OS model atmospheres. The standard line broadening mechanisms were taken into account: solar rotation with V rot,⊙ = 1.8 km s −1 , microturbulence velocity ξ t = 0.9 km s −1 , and a radial-tangential macroturbulence velocity ξ RT = 2.5 . . . 4 km s −1 . Line broadening caused by elastic collisions with H I atoms was computed using the velocity parameters and temperature exponents from Anstee & O'Mara (1995) . In Tables 1  and 2 , this parameter is given in terms of the van der Waals damping constant log C 6 for each transition.
Oscillator strengths
Oscillator strengths for the Ti II transitions were adopted from Pickering, Thorne & Perez (2001) , who combined their branching ratios obtained by the methods of Fourier transform spectrometry with the radiative lifetimes measured by means of time-resolved laser-induced fluorescence by Bizzarri et al. (1993) . The accuracy of the latter is about 5%. We also used the log g f values of Bizzarri et al. (1993) . The oscillator strengths from both sources agree well with each other for log g f > −1.5 (Pickering et al. 2001, their Fig. 3 ), but significant discrepancies, up to 0.3 dex, are present for the weaker transitions. The uncertainties of g f -values from both references are typically less than 0.05 dex, but for some transitions experimental error was as large as 0.2 dex.
For the Ti I transitions, we relied on the oscillator strengths of Blackwell-Whitehead et al. (2006) , who applied the same experimental techniques as Pickering et al. (2001) . As a test case, we also used the g f -values of Blackwell et al. (1982a Blackwell et al. ( , 1982b Blackwell et al. ( , 1983 Blackwell et al. ( , 1986 ), which we corrected by +0.056 as recommended by Grevesse, Blackwell & Petford (1989) , who renormalized the relative oscillator strengths measured with the Oxford furnace to more accurate lifetimes of Rudolph & Helbig (1982) . The estimated errors of the absolute f -values are less than 5%.
All parameters of the selected lines, including different sets of oscillator strengths, are given in Tables 1 and 2 . Given the abovementioned discrepancies between oscillator strengths from different experimental sources, we decided to compute the average Ti abundance for each set of g f -values. (2006); (2) Blackwell et al. (1982a Blackwell et al. ( , 1982b Blackwell et al. ( , 1983 Blackwell et al. ( , 1986 , scaled by +0.056 dex following Grevesse et al. (1989) ; (3) Pickering et al. (2001); (4) Bizzarri et al. (1993) 
Abundance of Ti in the solar photosphere
The mean Ti abundances obtained under LTE and NLTE with different model atmospheres, model atoms, and sets of oscillator strengths are given in Table 4 . The individual abundances for each spectral line are listed in Tables 1 and 2 . NLTE abundances given in these tables were derived assuming efficient inelastic H -Ti collisions in statistical equilibrium calculations, S H = 3. The choice of the scaling factor will be described below.
In Table 4 , it can be seen that the LTE abundances determined from the Ti I lines are systematically lower than the NLTE abundances, with the difference of 0.05 − 0.1 dex, which depends on the treatment of inelastic collisions in statistical equilibrium calculations. Also, the MAFAGS-ODF model atmosphere underestimates the solar Ti abundance by ∼ 0.1 dex compared to the MAFAGS-OS model. This is due to differences in the temperature and pressure structure of the models (Fig. 1) . The NLTE values determined from the Ti I lines using the Blackwell-Whitehead et al. (2006) and Blackwell et al. (1982a Blackwell et al. ( , 1982b Blackwell et al. ( , 1983 Blackwell et al. ( , 1986 g f values agree well with each other. Mean LTE abundances deduced with either of the g f sets are also consistent. Blackwell-Whitehead et al. (2006) noted that the g f -values for several near-IR transitions of Ti I measured by Blackwell et al. (1983) are inaccurate due to nonequilibrium effects in the Oxford furnace, and should be modified by ∼ 50%. Our results do not allow to confirm or refute this statement, since in both cases the individual abundances for the near-IR transition a 3 P 1 -z 3 D
• 2 (8683 Å) differ by more than 1σ from the mean value computed for a corresponding log g f set (Table 1) .
NLTE abundances for each Ti I line derived with the MAFAGS-OS model atmosphere and different atomic models (described in Sect. 2.3) are shown in Fig. 7 as a function of line equivalent width, oscillator strength, and excitation potential of the lower level of the transition. The combination of the scaling factors S H and S e used for each model atom is indicated in the first panel of each row. The case of (0.05, 10) is omitted because the results are almost identical to the case (0.05, 1) (Fig. 7e) . LTE results are also presented. Filled symbols denote the values computed with the log g f set from Blackwell et al. (1982a Blackwell et al. ( , 1982b Blackwell et al. ( , 1983 Blackwell et al. ( , 1986 , and open symbols correspond to the individual abundances derived with the data from Blackwell-Whitehead et al. (2006) . There are 12 lines in common between the two experimental studies. Dashed lines show the average NLTE abundance determined for each atomic model with the g f -values of Blackwell et al., (4) . We do not present analogous plots for the Ti II-based abundances because NLTE effects on Ti II in the solar case are negligibly small, which is evident from Table 4 .
Inspection of NLTE log ǫ Ti values in Fig. 7 shows that NLTE abundances are very sensitive to the atomic data used in statistical equilibrium calculations. For some combinations of S H and S e , e.g. (3, 0.01) (Fig. 7a) and (0.05, 0.01) (Fig. 7d) the scatter between the Ti I lines is very large. The individual abundances differ by a factor of two, although there are no physically significant trends with the equivalent width. In addition, abundance seems to be correlated with the oscillator strength and excitation potential of the lower level, if only the g f -values of Blackwell et al. (1982a Blackwell et al. ( , 1982b Blackwell et al. ( , 1983 Blackwell et al. ( , 1986 ) are considered. The g f -log ǫ and E low -log ǫ slopes are larger for the cases (a) and (d) that clearly gives rise to the large spread of abundance with W λ . On the one side, this is an irrefutable argument against small scaling factors to e − collision rates, e.g. S e = 0.01. One could also argue that small S H values are inappropriate, because they lead to uncomfortably large solar Ti abundances (Table 4), 5.00, which are not consistent with the meteoritic value 8 . However, the latter depends on the solar abundance of the reference element Si, which may be subject to usual problems of spectroscopic methods as well (Asplund 2000; Shi et al. 2008) . A second possibility is that the Ti model atom is incomplete in terms of number of levels and transitions. Mashonkina et al. (2010) have recently demonstrated that it is important to include highly-excited predicted levels and transitions between them in statistical equilibrium calculations for Fe. Although these data also exist for Ti, the number of predicted levels and transitions exceeds 14 000 and few millions, respectively. Even more levels and radiative transitions are predicted for Fe I: ∼ 37 500, respectively, ∼ 6 millions. Such atomic models are not tractable even with 1D NLTE codes and require efficient algorithms to reduce them by combining the levels and lines. We are currently working on this.
It has to be kept in mind that photoionization cross-sections are also not appropriate for Ti. However, in the absence of quantummechanical calculations, it is impossible to predict whether the hydrogenic approximation over-or underestimates the cross-sections. We conclude this in analogy to the similar atom Cr I, for which the calculated photoionization cross-sections of Nahar (2009) differ from the hydrogenic approximation by orders of magnitude, being significantly larger for some levels and smaller for others. In principle, the same is true for the electron and H I collision rates. Comparison of R-matrix calculations for e − collisions for Ca II (Meléndez, Bautista & Badnell 2007) with the formula of van Regemorter (1962) also reveals order of magnitude differences. What concerns inelastic H I collision, compared to the Drawin's formulas, ab initio quantum-mechanical calculations predict significantly lower collision rates for certain transitions of simple alkali atoms ( Blackwell et al. (1982a Blackwell et al. ( , 1982b Blackwell et al. ( , 1983 Blackwell et al. ( , 1986 , and open symbols correspond to the abundances derived with the data from Blackwell-Whitehead et al. (2006) .
show that, in addition to excitation, other effects like ion-pair formation become important.
There are also other explanations for the apparent trends of individual abundances with the parameters of Ti I lines and/or large scatter, which are not related to the deficiencies of NLTE modelling. First, one can question the reliability of statistics based on small number of lines, i.e. there are just few lines in our list with small log g f 's. Also, the range of low-level excitation potentials is limited to 0 − 2.5 eV. Second, the uncertainties of g f -values from Blackwell et al. (1982a Blackwell et al. ( , 1982b Blackwell et al. ( , 1983 Blackwell et al. ( , 1986 ) might be underestimated. It is interesting that the same regularity, i.e. variation of abundance with multiplet, was also found in the LTE analysis of solar Ti I lines by Blackwell et al. (1987, their Fig. 4) , and it is present for the individual Ti abundances based on the LTE assumption (Fig. 7f) and/or the MAFAGS-ODF model atmosphere. In addition to uncertainties in the g f values measured with the Oxford furnace, Blackwell et al. (1987) also suggested that some Ti I lines are affected by photospheric temperature and velocity fluctuations, which are very pronounced in 3D hydrodynamical solar model atmospheres (Asplund 2005) . Although this is most likely the case for low-excitation temperature-sensitive lines, we do not see any trend of abundance with line strength (Fig. 7a) . The latter probably indicates that a single depth-independent microturbulence is not a bad approximation. Otherwise, the medium-strong lines (W λ ≈ 60 . . . 100) being very sensitive to ξ t would show systematically higher (or lower) abundances.
The abundances derived from the NLTE and LTE profile fitting of the Ti II lines are given in Table 4 . Although the standard deviations of the mean abundances, especially for the g f -values of Pickering et al. (2001) , are quite large, there is no trend of individual line abundances with E low , W λ and log g f (not shown). As expected from the results of Sect. 3.1, LTE abundances are slightly larger than that computed under NLTE. The effect of the isotopic shift on the abundance determinations is not negligible. For example, a single component used to fit the observed Ti II line at 4488 Å, overestimates the abundance by 0.06 dex compared to the result obtained with 5 isotopic components (Fig. 6d) . To demonstrate that the profile composed of several components is also slightly asymmetric, the Ti II line was plotted excluding the contribution of blends in the wings.
Some Ti II lines require very large abundances, log ε 5.05 dex, to fit their profiles in the solar flux spectrum. Few of them also demonstrate broad asymmetric cores in the solar disk-center intensity spectrum, which can not be reproduced even taking isotopic structure into account. One of these lines, 4443 Å, with an isotopic shift of ∼ 380 MHz (Nouri et al. 2010 ) is shown in Fig.  6e . Very specific profile shapes are probably not due to convective motions . Thus, we neglect such lines in the solar analysis assuming that they contain unresolved blends in the inner cores 9 . The synthetic profiles of other discrepant lines systematically underestimate depths of both wings, e.g. 4395 Å (Fig. 6f) . Thus, the abundance estimate inferred from such profile fits is rather subjective and depends, among other parameters, on the adopted value for the macroturbulence, which otherwise would not affect determination of the abundance being an external line broadening mechanism. We refrain from using these lines in the solar analysis, also because they are very sensitive to ξ t .
In Table 4 , it can be seen that MAFAGS-OS model and NLTE line formation with S H = 3 achieve good ionization equilibrium of Ti I/Ti II for the Sun. For the given S H , the mean abundances determined with S e = 0.01, 1, 10 are also consistent with the Ti II-based abundances within their respective uncertainties, however S e = 1 provides the smallest abundance spread for the solar case. With respect to the Ti I lines, almost equal mean abundances were obtained for the g f -values from Blackwell-Whitehead et al. (2006) and Blackwell et al. (1982a Blackwell et al. ( , 1982b Blackwell et al. ( , 1983 Blackwell et al. ( , 1986 , the latter data scaled by +0.056 dex. However, our results for the Ti II lines favour the g f -values of Pickering et al. (2001) , which lead to a better agreement between the two ionization states. The MAFAGS-OS NLTE abundances, whether based on Ti I or Ti II lines, also agree well with the Ti abundance in C I meteorites, log ε = 4.91 ± 0.03 dex (Asplund et al. 2009 ).
Ti ionization equilibrium for the metal-poor stars
Observations and stellar parameters
To test ionization equilibrium of Ti in the atmospheres with reduced metal content, we have chosen four stars from the sample of . The reader is referred to this paper for a detailed description of observations. The spectra of HD 84937, HD 140283, and HD 122563 were taken from the UVESPOP survey (Bagnulo et al. 2003) . The spectra of HD 102200 were taken by T. Gehren and colleagues on the ESO UVES echelle spectrograph at the VLT UT2 in Paranal, Chile. The UVES spectra have a slit-determined resolution of λ/∆λ ∼ 50 000 and a signal-to-noise ratio better than S /N ∼ 300 near 5000 Å. Stellar parameters were adopted from Gehren et al. (2004 Gehren et al. ( , 2006 for HD 84937, HD 140283, and HD 102200, and from Mashonkina et al. (2008) for HD 122563. These studies used the same observed spectra, model atmospheres (MAFAGS-ODF), and the codes as adopted in this work that secures consistency of our abundance analysis. The effective temperatures T eff were determined from Balmer line profile fits, and gravities log g were based on Hipparcos parallaxes from the ESA (1997) catalogue. The spectroscopic temperatures are consistent with T eff 's determined by Casagrande et al. (2010) using the Infrared Flux method. Casagrande et al. (2010) derived T eff = 6155 K for HD 102200, T eff = 5777 K for HD 140283, and T eff = 6408 K for HD 84937. The iron abundance and microturbulence velocities were derived from LTE fitting of Fe II lines, which do not suffer from NLTE effects for the range of stellar parameters investigated here (Mashonkina et al. 2010) . MAFAGS-OS model atmospheres are available only for HD 84937 and HD 122563 (L. Mashonkina, private communication) . The gravities adopted for the MAFAGS-OS models are on average ∼ 0.1 dex larger than that used to compute the MAFAGS-ODF model atmospheres. The reason is that new reduction of Hipparcos data (van Leeuwen 2007) revealed some errors in the earlier version of the catalogue (ESA 1997). However, for our stars the parallax differences between both catalogue versions are within the parallax error itself, which propagates into 0.1 dex error in log g.
Stellar parameters are given in Table 5 . The estimated errors Figure 8 . NLTE (red symbols) and LTE (blue symbols) abundances of Ti in the metal-poor stars. For comparison, the LTE abundance ratios of Gratton & Sneden (1991) are shown with open and filled black symbols, respectively.
are 100 K for T eff , 0.1 dex for log g, 0.1 dex for [Fe/H], and 0.2 km/s for ξ t .
Ti abundances in the metal-poor stars
The analysis of the metal-poor stars is differential with respect to the Sun. An individual abundance derived for each line in a stellar spectrum is related to the solar abundance from that line computed with the same parameters and assumptions in the spectrum synthesis, including model atmosphere type (OS or ODF). The Ti abundance in a star relative to the Sun is given by:
We also used several Ti II lines (4394.05, 4395.85, 4443.8 Å) , which have been excluded from the solar abundance analysis because of profile distortions, which are likely caused by blends (Fig. 6e) and sensitivity of profile wings to microturbulence (Fig.  6f) . However, in spectra of very metal-poor stars the lines are much weaker and appear to be symmetric showing no evidence for blends. Here, we discuss the stellar Ti abundances normalized to the Fe abundance of a star, [Ti/Fe] ; this parameter is relevant to Galactic chemical evolution studies.
The Ti abundances determined for four metal-poor stars are given in Table 6 . Fig. 8 , as a function of stellar metallicity. NLTE and LTE ratios for the metal-poor stars are shown with red and blue symbols, respectively. The figure also includes LTE Ti abundances in metal-poor giants and dwarfs from the study of Gratton & Sneden (1991) . They define stars with log g < 3 giants.
Our LTE abundances based on Ti I and Ti II lines agree within their respective uncertainties for three stars, except for the very metal-poor giant HD 122563. In contrast, ionization equilibrium is not satisfied under NLTE with S H = 3 and S e = 1. Except for the metal-poor giant, the Ti I lines give systematically higher abundances than Ti II lines. Assuming any other combination of collision scaling factors makes the discrepancy for the three stars worse because NLTE effects on Ti I increase more for the metal-poor stars than for the Sun. Variation of S e has almost no effect on the Ti abundances, whereas decreasing the efficiency of hydrogen collisions by few orders of magnitude, S H = 0.05, leads to extreme overionization from the lowest Ti I states. This is expected because concentration of free electrons in metal-poor atmospheres is very low and thermalization of levels can only occur due to H I -atom collisions. As a result, the NLTE abundances determined with S H = 0.05 are on average 0.2 dex larger than those computed with S H = 3, and the difference between the latter and the LTE-based abundances is of the same order.
For HD 84937, our Ti II-based LTE abundance is 0.15 dex lower than the LTE abundance determined from the Ti I lines. This discrepancy has no relation to NLTE effects, because there is no physical mechanism to produce overpopulation of low-lying Ti I levels at expense of Ti II in the atmospheres, where Ti I is the minor ionization stage. For HD 122563, we encounter a different problem: the NLTE abundance determined from the Ti I lines is 0.2 dex lower than that from the Ti II, although the discrepancy is twice as small compared to LTE.
Thus, it appears that our reference NLTE model overestimates NLTE effects on Ti in high-gravity atmospheres, corresponding to dwarfs, however it underestimates overionization in the atmospheres of giants. For metal-poor dwarfs and subgiants, nearly thermalized occupation numbers for Ti I levels are necessary to satisfy ionization balance. As seen in Fig. 8 , the results of Gratton & Sneden (1991) support this conclusion. In their LTE analysis of metal-poor stars, the mean difference between ionized and neutral species is +0.07 ± 0.03 dex for dwarfs and +0.2 ± 0.03 dex for giants. As noted above (Sect. 1), similar offsets for metalpoor giants were also reported in the LTE studies by Brown et al. (1983) , Johnson (2002) , and Tafelmeyer et al. (2010) .
Discussion
The analysis of four metal-poor stars showed that the LTE approximation in Ti line formation calculations is not adequate for evolved stars. However our NLTE models with available atomic data for Ti do not perform better if both evolved and unevolved stars are considered. In fact, there are few reasons why the problem can still be attributed to deficiencies of the NLTE model.
All lines detected in the stellar spectra originate from the metastable levels a 5 F 3,4,5 with the excitation energy ∼ 0.8 eV. These levels, among many other low-lying states, dominate ionization balance in Ti I. Thus, inadequate results may reflect erroneous photoionization cross-sections, which are computed in the hydrogenic approximation. We have performed a test decreasing the cross-sections for several low-excitation Ti I states, including a 5 F, by three orders of magnitude. Although the individual line abundances decrease by ∼ 0.03 dex, this is by far insufficient to bring two ionization stages in agreement. We conclude that it is a cumulative effect of non-hydrogenic photoionization in Ti I, rather than cross-sections for individual atomic levels, that may lead to a quantitatively different distribution of atomic level populations. In the absence of quantum-mechanical calculations, it is impossible to predict whether the hydrogenic approximation over-or underestimates the cross-sections for each Ti I level. Therefore, we can not explore this possibility further.
If the problem is in NLTE, then it is likely that NLTE modelling of a similar atom, Fe, suffers from similar deficiencies as Ti. For example, accurate cross-sections for transitions caused by inelastic H I and e − collisions are missing for both atoms, and calibration of collision efficiency on observed spectra is necessary. In this case, one would expect the problem to be reduced or even eliminated if one compares the abundances determined from lines of equal ionization stages, i.e. ]= +0.22 ± 0.02. Although the standard deviations of abundances are still large, the NLTE approach in this case has the advantage that it minimizes offsets between two ionization stages of Ti for both evolved and main sequence stars.
There is also some similarity between our results, i.e. an apparent need for the high degree of thermalization of Ti I levels in the atmospheres of dwarfs, and that of Korn, Shi & Gehren (2003) , who investigated kinetic equilibrium of Fe in metal-poor stars with the same methods, model atmospheres, and codes, as we do. They find that a very large scaling factor to Drawin's H I collision rates, S H = 3, in addition to the enforced thermalization of the upper Fe I levels , is necessary to fullfill ionization equilibrium of Fe in their sample of dwarfs and subgiants with [Fe/H] < −1. Their results also indicate that NLTE effects on Fe II are negligible, which is supported by the results of Mashonkina et al. (2010) for Fe and is also true for Ti II (Table 6) .
We conclude that the ratios [Ti/Fe] in a stellar atmosphere computed exclusively using Ti II and Fe II lines should be robust, at least in the framework of 1D modelling, and should be used for Galactic chemical evolution studies, whenever possible. It is strongly recommended to avoid Ti I lines, as well as to take average of two ionization stages, in abundance analyses and in determination of surface gravity for evolved stars. Otherwise, systematic offsets between giants and dwarfs are unavoidable and will produce spurious abundance trends with metallicity.
SUMMARY
Statistical equilibrium of Ti was computed for a restricted range of stellar parameters, focussing on late-type stars. The Ti model atom was constructed with available experimental atomic data for levels and radiative transitions. Photoionization was assumed hydrogenic, except for the few Ti I levels, for which we adopted experimental cross-sections from Yang et al. (2009) . Inelastic H I collision rates were computed following the classical Drawin (1968) formalism in the version of Steenbock & Holweger (1984) . The Drawin's crosssections were increased by a factor of three, S H = 3, because this value produced the smallest abundance scatter and satisfied ionization equilibrium of Ti I/Ti II for the Sun. NLTE effects on Ti I level populations and lines are significant for any combination of T eff , log g, and [Fe/H]. The dominant effect is overionization that makes NLTE particularly important at low metallicity. In the solar case, LTE approach underestimates the abundances by 0.05 − 0.1 dex. The solar Ti abundances derived from NLTE profile fitting of Ti I and Ti II lines with MAFAGS-OS theoretical model atmosphere are log ǫ = 4.94 ± 0.05 dex (log g f 's from Blackwell-Whitehead et al. 2006 ) and log ǫ = 4.95 ± 0.06 dex (log g f 's from Pickering et al. 2001) . Both values agree well with the Ti abundance in C I meteorites, log ε = 4.91 ± 0.03 dex (Asplund et al. 2009 ). The results obtained with g f -values for Ti I transitions measured with Oxford furnace (Blackwell et al. 1986 , and earlier references) are identical, log ǫ = 4.93 ± 0.04 dex. The g f -values for Ti II transitions from Bizzarri et al. (1993) lead to ∼ 0.04 dex larger solar Ti abundances. MAFAGS-ODF models and/or LTE approach do not perform as good as MAFAGS-OS and NLTE with calibrated collision efficiency.
Ti abundances were computed for four metal-poor stars: HD 102200, HD 84937, HD 140283, HD 122563. LTE approach leads to an agreement between Ti I and Ti II-based abundances for unevolved stars, however it produces large discrepancy for giants. The same problem was also reported in other LTE studies of Ti abundances in metal-poor stars. Under NLTE, the discrepancy between the two ionization stages is significantly reduced for giants. However, now the Ti I lines give higher abundances than the Ti II lines for dwarfs and subgiants. This failure should by no means be seen as invalidity of the NLTE approach, but rather as a manifestation of inaccurate or missing atomic data. It is probably important to include highly-excited predicted levels and transitions between them in the model atom. In addition, accurate photoionization crosssections and cross-sections for inelastic collisions with H I atoms are urgently needed.
One of 'temporary' solutions might be to relate NLTE abundances determined from lines of equal ionization stages, i.e. Ti I and Fe I. In our preliminary tests, the [Ti/Fe] ratios for the metalpoor dwarf HD 84937 and giant HD 122563 determined from the NLTE analysis of Ti I and Fe I lines agree with those obtained from Ti II and Fe II lines. However, the standard deviations of abundances are not small. Also, one has to keep in mind the remaining discrepancy between Fe I and Fe II lines.
At present, we strongly recommend to disregard Ti I lines in abundance analyses of giants, as well as in calibration of their surface gravities. Since the NLTE effects on Ti II and Fe II are small for the range of stellar parameters investigated in this work, the ratios [Ti/Fe] computed exclusively using Ti II and Fe II lines should be robust and should be used for Galactic chemical evolution studies. 
