The problem of deciding the contribution of each generator in a power system is complex. Where some generators are more cost effective, others have cleaner operation. Right choice of generators could save thousands of dollars in operating cost or prevent release of several tons of noxious fumes like NO 2 and SO 2 annually. Rising complexity of modern power systems and special efficiency improvement methods like valve point loading, demand newer means to find this vital balance between cost and emission. This paper aims to find a solution to this problem by the use of an algorithm inspired by the flight pattern of moths. Like a moth drawn to a flame, this algorithm seeks to minimise both cost as well as emission. The standard IEEE 30 bus test system is considered as the control case and the results obtained are compared with other such algorithms to demonstrate the effectiveness of MFO.
Introduction
The main objective of any power plant is to generate as much electrical energy as possible while minimising the resources used. In case of thermal power plants, the amount of power generated can be greatly increased by burning more fossil fuel like coal. However, considering the modern world, with air pollution being at an all-time high, maximising power production and minimising fuel costs are not the only objectives. The issue of emission dispatch is vital in today's world as it can help in severely reducing the amount of pollutants released into the atmosphere every year. But minimising emission comes at a literal cost of several thousands of dollars a year. Thus, a balance has to be struck between the fuel expenses and the total emission caused by a power plant. Therefore, the problem of combined dispatch deals with the individual problems of both economic dispatch as well as emission dispatch. This causes the objective of this problem to be multi-directional. To add to this, the way in which the components of power producing system are operated can affect the fuel cost and emission. One such phenomenon is valve point loading. In valve point loading, the sequential opening of steam valves leads to more efficient operation of turbines and hence can benefit the cause of combined dispatch. The effect of valve point loading has to be considered to obtain a more accurate power production model.
Optimal load dispatch problem has been extensively studied and has been attempted to be solved by several algorithms. Some of these approaches include bat algorithm (Nguyen and Ho, 2016) , cuckoo search algorithm (Thao and Thang, 2014) , strength Pareto evolutionary algorithm (SPEA) (Abido, 2003) , particle swarm optimisation (PSO) (Hemamalini and Simon, 2008; Gupta et al., 2012) , bacterial foraging algorithm (BFA) (Pandit et al., 2012), etc. In this work, a relatively new, meta-heuristic, nature inspired algorithm called moth flame optimisation (MFO) algorithm is used to discover the optimal solution to the problem of combined dispatch. MFO is a simple yet robust algorithm which draws upon the intriguing technique used by moths during their nocturnal navigation. By this method, the optimal solution is the flame and the search agents are moths. The moths track down the flame in the search space which gives us our desired result. The procedure is also semi-random in nature which ensures that the search agents do not get stuck in local optima. The results obtained are paralleled with similar findings obtained in other papers to demonstrate the robustness and accuracy of MFO. The standard IEEE 30 bus test system is used as the test problem.
Problem formulation
Combined economic and emission dispatch deals with economic dispatch to minimise fuel cost in addition to emission or environmental dispatch to minimise emission. Valve point loading is also used to further improve the accuracy of the mathematical model considered.
Economic dispatch
The fuel cost characteristics of each generator unit i, may be approximated by a quadratic function. The addition of the sine term signifies the effort to model the effects of valve point loading. The mathematical formulation is as follows:
where
• FC T is the total fuel cost, $/hr
i and e i are the fuel cost coefficients of unit i
• P i is the power generated by unit i, MW
• N is the number of generating units
• P imin is the minimum generation limit of unit i, MW
• FC i is the fuel cost function of unit i.
This cost function is bound by the following constraints:
1 Equality constraint:
The constraint for real power balance,
where P D is the total demand P L is the total loss.
The losses can be calculated by considering the B-loss coefficients. In this paper, the losses are considered to be 0. Thus, total power generated is considered to be equal to the total demand.
2 Inequality constraint:
Real power generation limit
where P imin is the minimum generation limit of unit i P imax is the maximum generation limit of unit i.
Emission dispatch
The emission of harmful gases like NO 2 and NO 3 are monitored to reduce the harmful effects of thermal power plants. The effects of these can be mathematically modelled by the use of the following quadratic expression. The exponential term is added to compensate for valve point loading effect.
• E T is the total emission, ton/hr • , , , and
α β ζ are the emission coefficients of unit i
This gives the total emission in ton/hour. To convert this into a cost, a cost factor or penalty factor g is used. The total emission cost is
where EC T is the total emission cost, $/hr g is the emission control cost factor, $/ton E T is the total emission, ton/hr.
The emission control penalty factor can be calculated using the following algorithm (Pandit et al., 2012 ):
• Evaluate the cost of fuel of each generator when its output is at its maximum.
• Evaluate the emission of each generator when its output is at its maximum. 
• Divide the maximum fuel cost of each generator by its maximum emission.
• Arrange g i (i = 1, 2, ……, N) in ascending order.
• Add the maximum capacity (P imax ) of each unit one by one, starting from the minimum g i unit, until total demand is served, i.e., until
• Now, g i associated with the last unit in the procedure is the pollution control cost or price penalty factor for the given system for the given demand.
Total objective function
The objective function of an economic dispatch problem also considering emission is given by the total cost,
where TC is the total cost, $/hr Thus, the multi-goal problem is converted to a single fitness function. This fitness function is fed into the MFO algorithm in order to find its minimum possible value.
MFO algorithm
MFO algorithm is a new, meta-heuristic, nature enthused algorithm, first presented by Mirjalili in 2015, which tries to mimic the peculiar navigational habits of a moth. Moths have developed an effective means of linear navigation called transverse orientation. In transverse orientation, navigation in a straight line is accomplished by using a faraway light source, such as the moon in the night sky, as a reference. The moth corrects its angle of approach so that it remains constant to fly in a straight line. However, when the faraway light source is replaced with a nearby light source, such as an open fire or a light bulb, the constant approach angle change leads to a spiral path.
MFO is a population-based algorithm; the group of moths may be represented in matrix form as (Bentouati et al., 2016; Trivedi et al., 2016) :
( 1 3 ) where n is the number of moths d is the number of variables or dimensions comprising each moth.
The fitness values of each moth are stored in a column matrix as:
( 1 4 ) where FM i is the fitness of moth M i . Similarly, the flames can be represented by the flame matrix:
The fitness values of flames are stored in the flame fitness matrix:
( 1 6 ) where FF j is the fitness of flame Fl j . Here, both flames and moths are solutions of the given problem, but the manner in which they are updated each iterations is different. Flames are basically the optimum positions of moths found so far. As soon as a moth position better than a current flame is discovered, the moth is moved from the moth matrix to the flame matrix as a new flame. To better facilitate the discovery of global optima, the number of flames is linearly decreased so that the overall best flame is the final result.
The general algorithm of MFO can be summarised as (Emary and Zawbaa, 2016 ):
• Enter the system factors and specify the lower and upper limits of each variable.
• Initialise a populace of n moths arbitrarily in the search area.
• Calculate the number of flames N as
where l is the current iteration count N is the maximum no. of flames T is the maximum no. of iterations considered.
• Calculate the fitness of each moth.
• Arrange the moths from fittest to least fit as per their fitness and deposit the result in the flame list.
• Calculate the convergence constant r, a number linearly decreased from −1 to −2 as
• Compute t as a random number between r and 1.
• Update moth i position as directed by flame j as
where b is a constant which determines the convergence rate and shape of the spiral followed by the moth.
• Compute fitness of each moth.
• If any moth is fitter than any flame, the fitter moth is considered as a new flame.
• If stopping criterion is met or T iterations are complete, the first moth is the required optimum solution.
Applications and results
MFO algorithm is applied to find the optimal power generation schemes for standard IEEE 30 bus test system and for a number of cases with disparate objective functions. The program is implemented using C++ and applied on a 2.50 GHz i5 PC having 4 GB RAM. In the current work, the MFO population size is selected to be 10. The maximum number of iterations is set to be 200. The convergence rate factor is chosen as 1. These values are chosen by trial and error for minimum computation time, maximum search capability and to provide a smooth yet quick approach to the optimal solution. For this particular configuration, the computational time is within acceptable limits and the diversity of search space is also satisfactory. The increase in the number of moths also prevents the problem of the algorithm getting stuck at local optima and ensures that the global optimum is achieved.
The various generator specifications of IEEE 30 bus test system are tabulated in Table 1 and Table 2 . Results are attained for three cases and put side by side with other methods obtainable in literature. Results obtained prove the efficacy of MFO in locating optimal or proximate optimal solution sets for a greatly nonlinear function including the sinusoidal term for fuel cost and the exponential term for NO x emission caused by valve point effect. In case 1, the fuel cost function is considered as the objective function. In case 2, the emission function is modelled as the fitness function. In case 3, the combined dispatch function is considered as the objective function. Here, case 1 and case 2 are single objective problems whereas case 3 is a multi-objective scenario. In all three cases, the losses have been neglected and influence of valve point loading is considered.
Table 3
Results for best fuel cost SPEA (Abido, 2003) PSO (Hemamalini and Simon, 2008 For best fuel cost, the fitness of each moth is determined based on the fuel cost equation. Table 3 shows the results gotten by MFO for obtaining least fuel cost. Figure 1 displays the variation of the optimal discovered fuel cost over the course of execution of the algorithm. For the best emission, the emission function is considered as the fitness function. This is a single objective function as the fuel cost is not taken into consideration. This demonstrates the flexibility of the algorithm. The results achieved are tabulated in Table 4 . Figure 2 shows the values of emission obtained over the course of the algorithm's execution. Table 4 Results for best emission SPEA (Abido, 2003) PSO (Hemamalini and Simon, 2008 For the best total cost, both the fuel cost function as well as the emission function are considered as the fitness function. A compromise is obtained between fuel cost and emission cost which leads to lowered total cost. The results obtained are tabulated in Table 5 . Figure 3 shows the algorithm's approach to the optimal value.
Table 5
Results for best total cost SPEA (Abido, 2003) PSO (Hemamalini and Simon, 2008 
Conclusions
It is seen that MFO while being a thorough, robust and reliable technique to solve multi-objective, nonlinear, limit constrained problems like combined load dispatch, is also relatively simple and quick to execute. Thus, the results are self-evident in proving MFO to be a viable and effective means of tackling such complex optimisation problems.
