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a b s t r a c t
This paper is devoted to investigating the nonlinear stability properties of linear multistep
methods for the solution to neutral delay differential equations in Banach space. Two
approaches to numerically treating the ‘‘neutral term’’ are considered, which allow us
to prove several results on numerical stability of linear multistep methods. These results
provide some criteria for choosing the step size such that the numerical method is stable.
Some examples of application and a numerical experiment, which further confirms the
main results, are given.
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1. Introduction
Neutral delay differential equations (NDDEs) have found applications in many areas of science (see, e.g., [1–3]). A
multitude of papers have been devoted to the linear stability of numerical methods in the last few decades (see, e.g., [4–10]).
Recently, the nonlinear stability of theoretical solutions and numerical solutions to nonlinear NDDEs with different forms in
Hilbert space has been studied by several authors. In 2000, using a one-sided Lipschitz condition and some classical Lipschitz
conditions, Bellen, Guglielmi and Zennaro [11] discussed the contractivity and asymptotic stability of Runge–Kuttamethods
for nonlinear NDDEs:{
y′(t) = f (t, y(t),G(t, y(t − τ(t)), y′(t − τ(t)))), t ≥ t0,
y(t) = φ(t), t ≤ t0. (1.1)
Following this paper, the nonlinear stability of numerical methods for NDDEs of the ‘‘Hale’ form’’ [12,13] and for general
NDDEs [14–19] has been examined.
On the other hand, in order to surmount the restriction of the inner product norm, Nevanlinna and Liniger [20] first, in
1979, considered an ODE test problem and studied the nonlinear stability of one-leg methods applied to ODEs in Banach
space. In 1983, Vanselow [21] researched the stability of linear multistep methods for classes K1, K2λ∗ and K3µ in Banach
space. In 1987, Shoufu Li [22,23] introduced the test problem class K(α, λ∗) of stiff ODEs in Banach space and obtained
a series of stability results for numerical methods, including linear multistep methods and explicit and diagonal implicit
Runge–Kutta methods, for the test problem class K(α, λ∗) (α ≤ 0). Recently, Wen et al. [24,25] have extended these results
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to the test problem class D(α, β, λ∗) of stiff delay differential equations (DDEs) and obtained some stability results for
numerical methods (α ≤ 0). It is natural to study the stability of the theoretical and numerical solutions to nonlinear NDDEs
in Banach space. The nonlinear stability properties of θ-methods for NDDEs with constant delays and explicit and diagonal
implicit Runge–Kutta methods for NDDEs with general variable delay in Banach space are studied in the papers [26,27],
respectively. In this paper, we consider the stability properties of a class of linear multistep methods for nonlinear NDDEs
with general variable delay.
We follow the approach designed by Shoufu Li for ODEs. In particular, Lemma 4.1 has its analogue in [28], with major
changes in the proof. The main obstacle to our development is the numerical treatment of the ‘‘neutral term’’, resulting in
direct evaluation and interpolation approximation for the ‘‘neutral term’’. This makes many of the arguments essentially
different compared with the case of ODEs and DDEs. As a reward, we obtain some novel numerical results on stiff ODEs with
α > 0 and stiff DDEs with α > 0.
The main results are proved in Section 4. These results provide some criteria for choosing the step size. The preceding
sections give some basic concepts, including the problem classesD(α, β, γ , L, λ∗),D(α, β, γ , σ , λ∗) introduced in Section 2
and the variable coefficient linear multistep methods considered in Section 3. In Section 5, we give some examples, which
describe how the main results are applied to practical problems, and numerical experiments, which further verify the main
results.
2. Test problems
Let X be a real Banach space with the norm ‖ · ‖, D be a infinite subset of X , T > 0 be a constant.
2.1. ODE and DDE test problems
Definition 2.1 ([28]). Let α, λ∗ be real constants, and λ∗ ≤ 0, 1+ αλ∗ > 0. The class of all problems{
y′(t) = f (t, y(t)), t ∈ [0, T ],
y(0) = y0, (2.1)
with continuous mapping f : [0, T ] × D→ X satisfying the following condition:
[1− α(λ− λ∗)]G(λ∗) ≤ G(λ), ∀λ ≥ 0, y1, y2 ∈ D, t ∈ [0, T ], (2.2)
is denoted by D(α, λ∗), where
G(λ) := Gy1,y2,t,f (λ) = ‖y1 − y2 − λ[f (t, y1)− f (t, y2)]‖, λ ∈ R.
The function G(λ) appears in the investigation into the logarithmic norm of ∂ f /∂y and plays an important role in the
stability analysis of solutions to ODEs in Banach space. The numerical counterpart also plays a key role in numerical stability
analysis for ODEs in Banach space (cf. [29]).
We note that the constants α and λ∗ depend on the norm of the Banach space and our sufficient conditions for stability
depend on these constants. Consequently, our sufficient conditions for stability depend on the norm of the Banach space.
However, we know that the stability of a system does not depend on the norm of the Banach space. Therefore, for a stable
system, with our sufficient conditions we do not confirm the stability of the system under a norm but can do under another
norm. Alternatively, one can choose an appropriate norm for analyzing the stability of a system. This is an important reason
for studying the stability of the system in Banach space.We also observe that the stability result obtainedwith our sufficient
conditions based on the constants α and λ∗ may be different under two equivalent norms in a finite dimensional space.
Definition 2.2 ([24]). Let α, β, λ∗ be real constants, and λ∗ ≤ 0, 1+ αλ∗ > 0. The class of all problems{
y′(t) = f (t, y(t), y(t − τ(t))), t ∈ [0, T ],
y(t) = φ(t), t ∈ [t−1, 0], (2.3)
where t−1 = inft∈[0,T ]{t − τ(t)}, with continuous mapping f : [0, T ] × D× D→ X satisfying the following conditions:
[1− α(λ− λ∗)]G(λ∗) ≤ G(λ), ∀λ ≥ 0, y1, y2, u ∈ D, t ∈ [0, T ], (2.4)
‖f (t, y, u1)− f (t, y, u2)‖ ≤ β‖u1 − u2‖, ∀y, u1, u2 ∈ D, t ∈ [0, T ], (2.5)
is denoted by D(α, β, λ∗), where
G(λ) := Gy1,y2,u,t,f (λ) = ‖y1 − y2 − λ[f (t, y1, u)− f (t, y2, u)]‖, λ ∈ R.
As stated in the Introduction, the stability properties of numerical methods applied to the problem classes D(α, λ∗) and
D(α, β, λ∗)with α ≤ 0 have been investigated by several authors (see, e.g., [22,23,28,24,25]). However, for many practical
problems, we have α > 0.
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2.2. Examples of stiff ODEs and stiff DDEs (α > 0)
Example 2.1. Consider the classical stiff ODEs [30]y
′
1 = −0.04y1 + 104y2y3, y1(0) = 1,
y′2 = 0.04y1 − 104y2y3 − 3 · 107y22, y2(0) = 0,
y′3 = 3 · 107y22, y3(0) = 0.
(2.6)
For the problem, when we consider the 1-norm, we have α = 2 · 104|y2|. ‘‘We observe that the solution y2 rapidly reaches
a quasi-stationary position in the vicinity of y′2 = 0, which in the beginning (y1 = 1, y3 = 0) is at 0.04 ≈ 3 · 107y22, hence
y2 ≈ 3.65 · 10−5, and then very slowly goes back to zero again’’ (from [30], pp. 3–4). Therefore, we have α > 0.
From this example, we know that there exist some practical problems with α > 0. The fact that the constants α and λ∗
depend on the norm of the Banach space is further verified.
Example 2.2. As an example of stiff DDEs with α > 0, consider{
y′1(t) = −2y1(t)+ (m+ 3e−t)y2(t)+ y22(t)− 0.125y1(t − 1),
y′2(t) = −(2+m)y2(t)− y22(t)− 0.125y2(t − 1), (2.7)
where t ≥ 0, and m  0. From the second equation of (2.7) we observe that the solution y2 rapidly decays and then from
the first equation of (2.7) we observe that the solution y1 very slowly goes back to zero after reaching a peak. Moreover, the
classical Lipschitz constant of the Jacobimatrix
J = ∂ f
∂y
=
(−2 m+ 3e−t + 2y2(t)
0 −(2+m+ 2y2(t))
)
is very large. Thus, we think that this problem is stiff. On the other hand, the logarithmic norm induced by standard inner
product of the Jacobimatrix J is
µ2(J) = 12 [
√
(m+ 2y2(t))2 + (m+ 3e−t + 2y2(t))2 −m− 2y2(t)] − 2 0.
But in the 1-norm, we have α = µ1(J) = 1.
This example also illustrates the necessity of investigation into the stability of the system in Banach space.
2.3. NDDE test problems
Consider the initial value problem{
y′(t) = f (t, y(t), y(t − τ(t)), y′(t − τ(t))), t ∈ [0, T ],
y(t) = φ(t), t ∈ [t−1, 0], (2.8)
where t−1 = inft∈[0,T ]{t − τ(t)}, f : [0, T ] × D× D× D→ X is a given continuous mapping, τ(·) is continuous, and φ(·) is
differentiable on its domain of definition. Conditions will be imposed later upon f , and the existence of a unique solution of
(2.8) will be assumed. We also assume that
H1 τ0 ≥ 0 with τ0 := inf
t∈[0,T ]{τ(t)}.
For any given y1, y2, u, v ∈ D, t ∈ [0, T ], a nonnegative function G(λ) can be defined from the mapping f :
G(λ) = Gy1,y2,u,v,t,f (λ) = ‖y1 − y2 − λ[f (t, y1, u, v)− f (t, y2, u, v)]‖, λ ∈ R. (2.9)
Following [28,24], we give the following definition.
Definition 2.3. Let α, β, γ , σ , L, λ∗ be real constants, and λ∗ ≤ 0, 1 + αλ∗ > 0. The class of all problems (2.8) with f
satisfying the following conditions:
[1− α(λ− λ∗)]G(λ∗) ≤ G(λ), (2.10)
‖f (t, y1, u1, v1)− f (t, y2, u2, v2)‖ ≤ L‖y1 − y2‖ + β‖u1 − u2‖ + γ ‖v1 − v2‖, (2.11)
for any λ ≥ 0, y1, y2, u, u1, u2, v, v1, v2 ∈ D, t ∈ [0, T ], is denoted by D(α, β, γ , L, λ∗). The class of all problems (2.8) with
f satisfying the conditions (2.10) and
‖f (t, y, u1, v1)− f (t, y, u2, v2)‖ ≤ β‖u1 − u2‖ + γ ‖v1 − v2‖, (2.12)
‖H(t, y, u1, v, w)− H(t, y, u2, v, w)‖ ≤ σ‖u1 − u2‖, (2.13)
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for any y, u1, u2, v1, v2, w ∈ D, t ∈ [0, T ], is denoted by D(α, β, γ , σ , λ∗), where
H(t, y, u, v, w) := f (t, y, u, f (t − τ(t), u, v, w)).
Remark 2.1. When γ = 0, the problem classes mentioned in Definition 2.3 have been used as the test problem classes
D(α, β, λ∗) in [24,25] with respect to the nonlinear stability of numerical methods for stiff DDEs in Banach space.
Remark 2.2. The class K(α, λ∗) for stiff ODEs introduced in [28] can be viewed as the class D(α, 0, 0, L, λ∗) for NDDEs.
Remark 2.3. It should be pointed out that in view of the assumptionH1, the problem classes mentioned in Definition 2.3
contain various delay problems, including constant delay and proportional delay.
Below, we collect several results, which are slightly modified to coincide with our terminology, that are required in what
follows.
Proposition 2.1 ([28]). Suppose system (2.8) belongs to the class D(α, β, γ , L, λ∗) (or D(α, β, γ , σ , λ∗)), and real constants
λ1, λ2 satisfy λ∗ ≤ λ1 ≤ λ2, αλ2 < 1+ αλ∗ and λ2 ≥ 0. Then
G(λ1) ≤ 1− α(λ1 − λ
∗)
1− α(λ2 − λ∗)G(λ2), ∀y1, y2, u, v ∈ D, t ∈ [0, T ].
Proposition 2.2 ([28]). Let X be a (real or complex) Hilbert space with the inner product 〈·, ·〉 and the corresponding norm ‖ · ‖.
Then when λ∗ ≤ 0 and 1+ αλ∗ > 0, condition (2.10) is equivalent to the following condition:
Re〈y1 − y2, f (t, y1, u, v)− f (t, y2, u, v)〉 ≤ α(2+ αλ
∗)
2(1+ αλ∗)2 ‖y1 − y2‖
2
+ λ
∗
2
‖f (t, y1, u, v)− f (t, y2, u, v)‖2, ∀λ ≥ 0, y1, y2, u, v ∈ D, t ∈ [0, T ].
In order to discuss the stability of the theoretical solution and the numerical solution to the nonlinear NDDEs (2.8), we
introduce the perturbed problem{
z ′(t) = f (t, z(t), z(t − τ(t)), z ′(t − τ(t))), t ∈ [0, T ],
z(t) = ψ(t), t ∈ [t−1, 0], (2.14)
and assume that the problem (2.14) has a unique true solution z(t). Let
CL = max
{
α + β + γ L
1− γ , α + β + γ
}
, Cσ = max
{
α + σ
1− γ , α + β + γ
}
,
d =
max
{
1,
γ
|α + β|
}
, α + β 6= 0,
1, α + β = 0,
M1 = max
t−1≤s≤0
‖φ(s)− ψ(s)‖, M2 = max
t−1≤s≤0
‖φ′(s)− ψ ′(s)‖.
Then the following stability results of the analytical solution to the problem (2.8) have been given in [31].
Proposition 2.3. If the problem (2.8) belongs to D(α, β, γ , L, 0), then:
(i) when CL > 0, we have
‖y(t)− z(t)‖ ≤ d exp(CL(t − t0))max {M1,M2} , ∀t ∈ [0, T ]; (2.15)
(ii) when CL ≤ 0, we have
‖y(t)− z(t)‖ ≤ max {M1,M2} , ∀t ∈ [0, T ]. (2.16)
Remarks 2.4. Even if the functions f and φ are sufficiently smooth, the solution is continuous with a discontinuous
derivative if the initial function φ does not satisfy the necessary and sufficient sewing condition (see, for example, [32])
φ′(0) = f (0, y(0), y(−τ(0)), y′(−τ(0))).
Remarks 2.5. In general, the solution y(t) of problem (2.8) is continuous with a discontinuous derivative. But the solution
y(t) to NDDEs with proportional delay, that is, t − τ(t) = qt, q ∈ (0, 1), and to NDDEs with τ(t) = 0, that is, implicit ODEs,
is sufficiently differentiable if the functions f and φ are sufficiently smooth.
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Proposition 2.4. If the problem (2.8) belongs to D(α, β, γ , σ , 0), then:
(i) when Cσ > 0, we have
‖y(t)− z(t)‖ ≤ d exp(Cσ (t − t0))max {M1,M2} , ∀t ∈ [0, T ];
(ii) when Cσ ≤ 0, we have (2.16).
2.4. Examples of NDDEs
Example 2.3. Slightly modifying the equation{
y′(t) = a(t)(y(t)− g(t))+ g ′(t), t ∈ [0, T ],
y(0) = g(0), (2.17)
which is used as a stiff ODE test (see, e.g., [30,33]), we can obtain NDDEs{
y′(t) = a(t)[y(t)− g(t)] + g ′(t)+ b(t)[y(t − τ)− g(t − τ)] + c(t)[y′(t − τ)− g ′(t − τ)], t ∈ [0, T ]
y(t) = g(t), t ≤ 0, (2.18)
where τ > 0 is a real constant, where g : R→ R is a given smooth function, a, b, c : R→ R are given and continuous, and
a(t) ≤ 0 whenever t ∈ [0, T ]. It is easily obtained by simple calculation that
α = sup
t∈[0,T ]
a(t), L = sup
t∈[0,T ]
|a(t)|, β = sup
t∈[0,T ]
|b(t)|, γ = sup
∈[0,T ]
|c(t)|, σ = sup
t∈[0,T ]
|b(t)+ a(t)c(t)|.
Thus Eq. (2.18) belongs to classes D(α, β, γ , L, 0) and D(α, β, γ , σ , 0). Take a(t) = −50, b(t) = 0.5, c(t) = −0.4. Then
problem (2.18) satisfies the assumptions of Propositions 2.3 and 2.4 and β+γ L = σ = 20.5. If we take a(t) = −50, b(t) =
0.5, c(t) = 0.5, we obtain (2.16) from Proposition 2.4 even though problem (2.18) does not satisfy β+γ L−α + γ ≤ 1. In
particular, if we take a(t) = −50, b(t) = 5, c(t) = 0.1, we have σ = 0.
Example 2.4. As a specific example, consider the nonlinear problem
y′(t) = −ay(t)+ by
′(t − τ(t))
1+ [y′(t − τ(t))]n , (2.19)
where y(t) is a real-valued scalar function, a > 0 and b are real parameters and n is an even positive integer. It is easy to
verify that it belongs to class D(α, β, γ , L, 0)with α = −a, β = 0, γ = |b|, L = a. And when |b| ≤ 12 , we have (2.16).
3. Variable coefficient linear multistep methods
A variable coefficient linear multistep method
k∑
i=0
αi[yn+i − hβif (tn+i, yn+i)] = 0, n = 0, 1, 2, . . . , (3.1)
for addressing ODEs (see [28]) can generally lead to a variable coefficient linear multistep method
k∑
i=0
αi[yn+i − hβif (tn+i, yn+i, yh(η(tn+i)), y¯h(η(tn+i)))] = 0, n = 0, 1, . . . , (3.2)
for solving problem (2.8), where yn ∈ D is an approximation to the exact solution y(tn),η(t) = t − τ(t), tn = nh (n =
0, 1, . . .) are net points, h > 0 is the fixed integration step size, αi, βi are real functions of h, and αk > 0,
∑k
i=0 αi = 0,
βk ≥ 0 for any given h > 0, yh(t) and y¯h(t) are approximations to the exact solution y(t) and the derivative of y(t) on the
interval [t−1, tn+k], respectively. y0 = yh(0) = φ(0), yh(t) = φ(t) and y¯h(t) = φ′(t) for t ∈ [t−1, 0]. In this paper, we
consider an appropriate interpolation operatorΠh : C[t−1, 0] × Dn+k → C[t−1, tn+k] which satisfies a canonical condition
(see [34,35])
max
t−1≤t≤tn+k
‖Πh(t;φ, y1, y2, . . . , yn+k)−Πh(t;ψ, z1, z2, . . . , zn+k)‖
≤ cpi max
{
max
1≤i≤n+k
‖yi − zi‖,M1
}
, ∀φ,ψ ∈ C[t−1, 0], yi, zi ∈ D, i = 1, 2, . . . , n+ k, (3.3)
for approximation yh(t). Here the constant cpi is independent of n, k, h and L.
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For approximation y¯h(t), we consider two schemes: one is based on the direct evaluation
y¯h(t) = f (t, yh(t), yh(η(t)), y¯h(η(t))), t ∈ [0, tn+k]; (3.4)
the other is based on the interpolation operator Π¯h
y¯h(t) = Π¯h(t, φ′, y¯1, y¯2, . . . , y¯n+k), t ∈ [0, tn+k], (3.5)
where y¯i (i = 1, 2, . . . , n+ k) denote y¯h(ti)which is computed using the formula
y¯i = f (ti, yi, yh(η(ti)), y¯h(η(ti))), i = 1, 2, . . . , n+ k.
Like for the interpolation operator Πh, we always assume that the interpolation operator Π¯h : C[t−1, 0] × Dn+k →
C[t−1, tn+k] also satisfies a canonical condition
max
t−1≤t≤tn+k
∥∥Π¯h(t;φ′, y¯1, y¯2, . . . , y¯n+k)− Π¯h(t;ψ ′, z¯1, z¯2, . . . , z¯n+k)∥∥
≤ cp¯i max
{
max
1≤i≤n+k
‖y¯i − z¯i‖,M2
}
, ∀φ′, ψ ′ ∈ C[t−1, 0], y¯i, z¯i ∈ D, i = 1, 2, . . . , n+ k. (3.6)
The constant cp¯i is also independent of n, k, h and L.
As we have just noted in Remarks 2.4, for an arbitrarily smooth functional f and initial function φ the solution y(t)
to (2.8) may fail to be continuously differentiable if the sewing condition is not fulfilled. This leads to numerically solving
NDDEs beingmore difficult than numerically solving DDEs since the solution to DDEs has the property of solution smoothing
for increasing t (see, for example, [36]). The problem of how to treat the derivative discontinuities in numerically solving
NDDEs has attracted the attention of some researchers. Some approaches to handling discontinuities have been proposed,
for example, discontinuity tracking [37,38], discontinuity detection [39,4,40–42], perturbing the initial function [43] and
using dissipative approximations [44]. Since the main purpose of this paper is to present some stability results and not to
discuss the treatment of discontinuities, we will assume that one of the approaches mentioned above has been used.
Remark 3.1. We note that if we consider the long time behavior of the numerical solution, the method (3.2) with (3.4) does
not seem to be applicable to the general problem (2.8) for a general mesh in practice because it requires one to trace back
the recursion until the initial interval is reached. Thus, in practice, we generally use the method (3.2) with (3.5) to solve the
problem (2.8). For the NDDEs (2.8) with a constant delay τ(t) = τ , however, if a suitable constrained mesh, that is, τ = mh
with positive integerm, is used, the method (3.2) with (3.4) is identical to the method (3.2) with (3.5).
For simplicity, let ωn = yn − zn, ω¯n = y¯n − z¯n, ωh(t) = yh(t)− zh(t), ω¯h(t) = y¯h(t)− z¯h(t), F(t) = f (t, zh(t), yh(η(t)),
y¯h(η(t)))− f (t, zh(t), zh(η(t)), z¯h(η(t))) and
Gn(λ) = ‖yn − zn − λ[f (tn, yn, yh(η(tn)), y¯h(η(tn)))− f (tn, zn, yh(η(tn)), y¯h(η(tn)))]‖.
4. Stability analysis for D(α, β, γ, L, λ∗)
For any given method (3.2) and step size h, let
I0 = {0, 1, . . . , k− 1}, I1 = {i ∈ I0|αi 6= 0}, I+ = {i ∈ I0|αi > 0}
and
A = A(h) = αk∑
i∈I1
|αi| =
αk
αk + 2∑
i∈I+
αi
, B = B(h) = βk +
∑
i∈I1
|αi|
αk
|βi|.
4.1. Numerical methods based on direct evaluation
We first analyze the stability of numerical methods based on direct evaluation and give the following theorems.
Lemma 4.1. Apply the method (3.2) with interpolation Πh and direct evaluation (3.4) to problem (2.8) belonging to class
D(α, β, γ , L, λ∗) with γ < 1, and assume that the set
Hλ∗ = {h ∈ R|h > 0; λ∗ ≤ hβi ≤ hβk,∀i ∈ I1;αhβk < 1+ αλ∗}
is nonempty. Then as h ∈ Hλ∗ , for any µ ∈ [µ0, βk], for any n ≥ 0, we have
1− α(hµ− λ∗)
1+ αλ∗ ‖ωn+k‖ ≤ Gn+k(hµ) ≤ Chmaxi∈I0 Gn+i(hµ)
+ β + γ L
1− γ hcpiBcµmax
{
max
1≤i≤n+k
‖ωi‖,M1
}
+ hBcµ
1− γ (βM1 + γM2), (4.1)
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where µ0 = max{0,maxi∈I1 βi}, cµ = 1−α(hµ−λ
∗)
1−α(hβk−λ∗) and
Ch =
1− α(hmax
i∈I1
βi − λ∗)
A[1− α(hβk − λ∗)] , α ≤ 0; Ch =
1− α(hmin
i∈I1
βi − λ∗)
A[1− α(hβk − λ∗)] , α > 0. (4.2)
Proof. It follows from (3.2) that
αkGn+k(hβk) ≤
∑
i∈I1
|αi|Gn+i(hβi)+ hβkαk‖F(tn+k)‖ + h
∑
i∈I1
|αi||βi|‖F(tn+i)‖. (4.3)
On the other hand, for any µ ∈ [µ0, βk], since λ∗ ≤ 0 ≤ hµ ≤ hβk, from Proposition 2.1, one gets
1− α(hµ− λ∗)
1+ αλ∗ Gn+k(0) ≤ Gn+k(hµ) ≤
1− α(hµ− λ∗)
1− α(hβk − λ∗)Gn+k(hβk). (4.4)
For any i ∈ I1, λ∗ ≤ hβi ≤ hµ and hµ ≥ 0, from Proposition 2.1, one also gets
Gn+i(hβi) ≤ 1− α(hβi − λ
∗)
1− α(hµ− λ∗) Gn+i(hµ). (4.5)
A combination of (4.3), (4.4), (4.5) and (3.3) leads directly to
1− α(hµ− λ∗)
1+ αλ∗ ‖ωn+k‖ ≤ Gn+k(hµ)
≤ 1− α(hµ− λ
∗)
1− α(hβk − λ∗)
∑
i∈I1
|αi|
αk
· 1− α(hβi − λ
∗)
1− α(hµ− λ∗) Gn+i(hµ)
+ hcµβk
[
(β + γ L)‖ωh(η(tn+k))‖ + γ ‖F(η(tn+k))‖
]
+ hcµ
∑
i∈I1
|αi|
αk
|βi|
[
(β + γ L)‖ωh(η(tn+i))‖ + γ ‖F(η(tn+i))‖
]
≤ Chmax
i∈I0
Gn+i(hµ)+ hcµβk
[
(β + γ L)cpi
1− γ max
{
max
1≤i≤n+k
‖ωi‖,M1
}
+ 1
1− γ (βM1 + γM2)
]
+ hcµ
∑
i∈I1
|αi|
αk
|βi|
[
(β + γ L)cpi
1− γ max
{
max
1≤i≤n+k
‖ωi‖,M1
}
+ 1
1− γ (βM1 + γM2)
]
,
which implies inequality (4.1). 
Corollary 4.2. Apply the method (3.1) to (2.1) belonging to class D(α, λ∗), and assume that the set Hλ∗ is nonempty. Then as
h ∈ Hλ∗ , for any µ ∈ [µ0, βk], for any n ≥ 0, we have
1− α(hµ− λ∗)
1+ αλ∗ ‖ωn+k‖ ≤ Gn+k(hµ) ≤ Chmaxi∈I0 Gn+i(hµ). (4.6)
Corollary 4.3. Apply the method (3.2) with interpolation Πh to problem (2.3) belonging to class D(α, β, λ∗), and assume that
the set Hλ∗ is nonempty. Then as h ∈ Hλ∗ , for any µ ∈ [µ0, βk], for any n ≥ 0, we have
1− α(hµ− λ∗)
1+ αλ∗ ‖ωn+k‖ ≤ Gn+k(hµ) ≤ Chmaxi∈I0 Gn+i(hµ)+ βhcpiBcµmax
{
max
1≤i≤n+k
‖ωi‖,M1
}
. (4.7)
Theorem 4.4. Apply the method (3.2) with interpolation Πh and direct evaluation (3.4) to problem (2.8) belonging to class
D(α, β, γ , L, λ∗) with α ≤ 0, γ < 1, and assume that the set
Hα,λ∗ =
{
h ∈ R|h > 0; λ∗ ≤ hβi ≤ hβk,∀i ∈ I1;−αh(Aβk −max
i∈I1
βi)
≥ (1+ αλ∗)(1− A); h(β + γ L)
1− γ ≤
ζ
Bcpi
, ∃ζ ∈ (0, 1)
}
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is nonempty. Then there exists a constant c > 0, which only depends on the constants β , γ , γ L and the method, for any h ∈ Hα,λ∗ ,
µ ∈ [µ0, βk] and n ≥ k, such that the following inequality holds:
‖yn − zn‖ ≤ exp(c(tn − tk−1))max
{
max
0≤i≤k−1
Gi(hµ),M1,M2
}
. (4.8)
Proof. Since α ≤ 0 and µ ≤ βk, from the proof of Lemma 4.1, we have
‖ωn+k‖ ≤ 1+ αλ
∗
1− α(hµ− λ∗)Gn+k(hµ) ≤ Gn+k(hµ) (4.9)
and
Gn+k(hµ) ≤ Chmax
i∈I0
Gn+i(hµ)+ h(β + γ L)cpiB1− γ ‖ωn+k‖
+ hB
1− γ [cpi (β + γ L)+ β + γ ]max
{
max
1≤i≤n+k−1
‖ωi‖,M1,M2
}
. (4.10)
Substituting (4.10) with (4.9) and taking note of 0 < Ch ≤ 1, we further have[
1− h(β + γ L)cpiB
1− γ
]
Gn+k(hµ) ≤ Chmax
i∈I0
Gn+i(hµ)+ hB1− γ [cpi (β + γ L)+ β + γ ]max
{
max
1≤i≤n+k−1
‖ωi‖,M1,M2
}
≤
[
1+ hB
1− γ (cpi (β + γ L)+ β + γ )
]
Xn,
where
Xn := max
{
max
0≤i≤n
Gi(hµ),M1,M2
}
, n ≥ k.
Since h(β+γ L)cpi B1−γ ≤ ζ < 1, we obtain
Gn+k(hµ) ≤
1+ hB1−γ [cpi (β + γ L)+ β + γ ]
1− h(β+γ L)cpi B1−γ
Xn+k−1
≤ (1+ ch)Xn+k−1,
where c = 2cpi B(β+γ L)+B(β+γ )
(1−γ )(1−ζ ) . Therefore, we have
Xn+k ≤ (1+ ch)Xn+k−1 ≤ (1+ ch)n+1Xk−1
≤ exp(c(tn+k − tk−1))max
{
max
0≤i≤k−1
Gi(hµ),M1,M2
}
.
This completes the proof of the theorem. 
Closely related to the foregoing Theorem 4.4 is the following result.
Theorem 4.5. Under the assumptions of Theorem 4.4, if β + γ L 6= 0, then there exists a constant c2 > 0, which only depends
on the constants β , γ , γ L and the method, for any h ∈ Hα,λ∗ , µ ∈ [µ0, βk] and n ≥ k, such that the following inequality holds:
‖yn − zn‖ ≤ exp(c2(tn − tk−1))max
{
max
0≤i≤k−1
Gi(hµ),M1
}
+ 1
2(β + γ L)cpi [exp(c2(tn − tk−1))− 1] (βM1 + γM2). (4.11)
Proof. Like in the proof of Theorem 4.4, we have
Gn+k(hµ) ≤ Chmax
i∈I0
Gn+i(hµ)+ h(β + γ L)cpiB1− γ ‖ωn+k‖
+hBcpi (β + γ L)
1− γ max
{
max
1≤i≤n+k−1
‖ωi‖,M1
}
+ hB
1− γ (βM1 + γM2), (4.12)
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and
Gn+k(hµ) ≤ (1+ c2h)
{
max
1≤i≤n+k−1
‖ωi‖,M1
}
+ CBh(βM1 + γM2),
where c2 = 2(β+γ L)cpi B(1−γ )(1−ζ ) and CB = B(1−γ )(1−ζ ) . Hence, we further get
Gn+k(hµ) ≤ (1+ c2h)n+1max
{
max
1≤i≤k−1
‖ωi‖,M1
}
+ 1
2(β + γ L)cpi
[
(1+ c2h)n+1 − 1
]
(βM1 + γM2).
The desired inequality (4.11) follows from above inequality. 
The following results are related to the problem class D(α, β, γ , L, λ∗)with α > 0, γ < 1.
Theorem 4.6. Apply the method (3.2) with interpolation Πh and direct evaluation (3.4) to problem (2.8) belonging to class
D(α, β, γ , L, λ∗) with α > 0, γ < 1, and assume that the set
H˜α,λ∗ =
{
h ∈ R|h > 0; λ∗ ≤ hβi ≤ hβk,∀i ∈ I1;αhβk ≤ ξ < 1+ αλ∗; h(β + γ L)1− γ ≤
ζ ∗
Bcpi cα
, ∃ζ ∗ ∈ (0, 1)
}
is nonempty, where cα = 1+αλ∗1+αλ∗−ξ . Then there exists a constant c∗ > 0, which only depends on the constants β , γ , λ∗, γ L and
the method, for any h ∈ H˜α,λ∗ and n ≥ k, such that the following inequality holds:
‖yn − zn‖ ≤ cα exp(c∗(tn − tk−1))max
{
max
0≤i≤k−1
Gi(hβk),M1,M2
}
. (4.13)
Proof. Like for (4.4) and (4.5), one gets
‖ωn+k‖ ≤ 1+ αλ
∗
1− α(hβk − λ∗)Gn+k(hβk) (4.14)
and
Gn+i(hβi) ≤ 1− α(hβi − λ
∗)
1− α(hβk − λ∗)Gn+i(hβk), n = 0, 1, 2, . . . . (4.15)
Therefore, it follows from (4.3) that
llGn+k(hβk) ≤ Chmax
i∈I0
Gn+i(hβk)+ h(β + γ L)cpiBcα1− γ Gn+k(hβk)
+ hB [cpi cα(β + γ L)+ β + γ ]
1− γ max
{
max
1≤i≤n+k−1
Gi(hβk),M1,M2
}
.
For any n ≥ k, define
X˜n = max
{
max
0≤i≤n
Gi(hβk),M1,M2
}
.
By analogy to the proof of Theorem 4.4, we have
Gn+k(hβk) ≤
Ch + hB1−γ [cpi cα(β + γ L)+ β + γ ]
1− h(β+γ L)cpi Bcα1−γ
X˜n+k−1
≤ 1+ νh+
hB
1−γ [cpi cα(β + γ L)+ β + γ ]
1− h(β+γ L)cpi Bcα1−γ
X˜n+k−1
≤ (1+ c∗h)X˜n+k−1
and
X˜n+k ≤ (1+ c∗h)n+1X˜k−1 ≤ exp(c∗(tn+k − tk−1))max
{
max
0≤i≤k−1
Gi(hβk),M1,M2
}
where ν = α(βk−mini∈I1 βi)1+αλ∗−ξ and c∗ = 2cpi cαB(β+γ L)+B(β+γ )+(1−γ )ν(1−γ )(1−ζ∗) . This completes the proof of the theorem. 
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In the same way, the following result can be easily obtained.
Theorem 4.7. Under the assumptions of Theorem 4.6, if β + γ L 6= 0, then there exists a constant c∗2 > 0, which only depends
on the constants β , γ , λ∗, γ L and the method, for any h ∈ H˜α,λ∗ and n ≥ k, such that the following inequality holds:
‖yn − zn‖ ≤ cα exp(c∗2 (tn − tk−1))max
{
max
0≤i≤k−1
Gi(hβk),M1
}
+ cαB[exp(c
∗
2 (tn − tk−1))− 1]
2(β + γ L)cpi cαB+ (1− γ )ν (βM1 + γM2). (4.16)
It should be pointed out that Li [22] and Wen and Li [24] have studied the numerical stability of the linear multistep
methods (3.1) for ODEs with α ≤ 0 and DDEs with α ≤ 0, respectively. However, from the proof of Theorem 4.6, we have
the following results on ODEs and DDEs with α > 0.
Corollary 4.8. Apply the method (3.1) to problem (2.1) belonging to class D(α, λ∗) with α > 0, and assume that the set
H˜O,α,λ∗ =
{
h ∈ R|h > 0; λ∗ ≤ hβi ≤ hβk,∀i ∈ I1;αhβk ≤ ξ < 1+ αλ∗
}
is nonempty. Then there exists a constant cO > 0, which depends only on α and the method, for any h ∈ H˜O,α,λ∗ and n ≥ k, such
that the following inequality holds:
‖yn − zn‖ ≤ cα exp(cO(tn − tk−1)) max
0≤i≤k−1
Gi(hβk). (4.17)
Corollary 4.9. Apply the method (3.2) with interpolation Πh to problem (2.3) belonging to class D(α, β, λ∗) with α > 0, and
assume that the set
H˜D,α,λ∗ =
{
h ∈ R|h > 0; λ∗ ≤ hβi ≤ hβk,∀i ∈ I1;αhβk ≤ ξ < 1+ αλ∗; hβ ≤ ζ
∗
Bcpi cα
, ∃ζ ∗ ∈ (0, 1)
}
is nonempty. Then there exists a constant cD > 0, which depends only on α, β and the method, for any h ∈ H˜D,α,λ∗ and n ≥ k,
such that the following inequality holds:
‖yn − zn‖ ≤ cα exp(cD(tn − tk−1))max
{
max
0≤i≤k−1
Gi(hβk),M1
}
. (4.18)
Remark 4.1. From the above results, we know that for some linear multistep methods, if we properly choose the step size,
the numerical solutions obtained by these methods are stable.
Remark 4.2. For problem class D(α, β, γ , σ , λ∗), we can obtain the same results as for problem class D(α, β, γ , L, λ∗) in a
natural way by replacing β + γ L with σ in Lemma 4.1 and Theorems 4.4–4.7. And, in general, σ ≤ β + γ L. In particular,
when σ = 0, (4.11) and (4.16) should be replaced by
‖yn − zn‖ ≤ max
{
max
0≤i≤k−1
Gi(hµ),M1
}
+ CB(tn − tk−1)(βM1 + γM2)
and
‖yn − zn‖ ≤ cα max
{
max
0≤i≤k−1
Gi(hµ),M1
}
+ cαCB(tn − tk−1)(βM1 + γM2),
respectively. However, for problem class D(α, β, γ , L, λ∗), we have the following results.
4.2. Numerical methods based on the interpolation operator Π˜h
If we consider the behavior of the numerical solution when T  0, numerical method (3.2) based on direct evaluation
does not seem to be applicable in practice because it requires one to trace back the recursion until the initial interval is
reached. Now we therefore discuss the stability of numerical method (3.2) based on interpolation operator Π˜h.
Note that for any 0 ≤ t ≤ tn+k,
‖F(t)‖ ≤ β‖ωh(η(t))‖ + γ ‖ω¯h(η(t))‖
≤ βcpi max
{
max
1≤i≤n+k
‖ωi‖,M1
}
+ γ cp¯i max
{
max
1≤i≤n+k
‖ω¯i‖,M2
}
≤ βcpi max
{
max
1≤i≤n+k
‖ωi‖,M1
}
+ γ cp¯i
[
L max
1≤i≤n+k
‖ωi‖ + βcpi max
{
max
1≤i≤n+k
‖ωi‖,M1
}
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+ γ cp¯i max
{
max
1≤i≤n+k
‖ω¯i‖,M2
}]
+ γ cp¯iM2
≤ c
pi (β + γ L)
1− γ cp¯i max
{
max
1≤i≤n+k
‖ωi‖,M1
}
+ 1
1− γ cp¯i M2 (4.19)
whenever γ cp¯i < 1, where cpi = max{cpi , cp¯i }. Then it is easy to obtain some results which are similar to the results obtained
in Section 4.1. Since the difference is only that cpi and γ < 1 are replaced by cpi and γ cp¯i < 1 respectively, we do not state
these results here. However, it should be pointed out that we cannot show that the numerical solution produced by the
method (3.2) with interpolationsΠh and Π¯h is stable for problem class D(α, β, γ , σ , λ∗).
5. Examples and numerical experiments
In this section, we consider the applications of the results obtained in Section 4.
Example 5.1. Apply the two-step second-order method (see [45])
2
3
yn+2 − yn+1 + 13yn = h
(
11
12
fn+2 − fn+1 + 512 fn
)
(5.1)
to problem (2.6). In contrast to the case for the method (3.1), α2 = 23 , α1 = −1, α0 = 13 , β2 = 118 , β1 = 1, β0 = 54 . From
Example 2.1, we get α = 0.73. Thus, from Corollary 4.2 we know that when h < 88.03 , Ch ≤ 16(1−0.73h)8−8.03h and (4.6) holds with
µ ∈ [ 54 , 118 ].
Example 5.2. Consider the two-step method (see [46])
yn+2 − (1− h2)yn+1 − h2yn = 12 [(exp(h)− 1)f (tn+2, yn+2, y
h(η(tn+2)))
+ (1− exp(−h))f (tn+1, yn+1, yh(η(tn+1)))], (5.2)
which is of order 2, together with a piecewise Lagrangian linear interpolation procedure
yh(t) = Πh(t;φ, y1, y2, . . . , yn+1)
=
{1
h
[(ti+1 − t)yi + (t − ti)yi+1], if ti ≤ t ≤ ti+1, i = 0, . . . , n+ 1,
φ(t), if t−1 ≤ t ≤ 0.
(5.3)
It is easy to verify that the interpolation operator Πh satisfies the canonical condition (3.3) with cpi = 1. In contrast to
the case for the method (3.2), α2 = 1, α1 = −(1 − h2), α0 = −h2, β2 = exp(h)−12h , β1 = 1−exp(−h)2h(1−h2) , β0 = 0. And we
have B = exp(h)−exp(−h)2h . Apply the method (5.2)–(5.3) to problem (2.7) with α = 1, β = 0.125, λ∗ = 0. Then H˜D,α,λ∗ ={h ∈ R|0 < h ≤ 1, exp(h)− exp(−h) < 8(3− exp(h))} is nonempty. Therefore, there exists a constant cD such that (4.18)
holds.
Example 5.3. As an illustration of the comprehensive application of the results obtained in this paper, consider the problem
(2.19) with |b| < 1. First, since it belongs to the class D(−a, 0, |b|, a, 0), we apply the third-order backward differentiation
formula
11
6
yn+3 − 3yn+2 + 32yn+1 −
1
3
yn = hf (tn+3, yn+3, yh(η(tn+3)), y¯h(η(tn+3))) (5.4)
together with linear interpolation (5.3) and direct evaluation (3.4), or with linear interpolation (5.3) and piecewise linear
interpolation
y¯h(t) = Π¯h(t;φ′, y¯1, y¯2, . . . , y¯n+1)
=
{1
h
[(ti+1 − t)y¯i + (t − ti)y¯i+1], if ti ≤ t ≤ ti+1, i = 0, . . . , n+ 1,
φ′(t), if t−1 ≤ t ≤ 0,
(5.5)
to solve the problem. It is also easy to verify that the interpolation operator Π¯h satisfies the canonical condition (3.6) with
cp¯i = 1. Then we have
A = 11
29
, B = 6
11
, µ0 = 0.
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Therefore, from Theorem 4.4 we know that for any ζ ∈ (0, 1), when 3a ≤ h ≤ 11(1−|b|)ζ6|ba| , there exists a constant c such that
(4.8) holds.
On the other hand, from Proposition 2.2, we know that when 0 < a < 2 or 2 < a ≤ 4, problem (2.19) belongs to
D(2− 4|a−2| , 0, |b|, |a|,− 12 ). Then consider applying the two-step second-order method
8yn+2 = (8+ 2h)yn+1 − 2hyn + 4hf (tn+2, yn+2, yh(η(tn+2)), y¯h(η(tn+2)))
+ (4h− h2)f (tn+1, yn+1, yh(η(tn+1)), y¯h(η(tn+1)))− h2f (tn, yn, yh(η(tn)), y¯h(η(tn))), (5.6)
together with linear interpolation (5.3) and direct evaluation (3.4), or with two linear interpolations (5.3), (5.5) to solve this
problem. In contrast to the case for the method (3.2), α2 = 8, α1 = −(8 + 2h), α0 = 2h, β2 = 12 , β1 = − 4−h8+2h , β0 = − 12 .
And when h ≤ 4, we have
A = 2
2+ h , B = 1, µ0 = 0.
Therefore, Hλ∗ = {h ∈ R|0 < h ≤ 1} is nonempty, and for any µ ∈ [0, 12 ], (4.1) is satisfied with
Ch =
2− 2|a−2|−4|a−2|
[(
h2
8+2h − |a−2|2|a−2|−4 − 12
)
h+ 1
]
2− 2|a−2|−4|a−2| (h+ 1)
.
Further when |a− 2| < 32 , for any ζ ∈ (0, 1),
Hα,λ∗ =
{
h ∈ R|0 < h ≤ min
{
1,
4|a− 2| − 6
|a− 2| − 2 ,
(1− |b|)ζ
|ba|
}}
⊂ Hλ∗
is nonempty, then Ch < 1, and (4.8) holds with c = 2|ba|+|b|(1−|b|)(1−ζ ) . In particular, when µ = 0, from Theorem 4.4 it is easy to
see that
‖yn − zn‖ ≤ exp(c(tn − t1))max{‖w1‖,M1,M2}, n ≥ 1.
When a > 4, from Proposition 2.2, problem (2.19) belongs to D( 2a−8
(a−2) , 0, |b|, |a|,− 12 ). Then applying a one-step method
(see [46])
yn+1 − yn = tan(h/2)[f (tn+1, yn+1, yh(η(tn+1)), y¯h(η(tn+1)))+ f (tn, yn, yh(η(tn)), y¯h(η(tn)))], (5.7)
which is of order 2, together with linear interpolation procedure (5.3) and direct evaluation (3.4), or with linear
interpolations (5.3), (5.5) to solve problem (2.19), we have α1 = 1, α0 = −1, β1 = 1h tan( h2 ), β0 = − 1h tan( h2 ) and
A = 1, B = 2h tan( h2 ). Therefore, Hλ∗ = {h ∈ R|0 < h ≤ 2 arctan( 12 )} is nonempty, and (4.1) is satisfied with
Ch = (a− 2)− (2a− 8)(
1
2 − tan( h2 ))
(a− 2)− (2a− 8)( 12 + tan( h2 ))
.
Further, for any ζ ∗ ∈ (0, 1) and ξ ∈ (0, 2a−2 ),
H˜α,λ∗ =
{
h ∈ R|0 < h ≤ min
{
2 arctan
(
1
2
)
, 2 arctan
(
(a− 2)ξ
2a− 8
)
,
2 arctan
(
(1− |b|)ζ ∗[2− (a− 2)ξ ]
4|ba|
)}}
⊂ Hλ∗
is nonempty. Then, there exists a constant c∗ > 0 such that (4.13) holds for all h ∈ Hα,λ∗ and n ≥ k.
This example is a comprehensive application and illustrates a simple fact: that we need choose different step sizes for
different methods to obtain a stable numerical solution.
Example 5.4. Consider the backward differentiation formula (BDF) together with the linear interpolation procedure (5.3)
and direct evaluation (3.4). Here µ0 = 0, B = βk. Apply the method to the D(α, β, γ , σ , λ∗) problem with α < 0, λ∗ ≤
0, γ < 1. When the set
Hα,λ∗ =
{
h ∈ R|0 < (1+ αλ
∗)(1− A)
−αAβk ≤ h ≤
ζ (1− γ )
βkσ
, ∃ζ ∈ (0, 1)
}
is nonempty, there exists a constant c > 0, which only depends on the constants β , γ , σ and the method, such that (4.8)
holds for all h ∈ Hα,λ∗ , µ ∈ [0, βk] and n ≥ k.
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Fig. 1. |yn − zn| given by the method (5.8), (5.3), (3.4) with step size h = 0.2 and h = 0.01 for problem (2.18) with different initial values φ(t) =
t exp(t)+ 0.1 exp(t), ψ(t) = t exp(t)− 0.1 exp(t).
Example 5.5. As a numerical example, consider Example 2.3 with τ = 1, a(t) = a > 0, b(t) = b, |c(t)| = |c| < 1. Apply
the second-order BDF
yn+2 − 43yn+1 +
1
3
yn = 23hf (tn+2, yn+2, y
h(η(tn+2)), y¯h(η(tn+2))) (5.8)
together with linear interpolation (5.3) and direct evaluation (3.4) to solve the problem (2.18). Then it is easily obtained that
β2 = 23 , A =
3
5
, B = 2
3
, cpi = 1, µ0 = 0.
From Theorem 4.6, we know that for any ζ ∈ (0, 1), when h < min{ 1
αβ2
,
ζ (1−γ )
σβ2
}, (4.13) holds for n ≥ 1. For example, let
a(t) = 0.5, b(t) = −0.5, c(t) = 0.1, T = 10 and g(t) = t exp(t)+ 0.1 exp(t). Then α = 0.5, β = 0.5, γ = 0.1, σ = 0.45.
Let yn and zn denote the numerical solutions produced by themethod (5.8), (5.3), (3.4) applied to (2.18) with different initial
values φ(t) = t exp(t)+ 0.1 exp(t), ψ(t) = t exp(t)− 0.1 exp(t), respectively. In Fig. 1 we have plotted the absolute value
of the difference of the two numerical solutions given by the method (5.8), (5.3), (3.4) with step size h = 0.2 and h = 0.01
to problem (2.18). From Fig. 1, it can be easily seen that the difference |yn − zn| increases with time. Fortunately it is less
than the bound we gave in Theorem 4.6. We also applied the sixth-order BDF to the problem (2.18) and observed the same
phenomenon.
From the theoretical analysis given in this paper and the numerical results shown in Fig. 1, we come to the following
remark:
Under a step size restriction given in this paper, the methods discussed in this paper are stable for NDDEs. We also note
that the condition on the step size is sufficient but not necessary for the stability of these methods.
To further confirm our conclusions, we consider applying BDF (5.8) together with linear interpolation (5.3) and direct
evaluation (3.4) to solve the following problem:y′(t) = y(t)− 0.2y3 + 0.1y3(t − 1)+ 0.5y′(t − 1)+
3y(t − 1)
1+ y2(t − 1) , t ≥ 0,
y(t) = φ(t), t ≤ 0.
(5.9)
Then α = 1, γ = 0.5, σ = 3.5. Let yn and zn denote the numerical solutions produced by the method (5.8), (5.3), (3.4)
applied to (5.9) with different initial values φ(t) = 21, ψ(t) = 20, respectively. Take h = 0.2 and h = 0.01. The numerical
results are presented in Fig. 2. These results further confirm our conclusions. On the other hand, from Fig. 2, we can observe
that the system (5.9) is stable although α > 0.
6. Conclusions
Under the condition α < 0, the asymptotic stability of one-leg methods and linear multistep methods for NDDEs with
constant delay in Hilbert space have been studied in [16,47], respectively. But these methods are confined to A-stable
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Fig. 2. |yn − zn| given by the method (5.8), (5.3), (3.4) with step size h = 0.2 and h = 0.01 for problem (5.9) with different initial values φ(t) = 21,
ψ(t) = 20.
methods. In this paper, the bounded stability of a class of linear multistep methods, including high order BDF, for solving
NDDEs with any variable delay has been studied.
On the other hand, it is known that when applied to contractive linear autonomous ODEs in Banach space, a linear
multistep method or a Runge–Kutta method is contractive on any mesh only if it has order 1 (see [48]). This means that the
search for linear multistep methods or Runge–Kutta methods for NDDEs in Banach space, which preserve the contractivity
property on any mesh, has to be confined to methods of order 1. In this paper, we have studied the stability of a class of
variable coefficient linear multistep methods for solving NDDEs with any variable delay. The results obtained in this paper
provide some criteria for choosing the step size such that the numerical method is stable.
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