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ABSTRACT 
We compute the covering number and the extended covering number for the 
group PSL2(F) with a field F. Similar numbers are defined for any group, and they 
are computed for the groups GL2(F), PGLz(F), and SL2(F). 
1. INTRODUCTION 
Let F be a field. Let GL2(F) be the group of all invertible 2 by 2 
matrices over F, let SL2(F) be the subgroup of all matrices in GL2(F) whose 
determinant is one, let PGLz(F) be the factor group of GL~(F) modulo its 
subgroup of scalar matrices, and let PSL2(F) be the factor group of SL2(F) 
modulo its subgroup of scalar matrices. We study products of conjugacy 
(similarity) classes in the groups GLz(F), PGL2(F), SL2(F), and PSLz(F). 
In particular, we are interested in what elements of a group are products of 
elements from prescribed classes. 
For a simple noncommutative group G, its covering number cn(G) and 
extended covering number ecn(G) are defined in [1] as follows. We write that 
cn(G) ~< k [ecn(G) ~< k] if C k = G [C1C 2 ... C k = G] for every nontrivial 
conjugacy class C in G [for any nontrivial conjugacy classes Cj in G]. It is 
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clear that cn(G) ~< k implies that cn(G) ~< k + 1 and that ecn(G) ~< k im- 
plies that cn(G) ~< k and ecn(G) ~< k + 1. We define cn(G) [ecn(G)] to be 
the least k such that cn(G) ~< k [ecn(G) ~< k ]. It is clear that 2 ~< cn(G) ~< 
ecn(G) for any G. By [1], ecn(G) < ~ for any finite G. 
In [1], cn(G) was computed for G = PSL2(F) with F = C (the complex 
numbers) and F = F. (a finite field of q elements), q >/4. Namely, 
cn(PSL2(C)) = 2 and cn(PSL2(Fq))= 3 [1, Theorem 4.2]. Also 
ecn(PSL2(Fq)) = 4 for any q >/4 by [1, p. 2], and cn(PSL2(R)) i> 3 for the 
reals R [2, Theorem 2.09]. 
Note that the group G = PSL2(F) is simple if and only if card(F) >i 4. 
We want to compute cn(G) and ecn(G) for G = PSL2(F), where F is an 
arbitrary field with card(F) >/4. Let us first state our answer for Cl(2)-fields 
F. Recall that a field is called a Cl(2)-field if every quadratic form in three 
variables is isotropic or, equivalently, for each quadratic field extension of F 
every element of F is a norm. Some examples are finite fields and quadrati- 
cally closed fields. We prove that: 
cn(G) = 2 and ecn(G) = 3 when F is quadratically closed, that is, F has 
no quadratic field extensions or, equivalently, every quadratic form in two 
variables is isotropic; 
cn(G) = 3 and ecn(G) = 4 when F is a Cl(2)-field but is not quadrati- 
cally closed, and either 2 F = F or every element of F is a square; 
cn(G) = 4 and ecn(G) = 5 when F is a Cl(2)-field and F has a nonsepa- 
rable quadratic field extension. 
When F is not a Cl(2)-field (for those familiar with the notion of the 
u-invariant [4], this means that u(F)  >~ 2), the answer becomes more compli- 
cated (see Theorems 2.4 and 2.5 in the next section). We prove that 
ecn(G) = 4 when, for each quadratic field extension of F, every element of 
F is a norm or the negative of a norm, and ecn(G) = 5 otherwise. Concern- 
ing cn(G), we prove that 3 ~< cn(G) ~< 4 [we still consider the case when F is 
not a Cl(2)-field], The precise conditions for cn(G) to be 3 are rather 
complicated (see Remark 9.2 at the end of Section 9). One of these 
conditions is that every element of F is a sum of two squares. Since this 
condition does not hold for F = R, for example, cn(PSL2(R)) = 
ecn(PSL2(R)) = 4. 
Now let us look at related results from other publications. By [5], in the 
group PSLn(F) with n >/3 and any field F, the product C1C2C 3 of any 
three cyclic conjugacy classes C 1, C 2, C 3 contains all nonscalar matrices. 
When n = 2, cyclic means the same as nonscalar, so our Theorems 2.1-2.4 
say exactly for which fields the result of [5] holds when n = 2, i.e., for which 
fields F one has ecn(PSL2(F)) ~< 4. 
Products of conjugacy classes in SLn(C) were studied in [6] in connection 
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with hypergeometric functions, Higgs bundles, and variations of Hodge 
structures. The main result of [6] gives necessary and sufficient conditions on 
classes C 1 . . . . .  C k for their product to contain all matrices with genetic 
eigenvalues. We obtain in our paper more precise results for arbitrary fields 
F when n = 2. 
It is easy to see [7] that ecn(PSLn(F)) >/n + 1 for any field F and any 
n/> 3. We conjecture that cn(PSLn(F)) = ecn(PSLn(F)) - 1 = n for any 
algebraically closed field F. The situation for an arbitrary field is not clear, 
except it is not difficult to show that ecn(PSLn(F)) < ~. 
Going from a field F to other tings requires us to modify the definitions 
of cn(G) and ecn(G), which we will do in the next section. [We actually 
define cn(G) and ecn(G) for an arbitrary group G.] Now we give a conjecture 
about en(SLn(A)). A proper version of SLn(A) for an arbitrary ring A is the 
subgroup En(A) of GLn(A) generated by elementary matrices (which differ 
from the identity matrix 1 n in one nondiagonal entry). When A is a field, 
En (A) = SLn(A). 
Our conjecture is that ecn(En(A)) < ~ in the following cases: 
n t> 2 and A is a commutative local ring; 
n >/3 and A is a ring of algebraic numbers; 
n/> 2 and A is the ring of continuous functions on a finite-dimensional 
topological space or the ring of smooth functions on a manifold. 
By [3], cn(En(A)) = oo for all n >~ 2 when A = C[ x ]. 
2. STATEMENT OF RESULTS 
The above definitions of cn(G) and ecn(G) do not make much sense for a 
group G which is not simple, because a nontrivial conjugacy class may be 
contained in a proper normal subgroup, so none of its powers covers G. 
Another problem arises for a group G which is not perfect, because then any 
power of C is a single element modulo the commutator subgroup, so it 
cannot cover G. Therefore, the definitions of cn(G) and ecn(G) should be 
changed to be useful for groups which are not simple. 
We modify the above definitions of cn(G) and ecn(G) so that they make 
sense for an arbitrary group G and in particular for the groups GL2(F) ,
SL2(F), and PGL2(F). 
Let ecn(G) be the least k such that for any conjugacy classes C 1 . . . . .  C k 
in G such that the normal subgroup of G generated by each of them contains 
[G, G], the product C 1 ... C k contains every similarity class C O such that 
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C o = C 1 "-" C k mod [G, G]. By cn(G) we denote the least k such that the 
above condition holds for equal classes C 1 . . . . .  C k. 
It is clear that cn(G) ~< ecn(G). It is also clear that for a simple noncom- 
mutative group G, our new definitions agree with the old ones. 
Note that the product of conjugacy classes is a conjugacy invariant subset 
of G which is independent of the ordering of the factors. The condition 
C 1 ... C k D C O is equivalent to 1 ~ C 1 "" CkCk+ 1, where Ck+ 1 = Co x. 
The normal subgroup structure of GLn(F), SLn(F), PGLn(F), and 
PSL,(F)  is well known. For G = GL , (F )  with n /> 2, the center of the 
group GLn(F) consists of all scalar nonzero matrices; the center of SLn(F) 
consists of scalar matrices of determinant 1; the centers of the groups 
PGLn(F) and PSLn(F) are trivial. 
We have [G,G] = SL , (F )= [SL,(F), SL~(F)] for G = GL,(F) ,  and 
the group PSLn(F) is simple except in the case when n = 2 and card(F) = 2 
or 3. In particular, the normal subgroup of G generated by a nonscalar matrix 
contains [G, G] when G = GLa(F)  or SL , (F)  provided that card(F) >t 4 or 
n >t 3. With these two exceptions [namely, n = 2 with card(F) = 2 or 3], the 
condition C O = C 1 ... C n mod [G, G] is always satisfied when G = SL, (F)  
or PSLn(F), and it means (let C O = det C 1 ..- det C k when G = GL,(F) .  
So, when card(F) >/4 or n 1> 3, we have cn(GLn(F)) >i cn(PGL,(F))  and 
cn(SLn(F)) >/ cn(PSL,(F)).  Also, ecn(GL,(F))  >/ ecn(PGL,(F))  and 
ecn(SLn(F)) >/ecn(PSLn(F)). 
THEOREM 2.1. 
(a) I f  card(E) = 2, then GL2(F) = SL2(F) = PGLz(F)  = PSLz(F) 
and cn(GL2(F)) = ecn(GL2(F)) = 2. 
(b) I f  card(F) = 3, then cn(PSL2(F)) = cn(SL~(F) = ecn(PSL~(F)) = 
cn(PGL2(F)) = 2, ecn(SL2(F)) = cn(GLz(F)) = ecn(PGL2(F)) = 3, and 
ecn(GL2(F)) = 4. 
THEOREM 2.2. I f  F is quadratically dosed, then cn(PSL2(F))= 
cn(PGL2(F))  --- 2, ecn(PSL~(F)) = ecn(PGLz(F))  = ecn(SL2(F)) --- 
ecn(GL2(F)) = 3, and 
2 when 2F=0,  
cn(SL~(F))  = cn(GL2(F) )  --- 3 when 2F  = F. 
THEOREM 2.3. I f  F is a Cl(2)-field with card(F)>i 4 and F is not 
quadratically closed, then cn(G) --- ecn(G) - 1 = 3 for  G = GLz(F)  and 
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when either 2 F = F or 
every element o fF  is a square, 
otherwise 
for  G = SL2(F) and PSL2(F). 
In the case when F is not a Cl(2)-field the computation of cn(G) and 
ecn(G) for G becomes more difficult and the answer involves more compli- 
cated conditions. In this case, Theorem 2.4 gives the extended covering 
number of our four groups, while Theorem 2.5 gives our findings for the 
covering number of these groups. 
THEOREM 2.4. Assume that F is not Cl(2)-field. Then: 
(a) ecn(G) = 4 for  G = GL2(F) and G = PGL2(F); 
(b) ecn(SL2(F)) = 5; 
(c) ecn(PSL2(F)) 
'4 when for  each quadratic field extension o fF  every 
= element o fF  is a norm or the negative of  a norm, 
5 otherwise. 
Now we introduce the quadratic form Nt(x, y)  = x 2 - txy + yZ in x, y, 
where t H F, which will be used in the statement of the following theorem. 
THEOREM 2.5. Assume that F is not a Cl(2)-field. Then: 
(a) cn(GLz(F)) 
3 when for  every 2 ~ t ~ F there are x, y ~ F such that 
= Nt(x ,  y )  = x 2 - txy + y2 = __ 1 - t, 
4 otherwise. 
(b) cn(;GL2(F)) 
3 when for  everyt  HFe i ther  -1 - to r  - l+t  
= has the form Nt( x, y ) ,  
4 otherwise. 
(c) 3 ~< cn(PSL2(F)) ~< 4; / f  cn(PSL2(F)) = 3, then every element of  the 
field F is the sum of  two squares and for  every element t H F either - 1 - t 
or - 1 + t has the form Nt(x, y). 
(d) 4 ~< cn(SL2(F)) ~< 5; /f cn(SL2(F)) = 4, then -1  in F is a sum of  
four  squares. 
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For example, let F = R, which is not a C~(2)-field. Then by Theorem 
2.5(a) cn(GL2(F)) -- 4, by 2.5(b) cn(PGLz(F ) )= 4, and by 2.5(d) 
cn(SL2(F)) = 5. Now the condition in Theorem 2.5(c) does not hold when 
t = 0 (in fact, it holds if and only if Itl > 2, which is more difficult to check), 
so cn(PSL2(F)) = 4. By Theorem 2.4(a), (b) ecn(SL2(F)) = ecn(GL2(F)) = 
5. Theorem 2.4(a) also gives that ecn(PGL2(F))= 4. The condition in 
Theorem 2.4(c) holds, so ecn(PSL2(F)) = 4. 
In the proof of Theorem 2.5, we will use the rigidity of some relations in 
GL2(F). Now we introduce a notion of rigidity for an arbitrary group G 
(which generalizes that of [6]) and then we state our rigidity result as 
Theorem 2.6. 
A relation gl "'" gm = 1 in G is called rigid if for any relation g'l "'" g'~ 
= 1 with .'. similar to gj for j=  1 . . . . .  m, there is h in G such that 
gj  --- hgj h-  l~ 
An interesting problem is to describe all rigid relations in the groups 
GLn(F). In this paper we restrict ourselves to the case n = 2 = m - 1. 
THEOREM 2.6. A relation glg2g3 = 1 in GL2(F) is rigid if at least one 
of the gj has distinct eigenvalues and there is no common eigenvector over F 
for all gj. 
3. SIMILARITY CLASSES IN GL2(F) AND SLz(F) 
We describe the similarity classes in GL2(F) and SL2(F) for an arbitrary 
field F. Every nonscalar matrix g ~ GL2(F) is similar to the companion 
matrix 
o ) (3.1) - - r  
1 t ' 
where t = tr g and r = det g are the only conjugacy invariants of g. 
Every matrix g ~ SL2(F) with distinct eigenvalues in F is also similar in 
SL2(F) to the companion matrix (3.1) with r = 1, i.e., to the matrix 
It is also similar to its inverse g-1 .  
In general, every nonscalar matrix g in SL2(F) is similar in SL2(F) to 
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the matrix 
0 - 1/c) (3.3) 
c t 
with t = tr g. The element c 4= 0 here is unique up to the determinants, 
det GL I(F[ g ]), of invertible matrices in the matrix ring F[ g ] = F + Fg. This 
ring is isomorphic to F[x ] / (x  2 - tx + 1)F[x]. Note that det F[g] is the 
range of the quadratic form Nt(x, y)  = x ~ - txy + yZ = det(xl  2 - yg). 
When the eigenvalues of g are not in F, F[ g] is a field extension of F 
and the determinant, det : F[ g ] ~ F, coincides with the norm. When g has 
equal eigenvalues in F, det F[g] consists of all squares in F. When g has 
distinct eigenvalues in F, F[g] is the direct product of two copies of F and 
det F[ g ] = F. 
We define the corner invariant x (g )  = x (C)  as the set of all c in 
where g' ranges over the conjugacy class C of g in SL2(F). 
Clearly, x(C  -1) = -X(C)  while tr C -1 = tr C. Note also that x(C)  = 0 
if and only if C is scalar and that 0 ~ x(C)  if and only if C has eigenvalues 
in F. I f  0 ~ x(C) ,  then x(C)  = cdetGL l (F [g ] )  = -b  detGLl (F[g] )  is a 
coset in GLI(F),  where g ~ C and b, c are as in (3.4) with any g' ~ C. Here 
det GLI(F[g])  coincides with det h such that hgh -1 = h t, where t = tr g. 
A nonscalar g ~ SL2(F) has equal eigenvalues if and only if it is similar 
to (3.3) with c :~ 0 and t = ___ 2. The element c 4= 0 here is unique up to 
multiplication by a nonzero square in F. Every nonscalar matrix g in SLz(F) 
with tr g = 2 has the form 
1 + uvc cv2 ) (3.5) 
- -CU 2 1 - -  u / )e  
with (u, v) 4: (0, 0), u, v ~ F. When we pass from g to g - l ,  c is replaced by 
- -C .  
In our proofs of Theorems 2.3 and 2.4, we will use the following result. 
LEMMA 3.6. I f  F ' / F  is a separable quadratic f ield extension, then there 
is an element ix ~ F ' /  F of norm 1. 
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Proof. Let F'  = F[z] with z ~ - tz + r = 0, r, t ~ F. Since the exten- 
sion is separable, we can assume that t ~= 0. Then the norm of /x  = 1 - z t / r  
F ' \F i s l  2 - t2 / / r+tz / r= 1. • 
4. PROOF OF THEOREM 2.1 
(a): Let card(F )= 2. The group GL~(F)= SLy(F )= PGLz(F )= 
PSL2(F)  is isomorphic to the symmetric group G = S z = C 1 U C 2 U C 3 
with Cj consisting of all elements of order j in G. We have C2C 2 = C3C 3 = 
C Ik JC  3 =A 3 = IS  3,S 3] and C2C 3=C3C 2=C z = S 3 \A  3. So cn(G)= 
ecn(G) = 2. 
(b): Let card(F) = 3. The group PSLz(F)  = SL2(F ) /{+I  2} is isomor- 
phic to the alternating roup G = A 4 = C 1 L) C 2 LJ C 3 U C31, where Cj is 
the conjugacy class of an element of order j in G. We have C2C 2 = C 1 U C 2 
= [G,G] -~ G, C3C~ 1 = G, and C2C 3 = C 3. So cn(G) = ecn(G) = 2. 
The conjugacy classes +C1, C 2, + C 3, + C~ 1 in SL2(F) [our notation 
for the classes corresponds to that for the conjugacy classes in PSL2(F)  = 
SL2(F)/{d- 12}] are represented by the matrices +12, h 0, -4- hz, ___ h~ 1, 
where h t is the companion matrix with trace t [see (3.2)]. The orders of 
elements in C 1, -C  1,C z = -C  2 = C~1, C3 ' _C3  , C~1, _C~1 are 
1, 2, 4, 3, 6, 3, 6 respectively. 
We have 
C2C 2=C 1U -C  1UC 2 = [G ,G] ,  
C3C 3 =C~ 1U -C~ 1, 
C2C 3 = C 3 U - C 3, 
C2C~ 1 = C{ 1 U - C~ 1, 
CaC~ 1= C 1U c z ¢ [G ,G] ,  
C3C3C 3 = [G ,G] .  
So cn(SL2(F)) = 2 and ecn(SL2(F)) = 3. 
Consider now G = GL2(F).  In addition to the conjugacy classes 
___ C 1, C 2, + C 3 of the above matrices ___ 12, h0, ___ h 2 of determinant 1 (note 
that now C~ -1 = C3), we have the conjugacy classes T O = To x and +T 1 with 
detT  0= - l=detT  1 and t rT  0=0,  t rT  1 = 1, T~-I = _T1" The classes 
CONJUGACY CLASSES OF MATRICES 173 
+C 1 and C 2 generate proper subgroups of [G, G] = SL2(F). Here is the 
multiplication table for the other classes: 
C3C 3 = C 3 (.J - C 3 U C 2 I,.) C1 = SLy(F )  \ - C 1, 
ToT 1 = C 2 U C a U - C a , 
ToT o = SL2(F) ,  
T IT  1 = _ C 1 ~J C 2 [,J C3 ,  
ToC 3 = T l tJ - T l tJ To, 
T~Ca = To u - T , .  
Since T1T 1 does not contain C~, cn(GL2(F)) >t 3. Since in addition ToT 1 
does not contain ___C 1, ecn(PGL2(F)) >/3. Since C3T1T 1 does not contain 
-C  1, ecn(GL2(F)) 1> 4. 
On the other hand, CzCaC 3 = SL2(F) and T, TtT ~ = GL2(F) \  SL2(F), 
hence cn(GL2(F)) ~< 3. Also ecn(PGL~(F)) ~< 3 and ecn(GL2(F)) ~< 4 by 
direct computations. 
5. PROOF OF THEOREM 2.2 
LEMMA 5.1. Let C1, C~, C o be nonscalar conjugacy classes in GLz(F), 
and let det C 1 det C z = det C o. Assume that the eigenvalues o f  Ce are in F 
and either they are distinct, or C 1 ~ IXC o fo r  an eigenvalue tx o f  C z, or the 
eigenvalues o f  C 1 are in F and card(F) ¢ 2. Then C1C 2 D C o. 
Proof. We choose the companion matrix 
0 r l )  
gl = 1 t 1 
in C 1 and an upper triangular matrix 
in C 2. Then tr gl g2 = b + Ixt 1. 
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When A 4: ~, b is an arbitrary element of F, so tr gig2 = tr C o for some 
b; hence gig2 ~ Co, and we are done. 
When A =/x,  b is an arbitrary nonzero element of F, so we are also done 
unless tr C O =/xt  1. 
It remains to consider the case when A =/z ,  tr C O = /z t l ,  the eigenvalues 
of C 1 are in F, and card F 4: 2. In this case we replace g l by 
Then 
h' b ' )  
gl = 0 /x' ~ CI" 
glgz = 0 Ix'tz " 
Since card(F )4 :2  and b is an arbitrary nonzero element of F, we can 
arrange that h'b + bgt 4: 0; hence glg~ ~ Co, andwe are done. • 
COROLLARY 5.2. Assume that the field F is quadratically closed. Then 
the product C1C 2 of any two nonscalar conjugacy classes in SLz(F) (in 
GLe(F)) contains all nonscalar matrices (all nonscalar matrices with determi- 
nant equal to det Cldet C 2). Therefore cn(G) ~< 3 for G = GL~(F), SL2(F), 
PGLz(F), PSL2(F). 
Now we can complete our proof of Theorem 2.2. Assume that F is 
quadratically closed. Note that the group SL2(F) contains two conjugacy 
classes C 1, C 2 which are not the same in PSL~(F). For example, C1 and C~ 
are the classes of the companion matrices with traces 0 and 1 respectively. 
Then C1C~ 1 does not contain any scalar matrices; hence ecn(G)>i 3 for 
G = GL2(F), SL2(F), PGLz(F), PSL2(F). By Corollary 5.2, the inverse 
inequalities hold, so ecn(G) = 3 for these G. 
On the other hand, in the group GLz(F), CC contains the scalar matrix 
(det C)12 for any conjugacy class C. So, using Lemma 5.1, cn(G) = 2 for 
G = PGL2(F) and G = PSL~(F). 
But CC does not contain - (det  C)I  2, which has the same determinant, 
(det C) z, as (det C)I~, i f t r  C 4: - t r  C. So cn(G) >i 3 for G = GL~(F) and 
SL2(F) when - 1 4:1 in F (i.e., 2F = F). 
6. PROOF OF THEOREM 2.3 
LEMMA 6.1. Assume that card(F) 4= 2, 3. Let C1, C2, C3, C O be non- 
scalar conjugacy classes in GL~(F) such that det C O -- det C 1 det C~ det C 3. 
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Then ClC3C 3 ~ C o. Therefore cn(PGL~(F)) ~< cn(GLz(F))  ~ ecn(GL~(F)) 
~<4. 
Proof. Set r = det C 1 det C 2. We pick 0 ~ A ~ F such that A2 ~ r. By 
Lemma 5.1 both C1C 2 and CoC~ 1 contain 
(o o 
r /A  )" 
So C1C~C 3 D C O . • 
LEMMA 6.2. Let C1, C 2 be conjugacy classes in SL2(F) with eigenvalues 
outside of F and 4-1 ~ A ~ F. Then the diagonal matrix diag( A, A-1) 
CIC 2 if and only if -A  ~ x(C1)x(C2) .  
Proof. Let diag(A, A -1) = gig2 with gj ~ Cj fo r j  = 1,2. Write 
cj dj" 
The equality gi -1 diag(A, A -1) = g2 gives that -C lA  = c2; hence -A  = 
C{Ic2 E x (C1)x(c2) .  
Conversely, assume that -A  ~ x(C1)x(C2).  Then we write -A  = c11c2 
with cj ~ x(Cj )  for j -- 1, 2. We set 




C 1 0 
C 1 and go = 





c SLy(F )  
with tj = tr Cj. Then 
0 












-- (7 2 
1 
c 2 ~ C 2 ; 
t2 
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hence go ~ C1Cz. Since go is similar to diag(A, A-l),  we conclude that 
diag(A, A -1) ~ C1C 2. • 
COROLLARY 6.3. Assume that F is a Cl(2)-field with card(F)  4= 2, 3. Let 
C 1, C z, C a, C O be nonscalar conjugacy classes in SL2(F). Assume that either 
(tr Cj) 2 4= 4 for somej = O, 1, 2, 3 or 2F = F. Then C1C2C a D C o. 
Proof. Suppose first that (tr Cj) ~ = 4 for all j .  By the condition of the 
corollary, 2 F = F. For each j = 1, 2, 3, replacing, if necessary, both Cj and 
Co  b -C  and -C  O res ect ivel ,  we y j p y can assume that t rC j  = 2 for 
- 1, 2, 3. Pick a nonzero bj ~ x(Cj). 
I f t rg  0 = 2, we find nonzero xl, x 2 ~ F such that blx ~ + b2x ~ = b o - 
b a [using that F is a Cl(2)-field]. Then 
bjl 0)  
g J=  x~ 1 ~Cj  
fo r j  = 0,1 ,2 ,3 ,  where xj = 1 fo r j  = 0,3 and glg2g3 = go. 
Assume now that tr go = - 2. Then we find nonzero x, y ~ F such that 
blb2x 2 + bobay 2 = 4. Set 
= ~ C 3, and g0= b0 1 ~ CO. g3 0 
Thent rg lg  2 = 2 - blb2x 2 = 2 + bobay ~ = tr g0g~ x 4= 2; hence gig2 and 
gog~ l are similar in SLz(F).  So C1C2C 3 D C o. 
Assume that (tr Cj) 2 4= 4 for some j = 0, 1, 2, 3. Without loss of general- 
ity, we can assume that (tr Co) 2 4: 4. The condition that F is a Cl(2)-field 
implies x(C o) = F. By Lemmas 5.1 and 6.2, CxC 2 contains the diagonal 
matrix g = diag(A, l /A )  with some A 4= +__ 1 in F. Using Lemma 6.2 again, 
we obtain that g ~ CoC~ 1. So C1C2C 3 D C o. • 
LEMMA 6.4. Let C be a conjugacy class in GLz(F )  with eigenvalues not 
in F. Then go ~ CC, where 
( d ld ) with d = det C. go= 0 
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I f  in addition either tr C = 0 or -1  is a square in F, then CC does not 
contain the matrix -go.  
Proof. Assume that gig2 = go with gl, g2 ~ G. Then g~lg o = g2. So 
tr golgl ~ tr gl = tr g2. When tr C = 0, we obtain a contradiction also from 
golgl  = -g2,  because then t rgolg l  -¢ t rg  1 = 0 = tr(-g2).  When -1  = 
e2 in F, the eigenvalues of 8C are not in F, so go ~ ~C = -CC;  hence 
-go  ¢~ CC. 
COROLLARY 6.5. I f  F has a quadratic field extension and card(F)/> 4, 
then cn(PGL2(F)) >t 3, cn(PSL2(F)) >~ 3, ecn(PGL2(F)) >/ 4, and 
ecn(PSLe(F)) >/4. I f  in addition F has a nonseparable quadratic field 
extension, then ecn(SL 2 F) >/5. 
Proof. We will show that there are nonscalar matrices go and g in 
SL2(F) such that go, -go  ¢~ CC, where C is the conjugacy class of g in 
GL2(F). This will imply that cn(PGL2(F)) >~ 3, cn(PSL2(F)) >1 3, and [since 
+__1~ ~ CCCo 1, where C O is the conjugacy class of go in GL2(F)] 
ecn(PGL2(F)) >~ 4, ecn(PSL2(F)) >/4. 
Case 1: - 1 is not a square in F. Then, by Lemma 6.4, go, -go  f~ CC, 
where 
go = (0 
and C is the conjugacy class of 
 =h0=(0 0 
in GL2(F). 
Case 2: -1  is a square in F, and F has a separable quadratic field 
extension. By Lemma 3.6 there is t ~ F such that the matrix h t [see (3.2)] 
has eigenvalues outside of F. Let C be the conjugacy class of g = h t E 
SLz(F). By Lemma 6.4, 
(1 1) 
go, -g0~CC,  where go = 0 1 " 
So cn(PGL2(F)) >~ 3 and cn(PSL2(F)) >/3. 
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Case 3: F has a nonseparable quadratic field extension. Then 2 F --- 0, 
and there is b ~ F which is not a square. Since X(go) has no nonzero 
squares, -go  = go ~ CC, where 
(1 b) 
go= 0 1 
( 01 1) in SLy(F) = PSLz(F). and C is the conjugacy class of  
So go, -go  ~ CC in all cases. 
Now we have to prove that ecn(SLz(F)) t> 5 under the assumption of 
case 3. Let b, C and go be as in case 3, and let C O be the conjugacy class of 
go in SL2(F). We will show that 12 ~ CCCC o. Suppose that gig2 = gog3 
where gl, g2, ga ~C =C -1. Taking traces, we have 2+x 2 =t rg lg  2 = 
tr g0g3 = 2 + by2; hence tr gig2 = 2 -- tr gog3. Now X(glg2) consists of 
all squares in F, while X(gog3) contains b + y2 for some y ~ F. Since 
2 F = 0 and b is not a square, we obtain a contradiction. • 
LEMMA 6.6. Let C be a nonscalar conjugacy class in GL2(F) with 
det C = 1 and t = tr C # 5:2. Then the set tr CC consists of  all t o ~ F such 
that the equation x 2 - txy  + y2 = _ ( t  o_2) ( t  2_ to_2)  has a solution 
x ,y~F.  
Proof. If C has distinct eigenvalues in F, then CC = SL2(F) by 
Lemma 5.1, and the quadratic form x 2 - txy + y2 represents everything in 
F. Assume now that the eigenvalues of C are not in F, i.e., the characteristic 
polynomial det(g - z l  2) = z ~ - tz + 1 of C is irreducible, where g ~ C. 
Every matrix in CC is similar to a matrix of the form 
-[l+d(d-t)l/b d 0 -11 ' 
whose trace is t o ~ b + [1 + d(d  - t ) ] /b +dt .  We multiply this equation 
by b and take all terms to the left hand side to obtain 
b 2 +d 2 +tbd- td - tob  + 1 =0.  (6.7) 
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To get rid of the linear terms, we substitute 
2t 0 - t 2 
b = u + and 
4 - t  2 
d=v+ 
t (  t o - 2) 
4 - t 2 
in (6.7) and obtain 
det(ug + v12) = u 2 + tuv + v 2 = (to - 2)( te - to - 2) 
t ~ - 4 
Now we write (ug + v l z ) (g  ~ - 12) = xg - y l  2 with x, y ~ F to obtain 
x 2 - txy + y2 = det(xg - y12) = det(ug + v12)det (g  2 - 1~) 
= - t0 - 2 (t - to - 2 ) .  
Now we can complete our proof of Theorem 2.3. Assume that F is a 
Cl(2)-field with card(F) 1> 4 and F is not quadratically closed. The trace is 
the only invariant of  a nonscalar matrix in SL2(F). 
Let C be a nonscalar conjugacy class in G = GL2(F)  or SLy(F). By 
Lemmas 6.1 and 6.2, CCC contains all nonscalar matrices go with det g = 
(det C) 3. Let us show that CCC also contains scalar matrices go = )t12 with 
0~) t~Fanddetg0=(detC)  3=A2.  
We have det C =/x  2 with /z = A/det  C. The inclusion go ~ CCC we 
want to prove takes the form 12 ~ C'C 'C '  with C' = Cf/z .  Since det C' = 1, 
we have C ' -  1 = C', so we have to prove that C' c C 'C ' .  
Set t = - t r  C'. I f  t = __+2, then C' c C 'C '  by Lemma 5.1. Otherwise, 
C'c  C 'C '  by Lemma 6.5. So cn(G)~ 3 for G = GL2(F)  or SL2(F). 
Combining this with Corollary 6.4, we obtain that cn(G) = 3 for G = SLz(F), 
GL2(F),  PSL2(F), PGL2(F).  
Since cn(PSL2(F)) >/3, there is a nonscalar conjugacy class C in SL2(F) 
such that CC does not contain Co, -C  O for a conjugacy class C O in SL2(F). 
Since C = C -1, C O is not scalar. Therefore ecn(PSL2(F)) >/4. It follows 
that ecn(G)/> 4 for G = SLy(F), GL2(F),  PSL2(F), PGL2(F).  On the 
other hand, Lemma 6.1 gives the inverse inequalities. So ecn(G) = 4 for 
G = SL~(F), GL2(F)  , PSL2(F)  , PGL2(F) .  
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LV.MMa 7.1. Assume that card(F) >1 4. Let Cl, C 2 be nonscalar conju- 
gacy classes in SL2(F). Then CIC 2 contains a nonscalar diagonal matrix. 
Proof. We choose nonzero cj ~ x(Cj) such that c I q: +c~. Set )t = 
- c2 /c  1 :/: + 1, and choose 
a i * ) 
gl = Cl dl ~ C1. 
Determine x ~ F from 
d 1 
a 1A+-~-  +c  lx=trC  2. 
Set 
g = l fA  " 
Then t rg lg  = trg 2 and -c2 ~ X(glg);  hence gig ~ C21. So g ~ C1C2; 
hence diag(A, l /A)  ~ C1C2, because this diagonal matrix is similar to g in 
SL2(F). 
LEMMA 7.2. Assume that card(F) >1 4. Let C1, C2, Ca, C4, C O be non- 
scalar conjugacy classes in SL2(F). Then C O c C1C~CaC 4. 
Proof. By l_~mma 7.1, C1C 2 contains the conjugacy class C 5 of g5 = 
d iag( -A , -  l /A)  with some A 4: ___ 1 in F. Similarly, C3C 4 contains the 
conjugacy class C~ of g6 = diag(- ~, - 1//x) with some/~ 4: + 1 in F. 
Note that x(gs)  = x(g~) = F, i.e., the similarity class of gj in SL2(F) 
and in GL2(F) is one and the same for j = 5, 6. By Lemma 5.1 C O c C5C6; 
hence C O c C5C 6 c C1C~C3C 4. • 
Now we are ready to complete our proof of Theorem 2.4. Assume that F 
is not a Cl(2)-field. 
(a): By Corollary 6.5, ecn(G) >/4 for G = GL2(F) , PGL2(F ). By Lemma 
6.1, ecn(G)~<4 for G =GL~(F) ,  PGL2(F ). So ecn(G)=4 for G= 
GL~(F), PGL2(F ). 
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(b): By Lemma 7.2, ecn(SL2(F))  ~< 5. Let us show the inverse inequality. 
Let F ' /F  be a quadratic field extension, and let c ~ F not be a norm. I f  
the extension is not separable, then ecn(SL2(F))  >/5 by Corollary 6.5. So we 
assume that F '  is separable. By Lemma 3.6, there is an e lement z ~ F '  \ F 
of norm 1. Let t be the trace of z. Note that t ~ + 2. The norm of xz - y is 
the quadratic form x 2 - txy + y2 which does not represent c. Let C 1 = C 4 
be the conjugacy class of  h 2 [see (3.2)] in SL2(F) .  Let C 2 be the conjugacy 
class of 
1 1/(t + 2) ) 
0 1 
in SLz(F) ,  and -C  a the conjugacy class of (3.3) in SL2(F).  
We claim that 12 ~ C1C2CaC 4. Otherwise we have glg2gag4 = 12 with 
gj ~ Cj, or g{Xg~l = gag4- Without loss of generality, we can assume that 
The matrix g l lg~ 1 is similar to 
(xuv t(1 xj t 2, / 
-u  2 1 + uv 0 1 
with u, v ~ F, so its trace is 2 + u2/ ( t  + 2). On the other hand, the trace of 
g3g4 has the form t + cw with a nonzero norm w ~ F. F rom 2 + u~/ ( t  + 
2) = t + cw we obtain that cw(t  + 2) = u 2 - (t 2 - 4). 
Note that t + 2 is a norm (take x = 1 = -y  in x 2 - txy + yZ) and so is 
u 2 - (t  2 - 4) (take x = (u + t)//2, y = 1). Therefore c is a norm, which is 
a contradiction. 
(c): By lmmma 7.2, ecn(PSLz(F) )  ~< ecn(SLz(F) )  ~< 5. By Corollary 6.5, 
ecn(PSL2(F))  >/4. 
Assume now that for each quadratic field extension of F every element of 
F is a norm or the negative of a norm, and let us prove that ecn(PSL2(F))  ~< 4. 
Let Cj be conjugacy classes in SL2(F )  for j = 0, 1, 2, 3, 4 such that the Cj 
are not scalar for j >/ 1. We have to prove that C O or -C  O c C1C2CzC 4. I f  
C O is not scalar, C O c C1C2C3C 4 by Lemma 7.2. Assume now that C O = 12. 
By Lemma 7.1, C1C 2 contains the conjugacy class C 0 = C~ -1 of g0 = 
d iag( -  }t, -1 / /}t )  with some A =/= ___ 1 in F. By Lemmas 5.1 and 6.2, CaC 4 
contains g5 or -g0 .  So C1C2C3C4 contains 12 or -12  respectively. 
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! t ! • ? ' " f l  r ' Let g lg2g3 = 1 =g lg2g3 with gj similar to gj o j = 1,2,3 and let 
one of the gj have distinct eigenvalues. Assume also that there is no common 
eigenvector over F for all gj. We have to prove that there is h in G such that 
gj = hg, jh-1 for all j .  
Without loss of generality, we can assume that g2 = g2 has distinct 
eigenvalues. Consider first the case when the eigenvalues belong to F. Then 
we can assume that gz = g2 = diag(h,/x) is a diagonal matrix. We write 
bP 
gl = ( :  b )  and g~ : ( : :  d ' ) "  
We have 
a + d = tr gl = a' + d' = tr g~, 
a)t + d/z = t rg~ 1, and a'A + d~z = t rg~ 1 = trg~ -1. 
Since )t ~/z ,  we conclude that a = a' and d = d'. 
I f  b = 0 or c = 0, then there is a common eigenvector over F for all gj 
[namely, (1,0) or (0,1)]. Otherwise, c' ~ 0 and gl =hg'l h-1 with h = 
diag(1/c, 1/c'). Since h commutes with g2 = g~, we have gj = hgjh -1 for 
j = 1,2,3. 
Note that without the condition about the common eigenvector it may 
happen that bc = 0. In this case, b'c' = 0. Unless the zero entries of gl and 
g~ match exactly, there is no h in G such that gj = hgjh -1 fo r j  = 1,2. So 
the condition is necessary. 
Assume now that the eigenvalues of gz are outside of F. A quadratic field 
extension F'  of F contains the eigenvalues )t, ~. So there is a matrix 
h ~ GL2(F ' )  such that gj ~, hgjh- 1 for j = 1, 2, 3 provided that there is no 
common eigenvector over F for all gj. 
I f  there is such a vector, then by applying the nontrivial automorphism of 
F' /F  which switches )t and /.¢, we see that the matrices gj are simultane- 
ously diagonalizable over F'. So _gll ' = diag(a, d). Since t rg  1 = tr g~ and 
tr g~X = tr gig2 = tr g~g2 = tr(g~- ), where g~ = diag()t,/z), we conclude 
that the diagonal entries of g~ are a, d. Since det gl = det g~, we conclude 
that g~ is upper or lower triangular. Therefore g~ and g2 = g~ has a 
common eigenvector over F'. So they are simultaneously diagonalizable over 
F'; hence gl = g~. Thus, there is a matrix h ~ GL2(F ' )  such that gj = 
hgjh -1 fo r j  = 1,2,3. 
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We write h = f + 2tf' with 2 by 2 matrices f ,  f '  over F. I f  f ~ GL2(F) ,  
then gj =fg , f -1  for j = 1 ,2 ,3  and we are done. I f  f '  ~ GL2(F )  (e.g., 
t t r - -1  , f = 0) then g, = f g j f  for j = 1, 2, 3 and we are done. Assume now that ' j 
det f= 0 and f~ 0. Conjugating gl, gz, g3, h by a matrix in GLz(F ) ,  we 
can assume that the second column of f is zero. Then, since fg~ = g j f ,  we 
obtain that all g l  are lower triangular, hence they have a common eigenvec- 
tor over F, which contradicts the condition of  the theorem. 
9. PROOF OF  THEOREM 2.5 
(a): Assume that the equation x 2 - txy + yZ = - t  - 1 has a solution 
x0, Y0 ~ F for every 2 ~ t E F. We want to prove that cn(GL2(F))  ~< 3 in 
this case. That is, C O c CCC for any nonscalar conjugacy class C in GL2(F )  
and any conjugacy class C O in GL2(F )  with det C O = (det C) 3. Lemma 6.1 
yields C O c CCC when C O is not scalar. Assume now that C O is scalar, i.e., 
C O = A1 z with 0 ~ )t ~ F. We have det C O = )t ~ = (det C)~; hence det C = 
/z 2 w i th /x  = A fdet  C. The inclusion C O c CCC we want to prove takes the 
form 12 ~ C'C 'C '  with C' = C/ /x .  Since det C' = 1, we have C ' -  1 = C', so 
we have to prove that C' c C'C' .  
Set t = tr C'. I f  t = +2,  then C' c C 'C '  by Lemma 5.1. Assume now 
that t ~ +2.  By Lemma 6.6, we have to prove that the equation Nt(x, y)  = 
x 2 - txy + yZ = - ( t  - 2)(t 2 - t - 2) = - ( t  - 2)z(t + 1) has a solution 
x, y ~ F. We can set x = Xo(t - 2) and y = yo(t - 2). 
Conversely, assume now that cn(GL2(F) )  ~< 3. We have to prove that the 
equation x 2 - txy + y2 = - t  - i has a solution x0, Y0 ~ F for every t ~ 2 
in F. When t = -2 ,  the equation has solution x = 1, y = 0. Assume now 
that t ~ ___ 2. Let C be a nonscalar conjugacy class in GL2(F )  with det C = 1 
and t rC  = - t  :~ ___2. Since cn(GL2(F))~< 3, CC contains C. By Lemma 
6.6, the equation 
x 2 + txy  + = - t0 - 2 (t 2 - to - 2 )  
has a solution x 1, Yl ~ F when t o = t. So 
x~ + tx ly  1 + y2 = _ ( t  o _ 2 ) ( t  2 _ to _ 2) = - ( t  - 2)~(t  + 1); 
hence x~ - txoy o + yo ~ = - t  - 1 for x 0 = x l / ( t  - 2), Y0 = -x l / ( t  - 2). 
Thus, cn(GLz(F ) )~<3 if and only if x 2 - txy  + y2= - t -  1 has a 
solution x 0, Y0 ~ F for every t ~ F. Combining this with Lemma 6.1 and 
Corollary 6.5, we obtain Theorem 2.5(a). 
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(b): We assume first that for every t ~ F either 1 - t or i + t has the 
form Nt(x, y)  and prove that cn(PGL2(F) )  ~< 3. That is, C O c CCC t2 - 
CCC for any nonscalar conjugacy class C in GL2(F )  and any conjugacy class 
C O in GL2(F )  with det C O = (det C) 3. Lemma 6.1 yields C O c CCC when 
C O is not scalar. Assume now that C O is scalar, i.e., C O = A12 with 0 =~ A ~ F. 
We have det C O = A 2 = (det C)3; hence det C = ~2 wi th /x  = A//det C. The 
inclusion C O c CCC U - CCC we want to prove takes the form C' c C'C'  
U - C'C'  with C' = C//~. When tr C' = 2, C' c C'C'  because card(F )  >/ 
3. When tr C' = -2 ,  C' c -C 'C '  because card(F)  >/3. Assume now that 
t = tr C' ~ +2.  When - t  - I has the form Nt(x, y), C' c C'C'  by Lemma 
6.6 with t o = t. When t - 1 has the form Nt(x, y), we have -C '  c C'C',  
i.e., C' c -C 'C '  by Lemma 6.6 with t o = - t .  
Conversely, if cn(PGL2(F) )  ~< 3, then Lemma 6.6 gives that either - 1 - 
t or - 1 + t has the form Nt(x, y). Thus, cn(PGL2(F) )  < 3 if and only if for 
every t ~ F either -1  - t or -1  + t has the form Nt(x, y). Combining 
this with Lemma 6.1 and Corollary 6.5, we obtain Theorem 2.5(b). 
To prove Theorem 2.5(c), we will use the following ref inement of  Lemma 
6.6. 
PROPOSITION 9.1. Let C1, C2,C a be nonscalar conjugacy classes in 
SL2(F).  Then the equation glg2g3 = 12 has a solution gj ~ Cj i f  and only i f  
there are xj ~ x(C j )  such that (x 1, x 2, x 3) # (0, 0, 0) and 
x~ + x~ + x~ + taxlx2 + t2xixa + t lx2x3 = O, where tj = t rC j .  
Proof. Assume first that there are xj ~ x (C j )  such that 
x~ + x~ + x~ + t3x lx  2 + t2XlX 3 + tlX2X 3 = O. 
I f  two of the xj vanish, then all three are 0. So we can assume that at most 
one of the xj vanishes, say, x lx  2 ~ O. Set 
gl  
x a 1 x3( t lx  2 + x3) 
t 1 + - -  









x 2 E C 2 . 
t2 
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Then 
(* *) 
t rg lg  2 =t  3 and gig2 = x 3 , , 
so gig2 ~ C~ 1" 
Assume now that g lg2g3 = 12 with gj ~ C,.j Without loss of generality, 
we can assume that (g2)1,1 = 0. Set xj = (gj)2,1 ~ x (C j )  • I f  x 1 = 0, then 
-1  x 3 4= 0, and replacing gl, g2, g3 by g3, g2, g2 g ig2 ,  we can assume that 
x~ 4: 0. We write 
g l  
x( t  1 - x)  - 1 
t~ - x 
Xl  
~C 1 X 




7C 2 , 
t2 
so gig2  ~ C31" 
Since (g 1 g2)2,1 = (g3 1 )2,1 = - x 3, it follows that x = - x 3 /x  2. Writing 
that tr glg~ = tr g~l = t3 ' we obtain that 
x~ + x~ + x~ + t3xlx2 + t2xlx3 + tlx2x3 = o. 
(c): By Lemma 5.1 (when C has an eigenvalue in F)  and Corollary 6.5, 
3 ~< cn(PSL2(F)). Let us prove that cn(PSL2(F)) ~< 4, Let C be a nonscalar 
conjugacy class in SL2(F), and C O a conjugacy class in SL2(F) with det C = 
(det C) 4. We have to prove that C O or -C  O a CCCC.  I f  C O is not scalar, 
then C O c CCCC by Lemma 7.2. 
By Lemma 7.1, diag(h, l /A )  ~ CC for some h ~ F. Since diag(A, l /A )  
is similar to its inverse in SL2(F) , 
12 = diag( h, h) diag( h, h ) - i  E CCCC.  
Thus, cn(PSL2(F)) ~< 4. Assume now that cn(PSL2(F)) = 3. Then 12 or 
-12  ~ CCC,  i.e., C -1 or -C  -1 c CC,  for any nonscalar conjugacy class C 
in SL2(F). When t 4= +2,  by Lemma 6.6, we obtain that x 2 - txy + y2 = 
- ( t  o -2 ) ( t  2 - t  0 -2 )  for some x ,y  ~F ,  where t o=t  or - t .  When 
t o = t we have 
- ( to  - 2 ) ( t  2 - to - 2)  = - ( t  + 1) ( t  - 2)  2, 
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so - ( t  + 1) has the form Nt(x' , y'). When t o -- - t ,  we have 
- ( t  0 -2 ) ( t  2 - t  o -2 )  = ( t  2 -4 ) ( t -  1); 
hence t - 1 has the form Nt(x', y') (because both t + 2 and t - 2 have 
such a form). 
When t = +2,  then 1 = -1  - t or -1  + t has the form Nt(x', y'). So 
for every e lement t ~ F either - 1 - t or - 1 + t has the form Nt(x', y'). 
In particular, for t = 0, - 1 is the sum of two squares in F. 
We have to prove that every element c o of the field F is the sum of two 
squares. I f  - 1 is a square in F, this is clearly true. So we assume that - 1 is 
not a square. Since - 1 is the sum of two squares, co is such a sum if and only 
if - c  o is. 
We take an arbitrary c o ~ F. Let C, C O be the conjugacy classes in 
SLy(F )  with tr C = tr C O = 0, x(C) ~ 1, x(Co) ~ c o . 
Since cn(PSL2(F))  ~<3, we have glg2g3 = go with gl,  g2, gz ~ C and 
go ~ Co U - C 0. I f  gig2 is scalar, then the equality go = ---g3 gives that c o 
is the sum of two squares. Otherwise, we apply Theorem 2.6 to gl  g2 = go g~l  
to obtain that c o is the sum of two squares. 
(d): By Lemma 7.2, cn(SL2(F))  ~< ecn(SL2(F))  ~< 5. Let us show that 
4 ~< cn(SL2(F))  when F is not a Cl(2)-field. We pick t, c o ~ F such that 
t 4 :+2 and -c  o is not of the form Nt(x, y). Let C,C o be the conjugacy 
classes in SL2(F)  with tr C = t = tr C o, x(C) ~ 1, and X(Co) ~ c o. We will 
show that C O is not contained in CCC. Otherwise, we have 
gxg2 = g31go with gl ,  g2, g3 ~ C and go ~ Co. 
By Theorem 2.6, 
hglh -1 = g31 and hgzh -1 = go fo rsome h ~ GL2(F  ).  
Then 
x(  C) = x(  gl) = (det  h ) x (  g~ 1) = - (det  h) x(  C) 
and 
X(C)  = x (gz )  = (det h) x(go)  = (det h)coX(C);  
hence -c  o ~ x (C) ,  which is a contradiction. 
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Thus, 4 ~< cn(SL2(F))  ~< 5. Assume now that cn(SL2(F))  = 4. We want 
to prove that - 1 is the sum of four squares. Assume that - 1 is not a square 
in F (otherwise, - 1 is the sum of four squares and we are done). Let C be 
the conjugacy class of h 0 in SL2(F)  [i.e., tr C = 0 and x(C)  consists of all 
nonzero sums of two squares]. 
We claim that t rg0 is the sum of four squares for any go ~ -CC.  
Indeed, let go = -g ig2  with gl, g2 ~ C. To compute tr go, we can assume 
without loss of generality that 
1 t 1 0 " 
We write 
Then tr go = c - b. Since b, c ~ x (C)  are each the sum of two squares, 
tr go is the sum of four squares. 
Now we write -12  = glg2g3g4 with gj ~ C. Set go = -g ig2  = 
g41g~ 1. As shown above, tr go is the sum of two squares. On the other hand 
g41g~ 1 is similar in GL2(F )  to g3g4 ~ CC, so - t rg  0 is also the sum of 
four squares. Thus, - 1 is the sum of four squares. 
REMARK 9.2. Using Proposition 9.1, one easily gets the following neces- 
sary and sufficient conditions on F for cn(PSL2(F))  ~< 3: 
(1) for any t ~ F there are e E F and x~ in the range of 8N t such that 
3 c~ 
e 2=1,  (x l ,  x2, x3)~(0 ,0 ,0 ) ,  and x~+x~+x~+6tx lx2+etx lx3+ 
etx 2 x 3 = 0; 
(2) for any t, t 0, c o ~ F there are s, t 4, c 4, xj, yj ~ F such that 8 z = 1; 
+ + + t4xlx2 + tx x3 + tx2x3 = 0;  
Y~ + Y~ + Y~ + ty ly2 + ~toYlY3 + t4y2y3 = O; 
(x l ,  xz, x 3) --/= (0 ,0,0)  ~ (Yl, Yz, Y3); xl, xz, -Y2 are in the range of Nt; 
x3,y 1 are in the range of c4Ntl; and Y2 is in the range of 6coNto. 
The first condition is obtained from 612 ~ CCC with t = tr C. The 
second condition is obtained by rewriting gl g2 g3 = go, where gl, g2, g3 ~ 
C, go ~ 8C0, 1 ~ x (C)  as glg2g4 = 12 = g4gog31 with g4 = gig2, t4 = 
tr g4, and c 4 ~ x(g4) .  However, these conditions seem to be too compli- 
Cated, and we could not use them to get new insights. 
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