ABSTRACT This paper addresses the median filtering forensics for a lossy compressed image with low resolution, which is essential for the identification of fake images and fake videos. A deep residual model with training data augmentation is employed in the proposed method. To solve the dilemma that the low-resolution image is the lack of enough statistical pixels for extracting reliable features, we propose a filter layer to widen the inputs for the convolutional neural network (CNN). First, we perform the high-pass filtering to an image in the filtered layer and stack the multiple filtered residuals into 16-channel feature maps as inputs of CNN. Then, a deep residual CNN model has proposed to self-learn the median filtering traces that are hidden in the JPEG lossy compressed image. To alleviate the over-fitting issue of the deeper CNN model, we employ a data augmentation scheme in the training to increase the diversity of training data and, thus, obtain a more stable median filtering detector. The experimental results demonstrate that the proposed net with training data augmentation outperforms state of the arts in both baseline test and generalization ability test, achieving at least 2% higher in terms of detection accuracy.
I. INTRODUCTION
Recently, multimedia security has attracted wide concerns [1] , [2] , especially for the fake video tools-DeepFake. The large amount of forged images and fake videos flooding on the Internet are creating serious consequences, such as, destroying individual's reputations, fabricating rumors and then misleading public opinions. Therefore, an effective algorithm which can identify forgeries is urgently desired. As a non-linear smoothing and edge-preserved operator, median filtering is employed for beautifying the forgery if needed, such as decorating image matting and, smoothing human's face. As a result, detecting the questioned image whether being undergone median filtering can provide auxiliary clues for multimedia authentications. Additionally, the median The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan. filtering forensics is an essential tool for recovering processing history of multimedia contents, which may be beneficial for steganography [3] , [4] , steganalysis [5] , [6] , watermarking [7] , [8] , countering image anti-forensics [9] , multimedia coding [10] , [11] , etc.
The pioneering work of median filtering forensics is proposed by Kirchner and Fridrich [12] . Based on the streaking artifacts of median filtering, Kirchner et al. utilized the difference of an image to create a histogram-based feature, and obtained satisfactory detection results for un-compressed images. The metric feature f proposed by Cao et al. [13] and median filtering feature (MFF) proposed by Yuan [14] also achieved excellent performance on the un-compressed images in high or low resolution. As an image is often saved in JPEG format, researchers begin to focus on the robustness of median filtering detector against lossy compression. Generally, existing methods first extract features from a high-pass FIGURE 1. Architecture of the proposed net (left plot). The middle plot and right plot demonstrate the building block within a group and the building block between two groups respectively. The curve with arrow represents a shortcut connection. ''Conv'', ''BN'', ''Relu'' and ''FC 2'' stands for convolution, batch normalization, activation function and 2-way fully-connection respectively. filtered residual, and then employ SVM as a binary classifier to detect median filtering. The typical works include SPAM [3] , GLF [15] , AR [16] , LTP [17] and LBP [18] . Some works constructed composite features from multiple residuals to further improve the robustness of detector. Shen et al. [19] utilized both GLF and LBP to construct an enhanced feature (EF). Our previous work [20] extracted a forensic feature set from multi-directional residuals. Yang et al. [21] extracted two-dimensional autoregressive (2D-AR) feature from various filtered residuals. Li et al. [22] utilized steganalysis feature on rich model (SRM) for median filtering forensics and general-purpose forensics.
Recently, the deep models are used for median filtering forensics and have shown excellent performances. Chen et al. [23] proposed a CNN with 5 convolution layers along with 2 fully-connected layers, which achieved applaudable performance for images of size 64 × 64, 32 × 32 under JPEG 90, JPEG 70 compressions. Shan et al. [24] proposed a deblocking layer aimed at suppressing JPEG block artifacts and a fused filtered layer before a tailor-made CNN, and this work achieved excellent performances for small image blocks and JPEG compressed images. The deep CNN models also obtained great improvements in other forensic tasks, such as general-purpose forensics [25] - [27] , and countering antiforensics [28] .
When employing median filtering detector for block-based tampering detection, in order to locate tampering targets accurately, it is needed to divide the test image into blocks as small as possible. Besides, the detector is required to give high detection accuracy on these small blocks. Inspired from the deep nets [23] - [28] , we aim to further improve the performance of median filtering detector for JPEG compressed low resolution image by deep CNN model. Based on the characteristics of JPEG compressed images in low resolution, the proposed deep residual model adopts a wider and deeper network architecture. Meanwhile, we also employ a data augmentation scheme called mix-up [29] in the training phase to increase the diversity of training data and thus reduce the risk of over-fitting which may be occurred in the deep CNN. Experimental results demonstrate that the proposed method outperforms the-state-of-arts in detecting median filtering on JPEG compressed low-resolution images.
The rest of this paper is organized as follows. In Section 2, we introduce the deep residual model and mix-up scheme in details. In Section 3, we demonstrate the advantage of the proposed method by exhaustive experiments. In Section 4, conclusions are made.
II. THE PROPOSED DEEP NET WITH MIX-UP SCHEME A. THE DEEP RESIDUAL MODEL
Median filtering forensics for the JPEG compressed low resolution image is still a challenging problem. Generally, the higher the JPEG compression ratio (lower quality factor (QF)) and the lower the resolution are, the lower the detection accuracy is. There are two reasons for this: (1) The low-resolution images do not have enough statistical information to extract a reliable feature set. (2) The lossy compression may damage the traces of median filtering, and thus leaving behind subtle, indistinguishable traces in the post-compressed image. To tackle above challenging issues, we propose the following solutions. Firstly, increasing statistical elements via a filtered layer which widens the input from 1-channel gray image to 16-channel residuals. Secondly, enhancing the subtle median filtering traces by increasing the depth of net. However, increasing the depth of CNN directly can easily cause non-convergence problem. He et al. proposed a ResNet [30] with shortcut connections, which solved the vanishing gradient phenomenon in the deeper model effectively. In this work, we employ the ResNet as a base model for median filtering forensics. The proposed architecture is shown in Fig. 1 .
1) FILTERED LAYER
This layer is used to increasing statistical inputs for lowresolution images. In the literature of median filtering forensics, the methods based on multiple residual model benefit capturing more diverse traces, thus usually performs better than that using a single model, such as SRM [22] VS SPAM [3] , EF [19] VS GLF [15] , 2D-AR [20] VS 1D-AR [16] . Inspired by the multiple model-based works, we propose a filtered layer in front of the deep model to generate multiple residuals. These residuals are not only helpful for extracting diverse features, but also increase the number of statistical elements.
Considering that the median filter is a smoothing filter which causes significant statistical changes in the texture and edge regions, high-pass filtered residuals are used to enhance the median filtering traces left in the high frequency components. Specially, a gray image is convoluted with each kernel shown in Fig. 2 to create 8 high-pass filtered residuals in different directions. These residuals are the commonly used 1st-order image difference (DIF). Besides DIF, median filtered residual (MFR) defined in (1), which is helpful for improving the algorithms' robustness against JPEG compression in our previous works [16] , [20] , is also employed to convolute with each kernel to create the other 8 residuals. These residuals can be taken as the 1st-order difference of MFR, called MFRD in the following. In the formula (1), MF3 represents a 2-D median filtering operation with 3 × 3 window. We have found that higher-order image differences (such as 2 nd -order DIFs) along with their corresponding MFRDs do not provide significant gains. So, we employ 8 DIFs which cover all kinds of 1 st -order DIF and 8 MFRDs in the filtered layer. After feeding a gray image into the filtered layer, it outputs 16-channel feature maps for the subsequent residual learning layers. Noticing that the filtered layer does not participate the back-propagation training process, it will not increase training time significantly.
2) RESIDUAL LEARNING LAYERS These layers are used to learn features for classifying median filtered images from unaltered images. Let's assume the input is a 32 × 32 gray image. All convolutional layers except those in the shortcut connections employ 3 × 3 kernels and all nonlinear activation functions are Relu. The first convolutional layer uses 16 filter kernels, following by a batch normalization layer and an activation layer, and outputs 16 feature maps of size 32 × 32. Then, 3 groups containing the same number of convolution layers are stacked to increase the depth of net. In the proposed net, each group has n building block units with 2 layers each and has 2n layers totally. To avoid vanishing gradient phenomenon, the identity shortcut connection which associates the input of the first layer with the output of the last layer of the building block is proposed as in the ResNet [30] . For the building blocks within one group as shown in the middle plot of Fig. 1 , as the input and output have the same size, the identity shortcut connection within a group denoted by solid curve arrow is directly executed, i.e. F(x) + x. However, for the shortcut connections between two groups denoted by dotted curve arrow in the rightmost plot of Fig. 1 , as the size of input is 2 times of that of output, the input of the last group is subsampled by 1 × 1 convolution with a stride of 2 before executing identity shortcut connection. In all groups, the subsampling is performed by convolutions with a stride of 2, rather than pooling. In the end, a global average pooling layer with a stride of 8, a flatten layer, a 2-way fully-connected layer, and Softmax are used.
The proposed net has 6n + 3 layers, including 1 filtered layer, 1 1 st Conv layer, 6n residual learning layers and 1 fully-connected layer. We summarize the architectures for the proposed network with n = 5 in Table 1 . For the images of other size, all parameters in Table 1 remain unchanged except the output size.
B. THE MIX-UP SCHEME FOR DATA AUGMENTATION
Generally, the performances of deep learning model can be improved from both net architecture and training data. The data augmentation on training data, such as random scale, random crop, and horizontal/vertical flip, is always used in the computer vision task [30] to prevent over-fitting and enhance stableness. We execute training data augmentation via a mix-up scheme [29] in each epoch.
Assuming that linear interpolations of feature vectors should lead to linear interpolations of the associated targets, the mix-up scheme [29] trains the deep CNN model on convex combinations of pairs of examples and their labels as (2). In (2), (x i , x j ) are two randomly selected training images, (y i , y j ) are corresponding one-hot labels. In the median filtering forensics, y i for unaltered /median filtered image in one-hot term is (1,0)/ (0,1). (x,ŷ) is the virtual sample controlled by λ ∼ Beta(α, α), λ ∈ [0, 1], α ∈ (0, ∞). The parameter α controls the strength of interpolation in (2) . If α nearly equals to 0, no virtual training example will be generated. The probability density functions (PDF) of λ of different α are shown in Fig. 3 x j , and thus generate the virtual training samples nearly like x i or x j . Taken λ = 0.95 for example, based on (2),x = 0.95 x i + 0.05 x j , so the distributions of x i andx are nearly the same. For α with other two larger values in Fig. 3 , as most of λ lies in [0.2, 0.8], there will be a strong interpolation between x i and x j , which will generate difficult virtual samples for training [28] . To avoid underfitting, we set α = 0.2 in the proposed net. Noticing that although the mix-up scheme generates a new training image with a new labelŷ, it does not mean that the mix-up turns the binary median filtering classification to multi-classification problem, which is because the new label y is only used for calculating the loss function in the back propagation. The mix-up scheme is executed same on each minibatch after random shuffling. That is, the samples within a minibatch employ the same λ. In our experiments, inputs with equal and different labels are both considered.
Suppose there is a margin space between unaltered and median filtered samples, the mix-up scheme generates virtual training samples which located in the margin space. It means that the margin space becomes narrow and thus making training become more difficult than before. However, the mix-up scheme is beneficial for the testing. The reason is that the difficult training samples force the net to learn the statistical behaviors from more diverse samples and may obtain a more stable model for median filtering forensics.
III. EXPERIMENTS
In this section, we conduct several experiments to demonstrate the effectiveness of the proposed net for detecting median filtering in JPEG compressed images (QF= 70, 50) with size of 32 × 32. These selected parameters including QF and image block size are commonly used in the median filtering forensics for aiding block-based tampering detection [14] , [16] , [21] , [23] .
A. EXPERIMENTAL SETTINGS
Noticing that the proposed detector is designed for classifying median filtered image from unaltered image. In order to ensure the image in source database is unaltered, we select raw versions of the widely used BOSSbase 1.01 containing 10000 images [31] (Bossraw) and Raise containing 8156 images [32] (Raiseraw) as mother databases. All raw images are first converted to 8-bit gray images before further processing. Four non-overlapped image blocks of size 32 × 32 are centrally cropped from each image. Each database contributes 30000 randomly selected image blocks. As the detection of MF5(using 5 × 5 median filtering window) has achieved satisfactory results in previous works [12] - [21] , [23] , we mainly focus on the detection of MF3.
The number of layers which represents the depth of a CNN net is an important parameter. According to the architecture of the proposed net, the number of filters is 6n+3, where n is the number of building blocks in the group. To show the performances for different nets, we compare n in {5, 9, 18}, which leading to 33, 57 and 111-layer nets, respectively. We initialize the weights of convolutional kernels as in [30] , and a weight decay of 0.0001. The learning rate is set as 0.001 at first, and it is divided by 10 at 80, 120 and 160 epochs. Training is executed on a minibatch size of 128 and terminated at epoch= 200. The proposed nets with/without mix-up are tested in experiments. Please note that the net without mix-up does not use any data augmentation in training.
For each database, 25000 unaltered and 25000 corresponding MF3 images are used for training, the rest 5000 unaltered images and 5000 MF3 images are used for testing. All experiments are conducted on Keras of TensorFlow using one GPU with 11G memory named MSI GeForce GTX 1080 Ti. Because the testing sets have an equal number of negative samples (unaltered images) and positive samples (MF3 images), the detection accuracy (Acc) defined in the following is used to evaluate the performance of a detector.
Acc =
# correctly predicted samples # total testing samples (3)
B. PERFORMANCE COMPARISONS WITH PRIOR ARTS FOR BASELINE TEST
In this sub-section, we compare the proposed method with the-state-of-arts, including SRM [22] , EF [19] , and MFR-CNN [23] . The ensemble classifier and SVM with RBF kernel are used as binary classifier for SRM and EF, respectively. MFR-CNN employs Caffe [33] as the running VOLUME 7, 2019 platform. The training and testing set are the same for all comparison methods in the following experiments. We first conduct experiments for the baseline test, in which the training and testing images are from the same database. The results for tests on Bossraw and Raiseraw database are shown in Table 2 and Table 3 respectively. The proposed nets perform better than other three compared methods in term of Acc. For example, the best proposed net with n = 18 using mix-up scheme achieves Acc = 71.5% and Acc = 76.9% for Bossraw and Raiseraw database respectively under JPEG 50 compression. These results are 2.7% and 3.0% higher when comparing with the SRM [22] . Benefiting from the deeper net, the proposed models can better capture the median filtering traces left in JPEG compressed images, and perform much better than MFR-CNN [23] which has fewer layers. It can be seen that the proposed net using mix-up scheme obtained 9.3% and 9.4% improvements against MFR-CNN in term of Acc for tests on JPEG 70 and JPEG 50 compressed Bossraw database.
The results in Table 2 and Table 3 demonstrate that the proposed nets using mix-up scheme perform better than those without using mix-up scheme. For example, in the JPEG 70 compressed Raiseraw test, with n = 9, the net using mixup achieved 0.8% higher in term of Acc than that without using mix-up. These results indicate that the mix-up scheme enhances the diversities of training samples, and thus leads to a more stable model. We have monitored the training process from epoch= 1 to epoch= 200 to exploit the differences for the nets without/with using mix-up scheme, and demonstrate results in Fig. 4 and Fig. 5 in the following.
For the net without mix-up, there are some unreasonable results as shown in Fig. 4 . It is observed that the training Acc in Fig.4 (a) is increasing with increasing iteration epochs and achieves nearly 99% after epoch= 120, while the testing Acc in Fig.4 (c) fluctuates sharply after reaching a maximum value (about 83%) at an early epoch= 9. There is also a big contrast between the training loss (Fig. 4 (b) ) and testing loss (Fig. 4(d) ). Noticing that the net without mix-up scheme achieves the maximum testing Acc at an early epoch= 9, which means that the training data without using mix-up cannot give more information for the net to learn and easily falls into an overfitting trap. Such unreasonable results do not appear on the net using mix-up as shown in Fig. 5 . As the mix-VOLUME 7, 2019 up creates difficult samples whose distributions lie between unaltered class and median filtered class, the training Acc keeps between 67% and 71.5% after epoch= 82. Accordingly, due to the diverse training data brought by mix-up scheme, the testing Acc keeps stable at about 84% after epoch= 82. These results imply that the mix-up scheme will help the deep CNN net to learn a more stable model.
C. GENERALIZATION ABILITY TEST
The baseline test is under a relatively ideal environment, i.e., the training images and the testing images are from the same database. However, in practical application scenario, testing images can be heterogeneous from training images. To evaluate the generalization ability of the detector, we design experiments that testing images and training images are from different sources. Specially, the training set is from Bossraw/Raiseraw, while the testing set is from Raiseraw/Bossraw. For the sake of comparison, the testing set is the same as that in the baseline test.
Due to mismatch between training and testing set, all results of generalization test shown in Table 4 and  Table 5 degrade when compared with those in the baseline test. However, the nets with mix-up also perform better than other three compared methods. For example, the best proposed net with n = 18 using mix-up scheme achieves at least 2.0% improvements in term of Acc when comparing with SRM in all tests. The net with mix-up also performs better than that without using mix-up. For example, on the JPEG 50 compressed Raiseraw test, the net with n = 5 using mix-up obtains 4.2% higher Acc than the net without using mix-up. These results imply that the mix-up increases the diversity of training data, and thus enhances the generalization ability of the CNN detector.
Both results of the baseline test and the generalization ability test show that the nets with different number of layers achieve nearly the same results. This increases the flexibility of the proposed net in the practical applications. For example, the net with n = 5 can be used in less resource demanding scenarios, while the net with n = 18 prefers high accuracy demanding applications.
IV. CONCLUSION
In this paper, we propose a solution to further improve the performance of median filtering detector for JPEG compressed low resolution images. The major contributions are summarized as:
(1) A deep residual learning model is used for detecting median filtering on JPEG compressed image with low resolution. Through widening the input from 1-channel gray image to 16-channel filtered residuals and increasing the depth of the net, the proposed method achieves great improvements, even compared with the complicated 34671-D SRM.
(2) Mix-up data augmentation is used in the median filtering forensics and allows the CNN to learn a more stable model. To our best knowledge, most of the deep learningbased forensic works focus on the CNN architecture, and there are no methods employing mix-up data augmentation to improve the forensic detector's performance.
(3) It is observed that the deep residual learning model with training data augmentation has potentials in further improving median filtering detector's performance for JPEG compressed low-resolution image: a) stacking more pre-filtering inputs is beneficial for increasing statistical elements; b) Since the low-resolution image does not need much computation, very deep CNN model with over 100 layers for median filtering forensics in JPEG compressed image can be used.
Some other data augmentation ways, e. g. flipping images, are useful in the median filtering forensics. In the future, we will study how to further improve the performance of median filtering forensics from both the CNN architecture optimization and training data augmentation.
