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Abstract
Objective functions that are applied in ordinal data analysis must be adequate, i.e. carefully adapted
to the structure of the observed data. In addition, any analysis of data that is based upon objective
functions must lead to interpretable results. After a general characterization of adequate objective
functions in ordinal data analysis, therefore, the particular problems of constructing adequate and
interpretable dissimilarity coefﬁcients and correlation coefﬁcients in ordinal data analysis, stress
measures (stress functions) in non-metric scaling and generalized stress measures or correlation
coefﬁcients in any theory of rank estimation will be discussed.
© 2004 Elsevier Inc. All rights reserved.
AMS 1991 subject classiﬁcation: 62H05; 62H20
Keywords: Degree of measurement; Adequateness theorem; Spearman’s -coefﬁcient; Kendall’s -coefﬁcient
1. Introduction
Reduction methods in data analysis are often based upon the optimization of real-valued
objective functions. The appropriateness of these methods in ordinal data analysis depends
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on the structure of objective functions that are applied and, thus, is still object of controversial
discussions (cf. [40, Section 3]). In particular, objective functions must be adequate, i.e.
carefully adapted to the structure of the data. In addition, the optimal solutions of an objective
function should be good interpretable. Therefore, in the ﬁrst part of this paper the concepts of
adequateness and interpretability of objective functionswill be formalized in such away that
all objective functions that seem to be appropriate for the analysis of ordinally scaled data
can be characterized.With the help of this characterization then the problems of constructing
adequate and (best) interpretable dissimilarity coefﬁcients and correlation coefﬁcients in
ordinal data analysis, stress measures (stress functions) in non-metric multidimensional
scaling and generalized correlation coefﬁcients in any theory of rank estimation will be
discussed.
Our concepts of adequateness and interpretability are mainly motivated by measurement
theoretic aspects of data analysis. Nevertheless, these concepts are fundamental in empirical
research.
Therefore, an effort has been made to clarify these concepts in such a way that adequate-
ness and interpretability can be checked by every user. This means that at least important
aspects of these conceptsmust be formalized precisely. In thiswaywe alsowant to contribute
to a rational discussion of appropriate methods in ordinal data analysis.
Therefore, in a ﬁrst approach to the concepts of adequateness and interpretability we
have to consider at least those aspects of these concepts that always must be satisﬁed
and, thus, cannot be ignored (cf. Sections 1.6 and 1.7). This means, in particular, that a
characterization of adequate objective functions in ordinal data analysis is of fundamental
importance. Indeed, let us assume that it cannot be excluded that the data to be analyzed
are not measured on a ratio scale (cf. Section 1.9), then the characterization of adequate
objective functions helps a researcher to immediately decide whether her or his method
that is based upon the optimization of an objective function is adequate. Furthermore,
the characterization of adequate objective functions in ordinal data analysis provides the
basis for constructing adequate and, by adding reasonable additional postulates that must
be carefully adapted to the particular data that have been observed, (best) interpretable
objective functions. In this way every user has the possibility to strongly understand why
a particular objective function has been chosen (cf. Section 1.8 and Sections 3–5 of this
paper). A method that is used in (ordinal) data analysis should not merely be motivated by
its popularity. Indeed, the popularity of a method is often based upon tradition or even on
particular advantages concerning the interpretation of the method.
In order to give an idea of objective functions that we have in mind we recall at ﬁrst the
following examples.
1.1. Cluster analysis
Let n1 be a natural number and letX := {x1, . . . , xN } be a ﬁnite set of vectors xi ∈ Rn.
We assume Rn to be endowed with the euclidean norm ‖ · ‖. For every non-empty sub-set
A of X we set xA := 1|A| ·
∑
x∈A x.
Let, furthermore, 1kN be a ﬁxed chosen natural number and let C be a set of
partitions C of X such that |C| = k for every partition C ∈ C. The classical approach to
cluster analysis is based upon the variance criterion [86]. This means that a partitionD ∈ C
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is optimal if∑
A∈D
∑
x∈A
‖x − xA‖2 = min
C∈C
∑
B∈C
∑
x∈B
‖x − xB‖2.
The (empirical) variance∑x∈B ‖x − xB‖2 measures the heterogeneity of B. Let, more
generally,  := {B|∃C ∈ C(B ∈ C)}. Then any function h :  → R0 can be interpreted
as a heterogeneity function on . For every partition C ∈ C we may deﬁne, moreover, a
function XC :  → R0 by setting
XC(B) :=
{
h(B) if B ∈ C,
min
E∈
h(E) otherwise.
Let now X := {XC |C ∈ C} and h(B) := ∑x∈B ‖x − x‖2 for every B ∈ . Then the
variance criterion means that the functionG : X → R0 that is deﬁned for every partition
C ∈ C by G(XC) :=∑B∈C h(B) =∑B∈C∑x∈B ‖x − xB‖2 has to be minimized.
Every function G : X → R0 of this type is a goodness criterion for a heterogeneity
function h on .
In the next two examples we consider some ﬁxed probability space (,A, P ) and the
measurable space (R,B). B is the Borel ﬁeld on R. Then we choose the set X of all real-
valued random variables on (,A, P ). LetX, Y ∈ X be arbitrarily given random variables.
As usual we denote by E[X] the expectation of X, by 2(X) the variance of X and by
cov(X, Y ) the covariance of X and Y .
1.2. Factor analysis (principal components)
Let 1kp be natural numbers and let X1, . . . , Xp, V1, . . . , Vk and F1, . . . , Fp be
real-valued random variables on (,A, P ). The basic equations of factor analysis are
given by
Xi =
k∑
j=1
aijVj + Fi
for every i ∈ {1, . . . , p}.
One of themost appliedmethods of factor analysis is themethod of principal components.
The method of principal components is based upon the assumption that k = p and the
reduced equations
Xi =
p∑
j=1
aijVj
for every i ∈ {1, . . . , p}.
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Now we consider the objective function G : Rp × Xp → R0 that is deﬁned by
G((z1, . . . , zp), Y1, . . . , Yp) := 2

 p∑
j=1
zjYj


for every vector ((z1, . . . , zp), Y1, . . . , Yp) ∈ Rp × Xp.
The reader may notice that Rp can be identiﬁed with the set of all real-valued functions
on {1, . . . , p}.
The principal components of X1, . . . , Xp are deﬁned recursively by choosing for every
t ∈ {1, . . . , p} particular sub-setsSt of Rp × Xp in order to then determine min G(St ).
t = 1: In this case we choose the set S1 that consists of all vectors
((z1, . . . , zp), Y1, . . . , Yp) ∈ Rp × Xp such that ∑pj=1 z2j = 1. Then we compute some
vector (z11, . . . , z1p) ∈ Rp that satisﬁes the equation
G((z11, . . . , z1p),X1, . . . , Xp)= min
((z1,...,zp),X1,...,Xp)∈S1
G((z1, . . . , zp),X1, . . . , Xp)
in order to set K1 :=∑pj=1 z1jXj .
t − 1 ⇒ t (1 t − 1 < tp) : Let the random variables K1, . . . , Kt−1 already be
deﬁned. We choose the set St of all vectors ((z1, . . . , zp),X1, . . . , Xp) ∈ Rp × Xp such
that
∑p
j=1 z2j = 1 and cov(Ki,
∑p
j=1 zjXj ) = 0 for every i ∈ {1, . . . , t − 1}. Then we
compute some vector (zt1, . . . , ztp) ∈ Rp that satisﬁes the equation
G((zt1, . . . , ztp),X1, . . . , Xp) = min
((z1,...,zp),X1,...,Xp)∈St
G((z1, . . . , zp),X1, . . . , Xp)
in order to set Kt :=∑pj=1 ztjXj .
K1, . . . , Kp are the principal components of X1, . . . , Xp.
1.3. Linear regression
Let n0 be some natural number. Then we consider the objective function G:
Rn+1×Xn+1 → R0 that is deﬁned by
G((0, . . . , n), V , Z1, . . . , Zn) := E
[
V −
(
0 +
n∑
i=1
Zi
)]2
for every vector ((0, . . . , n), V , Z1, . . . , Zn) ∈ Rn+1 × Xn+1.
Now we choose ﬁxed real-valued random variables Y,X1, . . . , Xn on (,A, P ) such
that the matrix (cov(Xi,Xj )) is positive deﬁnite. Then we set S := {((0, . . . , n),
Y,X1, . . . , Xn)|(0, . . . , n) ∈ Rn+1} in order to compute the (uniquely determined)
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vector (0, . . . ,n) ∈ Rn+1 that satisﬁes the equation
G((0, . . . ,n), Y,X1, . . . , Xn)
= min
((0,...,n),Y,X1,...,Xn)∈S
G((0, . . . , n), Y,X1, . . . , Xn).
rY |(X1,...,Xn) := 0 +
∑n
i=1 iXi is the linear regression of Y onto X1, . . . , Xn.
1.4. Multidimensional scaling (MDS)
The basic ideas of metric scaling were developed by Torgerson [82,83]. Mathar [55,56]
formulates its aim in a very general way as an approximation problem. In order to describe
this problem we consider a family {ij }1 i,jN of observed dissimilarities on some given
setO of objects. Then  := (ij ) is the corresponding dissimilarity matrix. In addition, we
choose a linear metric space (X, d), some sub-spaceY ofX and a natural number p1.We
set (p) := (pij ) and consider for every tuple (x1, . . . , xN) ∈ Y the dissimilarity matrix
D(p)(x1, . . . , xN) := (dp(xi, xj )). Let ‖ · ‖ may be an appropriate matrix norm on RN×N
or some appropriate sub-space S of it. Then ‖ ·‖may be considered as an objective function
G : S×S → R0. Now the general aim of metric scaling is the computation of some tuple
(conﬁguration) (y1, . . . , yN) ∈ Y such that
G((p),D(p)(y1, . . . , yN)) = ‖(p) −D(p)(y1, . . . , yN)‖
= min
(x1,...,xN )∈Y
‖(p) −D(p)(x1, . . . , xN)‖
= min
(x1,...,xN )∈Y
G((p),D(p)(x1, . . . , xN).
In a still more general model of multidimensional scaling that includes non-euclidean
(non-metric) data we must replace the concept of a matrix norm by the concept of a stress
measure (stress function) in the sense of Kruskal [48,49]. Indeed, the concept of a stress
measure generalizes the concept of a matrix norm. Based upon the Adequateness theo-
rem (Theorem 2.1) and the results in [40] stress measures in non-metric scaling will be
extensively discussed in Section 4 of this paper.
1.5. Choice theory
Let n2 be a natural number. One often is interested in ﬁnding some compromise
between individuals or groups having objectively different interests. Therefore, we consider
some ﬁnite family {(i ,Ai )}1 in of non-empty measurable spaces and a corresponding
family {Xi}1 in of sets Xi of real-valued measurable functions X on (i ,Ai ).
Let us assume that ﬁxed chosen measurable functions X2 ∈ X2, . . . , Xn ∈ Xn represent
the interests of ﬁxed given individuals or groups. Then the desired compromise frequently
is computed by determining all measurable functions X1 ∈ X1 such that
G(X1, X2, . . . , Xn) = min
X∈X1
G(X,X2, . . . , Xn)
for some appropriate objective function G : X1 × X2 × · · · × Xn → R.
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After these illustrating exampleswenowwant to develop andﬁnally formalize the concept
of adequateness of an objective function that is fundamental for our approach.
1.6. Adequateness (the idea)
LetG be any real-valued objective function the domain of which isS. ThenG is canoni-
cally associated with its invariance group IGS that consists of all transformations T (on R)
that preserve the optimal solutions of G with respect to S, i.e. ifM is an optimal solution
of G with respect toG then T (M) is an optimal solution of G with respect to T (S).
In addition, the observed data are only known up to some group T that operates on R
and that reﬂects the degree of measurement of the observed data. This means that for every
transformation T ∈ T instead of X also T ◦X could have been observed.
Then adequateness of G (with respect to T) simply means that T must be a sub-group
of IGG . Indeed, otherwise it cannot be excluded that there exist optimal solutions Y of G
with respect to S for which there exist transformations T ∈ T such that T ◦ Y is not an
optimal solution of G with respect to S. In this case Y cannot be used in order to analyse
the observed data.
The postulate of adequateness of an objective function G, therefore, seems to be funda-
mental for any analysis of data that is based upon the optimization of an objective function
G and always should be checked before applying G.
Now we are fully prepared to present in the next step a precise formalization of the
concept of an adequate real-valued objective functionG that, in addition, is independent of
any particular domain of G.
1.7. Adequateness (the formalization)
Let n1 be a ﬁxed given natural number. We consider a family {(i ,Ai )}1 in of
measurable spaces and assume (R0,B) to be the set of non-negative reals endowed with
its associated Borel ﬁeld.
The reader may notice that (R0, ) is order-isomorphic to (R ∪ {−∞}, ). Hence,
(R0,B) and (R ∪ {−∞},B) are equivalent as measurable spaces. This means in the
context of our considerations that the particular selection of R0 does not mean any loss
of generality. In contrast, it allows us to study situations that otherwise would have been
ignored (cf. Section 2).
We assume that for every i ∈ {1, . . . , n} a non-empty set Xi of bounded measurable
functions X : (i ,Ai ) → (R0,B) is given. Bounded means that sup	∈i X(	) <∞.
In general, in data analysis not only measurable spaces but probability spaces are consid-
ered. In order to also include the concept of probability the reader may assume that for every
i ∈ {1, . . . , n} there exists a sub-set Ni of Ai such that for any two measurable functions
X, Y ∈ Xi the set of all 	 ∈ i such that X(	) = Y (	) is not contained in Ni . If, in
addition, {X = 0} ∈ Ni for a measurable function X ∈ Xi we assume that {X = 0} = ∅.
Ni may be assumed to consist of the zero-sets of A. This consideration underlines the
generality of our approach.
In addition, a generalization of our approach to inﬁnite families {(i ,Ai )}i∈I of measur-
able spaces is possible. In this case one has to assume that every set Xi contains a function
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Vi that vanishes outside some set A ∈ Ni , which means that Vi vanishes everywhere. Then
one may choose the set X of all tuples (Xi)i∈I in the cartesian product ×i∈IXi for which
Xi = Vi for nearly all i ∈ I . But in all applications that we have in mind only ﬁnite families
will be considered. Therefore, the generalization to the inﬁnite case can be neglected.
Because of the afore-presented examples in the remainder of this paper each function
G : X1 × · · · × Xn → R is said to be an objective function.
Let TX1×···×Xn be the group of all bijective measurable functions T : (R0,B) →
(R0,B) such that (T ◦X1, . . . , T ◦Xn) ∈ X1× · · · ×Xn for every tuple (X1, . . . , Xn)∈
X1×· · ·×Xn and let, moreover, an objective functionG : X1×· · ·×Xn → R be arbitrarily
chosen. For every non-empty subsetS ofX1×· · ·×Xn and every function T ∈ TX1×···×Xn
we set T (S) := {(Y1, . . . , Yn) ∈ X1 × · · · × Xn|∃(X1, . . . , Xn) ∈ S((Y1, . . . , Yn) =
(T ◦ X1, . . . , T ◦ Xn))} and S(S) := {T (S)|T ∈ TX1×···×Xn}. Then the invariance group
IGS of G with respect toS is deﬁned by
IGS := ({T ∈ TX1×···×Xn |∀S′ ∈ S(S)(G(X1, . . . , Xn) = min
(Y1,...,Yn)∈S′
G(Y1, . . . , Yn)⇔
G(T ◦X1, . . . , T ◦Xn) = min
(Z1,...,Zn)∈T (S′)
G(Z1, . . . , Zn))}, ◦).
The consideration ofmin(Y1,...,Yn)∈S′ G(Y1, . . . , Yn) does notmean any loss of generality.
Indeed, if one is interested in max(Y1,...,Yn)∈S′ G(Y1, . . . , Yn), then one may replace G by
(−1) ·G.
We assume that all sets Xi (1 in) have the same degree of measurement, i.e. we
assume that a ﬁxed given group T of bijective measurable functions T : (R0,B) →
(R0,B) is given in such away thatXi = {T ◦X|T ∈ T∧X ∈ Xi} for every i ∈ {1, . . . , n}.
The equation Xi = {T ◦X|T ∈ T ∧X ∈ Xi} means that Xi is T-closed.
In accordance with the previous sub-section in order for G to be adequate (with respect
to T) it must be guaranteed that there cannot exist any function T ∈ T for which there
exists some non-empty sub-set S of X1 × · · · × Xn such that (X1, . . . , Xn) is an optimal
solution of G with respect to S but (T ◦ X1, . . . , T ◦ Xn) is not an optimal solution of G
with respect to T (S). Hence, an objective function G : X1 × · · · × Xn → R is said to be
adequate (with respect to T) if
T ⊂
⋂
∅S⊂X1×···×Xn
IGS .
1.8. Interpretability of objective functions
Let G : X1 × · · · × Xn → R be an objective function. The value of G depends on the
possibility to discover with the help of G interesting aspects in a given set of data. This
value of G may be considered as the degree of interpretability of G.
In order to be more precise let S be a (ﬁnite) sub-set of X1 × · · · × Xn. Then we
set OptG(S) := {(Y1, . . . , Yn) ∈ S|G(Y1, . . . , Yn) = min(X1,...,Xn)∈SG(X1, . . . , Xn)}.
Obviously, the more optimal solutions (Y1, . . . , Yn) exist the more possibilities a researcher
has to look for solutions that seem to be appropriate for her or his particular problem.
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Therefore, as a ﬁrst approach, one may say that with respect to S an objective func-
tion G′ : X1 × · · · × Xn → R is at least as appropriate as an objective function G :
X1 × · · · × Xn → R, which will be abbreviated by writing GSG′, if the inclusion
OptG(S) ⊂ OptG′(S) holds.
Let now (Y1, . . . , Yn), (Z1, . . . , Zn) ∈ S be arbitrarily chosen. In order to also consider
subjective aspects of interpretability we assume that a researcher knows in certain or ideally
all situationswhich of the tuples (Y1, . . . , Yn) or (Z1, . . . , Zn)with respect to interpretations
is more appropriate. Let the deﬁned preorder on S be abbreviated by S. Summarizing
our considerations a preorderS that measures in some sense the degree of interpretability
with respect to S is deﬁneable on the set RG(X1 × · · · × Xn) of all objective functions
G : X1 × · · · × Xn → R by setting
GSG′ ⇔ ∀ (Y1, . . . , Yn) ∈ OptG(S)∃(Z1, . . . , Zn) ∈ OptG′(S)
((Y1, . . . , Yn)S(Z1, . . . , Zn))
for all objective functions G,G′ ∈ RG(X1 × · · · × Xn).
The maximal elements of (RG(X1 × · · · × Xn),S) then may be considered as being
best interpretable.
In applications both preorders S and S on RG(X1 × · · · × Xn) depend essentially
on the invariance groups IGS . Indeed, if IG′SIGS then, in general, a researcher has more
possibilities to ﬁnd a good interpretable solution with respect to G′ than with respect to
G. This follows from the fact that the proper inclusion IG′
S
IGS means that with re-
spect to G′ the observed data are assumed to have more structure than with respect to G.
Clearly, the more structure an observed set of data has the more interesting aspects can be
discovered in the data. In addition, the reader may verify that the inclusion IG′
S
⊂ IGS
implies that OptG(S) ⊂ OptG′(S) if one of the inclusions OptG(S) ⊂ OptG′(S) or
OptG′(S) ⊂ OptG(S) holds. These observations underline that the interpretability of an
objective function G : X1 × · · · × Xn → R actually depends on the invariance group IGS .
Unfortunately, in case that G is adequate with respect to the group T that represents the
degree of measurement of the observed data the proper inclusion IG′
S
lGS may imply that
G′ is not adequate with respect to T. Hence, in applications both properties adequateness
and interpretability of an objective function often cannot be reached to a satisfactory degree.
On the other hand, in order to avoid wrong interpretations of observed data in the ﬁrst place
an objective function has to be adequate with respect to T. In the set of adequate objective
functions then a best interpretable objective function may be chosen. The criterion of better
interpretability does not allow us to select objective functions that are not adequate with
respect to the degree of measurement of the observed data.
Because of these considerations we now choose the set RAG(X1 × · · · × Xn) of all
objective functions that are adequate with respect to T. Then best interpretability can be
reached as follows:
Besides adequateness additional postulates that guarantee better interpretability with
respect to the particular problem a researcher wants to solve have to be stated in such a way
that step by step the subjective preorderingS can be formulated more and more precisely.
In order to illustrate this consideration let P := {P1, . . . , Pk} be such a set of (additional)
postulates and letG ∈ RAG(X1×· · ·×Xn) be arbitrarily chosen. Then we consider the set
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G(P) := {Pi ∈ P|G satisﬁesPi} in order to setGSG′ ⇔ G(P) ⊂ G′(P) for all objective
functionsG,G′ ∈ RAG(X1 × · · · ×Xn). Ideally, P should up to bijective functions T ∈ T
uniquely determine some best interpretable objective function that is adequate with respect
to T. In this way any researcher who wants to apply results that already have been obtained
in her or his ﬁeld of research is able to fully understand why a particular objective function
has been chosen.
In this paper, we shall apply this method of getting best interpretable objective functions
in order to obtain, in particular, adequate and best interpretable goodness criteria in cluster
analysis of ordinally scaled data (cf. Section 3) and adequate and best interpretable stress
measures in non-metric multidimensional scaling (cf. Section 4).
1.9. The degree of measurement in ordinal data analysis
In ordinal data analysis groups of bijective measurable functions on R0 have to be
considered that preserve observed orderings on given data. Therefore, any group of bijective
measurable functions onR0 that describes the degree of measurement of ordinally scaled
data must be a sub-group of the group Aut(R0) of all order-automorphisms on R0.
In [32], for instance, the group C of order-automorphisms on R0 is considered that is
generated by all order-automorphisms T on R0 for which there exist positive reals a0 <
a1 < a2 < a3 such that T|[0,a0[ = id|[0,a0[, T|[a0,a1[ is linear (afﬁne), T|[a1,a2[ is linear
(afﬁne), T|[a2,a3[ is linear (afﬁne) and T|[a3,∞[ = id|[a3,∞[. C is well known as the group of
bounded piecewise linear order-automorphisms on R0. Clearly, also any group of order-
automorphisms onR0 that containsCmay be of interest. In addition, onemay think of any
group of order-automorphisms onR0 that contains the groupD of bounded differentiable
order-automorphisms on R0. The reader may recall that an order-automorphism T on
R0 is bounded if there exist positive reals a < b such that T|[0,a[ = id|[0,a[ and T|[b,∞[ =
id|[b,∞[. Furthermore, the reader may recall that any group T of order-automorphisms on
R0 is partially ordered by setting T T ′ ⇔ ∀x ∈ R0(T (x)T ′(x)).
In ordinal data analysis we must consider groups T of order-automorphisms on R0
that contain order-automorphisms that are not linear. For the sake of generality we require,
however, these order-automorphisms to be as near to linearity as possible. Let us, there-
fore, denote for any group T of order-automorphisms on R0 by Tb its sub-group of all
bounded order-automorphisms that are contained in T. Then looking for groups of order-
automorphisms on R0 that also contain non-linear order-automorphisms throughout the
literature the authors only found groups T that satisfy the conditions
Bd: For every T ∈ T and every pair a < b of positive reals there exists some T ′ ∈ Tb such
that T|[a,b] = T ′|[a,b].
CP: There exist T , T ′ ∈ Tb such that T < T ′.
and
Pk: For any positive reals a < b < c and any non-negative real k there exists some T ∈ T
such that T (x) = x + k for every x ∈ [b, c] and T (x) = x for every x ∈ [0, a[.
or conditions Bd, CP and
Mk: For any positive reals a < b < c and any real k1 there exists some T ∈ T such that
T (x) = k · x for every x ∈ [b, c] and T (x) = x for every x ∈ [0, a[.
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In order to be as general as possible we, therefore, consider in the remainder of this paper
a set of data as being ordinally scaled if its degree of measurement is represented by a group
T of order-automorphisms on R0 that satisﬁes conditions Bd, CP and PK or conditions
Bd, CP and Mk.
We may replace R0 by any non-degenerate interval I of the reals. But in this case no
analogue to any of the conditions Pk or Mk can be required to hold. We must consider
instead groups T of order-automorphisms on I that satisfy conditions Bd and CP and are
3-point homogeneous, i.e. for any sets A ⊂ I and B ⊂ I such that |A| = |B| = 3 there
exists some order-automorphism T ∈ T such that T (A) = B.
1.10. A ﬁnal example
Let (,A, P ) be a probability space, T a ﬁxed chosen group that operates on R and X
a T-closed set of bounded real-valued random variables on (,A, P ). As usual we denote
for every X ∈ X by FX the distribution function of X. Then X is said to be T-compatible
if for every X ∈ X, every T ∈ T and every x ∈ R the equation
FX(x) = FT ◦X(T (x))
holds. The problem of deciding whether a T-closed set X of bounded real-valued random
variables on (,A, P ) is T-compatible seems to be fundamental if measurement theoretic
aspects of data analysis shall not be ignored. If X is T-compatible then it follows with the
help of Proposition A.1 of Appendix A that the function G : X× R → [0, 1] deﬁned by
G(X, x) := FX(x)
for every pair (X, x) ∈ X× R is adequate with respect to T.
This ﬁnal example underlines the generality of our approach. In addition, it demonstrates
how fundamental the characterization of objective functions that are adequate with respect
to T actually is.
Let us now assume that the conditions Pk andMk are deﬁned for all reals. We assume for
the moment that X contains all constant functions and that T contains all transformations
of the form x → ax + b or that T is a group of order automorphisms on R that satisﬁes
conditions Bd and CP and Pk or Mk. Then in order for X to be T-compatible it is necessary
and sufﬁcient that every X ∈ X has a one-point distribution.
The techniques for proving this restrictive result are implicitly in the Proof of Theorem
3.1 (cf. Appendix B).
Since this paper is dedicated to objective functions that are considered in the correspond-
ing literature of (ordinal) data analysis we neither prove nor comment on this result for the
sake of brevity.
2. The adequateness theorem for ordinally scaled data
Let G : X1 × · · · × Xn → R be an objective function. We assume that there exists
some ﬁxed group T of order automorphisms on R0 that satisﬁes conditions Bd, CP and
Pk or conditions Bd, CP and Mk such that each set Xi (1 in) is T-closed. In addition,
we abbreviate for every i ∈ {1, . . . , n} a function Vi ∈ Xi that vanishes outside some
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set A ∈ Ni , i.e. everywhere, by 0. In order to formulate and to discuss the Adequateness
theorem for ordinally scaled data the following notation is needed.
1. For every i ∈ {1, . . . , n} and every functionX ∈ Xi we set [X] := {T ◦X|T ∈ T}. This
notation may be generalized by considering two tuples (X1, . . . , Xn), (X′1, . . . , X′n) ∈
X1 × · · · ×Xn as being T-equivalent if there exists an order-automorphism T ∈ T such
that (X′1, . . . , X′n) = (T ◦ X1, . . . , T ◦ Xn). As usual, for every tuple (X1, . . . , Xn) ∈
X1 × · · · × Xn the corresponding equivalence class is denoted by [(X1, . . . , Xn)]. The
set of these equivalence classes is abbreviated by ET(X).
2. A family {Fi}i∈I of functions Fi : R0 → R is said to be well-behaved if it satisﬁes
for all i, j ∈ I the following conditions.
W1: F
i|R>0 is either constant or strictly monotone, i.e. constant or strictly increasing or
strictly decreasing.
W2: If Fi = Fj then sup Fi(R>0) inf Fj (R>0) or sup Fj (R>0) inf Fi(R>0).
W3: If (0, . . . , 0) ∈ X1 × · · · × Xn then Fi(0) = minFi(R0) or Fi(0) =
maxFi(R
0).
W4: Fi(0) = Fj (0).
3. For every i ∈ {1, . . . , n} and every function X ∈ Xi we set Ai ([X]) := {A ∈ Ai |0 <
inf	∈A X(	)}(= {A ∈ Ai |0 < inf	∈A Y (	)} for every Y ∈ [X]).
Boundedmeasurable functionsX :  → R0 do not correspond to boundedmeasurable
functions Y :  → R. Indeed, since (R0, ) is order-isomorphic to (R ∪ {−∞}, )
a bounded measurable function X :  → R0 corresponds to a measurable function
Y :  → R ∪ {−∞} that is bounded above but not necessarily bounded below. Therefore,
we also introduce the concept of a fully bounded measurable function X :  → R0,
which means that 0 < inf	∈{X>0}X(	) sup	∈X(	) < ∞. Clearly, fully bounded
measurable functionsX :  → R0 such that {X = 0} ∈ N , i.e. {X = 0} = ∅, correspond
bijectively to bounded measurable functions Y :  → R. Hence, these functions are said
to be strongly fully bounded. The reader may notice that it may be natural to require that the
sets Xi (1 in) are closed with respect to non-negative translations, i.e. X + t ∈ Xi for
every X ∈ Xi and every non-negative real t . Of course, in this case every set Xi contains
strongly fully bounded measurable functions X :  → R0.
Because of these considerations we require in the remainder of this paper that enough
fully boundedmeasurable functions are given. In order to be precise, let us abbreviate for ev-
ery i ∈ {1, . . . , n} byXbi the set of all fully bounded measurable functionsX ∈ Xi . Then we
postulate that every objective functionG : X1×· · ·×Xn → R that will be considered in the
remainder of this paper satisﬁes the property that for all tuples (X1, . . . , Xn), (Y1, . . . , Yn) ∈
X1 × · · · × Xn such that G(X1, . . . , Xn) < G(Y1, . . . , Yn) there exists some tuple
(Z1, . . . , Zn) ∈ Xb1×· · ·×Xbn such thatG(X1, . . . , Xn)G(Z1, . . . , Zn)G(Y1, . . . , Yn).
Nowwe are fully prepared for formulating and brieﬂy discussing the announced theorem
that completely characterizes objective functionsG : X1×· · ·×Xn → R that are adequate
with respect to T. Its proof will be given in Appendix A.
Theorem 2.1 (Adequateness theorem). Let G : X1 × · · · × Xn → R be an objective
function. Then the following assertions are equivalent:
(i) G is adequate with respect to T.
30 G. Herden, A. Pallack / Journal of Multivariate Analysis 94 (2005) 19–69
(ii) There exists some well-behaved family {F[(X1,...,Xn)]}[(X1,...,Xn)]∈ET(X) of functions
F[(X1,...,Xn)] : R0 → R such that for every equivalence class [(X1, . . . , Xn)] ∈
ET(X) there exist some ﬁxed i ∈ {1, . . . , n} and some ﬁxed (greatest) measurable set
Ai , that in case that [Xi] = [0] is contained in Ai([Xi]), such that G(X′1, . . . , X′n) =
F[(X1,...,Xn)](inf	∈Ai X′i ) for every tuple (X′1, . . . , X′n) ∈ [(X1, . . . , Xn)] or
G(X′1, . . . , X′n) = F[(X1,...,Xn)](sup	∈Ai X′i ) for every tuple (X′1, . . . , X′n) ∈[(X1, . . . , Xn)].
The Adequateness theorem states that every objective functionG : X1 × · · · ×Xn → R
that is adequate with respect to T divides X1 × · · · × Xn into two disjoint sub-sets Y ⊂
X1 × · · · × Xn and Z ⊂ X1 × · · · × Xn. Y consists of all equivalence classes where G is
constant and Z of all equivalence classes where G is not constant. On Y the function G
is invariant with respect to every order-automorphism T ∈ T. On Z the values of G are
determined by two dictators. Indeed, for every equivalence class [(X1, . . . , Xn)] ∈ Z the
values of G are up to strictly monotone real-valued functions determined by some ﬁxed
index i ∈ {1, . . . , n} and some ﬁxed set Ai ∈ Ai .
The Adequateness theorem immediately implies that many (perhaps most) objective
functions that are considered in the literature are not adequate if the data that have been
elevated cannot be excluded to be measured on a real-valued scale that is not necessarily
linear (afﬁne). None of the objective functions that have been considered in the introduction,
for instance, is adequate with respect to a group T of order-automorphisms on R0 that
satisﬁes conditions Bd, CP and Pk or conditions Bd, CP and Mk.
Indeed, the Adequateness theorem is extremely restrictive. It implies that any classical
and well known approach to ordinal data analysis that is based upon the optimization of
an objective function by analytic methods cannot be considered as being adequate (cf. the
Sections 3 and 4 of this paper).
However, the Adequateness theorem allows us to decide for every objective function that
may be considered in applications whether it is adequate for ordinally scaled data or not.
In addition, the Adequateness theorem may serve as basis for the construction of objective
functions that may be considered as being adequate and best interpretable in ordinal data
analysis. Since adequateness is a necessary condition that any objective function that is used
in data analysis should satisfy (cf. Sections 1.6–1.8) the Adequateness theorem seems to be
fundamental for the analysis of ordinally scaled data.
Therefore, the following sections are dedicated to the application of the Adequateness
theorem in the theory of dissimilarity coefﬁcients, non-metric multidimensional scaling and
rank estimation. Of course, the Adequateness theorem also can be applied in any other ﬁeld
of ordinal data analysis (cf., for instance, [41]).
3. Adequate dissimilarity coefﬁcients
LetTbe aﬁxed chosen groupof order-automorphismsonR0 that satisﬁes the conditions
Bd, CP and Pk or the conditions Bd, CP and Mk. We consider a measurable space (,A),
denote byN the set of zero-setsofA and assume that aT-closed setXof boundedmeasurable
functions X :  → R0 is ﬁxed given.
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Then a dissimilarity coefﬁcient is a function d : X× X → R0 such that d(X,X) = 0
for every X ∈ X.
A dissimilarity coefﬁcient d : X×X → R0 is said to be even if for any threemeasurable
functions X, Y,Z ∈ X such that d(X, Y ) = 0 the equations d(X,Z) = d(Y, Z) and
d(Z,X) = d(Z, Y ) hold.
If a dissimilarity coefﬁcient d : X × X → R0 vanishes outside some set A ∈ N , i.e.
everywhere, then d is said to be trivial.
The reader may notice that no symmetry condition is required to hold for d. In the context
of scalingmethodsmeanwhile frequently non-symmetric proximities or dissimilarities have
been studied (cf., for instance, [33,13,14,43,59,60,4,6,7,44,66,67,68,36,37,88,89]).
In order to also study aspects of continuity we assumeX to be endowed with the topology
of pointwise convergence and X × X with the corresponding product topology. Let 
 >
0,	 ∈  and X ∈ X be arbitrarily chosen. Then the reader may recall that the topology of
pointwise convergence onX is generated by the setsU(
,	) := {Y ∈ X||X(	)−Y (	)| < 
}.
This means that continuity of d (at some point (X, Y ) ∈ X × X) is to be understood with
respect to the product topology on X × X and the natural topology on R0. In addition,
any limits that will be considered in the remainder of this paper are pointwise limits.
In applications the following two assumptions are satisﬁed in general.
A1: There exists a set N ∈ A such that N = X−1({0}) for every X ∈ X. The reader
may recall that in applications each X ∈ X may be assumed to be positive (cf. the
still following remarks on Theorem 3.2 and on applications in cluster analysis). This
means that N = ∅.
A2: There exists some Y ∈ X such that Y|\N = c for some c ∈ R>0.
With the help of these additional assumptions the following restrictive theorem will be
proved in Appendix B. The theorem underlines, in particular, that throughout the literature
there only exist very few dissimilarity coefﬁcients that are adequate for the analysis of
ordinally scaled data.
Theorem 3.1. Let d : X×X → R0 be an even dissimilarity coefﬁcient that is continuous
at (Y, Y ). Then the following assertions are equivalent:
(i) d is adequate with respect to T.
(ii) d is trivial.
We now come to the main theorem of this section. Therefore, we still need some notation.
1. Let {(	,	′)|((	,	′) ∈ ×)∧ ( |×| is an ordinal number)} be a ﬁxed given
well-ordering of  ×  and let X,X′ ∈ X be arbitrarily chosen measurable functions.
Then we count all pairs (	,	′) ∈  ×  for which the ordering between X(	) and
X(	′) differs from the ordering betweenX′(	) andX′(	′) (cf. [46,16]) and, in addition,
all pairs (	,	′) ∈  ×  for which the ordering between X(	) and X(	′) coincides
with the ordering between X′(	) and X′(	′). In order to be precise we set for every
ordinal number  |× |:
n1(X,X
′, ) := n1(X,X′, (	,	′)) :=
{
1 if X(	) > X(	′) ∧X′(	) = X′(	′),
0 otherwise,
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n2(X,X
′, ) := n2(X,X′, (	,	′)) :=
{
1 if X(	) > X(	′) ∧X′(	) < X′(	′),
0 otherwise,
n3(X,X
′, ) := n3(X,X′, (	,	′)) :=
{
1 if X(	) = X(	′) ∧X′(	) > X′(	′),
0 otherwise,
n4(X,X
′, ) := n4(X,X′, (	,	′)) :=
{
1 if X(	) = X(	′) ∧X′(	) < X′(	′),
0 otherwise,
n5(X,X
′, ) := n5(X,X′, (	,	′)) :=
{
1 if X(	) < X(	′) ∧X′(	) = X′(	′),
0 otherwise,
n6(X,X
′, ) := n6(X,X′, (	,	′)) :=
{
1 if X(	) < X(	′) ∧X′(	) > X′(	′),
0 otherwise,
n7(X,X
′, ) := n7(X,X′, (	,	′)) :=
{
1 if X(	) > X(	′) ∧X′(	) > X′(	′),
0 otherwise,
n8(X,X
′, ) := n8(X,X′, (	,	′)) :=
{
1 if X(	) = X(	′) ∧X′(	) = X′(	′),
0 otherwise,
n9(X,X
′, ) := n9(X,X′, (	,	′)) :=
{
1 if X(	) < X(	′) ∧X′(	) < X′(	′).
0 otherwise.
2. Let T be the set of all tuples (n1, . . . , n9) ∈ {0, 1}9 for which there exists exactly one
k ∈ {1, . . . , 9} such that nk = 1. Then we set D := T |×| and consider the set H of
all functions H : D → R0.
3. X is said to be well closed if for every X ∈ X and every c ∈ R>0 such that c <
sup	∈X(	) the meet [0, c] ∩ Im (X) is a closed sub-set of R0.
The reader may recall that in any concrete situation X is an elementary function which
means that Im(X) is a closed sub-set of R0.
4. A dissimilarity coefﬁcient d : X × X → R0 is said to be useful if for every fully
bounded measurable functionX ∈ X and any two reals 0 t ′ < t , respectively, 1c′ <
c implication Inp, respectively, implication Inm, holds.
Inp: If T satisﬁes conditions Bd, CP and Pk and d(X+ t, X) > 0 then d(X+ t, X) >
d(X + t ′, X) and d(X + t, X) > d(X + t, X + t ′).
Inm: If T satisﬁes conditions Bd, CP and Mk and d(c · X,X) > 0 then d(c · X,X) >
d(c′ ·X,X) and d(c ·X,X) > d(c ·X, c′ ·X).
Throughout the literature the authors did not ﬁnd any dissimilarity coefﬁcient that is
not useful. Indeed, usefulness seems to be a natural postulate that guarantees that really
odd dissimilarity coefﬁcients are avoided to be considered. In the framework of our
approach usefulness is a postulate that guarantees better interpretability of the resulting
dissimilarity coefﬁcients (cf. Section 1.8).
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5. A dissimilarity coefﬁcient d : X × X → R0 is said to be strongly qualitative if
T = Aut(R0), i.e. d is adequate with respect to Aut(R0).
In any concrete situationX only consists of elementary functions. In this case any concept
of an adequate dissimilarity coefﬁcient in ordinal data analysis is equivalent to the concept
of a strongly qualitative dissimilarity coefﬁcient.
Now we are fully prepared for the following theorem the proof of which is contained in
Appendix C.
Theorem 3.2. Let d : X × X → R0 be some even and useful dissimilarity coefﬁcient
that is adequate with respect to T. Then the following assertions hold:
(i) d(T ◦X, T ′ ◦Y ) = d(X, Y ) for any two fully bounded measurable functionsX, Y ∈ X
and any two order-automorphisms T , T ′ ∈ T.Furthermore, d(T ◦X, T ◦Y ) = d(X, Y )
for any two measurable functions X, Y ∈ X and any order-automorphism T ∈ T.
(ii) If X is well-closed and d strongly qualitative then there exists some function H ∈ H
such that d(X, Y ) = H((n1(X, Y, ), . . . (n9(X, Y, )) |×|) for any two strongly
fully bounded measurable functions X, Y ∈ X.
In applications without loss of generality X may be assumed to consist of elementary
functions X > 0. This means that the dissimilarity between X and Y is determined by
all pairs (	,	′) ∈  ×  for which the ordering between X(	) and X(	′) differs from
the ordering between Y (	) and Y (	′) and, in addition, by all pairs (	,	′) ∈  ×  for
which the ordering between X(	) and X(	′) coincides with the ordering between Y (	)
and Y (	′).
The reader, therefore, may notice, in particular, that the characterization of useful dissim-
ilarity coefﬁcients d in assertion (ii) of Theorem 3.2 states that in applications d is nothing
else than a generalized form of Kendall’s -coefﬁcient (cf. [46,40, Section 4]). This means,
in particular, that any correlation coefﬁcient that may be considered in ordinal data analysis,
actually, should be closely related to Kendall’s -coefﬁcient.
Let now n1 be a natural number. In [38,39] dissimilarity coefﬁcients d:
Rn × Rn → R0 have been studied that satisfy the following compatibility criterion
with respect to the natural product ordering  onRn × Rn.
CC: ∀x ∈ Rn∀y ∈ Rn∀z ∈ Rn(x < y < z⇒ max{d(x, y), d(y, z)} < d(x, z)).
A brief discussion of the relevance of CC can be found in [38,39]. Hence, we may omit
further illustration of CC.
In [38,39] it has been shown that CC cannot be satisﬁed if d is required to be adequate
with respect to T.
With the help of the Adequateness theorem the results in [38,39] on dissimilarity coefﬁ-
cients d : Rn × Rn → R0 which satisfy CC can be widely generalized. Let, therefore,
 be an arbitrary preorder on X and let d : X × X → R0 be a dissimilarity coefﬁcient.
Then the general version of CC is given by
CC: ∀X ∈ X∀Y ∈ X∀Z ∈ X(X ≺ Y ≺ Z ⇒ max{d(X, Y ), d(Y, Z)} < d(X,Z)).
Now the following general proposition not only generalizes the results in [38,39] but also
clariﬁes the deeper reason why the restrictive results in [38,39] hold.
Proposition 3.3. Let  be an arbitrary preorder on X and let X, Y ∈ X be functions for
which there exist order-automorphisms T , T ′ ∈ T such that T ◦X = X ≺ Y ≺ T ◦ Y and
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T ′ ◦ X ≺ X ≺ Y = T ′ ◦ Y . Then there exists no dissimilarity coefﬁcient d : X × X →
R0 that satisﬁes CC and is adequate with respect to T.
Proof. Let X, Y ∈ X and T , T ′ ∈ T be order-automorphisms such that the assump-
tions of the proposition hold. Then we assume, in contrast, that there exists some dis-
similarity coefﬁcient d : X × X → R0 that satisﬁes CC and is adequate with respect
to T. Because of the Adequateness theorem there exists some constant or strictly mono-
tone function F : R0 → R and some (uniquely determined) measurable set A ∈ A
such that d(X, Y ) = F(inf	∈A X(	)) or d(X, Y ) = F(sup	∈A X(	)) or d(X, Y ) =
F(inf	∈A Y (	)) or d(X, Y ) = F(sup	∈A Y (	)). Since any of these equations can be set-
tled by analogous arguments we only discuss the equation d(X, Y ) = F(inf	∈A X(	)). In
this case CC implies that F(inf	∈A X(	)) = d(X, Y ) < d(T ◦ X, T ◦ Y ) =
F(T (inf	∈A X(	)) = F(inf	∈A X(	)) = d(X, Y ), a contradiction. 
We still want to combine the results of this section with the results in [41, Section
4] on goodness criteria in cluster analysis of ordinally scaled data. Let, therefore, O :=
{O1, . . . , ON } be a ﬁnite set of objects (probands). We assume each object Oi ∈ O to be
represented by some fully bounded measurable function X  X :  → R0. The reader
may think, for instance, of probands who are faced with some test. ThenXi(	) is the score
of proband Oi in exercise 	 ∈ . Therefore, a dissimilarity coefﬁcient dO : O × O →
R0 can be identiﬁed with some dissimilarity coefﬁcient d : X × X → R0. Let now
C,C′ be two arbitrary clusters (sub-sets of O and X, respectively). Then in order to reach
best interpretability it is reasonable to require that the heterogeneity h(C) of C should
not be greater that the heterogeneity h(C′) of C′ if there exists an injection  : CC :=
{(Oi,Oj ) ∈ C × C|Oi = Oj } → C′C′ = {(Ok,Ot ) ∈ C′ × C′|Ok = Ot }, respectively,
 : XCXC := {(Xi,Xj ) ∈ X × X|(Oi,Oj ) ∈ CC} → XC′XC′ := {(Xk,Xt ) ∈ X × X|
(Ok,Ot ) ∈ C′C′}, such that dO(Oi,Oj ) = dX(Xi,Xj )dX((Xi,Xj )) =
dO((Oi,Oj )). We, therefore, may apply the theory that has been developed in [41, Sec-
tion 4] in order to characterize adequate and best interpretable heterogeneity functions h for
dO and dX, respectively. In particular, it follows from [41, Theorem 4.2.4, Corollary 4.2.5
and Remark 4.2.8] that up to strictly increasing functions idR 0F : R0 → R0 the
heterogeneity function h deﬁned by
h(C) := max
(Oi ,Oj )∈CC
dO(Oi,Oj )
for every cluster C can be considered as the only adequate and best interpretable hetero-
geneity function for dO and dX, respectively. Then the corresponding goodness criterionG
for h is given by
G(C) := max
C∈C
max
(Oi ,Oj )∈CC
dO(Oi,Oj )
for every classiﬁcation C of O.
Let us now assume that X is well-closed and strongly qualitative and that every
function Xi ∈ X is strongly fully bounded. This means that we assume each score
Xi(	) to only have ordinal signiﬁcance. The assumption Xi ∈ X to be strongly fully
bounded means no loss of generality. Indeed, one may choose some ﬁxed
positive real 
 < mini∈{1,...,N} inf	∈\{Xi=0}Xi(	) in order to replace Xi by X′i that is
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deﬁned by
X′i (	) :=
{

 if Xi(	) = 0,
Xi(	) otherwise
for every 	 ∈ .
Let, in addition, dO, respectively dX, be some even, adequate and useful dissimilarity
coefﬁcient. Then assertion (ii) of Theorem3.2 implies the existence of some functionH ∈ H
such that dO(Oi,Oj ) = dX(Xi,Xj ) = H((n1(Xi,Xj , ), . . . , n9(Xi,Xj , )) |×|)
for every pair (Oi,Oj ) and (Xi,Xj ), respectively. Summarizing our considerations we
conclude that in ordinal data analysis the goodness of ﬁt of a classiﬁcation C ∈ O that is
measured by
max
C∈C
max
(Xi ,Xj )∈XCXC
H((n1(Xi,Xj , ), . . . , n9(Xi,Xj , )) |×|)
for some appropriate function H ∈ H provides in the framework of our approach a best
interpretable goodness criterion.
4. Adequate stress measures in non-metric multidimensional scaling
As in the last paragraph of the previous section we consider some arbitrarily given ﬁnite
set O := {O1, . . . , ON } of objects (probands, data). Then we set OO := {(Oi,Oj ) ∈
O ×O|Oi = Oj } and assume the existence of some total pre-order (rank ordering)  on
OO. Now a dissimilarity coefﬁcient  : OO → R0 represents if for all pairs (Oi,Oj ),
(Ok,Ot ) ∈ OO the equivalence (Oi,Oj )(Ok,Ot )⇔ (Oi,Oj ) =: ij(Ok,Ot ) =:
kt holds. The reader may notice that  is not required to be symmetric.
Following Critchley [22] non-metric (multidimensional) scaling (non-metric MDS) has
a threefold aim:
1. to describe the rank order information in an observed dissimilarity matrix  = (ij )
for O;
2. . . . by some metric (usually Euclidean) D = (dij ) between N points . . .
3. . . . in a low dimensional conﬁguration X of Rn.
Ideally, n should be at most three so that a visual representation is achieved. The ﬁrst
aim is a very modest data requirement, since every aspect of the data apart from its ordinal
information is ignored (cf. [40, Section 4]).
In this section non-metric scaling means that ij has ordinal signiﬁcance in the sense of
the previous sections.
The usual well known approach to non-metric scaling is due to Kruskal [49,50]. Indeed,
KYST2A [52] is the dominant software for non-metricMDS, with the acronym standing for
Kruskal,Young, Shepard and Torgerson. In the last 40 years there, actually, has been much
activity in non-metric scaling. In addition toShepard’s [74,75] early approach andGuttman’s
[34] later approach based on the rank image principle, there also have been alternative and
related methods developed by Johnson [45], Srinivasan [79], Young [87], Ramsay [62,63],
de Leeuw [23,24] and de Leeuw and Heiser [26,27] (cf. their SMACOF algorithm). Finally
several authors have introduced use of monotone splines as an alternative to the totally
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general monotone functions considered by Kruskal (cf. [64,65] or [10,11]). Other authors
(cf. [35]) have proposed using not completely monotonic functions which, like monotone
splines, can be constrained to be continuous and to have continuous derivatives, if desired.
Recent extensions have replaced the ﬁxed dissimilarity matrix by a closed and convex set of
dissimilarity matrices. These formulations replace ﬁxed dissimilarities with optimization
variables (disparities) that are permitted to vary subject to application-speciﬁc constraints
(cf. [84,85]). A reader who is interested in an excellent and very detailed survey on methods
in MDS is referred to the articles of Arabie and Boorman [1] and Arabie and Carroll [2].
Furthermore, a particular and remarkable review for the data analysis of representing a
symmetric proximity matrix, deﬁned for some object set, by a sum of matrices each having
the restrictive anti-Robinson form is given in [3].
Since we want to concentrate on adequate and best interpretable stress measures (stress
functions) in non-metric scaling we shortly describe the classical and still most applied
approach to non-metric multidimensional scaling.
KYST2A as well as most of the afore-mentioned methods consist of the following ﬁve
steps:
1. For some initial conﬁgurationX0 = {x01 , . . . , x0N } ofRn the corresponding dissimilarity
matrix D = (dij ) is computed.
2. By some monotone procedure (KYST2A applies monotone regression of d onto )
for all pairs (Oi,Oj ) (1 i, jN) of objects (probands, data) dissimilarities ij are
computed such that for all 1 i, j, k, tN the following condition holds:
MO : (Oi,Oj )(Ok,Ot )⇒ ijkt .
3. With the help of some special function, a stress measure S, the dissimilarities dij and
ij (1 i, jN) are compared. S is used in order to measure the goodness of ﬁt of X0
to .
4. By some gradient (or subgradient) or some combinatorical method the points x01 , . . . , x0N
are translated in order to get a new conﬁguration X1 = {x11 , . . . , x1N } ofRn with smaller
value of the stress measure S.
5. Steps 2–4 are iterated until the value of S becomes minimal or some rule to stop the
iteration procedure holds.
Kruskal suggests two stress measures, often called STRESSFORM1 and STRESS-
FORM2, in order to measure the goodness of ﬁt of the values of d of some conﬁgura-
tion X = {x1, . . . , xN } of Rn to the given rank ordering. In order to describe these stress
measures we consider the values ij that are computed with respect to the conﬁguration X
by monotone regression of d onto. This allows us to deﬁne Kruskal’s stress measures by
STRESSFORM1 := S1(X) := S1(d, ) :=
(∑
i<j (dij − ij )∑
i<j (d
2
ij )
) 1
2
and
STRESSFORM2 := S1(X) := S1(d, ) :=
(∑
i<j (dij − ij )∑
i<j (dij − d¯)2
) 1
2
,
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where d¯ is the mean of the dij ’s for which i < j . In ALCSCAL [81] a criterion called
SSTRESS is optimized. SSTRESS is deﬁned analogously toSTRESSFORM1.Similar types
of stress measures and their numerical treatment are discussed, for instance, in [51,56].
In [40, Section 4] examples have been given that underline that Kruskal’s stress measures
as well as other related stress measures seem not always to be appropriate in ordinal data
analysis. The reader may recall, for instance, that the computation of the dissimilarities
ij (1 i, jN) by monotone regression leads to dissimilarities that only satisfy condition
MO. This means that , in general, does not describe the rank ordering exactly, i.e. in the
following originally wanted way.
SMO : (Oi,Oj )(Ok,Ot )⇔ ijkt .
Nevertheless, the concept of a stress measure seems to be fundamental in (non-metric)
MDS. In order to be precise we want to introduce a model of arbitrary scaling that is based
upon Mathar’s approach to metric scaling (cf. Section 1.2).
In the desired general model of arbitrary scaling we shall replace the concept of a matrix
norm by the concept of a stress measure. Then a matrix norm is a particular type of a stress
measure. Therefore, we set cO := |OO| and IO := {1, . . . , cO}. Now we choose the group
T that operates on R0 and represents the degree of measurement of d and , respectively.
We assume d and , respectively, to be given in form of lexicographically ordered vectors
(dij ) and (ij ), respectively. Hence, we may consider the set DO ⊂ (R0)cO × (R0)cO
that consists of all pairs ((ai), (bi)) ∈ (R0)cO × (R0)cO that represent possible pairs
((dij ), (ij )). This notation allows us to require the following conditions to be satisﬁed by
DO:
D1: ((T (ai)), (T ′(bi))) ∈ DO for every pair ((ai), (bi)) ∈ DO and any two bijections
T , T ′ ∈ T.
D2: ((a(i)), (b(i))) ∈ DO for every pair ((ai), (bi)) ∈ DO and every permutation  on
IO. This means that the values of d and , respectively, are only known up to some
random ordering of the pairs (Oi,Oj ) ∈ OO.
Now we are fully prepared for the deﬁnition of a stress measure.
Deﬁnition 4.1. A function S : DO → R0 is said to be a stress measure if for any two
pairs ((ai), (bi)) ∈ DO and ((ci), (di)) ∈ DO and every permutation  on IO the following
conditions hold:
S1: If ai = bi for every i ∈ IO then S((ai), (bi)) = 0.
S2: S((ai), (bi)) = S((a(i)), (b(i))).
Let ((ai), (bi)) ∈ DO be arbitrarily chosen. Then the tuple (ai) represents the values of
d while the tuple (bi) represents the values of . If the values of d and  coincide then d is
perfectly adapted to . This motivates condition S1. Furthermore, some random ordering of
the values of d and , respectively, should not inﬂuence the value of S. This is guaranteed
by condition S2.
Having now a precise idea of a stress measure also the classical approach to arbitrary
scaling can be formulated as an approximation problem.
Therefore, we consider some dissimilarity coefﬁcient  : O × O → R0. In addition,
we choose some dissimilarity space, i.e. some topological space (X, td) the topology td of
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which is induced by a (good interpretable) dissimilarity coefﬁcient d : X × X → R0.
Then we consider some sub-spaceY ofXN and denote for every tuple (x1, . . . , xN) ∈ Y the
lexicographically ordered vector (d(xi, xj )) by d(x1, . . . , xN). Let now S : DO → R0
be an appropriate stress measure. Then the basic aim of classical (arbitrary) scaling can be
formulated as follows:
Determine some tuple (conf iguration) (y1, . . . , yN) ∈ Y such that
S(d(y1, . . . , yN), (i,j )) = min
(x1,...,xN )∈Y
S(d(x1, . . . , xN), (i,j )).
In order to now determine adequate and best interpretable stress measures in ordinal data
analysis we ﬁrst want to describe possible topological spaces (X, td) in more detail. Let,
therefore, U(z) be for every point z ∈ X the ﬁlter of neighborhoods of z and let, in addition,
A¯ be for every sub-set A of X the topological closure of A. Then the following theorem
holds.
Theorem 4.2. Let (X, t) be an arbitrary topological space. Then the following properties
are satisﬁed:
(i) The following assertions are equivalent:
(j) t is induced by some dissimilarity coefﬁcient d.
(jj) t is ﬁrst countable and completely regular.
(ii) The following assertions are equivalent:
(j) t is induced by some even dissimilarity coefﬁcient d.
(jj) t is ﬁrst countable, completely regular and U(x) = U(y) ⇔ ⋂U∈U(x) U =⋂
V∈U(y) V for any two points x, y ∈ X.
(iii) The following assertions are equivalent:
(j) t is induced by some metric d.
(jj) t is regular, separated and has a -locally ﬁnite basis.
Proof. Assertion (ii) follows from assertion (i) by some straightforward additional consid-
eration which reﬂects the postulate that d is even. Furthermore, assertion (iii) is the well
known theorem of Nagata [58], Bing [5] and Smirnov [76,77] on the metrizability of a
topological space. Hence, for the sake of brevity, it sufﬁces to give some idea of the proof
of assertion (i).
(j)⇒ (jj): Let t be induced by some dissimilarity coefﬁcient d : X × X → R0. Then
for every point x ∈ X the family {{y ∈ X|d(x, y) < 1
n
}}n∈N\{0} is a countable basis of
open neighborhoods of x. Hence, t is ﬁrst countable. In order to prove that t is completely
regular we choose an arbitrary point x ∈ X and deﬁne a pseudometric dx : X×X → R0
by setting
dx(y, z) := |d(x, y)− d(x, z)|
for any two points y, z ∈ X. Clearly, t is induced by the family {dx}x∈X of pseudometrics
on X. Therefore, (X, t) is a uniform space, which means that t is completely regular.
(jj)⇒ (j): Let t be ﬁrst countable and completely regular. Then, using elementary prop-
erties of completely regular spaces, the reader may verify that for every point x ∈ X there
exists a countable basis B(x) of open neighborhoods of x such that for any two neighbor-
hoods B,B ′ ∈ B(x) one of the inclusions B¯ ⊂ B ′ or B¯ ′ ⊂ B holds. Let now x ∈ X be
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arbitrarily chosen. Then tB(x) denotes the topology on X that is induced by B(x). The prop-
erties of B(x) imply that tB(x) is a second countable normal topology onX (cf. [42, Proof of
Proposition 1.4.2]). This means, in particular, that tB(x) is induced by some pseudometric
dx : X×X → R0. Hence, t is induced by the dissimilarity coefﬁcient d : X×X → R0
that is deﬁned by setting
d(x, y) := dx(x, y)
for any two points x, y ∈ X. 
Let d : X×X → R0 be an even dissimilarity coefﬁcient. Then the relation∼d deﬁned
for any two points x, y ∈ X by setting
x ∼d y ⇔ d(x, y) = 0
is an equivalence relation on X. For every point x ∈ X the corresponding equivalence class
is denoted by [x]d . Because of assertion (ii) of Theorem 4.2 the quotient space (X|∼d , t|∼d )
is a completely regular Hausdorff-space. This means that there exists a cardinal  and an
homeomorphic embedding  : (X|∼d , t|∼d ) → (R, tprod) (tprod is the product topology on
R). This embedding allows us to associate (X, td) with a natural preorder  that makes
(X, td) to a uniformizable or completely regular preordered space in the sense of Nachbin
[57]. Let, therefore,  be the natural product ordering on R. Then is deﬁned by setting
xy ⇔ ([x]d)([y]d)
for any two points x, y ∈ X. These considerations illustrate that in case that d is even
an abstract dissimilarity space (X, td), in some sense, is a sub-space of an (up to some
isomorphism) uniquely determined ordered locally convex real vector space (R,  , tprod).
 is the minimum of all cardinal numbers  for which there exists an homeomorphic
embedding  : (X|∼d , t|∼d ) → (R, tprod). Hence, if d is even, any abstract dissimilarity
space (X, td) is not very far away from being a linear metric space. Indeed, if (X, td) is
second countable then (X|∼d , t|∼d ) is a sub-space of a linear metric space. Perhaps this
consideration may help us to clarify a little more the intuitive idea of many researchers that
a psychological space in some sense is not very far from being Euclidean.
In the remainder of this section we assume the group T to satisfy conditions Bd, CP and
PK or conditions Bd, CP and Mk.
In order to now characterize stress measures S : DO → R0 that are adequate with
respect to T we still need the following notation.
1. Two pairs ((ai), (bi)), ((ci), (di)) ∈ DO are said to be equivalent if ai = bi and ci = di
for every i ∈ IO or if there exists a permutation  on IO and an order-automorphism
T ∈ T such that ((ci), (di)) = ((T (a(i))), (T (b(i)))). ET(O) is the set of correspond-
ing equivalence classes [((ai), (bi))]. The equivalence class that consists of all pairs
((ai), (bi)) ∈ DO such that ai = bi for every i ∈ IO will be abbreviated by [0].
2. Let ((ai), (bi)) ∈ DO be an arbitrarily chosen pair. Then there exists some permutation
 on IO such that for any two i, j ∈ IO the implication (i)(j)⇒a(i)a(j) holds.
The corresponding (uniquely determined) pair ((a(i)), (b(i))) ∈ [((ai), (bi))] will be
abbreviated by ((ali ), (b
l
i)). In addition, there exists some permutation  on IO such
that for any two i, j ∈ IO the implication (i)(j)⇒b(i)b(j) holds. In this case
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the corresponding (uniquely determined) pair ((a(i)), (b(i))) ∈ [((ai), (bi))] will be
abbreviated by ((ari ), (b
r
i )).
With the help of this notation the Adequateness theorem immediately implies the Ade-
quateness theorem for stress measure S : DO → R0.
Theorem 4.3. Let S : DO → R0 be an arbitrary function. Then the following assertions
are equivalent:
(i) S is a stress measure that is adequate with respect to T.
(ii) There exists a well-behaved family {F[((ai ),(bi ))]}[((ai ),(bi ))]∈ET(O) of functions
F[((ai ),(bi ))] : R0 → R such that the following conditions hold:
SC1: F[0]((ai), (bi)) = 0 for every pair ((ai), (bi)) ∈ [0].
SC2: For every equivalence class [((ai), (bi))] ∈ ET(O) there exists some ﬁxed index
k ∈ IO such that S((ci), (di)) = F[((ai ),(bi ))](clk) for every pair ((ci), (di)) ∈[((ai), (bi))] or S((ci), (di)) = F[((ai ),(bi ))](drk ) for every pair ((ci), (di)) ∈[((ai), (bi))].
Using the notation of the previous section the concepts of an even and useful stress
measure that is adequate with respect to T can be deﬁned. In addition, we may identifyDO
with X×X and, consequently, each pair ((ai), (bi)) ∈ DO with some pair (X, Y ) ∈ X×X
of measurable functions. Then corresponds to IO and, therefore, each ordinal  |×|
to some pair (j, k) ∈ IO × IO.
According to our considerations on cluster analysis in the previous section each pair
((ai), (bi)) ∈ DO, actually, may be considered as some pair of strongly fully bounded
measurable functions (X, Y ) ∈ X× X.
Let nowsomepair ((ai), (bi)) ∈ DO be arbitrarily chosen. For every pair (j, k) ∈ IO×IO
and every t ∈ {1, . . . , 9} we still set nt ((aj , ak), (bj , bk)) := nt ((ai), (bi), (j, k)).
Since all sets that are considered in this section are ﬁnite Theorem 3.2 implies with the
help of our considerations on cluster analysis in the previous section the validity of the
following theorem.
Theorem 4.4. Let S : DO → R0 be an even and useful stress measure that is
adequate with respect to T. Then there exists some function H ∈ H such that S((ai),
(bi)) = H(((n1((aj , ak), (bj , bk)), . . . , (n9((aj , ak), (bj , bk)))(j,k)∈IO×IO )) for every pair
((ai), (bi)) ∈ DO.
We nowwant to apply Theorem4.4 in order to construct best interpretable stressmeasures
that are adequate with respect to T. Let, therefore,M be the set of all tuples (n1, . . . , n6) ∈
{0, 1}6 for which there exists at most one j ∈ {1, . . . , 6} such that nj = 1 and let
(JO, L) := {(j, k) ∈ IO × IO|j < k} endowed with its natural lexicographic ordering
L. Then we set C :=M|JO | and consider the set G of all functions G : C → R0 such
that
G

(0, 0, 0, 0, 0, 0), . . . , (0, 0, 0, 0, 0, 0)︸ ︷︷ ︸
|JO |−times

 = 0.
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In accordance with the philosophy of this paper that means that best interpretability can
be reached by adding additional postulates that ﬁnally uniquely determine an adequate and
best interpretable function (cf. Section 1.8) we now introduce additional postulates that an
appropriate (best interpretable) stress measure that is applied in non-metric scaling should
satisfy.
1. A stress measure S : DO → R0 is to be proper if there exists some function G ∈
G such that S((ai), (bi)) = G((n1((aj , ak), (bj , bk)), . . . , n6((aj , ak), (bj , bk)))(j,k)∈JO )
for every pair ((ai), (bi)) ∈ DO. It follows with the help of Theorem 4.4 that an even stress
measures S : DO → R0 is proper if and only if it is adequate with respect to T and
there exists no pair ((ai), (bi)) ∈ DO and no pair (j, k) ∈ JO such that the corresponding
function H ∈ H depends on any of the values n7((aj , ak), (bj , bk)), n8((aj , ak), (bj , bk))
orn9((aj , ak), (bj , bk)). The readermaycompare the conditions that a proper stressmeasure
S : DO → R0 is required to satisfy with the corresponding conditions in Cliff [16].
Let now a pair ((ai), (bi)) ∈ DO be ﬁxed chosen. Then for every pair (j, k) ∈ JO
each tuple (n1((aj , ak), (bj , bk)), . . . , n6((aj , ak), (bj , bk))) ∈ {0, 1}6 for which there ex-
ists exactly one t ∈ {1, . . . , 6} such that nt ((aj , ak), (bj , bk)) = 1 describes an inversion
i(j,k)((ai), (bi)) of ((ai), (bi)) with respect to condition SMO. This means that at (j, k) ∈
JO the dissimilarity coefﬁcient d that is represented by (ai) does not exactly describe the
given rank ordering onOO. The length l(i(j,k)((ai), (bi))) of i(j,k)((ai), (bi)) is deﬁned
by
l(i(j,k)((ai), (bi))) :={ |{as |ajasak}| + |{bq |bjbqbk}| − 2 if ajak and bjbk,
|{as |ajasak}| + |{bq |bjbqbk}| − 2 if ajak and bjbk.
l(i(j,k)((ai), (bi))) splits additively into two parts, namely in the part
la(i(j,k)((ai), (bi))) :=
{ |{as |ajasak}| − 1 if ajak and bjbk,
|{as |ajasak}| − 1 if ajak and bjbk
that is contributed by a := (ai) and the part
lb(i(j,k)((ai), (bi))) :=
{ |{bq |bjbqbk}| − 1 if ajak and bjbk,
|{bq |bjbqbk}| − 1 if ajak and bjbk
that is contributed by b := (bi).
2. Let I ((ai), (bi)) be the set of all inversions i(j,k)((ai), (bi)) of the pair ((ai), (bi)).
Then a stress measure S : DO → R0 is said to be strongly proper if it is proper and
if for every pair ((ai), (bi)) ∈ DO the corresponding function G ∈ G only depends on
I ((ai), (bi)).
3. The concept of a strongly proper stress measure S : DO → R0 has been obtained
by a threefold plausible reduction of the concept of a stress measure that is adequate with
respect to T. Now we still choose some ﬁxed pair ((ai), (bi)) ∈ DO in order to proceed by
considering the following two postulates on S((ai), (bi)).
PO1: S((ai), (bi)) (only) depends on |I ((ai), (bi))|.
PO2: S((ai), (bi)) depends on |I ((ai), (bi))| and {l(i(j,k)((ai), (bi)))}i(j,k)((ai ),(bi ))∈I ((ai ),(bi )).
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Condition S2 of Deﬁnition 4.2 allows us to assume without loss of generality that for
all indexes 1j < kcO the inequality bjbk holds. Since ((ai), (bi)) ∈ DO has been
ﬁxed chosen we may consider the set B := {((ci), (bi))|((ci), (bi)) ∈ DO} in order to set
mB := max((ci ),(bi ))∈B |I ((ci), (bi))|. It follows that mB |JO| = (cO−1)·cO2 . Obviously,
mB = |JO| = (cO−1)·cO2 if there exists some pair ((ei), (bi)) ∈ B such that for all indexes
1j < kcO the inequality ej > ek holds. In order to avoid artiﬁcial considerations
that are of no relevance in concrete applications we, therefore, assume in the remainder of
this section that there exists some pair ((ei), (bi)) ∈ B such that ej > ek for all indexes
1j < kcO. Because of conditionD1we, thus,may conclude that also the pair ((b∗i , bi))
that is deﬁned by b∗i := cO − 1 for every i ∈ IO is contained in B.
In case that postulate PO1 is considered it follows that S1 : DO → R0 deﬁned by
S1((ai), (bi)) := |I ((ai), (bi))|
mB
for every pair ((ai), (bi)) ∈ DO may be considered as a best interpretable (even and strongly
proper) stress measure on DO that is adequate with respect to T.
We now concentrate on postulate PO2. Let, therefore,mB be the set of all permutations
on {1, . . . , mB}. Then we consider the set F of all functions FB : (R0)mB → R0 that
satisfy the following conditions.
FB1: FB(0, . . . , 0) = 0.
FB2: ∀(x1, . . . , xmB ) ∈ (R0)mB∀k ∈ {1, . . . , mB}∀ ∈ mB ∀
 ∈ R0
(FB(x1, . . . , xk + 
, . . . , xmB ) = FB(x(1), . . . , x(k) + 
, . . . , x(mB))).
FB3: ∀(x1, . . . , xmB ) ∈ (R0)mB∀k ∈ {1, . . . , mB}∀
 ∈ R0(FB(x1, . . . , xmB ) <
FB(x1, . . . , xk + 
, . . . , xmB )).
We want to use the functions FB ∈ F in order to get best interpretable stress measures
S : DO → R0. Let, therefore, some pair ((ci), (bi)) ∈ B be arbitrarily chosen. Then we
consider a sub-setL of {1, . . . , mB} for which there exists a bijection : L → I ((ci), (bi))
in order to choose the tuple (x1, . . . , xmB ) ∈ (R≥0)mB that is deﬁned by
xi :=
{
l(i(j,k)((ci), (bi))) if i ∈ L and (i) = i(j,k)((ci), (bi))
0 otherwise
for every i ∈ {1, . . . , mB}. In thisway it follows that for every strongly proper stressmeasure
S : DO → R0 there exists some function FB : (R0)mB → R0 that satisﬁes condition
FB1 such that for every pair ((ci), (bi)) ∈ B there exists a tuple (xc1, . . . , xcmB ) ∈ (R0)mB
such that S((ci), (bi)) = FB(xc1, . . . , xcmB ). Then condition FB2 means that no length of
any particular inversion is distinguished from any other length of any other inversion while
condition FB3 says that S|B strictly increases if the length or number of inversions strictly
increases. This means that conditions FB1–FB3 formalize very natural requirements that
S|B should satisfy. Therefore, these conditionsmay be considered as natural postulates in the
sense of Section 1.8 that help us to get best interpretable stress measures that are adequate
with respect to T.
Now a straightforward modiﬁcation of the corresponding argument in the proof of [60,
Charakterisierungssatz, p. 105, Section 10] implies the following theorem. For the sake of
brevity we may omit the details of the proof.
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Theorem 4.5. The following assertions hold:
(i) There exists up to some order-automorphism T on R0 exactly one function FB ∈ F
the image of which is R0.
(ii) FB ∈ Fmay be chosen in such a way that it is deﬁned by FB(x1, . . . , xmB ) :=
∑mB
i=1 xi
for every tuple (x1, . . . , xmB ) ∈ (R0)mB .
Theorem 4.5 implies that S((ci), (bi)) :=∑l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi )) l(i(j,k)((ci), (bi)))
seems to measure appropriately the stress for every pair ((ci), (bi)) ∈ B. On the other
hand, in accordance with Kruskal’s stress measures, S also should measure the relativized
part of
∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi )) l(i(j,k)((ci), (bi))) with respect to the greatest possible
value of
∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi )) l(i(j,k)((ci), (bi))). Hence, we still have to determine
sB := max((ci ),(bi ))∈B
∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi )) l(i(j,k)((ci), (bi))). Because of the afore-
introduced notation we may conclude that∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi ))
l(i(j,k)((ci), (bi)))
=
∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi ))
lc(i(j,k)((ci), (bi)))
+
∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi ))
lb(i(j,k)((ci), (bi))).
With the help of this equation it follows that
sB =
∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi ))
lb(i(j,k)((ci), (bi)))
+max((ci ),(bi ))∈B
∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi ))
lc(i(j,k)((ci), (bi))).
The deﬁnition of lc(i(j,k)((ci), (bi))) implies that∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi ))
lc(i(j,k)((ci), (bi)))
1
2 ·
∑cO−1
k=1 (cO + 1− k) · (cO − k) =
(cO+1)·cO(cO−1)
6 .
In addition, the particular deﬁnition of ((b∗i ), (bi)) allows us to immediately verify that∑
l(i(j,k)((b
∗
i ),(bi )))∈I ((b∗i ),(bi ))
lb
∗
(i(j,k)((b
∗
i ), (bi))
= 12
∑cO−1
k=1 (cO + 1− k) · (cO − k) =
(cO+1)·cO(cO−1)
6 ,
and we may summarize our considerations for concluding that
sB =
∑
l(i(j,k)((ci ),(bi )))∈I ((ci ),(bi ))
lb(i(j,k)((ci), (bi)))+ (cO+1)·cO(cO−1)6 .
Therefore, S2 : DO → R0 deﬁned by
S2(j,k)((ai), (bi)) :=
1
sB
·
∑
l(i(j,k)((ai ),(bi )))∈I ((ai ),(bi ))
l(i(j,k)((ai), (bi)))
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for every pair ((ai), (bi)) ∈ DO is with respect to postulate PO2 (in some sense) the unique
best interpretable and strongly proper stress measure on DO.
The reader may notice that in contrast to the values of mB the values of sB may vary.
We still want to somewhat modify the stress measures S1 and S2 by considering con-
dition MO. Let, therefore, some pair ((ai), (bi)) ∈ DO be ﬁxed chosen. The reader may
recall that (bi) represents a rank ordering  or a dissimilarity coefﬁcient  on OO while
(ai) represents some dissimilarity coefﬁcient d that approximates  or . With respect
to the stress measures S1 and S2 the approximation of  bei d is optimal if and only
if I ((ai), (bi)) = ∅. Then d perfectly describes  in the sense of condition SMO, i.e.
(Oi,Oj )(Ok,Ot ) ⇔ dijdkt . On the other hand, in the literature (cf. the approach
of Kruskal) one often only wants to approximate  by d in the sense of condition MO,
i.e. (Oi,Oj )(Ok,Ot ) ⇒ dijdkt . In this case we consider the sub-set I ∗((ai), (bi)) of
I ((ai), (bi)) that consists of all inversions i(j,k)((ai), (bi)) ∈ I ((ai), (bi)) that are repre-
sented by tuples (n1((aj , ak), (bj , bk)), . . . , n6((aj , ak), (bj , bk))) for which there exists
exactly one t ∈ {2, 3, 4, 6} such that nt ((aj , ak), (bj , bk)) = 1.
Let now ((ai), (bi)) ∈ DO be arbitrarily chosen. In order to modify the stress measures
S1 and S2 by only considering condition MO the set I ((ai), (bi)) has to be replaced by the
set I ∗((ai), (bi)). Since I ((b∗i ), (bi)) = I ∗((b∗i ), (bi)) nothing else has to be replaced or
modiﬁed and we obtain the weaker versions of S1 and S2 that are deﬁned by
S3((ai), (bi)) := |I
∗((ai), (bi))|
mB
for every pair ((ai), (bi)) ∈ DO and
S4((ai), (bi)) := 1
sB
·
∑
l(i(j,k)((ai ),(bi )))∈I∗((ai ),(bi ))
l(i(j,k)((ai), (bi)))
for every pair ((ai), (bi)) ∈ DO.
The reader may recall that the rank ordering onOO is not assumed to be representable
by a symmetric dissimilarity coefﬁcient . Therefore, we still consider the case that 
is represented by a symmetric dissimilarity coefﬁcient . In this situation OO has to be
replaced by (OO)s := {(Oi,Oj ) ∈ O×O|i < j}. Then it follows that csO := |((OO)s)| =
N ·(N−1)
2 . Of course, now any dissimilarity coefﬁcient d that is constructed in order to
approximate  and , respectively, has to be symmetric.
Finally, we want to explicitly compute the stress measures S2 and S4 in case that 
is symmetric. In this case we set for the sake of brevity K := csO = N ·(N−1)2 . Then
12 · · · K are the values of . Hence, we may set [k] := {t |t = k} in order to
deﬁne the rank r(k) of k by r(k) := |{[k]|tk}| for every k ∈ {1, . . . , K}. Then we
set g := |{[k]|k ∈ {1, . . . , K}}|. Since 12 · · · K it follows that r(1)r(2)
 · · · r(K). Let d be an arbitrary dissimilarity coefﬁcient that is used in order to
approximate  and , respectively. We assume that for every k ∈ {1, . . . , K} the rank
r(dk) of dk is deﬁned in the same way as the rank r(k) of k . Obviously, the inequalities
r(1)r(2) · · · r(K) do not necessarily imply that also r(d1)r(d2) · · · r(dK).
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For every k ∈ {1, . . . , K} we, thus, set
lk(d, ) :=
∑
t>k,dt<dk
|r(dk)− r(dt )| + |r(k)− r(t )|
+
∑
t>k,dt=dk,k<t
|r(dk)− r(dt )| + |r(k)− r(t )|
+
∑
t>k,dt<dk,k=t
|r(dk)− r(dt )| + |r(k)− r(t )|
and
l∗k (d, ) :=
∑
t>k,dt<dk,k<t
|r(dk)− r(dt )| + |r(k)− r(t )|
+
∑
t>k,dt=dk,k<t
|r(dk)− r(dt )| + |r(k)− r(t )|.
According to the computation of sB we still must compute s :=∑K
t=k+1
∑K−1
k=1 r(t ) − r(k) + (K−1)·K·(K+1)6 . It follows immediately that s :=∑K
t=k+1
∑K−1
k=1 (k − t) · |{r(k) = k}| · |{r(t ) = t}| + (K−1)·K·(K+1)6 , which implies
that S2((ai), (bi)) corresponds to SSMO(d, ) := 1s ·
∑K−1
k=1 lk(d, ) while S4((ai), (bi))
corresponds to SMO(d, ) := 1s ·
∑K−1
k=1 l∗k (d, ).
The reader may notice that SMO(d, ) in some sense may be interpreted as the numerical
expression of the corresponding Shepard diagram [74,75]. In addition, the readermay notice
that the computation of SMO(d, ) and SSMO(d, ), respectively, shows up to which degree
the desirable conditions MO and SMO, respectively, have been realized.
Meanwhile the authors have started to implement computer programs for approximating
mind SSMO(d, ) and mind SMO(d, ), respectively (cf. Appendix D).
5. Estimation of rank orderings
Let  := {	1, . . . ,	N } be a ﬁnite (non-empty) set of individuals or alternatives. We
assume to be endowedwith its power setP() as underlying -algebra. Thenwe consider
sets X and X1, . . . ,Xn (n2) of measurable functions X  X :  → R0, respectively,
Xi  X :  → R0 for every i ∈ In := {1, . . . , n}. The measurable functions X ∈ X,
respectively X ∈ Xi (i ∈ In), are assumed to only have ordinal signiﬁcance. This means
that we assume that X, respectively every set Xi (i ∈ In), of measurable functions is
T-closed with respect to some ﬁxed given group of order-automorphisms on R0 that
satisﬁes conditions Bd, CP and Pk or the conditions Bd, CP and Mk. The measurable
functions X ∈ Xi (i ∈ In), therefore, may be interpreted to represent judges who estimate
an underlying true or an appropriate rank ordering on . Consequently, the reader may
think of the measurable functions X ∈ X to represent an underlying true rank ordering on
 or an appropriate compromise of the rank orderings on  that are given by n judges.
Measures to compare (random variables) X,X′ :  → R0 are frequently studied
in the literature. Nevertheless, Spearman’s -coefﬁcient [78] and Kendall’s -coefﬁcient
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[46] are still the most widely applied statistics for the measurement of rank correlation.
Additional techniques have been developed for the examination of group rankings (cf. the
meanwhile classical papers of Kendall and Babington-Smith [47] and Ehrenberg [31]), and
for the comparison of two groups of rankings (cf. the pioneering work of Schucancy and
Frawley [69]). Classical papers by Stuart [80] and Linhart [53] discuss problems involving
the concordance of a population ofM rankings based on the selection of a random sample
of m rankings. In a similar way Schulman and Haden [73] and Schulman [71,72] discuss
the estimation of certain test theory parameters under an arbitrary permutation distribution.
Their work, in some sense, has been continued and improved in order to only consider
the ordinal information of the data by Cliff [18,19], Charlin and Cliff [12] and Cliff and
Donoghue [20,21].
It is the aim of this section to characterize best interpretable functions
S : X × X1 × · · · × Xn → R0 that are adequate with respect to T and that can be
applied in order to obtain some useful compromise or to estimate a postulated underlying
true rank ordering if individual rank orderings of n judges are given. Therefore, for every
measurable functionX :  → R0 and every permutation onwedeﬁne themeasurable
functionX :  → R0 by settingX(	) := X((	)) for every	 ∈ . Then we assume
for every function X ∈ X and Xi ∈ Xi (i ∈ In), respectively, and every permutation  on
 the measurable functions X and Xi (i ∈ In) to also be contained in X and Xi (i ∈ In),
respectively.
Now we are fully prepared to deﬁne the concept of a generalized stress measure (gener-
alized correlation coefﬁcient) S : X× X1 × · · · × Xn → R0.
Deﬁnition 5.1. A function S : X×X1×· · ·×Xn → R0 is said to be a generalized stress
measure if for every tuple (X,X1, . . . , Xn) ∈ X×X1 × · · · ×Xn and every permutation 
on  the following conditions hold:
GS1: If X = X1 = · · · = Xn then S(X,X1, . . . , Xn) = 0.
GS2: S(X,X1, . . . , Xn) = S(X, X1, . . . , Xn).
Let S : X × X1 × · · · × Xn → R0 be some generalized stress measure. Then also
the estimation of an appropriate compromise or a postulated true rank ordering can be
formulated as an approximation problem.
Let measurable functionsX1 ∈ X1, . . . , Xn ∈ Xn be given. Determine some measurable
function X′ ∈ X such that
S(X′, X1, . . . , Xn) = min
X∈X
S(X,X1, . . . , Xn).
In order to now characterize generalized stress measures S : X×X1×· · ·×Xn → R0
that are adequate with respect to Twe need in analogy to the previous section the following
notation.
1. Two tuples (X,X1, . . . , Xn), (X′, X′1, . . . , X′n) ∈ X×X1×· · ·×Xn are said to be equi-
valent ifX = X1 = · · · = Xn andX′ = X′1 = · · · = X′n or if there exists a permutation
 on  and some T ∈ T such that (X′, X′1, . . . , X′n) = (T ◦ X, T ◦ X1, . . . , T ◦
Xn). By ET() we denote the set of corresponding equivalence classes. The equiva-
lence class [(X,X1, . . . , Xn)] ∈ ET() that consists of all tuples (X′, X′1, . . . , X′n) ∈
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X × X1 × · · · × Xn such that X′ = X′1 = · · · = X′n will be abbreviated
by [0].
2. We set IN := {1, . . . , N}. Since  = {	1, . . . ,	N } the permutations on  and the
permutations on IN can be identiﬁed. Let (X,X1, . . . , Xn) = (X0, X1, . . . , Xn) ∈
X × X1 × · · · × Xn be an arbitrarily chosen tuple. Then there exists for every k ∈
{0, 1, . . . , n} some permutation on IN or, equivalently, on such that for all i, j ∈ IN
the implication (i)(j) ⇒ Xk(	(i))Xk(	(j)) or, equivalently, (i)(j) ⇒
Xk(	i )Xk(	j ) holds. The corresponding (uniquely determined) tuple
(X, X1, . . . , Xn) ∈ [(X,X1, . . . , Xn)] will be abbreviated by (Xk,Xk1, . . . , Xkn).
With the help of this notation the Adequateness theorem implies the following Ade-
quateness theorem for generalized stress measures that somewhat generalizes Theorem 4.3.
Theorem 5.2. Let S : X × X1 × · · · × Xn → R0 be an arbitrary function. Then the
following assertions are equivalent:
(i) S is a generalized stress measure that is adequate with respect to T.
(ii) There exists a well-behaved family {F[(X,X1,...,Xn)]}[(X,X1,...,Xn)]∈ET() of functions
F[(X,X1,...,Xn)] : R0 → R0 such that the following conditions hold:
GSA1: F[0](X,X1, . . . , Xn) = 0 for every tuple (X,X1, . . . , Xn) ∈ [0].
GSA2: For every equivalence class [(X,X1, . . . , Xn)] = [(X0, X1, . . . , Xn)] ∈ ET()
there exist ﬁxed natural numbers k ∈ {0, 1, . . . , n} and t ∈ IN
such that S(X′, X′1, . . . , kX′n) = S(X′0, X′1, . . . , X′n) = F[(X,X1,...,Xn)](X
′k
k (	t ))for every tuple (X′, X′1, . . . , X′n)= (X′0, X′1, . . . , X′n) ∈ [(X,X1, . . . , Xn)]=[(X0, X1, . . . , Xn)].
In the remainder of this section we want to generalize Theorem 4.4 to generalized stress
measures that are adequate with respect to T (cf. also [40, Theorems 5.4 and 5.5]).
Let, therefore, S : X×X1×· · ·×Xn → R0 be a ﬁxed given generalized stress measure.
Then we choose some well-ordering {(	,	′)t |((	,	′) ∈  × ) ∧N  t | × | =
N2} on ×  and consider, in addition, some arbitrarily chosen tuple (X,X1, . . . , Xn) ∈
X×X1× · · ·×Xn. Now we set for every natural number k ∈ IN and every natural number
1 tN2 (cf. Section 3):
n1(X,Xk, t) := n1(X,Xk, (	,	′)t ) :=
{
1 ifX(	) > X(	′) ∧Xk(	) = Xk(	′),
0 otherwise,
n2(X,Xk, t) := n2(X,Xk, (	,	′)t ) :=
{
1 ifX(	) > X(	′) ∧Xk(	) < Xk(	′),
0 otherwise,
n3(X,Xk, t) := n3(X,Xk, (	,	′)t ) :=
{
1 ifX(	) = X(	′) ∧Xk(	) > Xk(	′),
0 otherwise,
n4(X,Xk, t) := n4(X,Xk, (	,	′)t ) :=
{
1 ifX(	) = X(	′) ∧Xk(	) < Xk(	′),
0 otherwise,
n5(X,Xk, t) := n5(X,Xk, (	,	′)t ) :=
{
1 ifX(	) < X(	′) ∧Xk(	) = Xk(	′),
0 otherwise.
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n6(X,Xk, t) := n6(X,Xk, (	,	′)t ) :=
{
1 ifX(	) < X(	′) ∧Xk(	) > Xk(	′),
0 otherwise,
n7(X,Xk, t) := n7(X,Xk, (	,	′)t ) :=
{
1 ifX(	) > X(	′) ∧Xk(	) > Xk(	′),
0 otherwise,
n8(X,Xk, t) := n8(X,Xk, (	,	′)t ) :=
{
1 ifX(	) = X(	′) ∧Xk(	) = Xk(	′),
0 otherwise,
n9(X,Xk, t) := n9(X,Xk, (	,	′)t ) :=
{
1 ifX(	) < X(	′) ∧Xk(	) < Xk(	′),
0 otherwise.
We proceed by assuming that X = X1 = · · · = Xn. Then we choose for every natural
number k ∈ {1, . . . , n} the set k :=  × {k} in order to set (′,A) :=
(
⋃n
k=1k, P (
⋃n
k=1k)). Every tuple (X1, . . . , Xn) ∈ Xn induces uniquely a measurable
function X : ′ → R0 by setting X(	, k) := Xk(	). Let Xn be the set of the deﬁned
measurable functions. The reader may notice that the correspondences  : Xn → Xn and
 : Xn → Xn deﬁned by (X1, . . . , Xn) → X and X → (X1, . . . , Xn) are bijective (cf. the
10th step of the proof of the Adequateness theorem (Theorem 2.1)). Now we deﬁne for all
ordinals  recursively sub-setsY of Xn × Xn by setting
Y0 := {(X,X′) ∈ Xn × Xn|X = X′} ∪ {(X,X′) ∈ Xn × Xn|X = (X, . . . , X)
f or some measurable f unction X ∈ X and X′ = (X′1, . . . , X′n) f or a
tuple (X′1, . . . , X′n) ∈ Xn such that S(X,X′1, . . . , X′n) = 0}
and
Y :=
⋃
<
Y, if  is a limit ordinal,
respectively,
Y := {(X′, Y ′) ∈ Xn × Xn| there exists a measurable f unction X ∈ Xn such
that (X,X′) ∈ Y−1 and (X, Y ′) ∈ Y−1}, if  is not a limit ordinal.
For directly use we still set Y∗0 := {(X,X′) ∈ Xn × Xn|X = (X, . . . , X) for a mea-
surable function X ∈ X and X′ = (X′1, . . . , X′n) for some tuple (X′1, . . . , X′n) ∈ Xn such
that S(X,X′1, . . . , X′n) = 0}.
Since clearlyY ⊂ Y+1 for every ordinal  we may setY :=⋃Y. With the help of
the deﬁnition of Y we may associate the given generalized stress measure S : X× Xn →
R0 uniquely with an even dissimilarity coefﬁcient dS : Xn × Xn → R0 that is deﬁned
for every pair (Y, Y ′) ∈ Xn × Xn by setting
dS(Y, Y
′) :=


0 if(Y, Y ′) ∈ Y,
S(X, Y ′1, . . . , Y ′n) if Y ′ = (Y ′1, . . . , Y ′n) and (X, Y ) ∈ Y∗0
for some X ∈ X,
1 otherwise.
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The construction of dS : Xn×Xn → R0 allows us to generalize the concept of a useful
dissimilarity coefﬁcient to any generalized stress measure S : X× Xn → R0.
Deﬁnition 5.3. A generalized stress measure S : X×Xn → R0 is said to be useful if its
associated dissimilarity coefﬁcient dS : Xn × Xn → R0 is useful.
The reader may recall that T is the set of all tuples (n1, . . . , n9) ∈ {0, 1}9 for which
there exists exactly one q ∈ {1, . . . , 9} such that nq = 1. Now we set, in addition,Tn :=
{(np1, . . . , np9)1pn|(np1, . . . , np9) ∈ N } and Dn := (Nn)N2 . Then we consider the
set Hn of all functions H : Dn → R0.
Since dS : Xn×Xn → R0 is even for every generalized stress measure S : X×Xn →
R0 our remark on goodness criteria in cluster analysis (cf. Section 3) allows us to gener-
alize Theorem 4.4 to generalized stress measures.
Theorem 5.4. Let S : X × Xn → R0 be a generalized useful stress measure that is
adequate with respect toT.Then there exists some functionH ∈ Hn such that S(X,X1, . . . ,
Xn) = H(((n1(X,Xk, t), . . . , n1(X,Xk, t))1kn)1 tN2).
Theorem 5.4 allows us to construct in a similar way as in the last part of the preceding
section adequate and best interpretable generalized stress measures. For the sake of brevity
we omit the details of this construction.
6. Conclusions
In the ﬁrst part of this paperwe have begun a systematic investigation of adequate and best
interpretable objective functions in ordinal data analysis and we have characterized all ob-
jective functions that can be considered as being adequate for the analysis of ordinally scaled
data. In doing this we have laid the foundations of a theory of adequate objective functions.
In particular, we have shown that in the ﬁrst place adequateness has to be reached. After
having reached adequateness also interpretability of an objective function may be consid-
ered. In order to also reach best interpretability besides adequateness additional postulates
should be introduced in such a way that these postulates uniquely determine an adequate
and best interpretable objective function. This means, in particular, that these additional
postulates must be natural and carefully adapted to the context and the particular problem
of data analysis that is considered.
In the second part of this paper the results of the ﬁrst part have been applied in order
to characterize dissimilarity coefﬁcients, stress measures in non-metric multidimensional
scaling and generalized stress measures in the theory of rank estimation that are adequate
and best interpretable in ordinal data analysis. The construction of adequate and best in-
terpretable objective functions has been demonstrated by the construction of appropriate
goodness criteria in cluster analysis of ordinally scaled data and, in particular, by the con-
struction of the stress measures SMO(d, ) and SSMO(d, ). These stress measures show up
to which degree the desirable conditions MO and SMO, respectively, have been realized.
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Finally, we have started to discuss and implement computer programs for approximating
mind SMO(d, ) and mind SSMO(d, ), respectively.
Appendix A. Proof of the Adequateness theorem
LetG : X1×· · ·×Xn −→ R be an objective function and letT be some ﬁxed given group
of order-automorphisms on R0 that satisﬁes conditions Bd, CP and Pk or conditions Bd,
CP and Mk.
The proof of the Adequateness theorem (Theorem 2.1) is based upon the following
proposition and lemmas.
Proposition A.1. The following conditions are equivalent:
(i) G is adequate with respect to T.
(ii) G satisﬁes the following equivalent conditions:
C1: G(X1, . . . , Xn)G(X′1, . . . , X′n) ⇒ G(T ◦ X1, . . . , T ◦ Xn)G(T ◦ X′1, . . . ,
T ◦ X′n) for all tuples (X1, . . . , Xn), (X′1, . . . , X′n) ∈ X1 × · · · × Xn and every
order-automorphism T ∈ T.
C2: G(X1, . . . , Xn) < G(X′1, . . . , X′n)⇒ G(T ◦X1, . . . , T ◦Xn) < G(T ◦X′1, . . . ,
T ◦ X′n) for all tuples (X1, . . . , Xn), (X′1, . . . , X′n) ∈ X1 × · · · × Xn and every
orderautomorphism T ∈ T.
Proof. Since the idea of the proof of Proposition A.1 already has been given in [41,
Proposition 2.2] we only present a sketch of proof of Proposition A.1.
In order to verify the implication “(i)⇒(ii)” one may choose for any two tuples
(X1, . . . , Xn), (X
′
1, . . . , X
′
n) ∈ X1×· · ·×Xn the sub-setS of X1×· · ·×Xn that consists
of these two tuples. Then the deﬁnition of an objective functionG : X1×· · ·×Xn → R that
is adequate with respect to T implies the validity of the equivalent conditions C1 and C2.
Since, in addition, the equivalent conditions C1 and C2 guarantee that every transformation
T ∈ T preserves the optimal solutions of an objective function G : X1 × · · · × Xn → R
with respect to any non-empty sub-setS of X1 × · · · × Xn also the implication “(ii)⇒(i)”
holds. 
The reader may notice, in particular, that the proof of Proposition A.1 holds for any
group T that operates on R0, i.e. T must not necessarily verify any of conditions Bd, CP,
Pk or Mk.
Let U be a sub-set of the real line. In order to formulate the next lemma the reader may
recall that a lacuna of U is a non-degenerate interval of the real line without points of U
but having a lower and upper bound in U . A gap of U is a maximal lacuna of U .
Lemma A.2 (Debreu open gap lemma). Let U be a sub-set of the real line. Then there
exists an order preserving (strictly increasing) function g : U → R such that g(U) only
has open gaps.
Proof. Debreu [28,29]. 
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Lemma A.3 (Extension lemma). Let U be a sub-set of the real line and f : U → U
an order-automorphism on U such that for any two non-empty disjoint sub-sets A, B of U
the inequality sup A < inf B implies that also sup f (A) < inf f (B) and sup f−1(A) <
inf f−1(B). Then there exists an order-automorphism T on R that extends f.
Proof. The proof of the lemma is straightforward. In addition, Lemma A.3 is an immediate
consequence of Theorem 1.1 in [30]. 
Lemma A.4 (Equivalence lemma). Let T be any group of order-automorphisms onR0.
Then the following assertions hold:
(i) Condition Pk and the following condition
Pk+: For every chain of reals 0 < a < b < c and every real q such that a < b + q
there exists an order-automorphism T ∈ T such that T (x) = x+q for every point
x ∈ [b, c] and T (x) = x for every point x ∈ [0, a[.
are equivalent
(ii) ConditionMk and the following condition
Mk+: For every chain of reals 0 < a < b < c and every real q such that a < q · b
there exists an order-automorphism T ∈ T such that T (x) = q · x for every point
x ∈ [b, c] and T (x) = x for every point x ∈ [0, a[.
are equivalent.
Proof. Since T is a group a routine argument that is based upon the existence of inverse
elements implies that condition Pk+ is a consequence of condition Pk and, furthermore,
that condition Mk+ is a consequence of condition Mk. On the other hand, condition Pk is
weaker than condition Pk+ and condition Mk is weaker than condition Mk+. 
Lemma A.5 (3-Point homogeneity lemma). Let T be any group of order-automorphisms
on R0 that satisﬁes condition Pk or condition Mk. Then T is 3-point homogeneous on
R>0.
Proof. Wemay assumewithout loss of generality thatT satisﬁes condition Pk. IfT satisﬁes
conditionMk then an analogous argument works. Let, therefore, a < b < c and k < p < q
be arbitrarily chosen positive reals. We must prove that there exists an order-automorphism
T ∈ T such that T (a) = k, T (b) = p and T (c) = q. There exists some positive real 
 such
that the intervals [a − 
, a + 
], [b − 
, b + 
] and [c − 
, c + 
] as well as the intervals
[k−
, k+
], [p−
, p+
] and [q−
, q+
] are pairwise disjoint. In addition, 
 can be chosen
in such a way that all these intervals are sub-intervals of the positive real line. For the sake
of brevity we still set a1 := a−
, a2 := a+
, b1 := b−
, b2 := b+
, c1 := c−
, c2 :=
c+ 
, k1 := k − 
, k2 := k + 
, p1 := p − 
, p2 := p + 
, q1 := q − 
 and q2 := q + 
.
Condition Pk+ implies the existence of order-automorphisms T1 ∈ T, T2 ∈ T and T3 ∈ T
such that T1(x) = x + k − a for every real x ∈ [a1, c2], T2(x) = x + a − k + p − b for
every real x ∈ [b1+ k− a, c2+ k− a] and T2(x) = x for every real x ∈ [k1, k2], T3(x) =
x+ b−p+ q − c for every real x ∈ [c1+p− b, c2+p− b] and T3(x) = x for every real
x ∈ [k1, p2]. Then we set T := T3 ◦ T2 ◦ T1 in order to conclude that T (a) = k, T (b) = p
and T (c) = q, which was to be shown. 
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Lemma A.6 (Isomorphism lemma). Let I1, I2 be two non-empty open intervals of the real
line and let U, V be arbitrarily chosen groups of order-automorphisms on I1 and I2, re-
spectively, that satisfy conditions Bd and Cp and are 3-point homogeneous. Then for every
order preserving or order reversing group isomorphism  : (U, ) → (V, ) such that
(Ub) = Vb there exists a unique order preserving or order reversing bijectionF : I2 → I1
such that (T ) = F ◦ T ◦ F−1 for every order-automorphism T ∈ U.
Proof. Lemma A.6 is at least implicitly well known in the theory of ordered permutation
groups. In particular, it follows from the results of Section 7 in [32]. 
Now we are fully prepared for proving the Adequateness theorem in 11 steps.
1. Let, in the ﬁrst step, the assumptions of assertion (ii) be satisﬁed. Since the fam-
ily {F[(X1,...,Xn)]}[(X1,...,Xn)]∈ET(X) of functions F[(X1,...,Xn)] : R0 → R is well-behaved
the reader will have no difﬁculties in showing that assertion (i) is implied by assertion (ii).
Hence, we may concentrate our considerations on the proof of the implication
(i)⇒(ii).
2. In the following seven steps we restrict on the case that n = 1. This means that the
codomain of G is a (non-empty) set X of bounded measurable functions X : (, A) →
(R0,B).
As in the proof of Lemma A.5 we may assume without loss of generality that T satisﬁes
condition Pk. Indeed, if T satisﬁes condition Mk then we may use an analogous argument.
We now choose an equivalence class [X] ∈ ET(X) and start our considerations by concen-
trating in the following seven steps on the function G|[X] : [X] → R. Of course, we may
assumewithout loss of generality thatG|[X] is not constant, which, in particular, implies that
[X] = [0]. We proceed by settingK := {X = 0}(= {X′ = 0} for every functionX′ ∈ [X])
in order to still assume in the next six steps that inf	∈\K X′(	) > 0 for every function
X′ ∈ [X], which means that every function X′ ∈ [X] is fully bounded. Then it is our aim
to verify in the next six steps that there exists some uniquely determined strictly monotone
function F : R0 → R and some uniquely determined greatest set A ∈ A([X]) such that
G(X′) = F(inf	∈A X′(	)) for every functionX′ ∈ [X] orG(X′) = F(sup	∈A X′(	)) for
every function X′ ∈ [X].
3. Lemma A.2 implies the existence of some order preserving function g : G([X]) → R
such that all gaps of g(G([X])) are open. Since g is order preserving the function G+ :=
G ◦ G|[X] → R also satisﬁes the equivalent conditions C1 and C2 of Proposition A.1.
We, thus, may identify G|[X] in the next ﬁve steps with G+. This identiﬁcation implies
that we may assume G([X]) to only have open gaps. Let T ∈ T be an arbitrarily cho-
sen order-automorphism. With the help of any of the equivalent conditions C1 or C2 it
follows that there exists some uniquely determined order-automorphism T ′ on G([X])
such that G(T ◦ X′) = T ′(G(X′)) and G(T −1 ◦ X) = T ′−1(G(X′)) for every function
X′ ∈ [X] (cf. [41, Proof of Theorem 3.3] for details). Let us abbreviate this observation
by (*). Now we prove that T ′ can be extended to an order-automorphism on R. Because
of Lemma A.3 it sufﬁces to verify that for every pair A, B of non-empty disjoint sub-
sets of G([X]) such that sup A < inf B also the inequalities sup T ′(A) < inf T ′(B) and
sup T ′−1(A) < inf T ′−1(B) hold. Obviously, these inequalities are an immediate conse-
quence of the assumption thatG([X]) only has open gaps. This last conclusion ﬁnishes the
third step.
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4. In this step we choose arbitrary functions Z,Z′ ∈ [X] such that sup	∈ Z(	) <
inf	∈\K Z′(	). Since G|[X] is not constant we may consider two measurable functions
Y, Y ′ ∈ [X] such thatG(Y) < G(Y ′). For every non-negative real k we deﬁne a measurable
function Y ′ + k by setting
(Y ′ + k)(	) :=
{
Y ′(	)+ k if 	 ∈ \K,
0 otherwise
for every 	 ∈ . Since Y ′ is fully bounded condition Pk allows us to conclude that
Y ′ + k ∈ [X] for every non-negative real k. In particular, we may choose some posi-
tive real c such that max{sup	∈ Y (	), sup	∈ Y ′(	)} < inf	∈\K(Y ′ + c)(	). Since
G(Y ′ + c) cannot coincide with both valuesG(Y) andG(Y ′) we may assume without loss
of generality that G(Y) < G(Y ′ + c). We want to show that this inequality implies that
G(Z) < G(Z′). If G(Y ′ + c) < G(Y ) then it follows by duality that G(Z′) < G(Z),
and the remainder of the proof is based upon dual arguments. This consideration justiﬁes
that we may assume without loss of generality that G(Y) < G(Y ′ + c). With the help of
condition Pk+ and condition C2 we may conclude, in addition, that for any two functions
V,W ∈ [X] the following assertion holds.
TS:∀t ∈ R0∀s∈R0
(
sup
	∈
V (	) < min
{
inf
	∈\K
(W+t)(	), inf
	∈\K
(W+s)(	)
}
⇒ G(V ) < G(W + t)⇔ G(V ) < G(W + s)
)
.
Now we choose an order-automorphism T ∈ T such that T (Z′) = Y ′ + c and set
V := T (Z). Since T is order preserving and continuous it follows that sup	∈ V (	) <
inf	∈\K(Y ′ + c)(	). Let T ′ ∈ T be an order-automorphism such that T ′(V ) = Y .
Because of condition Bd we may assume without loss of generality that T ′ is bounded.
Since Y ′ is fully bounded there exists some real tc such that T ′(Y ′ + t) = Y ′ + t .
In combination with assertion TS, therefore condition C2 guarantees the validity of the
following equivalences:G(Z) < G(Z′)⇔ G(V ) < G(Y ′ + c)⇔ G(V ) < G(Y ′ + t)⇔
G(Y) < G(Y ′+t)⇔ G(Y) < G(Y ′+c). Because of these equivalences wemay conclude,
without loss of generality, that for any two functionsZ,Z′ ∈ [X] such that sup	∈ Z(	) <
inf	∈\K Z′(	) the inequality G(Z) < G(Z′) holds.
5. In the ﬁfth step we consider an arbitrary function Y ∈ [X] in order to deﬁne a function
FY : R0 → R by setting FY (x) := G(Y + x) for every non-negative real x. Because of
the fourth step it follows that FY is well-deﬁned. We want to show that FY is increasing
and continuous.
If we assume, in contrast, that FY is not increasing then there exist non-negative reals
t < q such that G(Y + q) < G(Y + t). Therefore, we set Z := Y + t and k := q − t .
Then the inequalities G(Y + q) < G(Y + t) and G(Z + k) < G(Z) are equivalent. Now
we apply the results of the fourth step. In order to obtain a contradiction it, thus, sufﬁces to
verify that G(Z + n · k) < G(Z) for every natural number n1. This will be checked by
a routine induction argument.
n = 1: This is our assumption.
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n ⇒ n + 1: If G(Z + n · k) < G(Z) then it follows with the help of condition Pk and
condition C2 that G(Z + (n + 1) · k) < G(Z + k) < G(Z), which already ﬁnishes the
induction step.
In order to ﬁnish the ﬁfth step we still must verify that FY is continuous. Let, therefore,
q be some arbitrary non-negative real and (qn)n∈N some sequence of non-negative reals
that converges to q. The monotonicity of FY implies that there exists a real p > q such
that FY is continuous at p and p − q < 12 · inf	∈\K Y(	). Now we choose some real
rp + supn∈N qn and some order-automorphism T ∈ T such that T (x) = x + p − q
for every point x in the closed interval [inf	∈\K Y(	), sup	∈ Y (	)+ r]. With the help
of the third step it follows that there exists an order-automorphism T ′ on R such that
G(T ◦ X) = T ′(G(X)) for every function X ∈ [X]. Hence, we consider the sequence
(pn)n∈N := (p−q+qn)n∈N that converges top and concludewith the help of the continuity
of T ′ as follows: limn→∞ FY (qn) = limn→∞G(Y + qn) = limn→∞G(T ◦ (Y + pn)) =
limn→∞ T ′(G(Y +pn)) = T ′(limn→∞G(Y +pn)) = T ′(G(Y +p)) = G(T ◦(Y +p)) =
G(Y + q) = FY (q), which still was to be shown.
6. Let T′ be the set of all order-automorphisms T ′ on G([X]) for which there exists an
order-automorphism T ∈ T such thatG(T ◦X′) = T′(G(X′)) for every functionX′ ∈ [X].
Then the reader may apply observation (*) of the third step in order to verify by direct
computation that T′, actually, is a group. The deﬁnition of T′ implies that there exists a
canonical group-homomorphism  : T → T′ that is given for all order-automorphisms
T ∈ T and all functions X′ ∈ [X] by setting (T )(G(X′)) := T ′(G(X′)) := G(T ◦ X′).
In this step we want to show that  : (T, ) → (T′, ) actually is an order preserving
group-isomorphism. Obviously, the deﬁnition of T′ implies that  is surjective. In order to
prove that  : T → T′ is a group-isomorphism it, thus, remains to verify that  is injective.
Let, therefore, id|R 0 = T ∈ T be an arbitrarily chosen order-automorphism. Because
of the deﬁnition of  we have to prove that there exists some function Y ∈ [X] such that
G(Y) = G(T ◦Y ). Since id|R 0 = T and T is an order-automorphism onR0 there exists
some non-degenerate closed interval [a, b] ⊂ R>0 such that either x < T (x) for every real
x ∈ [a, b] or T (x) < x for every real x ∈ [a, b]. We may assume without loss of generality
that x < T (x) for every real x ∈ [a, b]. Of course, the inequality T (x) < x for every real
x ∈ [a, b] can be settled analogously. We proceed by choosing some real k > 0 such that
k infx∈[a,b] T (x). Since every functionX′ ∈ [X] is fully bounded and since Lemma A.5
guarantees that T is 3-point homogeneous onR>0 there exists some function Z ∈ [X] such
that sup	∈ Z(	) < inf	∈\K(Z+k)(	). ConditionPk, thus, implies the existenceof some
functionY ∈ [X] such thata inf	∈\K Y(	) sup	∈ Y (	) < a+k. Now the particular
selection of k allows us to conclude with the help of the fourth step thatG(Y) < G(T ◦Y ),
which proves the injectivity of . In order to ﬁnish the sixth step it remains to show that
 : (T, ) → (T′, ) is order preserving. Let, therefore, id|R 0 < T ∈ T be an arbitrarily
chosen order-automorphism. Then we must prove that id|G([X]) < T ′ := (T ). The proof
of this inequality is divided into two more steps. At ﬁrst we verify that id|G([X])T ′ in
order to then show that id|G([X]) < T ′. Let us assume, in contrast, that ¬(id|(G[X])T ′).
Then there exists a function Y ∈ [X] such that T ′(G(Y )) = G(T ◦ Y ) < G(Y ). Since Y
is fully bounded and since T is 3-point homogeneous on R>0 there exists some function
Z′ ∈ [X] and some positive real t such that sup	∈ Z′(	) < inf	∈\K T (Y (	)) and
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max {sup	∈ T (Y (	)), sup	∈ Y (	)} < inf	∈\K(Z′ + t)(	). These inequalities allow
us to apply the results of the fourth and the ﬁfth step in order to conclude with the help of
the intermediate value theorem that there exist positive reals r < s such that G(Z′ + r) =
G(T ◦Y ) andG(Z′+s) = G(Y). LetZ := Z′+r and k := s−r . Then it follows thatG(Z) =
G(T ◦ Y ) and that G(Z + k) = G(Y). Now the application of the 3-point homogeneity
of T on R>0 and the fully boundedness of Z guarantee the existence of some function
X′ ∈ [X] and of some positive real q such that sup	∈X′(	) < inf	∈\K(X′ + k)(	) <
inf	∈\K Z(	) sup	∈ Z(	) < inf	∈\K(X′+q)(	). Therefore, onemore application
of the fourth and the ﬁfth step implies with the help of the intermediate value theorem that
there exists some function X′′ ∈ [X] such that sup	∈X′′(	) < inf	∈\K(X′′ + k)(	)
and G(X′′) = G(Z) = G(T ◦ Y ). With the help of conditions C1 and Pk it, thus, also
follows that G(X′′ + k) = G(Z + k) = G(Y). Since id|R 0 < T we may conclude that
sup	∈X′′(	) < inf	∈\K T ((X′′ + k)(	)) and the fourth step implies in combination
with condition C2 that G(X′′) = G(T ◦ Y ) = G(T ◦ (X′′ + k)) > G(X′′) = G(T ◦ Y ).
This contradiction shows that id|G([X])T ′ and it remains to verify that this inequality
is proper. Because of the inequality id|G([X])T ′ we, therefore, have to prove that there
exists a function Y ∈ [X] such that G(Y) < T ′(G(Y )) = G(T ◦ Y ). Since id|R 0 <
T the continuity of T guarantees the existence of positive reals 
 and a < b such that
a + 
 < b and x + 
 < T (X) for every point x ∈ [a, b]. With the help of the 3-point
homogeneity of T on R>0 it follows that there exists some function Y ∈ [X] such that
a < inf	∈\K Y(	) sup	∈ Y (	) < a + 
. Then, one more application of the fourth
step, allows us to conclude that the inequalities x + 
 < T (x) for every real x ∈ [a, b]
imply that G(Y) < G(T ◦ Y ) = T ′(G(Y )), which ﬁnally ﬁnishes the sixth step.
7. It is the aim of this step to prove that Lemma A.6 (Isomorphism lemma) can be applied.
Therefore, we set I1 := R>0. In order to be able to set I2 := G([X]) we must show that
G([X]) is an open interval of R. Hence, the validity of the following two properties have
to be veriﬁed:
O1: For every real x ∈ G([x]) there exist reals y, z ∈ G([X]) such that y < x < z.
O2: For any three reals y < x < z the assumption that y, z ∈ G([X]) implies that also
x ∈ G([X]).
O1: Let x ∈ G([X]) be arbitrarily chosen. Then there exists some function X′ ∈ [X]
such that G(X′) = x. With the help of the 3-point homogeneity of T and condition Pk it
follows that there exists a function Y ∈ [X] and a positive real k such that Y + k ∈ [X]
and sup	∈ Y (	) < inf	∈\K X′(	) sup	∈X′(	) < inf	∈\K(Y + k)(	). Then the
property of G that has been shown in the fourth step implies that y := G(Y) < x =
G(X) < z := G(Y + k).
O2: Let y, z be arbitrarily chosen reals for which there exist functions Y,Z ∈ [X]
such that y = G(Y) < z = G(Z) and let x ∈]y, z[ be some real. Then we consider a
function X′ ∈ [X] and some positive real k such that sup	∈X′(	) < inf	∈\K Y(	)
and sup	∈X′(	) < inf	∈\K(X′ +k)(	). Because of these inequalities the intermediate
value theorem allows us to conclude with the help of the ﬁfth step that there exists a positive
real t < k such that G(X′ + t) = x. Since X′ + t ∈ [X] property O2, thus, is satisﬁed.
Surely,T can be considered as a group of order-automorphisms on I1 = R>0 that satisﬁes
the assumptions of the Isomorphism lemma. In order to, thus, ﬁnish the proof of the seventh
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step it still remains to show that (Tb) = T′b and that (T) = T′ satisﬁes conditions Bd,
Cp and is 3-point homogeneous.
(Tb) = T′b: The proof of this equality is divided into two steps. At ﬁrst we choose an
arbitrary order-automorphism T ∈ Tb and prove that T ′ := (T ) ∈ T′b. Then we consider
an order-automorphism T ∈ T\Tb and show that T ′ := (T ) ∈ T′\T′b.
At ﬁrst we assume that an arbitrary order-automorphism T ∈ Tb has been chosen. Then
there exist positive reals a < b such that T|[0,a[ = id|[0,a[ and T|]b,∞[ = id|]b,∞[. We abbre-
viate these equations by (**). With the help of the arguments that have been applied in the
sixth step we may conclude that there exist functions Y,Z ∈ [X] such that sup	∈ Y (	) <
a < b < inf	∈\K Z(	). Now we show that (T )(G(X′)) = T (G(X′)) = G(T ◦ X′) =
G(X′) for every function X′ ∈ [X] such that G(X′) /∈ [G(Y),G(Z)]. Then the relation
T ′ = (T ) ∈ T′b follows. We may assume without loss of generality that some function
X′ ∈ [X] such thatG(Z) < G(X′) has been chosen. Indeed, the inequalityG(X′) < G(Y )
can be settled by an analogous argument. Since b < inf	∈\K Z(	) the arguments that
have been applied in the sixth step guarantee the existence of some function X′′ ∈ [X] and
some positive real t such that b < inf	∈\K X′′(	) sup	∈X′′(	) < inf	∈\K Z(	)
and sup	∈X′(	) < inf	∈\K(X′′ + t)(	). As in the sixth step we, thus, may conclude
that there exists a positive real k such that X+ := X′′ + k ∈ [X], b < inf	∈\K X+(	)
and G(X+) = G(X′). Then the equations (**) imply with the help of condition C1 that
T (G(X′)) = G(T ◦X′) = G(T ◦X+) = G(X+) = G(X′).
Now we choose an order-automorphism T ∈ T\Tb. We have to show that (T ) = T ′ ∈
T′\T′b. Let, therefore, G(X′) ∈ G([X]) be an arbitrarily chosen real number. In order
to prove the desired relation we must verify that there exist functions Y,Z ∈ [X] such
that G(Y) < G(X′) < G(Z) and T ′(G(Y )) = G(T ◦ Y ) = G(Y) and T ′(G(Z)) =
G(T ◦ Z) = G(Z). Of course, it sufﬁces to guarantee the existence of some function
Y ∈ [X] such that G(Y) < G(X′) and T ′(G(Y )) = G(T ◦ Y ) = G(Y). The existence
of Z ∈ [X] follows analogously. Since T ∈ T\Tb is an order-automorphism on R>0,
respectively R0, and X′ is fully bounded there exist positive reals 
 and a < b such
that supx∈[a,b] T (x) < inf	∈\K X′(	) and, in addition, either T (x) < a − 
 for every
real x ∈ [a, b] or b + 
 < T (x) for every real x ∈ [a, b]. Because of the inequality
supx∈[a,b] T (x) < inf	∈\K X′(	) both inequalities T (x) < a − 
 or b + 
 < T (x) can
be settled by analogous arguments. Hence, we may assume without loss of generality that
T (x) < a− 
 for every real x ∈ [a, b]. The arguments of the sixth step allow us to conclude
that there exists some function Y ∈ [X] such that a inf	∈\K Y(	) sup	∈ Y (	)b.
Since T (x) < a − 
 for every real x ∈ [a, b] it follows with the help of the fourth step that
T ′(G(Y )) = G(T ◦ Y ) < G(Y ) < G(X′), which was to be shown.
The equation (Tb) = T′b implies with the help of the results of the sixth step that
T′ satisﬁes condition Cp. In order to, thus, ﬁnish the seventh step it remains to verify
that T′ is 3-point homogeneous and satisﬁes condition Bd. In order to prove that T′ is
3-point homogeneous we consider six not necessarily different functions W,Y,Z ∈ [X]
and W ′, Y ′, Z′ ∈ [X] such that G(W) < G(Y ) < G(Z) and G(W ′) < G(Y ′) < G(Z′).
Then we verify that there exists an order-automorphism T ′ ∈ T′b such that T ′(G(W)) =
G(W ′), T ′(G(Y )) = G(Y ′) and T ′(G(Z)) = G(Z′). Because of the deﬁnition of  and
the equation (Tb) = T′b it sufﬁces to guarantee the existence of an order-automorphism
T ∈ Tb such that G(T ◦W) = G(W ′), G(T ◦ Y ) = G(Y ′) and G(T ◦ Z) = G(Z′). With
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the help of the arguments of the preceding steps we may conclude that there exists some
function V ∈ [X] that satisﬁes the following conditions.
V1: There exist positive reals k1 < k2 < k3 and k′1 < k′2 < k′3 such that G(W) =
G(V + k1),G(Y ) = G(V + k2),G(Z) = G(V + k3) and G(W ′) =
G(V + k′1),G(Y ′) = G(V + k′2),G(Z′) = G(V + k′3).
V2: Let ai := inf	∈\K(V + ki)(	), bi := sup	∈(V + ki)(	), a′i :=
inf	∈\K(V + k′i )(	) and b′i := sup	∈(V + k′i )(	) for every 1 i3. Then[ai, bi] ∩ [aj , bj ] = ∅ and [a′i , b′i] ∩ [a′j , b′j ] = ∅ for all 1 i = j3.
Now we proceed in a similar way as in the proof of Lemma A.5. Indeed, condition
V2 guarantees with the help of condition Pk+ the existence of order-automorphisms T1 ∈
T, T2 ∈ T and T3 ∈ T such that T1(x) = x + k′1 − k1 for every real x ∈ [a1, b3], T2(x) =
x + k1 − k′1 + k′2 − k2 for every real x ∈ [a2 + k′1 − k1, b3 + k′1 − k1] and T2(x) = x
for every real x ∈ [a′1, b′1] and, ﬁnally, T3(x) = x + k2 − k′2 + k′3 − k3 for every real
x ∈ [a3 + k′2 − k2, b3 + k′2 − k2] and T3(x) = x for every real x ∈ [a′1, b′2]. Hence,
we set T := T3 ◦ T2 ◦ T1. Then we may conclude that G(T ◦ (V + ki)) = G(V + k′i )
for every i ∈ {1, 2, 3}. Therefore, it follows with the help of conditions V1 and C1 that
G(T ◦W) = G(W ′),G(T ◦ Y ) = G(Y ′) and G(T ◦ Z) = G(Z′), which implies that T′
is 3-point homogeneous.
In order to now ﬁnish the seventh step we still have to verify that T′ satisﬁes condition
Bd. Let, therefore, T ′ ∈ T′ be an arbitrarily chosen order-automorphism and let, in addition,
W,Y ∈ [X] be two functions such thatG(W) < G(Y ). Thenwemust prove that there exists
an order-automorphism T ′′ ∈ T′b such that T ′|[G(W),G(Y )] = T ′′|[G(W),G(Y )]. The arguments of
the preceding steps guarantee the existence of some function V ∈ [X] and of positive reals
k < q such thatG(V + k) = G(W) andG(V + q) = G(Y). Let a := inf	∈\K V (	) and
b := sup	∈(V + q)(	) and let, furthermore, T := −1(T ′). Since T satisﬁes condition
Bd there exists an order-automorphism T + ∈ Tb such that T|[a,b] = T +|[a,b] and we may
set T ′′ := (T +). The equation (Tb) = T′b implies that T ′′ is bounded and it remains
to verify that T ′|[G(W),G(Y )] = T ′′|[G(W),G(Y )]. Let, therefore, some function Z ∈ [X] such
thatG(W)G(Z)G(Y) be arbitrarily chosen. Then there exists because of the ﬁfth step
some positive real s such that ksq and G(Z) = G(V + s). Hence, we may conclude
with the help of condition C1 and the deﬁnitions of a and b, respectively, that T ′(G(Z)) =
G(T ◦ Z) = G(T ◦ (V + s)) = G(T + ◦ (V + s)) = G(T + ◦ Z) = T ′′(G(Z)). It, thus,
follows that T ′|[G(W),G(Y )] = T ′′|[G(W),G(Y )], which completes the seventh step.
We may summarize the considerations of the last two steps in order to conclude with the
help of Lemma A.6 that there exists a unique order preserving or order reversing bijective
function F : R>0 → G(|X|) such that (T ) = F ◦T ◦F−1 for every order-automorphism
T ∈ T.
8. Now we are ﬁnally able to prove that there exists some (greatest) measurable set
A ∈ A([X]) and some strictly monotone function F ′ : R>0 → R such that G(X′) =
F ′(inf	∈A X′(	)) for every function X′ ∈ [X] or G(X′) = F ′(sup	∈A X′(	)) for every
function X′ ∈ [X]. Therefore, we set G′ := F−1 ◦ G|[x] and verify at ﬁrst that G′ is
monotone equivariant, i.e. G′(T ◦ X′) = T (G(X′)) for every order-automorphism T ∈ T
and every function X′ ∈ [X]. Let, therefore, an order-automorphism T ∈ T and some
function X′ ∈ [X] be arbitrarily chosen. Then we may conclude with the help of the
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preceding steps as follows: G′(T ◦ X′) = F−1 ◦ G(T ◦ X′) = F−1 ◦ (T )(G(X′)) =
F−1 ◦ F ◦ T ◦ F−1 ◦G(X′) = T (F−1 ◦G(X′)) = T (G(X′)), which was to be shown.
Let, in the remainder of this step, some function X′ ∈ [X] be ﬁxed chosen. Then we
shall show that G′(X′) ∈ (X′(\K) (X′(\K)) is the topological closure of X′(\K)
with respect to the natural topology on the real line). Since X′ is fully bounded it fol-
lows that X′(\K) = X′()\{0}. Therefore, it sufﬁces to verify that G′(X′) ∈ X′().
Indeed, let us assume that G′(X′) = 0. Then G′(T ◦ X′) = T (G(X′)) = 0 for every
order-automorphism T ∈ T, and we may conclude that G|[X] is constant, which contra-
dicts our assumption onG|[X]. Let us now assume, in contrast, thatG′(X′) /∈ X′(). Then
we set
sG′ :=
{
sup{X′(	)|X′(	) < G(X′)} if {	 ∈ A|X′(	) < G(X′)} = ∅,
∞, otherwise
and
iG′ :=
{
inf{X′(	)|G(X′) < X′(	)} if {	 ∈ A|G(X′) < X′(	)} = ∅,
−∞, otherwise
and distinguish between the following three cases.
Case 1: sG′ = ∞. In this case it follows that G′(X′) < inf	∈\K X′(	). Condi-
tion Pk allows us to choose an order-automorphism T ∈ T such that sup	∈X′(	) <
inf	∈\K T (X′(	)) and T (G′(X′)) = G′(X′). Hence, we may conclude with the help of
the fourth step that G′(X′) < G′(T ◦ X′) = T (G′(X′)) = G′(X′). This contradiction
settles the ﬁrst case.
Case 2: iG′ < G′(X′) < sG′ . With the help of conditions Bd and Pk we now
may consider at ﬁrst an order-automorphism T ∈ T such that T|{X′(	)|X′(	)<G(X′)} =
id|{X′(	)|X′(	)<G(X′)},G′(X′) = T (G′(X′)) and T|]d,∞[ = id|]d,∞[ for some positive real
d. Since X′ is fully bounded we may choose, in addition, with the help of condition Pk
an order-automorphism T ′ ∈ T such that T ′|{X′(	)|G(X′)<X′(	)} = id|{X′(	)|X′(	)<G(X′)} and
d < inf{T ′(X′(	))|G′(X′) < X′(	)}. Then we distinguish between two more cases.
Case 2.1: G′(T ′ ◦ X′) = G′(X′). In this case it follows with the help of condition C1
that G′(X′) < T (G′(X′)) = G′(T ◦ X′) = G′(T ◦ T ′ ◦ X′) = G′(T ′ ◦ X′) = G′(X′), a
contradiction.
Case 2.2: G′(T ′ ◦ X′) = G′(X′). Now we may conclude that G′(X′) = T ′(G′(X′)) =
G′(T ′ ◦ X′) = G′(X′). This contradiction settles case 2.2 and, therefore, completes the
second case.
Case 3: iG′ = −∞. This equationmeans that sup	∈X′(	) < G′(X′). Hence, condition
Pk implies the existence of an order-automorphism T ∈ T such that T|X′() = id|X′() and
G′(X′) < T (G′(X′)). It, thus, follows thatG′(X′) < T (G′(X′)) = G′(T ◦X′) = G′(X′),
a contradiction.
The afore-discussed cases imply that G′(X′) ∈ X′(), which, in particular means that
G′(X′) = inf{X′(	)|G′(X′)X′(	) ∧ 	 ∈ \K} or that G′(X′) = sup{X′(	)|X′(	)
G′(X′)∧	 ∈ \K}. Since both equations can be settled by analogous arguments we may
assume without loss of generality thatG′(X′) = inf{X′(	)|G′(X′)X′(	)∧	 ∈ \K}.
Therefore, we set A := {	 ∈ \K|G′(X′)X′(	)}. Since X′ is a measurable function
and [X] = [0] we may conclude that A ∈ A([X]).
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Let us consider for the moment also the set B := {	 ∈ \K|X′(	)G′(X′)}. Of
course, it may happen that inf X′(A) and sup X′(B) coincide. In order to uniquely deter-
mine the desired set in A([X]) we, therefore, assume that in the situation that G′(X′) =
inf{X′(	)|G′(X′)X′(	)∧	 ∈ \K} always the set A := {	 ∈ \K|G′(X′)X′(	)}
will be chosen.
In order to proceed we choose an arbitrary function X′′ ∈ [X]. Then there
exists an order-automorphism T ∈ T such that T ◦ X′ = X′′. With the help of the
continuity of T we, thus, may conclude that F−1 ◦ G(X′′) = G′(X′′) = G′(T ◦ X′) =
T (inf	∈A X′(	)) = inf	∈A T (X′(	)) = inf	∈A X′′(	). Hence, it follows that G(X′′) =
F(inf	∈A X′′(	)).
In the third step G|[X] has been identiﬁed with G+ := g ◦ G|[X]. This means that
it actually has been shown that (g ◦G)(X′′) = F(inf	∈A X′′(	)) for every function X′′ ∈
[X]. Furthermore, in the seventh step it has been proved that G+([X]) is an open non-
degenerate interval of the real line. Therefore, we may assume without loss of generality
that G+([X]) = R. Then F ′ := g−1 ◦ F is the desired real-valued strictly monotone
function on R>0 such that G(X′′) = F ′(inf	∈A X′′(	)) for every function
X′′ ∈ [X].
9. Let nowX ∈ X be ameasurable function that is not necessarily fully bounded. As in the
preceding stepswemay assumewithout loss of generality thatG|[X] is not constant.Wemust
verify that also in the arbitrary case there exists some uniquely determined strictly increasing
or strictly decreasing function F : R>0 → R and some uniquely determined greatest set
A ∈ A([X]) such thatG(X′) = F(inf	∈A X′(	)) for every functionX′ ∈ [X] orG(X′) =
F(sup	∈A X′(	)) for every functionX′ ∈ [X]. In the third, the ﬁfth and the seventh step it
has been shown that for every fully bounded measurable function Y ∈ X there exists some
order preserving function g : G([Y ]) → R such that (g◦G)([Y ]) either consists of only one
point or is a non-empty open interval of R. We shall apply this conclusion in order to show
that there exists a fully bounded measurable function Y ∈ X such that G([X]) = G([Y ]).
Since G|[X] is not constant there exist functions V,Z ∈ [X] such that G(V ) < G(Z).
Our general assumption on G(X1 × · · · × Xn), therefore, implies the existence of some
fully bounded measurable function Y ∈ X such that G(V )G(Y)G(Z). The deﬁnition
of [X] guarantees the existence of an order-automorphism T ∈ T such that T ◦ V = Z.
With the help of condition C1 and the deﬁnitions of [X] and [Y ], respectively we, thus,
may conclude that (g ◦ G)([X]) = (g ◦ G)([Y ]), which means that G([X]) = G([Y ]).
This equation allows us to apply the arguments of the eighth step. This means, in particular,
that there exists an order preserving or order reversing function F : R>0 → R such that
F−1◦G|[X] is monotone equivariant. But in this case the arguments of the eighth step imply,
moreover, that there exists some uniquely determined greatest set A ∈ A([X]) such that
G(X′) = F(inf	∈A X′(	)) for every functionX′ ∈ [X] orG(X′) = F(sup	∈A X′(	)) for
every function X′ ∈ [X]. This last conclusion settles the case X ∈ X to be not necessarily
fully bounded.
10. Now we show that the arbitrary case can be reduced to the particular case that n = 1.
For every i ∈ {1, . . . , n}we, therefore, set′i := i×{i} andA′i := {A×{i}|A ∈ Ai}. Then
we set ′ := ⋃ni=1′i and consider the -algebra A′ on ′ that is generated by⋃ni=1A′i .
Every tuple (X1, . . . , Xn) ∈ X1× · · · ×Xn induces uniquely a bounded, respectively fully
bounded, measurable function X′ : ′ → R0 that is deﬁned by X′(	, i) := Xi(	)
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for every pair (	, i) ∈ ′. Let, consequently, X′ be the set of all measurable functions
X′ : ′ → R0 for which there exists some tuple (X1, . . . , Xn) ∈ X1 × · · · × Xn such
that X′(	, i) := Xi(	) for all i ∈ {1, . . . , n} and every pair (	, i) ∈ ′. Then we may
identify any objective functionG : X1×· · ·×Xn → R with its induced objective function
G′ : X′ → R that is deﬁned by G′(X′) := G(X1, . . . , Xn) for every measurable function
X′ ∈ X′ the corresponding tuple of which is (X1, . . . , Xn). Proposition A.1 implies, in
addition, that G is adequate with respect to T if and only if G′ is adequate with respect to
T. Hence, the particular construction of A ∈ A([X]) in the eighth step, actually, allows us
with the help of the deﬁnition of the measurable functions X′ ∈ X′ to reduce the arbitrary
case to the case that n = 1 cf. also [41, Proof of Theorem 2.3]. In particular, we also may
assume in the last step that n = 1.
11. Let F := F ′ be the strictly monotone real-valued function that has been
constructed in the seventh and eighth step. At ﬁrst F has to be extended toR0. Therefore,
we set
F(0) :=
{
G(0) if 0 ∈ X,
0 otherwise.
The reader may recall from the second step that the equivalence class [X] that has been
considered in the preceding steps has been arbitrarily chosen. Therefore, we may assume
that a family {F[X]}[X]∈ET(X) of real-valued functions has been deﬁned in such a way
that the restriction of each function F[X] to R>0 is either constant or strictly monotone.
In order to, thus, complete the proof of the theorem it remains to verify that the family
{F[X]}[X]∈ET(X) of functions satisﬁes conditions W2, W3 and W4. Since T (0) = 0 for
every order-automorphism T on R0 any of the equivalent conditions C1 or C2 implies
that the family {F[X]}[X]∈ET(X) of functions satisﬁes conditionW3. This means, in addition,
that the validity of conditionW4 follows from the deﬁnition of F(0). In order to now ﬁnally
prove the validity of condition W2 let arbitrary functions F[Y ], F[Z] ∈ {F[X]}[X]∈ET(X) be
chosen. Then we consider positive reals x, y and an order-automorphism T ∈ T and show
at ﬁrst that the following equivalence holds.
LE : F[Y ](x)F[Z](y)⇔ F[Y ](T (x))F[Z](T (y)).
Since each order-automorphism on R0 is continuous for every bounded sub-setM of
R0 the following equations hold:
(+)T (inf M) = inf T (M),
(++)T (sup M) = sup T (M).
Since [Y ] and [Z], respectively, containwith Y andZ, respectively, also T ′ ◦Y and T ′′ ◦Z,
respectively, for any two order-automorphisms T ′, T ′′ ∈ T the preceding steps allow us
to assume without loss of generality that there exist measurable sets A ⊂ \Y−1({0})
and B ⊂ \Z−1({0}), respectively, such that x = inf	∈A Y (	) and y = inf	∈B Z(	) or
x = inf	∈A Y (	) and y = sup	∈B Z(	) or x = sup	∈A Y (	) and y = sup	∈B Z(	)
or x = sup	∈A Y (	) and y = inf	∈B Z(	). Since all these cases can be settled by anal-
ogous arguments we may concentrate without loss of generality on the case that x =
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inf	∈A Y (	) and y = sup	∈B Z(	). In this case we may conclude with the help of con-
dition C1 and the equations (+) and (++) as follows: F[Y ](x) = F[Y ](inf	∈A Y (	)) =
G(Y)G(Z) = F[Z](sup	∈B Z(	)) = F[Z](y)⇔ G(T ◦Y ) = F[Y ](inf	∈A T (Y (	))) =
F[Y ](T (inf	∈A Y (	))) = F[Y ](T (x))G(T ◦ Z) = F[Z](sup	∈B T (Z(	))) =
F[Z](T (sup	∈B Z(	))) = F[Z](T (y)), which proves the desired equivalence LE.
Clearly LE implies the following equivalence:
LC : F[Y ](x) = F[Z](y)⇔ F[Y ](T (x)) = F[Z](T (y)).
Now we proceed by considering arbitrary functions F[Y ], F[Z] ∈ {F[X]}[X]∈ET(X) such
that neither supF[Y ](R>0) inf F[Z](R>0) nor sup F[Z](R>0) inf F[Y ](R>0). In order
to verify the validity of condition W2 we must show that F[Y ] = F[Z]. Since neither
sup F[Y ](R>0) inf F[Z](R>0) nor supF[Z](R>0) inf F[Y ](R>0) there exist positive re-
als x or y for which there exist positive reals y′, y′′ or x′, x′′ such that F[Z](y′) < F[Y ](x) <
F[Z](y′′) or F[Y ](x′) < F[Z](y) < F[Y ](x′′). Obviously, we may assume without loss of
generality that there exist positive reals x′, x′′ such that F[Y ](x′) < F[Z](y) < F[Y ](x′′).
Furthermore, we may assume without loss of generality that F[Y ]|R>0 is strictly increas-
ing, which, in addition, implies that we may assume that the inequalities x′ < y <
x′′ hold. Since F[Y ]|R>0 is monotone there exists some real y
′ ∈]x′, x′′[ such that F[Y ]
is continuous at y′. Therefore, we consider an order-automorphism T ∈ T such that
T (y) = y′ in order to conclude with the help of LE that F[Y ](T (x′)) < F[Z](T (y)) =
F[Z](y′) < F[Y ](T (x′′)). Since x′ < y < x′′ and since T is order preserving it fol-
lows, moreover, that T (x′) < T (y) = y′ < T (x′′). We, thus, may assume without
loss of generality that F[Y ] is continuous at y. Therefore, we choose strictly increas-
ing, respectively, strictly, decreasing, sequences (x′n)n∈N, (x′′n)n∈N of reals x′n ∈]x′, y[,
respectively x′′n ∈]y, x′′[ that converge to y. Because of Lemma A.5 there exist for
every n ∈ N order-automorphisms Tn ∈ T such that Tn(x′) = x′n, Tn(y) = y and
Tn(x
′′) = x′′n . With the help of LE and the continuity of F[Y ] at y we, therefore, may
conclude that F[Y ](y) = limn→∞ F[Y ](x′n) = limn→∞ F[Y ](Tn(x′))F[Z](Tn(y)) =
F[Z](y) limn→∞ F[Y ](Tn(x′′)) = limn→∞ F[Y ](x′′n) = F[Y ](y), which implies that
F[Y ](y) = F[Z](y). Since for every pair v,w of positive reals there exists an order-
automorphism T ∈ T such that T (v) = w the reader now will have no difﬁculties in
order to conclude with the help of LC that the equation F[Y ](y) = F[Z](y) already implies
that F[Y ] = F[Z]. This last conclusion proves condition W2 and, thus, completes the proof
of the Adequateness theorem.
Appendix B. Proof of Theorem 3.1
Obviously, it sufﬁces to verify the validity of the implication “(i)⇒ (ii)”. Let, therefore,
the general assumptions of the theorem be satisﬁed and let d : X× X → R0 be an even
dissimilarity coefﬁcient that is adequate with respect to T and continuous at (Y, Y ). We
consider arbitrary measurable functions X,Z ∈ X and show in six steps that d(X,Z) = 0.
Then the theorem will be proved.
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In order to prove the desired equation we assume in the ﬁrst ﬁve steps that both functions
X and Z are fully bounded.
1. Lemma A.2 of Appendix A guarantees the existence of an order preserving (strictly
increasing) function g : Im(d) → R0 such that g(Im(d)) only has open gaps. Since g
can be identiﬁed with g − g(0) we may assume that g(0) = 0. In analogy to the third
step of the proof of the Adequateness theorem we, thus, replace d : X × X → R0 by
d ′ := g ◦ d : X×X → R0. Some straightforward considerations that may be left to the
reader now imply that also d ′ : X × X → R0 is an even dissimilarity coefﬁcient that is
adequate with respect to T. In addition, it follows that d ′ is continuous at (Y, Y ). In order
to verify that d(X,Z) = 0 it, thus, sufﬁces to show that d ′(X,Z) = 0.
2. In this step we want to prove that for every order-automorphism T ∈ T there exists
an order-automorphism T ′ on R0 such that for every pair (U, V ) ∈ X × X the equation
d ′(T ◦ U, T ◦ V ) = T ′(d ′(U, V )) holds. Therefore, we consider an arbitrary equivalence
class [(U, V )] ⊂ X × X and an order-automorphism T ∈ T. Then we deﬁne a func-
tion T ′ : d ′([U,V ]) → d ′([U,V ]) by setting T ′(d ′(U ′, V ′)) := d ′(T ◦ U ′, T ◦ V ′) for
every pair (U ′, V ′) ∈ [(U, V )]. The deﬁnition of T ′ implies that T ′ : (d ′([U,V ]), ) →
(d ′([U,V ]), ) is an order-automorphism (cf. the third step of the proof of the Adequate-
ness theorem). Because of the Adequateness theorem there exists a well-behaved family
{F[(U,V )]}[(U,V )]∈ET(X×X) of functions F[(U,V )] : R0 → R which uniquely determine
d ′. Condition W2 of the deﬁnition of a well-behaved family of functions, thus, allows
us to conclude that T ′ may be assumed to be an order-automorphism on (Im(d ′), ).
Since Im(d ′) only has open gaps it follows, furthermore, that for every pair A,B of non-
empty sub-sets of Im(d ′) such that sup A < inf B the inequalities sup T ′(A) < inf T ′(B)
and sup T ′−1(A) < inf T ′−1(B) hold. With the help of Lemma A.3 of Appendix A or
some straightforward direct argument that uses linear extensions it follows that T ′ can
be extended to an order-automorphism on R0. This last conclusion ﬁnishes the second
step.
3. Let T ∈ T be an arbitrarily chosen order-automorphism. We want to show that d ′
is continuous at (T ◦ Y, T ◦ Y ). Therefore, we consider some net (U, V)∈ of functions
U, V ∈ X which converges to (T ◦ Y, T ◦ Y ). Then the net (T −1 ◦ U, T −1 ◦ V)∈
converges to (Y, Y ) and we may conclude as follows: 0 = d ′(Y, Y ) =
d ′(lim∈ T −1 ◦ U, lim∈ T −1 ◦ V) = lim∈ d ′(T −1 ◦ U, T −1 ◦ V) = lim∈
T ′(d ′(U, V)) (for anorder-automorphismT ′ onR0 (cf. the second step))= T ′(lim∈ d ′
(U, V)). Hence, lim∈ d ′(U, V) = 0 = d ′(lim∈ U, lim∈ V) = d ′(T ◦Y, T ◦Y ),
which settles the third step.
4. Since any of the measurable functions X, Y or Z is fully bounded Lemma A.5 of
Appendix A implies the existence of order-automorphisms T , T ′ ∈ T such that
sup	∈ T (Y (	)) < min{inf	∈\N X(	), inf	∈\N Z(	)} max{sup	∈X(	),
sup	∈ Z(	)} < inf	∈\N T ′(Y (	)). Hence, we set Y ′ := T ◦ Y and Y ′ := T ′ ◦ Y in
order to then show that d ′(Y ′, X) = d ′(Y ′, Z) = 0. Clearly, both equations can be proved
analogously. Therefore, we only verify that d ′(Y ′, X) = 0. Because of the Adequateness
theorem and the particular deﬁnition of Y there exists some constant or strictly monotone
function F : R0 → R and some 	 ∈  or some measurable set A ∈ A such that
d ′(Y ′, X) = F(Y ′(	)) or d ′(Y ′, X) = F(inf	∈A X(	)) or d ′(Y ′, X) = F(sup	∈A X(	)).
We, thus, distinguish between the following two cases.
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Case 1: d ′(Y ′, X) = F(Y ′(	)). In this case we may choose an order-auto-
morphismT ′′ ∈ T such that sup	∈ Y ′(	) < inf	∈\N T ′′(X(	)) sup	∈ T ′′(X(	)) <
inf	∈\N X(	) and T ′′ ◦Y ′ in order to setX′ := T ′′ ◦X. Then we consider some sequence
(Tn)n∈N of order-automorphismsTn ∈ T such thatTn◦Y ′ = Y ′ andTn◦X = X for alln ∈ N
and limn→∞ Tn◦X′ = Y ′. Since (Tn◦Y ′, Tn◦X′) ∈ [(Y ′, X)] for all n ∈ N it follows for all
n ∈ N that d ′(Y ′, X) = F(Y ′(	)) = F(Tn(Y ′(	)) = d ′(Tn ◦ Y ′, Tn ◦ X′), which implies
that d ′(Y ′, X) = limn→∞ d ′(Tn ◦ Y ′, Tn ◦X′) = d ′(limn→∞ Tn ◦ Y ′, limn→∞ Tn ◦X′) =
d ′(Y ′, Y ′) = 0 and we are done.
Case 2: d ′(Y ′, X) = F(inf	∈A X(	)) or d ′(Y ′, X) = F(sup	∈A X(	)). Since both
equations d ′(Y ′, X) = F(inf	∈A X(	)) and d ′(Y ′, X) = F(sup	∈A X(	)) can be settled
by analogous arguments we may concentrate without loss of generality on the equation
d ′(Y ′, X) = F(inf	∈A X(	)). In this case we set a := inf	∈A X(	) and consider some
sequence (Tn)n∈N of order-automorphisms Tn ∈ T such that Tn ◦ Y ′ = Y ′ for every nat-
ural number n and limn→∞ Tn ◦ X = Y ′. With the help of the Adequateness theorem
it follows that 0d ′(Y ′, X) = F(a) and limn→∞ F(Tn(a)) = limn→∞ d ′(Tn ◦ Y ′, Tn ◦
X) = d ′(limn→∞ Tn ◦ Y ′, limn→∞ Tn ◦ X) = d ′(Y ′, Y ′) = 0 and we may conclude that
F|{T (a)|T ∈T} is either constant or strictly increasing. We want to show that F|{T (a)|T ∈T}
is constant. Therefore, we assume, in contrast, that F|{T (a)|T ∈T} is strictly increasing.
Then we may choose some sequence (T ′n)n∈N of order-automorphisms T ′n ∈ T such that
limn→∞ T ′n◦Y ′ = limn→∞ T ′n◦X = Y ′′ in order to conclude that 0 < limn→∞ F(T ′n(a)) =
limn→∞ d ′(T ′n ◦ Y ′, T ′n ◦X) = d ′(limn→∞ T ′n ◦ Y ′, limn→∞ T ′n ◦X) = d ′(Y ′′, Y ′′) = 0, a
contradiction. Hence, F|{T (a)|T ∈T}, actually, is constant and it follows that d ′(Y ′, X) =
d ′(Tn ◦ Y ′, Tn ◦ X) for every n ∈ N. Therefore, we may conclude that d ′(Y ′, X) =
limn→∞ d ′(Tn ◦ Y ′, Tn ◦ X) = d ′(limn→∞ Tn ◦ Y ′, limn→∞ Tn ◦ X) = d ′(Y ′, Y ′) = 0,
which ﬁnishes the fourth step.
5. Since d ′ is even it follows from the equation d ′(Y ′, X) = 0 that d ′(Y ′, Z) = d ′(X,Z).
The equation d ′(Y ′, Z) = 0 thus, implies that d ′(X,Z) = 0. Because of the ﬁrst step this
last equation completes the case X and Z to be fully bounded.
6. Let ﬁnally X,Z ∈ X be arbitrarily chosen functions. Because of the arguments of the
ﬁrst step it sufﬁces to verify that d ′(X,Z) = 0. Let us assume, in contrast, that d ′(X,Z) > 0.
Then we choose an arbitrary order-automorphism T ∈ T. With the help of the second step
wemay conclude that also d ′(T ◦X, T ◦Z) > 0.Nowwe show at ﬁrst that d ′(T ◦X, T ◦Z) =
d ′(X,Z). Indeed, if d ′(T ◦ X, T ◦ Z) = d ′(X,Z) then we may assume without loss of
generality that d ′(T ◦X, T ◦Z) < d ′(X,Z). The dual inequality d ′(T ◦X, T ◦Z) > d ′(X,Z)
can be settled by an analogous argument. Because of our general assumption on objective
functions (cf. Section 2) the inequality d ′(T ◦X, T ◦Z) < d ′(X,Z) implies the existence of
fully bounded functionsU,V ∈ X such that d ′(T ◦X, T ◦Z)d ′(U, V )d ′(X,Z), which
means that d ′(U, V ) > 0. This contradiction implies the desired equality of d ′(T ◦X, T ◦Z)
and d ′(X,Z). Because of the particular properties of Y there exists some sequence (Tn)n∈N
of order-automorphisms Tn ∈ T such that limn→∞ Tn ◦ X = limn→∞ Tn ◦ Z = Y .
Hence, 0 < d ′(X,Z) = d ′(Tn ◦ X, Tn ◦ Z) for every natural number n which implies
that 0 < d ′(X,Z) = limn→∞ d ′(Tn ◦ X, Tn ◦ Z) = d ′(limn→∞ Tn ◦ X, limn→∞ Tn ◦
Z) = d ′(Y, Y ) = 0 . This contradiction ﬁnishes the sixth step and, thus, the proof of the
theorem.
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Appendix C. Proof of Theorem 3.2
Let d : X × X → R0 be an even and useful dissimilarity coefﬁcient that is adequate
with respect to T. We may assume without loss of generality that implication Inp holds. If
implication Inm is satisﬁed then assertions (i) and (ii) follow by analogous arguments.
(i): Assertion (i) will be proved in four steps.
1. Let X ∈ X be an arbitrarily chosen fully bounded measurable function.
We want to show in the ﬁrst step that d(X + k,X) = 0 for every non-negative
real k. Let us assume, in contrast, that there exists some non-negative real k such
that d(X + k,X) > 0. Then we choose positive reals k t ′ < t such that sup	∈X(	) <
inf	∈\{X=0}(X + t ′)(	) sup	∈(X + t ′)(	) < inf	∈\{X=0}(X + t)(	). Implication
Inp implies that d(X + t, X) > d(X + t ′, X)d(X + k,X) > 0 and that d(X + t, X) >
d(X+ t, X+ t ′). Since sup	∈X(	) < inf	∈\{X=0}(X+ t ′)(	)wemay choose an order-
automorphism T ∈ T such that T ◦X = X and T ◦ (X+ t ′) = X+ t . Hence, the inequality
d(X+t, X) > d(X+t ′, X) allows us to concludewith the help of theAdequateness theorem
that there exists an order preserving (strictly increasing) function F : R0 → R0 and a
(uniquely determined)measurable setA ∈ A such that d(X+t, X) = F(inf	∈A(X+t)(	))
or d(X + t, X) = F(sup	∈A(X + t)(	)). Clearly, both equations can be settled by
analogous arguments. Therefore, we may concentrate on the equation d(X + t, X) =
F(inf	∈A(X+ t)(	)). In order to proceed we set for the sake of brevity a := inf	∈A(X+
t)(	). Now the inequality sup	∈(X+t ′)(	) < inf	∈\{X=0}(X+t)(	) guarantees the ex-
istence of an order-automorphism T ′ ∈ T such that T ′ ◦(X+t) = X+t and T ′ ◦X = X+t ′.
Therefore, it follows that d(X + t, X) = F(a) = F(T ′(a)) = d(T ′ ◦ (X + t), T ′ ◦ X) =
d(X + t, X + t ′), which contradicts the inequality d(X + t, X) > d(X + t, X + t ′). This
contradiction settles the ﬁrst case.
2. Let X ∈ X be a fully bounded measurable function and let T ∈ T be some arbitrarily
chosen order-automorphism. In the second step we want to show that d(T ◦ X,X) =
0. Therefore, we choose a positive real t such that sup	∈ T (X(	)) < inf	∈\{X=0}
(X + t)(	). The inequality sup	∈ T (X(	)) < inf	∈\{X=0}(X + t)(	) implies that we
may assume without loss of generality that T ◦ (X+ t) = X+ t . Hence, it follows with the
help of the ﬁrst step that 0 = d(X,X) = d(X+ t, X), and an application of condition C1 of
Proposition A.1 in Appendix A implies that 0 = d(T ◦X, T ◦X) = d(T ◦ (X+ t), T ◦X).
Therefore, we may use our assumption that d is even in order to conclude with the help of
the ﬁrst step that d(T ◦ X,X) = d(T ◦ (X + t), X) = d(X + t, X) = 0. This conclusion
ﬁnishes the second step.
3. In the third stepweconsider fully boundedmeasurable functionsX, Y ∈ X and arbitrary
order-automorphisms T , T ′ ∈ T. Then we show that d(X, Y ) = d(T ◦X, T ′ ◦Y ). Since d is
even it follows with the help of the second step that d(T ◦X, T ′ ◦Y ) = d(X, T ′ ◦Y ). On the
other hand, we also may conclude that d(T ′ ◦ Y, Y ) = 0, which means that d(X, T ′ ◦ Y ) =
d(X, Y ). Summarizing these conclusions it follows that d(X, Y ) = d(T ◦X, T ′ ◦Y ), which
completes the proof of the third step.
4. Let ﬁnallyX, Y ∈ X be arbitrary boundedmeasurable functions and let T ∈ T be some
arbitrarily chosen order-automorphism.We still must show that d(X, Y ) = d(T ◦X, T ◦Y ).
Therefore, we assume, in contrast, that d(X, Y ) = d(T ◦X, T ◦ Y ). Then we may assume
without loss of generality that d(X, Y ) < d(T ◦X, T ◦Y ). Clearly, the inequality d(X, Y ) >
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d(T ◦X, T ◦ Y ) can be settled by analogous arguments. Since d(X, Y ) < d(T ◦X, T ◦ Y )
our general assumption on objective functions that has been made in Section 2 implies
the existence of two fully bounded measurable functions X′, Y ′ ∈ X such that d(X, Y )
d(X′, Y ′)d(T ◦X, T ◦Y ). With the help of condition C1 of Proposition A.1 in Appendix
A and the third step it follows that d(T ◦X, T ◦Y )d(T ◦X′, T ◦Y ′) = d(X′, Y ′)d(T ◦
X, T ◦ Y ). Hence, d(X′, Y ′) = d(T ◦ X, T ◦ Y ) and we may conclude with the help
of condition C1 of Proposition A.1 in Appendix A and the third step that d(X′, Y ′) =
d(T −1 ◦ X′, T −1 ◦ Y ′) = d(X, Y ). The transitivity of the equality relation, thus, implies
that d(X, Y ) = d(T ◦X, T ◦ Y ), which ﬁnishes the proof of assertion (i).
(ii): Let X be well-closed and strongly qualitative. Then we choose two pairs
(X, Y ) ∈ X × X and (X′, Y ′) ∈ X × X of strongly fully bounded measurable func-
tions such that the tuples (n1(X, Y, ), . . . , n9(X, Y, )) |×| and (n1(X′, Y ′, ), . . . , n9
(X′, Y ′, )) |×| coincide. In order to prove assertion (ii) we must show that d(X, Y ) =
d(X′, Y ′). The equation (n1(X, Y, ), . . . , n9(X, Y, )) |×| = (n1(X′, Y ′, ), . . . , n9
(X′, Y ′, )) |×| implies that the functionsH : Im(X) → Im(X′) deﬁned byH(X(	))
:= X′(	) for every 	 ∈  and H ′ : Im(Y ) → Im(Y ′) deﬁned by H(Y(	)) := Y ′(	) for
every 	 ∈  are order preserving (strictly increasing). Since the functions X, Y ∈ X and
X′, Y ′ ∈ X are strongly fully bounded andX is well-closedwemay extend both functionsH
and H ′ by piecewise linear functions to order-automorphisms T , respectively T ′, on R0.
This means that d(X′, Y ′) = d(T ◦ X, T ′ ◦ Y ). Hence, assertion (i) allows us to conclude
that d(X, Y ) = d(X′, Y ′), which still was to be shown.
Appendix D. Computation of SMO(d, ) and SSMO(d, )
At present we are not able to present appropriate algorithms for minimizing SMO(d, )
and SSMO(d, ), respectively. Therefore, we propose to use any program of non-metric
multidimensional scaling that can be found in SPSS or any other statistical package. Then
the values of d that have been computed with the help of this program can be used in order
to compute SMO(d, ) and SSMO(d, ), respectively (cf. the screen-shot that is presented
below). We think that a value of at most 0, 10 of SMO(d, ) and SSMO(d, ), respectively,
is appropriate. If this value cannot be reached by the applied program then one has to
use a different program that is based upon a different stress measure or a different algo-
rithm. In this way the second author was able to reach satisfactory values of SMO(d, ) and
SSMO(d, ), respectively (cf. [61]). The readermay recall that the computation of SMO(d, )
and SSMO(d, ), respectively, after having used SPSS or any other statistical package also
shows up to which degree the desirable conditions MO and SMO, respectively, could be
realized by the applied method.
The program has been written in EXCEL and can be downloaded from “www.pallack.de/
stress.html”. In this program the values of  and d respectively are sorted with the help of the
well known optimal algorithm MERGESORT. The program has been tested with matrices
of at most 50×50 entries.We have decided to use EXCEL because of the following reasons:
1. EXCEL is available almost everywhere.
2. EXCEL provides an ﬁlter for importing data from SPSS and other statistical packages.
3. EXCEL provides an integrated editor.
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