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Abstract
Prevailing methods for graphs require abundant label and edge information for
learning. When data for a new task are scarce, meta learning allows us to learn from
prior experiences and form much-needed inductive biases for fast adaption to the
new task. Here, we introduce G-META, a novel meta-learning approach for graphs.
G-META uses local subgraphs to transfer subgraph-specific information and make
the model learn the essential knowledge faster via meta gradients. G-META learns
how to quickly adapt to a new task using only a handful of nodes or edges in
the new task and does so by learning from data points in other graphs or related,
albeit disjoint label sets. G-META is theoretically justified as we show that the
evidence for a particular prediction can be found in the local subgraph surrounding
the target node or edge. Experiments on seven datasets and nine baseline methods
show that G-META can considerably outperform existing methods by up to 16.3%.
Unlike previous methods, G-META can successfully learn in challenging, few-shot
learning settings that require generalization to completely new graphs and never-
before-seen labels. Finally, G-META scales to large graphs, which we demonstrate
on our new Tree-of-Life dataset comprising of 1,840 graphs, a two-orders of
magnitude increase in the number of graphs used in prior work.
1 Introduction
Graph Neural Networks (GNNs) have achieved remarkable results on many tasks such as recom-
mender systems [45], molecular predictions [15], and knowledge graphs [52]. Performance in such
tasks is typically evaluated after extensive training on datasets where majority of labels are avail-
able [16, 42, 44]. In contrast, many problems require rapid learning from only a few labeled nodes or
edges in the graph. Such flexible adaptation, known as meta-learning, has been extensively studied for
images and language, e.g., [31, 41, 20]. However, meta-learning on graphs has received considerably
less research attention and has remained a problem beyond the reach of prevailing GNN models.
Meta-learning on graphs generally refers to a scenario in which a model learns at two levels. In the
first level, rapid learning occurs within a task. For example, when a GNN learns to classify nodes in a
particular graph accurately. In the second level, this learning is guided by knowledge accumulated
gradually across tasks that captures how task structure changes across target domains [27, 3, 26].
A powerful GNN trained to meta-learn can quickly learn never-before-seen labels and relations
using a low number of data points. As an example, a key problem in biology is to translate insights
from non-human organisms (such as yeast, zebrafish, and mouse) to humans [53]. How to train a
GNN to effectively meta-learn on a large number of incomplete and scarcely labeled protein-protein
interaction (PPI) graphs from various organisms, transfer the accrued knowledge to humans, and
use it to predict the roles of protein nodes in the human PPI graph? While this is a hard unsolved
task, it is only an instance of a particular graph meta-learning problem (Figure 1C). In this problem,
the GNN needs to learn on a large number of graphs, each scarcely labeled with a unique label
set. Then, it needs to quickly adapt to a never-before-seen graph (e.g., a PPI graph from a new
species) and never-before-seen labels (e.g., newly discovered roles of proteins). Current methods
Preprint. Under review.
ar
X
iv
:2
00
6.
07
88
9v
1 
 [c
s.L
G]
  1
4 J
un
 20
20
Single graph & disjoint labels
Meta-Training
?
a
?
b
Meta-Testing
Meta
Learner
⇠ G
<latexit sha1_base64="7MkpROuO7clFAb9gxo7FQwZ8p0g=">AAAB8nicbVBNTwIxEJ3FL 8Qv1KOXRjDxRHbxoEeiBz1iIoKBDemWLjS03bXtmpANf8KLB70Yr/4ab/4by7IHBV/S5uW9mczMC2LOtHHdb6ewsrq2vlHcLG1t7+zulfcP7nWUKEJbJOKR6gRYU84kbRlmOO3EimIRcNoOx lczv/1ElWaRvDOTmPoCDyULGcHGSp1qTzOBrqv9csWtuRnQMvFyUoEczX75qzeISCKoNIRjrbueGxs/xcowwum01Es0jTEZ4yHtWiqxoNpPs32n6MQqAxRGyj5pUKb+7kix0HoiAlspsBnpR W8m/ud1ExNe+CmTcWKoJPNBYcKRidDseDRgihLDJ5ZgopjdFZERVpgYG1HJhuAtnrxMHuo176xmv/ptvdK4zBMpwhEcwyl4cA4NuIEmtIAAh2d4hTfn0Xlx3p2PeWnByXsO4Q+czx+Hx4+9< /latexit>
⇠ G
<latexit sha1_base64="7MkpROuO7clFAb9gxo7FQwZ8p0g=">AAAB8nicbVBNTwIxEJ3FL8Q v1KOXRjDxRHbxoEeiBz1iIoKBDemWLjS03bXtmpANf8KLB70Yr/4ab/4by7IHBV/S5uW9mczMC2LOtHHdb6ewsrq2vlHcLG1t7+zulfcP7nWUKEJbJOKR6gRYU84kbRlmOO3EimIRcNoOxlczv/1El WaRvDOTmPoCDyULGcHGSp1qTzOBrqv9csWtuRnQMvFyUoEczX75qzeISCKoNIRjrbueGxs/xcowwum01Es0jTEZ4yHtWiqxoNpPs32n6MQqAxRGyj5pUKb+7kix0HoiAlspsBnpRW8m/ud1ExNe+C mTcWKoJPNBYcKRidDseDRgihLDJ5ZgopjdFZERVpgYG1HJhuAtnrxMHuo176xmv/ptvdK4zBMpwhEcwyl4cA4NuIEmtIAAh2d4hTfn0Xlx3p2PeWnByXsO4Q+czx+Hx4+9</latexit>
Multiple graphs & shared labels
Meta-Training
a
b
Meta-Testing
Meta
Learner
a
a
b
… 
b
⇠ G⇤<latexit sha1_base64="jidHU9LwmshblPN5+LNrrPb6BdU=">AAAB9HicbVBNTwIxEJ3FL8Qv1KOXRjAxHsguHPRI9KBHTERQ2JBu6UJD2920XROy4V948aAX49Uf48 1/Y4E9KPiSNi/vzWRmXhBzpo3rfju5ldW19Y38ZmFre2d3r7h/cK+jRBHaJBGPVDvAmnImadMww2k7VhSLgNNWMLqa+q0nqjSL5J0Zx9QXeCBZyAg2VnosdzUT6Lp3Vu4VS27FnQEtEy8jJcjQ6BW/uv2IJIJKQzjWuuO5sfFTrAwjnE4K3UTTGJMRHtCOpRILqv10tvEEnVilj8JI2ScNmqm/O1IstB6LwFYKbIZ60ZuK/3mdxIQXfspknBgqyXxQ mHBkIjQ9H/WZosTwsSWYKGZ3RWSIFSbGhlSwIXiLJy+Th2rFq1XsV72tluqXWSJ5OIJjOAUPzqEON9CAJhCQ8Ayv8OZo58V5dz7mpTkn6zmEP3A+fwCoSZBa</latexit>
⇠ Gi
<latexit sha1_base64="WDJSagmDk0AN3s0dnbnErgZBcBw=">AAAB9HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHbxoEeiBz1iIoLChnRLFxra7qbtmpAN/8KLB70Yr/4Yb/4by7IHBV/S5uW9mc zMC2LOtHHdb6ewsrq2vlHcLG1t7+zulfcP7nWUKEJbJOKR6gRYU84kbRlmOO3EimIRcNoOxlczv/1ElWaRvDOTmPoCDyULGcHGSo/VnmYCXfdZtV+uuDU3A1omXk4qkKPZL3/1BhFJBJWGcKx113Nj46dYGUY4nZZ6iaYxJmM8pF1LJRZU+2m28RSdWGWAwkjZJw3K1N8dKRZaT0RgKwU2I73ozcT/vG5iwgs/ZTJODJVkPihMODIRmp2PBkxRYvjEEkwUs7siMsIKE2NDKtkQvMWTl8lDvead1 exXv61XGpd5IkU4gmM4BQ/OoQE30IQWEJDwDK/w5mjnxXl3PualBSfvOYQ/cD5/AAjQkJk=</latexit>
Multiple graphs & disjoint labels
a
b
Meta-Training
?
a
?
b
Meta-Testing
Meta
Learner
⇠ Gi
<latexit sha1_base64="WDJSagmDk0AN3s0dnbnErgZBcBw=">AAAB9HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHbxoEeiBz1iIoLChnRLFxra7qbtmpAN/8KLB70Yr/4Yb/4by7IHBV/S5uW9mczMC2LOtHHdb6ewsrq2vlH cLG1t7+zulfcP7nWUKEJbJOKR6gRYU84kbRlmOO3EimIRcNoOxlczv/1ElWaRvDOTmPoCDyULGcHGSo/VnmYCXfdZtV+uuDU3A1omXk4qkKPZL3/1BhFJBJWGcKx113Nj46dYGUY4nZZ6iaYxJmM8pF1LJRZU+2m28RSdWGWAwkjZJw3K1N8dKRZaT0RgKwU2I73ozcT/vG5iwgs/ZTJODJVkPihMODIRmp2PBkxRYvjEEkwUs7siMsIKE2NDKtkQvMWTl8lDvead1exXv61XGpd5IkU4gmM4BQ/OoQE30IQWEJDwDK/w5mjnxXl3PualBSfvOYQ/cD5/A AjQkJk=</latexit>
?
?
A B C
Label set     : Label set      : Label set     : Label set     : Label set      :Y<latexit sha1_base64="mOIZZxfzXWp27xOXpXsF+NTPxz0=">AAAB9nicbVBNT8 JAEN3iF+IX6tFLI5h4Ii0e9Ej04hETEQhtyHaZwobtttmdGknD3/DiQS/Gq7/Fm//GBXpQ8CUzeXlvJjv7gkRwjY7zbRXW1jc2t4rbpZ3dvf2D8uHRg45TxaDFYhGrTkA1 CC6hhRwFdBIFNAoEtIPxzcxvP4LSPJb3OEnAj+hQ8pAzikbyqh7CE2qWdafVfrni1Jw57FXi5qRCcjT75S9vELM0AolMUK17rpOgn1GFnAmYlrxUQ0LZmA6hZ6ikEWg/m98 8tc+MMrDDWJmSaM/V3xsZjbSeRIGZjCiO9LI3E//zeimGV37GZZIiSLZ4KEyFjbE9C8AecAUMxcQQyhQ3t9psRBVlaGIqmRDc5S+vkm695l7UTKvf1SuN6zyRIjkhp+Scu OSSNMgtaZIWYSQhz+SVvFmp9WK9Wx+L0YKV7xyTP7A+fwCVfZIh</latexit> Y<latexit sha1_base64="mOIZZxfzXWp27xOXpXsF+NTPxz0=">AAAB9nicbVBNT8JAEN3iF+IX6tFLI5h4Ii0e9Ej04hETEQhtyHaZwobtttmdGknD3/DiQS/Gq7/Fm// GBXpQ8CUzeXlvJjv7gkRwjY7zbRXW1jc2t4rbpZ3dvf2D8uHRg45TxaDFYhGrTkA1CC6hhRwFdBIFNAoEtIPxzcxvP4LSPJb3OEnAj+hQ8pAzikbyqh7CE2qWdafVfrni1Jw57FXi5qRCcjT75S9vELM0AolMUK17rpOgn1GFnAmYlrxUQ0LZmA6hZ6ikEWg/m988tc+MMrDDWJmSaM/V3xsZjbSeRIGZjCiO9LI3E//zeimGV37GZZIiSLZ4KEyFjbE9 C8AecAUMxcQQyhQ3t9psRBVlaGIqmRDc5S+vkm695l7UTKvf1SuN6zyRIjkhp+ScuOSSNMgtaZIWYSQhz+SVvFmp9WK9Wx+L0YKV7xyTP7A+fwCVfZIh</latexit> Y<latexit sha1_base64="mOIZZxfzXWp27xOXpXsF+NTPxz0=">AAAB9nicbVBNT8JAEN3iF+IX6tFLI5h4Ii0e9Ej04hETEQhtyHaZwobtttmdGknD3/DiQS/Gq7/Fm// GBXpQ8CUzeXlvJjv7gkRwjY7zbRXW1jc2t4rbpZ3dvf2D8uHRg45TxaDFYhGrTkA1CC6hhRwFdBIFNAoEtIPxzcxvP4LSPJb3OEnAj+hQ8pAzikbyqh7CE2qWdafVfrni1Jw57FXi5qRCcjT75S9vELM0AolMUK17rpOgn1GFnAmYlrxUQ0LZmA6hZ6ikEWg/m988tc+MMrDDWJmSaM/V3xsZjbSeRIGZjCiO9LI3E//zeimGV37GZZIiSLZ4KEyFjbE9 C8AecAUMxcQQyhQ3t9psRBVlaGIqmRDc5S+vkm695l7UTKvf1SuN6zyRIjkhp+ScuOSSNMgtaZIWYSQhz+SVvFmp9WK9Wx+L0YKV7xyTP7A+fwCVfZIh</latexit> Y⇤<latexit sha1_base64="IdLaBQDFTRC0qf7ta1Txa1LNWpU=">AAAB+HicbVA9TwJBEJ3zE/ELtbS5CCbGgtxhoSXRxhITEQicZG/Zgw17e5fdOZVc+B82FtoYW3+ Knf/GBa5Q8CUzeXlvJjv7/FhwjY7zbS0tr6yurec28ptb2zu7hb39Ox0lirI6jUSkmj7RTHDJ6shRsGasGAl9wRr+8GriNx6Y0jyStziKmReSvuQBpwSNdF/qIHtCTdPWuHta6haKTtmZwl4kbkaKkKHWLXx1ehFNQiaRCqJ123Vi9FKikFPBxvlOollM6JD0WdtQSUKmvXR69dg+NkrPDiJlSqI9VX9vpCTUehT6ZjIkONDz3kT8z2snGFx4K ZdxgkzS2UNBImyM7EkEdo8rRlGMDCFUcXOrTQdEEYomqLwJwZ3/8iJpVcruWdm0yk2lWL3MEsnBIRzBCbhwDlW4hhrUgYKCZ3iFN+vRerHerY/Z6JKV7RzAH1ifP7qHkr4=</latexit>Y⇤<latexit sha1_base64="IdLaBQDFTRC0qf7ta1Txa1LNWpU=">AAAB+HicbVA9 TwJBEJ3zE/ELtbS5CCbGgtxhoSXRxhITEQicZG/Zgw17e5fdOZVc+B82FtoYW3+Knf/GBa5Q8CUzeXlvJjv7/FhwjY7zbS0tr6yurec28ptb2zu7hb39Ox0lirI6jUS kmj7RTHDJ6shRsGasGAl9wRr+8GriNx6Y0jyStziKmReSvuQBpwSNdF/qIHtCTdPWuHta6haKTtmZwl4kbkaKkKHWLXx1ehFNQiaRCqJ123Vi9FKikFPBxvlOollM6J D0WdtQSUKmvXR69dg+NkrPDiJlSqI9VX9vpCTUehT6ZjIkONDz3kT8z2snGFx4KZdxgkzS2UNBImyM7EkEdo8rRlGMDCFUcXOrTQdEEYomqLwJwZ3/8iJpVcruWdm0y k2lWL3MEsnBIRzBCbhwDlW4hhrUgYKCZ3iFN+vRerHerY/Z6JKV7RzAH1ifP7qHkr4=</latexit>
Figure 1: Graph meta-learning problems. A. Meta-learner classifies unseen label set by observing other label
sets in the same graph. B. Meta-learner learns unseen graph by learning from other graphs with the same label
set. C. Meta-learner classifies unseen label set by learning from other label sets across multiple graphs. Unlike
existing methods, G-META solves all three problems and also works for link prediction (see Section 6.1).
are specialized techniques specifically designed for a particular graph meta-learning problem and a
particular task [50, 2, 19, 5, 43]. While these methods provide a promising approach to meta-learning
in GNNs, their specific strategy does not scale well and does not extend to other graph meta-learning
problems (Figure 1).
Present work. Here, we introduce G-META,1 a general approach for a variety of graph meta-learning
problems (Figure 1). The core principle of G-META is to represent every node with a local subgraph
and use subgraphs to train GNNs to meta-learn. In contrast to G-META, current methods are trained
to meta-learn on entire graphs. As we show theoretically and empirically, these methods are unlikely
to succeed in few-shot learning settings when the labels are scarce and scattered around multiple
graphs. Furthermore, these methods capture the overall graph structure, but at the loss of finer
local structures. Our theoretical analysis (Section 4) suggests that the evidence for a particular
prediction can be found in the subgraph surrounding the target node or edge when using GNNs.
Besides, G-META’s construction of local subgraphs gives local structural representations that enable
direct structural similarity comparison using GNNs, based on its connection to Weisfeiler-Lehman
test [44, 48]. Further, structural similarity enables G-META to form the much-needed inductive bias
by using a metric-learning algorithm [29]. Moreover, local subgraphs also allow for effective feature
propagation and label smoothing within a GNN.
(1) G-META is general. While previous meta graph learning methods [50, 2] apply only to one graph
meta-learning problem (Figure 1), G-META works for all of them (Appendix B). (2) G-META yields
powerful predictors. We demonstrate G-META’s performance on seven datasets and nine baselines,
where G-META considerably outperform baselines by up to 16.3%. (3) G-META is scalable. By
operating on subgraphs, only small neighborhoods need to be examined by the GNN. We show how
G-META scales to large graphs by applying it to our new Tree-of-Life dataset comprising of 1,840
graphs, a two-orders of magnitude increase in the number of graphs used in prior work.
2 Related Work
(1) Few-shot meta-learningt t l i-s - re e a eat t l i- - r . Few-shot meta-learning learns from prior experiences and transfers
them to quickly learn a new but related task with only a few examples [37, 33]. Meta-learning
methods generally fall into three categories, model-based [11, 40, 26], metric-based [29, 30, 38],
and optimization-based [25, 22, 9]. (2) Meta-learning for graphst l i- r f r r se a ea at l i- r f r r . Recent studies integrate graphs
into meta-learning. Liu et al. [19] constructs image category graphs to improve few-shot learning.
MetaR [5] and GMatching [43] use metric methods to generalize over new relations given from a
handful of associative relations in a knowledge graph. While these methods learn from a single graph
from a specific domain, our G-META can handle general settings with many graphs and disjoint label
set. Further, Chauhan et al. [4] uses a super-class prototypical network for graph classification. In
contrast, G-META focuses on node classification and link prediction. More relevant to G-META,
Meta-GNN [50] uses gradient-based meta-learning for few-shot node classification in the single
graph and disjoint label problem (Figure 1) and Meta-Graph [2] uses graph signature functions for
few-shot link prediction in multiple graph shared label problem. In contrast, G-META works for many
1We will share the G-META implementation as well as all datasets and baseline algorithms upon acceptance.
2
more problems. (3) Subgraphs and GNNsr s sa ar . Subgraph structure is key information for graph-related
tasks [36, 7, 46, 32]. For example, Patchy-San [23] uses local receptive fields to extract useful
features from graphs. Ego-CNN uses ego graphs to find critical structures [35]. SEAL [49] develops
a theory showing that local enclosing subgraphs capture several graph heuristics, which we extend to
GNNs here. Cluster-GCN [6] and GraphSAINT [47] show that subgraphs improve GNN scalability.
In contrast, G-META is the first to use subgraphs for meta-learning.
3 Background and Problem Formulation
Let G = {G1, . . . , GN} denotes N graphs. For each graph G = (V, E ,X), V is the set of nodes, E
is the set of edges and X = {x1, . . . ,xn},xu ∈ Rd is the d-dimensional node feature for each node
in V . We denote Y = {Y1, . . . , YM} as M labels and a label set Y is a set of labels selected from Y .
The G-META’s core principle is to represent nodes with local subgraphs and then use subgraphs to
easily transfer knowledge across tasks, graphs, and label sets. We use S to denote local subgraphs for
nodes, S = {S1, . . . , Sn}. Hence, the classification task is to learn a GNN fθ : S 7→ {1, . . . , |Y|},
i.e., to correctly map node u’s local subgraph Su to labels in Y given only a handful of labeled nodes.
Background on Graph Neural Networks. GNNs learn compact representations, i.e., embed-
dings, that capture network structure and node features. The input to GNN is a graph G. The
output is generated via a series of propagation layers [10]. Propagation at layer l consists of
three steps: (1) Message passingiss sse a e a i . GNN computes a message m(l)uv = MSG(h
(l−1)
u ,h
(l−1)
v ) for
every linked nodes u, v based on their embeddings from the previous layer h(l−1)u and h
(l−1)
v .
(2) Neighborhood aggregationi tir re a e ai tir r . The messages between node u and its neighbors Nu are aggregated
as mˆ(l)u = AGG(m
(l)
uv|v ∈ Nu). (3) Updateta et . Finally, GNN uses a non-linear function to update
embeddings h(l)u = UPD(mˆ
(l)
u ,h
(l−1)
u ) using the aggregated message and the embedding from the
previous layer, for each node u.
Background on Meta-learning. In meta-learning, we have a meta-set D that consists of
Dtrain,Dval,Dtest. This meta-set consists of many tasks. Each task Ti ∈ D can be divided into
T supporti and T queryi . T supporti has Ksupport labeled data points in each label for learning and T queryi has
Kquery data points in each label for evaluation. The size of the label set for the meta-set |Y| is N. It
is also called N-ways Ksupport-shots learning problem. During meta-training, for Ti from Dtrain , the
model first learns from T supporti and then evaluates on T queryi to see how well the model performs
on that task. The goal of Model-Agnostic Meta-Learning (MAML) [9] is to obtain a parameter
initialization θ∗ that can adapt to unseen tasks quickly, such as Dtest, using gradients information
learnt during meta-training. Hyperparameters are tuned via Dval.
3.1 G-META: Problem Formulation
G-META is an approach that can tackle three fundamentally different meta-learning problems (Fig-
ure 1). Shared label refers that every task shares the same label set Y. Disjoint label refers to the
situation where the label sets for tasks i and j are disjoint, i.e., Yi ∩ Yj = ∅. Each data point in a
task Ti is a local subgraph Su, along with its associated label Yu. The overall goal is to adapt to an
unseen task T∗ ∼ p(T ) with a few examples after observing related tasks Ti ∼ p(T ).
Graph meta-learning problem 1: Single Graph and Disjoint Labels. We have a graph G with a
distribution of label set p(Y|G). The goal is to adapt to an unseen label set Y∗ ∼ p(Y|G) by learning
from tasks with other label sets Yi ∼ p(Y|G), where Yi ∩ Y∗ = ∅ for every label set Yi.
Graph meta-learning problem 2: Multiple Graphs and Shared Labels. We have a distribution
of graphs p(G) but one label set Y. The goal is to learn from another graph Gj ∼ p(G) and quickly
adapt to an unseen graph G∗ ∼ p(G), where Gj and G∗ are disjoint. All tasks share the same labels.
Graph meta-learning problem 3: Multiple Graphs and Disjoint Labels. We have a distribution
of label sets p(Y|G) conditioned on multiple graphs G. In contrast to Problem 1, each task has its own
label set Yi but those label sets can appear in one or more graphs. The goal is to adapt to an unseen
label set Y∗ ∼ p(Y|G) after learning from some other label set Yi ∼ p(Y|G), where Yi ∩ Y∗ = ∅.
3
4 Local Subgraphs and Theoretical Motivation for G-META
We start by describing how to construct local subgraphs in G-META. We then provide a theoretical
justification showing that local subgraphs preserve useful information from the entire graph. We then
argue how subgraphs enable G-META to capture sufficient information on the graph structure, node
features, and labels, and use that information for graph meta-learning.
For node u, a local subgraph is defined as a subgraph Su = (Vu, Eu,Xu) induced from a set of nodes
{v|d(u, v) ≤ h}, where d(u, v) is the shortest path distance between node u and v, and h defines
the neighborhood size. In a meta-task, subgraphs are sampled from graphs or label sets, depending
on the graph meta-learning problems defined in Section 3. We then use GNNs to encode the local
subgraphs. However, one straightforward question raised is if this subgraph loses information by
excluding nodes outside of it. Here, we show in theory that applying GNN on the local subgraph
preserve useful information compared to using GNN on the entire graph.
Preliminaries and definitions. Next, we use GCN [17] as an exemplar GNN to understand how
nodes influence each other during neural message passing. The assumptions are based on [39] and
are detailed in Appendix C. We need the following definitions. (1) Node influencei fle e cei fl Iu,v of v on u in
the final GNN output is: Iu,v = ‖∂x(∞)u /∂x(∞)v ‖, where the norm is any subordinate norm and the
Jacobian measures how a change in v translates to a change in u [39]. (2) Graph influencei flra e cei flr IG on u
is: IG(u) = ‖[Iu,v1 , . . . , Iu,vn ]‖1, where [Iu,v1 , . . . , Iu,vn ] is a vector representing the influence of
other nodes on u. (3) Graph influence lossi fl lr ssa e cei fl lr Rh is defined as: Rh(u) = IG(u)− ISu(u), where IG(u)
is the influence of entire graph G, and ISu(u) is the influence of local subgraph Su. Next, we show
how influence spreads between nodes depending on how far the nodes are from each other in a graph.
Theorem 1 (Decaying Property of Node Influence). Let t be a path between node u and node v
and let DtGM be a geometric mean of node degrees occurring on path t. Let D
t∗
GM = mint{DtGM}
and h∗ = d(u, v). Consider the node influence Iu,v from v to u. Then, Iu,v ≤ C/(Dt∗GM)h∗ .
The proof is deferred to Appendix C. Theorem 1 states that the influence of a node v on node u
decays exponentially as their distance h∗ increases. We then show that for a node u, operating GNN
on a local subgraph does not lose useful information than operating GNN on the entire graph.
Theorem 2 (Local Subgraph Preservation Property). Let Su be a local subgraph for node u with
neighborhood size h. Let node v be defined as: v = argmaxw({Iu,w|w ∈ V \ Vu}). Let t¯ be a
path between u and v and let Dt¯GM be a geometric mean of node degrees occurring on path t¯. Let
Dt¯∗GM = mint¯{Dt¯GM}. The following holds: Rh(u) ≤ C/(Dt¯∗GM)h+1.
The proof is deferred to Appendix D. Theorem 2 states that the graph influence loss is bounded by an
exponentially decaying term as h increases. In other words, our local subgraph formulation is an h-th
order approximation of applying GNN for the entire graph.
Local subgraphs enable few-shot meta-learning. Equipped with the theoretical justification, we
now describe how the local subgraph allows G-META to do few-shot meta-learning. The construction
of local subgraphs captures the following. (1) Structurest tr r sc et tr r . Graph structures present an alternative
source of strong signal for prediction [7, 36], especially when node labels are scarce. The GNN
representations cannot fully capture large graphs structure because they are too complicated [2, 44].
However, they can learn representations that capture the structure of small graphs, such as our
local subgraphs, as is evidenced by the connection to the Weisfeiler-Lehman test [44, 48]. Hence,
subgraphs enable G-META to capture structrual node information. (2) Featurest r sea et r . Local subgraphs
preserve useful information, as indicated by the theorems above. (3) Labelslsa el . When only a handful
of nodes are labeled, it is challenging to efficiently propagate the labels through the entire graph
[51, 18]. Metric-learning methods [29] learn a task-specific metric to classify query set data using the
closest point from the support set. It has been proved as an effective inductive bias [29, 34]. Equipped
with subgraph representations that capture both structure and feature information, G-META uses
metric-learning by comparing the query subgraph embedding to the support subgraph embedding. As
such, it circumvents the problem of having too little label information for effective propagation.
5 G-META: Meta Learning via Local Subgraphs
G-META (Figure 2) is an approach for meta-learning on graphs. Building on theoretical motivation
from Section 4, G-META first constructs local subgraphs. It then uses a GNN encoder to generate
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Figure 2: (1) We first construct a batch of m meta-training tasks and extract local subgraphs on the fly for
nodes in the meta-tasks. For each task Ti, (2) subgraphs from the support set are mini-batched and are fed into
a GNN parameterized by θ. (3) The support set embeddings using the centroid nodes are generated, and (4)
the prototypes are computed from the support centroid embeddings. Then, (5) the support set loss Lsupport is
computed, and (6) back-propagates to update the GNN parameter. (7) T queryi subgraphs then feed into the updated
GNN to (8) generate query centroid embeddings. (9) Using the support prototypes and the query embeddings,
the query loss Liquery for task Ti is computed. Steps (2-9) are repeated for η update steps. The same process
repeats for the other m sampled tasks, starting from the same GNN fθ . (10) The last update step’s query loss
from all the tasks are summed up and used to update θ. Then, another batch of tasks are sampled, and step
(1-10) are repeated. Then, for meta-testing tasks, steps (1-9) are repeated with the GNN using the meta-learned
parameter θ∗, which enables generalization over unseen tasks. See Algorithm 1 (Appendix E).
centroid embeddings for subgraphs. Finally, it uses prototypical loss for inductive bias and MAML
for knowledge transfer across graphs and labels. The overview is in Algorithm 1 (Appendix E).
Neural encoding of subgraph centroids. In each meta-task, we first construct subgraphs for each
node. Then, each subgraph Su is fed into a h-layer GNN to obtain an embedding for every node in
the subgraph. h is set to be the subgraph neighborhood size. The centroid node u’s embedding is
used to represent the subgraph hu = GNN(Su)centroid. We use centroid node embedding instead
of a readout function such as sum/mean over every node in the subgraph, as in the typical graph
classification settings [44, 4]. The reason is that as we relax h to be a large number, the subgraph
could potentially be large. A standard readout function over every node in the subgraph may add
noise. When h is set to be the graph’s diameter, the centroid embedding is the same as the node
embedding generated by applying GNN on the entire graph. Note that for faster computation, we
mini-batch the subgraphs for each meta-task’s support and query set.
Prototypical loss. After we obtain a sufficient subgraph representation, we further leverage the
inductive bias between representation and labels to circumvent the problem of scarce label information
for effective propagation in the few-shot settings. For each label k, we take the mean of the support
set subgraph embeddings to obtain prototype ck: ck = 1/Nk
∑
yj=k
hj . The prototype ck serves as
a landmark for the label k. Then, for each local subgraph Su in both support and query set, a class
distribution vector p is computed via the euclidean distance between the support prototypes for each
class and the subgraph centroid embeddings: pk =
exp(−‖hu−ck‖)∑
kˆ exp(−‖hu−ckˆ‖)
. After obtaining a prediction
probability distribution over label classes p for each local subgraph Su, a cross-entropy loss is used
to backpropagate L(p,y) =
∑
j yj log pj , where y is the true label’s one hot encoding.
Optimization-based meta-learning. To transfer the structural knowledge across graphs and labels,
we use MAML, an optimization-based meta-learning approach. We break the node’s dependency
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Table 1: Dataset statistics. Fold-PPI and Tree-of-Life are new datasets introduced in this work.
Dataset Task # Graphs # Nodes # Edges # Features # Labels
Synthetic Cycle Node 10 11,476 19,687 N/A 17
Synthetic BA Node 10 2,000 7,647 N/A 10
ogbn-arxiv Node 1 169,343 1,166,243 128 40
Tissue-PPI Node 24 51,194 1,350,412 50 10
FirstMM-DB Link 41 56,468 126,024 5 2
Fold-PPI Node 144 274,606 3,666,563 512 29
Tree-of-Life Link 1,840 1,450,633 8,762,166 N/A 2
on a graph by framing nodes into independent local subgraph classification tasks. It allows direct
adaptation to MAML since individual subgraphs can be considered as an individual image in the
classic few-shot meta-learning setups. More specifically, we first sample a batch of tasks, where each
task consists of a set of subgraphs. During meta-training inner loop, we perform the regular stochastic
gradient descent on the support loss for each task Ti: θj = θj−1−α∇Lsupport. The updated parameter
is then evaluated using the query set, and the query loss for task i is recorded as Liquery. The above
steps are repeated for η update steps. Then, the Liquery from the last update step is summed up across
the batch of tasks, and then we perform a meta-update step: θ = θ − β∇∑i Liquery. Next, new tasks
batch are sampled, and the same iteration is applied on the meta-updated θ. During meta-testing,
the same procedure above is applied using the final meta-updated parameter θ∗. θ∗ is learned from
knowledge across meta-training tasks and is the optimal parameter to adapt to unseen tasks quickly.
Attractive properties of G-META. (1) Scalability:l ilit :ca al ilit : G-META operates on a mini-batch of local
subgraphs where the subgraph size and the batch size (few-shots) are both small. This allows fast
computation and low memory requirement because G-META’s aggregation field is smaller than
that of previous methods that operate on entire graphs [2, 50]. We further increase scalability by
sub-sampling subgraphs with more than 1,000 nodes. (2) Inductive learning:ti l i :I rc e eati l i :I r Since G-META operates
on different subgraphs in each GNN encoding, it forces inductiveness over unseen subgraphs. This
inductiveness is crucial for few-shot learning, where the trained model needs to adapt to unseen nodes.
Inductive learning also allows for knowledge transfer from meta-training subgraphs to meta-testing
subgraphs. (3) Few-shot learning:t l i :-s re eat l i :- r G-META needs only a tiny number of labeled nodes for successful
learning, as demonstrated in experiments. This property is in contrast with prevailing GNNs, which
require a large fraction of labeled nodes to propagate neural messages in the graph successfully.
(4) Broad applicability:li ilit :r a a cali ilit :r G-META applies to many graph meta-learning problems (Figure 1) whereas
previous methods apply to at most one [2, 50]. Unlike earlier methods, G-META works for node
classification and also few-shot link prediction (i.e., via local subgraphs for a pair of nodes).
6 Experiments
Synthetic datasets. We have two synthetic datasets whose labels depend on nodes’ structural
roles [13], which we use to confirm that G-META captures local graph structure (Table 1). (1) Cyclelc el :
we use a cycle basis graph and attach a distribution of shapes: House, Star, Diamond, Fan [7]. The
label of each node is the structural role in different shapes. We also add x random edges as noise.
In the multiple graphs problem, each graph is with varying distribution of number of shapes. (2)
BA: to model local structural information under a more realistic homophily graph, we construct a
Barabási-Albert (BA) graph and then plant different shapes to the graph. Then, we compute the
Graphlet Distribution Vector [24] for each node, which characterizes the local graph structures and
then we apply spectral clustering on this vector to generate the labels. For multiple graphs problem, a
varying distribution of numbers of shapes are used to plant each BA graph. Details are in Appendix F.
Real-world datasets and new meta-learning datasets. We use three real world datasets for node
classification and two for link prediction to evaluate G-META (Table 1). (1) ogbn-arxivi- ra i- r is a CS
citation network, where features are titles, and labels are the subject areas [14]. (2) Tissue-PPIiss - Iei - I
consists of 24 protein-protein interaction networks from different tissues, where features are gene
signatures and labels are gene ontology functions [54, 12]. (3) Fold-PPIl - Il - I is a novel dataset, which we
constructed for the multiple graph and disjoint label problem. It has 144 tissue PPI networks [54],
and the labels are classified using protein structures defined in SCOP database [1]. The features
are conjoint triad protein descriptor [28]. (4) FirstMM-DBi trs -i tr - [21] is the standard 3D point cloud data
for link prediction across graphs, which consists of 41 graphs. (5) Tree-of-Lifeir - f- fee eir - f- f is a new dataset
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Table 2: Graph meta-learning performance on synthetic datasets. Re-
ported is multi-class classification accuracy (five-fold average) for 1-shot
node classification in various graph meta-learning problems. N/A means
the method does not apply for the problem. Disjoint label problems use
a 2-way setup. In the shared label problem, the cycle graph has 17 labels
and the BA graph has 10 labels. The results use 5 gradient update steps in
meta-training and 10 gradient update steps in meta-testing. Full table with
standard deviations is in Appendix J.
Graph Meta- Single graph Multiple graphs Multiple graphs
Learning Problem Disjoint labels Shared labels Disjoint labels
Prediction Task Node Node Node
Base graph Cycle BA Cycle BA Cycle BA
G-META (Ours) 0.872 0.867 0.542 0.734 0.767 0.867
Meta-Graph N/A N/A N/A N/A N/A N/A
Meta-GNN 0.720 0.694 N/A N/A N/A N/A
FS-GIN 0.684 0.749 N/A N/A N/A N/A
FS-SGC 0.574 0.715 N/A N/A N/A N/A
KNN 0.918 0.804 0.343 0.710 0.753 0.769
No-Finetune 0.509 0.567 0.059 0.265 0.592 0.577
Finetune 0.679 0.671 0.385 0.517 0.599 0.629
ProtoNet 0.821 0.858 0.282 0.657 0.749 0.866
MAML 0.842 0.848 0.511 0.726 0.653 0.844
G1
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Figure 3: Synthetic Cycle and
Barabási-Albert datasets.
that we constructed based on 1,840 protein interaction networks, each originating from a different
species [53]. Node features are not provided, we use node degrees instead. Details are in Appendix F.
Experimental setup. (1) Node classification.l ifi ti .sse c a cal ifi ti . For disjoint label setups, we sample 5 labels for meta-
testing, 5 for meta-validation, and use the rest for meta-training. For multiple graph setups, 10%
(10%) of all graphs are held out for testing (validation). The remaining graphs are used for training.
In each task, 2-ways 1-shot learning is used for synthetic datasets and 3-ways 3-shots learning
for real-world datasets. (2) Link prediction.i i ti .re ci i ti .r 10% of graphs are held out for testing and another
10% for validation. For each graph, the support set consists of 30% edges and the query set 70%.
Negative edges are sampled randomly to match the same number of positive edges, and we follow
the experiment setting from [49] to construct the training graph. We use 16-shots for each task, i.e.,
using only 32 node pairs to predict links for an unseen graph. Hyperparameters are in Appendix G.
Nine baseline methods. Meta-Grapht - re a at - r [2] injects graph signature in VGAE [16] to do few-shot multi-
graph link prediction. Meta-GNNt -e at - [50] applies MAML [9] to Simple Graph Convolution (SGC) [42].
Few-shot Graph Isomorphism Network (FS-GIN)t i t-s r Is r s r ( - I )e a et i t- r I r r ( - I ) [44] applies GIN on the entire graph and retrieve
the few-shot nodes to propagate loss and enable learning. Similarly, Few-shot SGC (FS-SGC)t-s ( - )e t- ( - ) [42]
switches GIN to SGC for GNN encoder. Note that the previous four baselines only work in a
few graph meta-learning problems. We also test on different meta-learning models, using the top
performing ones in [34]. We operate on subgraph level for them since it allows comparison in all
problems. No-Finetunei t- e ei t- performs training on the support set and use the trained model to classify
each query example, using only meta-testing set. KNN [8, 34] first trains a GNN using all data in
the meta-training set and it is used as an embedding function. Then, it uses the label of the voted
K-closest example in the support set for each query example. Finetunei te ei t [34] uses the embedding
function generated from meta-training set and the models are then finetuned on the meta-testing set.
ProtoNett tr et tr [29] applies prototypical learning on each subgraph embeddings, following the standard few-
shot learning setups. MAML [9] switches ProtoNet to MAML as the meta-learner. All experiments
use the same number of query points per label. We use multi-class accuracy metric.
6.1 Results
Overview of results. Synthetic dataset results are reported in Table 2 and real-world datasets in
Table 3. We see that G-META can consistently achieve the best accuracy in almost all tested graph
meta-learning problems and on both node classification and link prediction tasks. Notably, G-META
achieves a 15.1% relative increase in the single graph disjoint setting, a 16.3% relative increase in
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Table 3: Graph meta-learning performance on real-world datasets. Reported is multi-class classification
accuracy (five-fold average) and standard deviation. N/A means the method does not work in the graph
meta-learning problem. Further details on performance are in Appendix I.
Graph Meta- Single graph Multiple graphs Multiple graphs Multiple graphs Multiple graphs
Learning Problem Disjoint labels Shared labels Disjoint labels Shared labels Shared labels
Prediction Task Node Node Node Link Link
Dataset ogbn-arxiv Tissue-PPI Fold-PPI FirstMM-DB Tree-of-Life
G-META (Ours) 0.451±0.032 0.768±0.029 0.561±0.059 0.784±0.028 0.722±0.032
Meta-Graph N/A N/A N/A 0.719±0.020 0.705±0.004
Meta-GNN 0.273±0.122 N/A N/A N/A N/A
FS-GIN 0.336±0.042 N/A N/A N/A N/A
FS-SGC 0.347±0.005 N/A N/A N/A N/A
KNN 0.392±0.015 0.619±0.025 0.433±0.034 0.603±0.072 0.649±0.012
No-Finetune 0.364±0.014 0.516±0.006 0.376±0.017 0.509±0.006 0.505±0.001
Finetune 0.359±0.010 0.521±0.013 0.370±0.022 0.511±0.007 0.504±0.003
ProtoNet 0.372±0.017 0.546±0.025 0.382±0.031 0.779±0.020 0.697±0.010
MAML 0.389±0.021 0.745±0.051 0.482±0.062 0.758±0.025 0.719±0.012
the multiple graph disjoint label setting, over the best performing baseline. This performance boost
suggests that G-META can learn across graphs and disjoint labels. Besides, this increase also shows
G-META obtains good predictive performance, using only a few gradient update steps given a few
examples on the target tasks.
G-META captures local structural information. In the synthetic datasets, we see that Meta-GNN,
FS-GIN, and FS-SGC, which base on the entire graph, are inferior to subgraph-based methods, such
as G-META. This finding demonstrates that subgraph embedding can capture the local structural
roles, whereas using the entire graph cannot. It further supports our theoretical motivation. In the
single graph disjoint label setting, KNN achieves the best result. This result suggests that the subgraph
representation learned from the trained embedding function is sufficient to capture the structural roles,
further confirming the usefulness of local subgraph construction.
G-META is highly predictive, general graph meta-learning method. Across meta-learning mod-
els, we observe G-META is consistently better than others such as MAML and ProtoNet. MAML
and ProtoNet have volatile results across different problems and tasks, whereas G-META is stable.
This result confirms our analysis of using the prototypical loss to leverage the label inductive bias
and MAML to transfer knowledge across graphs and labels. By comparing G-META to two relevant
existing works Meta-GNN and Meta-Graph, we see G-META can work across different problems. In
contrast, the previous two methods are restricted by the meta graph learning problems. In real-world
datasets, we observe No-Finetune is better than Finetune in many problems (ogbn-arxiv & Fold-PPI).
This observation shows that the meta-training datasets bias the meta-testing result, suggesting the
importance of meta-learning algorithm to achieve positive transfer in meta graph learning.
Local subgraphs are vital for successful graph few-shot learning. We observe that Meta-GNN,
FS-GIN, and FS-SGC, which operate on the entire graph, perform poorly. In contrast, G-META can
learn transferable signal, even when label sets are disjoint. Since the problem requires learning using
only 3-shots in a large graph of around 160 thousands nodes and 1 million edges (ogbn-arxiv), we
posit that operating GNN on the entire graph would not propagate useful information. Hence, the
performance increase suggests that local subgraph construction is useful, especially in large graphs.
Finally, in the Tree-of-Life link prediction problem, we studied the largest-ever graph meta-learning
dataset, spanning 1,840 PPI graphs. This experiment also supports the scalability of G-META, which
is enabled by the local subgraphs.
7 Conclusion
We introduce G-META, a scalable and inductive meta-learning method for graphs. Unlike earlier
methods, G-META excels at difficult few-shot graph learning tasks and can tackle a variety of graph
meta-learning problems. The core principle in G-META is to use local subgraphs to identify and
transfer useful information across tasks. The local subgraph approach is fundamentally different from
prior work using entire graphs, which only captures broad structure at the loss of finer topological
structure. Local subgraphs are theoretically justified and stem from our observation that evidence
for a particular label/link can be found in the local subgraph surrounding the target nodes. G-META
outperforms nine baselines across seven datasets, including a novel dataset of 1,840 graphs.
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Appendix A Further Details on Notation
Table 4: The notation used in the paper.
Notation Description
G, G A set of graphs, graph G ∈ G
V, E ,X A set of nodes, edges, and feature matrix for graph G
Y,Y, Y An entire set of labels, a label set for a task, and label Y ∈ Y
S, S A set of subgraphs, subgraph S ∈ S
u, v Nodes u and v
i, j Prediction tasks i and j
fθ GNN model f parameterized by θ
D,Dtrain,Dval,Dtest An entire meta-set, meta-training set, meta-validation set, and meta-test set
Ti, T supporti , T queryi Task i, support set, and query set for task i
N,M Number of graphs and labels
N, Ksupport, Kquery N-way, Ksupport-shot prediction for support set and Kquery-shot for query set
η Number of steps in the inner-loop (see Algorithm 1)
Lsupport,Lquery Support loss and query-set loss
H A matrix of centroid embeddings
C A matrix of prototype embeddings
p A class probability distribution vector
ysupport,yquery Support and query set label vector
α, β Learning rate of inner and outer loop update (see Algorithm 1)
Appendix B Further Details on the Applicability of Methods for Meta
Learning on Graphs
Table 5: A comparison of notable existing methods in the context of different graph meta-learning prob-
lems. We see G-META is able to tackle all problems whereas existing methods cannot.
Graph Meta- Single graph Single graph Multiple graphs Multiple graphs
Learning Problem Shared labels Disjoint labels Shared labels Disjoint labels
GNN, e.g., [17, 44, 42] " 7 7 7
Meta-GNN [50] 7 " 7 7
Meta-Graph [2] 7 7 " 7
G-META (Ours) " " " "
Appendix C Assumptions and Proof of Theorem 1
C.1 Assumptions
We use a popular GCN model [17] as the exemplar GNN model. The l-th layer GCN propagation
rule is defined as: H(l+1) = σ(AˆH(l)W(l)), where H(l),W(l) are node embedding and parameter
weight matrices at layer l, respectively, and Aˆ = D−1A is the normalized adjacency matrix.
Following [39], throughout these derivations, we assume that σ is an identity function and that W an
identity matrix.
C.2 Definitions and Notation
Definition (Node Influence): Node influence Iu,v of v on u in the final GNN output is: Iu,v =
‖∂x(∞)u /∂x(∞)v ‖, where the norm is any subordinate norm and the Jacobian measures how a change
in v translates to a change in u [39].
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Definition (Graph Influence): Graph influence IG on u is: IG(u) = ‖[Iu,v1 , . . . , Iu,vn ]‖1, where
[Iu,v1 , . . . , Iu,vn ] is a vector representing the influence of other nodes on u.
The graph influence of graph G on node u is: IG(u) =
∑
i∈V Iu,vi . Similarly, the influence of a
h-hop neighborhood subgraph Su on node u is: ISu(u) =
∑
i∈Vu Iu,vi where Vu contains nodes
that are at most h hops away from node u, i.e., {ix|d(ix, u) ≤ h}.
Definition (Graph Influence Loss): Graph influence loss Rh is defined as: Rh(u) = IG(u) −
ISu(u), where IG(u) is the influence of entire graph G and ISu(u) is the influence of subgraph Su.
Notationally, we denote m paths between node u and v as: p1, ..., pm. We use pxi , p
x
j , ..., p
x
nv to
represent nodes occurring on path px and use nv to denote the length of the path.
C.3 Theorem and Proof
Theorem 1 (Decaying Property of Node Influence). Let t be a path between node u and node v
and let DtGM be a geometric mean of node degrees occurring on path t. Let D
t∗
GM = mint{DtGM}
and h∗ = d(u, v). Consider the node influence Iu,v from v to u. Then, Iu,v ≤ C/(Dt∗GM)h∗ .
Proof. Using the GCN propagation rule, we see that node u’s output is defined as:
x(∞)u =
1
Duu
∑
i∈N (u)
auix
(∞)
i ,
where aui is the edge weight between node u and node i. In our datasets and many other real-world
graphs, all edges have the same weight 1.
By an expansion of nodes in the neighbor N (u), we have:
x(∞)u =
1
Duu
∑
i∈N (u)
aui
1
Dii
∑
j∈N (i)
aijx
(∞)
j .
In the same logic, it can be further expanded as:
x(∞)u =
1
Duu
∑
i∈N (u)
aui
1
Dii
∑
j∈N (i)
aij · · · 1
Dmm
∑
o∈N (m)
amox
(∞)
o . (1)
The node influence Iu,v = ‖∂x
(∞)
u
∂x
(∞)
v
‖ can then be computed via:
‖∂x
(∞)
u
∂x
(∞)
v
‖ = ‖ ∂
∂x
(∞)
v
 1
Duu
∑
i∈N (u)
aui
1
Dii
∑
j∈N (i)
aij · · · 1
Dmm
∑
o∈N (m)
amox
(∞)
o
 ‖ [1]
= ‖ ∂
∂x
(∞)
v
((
1
Duu
a(up1i )
1
Dp1ip1i
a(p1ip1j ) · · ·
1
Dp1n1p
1
n1
a(p1n1v)
x(∞)v
)
+ · · ·+
(
1
Duu
a(upmi )
1
Dpmi pmi
a(pmi pmj ) · · ·
1
Dpmnmpmnm
a(pmnmv)x
(∞)
v
))
‖ [2]
= ‖∂x
(∞)
v
∂x
(∞)
v
‖ · |
(
1
Duu
a(up1i )
1
Dp1ip1j
a(p1ip1j ) · · ·
1
Dp1n1p
1
n1
a(p1n1v)
)
+ · · ·+
(
1
Duu
a(upmi )
1
Dpmi pmi
a(pmi pmj ) · · ·
1
Dpmnmp
m
nm
a(pmnmv)
)
| [3]
= |
(
1
DuuDp1ip1i · · ·Dp1n1p1n1
a(up1i )a(p1ip1j ) · · · a(p1n1v)
)
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+ · · ·+
(
1
DuuDp1ip1j · · ·Dpmnmpmnm
a(upmi )a(pmi pmj ) · · · a(pmnmv)
)
| [4]
≤ |m ∗max
((
1
DuuDp1ip1i · · ·Dp1n1p1n1
a(up1i )a(p1ip1j ) · · · a(p1n1v)
)
, · · ·,
(
1
DuuDp1ip1i · · ·Dpmnmpmnm
a(upmi )a(pmi pmj ) · · · a(pmnmv)
))
| [5]
= |m ∗
(
1
DuuDpt∗i p
t∗
i
· · ·Dpt∗n∗pt∗n∗
a(upt∗i )
a(pt∗i p
t∗
j )
· · · a(pt∗nmv)
)
| [6]
= |C ∗
 1
n∗
√
DuuDpt∗i p
t∗
i
· · ·Dpt∗n∗pt∗n∗
n∗ | [7]
= C/(Dt∗GM)
n∗ [8]
≤ C/(Dt∗GM)h∗ . [9]
Explanations of the proof. (Line 1) Substitution of the term x(∞)u via Equation 1. (Line 2) Since
we are calculating the gradient between two feature vectors x(∞)v and x
(∞)
u , the partial derivative
on nodes that are not in the paths p1, ..., pm between node u and v becomes 0 and these nodes are
thus removed. Note that each term in line 2 is for one path between node u and v. This also means
that the feature influence can be decomposed into the sum of all paths feature influence. (Line
3) We separate the scalar terms and the derivative term within the matrix norm and then uses the
absolute homogeneous property (i.e.‖αA‖ = |α|‖A‖) of the matrix norm to convert them into
the matrix norm of Jacobian matrix times the absolute value of the scalar. (Line 4) We know the
Jacobian of the same vectors ∂x
(∞)
v
∂x
(∞)
v
is the identity matrix I and we know for any subordinate norm
(‖A‖ = sup‖x‖=1{‖Ax‖}), we have ‖I‖ = 1. Therefore, ‖∂x
(∞)
v
∂x
(∞)
v
‖ = 1. We also move the degree
and edge weight terms around to group each together for each path. (Line 5) Notice now the equation
becomes the sum of terms around paths between node u and v. We can identify the maximum of
these terms and it is smaller than the m times the maximum term. We denote the term with the
maximum value as the path pt∗ . (Line 6) Clean the notations. (Line 7) We move all the constant as C
in the last line. Note that in all of our datasets and many real-world datasets, the network is usually
binary and the edge weight a are non-negative (in many cases a = 1), thus we remove the absolute
values. (Line 8) We rephrase the degree term into geometric mean format 1/DGM . (Line 9) h∗ is the
shortest path and shorter than n∗, thus the inequality. We then obtain the bound of the node influence.
Note that if we assume degree of nodes along paths are random, then the pt∗ , which is the path that
has the smallest geometric mean of node degrees, is the shortest path from node u to v.
Appendix D Theorem 2 and its Proof
Theorem 2 (Local Subgraph Preservation Property). Let Su be a local subgraph for node u with
neighborhood size h. Let node v be defined as: v = argmaxw({Iu,w|w ∈ V \ Vu}). Let t¯ be a
path between u and v and let Dt¯GM be a geometric mean of node degrees occurring on path t¯. Let
Dt¯∗GM = mint¯{Dt¯GM}. The following holds: Rh(u) ≤ C/(Dt¯∗GM)h+1.
Proof.
Rh(u) = IG(u)− ISu(u) [1]
=
(
‖∂x
(∞)
u
∂x
(∞)
1
‖+ · · ·+ ‖∂x
(∞)
u
∂x
(∞)
n
‖
)
−
(
‖∂x
(∞)
u
∂x
(∞)
i1
‖+ · · ·+ ‖∂x
(∞)
u
∂x
(∞)
im
‖
)
[2]
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= ‖ ∂xu
∂xt1
‖+ ‖ ∂xu
∂xt2
‖+ · · ·+ ‖ ∂xu
∂xtn−m
‖ [3]
≤ Ct1/(Dt1GM)ht1 + · · ·+ Ctn−m/(Dtn−mGM )htn−m [4]
≤ (n−m) ∗ Ct¯∗/(Dt¯∗GM)ht¯∗ [5]
≤ (n−m) ∗ Ct¯∗/(Dt¯∗GM)h+1 [6]
= C/(Dt¯∗GM)
h+1 [7]
Explanation of the proof. (Line 1) Definition of graph influence loss. (Line 2) Substitution of
definition. (Line 3) Subtract same node influence term from the subgraph and the entire network.
(Line 4) Use Theorem 1. (Line 5) They are smaller than (n−m) times the maximum term, which
is the node that has the highest node influence in the node set that is outside of the immediate
neighborhood of u. (Line 6) We know nodes in the outside of the immediate neighborhood of u is
more than h hops away from the node u, hence the path length ht∗ between the maximum influence
node to the node u is larger than h. (Line 7) Move the constant term and we have the result.
Appendix E Algorithm Overview
We provide the pseudo-code for G-META in Algorithm 1.
Algorithm 1: G-META Algorithm. Steps in the algorithm correspond to steps in Figure 2.
Input: Graphs G = {G1, ..., GN}; Randomly initialized θ : [θGNN].
S1, S2, ..., Sn = Subgraph(G) via step #1 // Local subgraph construction
{T } = {T1, T2, ..., Tm} ∼ p(T ) via step #1 // Meta-task construction
while not done do
{Ts} ← sample({T }) // Sample a batch of tasks
for Ti ∈ {Ts} do
({S}support,ysupport)← T supporti // Mini-batching support subgraphs
({S}query,yquery)← T queryi // Mini-batching query subgraphs
θ0 = θ
for j in 1, ..., η do // Update step j
Hsupport ← GNNθj−1({S}support)centroid via step #2 and #3
C = 1Nksupport
∑
(Hsupport) via step #4 // Support prototypes
p =
exp(−‖Hsupport−C‖)∑
Yi
exp(−‖Hsupport−C‖) via step #5
Lsupport = L(p,ysupport) via step #5
θj = θj−1 − α∇Lsupport via step #6 // Inner loop update
Hquery ← GNNθj ({S}query)centroid via step #7 and #8
p =
exp(−‖Hquery−C‖)∑
Yi
exp(−‖Hquery−C‖) via step #9
Lijquery ← L(p,yquery) via step #9
end
end
θ = θ − β∇∑i Liuquery via step #10 // Outer loop update
end
Appendix F Further Details on Datasets
We proceed by describing the construction and processing of synthetic as well as real-world datasets.
Upon publication, we will share G-META implementation as well as all datasets and baseline
algorithms with the community through a public project website, which will be accompanied by a
Github repository with relevant data loaders.
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F.1 Synthetic Datasets
We have two synthetic datasets where labels are depended on local structural roles. They are to show
G-META’s ability to capture local network structures. For the first synthetic dataset, we use the
graphs with planted structural equivalence from GraphWave [7]. We use a cycle basis network and
attach a distribution of shapes: House, Star, Diamond, Fan on the cycle basis. The label of each node
is the structural role in different shapes. Hence, the label reflects the local structural information. We
also add n random edges to add noise. For the single graph and disjoint label setting, we use 500
nodes for the cycle basis, and add 100 shapes for each type with 1,000 random edges. In the multiple
graph setting, we sample 10 graphs with varying distribution of number of shapes for each graph.
Each graph uses 50 nodes for the cycle basis, and add randomly generated [1-15] shapes for each
type with 100 random edges. There are 17 labels. To model local structural information under a more
realistic homophily network, we first construct a Barabási-Albert (BA) network with 200 nodes and
3 nodes are preferential attached based on the degrees. Then, we plant shapes to the BA network
by first sampling nodes and adding edges corresponding to the shapes. Then, to generate label, we
compute the Graphlet Distribution Vector [24] for each node, which characterizes the local network
structures and then we apply spectral clustering on this vector to generate the labels. There are 10
labels in total. For multiple graph setting, the same varying distribution of numbers of shapes as in
the cycle dataset are used to plant each BA network. See Figure 3 for a visual illustration of synthetic
datasets.
F.2 Real-world Datasets and Novel Graph Meta-Learning Datasets
We use three real world datasets for node classification and two real world datasets for link prediction
to evaluate G-META. (1) arXiv is a citation network from the entire Computer Science arXiv papers,
where features are title and abstract word embeddings, and labels are the subject areas [14]. (2)
Tissue-PPI is 24 protein-protein interaction networks from different tissues, where features are gene
signatures and labels are gene ontology functions [54, 12]. Each label is a binary protein function
classification task. We select the top 10 balanced tasks. (3) Fold-PPI is a novel dataset, which we
constructed for the multiple graph and disjoint label setting. It has 144 tissue networks [54], and the
labels are classified using protein structures defined in SCOP database [1]. We screen fold groups that
have more than 9 unique proteins across the networks. It results in 29 unique labels. The features are
conjoint triad protein descriptor [28]. In Fold-PPI, the majority of the nodes do not have associated
labels. Note that G-META operates on label scarce settings. (4) For link prediction, the first dataset
FirstMM-DB [21] is the standard 3D point cloud data, which consists of 41 graphs. (5) The second
link prediction dataset is the Tree-of-Life dataset. This is a new dataset, which we constructed based
on 1,840 protein interaction networks (PPIs), each originating from a different species [53]. Node
features are not provided, we use node degrees instead.
Appendix G Further Details on Hyperparameter Selection
We use random hyperparameter search over the following set of hyperparameters. For task numbers
in each batch, we use 4, 8, 16, 32, 64; for inner update learning rate, 1×10−2, 5×10−3, 1×10−3,
5×10−4; for outer update learning rate, 1×10−2, 5×10−3, 1×10−3, 5×10−4; for hidden dimension,
we select from 64, 128, and 256.
For arxiv-ogbn dataset, we set task numbers to 32, inner update learning rate to 1×10−2, outer update
learning rate to 1×10−3, and hidden dimensionality to 256. For Tissue-PPI dataset, we set task
numbers to 4, inner update learning rate to 1×10−2, outer update learning rate to 5×10−3, and hidden
dimensionality to 128. For Fold-PPI dataset, we set task numbers to 16, inner update learning rate to
5×10−3, outer update learning rate to 1×10−3, and hidden dimensionality to 128. For FirstMM-DB
dataset, we set task numbers to 8, inner update learning rate to 1×10−2, outer update learning rate to
5×10−4, and hidden dimensionality to 128. For Tree-of-Life dataset, we set task numbers to 8, inner
update learning rate to 5×10−3, outer update learning rate to 5×10−4 and hidden dimensionality to
128.
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Appendix H Further Details on Baselines
We use nine baselines. (1) Meta-Grapht - re a at - r [2] uses VGAE to do few-shot multi-graph link prediction. It
uses a graph signature function to capture the characteristics of a graph, which enables knowledge
transfer. Then, it applies MAML to learn across graphs. (2) Meta-GNNt -e at - [50] applies MAML [9] to
Simple Graph Convolution(SGC) [42] on the single graph disjoint label problem. (3) Few-shot Graph
Isomorphism Network (FS-GIN- I- I ) [44] applies GIN on the entire graph and retrieve the few-shot nodes
to propagate loss and enable learning. Similarly, (4) Few-shot SGC (FS-SGC-- ) [42] switches GIN to
SGC for GNN encoder. Note that the previous four baselines only work in a few graph meta learning
problems. We also test on different meta-learning models, using the top performing ones in [34]. We
operate on subgraph level for them since it allows comparison in all graph meta-learning problems.
No-Finetunei t- e ei t- performs training on the support set and use the trained model to classify each query
example, using only meta-testing set, i.e.without access to the external graphs or labels to transfer.
KNN [8, 34] first trains a GNN using all data in the meta-training set and it is used as an embedding
function. Then, during meta-testing, it uses the label of the voted K-closest example in the support set
for each query example. Finetunei te ei t [34] uses the embedding function generated from meta-training set
and the models are then finetuned on the meta-testing set. ProtoNett tr et tr [29] applies prototypical learning
on each subgraph embeddings, following the standard few-shot learning setups. MAML [9] switches
ProtoNet to MAML model as the meta-learner.
Appendix I Further Details on Performance Evaluation
All of our experiments are done on an Intel Xeon CPU 2.50GHz and using an NVIDIA K80 GPU.
For synthetic datasets disjoint label problems, we use a 2-way setup. In the shared label problem,
the cycle graph has 17 labels and the BA graph has 10 labels. The results use 5 gradient update
steps in meta-training and 10 gradient update steps in meta-testing. For real-world datasets node
classification uses 3-shots and link prediction uses 16-shots. For disjoint labels problems, we set it to
3-way classification task. The results use 10 gradient update steps in meta-training and 10 gradient
update steps in meta-testing. For Tissue-PPI, we have ten 2-way protein function tasks average where
each task is performed three times.
For link prediction problem, to ensure the support and query set are distinct in all meta-training tasks,
we separate a fixed 30% of edges for support set and 70% of edges for query set as a preprocessing
step for every graph.
Appendix J Further Results on Synthetic Datasets
Full version is reported in Table 6. The large standard deviation is because we sample only two-labels
for meta-testing in one data fold, due to the limit number of labels in synthetic datasets. If the shape
structural roles corresponding to the label set in the meta-testing set is structurally distinct from
all the meta-training label sets, the performance would be bad since there is no transferability for
meta-learner to learn. In our data splits, we find there is one fold that performs bad across all methods,
thus the reason for the large standard deviation. For real-world datasets, as the label set is large, we
sample more labels for meta-testing (e.g., five labels for 3-way classification where each meta-testing
task is of
(
5
3
)
label sets) such that the result is averaged across different label sets. This makes the
standard deviation smaller. In both settings, the mean accuracy reflects the predictive performance.
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Table 6: Further results on graph meta-learning performance for synthetic datasets. Five-fold average
multi-class classification accuracy on synthetic datasets for 1-shot node classification in various graph meta-
learning problem. N/A means the method does not work in this task setting. The disjoint label setting uses 2-way
setup and in the shared labels settings, cycle basis has 17 labels and BA has 10 labels. The results use 5-gradient
update steps in meta-training and 10-gradient update steps in meta-testing. See Figure 3 for a visual illustration
of synthetic datasets.
Graph Meta- Single graph Multiple graphs Multiple graphs
Learning Problem Disjoint labels Shared labels Disjoint labels
Prediction Task Node Node Node
Base graph Cycle BA Cycle BA Cycle BA
G-META (Ours) 0.872±0.129 0.867±0.147 0.542±0.045 0.734±0.038 0.767±0.178 0.867±0.209
Meta-Graph N/A N/A N/A N/A N/A N/A
Meta-GNN 0.720±0.218 0.694±0.112 N/A N/A N/A N/A
FS-GIN 0.684±0.144 0.749±0.106 N/A N/A N/A N/A
FS-SGC 0.574±0.092 0.715±0.100 N/A N/A N/A N/A
KNN 0.918±0.063 0.804±0.193 0.343±0.038 0.710±0.027 0.753±0.150 0.769±0.199
No-Finetune 0.509±0.011 0.567±0.105 0.059±0.001 0.265±0.141 0.592±0.105 0.577±0.104
Finetune 0.679±0.043 0.671±0.055 0.385±0.089 0.517±0.160 0.599±0.085 0.629±0.055
ProtoNet 0.821±0.197 0.858±0.144 0.282±0.045 0.657±0.034 0.749±0.182 0.866±0.212
MAML 0.842±0.207 0.848±0.212 0.511±0.050 0.726±0.023 0.653±0.093 0.844±0.202
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