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Resumo Atualmente, as redes de computadores convencionais teˆm vindo a ser afeta-
das por va´rios tipos de ataques informa´ticos que deixam as suas ma´quinas
infetadas, agindo de forma automatizada e sem conscieˆncia por parte dos
utilizadores, formando aquilo que se designa por Botnet. Apo´s uma contex-
tualizac¸a˜o dos diversos tipo de Botnets (redes de ma´quinas zombie) exis-
tentes, nesta dissertac¸a˜o e´ proposto um modelo de ana´lise dos va´rios fluxos
de dados provenientes de ma´quinas infetadas que funciona um pouco em
sentido inverso do que se observa hoje em dia nos modelos de ana´lise mais
comuns, que se baseiam essencialmente no reverse engineering dos bina´rios
infetados. Para ale´m disso sa˜o analisados os sistemas atualmente existentes
para a detec¸a˜o deste tipo de ma´quinas sendo igualmente apresentada uma
metodologia para a captura de tra´fego e compreensa˜o do comportamento
deste tipo de bots, bem como a sua posterior execuc¸a˜o.
Na 2a parte da dissertac¸a˜o foi caracterizada uma se´rie de Botnets pertencen-
tes aos principais grupos anteriormente identificados, tendo sido organizados
com base nas tarefas maliciosas que tentam obter das ma´quinas infetadas.
Foram efetuadas ana´lises de alto n´ıvel dos Bots capturados, tendo em vista a
descoberta de caracter´ısticas semelhantes entre si, apo´s as quais foi poss´ıvel
obter um conjunto de linhas de orientac¸a˜o para a criac¸a˜o de metodologias
de detec¸a˜o no sentido de construir uma base de dados de traces com uma
descric¸a˜o e ana´lise dos tipos de Botnets correspondentes.

Abstract Nowadays, conventional computer networks have been affected by various
types of computer attacks that leave infected machines acting in an auto-
mated way, without awareness by users. After a contextualization of these
type of Botnets (networks of zombie machines), this dissertation proposes
a model for analyzing multiple streams of data from infected machines that
is quite different from what is done today, essentially an analysis based on
reverse engineering of the infected binaries. After that have been analyzed
existing systems nowadays for the detection of this type of machines and it
was presented a methodology for the capture and subsequent execution of
this type of bots.
In second part of this dissetation we characterize a series of major groups of
Bots, which are organized based on the malicious tasks they try to get from
infected machines. Several analysis of the captured Bots were carried out
from a high-level point of view in order to discover similar features between
them, after which it was possible to describe guidelines for the creation of
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Com o crescimento exponencial que as redes de computadores obtiveram nestes u´ltimos
anos, nomeadamente com o boom da Internet, apareceram indiv´ıduos que abusaram destas
redes para fins menos l´ıcitos. Estes hackers utilizam Botnets para lanc¸ar ataques de larga
escala na Internet, assim como para obter informac¸o˜es confidenciais de valor dos no´s infetados
da rede, normalmente designados por bots. Assim sendo, podemos dizer que uma Botnet e´
uma rede de computadores comprometidos controlados por uma entidade designada como
botmaster, que e´ responsa´vel pela distribuic¸a˜o de co´digo comprometido de modo a angariar
mais bots para a sua Botnet, sendo igualmente responsa´vel pelas instruc¸o˜es enviadas aos bots
de forma a estes poderem tomar as ac¸o˜es pretendidas. Contrastando com o comportamento
t´ıpico do in´ıcio de atividade dos hackers, em que normalmente gostavam apenas de mostrar
as suas habilidades, hoje em dia a organizac¸a˜o de uma Botnet e´ efetuada de modo a que se
possam obter lucros moneta´rios. Assim, um atacante que use a rede infetada pode distribuir
spam[?], roubar contas de jogos, roubar nu´meros de carto˜es de credito banca´rios, praticar
uma extorsa˜o atrave´s da ameac¸a de ataques de DoS (denial of service), lanc¸ar ataques de
phishing, scanning e espionagem. Esta capacidade de lanc¸ar ataques e´ atribu´ıda ao nu´mero
de hosts comprometidos que sejam controlados pelo botmaster, que podem ser na ordem
das centenas ou milhares e que trabalhando em conjunto proporcionam ataques em maior
escala. Ao contra´rio de outros tipos de malware, a execuc¸a˜o de uma Botnet baseia-se no
tra´fego dos canais de comunicac¸a˜o do servidor de controlo (C&C server - Comand and Control
server). Atrave´s destes canais os bots recebem a informac¸a˜o e o co´digo necessa´rio para
executarem os seus ataques. Estes canais de comunicac¸a˜o teˆm de ser estabelecidos antes de
ocorrer um ataque, pelo que a detec¸a˜o destes canais de controlo permitira´ detetar informac¸a˜o
importante acerca dos membros da Botnet antes de um ataque ser efetuado. Assim sendo, uma
abordagem ao n´ıvel da percec¸a˜o e prevenc¸a˜o do feno´meno das Botnets e´ muito importante.
Os investigadores hoje em dia teˆm pouco controlo sobre o nu´cleo de uma Botnet. Temos
portanto va´rias abordagens que permitem estudar o feno´meno das Botnets[?]:
• Estudo de co´digo fonte – e´ uma abordagem que consiste no estudo dos mais famosos
co´digos fonte que se encontram abrangidos atrave´s de GPL. Isto permite constatar algu-
mas das funcionalidades que podem ser alcanc¸adas por uma Botnet. No entanto, existe
um nu´mero cada vez maior de Botnets, e va´rias verso˜es com outras tantas variantes,
o que torna dif´ıcil o estudo de todos os co´digos, pois muitos deles podem na˜o ter sido
obtidos na sua versa˜o original e conterem, por exemplo, backdoors alternativos. Ou-
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tro problema e´ que esta abordagem so´ proporciona caracter´ısticas esta´ticas de Botnets,
mas na˜o caracter´ısticas dinaˆmicas como a dimensa˜o de uma Botnet, ou a distribuic¸a˜o
geogra´fica dos bots, etc. Mesmo assim, neste estudo tentarei mais adiante mostrar as
funcionalidades correntes das Botnets atuais.
• Estudo dos servidores C&C – consiste no estudo de tra´fego IRC e de outros proto-
colos de comunicac¸a˜o que as Botnets usam. Esta abordagem tem o potencial de poder
visualizar o sistema da Botnet globalmente caso este tra´fego seja pass´ıvel de sniffing e
na˜o esteja encriptado segundo os algoritmos mais recentes. Este sera´ o principal modo
de ana´lise seguido ao longo desta dissertac¸a˜o.
• Controlo de uma Botnet – e´ uma outra abordagem em que o objetivo parte da
conquista do controlo de uma Botnet ou enta˜o simular em ambiente laboratorial uma
Botnet e caracterizar o seu comportamento.
• Estudo do comportamento – esta e´ a forma de caracterizar uma Botnet observando
o comportamento. A metodologia podera´ envolver uma ma´quina laboratorial infetada
com um executa´vel de um bot, sendo de seguida observadas atividades de scanning,
ataques de DoS, envio de spam atrave´s da Botnet, atividades de phishing, entre outras.
Desta forma, conseguimos caracterizar as funcionalidades dinaˆmicas de uma Botnet.
Esta sera´, em conjunto com a ana´lise dos servidores C&C, uma das metodologias apli-
cadas ao longo deste trabalho.
• Simulac¸a˜o do comportamento – consiste em analisar a evoluc¸a˜o do estado atual das
Botnets e tentar criar simulac¸o˜es no sentido de recolher informac¸o˜es dos bots. Seguida-
mente, este me´todo tenta enviar as informac¸o˜es de forma camuflada para o Botmaster
no sentido de tentar simular comportamentos que se acredita que existam nas Botnets
de hoje em dia e que na˜o sa˜o poss´ıveis de analisar, pelo facto de ser imposs´ıvel ob-
ter co´digos fonte ou pelo facto das organizac¸o˜es de prevenc¸a˜o de Botnets (empresas de
software anti-v´ırus p.ex.) na˜o as conseguirem detetar.
A tecnologia envolvida por tra´s das Botnets esta´ cada vez mais evolu´ıda, sendo atrave´s
delas que se esta´ a expandir o motor da ciber-criminalidade na Internet.
1.1 Objetivos
Os objetivos desta dissertac¸a˜o sa˜o:
• Caracterizar tipos de Botnets existentes na Internet.
• Caracterizar as principais funcionalidades de cada famı´lia de Botnets.
• Caracterizar o tra´fego de rede gerado por cada bot no contacto com os servidores de
controlo (C&C).
• Analisar algumas formas de encontrar padro˜es de tra´fego caracter´ıstico das Botnets para
que possam ser detetadas por terceiros.
• Fornecer uma base de dados de traces de rede contendo atividades t´ıpicas de Botnets.
4
• Caracterizar os comportamentos mais comuns das Botnets que existem hoje em dia.
• Simular comportamentos que uma Botnet possa apresentar e caracterizar estatistica-
mente essas simulac¸o˜es (criac¸a˜o de scripts de envio de informac¸a˜o, por exemplo).
1.2 Motivac¸a˜o
Existem na atualidade milhares de computadores infetados com malware que integram
redes de computadores (Botnets) para fins il´ıcitos. Este feno´meno tem tendeˆncia a crescer,
tendo em conta o lucro que este nego´cio pode gerar para os hackers que controlam estas
redes, devido essencialmente ao facto de estarem relacionadas com a Internet que por si so´
gera grandes valores moneta´rios.
Fornecer uma base de dados de traces de Botnets, estudar e analisar o funcionamento
destas redes de computadores e tentar descobrir padro˜es de tra´fego de alto n´ıvel que sejam
caracter´ısticos deste tipo de redes sa˜o os desafios propostos para esta dissertac¸a˜o.
1.3 Estrutura da Dissertac¸a˜o
A estrutura da dissertac¸a˜o e´ a seguinte:
• No segundo cap´ıtulo e´ definido o conceito de Botnet, sendo apresentadas as principais
famı´lias que se podem encontrar na Internet. Sa˜o tambe´m apresentados os me´todos de
detec¸a˜o existentes atualmente.
• No terceiro cap´ıtulo e´ proposto um modelo para ana´lise do tra´fego de rede gerado por
alguns tipos de Botnet e, sa˜o apresentados alguns mecanismos que se supo˜e que as
Botnets possam usar hoje em dia.
• No quarto cap´ıtulo sa˜o apresentados os resultados das capturas realizadas, e sa˜o discu-
tidas as semelhanc¸as e diferenc¸as entre os resultados obtidos.
• No quinto cap´ıtulo sa˜o apresentadas as simulac¸o˜es de comportamentos poss´ıveis de uma
Botnet e sa˜o igualmente apresentados os resultados para as simulac¸o˜es efetuadas.
• No u´ltimo cap´ıtulo desta dissertac¸a˜o sa˜o apresentadas as concluso˜es e sa˜o propostas
linhas de orientac¸a˜o para um trabalho futuro.
5
Cap´ıtulo 2
Botnets e Mecanismos de Detec¸a˜o
Atuais
Hoje em dia as Botnets sa˜o consideradas as maiores e mais perigosas ameac¸as da Web.
Provocam danos que podem ir desde o roubo de informac¸o˜es a infec¸o˜es de malwares com o
objetivo de perpetrar fraude e outros crimes. A principal diferenc¸a em relac¸a˜o a outros tipos
de malwares e´ que as Botnets possuem um tra´fego caracter´ıstico entre a ma´quina infetada
e um servidor de controlo. Segundo investigadores da empresa de seguranc¸a Trend Micro,
preveˆ-se que as Botnets tenham aparecido por volta do ano 1999 quando aparecem o Sub7
e o Pretty Park - um trojan e um worm respetivamente. Ambos introduziram o conceito de
bot (ma´quina v´ıtima) que se ligava a um canal IRC e escutava comandos mal intencionados
[?]. Estas primeiras Botnets tinham como objetivo roubar informac¸a˜o confidencial e contro-
lar remotamente um sistema - vulgarmente chamadas de RAT (remote administration tools).
Ao longo das evoluc¸o˜es subsequentes, as Botnets foram-se modularizando e aparecendo um
grande nu´mero de pequenas variac¸o˜es capazes de alcanc¸ar cada vez mais funcionalidades.
Na anexo A.1, e mais em concreto na figura A.1, irei abordar mais detalhadamente um pouco
da histo´ria inicial das Botnets.
O aparecimento das Botnets deve-se em muito a` existeˆncia de exploits nos sistemas opera-
tivos, sendo o Microsoft Windows o mais explorado por parte dos hackers visto tambe´m por
ser o sistema operativo mais popular a n´ıvel mundial. Assim, as Botnets foram-se espalhando
recorrendo a algumas te´cnicas ja´ usadas no passado por outros tipos de malware, como worms
que se replicam, pequenas aplicac¸o˜es para download de trojans e v´ırus enviados atrave´s de
e-mail que teˆm como principal objetivo levarem as v´ıtimas a executarem co´digo malicioso
nas suas ma´quinas. A figura 2.1 tenta demonstrar o caso mais gene´rico de uma infec¸a˜o de
um host, adicionando o mesmo a` Botnet existente. Assim, pode perceber-se que uma carac-
ter´ıstica essencial no funcionamento de uma Botnet e´ o tra´fego gerado entre o bot e o servidor
de comando, ou seja, neste processo de investigac¸a˜o o essencial consiste em analisar o tra´fego
gerado para o servidor de comando, monitorizando exclusivamente atividades de rede. Esta e´
uma a´rea que na˜o e´ ta˜o explorada como a observac¸a˜o dos ficheiros bina´rios que se encontram
no bot, atrave´s da ana´lise de checksums dos executa´veis, por exemplo [?].
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Figura 2.1: Exemplo t´ıpico da propagac¸a˜o de uma Botnet
2.1 Mecanismos de Detec¸a˜o Existentes
Atualmente existem diversas investigac¸o˜es em curso relacionadas com a detec¸a˜o de Bot-
nets para estas poderem ser identificadas antes que ocorra um ataque. Esta tarefa pode ser
separada em:
1. Detec¸a˜o de fluxos de tra´fego infetado, normalmente o canal do servidor de comando;
2. Co-relacionar os fluxos detetados do ponto anterior, de forma a identificar Botnets da
mesma famı´lia;
3. Identificac¸a˜o do host C&C, no sentido de ficar mais perto do atacante de um ponto de
vista lo´gico.
Uma investigac¸a˜o levada a cabo por Carl Livadas and Co. mostra uma abordagem compre-
endida em duas fases [?]. Na 1a etapa ocorre uma classificac¸a˜o dos fluxos de tra´fego (no
caso TCP), que podem ser fluxos de chat ou dados. Neste caso, o pressuposto subjacente e´
que o tra´fego de controlo das Botnets baseadas em chat se assemelha a tra´fego verdadeiro
de um chat entre clientes que na˜o esta˜o infetados. O argumento apresentado e´ que ate´ ao
momento os comandos de uma Botnet baseada num mecanismo de chat teˆm o mesmo com-
primento de mensagens reais e, para garantir que os fluxos de tra´fego de uma Botnet na˜o
causem perturbac¸o˜es percet´ıveis aos administradores eles devem imitar da melhor forma as
ligac¸o˜es criadas no momento de um conversac¸a˜o real entre ma´quinas na˜o infetadas. Na 2a
fase os fluxos de chat sa˜o classificados como pertencentes a uma Botnet ou a conversac¸o˜es
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reais. Neste caso, o pressuposto e´ que de alguma forma havera´ alguma diferenc¸a entre a con-
versac¸a˜o levada a cabo por uma Botnet e o tra´fego real. Assim, a investigac¸a˜o pretende que
estas pequenas diferenc¸as entre fluxos possam ser modeladas por te´cnicas que uma ma´quina
possa aprender a caracterizar. Investigac¸o˜es existentes nesta a´rea, esta˜o orientadas tambe´m
a` criac¸a˜o de mecanismos de detec¸a˜o de redes de Spam nos maiores fornecedores de servic¸os
de e-mail. O sistema BotGraph permite descobrir as relac¸o˜es entre as atividades de uma
Botnet pela construc¸a˜o de grafos utilizador-utilizador, estando a pesquisa intimamente ligada
a componentes de sub-grafos. Um dos ataques mais recentes que este sistema permite dete-
tar e´ designado de Web-account abuse attack [?]. Neste tipo de ataque, os spammers usam
as ma´quinas infetadas para registarem milhares de contas de utilizador de provedores como
GMail, AOL, Hotmail entre outros. Estas contas ”fantasma”iriam ser usadas para enviar
milho˜es de e-mails de Spam [?].
Existem tambe´m diversas etapas no ciclo de uma Botnet, que podem ser exploradas para
aprender te´cnicas das Botnets e assim, dificultar e diminuir a sua efica´cia. Numa etapa inicial
do desenvolvimento de mecanismos de detec¸a˜o nesta a´rea, um sistema de ana´lise de signatu-
res dos Bots poderia alertar potenciais atividades maliciosas [?]. Este sistema baseia-se em
modelos de detec¸a˜o que sa˜o orientados ao facto de que, cada bot recebe comandos de um
Botmaster e ao qual responde de uma forma caracter´ıstica. Os comportamentos cooperati-
vos deste tipo de redes infetadas suscitou o aparecimento de mais ferramentas de detec¸a˜o de
anomalias. O BotHunter modelou a fase de infec¸a˜o, como um conjunto de comandos vaga-
mente ordenados entre um host interno e diversas entidades exteriores e usou estes modelos
de modo a comparar eventos suspeitos de ocorreˆncia de infec¸o˜es [?]. O BotMiner propoˆs uma
framework de detec¸a˜o que utiliza um mecanismo de clustering nos canais de comunicac¸a˜o
C&C monitorizados, e nas tarefas maliciosas. Apo´s este procedimento de clustering, um me-
canismo de correlac¸a˜o sobre estes dados produz os resultados finais de alerta de intrusa˜o [?].
Akiyama et al. definiu um sistema de 3 me´tricas para determinar o comportamento das Bot-
nets, assumindo que o tra´fego das mesmas e´ regular nos seguintes pontos: relac¸a˜o, resposta
e sincronizac¸a˜o. Sucintamente, a relac¸a˜o representa a ligac¸a˜o entre Botmaster e bots sobre
um protocolo u´nico. Mesmo na˜o tendo uma ligac¸a˜o direta sobre a camada de transporte,
pode existir um relacionamento numa camada superior, como em redes de overlay. No caso
da resposta, a ana´lise recai sobre o facto de que quando um host legitimo de rede recebe
uma mensagem, o mesmo responde ou executa uma ac¸a˜o apo´s um tempo varia´vel. Por outro
lado, quando um bot recebe um comando do seu Botmaster, este responde com atividades
pre´-programadas com um tempo constante de resposta. Em relac¸a˜o ao u´ltimo ponto, que se
refere a` sincronizac¸a˜o, e´ assumido que todos os bots possam encontrar-se sincronizados uns
com os outros, e que ira˜o executar simultaneamente ac¸o˜es do ge´nero: ataques de DDoS, envio
de relato´rios de atividade, ou recec¸a˜o de comandos. Portanto, partindo destas premissas e´
poss´ıvel supor que podemos detetar grupos homoge´neos e suspeitos de bots observando a
quantidade de tra´fego ou as suas ac¸o˜es [?]. Tal sistema pode ser representado tal como na
figura 2.2.
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Figura 2.2: Comportamento de uma Botnet: Relac¸a˜o, Resposta e Sincronizac¸a˜o
Apareceram igualmente propostas de detec¸a˜o de Botnets baseadas em padro˜es de ataque.
Brodsky et al. baseou-se no pressuposto de que as Botnets tendem a enviar grande nu´mero
de Spam num per´ıodo relativamente curto de tempo [?], e num me´todo semelhante Xie et al.
usou propriedades de tra´fego de Spam de servidores e spam payload, de forma a construir
uma framework de detec¸a˜o [?]. Foram realizados estudos atendendo ao facto de as sesso˜es
com o C&C terem caracter´ısticas u´nicas que proveˆm do comportamento dos bots e foram pro-
postas te´cnicas alternativas para identificar computadores comprometidos usando algoritmos
SVM (Support Vector Machine) [?]. Na monitorizac¸a˜o de tra´fego de rede, foram igualmente
surgindo alguns estudos incidindo sobre tra´fego DNS de atividades de grupo.
As queries DNS de Botnets podem ser distinguidas das legitimas atrave´s de caracter´ısticas
que sa˜o apresentadas na tabela 2.1.



















No primeiro caso, apenas os membros das Botnets enviam queries para o domı´nio do ser-
vidor C&C enquanto que os utilizadores leg´ıtimos normalmente nunca interpelam o domı´nio
do servidor de controlo. Assim, o nu´mero de enderec¸os IP’s diferentes que sa˜o procurados
no domı´nio da Botnet e´ na maior parte das vezes de tamanho fixo. Por outro lado, numa
utilizac¸a˜o por parte de utilizadores comuns, estes procuram enderec¸os de domı´nios seguindo
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um me´todo aleato´rio. No segundo ponto as atividades de grupo de uma Botnet fazem com
que os membros atuem e executem tarefas ao mesmo tempo, assim as queries DNS ocorrem
temporariamente e simultaneamente. No entanto, no caso de utilizadores leg´ıtimos as queries
DNS ocorrem de uma forma cont´ınua ao inve´s de um padra˜o de simultaneidade. Em relac¸a˜o
ao tipo dos servidores DNS, as Botnets normalmente recorrem a servidores dinaˆmicos, ao
contra´rio do que acontece normalmente [?]. Existe um estudo de um sistema BOTGaD ba-
seado exclusivamente na monitorizac¸a˜o de tra´fego DNS para detec¸a˜o de atividades malignas,
tendo por base as Botnets centralizadas efetuarem atividades de DNS intensas [?].
2.2 Famı´lias de Botnets
No conjunto vasto de redes infetadas deste tipo tem-se verificado uma evoluc¸a˜o nas tipo-
logias da estrutura de rede utilizadas, por exemplo, com o recurso a tecnologias P2P. Outra
questa˜o tem a ver com o facto de em vez de existir um tra´fego caracter´ıstico em direc¸a˜o ao
servidor de controlo este possa estar espalhado pelos peers da rede. Por isso, existe a possi-
bilidade de caracterizar as Botnets em pequenas famı´lias tendo em conta o tra´fego de rede
gerado e a topologia das mesmas.
2.2.1 Botnets IRC
Tendo em conta o servidor de Controlo (C&C Server), e sabendo que este e´ um ponto
fulcral do sistema de uma Botnet, o mesmo pode operar sobre diferentes tipologias de rede e
usar diferentes mecanismos de comunicac¸a˜o, como os protocolos IRC, HTTP, DNS e P2P[?].
No in´ıcio da expansa˜o das Botnets o protocolo IRC foi o mais usado devido ao facto de ser
mais simples de implementar e por uma questa˜o de convenieˆncia por parte dos hackers, pois
era tambe´m bastante popular. Este protocolo foi inicialmente desenhado para confereˆncias,
no sentido de permitir uma comunicac¸a˜o em tempo real entre utilizadores. Uma rede IRC
podia conter um ou va´rios servidores que trocavam informac¸o˜es entre si. De forma sucinta,
numa rede deste tipo, um utilizador regista-se com um identificador u´nico na rede e junta-se
a um canal existente de forma a debater um determinado assunto com outros utilizadores [?].
Ao analisarmos uma Botnet baseada em IRC deve-se ter em conta o to´pico do canal, pois
ele pode ser o meio de divulgar comandos aos bots. Uma sequeˆncia t´ıpica de ac¸o˜es por parte
de um zombie numa Botnet IRC e´ a seguinte: juntar-se ao canal, executar a instruc¸a˜o do
to´pico do canal, manter a comunicac¸a˜o em aberto e escutar outros comandos do Botmaster.
Grande parte do desenvolvimento de algoritmos de detec¸a˜o de Botnets IRC baseou-se na
ana´lise dos identificadores u´nicos, nicknames com que os zombies se ligam ao canal IRC de
comando e na ana´lise de strings caracter´ısticas da execuc¸a˜o de comandos t´ıpicos de Botnets
como a Agobot, RxBot e a SDBot. Destas Botnets derivou uma larga famı´lia de outras com
pequenas alterac¸o˜es no seu co´digo [?]. A Botnet IRC mais analisada e com mais variantes e´ a
Agobot (tambe´m conhecida por Phatbot, Forbot, Xtrembot), em relac¸a˜o a` qual o fornecedor
de anti-v´ırus Sophos ja´ detetou cerca de 500 variantes. O bot foi escrito em C++ com ca-
pacidades de multi-plataforma e foi publicado sob uma licenc¸a GPL. Esta Botnet foi escrita
por um Alema˜o que foi preso em 2004. As u´ltimas verso˜es da Agobot demonstravam que
estava bem estruturada por mo´dulos e era bastante simples adicionar novas funcionalidades
para vulnerabilidades que fossem encontradas nos sistemas operativos.
Tambe´m em relac¸a˜o a`s Botnets comandadas atrave´s de canais IRC, salienta-se a SDBot
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(tambe´m conhecida por RBot,UrBot,UrXBot), que foi constru´ıda em C na˜o ta˜o bem estrutu-
rado, mas que mesmo assim teve uma vasta adesa˜o por parte dos hackers devido a` facilidade
de encontrar o co´digo fonte e ao seu prec¸o.
2.2.2 Botnets P2P
As Botnets estruturadas numa rede P2P podem ser consideradas uma evoluc¸a˜o natural
por parte dos Botmasters pois estes notaram que o controlo de uma vasta rede de ma´quinas
infetadas (bots) iria atrair atenc¸o˜es por parte das autoridades competentes no combate aos
crimes informa´ticos.
Controlar uma Botnet de enorme tamanho sem uma estrutura de rede adequada na˜o sera´ uma
escolha sensata pois os ISP, e mais em concreto os agentes da autoridade, teˆm feito esforc¸os
cada vez maiores para derrubar as organizac¸o˜es criminosas que esta˜o no controlo das maiores
Botnets.
Assim sendo, as redes P2P sa˜o o melhor exemplo de uma arquitetura distribu´ıda, visto que
no caso de um computador se desligar por sido desinfetado ou porque foi banido por parte
do ISP, uma Botnet com uma estrutura centralizada iria perder de um modo mais percet´ıvel
funcionalidades. No entanto, no caso de uma Botnet numa rede distribu´ıda, mesmo que exista
a perca de um dos peers/bot da rede, os restantes ira˜o reconstruir-se tentando ligar-se aos
restantes peers existentes. Uma das desvantagens no uso de uma rede distribu´ıda e´ o facto
de serem mais lentas que uma rede centralizada e de na˜o possu´ırem a capacidade de gerir
um grande nu´mero de bots. Mesmo assim, o Botmaster continua a poder ligar-se a um u´nico
sistema comprometido para controlar os bots. A tabela 2.2 apresenta uma visa˜o geral dos
bots mais importantes e dos protocolos P2P. O per´ıodo abrangido nesta tabela vai desde um
dos primeiros bots conhecidos, o EggDrop, ate´ ao bot Heloag que se classifica como um dos
mais recentes e sobre o qual ainda na˜o foi poss´ıvel obter muita informac¸a˜o acerca da sua
estrutura.
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Tabela 2.2: Evoluc¸a˜o do aparecimento das Botnets distribu´ıdas
Data Nome Tipo Descric¸a˜o
12/1993 EggDrop Bot Na˜o Malicioso Reconhecido bot IRC na˜o malicioso,
tornado popular
04/1998 GTbot Variants Bot Malicioso IRC bot baseado no mIRC, que per-
mitia o executar de scripts
05/1999 Napster Peer-to-Peer Primeiro servic¸o bastante divulgado
que usava uma arquitetura h´ıbrida,
um misto entre um servidor central
e uma rede de peers
11/1999 Direct Connect Peer-to-Peer Variante do Napster
03/2000 Gnutella Peer-to-Peer Primeiro protocolo peer-to-peer des-
centralizado
09/2000 eDonkey Peer-to-Peer Usava um lookup sobre um di-
recto´rio de checksum para encontrar
ficheiros
03/2001 Fast Track Peer-to-Peer Usava super-no´s sobre uma arquite-
tura peer-to-peer
05/2001 WinMX Peer-to-Peer Protocolo proprieta´rio semelhante
ao Fast Track
06/2001 Ares Peer-to-Peer Capacidade de penetrar NATs with
UDP punching
07/2001 BitTorrent Peer-to-Peer Proporciona um grupo de peers para
downloads ra´pidos
04/2002 Variantes SDbot Bot Malicioso Usava um cliente IRC pro´prio para
aumentar a eficieˆncia
10/2002 Variantes Agobot Bot Malicioso Bot Robusto, Flex´ıvel e com uma
arquitectura modular
04/2003 Variantes Spybot Bot Malicioso Extensa˜o de funcionalidades base-
ado no Agobot
05/2003 WASTE Peer-to-Peer Pequena rede VPN que usava chaves
RSA pu´blicas
09/2003 Sinit Bot Malicioso Peer-to-peer bot que usava um scan
de rede aleato´rio para achar peers
11/2003 Kademlia Peer-to-Peer Usava hash tables distribu´ıdas para
uma arquitetura descentralizada
03/2004 Phatbot Bot Malicioso Peer-to-peer bot baseado no
WASTE
03/2006 SpamThru Bot Malicioso Peer-to-peer bot que usava um pro-
toclo pro´prio para backup
04/2006 Nugache Bot Malicioso Peer-to-peer bot que se ligava a pe-
ers pre´-definidas
01/2007 Peacomm Bot Malicioso Peer-to-peer bot baseado no Ka-
demlia
04/2010 Heloag Bot Malicioso Peer-to-peer bot protocolo pro-
prieta´rio
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Independentemente da atividade maliciosa das Botnets, acredito que os protocolos P2P
se salientaram cada vez mais depois do aparecimento do Napster (software de partilha de
mu´sica). O Napster permitia os clientes trocarem as mu´sicas entre si apesar de que a indexac¸a˜o
dos ficheiros era feita num servidor central. Talvez por este facto, e tambe´m devido ao facto
dos clientes estarem a trocar mu´sica de forma ilegal, o servic¸o acabou por ser encerrado por
ordem judicial. Com o desaparecimento do Napster nos seus moldes iniciais, as redes P2P
descentralizadas foram emergindo com maior proemineˆncia. O protocolo Gnutella marca
o in´ıcio de redes P2P totalmente distribu´ıdas; apo´s este protocolo foram aparecendo uma
variedade de outros protocolos cada vez mais eficientes, resistentes e com menos falhas. Os
protocolos mais recentes, como o Chord e o Kademlia, introduziram tabelas de hash de modo
a criar um me´todo mais eficaz para a descoberta e troca de informac¸a˜o numa rede P2P. Se a
eficieˆncia das redes P2P se conseguir aproximar de uma rede centralizada existe a possibilidade
de no futuro as Botnets que ira˜o aparecer terem por base esta estrutura. O trojan do qual
foi poss´ıvel obter mais informac¸a˜o foi o trojan Peacomm [?], um bina´rio que possu´ıa diversas
funcionalidades logo no momento da instalac¸a˜o, capaz de se ligar imediatamente a` rede P2P
e que permite infec¸o˜es posteriores que o Botmaster pode controlar de forma a alterar as
capacidades dos bots instalados nos hosts. O primeiro pacote enviado pelo malware Peacomm
era um processo de bootstrap que permitia ao bot juntar-se a` rede Overnet, nada mais que
uma rede P2P de troca de ficheiros implementada sobre o Kademlia. Assim, o bot traz no seu
pacote de instalac¸a˜o uma lista de bots que se presume estejam online. Esta lista e´ hard coded
no pacote de instalac¸a˜o do bot. Esta lista pode ser atualizada em cada ciclo de atualizac¸a˜o do
bot, mas traz o problema de um ponto central de falha. Ou seja, se esta lista de no´s da rede
na˜o for atualizada por algum motivo o bot perde a sua ligac¸a˜o inicial com a rede e torna-se
assim inu´til. O funcionamento deste bot consiste na seguinte se´rie de passos:
1. Ligac¸a˜o a` rede Overnet - O bot publica-se a si mesmo na rede Overnet e liga-se aos
peers.
2. Download de uma infec¸a˜o secunda´ria - O bot usa chaves hard coded para procurar e
fazer download de um valor na rede Overnet. Este valor na˜o e´ mais que uma URL
encriptada que aponta a localizac¸a˜o do segundo executa´vel infetado.
3. Desencriptac¸a˜o da infec¸a˜o secunda´ria - O bot usa uma chave que possui no bina´rio
inicial para descodificar o valor retirado da rede Overnet para uma URL.
4. Download da infec¸a˜o secunda´ria - O bot transfere da URL do servidor remoto o segundo
ficheiro infetado.
5. Execuc¸a˜o da infec¸a˜o secunda´ria - O bot executa o bina´rio que descarregou no passo
anterior, e agenda futuras actualizac¸o˜es na rede P2P.
Tendo em conta que os bots P2P podem estar mesclados com utilizadores P2P normais, e´
natural que a comunicac¸a˜o com os servidores C&C use os protocolos existentes. Por outro
lado, os Botmasters teˆm a possibilidade de adoptar um protocolo existente, tal como foi
referido no trojan Peacomm, ou criar um protocolo novo, como no caso do estudo do Overbot
no qual e´ proposto criar uma Botnet onde um no´ capturado na˜o revela qualquer tipo de
informac¸a˜o sobre os outros no´s da rede. A estrutura adotada assegura que um intruso e´
incapaz de saber informac¸o˜es sobre os restantes elementos da rede, o comportamento de
no´s desta rede Overbot na˜o se distingue de no´s leg´ıtimos de uma rede P2P normal e por
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fim, o Botmaster na˜o mante´m contacto direto com os no´s da rede. Assim estes u´ltimos na˜o
conseguem obter os enderec¸os IP pelos quais o Botmaster emite comandos [?]. Na atualidade
o desenvolvimento nesta a´rea passa por adotar uma topologia de rede h´ıbrida que permita
maior robustez [?].
2.2.3 Botnets HTTP
Atualmente o desenvolvimento de Botnets passa pelo desenvolvimento de bots HTTP,
sendo que por volta de Abril de 2008 investigadores da empresa de seguranc¸a Damballa
descobriram que a Botnet Kraken (tambe´m conhecida por Bobax) infectou 50 empresas da
lista Fortune 500, que apresenta as melhores 500 empresas a n´ıvel mundial, e conseguiu
atingir um nu´mero de 400.000 ma´quinas infectadas. Os investigadores estimaram tambe´m
que esta Botnet Kraken conseguia enviar cerca de 9 milho˜es de mensagens de SPAM por
dia. Os modelos atuais de detec¸a˜o de Botnets baseiam-se na ana´lise de DNS queries que
sa˜o enviadas dos bots para o servidor DNS quando os bots se ligam a um servidor C&C ou
atacam determinado alvo. Esta ana´lise tem em conta as redes FastFlux, as quais irei abordar
no anexo B.1. Cada vez mais estes modelos de detec¸a˜o ira˜o apresentar mais falhas pois as
Botnets esta˜o a ser desenvolvidas de forma a diminuir a sua interac¸a˜o com os servidores
DNS. Tipicamente as Botnets HTTP usam o protocolo HTTP, que e´ bastante diferente do
comportamento de um bot IRC que mante´m uma ligac¸a˜o e que na˜o faz novas ligac¸o˜es apo´s
a primeira ligac¸a˜o ao servidor de comando. Uma Botnet HTTP normalmente na˜o mante´m
uma ligac¸a˜o permanente ao servidor C&C, em vez disso os bots contactam normalmente o
servidor em intervalos regulares que habitualmente sa˜o pass´ıveis de serem configurados pelo
Botmaster. Outra direc¸a˜o que o estudo da detec¸a˜o de Botnets HTTP esta´ a seguir e´ o me´todo
de correlac¸a˜o entre grupos, em que se observam as semelhanc¸as na atividade de rede entre
dois ou mais bots para verificar se sa˜o da mesma Botnet. No entanto, este me´todo parte da
premissa que hajam pelo menos dois hosts infetados pelo mesmo bot na rede monitorizada.[?]
E´ o´bvio que os criadores das Botnets baseadas no protocolo HTTP tentam esconder o tra´fego
gerado pelas mesmas no tra´fego leg´ıtimo de uma host comprometido. Os investigadores do
grupo de seguranc¸a Team Cymru descobriram que 46% dos servidores de C&C usa um domı´nio
pro´prio e que estes teˆm somente o objetivo de alojar um servidor de comando de uma Botnet
HTTP. Tal facto e´ apresentado na figura 2.3, em conjunto com os outros tipos de alojamento
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Figura 2.3: Alojamento comum dos servidores C&C de uma HTTP Botnet - Estudo Team
Cymru [?]
A figura 2.4 mostra um estudo do 1o dia de Junho de 2008 da equipa Team Cymru acerca
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Figura 2.4: Local dos servidores C&C de uma HTTP Botnet em 2008 - Estudo Team Cymru
[?]
Assim, dentro desta famı´lia enorme de Botnets HTTP, parte delas esta´ associada a` ins-
talac¸a˜o de adware, lanc¸amentos de ataques de denial of service e ate´ roubo de informac¸a˜o
financeira dos hosts. Como esperado, os servidores C&C que funcionam sobre HTTP sa˜o
usados para diferentes atos criminais e neste aspeto na˜o diferem das Botnets que referi nos
pontos anteriores (P2P e IRC), deste modo a observac¸a˜o de uma infec¸a˜o de um bot HTTP
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baseia-se na procura por outros padro˜es nas ligac¸o˜es das v´ıtimas ao servidor de controlo. Por
exemplo, numa ana´lise efetuada ao Bot matchbot verifica-se que as ma´quinas infetadas se jun-
tam a` rede usando uma string codificada em base64 contendo informac¸a˜o acerca do enderec¸o
local, sistema operativo em uso e um identificador do utilizador local, como por exemplo:
GET /cgi-bin/get.cgi?data=dmVyPTUmdWlkPTE4MDczMzM2NSZjb25uPSZvT-
fughujgbrjgbisFFdsTHHDFGFEfefdsfWqYjhJ
O servidor de controlo ira´ responder com um comando codificado numa string que con-
tenha o enderec¸o de uma ma´quina para ser efectuado um ataque de DDoS, instruc¸o˜es para
envio de informac¸a˜o confidencial ou informac¸o˜es para actualizar o bot.
2.2.4 HTTP Botnets destinadas ao roubo de informac¸a˜o pessoal
No aˆmbito desta dissertac¸a˜o de mestrado o estudo incidiu mais nas Botnets atuais de
roubo de informac¸a˜o aos utilizadores.Neste campo foram estudadas duas Botnets - Zeus e
SpyEye, que se encontram bastante em foco hoje em dia pois contam com um nu´mero ele-
vado de ma´quinas infetadas e esta˜o constantemente a ser atualizadas, no sentido de ser mais
complicada a sua detec¸a˜o por parte dos diversos anti-v´ırus e de explorarem novos exploits
que va˜o aparecendo nos sistemas operativos onde se encontram alojadas.
Zeus Botnet
Segundo investigadores da empresa de seguranc¸a Damballa, em Julho de 2009 a Botnet
Zeus tinha o maior nu´mero de ma´quinas infetadas, cerca de 3.6 milho˜es de ma´quinas nos
EUA (19% dos PCs existentes nos EUA - valor estimado a` data do estudo). Existe igual-
mente uma estimativa que cerca de 44% de infec¸o˜es relacionadas com fraude banca´ria seja
responsabilidade da Zeus, ao ponto de a Symantec se referir muitas vezes a ela como ”King of
the Underground Crimeware Toolkits”. A grande vantagem da Botnet Zeus e´ que se encontra
muito divulgada no mercado dos hackers e, existem uma se´rie de mo´dulos de expansa˜o que va˜o
sendo lanc¸ados pela equipa de desenvolvimento de forma a aproximar a Botnet das necessida-
des dos clientes criminosos. Uma das melhores funcionalidades desta Botnet e´ o algoritmo de
gerac¸a˜o de domı´nios. Sucintamente, o trojan recorre a uma API de Encriptac¸a˜o para calcular
valores MD5 de uma hash. Os valores da hash sa˜o preenchidos tendo tambe´m em conta o valor
de tempo do computador comprometido. Apo´s o valor da hash ser criado, o mesmo e´ extra´ıdo
e convertido para uma string de caracteres ASCII e adicionado a um domı´nio -.biz, .info, .org,
.com, .net - de forma a criar um registo DNS. Tendo em conta este facto, sa˜o criadas uma
se´rie de domı´nios imposs´ıveis de serem lidos, como por exemplo - http://ertyusopiloiz.info,
http://ertyusopiloiz.org, http://ertyusopiloiz.net. O trojan calcula estes valores a partir de
uma lista de URL, apo´s o que tenta fazer download de novos ficheiros, o que possibilita que
num determinado momento so´ alguns enderec¸os dos inicialmente produzidos estejam ativos.
O bot questiona diariamente uma lista de cerca de 1000 domı´nios para verificar em qual deles
se encontra activo o servidor de comando, procede enta˜o a um download de um ficheiro que
tem presente uma assinatura que permite que o bot so´ execute o ficheiro que acabou de ser
descarregado se esta assinatura puder ser verificada por uma chave pu´blica embebida no bot.
Isto assegura nas verso˜es mais recentes do bot, nomeadamente a Zbot.B, que cada bot criado
pelo kit de construc¸a˜o so´ execute os seus pro´prios ficheiros. Isto e´ um novo mecanismo de
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protec¸a˜o da Botnet Zeus em resposta a algumas verso˜es da Botnet Spyeye, que irei referir
de seguida, que traziam uma ferramenta para destruir bots da Zeus para na˜o ocorrer um
aproveitamento dos bots por outros tipos de malware. Assim temos todos os dados enviados
pela Botnet encriptados e pass´ıveis de serem descodificados por uma chave interna ao bot, o
que implica que todos os Bots sejam atualizados para uma versa˜o que inclua a nova password
de desencriptac¸a˜o caso a chave seja alterada. No processo de comunicac¸a˜o com o servidor e´
pedido um ficheiro dinaˆmico de configurac¸a˜o. Ao contra´rio do que referi antes, este e´ o u´nico
ficheiro que ja´ foi encriptado pelo mo´dulo de construc¸a˜o e pode ser enviado sem mais nenhum
processamento. Apo´s a recec¸a˜o, o bot ira´ retirar uma URL do servidor de entrega do ficheiro,
de seguida ira´ fazer um HTTP POST contendo alguma informac¸a˜o sobre a ma´quina infetada,
efetuar um processo de login e indicar o seu estado como online. Ao longo da sua atividade
o bot ira´ continuar a efetuar POST encriptados de dados capturados a intervalos de tempo
pass´ıveis de serem monitorizados em per´ıodos regulares. Outra funcionalidade importante da
Botnet Zeus e´ a sua capacidade de injetar co´digo dinaˆmico em pa´ginas web visualizadas num
bot. Isto e´ feito on-the-fly, ao mesmo tempo que os dados passam do servidor para o browser
do cliente. Em termos de mecanismos de protec¸a˜o, a ZBot infecta ficheiros .exe, que sa˜o
detetados como um trojan ZBot.B inf, sendo que os ficheiros infetados ira˜o fazer download de
uma nova versa˜o do trojan ZBot.B. Ao fazer isto, mesmo que o trojan ZBot seja removido, a
restante parte do trojan ZBot.B inf garante que ira´ efetuar o download de uma nova versa˜o
do Zbot.B e que a ma´quina permanece infetada. Isto prova que mesmo para este tipo de
empresas com atividade criminosa a continuac¸a˜o do processo de trabalho, vulgo infec¸o˜es de
mais bots, e´ cr´ıtico e na˜o pode ser interrompida uma vez que os clientes compradores da Zbot
se movem por interesses financeiros.
SpyEye Botnet
Nos finais de Dezembro de 2009 um nova ferramenta de crime informa´tico emergiu do
mercado russo, conhecida por SpyEye V1.0 comec¸ando a ser vendida nos fo´runs russos a
prec¸os de entrada de 500 do´lares. O toolkit da SpyEye e´ bastante semelhante ao da Zeus,
pois conte´m igualmente um mo´dulo de construc¸a˜o do bot executa´vel com um ficheiro de
configurac¸a˜o e um painel de controlo web para monitorizac¸a˜o com o servidor de C&C. As
funcionalidades anunciadas no momento do lanc¸amento eram:
• Formgrabber (Keylogger)
• Mo´dulos de preenchimento automa´tico de carto˜es de cre´dito
• Backup dia´rio para email
• Ficheiro de configurac¸a˜o encriptado
• FTP protocol grabber
• POP3 grabber
• Http basic access authorization grabber
• Zeus Killer
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No momento da escrita desta dissertac¸a˜o a Fortinet publicou um relato´rio de mercado
sobre vulnerabilidades em produtos Cisco, Adobe e Microsoft. A Botnet SpyEye entrou neste
relato´rio como uma das 10 principais ameac¸as nestes meses, o que significa que as organizac¸o˜es
criminais possam estar a mudar para esta Botnet em detrimento da Zeus. Isto pode dever-
se a` concorreˆncia feroz entre a equipa de desenvolvimento da SpyEye e da Zeus. A u´ltima
versa˜o do bot SpyEye possui um mecanismo revoluciona´rio de transfereˆncias automa´ticas de
informac¸a˜o. Este sistema e´ responsa´vel por iniciar as transfereˆncias de dinheiro das vitimas
para as contas do Botmaster. No essencial, consiste em co´digo Javascript capaz de esconder
transfereˆncias moneta´rias fraudulentas aos olhos da vitima, atrasando para mais tarde a
detec¸a˜o das mesmas. Esta rotina de transfereˆncia automa´tica de informac¸a˜o e´ espec´ıfica
para cada banco atacado pois cada banco tem uma interface diferente. E´ bastante claro que
este bot possui os mesmos objetivos que o Zeus, e que a disputa entre estes dois bots se
tende a alargar em preju´ızo do utilizador vulgar de computador que ira´ ter um maior nu´mero
de ameac¸as cada vez mais atualizadas ao pormenor, para conseguirem vender o produto de
crimeware melhor que o seu concorrente direto.
2.2.5 HTTP Botnets destinadas ao envio de SPAM
No aˆmbito desta dissertac¸a˜o de mestrado foi abordada uma Botnet muito divulgada no
envio de spam, chamada Rustock [?]. Esta Botnet apareceu em meados de 2006 e, em
Marc¸o de 2011 a Microsoft anunciou ter desligado a maior parte desta rede, ou seja, no
momento da ana´lise de resultados pra´ticos posso afirmar que nesta dissertac¸a˜o se obtiveram
as u´ltimas capturas de tra´fego produzidas pela Rustock [?]. Esta rede consistia numa se´rie de
computadores correndo MS Windows, sendo capazes de enviar cerca de 25,000 mensagens de
spam por hora a partir de uma ma´quina infetada. No momento mais ativo da Botnet, esta era
capaz de atingir uma me´dia de 192 mensagens/minutos de spam por ma´quina comprometida.
O nu´mero de ma´quinas infetadas estima-se ter atingido os 2.500.000. O tamanho da Botnet
foi aumentando e mantido principalmente atrave´s da propagac¸a˜o pro´pria, na qual a Botnet
enviou um nu´mero elevado de e-mails maliciosos contendo o pro´prio trojan embebido na
mensagem. A aproximac¸a˜o atual de prevenc¸a˜o das spam Botnets consiste em estrate´gias que
extraiem assinaturas de URLs destinadas ao spam. Apesar de neste tipo de Botnets prevalecer
a importaˆncia do conteu´do dos e-mails enviados em vez da propagac¸a˜o da Botnet, existem
alguns desafios que sa˜o mais complicados de analisar neste contexto, como por exemplo o
facto dos spammers inserem URLs legitimas no conteu´do do e-mails enviado para aumentar
a legitimidade dos mesmos. Devido ao facto de existir esta coexisteˆncia entre URL leg´ıtimas
e maliciosas num e-mail a detec¸a˜o torna-se menos eficaz utilizando uma aproximac¸a˜o que na˜o
lide tanto com a monitorizac¸a˜o do tra´fego de rede.
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Cap´ıtulo 3
Metodologia de Ana´lise de Botnets
No aˆmbito da monitorizac¸a˜o de tra´fego de rede optou-se inicialmente por montar uma es-
trutura com a Botnet mais acess´ıvel na Internet, a RxBot 6.5 que pertence a` famı´lia Agobot,
de forma a perceber o que uma Botnet e´ capaz de efetuar. Esta Botnet esta´ plenamente divul-
gada na Internet, com diversos tutoriais sobre como a usar, sendo o co´digo fonte igualmente
disponibilizado. As principais caracter´ısticas desta Botnet sa˜o:
• A capacidade modular, isto e´, acrescentando novos mo´dulos expandem-se os comandos
que os bots sa˜o capazes de executar
• Atacar exclusivamente plataformas Windows
• Comunicar com um servidor IRC




• Incluir capacidades de executar comandos em multi-thread.
• Usufruir de um servidor SMTP no cliente para envio de spam, e reenvio do bot para
outras ma´quinas
• Utilizar o protocolo HTTP para despoletar ataques DDoS
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Figura 3.1: Esquema de funcionamento da Botnet RxBot 6.5
A figura 3.1 exemplifica o esquema adotado dentro da mesma ma´quina para testar esta Bot-
net. A ma´quina onde se montou a estrutura encontrava-se isolada da rede de forma a na˜o
haver possibilidade de contaminac¸a˜o de outras ma´quinas existentes na rede da Universidade.
O co´digo fonte foi obtido a partir de um forum underground (http : //www.hackforums.net),
incluindo uma colec¸a˜o de ficheiros C++ com os respetivos headers. A modularidade e´ bas-
tante percet´ıvel, pois cada funcionalidade correspondia a um ficheiro C++; isto permitia ao
botmaster controlar o co´digo fonte de forma bastante fa´cil e tornava a adic¸a˜o e remoc¸a˜o de
mo´dulos uma tarefa trivial. Um mo´dulo desenvolvido para a famı´lia Agobot normalmente po-
dia ser exportado para outro membro. Do lado do servidor foram configuradas propriedades
como as apresentadas na tabela 3.1:
Tabela 3.1: Configurac¸o˜es padra˜o do servidor RxBot6.5
Propriedade Varia´vel Descric¸a˜o
Nome do servidor IRC ou IP char server[] = IP do servidor de C&C
Password do servidor IRC char serverpass[] = Password requirida para co-
nexa˜o ao servidor
Porta do servidor IRC int port = 6667 Porta de escuta do servidor.
Por defeito 6667
Nome do canal IRC char channel[] =
”#masterThesis”
Nome do canal IRC ao qual o
bot e´ suposto ligar-se
Password canal IRC char chanpass[] = Password do canal IRC ne-
cessa´rio para o bot poder
juntar-se
Foi igualmente configurado um servidor de backup para o caso do principal ficar oﬄine.
Do lado do cliente foram tambe´m configurados os items presentes na tabela 3.2:
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Tabela 3.2: Configurac¸o˜es padra˜o do cliente RxBot6.5 (cont.)
Propriedade Varia´vel Descric¸a˜o
Bot ID char botid[] = String identificadora do bot
Bot Versa˜o char version[] = Versa˜o do bot
Bot Password char password[] = Password para se ligar a Bot-
net
Bot Nome do EXE char filename[]= ? ? Nome do executa´vel criado
pelo trojan na ma´quina onde
fica alojado
Foram igualmente configuradas diversas opc¸o˜es no cliente para controlar as ferramentas
existentes no bot, entre elas as apresentadas na tabela 3.3:
Tabela 3.3: Configurac¸o˜es padra˜o do cliente RxBot6.5
Propriedade Varia´vel Descric¸a˜o
Debug Log Filename ifdef DEBUG char log-
file[]=”c:\debug.crf”;
endif
Nome do ficheiro de log criado
na ma´quina v´ıtima
Key Logger Filename char keylogfile[] =
”test.crf”
Nome do ficheiro de Keylog-
ging armazenado na v´ıtima
Auto Start Flag BOOL AutoStart =
TRUE
Activac¸a˜o do registo de chaves
no registo do sistema
Auto Start Value char valuename[] =
”Microsoft IT Update”
Chave para o nome de re-
gisto de arranque automa´tico
do bot
Pay Load Filename char szLocalPayload-
File[]=”payload.dat?
Nome do ficheiro para o pay-
load
Exploit Channel Name char exploitchan[] =
”#masterThesis”
Nome do canal onde sera˜o re-
cebidas as mensagens relati-
vas aos exploits usados pelo
bot
Key Logger Channel Name char keylogchan[] =
”#masterThesis”
Canal para onde sera˜o envia-
das as mensagens respectivas
ao keylog
Packet Sniffer Filename char psniffchan[] =
”#masterThesis”
Canal para onde sera˜o redirec-
cionadas as mensagens sniffa-
das pelo bot
sock4 Daemon Port int socks4port = 1243 Porta para o daemon sock4
tftp Port int tftpport = 69 Porta para o servidor tftp
http port int httpport = 2001 Porta para o servidor http
Os mo´dulos mais importantes do RxBot sa˜o:
• rbot.cpp – Mo´dulo essencial ao funcionamento da bot, pois conte´m o ”ce´rebro”da
mesma. A execuc¸a˜o dos mo´dulos secunda´rios depende deste mo´dulo para funcionar.
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• autostart.cpp – Mo´dulo para arranque automa´tico do bot e desactivac¸a˜o de protecc¸o˜es
no computador da v´ıtima.
• capture.cpp – Mo´dulo que permitia capturar screenshots da v´ıtima, activar a webcam,
ou receber videos que estivessem a ser reproduzidos no computador da v´ıtima. Possibi-
litava retirar informac¸a˜o confidencial da ma´quina infectada para roubo de identidade,
por exemplo.
• cdkeys.cpp – Mo´dulo que roubava as chaves de software instaladas na ma´quina infec-
tada.
• findpass.cpp – Mo´dulo que retirava as passwords da memo´ria da ma´quina compro-
metida e enviava para o botmaster pelo canal IRC. As passwords seriam usadas para
invasa˜o de contas de banca´rias, e-mail entre outras.
• processes.cpp – Mo´dulo que permitia matar qualquer processo da ma´quina infectada,
como por exemplo firewalls e anti-v´ırus entre os mais comuns.
Apo´s terem sidas efetuadas estas configurac¸o˜es, deu-se in´ıcio a` experieˆncia de funciona-
mento do bot, na qual se infetou o cliente instalado na ma´quina virtual 2, aparecendo
apo´s alguns segundos a ma´quina infetada no canal configurado no servidor IRC. Seguida-
mente foram executadas instruc¸o˜es para testar o funcionamento do bot, como por exemplo:
< @botmaster > .capture screen C:\Screenshot.jpg
< botclient > [CAPTURE]: Screen capture saved to: C:\Screenshot.jpg
Comando para efetuar uma captura de ecra˜ no computador da v´ıtima.
< @botmaster > .tftpserver start < botclient > Server start at port 21.
Comando para arrancar um servidor tftp na porta configurada na construc¸a˜o do bot.
Com a ilustrac¸a˜o destes dois comandos pertencentes a uma lista de comandos do RxBot,
pretendo demonstrar que estas ordens efetuadas por parte do botmaster aos clientes ocorrem
sempre num modelo em tempo real, ou seja, somente quando o operador da Botnet insere
alguma instruc¸a˜o no canal IRC de controlo dos bots e´ que os mesmos va˜o efetuar a ac¸a˜o
correspondente. A u´nica possibilidade de caracterizar um cliente destes monitorizando o seu
tra´fego de rede passa por controlar os tempos nos pedidos de PING-PONG que aparecem na
comunicac¸a˜o com os bots, e ate´ mesmo estes sa˜o poss´ıveis de ser configurados com pequenas
alterac¸o˜es no co´digo fonte do bot, ou enta˜o uma monitorizac¸a˜o de strings caracter´ısticas no
tra´fego de rede correspondente. As abordagens mais bem conseguidas na detec¸a˜o de Botnets
IRC, tal como a RxBot, utilizam um mecanismo que foi apresentado por Goebel and Holz e
que baseia na detec¸a˜o do nickname da ma´quina infetada no canal IRC [?]. O sistema Rishi
apresentado simplificadamente na figura 3.2 usa um mecanismo de classificac¸a˜o de nicknames
baseados em expresso˜es regulares. Cada nickname e´ testado contra va´rias expresso˜es regula-
res que filtram nomes de bots conhecidos. A configurac¸a˜o inicial do projecto contava com 52
expresso˜es regulares diferentes que correspondiam a umas centenas de nicknames conhecidos
por serem usados por bots.
22
Figura 3.2: Esquema do modelo de detecc¸a˜o Rishi
Estas expresso˜es regulares foram geradas analisando mais de 4,000 bots diferentes e os
respectivos nicknames. Por exemplo a expressa˜o \[[0− 9]\|[0− 9]4, corresponde a nicknames
como [0|1234] e outra expressa˜o ira´ corresponder a nomes como |1234. Como todas as ex-
presso˜es regulares sa˜o guardadas num ficheiro separado, as existentes podem ser facilmente
ajustadas e tambe´m podem ser acrescentadas novas a` medida que novos bots forem apa-
recendo.Se o nome de um bot corresponder a uma expressa˜o regular, sera´ despoletado um
alarme. Depois de a soluc¸a˜o encontrada inicialmente na˜o ter sido a mais eficaz na ana´lise
estat´ıstica de tra´fego de rede, devido ao facto de os comandos e o tra´fego gerado pelas Botnets
ser feito on-demand, optou-se por uma metodologia ja´ aplicada noutros estudos nesta a´rea
[?, ?], acrescentando outros meios para enriquecer a colec¸a˜o de malware dispon´ıvel. Optei
por montar um Honeypot de baixa interatividade, ferramenta usada em muitos estudos nesta
a´rea. No essencial, um Honeypot e´ uma ma´quina comprometida. Este tipo de sistemas pode
ser dividido em treˆs n´ıveis:
1. Honeypot de Baixa Interatividade : Tem funcionalidades prestadoras de servic¸os falsos,
tais como Listener TCP/UDP e mecanismos de respostas falsas, sa˜o os mais fa´ceis de
instalar e configurar;
2. Honeypot de Me´dia Interatividade : Permite ao atacante uma interac¸a˜o maior com o
sistema, pois nem todos os servic¸os sa˜o totalmente emulados permitindo acesso a pastas
e arquivos do sistema real, mas sem proporcionar acesso aos arquivos cr´ıticos do sistema;
3. Honeypot de Alta Interatividade : Este tipo de Honeypots permite ao atacante interagir
com um sistema operacional e servic¸os reais. Os servic¸os na˜o sa˜o simulados, na˜o sa˜o
utilizados ambientes especiais e nada e´ restringido. Este Honeypot traz maior risco ao
sistema e e´ mais complexo de ser criado, oferecendo pore´m uma maior possibilidade de
recolha de dados. Na˜o sa˜o percet´ıveis ao atacante.
O valor de um sistema deste ge´nero esta´ no facto de que nenhum servic¸o de uso comum e´
associado ao sistema, sendo que a sua existeˆncia na˜o e´ divulgada; enta˜o nenhuma tentativa de
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ligac¸a˜o sera´ esperada, e assim qualquer tentativa de atividade com o sistema sera´ considerada
uma poss´ıvel tentativa de intrusa˜o [?]. O Honeypot escolhido foi o Dionaea que na˜o e´ mais que
um recurso de rede cuja func¸a˜o e´ de ser atacado e comprometido (invadido) [?]. Significa dizer
que um Honeypot podera´ ser testado, atacado e invadido, de forma a capturar variados tipos
de clientes de malware. O Dionaea e´ um Honeypot de baixa interatividade, possui servic¸os
SMB, HTTP, FTP e TFTP, que ficou a correr numa ma´quina exposta ao exterior da rede
da universidade com uma ligac¸a˜o ADSL dedicada. Apo´s 3 dias e sem tentativas n´ıtidas de
invasa˜o e de captura de executa´veis que pudessem ser testados num ambiente independente,
optei por mudar o honeypot para uma nova ma´quina a que foi mantida em execuc¸a˜o ate´
hoje. Os ficheiros capturados contam-se por verso˜es de Anti-Virus falsos, e essencialmente
programas que enviam va´rios tipos de publicidade visual para uma ma´quina infectada. Assim
sendo, optei por recorrer a bases de dados de malware e fo´runs underground de acesso gratuito
de forma a obter executa´veis via´veis, sendo que as bases de dados dispon´ıveis pertenciam a
instituic¸o˜es governamentais ou a grupos de investigac¸a˜o que possu´ıam Honeypots pro´prios
instalados em ambientes com maior dimensa˜o do que a instalac¸a˜o efetuada por mim em
laborato´rio. Algumas instituic¸o˜es na˜o cederam o acesso a`s suas bases de dados pois funcionam
num regime de partilha, ou seja, para aceder a`s mesmas e´ necessa´rio partilhar novos bina´rios,
ou enta˜o ja´ possu´ıam o nu´mero de investigadores que consideravam necessa´rios para realizar
as suas tarefas. Portanto a instalac¸a˜o final para ana´lise laboratorial consistiu na seguinte
se´rie de passos:
1. Pesquisa de bina´rios em locais como : http://www.malwaredomainlist.com,
http://support.clean-mx.de/, http://amada.abuse.ch, http://hackforums.net, diversos
fo´runs russos onde obtive informac¸a˜o de que se trocavam malwares e especialmente no
site Offensive Computing, LLC (http://www.offensivecomputing.net), o qual foi for-
mado por Danny Quist e outros como um recurso para a comunidade de seguranc¸a de
computadores. O principal objetivo do site e´ proporcionar uma colec¸a˜o vasta de malwa-
res para ajudar as pessoas a proteger as suas redes de computadores. O site oferece
co´pias ”vivas”de malware, capacidade de procura por md5sums. Segundo os membros
conta com a maior colec¸a˜o de malware da Internet, sendo que no momento da procura
contava com 2,481,280 ficheiros.
2. Procura de bina´rios em trackers dedicados a` Botnet Zeus e SpyEye:
https://zeustracker.abuse.ch/ e https://spyeyetracker.abuse.ch/
3. Tentativa de download das fontes dos pontos acima indicados, de prefereˆncia dos bots
mais actuais tais como Zeus, SpyEye e Rustock essencialmente, ana´lise dos bots nos
servic¸os online Anubis (anubis.iseclab.org) e VirusTotal (www.virustotal.com) que, res-
petivamente, fazem uma ana´lise da execuc¸a˜o do bina´rio e informac¸o˜es sobre o nome e
tipo de Vı´rus contido no bina´rio descarregado.
4. Arranque dos executa´veis numa testbed composta por uma ma´quina f´ısica correndo
Windows XP SP3 com 8Gb de disco e que foi formatada em cada execuc¸a˜o de bot. Isto
foi efetuado para garantir que o bot instalado na˜o se iria desativar caso verificasse que
se encontrava numa ma´quina virtual.
5. Como a tarefa do ponto anterior era bastante dispendiosa, uma vez que o processo de
formatac¸a˜o de uma ma´quina f´ısica na˜o e´ instantaˆneo, tomei o risco de correr algumas
Botnets dentro de ma´quinas virtuais sabendo que o bot se poderia desativar logo no
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in´ıcio, devido a uma verificac¸a˜o que possa existir no seu co´digo. Foi montada uma
ma´quina virtual Windows XP SP3 sobre Ubuntu 10.10, e nomeadamente nas u´ltimas
capturas da Zeus e SpyEye, continuou a verificar-se troca de informac¸a˜o com os servi-
dores de C&C.
6. Captura do tra´fego dos bots instalados com recurso a` ferramenta Wireshark, pois foi
verificado que o volume de tra´fego na˜o foi muito elevado, e assim sendo, o recurso ao
TShark na˜o foi necessa´rio, visto que este gere melhor grandes volumes de dados pois
na˜o enche a memo´ria RAM rapidamente [?].
7. Ana´lise de alto n´ıvel das capturas de tra´fego C&C efetuadas.
O modelo de ana´lise final pode ser mostrado na figura 3.3.
Figura 3.3: Modelo adotado no aˆmbito desta dissertac¸a˜o para ana´lise de comportamentos de
rede de uma Botnet
Um problema verificado no final da execuc¸a˜o dos bots, e´ que e´ bastante dif´ıcil, para na˜o di-
zer imposs´ıvel, garantir que se encontra somente um bot a correr num determinado momento,
isto e´, os executa´veis sa˜o normalmente Trojan-Downloaders, que segundo a informac¸a˜o das
empresas de investigac¸a˜o nesta a´rea, ira˜o efetuar o download do Bot tipo X. Mas no momento
da execuc¸a˜o o mais prova´vel e´ que o Trojan-Downloader ale´m do executa´vel do Bot tipo X,
efetue igualmente download de outros tipos de malware que podem ser tambe´m mais um ou
dois bots de outras Botnets, ficando a ma´quina infetada a executar diversas instaˆncias de
malwares diferentes em vez de uma instaˆncia limpa de uma Botnet. Isto e´ uma situac¸a˜o bas-
tante dif´ıcil de contrariar. Apo´s o processo de captura de tra´fego, este foi filtrado com base em
dados estat´ısticos e decisa˜o humana. A observac¸a˜o a priori de tentativas de comunicac¸a˜o com
servidores de update da Microsoft foram exclu´ıdas, tal como algumas comunicac¸o˜es com ser-
vidores da Google, visto serem comunicac¸o˜es de envio de bookmarks do browser, por exemplo,
e os enderec¸os envolvidos fazerem parte de White Lists de enderec¸os fidedignos. Foi reduzido
o tra´fego aos protocolos TCP, UDP e eliminado tra´fego de sistema como pedidos NBNS e
atualizac¸o˜es de sistema da Microsoft. O tra´fego contendo fluxos TCP somente com SYN
ou flags de RST indicam que a comunicac¸a˜o nunca foi estabelecida e assim na˜o proporciona
informac¸a˜o sobre tra´fego de C&C, sendo que nenhuns dados do n´ıvel aplicacional foram trans-
feridos por estes fluxos removidos. O corte no tamanho das capturas recorrendo apenas a estes
filtros foi bastante significativo em alguns casos, sendo esta reduc¸a˜o na˜o havendo necessitado
de recorrer a servic¸os que permitem garantir a confianc¸a e veracidade de pares IP-Porto. De
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seguida, passou-se a uma etapa de classificac¸a˜o, na qual foram processados os conjuntos de
dados filtrados usando algumas te´cnicas de classificac¸a˜o. Dewes, propoˆs um esquema para
identificac¸a˜o de tra´fego de chat que combina numa se´rie de crite´rios de discriminac¸a˜o, como
Porto usado, distribuic¸a˜o do tamanho do pacote, e conteu´do do pacote [?]. Outros me´todos
de classificac¸a˜o de tra´fego focam-se no uso de te´cnicas estat´ısticas para caracterizar e classifi-
car fluxos de dados. Roughan usou uma classificac¸a˜o com o objetivo de identificar as quatro
maiores classes de servic¸o: interativo, transfereˆncia de dados bulk, streaming e transacional.
No estudo da sua equipa foi investigada a efica´cia de usar o tamanho do pacote e a durac¸a˜o do
fluxo, e esquemas de classificac¸a˜o simples foram aplicados para produzir classificac¸a˜o precisa
de fluxos de tra´fego. O primeiro passo na modelac¸a˜o e´ a compreensa˜o estat´ıstica das carac-
ter´ısticas do tra´fego. Estas podem ser subdivididas em duas categorias: esta´ticas - que na˜o
variam ao longo da durac¸a˜o do fluxo - e dinaˆmicas - que variam ao longo do tempo em que
o fluxo vai progredindo. A informac¸a˜o imuta´vel guardada nos cabec¸alhos IP e TCP/UDP
e´ uma forma de adquirir caracter´ısticas esta´ticas. Estas incluem os valores que formam a
identificac¸a˜o por um tuplo de 5 elementos (5-tuplo) - IP fonte, IP destino, PORTOS fonte
e destino e o protocolo. Tempos de in´ıcio e te´rmino de um fluxo, tal como a durac¸a˜o do
fluxo, sa˜o exemplos de caracter´ısticas esta´ticas que na˜o sa˜o transportadas com o pacote. As
caracter´ısticas dinaˆmicas tambe´m podem ser retiradas do cabec¸alho do pacote e do payload,
tais como valores do tamanho do pacote, definic¸o˜es de fluxo de controlo, valores de IP, flags
de protocolo ativas e dados da aplicac¸a˜o. Outras caracter´ısticas podem ser derivadas, como
tempo de chegada/partida do pacote, o throughput (quantidade de dados transferida por uni-
dade de tempo), e burst times (grupos de chegadas ou partidas de pacotes que se encontram
pro´ximos no tempo).
Seguidamente e´ poss´ıvel examinar modelos de tempo cont´ınuo e discreto. Estes modelos
podem ser aplicados a qualquer tipo de tra´fego, embora existam modelos espec´ıficos que se
adaptam a determinadas aplicac¸o˜es. Assim sendo, os paraˆmetros de tra´fego analisados neste
estudo esta˜o sumariados na tabela 3.4:
Tabela 3.4: Paraˆmetros analisados dos fluxos de tra´fego de C&C
start/end Instante de arranque/te´rmino do fluxo
Protocolo IP Protocolo do Fluxo
TCP Flags Flags activas no fluxo TCP
pkts Nu´mero de pacotes trocados no fluxo
Bytes Total de Bytes trocados no fluxo
durac¸a˜o durac¸a˜o do fluxo
role fluxo iniciado pelo servidor ou cliente
Bpp Me´dia de Bytes-per-packet no fluxo
No de sesso˜es SYN No de conexo˜es efectuadas com sucesso com o servidor C&C
No de queries DNS No de DNS queries efectuadas
Int. Sesso˜es Periodicidade entre comunicac¸o˜es com o servidor C&C
Apo´s a filtragem e ana´lise dos paraˆmetros, passou-se a uma etapa de correlac¸a˜o, na qual
sa˜o procuradas relac¸o˜es entre dois ou mais fluxos que possam indicar que pertencem a` mesma
Botnet ou a` mesma famı´lia, ou que possam ter comportamentos semelhantes.
A ana´lise da relac¸a˜o de um fluxo de tra´fego com outro so´ faz sentido se os dois fluxos estiveram
activos em per´ıodos de tempo iguais e os paraˆmetros analisados forem semelhantes. Dois fluxos
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dizem-se correlacionados quando ambos exibem uma ou mais propriedades em comum:
• Sa˜o fluxos provenientes de aplicac¸o˜es semelhantes, tais como aplicac¸o˜es que transferem
bulk-data ta˜o ra´pido quanto poss´ıvel.
• Existe uma relac¸a˜o causal, onde um evento de um fluxo causa a ocorreˆncia de outro
evento num segundo fluxo.
• Existe um transmissor e mu´ltiplos recetores, tal como multicast, onde uma mensagem
e´ transmitida para va´rios recetores.
A primeira propriedade e´ resultado da natureza dos protocolos de rede. O TCP comporta-se
da mesma forma na˜o importando a aplicac¸a˜o que o controla. Se duas aplicac¸o˜es apresentam
ficheiros grandes para transfereˆncia, existe pouca informac¸a˜o ao n´ıvel do pacote que permita
distinguir tra´fego fora da zona de enderec¸amento. A segunda propriedade refere-se ao pro-
blema chamado de stepping stone, onde o atacante se liga remotamente a um host e depois
deste se liga a um novo host e por ai adiante formando uma cadeia de logins remotos. O
atacante visualiza por exemplo uma login shell do u´ltimo host, e tudo o que for escrito no
teclado local transmite-se em cadeia ate´ ao pseudo-terminal do atacante. A cascata de dados
e´ o que proporciona uma relac¸a˜o causal entre os fluxos da cadeia. A terceira raza˜o apresen-
tada acontece por causa dos mesmos dados serem enviados para diferentes recetores, pelo que
naturalmente a amostra dos fluxos ira´ mostrar caracter´ısticas semelhantes. Na˜o obstante as
razo˜es que possam existir para a correlac¸a˜o de fluxos, qualquer algoritmo que pretenda deter-
minar quais sa˜o os pares de fluxos de dados que esta˜o relacionados deve comec¸ar sempre por
tentar arranjar um esquema suficientemente descritivo que fac¸a com que o algoritmo consiga




Depois de ter um modelo estabelecido, e´ necessa´rio testa´-lo, capturar e analisar os re-
sultados. Optou-se por mostrar os resultados tendo por base os paraˆmetros apresentados
no cap´ıtulo anterior e dividindo-os por famı´lias de Botnets, que foram escolhidas por serem
atuais e as mais usadas.
4.1 IRC Bots
Nesta primeira secc¸a˜o sa˜o apresentados dois bots que usam o protocolo IRC para comu-
nicarem com o servidor C&C. Ainda continuam a existir atualmente, mas como a dificuldade
em esconder a sua atividade e´ mais complicada teˆm ca´ıdo em desuso.
4.1.1 IRC Bot - desencriptado (bot simples)
Foi tomada a opc¸a˜o de mostrar o tra´fego IRC gerado por um bot simples visto ter sido
o primeiro a ser capturado, o seu tra´fego circular desencriptado e a maioria dos pacotes do
protocolo IRC permitir ter acesso aos comandos em plain text. Sendo assim este Bot serve
de termo de comparac¸a˜o com o evoluir das tecnologias que as Botnets foram sofrendo. Os
resultados sa˜o apresentados na tabela 4.1.
Tabela 4.1: Dados IRC BOT - splodge0007.shellxnet.com
Dados Capturados e Pre´-Processados
Tempo da Amostra 01h00m
Localizac¸a˜o Estados Unidos - Fullerton
No de pacotes analisados 258
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 10291
Enderec¸o do Servidor C&C 72.20.28.246
Porta do Servidor Contactada 6667
Porta do Cliente 1101
Tentativas de estabelecimento de sesso˜es TCP 1 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 1 respostas TCP(SYN,ACK)
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Dados de relevo a salientar:
• A sessa˜o foi estabelecida a` primeira tentativa.
• Executando um Follow TCP Stream e´ poss´ıvel ver toda a actividade feita na rede.
• O bot ligou-se com o nick NEW—WinXPx32—PRT—31290 ”pedroclabWinXPx32”em
que sa˜o vis´ıveis claramente informac¸o˜es sobre o sistema operativo e o nome da ma´quina
infetada.
• O bot na˜o teve instruc¸o˜es para muita atividade criminal, apenas se juntou ao canal
#ellski
• Cerca de 200 em 200 segundos o servidor envia um pedido de IRC Response PING e o
bot responde com um IRC Request PONG
Na figura 4.1 e´ apresentado o padra˜o do volume de dados transferido num determinado
intervalo de tempo. Este per´ıodo corresponde ao intervalo de tempo em que as comunicac¸o˜es
com o bot sa˜o mais esta´veis, sem a negociac¸a˜o inicial de acesso ao servidor de IRC e registo


























































Segundos desde início da captura
Volume de dados
Volume de dados
Figura 4.1: Volume de dados transferido por tempo IRC Bot
Apo´s estes dados, optou-se por recorrer ao programa EasyFit [?] para calcular uma curva
de aproximac¸a˜o aos valores obtidos dos tamanhos dos pacotes. O resultado mais aproximado
dos resultados foi da distribuic¸a˜o log-Pearson apresentada na figura 4.2. Neste gra´fico e´
poss´ıvel constatar que o valor mais esperado do tamanho do pacote na comunicac¸a˜o com o
servidor de controlo se situa numa gama entre 120 e 200 Bytes.
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Figura 4.2: Func¸a˜o densidade de probabilidade - IRC Bot
Destes dados podemos constatar que o tra´fego de rede produzido por este bot pode ser
detetado visto que os keep alives trocados com o servidor de comando teˆm um padra˜o tempo-
ral. Uma vez que as instruc¸o˜es dadas aos bots sa˜o vis´ıveis nos pacotes IRC, interpretar estas
instruc¸o˜es pode ser uma metodologia utilizada para detetar este tipo de bots. No caso das
Botnets IRC,sa˜o normalmente utilizadas uma porta no servidor que se costuma encontrar na
gama 6666-6669 e uma porta do cliente, tal como aconteceu neste bot mais simples.
4.1.2 IRC Botnet - encriptado
Na tabela 4.2 sa˜o apresentados os resultados da atividade de um segundo Bot controlado
por IRC, em que o mesmo foi instru´ıdo cerca de 6 minutos apo´s o in´ıcio para efetuar um
ataque de DDoS. Ao contra´rio da captura anterior, todo o tra´fego e´ encapsulado em pacotes
TCP e na˜o e´ poss´ıvel ler as comunicac¸o˜es com os bots.
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Tabela 4.2: Dados IRC BOT - AS21788 Network Op.
Dados Capturados e Pre´-Processados
Tempo da Amostra 01h00m
Localizac¸a˜o Estados Unidos - Scranton
No de pacotes analisados 202022
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 12494127
Enderec¸o do Servidor C&C 64.191.30.133
Porta do Servidor Contactada 1998
Porta do Cliente (excluindo ataque DDoS) 1225
Tentativas de estabelecimento de sesso˜es TCP 1 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 1 respostas TCP(SYN,ACK)
Periodicidade O servidor manda pedidos de STAY
ALIVE cerca de 20 em 20 segundos
Caso Particular (ataque DDoS)
Localizac¸a˜o Ataque Estados Unidos - Scottsdale
Instante do Ataque 6 minutos (vis´ıvel na monitorizac¸a˜o do
fluxo TCP)
Enderec¸o IP Alvo 97.74.112.75
No de pacotes analisados 201784
Bytes do Fluxo 12456242
Porta do Servidor Contactada 80
Porta do Cliente (ataque DDoS) Gama na˜o sequencial entre 1026-5000
Tentativas de estabelecimento de sesso˜es TCP 190067 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 3937 respostas TCP(SYN,ACK)
Periodicidade O servidor efetua tentativas de estabeleci-
mento de sesso˜es TCP de 0,1 em 0,1 se-
gundos.
Na figura 4.3, e´ apresentado o padra˜o do volume de dados transferido num determinado
per´ıodo de tempo para este bot que corresponde ao intervalo de tempo em que as comunicac¸o˜es
com o bot sa˜o mais esta´veis com o servidor C&C, sem a negociac¸a˜o inicial de acesso ao servidor
de IRC e registo do bot no canal. O tra´fego apresentado corresponde apenas a` comunicac¸a˜o





















































Segundos desde início da captura 
Volume de dados
Volume de dados
Figura 4.3: Volume de dados transferido por tempo IRC Bot (tra´fego encriptado)
Relativamente a` distribuic¸a˜o do tamanho dos pacotes trocados, a distribuic¸a˜o log-logistic
apresentada na figura 4.4 e´ a que mais se aproxima da func¸a˜o de probabilidade dos dados
reais. Neste gra´fico e´ poss´ıvel constatar que o valor mais esperado do tamanho do pacote na
comunicac¸a˜o com o servidor de controlo se situa nos 330 a 430 Bytes.
Figura 4.4: Func¸a˜o de densidade de probabilidade - IRC Bot (Tra´fego Encriptado)
Em relac¸a˜o a este bot, a detec¸a˜o torna-se mais complicada recorrendo a um sistema de
ana´lise dos comandos uma vez que estes se encontram encriptados. Aplicando um sistema de
detec¸a˜o dos intervalos de comunicac¸a˜o com o servidor C&C, visto que os mesmos sa˜o regulares




Nesta secc¸a˜o sera˜o apresentados os resultados obtidos para as Botnets cujo principal
objetivo e´ o envio de Spam a partir das ma´quinas infetadas.
4.2.1 Generic SpamBot
Este bot serve de termo de comparac¸a˜o com Botnets mais recentes visto que a maioria do
tra´fego se encontra desencriptado e as queries SMTP sa˜o vis´ıveis na captura. O volume de
dados da comunicac¸a˜o com o servidor de C&C e´ bastante reduzido quando comparado com
a comunicac¸a˜o com os diversos servidores de SMTP presentes na captura.
Tabela 4.3: Dados Botnet SpamBot A - AS47142 SteepHost
Dados Capturados e Pre´-Processados
Tempo da Amostra 39m
Localizac¸a˜o Ucraˆnia
No de pacotes analisados 176867(Total) e 850(C&C)
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 16231222(Total) e 566898 (C&C)
Enderec¸o do Servidor C&C 195.190.13.78
Porta do Servidor Contactada 80
Porta do Cliente Gama na˜o sequencial entre 1039-4774
Tentativas de estabelecimento de sesso˜es TCP 35 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 35 respostas TCP(SYN,ACK)
Casos particulares da captura DNS (extra C&C)
DNS queries Ocupam 18% dos pacotes e 19% do volume
de Bytes
Nu´mero de DNS queries 15884 pacotes correspondentes a um
mesmo nu´mero de pesquisas de servidores
SMTP
Periodicidade das queries DNS A procura pelos servidores SMTP ocorre
de ≈ 1 segundo
Casos particulares da captura SMTP (extra C&C)
Tra´fego SMTP Ocupa 30% dos pacotes e 44% do volume
de Bytes
Nu´mero de pacotes SMTP 54519
Sequeˆncia de envio Os envios ocorrem sensivelmente entre ≈
1 segundo com as comunicac¸o˜es ”Cliente
C:”e ”Servidor S:”vis´ıveis e desencripta-
das.
E´ poss´ıvel ver no restante tra´fego TCP e SMTP o conteu´do de alguns e-mails enviados
sendo a maioria correspondente a` promoc¸a˜o de produtos farmaceˆuticos. O contacto inicial
com o servidor de controlo inclui um pacote HTTP GET que e´ uma instruc¸a˜o do bot ao
servidor pedindo uma lista de e-mails, esta lista conte´m enderec¸os sequenciais. Ou seja sa˜o
executadas tentativas de envio de correio para um enderec¸o que possa estar alojado em va´rios
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domı´nios. Os pedidos de HTTP GET aparecem em intervalos varia´veis, mas sempre em redor
dos 60 - 110 segundos. Estes tempos entre pedidos pode ser apresentado num gra´fico como o
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Figura 4.6: Volume de dados transferido ao longo do tempo (tra´fego global) - Spambot A
Comparando este bot com o tra´fego de um utilizador normal na˜o infetado, verifica-se que
este bot foi o que apresentou o maior volume de dados transferido e diversos enderec¸os IP
contactados, o que podia levar a uma facilidade de detec¸a˜o maior, pois poderia estar na altura
da captura numa atividade de Spam bastante grande, ou seja, a ma´quina produziu de um
momento para o outro um elevado nu´mero de comunicac¸o˜es. O volume de dados entre o bot e
o servidor de controlo e´ bastante menor, sendo que monitorizando somente esta ligac¸a˜o ocorre
uma maior dificuldade em detetar o bot. Pode observar-se uma espe´cie de padra˜o temporal
nas comunicac¸o˜es HTTP com o servidor C&C, pois as mesmas tentativas de HTTP GET se
encontram numa gama limitada.
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4.2.2 Waledac
A captura seguinte corresponde a um bot identificado como pertencente a` famı´lia Waledac,
Botnet esta que permitia o envio de 1.5 mil milho˜es de mensagens por dia, cerca de 1%
do volume global de Spam. Este bot teve a particularidade de na˜o ser poss´ıvel detetar
precisamente se existiria somente um servidor de controlo. Na tabela 4.4 e´ apresentado uma
ana´lise aos dados capturados do bot e na tabela 4.5 sa˜o apresentados os enderec¸os IP com
os quais foram estabelecidas sesso˜es TCP com sucesso. Em relac¸a˜o a estes mesmos IP a
comunicac¸a˜o com qualquer um deles e´ bastante semelhante pois aparece um pedido de HTTP
GET de um ficheiro ”index.php”nos instantes iniciais com os IP’s desta lista.
Tabela 4.4: Dados Waledac.g!
Dados Capturados e Pre´-Processados
Tempo da Amostra 23h59m
Localizac¸a˜o Va´rios Locais
No de pacotes analisados 24013
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 3421360
Enderec¸o do Servidor C&C Tabela abaixo: 4.5
Porta do Servidores Contactada Todos os IP’s analisados - porto 80
Porta do Cliente Gama na˜o sequencial entre 1025-5000
Tentativas de estabelecimento de sesso˜es TCP 15537 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso Tabela abaixo: 4.5
Tabela 4.5: Localizac¸a˜o Geogra´fica das Sesso˜es TCP (SYN,ACK)
IP Sesso˜es TCP Bytes Transmitidos Pa´ıs Cidade
62.122.75.136 74 4736 Europa (Not Available)
124.125.170.89 67 4288 I´ndia Ahmadabad
84.237.188.174 30 1920 Leto´nia Daugavpils
85.229.218.60 27 1728 Sue´cia (none)
91.212.226.6 7 448 Ru´ssia Zhirkov
71.115.233.24 6 384 Estados Unidos West Richland
69.251.161.115 5 320 Estados Unidos Nottingham
Estes enderec¸os contactados com sucesso podem ser representados num mapa como o da
imagem 4.7.
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Figura 4.7: Localizac¸a˜o dos IP’s contactados (tra´fego global) - Waledac.g!
Na figura 4.8 e´ apresentado um diagrama temporal do volume de dados transferido com
os IP’s contactados com sucesso, ou seja, com os quais foram estabelecidos sesso˜es TCP, uma
vez que nestes casos foi recebido um pacote TCP com as flags SYN e ACK ativas, o que
significa uma sessa˜o estabelecida com sucesso. A partir deste gra´fico pode constatar-se que
o tra´fego e´ muito inconstante na perspetiva de encontrar um padra˜o temporal como no caso
das Botnets IRC. Nas figuras 4.9 e 4.10 sa˜o apresentados o volume de dados transferido ao
longo do tempo considerando apenas os enderec¸os de IP com os quais foram estabelecidos um
maior nu´mero de sesso˜es, ou seja, constituem uma subdivisa˜o da imagem 4.8 da qual foram
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Figura 4.10: Volume de dados transferido ao longo do tempo (IP 124.125.170.89) - Waledac.g!
A partir destas 3 imagens e´ poss´ıvel constatar que este bot contacta va´rios enderec¸os IP
possivelmente pertencentes a va´rios servidores de comando que podem servir como proxy para
o envio das atividades de Spam. No conjunto de todos os IP contactados como apresentado
na figura 4.8, com os quais foram estabelecidas sesso˜es TCP com sucesso, na˜o e´ apresentado
um padra˜o temporal capaz de ser detetado por uma ma´quina, em vez disso o padra˜o e´
bastante inconstante. Apo´s a subdivisa˜o do tra´fego gerado pelos dois IP mais contactados
pode constatar-se que mesmo entre estes dois enderec¸os existem diferenc¸as ao n´ıvel de um
padra˜o temporal do volume de dados transferido e tambe´m a distribuic¸a˜o do tamanho dos
pacotes e´ diferente, como apresentado nas figuras 4.11 e 4.12.
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Figura 4.11: Func¸a˜o densidade de probabilidade do tamanho dos pacotes (IP 62.122.75.136)
- Waledac.g!
Figura 4.12: Func¸a˜o densidade de probabilidade do tamanho dos pacotes (IP 124.125.170.89)
- Waledac.g!
4.2.3 Lethic
A captura apresentada e´ da Botnet Lethic, que consistia num nu´mero estimado de 350 mil
ma´quinas mantidas essencialmente para envio de spam farmaceˆutico e de proxy para outros
tipos de spam. No ponto alto da sua existeˆncia geraria cerca de 8-10% do spam global. Os
dados analisados encontram-se na tabela 4.6.
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Tabela 4.6: Lethic - AS33626 Oversee.net
Dados Capturados e Pre´-Processados
Tempo da Amostra 17h51m
Localizac¸a˜o Estados Unidos - Los Angeles
No de pacotes analisados 4695
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 1452869
Enderec¸o do Servidor C&C 208.73.210.29
Porta do Servidores Contactada Todos os IP’s analisados - porto 8931
Porta do Cliente Gama na˜o sequencial entre 1130-1159
Tentativas de estabelecimento de sesso˜es TCP 60 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 0
Esta captura do bot Lethic mostra algumas das dificuldades presentes ao longo deste
trabalho :
• A query DNS e´ bem sucedida sobre o enderec¸o ”meaningfuldiscerning.com”apontando
para o enderec¸o do servidor 208.73.210.29.
• Sa˜o inicializadas tentativas de contacto TCP (SYN) com o servidor alojado no enderec¸o
anterior em intervalos de 80 segundos.
• O servidor acaba por na˜o responder com um SYN+ACK.
• Ocorre uma 2a tentativa de procura de um novo enderec¸o do servidor cerca de 600
segundos depois do arranque do bot.
• Repete-se o mesmo padra˜o de tentativas de estabelecimento de sesso˜es TCP (SYN).
• O servidor na˜o responde e o bot acabou por se desativar cerca de 25 minutos apo´s o
arranque.
4.2.4 Bubnix Spam Bot
Esta captura e´ relativa ao Bot que e´ identificado pelo VirusTotal.com como Bubnix mas
com alguns anti-v´ırus o identifiquem como uma variante da Rustock. E´ possivelmente dos bots
mais recentes com novas funcionalidades ao n´ıvel do ofuscamento de tra´fego, sendo tambe´m o
bot que gerou capturas de maior tamanho. A tabela 4.7 apresenta uma ana´lise de alto n´ıvel
da captura efetuada. Presumiu-se que o servidor de controlo se encontrasse na ma´quina com
maior nu´mero de pacotes trocados dos 117 IP’s contactados com sucesso.
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Tabela 4.7: Bubnix - Va´rios Enderec¸os
Dados Capturados e Pre´-Processados
Tempo da Amostra 16m
Localizac¸a˜o Va´rias Localizac¸o˜es
No de pacotes analisados 27506
No de pacotes enderec¸o mais contactado 5592
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 15289632
Enderec¸o do Servidor C&C Va´rias Localizac¸o˜es
Porta do Servidores Contactada Servidor Alojado no IP 212.117.164.208
correspondente a` ma´quina com mais pa-
cotes e bytes de dados trocados: 65500
Restantes enderec¸os: 80
Porta do Cliente Diversas portas
Tentativas de estabelecimento de sesso˜es TCP 1261 pedidos de TCP (SYN) para 168 IP’s
Sesso˜es TCP estabelecidas com sucesso 1101 respostas (SYN+ACK) para 117 IP’s
Na˜o foi poss´ıvel observar qualquer padra˜o temporal de contacto com o servidor, nomeada-
mente ao n´ıvel de pedidos HTTP GET e HTTP POST. A tabela 4.8, mostra para o per´ıodo
da captura (16 minutos), o nu´mero de sesso˜es estabelecidas com sucesso com o servidor C&C
e a figura 4.13 mostra uma localizac¸a˜o dos IP’s contactados.
Tabela 4.8: Localizac¸a˜o das Sesso˜es TCP (SYN+ACK)
Pa´ıs No de Sesso˜es TCP No de IP’s Contactados
Estados Unidos 465 73













Figura 4.13: Localizac¸a˜o dos IP’s contactados do Bot Bubnix
A figura 4.14 apresenta um gra´fico do volume de dados transferido, no intervalo conside-









































































































































Segundos desde início da captura
Volume de Dados
Volume de Dados
Figura 4.14: Volume de dados transferido com o IP mais contactado (212.117.164.208)
Assim sendo, as caracter´ısticas desta Botnet que diferem de um utilizador comum e podem
levar a` criac¸a˜o de metodologias de detec¸a˜o resumem-se a: elevado volume de tra´fego de
rede num intervalo curto (16 minutos), enderec¸os contactados de locais bastante diferentes
em termos de localizac¸a˜o e tambe´m um elevado nu´mero de sesso˜es TCP estabelecidas com
sucesso. Em relac¸a˜o a` periodicidade dos contactos com o servidor de controlo, estes ocorrem
sem qualquer tipo de padra˜o temporal.
4.2.5 Rustock A
A captura seguinte refere-se a uma variante identificada de Rustock tipo A. Esta Botnet
foi a maior conhecida ate´ aos dias de hoje com o objetivo de envio de Spam. Esta Botnet
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era instalada atrave´s de enganar a v´ıtima para visitar um site mal-intencionado ou ao abrir
um anexo especialmente codificado no e-mail. E´ bastante dif´ıcil de ser detetada e removida,
apesar que sofreu um duro golpe no primeiro trimestre de 2011 quando foi desligada a maioria
dos servidores por parte da Microsoft. A tabela 4.9 apresenta uma ana´lise de um executa´vel
desta variante instalada em ambiente laboratorial.
Tabela 4.9: Dados Botnet Rustock A - AS2044 Infinity Internet
Dados Capturados e Pre´-Processados
Tempo da Amostra 16h54m
Localizac¸a˜o Estados Unidos
No de pacotes analisados 6651
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 737474
Enderec¸o do Servidor C&C 209.20.130.33
Porta do Servidor Contactada 25 tra´fego TCP e 53 queries DNS
Porta do Cliente Gama na˜o sequencial entre 1160-2456
Tentativas de estabelecimento de sesso˜es TCP 546 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 72 respostas TCP(SYN,ACK)
Caso particular da captura:
• As queries DNS esta˜o constantemente a` procura de servidores de mail entre eles: hot-
mail.com, yahoo.com, rambler.ru, aol.com
• O bot altera o servidor de DNS configurado inicialmente: o router de distribuic¸a˜o da li-
nha ADSL dedicada (alojado em 192.168.10.1) para o enderec¸o do servidor 209.20.130.33
e as queries passam a ser efectuadas a este.
De seguida sa˜o apresentados gra´ficos do volume de dados transferido com o servidor de
controlo C&C alojada no enderec¸o 209.20.133.33. O primeiro gra´fico apresentado na imagem
4.15 corresponde ao volume total enquanto os apresentados nas imagens 4.16 e 4.17 ao volume
de queries DNS e TCP respectivamente. Esta divisa˜o foi tida em conta tendo a ana´lise pre´via
teo´rica destes tipos de bots usarem muitas vezes redes do tipo FastFlux no qual uma das
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Segundos desde início da captura
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Segundos desde início da captura
Volume de Dados TCP
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Figura 4.17: Volume de dados TCP transferido com o servidor C&C
Devido a este bot pertencer a uma famı´lia de Botnets de uma ”nova gerac¸a˜o”que recorre
a protocolos de comunicac¸a˜o HTTP a sua detec¸a˜o e´ bastante mais dif´ıcil. Monitorizando o
tra´fego constata-se que o volume de dados e´ diminuto em relac¸a˜o a`s quase 17 horas de captura.
O mesmo tra´fego na˜o apresenta visivelmente um padra˜o temporal nas comunicac¸o˜es com o
servidor de controlo. Poss´ıveis metodologias de detec¸a˜o poderiam ser aplicadas a` atividade
DNS da ma´quina infetada pois a mesma apresenta va´rias procuras de domı´nios pertencentes
a servidores de e-mail.
4.2.6 Rustock w/ SSL traffic
Esta captura apresentada na tabela 4.10 de um Bot identificado pelo VirusTotal.com como
pertencente a` famı´lia Rustock e tendo atividade encriptada com pacotes SSL ao contra´rio do
bot referido no ponto anterior. Estes resultados teˆm tambe´m a particularidade de cerca de
57% dos pacotes capturados serem de DNS correspondendo a um volume de 25.52% dos bytes
totais. As queries teˆm a particularidade de serem a maioria do tipo TXT record.
Tabela 4.10: Dados Botnet Rustock SSL - AS30058 FDCservers.net
Dados Capturados e Pre´-Processados (somente C&C)
Tempo da Amostra 17h25m
Localizac¸a˜o Estados Unidos
No de pacotes analisados 43289
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 9702099
Enderec¸o do Servidor C&C 204.45.119.2
Porta do Servidor Contactada 443 tra´fego TCP (SSL)
Porta do Cliente Gama na˜o sequencial entre 2504-4958
Tentativas de estabelecimento de sesso˜es TCP 10 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 10 respostas TCP(SYN,ACK)
Casos particulares da captura:
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• E´ iniciado um fluxo TCP unidirecional da ma´quina comprometida para uma ma´quina
alojada no enderec¸o 123.183.217.32 num sistema auto´nomo chineˆs. Este fluxo conte´m
cerca de 8549 pacotes contendo 530038 Bytes.
• Na˜o foi poss´ıvel decifrar que atividade ano´mala do bot tera´ sido a do ponto anterior.
A figura 4.18 apresenta um gra´fico do volume de dados transferido entre Bot e servidor
C&C no per´ıodo considerado. Neste per´ıodo e´ possivel notar que o bot e´ bastante irregular no









































































































































































































Segundos desde início da captura
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Figura 4.18: Volume de dados TCP transferido com o servidor C&C
4.3 ZeuS
Esta secc¸a˜o apresenta os resultados obtidos de va´rias capturas da Botnet ZeuS a qual e´
orientada essencialmente ao roubo de informac¸a˜o das ma´quinas infetadas. E´ a Botnet com um
maior nu´mero de ma´quinas infetadas na atualidade. As capturas foram efetuadas tal como
foi referido, com clientes das Botnets a serem executados em comunicac¸a˜o com servidores de
controlo em que a probabilidade e´ que os mesmos ja´ na˜o estejam ativos nos enderec¸os de
IP referidos ou possam mesmo estar desativados. Assim foi optado intitular as capturas do
servidor C&C com base no nome do AS em que o mesmo se encontra.
4.3.1 ZeuS - AS21793 InterWeb Media
A tabela seguinte 4.11 apresenta o primeiro bot Zeus capturado obtido atrave´s do tracker
Zeus (http://zeustracker.abuse.ch). E´ poss´ıvel constatar que todas as sesso˜es TCP foram
efetuadas com sucesso e que a porta do servidor contactada foi sempre a porta http 80.
45
Tabela 4.11: Dados Botnet ZeuS - InterWeb Media
Dados Capturados e Pre´-Processados
Tempo da Amostra 02h01m
Localizac¸a˜o Canada´ - Montreal
No de pacotes analisados 47123
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 4448203
Enderec¸o do Servidor C&C 76.76.105.205
Porta do Servidor Contactada 80
Porta do Cliente Gama na˜o sequencial entre 1056-1119
Tentativas de estabelecimento de sesso˜es TCP 30 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 30 respostas TCP(SYN,ACK)
Um gra´fico do volume de dados transferido no per´ıodo de tempo considerado com o ser-




















































































































































































































Segundos desde Início da Captura
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Figura 4.19: Volume de dados TCP transferido com o servidor C&C
Neste gra´fico e´ poss´ıvel verificar que os dados transferidos com o servidor se comando sa˜o
bastante irregulares ao longo do tempo apesar de ter uns picos de maior volume de dados
transferidos, espac¸ados temporalmente em relac¸a˜o por exemplo ao que um bot IRC executa.
4.3.2 ZeuS - AS6849 JSC UKRTELECOM
A tabela 4.12 apresenta um segundo bot capturado como sendo identificado pertencente
a` famı´lia ZeuS.
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Tabela 4.12: Dados Botnet ZeuS - JSC UKRTELECOM
Dados Capturados e Pre´-Processados
Tempo da Amostra 18h35m
Localizac¸a˜o Ucraˆnia
No de pacotes analisados 46869
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 6436449
Enderec¸o do Servidor C&C 195.64.185.123
Porta do Servidor Contactada 80
Porta do Cliente Gama na˜o sequencial entre 1083-1320
Tentativas de estabelecimento de sesso˜es TCP 3851 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 3848 respostas TCP(SYN,ACK)
O processo de comunicac¸a˜o comec¸a com uma query DNS neste caso ao enderec¸o obo-
abo.info apo´s 1 de´cimo de segundo o cliente faz um GET HTTP ao servidor por um ficheiro
com extensa˜o .bin que trara´ configurac¸o˜es de funcionamento do bot. Apo´s 1 segundo o cli-
ente faz um HTTP POST com informac¸a˜o sua no servidor C&C. Apo´s este HTTP POST
ira˜o aparecer com uma periodicidade de sensivelmente 1200 segundos novos HTTP POST no
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Figura 4.20: Volume de dados TCP transferido com o servidor C&C
Este gra´fico demonstra uma diferenc¸a grande em relac¸a˜o ao bot da mesma famı´lia apre-
sentado anteriormente, o que pode significar que o bot poderia estar a executar diferentes
atividades, ter diferentes configurac¸o˜es no ficheiro .bin que os bots da famı´lia ZeuS normal-
mente fazem download no in´ıcio da comunicac¸a˜o, ou pode ter ocorrido a influeˆncia de fatores
secunda´rios tais como a co-existeˆncia de outros tipos de malware no bina´rio executado.
4.3.3 ZeuS - AS30968 Infobox.ru Autonomous S.A.
A tabela 4.13 apresenta um bot pertencente a` famı´lia ZeuS alojado num servidor Russo.
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Tabela 4.13: Dados Botnet ZeuS - Infobox Russia
Dados Capturados e Pre´-Processados
Tempo da Amostra 23h58m
Localizac¸a˜o Federac¸a˜o Russa
No de pacotes analisados 52841
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 8212635
Enderec¸o do Servidor C&C 109.120.157.60
Porta do Servidor Contactada 80
Porta do Cliente Gama na˜o sequencial entre 1052-5000
Tentativas de estabelecimento de sesso˜es TCP 8691 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 3803 respostas TCP(SYN,ACK)
O processo de comunicac¸a˜o comec¸a com uma query DNS neste caso ao enderec¸o im-
plex.dyndns.org pertencente a um servidor DNS dinaˆmico (http://www.dyndns.org). Apo´s
1 de´cimo de segundo o cliente faz um GET HTTP ao servidor por um ficheiro com extensa˜o
.bin que trara´ configurac¸o˜es do funcionamento do bot. Apo´s 1 segundo o cliente faz um HTTP
POST com informac¸a˜o sua no servidor C&C. Apo´s este HTTP POST ira˜o aparecer com uma
periodicidade de sensivelmente 1200 segundos novos HTTP POST no servidor. O gra´fico da
comunicac¸a˜o com o servidor de comando num per´ıodo considerado em que a atividade do bot





































































































































































































Segundos desde início da captura
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Figura 4.21: Volume de dados TCP transferido com o servidor C&C
Com base neste gra´fico pode-se constatar mais uma vez que a atividade do bot e´ bastante
irregular. Na maior parte do tempo a atividade em relac¸a˜o ao volume de Bytes transferidos e´
diminuta e ocorrem tal como nos bots apresentados anteriormente pertencentes a` ZeuS picos
de tra´fego de 30000 a 35000 Bytes.
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4.3.4 ZeuS - AS24965 Ukraine
A tabela 4.14 apresenta mais um bot da famı´lia ZeuS capturado atrave´s da organizac¸a˜o
Offensive Computing.
Tabela 4.14: Dados Botnet ZeuS - McLaut ISP Cherkassy
Dados Capturados e Pre´-Processados
Tempo da Amostra 23h59m
Localizac¸a˜o Ucraˆnia
No de pacotes analisados 47183
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 4448203
Enderec¸o do Servidor C&C 194.1.220.47
Porta do Servidor Contactada 80
Porta do Cliente Gama na˜o sequencial entre 1034-1040
Tentativas de estabelecimento de sesso˜es TCP 55 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 19 respostas TCP(SYN,ACK)
Neste fluxo da tabela 4.14 aparece uma segunda comunicac¸a˜o com uma ma´quina com
o enderec¸o: 91.204.48.129 situada no AS25133 McLaut ISP Cherkassy na Ucraˆnia possivel-
mente pertencente a um enderec¸o de um novo servidor de C&C ou uma nova localizac¸a˜o do
mesmo. Esta captura teve uma intensa atividade DNS correspondente a 94.77% dos pacotes
capturados, cerca de 79.68% do volume de Bytes, assim foi optado apresentar dois gra´ficos da
monitorizac¸a˜o do tra´fego TCP com o servidor de C&C e o tra´fego DNS presentes nas imagens
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Segundos desde início da captura
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Figura 4.23: Volume de dados DNS da captura total
Neste bot foi poss´ıvel constatar que manteve uma atividade DNS praticamente constante
ao longo do tempo e que a mesma aparece a intervalos muito reduzidos, ou seja este tra´fego
DNS difere muito do de um utilizador comum devido a` persisteˆncia com que as queries
sa˜o feitas. Uma ana´lise mais profunda a`s queries apresenta domı´nios de procura de leitura
meramente imposs´ıvel como por exemplo lszeppjuhtmeibv.org, lszeppjuhtmeibv.net, jolhxz-
jistklh.biz o que indicam que esta atividade e´ t´ıpica de uma rede FastFlux. A maioria das
queries sobre estes enderec¸os obte´m respostas de falha por parte do servidor DNS mas quando
ha´ uma resposta indica que estamos perante a possibilidade desse enderec¸o alojar um servidor
de C&C. O gra´fico da figura 4.22 apresenta uma atividade irregular em relac¸a˜o ao volume de
dados do conjunto de servidores de comando que foram encontrados.
4.3.5 Zeus - Va´rios Enderec¸os IP contactados
A captura seguinte e´ de um bot identificado como pertencente a` famı´lia ZeuS tendo este
a particularidade de ter contactado uma se´rie de IP que podem corresponder respetivamente
a va´rios servidores de controlo. Estes enderec¸os sa˜o apresentados na tabela 4.15. A tabela
4.16 apresenta uma ana´lise de alto n´ıvel para o conjunto de IP contactados por este bot.
Tabela 4.15: Localizac¸a˜o das Sesso˜es TCP efetuadas com sucesso (SYN+ACK)
Enderec¸os Contactados No de Sesso˜es TCP No Bytes transmitidos Pa´ıs
132.216.30.114 29 1856 Canada´
72.252.8.103 25 1600 Ant. Holandesas
195.214.238.241 14 896 Ucraˆnia
97.113.211.215 6 384 Estados Unidos
89.246.202.131 5 320 Alemanha˜
67.209.78.182 4 256 Estados Unidos
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Tabela 4.16: Dados Botnet ZeuS - Va´rios Servidores
Dados Capturados e Pre´-Processados
Tempo da Amostra 17h17m
Localizac¸a˜o Tabela 4.15
No de pacotes analisados 1013
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 377333
Enderec¸o do Servidor C&C Tabela 4.15
Porta do Servidor Contactada 80
Porta do Cliente Gama na˜o sequencial entre 1043-3008
Tentativas de estabelecimento de sesso˜es TCP 85 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 83 respostas TCP(SYN,ACK)
Na figura 4.24 e´ apresentado um gra´fico do volume de dados transferido no intervalo
temporal onde a atividade do bot e´ mais esta´vel. Neste caso encontra-se patente mais uma


















































































































































































































































































Segundos desde início da captura
Volume de Dados C&C
Volume de Dados C&C
Figura 4.24: Volume de dados TCP com os va´rios servidores C&C
4.3.6 Zeus - FastFlux Network
Os seguintes dados da tabela 4.17 pertencentes a um bot identificado pelo tracker zeustracker.
abuse.ch e tem algum interesse tendo em conta uma ana´lise dedicada ao funcionamento das
redes Fast-Flux a quais sa˜o dissecadas no anexo B.1. Este funcionamento pode ser compro-
vado com uma ana´lise detalhada as queries DNS, presentes na captura.
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Tabela 4.17: Dados Botnet ZeuS - Over Fast-Flux Network
Dados Capturados e Pre´-Processados
Tempo da Amostra 15h49m
Localizac¸a˜o Polo´nia - Varso´via
No de pacotes analisados 8896
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 1043126
Enderec¸o do Servidor C&C 195.246.200.129
Porta do Servidor Contactada 80
Porta do Cliente Gama na˜o sequencial entre 1060-1168
Tentativas de estabelecimento de sesso˜es TCP 35 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 35 respostas TCP(SYN,ACK)
Particularidades do tra´fego capturado:
• O servidor so´ responde 318 minutos depois da execuc¸a˜o do bot.
• Ate´ ao contacto com o servidor o Bot executa diversas operac¸o˜es DNS que patenteiam
o uso de uma rede Fast-Flux. Uma ana´lise mais detalhada do tra´fego e´ apresentada na
tabela 4.18.
• O Bot ira´ efetuar dois pedidos de HTTP GET de 2 em 2 horas.
• Entre os pedidos de HTTP GET ira˜o ser efetuados de 30 em 30 minutos no mesmo
servidor pedidos de HTTP POST.
Uma ana´lise ao tra´fego DNS capturado encontra-se apresentado na tabela 4.18.
Tabela 4.18: Ana´lise sessa˜o DNS - Fast-Flux
Dados Capturados e Pre´-Processados(so´ DNS)
DNS 86% dos pacotes capturados correspon-
dente a 58% do volume de bytes
Intervalos de tempo O cliente de 5 em 5 segundos tenda en-
contrar o servidor apo´s 60 segundos sem
sucesso e´ procurado um novo servidor
Enderec¸os de procura Os enderec¸os procurados sa˜o completa-
mente aleato´rios e baseados num algo-
ritmo de computac¸a˜o, contam-se entre
eles com: xstjussvinvyu.net, uoofrrwmtw-
dumd.biz, zutkoovztvmnt.org, xsyrixhp-
kumknkq.info entre outros.
um gra´fico do volume de tra´fego DNS encontra-se apresentado na figura 4.25 e na figura


























































































































































Segundos desde início da captura
Volume de Dados DNS
Volume de Dados DNS











































































































































































































































Segundos desde início da captura
Volume de Dados C&C
Volume de Dados C&C
Figura 4.26: Volume de dados TCP com o servidor C&C
Tal como no bot capturado anteriormente ZeuS - AS24965 Ukraine pode notar-se no
primeiro gra´fico uma intensa atividade DNS neste bot. Em relac¸a˜o ao tra´fego TCP realizado
com o servidor do comando este e´ bastante diminuto em termos de volume e bastante espac¸ado
ao longo do per´ıodo da captura. Assim temos que futuras metodologias a aplicar na detec¸a˜o
destes tipos de rede devem focar-se na atividade DNS produzida por este tipo de bots de nova
gerac¸a˜o sustentados em redes FastFlux. No fim da ana´lise aos bots da famı´lia ZeuS nota-
se que estes usam exclusivamente porto 80 para comunicac¸o˜es com o servidor de comando
e o tra´fego e´ essencialmente TCP com uns pedidos HTTP de envio como recec¸a˜o de novas
configurac¸o˜es espac¸ados ao longo do tempo. Foi poss´ıvel constatar que mesmo dentro de bots
identificados como ZeuS existem bastantes diferenc¸as entre cada um deles nomeadamente a
utilizac¸a˜o por parte de dois deles de atividades caracter´ısticas de uma rede FastFlux o que
pode indicar verso˜es mais atuais do bot.
53
4.4 SpyEye
Nesta secc¸a˜o ira˜o ser apresentados resultados das capturas de Botnets SpyEye destina-
das tal como a ZeuS a roubo de informac¸a˜o dos utilizadores infetados. Esta Botnet e´ de
nova gerac¸a˜o e compete diretamente com a ZeuS no nu´mero de ma´quinas infetadas e nas
funcionalidades apresentadas.
4.4.1 SpyEye - AS21219 Ukraine
Uma ana´lise de alto n´ıvel encontra-se presente na tabela 4.19 de um primeiro exemplo de
um bot SpyEye no qual o servidor se encontra sediado na Ucraˆnia.
Tabela 4.19: Dados Botnet SpyEye - Private Joint Stock Com
Dados Capturados e Pre´-Processados
Tempo da Amostra 23h49m
Localizac¸a˜o Ucraˆnia - Kiev
No de pacotes analisados 68598
Bytes do Fluxo 5565767
Role Fluxo iniciado pelo cliente
Enderec¸o do Servidor C&C 80.91.191.156
Porta do Servidor Contactada 8080 no in´ıcio, porta 80 e 3001 e 3002
Porta do Cliente Gama na˜o sequencial entre 1028-5000
Tentativas de estabelecimento de sesso˜es TCP 6327 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 1350 respostas TCP(SYN,ACK)
As comunicac¸o˜es bem sucedidas com as flags TCP Syn e TCP Ack activas com o servidor
de C&C no ip 80.91.191.156 ocorrem em intervalos regulares de aproximadamente 60 segun-
dos, e as frames teˆm sempre 64 bytes de tamanho. Neste bot e´ poss´ıvel constatar que a Porta
do servidor contactada variou ao contra´rio do que foi apresentado nesta famı´lia de botnets
de roubo de informac¸a˜o que recorre normalmente a servidores HTTP e usam a Porta 80 para
efetuar exclusivamente as comunicac¸o˜es. Um gra´fico do volume de dados da comunicac¸a˜o











































































































































































































































Segundos desde início da captura
Volume de Dados C&C
Volume de Dados C&C
Figura 4.27: Volume de dados TCP com o servidor C&C
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Neste gra´fico e´ poss´ıvel constatar que o volume de dados da comunicac¸a˜o na˜o e´ muito
elevado, o tamanho dos pacotes nunca ultrapassa em me´dia os 1000 Bytes de comprimento.
O tra´fego exclusivo do servidor de comando e´ bastante irregular ao longo do tempo como se
verifica na mesma figura.
4.4.2 SpyEye - AS41947 OAO Webalta
A tabela 4.20 apresenta um segunda ana´lise de um bot SpyEye.
Tabela 4.20: Dados Botnet SpyEye - OAO Webalta
Dados Capturados e Pre´-Processados
Tempo da Amostra 25h09m
Localizac¸a˜o Russia - Maskim
No de pacotes analisados 19016
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 4117545
Enderec¸os dos Servidores C&C 91.217.249.168 e 92.241.162.46
Porta do Servidor Contactada IP
92.241.162.46
445 no in´ıcio o restante tra´fego 80
Porta do Servidor Contactada IP
91.217.249.168
80
Porta do Cliente Gama na˜o sequencial entre 1145-3635
Tentativas de estabeleci-
mento de sesso˜es TCP
Servidor Contactado IP 92.241.162.46
265 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso
Servidor Contactado IP 92.241.162.46
265 respostas TCP(SYN,ACK)
Tentativas de estabeleci-
mento de sesso˜es TCP
Servidor Contactado IP 91.217.249.168
1469 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso
Servidor Contactado IP 91.217.249.168
1462 respostas TCP(SYN,ACK)
As comunicac¸o˜es bem sucedidas com as flags TCP Syn e TCP Ack activas com o servi-
dor de C&C no ip 91.217.249.168 ocorrem em intervalos regulares de aproximadamente 60
segundos, e as frames teˆm sempre 64 bytes de tamanho, sendo assim bastante semelhantes
com o que acontece no bot apresentado anteriormente. Esta captura apresentou um segundo
enderec¸o 92.241.162.45 que teve uma atividade semelhante ao anterior, foi poss´ıvel visualizar
um HTTP Post com informac¸o˜es da ma´quina de ana´lise neste enderec¸o tal como no primeiro.
Salienta-se tambe´m a utilizac¸a˜o num curto espac¸o de tempo da porta 445 com o servidor
92.241.162.46 e normalmente esta porta e´ usada por um servic¸o SMB (Server Message Block)
usado na partilha de ficheiros no Windows NT/2000/XP. Os gra´ficos dos volumes de dados































































































































































































































Segundos desde início da captura
Volume de Dados C&C 91.217.249.168
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Segundos desde início da captura
Volume de Dados C&C 92.241.162.46
Volume de Dados C&C 92.241.162.46
Figura 4.29: Volume de dados TCP com segundo servidor C&C 92.241.162.45
Tendo em conta estes dois gra´ficos e´ poss´ıvel constatar que o bot mante´m comunicac¸a˜o
com os dois servidores de controlo no mesmo per´ıodo de tempo. E´ poss´ıvel constatar que
as comunicac¸o˜es com estes dois servidores sa˜o bastante diferentes um do outro analisando o
per´ıodo de tempo considerado. O tamanho dos pacotes transferidos tem um pico ma´ximo
aproximado de 1400 Bytes tanto no primeiro servidor como no segundo.
4.4.3 SpyEye - AS49130 SC ArNet Connection SRL
Na tabela 4.21 e´ apresentado uma ana´lise a um terceiro exemplo de um bot SpyEye.
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Tabela 4.21: Dados Botnet SpyEye - SA Nova Telecom Group SR
Dados Capturados e Pre´-Processados
Tempo da Amostra 16h14m
Localizac¸a˜o Romania - Alba Ioulia
No de pacotes analisados 45873
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 3961952
Enderec¸o do Servidor C&C 95.64.9.91
Porta do Servidor Contactada 8080 no estabelecimento da ligac¸a˜o, 2200
e 80 no restante tra´fego
Porta do Cliente Gama na˜o sequencial entre 1107-1866
Tentativas de estabelecimento de sesso˜es TCP 5764 pedidos de TCP (SYN) - 688 porta
80 e 5076 porta 2200
Sesso˜es TCP estabelecidas com sucesso 661 respostas TCP(SYN,ACK) - 640
porta 80 e 21 porta 2200


































































































































































Segundos desde início da captura
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Figura 4.30: Volume de dados TCP transferido com o servidor C&C
Neste gra´fico e´ poss´ıvel constatar que este bot tem bastante atividade ao longo do tempo
mas o volume de dados transferido e´ bastante diminuto com a maioria do tamanho dos pacotes
transferidos ao longo tempo rondar os 200 Bytes.
4.4.4 SpyEye - Mu´ltiplos AS
Na captura seguinte identificada pela organizac¸a˜o Offensive Computing como sendo per-
tencente a` famı´lia SpyEye tem a particularidade de terem sido contactados diversos enderec¸os
IP com sucesso, ou seja, foram estabelecidas sesso˜es TCP com flags SYN e ACK ativas e esta˜o
as mesmas apresentadas na tabela 4.22. Em relac¸a˜o a estes mesmos enderec¸os ocorreu um
pedido de HTTP Post em cada um deles com informac¸o˜es sobre a ma´quina de ana´lise labo-
ratorial.
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Tabela 4.22: Localizac¸a˜o das Sesso˜es TCP efetuadas com sucesso (SYN+ACK)
Enderec¸os Contactados No de Sesso˜es TCP No Bytes transmitidos Pa´ıs
213.110.29.164 94 6016 Ru´ssia
92.46.156.124 78 4992 Cazaquista˜o
90.189.9.139 61 3904 Ru´ssia
178.214.167.73 56 3584 Ucraˆnia
65.55.21.250 51 3264 Estados Unidos
78.106.149.226 47 3008 Ru´ssia
65.55.12.249 36 2304 Estados Unidos
117.200.85.10 36 2304 I´ndia
95.78.90.95 36 2304 Ru´ssia
117.200.82.48 28 1792 I´ndia
92.46.144.221 25 1600 Cazaquista˜o
202.150.208.66 24 1536 Singapura
93.88.216.58 12 768 Ru´ssia
188.16.57.239 10 640 Ru´ssia
78.84.118.154 8 512 Leto´nia
95.134.5.177 8 512 Ucraˆnia
194.247.58.99 3 192 Ru´ssia
65.55.25.59 1 64 Estados Unidos
85.214.72.29 1 64 Alemanha
A tabela 4.23 apresenta uma ana´lise de alto n´ıvel para a globalidade dos IP contactados
com sucesso.
Tabela 4.23: Dados Botnet SpyEye - Va´rios servidores C&C
Dados Capturados e Pre´-Processados
Tempo da Amostra 17h29m
Localizac¸a˜o Tabela 4.22
No de pacotes analisados 37263
Role Fluxo iniciado pelo cliente
Bytes do Fluxo 3438387
Enderec¸os do Servidor C&C Tabela 4.22
Porta do Servidor Contactada (Todos os
IP)
80
Porta do Cliente Gama na˜o sequencial entre 1107-1930
Tentativas de estabelecimento de sesso˜es
TCP
788 pedidos de TCP (SYN)
Sesso˜es TCP estabelecidas com sucesso 615 respostas TCP(SYN,ACK)
Foi poss´ıvel constatar que neste caso a porta contactada de todos os enderec¸os foi a 80
exclusivamente o que na˜o sucedeu em todos os bots da famı´lia SpyEye. De seguida sa˜o
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apresentados dois gra´ficos correspondentes aos dois enderec¸os mais contactados e entre estes













































































































































































































































































Segundos desde início da captura
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Segundos desde início da captura
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Volume de Dados 2º C&C mais contactado
Figura 4.32: Volume de dados TCP transferido com o servidor C&C 92.46.156.124
No fim da ana´lise a este tipo de bot nota-se que este e´ um pouco diferente na atividade
quando comparado com o ZeuS sendo que no caso deste ocorrem mais comunicac¸o˜es ao longo
do tempo mas o volume de dados transferido e´ bastante mais diminuto. O tamanho dos
pacotes transferidos nunca teve picos superiores a 2000 Bytes o que no caso do bot ZeuS
aconteceu em todos os casos. Isto leva a concluir que as metodologias de detec¸a˜o deste tipo
de bot SpyEye tenham de usar mecanismos mais aprimorados na detec¸a˜o de fluxos com um
menor volume de dados.
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Cap´ıtulo 5
Simulac¸a˜o de atividades poss´ıveis
de uma Botnet
Devido a` dificuldade em obter capturas de atividades maliciosas, numa fase mais adi-
antada do trabalho, optou-se por desenvolver scripts destinados a ma´quinas Windows que
gerassem tra´fego que uma botnet em teoria poderia produzir. No essencial, a funcionalidade
pretendida consistia em roubar pequenas quantidades de informac¸a˜o da ma´quina onde o script
for executado. Foi criado um script simples em linguagem bash que captura uma imagem
do ambiente de trabalho de uma ma´quina que o execute e a envia para um servidor FTP
em intervalos de tempo cujas distribuic¸o˜es podem ser configurados com diferentes tipos de
distribuic¸o˜es. Na˜o foi adotado qualquer mecanismo de encriptac¸a˜o no envio da informac¸a˜o.
Seguidamente, optei por adotar um keylogger (PyKeyLogger), nada mais que um programa
open-source desenvolvido em Python que capturava tanto entradas de teclado como pequenas
imagens em redor do ponteiro do rato e imagens de screenshots e permitia o envio das mesmas
por e-mail e/ou FTP. As alterac¸o˜es foram feitas essencialmente no per´ıodo temporal em que
estes uploads de informac¸a˜o aconteceram. Os scripts criados e modificados encontram-se no
anexo C. E´ igualmente de salientar o facto nestas simulac¸o˜es o servidor FTP ou de e-mail
apenas ter a funcionalidade de endpoint de uma comunicac¸a˜o e de ser o local onde ira˜o ser
armazenados os dados da ma´quina infetada, ao contra´rio de uma botnet t´ıpica em que o ser-
vidor tem um papel ativo de ordenar a execuc¸a˜o de atividades dos bots. O esquema adotado
na monitorizac¸a˜o de tra´fego encontra-se representado na figura 5.1
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Figura 5.1: Esquema de monitorizac¸a˜o das atividades de simulac¸a˜o
De seguida sera˜o apresentados os resultados obtidos para os scripts criados. Em pri-
meiro lugar, na tabela 5.1 sa˜o apresentados os dados correspondentes ao script de captura
de screenshots e envio para o servidor FTP dedicado (FileZilla) alojado numa 2a ma´quina
virtual. Na figura 5.2 e´ apresentado o volume de dados transferido para o servidor FTP num
determinado intervalo de tempo.
Tabela 5.1: Dados ScreenShotCapture.bat - Dist. Uniforme (30-180 segundos)
Dados Capturados e Pre´-Processados
Tempo da Amostra 01h00m
Localizac¸a˜o Rede Local
No de pacotes Analisados 40673
Bytes do Fluxo 32006859
Enderec¸o do Servidor FTP 192.168.10.32
Porta do Servidor Contactada Porta 21 nos pedidos de in´ıcio de sessa˜o e
Porta 20 na transfereˆncia das imagens
Porta do Cliente Gama na˜o sequencial entre 1577-2553 nos
pedidos de in´ıcio de sessa˜o no servidor
FTP e entre 5000 e 5088 na transfereˆncia
das imagens
Tentativas de estabelecimento de sesso˜es TCP 483 pedidos de TCP (SYN)












































Segundos desde início da captura
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Volume de dados
Figura 5.2: Volume de dados transferido por tempo Batch to FTP
Utilizou-se o programa EasyFit [?], que proporciona de forma acess´ıvel e intuitiva um
me´todo automatizado para efetuar aproximac¸o˜es dos dados a curvas de distribuic¸a˜o pre´-
definidas, para confirmar o funcionamento correto do script. A metodologia do EasyFit usa o
teste Kolmogorov-Smirnov para determinar se duas distribuic¸o˜es de probabilidade subjacentes
diferem uma da outra ou se uma das distribuic¸o˜es de probabilidade subjacentes difere da
distribuic¸a˜o em hipo´tese, em qualquer dos casos com base em amostras finitas. Assim sendo,
a aproximac¸a˜o mais correta foi a da distribuic¸a˜o uniforme, tal e qual como o previsto, visto
ter sido essa a programada, e o gra´fico obtido da aproximac¸a˜o e´ apresentado na figura 5.3.
Figura 5.3: Func¸a˜o de Distribuic¸a˜o Cumulativa Batch to FTP
A 2a captura mostra uma ana´lise ao script PyKeyLogger de envio dos dados da ma´quina
comprometida para um servidor FTP e para uma conta de e-mail pro´pria alojada no Gmail.
Foi pre´-definida uma distribuic¸a˜o uniforme no intervalo [30,600] segundos. Os dados encontram-
se na tabela 5.2 e uma imagem do volume de dados transferido e´ apresentada na figura 5.4.
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Tabela 5.2: Dados PyKeyLogger - Modified - Dist. Uniforme (30-600 segundos)
Dados Capturados e Pre´-Processados
Tempo da Amostra 01h00m
Localizac¸a˜o Rede Local
No de pacotes Analisados 1300
Bytes do Fluxo 628604
Enderec¸o do Servidor FTP 192.168.10.38
Enderec¸o do Servidor SMTP 209.85.229.109
Porta do Servidor FTP Contactada Porta 21
Porta do Servidor SMTP Contactada Porta 587
Porta do Cliente Gama na˜o sequencial entre 1062-1089
Tentativas de estabelecimento de sesso˜es TCP 23 pedidos de TCP (SYN)
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Figura 5.4: Volume de dados transferido por tempo PyKeyLogger - Modified
Neste caso, aplicou-se a mesma metodologia de recorrer ao EasyFit para ca´lculo da func¸a˜o
de probabilidade cumulativa, sendo que neste caso a aproximac¸a˜o mais correta foi da curva
de distribuic¸a˜o triangular como apresentado na figura 5.5
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Figura 5.5: Func¸a˜o de Distribuic¸a˜o Cumulativa PyKeyLogger
No fim da criac¸a˜o destes scripts de simulac¸a˜o e´ poss´ıvel constatar que os mesmos permi-
tem a criac¸a˜o de modelos limpos de tra´fego, mas este pode na˜o corresponder exatamente a`
realidade como nos bots capturados presentes nos resultados experimentais. Estas simulac¸o˜es
encontraram per´ıodos sem atividade, o que difere por exemplo de um bot que tenha embe-
bido um trojan-downloader com func¸o˜es de publicidade como abertura de janelas popup do
browser que ale´m do tra´fego exclusivo de C&C gera tambe´m tra´fego relacionado com esta





Neste trabalho foram atingidos na maior parte os objetivos inicialmente propostos. Foi
criada uma base de dados de traces da maior parte das Botnets existentes na altura. A
caracterizac¸a˜o de alto n´ıvel dos traces inicialmente proposta foi efetuada com sucesso mas
por vezes, os dados na˜o foram muito conclusivos tendo como objetivo principal a criac¸a˜o de
metodologias de detec¸a˜o de Botnets, ou seja, na˜o foi na maioria dos casos percet´ıvel a atividade
que o bot estaria a desempenhar em determinado momento e o tra´fego correspondente a essa
atividade. A atividade das Botnets que usam uma arquitetura P2P na˜o foi percet´ıvel. A
ocorreˆncia de padro˜es temporais de tra´fego na maioria das famı´lias de Botnets mais atuais
na˜o foi noto´ria o que dificulta igualmente a criac¸a˜o de metodologias de detec¸a˜o. O tra´fego
produzido por este tipo de redes tende a na˜o ser muito elevado e e´ bastante diferente entre
cada tipo de rede apresentado seja para envio de Spam, quer para roubo de informac¸a˜o dos
utilizadores. A famı´lia de Botnets destinadas ao envio de Spam apresentou um maior volume
de dados trocados entre servidor de controlo e bot e tambe´m nestas foi noto´rio o contacto
com um maior nu´mero de enderec¸os IP de locais bastante dispares a uma escala mundial. A
maioria das Botnets adota uma pol´ıtica de so´ enviar dados quando precisam, por exemplo, no
caso da ma´quina de ana´lise ter pouca informac¸a˜o confidencial e de na˜o ter um comportamento
igual ao que um utilizador comum teria no caso da abertura de sites de instituic¸o˜es banca´rias,
os bots do tipo ZeuS ou SpyEye podem so´ se ativar se detetarem este tipo de sites de forma a
injetar co´digo de captura de informac¸o˜es de login, e so´ a´ı despoletar atividades mais noto´rias
de transfereˆncia de dados. Foi igualmente noto´ria uma evoluc¸a˜o dos tipos de rede desde as
primeiras Botnets IRC que produziam pouco tra´fego e a atividade era bastante noto´ria caso
ocorresse um ataque de DDoS, capturas de imagens do desktop ou v´ıdeos tal como foi patente
na captura do IRC BOT - AS21788 Network Op, ate a`s mais evolu´ıdas como a ZeuS e a SpyEye
que possuem servidores HTTP dedicados e os comandos instru´ıdos aos bots deixaram de ser
vis´ıveis pois passaram a ser encriptados com chaves partilhadas entre servidor e cliente e os
keep-alives deixaram de ser fundamentais a intervalos regulares o que provoca comunicac¸o˜es
sem qualquer tipo de padra˜o entre cliente e servidor Foi patente que mesmo dentro da mesma
famı´lia de Botnets existem diferenc¸as significativas na forma como os dados sa˜o transferidos
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com o servidor de controlo, o que leva a constatar que sendo estas redes compostas por um
elevado nu´mero de ma´quinas a atividade das Botnets mais recentes como as de roubo de
informac¸a˜o ZeuS e SpyEye possa ser vista como ma´quinas independentes com atividade de
rede diferente umas das outras mas que continuam a ter um ponto central de comando, para
onde os dados capturados sa˜o enviados. Esta irregularidade presente nos bots do mesmo tipo
de famı´lia de Botnet dificulta a criac¸a˜o de metodologias de detec¸a˜o mais aprimoradas. Em
suma, a caracterizac¸a˜o do tra´fego das Botnets mais atuais e´ cada vez mais complicada pois
os botmasters e os criadores deste tipo de redes tendem a dificultar esta tarefa cada vez mais
pois o principal objetivo destes e´ disfarc¸ar o tra´fego produzido pelas redes com o tra´fego
normal e optando por espac¸ar temporalmente os envios de dados de modo a detec¸a˜o ser mais
dif´ıcil. Foi tambe´m percet´ıvel no fim deste trabalho que as Botnets esta˜o a mudar o rumo da
sua atividade, isto e´, esta˜o a desaparecer as Botnets com capacidade de ataques de DDoS em
favor das que pretendem o roubo de informac¸a˜o dos clientes como a ZeuS, SpyEye, as suas
sucedaˆneas (Hiloti e Alureon) assim como Botnets destinadas ao envio de Spam como o caso
das semelhantes a` Rustock. No fim deste trabalho e´ patente que esta mudanc¸a de direc¸a˜o
tem somente motivos de rentabilidade dos lucros para os donos deste tipo de redes.
6.2 Trabalho Futuro
O trabalho futuro desta dissertac¸a˜o inclui os seguintes to´picos: analisar recorrendo a mo-
delos matema´ticos mais pormenorizados, as caracter´ısticas das capturas das Botnets; tentar
obter capturas de Botnets sempre atualizadas recorrendo a Honeypots ou outros tipos de
metodologia, visto esta ser uma a´rea em constante mudanc¸a e, por fim, com base nos modelos
matema´ticos das caracter´ısticas mais gene´ricas de famı´lias de Botnets utilizar os mesmos em
sistemas de detec¸a˜o ativa/passiva de ma´quinas de rede infetadas.
A ana´lise das redes do tipo FastFlux proporcionou um interesse elevado pois as Botnets
comec¸aram a usar mais este tipo de arquitetura. Com isto tem a capacidade de poderem al-
terar constantemente as novas localizac¸o˜es dos servidores de controlo, tendo levado a crer que
uma ana´lise do tra´fego TCP de um bot em conjunto com a atividade DNS de uma ma´quina
infetada poderia levar a metodologias mais aprimoradas de detec¸a˜o que no futuro possam ser




A.1 Histo´ria das Botnets
O bot original IRC (ou robot user), chamado GM de acordo com a Wikipedia, foi de-
senvolvido por Greg Lindahl em 1989, um operador de IRC. Este bot sem qualquer tipo de
atividade maliciosa, jogava com os utilizadores de canais IRC o jogo ”Hunt of the Wumps”.
Este bot tal como os primeiros que apareceram, mostravam-se aos outros utilizadores como
simples clientes normais de um chat IRC. Uma funcionalidade principal dos bots era a neces-
sidade de os usar para manter os canais abertos sem possibilitar que outros utilizadores se
apoderassem dos mesmos. A figura A.1 apresenta visualmente a evoluc¸a˜o das Botnets.
Em maio de 1999 apareceu o Pretty Park, um bot escrito em Delphi. Tambe´m conhecido
por Trojan.PSW.CHV, e´ considerado o primeiro bot com atividades maliciosas, e´ um worm
da Internet, rouba passwords e tem funcionalidades de backdoor. Diversas variantes do Pretty
Park sa˜o conhecidas, todas teˆm as mesmas funcionalidades mas algumas sa˜o compactadas.
Este bot era distribu´ıdo pela Internet, anexando-se a e-mails como um ficheiro. O ficheiro
tinha o ı´cone de uma famosa personagem de desenhos animados - South Park. Instala-se
automaticamente no sistema e envia mensagens de e-mail com uma co´pia sua para a lista de
contactos da ma´quina infetada e informa o botmaster atrave´s de servidores IRC acerca de
informac¸o˜es de sistema e passwords. A funcionalidade de backdoor permite o acesso remoto a`
v´ıtima. No fim dos anos 90s, alguns worms exploravam as vulnerabilidades nos clientes IRC
(particularmente o mIRC) que deixava os clientes serem controlados remotamente atrave´s de
uma backdoor. Em Junho de 1999 a versa˜o 2.1 do SubSeven apareceu revolucionando a a´rea,
pois permitia a um Subseven Server ser completamente controlado por um bot ligado a um
servidor IRC. Isto tornou-se um padra˜o para todos as botnets que apareceram posteriormente.
O SubSeven foi identificado pelo seu autor como uma ferramenta de administrac¸a˜o remota mas
trazia ferramentas de cara´cter malicioso com capacidade de roubar passwords e efetuar logs
de keystrokes. O SubSeven dava ao botmaster capacidade total de administrar uma ma´quina
infetada. A mudanc¸a das Botnets iniciais para open sourcing e modularizac¸a˜o levou a um
incremento do nu´mero de variantes e a` expansa˜o das funcionalidades das Botnets. Os autores
de malware foram introduzindo encriptac¸a˜o e ransomware. Foram aparecendo igualmente
proxies HTTP e SOCKS que permitiram os autores usar as conexo˜es das v´ıtimas para seu
proveito. Em 2003, apareceu o bot Spybot que era uma evoluc¸a˜o do SDBot e que introduziu
novas funcionalidades como o envio de mensagens instantaˆneas e e-mails publicita´rios, o spam.
No mesmo ano aparece o Rbot que tinha funcionalidades de DDoS e ferramentas para roubo
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Figura A.1: Evoluc¸a˜o das Botnets
dos dados da ma´quina comprometida. A RBot foi tambe´m conhecida por ser a primeira famı´lia
de bots que usou compressa˜o e algoritmos de encriptac¸a˜o de forma a evadir-se de mecanismos
defensivos. 2003 tambe´m foi o ano da primeira aparic¸a˜o de Botnets P2P, a Sinit e a Calypso.
Mais tarde a Agobot teve tambe´m mo´dulos desenvolvidos para incorporar funcionalidades
P2P; normalmente o me´todo de spreading da Agobot era atrave´s das redes P2P existentes:
Kazaa, Grokster, e Bear Share. No ano seguinte, outra Botnet derivada da Agobot, chamada
Polybot, introduziu polimorfismo para tentar evadir os mecanismos de detecc¸a˜o alterando a
sua apareˆncia o mais ra´pido poss´ıvel. As Botnets foram deixando cair em desuso o protocolo
e os servidores C&C de IRC, pois o protocolo era facilmente deteta´vel na rede e as portas
de comunicac¸a˜o eram normalmente bloqueadas nas firewalls. Assim comec¸ou a comunicac¸a˜o
sobre HTTP, ICMP e SSL, e tambe´m protocolos proprieta´rios. Foram igualmente aprimoradas
as capacidades de comunicac¸a˜o P2P, como foi demonstrado no ano de 2008/09 por uma
famosa Botnet - a Conficker. Apesar de todas as te´cnicas avanc¸adas de malware usadas pelo
Conficker serem conhecidas, o v´ırus combinou imensas e provocou uma enorme dificuldade em
o erradicar. Os autores desconhecidos va˜o lanc¸ando atualizac¸o˜es regulares de forma a colmatar
vulnerabilidades do pro´prio v´ırus de forma a evadir as te´cnicas de detec¸a˜o dos operadores e
agentes da lei. Devido a`s inu´meras capacidades criminosas demonstradas pelas Botnets, estas
mesmas atra´ıram a atenc¸a˜o de organizac¸o˜es para publicitar os seus produtos na forma de
SPAM; um trabalho que no in´ıcio da de´cada era feito em pequena escala atrave´s de servidores
dedicados, open relays, e servidores comprometidos. Isto alterou-se com o aparecimento da
Botnet Bagle, Bobax e Mytob. A Bagle e a Bobax foram as primeiras Botnets orientadas
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a actividade de spam enquanto as variantes da Mytob eram essencialmente uma agregac¸a˜o
de funcionalidades de antigos worms para envio de e-mails em massa como o MyDoom e o
SDBot. Esta combinac¸a˜o permitiu aos criminosos construir Botnets maiores e expandir as suas
actividades a mais vitimas, e tambe´m deu-lhes a flexibilidade de ajudar a escapar a actividades
de imposic¸a˜o legal . Desde enta˜o muitas Botnets foram aparecendo, lideradas provavelmente
pelas mais antigas Botnets que referi anteriormente, a Bagle e a Bobax, em 2004. A Bobax teve
um grande ataque a` sua propagac¸a˜o em 2008 pela empresa McColo. A RuStock data de 2006,
em conjunto com Botnets como a ZeuS. A RuStock foi mais uma Botnet destinada ao envio
de spam ate que no dia 16 de Marc¸o de 2011 a Botnet foi desligada atrave´s de um conjunto de
entidades numa operac¸a˜o chamada b107, na qual fizeram parte a Microsoft, agentes federais
americanos, a FireEye e a Universidade de Washington. Desde 2006 que a ZeuS foi crescendo
tornando-se a Botnet mais usada em atividades de roubo de informac¸a˜o dos utilizadores. O
criador da ZeuS atualiza regularmente a Botnet, testando-a, e em muitos dos lanc¸amentos
adicionando funcionalidades. Estas novas verso˜es sa˜o vendidas a prec¸os elevados, enquanto
que as verso˜es que va˜o ficando ultrapassadas se encontram gratuitamente na Internet. Muitas
vezes estas verso˜es antigas teˆm backdoors, significando isto que um Botmaster novato tambe´m
se torna uma v´ıtima. A oferta destas verso˜es de Botnets baixou uma barreira de custo para
entrada no cibercrime, e encorajou mais alguns a entrarem no crime online. A ZeuS na˜o e´
a u´niva ferramenta dispon´ıvel, como existem va´rias outras como a SpyEye que entram em
competic¸a˜o entre elas mas que muitas vezes na˜o sa˜o desenhadas para utilizadores simples sem
muitos conhecimentos, com interfaces simples controladas atrave´s do rato para controlar as
ma´quinas infectadas. Em 2007 apareceu a famosa Storm, em conjunto com a Cutwail e a
Srizbi. No ano seguinte foi a vez da Asprox aparecer em cena, e estas sa˜o apenas uma ı´nfima
parte das milhares de Botnets que existem e das que va˜o aparecendo. Na data de escrita
desta dissertac¸a˜o a Fundac¸a˜o Shadowserver analisou cerca de 6000 servidores de C&C u´nicos
e mesmo assim na˜o se aproximou nem perto de uma representac¸a˜o do conjunto de Botnets que
existem, visto que existem milhares de PCs ano´nimos infetados que esta˜o a ser usados para






O termo Fast Flux e´ uma te´cnica usada pelas Botnets para esconderem sites contamina-
dos, como por exemplo phishing sites e sites de distribuic¸a˜o de malware atrave´s de uma rede
em constante mudanc¸a composta por hosts comprometidos que atuam como proxies. Esta
te´cnica e´ usada por Botnets como a Storm Worm, Zeus, SpyEye. A principal ideia de uma
rede Fast Flux e´ que se determinados IP’s que se encontram associados a um domı´nio forem
trocados com uma frequeˆncia bastante elevada, alterando os DNS records torna-se mais com-
plicado saber qual o IP ativo num determinado momento [?].
Do ponto de vista de um atacante, a ideia e´ que o servic¸o de alojamento onde se encontrem
novas verso˜es do bot cliente seja dif´ıcil de encontrar e que esteja ao ativo na maior parte
do tempo. Se o Botmaster conseguir encaminhar va´rios IP’s para um determinado domı´nio,
torna-se mais complicado desligar o alojamento comprometido. Mais ainda, um Botmaster
esta´ tambe´m tambe´m na escalabilidade do seu sistema e poderia usar uma te´cnica de roun-
drobin DNS para dividir os bots entre mu´ltiplos servidores de Comando e Controlo (C&C)
no sentido de dificultar as tentativas de desligar as ma´quinas infetadas, como apresentado no
esquema da imagem B.1.
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Figura B.1: Comparac¸a˜o entre Redes Normais e do tipo Fast-Flux
Desde que um dos IP’s responda a um pedido DNS, o servic¸o mante´m-se ativo. A principal
caracter´ıstica de uma rede Fast-Flux ( Fast-flux service networks - FFSNs) e´ a ra´pida troca nas
respostas DNS. Um domı´nio FFSN devolve poucos registos de uma pool maior de ma´quinas
comprometidas (”fluxagents”) e retorna um diferente subset depois de expirar o TTL. Usando
as ma´quinas comprometidas como proxies para reencaminhar um pedido que chega para outro
sistema (”mothership”/ no´ de controlo principal), um BotMaster pode construir um sistema
resistente e robusto do tipo one-hop overlay network. A estrutura de uma rede FFSNs pode
ser explicada com um exemplo [?]. O domı´nio thearmynext.info foi encontrado num e-mail
de spam em Julho de 2007. A procura por este domı´nio e´ mostrada na tabela B.1.
Tabela B.1: Respostas DNS Iniciais
thearmynext.info 600 IN 69.183.26.53
thearmynext.info 600 IN 76.205.234.131
thearmynext.info 600 IN 85.177.96.105
thearmynext.info 600 IN 217.129.178.138
thearmynext.info 600 IN 24.98.252.230
Foi repetido um DNS lookup apo´s o te´rmino do TTL fornecido na primeira resposta
por existirem dois DNS lookups consecutivos para um mesmo domı´nio. Os resultados sa˜o
apresentados na tabela B.2.
Tabela B.2: Respostas DNS apo´s TTL
thearmynext.info 600 IN 213.47.148.82
thearmynext.info 600 IN 213.91.251.16
thearmynext.info 600 IN 69.183.207.99
thearmynext.info 600 IN 91.148.168.92
thearmynext.info 600 IN 195.38.60.79
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Apo´s estes dois resultados e´ poss´ıvel notar que apo´s os 600 segundos de diferenc¸a em
que sa˜o efetuados os lookups, as respostas DNS retornam um mesmo nu´mero de registos (5),
no entanto os enderec¸os IP pertencem a uma gama diferente. Foi determinado o ASN e o
pa´ıs dos IP’s do primeiro lookup. Os resultados demonstraram o seguinte: todos os IP’s
estavam localizados em redes DSL/dial-up em diferentes pa´ıses - USA, Alemanha, Portugal,
pertencendo a sistemas auto´nomos (ASN) completamente diferentes dos obtidos no segundo
DNS lookup. Uma ana´lise mais aprimorada revelou que os resultados obtidos no primeiro
lookup se referem aos chamados flux-agents. Numa Botnet com uma actividade na˜o ligada ao
spam, as redes FSSN sa˜o mais utilizadas para alojar os executa´veis dos Bots cliente, ou seja,
numa primeira instaˆncia o cliente infectado com um trojan-downloader, por exemplo, usa DNS
para resolver o domı´nio e depois contacta um dos flux-agents. O agent reencaminha o pedido
para o no´ de controlo que devolve o conteu´do de novo para o agent que por sua vez o devolve
ao cliente. Assim torna-se bastante complicado saber onde se encontra o no´ de controlo que
possui os executa´veis comprometidos. E´ de salientar tambe´m que no caso de um TTL para
um dado domı´nio expirar e o cliente executar um novo pedido de DNS, o processo de DNS
lookup ira´ retornar um conjunto diferente de IP’s. Isto significa que o cliente ira´ contactar
enta˜o um flux-agent diferente mas o pedido ira´ ser encaminhado do agente contactado para
o no´ de controlo responsa´vel de forma a ser obtido o conteu´do mais atualizado [?]. Tambe´m
nesta a´rea teˆm sido efetuados esforc¸os no aˆmbito da detec¸a˜o deste tipo de redes. Uma equipa
de investigac¸a˜o da Universidade de Mila˜o desenvolveu um sistema FluXOR que monitoriza
e deteta redes fast-flux que depende da ana´lise das ac¸o˜es da Botnet observadas do ponto de
vista de uma v´ıtima de fraude. Dado um hostname suspeito, o sistema FluXOR atua como
uma vitima e tenta detetar se o hostname diz respeito a uma rede fast-flux. Caso passe numa
primeira instaˆncia de verificac¸a˜o, os hostnames sa˜o monitorizados para descobrir todos os
enderec¸os IP’s das ma´quinas comprometidas associadas a este servic¸o de rede (Fast-Flux) [?].
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Apeˆndice C
Scripts de Simulac¸a˜o de poss´ıveis
atividades de Botnets
C.1 ScreenShotCapture.bat
Neste script e´ executado o procedimento de captura. Alterando o valor do PING para o
localhost e´ possivel alterar o intervalo de tempo entre capturas de imagens.
@ECHO OFF
setlocal enableextensions enabledelayedexpansion
set /a "x = 0"
if %x% leq 5 (
echo %x%
set /a "x = x + 1"
CmdCapture /d %TEMP%\ScreenShot
PING -n 3 127.0.0.1 >NUL
)
call BatchFtpUploadOnlyNewFiles.bat
set /a "x = 0"
C.2 BatchFtpUploadOnlyNewFiles.bat
Este script analisa o directo´rio das imagens e efetua um upload das mesmas para um
servidor ftp que e´ tambe´m aqui definido.
@Echo Off
Setlocal Enabledelayedexpansion
REM -- Define File Filter, i.e. files with extension .txt
Set FindStrArgs=/E /C:".png"
REM -- Extract Ftp Script to create List of Files
Set "FtpCommand=ls"
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Call:extractFileSection "[Ftp Script 1]" "-">"%temp%\%~n0.ftp"
Rem Notepad "%temp%\%~n0.ftp"
REM -- Execute Ftp Script, collect File Names
Set "FileList="
For /F "Delims=" %%A In (’"Ftp -v -i -s:"%temp%\%~n0.ftp"|Findstr %FindStrArgs%"’)
Do (
Call Set "FileList=%%FileList%% "%%A""
)
REM -- Extract Ftp Script to upload files that don’t exist in remote folder
Set "FtpCommand=mput"
For %%A In (%FileList%) Do set "Exist["%%~A"]=Y"
For /F "Delims=" %%A In (’"dir /b "%temp%/ScreenShot"|Findstr %FindStrArgs%"’)
Do (
If Not defined Exist["%%~A"] Call Set "FtpCommand=%%FtpCommand%% "%%~A""
)
Call:extractFileSection "[Ftp Script 1]" "-">"%temp%\%~n0.ftp"
rem Notepad "%temp%\%~n0.ftp"
For %%A In (%FtpCommand%) Do Echo.%%A










if "%src%"=="" set src=%~f0& rem if no source file then assume THIS file
for /f "tokens=1,* delims=]" %%A in (’find /n /v "" "%src%"’) do (
if /i "%%B"=="%emk%" set "bExtr="&set "bSubs="
if defined bExtr if defined bSubs (call echo.%%B) ELSE (echo.%%B)
if /i "%%B"=="%bmk%" set "bExtr=Y"





















A varia´vel t controla o tempo entre uploads das imagens capturadas para o servidor FTP.
Ao alterar o valor de t podemos controlar o tipo de distribuic¸a˜o temporal queremos produzir.
Este script invoca os dois mostrados previamente e controla o tempo do envio das imagens
para o servidor visto que o criar de tempos de envio segundo distribuic¸o˜es e´ mais acess´ıvel em









C.4 PyKeyLogger - MOD
Foi optado pegar numa ferramenta de keylogger opensource e alterar o funcionamento da
mesma no sentido de alterar os tempos de envio de dos ficheiros tanto para o FTP como
por e-mail das capturas de logs, screenshoots e micro-screenshots em redor do ponteiro do
rato. No co´digo que se segue pertencente a` classe de envio de keylogs por e-mail e por ftp
basta alterar a varia´vel de envio self.interval dentro da func¸a˜o inicializadora de paraˆmetros
def init para a distribuic¸a˜o pretendida. Neste caso encontra-se o valor por defeito que e´
lido de uma caixa de texto da aplicac¸a˜o e convertida para segundos.
class EmailLogSender(BaseTimerClass):
’’’Send log files by email to address[es] specified in .ini file.
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If log zipper is not enabled, we call a zipper here.
Otherwise, we just email out all the zips for the specified logger.
’’’
def __init__(self, *args, **kwargs):
BaseTimerClass.__init__(self, *args, **kwargs)




’’’Upload logs by FTP to server/directory specified in .ini file.
If log zipper is not enabled, we call a zipper here.
Otherwise, we just upload all the zips for the specified logger.
’’’
def __init__(self, *args, **kwargs):
BaseTimerClass.__init__(self, *args, **kwargs)
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