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Kompilátory a interpretaní pekladae tvoí dležitou složku operaního systému poítae a také 
techniky jejich výstavby pedstavují stále aktuální oblast výzkumu i aplikací. Výbr vhodného 
pístupu, zda kompilovat nebo interpretovat, závisí obvykle na povaze jazyka a na použitém prostedí. 
Pro asov nároné výpoty se používají kompilaní pekladae, naopak pro poteby výuky jazyk se 
dává pednost interpretaci. 
Interpretaní peklad se bžn užívá zejména u skriptovacích jazyk, kdy se oekává okamžité 
provedení píkazu. Mezi takové jazyky patí napíklad PHP, Perl, Python, Ruby, C#, Javascript. Dále 
nesmíme opomenout unixové shelly jako Bash, Ash, ksh, tcsh, zsh, csh atd. V souasné dob existuje 
nkolik interpret jazyka C, nejsou však ureny pímo pro výuku a prezentaci algoritm. Za zmínku 
stojí interpret Ch, který je zamen primárn na tvorbu skript, numerické výpoty a grafické 
výstupy. Dále je zajímavý interpret CINT pro tvorbu skript v jazyku C i C++ a debugger UPS 
obsahující ANSI C interpret. 
  Cílem této práce je implementace výukové aplikace, která by studentm umožnila vytváet 
v jednoduchém uživatelském rozhraní programy jazyka ISO C99. Draz je zde kladen na možnosti 
rychle a jednoduše sestavovat algoritmy. Základní ideou celého projektu je možnost experimentovat 
s jazykovými konstrukcemi bez nutnosti kompilace. Pedstava je taková, že uživatel definuje 
v interpretu jednoduchou funkci, pak ji ihned zavolá a uvidí výsledek. Pro takovou aplikaci je 
vytvoeno grafické rozhraní sluující možnosti editoru a debuggeru. Pro tvorbu interpretu bylo 
zvoleno prostedí ANTLRWorks napsané v Jav a využívající tento jazyk jako implementaní, proto 
i uživatelské rozhraní aplikace bylo implementováno v Jav. 
Postup výkladu v textu odpovídá jednotlivým fázím pi ešení diplomové práce v logických 
celcích tak, jak šly za sebou. Kapitola 2 seznamuje tenáe se základními pojmy v teorii peklada, 
kapitola 3 pokrauje pedstavením vývojového prostedí ANTLRWorks a jazyka ANTLR v3. 
Kapitola 4 se zabývá analýzou gramatiky ISO C99. Další kapitoly popisují implementací jednotlivých 
ástí  interpretu. Gramatika pro lexikální a syntaktický analyzátor vetn píklad v prostedí 
ANTLRWorks je popsána v kapitole 5 a 6. Implementací gramatik pro interpretaci syntaktického 
stromu se vnuje kapitola 7. Pedposlední 8. kapitola popisuje uživatelské rozhraní a jeho ovládání. 
V samotném závru jsou zhodnoceny dosažené výsledky.  
Diplomová práce navazuje na semestrální projekt, ve kterém byla prostudována a analyzována 
gramatika jazyka ISO C99 s ohledem na použití jazyka C jako interpretovaného jazyka. Byla 
navržena struktura interpretu a rozdlena do píslušných modul, které pedstavovaly logické fáze. 
Zárove byl implementován první modul pro lexikální a syntaktickou analýzu. Pro interpret bylo 
navrženo vývojové prostedí. V diplomovém projektu byly jednotlivé návrhy implementovány 
a vytvoeny další pomocné moduly. Bylo implementováno uživatelské rozhraní za použití grafické 
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knihovny Swing jazyka Java. Nakonec byla aplikace otestována a odladna na množin algoritm a 
píklad jazyka C. 
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2 Základní pojmy 
V této kapitole je vysvtlen obecný princip innosti interpretaního pekladae, jeho komunikace 
s okolím a dalšími podprnými prostedky používanými k výstavb peklada a interpret. 
Zamíme se hlavn na rozdíly mezi pekladem a interpretací a pedstavíme základní pojmy. 
Informace erpány z [1] a [2]. 
2.1 Peklada a kompilátor 
Peklada je program pekládající zdrojový program (napsaný ve zdrojovém jazyce) na  ekvivalentní 
cílový program (napsaný v cílovým jazyce). Kompilátor je program, který pekládá program napsaný 
ve vyšším programovacím jazyce na ekvivalentní program napsaný v nižším programovacím jazyce. 
Schéma kompilátoru ukazuje Obr. 1. 
 
Obr.?1 – Kompilátor 
Hlavní nevýhodou peklada a kompilátor je, že pi každé drobné zmn zdrojového 
programu je nutné opt zdrojový program peložit na cílový program, který až poté mže být 
proveden. Celý peklad rozsáhlých program mže trvat velmi dlouho. Na druhé stran peklad 
zdrojového programu je výhodný v pípad, kdy lze oekávat opakované spouštní výsledného 
programu, režie na peklad je potom jednorázová. 
Dležitou úlohu ve vývoji technik výstavby peklada sehrála teorie formálních jazyk 
a gramatik. Syntaktická analýza pekládaného programu tvoí jen malou ást úkon, které musí 
peklada provádt. Skutenost, že syntaktický analyzátor mže pevzít ízení celého pekladu spolu 
s dostupností efektivních deterministických algoritm rozkladu, významn zjednodušuje celý návrh 
a realizaci pekladae. Podobn v pekladaích nalezly velmi úinnou aplikaci moderní metody 
programování, jako datové abstrakce, modulární programování, analýza toku dat apod.  
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2.2 Interpret 
Interpret je programová jednotka, která zpracovává text zdrojového jazyka a pímo jej vykovává. Aby 
mohl být program proveden, musí být napsán v takovém jazyku, který je schopen interpret vykonat. 
Musí být implementován v takovém strojovém kódu, jehož instrukcím daný procesor rozumí. 
V pípad interpretace tedy nedochází k žádnému pekladu, pevodu i jiné transformaci a interpret 
ani nepekládá, ani nespouští programy v interpretovaných jazycích. Pímo provádí zdrojový program 
a zobrazuje okamžité výsledky výpotu. Na Obr.?2 je schéma funkce interpretu.  
 
Obr.?2 – Interpret 
Interpretace je obecn pomalejší než kompilace, je poteba analyzovat zdrojový píkaz 
pokaždé, když na nj program narazí. Interpret musí pi každém provedení zdrojového programu 
pevést tyto instrukce na ekvivalentní instrukce strojového kódu, které pak mohou být provedeny. Pro 
pomr mezi rychlostí interpretovaného a kompilovaného programu se uvádjí hodnoty mezi 10:1 až 
100:1 v závislostí na konkrétním jazyku. Rozdíly mezi interpretem a kompilátorem mžeme vidt 
v Tab. 1, puntík vyznauje kdo daný požadavek zvládá lépe: 
Požadavek Kompilátor Interpret 
Rychlost cílového programu   
Penositelnost zdrojového kódu   
Pam	ové nároky programu   
Detekce chyb   
Tab.?1 – Rozdíly mezi interpretem a kompilátorem 
Interprety bývají také nároné na pam	ový prostor, pi bhu programu musí být v pamti 
neustále k dispozici celý peklada. Interprety bývají znan strojov nezávislé, nebo	 negenerují 
strojový kód, pro penos na jiný poíta obvykle postaí interpret znovu zkompilovat. Naopak oproti 
kompilaním pekladam mají interprety i své výhody. Pi vzniku chyby máme vždy pesné 
informace o jejím výskytu a mžeme pomrn rychle odhalit její píinu. Tento pístup je vhodný 
zvlášt pi ladní program. Interprety navíc umožují modifikaci textu programu i bhem innosti, 
což se využívá asto u jazyk jako je Prolog nebo Lisp. Interprety se dále používají tam, kde se 
mohou typy objekt dynamicky mnit v prbhu provádní programu, typickým píkladem je jazyk 
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Smalltalk-80. Další z výhod je penositelnost mezi platformami, negeneruje se strojový kód závislý na 
konkrétní platform.  
2.3 Fáze pekladu pi interpretaci 
Z logického i implementaního hlediska je úelné proces interpretace strukturovat do uritých 
podproces, které nazýváme fáze. Fáze pedstavuje logicky celistvou operaci transformace jedné 
reprezentace zdrojového programu na jinou reprezentaci. V praxi se potom vtšina tchto fází 
vzájemn pekrývá. Jednotlivé fáze jsou znázornny na Obr.? . 
 
Obr.?3 – Fáze interpretu 
První fáze, která se nazývá lexikální analýza, identifikuje ve zdrojovém programu podetzce 
znak, jež pedstavují lexikální jednotky zdrojového jazyka. Lexikální jednotka odpovídá 
identifikátoru, klíovému slovu, literátu, oddlovai, operátoru atd. Operace lexikální analýzy tedy 
provádjí transformaci textu zdrojového programu na posloupnost lexikálních jednotek, pesnji 
na posloupnost jejich reprezentací. Výstupem této fáze je tedy posloupnost jednotek zvaných tokeny. 
Syntaktická analýza dostává na vstup jednotlivé tokeny a v souladu s definicí syntaxe 
zdrojového jazyka provádí rozklad zdrojového programu, tj. simuluje tvorbu derivaního stromu. 
V jazyku ANTLR syntaktický analyzátor soubžn pi simulaci derivaního stromu vytváí pomocí 
tzv. pepisovacích pravidel abstraktní syntaktický strom (dále jen ASS). Ten je reprezentován pomocí 
píslušných programových struktur v ANTLR (CommonTree) a pedstavuje vstup pro další fáze 
interpretace. 
Jednotka vyhodnocení ASS provádí samotnou interpretaci a požadované cílové akce. Každá 
fáze vyhodnocování má jako vstup ASS, kde míru zpracování uruje typ fáze. Hlavním smyslem je 
vykonat píslušné akce odpovídající jednotlivým vtvím stromu. Skládá se obvykle z nkolika 
vzájemn spolupracujících modul. Nejdležitjším modulem je evaluátor, který provádí samotné 
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píkazy (vyhodnocuje výrazy, realizuje iterace, vtvení, skoky atd.). Fázi evaluace obvykle pedchází 
nkolik dalších fází kontrolující správnost parametr funkcí, sémantické akce atd. Prakticky to 
znamená více prchod ASS a zpomalení interpretace, výhodou je dobrá strukturovanost problém 
a pehlednost zápisu gramatiky. 
Sémantická analýza zpracovává pedevším informace, které jsou uvedeny v deklaracích, ukládá 
je do vnitních datových struktur a na jejich základ provádí sémantickou kontrolu píkaz a výraz 
v programu. V jazyce ANTLR u interpretu se fáze sémantické analýzy narozdíl od pekladae provádí 
až po vygenerování ASS. Je poteba zajistit, aby vhodná reprezentace ASS zachovala dležité 
informace ze zdrojového zápisu programu. Sémantická analýza je souástí fáze vyhodnocení ASS, 


























3 Vývojové prostedí ANTLRWorks 
Programátoi mají v dnešní dob tendenci nepoužívat nestandardní a nové nástroje pro tvorbu 
peklada a interpret jazyk. Mají obavy z možných chyb v tchto prostedcích a z jejich slabé 
podpory. Metody syntaktické analýzy mžou být navíc složité na porozumní a ladní. Vygenerované 
analyzátory pak mohou pipomínat erné skíky. Tyto obavy se pokusí vyvrátit vývojové prostedí 
ANTLRWorks a jeho souásti vetn samotného jazyka ANTLR v3. Veškeré informace v této 
kapitole byly erpány z [8], [9] a [10].  
3.1 Vzhled 
ANTLRWorks je integrované uživatelské vývojové prostedí pro ANTLR gramatiky verze 3. Je 
založeno na jazyku ANTLR. Jeho cílem je vylepšit uživatelskou pívtivost, pehlednost a itelnost 
pi tvorb gramatik nejrznjších jazyk. Prostedí podporuje vizualizaci gramatických pravidel, 
stromových struktur, ladní pi prbhu syntaktické analýzy. Jeho autory jsou Terence Parr a Jean 
Bovet z University San Francisca v USA. Prostedí je kompletn implementováno v jazyce Java 
a uživatelské rozhraní v grafické knihovn Swing. 
 
Obr.?4 – Ukázka prostedí ANTLRWorks 
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ANTLRWorks se skládá ze tí hlavních souástí: editoru, interpretu a debuggeru gramatik 
specifikovaných v jazyce ANTLR v3. K definici gramatiky je použit editor, podporuje zvýrazování 
syntaxe, zobrazení pravidel pomocí konených automat nebo syntaktických diagram (kapitola 3.2). 
Interpret slouží k rychlé simulaci derivaního stromu (kapitola 3.3). Debugger je uren k ladní 
a odhalování chyb v gramatikách (kapitola 3.4). Ukázka prostedí s gramatikou jazyka C je na Obr.?4. 
Plocha editoru vyznauje prostor pro specifikaci gramatiky. Stední pruh slouží k zabalení 
pravidel a voliteln k zobrazení ísel ádk. Levý sloupec pedstavuje seznam všech pravidel a spodní 
plocha slouží k zobrazení syntaktického diagramu aktuálního pravidla. Prostedí obsahuje prostedky, 
které se pomáhají vypoádat s víceznanosti jistých typ gramatik. Gramatika je zde interaktivn 
pekládána, chyby jsou prbžn zvýrazovány v textu a v indikaním sloupci. To vše výrazn 
urychluje práci oproti nutným pekladm ve standardních nástrojích jako je Lex a Yacc.  
Oproti tmto nástrojm jazyk ANTLR obsahuje gramatiky pro prchod ASS, tzv. stromové 
gramatiky (tree grammars). V gramatice syntaktického analyzátoru specifikujeme pímo pepisovací 
pravidla, které pi pekladu tyto stromové struktury vytváí. Vstupem pro tyto gramatiky je pímo 
ASS. Na Obr.?4 dále vidíme nástrojovou lištu, která poskytuje pístup k bžn užívaným operacím. 
Spodní panel obsahuje nkolik záložek pro zobrazení syntaktického diagramu pro vybrané pravidlo, 
interpret pro ladní derivaního stromu, debugger a konzoli pro zobrazení chybových hlášení 
s výsledky kompilace.  
V prostedí je možno nastavit spoustu pedvoleb. Máme k dispozici standardní položky pro 
naítání a ukládání vytváených gramatik. Je možno vyexportovat vybrané grafy pravidel a strom 
do grafických soubor. Samozejm nechybí nastavení vlastností editoru a debuggeru. V editoru 
mžeme využít klasických editaních a vyhledávacích akcí a zkratek pohyb v textu. Gramatická 
pravidla je možno zjednodušovat pomocí zabudované refaktorizace (nap. odstranní levé rekurze). 
3.2 Editor 
ANTLRWorks obsahuje propracovaný editor s výraznním syntaxe urený pro definici gramatik. 
Podporuje klávesové zkratky editoru Emacs. Je vybaven podporou automatického doplování slov 
pomocí zkratky Ctrl+Space zobrazující seznam všech pravidel a použitých výraz poínaje 
zadávanou pedponou.  
S editorem tsn spolupracuje seznam pravidel syntaktického a lexikálního analyzátoru 
nacházející se v levé ásti okna aplikace. Pravidla obou analyzátor jsou barevn odlišena 
a uspoádána po sob ve dvou blocích. Pomocí seznamu je možno mezi nimi rychle pepínat, nebo je 
seadit podle abecedy, pípadn si sami upravit poadí. Výbrem pravidla se zobrazí jeho pozice 
a korespondující text v editoru. 
V prostedí je pro zobrazení chyb v gramatice použito nkolik zpsob. Pokud je pravidlo lev 
rekurzivní je mode podtrženo. Ponecháme-li kurzor myši nad takovým pravidlem, zobrazí se 
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vysvtlující text chyby (barva je žlutá pro varování, ervená pro chybu). Zárove se v indikaním 
sloupci zobrazí indikátor dané barvy. Kliknutím na nj se mžeme ihned dostat k chyb. Vše ukazuje 
Obr. 5.  
 
Obr.?5 – Oznámení levé rekurze 
Pro vtšinu chyb a varování jsou navrhovány alternativní akce vedoucí k náprav. Pro jejich 
zobrazení staí ponechat kurzor myši nad takovým pravidlem, pokat na zobrazení varování a pak 
na nj kliknout levým tlaítkem. Pro provedení nabízených zmn staí kliknout podruhé (Obr. 6). 
 
Obr.?6 – Alternativní akce v editoru 
3.3 Interpret 
V prostedí je zabudovaný jednoduchý interpret pro rychlou simulaci tvorby derivaního stromu 
(parse tree) z testovacího vstupu. Jde pouze o simulaci, negeneruje se ani ASS ani žádné akce. Díky 
tomu mžeme porovnat, zda vzniklý strom odpovídá oekávanému výsledku. Interpret lze použít jen 
pro jednoznané LL gramatiky, pi kombinaci s mechanismem zptného návratu nefunguje. 
Na Obr.?7 se v levé ásti nachází panel zobrazující vstupní text, který je zpracováván 
lexikálním analyzátorem v podob token a posílán syntaktickému analyzátoru. Vedle je vytvoen 
odpovídající derivaní strom. Pro ovládání slouží pouze jedno tlaítko , které naráz provede celou 
syntaktickou analýzu a zpracuje celý vstup. Zastaví se až po úspšném vytvoení derivaního stromu 
nebo pi chyb. Vpravo za spouštcím tlaítkem máme ze seznamu pravidel na výbr startovací 
pravidlo pro syntaktickou analýzu. Dále vpravo pak vidíme jaká pravidla jsou ignorována, pevážn 
to jsou bílé znaky a komentáe, pro jejich aktualizaci slouží tlaítko Guess. Pokud je derivaní strom 
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píliš velký, mžeme velikost upravit pomocí posouvacího jezdce Zoom, nebo jej zobrazit textov 
(obdoba stromového výpisu adresáové struktury).  
 
Obr.?7 – Ukázka interpretu 
3.4 Debugger 
ANTLRWorks obsahuje výkonný debugger, který umožuje kvalitní ladní syntaktického 
analyzátoru. Je spouštn jako samostatný proces, komunikuje prostednictvím soketového pipojení 
formou speciálního textového protokolu. Zvyšuje se tak podpora generování výstup pro více jazyk 
a ovládání ízení krok ladní. Je možno ladit lokáln nebo vzdálen. Syntaktický analyzátor 
pedstavuje server, samotné prostedí pak klient. Provádní ladících událostí je peloženo pímo do 
událostí soketu, ANTLRWorks jej dekóduje, spustí, provede píslušné akce a následn zobrazí 
uživateli. Tento ladící nástroj mže být použit ve spolupráci s dalšími moduly nap. pro vizualizaci 
stavu analyzátoru stromové gramatiky pi samotném ladní.   
Ladní pak ovládáme pímo z prostedí a mžeme prbžn kontrolovat podobu derivaního 
stromu. Proud událostí zasílaný syntaktickým analyzátorem mže být uložen jako textový soubor 
k pozdjší analýze pro srovnání výpisu a odhalování chyb pro rzné vstupy gramatik. 
Jak ukazuje Obr. 8, pro ovládání ladní máme na výbr jednotlivá tlaítka: posun na zaátek, 
krok zpt a vped, krok pes, rychlý posun vped a posun na konec. Zvlášt krok zpt je výhodný, 
pokud se chceme vracet bez nutnosti znovu spouštt debugger. Je zde možno nastavit tyi druhy 
bod perušení tchto typ:  
• All – zastaví na jednom z následujících míst perušení 
• Location – zastaví pi zmn pravidla  
• Consume – zastaví pi natení tokenu od lexikálního analyzátoru 
• LT – zastaví pokud probíhá dopedné vyhledávání pi bactrackingu 
• Exception – zastaví pokud došle k chyb 
Vedle bod perušení je zobrazován aktuální stav debuggeru. Ve spodní ásti jsou pak ladící 
panely, kde máme na výbr šest rzných typ zobrazení vstupního proudu znak (zde jsou prbžn 
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zobrazovány nalezené tokeny), výstupního proudu (zde se zobrazí výstup dle definovaných akcí), 
panel s grafem derivaní stromu, panel s grafem ASS (je-li generován), zásobník ukazující aktuální 
zpracovávaná pravidla a události zaslané syntaktickým analyzátorem debuggeru. Tyto panely si 
mžeme libovoln zapínat a pesouvat. 
 
Obr.?8 – Ukázka debuggeru 
Debugger dynamicky zobrazuje vstupní proud lexikálních jednotek ze zdrojového souboru 
a vyznauje jeho prbžné rozpoznávání díve vygenerovaným lexikálním analyzátorem. Dále  
prbžn graficky zobrazuje tvorbu derivaního stromu a pípadn i generování ASS dle 
specifikovaných pekladových pravidel. Je také možné zobrazit zásobník s gramatickými pravidly. 
Všechny tyto výstupy jsou ve vzájemné synchronizaci a odpovídají stejnému stavu. Je možné pomocí 
myši oznait jak uzel v ASS, derivaním stromu nebo symbol ze vstupu, vždy se interaktivn 
zvýrazní ostatní vzájemn odpovídající ásti. 
Pi spuštní debuggeru se na zaátku pomocí ANTLR kompilátoru peloží a vygeneruje cílový 
kód pro lexikální a syntaktický analyzátor. Poté se pomocí dialogového okna definuje vstupní text se 
zdrojovým programem a nakonec uživatel specifikuje startovací nonterminál gramatiky. U 
rozmrných derivaních nebo abstraktních syntaktických strom je možno si velikost grafického 
výstupu upravovat pomocí posunovacího šoupátka. Pi ladní je tvorba derivaního stromu barevn 
odlišena, podle toho, zda se jedná o dopedné vyhledávání a tzv. bactracking (viz. kapitola 3.5.4) 
nebo už jistou rozpoznanou alternativu. erven je oznaen neúspšný bactracking. 
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3.5 Jazyk ANLTR v3 
ANTLR (Another Tool for Language Recognition) je nástroj poskytující balík knihoven pro 
konstrukci peklada, kompilátor, interpret v ad cílových jazyk. Je založen na metod 
syntaktické analýzy formou rekurzivního sestupu (recursive descent parsing), podrobnosti o metod 
jsou v kapitole 6.1.1. Jak je vidt ze samotného názvu, slouží pro rozpoznávání jazykových 
konstrukcí uvnit zdrojového textu. 
Tento nástroj zpsobil menší pozdvižení v oblasti peklada. Do té doby se všeobecn 
uznávalo, že není možné efektivn implementovat LL(n > 1) gramatiku tzn. takovou, která potebuje 
pro rozhodování více než jeden token. Vývojái dávali obecn pednost LR analyzátorm, jejichž 
implementace byly považovány za efektivnjší. Tento nástroj mínní vývojá zmnil, skuten 
generuje LL(n) gramatiky, navíc je k dispozici zdarma pod BSD licencí, což umožuje 
za specifikovaných podmínek volné šíení obsahu.  
ANTLR dokáže vygenerovat program pro zpracování syntaktických strom, obsahuje podporu 
i pro sémantické akce. Prakticky kdekoliv v kódu je možno psát kód v Jav. Peklada tohoto nástroje 
je objektový, jako výstup generuje tídy pro syntaktický a lexikální  analyzátor, které pak mžeme 
libovoln použít. Standardn je jako cílový jazyk nastavena Java, implementována je i podpora pro 
jazyky C++, C# a Python.  
Pokud shrneme všechny jeho výhody, ANTLR je minimáln stejn výkonný analyzátor jako 
souasné standardn používané prostedky. Je možno pomocí nho navrhovat i složitjší jazyky 
a využívat všech jeho výhod jako je uživatelská pívtivost, hlášení chyb, obnova z chyb, podpora 
v dalších nástrojích atd. Následuje struný pehled výhod ANTLR: 
• metoda syntaktické analýzy založena na LL(*)  gramatice  akceptující vtší tídu jazyk  
• podpora ve vývojovém prostedí ANTLRWorks 
• konstrukce ASS pomocí pepisovacích pravidel 
• podpora stromových gramatik generujících evaluátory pro zpracování ASS 
• podpora etzcových šablon pro rychlé zpracovávání textu a generování kódu 
• dmyslné sémantické a syntaktické predikátové mechanismy 
• mechanismus zptného návratu pomáhající ešit víceznanosti gramatik v reálném ase 
• podpora generování do více jazyk, zptné hlášení chyb a zotavení z chyb 
3.5.1 Funkce 
Hlavní funkcí ANTLR je automatické generování lexikálních a syntaktických analyzátor a ASS 
pomocí regulárních výraz, gramatických a pepisovacích pravidel. Dále mžeme generovat 
prostednictvím stromových gramatik evaluátory ASS (tree walkers). Hlavní myšlenka je na Obr. 9. 
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Obr.?9 – Hlavní myšlenka ANTLR 
Fáze pekladu i interpretace je v ANTLR mírn odlišná od zavedených definic. Lexikální 
analyzátor te vstupní proud symbol zdrojového programu znak po znaku. Rozeznává postupn 
jednotlivé tokeny a pedává je syntaktickému analyzátoru. Ten simuluje tvorbu derivaního stromu 
a zárove generuje ASS pomocí pepisovacích pravidel. Do jeho uzl dosadí už pímo rozpoznané 
tokeny. Pro ASS je možno definovat množství stromových gramatik a z nich vygenerovat píslušné 
evaluátory. Ty mají za úkol zpracovat vždy definovaný úsek stromu a provést píslušné akce 
v cílovém jazyku. To mžou být jak pímá interpretace, tak generování zásobníkového kódu, který je 
pak možno dále optimalizovat.  
 
Obr.?10  – Fáze pekladu v ANTLR 
Na Obr. 10 jsou ukázány základní fáze pekladu v ANTLR. Vstupní proud zdrojového textu je 
lexikálním analyzátorem rozdlen na etzec token, z nj pak syntaktický analyzátor podle 
gramatických pravidel sestaví ASS. Ten je pak dále zpracováván pomocí evaluátoru specifikovaného 
tzv. stromovou gramatikou (viz. kapitola 7.1).  
3.5.2 Struktura gramatik  
V ANTLR se definují pravidla pro lexikální a syntaktický analyzátor do jediného zdrojového 
souboru. Ten je rozdlen na ti sekce: hlavika, definice pravidel lexikálního analyzátoru a definice 
pravidel syntaktického analyzátoru (Obr. 11).  
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Obr.?11 – Struktura programu v ANTLR 
Hlavika obsahuje typ a název gramatiky, její speciální volby, definice názvu použitých token 
(nejsou-li specifikovány v lexikálním analyzátoru), import knihoven pro uživatelské funkce 
a samotnou definici uživatelských funkcí i pomocných promnných. Krom názvu gramatiky jsou 







Existuje celá ada speciálních nastavení gramatiky, pro jednotlivé typy se však liší. Je možno 
specifikovat poet token, který vidí syntaktický analyzátor, typ cílového jazyku, druh generovaného 
ASS, soubor s definovanými tokeny, povolit metodu zptného návratu atd. Mžeme specifikovat typ 
gramatiky jen pro konkrétní analyzátor, vtšinou se však používá kombinovaného pístupu. Existují 
ti typy gramatiky:  
• lexer – pro lexikální analyzátor  
• parser – pro syntaktický analyzátor 
• tree – pro evaluátor ASS  
V druhé sekci definujeme pravidla syntaktického analyzátoru. Každé pravidlo musí obsahovat 
své jméno (v dalších definicích se uvažuje jako odkaz na dané pravidlo) a specifikaci alespo jedné 
alternativy ukonené stedníkem. Ostatní definice jsou volitelné, pomocí návratových hodnot si 
pravidla mohou hierarchicky pedávat výsledky nap. pi evaluaci ASS. Struktura pravidla je 
nastínna dále: 
/** komentá pro programovou dokumentaci */ 
typ-gramatiky grammar jméno; 
options { jméno1 = hodnota1; jméno2 = hodnota2; ... } 
tokens  { jméno-tokenu1; jméno-tokenu2; ... } 
scope jméno-globálního-rámce-1 { <atributy v cílovém jazyce> } 
scope jméno-globálního-rámce-2 { <atributy v cílovém jazyce> } 
... 
@header { <import knihoven pro používané rutiny SA > } 
@lexer::header { <import knihoven pro používané rutiny LA > } 











Za jednotlivá pravidla je možno doplnit pepisovací pravidla pro konstrukci ASS. Každé 
takové pravidlo má tvar ^( koen uzel1 uzel2 ... uzeln ). Koen pedstavuje obvykle token lexikálního 
analyzátoru nebo jen symbolické jméno definované v hlavice gramatiky. Uzly jsou tvoeny 
jednotlivými pravidly, které se pak pepíšou na atributy píslušných token. Pokud nechceme uritý 
objekt generovat do struktury ASS použijeme operátor "!". Pro zápis alternativ jednotlivých pravidel 
se používají specifikace v Tab 2. 
Prvek Popis 
T odkaz na token, musí zaínat velkým písmenem 
T[<argumenty >] odkaz na lexikální pravidlo s volitelnými argumenty 
r [<argumenty>] odkaz na pravidlo s volitelnými argumenty 
'<jeden a více znak>' etzec znakových literát v jednoduchých uvozovkách 
{<akce>} akce specifikovaná v cílovém jazyce vykonaná za nebo ped prvkem,  ke kterému se vztahuje 
{<akce>}? sémantický predikát 
{<akce>}? => logický syntaktický predikát 
(<podpravidlo>)=> syntaktický predikát 
(<x> | <y>) alternativa prvk (logické OR) 
(<x> <y>) souasná platnost prvk (logické AND)  
(<x> | <y> | … |  <z>) podpravidlo pedstavující volání klasického pravidla bez názvu 
(<x> | <y> | … | <z>)? volitelné podpravidlo 
(<x> | <y> | … | <z>)* žádné nebo více podpravidel 
(<x> | <y> | … | <z>)+ jedno nebo více podpravidel 
<x>? volitelný prvek 
<x>* žádný nebo více prvk 
<x>+ jeden nebo více prvk 
Tab.?2 – Specifikace zápisu gramatických pravidel 
/* komentá pravidla */  
modifikátor-pístupu  jméno-pravidla[<argumenty>]  
returns [<návratová-hodnota>] throws jméno1, jméno2, ... 
options { jméno1 = hodnota1; jméno2 = hodnota2; ... } 
scope {...} 
scope  jméno-globálního-rámce; 
@init { <kód v cílovém jazyce volaný ped užitím pravidla> } 
@after { <kód v cílovém jazyce volaný po užití pravidla> } 
     : <alternativa-1>  >  <pepisovací-pravidlo-1>  
     | <alternativa-2>  >  <pepisovací-pravidlo-2>  
     ...  
     | <alternativa-n>  >  <pepisovací-pravidlo-n>  
     ;  
     catch [ <argumenty-výjimky>] {...} 
     finally { <vždy provedený kód pi návratu z pravidla> }  
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3.5.3 Gramatika LL(*)  
Jádrem syntaktické analýzy je tzv. gramatika LL(*), jež je rozšíením LL(k) gramatiky. Syntaktické 
analyzátory vycházející z LL(k) gramatik provádjí analýzu založenou na rozlišení nejvíce 
k symbol, které vidí dopedu. Zde je poet symbol konený a generovaný jazyk regulární. Zatímco 
analyzátory založené na LL(*) gramatikách mohou zjiš	ovat libovolný poet symbol dopedu (tato 
analýza má pístup k libovoln dlouhé historii levých prefix).  
ANTLR používá tzv. dopedné deterministické konené automaty (DKA) pro rozlišení 
jednotlivých pravých stran pravidel, mají-li stejné prefixy.  Proces "dopedného" hledání se zastaví 
v bod, kdy mže podle píslušné vstupní lexikální jednotky rozhodnout mezi jednotlivými 
alternativami. Prakticky se zjistí posloupnost nkolika prvních token. Dokud není rozhodnuto, 
neprovádjí se žádné akce gramatiky (generování ASS ani interpretace).  
Ani s pomocí takových konených automat se gramatika LL(*) neblíží síle bezkontextové 
gramatiky. Tento nedostatek je zde vyvážen použitím backtrackingu viz. kapitola 3.6. Tato metoda je 
nezbytná k rozlišování nedeterministických alternativ v reálném ase. V praxi to znamená, že 
ANTLR sestaví pro každé z pravidel gramatiky množinu vzájemn propojených nedeterministických 
konených automat (NKA). Vstupní tokeny pak pedstavují pechody tchto automat. Výsledkem 
každého koncového stavu takového automatu je pak množina Follow (více v kapitole 4.1.1), která 
obsahuje pechody ukazující zpt do stav, které mají 
-pechody k tomuto pravidlu. Poátení stav 
každého pravidla má 
-pechody do startovacího stavu každé alternativy v tomto pravidle.  
Každé pravidlo je v ANTLR pedstavováno jedním NKA a každá pravá strana takového 
pravidla (vtev) je tvoena DKA. Je poteba jednotlivé NKA uchovávat, k tomu slouží zásobník. 
3.5.4 Syntaktické predikáty a backtracking 
Jedinou slabinou LL(*) gramatiky je absence zásobníku u DKA. Díky tomu nemže syntaktický 
analyzátor vdt, jaké vstupní symboly byly v pedchozích krocích naítány. Pro kompenzaci tohoto 
nedostatku ANTLR podporuje syntaktické predikáty. Zvyšují samotnou sílu LL(*) gramatiky, ídí 
bactracking a poskytují prostedky pro ešení víceznaných gramatik. Díky nim máme možnost ídit 
generování výsledné podoby analyzátor. 
Pi specifikaci uritých pravidel gramatiky jazyka C dochází k víceznanosti, nkterá pravidla 
nejsou ani LL(*), dokonce ani LR(k). Ve standardním režimu podá ANTLR hlášení o víceznanosti 
a vyzve k její náprav. Zde mžeme použít syntaktických predikát, které mají tvar implikace, 
automaticky se pak bude provádt bactracking.  
     Stat  :  (declaration) => declaration   
         |  expression ’;’                 
     ... 
     ; 
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Jak vidíme na pedchozím píkladu, syntaktický analyzátor zkusí provést deklaraci, pokud bude 
neúspšný, vrátí se zpt a bude pokraovat další variantou. Notace "=>" znaí, že se provede celá 
simulace pro pravidlo declaration. Predikát tedy znaí, co musí být splnno ped tím, než bude moci 
být provedena uritá akce. 
Bactracking je tedy mechanismus zptného návratu, kdy se jednoduše zkouší všechny 
alternativy a vybere se až první úspšn dokonená. Je ho možné aktivovat speciální volbou 
v hlavice pro celou gramatiku i jen pro urité pravidlo, pípadn vlastním použitím syntaktických 
predikát. Pro ízení tvorby ASS jsou pi obtížných situacích pi automatickém generování využity 
tzv. sémantické predikáty. Používají se vtšinou v kombinaci se syntaktickými predikáty nebo mohou 
i samostatn pímo v kódu. Jsou to uživatelem definované podmínky, piemž výsledkem je logická 
pravda i nepravda. Díky nim tak mžeme ídit peklad i tvorbu ASS dynamicky podle zmny ídích 




@init {boolean ae = false;} 
  : ...  
    ae=assignment_expression{is_ae = true;})?  
      -> {is_ae != false}? $direct_declarator ^(ARR_DECL assignment_expression?) 
 -> $direct_declarator ^(ARR_DECL) 
    ...  
  ;   
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4 Analýza gramatiky ISO C99 
V této kapitole uvedeme základní pojmy týkající se tídy gramatik a provedeme analýzu gramatiky 
ISO C99 vzhledem k použití pro tvorbu interpretu v jazyku ANTLR. Nebudeme se zde zabývat 
kompletním výtem syntaktických a sémantický pravidel, zamíme se pedevším na diskuzi ohledn 
použití gramatiky jazyka C jako interpretovaného jazyka. 
4.1 Základní pojmy 
Formální jazyky bývají popisovány gramatikami. Programovací jazyky jsou zejm jazyky 
formálními, to znamená, že jsou specifikovány svými gramatikami. A práv ony zabezpeují 
syntaktickou správnost programu. Gramatiky programovacích jazyk patí do tídy bezkontextových 
jazyk podle Chomského hierarchie. Samotný proces, který nazýváme syntaktická analýza, je 
posloupnost derivací ídící gramatiky a ovování toho, zda si odpovídají jednotlivé tokeny.  
Pro konstrukci peklada nás zajímají pedevším dv podtídy bezkontextových jazyk a to 
tída LL a LR jazyk. Platí, že tídu LR jazyk jsou schopny popsat LR syntaktické analyzátory, tída 
LL jazyk generována LL1 gramatikami je její vlastní podtída (Obr. 12). asto se pro analyzátory 
implementované run využívá LL gramatik, analyzátory mohutnjší tídy LR jazyk se obvykle 
vytváí automatizovanými prostedky. V této kapitole a pedevším v podkapitole 4.1.1. bylo erpáno 
z [7] a v podkapitole 4.1.2 pak z [5]. 
 
Obr.?12 – Podtídy bezkontextových jazyk, pevzato z [2] 
4.1.1 LL gramatiky 
LL syntaktické analyzátory jsou definovány pomocí LL gramatik. Každý regulární jazyk je LL jazyk, 
pro libovolný deterministický konený automat existuje ekvivalentní LL gramatika. Obas se 
setkáváme s oznaením LL(k), kde k znaí poet token, které potebujeme znát pi rozhodování 
o prbhu další analýzy bez toho, aby bylo teba používat metodu zptného návratu. Prakticky 
donedávna se tyto gramatiky píliš nepoužívaly, ovšem na poátku 90. let minulého století došlo 
ke zmn pístupu. Hlavním dvodem byla mnohem menší pracnost a složitost jejich implementací.  
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LL(1) gramatika je obecn definována jako gramatika, jejíž rozkladová tabulka neobsahuje 
násobn definované položky. První "L" znamená, že se vstupní text zpracovává zleva doprava, druhé 
"L" znaí vytváení levého rozkladu. Konstrukce analyzátoru založeného na rekurzivním sestupu 
i prediktivního analyzátoru spoívá ve výpotu dvou množin (FIRST a FOLLOW), které umožují 
definovat množinu PREDICT. Ta je pak základem pro konstrukci rozkladové tabulky u prediktivní 
analýzy a procedur u rekurzivní sestupu. 
Je-li  etzec symbol gramatiky, potom FIRST() je množina terminálních symbol, jimiž 
mohou zaínat etzce derivované z .. Pokud  *
, je 
 rovnž ve FIRST(). Množinu 
FOLLOW(A) pro nonterminál A definujeme jako množinu všech terminálních symbol a, které se 
mohou bezprostedn vyskytovat vpravo od A v njaké vtné form, tj. množina takových 
terminálních symbol, pro nž existuje derivace ve tvaru S *Aa pro njaké  a .  
Množina PREDICT(A,) je množina všech terminál, které mohou být aktuáln nejlevji 
vygenerovány, pokud pro libovolnou vtnou formu použijeme pravidlo A →. Jinými slovy definuje 
množinu symbol, které se mohou vyskytovat na vstupu v okamžiku expanze nonterminálu A 
na etzec . Pokud tento etzec vždy obsahuje alespo jeden symbol, je touto množinou FIRST(). 
Mže-li být však expandovaný etzec prázdný, je teba oekávat na vstupu i ty symboly, které jsou 
souástí množiny FOLLOW(A) nonterminálu na levé stran pravidla. Následuje formální definice 
pomocí množin FIRST a FOLLOW: 
                                                              FIRST(),                                      
∉  FIRST() 
                           PREDICT(A,) =   
                                                    FOLLOW (A) ∪  (FIRST() \ {
}),  
∈FIRST() 
Nech	 A →  1|2|…|n jsou všechna A-pravidla gramatiky G, z definice LL(1) (viz. [5]) gramatiky 
pak vyplývá, že každá LL(1) gramatika musí nutn splovat: 
• Vlastnost FF – množiny FIRST všech pravých stran musejí být po dvojicích disjunktní 
tj. FIRST(i)  FIRST (j) = 0 pro i  j 
• Vlastnost FFL – je-li pro njaké i i * 
, musí být FOLLOW(A) po dvojicích disjunktní 
s množinami FIRST zbývajících pravých stran, tj. FIRST(j)  FOLLOW (A) = 0 pro i  j 
Z toho vyplývá, že LL(1) gramatika nemže obsahovat levou rekurzi, nebo	 by pro nkterý 
nonterminál A takový, že A +A, ∈(N ∪  )*, byla porušena vlastnost FF. 
V mnoha pípadech není výchozí gramatika, pro kterou chceme vytvoit syntaktický analyzátor 
typu LL(1). To znamená, že v ní existují pravidla, která porušují nkterou z podmínek FF nebo FFL. 
Mžeme provést transformaci takové gramatiky na typ LL(1) pomocí následujících postup. Ale ani 
dále uvedené transformace nemusí obecn vést k cíli, a to i v pípad, že k transformované gramatice 
LL(1) gramatika existuje: 
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• Odstranní levé rekurze – obecn mžeme zleva rekurzivní pravidlo zapsat jako: A →  A1 | 
A2 | … | An | 1 | … | m, kde etzce i nezaínají nonterminálem A. Takové pravidlo 
mžeme pepsat zavedením nového nonterminálu A’ jako:  
A →  1A’ | 2A’ | … | mA’, A’ →  1A’ | 2A’ | … | n A’| 
 
• Faktorizace pravidel – zaíná-li nkolik pravých stran A-pravidla týmž etzcem terminálních 
symbol, tj. má-li pravidlo tvar: A →  1| 22 | … | n, mžeme provést jejich vytknutí opt 
zavedením nového nonterminálu A’ s pravidly A →  A’, A’ →  1 | 2 | … | n, tato úprava, 
stejn jako pedchozí, nemusí zaruit absenci další konflikt, budou-li mít napíklad nkteré 
z etzc i neprázdný prnik množin FIRST, dojde opt k porušení podmínky FF 
v nonterminálu A’ 
• Eliminace pravidel – nkterým konfliktm se mžeme vyhnout tak, že za urité nonterminály 
dosadíme jejich pravé strany a tím odstraníme z gramatiky konfliktní pravidla 
• Redukce množiny FOLLOW – je-li pro nkterý nonterminál porušena podmínka FFL, mžeme 
pidat nový nonterminál, který povede ke zmenšení potu prvk konfliktní množiny FOLLOW 
a pípadn i k disjunktnosti této množiny s množinami FIRST zývajících pravých stran 
pravidel konfliktního nonterminálu 
4.1.2 LR gramatiky 
LR gramatiky reprezentují nejvtší tídu gramatik, ke kterým lze vždy sestrojit deterministický 
syntaktický analyzátor metodou zdola-nahoru. Pro všechny programovací jazyky, které lze popsat 
bezkontextovou gramatikou mžeme prakticky sestrojit LR syntaktické analyzátory. Metody této 
analýzy jsou obecnjší než metody syntaktické analýzy shora-dol a pitom vedou ke stejn 
efektivním analyzátorm. Mnoho používaných jazyk je popsáno LR gramatikou (jedna z výjimek je 
teba jazyk Perl).  
V závislosti na zpsobu vytváení tabulky se tyto generované syntaktické analyzátory dlí 
na SLR (Simple LR), LALR (look-ahead LR), Canonical LR a jiné. SLR gramatiky jsou tém 
identické s LR(0) gramatikami. Jedná se o nejjednodušší typ a pro mnoho jazyk je zcela 
nedostatený. LALR analyzátory již dokáží zpracovat gramatiky LR(1), velice dlouhou dobu byly 
oblíbené. Mají vtší vyjadovací schopnosti než SLR gramatiky, piemž je jejich rozkladová tabulka 
rozumn velká.  
4.2 Úvod do jazyka C 
Programovací jazyk C vznikl na zaátku 70. let v Bellových laboratoích firmy AT&T (American 
Telephone and Telegraph). Autorem prvotního návrhu C je Dennis Ritchie. Pro jeho implementaci se 
autoi rozhodli použít jazyk dostaten efektivní z hlediska kódu a pitom nezávislý na konkrétním 
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procesoru. Jazyk C není rozsáhlý, ani nepatí mezi dobe itelné jazyky. Je zamen na systémové 
programování, rozšíil se pevážn díky systému Unix. Na jedné stran je ho možné zaadit 
do skupiny vyšších programovacích jazyk, na stran druhé je možné program napsaný v jazyku C 
peložit do velmi efektivního strojového kódu.    
 V souasné dob je to jeden z nejpopulárnjších jazyk, zejm nejastjší pro psaní 
systémového softwaru, ale velmi rozšíený i pro aplikace. Jak již tušíme, jedná se o jazyk kontextový, 
v praxi se implementuje pomocí bezkontextových gramatik, kde se kontextové vazby doplují 
využitím pomocných prostedk (tabulka symbol, prostedky implementaního jazyka). Vznikla 
taktéž celá ada jeho rozšíení - nap. Objective C pro objektové programování, Concurrent C 
pro paralelní programování, ale nejperspektivnjším se zdá být objektov orientované rozšíení pod 
oznaením C++. 
4.3 Norma jazyka 
V  roce 1978 napsali autoi Ritchie a Kernighan knihu Programovací jazyk C, která se stala 
standardem starší verze. V souasné literatue jsou na tento standard odkazy pod oznaením 
Kernighan - Ritchie C, resp. K & R. V roce 1983 se Americký národní standardizaní institut (ANSI) 
dohodl na sestavení komise "X3J11", aby vytvoil standardní specifikaci jazyka C. Po dlouhém 
a pracném procesu byl standard dokonen v roce 1989 a schválen jako "ANSI X3.159-1989 
Programming Language C". V roce 1990 byl standard s drobnými zmnami adoptován institucí 
International Organization for Standardization (ISO) jako "ISO 9899|ISO/IEC 9899:1990". erpáno 
z [4] a [12]. 
Definitivní verze normy ANSI C vyšla v únoru 1990 pod oznaením X3J11/ 90 – 013. Došlo 
k zavedením písnjší typové kontroly pi volání funkcí a vyhodnocovaní výraz. Jedním z cíl 
standardizaního procesu bylo vytvoit nadmnožinu jazyka K&R C zahrnující mnoho "neoficiálních 
vlastností".  
Po standardizaci jazyka v roce 1989 se vtšina vývoje soustedila na jazyk C++. Pesto však 
na konci 90. let došlo k vydání dokumentu ISO 9899:1999 (obvykle nazývaný C99), který byl 
následn v beznu 2000 pijat i jako ANSI standard. Norma C99 pedstavila nkolik nových 
vlastností, které byly mnohdy v pekladaích již implementovány jako rozšíení. Jednalo se 
pedevším o inline funkce, možnost deklarace promnných kdekoli v bloku, nkolik nových datových 
typ (nap. long long int, bool, complex), pole s nekonstantní velikostí, podpora jednoádkových 
komentá, nové knihovní funkce atd. 
ANSI C je dnes podporováno tém všemi rozšíenými pekladai. Vtšina kódu psaného 
v souasné dob v jazyku C je založena na ANSI C. Jakýkoli program napsaný pouze ve standardním 
C je peložitelný a spustitelný na jakékoli platform, která odpovídá tomuto standardu. Nicmén 
mnoho program se dá peložit pouze na konkrétní platform nebo uritým pekladaem, kvli 
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použití nestandardních knihoven (nap. pro grafiku) a také kvli odlišnosti nkterých peklada 
od standardu ANSI C. Žádný kompilátor zatím neobsahuje kompletní implementaci C99, pestože 
nkteré jsou pomrn blízko (GCC). 
ISO (mezinárodní organizace pro standardizaci) a IEC (mezinárodní elektrotechnická komise) 
jsou orgány zamené na celosvtovou standardizaci. V oblasti informaních technologii ISO a IEC 
stanovili spolenou technickou komisi ISO/IEC JCT (joint technical committee). Ta se zabývá mimo 
jiné standardizací programovacích jazyk. Pro interpret jazyka C budeme vycházet z verze ISO/IEC 
9899: TC2 z 5. ervna 2005 [12]. Tento standard pesn specifikuje formu program napsaných 
v jazyce C. Zamuje se pedevším na tyto aspekty: 
• reprezentaci C program 
• syntaxi a rzná omezení a limity pedepsané implementací jazyka C 
• sémantická pravidla pro interpretaci C program 
• reprezentaci vstupních a výstupních dat 
4.4 Gramatika C jako interpretovaný jazyk 
Syntaxe spolen se sémantikou jazyka C již nelze popsat bezkontextovou gramatikou, istým 
popisem pomocí bezkontextové gramatiky bychom nedokázali popsat pedevším sémantické vazby 
mezi programovými strukturami. Jazyk C je bezesporu jazykem kontextovým, k tomu abychom pro 
nj mohli vytvoit peklada i interpret nutn potebujeme pomocné struktury. Jednou z nich je 
tabulka symbol obsahující záznamy o jednotlivých promnných a funkcích uchovávající jejich 
atributy. Kontextové vazby eší pedevším sémantická analýza realizovaná v implementaním jazyku. 
Samotnou syntaktickou analýzou peklad nemže být ízen, slouží jen pro kontrolu správnosti 
syntaxe.  
V teorii formálních jazyk používáme bezkontextových gramatik jako vstupních definic 
pro mnohé automatické nástroje. Z dokumentace nástroje ANTLR a z názor autor tento prostedek 
zvládne zpracovat gramatiku jazyka C i C++. Bylo nutné samozejm provést urité úpravy a co 
nejvíce pizpsobit tuto gramatiku požadavkm ANTLR. Výsledná gramatika v ANTLR jazyku je 
piložena na CD.  
Interpretace je oproti pekladu jednodušší. Záleží pedevším na schopnosti automaticky 
vygenerovat funkní syntaktický analyzátor, který by odpovídal definované gramatice. V ANTLR je 
navíc možné vygenerování evaluátor ASS, které provádjí sémantické akce a interpretují zdrojový 
program. Jazyk C je tedy možno pomocí ANTLR zpracovat jako interpretovaný. 
Pro tvorbu gramatiky interpretu se vycházelo ze syntaktické definice jazyka C podle normy 
[12]. Jsou zde specifikována syntaktická pravidla jednak pro lexikální jednotky a jednak pro zbývající 
gramatické struktury. Z hlediska použití jako interpretovaného jazyka nebudeme na rozdíl od normy 
uvažovat pedzpracování. Omezíme se ist na samotnou definici struktury jazyka bez jeho 
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pídavných knihoven, direktiv, maker a externích soubor s tím, že toto ponecháme jako otevené 
téma do budoucna v rámci dalšího rozšíení.  
Jako základní jednotku se zdrojovým programem budeme tedy považovat translation unit, 
která je v gramatice interpretu startovacím nonterminálem. V této jednotce je definován kód 
ve zdrojovém jazyku, který je složen z jedné nebo více funkcí. Dalším objektem, který se mže 
vyskytovat ve struktue programu, jsou globální datové objekty, které jsou dostupné ve všech 
funkcích programové jednotky. Program v jazyku C je teda souhrn definicí funkcí a deklarací 
globálních objekt. To kopírují i samotná pravidla gramatiky interpretu, programová jednotka je 
souborem externích deklarací, kterými mžou být definice funkcí nebo globální deklarace. 





4.5 Transformace gramatiky 
První fáze implementace pedstavovala zpracování gramatiky pímo z definice normy [12]. Dále je 
uveden výet konstrukcí s ísly kapitol normy, které byly implementovány do gramatiky v jazyce 
ANTLR: 
• kapitola 6.4 (Lexical elements) – definice lexikálních jednotek a komentá  
• kapitola 6.5 (Expressions) – definice výraz, operátor 
• kapitola 6.6 (Constants expressions) – specifikace konstantních výraz  
• kapitola 6.7 (Declarations) – formy deklarace, definice typ, poátení inicializace  
• kapitola 6.8 (Statements and blocks) – definice píkaz, ídících struktur, skok 
• kapitola 6.9 (External definitions) – definice podoby programové jednoty, definice funkce 
a globální deklarace  
Následuje seznam vynechaných konstrukcí opt s ísly kapitol:  
• kapitola 6.4.7 (Header names) – specifikace názv hlavikových soubor  
• kapitola 6.4.8 (Preprocessing numbers) – definice konstant pro pedzpracování  
• kapitola 6.10 (Preprocessing directives) – direktivy pedzpracování vetn definic maker 
Pi implementaci gramatiky jsem postupoval metodou od jednoduššího ke složitjšímu. 
Pro zjednodušení jsem doasn vynechal u definice funkce pravidlo declaration, dále pak 
u deklaraních specifikátor ze stejného dvodu vypustil definice modifikátor pam	ových tíd 
program_unit 
    :  external_declaration+ 
    ; 
external_declaration 
    :  function_definition  
    |  declaration   
    ; 
function_definition 
    :  declaration_specifiers declarator compound_statement 
    ; 
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(static, volatile, register, auto, extern), inline funkcí, typu Bool a Complex a definici uživatelského 
typu typedef. Krom tchto zmn jsem dále gramatiku upravoval a zjednodušoval, aniž bych njak 
omezil vyjadovací sílu normy. 
Pi specifikaci jednotlivých gramatických pravidel v jazyku ANTLR bylo nutné gramatiku 
zjednodušit a co nejvíce pizpsobit implementanímu prostedí. Gramatika obsahovala velké 
množství lev rekurzivních pravidel, adu pebytených pravidel a pravidel vhodných pro úpravu 
pomocí vytýkání. ANTLR je založen na LL(*) gramatice, LL(1) gramatika nemže levou rekurzi 
obsahovat vbec. Zde bychom teoreticky mohli rekurzi ponechat a využít mechanismus zptného 
návratu. Existují však efektivní algoritmy na odstranní levé rekurze.  
Nejdíve jsem používal algoritmus 4.6. z [6], pozdji s výhodou využil pomocných utilit pímo 
v prostedí ANTLRWorks. Následuje ukázka lev rekurzivního pravidla z normy [12] a dále 





Bhem transformace gramatiky jazyka C do odpovídajícího zápisu v jazyku ANTLR jsem 
narážel na pravidla se stejnými levými prefixy. Zde by opt pomohl bactracking. Jeho používání bylo 
vhodné omezit na minimum a u píslušných pravidel provést vytknutí levých prefix. Díky tomu se 
u složitjších pravidel mírn snížila itelnost, za to se zlepšila efektivnost. Následuje ukázka pravidla 







U ostatních pravidel jsem nkterá zcela vypustil a dosadil místo nich pímo jejich pravé strany. 
I pes tyto úpravy logicky zbylo nkolik konfliktních pravidel porušující definici LL gramatiky. Dále 
je nešlo upravovat, aniž bych neomezil vyjadovací schopnost gramatiky jazyka C. Navíc nkteré 
úpravy pináší s sebou vznik nových konflikt. Proto jsem aktivoval backtracking pomocí voleb 
gramatiky syntaktického analyzátoru. Ten sice obecn vede ke zpomalení interpretace, ale pi použití 
tohoto nástroje je to jediná možnost jak implementovat gramatiku C jako LL(*) gramatiku. Výsledná 
gramatika použitá v jazyku ANTLR s vyznaenými zmnami je piložena na CD. 
relational-expression: 
    shift-expression 
    relational-expression < shift-expression 
    relational-expression > shift-expression 
    relational-expression <= shift-expression 
    relational-expression >= shift-expression 
     
relational_expression 
    :  shift_expression (('<'|'>'|'<='|'>=') shift_expression)* 
    ; 
selection-statement: 
    if ( expression  ) statement 
    if ( expression  ) statement  else statement 
    switch ( expression ) statement 
 
selection_statement 
    :  if ( expression ) statement ( else statement )? 
    |  switch ( expression ) statement  
    ; 
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5 Lexikální analýza 
5.1 innost lexikálního analyzátoru 
Lexikální analýza je první fází pekladae. Slouží k natení a rozpoznání lexikálních jednotek 
ve zdrojovém programu, jejich klasifikaci a reprezentaci pomocí token, které pak dále používá 
syntaktický analyzátor. Tato interakce se bžn implementuje tak, že lexikální analyzátor vytvoíme 
jako podprogram nebo koprogram syntaktického analyzátoru.  
 
Obr.?13 – Interakce lexikálního a syntaktického analyzátoru 
Lexikální analyzátor mže ve zdrojovém textu provádt i další úkoly. Jedním je odstraování 
poznámek a bílých znak (mezer, tabelátor a konc ádk) ze zdrojového programu. Dalším pak 
udržování konzistence chybových hlášení pekladae a zdrojového textu. Lexikální analyzátor mže 
napíklad sledovat poet natených znak konce ádku a pipojit ke každému chybovému hlášení 
íslo píslušného ádku s chybou.  
Rozdlení fáze pekladu na lexikální a syntaktickou analýzu se provádí z dvod jednoduššího 
návrhu, zlepšení efektivity pekladae i interpretu. Oddlený lexikální analyzátor umožuje použít 
specializované a potenciáln mnohem efektivnjší algoritmy, které ušetí as a zlepší výkonnost 
pekladae. 
Existuje nkolik možností jak vytvoit lexikální analyzátor (pímá implementace v uritém 
jazyce, implementace pomocí konených automat, využití automatizovaného prostedku). Z hlediska 
jednoduchosti je nejsnadnjší použití automatizovaného prostedku a nejnáronjší pímá 
implementace, ovšem z hlediska efektivity pekladu je poadí obvykle pesn opané. Z tohoto 
dvodu se asto pro vývojové verze pekladae použije konstruktoru, avšak pro definitivní peklada 
se lexikální analyzátor implementuje pímo. Informace byly erpány z [1]. 
5.2 Lexikální analyzátor v ANTLR 
ANTLR generuje lexikální analyzátory založené na rekurzivním sestupu. Tyto analyzátory jsou 
rychlejší než standardní prostedky (Lex, Flex) založené na deterministických konených automatech. 
Generuje metodu pro fiktivní pravidlo zvané nextToken, které analyzuje jaké z pravidel lexikálního 
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analyzátoru bude odpovídat postupn naítaným znakm. Je možné si ji pedstavit jako jeden velký 
pepína, který postupn podle vstupních symbol rozpoznává vhodné pravidlo. 
Gramatická pravidla lexikálního analyzátoru je nutné zapsat v pevn definovaném tvaru. 
K tomu slouží editor ve vývojovém prostedí ANTLRWorks, pípadn postaí obyejný textový 
editor. Z takto specifikované gramatiky se pak vytvoí zdrojový kód programu, který bude fungovat 
jako samotný lexikální analyzátor. Specifikace pravidel lexikálního analyzátoru vypadá následovn: 





Definice každého lexikálního symbolu zaíná na novém ádku svým identifikátorem (jméno 
tokenu s poátením velkým písmenem), následuje dvojteka a definice lexikálního tokenu ukonená 
stedníkem. Pro každou alternativu mžeme do složených závorek specifikovat kód, který se vykoná, 
pokud analyzátor narazí na odpovídající token. Definice prvk pravidel lexikálního analyzátoru je 
v Tab.?2 z kapitoly 3.5.2. Syntaxe pravidel vychází z regulárních výraz a gramatických pravidel. 
Regulární výrazy v jazyku ANTLR odpovídající ekvivalentním regulárním výrazm v teorii 
formálních jazyk jsou uvedeny v Tab. 3. 
RV v ANTLR Ekvivalentní RV 
'a' a 
rs r.s 
r | s r + s 
r* r* 
r+ r+ 
r? r +  
'a'..'z' a + b + c + … + z 
'0'..'9' 0 + 1 + 2 + … + 9 
Tab.?3 – Základní regulární výrazy v ANTLR 
V následujícím píkladu vidíme definici identifikátoru podle normy ISO C99. Tokeny, které se 
používají v ostatních pravidlech a které nejsou odkazovány samostatn, se uvozují volbou fragment. 
Identifikátor je složen z neíselných znak (znaky anglické abecedy, podtržítko a znaky ve formátu 
Unicode) následovaných libovolnou posloupností tchto znak a íslic. Na Obr.?14 pak vidíme 














    :  IDENTIFIER_NONDIGIT (IDENTIFIER_NONDIGIT|DIGIT)* 




    :  NONDIGIT 
    |  UNIVERSAL_CHARACTER_NAME 
    ; 
TOKEN  
  :  definice RV1 - alternativa 1 { akce 1; } 
  |  definice RV2 - alternativa 2 { akce 2; } 
  ... 
  |  definice RVn - alternativa n { akce n; } 




Obr.?14 - Syntaktický diagram pro identifikátor 
Pokud je jeden znak definován více než jedním pravidlem, je poteba upravit gramatiku LA, 
pípadn odstranit levou rekurzi nebo provést vytknutí levých prefix. V nejhorším pípad si 
mžeme vypomoct použitím syntaktických predikát, které budou vysvtleny pozdji. Jelikož 
lexikální a syntaktický analyzátor používají stejný algoritmus, lexikální pravidla mžou vidt víc jak 
jeden symbol vped. Konstrukce analyzátoru je založena na regulárních výrazech a specifikaci 
lexikálních pravidel. Pro rozpoznání lexém, které zaínají stejným levým prefixem máme na výbr 
použití vytknutí nebo zvýšení hodnoty lookahead na hodnotu k?>1 pro LL(k). Tím specifikujeme 
kolik symbolu zárove LA vidí a mže se pomocí nich rozhodovat. V následující ukázce vidíme 




Pi analýze vstupního toku symbol analyzátor te a porovnává jednotlivé znaky postupn, ást 
vstupu nalevo od souasné pozice již dále nepotebuje. V základním módu vidí vždy jen jeden 
symbol vpravo od aktuální pozice tení. Hodnota lookaheadu tedy íká, kolik symbol je možno 
nastavit, aby analyzátor vidl vpravo od pozice tení. Poet tchto symbol k, pak uruje typ LL(k) 
gramatiky. ANTLR podporuje používání syntaktických predikát. Syntaktické predikáty jsou 
manuální forma bactrackingu, používaná k rozpoznání jazykových konstrukcí, které nemžou být 
v LL gramatice rozhodnuty bez natení následujících symbol. Pedpokládejme následující pravidlo 
pro paralelní rozeznávání seznamu a jeho modifikace s piazením: 
                         
 
 
Pokud bychom explicitn nespecifikovali syntaktický predikát, analyzátor by nevdl na co 
pepsat nonterminál Stat. Zde použijeme bactracking a podle symbolu následujícím za nonterminálem 
list pak analyzátor vybere správnou alternativu. V této kapitole bylo erpáno z [8] a [11]. 
fragment 
NONDIGIT 
    :  'A'..'Z' 
    |  'a'..'z' 
    |  '_' 
    ; 
ESCAPE_CHAR 
    : '\\' 't'  
    | '\\' 'n'  
    ; 
Stat:  ( list "=" ) => list "=" list 
    |  list 
    ; 
fragment 
DIGIT 
    :  '0'..'9' 




6 Syntaktická analýza 
V této kapitole pedstavíme základní typy syntaktické analýzy, popíšeme metodu syntaktické analýzy 
pomocí rekurzivního sestupu a ukážeme jak vypadá syntaktický analyzátor v jazyku ANTLR. Na 
závr popíšeme zpsob implementace pro gramatiku C. Pro kapitolu 6.1 bylo erpáno z [1] a [5]. 
6.1 Typy syntaktické analýzy 
Bhem syntaktické analýzy se peklada nebo interpret snaží zjistit, zda zdrojový text tvoí vtu 
odpovídající gramatice pekládaného i interpretovaného jazyka. K tomu využívá posloupnost token 
získanou jako výsledek lexikální analýzy. Pokud text obsahuje chybu, ohlásí ji a obvykle se provede 
zotavení a až pak je chyba oznámena uživateli. Peklada tak mže pokraovat v innosti a odhalit 
další pípadné chyby.  
Existují dva základní typy syntaktické analýzy podle postupu pi vytváení derivaního stromu. 
První z nich je syntaktická analýza shora dol (top-down parsing). Syntaktický analyzátor pi analýze 
vychází ze startovacího symbolu gramatiky a snaží se postupnou expanzí nonterminálních symbol 
dospt až k terminálním symbolm odpovídajícím etzci token. Tuto metodu nelze použít obecn 
pro jakoukoliv bezkontextovou gramatiku, ale jen pro LL gramatiku. Proto se pro tento typ analýzy  
používají tzv. LL-analyzátory (Left to right, Left most derivation). teme vstupní tokeny zleva 
doprava a provádíme nejlevjší derivace. Vzniká tzv. levý rozbor, což je posloupnost pravidel 
korespondující k nejlevjší derivaci vstupního etzce. 
Druhým typem je syntaktická analýza zdola nahoru (bottom-up parsing). Zde syntaktický 
analyzátor vychází od etzce token a postupn se jej snaží redukovat až na startovací nonterminál 
gramatiky. Pro tento typ analýzy se využívají tzv. LR-analyzátory (Left to right, Right most 
derivation), které jsou mnohem obecnjší než LL-analyzátory. teme vstupní tokeny zleva doprava 
a provádíme nejpravjší derivace. Vzniká tzv. pravý rozbor, což je posloupnost pravidel korespondu-
jící k nejpravjší derivaci vstupního etzce v obráceném poadí. Zásadní nevýhodou tohoto pístupu 
je velká pracnost implementace, je prakticky nemožné zkonstruovat LR-analyzátor run bez použití 
automatizovaného nástroje. 
V praktické implementaci se pro syntaktickou analýzu shora dol používá metoda rekurzivního 
sestupu nebo prediktivní syntaktická analýza, pro analýzu zdola nahoru pak precedenní syntaktická 
analýza a analýza založena na LR rozkladové tabulce.  
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6.1.1 Rekurzivní sestup 
Jednou z implementací syntaktické analýzy shora dol je analýza rekurzivním sestupem (recursive 
descent parsing). Tato metoda spoívá v zápisu samostatných procedur pro analýzu každého 
nonterminálního symbolu gramatiky pesn dle Backusovy-Naurovy formy (BNF). Peklad i 
interpretace se pak spustí voláním procedury odpovídající startujícímu nonterminálu. Výskyt 
nonterminálu v pravidle je v procedue nahrazen rekurzivním voláním píslušné procedury. 
Z hlediska asových nárok jde obecn o mén efektivní metodu s exponenciální asovou složitostí, 
výhodou je však vysoká itelnost kódu ve vztahu k výchozí gramatice. Používá se zejména pro LL(k) 
gramatiky. 
Máme-li pro nonterminál A jediné pravidlo A →  X1 X2 … Xn, bude tlo píslušné procedury 
obsahovat posloupnost akcí provádjící postupn analýzu symbol X1 až Xn. Je-li symbol Xi 
nonterminálním symbolem gramatiky, bude odpovídající akcí volání podprogramu pro analýzu 
symbolu Xi. Je-li Xi terminální symbol, zavolá se podprogram, který zjistí, zda je na vstupu 
požadovaný symbol a v kladném pípad pete další vstupní symbol, v opaném pípad nahlásí 
syntaktickou chybu. Takový podprogram mže v Pascalovském kódu pedstavovat procedura expect. 
Pedpokládáme, že lexikální analyzátor je reprezentován procedurou getNextToken, která pi každém 





Napíklad pro analýzu nonterminálu A s jediným pravidlem A →  xBy (x a y jsou terminální 







V pípad, že nonterminál A je definován více A-pravidly gramatiky, nap. pokud gramatika 
obsahuje A-pravidla A →  1 | 2 | … | k, musíme nejprve na základ následujícího vstupního symbolu 




procedure expect(s: symbol) 
begin 
  if sym = s then getNextToken() else error() 
end; 
procedure A; 
  begin 
    expect(SYM.X); 
      B; 
      expect(SYM.Y);    
  end; 
if sym in Predict(A,i) then begin 
  /* implementace analýzy etzce i */ 
end 
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Funkce Predict je v souladu s definicí prediktivní množiny PREDICT (kapitola 4.1.1). Je-li 
na vstupu symbol, který nepatí do žádné z prediktivních množin, jde o syntaktickou chybu. 
Pro LL(1) gramatiku musí být výbr pravé strany u analyzátoru bez návratu jednoznaný, množiny 
PREDICT musí být pro jednotlivé pravé strany i disjunktní.  
6.2 Syntaktický analyzátor v ANTLR 
ANTLR syntaktický analyzátor je založen na syntaktické analýze shora dol implementované 
metodou rekurzivního sestupu. Akceptuje gramatiky tídy LL(*) popisující mnohem vtší tídu 
jazyk než gramatiky LL(k). Je to zpsobeno rozšíením o sémantické a syntaktické predikáty, 
umožující vyešit gramatickou nejednoznanost pi syntaktické analýze. Informace v této kapitoly 
byly erpány z [11] a [16]. 
V ANTLR syntaktický analyzátor úzce spolupracuje s lexikálním analyzátorem, který je 
definován ve spoleném souboru gramatiky. Krom toho je vybaven podporou konstrukce ASS 
a definováním uživatelských funkcí kdekoliv v kódu gramatiky, které mohou být použity 
ke generování mezikódu nebo pímou interpretaci. Syntaktický analyzátor je možno generovat pro 
mnoho LL(k) i LR(k) bezkontextových jazyk.  
ANTLR využívá modifikace syntaktické analýzy tzv. packrat parsing, která pro omezenou 
tídu gramatik (parsing expression grammars) pracuje s lineární asovou složitostí. Tento postup je 
flexibilní, protože umožuje kdykoliv zmnit a pidat syntaktický element bez nutnosti mnit celý 
kód, ale pouze týkající se ást gramatiky. "Packrat" syntaktický analyzátor je založen na metod 
analýzy shora-dol prostednictvím rekurzivního sestupu, využívá bactracking (viz. kapitola 3.5.4). 
Tento rys je pevzat práv z této metody. ANTLR je mnohem efektivnjší než packrat parser, 
využívá pro všechny "LL" rozhodování LL syntaktický analyzátor a pro nejednoznanost 
bactracking. Navíc je založen na LL(*) algoritmu, který je silnjší než tradiní LL(k) [17] a omezuje 
použití bactrackingu. Poskytuje možnost analyzátoru vidt libovoln mnoho symbol vstupního 
etzce dopedu (lookahead) a díky tomu se rozhodnout pi výskytu nejednoznanosti. 
Syntaktický analyzátor v ANTLR má výbornou podporu pro hlášení a obnovu z chyb. Udává 
nejen typ chyby, ale i pozici výskytu. Pi vzniku vtšiny syntaktických chyb doplní chybjící element 
a pokrauje v analýze dále ve snaze odhalit co nejvtší poet chyb. Poskytuje mechanismus 
k petížení chybových hlášení, díky nmuž mžeme výstupní text ješt více konkretizovat vzhledem 
k charakteru vzniklé chyby. Navíc pomocí mechanismu výjimek mžeme pidat vlastní reakce 
na chyby. Píkladem  výpisu mže být následující hlášení: 
line 102:34 mismatched input ';' expecting ')' 
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6.3 Implementace syntaktického analyzátoru 
Pro vytvoení samotného modulu bylo poteba zapsat díve transformovaná pravidla do jazyka 
ANTLR, vetn pravidel pro lexikální analyzátor. V píslušných volbách ve hlavice byl jako výstup 
nastaven abstraktní syntaktický strom (v ANTLR je specifikován strukturou CommonTree) a povolen 
bactracking s nastavením lookaheadu k = 1. 
Po doplnní pomocných knihoven pro utility jazyka Java v hlavice bylo vhodné upravit 
strukturu chybových hlášení. To bylo realizováno petížením píslušných metod jazyka ANTLR. 
Zpehlednil se tak výpis chybových hlášení, které jsou doplnny o informaci na jakém ádku došlo 
k chyb, pípadn u jakého pravidla. 
Následují dva bloky definic pravidel, v prvním pro syntaktický a ve druhém pro lexikální 
analyzátor. Pravidla gramatiky jsou doplnna pepisovacími pravidly ídícími samotnou tvorbu ASS. 
Pro další zpracování bylo poteba do výsledného stromu zanést vše dležité z textového zápisu 
programu tak, aby nedošlo ke ztrát podstatných informací. Jedná se pedevším o názvy promnných, 
ídící programové struktury a operátory. Oproti tomu vynecháváme komentáe, bíle znaky, znaky 












Na obr.?15 je pak uveden píklad grafické reprezentace jednoduchého výrazu. Tomu v textové 
podob odpovídá etzec: "(STMT (ASSIGN variable2 = (* (INT 2) variable1)))". Velkými 
písmeny jsou specifikovány tokeny lexikálního analyzátoru definované v druhé ásti. Znaí jednotlivé 
íselné, znakové, etzcové konstanty a identifikátory. Za znakem '->' je specifikace píslušného 
podstromu, piemž koen je uvozen znakem '^'. Koeny syntaktických strom jsou tvoeny 
speciálními symboly definovanými v hlavice gramatiky v ásti uvozené tokens{}. Mají pouze 
informaní význam pro tvorbu a následné zpracování stromové struktury. 
 
primary_expression 
    :  IDENTIFIER -> IDENTIFIER 
    |  constant -> constant   
    |  STRING_LITERAL -> ^(STRING_LIT STRING_LITERAL) 
    |  LPAREN expression RPAREN -> expression 
    ; 
  
constant 
    :  INTEGER_CONSTANT -> ^(INT INTEGER_CONSTANT) 
    |  FLOATING_CONSTANT -> ^(FLOAT FLOATING_CONSTANT) 
    |  CHARACTER_CONSTANT -> ^(CHAR CHARACTER_CONSTANT) 
    ; 
 
expression 
    : assignment_expression (COMMA assignment_expression)*  
      -> assignment_expression+  




Obr.?15 – Syntaktický strom pro výraz: variable2 = 2 * variable1; 
Dležitý je pedevším fakt, že pro každou alternativu daného pravidla je možno specifikovat 
výslednou podobu syntaktického stromu. Ta musí splovat pozdjší nároky evaluátor zpracovávající 
tento ASS. Je vhodné jednotlivé programové struktury rozdlit do podstrom vzhledem k lepší 
pehlednosti a snazšímu zpracování. Návrh pepisovacích pravidel v pozdjších fázích je modifikován 
práv na základ tchto nárok. Je jednodušší opravit strukturu ASS, než složit vytváet prostedky 
pro zpracovaní špatn zformulovaného výstupu. Ukázalo se velice výhodné, transformovat cyklus for 
a do-while na while nebo vtvení if na if-else NOP apod. Výsledný ASS se tak zjednodušil 
a v modulu pro evaluaci se nemusely zpracovávat podobné akce vícekrát.  
Pi vytváení ASS je možno využít syntaktických predikát. Podle jejich hodnoty se pak 
za bhu programu ídí tvorba ASS. U nkterých pravidel bylo poteba pi nejednoznanosti 
k rozhodování zvýšit hodnotu lookaheadu až do k=3. Tím došlo k úspoe velikosti výsledného kódu.  
V posledním bloku byly definovány pravidla pro lexikální analyzátor, jak bylo popsáno výše. 
Pi ladní tohoto modulu bylo s výhodou využito debuggeru (viz. kapitola 3.4). Pehledná grafická 
podoba a možnost krokování umožnily odladit problémy a pochopit celkovou funkci analyzátoru 









7 Interpretace syntaktického stromu 
Tato kapitola se zabývá popisem modul vyhodnocujících samotný syntaktický strom. Zde spadá 
i fáze sémantické analýzy, která logicky pedchází samotnou interpretaci. Nejdíve specifikujeme 
gramatiku pro uložení názvu a parametr funkcí, pak gramatiku pro kontrolu deklarací promnných 
a nakonec jádro celého interpretu - gramatiku pro vyhodnocení programu jazyka C transformovaného 
do ASS. V této souvislosti pak bude vhodné specifikovat i další pomocné struktury jako tabulku 
symbol, modul typových konverzí atd. 
Je vhodná otázka pro je výsledné zpracování syntaktického stromu rozdleno do tech 
modul, nestail by jen jeden? Teoreticky jist ano, ale je vhodné rozdlit problém na jednotlivé 
podproblémy ešící konkrétní úlohu. Znan se zpehlední specifikace jednotlivých gramatik, 
zjednoduší se ladní a hledání chyb. Pro kapitolu 7.1 bylo erpáno z [5].  
7.1 Stromová gramatika v ANTLR 
Když máme pro jistý zdrojový text sestaven syntaktický analyzátor, nastává otázka, kde specifikovat 
akce v implementaním jazyce. Nabízí se možnost je zahrnout pímo do pravidel syntaktického 
analyzátoru. Tato metoda je užitená pouze pro krátké programy, pro vtší projekty se nehodí. Další 
z možností je vytvoit vlastní obslužnou funkci, která by za pomocí knihovních funkcí jazyka 
ANTLR zpracovávala ASS. Jádrem takovéto funkce by byl jeden obrovský pepína, kde bychom 
sami naítali jednotlivé ásti stromu a implementovali píslušné akce. Tato metoda je již lepší, ale pro 
pekladae jazyk a velké projekty bychom museli mít jistotu, že nikde neporušíme správný kontext 
a posloupnost uzl. Bylo by nutno specifikovat run velké množství kódu, což je extrémn 
nepohodlné a náchylné na chyby. Nejlepší je použít tetí zpsob, kde specifikujeme tzv. stromovou 
gramatiku (tree grammar) a až z ní pak vygenerujeme výsledný modul.  
Specifikace stromové gramatiky se liší oproti gramatice syntaktického analyzátoru. Ten používal jako 
vstup etzec token, výstupem byla pepisovací pravidla pro konstrukci ASS. Zde jako vstup bude 
uvažován pímo ASS respektive etzec uzl tohoto stromu v textové podob. Bylo tedy nutno 
vytvoit píslušná pravidla pro jeho zpracování, která místo token obsahují uzly stromu. V podstat 
využíváme stejné syntaxe u jako u gramatiky syntaktického analyzátoru, jen uvažujeme jednotlivé 
ásti pepisovacích pravidel jako vstup. Pokud nkterý uzel ASS ke zpracování nepotebujeme, 
doplníme místo nj regulární výrazy '.' nebo '.*', které znaí libovolný uzel nebo posloupnost uzl 
o potu 0..n.  Výstupní akce pidáme ped nebo za píslušný uzel ASS, na který chceme reagovat. 
Stromová gramatika obsahuje jednak pravidla a jednak uživatelské funkce provádjící potebné 
akce v cílovém jazyce. Výsledkem je modul sloužící pro zpracování ASS nebo pro tvorbu tzv. šablon, 
které slouží pro transformací jednoho textu na jiný. Následuje píklad použití pepisovacích pravidel 
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ve výrazu vtvení a odpovídající zápis pi zpracovávání ASS. Je použita úprava, kde za pomocí 
predikátu a knihovních funkci jazyka ANTLR vytvoíme vždy if-else podstrom. Na Obr. 16 je pak 
ukázka ASS pi použití vtvení. 
 
 
Obr.?16 – Ukázka ASS pi použití vtvení 
7.2 Gramatika parametr funkcí 
Pro práci s funkcemi jazyka C je poteba do tabulky symbol uložit informace o návratovém typu, 
názvu, parametrech a bloku dané funkce. Práv takovou innost provádí modul nazvaný píznan 
FunctionID. Jedná se o stromovou gramatiku, kde implementujeme reakce na ty uzly stromu, které 
v sob nesou informaci o funkcích jazyka C. Jedná se nejen o definici funkce s jejím tlem, ale 
i o deklarace hlaviky funkce. Gramatika pak vychází úspornjší, zpracují se opravdu jen potebná 
pravidla. U funkce tedy ukládáme: 
• název – textová reprezentace unikátního názvu funkce 
• parametry – každý parametr má svj typ a hodnotu, která je použita pi pedávání 
• návratový typ – pi návratu z funkce pak mžeme kontrolovat, zda výsledná hodnota odpovídá 
tomuto typu 
  selection_statement 
      : 'if' '(' expression ')' s1=statement (ELSE s2=statement{else_stm = true;})?  
       -> {else_stm != false}? ^(IF ^(EXPR expression) $s1 ^(ELSE $s2))    
       -> ^(IF ^(EXPR expression) $s1 ^({adaptor.create(ELSE, "else")} NOP))  
 | SWITCH LPAREN expression RPAREN statement  
       -> ^(SWITCH ^(EXPR expression)) statement  
 ; 
 
  selection_statement 
 : ^(IF ^(EXPR e=expression) . ^(ELSE .)) { akce }   




• tlo – je pedstavováno odkazem na konkrétní podstrom v ASS odpovídající bloku funkce, 
u hlaviky necháme doasn prázdné a piadíme až u definice funkce 
Pro uložení tchto dat byla implementována tída Function.java, jejíž instance jsou ukládány 
do tabulky symbol za použití dynamické struktury Hash map. Jako klíe je využito jedineného 
názvu funkce, hodnotu pak pedstavuje instance funkce. Pi naítání informací o hlavice a pozdji 
definice funkce je zajištno, že nedojde k nové deklaraci, v tabulce se doplní jen odkaz na tlo 
píslušné funkce. Podrobná specifikace gramatiky s komentái je na piloženém CD v souboru 
FunctionID.g. 
7.3 Validaní gramatika  
Dalším modulem je gramatika provádjící deklarace promnných a jejich kontrolu pi použití 
v programu. Nezajímá nás zde vyhodnocení programových konstrukcí, primárním úkolem je odhalit 
základní sémantické chyby v programu. Zde je výet pravidel obsáhlejší než jak tomu bylo 
u pedchozí gramatiky. Zamujeme se na deklarace rzných typ promnných, zárove i na kontrolu 
parametr volaných funkcí a na správnou deklaraci návští pi používání skok. 
Na zaátku je v hlavice gramatiky opt specifikováno, že oekávaným vstupem je syntaktický 
strom (i zde je použita struktura CommonTree). Taktéž byly pipojeny všechny definice lexikálních 
symbol vytvoené v syntaktickém analyzátoru. V prbhu implementace bylo poteba použít nkteré 
globální promnné. To zajistíme deklarací pomocných promnných v tzv. globální rozsahu (global 
scope), který je implementován v ANTLR za použití zásobníku. Mžeme k nmu pistupovat v rámci 
daného pravidla nebo v celém globálním kontextu. Využíváme ho pedevším pi rekurzivní volání pro 
pedávání parametr smrem do volaných funkcí.  
Postupn byla implementována stromová gramatika, jejíž pravidla jsou specifikována tak, aby 
zpracovala ASS. Budeme vycházet z pepisovacích pravidel syntaktického analyzátoru, které se už 
snadno transformují na pravidla stromové gramatiky. Nkterá z nich pro vtší pehlednost a snazší 
zpracování zjednodušíme, nahradíme vybrané nonterminály jejími pravými stranami. V této fázi je už 
provedena syntaktická kontrola a úkolem je odhalit sémantické chyby. To nám dává možnost upravit 
podobu syntaktického stromu implementovaným akcím a zptn pak upravit i pepisovací pravidla 
v gramatice syntaktického analyzátoru. 
V následující ukázce je specifikováno pravidlo pro zpracování návští. Vidíme, že se použije 
pokud v dané úrovní zanoení narazíme na uzel LABEL. Ten pedstavuje koen podstromu, jeho 
synové specifikují název návští a blok za návštím. Do tabulky symbol pak zavedeme tyto data 
pomocí funkce DeclareLabel.   
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V tomto smru jsou koncipována všechna pravidla stromové gramatiky, na které chceme njak 
reagovat. V syntaktickém analyzátoru se provádjí postupn jednotlivé derivace gramatiky smrem 
k terminálním symbolm. Zde v podobném principu procházíme syntaktický strom, piemž cílem je  
dostat se k uzlm tvoeným jednotlivými tokeny. Ty pak pedstavují datové položky programu jako 
názvy identifikátor, hodnoty konstant, znakových a etzcových literát apod. S nimi pak provádíme 
operace podle aktuálního kontextu v rámci ASS. Mžeme je pedávat jako návratovou hodnotu 
o úrove výše odkud bylo pravidlo pi rekurzivním sestupu voláno.  
Dalším prvkem analýzy je kontrola potu parametr volaných funkcí, kde je vytvoeno zcela 
nové pravidlo call. Zde vyhledáme volanou funkci v tabulce symbol a pokud taková funkce není 
deklarována, pak reagujeme píslušným chybovým hlášením. V opaném pípad ovíme, zda 
souhlasí poet parametr funkce v tabulce a parametr volané funkce.  
Krom kontroly potu argument se provede kontrola jejich typ. Pokud si typy funkce 
deklarované v tabulce odpovídají volaným parametrm, nebo lze provést implicitní petypování, je 
kontrola úspšná, jinak se reaguje píslušným chybovým hlášením. V dalším modulu už pak další 
kontrola není potebná, je možno se zamit na další úkony. Zvláštní pozici má kontrola, zda zdrojový 
program obsahuje funkci main, ta je implementována v souladu s normou [12]. Podrobná specifikace 
gramatiky s komentái je na piloženém CD v souboru Validator.g. 
7.4 Evaluaní gramatika  
Poslední stromovou gramatikou, kde budou specifikovány akce provádjící píslušný kód je evaluaní 
gramatika. Má podobnou strukturu jako pedchozí gramatika. Je zde specifikován kompletní soubor 
pravidel, tak aby všechny ásti stromu byly náležit zpracovány. Hlavika gramatiky je stejná jako 
v pedchozím pípad, liší se jen použitými globálními promnnými a použitými knihovnami jazyka 
Java. 
Zpsob zpracování syntaktického stromu je zde však odlišný. V pedchozích gramatikách jsme 
vycházeli z poáteního nonterminálu a postupovali od deklarací funkcí, pípadn globálních  
promnných až k blokm tchto funkcí postupn tak, jak bylo specifikováno ve zdrojovém programu. 
Zde se zahájí interpretace programu voláním startovací funkce main. Je už zajištno z pedchozí 
labeled_statement 
    : ^(LABEL id=IDENTIFIER)  
    { CommonTree blockNode = (CommonTree) $labeled_statement.start.getChild(2); 
 Main.symbols.declareLabel($id.text, blockNode, "label");  
    } 
    | ^(CASE assignment_expression statement)  
    | ^(DEFAULT statement)   
    ; 
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kontroly, že je tato funkce definována, poté se zane provádt její tlo. Výjimku pedstavují jen 
deklarace globálních promnných a hlaviek funkcí, ty se zpracují výše zmiovaným zpsobem 
a zavedou do tabulky symbol. Pi zpracovávání ASS se ze startujícího nonterminálu translation_unit 
nebudou zpracovávat definice funkcí, pímo se zavolá funkce call s parametrem "main" a zane se 
provádt odpovídající kód této dané funkce. V pravidle call se nate píslušná funkce z tabulky 
symbol podle pedaného parametru. Zavolá se metoda enterFrame, která zajistí vytvoení nové 
úrovn rozsahu pro tlo funkce a deklaruje pípadné parametry do tabulky symbol. Zde uvažujeme, 
že funkce main nemže mít žádné parametry. Po skonení se zavolá metoda exitFrame, která tuto 
úrove zruší. Simulujeme tím vstup a výstup do funkce a vzájemnou viditelnost promnných 
v jednotlivých kontextech. 
Poté se zahájí vykonávání píslušného tla funkce. Odkud zahájíme vykonávání, zjistíme 
z ukazatele na tlo funkce v podob podstromu ASS. Víme, že bloky do kterých spadají i tla  funkcí 
zpracovává pravidlo coumpound_statement. Do zásobníku je uložen aktuální kontext, spustí se 
vykonávání tla funkce a po jejím skonení se obnoví kontext zpt. Do píslušných promnných je 
pak uložena návratová hodnota funkce. Pokud jsou ve funkci main volány další funkce, rekurzivn se 
v jejím tlu zavolá pravidlo call a návratová hodnota se pak vrátí do píslušného kontextu, kde je 
následn použita. Podrobná specifikace gramatiky s komentái je na piloženém CD v souboru 
Evaluator.g. 
7.5 Tabulka symbol 
Základní funkcí tabulky symbol je zaznamenávání identifikátor použitých ve zdrojovém programu 
a shromažování informací o rzných atributech každého identifikátoru. Tyto atributy poskytují 
informace o názvu promnné, jejím typu, hodnot, rozsahu platnosti, pozici atd. V pípad funkcí pak 
poet a typy argument, zpsob pedávání každého argumentu (nap. odkazem) a typ návratové 
hodnoty, pokud njaká existuje. 
Tabulka symbol je datová struktura obsahující pro každý identifikátor jeden záznam s jeho 
atributy. Tato datová struktura umožuje rychlé vyhledání záznamu pro konkrétní identifikátor 
a rychlé ukládání nebo výbr píslušných dat ze záznamu. V rámci analýzy nkdy nemžeme všechny 
atributy identifikátoru urit. Informace o identifikátorech pak ukládají do tabulky zbývající fáze, které 
ji také rzným zpsobem využívají.  
Tabulka symbol se mže vytváet bhem sémantické analýzy, v tom pípad pedává lexikální 
analyzátor všechna jména jako etzce znak. Je možno ji také vytváet bhem lexikální analýzy, kdy 
jsou jména objekt reprezentována v prbhu celého pekladu pouze jako ukazatele do tabulky. Zde 
budeme s tabulkou pracovat až pi zpracovávání samotného ASS, tzn. ve všech modulech stromových 
gramatik. Pro tuto kapitolu a její podkapitoly bylo erpáno z [1] a [5].   
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7.5.1 Operace nad tabulkou symbol 
Dv nejastjší operace jsou vkládání a vyhledávání. Operace vkládání obecn nejprve zjistí, zda 
ukládaná hodnota klíe (v našem pípad jméno promnné) již v tabulce není. Pokud ne, vytvoí se 
nový záznam a zaadí se do tabulky. V opaném pípad se mže nahlásit chyba, nap. "vícenásobn 
deklarovaný identifikátor". U nkterých jazyk však nalezení jména v tabulce nemusí znamenat 
chybový stav, nap. v následujících pípadech: 
• definice funkce, jejíž hlavika už byla deklarována díve 
• deklarace objektu, který byl už v programu použit a kterému byly pidleny implicitní atributy 
(nap. návští píkazu v jazyce C) 
V naši implementaci pedstavuje operaci vkládání deklarace funkce, promnné nebo návští. 
Pro vyhledávání a úpravu píslušných parametr pak s výhodou využijeme hašovací tabulky, která 
poskytuje rychlé vykonávání operací vkládaní a vyjmutí. Operace aktualizace parametr již existující 
promnné je pak složena z operace vyhledání a optovného vložení. 
7.5.2 Struktura tabulky symbol 
Pro jazyky s blokovou strukturou jako Pascal, C nebo Modula-2 musí být k dispozici ješt další dv 
operace, které oznaíme jako enterBlock a exitBlock. Operace enterBlock se volá vždy na zaátku 
nového bloku deklarací a operace exitBlock na konci bloku. Tyto operace zajiš	ují rozlišování 
jednotlivých úrovní deklarací a umožují uchovávat v tabulce nkolik rzných objekt oznaených 
stejnými jmény za pedpokladu, že byly deklarovány na rzných úrovních. Operace vkládání 
a vyhledávání musejí proto splovat ješt tyto dodatené podmínky:  
• pi vkládání se pracuje pouze s naposledy otevenou úrovní tabulky, pípadné další výskyty 
téhož jména na nkteré nižší úrovni se neberou v úvahu 
• pi vyhledávání se prohledávají postupn všechny úrovn tabulky od nejvyšší k nejnižší a vrátí 
se objekt odpovídající prvnímu nalezenému výskytu hledaného jména 
Celá tabulka symbol pro promnné je koncipována, jak je ukázáno na Obr. 17. Jednotlivé 
úrovn (scopes) jsou implementovány pomocí dynamické datové struktury Vector. Každá jeho 
položka je tvoena jednou hašovací tabulkou. Ta odpovídá programovému bloku, a	 už se jedná 
o blok funkce, cyklu, vtvení apod. Pi interpretaci se podle aktuálního výskytu v programu jednotlivé 
úrovn vytváí, aktualizují i ruší. Pi odkazu na danou promnnou prohledáváme smrem 
od nejaktuálnjší úrovn k poátení. 
Krom vektoru úrovní scopes je v tabulce vyhrazena jedna speciální úrove pro globální 
promnné – globals (Obr. 18). Pokud nebyla nalezena daná promnná pímo v tabulce, prohledá se 
ješt tato ást. Pro každou funkci se ukládá jeden vektor úrovní scopes jako položka vektoru frames 
(Obr. 17). Není už teba rozlišovat jednotlivé položky podle unikátního jména funkce. Pi volání 
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funkcí a postupném zanoování se pi vstupu do funkce vytváí  píslušná položka a pi návratu zase 
ruší. K tomu slouží procedury enterFrame a exitFrame.  
 
Obr.?17 – Tabulka symbol: lokální promnné 
Vektor frames plní roli zásobníku, kde poslední pidaná položka znaí aktuální úrove. 
Mžeme si pedstavit, že každá položka vektoru frames pedstavuje jednu funkci. Tak je zajištno, že 
jednotlivé funkce nevidí navzájem své lokální promnné. Komunikace mezi funkcemi tak probíhá 
prostednictvím pedávání parametr, kdy pi vstupu do funkce jsou do její množiny úrovní rozsahu 
scopes deklarovány všechny parametry. 
Pro práci s funkcemi je do tabulky symbol pidána struktura ve form hašovací tabulky 
sloužící pro uložení jednotlivých parametr, návratových typ a tl funkcí, tak jak je popsáno 
v kapitole 7.2. Tyto informace se využívají pi samotné interpretaci pi volání funkcí. Porovnává se, 
zda souhlasí poet a typ pedávaných parametr a v kladném pípad se pak zavádí tyto parametry 
do odpovídající úrovn. Zárove se provede deklarace parametr jako standardních promnných 
do tabulky symbol. 
 











8 Grafické uživatelské rozhraní 
Grafické uživatelské rozhraní (GUI) slouží pro komunikaci mezi uživatelem a samotnou aplikací 
pomocí ady grafických prvk, umožuje naítat vstupy od uživatele a naopak tisknout uživateli 
výstupy programu. Jazyk Java díky uchování penositelnosti mezi jednotlivými platformami 
nevyužívá pímo všech prostedk konkrétního operaního systému. Aplikace v Jav je možno 
vytváet v abstraktním uživatelském rozhraní vhodném pro všechny platformy.  
Máme k dispozici jednak prostedí AWT (Abstract Windows Toolkit), které je dostupné 
ve všech verzích Javy a obsahuje základní grafické prvky. Dnes se již používá zejména pro tvorbu 
applet, aplikace v tomto prostedí pejímá vzhled operaního systému, na kterém bží. Od verze 
JDK 1.2 bylo toto rozhraní nahrazeno rozhraním JFC (Java Foundation Classes), kde vizuální 
komponenty pedstavuje grafické rozhraní Swing. Je graficky i funkn propracovanjší a obsahuje 
více komponent. Vzhled aplikací a jejich komponent bžících nad rozhraním Swing mže být mnn, 
aplikace nemusí pejímat vzhled OS.  
Základem každého GUI jsou grafické komponenty, které se po startu aplikace zobrazují. Jsou 
to rzná tlaítka, formuláe, dialogové boxy, tabulky, nástrojové lišty atd. V aplikaci byly tyto prvky 
použity z knihovny Swing. Dležitou souástí GUI jsou správci rozmístní (layout managers), kteí 
urují, jak se budou seskupovat komponenty v kontejnerech. Pi návrhu aplikace bylo použito 
prostedí NetBeans IDE 6.0, které obsahuje již zabudovaného správce rozmístní. 
Po interakci programu s uživatelem slouží v Jav tzv. událostmi ízené programování. Každá 
komponenta mže vyvolat adu rzných událostí nap. stisk klávesy, pohyb myši, minimalizace okna 
atd. V Jav existují speciální instance, které událost zachycují nazývané posluchae (listeners). 
Na jednotlivé události pak mžeme reagovat, tzv. je obsloužit. Obslužný kód je psán do metod, které 
se nazývají handlery (handlers). Vytvoení aplikace pak zpravidla pedstavuje navržení a vytvoení 
grafického rozhraní, definice události, které mají být v programu obslouženy a zápis kódu pro jejich 
obsluhu formou handler.  
V této kapitole popíšeme vzhled a ovládání uživatelského rozhraní. Na jednoduchých 
píkladech ukážeme práci s rozhraním. Pro teoretický úvod bylo erpáno z [13] a [15]. 
8.1 Vzhled 
Uživatelské rozhraní je tvoeno hlavním oknem (prvek JFrame) vymezujícím oblast pro vkládání 
dalších grafických komponent. Implicitn obsahuje standardní minimalizaní a uzavírací tlaítka 
v pravém horním rohu. Práce s nimi je klasická jako u vtšiny okenních aplikací. Titulek aplikace 
s ikonou je nastaven na text "InterpreterC". Hlavní okno má pi spuštní implicitn nastavenou 
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poátení velikost, kterou je podle poteby možno myši upravovat, piemž existují hraniní 
minimální rozmry. 
Hlavní okno obsahuje základní nabídkovou lištu (prvek JMenuBar) s jednotlivými položkami 
(prvek JMenu). Každá tato nabídka dále obsahuje vlastní položky. Dosahujeme tak logického 
uspoádání podle množiny jednotlivých operací, uživatel si snadno a pehledn mže vybrat z výtu 
voleb. Celá hierarchie s krátkým popisem je následující: 
• File – nabídka pro práci se souborem 
• Open File ?? oteve nový textový soubor se zdrojovým programem ze specifikovaného 
místa na disku  
• Save As – uloží textový soubor na vybrané místo na disku  
• Exit – ukoní bh aplikace 
• Editor – nabídka pro práci s editorem v rámci textové plochy 
• Undo – návrat o jednu editaní akci zpt (objeví se až po jisté editaní akci) 
• Redo – posun o jednu editaní akci vped (objeví se až po provedení akce zpt) 
• Cut – vyjmutí oznaeného textu do schránky 
• Copy – zkopírovaní oznaeného textu do schránky 
• Paste – vložení textu ze schránky na pozici za kurzorem  
• Delete – smazání oznaeného textu 
• Select All – oznaení celého textu v rámci textové plochy 
• Debugger – nabídka pro bh a ladní programu 
• Run – spustí interpret 
• Debug – spustí debugger, ízení bhu interpretu je pak pomocí krokování 
• Step – provede jeden krok v programu 
• Stop – ukoní bh interpretu v ladícím režimu 
• Check Syntax – spustí syntaktickou analýzu programu, výsledek zobrazí do konzoly 
• Clear Console – vymaže textovou konzoli 
• Help 
• About – zobrazí informace o aplikaci 
• Help – zobrazí nápovdu  
 
Pro pehlednou a snadnou práci je dále vytvoena nástrojová lišta (prvek JToolBar) obsahující 
nejpoužívanjší akce v podob grafických ikon. Ikony byly získány z Wikimedia Commons, což je 
spolené úložišt obrázk, text, zvuk a dalšího voln dostupného multimediálního materiálu 
viz. [14]. Provozuje ji nezisková nadace Wikimedia Foundation, která spravuje i adu dalších 
otevených mnohojazyných projekt (Wikipedie, Wikislovník, atd.). Následuje výet jednotlivých 
tlaítek s piazením k odpovídajícím volbám ze základní nabídky: 
 44 
•  – Check Syntax  
•  – Run 
•  – Debug 
•  – Step 
•  – Stop 
•  – Clear Console 
Pro zápis programu je použita textová plocha (prvek JTextPane). Komponenta podporuje nejen 
práci s prostým textem, ale umožuje mnit velikost písma, font, styl, barvu a další vlastnosti. Byla 
použita hlavn vzhledem k pozdjšímu doplnní zvýraznní syntaxe jazyka C. Pro informaci 
o výstupu programu byla použita další textová plocha. Tentokrát staí prostý textový výpis s využitím 
prvku JTextArea. V této komponent jsou zobrazovány zprávy o prbhu interpretace i syntaktické 
analýzy vetn chybových hlášení. Pi vzniku chyby je zobrazeno chybové hlášení s íslem ádku 
a pozice, kde chyba nastala. 
Další komponentou urenou pro ladní programu je tabulka (prvek JTable). Zobrazuje vybrané 
informace z tabulky symbol, pedevším o promnných v programu a jejich atributech. Ob 
pedchozí komponenty jsou pro úsporu místa umístny do jednoho kontejneru (prvek JTabbedPane), 
sdílí stejný prostor piemž aktivní je vždy jen jedna. Uživatel se mže mezi vloženými komponenty 
pepínat pomocí záložek pojmenovaných Console a Vars. Ukázka aplikace je na Obr. 19. 
 
Obr.?19 – Grafický vzhled aplikace 
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Posledním prvkem v aplikaci je stavový ádek (prvek Panel), je umístn v dolní ásti hlavního 
okna. Slouží pro zobrazení informací o stavu v aplikaci. První položka udává pozici kurzoru 
ve formátu íslo ádku a pozice na tomto ádku oddlená dvojtekou. Vtšina grafických prvk je 
doplnna nápovdou pomocí tzv. tool tip, staí ponechat kurzor myši nad odpovídajícím prvkem 
a po chvílí dojde k jeho zobrazení. 
8.2 Ovládání 
Po spuštní aplikace je teba specifikovat vstupní program v jazyce C. Mžeme jej zapsat pímo 
v editoru, nebo vložit pomocí vkládacích operací ze schránky. Pro podporu psaní pímo editoru nám 
slouží editaní akce zmiované v pedchozí kapitole. Poslední možností je naíst textový zápis 
programu z již existujícího souboru pomocí nabídky File - Open File.  
Poté mžeme provést kontrolu syntaxe pomocí volby Debugger - Check Syntax nebo vybrat 
z dostupných tlaítek z nástrojové lišty. Pro pímé spuštní interpretu vybereme z hlavního menu 
volbu Debugger – Run, pípadn odpovídající tlaítko z nástrojové lišty.  
 
Obr.?20 – Ladící režim 
Pi ladní postupujeme podobn, zvolíme z nabídky Debugger – Debug, obdobn z nástrojové 
lišty. Tím vstoupíme do ladícího režimu (Obr. 20), kde máme možnost postupovat v bhu programu 
pomocí krokování. Jeden krok provedeme volbou Debugger – Step nebo z nástrojové lišty píslušným 
tlaítkem. Pi krokování názorn vidíme, kde se nachází zpracování programu, jsou oznaovány 
odpovídající elementy ve zdrojovém textu. Stejn tak se objevuje pípadný výpis výstupu programu 
v textové konzole. Krokovací body byly pevn nastaveny na identifikátory, íselné a textové literáty. 
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V tabulkové komponent Vars pak mžeme sledovat aktuální kontext a odpovídající vlastnosti 
promnných (jméno, typ, zda jde o obyejnou promnnou nebo o konstantu, o jakou strukturu se 
jedná - ukazatel, skalární promnná, pole atd., hodnota promnné a nakonec její symbolická adresa). 
Pokud se nalézáme v ladícím režimu, nelze už interpret spouštt pomocí volby Run, ta je po 
dobu ladní zablokována. Ukonit ladící režim je možno volbou Debugger – Stop i z nástrojové 
lišty, pak se nám spouštcí tlaítka opt odblokují. Vymazání obsahu textové konzoly provedeme 
volbou Debugger – Clear Console nebo píslušným tlaítkem z nástrojové lišty. Uložit obsah editoru 
do textového souboru mžeme volbou File – Save As nebo Save. Informaci o aplikaci a jednoduchou 



























Z hlediska dosažených výsledk byla analyzována gramatika jazyka ISO C99 a implementována 
v jazyku ANTLR v3. Byla otestována na ad píklad pomocí ladících nástroj v prostedí 
ANTLRWorks. Byl navržen lexikální a syntaktický analyzátor, který ze vstupního programu vytváel 
abstraktní syntaktický strom ve form textového etzce. Ten pak bylo možno považovat za výsledný 
meziprodukt a základ dalších fází interpretace. 
Pro úely sémantické analýzy a samotné interpretace byly navrženy ti moduly stromových 
gramatik: FunctionID, Validator a Evaluator a doplnny píslušnými akcemi v implementaním 
jazyku Java. Z tchto gramatik pak byly vygenerovány jednotlivé moduly a pidány do celkového 
projektu. Pro podporu funknosti tchto modul byl navržen a implementován modul tabulky 
symbol, typových konverzí a pomocné tídy pedstavující typy jazyka C. Pro ovládání interpretu pak 
bylo vytvoeno uživatelské rozhraní založené na grafické knihovn Java Swing.  
V závrené fázi byl vyhrazen prostor na testování jednotlivých ANSI C píklad pímo 
v aplikaci a samotné ladní. Výhodou implementace aplikace v jazyce Java je penositelnost mezi 
platformami. Navíc je projekt možno implementovat jako Java applet a doplnit jej do libovolné 
HTML stránky. To znamená další krok smrem k výukovému charakteru celé aplikace. 
Co se týká pohledu dalšího vývoje projektu, je zcela jist co vylepšovat. Vzhledem k bohaté 
struktue jazyka nebyla implementována kompletní funknost. Zvládnuty byly pedevším operace 
s výrazy, ídící struktury, pole a ukazatele. V dalších fázích je poteba pokraovat dále ke složitjším 
programovým konstrukcím a pak se zamit na optimalizaci, která by mohla více zkrátit dobu 
interpretace. Je dále vhodné zdokonalit vzhled grafického rozhraní, implementovat možnost 
samotného pidávání bodu perušení v ladícím režimu, jakož i zvýrazování syntaxe jazyka 
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