This paper investigates the control of an experimentally validated model of production of bioethanol. The analysis of the open loop system revealed that the maximum productivity occurred at a periodic point. A robust control was needed to avoid instabilities that may occur when disturbances are injected into the process that may drive it toward or through the unstable points. A nonlinear model predictive controller (NLMPC) was used to control the process. Simulation tests were carried out using three controlled variables: the ethanol concentration, the productivity and the inverse of the productivity. In the third configuration, the controller was required to seek the maximum operating point through the optimization capability built in the NLMPC algorithm. Simulation tests presented overall satisfactory closed-loop performance for both nominal servo and regulatory control problems as well as in the presence of modeling errors. The third control configuration managed to steer the process toward the existing maximum productivity even when the process operation or its parameters changed. For comparison purposes, a standard PI controller was also designed for the same control objectives. The PI controller yielded satisfactory performance when the ethanol concentration was chosen as the controlled variable. When, on the other hand, the productivity was chosen as the controlled output, the PI controller did not work properly and needed to be adjusted using gain scheduling. In all cases, it was observed that the closed-loop response suffered from slow dynamics, and any attempt to speed up the feedback response via tuning may result in an unstable behavior.
Introduction
Research on using ethanol as an alternative fuel is gaining tremendous attention all over the world. One of the promising routes for ethanol production is the continuous fermentation of sugars. The microorganism, Zymomonas mobilis, has long been known to be a promising medium for industrial production of ethanol (Astudillo and Alzate, 2011) . However, the continuous culture is known to exhibit undesired sustained oscillations over a wide range of operating conditions (Borzani, 2001; Garhyan et al., 2003; Garhyan and Elnashaie, 2004a,b) . This leads to a decrease in ethanol productivity and less efficient use of available substrate.
Adequate control is one of the best ways to maintain the process performance. However, the development of an efficient control for bioreactive systems is not straight forward owing to a number of reasons. These include the lack of accurate models describing cell growth and product formation, the non-linear nature of the model, if available, which makes parameter estimation particularly difficult, the slow process response and the scarcity of on-line measurements of the component concentrations (Astudillo and Alzate, 2011; Schurgel, 2001; Alford, 2006) .
A variety of open loop as well as closed loop control strategies can be found in the literature. Open loop strategies are still frequently encountered (Gregory and Turner, 1993) . The common difficulty in these techniques, however, is that no compensation is made for modeling mismatch or random disturbances during the process operation. Classical PID controllers, on the other hand, can fail to stabilize the process if the tuning parameters are not carefully selected (Chen and Chang, 1984) . Therefore, in recent years, several advanced control strategies have been proposed. Robust adaptive controllers, for instance, were designed to track the product trajectory in a fermenter in which the kinetics are complex and most of the state variables are difficult to measure (Frahm et al., 2002; Johnston et al., 2002; Whiffin et al., 2004; Smets et al., 2002) . For most bioprocesses in which there is a deficiency in reliable on-line sensors, an extended Kalman filter can be used to estimate unmeasured states and parameters (Frahm et al., 2002; Johnston et al., 2002; Whiffin et al., 2004; Smets et al., 2002) . Recently, Kawohl et al. (2007) presented a survey of the application of model based estimation, optimization, and control methods for bioprocesses. Chung et al. (2006) studied the implementation of a robust control strategy for a bioprocess. The overall control structure included an optimal feedforward controller and a multiloop feedback controller. Model predictive control was also used for the control and optimization of a number of bioprocesses (Ramaswamy et al., 2005; Renard and Wouwer, 2008; Ashoori et al., 2009) .
As for control studies on bioethanol, Hodge and Karim (2002) developed an unstructured kinetic model incorporating the effect of product, substrate, and pH inhibition on the kinetic rates of ethanol fermentation by recombinant Z. mobilis. The model was used in a nonlinear model predictive control (NMPC) algorithm to control the product concentration during fermentation to offset the inhibitory effects of product. Arpornwichanop and Shomchoam (2009) , on the other hand, proposed a hybrid neural network and an on-line optimal control strategy for the control of a bioreactor for ethanol fermentation. Simulation results showed that the neural network provided a good estimate of unmeasured variables. The online optimal control with the neural network estimator gave a better control performance in terms of the amount of the desired ethanol product, compared with a conventional off-line optimal control method. Other researchers have also studied the challenging issue of controlling variables at the peak value where conventional controllers cannot handle (Kishore and Patwardhan, 2002; Shah et al., 1999; Reddy and Chidambaram, 1995) .
The objectives of this paper are the study of the open loop behavior of a validated model for ethanol fermentation using Z. mobilis, then the implementation of a model predictive control strategy using different controlled configurations. A comparison between simple PI controllers with the model predictive controller, and a study of the effect of control on fermentation are also carried out. The numerical investigation is based on an experimentally validated model of fermentation Jarzebski (1992) , and consists of a three-compartment model that includes substrate limitation and product inhibition. The model biochemical parameters were estimated from experimental data (Perego et al., 1985) .
Process model
The process model equations presented by Watt et al. (2007) are adopted in this paper. The ethanol production process is carried out in a well mixed reactor without recycle. Besides substrate (S) and product (P), the reactor cell populations are broken into three groups: viable cells (X v ), nonviable cells (X nv ) and dead cells (X d ). Non-viable cells are not growing, but retain the ability to produce ethanol. The biological reactions taking place are:
The model equations are given in the form of the following ordinary differential equations:
D is the dilution rate, defined as the ratio of the flow rate to the reactor volume and S 0 is the substrate feed concentration. The specific growth rates of viable cells, nonviable cells and dead cells are given respectively by:
The definition of the other model parameters is given in the nomenclature. The nominal values of the model parameters are given in Table 1 while the initial steady state point for the process is given in Table 2 .
The on-line NLMPC algorithm
In this work, the structure of the MPC version developed by Ali and Zafiriou (1993) that utilizes directly the nonlinear model for output prediction is used. A usual MPC formulation solves the following on-line optimization problem:
subject to
For nonlinear MPC, the predicted output, y over the prediction horizon P is obtained by the numerical integration of:
from t k up to t k+P where x and y represent the states and the output of the model, respectively. The symbols ||.|| denote the Euclidean norm, k is the sampling instant, C and K are diagonal weight matrices and R = [r(k + 1) ÁÁÁ r(k + P)] T is a vector of the desired output trajectory.
T is a vector of M future changes of the manipulated variable vector u that are to be determined by the on-line optimization. The control horizon (M) and the prediction horizon (P) are used to adjust the speed of the response and hence to stabilize the feedback behavior. The parameter C is usually used for trade-offs between different controlled outputs. The input move suppression parameter, K, on the other hand, is used to penalize different inputs and thus to stabilize the feedback response. The objective function (Eq. (14)) is solved on-line to determine the optimum value of DU (t k ). Only the current value of Du, which is the first element of DU (t k ), is implemented on the plant. At the next sampling instant, the whole procedure is repeated. 
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In order to compensate for modeling errors and eliminate steady state offset, a regular feedback is incorporated on the output predictions, y (t k+1 ) through an additive disturbance term. Therefore, the output prediction is corrected by adding to it the disturbance estimates. The latter is set equal to the difference between plant and model outputs at present time k as follows:
The disturbance estimate, d is assumed constant over the prediction horizon due to the lack of explicit means for predicting the disturbance. However, for severe modeling errors, or open-loop unstable processes the regular feedback is not enough to improve the NLMCP response. Hence, state or parameter estimation is necessary to enhance the NLMPC performance in the face of model-plant mismatch. In this work, Kalman filtering (KF) is incorporated to correct the model state and thus, to address the robustness issue. The utilization of the NLMPC with KF requires adjusting an additional parameter, r. More details on the integration of KF with the NLMCP algorithm are given elsewhere (Ghazzawai et al., 2001) . In addition to state estimation by KF, the predicted output is also corrected by the additive disturbance estimates of Eq. (18).
Results and discussion
We start by showing the results of steady state behavior. The static analysis (Fig. 1) indicates the existence of a maximum ethanol concentration of 45.25 g/l at a dilution rate D of 0.0718 1/h. On the other hand, the productivity, defined by P r = P Â D reaches a maximum of 3.8 g/l hr at an ethanol concentration of 29.9 g/l and a dilution rate of 0.13 1/h. Since the maximum ethanol concentration occurs at smaller production rate, it is therefore, more appealing to operate at the maximum productivity point. However, the open loop dynamic simulations, shown in Fig. 2 , indicate that the maximum pro-ductivity point is unstable and consists of sustained oscillations.
Next the control system is tested for a servo problem which moves the process operation from an arbitrary initial condition (e.g. D = 0.05 1/h) to the desired maximum productivity condition. One way to achieve this objective is to define the controlled output to be the ethanol concentration with a set point of 29.2 g/l and to use the dilution rate as the manipulated variable. The simulation results for this case using the NLMPC are shown in Fig. 3 . The controller parameters for this simulation are M = 1, P = 20, k = 0 and c = 1, together with a sampling time of 5 h. The determination of the tuning parameter values is set by general tuning guidelines (Ali and Zafiriou, 1993) . The manipulated variable is constrained between 0.04 1/ h and 0.25 1/h. Note that D = 0.25 g/l is the edge of washout condition beyond which no reaction occurs. Fig. 3 also shows how the desired ethanol concentration is achieved and consequently the corresponding maximum productivity is obtained. At this operating condition, the system exhibits periodic behavior and passes through unstable point. Therefore, NLMPC was carefully tuned to obtain a stable closed-loop response. However, the system takes a long time to settle down. Any attempt to speed up the response can destabilize the system. A conventional proportional-integral (PI) controller is also tested for this control objective. The results are shown in Fig. 4 which indicates a successful feedback response. The PI settings are K c = À1 Â 10 À3 and k i = k c /s I = À1 Â 10 À3 . The settings are determined by Ziegler-Nichols method and further fine tuned by trail-and-error. The simulation results are comparable to those of the NMPC. The two previous tests were carried out at substrate feed concentration of 100 g/l. Similar results are also obtained when the substrate feed concentration is 138 g/l.
The ethanol concentration that corresponds to the maximum productivity may not be known ahead or may be different if the process parameters change. Alternatively, it is more preferable to control the productivity directly. In due course the controlled variable is defined as the productivity i.e. the product of ethanol concentration and the dilution rate. Simulations for this situation are illustrated in Fig. 5 using M = 1, P = 50, k = 0, c = 1 and T = 5 h. Successful satisfaction of the servo control problem is obtained. For this case, a larger value of the prediction horizon was necessary to stabilize the response. Long settling time is also observed due to the same reasons mentioned earlier. Applying the conventional PI controller for this type of objectives is not successful because the gain between the controlled output (productivity) and the manipulated variable (dilution rate) changes sign, as the variation of the productivity with dilution rate goes through a maximum value, shown in Fig. 1 . This situation makes controlling the output using a fixed PI gain, a quite difficult task. Moreover, even if a conventional PI is tuned to achieve the control objective, it will not be sustainable because any deviation due to disturbances will de-stabilize the closed-loop system. In this case, a modified PI algorithm with gain Advanced control of ethanol production scheduling is required. There are several structures of the gain scheduling. One of them is the model gain scheduling (MGS) which can modify the PI controller gain online as follows:
In this Eq. (19), k po and k co are the process and controller gains. k c and k p are, on the other hand, the variable controller and process gains. The variable process gain can be detected online by different means. For simplicity k p is predicted in this work from a correlation that is built using the data shown in Fig. 6 which relates the process gain to the dilution rate. The data in Fig. 6 are obtained by offline simulations of the model at different values of D. Taking k c0 = 0.005, k p0 = 38.9 and allowing k p to vary according to the pre-designed correlation, the PI controller is implemented with k c being updated according to Eq. (19) while K i is set equal to k c . The outcome of the simulation is depicted in Fig. 7 . The MGS algorithm is found to be quite successful in controlling the process. The figure shows how the controller gain (k c ) varies with time according to Eq. (19) to produce the acceptable response. This behavior is necessary to obtain sustainable performance when disturbances occur. Note that predicting the process gain online is not easy in real practice. Furthermore, errors in the predicted gain may result in poor control performance.
In the above tests, the desired maximum productivity was attained by controlling the ethanol concentration, P or the productivity, P r itself. The latter is favored because the value of the ethanol concentration that corresponds to the maximum productivity may not be known exactly or may not be known in advance. Occasionally, the value of the maximum productivity may not be known ahead either. Hence, it would be interesting if the controller can seek the maximum operating point itself. This feature can be handled easily by NLMPC via setting the controlled variable to 1/P r and the associated set point to zero. In this case NLMPC will try to bring 1/P r as close as possible to zero, i.e. maximizing P r . Because the maximum P r is constrained by the reaction kinetics and process mass balances, only the maximum allowable value of P r can be achieved. The result of this scenario is illustrated in Fig. 8 with M = 1, P = 50, T = 5 h, k = 0, c = 1. It is clear that starting from initial conditions that correspond to D = 0.05 1/h, the NLMPC was able to steer the process toward the maximum possible productivity P r without setting any predefined set point. Note that for this case, a PI controller cannot be implemented since it does not have any optimization capability.
In order to highlight the advantage of the latest NLMPC configuration, a situation where a different maximum P r exists and assumed not to be known ahead is investigated. The value of the unknown maximum is 6.34 g/l h and occurs when the value 0.375 1/h is used for l max in the model equations. The simulation is repeated for the three configurations, i.e. using P, P r and 1/P r as controlled variables. In the first case, Fig. 9a-c shows that the desired set point for the product P is maintained, while in the same time a higher value for P r % 6.1 g/l hr, which is not the expected maximum, was also obtained. Here we were fortunate because the corresponding set point for P occurs at a higher value for D, resulting in a higher value of P r . In the second case, (Fig. 9d-f) , the process is maintained at the generic maximum P r because the higher one is not specified. In the third case, (Fig. 9g-i) , the expected maximum is automatically achieved because the controller is set to find exactly the maximum.
The NLMPC algorithm is further tested for disturbance rejection using the above three configurations. In due course, the substrate feed concentration, S 0 is assumed to be stepped from 138 g/l to 100 g/l. The closed-loop response is depicted in Fig. 10 . Obviously, in all cases a good control performance was observed. It should be noted though that the obtained value of productivity P r in the first case is slightly lower than the desired one. This is because at the new value of S 0 and set point for P, the corresponding value for P r is marginally different from the expected one.
The regulatory control problem is also studied when the conventional PI controller is used to control P and the MGS is used to control P r . The simulations are shown in Fig. 11 with the controller settings being fixed as before. For the first case, excellent load rejection is obtained. The resulted P r value is less than what is expected, for the same reasons mentioned earlier.
For the second case, displayed by dashed lines in Fig. 11 , the desired P r is achieved but at a slow rate. The slow drift is caused by the slowly changing k p . Nevertheless, the response reached a stable steady state after a long time. Fig. 11 also illustrates how the controller gain k c changes with time as the process gain changes with operating conditions. It is clear that k c changes from positive to negative and vice versa. This was necessarily to stabilize the feedback performance because the process gain changes sign when operating around the maximum point. The PI controller with rigid k c fails for this scenario. Finally, and since the NLMPC is a model based control algorithm it may not work well in the presence of modeling errors. For this reason, the robustness of the proposed controller is tested when model uncertainty exists. Fig. 12 shows the NLMPC performance in the presence of parametric uncertainties of +20% in l max and À20% in Y x/p . This magnitude of modeling errors is expected to influence the model prediction and consequently the feedback Figure 11 Closed-loop response using PI for disturbance rejection, solid line: P sp = 29.2 g/l; dashed line: P r sp = 3.8 g/l and gain scheduling; dotted line: set point.
Conclusions
The analysis of a validated model for the continuous fermentation to produce ethanol showed that the maximum productivity occurred at a periodic point. An advanced NLMPC strategy was implemented to control the process using three different controlled variables: the product concentration, the productivity and the inverse of productivity. Simulation tests for the three cases revealed that satisfactory closed-loop performance can be obtained for both servo and regulatory control problems. The third configuration was found to be superior to the others because it does not require prior infor-mation about the set point for the maximum productivity nor the set point for ethanol concentration corresponding to the maximum productivity. Furthermore, the third configuration always steers the process toward the existing maximum productivity whenever the process operation or its parameters change. For comparison purposes, a standard PI controller was also investigated for the same control objectives. The PI controller provided reasonable closed-loop performance when the product concentration was used as the controlled variable. When the productivity was the controlled output, the PI controller could not work properly and needed to be adjusted using gain scheduling. The latter requires a mean to detect the process gain online which is not an easy task in practical applications. Moreover, the accuracy of the gain prediction may seriously affect the control performance leading to instabilities. The PI controller was not tested for maximizing the productivity without set point because it does not have the optimization capability. In all cases and regardless of control algorithm used, the closed-loop responses suffered from slow dynamic. The reason is attributed to the damping behavior of the process around the maximum operating condition. Any attempt to speed up the feedback response via tuning may result in unstable transient behavior. The robustness of NLMPC algorithm in the face of model-plant mismatch was also tested. The simulations revealed the ability of NLMPC to reach its control objectives even when parametric errors exist in the model.
