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GAGLIARDO-NIRENBERG INEQUALITY FOR
REARRANGEMENT-INVARIANT BANACH FUNCTION SPACES
A. FIORENZA, M.R. FORMICA, T. ROSKOVEC AND F. SOUDSKÝ
Abstract. The classical Gagliardo–Nirenberg interpolation inequality is a well-known
estimate which gives, in particular, an estimate for the Lebesgue norm of intermediate
derivatives of functions in Sobolev spaces. We present an extension of this estimate into
the scale of the general rearrangement–invariant Banach function spaces with the proof
based on the Maz’ya’s pointwise estimates. As corollaries, we present the Gagliardo–
Nirenberg inequality for intermediate derivatives in the case of triples of Orlicz spaces
and triples of Lorentz spaces. Finally, we promote the scaling argument to validate the
optimality of the Gagliardo–Nirenberg inequality and show that the presented estimate
in Orlicz scale is optimal.
1. Introduction and Main Results
The Sobolev–Gagliardo–Nirenberg inequality is one of the classical result obtained in
many forms. We study the original form
‖∇ju‖X . ‖∇
ku‖
j/k
Y ‖u‖
1−j/k
Z .
Original results by Gagliardo [13] and Nirenberg [35] are focused on X, Y, Z being the
Lebesgue spaces. It is natural to extend these results to finer scales, considering, for
instance, the Orlicz spaces (see [20, 18, 17, 19] by Kałamajska and Pietruska–Pałuba), the
Lorentz spaces (see [30] by Martín and Milman, [24] by Kolyada and Pérez Lázaro, [9] by
Dao, Díaz and Nguyen, even if such papers deal with a slightly different setting) or the
fractional Sobolev cases (see [6] by Brezis and Mironescu). There are also results where
BMO or BV spaces are used [34, 16, 40, 25, 9].
There are more ways of proving such type of inequality. We should mention point-wise
results by Bojarski and Hajłasz [5] and Maz’ya and Shaposhnikova [31, 33, 32] based on
the maximal operator theory. Also, the theory of heat semigroups is applied by Martín and
Milman [30], Ledoux [25] or Kavian [21]. Recently the theory of Besov and Lizorkin–Triebel
spaces and wavelets are used by Brezis and Mironescu, Cohen et al., Ledoux, and Kolyada
[6, 8, 25, 23]. We study and compare the original papers by Gagliardo and Nirenberg
in [10]. In this paper we prove a generalisation using the Hölder inequality in Banach
function spaces over Rn endowed with the Lebesgue measure, therefore obtaining some of
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the previous results and some new results in an easy way. The introduced theorems are
based only on basic Banach functional spaces properties, the pointwise estimate by Maz’ya
and the optimal choice of spaces for Hölder inequality. Our calculations also contain the
Hölder factorisation or the theory of multipliers, but we do not recall any advanced results
of this theory.
Very similar methods to ours appear in [42], some Gagliardo–Nirenberg type inequalities
in the framework of classical Sobolev spaces involving the localised Morrey norm are proven.
The proof includes scaling arguments, the pointwise estimate by Maz’ya, and the maximal
operator usage.
Denoting ϕX(t) the fundamental function of a given rearrangement-invariant Banach
function space X, we may formulate a necessary condition for the Gagliardo–Nirenberg
inequality to hold, which we get using a scaling argument. Scaling arguments are not
new in the framework of the theory of Sobolev spaces (see, e.g. the standard arguments
in Lectures 23, 30, 32 in the Tartar’s book [41]). However, the following result has the
novelty to involve a general class of spaces and fundamental functions.
Theorem 1.1 (Scaling argument). Let X, Y, Z be rearrangement invariant Banach func-
tion spaces over Rn endowed with the Lebesgue measure. Let j, k ∈ N, 1 ≤ j < k, and
assume that
(1) ‖∇ju‖X . ‖∇ku‖
j
k
Y ‖u‖
1− j
k
Z
holds for all k-times weakly differentiable functions u, with a constant independent of u.
Then the inequality
(2) ϕX(t) . ϕ
j/k
Y (t)ϕ
1−j/k
Z (t)
holds for all t > 0 with a constant independent of t.
In the following we shall use the symbol
Y
loc
→֒ X,
to denote the local embedding of the space Y into space X (for the precise definition see
(9)); for the precise definition of the maximal rearrangement u∗∗, of Y
k
j and of Y X see (7),
(8) and (13) respectively.
Theorem 1.2 (Gagliardo–Nirenberg inequality for r.i.BFS). If j, k ∈ N, 1 ≤ j < k, and
if X, Y are rearrangement invariant Banach function spaces over Rn such that
Y
k
j
loc
→֒ X ,
then the estimate
‖∇ju‖X . ‖(∇
ku)∗∗‖
j
k
Y
‖u∗∗‖
1− j
k
((Y
k
j )X)1−
j
k
holds for all k-times weakly differentiable functions u with a constant independent of u.
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Corollary 1.3 (Gagliardo–Nirenberg inequality for Lorentz spaces). Let j, k ∈ N, 1 ≤ j <
k, P,Q,R > 1, and p, q, r ≥ 1 be numbers satisfying
(3)
1
P
=
j
k
R
+
1− j
k
Q
,
1
p
=
j
k
r
+
1− j
k
q
then the estimate
‖∇ju‖P,p . ‖∇
ku‖
j
k
R,r‖u‖
1− j
k
Q,q
holds for all k-times weakly differentiable functions u with a constant independent of u.
We can easily prove the optimality of the choice for parameters P,Q,R, but the opti-
mality of p, q, r is still open, as we show later among the proofs.
Corollary 1.4 (Optimal Gagliardo–Nirenberg inequality for Orlicz spaces). Let j, k ∈ N,
1 ≤ j < k, let A,B,C be a triple of Young functions, such that for all t > 0 it holds
(4) B−1(t)j/kC−1(t)1−j/k . A−1(t).
Then the estimate
‖∇ju‖LA . ‖(∇
ku)∗∗‖
j
k
LB
‖u∗∗‖
1− j
k
LC
holds for all k-times weakly differentiable functions u with a constant independent of u.
Moreover, if the upper Boyd indices of LB and LC are smaller than 1, then the inequality
(5) ‖∇ju‖LA . ‖∇
ku‖
j/k
LB
‖u‖
1−j/k
LC
holds for all k-times weakly differentiable functions u.
On the other hand, if condition (4) does not hold, the inequality (5) fails to hold.
The previously known results in the scale of Lorentz spaces are typically dealing with
another type of Gagliardo–Nirenberg inequality, namely, ‖f‖X . ‖Df‖αY ‖f‖
1−α
Z (see for
example [30, 23, 24, 9, 7]). This type of inequalities are not directly covered in our setting,
up to some cases using Lp,∞ instead of the standard Lebesgue case in one of the terms.
We observe that of course, one can get a family of such type of inequalities estimating
the left-hand side of (1) using Sobolev’s theorem, but the consequent comparison with the
existing literature would not be of interest in this paper.
The previously known results in the scale of Orlicz spaces are much richer. The most
covering results are, up to our knowledge, by Kałamajska and Pietruska–Pałuba (see [20,
19]), and our results someway overlap with theirs. However, we remark that in [20] they
assume the “ Condition A” on the Young function A (which imposes, in particular, the
boundedness of A(t)/t2 for t small), hence, in the case A power, the exponent must be
greater or equal than 2. On the other hand, in [19] (see Theorems 4.3 and 4.4 therein)
the very general results, when considered in the case of the Lebesgue measure, are very
similar to ours (as in our case, the results, even if obtained through different arguments, use
inequalities involving the maximal operator). But we replace some technical assumptions
on functions A,B,C by much simpler conditions, in addition, we show the optimality of
our result for an important scale of Orlicz spaces, and, finally, our inequalities hold for
functions which are not necessarily compactly supported (as required in [19, 20]).
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2. Auxiliary results
2.1. Banach function spaces. Let us first collect some auxiliary results involving general
Banach function spaces. Proofs of these statements can be found in classical literature (the
reader is referred, e.g. to [4, Chapter 2]).
Given a real-valued, (Lebesgue) measurable function u defined on Rn, define the non-
increasing rearrangement by
(6) u∗(t) := inf{s ∈ (0,∞) : |{|u| > s}| ≤ t} , t > 0
(here we adopt the standard convention inf ∅ = +∞) and the maximal function of u∗ by
(7) u∗∗(t) :=
1
t
ˆ t
0
u∗(s)ds , t > 0.
We use symbol u∗∗ also for a (finite-dimensional) vector-valued function u: the definitions
above are meaningful also in this case, taking into account that | · | in the definition of u∗
stands for the norm in the euclidean space.
In this paper, we shall pay special attention to rearrangement-invariant Banach function
spaces (shortly: r.i.BFS) over Rn endowed with the Lebesgue measure, which will be
denoted by X = X(Rn). By the Luxemburg representation theorem (see [4, Ch.2, Theorem
4.10]), the norm in such a space can be represented by the norm in a r.i.BFS X over R+
endowed with the Lebesgue measure, in a sense that
‖u‖X(Rn) = ‖u
∗‖X(R+) ;
In the sequel, with abuse of notation, we will not make a distinction between the norms
in X(Rn) and in X(R+), so that, for instance, we will feel free to write ‖u‖X = ‖u∗‖X .
We recall that since two functions having the same non-increasing rearrangement have the
same norm when X is a r.i.BFS it makes sense to define the fundamental function through
ϕX(t) := ‖χE‖X , t > 0 ,
where E ⊂ Rn is an arbitrary set of measure t.
Given a Banach function space X, the functionals
(8) ‖u‖Xα := (‖|u|α‖X)
1
α , α > 0 ,
define a class of spaces which are often referred as a α-convexification of X (see for instance
[27, 26]). Note that if α > 1 then ‖·‖Xα is a Banach function norm for any Banach function
space X.
Let X, Y be Banach function spaces. We say that Y is locally embedded into X, writing
Y
loc
→֒ X
if for every measurable set E ⊂ Rn with |E| < ∞ and every measurable function u, we
have
(9) ‖uχE‖X ≤ CE‖uχE‖Y ,
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where the constant CE depends only on the set E. After this definition we can assert, for
instance, that for any Banach function space X(Rn) it holds
L∞(Rn)
loc
→֒ X(Rn)
loc
→֒ L1(Rn) .
In the following we shall use the standard definitions of the Lorentz spaces and the Orlicz
spaces. For 1 ≤ p, q ≤ ∞ we define
‖u‖p,q := ‖t
1
p
− 1
qu∗(t)‖q ;
for p =∞ or q =∞ we consider 1/∞ = 0 in the exponent term.
Function A : [0,∞) → [0,∞) is said to be a Young function if it is increasing, convex
and satisfies
lim
t→∞
A(t)
t
=∞, lim
t→0+
A(t)
t
= 0.
Note that this definition entrains that any Young function A is strictly positive on (0,∞)
and A(0) = 0 holds. For Young function A, the modular ρA is defined for measurable
functions f by
ρA(f) :=
ˆ
Rn
A(|f(x)|)dx
and the corresponding Luxemburg norm is defined by
‖u‖LA := inf
{
λ > 0 : ρA
(u
λ
)
≤ 1
}
.
Note that in case of Lorentz spaces the fundamental function is independent of the second
exponent and
ϕLp,q(t) = t
1/p , t > 0 ,
while for Orlicz spaces (see e.g. [4, Ch.4, Lemma 8.17])
(10) ϕLA(t) =
1
A−1(1/t)
, t > 0 .
Making some elementary calculations one can easily obtain the convexification of these
spaces.
Example 2.1.
(i) If X = Lp, then Xα = Lαp.
(ii) If A is a Young function andX = LA is the corresponding Orlicz space, thenXα = LB
where B(t) = A(tα).
(iii) If X = Lp,q is a Lorentz space, then Xα = Lαp,αq.
Let us recall other useful well-known results. The first one is the Hardy-Littlewood-Polya
principle for r.i.BFS X (see [4, Ch.2, Corollary 4.7]): if there exists a constant C > 0 such
that it holds for any t > 0 ˆ t
0
u∗(s)ds ≤ C
ˆ t
0
v∗(s)ds ,
then we have
‖u‖X ≤ C‖v‖X .
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Another classical result we need to recall is the Riesz–Herz equivalence for the (uncentered,
cubic) maximal operator. Setting, for scalar or vector-valued functions u on Rn,
Mu(x) := sup
Q∋x
1
|Q|
ˆ
Q
|u(y)|dy , x ∈ Rn ,
where the supremum is taken over all cubes Q ⊂ Rn containing x, the Riesz–Herz equiva-
lence states that
(11) u∗∗(t) ≈ (Mu)∗(t) , t > 0 ,
in the sense that the two functions are majorized each other up to a multiplicative constant,
not depending on u but just on the dimension n (see [4, Ch.3, Theorem 3.8], [3]).
Finally, let us recall that by the celebrated Lorentz-Shimogaki’s theorem (see, e.g. [4,
Ch.3, Theorem 5.17]), the maximal operator is bounded in a general r.i.BFS if and only if
its upper Boyd index is smaller than 1. The general formula for the computation of the
upper Boyd index of an Orlicz space from the generating Young function is, e.g. in [4,
Ch.4, Theorem 8.18]. Easier formulas, which can be used in most practical cases, are in
[11, 12].
2.2. Hölder factorization of Banach function spaces. In the following, we shall use
the Hölder inequality in its most general form. Given a Banach function space X we are
looking for pairs of Banach function spaces Y, Z such that
(12) ‖fg‖X . ‖f‖Y ‖g‖Z.
The classical Hölder inequality for Banach function spaces gives us estimates (12) when
X = L1 (in this case, for any Banach function space Y , there exist the optimal partner
space Z – i.e. the largest possible – such that (12) holds and this space is Z := Y ′, well-
known as associated space). The goal is, for a given pair of spaces X, Y , to find – if it
exists – the optimal space Z satisfying the Hölder inequality (12). It is a kind of generalised
version of associate space, which we may refer as space of Hölder multipliers. This question
was already discussed in many papers, for instance, [36, 22, 39]. A little different approach
leading to similar results was taken in [1]. The following Lemma gives a formal definition
and also the characterization of the pairs of Banach function spaces for which such a space
exists.
Lemma 2.2 (Hölder factorization). Let X, Y be two Banach function spaces. The following
conditions are equivalent:
(i)
Y
loc
→֒ X.
(ii) Functional ‖ · ‖Z given by
(13) ‖f‖Z := sup
‖g‖Y ≤1
‖fg‖X
is a Banach function norm.
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Proof. At first we observe that (i) implies (ii): the reader can easily verify that the func-
tional ‖ · ‖Z satisfies all the properties of the definition of the Banach function norm.
On the other hand, let (i) be violated. In that case, there exists a set E of finite measure,
such that for every n ∈ N there exists fn supported in E satisfying
‖fn‖X ≥ n ‖fn‖Y .
By [4, Theorem 1.8.], there exists g ∈ Y \X with ‖g‖Y = 1 supported in E (note that the
support in E follows looking carefully at the proof of [4, Theorem 1.8.]). We have
‖χE‖Z ≥ ‖gχE‖X = ‖g‖X =∞,
therefore χE /∈ Z and Z is not a Banach function space. 
We shall denote the Banach function space Z defined in (13) by Y X . By the definition
of Y X we see that for a pair X, Y of Banach function spaces such that
Y
loc
→֒ X,
we have a generalised version of Hölder inequality
(14) ‖fg‖X ≤ ‖f‖YX‖g‖Y .
Moreover, for fixed spaces X, Y space Y X is the maximal (in the sense of embedding)
Banach function space such that Hölder inequality (12) holds. For a detailed study of the
space Y X , a good reference is the paper [29] by Maligranda and Persson (see also, e.g.
Pustylnik [38]).
To use the Hölder inequality, let us compute how does the space of these Hölder multi-
pliers look like in the case of the Lorentz spaces and the Orlicz spaces. In the case of Orlicz
spaces, the result is already known (see, e.g. [28, Theorem 10.4 p.75]), however, here we
present it in the form that can be easily used later.
Lemma 2.3 (Hölder inequality for Orlicz spaces). Let A,B be Young functions such that
there exist δ > 0 and K > 0 satisfying
A(t) ≤ B(Kt) , t > δ ,
and let C be a Young function.
Then the following conditions are equivalent.
(i)
LC →֒ (LB)L
A
.
(ii) There exists K > 1 such that
A
(
st
K
)
≤ B(s) + C(t) , s, t > 0 .
(iii)
C−1(t)B−1(t) . A−1(t) , t > 0 .
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Remark 2.4. A variant of this Lemma can be found in a paper by O’Neil (see [36, Theorem
6.5]), where the underlying set of the Orlicz spaces is bounded and the conditions onA,B,C
are
(1)
lim sup
t→∞
C−1(t)B−1(t)/A−1(t) <∞.
(2) There exists K > 0 such that for all s, t > 0 it holds
A
(
st
K
)
≤ B(s) + C(t).
(3) There exists K ′ > 0 such that for g, f measurable on (0, 1) it holds
‖fg‖LA ≤ K
′‖f‖LB‖g‖LC .
(4) For every f ∈ LB(0, 1), g ∈ LC(0, 1), fg belongs to LA(0, 1).
Note that the condition (1) is equivalent to (iii) if one takes into account the boundedness
of the underlying measure space. Condition (2) corresponds to (ii), while conditions (3)
and (4) correspond to (i).
A very similar lemma can also be found in [14, Theorem A.1, Lemma A.2], where the
authors use very minimal assumptions to get the equivalence of inequalities. The question
of optimal Hölder inequality was initially studied by Andô [2], he proved the equivalence
of (i) and (ii): in his case (i) is just with equality, and in (ii) a supremum appears, because
only the optimality is considered.
Despite the possibility of recalling modified versions of the proofs of the Theorems men-
tioned above, we present the complete proof for the convenience of the reader in Subsection
2.4.
Lemma 2.5 (Saturated Hölder inequality for Lorentz spaces). Let P, p,Q, q, R, r be num-
bers for which 1 ≤ P,Q,R <∞ and 1 ≤ p, q, r and
1
P
=
1
R
+
1
Q
and
1
p
=
1
r
+
1
q
.
Then
LQ,q = (LR,r)L
P,p
holds.
Remark 2.6. The version of Hölder inequality, implicitly included in Lemma 2.5, is well
known in the same assumptions, see, e.g. [15, Theorem 4.5 p.271].
2.3. Proof of the main results.
Proof of Theorem 1.1. In order to show inequality (2), we test inequality (1) in a suitable
way. Consider the function u given by
u(x) =


2− |x|k for |x| < 1
(2− |x|)k for 1 ≤ |x| ≤ 2
0 elsewhere
, x ∈ Rn .
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Define a dilation operator by
Tsu(x) := u(sx) , x ∈ R
n , s > 0 ,
and set
v := Tsu.
If (1) holds then there is a constant independent of s for which
(15) ‖∇jv‖X ≤ C‖∇kv‖
j/k
Y ‖v‖
1−j/k
Z
holds. We have
∇jv = sjTs(∇
ju), ∇kv = skTs(∇
ku).
Moreover, elementary calculations show
|Ts(∇
ku)| = k!χB(0,2/s)
and
|Ts(∇
ju)| =
k!
(k − j)!
(
|sx|k−jχB(0,1/s)(x) + |2− |sx||
k−jχB(0,2/s)\B(0,1/s)(x)
)
.
Therefore we conclude
(Tsu)
∗∗ ≈ (χ(0,2/s))
∗∗
(
∇j(Tsu)
)∗∗
≈ sj(χ(0,2/s))
∗∗
(
∇k(Tsu)
)∗∗
≈ sk(χ(0,2/s))
∗∗,
where the constants of ≈ are independent of s. The Hardy–Littlewood–Polya principle
yields
‖Tsu‖Z ≈ ϕZ(2/s)
‖∇jTsu‖X ≈ s
jϕX(2/s)
‖∇kTsu‖Y ≈ s
kϕY (2/s).
Now from (15) it follows that
sjϕX(2/s) .
(
skϕY (2/s)
)j/k
(ϕZ(2/s))
1−j/k , s > 0
holds with constant independent of s. The inequality (2) follows. 
In the case of Lebesgue spaces the scaling argument gives us the precise relationship
between the exponents introduced by Gagliardo and Nirenberg. In the case of Orlicz
spaces (X = LA, Y = LB, Z = LC) we can use (10) to verify that (2) gives the following
necessary condition, which can be expressed in the terms of an inequality involving the
corresponding Young functions
(16) B−1(t)j/kC−1(t)1−j/k . A−1(t) , t > 0 .
Moreover, the analogous argument in the case of Lorentz spaces LP,p, LR,r, LQ,q gives us
the following relationship (17) between P,R,Q.
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Remark 2.7. Using the scaling argument we see that for Lorentz spaces, the equality
(17)
1
P
=
j/k
R
+
1− j/k
Q
.
is necessary to hold. However there could be still a space for improvement in exponents
p, q, r since these do not have any effect on the fundamental function (the reader may found
such comment also at the end of the Lecture 23 in the Tartar’s book [41]). We leave open
the question of possible improvements.
Theorem 2.8 (Maz’ya’s point-wise estimate). Let j, k ∈ N, j < k and let u be k-times
weakly differentiable function. Then
|∇ju(x)| .M(∇ku)(x)
j
kMu(x)1−
j
k , x ∈ Rn .
Proof. See [31, Theorem 1], which has been proved for the maximal operator over centered
balls and therefore, a fortiori, holds for the uncentered cubic maximal operator. 
Proof of Theorem 1.2. Use the Maz’ya’s point-wise estimate followed by the Hölder factor-
ization and the Riesz–Herz equivalence to obtain
‖∇ju‖X . ‖(M(∇
ku))
j
k (Mu)1−
j
k ‖X
≤ ‖M(∇ku)
j
k ‖
Y
k
j
‖(Mu)1−
j
k ‖
(Y
k
j )X
= ‖M(∇ku)‖
j
k
Y
‖Mu‖
1− j
k
(Y
k
j )X)1−
j
k
≈ ‖(∇ku)∗∗‖
j
k
Y
‖u∗∗‖
1− j
k
((Y
k
j )X)1−
j
k
.

Proof of Corollary 1.3. Since
k
j
R > P,
it is (
LR,r
) k
j
loc
→֒ LP,p ,
and therefore we are allowed to replace X by LP,p and Y by LR,r in Theorem 1.2, so that
(18) ‖∇ju‖P,p . ‖(∇ku)∗∗‖
j
k
R,r‖u
∗∗‖
1− j
k
(((LR,r)
k
j )LP,p)1−
j
k
.
Applying in turn Example 2.1(iii), Lemma 2.5, Example 2.1(iii) again, and, finally, (3), we
have
((
(LR,r)
k
j
)LP,p)1− jk
=
(
(L
Rk
j
, rk
j )L
P,p
)1− j
k
=
(
L
PR
R−
j
k
P
, pr
r−
j
k
p
)1− j
k
= L
PR(1− jk)
R−
j
k
P
,
pr(1− jk)
r−
j
k
p = LQ,q .
We now conclude dropping formally the maximal functions of the rearrangements in both
terms of the right hand side of (18), because when R,Q > 1 the functionals ‖ · ‖R,r, ‖ · ‖Q,q
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are equivalent to Banach function norms (namely, those ones obtained replacing u∗ by u∗∗;
for the proof see e.g. [37, Corollary 8.2.4]), and therefore
‖u∗∗‖R,r ≈ ‖u‖R,r , ‖u
∗∗‖Q,q ≈ ‖u‖Q,q.

Proof of Corollary 1.4. Assumption (4) lets us to apply (iii)⇒(i) in Lemma 2.3 where B(t)
is replaced by B(t
k
j ) and C(t) is replaced by C(t
k
k−j ), so that
(
LC
) k
k−j →֒
(
(LB)
k
j
)LA
and therefore, arguing as in the proof of Theorem 1.2, we get
‖∇ju‖LA . ‖((∇
ku)∗∗)
j
k (u∗∗)1−
j
k ‖LA . ‖(∇
ku)∗∗‖
j
k
LB
‖u∗∗‖
1− j
k
LC
.
Moreover, if the upper Boyd indices of LB and LC are smaller than 1, then, as in the
previous proof, we can drop formally the maximal functions of the rearrangements and we
get the inequality (5). It is clear that in such case the assumption (4), that we just showed
to be sufficient for (5), is optimal because it is also necessary (see (16)). 
We remark that the essential properties of the Orlicz spaces (with upper Boyd indices
smaller than 1) used in the proof are the easy computations of the convexification and the
factorisation. In principle, the same method can be used for any other class of spaces with
these same features.
2.4. Proof of Lemmata.
Proof of Lemma 2.3. We shall prove (i)⇒ (iii)⇒ (ii)⇒ (i)
Let us start with the proof of (i)⇒ (iii): we plug
g = f = χ(0,t−1) , t > 0 ,
into the Hölder inequality
‖fg‖LA . ‖f‖LB‖g‖LC ,
and we get immediately
B−1(t)C−1(t) . A−1(t) , t > 0 .
Now let us prove (iii)⇒ (ii). Let K > 1 be such that
B−1(t)C−1(t) ≤ KA−1(t) , t > 0 .
We use just the monotonicity to obtain
st = B−1(B(s))C−1(C(t))
≤ (B−1C−1)(max{B(s), C(t)})
≤ (B−1C−1)(B(s) + C(t))
≤ KA−1(B(s) + C(t)) , s, t > 0 .
Dividing by K and applying A to both sides we get (ii).
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Now let us finish by proving (ii) ⇒ (i). Let f ∈ LB and g ∈ LC . Set Aˆ(t) := A
(
t
K
)
.
Since
ρAˆ
(
fg
2‖f‖LB‖g‖LC
)
≤
1
2
ρAˆ
(
fg
‖f‖LB‖g‖LC
)
≤
1
2
(
ρB
(
f
‖f‖B
)
+ ρC
(
g
‖g‖C
))
≤ 1 ,
we deduce
‖fg‖LA = K‖fg‖LAˆ ≤ 2K‖f‖LB‖g‖LC
hence we get
LC →֒
(
LA
)LB
.

Proof of Lemma 2.5. Consider the case p <∞. First note that
(19)
‖fg‖pP,p =
ˆ ∞
0
(fg)∗(s)ps
p
P
−1ds
≤
ˆ ∞
0
f ∗(s)pg∗(s)ps
p
P
−1ds
=
ˆ ∞
0
f ∗(s)ps
p
R
− p
r g∗(s)ps
p
Q
− p
q ds
≤ ‖f ∗(s)ps
p
R
− p
r ‖ r
p
‖g∗(s)ps
p
Q
− p
q ‖ q
p
= ‖f‖pR,r‖g‖
p
Q,q.
On the other hand, if p =∞, we must have r =∞ and q =∞. As before we get
‖fg‖P,∞ = ess sup
s>0
{s1/P (fg(s))∗}
≤ ess sup
s>0
{s1/R+1/Qf ∗(s)g∗(s)}
≤ ess sup
s>0
{s1/Rf ∗(s)} ess sup
s>0
{s1/Qg∗(s)}
= ‖f‖R,∞‖g‖Q,∞ .
This proves LQ,q →֒ (LR,r)L
P,p
. To prove the opposite embedding, we have to prove
that for each function g there exists a function f such that all the inequalities in (19) are
sharp (up to constant). Let f be an arbitrary measurable function. Since the space Rn
equipped by Lebesgue measure is resonant (see [4, Theorem 2.7]) one can choose g equi-
measurable with g∗(s) = f ∗(s)r/p−1sr/R−1 such that the first inequality in (19) is saturated
up to arbitrary small ε. Since g is chosen in this special way, Hölder inequality in (19) is
saturated. And since ε can be chosen arbitrary small the saturation is complete. 
Acknowledgments. The second author has been partially supported by the Gruppo Nazionale
per l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto
Nazionale di Alta Matematica (INdAM) and by Università di Napoli Parthenope through
the project “Sostegno alla Ricerca individuale”, the third author was supported by GAČR
18-00960Y, and the fourth author was supported by EF-IGS2017-Soudský-IGS07P1.
GAGLIARDO-NIRENBERG INEQUALITY FOR R.I.BFS 13
The authors wish to thank Raffaella Servadei, Luigi D’Onofrio and Associazione di Fon-
dazioni e di Casse di Risparmio Spa for the Young Investigator Training Program 2017
that supported the third author during the research.
A special thank is for the friend and colleague Stanislav Hencl, who suggested to study
the Gagliardo–Nirenberg inequality in the Lorentz scale: the whole research (begun with
the paper [10]) came following this original goal.
References
[1] R. A. Adams and J. F. Fournier. Sobolev spaces, volume 140. Academic press, 2003.
[2] T. Andô. On products of Orlicz spaces. Mathematische Annalen, 140(3):174–186, Jun 1960.
[3] I. U. Asekritova, N. Ya. Krugljak, L. Maligranda, and L.-E. Persson. Distribution and rearrangement
estimates of the maximal function and interpolation. Studia Math., 124(2):107–132, 1997.
[4] C. Bennett and R. Sharpley. Interpolation of operators, volume 129 of Pure and Applied Mathematics.
Academic Press, Inc., Boston, MA, 1988.
[5] B. Bojarski and P. Hajłasz. Pointwise inequalities for Sobolev functions and some applications. Studia
Math., 106(1):77–92, 1993.
[6] H. Brezis and P. Mironescu. Gagliardo–Nirenberg inequalities and non-inequalities: The full story.
Ann. Inst. H. Poincaré Anal. Non Linéaire, 35(5):1355–1376, 2018.
[7] E. A. Carlen and A. Figalli. Stability for a GNS inequality and the log-HLS inequality, with application
to the critical mass Keller-Segel equation. Duke Math. J., 162(3):579–625, 2013.
[8] A. Cohen, W. Dahmen, I. Daubechies, and R. DeVore. Harmonic analysis of the space BV. Rev. Mat.
Iberoamericana, 19(1):235–263, 2003.
[9] N. A. Dao, J-I. Díaz, and Q.-H. Nguyen. Generalized Gagliardo-Nirenberg inequalities using Lorentz
spaces, BMO, Hölder spaces and fractional Sobolev spaces. Nonlinear Anal., 173:146–153, 2018.
[10] A. Fiorenza, M. R. Formica, T. Roskovec, and F. Soudský. Detailed proof of classical Gagliardo–
Nirenberg interpolation inequality with historical remarks. submitted, 2018.
[11] A. Fiorenza and M. Krbec. Indices of Orlicz spaces and some applications. Comment. Math. Univ.
Carolin., 38(3):433–451, 1997.
[12] A. Fiorenza and M. Krbec. A formula for the Boyd indices in Orlicz spaces. Funct. Approx. Comment.
Math., 26:173–179, 1998. Dedicated to Julian Musielak.
[13] E. Gagliardo. Ulteriori proprietà di alcune classi di funzioni in più variabili. Ricerche Mat., 8:24–51,
1959.
[14] J. Hogan, C. Li, A. McIntosh, and K. Zhang. Global higher integrability of Jacobians on bounded
domains. Ann. Inst. H. Poincaré Anal. Non Linéaire, 17(2):193–217, 2000.
[15] R. A. Hunt. On L(p, q) spaces. Enseignement Math. (2), 12:249–276, 1966.
[16] A. Kałamajska and A. Milani. Anisotropic Sobolev spaces and parabolic equations. I. Spaces. Differ.
Uravn., 34(9):1162–1169, 1293, 1998.
[17] A. Kałamajska and K. Pietruska-Pałuba. Logarithmic version of interpolation inequalities for deriva-
tives. J. London Math. Soc. (2), 70(3):691–702, 2004.
[18] A. Kałamajska and K. Pietruska-Pałuba. Gagliardo-Nirenberg inequalities in logarithmic spaces. Col-
loq. Math., 106(1):93–107, 2006.
[19] A. Kałamajska and K. Pietruska-Pałuba. Gagliardo-Nirenberg inequalities in weighted Orlicz spaces.
Studia Math., 173(1):49–71, 2006.
[20] A. Kałamajska and K. Pietruska-Pałuba. Interpolation inequalities for derivatives in Orlicz spaces.
Indiana Univ. Math. J., 55(6):1767–1789, 2006.
[21] O. Kavian. Remarks on regularity theorems for solutions to elliptic equations via the ultracontrac-
tivity of the heat semigroup. In Contributions to nonlinear analysis, volume 66 of Progr. Nonlinear
Differential Equations Appl., pages 321–350. Birkhäuser, Basel, 2006.
14 A. FIORENZA, M.R. FORMICA, T. ROSKOVEC AND F. SOUDSKÝ
[22] P. Kolwicz, K. Leśnik, and L. Maligranda. Pointwise products of some Banach function spaces and
factorization. Journal of Functional Analysis, 266(2):616–659, 2014.
[23] V. I. Kolyada. Inequalities of Gagliardo–Nirenberg type and estimates for the moduli of continuity.
Uspekhi Mat. Nauk, 60(6(366)):139–156, 2005.
[24] V. I. Kolyada and F. J. Pérez Lázaro. On Gagliardo-Nirenberg type inequalities. J. Fourier Anal.
Appl., 20(3):577–607, 2014.
[25] M. Ledoux. On improved Sobolev embedding theorems. Math. Res. Lett., 10(5-6):659–669, 2003.
[26] J. Lindenstrauss and L. Tzafriri. Classical Banach spaces. II, volume 97 of Ergebnisse der Mathematik
und ihrer Grenzgebiete [Results in Mathematics and Related Areas]. Springer-Verlag, Berlin-New York,
1979. Function spaces.
[27] G. Ja. Lozanovski˘ı. On topologically reflexive KB-spaces. Dokl. Akad. Nauk SSSR, 158:516–519, 1964.
[28] L. Maligranda. Orlicz spaces and interpolation, volume 5 of Seminários de Matemática [Seminars in
Mathematics]. Universidade Estadual de Campinas, Departamento de Matemática, Campinas, 1989.
[29] L. Maligranda and L. E. Persson. Generalized duality of some Banach function spaces. Nederl. Akad.
Wetensch. Indag. Math., 51(3):323–338, 1989.
[30] J. Martin and M. Milman. Sharp Gagliardo-Nirenberg inequalities via symmetrization. Math. Res.
Lett., 14(1):49–62, 2007.
[31] V. G. Maz‘ya and T. O. Shaposhnikova. On pointwise interpolation inequalities for derivatives. Math.
Bohem., 124(2-3):131–148, 1999.
[32] V. G. Maz‘ya and T. O. Shaposhnikova. Pointwise interpolation inequalities for derivatives with best
constants. Funktsional. Anal. i Prilozhen., 36(1):36–58, 96, 2002.
[33] V. G. Maz‘ya and T. O. Shaposhnikova. A survey of pointwise interpolation inequalities for integer
and fractional derivatives. In Acoustics, mechanics, and the related topics of mathematical analysis,
pages 212–221. World Sci. Publ., River Edge, NJ, 2002.
[34] D. S. McCormick, J. C. Robinson, and J. L. Rodrigo. Generalised Gagliardo-Nirenberg inequalities
using weak Lebesgue spaces and BMO. Milan J. Math., 81(2):265–289, 2013.
[35] L. Nirenberg. On elliptic partial differential equations. Annali della Scuola Normale Superiore di Pisa
- Classe di Scienze, 13(2):115–162, 1959.
[36] R. O’Neil. Fractional integration in Orlicz spaces. I. Transactions of the American Mathematical
Society, 115:300–328, 1965.
[37] L. Pick, A. Kufner, O. John, and S. Fučík. Function spaces. Vol. 1, volume 14 of De Gruyter Series
in Nonlinear Analysis and Applications. Walter de Gruyter & Co., Berlin, extended edition, 2013.
[38] E. Pustylnik. Embedding functions and their role in interpolation theory. Abstr. Appl. Anal., 1(3):305–
325, 1996.
[39] A. R. Schep. Products and factors of Banach function spaces. Positivity, 14(2):301–319, 2010.
[40] P. Strzelecki. Gagliardo-Nirenberg inequalities with a BMO term. Bull. London Math. Soc., 38(2):294–
300, 2006.
[41] L. Tartar. An introduction to Sobolev spaces and interpolation spaces, volume 3 of Lecture Notes of
the Unione Matematica Italiana. Springer, Berlin; UMI, Bologna, 2007.
[42] J. Van Schaftingen. Interpolation inequalities between Sobolev and Morrey-Campanato spaces: a
common gateway to concentration-compactness and Gagliardo-Nirenberg interpolation inequalities.
Port. Math., 71(3-4):159–175, 2014.
Universitá di Napoli Federico II, Dipartimento di Architettura, via Monteoliveto, 3,
80134 - Napoli (Italy) and Consiglio Nazionale delle Ricerche, Istituto per le Applicazioni
del Calcolo “Mauro Picone", Sezione di Napoli, via Pietro Castellino, 111, 80131 - Napoli
(Italy)
E-mail address : fiorenza@unina.it
GAGLIARDO-NIRENBERG INEQUALITY FOR R.I.BFS 15
Universitá di Napoli Parthenope, via Generale Parisi, 13, 80132 - Napoli (Italy)
E-mail address : formica@uniparthenope.it
Faculty of Economics, University of South Bohemia, Studentská 13, České Budějovice,
Czech Republic and Faculty of Information Technology, Czech Technical University in
Prague, Thákurova 9, 160 00 Prague 6, Czech Republic
E-mail address : troskovec@ef.jcu.cz
Faculty of Economics, University of South Bohemia, Studentská 13, České Budějovice,
Czech Republic
E-mail address : fsoudsky@ef.jcu.cz
