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In this paper, the authors consider the limiting problem of the drift-diffusion-Poisson
model for semiconductors. Different from previous papers, the model considered involve
some special doping proﬁles D which have the property that the function is allowed to
have a jump-discontinuity and sign changing property but D2 is required to be Lipschitz
continuous. The existence, uniqueness and large-time asymptotic behavior of the global (in
time) solutions are given.
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1. Introduction
A. Jüngel studied the following quasi-hydrodynamical semiconductor model in [5],
nt − 1
q
∇ · Jn = −R(n, p), (1.1)
pt + 1
q
∇ · J p = −R(n, p), (1.2)
sV = q(n − p − C), (1.3)
where n, p are the electron and hole densities respectively, V is the electric potential, Jn , J p are the current densities and
s is the dielectric permittivity of the semiconductor material.
As derived in [5], for constant mobilities and diffusivities, the current relations about Jn , J p can be written as
Jn = q
(
Dnn∇F−11/2
(
n
Nc
)
− μnn∇V
)
, (1.4)
J p = −q
(
Dp p∇F−11/2
(
n
Nv
)
+ μp p∇V
)
. (1.5)
Here, μn and μp denote the electron and hole mobilities respectively and Dn , Dp the corresponding diffusion coeﬃcients.
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158 S. Lian et al. / J. Math. Anal. Appl. 347 (2008) 157–168The recombination-generation rate is denoted by R(n, p) and the doping proﬁle characterizing the device under consid-
eration by C . The function F1/2 is the Fermi integral with index 1/2 deﬁned by
F1/2(y) = 2√
π
∞∫
0
√
t dt
1+ exp(t − y) .
The physical constants are the elementary charge q, the conduction and valence band edge energies Ec and Ev , respectively,
and the effective densities of states in the conduction and valence band Nc , Nv deﬁned by
Nc = 2
(
mckT
2π h¯2
) 3
2
, Nv = 2
(
mvkT
2π h¯2
) 3
2
.
In this deﬁnition, k is the Boltzmann constant, T the (lattice) temperature and mc , mv the effective mass of electrons and
holes, respectively
We also assume the Einstein relations
Dn = kT
q
μn, Dp = kT
q
μp,
hold (1.1)–(1.5) (see [5]).
In low injection situations where the carrier densities differ not much from the corresponding thermal equilibrium den-
sities, we can use Boltzmann statistics since F1/2(y) ∼ exp(y)(y → −∞). Replacing the Fermi integral by the exponential
function gives the standard drift-diffusion model (see [8,13]).
If we take R(n, p) ≡ 0, the scaled one-dimensional isothermal drift-diffusion model for semiconductors reads
nλt =
(
nλx + nλV λx
)
x, −1 < x < 1, t > 0, (1.6)
pλt =
(
pλx − pV λx
)
x, −1 < x < 1, t > 0, (1.7)
λ2V λxx = nλ − pλ − D, −1 < x < 1, t > 0. (1.8)
The equations are supplemented with physically motivated boundary conditions (see [5]).
nλx − nλV λx = pλx + pλV λx = V λx = 0, x = −1,1, t > 0, (1.9)
nλ|t=0 = nλ0, pλ|t=0 = pλ0, −1 x 1, (1.10)
where the dimensionless positive parameter λ is the scaled Debye length of the semiconductor device under consideration.
D = D(x) is the given function of space and models the doping proﬁle (i.e. the preconcentration of electrons and holes).
Usually λ takes small values, typically λ2 ≈ 10−7 (see [15]). For such scales, the semiconductor is almost electrically
neutral, i.e. there is no space charge separation or electric ﬁeld. This is the so-called quasineutrality assumption of semicon-
ductors or plasma physics, which had been applied by Shockley in the ﬁrst theoretical studies of semiconductor devices in
1949 (see [12]), but also in other contexts. Generally, it should be expected at least formally that (nλ, pλ,−V λx ) → (n, p, ε) as
λ → 0 in the interior of the domain [−1,1]. Hence set λ = 0, we formally arrive at the following quasineutral drift-diffusion
model
nt = (nx + nε)x, −1 < x < 1, t > 0, (1.11)
pt = (px − pε)x, −1 < x < 1, t > 0, (1.12)
n − p − D = 0, −1 < x < 1, t > 0, (1.13)
ε = −Vx, −1 < x < 1, t > 0. (1.14)
This formal limit was obtained by Roosbroeck in 1950 (see [9]).
Now, we derive the initial and boundary conditions. Note that for the sake of simplicity we take insulating boundary
conditions modelled by outward electric ﬁeld and current density components.
However, by the conservation form of the continuity equations the property of zero ﬂuxes through the boundary will
prevail in the limit:
(nx + nε)|−1,1 = 0, (1.15)
(px − pε)|−1,1 = 0, (1.16)
while the boundary condition for the electric ﬁeld E does not.
Since the total number of electrons and holes is conserved, we can expect that the quasineutral drift-diffusion model
(1.11)–(1.14) is supplemented by the following initial data:
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satisfying locally initial time space charge neutrality
n0 − p0 − D = 0. (1.18)
The quasineutral limit is a well-known challenging and physically very complex modelling problem for (bipolar) ﬂuid
dynamic models and for kinetic models of semiconductors and plasmas. In both cases there only exist partial results. In
particular, for time-dependent transport models, the limit problem of λ → 0 had been ﬁrstly performed for the drift-
diffusion-Poisson system in [3] and the authors in [2,4,6,14,15] etc.
For the sign changing doping proﬁles, in [15] the authors proved that the solution of (1.6)–(1.10) converges to the solution
of (1.11)–(1.18) as λ → 0.
However, all the results are restricted to the special cases of doping proﬁles, i.e. either assuming that D(x) does not
change sign, or assuming that D(x) is smooth enough.
Furthermore, p–n junctions are of great importance both in modern electronic applications and in understanding semi-
conductor devices since the p–n junction theory serves as foundation of the devices of semiconductor physics (see [13]). On
the occurrence of p–n-junctions in realistic semiconductor devices, the doping proﬁle D(x) typically changes its sign and
D(x) is discontinuous at some points. In [10], the author studied the problem (1.6)–(1.8) with discontinuous doping proﬁles.
To our knowledge, there is no results about the limiting equation (1.11)–(1.18) with discontinuous doping proﬁles. In
fact, when we change the differential equation (1.8) into the algebra equation (1.13), the quality of the equation will be
changed greatly, and for the general doping proﬁles, it will be diﬃcult to get the solution of the problem. In particular
Dx is a measures for discontinuous function D . In this paper we consider a special but more typical problem with D a
jump-discontinuous function.
The outline of this paper is as follows. The existence and uniqueness will be proven in Section 2 and some results about
the large-time asymptotic behavior of the global (in time) solution will be given in Section 3.
2. The existence and uniqueness
In this section the existence and the uniqueness of the solution are proven for general initial values.
The deﬁnition of a weak solution is the following.
Deﬁnition 2.1. We call (n, p, ε) a weak solution of (1.11)–(1.18) if for any T , 0 < T < ∞,
n, p,
D
Z
,
D2
Z
, D
(
1
Z
)
x
, D2
(
1
Z
)
x
∈ L1((−1,1) × (0, T )),
ε is a measure and for all ϕ ∈ C2([−1,1] × [0, T ]) with ϕ(·, T ) = 0 and ϕx|−1,1 = 0, there hold
−
∫ ∫
Q T
nϕt dxdt −
∫
Ω
n0ϕ(0)dx =
∫ ∫
Q T
(
n − D
2
− D
2
4Z
)
ϕxx dxdt +
∫ ∫
Q T
D2 Zx
4Z2
ϕx dxdt, (2.1)
−
∫ ∫
Q T
pϕt dxdt −
∫
Ω
p0ϕ(0)dx =
∫ ∫
Q T
(
p + D
2
− D
2
4Z
)
ϕxx dxdt +
∫ ∫
Q T
D2 Zx
4Z2
ϕx dxdt, (2.2)
∫ ∫
Q T
D
Z
ϕxx dxdt +
∫ ∫
Q T
D
(
1
Z
)
x
ϕx dxdt =
∫ ∫
Q T
εϕx dxdt, (2.3)
where Q T = (−1,1) × (0, T ), Ω = (−1,1), Z = n+ p.
Since n + p = Z , hence n = Z+D2 , p = Z−D2 , and
Z20  D2 + 4n0p0. (2.4)
Our main results are the following:
Theorem 2.1. Assume that D2(x) is Lipschitz continuous and there exists a constant D0 > 0 such that D2(x)  D20 , n0, p0  0 and
n0 + p0 ∈ L2(−1,1). Then the problem (1.11)–(1.18) has a unique weak solution satisfying
n + p  D0. (2.5)
Furthermore, the solution of (1.11)–(1.18) in the class that n+ p has positive lower bound is unique.
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D =
{
C0, 	 x a,
−C0, b x < 	, or D =
{
D(1)(x), 0 x a,
−D(1)(−x), −a x < 0, (2.6)
then the results of the theorem still hold, where a, b, a < 	 < b, C0 > 0 are constants and the function D(1)(x) has positive
lower bound. In [5] and [10], the same functions were considered for λ > 0 (the scaled Debye length).
In order to prove the theorem, we ﬁrst derive the equation the function Z satisﬁes.
Adding (1.11) to (1.12), we have
Zt = (Zx + Dε)x. (2.7)
Substracting (1.12) from (1.11), we get
(Dx + Zε)x = 0.
Combining (1.15)–(1.16), we obtain that
ε = − Dx
Z
. (2.8)
Substituting (2.8) into (2.7), we have
Zt =
(
Zx − (D
2)x
2Z
)
x
, in Q T , (2.9)(
Zx − (D
2)x
2Z
)∣∣∣∣−1,1 = 0, 0 < t < T , (2.10)
Z |t=0 = Z0, −1 x 1. (2.11)
Setting w = Z2 − D2, by (2.4) and (2.9)–(2.11), we have
wt = wxx − w
2
x + (D2)xwx
2(w + D2) , in Q T , (2.12)
wx|−1,1 = 0, 0 < t < T , (2.13)
w|t=0 = w0 = (Z0)2 − D2  0, −1 x 1. (2.14)
Proof of Theorem 2.1. We perform the proof of the existence of weak solutions in three steps.
Step 1. The existence of classical solutions to the case when the initial value and D2 are all in C2.
Denote f (x) = cos( π2 x) + 1.
We consider the following problem:
ht = hxx + 1
f
(
2 fxhx + fxxh − f
2h2x + 2 f fxhxh + f 2x g(h)h + (D2)x(hf )x
2( f g(h) + D2)
)
, in Q T , (2.15)(
∂h
∂n
+ π
2
h
)∣∣∣∣−1,1 = 0, 0 < t < T , (2.16)
h|t=0 = h0  0, −1 x 1, (2.17)
where g1(x) ∈ C∞(R) and
g(x) =
{
x, x 0,
0, x < − D204 .
By [7, Theorem 7.4, p. 491], we know that in the case when h0 is smooth enough, there exists a unique solution in the
class C2+α,1+ α2 to the problem (2.15)–(2.17) where 0 < α  1 is a constant. From [7, Theorem 2.2, p. 15], we have h  0,
so g(h) can be replaced by h. It is easy to verify that w = hf satisﬁes (2.12)–(2.14), correspondingly (2.9)–(2.11) possess a
classical solution Z = (D2 + w)1/2. By w  0 and D2  D20 we know that Z  D0.
Step 2. The existence of weak solutions.
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i → ∞. Also, there are functions D2i ∈ C∞(Ω) such that
sup
Ω
∣∣(D2i )x∣∣ ∥∥(D2)x∥∥L∞(Ω) and Di → D, (D2i )x → (D2)x in L2(Ω) as i → ∞.
For the convenience of writing, we still use D, Z0 in the place of Di, Zi0.
Multiplying both sides of (2.9)–(2.11) by Z and integrating, we have∫
Ω
Z2(·, t)dx+
∫ ∫
Q T
Z2x dxdt =
∫
Ω
Z20 dx+
∫ ∫
Q T
(D2)x Zx
2Z
dxdt.
Since Z  D0, |(D2)x| C , by Young’s inequality, we have
sup
0<tT
∫
Ω
Z2(·, t)dx+
∫ ∫
Q T
Z2x dxdt 
∫
Ω
Z20 dx+ CT . (2.18)
On the other hand
∫
Ω
(
Z(x, t + h) − Z(x, t))2 dx = ∫
Ω
(
Z(x, t + h) − Z(x, t))
( t+h∫
t
Zτ dτ
)
dx
=
∫
Ω
(
Z(x, t + h) − Z(x, t))
( t+h∫
t
(
Zx − (D
2)x
2Z
)
x
dτ
)
dx
=
∫
Ω
(
Z(x, t + h) − Z(x, t))x
( t+h∫
t
(
Zx − (D
2)x
2Z
)
dτ
)
dx.
Combining (2.18) and using the Hölder inequality, we have
T−h∫
0
∫
Ω
(
Z(x, t + h) − Z(x, t))2 dxdt

( T−h∫
0
∫
Ω
(
Zx(x, t + h) − Zx(x, t)
)2
dxdt
)1/2( T−h∫
0
∫
Ω
( t+h∫
t
(
Zx − (D
2)x
2Z
)
dτ
)2
dxdt
)1/2
 C(T )h1/2
( T−h∫
0
∫
Ω
t+h∫
t
(
Zx − (D
2)x
2Z
)2
dτ dxdt
)1/2
 C(T )h1/2.
The above estimates ensure us that there is a convergent subsequence of {Zi} denoted again by {Zi} (see Theorem 3 in [11])
and Z  D0 such that for all  ∈ (0,1),
Zi → Z in L2(Q T ), (2.19)
∇ Zi → ∇ Z weakly in L2(Q T ). (2.20)
By (2.9)–(2.11), we know that
−
∫ ∫
Q T
Ziϕt dxdt −
∫
Ω
Zi0ϕ(0)dx = −
∫ ∫
Q T
(
Zix − (D
2
i )x
2Zi
)
ϕx dxdt =
∫ ∫
Q T
Ziϕxx dxdt +
∫ ∫
Q T
(D2i )x
2Zi
ϕx dxdt, (2.21)
where the test function ϕ can be taken as in Deﬁnition 2.1.
Let
n = Z + D
2
, p = Z − D
2
, ni = Zi + Di2 , pi =
Zi − Di
2
, i = 1,2, . . . ,
and let ε, εi be as in (2.8). We now prove that (n, p, ε) is a solution of (1.11)–(1.18).
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−
∫ ∫
Q T
2niϕt dxdt −
∫
Ω
2ni0ϕ(0)dx =
∫ ∫
Q T
(2ni − Di)ϕxx dxdt +
∫ ∫
Q T
(D2i )x
2Zi
ϕx dxdt, (2.22)
and ∫ ∫
Q T
(D2i )x
2Zi
ϕx dxdt = −
∫ ∫
Q T
D2i
2Zi
ϕxx dxdt +
∫ ∫
Q T
D2i
Zix
2Z2i
ϕx dxdt. (2.23)
Since D2 ∈ L∞ , combining (2.19), (2.20), (2.22) and (2.23) we know that n satisﬁes (2.1). The same proof shows that p,
ε satisfy (2.2), (2.3), respectively.
Step 3. Uniqueness of the solution of (1.11)–(1.18).
To prove the uniqueness of the solution of (1.11)–(1.18), we ﬁrst prove the uniqueness of weak solutions of (2.9)–(2.11).
We note that if Z is a solution in Q T , then for any 0 < T1 < T , Z is still a solution in Q T1 . Hence in the process of
proving below we suppose that there exist two solutions in the same region Q T . Let Z1, Z2 be the two solutions satisfying
(2.21) and
Z1, Z2  C
for some constant C > 0.
Setting
F = Z1 − Z2,
then F satisﬁes∫ ∫
Q T
(
ϕt + ϕxx + (D
2)x
2Z1 Z2
ϕx
)
F dxdt = 0, (2.24)
where the test function
ϕ ∈ C2,1(Q T ), ϕ(·, T ) = 0, ϕx|−1,1 = 0.
Denote∥∥∥∥ (D2)x2Z1 Z2
∥∥∥∥
L∞(Q T )
= M.
By Lusin’s theorem we know that for all δ > 0 there exists a measurable set Eδ ⊂ Q T and a continuous function g(x), such
that
meas Eδ < δ,
(D2)x
2Z1 Z2
= g(x, t) in Q T ∪ Ecδ and
∣∣g(x, t)∣∣ M.
For a constant  > 0, denote g = ρ ∗ g where ρ is a molliﬁer and ∗ represents the convolution operator. We may also
assume that
sup
Q T
|g − g| < .
Considering the following problem
ηt = ηxx − gηx + h, in Q T , (2.25)
η|t=0 = 0, ηx|−1,1 = 0. (2.26)
By [7, Theorem 5.3, p. 320], for all h ∈ Cα, α2 ([−1,1] × [0, T ]), there is a classical solution η ∈ C2+α,1+ α2 (Q T ) of (2.25)–
(2.26).
Furthermore, for ‖h‖L2(Q T )  1,∫ ∫
Q T
|ηx|2 dxdt  C,
with C a constant independent of  since in this case |g | M .
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Q T
Fhdxdt =
∫ ∫
Q T
(
g − (D
2)x
2Z1 Z2
)
ϕx F dxdt.
So ∣∣∣∣
∫ ∫
Q T
Fhdxdt
∣∣∣∣
∣∣∣∣
∫ ∫
Eδ
(
g − (D
2)x
2Z1 Z2
)
ϕx F dxdt
∣∣∣∣+
∣∣∣∣
∫ ∫
Q T ∪Ecδ
(
g − (D
2)x
2Z1 Z2
)
ϕx F dxdt
∣∣∣∣= I1 + I2. (2.27)
From Hölder inequality,
I1  2M‖ϕx‖L2(Eδ )‖F‖L2(Eδ )  2M‖ϕx‖L2(Q T )‖F‖L2(Eδ )  C‖F‖L2(Eδ ).
By the absolute continuity of the integral, we know that for  > 0, there exists δ > 0 such that I1  C .
I2 =
∣∣∣∣
∫ ∫
Q T ∪Ecδ
(g − g)ϕx F dxdt
∣∣∣∣< 
∫ ∫
Q T ∪Ecδ
|ϕx F |dxdt  ‖ϕx‖L2(Q T )‖F‖Q T  C.
Plugging the above estimates into (2.27), we obtain that∣∣∣∣
∫ ∫
Q T
Fhdxdt
∣∣∣∣ C,
for any positive  . Hence∫ ∫
Q T
Fhdxdt = 0.
Then the conclusion that F ≡ 0 follows obviously.
We now prove the uniqueness of the solutions of (1.11)–(1.18).
Assume that both (n1, p1, ε1) and (n2, p2, ε1) satisfy (2.1)–(2.3) and
n1 + p1, n2 + p2  C,
for some constant C > 0. Then both Z1 = n1 + p1 and Z2 = n2 + p2 are weak solutions of (2.9)–(2.11). By the above proof,
we know that Z1 = Z2.
Let G = n1 − n2. Then G satisﬁes∫ ∫
Q T
(ϕt + ϕxx)G dxdt = 0. (2.28)
A similar argument as above shows that G = 0 i.e. n1 = n2, p1 = p2 and ε1 = ε2 can be proven similarly.
Since for any T > 0, the problem (1.11)–(1.18) has a unique solution, we may extend the maximal existing time of the
solution to [0,∞) and hence complete the proof of the theorem. 
Theorem 2.2. Suppose that (n, p, ε) is a weak solution of (1.11)–(1.18) with n0, p0  0 and D satisﬁes the conditions in Theorem 2.1.
Assuming that there is a constant C > 0 such that Z = n + p  C. Then for all 0 > 0 and T > 0 there is a constant α > 0 such that
Z ∈ C1+α,(1+α)/2([−1,1] × [0, T ]).
Proof. From Theorem 2.1, we can assume that Z is the limit of the classical solution sequence of Zi stated as before with
Zi  C . We can easily prove that wi = Z2i − D2i is a solution of (2.12)–(2.14). From Theorem 7.2 in [7, p. 486], we can get
the C1+α,(1+α)/2 estimate of wi . But the estimate relies on wi(x,0). By checking the process of the proof of the theorem,
we ﬁnd the result of the theorem could be written as
|wi |C1+α,(1+α)/2(Ω×[0,T ])  C,
where the constant C depends on ‖(D2)x‖L∞(Ω) and 1/0 but is independent of i.
Hence, we can prove that Zi has a convergent subsequence (still denoted by itself) by the diagonal method, such that
for all 0 > 0,
Zi → Z in C1+α1,(1+α1)/2
(
Ω × [0, T ]
)
, as i → ∞,
with some 0 < α1 < α. 
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This section is devoted to the study of large-time asymptotic behavior of the solutions.
Lemma 3.1. Let Z be a classical solution of the problem (2.9)–(2.11). Assume that D2 ∈ C2 and there is a constant C > 0 such that
Z  C, then
lim
t→∞
(
Z2 − D2)x = 0
uniformly for x ∈ [−1,1].
Proof. Set
H = Zx − (D
2)x
2Z
.
Then ∫ ∫
Q T
Hφt dxdt =
∫ ∫
Q T
Zxφt dxdt −
∫ ∫
Q T
(D2)x
2Z
φt dxdt
for any test function φ.
Integrating by parts, we can easily verify that H is a weak solution of the following problem.
ht = hxx + (D2)x2Z2 hx, −1 < x < 1, t > 1,
h(x, t)|−1,1 = 0, t > 1,
h(x, t)|t=1 = H(x,1), −1 x 1.
On the other hand, using a similar argument as in [1], we may show that
ψ = A(e4λ − eλx)e−γ t
is a supersolution of the above equations with suitable choice of the constants λ, γ (depending only on C and supΩ(D
2)x).
Taking
A = sup
Ω
∣∣H(x,1)∣∣+ 1, (3.1)
then by [7, Theorem 7.2, p. 188], we have
H ψ.
H −ψ can be proven similarly. Since Z is a classical solution, we have that
Z(x, t) sup
Ω
Z(x,1), t  1.
Thus ∣∣(Z2 − D2)x∣∣= 2|H Z | 2A(e4λ − eλx)e−γ t · sup
Ω
Z(x,1) → 0, as t → 0.  (3.2)
Lemma 3.2. Suppose that Z , D satisﬁes the conditions in Lemma 3.1. Then
lim
t→∞
(
Z − (D2 + M1)1/2)= 0, for x ∈ [−1,1],
where the constant M1 is deﬁned by the following integral equality,∫
Ω
(
D2 + M1
) 1
2 dx =
∫
Ω
Z(x,1)dx. (3.3)
Proof. Since Z is a classical solution of (2.9)–(2.11), hence
1∫
Z(x, t)dx−
1∫
Z(x,1)dx = 0. (3.4)−1 −1
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M = 1
2
1∫
−1
Z(x,1)dx.
For all t > 1, there exists x0(t) ∈ [−1,1] such that Z(x0(t), t) = M . Therefore
Z2 − D2 = M2 − D2(x0(t))−
x∫
x0
(
Z2 − D2)x dx. (3.5)
Let ti be a sequence such that ti → ∞ and x0(ti) → x1 for some number x1 as i → ∞. By (3.5), we have
Z2(x, ti) → D2 + M2 − D2(x1), as i → ∞.
Now denoting
M1 = M2 − D2(x1),
by (3.4), we have
1∫
−1
(
D2 + M1
) 1
2 dx =
1∫
−1
Z(x,1)dx (3.6)
and
Z(x, ti) →
(
D2 + M1
) 1
2 , as i → ∞.
With the use of (2.5) and (3.6), it can be easily proven that the constant C1 in (3.6) is independent of the choice of {ti}.
Hence we get
Z(x, t) → (D2 + M1) 12 , as t → ∞. 
Theorem 3.3. Suppose that (n, p, ε) is a weak solution of (1.11)–(1.18) with n0, p0  0 and D satisﬁes the conditions in Theorem 2.1.
Assuming that there is a constant C > 0 such that Z = n + p  C. Then for x ∈ [−1,1],
n(x, t) → (D
2(x) + M1) 12 + D(x)
2
, p(x, t) → (D
2(x) + M1) 12 − D(x)
2
, as t → ∞,
where the constant M1 is deﬁned by the following integral equality,∫
Ω
(
D2 + M1
) 1
2 dx =
∫
Ω
Z0(x)dx.
Proof. Similarly to the proof of Theorem 2.2, we may assume that
Zi → Z in C1+α1,(1+α1)/2
(
Ω × [1, T ]), as i → ∞,
where Zi is a solution of the problem (2.9)–(2.11) and α > 0, T > 1 are constants.
(3.2), (3.4) and (3.5) hold for Zi . Letting i → ∞, we get the same equalities for Z . We can easily prove from the deﬁnition
of the weak solution that
1∫
−1
Z(x, t)dx =
1∫
−1
Z0(x)dx, ∀t > 0.
Hence, similarly to the proof of Lemma 3.2, we may complete the proof. 
In some special circumstances, we may get better results.
For instance, if we take
D =
{
1, 0 x 1,
−1, −1 x < 0, (3.7)
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Zt = Zxx, in Q T , (3.8)
Zx|−1,1 = 0, 0< t < T , (3.9)
Z |t=0 = Z0  1, −1 x 1. (3.10)
By [7, Theorem 5.1, p. 170], we know that for Z0 ∈ L2(−1,1), there exists a unique solution of problem (3.8)–(3.10) in
V 1,02 (Q T ). From the uniqueness and the arbitrariness of T , we know that the maximal existing time is ∞. Furthermore for
all 0 > 0, we have
Z ∈ C∞([−1,1] × [0,∞)). (3.11)
Lemma 3.4. Let Z be the weak solution of (3.8)–(3.10). Then there is a constant C > 0 depending only on ‖Z0‖L2(Ω) such that∣∣∣∣∣Z(x, t) − 12
1∫
−1
Z0(x)dx
∣∣∣∣∣ Ce− π
2
4 t, x ∈ [−1,1], t > 0.
Proof. For any constant 0 > 0, when t  0, Z(x, t) is a smooth function and hence can be written as a Fourier series, i.e.,
Z(x, t) = 1
2
a0 +
∞∑
m=1
am cos
mπ
2
(x+ 1)e− (mπ)
2
4 t ,
where
am =
1∫
−1
Z(x, 0) cos
mπ
2
(x+ 1)dx, m = 0,1,2, . . . .
Thus ∣∣∣∣Z(x, t) − 12a0
∣∣∣∣
∞∑
m=1
|am|e− π
2
4 t .
On the other hand
∞∑
m=1
|am| =
∞∑
m=1
1
m
∣∣a′m∣∣
∞∑
m=1
1
m2
+
∞∑
m=1
a′2m ,
where a′m is the corresponding Fourier coeﬃcient of Zx(x, 0).
∞∑
m=1
a′2m 
1∫
−1
Z2x (x, 0)dx = C(0) < ∞. (3.12)
Hence ∣∣∣∣∣Z(x, t) − 12
1∫
−1
Z(x, 0)dx
∣∣∣∣∣ C(0)e− π
2
4 t .
Since Z ∈ V 1,02 (Q T ), Z ∈ C∞([−1,1] × [0,∞)), by (3.8)–(3.10) we have
1∫
−1
Z(x, 0)dx =
1∫
−1
Z0(x)dx.
Therefore,∣∣∣∣∣Z(x, t) − 12
1∫
−1
Z0(x)dx
∣∣∣∣∣ C(0)e− π
2
4 t . (3.13)
Now let us estimate C(0) =
∫ 1 Z2x (x, 0)dx.−1
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1∫
−1
Z2(x, δ)dx
1∫
−1
Z20(x)dx+ 1. (3.14)
On the other hand, since Z is a classical solution for t > 0, we have that
−
1∫
−1
Z2(x, δ + 1)dx+
1∫
−1
Z2(x, δ)dx = −
δ+1∫
δ
1∫
−1
Z Zxx dxdt =
δ+1∫
δ
1∫
−1
Z2x (x, t)dxdt.
Hence, combining (3.14), we have
1∫
−1
Z2x (·, t0) = min
t∈[δ,δ+1]
1∫
−1
Z2x (·, t)
1∫
−1
Z2(x, δ)dx
1∫
−1
Z20(x)dx+ 1.
The theorem is proven if we take 0 = t0 in (3.13). 
From Lemma 3.4, we can get
Theorem 3.5. Suppose that (n, p, ε) are weak solution of (1.11)–(1.18) with n0, p0  0 and D is given by (3.7). Assuming that there is
a constant C > 0 such that Z = n + p  C. Then for x ∈ [−1,1],
n → 1
4
1∫
−1
Z0(x)dx+ D
2
, p → 1
4
1∫
−1
Z0(x)dx− D
2
, as t → ∞,
and the convergence rate is exponential.
Remark 3.1. By Theorem 2.2 (or (3.11)), we have
n − D
2
, p + D
2
∈ C1, for t > 0,
i.e. for all t > 0, the discontinuous point of D is always the discontinuous point of n, p, but the functions are continuous at
all other points. By Theorems 3.3, 3.5, we know that the limiting function (n, p) is a parallel moving of (D/2,−D/2).
For the limiting problem (λ = 0), if doping proﬁles have jump-discontinuity and sign changing property, it will be diﬃcult
in obtaining the existence of the solution.
We obtain the existence and uniqueness of the solution for the function that D2 is required to be Lipschitz continuous
in Theorem 2.1 of Section 2.
We can further study the convergence relationship between λ > 0 and λ = 0 for the above results. Also, using the method
and results in Section 3, we may study the longtime behavior of the solution as λ > 0.
We hope that our method is helpful to more general problems (for example D0 = 0 or the conditions to D is weakened).
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