SUMMARY One fundamental issue in multiagent reinforcement learning is how to deal with the limited local knowledge of an agent in order to achieve effective learning. In this paper, we argue that this issue can be more effectively solved if agents are equipped with a consistent global view. We achieve this by requiring agents to follow an interacting protocol. The properties of the protocol are derived and theoretically analyzed. A distributed protocol that satisfies these properties is presented. The experimental evaluations are conducted for a well-known test-case (i.e., pursuit game) in the context of two learning algorithms. The results show that the protocol is effective and the reinforcement learning algorithms using it perform much better.
Introduction
The agent reinforcement learning problem was originally studied in a single agent setting, and has been extended to multi-agent systems [3] , [10] . The problem is typically modeled as a Markov Decision Process (MDP). The overall goal of an agent is to learn a policy in order to maximize the longterm performance. A policy defines a mapping from system states to actions, and the performance is measured in terms of the accumulation of discounted rewards.
The MDPs are extended to multi-agent MDPs (MAMDPs) to allow concurrent learning of multiple agents [8] . A MAMDP of m agents is defined as a tuple of the form M = (S , A m , δ, γ m ), where S is a set of potential system states, A m is a set of possible actions executable by the m agents, δ is a system transition function, and γ is a set of reward functions for the m agents.
A system state is considered as a signal from the environment [10] where the agents reside in and interact with through performing actions. Obviously, there are many types of information from the environment. However, we only consider as a system state those information that satisfies the Markov property. The Markov property states that the next state of a system is determined solely by the current state of the system and actions taken by agents in this state, that is, δ : S × A m → S . Since the behavior of a MAS system is determined by a) E-mail: pg02463664@ntu.edu.sg b) E-mail: eZhYang@ntu.edu.sg the whole group of autonomous agents who act independently and concurrently, the current system state and an agent's discounted reward are not only dependent upon the agent's own policy, but also affected by policies of other agents. Clearly, in a MAS setting, an agent may only observe a partial system state, and thus the introduction of the MAMDP (and Markov property) poses one severe challenge as to how an agent obtains and maintains the current system state.
The case where an agent only observes the partial system state is modeled as the Partially Observable Markov Decision Process (POMDP) [4] . A POMDP problem is hard to solve even in the situation of a single learning agent. Within a multiagent setting, it was often approached under stringent assumptions [8] , but no general theoretical results were reported in this regards. In this paper, we present our approach to obtaining a global view which is consistent with the most updated system state. Our approach attempts to ensure the Markov property of a MAS system. A token-ring-based distributed protocol is presented which satisfies three properties. These properties are theoretically analyzed to guarantee a global system view that respects the Markov property. It has been shown that the algorithms that assume the fully observable system states are both easily understandable and theoretically guaranteed to be effective [5] , [6] . While being devised for providing an effective multi-agent learning environment, our protocols are expected to find their applications in other contexts where most updated system-level information of a distributed system is required.
System Model
In a multiagent system, an agent fulfills its missions by executing actions. When an agent starts or finishes the execution of an action, we say that a corresponding event e is fired. An event e that occurs at time t is denoted by a tuple (e, t). We assume that there exists a synchronized global time clock with an adequate resolution for timestamping events. The history at time t, denoted as h t , is defined as {(e, t ) |t ≤ t }. The firing of an event is considered as the result of the decisions made by an agent. We require that the agents make their decisions based on the information with the desired Markov property. In other words, R1 whenever an event fires, the corresponding agent must have the most updated information of the system state.
A multiagent system π at time t is defined as a tuple:
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We assume that agents who fire events will observe the corresponding system changes. The system state information of agent a at time t is denoted by (I s ) 
Since an agent is unable to know a priori the future state of the system, we have
Notice that there may be several different time points (t 1 ) at which the predicate T (I s ) t a , t 1 becomes true, and they form a set:
The function MaxT (I s ) t a returns the latest t 1 from the set. Thus, an agent a is said to have the latest system state information at time t if
Notice that the latest state information of the system that an agent has may not be the most updated state information of the system, and (I s ) t a might not be consistent with the system state at time t. That is, T (I s ) t a , t can be false, although agent a has the latest system state information at time t.
Desired Properties of the Protocol*
In this section, we consider the desired properties of a distributed protocol that agents follow in order to satisfy requirement R1. While an agent executes the protocol, it requires the cooperation of a number of other agents for its successful completion, and thus the protocol is based on quorum consensus. A quorum is any such set of agents. The basic idea of quorum consensus is that the agent applies for and acquires the permission of multiple agents in a quorum before it can fire an event [7] . In terms of R1, it requires that the quorum only grants the permission to the agent which holds the most updated system state information. As shown in Fig. 1 , a quorum consists of three agents: Agent2, Agent3 and Agent4. Agent1 must make application for approval of Agent2, Agent3, and Agent4 in order to fire an event.
Let Agent(A) denote the agent who makes the application A, and App is a set of all possible applications. Let Qrm(A), A ∈ App, denote the quorum for approving the application A. Assume the time when the quorum Qrm(A) approves A is Time(A), and the set of agents that have approved the application A is Approve(A), A ∈ App. We formally state R1 as follows:
As will be proved shortly, the satisfaction of R1 is amount to satisfying the following three properties:
1. The quorum approves the application of an agent only if that agent has the latest system state information. 2. When the system starts up, all agents know the initial system state which is believed by each agent as the latest system state information it has at that time. 3. An agent's system state information evolves over time.
In other words, MaxT (I s ) t a is nondecreasing in time t.
Let t 0 denote the time when system π starts up. Let Bel t a , a ∈ Agent, denote the set of agents that are believed by agent a at time t to have the latest system state information. The above three properties can be formalized as
We now prove that these three properties induce the satisfaction of requirement R1.
Proof:
The satisfaction of requirement R1 can be proved by mathematical induction.
a. When t = t 0 , and an application A ∈ App has been approved by the quorum Qrm(A) at time t. That is,
Meanwhile, if agent a fires an event at time t, at the next time clock, a will still maintain the latest information of the system state.
b. When t > t 0 , and there is no (e, t 1 ) ∈ h t , t 0 ≤ t 1 ≤ t. An application A ∈ App has been approved by the quorum
c. Assume that at the time t, t > t 0 , there is an application
A 1 , A 1 ∈ App, that has been approved by the quorum Qrm(A 1 ), and satisfies the condition
, and there is no (e, t 1 ) ∈ h t 2 , t ≤ t 1 ≤ t 2 . By properties 1 and 3,
By mathematical induction, we therefore proved that the above three properties ensure the satisfaction of requirement R1. Q.E.D Properties 2 and 3 can be satisfied trivially. The difficulty in implementing such a protocol is to satisfy property 1. As will be verified later, property 1 is fulfilled if the following three conditions are ensured.
1.1
The quorum of any two applications must have at least one agent in common.
1.2
An agent a belonging to the quorum approves the application of agent b only when agent b's system state information is consistent with the system at a time, which is later than that of the agent which a believes to have the latest state information.
1.3
When an application is approved by the quorum, all agents in the quorum should believe that the agent, who makes the application, has the latest system state information.
Let T ime a (A), where A ∈ App, a ∈ Qrm(A), denote the time when agent a approves application A. Let Finish(A) denote the time when the processing of application A has been finished (no matter whether it is approved or not). The processing of an application is said finished if all agents involved (the agents belong to the quorum and the agent who makes the application) recognize the result of the application. Finally, let S tart(A) denote the time when application A is made. We re-write the three conditions 1.1 -1.3 as
In fact, we can further regulate that,
The following proposition shows that the obedience of conditions 1.1 -1.3 ensures the satisfaction of property 1.
Proposition 1: Property 1 is ensured through satisfying conditions 1.1-1.3, assuming that condition 2' and property 3' are also satisfied.
In this proposition, property 3', called the updating property, is an extension of property 3:
When an agent makes no applications, it will not change its system state information. That is,
The updating property is very intuitive and can be easily implemented by the protocol. For example, 3'b basically requires that each agent, who belongs to Bel t a , should have later information as compared with that of agent a.
Condition 2' in Proposition 1, however, is more technical. We postpone discussing it until we exploit it in our proof of proposition 1.
Proof of Proposition 1:
We prove Proposition 1 in two steps. We first consider the case when agent a belongs to the quorum of an application A, a ∈ Qrm(A), b = Agent(A). We then handle the case when agent a is outside the quorum.
Step 1:
Step2: For any agent a, a ∈ Agent, A ∈ App, a Qrm(A), assume
Qrm(A) ⊆ Approve(A), b = Agent(A), t = T ime(A).
We will reach the same result as in step 1 by mathematical induction.
a. When t = t 0 , by property 2, T (I s )
t 0 a , t 0 = true. According to the definition of the function MaxT , and the predicate T , 
c. Assume that every application B, which has been approved before time t, satisfies,
where c = Agent(B),t = T ime(B),a ∈ Agent, t ≤ t. 
, a contradiction is then produced. The induction part of our proof will therefore be verified.
1. According to property 3', if during the time period (t 3 , t), agent d makes no applications,
2. We now consider the case that, during the time period (t 3 , t), agent d has made an application B 2 at time t 4 , t 4 < t.
If the application B 2 has been approved before t,
It therefore leads to Qrm(A) ⊃ Approve(A). A contradiction occurred.
For similar reason, it also leads to a contradiction.
If the application B 2 has been approved after t, T ime(B 2 ) = t 5 , t 5 > t, In this case, in order to ensure the satisfaction of property 1, condition 2' we mentioned before has been proposed.
Condition 2': for any agent a, a ∈ Qrm(A) ∧ a ∈ Qrm(B), A, B ∈ App, let t = Finish(A), if S tart(B) ≤ t ≤ Finish(B), then T ime a (B) ≤ t.
By condition 2', there exists an agent
It implies that d 5 Approve(A), Qrm(A) ⊃ Approve(A).
A contradiction occurs. Similar arguments can also be applied to the general case when application B 2 is finished after t. We omit the corresponding discussion here. Through the above discussions, it is evident that the assumptions we have made in part d will always lead to a contradiction. We therefore get
By mathematical induction (from part a to d), proposition 1 is consequently proved. Q.E.D
In this Section, we have identified a total of four properties (properties 1, 2, 3, and 3') and 4 conditions (conditions 1.1, 1.2, 1.3, and 2'). A protocol that satisfies these properties is presented in the next section.
A Protocol for Maintaining the System State*
In this section, we present a token-ring protocol that satisfies the properties and conditions discussed in the previous Section. The protocol assumes the quorum of each application to be all the active agents excluding the one that makes the application. This assumption can be inefficient as every agent has to contribute efforts to each application. However, the protocol is both simple to describe and easy to implement, and is presented here for illustration purposes.
The protocol is based on the use of a token ring. All active agents are logically organized in a communicating ring. Each agent has a predefined position in the ring so that every agent knows who its successor is. There is a token that circulates the ring. It is defined as a tuple of m entries. m is the number of agents. Specifically, we represent a token To as (e 1 , t 1 When the system π starts up, a token is allocated to a randomly chosen agent and takes an initial value with each entry being a blank value (NIL). It begins to circulate across the ring. The initial value of the token implies that no agents have fired any events. When an agent wants to fire an event, it waits for the token's arrival. This is the behavior of making an application for firing an event. Upon receiving the token, the agent examines the token to identify another agent that has fired the latest event (based on the timestamps in the token), and then updates its own information according to the system state information of that agent. In effect, holding a token is an indication that all agents in the ring grant the permission of firing an event to the agent who holds it. Thereafter, the agent fires an event, stores the event information in the corresponding entry of the token, and passes the token to the next agent (giving its implicit approval to other agents). If the agent does not want to fire an event, it simply passes the token to the next agent in the ring. The token-ring mechanism implements the quorum consensus.
The protocol is formalized using the state machine approach [9] Notice that the token is the key to the global knowledge about all agents. The agent, who holds the token and has updated its system knowledge, is believed by all agents in the quorum to be the agent that has the latest system state information.
The satisfaction of properties 2 and 3 can be verified trivially. For property 2, it is a direct consequence of our regulation that each entry of the token will be assigned a blank value initially. The satisfaction of property 3 can be shown by the fact that agents will have to update their system state information before firing any event. Consequently, as time passes, they may either obtain a more updated system state information or remain as original. However, neither cases violate property 3.
To satisfy property 1, we show instead that our tokenring protocol satisfies conditions 1.1-1.3, property 3' and condition 2'. Since the quorum of any application has |Agent| − 1 ≥ |Agent|/2 agents, condition 1.1 is ensured. Moreover, because any agent holding the token and firing an event is believed by all agents to have the latest system state information, conditions 1.2 and 1.3 are satisfied. Property 3' also easily holds since an agent's system knowledge evolves over time (3'a) and will be updated when it fires an event (3'd). In addition, 3'b and 3'c are valid because the agent believed by all agents to have the latest system state information always has the system knowledge that is more updated than other agents.
As the circulation of the token has imposed an explicit order of making applications among agents, there is no possibility of existing more than one on-going applications (applications that have been made but not been finished yet) within the multiagent system. The precondition of condition 2' is consequently never valid. From this perspective, the protocol satisfies condition 2'.
By ensuring conditions 1.1-1.3, property 3' and condi-tion 2', property 1 is automatically guaranteed (Ref. proposition 1). By satisfying properties 1-3, our protocol therefore achieves requirement R1.
Illustration of the Protocol: A Pursuit Game*
In order to illustrate the working of the protocol, we consider a well-known pursuit game, which is also used in an experimental study of the protocol's effectiveness in the next section. The pursuit game has been extensively used as a test case for multiagent reinforcement learning [1] , [11] . The learning environment is assumed to be partially observable and agents' perceptual capabilities are restricted. In a pursuit game, two types of agents, predator and prey, move concurrently in a grid environment (Fig. 2) . The objective of predators is to catch a prey. They do so by blocking all the possible moving paths of the prey. In Fig. 2 , the four circles in black represent predators. The circle in white denotes a single prey. The predators and prey are modeled as agents, and they are capable of 5 actions, namely, moving up, moving down, moving left, moving right, and staying idle. The rule of game stipulates that two or more agents cannot possess the same block at the same time, and they cannot move out of the grid border either. The right part of Fig. 2 represents a final state, where the prey is captured as all its four moving paths are blocked by predators.
In this game, the prey moves randomly, whereas the predators are assumed learning agents and use reinforcement learning algorithms to decide which action to take. The learning algorithms take two alternative inputs: (1) the current system state as shown in Fig. 2 ; or (2) the agents' own observations. Without additional help, the predators only have limited perceptual capabilities, that is, they can only see objects (predator or prey) that are at most 2 blocks away (measured in Manhattan distance). Figure 3 illustrates the sight of a predator (the shaded area). Using an agent's own observation as inputs, the learning algorithm is said to work in a partially observable environment without the Markov property. Now we let these agents execute our token-ring protocol in order to obtain a global system view that respects the Markov property. Four predator agents and one prey agent form a communication ring as in Fig. 4 , and there is a token circulating the ring. An agent must hold the token before it can take an action. The token records the last actions performed by each agent. We regulate that the positions of all agents when the game starts are known a priori (Property 2). In this setting, the positions of each predator and the prey constitutes a global system view, which is constructed by each agent who intends to fire an event and is used by learning algorithms.
Suppose that a pursuit game starts with a system state shown in the left part of Fig. 4 and Predator1 is assigned a token. Upon receiving the token, Predator1 knows that the game just starts. It performs an action to move down, records the timestamped action into the token, and passes it to Predator2. If Predator2 intends to fire an event, it recog- nizes from the token that Predator1 performed the latest action, and thus contacts Predator1 to obtain Predator1's view of the system, i.e., the initial positions of every agent updated with Predator1's own move. At this point, Predator2 has the most updated system knowledge, and is said approved by all agents in the ring to take an action. It takes an action, records that action into the token, and sends the token to Predator3. The same procedure is repeated each time an agent intends to fire an event. As a consequence, the latest system state information can be found via the token and the most updated system state information is always maintained by one agent in the ring.
This illustration shows that the protocol fulfills properties 1, 2, and 3 (Ref. Sect. 3) . Particularly, since each predator is able to update its global system view after receiving the token, its application to fire an event is approvable by all agents in the ring. Property 1 thus holds.
Our protocol assumes that the prey would be willing to give out its position information (to be cooperative). This does suggest that the protocol is best suited to cooperative multiagent environments [2] . We acknowledge that, in practice, cooperation may not be realizable in a pursuit game described in this paper. However, since many reinforcement learning techniques are explored and examined in such games to enable predators to more quickly catch the prey [1] , as a comparative study, we chose this game as our experimental domain. Our real purpose is to use this game to evaluate the effectiveness of our protocol as shown in the next section. Nevertheless, we notice that, in domains where agents are inherently cooperative, our protocol can be effective tools that may even guarantee the convergence of the corresponding learning algorithms and therefore effectively improve the learning performance [2] .
Experimental Evaluation*
In the experiments described in this Section, agents' perceptual capabilities are restricted as in Fig. 3 , but agents execute our token-ring protocol to obtain a global view. In addition to 1 prey agent and 4 predator agents, the experiment sets up a 7 × 7 grid environment. The system performance are measured using the number of moves required for predators to catch the prey. The lower the number, the higher the system performance. Each time when the prey is captured, every predator receives a reward of value 1. The predator receives no rewards (or a reward of value 0) for other actions.
Two different reinforcement learning algorithms are used to train predators: the Q-learning approach [11] and the profit-sharing approach [1] .
In the Q-learning approach, the quality function is updated each time when a predator performs an action. Each predator maintains its own quality function and learns independently. The decision policy used during the learning process follows the -greedy method with the probability = 0.3 [10] . In our implementation of the Q-learning algorithm, the discounting factor α = 0.9 and the learning rate γ = 0.5. Figure 5 shows two learning curves of the required moves to capture the prey agent, one when the algorithm is supported by our protocol and one when it is not. Each episode in Fig. 5 represents an individual pursuit game running from a starting state to an end state where the prey agent is captured. Comparing the two learning curves in Fig. 5 , it is clear that supported by our token-ring protocol, the Q-learning algorithm converges more quickly and requires fewer moves to capture the prey. The effectiveness that our protocol brings to the Q-learning algorithm is obvious. Figure 6 compares the system performance after the learning process converges for the cases with and without our protocol. The histograms in Fig. 6 are obtained by 1000 independent runnings of the pursuit game. They show that more episodes require less moves to capture the prey agent when the protocol is used. The average number of moves is 67.08. Without the protocol, the number goes up to 234.836. This suggests that predator captures the prey 234.836/67.08 = 3.5 times faster when executing the protocol.
Similar experimentation is carried out for the profit- 5 The performance of the Q-learning algorithm both with and without our token-ring protocol.
Fig. 6
The histograms of the Q-learning algorithm both with and without our toke-ring protocol. Fig. 7 The performance of the profit-sharing algorithm both with and without our token-ring protocol.
sharing approach [1] . The quality function is updated only when the prey is captured. Each predator agent learns independently and uses the profit-sharing learning algorithm to adjust its decision policy. The discounting ratio of the algorithm is set to 0.5 [1] . Figure 7 shows the learning curves when the learning algorithm works both with and without our token-ring protocol. In addition, the histograms of the performance of learned policies are depicted in Figure 8 . When our protocol is utilized, the average number of moves to capture the prey agent is 34.288, and the number changes to 115.044 when without it. These numbers suggest that despite of using the profit-sharing learning algorithm, which does not require the environment to be fully observable, our protocol still effectively improves the system performance to 115.044/34.288 = 3.36 times better. It is also interesting to notice that with our protocol, the Qlearning algorithm outperforms the profit-sharing algorithm Fig. 8 The histograms of the profit-sharing algorithm both with and without our toke-ring protocol.
when agents learn through their own observations (around 115.044/67.08 = 1.7 times). These experimental results indeed show that our token-ring protocol effectively improves the learning performance.
Conclusion
In a multiagent learning context, it is often desirable that the system maintains the Markov property such that the system behavior only depends on the current system state. In this paper, we presented a distributed protocol to ensure that each agent in a system makes their behavioral decisions on the most updated system information. The protocol properties were derived, and theoretically analyzed. One tokenring protocol was presented. The experimental evaluations were conducted for a pursuit game in the context of two learning algorithms. The results show that the protocol is effective and the reinforcement learning algorithms using it perform much better. While our protocol is proposed to support effective reinforcement learning in a multiagent environment, it is expected to find applications in other context where a most updated system-level information of a distributed system is required.
