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Inverse parameter-dependent Preisach operator in
thermo-piezoelectricity modeling ∗
Pavel Krejcˇ´ı and Giselle A. Monteiro †
Abstract
Hysteresis is an important issue in modeling piezoelectric materials, for exam-
ple, in applications to energy harvesting, where hysteresis losses may influence the
efficiency of the process. The main problem in numerical simulations is the in-
version of the underlying hysteresis operator. Moreover, hysteresis dissipation is
accompanied with heat production, which in turn increases the temperature of the
device and may change its physical characteristics. More accurate models therefore
have to take the temperature dependence into account for a correct energy balance.
We prove here that the classical Preisach operator with a fairly general parameter-
dependence admits a Lipschitz continuous inverse in the space of right-continuous
regulated functions, propose a time-discrete and memory-discrete inversion algo-
rithm, and show that higher regularity of the inputs leads to a higher regularity of
the output of the inverse.
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Introduction
The Preisach model for ferromagnetic hysteresis was introduced in [17] and is still very
popular in both the engineering and the theoretical community for its analytical simplicity
and good agreement with experiments. For inverse control and hysteresis compensation,
it is of interest to have some information about the possibility of theoretical and numerical
inversion. An explicit inversion formula is known for a special case of the Preisach model,
the so-called Prandtl-Ishlinskii operator, see [9]. The first result about the existence and
analytical properties of a general inverse Preisach operator was published in [2].
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The original definition of [17] and the analysis in [2] are based on the concept of a
two-parameter relay . Here, we use the formalism of [10], where a variational definition
was shown to be equivalent. More specifically, the Preisach model is represented in terms
of the system of play operators as solution operators of rate-independent variational in-
equalities, see Section 2 below. In this setting, the Preisach model can be interpreted as
a nonlinear generalization of the Prandtl-Ishlinskii operator, which can be viewed as a
linear functional applied to the system of play operators. In special cases of superposi-
tions of Prandtl-Ishlinskii operators with monotone functions, which also belong to the
class of Preisach operators, an explicit representation of the inverse is still available, see
[16, 18]. In general, no closed form formula for the inverse Preisach operator is known
and numerical approximation schemes have to be used, see, e. g., [12].
The inversion problem is even more involved if the Preisach operator depends on addi-
tional parameter functions. The situation is favorable in the “almost Prandtl-Ishlinskii”
case, where an explicit inversion formula is still available, see [1]. In the full Preisach
case, the existence of a Lipschitz continuous inverse was proved in [6] when the Preisach
density is just multiplied by a parameter function like in Eq. (1.4) below. Here, we extend
the result to the case of general parameter dependence.
The paper is organized as follows. In Section 1, we give a brief physical motivation
for the study of inverse parameter-dependent Preisach operators. Section 2 is devoted
to a survey of results on scalar evolution variational inequalities in the Kurzweil-Stieltjes
integral setting in the space of regulated functions, that is, functions of one variable which
admit at each point of their domain of definition both one-sided limits. The parameter-
dependent Preisach operator is introduced in Section 3. Section 4 represents the core of
the paper and brings the main results on the existence and Lipschitz continuity of the
inverse parameter-dependent Preisach operator in the space of regulated functions. In
the final Section 5 it is shown that if the input and the parameter functions are contin-
uous (resp. absolutely continuous), then the output of the inverse parameter-dependent
Preisach operator is continuous (resp. absolutely continuous) and the corresponding esti-
mates remain valid.
1 Physical motivation
Multifunctional materials transform spontaneously mechanical energy into the electro-
magnetic one and vice versa. They find numerous engineering applications in high pre-
cision devices like actuators, sensors, or energy harvesters. This is related to phenomena
called piezoelectricity or magnetostriction, and an interested reader can find more in-
formation in [3, 8, 16, 4]. Most such materials exhibit a particular kind of hysteresis:
ferromagnetic hysteresis in the electromagnetic component and what is called “butterfly
hysteresis” in the magnetoelastic component. It has been observed that the hysteresis
loops at different pre-stresses exhibit a kind of self-similarity. This leads to the hypothe-
sis that all hysteresis effects are due to one single scalar hysteresis operator acting on one
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auxiliary self-similar variable, and a model for magnetostrictive hysteresis based on this
hypothesis was proposed in [5] together with parameter identification for data obtained
from measurements of Galfenol, which is one of the well-known magnetostrictive alloys.
Let P be a hysteresis operator, and let m, h, ε, σ denote the magnetization, magnetic
field, strain, and stress, respectively, in 1D experimental setting. Considering h and σ as
state variables, the constitutive law was proposed in [5] in the form
h = P[q],
ε = −f ′(σ)V[q],
q = h
f(σ)
,
(1.1)
where V is the hysteresis potential associated with the operator P , see [10], and f is a
self-similarity function which is to be identified from experiments. The model was adapted
in [6] to the case of piezoelectricity for the functions P,E representing the polarization
and electric field, respectively, with E and ε as state variables, and the constitutive
equations have the form
P = P[q],
ε = f ′(ε)V[q],
q = E
f(ε)
.
(1.2)
In both cases, P was chosen to be the Preisach operator introduced in [17], and the
main reason was, apart from its nice analytical properties, that an explicit formula for
the potential V is available, see [10].
More accurate experiments have shown certain discrepancies between the model and
the experiments at low fields. In particular, the above model is not able to explain
the phenomenon of mechanical demagnetization or depolarization. This is why a state
dependent mean field feedback term α(ε) was introduced in [7] as a correction to (1.2) in
the following form:
P = P[q],
ε = f ′(ε)V[q] + 1
2
α′(ε)P2[q],
q = 1
f(ε)
(E − α(ε)P ).
(1.3)
We see that in this case, the self-similar variable q can be determined in terms of the
state variables as a solution of the equation
q +
α(ε)
f(ε)
P[q] =
E
f(ε)
. (1.4)
The solvability of such equations has been established in [6]. However, since hysteresis
energy dissipation produces heat and the material parameters depend on the temperature,
more accurate models have to take the temperature dependence into account, for example
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by considering a temperature-dependent Preisach operator P(θ)[q] as in [15], where θ is
the absolute temperature. Then, Eq. (1.4) becomes
q +
α(ε)
f(ε)
P(θ)[q] =
E
f(ε)
, (1.5)
for which the argument of [6] does not work and has to be refined.
2 A Kurzweil-Stieltjes integral variational inequality
In this section we survey known results (see, e. g., [11]) on the so-called play operator
pr with threshold r > 0 in the space of regulated functions defined on a given interval
[0, T ] . Recall that a function w : [0, T ] → R is said to be regulated, if both one-sided
limits w(t+), w(t−) exist at every point t ∈ [0, T ] with the convention w(T+) = w(T ),
w(0−) = w(0). We denote by G[0, T ] the space of regulated functions and by GR[0, T ]
the space of right-continuous regulated functions on [0, T ] . Indeed, the space BV [0, T ]
of functions of bounded variation on [0, T ] is contained in G[0, T ] .
With a given q ∈ GR[0, T ] and a parameter r > 0, the mapping pr associates the
solution ξr ∈ BVR[0, T ] := BV [0, T ] ∩GR[0, T ] of the integral variational inequality

|q(t)− ξr(t)| ≤ r, t ∈ [0, T ],∫ T
0
(
q(t)− ξr(t)− z(t)
)
dξr(t) ≥ 0, z ∈ G[0, T ], |z|[0,T ] ≤ r,
ξr(0) = max{q(0)− r , min{0 , q(0) + r} },
(2.1)
where the integral is understood as the Kurzweil-Stieltjes integral. According to a more
general theory developed in [14], a unique solution ξr = pr[q] ∈ BVR[0, T ] of (2.1) exists
and satisfies the inequality∫ t
s
(
q(τ)− ξr(τ)− z(τ)
)
dξr(τ) ≥ 0, ∀z ∈ G[0, T ], |z|[0,T ] ≤ 1, (2.2)
for every 0 ≤ s < t ≤ T .
The play pr : GR[0, T ] → BVR[0, T ] is Lipschitz continuous with respect to the sup-
norm. More specifically, we endow the space G[0, T ] with a family of seminorms |w|[s,t] :=
supτ∈[s,t] |w(τ)| . Then for q1, q2 ∈ GR[0, T ] and t ∈ [0, T ] we have
|pr[q1](t)− pr[q2](t)| ≤ |q1 − q2|[0,t] . (2.3)
For 0 ≤ t < t+ δ ≤ T and q ∈ GR[0, T ] we may put in (2.3) q1 = q and
q2(s) =
{
q(s) for s ∈ [0, t] ,
q(t) for s ∈ (t, T ] .
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Then by (2.3) the following inequality holds
|pr[q](t)− pr[q](t+ δ)| ≤ |q(·)− q(t)|[t,t+δ]. (2.4)
As a consequence of (2.4), we see that pr[q] is continuous if q is continuous, and ξr = pr[q]
is absolutely continuous if q is absolutely continuous. In the latter case, it follows from
(2.4) that |ξ˙r(t)| ≤ |q˙(t)| a. e., and
ξ˙r(t)(q(t)− ξr(t)− z) ≥ 0 a. e. ∀z ∈ [−r, r]. (2.5)
If q : [0, T ] → R is a right-continuous step function associated with a division 0 = s0 <
s1 < · · · < sN = T of [0, T ] such that
q(t) =
N∑
n=1
qn−1χ[sn−1,sn)(t) + qNχ[sN ](t), t ∈ [0, T ], (2.6)
then the solution ξr = pr[q] of the variational inequality (2.1) is given by the explicit
formula
ξr(t) =
N∑
n=1
ξrn−1χ[sn−1,sn)(t) + ξ
r
Nχ[sN ](t), t ∈ [0, T ], (2.7)
where ξr0 = max{q0 − r , min{0, q0 + r} } and
ξrn = max{qn − r , min{ξ
r
n−1, qn + r} }, n = 1, . . . , N. (2.8)
Formula (2.8) can be equivalently stated in variational form
(ξrn − ξ
r
n−1) (qn − ξ
r
n − r z) ≥ 0 for z ∈ R, |z| ≤ 1, n = 1, . . . , N. (2.9)
The following result is proved in [13, Lemma 4.4] as a special case of the so-called Brokate’s
identity.
Lemma 2.1. Let ρ > 0 and σ > 0 be given, and let q : [0, T ]→ R be a right-continuous
step function as in (2.6). Put ξ = pρ[q] and η = pσ[ξ] . Then η = pρ+σ[q] and the
implication
ηn − ηn−1 6= 0 ⇒ (ξn − ξn−1) (ηn − ηn−1) > 0 (2.10)
holds for every n = 1, . . . , N .
We reformulate the above statement for arbitrary right-continuous regulated inputs.
Lemma 2.2. Let 0 < r1 < r2 and q ∈ GR[0, T ] be given, and let ξri ∈ BVR[0, T ] be the
respective solutions of (2.1) with r = ri , i = 1, 2 . Then{
|ξr2(t)− ξr1(t)| ≤ r2 − r1, t ∈ [0, T ],∫ T
0
(
ξr1(t)− ξr2(t)− z(t)
)
dξr2(t) ≥ 0, ∀z ∈ G[0, T ], |z|[0,T ] ≤ r2 − r1.
(2.11)
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Proof. Since q ∈ GR[0, T ] , there exists a sequence {qn} of right-continuous step functions
such that |qn − q|[0,T ] → 0. Denote ξ
1
n = pr1[qn] and ξ
2
n = pr2 [qn] . By Lemma 2.1, we
have ξ2n = pr2−r1 [ξ
1
n] . The Lipschitz continuity (2.3) of the play operator ensures that
|ξ1n − ξr1|[0,T ] → 0. We can therefore pass to the limit as n → ∞ and conclude that
ξr2 = pr2−r1 [ξr1] , which is (2.11) by definition.
3 Preisach operator
Let ψ : R×R+×R→ R be a measurable function. For an input q ∈ GR[0, T ] and param-
eter vector function u ∈ GR([0, T ];R
L) we define the output of a parameter-dependent
Preisach operator P by the integral formula
P(u)[q](t) =
∫
∞
0
∫ ξr(t)
0
ψ(u(t), r, v) dv dr, (3.1)
where ξr = pr[q] is the solution of the integral variational inequality (2.1). Clearly, for
constant parameter functions u we retrieve the definition of the classical Preisach operator
as presented in [10].
To ensure that the definition (3.1) is meaningful we adopt the following hypothesis.
Hypothesis 3.1. We assume that for all u ∈ RL we have
(i) 0 ≤ ψ(u, r, v) ≤ µ(r) a.e., where µ ∈ L1(0,∞) and M =
∫
∞
0
µ(r)dr ;
(ii) ‖∇uψ(u, r, v)‖ ≤ K(r, v) a.e., where K ∈ L
1((0,∞)×R) , ‖·‖ denotes the Euclidean
norm in RL , and
M1 =
∫
∞
0
∫
∞
−∞
K(r, v)dv dr.
It follows immediately from the definition (2.1) that for each q ∈ GR[0, T ] , r ≥ |q|[0,T ] ,
and t ∈ [0, T ] we have ξr(t) = pr[q](t) = 0. Hence in (3.1) we integrate over bounded
intervals, and Hypothesis 3.1 (i) guarantees that P(u)[q](t) is well defined. For (u, r, s) ∈
R
L × R+ × R denote
g(u, r, v) =
∫ v
0
ψ(u, r, s) ds. (3.2)
Since ψ ≥ 0 a. e., the mapping v ∈ R 7→ g(u, r, v) is nondecreasing for each u ∈ RL and
r > 0. Moreover, Hypotheses 3.1 (i) and (ii) imply that
|g(u1, r, v1)− g(u2, r, v2)| ≤ µ(r) |v1 − v2|+K
∗(r) ‖u1 − u2‖, (3.3)
for every u1,u2 ∈ R
L , v1, v2 ∈ R , and r > 0, with K
∗(r) =
∫
∞
−∞
K(r, s) ds .
Formula (3.1) can be rewritten in the form
P(u)[q](t) =
∫
∞
0
g(u(t), r, pr[q](t)) dr (3.4)
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for u ∈ GR([0, T ];R
L), q ∈ GR[0, T ] , and t ∈ [0, T ] . From (3.3) it also follows that the
operator P is Lipschitz continuous in the sense that∣∣P(u1)[q1](t)− P(u2)[q2](t)∣∣ ≤M |q1 − q2|[0,t] +M1 ‖u1(t)− u2(t)‖ (3.5)
for every q1, q2 ∈ GR[0, T ] , u1,u2 ∈ GR([0, T ];R
L), and t ∈ [0, T ] . Similarly as in (2.4)
we also have∣∣P(u)[q](t)− P(u)[q](s)∣∣ ≤ M |q(·)− q(s)|[s,t] +M1 ‖u(t)− u(s)‖, (3.6)
for every 0 ≤ s < t ≤ T . Therefore, the integral expression (3.1) defines an operator
P : GR([0, T ];R
L) × GR[0, T ] → GR[0, T ] which is Lipschitz continuous in its domain of
definition. In addition, if both u and q are continuous functions (respect. absolutely
continuous), then so is P (u)[q] .
4 Existence of the inverse
Given u ∈ GR([0, T ];R
L), w ∈ GR[0, T ] , we will show that there exists a unique q ∈
GR[0, T ] such that
w(t) = q(t) + P(u)[q](t), t ∈ [0, T ]. (4.1)
Firstly, assume that both w and u are right-continuous step functions and let 0 =
s0 < s1 < · · · < sN = T be a division such that
w(t) =
N∑
n=1
wn−1χ[sn−1,sn)(t) + wNχ[sN ](t), u(t) =
N∑
n=1
un−1χ[sn−1,sn)(t) + uNχ[sN ](t).
We will prove by induction that, in this case, a function q satisfying (4.1) is of the form
q(t) =
N∑
n=1
qn−1χ[sn−1,sn)(t) + qNχ[sN ](t), t ∈ [0, T ].
Recall that, for such a q , the function ξr = pr[q] , r ≥ 0, is given by
ξr(t) =
N∑
n=1
ξrn−1χ[sn−1,sn)(t) + ξ
r
Nχ[sN ](t), t ∈ [0, T ],
with ξrn ∈ R defined by (2.8). Thus, rewriting (4.1) in [0, s1) we obtain
w0 = q0 +
∫
∞
0
g(u0, r, ξ
r
0) dr,
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where g is the function given by (3.2). The existence of a unique q0 satisfying the equality
above is guaranteed by the fact that the right-hand side defines an increasing continuous
function of q0 .
Assume that we have determined qn ∈ R , n = 0, 1, . . . , k − 1, with k > 0, such that
the step function q(t) satisfies (4.1) on [0, sk). If k < N , put
Vk+1 = {qˆ ∈ G[0, sk + 1] : qˆ(t) = q(t) + qˆkχ[sk,sk+1)(t) },
otherwise, for k = N consider
VN = {qˆ ∈ G[0, sN ] : qˆ(t) = q(t) + qˆNχ[sN ](t) }.
Thus, a function qˆ in Vk+1 (respect. in VN ) satisfies (4.1) in [0, sk+1) (respect. in [0, sN ])
if the following equality holds
wk = qˆk +
∫
∞
0
g(uk, r, ξˆ
r
k) dr,
with ξˆrk = max{qˆk − r , min{ξ
r
k−1, qˆk + r}} . The monotonicity of g(uk, r, ·) and of the
‘dead zone function’ qˆ 7→ max{qˆ − r , min{ξrk−1, qˆ + r}} ensure that the right-hand side
defines an increasing continuous mapping of qˆk . Thus, there exists a unique qk satisfying
the equality above, and consequently we obtain a function q satisfying (4.1) in either
[0, sk+1) or [0, sN ] . The induction argument over k completes the proof of the following
result:
Theorem 4.1. Assume that ψ satisfies Hypothesis 3.1. If u : [0, T ]→ RL , w : [0, T ]→
R are right-continuous step functions, then there exists a unique right-continuous step
function q : [0, T ]→ R satisfying (4.1).
Next we consider discrete Preisach operators of the form
Pk(u)[q](t) =
k∑
j=1
gj(u(t), ξrj(t)), t ∈ [0, T ], k ∈ N, (4.2)
where 0 < r1 < r2 < . . . , and gj : R
L+1 → R , j ∈ N , are functions fulfilling the following
conditions:
Hypothesis 4.2. Assume that gj(u, 0) = 0 for all u ∈ R
L , and
(i) gj is nondecreasing in the second variable;
(ii) there exist positive numbers µj and Kj such that
|gj(u1, v1)− gj(u1, v2)| ≤ Kj ‖u1 − u2‖+ µj |v1 − v2|, (4.3)
for every u1,u2 ∈ R
L , v1, v2 ∈ R .
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Clearly, the argument of the proof of Theorem 4.1 remains valid for Eq. (4.1) as well
if the operator P is replaced with Pk . In other words, for each given right-continuous
step functions u : [0, T ]→ RL , w : [0, T ]→ R there exists a unique right-continuous step
function q : [0, T ]→ R such that
q(t) + Pk(u)[q](t) = w(t), t ∈ [0, T ]. (4.4)
To establish the continuity of the inverse of the operator I + Pk , the following lemma is
crucial.
Lemma 4.3. Let Hypotheses 4.2 (i), (ii) hold, let Pk be the mapping defined by (4.2),
and let u : [0, T ] → RL , w, wˆ : [0, T ] → R be right-continuous step functions. If
q, qˆ ∈ GR[0, T ] satisfy
q(t) + Pk(u)[q](t) = w(t),
qˆ(t) + Pk(u)[qˆ](t) = wˆ(t),
t ∈ [0, T ], (4.5)
for some k ∈ N , then for each t ∈ [0, T ] we have
|q(t)− qˆ(t)| ≤ ρk |w − wˆ|[0,t] , where ρk =
k∏
j=1
(1 + µj). (4.6)
Proof. Let 0 = s0 < s1 < · · · < sN = T be a division of [0, T ] such that
u(t) =
N∑
n=1
un−1χ[sn−1,sn)(t) + uNχ[sN ](t),
w(t) =
N∑
n=1
wn−1χ[sn−1,sn)(t) + wNχ[sN ](t), wˆ(t) =
N∑
n=1
wˆn−1χ[sn−1,sn)(t) + wˆNχ[sN ](t).
According to Theorem 4.1, we have
q(t) =
N∑
n=1
qn−1χ[sn−1,sn)(t) + qNχ[sN ](t), qˆ(t) =
N∑
n=1
qˆn−1χ[sn−1,sn)(t) + qˆNχ[sN ](t),
and consequently the corresponding ξr = pr[q] and ξˆr = pr[qˆ] , for r ≥ 0, read as follows
ξr(t) =
N∑
n=1
ξrn−1χ[sn−1,sn)(t) + ξ
r
Nχ[sN ](t), ξˆr(t) =
N∑
n=1
ξˆrn−1χ[sn−1,sn)(t) + ξˆ
r
Nχ[sN ](t).
Note that for t = 0, we have
w0 − wˆ0 = q0 − qˆ0 +
k∑
j=1
(gj(u0, ξ
rj
0 )− gj(u0, ξˆ
rj
0 )).
9
Thus, the monotonicity of gj(u0, ·) and of the initial value mapping imply that
|q0 − qˆ0| ≤ |w0 − wˆ0|, (4.7)
and (4.6) holds under the standard convention
∏0
j=1(1 + µj) = 1.
Assume t ∈ (0, T ) and let ℓ ∈ {0, 1, . . . , N − 1} be such that t ∈ [sℓ, sℓ+1) (the case
t = T can be treated in similar way). We will prove (4.6) by induction over k . For k = 1
the equalities in (4.5) are equivalent to
qn + g1(un, ξ
r1
n ) = wn, qˆn + g1(un, ξˆ
r1
n ) = wˆn, for n = 0, 1, . . . , N.
This together with (4.3) implies
|q(t)− qˆ(t)| = |qℓ − qˆℓ| ≤ |wℓ − wˆℓ|+ |g1(uℓ, ξ
r1
ℓ )− g1(uℓ, ξˆ
r1
ℓ )|
≤ |w − wˆ|[0,t] + µ1 |ξ
r1
ℓ − ξˆ
r1
ℓ |.
It remains to show that |ξr1ℓ − ξˆ
r1
ℓ | ≤ |w − wˆ|[0,t] . Note that, by applying (2.9) with an
appropriate choice of z ∈ R we obtain
(ξr1n − ξ
r1
n−1)
(
qn − qˆn − (ξ
r1
n − ξˆ
r1
n )
)
≥ 0, (ξˆr1n − ξˆ
r1
n−1)
(
qˆn − qn − (ξˆ
r1
n − ξ
r1
n )
)
≥ 0,
therefore, for every n = 1, . . . , N ,(
(ξr1n − ξˆ
r1
n )− (ξ
r1
n−1 − ξˆ
r1
n−1)
) (
qn − qˆn − (ξ
r1
n − ξˆ
r1
n )
)
≥ 0. (4.8)
Let vn = max{ |ξ
r1
n − ξˆ
r1
n | , |w − wˆ|[0,t]} , n = 0, 1, . . . , ℓ . We claim that vn ≤ vn−1 for
every n = 1, . . . , ℓ . Otherwise, if vn > vn−1 for some n = 1, . . . , ℓ , we would have
|ξr1n − ξˆ
r1
n | > |w − wˆ|[0,t] and |ξ
r1
n − ξˆ
r1
n | > |ξ
r1
n−1 − ξˆ
r1
n−1|. (4.9)
It is not hard to see that the second inequality yields(
(ξr1n − ξˆ
r1
n )− (ξ
r1
n−1 − ξˆ
r1
n−1)
)
(ξr1n − ξˆ
r1
n ) > 0.
This together with (4.8) implies
(ξr1n − ξˆ
r1
n )
(
qn − qˆn − (ξ
r1
n − ξˆ
r1
n )
)
≥ 0,
that is,
(ξr1n − ξˆ
r1
n )
(
wn − wˆn − (g1(un, ξ
r1
n )− g1(un, ξˆ
r1
n ))− (ξ
r1
n − ξˆ
r1
n )
)
≥ 0. (4.10)
Since g1 is nondecreasing in the second variable we have
(g1(un, ξ
r1
n )− g1(un, ξˆ
r1
n ))(ξ
r1
n − ξˆ
r1
n ) ≥ 0,
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and (4.10) reduces to
(ξr1n − ξˆ
r1
n )
2 ≤ (ξr1n − ξˆ
r1
n ) (wn − wˆn).
Therefore |ξr1n − ξˆ
r1
n | ≤ |w − wˆ|[0,t] , contradicting (4.9). Hence {vn : n = 0, 1, . . . , ℓ} is
nondecreasing and, in particular
|ξr1ℓ − ξˆ
r1
ℓ | ≤ max{ |ξ
r1
0 − ξˆ
r1
0 | , |w − wˆ|[0,t] }.
Since by (2.3) and (4.7) we have
|ξr10 − ξˆ
r1
0 | ≤ |q0 − qˆ0| ≤ |w0 − wˆ0| ≤ |w − wˆ|[0,t] ,
it follows that |ξr1ℓ − ξˆ
r1
ℓ | ≤ |w − wˆ|[0,t] , and we conclude that (4.6) holds for k = 1.
Let k ∈ N , k > 1, and assume that (4.6) holds for k − 1. Rewriting the equations in
(4.5) we obtain
q(t) + Pk−1(u)[q](t) = w(t)− gk(u(t), ξrk(t)),
qˆ(t) + Pk−1(u)[qˆ](t) = wˆ(t)− gk(u(t), ξˆrk(t)),
which, by the induction hypothesis and (4.3), yields
|q(t)− qˆ(t)| ≤ ρk−1
(
|w − wˆ|[0,t] + µk
∣∣ξrk − ξˆrk∣∣[0,t] ). (4.11)
Thus, it suffices to show that
∣∣ξrk − ξˆrk∣∣[0,t] ≤ |w − wˆ|[0,t] or, equivalently
|ξrkn − ξˆ
rk
n | ≤ |w − wˆ|[0,t] for every n = 0, 1, . . . , ℓ. (4.12)
Applying (2.9) with an appropriate choice of z ∈ R , for each n = 1, . . . , N we get
(ξrkn − ξ
rk
n−1)
(
qn − qˆn − (ξ
rk
n − ξˆ
rk
n )
)
≥ 0, (ξˆrkn − ξˆ
rk
n−1)
(
qˆn − qn − (ξˆ
rk
n − ξ
rk
n )
)
≥ 0,
which implies(
(ξrkn − ξˆ
rk
n )− (ξ
rk
n−1 − ξˆ
rk
n−1)
) (
qn − qˆn − (ξ
rk
n − ξˆ
rk
n )
)
≥ 0, n = 1, . . . , N. (4.13)
On the other hand, for each j = 1, . . . , k − 1, by applying Lemma 2.1 with ρ = rj and
σ = rk − rj we get ξrk = prk−rj [ξrj ] , which yields
(ξrkn − ξ
rk
n−1) (ξ
rj
n − ξ
rk
n − (rk − rj) z) ≥ 0 for z ∈ R, |z| ≤ 1, n = 1, . . . , N.
Thus, the choice z = ξˆ
rj
n −ξˆ
rk
n
rk−rj
leads to
(ξrkn − ξ
rk
n−1)
(
ξrjn − ξˆ
rj
n − (ξ
rk
n − ξˆ
rk
n )
)
≥ 0, j = 1, . . . , k − 1.
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Similarly, we deduce that
(ξˆrkn − ξˆ
rk
n−1)
(
ξˆrjn − ξ
rj
n − (ξˆ
rk
n − ξ
rk
n )
)
≥ 0,
and consequently(
(ξrkn − ξˆ
rk
n )− (ξ
rk
n−1 − ξˆ
rk
n−1)
) (
ξrjn − ξˆ
rj
n − (ξ
rk
n − ξˆ
rk
n )
)
≥ 0, (4.14)
for every n = 1, . . . , N, and j = 1, . . . , k − 1. Let vn = max{ |ξ
rk
n − ξˆ
rk
n | , |w − wˆ|[0,t]} ,
n = 0, 1, . . . , ℓ . We claim that vn ≤ vn−1 for every n = 1, . . . , ℓ . Otherwise, if vn > vn−1
for some n = 1, . . . , N , we would have
|ξrkn − ξˆ
rk
n | > |w − wˆ|[0,t] and |ξ
rk
n − ξˆ
rk
n | > |ξ
rk
n−1 − ξˆ
rk
n−1|.
It is not hard to see that the second inequality yields(
(ξrkn − ξˆ
rk
n )− (ξ
rk
n−1 − ξˆ
rk
n−1)
)
(ξrkn − ξˆ
rk
n ) ≥ 0. (4.15)
This together with (4.13) implies
(ξrkn − ξˆ
rk
n )
(
qn − qˆn − (ξ
rk
n − ξˆ
rk
n )
)
≥ 0,
that is,
(ξrkn − ξˆ
rk
n )
(
wn − wˆn −
k∑
j=1
(
gj(un, ξ
rj
n )− gj(un, ξˆ
rj
n )
)
− (ξrkn − ξˆ
rk
n )
)
≥ 0. (4.16)
Note that (4.14) and (4.15) imply that
(ξrkn − ξˆ
rk
n )
(
ξrjn − ξˆ
rj
n − (ξ
rk
n − ξˆ
rk
n )
)
≥ 0, j = 1, . . . , k − 1,
that is, (ξrkn − ξˆ
rk
n )(ξ
rj
n − ξˆ
rj
n ) ≥ 0. Using this and the fact that each gj is nondecreasing
in the second variable we obtain
(gj(un, ξ
rj
n )− gj(un, ξˆ
rj
n ))(ξ
rk
n − ξˆ
rk
n ) ≥ 0, j = 1, . . . , k,
Therefore (4.16) reduces to
(ξrkn − ξˆ
rk
n )
2 ≤ (ξrkn − ξˆ
rk
n ) (wn − wˆn),
which implies |ξrkn − ξˆ
rk
n | ≤ |w − wˆ|[0,t] , a contradiction. Hence {vn : n = 0, 1, . . . , ℓ} is
nondecreasing and, in particular,
|ξrkn − ξˆ
rk
n | ≤ max{ |ξ
rk
0 − ξˆ
rk
0 | , |w − wˆ|[0,t]}, n = 1, . . . , ℓ.
From (2.3) and (4.7) it follows that |ξrk0 − ξˆ
rk
0 | ≤ |w0 − wˆ0| . Thus (4.12) holds, and (4.6)
follows from (4.11).
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Corollary 4.4. Let Hypotheses 4.2 (i), (ii) hold, let Pk be the mapping defined by (4.2),
and let u, uˆ : [0, T ] → RL , w, wˆ : [0, T ] → R be right-continuous step functions. Let
q, qˆ ∈ GR[0, T ] be solutions of the equations
q(t) + Pk(u)[q](t) = w(t),
qˆ(t) + Pk(uˆ)[qˆ](t) = wˆ(t),
t ∈ [0, T ], (4.17)
for some k ∈ N , then for each t ∈ [0, T ] we have
|q(t)− qˆ(t)| ≤ ρk
(
|w − wˆ|[0,t] +
(
k∑
j=1
Kj
)
‖u− uˆ‖[0,t]
)
(4.18)
with ρk as in Lemma 4.3.
Proof. Given an arbitrary t ∈ [0, T ] , we rewrite (4.17) in the form
q(t) + Pk(u)[q](t) = w(t),
qˆ(t) + Pk(u)[qˆ](t) = wˆ(t) + Pk(u)[qˆ](t)−Pk(uˆ)[qˆ](t),
(4.19)
hence, by Lemma 4.3,
|q(t)− qˆ(t)| ≤ ρk
(
|w − wˆ|[0,t] + |(Pk(u)− Pk(uˆ))[qˆ]|[0,t]
)
. (4.20)
From (4.2)–(4.3) it follows that
|Pk(u)[q]− Pk(uˆ)[qˆ]|[0,t] =
∣∣∣∣∣
k∑
j=1
(gj(u, prj [qˆ])− gj(uˆ, prj [qˆ]))
∣∣∣∣∣
[0,t]
≤
( k∑
j=1
Kj
)
‖u− uˆ‖[0,t] ,
which we wanted to prove.
Corollary 4.5. Let Hypotheses 4.2 (i), (ii) hold, let Pk be the mapping defined by (4.2),
and let u, uˆ ∈ GR([0, T ];R
L) , w, wˆ ∈ GR[0, T ] be given. Then there exist solutions
q, qˆ ∈ GR[0, T ] of the equations (4.17) and the inequality (4.18) holds for all t ∈ [0, T ] .
Proof. We find sequences ui, uˆi : [0, T ] → R
L , wi, wˆi : [0, T ] → R of right-continuous
step functions, i ∈ N , such that
|w − wi|[0,T ] → 0, |wˆ − wˆi|[0,T ] → 0, ‖u− ui‖[0,T ] → 0, ‖uˆ− uˆi‖[0,T ] → 0
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as i→∞ . Inequality (4.18) implies that for every t ∈ [0, T ] and every i,m ∈ N we have
|qi(t)− qm(t)| ≤ ρk
(
|wi − wm|[0,T ] +
(
k∑
j=1
Kj
)
‖ui − um‖[0,T ]
)
,
|qˆi(t)− qˆm(t)| ≤ ρk
(
|wˆi − wˆm|[0,T ] +
(
k∑
j=1
Kj
)
‖uˆi − uˆm‖[0,T ]
)
.
In particular, {qi} , {qˆi} are Cauchy sequences in GR[0, T ] and their limits q , qˆ satisfy
the equations (4.17). To complete the proof, it suffices to pass to the limit as i →∞ in
the inequality
|qi(t)− qˆi(t)| ≤ ρk
(
|wi − wˆi|[0,t] +
( k∑
j=1
Kj
)
‖ui − uˆi‖[0,t]
)
(4.21)
which is a consequence of (4.18).
We now pass from the discrete Preisach operator (4.2) to the continuous operator
(3.1).
Lemma 4.6. Assume that ψ satisfies Hypothesis 3.1, and let P be the operator (3.1).
Then for each k ∈ N there exists a discrete operator Pk of the form (4.2) such that for
every R > 0 , u ∈ GR([0, T ];R
L) , and q ∈ GR[0, T ] such that |q|[0,T ] ≤ R we have
|P(u)[q]− Pk(u)[q]|[0,T ] ≤
MR
k
. (4.22)
Proof. Consider a division 0 = r0 < r1 < · · · < rk = R with rj =
jR
k
. Let Pk be discrete
Preisach operator (4.2) with the choice
gj(u, v) =
∫ rj
rj−1
∫ v
0
ψ(u, r, s) ds dr, j = 1, . . . , k.
Hypotheses 3.1 (i) and (ii) guarantee that the functions gj satisfy Hypothesis 4.2, with
Kj =
∫ rj
rj−1
∫
∞
−∞
K(r, v)dv dr, µj =
∫ rj
rj−1
µ(r)dr. (4.23)
Denote g(u, r, v) =
∫ v
0
ψ(u, r, s) ds . We have pr[q](t) = 0 for all r ≥ R and all t ∈ [0, T ] ,
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hence, using (3.3) we obtain that
∣∣P(u)[q]− Pk(u)[q]∣∣(t) =
∣∣∣∣∣
∫
∞
0
g(u(t), r, pr[q](t)) dr −
k∑
j=1
gj(u(t), prj [q](t))
∣∣∣∣∣
=
∣∣∣ k∑
j=1
∫ rj
rj−1
(
g(u(t), r, pr[q](t))− g(u(t), r, prj [q](t))
)
dr
∣∣∣
≤
k∑
j=1
∫ rj
rj−1
µ(r)
∣∣pr[q]− prj [q]∣∣[0,T ] dr.
Note that we have, by Lemma 2.2, that
∣∣pr[q]− prj [q]∣∣[0,T ] ≤ rj − r ≤ rj − rj−1 = Rk for
r ∈ [rj−1, rj] . Hence
|P(u)[q]−Pk(u)[q]|[0,T ] ≤
k∑
j=1
(rj − rj−1)
∫ rj
rj−1
µ(r) dr <
R
k
∫ R
0
µ(r) dr ≤
MR
k
,
concluding the proof.
We now state and prove the main result of this paper.
Theorem 4.7. Assume that ψ satisfies Hypothesis 3.1, and let u, uˆ, w, wˆ ∈ GR[0, T ] be
given. Then there exist solutions q, qˆ ∈ GR[0, T ] of the equations
q(t) + P(u)[q](t) = w(t),
qˆ(t) + P(uˆ)[qˆ](t) = wˆ(t),
t ∈ [0, T ], (4.24)
and the inequality
|q(t)− qˆ(t)| ≤ eM
(
|w − wˆ|[0,t] +M1 ‖u− uˆ‖[0,t]
)
(4.25)
holds for each t ∈ [0, T ] .
Proof. We define the operators Pk as in Lemma 4.6, put R = e
M max{|w|[0,T ] , |wˆ|[0,T ]} ,
and define qk , qˆk as solutions to the equations
qk(t) + Pk(u)[qk](t) = w(t),
qˆk(t) + Pk(uˆ)[qˆk](t) = wˆ(t).
(4.26)
For k,m ∈ N we can write
qm(t) + Pk(u)[qm](t) = w(t) + Pk(u)[qm](t)−Pm(u)[qm](t),
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From Corollary 4.4 it follows that
|qk − qm|[0,T ] ≤ ρk |Pk(u)[qm]− Pm(u)[qm]|[0,T ] . (4.27)
Moreover, using Corollary 4.4 again for qˆ = wˆ = 0 and uˆ = u , we obtain
|qm|[0,T ] ≤ ρm |w|[0,T ] .
By (4.6) and (4.23), we have log ρm =
∑m
j=1 log(1 + µj) ≤
∑m
j=1 µj ≤
∫
∞
0
µ(r)dr = M ,
hence |qm|[0,T ] ≤ e
M |w|[0,T ] ≤ R . We similarly have |qˆm|[0,T ] ≤ R . Lemma 4.6 and (4.27)
thus yield
|qk − qm|[0,T ] ≤MR
(1
k
+
1
m
)
eM , (4.28)
and similarly
|qˆk − qˆm|[0,T ] ≤MR
(1
k
+
1
m
)
eM . (4.29)
We see that {qk} , {qˆk} are Cauchy sequences in GR[0, T ] . Let us rewrite (4.26) as follows
qk(t) + P(u)[qk](t) = w(t) + P(u)[qk](t)− Pk(u)[qk](t),
qˆk(t) + P(uˆ)[qˆk](t) = wˆ(t) + P(uˆ)[qˆk](t)− Pk(uˆ)[qˆk](t).
(4.30)
By virtue of Lemma 4.6, we conclude that the limits q = limk→∞ qk , qˆ = limk→∞ qˆk are
solutions to (4.24). Furthermore, by Corollary 4.5 and (4.23) we have for all k ∈ N that
|qk(t)− qˆk(t)| ≤ ρk
(
|w − wˆ|[0,t] +
(
k∑
j=1
Kj
)
‖u− uˆ‖[0,t]]
)
≤ eM
(
|w − wˆ|[0,t] +M1 ‖u− uˆ‖[0,t]
)
, (4.31)
and it suffices to pass to the limit as k →∞ to complete the proof.
5 Higher regularity
For applications mentioned in Section 1, we need to know that higher regularity of the
inputs w , u implies higher regularity of the solution q to Eq. (4.1). We denote by C[0, T ]
the space of continuous functions on [0, T ] and by C([0, T ];RL) the space of continuous
vector functions. The result can be stated as follows.
Proposition 5.1. Assume that ψ satisfies Hypothesis 3.1 and let u ∈ C([0, T ];RL) and
w ∈ C[0, T ] be given. Then the solution q to (4.1) belongs to C[0, T ] . If, in addition, u
and w are absolutely continuous, then q is absolutely continuous.
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Proof. By Theorem 4.7, a unique solution q ∈ GR[0, T ] to (4.1) exists. To see that
q ∈ C[0, T ] it remains to show that q is left-continuous. Given t0 ∈ (0, T ] and ε > 0, we
can choose δ > 0 such that for every t0 ∈ [δ, T ] we have
eM
(
|w(·)− w(t0 − δ)|[t0−δ,t0] +M1‖u(·)− u(t0 − δ)‖[t0−δ,t0]
)
< ε. (5.1)
For an arbitrary 0 < h < δ consider wˆ : [0, t0]→ R and uˆ : [0, t0]→ R
L defined by
wˆ(t) =
{
w(t) t ∈ [0, t0 − h],
w(t0 − h) t ∈ [t0 − h, t0],
uˆ(t) =
{
u(t) t ∈ [0, t0 − h],
u(t0 − h) t ∈ [t0 − h, t0],
With wˆ and uˆ , we associate the solution qˆ of the second equation of (4.24). By (4.25),
we have qˆ(t) = q(t) for t ∈ [0, t0−h] . By definition (3.1) and (2.1), the constant extension
q∗(t) = q(t0 − h) for t ∈ [t0 − h, t0] is a solution of the second equation of (4.24). Since
the solution is unique, we have
qˆ(t) =
{
q(t) t ∈ [0, t0 − h],
q(t0 − h) t ∈ [t0 − h, t0]
and from (4.25) we infer that
|q(t0)−q(t0−h)| ≤ e
M
(
|w(·)−w(t0−h)|[t0−h,t0]+M1‖u(·)−u(t0−h)‖[t0−h,t0]
)
< ε. (5.2)
which proves the continuity of q .
To prove the absolute continuity, we consider a finite sequence 0 ≤ a1 < b1 ≤ · · · ≤
an < bn ≤ T . By (5.2), we have on every interval [ai, bi] the inequality
|q(bi)− q(ai)| ≤ e
M
(
|w(·)− w(ai)|[ai,bi] +M1‖u(·)− u(ai)‖[ai,bi]
)
. (5.3)
The absolute continuity of q in the case when w and u are absolutely continuous now
follows from the definition of absolute continuity. In this case we also have
|q˙(t)| ≤ eM
(
|w˙(t)|+M1‖u˙(t)‖
)
a. e., (5.4)
where the dot denotes the derivative with respect to t .
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