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Abstract 
An adaptive finite element-boundary element algorithm is proposed to compute an approximate solution of a given 
boundary value problem. The convergence in H 1 (O) is controlled by a boundary element based a-posteriori error estimator 
from which an adaptive refinement strategy is derived. Corresponding error estimates are given based on appropriate 
boundary element error estimates in negative Sobolev norms. ~) 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
For the solution of a homogeneous Dirichlet boundary value problem, 
Lu(x)=O fo rxE f2C~n(n=2,3) ,  u(x)=g(x) fo rxcF :=~f2  (1.1) 
with an elliptic second order partial differential operator L we consider a boundary element method, 
where an approximate solution of Eq. (1.1) is described by a representation formula involving an 
approximate boundary element solution. The (linear) interpolation of this solution defines a finite 
element function within the bounded domain f2. Using again the representation formula for the 
solution and its partial derivatives we are able to control the error of this finite element-boundary 
element solution and we can define some adaptive strategy to construct a solution having an almost 
minimal error in Hi (Q)  for a fixed boundary element solution. Besides an accurate computation of 
a finite dimensional solution of Eq. (1.1) we can use the final triangulation of our approach as an 
initial mesh in finite element computations for more complicated problems as in Eq. (1.1), i.e., in the 
case of partial differential operators with non-constant coefficients, or even as a boundary element 
a-posteriori error estimator in finite element computations. Note that the consideration of Dirichlet 
boundary conditions in Eq. (1.1) does not restrict he applicability of our method. For mixed boundary 
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value problems one may use any boundary element method to compute approximate solutions for the 
unknown Cauchy data. Then one can apply the method proposed in this paper directly. Moreover, 
the generalisation to inhomogeneous partial differential equations in Eq. (1.1) will be straightforward. 
The use of boundary element methods is the numerical solution of boundary integral equations 
which are equivalent o the original boundary value problem, for an introduction, see e.g. [9]. 
In Section 2 we describe a direct boundary integral approach which is discretized by a Galerkin 
method. Note that also qualocation or collocation schemes may be applied. For the solution of 
mixed boundary value problems using boundary integral equations and boundary elements, see e.g. 
[2,13]. If an approximate boundary element solution is determined, the solution of the original 
boundary value problem can be computed inside f2 pointwise with a high accuracy due to available 
error estimates in negative Sobolev norms [6]. However, in many applications one is interested 
in a finite dimensional solution of the original problem to be used in a postprocessing such as 
visualisation, computation of functionals including the solution or in nonlinear solution processes. 
In Section 3 we give an adaptive strategy to compute such a solution, where we use a boundary 
element based a-posteriori error estimator to define an appropriate refinement of the mesh. Note that 
after computing the boundary element solution once, no further linear systems have to be solved. 
Some considerations of the numerical amount of work are given in Section 4. Section 5 is devoted 
to the numerical analysis of our method, i.e., to give corresponding error estimates. A numerical 
example in Section 6 underlines the advantage of the proposed method even in a comparison with 
an adaptive finite element computation. 
2. Boundary element methods 
If a fundamental solution U*(x,y) of the partial differential operator L in Eq. (1.1) is given, the 
solution of the boundary value problem (1.1) can be described by the representation formula 
u(x)= f U*(x,y)t(y)dsy - J~ g(y)T*(x,y)dsy for x E ~2, (2.1) 
where t - Tu, T*(x, y) = TyU*(x, y) and T is the conormal derivative operator according to L. For 
x ~ F, Eq. (2.1) gives the boundary integral equation 
1 
(vt)(x) = ~g(x) + 0(y)T*(x, y) dsy = f (x)  for x E F (2.2) 
with the single layer potential operator 
Jr g*(x, y)t(y) dsy. (2.3) (vt)(x) 
Note that V: H-1/2(F) ~ H1/2(F) is bounded and satisfies a Ggtrdings inequality [15]; for n = 2 we 
assume diam g2 < 1 [5]. 
For a family of boundary triangulations Fh we consider trial spaces 
Zh := span{qo~}N_r 1 C H-1/2(F) (2.4) 
of discontinuous splines of polynomial degree v, e.g. of Piecewise constant rial functions (v = 0). 
Then the Galerkin variational formulation of Eq. (2.2) is to find th E Zh such that 
(Vth, Zh)L2(r) = ( f ,  Zh)Z2(r) for all Vh E Zh. (2.5) 
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Note that we may solve Eq. (2.5) for an adaptive refined family of triangulations Fh and corre- 
sponding trial spaces Zh up to some required accuracy. After a final boundary element solution th is 
computed, replacing in Eq. (2.1) t by th, an approximate solution of Eq. (1.1) is given by 
= [ U*(x, y)th(y)dsy- [ g(y)T*(x, y)dsy for x E (2, (2.6) Uh(X) 
Jr Jr 
uh(x) = U*(x,y)th(y)dsy + ~9(x) - 9(y)T*(x,y)dsy for x E F. (2.7) 
In the next section we will describe a finite dimensional pproximation of Eq. (2.6) by using a finite 
element interpolation with respect o an adaptive triangulation of f2. 
3. An adaptive postprocessing algorithm 
For the bounded omain f2 we consider a family of regular triangulations 
No 
f2H = ~ Ok (3.1) 
k-1 
with an initial or coarse triangulation f2 m and Me nodal points xk. With respect o (3.1) we define 
the usual finite element rial space 
Me WH = span{ffk}k=l C HI(f2) (3.2) 
of piecewise linear hat functions. Using Eq. (3.2) we define an approximate finite element solution 
of Eq. (1.1) by 
Me 
~,(x)  = ~ tTk. ~kk(x) (3.3) 
k=l  
with coefficients given by the approximate representation formulae (2.6) and (2.7), 
ak = Uh(Xk) for k = 1,...,M~. (3.4) 
Note that ffH is the linear interpolant for Uh in W,. To controll the error of the approximate solution 
(3.3) and to get a refinement strategy we define an approximate finite element error locally as 
II II II Uh(X) -- C , . (X) I I  Hl( k) for k = 1,... ,No (3.5) 
and refine all finite elements Ok where 
II 11HI(  ) 1> 0. max [I ~n II (3.6) 
E= I ,...,N~2 
is satisfied with some appropriate refinement parameter 0. To avoid hanging nodes and to get a 
family of regular triangulations, we may have to refine additional triangles as originally indicated 
in Eq. (3.6). In two dimensions we use some standard refinement rules as sketched in Fig. 1 (for 
three hanging nodes per triangle), Fig. 2 (for two hanging nodes per triangle) and Fig. 3 (for one 
hanging node per triangle). In the last two cases we have to distinguish if there is a hanging node 
on the largest edge of the triangle or not. 
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Fig. 1. Refinement strategy for three hanging nodes. 
w w 
Fig. 2. Refinement strategies for two hanging nodes. 
v 
\ 
Fig. 3. Refinement strategies for one hanging node. 
Note that we have to stop this refinement strategy when some level of accuracy is reached which 
depends clearly on the accuracy of the boundary element solution th. 
Using the local error estimators (3.5) we are able to define a global error estimator as 
II II II II 2 ),,,2 ~- Hl(f2k) • 
X,k=l 
(3.7) 
4. Numerical complexity 
The numerical complexity of the proposed algorithm consists of the part to solve the Galerkin 
boundary element formulation (2.5), the computation of the finite element-boundary element solution 
(3.3) by computing (3.4) via the representation formulae (2.6), (2.7) and the application of the local 
error estimators (3.5). 
Since the stiffness matrix of the discrete single layer potential V in Eq. (2.5) is in general dense, 
the Galerkin discretization of Eq. (2.5) as well as an iterative solution of the discrete linear sys- 
tem will require O(Nr 2) operations. Note that this can be reduced when using fast acceleration 
techniques such as panel clustering [4]. The computation of the finite element-boundary element so- 
lution requires O(M~Nr) operations. Note that one has to compute all nodal values only once since 
no linear system has to be solved and the refinement strategy is nested. Applying again the discrete 
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representation formula (2.6) to compute the local error estimator (3.5) will cost O(NaNr) operations. 
Therefore, the complexity of our finite element-boundary element algorithm can be estimated as 
O(Nr(Nr + Me + No)). (4.1) 
An optimal finite element computation will cost O(Mo[logMQ]) operations in computing the solution 
and O(No) to get an error estimator. In our numerical example we will see that we can choose Nr 
to be significantly smaller than Mo and No, respectively. Hence we claim that the proposed method 
is comparable to standard finite element methods when considering partial differential equations with 
constant coefficients. Moreover, due to available error estimates in negative Sobolev norms, the 
boundary element based error estimator may provide more accurate results as it will be seen from 
the numerical example. 
5. Error estimates 
In this section we provide all required error estimates for the boundary element solution th of 
Eq. (2.5) as well as error estimates according to Eqs. (3.3) and (3.5). First we note that in Zh there 
holds the approximation property [8], i.e., for a<<.s<<.v+ 1 and a < ½ (n=2) ,  a~<0 (n=3)  we have 
inf I I z -  zh [[Ho(r)<.c.h s-~. Ilzllm(r) (5.1) 
zh CZh 
for all z c= HS(F). Moreover, the solution th of the Galerkin formulation (2.5) is uniquely determined 
[15] and satisfies the error estimate [5,6,9] 
[[t - th 1[ Ho(r)<.c'h "-~" I[t[I H'(r) (5.2) 
1 (n=2),  a~0 (n=3).  Hence we get the maximal error i f t  E H'(F)  and -2 -v<.a<.s<.v+l ,  a < 
reduction of h 2v+3 when measuring the error in the H-2-"(F)  norm, if the solution t is regular enough. 
Note that the local bounds in Eq. (5.2) may differ when using interpolated boundary conditions 9h 
instead of 9 in the Galerkin formulation (2.5). Now it is straightforward that for x E t2 far enough 
from the boundary F we get the error estimate 
- uh(x)[ ~< .fr U*(x,y)(t(y) -lu(x) th(y)) dsv 
< II U*(x,. )ll H2+, r)Ill -- th II H 
<. ch  Iltll (5.3) 
with t E HS(F), s<~v+ 1. Note that in the case when x is near to the boundary, i.e. dist(x,F)<~h 2/3, 
one can use other techniques to compute the solution uh(x) with high accuracy [10,12]. In a similar 
manner as in Eq. (2.6) we can compute the partial derivatives in x E g2 by 
t?x---~uh(x) = U*(x, y)th(y) dsv - y(y)T*(x, y)dsy (5.4) 
providing similar error estimates as given in Eq. (5.3). 
Now we are in a position to formulate the basic error estimates required. 
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Theorem 5.1. Let u E HP(Q), p~<2, be the solution of  Eq. (1.1). For the finite element-boundary 
element solution gH given by Eq. (3.3) there hoM the pointwise error estimate for x E f2~ 
In(x) - gH(x)l <,c .H; -~ . lUlH,(~) + c .h  '+~+~ • Iltll H°-~(~' (5.5) 
and the local error estimates 
I[ u - gH II L=(O~ ~<C" H;.  [ulH~(o,) + c. H~. h p+'+~ • Iltll H~-~(~, (5.6) 
11 u - g. I1 .,(~k> ~c .Hf - ' .  lulH'(~k) + c 'H2 "h e+''+½" Iltll H~-~(r>" (5.7) 
Proof. Using the pointwise error estimate (5.3) we get 
lu(x) - g,(x)[ ~< [Uh(X) - g,(x)[ + lu(x) - uh(x)[ 
~< luh(x) - gH(x)l +c 'h  s+v+2 Iltll H~¢~- 
3 Since Since u E HP(f2) we have t E HP-k(F) by applying the trace theorem and hence s<<.p - ~. 
gH is the linear interpolant of uh we can apply standard error estimates [1, Chapter 4] to derive Eq. 
(5.5). Note that II uh II ,,~¢~ can be bounded by II u [I H,(~) due to definition (2.6). Taking the 
square and integrating over f2~ gives Eq. (5.6). Using corresponding error estimates for UgH we 
can derive Eq. (5.7). [] 
From Eq. (5.7) we get directly the global estimate 
II u - gH II H,(~<<. c. Hf- ' .  lu lH , (~ + c.  H2 .  he+,'+~. Iltll H,-~(r~" (5 .8)  
As in the proof of Theorem 5.1 we get also 
III u - gH II H'(~,) -- I1U~ -- gH II H'(~,>I <.e .H~ .h p+'+~. Iltll H~-~(r), (5.9) 
which provides that the error estimator (3.5) is equivalent to the error if h is sufficiently small. 
6. Numerical example 
As numerical example we consider for n = 2 the Dirichlet boundary value problem 
Au(x)=0 fo rxE(2 ,  u(x)=g(x)  fo rxEF ,  (6.1) 
where ~ is the L shaped domain as sketched in Fig. 4. 
In Eq. (6.1) the given Dirichlet data are taken in such a way that the exact solution of the 
boundary value problem (6.1) is given in polar coordinates by 
~_ 2q~ 
u(x) = u(r, cp) = r3 • sin - - .  (6.2) 
3 
First we solve the Galerkin boundary integral formulation (2.5) starting from an initial triangulation 
of Nr = 8 boundary elements. Using an a-posteriori error estimator as described in [i1] we get a 
hierarchy of adaptively refined boundary triangulations. All linear systems equivalent to Eq. (2.5) 
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Fig. 4. L shaped domain f2 and initial triangulation. 
Table 1 
H~(f2) error of the finite-boundary element solution 
Estimated Exact 
Ma N~ Absolute Relative Absolute Relative 
8 6 1 .66-  1 3 .04-  1 1 .66-  1 3.05 - 1 
17 20 1 .14-  1 2.08 - 1 1 .14-  1 2.08 - 1 
28 40 8.26 - 2 1.51 - 1 8.27 - 2 1.51 - 1 
49 76 5.96 - 2 1.09 - 1 5.96 - 2 1.09 - 1 
73 122 4.52 - 2 8.26 - 2 4.53 - 2 8.27 - 2 
131 230 3.34 - 2 6.09 - 2 3.34 - 2 6.11 - 2 
189 338 2.72 - 2 4.97 - 2 2.73 - 2 4.98 - 2 
350 646 1.97 - 2 3.60 - 2 1.97 - 2 3.59 - 2 
596 1116 1.49 - 2 2.72 - 2 1.49 - 2 2.72 - 2 
1095 2086 1.09 - 2 2.00 - 2 1.10 - 2 2.01 - 2 
2003 3868 8.09 - 3 1.48 - 2 8.21 - 3 1.50 - 2 
are so lved  by  a con jugate  grad ient  method  us ing  a precond i t ioner  as proposed  in [14] wh ich  is we l l  
su i ted for  the adapt ive  re f inement  case. In  the example  descr ibed  here  it was  suff ic ient to stop the 
boundary  e lement  computat ion  after  us ing  Nr = 86 boundary  e lements  y ie ld ing  a L 2 error  o f  
[[t - th [1L2(r) = 2.47 × 10 -1. 
Us ing  the Ga lerk in  boundary  e lement  so lut ion  th we  def ine the f inite e lement -boundary  e lement  
so lut ion  (3 .3)  first on  the init ial  domain  t r iangu la t ion  as shown in Fig.  4 and then on the ref ined 
t r iangu la t ion  when app ly ing  the re f inement  cr i ter ia (3 .6)  w i th  0 = 0.3. In  Tab le  1 we  g ive  both  the 
es t imated  error  (3 .7)  and the exact  error  [[ u -  uH [[ H,(~) us ing  the exact  so lut ion  g iven  by  Eq.  (6 .2)  
for  al l  l eve ls  o f  mesh  re f inement .  
For  an assessment  o f  our  results  we  first use a f inite e lement  computat ion  on  the f inest f inite 
e lement -boundary  e lement  t r iangu la t ion  shown in Fig.  5 w i th  Ma - -2003 nodes  get t ing  an error  o f  
II u - uh II = 8.02 × 10 -3, II u - Uh 11 re(Q) = 1.46 × 10 -2. 
II u II 
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Fig. 5. FEM/BEM triangulation with 2003 nodes. 
Hence, the finite element-boundary element solution we computed is closed to the finite element 
solution minimizing the energy norm 1-I~/~(a) in W~. 
Using the results given in [7] we can compare our results with an adaptive finite element compu- 
tation based on an error estimator given in [3]. For the final triangulation as shown in Fig. 6 with 
Ma = 1990 nodes and NQ = 3904 volume elements the approximate finite element solution has an 
error of 
II u - uh II H~a) = 1.22 x 10 -2, = 2.24 × 10 -2. 
Summarizing the numerical results we conclude that the finite element-boundary element method 
proposed gives a triangulation providing some slightly better error results than an adaptive finite 
element computation. Note that the finite element-boundary element solution was computed just 
with 86 boundary elements only, and that the computation of the coefficients is a postprocessing 
without solving any linear system. 
The proposed algorithm to define a finite element-boundary element solution of a boundary value 
problem in consideration and the boundary element based error estimator can be applied directly 
to mixed boundary value problems and other partial differential equations with constant coefficients. 
From this point of view there is also no restriction in the space dimension, however, adaptive 
triangulations in three dimensions are still a complicated task. 








Fig. 6. FEM triangulation with 1990 nodes. 
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