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Esta tese apresenta um modelo para sistemas a eventos discretos no qual a planta consiste
de um Sistema de Transic¸a˜o de Estados equipado com uma colec¸a˜o de dados. A colec¸a˜o
de dados introduz varia´veis cujos valores sa˜o atualizados por operac¸o˜es comandadas pelas
transic¸o˜es discretas do Sistema de Transic¸a˜o de Estados. As especificac¸o˜es de compor-
tamentos deseja´veis consistem de predicados relacionados a`s ocorreˆncias dos eventos. O
supervisor, baseado na sequ¨eˆncia de eventos ocorrida no passado, controla a evoluc¸a˜o do
sistema atrave´s da habilitac¸a˜o de eventos. A decisa˜o da habilitac¸a˜o de eventos decorre
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de um controle minimamente restritivo e´ apresentado. As principais caracter´ısticas do
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This thesis presents a model for discrete-event systems in which the plant consists of a
finite State Transition System, or STS, equipped with a data collection. The data col-
lection introduces variables whose values are updated by operations commanded by the
discrete transitions in the STS. The specifications of desirable behaviors consist of predi-
cates related to the occurrence of the events. The supervisor, based on the sequence of
events occurred in the past, controls the system evolution through the disabling of events.
The decision of disabling events originates from the evaluation of predicates computed
from the specification of desirable behaviors. A method for the synthesis of supervisors
attaining a specification with minimally restrictive control is presented. The main cha-
racteristics of our framework are the possibility of capturing non-regular behaviors and
the construction of parameterized models which lead to generic solutions for a given class
of problems.
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Cap´ıtulo 1
Introduc¸a˜o
“Um sistema e´ uma combinac¸a˜o de componentes que atuam conjuntamente e realizam um certo
objetivo. Um distu´rbio e´ um sinal que tende a afetar adversamente o valor da sa´ıda de um sistema. O
controle realimentado e´ uma operac¸a˜o que, na presenc¸a de distu´rbios, tende a reduzir a diferenc¸a entre
a sa´ıda de um sistema e a entrada de refereˆncia (ou um estado desejado, arbitrariamente variado) e
que opera nesta diferenc¸a. Um sistema de controle realimentado e´ aquele que tende a manter uma
relac¸a˜o prescrita entre a sa´ıda e a entrada de refereˆncia, comparando-as e utilizando a diferenc¸a como
um meio de controle [Oga82].”
Embora o (sistema de) controle realimentado seja aplica´vel a va´rias a´reas do conhecimento, ele
e´ basicamente uma disciplina de engenharia. Como tal, seu progresso esta´ intimamente relacionado
com a resoluc¸a˜o de problemas pra´ticos que apareceram em algum momento da histo´ria humana.
Dentre estes momentos, destacam-se (a) a revoluc¸a˜o industrial na Europa (se´culo 18), (b) o surgi-
mento das comunicac¸o˜es em massa e as grandes guerras na primeira metade do se´culo 20 e (c) o
in´ıcio da era espacial em 1957. Ao longo de todos estes anos, as metodologias para a ana´lise e o
projeto de sistemas de controle evolu´ıram da tentativa-e-erro a me´todos matema´ticos bem definidos.
As primeiras metodologias matema´ticas focaram basicamente a representac¸a˜o de fenoˆmenos f´ısicos
atrave´s de equac¸o˜es diferenciais. Com o advento dos computadores, estes fenoˆmenos f´ısicos passaram
a ser representados por equac¸o˜es dinaˆmicas em tempo discreto, as quais na˜o alteraram a natureza
cont´ınua intr´ınseca da evoluc¸a˜o daqueles fenoˆmenos [Lew92].
Com o avanc¸o da tecnologia, o homem comec¸ou a construir sistemas “completamente” artificiais
cada vez mais complexos, como, por exemplo, redes de transporte, redes de computadores, redes
de comunicac¸a˜o, linhas de montagem, em particular, suas formas “flex´ıveis” – para citar, e´ claro,
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apenas alguns exemplos. Nestes sistemas, o principal mecanismo dinaˆmico e´ a sucessa˜o de tarefas e
os principais problemas a serem resolvidos esta˜o relacionados com a sincronizac¸a˜o e cooperac¸a˜o de
tarefas e a exclusa˜o mu´tua ou competic¸a˜o pelo uso de algum recurso comum. Para sistemas como
estes, a utilizac¸a˜o de modelos baseados em equac¸o˜es diferenciais ou por suas ana´logas no tempo
discreto nem sempre sa˜o adequados. Esta e´ certamente a raza˜o pela qual tais sistemas, na˜o obstante,
constitu´ırem verdadeiros sistemas dinaˆmicos, terem sido negligenciados durante algum tempo pelos
peritos em controle automa´tico, tendo atra´ıdo, entretanto, a atenc¸a˜o de cientistas da computac¸a˜o,
especialistas em manufatura, etc., de acordo com o domı´nio da aplicac¸a˜o de interesse.
O desinteresse por parte dos peritos em controle automa´tico nestes sistemas perdurou ate´ os anos
80. A partir da´ı, a engenharia de controle passou a utilizar teorias bem definidas pela cieˆncia da
computac¸a˜o para modelar e tratar sistemas como os anteriores. Tais sistemas foram referenciados
como Sistemas Dinaˆmicos a Eventos Discretos ou, resumidamente, SED 1. A palavra “discretos”
se refere ao fato de que as dinaˆmicas sa˜o constru´ıdas a partir de eventos, ou em outras palavras,
dinaˆmicas dirigidas pela ocorreˆncia de eventos em instantes discretos, na˜o conhecidos a` priori. Nestes
sistemas, o interesse esta´ no momento e na ordem em que os eventos acontecem.
Em resumo, os SED sa˜o sistemas lo´gicos que representam abstrac¸o˜es dos sistemas f´ısicos e sa˜o
usados quando a explorac¸a˜o de certas propriedades lo´gicas (ou qualitativas) e quantitativas e´ deseja´-
vel. No contexto das propriedades qualitativas, sa˜o tratados problemas tais como o confinamento dos
sistemas a um conjunto de estados seguros e a auseˆncia de bloqueio; e, no contexto das propriedades
quantitativas, o interesse principal esta´ no desempenho e otimizac¸a˜o dos sistemas.
1.1 Do que consiste o estudo e quais sa˜o os objetivos do
estudo de SED?
Normalmente, o objetivo de qualquer estudo relacionado com SED esta´ na modelagem, ana´lise
e/ou controle dos sistemas. Um modelo e´ uma representac¸a˜o do conhecimento que se tem sobre o
sistema e a partir do qual e´ poss´ıvel, por exemplo, predizer o comportamento do sistema. Claramente,
qualquer estudo cujo objetivo e´ a ana´lise ou o controle de sistemas, parte de uma representac¸a˜o
adequada do sistema. Desta forma, pode-se dizer que a modelagem e´ a base de qualquer estudo
relacionado com SED.
1Muito provavelmente, o termo “Sistemas Dinaˆmicos a Eventos Discretos” foi criado por Yu Chi Ho [HC83].
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Como em qualquer a´rea do conhecimento, os modelos sa˜o constru´ıdos em func¸a˜o do que se deseja
realizar e das te´cnicas a serem usadas nestas realizac¸o˜es. Um modelo pode ser adequado a uma
certa aplicac¸a˜o e inadequado a outra. Assim, em termos dos objetivos a atingir, na˜o existe o modelo
perfeito, mas apenas o modelo mais adequado. Nos SED, a modelagem na˜o e´ diferente e, consequ¨en-
temente, muitos modelos foram propostos nos u´ltimos anos. Estes modelos podem, em geral, ser
classificados segundo os instrumentos utilizados em suas fundamentac¸o˜es. Dentre os modelos mais
utilizados, destacam-se aqueles baseados em linguagens formais, redes de Petri, lo´gica temporal e
ma´quinas de estados estendidas. Estes e outros modelos interessantes sa˜o explorados extensivamente
na literatura [VK88, RW89, CR90, SSK96, CQ94].
Como todos os me´todos de modelagem naturalmente teˆm vantagens e desvantagens, a escolha
de um ou outro me´todo depende do sistema a ser modelado, dos objetivos da modelagem, da pra-
ticidade do me´todo e, principalmente, do conhecimento que se tem sobre o instrumental usado na
fundamentac¸a˜o do me´todo. E´ claro que qualquer estudo relacionado com a modelagem de SED deve
intencionar a definic¸a˜o de me´todos que possam ser extensivamente usados. Neste sentido, entenda-se
a praticidade do me´todo como a facilidade da construc¸a˜o do modelo, a facilidade da aplicac¸a˜o de
te´cnicas (preferencialmente, automa´ticas) para a ana´lise e o controle do sistema e a facilidade da
interpretac¸a˜o dos resultados. Ale´m disso, o instrumental, normalmente matema´tico, usado na funda-
mentac¸a˜o do modelo deve ser o mais simples poss´ıvel, sem o comprometimento da exatida˜o requerida
com o sistema f´ısico.
1.2 Objetivos desta tese
O enfoque deste trabalho esta´ no tratamento das propriedades qualitativas dos SED e, neste con-
texto, devido a` sua abrangeˆncia, a abordagem normalmente usada e´ o controle superviso´rio para
SED, introduzida por Ramadge e Wonham [RW87]. Embora bem consolidada, a abordagem original
de Ramadge e Wonham (RW) apresenta alguns problemas principalmente em se tratando de siste-
mas complexos. Muitos destes problemas ja´ foram abordados na literatura. Outros, pore´m, ainda
permanecem em aberto e na˜o teˆm sido muito explorados. Em particular, a linguagem formal usada
na descric¸a˜o dos requisitos a serem atendidos por um agente de controle nem sempre possibilita um
claro entendimento destes requisitos. Ale´m disso, pouca eˆnfase foi dada, ate´ o momento, a soluc¸o˜es
gene´ricas para uma classe de problemas com uma mesma estrutura (uma excec¸a˜o sa˜o os trabalhos
de Chen e Lin [CL00, CL01b, CL01a]).
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Desafio e motivac¸a˜o
As observac¸o˜es anteriores motivaram o desenvolvimento desta tese, a qual basicamente propo˜e
um modelo para os SED adapta´vel a certas mudanc¸as de configurac¸a˜o dos processos. Com relac¸a˜o
a` especificac¸a˜o de requisitos, a linguagem usada e´ simples, clara, flex´ıvel e gene´rica no sentido de
permitir o tratamento de especificac¸o˜es parametrizadas. O desafio deste desenvolvimento e´ atingir
estes objetivos sem penalizar demasiadamente a sistematizac¸a˜o do projeto dos controladores.
Proposta
Esta tese apresenta um modelo para SED, o qual sera´ denominado Sistemas de Transic¸a˜o de
Estados com Pre´-Condic¸o˜es (STE-PC), baseado na interac¸a˜o entre um sistema de transic¸a˜o de estados
e uma colec¸a˜o de dados. O sistema de transic¸a˜o de estados e´ usado para capturar a estrutura do
sistema bem como servir como aˆncora para a definic¸a˜o dos comportamentos do sistema enquanto que
a colec¸a˜o de dados e´ usada para fornecer informac¸o˜es complementares que possam auxiliar a descric¸a˜o
dos comportamentos deseja´veis. A linguagem para a descric¸a˜o destes comportamentos consiste de
um conjunto de fo´rmulas lo´gicas e simbo´licas, tambe´m chamadas de pre´-condic¸o˜es, restringindo a
ocorreˆncia dos eventos. Mais especificamente, a cada transic¸a˜o do sistema de transic¸a˜o de estados
pode ser associada uma fo´rmula lo´gica cujos termos consistem de varia´veis refletindo os estados locais
dos subsistemas ou valores dos componentes da colec¸a˜o de dados.
Em resumo, este trabalho propo˜e (a) ummodelo para SED, (b) uma linguagem para a descric¸a˜o dos
comportamentos deseja´veis e (c) algoritmos para a s´ıntese de controladores. Tambe´m sa˜o requisitos
integrantes desta tese, os seguintes:
1. A classe dos sistemas tratados pelos STE-PC deve ser igual ou maior do que a classe dos sistemas
tratados pela abordagem RW.
2. O modelo deve permitir que sistemas complexos sejam constru´ıdos a partir de subsistemas mais
simples (composic¸a˜o de subsistemas).
3. A linguagem para a descric¸a˜o dos comportamentos deseja´veis deve permitir que especifica-
c¸o˜es complexas possam ser constru´ıdas a partir de especificac¸o˜es mais simples (composic¸a˜o de
especificac¸o˜es).
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4. A linguagem para a descric¸a˜o dos comportamentos deseja´veis deve ser intuitiva e flex´ıvel.
5. A linguagem para a descric¸a˜o dos comportamentos deseja´veis deve permitir a construc¸a˜o de
especificac¸o˜es parametrizadas, isto e´, classes de especificac¸o˜es.
6. O modelo do sistema e a linguagem para a descric¸a˜o dos comportamentos deseja´veis devem ser
expans´ıveis, isto e´, devem permitir que no futuro uma classe maior de problemas possam ser
tratados (tal como sistemas temporizados).
7. Os procedimentos algor´ıtmicos para a s´ıntese de controladores devem tratar especificac¸o˜es pa-
rametrizadas. Nestes casos, os resultados produzidos devem ser soluc¸o˜es parametrizadas, isto
e´, classes de soluc¸o˜es.
8. As soluc¸o˜es produzidas pelos procedimentos algor´ıtmicos para a s´ıntese de controladores devem
ser reduzidas.
9. As soluc¸o˜es produzidas pelos procedimentos algor´ıtmicos para a s´ıntese de controladores devem
ser o´timas, isto e´, minimamente restritivas.
10. Os procedimentos algor´ıtmicos para a s´ıntese de controladores devem ser computa´veis e com-
putacionalmente eficientes.
Contribuic¸a˜o
Em comparac¸a˜o com a abordagem RW, a inclusa˜o de uma colec¸a˜o de dados ao modelo, associada
a` avaliac¸a˜o on-line de fo´rmulas, permite uma representac¸a˜o mais compacta dos sistemas, a captura
de comportamentos na˜o regulares e a construc¸a˜o e resoluc¸a˜o off-line de modelos gene´ricos para uma
classe de problemas com a mesma estrutura. Estes sa˜o ganhos quantitativos que ja´ justificariam este
trabalho. No entanto, ainda existem ganhos qualitativos que tornam os STE-PC bastante pra´ticos.
Ale´m da linguagem usada na construc¸a˜o das especificac¸o˜es ser do domı´nio de profissionais de va´rias
a´reas do conhecimento, as diferentes formas para a composic¸a˜o de diferentes especificac¸o˜es facilitam
muito a descric¸a˜o dos requisitos deseja´veis 2.
2E´ claro que estas contribuic¸o˜es qualitativas necessitam uma comprovac¸a˜o pra´tica, a qual esta´ ale´m do escopo desta
tese.
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Limitac¸o˜es
A classe dos sistemas tratados nesta tese na˜o inclui sistemas temporizados ou h´ıbridos. Na
modelagem da colec¸a˜o de dados, somente func¸o˜es computa´veis 3 podem ser usadas. Os me´todos
algor´ıtmicos so´ se aplicam a uma sub-classe de STE-PC, a qual sera´ descrita no Cap´ıtulo 4. O
Procedimento 5.2.1 para a s´ıntese de controladores livres de deadlocks na˜o elimina livelocks.
1.3 Artigos publicados
Ao longo do desenvolvimento dos STE-PC foram publicados os seguintes artigos:
[OCK03a] Artigo publicado no VI SBAI em 2003.
Resumo: Este trabalho propo˜e um modelo para sistemas dirigidos pela ocorreˆncia de eventos
discretos (SED) consistindo de um autoˆmato finito determin´ıstico sincronizado com uma colec¸a˜o
de dados. O modelo, denominado sistemas a eventos discretos guardados (SED-G) e´ realizado
atrave´s de autoˆmatos guardados, onde a habilitac¸a˜o de cada conjunto de eventos s´ıncronos
pode estar condicionada a` satisfac¸a˜o de um predicado definido em func¸a˜o do estado discreto do
autoˆmato e em func¸a˜o das varia´veis definidas pela colec¸a˜o de dados. O correlacionamento entre
estados discretos, eventos e restric¸o˜es e´ representado textualmente na forma de regras. Cada
regra define as condic¸o˜es que habilitam a ocorreˆncia de um conjunto de eventos s´ıncronos e as
condic¸o˜es a serem satisfeitas apo´s a ocorreˆncia daqueles eventos. As principais caracter´ısticas
dos SED-G sa˜o a expressa˜o de comportamentos na˜o regulares e, dependendo das propriedades
estruturais dos componentes constituintes do sistema, a construc¸a˜o de modelos gene´ricos atrave´s
da parametrizac¸a˜o de valorac¸o˜es iniciais, finais, etc.
[OCK03b] Artigo publicado no VI SBAI em 2003.
Resumo: Os SED-G sa˜o sistemas dirigidos pela ocorreˆncia de eventos discretos cujas restric¸o˜es
de comportamento sa˜o expressas em termos de predicados (ou guardas) restringindo a ocorreˆn-
cia de certos eventos. A habilitac¸a˜o dos eventos e´ condicionada a` satisfac¸a˜o dos predicados
a eles (possivelmente) associados. Um supervisor garantindo a satisfac¸a˜o dos requisitos da-
dos pode ser constru´ıdo somente se todas as restric¸o˜es forem impostas sobre a ocorreˆncia de
3Por computa´vel, entenda-se a existeˆncia de uma sequ¨eˆncia finita e conta´vel de passos bem definidos capaz de
produzir o resultado correto da func¸a˜o [HMU01].
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eventos controla´veis. Este artigo utiliza uma te´cnica denominada antecipac¸a˜o de guardas, a
ser aplicada sobre as restric¸o˜es impostas sobre a ocorreˆncia de eventos na˜o controla´veis, para
permitir a construc¸a˜o de supervisores nos casos em que uma especificac¸a˜o requer a habilitac¸a˜o
condicionada de eventos na˜o controla´veis. Esta te´cnica consiste basicamente do teste anteci-
pado das restric¸o˜es associadas aos eventos na˜o controla´veis para o instante em que o sistema
esta´ para habilitar os eventos controla´veis que precedem os eventos na˜o controla´veis restritos.
Como resultado da antecipac¸a˜o de guardas, a satisfac¸a˜o das condic¸o˜es para a habilitac¸a˜o de
eventos na˜o controla´veis sa˜o implicadas pelo teste antecipado realizado durante a habilitac¸a˜o
dos eventos controla´veis precedentes. Isto garante a existeˆncia de supervisores (mais restriti-
vos, e´ claro) mesmo nos casos onde a especificac¸a˜o original restringe a ocorreˆncia de eventos
na˜o controla´veis.
[OCK04] Artigo publicado no“11th IFAC Symposium on Information Control Problems in Manufacturing”
em 2004.
Abstract: This work presents a model of discrete event systems (DES) consisted of a synch-
ronized deterministic finite automaton with a data structure. The model, denominated DES
with guards is realized through automata with guards, where the habilitation of each group of
synchronized events may be conditioned to the satisfaction of a predicate related to the discrete
state of the automata and to the defined variables by data structure. The most important cha-
racteristics of DES with guards are the expression of non-regular behaviors and, depending on
the structural properties of the components of the system, the construction of generic models
through the parametrization of initial values, final values, etc.
[OCK05] Supervisory Control Problem for Parameterized and Non-Regular Discrete Event Systems.
Abstract: This article presents a model for discrete-event systems in which the plant consists
of a finite State Transition System, or STS, equipped with a data collection. The data collec-
tion introduces variables whose values are updated by operations commanded by the discrete
transitions in the STS. The specifications of desirable behaviors consist of predicates related to
the occurrence of the events. The supervisor, based on the sequence of events occurred in the
past, controls the system evolution through the disabling of events. The decision of disabling
events originates from the evaluation of predicates computed from the specification of desirable
behaviors. A method for the synthesis of supervisors attaining a specification with minimally
restrictive control is presented. The main characteristics of our framework are the possibility
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of capturing non-regular behaviors and the construction of parameterized models which lead to
generic solutions for a given class of problems.
1.4 Organizac¸a˜o do documento
A estrutura desta tese consiste dos seguintes cap´ıtulos:
• No Cap´ıtulo 2 sa˜o introduzidos os dois modelos para SED mais relevantes ao modelo a ser
apresentado neste documento.
• No Cap´ıtulo 3 sa˜o introduzidos “teoricamente” os conceitos relacionados com os STE-PC.
• No Cap´ıtulo 4 sa˜o descritos formalmente os conceitos relacionados com a s´ıntese de controlado-
res. Neste cap´ıtulo tambe´m e´ apresentado o algoritmo para a s´ıntese da ma´xima especificac¸a˜o
controla´vel.
• No Cap´ıtulo 5 sa˜o comentados os problemas relacionados com a s´ıntese de controladores na˜o
bloqueantes.
• No Cap´ıtulo 6, os algoritmos para a s´ıntese de controladores sa˜o aplicados sobre alguns exem-
plos.
• Finalmente, no Cap´ıtulo 7 sa˜o apresentadas as concluso˜es sobre o trabalho realizado bem como
uma se´rie de perspectivas sobre poss´ıveis trabalhos futuros.
Cap´ıtulo 2
Modelos para SED
Neste cap´ıtulo sa˜o introduzidos dois modelos para SED que, no contexto desta tese, sa˜o de particu-
lar interesse. Devido a` sua importaˆncia no contexto dos SED, a teoria cla´ssica baseada em autoˆmatos
e´ explorada mais detalhadamente. O modelo FSMwP – Finite State Machine with Parameters e´
introduzido devido a` sua similaridade com o modelo a ser apresentado nesta tese.
2.1 Teoria cla´ssica baseada em autoˆmatos
A teoria de controle superviso´rio para sistemas a eventos discretos, introduzida em [RW87], mo-
dela os SED como uma planta interagindo com um supervisor. A planta e´ capaz de gerar eventos
expontaneamente. O supervisor, em func¸a˜o da sequ¨eˆncia de eventos ocorrida no passado, controla a
evoluc¸a˜o futura do sistema atrave´s da inibic¸a˜o da ocorreˆncia de alguns eventos na planta. O com-
portamento da planta e´ descrito em termos de duas linguagens consistindo de cadeias de eventos. A
linguagem L, de cadeias parciais, corresponde a`s tarefas incompletas do sistema e a linguagem Lm,
de cadeias marcadas, corresponde a`s tarefas completas do sistema. Estas linguagens, normalmente
infinitas, sa˜o geradas por dispositivos finitos denominados geradores. Um gerador G e´ uma estrutura
de controle semelhante a um autoˆmato (finito), na qual, em geral, somente um subconjunto pro´prio
da totalidade de eventos pode ocorrer em cada estado [RW87]. As notac¸o˜es L(G) e Lm(G) enfatizam
o gerador usado para a gerac¸a˜o de L e Lm, respectivamente.
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2.1.1 Geradores e a modelagem das plantas
Definic¸a˜o 2.1.1 (Gerador). Um gerador G e´ a qu´ıntupla 〈Q, Σ, δ, q0, Qm〉 consistindo dos seguintes
elementos:
1. Q e´ um conjunto finito de estados (discretos).
2. Σ e´ um conjunto finito de s´ımbolos denominados eventos. A notac¸a˜o Σ∗ representa o conjunto
de todas as cadeias de s´ımbolos em Σ, incluindo a cadeia vazia ε.
3. δ : Q × Σ → Q e´ uma func¸a˜o parcial de transic¸a˜o de estados definida para cada q ∈ Q e
um subconjunto de s´ımbolos ρ ∈ Σ. A notac¸a˜o δ(q, σ)! indica que δ(q, σ) e´ definida. Para
um estado q ∈ Q, o conjunto de eventos fisicamente poss´ıveis de ocorrerem a partir de q e´
Σ(q) = { σ ∈ Σ | δ(q, σ)! }.
4. q0 ∈ Q e´ o estado inicial do gerador.
5. Qm ⊆ Q e´ um conjunto de estados marcados.
A func¸a˜o δ e´ estendida para a func¸a˜o parcial δ∗ : Q × Σ∗ → Q pelas regras:
• δ∗(q, ε) = q, e
• δ∗(q, sσ) = δ(δ∗(q, s), σ),
contanto que q′ = δ∗(q, s)! e δ(q′, σ)!.
O conjunto de eventos Σ e´ particionado em Σu e Σc. O conjunto Σc e´ o conjunto dos eventos
controla´veis e corresponde ao conjunto de eventos que podem ser inibidos por algum agente externo.
O conjunto Σu e´ o conjunto dos eventos na˜o-controla´veis contendo aqueles eventos que na˜o podem
ser inibidos.
O comportamento fechado de G e´ L(G) = { s ∈ Σ∗ | δ∗(q0, s)! } e o comportamento marcado de G
e´ Lm(G) = { s ∈ Σ∗ | δ∗(q0, s)! ∈ Qm }. E´ importante notar que ∅ ⊆ Lm(G) ⊆ L(G) e ε ∈ L(G). Para
H ⊆ Σ∗, o prefixo-fechamento de H e´ dado por H = { s ∈ Σ∗ | su ∈ H para algum u ∈ Σ }. A linguagem
H e´ prefixo-fechada se H = H. A linguagem L(G) e´ prefixo-fechada.
Um estado q ∈ Q e´ acess´ıvel se existe uma cadeia s ∈ Σ∗ com δ∗(q0, s)! e δ∗(q0, s) = q. O subconjunto
de todos os estados acess´ıveis em G e´ ReachQ(G) = { q ∈ Q | ∃ s ∈ Σ∗, δ∗(q0, s) = q }; G e´ acess´ıvel se
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ReachQ(G) = Q. Um estado q ∈ Q e´ co-acess´ıvel se existe s ∈ Σ∗ tal que δ∗(q, s) ∈ Qm, isto e´, q e´ co-
acess´ıvel se a partir dele existe um caminho (uma sequ¨eˆncia de eventos poss´ıvel em G) ate´ um estado
marcado. O subconjunto de todos os estados co-acess´ıveis em G e´ CoReachQ(G) = { q ∈ Q | ∃ s ∈ Σ∗,
δ∗(q, s) ∈ Qm }; G e´ co-acess´ıvel se CoReachQ(G) = Q. G e´ na˜o-bloqueante se cada estado acess´ıvel e´
co-acess´ıvel, ou em outras palavras, G e´ na˜o-bloqueante se toda cadeia gerada por G e´ prefixo de uma
cadeia marcada tambe´m gerada por G, isto e´, se L(G) = Lm(G). G e´ trim se todos os seus estados sa˜o
acess´ıveis e co-acess´ıveis.
Graficamente, um gerador e´ representado como um grafo, cujos ve´rtices correspondem aos estados
discretos do sistema. Os eventos do sistema definem (e rotulam) as transic¸o˜es entre os estados. Uma
transic¸a˜o definida por um evento controla´vel e´ diferenciada de outra, definida por um evento na˜o-
controla´vel, por um pequeno trac¸o cruzando o arco representando aquela transic¸a˜o. Uma transic¸a˜o
sem um estado origem define o estado destino como inicial. Os estados marcados sa˜o indicados por
um c´ırculo duplo ou por um asterisco (*).
Exemplo 2.1.1 (Linha realimentada – LR [Won98]). Uma linha realimentada e´ constitu´ıda
de uma planta com duas ma´quinas simples (M1 e M2), dois armaze´ns (A1 e A2) e um testador (T1).
As ma´quinas e o testador teˆm estados Idle, indicando ocioso, e Working, indicando em operac¸a˜o. O
testador pode aceitar um produto ou refutar o produto. No caso da refutac¸a˜o, o produto refutado
deve ser reprocessado pela ma´quina M2. Os armaze´ns A1 e A2 sa˜o definidos como tendo a capacidade
de armazenar, respectivamente, ate´ N e M produtos (onde N e M sa˜o paraˆmetros do projeto) e
as operac¸o˜es de inserc¸a˜o e de remoc¸a˜o. As mudanc¸as de estado das ma´quinas sa˜o indicadas pelos
eventos discretos si e fi para i = 1, 2. Os eventos si sinalizam os in´ıcios das operac¸o˜es das ma´quinas
e os eventos fi, os finais das operac¸o˜es. O in´ıcio do teste e´ indicado pelo evento t e o final do teste,
pelos eventos a (de aceito) e r (de refutado).
Depois que M1 termina o processamento de uma pec¸a, M1 deposita a pec¸a temporariamente
no armaze´m A1. Em seguida, M2 retira uma pec¸a do armaze´m A1, processa a pec¸a e a armazena
em A2. Finalmente, o testador retira uma pec¸a de A2, testa-a e, caso a pec¸a seja refutada, ela e´
depositada novamente em A1. Estas interac¸o˜es entre os diversos componentes da planta sa˜o ilustradas
na Figura 2.1.
O objetivo do controle da linha realimentada e´ evitar os underflows e overflows dos armaze´ns e o
deadlock da planta.
Os geradores modelando os subsistemas sa˜o ilustrados na Figura 2.2.
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Figura 2.2: Geradores dos subsistemas da linha realimentada.
O modelo da planta e´ o gerador obtido pela composic¸a˜o sincronizada dos diversos subsistemas.
Formalmente, a operac¸a˜o de composic¸a˜o s´ıncrona usada na construc¸a˜o da planta e´ definida como:
Definic¸a˜o 2.1.2 (Composic¸a˜o s´ıncrona [Hoa85]). Dadas duas ma´quinas de estados determin´ıs-
ticas M1 = 〈Q1, Σ1, δ1, q1,0, Q1,m〉 e M2 = 〈Q2, Σ2, δ2, q2,0, Q2,m〉, a composic¸a˜o s´ıncrona de M1 e M2,
denotada M1 ‖M2, e´ a ma´quina M1 ‖M2 = 〈Q1 ×Q2, Σ1 ∪Σ2, δ, 〈q1,0, q2,0〉, Qm,1 ×Qm,2〉, onde, para
cada q = 〈q1, q2〉 ∈ Q1 ×Q2 e σ ∈ Σ1 ∪ Σ2:
δ(q, σ) =

〈δ1(q1, σ), δ2(q2, σ)〉 se δ1(q1, σ)!, δ2(q2, σ)! e σ ∈ Σ1 ∩ Σ2
〈δ1(q1, σ), q2〉 se δ1(q1, σ)! e σ ∈ Σ1 − Σ2
〈q1, δ2(q2, σ)〉 se δ2(q2, σ)! e σ ∈ Σ2 − Σ1
Assim, os eventos comuns de M1 ‖ M2 ocorrem sincronamente, enquanto que os demais, assincrona-
mente. Se Σ1 = Σ2 = Σ, enta˜o L(M1 ‖ M2) = L(M1) ∩ L(M2) e Lm(M1 ‖ M2) = Lm(M1) ∩ Lm(M2),
uma vez que todos os eventos ocorrem sincronamente. Caso na˜o existam eventos comuns entre os
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subsistemas, enta˜o todos os eventos ocorrem assincronamente e, neste caso, o produto acima e´ deno-
minado produto ass´ıncrono. O estado inicial da composic¸a˜o M1 ‖M2 e´ q0 = 〈q01 , q02〉 ∈ Q1 ×Q2, onde
q01 ∈ Q1 e´ o estado inicial de M1 e q02 ∈ Q2 e´ o estado inicial de M2. A Figura 2.3 ilustra o gerador
modelando a linha realimentada obtido a partir da composic¸a˜o s´ıncrona dos geradores da Figura 2.2.
Na figura, os estados sa˜o da forma xyz onde x, y e z denotam, respectivamente, os estados locais das
ma´quinas M1 e M2 e o estado local do testador T1.
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Figura 2.3: Modelo cla´ssico da linha realimentada.
2.1.2 Supervisores e especificac¸o˜es
Um agente externo de controle, baseado na sequ¨eˆncia de eventos que conduziu o sistema a um
estado qualquer, pode naquele instante inibir alguns eventos controla´veis (se houver algum) e, desta
forma, restringir o passo seguinte da evoluc¸a˜o do sistema a um subconjunto dos estados poss´ıveis.
Formalmente, a selec¸a˜o dos eventos poss´ıveis no pro´ximo passo da evoluc¸a˜o do sistema e´ expressa em
termos de entradas de controle.
Definic¸a˜o 2.1.3 (Entradas de controle va´lidas). Seja G = 〈Q, Σ, δ, q0, Qm〉 um gerador com
Σ = Σu ∪ Σc. O conjunto de todas as entradas de controle va´lidas associado a G e´ o conjunto
ΓG = {γ ∈ 2Σ | Σu ⊆ γ ⊆ Σ }.
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Em palavras, uma entrada de controle va´lida e´ qualquer subconjunto de eventos contendo, no mı´nimo,
todos os eventos na˜o-controla´veis (Σu ⊆ γ).
O conjunto de entradas de controle va´lidas e´ fechado tanto em relac¸a˜o a` unia˜o de conjuntos quanto
em relac¸a˜o a` intersecc¸a˜o de conjuntos. Isto e´, se γ e γ′ esta˜o em ΓG, enta˜o γ ∪ γ′ tambe´m esta´ em
ΓG (fecho em relac¸a˜o a` unia˜o de conjuntos [GR87]) e se γ ∈ ΓG, γ ⊂ γ′ ⊂ 2Σ, enta˜o γ′ ∈ ΓG (fecho em
relac¸a˜o ao confinamento de conjuntos [TW94]).
Um supervisor e´ um agente externo de controle que associa a cada cadeia de eventos poss´ıvel em
G, uma entrada de controle va´lida. O sistema resultante da interac¸a˜o entre a planta G e o supervisor
V e´ denotado V/G. O comportamento de V/G e´ denominado comportamento em malha fechada de
G. Como o controle exercido por V e´ apenas restritivo, o comportamento em malha fechada de G esta´
inclu´ıdo no comportamento em malha aberta 1 de G. As definic¸o˜es a seguir formalizam os conceitos
relacionados a` supervisa˜o dos SED, segundo [RW89].
Definic¸a˜o 2.1.4 (Supervisor). Um supervisor V e´ um agente externo de controle que realiza o
mapa V : L→ ΓG, associando a cada cadeia de eventos gerada, s ∈ L, uma entrada de controle va´lida
γ = V(s) ∈ ΓG.
O supervisor deve ser projetado para atender os requisitos de uma especificac¸a˜o dada. Tal es-
pecificac¸a˜o e´ dada em termos de uma sub-linguagem da linguagem gerada L(G) ou marcada Lm(G).
Considerando-se uma especificac¸a˜o da forma Km ⊆ Lm(G), representando as tarefas cujas finalizac¸o˜es
sob supervisa˜o sa˜o permitidas, o problema e´ encontrar (se poss´ıvel) um supervisor V, cujo com-
portamento em malha fechada satisfac¸a Lm(V/G) = Km. Do mesmo modo, considerando-se uma
especificac¸a˜o K ⊆ L(G), representando o comportamento desejado sob supervisa˜o e fisicamente poss´ı-
vel em G, o problema e´ encontrar (se poss´ıvel) um supervisor V tal que L(V/G) = K. Em ambos os
casos, a especificac¸a˜o K e´ denominada linguagem alvo. Em geral, a linguagem alvo e´ obtida a partir
da composic¸a˜o s´ıncrona entre os geradores de especificac¸o˜es parciais mais simples. Por exemplo, no
caso da linha realimentada, se M = 1 e N = 3, as especificac¸o˜es evitando os underflows e overflows nos
armaze´ns sa˜o geradas pelos geradores da Figura 2.4. O gerador da esquerda esta´ associado ao arma-
ze´m A1 que esta´ limitado a armazenar ate´ 3 pec¸as e o gerador da direita esta´ associado ao armaze´m
A2 que pode conter no ma´ximo 1 pec¸a. Observa-se que no estado u3, o evento f1 na˜o esta´ habilitado
e no estado v1 o evento f2 na˜o esta´ habilitado. A especificac¸a˜o global resultante do produto s´ıncrono
entre estes dois geradores e´ ilustrada na Figura 2.5.
1Comportamento poss´ıvel de G sem a supervisa˜o de V.
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Definic¸a˜o 2.1.5 (Comportamento em malha fechada). O comportamento em malha fechada
resultante da interac¸a˜o entre o SED G e o supervisor V (ou, simplesmente, o comportamento do
sistema V/G) e´ a linguagem L(V/G) ⊆ L(G), satisfazendo:
1. ε ∈ L(V/G), e
2. sγ ∈ L(V/G) se, e somente se, s ∈ L(V/G), sγ ∈ L(G) e γ ∈ V(s).
O comportamento marcado de V/G e´ Lm(V/G) = L(V/G) ∩ Lm(G).
Como comentado anteriormente, o comportamento em malha fechada esta´ contido no comporta-
mento em malha aberta e este u´ltimo e´ representado por um gerador. Portanto, e´ natural que um
supervisor tambe´m seja representado por um gerador, desde que obedecidos certos requisitos. Os
requisitos necessa´rios para que um supervisor V representado como um gerador S atue sobre uma
planta, tambe´m representada como um gerador G, sa˜o:
1. Se s ∈ L(V/G), enta˜o s e sσ esta˜o em L(S) somente se σ ∈ V(s).
2. Se s ∈ L(V/G), sσ ∈ L(G) e σ ∈ V(s), enta˜o sσ ∈ L(S).
Em palavras, o primeiro requisito diz que se s e´ um comportamento em malha fechada, ele e´ um
comportamento de S e os eventos σ, habilitados apo´s a ocorreˆncia de s pelo supervisor S, sa˜o eventos
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poss´ıveis na planta G apo´s a ocorreˆncia de s. O segundo requisito diz que se s e´ um comportamento
em malha fechada, o comportamento sσ na planta G so´ e´ poss´ıvel se σ e´ habilitado pelo supervisor
S apo´s a ocorreˆncia de s.
Enquanto o gerador G tem a func¸a˜o de capturar as sequ¨eˆncias de eventos que definem tarefas
parciais e completas, o gerador S tem a func¸a˜o de associar a cada sequ¨eˆncia de eventos poss´ıvel na
planta sob supervisa˜o, uma entrada de controle va´lida. Portanto, o conceito de tarefa na˜o se aplica
ao gerador S e, ta˜o pouco, o conceito de marcac¸a˜o de estados. Apesar disto, convenientemente,
considera-se que todos os estados do gerador S sa˜o marcados, isto e´, S = 〈X, Σ, ξ, x0, X〉. A evoluc¸a˜o
de S e´ sincronizada com a evoluc¸a˜o de G, isto e´, se na planta G ocorre uma transic¸a˜o σ para um
estado q ∈ Q, simultaneamente, no supervisor S ocorre uma transic¸a˜o σ para um estado x ∈ X.
Imediatamente apo´s a ocorreˆncia da transic¸a˜o para x, S inibe em G os eventos σ′ < Σ(x), enquanto S
permanecer no estado x 2.
A evoluc¸a˜o sincronizada entre S e G define o comportamento em malha fechada do sistema. Na
pra´tica, o comportamento em malha fechada e´ dado pelo gerador obtido da composic¸a˜o s´ıncrona
S ‖ G, significando que em malha fechada sa˜o permitidas somente aquelas transic¸o˜es fisicamente
poss´ıveis em G e habilitadas por S.
2.1.3 Controlabilidade e existeˆncia de supervisores
Pelo que foi exposto ate´ aqui, intuitivamente se percebe que uma condic¸a˜o necessa´ria para a
existeˆncia de um supervisor e´ que qualquer prefixo da linguagem alvo K, seguido de qualquer evento
na˜o-controla´vel, deve produzir um prefixo de K. Este requisito qualifica K como controla´vel em
relac¸a˜o a` G. Esta noc¸a˜o de controlabilidade e´ formalmente introduzida a seguir.
Definic¸a˜o 2.1.6 (Controlabilidade). Seja G = 〈Q, Σ, δ, q0, Qm〉 um gerador e K ⊆ L(G) uma
especificac¸a˜o do comportamento deseja´vel sob supervisa˜o e fisicamente poss´ıvel em G. A linguagem
K e´ controla´vel em relac¸a˜o a` L(G) ou, K e´ L(G)-controla´vel se, e somente se,
∀ s ∈ K, ∀ σ ∈ Σu, sσ ∈ L(G)⇒ sσ ∈ K
ou, mais sucintamente, K e´ L(G)-controla´vel se, e somente se, KΣu ∩ L(G) ⊆ K.
2Obrigatoriamente, σ′ ∈ Σ(q).
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E´ importante notar que a noc¸a˜o de controlabilidade esta´ intimamente relacionada ao mapa (re-
alizado pelo supervisor) de entradas de controle va´lidas a`s cadeias geradas pela planta. Se K e´
na˜o-controla´vel, e´ porque alguma cadeia em K tenta inibir na planta um evento na˜o-controla´vel. A
especificac¸a˜o da Figura 2.5 na˜o e´ controla´vel uma vez que nos estados u3v0 e u3v1 os eventos f1 e r
sa˜o desabilitados e nos estados uiv1, para 0 ≤ i ≤ 3, o evento f2 e´ desabilitado.
A controlabilidade e´ necessa´ria, mas na˜o suficiente para garantir a existeˆncia de supervisores.
Particularmente no caso de uma especificac¸a˜o controla´vel, dada em termos de uma linguagem mar-
cada, a existeˆncia de supervisores so´ pode ser garantida se a especificac¸a˜o for fechada em relac¸a˜o a`
linguagem marcada Lm. Esta noc¸a˜o de fecho e´ sucintamente introduzida a seguir.
Seja T = { t1, t2, . . . , tn } um conjunto de (sub)-tarefas completas e T uma tarefa completa cuja
realizac¸a˜o consiste da realizac¸a˜o de cada t ∈ T . Para um supervisor realizar uma especificac¸a˜o
controla´vel Km ⊆ Lm(G), a qual permite a realizac¸a˜o de T, a especificac¸a˜o deve permitir tambe´m,
a realizac¸a˜o de cada (sub)-tarefa t ∈ T . Diz-se que K e´ fechada em relac¸a˜o a` linguagem Lm(G)
quando para cada tarefa completa T, permitida por Km, Km permite tambe´m, a realizac¸a˜o de todas
as (sub)-tarefas necessa´rias a realizac¸a˜o de T.
Definic¸a˜o 2.1.7 (Lm–fechamento). Seja G = 〈Q, Σ, δ, q0, Qm〉 um gerador e Km ⊆ Lm(G) uma
linguagem marcada. Km e´ fechada em relac¸a˜o a` linguagem Lm(G) ou, Km e´ Lm(G)–fechada, se, e
somente se, Km = Km ∩ Lm(G) 3.
Finalmente, as condic¸o˜es necessa´rias e suficientes para a existeˆncia de supervisores sa˜o estabele-
cidas no teorema a seguir, baseado em [Won98, KG95].
Teorema 2.1.1 (Existeˆncia de supervisores para linguagens marcadas). Seja G = 〈Q, Σ, δ,
q0, Qm〉 um gerador e Km ⊆ Lm(G) uma linguagem marcada na˜o-vazia. Enta˜o, existe um supervisor
V na˜o-bloqueante para G, satisfazendo Km = Lm(V/G), se, e somente se,
1. Km e´ L(G)–controla´vel, e
2. Km e´ Lm(G)–fechada.
Para especificac¸o˜es formuladas em termos da linguagem gerada, as condic¸o˜es necessa´rias e sufici-
entes para a existeˆncia de supervisores sa˜o estabelecidas em [Won98, KG95] como um caso particular
3Normalmente, a definic¸a˜o de Lm(G)–fechamento e´ tratada como um caso particular do conceito de L(G)-fechamento,
o qual relaciona duas linguagens quaisquer definidas sob o mesmo alfabeto.
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do Teorema 2.1.1, onde todos os estados da planta sa˜o considerados marcados. Estas condic¸o˜es sa˜o
reproduzidas aqui, pelo corola´rio a seguir.
Corola´rio 2.1.1 (Existeˆncia de supervisores para linguagens geradas). Seja G = 〈Q, Σ, δ,
q0, Qm〉 um gerador e K ⊆ L(G) uma linguagem na˜o-vazia. Enta˜o, existe um supervisor V na˜o-
bloqueante para G, satisfazendo K = L(V/G), se, e somente se, K e´ prefixo-fechada e controla´vel em
relac¸a˜o a` L(G).
2.1.4 Ma´xima linguagem controla´vel
Como visto anteriormente, um dos requisitos necessa´rios a` existeˆncia de supervisores e´ a con-
trolabilidade da especificac¸a˜o em relac¸a˜o a` L(G). Evidentemente, nem todas as especificac¸o˜es sa˜o
controla´veis. Entretanto, lembrando-se que as especificac¸o˜es sa˜o dadas em termos de linguagens
geradas ou marcadas e que qualquer linguagem na˜o vazia conte´m linguagens mais simples, uma espe-
cificac¸a˜o controla´vel aproximada pode ser obtida. Esta sec¸a˜o, baseada em [Won98], demonstra como
pode ser obtida a ma´xima linguagem controla´vel correspondendo a` maior linguagem L(G)-controla´vel
contida na especificac¸a˜o. Para tanto, seja E ⊆ Σ∗ uma linguagem especificando o comportamento
deseja´vel da planta G. O conjunto de sub-linguagens L(G)-controla´veis de E e´:
C(E) = {K ⊆ E | K e´ controla´vel em relac¸a˜o a` G }.
Em [Won98] e´ demonstrado que para quaisquer K1 e K2 em C(E), K1 ∪ K2 tambe´m esta´ em C(E),
isto e´, C(E) e´ na˜o-vazio e fechado em relac¸a˜o a` unia˜o. Em particular, [Won98] demonstra que existe
um u´nico elemento supremo, supC(E) ∈ C(E), igual a` unia˜o de todas as sub-linguagens controla´veis
de C(E), isto e´, supC(E) = ⋃K ∈C(E) K. Tambe´m, se E e´ Lm(G)-fechada, enta˜o cada K ∈ C(E) e´ Lm(G)-
fechada e, consequ¨entemente, supC(E) e´ Lm(G)-fechada. Da mesma forma, se E e´ prefixo-fechada,
isto e´, E = E, enta˜o cada K ∈ C(E) e´ prefixo-fechada, bem como supC(E).
Com base nestas propriedades de supC(E), em relac¸a˜o a`s propriedades de E, [Won98] conclui que:
• Para uma especificac¸a˜o prefixo-fechada e na˜o vazia E, existe um supervisor V tal que L(V/G) =
supC(E).
• Para uma especificac¸a˜o Lm(G)-fechada e na˜o vazia E, existe um supervisor V tal que Lm(V/G) =
supC(E).
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Portanto, para uma especificac¸a˜o E, controla´vel 4 ou na˜o, um supervisor V para G pode ser
obtido, tal que o comportamento em malha fechada de G e´ supC(E). Neste caso, supC(E) e´ a ma´xima
linguagem controla´vel contida em E e V e´ o supervisor menos restritivo que pode ser obtido para a
especificac¸a˜o E. A computac¸a˜o de supC(E) pode ser realizada pelo Algoritmo 2.1.1.
Algoritmo 2.1.1 S´ıntese da ma´xima linguagem controla´vel.
Dada uma planta G = 〈Q, Σ, δ, q0, Qm〉 com Σ = Σu ∪ Σc e uma linguagem regular E ⊆ L(G),
o algoritmo retorna a ma´xima linguagem controla´vel em C. S e´ usado como um gerador para E.
/* L(G′) = Lm(G′) = L(G) */
G′ ← G com todos os estados marcados.
/* Tanto para E quanto para G′ o alfabeto e´ Σ. Portanto, Lm(C0) = Lm(G′) ∩ Lm(S) = L(G) ∩ Lm(S) =
Lm(S) = E. */
C0 ← S ‖ G′
i← −1
Repita
i← i + 1
Identificar os maus estados de Ci.
/* Os estados de Ci sa˜o da forma (x, y), onde x denota um estado de S e y, um estado de G′. Um mau
estado de Ci e´ um estado (x, y) cujas transic¸o˜es na˜o conte´m as transic¸o˜es na˜o-controla´veis de y. */
Obter C′i eliminando os maus estados de Ci, bem como, suas transic¸o˜es.
Ci+1 ← trim(C′i )
Ate´ que Ci+1 = C′i
C← C′i
/* supC(E) = Lm(C) */
A aplicac¸a˜o do Algoritmo 2.1.1 a` linha realimentada e a` especificac¸a˜o da Figura 2.5, produz o
supervisor ilustrado na Figura 2.6. Na figura, os estados do supervisor sa˜o denotados xiyjz com x,
y e z representando, respectivamente, os estados locais de M1, M2 e T1, i representando o estado
do armaze´m A1 e j, o estado do armaze´m A2. E´ importante observar que, sob supervisa˜o, o estado
bloqueante i3i1i na˜o e´ acess´ıvel.
2.1.5 Resumo e observac¸o˜es
A abordagem RW utiliza linguagens (na pra´tica, geradores) para modelar tanto a planta quanto
o supervisor. A linguagem utilizada para a especificac¸a˜o dos requisitos deseja´veis tambe´m e´ dada
4Evidentemente, se E e´ controla´vel, enta˜o supC(E) = E.
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// i0i0i
s1 // w0i0i
f1 // i1i0i
s1 //
s2

w1i0i
f1 //
s2

i2i0i
s1 //
s2

w2i0i
f1 //
s2

i3i0i
s2

i0w0i
s1 //
f2

w0w0i
f1 //
f2

i1w0i
s1 //
f2

w1w0i
f1 //
f2

i2w0i
f2

i0i1i
s1 //
t

w0i1i
f1 //
t

i1i1i
s1 //
t

w1i1i
f1 //
t

i2i1i
t

i0i0w
s1 //
a
ZZ55555555555555555555555555555555555555
r
VV
w0i0w
f1 //
a
[[66666666666666666666666666666666666666
r
VV
i1i0w
s1 //
a
[[66666666666666666666666666666666666666
r
VV
w1i0w
f1 //
a
[[66666666666666666666666666666666666666
r
VV
i2i0w
a
[[66666666666666666666666666666666666666
r
VV
Figura 2.6: Supervisor para a linha realimentada.
em termos de geradores. Os geradores sa˜o autoˆmatos com func¸o˜es parciais de transic¸a˜o de estados.
Portanto, todas as linguagens anteriores sa˜o regulares [HMU01].
Como pode ser percebido no exemplo descrito anteriormente, no modelo da planta na˜o existem
informac¸o˜es expl´ıcitas sobre as pec¸as correntemente armazenadas nos armaze´ns. Tais informac¸o˜es
sa˜o mantidas implicitamente pelos estados do supervisor. A consequ¨eˆncia imediata disto e´ que uma
alterac¸a˜o na capacidade dos armaze´ns implica o reprojeto completo do supervisor. A outra implicac¸a˜o
direta da falta de informac¸o˜es expl´ıcitas sobre as pec¸as nos armaze´ns e´ que dependendo da capacidade
dos armaze´ns, o nu´mero de estados do supervisor pode crescer demasiadamente.
Apesar da generalidade da abordagem RW, sua aplicac¸a˜o e´ dificultada em func¸a˜o da dificuldade de
se expressar os requisitos deseja´veis do sistema. A especificac¸a˜o dos comportamentos, em geral, na˜o
e´ uma tarefa simples quando diferentes requisitos sa˜o incorporados em uma u´nica especificac¸a˜o. O
controle modular de SED, introduzido por [WR88] (primeiro trabalho relativo ao controle superviso´rio
modular) objetiva simplificar estas especificac¸o˜es. Basicamente, a ide´ia por tra´s do controle modular
e´ a conjunc¸a˜o de supervisores, cada qual atendendo uma especificac¸a˜o local, de modo que o supervisor
global atenda simultaneamente todos os requisitos do conjunto de especificac¸o˜es locais [dQC00, CL91,
TMHL97, CLL00, FK00, Li97].
Outro problema que dificulta a aplicac¸a˜o da abordagem RW em casos pra´ticos e´ que um
sistema complexo e´ constru´ıdo como um produto de componentes mais simples e, consequ¨en-
temente, o esforc¸o computacional para a computac¸a˜o automa´tica de controladores cresce ex-
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ponencialmente com o nu´mero destes componentes 5. Com um dos objetivos sendo o de di-
minuir este esforc¸o computacional, te´cnicas para a descentralizac¸a˜o do controle foram propos-
tas [LW88, RW92, YL00b, YL02, JCK01, YL00a, BL00, JK99, KS97, OvS01, CL99].
Um outro enfoque que tenta reduzir a complexidade dos sistemas quando estes possuem espac¸o
de estados e func¸o˜es de transic¸o˜es estruturadas sa˜o os SED vetoriais [LW89, LW93, LW94, LW95,
Li97, Hua91]. Nestes sistemas as estruturas sa˜o exploradas para obtenc¸a˜o de modelos compactos e
computacionalmente eficientes. Os SED vetoriais definem uma sub-classe de SED com uma estrutura
especial de estados. Nos SED vetoriais, cada estado e´ um vetor de inteiros ou naturais. As especifica-
c¸o˜es sa˜o dadas em termos de desigualdades lineares ou predicados lineares. A ferramenta matema´tica
empregada e´ a a´lgebra linear elementar e, sob certas condic¸o˜es, para diminuir a complexidade com-
putacional dos me´todos de busca, a programac¸a˜o linear inteira e´ usada. Entretanto, uma deficieˆncia
inerente aos SED vetoriais e´ que a propriedade de na˜o bloqueio de um SED na˜o pode ser facilmente
verificada. Nos SED vetoriais, a listagem expl´ıcita do espac¸o de estados e´ evitada. Isto da´ aos SED
vetoriais a vantagem do desempenho, com relac¸a˜o a` abordagem RW. Pore´m, ao mesmo tempo, torna
a s´ıntese de controladores na˜o bloqueantes muito mais dif´ıcil devido a` impossibilidade da checagem
da alcanc¸abilidade e co-alcanc¸abilidade de cada estado.
Embora tanto a abordagem RW quanto os SED vetoriais sejam usados com sucesso na resoluc¸a˜o
de muitos problemas de controle, ambos teˆm estruturas homogeˆneas. Em outras palavras, o espac¸o
de estados dos SED e´ modelado como um conjunto de no´s abstratos e dos SED vetoriais, como um
conjunto de inteiros na˜o negativos. Na pra´tica, os sistemas f´ısicos podem consistir de sub-plantas
com propriedades estruturais diferentes.
2.2 Ma´quina de estados finitos com paraˆmetros
O modelo das Ma´quinas de Estados Finitos com Paraˆmetros (FSMwP – Finite State Machines
with Parameters), introduzidas em [CL00], sera´ descrito nesta sec¸a˜o – na˜o por se tratar de um modelo
cla´ssico para SED, mas sim, por ser, possivelmente, o modelo existente mais pro´ximo daquele que
sera´ apresentado nesta tese.
Uma FSMwP consiste de uma ma´quina de estados finitos cujas transic¸o˜es sa˜o da forma g ∧ σ / p :=
f (p), onde σ ∈ Σ e´ o evento rotulando a transic¸a˜o, p ∈ P e´ um vetor de paraˆmetros, g ∈ G e´ um
5Para uma revisa˜o sobre a complexidade da abordagem RW, ver [GW00].
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predicado, o qual sera´ denominado guarda, definido sobre os paraˆmetros p e f : P → P e´ uma
func¸a˜o de atualizac¸a˜o dos paraˆmetros. A t´ıpica transic¸a˜o ilustrada na parte superior da Figura 2.7 e´
interpretada como: se no estado q a guarda g e´ verdade e o evento σ ocorre, enta˜o o pro´ximo estado
e´ q′ e os paraˆmetros sa˜o atualizados para f (p).
1
q q′
⇓
q q′′ q′
g ∧ σ/p := f(p)
g
¬g
σ/p := f(p)
i w w′
s1
n < N
n ≥ N
f1/n := n+ 1
1
Figura 2.7: Uma transic¸a˜o FSMwP.
Na transic¸a˜o g ∧ σ / p := f (p) todos os elementos sa˜o opcionais e diferentes combinac¸o˜es sa˜o
permitidas. Se g e´ ausente, enta˜o a transic¸a˜o acontece quando o evento σ ocorre. Esta transic¸a˜o e´
chamada transic¸a˜o de evento. Se σ e´ ausente, enta˜o a transic¸a˜o acontece quando g se torna true.
Esta transic¸a˜o e´ chamada transic¸a˜o dinaˆmica. Se p := f (p) e´ ausente, enta˜o nenhuma atualizac¸a˜o de
paraˆmetros e´ realizada durante a transic¸a˜o. Em qualquer transic¸a˜o, no mı´nimo, ou σ ou g deve estar
presente.
As transic¸o˜es contendo tanto o evento quanto a guarda podem ser decompostas em transic¸o˜es
de evento e dinaˆmicas como mostra a Figura 2.7. Apo´s estas decomposic¸o˜es, qualquer transic¸a˜o e´
denotada q l−→ q′, onde l pode ser, conforme o tipo da transic¸a˜o, um evento ou uma guarda.
Formalmente, uma FSMwP e´ definida como:
Definic¸a˜o 2.2.1 (FSMwP). Uma FSMwP, e´ a 7-upla FSMwP = 〈Σ, Q, δ, P, G, 〈q0, p0〉, Qm〉, na
qual:
• Σ e´ um conjunto finito de eventos.
• Q e´ um conjunto finito e na˜o vazio de estados discretos.
• P e´ um espac¸o vetorial. Um elemento p ∈ P e´ um vetor de paraˆmetros.
• G e´ um conjunto de predicados definidos sobre os paraˆmetros p ∈ P. Um predicado g ∈ G e´
denominado guarda.
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• p0 e´ o valor inicial dos paraˆmetros no estado inicial q0.
• Qm ⊆ Q e´ um conjunto de estados marcados ou finais.
• δ : Σ×Q×G×P→ Q×P e´ a func¸a˜o de transic¸a˜o. Cada transic¸a˜o em δ e´ definida como ilustra
a Figura 2.7.
2.2.1 Modelo das plantas
Os sistemas consistindo de duas ou mais FSMwP podem ser modelados por uma u´nica FSMwP
resultante da composic¸a˜o paralela definida a seguir:
Definic¸a˜o 2.2.2 (Composic¸a˜o paralela de FSMwP). Dados FSMwP1 = 〈Σ1, Q1, δ1, P1, G1,
〈q0,1, p0,1〉, Qm,1〉 e FSMwP2 = 〈Σ2, Q2, δ2, P2, G2, 〈q0,2, p0,2〉, Qm,2〉, a composic¸a˜o paralela de FSMwP1
com FSMwP2 e´:
FSMwP = FSMwP1‖FSMwP2 =
〈Σ1 ∪ Σ2,Q1 ×Q2, δ1 × δ2,P1 ∪ P2,G1 ∪ G2, (q0,1q0,2, p0,1p0,2),Qm,1 ×Qm,2〉,
onde a func¸a˜o de transic¸a˜o δ = δ1 × δ2 e´ definida como mostram as Figuras 2.8 e 2.9. Na figuras, li
podem ser eventos ou guardas. A Figura 2.8 ilustra o caso em que l1 , l2 e a Figura 2.9 ilustra o
caso em que l1 = l2.
Para evitar ambigu¨idades na atualizac¸a˜o dos paraˆmetros, nas composic¸o˜es paralelas e´ suposto que
qualquer paraˆmetro em p e´ atualizado por, no ma´ximo, uma FSMwP.
Para descrever o comportamento de uma FSMwP, uma execuc¸a˜o da FSMwP e´ definida como a
sequ¨eˆncia:
r = (q0, p0)
l1−→ (q1, p1) l2−→ (q2, p2) l3−→ (q3, p3) l4−→ . . . , (2.1)
onde li e´ a i-e´sima transic¸a˜o e (qi, pi) e´ o estado e os valores dos paraˆmetros depois da i-e´sima transic¸a˜o.
O trac¸o s da execuc¸a˜o r da Equac¸a˜o 2.1 e´ a sequ¨eˆncia de eventos e/ou guardas s = l1l2l3l4 · · · . A
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© © ‖ © ©l1/p1 := f1(p1) // l2/p2 := f2(p2) //
q1 q′1 q2 q
′
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// [p ≥ c]
//
q ilegal
©
© ©
· · ·
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© ©
// α/p := p+ 1
//
[p ≥ c]
//
q ilegal
Figura 2.8: Func¸a˜o de transic¸a˜o δ para o caso l1 , l2.
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//
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// α/p := p+ 1
//
[p ≥ c]
//
q ilegal
Figura 2.9: Func¸a˜o de transic¸a˜o δ para o caso l1 = l2 = l.
linguagem gerada por uma FSMwP e´:
L(FSMwP) = { s | s e´ um trac¸o da FSMwP }
e a linguagem marcada por uma FSMwP e´:
Lm(FSMwP) = { s ∈ L(FSMwP) | s termina em um estado marcado q ∈ Qm }.
A composic¸a˜o paralela definida anteriormente requer a decomposic¸a˜o das transic¸o˜es. Isto implica
que o nu´mero de estados da FSMwP composta pode crescer demasiadamente. Em [CL00], uma outra
forma de composic¸a˜o paralela, sem a decomposic¸a˜o das transic¸o˜es, e´ apresentada. Entretanto, aquela
forma na˜o e´ geral e na˜o permite o caso ilustrado na Figura 2.9.
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2.2.2 Especificac¸o˜es para FSMwP
Em [CL01b] sa˜o descritos dois procedimentos para a s´ıntese de controladores para sistemas mo-
delados por FSMwP. Em ambos os casos, as especificac¸o˜es sa˜o do tipo estados ilegais (proibidos).
Mais precisamente, dado um conjunto de estados ilegais Qb ⊆ Q, todos os requisitos deseja´veis do
sistema supervisionado sa˜o descritos por transic¸o˜es indeseja´veis para os estados em Qb. Por exemplo,
a Figura 2.10 ilustra a especificac¸a˜o “no estado q, p ≥ c e´ ilegal.”
© © ‖ © ©l1/p1 := f1(p1) // l2/p2 := f2(p2) //
q1 q′1 q2 q
′
2
OOOooo
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©
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©
jjjjjjjjjjjjjjjj
l1/p1 := f1(p1)
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TTTT
TTTT
TTTT
TTTT l2/p2 := f2(p2)
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′
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© © ‖ © ©l1/p1 := f1(p1) // l2/p2 := f2(p2) //
q1 q′1 q2 q
′
2
OOOooo
© ©l/ p1 := f1(p1); p2 := f2(p2) //q1q2 q′1q′2
©
© ©
· · ·
© ©
© ©
// [p ≥ c]
//
q ilegal
©
© ©
· · ·
© ©
© ©
// α/p := p+ 1
//
[p ≥ c]
//
q ilegal
Figura 2.10: Especificac¸a˜o de estado ilegal p ≥ c.
Na linha realimentada, a especificac¸a˜o evitando o overflow do armaze´m A1 pode ser definida
pela transic¸a˜o dinaˆmica n > N partindo dos estados tal que M1 e/ou T1 estejam em idle para algum
estado ilegal q1. A especificac¸a˜o evitando o underflow em A1, pode ser definida pela transic¸a˜o dinaˆmica
n < 0 partindo dos estados tal que M2 esteja em working para algum estado ilegal q2. A especificac¸a˜o
evitando o overflow de A2, pode ser definida pela transic¸a˜o dinaˆmica m > M partindo dos estados tal
que M2 esteja em idle para algum estado ilegal q3. Finalmente, a especificac¸a˜o evitando o underflow
em A2, pode ser definida pela transic¸a˜o dinaˆmica m < 0 partindo dos estados tal que T1 esteja em
working para algum estado ilegal q4.
2.2.3 Controladores para FSMwP
Dos dois procedimentos para a s´ıntese de controladores descritos em [CL01b], apenas o procedi-
mento off-line sera´ explorado nesta sec¸a˜o. O procedimento on-line descrito em [CL01b] esta´ fora do
contexto deste trabalho, o qual trata da s´ıntese de supervisores off-line.
O procedimento para a s´ıntese off-line de controladores pode ser aplicado aos sistemas pertencentes
a classe das FSMwP satisfazendo:
1. O sistema e´ determin´ıstico.
2. O u´nico paraˆmetro que na˜o e´ atualizado pela pro´pria FSMwP e´ o relo´gio global t.
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3. As guardas sa˜o combinac¸o˜es de desigualdades da forma p (>, ≥, <, ≤) c, onde p e´ um paraˆmetro
e c e´ uma constante.
O objetivo da supervisa˜o e´ impedir que a FSMwP modelando a planta visite qualquer estado ilegal
em Qb. Assim, o comportamento legal do sistema e´ descrito pela linguagem:
E = { s ∈ L(FSMwP) | s na˜o visita estados ilegais em Qb }.
Para atingir seu objetivo o controlador utiliza dois mecanismos de controle: a inibic¸a˜o de eventos
controla´veis em Σc ⊆ Σ e a preempc¸a˜o de eventos forc¸a´veis em Σ f ⊆ Σ. A selec¸a˜o dos eventos a serem
habilitados ou forc¸ados em cada passo da evoluc¸a˜o do sistema e´ expressa em termos de padro˜es de
controle definidos como:
Γ = { g ⊆ Σ | Σ − Σc ⊆ g ∧ g ⊆ Σ f }.
O controlador e´ definido para ser o mapa γ : L(FSMwP)→ Γ ou, em termos de realimentac¸o˜es de
estados:
• Cd : Q→ 2Σc e´ o conjunto de eventos a serem desabilitados em q e
• C f : Q→ 2Σ f e´ o conjunto de eventos a serem forc¸ados em q.
Enta˜o, se um trac¸o s termina no estado q, tem-se:
γ(s) =
C f (q) . . . se C f (q) , ∅Σ − Cd(q) . . . em caso contra´rio.
O comportamento do sistema controlado, denotado L(FSMwP, γ), e´ definido indutivamente como:
1. ε ∈ L(FSMwP, γ), onde ε denota o trac¸o vazio, e
2. para todo trac¸o s ∈ L(FSMwP, γ) e todo evento σ ∈ Σ,
sσ ∈ L(FSMwP, γ) ⇔ sσ ∈ L(FSMwP) ∧ σ ∈ γ(s).
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Se um controlador pode ou na˜o ser constru´ıdo para atender os requisitos descritos por uma
linguagem K de modo que L(FSMwP, γ) = K depende da controlabilidade de K. Esta noc¸a˜o de
controlabilidade e´ definida como:
Definic¸a˜o 2.2.3 (Controlabilidade). Uma linguagem K ⊆ L(FSMwP, γ) e´ controla´vel com relac¸a˜o
a` L(FSMwP, γ) e Γ se
∀ s ∈ K, ∃ g ∈ Γ, ΣL(FSMwP)(s) − ΣK(s) = ΣL(FSMwP)(s) − g,
onde, ΣL(FSMwP)(s) = { σ ∈ Σ | sσ ∈ L(FSMwP) } e similarmente para ΣK(s).
Se uma linguagem legal E na˜o e´ controla´vel, a ma´xima sub-linguagem controla´vel de E existe,
pois Γ e´ fechado em relac¸a˜o a` unia˜o. Com este resultado, o controlador menos restritivo pode ser
encontrado. O algoritmo off-line para sintetizar tal controlador e´ descrito informalmente em seguida.
2.2.4 S´ıntese de controladores
A s´ıntese do controlador seguro menos restritivo com relac¸a˜o a uma linguagem legal E, na˜o
controla´vel, inicia-se pela identificac¸a˜o dos estados ilegais e a ana´lise dos seus estados vizinhos, isto
e´, os estados conectados a algum estado ilegal por meio de transic¸o˜es de evento ou dinaˆmicas.
• Se todas as transic¸o˜es partindo de um estado vizinho podem ser evitadas ou por inibic¸a˜o ou
por preempc¸a˜o, enta˜o aquele estado vizinho e´ legal.
• Se as transic¸o˜es na˜o puderem ser evitadas, enta˜o o estado vizinho e´ marcado ilegal.
• Se as transic¸o˜es puderem ser evitadas por algumas condic¸o˜es mas na˜o por outras, enta˜o o estado
deve ser particionado em sub-estados legais e ilegais.
Para uma descric¸a˜o mais detalhada do procedimento para a s´ıntese de controladores, faz-se ne-
cessa´rio duas definic¸o˜es. Sa˜o elas, o conjunto das transic¸o˜es do estado q para estados pertencentes a
um conjunto de estados Q′ e´:
T(q,Q′) = { l ∈ Σ ∪ G | q l−→ q′ ∈ δ ∧ q′ ∈ Q′ − {q} }
2. Modelos para SED 28
e o conjunto de estados vizinhos dos estados ilegais e´:
NB(Qb) = { q ∈ Q −Qb | ∃ l, l ∈ T(q,Qb) }.
Com estas definic¸o˜es, os treˆs casos descritos anteriormente podem ser discutidos.
1. O estado vizinho e´ legal. Um estado vizinho q ∈ NB(Qb) e´ legal se ou existe uma transic¸a˜o
de evento forc¸a´vel σ ∈ Σ f que conduz o sistema a um estado seguro ou todas as transic¸o˜es
conduzindo o sistema a estados ilegais sa˜o transic¸o˜es de evento controla´veis. Formalmente,
q ∈ NB(Qb) e´ legal se:
(∃ l′ ∈ T(q,Q −Qb)) (l′ ∈ Σ f ) ∨ (∀ l ∈ T(q,Qb)) (l ∈ Σc).
2. O estado vizinho e´ ilegal. Um estado vizinho q ∈ NB(Qb) e´ ilegal se na˜o existe nenhuma transic¸a˜o
de evento forc¸a´vel σ ∈ Σ f que conduz o sistema a um estado seguro e existem transic¸o˜es de
evento na˜o controla´veis conduzindo o sistema a estados ilegais. Formalmente, q ∈ NB(Qb) e´
ilegal se:
(∀ l′ ∈ T(q,Q −Qb)) (l′ < Σ f ) ∧ (∃ l ∈ T(q,Qb)) (l ∈ Σ − Σc).
3. O estado vizinho pode ser particionado. Se nem o caso 1 e nem do caso 2 sa˜o verificados, enta˜o:
(∀ l′ ∈ T(q,Q −Qb)) (l′ < Σ f ) ∧
(∀ l′′ ∈ T(q,Qb)) (l′′ < Σ − Σc) ∧ (∃ l ∈ T(q,Qb)) (l ∈ G).
Em palavras, na˜o existem transic¸o˜es de evento forc¸a´veis a partir de q a estados legais e nem
transic¸o˜es de evento na˜o controla´veis de q para estados ilegais, mas existem transic¸o˜es dinaˆmicas
de q para estados ilegais.
Neste u´ltimo caso, a forma como o particionamento do estado vizinho e´ realizado depende da
transic¸a˜o dinaˆmica ser gerada pelo ambiente ou pela pro´pria FSMwP. Ambos os casos sa˜o analisados
em seguida.
• Transic¸o˜es temporais.
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Se l e´ disparado pelo ambiente, enta˜o l deve ser uma transic¸a˜o temporal, isto e´, uma transic¸a˜o
disparada pelo relo´gio global t. Seja Gt o conjunto de todas as transic¸o˜es temporais. Como l
e´ disparada pelo relo´gio global, ela ocorrera´ se na˜o for poss´ıvel preempta´-la por outras transi-
c¸o˜es. Como na˜o existem transic¸o˜es de evento forc¸a´veis dispon´ıveis, apenas uma outra transic¸a˜o
temporal pode preemptar l. Dependendo da existeˆncia ou na˜o desta outra transic¸a˜o temporal
preemptando l, pode-se determinar se q e´ legal. Para este fim, para a transic¸a˜o temporal com
guarda g ∈ Gt, denota-se o tempo em que g ocorre por τ(g). τ(g) pode ser facilmente calculado
a partir de g. Por exemplo, τ([t ≥ c]) = c − t, τ(g1 ∨ g2) = min{ τ(g1), τ(g2) }.
A condic¸a˜o para que todas as transic¸o˜es temporais de q para estados ilegais possam ser pre-
emptadas por outras transic¸o˜es temporais de q para estados seguros, e´ dada por:
τ
(∨
g∈T(q,Q−Qb)∩Gt
g
)
≤ τ
(∨
g′ ∈T(q,Qb)∩Gt
g′
)
.
Se esta condic¸a˜o na˜o e´ satisfeita, enta˜o q e´ ilegal.
• Transic¸o˜es internas ao FSMwP.
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//
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// α/p := p+ 1
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© © ©α/p := p+ 1 // [p ≥ c] //
qa q qb
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Figura 2.11: Transic¸o˜es dinaˆmicas internas.
Considere-se a situac¸a˜o ilustrada na Figura 2.11, onde α e´ um evento atualizando p como
p← p + 1 e l = [p ≥ c]. Se depois de atualizar p, l se torna verdade, enta˜o α na˜o pode ocorrer.
Isto e´, se p+ 1 ≥ c, enta˜o α deve ser desabilitado, se poss´ıvel. Dependendo de α ser ou na˜o um
self-loop, o estado q pode ser particionado como:
– Se α na˜o e´ um self-loop, enta˜o q deve ser particionado no sub-estado ilegal q′ e no sub-estado
legal q como mostra a Figura 2.12. Na pro´xima iterac¸a˜o, a transic¸a˜o de evento restrita
α ∧ [p + 1 ≥ c] e α ∧ [p + 1 < c] sera´ decomposta em transic¸o˜es de evento e transic¸o˜es
dinaˆmicas. O estado qa pode ser particionado no passo seguinte, indiferentemente.
– Se α e´ um self-loop e na˜o e´ controla´vel, enta˜o α pode ocorrer inu´meras vezes ate´ disparar l.
Portanto, o estado q deve ser considerado ilegal. Por outro lado, se α e´ controla´vel, enta˜o
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Figura 2.12: Particionamento do estado q (α na˜o e´ um self-loop).
q precisa ser particionado nos sub-estados q e q′ como ilustra a Figura 2.13, onde α deve
ser desabilitado em q′.
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q q′ qb
Figura 2.13: Particionamento do estado q (α e´ um self-loop).
A partir destas discusso˜es, Chen e Lin obtiveram o procedimento 2.2.1 para a s´ıntese off-line de
controladores. No algoritmo, [α → g] indica que a ocorreˆncia de α ∈ Σ∗ pode tornar verdadeira a
guarda g 6.
Exemplo 2.2.1. A Figura 2.14 ilustra uma ma´quina simples acoplada a um armaze´m com a capa-
cidade de armazenar ate´ N-pec¸as. O evento s e´ controla´vel e o evento f e´ na˜o controla´vel. Quando
6Uma descric¸a˜o mais detalhada deste algoritmo pode ser encontrada em [CL01b].
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f acontece, uma pec¸a e´ armazenada no armaze´m. A especificac¸a˜o evitando o overflow no armaze´m
consiste da transic¸a˜o dinaˆmica n > N do estado I para o estado ilegal qb.
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Figura 2.14: Exemplo de uma FSMwP.
Na primeira iterac¸a˜o do algoritmo, o estado I e´ particionado em I e I′ como mostra a Figura 2.15.
Na figura, aparecem duas transic¸o˜es que podem ser decompostas em transic¸o˜es dinaˆmicas e de evento.
O sistema resultante desta decomposic¸a˜o e´ mostrado na Figura 2.16
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Figura 2.15: FSMwP resultante do particionamento do estado I da Figura 2.14.
Na Figura 2.16, os estados ilegais sa˜o q2, I′ e qb. Como existe uma transic¸a˜o dinaˆmica do estado
W para o estado q2, W deve ser particionado. O sistema resultante deste particionamento e´ ilustrado
na Figura 2.17. A Figura 2.18 mostra o mesmo sistema apo´s a decomposic¸a˜o das transic¸o˜es e a
Figura 2.19 mostra o sistema simplificado.
Finalmente, o u´ltimo estado a ser particionado e´ o estado q1 da Figura 2.19. O sistema resultante
e final e´ apresentado simplificadamente na Figura 2.20. Este sistema e´ para ser interpretado da
seguinte forma: no estado I, o supervisor avalia as guardas n + 1 ≤ N e n + 1 > N; se a primeira e´
verdade, o sistema transita para o estado I1; se a segunda e´ verdade, o sistema transita para o estado
I2; no estado I1 a ac¸a˜o de controle e´ fixa e consiste da habilitac¸a˜o de s; no estado I2 a ac¸a˜o de controle
tambe´m e´ fixa e consiste da desabilitac¸a˜o de s.
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Figura 2.16: Decomposic¸a˜o das transic¸o˜es com guardas da Figura 2.15.
2.2.5 Observac¸o˜es
Como se poˆde observar no Exemplo 2.2.1, mesmo para exemplos simples, a s´ıntese de super-
visores para FSMwP requer a utilizac¸a˜o de ferramentas automatizadas. Tais ferramentas devem
manipular, dependendo do sistema e da especificac¸a˜o, uma grande quantidade de transic¸o˜es de es-
tado. O supervisor resultante deve avaliar expresso˜es relacionais para determinar o estado do sistema
e, consequ¨entemente, fixar a ac¸a˜o de controle a ser exercida naquele momento.
Como ficara´ claro no decorrer dos pro´ximos cap´ıtulos, o algoritmo de s´ıntese proposto nesta tese
e´ mais simples, pois na˜o requer o particionamento de estados e nem a decomposic¸a˜o de transic¸o˜es.
Entretanto, desconsiderando-se as caracter´ısticas das FSMwP na˜o presentes no modelo sendo pro-
posto, o resultado final do algoritmo de s´ıntese a ser apresentado no Cap´ıtulo 4 e do Algoritmo 2.2.1
sa˜o equivalentes. A principal diferenc¸a entre os dois supervisores esta´ no objetivo da avaliac¸a˜o das
guardas – no supervisor para FSMwP a avaliac¸a˜o das guardas determina o estado do sistema e no
modelo a ser apresentado, a avaliac¸a˜o das guardas (pre´-condic¸o˜es) induz a ac¸a˜o de controle.
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1Figura 2.17: FSMwP resultante do particionamento do estado W da Figura 2.15.
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Figura 2.18: Decomposic¸a˜o das transic¸o˜es com guardas da Figura 2.16.
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Algoritmo 2.2.1 S´ıntese de controladores seguros para FSMwP.
Dado o FSMwP = 〈Σ, Q, δ, P, G, (q0, p0), Qm〉, modelando o sistema, e um conjunto de estados ilegais
Qb ⊆ Q, este algoritmo retorna os mapas Cd : Q → 2Σc e C f : Q → 2Σ f de ac¸o˜es de controle associadas a
cada estado q ∈ Q.
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Algoritmo 2.2.1 S´ıntese de controladores seguros para FSMwP.
Dado o FSMwP = 〈Σ, Q, δ, P, G, (q0, p0), Qm〉, odelando o sistema, e um conjunto de
estados ilegais Qb ⊆ Q, este algoritmo retorna os mapas de ac¸o˜es Cd : Q→ 2Σc e C f : Q→ 2Σ f
de controle associadas a cada estado q ∈ Q.
/* Inicializac¸a˜o */
BS← Qb /* Conjunto de estados ilegais */
NBS← BS /* Novo conjunto de estados ilegais */
PS← Q −Qb /* Conjunto de estados pendentes */
NPS← ∅ /* Novo conjunto de estados pendentes */
(∀ q ∈ Q) (Cd(q) = ∅ e C f (q) = ∅) /* Ac¸o˜es de controle */
/* Decomposic¸o˜es de transic¸o˜es */
Enquanto (∃ q g ∧ σ−−−→ q′) (q, q′ ∈ PS) Fac¸a
PS← (PS − { q }) ∪ { q1, q2 }
δ← (δ − { q g ∧ σ−−−→ q′ }) ∪ { q1 g−→ q2, q2 ¬g−−→ q1, q2 σ−→ q′ }
Para cada transic¸a˜o da forma q l−→ q′′ ∈ δ Fac¸a
δ← (δ − { q l−→ q′′ }) ∪ { q1 l−→ q′′, q2 l−→ q′′ }
Fim Para
Para cada transic¸a˜o da forma q′′ l−→ q ∈ δ Fac¸a
δ← (δ − { q′′ l−→ q}) ∪ {q′′ l−→ q1 }
Fim Para
Fim Enquanto
Para cada estado pendente q ∈ PS Fac¸a
Se (∀ l ∈ T(q,BS)) (l ∈ Σc) enta˜o
NPS← NPS ∪ { q } e Cd(q)← Σc ∩ T(q,BS)
Sena˜o
Se (∃ l′ ∈ T(q,BS)) (l′ ∈ Σ f ) enta˜o
NPS← NPS ∪ { q } e C f (q)← Σ f ∩ T(q,PS)
Sena˜o
Se (∀ l′ ∈ T(q,BS)) (l′ < Σ f ) ∧ (∃ l ∈ T(q,BS)) (l ∈ Σ − Σc) enta˜o
NBS← NBS ∪ { q }
Sena˜o
Se (τ(
∨
g ∈ T(q,PS) ∩ Gt g) > τ(
∨
g′ ∈ T(q,BS) ∩ Gt g
′)) enta˜o
NBS← NBS ∪ { q }
Sena˜o
Se (∃ σ ∈ Σ − Σc) (∃ g ∈ T(q,BS) ∩ G) (q σ−→ q ∈ δ ∧ [σ∗ −→ g]) enta˜o
NBS← NBS ∪ { q }
Sena˜o
Se (∃ qa σ/p:= f (p)−−−−−−−→ q ∈ δ) (∃ q σ−→ qb ∈ δ) (qa ∈ PS ∧ qb ∈ BS ∧ [σ −→ g]) enta˜o
NPS← NPS ∪ { q } e NBS← NBS ∪ { q′ }
δ← (δ − { qa σ/p:= f (p)−−−−−−−→ q, q g−→ qb }) ∪ { qa g(p→ f (p)) ∧ σ/p:= f (p)−−−−−−−−−−−−−−−−→ q′, qa ¬g(p→ f (p)) ∧ σ/p:= f (p)−−−−−−−−−−−−−−−−−→ q, q′ g−→ qb }
Para cada transic¸a˜o q l−→ q′′ ∈ δ Fac¸a
δ← δ ∪ { q′ l−→ q′′ }
Fim Para
Para cada transic¸a˜o q′′ l−→ q ∈ δ Fac¸a
δ← (δ − { q′′ l−→ q }) ∪ { q′′ g(p→ f (p)) ∧ l−−−−−−−−−−→ q′, q′′ ¬g(p→ f (p)) ∧ l−−−−−−−−−−−→ q }
Fim Para
Sena˜o
Se (∃ σ ∈ Σc) (∃ g ∈ T(q,BS) ∩ G) (q σ/p:= f (p)−−−−−−−→ q ∈ δ ∧ [σ∗ −→ g]) enta˜o
NPS← NPS ∪ { q, q′ }
(δ − { q g−→ qb }) ∪ { q ¬g(p→ f (p))−−−−−−−−→ q′, q′ g−→ qb }
Cd(q′)← Cd(q) ∪ { σ } e C f (q′)← C f (q)
Para cada q l−→ q′′ ∈ δ Fac¸a
δ← δ ∪ { q′ l−→ q′′ }
Fim Para
Fim Se
Fim Se
Fim Se
Fim Se
Fim Se
Fim Se
Fim Se
Fim Para
Se BS , NBS enta˜o
BS← NBS
PS← NPS
NPS← ∅
Volta ao passo das decomposic¸o˜es de transic¸o˜es
Fim Se
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Figura 2.19: FSMwP resultante do particionamento do estado W da Figura 2.18.
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2Figura 2.20: Supervisor do FSMwP da Figura 2.14.
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Cap´ıtulo 3
STE com Colec¸a˜o de Dados
Similarmente a` teoria cla´ssica [RW87, RW89], os sistemas de transic¸a˜o de estados com pre´-
condic¸o˜es podem ser vistos como uma planta interagindo com um supervisor. A planta gera eventos
expontaneamente. O supervisor, em func¸a˜o da sequ¨eˆncia de eventos ocorrida no passado, controla
a evoluc¸a˜o do sistema atrave´s da inibic¸a˜o da ocorreˆncia de alguns eventos na planta. Entretanto,
diferentemente da teoria cla´ssica, a decisa˜o da inibic¸a˜o ou na˜o dos eventos resulta da avaliac¸a˜o de
certas fo´rmulas lo´gicas denominadas pre´-condic¸o˜es. Os termos destas pre´-condic¸o˜es consistem de pa-
raˆmetros e varia´veis representando informac¸o˜es sincronizadas com a ocorreˆncia de eventos na planta.
Neste cap´ıtulo sa˜o descritos o modelo da planta, o qual proveˆ construtores tais como varia´veis e
procedimentos, e a linguagem usada para a especificac¸a˜o dos requisitos deseja´veis.
3.1 Modelo da planta
Para a modelagem da planta sera´ utilizado um sistema de transic¸a˜o de estados determin´ıstico
equipado com uma colec¸a˜o de dados. Tal composic¸a˜o sera´ denominada Sistema de Transic¸a˜o de
Estados com Colec¸a˜o de Dados (STExCD). O objetivo da introduc¸a˜o da colec¸a˜o de dados ao modelo
e´ prover o sistema com informac¸o˜es que possam ser utilizadas na especificac¸a˜o de comportamentos
deseja´veis e, ao mesmo tempo, evitar o problema de explosa˜o de estados discretos dos STE normal-
mente decorrente das especificac¸o˜es baseadas em linguagens formais. Por exemplo, ao inve´s de se
representar discretamente cada estado de um armaze´m, uma varia´vel n e as operac¸o˜es necessa´rias
para sua manutenc¸a˜o podem ser introduzidas na colec¸a˜o de dados. Associando-se convenientemente
aos eventos, operac¸o˜es, tais como insert e remove, o valor de n, refletindo o nu´mero de itens cor-
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rentemente armazenados no armaze´m, pode ser usado por algum agente de controle externo para
restringir a ocorreˆncia de certos eventos na planta de modo a evitar situac¸o˜es indeseja´veis de overflow
e underflow. O STE, a colec¸a˜o de dados e os STExCD sa˜o apresentados em seguida.
3.1.1 Sistemas de transic¸a˜o de estados
O Sistema de Transic¸a˜o de Estados determin´ıstico (STE) considerado e´ a tripla S = 〈Q, Σ, δ〉,
tal que:
1. Q e´ um conjunto finito e na˜o vazio de estados discretos.
2. Σ e´ um conjunto finito e na˜o vazio de s´ımbolos denominados eventos. ξ e´ um evento distinto
de Σ denominado evento de inicializac¸a˜o do STE. O conjunto de eventos Σ e´ particionado em
eventos controla´veis, Σc, e na˜o controla´veis, Σu. O evento ξ e´ controla´vel.
3. δ : Q × Σ → Q e´ uma func¸a˜o parcial de transic¸o˜es de estado definida para cada q ∈ Q e um
subconjunto de eventos ρ ⊆ Σ. E´ suposto que existe um estado especial q0 ∈ Q, denominado
estado inicial de S, tal que q0 = δ(q, ξ) para cada q ∈ Q. Como antes, δ(q, σ)! denota que a
transic¸a˜o e´ definida.
Um evento sinaliza mudanc¸as significativas no estado da planta. Um evento e´ controla´vel quando
ele sinaliza alterac¸o˜es nos estados da planta que podem ser inibidas por um agente de controle externo.
O evento ξ foi convenientemente inclu´ıdo ao modelo para garantir a convergeˆncia do algoritmo de
s´ıntese (a ser detalhado no Cap´ıtulo 4) e para definir valores iniciais do estado do STE e da colec¸a˜o de
dados; o evento ξ na˜o esta´ necessariamente relacionado com alguma caracter´ıstica f´ısica da planta.
Os grafos de transic¸o˜es da Figura 3.1 ilustram uma ma´quina simples com estados Idle e Working
e eventos ξ, start e finish. Como nos geradores da teoria cla´ssica, um arco cortado por um pequeno
trac¸o indica uma transic¸a˜o controla´vel. O grafo da esquerda representa explicitamente todas as
transic¸o˜es associadas a ξ e o da direita representa simplificadamente as transic¸o˜es associadas a ξ
como uma seta sem uma origem. Em qualquer representac¸a˜o, o estado inicial e´ Idle, os eventos
controla´veis sa˜o ξ e start e o u´nico evento na˜o controla´vel e´ finish.
Normalmente, as plantas consistem da interac¸a˜o sincronizada entre subsistemas mais simples. E´
conveniente e geralmente necessa´rio que o modelo das plantas seja constru´ıdo a partir dos modelos
mais simples dos seus subsistemas. A composic¸a˜o s´ıncrona entre STE definida a seguir permite a
automac¸a˜o de tais construc¸o˜es.
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Idle Working
start
!)
finish
ai ξ
ksξ_ ;C Idle Working
start
!)
finish
ai
ξ  +3
Figura 3.1: Grafo de transic¸o˜es de um STE.
Definic¸a˜o 3.1.1 (Composic¸a˜o s´ıncrona de STE). Dados dois STE S1 = 〈Q1, Σ1, δ1〉 e S2 = 〈Q2,
Σ2, δ2〉, a composic¸a˜o s´ıncrona de S1 e S2, denotada S1 ‖ S2, e´ o STE S = S1 ‖ S2 = 〈Q1 ×Q1, Σ1∪Σ2,
δ〉, onde, para cada q = 〈q1, q2〉 ∈ Q1 ×Q2 e σ ∈ Σ1 ∪ Σ2, δ(q, σ) e´ igual a`:
• 〈δ1(q1, σ), δ2(q2, σ)〉, se δ1(q1, σ)!, δ2(q2, σ)! e σ ∈ Σ1 ∩ Σ2
• 〈δ1(q1, σ), q2〉, se δ1(q1, σ)! e σ ∈ Σ1 − Σ2
• 〈q1, δ2(q2, σ)〉, se δ2(q2, σ)! e σ ∈ Σ2 − Σ1
O estado inicial de S = S1 ‖ S2 e´ q0 = 〈δ1(q1, ξ), δ2(q2, ξ)〉 para todo 〈q1, q2〉 ∈ Q1 ×Q2.
A func¸a˜o δ e´ estendida para a func¸a˜o parcial δ∗ : Q×Σ∗ → Q pelas regras ja´ definidas na Pa´gina 10
e re-apresentadas a seguir:
• δ∗(q, ε) = q, e
• δ∗(q, sσ) = δ(δ∗(q, s), σ),
contanto que q′ = δ∗(q, s)! e δ(q′, σ)!.
Exemplo 3.1.1 (Linha de Produc¸a˜o Simples – LPS). A Figura 3.2 ilustra uma linha de pro-
duc¸a˜o simples consistindo de duas ma´quinas (M1 e M2). A ma´quina M1 possui o armaze´m interno A
e pode operar em dois modos distintos. No modo 1, as pec¸as sa˜o pre´-processadas e temporariamente
armazenadas em A. Quando o evento m2 acontece, a ma´quinaM1 muda para o modo 2 onde as pec¸as
pre´-processadas no modo 1 sa˜o removidas de A e processadas no modo 2. Ao final do processamento
no modo 2 (evento f2), as pec¸as sa˜o armazenadas no armaze´m externo B. No estado i2, M1 pode
retornar ao modo de operac¸a˜o 1 atrave´s do evento m1. Os eventos controla´veis de M1 sa˜o s1, s2 e m1.
A ma´quinaM2 e´ uma ma´quina simples com dois estados (ver Figura 3.1) e opera assincronamente
com M1. A func¸a˜o de M2 e´ realizar o acabamento ou po´s-processamento das pec¸as. A ma´quina
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M2 pode po´s-processar uma pec¸a de cada vez. As pec¸as po´s-processadas por M2 sa˜o removidas do
armaze´m B pelo evento s3 e, posteriormente, descartadas do sistema pelo evento f3. O processamento
completo de uma pec¸a consiste do pre´-processamento no modo 1, o processamento no modo 2, ambas
realizadas pela ma´quina M1, e o po´s-processamento realizado pela ma´quina M2.
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insert
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// remove
(s3)
oo
insert(f1)

remove(s2)

1
Figura 3.2: Planta de uma linha de produc¸a˜o simples consistindo das ma´quinas M1 e M2 e dois
armaze´ns.
Compondo-se os STE para as ma´quinas M1 e M2, obte´m-se o STE da Figura 3.3. Os estados do
STE resultante da composic¸a˜o M1 ‖M2 sa˜o denotados por xy, onde x e´ o estado local de M1 e y e´ o
estado local de M2.
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Figura 3.3: STE resultante da composic¸a˜o s´ıncrona entre as ma´quinas M1 ‖M2 da Figura 3.2.
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3.1.2 Colec¸a˜o de Dados
Como comentado anteriormente, o objetivo da incorporac¸a˜o de uma colec¸a˜o de dados ao modelo e´
prover o sistema com informac¸o˜es que possam ser utilizadas como suporte formal para a descric¸a˜o das
especificac¸o˜es de comportamento deseja´vel. Na modelagem que segue, um componente e´ introduzido
formalmente como um conjunto de operac¸o˜es definidas sobre um conjunto, possivelmente infinito, de
instanciac¸o˜es I. Tais operac¸o˜es devem possuir as propriedades descritas em seguida.
Seja F um conjunto finito de func¸o˜es totais em I, computa´veis [HMU01], contendo, no mı´nimo, a
func¸a˜o nop : I→ I definida para todo i ∈ I como nop(i) = i. A composic¸a˜o da func¸a˜o f com a func¸a˜o
g, ambas em F, denotada g ◦ f , e´ uma func¸a˜o total em I. A composic¸a˜o de func¸o˜es e´ associativa
e na˜o comutativa, isto e´, para todo f , g, h ∈ F, ( f ◦ g) ◦ h = f ◦ (g ◦ h) e, de um modo geral,
g ◦ h , h ◦ g. O elemento neutro da composic¸a˜o de func¸o˜es em F e´ a func¸a˜o nop. Assim, para todo
f ∈ F, f ◦ nop = nop ◦ f = f .
Seja F ∗ o conjunto de todas as composic¸o˜es finitas de func¸o˜es em F. Enta˜o, a tripla 〈F ∗, ◦,nop〉 e´
um mono´ide livre [MB99] com relac¸a˜o a` composic¸a˜o de func¸o˜es em F. O conjunto finito de func¸o˜es
F e´ denominado conjunto gerador do mono´ide livre.
Um mono´ide de operac¸o˜es para um conjunto de instanciac¸o˜es I e´ o mono´ide livreMI = 〈F ∗I , ◦,nop〉,
no qual:
1. FI e´ um conjunto finito e na˜o vazio de operac¸o˜es, ou func¸o˜es totais, definidas no conjunto de
instanciac¸o˜es I,
2. ◦ e´ a operac¸a˜o de composic¸a˜o de func¸o˜es, e
3. nop ∈ FI e´ a func¸a˜o identidade (polimo´rfica), correspondente a` operac¸a˜o no-operation, definida
em cada conjunto de instanciac¸o˜es I como ∀ i ∈ I, nop(i) = i.
Nos mono´ides de operac¸o˜es, func¸o˜es simbo´licas tais como g(x) = 4 × x2 + x e f (x) = 3 × x + 2 sa˜o
usadas para relacionar as pre´ e po´s-condic¸o˜es das operac¸o˜es. A composic¸a˜o (simbo´lica) (g ◦ f )(x) =
4 × (3 × x + 2)2 + (3 × x + 2) e´ obtida pela simples substituic¸a˜o de todas as ocorreˆncias de x em g(x)
por f (x).
Exemplo 3.1.2 (Armaze´m como um mono´ide de operac¸o˜es (1)). Um armaze´m pode ser re-
presentado pelo mono´ide AZ = 〈F ∗Z, ◦, nop〉, onde FZ e´ o conjunto das seguintes operac¸o˜es:
1. insert : Z→ Z, definida para todo n ∈ Z como insert(n) = n + 1,
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2. remove : Z→ Z, definida para todo n ∈ Z como remove(n) = n − 1,
3. nop : Z→ Z, definida para todo n ∈ Z como nop(n) = n e
4. init : Z→ Z, definida para todo n ∈ Z como init(n) = 0.
Seja qual for a capacidade de armazenamento do armaze´m, o conjunto de instanciac¸o˜es Z inclui
tanto as condic¸o˜es normais de operac¸a˜o do armaze´m quanto as poss´ıveis condic¸o˜es anormais de
underflow e overflow.
A representac¸a˜o anterior e´ bastante gene´rica e na˜o enfatiza qualquer modo de operac¸a˜o. Condic¸o˜es
anormais de operac¸o˜es, tais como underflow e overflow, requerem uma interpretac¸a˜o dos resultados
das operac¸o˜es. Se o resultado de uma inclusa˜o for N + 1, onde N representa a capacidade ma´xima
de armazenamento do armaze´m, ocorreu o overflow. Se o resultado de uma remoc¸a˜o for −1, ocorreu
o underflow. Uma representac¸a˜o alternativa para um armaze´m, a qual considera explicitamente as
condic¸o˜es de underflow e overflow, e´ descrita no exemplo a seguir.
Exemplo 3.1.3 (Armaze´m como um mono´ide de operac¸o˜es (2)). Uma outra representac¸a˜o
para o armaze´m, pode ser definida sobre o conjunto de instanciac¸o˜es definido como I = {under f low,
0, 1, ..., N, over f low, unde f ined }. Neste caso, as operac¸o˜es de inserc¸a˜o e remoc¸a˜o podem ser definidas
como:
1. insert : I→ I definida para todo n ∈ I como:
insert(n) =

n + 1 se n ≥ 0 ∧ n < N
over f low se n = N
unde f ined em caso contra´rio.
2. remove : I→ I definida para todo n ∈ I como:
remove(n) =

n − 1 se n > 0 ∧ n ≤ N
under f low se n = 0
unde f ined em caso contra´rio.
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Nesta segunda representac¸a˜o, as operac¸o˜es {+, − } e as relac¸o˜es {>, ≥, <, ≤ } devem ser preci-
samente definidas sobre todas as combinac¸o˜es de operandos em I. Por exemplo, quais devem ser os
resultados de over f low − 1 e over f low > 0? Isto e´ necessa´rio para que a operac¸a˜o de composic¸a˜o de
func¸o˜es possa ser definida. Na primeira representac¸a˜o (Exemplo 3.1.2) o conjunto de instanciac¸o˜es
e´ o conjunto dos inteiros Z, sobre o qual, as operac¸o˜es e relac¸o˜es anteriores sa˜o definidas da forma
usual. Neste sentido, a primeira representac¸a˜o e´ mais simples e mais geral, isto e´, ela tambe´m pode
(provavelmente) ser usada quando o enfoque na˜o esta´ sobre o overflow e/ou underflow.
Por outro lado, na representac¸a˜o 1, composic¸o˜es tais como (insert ◦ remove)(n) podem implicar
operac¸o˜es anormais (intr´ınsecas a` composic¸a˜o de func¸o˜es) as quais na˜o sa˜o detectadas. Por exemplo,
(insert ◦ remove)(0) causa temporariamente um underflow, embora o resultado final 0 indique uma
condic¸a˜o normal de operac¸a˜o. Na representac¸a˜o 2, tais operac¸o˜es anormais podem ser detectadas,
desde que as operac¸o˜es e relac¸o˜es comentadas anteriormente sejam convenientemente definidas. En-
tretanto, a na˜o detecc¸a˜o de condic¸o˜es anormais de operac¸a˜o, intr´ınsecas a` composic¸a˜o de func¸o˜es,
na˜o implica que tais condic¸o˜es indeseja´veis na˜o possam ser evitadas por alguma lo´gica de controle e
tambe´m na˜o implica que esta lo´gica de controle seja mais complexa. Deste modo, a representac¸a˜o 2
na˜o tem qualquer vantagem significativa em relac¸a˜o a` representac¸a˜o 1. No projeto de um mono´ide
de operac¸o˜es, a simplicidade e a generalidade devem ser os principais quesitos a serem considerados.
Portanto, no caso do armaze´m, a representac¸a˜o 1 geralmente e´ mais adequada.
Definic¸a˜o 3.1.2 (Colec¸a˜o de Dados). Uma Colec¸a˜o de Dados e´ uma colec¸a˜o ordenada e finita de
mono´ides de operac¸o˜es da forma Mn = 〈MI1 , MI2 , . . ., MIn〉, onde n ≥ 0 1.
Dada uma colec¸a˜o de dados Mn = 〈MI1 , MI2 , . . ., MIn〉, o conjunto In = I1 × I2 × . . .× In e´ chamado
conjunto de instanciac¸o˜es de Mn e cada n-upla ι = 〈ι1, . . . , ιn〉 ∈ In e´ chamada instanciac¸a˜o de Mn.
O conjunto suporte de Mn e´ Fn = FI1 × FI2 × . . . × FIn . Para f = 〈 f1, . . . , fn〉, g = 〈g1, . . . , gn〉 ∈ Fn,
a composic¸a˜o de f e g e´ definida como g ◦ f = 〈g1, . . . , gn〉 ◦ 〈 f1, . . . , fn〉 = 〈g1 ◦ f1, . . . , gn ◦ fn〉. O
conjunto de todas as composic¸o˜es finitas de n-upla de func¸o˜es em Fn e´ denotado por F∗n. A aplicac¸a˜o
de f = 〈 f1, . . . , fn〉 ∈ F∗n a uma instanciac¸a˜o ι = 〈ι1, . . . , ιn〉 ∈ In e´ f (ι) = 〈 f1(ι1), . . . , fn(ιn)〉.
1Uma colec¸a˜o de dados pode ser vazia (M0 = 〈 〉).
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Exemplo 3.1.4 (Colec¸a˜o de Dados). A colec¸a˜o de dados representando dois armaze´ns A e B
e´ o par M2 = 〈AZ, BZ〉 tal que AZ e BZ sa˜o dois mono´ides de operac¸o˜es iguais e definidos no
Exemplo 3.1.2.
O conjunto de instanciac¸o˜es de M2 e´ Z × Z. O par 〈a, b〉, com a denotando o nu´mero de itens
armazenados em A e b, o nu´mero de itens armazenados em B, e´ uma instanciac¸a˜o de M2.
O conjunto suporte de M2 e´ o conjunto de pares de operac¸o˜es F2 = FZ × FZ. O conjunto F2 inclui
quaisquer pares de func¸o˜es 〈 fa, fb〉, interpretados como “ fa e´ uma operac¸a˜o em A e fb e´ uma operac¸a˜o
em B”.
A composic¸a˜o de f = 〈insert, remove〉 com g = 〈insert, nop〉 e´ g ◦ f = 〈insert, nop〉 ◦ 〈insert,
remove〉 = 〈insert ◦ insert, nop ◦ remove〉 ∈ F∗2.
3.1.3 STE com colec¸a˜o de dados
No modelo sendo proposto, a planta e´ modelada por um STE equipado com uma colec¸a˜o de dados.
Tal composic¸a˜o e´ definida formalmente a seguir.
Definic¸a˜o 3.1.3 (STE com colec¸a˜o de dados). Um STE com colec¸a˜o de dados (STExCD) e´ a
qua´drupla S = 〈S, Mn, ∆, Pm〉 consistindo dos seguintes elementos:
1. S = 〈Q, Σ, δ〉 e´ um STE, geralmente resultante do produto s´ıncrono entre subsistemas mais
simples.
2. Mn = 〈MI1 , MI2 , . . ., MIn〉 e´ uma colec¸a˜o de dados.
3. ∆ : Q×Σ→ Fn e´ uma func¸a˜o parcial mapeando cada par 〈q, σ〉 ∈ Q×Σ, tal que δ(q, σ)!, a uma
n-upla de operac¸o˜es do conjunto suporte de Mn. Em particular, ∆(q, ξ) e´ definida para cada
estado q ∈ Q como ∆(q, ξ) = 〈init1, init2, . . ., initn〉, onde cada initi : Ii → Ii e´ a operac¸a˜o de
inicializac¸a˜o do mono´ide MIi .
4. Pm : Q × In → B, onde B = { true, f alse }, e´ um predicado marcador representado como uma
fo´rmula lo´gica definida sobre todas as instanciac¸o˜es do STExCD.
Tal como a func¸a˜o δ, ∆ e´ estendida para a func¸a˜o ∆∗ : Q × Σ∗ → F∗n pelas regras:
• ∆∗(q, ε) = 〈nop1, . . . ,nopn〉, e
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• ∆∗(q, sσ) = ∆(δ∗(q, s), σ) ◦ ∆∗(q, s),
contanto que δ∗(q, s)! e δ(δ∗(q, s), σ)!.
Uma configurac¸a˜o em S e´ o par 〈q, ι〉 ∈ Q × In composto por um estado discreto de S e uma
instanciac¸a˜o de Mn. A configurac¸a˜o inicial de S e´ a configurac¸a˜o 〈q0, ι0〉, tal que para cada estado
q e instanciac¸a˜o ι = 〈ι1, ι2, . . . , ιn〉, q0 = δ(q, ξ) e´ o estado inicial de S e ι0 = ∆(q, ξ)(ι) = 〈init1(ι1),
init2(ι2), . . ., initn(ιn)〉 e´ a instanciac¸a˜o inicial de Mn. A configurac¸a˜o 〈q, ι〉 e´ marcada (ou final) se
Pm〈q, ι〉 = true. Uma configurac¸a˜o marcada representa uma tarefa completa.
Uma execuc¸a˜o de um STExCD e´ a sequ¨eˆncia finita de configurac¸o˜es
ξ−→ 〈q0, ι0〉 σ1−→ 〈q1, ι1〉 σ2−→ 〈q2, ι2〉 . . . σn−→ 〈qn, ιn〉,
na qual, σi , ξ e´ a i-e´sima transic¸a˜o e 〈qi, ιi〉 e´ a configurac¸a˜o depois da i-e´sima transic¸a˜o apo´s ξ.
A sequ¨eˆncia s = ξσ1σ2σ3 . . . σn de eventos em uma execuc¸a˜o e´ o trac¸o daquela execuc¸a˜o. Para um
STExCD (determin´ıstico), uma execuc¸a˜o e´ unicamente determinada pelo seu trac¸o. A linguagem
gerada por um STExCD S e´ o subconjunto de trac¸os L(S) = { ξs | s ∈ (Σ − {ξ})∗ e δ∗(q0, s)! } e a
linguagem marcada e´ o subconjunto de trac¸os Lm(S) = { ξs ∈ L(S) | 〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉 e´ uma
configurac¸a˜o marcada }.
A configurac¸a˜o alcanc¸ada por um trac¸o ξs ∈ L(S) e´ ReachQI(ξs) = 〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉.
Estendendo-se a notac¸a˜o anterior para um subconjunto de trac¸os K ⊆ L(S), tem-se ReachQI(K) =
{ReachQI(ξs) ∈ Q × In | ξs ∈ K }. O subconjunto de configurac¸o˜es acess´ıveis em S e´ ReachQI(L(S)). O
subconjunto de configurac¸o˜es co-acess´ıveis em S e´ CoReachQI(L(S)) = { 〈q, ι〉 ∈ Q×In | (∃ s ∈ (Σ−{ξ})∗)
〈δ∗(q, s), ∆∗(q, s)(ι)〉 e´ uma configurac¸a˜o marcada }. S e´ na˜o-bloqueante se cada configurac¸a˜o acess´ıvel
e´ co-acess´ıvel, isto e´, S e´ na˜o-bloqueante se ReachQI(L(S)) = ReachQI(Lm(S)).
Exemplo 3.1.5 (Sistema de transic¸a˜o de estados – LPS). A linha de produc¸a˜o simples, des-
crita no Exemplo 3.1.1, pode ser modelada pelo STE da Figura 3.3, o qual modela o comportamento
ass´ıncrono das ma´quinas M1 e M2, e pela colec¸a˜o de dados M2 = 〈AZ, BZ〉 do Exemplo 3.1.4. Como
ilustra a Figura 3.2, a func¸a˜o ∆ sincronizando eventos da planta com operac¸o˜es em M2 deve ser:
∆(w1 −, f1) = 〈insert,nop〉, ∆(i2 −, s2) = 〈remove,nop〉,
∆(w2 −, f2) = 〈nop, insert〉, ∆(− i2, s3) = 〈nop, remove〉,
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onde o trac¸o −, dependendo de sua posic¸a˜o, indica qualquer estado local da ma´quina M1 ou da
ma´quina M2.
Exemplo 3.1.6 (Sistema de transic¸a˜o de estados – LR). A Figura 3.4 ilustra o STExCD da
linha realimentada introduzida no Exemplo 2.1.1 (pa´gina 9). Na figura, os estados da planta sa˜o
denotados por xyz, onde x e y representam, respectivamente, os estados locais das ma´quinas M1 e
M2, e z, o estado local do testador T1. A colec¸a˜o de dados e´ novamente um par de mono´ides do tipo
〈LZ,RZ〉, onde LZ e RZ representam, respectivamente, os armaze´ns A1 e A2. Os estados iniciais das
ma´quinas e do testador sa˜o Idle e as instanciac¸o˜es iniciais dos armaze´ns sa˜o 0. O predicado marcador
e´ f alse para todas as configurac¸o˜es, isto e´, nenhuma tarefa deve ser realizada. Uma interpretac¸a˜o para
este predicado marcador e´ a produc¸a˜o cont´ınua de pec¸as; esta interpretac¸a˜o difere da interpretac¸a˜o
de marcac¸a˜o da teoria cla´ssica. No Cap´ıtulo 5, retornar-se-a´ a este assunto.
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Figura 3.4: STExCD para a linha realimentada.
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3.1.4 Composic¸a˜o s´ıncrona entre STExCD
Ta˜o importante quanto a composic¸a˜o s´ıncrona entre STE, ja´ discutida na Sec¸a˜o 3.1.1, e´ a com-
posic¸a˜o s´ıncrona entre STExCD.
SejamM1n = 〈M11,M12,. . .,M1n〉 =
〈
M1i
〉
i=1,...,n
eM2m = 〈M21,M22, . . .,M2m〉 =
〈
M2j
〉
j=1,...,m
duas colec¸o˜es
ordenadas e na˜o vazias de dados. A unia˜o de M1n e M2m, denotada MK = M1n unionmultiM2m = 〈Mk〉k=1,...,K,
produz uma nova colec¸a˜o MK, onde K e´ igual ao nu´mero de componentes distintos de M1n e M2m,
contendo cada componente de uma ou outra colec¸a˜o. Se existem componentes duplicados entre as
duas colec¸o˜es M1n e M2m, apenas uma das duplicatas aparece na colec¸a˜o resultante 2.
A definic¸a˜o de unionmulti e´ feita com o aux´ılio de dois mapas de ı´ndices. Os mapas de ı´ndices p1 :
{1, . . . ,n} → {1, . . . ,K} e p2 : {1, . . . ,m} → {1, . . . ,K}, sa˜o definidos de tal forma que p1(i) = p2( j) se, e
somente se, M1i M
2
j , onde  e´ verdade se M
1
i e M
2
j sa˜o dois mono´ides iguais representando o mesmo
componente. Assim, a unia˜o de M1n com M2m forma MK =M1n unionmultiM2m = 〈Mk〉k=1,...,K, tal que, para cada
k = 1, . . ., K:
• Mk M1i , se existe i tal que k = p1(i) e na˜o existe j tal que k = p2( j).
• Mk M2j , se existe j tal que k = p2( j) e na˜o existe i tal que k = p1(i).
• Mk M1i M2j , se existe i tal que k = p1(i) e existe j tal que k = p2( j).
Trivialmente, para colec¸o˜es vazias, tem-se MK =Mn unionmulti 〈 〉 =Mn.
O operador unionmulti representa uma operac¸a˜o sobre listas que depende u´nica e exclusivamente dos mapas
de ı´ndices p1 e p2. Assim, fixados p1 e p2, o operador unionmulti pode ser usado sobre outras listas, tais como
FK = F1n unionmulti F2m e IK = I1n unionmulti I2m. A Figura 3.5 ilustra a unia˜o de duas listas quaisquer.
Dois STExCD, S1 = 〈S1, M1n, ∆1, P1m〉 e S2 = 〈S2, M2m, ∆2, P2m〉, sa˜o ditos consistentes se para todo
evento σ ∈ Σ1∩Σ2, sempre que p1(i) = p2( j), a operac¸a˜o emM1i associada ao evento σ e´ igual a` operac¸a˜o
em M2j associada ao mesmo evento σ. Assim, para dois STExCD consistentes, nenhuma transic¸a˜o
s´ıncrona entre os dois subsistemas tenta realizar diferentes operac¸o˜es em um mesmo componente.
Definic¸a˜o 3.1.4 (Composic¸a˜o s´ıncrona entre STExCD). Sejam S1 = 〈S1, M1n, ∆1, P1m〉 e S2 =
〈S2, M2m, ∆2, P2m〉 dois STExCD consistentes. A composic¸a˜o s´ıncrona de S1 e S2 e´ o STExCD S =
S1 ‖ S2 = 〈S1 ‖ S2, M1n unionmultiM2m, ∆1 unionmulti ∆2, P1m ∧ P2m〉.
2Aqui, fala-se componentes e na˜o mono´ides porque em uma ou mais colec¸o˜es podem existir mono´ides iguais, pore´m,
cada qual representando (semanticamente) um componente diferente. Em casos como estes, mono´ides iguais na˜o sa˜o
considerados duplicatas.
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A B C D E F
〈 A, B, C, D, E, F 〉︸ ︷︷ ︸
1 2 3 4 5 6
G E B D H
︷ ︸︸ ︷
〈 G, E, B, D, H 〉
1 2 3 4 5
A B C D E F G H 〈 A, B, C, D, E, F, G, H 〉
1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8
     
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p1 = { (1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (6, 6) }






OO
p2 = { (1, 7), (2, 5), (3, 2), (4, 4), (5, 8) }
Figura 3.5: Unia˜o de listas (〈A,B,C,D,E,F,G,H〉 = 〈A,B,C,D,E,F〉 unionmulti 〈G,E,B,D,H〉).
Tanto as definic¸o˜es de p1 e p2 quanto a composic¸a˜o s´ıncrona de STExCD podem ser automatizadas.
Sem perda de generalidade, deste ponto em diante, sera˜o considerados apenas sistemas compostos.
3.2 Especificac¸o˜es
Nesta sec¸a˜o sa˜o descritos dois tipos de especificac¸o˜es, ambos definidos a partir de fo´rmulas lo´gicas.
O primeiro tipo, chamado especificac¸a˜o por pre´-condic¸o˜es, determina as condic¸o˜es para a habilitac¸a˜o
dos eventos. O segundo tipo, chamado especificac¸a˜o por invariante, consiste de uma fo´rmula lo´gica
que deve ser satisfeita por todas as configurac¸o˜es que sobrevivem a` supervisa˜o. Ambos os tipos de
especificac¸a˜o sa˜o do tipo configurac¸o˜es proibidas e na˜o esta˜o relacionadas com a descric¸a˜o de tarefas
a serem realizadas – estas devem ser descritas pelo predicado marcador.
3.2.1 Especificac¸a˜o por pre´-condic¸o˜es
Definic¸a˜o 3.2.1 (Especificac¸a˜o por pre´-condic¸o˜es). Uma especificac¸a˜o por pre´-condic¸o˜es para
um STExCD S e´ o mapa
Λ : Σ→ {P | P : Q × In → B },
no qual P : Q × In → B e´ uma fo´rmula lo´gica (simbo´lica), definida sobre as configurac¸o˜es de S.
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Cada fo´rmula P de uma especificac¸a˜o por pre´-condic¸o˜es e´ chamada pre´-condic¸a˜o. As pre´-condic¸o˜es
podem conter varia´veis livres, as quais sa˜o denominadas paraˆmetros. As pre´-condic¸o˜es sa˜o avaliadas
somente durante o processo de supervisa˜o.
O conjunto de configurac¸o˜es satisfazendo uma especificac¸a˜o Λ, denotadoDΛ, e´ aquele que satisfaz:
1. a configurac¸a˜o inicial 〈q0, ι0〉 esta´ em DΛ,
2. para todo trac¸o ξω ∈ L(S) e ω ∈ Σ∗, a configurac¸a˜o 〈q, ι〉 = 〈δ∗(q0, ω),∆∗(q0, ω)(ι0)〉 esta´ em DΛ
se:
(a) para ω = φσ, φ ∈ Σ∗ e σ ∈ Σ, a configurac¸a˜o 〈δ∗(q0, φ), ∆∗(q0, φ)(ι0)〉 esta´ em DΛ, e
(b) Λ(σ)〈δ∗(q0, φ),∆∗(q0, φ)(ι0)〉 = true.
Em palavras, para DΛ , ∅, a Condic¸a˜o 1 diz que a configurac¸a˜o inicial deve satisfazer Λ. A segunda
condic¸a˜o diz que a configurac¸a˜o 〈q, ι〉, alcanc¸ada por um trac¸o ξω, satisfaz Λ se a configurac¸a˜o
〈q′, ι′〉 = 〈δ∗(q0, φ), ∆∗(q0, φ)(ι0)〉, anterior a` configurac¸a˜o 〈q, ι〉, satisfaz Λ e a restric¸a˜o sobre o evento
σ, conduzindo o sistema da configurac¸a˜o 〈q′, ι′〉 a` configurac¸a˜o 〈q, ι〉, e´ verificada.
O conjunto de todas as especificac¸o˜es por pre´-condic¸o˜es para S e´ denotado Λ(S). ⊥ ∈ Λ(S) e´ a
especificac¸a˜o tal que D⊥ = ∅ (por definic¸a˜o) e > ∈ Λ(S) e´ a especificac¸a˜o tal que D> = ReachQI(L(S)).
Em termos pra´ticos, ⊥ e´ a especificac¸a˜o que associa a pre´-condic¸a˜o f alse a todas as transic¸o˜es ξ de
S e > e´ a especificac¸a˜o que associa a pre´-condic¸a˜o true a todas as transic¸o˜es de S. As especificac¸o˜es
Λ ∈ Λ(S) diferentes de ⊥ sa˜o denominadas pro´prias.
Para duas especificac¸o˜es por pre´-condic¸o˜es Λ1 e Λ2, quando DΛ1 ⊆ DΛ2 , diz-se que a especificac¸a˜o
Λ1 implica Λ2, escrito como Λ1 ⇒ Λ2. Ale´m disso, se DΛ1 = DΛ2 , isto e´, se Λ1 ⇒ Λ2 e Λ2 ⇒ Λ1,
diz-se que Λ1 e Λ2 sa˜o equivalentes, ou Λ1 ⇔ Λ2. Claramente,⇔ e´ uma relac¸a˜o de equivaleˆncia sobre
o conjunto de especificac¸o˜es. No que segue, uma especificac¸a˜o na˜o sera´ distinguida de sua classe de
equivaleˆncia.
Exemplo 3.2.1 (Especificac¸a˜o por pre´-condic¸o˜es – LPS). Voltando-se a` linha de produc¸a˜o
simples e, supondo-se que A tem (teoricamente) uma capacidade ilimitada para o armazenamento
de pec¸as, que B tem uma capacidade limitada para armazenar ate´ N pec¸as e que os requisitos de
controle sejam:
E1. evitar o underflow em A,
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E2. evitar o underflow e overflow em B e
E3. minimizar as mudanc¸as de modo de operac¸a˜o em M1, isto e´, permitir que M1 retorne ao modo
1 somente depois que todas as pec¸as no armaze´m A foram processadas,
como ficaria a especificac¸a˜o por pre´-condic¸o˜es?
Denotando-se por a e b as varia´veis introduzidas pela colec¸a˜o de dados para refletir, respectiva-
mente, o nu´mero de pec¸as armazenados em A e B, os requisitos anteriores podem ser descritos pelas
seguintes pre´-condic¸o˜es:
Λ1(s2)〈q, 〈a, b〉〉 = (a > 0) evita underflow em A e . . .
Λ1(m1)〈q, 〈a, b〉〉 = (a = 0) . . . minimiza mudanc¸as de modo em M1
Λ2( f2)〈q, 〈a, b〉〉 = (b < N) evita overflow e . . .
Λ2(s3)〈q, 〈a, b〉〉 = (b > 0) . . . underflow em B.
(3.1)
E´ importante enfatizar que na teoria cla´ssica [RW87], a especificac¸a˜o baseada em linguagens evi-
tando o underflow em A e minimizando as mudanc¸as do modo de operac¸a˜o em M1 seria parecida
com o autoˆmato infinito da Figura 3.6. O autoˆmato e´ infinito pois representa um comportamento
na˜o regular da forma ( fm1 m2 s
m
2 m1)
∗ [HMU01]. Como na teoria cla´ssica a s´ıntese de supervisores
e´ baseada na composic¸a˜o s´ıncrona entre os geradores dos comportamentos deseja´veis com o gera-
dor do comportamento livre da planta, especificac¸o˜es na˜o regulares como a anterior na˜o podem ser
manipuladas.
//
''
f1
''
f1
...........''
f1
''
f1
gg 
s2
...........
gg 
s2
gg 
s2
gg 
s2

m2

m2

m2

m2

m2
GG
_m1
︷ ︸︸ ︷infinitas vezes
1
Figura 3.6: Especificac¸a˜o baseada em linguagens restringindo o comportamento de M1.
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Uma das vantagens das especificac¸o˜es por pre´-condic¸o˜es sobre as especificac¸o˜es atrave´s de lin-
guagens formais e´ a expressa˜o de comportamentos na˜o regulares. Na forma de uma especificac¸a˜o
por pre´-condic¸o˜es, o comportamento na˜o regular descrito na Figura 3.6 e´ especificado atrave´s das
restric¸o˜es impostas sobre s2 e m1, isto e´, Λ1(s2)〈q, 〈a, b〉〉 = (a > 0) e Λ1(m1)〈q, 〈a, b〉〉 = (a = 0). Estas
restric¸o˜es, utilizam a varia´vel a como um contador; durante a ocorreˆncia dos eventos f1 o contador e´
incrementado e durante a ocorreˆncia dos eventos s2 o contador e´ decrementado. A restric¸a˜o sobre s2
previne o underflow em A e a restric¸a˜o sobre m1 e´ satisfeita somente quando o nu´mero de eventos f1
ocorridos for igual ao nu´mero de eventos s2 ocorridos.
Outra vantagem das especificac¸o˜es por pre´-condic¸o˜es com relac¸a˜o a`s especificac¸o˜es atrave´s de
linguagens formais, diz respeito a` parametrizac¸a˜o das especificac¸o˜es. Na teoria cla´ssica os supervisores
sa˜o implementados como tabelas esta´ticas. Estas tabelas definem os eventos a serem habilitados em
cada estado discreto do sistema supervisionado. Por serem esta´ticas, qualquer alterac¸a˜o no espac¸o
de estados do sistema supervisionado requer o reprojeto e a reconstruc¸a˜o de todo o supervisor. Por
exemplo, em termos de linguagens formais, a especificac¸a˜o evitando o underflow e overflow no armaze´m
B, teria a forma do gerador ilustrado na Figura 3.7. A exata definic¸a˜o da linguagem gerada por este
gerador requer a fixac¸a˜o do valor de N. Se N e´ igual a 1, a linguagem gerada e´:
f2(s3 f2)∗s3 + f2(s3 f2)∗ + ε
e se N e´ igual a 2:
f2(s3 f2)∗ f2(s3(s3 f2)∗ f2)∗s3(s3 f2)∗s3 +
f2(s3 f2)∗ f2(s3(s3 f2)∗ f2)∗s3(s3 f2)∗ + f2(s3 f2)∗ f2(s3(s3 f2)∗ f2)∗ +
f2(s3 f2)∗s3 + f2(s3 f2)∗ + ε.
//
''
f2
''
f2
...........''
f2
''
f2
gg 
s3
...........
gg 
s3
gg 
s3
gg 
s3
︷ ︸︸ ︷N vezes
2
Figura 3.7: Especificac¸a˜o baseada em linguagens evitando overflow e underflow em A2.
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No caso das especificac¸o˜es por pre´-condic¸o˜es, o valor de N na˜o precisa ser fixado na especificac¸a˜o.
Assim, o par de pre´-condic¸o˜es:
Λ2( f2)〈q, 〈a, b〉〉 = (b < N) e Λ2(s3)〈q, 〈a, b〉〉 = (b > 0) (3.2)
evitando, respectivamente, o overflow e o underflow em B, vale para quaisquer valores razoa´veis de N.
Por valores razoa´veis de N, entenda-se N > 0.
Exemplo 3.2.2 (Especificac¸a˜o por pre´-condic¸o˜es – LR). A especificac¸a˜o por pre´-condic¸o˜es
evitando os overflows e underflows nos armaze´ns A1 e A2 da linha realimentada (Exemplo 3.1.6) e´
definida como:
Para todos os estados q ∈ Q e instanciac¸o˜es 〈a1, a2〉 ∈ Z × Z, tal que a1 e a2 denotam,
respectivamente, o nu´mero de itens correntemente armazenados em A1 e A2,
Λ( f1)〈q, 〈a1, a2〉〉 = a1 < N evita overflow em A1,
Λ(s2)〈q, 〈a1, a2〉〉 = a1 > 0 evita underflow em A1,
Λ( f2)〈q, 〈a1, a2〉〉 = a2 < M evita overflow em A2,
Λ(t)〈q, 〈a1, a2〉〉 = a2 > 0 evita underflow em A2 e
Λ(r)〈q, 〈a1, a2〉〉 = a1 < N evita overflow em A1.
Para os demais eventos as pre´-condic¸o˜es sa˜o verdadeiras (true).
3.2.2 Especificac¸a˜o por invariante
Seja Q × In o conjunto de configurac¸o˜es de um STExCD S. Um invariante para S e´ a fo´rmula
lo´gica Inv : Q × In → B. Uma especificac¸a˜o por invariante descreve propriedades comuns de um
subconjunto de configurac¸o˜es. As configurac¸o˜es satisfazendo um invariante Inv sa˜o DInv = { 〈q, ι〉 ∈
Q × In | Inv(q, ι) = true }.
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Exemplo 3.2.3 (Especificac¸a˜o por invariante – LR). A especificac¸a˜o por invariante evi-
tando os overflows e underflows nos armaze´ns A1 e A2 da linha realimentada (Exemplo 3.1.6) e´ a
fo´rmula:
Para todos os estados q ∈ Q e instanciac¸o˜es 〈a1, a2〉 ∈ Z × Z, tal que a1 e a2 denotam,
respectivamente, o nu´mero de itens correntemente armazenados em A1 e A2,
a1 ≥ 0 ∧ a1 ≤ N ∧ a2 ≥ 0 ∧ a2 ≤M.
3.2.3 Equivaleˆncia entre especificac¸o˜es
Cada especificac¸a˜o por invariante pode ser transformada em uma especificac¸a˜o por pre´-condic¸o˜es
equivalente. A construc¸a˜o de uma especificac¸a˜o por pre´-condic¸o˜es equivalente a uma especificac¸a˜o
por invariante se inicia pela observac¸a˜o, na Figura 3.8, de que para cada configurac¸a˜o 〈q, ι〉 e cada
transic¸a˜o δ(qi, σi), tal que q = δ(qi, σi) e ι = ∆(qi, σi)(ιi), existe uma pre´-condic¸a˜o da forma Λ(σi)〈qi, ιi〉
implicando o invariante Inv(q, ι), isto e´,
Λ(σi)〈qi, ιi〉 = Inv〈δ(qi, σi),∆(qi, σi)(ιi)〉 ⇒ Inv〈q, ι〉. (3.3)
〈q1, ι1〉
〈q2, ι2〉
〈qi, ιi〉
〈qn, ιn〉
〈q, ι〉
σ1
∆(q1, σ1)(ι1)

@@σ2
∆(q2, σ2)(ι2)
tttt
99
___________ σi
∆(qi, σi)(ιi) J
J
%%
σn
∆(qn, σn)(ιn)
==
==
==
==
=
 Inv〈q, ι〉
Λ(σn) = Inv〈δ(qn, σn),∆(qn, σn)(ιn)〉nq~
..
..
..
..
...
..................................pr
....................................pr
.....................................`ku
Figura 3.8: Transformac¸a˜o de um invariante em um conjunto de pre´-condic¸o˜es.
A implicac¸a˜o anterior decorre do fato de que nem todas as instanciac¸o˜es ι, associadas ao estado q,
sa˜o obtidas a partir da instanciac¸a˜o ιi, associada ao estado qi. A igualdade relacionando o conjunto
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de todas as poss´ıveis instanciac¸o˜es ι, no estado q, com as instanciac¸o˜es anteriores a` ocorreˆncia dos n
eventos σi, conduzindo o sistema ao estado q e´:
ι = ∆(q1, σ1)(ι1) ∨ ∆(q2, σ2)(ι2) ∨ . . . ∨ ∆(qn, σn)(ιn).
Assim, o invariante Inv〈q, ι〉 pode ser reescrito como:
Inv〈q, ι〉 = Inv〈δ(q1, σ1),∆(q1, σ1)(ι1)〉 ∨
Inv〈δ(q2, σ2),∆(q2, σ2)(ι2)〉 ∨ . . . ∨ Inv〈δ(qn, σn),∆(qn, σn)(ιn)〉
ou, de acordo com a Equac¸a˜o 3.3,
Inv〈q, ι〉 = Λ(σ1)〈q1, ι1〉 ∨ Λ(σ2)〈q2, ι2〉 ∨ . . . ∨ Λ(σn)〈qn, ιn〉. (3.4)
A igualdade anterior diz que se existem eventos habilitados pelas pre´-condic¸o˜es a` direita da
igualdade 3.4, enta˜o existem configurac¸o˜es associadas ao estado q que na˜o invalidam o invariante.
Por outro lado, se existem configurac¸o˜es associadas ao estado q que na˜o invalidam o invariante, enta˜o
existem pre´-condic¸o˜es a` direita do invariante habilitando pelo menos um dos eventos σi (i = 1, 2, . . .,
n).
Estendendo-se a Igualdade 3.4 a todos os estados do sistema, uma especificac¸a˜o por pre´-condic¸o˜es
equivalente a` especificac¸a˜o por invariantes e´ obtida.
Exemplo 3.2.4 (Equivaleˆncia entre especificac¸o˜es – LR). A especificac¸a˜o por invariante
evitando os underflows e overflows na linha realimentada (Exemplo 3.2.3) consiste do invariante
a1 ≥ 0 ∧ a1 ≤ N ∧ a2 ≥ 0 ∧ a2 ≤M.
Analisando-se as configurac¸o˜es cujo estado discreto e´ iii (ver Figura 3.4), o invariante anterior deve
ser transformado em pre´-condic¸o˜es associadas aos eventos ξ, f1, f2, r e a, todos rotulando transic¸o˜es
para o estado iii. Os resultados desta ana´lise esta˜o apresentados na Tabela 3.1. Na tabela, as duas
primeiras colunas identificam a transic¸a˜o para o estado iii. A coluna ∆(q′, σ) denota as operac¸o˜es
sobre os armaze´ns associadas a` transic¸a˜o correspondente. Finalmente, a u´ltima coluna representa,
sem nenhuma simplificac¸a˜o, as pre´-condic¸o˜es restringindo as transic¸o˜es correspondentes.
Procedendo-se de forma semelhante com a ana´lise dos demais estados da planta, a especificac¸a˜o
por pre´-condic¸o˜es equivalente ao invariante anterior e´ obtida. Aparentemente, esta especificac¸a˜o por
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q′ σ ∆(q′, σ) Λ(σ)〈q′, 〈a1, a2〉〉
· ξ 〈nop,nop〉 a1 ≥ 0 ∧ a1 ≤ N ∧ a2 ≥ 0 ∧ a2 ≤M
wii f1 〈ins,nop〉 a1 + 1 ≥ 0 ∧ a1 + 1 ≤ N ∧ a2 ≥ 0 ∧ a2 ≤M
iwi f2 〈nop, ins〉 a1 ≥ 0 ∧ a1 ≤ N ∧ a2 + 1 ≥ 0 ∧ a2 + 1 ≤M
iiw r 〈ins,nop〉 a1 + 1 ≥ 0 ∧ a1 + 1 ≤ N ∧ a2 ≥ 0 ∧ a2 ≤M
iiw a 〈nop,nop〉 a1 ≥ 0 ∧ a1 ≤ N ∧ a2 ≥ 0 ∧ a2 ≤M
Tabela 3.1: Especificac¸a˜o por pre´-condic¸o˜es equivalente a` especificac¸a˜o por invariante a1 ≥ 0 ∧ a1 ≤
N ∧ a2 ≥ 0 ∧ a2 ≤M.
pre´-condic¸o˜es e´ mais complexa do que aquela do Exemplo 3.2.2. No entanto, ambas as especificac¸o˜es
por pre´-condic¸o˜es sa˜o equivalentes como se pode perceber apo´s as simplificac¸o˜es das pre´-condic¸o˜es
obtidas a partir do invariante. Considerando-se o contexto da especificac¸a˜o completa, tais simplifi-
cac¸o˜es reduzem as pre´-condic¸o˜es a1 ≥ 0 ∧ a1 ≤ N ∧ a2 ≥ 0 ∧ a2 ≤M, associadas aos eventos ξ e a, a
true e as pre´-condic¸o˜es associadas aos demais eventos, a`quelas indicadas em negrito na Tabela 3.1.
Na especificac¸a˜o para a linha de produc¸a˜o simples (Exemplo 3.2.1), os requisitos foram descritos
por duas especificac¸o˜es locais. A especificac¸a˜o Λ1 descreve os requisitos E1 e E3 e a especificac¸a˜o Λ2
descreve o requisito E2. A sec¸a˜o a seguir discute como uma especificac¸a˜o global, mais complexa, pode
ser obtida a partir de um conjunto de especificac¸o˜es locais mais simples.
3.2.4 Composic¸a˜o de especificac¸o˜es
Independentemente da linguagem usada na construc¸a˜o das especificac¸o˜es, o projeto de uma espe-
cificac¸a˜o incorporando diferentes requisitos geralmente na˜o e´ uma tarefa simples. Portanto, a com-
posic¸a˜o de especificac¸o˜es mais simples, cada qual descrevendo requisitos locais, e´ deseja´vel. Devido a`
natureza lo´gica da linguagem usada pelas especificac¸o˜es por pre´-condic¸o˜es, dois tipos de composic¸a˜o
de especificac¸o˜es sera˜o definidas: a composic¸a˜o conjuntiva e a composic¸a˜o disjuntiva.
Definic¸a˜o 3.2.2 (Composic¸o˜es de especificac¸o˜es). Dadas duas especificac¸o˜es, Λ1 e Λ2 em Λ(S),
as operac¸o˜es meet (u) e join (unionsq) entre especificac¸o˜es sa˜o definidas como:
∀ σ ∈ Σ,
(Λ1 uΛ2)(σ) = Λ1(σ) ∧ Λ2(σ)(Λ1 unionsqΛ2)(σ) = Λ1(σ) ∨ Λ2(σ).
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A composic¸a˜o conjuntiva entre as especificac¸o˜es Λ1 e Λ2 e´ a especificac¸a˜o (Λ1 u Λ2) e a composic¸a˜o
disjuntiva entre Λ1 e Λ2 e´ a especificac¸a˜o (Λ1 unionsqΛ2). Em termos de conjuntos de configurac¸o˜es,
DΛ1 uΛ2 = DΛ1 ∩ DΛ2 e DΛ1 unionsqΛ2 = DΛ1 ∪ DΛ2 .
Exemplo 3.2.5 (Composic¸a˜o de especificac¸o˜es – LPS). A especificac¸a˜o por pre´-condic¸o˜es Λ,
descrevendo todos os requisitos da linha de produc¸a˜o simples (Exemplo 3.2.1) pode ser obtida como
Λ = Λ1 u Λ2, onde:
1. Λ1 e´ a especificac¸a˜o descrevendo os requisitos E1 e E3, isto e´,
Λ1(s2)〈q, 〈a, b〉〉 = (a > 0) e Λ1(m1)〈q, 〈a, b〉〉 = (a = 0).
2. Λ2 e´ a especificac¸a˜o descrevendo o requisito E2, isto e´,
Λ2( f2)〈q, 〈a, b〉〉 = (b < N) e Λ2(s3)〈q, 〈a, b〉〉 = (b > 0).
Portanto, Λ = Λ1 uΛ2 consiste das seguintes pre´-condic¸o˜es:
∀ q ∈ Q, ∀ a, b ∈ Z

Λ(s2)〈q, 〈a, b〉〉 = (a > 0)
Λ(m1)〈q, 〈a, b〉〉 = (a = 0)
Λ( f2)〈q, 〈a, b〉〉 = (b < N)
Λ(s3)〈q, 〈a, b〉〉 = (b > 0).
Exemplo 3.2.6 (Composic¸a˜o de especificac¸o˜es – LR). A especificac¸a˜o por pre´-condic¸o˜es Λ
evitando os overflows e underflows na linha realimentada (Exemplo 3.2.2) pode ser interpretada como
Λ = Λ1 u Λ2 u Λ3 u Λ4 u Λ5, onde:
1. Λ1 e Λ2 sa˜o as especificac¸o˜es evitando o overflow em A1, isto e´, Λ1( f1)〈q, 〈a1, a2〉〉 = a1 < N e
Λ2(r)〈q, 〈a1, a2〉〉 = a1 < N.
2. Λ3 e´ a especificac¸a˜o evitando o underflow em A1, isto e´, Λ3(s2)〈q, 〈a1, a2〉〉 = a1 > 0.
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3. Λ4 e´ a especificac¸a˜o evitando o overflow em A2, isto e´, Λ4( f2)〈q, 〈a1, a2〉〉 = a2 < M.
4. Λ5 e´ a especificac¸a˜o evitando o underflow em A2, isto e´, Λ5(t)〈q, 〈a1, a2〉〉 = a2 > 0.
Para todos os pares de especificac¸o˜es Λ1, Λ2 ∈ Λ(S) e eventos σ ∈ Σ e´ fa´cil verificar as seguintes
propriedades (para reticulados [MB99]) das composic¸o˜es de especificac¸o˜es:
1. Idempoteˆncia:
(Λ1 u Λ1)(σ) = Λ1(σ)(Λ1 unionsq Λ1)(σ) = Λ1(σ).
2. Comutatividade:
(Λ1 u Λ2)(σ) = (Λ2 u Λ1)(σ)(Λ1 unionsq Λ2)(σ) = (Λ2 unionsq Λ1)(σ).
3. Associatividade:
(Λ1 u (Λ2 u Λ3))(σ) = ((Λ1 u Λ2) u Λ3)(σ)(Λ1 unionsq (Λ2 unionsq Λ3))(σ) = ((Λ1 unionsq Λ2) unionsq Λ3)(σ).
4. Absorc¸a˜o:
(Λ1 u (Λ1 unionsq Λ2))(σ) = Λ1(σ)(Λ1 unionsq (Λ1 u Λ2))(σ) = Λ1(σ).
As operac¸o˜es meet e join sobre Λ(S) definem a ordem parcial ⇒ sobre Λ(S) pela regra Λ1 ⇒ Λ2
se, e somente se, (Λ1 unionsq Λ2) ⇒ Λ2, ou, equivalentemente, (Λ1 u Λ2) ⇒ Λ1 (consisteˆncia). Enta˜o,
Λ(S) parcialmente ordenado pela implicac¸a˜o ⇒ e sob as operac¸o˜es meet e join forma um reticulado
completo [MB99].
Para encerrar a discussa˜o sobre as especificac¸o˜es por pre´-condic¸o˜es e´ importante comentar que
tais especificac¸o˜es consistem da associac¸a˜o de restric¸o˜es aos eventos. Tais restric¸o˜es sa˜o expressas por
pre´-condic¸o˜es definidas sobre as varia´veis introduzidas pela colec¸a˜o de dados e/ou sobre a varia´vel de
estado discreto. Portanto, como as restric¸o˜es dependem dos estados discretos do sistema, e´ poss´ıvel
a associac¸a˜o de restric¸o˜es diferentes a diferentes transic¸o˜es rotuladas pelo mesmo evento.
3. STE com Colec¸a˜o de Dados 58
3.3 Equivaleˆncia com a teoria cla´ssica
Nos SED, em geral, as especificac¸o˜es podem ser classificadas em (a) especificac¸o˜es de seguranc¸a
(ou configurac¸o˜es proibidas) e (b) especificac¸o˜es sequ¨enciais (ou sequ¨eˆncias proibidas). As linguagens
alvo da teoria cla´ssica podem descrever requisitos pertencentes a qualquer uma destas classes. As
especificac¸o˜es por pre´-condic¸o˜es teˆm (no mı´nimo) o mesmo poder de expressividade. Para comprovar
esta afirmac¸a˜o, os para´grafos a seguir mostram como um problema da teoria cla´ssica pode ser trans-
formado em um STExCD e em uma especificac¸a˜o por pre´-condic¸o˜es equivalentes. Tais transformac¸o˜es
consistem da (1) obtenc¸a˜o do STE a partir do gerador modelando a planta na teoria cla´ssica, (2) da
transformac¸a˜o da linguagem alvo em uma colec¸a˜o de dados, (3) da construc¸a˜o do STExCD, e (4) da
associac¸a˜o de pre´-condic¸o˜es aos eventos.
1. Obtenc¸a˜o de um STE a partir de um gerador. Seja G = 〈Q, Σ, δ, q0, Qm〉 o gerador
usado na teoria cla´ssica para modelar uma planta. O gerador G pode ser transformado no STE
S′ = 〈Q′,Σ′, δ′〉, de acordo com as seguintes regras:
(a) Q′ = Q
(b) Σ′ = Σ ∪ { ξ }
(c) δ′ = δ ∪ { 〈q, ξ, q0〉 | q ∈ Q′ }.
2. Transformac¸a˜o das linguagens alvo em uma colec¸a˜o de dados. Geralmente, as espe-
cificac¸o˜es da teoria cla´ssica sa˜o obtidas a partir de um conjunto de especificac¸o˜es locais mais
simples. Seja {K1, K2, . . ., Kn } este conjunto de especificac¸o˜es locais. Enta˜o, a linguagem alvo
correspondente a` especificac¸a˜o K e´ gerada por K = L(H) = L(H1 ‖H2 ‖ . . . ‖Hn), onde H e Hi,
1 ≤ i ≤ n, sa˜o geradores tais que K = L(H) e Ki = L(Hi). Para a transformac¸a˜o, e´ requerido que
o conjunto de eventos de Hi seja um subconjunto dos eventos de H; entretanto, na˜o e´ requerido
que os conjuntos sejam iguais. A colec¸a˜o de dados constru´ıda a partir de H consiste da n-tupla
〈MQ1 , MQ2 , . . ., MQn〉, onde cada MQi e´ o mono´ide constru´ıdo da maneira descrita a seguir.
Para Ki = L(Hi), tal que H′i = 〈Qi, Σi, δi, qi,0, Qi〉 e´ o gerador de Ki, defina-se o mono´ide
MQi = 〈F ∗I , ◦,nop〉 como:
(a) I = Qi ∪ { q⊥ }, isto e´, o conjunto de instanciac¸o˜es I consiste dos estados discretos de H′i
mais a instanciac¸a˜o especial q⊥.
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(b) FI = { nop } ∪ { f (i)σ : Qi → Qi | σ ∈ Σ′ }. A operac¸a˜o de inicializac¸a˜o f (i)ξ e´ definida
para cada instanciac¸a˜o ι ∈ Qi como f (i)ξ (ι) = qi,0. Todas as demais operac¸o˜es f (i)σ , tal que
σ ∈ Σi − { ξ }, sa˜o definidas como:
∀ ι ∈ Qi, f (i)σ (ι) =
ι1 se δi(ι, σ) = ι1q⊥ em caso contra´rio.
3. Construc¸a˜o do STExCD. O STExCD equivalente a um problema da teoria cla´ssica e´ S = 〈S′,
Mn, ∆, Pm〉, onde:
(a) S′ = 〈Q′,Σ′, δ′〉 e´ o STE obtido de acordo com o Item 1.
(b) Mn = 〈MQ1 , MQ2 , . . ., MQn〉 e´ a colec¸a˜o de dados obtida de acordo com o Item 2.
(c) Para todo q ∈ Q′ e σ ∈ Σ′, se δ′(q, σ)! enta˜o ∆(q, σ) = 〈 f (1)σ , f (2)σ , . . ., f (n)σ 〉.
(d) Pm e´ o predicado Pm〈q, ι〉, onde q e´ um estado marcado na planta G e ι e´ um estado
marcado na composic¸a˜o H1 ‖H2 ‖ . . . ‖Hn.
4. Especificac¸a˜o por pre´-condic¸o˜es. Finalmente, a especificac¸a˜o Λ e´ definida para todo evento
σ ∈ Σ′ como:
Λ(σ)〈q, ι〉 =
 f alse se ∆(q, σ)(ι) = q⊥true em caso contra´rio.
Exemplo 3.3.1 (Equivaleˆncia com a teoria cla´ssica – LR). O modelo cla´ssico da linha re-
alimentada consiste do gerador G = 〈Q, Σ, δ, q0, Qm〉 ilustrado na Figura 3.9.
1. Obtenc¸a˜o do STE. O STE S′ = 〈Q′, Σ′, δ′〉 equivalente a` planta G anterior e´ facilmente obtido
como:
(a) Q′ = Q = { iii, iiw, iwi, iww, wii, wiw, wwi, www }.
(b) Σ′ = Σ ∪ { ξ } = { s1, f1, s2, f2, t, r, a, ξ }.
(c) δ′ = δ ∪ { 〈q, ξ, q0〉 | q ∈ Q′ }.
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Figura 3.9: Modelo cla´ssico da linha realimentada.
2. Construc¸a˜o da colec¸a˜o de dados. Considerando-se que a capacidade dos armaze´ns A1 e A2
sa˜o, respectivamente, 3 e 1 3, as especificac¸o˜es locais K1 = L(H1) e K2 = L(H2) evitando os
underflows e overflows nos armaze´ns, sa˜o representadas pelos geradores H1 e H2 da Figura 3.10
(ver [Won98]).
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Figura 3.10: Geradores das especificac¸o˜es locais K1 e K2 (baseadas em linguagens).
Os mono´ides MQ1 e MQ2 equivalentes aos geradores H1 e H2, sa˜o ilustrados graficamente na
Figura 3.11. E´ importante notar que a figura ilustra dois autoˆmatos completos. Os conjuntos
de instanciac¸o˜es sa˜o I1 = Q1 ∪ { q⊥ } = {u0,u1,u2,u3, q⊥ } e I2 = Q2 ∪ { q⊥ } = { v0, v1, q⊥ } e as
operac¸o˜es em I1 e I2 sa˜o:
3Aqui, faz-se necessa´rio fixar as capacidades dos armaze´ns pois a teoria cla´ssica requer a definic¸a˜o exata das
linguagens geradas.
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Figura 3.11: Mono´ides equivalentes a`s linguagens alvo da Figura 3.10.
• em I1:

f (1)f1 = f
(1)
r = { 〈u0,u1〉, 〈u1,u2〉, 〈u2,u3〉, 〈u3, q⊥〉 }
f (1)s2 = { 〈u3,u2〉, 〈u2,u1〉, 〈u1,u0〉, 〈u0, q⊥〉 }
f (1)ξ = { 〈u0,u0〉, 〈u1,u0〉, 〈u2,u0〉, 〈u3,u0〉, 〈q⊥,u0〉 }
nop = { 〈u0,u0〉, 〈u1,u1〉, 〈u2,u2〉, 〈u3,u3〉, 〈q⊥, q⊥〉 }
• em I2:

f (2)f2 = { 〈v0, v1〉, 〈v1, q⊥〉 }
f (2)t = { 〈v1, v0〉, 〈v0, q⊥〉 }
f (2)ξ = { 〈v0, v0〉, 〈v1, v0〉, 〈q⊥, v0〉 }
nop = { 〈v0, v0〉, 〈v1, v1〉, 〈q⊥, q⊥〉 }.
3. Construc¸a˜o do STExCD. O STE S′ obtido anteriormente equipado com a colec¸a˜o de dadosM2 =
〈 MQ1 , MQ2 〉, produz o STExCD S = 〈S′, M2, ∆, Pm〉, onde ∆ e´ o mapa definido para todo
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estado q ∈ Q′ e instanciac¸a˜o 〈ι1, ι2〉 ∈ I1 × I2, como:
∆(q, ξ) = 〈 f (1)ξ , f (2)ξ 〉, ∆(q, s1) = 〈 nop, nop 〉, ∆(q, f1) = 〈 nop, f (2)f1 〉,
∆(q, s2) = 〈 f (1)s2 , nop 〉, ∆(q, f2) = 〈 nop, f (2)f2 〉, ∆(q, t) = 〈 nop, f
(2)
t 〉,
∆(q, r) = 〈 f (1)r , nop 〉, ∆(q, a) = 〈 nop, nop 〉.
4. Especificac¸a˜o por pre´-condic¸o˜es. A especificac¸a˜o por pre´-condic¸o˜es equivalente a`s especificac¸o˜es
locais K1 e K2 e´ o conjunto de pre´-condic¸o˜es impedindo que alguma instanciac¸a˜o contendo q⊥
seja alcanc¸ada, isto e´, para toda instanciac¸a˜o 〈ι1, ι2〉 ∈ I1 × I2,
Λ( f1)〈ι1, ι2〉 = (ι1 , u3), Λ(r)〈ι1, ι2〉 = (ι1 , u3), Λ(s2)〈ι1, ι2〉 = (ι1 , u0),
Λ(t)〈ι1, ι2〉 = (ι2 , v0), Λ( f2)〈ι1, ι2〉 = (ι2 , v1).
3.4 Observac¸o˜es
Os STExCD possuem uma estrutura de mais alto n´ıvel do que as linguagens regulares, provendo
o sistema com varia´veis, paraˆmetros, procedimentos e a habilitac¸a˜o condicionada logicamente dos
eventos. Tais construtores permitem grande flexibilidade na modelagem de uma extensa classe de SED
e seus respectivos comportamentos deseja´veis. Em contra partida, a sistematizac¸a˜o da construc¸a˜o
do modelo da planta e da especificac¸a˜o correspondente foi penalizada. Esta penalizac¸a˜o permite
diferentes formas de modelar e especificar um mesmo problema.
Cap´ıtulo 4
Supervisores e controlabilidade
Como visto na Sec¸a˜o 3.2.3 e sem perda de generalidade, no que segue, apenas especificac¸o˜es
por pre´-condic¸o˜es sa˜o consideradas. Ale´m disso, se nada for dito em contra´rio, as especificac¸o˜es
sa˜o pro´prias, isto e´, diferentes de ⊥. Deste modo, as ac¸o˜es do agente de controle consistem da
habilitac¸a˜o/inibic¸a˜o de eventos controla´veis da planta de acordo com a satisfac¸a˜o das respectivas
pre´-condic¸o˜es.
Dada uma especificac¸a˜o por pre´-condic¸o˜es Λ ∈ Λ(S), a ac¸a˜o de um agente de controle externo, do-
ravante denominado supervisor, e´ habilitar a partir de cada configurac¸a˜o alcanc¸ada um subconjunto
dos eventos poss´ıveis de modo que as configurac¸o˜es acess´ıveis sob supervisa˜o satisfac¸am Λ. O sub-
conjunto dos eventos fisicamente poss´ıveis a partir de um estado q e´ denotado Σ(q). O subconjunto
dos eventos a serem habilitados a partir de cada configurac¸a˜o e´ determinado pelo controle induzido
por Λ, o qual e´ definido a seguir.
Definic¸a˜o 4.0.1 (Controle induzido por Λ). Seja Λ uma especificac¸a˜o por pre´-condic¸o˜es para
um STExCD S. O controle induzido por Λ e´ o mapa γΛ : Q×In → 2Σ definido para toda configurac¸a˜o
〈q, ι〉 ∈ ReachQI(L(S)) como:
γΛ〈q, ι〉 = { σ ∈ Σ(q) | Λ(σ)〈q, ι〉 = true }.
Em palavras, o controle induzido por Λ associa a cada configurac¸a˜o 〈q, ι〉 da planta um subconjunto
dos eventos fisicamente poss´ıveis a partir do estado q. Os eventos em γΛ〈q, ι〉 sa˜o aqueles cujas
pre´-condic¸o˜es, avaliadas na configurac¸a˜o 〈q, ι〉, resultam verdadeiras.
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4.1 Supervisores
O controle induzido por Λ permite uma u´nica estrate´gia de controle: a habilitac¸a˜o de um sub-
conjunto dos eventos poss´ıveis. Em geral, o subconjunto dos eventos a serem habilitados em cada
configurac¸a˜o e´ determinado pelo supervisor durante o processo de supervisa˜o atrave´s das avaliac¸o˜es
das pre´-condic¸o˜es. A definic¸a˜o a seguir introduz formalmente o supervisor.
Definic¸a˜o 4.1.1 (Supervisor). Seja S um STExCD e Λ uma especificac¸a˜o por pre´-condic¸o˜es para
S. Um supervisor para S e Λ e´ o mapa VΛ : L(S)→ 2Σ definido para cada trac¸o ξs ∈ L(S) como:
VΛ(ξs) = γΛ〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉.
Informalmente, VΛ(ξs) define o conjunto de eventos a serem habilitados apo´s o trac¸o ξs.
Considerando-se que um evento na˜o controla´vel, na pra´tica, na˜o pode ser impedido, um supervi-
sor so´ pode ser constru´ıdo se todos os eventos a serem desabilitados forem controla´veis. Isto leva a`
seguinte definic¸a˜o de supervisores pro´prios:
Definic¸a˜o 4.1.2 (Supervisor pro´prio). Um supervisor VΛ : L(S) → 2Σ e´ denominado pro´prio se
cada subconjunto de eventos habilitados por VΛ inclui todos os eventos na˜o controla´veis fisicamente
poss´ıveis, ou seja, se:
∀ ξs ∈ L(S), ∀ σ ∈ Σ(δ∗(q0, s)), σ ∈ Σu ⇒ σ ∈ VΛ(ξs).
A interac¸a˜o entre uma planta S e um supervisor pro´prio VΛ pode ser informalmente descrita como:
“Cada sequ¨eˆncia de eventos gerada pela planta e´ memorizada pelo supervisor na forma de uma
configurac¸a˜o. No momento em que o supervisor observa (na planta) a ocorreˆncia de um evento α,
ele atualiza a configurac¸a˜o corrente 〈q, ι〉 de acordo com a func¸a˜o de transic¸a˜o δ(q, α) e a operac¸a˜o
∆(q, α)(ι). Em seguida, a nova configurac¸a˜o 〈q′, ι′〉 = 〈δ(q, α), ∆(q, α)(ι)〉 e´ usada na avaliac¸a˜o das
pre´-condic¸o˜es associadas aos eventos σ ∈ Σ(q′). Se a avaliac¸a˜o da pre´-condic¸a˜o Λ(σ)〈q′, ι′〉, onde
σ ∈ Σ(q′), resultar verdade, o evento σ e´ habilitado. Caso contra´rio, o evento σ e´ desabilitado.
O tempo decorrido desde a ocorreˆncia (na planta) do evento α ate´ as habilitac¸o˜es dos eventos σ e´
considerado desprez´ıvel.”
Formalmente, a interac¸a˜o descrita e´ modelada pelos sistemas de transic¸a˜o de estados com pre´-
condic¸o˜es definidos a seguir.
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Definic¸a˜o 4.1.3 (STE com pre´-condic¸o˜es). Um STE com Pre´-Condic¸o˜es (STE-PC) e´ o sistema
VΛ/S, consistindo de um STExCD S e um supervisor VΛ, o qual foi constru´ıdo para satisfazer os
requisitos de uma especificac¸a˜o por pre´-condic¸o˜es pro´pria Λ para S.
Em termos de linguagem gerada, o comportamento em malha fechada de VΛ/S e´ a linguagem
L(VΛ/S) ⊆ L(S) descrita como:
1. ξ ∈ L(VΛ/S).
2. Se ξs ∈ L(VΛ/S), σ ∈ VΛ(ξs) e ξsσ ∈ L(S), enta˜o ξsσ ∈ L(VΛ/S).
3. Nenhum outro trac¸o pertence a L(VΛ/S).
Estendendo-se a linguagem L(VΛ/S) com a cadeia vazia ε, obte´m-se Lε(VΛ/S). Claramente { ε } ⊆
Lε(VΛ/S) ⊆ L(S) e´ na˜o vazia e prefixo fechada.
Proposic¸a˜o 4.1.1 (Configurac¸o˜es acess´ıveis sob supervisa˜o). O conjunto de configurac¸o˜es
acess´ıveis sob supervisa˜o e´ ReachQI(VΛ/S) = DΛ.
Demonstrac¸a˜o. O que deve ser demonstrado e´ que ReachQI(VΛ/S) ⊆ DΛ e DΛ ⊆ ReachQI(VΛ/S).
• ReachQI(L(VΛ/S)) ⊆ DΛ
De acordo com a definic¸a˜o de DΛ a configurac¸a˜o inicial 〈q0, ι0〉 satisfaz Λ, isto e´, 〈q0, ι0〉 ∈ DΛ.
Seja ξs ∈ L(S) um trac¸o satisfazendo a proposic¸a˜o. Para todo evento σ ∈ Σ, se ξsσ ∈ L(VΛ/S)
enta˜o, de acordo com a definic¸a˜o do comportamento em malha fechada, σ ∈ VΛ(ξs). Mas,
σ ∈ VΛ(ξs) se Λ(σ)〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 = true. Portanto, de acordo com a definic¸a˜o de DΛ,
〈δ∗(q0, sσ),∆∗(q0, sσ)(ι0)〉 ∈ DΛ.
• DΛ ⊆ ReachQI(L(VΛ/S))
Por contradic¸a˜o, seja 〈q, ι〉 uma configurac¸a˜o pertencente a DΛ, mas na˜o pertencente a
ReachQI(L(VΛ/S)).
Pela definic¸a˜o de DΛ, tem-se 〈q0, ι0〉 ∈ DΛ. Pela definic¸a˜o do comportamento em malha fe-
chada, tem-se ξ ∈ L(VΛ/S) e 〈q0, ι0〉 ∈ ReachQI(L(VΛ/S)). Portanto, 〈q, ι〉 na˜o pode ser igual a`
configurac¸a˜o inicial 〈q0, ι0〉.
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Para 〈q, ι〉 = 〈δ∗(q0, sσ), ∆∗(q0, sσ)(ι0)〉, onde s ∈ Σ∗ e σ ∈ Σ(δ∗(q0, s)), se 〈q, ι〉 ∈ ReachQI(L(S)),
enta˜o ξsσ ∈ L(S)[1]. Pela definic¸a˜o de DΛ, se 〈q, ι〉 ∈ DΛ, enta˜o 〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉 ∈ DΛ
e Λ(σ)〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉 = true[2]. Pela definic¸a˜o de comportamento em malha fechada, se
〈q, ι〉 < ReachQI(L(VΛ/S)), uma das condic¸o˜es a seguir deve ser verdadeira:
1. ξsσ < L(S) (contradic¸a˜o [1]).
2. σ < VΛ(ξs), isto e´, Λ(σ)〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉 = f alse (contradic¸a˜o [2]).
3. ξs < L(VΛ/S), isto e´, ou ξsσ < L(S) (contradic¸a˜o [1]), ou σ < VΛ(ξs) (contradic¸a˜o [2]).
Portanto, na˜o existem configurac¸o˜es pertencentes a DΛ que na˜o pertenc¸am simultaneamente a
ReachQI(L(VΛ/S)) e vice-versa.

4.2 Controlabilidade
Um dos principais objetivos da s´ıntese de supervisores e´ a caracterizac¸a˜o das especificac¸o˜es para
as quais um supervisor pode ser constru´ıdo. Como em outros modelos para SED, a caracter´ıstica que
determina se um supervisor pode ou na˜o ser constru´ıdo esta´ relacionado com a noc¸a˜o de controlabi-
lidade das especificac¸o˜es.
Definic¸a˜o 4.2.1 (Especificac¸o˜es controla´veis). Uma especificac¸a˜o Λ , ⊥ e´ controla´vel se para
todo trac¸o ξs ∈ L(S), tal que 〈q, ι〉 = 〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 ∈ DΛ, tem-se:
Σ(q) − γΛ〈q, ι〉 ⊆ Σc.
Como um caso particular, ⊥ e´ considerada controla´vel.
A subtrac¸a˜o do conjunto γΛ〈q, ι〉 (de eventos habilitados) do conjunto de eventos (fisicamente pos-
s´ıveis) Σ(q) resulta o conjunto de eventos que devem ser desabilitados pelo supervisor. Para uma
especificac¸a˜o controla´vel, a partir de cada configurac¸a˜o, todos os eventos a serem desabilitados de-
vem ser controla´veis. A condic¸a˜o de controlabilidade e´ satisfeita, por exemplo, pela especificac¸a˜o Λ1
evitando o underflow no armaze´m A e minimizando as mudanc¸as de modo na ma´quina M1 da linha
de produc¸a˜o simples (Exemplo 3.2.1), mas na˜o e´ satisfeita pela especificac¸a˜o Λ2, a qual tenta, em
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algum momento, restringir a ocorreˆncia do evento na˜o controla´vel f2. Portanto, Λ1 e´ controla´vel e
Λ2 e´ na˜o controla´vel.
A proposic¸a˜o a seguir estabelece as condic¸o˜es para a existeˆncia de supervisores.
Proposic¸a˜o 4.2.1 (Existeˆncia de supervisores). Seja Λ uma especificac¸a˜o por pre´-condic¸o˜es e
DΛ um conjunto na˜o vazio de configurac¸o˜es satisfazendo Λ. O supervisor VΛ : L(S) → 2Σ e´ pro´prio
se, e somente se, Λ for controla´vel. Neste caso, ReachQI(L(VΛ/S)) = DΛ.
Demonstrac¸a˜o. • Se existe um supervisor VΛ enta˜o Λ e´ controla´vel.
Por contradic¸a˜o, seja Λ uma especificac¸a˜o na˜o controla´vel e VΛ um supervisor para Λ, cons-
tru´ıdo da seguinte forma:
∀ξs ∈ L(S),
VΛ(ξs) = γΛ〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 =
{ σ ∈ Σ | σ ∈ Σu(δ∗(q0, s))⇒ Λ(σ)〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉 = true }.
Se Λ e´ na˜o controla´vel, enta˜o existe ξs ∈ L(S) tal que
Σ(δ∗(q0, s)) − γΛ〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 * Σc,
isto e´, existe pelo menos um evento na˜o controla´vel σ ∈ Σ(δ∗(q0, s)) tal que σ <
γΛ〈δ∗(q0, s),∆∗(q0, s)(ι0)〉.
Se VΛ e´ um supervisor (pro´prio) para Λ, enta˜o, para o trac¸o ξs anterior, tem-se:
VΛ(ξs) = { σ ∈ Σ | σ ∈ Σu(δ∗(q0, s))⇒ Λ(σ)〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 = true }.
Como σ ∈ Σ(δ∗(q0, s)) e σ ∈ Σu, a parte da esquerda da implicac¸a˜o anterior e´ verdadeira. Como
a parte da direita e´ falsa, o evento σ na˜o pode pertencer a VΛ(ξs). Pore´m, pela definic¸a˜o
de supervisor pro´prio, todos os eventos na˜o controla´veis fisicamente poss´ıveis apo´s o trac¸o ξs
devem pertencer a VΛ(ξs). Logo, VΛ na˜o e´ um supervisor para Λ.
• Se Λ e´ controla´vel enta˜o existe um supervisor VΛ.
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Seja Λ uma especificac¸a˜o controla´vel, isto e´,
∀ ξs ∈ L(S), Σ(δ∗(q0, s)) − γΛ〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 ⊆ Σc
ou ainda,
∀ ξs ∈ L(S), ∀ σ ∈ Σ, σ ∈ Σ(δ∗(q0, s)) ∧ σ < VΛ(ξs)⇒ σ ∈ Σc.
Desenvolvendo-se σ < VΛ(ξs), tem-se:
∀ ξs ∈ L(S), ∀ σ ∈ Σ,
σ ∈ Σ(δ∗(q0, s)) ∧ (Λ(σ)〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 = f alse)⇒ σ ∈ Σc
∴ ∀ ξs ∈ L(S), ∀ σ ∈ Σ,
σ ∈ Σ(δ∗(q0, s)) ∧ σ < Σc︸︷︷︸
σ∈Σu
⇒ (Λ(σ)〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 = true),
ou seja,
∀ ξs ∈ L(S), ∀ σ ∈ Σ, σ ∈ Σu(δ∗(q0, s))⇒ (Λ(σ)〈δ∗(q0, s),∆∗(q0, s)(ι0)〉 = true).
Esta u´ltima implicac¸a˜o e´ exatamente a definic¸a˜o de supervisor pro´prio. Portanto, para uma
especificac¸a˜o Λ controla´vel, existe um supervisor VΛ.

Exemplo 4.2.1 (Supervisor – LR). Nas Tabelas 4.1 e 4.2 sa˜o ilustradas, respectivamente, uma
especificac¸a˜o na˜o controla´vel (Λ) e uma especificac¸a˜o controla´vel (Λctl) para a linha realimentada.
Na Tabela 4.1, observam-se associac¸o˜es de pre´-condic¸o˜es aos eventos na˜o controla´veis. Na Tabela 4.2,
as pre´-condic¸o˜es associadas aos eventos na˜o controla´veis, fisicamente poss´ıveis a partir de um estado
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qualquer, sa˜o todas verdades.
s1 f1 s2 f2 t r a
iii true – a1 > 0 – a2 > 0 – –
wii – a1 < N a1 > 0 – a2 > 0 – –
iwi true – – a2 < M a2 > 0 – –
wwi – a1 < N – a2 < M a2 > 0 – –
iiw true – a1 > 0 – – a1 < N true
wiw – a1 < N a1 > 0 – – a1 < N true
iww true – – a2 < M – a1 < N true
www – a1 < N – a2 < M – a1 < N true
Tabela 4.1: Especificac¸a˜o Λ (na˜o controla´vel) para a linha realimentada.
s1 f1 s2 f2 t r a
iii a1 < N – a1 > 0 ∧ a2 < M – a1 < N ∧ a2 > 0 – –
wii – true a1 > 0 ∧ a2 < M – a1 + 1 < N ∧ a2 > 0 – –
iwi a1 < N – – true a1 < N ∧ a2 > 0 – –
wwi – true – true a1 + 1 < N ∧ a2 > 0 – –
iiw a1 + 1 < N – a1 > 0 ∧ a2 < M – – true true
wiw – true a1 > 0 ∧ a2 < M – – true true
iww a1 + 1 < N – – true – true true
www – true – true – true true
Tabela 4.2: Especificac¸a˜o Λctl (controla´vel) para a linha realimentada.
Com relac¸a˜o a` especificac¸a˜o Λctl, deve-se observar o seguinte. De acordo com a Tabela 4.2, na
configurac¸a˜o tal que q = iii, a1 = N− 1 e a2 =M, os eventos s1 e t sa˜o habilitados. Supondo-se que s1
acontece, o estado do sistema muda para wii, a partir do qual e´ habilitado o evento f1 e desabilitados
os eventos s2 e t. Portanto, apenas f1 pode acontecer. Quando f1 acontece, o valor de a1 muda para
a1 = N e o sistema volta para o estado iii. A nova configurac¸a˜o e´ tal que q = iii, a1 = N e a2 =M.
A partir da configurac¸a˜o 〈iii, N, M〉, o sistema na˜o pode mais evoluir, pois as pre´-condic¸o˜es
associadas aos eventos s1, s2 e t, sa˜o todas falsas. Se o predicado marcador for q = iii ∧ a1 = 0 ∧ a2 = 0,
pode-se construir um supervisor VΛctl para atender os requisitos de Λctl de acordo com a Tabela 4.2,
pore´m ele e´ bloqueante e na˜o garante a realizac¸a˜o das tarefas descritas pelo predicado marcador.
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No exemplo anterior, a especificac¸a˜o Λctl foi obtida intuitivamente a partir da especificac¸a˜o Λ.
Ambas as especificac¸o˜es evitam os overflows e underflows nos armaze´ns. A especificac¸a˜o Λctl e´ mais
restritiva do que Λ, ou seja, DΛctl ⊂ DΛ (Λctl ⇒ Λ). Por exemplo, as configurac¸o˜es tais que q = wii,
a1 = N e a2 ≥ 0 ∧ a2 ≤M, satisfazem Λ mas na˜o satisfazem Λctl. Outra observac¸a˜o importante sobre
transformac¸o˜es intuitivas de especificac¸o˜es e´ que as especificac¸o˜es controla´veis obtidas podem na˜o ser
minimamente restritivas. Na sec¸a˜o a seguir sera˜o exploradas transformac¸o˜es automa´ticas de especifi-
cac¸o˜es na˜o controla´veis de modo que a especificac¸a˜o controla´vel obtida seja minimamente restritiva.
As especificac¸o˜es controla´veis minimamente restritivas obtidas destas transformac¸o˜es automa´ticas
podem ser bloqueantes. A eliminac¸a˜o de bloqueios sera´ discutida mais adiante, no Cap´ıtulo 5.
4.3 S´ıntese de supervisores
Um supervisor so´ pode garantir os requisitos impostos por uma especificac¸a˜o controla´vel. Entre-
tanto, de uma maneira geral, uma especificac¸a˜o projetada para atender determinados requisitos e´ na˜o
controla´vel. Nestes casos, frequ¨entemente, uma especificac¸a˜o na˜o controla´vel pode ser transformada
em uma outra especificac¸a˜o mais restritiva, pore´m controla´vel. O problema da s´ıntese de supervisores
para STE-PC pode ser enunciado como:
Problema 4.3.1. Dada uma especificac¸a˜o na˜o controla´vel Λ, como obter uma outra especificac¸a˜o
Λctl, tal que:
1. Λctl seja controla´vel,
2. Λctl ⇒ Λ, e
3. para quaisquer outras especificac¸o˜es controla´veis Λ′ tal que Λ′ ⇒ Λ, Λ′ ⇒ Λctl, isto e´, Λctl deve
ser a especificac¸a˜o menos restritiva.
A ide´ia fundamental a ser usada na computac¸a˜o de Λctl consiste da antecipac¸a˜o dos testes das
pre´-condic¸o˜es associadas aos eventos na˜o controla´veis para os instantes em que os respectivos eventos
controla´veis precedentes estiverem para serem habilitados. Tais antecipac¸o˜es implicam um controle
indireto dos eventos na˜o controla´veis. Os conceitos e definic¸o˜es relacionadas com estas antecipac¸o˜es
para uma classe de STExCD sa˜o apresentados nesta sec¸a˜o. A classe de sistemas considerada inclui os
STExCD apresentando as seguintes propriedades:
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1. Todas as operac¸o˜es definidas sobre os componentes da colec¸a˜o de dados sa˜o computa´veis.
2. Na˜o existem lac¸os fechados de eventos na˜o controla´veis.
4.3.1 Existeˆncia da ma´xima especificac¸a˜o controla´vel
O conjunto de todas as especificac¸o˜es controla´veis com relac¸a˜o a um STExCD S, o qual sera´
denotado por C(S) = {Λ ∈ Λ(S) | Λ e´ controla´vel }, apresenta algumas propriedades importantes. Em
particular, C(S) e´ fechado tanto em relac¸a˜o a` composic¸a˜o disjuntiva quanto a` composic¸a˜o conjuntiva
de especificac¸o˜es controla´veis.
Teorema 4.3.1 (Fecho disjuntivo de C(S)). C(S) e´ fechado com relac¸a˜o a` composic¸a˜o disjuntiva
entre especificac¸o˜es controla´veis.
Demonstrac¸a˜o. Para todo trac¸o ξs ∈ L(S), tal que 〈q, ι〉 = 〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉 e toda especifi-
cac¸a˜o pro´pria Λ ∈ C(S), tem-se Σ(q) − γΛ〈q, ι〉 ⊆ Σc. Claramente,⋂
Λ∈C(S)
(
Σ(q) − γΛ〈q, ι〉) ⊆ Σc,
ou seja, Σ(q) − ⋃
Λ∈C(S)
γΛ〈q, ι〉 ⊆ Σc
 =
Σ(q) − γ ⊔
Λ∈C(S)
Λ
〈q, ι〉 ⊆ Σc
 .
Logo,
⊔
Λ∈C(S)Λ e´ controla´vel e, portanto,
⊔
Λ∈C(S)Λ ∈ C(S).

Teorema 4.3.2 (Fecho conjuntivo de C(S)). C(S) e´ fechado com relac¸a˜o a` composic¸a˜o conjuntiva
entre especificac¸o˜es controla´veis.
Demonstrac¸a˜o. Para todo trac¸o ξs ∈ L(S), tal que 〈q, ι〉 = 〈δ∗(q0, s), ∆∗(q0, s)(ι0)〉 e toda especifi-
cac¸a˜o pro´pria Λ ∈ C(S), tem-se Σ(q) − γΛ〈q, ι〉 ⊆ Σc. Claramente,⋃
Λ∈C(S)
(
Σ(q) − γΛ〈q, ι〉) ⊆ Σc,
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ou seja, Σ(q) − ⋂
Λ∈C(S)
γΛ〈q, ι〉 ⊆ Σc
 =
Σ(q) − γ 
Λ∈C(S)
Λ
〈q, ι〉 ⊆ Σc
 .
Logo,

Λ∈C(S)Λ e´ controla´vel e, portanto,

Λ∈C(S)Λ ∈ C(S).

Resumidamente, para quaisquer duas (ou mais) especificac¸o˜es Λ1, Λ2 ∈ C(S), tem-se Λ1 unionsq Λ2 ∈
C(S) e Λ1 u Λ2 ∈ C(S). Ale´m disso, para Λ1, Λ2 ∈ C(S) e Λ ∈ Λ(S), se Λ1 ⇒ Λ e Λ2 ⇒ Λ,
enta˜o, de acordo com a definic¸a˜o dos operadores join e meet, pode-se demonstrar que Λ1 unionsq Λ2 ⇒ Λ
e Λ1 uΛ2 ⇒ Λ.
A noc¸a˜o de join (e, por dualidade, meet) pode ser estendida para subconjuntos de especificac¸o˜es
controla´veis, possivelmente infinitos, conforme as seguintes definic¸o˜es.
Definic¸a˜o 4.3.1 (Especificac¸a˜o controla´vel ma´xima e mı´nima). Seja Λ ∈ Λ(S) uma especifi-
cac¸a˜o por pre´-condic¸o˜es e C(Λ) = {λ ∈ C(S) | λ⇒ Λ } o subconjunto das especificac¸o˜es controla´veis
que implicam Λ.
O menor limite superior de C(Λ) e´ a especificac¸a˜o Λ↑ = supC(Λ) satisfazendo:
1. Para todas as especificac¸o˜es controla´veis λ ∈ C(Λ), tem-se λ⇒ Λ↑.
2. Para qualquer especificac¸a˜o λ′ ∈ Λ(S), se e´ verdade que λ ⇒ λ′ para todas as especificac¸o˜es
λ ∈ C(Λ) enta˜o, tambe´m e´ verdade que Λ↑ ⇒ λ′.
O maior limite inferior de C(Λ) e´ a especificac¸a˜o Λ↓ = in f C(Λ) satisfazendo:
1. Para todas as especificac¸o˜es controla´veis λ ∈ C(Λ), tem-se Λ↓ ⇒ λ.
2. Para qualquer especificac¸a˜o λ′ ∈ Λ(S), se e´ verdade que λ′ ⇒ λ para todas as especificac¸o˜es
λ ∈ C(Λ) enta˜o, tambe´m e´ verdade que λ′ ⇒ Λ↓.
Proposic¸a˜o 4.3.3 (Existeˆncia da especificac¸a˜o ma´xima e mı´nima). Dada uma especificac¸a˜o
Λ ∈ Λ(S), cada subconjunto de especificac¸o˜es controla´veis C(Λ) ⊆ C(S) inclui um elemento ma´ximo,
dado por:
Λ↑ = supC(Λ) =
⊔
λ∈C(Λ)
λ
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e um elemento mı´nimo, dado por:
Λ↓ = in f C(Λ) =

λ∈C(Λ)
λ.
Demonstrac¸a˜o. Decorre diretamente de C(Λ) ⊆ C(S) e dos fechos de C(S) em relac¸a˜o a` composic¸a˜o
disjuntiva (Teorema 4.3.1) e conjuntiva (Teorema 4.3.2).

Portanto, o Problema 4.3.1 sempre tem uma e apenas uma soluc¸a˜o. O algoritmo para a compu-
tac¸a˜o desta soluc¸a˜o e´ apresentado em seguida.
4.3.2 Algoritmo para computac¸a˜o de supC(Λ)
Em geral, um evento σ pode rotular diferentes transic¸o˜es de estado. Por exemplo, no STE da
Figura 3.3, o evento f3 rotula quatro transic¸o˜es diferentes. Como os STE considerados sa˜o determi-
n´ısticos, as transic¸o˜es podem ser totalmente identificadas pelos pares (qσ, σ), onde qσ e´ um estado
discreto do STE e σ e´ um evento, desde que δ(qσ, σ)!. No que segue, o foco das discusso˜es em geral
estara´ na transic¸a˜o e na˜o no evento. Entretanto, por questo˜es de clareza, a notac¸a˜o de pares ante-
rior so´ sera´ usada para identificar transic¸o˜es espec´ıficas. Quando for necessa´rio se falar sobre uma
transic¸a˜o causada pela ocorreˆncia de um evento σ, sem a necessidade de se enfatizar sua origem, sim-
plesmente sera´ dito ‘transic¸a˜o σ’. Portanto, ‘evento σ’ e ‘transic¸a˜o σ’ sa˜o coisas distintas. Ale´m disso,
dependendo da controlabilidade de σ, sera´ dito ‘transic¸a˜o controla´vel σ’, se σ ∈ Σc, ou ‘transic¸a˜o na˜o
controla´vel σ’, se σ ∈ Σu.
Um trac¸o ω e´ um caminho ate´ a transic¸a˜o σ se ωσ ∈ L(S). O conjunto de caminhos ate´ a
transic¸a˜o σ e´ Path(σ) = {ω | ωσ ∈ L(S) }. A transic¸a˜o na˜o controla´vel σ e´ indiretamente controla´vel
com relac¸a˜o ao caminho ω ∈ Path(σ) se existe uma transic¸a˜o controla´vel α, tal que, ω = φ1αφ2,
com φ2 ∈ Σ∗u. O controle indireto da transic¸a˜o σ com relac¸a˜o ao caminho ω ∈ Path(σ) associa a
pre´-condic¸a˜o Λ(α)〈q′, ι′〉 a` transic¸a˜o α de modo que Λ(α)〈q′, ι′〉 implique logicamente Λ(σ)〈q, ι〉.
A implicac¸a˜o lo´gica Λ(α)〈q′, ι′〉 ⇒ Λ(σ)〈q, ι〉 pode ser facilmente obtida, fazendo-se:
Λ(α)〈q′, ι′〉 = Λ(σ)〈δ∗(q′, αφ2), ∆∗(q′, αφ2)(ι′)〉,
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isto e´, a restric¸a˜o em α e´ igual a restric¸a˜o em σ, com q substitu´ıdo por δ∗(q′, αφ2) e ι substitu´ıdo por
∆∗(q′, αφ2)(ι′), onde αφ2 e´ a subcadeia de eventos desde o estado q′ ate´ o estado q. Enfatiza-se que
Λ(σ)〈δ∗(q′, αφ2), ∆∗(q′, αφ2)(ι′)〉 e´ uma fo´rmula definida sobre a configurac¸a˜o 〈q′, ι′〉, a qual implica
logicamente Λ(σ)〈q, ι〉 uma vez que q = δ∗(q′, αφ2) e ι = ∆∗(q′, αφ2)(ι′).
A transic¸a˜o σ e´ indiretamente controla´vel se ela e´ indiretamente controla´vel com relac¸a˜o a cada
um dos seus caminhos. Como todos os caminhos iniciam com as transic¸o˜es controla´veis ξ, todos as
transic¸o˜es sa˜o (teoricamente) diretamente ou indiretamente controla´veis.
De uma maneira geral, o conjunto Path(σ) e´ infinito. Entretanto, para a classe de STE-PC, tal
que na˜o existem lac¸os fechados de eventos na˜o controla´veis, o controle indireto de uma transic¸a˜o na˜o
controla´vel σ pode ser facilmente computado a partir de sucessivas antecipac¸o˜es de pre´-condic¸o˜es,
cada qual de uma transic¸a˜o na˜o controla´vel qualquer (iniciando pela transic¸a˜o σ) para suas transic¸o˜es
predecessoras imediatas. Por exemplo, considerando-se sempre apenas uma u´nica transic¸a˜o prede-
cessora, a Figura 4.1 ilustra a antecipac¸a˜o da pre´-condic¸a˜o associada a` transic¸a˜o σ3 para a transic¸a˜o
controla´vel α. Esta antecipac¸a˜o e´ realizada em partes: primeiramente, a pre´-condic¸a˜o associada a`
transic¸a˜o σ3 e´ antecipada para a transic¸a˜o σ2, a qual e´ uma transic¸a˜o predecessora da transic¸a˜o σ3.
A pre´-condic¸a˜o assim obtida e´
Λ(σ2)〈q3, ι3〉 = Λ(σ3)〈δ(q3, σ2),∆(q3, σ2)(ι3)〉,
a qual e´ uma fo´rmula definida em func¸a˜o de 〈q3, ι3〉 satisfazendo Λ(σ2)〈q3, ι3〉 ⇒ Λ(σ3)〈q4, ι4〉. E´
importante observar que a configurac¸a˜o 〈q4, ι4〉 e´ igual a` configurac¸a˜o 〈δ(q3, σ2), ∆(q3, σ2)(ι3)〉.
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〈q1, ι1〉
〈q2, ι2〉
〈q3, ι3〉
〈q4, ι4〉
〈q5, ι5〉

_
ι2 = ∆(q1, α)(ι1)
q2 = δ(q1, α)
Λ(α)〈q1, ι1〉 = Λ(σ3)〈δ(
q3︷ ︸︸ ︷
δ(
q2︷ ︸︸ ︷
δ(q1, α), σ1), σ2)︸ ︷︷ ︸
q4
,∆(q3, σ2)(
ι3︷ ︸︸ ︷
∆(q2, σ1)(
ι2︷ ︸︸ ︷
∆(q1, α)(ι1)))︸ ︷︷ ︸
ι4
〉
α

ι3 = ∆(q2, σ1)(ι2)
q3 = δ(q2, σ1)
Λ(σ1)〈q2, ι2〉 = Λ(σ3)〈δ(
q3︷ ︸︸ ︷
δ(q2, σ1), σ2)︸ ︷︷ ︸
q4
,∆(q3, σ2)(
ι3︷ ︸︸ ︷
∆(q2, σ1)(ι2))︸ ︷︷ ︸
ι4
〉
σ1

ι4 = ∆(q3, σ2)(ι3)
q4 = δ(q3, σ2)
Λ(σ2)〈q3, ι3〉 = Λ(σ3)〈δ(q3, σ2)︸ ︷︷ ︸
q4
,∆(q3, σ2)(ι3)︸ ︷︷ ︸
ι4
〉
σ2

ι5 = ∆(q4, σ3)(ι4)
q5 = δ(q4, σ3)
Λ(σ3)〈q4, ι4〉
σ3
...
...
...
...
...
...
..
..
..
..
..
..
..,P\
Primeira antecipac¸a˜o
...
..
..
..
..
...
...
...
...
..Q^
Segunda antecipac¸a˜o
...
...
...
..
..
..
..
...
...
.1R`
Terceira antecipac¸a˜o


Figura 4.1: Sucessivas antecipac¸o˜es.
Numa segunda antecipac¸a˜o, a pre´-condic¸a˜o da transic¸a˜o σ2 obtida anteriormente e´ antecipada para
sua transic¸a˜o predecessora σ1. Novamente, observa-se que a configurac¸a˜o 〈q4, ι4〉 e´ igual a` configurac¸a˜o
〈δ(δ(q2, σ1), σ2), ∆(q3, σ2)(∆(q2, σ1)(ι2))〉, ou seja, 〈δ∗(q2, σ1σ2), ∆∗(q2, σ1σ2)(ι2)〉. Finalmente, a pre´-
condic¸a˜o Λ(σ1)〈q2, ι2〉 e´ antecipada para a transic¸a˜o controla´vel α da mesma maneira. A pre´-condic¸a˜o:
Λ(α)〈q1, ι1〉 = Λ(σ3)〈δ(δ(δ(q1, α), σ1), σ2),∆(q3, σ2)(∆(q2, σ1)(∆(q1, α)(ι1)))〉
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e´ equivalente a Λ(α)〈q1, ι1〉 = Λ(σ3)〈δ∗(q1, ασ1σ2), ∆∗(q1, ασ1σ2)(ι1)〉.
〈q1, 〈m1, n1〉〉
〈q2, 〈m2, n2〉〉
〈q3, 〈m3, n3〉〉
〈q4, 〈m4, n4〉〉
〈q5, 〈m5, n5〉〉
Λ(α)〈q, 〈m,n〉〉 = (n− 1 < N ∧ m+ 2 <M)
Λ(σ1)〈q, 〈m,n〉〉 = (n− 2 < N ∧ m+ 2 <M)
Λ(σ2)〈q, 〈m,n〉〉 = (n− 1 < N ∧ m+ 1 <M)
Λ(σ3)〈q, 〈m,n〉〉 = (n < N ∧ m <M)

_
〈m2,n2〉 = 〈m1,n1 + 1〉
q2 = δ(q1, α)α
〈nop, ins〉

〈m3,n3〉 = 〈m2 + 1,n2 − 1〉
q3 = δ(q2, σ1)σ1
〈ins, rem〉

〈m4,n4〉 = 〈m3 + 1,n3 − 1〉
q4 = δ(q3, σ2)σ2
〈ins, rem〉

〈m5,n5〉 = 〈m4 − 1,n4 − 1〉
q5 = δ(q4, σ3)σ3
〈rem, rem〉
..... . . . . . . ...................... . ........
..
...
%MW
〈nop(m1), ins(n1)〉
..... . . . . . . ...................... . ........
..
...
%MW
〈ins(m2), rem(n2)〉
..... . . . . . . ...................... . ........
..
...
%MW
〈ins(m3), rem(n3)〉
..... . . . . . . ...................... . ........
..
...
%MW
〈rem(m4), rem(n4)〉


Figura 4.2: Exemplo de sucessivas antecipac¸o˜es.
Exemplo 4.3.1 (Sucessivas antecipac¸o˜es). Supondo-se uma colec¸a˜o de dados igual a`quela in-
troduzida no Exemplo 3.1.4, a Figura 4.2 ilustra parcialmente um caminho ω = φ1αφ2, onde
αφ2 = ασ1σ2, ate´ a transic¸a˜o (q4, σ3), pertencente a um sistema fict´ıcio. Na figura, a guarda a
ser antecipada e´ Λ(σ3)〈q, 〈m,n〉〉 = (n < N ∧ m < M). Do lado esquerdo dos arcos representando
as transic¸o˜es sa˜o indicados o evento e a lista de operac¸o˜es associados a cada transic¸a˜o. Do lado
direito, sa˜o representadas as equac¸o˜es usadas para a determinac¸a˜o das configurac¸o˜es alcanc¸adas apo´s
a ocorreˆncia das transic¸o˜es. Nas equac¸o˜es e pre´-condic¸o˜es, n e m denotam varia´veis e ni e m j sa˜o
instanciac¸o˜es de n e m, respectivamente. Todas as equac¸o˜es relacionando instanciac¸o˜es da colec¸a˜o
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de dados sa˜o relativas a` instanciac¸a˜o 〈m4,n4〉 no estado q4. Por exemplo, com relac¸a˜o a` instanciac¸a˜o
〈m4,n4〉, a instanciac¸a˜o 〈m2,n2〉, no estado q2, e´ igual a 〈m4 + 2,n4 − 2〉 e a instanciac¸a˜o 〈m5,n5〉, no
estado q5, e´ igual a 〈m4− 1,n4− 1〉. Mais especificamente, se no estado q4, n4 = 4 e m4 = 5, no estado
q2, n2 = 6 e m2 = 3; no estado q5, n5 = 3 e m5 = 4.
Na primeira antecipac¸a˜o, da transic¸a˜o σ3 para a transic¸a˜o σ2, a pre´-condic¸a˜o associada a` transic¸a˜o
σ2 e´ Λ(σ2)〈q, 〈m,n〉〉 = (n−1 < N ∧ m+1 < M). Instanciando-se n com n3 e m com m3, a pre´-condic¸a˜o
de σ2 seria:
Λ(σ2)〈q3, 〈m3,n3〉〉 = (n3 − 1 < N ∧ m3 + 1 < M)
= (n4 < N ∧ m4 < M).
Na segunda antecipac¸a˜o, a pre´-condic¸a˜o Λ(σ2)〈q, 〈m,n〉〉 e´ antecipada para a transic¸a˜o σ1. Esta
antecipac¸a˜o resulta a pre´-condic¸a˜o Λ(σ1)〈q, 〈m,n〉〉 = (n − 2 < N ∧ m + 2 < M). Novamente,
instanciando-se n com n2 e m com m2, a pre´-condic¸a˜o de σ1 seria:
Λ(σ1)〈q2, 〈m2,n2〉〉 = (n2 − 2 < N ∧ m2 + 2 < M)
= (n3 − 1 < N ∧ m3 + 1 < M)
= (n4 < N ∧ m4 < M).
Finalmente, na terceira e u´ltima antecipac¸a˜o, a pre´-condic¸a˜o de σ1 e´ antecipada para a transic¸a˜o
controla´vel α. A pre´-condic¸a˜o resultante desta antecipac¸a˜o e´Λ(α)〈q, 〈m,n〉〉 = (n−1 < N∧m+2 < M).
Instanciando-se n com n1 e m com m1, a pre´-condic¸a˜o de α seria:
Λ(α)〈q2, 〈m2,n2〉〉 = (n1 − 1 < N ∧ m1 + 2 < M)
= (n2 − 2 < N ∧ m2 + 2 < M)
= (n3 − 1 < N ∧ m3 + 1 < M)
= (n4 < N ∧ m4 < M).
Observa-se que n4 = n3 − 1 = n2 − 2 = n1 − 1 e m4 = m3 + 1 = m2 + 2 = m1 + 2. Logo, a
fo´rmula (n1 − 1 < N ∧ m1 + 2 < M), definida sobre a instanciac¸a˜o 〈m1,n1〉, implica logicamente a
fo´rmula original (n4 < N ∧ m4 < M), definida sobre a instanciac¸a˜o 〈m4,n4〉. Estendendo-se esta
observac¸a˜o para qualquer estado q e quaisquer instanciac¸o˜es n e m, conclui-se que Λ(α)〈q, 〈m,n〉〉,
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testada durante a habilitac¸a˜o de α, implica logicamente Λ(σ3)〈q, 〈m,n〉〉.
Por questo˜es de clareza, nas explanac¸o˜es anteriores foi omitida a possibilidade das transic¸o˜es α, σ1
e σ2 tambe´m possu´ırem pre´-condic¸o˜es. Nestes casos, as pre´-condic¸o˜es antecipadas e as pre´-condic¸o˜es
originais devem ser combinadas com o operador meet. O procedimento completo, o qual realiza as
antecipac¸o˜es de todas as pre´-condic¸o˜es associadas a`s transic¸o˜es na˜o controla´veis para as respectivas
transic¸o˜es controla´veis predecessoras e´ apresentado no Algoritmo 4.3.1.
Algoritmo 4.3.1 S´ıntese da ma´xima especificac¸a˜o controla´vel.
Dado o STExCD S = 〈G,Mn,∆,Pm〉 e uma especificac¸a˜o Λorg, possivelmente na˜o controla´vel, os passos a
seguir realizam sucessivas antecipac¸o˜es de pre´-condic¸o˜es ate´ que todas sejam associadas a transic¸o˜es con-
trola´veis. A especificac¸a˜o Λ e´ local e a especificac¸a˜o Λctl resultante e´ controla´vel. A varia´vel done e´ local e
booleana.
Λ← Λorg
done← f alse
/* Lac¸o principal */
Enquanto ¬done Fac¸a
done← true
/* Selec¸a˜o das pre´-condic¸o˜es a serem antecipadas */
Para cada transic¸a˜o da forma δ(qσ, σ) Fac¸a
Se σ ∈ Σu ∧ Λ(σ)〈qσ, ισ〉 , true enta˜o
/* Antecipac¸o˜es da pre´-condic¸a˜o Λ(σ)〈qσ, ισ〉 */
Para cada transic¸a˜o da forma δ(qα, α) Fac¸a
/* α e´ predecessor de σ? */
Se δ(qα, α) = qσ enta˜o
/* Antecipac¸a˜o de Λ(σ) para α ∈ Pred(σ) */
Λ(α)〈qα, ια〉 ← Λ(α)〈qα, ια〉 ∧ Λ(σ)〈δ(qα, α),∆(qα, α)(ια)〉
done← f alse
Fim Se
Fim Para
/* A restric¸a˜o sobre σ e´ irrelevante */
Λ(σ)〈qσ, ισ〉 ← true
Fim Se
Fim Para
Fim Enquanto
Λctl ← Λ
No algoritmo, a varia´vel done e´ usada para sinalizar a convergeˆncia das antecipac¸o˜es. Inicial-
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mente, a especificac¸a˜o original Λorg e´ copiada para a especificac¸a˜o Λ, a ser modificada, e a va-
ria´vel done e´ inicializada com f alse. O lac¸o principal testa a convergeˆncia das antecipac¸o˜es atra-
ve´s da varia´vel done: quando done assume o valor verdade, as antecipac¸o˜es convergiram e ne-
nhuma nova iterac¸a˜o e´ necessa´ria. Dentro do lac¸o principal, o primeiro comando for e o pri-
meiro comando if selecionam a pre´-condic¸a˜o a ser antecipada: Λ(σ)〈qσ, ισ〉. Somente pre´-condic¸o˜es
na˜o controla´veis e diferentes de true sa˜o selecionadas. O segundo comando for juntamente com
o segundo comando if selecionam as transic¸o˜es (α) predecessoras da transic¸a˜o σ. A atribuic¸a˜o
Λ(α)〈qα, ια〉 ← Λ(α)〈qα, ια〉 ∧ Λ(σ)〈δ(qα, α),∆(qα, α)(ια)〉 realiza a antecipac¸a˜o. Apo´s cada anteci-
pac¸a˜o, a necessidade de uma nova iterac¸a˜o e´ sinalizada pela atribuic¸a˜o done← f alse. Finalmente, ao
final de todas as antecipac¸o˜es da pre´-condic¸a˜o associada a` transic¸a˜o σ, esta e´ marcada como true.
Em termos mais formais, seja σ uma transic¸a˜o na˜o controla´vel, Pred(σ) o conjunto de todas as
transic¸o˜es predecessoras da transic¸a˜o σ, α ∈ Pred(σ), Λi a especificac¸a˜o Λ na i-e´sima iterac¸a˜o do
lac¸o principal, Λi(σ)〈qσ, ισ〉 a pre´-condic¸a˜o sobre a transic¸a˜o σ e 〈qα, ια〉 a configurac¸a˜o anterior a`
configurac¸a˜o 〈qσ, ισ〉, tal que qσ = δ(qα, α) e ισ = ∆(qα, α)(ια). Enta˜o, o efeito da execuc¸a˜o completa
do comando for mais interno do Algoritmo 4.3.1 e´ dado por:
⊔
α ∈ Pred(σ)
Λi(α)〈qα, ια〉 ∧
Antecipac¸a˜o de Λi(σ)〈qσ, ισ〉 para α︷                            ︸︸                            ︷
Λi(σ)〈δ(qα, α)︸  ︷︷  ︸
qσ
,∆(qα, α)(ια)︸       ︷︷       ︸
ισ
〉
⇒ Λi(σ)〈qσ, ισ〉. (4.1)
Em palavras, a execuc¸a˜o completa do comando formais interno produz um conjunto de pre´-condic¸o˜es,
associadas a`s transic¸o˜es predecessoras da transic¸a˜o σ, que, combinadas disjuntivamente, implicam a
pre´-condic¸a˜o da transic¸a˜o σ. Portanto, apo´s a execuc¸a˜o completa do comando for mais interno, a
pre´-condic¸a˜o da transic¸a˜o σ e´ irrelevante e pode ser eliminada.
Claramente, Λi(α)〈qα, ια〉 ∧ Λi(σ)〈δ(qα, α), ∆(qα, α)(ια)〉 e´ a pre´-condic¸a˜o da transic¸a˜o α na (i+ 1)-
e´sima iterac¸a˜o. Isto permite que a Implicac¸a˜o 4.1 seja reescrita como: ⊔
α ∈ Pred(σ)
Λi+1(α)〈qα, ια〉
⇒ Λi(σ)〈qσ, ισ〉, (4.2)
onde Λi+1(α)〈qα, ια〉 = Λi(α)〈qα, ια〉 ∧ Λi(σ)〈δ(qα, α),∆(qα, α)(ια)〉.
Estendendo-se a Implicac¸a˜o 4.2 a todas as transic¸o˜es na˜o controla´veis e diferentes de true, pode-se
expressar os efeitos da execuc¸a˜o completa do comando for mais externo (ou seja, de cada iterac¸a˜o
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do lac¸o principal) atrave´s da implicac¸a˜o:
Λi+1 ⇒ Λi. (4.3)
Nota-se que entre a especificac¸a˜o Λi e a especificac¸a˜o Λi+1 da iterac¸a˜o principal subsequ¨ente,
existem outras especificac¸o˜es intermedia´rias (λ) associadas a`s iterac¸o˜es do comando for mais externo.
Assim,
(Λi+1 = λp unionsq λp−1 unionsq . . . unionsq λ j unionsq . . . unionsq λ1)⇒ Λi, (4.4)
onde p e´ o nu´mero de transic¸o˜es na˜o controla´veis de Λi e cada λ j, para 1 ≤ j ≤ p, e´ a especificac¸a˜o
intermedia´ria resultante da antecipac¸a˜o de uma u´nica pre´-condic¸a˜o de Λi para suas respectivas tran-
sic¸o˜es predecessoras. Nota-se tambe´m, que para cada especificac¸a˜o intermedia´ria λ j, tem-se λ j ⇒ Λi;
ale´m disso, se cada λ j do join generalizado anterior e´ controla´vel, enta˜o Λi+1 tambe´m e´ controla´vel.
Como na˜o existem lac¸os fechados contendo apenas eventos na˜o controla´veis e todos os trac¸os do
sistema iniciam com as transic¸o˜es controla´veis ξ, o nu´mero de iterac¸o˜es do algoritmo e´ finito, isto
e´, o algoritmo termina. Quando uma especificac¸a˜o Λ associa uma pre´-condic¸a˜o diferente de true a
alguma transic¸a˜o na˜o controla´vel, a qual na˜o e´ precedida por nenhuma transic¸a˜o controla´vel diferente
de ξ, a pre´-condic¸a˜o e´ antecipada para todas as transic¸o˜es ξ e a especificac¸a˜o resultante, dependendo
das restric¸o˜es e das configurac¸o˜es iniciais, pode ser Λctl = ⊥ ⇒ Λ. Como o supervisor foi definido
apenas sobre especificac¸o˜es pro´prias, o resultado Λctl = ⊥ indica que na˜o existe um supervisor capaz
de atender os requisitos de Λ.
Estendendo-se a implicac¸a˜o 4.3 a todas as n+ 1 iterac¸o˜es do lac¸o principal do algoritmo, pode-se
escrever:
(Λn+1 ⇔ Λn)︸         ︷︷         ︸
Equivaleˆncia
⇒ Λn−1 ⇒ · · · ⇒ Λi+1 ⇒ Λi ⇒ · · · ⇒ (Λ0 ⇔ Λorg). (4.5)
A equivaleˆncia Λn+1 ⇔ Λn indica que na n+ 1-e´sima iterac¸a˜o do lac¸o principal nenhuma antecipac¸a˜o
foi realizada. De acordo com o algoritmo, isto acontece somente quando Λn e´ controla´vel.
Exemplo 4.3.2 (Antecipac¸o˜es de pre´-condic¸o˜es – LPS). Aplicando-se o Algoritmo 4.3.1 so-
bre a especificac¸a˜o Λ da linha de produc¸a˜o simples (Exemplo 3.2.5), obte´m-se o supervisor ilustrado
na Tabela 4.3. Nota-se que o nu´mero de estados discretos do supervisor e´ igual ao nu´mero de estados
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do STE modelando a planta, isto e´, o nu´mero de estados discretos do supervisor na˜o depende das
especificac¸o˜es por pre´-condic¸o˜es.
s1 f1 s2 f2 m2 m1 s3 f3
i1i3 true — — — true — b > 0 —
i1w3 true — — — true — — true
w1i3 — true — — — — b > 0 —
w1w3 — true — — — — — true
i2i3 — — a > 0 ∧ b < N — — a = 0 b > 0 —
i2w3 — — a > 0 ∧ b < N — — a = 0 — true
w2i3 — — — true — — b > 0 ∧ b − 1 < N —
w2w3 — — — true — — — true
Tabela 4.3: Supervisor da linha de produc¸a˜o simples do Exemplo 3.1.5 e especificac¸a˜o Λ do Exem-
plo 3.2.6.
Na especificac¸a˜o Λ descrita no Exemplo 3.2.5, as pre´-condic¸o˜es associadas a`s transic¸o˜es na˜o con-
trola´veis sa˜o Λ( f2)〈w2i3, 〈a, b〉〉 = (b < N) e Λ( f2)〈w2w3, 〈a, b〉〉 = (b < N) (ver Figura 3.3).
Na primeira iterac¸a˜o do Algoritmo 4.3.1, a pre´-condic¸a˜o Λ( f2)〈w2i3, 〈a, b〉〉 = (b < N) e´ antecipada
para as transic¸o˜es (i2i3, s2) e (w2w3, f3) e, a pre´-condic¸a˜o Λ( f2)〈w2w3, 〈a, b〉〉 = (b < N) e´ antecipada
para as transic¸o˜es (i2w3, s2) e (w2i3, s3). O resultado destas antecipac¸o˜es e´:
Λ(s2)〈i2i3, 〈a, b〉〉 = (a > 0 ∧ b < N),
Λ( f3)〈w2w3, 〈a, b〉〉 = (b < N),
Λ(s2)〈i2w3, 〈a, b〉〉 = (a > 0 ∧ b < N),
Λ(s3)〈w2i3, 〈a, b〉〉 = (b > 0 ∧ b − 1 < N).
A especificac¸a˜o resultante da primeira iterac¸a˜o na˜o e´ controla´vel devido a` pre´-condic¸a˜o
Λ( f3)〈w2w3, 〈a, b〉〉 = (b < N).
Na segunda iterac¸a˜o do Algoritmo 4.3.1, a pre´-condic¸a˜o Λ( f3)〈w2w3, 〈a, b〉〉 = (b < N) e´ antecipada
para as transic¸o˜es (i2w3, s2) e (w2i3, s3). O resultado destas duas antecipac¸o˜es e´:
Λ(s2)〈i2w3, 〈a, b〉〉 = (a > 0 ∧ b < N ∧ b < N),
Λ(s3)〈w2i3, 〈a, b〉〉 = (b > 0 ∧ b − 1 < N ∧ b − 1 < N).
A especificac¸a˜o resultante da segunda iterac¸a˜o e´ controla´vel. Na terceira iterac¸a˜o, nenhuma anteci-
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pac¸a˜o e´ realizada e o Algoritmo 4.3.1 termina.
O principal resultado desta sec¸a˜o e´ apresentado na forma da seguinte proposic¸a˜o:
Proposic¸a˜o 4.3.4 (Resultado do Algoritmo 4.3.1). A especificac¸a˜o Λctl produzida pelo Algo-
ritmo 4.3.1 e´ igual a` ma´xima especificac¸a˜o controla´vel Λ↑.
Demonstrac¸a˜o. Para a demonstrac¸a˜o da Proposic¸a˜o 4.3.4 sera´ usado o me´todo 4 introduzido
em [ZKW99]. Este me´todo define uma relac¸a˜o 4 ⊆ Λ(S)×Λ(S), reflexiva com relac¸a˜o a um conjunto
de pontos fixos Λ4(S) de um operador monotoˆnicoΨ : Λ(S)→ Λ(S). Em seguida, a especificac¸a˜o con-
trola´vel minimamente restritiva e´ computada como o maior ponto fixo [Tar55] do operador Ψ. Para
a aplicac¸a˜o do me´todo, e´ requerido que Λ(S) seja um reticulado completo e Λ4(S) um semi-reticulado
superior com relac¸a˜o a` operac¸a˜o join de Λ(S).
Aplicac¸a˜o do me´todo 4 [ZKW99]
Seja 4 ⊆ Λ(S) ×Λ(S) a relac¸a˜o em Λ(S) definida como:
4 = { (λ,Λ) | λ, Λ ∈ Λ(S) e λ⇒ Λ }.
Nota-se que, ale´m de outros pares, a relac¸a˜o 4 inclui os pares (λ j,Λi) da Implicac¸a˜o 4.4.
No me´todo 4, o operador supremo Ψ : Λ(S) → Λ(S), onde Λ(S) e´ um reticulado completo, e´
definido como:
Ψ(Λi) =
p⊔
j=1
{λ j | (λ j,Λi) ∈ 4 } = Λi+1.
Comparando-se esta definic¸a˜o com a Implicac¸a˜o 4.4, conclui-se que Ψ(Λi) realiza a antecipac¸a˜o de
todas as pre´-condic¸o˜es na˜o controla´veis de Λi para as respectivas transic¸o˜es predecessoras. No Algo-
ritmo 4.3.1, o operador Ψ e´ implementado pelos dois comandos for aninhados.
De acordo com a Proposic¸a˜o 3 de [ZKW99], o conjunto de pontos fixos de Ψ e´ Λ4(S) = {λ ∈
Λ(S) | λ⇒ Ψ(Λ) }. Para cada λ ∈ Λ(S), o par (λ, λ) esta´ em 4 se, e somente se, λ ∈ C(Λ). Portanto,
a relac¸a˜o 4 e´ reflexiva em Λ4(S) = C(Λ) e,
Λ↑ =
⊔
{λ | λ ∈ Λ4(S), λ⇒ Λorg }.
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De acordo com o Teorema 4.3.1, para o conjunto { (λα,Λ) ∈ 4 | α ∈ A }, onde A e´ algum conjunto
de ı´ndices, tem-se: ⊔
α
λα
⇒ Λ.
Portanto, (unionsqα λα,Λ) ∈ 4. Ale´m disso, se (Λ′2,Λ2) ∈ 4 e Λ′2 ⇒ Λ2, enta˜o Λ′2 ⇒ Λ2 ⇒ Λ1, ou seja,
(Λ′2,Λ1) ∈ 4. De acordo com a Proposic¸a˜o 4 de [ZKW99], se (Λ2,Λ1) ∈ 4 e Λ1 ⇒ Λ′1 implica
(Λ2,Λ′1) ∈ 4, Ψ deve ser monotoˆnico. Facilmente estas condic¸o˜es podem ser verificadas e, portanto,
o operador Ψ definido anteriormente e´ monotoˆnico.
De acordo com a Definic¸a˜o 4 de [ZKW99], para Λi ∈ Λ(S),
Ψ(Λi) =
p⊔
j=1
{λ j | λ j ⇒ Λi }.
A iterac¸a˜o do Teorema 3 de [ZKW99] se torna:
⊥ = Λorg
Λi+1 = Ψ(Λi). (4.6)
Claramente, esta iterac¸a˜o gera a sequ¨eˆncia de Implicac¸o˜es 4.5 e, portanto, o Algoritmo 4.3.1 e´ uma
implementac¸a˜o particular do Teorema 3 de [ZKW99].
Estabelecida a equivaleˆncia do Algoritmo 4.3.1 com o Teorema 3 de [ZKW99], pode-se concluir
que o resultado do Algoritmo 4.3.1 (ou das Iterac¸o˜es 4.6), e´:
Λ↑ =
⊔
{λ | λ ∈ C(Λ), λ⇒ Λorg } = Λn.

Logo, nossa soluc¸a˜o para o Problema 4.3.1 e´ o´tima.
Exemplo 4.3.3 (Antecipac¸o˜es de pre´-condic¸o˜es – LR). Aplicando-se o Algoritmo 4.3.1 a` es-
pecificac¸a˜o do Exemplo 3.2.6 para a linha realimentada, sa˜o realizadas as seguintes antecipac¸o˜es:
A pre´-condic¸a˜o do evento r cuja origem e´ iiw, e´ antecipada para os eventos:
• t partindo do estado iii, isto e´, Λ(t)〈iii, ι〉 = Λ(r)〈iiw,∆∗(iii, t)(ι)〉
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Figura 4.3: STE da linha realimentada.
• s1 partindo do estado iiw, isto e´, Λ(s1)〈iiw, ι〉 = Λ(r)〈iiw,∆∗(iiw, s1 f1)(ι)〉
• s2 partindo do estado iiw, isto e´, Λ(s2)〈iiw, ι〉 = Λ(r)〈iiw,∆∗(iiw, s2 f2)(ι)〉
• t partindo do estado iwi, isto e´, Λ(t)〈iwi, ι〉 = Λ(r)〈iiw,∆∗(iwi, t f2)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(r)〈iiw,∆∗(iww, s1 f1 f2 + s1 f2 f1)(ι)〉
• t partindo do estado wii, isto e´, Λ(t)〈wii, ι〉 = Λ(r)〈iiw,∆∗(wii, t f1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(r)〈iiw,∆∗(wiw, s2 f1 f2 + s2 f2 f1)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(r)〈iiw,∆∗(wwi, t f1 f2 + t f2 f1)(ι)〉
A pre´-condic¸a˜o do evento a cuja origem e´ iiw, e´ antecipada para os eventos:
• t partindo do estado iii, isto e´, Λ(t)〈iii, ι〉 = Λ(a)〈iiw,∆∗(iii, t)(ι)〉
• s1 partindo do estado iiw, isto e´, Λ(s1)〈iiw, ι〉 = Λ(a)〈iiw,∆∗(iiw, s1 f1)(ι)〉
• s2 partindo do estado iiw, isto e´, Λ(s2)〈iiw, ι〉 = Λ(a)〈iiw,∆∗(iiw, s2 f2)(ι)〉
• t partindo do estado iwi, isto e´, Λ(t)〈iwi, ι〉 = Λ(a)〈iiw,∆∗(iwi, t f2)(ι)〉
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• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(a)〈iiw,∆∗(iww, s1 f1 f2 + s1 f2 f1)(ι)〉
• t partindo do estado wii, isto e´, Λ(t)〈wii, ι〉 = Λ(a)〈iiw,∆∗(wii, t f1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(a)〈iiw,∆∗(wiw, s2 f1 f2 + s2 f2 f1)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(a)〈iiw,∆∗(wwi, t f1 f2 + t f2 f1)(ι)〉
Os detalhes destas e de todas as demais antecipac¸o˜es para a LR sa˜o apresentados no Apeˆndice A.1.
O resultado final destas antecipac¸o˜es e´ apresentado na Tabela 4.4. Na tabela, as fo´rmulas apresen-
tadas resultam de simplificac¸o˜es realizadas manualmente.
Estado Λctl(s1) Λctl(s2) Λctl(t)
iii a1 < N a1 > 0 ∧ a2 < M a2 > 0 ∧ a1 < N
iiw a1 + 1 < N a1 > 0 ∧ a2 < M —
iwi a1 < N ∧ a2 < M — a2 > 0 ∧ a1 < N
iww a1 + 1 < N ∧ a2 < M — —
wii — a1 > 0 ∧ a2 < M a2 > 0 ∧ a1 + 1 < N
wiw — a1 > 0 ∧ a1 < N ∧ a2 < M —
wwi — — a2 > 0 ∧ a1 + 1 < N
www — — —
Tabela 4.4: Resultado do Algoritmo 4.3.1 para a linha realimentada.
4.3.3 Complexidade
Computacionalmente, pre´-condic¸o˜es e operac¸o˜es simbo´licas sa˜o implementados por a´rvores. Al-
guns exemplos sa˜o ilustrados na Figura 4.4. Na figura, as a´rvores ilustradas sa˜o as representac¸o˜es
computacionais de (a) m > 0, (b) n − 1, (c) m > 0 ∧ n < N e (d) m > 0 ∧ n − 1 < N.
O processamento representado por Λ(α)〈qα, ια〉 ∧ Λ(σ)〈δ(qα, α), ∆(qα, α)(ια)〉 consiste da cons-
truc¸a˜o de um novo no´, representando a operac¸a˜o ∧, cuja sub-a´rvore da esquerda e´ uma co´pia da
a´rvore Λ(α)〈qα, ια〉 e cuja sub-a´rvore da direita e´ uma co´pia da a´rvore Λ(σ)〈qσ, ισ〉, com cada folha qσ
substitu´ıda por δ(qα, α) e cada folha ισ substitu´ıda por uma co´pia da a´rvore ∆(qα, α)(ια). Claramente,
o custo computacional da realizac¸a˜o de uma u´nica antecipac¸a˜o e´ alto e na˜o pode ser ignorado na
determinac¸a˜o da complexidade do Algoritmo 4.3.1. Este custo depende do nu´mero de componentes
da colec¸a˜o de dados, da complexidade das pre´-condic¸o˜es e das operac¸o˜es associadas aos eventos. No
4. Supervisores e controlabilidade 86
∧
||xx
xx
xx
xx
##G
GG
GG
GG
G
∧
||yy
yy
yy
yy
""F
FF
FF
FF
F >



2
22
22
2 <



4
44
44
4
>
		
		
		
4
44
44
4 −









4
44
44
4 >



1
11
11
1 <



3
33
33
3 m 0 −
		
		
		
3
33
33
3 N
m 0 n 1 m 0 n N n 1
(a) (b) (c) (d)
Figura 4.4: Implementac¸a˜o de fo´rmulas atrave´s de a´rvores.
que segue, apenas a complexidade das pre´-condic¸o˜es sera´ considerada e as seguintes suposic¸o˜es sera˜o
assumidas:
1. A colec¸a˜o de dados conte´m apenas um componente, isto e´, define apenas uma varia´vel.
2. As pre´-condic¸o˜es iniciais sa˜o da forma n # N, onde n e´ a varia´vel, # e´ um operador relacional
ou de igualdade e N e´ uma constante.
3. Expresso˜es do tipo n # N sa˜o denominadas a´tomos. Uma conjunc¸a˜o do tipo n #1 N1 ∧ n #2 N2 ∧
. . . ∧ n #k Nk e´ dita para ter k a´tomos.
Com estas suposic¸o˜es, o ca´lculo da complexidade desejada se resume ao ca´lculo do nu´mero de
antecipac¸o˜es de a´tomos realizadas pelo Algoritmo 4.3.1.
Um sistema cr´ıtico com n = 4 estados discretos e m = 4 eventos (incluindo ξ), e´ ilustrado na
Figura 4.5. Na figura, todos os eventos, a excec¸a˜o de ξ, sa˜o na˜o controla´veis. Como o STE e´ determi-
n´ıstico e na˜o existem lac¸os fechados de eventos na˜o controla´veis, o tamanho ma´ximo das subcadeias
de eventos na˜o controla´veis e´ determinado pelo nu´mero de estados. Assim, o nu´mero ma´ximo de
iterac¸o˜es realizadas pelo comando while do algoritmo e´ n. O nu´mero ma´ximo de transic¸o˜es na˜o con-
trola´veis que podem existir neste caso e´ dado por (n−1) (m−1) e o nu´mero de transic¸o˜es controla´veis
(ξ) e´ dado por n.
A primeira iterac¸a˜o do algoritmo manipula pre´-condic¸o˜es consistindo de um u´nico a´tomo. Nesta
primeira iterac¸a˜o, as 3 pre´-condic¸o˜es das transic¸o˜es com origem em q0 sa˜o antecipadas para as 4
transic¸o˜es ξ. O total de antecipac¸o˜es de a´tomos assim realizadas e´ 12, ou num caso geral, n (m − 1).
O resultado destas antecipac¸o˜es sa˜o pre´-condic¸o˜es consistindo da conjunc¸a˜o de 3 a´tomos, ou no caso
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Figura 4.5: Um caso cr´ıtico.
geral, (m − 1) a´tomos 1.
Ainda na primeira iterac¸a˜o, as 3 pre´-condic¸o˜es das transic¸o˜es com origem em q1 sa˜o antecipadas
para as 3 transic¸o˜es predecessoras cujo destino e´ q1. O total de antecipac¸o˜es de a´tomos assim realiza-
das e´ 9, ou num caso geral, (m−1)2. Como antes, o resultado destas antecipac¸o˜es sa˜o 3 pre´-condic¸o˜es
consistindo da conjunc¸a˜o de (m − 1) a´tomos. O mesmo pode ser dito sobre as antecipac¸o˜es dos a´to-
mos das pre´-condic¸o˜es associadas a`s transic¸o˜es com origem em q2. Assim o total de antecipac¸o˜es de
a´tomos realizadas na primeira iterac¸a˜o do algoritmo e´:
n (m − 1)︸    ︷︷    ︸
q0
+ (m − 1)2︸   ︷︷   ︸
q1
+ (m − 1)2︸   ︷︷   ︸
q2
+ . . . + (m − 1)2︸   ︷︷   ︸
qn−1︸                                      ︷︷                                      ︸
n−2
= n (m − 1) + (n − 2) (m − 1)2.
Ao final da primeira iterac¸a˜o, todas as pre´-condic¸o˜es sa˜o da forma a1 ∧ a2 ∧ . . . ∧ am−1, onde
ai denota um a´tomo, isto e´, consistem de (m − 1) a´tomos. Ale´m disso, o nu´mero de pre´-condic¸o˜es
diferentes de true foi reduzido de (m − 1).
A segunda iterac¸a˜o do algoritmo manipula pre´-condic¸o˜es consistindo de 3 a´tomos. Nesta iterac¸a˜o,
o total de antecipac¸o˜es de a´tomos das transic¸o˜es com origem em q0 para as transic¸o˜es ξ e´ dado pela
multiplicac¸a˜o do nu´mero de antecipac¸o˜es de pre´-condic¸o˜es pelo nu´mero de a´tomos das pre´-condic¸o˜es,
ou seja, n (m−1) (m−1) = n (m−1)2. O resultado destas antecipac¸o˜es sa˜o n pre´-condic¸o˜es consistindo
da conjunc¸a˜o de 9 a´tomos, ou no caso geral, (m− 1)2 a´tomos. Com relac¸a˜o a`s transic¸o˜es com origem
no estado q1, o nu´mero de antecipac¸o˜es de a´tomos realizadas e´ igual a 27 = 33, ou, (m − 1) (m − 1)2.
1Tudo isto, considerando-se que as antecipac¸o˜es sa˜o realizadas na ordem das transic¸o˜es mais pro´ximas ao estado q0
para as transic¸o˜es mais afastadas do estado q0.
4. Supervisores e controlabilidade 88
Ja´, com relac¸a˜o a`s transic¸o˜es com origem no estado q1, nenhuma antecipac¸a˜o e´ realizada, pois apo´s
a primeira iterac¸a˜o, as pre´-condic¸o˜es associadas a estas transic¸o˜es sa˜o todas iguais a true. O total de
antecipac¸o˜es de a´tomos realizadas nesta segunda iterac¸a˜o e´:
n (m − 1)2︸      ︷︷      ︸
q0
+ (m − 1) (m − 1)2︸              ︷︷              ︸
q1
+ (m − 1) (m − 1)2︸              ︷︷              ︸
q2
+ . . . + (m − 1) (m − 1)2︸              ︷︷              ︸
qn−2︸                                                                       ︷︷                                                                       ︸
n−3
= n (m − 1)2 + (n − 3) (m − 1)3.
Somando-se o nu´mero de antecipac¸o˜es de a´tomos das duas primeiras iterac¸o˜es, obte´m-se:
n (m − 1) + n (m − 1)2︸                      ︷︷                      ︸
Nu´mero de antecipac¸o˜es sobre q0
+ (n − 2) (m − 1)2 + (n − 3) (m − 1)3︸                                     ︷︷                                     ︸
Nu´mero de antecipac¸o˜es sobre q1 e q2
.
Este racioc´ınio pode ser estendido para as demais iterac¸o˜es. Como o nu´mero ma´ximo de iterac¸o˜es
que efetivamente realizam antecipac¸o˜es e´ igual ao nu´mero de estados (n) menos 1, o nu´mero ma´ximo
de antecipac¸o˜es de a´tomos que se pode realizar num caso geral e´ dado por:
n
n−1∑
k=1
(m − 1)k + (m − 1)2
n−2∑
i=1
i−1∑
j=0
(m − 1) j =
n (m − 1)n − n − n (m − 2)
m − 2 +
(m − 1
m − 2
)2 [
(m − 1)n−1 − n (m − 2) +m − 3
]
=
n
m − 2
 n∑
k=0
n!
k! (n − k)! m
k (−1)n−k
 − nm − 2 − n +(m − 1
m − 2
)2 
 n−1∑
k=0
(n − 1)!
k! (n − 1 − k)! m
k (−1)n−1−k
 − n (m − 2) +m − 3
 . (4.7)
A Tabela 4.5 e a Figura 4.6 apresentam o nu´mero de antecipac¸o˜es de a´tomos realizadas para
algumas combinac¸o˜es de n e m. Como se pode ver, a complexidade cresce polinomialmente com o
nu´mero de transic¸o˜es (na˜o controla´veis) e exponencialmente com o nu´mero de estados. Assim, a
complexidade pode ser expressa, na notac¸a˜o O [CLR99], como O(mn).
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4 6 8 10 12 14 16 18
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︷ ︸︸ ︷m - Nu´mero de eventos
n
Nu´mero
de
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
Tabela 4.5: Nu´mero de antecipac¸o˜es de a´tomos realizadas para alguns valores de n e m.
4.4 Observac¸o˜es
A s´ıntese de controladores consiste basicamente da transformac¸a˜o de uma especificac¸a˜o na˜o con-
trola´vel em uma especificac¸a˜o controla´vel. Uma especificac¸a˜o na˜o controla´vel descreve pelo menos
uma ac¸a˜o de controle que na˜o pode ser implementada, uma vez que ela impo˜e restric¸o˜es sobre a
ocorreˆncia de um evento na˜o controla´vel. Para tornar uma ac¸a˜o na˜o controla´vel Λ(β) em uma ac¸a˜o
“indiretamente” controla´vel, algumas questo˜es devem ser respondidas.
1. Existe algum conjunto finito de ac¸o˜es controla´veis {Λ(αi) | 1 ≤ i ≤ n e αi ∈ Σc } que implique
Λ(β), isto e´, Λ(α1) unionsq Λ(α2) unionsq . . . unionsq Λ(αn)⇒ Λ(β)?
2. Quais sa˜o os eventos αi?
3. Quais sa˜o as restric¸o˜es Λ(αi)?
Grac¸as ao evento ξ, a resposta da primeira questa˜o e´ sempre“sim”. A resposta da segunda questa˜o
e´ “os eventos αi sa˜o os eventos controla´veis que podem ocorrer mais tarde e antes da ocorreˆncia do
evento β em alguma cadeia de L(S)”. Finalmente, a u´ltima questa˜o so´ pode ser respondida para a
classe dos sistemas que na˜o possuem lac¸os fechados de eventos na˜o controla´veis. Esta restric¸a˜o e´
grave no sentido de restringir fortemente a classe dos problemas trata´veis e, no futuro, soluc¸o˜es para
sua eliminac¸a˜o devem ser pesquisadas.
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Figura 4.6: Gra´fico das antecipac¸o˜es de a´tomos realizadas para alguns valores de n e m.
Cap´ıtulo 5
Supervisores na˜o bloqueantes
Este cap´ıtulo resume um estudo relacionado com a s´ıntese de supervisores na˜o bloqueantes para
STE-PC. Este problema na˜o esta´ completamente resolvido devido principalmente ao “problema de
decisa˜o” da lo´gica simbo´lica de primeira ordem (Entscheidungsproblem, em alema˜o [HA86]) o qual
consiste da busca por um algoritmo geral que decida se uma sentenc¸a e´ universalmente va´lida ou
na˜o. Alonzo Church [Chu36] e, independentemente, Alan Turing [Tur36] mostraram que isto e´
imposs´ıvel. Entretanto, quando o espac¸o de configurac¸o˜es e´ finito e enumera´vel, uma soluc¸a˜o pode
ser encontrada automaticamente. Para os demais casos, a metodologia descrita neste cap´ıtulo requer
intervenc¸o˜es humanas para a resoluc¸a˜o do problema de decisa˜o comentado anteriormente e para a
ana´lise da acessibilidade e co-acessibilidade dos sistemas.
Nos STE-PC, a marcac¸a˜o representa um objetivo a ser atingido ou uma tarefa a ser realizada.
Este objetivo e´ descrito pelo predicado marcador Pm : Q × In → B, o qual define um subconjunto
de configurac¸o˜es marcadas. Se o predicado marcador e´ falso para todas as configurac¸o˜es do sistema,
assume-se que o sistema deva evoluir continuamente. Neste caso, se o sistema na˜o puder mais evoluir
a partir de uma configurac¸a˜o qualquer, diz-se que o sistema e´ bloqueante. Se, por outro lado, o
predicado marcador define um subconjunto na˜o vazio de configurac¸o˜es marcadas, o sistema pode ou
na˜o evoluir ate´ que uma nova configurac¸a˜o marcada seja alcanc¸ada. Apo´s alcanc¸ar uma configurac¸a˜o
marcada e dependendo da especificac¸a˜o dos requisitos o sistema pode parar ou evoluir em direc¸a˜o a`
realizac¸a˜o de uma outra tarefa. Nestes casos, se o sistema na˜o puder mais evoluir a partir de uma
configurac¸a˜o na˜o marcada, ou se o sistema continuar a evoluir continuamente sem nunca alcanc¸ar
uma configurac¸a˜o marcada, diz-se tambe´m que o sistema e´ bloqueante.
Se o objetivo de um sistema e´ parar apo´s a realizac¸a˜o de alguma tarefa, nenhum evento deve
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ser habilitado apo´s a realizac¸a˜o da tarefa. Portanto, no projeto dos predicados marcadores deve-se
observar que, com relac¸a˜o aos estados discretos q das configurac¸o˜es marcadas, os eventos fisicamente
poss´ıveis a partir de q (se houver algum) devem ser todos controla´veis, isto e´, Σ(q) ⊆ Σc. Com
relac¸a˜o a`s instanciac¸o˜es ι das configurac¸o˜es marcadas, nenhum cuidado particular deve ser levado em
considerac¸a˜o, a na˜o ser e´ claro, a possibilidade f´ısica da realizac¸a˜o das tarefas correspondentes.
E´ importante observar que este conceito de marcac¸a˜o na˜o e´ comum na a´rea dos SED. Na teoria
cla´ssica, por exemplo, quando o objetivo da supervisa˜o na˜o e´ especificado atrave´s de linguagens
marcadas, todos os estados do sistema sa˜o considerados marcados. Como o problema da s´ıntese de
supervisores na˜o bloqueantes para STExCD na˜o esta´ completamente resolvido, no futuro o conceito
de marcac¸a˜o utilizado nesta sec¸a˜o podera´ ser revisto.
Na literatura [AW03] sa˜o tratados dois tipos de bloqueio, os quais impedem o sistema de evoluir
ou completar suas tarefas. O deadlock ocorre quando o sistema alcanc¸a um estado na˜o marcado a
partir do qual ele na˜o pode continuar com suas atividades e o livelock (Figura 5.1) ocorre quando o
sistema alcanc¸a um ciclo infinito que impede a terminac¸a˜o de uma tarefa. Neste trabalho, somente
bloqueios causados por deadlocks sera˜o tratados 1.
〈q0, ι0〉 〈q′, ι′〉 〈q′′, ι′′〉 〈qm, ιm〉____ +3 5=
true 
t| false  +3
Figura 5.1: Livelock.
5.1 Supervisores livre de deadlocks
O projeto de uma especificac¸a˜o livre de deadlocks, geralmente, na˜o e´ uma tarefa trivial. Entre-
tanto, a partir da ana´lise do comportamento em malha fechada L(VΛ/S), os deadlocks podem ser
teoricamente detectados e, a partir deles, uma nova especificac¸a˜o para evitar aqueles deadlocks pode
ser derivada. Isto sugere um me´todo pra´tico para se encontrar um supervisor livre de deadlocks. A
parte de qualquer me´todo pra´tico, do ponto de vista formal, devem ser mostradas as condic¸o˜es a
serem verificadas para garantir a existeˆncia de um supervisor livre de deadlocks.
1Ha´ de se observar que se os sistemas esta˜o livres de livelock, como considerado, e livres de deadlocks, os estados
marcados, se existirem, sa˜o sempre acess´ıveis.
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Definic¸a˜o 5.1.1 (Especificac¸o˜es livres de deadlocks). Seja S = 〈S, Mn, ∆, Pm〉 um
STExCD na˜o-bloqueante e Λ uma especificac¸a˜o por pre´-condic¸o˜es para S. Diz-se que Λ esta´ li-
vre de deadlocks com relac¸a˜o ao predicado marcador Pm se toda configurac¸a˜o acess´ıvel na˜o marcada
satisfazendo Λ e´ seguida por alguma outra configurac¸a˜o, a qual tambe´m satisfaz Λ. Em termos
formais, Λ esta´ livre de deadlocks se:
∀ 〈q, ι〉 ∈ DΛ, ¬Pm〈q, ι〉 ⇒
 ∨
σ∈Σ(q)
Λ(σ)〈q, ι〉
 . (5.1)
Assim, se o predicado marcador e´ falso para todas as configurac¸o˜es satisfazendo Λ, enta˜o o lado direito
da implicac¸a˜o deve ser sempre verdade, isto e´, para toda configurac¸a˜o 〈q, ι〉 ∈ DΛ, a pre´-condic¸a˜o
associada a pelo menos um evento σ ∈ Σ(q) deve ser verdade. Se o predicado marcador e´ verdade para
uma configurac¸a˜o 〈q, ι〉 ∈ DΛ, enta˜o, dependendo da especificac¸a˜o Λ, o lado da direita da implicac¸a˜o
pode ou na˜o ser verdade, isto e´, pode existir ou na˜o uma pro´xima configurac¸a˜o 〈δ(q, σ),∆(q, σ)(ι)〉, a
qual tambe´m satisfaz Λ.
As configurac¸o˜es que causam deadlocks, isto e´, as configurac¸o˜es que na˜o satisfazem a Implica-
c¸a˜o 5.1, satisfazem:
¬Pm〈q, ι〉 ∧
 ∧
σ∈Σ(q)
¬Λ(σ)〈q, ι〉
 . (5.2)
Evidentemente, as configurac¸o˜es que na˜o causam deadlocks satisfazem a Fo´rmula 5.2 negada, isto
e´:
¬
¬Pm〈q, ι〉 ∧
 ∧
σ∈Σ(q)
¬Λ(σ)〈q, ι〉

 . (5.3)
Exemplo 5.1.1 (Deadlocks da linha realimentada). A especificac¸a˜o controla´vel evitando os
overflows e underflows na linha realimentada foi descrita no Exemplo 4.2.1. Como comentado naquele
exemplo, a especificac¸a˜o controla´vel Λctl (Tabela 4.2) apresenta configurac¸o˜es que causam deadlocks.
Isto pode ser comprovado, aplicando-se a Equac¸a˜o 5.1 a` configurac¸a˜o 〈iii, 〈N,M〉〉,
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〈iii, 〈N,M〉〉 ∈ DΛ︸                ︷︷                ︸
true
, ¬Pm〈iii, 〈N,M〉〉︸              ︷︷              ︸
true
⇒
 ∨
σ∈ { s1,s2,t }
Λ(σ)〈iii, 〈N,M〉〉
 .
Desenvolvendo-se a disjunc¸a˜o generalizada,
Λ(s1)〈iii, 〈N,M〉〉 ∨ Λ(s2)〈iii, 〈N,M〉〉 ∨ Λ(t)〈iii, 〈N,M〉〉 =
(a1 < N)︸   ︷︷   ︸
f alse
∨ (a1 > 0 ∧ a2 < M︸ ︷︷ ︸
f alse
) ∨ (a2 > 0 ∧ a1 < N︸ ︷︷ ︸
f alse
) = f alse.
Portanto, para a configurac¸a˜o 〈iii, 〈N,M〉〉 a fo´rmula da Equac¸a˜o 5.1 e´ falsa e, consequ¨entemente, o
sistema na˜o esta´ livre de deadlocks.
Neste exemplo, o conjunto de configurac¸o˜es causando deadlocks e´ determinado de acordo com
a Fo´rmula 5.2. As configurac¸o˜es que podem causar deadlocks sa˜o aquelas associadas ao estado iii
ilustrado na Figura 5.2.
iii

??
?
s1
a1 < N
// s2 a1 > 0 ∧ a2 < M
??
??
??
??
??
??
??


t
a2 > 0 ∧ a1 < N
wii
;;
;;
;;
;;
;;
;;
;

f1
iwi
WWWWW
WWWWW
WWWW
++
f2
iiw
gggggggggggggg
33r
iiw

AA
a
a1 = 0 ∧ a2 = 0 ∧ q = iii︸ ︷︷ ︸
true
JT
Figura 5.2: Estado iii.
De acordo com a Fo´rmula 5.2, as configurac¸o˜es causando deadlocks satisfazem ¬Pm〈iii, ι〉 ∧
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¬Λctl(s1)〈iii, ι〉 ∧ ¬Λctl(s2)〈iii, ι〉 ∧ ¬Λctl(t)〈iii, ι〉, isto e´, para q = iii,
¬(a1 = 0 ∧ a2 = 0) ∧ ¬(a1 < N) ∧ ¬(a1 > 0 ∧ a2 < M) ∧ ¬(a2 > 0 ∧ a1 < N) =
(a1 , 0 ∨ a2 , 0) ∧ (a1 ≥ N) ∧ (a1 ≤ 0 ∨ a2 ≥M) ∧ (a2 ≤ 0 ∨ a1 ≥ N).
De acordo com a propriedade distributiva da conjunc¸a˜o, pode-se reescrever a fo´rmula anterior como:
(a1 , 0 ∧ a1 ≥ N ∧ a1 ≤ 0︸              ︷︷              ︸
f alse
∧ a2 ≤ 0) ∨ (a1 , 0 ∧ a1 ≥ N ∧ a1 ≤ 0︸              ︷︷              ︸
f alse
∧ a1 ≥ N) ∨
(a1 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a2 ≤ 0︸              ︷︷              ︸
f alse
) ∨ (a1 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a1 ≥ N) ∨
(a2 , 0 ∧ a1 ≥ N ∧ a1 ≤ 0︸              ︷︷              ︸
f alse
∧ a2 ≤ 0) ∨ (a2 , 0 ∧ a1 ≥ N ∧ a1 ≤ 0︸              ︷︷              ︸
f alse
∧ a1 ≥ N) ∨
(a2 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a2 ≤ 0︸              ︷︷              ︸
f alse
) ∨ (a2 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a1 ≥ N).
Apo´s as simplificac¸o˜es sugeridas, a fo´rmula identificando as configurac¸o˜es causando deadlocks e´ redu-
zida para:
(a1 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a1 ≥ N) ∨ (a2 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a1 ≥ N)
= (a1 ≥ N ∧ a2 ≥M). (5.4)
Exemplo 5.1.2 (Eliminac¸a˜o dos deadlocks – LR). As configurac¸o˜es causando deadlocks na linha
realimentada sob supervisa˜o podem ser evitadas. Para este fim, acrescenta-se aos requisitos do sistema
uma especificac¸a˜o por pre´-condic¸o˜es que evita as configurac¸o˜es causando deadlocks. Esta especifica-
c¸a˜o, a qual sera´ denotada por Λnb, pode ser computada a partir da especificac¸a˜o por invariantes
dada pela Fo´rmula 5.3. No caso da linha realimentada, esta especificac¸a˜o por invariantes consiste da
fo´rmula:
Invnb〈iii, 〈a1, a2〉〉 = ¬(a1 ≥ N ∧ a2 ≥M) = (a1 < N ∨ a2 < M),
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o qual deve ser verificado no estado iii.
Como visto na Sec¸a˜o 3.2.3, a especificac¸a˜o por pre´-condic¸o˜es equivalente ao invariante anterior
consiste das seguintes pre´-condic¸o˜es:
Invnb〈iii, 〈a1, a2〉〉 =

Λnb( f1)〈wii, 〈a1, a2〉〉 = (a1 + 1 < N ∨ a2 < M)
Λnb( f2)〈iwi, 〈a1, a2〉〉 = (a1 < N ∨ a2 + 1 < M)
Λnb(r)〈iiw, 〈a1, a2〉〉 = (a1 + 1 < N ∨ a2 < M)
Λnb(a)〈iiw, 〈a1, a2〉〉 = (a1 < N ∨ a2 < M).
Antecipando-se as pre´-condic¸o˜es anteriores para os eventos controla´veis precedentes, obte´m-se a
especificac¸a˜o controla´vel Λctlnb consistindo das seguintes pre´-condic¸o˜es:

Λctlnb(s1)〈iii, 〈a1, a2〉〉 = (a1 + 1 < N ∨ a2 < M)︸                       ︷︷                       ︸
veio de Λnb( f1)〈wii, a1, a2〉
Λctlnb(s2)〈iii, 〈a1, a2〉〉 = (a1 − 1 < N ∨ a2 + 1 < M)︸                            ︷︷                            ︸
veio de Λnb( f2)〈iwi, a1, a2〉
Λctlnb(t)〈iii, 〈a1, a2〉〉 = (a1 + 1 < N ∨ a2 − 1 < M)︸                            ︷︷                            ︸
veio de Λnb(r)〈iiw, a1, a2〉
∧ (a1 < N ∨ a2 − 1 < M)︸                       ︷︷                       ︸
veio de Λnb(a)〈iiw, a1, a2〉
.
Considerando-se o contexto do sistema supervisionado, isto e´, as configurac¸o˜es acess´ıveis sob
supervisa˜o, sabe-se que a1 ≤ N e a2 ≤ M. Portanto, as restric¸o˜es de Λctlnb sobre a ocorreˆncia dos
eventos s2 e t podem ser simplificadas para true. Procedendo-se assim, a especificac¸a˜o Λctlnb se resume
a` restric¸a˜o (a1 + 1 < N ∨ a2 < M) imposta sobre a ocorreˆncia do evento s1 a partir do estado iii.
Compondo-se conjuntivamente a especificac¸a˜o controla´vel Λctl, evitando os overflows e underflows
nos armaze´ns (Exemplo 4.2.1), com a especificac¸a˜o Λctlnb, evitando as configurac¸o˜es que causam de-
adlocks, obteˆm-se as pre´-condic¸o˜es da Tabela 5.1. A restric¸a˜o sobre s1 no estado iii foi obtida da
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conjunc¸a˜o:
Λctl(s1)︷   ︸︸   ︷
(a1 < N) ∧
Λctlnb(s1)︷                       ︸︸                       ︷
(a1 + 1 < N ∨ a2 < M) =
(a1 < N ∧ a1 + 1 < N︸                    ︷︷                    ︸
a1+1<N
∨ a1 < N ∧ a2 < M) =
(a1 + 1 < N ∨ a1 < N ∧ a2 < M)︸                                    ︷︷                                    ︸
restric¸a˜o final
.
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figurac¸o˜es que causam deadlocks, obteˆm-se as pre´-condic¸o˜es da Tabela 5.1. A restric¸a˜o
sobre s1 no estado iii foi obtida da conjunc¸a˜o:
Λctl(s1)︷   ︸︸   ︷
(a1 < N) ∧
Λctlnb(s1)︷                       ︸︸                       ︷
(a1 + 1 < N ∨ a2 < M) =
(a1 < N ∧ a1 + 1 < N︸                    ︷︷                    ︸
a1+1<N
∨ a1 < N ∧ a2 < M) =
(a1 + 1 < N ∨ a1 < N ∧ a2 < M)︸                                    ︷︷                                    ︸
restric¸a˜o final
.
Λctlnb(s1) Λ
ctl
nb(s2) Λ
ctl
nb(t)
iii a1 + 1 < N ∨ a1 < N ∧ a2 < M a1 > 0 ∧ a2 < M a1 < N ∧ a2 > 0
iiw a1 + 1 < N a1 > 0 ∧ a2 < M —
iwi a1 < N ∧ a2 < M — a2 > 0 ∧ a1 < N
iww a1 + 1 < N ∧ a2 < M — —
wii — a1 > 0 ∧ a2 < M a2 > 0 ∧ a1 + 1 < N
wiw — a1 > 0 ∧ a1 < N ∧ a2 < M —
wwi — — a2 > 0 ∧ a1 + 1 < N
www — — —
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restrição sobre s1 no estado iii foi obtida da conjunção:
Λctl(s1)︷  ︸︸  ︷
(n < N) ∧
Λctlnb(s1)︷                      ︸︸                      ︷
(n + 1 < N ∨ m < M) =
(n < N ∧ n + 1 < N︸                  ︷︷                  ︸
n+1<N
∨n < N ∧ m < M) =
(n + 1 < N ∨ n < N ∧ m < M)︸                                   ︷︷                                   ︸
restrição final
Λctlnb(s1) Λ
ctl
nb(s2) Λ
ctl
nb(t)
iii n + 1 < N ∨ n < N ∧ m < M n > 0 ∧ m < M n < N ∧ m > 0
iiw n + 1 < N n > 0 ∧ m < M —
iwi n < N ∧ m < M — m > 0 ∧ n < N
iww n + 1 < N ∧ m < M — —
wii — n > 0 ∧ m < M m > 0 ∧ n + 1 < N
wiw — n > 0 ∧ n < N ∧ m < M —
wwi — — m > 0 ∧ n + 1 < N
www — — —
Tabela 5.1: Especificação controlável e livre de deadlocks para a linha realimentada.
Após a eliminação de um conjunto de configurações causando deadlocks, um
novo conjunto de pré-condições é obtido. Este novo conjunto de pré-condições pode
implicar um novo conjunto de configurações causando deadlocks. Deste modo, a
computação do predicado definindo as configurações que causam deadlocks deve
ser refeita até que umdos predicados seja equivalente ao predicado anterior. No caso
do exemplo anterior, as novas configurações bloqueantes satisfazem o predicado:
¬(n = 0 ∧ m = 0) ∧ ¬(n + 1 < N ∨ n < N ∧ m < M)∧
¬(n > 0 ∧ m < M) ∧ ¬(n < N ∧ m > 0),
Tabela 5.1: Especificac¸a˜o controla´vel e livre de deadlocks para a linha realimentada.
Apo´s a eliminac¸a˜o de um conjunto de configurac¸o˜es causando deadlocks, um novo
conjunto de pre´-condic¸o˜es e´ obtido. Este novo conjunto de pre´-condic¸o˜es pode implicar
um novo conjunto de configurac¸o˜es causando deadlocks. Deste modo, a computac¸a˜o
da fo´rmula definindo as configurac¸o˜es que causam deadlocks deve ser refeita ate´ que
uma das fo´rmulas seja logicamente equivalente a` fo´rmula anterior. No caso do exemplo
Tabela 5.1: Especificac¸a˜o controla´vel e livre de deadlocks para a linha realimentada.
Apo´s a eliminac¸a˜o de um conjunto de configurac¸o˜es causando deadlocks, um novo conjunto de
pre´-condic¸o˜es e´ obtido. Este novo conjunto de pre´-condic¸o˜es pode implicar um novo conjunto de
configurac¸o˜es causando deadlocks. Deste modo, a computac¸a˜o d fo´rmula defin ndo s configurac¸o˜es
que causam deadlocks deve ser refeita ate´ que uma das fo´rmulas seja logicamente equivalente a` fo´rmula
anterior. No caso do exemplo anterior, as novas configurac¸o˜es bloqueantes satisfazem:
¬(a1 = 0 ∧ a2 = 0) ∧ ¬(a1 + 1 < N ∨ a1 < N ∧ a2 < M)∧
¬(a1 > 0 ∧ 2 < M) ∧ ¬(a1 < N ∧ a2 > 0),
5. Supervisores na˜o bloqueantes 98
ou seja,
(a1 , 0 ∨ a2 , 0) ∧ (
a1≥N︷                    ︸︸                    ︷
a1 + 1 ≥ N ∨ a1 ≥ N ∨ a2 ≥M)∧
(a1 ≤ 0 ∨ a2 ≥M) ∧ (a1 ≥ N ∨ a2 ≤ 0)
= (a1 , 0 ∨ a2 , 0) ∧ (a1 ≥ N ∨ a2 ≥M)∧
(a1 ≤ 0 ∨ a2 ≥M) ∧ (a1 ≥ N ∨ a2 ≤ 0).
Distribuindo-se a fo´rmula anterior em relac¸a˜o a`s conjunc¸o˜es, tem-se:
(
f alse︷                                         ︸︸                                         ︷
a1 , 0 ∧ a1 ≥ N ∧ a1 ≤ 0 ∧ a1 ≥ N) ∨ (
f alse︷                                        ︸︸                                        ︷
a1 , 0 ∧ a1 ≥ N ∧ a1 ≤ 0 ∧ a2 ≤ 0)∨
(
a1≥N∧ a2≥M︷                                          ︸︸                                          ︷
a1 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a1 ≥ N) ∨ (
f alse︷                                         ︸︸                                         ︷
a1 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a2 ≤ 0)∨
(
f alse︷                                         ︸︸                                         ︷
a1 , 0 ∧ a2 ≥M ∧ a1 ≤ 0 ∧ a1 ≥ N) ∨ (
f alse︷                                        ︸︸                                        ︷
a1 , 0 ∧ a2 ≥M ∧ a1 ≤ 0 ∧ a2 ≤ 0)∨
(
a2≥M∧ a1≥N︷                                          ︸︸                                          ︷
a1 , 0 ∧ a2 ≥M ∧ a2 ≥M ∧ a1 ≥ N) ∨ (
f alse︷                                          ︸︸                                          ︷
a1 , 0 ∧ a2 ≥M ∧ a2 ≥M ∧ a2 ≤ 0)∨
(
f alse︷                                         ︸︸                                         ︷
a2 , 0 ∧ a1 ≥ N ∧ a1 ≤ 0 ∧ a1 ≥ N) ∨ (
f alse︷                                        ︸︸                                        ︷
a2 , 0 ∧ a1 ≥ N ∧ a1 ≤ 0 ∧ a2 ≤ 0)∨
(
a1≥N∧ a2≥M︷                                          ︸︸                                          ︷
a2 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a1 ≥ N) ∨ (
f alse︷                                         ︸︸                                         ︷
a2 , 0 ∧ a1 ≥ N ∧ a2 ≥M ∧ a2 ≤ 0)∨
(
f alse︷                                         ︸︸                                         ︷
a2 , 0 ∧ a2 ≥M ∧ a1 ≤ 0 ∧ a1 ≥ N) ∨ (
f alse︷                                        ︸︸                                        ︷
a2 , 0 ∧ a2 ≥M ∧ a1 ≤ 0 ∧ a2 ≤ 0)∨
(
a2≥M∧ a1≥N︷                                          ︸︸                                          ︷
a2 , 0 ∧ a2 ≥M ∧ a2 ≥M ∧ a1 ≥ N) ∨ (
f alse︷                                          ︸︸                                          ︷
a2 , 0 ∧ a2 ≥M ∧ a2 ≥M ∧ a2 ≤ 0).
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Finalmente, apo´s as simplificac¸o˜es sugeridas, a fo´rmula identificando as configurac¸o˜es causando
deadlocks fica:
a1 ≥ N ∧ a2 ≥M,
a qual e´ igual (e, portanto, logicamente equivalente) a` Fo´rmula 5.4. Consequ¨entemente, a especifica-
c¸a˜o descrita na Tabela 5.1 esta´ livre de deadlocks.
5.2 Passos para a eliminac¸a˜o de bloqueios
A fim de formalizar a metodologia para a detecc¸a˜o e eliminac¸a˜o de deadlocks descrita na sec¸a˜o
anterior, e´ apresentado a seguir, o procedimento “Livre de deadlocks”.
Proposic¸a˜o 5.2.1 (Especificac¸a˜o controla´vel ma´xima livre de deadlocks). A especificac¸a˜o
Λctl resultante do Procedimento 5.2.1 e´ a especificac¸a˜o controla´vel minimamente restritiva, livre de
deadlocks, tal que Λ↑ = Λctl ⇒ Λorg.
Demonstrac¸a˜o. Supondo-se a existeˆncia de um supervisor livre de deadlocks, uma descric¸a˜o formal
dos efeitos do Procedimento 5.2.1 e´
Λ↑ = (. . . ((Λctr u1 Λctrnb ) u2 Λctrnb ) . . . uk Λctrnb ),
onde ui e´ a i-e´sima aplicac¸a˜o do operador meet. Como meet sempre produz uma especificac¸a˜o
controla´vel, Λ↑ e´ controla´vel.
Como todas as especificac¸o˜es locais Λctr e Λctrnb sa˜o produzidas pelo Algoritmo 4.3.1, as conjunc¸o˜es
· · · ui Λctrnb sa˜o minimamente restritivas. Portanto, Λ↑ e´ minimamente restritiva.
Agora, como Λ↑ esta´ livre de deadlocks e, supostamente, livre de livelocks, a partir de uma
configurac¸a˜o na˜o marcada, o sistema sempre pode evoluir.

5.3 Observac¸o˜es
O Procedimento 5.2.1 apresenta os seguintes problemas:
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Procedimento 5.2.1 Eliminac¸a˜o de deadlocks.
Dado o STE-PC VΛorg/S, onde S = 〈G,Mn,∆,Pm〉 e´ um STExCD e Λorg e´ a especificac¸a˜o original, possivel-
mente na˜o controla´vel, os passos a seguir realizam as antecipac¸o˜es das pre´-condic¸o˜es na˜o controla´veis para
os respectivos eventos controla´veis, detectam e eliminam bloqueios causados por deadlocks. A especificac¸a˜o
Λctl resultante e´ controla´vel e livre de deadlocks. Inv1 e Inv2 sa˜o especificac¸o˜es locais por invariantes e Λnb
e Λctlnb sa˜o especificac¸o˜es locais por pre´-condic¸o˜es.
Converter Λorg para Λctl atrave´s do Algoritmo 4.3.1
Calcular a especificac¸a˜o por invariantes Inv2 evitando os deadlocks em VΛctl/S
Repita
Inv1 ← Inv2
Converter a especificac¸a˜o Inv2 anterior na especificac¸a˜o por pre´-condic¸o˜es Λnb
Converter Λnb para Λctlnb atrave´s do Algoritmo 4.3.1
Λctl ← Λctl u Λctlnb
Calcular a especificac¸a˜o por invariantes Inv2 evitando os deadlocks em VΛctl/S
Ate´ que Inv1 seja logicamente equivalente a Inv2
A soluc¸a˜o e´ Λctl
1. Complexidade computacional decorrente da na˜o simplificac¸a˜o automa´tica de fo´rmulas. Mesmo
existindo regras sinta´ticas bem definidas pela lo´gica de primeira ordem e pela aritme´tica para
a simplificac¸a˜o de fo´rmulas, a aplicac¸a˜o destas regras muitas vezes requer o conhecimento do
domı´nio acess´ıvel das varia´veis usadas. Tais domı´nios sa˜o definidos pela acessibilidade dos
sistemas realimentados, a qual, em geral, na˜o e´ computa´vel.
2. Problema da decisa˜o da lo´gica de primeira ordem. Este problema aparece na verificac¸a˜o da
equivaleˆncia entre Inv1 e Inv2.
3. Convergeˆncia. No caso de domı´nios infinitos de instanciac¸o˜es das varia´veis, se na˜o existir um
supervisor livre de deadlocks, o procedimento na˜o converge.
4. O Procedimento 5.2.1 na˜o garante a realizac¸a˜o das tarefas. Devido a` impossibilidade da com-
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putac¸a˜o de ReachQI(VΛ/S) e CoReachQI(VΛ/S), o sistema supervisionado resultante pode estar
livre de deadlocks (e livelocks) e, mesmo assim, pode evoluir continuamente sem nunca alcanc¸ar
uma configurac¸a˜o marcada.
O Procedimento 5.2.1 e´ decid´ıvel e converge nos casos em que todas as pre´-condic¸o˜es consistem
de proposic¸o˜es sobre conjuntos de instanciac¸o˜es discretos, tais como as especificac¸o˜es da Sec¸a˜o 3.3 2.
Para estes casos, entretanto, a soluc¸a˜o produzida (a qual pode ser reduzida automaticamente para
um conjunto de pre´-condic¸o˜es true e f alse) e´ equivalente a` soluc¸a˜o produzida pela teoria cla´ssica
e, portanto, na˜o oferece vantagens significativas em relac¸a˜o a esta u´ltima. Conclui-se assim, que o
me´todo para a s´ıntese de supervisores na˜o bloqueantes descrito anteriormente e´ mais um procedimento
a ser realizado manualmente pelos engenheiros de controle do que o esboc¸o de um poss´ıvel algoritmo
de s´ıntese.
2Ver tambe´m os Experimentos 6.1 e 6.2.
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Cap´ıtulo 6
Experimentac¸a˜o
Para a experimentac¸a˜o dos to´picos explorados ao longo deste texto, sera˜o usados alguns exem-
plos, cada qual com uma caracter´ıstica pro´pria. Embora todos os exemplos sejam simples, eles foram
propositadamente escolhidos para explorarem a maioria dos detalhes, potencialidades e deficieˆncias
dos me´todos introduzidos anteriormente. O exemplo “mesa girato´ria” (Sec¸a˜o 6.1) sera´ usado princi-
palmente para exemplificar como as especificac¸o˜es de comportamentos deseja´veis sa˜o (ou podem ser)
constru´ıdas. O exemplo“o gato e o rato” (Sec¸a˜o 6.2) e´ particularmente interessante na explorac¸a˜o dos
to´picos relacionados com a eliminac¸a˜o dos bloqueios. A planta “ma´quinas com va´rios modos de ope-
rac¸a˜o” (Sec¸a˜o 6.3) explora mais detalhadamente os algoritmos para a s´ıntese de supervisores. Neste
u´ltimo experimento, tambe´m podem ser observados os problemas decorrentes da na˜o simplificac¸a˜o
de fo´rmulas.
Todos os experimentos foram resolvidos de acordo com o Algoritmo 4.3.1. No entanto, a fim de
permitir uma maior clareza dos resultados, a apresentac¸a˜o dos resultados obtidos foi alterada atrave´s
de simplificac¸o˜es manuais. A falta de clareza dos resultados produzidos pelo proto´tipo decorre da
“impossibilidade” de simplificac¸o˜es automa´ticas de fo´rmulas lo´gicas.
6.1 Mesa girato´ria
Este exemplo apareceu a primeira vez em [dQSC01]. Na linha de produc¸a˜o de uma indu´stria
automobil´ıstica, existe uma mesa girato´ria com quatro slots onde sa˜o efetuadas operac¸o˜es de furo e
teste de pec¸as meta´licas (Figura 6.1). Os componentes identificados na mesa girato´ria sa˜o a esteira
E, a furadeira F, o testador T, o manipulador robo´tico R e a mesa girato´ria M.
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F
T
R
P1
P2
P3
P4
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Figura 6.1: Mesa girato´ria.
Na mesa girato´ria, o processamento de uma u´nica pec¸a consiste da seguinte sequ¨eˆncia de passos:
1. A esteira gira ate´ que uma pec¸a seja posicionada em P1.
2. A mesa gira 90◦.
3. A pec¸a no slot P2 e´ furada.
4. A mesa gira 90◦.
5. A pec¸a no slot P3 e´ testada.
6. A mesa gira 90◦.
7. O manipulador robo´tico retira a pec¸a do slot P4.
Supo˜em-se que na˜o existem sensores indicando a presenc¸a de pec¸as nos slots da mesa. Os eventos
dipon´ıveis sa˜o descritos na Tabela 6.1.
Considerando-se o processamento concorrente de ate´ quatro pec¸as, o primeiro objetivo deste
exemplo e´ a definic¸a˜o de uma lo´gica de controle que restrinja o comportamento da planta a`queles
satisfazendo:
• a mesa na˜o deve girar sem ao menos uma pec¸a na mesa ou enquanto houver uma pec¸a no slot
P4;
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Equipamento Evento Descric¸a˜o
Esteira es Associado ao in´ıcio do depo´sito de uma pec¸a
no slot P1.
e f Associado ao final da operac¸a˜o da esteira
automa´tica. (Na˜o controla´vel.)
Mesa girato´ria ms Associado ao in´ıcio de um giro de 90◦ da mesa.
m f Associado ao final da operac¸a˜o da mesa
girato´ria. (Na˜o controla´vel.)
Furadeira fs Associado ao in´ıcio da furac¸a˜o da pec¸a que
estiver no slot P2.
f f Associado ao final da operac¸a˜o da furadeira
automa´tica. (Na˜o controla´vel.)
Testador ts Associado ao in´ıcio do teste de pec¸a que
estiver no slot P3.
t f Associado ao final da operac¸a˜o do teste
automa´tico. (Na˜o controla´vel.)
Manipulador rs Associado ao in´ıcio da retirada de uma pec¸a
Robo´tico no slot P4.
r f Associado ao final da operac¸a˜o do manipulador
robo´tico. (Na˜o controla´vel.)
Tabela 6.1: Eventos da mesa girato´ria.
• a mesa na˜o deve girar enquanto a esteira, a furadeira, o testador ou o manipulador estiverem
em operac¸a˜o;
• a mesa na˜o deve girar se no slot P2 houver uma pec¸a na˜o furada ou se no slot P3 houver uma
pec¸a na˜o testada;
• a esteira na˜o deve depositar uma pec¸a em P1 se neste slot ja´ existir uma pec¸a;
• a esteira, a furadeira, o testador e o manipulador na˜o devem operar enquanto a mesa estiver
girando;
• a furadeira, o testador e o manipulador na˜o devem operar sem uma pec¸a nos slots P2, P3 e P4,
respectivamente; e
• uma pec¸a deve ser furada e testada (exatamente, uma u´nica vez).
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6.1.1 Modelo da planta
Os sistemas de transic¸a˜o de estados da esteira, da mesa girato´ria, da furadeira, do testador e do
manipulador robo´tico sa˜o ilustrados na Figura 6.2. A composic¸a˜o s´ıncrona entre estes subsistemas e´
um sistema de transic¸a˜o com 32 estados da forma 〈 f , e,m, r, t〉, onde f , e, m, r e t ∈ { i, w } denotam,
respectivamente, os estados locais da furadeira, da esteira, da mesa, do manipulador robo´tico e do
testador 1. O estado inicial da planta e´ 〈i, i, i, i, i〉 e o predicado marcador e´ falso para todas as
configurac¸o˜es.
ξ // i
es
%%
w
ef
dd
ξ // i
rs
%%
w
rf
dd
ξ // i
fs
%%
w
ff
dd
ξ // i
ts
%%
w
tf
dd
ξ // i
ms
%%
w
mf
dd
E R F T M
Figura 6.2: Componentes da mesa girato´ria.
A colec¸a˜o de dados para a mesa girato´ria consiste dos mono´ides de operac¸o˜es M3 = 〈X,Y,P〉,
onde:
1. X = MB e´ um mono´ide booleano. A instanciac¸a˜o true ∈ B indica que a pec¸a no slot P2 foi
furada.
2. Y = MB e´ um mono´ide booleano. A instanciac¸a˜o true ∈ B indica que a pec¸a no slot P3 foi
testada.
As operac¸o˜es de interesse em X e Y sa˜o set e reset, definidas como:
∀ x ∈ B,
set(x) = true marca a pec¸a no slot P2 como furadareset(x) = f alse desmarca a pec¸a no slot P2 como furada
e
∀ y ∈ B,
set(y) = true marca a pec¸a no slot P3 como testadareset(y) = f alse desmarca a pec¸a no slot P3 como testada.
1A composic¸a˜o s´ıncrona na˜o e´ ilustrada devido a` sua complexidade.
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3. P = MZ e´ um mono´ide de operac¸o˜es sobre o conjunto dos inteiros. Representados pelas suas
notac¸o˜es bina´rias, cada bit das instanciac¸o˜es de P reflete a ocupac¸a˜o de um slot da mesa. O bit
menos significativo de uma instanciac¸a˜o reflete a ocupac¸a˜o do slot P1, o segundo e o terceiro bits
refletem a ocupac¸a˜o dos slots P2 e P3, respectivamente, e o quarto bit, o mais significativo dos
quatro, reflete a ocupac¸a˜o do slot P4. Apenas estes quatro bits sa˜o usados. Assim, a instanciac¸a˜o
10102 indica que os slots P4 e P2 esta˜o ocupados e os demais, livres 2. As operac¸o˜es de interesse
em P sa˜o rotate, insert e remove definidas como:
∀ p ∈ Z,

insert(p) = p + 1 inserc¸a˜o de uma pec¸a no slot P1
rotate(p) = 2 ∗ p rotac¸a˜o de 90◦ da mesa
remove(p) = p − 8 remoc¸a˜o de uma pec¸a do slot P4.
A multiplicac¸a˜o 2 ∗ p produz um deslocamento de bits a` esquerda e reflete um giro de 90◦ da
mesa. A adic¸a˜o p + 1 indica que a posic¸a˜o P1 foi ocupada por uma pec¸a e a subtrac¸a˜o p − 8,
indica a retirada de uma pec¸a da posic¸a˜o P4. Nestes u´ltimos dois casos, condic¸o˜es anormais
de overflow em P1 e underflow em P4, podem ocorrer. Tais condic¸o˜es devem ser evitadas como
indicam os requisitos descritos anteriormente.
Uma instanciac¸a˜o gene´rica da colec¸a˜o de dados M3 e´ denotada 〈x, y, p〉 ∈ B ×B ×Z, onde x, y e
p sa˜o, respectivamente, instanciac¸o˜es de X, Y e P. A associac¸a˜o de operac¸o˜es aos eventos e´:
1. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, ξ) = 〈initX, initY, initP〉,
2. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, es) = 〈nop,nop,nop〉,
3. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, e f ) = 〈nop,nop, insert〉,
4. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, fs) = 〈nop,nop,nop〉,
5. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, f f ) = 〈set,nop,nop〉,
6. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, ts) = 〈nop,nop,nop〉,
7. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, t f ) = 〈nop, set,nop〉,
2O ı´ndice 2, em 10102, diz que 1010 e´ a representac¸a˜o bina´ria de um inteiro. A representac¸a˜o decimal na˜o e´
enfatizada.
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8. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, rs) = 〈nop,nop, remove〉,
9. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉, r f ) = 〈nop,nop,nop〉,
10. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉,ms) = 〈nop,nop,nop〉 e
11. ∀ 〈 f , e,m, r, t〉 ∈ Q, ∆(〈 f , e,m, r, t〉,m f ) = 〈reset, reset, rotate〉,
onde Q e´ o conjunto de estados discretos da planta e, para todo x ∈ B, y ∈ B e p ∈ Z, initX(x) = f alse,
initY(y) = f alse e initP(p) = 0.
6.1.2 Especificac¸a˜o
As pre´-condic¸o˜es restringindo o comportamento da planta a`queles satisfazendo os requisitos des-
critos anteriormente sa˜o enumeradas em seguida. Nas pre´-condic¸o˜es, as diviso˜es sa˜o consideradas
inteiras e os operadores %, como em a%b, representam os restos das diviso˜es de a por b. Assim,
p%2 = 1 e´ verdade se o bit menos significativo de p e´ 1, p
/
2%2 = 1 e´ verdade se o segundo bit menos
significativo de p e´ 1 e, assim, sucessivamente.
• A mesa na˜o deve girar sem ao menos uma pec¸a na mesa.
Λ(ms)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p > 0).
• A mesa na˜o deve girar enquanto houver uma pec¸a no slot P4.
Λ(ms)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p < 8).
• A mesa na˜o deve girar enquanto a esteira, a furadeira, o testador ou o manipulador estiverem
em operac¸a˜o.
Λ(ms)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (e = i ∧ f = i ∧ t = i ∧ r = i).
• A mesa na˜o deve girar se no slot P2 houver uma pec¸a na˜o furada.
Λ(ms)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p/2%2 , 1 ∨ x).
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• A mesa na˜o deve girar se no slot P3 houver uma pec¸a na˜o testada.
Λ(ms)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p/4%2 , 1 ∨ y).
• A esteira na˜o deve depositar uma pec¸a em P1 se neste slot ja´ existir uma pec¸a.
Λ(e f )〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p%2 = 0).
• A esteira, a furadeira, o testador e o manipulador robo´tico na˜o devem operar enquanto a mesa
estiver girando.
Λ(es)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (m = i),
Λ( fs)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (m = i),
Λ(ts)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (m = i) e
Λ(rs)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (m = i).
• A furadeira na˜o deve operar sem uma pec¸a no slot P2.
Λ( fs)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p/2%2 = 1).
• O testador na˜o deve operar sem uma pec¸a no slot P3.
Λ(ts)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p/4%2 = 1).
• O manipulador na˜o deve operar sem uma pec¸a no slot P4.
Λ(rs)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p/8%2 = 1).
• Uma pec¸a deve ser furada uma u´nica vez.
Λ( fs)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (¬x).
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• Uma pec¸a deve ser testada uma u´nica vez.
Λ(ts)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (¬y).
Compondo-se as especificac¸o˜es parciais anteriores, obte´m-se a especificac¸a˜o global consistindo das
seguintes pre´-condic¸o˜es:
Λ(rs)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (m = i ∧ p/8%2 = 1),
Λ(r f )〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = true,
Λ(ts)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (m = i ∧ ¬y ∧ p/4%2 = 1),
Λ(t f )〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = true,
Λ( fs)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (m = i ∧ ¬x ∧ p/2%2 = 1),
Λ( f f )〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = true,
Λ(es)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (m = i),
Λ(e f )〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = (p%2 = 0),
Λ(ms)〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = ((p/2%2 , 1 ∨ x) ∧ (p/4%2 , 1 ∨ y)∧
(p > 0) ∧ (p < 8) ∧ (e = i ∧ f = i ∧ t = i ∧ r = i)),
Λ(m f )〈〈 f , e,m, r, t〉, 〈x, y, p〉〉 = true.
6.1.3 Supervisor
Na mesa girato´ria, a u´nica pre´-condic¸a˜o a ser antecipada e´ aquela associada ao evento na˜o con-
trola´vel e f . Dependendo do estado da planta, esta pre´-condic¸a˜o deve ser antecipada para os eventos
es, fs e ts. O resultado final de tais antecipac¸o˜es e´ apresentado na Tabela 6.2.
Na tabela, um trac¸o da forma — indica que a transic¸a˜o na˜o e´ definida. As entradas f alse indicam
que a transic¸a˜o e´ definida, mas permanentemente desabilitada; tais entradas, basicamente, ou impe-
dem o in´ıcio de operac¸a˜o de algum equipamento quando a mesa esta´ girando, ou impedem o in´ıcio
do giro da mesa quando algum equipamento esta´ em operac¸a˜o (coluna ms).
Nos estados 〈−, i, i,−,−〉, isto e´, quando a esteira na˜o esta´ em operac¸a˜o e a mesa na˜o esta´ girando,
a pre´-condic¸a˜o Λ(es)〈q, x, y, p〉 = (p/1%2 = 0) restringe o in´ıcio de operac¸a˜o da esteira a`s condic¸o˜es
a partir das quais na˜o ocorre o overflow no slot P1.
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Quando a esteira esta´ em operac¸a˜o, o evento e f na˜o pode ser impedido. Nestes casos, os termos
p/1%2 = 0 adicionados a`s pre´-condic¸o˜es dos eventos fs e ts garantem que a habilitac¸a˜o destes eventos
na˜o acarretara˜o overflows no slot P1. E´ importante notar que este termo e´ redundante, pois, na pra´tica,
isto nunca acontece; sua eliminac¸a˜o, entretanto, depende do contexto de todo o sistema e por esta
raza˜o, dif´ıcil de ser realizada automaticamente.
As entradas da coluna ts podem ser interpretadas de forma semelhante a`s entradas da coluna
fs, substituindo-se apenas a operac¸a˜o de furac¸a˜o pela operac¸a˜o de teste. Na coluna rs, os termos
(p − 8)%2 = 0 nas entradas associadas aos estados nos quais a esteira esta´ em operac¸a˜o, teˆm pape´is
semelhantes aos termos p/1%2 = 0 das colunas fs e ts, isto e´, garantir o na˜o overflow no slot P1.
O u´nico estado sujeito ao bloqueio e´ o estado 〈i, i, i, i, i〉. Neste estado o invariante definindo as
configurac¸o˜es na˜o bloqueantes e´ dado por:
C1︷       ︸︸       ︷
p/1%2 = 0 ∨
C2︷                                                                    ︸︸                                                                    ︷
p > 0 ∧ p < 8 ∧ (p/2%2 , 1 ∨ x) ∧ (p/4%2 , 1 ∨ y) ∨
¬x ∧ p/2%2 = 1︸                ︷︷                ︸
C3
∨ ¬y ∧ p/4%2 = 1︸                ︷︷                ︸
C4
∨ p/8%2 = 1︸       ︷︷       ︸
C5
.
A Tabela 6.3 resume a ana´lise deste invariante em cada instanciac¸a˜o associada ao estado 〈i, i, i, i, i〉.
Nas colunas “Termos verdade” 3 sa˜o apresentados os termos da disjunc¸a˜o anterior que, avaliados na
instanciac¸a˜o correspondente, resultam verdades. Como em cada instanciac¸a˜o pelo menos um termo
da disjunc¸a˜o resulta verdade, conclui-se que o sistema esta´ livre de deadlocks.
6.1.4 Observac¸o˜es
Neste exemplo se pode perceber toda a flexibilidade das especificac¸o˜es por pre´-condic¸o˜es. Esta
flexibilidade so´ esta´ limitada a` capacidade do supervisor avaliar as expresso˜es e fo´rmulas simbo´licas.
3Nestas colunas, C1 corresponde ao termo p/1%2 = 0, C2 corresponde ao termo p > 0 ∧ p < 8 ∧ (p/2%2 ,
1 ∨ x) ∧ (p/4%2 , 1 ∨ y), C3 corresponde ao termo ¬x ∧ p/2%2 = 1, C4 corresponde ao termo ¬y ∧ p/4%2 = 1 e,
finalmente, C5 corresponde ao termo p
/
8%2 = 1.
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Tabela 6.2: Supervisor da mesa girato´ria.
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p x y Termos verdade p x y Termos verdade
00002 true true C1 ∨ C2 10002 true true C1 ∨ C5
00002 true f alse C1 ∨ C2 10002 true f alse C1 ∨ C5
00002 f alse true C1 ∨ C2 10002 f alse true C1 ∨ C5
00002 f alse f alse C1 ∨ C2 10002 f alse f alse C1 ∨ C5
00012 true true C2 10012 true true C5
00012 true f alse C2 10012 true f alse C5
00012 f alse true C2 10012 f alse true C5
00012 f alse f alse C2 10012 f alse f alse C5
00102 true true C1 ∨ C2 10102 true true C1 ∨ C5
00102 true f alse C1 ∨ C2 10102 true f alse C1 ∨ C5
00102 f alse true C1 ∨ C3 10102 f alse true C1 ∨ C3 ∨ C5
00102 f alse f alse C1 ∨ C3 10102 f alse f alse C1 ∨ C3 ∨ C5
00112 true true C2 10112 true true C5
00112 true f alse C2 10112 true f alse C5
00112 f alse true C3 10112 f alse true C3 ∨ C5
00112 f alse f alse C3 10112 f alse f alse C3 ∨ C5
01002 true true C1 ∨ C2 11002 true true C1 ∨ C5
01002 true f alse C1 ∨ C4 11002 true f alse C1 ∨ C4 ∨ C5
01002 f alse true C1 ∨ C2 11002 f alse true C1 ∨ C5
01002 f alse f alse C1 ∨ C4 11002 f alse f alse C1 ∨ C4 ∨ C5
01012 true true C2 11012 true true C5
01012 true f alse C4 11012 true f alse C4 ∨ C5
01012 f alse true C2 11012 f alse true C5
01012 f alse f alse C4 11012 f alse f alse C4 ∨ C5
01102 true true C1 ∨ C2 11102 true true C1 ∨ C5
01102 true f alse C1 ∨ C4 11102 true f alse C1 ∨ C4 ∨ C5
01102 f alse true C1 ∨ C3 11102 f alse true C1 ∨ C3 ∨ C5
01102 f alse f alse C1 ∨ C3 ∨ C4 11102 f alse f alse C1 ∨ C3 ∨ C4 ∨ C5
01112 true true C2 11112 true true C5
01112 true f alse C4 11112 true f alse C4 ∨ C5
01112 f alse true C3 11112 f alse true C3 ∨ C5
01112 f alse f alse C3 ∨ C4 11112 f alse f alse C3 ∨ C4 ∨ C5
Tabela 6.3: Ana´lise do invariante evitando deadlocks da mesa girato´ria.
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6.2 O gato e o rato
A Figura 6.3 ilustra a planta “o gato e o rato”. Na planta existem 4 quartos que se conectam
entre si atrave´s das portas mi e ci. Na configurac¸a˜o inicial, encontra-se no quarto nu´mero 2 um gato
e no quarto nu´mero 4, um rato. O gato pode passar de um quarto a outro atrave´s das portas ci e
o rato pode passar de um quarto a outro atrave´s das portas mi. Considerando-se que a abertura (e
o fechamento) de todas as portas pode ser controlada, o objetivo deste exemplo e´ o projeto de um
supervisor na˜o bloqueante que restrinja minimamente o fechamento das portas e que impec¸a que o
gato e o rato se encontrem no mesmo quarto.
−→
←−
−→
←−
−→
←−
−→
←−
↑
↓
c3
m1
c4
m2
c1
m3
c2
m4
c5
m5
1
2
3
4
Figura 6.3: O gato e o rato.
6.2.1 Modelo da planta
As informac¸o˜es necessa´rias para restringir o comportamento do sistema a`queles descritos anteri-
ormente, sa˜o simplesmente as posic¸o˜es do gato e do rato em cada instante. Tais informac¸o˜es esta˜o
associadas aos estados discretos do STE obtido a partir da composic¸a˜o s´ıncrona entre os subsistemas
descrevendo os comportamentos do gato e do rato. Os estados discretos da planta sera˜o denotados
〈c,m〉, onde c e m representam respectivamente, as posic¸o˜es do gato e do rato. A func¸a˜o de transic¸a˜o
de estados deste sistema e´ ilustrada na Tabela 6.4.
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Estado c1 c2 c3 c4 c5 m1 m2 m3 m4 m5
〈c,m〉
〈1, 1〉 — — — — 〈4, 1〉 〈1, 2〉 〈1, 3〉 — — —
〈1, 2〉 — — — — 〈4, 2〉 — — 〈1, 4〉 — —
〈1, 3〉 — — — — 〈4, 3〉 — — — 〈1, 4〉 —
〈1, 4〉 — — — — 〈4, 4〉 — — — — 〈1, 1〉
〈2, 1〉 — — 〈1, 1〉 — — 〈2, 2〉 〈2, 3〉 — — —
〈2, 2〉 — — 〈1, 2〉 — — — — 〈2, 4〉 — —
〈2, 3〉 — — 〈1, 3〉 — — — — — 〈2, 4〉 —
〈2, 4〉 — — 〈1, 4〉 — — — — — — 〈2, 1〉
〈3, 1〉 — — — 〈1, 1〉 — 〈3, 2〉 〈3, 3〉 — — —
〈3, 2〉 — — — 〈1, 2〉 — — — 〈3, 4〉 — —
〈3, 3〉 — — — 〈1, 3〉 — — — — 〈3, 4〉 —
〈3, 4〉 — — — 〈1, 4〉 — — — — — 〈3, 1〉
〈4, 1〉 〈2, 1〉 〈3, 1〉 — — — 〈4, 2〉 〈4, 3〉 — — —
〈4, 2〉 〈2, 2〉 〈3, 2〉 — — — — — 〈4, 4〉 — —
〈4, 3〉 〈2, 3〉 〈3, 3〉 — — — — — — 〈4, 4〉 —
〈4, 4〉 〈2, 4〉 〈3, 4〉 — — — — — — — 〈4, 1〉
Tabela 6.4: STE da planta “o gato e o rato”.
6.2.2 Especificac¸a˜o
As transic¸o˜es a serem evitadas sa˜o aquelas sublinhadas na Tabela 6.4. Claramente, a lo´gica para a
restric¸a˜o dos eventos depende exclusivamente do estado da planta. Portanto, a colec¸a˜o de dadospara
este exemplo pode ser vazia. A especificac¸a˜o requerida inclui as seguintes pre´-condic¸o˜es:
Λ(m1)〈c,m〉 = (c , 2), Λ(m2)〈c,m〉 = (c , 3), Λ(m3)〈c,m〉 = (c , 4),
Λ(m4)〈c,m〉 = (c , 4), Λ(m5)〈c,m〉 = (c , 1),
Λ(c1)〈c,m〉 = (m , 2), Λ(c2)〈c,m〉 = (m , 3), Λ(c3)〈c,m〉 = (m , 1),
Λ(c4)〈c,m〉 = (m , 1), Λ(c5)〈c,m〉 = (m , 4).
6.2.3 Supervisor
Como todos os eventos sa˜o controla´veis, a especificac¸a˜o anterior e´ controla´vel. O supervisor da
Tabela 6.5 restringe os comportamentos da planta a`queles em que o gato e o rato nunca ocupam quar-
tos iguais. Entretanto, o sistema supervisionado bloqueia no estado 〈1, 4〉. Isto pode ser observado
na Tabela 6.6 a qual resume a computac¸a˜o dos invariantes definindo as configurac¸o˜es bloqueantes em
cada estado.
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Estado c1 c2 c3 c4 c5 m1 m2 m3 m4 m5
〈c,m〉
〈1, 1〉 — — — — m , 4 c , 2 c , 3 — — —
〈1, 2〉 — — — — m , 4 — — c , 4 — —
〈1, 3〉 — — — — m , 4 — — — c , 4 —
〈1, 4〉 — — — — m , 4 — — — — c , 1
〈2, 1〉 — — m , 1 — — c , 2 c , 3 — — —
〈2, 2〉 — — m , 1 — — — — c , 4 — —
〈2, 3〉 — — m , 1 — — — — — c , 4 —
〈2, 4〉 — — m , 1 — — — — — — c , 1
〈3, 1〉 — — — m , 1 — c , 2 c , 3 — — —
〈3, 2〉 — — — m , 1 — — — c , 4 — —
〈3, 3〉 — — — m , 1 — — — — c , 4 —
〈3, 4〉 — — — m , 1 — — — — — c , 1
〈4, 1〉 m , 2 m , 3 — — — c , 2 c , 3 — — —
〈4, 2〉 m , 2 m , 3 — — — — — c , 4 — —
〈4, 3〉 m , 2 m , 3 — — — — — — c , 4 —
〈4, 4〉 m , 2 m , 3 — — — — — — — c , 1
Tabela 6.5: Supervisor (bloqueante) para a planta “o gato e o rato”.
Como pode ser visto na Tabela 6.4, os eventos conduzindo o sistema ao estado 〈1, 4〉 sa˜o:
• m3 a partir do estado 〈1, 2〉,
• m4 a partir do estado 〈1, 3〉,
• c3 a partir dos estados 〈2, 4〉,
• c4 a partir dos estados 〈3, 4〉.
A transformac¸a˜o do invariante falso do estado 〈1, 4〉, impede a ocorreˆncia dos eventos m3, m4, c3 e c4
nas condic¸o˜es anteriores. O STE na˜o bloqueante e´ ilustrado na Tabela 6.7 e Figura 6.4.
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Figura 6.4: Supervisor na˜o bloqueante para a planta “o gato e o rato”.
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Estado Invariante
〈c,m〉
〈1, 1〉 m , 4 ∨ c , 2 ∨ c , 3 true
〈1, 2〉 m , 4 ∨ c , 4 ∨ m , 4 ∧ (m , 2 ∨ m , 3) ∨ c , 4 ∧ c , 1 true
〈1, 3〉 m , 4 ∨ c , 4 ∨ m , 4 ∧ (m , 2 ∨ m , 3) ∨ c , 4 ∧ c , 1 true
〈1, 4〉 m , 4 ∨ c , 1 f alse
〈2, 1〉 m , 1 ∨ c , 2 ∨ c , 3 true
〈2, 2〉 m , 1 ∨ c , 4 true
〈2, 3〉 m , 1 ∨ c , 4 true
〈2, 4〉 m , 1 ∨ c , 1 ∨ m , 1 ∧ m , 4 ∨ c , 1 ∧ (c , 2 ∨ c , 3) true
〈3, 1〉 m , 1 ∨ c , 2 ∨ c , 3 true
〈3, 2〉 m , 1 ∨ c , 4 true
〈3, 3〉 m , 1 ∨ c , 4 true
〈3, 4〉 m , 1 ∨ c , 1 ∨ m , 1 ∧ m , 4 ∨ c , 1 ∧ (c , 2 ∨ c , 3) true
〈4, 1〉 m , 2 ∨ m , 3 ∨ c , 2 ∨ c , 3 true
〈4, 2〉 m , 2 ∨ m , 3 ∨ c , 4 true
〈4, 3〉 m , 2 ∨ m , 3 ∨ c , 4 true
〈4, 4〉 m , 2 ∨ m , 3 ∨ c , 1 true
Tabela 6.6: Invariantes da planta “o gato e o rato”.
6.2.4 Observac¸o˜es
Neste exemplo, todas as pre´-condic¸o˜es sa˜o proposic¸o˜es definidas sobre as varia´veis c e m, cujos
domı´nios de instanciac¸o˜es sa˜o finitos e enumera´veis. Ale´m disso, na˜o existem varia´veis livres, isto
e´, paraˆmetros. Para casos como este (ver Sec¸a˜o 3.3), o Procedimento 5.2.1 e´ decid´ıvel e converge.
O conjunto de pre´-condic¸o˜es do supervisor na˜o bloqueante pode ser resolvido off-line e o resultado
produzido e´ um supervisor semelhante ao da teoria cla´ssica, ou seja, um gerador.
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Tabela 6.7: Supervisor na˜o bloqueante para a planta “o gato e o rato”.
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6.3 Ma´quinas com va´rios modos de operac¸a˜o
A ma´quina da Figura 6.5 possui va´rios modos de operac¸a˜o. Em I a ma´quina esta´ em repouso e
em Wi, 1 ≤ i ≤ 7, a ma´quina esta´ trabalhando no modo i. As setas rotuladas β j, 1 ≤ j ≤ 3, indicam
mudanc¸as controla´veis dos modos de operac¸a˜o e as setas rotuladas γk, 1 ≤ k ≤ 5, e α1 indicam
mudanc¸as na˜o-controla´veis.
A planta “ma´quinas com va´rios modos de operac¸a˜o” consiste de duas ma´quinas com va´rios modos
de operac¸a˜o, M1 e M2, que compartilham um mesmo armaze´m A (ver Exemplo 3.1.2) com a capa-
cidade de armazenar de 0 a N produtos (onde N e´ um paraˆmetro do projeto). Na planta, sempre
que alguma transic¸a˜o β j ocorre, ocorre tambe´m a inserc¸a˜o de um produto no armaze´m e, sempre que
alguma transic¸a˜o γk ocorre, ocorre tambe´m a remoc¸a˜o de um produto do armaze´m. As transic¸o˜es α1
na˜o implicam alterac¸o˜es no armaze´m.
O que se deseja e´ a construc¸a˜o de um supervisor que atue sobre as mudanc¸as controla´veis nos
modos de operac¸a˜o das ma´quinas de modo a permiti-las somente quando a partir delas na˜o exista a
possibilidade de ocorrer o overflow ou o underflow no armaze´m.
I W1
W2 W3
W4 W5
W6
// //
α1/nop
rrrrrrrrrrrrr
99
2β1/ins
LLL
LLL
LLL
LLL
L
%%
β2/ins
//
γ1/rem
//
γ2/rem
22
22
22
22
22
22
2

γ3/rem








γ4/rem
}}
%
β3/ins
XX
γ5/rem
1
Figura 6.5: Ma´quina com va´rios modos de operac¸a˜o.
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6.3.1 Modelo da planta
Devido a` sua complexidade, o produto s´ıncrono entre as ma´quinas na˜o e´ ilustrado. Como as
ma´quinas sa˜o iguais, nas notac¸o˜es a seguir, acentos sera˜o utilizados para relacionar os elementos
da composic¸a˜o com as ma´quinas de origem. Os elementos relacionados com a ma´quina M1 sera˜o
denotados x1, e os elementos relacionados com a ma´quina M2 sera˜o denotados x2. Portanto, γ11 e´ um
evento de M1 e γ21 e´ um evento de M2. O estado da composic¸a˜o M1‖M2 sera˜o denotados por 〈s1, s2〉,
onde s1 denota o estado da ma´quina M1 e s2 denota o estado de M2. A colec¸a˜o de dados necessa´ria
inclui apenas um mono´ide modelando o armaze´m A. A varia´vel introduzida por este mono´ide sera´
denotada por n. Os eventos β j sa˜o associados a` operac¸o˜es de inserc¸a˜o de itens em A e os eventos γk
sa˜o associados a` operac¸o˜es de remoc¸a˜o de itens de A.
6.3.2 Especificac¸a˜o
A especificac¸a˜o evitando underflow em A restringe as transic¸o˜es γk a n > 0 e a especificac¸a˜o
evitando overflow em A restringe as transic¸o˜es βk a n < N.
6.3.3 Supervisor
A Tabela 6.8 ilustra o supervisor requerido neste exemplo. O u´nico estado sujeito ao bloqueio e´ o
estado 〈W11 ,W21〉. O invariante definindo as configurac¸o˜es que na˜o causam deadlocks neste estado e´:
n < N. (6.1)
Como no estado 〈W11 ,W21〉 a instanciac¸a˜o n = N e´ acess´ıvel (e isto foi determinado empiricamente),
o supervisor da Tabela 6.8 e´ bloqueante.
Com a finalidade de eliminar o bloqueio anterior, faz-se necessa´rio restringir os eventos α11 e α
2
1
com a pre´-condic¸a˜o n < N. Antecipando-se estas pre´-condic¸o˜es, obte´m-se o novo conjunto de pre´-
condic¸o˜es da Tabela 6.9. E´ importante observar que durante estas antecipac¸o˜es, o evento ξ recebeu
a pre´-condic¸a˜o n < N. Esta pre´-condic¸a˜o fornece informac¸o˜es para o instanciamento do paraˆmetro
N.
Calculando-se novamente o invariante no estado 〈W11 ,W21〉, obte´m-se:
n < N, (6.2)
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o qual e´ igual ao invariante anterior. Como no supervisor da Tabela 6.9 o valor de n no estado
〈W11 ,W21〉 nunca e´ igual a N, o novo supervisor na˜o bloqueia.
6.3.4 Observac¸o˜es
Os invariantes das Equac¸o˜es 6.1 e 6.2 e as pre´-condic¸o˜es das Tabelas 6.8 e 6.9 foram simplificados
de acordo com regras lo´gicas e de acordo com o contexto do sistema (acessibilidade). Computaci-
onalmente, tais simplificac¸o˜es, geralmente, na˜o sa˜o realiza´veis. Por exemplo, sem simplificac¸o˜es as
Equac¸o˜es 6.1 e 6.2 seriam, respectivamente:
n < N ∧ n + 1 > 0 ∨ n < N ∧ n + 1 > 0 ∧ n > 0 ∧ n − 1 > 0
e
n < N ∧ n + 1 > 0 ∨ n < N ∧ n + 1 > 0 ∧ n > 0 ∧ n − 1 > 0∨
n < N ∧ n + 1 > 0∧
(n < N ∧ n + 1 > 0 ∨ n < N ∧ n + 1 > 0 ∧ n > 0 ∧ n − 1 > 0 ∨ n < N)∨
n < N ∧ n + 1 > 0 ∧ n > 0 ∧ n − 1 > 0∧
(n − 1 < N ∧ n > 0 ∨ n − 1 < N ∧ n > 0 ∧ n − 1 > 0 ∧ n − 2 > 0)∧
(n − 2 < N ∧ n − 1 > 0 ∨ n − 2 < N ∧ n − 1 > 0 ∧ n − 2 > 0 ∧ n − 3 > 0).
A dificuldade de se realizar simplificac¸o˜es automa´ticas torna os algoritmos para a s´ıntese de
supervisores, detecc¸a˜o e eliminac¸a˜o de bloqueios muito complexos computacionalmente.
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Tabela 6.8: Supervisor para as ma´quina com mu´ltiplos modos de operac¸a˜o.
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Tabela 6.9: Supervisor na˜o bloqueante para as ma´quina com mu´ltiplos modos de operac¸a˜o.
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Cap´ıtulo 7
Concluso˜es e trabalhos futuros
Neste documento foi descrito um modelo para SED no qual a planta e´ composta por um STE e uma
colec¸a˜o de dados. O STE e´ usado como aˆncora para a definic¸a˜o dos comportamentos do sistema, os
quais sa˜o descritos como sequ¨eˆncias de configurac¸o˜es da forma
ξ−→ 〈q0, ι0〉 σ1−→ 〈q1, ι1〉 σ2−→ . . . σn−→ 〈qn, ιn〉.
Na configurac¸a˜o 〈q, ι〉, q denota um estado discreto do STE e ι, uma instanciac¸a˜o da colec¸a˜o de dados.
A inclusa˜o de uma colec¸a˜o de dados ao modelo tem a finalidade de fornecer informac¸o˜es para que os
requisitos deseja´veis do sistema controlado possam ser descritos por fo´rmulas lo´gicas. A habilitac¸a˜o
dos eventos controla´veis condicionada a` avaliac¸a˜o de fo´rmulas confere grande flexibilidade ao processo
de supervisa˜o ale´m de permitir a construc¸a˜o de supervisores parametrizados.
7.1 Concluso˜es
Em seguida, sa˜o apresentadas algumas concluso˜es referentes aos requisitos descritos no Cap´ıtulo 1.
1. A classe dos problemas tratados deve ser igual ou maior do que a classe dos problemas tratados
pela teoria cla´ssica.
Na Sec¸a˜o 3.3 foi mostrado que toda especificac¸a˜o dada em termos de geradores pode ser trans-
formada em uma especificac¸a˜o por pre´-condic¸o˜es. O exemplo da linha de produc¸a˜o simples
desenvolvida ao longo dos Cap´ıtulos 3 e 4 ilustra um caso cujo comportamento na˜o e´ regular,
o qual na˜o pode ser resolvido (de forma razoa´vel) pela teoria cla´ssica. Portanto, excluindo-se
os sistemas contendo lac¸os fechados de eventos na˜o controla´veis, a classe dos sistemas trata-
dos pelos STE-PC inclui os problemas tratados pela teoria cla´ssica e outros que, pelo menos
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do ponto de vista pra´tico, seriam muito dif´ıceis de serem tratados pela teoria cla´ssica. Neste
sentido, este objetivo pode ser considerado parcialmente atingido.
2. O modelo deve permitir que sistemas complexos sejam constru´ıdos a partir de subsistemas mais
simples.
Nos STE-PC, o STE modelando a planta e´ obtido pela composic¸a˜o s´ıncrona entre subsistemas
mais simples. A colec¸a˜o de dados acoplada a este STE e´ uma colec¸a˜o de dados(mono´ides
de operac¸o˜es) mais simples, projetados isoladamente. Tanto a composic¸a˜o s´ıncrona quanto a
construc¸a˜o da colec¸a˜o de dados, a qual e´ constru´ıda sem a necessidade de operac¸o˜es especiais,
podem ser facilmente automatizadas. Isto permite que os sistemas sejam descritos a partir de
seus componentes mais simples. Portanto, o objetivo de permitir a construc¸a˜o do sistema a
partir de subsistemas mais simples foi plenamente atingido. Entretanto, ha´ de se observar que
em comparac¸a˜o com a teoria cla´ssica, nos STE-PC o modelo e´ mais complexo, uma vez que a
colec¸a˜o de dados e as pre´-condic¸o˜es tambe´m devem ser representadas.
3. A linguagem para a descric¸a˜o dos comportamentos deseja´veis deve permitir que especificac¸o˜es
complexas possam ser constru´ıdas a partir de especificac¸o˜es mais simples.
Na Sec¸a˜o 3.2.4 foram definidos dois operadores para a composic¸a˜o de especificac¸o˜es. O operador
meet (u) e´ usado na composic¸a˜o conjuntiva de especificac¸o˜es e o operador join (unionsq) e´ usado
na composic¸a˜o disjuntiva de especificac¸o˜es. A composic¸a˜o conjuntiva Λ1 u Λ2 produz uma
especificac¸a˜o satisfazendo tanto os requisitos de Λ1 quanto os de Λ2. A composic¸a˜o disjuntiva
Λ1 unionsq Λ2 produz uma especificac¸a˜o satisfazendo ou os requisitos de Λ1 ou os requisitos de
Λ2. Composic¸o˜es envolvendo combinac¸o˜es conjuntivas e disjuntivas simultaneamente, tambe´m
podem ser usadas. Portanto, este item foi totalmente atingido.
4. A linguagem para a descric¸a˜o dos comportamentos deseja´veis deve ser intuitiva e flex´ıvel.
Uma das grandes preocupac¸o˜es quando da proposic¸a˜o dos STE-PC diz respeito a` praticidade e
facilidade de uso da linguagem de especificac¸a˜o. Nos STE-PC, o projeto de uma especificac¸a˜o
e´ dividida em duas etapas: (a) o projeto da colec¸a˜o de dados e (b) a descric¸a˜o dos requisitos
em termos de pre´-condic¸o˜es. Portanto, a complexidade de interpretac¸a˜o das pre´-condic¸o˜es de
uma especificac¸a˜o esta´ intimamente relacionada a` complexidade de interpretac¸a˜o da colec¸a˜o de
dados (ver Exemplo 6.1). Deste modo, na˜o se pode avaliar a clareza das pre´-condic¸o˜es isola-
damente sem avaliar a clareza da colec¸a˜o de dados correspondente. A separac¸a˜o do projeto da
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colec¸a˜o de dados do projeto dos requisitos (aparentemente) facilita a escrita e a interpretac¸a˜o
das especificac¸o˜es. No entanto, as questo˜es relativas a` praticidade e facilidade da linguagem
usada na especificac¸a˜o na˜o podem ser respondidas ate´ que os STE-PC sejam efetivamente apli-
cados a casos reais.
Com relac¸a˜o a` flexibilidade na descric¸a˜o dos comportamentos deseja´veis, observa-se que:
(a) Tantos componentes podem ser adicionados a` colec¸a˜o de dados quantos forem necessa´rios
mesmo depois de alguns requisitos ja´ terem sido incorporados na especificac¸a˜o.
(b) Um mesmo componente pode ser descrito de diferentes formas (ver Exemplos 3.1.2 e 3.1.3
– pa´gina 42).
(c) Nenhuma restric¸a˜o foi colocada sobre os conjuntos de instanciac¸o˜es.
(d) A u´nica restric¸a˜o sobre as operac¸o˜es (func¸o˜es totais) e´ que elas sejam computa´veis.
Estas observac¸o˜es, os exemplos vistos, a grande flexibilidade na construc¸a˜o da colec¸a˜o de dados,
o grande poder de expressa˜o da lo´gica de primeira ordem e as diferentes formas de composic¸a˜o
de especificac¸o˜es, permitem que se conclua que as especificac¸o˜es sa˜o extremamente flex´ıveis.
5. A linguagem para a descric¸a˜o dos comportamentos deseja´veis deve permitir a construc¸a˜o de
especificac¸o˜es parametrizadas, isto e´, classes de especificac¸o˜es.
O projeto e a manipulac¸a˜o de classes de especificac¸o˜es constituem uma das principais contri-
buic¸o˜es proporcionadas pelos STE-PC. Ao longo desta tese, a parametrizac¸a˜o das especificac¸o˜es
foi explorada em va´rios exemplos. Portanto, este requisito foi plenamente atingido.
6. O modelo do sistema e a linguagem para a descric¸a˜o dos comportamentos deseja´veis devem ser
expans´ıveis, isto e´, devem permitir que no futuro uma classe maior de problemas possam ser
tratados (tal como sistemas temporizados).
Supondo-se a existeˆncia de um “relo´gio” capaz de gerar eventos tick, uma varia´vel tempo pode
ser adicionada a` colec¸a˜o de dados. Enta˜o, pre´-condic¸o˜es podem ser facilmente definidas para
capturar os limites inferiores e superiores para a ocorreˆncia dos eventos. Consequ¨entemente, a
possibilidade da extensa˜o dos STE-PC para sistemas temporizados existe e devera´ ser explorada
no futuro.
Quanto aos sistemas h´ıbridos, sugere-se adicionar aos estados discretos do STE, dinaˆmicas
cont´ınuas definidas sobre a colec¸a˜o de dados. Esta inclusa˜o produziria uma representac¸a˜o dos
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sistemas semelhante aos autoˆmatos h´ıbridos [ACHH93]. A questa˜o a ser respondida futuramente
e´ se os algoritmos propostos por esta tese podem ser adaptados a este novo modelo.
Em resumo, intuitivamente, percebe-se uma real possibilidade de extensa˜o dos STE-PC tanto
para a classe dos sistemas temporizados quanto para a classe dos sistemas h´ıbridos. No entanto,
na˜o se pode afirmar, ate´ o presente momento, que tais expanso˜es sa˜o via´veis.
7. Os procedimentos algor´ıtmicos para a s´ıntese de controladores devem tratar especificac¸o˜es pa-
rametrizadas. Nestes casos, os resultados produzidos devem ser soluc¸o˜es parametrizadas, isto
e´, classes de soluc¸o˜es.
Os procedimentos algor´ıtmicos vistos independem da especificac¸a˜o ser ou na˜o parametrizada.
Caso a especificac¸a˜o seja parametrizada, o supervisor resultante tambe´m e´ parametrizado.
Neste caso, a soluc¸a˜o encontrada e´ denominada oﬄine e e´ va´lida para um subconjunto de
instanciac¸o˜es dos paraˆmetros. A implementac¸a˜o online 1 do supervisor requer o instanciamento
de todos os paraˆmetros. Este requisito foi parcialmente atingido, uma vez que o procedimento
para s´ıntese de supervisores na˜o ’bloqueantes na˜o foi totalmente viabilizado.
8. As soluc¸o˜es produzidas pelos procedimentos algor´ıtmicos para a s´ıntese de controladores devem
ser reduzidas.
A implementac¸a˜o online do supervisor requer a representac¸a˜o do sistema de transic¸a˜o de estados,
a representac¸a˜o da colec¸a˜o de dados e a representac¸a˜o das pre´-condic¸o˜es associadas aos eventos.
Com relac¸a˜o a estas representac¸o˜es, observa-se o seguinte:
(a) O nu´mero de estados discretos do supervisor e´ no ma´ximo igual ao nu´mero de estados da
planta.
(b) O co´digo necessa´rio para a manutenc¸a˜o da colec¸a˜o de dados depende da complexidade das
suas operac¸o˜es.
(c) As pre´-condic¸o˜es oﬄine produzidas pelos algoritmos na˜o sa˜o minimizadas (ver exemplo da
Sec¸a˜o 6.3).
Com relac¸a˜o ao item 8a, o nu´mero de estados discretos dos STE-PC e´, na maioria das vezes
(mas nem sempre), consideravelmente menor do que o nu´mero de estados de um supervisor
equivalente produzido pela teoria cla´ssica.
1Uma implementac¸a˜o em um controlador lo´gico programa´vel.
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Com relac¸a˜o ao item 8b, uma escolha cuidadosa da colec¸a˜o de dados pode reduzir significati-
vamente o tamanho do supervisor. E´ claro, isto e´ um problema de engenharia.
Finalmente, com relac¸a˜o ao item 8c, a minimizac¸a˜o automa´tica de fo´rmulas simbo´licas consti-
tuem um problema ate´ o momento na˜o resolvido.
9. As soluc¸o˜es produzidas pelos procedimentos algor´ıtmicos para a s´ıntese de controladores devem
ser o´timas, isto e´, minimamente restritivas.
Demonstrado nas Proposic¸o˜es 4.3.3 e 4.3.4.
10. Os procedimentos algor´ıtmicos para a s´ıntese de controladores devem ser computa´veis e com-
putacionalmente eficientes.
O Algoritmo 4.3.1 sempre termina e produz o resultado desejado. O Procedimento 5.2.1 pode
na˜o convergir e requer a verificac¸a˜o da equivaleˆncia entre as especificac¸o˜es, a qual, em geral, e´
indecid´ıvel (Entscheidungsproblem).
7.2 Trabalhos futuros
O futuro dos STE-PC depende basicamente do retorno que a comunidade interessada dara´ em
relac¸a˜o ao trabalho aqui desenvolvido. Na˜o havera´ futuro para os STE-PC se os conceitos aqui
apresentados na˜o forem divulgados. Portanto, na continuidade, os primeiros e mais importantes
trabalhos a serem feitos sa˜o publicac¸o˜es. Os retornos destas publicac¸o˜es, naturalmente, podera˜o
(a) contribuir para a melhoria dos conceitos aqui desenvolvidos, (b) identificar limitac¸o˜es teo´ricas
e pra´ticas ate´ aqui na˜o observadas e (c) sugerir poss´ıveis soluc¸o˜es para os problemas ainda na˜o
resolvidos.
Com relac¸a˜o a` continuidade das pesquisas sobre STE-PC, sugerem-se os seguintes trabalhos futu-
ros:
1. Construc¸a˜o de um proto´tipo flex´ıvel. O Algoritmo 2.1.1 e o Procedimento 5.2.1 foram imple-
mentados. No entanto, pouca eˆnfase foi dada a`s interfaces com os usua´rios ou ao desempenho
dos algoritmos. Estas deficieˆncias dificultam a utilizac¸a˜o do software desenvolvido a um con-
junto mais amplo de exemplos. Portanto, faz-se necessa´rio o desenvolvimento de um proto´tipo
mais bem elaborado.
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2. Simplificac¸a˜o automa´tica de fo´rmulas lo´gicas simbo´licas. A manipulac¸a˜o de fo´rmulas lo´gicas
simbo´licas acarreta um custo computacional bastante elevado no algoritmo e procedimento
descritos. Alguns exemplos t´ıpicos de fo´rmulas na˜o simplificadas sa˜o:
(a) n < N ∧ n + 1 > 0 ∧ n > 0 ∧ n − 1 > 0 ∧ n − 2 > 0 ∧ n − 3 > 0 ∧ n − 4 > 0.
(b) m , 1 ∨ c , 1 ∨ m , 1 ∧ m , 4 ∨ c , 1 ∧ (c , 2 ∨ c , 3).
(c) p
/
8%2 = 1 ∧ ((p−8)%2 = 0 ∨ p−8 > 0 ∧ p−8 < 8 ∧ (p − 8/2%2 , 1 ∨ x) ∧ (p − 8/4%2 ,
1 ∨ y) ∨ ¬x ∧ p − 8/2%2 = 1 ∨ ¬y ∧ p − 8/4%2 = 1 ∨ p − 8/8%2 = 1).
Para reduzir custos computacionais e facilitar a interpretac¸a˜o dos resultados, fo´rmulas como
as anteriores devem ser reduzidas. Este e´ um problema ainda em aberto e deve ser melhor
explorado.
3. Verificac¸a˜o automa´tica da equivaleˆncia entre especificac¸o˜es. A s´ıntese de controladores na˜o
bloqueantes ainda na˜o foi resolvida. O Procedimento 5.2.1 sugerido requer a verificac¸a˜o auto-
ma´tica da equivaleˆncia entre as especificac¸o˜es Inv1 e Inv2, a qual, no caso da lo´gica de primeira
ordem, e´ indecid´ıvel. Para certas classes da lo´gica de primeira ordem, entretanto, este problema
de decisa˜o pode ser tratado [WJ76, CLP04].
4. Reduc¸a˜o dos controladores. As soluc¸o˜es produzidas pelos me´todos descritos consistem de um
sistema de transic¸a˜o de estados, cujas transic¸o˜es sa˜o logicamente condicionadas, e uma colec¸a˜o
de dados. O sistema de transic¸a˜o inclui todos os estados da planta. Como a ac¸a˜o do supervisor
pode impedir que alguns destes estados sejam alcanc¸ados, o sistema de transic¸a˜o pode ser
reduzido.
5. Arquitetura da implementac¸a˜o de supervisores em CLP. O objetivo final de uma ferramenta
automatizada para a s´ıntese de controladores e´ a gerac¸a˜o automa´tica do co´digo a ser executado
por um CLP (ou algum outro tipo de dispositivo controlador). A gerac¸a˜o deste co´digo depende
do dispositivo controlador a ser utilizado e, portanto, dif´ıcil de ser generalizada. De qualquer
forma, uma arquitetura geral independente de dispositivos controladores pode ser definida.
6. Tratamento de sistemas temporizados. Como sugerido na sec¸a˜o anterior, a extensa˜o dos STE-PC
a` sistemas temporizados e h´ıbridos pode ser explorada.
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Figura A.1: STE da linha realimentada.
Aplicando-se o Algoritmo 4.3.1 a` especificac¸a˜o do Exemplo 3.2.6 para a linha realimentada, sa˜o
realizadas as seguintes antecipac¸o˜es:
A pre´-condic¸a˜o do evento r cuja origem e´ iiw, e´ antecipada para os eventos:
• t partindo do estado iii, isto e´, Λ(t)〈iii, ι〉 = Λ(r)〈iiw,∆∗(iii, t)(ι)〉
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• s1 partindo do estado iiw, isto e´, Λ(s1)〈iiw, ι〉 = Λ(r)〈iiw,∆∗(iiw, s1 f1)(ι)〉
• s2 partindo do estado iiw, isto e´, Λ(s2)〈iiw, ι〉 = Λ(r)〈iiw,∆∗(iiw, s2 f2)(ι)〉
• t partindo do estado iwi, isto e´, Λ(t)〈iwi, ι〉 = Λ(r)〈iiw,∆∗(iwi, t f2)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(r)〈iiw,∆∗(iww, s1 f1 f2 + s1 f2 f1)(ι)〉
• t partindo do estado wii, isto e´, Λ(t)〈wii, ι〉 = Λ(r)〈iiw,∆∗(wii, t f1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(r)〈iiw,∆∗(wiw, s2 f1 f2 + s2 f2 f1)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(r)〈iiw,∆∗(wwi, t f1 f2 + t f2 f1)(ι)〉
A pre´-condic¸a˜o do evento a cuja origem e´ iiw, e´ antecipada para os eventos:
• t partindo do estado iii, isto e´, Λ(t)〈iii, ι〉 = Λ(a)〈iiw,∆∗(iii, t)(ι)〉
• s1 partindo do estado iiw, isto e´, Λ(s1)〈iiw, ι〉 = Λ(a)〈iiw,∆∗(iiw, s1 f1)(ι)〉
• s2 partindo do estado iiw, isto e´, Λ(s2)〈iiw, ι〉 = Λ(a)〈iiw,∆∗(iiw, s2 f2)(ι)〉
• t partindo do estado iwi, isto e´, Λ(t)〈iwi, ι〉 = Λ(a)〈iiw,∆∗(iwi, t f2)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(a)〈iiw,∆∗(iww, s1 f1 f2 + s1 f2 f1)(ι)〉
• t partindo do estado wii, isto e´, Λ(t)〈wii, ι〉 = Λ(a)〈iiw,∆∗(wii, t f1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(a)〈iiw,∆∗(wiw, s2 f1 f2 + s2 f2 f1)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(a)〈iiw,∆∗(wwi, t f1 f2 + t f2 f1)(ι)〉
A pre´-condic¸a˜o do evento f2 cuja origem e´ iwi, e´ antecipada para os eventos:
• s2 partindo do estado iii, isto e´, Λ(s2)〈iii, ι〉 = Λ( f2)〈iwi,∆∗(iii, s2)(ι)〉
• s2 partindo do estado iiw, isto e´, Λ(s2)〈iiw, ι〉 = Λ( f2)〈iwi,∆∗(iiw, s2r + s2a)(ι)〉
• s1 partindo do estado iwi, isto e´, Λ(s1)〈iwi, ι〉 = Λ( f2)〈iwi,∆∗(iwi, s1 f1)(ι)〉
• t partindo do estado iwi, isto e´, Λ(t)〈iwi, ι〉 = Λ( f2)〈iwi,∆∗(iwi, tr + ta)(ι)〉
A. Apeˆndices 133
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ( f2)〈iwi,∆∗(iww, s1 f1r+ f1a+ s1r f1+ s1a f1)(ι)〉
• s2 partindo do estado wii, isto e´, Λ(s2)〈wii, ι〉 = Λ( f2)〈iwi,∆∗(wii, s2 f1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ( f2)〈iwi,∆∗(wiw, s2 f1r+ f1a+ s2r f1+ s2a f1)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ( f2)〈iwi,∆∗(wwi, t f1r + f1a + tr f1 + ta f1)(ι)〉
A pre´-condic¸a˜o do evento f2 cuja origem e´ iww, e´ antecipada para os eventos:
• s2 partindo do estado iiw, isto e´, Λ(s2)〈iiw, ι〉 = Λ( f2)〈iww,∆∗(iiw, s2)(ι)〉
• t partindo do estado iwi, isto e´, Λ(t)〈iwi, ι〉 = Λ( f2)〈iww,∆∗(iwi, t)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ( f2)〈iww,∆∗(iww, s1 f1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ( f2)〈iww,∆∗(wiw, s2 f1)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ( f2)〈iww,∆∗(wwi, t f1)(ι)〉
A pre´-condic¸a˜o do evento r cuja origem e´ iww, e´ antecipada para os eventos:
• s2 partindo do estado iiw, isto e´, Λ(s2)〈iiw, ι〉 = Λ(r)〈iww,∆∗(iiw, s2)(ι)〉
• t partindo do estado iwi, isto e´, Λ(t)〈iwi, ι〉 = Λ(r)〈iww,∆∗(iwi, t)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(r)〈iww,∆∗(iww, s1 f1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(r)〈iww,∆∗(wiw, s2 f1)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(r)〈iww,∆∗(wwi, t f1)(ι)〉
A pre´-condic¸a˜o do evento a cuja origem e´ iww, e´ antecipada para os eventos:
• s2 partindo do estado iiw, isto e´, Λ(s2)〈iiw, ι〉 = Λ(a)〈iww,∆∗(iiw, s2)(ι)〉
• t partindo do estado iwi, isto e´, Λ(t)〈iwi, ι〉 = Λ(a)〈iww,∆∗(iwi, t)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(a)〈iww,∆∗(iww, s1 f1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(a)〈iww,∆∗(wiw, s2 f1)(ι)〉
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• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(a)〈iww,∆∗(wwi, t f1)(ι)〉
A pre´-condic¸a˜o do evento f1 cuja origem e´ wii, e´ antecipada para os eventos:
• s1 partindo do estado iii, isto e´, Λ(s1)〈iii, ι〉 = Λ( f1)〈wii,∆∗(iii, s1)(ι)〉
• s1 partindo do estado iiw, isto e´, Λ(s1)〈iiw, ι〉 = Λ( f1)〈wii,∆∗(iiw, s1r + s1a)(ι)〉
• s1 partindo do estado iwi, isto e´, Λ(s1)〈iwi, ι〉 = Λ( f1)〈wii,∆∗(iwi, s1 f2)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ( f1)〈wii,∆∗(iww, s1 f2r+ f2a+ s1r f2+ s1a f2)(ι)〉
• s2 partindo do estado wii, isto e´, Λ(s2)〈wii, ι〉 = Λ( f1)〈wii,∆∗(wii, s2 f2)(ι)〉
• t partindo do estado wii, isto e´, Λ(t)〈wii, ι〉 = Λ( f1)〈wii,∆∗(wii, tr + ta)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ( f1)〈wii,∆∗(wiw, s2 f2r+ f2a+ s2r f2+ s2a f2)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ( f1)〈wii,∆∗(wwi, t f2r + f2a + tr f2 + ta f2)(ι)〉
A pre´-condic¸a˜o do evento f1 cuja origem e´ wiw, e´ antecipada para os eventos:
• s1 partindo do estado iiw, isto e´, Λ(s1)〈iiw, ι〉 = Λ( f1)〈wiw,∆∗(iiw, s1)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ( f1)〈wiw,∆∗(iww, s1 f2)(ι)〉
• t partindo do estado wii, isto e´, Λ(t)〈wii, ι〉 = Λ( f1)〈wiw,∆∗(wii, t)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ( f1)〈wiw,∆∗(wiw, s2 f2)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ( f1)〈wiw,∆∗(wwi, t f2)(ι)〉
A pre´-condic¸a˜o do evento r cuja origem e´ wiw, e´ antecipada para os eventos:
• s1 partindo do estado iiw, isto e´, Λ(s1)〈iiw, ι〉 = Λ(r)〈wiw,∆∗(iiw, s1)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(r)〈wiw,∆∗(iww, s1 f2)(ι)〉
• t partindo do estado wii, isto e´, Λ(t)〈wii, ι〉 = Λ(r)〈wiw,∆∗(wii, t)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(r)〈wiw,∆∗(wiw, s2 f2)(ι)〉
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• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(r)〈wiw,∆∗(wwi, t f2)(ι)〉
A pre´-condic¸a˜o do evento a cuja origem e´ wiw, e´ antecipada para os eventos:
• s1 partindo do estado iiw, isto e´, Λ(s1)〈iiw, ι〉 = Λ(a)〈wiw,∆∗(iiw, s1)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(a)〈wiw,∆∗(iww, s1 f2)(ι)〉
• t partindo do estado wii, isto e´, Λ(t)〈wii, ι〉 = Λ(a)〈wiw,∆∗(wii, t)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(a)〈wiw,∆∗(wiw, s2 f2)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(a)〈wiw,∆∗(wwi, t f2)(ι)〉
A pre´-condic¸a˜o do evento f1 cuja origem e´ wwi, e´ antecipada para os eventos:
• s1 partindo do estado iwi, isto e´, Λ(s1)〈iwi, ι〉 = Λ( f1)〈wwi,∆∗(iwi, s1)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ( f1)〈wwi,∆∗(iww, s1r + s1a)(ι)〉
• s2 partindo do estado wii, isto e´, Λ(s2)〈wii, ι〉 = Λ( f1)〈wwi,∆∗(wii, s2)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ( f1)〈wwi,∆∗(wiw, s2r + s2a)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ( f1)〈wwi,∆∗(wwi, tr + ta)(ι)〉
A pre´-condic¸a˜o do evento f2 cuja origem e´ wwi, e´ antecipada para os eventos:
• s1 partindo do estado iwi, isto e´, Λ(s1)〈iwi, ι〉 = Λ( f2)〈wwi,∆∗(iwi, s1)(ι)〉
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ( f2)〈wwi,∆∗(iww, s1r + s1a)(ι)〉
• s2 partindo do estado wii, isto e´, Λ(s2)〈wii, ι〉 = Λ( f2)〈wwi,∆∗(wii, s2)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ( f2)〈wwi,∆∗(wiw, s2r + s2a)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ( f2)〈wwi,∆∗(wwi, tr + ta)(ι)〉
A pre´-condic¸a˜o do evento f1 cuja origem e´ www, e´ antecipada para os eventos:
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ( f1)〈www,∆∗(iww, s1)(ι)〉
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• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ( f1)〈www,∆∗(wiw, s2)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ( f1)〈www,∆∗(wwi, t)(ι)〉
A pre´-condic¸a˜o do evento f2 cuja origem e´ www, e´ antecipada para os eventos:
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ( f2)〈www,∆∗(iww, s1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ( f2)〈www,∆∗(wiw, s2)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ( f2)〈www,∆∗(wwi, t)(ι)〉
A pre´-condic¸a˜o do evento r cuja origem e´ www, e´ antecipada para os eventos:
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(r)〈www,∆∗(iww, s1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(r)〈www,∆∗(wiw, s2)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(r)〈www,∆∗(wwi, t)(ι)〉
A pre´-condic¸a˜o do evento a cuja origem e´ www, e´ antecipada para os eventos:
• s1 partindo do estado iww, isto e´, Λ(s1)〈iww, ι〉 = Λ(a)〈www,∆∗(iww, s1)(ι)〉
• s2 partindo do estado wiw, isto e´, Λ(s2)〈wiw, ι〉 = Λ(a)〈www,∆∗(wiw, s2)(ι)〉
• t partindo do estado wwi, isto e´, Λ(t)〈wwi, ι〉 = Λ(a)〈www,∆∗(wwi, t)(ι)〉
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