Abstract. Interpolation theory suggests a generalization of the usual Vandermonde determinant to numbers with multiplicities. We prove a discriminant formula for this generalized Vandermonde determinant and give an application to the Hermite interpolation problem.
Given n distinct numbers a 1 , . . . , a n the Vandermonde determinant ∆(a 1 , . . . , a n ) = det is ubiquitous in mathematics. It is computable from the well known discriminant formula (see for example [1] , Ch. III, §8.6, p. 99, or [3] , §24, Exercice 14, p. 563)
(1) ∆(a 1 , . . . , a n ) = i<j (a i − a j ).
Interpolation theory suggests a generalization of the Vandermonde determinant to r distinct numbers a 1 , . . . , a r with multiplicities m 1 ≥ · · · ≥ m r that sum to n. In this note we prove a similar discriminant formula for this generalized Vandermonde determinant. For a variable x, define R(x) to be the row vector of length n:
Denote the k-th derivative of R(x) by R (k) (x). For a positive integer ℓ, define M ℓ (x) to be the ℓ by n matrix whose first row is R(x) and each row thereafter is the derivative with respect to x of the preceding row:
. . .
If a = (a 1 , . . . , a r ) is an r-tuple of distinct real numbers and m = (m 1 , . . . , m r ) a partition of n, define the generalized Vandermonde matrix M m (a) and the generalized Vandermonde determinant
When the multiplicities m i are all 1, the generalized Vandermonde determinant D m (a) reduces to the usual Vandermonde determinant ∆(a 1 , . . . , a n ). Theorem 1. Let a = (a 1 , . . . , a r ) be an r-tuple of distinct real numbers and m = (m 1 , . . . , m r ) a partition of n. Then
Remark. 1) In keeping with the convention that a product over the empty set is 1, in case a multiplicity m i = 1, define
Similarly, in case r = 1, define
2) When all the multiplicities m i are 1, Theorem 1 reduces to Formula (1).
Application to interpolation
Before proving the theorem we explain briefly its connection with interpolation theory. Given n distinct points a 1 , . . . , a n in the real line and n real numbers b 1 , . . . , b n , the Lagrange interpolation problem is to find a polynomial
More generally, if r distinct points a 1 , . . . , a r have multiplicities m 1 , . . . , m r that sum up to n, the Hermite interpolation problem is to find a polynomial p(z) = n k=1 γ k z n−k of degree at most n − 1 such that at each point a i , the values of p(z) and its derivatives of order up to m i have prescribed values:
The conditions (2) give rise to a system of n linear equations in the n unknowns γ 1 , . . . , γ n . The coefficient matrix of this linear system is precisely the generalized Vandermonde matrix M m (a).
Let b be the column vector (b 0 1 , . . . , b 
This shows that it is of interest to be able to compute the generalized Vandermonde determinant. Indeed, Theorem 1 shows clearly that for a 1 , . . . , a r distinct, the generalized Vandermonde determinant is nonzero. Of course, the existence and uniqueness of a solution to the Hermite interpolation problem can be seen by other means (see for example [2] , Th. 1.2, pp. 7-8), though perhaps not as directly.
A partial order on partitions
A partition of a positive integer n is a nonincreasing sequence of positive integers m 1 ≥ · · · ≥ m r that sum to n. A partition of n other than (1, 1, . . . , 1) has a unique predecessor defined as follows. 
This relation generates a partial order on the set P n of all partitions of n. If a partition α is a predecessor of a partition β, we say that β is a successor of α. The successors of (m 1 , . . . , m s , 1, 1, 1, . . . , 1) , m s > 1, are   (m 1 , . . . , m s + 1, 1, 1, . . . , 1) or (m 1 , . . . , m s , 2, 1, . . . , 1), if these are partitions.
This partial order is best illustrated with an example.
Example. For n = 5, the partial order on the set of partitions of 5 is as in Figure 1 . For t = 0 in R, suppose a = (a 1 , . . . , a s−1 , λ, a s+1 , . . . , a r ) andã (t) = (a 1 , . . . , a s−1 , λ, λ + t, a s+1 , . . . , a r ) have multiplicity vectors m andm respectively. Then
Proof. The Vandermonde matrix M m (a) is obtained from Mm(ã) by replacing the submatrix
by the submatrix M ℓ+1 (λ). Note that
.
Since the determinant can be expanded about any row,
and therefore,
By (3) and (4),
Proof of Theorem 1
The proof is by induction on the partial order on the set of partitions of n. The initial case (1, 1, . . . , 1) corresponds to the usual Vandermonde determinant, for which we know the theorem holds.
Let Takeã(t) to beã (t) = (a 1 , . . . , a s−1 , λ, λ + t, a s+1 , . . . , a r ) and assign toã(t) the multiplicity vectorm. By the induction hypothesis,
We write this more simply as Dm(ã(t)) = (−1) In this last expression, the product s i=1 may be replaced by r i=1 , since for s + 1 ≤ i ≤ r, the multiplicity m i = 1.
