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Within the Schwinger-Keldysh representation of many-body QCD, it is shown
that the leading quantum corrections to the strong classical color field is “classical”
in the sense that the fluctuation field still obeys the classical Jacobi-field equation,
while the quantum effects solely resides in the fluctuations of the initial field con-
figurations. Within this context, a systematic derivation of the JIMWLK renormal-
ization group equation is presented. A clear identification of the correct form of
gauge transformation rules and the correct form of the matter-field Lagrangian in
the Schwinger-Keldysh QCD is also presented.
I. INTRODUCTION
The study of small x gluons in a heavy nucleus in terms of classical gluon fields was
initiated by L. McLerran, R. Venugopalan, A. Ayala and J. Jalilian-Marian in a series of
seminal papers [1–5]. Since then the central idea called Color Glass Condensate (CGC)
and its generalization to nucleus-nucleus interaction, the Glasma, have inspired much work
among theoreticians and experimentalists alike. Good reviews can be found in Refs. [6–15].
As CGC posits an ensemble of strong color charges producing a strong gluon field, its
formulation properly belongs to the realm of many-body quantum field theory. As dis-
cussed in the following, the most natural language of many-body quantum field theory is
the Schwinger-Keldysh (SK) formalism [16–18] (also known as the in-in formalism or the
closed-time-path (CTP) formalism).
Main purpose of the present paper is to re-derive the well known JIMWLK renormaliza-
tion group1 equation [19–25] using the Schwinger-Keldysh formalism in a systematic way.
1 JIMWLK stands for J. Jalilian-Marian, E. Iancu, L. McLerran, H. Weigert, A. Leonidov and A. Kovner.
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2The JIMWLK renormalization group equation is a non-linear generalization of the BFKL
(Balitsky-Fadin-Kuraev-Lipatov) renormalization group equation [26, 27]. The JIMWLK
equation incorporates recombination processes leading to the gluon saturation [28, 29] which
becomes increasingly important as the density of small x gluons become higher in the ul-
trarelativistic limit. Along the way, we identify where this study differs from previous
approaches and also where NNLO contributions should appear. This paper thus presents
the proof-of-principle calculations which sets up the stage for the more elaborate NNLO
calculations.
In Ref.[30], Iancu, McLerran and Leonidov first introduced the Schwinger-Keldysh formal-
ism for CGC and JIMWLK. Subsequently, F. Gelis, R. Venugopalan and their collaborators
developed the diagrammatic approach [31, 32] which was later used in many applications
[33–41] such as particle productions and approach to thermalization, and factorizations. Yet,
there are many benefits of using the Schwinger-Keldysh closed-time path integral explicitly
in contrast to the diagrammatic approach. The main benefit exploited in this paper is the
clear and clean separation of strong classical degree of freedom and the quantum degree of
freedom. This is well known in condensed matter physics (for instance, see Refs.[42, 43]),
and similar conclusion was reached within the 2-PI effective action approach as well [44–48].
However, this benefit appears to have not been widely appreciated in the CGC context.
One of the main conclusions of this paper is that the leading order quantum corrections to
the strong classical field comes solely from the quantum fluctuations in the initial condition
while the field itself still obeys the classical field equation. This makes it particularly simple
to resum the leading log divergences (the JIMWLK equation) and the secular divergences
[31, 32] as those terms arise only from such quantum corrections. It also enables a clear
derivation of the retarded, advanced and symmetric propagators in the classical background
field and where they should appear in any expression for a diagram.
The separation of the strong classical degrees of freedom and quantum corrections is
actually rather easy to see within the Schwinger-Keldysh formalism, especially in the r-a,
or the Keldysh, representation. Consider for simplicity a scalar field theory. In the usual
closed-time-path formulation, the time contour starts from the initial time, goes forward to
the final time and comes back to the initial time. In the r-a representation, the field on the
forward time line (call it φ1) and the backward time line (call it φ2) are combined as the
common part φr = (φ1 + φ2)/2 and the difference part φa = φ1 − φ2. As will be discussed
3shortly in Section II, the generating functional in the r-a representation is then given by
[49, 50]
Z[Jr, Ja] =
∫
DφrDφaρv[φir, φ˙ir] exp
[
i
∫ (
φaE[φr, Ja] + Jrφr − 1
24
φ3aV
′′′(φr)
)]
(1.1)
where
E[φr, Ja] =
(−∂2φr −m2φr − V ′(φr) + Ja) (1.2)
is just the classical equation of motion δScl[φr, Ja]/δφr. The functional ρv[φ
i
r, φ˙
i
r] is the
Wigner transform of the initial density matrix element ρv[φ
i
1, φ
i
2]. It can be interpreted as
the distribution of the initial values of the field and its first time derivative.
Written this way, it is quite clear how the classical field emerges and where the quantum
corrections come from. First, the integration over φa can be carried out explicitly if the φ
3
a
term in the Lagrangian is ignored. This results in a delta-functional that simply enforces the
classical field equation E[φr, Ja] = 0. Therefore, the φ
3
a term provides quantum corrections
in the form of non-trivial quantum correlations. Another more subtle source of quantum
corrections is the initial density matrix. In vacuum, for instance, the density operator is
ρˆv = |0〉〈0| where |0〉 is the quantum vacuum state which contains zero-point oscillation of
all momentum modes. In contrast, classical vacuum corresponds to the truly empty space:
ρcl.v[φ
i
r, φ˙
i
r] = δ[φ
i
r]δ[φ˙
i
r].
Similarly, the QCD Schwinger-Keldysh Lagrangian in the Keldysh representation is
L = ηaν ([Dµ, Gµν ]− Jν)a +
ig
4
[Dµ, ην ]a[η
µ, ην ]a (1.3)
where A is the common field and η is the difference field and Jνa is the physical external
colour current. For the purpose of defining the generating functional, one may add additional
fictitious source terms to Eq.(1.3). Here Dµ = ∂µ−igAµ is the covariant derivative containing
only the A field and Gµν = (i/g)[Dµ, Dν ] is the non-Abelian field strength tensor. Again
the first term in Eq.(1.3) contains the classical Yang-Mills equation sourced by an external
colour current. In fact without the triple η term, integrating over η will force A to be
a solution of the classical Yang-Mills equation. Therefore, it is very natural to consider
quantum fluctuations in the classical background field by separating the field Aµ = Aµ + aµ
in terms of the classical field Aµ and the fluctuation field aµ. As we have mentioned earlier,
the reason for the JIMWLK equation being essentially classical turns out to be that the
4leading order quantum correction is contained entirely in the fluctuations from the initial
state while the gluon field Aµ = Aµ + aµ still obeys the classical Yang-Mills equation.
The main technical reason for this is that the difference-difference propagator 〈ηµ(x)ην(y)〉
vanishes identically. Consequently, the triple η terms contribute only at higher orders. This
is hard to see without using the Schwinger-Keldysh formalism in the r-a representation.
Another important aspect of the SK Lagrangian in Eq.(1.3) is how a physical source
Jν naturally couples to the classical field. The interaction Lagrangian is simply LSK int =
−ηaνJνa . In previous single path formulations of CGC, the interaction Lagrangian was pos-
tulated to be either LW = TrJ+W [A−] or LlnW = TrJ+ lnW [A−] where W is a Wilson line
in the light cone x+ direction [20, 51–53]. These forms were postulated to satisfy two con-
straints. First, the interaction term must be gauge invariant by itself. Second, δL/δAµ must
generate a retarded current that satisfies [Dµ, J
µ] = 0. The gauge invariant condition is
satisfied by both LW an LlnW . However, neither LW nor LlnW results in the exact retarded
current without further approximations.
In contrast, there is no need for any postulation in the SK-QCD. The interaction term
that fulfills both constraints is just a part of the usual QCD Lagrangian. As will be shown
shortly, both ην and J
ν transforms covariantly under a gauge transformation. Hence, the
interaction term ηµJ
µ is naturally gauge invariant. In addition, since the physical current
is given by δL/δηµ, not δL/δAµ, there is no need to guess an interaction term that will
generate the retarded current. We can simply demand that the external current precess
according to [Dµ, J
µ] = 0. This, of course, implies that Jµ is a functional of Aµ. But that
does not interfere with the δ/δηµ operation. The exact form of the external colour source
term is an ambiguity in the original formulation of CGC that did not really have a proper
resolution until now. Our analysis in this paper provides a clear resolution.
Another benefit of re-deriving the JIMWLK equation in the SK-QCD is the clear identifi-
cation of diagrams that contribute in the next to next to leading order (NNLO) corrections.
Since the leading order and the next-to-leading-order corrections all come from the classical
part of Eq.(1.3), the NNLO corrections must contain at least one triple η vertex. Since η
cannot connect to another η, the triple η vertices provide a non-trivial 3-point correlation
in the fluctuation field aµ. As we will shortly show, the correlator 〈aµ(x)ην(y)〉 is a retarded
propagator. Hence, ην(y) is must always be in the past of aµ(x). Therefore, it could be
possible to package the effect of a single triple η vertex insertion as the 3-point correlation
5in the initial density matrix. In this paper, we will concentrate on the NLO part while
setting up the stage for the NNLO corrections which will be the topic of future studies.
The rest of this paper is organized as follows. In Section II, a brief discussion of scalar
theory is presented as a simple illustration of the Schwinger-Keldysh formalism. The main
topic of Section III is the gauge invariance of the SK-QCD Lagrangian. Section IV contains
power counting argument that justifies the use of the classical Yang-Mills equation. It also
contains more detailed discussion on the external current Lagrangian. A brief discussion
on the classical solution found by McLerran and Venugopalan is given in Section V mainly
to fix notations. In Section VI, we discuss the gauge transformation rules between the
light-cone gauge fluctuation field and the axial gauge fluctuation field. In Section VII, we
carefully derive retarded and symmetric propagators in the CGC background to prepare for
the JIMWLK equation derivation given in Section VIII. Discussions and outlook is given in
Section IX. Appendices A and B contain details of the scalar theory propagator derivations.
Appendix C contains QCD propagator derivations. Appendices D and E have technical
details of the JIMWLK equation derivation.
II. SCHWINGER-KELDYSH CLOSED TIME PATH IN SCALAR FIELD
THEORY
In this section, we use the real scalar field theory to illustrate why the Schwinger-Keldysh
formalism is necessary and how the separation of classical and quantum degrees of freedom
can be naturally achieved. The Lagrangian for the scalar field is
L =
1
2
∂µφ∂
µφ− m
2
2
φ2 − V (φ) (2.1)
The metric here is gµν = diag(1,−1,−1,−1). The need for the Schwinger-Keldysh formalism
in addition to the usual Feynman formalism is simple to state. In quantum mechanics and
quantum field theory alike, we not only need to calculate the transition amplitude
Mfi = 〈φf |Uˆ(tf , ti)|φi〉 (2.2)
but also the expectation value of an operator at times t ≥ ti for a given initial state
〈Oˆ(t)〉φ = 〈φi|OˆH(t)|φi〉
= 〈φi|Uˆ(ti, t)OˆUˆ(t, ti)|φi〉 (2.3)
6or a given initial density operator
〈Oˆ(t)〉φ = Tr
(
ρˆinitUˆ(ti, t)OˆUˆ(t, ti)
)
= Tr
(
ρˆ(t)Oˆ
)
(2.4)
Here Uˆ(t, ti) = e
−iHˆ(t−ti) is the time evolution operator with the Hamiltonian Hˆ and the
subscript H in OˆH(t) indicates that it is in the Heisenberg picture. The time evolution of
the density operator is given by ρˆ(t) = Uˆ(t, ti)ρˆinitUˆ(ti, t).
By the usual procedure of inserting multiple resolutions of the identity, the transition
amplitude can be expressed as a Feynman path integral
〈φf |Uˆ(tf , ti)|φi〉 =
∫ φf
φi
Dφ ei
∫ tf
ti
dt
∫
d3xL(φ) (2.5)
In contrast, operator expectation values involve two transition amplitudes, one for each time
evolution operator in Eq.(2.4)2
〈Oˆ(t)〉 =
∫
[dφi1][dφ
i
2][dφ
f
1 ][dφ
f
2 ] 〈φi1|ρˆv|φi2〉〈φi2|Uˆ(ti, t)|φf2〉〈φf2 |Oˆ|φf1〉〈φf1 |Uˆ(t, ti)|φi1〉 (2.6)
The generating functional therefore needs two path integrals, an ordinary one for 〈φf1 |Uˆ(t, ti)|φi1〉
and a Hermitian conjugate one for 〈φi2|Uˆ(ti, t)|φf2〉 both in the presence of sources
Z[J1, J2] =
∫
[dφf ] 〈φf |UˆJ1(tf , ti)ρˆvUˆJ2(ti, tf )|φf〉
=
∫
[dφf ] [dφ
i
1] [dφ
i
2] 〈φf |UˆJ1(tf , ti)|φi1〉〈φi1|ρˆv|φi2〉〈φi2|UˆJ2(ti, tf )|φf〉
=
∫
[dφf ][dφ
i
1][dφ
i
2]
∫ φf
φ1i
Dφ1
∫ φf
φ2i
Dφ2 ρv[φi1, φi2]
× exp
(
i
∫ tf
ti
dt
∫
d3x (L(φ1) + J1φ1)− i
∫ tf
ti
dt
∫
d3x (L(φ2) + J2φ2)
)
(2.7)
Here ρv[φ
i
1, φ
i
2] = 〈φi1|ρˆv|φi2〉 is the matrix element of the initial density matrix at t = ti. The
final field configuration for φ1 and φ2 coincide, φ
f
1 = φ
f
2 = φf , because of the trace operation.
The separation of classical degree of freedom vs. quantum one becomes much clearer if
the following change of variables (often referred to as the Keldysh rotation) are made
φr = (φ1 + φ2)/2
φa = φ1 − φ2 (2.8)
2 Our convention here is that the functional integral at a fixed time is denoted as
∫
[dφ] and the functional
integral over both time and space is denoted as
∫ Dφ.
7with the corresponding change in the sources
Jr = J1 − J2 (2.9)
Ja = (J1 + J2)/2 (2.10)
The original field variables are φ1 = φr+φa/2 and φ2 = φr−φa/2. Expressed this way, it is
clear that φr constitutes the common part of the two time evolutions and φa constitutes the
difference part. Since classical evolution is deterministic, it is very natural that the common
field φr contains the classical degree of freedom and the difference field φa is purely quantum
mechanical.
After making the substitutions and integrating by parts, we obtain a very suggestive end
result (for details, see Ref.[49])
Z[Jr, Ja] =
∫
DφrDφaρv[φir, φ˙ir] exp
(
i
∫ tf
ti
dt
∫
d3xL
)
(2.11)
where ∫ tf
ti
dt
∫
d3xL =
∫ tf
ti
dt
∫
d3x
(
φaE[φr, Ja] + Jrφr − 1
24
φ3aV
′′′(φr)
)
(2.12)
is the Schwinger-Keldysh Lagrangian and
E[φr, Ja] = −∂2φr −m2φr − V ′(φr) + Ja (2.13)
is the classical equation of motion. The functional
ρv[φ
i
r, φ˙
i
r] =
∫
[dφia]e
i
∫
d3xφ˙irφ
i
a ρv[φ
i
r − φia/2, φir − φia/2] (2.14)
is the Wigner transform of the initial density matrix element ρv[φ
i
1, φ
i
2] [54]. The exponent∫
d3x φ˙irφ
i
a in Eq.(2.14) is the surface term arising from integrating by parts in time. The
surface term at the final time tf is identically zero since φa(tf ) = φ1(tf )− φ2(tf ) = 0. Here
φ˙ir =
φr(ti + ∆t)− φr(ti)
∆t
(2.15)
needs to be defined in the context of the discretized-time functional integral. Hence, ρv[φ
i
r, φ˙
i
r]
is essentially a joint distribution of φir = φr(ti) and φr(ti+∆t). Of course, the usual Caveats
for the Wigner functions such as the possibility of negative values apply here as well.
The form of the generating functional (2.11) is suggestive because this is almost in the
form of a classical initial value problem. In fact, if the term cubic in φa in Eq.(2.12) is absent,
8integrating over φa will just enforce the classical equation of motion with the initial values of
φr and φ˙r distributed according to ρv[φ
i
r, φ˙
i
r]. The φ
3
a term in L prevents this interpretation.
Hence it provides quantum correlations. This is, however, not the only place where quantum
effects enter. Consider the vacuum. In the classical field theory, vacuum really means an
empty space so that the initial values are strictly zero. The quantum vacuum, however,
contains the zero-point motion of all available field modes. For example, the perturbative
vacuum in the Minkowski space corresponds to
ρv[φ
i
r, pi
i
r] = exp
(
−
∫
d3k
(2pi)3Ek
(
E2kφ
i
r(k)φ
i
r(−k) + piir(k)piir(−k)
))
(2.16)
where we set piir = φ˙
i
r. This introduces quantum fluctuations in the initial conditions even
if the subsequent evolution is strictly classical. This form of the vacuum functional is
essentially the Wigner transform of the product of the simple harmonic oscillator ground
state wavefunctions ρ0(x1, x2) = 〈x1|0〉〈0|x2〉. (At finite temperature, the integrand has an
additional factor tanh(Ekβ/2). For more details see Ref.[49, 54].)
What we are interested in here is the case of strong classical fields. To quantify what
“strong” means, let us specify the interaction potential to be
V (φ) =
g2
4!
φ4 (2.17)
with g  1. A source is strong if it is O(1/g). Consequently, the classical field generated by
it is also O(1/g) and hence strong. What we would like to formulate now is the perturbation
theory where the strong classical field acts as the un-perturbed solution. When there is a
physical external source J¯ , it must be common to both φ1 and φ2. That implies that
Ja = (J1 + J2)/2 needs to be separated into the physical source J¯ and the fictitious one for
the generating functional, Ja. We also separate
φr → φ¯+ φr (2.18)
where φ¯ is a solution of the classical field equation
∂2φ¯+m2φ¯+ V ′(φ¯) = J¯ (2.19)
with the strong physical source term given by J¯ and the initial conditions given by
limt→ti φ¯(t) = 0 and limt→ti ∂tφ¯(t) = 0. The fluctuation field φr satisfies the initial condi-
tions limt→ti φr(t) = φ
i
r and limt→ti φ˙r(t) = φ˙
i
r. These initial configurations are distributed
according to the Wigner functional ρv[φ
i
r, φ˙
i
r].
9The Lagrangian becomes, after using the fact that φ¯ satisfies the classical field equation
(2.19),
L = φa
(−∂2 −m2 − V ′′(φ¯))φr + Jrφr + Jaφa
− 1
2
V ′′′(φ¯)φaφ2r −
1
6
V ′′′′(φ¯)φaφ3r −
1
24
φ3aV
′′′(φ¯)− 1
24
φ3aφrV
′′′′(φ¯) (2.20)
Since φ¯ = O(1/g), we have V ′′(φ¯) = O(1), V ′′′(φ¯) = O(g) and V ′′′′(φ¯) = O(g2). We
can therefore carry out a formal perturbative expansion with the cubic and quartic terms
in Eq.(2.20). Here Jr and Ja are the fictitious sources needed to define the generating
functional.
The terms linear in φa in Eq.(2.20) come from
Lcl = φaE[φ¯+ φr, J¯ ] (2.21)
after using the fact that E[φ¯, J¯ ] = 0. Therefore if the φ3a terms in Eq.(2.20) are once again
ignored, integrating over φa just enforces the classical field equation E[φ¯ + φr, J¯ ] = 0 in
addition to E[φ¯, J¯ ] = 0. In that case, φr is the difference between two classical solutions and,
by definition, the equation it obeys is the full non-linear Jacobi-field equation (c.f. Refs.[55,
56]). For further analysis of the scalar theory including the derivation of propagators, see
Appendix A.
III. SCHWINGER-KELDYSH FORMULATION OF MANY-BODY QCD
The closed-time-path version of the QCD Lagrangian is
LSK = −1
2
Ga1,µνG
µν
1,a +
1
2
Ga2,µνG
µν
2,a − JµaAa1,µ + JµaAa2,µ (3.1)
where Jµ is an external physical colour current. From now on, we will use the Greek letters
for the space-time indices and Latin letters for the color indices. The indices 1 and 2 indicates
that the field lives on the forward time line (1) or the backward time line (2). We again
perform the Keldysh rotation to form the common field Aµ and the difference field ηµ:
Aaµ =
1
2
(
Aa1,µ + A
a
2,µ
)
(3.2)
ηaµ = A
a
1,µ − Aa2,µ (3.3)
In terms of these fields and the physical source J , the Lagrangian becomes
LSK = ηaν ([Dµ, Gµν ]− Jν)a +
ig
4
[Dµ, ην ]
a[ηµ, ην ]a (3.4)
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Just as in the scalar field case, the classical equation of motion, [Dµ, G
µν ] = Jν , naturally
emerges. Unlike the case of single-path Lagrangian, this term in the Schwinger-Keldysh
Lagrangian is actually fully gauge invariant even when Jµ is an external color current. To
show this, consider the gauge transformation properties of Aµ and ηµ. Under the gauge
transformation, the original fields transform as
A′1,2,µ = UA1,2,µU
† + i
1
g
U∂µU
† (3.5)
Hence, the common field Aµ = (A
1
µ + A
2
µ)/2 transforms as expected,
A′µ = UAµU
† + i
1
g
U∂µU
† (3.6)
and Dµ = (∂µ − igAµ) and Gµν = (i/g)[Dµ, Dν ] also transforms covariantly. The difference
field ηµ = A
1
µ − A2µ transforms covariantly as well without the derivative term since it is
canceled in the difference:
η′µ = UηµU
† (3.7)
The color current must transform covariantly
J ′µ = UJµU
† (3.8)
because the left hand side of the equation of motion [Dµ, G
µν ] = Jν transforms covariantly.
Therefore, the classical Yang-Mills equation term in the Lagrangian (3.4) is fully gauge
invariant including the coupling ηµJ
µ. It is also trivial to see that AµJ
µ coupling would
not be gauge invariant even if Jµ is covariantly conserved, due to the derivative term in
Eq.(3.6). In QED, the derivative term would also vanish f the charge conservation ∂µJ
µ = 0
is imposed on the current. In non-Abelian Yang-Mills theory, however, it cannot vanish.
In previous studies of Color Glass Condensate where single path Lagrangian was used,
the coupling to the external current was postulated to be either LW = Tr(J+W ) or LlnW =
Tr(J+ lnW ) [20, 51–53] where J+ is the color charge density and W is a Wilson line in the
x+ direction. These forms were devised because they are gauge invariant while the straight-
forward JaµA
µ
a is not. The problem with the above forms, however, was that the current
derived from these interaction terms Jµ =
δ
∫ LW,lnW
δAµ
could not be a retarded solution of
the covariant conservation law [Dµ, J
µ] = 0. Although using the closed-time-path with LW
alleviates some of this problem [30], it does not entirely solve it.
11
In our approach, having both A and η naturally solves the problem that the external
color current Jµ must also be a retarded solution of the covariant conservation equation.
The equation [Dµ, J
µ] = 0 implies that Jµ is a functional of Aµ. If the interaction term
was LAJ = −AµJµ, this A dependence of J would prevent obtaining a proper classical field
equation because
δ
∫ LAJ
δAµ
6= −Jµ. However, as we have shown, the proper interaction term
has the form LηJ = −ηµJµ and the fact that Jµ needs to be a functional of Aµ has no
relevance in deriving the classical equation of motion since it comes from varying ηµ, not
Aµ. The Wilson lines necessary for CGC calculations will reappear when J
µ is specified to be
Jµ = δµ+ρ and demanded to be a retarded solution of the covariant conservation equation.
In this way we have now resolved an old ambiguity in the formulation of CGC, namely, the
gauge invariant coupling between the retarded current and the gauge field. Neither TrJ+W
nor TrJ+ lnW is the right form. The Schwinger-Keldysh formulation of QCD automatically
yields the correct form of the coupling between the external color current and the gluon
field. Although it can be argued that the leading order quantum correction can be obtained
with LW and LlnW [51], for higher order correction it is essential that we have the correct
form of the interaction term actually derived from QCD. More discussion on this point is
given in the next section.
We should note that invariance under the gauge transformation Eq.(3.5) is not the full
symmetry of the Lagrangian LSK . If there is no physical source, LSK is invariant under the
gauge transformations of Aµ1 and A
µ
2 separately. However, with a physical external source
term present, this can no longer be the case. The external source term in both branches
must behave the same way under gauge transformation. Therefore only the gauge invariance
under this common transformation is of our concern here.
Another benefit of the above gauge transformation rules is the automatic appearance
of the Gauss law constraint. For a simple illustration, consider QED with the temporal
gauge condition A0 = 0. If we impose this condition on the single-path Lagrangian, L =
−(1/4)F 2 − JA, the source term −JµAµ becomes J·A. Therefore, the Euler-Lagrange
equation from this Lagrangian no longer contains the Gauss law ∇·E = J0. It then needs
to be imposed as an extra constraint with A0 reinstated as the Lagrange multiplier. In
the Schwinger-Keldysh version of QED, this is not necessary. The QED Lagrangian in the
Schwinger-Keldysh formalism is
LSK = ην(∂µF µν − Jν) (3.9)
12
We can use the gauge transformation of A′µ = Aµ−∂µΛ to remove A0. But since η′µ = ηµ does
not change, η0 cannot be set to zero at the same time. Hence, there is no need to impose
the Gauss law as an extra constraint with an extra Lagrange multiplier. Euler-Lagrange
equation with respect to η0, or equivalently carrying out η0 integral in the path integral,
automatically enforces the Gauss law.
IV. LEADING ORDER QUANTUM CORRECTIONS IN
SCHWINGER-KELDYSH QCD
In this section, we show that the leading order quantum correction to the strong classical
gluon field comes only from the initial state vacuum fluctuations. Let Aµ be the solution of
the classical Yang-Mills equation 3
[Dµ,Gµν ]− J ν = 0 (4.1)
where Dµ = ∂µ − igAµ and Gµν = (i/g)[Dµ,Dν ] with the strong external color current
J ν = O(1/g). The solution of Eq.(4.1) initially found by McLerran and Venugopalan is by
now well known. It is summarized in Section V.
Letting Aµ = Aµ + aµ where aµ is the O(1) fluctuation field, the Lagrangian becomes
L = LAcl + Lacl + Lquant (4.2)
where
LAcl = ην ([Dµ,Gµν ]− J ν) (4.3)
is proportional to the equation of motion (therefore vanishes). The Jacobi-field part of the
Lagrangian is
Lacl = LA+acl − LAcl
= ην [Dµ, [Dµ, aν ]]− ην [Dν , [Dµ, aµ]] + 2igην [Gµν , aµ]
− 2igην [aµ, [Dµ, aν ]] + igην [aν , [Dµ, aµ]]
+ igην [aµ, [Dν , aµ]]− g2ην [aµ, [aµ, aν ]]
− ηνδJν (4.4)
3 In this and the following sections, we largely (but not always) follow notations in Ref.[36] for easier
comparisons.
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FIG. 1. One loop tadpole diagrams for 〈a〉.
.
and the purely quantum part is
Lquant = ig
4
([Dµ, ην ][ηµ, ην ]) + g
2
4
([aµ, ην ][η
µ, ην ])
=
ig
4
([Dµ, ην ][η
µ, ην ]) (4.5)
Both Lacl and Lquant are gauge invariant by themselves. Here δJµ = Jµ−J µ is the difference
between J that satisfies [Dµ, J
µ] = 0 (with Aµ = Aµ+aµ) and J µ that satisfies [Dµ,J µ] = 0.
The first term LAcl in Eq.(4.2) vanishes when Aµ is the solution of the equation of motion,
[Dµ,Gµν ] = J ν . The first term and the second term together, LAcl + Lacl, vanishes when
Aµ = Aµ + aµ is the solution of the equation of motion, [Dµ, Gµν ] = Jν . Consequently if
the purely quantum part can be ignored, aµ is the difference between two classical solutions
and Eq.(4.4) imposes the Jacobi-field equation on aµ just as in the scalar case.
We can now carry out the power counting. First, note that since we have a strong source
Jµ = O(1/g), the classical Yang-Mills field is also strong, Aµ = O(1/g), while the covariant
derivative Dµ = O(1). The interaction terms involving 3 fields in Lacl and Lquant are all O(g)
and the interaction terms involving 4 fields are all O(g2). Hence perturbative expansion may
be possible with these interaction terms, provided g  1 (For a purely classical Yang-Mills
perturbation theory, see Ref.[57].).
Consider first the quantum correction to the 1-point average 〈a(x)〉. The first corrections
to the 1-point average necessarily comes from the terms involving 3 fields in Eq.(4.4) depicted
in Fig. 1. Since the difference-difference propagator vanishes identically, 〈ηη〉 = 0 (c.f. Ap-
pendix A 3), the gDηηη term in Lquant cannot result in leading order quantum corrections.
For the diagram (b), it vanishes because, as is shown in Section VII and also in Appendix A,
the 2-point function 〈aµ(x)ην(y)〉 = GµνR (x|y) is a retarded propagator. Hence, the diagram
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a
FIG. 2. A diagram with two tadpoles that can contribute at O(1/g).
.
(b) contains a time-loop. Therefore, it must vanish. Equivalently, we need to define θ(0) = 0
when the θ-function is associated with the retarded or the advanced propagator.
Disregarding δJ term for the moment (since it does not change the power counting), the
first quantum correction to 〈a〉 comes solely from the diagram (a) in Fig. 1
〈aλ(x)〉 = −2ig
∫
d4y GRλν(x|y)〈[aµ(y), [Dµ(y), aν(y)]]〉0
+ ig
∫
d4y GRλν(x|y)〈[aν(y), [Dµ(y), aµ(y)]]〉0
+ ig
∫
d4y GRλν(x|y)〈[aµ(y), [Dν(y), aµ(y)]]〉0 (4.6)
Here 〈aλ(x)ην(y)〉0 = GRλν(x|y) is the retarded propagator of the linear Jacobi field equation4
[Dµ, [Dµ, aν ]]− [Dν , [Dµ, aµ]] + 2ig[Gµν , aµ] = 0 (4.7)
The 1-point function 〈a〉 is naively O(g). However, as we will see shortly in Section VIII,
the regularized tadpole can introduce a large small-x log factor. If this log enhancement is
O(1/g2), then 〈a〉 = O(1/g), making the NLO correction as big as the leading order. In that
case, not only the gηDaa terms in Eq.(4.4) can contribute but so can the g2ηaaa terms. For
instance, the diagram shown in Fig. 2 is also O(1/g) because the explicit factor of g2 at the
quartic vertex is compensated by a large log from the tadpole. In fact, any diagram that is
composed of the combination of the cubic vertex tadpoles and the quartic vertex tadpoles
as shown in Fig.3 can contribute at O(1/g) when the tadpole provides a large log of the size
1/g2.
4 It is unfortunate that the conventional use of the letter a for the fluctuation field clashes with another
conventional use of the letter a for the difference field in the r-a formalism. To avoid confusion, we will
use a solely for the fluctuation r-field (c.f. Eq.(3.2)) from now on, and always use η for the difference field.
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a
FIG. 3. A diagram with multiple tadpoles that can contribute at O(1/g).
.
The power counting analysis for 〈a(x)〉 so far indicates that when there is a logarithmic
enhancement, naive perturbation theory does not work. Insertions of any number of the in-
teraction terms in the Jacobi-field Lagrangian (4.4) can contribute at O(1/g) and hence need
to be resummed. As we have argued, this is equivalent to resummation of the leading logs.
This resummation can be fairly easily accomplished in the current setting: We can simply
start with the full Jacobi-field Lagrangian Lacl in (4.4) and do calculations non-perturbatively.
Ordinarily, such non-perturbative calculations would not be possible. However, it is possible
in this case because Lacl is just another classical Lagrangian. Integrating over ηµ enforces
the full non-linear Jacobi field equation for aµ so that if Aµ is a solution of the classical
field equation with the source term J µ, then so is Aµ = Aµ + aµ with the source term
J + δJ . Quantum effect comes in via the tadpole limy→x〈aµ(x)aν(y)〉. In Section VII as
well as in Appendices A and C, it is shown that the symmetric propagator, equivalently
the 〈aµ(x)aν(y)〉 correlator, is non-zero only if the initial vacuum contains the zero-point
oscillation of the momentum modes as in Eq.(2.16) for the scalar field. In this way, we have
reduced the problem of finding the first order quantum corrections, and also resumming all
possible small-x enhancements, to a completely classical problem where quantum effect only
resides in the fluctuations of initial conditions. Equivalently, in the fact that GS 6= 0.
The 2-point correlation function is given by
〈Aλ(x)Aσ(y)〉 = Aλ(x)Aσ(y) +Aλ(x)〈aσ(y)〉+Aσ(y)〈aλ(x)〉+ 〈aλ(x)aσ(y)〉
+ 〈aλ(x)〉〈aσ(y)〉 (4.8)
Since 〈a〉 = O(1/g) with the log enhancement, one can see that all terms in Eq.(4.8) can
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contribute at O(1/g) except for the symmetric propagator 〈aλ(x)aσ(y)〉. When we work
out the derivation of the JIMWLK equation in later sections (in particular Section VIII A),
we will show that the leading order symmetric propagator is also log-enhanced to become
O(1/g2) when x− = y−. Therefore, the conclusion is the same as the 1-point average
case: Solving classical Yang-Mills equation with quantum initial conditions is enough for
the leading-order plus leading-log calculations. Again, triple η vertices cannot contribute
since they do not result in non-vanishing tadpoles.
This pattern should hold for any n-point function. For instance, consider the 3 point
function 〈AAA〉. The terms AAA, AA〈a〉 and A〈aa〉 are all O(1/g3). The 3-point correlator
〈aaa〉 is O(g). This is because aaa can connect to either gηDaa or gηDηη vertex. The
resulting 〈aa〉 propagators do not become large because they are not evaluated at equal
times. Hence, again all one needs are 〈a(x)〉 and 〈a(x)a(y)〉. The triple η vertices does not
give rise to a leading order quantum correction.
The estimate given above is for the case of a single nucleus where the system is essentially
static. For the system created by two colliding heavy ions, the classical field Aµ evolves in
time towards the formation of QGP. In that case, the symmetric propagator GS(x|y) =
〈a(x)a(y)〉 evaluated at x = y can potentially exhibit parametric resonances. These can
be again resummed by solving the classical Yang-Mills equation [39]. In this paper, we
concentrate on the static single nucleus case and leave the time-evolving background case
for future studies.
In summary, in the presence of a strong source, it is enough to consider just the classical
part of the full Schwinger-Keldysh Lagrangian:
Lcl = ηaν ([Dµ, Gµν ]a − Jνa ) (4.9)
together with initial state vacuum fluctuations for the leading order (LO) and the leading-log
resummation (following Ref.[36] we call this “NLO”). The vacuum average of an operator
O is now
〈O〉LO+NLO =
∫
[dai][dpii]ρv[ai, pii]
∫
DADη exp
(
i
∫
Lcl
)
O[A] (4.10)
where ai and pii are the initial values of A and its momentum and ρv[ai, pii] is the distribution
of ai and pii due to the vacuum fluctuations. Since Lcl is linear in η, this integral can be
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carried out yielding
〈O〉LO+NLO =
∫
[dai][dpii]ρv[ai, pii]O[A] (4.11)
where A is a classical solutions with the initial conditions given by ai and pii. If we separate
out a particular solution Aµ with null initial conditions,
Aµ = Aµ + aµ (4.12)
then the average can be re-expressed as
〈O〉LO+NLO =
∫
[dai][dpii]ρv[ai, pii]O[A+ a] (4.13)
where Aµ depends on J µ via the equation of motion [Dµ,Gµν ] = J ν and the fluctuation
field aµ satisfies the non-linear Jacobi-field equation (restoring δJ)
0 = [Dµ, [Dµ, aν ]]− [Dν , [Dµ, aµ]] + 2ig[Gµν , aµ]
− 2ig[aµ, [Dµ, aν ]] + ig[aν , [Dµ, aµ]]
+ ig[aµ, [Dν , aµ]]− g2[aµ, [aµ, aν ]]
− δJν (4.14)
This is of course, further subject to gauge fixing.
Let’s now consider δJ . We have defined δJ to be the difference between the source terms
that satisfy [Dµ, J
µ] = 0 and [Dµ,J µ] = 0. Explicitly,
0 = [Dµ, J
µ]
= [Dµ − igaµ,J µ + δJµ]
= [Dµ, δJµ]− i[aµ, gJ µ]− ig[aµ, δJµ] (4.15)
To be more concrete, we need to choose the form of Jµ, J µ and also the gauge condition
for Aµ. To anticipate next section’s analysis, we choose the current to be in the light-cone
x+ = (t + z)/
√
2 direction and independent of x+, J µ = δµ+ρ(x−,x⊥), and the light-cone
gauge condition to be A+ = 0. Here x− = (t−z)/√2. As we will see in the next section, this
leads to A± = 0 although a− = a+ 6= 0. Choosing an ansatz where only δJ+ is non-zero, we
get
[∂+ − iga+, ρ+ δJ+] = 0 (4.16)
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which is satisfied by
J+ = ρ+ δJ+ = W (x)ρ(x−,x⊥)W †(x) (4.17)
where
W (x) = Px+ exp
(
ig
∫ x+
−∞
dy+ a+(x
−, y+,x⊥)
)
(4.18)
is a Wilson line in the x+ direction and x− = (t− z)/√2.
It is instructive to compare our final expression for the external source term in the light
cone gauge
SηJ = −
∫
d4x η+(x)W (x)ρ(x
−,x⊥)W †(x)
= −
∫
d4x ηa+(x)W ab(x)ρb(x
−,x⊥) (4.19)
with that used previously in Ref.[30]
SW = −
∫
C
dz+
∫
dx−
∫
d2x⊥aa+(x
−, z+,x⊥)W ab(x
−, z+,x⊥)ρb(x−,x⊥) (4.20)
where C is the Schwinger-Keldysh contour in x+. Here and after, underlines indicate quan-
tities in the color vector space.5 Separating out the contours 1 and 2, this becomes
SW = −
∫ ∞
−∞
dz+
∫
dx−
∫
d2x⊥a−1,a(x
−, z+,x⊥)W ab1 (x
−, z+,x⊥)ρb(x−,x⊥)
+
∫ ∞
−∞
dz+
∫
dx−
∫
d2x⊥a−2,a(x
−, z+,x⊥)W ab2 (x
−, z−,x⊥)ρb(x−,x⊥) (4.21)
where
W 1,2(x) = exp
(
ig
∫ x+
−∞
dy+a−1,2(x
−, y+,x⊥)
)
(4.22)
This is almost, but not quite, the same as Eq.(4.19): The Wilson lines are in terms of a−1,2
instead of a− = (a−1 + a
−
2 )/2. Another difference is that in SW , a
−
1,2 in front of the Wilson
line can be replaced by a derivative in x+ so that upon integration in x+ it can go back to
the TrJ+W form, while SηJ does not permit this.
5 Translations between the Lie-algebra representation and the color vector notation are as follows. Com-
mutator between two Lie-algebra elements become [O, v]a = Oabvb where Obc = Oa(T
a)bc. Here
(T a)bc = −ifabc is the a-th generator in the adjoint representation. In particular, [Dµ, v]a = Dabvb
where Dµ = ∂µ − igAµ. If U = eiθata is a group element, (UvU†)a = Uabvb where U = eiθaT
a
= eiθ.
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In Ref.[36], the authors advocated performing calculations in the axial A− = 0 gauge and
gauge-rotating the results to the light-cone gauge afterwards within the Aµ1,2 formalism (the
authors call them Aµ±) and took the time-evolution parameter to be x
−. In some sense, this
was done to avoid using SW explicitly. Actually, the authors of Ref.[36] does not start their
investigation at the Lagrangian level, but at the classical field equation level. Therefore, in
effect they are essentially using Eq.(4.19) and their aµ± are effectively the common field a
µ.
Now that we have established Eq.(4.13), many further investigations can be performed.
Two main ones that are relevant to the study of heavy ion collisions are: (i) The quantum
evolution of gluon density in the initial state nuclei before the collision and (ii) the temporal
evolution of gluon field after the collision. In the rest of this paper, we will deal with only
the renormalization group evolution of the nuclear gluon density before the collision. The
time evolution of the gluon field after the collision will be discussed elsewhere.
For the study of the initial state of nuclei, the color current J + represents the fast-moving
hard partons while the classical field A represents the abundant soft partons. Due to time
dilation, the dynamics of fast partons making up the color current is very slow and hence
can be regarded as static charge configuration. For each collision, the distribution of the
color charge density will be different. Therefore, the complete event average of an observable
requires averaging over the color charge configurations
〈〈O〉〉LO+NLO =
∫
DρWρ[ρ]
∫
[dai]ρv[ai]O[A+ a] (4.23)
where we switched to a more conventional notation for the color charge density ρ = J +
and Wρ[ρ] is the distribution of the color charges in a nucleus. Here it is understood that A
satisfies the classical Yang-Mills equation with the source ρ(x−,x⊥) for x− > 0, but vanishes
for x− < 0. The fluctuation field a satisfies the Jacobi-field equation in the background of A
for all x−. The combined field A = A+a also satisfies the classical Yang-Mills equation with
the boundary conditions at x− = x−init specified by ai. We do not need the initial condition
for the momentum field in the light-cone coordinate system because ∂2 = 2∂+∂− − ∇2⊥
contains only one x− derivative.
V. CLASSICAL SOLUTION
In the original McLerran Venugopalan (MV) model [1–5], it was argued that classical
Yang-Mills theory can describe the density of small x gluons in a heavy nucleus. This
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was accomplished by considering the valance quarks to be static random color sources that
generate a strong gluonic Weizsacker-Williams field. The formulation of the effective field
theory of soft gluons by McLerran and Venugopalan is one of the major development in
many-body QCD in the recent years. Subsequent developments in the study of the initial
states of the heavy ion collisions, usually dubbed Color Glass Condensate (CGC), owe much
to the original McLerran-Venugopalan (MV) model.
The MV model calculates the gluon parton density in a heavy nucleus in terms of the
classical Yang-Mills field [19, 58, 59]. However, as is well known, quantum fluctuations must
play an important role in the scale dependence of a parton density function via renormal-
ization group equation. The idea behind the JIMWLK equation is that this renormalization
group equation can be realized by studying how the color charge density changes as the
scale changes. To go further, we first need the classical solution. In this section, we repeat
the derivation of the MV solution mainly to fix the notations and sign conventions. Readers
familiar with the MV solution may skip this section.
To find a classical solution, we first need to fix the coordinate system and the gauge. The
light-cone coordinate system
x± = x∓ =
t± z√
2
(5.1)
provides a convenient description in our case because the particles are moving at nearly
the speed of light in ultrarelativistic heavy ion accelerators such as RHIC or the LHC. The
metric for this part is off-diagonal and symmetric, with the non-zero components given by
g±∓ = g±∓ = 1. The transverse part of the metric is diagonal with the non-zero components
given by g11 = g22 = −1. The d’Alembertian is
∂µ∂
µ = 2∂+∂− −∇2⊥ (5.2)
For our analysis, we choose the direction of movement to be in the positive z direction. In
other words, the nucleus occupies the x+ axis.
When a particle is moving in the positive z direction with the speed of light, x+ =
(t+z)/
√
2 plays the role of physical time since this is what determines the location of the
particle at any given moment. In our case, the system is static in the sense that it does
not depend on x+. The evolution we are interested in is therefore not the evolution in time,
but the renormalization group flow. Hence, it makes sense for us to consider x− as the
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“evolution” parameter since it is the conjugate of p+. This also makes a clean separation of
the region behind the nucleus (z < t or x− > 0) which is already influenced by it, and the
region ahead of nucleus (z > t or x− < 0) which is not yet influenced by it. In the rest of
the paper, we will often refer to x− as the “time”.
When the source current6is given by
J µa (x) = δµ+ρa(x) (5.3)
the light-cone gauge, A+ = 0, is the most physical one. However, this is not the most
convenient gauge for explicit calculations since the classical source term necessarily precess
in this gauge. Instead, it is more convenient to use the axial A˜− = 0 gauge since the
covariant conservation law then becomes independent of A˜µ
[D˜µ, J˜ µ] = ∂µJ˜ µ − ig[A˜µ, J˜ µ]
= ∂+ρ˜ = 0 (5.4)
which implies that the source ρ˜ is independent of x+ and does not precess. We can always
gauge-transform back to the light-cone gauge when necessary. From now on, we will denote
quantities in the axial gauge with a tilde as in Eq.(5.4). Quantities in the light-cone gauge
will remain without any adornment.
The issue of whether A˜− = A˜+ = 0 gauge is allowed is a non-trivial one when the fields do
not depend on x+. To remove the A+ component, we need to use the gauge transformation
A˜+ = UA+U †+(i/g)U∂+U †. However, if we want to keep the fields to be independent of x+
even after the gauge transformation, U cannot depend on x+. This implies that we cannot
normally transform from the A+ = 0 gauge to the A˜− = 0 gauge without an explicit x+
dependence. The only way out of this is if in the A+ = 0 gauge, A− = 0 is an allowable
solution of the equations of motion. Then UA+U † + (i/g)U∂+U † = 0. is trivial when U † is
independent of x+. Fortunately, with the current in the x+ direction, this is indeed the case
for us.
The classical Yang-Mills equation in the axial gauge is
[D˜µ, G˜µν ] = (i/g)[D˜µ, [D˜µ, D˜ν ]] = δν+ρ˜(x−,x⊥) (5.5)
6 Both the color charge density and the vacuum density functional are denoted by ρ in this paper. The
distinction should be clear from the context.
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Since ρ˜ is independent of x+, we now look for a classical solution A˜µ(x−,x⊥) which is also
independent of x+. With this ansatz and our gauge choice A˜− = A˜+ = 0, we have G˜+µ = 0.
The equations of motion then simplifies to (with i = 1, 2)
[D˜i, G˜i+] = ρ˜
[D˜i, G˜ij] = 0 (5.6)
The second equation implies that the transverse components of the classical solution is pure
gauge which can be set to zero. The only remaining equation is
[∂i, ∂
iA˜+] = −∇2⊥A˜−(x−,x⊥)
= ρ˜(x−,x⊥) (5.7)
This has a simple solution
A˜+(x−,x⊥) = A˜−(x−,x⊥) =
∫
y⊥
GT (x⊥ − y⊥)ρ˜(x−,y⊥) (5.8)
where the transverse Green function satisfying −∇2⊥GT = δ is given by
GT (x⊥ − y⊥) = − 1
2pi
ln
( |x⊥ − y⊥|
R
)
(5.9)
where R is a constant that sets the boundary condition in the transverse plane. For the
null boundary condition in x−, lim
x−→x−init
A˜+(x−,x⊥) = 0, to be satisfied, it is enough to
require lim
x−→x−init
ρ˜(x−,x⊥) = 0. Here and after, we will often use the following short-hands
for coordinate space integrals∫
y
≡
∫ ∞
x−init
dy−
∫
d2y⊥dy+ and
∫
y
≡
∫
d2y⊥dy+ and
∫
y⊥
≡
∫
d2y⊥ (5.10)
The initial time x−init is to be in the far past. In fact, except when we solve initial value
problems, the limit x−init → −∞ should be understood. When the initial time is expressly
needed, we will indicate it explicitly.
To go back to the light-cone gauge, we need to perform a gauge transformation
Aµ = V A˜µV † + (i/g)V ∂µV † (5.11)
The light-cone gauge condition A+ = 0 is solved by a path-ordered exponential
V †(x−,x⊥) = P exp
(
ig
∫ x−
−∞
dy− A˜−(y−,x⊥)
)
(5.12)
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The A− component also vanishes because A˜− = A˜+ = 0 and V is independent of x+. This
is in accordance with our discussion above that A− = 0 must be an allowed solution of the
equations of motion. The spatial components Ai are the only non-zero components and are
given by
Ai = (i/g)V ∂iV † (5.13)
For the derivation of the JIMWLK renormalization group equation, we further specify
the color density to be confined in a narrow strip between x− = 0 and x− = Y . The Wilson
line is then given by
V †(x−,x⊥) =

1 for x− ≤ 0
P exp
(
ig
∫ x−
0
dz−A˜+(z−,x⊥)
)
for 0 < x− ≤ Y
V †(Y ,x⊥) for x− > Y
(5.14)
We should note that the solution for V †, Eq.(5.12), relies on the behavior of a time-ordered
exponential under a time derivative. Namely,
∂−V †(x−,x⊥) = igA˜+(x−,x⊥)V †(x−,x⊥) (5.15)
If we have a true delta-function in ρ˜ as in the original MV model, V † cannot take the time-
ordered exponential form in Eq.(5.12). This stems from the fact that θ(x−)n = θ(x−). Hence
exp(θ(x−)iα(x⊥)) = θ(x−) exp(iα(x⊥)) + θ(−x−). It is easy to verify that this form does
not satisfy Eq.(5.15). Therefore, ρ˜(x−,x⊥) should always be regarded as having a non-zero
support in x− if we want to go back to the light-cone gauge.
VI. TRANSFORMATION BETWEEN THE LIGHT-CONE GAUGE AND THE
TEMPORAL GAUGE FOR THE FLUCTUATION FIELDS
For the classical solution we have considered in the last section, going from the axial to
light-cone or vice-versa was accomplished by applying gauge transformation with the Wilson
line V †(x−,x⊥). So far, however, we have not fixed any gauge for the fluctuation field a.
The classical Lagrangian
Lcl = ην
(
i/g)[Dµ, [D
µ, Dν ]]− Jν
)
(6.1)
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with Dµ = ∂µ − ig(Aµ + aµ) is invariant under the gauge transformation
A′µ + a′µ = SAµS† + SaµS† + (i/g)S∂µS† (6.2)
and η′µ = SηµS
† where S is an arbitrary gauge group element. How the terms in the right
hand side of Eq.(6.2) is associated with the terms in the left hand side of Eq.(6.2) is actually
quite arbitrary. One possibility is
A′µ = SAµS†
a′µ = SaµS
† + (i/g)S∂µS† (6.3)
Then we may choose a gauge condition for a by choosing a suitable S. However, in doing so,
we ruin the fact that the background field is a solution of the classical equation of motion.
This is undesirable. Another possibility is to set
A′µ = SAµS† + (i/g)S∂µS†
a′µ = SaµS
† (6.4)
In this way, we do maintain the fact that the background field A′µ is the solution of the
gauge-transformed classical equation of motion. But we lose the possibility of eliminating
a component of aµ which is not very convenient. In order not to lose the property that A
is a classical solution and yet fix the gauge for the fluctuation field, we need yet another
grouping [30]
A′µ = Aµ
a′µ = SaµS
† + (i/g)S∂µS† + SAµS† −Aµ (6.5)
Recall that Aµ = O(1/g) and aµ = O(1). Therefore as long as S = 1 +O(g), a′µ remains to
be O(1). This condition is equivalent to the residual gauge fixing condition in Ref. [36].
Transformation from the axial gauge to the light-cone gauge can be now done in two
steps. First, apply Eq.(6.4) to get the classical solution in the light-cone gauge Aµ from the
axial gauge solution A˜µ
Aµ = V A˜µV † + (i/g)V ∂µV † (6.6)
a´µ = V a˜µV
† (6.7)
where a´µ is still in the axial gauge. To eliminate a
+, we then apply Eq.(6.5).
aµ = Sa´µS† + (i/g)S∂µS† + SAµS† −Aµ (6.8)
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The light cone gauge condition a+ = a− = 0 yields
0 = Sa´+S† + (i/g)S∂+S† (6.9)
Since ∂+ = ∂−, the solution is
S†(x) = P exp
(
ig
∫ x−
−∞
dz− a´+(z−,x)
)
(6.10)
where we defined x = (x+,x⊥). Other components are
ai = Sa´iS
† + (i/g)S∂iS† + SAiS† −Ai
a− = (i/g)S∂+S† (6.11)
The last line follows because a´µ is in the axial gauge and the light-cone gauge classical
solution has A− = 0 as well as A+ = 0 as shown in Section V.
We have thus shown that U = SV transforms
U(A˜µ + a˜µ)U † + (i/g)U∂µU † = Aµ + aµ (6.12)
with aµ given by Eq.(6.11).
Using S˜ = V †SV , a proper gauge transformation can be obtained between a light-cone
gauge field a¯µ = V
†aµV and the axial gauge field a˜µ as follows
a¯µ = S˜a˜µS˜
† + (i/g)S˜∂µS˜† (6.13)
where we used the fact that V does not depend on x+. Noting that
V †(x−,x⊥)a´−(z−1 ,x)a´−(z
−
2 ,x) · · · a´−(z−n ,x)V (x−,x⊥)
= V †(x−,x⊥)a´−(z−1 ,x)V (x
−,x⊥) · · ·V †(x−,x⊥)a´−(z−n ,x)V (x−,x⊥) (6.14)
we can re-express S˜† as
S˜† = P exp
(
ig
∫ x−
−∞
dz− V †(x−, z−;x⊥)a˜+(z−,x⊥)V (x−, z−;x⊥)
)
(6.15)
where
V †(x−, z−;x⊥) = V †(x−,x⊥)V (z−,x⊥)
= P exp
(
ig
∫ x−
z−
dz′− A˜−(z′−,x⊥)
)
(6.16)
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is the incomplete Wilson line defined for x− > z−.
For our derivations in the later sections, the leading order expression for S˜† is sufficient
S˜† ≈ 1 + igω˜(x) (6.17)
where
ω˜(x) = V †(x)ω(x)V (x) =
∫ x−
−∞
dz− V †(x−, z−;x⊥)a˜+(z−,x)V (x−, z−;x⊥) (6.18)
with
ω(x) =
∫ x−
−∞
dz− a´+(z−,x) (6.19)
To this order, the light-cone fields are
ai = V a¯iV
† = V (a˜i − ∂iω˜)V † +O(a˜2) (6.20)
a+ = V a¯+V
† = −V (∂+ω˜)V † +O(a˜2) (6.21)
Or collectively,
aµ = V a˜µV
† − [Dµ, ω] +O(a˜2) (6.22)
Ref.[30] has equivalent transformation rules for classical fields where ω(x) = − ∫ x+−∞ dz+ a−(x−, z+,x⊥)
is used instead of Eq.(6.19). This alternative solution for S comes from solving Eq.(6.11)
instead of Eq.(6.9). Transformation rules using Eq.(6.19) was also identified in Ref.[36]
although both aµ1 and a
µ
2 , that is both a
µ and ηµ, were transformed in Ref.[36]. We have
shown here that only the common field aµ transforms this way. The difference field just gets
rotated.
For later convenience, we list here two mixed representation fields. The following is the
light-cone gauge field in the axial-gauge background field
a¯µ = V
†aµV ≈ a˜µ − [D˜µ, ω˜] (6.23)
and the axial gauge field in the light-cone gauge background field is
a´µ = V a˜µV
† ≈ aµ + [Dµ, ω] (6.24)
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VII. PROPAGATORS IN THE LIGHT-CONE COORDINATES
Derivation of the JIMWLK equation requires 2-point correlation functions of aµ, or the
propagators, in the background of Aµ. Since the object to calculate is the gluon density,
we only need the auto-correlator, or equivalently the symmetric propagator 〈aµ(x)aν(y)〉.
The symmetric propagators are in turn expressed in terms of the retarded propagator. In
this section, we explicitly calculate the QCD propagators in the axial gauge. Propagators
in the light-cone gauge can be obtained by gauge transforms. In Section VII A, we derive
equations to solve and develop formal relationships between propagators. In Section VII B,
an explicit derivation of the propagators is given.
A. Propagators in the axial gauge
We start with the bi-linear Lagrangian in the axial gauge with appropriate source terms
for the generating functional
LJ = η˜+[D˜µ, [D˜µ, a˜+]]− η˜+[D˜+, [D˜µ, a˜µ]]− 2igη˜+[G˜+i, a˜i]
+ η˜i[D˜µ, [D˜µ, a˜i]]− η˜i[D˜i, [D˜µ, a˜µ]]
− η˜−[D˜−, [D˜µ, a˜µ]]
− J˜ia˜i − J˜+a˜+ − J˜ iηη˜i − J˜+η η˜+ (7.1)
Recall that our analysis is in the context of a path integral. Therefore, integrating out ηµ
gives a δ-functional that enforces the µ component of the equations of motion. The resulting
linear Jacobi-field equations are
J˜+η = [D˜µ, [D˜µ, a˜+]]− [D˜+, [D˜µ, a˜µ]]− 2ig[G˜+i, a˜i] (7.2)
J˜ iη = [D˜µ, [D˜µ, a˜i]]− [D˜i, [D˜µ, a˜µ]] (7.3)
0 = −∂+[D˜µ, a˜µ] (7.4)
Applying ∂+ to Eq.(7.2) and ∂i to Eq.(7.3) and summing the results, we get
∂+J˜
+
η + ∂iJ˜
i
η = [D˜−, ∂+[D˜µ, a˜µ]] = 0 (7.5)
which is consistent with the covariant conservation law [D˜µ, J˜µ] = 0. The solution of Eq.(7.4)
is
[D˜µ, a˜µ] = ∂+a˜+ + ∂ia˜i = h˜(x−,x⊥) (7.6)
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where h˜ is independent of x+. Since the region x− < 0 is vacuum, it is consistent to set
h˜ = 0.
With the above constraint, the transverse component of the equation of motion is simply
two independent scalar equations
[D˜µ, [D˜µ, a˜i]] = J˜ iη (7.7)
Applying
∫∞
x−init
dy−
∫
y
G˜R(x|y) to Eq.(7.7) from left and performing integrations by parts, we
obtain the formal solution
a˜ia(x) = α˜
i
a(x)−
∫ ∞
x−init
dy−
∫
y
G˜abR (x|y)J˜ iη,b(y) (7.8)
where
α˜ia(x) = 2
∫
y
(∂y+G˜
ab
R (x|x−init,y))a˜ib(x−init,y) (7.9)
is the homogeneous solution coming from the surface term in carrying out the integration
by parts. Here a and b are color indices and G˜R(x|y) is the retarded Green function in the
color vector space satisfying
(D˜µD˜
µ
)xG˜R(x|y) = −δ(x− y)1adj. (7.10)
and
G˜R(x|y)(D˜µD˜
µ
)†y = −δ(x− y)1adj. (7.11)
where the underline in D˜µ indicates that the covariant derivative is in the color vector
notation, and the derivatives on the right should be interpreted in the sense of integration
by parts. The identity matrix 1adj. in the color space has the dimension (N
2−1)× (N2−1).
Since G˜R(x|y) is the retarded propagator, we can set G˜R(x|y) = θ(x−−y−)g˜R(x|y). Then
g˜R(x|y) is required to satisfy (omitting 1adj. from now on)
∂y+ g˜R(x
−,x|x−,y) = 1
2
δ(x− y) (7.12)
∂x+ g˜R(x
−,x|x−,y) = −1
2
δ(x− y) (7.13)
The + component of the equation of motion is
[D˜µ, [D˜µ, a˜+]]− 2ig[G˜+i, a˜i] = J˜+η (7.14)
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Again by applying
∫∞
x−init
dy−
∫
y
G˜R(x|y) from the left on Eq.(7.14) and performing integration
by parts, we obtain the solution for a˜+ in the color vector space as
a˜+(x) = α˜+(x)−
∫ ∞
x−init
dy−
∫
y
G˜R(x|y)J˜+η (y)
+ 2ig
∫ ∞
x−init
dy−
∫ ∞
x−init
dz−
∫
y,z
G˜R(x|y)G˜+i(y)G˜R(y|z)J˜ηi (z)
(7.15)
where
α˜+(x) = 2
∫
y
(∂y+G˜R(x|x−init,y)a˜+(x−init,y)− 2ig
∫ ∞
x−init
dy−G˜R(x|y)G˜+i(y)α˜i(y) (7.16)
is the homogeneous solution. From Eq.(7.8) and Eq.(7.15), the following retarded Green
functions can be easily obtained
G˜R
ij
ab(x|y) =
δa˜ia(x)
δJ˜ηbj(y)
= 〈a˜ia(x)η˜jb(y)〉 = gijG˜abR (x|y) (7.17)
and
G˜R
+i
ab (x|y) =
δa˜+a (x)
δJ˜ηbi(y)
= 〈a˜+a (x)η˜ib(y)〉
= −
∫ x+
−∞
dz+∂iyG˜R(x
−, z+,x⊥|y) + 2ig
∫
z
G˜R(x|z)G˜+i(z)G˜R(z|y) (7.18)
where we used ∂+J˜
+
η = −∂iJ˜ iη. This can be also obtained using
a˜+(x) = −
∫ x+
−∞
dz+∂ia˜
i(x−, z+,x⊥) (7.19)
and the following identity
∂xi G˜R(x|y) + ∂yi G˜R(x|y) = −2ig
∫
z
G˜R(x|z)G˜+i(z)∂z+G˜R(z|y) (7.20)
The homogeneous parts of the two equations also satisfy
∂+α˜
+ + ∂iα˜
i = 0 (7.21)
due to the same identity. Other combination of indices for the retarded Green function
are a bit more complicated. Fortunately, we won’t need them. The symmetric propagators
〈a˜i(x)a˜j(y)〉, 〈a˜i(x)a˜+(y)〉 and 〈a˜+(x)a˜+(y)〉 are also all available through the relationship
Eq.(7.21) once 〈a˜i(x)a˜j(y)〉 is known.
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B. Explicit Calculation of Propagators
To find the explicit solutions for G˜R and G˜S, we start with the following defining equations
for the Lorentz-scalar retarded Green function G˜R in the color vector space
δ(x− y) = −∂2xG˜R(x|y) + 2igA˜−(x−,x⊥)(∂x+G˜R(x|y)) (7.22)
and
δ(x− y) = −∂2yG˜R(x|y)− 2ig(∂y+G˜R(x|y))A˜−(y−,y⊥) (7.23)
In our study of color field generated by a nucleus, the classical field A˜a− satisfies A˜a−(x−,x⊥) =∫
y⊥
GT (x⊥−y⊥)ρ˜a(x−,y⊥). Since the nucleus is moving along the x+ axis, ρ˜(x−,y⊥) exists
only within a thin strip 0 < x− < Y , and so is A˜−(x−,x⊥). When both x− and y− are
outside this strip, there is no background field between the two times. Hence, we have, for
0 > x− > y− and x− > y− > Y ,
G˜R(x|y) = G0R(x|y) (7.24)
In general,
G˜R(x|y) = G0R(x|y)− 2ig
∫
u
G0R(x|u)A˜−(u−,u⊥)(∂u+G˜R(u|y))
= G0R(x|y) + 2ig
∫
u
(∂u+G˜R(x|u))A˜−(u−,u⊥)G0R(u|y) (7.25)
The first line is for Eq.(7.22) where D˜2x is applied to G˜R(x|y) from the left and the second
line is for Eq.(7.23) where (D˜2y)† is applied to G˜R(x|y) from the right. The fact that these
two expressions are equivalent can be shown by applying ∂2x to the second line (which is for
Eq.(7.23)) and showing that it also satisfies Eq.(7.22).
The free-field propagator G0R(x|y) is given by
G0R(x|y) = θ(x− − y−)g0R(x|y)
= θ(x− − y−)
∫
k
1
2ik−
e−i
k2⊥
2k− (x
−−y−)−ik−(x+−y+)+ik⊥(x⊥−y⊥) (7.26)
one can easily check that the conditions in (7.12) and (7.13) are satisfied by g0R(x|y) by
taking the derivatives and taking the limits. From now on, we will frequently make use of
the following short-hands for momentum space integrals∫
k
≡
∫
d4k
(2pi)4
and
∫
k
≡
∫
d2k⊥dk−
(2pi)3
also
∫
k⊥
≡
∫
d2k⊥
(2pi)2
(7.27)
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The momentum space representation of the free-field propagator is
G0R(k) =
1
2k+k− − k2⊥ + ik−
(7.28)
The advanced Green function is given by
G0A(x|y) = G0R(y|x) (7.29)
The following composition rule is often useful
G0R(x|y) = 2
∫
z
(∂z+G
0
R(x|z−, z))G0R(z−, z|y) (7.30)
where z− can be any point within the interval x− > z− > y−. However, this relationship
needs to be used with a caution. Since θ(x− − y−) does not behave the same way as
θ(x− − z−)θ(z− − y−) under ∂/∂x−, the relationship Eq.(7.30) should be really interpreted
as the relationship between g0R(x|y)’s. Hence, this relationship should be used only when
there is a definite ordering of times.
Writing the second line of Eq.(7.25) as
G˜R(x|y) = G0R(x|y) +
∫
u
G˜R(x|u)M(u)G0R(u|y) (7.31)
where
M(u) = −2ig←−∂ u+A˜−(u−,u⊥) (7.32)
is a matrix-valued operator with the right derivative
←−
∂ defined as
f(x|y)←−∂y = −∂yf(x|y) (7.33)
the series solution of the second line in Eq.(7.25) can be obtained as follows
G˜R(x|y) = G0R(x|y) +
∫
u1
G0R(x|u1)M(u1)G0R(u1|y)
+
∫
u1,u2
G0R(x|u1)M(u1)G0R(u1|u2)M(u2)G0R(u2|y)
+
∫
u1,u2,u3
G0R(x|u1)M(u1)G0R(u1|u2)M(u2)G0R(u2|u3)M(u3)G0R(u3|y)
+ · · · (7.34)
To find an approximation solution, notice that u−i are all confined between 0 and Y because
of A˜−(u−i ,u⊥ i). We know that
lim
u−→0+
2∂v+G
0
R(u
−,u|0,v) = δ(u− v) (7.35)
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where u− → 0+ means that the limit should be approached from above. Hence, for small
u− and v−, we may approximate
2∂v+G
0
R(u
−,u|v−,v) ≈ θ(u− − v−)δ(u− v) (7.36)
This has the effect of replacing∫
ui+1
G0R(ui|ui+1)M(ui+1)→ igθ(u−i − u−i+1)A˜−(u−i+1,u⊥1) (7.37)
so that
G˜R(x|y) ≈ G0R(x|y) + 2ig
∫
u1
(∂u+1 G
0
R(x|u1))A˜−(u−1 ,u⊥1)G0R(u1|y)
+ 2(ig)2
∫
u1
∫
du−2 (∂u+1 G
0
R(x|u1))A˜−(u−1 ,u⊥1)V †(u−1 , u−2 ;u⊥1)
× θ(u−1 − u−2 )A˜−(u−2 ,u⊥1)G0R(u−2 ,u1|y)
(7.38)
where we resummed time-ordered integrals to
V †(u−1 , u
−
2 ;u⊥1) = P exp
(
ig
∫ u−1
u−2
dz− A˜−(z−,u⊥1)
)
(7.39)
Using ∂u−θ(u
− − v−) = δ(u− − v−) and
∂u−V
†(u−, v−;u) = igA˜−(u−,u)V †(u−, v−;u) (7.40)
∂v−V
†(u−, v−;u) = −igV †(u−, v−;u)A˜−(v−,u) (7.41)
this becomes
G˜R(x|y) ≈ G0R(x|y)
− 2
∫
u1
∫ Y
0
du−1 (∂u+1 G
0
R(x|u1))
× ∂u−1
∫ Y
0
du−2 θ(u
−
1 − u−2 )
(
∂u−2 V
†(u−1 , u
−
2 ;u⊥1)
)
G0R(u
−
2 ,u1|y) (7.42)
What we are mainly interested in is the case when none of x− or y− are in the (0, Y ) interval.
In that case, integrating by parts yields
G˜R(x|y) ≈ G0R(x|y)
+ 2
∫
u1
(
∂u+1 G
0
R(x|Y ,u1)
)(
V †(Y , 0;u⊥1)G0R(0,u1|y)−G0R(Y ,u1|y)
)
(7.43)
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where we ignored O(Y ) terms. For details, see Appendix C. When x
− > y− > Y , or
y− < x− < 0, Eq.(7.43) gives
G˜R(x|y) = G˜0R(x|y) (7.44)
as it should. When x− > Y and y− < 0, we have
G˜R(x|y) ≈ 2
∫
u
(∂u+G
0
R(x|Y ,u))V †(Y , 0;u⊥)G0R(0,u|y) (7.45)
upon using the composition rule Eq.(7.30). We will frequently need
lim
x−→Y +0+
G˜R(x|y) ≈ V †(Y , 0;x⊥)G0R(0,u1|y) (7.46)
which comes from Eq.(7.45) and Eq.(7.13). Expressions for G˜R(x|y) when either one or both
x− and y− are in (0, Y ) can be found in Appendix C.
For the light-cone gauge, the retarded propagator is obtained as
GR(x|y) = V (x)G˜R(x|y)V †(y) (7.47)
which comes from the following relationship
− δ(x− y) = V (x)D˜µD˜µG˜R(x|y)V †(y)
= DµDµGR(x|y) (7.48)
Using Eq.(7.8), the symmetric propagator is given by
〈a˜ia(x)a˜jb(y)〉 = 〈α˜ia(x)α˜jb(y)〉 (7.49)
with 〈α˜ia(x)〉 = 0. Using Eq.(7.9),
〈a˜ia(x)a˜jb(y)〉 = 4
∫
u,v
(∂u+G˜
ac
R (x|x−init,u))〈a˜ic(x−init,u)a˜id(x−init,v)〉(∂v+G˜dbA (x−init,v|y))(7.50)
If we have the perturbative vacuum at x−init, then 〈a˜ic(x−init,u)a˜id(x−init,v)〉 is the free-field
propagator at equal times,
〈a˜ia(x−init,x)a˜jb(x−init,y)〉 = δabδijG0S(0,x− y)
= −δabgijG0S(0,x− y) (7.51)
The free field propagator in the momentum space is just the on-shell δ-function:
G0S(x) =
∫
k
e−ik
+x−−ik−x++ik⊥·x⊥ piδ(2k+k− − k2⊥)
=
∫
k
1
4|k−|e
−i(k2⊥/2k−)x−−ik−x++ik⊥·x⊥ (7.52)
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Hence, and for x−, y− > x−init
〈a˜ia(x)a˜jb(y)〉 = 〈α˜ia(x)α˜jb(y)〉 = −gijG˜abS (x|y) (7.53)
where
G˜abS (x|y) = 4
∫
u,v
[
∂u+G˜R(x|x−init,u)
]
ac
G0S(0,u− v)
[
∂v+G˜A(x
−
init,v|y)
]
cb
(7.54)
with the understanding that x−init is in the far-past. All other symmetric propagators can be
derived from this by using
a˜+(x) = −
∫ x+
−∞
dx′+ ∂ia˜i(x−, x′+,x⊥) (7.55)
In the next sections, we will need G˜S(x|y) for 5 different cases:
1. x− < 0, y− < 0
In this case G˜R = G
0
R and G˜A = G
0
A in Eq.(7.54). Then using the relationship
Eq.(7.54) for the free-field,
G˜abS (x|y) = δabG0S(x|y) (7.56)
2. x− = Y , y− = Y
Using Eq.(7.46), and the fact that (c.f. Eq.(B17))
G0S(0,x⊥ − y⊥) = B(x+ − y+)δ(x⊥ − y⊥) (7.57)
we get
G˜abS (Y ,x|Y ,y) = δabB(x+ − y+)δ(x⊥ − y⊥) (7.58)
where we defined a distribution
B(x+) =
∫
dk−
8pi|k−|e
−ik−x+ (7.59)
3. x− = Y , y− < 0
Using Eq.(7.46) and the relationship Eq.(7.54) for the free-field, we get
G˜abS (Y ,x|y) = V †ab(Y ,x⊥)G0S(0,x|y) (7.60)
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4. x− < 0, y− = Y
This is just the Hermitian conjugate of the previous case,
G˜abS (x|Y ,y) = G0S(x|0,y)V ab(Y ,y⊥) (7.61)
5. x− > Y , y− > Y
This is also just the free-field propagator
G˜abS (x|y) = δabG0S(x|y) (7.62)
Details are in Appendix C.
VIII. DERIVING THE JIMWLK EQUATION
The original derivation of the JIMWLK equation was carried out in Refs.[5, 19–22] using
the single-path formulation. An alternate derivation of the JIMWLK equation using the
Schwinger-Keldysh formalism with the 1-2 representation was carried out in Refs. [30, 36].
In this section, we use the r-a formalism developed so far to derive the JIMWLK equation.
The JIMWLK equation is a renormalization group equation for the color density distri-
bution Wρ[ρ] (c.f. Eq.(4.23)) but including the vacuum fluctuations of a. The idea is as
follows. Quantum fluctuations with high p+ components have correspondingly large Lorentz
γ factors. Therefore, their interaction time scale is correspondingly longer than that of soft
fluctuations with low p+ components. The hard modes then play the role of the “static”
color source for the soft components. This additional source (call it δρ) can be added to ρ
which was originally composed of only valence quarks. The soft field can be added to the
classical field to form a new classical field sourced by both the original source ρ and the
additional source δρ. As we move the cut-off scale (call it Λ) between the hard and the soft
modes, the modified color-density distribution WΛ[ρ] is found to satisfy a renormalization
group equation. This is the JIMWLK equation.
To derive JIMWLK equation, we first need to choose a coordinate system that is conve-
nient for high energy collisions. The light-cone coordinate system x± = x∓ = (x0 ± x3)/
√
2
provides a convenient description. For our analysis, we choose the direction of the movement
to be in the positive z direction as before. Equivalently, the source location in the space-
time is in a small neighborhood of x− = 0. As explained earlier, we cannot use our analysis
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so far for a source that is strictly confined at x− = 0. We need to consider the source to
be spread out in a thin strip between x− = 0 and x− = Y . For the classical solution in
Eq.(4.13), the problem then becomes solving the source-less classical Yang-Mills equation in
the region x− > Y with the boundary condition given at x− = Y . Correlation functions in
the region x− > Y are then functionals of the field values Aµ(Y ,x⊥), 〈aµ(Y ,x)〉 and the
equal time correlators 〈aµ(Y ,x)aν(Y ,y)〉. These quantities are exactly the ingredients of
the JIMWLK equation.
In the presence of a strong source, an observable up to NLO is given by (c.f. Eq.(4.23))
〈〈O〉〉LO+NLO =
∫
DρWρ[ρ]
∫
[dai]ρv[ai]O[A[ρ, ai]] (8.1)
where A[ρ, ai] is the classical solution with the strong color source ρ and the initial con-
dition ai. Again, only the initial field value in the initial condition needed because the
d’Alembertian is only linear in ∂−. The main idea behind JIMWLK equation is to replace
the initial field value fluctuations with equivalent source fluctuations. Namely, we would like
to identify Eq.(8.1) with
〈O〉Y,LO+NLO =
∫
DρWρ[ρ]
∫
DλY [λ; ρ]O[A[ρ+ λ]] (8.2)
where Y [λ; ρ] is the distribution of the additional source λ in the background of ρ. The
requirement is then that the two expressions Eq.(8.1) and Eq.(8.2) match in the x− > Y
region. Since there is no source in this region, it is enough to match the initial values of
〈aµ(x)〉 and 〈aµ(x)aν(y)〉 at x−, y− = Y for the NLO calculations.
A. 2-point correlator
In the physical light-cone gauge, the linear Jacobi-field equations in the region where
x− > Y are given by
[Dµ, [Dµ, a−]] = ∂+[Dµ, aµ] (8.3)
[Dµ, [Dµ, ai]] = [Di, [Dµ, aµ]] (8.4)
0 = ∂−[Dµ, aµ] (8.5)
Eq.(8.5) implies that the covariant divergence σ1(x) ≡ [Dµ, aµ] is independent of x−. Its
values are fixed at x− = Y . Then the right hand sides of Eqs.(8.3) and (8.4) can be regarded
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as static sources whose behaviors are fully determined by σ1(x) at x
− = Y . It is then natural
to expect σ1(x) to play the role of the additional source λ as we will see below.
For x−, y− > Y , the 2-point function matching requirement between Eq.(8.1) and
Eq.(8.2) is∫
[dai]ρv[ai] a
µ
a [ρ˜, ai](x)a
ν
b [ρ˜, ai](y)
=
∫
Dλ˜ Y [λ˜; ρ˜]
×
(∫ ∞
Y
dz−
∫
z
λ˜e(z)
(
δAµa [J
+](x)
δJ˜+e (z)
)∫ ∞
Y
dz′−
∫
z′
λ˜f (z
′)
(
δAνb [J
+](y)
δJ˜+f (z
′)
)
+O(λ˜3)
)
A→A
J˜+→ρ˜
(8.6)
where we have indicated that even though the gauge fields are in the light-cone gauge,
we would like the sources to be in the axial gauge because it is simpler to use them as
the functional integration variable as they do not precess. It should be understood that
the matching here is between two connected correlation functions. The purpose of this
matching condition is to fix the noise correlation function 〈λ˜(x)λ˜(y)〉 in terms of the quantum
correlation function 〈aµ(x)aν(y)〉.
Due to causality, the classical solution Aµ(x) cannot depend on the behavior of the source
J˜+(z) in the future. Therefore, we naturally expect(
δAµa [J
+](x)
δJ˜+e (z)
)
∝ θ(x− − z−) (8.7)
The z− integral is then restricted to be in Y ≤ z− < x−. This presents a problem. In the
limit x− → Y from above, the left hand side of Eq.(8.6) does exist while the right hand side
vanishes unless we set
λ˜(z) = δ(z− − +Y )ζ˜(z) (8.8)
where we have defined +Y to be a value infinitesimally above Y so that
∫∞
Y
dz−δ(z−−+Y ) = 1.
To calculate
δAµa(x)
δJ˜+e (z)
=
∫
u
δJ+b (u)
δJ˜+e (z)
δAµa(x)
δJ+b (u)
(8.9)
we need a general classical solution Aµ, not just Aµ. The limit Aµ → Aµ should be taken
only at the end. The relationship between the axial gauge source J˜+ and the light cone
gauge source J+ is
J+ = UJ˜+U † (8.10)
38
In the color vector notation, this is
J+a = UabJ˜
+
b (8.11)
As long as we assume that the x+ dependence of J+ is adiabatically slow, the gauge group
element is still given by the Wilson line
U †(x) = P exp
(
ig
∫ x−
−∞
dy− A˜
+
a (y
−,x)T a
)
(8.12)
where T a is the SU(3) generator in the adjoint representation and A˜+ satisfies
A˜+a (x
−,x) =
∫
y⊥
GT (x⊥ − y⊥)J˜+a (x−, x+,y⊥) (8.13)
Using Eq.(8.11), we get
δAµa(x)
δJ˜+e (z)
=
∫
u
δJ+b (u)
δJ˜+e (z)
δAµa(x)
δJ+b (u)
=
∫
u
δU bc(u)
δJ˜+e (z)
J˜+c (u)
δAµa(x)
δJ+b (u)
+ U be(z)
δAµa(x)
δJ+b (z)
(8.14)
where again we let the functions vary in x+ adiabatically slowly. In the first term of Eq.(8.14),
the factor δU bc(u)/δJ˜
+
e (z) is non-vanishing only when u
− is larger than z− since U is path-
ordered. On the other hand the factor J˜+c (u) is non-zero only when u
− is smaller than Y
in the limit J˜+ → ρ˜. Hence in the limit z− → +Y , these two conditions cannot be fulfilled
simultaneously. Consequently,
lim
z−→+
Y
J˜+→ρ˜
δAµa(x)
δJ˜+e (z)
= V be(z
−, z⊥)Kµa,b(x|z) (8.15)
with V †(z−, z⊥) defined in Eq.(5.12). The response function Kµa,b(x|z) is defined by
Kµa,b(x|z) = lim
z−→+
Y
J˜+→ρ˜
δAµa(x)
δJ+b (z)
(8.16)
To find the the equation satisfied by the response functions, we start from the full equation
of motion:
(i/g)[Dµ, [D
µ, Dν ]] = δν+J+ (8.17)
Taking the derivative with respect to J+e and letting Aµ → Ai, we get
− δ(z − x)δeg = ∂−Dgbµ Kµb,e(x|z) + 2igG+iga(x)Ka,ei (x|z) (8.18)
Dgaµ DµabKib,e(x|z) = DigaDabµ Kµb,e(x|z) + 2igGi+ga(x)K−a,e(x|z) (8.19)
Dgaµ DµabK−b,e(x|z) = ∂+Dgbµ Kµb,e(x|z) (8.20)
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Integrating over x−, Eq.(8.18) becomes
Dgbµ Kµb,e(x|z) = −θ(x− − z−)δ(x− z)δge − 2ig
∫ x−
−∞
dx′− G+i
ga
(x′−,x⊥)Ka,ei (x′−,x|z)(8.21)
Due to the causality, it is clear that
Kia,e(x|z) =
(
δAia(x)
δJ+e (z)
)
A,ρ
∝ θ(x− − z−) (8.22)
In the limit z− → +Y , the second term in the right hand side of Eq.(8.21) vanishes because
G+i(x′−,x⊥) is non-zero only for 0 < x′− < Y while Kei (x′−,x|Y , z) is non-zero only when
x′− > Y . Hence, the the second term in Eq.(8.21) does not contribute.
Since Eq.(8.21) is simple, it suggests that instead of using 〈aµ(x)aν(y)〉 for matching, we
should use 〈[Dµ, aµ(x)]a[Dν , aν(y)]b〉 = 〈σa1(x)σb1(y)〉. Using Eq.(8.21 then yields a simpler
matching condition
〈σa1(x)σb1(y)〉v =
∫
z,z′
V ce(z)Dadµ Kµd,c(x|z)V dh(z′)Dbgν Kνg,d(y|z′)〈λ˜e(z)λ˜h(z′)〉Y
= V ac(Y ,x⊥)V bd(Y ,y)〈ζ˜c(x)ζ˜d(y)〉Y (8.23)
where we used the fact that σ1 does not depend on x
− when x− > Y . The subscripts v
and Y indicates that the average is with respect to the vacuum density matrix ρv[aµ] for
σ1 and with respect to Y [λ˜, ρ˜] for ζ˜. From now on, these subscripts will be omitted unless
possible confusion can arise. Note that all reference to the time variables disappeared as
they should. Defining σ˜a1 ≡ V †abσb1, we finally get
〈σ˜a1(x) σ˜b1(y)〉 = 〈ζ˜a(x)ζ˜b(y)〉 (8.24)
Using the relationship between aµ and a˜µ and ω˜, we have
σ˜a1 ≈ −[D˜µ, [D˜µ, ω˜]]a = ∂i
(
2a˜ia − ∂iω˜a
)
(8.25)
Evaluating the quantum correlation function
χ¯ab(x|y) = 〈σ˜a1(x)σ˜b1(y)〉 (8.26)
then requires evaluating the correlation functions of a˜j(Y ,x) and ω˜(Y ,x). Since χ¯ is fully
determined at x− = Y , we must set x− = y− = Y in the following calculations. In the
color vector space, we have
ω˜a(Y ,x) = −V †ab(Y ,x⊥)
∫ Y
−∞
dz−
∫ x+
−∞
dz+ V bc(z
−,x⊥)∂ia˜ic(z
−, z+,x⊥)
= −V †ab(Y ,x⊥)
∫ 0
−∞
dz−
∫ x+
−∞
dz+ ∂ia˜
i
b(z
−, z+,x⊥) +O(Y ) (8.27)
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where in the second line we used the fact that the contribution from the strip 0 < z− < Y
is O(Y ) since the integrand is regular. Hence all needed combinations of a˜
j and ω˜ can
be calculated from 〈a˜j(x)a˜k(y)〉 with both x−, y− not in the interval (0, Y ). The relevant
symmetric propagators were given in Eqs.(7.56 – 7.62). From Eq.(7.58), we get the transverse
correlation function as
〈a˜ja(Y ,x)a˜kb (Y ,y)〉 ≈ gjkV †ac(Y ,x⊥)G0S(0,x|0,y)V cb(Y ,y⊥)
= −gjkδabδ(x⊥ − y⊥)B(x+ − y+) (8.28)
where
B(x+) =
∫
dk−
8pi|k−|e
−ik−x+ (8.29)
is a divergent integral which becomes a large small-x logarithm when regularized.
Using Eq.(8.27) and Eq.(7.61), we next get
〈ω˜a(Y ,x)a˜jb(Y ,y)〉 = −V †ac(Y ,x⊥)
∫ 0
−∞
dz−
∫ x+
−∞
dz+ 〈∂ia˜ic(z−, z+,x⊥)a˜jb(Y ,y)〉
= −2B(x+ − y+)V †ac(Y ,x⊥)V cb(Y ,y⊥)∂jxGT (x⊥ − y⊥) (8.30)
where GT (x⊥) is the Green function of the 2-D Laplacian. This comes from∫ 0
−∞
dx−
∫ x+
−∞
dx′+G0S(x
−, x′+,x⊥) = −2B(x+)GT (x⊥) (8.31)
where
GT (x⊥) =
∫
d2k⊥
(2pi)2
eik⊥·x⊥
k2⊥
(8.32)
satisfies −∇2⊥GT (x⊥) = δ(x⊥). Similarly,
〈a˜ia(Y ,x)ω˜b(Y ,y)〉 = −V †bc(Y ,y⊥)
∫ 0
−∞
dz−
∫ y+
−∞
dz+ 〈a˜ia(Y ,x)∂j a˜jc(z−, z+,y⊥)〉
= −2B(x+ − y+)V †bc(Y ,y⊥)V †ac(Y ,x⊥)∂iyGT (x⊥ − y⊥) (8.33)
For 〈ω˜ω˜〉, we get
〈ω˜a(Y ,x)ω˜b(Y ,y)〉 ≈ V †ac(Y ,x⊥)V †bd(Y ,y⊥)∫ 0
−∞
dz−
∫ x+
−∞
dz+
∫ 0
−∞
dz′−
∫ y+
−∞
dz′+ 〈∂ia˜ic(z−, z+,x⊥)∂j a˜jd(z′−, z′+,y⊥)〉
= B(x+ − y+)V †ac(Y ,x⊥)V †bc(Y ,y⊥)GT (x⊥ − y⊥) (8.34)
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using Eq.(7.56).
The correlator we want is
χ¯ab(x|y) = 〈σ˜a1(x)σ˜b1(y)〉 = 〈ζ˜a(x)ζ˜b(y)〉
= ∂xi ∂
y
jχ
ij
ab(Y ,x|Y ,y) (8.35)
where
χij(x|y) = (4〈a˜ia(x)a˜jb(y)〉 − 2〈a˜ia(x)∂jω˜b(y)〉 − 2〈∂iω˜a(x)a˜jb(y)〉+ 〈∂iω˜a(x)∂jω˜b(y)〉)
(8.36)
Anticipating what enters the JIMWLK equation, we may define
η(x⊥|y⊥) = 1
4B(x+ − y+)
∫
u⊥,v⊥
GT (x⊥ − u⊥) χ¯(Y , x+,u⊥|Y , y+,v⊥)GT (v⊥ − y⊥)(8.37)
Few integrations by parts give
η(x⊥|y⊥)
= −
∫
d2u⊥
(
1− V †(Y ,u⊥)V (Y ,y⊥)− V †(Y ,x⊥)V (Y ,u⊥) + V †(Y ,x⊥)V (Y ,y⊥)
)
∂ixGT (x⊥ − u⊥)∂yiGT (u⊥ − y⊥) (8.38)
which is the standard result [60]. Some details of the 2-point function calculation can be
found in Appendix D.
B. 1-point average
Applying the same logic as in the last section, the 1-point average matching requirement
is
〈σa1(x)〉
= Dabµ
∫
Dλ˜ Y [λ˜; ρ˜]
(∫
z
λ˜e(z)
(
δAµb (x)
δJ˜+e (z)
)
+
1
2
∫
z,z′
λ˜e(z)λ˜r(z
′)
(
δ2Aµ(x)
δJ˜+e (z)δJ˜
+
r (z
′)
))
A→A,J˜+→ρ
z−,z′−→+
Y
+O(λ3) (8.39)
For the 2-point function case, σ1 was expanded up to the linear order σ1 = −[Dµ, [Dµ, ω]] +
O(a2). This was adequate because what we needed was the correlator. For the 1-point
average, this is no longer the case. Since the tadpole-like contributions are going to be
42
the dominant contribution to the 1-point average, it is necessary to expand σ1 up to the
quadratic order in a˜µ. The purpose of this matching condition is to fix 〈λ˜〉 in terms of the
quantum average 〈σ1(x)〉 and the quantum correlator 〈σ1(x)σ1(y)〉, or equivalently the noise
correlator 〈λ˜(x)λ˜(y)〉.
By differentiating Eq.(8.14) once more and disregarding terms that vanish in the limits
z−, z′− → +Y and J˜+ → ρ˜, we get
δ2Aµa(x)
δJ˜+e (z)δJ˜
+
r (z
′)
=
δU br(z
′)
δJ˜+e (z)
δAµa(x)
δJ+b (z
′)
+
δU be(z)
δJ˜+r (z
′)
δAµa(x)
δJ+b (z)
+ U be(z)U gr(z
′)
δ2Aµa(x)
δJ+g (z
′)δJ+b (z)
+ (terms that vanish in the limits) (8.40)
Recall that δA/δJ is basically a propagator because J sources the classical field A. The
second derivative δ2A/δJδJ then involves two propagators because this is the kernel for 2
sources. As such, when Eq.(8.40) is closed with another propagator 〈ζ˜(z)ζ˜(z′)〉, the first
two terms will generate UV divergences, but the second derivative term will not generate a
UV divergence because the resulting one-loop will involve at least 3 propagators. Since we
are interested in deriving a renormalization group equation, we can safely ignore the second
derivative term. It is, however, a possible source of NNLO contribution..
Using A˜− =
∫
GT ρ˜ and assuming adiabatically slow change in x
+, we get
1
2
∫
z,z′
λ˜e(z)λ˜r(z
′)
δ2Aµa(x)
δJ˜+e (z)δJ˜
+
r (z
′)
∣∣∣∣
A,ρ˜,z−,z′−
≈ −θ(0)
∫
z,z′
ζ˜e(z)ζ˜r(z
′)V bg(Y , z
′)ig(T e)grδ(z′+ − z+)GT (z′⊥ − z⊥)Kµa,b(x|Y , z′)(8.41)
In this context, we need to define θ(0) = 1/2 [30].
The matching condition now becomes for x− > Y
〈σa1(x)〉 = −V ab(Y ,x⊥)〈ζ˜b(x)〉
+
1
2
V ab(Y ,x⊥)febr
∫
z⊥
〈ζ˜e(x+, z⊥)ζ˜r(x+,x⊥)〉GT (x⊥ − z⊥) (8.42)
using (T e)br = −ifebr. Equivalently, in terms of axial gauge quantities the one-point noise
average is
〈ζ˜a(x)〉 = −〈σ˜a1(x)〉 −
1
2
fabc
∫
z⊥
〈ζ˜b(x+, z⊥)ζ˜c(x+,x⊥)〉GT (x⊥ − z⊥) (8.43)
The two-point noise correlator on the right hand side of Eq.(8.43) is already calculated in
the previous section.
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In order to calculate 〈σ˜1〉, we need the full Jacobi-field equations in the light-cone gauge
in the x− > Y region
0 = [Dµ, [Dµ, aν ]]− [Dν , [Dµ, aµ]]
− 2ig[aµ, [Dµ, aν ]] + ig[aν , [Dµ, aµ]] + ig[aµ, [Dν , aµ]]− g2[aµ, [aµ, aν ]] (8.44)
The ν = + part of the equation is
∂−σ1 = ig[ai, ∂−ai] (8.45)
There is no O(a3) term. Note that σ1 is no longer independent of x
−. This actually presents
another problem. If we go back to the matching condition Eq.(8.42), it is clear that the right
hand side does not depend on x− while Eq.(8.45) indicates that σ1 is no longer independent
of x−. Therefore the matching condition makes sense only in the limit x− → Y :
〈ζ˜a(x)〉 = −〈σ˜a1(Y ,x)〉 −
1
2
gfabc
∫
z⊥
〈ζ˜b(x+, z⊥)ζ˜c(x+,x⊥)〉GT (z⊥ − x⊥) (8.46)
In the x− > Y region, the solution of Eq.(8.45) is
〈σ1(x)〉 = ig
∫ x−
Y
dy− 〈[ai(y−,x), ∂−ai(y−,x)]〉+ 〈σ1(Y ,x)〉 (8.47)
Unfortunately, the constant of integration 〈σ1(Y ,x)〉 is actually what we want. The analysis
so far cannot determine this boundary value. It turned out that to derive the JIMWLK
equation, we must use
〈σ1(Y ,x)〉 = ig
∫ ∞
Y
dy− 〈[ai(y−,x), ∂−ai(y−,x)]〉 (8.48)
This is also consistent with previous calculations, for instance, in Ref.[60]. Eq.(8.48) is the
weakest part of arguments laid out in this paper. If we put Eq.(8.48) back into Eq.(8.47),
then it would imply that
lim
x−→∞
〈σ1(x)〉 = 2〈σ1(Y ,x)〉 (8.49)
This does not contradict anything we have argued so far. However, there does not seem to
be good reason for this relationship, either. Nevertheless, to derive the JIMWLK equation
we need to assume that Eq.(8.48) is valid.
Since the right hand side of Eq.(8.48) is already quadratic, we can now use
ai ≈ a´i − [Di, ω] (8.50)
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to get
〈σ1(Y ,x)〉 = ig
∫ ∞
Y
dy− 〈[a´i(y−, x+,x⊥), ∂−a´i(y−, x+,x⊥)]〉
+ ig
∫ ∞
Y
dy− 〈[[Di, ω(y−, x+,x⊥)], [Di, a´+(y−, x+,x⊥)]]〉
− 2ig
∫ ∞
Y
dy− 〈[a´i(y−, x+,x⊥), [Di, a´+(y−, x+,x⊥)]]〉
+ ig〈[[Di, ω(Y , x+,x⊥)], a´i(Y , x+,x⊥)]〉 (8.51)
where we used one integration by parts to get the last two terms. We also used ∂−ω = a´+
and the fact that when y− > Y , A˜i is independent of y− so that [∂−,Di] = 0. Among
these terms, only the second line is finite. All others are either zero or O(Y ). For instance,
the first term vanishes because the bracket is anti-symmetric in the color index while the
symmetric propagator in the y− > Y region is symmetric in the color index (c.f. Eq.(7.62)).
For details including the evaluation of the second line, see Appendix E. The end result is
〈σa1(Y ,x⊥)〉
= 2B(0)gV ab(Y ,x⊥)fbcd
∂xi
(
V †de(Y ,x⊥)∂
i
x
∫
u⊥
(∂xl GT (x⊥ − u⊥))V ec(Y ,u⊥)(∂lxGT (u⊥ − x⊥))
)
(8.52)
To get 〈ζ˜〉, we need in addition
R =
1
2
gfabc
∫
z⊥
〈ζ˜b(x+, z⊥)ζ˜c(x+,x⊥)〉GT (z⊥ − x⊥) (8.53)
Using the expression for χ¯ we obtained in the previous section to evaluate R, we finally get
〈ζ˜a(x)〉/(4B(0)) = ∂i∂iνa(x⊥)− 1
2
gfabc(∂
x
j ∂
j
xV
†
cd(Y ,x⊥))V db(Y ,x⊥)GT (0) (8.54)
where
νa(x⊥) = −g
2
fabcV
†
cd(Y ,x⊥)
∫
u⊥
(∂xl GT (x⊥ − u⊥))V db(Y ,u⊥)(∂lxGT (u⊥ − x⊥))(8.55)
Details can be found in Appendix E. Again, we recover the known results from Ref.[60]
except for the presence of the second term in Eq.(8.54). This second term is needed to cancel
the UV divergence in the first term. In Ref.[60], this divergent term was mis-identified as
cancelling the tadpoles coming from other parts of the calculations (which we do not have).
This is because the authors showed that νa(x⊥) is UV finite. But that does not guarantee
that ∇2⊥ν(x) is UV finite. In fact, we have just shown that it is not finite and needs the
naturally arising counter term.
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C. JIMWLK Equation
Armed with χ¯ and η, we can now formulate the renormalization group equation for
the color density distribution. We start with Eq.(8.2). Since the x− dependence of λ =
δ(x− − Y )ζ˜(x) is not allowed to vary, Eq.(8.2) should really be written as
〈O〉Y,LO+NLO =
∫
Dρ˜Wρ˜[ρ˜]
∫
Dζ˜ Y [ζ˜; ρ˜]O[A[ρ˜+ λ˜]] (8.56)
What we would like to do is to define ρ˜′ = ρ˜+ λ˜ and rewrite the above as
〈O〉Y,LO+NLO =
∫
Dρ˜′W [ρ˜′]O[A[ρ˜′]] (8.57)
with
W [ρ˜′] =
∫
Dζ˜ Wρ˜[ρ˜′ − λ˜]Y [ζ˜; ρ˜′ − λ˜] (8.58)
and expand in λ˜. Strictly speaking, however, this operation is not permitted. The classical
source ρ˜(x−,x⊥) by design does not depend on x+. If it does, the classical solution we found
in SectionV is not the right solution. In the time domain, ρ˜(x−,x⊥) is defined only within
0 ≤ x− ≤ Y . On the other hand, λ˜ = δ(x− − Y )ζ˜(x) does depend on x+ and has a point
support in x−. In other words, ρ˜ and λ˜ (even ζ˜) are not defined over the same space and
cannot be combined as ρ˜′(x−,x) = ρ˜(x−,x⊥)+δ(x−−Y )ζ˜(x+,x⊥) to form a new functional
integration variable. What is permissible is to let ρ˜(x−,x⊥) slowly vary in x+ and use the
x− integrated sources as the proper functional integration variables. That is, let
ρ˜(x) = σ˜(x)δY (x
−) (8.59)
where δY (x
−) is a smeared δ-function with the width of Y . Then combine ρ˜ and λ˜ as
σ˜′(x) =
∫
dx−(ρ˜(x) + λ˜(x)) = σ˜(x) + ζ˜(x) (8.60)
Expansion of Wρ˜ and Y can now be done consistently (dropping primes)
W [σ˜]−Wρ˜[σ˜]
≈
∫
Dζ˜
(
−
∫
u
ζ˜(u)
δ
δσ˜(u)
Wρ˜[σ˜]Y [ζ˜; σ˜] +
1
2
ζ˜(u)ζ˜(v)
∫
u,v
δ2
δσ˜(u)σ˜(v)
Wρ˜[σ˜]Y [ζ˜; σ˜]
)
= −
∫
u
δ
δσ˜a(u)
〈ζ˜a(u)〉Wρ˜[σ˜] + 1
2
∫
u,v
δ2
δσ˜a(u)σ˜b(v)
〈ζ˜a(u)ζ˜b(v)〉Wρ˜[σ˜] (8.61)
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again restricting σ˜(x) to vary adiabatically slowly in x+. The results Eqs.(8.37) and (8.54)
indicate that both 〈ζ˜(x)ζ˜(y)〉 and 〈ζ˜(x)〉 contain the divergent function
B(x+ − y+) =
∫
dk−
8pi|k−|e
−ik−(x+−y+)
=
∫ ∞
0
dk−
4pik−
cos(k−(x+ − y+)) (8.62)
which needs an infrared cut-off. Integrating between two cut-offs, k−2 < k
− < k−1 , we get
B(x+ − y+) ≈ ln(k−1 /k−2 )/4pi = (Y2 − Y1)/4pi (8.63)
when k−1,2|x+ − y+|  1 and Y is the rapidity defined by k± = kT e±Y /
√
2.
Factoring this out, the rest of 〈ζ˜〉 and 〈ζ˜ ζ˜〉 are functions of transverse coordinates only.
Hence, we can safely revert σ˜(z) → σ˜(z⊥), too. Eq.(8.61) then becomes in the ∆Y =→ 0
limit,
pi
∂W
∂Y
= −
∫
u⊥
δ
δαa(u⊥)
νa(u⊥)W [σ˜] +
1
2
∫
u⊥,v⊥
δ2
δαa(u⊥)αb(v⊥)
ηab(u⊥|v⊥)W [σ˜] (8.64)
where α(z⊥) is defined by
−∇2⊥α(x⊥) = σ˜(x⊥) (8.65)
To go from Eq.(8.61) to Eq.(8.64), the counter term in 〈ζ˜〉 is dropped because what is
required in Eq.(8.64) is now that ν be finite instead of ∇2⊥ν.
The functions ν and η are related: Taking a functional derivative of η(x⊥|y⊥) in Eq.(8.38)
and using the fact that (T a)bc = −ifabc is totally anti-symmetric, we can show (see Appendix
E)
νa(u⊥) =
1
2
∫
v⊥
δηab(u⊥|v⊥)
δαb(v⊥)
(8.66)
This allows the above to be written as an evolution equation
∂W
∂Y
= HW (8.67)
with the “Hamiltonian” given by
H = 1
2pi
∫
u⊥,v⊥
δ
δαa(u⊥)
ηab(u⊥|v⊥) δ
δαb(v⊥)
(8.68)
This concludes our derivation of the JIMWLK equation.
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IX. DISCUSSIONS AND OUTLOOK
In this paper, we have derived the JIMWLK evolution equation starting from the
Schwinger-Keldysh (SK) formulation of many-body QCD. Previously, Refs.[30] and [36]
introduced the SK formalism to the derivation of the JIMWLK equation. The main differ-
ence here is the usage of the Keldysh rotation, or the r–a formalism. The main benefits
of doing so includes: clear identification of of classical and is quantum degrees of freedom,
proper gauge transformation rules, and proper identification of the interaction Lagrangian
between the external color current and the gluon field.
In the single-path formalism used in the original derivation, the gluon field is usually
broken into 3 pieces
Aµ = Aµ + δAµ + aµ (9.1)
where Aµ is the classical field, δAµ is the soft component of the fluctuation field to be
identified as additional classical degree of freedom, and aµ is regarded as the quantum degree
of freedom. This division was necessary because in the single path formalism, the classical
Yang-Mills equation arises in the context of saddle point approximation. In contrast, we
have
Aµ = Aµ + aµ (9.2)
where the fluctuation field aµ is explicitly identified as the classical Jacobi-field and the
source of quantum fluctuation is identified as residing only in the distribution of the initial
configurations of aµ.
In previous literature, gauge transformation rules were incompletely understood. Conse-
quently, the gauge invariant coupling between the external source and the gluon field was
also incomplete. By correctly identifying the gauge transformation rules, we have identified
that the correct coupling takes the following form
Sint =
∫
x
ηaµ(x)J
µ
a (x) (9.3)
The separation of η and A makes it completely natural that the current is exactly given by
δSint
δηaµ(x)
= Jµa (x) (9.4)
48
which precesses according to the covariant conservation equation [Dµ, J
µ] = 0 with the
covariant derivative Dµ = ∂µ − igAµ. In previous literature, retarded current could arise
only within the context of saddle point approximation.
Despite these differences, the leading order JIMWLK equation is correctly derived in
previous studies as well as here. This is a testament to the correctness of the JIMWLK
equation and the physical picture it represents.
In retrospect, it is very natural that the r-a formalism provides the cleanest separation
of the classical and the quantum degrees of freedom. First of all, classical mechanics is the
mechanics of the expectation values of the observables. The Schwinger-Keldysh formalism is
for the expectation values. Second, since the classical mechanics is deterministic, it must cor-
respond to the common part of the bra and ket state time evolution in 〈init|eiHˆtOˆe−iHˆt|init〉.
The Keldysh rotation accomplishes exactly that.
Looking ahead, it isn’t clear whether classical analysis can be still used for the NNLO
calculations. Certainly, the triple η vertex (which has the form (ig/4)[Dµ, ην ]a[ηµ, ην ]a) does
contribute. In Fig.4, we show all diagrams that contribute to the 2-point functions at NNLO.
It is possible to draw diagrams that contain the retarded (advanced) self-energy (diagram
(a) in Fig.4) for the symmetric propagator. However, as discussed in Appendix A 3, they
should be thought of as a part of the resummed retarded (advanced) propagator. The NNLO
tadpole diagrams contributing to the 1-point average is shown in Fig.5.
Diagrams involving the triple η vertex such as (c) are not contained in the classical field
program laid out in this paper. On the surface, therefore, it looks as though the classical field
approach will not work at NNLO. However, notice that in these diagrams, no symmetric
propagator appears. Equivalently, vacuum zero-point motions are not contained in these
diagrams. In these diagrams, time flows from η to a since 〈a(x)η(y)〉 = GR(x|y) is the
retarded propagator. Hence, we can interpret the role of the triple η vertex as a quantum
mechanism that produces three virtual particles out of either vacuum or out of the strong
background field in the causally connected past. In other words, the role of the triple η
vertex here is to provide a non-trivial 3-point correlations among a’s. It is then conceivable
that these may be treated as a non-Gaussian part of the vacuum density functional ρv or
the source distribution W [ρ˜], yet keeping the dynamics part to be still classical. Whether
this really is the case is yet to be seen. Work in this direction is underway.
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(c)
a ηa
η η
aa
a a
η
aa
a
a
ηa
a
ηa
a
ηη
a η
(a) (b)
FIG. 4. Gluon self-energy diagrams that contribute at NNLO. Diagram (a) is for the retarded
propagator and (b), (c) are for the symmetric propagator. These diagrams are all O(g2). Distin-
guishable mirror images of these diagrams also contribute at NNLO.
a
(d) (e)
a
FIG. 5. Gluon tadpole diagrams that contribute at NNLO to 〈a〉. These diagrams are all O(g3).
One cubic vertex can be a triple η vertex. Self-energy insertions to one-loops are not shown since
they can be regarded as a part of resummed propagators. Distinguishable mirror images of these
diagrams also contribute at NNLO.
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Appendix A: Scalar propagators in the background field – Minkowski space
In this section, we work out in some detail propagators in a background field that arise
from the generating functional
Z[Jr, Ja] =
∫
DφrDφaρv[φir, φ˙ir] exp
(
i
∫ ∞
ti
dt
∫
d3xLJ
)
(A1)
where ∫ ∞
ti
dt
∫
d3xLJ =
∫ ∞
ti
dt
∫
d3x
(
φaE[φr, Ja] + Jrφr
)
(A2)
is the linear Jacobi field Lagrangian with the linear Jacobi-field equation
E[φr, Ja] = −∂2φr −m2φr − V ′′(φ¯)φr + Ja (A3)
enforced by the integration over φa.
1. Retarded propagator
In the free-field limit, the retarded propagator for scalar field satisfies
(∂2 +m2)G0R(x|y) = −δ(x− y) (A4)
The solution is
G0R(t− t′,k) = −θ(t− t′)
sin(Ek(t− t′))
Ek
(A5)
where we have Fourier-transformed in space.
When there is a strong background field, the retarded propagator is required to satisfy
(∂2x +m
2 + V ′′(φ¯(x)))GR(x|y) = −δ(x− y) (A6)
This is solved by
GR(x|y) = G0R(x|y) +
∫
u,v
G0R(x|u)V ′′(φ¯(u))GR(u|y) (A7)
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By applying
∫
y
GR(x|y) to
(∂2x +m
2 + V ′′(φ¯))yφr(y) = Ja(y) (A8)
and integrating by parts twice, the formal solution of the Jacobi-field equation is obtained
as follows
φr(x) = φh(x)−
∫ ∞
ti
dy0
∫
y
GR(x|y)Ja(y) (A9)
where the homogeneous solution φh(x) comes from the boundary terms at y
0 = ti
φh(x) =
∫
d3y
[
∂y0GR(x|y0,y)
]
y0=ti
φr(ti,y)−
∫
d3y GR(x|ti,y)φ˙r(ti,y) (A10)
Consistency demands
lim
x0→ti
lim
y0→ti
∂y0GR(x|y) = δ(x− y) (A11)
and
lim
y0→ti
lim
x0→ti
∂x0GR(x|y) = −δ(x− y) (A12)
These conditions are consistent with the operator definition of the retarded propagator
GR(t, t
′) = −iθ(t− t′)〈[φ(t,x), φ(t′,x′)]〉 (A13)
Setting g(t,x|t′,y) = −i〈[φ(t,x), φ(t′,y)]〉, we have
∂tg(t|t′) = −i〈[pi(t,x), φ(t′,y)]〉 (A14)
where φ˙ = pi is the momentum field. In the equal time limit, ∂tg just becomes equal time
commutator relationship between the field and its canonical momentum
lim
t→t′
∂tg(t,x|t′,y) = −i〈[pi(t,x), φ(t′,y)]〉
= −δ(x− y) (A15)
Likewise, limt→t′ ∂t′g(t,x|t′,y) = δ(x − y). It is also clear that GR(t,x|t,y) = 0 due to
causality.
Putting the solution Eq.(A9) back into the generating functional Eq.(A1) then yields∫
x
LJ =
∫
x
φh(x)Jr(x)−
∫
x,y
Jr(x)GR(x|y)Ja(y) (A16)
Differentiating Z with respect to iJr(x) and iJa(y) results in GR(x|y).
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2. The symmetric propagator
To obtain the rr correlator, the homogeneous solution obtained above needs to be aver-
aged over the vacuum fluctuations
ρv[φ
i
r, pi
i
r] = exp
(
−
∫
k
(
1
Ek
piir(k)pi
i
r(−k) + Ekφir(k)φir(−k)
))
(A17)
Fourier-transforming in space, we have∫
[dφir][dpi
i
r]ρv[φ
i
r, pi
i
r]e
i
∫
φhJr
=
∫
[dφir][dpi
i
r] exp
(
− i
∫
dt Jr(t,−p) ∂t′g(t,p|ti,−k)φir(k) + i
∫
dt Jr(t,−p) g(t,p|ti,−k) piir(k)
− 1
Ek
piir(k)pi
i
r(−k)− Ekφir(k)φir(−k)
)
(A18)
where integrations over k and p should be understood. Completing square for φir and
integrating over the resulting Gaussian yields
Sφ = − 1
4Ek
∫
dtdt′ Jr(t,−p)∂t′g(t,p|ti,−k)∂t′g(t,q|ti,−k)Jr(t′,−q) (A19)
in the exponent. Doing the same for piir yields
Spi = −Ek
4
∫
dtdt′ Jr(t,−q) g(t,q|ti,−k)g(t,p|ti,−k)Jr(t′,−p) (A20)
again in the exponent. Differentiating with respect to iJr twice, we finally get
GS(t,p|t′,q)
= lim
u→ti
lim
v→ti
∫
d3k
(2pi)32Ek
[
∂ug(t,p|u,−k)∂vg(t′,q|v,−k) + E2kg(t,p|u,−k)g(t′,q|v,−k)
]
(A21)
For the free field case,
G0S(t− s,k) =
1
2Ek
(cos(Ek(t− ti)) cos(Ek(s− ti)) + sin(Ek(t− ti)) sin(Ek(s− ti)))
=
cos(Ek(t− s))
2Ek
(A22)
or in the full momentum space
G0S(k) = piδ(k
2 −m2) (A23)
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Using the identity∫ ∞
ti
dt′ ∂t′(e±iEkt
′
(∂t′ ∓ iEk)g(t|t′)) =
∫ ∞
ti
dt′ e±iEkt
′
(∂2t′ + E
2
k)g(t|t′)) (A24)
the symmetric propagator can be re-expressed as
GS(t,p|s,q)
=
∫
d4k
(2pi)4
piδ(k20 − E2k)
×
[∫ ∞
ti
dt′ e−ik
0t′(∂2t′ + E
2
k)g(t,p|t′,−k)
∫ ∞
ti
ds′ eik
0s′(∂2s′ + E
2
k)g(s,q|s′,−k)
]
(A25)
Symbolically, this may be written as
GS(x|y) =
∫
u,v
(
(G0R)
−1
u GR(x|u)
)
G0S(u|v)
(
(G0A)
−1
v GA(v|y)
)
(A26)
The same results can be also obtained by diagramatical analysis [31, 32, 39]. It should
be emphasized here that the appearance of GR,A as a propagator has nothing to do with
quantum mechanics as they come from the classical solution Eq.(A9). We should also note
that if we had a classical vacuum where the initial state density is given by ρcl,v[φ
i
r, pi
i
r] =
δ[φir]δ[pi
i
r], then the symmetric propagator vanishes, GS = 0. Non-zero GS is obtained only
if we have a non-trivial ρv.
At finite temperature, the equilibrium symmetric propagator is given by
G0S(p) = (n(Ep) + 1/2)(2pi)δ(p
2 −m2) (A27)
where n(p0) = 1/(eβp
0 − 1) is the Bose-Einstein distribution function. This shows that
calculating GS is equivalent to calculating the phase space density. For the definition of the
phase space density in non-equilibrium systems in this context, see Refs.[61, 62].
3. Full Propagators
In this section, we work out relationship between full propagators, not just the Jacobi-field
Green functions. The full propagators are defined by
iGR(x|y) = Gra(x|y) = 〈φr(x)φa(y)〉. (A28)
iGA(x|y) = Gar(x|y) = 〈φa(x)φr(y)〉. (A29)
GS(x|y) = Grr(x|y) = 〈φr(x)φr(y)〉. (A30)
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The interaction terms are of the form V ′′′(φ¯)φaφ2r, V
′′′′(φ¯)φaφ3r and V
′′′′(φ¯)φ3aφr. There are
three different kinds of self-energies in this theory:
ΣR(x|y) = Σar(x|y) (A31)
ΣA(x|y) = Σra(x|y) (A32)
ΣS(x|y) = Σaa(x|y) (A33)
where, for instance, the subscripts ra indicates that the available field to connect from left
is the type r and the one on the right is type a.
In the perturbative expansion, the leading order correlator 〈φa(x)φa(y)〉0 = G0aa(x|y)
does not exist. If there exists 〈φa(x)φa(y)〉 beyond the leading order, it must come from self-
energy insertions. Since this self-energy must connect two φa’s, the perturbative expansion
must contain at least one Σrr(u|v). In the Schwinger-Keldysh formalism, the interaction
terms must contain an odd number of φa’s. Therefore, if we want to form Σrr(u|v) by
connecting the interaction terms, the connected part of this self-energy must include at
least one 〈φa(u′)φa(v′)〉. Otherwise, a time-loop forms. Therefore, the existence of Σrr
depends on the existence of Gaa. But then, the existence of Gaa depends on the existence
of Σrr. This circular argument can be resolved only if both vanishes.
In perturbative expansion of the retarded propagator Gra, insertions of ΣA or ΣS cannot
appear because they always lead to 〈φa(x)φa(y)〉 = 0. Therefore
GR(x|y) = G0R(x|y) +
∫
u,v
G0R(x|u)ΣR(u|v)GR(v|y) (A34)
By applying ∂2 +m2 it is easy to check that this satisfies
(∂2 +m2)GR(x|y) +
∫
u
ΣR(x|u)GR(u|y) = −δ(x|y) (A35)
Below, we will need the alternative form
GR(x|y) = G0R(x|y) +
∫
u,v
GR(x|u)ΣR(u|v)G0R(v|y) (A36)
For GA, the same logic applies to yield
GA(x|y) = G0A(x|y) +
∫
u,v
G0A(x|u)ΣR(u|v)GA(v|y) (A37)
and
GA(x|y) = G0A(x|y) +
∫
u,v
GA(x|u)ΣR(u|v)G0A(v|y) (A38)
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For the symmetric propagator, all three types of self-energies can appear
GS(x|y) = G0S(x|y)
+
∫
u,v
GR(x|u)ΣR(u|v)G0S(v|y) +
∫
u,v
G0S(x|u)ΣA(u|v)GA(v|y)
+
∫
u,v
GR(x|u)ΣS(u|v)GA(v|y) +
∫
u,v,w,z
GR(x|u)ΣR(u|v)G0S(v|w)ΣA(w|z)GA(z|y)
(A39)
The leading order symmetric propagator G0S can appear only once in any G
0
r···ΣG
0 · · ·ΣG0···r
chain. This is because G0S = G
0
rr can either start or end a chain, or it must appear accom-
panied by ΣR and ΣA in the following way
ΣR(u)G
0
S(u|v)ΣA(v) = Σar(u)G0rr(u|v)Σra(v) (A40)
since Σrr does not exist. In this combination, both free-ends are φa. Hence more than one
insertion of this combination inevitably leads to Gaa(u
′|v′) = 0 somewhere in the chain. The
symmetric self-energy ΣS = Σaa can appear in the chain also only once for exactly the same
reason.
From Eq.(A36), we get
GR(x|u)ΣR(u|y) = −δ(x− y)− (∂2 +m2)yGR(x|y) (A41)
and also
ΣA(x|v)GA(v|y) = −δ(x− y)− (∂2 +m2)xGA(x|y) (A42)
The symmetric propagator then simplifies to
GS(x|y) =
∫
u
GR(x|u)ΣS(u)GA(u|y)
+
∫
u,v
(
(∂2 +m2)uGR(x|u)
)
G0S(u|v)
(
(∂2 +m2)vGA(v|y)
)
(A43)
Compared to Eq.(A26), there is an additional term
∫
u
GR(x|u)ΣS(u)GA(u|y). Since ΣS
contains more powers of coupling constants, this is explicitly higher order. If the time
integrations in Eq.(A43) extends from −∞ to ∞, then the last term can be made to vanish
provided that all functions vanish at t = ±∞. For the finite initial time, the second term is
the same as Eq.(A21).
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Appendix B: Scalar Field Light-Cone Propagators
One important difference in using the light-cone coordinate system is the fact that the
d’Alembertian ∂2 = 2∂+∂− − ∇2⊥ is only linear in the time derivative ∂−. Therefore, the
vacuum functional can depend only on the initial value of the field, but not on the time-
derivative of the field.
The retarded Green function GR(x|y) vanishes when x− < y−. Hence it can be written
as
GR(x|y) = θ(x− − y−)gR(x|y) (B1)
where gR(x|y) is a homogeneous solution satisfying
(2∂+∂− −∇2⊥ +m2 + V ′′(φ¯))xgR(x|y) = 0 (B2)
(2∂+∂− −∇2⊥ +m2 + V ′′(φ¯))ygR(x|y) = 0 (B3)
Applying ∂+∂− to Eq.(B1) yields
∂x+∂x−GR(x|y) = δ(x− − y−)∂x+gR(x|y) + θ(x− − y−)∂x+∂x−gR(x|y) (B4)
Since we require (∂2 + m2 + V ′′)xGR(x|y) = −δ(x − y), the homogeneous solution must
satisfy
∂x+gR(x
−,x|x−,y) = −1
2
δ(x− y) (B5)
with x ≡ (x+,x⊥). We also require gR to be symmetric in the sense that
∂y+gR(x
−,x|x−,y) = 1
2
δ(x− y) (B6)
so that (∂2 +m2 + V ′′)yGR(x|y) = −δ(x− y) as well.
With the Green function at hand, we can now construct a solution for an initial value
problem. For this procedure, we keep the initial time x−init to be finite and take the limit
x−init → −∞ only at the end. By applying
∫∞
x−init
dy−
∫
y
GR(x|y) to
(∂2 +m2 + V ′′(φ¯))yφr(y) = Ja(y) (B7)
and performing integrations by parts, we obtain
φr(x) = φh(x)−
∫ ∞
x−init
dy−
∫
y
GR(x|y)Ja(y) (B8)
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where
φh(x
−,x) = 2
∫
y
(
∂y+GR(x
−,x|x−init,y)
)
φi(y) (B9)
is the homogeneous solution coming from the surface term in carrying out the integration
by parts. The boundary condition
lim
x−→x−init+0+
φh(x
−,x) = φi(x) (B10)
is trivially satisfied because of Eq.(B6). Here 0+ in the limit indicates that the limit must
be approached from above (Recall that we have defined θ(0) = 0 when it multiplies a GR.).
Since only the first derivative of x− appears in ∂2, only the initial data on the field is required
for the initial value problem.
Putting the solution (B8) into the generating functional, we obtain
Z0[Ja, Jr|J¯ ] = exp
(
−i
∫
JrGRJa
)∫
[dφi] ρv[φi] exp
(
i
∫
Jrφh
)
(B11)
which clearly shows
δ
δiJr(x)
δ
δiJa(x)
lnZ0 = 〈φr(x)φa(y)〉 = iGR(x|y) (B12)
To get the symmetric propagator GS(x|y) = 〈φr(x)φr(y)〉 in terms of the retarded prop-
agator, we first require that the the classical field φ¯ satisfy the null boundary condition
lim
x−→x−init
φ¯(x) = 0 (B13)
so that the space in the far past is the vacuum. The spectrum of initial state vacuum
fluctuation is then given by a Gaussian [63]
ρv[φi] = exp
(
−2
∫
k
φi(k)φi(−k)|k−|
)
(B14)
where k = (k−,k⊥).
Using Eq.(B9), we have
〈φr(x)φr(y)〉 = 〈φh(x)φh(y)〉
= 4
∫
u,v
(
∂u+GR(x
−,x|x−init,u)
) (
∂v+GR(y
−,y|x−init,v)
) 〈φi(u)φi(v)〉v
(B15)
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where the average 〈· · ·〉v is carried out with ρv. Carrying out the Gaussian integral results
in
〈φi(u)φi(v)〉v =
∫
k
1
4|k−|e
−ik−(u+−v+)+ik⊥·(u⊥−v⊥) (B16)
Defining the free field propagator
G0S(x) =
∫
k
e−ik
+x−−ik−x++ik⊥·x⊥ piδ(2k+k− − k2⊥)
=
∫
k
1
4|k−|e
−i(k2⊥/2k−)x−−ik−x++ik⊥·x⊥ (B17)
we finally get
GS(x|y) = 〈φh(x)φh(y)〉
= 4
∫
u,v
[∂u+GR(x|x−init,u)]G0S(0,u− v)[∂v+GA(x−init,v|y)] (B18)
where we used the fact that the advanced Green function can be obtained by the relationship
GR(x|y) = GA(y|x). We can readily check that G0R given above and G0S given in Eq.(B17)
is consistent with Eq.(B18).
Appendix C: Propagators in SK-QCD – Light-cone metric
We start from Eq.(7.38):
G˜R(x|y)
= G0R(x|y)
+ 2(ig)
∫
d4u1 (∂u+1 G
0
R(x|u1)A˜−(u−1 ,u⊥1)G0R(u1|y)
+ 2(ig)2
∫
d4u1 (∂u+1 G
0
R(x|u1))A˜−(u−1 ,u⊥1)
∫
du−2 θ(u
−
1 − u−2 )V †(u−1 , u−2 ;u⊥1)
× A˜−(u−2 ,u⊥1)G0R(u−2 ,u1|y)
= G0R(x|y)
+ 2(ig)
∫
d4u1 (∂u+1 G
0
R(x|u1)A˜−(u−1 ,u⊥1)G0R(u1|y)
− 2
∫
d4u1 (∂u+1 G
0
R(x|u1))
∫
du−2 θ(u
−
1 − u−2 )
(
∂u−1 ∂u
−
2
V †(u−1 , u
−
2 ;u⊥1)
)
G0R(u
−
2 ,u1|y)
= G0R(x|y)
− 2
∫ Y
0
du−1
∫ Y
0
du−2
∫
u1
(∂u+1 G
0
R(x|u1))
[
∂u−1
(
θ(u−1 − u−2 )∂u−2 V
†(u−1 , u
−
2 ;u1,⊥)
)]
G0R(u
−
2 ,u1|y)
(C1)
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using the facts that the time-ordered exponentials obey
∂u−1 V
†(u−1 , u
−
2 ;u1,⊥) = igA˜−(u−1 ,u1,⊥)V †(u−1 , u−2 ;u1,⊥) (C2)
and
∂u−2 V
†(u−1 , u
−
2 ;u1,⊥) = −igV †(u−1 , u−2 ;u1,⊥)A˜−(u−2 ,u1,⊥) (C3)
From this expression, it is easy to see that for y− > Y or x− < 0, G˜R(x|y) = G˜0R(x|y) since
the integral part vanishes in this case due to the enforced time ordering.
The expressions for G˜R for the cases where both x
− and y− are not in (0, Y ) are already
given in Section VII. To find expressions for other time orderings, we integrate by parts with
respect to both u−1 and u
−
2 to get
G˜R(x|y)
= G0R(x|y)
− 2
∫
u1
(∂u+1 G
0
R(x|Y ,u1))G0R(Y ,u1|y)
+ 2
∫
u1
(∂u+1 G
0
R(x|Y ,u1))V †(Y , 0;u1,⊥)G0R(0,u1|y)
+ 2
∫ Y
0
du−2
∫
u1
(∂u+1 G
0
R(x|Y ,u1))V †(Y , u−2 ;u1,⊥)(∂u−2 G
0
R(u
−
2 ,u1|y))
+ 2
∫ Y
0
du−1
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))G0R(u−1 ,u1|y)
− 2
∫ Y
0
du−1
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))V †(u−1 , 0;u1,⊥)G0R(0,u1|y)
− 2
∫ Y
0
du−1
∫ u−1
0
du−2
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))V †(u−1 , u−2 ;u1,⊥)(∂u−2 G
0
R(u
−
2 ,u1|y))
(C4)
For Y > x
− > 0 > y−, the surviving terms are
G˜R(x|y)
= G0R(x|y)
+ 2
∫ Y
0
du−1
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))G0R(u−1 ,u1|y)
− 2
∫ Y
0
du−1
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))V †(u−1 , 0;u1,⊥)G0R(0,u1|y) +O(Y )
= V †(x−, 0;x⊥)G0R(0,x|y) +O(Y ) (C5)
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The last line in Eq.(C4) is O(Y ) since the integrand is at most O(1/Y ). The last line in
Eq.(C5) follows upon using
(∂2 +m2)xG
0
R(x|y) = −δ(x− y) (C6)
and the fact that spatial derivatives are regular.
For x− > Y > y− > 0, the surviving terms are, after integrating by parts with respect
to u+1 and using Eq.(7.30),
G˜R(x|y)
= −2
∫ Y
0
du−2
∫
u1
G0R(x|Y ,u1)V †(Y , u−2 ;u1,⊥)(∂u+1 ∂u−2 G
0
R(u
−
2 ,u1|y))
+ 2
∫ Y
0
du−1
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))G0R(u−1 ,u1|y)
− 2
∫ Y
0
du−1
∫ u−1
0
du−2
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))V †(u−1 , u−2 ;u1,⊥)(∂u−2 G
0
R(u
−
2 ,u1|y))
= G0R(x|Y ,y)V †(Y , y;y⊥) +O(Y ) (C7)
The last line follows again upon using (∂2 +m2)xG
0
R(x|y) = −δ(x− y).
When Y > x
− > y− > 0, the surviving terms are
G˜R(x|y)
= G0R(x|y)
+ 2
∫ Y
0
du−1
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))G0R(u−1 ,u1|y)
− 2
∫ Y
0
du−1
∫ u−1
0
du−2
∫
u1
(∂u−1 ∂u
+
1
G0R(x|u1))V †(u−1 , u−2 ;u1,⊥)(∂u−2 G
0
R(u
−
2 ,u1|y))
=
∫ x−
0
du−2 V
†(x−, u−2 ;x⊥)(∂u−2 G
0
R(u
−
2 ,x|y)) +O(Y )
= V †(x−, y−;x⊥)G0R(y
−,x|y)) +O(Y ) (C8)
The last line follows because G0R(x|y) = θ(x− − y−)g0R(x|y) and ∂−g0R is regular.
In summary,
G˜R(x|y) =

V †(x−, 0;x⊥)G0R(0,x|y) for y− < 0 < x− ≤ Y
V †(x−, y−;x⊥)G0R(y
−,x|y) for 0 < y− ≤ x− ≤ Y
2
∫
u1
(∂u+1 G
0
R(x|Y ,u1))V †(Y , 0;u⊥1)G0R(0,u1|y) for y− < 0 < Y < x−
G0R(x|Y ,y)V †(Y , y−;y⊥) for 0 < y− < Y < x−
G0R(x|y) otherwise
(C9)
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Since we have used θ functions in integration, the G0R(y
−,x|y) in the second line is really
g0R(y
−,x|y).
The symmetric propagator is given by
G˜abS (x|y) = 4
∫
u,v
[
∂u+G˜R(x|x−init,u)
]
ac
G0S(0,u− v)
[
∂v+G˜A(x
−
init,v|y)
]
cb
(C10)
When both x− < 0 and y− < 0, this is just G0S(x|y). In the next section, we need G˜S(x|y)
at x− = y− = Y :
G˜abS (Y ,x|Y ,y)
= 4
∫
u,v
[
V †(Y ,x⊥)∂u+G0R(0,x|x−init,u)
]
ac
G0S(0,u− v)
[
V (Y ,y⊥)∂v+G0A(x
−
init,v|0,y)
]
cb
= V †ac(Y ,x⊥)G
0
S(0,x|0,y)Vcb(Y ,y⊥)
= B(x+ − y+)δ(x⊥ − y⊥)δab (C11)
where we used
G0S(0,x) =
∫
k
1
4|k−|e
−ik−(x+−y+)+ik⊥·x⊥
= B(x+ − y+)δ(x⊥ − y⊥) (C12)
with a distribution B(x+) defined by
B(x+) =
∫
dk−
8pi|k−|e
−ik−(x+−y+) (C13)
And for x− = Y and y− < 0,
G˜abS (Y ,x|y)
= 4
∫
u,v
[
V †(Y ,x⊥)∂u+G0R(0,x|x−init,u)
]
ab
G0S(0,u− v)∂v+G0A(x−init,v|y)
= V †ab(Y ,x⊥)G
0
S(0,x|y) (C14)
Similarly for x− < 0 and y− = Y ,
G˜abS (x|Y ,y) = G0S(x|0,y)Vab(Y ,y⊥) (C15)
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For x− > Y and y− > Y ,
G˜abS (x|y) = 4
∫
u,v
[
∂u+G˜R(x|x−init,u)
]
ac
G0S(0,u− v)
[
∂v+G˜A(x
−
init,v|y)
]
cb
= 16
∫
u,v,u1,v1
(
∂u+1 G
0
R(x|Y ,u1)
)
V †ac(Y ,u1,⊥)G
0
R(0,u1|x−init,u)
G0S(0,u− v)G0A(x−init,v|0,v1)V cb(Y ,v1,⊥)
(
∂v+1 G
0
A(Y ,v1|y)
)
= 4
∫
u1,v1
(
∂u+1 G
0
R(x|Y ,u1)
)
V †ac(Y ,u1,⊥)G
0
S(0,u1 − v1)V cb(Y ,v1,⊥)
(
∂v+1 G
0
A(Y ,v1|y)
)
= δabG
0
S(x|y) (C16)
For x− > Y and y− < 0,
G˜abS (x|y) = 4
∫
u,v
[
∂u+G˜R(x|x−init,u)
]
ac
G0S(0,u− v)
[
∂v+G˜A(x
−
init,v|y)
]
cb
= 8
∫
u,v,u1
(∂u+1 G
0
R(x|Y ,u1))V †ab(Y ,u1,⊥)(∂u+G0R(0,u1|x−init,u))G0S(0,u− v)∂v+G0A(x−init,v|y)
= 2
∫
u1
(∂u+1 G
0
R(x|Y ,u1))V †ab(Y ,u1,⊥)G0S(0,u1|y) (C17)
For x− < 0 and y− > Y ,
G˜abS (x|y) = 8
∫
u,v,w
[
∂u+G
0
R(x|x−init,u)
]
G0S(0,u− v)∂v+G0A(x−init,v|0,w)V ab(Y ,w)∂w+G0A(Y ,w|y)
= 2
∫
u,w
G0S(x|0,w)V ab(Y ,w)∂w+G0A(Y ,w|y) (C18)
For 0 < x− < Y and 0 < y− < Y ,
G˜abS (x|y) = 4
∫
u,v
[
∂u+G˜R(x|x−init,u)
]
ac
G0S(0,u− v)
[
∂v+G˜A(x
−
init,v|y)
]
cb
= 4
∫
u,v
V †ac(x
−,x⊥)
[
∂u+G
0
R(0,x|x−init,u)
]
G0S(0,u− v)
[
∂v+G
0
A(x
−
init,v|0,y)
]
V cb(y
−,y⊥)
= V †ac(x
−,x⊥)V cb(y
−,y⊥)G0S(0,x− y)
= V †ac(x
−,x⊥)V cb(y
−,x⊥)G0S(0,x− y) (C19)
The last line follows because
G0S(0,x− y) = B(x+ − y+)δ(x⊥ − y⊥) (C20)
Lastly, for 0 < x− < Y and y− < 0,
G˜abS (x|y) = 4
∫
u,v
[
∂u+G˜R(x|x−init,u)
]
ac
G0S(0,u− v)
[
∂v+G˜A(x
−
init,v|y)
]
cb
= 4
∫
u,v
V †(x−,x⊥)
[
∂u+G
0
R(0,x|x−init,u)
]
ac
G0S(0,u− v)
[
∂v+G
0
A(x
−
init,v|y)
]
cb
= V †ab(x
−,x⊥)G0S(0,x|y) (C21)
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For convenience, we list here a few properties of the free-field propagators. Integrating
G0R over the time yields the transverse Green function,∫ ∞
Y
dy−G0R(y
−, x+,x⊥|Y ,u)
=
∫ ∞
Y
dy−
∫
d3k
(2pi)3
1
2ik−
e−i
k2⊥
2k− (y
−−Y )−ik−(x+−u+)+ik⊥(x⊥−u⊥)
=
∫
d3k
(2pi)3
1
−k2⊥
e−ik
−(x+−u+)+ik⊥(x⊥−u⊥)
= −δ(x+ − u+)GT (x⊥ − u⊥) (C22)
Integrating G0S over both x
− and x+ also yields the transverse Green function,∫ 0
−∞
dz−
∫ y+
−∞
dz+G0S(0, x
+,u⊥|z−, z+,y⊥)
=
∫ 0
−∞
dz−
∫ y+
−∞
dz+
∫
d4k
(2pi)4
e−ik
+(−z−)−ik−(x+−z+)+ik⊥·(u⊥−y⊥)piδ(2k+k− − k2⊥)
=
∫
d4k
(2pi)4
1
−k+k− e
ik⊥·(u⊥−y⊥)piδ(2k+k− − k2⊥)
=
∫
dk−
(2pi)
e−ik
−(x+−y+)
4|k−|
∫
d2k⊥
(2pi)2
2
−k⊥ e
ik⊥·(u⊥−y⊥)
= −2B(x+ − y+)GT (u⊥ − y⊥) (C23)
The following identity is needed in the 2-point function calculation∫
u⊥
∂xl GT (x⊥ − u⊥)∂lyGT (u⊥ − y⊥)
=
∫
u⊥
∫
k⊥
(−ikl)eik⊥·(x⊥−u⊥)
k2⊥
∫
p⊥
(ipl)eip⊥·(u⊥−y⊥)
p2⊥
=
∫
k⊥
(klk
l)eik⊥·(x⊥−y⊥)
k4⊥
= −GT (x⊥ − y⊥) (C24)
Appendix D: Details of the 2-point function calculation
In this section, we explain in more detail the calculation of
χ¯(Y ,x|Y ,y) = ∂xi ∂yjχij(Y ,x|Y ,y) (D1)
where
χij(x|y) = (4〈a˜i(x)a˜j(y)〉 − 2〈a˜i(x)∂jω˜(y)〉 − 2〈∂iω˜(x)a˜j(y)〉+ 〈∂iω˜(x)∂jω˜(y)〉) (D2)
66
What enters the JIMWLK equation is
η(x⊥|y⊥) = 1
4B(x+ − y+)
∫
u⊥,v⊥
GT (x⊥ − u⊥) χ¯(Y , x+,u⊥|Y , y+,v⊥)GT (v⊥ − y⊥)(D3)
The first term in Eq.(D2) is simple
〈a˜ja(Y ,x)a˜kb (Y ,y)〉 ≈ gjkV †ac(Y ,x⊥)G0S(0,x|0,y)V cb(Y ,y⊥)
= −gjkδabδ(x⊥ − y⊥)B(x+ − y+) (D4)
using G0S(0,x|0,y) = B(x+ − y+)δ(x⊥ − y⊥) where B(x+) defined in Eq.(8.29).
For the second term, we need Eq.(8.27) and Eq.(7.61). Using them yields
〈ω˜a(Y ,x)a˜jb(Y ,y)〉 = −V †ac(Y ,x⊥)
∫ 0
−∞
dz−
∫ x+
−∞
dz+ 〈∂ia˜ic(z−, z+,x⊥)a˜jb(Y ,y)〉
= −V †ac(Y ,x⊥)
∫ 0
−∞
dz−
∫ x+
−∞
dz+ (−gij)∂xi G0S(z−, z+,x⊥|0,y)V cb(Y ,y⊥)
= V †ac(Y ,x⊥)V cb(Y ,y⊥)∂
j
x
∫ 0
−∞
dz−
∫ x+
−∞
dz+G0S(z
−, z+,x⊥|0,y)
= −2B(x+ − y+)V †ac(Y ,x⊥)V cb(Y ,y⊥)∂jxGT (x⊥ − y⊥) (D5)
where we used Eq.(C23). Similarly,
〈a˜ia(Y ,x)ω˜b(Y ,y)〉 = −V †bc(Y ,y⊥)
∫ 0
−∞
dz−
∫ y+
−∞
dz+ 〈a˜ia(Y ,x)∂j a˜jc(z−, z+,y⊥)〉
= V †bc(Y ,y⊥)V
†
ac(Y ,x⊥)∂
i
y
∫ 0
−∞
dz−
∫ y+
−∞
dz+G0S(0,x|z−, z+,y⊥)
= −2B(x+ − y+)V †bc(Y ,y⊥)V †ac(Y ,x⊥)∂iyGT (x⊥ − y⊥) (D6)
For 〈ω˜ω˜〉, we get
〈ω˜a(Y ,x)ω˜b(Y ,y)〉 ≈ V †ac(Y ,x⊥)V †bd(Y ,y⊥)
∫ 0
−∞
dz−
∫ x+
−∞
dz+
∫ 0
−∞
dz′−
∫ y+
−∞
dz′+
〈∂ia˜ic(z−, z+,x⊥)∂j a˜jd(z′−, z′+,y⊥)〉
= −V †ac(Y ,x⊥)V †bc(Y ,y⊥)
∂xi ∂
i
y
∫ 0
−∞
dz−
∫ x+
−∞
dz+
∫ 0
−∞
dz′−
∫ y+
−∞
dz′+G0S(z
−, z+,x⊥|z′−, z′+,y⊥)
= 4B(x+ − y+)V †ac(Y ,x⊥)V †bc(Y ,y⊥)GT (x⊥ − y⊥) (D7)
where we used
∂xi ∂
i
y
∫ 0
−∞
dz−
∫ x+
−∞
dz+
∫ 0
−∞
dz′−
∫ y+
−∞
dz′+G0S(z
−, z+,x⊥|z′−, z′+,y⊥) = −4B(x+ − y+)GT (x⊥ − y⊥)
(D8)
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The kernel in the JIMWLK equation is now
η(x⊥|y⊥) = 1
4B(x+ − y+)
∫
u⊥,v⊥
GT (x⊥ − u⊥) χ¯(Y , x+,u⊥|Y , y+,v⊥)GT (v⊥ − y⊥)
=
∫
u⊥,v⊥
GT (x⊥ − u⊥) ∂ui ∂vj
(−gijδabδ(u⊥ − v⊥))GT (v⊥ − y⊥)
+
∫
u⊥,v⊥
GT (x⊥ − u⊥)∂vj ∂ui ∂iu
(
V †ac(Y ,u⊥)V cb(Y ,v⊥)∂
j
uGT (u⊥ − v⊥)
)
GT (v⊥ − y⊥)
+
∫
u⊥,v⊥
GT (x⊥ − u⊥)∂ui ∂vj ∂jv
(
V †bc(Y ,v⊥)V
†
ac(Y ,u⊥)∂
i
vGT (u⊥ − v⊥)
)
GT (v⊥ − y⊥)
+
∫
u⊥,v⊥
GT (x⊥ − u⊥)∂vj ∂jv∂ui ∂iu
(
V †ac(Y ,u⊥)V
†
bc(Y ,v⊥)GT (u⊥ − v⊥)
)
GT (v⊥ − y⊥)
(D9)
Integrating by parts and using
∂i∂
iGT (x⊥ − y⊥) = δ(x⊥ − y⊥) (D10)
we finally get
η(x⊥|y⊥) = −δab
∫
u⊥
∂xi GT (x⊥ − u⊥) ∂iyGT (u⊥ − y⊥)
+
∫
v⊥
(
V †ac(Y ,x⊥)V cb(Y ,v⊥)∂
j
xGT (x⊥ − v⊥)
)
(∂yjGT (v⊥ − y⊥))
+
∫
u⊥
(∂xi GT (x⊥ − u⊥))
(
V †ac(Y ,u⊥)V cb(Y ,y⊥)∂
i
yGT (u⊥ − v⊥)
)
− V †ac(Y ,x⊥)V cb(Y ,y⊥)
∫
u⊥
(∂xi GT (x⊥ − u⊥))(∂iyGT (u⊥ − y⊥))
(D11)
where we used Eq.(C24).
Appendix E: Details of the 1-point average calculation
We start from Eq.(8.51)
〈σ1(Y ,x)〉 = ig
∫ ∞
Y
dy− 〈[a´i(y−, x+,x⊥), ∂−a´i(y−, x+,x⊥)]〉
+ ig
∫ ∞
Y
dy− 〈[[Di, ω(y−, x+,x⊥)], [Di, a´+(y−, x+,x⊥)]]〉
− 2ig
∫ ∞
Y
dy− 〈[a´i(y−, x+,x⊥), [Di, a´+(y−, x+,x⊥)]]〉
+ ig〈[[Di, ω(Y , x+,x⊥)], a´i(Y , x+,x⊥)]〉 (E1)
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For the first and the third lines, the time coordinates are both above or on Y . In this case,
the resulting GabS (x|y) ∝ δab as shown in the last section. Hence after factoring out V the
averages contain
ifabc〈a˜bi(y−,x)a˜ic(y−,x)〉 ∝ fabb = 0 (E2)
The 4-th line is
L4 = ig〈[[Di, ω(Y , x+,x⊥)], a´i(Y , x+,x⊥)]〉
= ig〈[[Di, V (Y ,x⊥)ω˜(Y , x+,x⊥)V †(Y ,x⊥)], V (Y ,x⊥)a˜i(Y , x+,x⊥)V †(Y ,x⊥)]〉
= ig〈[V (Y ,x⊥)∂iω˜(Y , x+,x⊥)V †(Y ,x⊥), V (Y ,x⊥)a˜i(Y , x+,x⊥)V †(Y ,x⊥)]〉
= −gtafabcV bd(Y ,x⊥)V ce(Y ,x⊥) lim
y⊥→x⊥
∂yi 〈ω˜d(Y , x+,y⊥)a˜ie(Y , x+,x⊥)〉
≈ 2gB(0)tafabcV bd(Y ,x⊥)V ce(Y ,x⊥) lim
y⊥→x⊥
∂yi
(
V †dg(Y ,y⊥)V ge(Y ,x⊥)∂
j
yGT (y⊥ − x⊥)
)
= 0 (E3)
where we used Eq.(D5). This vanishes because the result of ∂yi operation yields either fabcδbc
or ∂jyG(0) = 0
The only remaining term is the second line in Eq.(E1). In the limit x− → Y + 0+, ξ(x)
becomes
〈σ1(Y ,x)〉
= ig
∫ ∞
Y
dy− V (Y ,x⊥)〈[∂iω˜(y−, x+,x⊥), ∂ia˜+(y−, x+,x⊥)]〉V †(Y ,x⊥)
= ig
∫ ∞
Y
dy−
∫ y−
−∞
dz−
∫ x+
−∞
dz+
∫ x+
−∞
dw+
V (Y ,x⊥)〈[∂xi
(
V †(Y , z−;x⊥)∂ka˜k(z−, z+,x⊥)V (Y , z−;x⊥)
)
, ∂i∂la˜
l(y−, w+,x⊥)]〉V †(Y ,x⊥)
(E4)
using ω˜ = V †(
∫
dy−a´+)V and a˜+ = − ∫ dy+∂la˜l. The z− integrals can be divided into
3 parts. In the region Y < z
− < y−, V †(Y , z−;x⊥) = 1. The average then contains
fabcδbc = 0. The contribution from the region 0 < z
− < Y is O(Y ) since the integrand is
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regular. Therefore,
〈σ1(Y ,x)〉
≈ ig
∫ ∞
Y
dy−
∫ 0
−∞
dz−
∫ x+
−∞
dz+
∫ x+
−∞
dw+
V (Y ,x⊥)[∂xi
(
V †(Y ,x⊥)∂ka˜k(z−, z+,x⊥)V (Y ,x⊥)
)
, ∂ix∂
x
l a˜
l(y−, w+,x⊥)]V †(Y ,x⊥)
= −ig
∫ ∞
Y
dy−
∫ x+
−∞
dw+
∫ 0
−∞
dz−
∫ x+
−∞
dz+
V (Y ,x⊥)[∂ix∂
x
l a˜
l(y−, w+,x⊥), ∂xi
(
V †(Y ,x⊥)(∂xk a˜
k(z−, z+,x⊥))V (Y ,x⊥)
)
]V †(Y ,x⊥)
(E5)
In the color vector notation, this is
〈σa1(Y ,x)〉
= − lim
y⊥→x⊥
ig
∫ ∞
Y
dy−
∫ x+
−∞
dw+
∫ 0
−∞
dz−
∫ x+
−∞
dz+
V ab(Y ,x⊥)(ifbcd)〈
(
∂ix∂
x
l a˜
l
c(y
−, w+,x⊥)
)
∂yi
(
V †de(Y ,y⊥)(∂
y
k a˜
k
e(z
−, z+,y⊥))
)
〉 (E6)
Using Eq.(C17), we get
〈σa1(Y ,x)〉
≈ −2g lim
y⊥→x⊥
∫ ∞
Y
dy−
∫ x+
−∞
dw+
∫ 0
−∞
dz−
∫ x+
−∞
dz+
V ab(Y ,x⊥)fbcd∂
i
x∂
y
i(
V †de(Y ,y⊥)
∫
u
∂xl (∂u+G
0
R(y
−, w+,x⊥|Y ,u))V †ce(Y ,u⊥)(∂lyG0S(0,u|z−, z+,y⊥))
)
(E7)
Since G0S(x|y) only depends on the difference x−y, we can change ∂u+ to −∂w+ in the above
expression and carry out the w+ integral to get
〈σa1(Y ,x)〉
= 2g lim
y⊥→x⊥
V ab(Y ,x⊥)fbcd∂
i
x∂
y
i
(
V †de(Y ,y⊥)
∫
u
∫ ∞
Y
dy− (∂xl G
0
R(y
−, x+,x⊥|Y ,u))
V †ce(Y ,u⊥)
∫ 0
−∞
dz−
∫ x+
−∞
dz+(∂lyG
0
S(0,u|z−, z+,y⊥))
)
(E8)
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Using Eq.(C22) and Eq.(C23) from the last section, we arrive at
〈σa1(Y ,x)〉 = 4B(0)gV ab(Y ,x⊥)fbcd
lim
y⊥→x⊥
∂yi
(
V †de(Y ,y⊥)
∫
u⊥
(∂ix∂
x
l GT (x⊥ − u⊥))V ec(Y ,u⊥)(∂lyGT (u⊥ − y⊥))
)
= 4B(0)gV ab(Y ,x⊥)fbcd
∂xi
(
V †de(Y ,x⊥)
∫
u⊥
(∂ix∂
x
l GT (x⊥ − u⊥))V ec(Y ,u⊥)(∂lxGT (u⊥ − x⊥))
)
(E9)
where we used V †ce = V ec. The last line follows because the difference contains (∂
x
i ∂
i
x∂
x
l GT (x⊥−
u⊥)) = ∂xl δ(x⊥−u⊥). Hence, integrating over u⊥ results in either fbcdδdc = 0 or ∂xl GT (0) = 0.
Using the fact that GT (x⊥ − u⊥) = GT (u⊥ − x⊥), we finally get
〈σa1(Y ,x⊥)〉
= 2B(0)gV ab(Y ,x⊥)fbcd
∂xi
(
V †de(Y ,x⊥)∂
i
x
∫
u⊥
(∂xl GT (x⊥ − u⊥))V ec(Y ,u⊥)(∂lxGT (u⊥ − x⊥))
)
(E10)
To calculate 〈ζ〉, we also need
Ra(x) =
1
2
gfabc
∫
z⊥
〈ν˜b(x+, z⊥)ν˜c(x+,x⊥)〉GT (z⊥ − x⊥) (E11)
From the results obtained in Section VIII A, we get
1
4B(0)
∫
z⊥
χ¯bc(z,x)GT (z⊥ − x⊥)
=
1
4B(0)
∫
x⊥
χ¯bc(Y , x
+, z⊥|Y , y+,x⊥)GT (z⊥ − x⊥)
=
∫
z⊥
∂zi ∂
x
j
(−gijδbcδ(z⊥ − x⊥))GT (z⊥ − x⊥)
+
∫
z⊥
∂xj ∂
z
i ∂
i
z
(
V †bd(Y , z⊥)V dc(Y ,x⊥)∂
j
zGT (z⊥ − x⊥)
)
GT (z⊥ − x⊥)
+
∫
z⊥
∂zi ∂
x
j ∂
j
x
(
V †bd(Y , z⊥)V dc(Y ,x⊥)∂
i
xGT (z⊥ − x⊥)
)
GT (z⊥ − x⊥)
+
∫
z⊥
∂xj ∂
j
x∂
z
i ∂
i
z
(
V †bd(Y , z⊥)V dc(Y ,x⊥)GT (z⊥ − x⊥)
)
GT (z⊥ − x⊥) (E12)
After much algebra and integrations by parts, we get
1
4B(0)
∫
z⊥
χ¯bc(z,x)GT (z⊥ − x⊥)
= ∂xj
∫
z⊥
(
V †bd(Y , z⊥)(∂
j
xV dc(Y ,x⊥))∂
i
xGT (z⊥ − x⊥)
)
∂xi GT (z⊥ − x⊥)
+
(
V †bd(Y ,x⊥)(∂
x
j ∂
j
xV dc(Y ,x⊥))GT (0)
)
(E13)
71
The 1-point average 〈ζa〉 is given by Eq.(8.46) reproduced here
〈ζ˜a(x)〉 = −〈ξ˜a(x)〉 − 1
2
fabc
∫
z⊥
〈ζ˜b(x+, z⊥)ζ˜c(x+,x⊥)〉GT (x⊥ − z⊥) (E14)
Combining our results, we get
〈ζa(x)〉 = −〈ξ˜a(x)〉 − 1
2
fabc
∫
z⊥
〈ζ˜b(x+, z⊥)ζ˜c(x+,x⊥)〉GT (x⊥ − z⊥)
= −2B(0)gfabc∂xi
(
V †cd(Y ,x⊥)∂
i
x
∫
u⊥
(∂xl GT (x⊥ − u⊥))V db(Y ,u⊥)(∂lxGT (u⊥ − x⊥))
)
− 2B(0)gfabc∂xi
∫
z⊥
(
V †bd(Y , z⊥)(∂
l
xV dc(Y ,x⊥))∂
l
xGT (z⊥ − x⊥)
)
∂xl GT (z⊥ − x⊥)
− 2B(0)gfabc
(
V †bd(Y ,x⊥)(∂
x
j ∂
j
xV dc(Y ,x⊥))GT (0)
)
= −2B(0)gfabc∂xi ∂ix
(
V †cd(Y ,x⊥)
∫
z⊥
(∂xl GT (x⊥ − z⊥))V db(Y , z⊥)(∂lxGT (z⊥ − x⊥))
)
− 2B(0)gfabc
(
(∂xj ∂
j
xV
†
cd(Y ,x⊥))V db(Y ,x⊥)GT (0)
)
(E15)
To see that the second term indeed cancels the divergence in the second derivative,
consider the ∇2⊥V † part of the above expression divided by 4B(0) It is
V2 = −g
2
fabc
(
∂xi ∂
i
xV
†
bd(Y ,x⊥)
)(∫
u⊥
(∂xl GT (x⊥ − u⊥))V dc(Y ,u⊥)(∂lxGT (u⊥ − x⊥))
)
− 1
2
gfabc
(
∂xi ∂
i
xV
†
bd(Y ,x⊥)
)
V dc(Y ,x⊥)GT (0) (E16)
Integrating by parts and upon using ∂l∂
lGT = δ, we get
V2 =
g
2
fabc
(
∂xi ∂
i
xV
†
bd(Y ,x⊥)
)(∫
u⊥
(∂ul GT (x⊥ − u⊥)) (∂luV dc(Y ,u⊥))GT (u⊥ − x⊥)
)
(E17)
In the momentum space,∫
u⊥
(∂ul GT (x⊥ − u⊥)) (∂luV dc(Y ,u⊥))GT (u⊥ − x⊥)
=
∫
u⊥
∫
p⊥,k⊥,q⊥
iple
ip⊥·(x⊥−u⊥)
p2⊥
(−iql)eiq⊥·u⊥V †(q⊥)e
ik⊥·(u⊥−x⊥)
k2⊥
= −
∫
p⊥,q⊥
(p⊥ · q⊥) e
iq⊥·x⊥
p2⊥(p⊥ − q⊥)2
V †(q⊥) (E18)
The integration over q⊥ is cut-off by eiq⊥·x⊥ as well as V †(q⊥). The integration over p⊥
converges in UV. Hence, V2 is UV-finite.
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To complete the JIMWLK derivation we need the relationship between ν and η. In the
color vector space, we have
ηab(x⊥|y⊥)
= −
∫
d2u⊥
(
δab − V †ac(Y ,u⊥)V cb(Y ,y⊥)− V †ac(Y ,x⊥)V cb(Y ,u⊥) + V †ac(Y ,x⊥)V cb(Y ,y⊥)
)
∂ixGT (x⊥ − u⊥)∂yiGT (u⊥ − y⊥) (E19)
Taking a functional derivative with respect to A˜−b (z−, z⊥) yields
lim
z−→Y
z⊥→y⊥
δ
δA˜−b (z−, z⊥)
ηab(x⊥|y⊥)
=
∫
d2u⊥
(
ig(T b)adδ(y⊥ − u⊥)V †dc(Y ,u⊥)V cb(Y ,y⊥)− V †ac(Y ,u⊥)V cd(Y ,y⊥)ig(T b)dbδ(y⊥ − y⊥)
)
∂ixGT (x⊥ − u⊥)∂yiGT (u⊥ − y⊥)
+
∫
d2u⊥
(
ig(T b)adδ(y⊥ − x⊥)V †dc(Y ,x⊥)V cb(Y ,u⊥)− V †ac(Y ,x⊥)V cd(Y ,u⊥)ig(T b)dbδ(y⊥ − u⊥)
)
∂ixGT (x⊥ − u⊥)∂yiGT (u⊥ − y⊥)
−
∫
d2u⊥
(
ig(T b)adδ(y⊥ − x⊥)V †dc(Y ,x⊥)V cb(Y ,y⊥)− V †ac(Y ,x⊥)V cd(Y ,y⊥)ig(T b)dbδ(y⊥ − y⊥)
)
∂ixGT (x⊥ − u⊥)∂yiGT (u⊥ − y⊥) (E20)
Since (T b)ac = −ifbac, all the terms in the above expression vanish except∫
y⊥
lim
z−→Y
z⊥→y⊥
δ
δA˜b(z−, z⊥)
ηab(x⊥|y⊥)
=
∫
y⊥,u⊥
(
ig(T b)adδ(y⊥ − x⊥)V †dc(Y ,x⊥)V cb(Y ,u⊥)
)
∂ixGT (x⊥ − u⊥)∂yiGT (u⊥ − y⊥)
=
∫
u⊥
(
ig(T b)adV
†
dc(Y ,x⊥)V cb(Y ,u⊥)
)
∂ixGT (x⊥ − u⊥)∂xi GT (u⊥ − x⊥)
= g
∫
u⊥
(
fbadV
†
dc(Y ,x⊥)V cb(Y ,u⊥)
)
∂ixGT (x⊥ − u⊥)∂xi GT (u⊥ − x⊥)
= g
∫
u⊥
(
fadbV
†
dc(Y ,x⊥)V cb(Y ,u⊥)
)
∂ixGT (x⊥ − u⊥)∂xi GT (u⊥ − x⊥)
= −g
∫
u⊥
(
fabdV
†
dc(Y ,x⊥)V cb(Y ,u⊥)
)
∂ixGT (x⊥ − u⊥)∂xi GT (u⊥ − x⊥)
= 2νa(x⊥) (E21)
