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Abstract
Identifying new user intents is an essential task in the dia-
logue system. However, it is hard to get satisfying clustering
results since the definition of intents is strongly guided by
prior knowledge. Existing methods incorporate prior knowl-
edge by intensive feature engineering, which not only leads
to overfitting but also makes it sensitive to the number of
clusters. In this paper, we propose constrained deep adap-
tive clustering with cluster refinement (CDAC+), an end-to-
end clustering method that can naturally incorporate pairwise
constraints as prior knowledge to guide the clustering pro-
cess. Moreover, we refine the clusters by forcing the model to
learn from the high confidence assignments. After eliminat-
ing low confidence assignments, our approach is surprisingly
insensitive to the number of clusters. Experimental results on
the three benchmark datasets show that our method can yield
significant improvements over strong baselines. 1
Introduction
Discovering new user intents that have not been met is an
important task in the dialogue system. By grouping simi-
lar utterances into clusters, we may identify new business
opportunities and decide the future direction of system de-
velopment. Since most conversational data is unlabelled, an
effective clustering method can help us automatically find a
reasonable taxonomy and identify potential user needs.
However, it is not as easy as we think. On the one hand,
it is difficult to estimate the exact number of new intents.
On the other hand, it is hard to get desired clustering results
since the taxonomy of intents is usually determined by the
heuristic (Lin and Xu 2019). For example, suppose we want
to partition the data according to the technical problems en-
countered by users, we may end up with clustering results
partitioned by question types (e.g., what, how, why).
Recently, this problem has attracted the attention of re-
searchers. For example, Hakkani-Tu¨r et al. (2015) use se-
mantic parsing to decompose user utterances into graphs
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Figure 1: An example of new intent discovery. Our goal is
to find out the underlying new intents by utilizing the limited
labeled data to guide the clustering process.
and prune it into subgraphs based on frequency and en-
tropy. Padmasundari and Bangalore (2018) combine the re-
sults of different clustering methods and sentence represen-
tations through an ensemble approach. AutoDial (Shi et al.
2018) extracts all kinds of features, such as POS tags and
keywords, and then uses the hierarchical clustering method
to group the sentences. Haponchyk et al. (2018) use pre-
defined structured outputs to guide the clustering process.
However, all of the above methods require intensive feature
engineering. Besides, those methods perform representation
learn and cluster assignments in a pipeline manner, which
may result in poor performance.
In reality, as shown in Figure 1, we may have limited la-
beled data and a vast amount of unlabeled data, and we do
not know all the intent categories in advance. Besides, the
training data is noisy because unlabeled data contain both
known and unknown intents. The key is to take advantage of
labeled data to improve clustering performance effectively.
To address these issues, we propose an end-to-end clus-
tering method that optimizes the intent representation within
the clustering process. Also, we leverage the pre-trained lan-
guage model, BERT (Devlin et al. 2019), and the labeled
data to aid the clustering process. As shown in Figure 2,
we divide our method into three steps. First, we obtain in-
tent representations from BERT. Second, we construct a
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Figure 2: The model architecture of CDAC+. We repeat step 1 and 2 iteratively until the upper and lower thresholds overlap.
Then we go to step 3 to refine the clustering results further. The figure is best viewed in color. We use blue blocks to represent
frozen network parameters.
pairwise-classification task as the surrogate for clustering by
determining whether the sentence pair is similar or not. We
use intent representations to calculate the similarity matrix
of sentence pairs. Then, we train the network with similar
or dissimilar labels, which are generated by either labeled
data or dynamic similarity thresholds. We treat the pair-
wise constraints provided by labeled data as prior knowl-
edge and use it to guide the clustering process. Finally, we
use the auxiliary target distribution and Kullback-Leibler di-
vergence (KLD) loss to encourage the model to learn from
the high confidence assignments. We refine the intent rep-
resentation and cluster assignment jointly in an end-to-end
fashion. By eliminating low confidence assignments, our ap-
proach is insensitive to the number of clusters.
We summarize our contribution as follows. First, we pro-
pose an end-to-end clustering method that does not require
intensive feature engineering and is insensitive to the num-
ber of clusters. Second, we demonstrate how to leverage the
pre-trained language model and limited labeled data to aid
the clustering process. Finally, extensive experiments con-
ducted on three datasets show that our method can yield sig-
nificant improvements compared with strong baselines.
Related Work
Transfer Learning
Transfer learning uses knowledge in the source domain to
help the learning process in the target domain. Types of
transferred knowledge include training instance, feature rep-
resentation, model parameter, and the relation among data
(Pan and Yang 2010). Hsu, Lv, and Kira (2018) propose
to transfer the pairwise similarity for cross-domain clus-
tering. However, an extra similarity prediction model must
be trained in advance. Our method transfers the relations
among data through pairwise similarity and model param-
eters of the pre-trained language model (Devlin et al. 2019),
but does not require an extra similarity prediction model. We
use the transferred knowledge to guide the clustering pro-
cess.
Few-shot learning Few-shot learning also requires
knowledge transfer from existing classes to the new classes.
It focuses on classification problems, and one of the most
popular methods is to transfer knowledge via the clustering
approach (Snell, Swersky, and Zemel 2017). Besides, its
test set contains only new classes.
In contrast, our work focuses on clustering problems, and
we transfer knowledge via classification approach. When we
try to discover new intents, the test set usually contains both
known and unknown classes, and the samples could be eas-
ily misclassified as known classes. Our setting is not only
closer to reality but also more challenging.
Unsupervised Clustering
In the literature, various algorithms can be used for intent
clustering such as K-means (MacQueen and others 1967)
and agglomerative clustering (Gowda and Krishna 1978).
However, these traditional methods are ineffective in high-
dimensional data due to the limitations of feature space and
the choice of predefined distance metrics.
We can resolve this problem by using neural networks to
optimize the feature space in advance. For example, STCC
(Xu et al. 2015) construct a self-taught objective to learn
the compressed representation and then perform K-means
on it. With the development of deep learning, researchers
start studying how to use the neural network to learn feature
representations and cluster assignments simultaneously.
Deep Neural Network-based Clustering Clustering with
deep neural networks is an emerging topic, and deep em-
bedding clustering (DEC) (Xie, Girshick, and Farhadi 2016)
opens up the possibility for it. DEC compress the TF-IDF
of documents into low-dimensional representations through
a stacked autoencoder. Then, they iteratively optimize the
clustering objective with a self-training target distribution
by KLD loss. Deep clustering network (DCN) (Yang et al.
2017) follow the idea of DEC and add penalty term on re-
construction during the process of optimizing the clustering
objective. However, these methods merely compress repre-
sentations and unable to capture the context effectively.
Chang et al. (2017) propose deep adaptive clustering
(DAC), which uses a pairwise-classification framework and
recasts image clustering into a binary classification problem.
They use convolutional neural network (CNN) to determine
whether the sentence pair is similar or not. Then, they per-
form adaptive clustering in a self-supervised manner. The
key is that the filters of CNN can naturally provide discrimi-
native power even they are randomly initialized (Caron et al.
2018), so the similarity between samples can be measured.
However, the assumption does not work for text data. In-
stead, we replace CNN with the pre-trained language model
and use it to measure the similarity between samples.
Constrained Clustering
Constrained clustering uses a small amount of labeled data
to aid the clustering process. A paradigm is to modify the
clustering objective function to satisfy the pairwise con-
straints. For example, COP-KMeans (Wagstaff et al. 2001)
use must-link and cannot-link between samples as hard con-
straints. PCK-Means (Basu, Banerjee, and Mooney 2004)
introduce the soft constraints by allowing the constraints
to be violated with violation cost. Based on PCK-Means,
MPCK-Means (Bilenko, Basu, and Mooney 2004) use the
constraints to optimize the distance metric simultaneously.
Wang, Mi, and Ittycheriah (2016) extend the idea to neural
networks with instance-level constraints. Hsu, Lv, and Kira
(2018) use an extra similarity prediction model to incorpo-
rate pairwise constraints into the clustering process. We use
pairwise constraints for optimizing clustering objective and
metric learning in our model.
Constrained Deep Adaptive Clustering
with Cluster Refinement
We divide the proposed method into three steps: intent rep-
resentation, pairwise-classification, and cluster refinement.
The model architecture is shown in Figure 2.
Intent Representation
First, we use the pre-trained BERT language model to ob-
tain intent representations. Given the ith sentence xi in the
corpus, we take all token embeddings [C, T1, · · · , TN ] ∈
R(N+1)×H in the last hidden layer of BERT and apply
mean-pooling on it to get the average representation ei ∈
RH :
ei = mean-pooling([C, T1, · · · , TN ]) (1)
where N is the sequence length and H is the hidden layer
size. Then, we feed ei to clustering layer g and obtain intent
representation Ii ∈ Rk:
g(ei) = Ii =W2(Dropout(tanh(W1ei))) (2)
where W1 ∈ RH×H and W2 ∈ RH×k are learnable pa-
rameters, and k is the number of clusters. We use clustering
layer to group the high-level features and extract intent rep-
resentation Ii for next steps.
Pairwise-Classification with Similarity Loss
The essence of clustering is to measure the similarity be-
tween samples (Haponchyk et al. 2018; Poddar et al. 2019).
Inspire by DAC (Chang et al. 2017), we reframe the cluster-
ing problem as a pairwise-classification task. By determin-
ing whether the sentence pair is similar or not, our model can
learn clustering-friendly intent representation. We use intent
representation I to compute the similarity matrix S:
Sij =
IiI
T
j
‖Ii ‖ ‖Ij ‖ (3)
where ‖ · ‖ is L2 norm and i, j ∈ {1, . . . , n}. We denote
batch size as n. Sij indicates the similarity the between sen-
tence xi and xj . Then, we iteratively go through supervised
and self-supervised step to optimize the model.
Supervised Step Given a small amount of labeled data,
we can construct the label matrix R:
Rij :=
{
1, if yi = yj ,
0, if yi 6= yj (4)
where i, j ∈ {1, . . . , n}. Then, we use the similarity matrix
S and the label matrixR to compute the similarity loss Lsim:
Lsim(Rij , Sij) = −Rij log(Sij)
−(1−Rij) log(1− Sij). (5)
Here we treat labeled data as priori knowledge and use it
to guide the clustering process. It implies how the model
should partition the data.
Self-supervised Step First, by applying dynamic thresh-
olds on similarity matrix S, we get the self-labeled matrix
Rˆ:
Rˆij :=

1, if Sij > u(λ) or yi = yj ,
0, if Sij < l(λ) or yi 6= yj ,
Not selected , otherwise
(6)
Dataset #Classes (Known + Unknown) #Training #Validation #Test Vocabulary Length (max / mean)
SNIPS 7 (5 + 2) 13,084 700 700 11,971 35 / 9.03
DBPedia 14 (11 + 3) 12,600 700 700 45,077 54 / 29.97
StackOverflow 20 (15 + 5) 18,000 1,000 1,000 17,182 41 / 9.18
Table 1: Statistics of SNIPS, DBPedia, and StackOverflow dataset. # indicates the total number of sentences. In each run of the
experiment, we randomly select 25% intents as unknown. Taking SNIPS dataset as an example, we randomly select 2 intents
as unknown and treat the remaining 5 intents as known.
where i, j ∈ {1, . . . , n}. The dynamic upper threshold u(λ)
and the dynamic lower threshold l(λ) are used to determine
whether the sentence pair is similar or dissimilar. Note that
the sentence pairs with similarities between u(λ) and l(λ) do
not participate in the training process. In this step, we mix
labeled and unlabeled data to train the model. The labeled
data can provide ground truth for noisy self-labeled matrix
Sˆ and reduce the error.
Second, we add u(λ) − l(λ) as the penalty term for the
number of samples.
min
λ
E(λ) = u(λ)− l(λ) (7)
where λ is an adaptive parameter that controls the sample
selection, and we iteratively update the value of λ with:
λ := λ− η · ∂E(λ)
∂λ
(8)
where η denotes the learning rate of λ. Since u(λ) ∝ −λ
and l(λ) ∝ λ, we can gradually increase λ during the train-
ing process to decrease u(λ) and increase l(λ). It allows us
to gradually select more sentence pairs to participate in the
training process. It may also introduce more noise to Rˆ.
Finally, we use the similarity matrix S and the self-labeled
matrix Rˆ to compute the similarity loss Lˆsim:
Lˆsim(Rˆij , Sij) = −Rˆij log(Sij)
−(1− Rˆij) log(1− Sij).
(9)
As the thresholds change, we train the model from easily
classified sentences pair to hardly classified sentences pair
iteratively to obtain the clustering-friendly representation.
When u(λ) ≤ l(λ), we stop the iterative process and move
to the refinement stage.
Cluster Refinement with KLD loss
We adopt the idea of Xie, Girshick, and Farhadi (2016)
and refine the cluster assignments via an expectation-
maximization approach iteratively. The intuition is to en-
courage the model to learn from the high confidence as-
signments. First, given the initialized cluster centroids U ∈
Rk×k saved in the refinement layer, we calculate the soft
assignment between intent representations and cluster cen-
troids. Specifically, we use Students t-distribution as a ker-
nel to estimate the similarity between intent representation
Ii and cluster centroid Uj :
Qij =
(1+ ‖ Ii − Uj ‖2)−1∑
j′(1+ ‖ Ii − Uj ‖2)−1
(10)
where Qij represents the probability (soft assignment) that
the sample i belongs to the cluster j. Second, we use the aux-
iliary target distribution P to force the model to learn from
the high confidence assignments, thereby refining the model
parameters and cluster centroids. We define target distribu-
tion P as follows:
Pij =
Q2ij/fi∑
j′ Q
2
ij′/fj′
(11)
where fi =
∑
iQij denotes the soft cluster frequencies. Fi-
nally, we minimize the KLD loss between P and Q:
LKLD = KL(P‖Q) =
∑
i
∑
j
Pij log
Pij
Qij
(12)
Then, we repeat the above two steps until the cluster assign-
ment changes less than δlabel% in two consecutive iterations.
Finally, we inference cluster ci results as follows:
ci = argmax
k
Qik (13)
where ci is the cluster assignment for sentence xi.
Experiments
Datasets
We conduct experiments on three publicly available short
text datasets. The detailed statistics are shown in Table 1.
SNIPS It is a personal voice assistant dataset which con-
tains 14484 utterances with 7 types of intents.
DBPedia (Zhang and LeCun 2015) It contains 14 non-
overlapping classes of ontology selected from DBPedia
2015 (Lehmann et al. 2015). We follow Wang, Mi, and Itty-
cheriah (2016) and randomly select 1,000 samples for each
classes.
StackOverflow Originally released on Kaggle.com, it
contains 3,370,528 title of technical questions across 20 dif-
ferent classes. We use the dataset processed by Xu et al.
(2015) who randomly select 1,000 samples for each classes.
Baselines
We compare our method with both unsupervised and semi-
supervised clustering methods.
SNIPS DBPedia StackOverflow
Method NMI ARI ACC NMI ARI ACC NMI ARI ACC
Unsup.
KM 71.42 67.62 84.36 67.26 49.93 61.00 8.24 1.46 13.55
AG 71.03 58.52 75.54 65.63 43.92 56.07 10.62 2.12 14.66
SAE-KM 78.24 74.66 87.88 59.70 31.72 50.29 32.62 17.07 34.44
DEC 84.62 82.32 91.59 53.36 29.43 39.60 10.88 3.76 13.09
DCN 58.64 42.81 57.45 54.54 32.31 47.48 31.09 15.45 34.26
DAC 79.97 69.17 76.29 75.37 56.30 63.96 14.71 2.76 16.30
BERT-KM 52.11 43.73 70.29 60.87 26.6 36.14 12.98 0.51 13.9
Semi-sup.
PCK-means 74.85 71.87 86.92 79.76 71.27 83.11 17.26 5.35 24.16
BERT-KCL 75.16 61.90 63.88 83.16 61.03 60.62 8.84 7.81 13.94
BERT-Semi 75.95 69.08 78.00 86.35 72.49 75.31 65.07 47.48 65.28
CDAC+ 89.30 86.82 93.63 94.74 89.41 91.66 69.84 52.59 73.48
Table 2: The clustering results on three datasets. We evaluate both unsupervised and semi-supervised methods.
SNIPS DBPedia StackOverflow
Method NMI ARI ACC NMI ARI ACC NMI ARI ACC
Unsup.
DAC 79.97 69.17 76.29 75.37 56.30 63.96 14.71 2.76 16.30
DAC-KM 86.29 82.58 91.27 84.79 74.46 82.14 20.28 7.09 23.69
DAC+ 86.90 83.15 91.41 86.03 75.99 82.88 20.26 7.10 23.69
Semi-sup.
CDAC 77.57 67.35 74.93 80.04 61.69 69.01 29.69 8.00 23.97
CDAC-KM 87.96 85.11 93.03 93.42 87.55 89.77 67.71 45.65 71.49
CDAC+ 89.30 86.82 93.63 94.74 89.41 91.66 69.84 52.59 73.48
Table 3: The clustering results of CDAC+ and its variant methods.
Unsupervised We compare our method with K-means
(KM) (MacQueen and others 1967), agglomerative cluster-
ing (AG) (Gowda and Krishna 1978), SAE-KM and DEC
(Xie, Girshick, and Farhadi 2016) , DCN (Yang et al. 2017)
and DAC (Chang et al. 2017). For KM and AG, we encode
the sentence as a 300-dimensional embedding by averaging
the pre-trained GloVe (Pennington, Socher, and Manning
2014) word embeddings. We also run K-means on sentences
encoded with averaging embeddings of all output tokens of
the last hidden layer of the pre-trained BERT (BERT-KM).
Semi-unsupervised For semi-unsupervised methods, we
compare with PCK-means (Basu, Banerjee, and Mooney
2004) , BERT-Semi (Wang, Mi, and Ittycheriah 2016) and
BERT-KCL (Hsu, Lv, and Kira 2018). For a fair compari-
son, we change the backbone network of these methods to
the same BERT model as ours.
Evaluation Metrics
We follow previous studies and choose three metrics that are
widely used to evaluate clustering results: Normalized Mu-
tual Information (NMI), Adjusted Rand Index (ARI), and
clustering accuracy (ACC). To calculate clustering accuracy,
we use the Hungarian algorithm (Kuhn 1955) to find the
best alignment between the predicted cluster label and the
ground-truth label. All metrics range from 0 to 1. The higher
the score, the better the clustering performance.
Experimental Settings
For each run of experiments, we randomly select 25% of
classes as unknown and 10% of training data as labeled.
We set the number of clusters as the ground-truth. Besides,
we divide all dataset into training, validation, and test sets.
First, we train the model by limited labeled data (containing
known intents) and unlabeled data (containing all intents) in
the training set. Second, we tune the model on the validation
set, which only contains known intents. Finally, we evaluate
the results on the test set. We report the average performance
of each algorithm over ten runs.
We build our model on top of the pre-trained BERT model
(base-uncased, with 12-layer transformer) implemented in
PyTorch (Wolf et al. 2019) and adopt most of its hyper-
parameter settings. To speed up the training process and
avoid over-fitting, we freeze all the parameters of BERT
except the last transformer layer. The training batch size
is 256, and the learning rate is 5e−5. We use the same
dynamic thresholds as DAC (Chang et al. 2017) and set
u(λ) = 0.95− λ, l(λ) = 0.455 + 0.1 · λ, and η = 0.009.
During the refinement stage, we perform K-means on in-
tent representation I to obtain the initial cluster centroids U
and set the stop criteria δlabel as 0.1%.
Results and Discussion
The results are shown in Table 2. The proposed CDAC+
method outperforms other baselines by a significant mar-
Figure 3: Influence of the number of clusters on three datasets.
Figure 4: Influence of the labeled ratio on three datasets.
Figure 5: Influence of the unknown class ratio on three datasets.
gin in all datasets and evaluation metrics. It shows that our
method effectively groups sentences based on the intent rep-
resentations learned with pairwise classification and con-
straints, and even can generalize to new intents that we do
not know in advance.
The performance of unsupervised methods is particularly
poor on DBPedia and StackOverflow, which may be related
to the number of intents and the difficulty of the dataset.
Semi-supervised methods are not necessarily better than un-
supervised methods. If the constraints are not used correctly,
it can not only lead to overfitting but also fail to group new
intents into clusters.
Among these baselines, BERT-KM performed the worst,
even worse than running K-means on sentences encoded
with Glove. Our results suggest that fine-tuning is neces-
sary for BERT to perform downstream tasks. Next, we will
discuss the robustness and effectiveness of the proposed
method from different aspects.
Ablation study To investigate the contribution of con-
straints and cluster refinement, we compare CDAC+ with
its variant methods, such as performing K-means cluster-
ing with representation learned by DAC (DAC-KM) or
CDAC (CDAC-KM), CDAC+ without constraints (DAC+),
and CDAC+ without cluster refinement (CDAC). The results
are shown in Table 3.
Most methods have better performance when con-
straints are added. Compared with DAC+ on StackOverflow,
CDAC+ can even increase clustering accuracy by up to 50%.
It shows the effectiveness of constraints. For cluster refine-
ment, DAC+ and CDAC+ consistently perform better than
DAC-KM and CDAC-KM. DAC+ even outperforms other
baselines on SNIPS and DBPedia. It implies that learning
representation only through DAC or CDAC is not enough,
and cluster refinement is necessary to get better results.
Effect of Number of Clusters To study whether our
method is sensitive to the number of clusters or not, we in-
crease the number of predefined clusters from its ground
truth number to four times of it. The results are shown in
Figure 3. As the number of clusters increases, the perfor-
mance of almost all methods except CDAC+ drops dramati-
cally. Besides, our method consistently performs better than
CDAC-KM, which demonstrates the robustness of cluster
refinement. In Figure 7, we use the confusion matrix to an-
alyze the results further. It shows that our method not only
maintains excellent performance but is also insensitive to the
number of clusters.
(a) DAC (b) BERT-Semi (c) CDAC+
Figure 6: Visualization of intent representation learned on StackOverflow dataset.
Figure 7: Confusion matrix for the clustering results of
CDAC+ on SNIPS datasets. The predefined number of clus-
ters is twice of its ground truth. The values along the diago-
nal represent how many samples are correctly classified into
the corresponding class. The larger the number, the deeper
the color. We hide empty clusters for better visualization.
Effect of Labeled Data We vary the ratio of labeled data
in training set in the range of 0.001, 0.01, 0.03, 0.05 and 0.1,
and show the results in Figure 4. First, even if the ratio of
labeled data is much lower than 0.1, CDAC+ still performs
better than most baselines. Second, the performance changes
the most on the StackOverflow dataset. The reason is that
the taxonomy of it can be divided by technical subjects or
question types (e.g., what, how, why). It requires the labeled
data as prior knowledge to guide the clustering process. The
unsupervised methods fail since there is no prior knowledge
to guide the clustering process.
Finally, the NMI score of BERT-Semi is slightly better
Figure 8: Influence of imbalanced subset on StackOverflow.
than CDAC+ when the labeled ratio is 0.01 and 0.03 on
StackOverflow. The reason is that BERT-Semi uses instance-
level constraints as prior knowledge. It can easily group
known intents but fail to group the unknown intents into new
clusters. We will discuss it in the next paragraph.
Effect of Unknown Classes We vary the ratio of unknown
classes in training set in the range of 0.25, 0.5 and 0.75,
and show the results in Figure 5. The higher the ratio of
unknown classes, the more new intent classes in the train-
ing set. Our method is still robust compared with baselines.
In this case, the performance of BERT-Semi drops dramati-
cally. The instance-level constraints they use will cause over-
fitting and will not be able to group new intents into clusters.
Performance on Imbalanced Dataset We follow previ-
ous works (Chang et al. 2017) and randomly sample subsets
of datasets with different minimum retention probability γ.
Given a dataset with N-classes, samples of class 1 will be
kept with probability γ and class N with probability 1. The
lower the γ, the more imbalanced the dataset is. The results
are shown in Figure 5. Our method is not only robust to im-
balanced classes but also outperform other baselines trained
with balanced classes. The performance of other baselines
drops around 3% to 10% under different γ.
Error Analysis We further analyze whether CDAC+ can
discover new intents on the test set. In Figure 7, we set
BookRestaurant and SearchCreativeWork as unknown in
training set. Our method is still able to find out these intents.
Note that some samples of SearchCreativeWork are incor-
rectly assigned to cluster of SearchScrrenEvent since they
are semantically similar.
In Figure 6, we use the t-SNE (Maaten and Hinton 2008)
to visualize the intent representation. Compared with other
methods, the representation learned by CDAC+ is compact
within the class and separable between classes. It shows that
our method does learn cluster-friendly representations.
Conclusion and Future Work
In this paper, we propose an end-to-end clustering method
that uses limited labeled data to guide the clustering pro-
cess for discovering new intents and further refine the clus-
ter results by forcing the model to learn from the high con-
fidence assignments. Extensive experiments show that our
method not only yields significant improvements compared
with strong baselines but is also insensitive to the number of
clusters. In the future, we will try to combine different kinds
of prior knowledge to guide the clustering process.
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