We report on the first observations ofB 0 → D1(2430)
We report on the first observations ofB 0 → D1(2430) 0 ω,B 0 → D1(2420) 0 ω andB 0 → D * 2 (2460) 0 ω decays. TheB 0 → D * + ρ(1450) − decay is also observed. The branching fraction measurements are based on (771.6 ± 10.6) × 10 6 BB events collected at the Υ(4S) resonance with the Belle detector at the KEKB asymmetric-energy e + e − collider. The fractions of longitudinal polarization of the D * * states as well as partial wave fractions of the D1(2430) 0 are obtained. We also set a 90% confidence level upper limit for the product of branching fractions of states) provide a good opportunity to test heavy quark effective theory (HQET) [1] and QCD sum rule predictions [2] . The simplest system consists of a charm quark and a light antiquark in an orbital angular momentum L = 1 (P -wave) state. Four such states are expected with spin-parities J P = 0 + (j = 1/2), 1 + (j = 1/2), 1 + (j = 3/2) and 2 + (j = 3/2), where j is the sum of the light quark spin and angular momentum L. All these states have been discovered [3] . 2 ), while the j = 3/2 states are expected and proven to be narrow (tens of MeV/c
2 ). The BABAR [4] and LHCb [5] collaborations have discovered other excited D mesons interpreted as nL = 2S and nL = 1D states as well as a possible superposition of several nL = 1F states, where n is the radial quantum number.
Since HQET is violated, the physical D * * state with J P = 1 + can contain admixtures of the states with j = 1/2 and j = 3/2 [6] .
A similar spectroscopy exists for the D sJ states [3] . However, the observed masses for the D * s0 (2317) and D s1 (2460) resonances with j = 1/2 are significantly smaller than predicted [7] . The D s1 (2536) and D s1 (2460) states with J P = 1 + can mix with each other. This effect is observed in an angular analysis of the D s1 (2536) + → D * + K 0 S decay [8] . Precise knowledge of the properties of the D * * states is important to reduce uncertainties in the measurements of the semileptonic decays and thus in the determination of the Cabibbo-KobayashiMaskawa matrix elements |V cb | and |V ub | [9] .
The D * * mesons have been observed in both semileptonic [10] and hadronic B decays [11] [12] [13] [14] . The recent LHCb study [14] shows the first observation of theB 0 → D * 3 (2760) + π − decay as well. The dynamic properties of D * * production are determined by the Wilson operator product expansion [15] . In color-favoredB 0 → D * * + π − decays [11, 14] , dominance of the narrow D * * states over the broad ones is observed. A study of B − → D * * 0 π − decays [12] with the color-favored and color-suppressed possibilities shows approximately equal production of the broad and narrow D * * mesons. It can be explained by a significant suppression of the narrow states in the color-suppressed channel. Calculations based on HQET and quark models [16] predict such suppression.
In this paper, we perform an amplitude analysis of theB 0 → D * + ωπ − decay to measure the decay fractions to D * * states produced via the color-suppressed channel [ Fig. 1(a) 0 ω is prohibited under the naive factorization hypothesis, it can nevertheless be produced via final-state interactions (FSI) and/or nonfactorizable contributions. In soft-collinear effective theory (SCET), color-suppressed decays to the D * 2 (2460) 0 state can receive a factorizable contribution at the leading order in Λ/m B [17] . This mechanism leads to the equality of branching fractions and strong phases in the decaysB
0 M , where M is a light meson. Possible deviations from this equality can be attributed to subleading effects [17] . A discussion of D * * production in hadronic B decays can be found in Ref. [18] .
The color-favored mode of the studied decay [ Fig. 1(b) ] is saturated by light ωπ resonances. Hadronic weak currents can be classified as either first-or second-class, depending on the combination of spin J and the P -and G-parities of the ωπ system [19] . In the standard model, first-class currents (FCC) have J P G = 0 ++ , 0 −− , 1 +− or 1 −+ and are expected to dominate. Second-class currents (SCC) have J P G = 0 +− , 0 −+ , 1 ++ or 1 −− and are associated with a decay constant proportional to the mass difference between the up and down quarks. Thus, they are expected to vanish in the limit of perfect isospin symmetry. The decayB 0 → D * + ωπ − is expected to proceed predominantly through the FCC, mediated by ρ-meson-like resonances, such as offshell ρ(770) − and ρ(1450) − . In contrast, the SCC may be mediated by b 1 (1235)
− . SCC searches have been performed extensively in nuclear β decays [20] and τ decays [21] , with no evidence found.
The structure of the ρ-meson-like states is not yet completely clear. The ρ(1450) has a mass consistent with that of a radial 2S excitation [22] but its decays show characteristics of hybrids [23] and suggest that this state may be a 2S-hybrid mixture [24] . The observation of the ρ(1450) in B-meson decays and the study of its interference with the ρ(770) would lead to a better understanding of the properties of the ρ-meson-like states.
Another aim of this study is a test of the factorization hypothesis in the D * * production region. The factorization hypothesis, widely used in heavy-quark physics for hadronic two-body decays, assumes that two hadronic currents may be treated independently of each other, neglecting FSI. The factorization can be tested by examining the polarization in B-meson decays into two vector mesons. The idea is that, under the factorization, certain hadronic decays are analogous to similar semileptonic decays evaluated at a fixed value of the momentum transfer, q 2 = M 2 lν [25] . Based on the polarization measurements of the decaysB 0 → D * 0 ω [26] and B → φK * [27] , we can conclude that nonfactorizable QCD effects are essential in color-suppressed decays. The significant transverse polarizations measured in these decays may arise from the existence of effects from nontrivial long distance contributions, as predicted by SCET studies [28] . The longitudinal polarizations of similar decaysB 0 → D 1 (2430) 0 ω,B 0 → D 1 (2420) 0 ω andB 0 → D * 2 (2460) 0 ω are measured in our study. The studied decay has been first observed by the CLEO [29] and BABAR [30] collaborations, the latter finding an enhancement in the D * π mass broadly distributed around 2.5 GeV/c 2 .
II. EXPERIMENT AND DETECTOR
This study uses a data sample containing 771.6 ± 10.6 million BB events collected at the Υ(4S) resonance with the Belle detector at the KEKB asymmetric-energy e + e − collider [31] . The Belle detector, which is a large-solid-angle magnetic spectrometer based on a 1.5 T superconducting solenoid magnet, consists of several subdetectors.
Charged particle tracking is provided by a 4-layer silicon vertex detector (SVD) and a 50-layer central drift chamber (CDC). The charged particle acceptance covers laboratory polar angles between θ = 17
• and 150
• , corresponding to about 92% of the total solid angle in the e + e − center-of-mass (c.m.) frame.
Charged hadron identification is provided by the ionization energy-loss dE/dx measurements in the CDC, an array of aerogel threshold Cherenkov counters (ACC), and a barrel-like arrangement of timeof-flight scintillation counters (TOF). The information from these three subdetectors is combined to form likelihood ratios (PID), which are then used for pion, kaon and proton discrimination. An electromagnetic calorimeter (ECL), comprised of 8736 CsI(Tl) crystals and covering the same solid angle as the charged particle tracking system, serves for the detection of electrons and photons. Electron identification is based on a combination of dE/dx measurements in the CDC, the response of the ACC and energy-to-momentum ratio of an ECL shower with a track as well as a transverse shape of this shower. An iron flux-return located outside of the coil (KLM) is instrumented to detect K 0 L mesons and to identify muons. The detector is described in detail elsewhere [32] .
The EvtGen event generator, [33] with PHOTOS [34] for radiative corrections and a GEANT-based Monte Carlo (MC) simulation [35] to model the response of the detector and determine the acceptance, are used in this analysis. The MC simulation includes run-dependent detector performance and background conditions. [36] . We define two orthogonal coordinates X = 3T 0 /Q − 1 and Y = √ 3(T + − T − )/Q, where T ±,0 are the kinetic energies of the pions in the ω rest frame and Q = T 0 +T − +T + is the energy release in the ω decay. Further we define a variable r properly scaled to the kinematic limit as
III. EVENT SELECTION
where r b is the distance from (0, 0) to the boundary in the direction of (X, Y ). Since the Dalitz plot density peaks at r = 0 for the ω signal, we impose the requirement r < 0.75. This requirement eliminates about 41% of the background while retaining about 84% of the signal. In Fig. 2 we show the simulated (X, Y ) Dalitz plane of the ω signal events and the restriction on r variable. B candidates are reconstructed by combining a D * + candidate, an ω candidate, and an additional negatively charged track. All B candidates are identified using two kinematic variables: the
where the summation is over all particles forming the B candidate, p * i and m i are their three-momenta and masses, respectively, and E * beam is the beam energy. All quantities are defined in the e + e − c.m. frame. We select events with a tight cut on M bc of 5.2725 GeV/c 2 < M bc < 5.2845 GeV/c 2 , corresponding to about ±2 times the mass resolution, and a loose cut on ∆E of |∆E| < 0.22 GeV. To suppress possible continuum events (e + e − → qq, where q = u , d , s , c), we limit the angle between the thrust of the B candidate and that of the rest of the event by requiring | cos Θ thrust | < 0.8 [37] .
In this study, we perform an amplitude analysis that accounts for the kinematic properties of the decay matrix element. The matrix element should be symmetrized relative to the exchange of two identical particles in the final state (two π − mesons in our decay mode [38] ) according to the identity principle. Such symmetrization leads to an interference term in the squared matrix element. This term consists of two ω decay amplitudes with different
Since the ω is a relatively narrow resonance, the interference term is essential only in the overlapping region of the π + π − π 0 invariant masses, which is of the order of the ω width. To correctly describe the angular distributions in this interference region, the internal degrees of freedom of the ω decay should be taken into account [36] . However, due to lack of statistics, which prevents a full analysis in such a case, we exclude this interference region without significant loss of statistical power.
In order to reduce smearing from detector resolution, a simultaneous fit constraining the γγ,
invariant mass is not constrained to the ω mass in the fit because of the nonnegligible width of the ω meson.
There are events for which two or more candidates pass all the selection criteria. According to MC simulation, this occurs primarily because of the misreconstruction of one of the pions from the ω → π + π − π 0 decay. To ensure that no B decay is counted more than once, a best-candidate selection is performed based on a χ 2 defined as the sum of three terms. The first determines the deviation of the π 0 invariant mass from its nominal value, the second represents the deviation of M bc from the nominalB 0 mass and the third uses the distribution of the difference between the z coordinate at the interaction point of the track corresponding to the primary pion (π − ) from theB 0 signal decay and the average z coordinate for the tracks corresponding to the decay products (K − and π + ) from the D 0 meson decay. We retain only the z coordinate information because B mesons are boosted along z and the vertex resolution is worse in that direction. We omit the ω candidate mass in this procedure in order to avoid any bias in the ω mass distribution since this distribution is used extensively for the background description.
The signal sample is composed of two components-correctly reconstructed (CR) and self cross-feed (SCF)-that are distinguished by whether or not the kinematic variables of the D * + ωπ − decay are well reconstructed. MC simulation shows that the SCF component predominantly occurs due to the combinatorial background for the ω. To define the CR and SCF components, we use the following χ 2 describing the deviation of the reconstructed momenta of the final particle system (rec) from the generated momenta (gen):
where
) are the spherical momentum coordinates of the ith particle in the final state, σ(x (i) k ) is the corresponding detector resolution, and the summation is over all tracks and π 0 forming the B candidate. We choose to define the CR (SCF) component by the condition χ 2 < C (χ 2 > C). The value of C = 300 is determined by examining the shapes of the distributions of the difference between the reconstructed and generated kinematic variables. Variations of the value of C are considered as a source of systematic uncertainty. Figure 3 shows the distribution of the selected events in the (∆E, M (π + π − π 0 )) plane, where we define the following four regions to distinguish between signal and background: I → |∆E| < 34 MeV;
Here m ω is the nominal ω mass. Region I is the signal region while the others are sideband regions. A clear correlation between the ∆E and M (π + π − π 0 ) variables is seen in Region I due to the experimental resolution. The signal window for the ω invariant mass corresponds to ±2.5 times the world-average ω width of 8.5 MeV/c 2 . Figure 4 shows the M (π + π − π 0 ) distributions in the ∆E signal and sideband regions defined above. The curve corresponds to the sum of a Voigtian function (the convolution of a Breit-Wigner function with a Gaussian function) and a linear background function. The ω mass, the Gaussian resolution σ, and the parameters of the linear function are free in the fit but the Breit-Wigner width is fixed to the worldaverage decay width of the ω [3] . The difference between the number of observed events away from the M (π + π − π 0 ) peak and the number of events predicted from the ∆E sideband is explained by the ∆E peaking background component, corresponding toB
IV. TOTAL BRANCHING FRACTION
The signal yield is obtained from a binned χ 2 fit to the ∆E distribution using a function describing the CR and SCF components together with a smooth combinatorial background. Since theB Fig. 3 produce a peak in ∆E, the fit is performed separately in the M (π + π − π 0 ) signal and sideband regions defined above on the (∆E, M (π + π − π 0 )) plane. MC simulation shows that these events have the same shape as the CR component. In the fit, the CR component is described by a double-Gaussian function with distinct means and widths, the SCF component is described by the sum of a Gaussian function and a second-order polynomial, and the combinatorial background is described by another second-order polynomial. The means, widths and relative normalizations of the CR and SCF functions are fixed to the values obtained from the signal MC simulation, while the signal normalization and the parameters of the polynomial background function are treated as free parameters. The differences between MC and data values for the fixed parameters in the fit are found to be within MC statistical errors. The fit results are shown in Fig. 5 in both the M (π + π − π 0 ) signal and sideband regions. The fitted signal yield is found to be 919 ± 37 for the M (π + π − π 0 ) signal region and 157 ± 21 for the sideband region. The final yield N S = 821 ± 39 is computed as the difference between these two yields, taking into account the ratio of 5/8 between the widths of the M (π + π − π 0 ) signal and sideband regions.
The fraction of neutral B mesons decaying to the studied final state is expressed as
where ǫ S = (2.11 ± 0.02)% is the detection efficiency determined from a MC simulation that uses a Dalitz plot distribution generated according to the signal model described below, η = 0.941 ± 0.029 is the efficiency correction factor that accounts for the difference between data and MC and obtained from the momentum-dependent corrections for the π 0 and slow pion from the D * decay and the PID corrections for the kaon, N B = (771.6 ± 10.6) × 10 6 is the total number of neutral B mesons in the data [39] and B sec = (2.32±0.04)% is the product of the secondary branching fractions. Using Eq. (3), we obtain B = (2.31 ± 0.11 (stat.) ± 0.14 (syst.)) × 10 total systematic error of 6.1% summarized in Table I arises from the following sources:
(i) An uncertainty of 1.3% due to the choice of the signal window for the M (π + π − π 0 ) invariant mass is estimated by reducing the size of the window from 21.25 to 12.75 MeV/c 2 . The reduced window corresponds to 1.5 times the world average ω width.
(ii) An uncertainty of 0.9% related to the definition of the SCF and CR components is estimated by changing the requirement on the χ 2 defined in Eq. (2) to C = 200 or C = 400.
(iii) An uncertainty of 2.2% related to the ∆E shape description is estimated by varying the shape parameters fixed from MC simulation in accordance with their MC statistical errors.
(iv) An uncertainty of 1.3% due to the background description in the ∆E shape is estimated by adding higher-order polynomial terms or keeping a linear term only.
(v) A dominant uncertainty of 3.9% is assigned to the total reconstruction efficiency of all charged tracks in the decay. For a single track, this uncertainty depends on the transverse momentum p T of the track [40] . For low momentum tracks (with p T < 200 MeV/c), it is estimated using the decays B 0 → D * − π + and B + →D * 0 π + ; for high momentum tracks, a study of the tracking efficiency is based on partially reconstructed
The total tracking error is the linear sum of the errors corresponding to the individual tracks.
(vi) An uncertainty of 2.3% in the reconstruction efficiency of neutral pions is estimated using the τ − → π − π 0 ν τ branching fraction and events where the other τ decay is tagged [41] .
(vii) An uncertainty of 0.9% in the efficiency of the kaon particle identification requirement is obtained using a control sample of
(viii) An uncertainty of 1.1% is assigned due to the model dependence of the signal reconstruction efficiency. The signal model with the best description of the data is constructed in Secs. V.B and V.C in the frame of the amplitude analysis. The model parameters obtained from the fit in Sec. V.C have statistical uncertainties. These are propagated as a systematic uncertainty on the signal efficiency, taking into account the full covariance matrix.
(ix) A binomial uncertainty of 0.8% due to the limited Monte Carlo sample size arises in the efficiency calculation.
(x) An uncertainty of 1.4% in the number of B mesons is estimated from Ref. [43] .
(xi) An uncertainty of 1.7% is associated with the measured branching fractions of the D * , D and ω [3] .
V. AMPLITUDE ANALYSIS
To study the resonant structure of theB 0 → D * + ωπ − decay, we perform an amplitude analysis. Using an unbinned likelihood method, we simultaneously fit the data in the six-dimensional phase space according to Ref. [36] .
We define two sets of kinematic variables:
, cos θ 2 , φ 2 , cos β 2 , ψ 2 and cos ξ 2 ], corresponding to the ωπ and D * * productions (colorfavored and -suppressed diagrams of Fig. 1 ), respectively.
The masses M (ωπ) and M (D * π) are the invariant masses of the ωπ and D * π combinations. The angular variables, [cos θ 1 , φ 1 , cos β 1 , ψ 1 and cos ξ 1 ], describing ωπ production, are defined in Fig. 6 . The polar and azimuthal angles, θ 1 and φ 1 , defined in the ω rest frame, are the angle between the normal n ω to the ω decay plane and the ωπ direction, and the angle between the B-decay plane and the plane formed by the n ω and ωπ directions, respectively. The polar and azimuthal angles, β 1 and ψ 1 , defined in the D * rest frame, are the angle between the D and the ωπ flight directions, and the angle between the B-and D * -decay planes, respectively. The polar angle ξ 1 is the angle between the D * and ω flight directions in the ωπ rest frame.
The angular variables, θ 2 and φ 2 as well as β 2 and ψ 2 , describing the D * * production, are defined in the same manner as angles for the ωπ production but with the D * π flight direction instead of the ωπ. The polar angle ξ 2 corresponds to the angle ξ 1 but in the D * π rest frame. The cos ξ 1 variable is related to M 2 (D * π) whereas the cos ξ 2 is related to M 2 (ωπ). Each set of variables (denoted below with the sixdimensional vector x) fully defines the kinematics of the decay chain, either in the color-favored or the color-suppressed channel [36] . The probability density function (PDF) in the signal region, which is the sum of signal and background components, is constructed in such a way that the kinematic dependence of the efficiency can be omitted in the minimization [12] :
where the sum is over the background components estimated in the sideband Regions II, III and IV (see Fig. 3 ), and the efficiencies ǫ s and ǫ bkg j correspond to average signal and background efficiencies, respectively, in the signal Region I integrated over the phase space. In Eq. (4), a is the vector of parameters determined from the unbinned likelihood fit; n s is the expected number of the signal events in the signal Region I distributed according to the matrix element squared |M ( x, a)| 2 ; ǫ( x) is the reconstruction efficiency for theB 0 → D * + ωπ − CR events in Region I depending on the decay kinematics and slowly varying within the scale of resolution of the observables; and n bkg j is the expected number of background events in the signal Region I distributed according to the function B j ( x). We neglect the convolution with the resolution function in Eq. (4) where n tot is the total number of events in the signal Region I and σ bkg is the uncertainty of the total number of background events j n bkg j . The second term in Eq. (5) takes into account our knowledge of the background contribution in the signal region.
The function L( a) does not incorporate the interference between the D * 4π peaking background and the D * ωπ signal. This effect is expected to be small (see Section V.E).
A. Background description
The background components of Eq. (4) can be addressed using the (∆E, M (π + π − π 0 )) scatter plot (Fig. 3) . The combinatorial background with misreconstructed ω candidates saturates Region IV. Thē B 0 → D * + π + π − π 0 π − events without ω in the intermediate state can be found in Region III. The combinatorial background with a correctly reconstructed ω falls into Region II. In addition, the SCF events lie in all regions.
We determine the six-dimensional shapes of the background PDFs B j ( x) by performing an unbinnedlikelihood fit in the sideband regions. In a similar way, Region II includes the background components described by B IV ( x) and B II ( x); these components are shown in Figs. 7 (e) and (f).
The M 2 (ωπ) and M 2 (D * π) distributions of the background in the signal Region I are shown in Fig. 8 . These distributions are the sum of the SCF distribution in Region I obtained from the MC study and the distributions describing the backgrounds defined above. The latter distributions are the differences between the B II ( x), B III ( x) and B IV ( x) distributions and the SCF distributions in Regions II, III and IV, respectively. Figure 8 illustrates the dominant contribution due to the combinatorial background with a misreconstructed ω. The D * + π + π − π 0 π − component estimated from Region III is also significant in Region I. The combinatorial background with a correctly reconstructed ω and SCF component obtained from the MC study have lower fractions but are also included in the description. 
B. Signal description
The description of the D * + ωπ − signal events in phase space is based on the study of Ref. [36] . Since charge conjugation is taken into account, the total matrix element is calculated as:
where Q = +1 (−1) forB 0 (B 0 ) decays and M − differs from M + by the sign of the P-violating terms. Following the isobar model formulation [44] with quasi-two-body resonant amplitudes, the matrix element M ± is given by:
where a R and φ R are relative amplitudes and phases of the intermediate resonances and R is an index numbering all the ωπ and D * * resonances. The full description of the resonant matrix elements M R ± can be found in Appendix B. The parametrization of the form factors used in the matrix elements M R ± is presented in Appendix C. The fraction f R of the total three-body signal attributed to a particular quasitwo-body intermediate state is defined as
where ρ( x) is the phase space density of events determined from the kinematic conditions of the decay [36] . The sum of the fit fractions for all components is not necessarily unity because of interference effects.
where M L R ± is the matrix element describing the production of resonance R in partial wave L and the sum L f L R is unity by definition. The observable determined from the amplitude analysis is the longitudinal polarization P R of resonance R. This variable is calculated as
where H 0 , H + and H − represent three complex helicity amplitudes which can be expressed via invariant and partial wave form factors (see Appendix C).
C. Fitting theB 0 → D * + ωπ − signal Figure 9 shows the two-dimensional Dalitz distributions in signal Region I and sideband Regions II, III and IV. There are 1129 events in the signal region that satisfy all the selection criteria.
To describe all the features of the Dalitz plot, we use the following set of resonances: off-shell ρ(770) [29] showed the dominance of the ρ(1450) − resonance in this final state. In a BABAR study [30] , a D * π enhancement was observed that was interpreted as a D 1 (2430) 0 signal. Our data require additional resonances. We take into account an off-shell ρ(770) − contribution, as suggested by the e + e − → ωπ 0 data [45] . To improve the description, we also include the amplitudes of the narrow resonances D 1 (2420) 0 and D * 2 (2460) 0 . When both resonances are simultaneously included in the matrix element rather than just one of them, the statistical significance of the signal, given by 2(L R − L 0 ), where L R (L 0 ) is the negative log-likelihood value with the signal from the resonance R fixed at zero (with the nominal signal yield), increases very significantly (> 5 σ effect). We also include in the fit a SCC contribution with the b 1 (1235) − resonance. This contribution has a significance below 3.0σ and we obtain an upper limit for the fraction of the SCC inB 0 → D * + ωπ − decays. To determine the upper limit, we generate pseudoexperiments (see Sec. V.D).
The results of the fit are summarized in Table II . Together with the individual decay fractions f R , we show the FCC fraction f ρ+ρ ′ , which represents the decay fraction of the coherent sum of the ρ(770)
− are fixed in part from the requirement on the relative normalizations of the helicity amplitudes, R 1 , R 2 and ρ 2 (see Appendix C), and can be relaxed in the fit due to the free mass and width of the ρ(1450)
− . Large longitudinal polarizations of the D * * states indicate violation of the factorization hypothesis but the statistical uncertainties are large.
The final-state interaction phases φ + and φ − defined in Appendix C are taken into account in the description of the ρ-meson-like states. The fit gives a nontrivial value for the φ + phase.
One must also consider the statistical errors on the fit fractions, partial wave fractions and longitudinal polarizations. These errors are determined with a pseudoexperiment technique (see Sec. V.D).
The masses and widths of all resonances except for the ρ(1450) are fixed at their PDG values [3] . Our measurements for the ρ(1450) shape parameters do not contradict previous experimental observations [3] , although they differ slightly from the CLEO results [29] . This situation is expected because the broad ρ-meson-like states overlap strongly with each other and the Breit-Wigner description is not accurate.
Mixing between the D 1 (2430) 0 and D 1 (2420) 0 states is expected to be small and is therefore neglected. If we take into account the mixing effect, the mixing angles defined in Appendix C are found to be ω = −0.03±0.02 (stat.) and ϕ = −0.27±0.75 (stat.). Within errors, these angles are consistent with the previous Belle measurement [12] . Figures 10 and 11 
0 description: the S-and D-wave phases are shifted by π/2, whereas the P -wave phase remains unchanged. Since this second local minimum is more than 3.5σ away from the global minimum, it is not considered as a second possible solution for the final results.
D. Statistical uncertainties
The statistical uncertainties on the fractions of the different intermediate states as well as the upper limit for the b 1 (1235) fraction are determined with using a frequency method. Another objective of this procedure is to estimate how well the nominal signal model describes the data. Assuming adequate agreement between the data and the nominal signal model, we generate 1000 statistically independent samples, which are a proper mixture of signal and background events distributed according to the PDF of Eq. (4). All the major characteristics such as the reconstruction efficiency and statistics are taken into account. The numbers of signal and background events for each pseudoexperiment are generated according to distributions by statistics.
We fit the obtained MC samples and determine the fractions of quasi-two-body channels for each sample. The distributions of these fractions are then fit with a Gaussian G(x; µ, σ) or bifurcated Gaussian (Gaussian with different standard deviation values σ 1 and σ 2 on left and right side of the mean value µ) G(x; µ, σ 1 , σ 2 ). The standard deviations, σ or σ 1 and σ 2 , are considered as the statistical errors for the fractions of the corresponding submode. The 90% To measure the goodness of the fit, we utilize two different approaches. The first operates with a mixed sample [46] combining the experimental data sample and pseudoexperiments with ten times higher statistics than in the experiment. This method allows one to estimate the consistency of the nominal signal model and data in the multidimensional amplitude analysis with the small data sample when the χ 2 method with binning in the multidimensional phase space is not valid. Following the algorithm described in detail in Ref. [46] , we conclude that our nominal model and the data are consistent at 49% confidence level.
For the second technique, we define two χ 2 variables calculated in the ωπ and D * π bases, respectively. For each pair of kinematic variables j and k describing the ωπ (or D * π) production, we consider 10 × 10 = 100 two-dimensional bins and compute
In Eq. (11) , N fit i is the expected number of events in bin i based on the PDF of Eq. (4) and N obs i is the number of observed events in that bin. Then we obtain the total χ 2 as the sum of χ 2 j,k over all possible pairs of variables j and k. In 90% (78%) of the pseudoexperiments this χ 2 , calculated with the ωπ (D * π) variables, has a value smaller than in the data, indicating an acceptable fit quality.
E. Systematic uncertainties
Two types of uncertainties are considered besides the statistical errors. These are systematic and model uncertainties.
The systematic uncertainty comes from the background description and the efficiency of the selection requirements. To estimate the uncertainty in the parametrization of the distribution of background events, we use two alternative parametrizations. The first is determined in terms of the D * * production variables instead of the ωπ basis used in the nominal fit. In the second, we use alternative background functions: a sum of Legendre polynomials instead of a sum of exponential functions used in the nominal fit and alternative correlation functions. The full parametrization for the nominal background fit is presented in Appendix A. The uncertainty related to the efficiency of the definition of the selection requirements is dominated by the variation of the signal region in the (∆E, M (π + π − π 0 )) plane. To estimate this uncertainty, we modify the signal region shape from the rectangle to an ellipse, taking into account the correlation between ∆E and M (π + π − π 0 ). This modification increases the signal-to-background ratio by a factor of about 1.5. The contributions to the uncertainty from the background description and the reconstruction efficiency are added in quadrature to obtain the overall systematic uncertainty.
The uncertainties in the parametrization of the signal matrix element determine the model error. There are three sets of such uncertainties. The first is related to the number of contributions to the matrix element. We include an additional nonsignificant b 1 (1235)
− amplitude described in Appendix B and then try several fits: first, we modify the b 1 (1235) − model by removing the D-wave contribution to the decay b 1 (1235) − → ωπ − ; then we consider the relative helicity phases φ ± as free parameters during the fit, independent of the values of the helicity phases defined in the ρ(770) and ρ(1450) amplitudes. The model error due to the b 1 (1235) contribution is assigned as the maximum difference between the values obtained from these fits and the nominal one. Furthermore, we include in the signal model the contributions from ρ(1700) − , off-shell D 0 resonances and S-wave nonresonant amplitudes. All of them are nonsignificant. The second set of errors arises due to the assumption of the signal shape. We take into account the mixing effect between the D 1 (2430) 0 and D 1 (2420) 0 states. Moreover, we modify the transition form factors in the matrix element: we substitute the effective form factor A(q 2 ), describing the ρ(770) − → ωπ − transition for the P -wave Blatt-Weisskopf factor B P (q 2 ) (see Appendix B) and we modify the shape of the IsgurWise function h(w) describing the production of the ρ-meson-like states (see Appendix C). For the latter, we apply the parametrization that corresponds to the requirements of analyticity and is used in the BABARB 0 → D * + e −ν e analysis [47] . The third set of errors is related to the model parameters that are fixed in the fit. We vary the mass and the width of each resonance [except the ρ(1450)] within their known PDG uncertainties [3] . We also vary the parameters R 1 , R 2 and ρ 2 of the invariant form factors describing the ρ-meson-like amplitudes (see Appendix C) within their uncertainties obtained by the BABAR collaboration [47] . Moreover, we vary the parameter r = 1.6 (GeV/c) −1 used in the BlattWeisskopf factors and the form factor A(q 2 ) (see Appendix B) in the range from 0.8 to 2.5 (GeV/c) −1 . The total model error is obtained by adding all model errors in quadrature. The sources of systematic and dominant model uncertainties that affect the results of the amplitude analysis are summarized in Table III . To account for the systematic and model uncertainties in the upper limit of the b 1 (1235) − , we determine the b 1 (1235)
− contribution with all above described sources of errors [including the b 1 (1235) mass and width variation] and use the largest value to evaluate the upper limit. The main effect is due to the removal of the D wave in the b 1 (1235)
An additional effect appears due to the interference between D * + π + π − π 0 π − background events and D * + ωπ − signal events. Figure 8 (a) shows that most of the D * 4π events lie in the range M (4π) < 2 GeV/c 2 . The investigation of e + e − annihilation into a 4π system [48] at these energies as well as the study of the resonant structure in the decay τ → 3ππ 0 ν τ [49] demonstrate the dominance of the a 1 (1260)π and ωπ intermediate states. We assume that our D * 4π background is also dominated by a 1 (1260)π production. In such a case, the interference with the ωπ system should be negligible.
VI. DISCUSSION AND CONCLUSION
This analysis is devoted to the study of the threebodyB 0 → D * + ωπ − decay. We obtain the total branching fraction B = (2.31 ± 0.11 (stat.) ± 0.14 (syst.)) × 10 −3 , consistent within errors with the CLEO [29] and BABAR [30] measurements but with a slightly smaller central value.
A full amplitude analysis of the final state has been performed. A summary of the results with systematic and model uncertainties on parameters and statistical significances of resonant contributions is presented in Table IV . This is the first consistent study 2.31 ± 0.11 ± 0.14 FCC branching fraction, 10 − resonance with significances of 10.5σ and 15.0σ calculated from the negative loglikelihood values and taking into account systematic effects. However, model uncertainties are of about 40%. There is no accurate description yet of the shape of the ρ(1450) resonance. This leads to an ambiguity in discriminating the ρ-meson-like states and to large model errors in the definition of their resonance branching fractions. Nevertheless, the coherent contribution of these resonances is determined with smaller model uncertainties. The statistical significance of this fraction is 29.8σ. This combined decay fraction gives a dominant contribution to the total branching fraction.
We also measure the relative coupling and the relative phase between the ρ-meson-like states. Neglecting final state interactions for ρ-meson-like production, we can compare this production with the e + e − SND data [45] . In the SND analysis [45] as well as in our analysis, a small change of the resonance shape leads to significant shifts in the fitted resonance parameters. However, within the isotopic invariance and CVC fitted ρ-meson-like resonance parameters are compatible to those observed in processes proceeding through a virtual photon in e + e − collisions [45, 50] .
The phase difference between the ρ(770) − and ρ(1450) − amplitudes is observed to be close to π as predicted in Ref. [51] . In the frame of our signal model, we measure the ρ(1450) − mass and width.
Our measurements also show evidence for nontrivial final-state interaction phases in the helicity amplitudes of the ρ-meson-like states, off-shell ρ(770) − and ρ(1450) − , with a significance of 3.3σ. Such effect is observed within the validity of the factorization at relatively low q 2 . We restrict the description of these resonances by the requirement that the helicity phases φ + and φ − in the amplitude of the off-shell ρ(770)
− are equal to the corresponding phases in the amplitude of the ρ(1450)
− . Similar phases were measured by the CLEO collaboration in B → D * ρ → D * ππ decays [52] . Our results as well as those of CLEO show that φ + > φ − , although statistical uncertainties are large.
In addition to the ρ-meson-like states, the b 1 (1235) − resonance could be produced as a possible intermediate state in the color-favored channel. Such a contribution is generated by SCC and is expected to vanish in the limit of perfect isospin symmetry. Our measurements do not require any SCC contribution and an upper limit for the product of branching fractions of 0 production. Moreover, the dominance of broad resonances in the color-suppressed channel can result in comparable production of the broad and narrow states in the B − → D * * 0 π − decays [12] . The nonfactorizableB 0 → D * 2 (2460) 0 ω decay has been observed with a statistical significance of 5.0σ. In SCET theory [17] , the equality of branching fractions and strong phases in the decaysB
* with longitudinal polarization, is predicted. Our result with M = ω also does not contradict this prediction. However, our errors on the resonance branching fractions and phases are large.
In our analysis, we obtain the partial wave fractions for the intermediate resonances. For the ρ-meson-like states, we fix the relative normalizations R 1 , R 2 and parameter ρ 2 in the helicity amplitudes at values obtained from the semileptonic B → D * lν analysis [47] . These normalizations determine the relative partial wave fractions with the dominant S-wave production (see Table II ). Another effect takes place for the D 1 (2430) 0 resonance: all partial waves-S, P and D waves-have close probabilities of about 30%. A similar tendency is observed in the D 1 (2420) 0 and D * 2 (2460) 0 production. However, the statistical accuracy is not sufficient to obtain significant numerical values (see Table II ).
We also measure for the first time the longitudinal polarization of the ω in case of D * * production. The results have large errors, but they imply nontrivial nonfactorizable QCD effects in the color-suppressed channel [53] and can be compared with the measurement of the polarization in the decayB 0 → D * 0 ω [26] , P D * = (66.5 ± 5.0)%. All these polarization results, except for the D *
(2460)
0 , show significant deviations from unity. The D * 2 (2460) 0 result should be considered separately because this tensor state is generated only due to nonfactorizable contributions. In this section, we present the procedure of the background description in the (∆E,
To describe the combinatorial background without real ω events, we use Region IV, which includes a SCF component. In this region, a negative loglikelihood function to be minimized is given by
where the sum (IV) is over the events in Region IV, the sum CR is calculated overB 0 → D * + ωπ − CR events, which are uniformly generated over the phase space and then reconstructed in Region I with the above-described selection procedure, and ǫ( x) is the reconstruction efficiency for theB 0 → D * + ωπ − CR events in Region I. After the estimation of B IV , the minimization procedure is performed for events in Region III. In addition to the events described by the function B IV , this region includesB 
where S III (S IV ) is the size of Region III (IV), N III (N IV ) is the number of events in Region III (IV), the sum (III) is over the events in Region III and the sum CR is calculated over CR events. The vector a in the function B IV is obtained from Region IV and fixed in Region III. The vector b is free in Region III.
A similar procedure is performed in Region II. In addition to the events described by the function B IV , Region II includes the combinatorial background with a real ω and another SCF component. The shape function B II describes these events together with the additional SCF as in to Region III. The minimization function L II ( c) is similar to L III ( b).
Functions B II , B III and B IV describe specific background components defined above and SCF events in Regions II, III and IV. All these background contributions are present in signal Region I. However, the signal region also includes additional SCF in comparison with the SCF level obtained from the sideband regions. This additional SCF component is determined in MC simulation that shows the same phase space distribution in x for all SCF events in each region of the (∆E, M (π + π − π 0 )) plane. We can repeat a fit in any of the sideband Regions j = II, III or IV, taking into account this contribution, and thus obtain more precisely the function B j , which now describes this SCF and is used further in the signal fit. We choose Region II with the function B II .
We use the following empirical parametrization to describe the distribution of background events:
where the function F 1 (M 2 (ωπ), cos ξ 1 ) describes the correlation between the M 2 (ωπ) and cos ξ 1 variables: 
APPENDIX B: RESONANT AMPLITUDES
In this section, we present all resonant amplitudes used in the fit. The notations
is the ω decay product system, and [54] used in the resonant matrix element description are defined for L = S, P , D and F partial waves as
where x = rp, x 0 = rp 0 , r = 1.6 (GeV/c) −1 is the hadron radius and p and p 0 are the magnitudes of the daughter particle three-momenta in the mother particle rest frame for the case when the resonance invariant mass squared is equal to q 2 and the nominal mass squared, respectively.
Since the off-shell ρ(770) ∓ has J P = 1 − , the pair D * ± and ωπ ∓ can be produced in three partial waves: S, P and D. S and D waves violate C-and P -parities and have the additional phase π/2 in comparison with a P wave. The ω and π ∓ pair is produced in a P wave via the strong decay ρ(770) ∓ → ωπ ∓ . The resonance matrix element M ρ± describing the ρ(770)
∓ contribution in theB
where A(p 3π ) is the effective form factor describing the
and f D (q 2 ) are the partial wave form factors obtained in Appendix C, A SP , A P P and A DP are the angular dependencies shown in Table V 
Here, m ρ is the ρ(770) ∓ mass and Γ ρ (q 2 ) is the q 2 -dependent width.
The form factor A(p 3π ) restricts an overly rapid growth of the matrix element of the decay ρ ∓ → ωπ ∓ with p 3π and is chosen as [55] A(p 3π ) = 1 1 + (rp 3π ) 2 .
(B.4)
The width Γ ρ (q 2 ) for events with q 2 > (m ω + m π ) 2 , where m π is the mass of the charged pion, is parametrized as [55] 
(B.5) Here, g ωρπ is a coupling constant, which is equal to 16 (GeV/c 2 ) −1 [56] , k π is the magnitude of the momentum of the π ∓ in the ρ ∓ → π ∓ π 0 decay computed in the ρ(770) ∓ rest frame, k 0,π is the same magnitude, when q 2 = m ρ = (775 ± 1) MeV/c 2 , and Γ ρ = (149 ± 1) MeV/c 2 is the ρ(770) ∓ width [3] . The first term in Eq. (B.5) corresponds to the dominant ρ(770) ∓ decay mode to the π ∓ π 0 system and the second term describes the ωρπ interaction. For events with q 2 ≤ (m ω + m π ) 2 , we use Γ ρ (q 2 ) = Γ ρ . The magnitude and phase, corresponding to this resonant amplitude, are fixed at values 1 and 0, re- 
spectively. The free parameters are the relative helicity phases φ ± in the form factors f S (q 2 ), f P (q 2 ) and f D (q 2 ).
The resonant matrix element corresponding to the ρ(1450)
∓ intermediate state has a form similar to Eq. (B.2) except for the form factor A(p 3π ) and the width Γ ρ (q 2 ). Since the ρ(1450) ∓ is on-shell, we use the Blatt-Weisskopf form factor B P (p 3π ) instead of A(p 3π ) [55] . The width Γ ρ(1450) (q 2 ) for events with
where k π is the same as in Eq. (B.5) but computed in the ρ(1450) ∓ rest frame and k 0,π is calculated as k π but with q 2 = m ρ(1450) . The first term in Eq. (B.6) corresponds to the ρ(1450)
∓ → π ∓ π 0 decay while the second describes the ρ(1450) ∓ → ωπ ∓ decay. We assume that the ρ(1450)
∓ resonance decays to these final states with equal probabilities. For events with q 2 ≤ (m ω + m π ) 2 , we use Γ ρ(1450) (q 2 ) = Γ ρ(1450) . We assume that the relative helicity phases φ ± for the ρ(1450)
∓ production are the same as for the offshell ρ(770)
∓ . This assumption does not contradict the common description of the matrix element because of the validity of the factorization hypothesis. Since the typical values of q 2 are close to each other for the ρ(770) ∓ and ρ(1450) ∓ , we can neglect the difference between the appropriate FSI helicity phases for these resonances.
The free parameters for the ρ(1450) ∓ amplitude obtained from the fit are the relative magnitude and phase, the mass and width of the ρ(1450) ∓ , and the helicity phases φ ± , which are the same as in the ρ(770) ∓ amplitude.
The b 1 (1235) ∓ resonance has quantum numbers J P = 1 + . As such, its wave function has an additional phase π/2. The resonant matrix element is written as
where D b1 (q 2 ) is the BW denominator defined in Eq. (B.3) and describing the b 1 (1235) ∓ shape, a DS and φ DS are the parameters describing the admixture of S and D waves in the amplitude of the b 1 (1235) ∓ decay and P 1 (p 3π ) is the momentum factor corresponding to the D wave in the b 1 (1235) ∓ decay. This factor can be defined for the intermediate resonance with arbitrary integer spin J as
The form factors f S (q 2 ), f P (q 2 ) and f D (q 2 ) are determined in Appendix C, and A SS , A P S , A DS , A SD , A P D and A DD are the angular dependencies defined in Table VI that correspond to the ωπ ∓ quantum numbers J P = 1 + . The parameters a DS and φ DS are fixed at the values measured by the Brookhaven E852 collaboration [57] . There, the amplitude ratio was found to be |D/S| = 0.269 ± 0.013 and the phase difference φ DS = 0.18 ± 0.08 rad [57] . To relate the parameter a DS to the ratio |D/S|, the helicity amplitude M ++ , corresponding to the positive helicities of the b 1 (1235)
∓ and the ω in the decay b 1 (1235) ∓ → ωπ ∓ , is written in terms of partial waves:
where M S ++ and M D ++ are the terms corresponding to the S and D waves, respectively. To calculate these terms, we denote the polarization four-vectors of the (ω and π ∓ ). The notations cα = cos α and sα = sin α are used. The angles θ, φ, β, ψ, ξ correspond to the ωπ angular basis.
∓ and the ω as ε µ and v µ , respectively. In such a case the terms are written as
and obtain a DS = 5.2 ± 0.3. The width Γ b1 (q 2 ) for events with
where m b1(1235) = (1230 ± 3) MeV/c 2 , Γ b1 = (142 ± 9) MeV/c 2 [3] and the factor 2 accounts for the normalization of the D wave relative to the S wave. For events with
Since the typical values of q 2 for this resonant decay is close to the values corresponding to the ρ(770) ∓ and ρ(1450) ∓ amplitudes, we assume that the FSI helicity phases φ ± in this decay are the same as for the ρ(770) ∓ and ρ(1450) ∓ contributions. The free parameters for this contribution are the relative magnitude and phase.
The notations D , where the quantum number j is the total angular momentum of the u quark [6] . Mixing in the jj coupling scheme is written as
where ω and ϕ are the mixing angles, a 1/2 , a 3/2 , φ 1/2 and φ 3/2 are the relative magnitudes and phases between the pure matrix elements M 1/2± and M 3/2± , which correspond to the J 14) where P 1 (p D * ) is defined in Eq. (B.8) with p 2 = m 2 D * and the angular dependencies A SS , A P S , A DS , A SD , A P D and A DD have the form shown in Table VI except for one feature: the angular basis (θ, φ, β, ψ, ξ) describes here the D * * production. The transition form factors f S (q 2 ), f P (q 2 ) and f D (q 2 ) are given in Appendix C. Since the mixing effect is predicted and confirmed to be small, we use in Eq. (B.14) the physical mass m D ′ 1 instead of the mass of the pure j = 1/2 state. [3] . The free parameters describing these resonant amplitudes are the mixing angles ω and ϕ, the relative magnitudes and phases a 1/2 , a 3/2 , φ 1/2 and φ 3/2 , and the relative normalizations and phases defined in the f S (q 2 ), f P (q 2 ) and f D (q 2 ) form factors.
The notation D * 2 for the D * 2 (2460) 0 (D * 2 (2460) 0 ) is used in this subsection.
Since the D * 2 state has the quantum numbers J P = 2 + , the P and F waves describing its production violate P -and C-parities, and thus have the additional phase π/2 in comparison with the D wave. The resonant matrix element is [3] . The free parameters, describing this tensor contribution, are an overall magnitude and phase as well as normalizations and relative phases of the partial wave form factors in the matrix element. In this section, we obtain full expressions of the partial wave form factors used in the resonant matrix elements. The symbols p 3π,B and p D * ,B are used in this section for the magnitudes of the three-momenta of the ω decay product system and D * ± in the B meson rest frame, respectively.
The partial wave form factors f S (q 2 ), f P (q 2 ) and f D (q 2 ) describing the ωπ ∓ resonance production in Eqs. (B.2) and (B.7) can be expressed in terms of three helicity amplitudes [H 0 (q 2 ) and H ± (q 2 )], which correspond to three polarization states of the D * ± (one longitudinal and two transverse), and two transverse helicity phases φ ± defined relative to the longitudinal amplitude H 0 (q 2 ): (C.1)
Here, the additional factors q 2 /2, q 2 /3 and q 2 /6 are introduced to take into account the q 2 -dependent vertex of the ωπ production in the factorization assumption and the relative normalization fractions of the angular dependencies shown in Tables V and VI. The helicity amplitudes H 0 (q 2 ) and H ± (q 2 ) can be written in terms of three invariant The invariant form factors A 1 (q 2 ), A 2 (q 2 ) and V (q 2 ) describe theB 0 (B 0 ) → D * ± transition and can be related to the Isgur-Wise function h(w) (w is the invariant four-velocity transfer) under the assumption of heavy quark symmetry [1, 47] :
where R 1 and R 2 are the relative factors, and the Isgur-Wise function h(w) can be parametrized as [1, 47] h ( The partial wave form factors f S (q 2 ), f P (q 2 ), f D (q 2 ) and f F (q 2 ) describing the D * * resonance production and introduced in Eqs. (B.14) and (B.16) contain the momentum dependencies, corresponding to the definite angular orbital momenta of the decay products in the B meson rest frame. These dependencies can be explicitly extracted. where R S and R P (φ S and φ P ) are magnitudes (phases) of S-and P -wave amplitudes defined relative to D-wave amplitude, P 
