s > 0 as a goes to infinity. We also show that when a is a positive integer, this expansion is convergent for z ≥ 1. As a corollary, we get a full asymptotic expansion for the sum m n=1 z n /n s for fixed z > 1 as m → ∞. Some numerical results show the accuracy of the approximation.
Introduction
The Lerch's transcendent (Hurwitz-Lerch zeta function) [1, §25.14(i)] is defined by means of the power series This function was investigated by Erdélyi [3, § 1.11, Equation (1)]. Although using a different notation z = e 2π ix , it was previously introduced by Lerch [4] and Lipschitz [5] in connection with Dirichlet's famous theorem on primes in arithmetic progression. If x ∈ Z, the Hurwitz-Lerch zeta function reduces to the meromorphic Hurwitz zeta function ζ(s, a) [6, § 2.3, Equation ( 2)], with one single pole at s = 1. Moreover, ζ(s, 1) is nothing but the Riemann zeta function ζ(s).
Properties of the Lerch's transcendent have been studied by many authors. Among other results, we remark the following ones. Apostol obtains functional relations for (e 2π ix , s, a) and gives an algorithm to compute (e 2π ix , −n, a) for n ∈ N in terms of a certain kind of generalized Bernoulli polynomials [7] . The function (e 2π ix , s, a) is used in [8] to generalize a certain asymptotic formula considered by Ramanujan. Asymptotic equalities for some weighted mean squares of (e 2π ix , s, a) are given in [9] . Integral representations, as well as functional relations and expansions for (z, s, a) may be found in [6, § 2.5] . See Erdélyi et al. [10] for further properties. Here we want to remark the following two important properties of the Lerch's transcendent valid for x, z, s ∈ C, m ∈ N [1, § 25.14.3 and § 25.14.4]:
where Li s (z) is the polylogarithm function [1, § 25.12] , and
In particular, when x = 1, the second property may be written in the form
The finite sum η(z, s, m) for z > 1 is of interest in the study of random records in full binary trees by Janson [11] . In a full binary tree, each node has two child nodes and each level of the tree is full. Thus T m , a full binary tree of height m, has n = 2 m+1 − 1 nodes. In the random records model, each node in T m is given a label chosen uniformly at random from the set {1, . . . , n} without replacement. A node u is called a record when its label is the smallest among all the nodes on the path from u to the root node. Let h(u) be the distance from u to the root. Let X(T m ) be the (random) number of records in T m . Then it is easy to see that the expectation of X(T m ) is simply
3) where the last step follows from elementary asymptotic computations [11, Remark 1.3] . A generalization of random records, called random k-cuts, requires a similar computation which boils down to finding an asymptotic expansion of η(2, b/k, m) for some k ∈ N and 1 ≤ b ≤ k as m → ∞, see [12, § 5.3.1] . Or more generally, asymptotic expansions of the function including error bounds, of (z, s, a) for large a have been investigated in [2] . In particular, for a > 0, s > 0 and z ∈ C \ [1, ∞), we have that, for arbitrary N ∈ N [2, Theorem 1],
From the identities (1.2) and (1.5) we have that, for all N ∈ N, z / ∈ [1, ∞) and s > 0 where expansion (1.5) is valid,
as m → ∞. Unfortunately, expansion (1.5) has not been proved for z ∈ [1, ∞), and then, in principle, the above expansion of η(z, s, m − 1) does not hold in the domain of the variable z where the approximation of η(z, s, a) has a greater interest. Had the expansion (1.5) been proved for z ≥ 1, the asymptotic computations in (1.3) would have become unnecessary and an arbitrarily precise approximation could be achieved automatically from (1.7). However, to our surprise, it seems that the expansion (1.7) is still valid when z > 1. An argument that supports this claim is the following. On the one hand, assuming for the moment that (1.7) holds for z = 2, then
On the other hand, using summation by parts [13, pp. 56] , it is easy to see that
Thus expansion (1.7) seems to be correct for z = 2. Numerical experiments further suggest that this is also true for other values of z > 1. Then, the purpose of this paper is to show that expansion (1.7) holds for z > 1. More generally, to derive an expansion of F(z, s, a) for large a with s > 0 and z ≥ 1.
2. An expansion of (z, s, a) for large a and z ≥ 1
The main result of the paper is given in Theorem 2.3. In order to formulate Theorem 2.3, we need to consider the function
and its Taylor coefficients C n (z, a) at x = 0. We also need the two following Lemmas.
Lemma 2.1: For a, z ∈ C and n = 0, 1, 2, . . .,
where, for z = 1, the coefficients c n (z) have been introduced in (1.6): (1, a) = 1 − a and, for n = 1, 2, 3, . . . , Apart from the explicit form of the coefficients C n (z, a) given above, we may compute them by means of the recurrence relation given in the following lemma.
Lemma 2.2:
For z = 1, we have C 0 (1, a) = 1 − a, and, for n = 1, 2, 3, . . . ,
1−a and equate the coefficients of equal powers of x.
Theorem 2.3:
For fixed N ∈ N, a > 1 and s > 0,
5)
with C n (z, a) given in the previous lemmas and, for z > 1, 
Remark 2.1: Note that, both (z, s, a) and Li s (z) are multivalued functions of z. In our analysis and numeric experiments, we always choose the principle branch for the variable z. Thus (2.5) can be transformed into an asymptotic expansion of (z, s, a) without ambiguity as follows:
a).
Proof: Using the integral representation (2) of (z, s, a) given in [2] and the integral representation [1, §25.12.11] of the polylogartithm,
we find the following integral representation of the function F(z, s, a) defined in (1.4): f (z, x, a) has the following Taylor expansion at x = 0:
where the coefficients C n (z, a) are given in (2.2)-(2.4). Replacing the function f (z, x, a) in the integral (2.8) by its Taylor expansion (2.9), and interchanging sum and integral, we obtain (2.5) with
Using the Cauchy integral formula for the remainder r n (z, x, a), we find
where we choose C to be a closed loop that encircles the points w = 0 and w = x, it is traversed in the positive direction, and is inside the region U := {w ∈ C, w > −W, | w| < W}, for some arbitrary but fixed W ∈ (0, 2π). (U is an infinity rectangular region around the positive real line [0, ∞) of width 2W, see [2] for further details.) Figure 1 gives an example of U and C. The function f (z, w, a) is continuous in the variable w for w ∈ U. The singularities of this function are w = log z + 2iπn, n ∈ Z \ {0} and are located outside U. Define b := a and β := a − b and write
We have that The following bounds are valid for w ∈ U and a certain constant M 0 > 0 independent of b and w:
, for w ≥ log z.
(2.14)
Therefore, from (2.12), (2.13) and (2.14) we have that, for any w ∈ U and a > 1,
for a certain constant M > 0 independent of a and w. The path C in (2.11) may be chosen in such a way that w ≤ x + 1/ a. Then, from (2.11), we find the following bound for the remainder r n (z, x, a):
where M n is a certain positive constant that depends on the geometry of the path C chosen in (2.11) and a but not on a. Then, from (2.10),
This proves (2.6) and the asymptotic character of the expansion (2.5) for large a when z > 1. Finally, we prove formula (2.7). When a = m ∈ {2, 3, 4, . . .}, the Taylor coefficients C n (z, m) of f (z, x, m) at x = 0 are given in (2.2)-(2.4) with a = m. But we may derive a simpler formula for C n (z, m). We have that
Then, the Taylor coefficients C n (z, m) of f (z, x, m) at x = 0 are the sum of the Taylor coefficients of z −k e kx , that is,
we have that
Therefore, when a = m ≥ 2, we may replace f (z, x, m) into the integral (2.8) by its Taylor expansion (2.9) and interchange sum and integral. This proves (2.7).
are separable and then we may write the expansion (2.5) in the form
The first expansion is the expansion (2.5) of (z, a, s), valid for z / ∈ [1, ∞). The second one is an exponentially small correction; when z is very large, it is a small correction, but when z is close to 1, it is not negligible. In Table 1 and Figure 2 , we evaluate the Lerch's transcendent, the Polylogarithm and all the approximations with the symbolic manipulator Wolfram Mathematica 10.4.
