Motivated by algebraic structures appearing in Rational Conformal Field Theory we study a construction associating to an algebra in a monoidal category a commutative algebra (full centre) in the monoidal centre of the monoidal category. We establish Morita invariance of this construction by extending it to module categories.
Introduction
The notion of vector space with an associative product, i.e. an associative algebra, plays at important role in many parts of mathematics. Centre of algebra is an important invariant. For example, it tells when algebras can be Morita equivalent: if two algebras are Morita equivalent their centers are isomorphic (this follows from the fact that the centre of an algebra can be derived from the category of its modules). The notion of an algebra (and its module) can be transported to the much more general environment of monoidal categories. There it also plays an important role, capturing very diverse constructions (e.g. the notion of a monad is just a reincarnation of algebra). Although very straightforward with algebras and modules, the transportation of notions to the world of monoidal categories becomes less trivial with the centre. Without assuming commutativity of the tensor product it becomes hard to even define what is for an algebra to be commutative. Even with a commutativity assumption the situation is quite interesting, e.g. in a braided monoidal category there are two notions (left and right) of centre of an algebra.
Our motivation for studying (and even defining) centers of algebras comes from Rational Conformal Field Theories (RCFTs). It was known for quite a while that a lot of information about the chiral half of a RCFT is contained in a certain monoidal category. Axiomatised in [9, 13] under the name of modular category, they were studied extensively by mathematicians and theoretical physicists. Recently it was realised that certain algebras (more precisely their categories of modules) in the chiral modular category of an RCFT correspond to a consistent set of its boundary conditions, while certain commutative algebras in the monoidal centre of the chiral modular category describe the RCFT in the bulk, i.e. the full RCFT (see [7] and references therein). The transition from algebras in a modular category to commutative algebras in its monoidal centre was studied in [5, 7] under the name of full centre. Although working very well (e.g. being Morita invariant) the construction uses heavily specific properties of algebras and modular categories.
In this paper we present a construction (also named full centre), which associates to an algebra in a monoidal category a commutative algebra (full centre) in the monoidal centre of the monoidal category (section 4). Based on a universal property, the construction is quite general. We prove that full centre is Morita invariant by extending the definition from algebras to module categories over a monoidal category (section 4). We also show that, when applied to algebras in a modular category, our construction give the right answer (section 4). We conclude by looking at a case where the category is not modular, i.e. we describe full centers of separable algebras in categories of group-graded vector spaces and categories of representations of a group (section 9).
For the definitions of monoidal categories and monoidal functors see [8] . Throughout the paper we assume that all monoidal categories are strict. This assumption is in fact inessential, it is made for simplicity and can be lifted without a problem. The term "monoidal functor" means strong (otherwise we use "lax monoidal functor").
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Algebras in monoidal categories
An (associative, unital) algebra in a monoidal category C is a triple (A, µ, ι) consisting of an object A ∈ C together with a multiplication µ : A ⊗ A → A and a unit map ι : I → A, satisfying associativity and unit axioms:
The unit object I of a monoidal category has a canonical structure of an algebra. Here we another example of algebras, which will be used extensively. Recall (say from [8] ) that an object T of a category C is terminal if for any object X ∈ C there is exactly one morphism X → T .
Lemma 2.1. The terminal object of a monoidal category is an algebra. The terminal object of a braided monoidal category is a commutative algebra.
Proof. Let T be the terminal object. The unique morphisms I → T , T ⊗ T → T turn it into an algebra. Indeed, the axioms follow from the uniqueness of morphisms into T .
Let F : C → D be a functor and A ∈ D be an object. Comma category F ↓A (see [8] ) is the category of pairs (X, x), where X is an object of C and x : F (X) → A is a morphism in D. Morphisms of pairs are morphisms of the first components, compatible with the second components. Note that if the functor F is monoidal (assuming that C, D are monoidal) and A is an algebra then the comma-category F ↓A is monoidal with the tensor product (X, x) ⊗ (Y, y) = (X ⊗ Y, x ⊗ y), where x ⊗ y is the composition
The forgetful functor F ↓A → C and the evaluation functor F ↓A → D are monoidal. The following statement will also be used throughout. Proof. Follows from the definition of morphisms and tensor product in comma category:
g g y y y y y y y y y y y Here we recall (from [6] ) the construction and basic properties of monoidal centre of a monoidal category.
The monoidal centre Z(C) of a monoidal category C is the category of pairs (Z, z), where Z ∈ C and z stands for a natural collection of isomorphisms
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commutes for all X, Y ∈ C. Morphisms in Z(C) are morphisms of first components (in C), compatible, in a natural way, with second components. The category Z(C) is monoidal with respect to the tensor product
where z|w is defined by
Moreover Z(C) is a braided monoidal category with the braiding
The forgetful functor
is clearly faithful and monoidal (with the monoidal structure being the identity).
Full centre of an algebra
Let A be an algebra in a monoidal category C. The full centre Z(A) of A is an object of the monoidal centre Z(C) together with a morphism Z(A) → A in C, terminal among pairs (Z, ζ), where Z ∈ Z(C) and ζ : Z → A is a morphism in C such that the following diagram commutes:
Here z A is the half-braiding of Z as an object of Z(C). The terminality condition means that for any such pair (Z, ζ) there is a unique morphism Z → Z(A) in the monoidal centre Z(C), which makes the diagram Proof. The pair (I, ι), where ι : I → A is the unit map, satisfies to the condition (1). The diagram
commutes. Hence there is a unique morphism I → Z(A) such that the diagram
Similarly, the morphism
commutes. Thus, by the universal property, there is a unique morphism
Associativity, commutativity and unit axioms for Z(A) follow from the uniqueness property.
Remark 4.2.
Note that the category of pairs (Z, ζ), where Z belongs to cZ(C) and ζ : Z → A satisfies condition (1) , is the full monoidal subcategory Z(A) of the comma category F ↓A for the forgetful functor F : Z(C) → C. Indeed, condition (1) simply says that z A is a morphism from (Z, ζ) ⊗ (A, 1) to (A, 1) ⊗ (Z, ζ) in F ↓A. Tensor product of two such pairs (Z, ζ) and (T, τ ) again has his property:
Now the major part of proposition 4.1 follows from lemmas 2.1,2.2.
Left centres
Now let D be a braided monoidal category. The left centre C l (B) of an algebra B in D is the terminal object in the category of morphisms y : Y → B such that the following diagram commutes:
Similarly, one can define the right centre of an algebra in a braided monoidal category.
Proposition 5.1. The left centre C l (B) has a unique structure of algebra in
Similarly for the right centre.
Proof. Analogous to the proof of lemma 4.1.
Remark 5.2.
The major part of proposition 5.1 follows from lemmas 2.1,2.2 if we note that the category of pairs (Y, y), with y : Y → B satisfying condition (2) , is the full monoidal subcategory C l (B) of the comma category Z(C)↓B for the identity functor F : Z(C) → Z(C). Now assume that the forgetful functor F : Z(C) → C has a right adjoint R : C → Z(C) with the natural transformations of the adjunction:
Note that R is automatically lax monoidal, i.e. it is equipped with the morphism I → R(I) and the natural transformation R(X) ⊗ R(Y ) → R(X ⊗ Y ), which satisfy usual coherence axioms of a monoidal functor, but are not necessarily isomorphisms. Indeed, the morphism is given by the composite
while the natural transformation is
is the natural isomorphism (the monoidal structure of F ), which is in fact the identity for the forgetful functor F . The lax monoidal structure on R allows us to transport algebras from C to Z(C).
If A is an algebra in C, R(A) is an algebra in Z(C) with the unit map
and the multiplication
. Suppose that the natural transformation β of the adjunction is epi. Then for any algebra
Proof. We are going to show that the adjunction
defines a monoidal equivalence between Z(A) and C l (R(A)). We start by constructing the functor Z(A) → C l (R(A)).
Let Z ∈ Z(C) and f : F (Z) → A satisfy condition (1) . Then the adjoint morphismf : Z → R(A), which is given by the composite
satisfies condition (2):
Here commutativity of the left rectangular face follows from the commutativity of
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Thus we have a functor
Its monoidal property follows from monoidality of F (and R). We conclude by constructing the (quasi-inverse) functor C l (R(A)) → Z(A). For Z ∈ Z(C) and g : Z → R(A) defineg : F (Z) → A as the composition
The following diagram (together with the fact that β is epi) shows that for g, satisfying condition (2),g satisfies condition (1):
Morita invariance
A right module over an algebra A is a pair (M, ν), where M is an object of C and ν : M ⊗ A → M is a morphism (action map), such that
Right modules over an algebra A ∈ C together with module homomorphisms form a category C A . The forgetful functor C A → C has a right adjoint, which sends an object X ∈ C into the free A-module X ⊗ A, with A-module structure defined by
Since the action map M ⊗ A → M is an epimorphism of right A-modules any right A-module is a quotient of a free module.
Categories of modules over algebras are examples of module categories. A (left) module category over a monoidal category C is a category M together with a functor (an action functor):
and a functorial isomorphism
commutes for any X, Y, Z ∈ C, M ∈ M. Equivalently M is a module category over C if there is given a monoidal functor C → End (M) to the monoidal category End (M) of endofunctors of M (with monoidal structure given by composition of functors). A functor F : M → N between C-module categories is a C-module functor if it comes equipped with a natural collection of isomorphisms F X,M : F (X * M ) → X * F (M ) such that the following diagram commutes:
Clearly, C-module structures on functors are composable: the composite of two C-module functors has a canonical structure of C-module functor.
Note that if (M, ν) is a right module over an algebra A in a monoidal category C then for any X ∈ C the tensor product X ⊗ M has a structure of a A-module X⊗ : ν : X ⊗ M ⊗ A → X ⊗ M . Thus the category of (right) modules C A over an algebra A in a monoidal category C is a left C-module category with respect to the action functor
The forgetful functor C A → C and its right adjoint have natural C-module structures, giving an adjoint pair of C-module functors. Let M be a C-module category. With an object (Z, z) of the monoidal centre of C one can associate a functor
which comes equipped with a C-module structure
Denote by End C (M) the monoidal category of C-module endofunctors of Cmodule category M. The above construction defines a monoidal functor E :
Two algebras A, B in a monoidal category C are said to be Morita equivalent if their categories of right modules are equivalent as module categories over C. Here we are going to show that the full centre is an invariant of Morita equivalence. We will do it by extending the notion of full centre from algebras to module categories.
The centre of a (left) module category M over a monoidal category C is the object Z(M) terminal in the comma category E↓I, corresponding to the monoidal functor E : Z(C) → End C (M) and the (unit) algebra I ∈ End C (M). In other words, the centre Z(M) is the terminal object among pairs (Z, f ), where Z ∈ Z(C) and f M : Z * M → M is a collection of morphisms in M, natural in M , such that the following diagram commutes (for any X ∈ C and M ∈ M):
Proposition 6.1. The centre Z(M) of a module category M over a monoidal category C is a commutative algebra in Z(C).
Proof. analogous to the proof of lemma 4.1.
Theorem 6.2. Let A be an algebra in a monoidal category C. Then
Proof. it is enough to show that the comma category E↓I is monoidally equivalent to Z(A). We start by defining a functor E↓I → Z(A). For (Z, z) ∈ Z(C) with a natural collection f M : Z ⊗ M → M of morphisms of A-modules define a morphism f : Z → A in C to be the composite:
Commutativity of the following diagram shows that the morphism f satisfies condition (1):
Here the left top square commutes by A-linearity of f * , which says that the diagram
commutes for all M ∈ C A , while the triangle in the middle bottom of the diagram commutes by the C-module property of f * , which is equivalent to the commutativity of the diagram
for all M ∈ C A and X ∈ C. Now we construct the functor Z(A) → E↓I. For (Z, z) ∈ Z(C) with a morphism g : Z → A in C defineg M as the composite:
The condition (1) for g implies thatg M is a morphism of A-modules:
Obviously the collectiong M is natural in M ∈ C A . The C-module property ofg is almost self-evident:
The fact, that the constructed functors are quasi-inverse to each other, follows from commutativity of the diagrams: 
Braided case
Now let C be a braided monoidal category. The braiding c X,Y : X ⊗ Y → Y ⊗ X allows us to define braided monoidal functors
−,X ). These functors split the forgetful functor F :
with the natural isomorphism being the identity. We can combine functors ι ± into one
This functor is monoidal. Recall (from [6] ) that for a braided monoidal C the tensor product functor
is monoidal, with monoidal structure
. The following diagram of monoidal functors commutes
Proof. this can be checked by direct computation.
Let M be a module category over a braided monoidal C. Define two functors (α-inductions) α ± : C → End C (M) by α ± (X)(M ) = X * M with C-module structures:
Proof. this follows from the fact that the composite E • ι ± coincides with α p m. Proposition 7.3. Let M be a module category over a braided monoidal category C. Then we have isomorphisms of Hom-spaces:
Proof. By the universal property of
This formula first appeared in the context of modular categories (see [5] ), where it allows effective computation of the full centre.
Modular case
From now on we fix a ground field k. In this section all categories will be k-linear and finite (all hom-sets are finite dimensional vector spaces over k, composition is k-bilinear). The tensor product functor is bi-linear (linear in each argument). Slightly abusing the term we will call such categories tensor. All functors will be assumed k-linear (effect on morphisms is linear over k).
An object X ∨ is (left) dual to X ∈ C if there exist morphisms κ : I → X ⊗ X ∨ , ev : X ∨ ⊗ X → I such that the compositions
are equal to the identity morphisms. A monoidal category is (left) rigid if all its objects have (left) duals. A rigid braided monoidal category C is ribbon (or tortile [12, 13] ) if it is equipped with a natural collection of isomorphisms θ X : X → X, satisfying the coherence axiom, which says that the diagram
commutes for all X, Y ∈ C, and such that θ *
X (the self-duality axiom). Define the trace tr(f ) of an endomorphism f : X → X in a ribbon category C as the composition
The trace has the following properties (see [13] for the proof):
See [6, 13] for details and proofs.
There is a weaker notion (which does not require the presence of braiding) of so-called spherical monoidal category, where traces exist and have the right properties (see [1] ).
Recall that the Deligne tensor product C⊠D of two abelian k-linear categories is the abelian envelope of the tensor product of C and D as k-linear categories (or Vect-enriched categories), i.e. category with objects being pairs (X, Y ), X ∈ C, Y ∈ D and hom spaces (from (X, Y ) to (Z, W ))) C(X, Z) ⊗ D(Y, W ).
We call a braided monoidal category C non-degenerate if the functor C ⊠ C → Z(C) is an equivalence.
Following [13] we call a ribbon (spherical) category C pure if the bilinear pairing
is non-degenerate for any X, Y ∈ C. Denote by κ ∈ C(X, Y )⊗C(Y, X) the canonical element of this pairing, which exists due to finite dimensiality of C(X, Y ). We will need the notion of (k-linear or Vect-enriched) coend of a functor S : C op × C → D which we denote Y S(Y, Y ) (see [8, 4] for details).
Proposition 8.1. Let C be a pure ribbon (spherical) category. Then the tensor product functor T : C ⊠ C → C has the right adjoint:
Proof. We need to define the adjunction natural transformations:
By the universal property of coend (see [8] ) to define Slightly changing the definition from [13] we call a semisimple monoidal category category modular if it is rigid, braided, ribbon and non-degenerate.
Thus for an algebra A in a modular category C we have the following description of the full centre:
which was used as the definition in [5, 7] .
Examples
Here we treat as examples the categories of vector spaces, graded by a group, and categories of representation of a group.
Let G be a group. Denote by C(G) the category of G-graded vector spaces. This category is monoidal with respect to the tensor product of graded vector spaces:
An algebra in C(G) is just a G-graded algebra, i.e. a G-graded vector space A = ⊕ g∈G A g with multiplication, which preserves grading A f A g ⊂ A f g .
We call a G-action on a vector space V compatible with a G-grading V =
The following result is well-know (see for example [3] for the proof).
Proposition 9.1. The monoidal centre Z(C(G)) is isomorphic, as braided monoidal category, to the category Z(G), whose objects are G-graded vector spaces X = ⊕ g∈G X g together with a compatible G-action and with morphisms, which are graded and action preserving homomorphisms of vector spaces. The tensor product in Z(G) is the tensor product of G-graded vector spaces with the G-action defined by
The monoidal unit is I = I e = k with trivial G-action.
The braiding is given by
See [3] for the proof of the following.
Proposition 9.
2. An algebra in the category Z(G) is a G-graded associative algebra C together with a G-action such that
An algebra C in the category Z(G) is commutative iff
For a homogeneous element v of a G-graded vector space V the notation |v| will denote its degree in G, i.e. v ∈ V |v| . Proposition 9.3. Let A be an algebra in C(G) (a graded G-algebra). The full centre of A as an object of Z(G) is subspace of the space of functions G → A with homogeneous values such that Z(A) = {z : G → A| |z(g)| = g|z(e)|g −1 , az(f ) = z(gf )a, ∀a ∈ A g }.
The G-grading on Z(A) is given by |z| = |z(e)|. The G-action is g(z)(f ) = z(g −1 f ). The map Z(A) → A is the evaluation z → z(e).
Here we use the symbol γ for the cohomology class as well as its representing 2-cocycle.
Indecomposable commutative separable algebras in Z(G) were classified in [3] . Here we briefly describe the result. Note that the identity component A e of an indecomposable commutative separable algebra A ∈ Z(G) is a commutative separable algebra equipped with a G-action. It is well-known that such algebras are algebras of functions on transitive finite G-sets and are labelled by conjugacy classes of finite index subgroups of G (stabilisers of G-sets). For a minimal idempotent p in A e the algebra pA is an indecomposable commutative separable algebra in Z(St G (p)) with trivial component pA e = k. As such it is a skew group algebra k[F, γ], where F ⊳ H = St G (p) is a normal subgroup. The H-action on k[F, γ] is given by a function ε : H × F → k * ;
h(e f ) = ε h (f )e hf h −1 .
Thus we have the following (see [3] for details).
Theorem 9.4. Indecomposable commutative separable algebras in Z(G) are of the form A(H, F, γ, ε), where as a vector space, it is spanned by a g,f , with g ∈ G, f ∈ F , modulo the relations
with the G-grading, given by |a g,f | = gf g −1 , the G-action g ′ (a g,f ) = a g ′ g,f and the multiplication a g,f a g ′ ,f ′ = δ g,g ′ γ(f, f ′ )a g,f f ′ .
Now we calculate full centres of indecomposable separable algebras in C(G). 
Indeed, for a = e h az(g) = e h η(g)e gf g −1 = γ(h, gf g −1 )η(g)e hgf g −1
should coincide with z(hg)a = η(hg)e hgf g −1 h −1 e h = η(hg)γ(hgf g −1 h −1 , h)e hgf g −1
In particular, for |z| = f = e, z(g) = η(g)e e with η(hg) = η(g). So Z(k[H, γ]) e coincides with the algebra k(G/H) of functions on the G-set G/H. 
