In this paper, the problem of robust fault detection filter (RFDF) design for a class of linear systems with some nonlinear perturbations and mixed neutral and discrete time-varying delays is investigated. By using a descriptor technique, Lyapunov-Krasovskii functional and a suitable change of variables, new required sufficient conditions are established in terms of delay-dependent linear matrix inequalities (LMIs) to synthesize the residual generation scheme. Based on Luenberger type observers, the explicit expression of the filters is derived for the fault such that both asymptotic stability and a prescribed level of disturbance attenuation are satisfied for all admissible nonlinear perturbations. A numerical example is provided to demonstrate the effectiveness and the applicability of the proposed method.
Draft
residual signal constraints increases the computational effort of the filter but also improves its estimation accuracy and the desired RFDF can be constructed through a convex optimization problem, which can be solved by using standard numerical algorithms. Finally, a numerical example is given to illustrate the proposed design method.
Notations. The superscript ' 'T stands for matrix transposition; 
is uniformly asymptotically stable.
The stability of the difference operator D is necessary for the stability of the system (1). Therefore, throughout the paper, the following assumption is needed to enable the application of Lyapunov's method for the stability of neutral systems.
A1) It follows from [21] that a delay-independent sufficient condition for the asymptotic stability of the system (1) is that all the eigenvalues of the matrix 2 A are inside the unit circle, i.e.
Furthermore, we make the following assumption for the nonlinear perturbation functions in (1).
A2) The nonlinear function
are continuous and satisfy Remark 1. The model (1) can describe a large amount of well-known dynamical systems with timedelays, such as the delayed Logistic model, the chaotic models with time-delays, the artificial neural network models with time-delays, and the predator-prey model with delays (see for instance [16] and [48] ).
In this paper, the authors' attention will be focused on the fault detection by a Luenberger type observer, 
where ξ is a point on the straight line between 
Remark 2.
It is noting that, from the equation (7), one can obtain Therefore, from the equation (7), the estimation dynamics (6) can be represented in a descriptor model form as Before ending this section, we recall a well-known lemma, which will be used in the proof of our main results. 
RFDF DESIGN
In this section, the fault diagnosis problem presented in the previous section is investigated such that a sufficient condition is derived for the existence of the RFDF (4). The approach employed here is to develop a criterion for the existence of such filters is based on the LMI approach combined with the Lyapunov method. In the literature, extensions of the quadratic Lyapunov functions to the quadratic Lyapunov-Krasovskii functionals have been proposed for time-delayed systems (see for instance the Refs.
[6], [14] , [16] , [20] , [31] , [35] and the references therein). We choose a Lyapunov-Krasovskii functional candidate for the error dynamics (6a) as
In the following theorem, we state our main results. Theorem 1. Under A1)-A2), consider system (1)- (2) 
and
Then there exists a RFDF of the type (4) which achieve the asymptotic stability and the ∞ H performance condition, simultaneously, in the sense of Definition 2. Moreover, the matrix H of the RFDF can be found by computing
Proof. Differentiating ) ( 1 t V in t along the trajectory of the error dynamics (6a) we obtain , (7), it is clear that 
Construct a HJI function in the form of
where derivative of ) (t V is evaluated along the trajectory of the error dynamics (6a). It is well known that the performance condition (10) is that the inequality
results in a function ) (t V , which is strictly radially unbounded (see for instance [51] ).
From (14)- (18) we obtain 
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By adding the right-and the left-hand sides of (20)- (21), respectively, to (19) and using the property , it follows that
Thus, if the inequality
holds, it follows from
. Then, from (11), it can be 
. Then, we have:
Therefore, we conclude that the error dynamics (6a) are asymptotically stable. Notice that the matrix inequality (25) includes multiplication of filter matrices and Lyapunov matrices which are unknown and occur in nonlinear fashion. Hence, the inequality (25) cannot be considered an LMI problem. In the literature, more attention has been paid to the problems having this nature, which called bilinear matrix inequality (BMI) problems [38] . In the sequel, by considering , where the N vertices of the polytope are
(see for instance [20] ). In order to take into account the polytopic uncertainty in the system (1), we derive the following result from applying the same transformation that was used in deriving Theorem 1. 
Then, the matrix H of the RFDF can be found by computing product of the involved crossing terms (see for instance [6] , [14] and [20] ). It can be easily seen that results of this paper is quite different from existing results in [1] and [5] in the following perspectives: a) the structures in [1] and [5] consider, respectively, a retarded time-delay systems (with a constant discrete delay) and a delay-free linear parameter-varying system and in compare to our case do not center on mixed time-delays, i.e., the results in [1] and [5] can not be directly applied to the systems with different neutral and discrete delays and nonlinear perturbations. b) in this paper, the derived sufficient conditions are convex and neutral-delay-dependent and discrete-delay-dependent, which make the treatment in the present paper more general with less conservative in compare to the results in [1] which are independent of the discrete delay.
EXAMPLE
In this section, we will verify the proposed methodology by giving an illustrative example. We solved LMIs (13) by using Matlab LMI Control Toolbox [15] , which implements state-of-the-art interior-point algorithms and is significantly faster than classical convex optimization algorithms. The example is given below. 
are time varying and satisfy
With the above parameters, the model exhibits the chaotic behaviours such the phase trajectories of the system are depicted in Figure 1 . and actuator fault modes of the elevator, i.e., step fault inputs shown in Figure 3 , are imposed on the system and the control signal is assumed to be Figure 3 shows the residual signals obtained with the filter for two different bounds of neutral delays. It can be seen that clearly by monitoring the fault estimates, it would be possible to detect fault behaviours.
Remark 7.
In the case of without time-delays and nonlinear perturbations, this example, the aircraft model, was studied in the framework of a linearized parameter varying model in [5] , where satisfactory results as fault detection and isolation have been obtained. In this case, the operation of the RFDF can be tested by simulation when applying, e.g., two step fault modes. In Figure 4 it can be seen that the RFDF follows two fault inputs more closely than the other filter in [5] and the result shows a perfect decoupling of the fault effects in the fault detection similar to the results in [5] . 
CONCLUSION
The problem of robust fault detection filter (RFDF) design was presented to identify faults for a class of linear systems with some nonlinear perturbations and mixed neutral and discrete time-varying delays. By using a descriptor technique, Lyapunov-Krasovskii functional and a suitable change of variables, new required sufficient conditions were established in terms of delay-dependent linear matrix inequalities to synthesize the residual generation scheme. Based on Luenberger type observers, the explicit expression of the filters was derived for the fault such that both asymptotic stability and a prescribed level of disturbance attenuation are satisfied for all admissible nonlinear perturbations. The existence of the RFDF is presented in terms of LMI formulation, which can be obtained conveniently by using Matlab LMI toolbox. The proposed method has proven its effectiveness in simulation of an aircraft model. The RFDF was able to quickly and correctly identify the faults.
