Abstract : This paper studies nonlinear finite-horizon optimal control problems with terminal constraints, where all nonlinear functions are rational or algebraic functions. We first extend a recursive elimination method, which decouples the Euler-Lagrange equations into sets of algebraic equations, where each set contains only the variables at the same time instant. Therefore, a candidate of an optimal feedback control law at each time instant is obtained by solving each set of algebraic equations. Next, we provide a sufficient condition such that each set of algebraic equations gives a unique local optimal feedback control law at each time instant. Illustrative and practical examples are provided to illustrate the proposed method and sufficient condition.
Introduction
Finite-horizon optimal control problems (FHOCPs) are one of the most important problems in systems and control. In particular, the FHOCPs with terminal constraints emerge in many practical situations [1] and are more general than FHOCPs without terminal constraints. For instance, in model predictive control, we repeatedly solve FHOCPs, and some terminal constraints guarantee asymptotic stability of the origin [2] , [3] . Some classes of FHOCPs can be solved analytically under strong assumptions [1] , [4] such as the linear quadratic case, but in general, FHOCPs are hard to solve both analytically and numerically.
By assuming certain algebraic properties of FHOCPs, we can apply computer algebra tools to these problems, wherein the computational burdens entailed in solving the problems numerically is reduced by utilizing symbolic computation. Fotiou et al. [5] formulated polynomial FHOCPs, whose nonlinearity is described in terms of polynomial functions, as parametric optimization problems on the initial state and solved the KarushKuhn-Tucker conditions by introducing the concept of zerodimensional ideals in commutative algebra. They also proposed a method to solve the parametric optimization problems by applying cylindrical algebraic decomposition (CAD), where the global optimal solution can be obtained if it exists. Iwane et al. [6] combined CAD with dynamic programming and devised a method to compute the value function and optimal control law at each time instant by using CAD. In contrast to these related approaches, we consider rational FHOCPs, where all nolinear functions are rational or algebraic functions. Rational FHOCPs with terminal constraints can describe a wider range of optimal control problems than polynomial FHOCPs can.
Ohtsuka [7] proposed a method to decouple the EulerLagrange equations (ELEs), which are the necessary conditions for optimality of FHOCPs, into sets of algebraic equations by using the concept of elimination ideals in commutative algebra. Each set consists of algebraic equations that involve only variables at a single time instant; this structure saves on computations. Ohtsuka also provided sufficient conditions for the existence and uniqueness of optimal feedback laws in the form of algebraic functions. These sufficient conditions guarantee the existence and uniqueness of optimal solutions for not only the given initial state but also the other initial states in some neighborhood of the given one. Moreover, by using the concept of zero-dimensional ideals, they can be made to characterize the optimal feedback laws as points of algebraic sets in the algebraic closure of the rational functions in the state. However, these sufficient conditions have not been extended to cases with terminal constraints.
In such cases, the Lagrange multipliers associated with terminal constraints are introduced as additional variables. These additional variables are intrinsic to the problem; in contrast to state or costate variables, they cannot be explicitly expressed by the initial state and inputs. The sufficient conditions proposed in [7] , which do not consider any terminal constraints or corresponding Lagrange multipliers, cannot be applied to problems with terminal constraints. We therefore tried to extend the sufficient conditions to guarantee the existence of the Lagrange multipliers by using results from sensitivity analysis.
In this paper, first, we introduce a recursive elimination method for solving FHOCPs with terminal constraints where all nonlinear functions are rational or algebraic functions; note that this method has been presented in the preliminary form in conference proceedings [8] , [9] . Next, we provide sufficient conditions for optimality of the problems. These conditions are less conservative than the classical sufficient conditions [1] , [4] . Moreover, by applying the concept of zero-dimensional ideals to the outputs of the recursive elimination method, we characterize the optimal feedback laws in the form of algebraic functions.
Notation: Throughout this paper, the subscript k denotes the time instant of discrete-time systems, while i denotes the components of a vector. For example, x k denotes a vector at time instant k, while x ki denotes the ith component of the vector x k . To avoid confusion, x ki is also denoted by x k,i if necessary. For a field K and vectors
and K(X, Y) denote the ring of polynomials and the field of rational functions, respectively, in the components of X and Y over K. For a field K, K denotes the algebraic closure of K. An ideal generated by the set of [10] . In this case, V(I) is also denoted by V( f 1 , . . . , f s ). For a scalarvalued function V(X), ∇ X V denotes a column vector consisting of the partial derivatives of V with respect to
Problem Formulation
This paper considers the following finite-horizon optimal control problems.
subject to
where N ∈ Z + denotes an optimization horizon of the problem, x k ∈ R n and u k ∈ R m denote the states and inputs of a dynamical system at each time instant k = 0, . . . , N, andx denotes a given initial state. The scalar-valued functions φ : R n → R and L k : R n × R m → R denote the terminal cost and stage costs, respectively, and their sum is the cost function that will be minimized. Each equation (2) is a state equation of the system and consists of a vector-valued function f k : R n × R m → R n . Equation (4) defines the set of terminal constraints, and ψ : R n → R l is a vector-valued function. We assume that the components of f k , ∇ x L k , and ∇ u L k are rational functions and that the components of ψ and ∇ x φ are algebraic functions. The definition of algebraic functions is as follows. . Therefore, ρ(y) is an element of R(y). Note that each component of the derivative ∂ρ(y)/∂y is also an algebraic function.
Our algebraic approach is based on the ELEs. To simplify the description of the ELEs, we define the discrete-time Hamiltonian at time instant k as follows.
where p k ∈ R n (k = 0, . . . , N) denote the costates. The corresponding ELEs to the FHOCP (1)-(4) for k = 0, . . . , N − 1 are
where ν ∈ R l denotes a vector consisting of the Lagrange multipliers associated with the terminal constraints. If the terminal constraint (4) satisfies some constraint qualification, such as the linear independence constraint qualification, the ELEs are the necessary conditions for local optimality [11] ; hence, we assume that the optimal control problem (1)-(4) has optimal solutions satisfying the ELEs. Accordingly, the solutions of the ELEs can be regarded as candidates of the optimal solutions.
To apply the recursive elimination method, we have to recast the ELEs into a set of algebraic equations. Equations (6)- (8) are recast in [7] , and (9) can be readily recast in the same manner as described in [7] , because ∇ x φ and ∂ψ/∂x consist of algebraic functions. Therefore, only (10) remains to recast.
For each component
for all points in the domain of ψ i . The polynomial Ψ i can be written in the following form.
where α i is the minimum degree of z i in Ψ i − ρ ψi , and d ψi and ρ ψi are appropriate nonzero polynomials.
Note that (11) is a necessary condition for the terminal constraint ψ i (x N ) = 0 to hold. Therefore, we recast (10) into the form ρ ψ (x N ) = 0 where
T by allowing some invalid solutions to appear. Now, we obtain the following set of algebraic equations from the ELEs.
where
n×n are diagonal matrices of polynomials, y k is an additional scalar variable, and (12)-(16) correspond to (6)- (10) , and (17) means that all denominators in the ELEs must not vanish; see Section 2 of [7] for details.
Even though (12)- (17) are algebraic equations, it is still difficult to solve them; one of the difficulties is that most of them depend on the variables at different time instants. To get rid of this inconvenient structure, we can decouple the set of algebraic equations into sets of algebraic equations, where each set involves only variables at a single time instant and the Lagrange multiplier associated with the terminal constraint. This decoupling can be done using the mathematics of polynomials, i.e., commutative algebra and algebraic geometry. The decoupled equations are satisfied by the optimal solutions; that is, their solutions are candidates of the optimal solutions.
Recursive Elimination Method
This section introduces the recursive elimination method for decoupling the set of algebraic equations (12)- (17). Each decoupled set involves the variables at time instant k, i.e., x k , u k , p k and the Lagrange multiplier ν, so that they can be solved independently when x k is specified. Ohtsuka proposed such a method for rational FHOCPs without terminal constraints and demonstrated its efficiency [7] . Here, we extend it to work on FHOCPs with terminal constraints.
Before introducing the recursive elimination method [9] , we will describe the basic notations of commutative algebra and algebraic geometry.
T contains the set of the polynomials only depending on the variables in Y. This set I ∩R[Y] also becomes an ideal [10] and is called the elimination ideal of I with respect to X [12] . The calculation of the elimination ideal I ∩ R[Y] corresponds to the elimination of the variables X from the algebraic equations defined by the generators of the ideal I with the variables X and Y. In fact, the relationship between the algebraic sets V(I ∩ R[Y]) and V(I) is characterized by the following lemma [10] .
Lemma 1 For an ideal
holds, where
Generators of I ∩ R[Y]
can be computed from those of I by using a Gröbner basis [10] , which is a set of generators that has good properties for symbolic computations and whose computation algorithm has been implemented in various symbolic computation systems such as Mathematica and Maple.
For FHOCPs with terminal constraints, the recursive elimination method in [8] is modified into Algorithm 1, which yields Theorem 1 and Corollary 1.
Theorem 1
Denote the optimal solution of the FHOCP (1)- (4) by (x 
in Algorithm 1, the following statements hold.
Algorithm 1 Recursive Elimination Method for FHOCP with Terminal Constraints
Input: Algebraic equations (12)- (17) for FHOCP with terminal constraints Output: Algebraic equations F k = 0 (k = 0, . . . , N) 1: Let F N be set of polynomials consisting of left-hand sides of (15) and (16), and let
That is,
Proof The proof is by induction. First, at k = N, the ideal J N is generated by the left-hand sides of (15) and (16); thus, the statement (18) holds. Suppose that (
, ν)-space and by applying Lemma 1,
is obtained, and the proof is completed by induction. 
Then, the following statements hold.
Proof Corollary follows readily from Theorem 1 and Lemma 1.
Theorem 1 shows that all sets of polynomials F k must vanish at the optimal solutions; that is, the solutions of equations F k = 0 can be regarded as candidates of the optimal solutions. Moreover, Corollary 1 shows that generators of ideal K k vanish at the optimal valuesx k andû k , and thus it indicates that the set of equations G K k (x k , u k ) = 0 is an implicit representation of the optimal feedback control law at time instant k. Unlike the case without terminal constraints, we have to determine the value of an additional variable ν, namely, the Lagrange multiplier associated with the terminal constraint. The value of ν can be determined only when the value of the initial state x 0 =x is given, and thus ν can be implicitly represented by x 0 . In Algorithm 1, ν is transferred from the polynomial set F N to F 0 , and we obtain the implicit representation of ν by x 0 as the set of algebraic equations G W 0 = 0 in Corollary 1. By solving the algebraic equations G K k (x k , u k ) = 0 for a given state valuex k , we can obtain the candidate values of the optimal inputû k ; they include the local optimal solutions if exist. In the following discussion, a candidate of the optimal valueŷ of y is denoted byỹ. When the equations 
Therefore, a tree that has the given initial valuex 0 =x as its root is suitable for expressing the candidate values, and each node of the tree is associated with a set ofũ k andx k+1 values.
Moreover, we can compute the candidate stage cost corresponding to a specific set ofx k andũ k values, and we can obtain the value of the cost function corresponding to a sequence of candidate inputs by accumulating the candidate stage costs and by adding the terminal cost. That is, each leaf of the tree has the candidate value of the cost function corresponding to the sequence of candidate inputs associated with its ancestors. Therefore, the global optimal solution can be obtained if it exists and satisfies the ELEs by picking the leaf associated with the minimum value of the cost function and picking the candidate inputs associated with its ancestors.
We denote the tree associated with a given value of the initial statex by Tx and denote the accumulated stage costs and candidate values of the state and input associated with a node v ∈ Tx by l(v), x(v), and u(v). The procedure described in the previous paragraphs is summarized as Algorithm 2. In this algorithm, the function CalcCands computesũ k andx k+1 from x(v) for a given node v, and if the third argument k does not equal N − 1, the function calls itself recursively. Therefore, by feeding it the sequence of ideals (K k ) N−1 k=0 , a root v root such that x(v root ) =x, and the time instance k = 0, this algorithm obtains Tx if the total number of candidate values is finite.
Note that the sequences of candidate inputs obtained by Algorithm 2 may include invalid solutions that do not satisfy the ELEs. Moreover, the solutions of the ELEs may include one that is not locally optimal. Therefore, in the next section, we utilize the second-order sufficient conditions for local optimality to pick locally optimal solutions from the candidates.
Sufficient Conditions for Optimality
Here, we introduce the second-order sufficient conditions for guaranteeing the local optimality of the solutions obtained by the recursive elimination method. These conditions are based on the sufficient conditions for local optimality in nonlinear programming [13] , and their applicable range is wider than those of well-known sufficient conditions in FHOCPs with terminal constraints in [1] , [4] . Moreover, the presented sufficient conditions also guarantee the uniqueness of the optimal solution in some neighborhood of a given initial state.
First, to simplify the notation, we define the matrix-valued functions: 
Add new node v as child of v 7:
x(v ) ←x k+1 8:
end
where S k are n × n matrices for k = 0, . . . , N, characters a and b can be replaced by symbols x and u, and ∂/∂a denotes the derivative with respect to the symbol replacing a. For example,
Using these matrix-valued functions, we make the following assumption in order to state the sufficient conditions.
Assumption 1 Sequences of states (x
, andν exist such that they satisfy the ELEs (6)- (10) , and the following matrix inequalities hold for k = 0, . . . , N − 1.
where matrices S k ∈ R n×n in the function Z uu are determined by
and the boundary condition:
In this assumption, the arguments of the partial derivatives of H k , f k , φ, and ψ are parts of sequences (
From the viewpoint of nonlinear programming, it can be shown that the ELEs (6)-(10) and the matrix inequalities (26) are sufficient conditions for local optimality; this is a straightforward consequence of Lemma 4 in the Appendix. Therefore, the existence and uniqueness of local optimal feedback laws are guaranteed by the following theorem. 
, and ν *
exist that are defined on some neighborhood ofx k , and they satisfy u * 
=ν, the ELEs, and (26) for any x l in some neighborhood ofx l . We define x l l (x l ) := x l ; then, the uniqueness of these functions implies that
hold for any l 1 , l 2 ∈ {l, . . . , k} and for any x l in some neighborhood ofx l . Now, let us define u *
. . , N−1 and for any x k in some neighborhood ofx k . Accordingly, we obtain the following equations for k = 0, . . . , N − 1 and for any x 0 in some neighborhood ofx 0 =x.
That is, the sequence
is the closed-loop trajectory given by the sequence of feedback control laws u * Note that Theorem 2 is not a straightforward extension of the result in [7] because of the existence of an additional variable ν.
The result in [7] corresponding to Theorem 2 is based on sufficient conditions for optimality of FHOCPs without constraints, and these conditions cannot be applied to FHOCPs with terminal constraints. For those constrained FHOCPs, sufficient conditions for optimality have already been proposed [1] , [4] . However, their applicable range is limited because they assume that ν is explicitly represented by each state x k . Hence, we provide less conservative conditions (Lemma 4) by getting rid of that assumption and prove Theorem 2 by using the new conditions.
We can filter the sequences of candidate inputs obtained by Algorithm 2 by checking whether each candidate satisfies the ELEs and (26) and obtain locally optimal solutions. The uniqueness and differentiability of the optimal solution in some neighborhood also enables us to track the optimal solution from one state value to another: we can find a solution of
x k from the optimal solutionŝ x k andû k by using numerical computations such as Newton's method. Moreover, we can characterize the optimal feedback laws, costates, and Lagrange multiplier in Theorem 2 as algebraic functions of the state by placing assumptions on the ideals obtained in Corollary 1, which is the topic of the next section. 
Existence of Algebraic Solutions
When u * k (x k ), p * k (x k ),
For an ideal J ⊂ R(X)[Y], J is called zero-dimensional if the algebraic set V(J) ⊂ R(X)
m is a finite set. Zero-dimensional ideals are characterized by the following lemma [14] .
Lemma 2 An ideal J ⊂ R(X)[Y] is zero-dimensional if and only if a nonzero polynomial h i ∈ R(X)[Y i ] exists for each
The polynomials h i (i = 1, . . . , m) are called minimal polynomials of Y i with respect to J and can be computed from generators of J by using a Gröbner basis.
For an ideal J ⊂ R(X)[Y], the set of polynomials:
is also an ideal called the radical of the ideal J. J is called a radical ideal
There is an algorithm to obtain the radical of a zerodimensional ideal [14] . Zero-dimensional radical ideals have good properties stated in the following lemma [7] . Lemma 3 shows that a set of generators g 1 , . . . , g m exists such that the equations g i = 0 (i = 1, . . . , m) form a square system of polynomial equations in the variables Y whose Jacobian at each Y ∈ V(J) is a nonzero algebraic function of X; that is, the Jacobian does not vanish in an open and dense subset of X-space. Moreover, under additional mild assumptions, the Gröbner basis of a zero-dimensional radical ideal has a good structure for computing the generators in Lemma 3, which is known as the Shape Lemma [12] . Now, the functions u * k , p * k , and ν * k are characterized as points of algebraic sets by the following theorem.
Theorem 3
Moreover, a set of generators of each ideal exists that form a square system of polynomial equations, and its Jacobian matrix is nonsingular for x k in an open and dense subset of some neighborhood ofx k .
Proof Theorem 2 shows that the set of u *
Note that, from the definition of extensions of ideals, we can choose
, and thus, all polynomials in K e k also vanish at u * k , which implies u * k ∈ V(K e k ). Now, Lemma 3 guarantees that the radical K e k has exactly m generators as
m×m is nonsingular in an open and dense subset of some neighborhood ofx k . The same argument can be applied to p * k and ν * k , thus completing the proof.
Theorem 3 shows that we can guarantee the differentiability and nonsingularity of the algebraic state feedback laws in an open and dense subset of some neighborhood ofx k by using the notion of zero-dimensional ideals. When we find u * k (x k ) for x k in the neighborhood, nonsingularity helps us to solve equationsḠ K k (x k , u k ) = 0 numerically by using, for example, Newton's method or the continuation method. Moreover, we can use the minimal polynomials h i (x k , u ki ) of u ki with respect to K e k to compute u * k (x k ). In this case, we can compute u * ki (x k ) forx k by solving the univariate algebraic equation h i (x k , u ki ) = 0. Note that the computation of u * ki (x k ) can be performed independently for each i ∈ {1, . . . , m}.
Numerical Examples

Illustrative Example
Let us consider the following FHOCP with a terminal constraint.
x N = 0.
For the optimization horizon N = 4, we can obtain the polynomials F 4 and F 3 as
Some of the polynomials in F 3 and all of the polynomials F 2 , F 1 , and F 0 are omitted because of space limitations. The ideals By using Algorithm 2 in [9] , we obtain 36 candidate optimal solutions for a given initial statex = [−2.0, 3.0]
T , and four of them satisfy the ELEs. Figure 1 shows the state trajectories T 1 , T 2 , T 3 , and T 4 given by these four sequences. The values of the cost functions corresponding to T 1 , T 2 , T 3 , and T 4 are 1.78, 8.50, 8.90 , and 2.18. Since the dimension of the input is 1, the matrices Z uu (S k+1 , k) in (26) are scalars. Table 1 shows the corresponding values of Z uu (S k+1 , k) for each trajectory. All of the values of Z uu for T 1 are positive; hence, the sequence of candidate inputs giving T 1 is a locally optimal solution.
The ideals K 1 and K 0 are generated by only one polynomial in R[x k , u k ], and their extensions are also generated by these polynomials. Therefore, from Lemma 2, K e 1 and K e 0 are zerodimensional ideals. Moreover, generators of these ideals are both square-free, which implies that these ideals are also radical. Then, the optimal state feedback laws can be obtained as Fig. 1 State trajectories given by candidate inputs. (S k+1 , k) . 
Note that the other inputs u 2 and u 3 are uniquely determined from only the state equation (41) and the terminal constraint (43). Note also that these optimal state feedback laws are calculated without any approximations. Theorem 2 guarantees that, for all x 0 in some neighborhood ofx = [−2, 3] T , these algebraic feedback laws are also optimal. Indeed, for an initial statex = [−2.4, 3.3] x, we obtain the trajectory T 1 that corresponds to the values of Z uu (S k+1 , k) in Table 1 , which implies that the sequence of inputs giving T 1 is also a locally optimal solution.
Nonlinear Model Predictive Control Application
In practice, an FHOCP is usually accompanied by nonlinear model predictive control (NMPC), in which an FHOCP is solved repeatedly and only the initial input of the optimal solution is utilized as the actual input. By solving the set of algebraic equations G K 0 (x 0 , u 0 ) = 0 obtained by Algorithm 1, we can obtain candidates of the initial optimal input immediately from the given initial state. Moreover, in the case of NMPC with a short enough sampling period, the state variation within the interval should be small. Therefore, from Theorem 2, the solution of each FHOCP possibly retains local optimality.
As a practical example, let us examine stabilization of an inverted pendulum by NMPC. We define the continuous-time equation of motion of the pendulum as
where t ∈ R + = [0, ∞) denotes continuous time, θ(t) ∈ R denotes the angle subtended by the pendulum and the vertical axis, and u(t) ∈ R denotes the controllable external torque. To apply the proposed method, we replace sin θ in (46) with (θ − 7/60θ 3 )/(1 + 1/20θ 2 ) by using Padé approximation, which often gives a better approximation of a function than one given by a truncated Taylor series and may still work outside of the convergence region of the Taylor series [15] . By using the forward difference approximation with a sampling period of Δt = 0.05, the discrete-time model can be obtained as
where x k,1 and x k,2 denote the angle and angular velocity, respectively, and u k denotes the controllable external torque. The control objective is to regulate the state to the origin and reduce control burdens. Thus, the stage costs and terminal constraint are defined as
Since this terminal constraint specifies the terminal state, the terminal cost is omitted (φ( Since κ 0 (x 0 , u 0 ) is linear in u 0 , the root of κ 0 (x 0 , u 0 ) as a polynomial of u 0 can be computed symbolically, and this root is an explicit form of the feedback control law at k = 0. Moreover, the problem settings of this example give the values of the scalars Z uu (S 1 , 0) and Z uu (S 2 , 1) in (26) as Z uu (S 1 , 0) = Z uu (S 2 , 1) = 1 irrespective of the initial state, which means the obtained feedback control law is locally optimal, by Theorem 2. Figure 2 shows the trajectories of the system (46) with the feedback control law defined by κ 0 (x(t), u(t)) = 0 and the free response without the control law. Each arrow in the figure shows the direction that each trajectory goes toward. The initial state is set to x 0 = [1.0 0.0]
T . In the controlled case, the state and control input are sampled and computed with a sampling period of 0.01 time units. That is, the sampling period of NMPC is smaller than that of the discretization. It is readily seen that the state of the controlled system is regulated to the origin. 
Conclusion and Future Work
We proposed a recursive elimination method for rational FHOCPs with terminal constraints. By applying the concept of elimination ideals from commutative algebra, the method decouples the ELEs into sets of algebraic equations, where each set involves the Lagrange multiplier associated with the terminal constraint and the variables at a single time instant. We also proposed an algorithm to solve the sets of algebraic equations and obtain candidates of local optimal solutions. By checking whether the presented sufficient conditions are satisfied or not for each candidate, we can pick local optimal solutions from the candidates. The sufficient conditions also guarantee the uniqueness of the optimal solution in some neighborhood of the given initial state. Moreover, we provided sufficient conditions for the existence of the optimal solutions in the form of algebraic functions of the states. By utilizing the concept of zero-dimensional ideals and some additional assumptions, we can guarantee the nonsingularity of the optimal solutions in some neighborhood, which is a useful property for numerical computations. In the future, we plan to establish sufficient conditions for optimality using only the information at the initial time instant, i.e., the value of the initial state, which is suitable for model predictive control. Proof Consider the following quantity that is identical to zero for any sequence (du k )
Proposition 1
Suppose that Assumption 1 holds. For any sequence (du
