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I. Introduction
A conventional discretization method such as Galerkin method and collocation method for integral equations leads to a linear system with a full coefficient matrix. Working with such a full matrix is computationally costly. Especially, when we deal with a system of multivariate integral equations, the full coefficient matrix resulting from the conventional Galerkin method will make numerical computation impossible. Thus, fast algorithms are extremely crucial for numerical solutions of a system of multivariate integral equations.
Recently, many authors have studied wavelet methods in the numerical solutions of boundary integral equations and investigated their properties. For examples, Beylkin et al., represent singular integral operators by orthogonal and compactly supported wavelets and shows that the representation produces a sparse matrix up to some degree of precision. In [5, 6] the stability, convergence and matrix compression of Petrov-Galerkin methods using wavelets for elliptic periodic pseudodifferential equations in ~a are studied. The paper [11] contains a truncation strategy for the wavelet Galerkin method using spline prewavelets of order zero and one for the first-kind boundary integral equations on the planar curves. A wavelet Galerkin method using discontinuous piecewise linear wavelets on triangles was studied for elliptic pseudodifferential equations of order zero on two-dimensional manifold in [12] . A construction of multi-dimensional discontinuous multiwavelets was presented in [8] for self-similar domains and was extended in [9] . The paper [3] presents a study of the stability of the Petrov-Galerkin method for Fredholm integral equations of the second kind which is discussed in [4] and develops wavelet Petrov-Galerkin schemes based on discontinuous orthogonal multiwavelets on an interval constructed in [8] . Wavelet methods for integral equations make use of the advantage of wavelet bases whose representations of integral operators lead to sparse matrices. These sparse representations of integral operators form the base of fast numerical algorithms for solving such equations.
In this paper, we use vector-valued multiwavelets on compact subsets of ~d in the spirit of [8, 9] and develop a wavelet Galerkin scheme for systems of integral equations of the second kind. We propose a compression strategy for the coefficient matrix of the linear system obtained from this method and show that the compressed scheme has nearly an optimal convergence rate and yields a sparse matrix with a bounded condition number.
The motivation to consider a system of integral equations comes from the practical problem of solving a boundary integral equation over a piecewise smooth surface in ~3. It is well known that such a problem can be reformulated into a system of integral equations over a polygonal domain in ~2. They also arise from an integral equation formulation of mixed-boundary-value problems from potential theory. Semi-discretization in the time variable of a Volterra integral equation which normally is a reformulation of the heat equation also leads to a system of integral equations.
In the remaining part of this section, we shall review some preliminaries of the Galerkin method for systems of integral equations of the second kind, which are useful for our development in this paper. In Section 2, we describe some crucial properties of multiwavelets that are used for Galerkin methods and define the wavelet Galerkin method for our system of integral equations. In Sections 3 and 4, we study its matrix compression property and convergence property, respectively.
Let E be a compact subset of ~d and consider the usual Hilbert space L2(E) of real-valued functions on E with the inner product and the corresponding norm I1"11. For each i, j CZN we consider scalar-valued integral operators V,-,j :LE(E)-~L2(E) corresponding to kemels vi, j given by
We build a vector-valued integral operator V : 5e2(E)~ 5e2(E) defined for each i E ZN, x E E and u c ~°2(E) by the equation where I is the identity operator on ~cf2(E). The function f = (f~: i C ZN)E .~gaZ(E) is given and we seek a solution u E AaZ(E) to Eq. (1.5).
We now recall the Galerkin method for solving Eq. (1.5). To this end, we let {SYk: k ENo} where No := {0, 1 .... } be a sequence of finite-dimensional subspaces of &f2(E) such that
Let Pk be the orthogonal projection from Aa2(E) to Ark. Then the Galerkin approximation uk E 5fk of the solution u of Eq. (1.5) (when it exists uniquely) by definition satisfies the equation
From (1.6) we have for u E &°2(E) that
Moreover, when the operator V is compact, the uniform boundedness theorem implies that
Hence, when the inverse (I-V)-' exists, there exist an integer s and a constant c >0 such that for k>~s the operator I-PkV is invertible and In particular, we have that
I1(1 -
Therefore, for k>>,s the Galerkin scheme (1.7) has a unique solution ukESfk which enjoys the estimates
[[ukll < cllfll
and II---kll <ell--Pk ll.
The last inequality is derived from the formula
(1.1o)
These facts lead to the following well-known theorem (cf. [1, 7] ) conceming the convergence of the Galerkin method. Our goal in the rest of the paper is to describe certain sequences of subspaces {fk: kEN0} of Ae2(E) and a class of weakly singular kernels such that the Galerkin discretization using special bases for these subspaces gives almost optimal order of approximation to the solution of (1.5) which can be determined numerically from a sparse linear system of equations with bounded condition number.
Wavelet Galerkin schemes
In this section we develop the wavelet Galerkin scheme for the system of integral equations of the second kind (1.5) using vector-valued wavelets. We begin our analysis with a description of the properties of the sequence of wavelet subspaces of £a2(E) which we will use. We first consider the case N = 1 and postpone the general case until later.
Let us recall some standard multivariate notation. 
We associate with a multiscale partition of the set E a family of functions
Here the integer w(k) represents the number of functions associated with the kth scale.
As is (2.1) we assume there exist two positive constants c_<~c+ (perhaps different from those in (2.1)) such that
Our functions are related to the multiscale partition of E by the following requirements. First, we demand that there exists a positive integers p and h such that for every k > h and i E Zw(k) written in the form i = vp + s where s E Zp and v E Z,,~-h
This is the "small-support" property of our functions. We use the notation Sk, i :=Ek-h,~ and see from (2.2) that the support of the function fk, i is contained in the set &a. In addition, we requffe that there is a constant c > 0 such that
and that
The next requirement of orthogonality and vanishing moments of our functions is the reason we call them "wavelets". To this end, we introduce the subspaces of L2(E) Fk := span{fk,/: i E Zw(k)} k E No, and demand that Fo = Fln_l(~ a) and also that
In particular, we have the "vanishing moment" property
Methods for constructing families of functions with the above properties are given in [8, 9] . We use these wavelets to form our Galerkin subspace by setting
so that by the above conditions
Clearly, there exist positive constants c_ ~<c+ such that the dimension of spaces Xr satisfies the inequality
We next describe a construction of vector-valued wavelets using the scalar-valued wavelets {fk, i: i E Zw~k), k E No}. These vector-valued wavelets are studied in detail in [14] . To this end, we introduce the subspaces
In particular, o~0 is the space of vector-valued functions whose components are polynomials of total degree ~<n -1. Note that for k E No, ~k has dimension
We now describe a simple method to generate orthonormal bases {Jk, e: f E Zw(k)} in o~k.
For each pair of integers k E Z and f E Zw(kl we choose an N x N orthogonal matrix Qk, e. Suppose that the ith column of this matrix is denote by qk, e;i for i E ZN. We will use the notation (f)s for s C ZN to denote the sth component of a typical vector-valued function f E ~2(E). Each integer E E Zw(k) has a unique representation in the form
Using this representation, we define the vector-valued function ~,¢ by the formula
For the special case that each of these orthogonal matrices are the identity matrix we have that Furthermore, the set of functions {J~,t: ~EW(k), kEN0} forms an orthonormal basis for the space ~LQ-q~2 (E).
We now introduce the vector-valued wavelet Galerkin subspaces by the formula ~,,-:= ~-0 ®" ~1 ®" "'" ®± ~, and note that the dimension of Y' is given by dim 5f~ = N dim X~.
The vector-valued Galerkin approximation u~ E Y'r to the solution u E 5e2(E) of Eq. (1.5) is given by
10)
which satisfies the system of linear equations
To obtain this Galerkin approximation, we need to solve the following linear system: 
Matrix compression
Throughout this section we assume that the kernels vi, j, i,j E ZN, in the definition of operator V have the property that D~D~yV~,j(x,y) are continuous when x#y, ~,flCZ d with I~l ~<n, Jill ~<n and for I~l = n, Ifll = n enjoy the estimate A star-shaped set A C_ R d is a set that contains a point for which the line segment connecting this point and any other point in the set is contained in the set. Such a point is called a center of the set. We assume that the set Sk, Proof. By the definition of entries Ak,,~,;k,t in the wavelet Galerkin matrix Ar we have the formula
We denote the integral in the above sum by Likewise, applying Taylor's theorem to the function 9 :=Dyv(., y+Ol(y°-y)) at x ° and substituting this expansion into (3.3), we conclude that there exists a function q(x, y) such that for each y it is a polynomial in x of degree at most n -1
where we use the notation whose entries are defined in terms of a matrix of truncation parameters 6k,,k by A'k"t';k'e:={ Ak''t''k't otherwise,ifv(S~""'Sk")<<'rk"k'
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where
f E Zw(k~, k E Zr+l, ~ = iN + s, with i E Zw(k), s E ZN, f'EZv/(k,), k' E Zr+l, ~' : i'N + s', with i' E Zw(k,), s' C ZN.
The choices of the truncation parameters {rk,,k} will be discussed later. The truncation matrix Ar gives us the linear system
(I -.'~r)~r =J~, (3.4)
whose solution will determine an approximation to the solution of the integral Eq. (1.5) whose error we shall estimate later. Our goal in the remainder of this section is to estimate the number of nonzero entries of matrix .,~. For this purpose, we partition the matrices A~ and ,,1~~ into block matrices by A~ = [Ak,,k] and -ir =[-ik',k], respectively, and first estimate the number JV'(Ak, k, ) of nonzero entries in the block Ak, k,.
I(y -y°) l ly -y°l"-
For any matrix A, we use the symbol N(A) to denote its order. Therefore, we have that
N(.4r) = N(Ar) = N dimXr
Hence, using (2.9) we conclude that there exists a positive constant c such that for all r E N we have that N(2r)~Cm r. (3.5) This inequality should be compared to the estimates we obtain in the proof of Theorem 3.3 for the nonzero entries of the matrix .4r 
Jl/'(.4k,,k)<<.cmk'+k((dk) d + (dk,) d + (rk, k,)d).
[] 
<<. c Z Z mk+k'((dk)a + (dk')a + (bkl. kId)"
k~EZr+l kEZ~+t
Using our hypothesis for the truncation parameters, (3.7) and our requirement (3.6) on the multiscale partition, we conclude that there exists a positive constant b such that
"Ar(' 4~)<~b Z ~ mk+k'(m -r+~(r-k)+~'(r-k') +m -k +m-k').
(3.8)
k~EZr+t kEZ~+t
From this bound the result follows. [] This theorem shows that the truncation matrix introduced by (3.7) reduces the number of nonzero entries of the coefficient matrix in the wavelet Galerkin method from S(r) 2 to S(r)logS(r) or S(r)logZS(r).
This forms a basis for a fast numerical algorithm for solving system (1.5). In the next section, we shall further prove that such truncation preserves the boundedness of the condition number of the coefficient matrix and nearly the order of convergence.
Order of convergence
In this section, we analyze the order of convergence for approximate solutions obtained from the truncated linear system. To this end, we estimate in terms of matrix norm the truncation error of each block. The right-hand side of the inequality above is bounded by
Since the integral fe Ix -yl-~+~ dy is bounded for all x E E by some positive constant b we obtain the inequality
E t GZw(kt)
Using condition (2.1) on the measure of Sk,,e, we conclude that there exists a positive constant c such that
which proves the result. The proof of the second estimate is similar. [] To continue further, we need an estimate for approximation of a u C A('2(E) which has some smooth derivatives by elements of Y'~. We describe this in abstract terms, however, when Y' consists of a space of piecewise polynomials such estimates are available.
For every nonnegative number 7 we let Ilull, be a semi-norm on £~a2(E) where ? = 0 corresponds to the usual norm on Aa2(E). Generally, the norm I1" ll~ should be a Sobolev space norm of "strength" ? and we suppose that ]t'~(E) is the closed subspace of all u in ~2(E) such that Ilull~ < ~. We require that the scale of subspaces Af~ have the property that there exists a positive constant c such that for all r C N we have that
I1(I -Pr)Ull ~ed~rllull. u ~ ~r(E). (4.1)
For piecewise polynomial spaces we can expect that this estimate holds for any ? E [0, n]. We also need the following useful result of Schur. Let Vr, ~ be the operators whose matrix representation in terms of basis (j~,~: ~ E W(k),k E Zr+l} is Ar,-4r, respectively, i.e., we have for any u E .L~e2(E) that
and also Substituting the bound on the truncation parameters into the fight-hand side of this inequality yields the estimate
There exists a positive constant w such that the fight-hand side of this inequality is bounded by The next theorem insures that the truncated coefficient matrix I-.4r has a bounded condition number. 
Theorem 4.5. Suppose that the operator I -V : £P2(E) ~ ~2(E) is injective and V is compact on ~2(E). Let 6k, k, be chosen as in Lemma

Using the equation
Pr(I-V)u = (I-Vr)ar
and noticing that V~ = P~ V, we find that 
