Diffusivity versus absorption through the boundary  by Filo, Ján
JOURNAL OF DIFFERENTIAL EQUATIONS 99, 281-305 (1992) 
Diffusivity versus Absorption through 
the Boundary 
JAN FILO 
Institute qf Applied Mafhemarics, Comenius Universiry, 
CS 842 15 Bratislaoa, Czechoslovakia 
Received August 27, 1990; revised December 10. 1990 
INTRODUCTION 
Let 0 cm, a < cc be given. Consider the equation 
(u”‘), - u.,, = 0 (0.1) 
in the rectangle 0 -G x < 1, 0 < t < T, where u = U(X, t) satisfies the boundary 
conditions 
u.,a t) = 0, u,(l, t)=UYl, t), (0.2 ) 
for all 0 < t < T. and initial condition 
u(x, 0) = l&(x) > 6 > 0 (0.3) 
for all 0 <x Q 1. The main concern of this paper is to deal with- the 
following questions: 
- Which m, a’s ensure the global solvability of Problem (0.1 t(0.3)? 
- For which m, a’s does blow-up in finite time occur? 
~ What is the behavior of N at blow-up time ? 
For the case m = 1, (0.1) is the well known heat conduction equation and 
many results are known in this case. If a < 1 then each solution of Problem 
(0.1 t(0.3) exists for all time, see [ 111. On the other hand, if a > 1 then we 
do expect to find that any solution becomes unbounded in finite time. See 
[ 13, 15, 63. 
It is our goal to prove an analogous result for m f 1. For a = 1 one can 
find that if v is a positive solution of 
V ‘cx = kvrn, x E (0, I), 
~.x(O)=O, u.r(1)=41), 
(0.4) 
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for some 2 > 0 (being specified later) and < is a solution of 
(U, = a-7 t>o, gc(O)=50>0, 
then 
24(x, t) = u(x) s’(t), (0.5) 
i.e., 
u(x, t) = 
i 
u(x)(~~-’ +nz~‘(nz-l)~t)“‘“-‘), if mfl, 
u(x) to exp(&), if m=l, 
solves Problem (0.1))(0.3),= i with u0 = u(x) t,,. Thus, for 0 < m < 1 each 
solution U(X, t) given by (0.5) becomes unbounded in the time T=rn~~-‘/ 
(1 - nz) i < cc on the whole interval [0, 11, but for m >/ 1 all solutions exist 
globally. For a # 1 the answer is not so straightforward and it seems to be 
more convenient o divide our results according to the following two cases: 
(i) O-cm< 1, and 
(ii) in > 1. 
Roughly speaking, in case (i) we show that if a < nz then each solution of 
Problem (0.1t(0.3) exists globally, whereas in the opposite case solutions 
blow up in finite time. However, the qualitative behavior of solutions in the 
latter case changes when CI goes through 1. In the case 01 d 1 solutions 
become unbounded on the whole space interval [0, 11, but for CI > 1 the 
only blow up point is x = 1. As concerns case (ii), the obtained result seems 
to be more surprising. We prove that if 2cl< m + 1 then Problem 
(O.l )-(0.3) has a global solution for any z+,, but for 2a > m + 1 each solu- 
tion must blow up in finite time. In the borderline case, however, we have 
not obtained any results. 
The equation (0.1) is for 0 < m < 1 well known as the porous medium or 
slow diffusion equation (see [l, 21) and for m > 1 as the fast diffusion 
equation (see [4]). Introducing MJ = urn, g = l/m, (0.1) can be rewritten into 
the more familiar form 
wt - (D(W)M’,), = 0, D(w)=aw”-‘. 
The adjectives S~OMJ and fast that characterize the diffusion come from the 
behavior of the diffusion coefficcient D near zero. If 0 cm -c 1, D(w) JO as 
MJ 10 and if m > 1, D(w) t cc when 11’ IO (see [ 161 j. However, in this paper 
we are interested in the behavior of those solutions to Problem (O.l)-(0.3) 
that are bounded away from zero, therefore the characterization of the dif- 
fusion as fast or slow does not coincide with the behavior of the diffusion 
coefficient in our case. In the case of the heat equation, the nonlinear 
boundary condition (0.2) prescribed at x = 1 can be physically interpreted 
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as the nonlinear radiation law, which here is actually an absorption law 
(see [13]). 
There have been several papers on Eq. (0.1) with reaction term, say f( u j, 
i.e., 
(B(u)), - Lfu =f(t4) 
on a bounded domain (with Dirichlet or Neuman boundary conditions) or 
on the whole R”‘, where the relation of fi and f have been studied with 
respect to the global solvability or to the global nonexistence. See [ 141 and 
references therein, also [S]. 
The paper is organized as follows. It starts with collecting general 
results concerning the existence, uniqueness, and regularity for Problem 
(O.l )-(0.3). To make the paper more readable, the proofs of some asser- 
tions are postponed until the Appendix. Our main results are divided into 
four sections according to the above mentioned subcases. 
In the sequel we adopt the following notations: For positive s, T, let 
Q2, := (0, 1) x (0, s), Q := [0, l] x [0, T); I/ . IIK := II . Ijccr0,i7). The function 
spaces we use are familiar (cf. e.g. [ II]) and we omit the definitions. 
1. LOCAL EXISTENCE 
Consider the problem 
(P(u))r - %x = 0, t-x, t)eQ,, 
u.y,(o, t)=O, u,(L r)=g(u(L t))* t E co, rl, (1.1) 
24(x, 0) = u,(x), XE co, 11, 
where we assume that 
P(u) = IUlm--lU, g(u)= ~z4~x-s4, 
and 
(A) UoEC2+y[0, l]) f or some O<v<l, u,(.)>?i>O on [O,l], 
uo,(0)=O and ~o.~(l)=g(~o(l)). 
TWOREM I. 1. Let (A) be satisfied, arrd suppose that 0 < m, CI < CG are 
given. Then there exists a time T, 0 < T < co such that Problem (1.1 j has a 
unique classical solution u E C’. ‘(a,) VT E (0, T), satisf>kg u(x, t) >, 6 > 0 
V(x, t ) E Q. Moreover, we have 
lim IIu( ., t)ll, = *a. (1.2) 
r-T 
DEFINITION 1.1. If T< <cc (T= co) we say that the solution blows up in 
a finite time (exists globally). 
505:99.‘2-6 
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The proof of Theorem 1.1 as well as the proof of the following 
comparison principle is given in the Appendix of this paper. 
By an upper (respectively lower) solution of Problem (1.1) we mean a 
function UE C’,‘(a,) satisfying (l.l), where the equality sign in (l.l),,, is 
replaced by the inequality sign 2 (respectively, < ). 
PROPOSITION 1.1. Let u be a lower and v an upper solution of Problem 
(1.1) with initial data zq, and u,,, respectively. Then LQ, < v0 on [0, l] implies 
that u<v on QT. 
As is seen later, due to Proposition 1.1, it is convenient o restrict ourself 
to a special choice of initial functions. Namely, let us suppose that 
(B) u,, E Ca( [0, 11) is a positive solution of the problem 
V = Q’(v) g(v), 
v:;o, = 0, 
x E (0, 11, 
v,(l)= g(v(l)), 
(1.3) 
for some positive J,. 
THEOREM 1.2. Assume that (B) holds. Then the classical solution u of 
Problem (l.l), which is ensured by Theorem 1.1, satisfies 
Urr u, E C2’l(i2J (1.4) 
‘dt E (0, T). Moreover, ut, u,, u,, are nonnegative on Q. 
G in pddition, (/?“(u))~ 2 p”‘(u) p’(u) (i.e., m > l), then also u,~, u,, are 
normegative on Q. 
DEFINITION 1.2. We say that the solution of Problem (1.1) is smooth if 
it admits the smoothness properties stated by Theorem 1.2. 
Proof of Theorem 1.2. Put L = a(x, t) 0: - D,, where a(x, t) = 
l/P’(u(~, t)). As Dza (0 6 n < 2) are Holder continuous in a, and Lu = 0 
in Q2,, by Theorem 10, Chap. 3, Sect. 5 of [9] we obtain that D!Ju, D,Dzu 
(0 d n < 4, 0 d k < 2) exist and are Holder continuous in Q,. Therefore, we 
can differentiate the equation in (1.1) with respect o X, and for UT = U, we 
obtain 
P’(u(x, t))14~~-lv,,+~“(U(X~ t)44,(x, t)wx=O, 
IBYG t)) 
(x, t)gQ,, 
w(0, t ) = 0, 41, t) = g(u(L t)), tE co, zl, (1.5) 
Mx, 0) = u,,(x), XE [IO, 11. 
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By Theorem 5.2, Chap. IV, Sect. 5 of [ 111, Problem (1.5) has a unique 
solution Llj E HZ + C, 1 + W - (Q,) VO < { < 1 if the conditions of compatibility 
are satisfied, i.e., if 
(i) ~(0, 0) = 0, W( 1, 0) = g(u( 1, 0)), and 
(ii) 
B’(u(L 0)) g’(u(L 0)) u,(l, Oh if x=1 = 
0, if x=0. 
Recalling that u0 was chosen as a solution of (1.3 ), (i) is satisfied automati- 
cally. As UEC*,‘(D~), from (1.1) we obtain that u,(l,O)=u,,,(l)/fl’(uo(l)) 
and (ii) is equivalent to 
%x.rr c-x )= 
(8”(~o(l))g(~,(l))+P’(~,(l))g’(~,(l)))~~,(l), 
L 
if x= 1, 
o if x=0: 
which holds as u,, was picked to satisfy (1.3). Thus, u, satisfies (1.4),. As 
fi’ is for U> 6 >O smooth, then also DtDFa’s exist and are Holder 
continuous in Q, for 0 <n + 2k d 4, k < 1. The assumptions needed in 
Theorem 11, Chap. 3, Sect. 5 of [9] are satisfied and we have D:Dfu 
(0 d n + 2k Q 6, k < 2) Holder continuous in Q,. As, moreover, u,.~ EC(8,), 
putting U = U, one can check that 
p’(u(x, t )) u, - u, + p”(“(x3 l)) 21 b’(u(x, t)) x-x (x, t) u= 0, (x3 f)EQr, 
U,(O, t)=O, U,(l, r)-g’(41, t)) U(L t)=O, t E w, TIT (1.6) 
w-3 0) = Mu&)), XE [O, l]. 
Here, due to the choice of uO, conditions of compatibility are satisfied and 
also all hypotheses needed in Theorem 5.3, Chap. IV, Sect. 5 of [i I]. Thus, 
we can conclude that there exists a unique classical solution U of Problem 
(1.6) and the assertion (1.4) follows. 
The proof of the nonnegativeness of uI, u,, u,, makes use of the 
following result, which can be proved in a similar way as Theorems 2.3, 
Chap. I, Sect. 2, or 7.3, Chap. V, Sect. 7 in [ 111. 
PROPOSITION 1.2. Let thefunctions A(x, t), B(x, t), C(x, t) be continuous 
on 8,, E(t), D(t) be continuoxs on [0, t], 
A(x, t) >0 on Q,, D(r) > 0 on [0, r], 
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a E [0, 1] and let v, v, E C(n,), vr, v,, E C(Q,). Zf the function v satisfies the 
following dtfferential inequalities 
A(x, t)vt-v2),+B(x, t)v+C(x, t)v,>O, (X? t)EQ,, 
av,(O, t)+(l-a)v(O,t)>O, 
D(t) u,(l, t)+E(t) v(L t)>O, tE (0, tl, 
v(x, 0) 2 0, XE co, 11, 
then v cannot have a negative minimum in Q,. 
Zf D(t) = 0, a = 0, and E(t) > 0 on [0, z], it is sufficient to consider 
V,E C(Q,) only and the assertion remains true. 
The direct application of Propposition 1.2 to Problems (1.5) and (1.6) 
yields the nonnegativity of u, and u, on 0,. Differentiating the equation in 
Problem (1.5) with respect o t we obtain that IV= u,, satisfies 
P’(u) w,-- w,,++, wX+2p”(z4) u, w=u~ux (@g+.yu)), 
U U 
K(O, t) =o, W(L t) = g’(41, t)) ut(L t), t E co, Tl, 
wx, 0) = k’(uo(x)) &lx(x), XE [O, 11. 
Thus, due to Proposition 1.2 (under the additional assumption on the func- 
tion /?), the nonnegativity of u,, follows. Now, the equations in (1.1) and 
(1.5) give the nonnegativity of II,, and u,, easily. 1 
2. GLOBAL EXISTENCE IN THE CASE O< m< 1 
In the previous section we have shown that there exists a time 0 < Td ccj 
such that Problem (1.1) has a unique solution on the time interval [0, T). 
In this section we identify circumstances under which T= 00, 
O<ccdm. (2.1) 
THEOREM 2.1. Let (2.1) hold and assume that u0 satisfies (A). Then 
Problem (1.1) admits a unique classical solution u on Q, for any z > 0. 
Furthermore, tf (B) is satis$ed, then there exists a positive constant K, 
depending only on the data m, CI, and 6, such that 
u(x, t)<(l+q) Ij~~Il~e~(‘+~-‘)~ (2.2) 
forany(x,t)E[O,l]x[O,co)andO<n~l. 
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Proof of Theorem 2.1. As concerns the proof, without loss of generality 
we can consider initial functions satisfying (B). Namely, in Lemma 6.2(i) of 
the Appendix it is demonstrated that for any p > 0 there exists a solution 
UEC”([O, 11) of (1.3) such that v(Oj=p. If we take ,u= jl~~j/~, then 
UJIY) d v(x) VXE [0, 11 and due to the comparison principle stated in 
Proposition 1.1 it is sufficient to prove Theorem 2.1 for a solution starting 
from v(x), as this will imply the solvability of the original problem (with 
initial datum Ho). 
Now, let u(.u, t) be a solution of Problem (O.l)-(0.3) where T is given 
by Theorem 1.1. Put 
U(x, t) = e -wx, tj 44 t), (-7 tkQ, (2.3 j
where O<L<a and ~SEC’,‘(Q), 4 2 1 on Q, &(O, t)=O VtE [0, Tj, will 
be specified later. Then U satisfies 
A(x, t) u,- U,,+B(x, t) UfC(x, t)U,=O, (4 f)EQ, 
U,(O, t) = 0, U,(l, t)+E(t) U(1, r)=O, t E IIO, T), (2.4) 
u-5 0) = qu, 0) WA-~), XE co, 11, 
where 
B(x, tj = A(x, t) 
1 
L- !ya.a(-++yg (.Y, t)], (2.5) 
and 
Now, a goal to strive for is to choose 4 and L to satisfy 
E(t) 3 0 Vt E [0, T) and B(x, t) >o V(x, t) E Q. (2.6j 
To this end, let us start with some preliminaries: Take 
f(z) = c-l exp(l/( IzJ2 - 1)) if jz( < 1, f(z) = 0 otherwise, (2.7 
where c = j-y, exp( l/( JzI * - 1)) dz, and define 
r(l --XV& 
T (x)=2 I-, f(zjdz- 1 (2.8) 
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for XE [O,l], EE(O, 11. Then 
4(x, t) = 1 + vb(t) c (x)/W), (2.9) 
where E = 2f(O)n/b(O) and 0 < r] < 1. Let us note that as U, 2 0 and due to 
(2.1) we have 
b’(t) GO V’tE [O, T). 
For our choice of C$ it is easy to see that E(t) E 0 on [0, T) and if we take 
L>2b(O) - 
( 
g(u) 
CEE /?‘(u)u I( 
oyl (-f’((l -XV&)) ,(;;;;))*+ 115 , . ) 
(2.10) 
(2.6) follows. 
Now, by the classical maximum principle it is not difficult to show that 
U cannot attain its maximum on [0, l] x (0, r] for any T E (0, T), that is, 
ux, t)< IIU(., O)ll, on Q, 
hence the assertion (2.2) follows. 1 
3. BLOW UP IN THE CASE o<W2<l 
With regard to a different qualitative behavior of solutions, it is 
convenient to divide our results according to the following two cases: 
(ij O<m<cc< 1, and 
(ii) 0 < m < 1 < a, 
(the case o! = 1 has already been examined in the Introduction). Let us start 
with item (i). 
THEOREM 3.1. Let 0 <m < 0: < 1 and assume that u is a classical positive 
solution of Problem (O.l)-(0.3) such that u,, u,, are nonnegative on Q and 
u,(l) > 1. Then the solution u blows up in a finite time T, which satisfies the 
following estimates, 
(“< T(a-m) m-l (ro’ u:(x)dx)llmj’m< 1, (3.1) 
where 5 = 1 - u: ~ ’ ( 1). Moreover, 
(3.2) 
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V(x, t) E Q, where c = ((a -m)/n~)~~‘“~‘), i.e., the solution u blows up totall>- 
on the whole interval [0, 11. 
Proof of Theorem 3.1. As we have supposed that u, > 0, u,, >/ 0 on QV 
using the boundary condition at x = 1 we arrive at 
u(l, t)(l-L4-‘(1, t))<u(x, t)<u(l, t) 
V(x, f) E Q, which yields 
41, wa4x, tm(i, t) (3.3) 
V(x, t) E Q. Next, it is easy to obtain 
(3.4) 
for t E [0, T). In order to estimate the right hand side of (3.4), we apply 
(3.3 j, that yields 
(y(t))“‘” < S(l, t) < t-“( J(t))“/“, (3.5) 
where 
Yw=J; u”(x, t) dx. 
(3.4) and (3.5) now yield the pair of differential inequalities 
1 <y-““(t) y’(t) 6 <-” (3.6) 
for TV [0, T). From the first inequality of (3.6) we obtain that the maximal 
time interval [0, T) on which the solution of Problem (O.lk(O.3) exists is 
finite and the second inequality yields the lower estimate, i.e. (3.1). But we 
can obtain more information about the behaviour of the sohrtion at the 
blow up time T. Namely, (3.6) easily yields 
rl!(a-m)~c(T-t)“(z-m)u(l, t)<(-‘, 
that by (3.3) gives (3.2). n 
The following theorem covers item (ii), but in addition, it holds also for 
1 < 172 <CL. 
THEOREM 3.2. Let CL > max{ 1, m 1 and suppose that u is a classical 
positive solution of Problem (0.1t(0.3) such that u, is nonnegative on Q. 
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Then T < NJ, i.e., the solution u blows up in the finite time T. Moreover, 
there exists a positive constant C such that 
c 
4x7 t)< (1 -X)l/(a-l) (3.7) 
V(x, t)fzQ. 
Remark 3.1. The estimate (3.7) implies that the behavior of solutions in 
this case differs from the one in Theorem 3.1, because here the blow up 
occurs only at the point x = 1. 
Remark 3.2. We have not obtained any satisfactory estimates on the 
time profile of solutions in the case 0 <m < 1~ CI. 
Proof of Theorem 3.2. The proof of the first part of our assertion 
follows from the first inequality in (3.6). 
To prove Theorem 3.2 we apply the maximum principle in a similar way 
as it has been used in [lo]. Put 
for x E [0, 11, where f is given by (2.7) and positive constants E, q will be 
determined later. Then 
and 
thus x’ > 0, x” > 0 on [0, 11. Next take 
J(x, t) = u,(x, t) -x(x) uyx, t) 
for (x, t ) E Q. Then it is not difficult to verify that J satisfies the following 
inequalities: 
on Q (whenever a 2 m), 
J(0, t) =o, 41, t)=u”(l, t)(l-X(l))>0 
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on [0, T) if q E (0, 11, and 
J(x, O)= uor(x)- x(x) 243-Y) > 0 
for x E [0, I], if v] and E are chosen sufficiently small. Thus, the assumptions 
needed in Proposition 1.2 are satisfied and we can conclude that 
J(x, t) 20 
on Q, that by integration yields (for E’ E (0, E)) 
U(X,t)~[(a-l)~(l-&')(l-x)]~~~'m--~ 
VX E [ 1 - E’, 11, t E [0, T), hence the assertion (3.7). 1 
4. GLOBAL EXISTENCE IN THE CASE rn>l 
The analysis of this case is more delicate then in Section 2, but the 
obtained result seems to be more surprising. We prove 
THEOREM 4.1. Assume that (A) is satisfBd and, moreover, that 
0<2cr<m+l. (4.1) 
Then there exists a unique global solution qf Problem (0.1 t(0.3). 
Remark 4.1. The example of Introduction shows that Problem 
(O.l )-(0.3) is not uniquely solvable if u0 is not bounded away from zero 
(see (0.5) for &=O). 
Remark 4.2. Due to the comparison principle (Proposition 1.1) and 
Lemma 6.3(i) we can consider initial functions such that uO( 1) is sufficiently 
large. 
Proof of Theorem 4.1. We consider the case 2 < 2cr < m + 1 only, as 
otherwise the result follows by comparison with the solution for M = 1 given 
in Introduction. The proof is led by the same way as the proof of 
Theorem 2.1, but we have to take the auxiliary function 4 in (2.3) more 
refined. To this end, let us denote 
c(t) = l4-y 1, t) 
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and put 
As u,, > 0 on Q, using the boundary condition at x = 1 one can arrive at 
u(1, t)-u”(1, t)(l-X)6@, t) (4.3 1 
V(x, t) E Q. However, due to the character of the diffusion for large tl, it is 
useful to work only in the “small” neighborhood of the point x = 1. We see 
that this neighborhood is well characterized just by e(t). Indeed, for 
x E [ 1 -s(t), 11, (4.3) yields 
u(1, t)(l-z+“‘~1(1, t))<u(x, t) 
and we arrive at the following estimate, 
(4.4) 
41, t)i;c<u(x, t)<u(l, t), VXE [l-&(t), 11, (4.5) 
where 
t= l-up-‘(l). 
As 2tx--m--l<0 and u,(l)>l, O<t<l. Next, take 
Q(t) = Ily(*~-“-l)im (t) (4.6) 
and 
K(t)=p(U(OL--m)12(1, t) J@))2(“-m’)i(a+m), (4.7) 
where positive constants 4, p will be specified later. Using (4.6) and (4.7) 
we are ready to specify 
4(x, t) = I+ e(t) 1 (x) (4.8) 
K(I) 
for (x, t) E Q, where the function x, (x) is given by (2.8). 
Now, we are to prove that there exists a constant L and that it is 
possible to choose v and p such that (2.6) will be satisfied. As 
qjr(x, t)’ -2f l-x e(t) 
( > K(t) K(l)’ 
by virtue of (4.5)-(4.7) we easily arrive at 
E(t)>zF’(l, t)(2f(0)'1p-y-m-1- 1) 
(4.9) 
(4.10) 
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‘dt~ [0, 7’). Taking p small enough we easily obtain that E(t) 2 0 
VtE [0, T). To prove the second inequality of (2.6), i.e., to show the 
existence of L > 0 such that 
,-m, t) 1 ---InUm-l(~x, t)(-y+y) lx, f)>O e, t) (4.11) 
V(x, t j E Q, is rather tedious. Let us start to estimate the second term on 
the left hand side of (4.11) 
4th t) = O’(t) c (xl + Q(t) K’(t) 0,x (-dl,=K(I). (4.12) 
K(I) E 
As 
and 
y’(t)=(m-lxa)u”-“-l (1, 0 &(l, tj i:_,,,, N’n(-x-, I) dx 
-w-E(t), t)dtj +-&jll-., 
1 
u,,y t-u, t ) dx 2 0, 
r II 
we can omit the first term on the right hand side of (4.12) and it then yields 
x $( [ 
U(x-m)‘2(1, t) y(t)) 2f ] ($f) (;;:;:2(:)) (4.13j 
on Q. Because f (z) s 0 if IzI 2 1, it is suficient to consider x E [ 1 - Ic( t j, 11. 
Now, let us compute the derivative in the square brackets of (4.13): 
I 
1 
U(OL-m)‘2(1, t)y(t))=u(“‘-z)‘2(1, t) u,, k t ) dx 
I --E(f) 
-2-‘(m-cr)u’“-“-“‘*(1, t)U,(l, t) Z?(l --E(t), t)E(t) 
[ 
4 
1 
(u”(x, t)-zP(l-E(t), t))dx 
1 -E(f) 1 
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Applying the boundary condition at x= 1, the mean value theorem, the 
estimates (4.5), (4.4), together with the property u, 2 0, we arrive at 
U-(m+‘n”2(1, t)$ (u +mq1, t) y(t))< 1 
-2-‘(m-a)u’“- nz--2(1, t)u,(l, t)i’” [z4’~+l~~~z(1, t)-Wr-“1. 
(4.14) 
If uO( 1) is sufficiently large, i.e., 
the second term on the right hand side of (4.14) can be omitted. Thus, the 
estimates (4.13), (4.14) and (4.5) yield 
fjl(X, t) d CuF-“-l(l) (4.15) 
V(x,t)eQ, where C=4f(0)~(m-a)/(m+a)~2”+‘-‘“. 
Now, let us pay attention to the third term on the left hand side of 
(4.11). As 
recalling (4.5) and (4.9) it is not difficult to obtain 
m,m-!(x, t) (-++ y) (x, t) 
< rl { max (-2f’(z)) + 8fz(0) e(O)} mp2<2’“-“) o<:~ I (4.16) 
V(x, t) E Q. The assertion of Theorem 4.1 now follows from (4.15) and 
(4.16). 1 
5. BLOW UP IN THE CASE m > 1 
The arguments of Section 4 showed that Problem (O.l)-(0.3) for m > 1 
is globally solvable whenever 0 <2a<m + 1. Here we prove that each 
solution of Problem (O.l)-(0.3) with q, satisfying (A) blows up in a finite 
time if 
2c(>m+ 1. 
Unfortunately, the case 2a = m + 1 remains unanswered. 
(5.1) 
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THEOREM 5.1. Assume tlzat (5.1) holds and let z+, sati& (A). Then the 
solution u of Problem (O.l)-(0.3) blows up in a finite time T. 
Moreotier, if (B) is satisfied, t/zen there exist a positizje corzstant C and for 
each E E (0, 1) a constant C,, such that 
CE dutl, t)< 
C 
(T- f)1i(2U+m-1+E) 
(T-t) 
1/(2a~nl-l! 
for any t E [0, T). If u > m, thezz there exists a posititle constaizt M such that 
-for any (x, t ) E Q. 
Remark 5.1. The estimates (5.2) and (5.3) hold also for m= 1. 
Proof of Theorenz 5.1. Here we restrict ourselves again to a special 
choice of initial data. Namely, if z+ satisfies (A), due to Lemma 6.3(ii j 
of Appendix there exists a function q satisfying (B), such that v(x) Q uO(x) 
for any x E [0, 11. This, together with the comparison principle 
(Proposition 1.1) justify our restriction to initial functions satisfying (B). 
To prove that the solution blows up in a finite time we shall proceed by 
contradiction, i.e., let T= co (T being given by Theorem 1.1). Let us note 
that as U, > 0, (1.2) yields 
lim u( 1, t) = +m. (5.4) 
r-7 
Now let E E (0, 1) be fixed. Put (similar as in (4.2)) 
y(t) = u”(1, t) j’ zP(x, t) d.x, 
1 -c(t) 
where 
(f(t) = z4 ‘--1-C(1, t) 
and 
\J=crf&-l---(l-&E). 
(5.5) 
Next, a simple calculation yields 
y’(t)< -u”-y1, t)ut(l, t)Z(t)+uZCY(l, t) (5.6) 
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for t E [0, T), where 
r(tj=(~-l+E)~lm(l-~(tj,tj~(tj-vjl zP(X, t ) dx. 
l-<(r) 
Later we frequently use the following estimate. The nonnegativeness of U, 
and u,, together with the boundary condition at x = 1 yield 
~(1, t)-24-“(1, t)<U(l-((tj, t)<U(x, tj<u(l, tj (5.7) 
for any x E [ 1 - c( t ), 1 ] and t E [0, T). Taking into account (5.7), after 
some calculations one can arrive at 
y(t)<U”“(l, t)<c,,(y(t)+ 1) (5.8) 
for any t E [0, T), where the positive constant c, comes from the 
elementary inequality (a + b)” d c,(um + P*) for a, b B 0. 
Now we demonstrate the existence of r E [0, T) such that the first term 
on the right hand side of (5.6) is negative for any t E [T, T). To this end, 
it is sufficient to show that I(t) 2 0 for t 2 r. As 
r(t)=m(l-E)jl u~(x, t) dx 
1 -t(r) 
we can apply the mean value theorem to the last term of the above 
equality, then (5.7) and we obtain 
zP(x, t)dx-(a-l+c)um-E(I, t)@t) (5.9) 
To the first term on the right hand side of (5.9) we can again apply the 
corresponding estimate of (5.7) and we arrive at 
I(t)2m(l -E) 5(t) ZP--l(1, t) 
x [u&(1, t)(l --u -“(l,t))“-((cr-1+&)(1-&E)-‘], 
which is positive if t is sufficiently large due to (5.4). Inequalities (5.6) and 
(5.8) thus yield 
z’(t) 6 cz l+(2a--m--1+&)/m&(t) (5.10) 
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for any t E [T, T), where 
z(t) = y(t) + 1 
and c = cCa + ‘L’me. If we take t, s E [z, T) such that s < t, by integrating of 
(5.10) we”Hrrive at 
Z-(2a-~m-I+&El,m& (s)--z-- (2a-m~l+E)ims(t)~<C!(t_S) (5.11) 
for some positive constant c,. Next (5.8) and (5.11) give 
1 
i 
1 
u251-“- I +E(l. s) dc2 o-S)+U21-,,,-~+ta(l, tj I > (3.12j 
for a positive constant c2. To obtain the reverse inequality to (5.12) we 
apply 
LEMMA 5.1. Let u be a smooth positive solution of Problem (O.l)-(0.3) 
such that u,,, u,,, are nonnegative on Q. Then 
(u’“),(l, t)>2-V-‘(1, t) (5.13) 
for any t E [0, T). 
Proof of Lemma 5.1. The idea of the proof is due to L-171: 
u2y 1, t) = s’ (z&(x, I) dx 
0 
=2 
( 
%x(1, t)4L t)-%(O, t)u(O, t,-~~%,,(x, dUb, WY) 
d2(q,(l, t) 41, t). I 
Next, (5.13) by integrating yields 
for any t, s E [z, T), s < t. 
As we have supposed T= co, let us take {tn}, t, -+ cc as n -+ cc and put 
S, = t, -k, where k is arbitrarily large. Now, put t,, S, into (5.14) and pass 
to the limit as n -+ UJ. Taking (5.4) into account we obtain 
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But this is a contradiction i.e., 
T< CO. 
The both estimates of (5.2) can be now easily obtained from (5.12) and 
(5.14). However, let us note that the constant C, of (5.2) can be calculated, 
1 
[ 
in& 1 
1/(2a - m - 1 + 5, 
Cc=----- 
C,,2r/“‘E (2c(-m-l+&)C; 
The estimate (5.3) was proved in Theorem 3.2. 1 
6. APPENDIX 
Proof of Proposition 1.1. To prove the comparison principle it is 
sufftcient o assume /I increasing and p-’ locally Lipschitz continuous on 
R (see [3] or Theorem 4 of [S]). As our solution satisfies U(X, t ) b 6 > 0 
on Q we can change JuJ m- ‘U for nz > 1 near zero in suitable way and the 
comparison principle will hold. 1 
Proof of Theorem 1.1. To prove the existence of u we shall apply a 
known theorem on the existence of solutions of the second initial-boundary 
value problem for uniformly parabolic nonlinear equations (see [ll]). 
This cannot be done directly because we do not have a priori lower and 
upper bounds for u and hence do not know that our equation satisfies 
all the hypotheses needed in Theorem 7.4, Chap. V, Sect. 7 of [ 111. We 
circumvent this difficulty by resorting to the usual trick of slightly altering 
the equation and boundary condition at x = 1, and then showing that the 
solution of the altered problem also solves the original problem (see e.g. 
[2]). To this end, put 
~=2(llu,/l, + 1) 
and consider the problem 
u,(O, t)= 0, u,(l, t) =G(u(L t)), t E co, rl, (6.1) 
u(x, 0) = z4o(x), XE co, 11, 
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for arbitrary r E (0, co). We define Q, and G as follows: @, G E C”(R), 
@(u) = /3’(u), G(u) = g(u) for 6 d u ,< M, there exist positive constants 1, L 
such that 
O<E<@(u)dL<cX), IG(u)l d L 
for any u E R, and G(u)g 3 0. With these choices of Cp and G we obtain a 
classical solution of (6.1) on ,R,, which we denote U; see Theorem 7.4, 
Chap. V, Sect. 7 of [ 111. Now we claim that there exists a time SE (0, r] 
such that 
V(X, r j E Q,, i.e., u is also the solution of the original Problem (1.1) on Sz,. 
To prove the first inequaIity of (6.2), put U(X, t) = M(X, t) - 6. Then 
@(u(x, t))u,-o..=o, (x, cl EQ,, 
f.,(O, t) = 0, 
Lj ~(1 I)-G(u(1, z)) A 9 u(l +G(u(l, ‘)f,,, U(1, t) ’ Zl(I,f) ” t E co, Tl, 
ufx, 0 j = ~&j - 6 2 0, XE to, 11, 
and Proposition 1.2 immediately yields v(x, r) 3 0 on Qz. Next, put 
U(x, f) = emK”fj(x) u(x, t), (x, c) E a,, 
where 
4x) = 1 -I- 1? 1 ix), XE [O, I] 
(C, is given by (2.8)) and constants KE {O, co), E, q E (0, 1 j are determined 
below. Then U satisfies Problem (2.4) with 
‘4(x, &)= @(zc(x, t)), C(x, t)= 2Q1,(x)/4(x), 
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AS 
4x(x) = -2f((l -XV&) r?/&, ~,(X)=2f’((1-X)I&)YIIE2 
(f being given by (2.7)), we can choose q and E in order to have E(t) 3 0 
Vt E [0, z] and afterwards a constant K such that B(x, t) > 0 on QT. We 
note that q, E depend on L and K depends on L, 1, II, E. Then, the classical 
maximum principle yields that U cannot attain its maximum on [0, l] x 
(0, z], therefore 
~~(X,t)~(l+~)ll~gIl,eKr, 
V(x, t) ED,. Thus, there exists SE (0, r] such that (6.2) holds. 
Now let 
(6.3) 
T=sup{t~ (0, m): Problem (1.1) has a solution UE C’,‘(n,)}. 
We have just proved that T> 0. We omit here the proof of the assertion 
(1.2) in the case T< co, as due to the estimate (6.3) it is similar to the 
proof of Corollary 4.1 of [14]. 
Thus, let T= co. We first show that 
lim Ilu( ., t)ll m = co. 
r-x) (6.4) 
If (6.4) does not hold, then Ilu( ., t )I/ ic < C for all 0 < t < cc, and due to a 
theorem of DiBenedetto [S] we would immediately infer the compactness 
in C( [0, 11) topology of the trajectory of ZQ,, so that 
u(t,)+u#O in C(CO, 11) as t, --f a 
for some u E C( [0, 11). It is not difficult to show that v is a stationary 
solution to Problem (1.1) (see [ 121) but there are no positive equilibria to 
(1.1 )-a contradiction. 
Now suppose that (1.2) does not hold. Then there exists a sequence 
t, + cc as n -+ co with llv( ., t,,)ll ccI = Cr. Taking into account the estimate 
(6.3), there exists a time z > 0 such that 
IId-, t)ll m d CI + 1 (6.5) 
Vt E [t,,, t, + z] (r does not depend on n). But then, due to the energy 
identity 
4m f1 
(m+1)200 ss 
(~‘“+~)~~)~(x,~)dxds+J(u(t))=J(u,) 
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for r E [0, ,D.Z ), where 
r(u(t))=; j; L&x, t) dx--& UXf’(l, t), 
also 
s 
1 
z&x, t) dxd cz, Vt E Ct,o 5, + rl, 
0 
where the constant C2 does not depend on n. 
Now, (6.5) and the energy identity yield that 5 c-1 s ! (U(M+~‘~2):(X,f)dXdr~Cj<I~. 0 0 
To follow the idea of [12], it is now not difficult to prove that ~(t,,) 
tends to a nontrivial stationary solution to Problem (1.1) (see [81)--a 
contradiction. 
Remark 6.1. One can easily prove that 
4-7 0 d ilh, ojll r‘ + o~f$, 141, rjl . . 
V(x, t) E Q (see e.g. [7]). 
We now deal with Problem (1.3) (see [3]). First, let us suppose that v 
is a positive classical solution of the problem 
for some positive constant A. If we denote 
P = 40) and n= v(l), 
then v, > 0 on (0, 1 ] yields p < a. Using standard manipulations we obtain 
from (6.7) 
v~~(x)=2~(vX+“‘(x)-p’~+m)/(cf+m) (6.8) 
VXE [0, 11. Next, we can integrate (6.8) to obtain 
(6.9) 
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where we have used (6.8) for x = 1 and the boundary condition 
The integrand has a singular point at z = p, but it is easy to see 
integrable (see (6.14)-(6.17) below). Put 
For x = 1, (6.9) especially yields 
F(a, p) = 1. 
So we have proved the first part of the following 
at x= 1. 
that it is 
(6.10) 
(6.11) 
LEMMA 6.1. Assume that v is a positive solution of Problem (6.7). Then 
(6.9) holds QXE [0, 11, wherein the constants p = v(O), a= v(1) are related 
by Eq. (6.11). 
On the other hand, let constants 0 < ,LL < a be related by the equation (6.11) 
and a function v be given implicitly by (6.9). Then VE C”([O, 11) and, 
moreover, v is a positive solution of Problem (6.7) with 
v(O) = P, v(l)=a, and 
~= (a+m)a’” 
a+m 2(a -P~+~)’ 
(6.12) 
This lemma yields that the solvability of Problem (6.7) is determined by 
the solvability of Eq.(6.11) in the domain {(a,p)ERxR:O<p<a}. We 
shall deal with Eq. (6.11) just after 
Proof of Lemma 6.1. It remains to prove the second part of the 
assertion. Thus, let 0 <p <a be given such that F(a, p) = 1. Put 
(6.13) 
for y E [p, co), where 
(6.14) 
for CJ E [ 1, ‘x)). Once can now obtain the following estimates for the 
function J If 0 < M. + m < 1, then 
c~~~f(a)~cJa’-~-m(a-l) 
for GE [l, co) (c=2/,/=), if a+m>l, a+m#2, then 
C Jo’-x-m(~-l)~f((T)~C\/(T--l, 
(6.15) 
(6.16) 
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and if a+m=2, then 
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f(o) = log(cJ + Jo2 - I). (6.17) 
Hence, the function F is well defined and has the following properties: 
FEC([JJ, w))nC”((p, co)), F(p)=O, and F(a)=l. As F’(-)>O OII 
(p, co), it follows that for each XE [O, 11 there exists a unique YE [p, a] 
which we denote JJ = v(x), such that V(X) = F-‘(x) E C( [0, 11). As U.,(X) = 
l/F’(tl(x)), i.e., 
(6.18) 
it is easy to see that u satisfies (6.7) with I given by (6.12). The smoothness 
of v follows from Eq. (6.18) by the induction, hence the conclusion. [ 
LEMMA 6.2. (i) Assume that 0 <IX < m < 1. Then for each ,a E (0, S) 
there exists a E (,u, w ) such that Y(a, p) = 1, i.e., by Lemma 6.1 for any 
,a E (0, 00) there exists a positive solution v qf Problem (6.7), satisfying 
(6.12). 
(ii) Let 0 < m < 1 < a and CI + m < 2. Then for each a E 
(0, (2/(2-ol-m))“(“-‘) ) there exists p E (0, a) such that Y(a, p) = 1. If 
O<m<l=a or a+m>2, then for each aE(0, a) there exists pe(O,a) 
such that Y(a, p) = 1. 
LEMMA 6.3. Assume that m > 1 and 
(i) let 0 < a< m. Then for each p E (0, CG) there exists a E (p, GC ) such 
that 5(a, p) = 1. 
(ii j let m + LY L 2. Then for each a E (0, co) there exists p E (0, a) such 
that Y-(a, pj= 1. 
Remark 6.2. We note that if 2a <m + 1, then hypothesis of (i) in 
Lemma 6.3 is satisfied and if 2~7 >m + 1, then hypothesis of (ii) holds as 
well. 
Proof of Lemmas 6.2 and 6.3. Let US start with item (ij. Assume that 
p E (0, co ) is fixed and put z = a/p. As we consider a > ,u, z E (1, 00 ), and 
take 
(6.19) 
where f is given by (6.14). It is straightforward to verify that V(a/p) = 
Y(a, p), therefore it is sufficient to demonstrate the existence of z0 E (1, m ) 
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such that V(z,) = 1. First, V(.)E C((l, co)). If m>a, then V(z)10 for zll 
and V(z) r uz for zt co, therefore there exists a Z~E (1, co) such that 
V(z,) = 1. If m = M < 1, then m + CI < 2 and due to (6.15)-(6.16) we obtain 
that f(z) r cc for z t co and the assertion follows. 
To prove item (ii), let us fix a~ (0, co) and again put z = a/,~. As we 
consider p E (0, a), z E (1, ccj ) and we take 
W(Z)=.1-af(Z)Z(m+or~*),2 l--l& J---- Z (6.20) 
If m + CI 3 2, the proof is straightforward due to (6.20), (6.16) and (6.17). 
We deal only with item (ii) of Lemma 6.2 for m + CI < 2. In this case we 
have 
lim f(z) 
2p+m)P 2 
‘-CL z(2-m-a)/2 =(2-m-a)Jm=2ma. 
Thus, choosing a E (0, (2/(2-m - cr))“‘(‘-‘)) we have lim,, a W(z) > 1, 
hence the conclusion. 1 
Remark 6.3. LetO<m<a<1.Thenforeacha~((2/(2-cc-m))’~~~-’~, m) 
there exists p E (0, a) such that Y(a, p) = 1. 
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