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Abstract--ln several recent papers, the idea has been proposed of using implicit Runge-Kutta 
formulae for the approximate integration of non-linear two-point boundary-value problems. These 
formulae often take a very special form so that computational efficiencies are obtained in certain 
well-defined circumstances. In this paper we examine the relative merits of these different classes 
of formulae and discuss their efficient implementation i  a deferred correction framework. A 
theoretical comparison of these formulae is important, firstly because they call for different 
computational tasks to be performed, and secondly because they are not always applicable to 
exactly the same classes of problems. The most efficient of these formulae are then compared with 
methods based on finite differences and with methods based on spline collocation for some simple, 
smooth test functions. On the basis of operation counts and numerical experimentation, it is 
concluded that Runge-Kutta methods can be generally competitive with the other methods 
considered. 
I. INTRODUCTION 
In this paper (the first of a series) we consider the approximate numerical integration of 
the non-linear two-point boundary-value problem 
dy 
d-~t =f [ t ,y ( t ) ] ,  a <~t <~b, ( la )  
and 
g[y(a),y(b)]=O, y~.~,v, f : .~  x ~'~--...~'~. (lb) 
(The important case of multipoint boundary conditions involves ideas that are a 
straightforward extension of the two-point case, and will be considered in a later paper.) 
For the initial discussion, we assume that it is required to compute an approximate 
solution of equations (la, b) on a grid r~,: 
r~o = {to, t I . . . . .  t~: a = t o < t~ <. . .  < t¢ = b}, (2) 
where t~ = t~_ t + hi_ ~. In order for the analysis of the methods to carry through, it is 
sufficient o assume that 
h=maxhj<~).minhj, 0~<j ~<cr- l ,  
j ./ 
i.e. that the constant 2 serves as a uniform bound on the ratio of maximum-to-minimum 
grid spacings (a natural restriction for an automatic grid-choosing algorithm). 
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Implicit Runge-Kutta formulae can be written in the general form: 
h,N~Y,j= Y,j- Y,-h, ~ a)~f(t~, Y~)=0, j =1,2 . . . . .  n; i=0 ,1  . . . . .  o r - l ;  (3a) 
kml 
Eh(Y,)= Y,. , -  Y~-h, ~ bkf(t~, Y~)=O, i=O, 1 .. . . .  a - l ;  
k- !  
(3b) 
and 
g( Y0, Y#) = 0. (3c) 
It is more or less well=known that most one-step finite-difference formulae that do not 
use derivatives of f fit into the general Runge-Kutta framework. The centred Euler (or 
box) scheme, for example, is a one-stage Runge-Kutta method, while the trapezoidal rule 
is a two=stage formula. Several authors have proposed the use of higher-order 
Runge-Kutta formulae for the numerical solution of equations (la, b); in particular, we 
mention the work of Cash[I-5], Gupta[6] and Weiss[7]. Much of the analysis in these 
papers is based on a pioneering paper by Keller[8]. The extension of Keller's convergence 
theory to Runge-Kutta formulae is given in an important paper by Weiss[7] which set the 
use of Runge-Kutta formulae on a firm theoretical basis. The widely used spline- 
collocation methods using piecewise polynonials are an important subset of the general 
class of Runge-Kutta formulae, but in this paper it is convenient to keep these two classes 
of formulae separate. 
We emphasize that the different classes of formulae to be corn.pared are not always 
capable of solving exactly the same classes of problems, which is one of the reasons that 
a theoretical comparison is particularly appropriate. Spline-collocation methods, for 
example, can solve mixed-order systems of equations[9], whereas Runge-Kutta methods 
are normally confined to the solution of the first-order system (la, b). It is often more 
efficient to treat a higher-order system directly rather than to reduce it to a first-order 
system[10]; Runge-Kutta methods for a special class of second-order ODEs will be 
presented at a later stage. COLSYS[I 1], an implementation f a collocation method based 
on Gaussian points, is capable of solving problems in which the coe~cients of the 
differential equation may contain singularities at either end of the integration range 
without the need for matching the numerical solution to an analytic solution in the 
neighbourhood f the singularity. Runge-Kutta methods based on Lobatto points--the 
trapezoidal rule, for example--are unable to deal directly with this class of problems. 
However, we shall show in a later paper how to develop efficient classes of Runge-Kutta 
formulae that can solve such problems directly. This is one of the reasons that the methods 
proposed in the present paper are not intended to replace existing methods, but rather to 
complement them. 
The aims of the series of papers are rather wide-ranging. In this first paper we carry out 
a theoretical investigation and comparison of several different classes of Runge-Kutta 
formulae that have been proposed for the numerical integration of equations (la, b). 
Because many different classes of formulae have been proposed recently, this is a 
particularly appropriate time to survey Runge-Kutta methods for equations (la, b), and 
to describe them in a common framework. Although all the formulae considered belong 
to the general class [equations (3a-c)], the computational effort that they require is often 
quite different. We therefore determine the operation counts for a careful implementation 
of each class of formulae. In addition, the limitations of each class of formulae are analysed 
in particular, characteristics of problems for which various formulae are inefficient. We 
then consider a possible way of reducing the computational effort required by higher-order 
formulae--the use of deferred corrections. The theoretical results are complemented by
numerical results on model test problems. The present paper is intended as a first step 
toward producing a general-purpose code. However, before producing a sophisticated 
variable-order/variable-grid method, the basic integration formulae must be understood. 
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COMPUTATIONAL COSTS FOR IMPLICIT 
RUNGE-KUTTA FORMULAE 
Several special classes of implicit Runge-Kutta formulae have been proposed for the 
approximate numerical integration of equations (la. b). In searching for the potentially 
more efficient classes of formulae, or more importantly in discarding weak formulae, it is 
instructive to carry out a theoretical comparison, since relative efficiency often depends 
crucially on the problem being solved. In particular, the relative efficiency of classes of 
methods may vary with the size of the system, the relative cost of function and Jacobian 
evaluations, the sparsity of the Jacobian, the linear algebra costs and so on. In this section 
we consider mainly the linear algebra costs, which often dominate the total computational 
effort, especially for large systems. 
2.1. Fully-implicit Runge-Kutta (FIRK) formulae 
The fundamental paper on the numerical integration of non-linear two-point boundary- 
value problems using implicit Runge-Kutta formulae is by Weiss[7], who analysed 
Runge-Kutta methods based on interpolatory quadrature formulae. We briefly summarize 
some of his main conclusions, ince they are fundamental toall the classes of Runge-Kutta 
formulae to be considered in this paper. 
Under the mild assumption that the ratio between the largest and smallest grid spacing 
is uniformly bounded, Weiss proves that the difference quations defining the numerical 
solution have a unique solution in the neighbourhood of an isolated solution of the 
continuous problem, that this solution can be computed by Newton iteration (providing 
a good initial approximation is available), and that successive iterates converge quadrat- 
ically to the isolated solution. He also establishes an equivalence between implicit 
Runge-Kutta formulae and collocation schemes applied to first-order systems, showing 
that schemes identical to Runge-Kutta formulae are obtained if certain intermediate points 
in the formulae are used for collocation with piecewise polynomials. (Of course, the 
equivalence between implicit Runge-Kutta and collocation schemes for initial-value 
problems has been known for some time; see Ref.[12].) Weiss further shows that 
Runge-Kutta formulae can deal in a straightforward way with multipoint boundary 
conditions and with linear equations having piecewise continuous coefficients and data. 
Many of these results are direct extensions of an analysis of the box scheme given earlier 
by Keller[8]. In examining the efficiency of FIRK formulae, Weiss discusses schemes based 
on Lobatto, Radau and Gauss points. Based on operation counts, his conclusion is that 
Lobatto points are more efficient han Radau points, which are in turn more efficient han 
Gauss points. 
We now consider in some detail the computational effort involved in implementing 
FIRK formulae based on Lobatto points. We first treat the case where the boundary 
conditions are separated, i.e. 
g(a, b) = \gz(b),], 
where g~ is a p-vector and g: is a q-vector (q -- N -p ) .  Weiss suggests olving the linear 
system of algebraic equations associated with a Newton iteration using a mixed pivoting 
strategy with column changes while eliminating the Y~ and row interchanges for eliminating 
the Y,j. The leading terms (i.e. those proportional to N ~) in the operation count for this 
solution process are 
a~p[~p:+½p(N,+q)+N,q]+(N,.-p)[~(N~-p):+~(N,-p)(N+p)+Np]} (4) 
multiplications, where N~- - (n -  I)N. In order to compare different methods, it is 
instructive to evaluate this operation count in the case p = q = N/2. When n = 3, the 
Runge-Kutta formula has order 4, and equation (4) becomes 
C A M ~  I.~A I0"-- B 
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53 ~3 ~a.~v multiplications, (Sa) 
while the sixth-order fully-implicit formula with n = 4 requires 
~aN 3 multiplications. (5b) 
In the case of non-separated boundary conditions, the operation count for the linear 
algebra is 
a(~N~ + ~.N~N + 2N, N:) multiplications. (6) 
For n = 3, this count is 
and 
~aN 3 multiplications; (7a) 
~aN 3 multiplications (7b) 
for n =4. 
It is also of interest o examine the form of the algebraic equations. If equations (3a-c) 
are applied to the solution of equations (la, b) and the resulting system of (generally) 
non-linear equations is solved by some form of Newton iteration, successive iterates yv 
satisfy a linear algebraic system of the form 
Av(Vv- ' -V ' )=-~b(W) ,  v=0,1 ,2  . . . .  (8) 
In order to compute the r.h.s, of equation (8), (a + l)n function evaluations are necessary. 
We now examine the precise form of the matrix A", and consider the work involved in 
setting it up. Following Weiss (1974), we consider the case a = 3. For separated boundary 
conditions, the matrix A' has the special banded form 
D 
t 
I 
I 
I 
Iml 
P 
}u, 
m}q 
Similarly, for non-separated boundary conditions the form for A ~ is 
m}U,  
A combination of these structures occurs with multipoint boundary conditions, and 
where some of the boundary conditions are separated and some are not. The important 
point is that in all cases the dimension of the coefficient matrix is (aN~ + N) x (aN~ + N). 
This leads to a much larger computational effort to solve the algebraic equations than is 
required by, for example, the box scheme (a situation well-known in the theory of 
initial-value problems), as well as to a large storage requirement. Although FIRK formulae 
require the most computational effort of all the methods considered, they have the best 
stability properties. Since all the variables Y~j in equations (3a-c) are "'local", the storage 
requirement for implicit Runge-Kutta formulae, although not the computational effort, 
can be decreased considerably by the following process known as condensation of 
parameters, given in Ref.[13] (see also Ref.[14]). 
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Consider the linear system 
---" = ;~(t)v + g( t ) ,  (9) 
dt " 
which is to be integrated using an implicit Runge-Kutta formula based on Lobatto points. 
(Similar processes can be applied to Runge-Kutta formulae based on other points.) The 
boundary conditions associated with equation (9) play no role in what follows and so we 
ignore them. Applying equations (3a, b) to equation (9). we have 
and 
Y,., = Y,+h, ~ bk[A(t,OY,, +g(t,~)] (10a) 
~- I  
Y#= Y,+h~ ~ a,~[A(t~)Y~+g(t,~)]. (lOb) 
k~l  
Defining a vector of unknowns as 
~, = (y , ,  y,~ . . . . .  y,,)r 
and recalling that Y,. = Y,+ t for formulae of Lobatto type. equation (lOb) can be written 
as  
0 + ~: ,  -t l  + ~2,. fi'23 . . .  ~,.. 
g -t- ~31 ~32 - -  ] + ~33 " • " ~3n ~i = P (IOc) 
~ . .  ~ 
0+~., ~.: ~.3 . . . -0+~..  
where ~ = h,a~&(t~) and p is a known vector. The coefficient matrix in equation (10c) 
is of size (n - I) x n. Interchanging the first and last columns of the matrix and per fo~ing  
Gaussian elimination with partial pivoting, we obtain the upper triangular system 
Ut~ '~12 . . .  ~t . , , - I  
U..2 &23 ~,..,-t 
. . . 
~n- l .n - I  
~2., 4",=0 . 
,~ann 
where )6 is a known vector, each U. is upper triangular and ~ = (Y,._. L3 . . . . .  Y,., Yt l )  T. 
From the last of these equations, we have 
U,_t.,_~Y,,+&,,Y,t =~, 
or (11) 
Y,÷~ = ~Y,+g~, 
where 1~=-U,-_~.,_~A,, and gz= U,-_t~.,_tti,. From equations (11) for i=0 ,  1 . . . . .  
a - 1. together with the boundary conditions, we obtain a + 1 equations in the a + 1 
unknowns { Y,}7-o. If this condensation is done locally for each grid point, the storage 
requirement is reduced considerably but, unfortunately, the computational effort is not. 
This process is described in Ref.[14] in the context of matrix inverses. 
2.2. Mono-implicit Runge-Kutta (MIRK) formulae 
This class of Runge-Kutta formulae was first proposed by Cash[15] for the solution of 
stiff inital-value problems and was further developed, still in the context of initial-value 
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problems, by Van Bokhoven[16] and Cash and Singhal[5]. The basic form taken by MIRK 
formulae is 
P 
) ' , . ,  -y ,  = h ~ m,f(t . . . .  ,y . . . .  ), (12a) 
I~ l  
where 
-- 
Yn + :tl 
In equations (I 2a, b), 
=6~y,., +(1 -6 , )y ,+h ~ a,~f(t,..;,y.,.~,). (12b) 
1-1  
m(,~ 
~i = ~i + 2 a~j, 
t~l 
and the m(i) are unspecified integers that must satisfy re(i) <~ p for all i. It has been wrongly 
claimed[6] that these schemes are a generalization of the classical Runge-Kutta processes. 
On the contrary, equations (12a, b) form a subset of the general class of Runge-Kutta 
formulae, and so the powerful analysis developed by Butcher[17. 18] can be used in their 
investigation. In particular, if m(i)= i - 1 in equation (12b), 6, = 0, the resulting formula 
is of explicit Runge-Kutta type; if m(i)= i, 6, = 0, and :t, = :t for all i, we obtain a 
diagonally implicit Runge-Kutta formula; and if m(i)=p, 6,=0, we obtain a FIRK 
formula. The most important property of the MIRK formulae (12a, b) is that all the 
intermediate quantities ~. ÷ ,, can be eliminated easily, so that for initial-value problems the 
required solution y.~.t is the only unknown. This property can be extended irectly to 
, ~a non-linear two-point boundary-value problems where the only unknowns are {).j.=0. 
A general theorem by Cash[19] gives conditions under which an implicit Runge-Kutta 
formula can be expressed in the general form (12a, b), and clearly demonstrates that 
equations (12a, b) are indeed classical Runge-Kutta formulae. In Ref.[20], the potential 
advantages of these formulae for the numerical integration of stiff initial-value problems 
were pointed out; in addition, some special formulae with a very small linear algebra cost 
were derived. An important conclusion is that if special care is not taken in performing 
the linear algebra with MIRK formulae, they can rapidly become uncompetitive with other 
methods. For example, the sixth-order MIRK formula proposed by Van Bokhoven[16] for 
initial-value problems, and by Cash and Singhal[5] and Gupta[6] for boundary-value 
problems, requires careful implementation to maintain efficiency. Both Van Bokhoven and 
Gupta suggest an implementation that requires the computation of 
0+~h,J~ ~t,'n'+ ' ~,~n~ (13) - . - ~" '~;  - LT6" ~, 
at the ith grid point, 0 ~< i ~< ~r, where 2~ is an approximation to the Jacobian ~f/Oy [,,.y,. 
However, forming expression (13) has at least three major disadvantages for large or stiff 
problems. Firstly, the cost of performing matrix multiplications i  relatively high for large 
systems. Secondly, an important sparseness structure may be lost, since d]~ or .~ may not 
be sparse even if dl~ is. Thirdly, as pointed out by Cash[20], computation of powers of the 
Jacobian in the stiff case may lead to severe ill-conditioning of the linear equations. 
Problems may arise if I Ih.~ll is large for any i, and a simple example in which expression 
(13) becomes ingular for a model stiff problem is given in Ref.[20]. 
Van Bokhoven and Gupta suggest dropping the .~ and .~,s terms in expression (13). 
However, this is unlikely to lead to a satisfactory process unless the solution is extremely 
smooth (and in this case it may have been more efficient o use shooting!), and certainly 
will not do so if the problem is stiff. In fact it is inappropriate to drop these terms in the 
stiff case, since the formulae will no longer be A-stable. 
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Finally, the efficient implementation f MIRK formulae has recently been discussed by 
Muir[21] in a completely different context. Muir considers the use of the particular class 
of formulae defined by Cash[l 5, p. 214] in the context of multiple shooting. The idea is to 
use MIRK formulae in the stiff portion of the integration range before switching to an 
explicit Runge-Kutta formula in the non-stiff portion. This interesting approach could 
have important consequences for the integration of both initial-value and boundary-value 
problems. 
Closely related to these formulae are the symmetric Runge-Kutta formulae proposed 
by Cash and Moore[22] and extended by Cash and Singhal[4]. These formula have the 
general form 
en- I  
) ' . . , - y .=h ~ fl ,[f(t~÷.,,y,÷~,)+f(t~_.,,y~_.,)],  %=~, (14) 
1~0 
1 where v = n + ~, t,.._~, = t~ +_ ~,h with t~ = 5(t. + t.÷ O. These formulae are of Runge-Kutta 
type, but it does not seem to have been realized previously that they are MIRK formulae. 
Following Cash and Singhal[4], this relationship can be established if equation (14) is 
written in the form 
m-I  
y .÷~-) ' .=h  ~ ~,[e~,(t~,h,y. ,y._ , )+dp,(t , , -h,y.÷, ,y.) ]  
i -O  
c~, = f [ t  + oe~z, oJ,(t, z, u, v)] 
(15a) 
(15b) 
i - I  
o~,(t, z, u, v) = A,v + (i - A,)u + : ~ [7,i~bj(t, z u, v) + U~j~j(t,-z, v, u)]. 
1=0 
If we now put 
and 
)-' . . . .  =co,(tv, h ,y . ,y .+t)  
(15c) 
~ .. . .  = co,(t., -h ,y .÷t ,y . ) ,  
it can be seen that equations (15a-c) are a special symmetric subclass of equations (12a, b). 
This "opening out" approach was used by Cash and Singhal[4] to establish that this class 
of symmetric formulae has global truncation errors containing only even powers of h, but 
the link with MIRK formulae was overlooked. Since these formulae are of such a special 
type, the order relations given by Cash and Singhal[4] were easily obtained as the result 
of a straightforward Taylor expansion. However, these order relations can also be 
established by the use of Butcher's[17, 18] rooted trees, and an important contribution in 
this area is due to Van Bokhoven[16]. Cash and Singhal[4] have shown that these formula 
are A-stable up to order at least 8, but the interesting problem of relating the maximum 
order of an A-stable MIRK formula to its number of stages p still seems to be unresolved. 
[This is slightly surprising because such results are known for fully-implicit (FIRK), 
diagonally-implicit (DIRK) and singly-implicit (SIRK) Runge-Kutta formulae.] 
We now turn to the computational effort associated with these formulae, and demon- 
strate the advantages of symmetric MIRK formulae. Consider a fourth-order formula of 
the class (14), 
y .+, - -v . .=  ~h{y ' .~+y' .+4f [½(t .+t .÷, ) ,  ½(Y. + Y.+ t) - ~h (f. + t - f.)]}, (16) 
which is obtained from equation (14) by taking 
m=2,  /~0=~, /~,=~, =0=½, zq=0, A0=0, A,=½, 7 ,0=- ]  and ~t0=]. 
The important property of equation (16) is that y. and y.~. ~ are the only unknowns. It 
is interesting to note that this formula is simply the Lobatto formula of order 4: 
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0 0 0 
5 I I__ ~ ~ --.,~ 
~_ : _1 
6 3 6 
I • I - = - 
6 3 6 
(17) 
Writing formula (17) out in full, we have 
where 
and 
y , .~-y ,=~h(k~+4k2+k3) ,  
k, = f ( t . ,  y.). 
k,_ = f i t . .  L:, )'. + ,~h(5kt + 8k,. - k3)] 
k~ = f [ t . .  ,. y .  + ~h(k, + 4k: + k3)]. 
(18a) 
(18b) 
(18c) 
(18d) 
Using equation (18a) in equation (18d), we have 
k 3 = f ( t , .  ~, y ,  ÷ ~). (18e) 
Substituting from equations (18b) for k~, (18e) for k~ and (18a) for k.,, we have 
] • I .~  1 kz = f ( t .  + ,.... y .  + ,~h {Sy; + 8 [.~(y. ÷, - y.) - ~y. - Lv .÷ ,j - y~,÷ ,}) 
I + I , ~h(y , .~  y~,)], =f [ / . . , z ,  ~ .  Y.+0-- -- 
which gives equation (16). A general theorem giving conditions under which this 
elimination process can be carried out is given in Ref.[19]. Although the relationship 
between formulae (16) and (17) is very transparent, it becomes much less so for 
higher-order formulae. 
An alternative way of examining the computational efficiency of equation (16) is by 
performing a condensation of parameters, which seems a particularly illuminating way to 
investigate the MIRK formulae. We first rewrite equation (15a) as 
Yi +, - Yg = ~ h [ f  ( ti, yi) + 4 f ( t~ ÷ ,,2, k~) + f ( t, ÷,,  y~ ÷ ,)] 
k~ = ~(y, + y, ÷ ,) - ~h If(l, ÷ ,, y , . ,  ) - f ( t , .  y,)]. 
Using a Newton iteration to solve these equations, we obtain a system of linear algebraic 
equations with a typical block given by 
- -  hJ, 0 - + Vr  = p ,  
"~ I -- ~ -~h~ - ~hd]~÷ t.,,. ~ -ghd i+~ 
where ~', = (y,, k,.,y~÷ ~)r. The elimination of the k2 term is now trivial because of the 
presence of the matrix ] in the top row. Thus, an alternative way to think of MIRK 
formulae is that when applied to equation (9), they give a system of the form (10c), which 
has special structure that allows easy elimination of local variables. This idea applies in 
a straightforward way to higher-order equations as well, and has important consequences 
in the efficient implementation f MIRK formulae. 
If a modified Newton iteration scheme is now used to solve equation (16) for the 
required unknowns {y,}, successive iterates yv are defined by equation (8). For separated 
boundary conditions. A" is given by 
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v ~,, 
-L; 
-L;  ~; 
~;  
for non-separated boundary conditions, A~ has the form 
In either case, 
~;  ~g 
- ~_; ~; 
- o_.; n.; 
• o , 
- a_; ~;  
1 v • ' ' +~hs~. ;  ; ( l+zh ,~ ,) ~;  = ~, 0 + ~s_ ,  _ ,  _ 
and (19) 
with 
v-± l  ~ ~ ' ' -¼h~;) ,  R~  ~,  - J - ~h:~ _ ~.:(] 
Of 
~; = ~yy ( t ) , .~) .  
In order to save computational effort in forming equations (19), we normally make the 
v - v in 'and  ' "in ' This leads to a modified Newton approximations 3 _ i.,: - Jls - ~ [1_~ ~s - ~,"- = "gs I~s' 
scheme (8) with 
and 
" ±0 ' ~,~" O. s = ~, ~-  J - ,  + ~hs(,~;_ 02
v_  I__~ I ~ t v2  
R s - ~, - .;,~s + ~.h~(J s) . (20) 
Practical experience indicates that, unless the solution is "particularly rough", the 
modified Newton scheme obtained using the approximations (20) usually converges in a 
satisfactory manner. The solution process is to compute these matrix products [at an 
expense of 2N 3 multiplications in the case of equations (19) and N ~ for equations (20)], 
and then to solve the resulting system of algebraic equations using the method described 
by Keller[8]. 
Finally, we consider the computational effort involved in implementing this class of 
equations. Assume that the two-point boundary conditions are separated, with p condi- 
tions given at t = a and q given at t = b. The leading term of the operation count to solve 
the linear algebraic equations using equations (20) is 
(a + I)N 3 + o'(~N 3 -b ½Npq) multiplications• 
The case p = q = N/2 thus becomes 
and 
47 3 NaN multiplications for equations (20) (21a) 
7!  - -~, r3  .qoiv multiplications for equations (19)• (21b) 
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For non-separated boundary conditions, the operation counts become 
~aN; multiplications for equations (20) (22a) 
and 
~aN ~ multiplications for equations (19). (22b) 
This analysis can be extended to sixth-order schemes[4] if an approximation similar to 
equations (20) is made, and in this case the operation counts are 
71 xr3 ~a~, multiplications for separated boundary conditions (23a) 
and 
~aN ~ multiplications for non-separated boundary conditions. (23b) 
In addition, the fourth-order scheme requires 2a + 1 function evaluations per Newton 
iteration, while the sixth-order formula requires 4a + 1. 
2.3. Diagonally-implicit Runge-Kutta  (D IRK)  formulae 
DIRK formulae are very well-known in the numerical solution of stiff initial-value 
problems. Within the general framework of Runge-Kutta methods, they can be thought 
of as lying between explicit and FIRK formulae. The major advantages of DIRK formulae 
are that they have better stability properties than explicit Runge-Kutta formulae, and 
generally require considerably less computational effort than FIRK formulae. The linear 
algebra cost for an n-stage FIRK formula is proportional to n 3, while for DIRK formulae 
it is proportional to n. DIRK formulae for the numerical integration of equations (la, b) 
are considered by Cash[2], who concludes that DIRK formulae normally have a much 
smaller linear algebra cost than FIRK formulae, especially when the boundary conditions 
are non-separated. 
DIRK formulae are characterized by the general form (3a-c) with n = j in equation (3a) 
and ~jj = ~ for all j e l l ,  hi. In this case equation (3a) becomes 
) - - I  
hiNhY,, = Y,j - Y, - hi ~ al~f(t~,  Y,~) - h~f ( t i j ,  Yi~) = 0, (24) 
kt l  
j=  1,2 . . . . .  n; i=0 ,1  . . . . .  a - l .  
We briefly summarize the structure of the algebraic equations (see Ref.[2] for details), 
in order to describe acareful implementation f DIRK formulae that is efficient in storage. 
A disadvantage of the algorithms described in Ref.[2] is that they require significantly more 
storage than, for example, the box scheme. If a Newton iteration scheme is used to solve 
the non-linear equations (24), a linear algebraic system of the form (8) must be solved 
where, for DIRK formulae, the matrix ~'  has a special sparseness tructure. In the case 
a = 3, the form is 
G, G.,,I 
~' (25) 
~: 
A 
In expression (25), the A, have dimension (n + I)N × (n +2)N, and the Gi, which 
correspond to the boundary conditions, have dimension N × N. In an effort to obtain 
additional computational efficiency, we solve equation (24) using the modified Newton 
iteration scheme, obtained by setting (say) 
?f" Of 
~- (t, + c~h,, Y~) ~. 7-  (t,, y,) =/]~. (26) 
CV cy  
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This considerably reduces the cost of forming &', and gives each of the blocks &, in 
expression (25) the special form 
--0 0 -h:t2~ 0 0 0 
-0  - ha,_t.~ O - ha ,~ ~ 0 
: • .o  ; 
--0 -ha , ,$~ -ha, :2~ -ha,~2~. . . l -h~2~ 0 
-0  -hb l2~ -hbz3~ -hb~2~. . .  -hb ,~ 0 
(27) 
By noting that each of these blocks is in almost lower triangular form, an efficient 
algorithm can be derived for the solution of equation (8). 
The first step is to perform some preconditioning of the &~ blocks, so that expression 
(27) is reduced to 
d~0  0 - ha ~ 
d,_oO d.,, '~ 
d~o0 d~,O 
: 
d,,.  ~.o1/ d,,÷ t. tO 
0 - ha J i  
d~., 1/ 0 -- ha2i 
d,, + i.,,O 0 
(28) 
For non-separated boundary conditions, Cash[2] gives an algorithm for efficiently solving 
the algebraic equations that is an extension of one given earlier by Lentini and Pereyra[23]. 
For separated boundary conditions, the solution process given in Cash[2] involves the 
factorization of /V into a U~_ product. Both matrices to be stored are of size M x M, where 
M = N[(n + 1)tr + 1], and this storage requirement may be excessive if both n and N are 
large. We now describe a process that requires the storage of only one tr x N matrix. (A 
similar algorithm can be derived for non-separated boundary conditions.) 
For convenience, the algorithm is given for the case n = 2. The first stage is to factorize 
expression (25) into a U]_ product, where 
and 
U = 
U~ 
0 - -  h~t2~ 
-0  
1/ 
~_= 
~12 " ' "  ~ l .2a* l  
0 0 . . .  0 
0 0 
• . . 
0 
0 
0 - -  ha 2 t 
-20 0 
-0  
0 
0 -- ha22 
-21/ 1/ 
• 
• 
o 
-0  
I1 
0 - h~ 2~ 
-21/ 
The linear system (8) is now of the form 
U~AVV= -O(V ' ) ,  where AV'-= V ~- t -  V'. 
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As usual, we rewrite these as two triangular systems: 
~ ~ Y II = Z " (29a) 
and 
Uz = -0 (Y ' ) .  (29b) 
To solve these two equations, we first factorize ach of the matrices ] - h:~,J, into an ~_~b~ 
product, and store these a factors. The vector z can now be computed immediately from 
the system (29b). Once z = (z~, z., . . . . .  __.,,_ ~)r has been computed, we solve I1 ~LI~Ay[ = z~ 
for zX~']'. It then remains to solve 
and 
for i=1 ,2  . . . . .  a. 
~-,U,ki = AYe' + :.,, 
AYe,. t = 2k~ - AY~: + :_,,, I "  
As soon as AYe+ t has been computed, the vector k, can be overwritten. This idea, which 
is very similar to condensation of parameters, gives the reduction in storage space. The 
leading terms in the operation counts for solving the algebraic equations are given in 
Ref.[2]. For non-separated boundary conditions, the cost is 
' "~" ½n"N] 2anN" multiplications, ~r[(] + n)N3 + ;n'~v + + (30a) 
while for separated boundary conditions the count is 
a[½N ~ + nqN" + ½n(n + l)qN] multiplications. (30b) 
In practice, therefore, these formulae should be used for the case n < N. 
Although the algorithms given in Ref.[2] are very efficient, nothing has yet been proved 
about their stability. An interesting algorithm in Ref.[2] is in a sense the opposite of the 
idea of condensation of parameters. If the implicit midpoint rule is applied to the solution 
of equations (3a-c), we need to solve equations of the form (8), where a typical block is 
given by 
(__~- ½h~i+l.~ ~ l ( ) = lot. . - -  ~h~, .  I 2) Yl¢ \.r'~+, 
If the variable k, is defined as 
the typical block becomes 
Y~+, +Y~ , 
| 
\.v~. ,/ 
Solving this new system requires only about half the computational effort. This idea of 
adding variables to reduce the linear algebra does not seem to have received any systematic 
investigation. 
Finally, an important practical case where DIRK formulae are particularly useful (and 
formulae based on Lobatto and Radau points are not applicable) is when the coefficients 
of the differential equation contain singularities at one or both ends of the range of 
integration. An example of such a problem will be considered in a forthcoming paper. 
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2.4. Formulae using derivatives o f f  
In an attempt to obtain high-order one-step formulae, White[24] proposes the use of the 
so-called "gap formulae", which call for the evaluation of derivatives of f. For example, 
the fourth-order formula of this class is given by 
y . . ,  - y .  = ~h ( .v; , . ,  + y ; )  - ~h: t .v ; ' . ,  - . v ; ; ) .  (31) 
Two obvious disadvantages of this class of formulae are: firstly, the need to compute 
second derivatives of y: and, secondly, the difficulty in solving the non-linear algebraic 
equations. It is a general rule that, as formulae are made more implicit to obtain higher 
order and good stability, the non-linear algebraic equations become more difficult to solve. 
For example, if we consider equation (la) written in the autonomous form 
v" =f (y ) ,  
then (d f /dy) f  must be computed to obtain y". If a Newton iteration scheme is used to 
compute y, we need to form the matrix 
Ih2 f 2 : -bT, f +4  , 
where .~ is an approximation tothe Jacobian matrix and (a:f/~y:)f: isa Fr&chet derivative 
if y is a vector. In practical applications of these formulae it is usual to ignore the latter 
term. but this may lead to convergence difficulties if the system is highly non-linear. In 
general, the high computational effort required will make these formulae uncompetitive 
with other Runge-Kutta formulae. However, they may be competitive for problems where 
the Jacobian matrix is cheap to evaluate, and in particular for linear scalar problems. 
Cash and Singhal[4] consider the idea of using multiderivative MIRK formulae, and give 
the sixth-order formulae 
and 
y, , -y .=~h(14y ' .~_ ,+14y ' .+32y ' .+ , ,2 )  ~ 2 ,, + - ~h (y.  ÷ ~ - y~), (32a) 
I _~. s ~t y.÷~..:.~ Ye. .~2=;.(y.+ y . _ , ) -3 . _h (y . -  y ' . _ , )+ ~h2(y'~ + y .÷, ) .  (32b) 
These formulae will not be considered further because we do not expect them to be 
competitive with Runge-Kutta methods for general non-linear problems. However, for 
linear and mildly non-linear problems, multiderivative MIRK formulae may be worthy of 
further investigation. 
2.5. Collocation 
It is appropriate to include a brief mention of collocation methods, firstly because they 
are very closely related to Runge-Kutta methods, and secondly because they can have 
important advantages over certain finite-difference methods. The intimate connection 
between Runge-Kutta nd collocation methods is well-known both for initial-value[12] 
and boundary-value problems[7]. In particular, Weiss[7] has demonstrated the equivalence 
between certain implicit Runge-Kutta formulae and collocation using piecewise poly- 
nomials. Indeed, it has been suggested[14] that collocation schemes hould be implemented 
as Runge-Kutta methods when solving first-order systems of singular perturbation type, 
in order to allow the condensation of parameters technique to be used. 
The literature on collocation methods for solving two-point boundary-value problems 
is extensive. In what follows we briefly describe the relevant features of a particular 
collocation code, COLSYS[9-11]. COLSYS serves as a model for other collocation 
methods, and is a widely used, well-documented code. This examination of COLSYS is 
a prelude to the complexity analysis of the next section. 
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COLSYS is designed to solve a system of d non-linear differential equations, with orders 
m t <~ rn,. <~ . . . <~ m a, of the form 
u~""~(x) = F . (x ,  u,, ul . . . . .  ull "' -'~, u.. . . . . .  uS"" -~)  =- F.[x, z(u)]. (33) 
a<~x<~b,  n=l ,2  . . . . .  d, 
subject to the multipoint boundary conditions 
gj (~, ,  z (u ) )  = O, ~ <~ ¢,. <~ . . .  <~ ~r~., 
where 
¢ j~[a ,b ] , j  = 1,2 . . . . .  m*, (34) 
d 
I~l* ~ Z ran" 
n=l  
We note in particular that COLSYS does not require the system to be put into the 
first-order form (la, b) a distinct advantage in some cases, especially when solving 
higher-order scalar equations. For example, it may be much more efficient o treat a single 
fourth-order equation directly rather than to reduce it to a system of four first-order 
equations. A slight disadvantage of COLSYS as presently implemented is that it deals only 
with separated boundary conditions. Any problem with non-separated boundary condi- 
tions can be recast into a problem with separated boundary conditions. However, the size 
of the system thereby increases, which is undesirable because the cost of the linear algebra 
increases rapidly with the size of the system. In addition, a potential user may be unwilling 
to learn how to recast his problem. 
COLSYS solves equations (33) and (34) by collocation at Gaussian points with piecewise 
polynomials. Because the algorithm does not evaluate the function at grid points, it can 
handle problems where the coefficients of the differential equation contain singularities at 
any grid point. Such problems include the physically important case in which there is a 
singularity at one or both ends of the range of integration. The system of algebraic 
equations to be solved has the familiar block structure described earlier. The number of 
rows in the block is kd  while the number of columns is kd  + m* ,  where k is the degree 
of the collocation polynomial. For ease of programming, COLSYS requires m d <~ 4, and 
the number of collocation points is normally k = max(ma + 1, 5 -  md), although more 
collocation points may be used. For a complete description of COLSYS, see Ref.[10] and 
references therein. 
3. DEFERRED CORRECTION 
It is clear from the previous section that the computational effort required by implicit 
Runge-Kutta formulae can increase rapidly as a function of the number of stages. Much 
of this effort results from the need to solve large systems of linear algebraic equations. In 
an attempt o reduce the cost, Cash[l] suggested that the Runge-Kutta formulae for the 
solution of equations (la, b) should be implemented in a deferred correction framework. 
The gain is high-order formulae at a relatively low computational cost; the price is that 
the deferred correction scheme, if implemented as described in Cash[l] will normally have 
much worse stability properties than the underlying Runge-Kutta formulae. However, 
deferred correction can be treated in a more general fashion. In particular, although 
deferred correction is normally regarded as an explicit process, there is no reason that the 
correction should not be defined implicit ly. By allowing an implicit correction, deferred 
correction schemes can be obtained that remain A-stable and, as shown in Cash[20] such 
schemes can have important applications in solving equations of singular perturbation 
type. 
In what follows we summarize the main results needed to establish the order of 
convergence of our deferred correction formulae. These results are important for two 
reasons. Firstly, they are needed to understand the algorithms described in the next section. 
Secondly, they form the basis for all the deferred correction schemes to be considered, both 
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explicit and implicit. A very general theory of deferred correction for discretization 
methods has been developed by Skeel[25]. A major advantage of this analysis is that it does 
not require demonstration f the existence of an asymptotic expansion for the global error 
in terms of a mesh spacing parameter. The important property in Skeel's[25] analysis is 
that the global error of the solution computed by the basic method ~ (see below) should 
have certain smoothness properties in a discrete norm. The technique of deferred 
correction can be thought of in one sense as reducing the problem of global error 
estimation to one of local error estimation. A deferred correction process has essentially 
three main constituents: an efficient method q~; a (low-order) numerical solution r/ 
computed from ~b(q)= 0; and a local error estimator ~,. 
Theorem I 
Let y be 
(i) 
(ii) 
(iii) 
[25] 
the unique solution of F(y)= O, and let 
the global error satisfy 117 - Ayll = O(h'), 
the method ~b be stable at Ay, 
the local error estimate ~, satisfy: 
(a) II~,(Ay) - q~(Ay)[I = O(h "'p) 
and 
(b) II~'(~.t) - ~'(~-2)ll ~< Kh~ll; ' .t - ~.:ll for any ,;.~ and 2., sufficiently close to Ay, 
where Ay denotes the restriction of the solution y to the grid n, and I111 is a suitable norm 
defined by Skeel[25]. 
Then the solution F/ of ~b(~/)= ~,(r/) satisfies 
119 -Ay l l  = O(h '+~) .  
This theorem is not particularly powerful in practice; the obvious difficulty is the need 
to verify condition (iii, b). However, if ~,(Az) = O(h p) for arbitrary Az, it generally holds 
that 
(iv) Ilff(Az t) - ~(Az2)ll ~< hPL IIA: ' - z~z-'l[. 
In general, condition (iii, b) can be replaced by condition (iv) providing that Az satisfies 
certain smoothness conditions (see Ref.25, Theorem 4.2]), and (iv) is a much more 
practically useful condition than (iii, b). 
In Ref. [25], deferred correction is considered as a method for improving the accuracy 
of a low-order solution, and one of Skeel's main findings is that accuracy will not normally 
be significantly improved unless the global error is sufficiently smooth. In this paper we 
adopt a slightly different perspective, in that we view deferred correction primarily as a 
method for estimating lobal errors. In this case, it is a favourable situation when the 
global error is poorly approximated because of non-smoothness in the solution. If the 
global error is large at any point, we need to know only that the error is "large", preferably 
with a rough idea of its magnitude, so that a re-gridding algorithm can be used. The global 
error needs to be evaluated accurately only when it is "small". 
We now consider ways of specifying the local error estimator. One way to construct ~, 
is to determine a more accurate discretization ~ of the continuous problem (la, b), such 
that ~(Ay)= O(h'+~), and then to define 
0 = ~ - ~. (35) 
This approach, which is in the spirit of Fox's original deferred difference correction 
approach, is the basis of the one to be described below. (There are several other ways in 
which ~ can be constructed.) Our deferred correction approach can be summarized as 
follows: 
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I. Compute a relatively low-order solution r/ from 0(,1)=0.  where 
~(A,~) = O(h'). 
2. Construct a local error estimator 0 = 0 - ~. where ~(A.)') = O(h"P) .  
3. Compute a new solution F/ from ~(~/)= ¢t(q). 
It follows immediately from Theorem I that if tk(Az)= O(h ~) for arbitrary Az, then 
F1 = Ay + O(h'-P). The major advantage of this approach is that in solving for the basic 
solution ~/ and the corrected solution F/, the two systems of linear algebraic equations 
contain the same coefficient matrix. 
One possibility for ~ is to use a linear multistep method, but this would require special 
treatment at the end of the grid. Instead, we consider defining (3 as a Runge-Kutta method. 
The question then arises as to which of the many classes of Runge-Kutta formulae should 
be chosen for (3. 
Explicit Runge-Kutta formulae seem to be precluded on efficiency grounds since, of all 
Runge-Kutta formulae, they require the most function evaluations to achieve a given 
increase in order. In addition, they have poor stability properties. 
The MIRK formulae considered in Subsection 2.2 are promising since they can be 
expressed solely in terms of the {y,} obtained in the primary computation. However, the 
deferred correction term is explicit in this case and, as a result, there will be a deterioration 
in the overall stability of the method. This difficulty can be overcome using a technique 
described in Cash (1982), in which Step 3 of the deferred correction scheme is replaced 
by 
3'. Compute a new solution F/ from O(F/) = ~(r/)~b(~/). 
It follows that if d/ (Az)=O(h  ~') for arbitrary A_-, and .'B(q)= I+O(hO), then 
F I = Ay + O(h'+O). The matrix [B(q) can be designed to increase the overall stability of the 
method without affecting the order. 
DIRK formulae (Subsection 2.3) are also promising. They require extra computational 
effort because of the need to solve linear algebraic equations to obtain the deferred 
corrections. However, since the deferred correction is now implicit, the overall formula can 
be constructed to have much better stability properties than when MIRK formulae are 
used. A disadvantage of DIRK formulae is that it is difficult to find high-order formulae 
of this class. 
An alternative is to use the SIRK methods of Butcher[17] and Burrage and Butcher[26]. 
These call for roughly the same computational effort as DIRK formulae, but the advantage 
is that very high-order SIRK formulae are already known. 
A final possibility is to use FIRK formulae. These are likely to produce deferred 
correction algorithms with superior stability properties, but have the disadvantage of a 
high computational cost in finding the deferred corrections. Nevertheless, the idea of using 
an implicit Runge-Kutta formula of some sort to compute the deferred corrections is 
appealing. 
A final observation is that implicit deferred corrections are likely to be needed only when 
the solution is non-smooth. A typical situation where this might arise is when the equation 
has boundary layers, in which case many grid points will normally be needed. However. 
the deferred corrections are of such a special structure that they can all be computed in 
parallel, with a large saving in computational effort on a suitable machine architecture. 
This possibility arises because if,, the ith component of the deferred correction term ¢, 
involves only ~/, and r/,+t. As a direct consequence, ach ~b, can be computed simulta- 
neously. 
4. AN ANALYSIS OF SOME DEFERRED CORRECTION SCHEMES 
In this section we examine in detail the computational effort required to implement two 
deferred correction schemes based on the special classes of Runge-Kutta formulae 
considered in Section 2, and then compare this effort with that required by certain 
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Table I Computational effort to sol',e 
equation (38) 
Method Work 
TEl 30M + 6E 
TE2 62M + 12E 
(36-2) 20M + 6E 
(36-3) 35.W' ÷ l ie  
(36-4) 60M ~ 21E 
(37-1) 24M -r 6E 
(37-2) 39M + l ie  
(37-3) 64M + 21E 
extrapolation and collocation schemes. We also give numerical results because, although 
certain formulae may be of the same order, their error coefficients may differ significantly. 
Denoting the symmetric MIRK formulae of orders 2, 4, 6, 8 of Subsection 2.2 by 
~., . . . . .  ~8, the deferred correction schemes to be analysed in this section are 
~:(r/.) = 0, ~b~(r/_,) = -~4(r/~), ~b,_(r/3) = ~2(r/:) - ~br(r/,_), ~.,(r/4) = ~b_,(r h) - ~s(rh) (36) 
and 
~b4(rT,) = O, ~b4(r/,.) = -~b~(rT,), ~,(r h) = ~b,(rh) - q~8(r/.~). (37) 
(See Ref.[I].) In describing the numerical results, we refer to the scheme used to compute 
rh as (36-1), that used to compute r/., as (36-2) and so on. 
The first test problem is due to Varah[27] and has also been used by Russell[28] to 
compare certain finite-difference and collocation methods: 
y"(t) + p(t)y'(t) + q(t)y(t) = 0. (38) 
A scalar equation such as equation (38) allows a realistic omparison to be made between 
finite-difference and collocation schemes. However, the disadvantage is that it does not 
accurately reflect the computational effort required to solve systems of equations. 
The computational effort required by the trapezoidal rule to solve equation (38) has been 
considered in detail by Russell[28]. Denoting a multiplication by M and a functional 
evaluation by E, the trapezoidal rule requires 5trM + 3ire to set up the linear equations 
and 8aM to solve them. To see why this scalar equation is unrepresentative of the general 
case, observe that 3aM is required to factorize the coefficient matrix, and 5aM is required 
for a backsolve. For large systems, the cost of a backsolve would be negligible compared 
to the cost of the ILU decomposition. 
The total work required by the various methods to solve equation (38) is given in Table 
1, where TEl denotes the trapezoidal rule with one extrapolation, and similarly for TE2. 
Here, "work" denotes the amount of work per grid point. 
The second problem is due to Russell[28]: 
y"+27ty '+27y=O,  y(0)=l ,  y (1 )=e -~, (39) 
with solution y(t) = exp(-Tt-'). Table 2 contains the results obtained for the values of 7 
and cr considered by Russell[28]. We give the maximum errors obtained at the grid points. 
Table 2. Results for  the solut ion of equat ion (39) 
7 = I0  7 = l0  7 = 20  7 = 20 
Method  a =5 o '= I0 a =5 o = I0  
TE l  0.57 x I0 - :  0.45 x I0  -J 0.16 x I0 -~ 0.16 x I0"  
TE2  0.13 x I0 ~ 0.19 x I0 s 0 .42x  I0  ~ 0 .18x  I0 • 
(37- I )  0.26 x I0 - "  0.13 x I0 -~ 0.12 × I0 -~ 0.66 x I0 -~ 
(37-2) 0.15 × I0 -~ 0.20 x I0 ~ 0.92 x I0 -~ 0.12 × I0  -'~ 
(3%3) 0.33 x I0 -~ 0.1O ~ I0 - '  0.35 x I0- '*  0.22 x I0  -~' 
(36- I )  0.98 x I0 -~ 0.30 × I0  -~ 0.18 × I0 ° 0.58 x I0 -~ 
(36-2) 0.12 x I0 ~ 0.92 x I0 ~ 0.45 x I0 -~ 0.25 × I0 - "  
(36-3) 0.34 × I0 - "  0.32 ,~ I0 ~ 0.35 x I0"  0.15 x I0 J 
(36-4) 0.18 x I0 - :  0.14 × I0 -s 0. I I  x I0 '~ 0.18 x I0 • 
D IRK  0 .45×10 -~ 0 .55x  l0 -s 0 .17x10 -" 0 .59x i0  -•  
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Table 3. Operation 
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counts for implicit Runge-Kutta 
methods 
Method Work 
TE ~,v~.~4 + E 
TEl  ~-v~',4 + 3E 2'~' ' 
mV~ 4 TE2 ~ . + 6E 
(36-2) ,7 ~ ~,V M + 3 E 
(36-3) "~ '~ ~,~ M + 8E 
(36~ :~ '~ ~,~ M + 19E 
Vl ~ (37-2~ ~,v M + 2E 
" l  ~ 
(37-3~ f in  M + 8E 
(37~) ~ '~ .~ M + 19E 
D IRK ~,V~M + 3E 
Fourth-order implicit ~ ~ E,V M + 2E 
~ J Sixth-order implicit Z,V M + 3E 
These can be compared with the results for a collocation method by referring to Table 7 
of Ref.[28]. Note that equation (37-3) performs very well on this problem. 
It is of particular interest o consider the computational effort required by various 
methods for the solution of the "large" linear first-order system 
vd._:..~ = A(t)y, (40) 
dt 
where by "large" we mean that operation counts proportional to N-' can be neglected 
compared with those proportional to N ~. These operation counts were considered in detail 
in Section 2, but for convenience we summarize them in Table 3 for separated boundary 
conditions. As in Table I, "work" again means work per grid point. 
We note in particular that the linear algebra cost for extrapolation schemes and for 
F IRK formulae increases rapidly as the order of the formula increases. This observation 
has also been made by Keller[29] who argues, on the basis of operation counts, that 
collocation schemes are not competitive with the box scheme for the solution of equation 
(40). For deferred correction schemes, however, it is characteristic that the leading term 
in the linear algebra cost remains fixed, and the number of function evaluations increases. 
The price is that the stability of the deferred correction formulae worsens with each 
deferred correction. Therefore, it is appropriate to distinguish among various classes of 
formulae by their stability properties as well as by the computational effort they require. 
The deferred correction schemes discussed in this paper are cheap to implement but have 
relatively poor stability properties, whereas COLSYS is relatively expensive but has good 
stability properties. If a given problem has a smooth solution, then it is appropriate to 
apply a cheap method which can have poor stability properties; for solutions with regions 
of rapid variation, e.g. boundary layers or turning points, a method with good stability 
will normally be more effective. It would be very useful to be able to determine which type 
of method is the most appropriate for a given problem ab initio, in the same fashion that 
automatic stiffness detection is performed for initial-value problems. The strategy would 
be that if a problem is non-stiff, then a cheap explicit method will be used, whereas an 
expensive, stable method is used for stiff problems. We shall return to this problem in a 
later paper. 
To complete this section, we present some numerical results for linear systems of 
dimensions 5 and 10. These are of the form (40), where 
and 
A(t) = diag(-  1, .~, ~, ¼, ½) for Problem 1 (41a) 
&(t) = diag(-  5, -4 ,  -3 ,  -2 ,  - 1, 1, 2, 3, 4, 5) for Problem 2. (41b) 
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Table 4. Comparison of t,mes for solving equauons (414. b) 
Method 
Problem I Problem 2 
. . . . . . .  
Error Time Error Time 
COLSYS 0.22 × 10 -'~ 0.32 0.50 × 10 ~ 1.36 
(36-1) O12 × 10-: 0.34 × 10 ' 
(36-21 0.33 × 10 -~ 0.48 × 10 -~ 
(36-3) 0.10 × I0-" 0.75 × 10 "~ 
(36-4) 0.31 × I0 -~° 0.047 0.15 × 10 a 0.083 
(37-1) 0.82 x 10 -~ 0.54. × !0 -~ 
(37-2) 0.77 x 10 -* 0.12 x 10 ' 
(37-3) 0.86 x 10 -~: 0.039 0.33 × 10 -~ 0.091 
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The  resul ts  are g iven in Tab le  4, where  "er ror "  means  that  in the first component ,  and  
" t ime"  is in seconds .  
Based on  these results,  method (37-3) is as accurate  as COLSYS for these two prob lems,  
and  is cons iderab ly  faster  (by a fac tor  o f  8 for P rob lem 1 and  15 for  P rob lem 2). Method  
(36-4) is also cons iderab ly  faster  than  COLSYS,  but  not  as accurate  as method (37-3). 
Our  numer ica l  and  theoret ica l  resul ts  suggest  that  a var iab le -gr id /var iab le -order  algo- 
r i thm based  on  some o f  the Runge-Kut ta  methods  cons idered  in this paper  will p rove  very 
eff icient for  the so lu t ion  o f  equat ions  ( la ,  b). We shal l  descr ibe  such an  a lgor i thm in the 
second par t  o f  this  paper .  
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