We develop optimal rank-based procedures for testing affine-invariant linear hypotheses on the parameters of a multivariate general linear model with elliptical VARMA errors. We propose a class of optimal procedures that are based either on residual (pseudo-)Mahalanobis signs and ranks, or on absolute interdirections and lift-interdirection ranks, i.e., on hyperplanebased signs and ranks. The Mahalanobis versions of these procedures are strictly affineinvariant, while the hyperplane-based ones are asymptotically affine-invariant. Both versions generalize the univariate signed rank procedures proposed by Hallin and Puri (1994) , and are locally asymptotically most stringent under correctly specified radial densities. Their AREs with respect to Gaussian procedures are shown to be convex linear combinations of the AREs obtained in Hallin and Paindaveine (2002a, 2002b) for the pure location and purely serial models, respectively. The resulting test statistics are provided under closed form for several important particular cases, including multivariate Durbin-Watson tests, VARMA order identification tests, etc. The key technical result is a multivariate asymptotic linearity result proved in Hallin and Paindaveine (2004b) .
1 Introduction.
Ranks, multivariate ranks, and time series analysis.
Time series analysis, certainly in the multivariate context, is deeply marked by explicit or implicit Gaussian assumptions. The pervasive supremacy of correlogram-or cross-correlationbased methods, for instance, is a direct consequence of such assumptions-although their validity does not necessarily require normality; see, e.g., Hallin and Werker (1999) .
If Gaussian assumptions are abandoned, the model takes the form of a semiparametric model where the innovation density plays the role of a nuisance. In such a situation, it has been shown in Hallin and Werker (2003) that, under quite general assumptions, conditioning on residual ranks leads to semiparametrically efficient-hence, in adaptive models, parametrically efficient-inference methods. For univariate ARMA models (which are adaptive), this is the strategy adopted in a series of papers (Hallin and Puri 1988 , 1991 , where a fairly complete toolbox of optimal testing procedures based on ranks or signed ranks is constructed.
Besides their efficiency properties, rank tests enjoy highly desirable distribution-freeness (implying wider applicability, similarity, and unbiasedness) and robustness features. Such features are even more desirable in the multivariate context. Yet, and despite the recognized need for non-Gaussian and robust methods in the area, little progress had been made until recently, due, mainly, to the lack of an appropriate multivariate generalization of ranks and signs. Some efforts have been made in the late eighties (Hallin, Ingenbleek, and Puri 1989 ; see also Hallin and Puri 1995) , extending to problems of serial dependence the componentwise-rank approach developed for models involving independent observations (see the monograph by Puri and Sen (1971) for an extensive account of these methods). Componentwise ranks however do not meet the invariance properties one would expect from an extension of univariate ranks (componentwiserank statistics are not even distribution-free); and they do not yield the semiparametric efficiency benefits of univariate ranks.
Componentwise ranks are thus inadequate, and are to be abandoned. Several alternative concepts have been proposed, mainly by Randles, Hettmansperger, Oja, and their collaborators: see Marden (1999) , or Oja (1999) for a review and exhaustive reference lists. The sign and/or rank tests described in Randles (1989 Randles ( , 2000 , Peters and Randles (1990) , Hettmansperger, Nyblom, and Oja (1994) , Jan and Randles (1994) , Möttönen, and Oja (1995) , Hettmansperger, Möttönen, and Oja (1997) , Randles and Um (1998) , to quote only a few, are dealing with independent observations: location and analysis of variance models, essentially. They are mainly based on heuristic and robustness arguments, paying little attention to optimality.
Emphasizing invariance and optimality (in the Le Cam sense), we have started a systematic study of (signed) rank-based inference for general linear models with VARMA errors under elliptic innovation densities. This model of course encompasses all models that have been studied previously (one-and two-sample location, analysis of variance, regression), but also VARMA time series models. The ultimate objective is to provide locally asymptotically optimal tests for affine invariant linear hypotheses on the parameters of this very general model, based on pseudoMahalanobis signs or a modified version (absolute interdirections) of Randles' interdirections, and pseudo-Mahalanobis ranks or the Oja-Paindaveine hyperplane-based ranks-all generalizing the classical concept of signed ranks while preserving their role in semiparametric efficiency (see Section 4 for precise definitions). Achieving this objective requires a number of nontrivial intermediate steps; the present paper is the final one of a series that eventually achieves this objective.
A first step in that direction was taken in Hallin and Paindaveine (2002a and c) for the simple location problem (fully specified location under the null), and in Hallin and Paindaveine (2002b and 2004a) for the simple VARMA problem (fully specified VARMA equation under the null). There, the adequate rank-based test statistics (the nonserial and the serial ones) are derived for these two problems, asymptotic representation and asymptotic normality results are proved, and asymptotic relative efficiencies (with respect to classical Gaussian methods, such as Hotelling or the usual correlogram-based tests) are obtained. In more realistic problems, however, the value of the parameter is never fully specified under the null, and aligned signs and ranks have to be substituted for the exact ones that cannot be computed from the observations. Handling this alignment device requires an asymptotic linearity property that is established in Hallin and Paindaveine (2004b) . Building on these previous results, we provide here the optimal rank-based tests for affine-invariant linear hypotheses, and characterize their relative (with respect to their Gaussian counterparts) asymptotic performances.
Serial and nonserial rank-based test statistics.
A precise description of the test statistics to be used is difficult at this stage, as it involves a number of preliminary definitions, and this is postponed to Section 5. Very roughly, though, let us assume that the residuals (the innovations) Z t , t = 1, . . . , n can be computed from the observations: the ranks used throughout are a reconstruction of the ranks R t of the moduli (Z t Σ Σ Σ −1 Z t ) 1/2 of these residuals, in the metric defined by the shape matrix Σ Σ Σ of the underlying elliptical innovation density. Denoting by U t the unit vectors pointing out into the direction of the sphericized residuals Σ Σ Σ −1/2 Z t , the multivariate signs (pseudo-Mahalanobis signs or absolute interdirections) allow for reconstructing the cosines (U t ) i of the angles between the residuals Z t and the axes. These ranks and cosines allow for computing nonserial statistics of the form
and serial ones of the form (a sign-and-rank-based measure of residual cross-correlations at lag i)
(J 0 , J 1 , and J 2 denote adequate score functions; the x t 's are the covariates in the trend part of the model). Plugged into the adequate quadratic forms (depending on the null hypothesis to be tested), these statistics yield a rank-based version of the locally optimal test statistics derived from the local asymptotic normality (LAN) structure of the model under study.
The main problem, of course, is that the residuals Z t cannot be recovered from the observations (the parameter of the model is not entirely specified under the null hypothesis, unlike in Hallin and Paindaveine 2004a), and that the shape matrix Σ Σ Σ in practice is not known. Those ranks and cosines accordingly cannot be computed. The pseudo-Mahalanobis ranks or the hyperplane-based Oja-Paindaveine ranks on one hand, the pseudo-Mahalanobis signs or the (absolute) interdirections on the other, are ingenious devices for reconstructing these ranks and cosines. Moreover, they are evaluated at estimated residuals (the alignment problem). The major part of the paper consists in proving that such a reconstruction is still possible.
The benefits of the methods we propose here are the same as those of using ranks in the traditional univariate setting: distribution-freeness or asymptotic distribution-freeness, robustness, and efficiency. It has been shown, for instance (Hallin and Paindaveine 2002a and b) , that the celebrated Chernoff-Savage result that the van der Waerden version of our test statistics has asymptotic relative efficiency uniformly larger than or equal to one with respect to the everyday practice Gaussian procedures, still holds here, under arbitrary dimension.
Outline of the paper.
The paper is organized as follows. The first three sections are mainly preparation and notation. In Sections 1.4, we describe the model to be considered throughout. Section 1.5 discusses the linear null hypotheses we are testing; delicate identification problems indeed are to be fixed, due to the fact that the orders of VARMA models are not constant over linear restrictions of the parameter space. In Section 1.6, we describe three particular cases that will be treated in detail in the sequel: a multivariate version of the classical Durbin-Watson problem, the test of the order of a VAR model, and the detection of a switching location regime. Section 2 regroups, for convenient reference, all assumptions that are required at various places. In Section 3, we state the uniform local asymptotic normality (LAN) result we are considering throughout. The concepts of multivariate ranks and signs, and the signed rank statistics (serial and nonserial) we are using are described in Section 4, along with their asymptotic behavior and equivariance/invariance properties. Finally, in Section 5.1, we provide the exact form, and the asymptotic performance, of the optimal test statistics. For the purpose of comparison, the optimal parametric Gaussian procedures our signed rank tests are competing with are described in Section 5.2. Asymptotic relative efficiencies are derived in Section 5.3. Section 6 is devoted to a detailed study of the three particular cases introduced in Section 1.6. Proofs are concentrated in Section 7.
1. 4 The multivariate general linear model with VARMA error terms.
The general model we are considering throughout this paper is
where
denote an n × m matrix of constants (the design matrix), and the m × k regression parameter, respectively. Instead of the traditional assumption that the error term
is white noise, we rather assume (U t , t = 1, . . . , n) to be a finite realization (of length n) of a solution of the multivariate linear stochastic difference equation of the form
where A(L) :
. . , B q 1 ); I k stands for the k-dimensional identity matrix, L for the lag operator, and {ε ε ε t | t ∈ Z} is a k-dimensional white-noise process. Under this model, the observation
is the realization of a k-variate VARMA process {Y t , t ∈ Z}, of orders smaller than or equal to p 1 and q 1 , with trend E[Y t ] = β β β x t .
1.5 Linear hypotheses.
1.5.1 Linear restrictions, stationarity, invertibility, and identifiability.
Denote by
where K := km + k 2 (p 1 + q 1 ), the parameter of the model described in the previous section. The null hypotheses we are considering are imposing some linear constraints on θ θ θ, of the form
where M(Υ Υ Υ) denotes the vector subspace of R K spanned by the columns of some full-rank (K × r) matrix Υ Υ Υ, and θ θ θ 0 ∈ R K . Some precautions however are to be taken (i) about the stationarity-invertibility-identifiability properties of the VARMA models characterized by θ θ θ ∈ θ θ θ 0 + M(Υ Υ Υ), particularly when those linear restrictions imply actual orders p 0 and q 0 that are strictly less than p 1 and/or q 1 ;
(ii) about the affine-invariance properties of the linear restrictions to be tested.
For any linear restriction of the form (3), let
Let us first assume that p 0 and q 0 are both strictly positive. Then, all θ θ θ satisfying (3) are characterizing VARMA models with
where A p 0 = 0 = B q 0 . This is not sufficient, however, for the corresponding VARMA model being a well-identified model of orders p 0 and q 0 . Therefore, let Θ Θ Θ p 0 ,q 0 denote the set of all θ θ θ's such that (4) holds, and
lie outside the unit ball in C;
(c) the greatest common left divisor of
The model characterized by (2) and θ θ θ ∈ (θ θ θ 0 + M(Υ Υ Υ)) * then is a well-identified stationary and invertible VARMA model of orders p 0 and q 0 (see, for instance, Brockwell and Davis 1987 or Dunsmuir and Hannan 1976) . It may happen however that, for some (
is empty. If, for instance, θ θ θ 0 = 0 and all entries, in Υ Υ Υ's rows km + k 2 p 0 − k + 1 through km + k 2 p 0 are zero, we have, for all θ θ θ ∈ θ θ θ 0
Finally, if p 0 = 0 and/or q 0 = 0, Model (2) for θ θ θ ∈ θ θ θ 0 + M(Υ Υ Υ) either describes a pure MA(q 0 ), a pure VAR(p 0 ), or a white noise process. The definition of Θ Θ Θ in such cases is adapted in an obvious way: (a), (b), and (c) either only apply to the MA(q 0 ) or the VAR(p 0 ) operators, or they are void.
Linear restrictions and affine invariance.
We conform the somewhat loose terminology used in the robust-statistic literature by calling affine a linear transformation (rather than the combination of a linear transformation and a translation), i.e., any transformation x → Mx of R k , where M is a full-rank k × k matrix; affine-invariance, affine-equivariance, etc. throughout are to be understood with that particular acceptation.
Affine-invariant testing methods only can deal with affine-invariant null hypotheses. As the concepts of multivariate ranks and signs we are using are affine-invariant, the linear restrictions to be tested also should be invariant under affine transformations, in the following sense. For any k × k full-rank matrix M, the affine transformation ε ε ε t → Mε ε ε t of the noise induces the transformation
of the parameter. In terms of θ θ θ, this induced transformation is θ θ θ → g
, M of full-rank}, we say that the linear restriction θ θ θ ∈ θ θ θ 0 + M(Υ Υ Υ) is invariant under affine transformations iff
Let Hallin and Paindaveine (2003a) showed that the linear restriction θ θ θ ∈ θ θ θ 0 + M(Υ Υ Υ) is invariant under affine transformations iff θ θ θ 0 and Υ Υ Υ are of the form
respectively, where w and ω ω ω denote arbitrary vectors with dimensions p 1 +q 1 and r, respectively, Z, V, and W are (possibly void) full-rank matrices with dimensions m × r Z , (p 1 + q 1 ) × r V , and (p 1 +q 1 )×r W , respectively, and (letting r = r I +r II , where r I := r Z k and r II := r V (k 2 −1)+r W ) G is an invertible r ×r matrix. Since M(Υ Υ Υ) = M(Υ Υ ΥG) for any such G, we may assume, without loss of generality, that G = I r in the sequel. In case p 0 < p 1 and/or q 0 < q 1 , the matrices w, V and W have only zeros in rows p 0 + 1, . . . , p 1 and rows p 1 + q 0 + 1, . . . , p 1 + q 1 . Finally, note that (θ θ θ 0 + M(Υ Υ Υ)) * is affine-invariant, in the sense that it also satisfies (5), iff (θ θ θ 0 + M(Υ Υ Υ)) is.
Three examples.
The class of affine-invariant linear restrictions covers a wide range of problems of practical interest. The following particular cases will be treated in detail in Section 6.
(a) The multivariate Durbin-Watson problem, which corresponds to θ θ θ 0 = 0, Υ Υ Υ I = I km , and Υ Υ Υ II = ∅, where ∅ denotes the void matrix. This consists in testing serial independence of the error term in an unspecified linear model versus VARMA errors of orders less than or equal to p 1 and q 1 (the linear model structure of the trend plays the role of the nuisance).
(b) Testing the orders of VARMA errors. In this second example, we consider the problem of testing a VARMA(p 0 , q 0 ) model versus a higher-order VARMA(p 1 , q 1 ). This is obtained by letting θ θ θ 0 = 0, Υ Υ Υ I = ∅, and
(here again, the linear model structure of the trend plays the role of the nuisance). The particular case where p 1 − p 0 = q 1 − q 0 = 1 plays an important role in several model identification procedures (see, e.g., Pötscher 1983 , or Garel and Hallin 1999 for the univariate case). For the sake of notational simplicity, we restrict to p 1 −p 0 = 1, q 1 = q 0 = 0 in the sequel.
(c) Testing against switching location regime. Let (t
Denoting by e (m) i the ith vector of the canonical basis in R m , consider the design matrix defined by
The resulting model is a VARMA(p 1 , q 1 ) one, with time-dependent trend (more precisely, with mean β β β i for t between t 
Main assumptions.
In this section we collect, for convenient reference, all assumptions we need in the sequel. These assumptions are dealing with the design of the trend part of the model, the linear restrictions to be tested, the innovation density, the score functions to be used in test statistics, and the estimators of unspecified and nuisance parameters.
Asymptotic behavior of covariates.
We begin with some structural conditions on the covariates involved in the trend part of the model. The following assumptions are standard in the context (see Garel and Hallin 1995) .
=: R i exist for all i; R 0 is positive definite, and therefore can be factorized into
(iii) The classical Noether conditions hold : the (x (n) t ) j , t = 1, . . . , n, are not all equal, and, lettingx
The description of the asymptotic behavior of the proposed test statistics under local alternatives will require the following reinforcement of (A1).
Assumption (A1 ). Same as Assumption (A1), but we further assume that lim
where D is a finite, positive definite diagonal matrix.
Linear restrictions.
As discussed in Section 1.5, the linear restrictions to be considered should be compatible with stationarity, invertibility, and identifiability under the null, and should be affine-invariant. Using the notation and definitions of Section 1.5, these two requirements are summarized in the following assumption.
Assumption (A2). The linear restriction
This assumption has crucial implications in the sequel: for instance, it allows for the existence
The same assumption also guarantees that the unobserved starting values, in (2), have no influence on asymptotic results. Denote by G u (θ θ θ), u ∈ N, the Green's matrices associated with the autoregressive difference operator A(L)
, where δ u0 = 1 if u = 0, and δ u0 = 0 otherwise. Under null hypotheses of the form θ θ θ ∈ (θ θ θ 0 + M(Υ Υ Υ)) * , G u (θ θ θ) also can be defined by means of
Similarly, we denote by H u (θ θ θ), u ∈ N, the Green's matrices associated with the moving average difference operator B(L). These matrices play a central role in the statement of the LAN structure of the model (Section 3). Clearly, they all are continuous functions of θ θ θ. When no confusion is possible, we will not stress their dependence on θ θ θ.
n (θ θ θ)) associated with a value θ θ θ of the parameter then can be computed from a set of initial values ε ε ε −q 0 +1 . . . , ε ε ε 0 , Y
and the observed series
n ) via the recursion (based on β β β, the A i 's, B j 's, and H u 's associated with θ θ θ)
+(
For θ θ θ ∈ (θ θ θ 0 + M(Υ Υ Υ)) * , {ε ε ε t } is {Y t }'s innovation process, and H t = O(Λ t ) as t → ∞, for some 0 < Λ < 1, so that neither the (generally unobserved) values (ε ε ε −q 0 +1 , . . . , ε ε ε 0 ) of the innovation, nor the initial values (Y
, have any influence on asymptotic results; therefore, they all safely can be put to zero in the sequel.
Elliptically symmetric innovation density.
Throughout, we will assume that the density f of the noise {ε ε ε t } is elliptically symmetric. Denote by Σ Σ Σ a symmetric positive definite k × k matrix, and let f : R + 0 → R + be such that f > 0 a.e. and ∞ 0 r k−1 f (r) dr < ∞ : we will assume throughout that {ε ε ε
n } is a finite realization of an elliptic white noise process with shape matrix Σ Σ Σ and radial density f :
Assumption (B1). The innovation density is of the form
, as usual, denotes the norm of z in the metric associated with Σ Σ Σ, the constant c k,f is the normalization factor (ω k µ k−1;f ) −1 , where ω k stands for the (k − 1)-dimensional Lebesgue measure of the unit sphere S k−1 ⊂ R k , and
Note that, despite the notation, Σ Σ Σ needs not be a covariance matrix.
Local asymptotic normality requires some further regularity assumptions on the innovation density. The set of assumptions (B1 )-(B3) collects these assumptions.
Assumption (B1 ). Same as Assumption (B1), but with µ k+1,f < ∞. Assumption (B2). The square root f 1/2 of the radial density f is in the subspace 
dr is finite. In the pure location or purely serial problems considered in Hallin and Paindaveine (2002a, b, and 2004a) , this was sufficient for LAN. However, as pointed out by Garel and Hallin (1995) , LAN, when serial and nonserial features both are present in the model, requires the stronger assumption
The joint distribution of the observation Y (n) under parameter value θ θ θ and innovation density (8) will be denoted as P
Score functions.
Assumptions (C) and (C ) impose some mild conditions on the score functions J , = 0, 1, 2, to be used when building rank-based statistics.
Assumption (C). The score functions J : ]0, 1[→ R, = 0, 1, 2, are continuous differences of two monotone increasing functions, and satisfy
The score functions yielding locally and asymptotically optimal procedures are of the form
k , for some radial density f (hereF k stands for the cdf associated with the radial pdff k (r) = (µ k−1;f ) −1 r k−1 f (r) I [r>0] , r ∈ R). Assumption (C) then takes the form of an assumption on f :
Assumption (C ). The radial density f is such that ϕ f is the continuous difference of two monotone increasing functions, µ k+1;f < ∞, and
Estimation of nuisance parameters.
The shape matrix Σ Σ Σ in Assumption (B1) is unknown and has to be estimated by some Σ Σ Σ (n) . We assume the following.
as n → ∞ for some positive real a, and
is invariant under permutations and reflections (with respect to the origin in R k ) of
Assumption (D1) will be sufficient for the validity of the proposed procedures. However, their affine-invariance requires the following equivariance assumption on Σ Σ Σ := Σ Σ Σ (n) .
Assumption (D2). The estimator Σ Σ Σ is quasi-affine-equivariant, in the sense that, for all n, all Since the parameter of interest θ θ θ remains partially unspecified under the null, we also need replacing it with some estimate. More precisely, let θ θ θ 0 and Υ Υ Υ satisfy Assumption (A2). For all θ θ θ ∈ (θ θ θ 0 +M(Υ Υ Υ)) * , we will assume the existence of an estimatorθ θ θ :=θ θ θ (n) satisfying Assumptions (E1) and (E2) below.
Assumption (E1). The sequence of estimators (θ θ θ
θ θ θ,Σ Σ Σ,f , and (iii) locally asymptotically discrete: for all θ θ θ ∈ (θ θ θ 0 + M(Υ Υ Υ)) * , and all c > 0, there exists an M (c) > 0 such that the number of possible values ofθ θ θ (n) in balls of the form {t ∈ R K :
The root-n consistency requirement in part (ii) of Assumption (E1) is satisfied by all classical estimators (Yule-Walker, least squares, maximum likelihood, . . . ). Note however that root-n consistency results for M-estimators (maximum likelihood or least squares) in general are proved over compact sets of parameter values, while (θ θ θ 0 + M(Υ Υ Υ)) * is not a closed set. Notable exceptions, however, exist; see, for instance, the early contributions by Dunsmuir and Hannan (1976) and Deistler, Dunsmuir, and Hannan (1978) . As for the local discreteness assumption (E1) (iii), which goes back to Le Cam (1960) or (1986), it is a purely technical requirement, with little practical implications as, for fixed sample size, any estimate can be considered part of a locally asymptotically discrete sequence. The combination of parts (i) and (ii) of Assumption (E1) does not create any additional difficulty: any sequenceθ θ θ (n) of unconstrained root-n consistent estimators indeed easily can be turned into a constrained one by means of a simple projection, namely,θ θ θ
satisfies parts (i) and (ii) of (E1).
However, whenever θ θ θ belongs to (θ θ θ 0 + M(Υ Υ Υ)) * , which is an open subset with respect to (θ θ θ 0 + M(Υ Υ Υ)), (E1) (ii) and (i) jointly imply that the P
While Assumption (E1) is classical for both the univariate and the multivariate versions of the testing problem under study, Assumption (E2) below is specific to the multivariate case (it is essentially void for k = 1), and is required if affine-invariance is to be achieved; see Section 1.5.2 for notation.
Assumption (E2). For any full-rank
computed from the transformed sample MY 1 , . . . , MY n :θ θ θ (n) is affine-equivariant, meaning
Equivalently, (E2) means that the estimators we are considering are assumed to satisfŷ
. . , q 0 . Note that the corresponding Green's matrices then also are affine-equivariant, i.e.,
for all M (we restricted to pairs (θ θ θ 0 , M(Υ Υ Υ)) for which the null hypothesis is affine-invariant). In other words, affine-equivariance in (E2) and part (i) of (E1) are compatible, provided that the linear restriction in (E1) (i) itself is affine-invariant.
Finally, one can easily check that the affine-invariance of the linear restrictions under consideration implies that projecting an affine-equivariant sequenceθ θ θ (n) of unconstrained estimators yields an affine-equivariant sequenceθ θ θ (n) of projected estimators (9) . This provides a convenient way to construct sequences of estimators satisfying Assumptions (E1) and (E2) from traditional affine-equivariant ones (such as the Yule-Walker estimators). Similarly, if constrained M-estimation methods (such as constrained maximum likelihood: see, e.g., Reinsel 1997) are adopted, the affine-invariance of the linear restriction entails that of the resulting constrained estimators.
Linear hypotheses.
It will be convenient to write H (n) (θ θ θ, Σ Σ Σ, f ) for the simple hypothesis {P
The null hypotheses we are interested in are of the form
where f, Σ Σ Σ, θ θ θ 0 , and Υ Υ Υ are such that Assumptions (A2) and (B) hold. The notation H (n)
The goal of this paper is to develop testing procedures for H (b) are locally and asymptotically optimal (LAO) (locally asymptotically most stringent, in this case) at some fixed radial density f , that is, against sequences of alternatives of the form
; such a property of course requires the local asymptotic normality (LAN) of the parametric submodel associated with f ; (c) comply with the invariance principle: we restricted to null hypotheses that are invariant with respect to the group of affine transformations. The hypotheses considered are also invariant with respect to the group of continuous monotone radial transformations (acting on residuals; see Section 4.1 for a precise definition). The proposed procedures should be (at least asymptotically) invariant with respect to these two groups.
Uniform local asymptotic normality (ULAN).
In this section, we briefly recall the ULAN (uniform local asymptotic normality) result proved in Hallin and Paindaveine (2004b) for the model under study. Local asymptotic normality for AR or ARMA processes was first established by Kreiss (1987) and Swensen (1985) . In the multivariate case, linear models with VARMA errors have been considered by Garel and Hallin (1995) . Elliptic symmetry however allows for a more convenient form, which we now describe.
, and B(L) the corresponding regression coefficients and VARMA polynomials. The sequences of local alternatives to be considered for LAN at θ θ θ are associated with sequences of models of the form
is bounded as n → ∞. The perturbed parameter is thus
The corresponding sequence of local alternatives is thus
and distribution functionF k . As we will see, the central sequences involved in the ULAN result are linear combinations of (the entries of) the generalized cross-covariance matrices
and the matrices of nonserial statistics
which therefore contain all the relevant information (in the local and asymptotic sense) about θ θ θ.
The coefficients of these linear combinations are rather complicated, though, and require some further notation, mainly connected with the algebra of linear difference equations. Associated with any k-dimensional linear difference operator of the form C(L) := ∞ i=0 C i L i (letting C i = 0 for i > s, this includes, of course, the operators with finite order s), define, for any integers u and v, the k 2 u × k 2 v matrices
and
respectively; write C 
We will use the notationC
u , etc. when the identity matrices involved in (13) and (14) are m-dimensional rather than k-dimensional.
Let π := max(p 1 − p 0 , q 1 − q 0 ) and π 0 := π + p 0 + q 0 , and define the k 2 π 0 × k 2 (p 1 + q 1 ) matrix
under Assumption (A2), M θ θ θ , for θ θ θ ∈ (θ θ θ 0 + M(Υ Υ Υ)) * , is of full rank.
Consider the operator D(L)
and most quantities defined below depend on θ θ θ, but, for simplicity, we are dropping this reference to θ θ θ), where, putting
. . .
} be a set of k × k matrices forming a fundamental system of solutions of the homogeneous linear difference equation associated with D(L) (such a system can be obtained, for instance, from the Green's matrices of the operator D(L) : see Hallin 1986 ). DefineΨ
, and Q (n)
where C Ψ is the Casorati matrixΨ Ψ Ψ π 0 . Finally, put (with Λ Λ Λ
n,1 (θ θ θ), and where K K K l,l denotes the lm×lm matrix with block
(convergence in (17) and (18) follows from the exponential decrease, as u → ∞, under (A2), of the Green's matrices G u and H u ). We now can state the ULAN proved in Hallin and Paindaveine (2004b) .
. Let Assumptions (A1), (B1 ), (B2), and (B3) hold, and consider a sequence θ θ θ n such that θ θ θ n − θ θ θ = O(n −1/2 ) as n → ∞. Then, for any bounded sequence τ τ τ (n) , the logarithm L (n) θ θ θn+ν ν ν(n)τ τ τ (n) /θ θ θn;Σ Σ Σ,f of the likelihood ratio associated with the sequence of local alternatives H (n) (θ θ θ n + ν ν ν(n)τ τ τ (n) , Σ Σ Σ, f ) with respect to
as n → ∞, under H (n) (θ θ θ n , Σ Σ Σ, f ), with the central sequence
and the information matrix
. Note that the asymptotic information matrix Γ Γ Γ Σ Σ Σ,f (θ θ θ) may be singular (such a singularity occurs as soon as p 1 > p 0 and q 1 > q 0 ). In such a case, a careful treatment, involving generalized inverses, will be required in the derivation of the asymptotic distributions of test statistics.
4 Multivariate signs and ranks, serial and nonserial signed rank statistics.
Multivariate signs and ranks.
The generalized cross-covariances (11) and nonserial statistics (12) are measurable with respect to the spherical distances d t (θ θ θ, Σ Σ Σ) = Σ Σ Σ −1/2 Z(θ θ θ) between the residuals Z t (θ θ θ) and the origin in R k , and the "multivariate signs"
. For each Σ Σ Σ and n, the group of continuous monotone radial transformations
where g : R + → R + is a continuous monotone increasing function such that g(0) = 0 and lim r→∞ g(r) = ∞, is a generating group for f H(θ θ θ, Σ Σ Σ, f ). Along with the signs (U 1 (θ θ θ, Σ Σ Σ), . . . , U n (θ θ θ, Σ Σ Σ)), the ranks (R 1 (θ θ θ, Σ Σ Σ), . . . , R n (θ θ θ, Σ Σ Σ)) of the distances d t (θ θ θ, Σ Σ Σ) constitute a maximal invariant for that group G (n) Σ Σ Σ of radial transformations. Because the true value of the shape matrix is unkown, the genuine ranks R t (θ θ θ, Σ Σ Σ) and signs U t (θ θ θ, Σ Σ Σ) cannot be computed from the residuals Z 1 (θ θ θ), . . . , Z n (θ θ θ), but the following alternative quantities can.
Pseudo-Mahalanobis signs and ranks.
The pseudo-Mahalanobis signs are defined as
where Σ Σ Σ is the estimator in Assumptions (D1)-(D2). Similarly, the pseudo-Mahalanobis ranks R t (θ θ θ) := R (n) t (θ θ θ) are defined as the ranks of the pseudo-Mahalanobis distances d t (θ θ θ,Σ Σ Σ) = Σ Σ Σ −1/2 Z t (θ θ θ) . The terminology Mahalanobis signs and ranks will be used when Σ Σ Σ is the empirical covariance matrix.
Hyperplane-based signs and ranks.
Pseudo-Mahalanobis signs and ranks are based on an estimation of the underlying shape matrix. A completely different approach can be based on counts of hyperplanes, and leads to a modification of Randles's interdirections (namely, the absolute interdirections) for multivariate signs, and to Oja and Paindaveine (2004)'s concept of lift-interdirection ranks for multivariate ranks. Write Q := (i 1 , i 2 , . . . , i k−1 ) (1 ≤ i 1 < i 2 < . . . < i k−1 ≤ n) and P := (j 1 , j 2 , . . . , j k ) (1 ≤ j 1 < j 2 < . . . < j k ≤ n) for arbitrary ordered sets of indices with sizes (k − 1) and k, respectively. Denote by e Q and (d 0P , d P ) the vectors whose components are the cofactors of the last column in the arrays
respectively. The vector e Q (resp., d P ) is orthogonal to the hyperplane Π(Q) spanned by Z i 1 (θ θ θ), . . . , Z i k−1 (θ θ θ) (resp., the hyperplane Π(P) going through Z i 1 (θ θ θ), . . . , Z i k (θ θ θ)), and the sign of e Q z (resp. of d 0P + d P z) indicates on which side of Π(Q) (resp. of Π(P)) the point z lies. The absolute interdirection associated with residual Z i (θ θ θ) in the n-tuple (Z 1 (θ θ θ), . . . , Z n (θ θ θ)) is defined as
, where e (k) l denotes the lth unit vector of the canonical basis of R k , and c(v, w) is the hyperplane-based empirical angular distance
Note that the statistics q (n) ij (θ θ θ) := c(Z i (θ θ θ), Z j (θ θ θ)) are the so-called Randles' interdirections (Randles 1989 ); q (n) ij is-up to a small-sample correction-the number of hyperplanes in R k passing through the origin and (k − 1) out of the (n − 2) points Z 1 (θ θ θ), . . . ,
In the same time, a hyperplane-based empirical distance between a vector v and the origin in R k can be defined as
i.e., as the number of hyperplanes in R k passing through k out of the n points Z 1 (θ θ θ), . . . , Z n (θ θ θ) that are separating v and its reflection −v. For symmetry reasons, however, we rather consider the symmetrized distances
where, for P = (j 1 , . . . , j k ) and s ∈ {−1, 1} k , (d 0P (s), d P (s)) stands for the vector of cofactors associated with the last column in the array
(see Oja and Paindaveine 2004). The lift-interdirection ranks are the ranks
n .
Serial and nonserial signed rank statistics.
The nonparametric (signed rank) J-score versions of the serial and nonserial statistics (11) and (12) are, in the serial case,
and, in the nonserial case,
where the score functions J ( = 0, 1, 2) are as in Assumption (C). Here we used pseudoMahalanobis signs and ranks. But every combination of a concept of multivariate signs (either Mahalanobis signs, pseudo-Mahalanobis signs, or absolute interdirections) with a concept of multivariate ranks (Mahalanobis, pseudo-Mahalanobis, or lift-interdirection ranks) may be considered and actually yields the same asymptotic representation results, as shown by the following proposition (see Hallin and Paindaveine (2004b) for a proof). Note however that their equivariance properties may be different (see the next subsection).
Proposition 2 Assume that θ θ θ belongs to some Θ Θ Θ p 0 ,q 0 (0 ≤ p 0 ≤ p 1 ; 0 ≤ q 0 ≤ q 1 ). Let Assumptions (A1), (B1), (C), and (D1) hold. Then, defining
and (see Assumption (D1) for the definition of a)
(ii) the same result still holds if in Λ Λ Λ i;J (θ θ θ) the pseudo-Mahalanobis signs W t (θ θ θ) are replaced by the corresponding absolute interdirections V t (θ θ θ), and/or the pseudo-Mahalanobis ranks R t (θ θ θ) are replaced by the lift-interdirection ranks R t (θ θ θ).
where J denotes some score function defined over ]0, 1[. When J is the score associated with some radial density f 1 (namely, when
1k ; f 2 ), respectively; for simplicity, we also write C k (f ) and D k (f ) instead of C k (f, f ) and D k (f, f ). The asymptotic behavior of the nonparametric statistics (21) and (22) 
is asymptotically normal, with mean 0 and mean
, respectively, and covariance matrix
under both.
This allows for a direct comparison between Lemma 1 and the corresponding univariate result (Proposition 4.3 in Hallin and Puri 1994).
Equivariance/invariance properties.
In this section, we use hats to indicate that all parameters involved are estimated. Consider the original sample (Y 1 , . . . , Y n ) and the transformed sample (MY 1 , . . . , MY n ), where M is a full-rank k × k matrix, and denote by T (M) (resp., T ) the value of a statistic T computed from the transformed (resp., original) sample. Assumption (E2) ensures that the residual sample of theẐ i (M) = Z i (θ θ θ(M))'s is affine-equivariant, meaning that
Under Assumption (D2), Σ Σ Σ −1/2 enjoys the equivariance property
for some k×k orthogonal matrix O (recall that Σ Σ Σ(M) and Σ Σ Σ are computed from the residual samples (Ẑ 1 (M), . . . ,Ẑ n (M)) and (Ẑ 1 , . . . ,Ẑ n ), respectively). The affine-invariance/equivariance properties of pseudo-Mahalanobis signs and ranks easily follow. More precisely, denoting bŷ W t (M) and R t (M) the pseudo-Mahalanobis signs and ranks computed from the transformed residuals (Ẑ 1 (M), . . . ,Ẑ n (M)), we havê
where O is the orthogonal matrix in (25) . As for hyperplane-based signs and ranks, absolute interdirections are only asymptotically affine-equivariant, i.e., under H (n) (θ θ θ, Σ Σ Σ, f ), i;J , the following equivariance properties.
Lemma 2 Assume that Assumptions (D2) and (E2) hold. Denote byΛ
i;J the pseudo-Mahalanobis ranks R t (θ θ θ) are replaced by the lift-interdirection ranks R t (θ θ θ).
Proof. The result directly follows from the equivariance and invariance properties of pseudoMahalanobis signs and ranks.
If the pseudo-Mahalanobis signs W t (θ θ θ) inΛ Λ Λ 5 Aligned rank tests.
The proposed rank-based procedures.
Considering the linear restriction characterized by (θ θ θ 0 , Υ Υ Υ), assume that (A2) holds, and that θ θ θ belongs to (θ θ θ 0 + M(Υ Υ Υ)) * . Let n 1/2 T (n) J (θ θ θ) be given by
and define
Denote byṀ θ θ θ the full-rank k 2 π 0 × k 2 (p 0 + q 0 ) matrix resulting from M θ θ θ by deleting columns
and, denoting by A − an arbitrary generalized inverse of A,
Then the J-score version of the proposed test statistics is
where the estimators Σ Σ Σ = Σ Σ Σ (n) andθ θ θ =θ θ θ (n) satisfy Assumptions (D1)-(D2) and (E1)-(E2), respectively. The scores allowing for local asymptotic optimality at radial density f are
k . The corresponding statistics will be denoted by W
f . Finally, in order to describe the asymptotic behavior of W (n) J under local alternatives, define r θ θ θ,Σ Σ Σ (η η η) := vec η η η
where D is the array involved in Assumption (A1 ) and N θ θ θ,Σ Σ Σ is defined in Proposition 1. We now can state the main result of this paper.
Proposition 3 Assume that (A1), (A2), (B1 ), (B2), (B3), (C), (D1), (D2), (E1), and (E2) hold. Consider the sequence of aligned rank tests φ
f ) exceeds the α-upper quantile χ 2 km+k 2 π 0 −r,1−α of a chi-square distribution with km + k 2 π 0 − r degrees of freedom. Then,
J is strictly affine-invariant (only asymptotically so, if absolute interdirections are used as multivariate signs), and asymptotically invariant with respect to the group of continuous monotone radial transformations;
is asymptotically noncentral chi-square, still with km + k 2 π 0 − r degrees of freedom, and with noncentrality parameter
(iv) for any f satisfying Assumptions (B1 ), (B2), (B3) and (C ), the sequence of tests φ
The proof of this proposition is based on the following asymptotic linearity property; proofs are given in the Appendix.
Lemma 3 Letθ θ θ
(n) and θ θ θ denote a sequence of estimators and a parameter value such that, under H (n) (θ θ θ, Σ Σ Σ, f ), as n → ∞,θ θ θ (n) satisfies at θ θ θ the root-n consistency and local asymptotic discreteness properties given in parts (ii) and (iii) of Assumption (E1). Assume that (A1), (B1 ), (B2), (B3), (C), and (D1) hold, and partition θ θ θ into (θ θ θ I , θ θ θ II ) ∈ R km × R k 2 (p 1 +q 1 ) . Then,
Note that T J clearly is not affected by the choice of Ψ Ψ Ψ, we obtain that W
The Gaussian procedure.
Let the same assumptions hold (about θ θ θ 0 , Υ Υ Υ, etc.) as in Section 5.1. In order to compute asymptotic relative efficiencies, we now provide the Gaussian parametric counterparts of the rank-based procedures developed in the previous section. Define
under the same sequence of hypotheses. Let
Then the Gaussian parametric test statistic is
where T (n) I;S,φ (θ θ θ) and T
(n)
II;S,φ (θ θ θ) are defined in (17) and (18) N is strictly affine-invariant;
N is asymptotically chi-square with km + k 2 π 0 − r degrees of freedom under H (n)
N is asymptotically noncentral chi-square, still with km + k 2 π 0 − r degrees of freedom but with noncentrality parameter k
(iv) the sequence of tests φ (n) N is locally asymptotically most stringent for H (n)
at asymptotic probability level α.
Again, the test statistics W 
The proof of Proposition 4 follows along the same lines as for Proposition 3. The key ingredient is again an asymptotic linearity result, which, in this parametric Gaussian context, takes the following form (the proof of Lemma 3 readily extends to this situation).
Lemma 4 Assume that (A1), (B1 ), (B2), (B3) and (D1) hold, and partition θ θ θ into (θ θ θ I , θ θ θ II ) ∈ R km × R k 2 (p 1 +q 1 ) . Letθ θ θ (n) and θ θ θ denote a sequence of estimators and a parameter value such that, under P (n) θ θ θ,Σ Σ Σ,f , as n → ∞,θ θ θ (n) satisfies at θ θ θ the root-n consistency and local asymptotic discreteness properties given in Assumptions (E1) (ii) and (iii). Then,
Asymptotic relative efficiencies.
We finally turn to asymptotic relative efficiencies of the rank-based tests φ 
Denoting by ARE
N ) the AREs achieved in the pure location and purely serial problems (see Hallin and Paindveine (2002a and b) ), respectively, we have
Thus, the asymptotic relative efficiencies of the proposed procedures with respect to the parametric Gaussian procedure are convex linear combinations of the corresponding asymptotic relative efficiencies in the pure location and purely serial models (see Hallin 
II;π+1 (θ θ θ), and
(if there is no trend part in the model, the test statistic (28) is the Mahalanobis version of the test statistic based on pseudo-Mahalanobis ranks and interdirections proposed in Hallin and Paindaveine (2002b) for the problem of testing for serial randomness). The resulting DurbinWatson test consists (at asymptotic level α) in rejecting the null hypothesis of independent noise as soon as W (n) J exceeds the α-upper quantile of a chi-square distribution with k 2 π degrees of freedom. One could also obtain purely hyperplane-based Durbin-Watson tests (that are strictly affine-invariant in this case) by replacing the pseudo-Mahalanobis ranksR t (β β β) and the pseudoMahalanobis angles W s (β β β)W t (β β β) by lift-interdirection ranks R t (β β β) and the cosines based on Randles' interdirections q st (β β β), respectively.
Testing the order of a VAR model.
For the problem of testing VAR(p 0 ) against VAR(p 0 + 1) dependence, the proposed tests consist (at asymptotic level α) in rejecting the null hypothesis as soon as
exceeds the α-upper quantile of a chi-square distribution with k 2 degrees of freedom, where, letting
Above, w 2 and W 2 stand for the k 2 p 0 ×k 2 p 0 arrays with blocks
only differs from w 2 through the block in position (1, 1) .
The test statistic (29) has the same algebraic structure as in the univariate case (see Hallin and Puri (1994) , or Garel and Hallin (1999) ). However, it should be pointed out that the test statistic associated with the problem of testing MA(q 0 ) dependence versus MA(q 0 + 1) dependence is much more complex here than in the univariate case. This is due to the presence of the factors H 
Detecting switching location regimes.
We finally consider the problem of detecting the presence of different "location regimes" in a VAR(1) series with a time-dependent trend (with mean β β β i for t
More precisely, the null hypothesis H 0 : β β β 1 = . . . = β β β m we are considering here is associated with Υ Υ Υ I = (1, . . . , 1)
where, denoting by L the backshift operator and with the convention that J 0 R n+1 (θ θ θ) n+1
If there is no serial part in the model (i.e., when the errors are independent white noise), the problem reduces to the m-sample location problem (classical MANOVA), and the test statistic takes the simpler form (just put A = 0)
i.e., a purely pseudo-Mahalanobis version of Randles and Um (1998)'s test statistic. Again, a strictly affine-invariant purely hyperplane-based version of W 
Proof of Lemma 3. Let us first prove the first statement in Lemma 3. Clearly,
Now, for some fixed integer s (and n > s + 1),
Next, the local discreteness ofθ θ θ (n) (see Assumption (D1)(iii)) allows to replace θ θ θ (n) = θ θ θ+ν ν ν(n)τ τ τ (n)
withθ θ θ (n) in (30) (see Kreiss 1987, Lemma 4.4) . Since β β β (n) = β β β + n −1/2 K (n) η η η (n) can be written i;J (θ θ θ) as n → ∞ under H (n) (θ θ θ, Σ Σ Σ, f ). Now, it follows, from the continuity of θ θ θ → h i (θ θ θ) and the boundedness (in probability, under H (n) (θ θ θ, Σ Σ Σ, f ); see (33)) of (n − i) 1/2 vec Λ Λ Λ For any ε > 0, one can always choose s = S sufficiently large so that P T (n,S) 2 > δ/2 < ε uniformly in n. Since T (n,S) 1
is o P (1) as n → ∞, it is possible to find a integer N = N (ε) such that P T The same decomposition as for the trend part then yields, for some fixed integer s (and still for n > s + 1), Again, the local discreteness ofθ θ θ (n) and (31) As for the trend part, the continuity in θ θ θ of the Green's matrices, the fact that (n−i) 1/2 vec Γ Γ Γ (n) i;J (θ θ θ) is O P (1) (as n → ∞, under H (n) (θ θ θ, Σ Σ Σ, f )), and the root-n consistency ofθ θ θ, entail that T (n,s) 1 and T (n,s) 2 are o P (1) under H (n) (θ θ θ, Σ Σ Σ, f ), for fixed s, as n → ∞, and uniformly in n, as s → ∞, respectively. The result follows.
Proof of Proposition 3.
(i) We first prove that W (n) J is affine-invariant. Clearly, the scalar factor d −1/2 in the equivariance relation (25) has no influence on the affine-invariance of W 
