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PREFACE
PURPOSE OF THIS THESIS
Graphene, a two dimensional single layer of graphite, attracts a lot of attention of re-
searchers around the globe due to its remarkable physical properties and application po-
tential [1]. The origin can thereby be found in the peculiar electronic structure since
graphene is a zero gap semi-conductor with a linear energy dispersion in the vicinity of
the Fermi level. Consequently, the charge carriers in graphene mimic massless Dirac
Fermions which brings principles of quantum electrodynamics and exotic effects like
Klein tunneling into a bench-top experiment [2]. Modifying the electronic and/or crystal
structure structure by functionalization might therefore as well lead to new tantalizing
physical properties, novel compound materials based on graphene like graphane (fully
hydrogenated graphene) [3] or flourographene (fluorinated graphene) [4], and ultimately
new applications.
The work for this thesis started in the first half of 2009, a point where the huge graphene
research machinery was already five years in motion. During that time many fascinating
effects, properties and applications have been realized, so the question was for me per-
sonally: ”Is it still a good time to start with graphene?” The answer to that question is
given by this thesis, however it should be noted, that the preconditions were almost per-
fect. The synthesis of graphene on Ni(111) was well elaborated [5, 6] when I started and
the possibility to restore the Dirac-Fermion behavior for a graphene/metal compound by
gold intercalation was just starting to draw attention again [7, 8]. Therefore, the idea was
to use graphene intercalated with gold, which shows in photoemission all the fascinating
properties expected by theory, as basis for functionalization.
covalent functionalization: hydrogenated graphene
A few months before I started to work on the topic, a publication about evidences for
graphane (hydrogenated graphene) from [9] was drawing our attention, since in this study
a transition of graphene from a zero-gap semiconductor to an insulator was observed.
However, at this point it was still totally unclear how much hydrogen was applied to
graphene and what mechanism was behind the transition. According to theoretical calcu-
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lations for fully [3] and partially hydrogenated graphene [10], there should be a band gap
opening up whose size can be up to∼3 eV in case of a full hydrogenation [3]. A first com-
bined angle-resolved photoemission spectroscopy (ARPES) and transport study by [11]
was conducted on hydrogenated graphene on silicon carbide (SiC), which is known to
have a rather strong substrate interaction and is intrinsically electron doped [12, 13]. How-
ever, Bostwick and co-workers reported an Anderson type localization mechanism to be
the origin of the metal insulator transition (MIT) [11]. Furthermore, due to the intrinsic
carbon in the substrate, Graphene on SiC is not suitable for a determination of the hydro-
gen coverage with X-ray photoemission spectroscopy (XPS) as the C1s from the carbon
in the bulk would dominate the spectrum. In summary, the first experiments pointed to a
localization driven MIT whereas theory predicted the emergence of a band-gap.
From the starting point with Au intercalated graphene on carbon free metal substrate
which has in addition a very weak substrate interaction and only a slight p-doping from
gold [8], it was tantalizing to hydrogenate this material and observe with ARPES whether
there will be a band-gap opening up or localization sets in, similar to graphene on SiC. As
will be presented in section 4.1, we observed the opening of band-gap whose size is tun-
able by hydrogen amount. Furthermore, we determined the H-coverage from XPS as well
as from ARPES which is extremely useful regarding the combination of different spec-
troscopic methods like XPS and Raman1 and showed the full reversibility of the process
by simple thermal annealing.
With high resolution XPS we were able to investigate hydrogenation kinetics, i.e. the
H-coverage as a function of exposure time, which is presented in section 4.2. By fitting
the results to a simple absorption model, we found a saturation H:C ratio of 25% which
suggested the presence of C4H phase. This was, independent from experiment, confirmed
by our molecular dynamics simulations showing the same saturation coverage for hydro-
gen and qualitative kinects. An analysis of the simulated structures revealed a preferential
para-type absorption pattern which leads to isolated benzene rings surrounded by C-H
sites and thus to the proposed C4H stoichiometry. However, from preliminary scanning
tunneling microscopy topographies it was not possible to identify this pattern.
With the first experiments regarding the band gap and the interpretation we offered,
the story is of course not finished, since in 2004 calculations for partially hydrogenated
graphene also predicted a hydrogen derived state in the band structure which furthermore
shows a spin splitting [10]. However, it was not known if this state exists in hydrogenated
graphene. In section 4.3 we will argue that strong evidence for the existence of this disper-
sionless H-state was observed using near edge x-ray absorption fine structure (NEXAFS)
in hydrogenated graphene and with ARPES after doping graphene with additional elec-
1During hydrogenation of graphene the defect induced D-line at 1350cm−1 increases due to the formation
of local sp3-sites [9] that act as defects in graphene. The D-line intensity can be related to a defect
concentration if the H-coverage is known, e. g. from XPS.
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trons and subsequently exposing it to atomic hydrogen. This was necessary since the state
was assumed to be close to or slightly above EF which means that ARPES can hardly de-
tect it2. Furthermore, we proposed that this state is still not fully localized although it has
no dispersion. This provides a basis for further investigations regarding localization and
spin splitting of this peculiar H-state.
ionic functionalization: potassium doped graphene
Motivated by our investigations related to the dispersionless hydrogen state that in-
volved doping with electrons (from alkali metals), we also began to study the electron
phonon interactions. These can induce superconductivity in graphite intercalation com-
pounds and although being intensively investigated by theory as well as experiment, it
is still not fully understood which phonon modes are the key players. Furthermore, su-
perconductivity is still not realized in graphene, but was predicted by theory [14, 15].
Regarding the coupling constant λ, results have been published showing an anisotropy of
λ in k-space whose existence is controversially debated [16, 17, 18]. We focused on potas-
sium intercalated graphene, as K readily intercalates and is therefore easy in fabrication
and also because its parent compound KC83 is superconducting. In the work elaborated
in section 4.4, we analyzed the electron-phonon interaction observed with ARPES in a
self consistent manner, which does not rely on the explicit form of an a priori defined
bare band. Instead we have used a non-linear polynomial in combination with a fitting
routine based on the maximum entropy method [20] to extract the Eliashberg function
α2F (ω) from our data. This function contains information on the phonons involved in the
coupling as well as their individual contribution to λ. For fully K-doped graphene found
an anisotropic coupling with λ = 0.2 in K−M and λ = 0.1 in the opposite K−Γ direction.
The absolute values of the coupling strength are significantly lower than those reported for
KC8 [21] and therefore it unlikely that K-doped graphene becomes superconducting. We
furthermore identified additional contributions to λ in K−M direction originating from
low energetic phonons which, however, can presently not be clearly assigned to out-plane
modes or in-plane acoustic modes.
The work presented in this thesis should give an idea, that, although a field is in the
focus of worldwide research with hundreds of groups working in it, there is still a lot of
unexplored room, like in our case the functionalization of a graphene/metal system with
hydrogen and alkali metals, that can yield fruitful results and therefore provide potential
answers to open scientific questions and at the same time pose new interesting problems.
2ARPES can only probe occupied states in the valence band. Furthermore, the Fermi edge from the
underlying gold substrate prevents any detailed investigation of rather weak features close to EF .
3KC8 is a stage 1 graphite intercalation compound where each graphene plane is separated by a K
layer [19].
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FRAMEWORK AND CONTRIBUTIONS
This Ph.D. thesis on Electronic Properties of Functionalized Graphene Studied With Pho-
toemission Spectroscopy was conducted at the Leibniz Institute for Solid State and Ma-
terials Research (IFW) Dresden in the department of solid state research supervised by
Prof. Dr. B. Bu¨chner. The work was funded by the German Research council (Deutsche
Forschungsgemeinschaft DFG) under grant number GR3708/1-1. The research presented
in this thesis was devoted to exploiting the peculiar electronic properties of graphene
functionalized with atomic hydrogen and potassium. The main experimental techniques
comprise angle-resolved photoemission spectroscopy (ARPES) which is employed to ex-
plore the valence band properties and quasi-particle interactions in graphene and x-ray
photoemission spectroscopy (XPS), an invaluable tool for investigating chemical environ-
ments. ARPES studies were carried out at the IFW-Dresden and at the BaD-ElPh beam
line [22] at ELETTRA synchrotron in Trieste. XPS measurements were conducted at the
synchrotron facility BESSY II in Berlin Adlershof using the Russian-German-beam line
and the HE-SGM beam line. The results of the experiments were drawing a great theoret-
ical interest, so that several groups provided a deeper understanding or enabled exceeding
interpretation possibilities. ab-initio calculations have been performed by S. Taioli and
S. Simonucci from the FBK in Trento, Italy. Tight-Binding (ab-initio) calculations were
conducted by the following people: B. Do´ra from Budapest University of Technology
and Economics, Hungary; M. Farjam and S. A. Jafari from the Institute for Research in
Fundamental Sciences (IPM) Teheran, Iran. Molecular dynamics (MD) simulations that
allowed to simulate the hydrogenation experiment independently were conducted by Y.
Wang and S. Irle from the Department of Chemistry Nagoya University, Japan.
OUTLINE
The thesis is organized as follows. In the first chapter graphene and its fascinating elec-
tronic structure is introduced in general. This goes along with a brief overview about the
fundamental properties, the application potential as well as fabrication routes that fueled
the massive research interest in this 2D carbon material. The second chapter is devoted to
the method, photoemission spectroscopy, which was used in the framework of this thesis
to investigate the electronic properties of functionalized graphene. The third chapter com-
prises the experiences concerning sample preparation and gives a step by step review how
quasi-free-standing graphene is fabricated. The fourth chapter presents the results that
were obtained during the thesis work and is a combination of all relevant publications.
Each section in this chapter except section 4.4 which is to date not yet submitted contains
one peer-reviewed journal contribution as it was submitted and can therefore now be seen
as free access publication within this thesis.
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1 GRAPHENE
This chapter puts graphene in the focus, a monolayer of sp2 hybridized carbon atoms ar-
ranged in a honeycomb lattice. Therefore the first section encompasses a brief overview
on the fundamental properties as well as applications before we turn to the peculiar elec-
tronic structure. The last section of this chapter reviews the most common graphene
fabrication and functionalization techniques in brevity.
1.1 OVERVIEW
FIGURE 1.1: Number of publications for carbon nanotubes (red) and graphene (blue) as a function of years
(data retrieved from [23]).
At this point the overview should start with something like ”...graphene was discovered
in 2004 by Andre´ Geim and Konstantin Novoselov [24] and attracted a lot of attention due
to its peculiar physical properties...”. However, I want to start this section a bit different
by going back even a bit further in time. Indeed, graphene has been present already for
a long time, on the one side as theoretical model for graphite [25, 26, 27] and further in
the form of a graphitic overlayer or monolayer graphite on silicon carbide or metal(111)
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substrates [28, 29, 30, 31]. However, during these times, the carbon adlayer was investi-
gated in terms of film passivation [29] or catalyst poisoning [30] and was more seen as an
unwanted side-effect. Fullerenes, the first class of sp2 hybridized carbon allotropes that
are structurally related to graphene, were proposed in the 1970’s [32] and for the first time
prepared by Kroto, Curl and Smalley in 19851 [33]. These quasi zero dimensional ball-
shaped objects are still intensely studied due to their nano scale size, shape diversity as
well as physical properties [34, 35]. In the early 1990’s one dimensional carbon nanotubes
discovered by Sumio Iijima [36, 37] entered the scientific stage and became the research
focus of many groups over the next years as can be seen in Fig. 1.1. However, graphene
was still very often the basis for nanotubes in theory since their electronic properties can
be derived from those of graphene [38, 39] and a nanotube can be envisaged as rolled-up
graphene sheet. Furthermore, the experimental experience gained with nanotubes and the
close relation to graphene accelerated the rise of graphene after its discovery in 20042 [24]
as can be seen in Fig. 1.1 by means of the strong slope in publication number regarding
graphene. Thus, graphene really is a remarkable 2D carbon material with fascinating
physical properties and an enormous application potential. For a detailed overview on
graphene the reader is referred to several review articles covering the following topics:
general overview [1, 40, 41], electronic properties [42, 43], transport properties [44, 45],
synthesis [46, 47] and functionalization of graphene [48].
1.1.1 PROPERTIES AND APPLICATIONS OF GRAPHENE
When 2D graphene was isolated in 2004 by peeling thin graphite films from a scotch tape
onto a silicon oxide substrate, Geim and Novoselov fabricated a typical device consisting
of source, drain and gate contacts. Afterwards, they measured the transport character-
istics of the obtained metallic few layer graphene flakes [24]. Instead of a gate voltage
independent conductivity, typical for a metal as the applied electric field is screened, they
observed a ”V-shape” behavior for the conductivity, as shown in Fig. 1.2 (a). The mini-
mum at a finite gate voltage 3 accompanied by a linear increase for positive and negative
gate voltages is characteristic for an ambipolar field effect, which was observed [24].
Furthermore, the graphene devices showed mobilities up to 10 000 cm2/V · s which
outlined the high quality of these first samples. The results brought up again the idea
of metallic field effect transistors (FET) [49], i.e. nanoscale all-metallic devices, which
are more energy efficient and can operate at much higher frequencies than conventional
semiconducting FETs. Hence, graphene manifested itself already at the beginning as a
1For the discovery of Fullerenes, Kroto, Curl and Smalley were awarded the Nobel prize in chemistry in
1996.
2Geim and Novoselov were awarded the 2010 Nobel in physics for groundbreaking experiments regarding
the two-dimensional material graphene (official Nobel prize announcement).
3In graphene the minimum should be at Vg = 0 V . The offset originates from adsorbate induced doping
effects [24].
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1.1 overview
material with quite astonishing properties and great application potential. At this point,
it should also be mentioned that, up to 2004, 2D materials like graphene were assumed
not to exist in an isolated stable form [50, 51] which made the experimental results of
Novoselov and Geim even more surprising. In 2005 the group from Manchester [52] and
FIGURE 1.2: (a) Ambipolar field effect in a gated graphene device showing electron-hole symmetry
(adapted from [24]). (b) Half-integer quantum Hall effect (QHE) in graphene. Hall conductivity σxy
and longitudinal resistivity ρxx as a function of charge carrier concentration in gated graphene (Hall bar
geometry) at B = 14 T and T = 4 K. The inset shows an integer QHE for bilayer graphene (adapted
from [52]).
P. Kim and co-workers [53] observed anomalies in the Shubnikov-de-Haas oscillations4
and even more striking a half-integer quantum Hall effect in graphene [52] as depicted in
Fig. 1.2 (b), which is a manifestation that the behavior of charge carriers in the vicinity
of EF in graphene is governed by the Dirac equation with a characteristic linear elec-
tronic dispersion E(k) rather than the well-known Schro¨dinger formalism. Therefore, it
was concluded that the charge carriers in graphene move through the sheet at an effec-
tive speed of light5 c∗ ∼ c/300 and mimic massless particles6. These first results on the
properties of graphene truly pulled this new material into the focus of research since fab-
rication was very simple as well as at low cost [24] and graphene opened up a possibility
to study quantum electrodynamics in condensed matter experiments [54, 2, 55]. For the
quantum Hall effect it could be shown in further investigations that it is observable even
at room temperature and therefore increasing the temperature range of this phenomenon
by a factor of 10 [56].
4Shubnikov-de-Haas oscillations are quantum oscillations in the conductivity due to a quantization in
energy levels (Landau levels) perpendicular to the applied magnetic field. These can be observed in
graphene at low temperatures upon varying the magnetic field [52].
5The term ”effective speed of light” is an analogy to the speed of light c, since the electronic dispersion
E(k) of photons is also linear.
6Here, the term massless corresponds to the zero rest mass of charge carriers near the Dirac point and is a
direct consequence of the linear electronic dispersion E(k) ∝ k. [52]
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Regarding the application of graphene in future electronic devices, the first thought
that comes to mind is to build a field effect transistor (FET) with it. Due to the fact
that charge carrier mobilities have been improved up to 40 000 cm2/V · s on SiOx sub-
strates [57], graphene seems to be a potent device candidate. However, being naturally
a zero-gap semiconductor [43] and with the observed finite conductivity at the charge
neutrality point 7 [24, 1], a graphene based transistor cannot be turned off, i.e. into a
non-conducting state. One possible route to circumvent this problem is the constriction
of graphene in size to form graphene nano-ribbons that have a bandgap [58, 59, 1, 60] or
quantum dots [61, 62]. If it comes to integrated logic circuits and fast switching devices,
the poor on/off ratios don’t seem to be a fundamental problem as first devices have been
produced and operational speeds up to 100 GHz have been achieved [63, 64, 65]. The
dissipated power and the conduction of the resulting heat out of an electronic device is
in general a limiting factor for the performance. Graphene is also here of special inter-
est since it is not only a superior electric conductor [66] but also exceeds diamond and
carbon nanotubes as a thermal conductor with almost 5000 W/(m · K) [67]. In addi-
tion, the possibility to ”carve” a complete device including contacts out of one graphene
sheet [62] with lithographic methods further demonstrates the enormous potential of this
2D material in future electronic devices.
FIGURE 1.3: (a) Raman spectrum of graphene compared to graphite exploiting the peculiarities in the 2D
mode of graphene. (b) The line shape of the 2D mode for increasing number of graphene layers up to
graphite. ( a and b adapted from [68]). (c) Photograph of an aperture covered with graphene and bilayer
graphene. The blue curve represents the light transmittance obtained in a scan along the yellow line (adapted
from [69]).
Besides the characterization of graphene with transport measurements and by searching
flakes under an optical microscope [24], the possibilities to identify monolayer graphene
were pretty much limited in the early years. However, for a commercial application more
efficient and reliable methods had to be found. In 2006 Ferrari and co-workers related
peculiarities in the Raman spectra8 of different graphene samples to the number of lay-
7The charge neutrality point indicates the crossing of valence and conduction band in one single point; the
Dirac point. The charge carrier concentration is theoretically zero.
8Raman spectroscopy is based on inelastic light scattering in a substance due to phonon emission (absorp-
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ers [68] which is depicted in Fig. 1.3 (a) and (b). The two most prominent features in
Fig. 1.3 (a) are the G peak at ∼1580 cm−1 which corresponds to the doubly degener-
ate E2g mode at the zone center of the Brillouin zone and the so-called 2D (former G’)
peak [71, 68]. The latter is the second order of optical phonons from the K-point zone
boundary and is found at ∼2700 cm−1. For a single graphene layer it was observed that
the 2D signal consists of one sharp Lorentzian peak with a FWHM of about 25 cm−1
as shown in Fig. 1.3 (b). Furthermore, the 2D peak of graphene is about 4 times more
intense than the G peak [68]. Starting from bilayer graphene, the 2D peak broadens and
gains additional components due to the increasing number of electronic bands and can be
clearly distinguished from graphene in Fig. 1.3 (b). Thus, Raman spectroscopy provides
an efficient and non-destructive method to characterize the quality9 as well as the layer
number in graphene.
The enormous mechanical stability of graphene exceeding that of steel by almost 200
times [73] facilitates the preparation of free-standing graphene membranes [74, 75] as
depicted in Fig. 1.3 (c). With such a device it was possible to determine the light trans-
mission for an atomic monolayer and it was found that graphene absorbs pi · α ≈ 2.3% of
the incoming white light [69]. The transmittance T in graphene solely depends on the fine-
structure constant α ≈ 1/137, which defines the strength of the electromagnetic interac-
tion, instead of material parameters. This is again a consequence of the peculiar electronic
structure of graphene and yet another example for quantum electrodynamics observable
in condensed matter [69]. Despite the mechanical stability, it has been demonstrated that a
monolayer of free-standing graphene is impermeable to most gases including helium [76].
FIGURE 1.4: (a) Transfer of CVD-grown graphene to flexible PET films. (b) A flexible graphene touch
screen on PET. (c) The ready graphene-based device attached to a computer. (adapted from [77]).
The research in graphene elaborated many interesting phenomena and has therefore
drawn the attention of industry [41]. Currently, a very strong branch of graphene applica-
tions are transparent flexible electrodes [77] which is shown in Fig. 1.4. Besides the out-
standing properties of graphene, the essential ingredient for this kind of application is the
tion). The energy shifts of the emitted light are a characteristic fingerprint of the material according to
fundamental selection rules [70].
9The first order of the 2D peak, the D line, is not Raman active in a perfect defect-free graphite [72]. The
absence/presence of a D peak in a Raman spectrum can therefore be seen as a quality indicator.
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large scale synthesis of Graphene via CVD which was known since the 1980’s [29, 30, 31]
but surely had a revival after 2004 as will be discussed in section 1.3. By growing
graphene on a thin copper foil and subsequently transferring the carbon monolayer to
a polyethylene (PET) film, one ends up with a graphene film on a flexible substrate [77].
One particular product that is fabricated from this assembly are touch screens as shown in
Fig. 1.4 (c). Further applications which use graphene as transparent electrodes are organic
light emitting diodes (OLED) [78] as well as photovoltaic devices [79].
1.2 ELECTRONIC AND VIBRONIC STRUCTURE OF
GRAPHENE
The remarkable physical properties of graphene, and in turn many applications that benefit
from those, can be ascribed to the electronic and vibronic structure of this unique 2D
material. Furthermore, photoemission probes the spectral function of a material which is
directly related to the electronic band structure and comprises many-body interactions as
will be introduced in section 2.1. It is therefore reasonable to have a closer look on the
composition of graphene, its electronic and vibronic structure.
1.2.1 UNIT CELL AND BRILLOUIN ZONE OF GRAPHENE
A free carbon atom has the electronic configuration 1s22s22p2 which means that generally
4 electrons are available for bond formation. Electrons in the 2s and 2p orbitals form
hybrids along the chemical bond, so that a carbon atom can bond to two (sp), three10
(sp2) or four (sp3) neighbors. This versatility renders carbon the fundamental basis for
organic chemistry and a building block of life. A carbon atom that is bound in graphene
has three in-plane neighbors and is sp2 hybridized, i.e. the two 2s and one 2p form three
hybrid orbital called σ orbitals. The resulting planar hexagonal structure is shown in
Fig. 1.5 (a). The three in-plane σ-bonds among the carbon atoms are rather strong and
have a covalent character. The remaining 2p orbital is oriented perpendicular to the lattice
and referred to as 2pz or pi orbital. There is only a weak overlap to the surrounding pi
orbitals, so that pi-electrons are delocalized in graphene. However, the valence pi-bond
substantially influences the electronic as well as optical properties and is therefore the
key player in the electronic structure.
The unit cell of the graphene honeycomb lattice is a rhombus comprising two carbon
atoms A and B as depicted by the green-shaded area in Fig. 1.5 (a). These two atoms
are inequivalent, i.e. not connected by one of the unit vectors ~a1 or ~a2. A and B atoms
are hence referred to as sublattices building up graphene [42]. The unit vectors of the
10Here, only single bonds are considered which means that all three sp2 σ-orbitals are connected to an
individual neighbor.
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1.2 Electronic and Vibronic Structure of Graphene
FIGURE 1.5: (a) Honeycomb lattice formed from carbon atoms of the two sublattices A and B. The green
shaded area represents the unit cell made up from the lattice vectors ~a1 and ~a2. The green, yellow and
red circles mark the nearest (B), next-nearest (A) and third nearest (B) neighboring carbon atoms that are
considered in third-nearest-neighbor tight binding (3NN TB) calculations as discussed in paragraph 1.2.2.
(b) The reciprocal lattice of graphene with the two lattice vectors ~b1 and ~b2. The dark purple shaded area
that resembles a hexagon marks the first Brillouin zone (BZ) of graphene. The solid purple lines denote the
high symmetry directions Γ−K −M and Γ−M − Γ.
hexagonal lattice have a length of a =
√
3a0 = |~a1,2| = 2.46 A˚, with a0 = 1.42 A˚ being
the C-C bond length. The coordinates of the unit vectors are given by
~a1 =
a0
2
·
(
3,
√
3
)
and ~a2 =
a0
2
·
(
3,−
√
3
)
. (1.1)
The reciprocal lattice vectors~b1 and~b2 are given by the condition~bi ·~aj = 2piδij and thus
read as
~b1 =
2pi
3a0
·
(
1,
√
3
)
and ~b2 =
2pi
3a0
·
(
1,−
√
3
)
. (1.2)
The first Brillouin zone (1st BZ) in the reciprocal space is the dark purple shaded hexag-
onal area in Fig. 1.5 (b). The symmetry points within the BZ of graphene are the zone
center Γ = (0, 0), a corner of the hexagon K = 2pi
3a0
(
1, 1√
3
)
as well as the center of a
hexagonal edge M = 2pi
3a0
(1, 0). As the unit cell comprises two carbon atoms A and B
from different sublattices, there are in turn two inequivalent K-points K and K′ that can-
not be connected by a reciprocal lattice vector. As will be shown in the next paragraph,
the six K-points build together the whole Fermi surface in graphene.
1.2.2 ELECTRONIC BAND STRUCTURE OF GRAPHENE
The electronic energy dispersion relation E(~k) of graphene can be calculated with a tight
binding approach (linear combination of atomic orbitals, LCAO) [25] that either uses pa-
rameters obtained from structural ab-initio calculations [80, 81] or is fit to experimental
results [5, 8, 82]. In the graphene unit cell we have two carbon atoms where each com-
prises one 1s, one 2s and three 2p orbitals which yields 10 atomic orbitals all together. The
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1s level in carbon atom is found almost 285 eV below the vacuum level and is therefore
considered not to contribute to low energy electronic properties. Although it is assumed
this level behaves as atomic level it was shown recently that also the 1s level in graphene
forms a band with a dispersion [83]. From the remaining 8 orbitals there are 6 forming
the rather strong and therefore high energetic in-plane σ bonds and in turn 6 bands. This
leads us to two orbitals that make up the weak out-of-plane pi bonds and therefore the pi
and pi∗ bands which govern the low energetic electronic properties in graphene. Hence,
we will focus on the electronic band structure of the pi bands in the following.
FIGURE 1.6: (a) 2D electronic dispersion of the graphene pi- and pi∗-bands in the 1st Brillouin zone. The
zoom shows the region around a K-point where valence and conduction band touch each other at the Fermi
level. Hence, the Fermi surface of Graphene consists of six points located at the inequivalent K and K′
points rendering graphene a semi-metal without continuous Fermi surface (adapted from [43]). (b) A cut
of the 2D pi-band dispersion along the high symmetry direction K-Γ-M-K’ showing an asymmetry between
the pi- and pi∗-bands due to a finite value of the overlap integral s.
Tight binding method
Within the tight binding approach to the electronic band structure as shown for the
graphene pi-bands in Fig. 1.6, the eigenfunction Ψl(~k, ~r) for a band with index l can be
written as a linear combination of n Bloch wave functions Φm(~k, ~r)11
Ψl(~k, ~r) =
n∑
m=1
Clm(~k) · Φm(~k, ~r)
with Φm(~k, ~r) =
1√
N
N∑
~Ra
ei
~k·~Ra · ϕm(~r − ~Ra) . (1.3)
Here, ~Ra denotes the atom position, ϕm is the atomic wave function in state m and the
index N accounts for the N unit cells in the solid. The coefficients Clm of the eigenfunc-
tion Ψl(~k, ~r) in (1.3) are to be determined by minimizing the eigenvalue El which is a
11The basic concept of the tight binding approach is here reproduced in short from [38]. For a more detailed
and accurate description the reader is referred to [38, 39].
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function of the coefficients Clm. This can be written as follows:
El(~k) =
〈Ψl| Hˆ |Ψl〉
〈Ψl|Ψl〉 and
∂El
∂C∗lm
= 0 . (1.4)
Inserting the expression for the eigenfunction Ψ from (1.3) into (1.4) and minimizing
the energy El leads to the equations for the coefficients Clm
N∑
m′
Hmm′Clm′(~k) = El(~k)
N∑
m′
Smm′Clm′ . (1.5)
The integrals over the Bloch wave functions (matrix elements) Hmm′ = 〈Φm| Hˆ |Φ′m〉
and Smm′ = 〈Φm|Φ′m〉 are named transfer integral matrices and overlap integral matrices,
respectively. These are usually expressed by the parameters γ as well as s and are obtained
experimentally or from ab-initio calculations. Defining a column vector for the Clm′
(m′ = 1 . . . N ) in (1.5) leads to the matrix form of the eigenvalue equation which can be
written as
Hˆ(~k)Cl(~k) = El(~k)Sˆ(~k)Cl(~k) . (1.6)
Transposing the right side of (1.6) leads to
[
Hˆ − El(~k)Sˆ
]
Cl(~k) = 0. Given that the
inverse matrix does not exist, we obtain the so-called secular equation
det
[
Hˆ − ESˆ
]
= 0 . (1.7)
Nearest neighbor tight binding and Dirac fermions
Considering the pi-bands in graphene we have two Bloch wave functions made up from
the 2pz orbital for the carbon atoms A and B of the unit cell. For simplicity, let’s con-
sider for now only nearest neighbor interactions. Thus, the integration in the components
HAA and HBB is just over a single atom which yields the orbital energy ε2p. For the
components HAB and HBA = H∗AB we have to consider the three nearest neighboring
B-atoms (green circles in Fig. 1.5 (a)) to an A-site with the vectors ~R1 = a02
(−1,√3),
~R2 =
a0
2
(−1,−√3) and ~R3 = (a0, 0). This subsequently leads to:
HAB = γ0 ·
(
e(i
~k·~R1) + e(i
~k·~R2) + e(i
~k·~R3)
)
= γ0 · f1(~k) . (1.8)
The parameter γ0 denotes the energy for in-plane nearest neighbor hopping and is given
by the integral 〈ϕA| Hˆ |ϕB〉. Likewise, the parameter s0 in (1.9) , given by 〈ϕA| Sˆ |ϕB〉,
represents the orbital overlap. The explicit forms of the transfer and overlap matrices, Hˆ
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and Sˆ, for the graphene pi-bands with nearest neighbor interactions are
Hˆ =
(
ε2p γ0 · f1(~k)
γ0 · f1(~k)∗ ε2p
)
, Sˆ =
(
1 s0 · f1(~k)
s0 · f1(~k)∗ 1
)
. (1.9)
From the secular equation (1.7) we the obtain the electronic dispersion for the pi-bands
by inserting the expressions for Hˆ and Sˆ from (1.9) as follows:
Epi(~k) =
ε2p ± γ0 · ω(~k)
1± s0ω(~k)
, (1.10)
with
ω(~k) =
√∣∣∣f1(~k)∣∣∣2
=
√√√√3 + 2 cos(√3ky · a0)+ 4 cos(3kx · a0
2
)
cos
(√
3ky · a0
2
)
. (1.11)
In Fig. 1.6 the electronic dispersion of the pi-bands as written in (1.10) is shown in the
whole first BZ and as cut along the high symmetry direction Γ−K−M . The minus (plus)
sign in equation 1.10 represent the pi valence (pi∗ conduction) band, respectively. Includ-
ing a non-zero overlap parameter s0 or additional neighbor interactions, the electronic
dispersion relation becomes asymmetric as shown in Fig. 1.6 (b) and hence, electron-hole
symmetry is only present in the close vicinity of the K-point.
The equations (1.10) and (1.11) describe the whole pi-band dispersion in graphene.
However, from this form it is not really evident that charge carriers in these bands behave
like massless Dirac fermions, i.e. follow a linear dispersion. It is thus useful to have a
closer look on the regions around the K-point as only there the bands are crossing the
Fermi level. Hence, we can rewrite (1.11) with ~k = ~K + ~δq as
ω(~k) =
√√√√3 + 2 cos(√3a0 · (Ky + δqy))+ 4 cos(3a0
2
· (Kx + δqx)
)
cos
(√
3a0
2
· (Ky + δqy)
)
.
(1.12)
Inserting the coordinates for K (K ′) and expanding the resulting sine and cosine terms
within expression (1.12) , one obtains
ω( ~K + ~δq) =
√(
3
2
a0 · δqx
)2
+
(
3
2
a0 · δqy
)2
+O( ~δq)
≈ 3
2
a0
√
(δqx)
2 + (δqy)
2 =
3
2
a0
∣∣∣ ~δq∣∣∣ . (1.13)
If we now insert (1.13) into (1.10) and neglect the overlap integral s0 for simplicity,
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the approximated dispersion relation of the graphene pi-bands in the vicinity ~δq of the
K-points can be written as
Epi( ~δq) = ±3
2
a0 · γ0 ·
∣∣∣ ~δq∣∣∣+ ε2p = ±vF ∣∣∣ ~δq∣∣∣+ ε2p . (1.14)
Here, vF denotes the Fermi velocity which gives the well-known value of vF ∼ c300 for
γ0 ≈ 3 eV. Furthermore, it becomes evident that the dispersion E( ~δq) is linear and hence
builds the so-called Dirac cones in the (kx, ky)-plane. Another remarkable difference
compared to quadratic electronic dispersion E( ~δq) = δq2/2m, with m being the mass
of an electron, is that vF in (1.14) does not depend on energy and is constant. The
electronic properties and the rich physics of Graphene are therefore distinctly different
from materials like Silicon or metals whose band structures are approximated by E ∝
E0 +O(~k2). It can also be shown that the linear dispersion in the vicinity of the K-point
exists if the TB model is expanded to higher order neighbor interactions [43].
third nearest neighbor tight binding
In order to fit the experimental data in this thesis obtained from photoemission mea-
surements in section 4.1 and section 4.4, we use a third-nearest-neighbor (3NN) tight
binding approach, that includes contributions from the sites marked in Fig. 1.5 (a). The
starting parameters are taken from DFT and GW calculations for graphite [81]. For the
pi-bands in graphene the transfer and overlap matrices can then be written as [81]
Hˆ =
(
ε2p + γ
2
0 · f2(~k) γ10 · f1(~k) + γ30 · f3(~k)
γ10 · f1(~k)∗ + γ30 · f3(~k)∗ ε2p + γ20 · f2(~k)∗
)
(1.15)
and
Sˆ =
(
1 + s20 · f2(~k) s10 · f1(~k) + s30 · f3(~k)
s10 · f1(~k)∗ + s30 · f3(~k)∗ 1 + s20 · f2(~k)∗
)
. (1.16)
1.2.3 PHONON DISPERSION IN GRAPHENE
An understanding of the lattice vibrations in graphene is of crucial importance, since these
govern heat and electrical transport and are important for superconductivity as well as op-
tical properties. Therefore, we introduce briefly the phonon energy dispersion relations in
graphene. Lattice vibrations in a crystal are described by quasi-particles called phonons.
If N is the number of atoms in the unit cell of a crystal, there exist in total 3N phonon
branches. In graphene or graphite we have two atoms in the unit cell and consequently six
branches. In a 3D crystal there are three acoustic branches which implies another three
optical phonons for graphite and also for graphene.
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The phonon dispersion relations can in principle be probed by inelastic scattering meth-
ods involving electrons (e.g. high-resolution electron energy loss spectroscopy HREELS) [84,
85], neutrons [86] or high energetic X-rays (IXS) [87, 88] and double resonance Raman
spectroscopy [89]. The latter two methods, however, are due to their bulk sensitivity
more suited for graphite. For graphene, HREELS has been used extensively in the past
as it was grown in-situ under UHV conditions on metal substrates as outlined below in
paragraph 1.3.2. Nevertheless, the experimental methods used especially for the phonon
dispersion relations in graphene (see Fig. 1.7 (a)) lack data of the interesting region be-
tweenK andM , where a Kohn anomaly manifests itself as fingerprint of electron-phonon
coupling [90]. Hence, there are several, partially contradicting, theoretical approaches to
describe this region accurately [91, 90, 92] or the analogy to 3D graphite [87, 88].
FIGURE 1.7: (a) Phonon dispersion relation of graphene along the Γ−M−K−Γ high symmetry direction.
Solid lines represent calculated results [91] whereas filled circles [85] and open squares [84] are obtained
from HREELS measurements. (b) Eigenvectors of iTO and LO phonons at Γ. (c) Kohn anomalies (“kinks”)
in phonon dispersion relation of graphite at Γ and K indicated by the red lines [(a) adapted from [91], (c)
adapted from [90]]
Fig. 1.7 (a) depicts the full phonon dispersion relation ω(~q) for graphene along the high
symmetry directions. Three branches, namely out-of-plane transverse acoustic (oTA),
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in-plane transverse acoustic (iTA) and longitudinal acoustic (LA), have their origin at Γ
(~q = 0) and show, apart from the oTA branch, a linear ~q dependence around Γ. The out-
of plane mode follows a quadratic behavior since it is a 2D phonon mode and because
of the rotational symmetry of graphite [38]. At higher energies around Γ three optical
phonon modes can be identified in Fig. 1.7 (a). Interestingly, the in-plane transverse optic
(iTO) and (in-plane) longitudinal optic (LO) phonon branches are degenerate at Γ and
form the E2G or G-mode at about 1590 cm−1 (198 meV ) in Raman-spectroscopy. The
eigenvectors of these modes are illustrated in Fig. 1.7 (b).
The symmetry of crystal structure of graphene12 naturally influences its electronic as
well as vibronic structure. Hence, in the phonon dispersion relation, degeneracies can be
found for the iTO and LO branches at Γ (E2G mode) and also at K for the LO and LA
phonons forming an E’ mode. These degeneracies are lifted in nanotubes due to the cur-
vature of the graphene sheet [39] or in graphite by doping with additional electrons [93].
The most striking features of the phonon dispersions are two Kohn anomalies of the LO
branch at Γ and the iTO branch at K which were reported from theory recently [90].
When comparing the two theoretical phonon dispersion relations in Fig. 1.7 (a) and (c),
the differences between a force constants model as used in (a) and DFT calculations used
in (c) can be directly seen by means of the slopes (red lines in Fig. 1.7 (c)) of the optical
branches at Γ and K. Those DFT calculations with Kohn anomalies give rise to a cou-
pling of the electronic structure to the LO and iTO modes at 1590 cm−1 (198 meV) and
1350 cm−1 (167 meV), respectively. However, as they are directly located at (Γ) or near
(K) a degeneracy, it is still a challenging task to observe Kohn anomalies in experiment
and was only recently achieved with state of the art IXS measurements [87, 88].
Regarding ARPES measurements of the electronic structure of pristine graphene and
graphite, electron-phonon coupling is hardly accessible in the electronic dispersion since
the Fermi surface and hence the available k-space is vanishingly small. Therefore, it is
common practice to increase the Fermi surface by adding electrons from alkali or alkaline
earth metals [19, 21, 17]. This shifts the Fermi level into the conduction band and the
interactions become visible as kinks in the spectral function which is introduced in further
detail in paragraph 2.3.3. However, the 1:1 relation of the predicted and observed Kohn
anomalies in the phonon dispersion to renormalization effects in the electronic structure
is highly non-trivial task. On the one hand, dopants itself or, in case of graphene, the
substrate [92] may influence the phonon dispersion and thus the Kohn anomalies. On
the other hand, ARPES experiments on graphite and graphene are not yet fully consistent
about the involved phonon mode(s) [21, 17, 94] and an agreement with theory remains
still an open topic.
12Graphene belongs to the P6 /mmm space group and has therefore six-fold rotational and mirror symmetry
at Γ (D6h) and three-fold symmetry at K (D3h) [70].
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1.3 GRAPHENE FABRICATION
As mentioned at the beginning of this chapter, routes to obtain graphene were already
present since the last century [28, 29, 30, 31]. The fact that this graphene was either
attached to a metal substrate or on top SiC and that it was studied in terms of film pas-
sivation or catalyst poisoning was truly not a big advertisement for this material. Thus,
not until 2004 was it possible to isolate high quality graphene on a dielectric substrate
and investigate its tantalizing properties [24]. The method that was used is referred to as
micromechanical cleavage:
One basically needs a graphite crystal or highly oriented pyrolytic graphite (HOPG)
and a piece of adhesive tape. Since graphite is a layered material consisting of numerous
stacked graphene sheets, it is clear that a portion will peel off the crystal when the adhesive
tape is pressed on graphite and then pulled off. This exfoliation procedure can be repeated
several times by pressing a piece of adhesive tape with graphite against a fresh piece
of tape and pull it off again. Finally, the ”last” piece of tape with a sufficiently thin
graphite film is pressed on a Si substrate that has a 300 nm thick oxide layer on top.
This is crucial as this oxide layer enables identification of appropriate flakes in an optical
microscope [24, 95].
FIGURE 1.8: (a), (b) electric force assisted exfoliation of graphite [96]. A patterned graphite is brought
onto the desired substrate and during contact a small voltage is applied. The charge accumulates only in
the first layers and thus promotes the exfoliation of only a few layers when the graphite stamp is removed
[adapted from [96]]. (c) Photograph of a graphene oxide paper made from chemically oxidized graphene
sheets [adapted from [97]].
Although this approach produces graphene flakes of very high quality and is indeed
rather simple and not to mention extraordinary cheap, it somehow lacks scalability to
let’s say wafer size and the identification of graphene in the microscope is like finding
the needle in the haystack. In the years following 2004 further approaches emerged to
produce graphene besides the already known synthesis methods which are discussed in
the following paragraphs 1.3.1 and 1.3.2. An approach that based on the mechanical
exfoliation of graphite is the so-called transfer-printing where SiO2 stamps are pressed
into graphite [98] or patterned graphite pillars as shown in Fig. 1.8 (a) and (b) are pressed
onto a substrate [99, 96]. Despite these approaches there is also the possibility to obtain
graphene by chemical exfoliation:
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Graphite can be oxidized in the presence of strong acids such as sulfuric acid H2SO4
and oxidants like potassium permanganate KMnO4 [100, 46]. Graphite oxide is thus
made up by graphene oxide sheets that are stacked at an increased interlayer distance
compared to graphite. The graphene oxide sheets are furthermore hydrophilic so that
water molecules can diffuse between the layers which is used in combination with soni-
cation to separated the single layers in solution [46]. The graphene oxide can be reduced
to graphene again by strong reductants like hydrazine N2H4 [101] or dimethylhydrazine
C2H8N2 [102]. It was also demonstrated that graphene oxide sheets can even be used in
composite materials [97, 46] like graphene oxide paper shown in Fig. 1.8 (c).
1.3.1 EPITAXY ON SILICON CARBIDE SIC
One of the oldest methods to fabricate graphene is is based on the evaporation of Si atoms
from the SiC surface and thus forming monolayer as well as few layer graphene [103,
28, 104, 105, 106, 107]. The advantage in comparison to exfoliation methods is clearly
the scale, since SiC is available in wafer size and graphene grows everywhere on the
substrate. SiC itself is furthermore insulating so that graphene electronic devices can be
fabricated directly without the necessity of a transfer as it is case for graphene grown on
metallic substrates [104, 105]. On the other hand however, SiC substrates are still quite
expensive and the growth of graphene requires either ultra-high vacuum (UHV) [104] or
inert gas atmosphere [107] as well as fairly high temperatures beyond 1000◦C.
SiC that can be bought commercially has several polytypes which differ in stacking of
the bilayers consisting of Si and C atoms and are categorized with the so-called Ramsdell
notation [109]. This notation uses a number and a letter to classify layer number and
lattice type of the unit cell. Thus, 6H-SiC refers to a hexagonal (H) lattice where the SiC
bilayer sequence is repeated after every 6 layers13. The surface of SiC has naturally two
polarities depending on the termination. It can either be Si-terminated which yields the
Si-face (0001) or carbon terminated with a C-face (0001).
Prior to the growth of graphene on SiC, the substrate is usually etched in hydrogen
atmosphere and subsequently annealed in UHV [111] or annealed in a pure Ar atmo-
sphere [107]. The growth process is then initiated by increasing the temperature to
1300◦C − 1600◦C in the corresponding UHV or Ar environment [104, 107]. In Fig. 1.9
the resulting graphene layers on SiC are shown. The AFM image in Fig. 1.9 (a) indicates
the terraces of the substrate which originate from the miscut of SiC. The corresponding
graphene layer which follow the surface morphology like a carpet can be directly seen in
low electron energy microscopy (LEEM) images as in Fig. 1.9 (b). The contrast in the
image furthermore allows for a determination of the number of layers [107]. Topographic
13The most commonly used polytypes of SiC for graphene growth are 4H-SiC and 6H-SiC. However, it
was also shown that graphene growth is possible on cubic SiC substrates [110].
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FIGURE 1.9: (a) Typical atomic force microscopy (AFM) image of graphene formed on 6H-SiC(0001) by
annealing in Ar atmosphere [107]. (b) Low electron energy microscopy (LEEM) image obtained from an
equivalent sample as in (a). The differences in contrast allow determining the number of layer spatially
resolved. Here large areas of the terraces are covered with graphene [(a) and (b) adapted from [107]]. (c)
Topographic scanning tunneling microscope (STM) images of graphene on SiC with monolayer (bilayer)
regions labeled 1L (2L). (d), (e) showing a zoom of monolayer and bilayer regions, respectively [(c)-(e)
adapted from [108]]. (f) Band structure of graphene on SiC measured by ARPES along a high-symmetry
direction. The interaction of graphene with SiC can be seen directly by means of a slight electron doping of
∼ 440 meV and hence a shift of the Dirac point ED with respect to the Fermi level EF [adapted from [12]].
scanning tunneling (STM) images shown in Fig. 1.9 (c)-(e) clearly highlight the honey-
comb lattice of graphene [108]. Since the SiC substrate already has high crystallinity, the
resulting graphene inherits this property so that it is possible to study the electronic band
structure with ARPES. The sharp pi-valence bands14 in Fig. 1.9 (f) along a high symmetry
direction indicate the long-range electronic order. However, there is still a significant in-
teraction with the underlying buffer layer as well as the SiC substrate [112]. This can be
directly seen by means of the intrinsic electron doping in Fig. 1.9 (f) that shifts the Dirac
point about ∼ 440 meV to higher energies [12] and a band-gap whose existence is still
debated [13, 113]. However, it has been shown that the intercalation of hydrogen at high
pressures and temperatures decouples both the carbon buffer layer as well as graphene
14As ARPES only probes occupied states, only the valence band can be accessed in the measurement.
Compared to the theoretical model only the valence band below the Dirac point is observed.
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rendering those quasi-free-standing in terms of reduced substrate interaction [114, 115].
1.3.2 CHEMICAL VAPOR DEPOSITION ON METAL SUBSTRATES
Another approach to graphene fabrication that was revived after 2004 is based on car-
bon segregation from the gas phase onto a thermally ”activated” metal surface. This
chemical vapor deposition (CVD) method is now largely used since the substrates for
growth can be simple foils which are quite cost effective [116, 117, 77], the graphene
can be transferred after the growth to arbitrary substrates and the scalability of this ap-
proach has simply no limits while the achieved quality is fairly high [118, 119, 116, 77].
Thus, graphene grown by CVD on metal substrates is a very promising approach regard-
ing industry based manufacturing [120, 77]. Despite the feasibility of graphene CVD
for industry and applications, it is also possible obtain exclusively monolayer graphene
which covers a whole metal(111) single crystal and shows a long-range electronic or-
der [29, 31, 121]. These samples which are usually prepared under UHV conditions allow
further studies of the electronic properties of graphene with methods like photoemission
spectroscopy [7, 122, 121, 5, 8, 6, 123] or STM [124, 125, 126, 127]. In the following the
CVD processes for metal films as well as metal(111) crystals will be introduced in further
detail, as this approach was utilized in this thesis.
CVD on metal films
FIGURE 1.10: (a)-(c) Schematic representation of graphene growth on a thin polycrystalline Ni film with
subsequent transfer. (d) Typical scanning electron microscopy (SEM) image of as-grown graphene. The
differences in contrast indicate already the presence of multiple graphene layers in some regions which can
also be seen in optical microscope images as in (e) and (f). (g) The transfer process allows putting the whole
graphene film onto flexible substrates. [(a-e) and (g) adapted from [118], (f) adapted from [119]]
In close analogy to the graphene growth on single crystal substrates, an approach was
established that (1) uses cheaper substrates and (2) does not need UHV conditions and
thus expensive equipment. As shown in Fig. 1.10 (a)-(c), the idea is basically to use
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Si/SiO2 substrate and evaporate on top of that a Ni film with a certain thickness [119, 118].
The substrate with the film is then put into a typical CVD reactor15 and after thermal
annealing in hydrogen atmosphere, the substrate is usually heated to∼ 1000◦C under flow
of the carbon containing reaction gas [119]. During this treatment the Ni film enriches
with carbon as the solubility is quite high for this metal [129]. When the process is
stopped and substrate cools down, carbon atoms are precipitated as graphene layers on
the surface. Thus, the number of layers depends on the temperature and the cooling
rate [119, 118]. The images from scanning electron as well as optical microscopes that
are shown in Fig. 1.10 (d)-(f) clearly show the graphene ”carpet” typically consisting of
patches with 1− 10 layers. After finishing the graphene growth, the substrate must be
further processed in terms of transferring the graphene as shown in Fig. 1.10 (b), (c) onto
a dielectric or flexible substrate in order to obtain device characteristics or the targeted
application [118, 77].
FIGURE 1.11: (a) Copper foil before and after graphene synthesis. (b) SEM and in the inset transmission
electron microscopy (TEM) images of graphene on Cu. (c) Optical microscope image of the transferred
synthesis result showing the predominance of monolayer graphene. (d) Graphene on Si/SiO2 and (e) a
glass substrate. (f) Raman spectroscopy of graphene obtained from Cu showing the absence of a defect
related D-line for mono- and bilayer graphene. [(a) adapted from the supporting material of [116]; (b)-(f)
from [116]].
The limited control of the layer number when graphene is precipitated from Ni films led
researchers to the idea of using copper instead [116]. Thin foils as shown in Fig. 1.11 (a)
15Usually such a reactor consists of a quartz tube with a furnace around and a gas inlet system with flow
controllers (see e.g. [128]).
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that can be bought commercially, are placed in a CVD furnace, annealed in H2/Ar atmo-
sphere and subsequently exposed to a carbon precursor at a temperature of about 1000◦C
for ∼ 30 min [116]. The SEM and TEM images in Fig. 1.11 (b) indicate from the con-
trast variation or by looking from the side in TEM that the spread in the layer number
is significantly lower compared to graphene on Ni films in Fig. 1.10 (d). The transfer
process of the as grown graphene onto arbitrary substrates as depicted in Fig. 1.11 (d)
and (e) is more or less the same although improvements regarding smoothness on a sub-
strate by adding further post-processing steps can be achieved [117]. Further insights into
the quality and amount of monolayer graphene can be obtained after the transfer proce-
dure as is shown in Fig. 1.11 (c) by means of a typical optical microscopy image. The
amount of monolayer graphene in the study from [116] is about 95% with 3-4% bilayer
graphene. The quality of the samples is usually verified by Raman spectroscopy as shown
in Fig. 1.11 (f), where the absence of the defect induced D-peak as well a G/2D ratio
of 0.25 are achieved in agreement with the graphene Raman ”benchmark” introduced in
paragraph 1.1.1. Consequently, this method has attracted much attention from industry
currently as the substrate is cheap, the growth takes place in ambient conditions and the
amount of monolayer graphene is dominating [77].
CVD on metal single crystals
The growth of a carbon overlayer or monolayer graphite was, as graphene on SiC,
already investigated before 2004 with surface science methods like low electron energy
diffraction (LEED), Auger spectroscopy or HREELS16 which indicates that these samples
had very clean adsorbate free surfaces and were examined in UHV [29, 131, 132, 31, 133].
The use of expensive single crystals with large terraces 17 further improved the long-range
electronic order. Since these conditions are technically quite demanding and far away
from being cost effective, graphene synthesis on metal single crystals substrates is more
interesting from a fundamental scientific point rather than being interesting for industry
production.
In contrast to the graphene growth procedure for metal foils, a single crystal is trans-
ferred into a UHV chamber and subsequently annealed [29, 121]. Once, the crystal is
clean, a carbon containing precursor is introduced into the chamber at pressures which are
still far below ambient conditions while the crystal is heated [29, 133, 6]. What happens
during the growth is illustrated for graphene on Ni(111) in Fig. 1.12 (a)-(d) as the time
evolution of the graphene C1s peak is observed with X-ray photoemission spectroscopy
(XPS) [6]. As introduced in section 2.2, XPS is sensitive to the chemical environment
16HREELS is short for High-resolution Reflective Electron Energy Loss Spectroscopy which probes exci-
tons and phonons on the surface [130].
17the width of the terraces usually depend on the roughness and miscut. Minimizing both increases the cost
above 1000 Euro for a crystal with 1 cm diameter.
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FIGURE 1.12: (a)-(d) time resolved graphene monolayer formation on Ni(111) by observing the evolution
of the C1s core level. Already several minutes after introducing the carbon precursor the surface is saturated
with one monolayer of graphene. (e) C1s core level spectra for graphene on different metal(111) substrates
compared to HOPG. Shifts in the peak position and additional peak components indicate the interaction of
graphene with the substrate. (f) Topography STM image of graphene on Ir(111) with the corresponding
band structure in (g) measured by ARPES. (h) STM topography of graphene on Ni(111) after intercalation
of Au which reduces the interaction with the substrate and restores the linear dispersion, i.e. Dirac fermion
behavior as measured with ARPES in (i). [(a)-(d) adapted from [6], (e) adapted from [121], (f) and (g)
adapted from [134], (h) and (i) adapted from [8]]
of present species which means that it is possible to distinguish between graphene, C-H
species or other carbon forms [135, 136]. As time goes on, the graphene C1s (labeled
”G”) becomes the dominating contribution to the spectrum whereas fragments from the
precursor (labeled ”F”) vanish as the surface is saturated. A growth of additional layers is
under these conditions not possible as the metal catalyst is saturated and the temperature
is with 500− 650◦C too low to start segregation [6].
The growth of graphene on other single crystalline materials like Ir(111) [30, 137, 138],
Cu(111) [139], Pt(111) [121] or Ru(0001) [140] can be achieved in a similar fashion
as described for Ni(111) although the necessary temperatures are higher. However, as
mismatch and interaction in terms of orbital mixing between graphene and underlying
substrate increases [121], the induced strain also becomes larger and thus the C1s core
level shifts to higher binding energies and even splits into individual peaks as shown in
Fig. 1.12 (e). An example for the lattice mismatch and substrate interaction is shown in
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the STM image in Fig. 1.12 (f) by means of moire´ pattern in the topography [134]. The
substrate interaction is further observable as so-called ”mini gaps” [134] in the graphene
band structure at the K-point shown inFig. 1.12 (g).
A successful approach to reduce the interaction with the substrate and sufficiently lib-
erate graphene from its host can be achieved by intercalating one monolayer Au into the
interface [7, 8, 123]. As it is shown in the ARPES measurement in Fig. 1.12 (i), the
Dirac fermion behavior is almost completely restored and the crossing of the pi- and pi∗-
bands is in the vicinity of the Fermi level [8] which renders graphene from an electronic
band structure point of view ”quasi-free-standing”. This approach is further outlined in
chapter 3 as it is used throughout this thesis to obtain high quality graphene samples for
functionalization.
1.4 FUNCTIONALIZATION OF GRAPHENE
This thesis is devoted to functionalization of graphene and investigation of the modi-
fied electronic properties with photo electron spectroscopy. The first question that may
arise might be why functionalization is carried out at all when graphene alone has so
many outstanding properties. The answer lies already in the question: to find new or
exotic properties like magnetism [141, 142] or superconductivity [14, 15], new graphene
based species [4], alternative ways to fabricate graphene [46] or further application fields
like gas sensors [143] or graphene as hydrogen storage material [144]. Another strong
argument for the interest in modified graphene can be found, if we have a look at the
graphene band structure which was introduced in section 1.2. It is evident that graphene
is a zero-gap semiconductor. However, regarding the application of graphene in conven-
tional field effect transistor devices, it is highly desirable to have a gap as it is then possible
to switch the device between an ”on” and ”off” state. A very common approach to induce
a band gap in graphene is the fabrication of graphene nano-ribbons (GNR), i.e. confining
graphene in one dimension and thus creating a kind of stripes [145, 58, 59, 60, 146]. The
size of the gap however does not solely depend on the ribbon width but also on the char-
acteristics of its edges [58] and therefore is it technically quite demanding to fabricate
identically performing devices from this approach.
An alternative route to induce a bandgap in graphene, is chemical functionalization with
covalent binding materials in order to break to symmetry between the two carbon atoms
in the unit cell18. The easiest possibility to achieve covalent functionalization is attaching
a hydrogen atom to one of the carbon atoms in graphene which leads to a re-hybridization
from sp2 to sp3 [3]. If every carbon atom carries a H-atom on top or bottom, respectively,
a fairly regular structure is created which is sketched in Fig. 1.13 (a). In this compound we
only have sp3 type carbon atoms and the band structure one would expect, was calculated
18A large number of functionalization options for graphene can be found in [48].
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FIGURE 1.13: (a) Sketch of fully hydrogenated graphene; the so-called graphane. (b) the calculated band
structure for graphane indicated a wide band gap at the Γ-point. (c) Band structure calculation for partially
hydrogenated graphene (1 H-atom on 32 C-atoms) showing a band gap at the K-point as well as a peculiar
spin separated hydrogen state aroundEF . (d) cuts of band structure cuts showing the Dirac cone around the
K-point from top (top row) and side view (bottom row). Upon hydrogenation the bands become broader
until (Anderson type) localization of charge carriers in the pi-band sets in. Although there is no band gap
and the Fermi surface is still intact, graphene turns into an insulator with localized electrons. [(a) and (b)
adapted from [3]; (c) adapted from [10] and (d) adapted from [11]].
by Sofo et al. and is depicted in Fig. 1.13 (b). It is substantially different from graphene
and exhibits a wide band gap at the Γ-point of about 3 eV [3, 147]. However, first transport
and Raman spectroscopy experiments that were conducted by Ryu et al. [148] as well
as Elias et al. [9] lacked the knowledge of the hydrogen coverage and therefore it was
unknown if graphane was actually achieved.
Nevertheless, it was also predicted for partially hydrogenated graphene that a signifi-
cant band gap of about 1 eV should exist [10]. This is furthermore accompanied by a pecu-
liar hydrogen derived state which has no dispersion and shows a pronounced spin splitting
as shown in Fig. 1.13 (c). The first direct measurement of a hydrogenated graphene band
structure was obtained from graphene on top of SiC by Bostwick et al. [11]. It can be
seen in Fig. 1.13 (d), that the pi-band of the intrinsically doped graphene with the Dirac
point being at ∼ 440 meV becomes broader as more and more hydrogen is attached to
graphene surface. Surprisingly, no band gap is opened up as suggested by theory [10],
instead a charge carrier localization was observed beyond a critical coverage [11]. Al-
though there is still an intact Fermi surface in the last upper viewgraph of Fig. 1.13 (d),
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electrons may be confined by the surrounding sp3-sites which in turn leads to localization
which further observed by an increasing resistance of the measured photo current [11].
Therefore, the situation when the work for this thesis started was that experiments de-
livered evidences for charge carrier localization [9, 11] whereas theoretical calculations
predicted a bandgap [10, 3, 147].
FIGURE 1.14: (a) As-grown graphene on a SiC substrate which is functionalized with Bismuth atoms in
order to achieve a hole doping as the Dirac point is shifted towards the Fermi level in (b). (c) Sketch
of the various possibilities to functionalize graphene directly during the growth by a Nitrogen containing
precursor. The N-atoms are incorporated into the graphene lattice as pyridinic sites or graphitic sites whose
fraction can be tuned via annealing. (d) Band structure of Nitrogen doped graphene measured by ARPES
showing the electron doping from the incorporated graphitic Nitrogen sites. [(a) and (b) adapted from [149];
(c) and (d) adapted from [150]].
Despite the possibility to functionalize graphene with additional covalent bondings to
materials like atomic hydrogen, there are also further approaches to alter the band struc-
ture. For graphene grown on SiC it was shown that application of Bismuth introduces a
hole doping shifting the Dirac point towards the Fermi level as shown in Fig. 1.14 (a) and
(b). This ionic functionalization19 offers the possibility to shift the Fermi level in graphene
into the valence or conduction band depending on the choice of dopant. As stated above,
this allows for studying fundamental interactions [12] or may even induce new fascinating
effects like superconductivity [15]. Graphene can also be functionalized already during
CVD growth by choosing an appropriate precursor [151, 150] as shown in the sketch of
Fig. 1.14 (c). Nitrogen is mainly incorporated into the graphene lattice as pyridinic (open
ends) and graphitic (C-atom replaced) sites. The graphitic Nitrogen sites induce a slight
electron doping which can be seen at the presence of the conduction band in an ARPES
measurement shown in Fig. 1.14 (d). Furthermore it is possible to functionalize graphene
after fabrication with e.g. Nitrogen by exposing it to reactive gases containing N [152].
However, the possibilities to find other attractive materials which modify the electronic
structure of graphene or even create new and exotic composite materials seem to be almost
unlimited.
19Ionic functionalization refers to the type of bond character that is formed. In this case, only the charge is
donated (accepted) to (from) the material without significantly changing bond lengths, angles, etc.
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SPECTROSCOPY
A very common introduction to motivate the use of photoemission spectroscopy (PES) is
the fact that it directly probes the electronic structure of a solid. However, other meth-
ods like scanning tunneling microscopy or transport spectroscopy also deliver important
insights into a material’s electronic properties by probing the (local) density of states. In
order to give a more detailed answer to the question why photoemission spectroscopy is an
outstandingly fruitful and elegant way to characterize a sample, one needs to consider that
physical properties of a solid are substantially governed by its vibrational and electronic
properties. Vibrational properties are commonly investigated by optical spectroscopies
(e.g. Raman, Infrared), neutron diffraction or inelastic x-ray scattering, yielding a rather
detailed understanding of the phonon dispersion curves. However, regarding the electron
dispersion or electronic band structure the situation was completely different until the first
dispersion curves were measured using PES which dates back to the 1980s. Driven by
the possibility to directly compare band structure calculations with experiment and the
discovery of high temperature superconductivity, PES has been continuously developed
concerning instrumental diversity and resolution as well as data analysis and interpreta-
tion. Therefore, PES is today the method of choice to study the electronic dispersion in
solids and as we will introduce within this chapter the chemical environment of atoms
in the sample as well as many-body interactions. Within the framework of this thesis, I
will only give a compact overview about the two most often used spectroscopic methods
(XPS and ARPES), so that the reader may follow the given results and interpretations
gathered in chapter 4. This overview has not the aim to offer a complete and detailed
essay on photoemission spectroscopy, so that the reader is at this point referred to litera-
ture [153, 136, 154, 155]. In the beginning we restate the basic principle and underlying
models of PES, before introducing x-ray and angle-resolved photoemission in detail.
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2.1 PRINCIPLE OF PHOTOEMISSION
All kinds of photoemission spectroscopy are based on the same physical effect which was
observed by Hertz back in 1887 [156] and later on interpreted by A. Einstein [157]; the
photoelectric effect1.
FIGURE 2.1: General principle and geometry of a (angle-resolved) photoemission experiment [adapted
from [136]].
In Fig. 2.1 the general process and geometry of the light induced electron emission is
depicted. Herein, photons of a specified energy E = h · ν penetrate the sample surface
and excite an electron with a binding energy EB of the valence band or in case of x-rays
even electrons from the core levels as it is illustrated in Fig. 2.2 (a). If the provided energy
is high enough to overcome the work function Φw of the solid, the electron will enter the
vacuum with a kinetic energy Ekin and a certain momentum k (related to the emission
angle ϕ) which can be subsequently detected in a hemispherical electron energy analyzer.
The photoemission process can therefore be described by the following relation
Ekin = h · ν − Φ− EB . (2.1)
1A. Einstein received the Nobel prize in 1921 for his discovery of the law of the photoelectric effect
amongst others.
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2.1.1 THREE STEP MODEL
Although the basic photon-in-electron-out-principle is quite instructive, it is obviously
not the whole story. A first approximation to describe the complete photoemission event
and estimate the photoelectron intensity is the three step model [158, 136]. It splits the
process into three consecutive parts which do not influence each other; namely optical
excitation, propagation to the surface and transition of the excited electron from the solid
into the vacuum. It should be noted that this model has several limitations and is therefore
regarded as a simple picture [159, 160] compared to the more accurate one step model
that is used in current numerical calculations [161]. Nevertheless, the three step model
is still of great value to provide intuitive insights into the photoemission process and a
widely used approach to predict the intensity of emitted electrons.
FIGURE 2.2: Excitation schematics and Three step model of Photoemission. (a) Optical transition of an
excited electron from the valence band or core level into the vacuum. (b) The photoemission process sepa-
rated into three individual and independent steps: (1) optical excitation of electrons; (2) propagation to the
surface introducing inelastic scattering and therefore an additional background from secondary electrons;
(3) transition of electrons from the solid into the vacuum [adapted from [136]].
In the following the single steps shall be introduced in more detail as they give an
illustrative picture of what is actually measured in a typical photoemission spectrum.
Absorption and Excitation
In the single particle picture which neglects many-body interactions among quasiparti-
cles in a solid, an electron is excited from its initial state |i〉 (|Ψi〉) into an unoccupied final
state |f〉 (|Ψf〉) which is energetically above the vacuum level. At this point it should be
noted that the model completely neglects the surface of the solid which breaks the trans-
lational symmetry in one spatial direction. Therefore, initial and final eigenstates can be
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described by Bloch waves
|Ψi,f〉 = Ψν,~k(~r) = uν(~r) · ei
~k·~r , (2.2)
where ~k represents the quasi-momentum of the electron, ν is a zone number and uν(~r)
is a periodic in the lattice function and its concrete form depends on the effective potential
V(~r). Let us consider the incoming light as a small perturbation of the system. Within
time dependent perturbation theory the transition probability from an initial to a final state
is proportional to the matrix element of the perturbation operator ∆ between these states.
This relation is well known as ”Fermi’s golden rule” and given as
Wi→f =
2pi
~
· |〈f |∆ |i〉|2 · δ(Ef − Ei − ~ω) , (2.3)
where the perturbation operator in the electromagnetic field can be written as
∆ =
e
2mc
·
(
Apˆ + pˆA− eΦ + e
2
2mc2
A2
)
. (2.4)
Herein pˆ defines the momentum operator, whereas A and Φ represent the vector and
scalar potential of the electromagnetic field, respectively. Equation (2.4) can be simplified
if we neglect the term which is quadratic in A. This is usually justified, since light sources
at synchrotrons or in the lab operate at modest intensities in the linear optics regime. If
we further neglect surface induced fields and assume that only the bulk photoemission is
the predominant contribution to the photocurrent, the term divA (from expanding pˆA) is
zero. For a photon described by a plane wave with wave vector ~q and with substituting
(2.2) and (2.4) into equation (2.3) we can write
Wi→f ∝
∣∣∣〈uνf , ~kf (~r)ei ~kf~r|A0ei~q~r · ∇ |uνi, ~ki(~r)ei~ki~r〉∣∣∣2 · δ(Ef − Ei − ~ω)
= . . . = |Mf,i|2 · δ(~q + ~ki − ~kf ) · δ(Ef − Ei − ~ω) ,
(2.5)
where |Mf,i|2 corresponds to the one-electron dipole matrix element andEf = Ef (N) =
Ef (N − 1) + EKin. When using photon energies below 100 eV , the momentum ~q of the
photon becomes negligibly small compared to the size of a typical Brillouin zone so that
we deal in this regime with ”vertical” optical transitions which means ~ki = ~kf .
Propagation to the surface
After the electron has been excited by the incoming photon, it is, phenomenologically
speaking, travelling to the surface of the sample as it is illustrated in Fig. 2.2 (b). The prop-
agation of this excited state can be regarded as an electron mean free path λMFP which is
mainly limited by inelastic scattering due to electron-electron as well as electron-phonon
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interactions. These interactions contribute a continuous background to the measured pho-
toemission intensity as is illustrated in Fig. 2.2 (b). Experimental investigations of the
mean free path or escape depth show a general behavior for different materials that were
studied [162].
FIGURE 2.3: Electron escape depth as function of the kinetic energy. Within the valence band photoemis-
sion regime from ∼ 20 eV to 100 eV, only electrons close to the sample surface can escape into vacuum
[adapted from [136]].
This so called universal curve is shown in Fig. 2.3 and has a pronounced minimum of
∼ 5-10 A˚ in the typical energy region of ARPES from 20-100 eV. The small electron
escape depth renders photoemission spectroscopy, especially ARPES, a highly surface
sensitive technique and therefore technically demanding concerning vacuum conditions.
Transition into the vacuum
When excited photoelectrons reach the surface, they penetrate it overcoming the work-
function Φw of the material and enter the vacuum as shown in Fig. 2.2 (b). However
at this step which directly involves the surface it is important to consider the symmetry
breaking perpendicular to the surface if a three dimensional material with a dispersion in
kZ direction is studied.
The determination of electronic dispersion in z-direction implies knowledge of the
crystal inner potential V0. This quantity can be obtained from experiment [163] or by
fitting the experimental dispersions to theoretical models [81]. However, the extraction of
the ~kz dispersion can be a highly challenging task, so that the true power of an ARPES
measurement can be demonstrated best by using materials that are two dimensional, e.g.
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Graphene or quasi-2D materials with a very weak ~kz dispersion. The following equa-
tion together with (2.1) are the most frequent used relations concerning the data analysis
procedure after a (angle-resolved) photoemission measurement:
~k|| =
√
2 ·me
~2
· EKin · sinϕ ≈ 0.511 ·
√
EKin · sinϕ . (2.6)
In this context, ϕ denotes the emission angle as depicted in Fig. 2.1, which is the angle
between the surface normal of the sample and that of the analyzer.
2.1.2 BINDING ENERGY AND WORK FUNCTION
FIGURE 2.4: (a) schematic illustration of the sample-analyzer combination in a photoemission experiment.
(b) typical photoemission spectrum from the Fermi Energy at 0 eV to the secondary electron cutoff. (c)
separating sample and analyzer cutoff by applying a bias voltage. [(b) adapted from [164]].
Looking to equation (2.1) the reader might immediately ask whether the measured ki-
netic energy can be related to the work function ΦS of a material, given that the binding
energy (e.g. of a core level) is known. The answer to this question is no, because what
is measured in reality is the kinetic energy of the electron in the analyzer and is there-
fore related to the work function ΦA of the analyzer. This is schematically illustrated
in Fig. 2.4 (a). During a typical photoemission experiment sample and spectrometer are
usually at the same electrostatic potential. This yields an alignment of the Fermi levels
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in both sample and spectrometer but a difference regarding the work functions ΦS − ΦA.
Assuming that the work function of the analyzer is smaller as depicted in Fig. 2.4 (a),
electrons are accelerated when they enter the detector and the whole spectrum is shifted
to higher kinetic energies. We can therefore rewrite equation (2.1) as follows
EKin = h · ν − EB − ΦS + ΦS − ΦA = h · ν − EB − ΦA . (2.7)
If we want to determine the work function of a given material2 which is a common
task in the investigation of interfaces [164] we need to measure the whole spectrum up to
the secondary electron cutoff as shown in Fig. 2.4 (b). In case of a metallic sample, the
spectrum starts with the Fermi edge at 0 eV and ends at the point where electrons with
almost zero kinetic energy leave the sample. The work function of the material can now
be determined by subtracting the width of spectrum W from the photon energy. However,
there is a further catch, since electrons that enter the analyzer also generate secondaries
which may overlap with the intrinsic cutoff of the sample.
To circumvent this problem, it is common practice to apply a bias voltage to the sample
in order to put it at a different potential. As it is shown in Fig. 2.4 (c), the measured spec-
trum of the sample is now shifted in kinetic energy by the applied bias but the contribution
from analyzer secondaries remains at the same energy. In other words we separate sample
cutoff from analyzer cutoff, which in turn leads to the work function of the material [166].
2.1.3 LIGHT SOURCES
Prior the excitation of electrons in a sample, a light source is required which produces an
enormous number of photons with a certain well defined energy and in the ideal case small
beam spot in the ∼ µm range. In the lab this job is done by a He-resonance lamp for the
ultra-violet regime and a (monochromatized) x-ray tube. In a He-resonance gas discharge
lamp3 excited He atoms in a generated plasma emit photons with characteristic energies
of hν = 21.2 eV (HeI) and hν = 40.8 eV (HeII). Although the linewidth of the light can
be narrowed down to a few meV, these sources only have two distinct energies available
and the beam spot is usually in mm range. Another light source which can be utilized
for photoemission is synchrotron radiation. Its energy can be continuously tuned over a
wide range of the spectrum, the brilliance4 exceeds that of a laboratory source by more
than two orders of magnitude and beam spot can be narrowed down to a few µm. Hence,
2The work function of a material can also be determined by other methods such as Kelvin Probe force
microscopy [165] which is based on the atomic force microscopy principle. Although this method is
more feasible and faster, it is only possible to obtain relative values for the work function while a PES
measurement gives absolute values.
3the IFW lab is (yet) equipped with a high flux He-resonance lamp Gammadata VUV5000 with an attached
monochromator VUV5040 from VG Scienta
4The brilliance of a light source describes both, the brightness (number of photons per second and area for
a given energy), and the angular spread of the beam.
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synchrotron radiation is a highly versatile light source for photoemission spectroscopy of
the valence band as well as the core levels.
FIGURE 2.5: Schematic drawing of the Elettra electron storage ring which provides the high-brilliance
polarized light. Electrons are ramped up to almost speed of light in the linear accelerator ”Linac” and
booster and are then forced on a circuit by strong magnets in the storage ring. Tangential to the ring there
are beamlines attached (steel tubes in which the synchrotron light is directed) which are optimized to a
specific research aspect by choice of monochromator and experimental end station. [pictures reproduced
from the Elettra homepage http://www.elettra.trieste.it].
In Fig. 2.5 a sketch of storage ring is depicted. The principle of photon production is
based on high energetic5 charged particles (in most light sources electrons are used for this
purpose) which are forced on a circuit by magnets and thus they are accelerated perpen-
dicular to direction of motion. Therefore, the circulating electrons emit electromagnetic
radiation in the hole spectral range up to the hard x-ray regime6 since every beamline of a
synchrotron is passed by the fast particles in a very short time which in turn creates a wide
band light pulse7. In order to achieve an extraordinary brilliance and narrow linear polar-
ized light beam, at most beamlines electrons are passing an undulator (insertion device),
a linear array of dipole magnets. Depending on the choice of monochromator, different
spectral ranges are accessible8.
2.1.4 THE ELECTRON ENERGY ANALYZER
After the photo-excited electrons left the sample with a certain kinetic energy at a de-
fined emission angle, one needs an energy dispersive element coupled with a detector that
counts the incoming electrons. In Fig. 2.6 (a) the principle of energy dispersion is shown
in a hemispherical analyzer, which is commonly used in photoemission setups.
5Usually electrons are accelerated close to the speed of light
6The photon energy depends on the electron energy in the storage ring. Hard x-rays are available e.g. in
SPring-8 synchrotron (electrons with 8 GeV) in Japan
7An introduction to the light production at synchrotrons can be found in the ”primers” section at
http://www.lightsources.org/ and esp. for Elettra at http://www.elettra.trieste.it/visitors/vtour p01.html
8see e. g. beamlines at Bessy in Berlin http://www.helmholtz-berlin.de/user/photons/index en.html or at
Elettra http://www.elettra.trieste.it
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FIGURE 2.6: Principle of an electron energy analyzer. (a) Schematic drawing with the two limiting hemi-
spheres of radii R1 and R2 and at different potential. Electrons are separated in a window of ±∆E at the
exit slit. (b) A recorded graphene spectral function as function of Energy and emission angle as seen in the
slit image for horizontal slit alignment.
Electrons that enter the analyzer were previously emitted from the sample under certain
angles and energies, so that it is necessary to sort the vast number of incoming electrons.
At the first stage an electrostatic lens array decelerates and focuses the electrons on the
entrance slit. According to the sketch of this slit in Fig. 2.6 (b), the width of the entrance
slit limits the electron emission angles that can pass into the hemispheres and therefore
define the acceptance angle of the analyzer. The height9 can be modified using different
slits from an incorporated carousel, which influences the energy resolution and photoe-
mission intensity. Electrons that passed the entrance slit are deflected in the electric field
between the two hemispheres as it depicted in Fig. 2.6 (a). The higher energetic electrons
are thereby dragged towards the outer sphere whereas the slower electrons are deflected
towards the inner sphere. Finally, the particles that are now sorted in energy and angle are
passing the exit slit and hit the small compartments of a multi-channel-plate (MCP) where
every electron generates a photon that is multiplied and then detected by a CCD camera.
MCP and camera define the 2D detector and depending on the applied imaging mode it is
possible to directly observe the electronic dispersion as it is outlined in Fig. 2.6 (b).
In the following two sections we want to introduce the two central photoemission spec-
troscopy types which were intensely used in the framework of this thesis. The focus is
thereby not only on a deeper theoretical treatment, but also on a general and application
oriented view.
9The height is usually referred to as the slit width or aperture. Here height is used to clarify the concept
of the acceptance angle.
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2.2 X-RAY PHOTOEMISSION SPECTROSCOPY
X-ray10 photoemission spectroscopy (XPS) which is often also referred to as ESCA11
(Electron Spectroscopy for Chemical Analysis) is one of the standard methods to in-
vestigate the chemical composition and the electronic structure of solids, surfaces and
interfaces. The spectra obtained from core levels can be compared with tabulated ref-
erences12 [135, 167] to determine the element and the lineshape gives insights into the
effective charge distribution around the specific element. However, photoemission pro-
duces a final state which lacks one electron compared to the initial state. Therefore it
is obvious that a measurement gives us final-state energies which can be related to initial
state energies after theoretical considerations. The deviation between initial and final state
energies depends on many-body interactions in the solid and the relaxation process of the
hole state itself. Thus PES probes the difference between the total energies of the initial
state with N electrons EI(N) and the final state with N − 1 electrons Ef (N − 1). The
obtained binding energy EB = Ef (N − 1)− EI(N) depends on several terms and reads
as [168, 136]
EB ∼ EatomB + ∆Echem + ∆Erelax . (2.8)
Here, EatomB represents the binding energy of the isolated atom which cannot be mea-
sured, ∆Echem is the chemical shift, that accounts for the interaction with the chemical
surrounding of the atom from which the photoelectron is emitted and ∆Erelax corresponds
to binding energy corrections due to many-body interactions and relaxation processes of
the photohole. In the following the relaxation energy as well as the chemical shift will
be introduced, which will be the dominant influences on the XPS spectra of functional-
ized graphene as will be shown in chapter 4. A more detailed discussion of each binding
energy contribution can be found in [168, 136, 155].
2.2.1 CHEMICAL SHIFT & RELAXATION ENERGY
In principle one can distinguish between initial state effects and final state effects. The
former influences the binding energy of the initial state such as the chemical shift. In order
to explain the sensitivity of XPS for the chemical environment of an atom in a compound
let us consider the example of an alkali metal and its oxide [136]. In the pure metal the
core electron is surrounded by electrons that form the valence and conduction bands. In
10W. C. Ro¨ntgen was awarded the first Nobel prize in physics in 1901 for his discovery of the ”remarkable
rays subsequently named after him”
11for their discoveries and contributions to Electron Spectroscopy of Atoms, Molecules and Condensed
Matter, Manne and Kai Siegbahn were awarded the Nobel Prize in physics 1924 and 1981, respectively.
12a very detailed and large database on binding energies for elements and compounds can be found at the
National Institute for Standards and Technology (NIST): http://srdata.nist.gov/xps/Default.aspx
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case of photoemission the electrons from the valence band can screen the nucleus and the
emerging core hole. However, in the oxide case the valence band electrons are donated
to oxygen. In turn the core electrons ”feel” a stronger Coulomb interaction with the core
which then reduces their kinetic energy after photoemission. Therefore, the observed core
level signal from the metal oxide appears at higher binding energy compared to the pure
metal.
FIGURE 2.7: Chemical shift in the C1s core-levels of two molecules indicating the different bond-
ing environments of carbon atoms which directly affect the measured binding energies. (b) Final state
effects in XPS. The relaxation process of the core hole influences the lineshape and binding energy.
[ adapted from [136]].
In chemistry, measured binding energies are often related to a charge on the atom in
a molecule or compound. In this picture, if the positive charge on the atom increases,
the binding energy will also be higher and vice versa. In principle, the chemical shift
can be related in a simple view to the difference in electronegativity. This can be seen in
Fig. 2.7 (a) where the C1s core level signal for two molecules is depicted. The multiple
C1s lines indicate the different bonding environments and therefore different core hole
screening abilities of the carbon atoms. In ethyl trifluoroacetate there are 4 chemically
different carbon atoms. The highest binding energy is observed for the C-atom which is
bound to three fluorine13 neighbors, the element with the highest electronegativity. As
a consequence, the electron charge density is shifted to fluorine which results in an in-
creased effective atomic number for the 1s electron of carbon [168, 136]. As a rule of
thumb the effects caused by chemical shift are in the range from a few meV up to several
eV.
In addition to chemical shift, there are also final state effects since the core level elec-
tron which is excited is part of a many-body system with N electrons. As already stated
in the beginning the binding energy can be defined as the total energy difference between
13the difference in electronegativity between carbon and fluorine is ∼ 1.5 [136]
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the final state Etotalf (N − 1) of the N-1 electron system and the initial state Etotali (N)
Etotali (N) + h · ν = Etotalf (N − 1) + Ekin + Φ
h · ν − Ekin − Φ = Etotalf (N − 1)− Etotali (N)
EB ≡ Etotalf (N − 1)− Etotali (N) .
(2.9)
The binding energies for the final state can be approximated by starting from the ground
state energies and correct them by the relaxation energy. A frequently used method to
determine binding energies utilizes the Koopmans’ theorem [169]. It is based on the
assumption that the energy difference between initial and final state can be deduced from
Hartree-Fock wave functions for the corresponding states. Then, the Koopmans’ binding
energy k is just the negative Hartree-Fock energy for the orbital k as depicted in the first
graph of Fig. 2.7 (b). However, this still neglects the fact that after photoemission from
the orbital k all the other orbitals will ”readjust” to this perturbation, which is accounted
for by the relaxation Energy ∆Erelax.
In Fig. 2.7 (b) two possible scenarios are shown which represent the limiting cases
of an adiabatic removal of the excited electron, so that electron and ionic N-1 system
are in equilibrium and the sudden approximation, in which the electron is instantly re-
moved [136]. In the adiabatic case, the photo electron inherits the relaxation energy and
is therefore only shifted to lower binding (i.e. higher kinetic) energies since the other elec-
trons reach a new lower energetic ground state in the system with an increased effective
nuclear number. This assumption is due to large time scale for the equilibrium condition a
rather poor one. For the sudden approximation the photo electron is only partially shifted
by the relaxation energy as the N-1 electron system might still be in an excited state and
not yet fully relaxed. This may lead to satellite peaks (e.g. plasmon excitation [170]) and
asymmetric lineshapes (e.g. electron-hole pairs in metals [171]) in photoemission spectra.
2.2.2 LINESHAPES & BACKGROUNDS
A measured XPS spectrum can be divided into primary and secondary spectrum as shown
in Fig. 2.8. The latter results from inelastic scattering processes of photoexcited electrons
which contribute to higher binding energy side of a peak. The primary spectrum contains
the desired information about chemical composition, concentration and electronic prop-
erties of a substance. In order extract these valuable characteristics it is necessary first to
find a suitable background which is usually subtracted from the raw spectrum and second
approximate the measured peaks by a mathematical function to derive intensity, binding
energy, number of components as well as the line width.
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FIGURE 2.8: Typical fit procedure for a raw core level spectrum. (a) Subtraction of a suitable background
(here a step-like Shirley background was used). (b) In a second step the background corrected spectrum is
fitted by synthetic curve which includes all individual peak components (here a one peak Voigt profil was
used to account for Gaussian instrumental broadening). [ adapted from [164]].
secondary electron background
The subtraction of a background from a raw spectrum is a quite delicate procedure
since it directly influences the spectral weight, i.e. the peak area and therefore all derived
characteristics. Hence, the careful choice of a suitable background is crucial14. In fact,
there are several types of secondary electron backgrounds that can be considered [172,
173, 174]. In the following we will introduce the Shirley algorithm [172] and the basic
linear background which were used throughout this thesis.
• linear background
The most basic method to correct for the secondary electron contribution in a mea-
sured XPS spectrum is the subtraction of a linear background. Therefore, one con-
nects two points Emin and Emax, which are somewhat arbitrarily chosen on the left
and right side of a peak, by a straight line which has a certain slope. However, this
method certainly lacks accuracy and is quite arbitrary, but can still be used for a
quick and rough analysis. Furthermore it can be combined with other backgrounds,
e.g. when the measured kinetic energies fall in the onset of secondary electron
cutoff.
• Shirley background
An extensively used algorithm which is also implemented in various fit programs15
is the Shirley background [172, 175]. It is assumed that the background intensity
due to inelastic scattering of electrons increases at the peak center energy for going
14A brief introduction into background subtraction and peak fitting procedures can be found at
http://www.casaxps.com/help manual/manual updates/peak fitting in xps.pdf
15XPSPEAK 4.1, Origin 8.5, etc.
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to higher binding energies. This leads to a smooth step like function which is shown
in Fig. 2.8 (a). The method is iterative (usually converges after a few steps) and
starting from a constant background BS,0(E˜) in the 0th step we can write for i− th
step
BS,i(E) = k
∫ +∞
E
dE˜
(
I(E˜)−BS,i−1(E˜)
)
. (2.10)
Here I(E˜) denotes the measured intensity at the binding energy E˜ and k is a con-
stant related to the inelastic energy loss cross section [175].
lineshapes
Core electrons are generally well localized and therefore do not participate in chemical
bondings. Hence, one would expect that core level signals in a spectrum are sharp peaks.
However, several effects are broadening these lines and influence the shape of the peak
besides chemical shifts. In principle there are four main sources for line broadening which
are (1) the intrinsic linewidth of the light source, (2) the finite resolution of the analyzer,
(3) temperature induced broadening (∼ 25 meV at 300 K) which is mostly negligible in
XPS and (4) the natural linewidth of peak which is related to the lifetime of the excited
state [136, 155]. The first two points are referred to as instrumental broadening which can
be described a symmetric Gaussian line profile.
A commonly used line shape in XPS data analysis is the so called Voigt-profile16 which
is a convolution of a Gaussian and Lorentzian line profile [176] and reads as
I(E) = (G× L)(E) ∝
∫ +∞
−∞
G(E˜)L(E − E˜)dE˜
G(E) =
e−E
2/(2σ2)
σ
√
2pi
L(E) =
γ
pi(E2 + γ2)
. (2.11)
G(E) and L(E) represent the Gaussian and Lorentzian contributions, respectively. σ
identifies the instrumental broadening in the peak profile while γ is related to natural
intrinsic linewidth of the measured feature.
If the investigated material is a metal, a significant asymmetry in the spectrum in direc-
tion of higher binding energies can be observed. The origin of this asymmetry is attributed
to the electron density of states close to the Fermi level which leads to further excitations
as the photoelectron leaves the sample and the photohole is screened by the surrounding
16proposed by Woldemar Voigt in ”Lehrbuch fu¨r Kristallphysik”, Teubner, 1928
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valence electrons [171, 177, 178, 136]. The asymmetry was described in a functional
form by Doniach and Sunjic [171] and can be written as
I(E) =
Γ(1− α)
(E2 + γ2)(1−α)/2
· cos
(piα
2
+ θ(E)
)
(2.12)
with Θ(E) = (1− α) arctan(E/γ) . (2.13)
Here, Γ denotes the Gamma function17 and α refers to the asymmetry parameter. For
α = 0 the spectrum is reduced to Lorentzian of linewidth γ. The maximum position of
the measured spectrum depends on α and is given by
Emax = γ cot
(
pi
2− α
)
. (2.14)
The asymmetry parameter α is an indicator of the metallicity of the system and typically
ranges between 0.02 < α < 0.3 [179, 180, 136] for metals and α = 0 for semiconductors
and insulators. At this point it should be noted that the integral in the Doniach-Sunjic
lineshape stated in (2.14) diverges, so that normalization procedures are necessary to
circumvent this problem or one uses a similar lineshape proposed by Mahan [178].
measurement & fitting procedures
In general there is no easy and ”given” way to obtain good spectra and a reasonable fit
that allows one to derive all the intrinsic information which are hidden in a measured raw
spectrum. In the following we will briefly sum up some of the gathered experiences and
advices which accumulated during the years of work for this thesis.
• In order to get an idea of the instrumental broadening in a XPS measurement, it is
always useful to measure the valence band including the Fermi edge. From a fit of
the broadened edge the resolution can be estimated.
• It is very helpful to gauge the (binding) energy scale from time to time by using a
reference signal from a bulk sample, e.g. Au4f core levels from a Au foil or crystal.
This prevents artificial energy shifts due to instabilities in the lightsource and/or the
monochromator.
• If a measurement is taking place at a synchrotron beamline, it is sometimes useful
to use sufficiently low excitation energies since this may increase the resolution. In
case of carbon C1s it is reasonable to apply energies between 350-450 eV which
yields a much better resolution than e. g. 1000 eV. However, it also highly depends
on the purpose of the measurement.
17the Gamma function reads as Γ(z) =
∫∞
0
tz−1e−tdt
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• Regarding the fit procedure itself, a useful routine may be one that is iterative. This
means in a first step one just uses a linear background and applies a quick fit with
the according line profile which is very beneficial if the measurement is still in
progress and a decision needs to be made how to proceed with a sample. In fur-
ther steps a more appropriate background should be used (linear, Shirley, Tougaard,
modifications of Shirley or Tougaard) and the peak components should be checked
for physically consistent parameters. If some parameters don’t make sense at all,
than there might be an additional peak component not yet considered or the back-
ground needs to be refined. In most cases it is useful to start with as few synthetic
peaks as possible and then successively increasing the number of peaks.
2.2.3 DETERMINING THE FILM THICKNESS WITH XPS
In Fig. 2.3 it can be seen that the electron escape depth is only a few A˚ which renders
photoemission spectroscopy in general a quite surface sensitive method. In fact, one can
make use of this property and determine the thickness of an applied thin film. XPS is also
a common method to gauge a quartz microbalance.
The estimation of the film thickness is based on the exponential decay of the refer-
ence signal from the substrate with increasing number of atoms that are applied on the
surface. Electrons that are excited from the reference material have to propagate an ad-
ditional distance to the analyzer. The attenuation of the signal is further dependent on
a material specific parameter, the inelastic mean free path λIMFP . Tabulated values for
a vast number of materials can be found in [162, 181] and in a database program from
NIST (National Institute for Standards and Technology) which lists λIMFP as a function
of kinetic energy18. Using the Beer-Lambert law [182] we can write
Idref
I0ref
= exp
[
− d
λIMFP (E) · cosα
]
. (2.15)
Here I0ref and I
d
ref represent the photoemission intensities before and after applying
a layer of the thickness d onto the substrate. The angle α is measured between surface
normal and the analyzer slit plane, i. e. in case of normal emission (sample surface and
analyzer slit are parallel) α = 90◦. As aforementioned, λIMFP is the energy dependent
and material specific inelastic mean free path. It should be noted that in general this
method is more precise if the film grows in a Frank-van der Merwe fashion [183], i. e. as
a homogenous layer. As reference it is useful to pick the strongest core level signal, e. g.
W4f , Ni2p or Au4f depending on the substrate material.
18The program is available (up to publication of this thesis free of charge) after registration at
http://www.nist.gov/srd/nist71.cfm
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2.3 ANGLE-RESOLVED PHOTOEMISSION
SPECTROSCOPY
In this section, the focus will be laid on angle-resolved photoemission spectroscopy (ARPES)
which was used in the framework of this thesis to probe the electronic properties of func-
tionalized graphene in the valence band region close to the Fermi level. In this context
we will introduce the experimental setup in further detail and discuss one specific type of
many-body interaction, namely electron-phonon coupling, which is also investigated in
electron doped graphene in section 4.4.
2.3.1 EXPERIMENTAL GEOMETRY
FIGURE 2.9: (a) The rotational degrees of freedom polar, tilt and azimuthal which are accessible with an
IFW-cryo manipulator. The upper (lower) schematics show sequential rotations in real- (for a horizontal slit
in k-) space. [reproduced from [184]] (b) Typical ARPES scan from Γ to the K-point in the first Brillouin
zone of graphene by changing the polar angle for a horizontal entrance slit. (c) APRES scan around the
K-point by changing the polar angle in small steps (typically ∼ 0.25◦) for a vertical entrance slit.
To measure the electronic dispersion of a material in a specific direction in ~k-space, it
is mandatory to have equipment at hand that reacts highly sensitive to applied direction
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changes. In the upper panel of Fig. 2.9 (a), consecutive movements of the IFW cryo-
manipulator are shown. A rotation around the y-axis thereby changes the polar angle,
while a rotation around the x- (z-) axis changes the tilt (azimuthal) angle. In turn, a
manipulator that is used for an ARPES experiment has preferably six degrees of freedom.
The lower panel in Fig. 2.9 (a) depicts the ”movement” of the entrance slit and therefore
the slit image in ~k-space for a horizontal entrance slit geometry, when the consecutive
rotations are executed. Changing the polar angle results then in a slit movement along
the acceptance angle direction as can be seen in Fig. 2.9 (b) for the adjusted Γ-K-M high
symmetry direction in graphene. Depending on the photon energy only a few scans are
required which are then stitched together as it can be seen in chapter 4, Fig. 4.2 (a). If
the slit is rotated by 90◦19 and now vertically oriented, the scan direction is changed and
in comparison to Fig. 2.9 (b) we now scan perpendicular to the polar direction as shown
in Fig. 2.9 (c). Regarding feasibility, a vertical slit arrangement is beneficial if Fermi
surface maps are scanned in high resolution, since a polar rotation can be achieved in very
small steps and with high accuracy [184]. However, for measuring along high symmetry
directions, a horizontal geometry has a certain virtue considering number of polar rotation
steps. All the work presented and discussed in this thesis was measured using a horizontal
entrance slit geometry.
2.3.2 FERMI LIQUID BEHAVIOR
The band structure which is obtained from an ARPES measurement is of course not the
full story for deriving the electronic properties. Since a typical sample contains more than
∼ 1023 atoms, the question arises how the charge carriers affect each other upon exci-
tations. The assumption that these particles are then completely independent from each
other seems to be a drastic simplification since e.g. the strong Coulomb interaction among
electrons is ignored. On the other hand, an incorporation of all possible interactions ren-
ders solving the problem highly ambitious. A common approach to describe a weakly
interacting many-body system in a small energy window around EF is the Fermi liquid
model [185, 186]. The basic idea is to transform an excited state of a non-interacting
system into a corresponding excited state where the interaction is then ”switched on”.
Thus, adding a particle with defined momentum and spin to a system in its ground state
and switching on interactions results in a state of the whole system where the particle is
in an excited state with a momentum and spin, increasing the particle number by one.
The energy of the interacting system however is not preserved since the Hamiltonian now
includes additional terms. The excited state may also decay e.g. by exciting additional
particle-hole pairs so that it gets a finite lifetime. Hence, excitations of non-interacting
19In a spectrometer the slit geometry is usually given and cannot be changed during experiment, except the
whole analyzer is rotated which is in nearly all cases rejected by the responsible (beamline) scientist
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electrons ”become” quasi-particles in a Fermi liquid, yielding a renormalization of energy
and lifetime.
A particle system where interactions are considered can be described by a one-particle
Green’s function G(~r, ~r′, t, t′) that describes the effect of adding a particle at time t′ and
position ~r′ on another particle at the time t > t′ and position ~r. As G depends only on
relative distances in time and space, i.e. ~r − ~r′ and t − t′, it is possible to consider the
Fourier transform G(~k, ω). At first, for a system without interaction [185] we can write
G0(~k, ω) = 1
ω − εk + iδ . (2.16)
Here, εk refers to the excitation energy of an electron with wavevector ~k, whereas δ is
an infinitesimal. The poles of G0(~k, ω) indicate at which points (~k, ω) the system can be
excited. A resulting spectrum of such a non-interacting system is shown in Fig. 2.11 (a).
The Green’s function which considers particle interactions is related to G0(~k, ω) via Dyson
equation [187] and reads as
G(~k, ω) = G0(~k, ω) + G(~k, ω)Σ(~k, ω)G0(~k, ω)
=
1
ω − εk − Σ(~k, ω) + iδ
. (2.17)
Σ(~k, ω) = <eΣ + i=mΣ is the self-energy, which includes all perturbations an electron
can experience. The real part <eΣ thereby renormalizes the excitation energy whereas
the imaginary part =mΣ induces a broadening which corresponds to a scattering rate f .
The self-energy in a Fermi liquid can be written as
Σ(~k, ω) = aω + ib
(
ω2 + (pikBT )
2
)
, (2.18)
where a and b are parameters. The square dependence on energy of =mΣ is characteristic
for a Fermi liquid and hence gives well defined quasi-particle peaks at sufficiently low
temperatures and for small values of ω.
It was suggested by experiments [188, 12, 8] and confirmed by theoretical considera-
tions [189] that graphene can be treated well within the Fermi liquid model if at least a
slight (electron or hole) doping is present [189]. This condition seems to be fulfilled if
graphene is placed or synthesized on a substrate inducing local [190] or global [12, 8]
doping.
2.3.3 MANY-BODY INTERACTIONS
The introduction of the photoemission process with the three step model that was pre-
sented in section 2.1 completely neglected any interactions. In order to include the influ-
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ences of photoelectron on the whole many-body system it is more convenient to consider
the sudden approximation where the photoemission is assumed to happen in an instant20.
We can now rewrite the matrix elements from (2.3) as
〈f |∆ |i〉 = 〈ΨNf |∆ |ΨNi 〉 = 〈φf,~k|∆ |φi,~k〉 〈ΨN−1e | |ΨN−1i 〉 (2.19)
with ΨNf,i = A˜ φf,i,~k Ψ
N−1
f,i . (2.20)
Here ΨNf,i denote the N -particle final and initial states, respectively which can be ex-
pressed with the antisymmetric operator A˜ acting on the N electron wave function to sat-
isfy the Pauli principle21. φf,i,~k represents the wave function of the photoelectron which
has the moment ~k. The term 〈φf,~k|∆ |φi,~k〉 corresponds to the diploe matrix element,
whereas 〈ΨN−1e | |ΨN−1i 〉 is an overlap integral of the eigenstate ΨN−1e with the N-1 initial
state. The photoemission intensity which we measure in the spectrometer is the propor-
tional to
I(~k, E) ∝
∑
f,i
|Mf,i|2
∑
e
|ae,i|2 · δ(EKin + EN−1e − EN−1i − ~ω) , (2.21)
with |ae,i|2 =
∣∣〈ΨN−1e | |ΨN−1i 〉∣∣2 being the probability that an electron which is re-
moved from the initial state i will leave the (N-1)-particle system in the excited eigenstate
e. In a system without interaction only one coefficient e0 would be unity whereas all the
others are zero. Therefore a fictional ARPES measurement would give delta functions
with infinite lifetime at the corresponding Hartree-Fock orbital energies as illustrated in
Fig. 2.10 (a).
Fig. 2.10 (b) shows a correlated system where the photoelectron affects the systems
effective potential so that the situation substantially changes. Now, many of the |ae,i|2
are nonzero, which means that ΨN−1i overlaps with a number of eigenstates Ψ
N−1
e . Fur-
thermore, there is a finite excitation lifetime and the quasi-particle weight is reduced.
An elegant and frequently used approach to discuss the photoemission in solids is based
on the Green’s-function formalism. As it was introduced in paragraph 2.3.2, the propa-
gation of an electron can be described by a time-ordered one-electron Green’s function
G(~r − ~r′, t − t′). The Fourier transform of G(~r − ~r′, t − t′) expressed in energy and
momentum is related to the spectral function A(~k,E) via
A(~k, E) = − 1
pi
=mG(~k, E) . (2.22)
20See chapter 2 [154] for a more detailed derivation.
21In a many-body system of N identical particles the wavefunctions are either symmetric (Bosons) or
antisymmetric (Fermions). For the discovery of the exclusion principle for electrons W. Pauli received
the Nobel prize in 1945.
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FIGURE 2.10: (a) Intensity as a function of momentum and energy for one electron removal in a non-
interacting electron system with a single band crossing the Fermi level. (b) The same spectra as in (a) but
for an interacting Fermi liquid system. (c) ARPES measurement with the corresponding 1D cuts along the
momentum (MDC) and energy direction (EDC) [reproduced from [154], (c) adapted from [184]].
For a Fermi liquid as discussed in section 1.2, we can now directly express A(~k,E) by
the self-energy Σ which then reads
A(~k,E) = − 1
pi
· =mΣ(
~k,E)
[E − εk −<eΣ(~k,E)]2 + [=mΣ(~k,E)]
. (2.23)
It can further be shown22 that (2.21) can be expressed by the spectral function A(~k,E)
and is equivalent to
I(~k,E) ∝
∑
f,i
∣∣Mkf,i∣∣2A(~k,E)f(E)
withf(E) =
(
e
E
kBT + 1
)−1
. (2.24)
From (2.23) it can be directly seen, that <eΣ induces a shift in the binding energy of the
measured quasi-particle compared to the bare particle, whereas =mΣ introduces a finite
lifetime, i.e. a broadening of the measured quasi-particle dispersion. The self-energy
depends on the different types of many-body effects which dominate the decay of the
photohole. The three most common interactions or decay channels for the excited sys-
tem are (1) electron-phonon [el-ph], (2) electron-electron [el-el] and (3) electron-defect
interactions.
The latter scattering mechanism is of special interest regarding the functionalization of
graphene with atomic hydrogen. As we will present in section 4.1, H-atoms attached to
graphene induce a local sp3 hybridization of the carbon atom, which can also be seen as
a single defect in the sp2 system. The interaction of an electron with a defect, or in this
case a sp3 hybridized C-atom, limits the lifetime of a photohole, as electrons may scatter
inelastically at defect sites filling the created photohole. The changes in the lifetime can
22see e. g. [154]
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be related to a scattering rate and consequently a mean free path of an electron between
two scattering centers (H-atoms). Given that the scattering cross section is known, one can
then estimate the concentration of H-atoms (defects). The reduction of the lifetime can be
directly observed in an ARPES measurement as a broadening of a momentum distribution
curve (MDC)23, which is a 1D cut at constant binding energy as illustrated in Fig. 2.10 (c).
However, it is not straight forward to relate electron-defect scattering to =mΣ and thus
to the full width at maximum (FWHM), so that assumptions have to be made. In case of
hydrogenated graphene, we imply that (1) the broadening of the linewidth is exclusively
induced by the presence of additional scattering centers, i.e. C-H bondings and (2) the
contribution of electron-defect interactions to =mΣ is energy independent24. With these
assumptions, we will elaborate in section 4.1 that it is possible to relate the relative25
broadening of the MDC linewidth to a hydrogen (defect) concentration given that the
scattering cross section is known.
2.3.4 ELECTRON-PHONON INTERACTION
Electron-phonon interactions in metals are intensely studied over a long time period and a
detailed overview and introduction into the mechanism can be found in [191]. However,
advances in theoretical models and experimental equipment still deliver new insights con-
sidering only graphite and graphene [12, 16, 115, 192]. In the following we will introduce
the electron-phonon interaction in detail as it will be the key aspect of section 4.4.
In general, the many-body wave function of a solid can be separated into a product of
an electron and ion wave function, if we assume that electrons follow the slow moving
ions adiabatically, i.e. remain in their ground state [193]. Therefore, an explanation of the
el-ph interaction in the non-adiabatic regime can be found by investigating the coupling
of the excitation spectra of electrons and the lattice which can be achieved e. g. by using
ARPES.
Fig. 2.11 (a) depicts schematically the decay of a photohole by coupling to a phonon
of a certain frequency ωph or energy Eph = ~ωph which is marked by a blue dotted
line. Photoholes above this line, i. e. |E| < Eph, cannot decay by exciting such a
phonon, so that their lifetime is increased compared to photoholes relaxing from higher
binding energies. This is measured in ARPES by the linewidth of the MDC as shown in
Fig. 2.10 (c). In a Fermi liquid, the Lorentzian linewidth wL (FWHM) is directly related
23The broadening is also observable in the energy distribution curves (EDC), but convoluted with the Fermi
function and a background from secondary electrons. It is thus more convenient to analyze the MDC
width as todays instrumental angular resolutions are below the studied effects.
24This assumption was justified by analyzing the linewidth broadening at several different binding energies,
yielding the same evolution of the linewidth
25The relative broadening is obtained by subtracting the linewidth of pristine graphene from that of hydro-
genated graphene.
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FIGURE 2.11: (a) Sketch of the electron-phonon interaction (the relaxing photohole emits a phonon at
sufficient energies) as a step in the imaginary part of the self-energy Σ, as peak in the real part <eΣ and
in the spectral function as ”kink” in the dispersion. (b) measured n-doped KC8 graphite with the step in
=mΣ, the peak in <eΣ and a ”kink” in the spectral function. [(b) adapted from [21]]
to =mΣ [194] via
=mΣ = 1
2
· wL · vg , (2.25)
with vg = vg(E) being the bare-particle group velocity at energy E. The real part of the
self-energy has a well pronounced peak at Eph, as can be seen in the third viewgraph of
Fig. 2.11 (a). For |E| < Eph the slope of the quasi-particle band is smaller than that of
the bare band which is evident from the fourth viewgraph in Fig. 2.11 (a). This reduced
slope of the quasi-particle band is often referred to as a renormalization of the effective
mass m∗, since m∗ ∝
(
∂2E
∂k2
)−1
. Therefore, from the Fermi level up to Eph, <eΣ usually
increases almost linear with the maximum of <eΣ being at the phonon mode energy. For
|E| > Eph the quasi-particle band is approaching the bare band again as shown in the last
graph of Fig. 2.11 (a) and <eΣ slowly decreases. At this point it should be noted that both
<eΣ and =mΣ are related by Kramers-Kronig transformation as given in (2.26) , so that
one can compare the experimentally obtained self-energies by transforming the real part
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into the imaginary part and vice versa [195].
<eΣ(E) = 1
pi
· PV
∫ ∞
−∞
=mΣ(E ′)
E ′ − E dE
′ ,
=mΣ(E) = − 1
pi
· PV
∫ ∞
−∞
<eΣ(E ′)
E ′ − E dE
′ . (2.26)
Here, PV denotes the Cauchy principal value.
The strength of the el-ph interaction is characterized by the dimensionless coupling
constant λ which is also termed mass enhancement factor [191], since
λ = (m∗ −m0)/m0 . (2.27)
Herein, m0 denotes an effective mass of the quasiparticle without el-ph interaction. The
coupling constant can be directly evaluated from the real and imaginary part of the self-
energy if the bare particle dispersion is known26 [21]. Thus, we can write,
λ =
2 · =mΣ(E)
pi · Eph , (2.28)
λ = −∂<eΣ(E)
∂E
∣∣∣∣
E=EF
, (2.29)
where =mΣ is simply the height of the step in the second sketch of Fig. 2.11 (a). A
real experimental manifestation of electron-phonon coupling is shown in Fig. 2.11 (b)
for the graphite intercalation compound KC827. In this particular example the photohole
decays to the Fermi level by exciting a so-called K-point phonon, which means that the
photohole scatters between two K-points K and K ′ emitting a phonon with an energy
of Eph = 170 meV [21]. Within the BCS theory for superconductors28 it can be shown
that the transition temperature to the superconducting state depends on the strength of the
el-ph interaction, since this coupling is the ”glue” that keeps electrons together in Cooper
pairs [196, 191].
The Eliashberg Function
In case of coupling constants λ ≤ 1, the coupling can be treated within the Eliashberg-
Migdal theory [197, 198]. A fundamental relation in this regime is the Eliashberg function
26Unfortunately, here lies the catch. The bare particle dispersion is a priori unknown, but can be derived
from theoretical calculations. However, since these can only approximate the real system, different
models will yield coupling constants that agree more or less with experimental data.
27In KC8 potassium is intercalated in between the graphene layers. This effectively decouples them from
each other and furthermore K donates additional electrons to each adjacent graphene layer which shifts
the Fermi level into the conduction band [82, 21].
28The BCS theory which offers an explanation of superconductivity in metals, was named after the three
founders J. Bardeen, L. Cooper, J. Schrieffer which were awarded the Nobel prize in 1972.
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which is a product of the squared coupling constant, α2(ω,~k), and the phonon density of
states, F (ω,E,~k). In order to avoid confusion and make a clear distinction between
phonon and electron energies, ω denotes from now on the phonon energy instead of Eph.
Thus, we can write
α2·Fi(ω;E,~k) =
∫
ABZ
δ
(
E − Ei(~k)
)
Ni(E)
d~k
∫
ABZ
∑∣∣∣gi,f~k,~k+~q∣∣∣2 δ (E − Ef (~k)) δ(ω − ω~q)d~q ,
(2.30)
where
∣∣∣gi,f~k,~k+~q∣∣∣2 denotes the el-ph coupling matrix element and ABZ is the area of the
Brillouin zone. (2.30) basically represents the probability for a transition from an initial
state Ei to a final state Ef by emitting/absorbing a phonon with an energy ω [191, 193].
The coupling constant λ can be directly determined from the Eliashberg function with
λ = 2 ·
∫ ωm
0
α2F (ω)
ω
dω , (2.31)
where the integration runs to the maximal phonon energy ωm. From α2 · F (ω) we can
further obtain expressions for the real and the imaginary part of self-energies [191, 193].
Therefore, if the Eliashberg function is known, one can derive all the characteristics of
the interaction. For <eΣ we can write,
<eΣ(E) =
∫ ωm
0
α2F (ω) · 2ω
E2h − ω2
· f(Eh + ω)dω , (2.32)
where E corresponds to the electron energy, ω refers to the phonon energy and Eh is the
energy of the hole state the electron scatters into. f(ω) represents the Fermi distribution
function. For the imaginary part of the self-energy we obtain
|=mΣ(E)| = pi~
∫ ωm
0
α2F (ω) · [1− f(E − ω) + f(E + ω)2n(ω)]dω , (2.33)
with n(ω) being the Bose-Einstein distribution function. It will be shown in section 4.4
that from high resolution ARPES data the electron-phonon interaction can be studied with
both approaches; (1) using a theoretical bare band dispersion from Tight-binding calcu-
lations [81] and equations (2.25),(2.26) and (2.29) and (2) with the maximum entropy
method as proposed by Plummer and co-workers [199, 20] in order to perform an integral
inversion of a fitted <eΣ to obtain α2F (ω).
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QUASI-FREE-STANDING GRAPHENE
Although sample preparation surely is the biggest technical and time consuming part,
it never gets the attention it actually deserves in a publication. In this chapter we will
therefore share the gathered experience of numerous sample preparation cycles as shown
in Fig. 3.1 and give insights into the hole process starting with a usually dirty crystal
surface. In principal there are several substrates which are a good basis for the preparation
of graphene [121, 200]. We decided to employ Nickel films grown on W(110) as synthesis
material since the (111) orientation of the film has the least lattice mismatch with graphene
(aNi = 2.49 A˚, agraphene = 2.46 A˚) [201].
FIGURE 3.1: Sketch of the sample preparation routine starting from a clean W(110) crystal (1) to the final
Graphene intercalated with 1 monolayer gold (5). The second panel shows the top view of the Ni(111)
surface in the first picture, followed by graphene on Ni(111) along with its unit cell in shaded red and the
lattice vectors ~a,~b as well as graphene on top of the gold monolayer in the last viewgraph.
However, there is still the choice whether to use a Ni(111) single crystal or grow
Ni(111) thin films on a suitable substrate. In this work we utilized a tungsten (110) sin-
gle crystal, shown in the inset of Fig. 3.2 (b), as a substrate for the Ni film. W(110) is
commonly used in Scanning Tunneling Microscopy studies and therefore surface cleaning
procedures are very well established [202, 203]. In contrast to W(110), Ni single crystals
cannot be treated as aggressively as tungsten so that the cleaning procedure mostly con-
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sists of time consuming sputtering/annealing [204]. The synthesis process itself is based
on chemical vapor deposition (CVD), wherein a carbon precursor such as propylene is
cracked on thermally ”activated” Nickel atoms. Each Ni-atom is then saturated with one
C-atom and preset by the substrate orientation Ni(111) a monolayer of graphite, i. e.
graphene is formed[29, 205, 31, 6]. The sketch in Fig. 3.1 outlines the whole synthesis
and gold intercalation procedure which we describe in more detail in the following.
3.1 A ”CLEAN” TUNGSTEN SURFACE
FIGURE 3.2: (a) e-beam heater setup, that was used in the IFW laboratory. The sample holder consists of
wedge shaped copper piece for cooling and an insulated tantalum window in which the crystal is mounted.
The insulated part can be flipped and approached by a movable e-beam heater as shown in the sketch. The
crystal is put on high voltage with the heating filaments directly behind. The filament thermally emits
electrons which are accelerated in the static field towards the crystal and heat it up when hitting the back
side. (b) A typical LEED image of a ”dirty” W(110) crystal surface. In addition to the red encircled spots
of the tungsten surface, a R(15x3) reconstruction can be observed due to the carbide on the surface (adapted
from [206]). (c) After several oxygen annealing cycles the W(110) spots are accompanied by 2x2 oxide
superstructure. (d) This oxide layer is removed by flashing the crystal to ∼ 2200 K which finally leads to a
”clean” W(110) surface which only may have residual contaminations beyond the detection limit of LEED.
Although a well oriented and polished crystal looks as if it is clean, one can usually
observe contaminations when using other methods (e.g. Low Energy Electron Diffraction:
LEED [207]) than the ”naked eye”. Before the cleaning process starts we mount the
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crystal on an insulated sample holder as sketched in Fig. 3.2 (a) which is then transferred
into an ultra-high vacuum (UHV) chamber with a base pressure that is usually better than
2 × 10−10 mbar. As a first cleaning step the crystal is heated several times for a few
seconds (flashed) to high temperatures (≥ 2800 K)1 in order to remove water and other
adsorbates on the surface. This results in the formation of a 2D lattice of tungsten carbide
as it is shown in a typical LEED pattern [206] in Fig. 3.2 (b).
In the next step this carbide layer needs to be removed from the surface which is literally
done by burning away the carbon. Before switching on the heater, we open the leak valve
to a high purity oxygen gas line as sketched in Fig. 3.3 (a) and we adjust the pressure
in the UHV chamber to 5 × 10−8...1 × 10−7 mbar. It is crucial to ensure the absence of
other gases than oxygen since contaminations in the gas line could dramatically reduce
the efficiency of the process or even prevent the carbon removal. We usually check the gas
quality by using a mass spectrometer and/or by evacuating the gas line while monitoring
the pressure (pend ≤ 1× 10−5 mbar) before the oxygen treatment starts2. After adjusting
the pressure in the chamber, we heat the crystal to approximately 1500 K (Iemis ∼ 90 mA
at U ∼ 1 kV) for at least 30 minutes. It should be noted that the values for the emission
current differ for each setup and thus should be adjusted accordingly with the help of a
pyrometer. If a mass spectrometer is available at the chamber it is quite feasible to check
for the CO and CO2 mass numbers to decrease. At the end of the oxygen annealing first
the heater and then the gas supply are shut down3. The crystal surface is in the ideal
case now free of carbide, but still, there is a layer of tungsten oxide as well as atomic
oxygen present which can be identified in the LEED pattern as 2x2 superstructure, shown
in Fig. 3.2 (c). When the base pressure in the chamber is restored this oxide layer and
oxygen remains can be removed by flashing the crystal several times to a temperature of
∼ 2200 K (Iemis ∼ 175 mA at U ∼ 1 kV) [203].
The final result at this step of the whole process is a clean W(110) surface as illustrated
by the LEED image in Fig. 3.2 (d), which only may have residual contaminations from
carbon and oxygen. However, these cannot be detected by using LEED since they don’t
form a regular pattern. Nevertheless, the remaining contaminations have almost no in-
fluence on the growth of a well-ordered Ni(111) film. Therefore, a LEED pattern as in
Fig. 3.2 (d) as well as the absence of C1s or O1s signal in XPS4 can be taken as the es-
1This temperature can be achieved with the e-beam heater at the ”Scienta” setup using the following
parameters: Iemis ≈ 220 mA at U ≈ 1 kV.
2The oxygen that is used, comes in a pressure can (Air liquide) and has a purity of 99.998%(vol.). The
can is attached to the gas line, which is subsequently pumped by a turbo pump. As the desired base
pressure is reached, the valve to the turbo pump is closed and the line is filled with oxygen by opening
the regulator. The procedure is repeated for propylene.
3If the pressure is increasing during oxygen treatment, the procedure should either be prolonged or re-
peated several times. Usually, the pressure in the chamber does not rise much (e. g. 1.0(±0.2) ×
10−7 mbar) during heating.
4It should be noted that the cleanliness of the surface is critical, so that XPS should be carried out either at
high emission angles or low excitation energies in order to minimize the signal from the ”bulk” crystal.
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sential basis for a successful graphene synthesis, which we will elaborate in the following
section.
3.2 GRAPHENE ON TOP OF NICKEL
Immediately after the W(110) surface is prepared, a thin Ni film with a thickness of usu-
ally 10-20 nm is evaporated onto the crystal. We use a water cooled evaporator (EFM 3)
which is commercially available from Omicron. Within a copper cooling shroud, a Nickel
feed rod (2-3 mm diameter, 99.99+% purity) is partially molten via e-beam heating (the
Ni-rod is on a high voltage of 0.9-1 kV in the center of the heater filament loop) while the
flux of evaporated Ni-atoms is measured at the exit of the evaporator. This construction
has several advantages compared to a home built solution consisting of a filament and a
Ni-rod set to high voltage. One can adjust the heating power such, as to achieve a constant
evaporation rate, which is crucial for growing well ordered homogenous films. Further-
more, the cooling shroud prevents a degasing of the evaporator’s surrounding, caused by
thermal radiation of the filament heater. Therefore, it is possible to evaporate at base pres-
sure which improves the cleanliness of the film. A side effect of the shroud is a spatially
directed evaporation, which prevents a Ni coating of the whole chamber, esp. window
flanges. With an EFM 3 evaporator, the size of the exit is limited to 10 mm in diameter
which is just sufficient to completely cover the crystal surface. As a rule of thumb; if the
crystal is mounted ∼ 10 cm away from the exit hole and a flux of ≈ 85 nA is adjusted,
the resulting evaporation rate amounts to ∼ 1.5 A˚/min, so that the evaporation procedure
takes almost two hours.
FIGURE 3.3: (a) Sketch of the preparation chamber (plan view) equipped with a nickel and gold evaporator,
the gas line which is attached to the chamber via needle valve, a LEED detector and the e-beam heater
located behind the sample. Usually there is also a quartz-micro balance and a wobble stick for flipping the
sample up down (not shown). (b) LEED image of the typical regular hexagonal shape (marked by the blue
circles) from an in-situ prepared Ni(111) thin film.
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When the Ni evaporation is finished, we usually anneal the film at∼ 500 ◦C for at least
30 minutes in order to improve the crystallinity and get rid of adsorbates. The quality
of the film can be checked again with LEED, where now the typical regular hexagonal
pattern of Ni(111) should emerge all over the crystal as shown in Fig. 3.3 (b). The final
step towards graphene is now to ”grow” the carbon layer on top of the Ni film. Therefore,
we heat the crystal to ∼ 550 ◦C several minutes, before we open the leak valve to the
propylene gas line as sketched in Fig. 3.3 (a). At this point, it should be noted, that the
temperature window of ∼ 550− 650 ◦C [6] for a successful graphene growth is relatively
small, so that the temperature should be monitored via pyrometer, thermo couple or by
observing the weak dark red color of the glowing crystal in the instant the heater is turned
off (not always reliable!). The gas pressure is then usually adjusted to 1x10−6 mbar for
the duration of the CVD synthesis which is essentially finished after 5 minutes. As soon
as the leak valve is shut, the heating power can be reduced very slowly which has a further
annealing effect regarding the established graphene lattice. Since Ni(111) and graphene
have almost the same lattice constants, the LEED patterns are nearly identical. Therefore,
we further validate the success or failure of the sample preparation cycle by measuring
XPS of the C1s core level or ARPES along the Γ−K−M high symmetry direction.
• XPS
Although the quickest way to check for the presence of graphene in an electron
spectrometer is to look for a dispersing valence band, this option is not always
accessible, especially at XPS optimized synchrotron beamlines. Therefore it is fea-
sible to have something like graphene ”benchmarks” for XPS at hand which were
in this case determined at the Russian-German beamline of Bessy II synchrotron in
Berlin using the ”HIRES” endstation with a photon energy of 340 eV at∼100 meV
total resolution.
Fig. 3.4 (a) shows a raw C1s core-level spectrum measured at room temperature.
It can be clearly seen that the background on the higher binding energy side of the
peak has more intensity due to inelastic electron scattering as discussed in 2.2.1.
The lower graph of Fig. 3.4 (a) depicts a converged Shirley background as intro-
duced in section 2.2.2 which is subtracted from the raw spectrum in order to fa-
cilitate further processing. Fig. 3.4 (b) shows the result of a typical fit procedure
which comprises one synthetic component5. To describe the data points, we used a
Doniach-Sunjic lineshape [171] which accounts for the asymmetry in the peak on
the higher binding energy side. The asymmetry index α which is a characteristic
5It should be noted that graphene on Ni(111) should be treated with two individual peak components
since the first carbon atom of the unit cell is directly on top of Ni atom while the other one is between
Ni atoms in a hollow position. This may induce a splitting of the C1s peak of about 80 meV and is
further discussed in the XPS paragraph of section 4.1. For most XPS configurations and resolutions, it
is sufficient to use one component since an additional one would overdetermine the fit.
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FIGURE 3.4: XPS analysis of Graphene grown on Ni(111). (a) Typical raw C1s spectrum as recorded
by the analyzer (top viewgraph) and calculated Shirley background. (b) The background corrected and
normalized spectrum is fitted with a Doniach-Sunjic lineshape that accounts for the asymmetry of the peak.
The residuals graph (top) shows the deviation of the data from the fit and oscillates around zero which
indicates a reasonable agreement of the fit.
of metallic systems is for graphene on Ni(111) with a value of α ≈ 0.16 quite high
compared to the surface component of graphite [208, 209] but in reasonable agree-
ment with previous reported values [121, 6]. The intrinsic Lorentzian linewidth of
the C1s core level is found to be ΓL ≈ 224 meV whereas the peak is located at a
binding energy of EB ∼= 285 eV which agrees well with other studies [121, 6].
• ARPES
An extensively used check for a successful graphene growth especially in the IFW
lab is ARPES of the pi valence band. Fig. 3.5 illustrates the quasi-particle band
structure of the Graphene/Nickel system as directly measured by ARPES after syn-
thesis. The dispersive bands, indicated by locally high photoemission intensities,
are accordingly identified as pi and σ valence bands along the Γ−K 1D cutting line
of the 2D Brillouin zone. The emergence of these bands is a clear sign of a long
range electronic order and therefore manifests the successful growth of graphene.
However, the underlying substrate can also be seen with ARPES in the form of Ni
3d states in the vicinity of the Fermi level. If one compares the measured band
structure of Graphene/Ni with the model structure as e. g. in section 1.2 there are
significant differences.
Considering the pi band it is obvious from Fig. 3.5 (a) that the band is neither lin-
ear nor touches the Fermi level at the K-point. Instead, the whole band structure
is shifted about ∼ 2 eV to higher energies which leads to a corresponding occu-
pation of the pi∗ band with electrons. Furthermore, directly at the K-point a small
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FIGURE 3.5: Bandstructure mapping along Γ−K−M of Graphene grown on Ni(111). (a) Photoemission
intensity (color) as function of binding energy and ~k in the first Brillouin zone. The small gap between pi
and pi∗ indicate the interaction between graphene and Ni. (b) Energy dispersion curves (EDC) for several
emission angles. Besides the Ni 3d states in the vicinity of the Fermi level, the dispersing graphene pi and
σ bands can be identified (adapted from [6]).
gap is opened up between pi and pi∗. Both, the gap and the non-linearity of the
pi bands indicate a strong substrate interaction with Nickel. In fact, the graphene
layer is strongly bound due to a wavefunction overlap of the C 2pz and Ni 3d3z2−r2
orbitals [5, 6, 210]. This hybridization between graphene and Ni is responsible
for the gap at the K-point as well as the parabolic shape thus shifting graphene
grown on Ni(111) far away from the theoretical model [210]. However it has been
shown, that the substrate interaction can be reduced by intercalation of metals such
as potassium [5], silver [211, 212], gold [7, 8] or copper [133, 213, 212].
3.3 INTERCALATION OF GOLD
The last step of the sample preparation aims at a liberation of graphene from the strong in-
teracting Ni substrate. Following the works of [7] and [8], we evaporate a thin layer (typi-
cally 12-15A˚) of gold onto the graphene/Ni system. The evaporation rate is thereby mon-
itored with a previously gauged quartz-microbalance and is adjusted to ∼ 1A˚/min. when
the evaporation is finished, the sample is heated slowly to CVD temperature (∼ 600◦C) in
order to intercalate one mono-layer (ML) Au into the graphene-Ni interface6. The inter-
calation success can be checked by LEED, since a complete Au layer between graphene
and Ni is supposed to have a substantial lattice mismatch compared to graphene [8]. In
the LEED image one can therefore now clearly observe six additional spots in a hexago-
6Here, the question arises how Au intercalates between graphene and Ni. However, it is not possible to
investigate the mechanism with our configuration and measurement technique, since we only observe
the state before and after intercalation. Maybe electron-microscopy techniques are better suited to give
a satisfactory answer.
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nal arrangement around every LEED spot from graphene, which is shown in Fig. 3.6 (a).
This can be seen as a first indicator of a sufficient Au intercalation.
FIGURE 3.6: Graphene/Ni(111) after intercalation of one ML Au. (a) LEED image of Graphene after
heating, showing the hexagonal superstructure that is induced by the underlying Au lattice. (b) XPS mea-
surement of Graphene after Au intercalation with a shift of the C1s core level to lower binding energies and
reduced intrinsic Lorentzian width and asymmetry compared to the spectrum in Fig. 3.4 (b).
A further reference can be found in XPS, by observing the changes in the C1s core level
signal. Fig. 3.6 (b) depicts a typical C1s core level at a reduced binding energy compared
to graphene/Ni. The peak is clearly shifted by more than 600 meV to lower binding
energies and coincides with the C1s binding energy of graphite [208, 209]. After fitting
the peak to a Doniach-Sunjic lineshape, a reduced asymmetry as well as linewidth are
observed, whereas the absolute values approach again those reported for graphite [208,
209]. As it will be discussed in section 4.1, this behavior is results from the substantially
reduced substrate interaction and increased bond distance of C-Au compared to C-Ni.
These substantial changes in the C1s core level of graphene also imply a drastic al-
teration of the low energetic electronic properties in the valence band. The comparison
of Fig. 3.5 (a) and Fig. 3.7 (a) reveals the advantages and, in turn, necessity of the Au
intercalation. From Fig. 3.7 (b) it is obvious that one monolayer of Au in the graphene-
Ni interface restores the Dirac Fermion behavior of pi-electrons near EF , i.e. the band
becomes linear again and touches the Fermi level. Furthermore, the Ni3d states are suffi-
ciently decoupled from graphene and screened by Au, so that these are almost attenuated
in the spectrum of Fig. 3.7 (a). The conduction band of graphene is unoccupied after
the intercalation procedure in stark contrast to graphene/Ni which is n-doped from the
Ni substrate7. In the region of the Au5d states an interaction of graphene and Au can be
7This may explain the reduced asymmetry in XPS after gold intercalation since the asymmetry parameter
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FIGURE 3.7: ARPES measurement of Graphene intercalated with 1 ML Au. (a) Photoemission intensity as
a function of energy and ~k showing the σ-band (red dots) as well as the pi-band which is touching the Fermi
level. Only a weak hybridization of the pi-band with the Au5d states at 3 eV binding energy is observed,
which however has no significant influence on the electronic dispersion near EF. (b) Enlarged region around
the K-point of Graphene showing the almost linear pi-band dispersion (black dots). The black dots denote
the maximum position of each MDC which is obtained by fitting Lorentzian curves as depicted in (c) by
the red curve. (c) Quality check of the prepared sample, which should have a bandwidth of about 0.8◦ as in
this case or at least less than 1◦ in order to be considered for functionalization.
observed, which does not influence the band structure near the Fermi level significantly.
Graphene intercalated with 1 ML Au is therefore in the vicinity of EF comparable to
the theoretical model8 and can be described by Tight binding approximation using the
parameters of graphite as it is discussed in section 4.1.
In order to estimate the quality of the produced graphene directly from measurement,
we introduce some helpful references that are quite reproducible in numerous prepara-
tion cycles and can therefore serve as quality indicators. At first, the Fermi velocity in
graphene can be directly determined from the slope of the pi-band dE/dk close to EF and
yields 7.87 eV A˚= 1.2× 106 m/s ≈ 1/250 of the velocity of light in vacuum and is com-
parable to previous reported results [8]. A second more subjective indicator is the spectral
weight itself. If Au is well and completely intercalated, the maximum of the pi-band
photoemission intensity should be in the vicinity of the Fermi level, similar to spectrum
shown in Fig. 3.7 (b). A third and rather strong indicator is the bandwidth of the pi-band.
In principle, the width can be determined at any given energy, so for feasibility we chose
1 eV binding energy since residual intensity from the other side of the cone (sublattice)
does not influence the fit. Therefore, the momentum dispersion curve (MDC) at 1 eV
is an indicator for the metal character of a system.
8At about 1 eV binding energy a further weak interaction of graphene with Au was reported by [8] which
also manifests in our samples. However, this interaction is subject of future investigations, but does not
influence the electronic properties around EF significantly.
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binding energy of the raw spectrum9 can be fitted with a single Lorentzian as shown in
Fig. 3.7 (c) and the full width at half maximum (FWHM) yields values around 0.8−1◦. A
sample that meets these characteristics is taken as the basis for functionalization with hy-
drogen as discussed in sections 4.1, 4.2 and 4.3 as well as potassium elaborated in section
4.4.
9In the raw spectrum the scales are not yet converted from emission angle into A˚−1.
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4 RESULTS AND DISCUSSION
This chapter is basically the core of this thesis which means that most of the physical
and mental workforce is concentrated in the following pages. In order to give the fellow
reader something like a manual at hand, these initial lines shall serve as motivation and
leitmotif.
In section 4.1 we present the first publication which mainly deals with the properties of
graphene on Ni(111) intercalated with one monolayer Au and the observation that a tun-
able band gap is opening up when graphene is exposed to atomic hydrogen. From ARPES
as well as first XPS measurements we are able to determine the hydrogen coverage on the
sample.
The section 4.2 that follows takes XPS to a more detailed and sophisticated level, so
we are able to determine the hydrogen coverage on our graphene sample as a function
of hydrogenation time. We compare this result with molecular dynamic simulations and
find a remarkable agreement in both, evolution as well as saturation coverage. The model
even suggests a preferred absorption pattern with isolated benzene rings, namely C4H.
According to theoretical calculations for partially hydrogenated graphene [10], we have
corroborated the opening of a bandgap. However, it was also foretold that in the vicinity
of the Fermi level a peculiar hydrogen derived sate should emerge [10], which was so
far not measured. Since ARPES can only access occupied states in the valence band we
had to shift the Fermi level first in order observe this state if it existed. Consequently,
the next step which is presented in section 4.3 is the doping of graphene with additional
electrons donated by potassium followed by hydrogenation. We observe a Fermi level
shift of ∼ 1 eV and thus the dispersionless hydrogen state shifted to higher energies by
the amount of the doping level.
Upon electron doping we furthermore gain access to the electron phonon coupling in
graphene whose strength and isotropy regarding the direction on the Dirac cone is still de-
bated up to now [94, 214]. By using a high quality graphene that is only weakly interacting
with the substrate as well as high resolution ARPES and two complementary approaches
in data analysis we are able to shine new light on this discussion in section 4.4.
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4.1 TUNABLE BANDGAP IN HYDROGENATED
QUASI-FREE-STANDING GRAPHENE
published in: Nano Letters, 10, 3360-3366, (2010), doi:10.1021/nl101066m
Introduction
The discovery of 2D graphene has led to a dramatic increase in research effort due to
its remarkable physical properties [24, 1]. Graphene is a zero gap semi-conductor with
a linear energy band dispersion around the Fermi energy (EF ), so that the charge carri-
ers mimic massless Dirac Fermions [24, 1]. This allows one to address basic questions of
quantum electrodynamics in a bench-top experiment [2, 43]. Nevertheless, the application
of graphene in semiconductor devices requires a bandgap in order to switch the conduc-
tivity between an on and off state. Physical and chemical approaches for opening a gap
are under discussion. First, size quantization of about 1 nm induces band gaps of∼1 eV in
graphene nanoribbons [59, 215, 216], nanotubes [38], and quantum dots [61]. However,
in the case of nanotubes, the preparation of samples with ohmic contacts is still challeng-
ing. Similarly, in the case of nanoribbons, the electronic properties are determined by
the edges [58], rendering this approach technologically very demanding. An alternative
strategy is the chemical functionalization of graphene which induces band gaps and can
even be reversed [143, 149, 148, 217, 218, 48]. This approach was already successfully
demonstrated before the discovery of graphene. For example, in hydrogenated amorphous
carbon (a-C:H) [219] an optical gap has been observed which increases with the hydro-
gen content [220, 221]. Fully hydrogenated graphene, also referred to as graphane, has
been suggested recently as an insulator with a bandgap of 3.5 eV [3] and doped graphane
as a possible high-TC superconductor [14]. For partially hydrogenated graphene Du-
plock et al. reported the appearance of a substantial bandgap of 1.25 eV accompanied
by a spin-polarized midgap state [10]. With transport measurements, a metal to insulator
transition (MIT) was observed after cleaved graphene on SiOx was exposed to atomic
hydrogen [9]. Much less is known about the band structure and the nature of the MIT.
Furthermore, the amount of applied hydrogen could not be directly accessed by transport
measurements. Hydrogenated graphene on SiC was investigated with ARPES, suggesting
an electron localization as the mechanism responsible for the MIT [11]. The transition
itself was already observed at H coverages of ∼0.1%. However, graphene on SiC is in-
trinsically heavily electron doped (EF is ∼ 0.5 eV above the Dirac point) and as such is
not the model system to be compared to the transport experiments on cleaved graphene.
Similarly, scanning tunneling measurements of hydrogenated epitaxial graphene on an Ir
substrate indicated graphene quantum dot formation and therefore a band gap opening
that is determined by the quantum dot size [222]. In the above case, the strong interaction
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of graphene to the Ir and the patterned hydrogen chemisorption prevents a tunablity of the
electronic band gap. These profound limitations call for a different system from graphene
on Ir and on SiC for studying hydrogenation.
Here we demonstrate a tunable bandgap in hydrogenated quasi-free-standing graphene
on Au (EF is at the Dirac point). The size of the gap depends exclusively on the H/C
ratio and obtainable band gaps of up to 1 eV make this approach extremely appealing for
applications in nano-electronics and optics. The hydrogen induced gap formation is also
fully reversible by modest annealing without damaging the graphene. Furthermore, both,
the graphene on SiOx and on Au have an identical doping level and a very similar electron
energy band structure. Therefore hydrogenated quasi-free-standing graphene provides
important input for understanding the transport experiments of hydrogenated graphene on
SiOx.
Experimental and theoretical methods
Pristine graphene samples were prepared under ultra high vacuum conditions by chem-
ical vapor deposition on Ni(111) films [6, 121]. Hereafter one monolayer (ML) of Au was
deposited on graphene and intercalated into the graphene/Ni interface by annealing [8].
This procedure liberates graphene from the strong substrate interaction rendering it quasi-
free-standing. Hydrogenation of graphene/Au was performed by exposing graphene to
a beam of atomic H that was produced by cracking H2 at 2800 K in a W capillary at
2 × 10−9 mbar for 10-100 s. X-ray photoemission spectroscopy (XPS) of the C1s core
level and near edge x-ray absorption spectroscopy (NEXAFS) at the K-edge of carbon
were performed to study the changes in the chemical bonding of graphene for each of
the functionalization steps. These measurements were carried out at BESSY II using the
German-Russian beam line and a SPECS Phoibos 150 analyzer. XPS was performed at
a photon energy of 380 eV. ARPES was performed using a photo emission spectrome-
ter equipped with a Scienta SES-200 hemispherical electron-energy analyzer, a high-flux
He-resonance lamp (Gammadata VUV-5010) in combination with a grating monochro-
mator. All valence PE spectra were acquired at a photon energy of hν = 40.8 eV (He
II) with an angular resolution of 0.3◦ and a total system energy resolution of 50 meV. All
measurements were performed at room temperature. Calculations of the structural relax-
ation have been performed using the Vienna ab initio simulation package (VASP) and the
pseudo-potential implementation of ab initio total energy density functional theory. The
C1s line positions for as-grown graphene on Ni as well as with an Au ML intercalated in
between the graphene/Ni interface and the hydrogenated graphene were calculated using
SURPRISES [223, 224]. The details of these calculations are given in the supplementary
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information which is available online free of charge1. The pi band energy dispersion was
described using simple nearest-neighbor as well as third nearest-neighbor tight-binding
(3NN TB) parameterizations, which were then used to calculate changes in the electronic
scattering rate upon H chemisorption within the relaxation-time approximation. Calcu-
lations of graphene’s spectral function A(E, k) for different H/C ratios were performed
using a modified random gap model [225, 226, 227] with the condition that if H is bound
to a given lattice site, all of the three neighboring sites do not bond to H. As a result,
a binary distribution was generated, i.e. a lattice site was either influenced by a strong
local potential or not, while the above constraint ensured that the potential disorder is
translated to random gap disorder. For a given lattice size, A(E, k) was obtained after
averaging over ∼ 104 gap configurations.
Core-level spectroscopy and x-ray absorption
4.1(a) illustrates the Au intercalation and hydrogenation procedure. Hydrogen induces
a local sp3 bonding thereby breaking double bonds to the neighboring carbon atoms.
Atoms C1-C3, respectively, denote the chemical environments of unhydrogenated car-
bons, C atoms next to an sp3 site, and C atoms in an sp3 environment. In 4.1(b) we show
the C1s core-level spectra of graphene. The line shapes depend sensitively on the chemi-
cal bonding of the C atoms to the Ni and Au substrate and the amount of hydrogenation.
The binding energies and hydrogen coverage are determined with a Doniach-Sunjic line
shape analysis [171]. The initial C1s peak for graphene on Ni is gradually disappearing as
Au intercalation proceeds and a second C1s peak emerges at 500 meV lower binding en-
ergy (we call this peak C1). Both peaks are visible for intercalation of 0.5 MLs Au. After
intercalation of 1ML Au, only the lower binding energy peak remains, which indicates a
substantially reduced bonding of graphene to the substrate. Following the hydrogenation
we observe a dramatic change in the C1s line shape. From the line shape analysis, we
obtain two new peaks with locations at ∼500 meV lower and higher (C2 and C3) binding
energies than the C1 peak binding energy (which corresponds to the unhydrogenated C
on Au). We assign the C2 peak to a shift in binding energy felt by a C1s electron next
to a hydrogenated carbon atom. The C3 peak can be identified with sp3 bonded C atoms
that form an out-of-plane C-H bond. This finding is in accordance with the reported re-
sults for hydrogenated SWCNTs and graphite [228, 229]. These works have shown that
a shoulder at higher binding energy appears upon hydrogenation and that it can be at-
tributed to the C1s signal of the C-H bond. By comparing the relative peak areas of the
C1s components from the sp2 and sp3 carbon species, we obtain a maximum hydrogen
1The original paper and the supplementary information can be found at
http://pubs.acs.org/doi/abs/10.1021/nl101066m.
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FIGURE 4.1: (a) Sketch of the functionalization procedure. From top to bottom: graphene on Ni(111), Au
intercalated between the graphene/Ni interface and hydrogenated graphene on Au. The hydrogen atoms
are marked in violet. C1 and C2-C3 indicate chemical environments for graphene/Au and hydrogenated
graphene, respectively. (b) C1s core level spectra of graphene on Ni and on Au (0.5 and 1 ML of Au) and
fully hydrogenated graphene. The bottom panel depicts graphene’s C1s level after dehydrogenation. All
C1s features were fitted with Doniach-Sunjic (DS) line shapes with components for graphene/Ni (top and
hollow sites), graphene/Au (C1) and hydrogenated graphene (C2-C3). The vertical lines on the energy axis
correspond to the calculated C1s energies of these components (the same color code applies). From the in-
tegrated area of the C-H component, we estimate a∼ 25% hydrogen load. (c) The optimized superstructure
of one monolayer Au (8x8) on a Ni(111) surface (9x9). (d) X-ray absorption of pristine and hydrogenated
graphene on Au for grazing incidence (bottom),∼45◦ (middle) and normal incidence (top). E and c denote
the electric field vector and the sample surface normal vector, respectively.
coverage of about 25%, which is comparable to previously reported hydrogen coverages
for SWNTs and graphite [228, 230, 229]. Finally, we completely removed the hydrogen
stored on graphene by heating the sample to ∼600 K as is evidenced by the absence of a
C-H shoulder in the C1s spectrum [bottom panel of 4.1(b)]. This provides evidence for
full reversibility of the hydrogenation and the complete removal of hydrogen.
Calculations of the C1s binding energies are indicated by vertical lines on the energy
axis of 4.1(b) and confirm the above assignment. The experimental and calculated C1s
peak positions for the constituents of the corresponding line shapes are summarized in 4.1.
For pristine graphene on Ni, our calculations yield C-Ni distances of 2.08 A˚ and 2.11 A˚ for
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graphene/Ni H-graphene/Au
top hollow C1 C2 C3
exp. 284.7 284.8 284.2 283.9 284.7
calc. 284.80 284.89 284.33 283.59 284.61
TABLE 4.1: Experimental and theoretical C1s binding energies for graphene/Ni and graphene/Au. For
graphene/Ni, the carbon atoms are located above top and hollow Ni sites. If 1 ML of Au is intercalated
between graphene and Ni, the binding energy of graphene is given by C1. The values C2 and C3 de-
note binding energies of extra peaks that appear upon hydrogenation and the formation of C-H bonds [see
sketches in 4.1(a)].
top and hollow Ni sites, respectively, in good agreement to experiments [31]. The distance
to the substrate increases to 3.15 A˚ for the weaker C-Au bonds which results in a signif-
icantly lowered cohesive energy of 6.60 eV/atom for C/Au2 (C/Ni has 7.03 eV/atom).
4.1(c) shows the optimized (8×8) on (9×9) geometry of the Au on Ni which we used for
performing the calculations of the C1s energies. We find the supercell has a length of
22.75 A˚ which is in good agreement with previously reported values [8, 231].
4.1(d) shows the NEXAFS spectra for pristine and hydrogenated graphene on Au from
close to normal to close to grazing incidence. Here grazing incidence refers to the electric
field vector normal to the sample surface. The NEXAFS spectra show two prominent
features at 285.5 eV and 293 eV which correspond to the transitions from C1s to the pi∗
and σ∗ bands, respectively [232]. The selection rules for the 1s →2pz dipole transition
imply a pi∗ intensity maximum for grazing incidence. Similarly, the 1s→2px,y dipole tran-
sitions imply a σ∗ maximum for normal incidence. For grazing incidence, the NEXAFS
spectrum of pristine graphene is dominated by the pi∗ resonance. Indeed, this behavior is
remarkably similar to the NEXAFS of graphite [221]. Upon hydrogenation, we observe
a strong decrease in the intensity of the pi∗ related peak. The attachment of atomic hydro-
gen to carbon atoms of graphene leads to the loss of pi∗ intensity and is explained by the
reduced number of pi-bonds due to the formation sp3 C-H bonds. For normal incidence
[upper curves of 4.1(d)], we observe an increase of intensity between 288 eV and 291 eV
that can be identified as the energy position of the C-H∗ resonance in hydrocarbons [232].
These results nicely confirm the formation of C-H bonds which we also observe in XPS as
discussed above [see 4.1(b)]. It is tempting to relate the loss of pi∗ intensity to an absolute
H coverage. However, we find that a direct comparison is not as straightforward as in the
case of the XPS because the NEXAFS spectrum is influenced by strong excitonic effects
that shift the resonance peaks making the choice of the integration limits crucial.
2A reasonable definition of the cohesive energy in a inhomogeneous material is given by the difference
of the bulk total energy of the compound solid and the total energy of free atoms of different species,
weighted with the number of atoms of each species, divided by the total number of atoms itself.
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Angle-resolved photoemission
FIGURE 4.2: (a) ARPES spectrum of graphene/Au along with a 3NN TB calculation and (b) the raw
photoemission data. (c) ARPES spectra around the K point of hydrogenated graphene with increasing
H-coverages as denoted. The last image (bottom right) corresponds to graphene after thermal annealing.
We now turn to an analysis of the quasi-particle dispersion and a discussion of the
electronic band structure of hydrogenated graphene. This is vital for unraveling changes
close to EF that determine optical and transport properties. To this end, we perform
ARPES experiments, which is the most powerful technique to study electronic energy
band dispersions and gives access to graphene’s spectral function [136]. A self-energy
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analysis allows us to estimate the hydrogen coverage independently from XPS and we
find good agreement between the two methods.
4.2(a) shows the spectral function of graphene intercalated with Au in the ΓK direction.
From the momentum dispersion of the pi-band, we obtain a Fermi velocity of vF=1.05×
106 m/s, identical to that of graphite [233]. Interestingly, the third nearest neighbor (3NN)
tight-binding (TB) calculations employing the previously reported TB parameters from
graphite [81] yield a band structure that is fully consistent with the measured ARPES
maxima of graphene on Au. Au intercalated graphene is therefore an ideal model system
to study hydrogenation. 4.2(c) displays the spectral function of graphene at the K point
after in-situ exposure to a beam of atomic hydrogen. Since the spectral function provides
access to the imaginary part of the self-energy, Im(Σ), we can estimate the increase in
scattering time, τ , by using the Heisenberg uncertainty principle Im(Σ)τ ≥ ~/2, and
therefore estimate the H concentration, η. To this end, we fitted constant energy cuts of
the spectral function with Lorentzians in order to derive the momentum line widths ∆k
which are related to the imaginary part of the self-energy as Im(Σ) = vF∆k/2. With the
mean free path of the electrons moving in 2D graphene given by ` = 1/ηλ, where λ is the
linear scattering cross section of the H impurities, and ` = vF τ , we find the scattering rate,
valid for low H coverage, to be f = 1/τ = ηvFλ. The cross section λ measures the linear
dimension of the hydrogen impurity and is expected to be on the order of a few graphene
lattice parameters. An estimate based on a simple tight-binding model of H adsorption
on graphene is given by 1/τ = (2pi/~)ηAc|t0()|2ν0(), where Ac is area per carbon
atom, t0 is a renormalized T -matrix element for scattering from a single impurity,  is the
electron energy and ν0 is the graphene electronic density of states per carbon atom [234].
Using the previously reported H-C TB parameters [235], we found for a coverage of 6%
(η/Ac = 0.06) and an energy of 1 eV below Fermi level, f = 1.0 × 1015 s−1, equivalent
to a scattering cross section of λ = 4.4 A˚. Therefore, the chemisorption of one hydrogen
atom results in a lattice distortion felt by electrons inside a circle of radius 4.4 A˚. This is
in reasonable agreement with previous reported values [48].Notably, we do not include
effects of inhomogeneous H clustering or the effect of varying chemisorption energies for
an H atom that might lead to a different and not entirely random chemisorption pattern.
Turning back to 4.2(c), it is clear that already at low H/C ratios of 0.5%, we observe a
dramatic decrease of the photoemission (PE) intensity of the pi band close to EF accom-
panied by a general broadening of the pi-band. The most striking effect is the opening
of a gap of reduced ARPES intensity between the pi-band and EF . The pi band maxima
are therefore not crossing EF anymore but appear at lower energies as hydrogenation pro-
ceeds. Finally, the last graph of 4.2(c) shows the fully recovered pi-band after annealing
at 600 K, demonstrating the reversibility of this functionalization procedure.
The energy dispersion curves (EDCs) through K [indicated by a vertical dashed line in
the first viewgraph of 4.2(c)] are displayed in 4.3(a). The EDCs have been integrated over
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FIGURE 4.3: (a) Energy dispersion curves (EDC) and momentum dispersion curves (MDC) for 15 different
hydrogenation stages as indicated. (b) Calculations of A(E,K) for increasing hydrogen content between
0% and 5.5% (indicated by red color). The inset compares the calculated maxima of A(E,K) to the
experimental EDC maxima (relative shift to the curves for pristine graphene). (c) Angle-integrated PE
intensity for different H/C ratios with the Au background intensity subtracted. The inset denotes the energy
onset of the rise in intensity. (d) The spectral function at K as a function of energy as in (b) is plotted,
assuming that both C atoms in a given unit cell are simultaneously hydrogenated. The peak in the spectral
function does not change the position at all but only broadens with increasing H/C ratio.
2◦ around K. It can be seen that the maxima of the EDCs shifts by ∼800 meV for 8.7%
hydrogenation. As we will show later, this is directly related to a gap opening. The inset
in 4.3(a) depicts the momentum dispersion curves (MDCs) taken at 1 eV below EF from
which we determined the H/C ratio η as described above.
Several mechanisms responsible for the downshift of the pi band are conceivable. First,
the chemisorbed H might lead to graphene quantum dot formation and hence to size quan-
tization resulting in the opening of a bandgap. This effect might be especially important
for a regularly chemisorbed H superstructure. The strong increase in impurity scattering
rate, however, points towards randomly chemisorbed H. Furthermore, it is conceivable
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that hydrogen favors single sided attachment to graphene on a substrate. In this case, the
lowest energy configurations for two neighboring H atoms break the sublattice symme-
try [236]. Symmetry breaking in turn invariably leads to a gap opening which is propor-
tional to the difference in potential energy felt by the hydrogenated and unhydrogenated
carbon atoms. This would also explain the broadening of the spectral function A(E,K):
in this model there are sp2 and sp3 sites and the spectral weight is merely shifting between
them. Clearly, other chemisorption patterns which do not break the sublattice symmetry
are also conceivable but their contribution is much smaller as can be inferred from the
agreement of the measured spectral functions and the model calculations for symmetry
breaking H chemisorption sites as discussed below.
The cuts of the calculated spectral function A(E,K) for single-sided hydrogenation
are depicted in 4.3(b) and are to be compared to the EDCs from 4.3(a). It can be seen
that the shift of the maxima of A(E,K) with proceeding hydrogenation, the broadening
and also the line shape are in good agreement to the experiments. The small remaining
differences come from the fact that the experimental EDCs contain some intensity from
the Au electronic states. Notably, we can only obtain the downshift of the maxima of
A(E,K) for our calculation if we impose the constraint, that at most, one C atom per
graphene unit cell can be hydrogenated. This provides evidence that symmetry breaking
is the mechanism responsible for the gap opening as seen in the ARPES spectra. The inset
in 4.3(b) compares the EDC maxima to the energy maximum of the calculated A(E,K)
and it is evident that they also agree well.
Looking at the downshift of the EDC maxima with hydrogenation, it is clear that this
will also influence the total density of states (DOS) which is proportional to the angle
integrated PE intensity. After performing the integration, we subtracted the small PE
intensity of the underlying Au. The resulting integrated PE intensity of hydrogenated
graphene for different η is depicted in 4.3(c). It is clear that for increasing η, the integrated
PE intensity at a given energy is smaller which relates to the gap opening and puts our
data in a wider context relevant for optical absorption experiments. This gap opening
is also evident from the inset to 4.3(c) where we depict the energy value at which the
PE intensity starts to rise (we define this onset as 10% of the integrated PE intensity of
pristine graphene at 1 eV). With proceeding hydrogenation, the onset energy appears at
a lower energy, opening up a region of no PE intensity (i.e. a gap). Most importantly,
this onset is directly related to half the bandgap value since it is measured with respect to
EF if we assume electron-hole symmetry. In 4.3(c) we have an onset energy of 0.5 eV
for the maximum hydrogenation level. Therefore we expect twice this value, i.e. 1 eV
for the electronic bandgap between pi and pi∗. This is a perfect energy range for optical
applications and it is also in agreement with calculated values [10, 237].
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Conclusions
In summary we have investigated the functionalization of quasi-free-standing graphene
with atomic hydrogen. The XPS measurements of graphene have shown a C1s core
level shift of 0.5 eV towards lower binding energy upon Au intercalation in between
the graphene/Ni(111) interface, resulting in a substantial reduction of the substrate inter-
action. This is in accordance with our calculations that predict a reduction of the cohesive
energy per atom by 0.4 eV and an increase of the graphene-substrate distance by 1 A˚. The
exposure of graphene to atomic hydrogen induces the formation of C-H bonds resulting
in a local sp3 hybridization. This is directly observed in XPS by the appearance of two
additional C1s peaks originating from the C-H bond and the C atom next to it. These two
features are separated by almost 1 eV from each other which is also in good agreement
with the C1s binding energy calculations [see the features C2 and C3 depicted in 4.1(b)].
NEXAFS measurements indicate a rehybridization from sp2 to sp3 and the formation of
C-H bonds perpendicular to the graphene layer. Most importantly, the ARPES spectra
of hydrogenated graphene clearly show the downshift of the pi band’s spectral function
to lower energies and also a broadening. Our calculations support sublattice symme-
try breaking as the reason for the observed changes in the ARPES upon hydrogenation.
Since the energy difference between the onset of the integrated PE intensity (proportional
to the DOS) and EF is related to half the electronic band gap value, we expect tunable
optical properties for hydrogenated graphene. Our results also unravel an interesting con-
nection between the hydrogenation of graphene and amorphous carbon. On the one hand,
the origin for the tunable optical band gap in a-C:H [221] might also be understood in
terms of sublattice symmetry breaking. On the other hand, hydrogenation might as well
also lead to functional optical devices based on graphene because the electronic band gap
can be tuned with hydrogen coverage. Our results are therefore also relevant to optical
absorption, photoluminescence and resonance Raman spectroscopy of graphene. First,
the optical gap should be observable and possibly lead to photoluminescence, similar to
the case of oxidized graphene [238]. The broad peak maximum in the spectral function
would manifest itself as the so-called Urbach tails in the optical absorption spectrum,
similar to the case of a-C:H. Second, it is well known that hydrogenated graphene shows
an increase in its D band Raman spectrum which is due to the randomly chemisorbed H
atoms that act as defects [9]. Little is known about the relation of the D band intensity to
the absolute number of defects. We therefore propose a combined photoemission and res-
onance Raman study of hydrogenated graphene with a defined H coverage to determine
the relation between D band Raman intensity and H/C ratio. Such a defined environment
is extremely important for a quantitative understanding of the defect scattering-induced D
band and also for the emerging field of graphene metrology.
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4.2 EVIDENCE FOR A NEW TWO-DIMENSIONAL
C4H-TYPE POLYMER BASED ON HYDROGENATED
GRAPHENE
published in: Advanced Materials, 23, 4497-4503, (2011), doi:10.1002/adma.201102019
Introduction
Carbon-hydrogen bonds are fundamental in chemistry and can be found as classical
and non-classical bond configurations yielding a manifold of molecular species and hy-
drogenated forms of carbon. Modifications of the CxHy stoichiometry result in different
molecular systems with a significant change in structure and geometry as well as en-
tirely different physical and chemical properties. Linking the individual CxHy units with
covalent bonds, i.e. polymerization allows for adopting this wide spectrum of proper-
ties to a 1-3 dimensional bulk material [239]. Polymerization can be performed as a
bottom up approach (chemically linking together individual CxHy units) or by function-
alization of a template using self-organizing adsorbates. Graphene [24, 43] is an ideal
template system for the latter type of experiment because it can be grown in large areas
by chemical vapor deposition on metals [205, 240] and by Si sublimation on SiC [107]
and can be easily functionalized covalently [148, 9, 241, 242, 4, 222]. Fully hydro-
genated graphene also known as graphane [3], has carbon-hydrogen bonds directed up-
wards and downwards in the sp3 type carbon atom framework. Electronically, graphene
is a zero-gap semi-conductor and graphane an insulator with an energy gap of 3.5 eV [3].
The situation for hydrogenation of epitaxial graphene is different since substrate inter-
actions prevent direct formation of graphane type structures and thus reduce the highest
achievable hydrogen uptake. Partially hydrogenated graphene [148, 9] has peculiar elec-
tronic [11, 222, 241, 243, 244, 245] and magnetic [236, 246] properties that are strongly
affected by the chemisorption pattern [247]. For hydrogenated graphene, theory pre-
dicts electron localization [248], a peculiar midgap state [10, 218], strong excitonic ef-
fects [249] and high-TC superconductivity in hole-doped graphane [14] but it is not yet
clear whether any of these effects have actually been observed experimentally. The hy-
drogen to carbon ratio is crucial and so far it was estimated using scanning tunneling
microscopy and electron energy loss spectroscopy [229, 250, 251]. Therefore most trans-
port and optical spectroscopy experiments to date are carried out without any knowledge
of the H/C ratio (stoichiometry). For hydrogenated bilayer graphene the stability of a
para-type chemisorption (the H atom pairs are located on opposite edges of the hexagon)
was inferred on the basis of geometry optimizations [252]. Much less is know on ex-
periments/simulations of the hydrogenation kinetics of a quasi-free-standing graphene
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monolayer and on the existence of stable phases with certain chemisorption patterns and
their electronic properties.
In this work we provide the experimental proof for the existence of a new and sta-
ble C4H phase. We also provide strong evidence for a para-type chemisorption pattern
for this phase. This new phase is characterized by the presence of aromatic rings ar-
ranged in a 2×2 super structure which enhance its chemical stability. As spectroscopic
tool we employ photoemission that allows for consistent determination of the hydrogen
quantity chemisorbed on graphene. We further unravel the elementary processes involved
in the surface reactions by using chemisorption models and molecular dynamics (MD)
simulations. The photoemission experiments are corroborated by scanning tunneling mi-
croscopy (STM) studies of hydrogen chemisorption on graphene confirming the dosage
dependence of the H-coverage. STM provides further insight into the hydrogen arrange-
ment which lacks long range order for small H/C ratios.
Experimental and theoretical methods
Pristine graphene samples were prepared in-situ under ultra high vacuum conditions by
chemical vapor deposition (CVD) on Ni(111) thin films [121, 82]. This growth method
works for a relatively low temperature window from ∼500-620oC [82] as compared to
growth by carbon precipitation which uses 900oC to dissolve carbon into the nickel [253].
We thus conclude that our ”soft” CVD conditions dissolve less carbon into the nickel film.
The absence of dissolved carbon into the nickel is corroborated by the appearance of a
single peak in the core-level photoemission spectra of carbon as we will show later. After
CVD we performed Au intercalation into the graphene/Ni interface in order to render the
graphene layer quasi-free-standing [7, 8, 241]. Hydrogenation of graphene/Au was per-
formed by exposing graphene to a beam of atomic H that was produced by cracking H2
at ∼3000 K in a W capillary [241]. The cracking efficiency of the H2 molecule at these
parameters is close to unity. The hydrogen partial pressures during hydrogenation were in
the range of 1×10−9 mbar - 1×10−7 mbar. The hydrogenation time was varied between
a few seconds up to 10 mins. During in-situ hydrogenation the sample was kept at room
temperature for all microscopy and spectroscopy experiments. STM experiments were
conducted using a commercial Omicron VT Multiscan STM, with all measurements car-
ried out under ultrahigh vacuum (UHV) conditions, at room temperature. W tips prepared
by electrochemical etching immediately before introducing them into the UHV chamber
have been used for imaging and the STM images were processed using WSxM [254].
Typical scanning conditions used with the sample were 1 nA for the tunneling current
at a positive 0.02 V sample bias. STM allows for direct imaging of the C atoms in the
graphene layers and the hydrogen coverage on the graphene surface [255, 222]. Fur-
thermore, we performed XPS of the C 1s core-levels using synchrotron radiation. These
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measurements were carried out at the BESSY II synchrotron (Berlin, Germany) using the
German-Russian beam line with the HIRES end station. STM and XPS experiments were
performed using the same parameters for the hydrogenation procedure, therefore the mor-
phology and electronic properties can be related to each other for a given hydrogenation
time. In order to study the hydrogenation kinetics, a phenomenological kinetic chemisorp-
tion model calculation and molecular dynamics (MD) simulations of the hydrogenation
process were performed. We have fitted the H adsorption and desorption probabilities
to the experimental data using a kinetic model. Quantum chemical MD simulations are
based on an approximate density functional theory method calculating the spin-polarized
self-consistent-charge density-functional tight-binding potential [256, 257, 258]. There-
fore they provide a completely parameter-free description of the hydrogenation kinetics
and the information of the preferred chemisorption patterns. Further details on the MD
simulations can be found in the supplementary information3. Finally, we have calculated
the electronic band structure and the density of states of C4H using density functional
theory (DFT).
Scanning tunneling microscopy
FIGURE 4.4: (a) STM topography images of pristine graphene/Au with atomic resolution. The images
of the hydrogenation series (at 10−7mbar partial pressure) on a larger scale are shown in (b)-(e) with the
corresponding hydrogenation time. The hydrogen exposures in (b)-(e) were 0L, 0.75 L, 3.0L and 45 L. The
chemisorption of hydrogen changes the appearance of the surface and is clearly observable as bright spots.
Fig. 4.4(a) - (e) depicts STM images for pristine and hydrogenated graphene at in-
3The original paper and the supplementary information can be found at
http://onlinelibrary.wiley.com/doi/10.1002/adma.201102019/abstract
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creasing hydrogen exposure times, as indicated on each panel. The atomically resolved
image recorded on pristine graphene is shown in Fig. 4.4(a) and a larger scale image high-
lighting the characteristic Moire´ super lattice with a period of 2.6 nm, roughly consistent
with the super cell of Au on the Ni(111) surface [241] is presented in Fig. 4.4(b). The
Moire´ pattern appears as a result of lattice mismatch when superimposing the graphene
and the Au lattices. These STM images are important as they prove that no Au islands re-
main on the surface after the intercalation process. This is crucial since Au islands might
block the H chemisorption and lead to a wrong determination of the hydrogen storage
capacity of graphene. With proceeding hydrogenation, bright protrusions appear on the
graphene surface, initially spot-like features commensurate with low hydrogen exposure
[Fig. 4.4(c)], followed by the formation of filamentary structures at intermediate hydro-
gen exposure [Fig. 4.4(c-d)]. At all outlined exposure times the hydrogen chemisorption
sites appear to be distributed randomly on the scan sizes investigated in this study. This
random chemisorption pattern for low H coverages has important implications for the
mechanism of band gap opening in the electronic structure of hydrogenated graphene.
From an electronic point of view, hydrogen adsorption introduces a local sp3 character,
reducing the number of pi electrons and therefore the carrier concentration at the Fermi
level in graphene [259]. For the complete surface passivation after increasing the hydro-
gen exposure to 600 seconds [Fig. 4.4(e)], the hydrogenated graphene layer has the lowest
carrier concentration. As we will show by photoemission, this hydrogenation time corre-
sponds to an H/C ratio of 25%. The simulations of the hydrogenation procedure predict
that para-type chemisorption is the dominant pattern for this exposure time. Such a C4H
compound with a para-type H chemisorption is a wide band gap insulator. The insulating
behaviour and the coexistence of various orientations in the chemisorption make it hard
to retain the good spatial resolution that we showed for low H/C ratios. STM therefore
proves that all Au is intercalated in between the graphene and Nickel film and it provides
access to the surface morphology changes of graphene during hydrogenation. In particu-
lar, it proves that H atoms chemisorb and there is no preferred pattern for low exposures.
A quantitative determination of the H/C atomic ratio and chemisorption pattern remains
difficult at the scan scales presented in this local study. We therefore employ photoe-
mission as described in the next section which is capable of probing larger areas on a
sample.
Core level Photoelectron spectroscopy
To study the chemisorption kinetics of hydrogen on graphene in − situ, we applied
stepwise small doses of atomic hydrogen followed immediately by measurement of the
C1s core-level. This hydrogenation series is shown in Fig. 4.5. The photo-desorption of
hydrogen was compensated by applying small changes in the position of the synchrotron
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FIGURE 4.5: C 1s core-level spectra of graphene/Au at different hydrogen coverages up to maximum H
load of about 25%. All C 1s features were fitted with Doniach-Sunjic lineshapes with components C1 and
C2 representing unhydrogenated C atoms of graphene/Au. C1 has no neighboring C-H bond and C2 can
have a neighbor C-H bond. The binding energies are given relative to the C1 component with values of
284.2 eV for pristine graphene/Au. From the integrated area of the C3 component, we directly determine
the hydrogen coverage for every functionalization step according to Eq. 4.1.
beam after each hydrogenation step (the photo desorption of H during each XPS measure-
ment is negligible). For the XPS analysis and determination of the H/C ratio, a Shirley
background was subtracted from the raw photoemission data and a fit to a Doniach-Sunjic
line shape [171] was performed. The accuracy of the determination of the H/C stoichiom-
etry is about 1%. The C1s line shape of hydrogenated graphene consists of three com-
ponents (C1, C2 and C3) [241] which are shown in different colors for each H/C ratio in
Fig. 4.5. In each spectrum of Fig. 4.5 we assign a peak to unhydrogenated carbon atoms
(C1) that corresponds to the spectrum of pristine graphene scaled down in intensity. With
proceeding hydrogenation, two additional peaks, C2 and C3 emerge corresponding to un-
hydrogenated C atoms next to the C-H bond (C2) and to the C atoms that with hydrogen
attached (C3). The peak positions of C2 and C3 with respect to C1 are 110 meV lower
and 750 meV higher, respectively. C3 is most important for the analysis as the area within
this peak is a direct measure of the hydrogen content η, the atomic hydrogen to carbon
ratio in percent, according to
η [%] = 100 · C3
C1 + C2 + C3
. (4.1)
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Here C1, C2 and C3 denote the areas under the relevant constituents of the C1s core-level
spectrum shown in Fig. 4.5. We find a maximum coverage of about 25% which is in
accordance to model calculations for single sided hydrogenation [48]. The peaks C1 and
C2 are very close to each other and can exchange spectral weight in the fit. This does
not affect the determination of η as the C3 peak is well separated and both, C1 and C2
correspond to unhydrogenated C atoms.
Calculations of the hydrogen adsorption and the electronic properties
of C4H
The hydrogenation kinetics, i.e. η versus hydrogenation time t as evaluated from XPS
are shown in Fig. 4.6(a). The evolution of the H-coverage as a function of exposure
is linear for small exposures but a saturation can be observed at a hydrogen concentra-
tion of about 25%. The three processes that govern the hydrogenation kinetics are H
chemisorption, H reflection and H2 formation followed by desorption (associative H2
elimination). Our theoretical description of the hydrogenation kinetics is twofold: (1)
by phenomenological modeling of the hydrogenation using an adsorption model and (2)
by a parameter-free MD calculation. Concerning the phenomenological model (1), the
differential equation that we use to model the time-dependent H-coverage is given by:
dη
dt
= I · Pads · (1− η)− I · PH2 · η. (4.2)
Here, η represents the H-coverage and I is the H-atom flux reaching the sample. The
parameters Pads and PH2 describe the probabilities of H-atom chemisorption and H2 for-
mation, respectively, which govern the evolution of the H-coverage. In Eq.4.2 the first
term describes H chemisorption and the second term associative H2 elimination. The
third process is hydrogen reflection at the graphene sheet which has a probability Prefl.
The total probability for an incoming H atom reads Pads +Prefl +PH2 = 1. The solution
of Eq. 4.2 was used to fit the experimental data and is the model calculation shown in
4.6(a). It can be written as
η [%] = 100 · Pads
Pads + PH2
· (1− exp[−I · (Pads + PH2) · t]) . (4.3)
In the saturation regime (t → ∞) the exponential term of Eq. 4.3 can be neglected and
by using 25% for η we obtain PH2 = 3Pads. For low hydrogen coverages (t→ 0) we can
approximate the exponential term by Taylor series expansion up to 1st order. Eq. 4.3 is
then reduced to η[%] = 100 · I · Pads · t and can be fit to the experimental coverages from
XPS. The slope m of the experimentally determined H/C ratio [red points in Fig. 4.6(a)]
at small values of t yields the flux of chemisorbed H atoms per C atom per second for a
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FIGURE 4.6: (a) The determination of the H/C ratio by XPS along with the calculated chemisorption curves
from Eq. 4.2. The hydrogenation time is for a partial pressure of 10−7 mbar. (b)-(d) MD simulations : (b)
time dependence of the H/C ratio up to equilibrium concentration, (c) ratio of H chemisorption, reflection,
and H2 formation and (d) the last snapshot (top and side view) of H-graphene after 200 ps simulation.
pristine graphene layer as
m = I · Pads = 3.6 · 10−3 H-atoms
sec · C-atoms . (4.4)
In order to determine Pads it is necessary to estimate the hydrogen flux I on the sample.
With the specifications of the turbo molecular pump (pumping speed) and the hydrogena-
tion pressure we can estimate the H-molecule flux in the chamber using the ideal gas law.
With a cracking efficiency of ∼1 and using the solid angles of H-source and sample, the
H-atom flux on the sample is found to be I ≈ 0.1 H-atoms per second per C-atom. From
Eq. 4.4 and the above mentioned relations between the probabilities we obtain on average
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Pads ≈ 3.6 %, PH2 ≈ 10.8 % and Prefl ≈ 85.6 %. The dominant role of H reflection is
also found independently from MD simulations as is shown below.
An atomistic description of the hydrogenation process yields a completely parameter-
free solution of the H/C ratio. It furthermore provides the information on the H chemisorp-
tion sites. This is in particular interesting because the electronic and magnetic properties
of hydrogenated graphene depend sensitively on the chemisorption pattern. Their relia-
bility and robustness can be verified by comparing the simulated maximum H/C ratio to
the experimental one. The time dependence of the MD simulation is given in Fig. 4.6(b)
and the obtained maximum coverage of 25% agrees to the experiment. For the simu-
lation we have used an incident energy corresponding to the experimental value of the
kinetic energy, Ekin, of the H atoms at the cracking temperature T . The average kinetic
energy of an H atom in our experiment is given by Ekin = 32kBT ∼400 meV (kB is the
Boltzmann constant and T∼3000 K). The simulation provides insight into the constituent
processes, i.e. H reflection and H2 formation followed by desorption which are depicted
in Fig. 4.6(c). Clearly, the H reflection is the dominant process for this incident energy of
400 meV.
MD simulations also provide the H chemisorption pattern for the saturated graphene
(the final snapshots of the simulation). One example is shown in Fig. 4.6(d) and oth-
ers are shown in the supplementary information. Here, all H atoms are arranged in a
para-type chemisorption pattern and the resulting stoichiometry of this perfect para-type
graphane is C4H. This pattern is dominant over other H arrangements. By averaging over
all simulated trajectories, we can find for ortho:meta:para chemisorbed pairs of H atoms
the ratio 0.14:0.24:0.62 (see supplementary information). This distribution is also evident
from the XPS spectrum shown in Fig. 4.5 (a pure para-type C4H layer would have zero
C1 component). From Fig. 4.6(d) it is also obvious that hydrogenation leads to ripple
formations due to distortions in the C-lattice. Finally, we have further investigated the
electronic properties of this compound using DFT calculations. In Fig. 4.7(a-b) we depict
the electronic energy bands and the density of electronic states showing that C4H has a
wide band gap of 3.5 eV. In Fig. 4.7(c) we show an image of the perfect C4H sheet with
the unit cell which has 8 C atoms and 2 H atoms. It can be seen that isolated aromatic
rings are separated from each other by H atoms. Aromaticity is not only of fundamental
importance for the chemical stability of C4H but also regarding the synthesis of modified
graphene based systems from molecular precursors. The aromatic rings are arranged in
a 2×2 super structure with respect to the graphene sheet. Interestingly, this super struc-
ture is also found in stage 1 graphite intercalation compounds, where the graphene lattice
remains almost undistorted due to its ionic character in contrast to the present covalently
bonded compound. The appearance of a bandgap is well known in hydrogenated graphene
under the same conditions [241, 260] and confirms our calculations.
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FIGURE 4.7: (a) Calculated band structure and (b) density of states for C4H. (c) The C4H sheet with the
isolated aromatic benzene rings indicated.
Discussion and Conclusions
In conclusion, we have proven by XPS determination of the H/C stoichiometry that
a new and stable C4H phase of hydrogenated graphene exists which provides an upper
limit to storage of H on graphene under the applied conditions. This quantitative deter-
mination of H/C ratios is complemented by an STM investigation of the surface morphol-
ogy changes upon hydrogenation in which the presence of hydrogen is clearly visible as
bright spots. For quantitatively low levels of H chemisorption where random bond for-
mations predominate, these bright spots are distributed on the surface of graphene with
no order or self assembly. The correlation of exposure time with the measured H/C ra-
tio yields the hydrogenation kinetics for which we have developed the chemisorption
model. In addition we have performed MD simulations and obtained an evolution of the
H-coverage in excellent agreement to the experiment. Chemisorption can occur in princi-
ple at random positions. However, during prolonged H bombardment, a para-adsorption
pattern emerges as a consequence of repeated surface reorganization due to associative
H2 elimination. Since hydrogenation of graphene has been carried out on a substrate with
a directed H beam, the stereo chemistry implies a single-sided hydrogenation process,
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where all para-type positions are hydrogenated on the same surface site. This is different
from a free standing graphene layer which is exposed to an H plasma where the hydro-
genation can take place on either side [9]. This observation compares well to partially
fluorinated graphene of a gross stoichiometry C4F, where aromatic domains are also as-
sumed to be present [242]. The maximum coverage of 25% has to be compared to the
maximum hydrogen to carbon atomic ratio of other forms of hydrogenated carbon such
as nanotubes [228], graphite [229] or strongly interacting graphene on transition metal
substrates [244]. Our results agree very well with the nanotube and graphite cases. The
differences in maximum hydrogen chemisorption of graphene on transition metal sub-
strates may be explained by the corrugation of graphene on these substrates which would
help the chemisorption process.
We also report electronic structure calculations of C4H indicating that it is a wide band
gap semiconductor making it an attractive material for optoelectronics in the UV range.
Moreover, the aromatic domains that are encircled by sp3 units may serve as a nano-
template in a similar manner for smaller molecules comparable to the concave areas in
the boron nitride nanomesh [261]. The precise analysis of H/C stoichiometries by XPS is
an important step towards functional materials based on hydrogenated graphene. Analysis
of the C/H ratio by core-level photoemission will prove particularly useful in combina-
tion with other spectroscopic methods such as resonance Raman, optical absorption and
electron spin resonance.
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4.3 DIRECT OBSERVATION OF A DISPERSIONLESS
IMPURITY BAND IN HYDROGENATED GRAPHENE
published in: Physical Review B, 83, 165433, (2011), doi:10.1103/PhysRevB.83.165433
Introduction
Doping is at the heart of modern semiconductor technology because it allows for con-
trol of the carrier density and is therefore the basis for all circuit elements. If the con-
centration of the dopant increases beyond a critical value, the physical properties of a
doped semiconductor are described by impurity band formation [262]. For example in
the case of B doped diamond an insulator-to-metal transition and superconductivity is
observed beyond a critical B concentration [263]. From angle-resolved photoemission
spectroscopy (ARPES) [264] and x-ray absorption spectroscopy [265] of B doped di-
amond, it was concluded that the impurity band derived from B orbitals is above EF .
Covalent doping is also successfully applied to sp2 bonded carbon materials[48]. It has
been shown that hydrogen readily forms a covalent bond with graphene [3]. The bonding
environment of C-H is usually well defined and H/C ratios equal to∼25% have been real-
ized [241, 229]. It is therefore tempting to ask whether impurity band formation happens
in hydrogenated graphene (H-graphene), in close analogy to B doped diamond. Theory
suggests H-graphene [266] to have a substantial bandgap of 1 eV accompanied by a dis-
persionless and spin-polarized midgap state [10, 234, 237]. Transport experiments have
shown that the exposure of graphene to atomic hydrogen turns graphene into an insu-
lator with a temperature dependence of the conductivity that points towards a variable
range hopping mechanism [9]. For electron-doped (n-doped) graphene on SiC, small H
amounts yield a shrinkage of the Fermi surface and a metal to insulator transition (MIT)
has been observed with a combined transport and ARPES study [11]. For pristine quasi-
free-standing graphene, the opening of a bandgap has been reported upon hydrogena-
tion [241, 222]. However, the formation of a hydrogen impurity band has not yet been
observed experimentally and therefore the question of its existence and electronic prop-
erties remains an open topic.
In this work we present the first experimental evidence of a hydrogen-derived midgap
state in H-graphene using ARPES and near edge x-ray absorption fine structure (NEX-
AFS) measurements. The latter method provides access to unoccupied electronic states
above the Fermi level by measuring the x-ray absorption which is caused by transitions
from the C1s core level to the pi∗ and σ∗ energy band. For undoped H-graphene the im-
purity band is located within the emerging gap at the Fermi level and is therefore hardly
accessible with ARPES since this method probes only the occupied electronic states of
the band structure. Using potassium intercalated n-doped graphene, the hydrogen-derived
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state becomes available for an occupation with electrons and acts as an acceptor level for
pi∗ electrons which can be directly observed in ARPES.
Density functional theory (DFT) calculations suggest that the midgap state is largely
derived from H 1s orbitals. Calculations of the typical and average density of states
(DOS) using the kernel polynomial method (KPM) with a tight-binding (TB) band struc-
ture calculation [267, 234] indicate that the new state does not localize easily despite the
randomness in the H chemisorption sites.
Experimental methods
Pristine monolayer graphene samples were prepared in-situ under ultra high vacuum
conditions by chemical vapor deposition on Ni(111) thin films epitaxial grown on W(110) [6].
Hereafter one monolayer (ML) of Au was deposited on graphene and intercalated into the
graphene/Ni interface by annealing [7, 8, 241]. This procedure liberates graphene from
the strong interaction to the Ni substrate, rendering it quasi-free-standing. Functional-
ization was performed by exposing pristine graphene to potassium atoms which were
evaporated from commercial SAES metal dispensers while the graphene sample was kept
at 25 K during the deposition. Potassium intercalation into the graphene/Au interface was
performed at room temperature (RT). Hydrogenation was carried out at ∼1×10−9mbar
for times between 1-100 s. The atomic hydrogen beam was produced by cracking H2 at
3000 K in a tungsten capillary. ARPES measurements were carried out at the BaDElPh
beam line of the Elettra synchrotron in Trieste (Italy) [22]. The spectra were acquired at
photon energies of 26 eV and 40 eV with the sample at 25 K and a base pressure better
than 8×10−11mbar. The angular resolution was 0.15◦ and the energy resolution was set to
15 meV. All ARPES measurements were taken along the ΓKM directions. Furthermore,
we performed NEXAFS measurements at the Carbon K-edge using synchrotron radiation.
These studies were carried out at BESSY II using the HESGM beam line equipped with
a home-built channeltron detector. The NEXAFS spectra were measured in the partial
electron yield mode. We have applied a negative retarding potential of U = −150 V.
Results and Discussion
We discuss the electronic properties of hydrogenated graphene intercalated with Au
using NEXAFS. As this method probes the unoccupied density of states by inducing
dipole transitions from the C 1s core levels to the pi∗ energy band, it is a versatile tech-
nique to investigate the changes in the electronic structure that appear upon hydrogena-
tion. In fig. 4.8(a) and (b) we show the NEXAFS spectra for pristine and H-graphene
(H/C∼15%) [241], respectively. Both sets of curves depict a similar behavior with φ,
the angle of light incidence: for grazing incidence (φ = 20◦) we have a maximum
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FIGURE 4.8: NEXAFS spectra of (a) pristine graphene and (b) hydrogenated graphene (H/C∼ 15% from
XPS [241]) for various incident angles between normal (90◦) and grazing incidence (20◦). The inset in (a)
shows the experimental geometry and φ, the angle of light incidence. (c) Comparison of pristine (green)
and H-graphene (blue) in the region of the pi∗ resonance. The additional shoulder at lower photon energy
denoted by two arrows is best visible for grazing incidence. The red line indicates the C1s energy position
of unhydrogenated graphene/Au. (d) Calculated density of states for hydrogenated graphene with various
H/C ratios.
photo absorption referring to the pi∗ resonance and for normal incidence (φ = 90◦)
we have a maximum absorption identified as the σ∗ resonance. This is in agreement
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FIGURE 4.9: (a) ARPES intensities around the K point of the Brillouin zone of graphene intercalated
with one monolayer Au for increasing potassium doping. The last viewgraph (bottom right) denotes the
photoemission intensities of graphene intercalated with potassium in between the graphene/Au interface.
(b) Energy dispersion curves taken at the K point for the six doping steps in (a) with the shift of EF as
indicated. For the doped graphene, the two peaks correspond to the pi and pi∗ bands. Upon intercalation of
potassium between graphene and Au, the value of the gap between pi and pi∗ bands doubles.
with the NEXAFS experiments performed on graphite and previous measurements on
graphene [221, 241, 244]. A closer look to the pi∗ resonance is shown in fig. 4.8(c). Two
observations can be made from the comparison of pristine and H-graphene: (1) the pi∗
resonance gets weaker in intensity upon hydrogenation and (2) the high resolution spec-
tra show a low-energy shoulder appearing upon hydrogenation for grazing incidence. (1)
can be well understood since hydrogen adsorption effectively removes pi bonds (sp3 C-H
bond). Concerning (2), the feature appears between 284.3 eV and 285.3 eV, as indicated
by the arrows in fig. 4.8(c). In the following we argue that this extra feature can also
be attributed to a midgap state that lies in between the pi and pi∗ bands. Such a feature
can contribute to a downshift of the pi∗ resonance. To 0th order the NEXAFS resembles
the unoccupied density of states (neglecting the light polarization, excitonic and matrix
element effects). A comparison to the calculated DOS is therefore key to assign the
measured feature at the pi∗ resonance to an electronic state. To that end we performed
tight-binding (TB) calculations of the DOS of disordered H-graphene using the equation
of motion method for various values of H coverages [268]. This method allows us to treat
large systems with adjustable hydrogen coverages. In this case we chose graphene with
180000 C-atoms for the calculations. The TB parameters we used were γ = −2.7 eV for
the C-C interaction energy, γi = −5.7 eV for the C-H hopping energy and i = −0.2 eV
for the on-site energy of the hydrogen orbital [268]. In fig. 4.8(d) we depict the calculated
density of states of CnH for various C/H ratios in agreement with previous calculations of
disordered graphene [268]. It can be seen that with increasing H/C ratio, a new electronic
state appears in between the pi and pi∗ bands at the Fermi energy. Looking to fig. 4.8 (c)
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FIGURE 4.10: (a) ARPES intensities around the K point of the Brillouin zone of hydrogenated n-doped
graphene with increasing H/C ratios as denoted in percent. The size of the Fermi surfaces is indicated by
two black vertical lines on top and an arrow for the H/C=0 and H/C=2.1% ratios. The dots in the last
panel are a guide to the eye and depict the dispersionless midgap state. The photoemission intensity scale
is depicted and applies to all graphs. (b) Energy dispersion curves of the ARPES intensity at the K point.
(c) DFT calculation of the electronic energy bands and (d) the partial DOS of HC32. A rigid band shift of
1 eV was applied in (c) to account for the potassium doping. The dispersionless band 1 eV below EF in
blue color corresponds to the midgap state. The inset to (d) depicts the unit cell and the atoms (H, C1 and
C2) in the graphene lattice which contribute significantly to the midgap state DOS.
the additional shoulder at the pi∗ resonance also appears close to the onset (the edge of
the conduction band in fig. 4.8 is located at 284.2 eV). It is therefore likely that the ad-
ditional shoulder in NEXAFS is a fingerprint of a hydrogen-derived midgap state. Such
midgap states have been theoretically predicted [10] but have not been observed so far in
graphene. Their existence may have implications for superconductivity comparable to the
case of Boron doped diamond [263, 264, 265] as well as magnetism and optical properties
of H-graphene [10]. The spectral contribution of these new states can be engineered for
attainable H/C ratios by exposing graphene to an H beam for a defined time. However,
it should be noted that the observed shoulder in the vicinity of the pi∗ resonance cannot
exclusively be attributed to a hydrogen midgap state as it is also very likely that changes
in the carbon bond configurations at the hydrogenation sites contribute to the observed
shoulder in NEXAFS [244].
Therefore, we turn to an alternative strategy which comprises the doping of graphene
with additional electrons. This results in a shift of the Fermi level with respect to the
Dirac point so that the hydrogen midgap state should be observable with ARPES. A well
known approach from graphite is the intercalation of potassium[19, 21], since alkali met-
als donate their electrons without forming covalent bonds which might influence the hy-
drogenation procedure. Figure 4.9(a) shows ARPES spectra of monolayer graphene with
an increasing potassium coverage. The first viewgraph (upper left) in Fig. 4.9(a) corre-
sponds to undoped graphene and one can see the pi band touching EF at the K point in
the Brillouin zone. Clearly, the Dirac point shifts away from EF to higher energies with
increasing potassium coverage up to a final value of ∼1 eV. It has been put forward that
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the small gap in the spectral function at the K point originates from the Au superstruc-
ture which breaks the AB symmetry [123]. Warming up the sample to RT and cooling to
25 K again, yields a completely different picture shown in the last panel (bottom right) of
Fig. 4.9(a): a much larger separation between pi and pi∗ at the K point is observed. We
attribute this to the intercalation of potassium atoms into the graphene/Au interface, con-
sistent with the behavior of other metals (Au, Fe, Cu...) that readily intercalate in between
the interface of graphene and the Ni substrate [241, 8, 213, 269]. The intercalation at RT
is also consistent with the reported 100 K temperature limit above which potassium ions
on a graphene sheet become mobile [270]. Upon potassium intercalation the gap between
the pi and pi∗ bands increases which can be explained by the fact that the Au lattice forces
the potassium ions to positions which distort the graphene lattice and further break the AB
symmetry of the carbon atoms. The energy dispersion curves (EDCs) at the K point are
shown in Fig. 4.9(b) for the potassium doping steps. The n-doping does not significantly
change the separation between the pi and pi∗ bands. However, upon potassium intercala-
tion the energy separation increases from 400 meV to 800 meV. We purposefully induce
this ”gap” for a direct observation of the hydrogen acceptor level which we will discuss
below.
In Fig. 4.10(a) we present ARPES spectra of a hydrogenation series that was performed
on fully n-doped graphene. In the potassium intercalated graphene with the larger gap
between pi and pi∗, the graphene layer provides a buffer between potassium ions and H
atoms on top of graphene which efficiently prevents chemical bonding [76]. From the hy-
drogenation series in Fig. 4.10(a) we observe: (i) a general broadening of the spectra, (ii)
a shrinkage of the Fermi surface pointing towards hole doping, (iii) the gap between pi and
pi∗ increases with hydrogenation and, most importantly, (iv) a new state appears within
this gap. The new state is almost dispersionless and its ARPES intensity increases as
hydrogenation is proceeding. The increased ARPES intensity of the midgap state and the
shrinkage of the Fermi surface of the pi∗ band as indicated by the two black vertical lines
on top of each panel in Fig. 4.10(a) go together and are attributed to an electron transfer
from the pi∗ band to the midgap state. We employ the Fermi surface shrinkage to calculate
the H/C ratio [11] which is depicted for each hydrogenation step in Fig. 4.10(a,b). There-
fore the new electronic state acts as an acceptor level. As we will show later, the acceptor
level forms an impurity band which does not localize for the low H/C ratios (∼1%) shown
here, despite the randomness in H positions.
In Fig. 4.10(b) we depict an analysis of the spectral functions from Fig. 4.10(a) of hy-
drogenated n-doped graphene at theK point which fortifies our findings. Already at ratios
of H/C=0.9% the energetic distance between the pi and pi∗ bands increases from 0.8 eV to
1.6 eV which we attribute to the partial sp3 hybridization as discussed previously [241].
The EDCs integrated over all k-values for H/C=2.1% [from last panel of Fig. 4.10(a)] un-
ambiguously visualizes the new electronic state between 0.7 eV and 1.6 eV [top curve of
Electronic Properties of Functionalized Graphene 93
4 Results and Discussion
FIGURE 4.11: Sketches of symmetry-breaking, hybridization and charge-transfer processes in pristine and
n-doped H-graphene. In the case of undoped hydrogenated graphene the hydrogen-derived midgap state
can be measured with absorption spectroscopies probing unoccupied states such as NEXAFS. Only if EF
is above the energetic position of the midgap state (denoted by σ∗H ), can it be directly observed in ARPES.
In this case, the midgap state likely accepts electrons from the pi∗ band of graphene denoted by arrows (see
the right panel).
Fig. 4.10(b)]. The lack of a dispersion of this feature can be clearly seen when comparing
the integrated EDC with the single EDC taken at the K point. Whereas the shape of the
midgap state is nearly identical in both curves, only the intensity of this state is increased
when integrating the EDCs in k-space.
Figure 4.10 (c) shows DFT calculations of the band structure of H-graphene HC32 in
agreement with previous calculations [10], which is comparable to that measured for the
highest H/C ratio of 2.1%. To account for the n-doping from potassium atoms, we applied
a rigid shift by 1 eV. Clearly, there is an almost dispersionless shallow acceptor level also
present in the calculation which we identify as the new electronic midgap state at ∼-
1 eV that we have found using ARPES. For a complete understanding of the origin of
this new state, we project the DOS on the C 2pz and H 1s orbitals. We consider C 2pz
from the hydrogenated site up to the third nearest neighbor. Figure 4.10 (d) depicts the
projected DOS for the midgap state. Interestingly, the contribution of the 2pz orbital
of the same sublattice of the hydrogenated C atom is almost zero. From the projected
DOS it is evident that the midgap state is made up largely from H 1s orbitals and the
C 2pz orbitals from the neighboring lattice site. In Fig. 4.10 (d) these two atoms are
indicated by H and C1. The supplementary figure S4 depicts a realistic DFT calculation
of hydrogenated graphene on a K/Au substrate and indicates that the midgap state is robust
against substrate interactions.
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4.3 Direct observation of a dispersionless impurity band in hydrogenated
graphene
Our present data suggest that the midgap state always exists in hydrogenated graphene,
but its position with respect to EF determines whether it is observable by ARPES which
probes only occupied states or absorption spectroscopies such as NEXAFS measuring
unoccupied states above the Fermi Level. A sketch of the ongoing symmetry-breaking,
charge transfer and hybridization processes in pristine and n-doped H-graphene is shown
in Fig. 4.11.
FIGURE 4.12: The calculated typical (black line) and average (red line) DOS for three different H/C ratios.
The vanishing of the typical DOS at energies slightly higher or lower than the acceptor level (located at
E=−1 eV) indicates a localization of the pi band edges. The typical DOS of the midgap state never reaches
zero which indicates that it is resistant to localization. A relatively large width of the impurity band helps
the states in the middle of the impurity band remain extended.
Finally, we investigate impurity band formation and electron localization in H-graphene
which governs its transport and optical properties. On the one hand, a minimum concen-
tration (Mott criterion) is needed for band formation, but on the other hand, too much
disorder can induce electron localization in both, the pi electron bands and the midgap
state. A very low H impurity concentration leads to midgap energy levels corresponding
to bound states. The radius of such bound states is given by aB = e2/(2EB) where  is
the relative dielectric constant of the host material (in this case graphene) and EB is the
binding energy of the acceptor level. The Mott criterion for the formation of a metallic
band from such discrete levels states that the concentration nc of the impurities must be
high enough to satisfy n1/2c aB ≈ 1/4 [262]. Assuming the H/C ratio to be η, the critical
concentration will be given by ηc = 0.007(EB)2. In our case the position of the impurity
band with respect to EF is given by EB ≈−1.0 eV and with  ≈ 2 the critical concentra-
tion needed for metalization is ηc ∼ 1.4%. Therefore when the concentration of H atoms
is ∼1%, we expect the formation of an impurity band. However, since the position of H
adsorbates is random (see supplementary information), the question of the localization of
impurity band states arises. To answer this question, we use the KPM method to calculate
the typical electron density of states, wherein the vanishing of this DOS indicates local-
ization [267]. In Fig. 4.12 we have depicted the average DOS and the typical DOS for
H-graphene within a TB model [234]. Such a TB model, though ignores the effect of the
substrate, but is consistent with our ARPES data for the non-hydrogenated samples which
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show perfect Dirac cone dispersion. When the concentration of H atoms is very low, the
model results in an effective Hamiltonian for C atoms only, with an energy-dependent
on-site potential [234]. However, when the H impurity concentration is comparable to
ηc, in addition to the energy-dependent random potential (Anderson type), the hydrogenic
wave functions will have substantial overlap to give rise to an impurity band. Moreover,
for moderate values of the diagonal on-site disorder W ≈ γ, where W is the range of the
on-site energies and γ is the C-C hopping energy, a mobility edge emerges in the con-
duction and valence bands [267]. The acceptor band survives the randomness regarding
the position of the H atoms, and the states in the center of the acceptor band remain ex-
tended and a localization of these states is not expected. As can be seen in Fig. 4.12, a
vanishing of the typical DOS indicates that the states close to the edges of the impurity
band get localized, but due to the substantial bandwidth, states in the middle of the band
remain extended. Therefore, although the impurity band has no dispersion as indicated
by the ARPES measurements of the spectral function, it nevertheless has a sufficiently
large band width, so as to provide enough kinetic energy to enable conduction within this
band. For very low concentrations, a localization of charge carriers in this impurity state
would be expected, as the right and left mobility edges of the impurity band are expected
to merge when the impurity band becomes narrow enough.
Conclusions
In conclusion, we have found a new electronic state in H-graphene that is located be-
tween the pi and pi∗ bands. For undoped H-graphene this state is energetically situated
within the gap around EF and is accessible with absorption spectroscopies such as NEX-
AFS. In the case of n-doped H-graphene the midgap state becomes available for electrons
and directly observable with ARPES since it’s then situated below EF . Therefore, the H
impurity band likely acts as an electron acceptor level which provides the possibility to
control the electron concentration in H-graphene via the H/C ratio. An estimation of the
Mott criterion and a calculation of the typical DOS suggests that above H/C∼1% and be-
low H/C ∼6%, the acceptor level forms an extended impurity band. DFT calculations of
the DOS show this new band to be largely composed from H 1s orbitals. Hence the new
electronic state we found is expected to give rise to metallic conduction when the chemical
potential is tuned to cross the impurity band. Furthermore the questions of a spin splitting
of the impurity band and the magnetic properties of H-graphene arise as it has been sug-
gested by theoretical calculations [10]. Further studies including spin-resolved methods
might be necessary to address these open questions and gain more detailed insights in the
nature of this new electronic state in H-graphene.
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4.4 ANISOTROPIC ELECTRON-PHONON INTERACTIONS
IN DOPED QUASI-FREE-STANDING GRAPHENE
to be submitted
Introduction
Superconductivity with remarkable transition temperatures in carbon systems has been
reported so far for alkali metal intercalated graphite (GIC) [271, 272, 273], boron doped
diamond [263, 274] carbon nanotubes [275, 276, 277] or doped C60 fullerene crystals [278,
279, 280]. However, despite all the outstanding properties inherent in graphene [1, 55, 40,
43] superconductivity is yet missing. So far only theoretical concepts have been devel-
oped which are yet to be realized [14, 15, 281]. Looking at the more closely related 3D
graphite intercalation compounds, it’s generally accepted that electron-phonon interac-
tions are the most likely origin for superconductivity [282, 283, 284, 285, 21, 17, 286],
but it is still not fully understood which phonon modes play the key role. So far, two
competing main views have been established which may explain the transition of graphite
intercalation compounds into a superconducting state.
It is suggested that this phenomenon may be mediated by a coupling involving inter-
layer electronic states and both soft intercalant in-plane modes as well as the out-of-plane
graphene phonon modes [282, 284, 287, 288]. A strong isotope effect which was reported
for CaC6 further fortifies the importance of the intercalant for superconductivity [289].
Nevertheless, it is still debated whether the electrons forming the interlayer state origi-
nate from the graphene electronic structure [284] or from intercalant bands [282].
On the other hand, superconductivity is also likely to originate from a coupling of
carbon electronic states to the high energetic in-plane phonon modes of the graphene sheet
rendering the intercalant a pure electron donor [17]. This view is supported by findings
from ARPES measurements demonstrating that the Fermi surface of each graphene sheet
is increased by additional electrons donated from the intercalant [21, 17, 290]. From that
it was claimed that the strength of the coupling to the in-plane C−C stretching modes and
consequently the critical temperature TC primarily depends on the doping level [16, 17,
290]. It was further reported for GICs [21, 17] and for doped graphene on SiC [16] that
the electron-phonon coupling strength which greatly influences TC is highly anisotropic
along the Dirac cone. This finding, however, is a controversial issue as the anisotropy in λ
is not predicted by band structure calculations [291, 18] and thus was ascribed to improper
data analysis [292]. In other previous ARPES experiments, conducted on doped graphene
on metal substrates, the anisotropy was apparently absent within the limited accuracy
[94, 293].
This work is focused on the origin of the anisotropic electron-phonon coupling ob-
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served with ARPES and subsequently on the role of the in-plane C−C stretching modes
regarding superconductivity in graphene and GICs. We therefore present a comprehensive
self-consistent analysis of the spectral function of n-doped quasi-free-standing graphene
in the energy region related to phonon excitations in graphene. By approximating the
bare band by a non-linear polynomial similar to the procedures reported earlier [195, 94]
and employing the maximum entropy method introduced by Shi et al. [20, 199], we derive
the Eliashberg function α2F (ω, ,k), the core quantity that characterizes electron-phonon
interactions. This provides access to the involved phonon spectrum as well as the cou-
pling strength of each mode [198, 191]. Hence, we are able to determine the participating
phonons for each high symmetry direction as well as their individual contribution to the
coupling constant λ.
Pristine monolayer (ML) graphene samples were prepared in-situ under ultra high vac-
uum conditions by chemical vapor deposition on Ni(111) thin films followed by interca-
lation of one ML Au [82, 7, 8, 241]. This procedure substantially reduces the interaction
between graphene and the metal substrate which is crucial for studying electron-phonon
interactions. Compared to previous studies on SiC or Ir(111) and Cu, our samples do not
show a significant interaction with the substrate inducing gaps [134, 294] or an intrin-
sic doping [12]. Furthermore, other quasi-particle interactions observed for graphene on
SiC [12, 115, 214] which may affect the electron-phonon coupling are sufficiently sup-
pressed by the metal or at higher energies. We evaporated K from commercial SAES
getters onto graphene which readily intercalates between graphene and the metal sub-
strate at room temperature. Full doping is achieved when only one phase is visible in the
spectra and a (2x2) superstructure from K emerges in LEED after prolonged annealing at
slightly elevated temperatures in agreement with previous results [82, 94]. ARPES mea-
surements were carried out at the BaDElPh beam line of the Elettra synchrotron in Trieste
(Italy) [22]. The spectra were acquired at a photon energy of 29 eV with the sample
held at 50 K and a base pressure better than 5×10−11mbar. The total angular and energy
resolution was determined to 0.15◦ and 15 meV, respectively.
Results and Discussion
We now turn into the discussion of the peculiarities in the electronic band structure
of n-doped graphene. Fig. 4.13(a) depicts a measured Fermi surface contour for fully
doped graphene on Au along with the positions of the intensity maxima indicated by
the crosses. From the area that is enclosed by the contour we can determine the doping
level by correlation with the total area of the Brillouin zone of graphene. Given that
graphene has two electrons per BZ we obtain 0.061 extra electrons or, equivalently, a
charge carrier concentration of 1.1 × 1014 cm−2, which is in agreement with previous
studies on graphene [94] and KC8 [21, 82]. A cut of the 2D Fermi surface along the
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FIGURE 4.13: (Color online) Spectral function of fully n-doped graphene. (a) Equi-energy contour at the
Fermi level along with the determined photoemission intensity maxima (yellow crosses). (b) Overview
scan along the Γ−K−M high symmetry direction as indicated by the red dotted line in (a), showing both
branches of the Dirac cone. The crossing indicates the energy position of the Dirac point at 1.3 eV. (c),(d)
High resolution scans along with the experimental dispersion obtained from MDC analysis (black dots) and
a polynomial bare band (white line) in K−Γ and K−M direction, respectively.
Γ − K − M high symmetry direction as marked by the dotted line in Fig. 4.13(a) is
depicted in Fig. 4.13(b). The Dirac point is shifted with respect to EF by almost 1.3 eV in
accordance with the results for KC8 [82], so that the pi∗ band is populated with electrons
and hence observable in ARPES. At an energy of about 200 meV below EF a “kink”
feature can be identified in the spectral function accompanied by a significant decrease of
the photoemission (PE) intensity, a typical manifestation of quasi-particle interactions in
ARPES. Fig. 4.13(c) and (d) depict high resolution scans of the kink feature for the K−Γ
and K−M side of the kink, respectively. The black dots indicate the peak positions of the
momentum distribution curves (MDC), fitted with Lorentzian line shapes for each energy
value. The solid white line in Fig. 4.13(c) and (d) corresponds to the fitted non-linear
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polynomial that acts as interaction free bare band. Comparing the PE intensities for the
two distinct directions it is striking that for the K−M branch the first significant intensity
drop occurs at about 60 meV followed by a second one near 160 meV. This behavior
is completely different from that in K−Γ direction where the PE intensity only drops
around 160 meV. At this point it should be noted that the differences between K−M and
K−Γ branch which are evident from the PE intensity, can only then be identified in the
dispersion if the signal to noise ratio is sufficiently high. The resulting smooth dispersions
in Fig. 4.13(c) and (d) are the essential ingredients for the following analysis and unravel
far more important details compared to previous studies with much higher noise [94, 293].
In the following we analyze the interaction of the charge carriers with phonons us-
ing our ARPES measurements. In order to determine the complex self energy Σ =
<eΣ + i=mΣ′′ and further quantities that result from it, one needs the underlying bare
electronic band structure which is a priori unknown. For electron-phonon coupling (EPC)
the problem becomes even more challenging if we omit the simplification of a one-mode
coupling at the beginning. In general, EPC can be described theoretically by the Eliash-
berg function α2(ω)F (ω, ,k) α2F (ω) which ascribes a strength α2 to the transition prob-
ability from or to an electronic state (,k) via coupling to a phonon mode ω [191]. It has
been demonstrated by Shi et al. that α2F (ω) can be derived from experiment by per-
forming an integral inversion of <eΣ [20]. To this end our analysis procedure consists
of two parts related to previous works [20, 195]. First, we determine α2F (ω) by fitting
a polynomial bare band dispersion to the measured one. The fit is considered reasonable
if experimental <eΣ and that recalculated from α2F (ω) match within accuracy. In the
second step, we perform a Kramers-Kronig transformation of <eΣ and compare the re-
sulting =mΣ labeled as =mΣKK to the experimental =mΣ obtained from the Lorentzian
line widths of the MDCs as well as to =mΣ (labeled =mΣEf ) calculated from α2F (ω).
The results of the introduced analysis procedure for the “kinks” in K−Γ and K−M
direction are shown in Fig. 4.14. Looking at <eΣ in Fig. 4.14 (a) and (b) it is evident
that the slope of <eΣ within the first 100 meV is in K−M direction significantly steeper
and also the maximum is slightly higher compared to <eΣ in K−Γ direction. A common
approach to determine the electron-phonon coupling constant λ is to fit the slope dΣ
′
dE
to a line which directly yields λ. From this, we obtain λ ≈ 0.1 for the coupling in
K−Γ and λ ≈ 0.2 in K−M direction. This result is in absolute numbers much less
compared to KC8 [21] but the essential k-space dependence is in agreement with previous
findings for graphene and GICs [16, 21, 17]. The aforementioned method to determine
lambda is, despite its lack of accuracy, gives at best a vague idea about the phonon modes
involved in the interaction. From the determined Eliashberg function in Fig. 4.14 (a) and
(b) we gain detailed information about the phonons participating in the coupling . The
details in <eΣ and the fact that EPC in graphene and GICs is dominated by high energetic
phonon modes, reveal several contributions to the electron-phonon interaction which can
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FIGURE 4.14: Self energy of n-doped graphene along high symmetry directions of the Brillouin zone. (a)
The measured real part of the self energy <eΣ (black dots) along with the recalculated <eΣ from α2F (ω)
(red solid line). The Eliashberg function is depicted as blue solid line below <eΣ for the K−Γ and (b)
K−M directions. (c) and (d) Measured imaginary part of the self energy =mΣ (black dots) together with
=mΣ derived from Kramers-Kronig relation and calculated from the corresponding Eliashberg function in
K−Γ and K−M.
be clearly distinguished due to their separation.
The imaginary part of the self energy =mΣ in Fig. 4.14 (c) and (d) confirms unam-
biguously the behavior of <eΣ. The additional low energetic contributions indicated by
α2F (ω) in K−M direction in Fig. 4.14 (b) refer to small steps in =mΣ in Fig. 4.14 (d)
which add up to a linear slope up to 150 meV. What follows, is a more pronounced step
resulting from the coupling to the high energetic C−C stretching modes from 150 meV
to 200 meV. In K−Γ direction, shown in Fig. 4.14 (c), only the latter step is observed.
Furthermore, =mΣ is in both directions fully consistent with =mΣ derived from Kramer-
Kronig transformation and calculation from α2F (ω). The experimental data for each di-
rection are corrected by a term a + β2E where a describes a constant background due
to elastic scattering and β2E represents the electron-electron interaction [21]. The values
for β are 0.3 for K−M and 0.1 for K−Γ direction and are due to the metallic substrate
significantly smaller than in KC8 [21].
In the following, we discuss the implications of the derived Eliashberg function and
possible relations to Raman scattering, a method which probes electron-phonon interac-
tions via inelastic light scattering. The coupling constant λ can be directly obtained from
α2F (ω) with the expression
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FIGURE 4.15: Eliashberg function and electron phonon coupling constant λ for (a) the K−Γ and (b) the
K−M direction. (c) Comparison of the determined Eliashberg functions to the phonon density of states
derived from a model phonon dispersion for graphene/Au.
λ = 2 ·
∫ ∞
0
α2F (ω)
ω
dω . (4.5)
From (4.5) it is apparent that soft phonon modes contribute much more to λ due to
the ω−1 dependence of the integrand. Looking at the Eliashberg function depicted in
Fig. 4.15 (a), only high energetic contributions are observable at about 155 meV, 170 meV
and 195 meV. The latter two are identified as the in-plane optical phonon modes and in
reasonable agreement with theoretical predictions [291]. The third peak at 155 meV,
however, is presently subject to speculations. A possible explanation might be the mani-
festation of a Kohn anomaly at the K-point of the phonon dispersion [90]. Integration of
α2F (ω) in K−Γ direction yields λ = 0.10(2) and is in excellent agreement with values
from theory for our charge carrier concentration [291, 18].
In Fig. 4.15 (b) at least three more features can be identified in the Eliashberg function
for the K−M direction which are located at about 67 meV, 100 meV and 125 meV. A
first comparison of α2F (ω) to the phonon density of states in Fig. 4.15 (c) which was
derived from the phonon dispersion for graphene on Au by fitting to a shell model [295]
may suggest an additional coupling to out-of-plane phonon modes. However, in this sce-
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nario the question of k-space selectivity in favor of K−M would remain unanswered. An
alternative interpretation regarding these additional soft phonon mode contributions can
be found from Raman theory [296] and shall be mentioned briefly. Fig. 4.16 displays
the full phonon dispersion relation for graphene with marks for the Raman D-peak and
higher order features, namely D3, D4, D5 and D”. Interestingly, a comparison of the three
unassigned low-energetic features in α2F (ω) with the phonon energies of D4, D5 and D”
yields a remarkable agreement, when taking into account that our doping level, corre-
sponding to a binding energy of the Dirac point of 1.3 eV, would be analouge to a laser
excitation energy of roughly 2.6 eV for Raman scattering. Furthermore, the q vectors of
these contributions already suggest an enhanced coupling to the electronic structure in
K−M direction by scattering from a K- to a K’-point (D5 and D”) or within one Dirac
cone (D4).
FIGURE 4.16: Phonon dispersion relation with higher order D-peaks predicted by double resonant Raman
scattering theory [adapted from [296]]
Turning to the coupling constant, we can separate the single contributions which allows
for a direct comparison with λ in K−Γ direction. Integration of α2F (ω) over the three low
energetic features up to 150 meV in K−M direction yields a partial λ of 0.08 indicated by
the red line in Fig. 4.15 (b). The partial coupling constant from the modes above 150 meV
amounts to λ = 0.12 and thus in surprisingly good agreement with the K−Γ direction and
theory values [291, 18]. The total coupling constant adds then up to λ = 0.20(2) which
is twice as large as in K−Γ direction.
Looking at the coupling constants for each direction, we can confirm the previously
reported anisotropy of the electron-phonon coupling in graphene [16] and GICs [21, 17]
as the values from the integral in (4.5) coincide with the estimate of λ from dΣ
′
dE
. On
the other hand, if the additional information that α2F (ω) provides is taken into account,
it is necessary to reject the assumption of a single phonon mode coupling and consider
the contributions to λ individually. This leads to an isotropic electron-phonon coupling
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regarding the high energetic in-plane optical modes for graphene and most likely also in
GICs. This is ultimately rendering the proposed scenario of superconductivity in GICs
mediated by these high energetic phonons [17, 286, 290] less likely and further imposes
a role of the intercalant beyond being a sole electron donor.
Conclusion
In this work we presented a comprehensive analysis of the electron-phonon coupling
in graphene doped with potassium. We demonstrated the extraction of the Eliashberg
function directly from the ARPES measurement by using the maximum entropy method
as proposed by Shi et al. [20]. The EPC in the K−Γ and K−M high symmetry directions
clearly contains contributions from several phonon modes, so that the previously assumed
single mode coupling model has to be rejected. Regarding the high energetic in-plane
optical modes, we found for K−Γ and K−M a partial coupling constant λ = 0.1 which
is in perfect agreement with theory values for a charger carrier concentration of about
1.1 × 1014 cm−2 [291, 18]. The kink in K−M direction has in addition three more low
energetic contributions which yield a partial λ of almost 0.1. Hence, the total coupling
constant in K−M direction is λ = 0.20(2), which is twice as much compared to λ in
K−Γ and is in its anisotropic behavior fully consistent with previous experiments [16,
21, 17]. However, regarding the origin of the anisotropy in the EPC, it is possible that
the additional low energetic phonon contributions are related to a coupling to in-plane
acoustic modes comparable to higher order D-peaks predicted for Raman scattering [296]
or, less likely, to out-of-plane modes. Our results show that further contributions from low
energetic phonons to the total coupling constant cannot be neglected. This implies that
high energetic optical phonons may not mediate superconductivity in GICs as suggested
recently [17, 290].
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4.5 OUTLOOK
The question after presenting and discussing the findings of a thesis is often, if the topic is
closed or if there still is something else which might be interesting. For the field of photo
electron spectroscopy on functionalized graphene it can definitely be stated that there is
plenty for room for further explorations.
In the very moment this thesis is written, we are replacing atomic hydrogen by atomic
deuterium. The motivation for this step was the simple question whether there is any kind
of isotope effect induced by just adding one neutron on the adsorption kinetics or even
the hydrogen impurity state. Despite hydrogen it is also feasible to other gases or even
complex materials such as organics to functionalize graphene and study the changes in
the electronic structure.
Regarding doping of graphene with extra electrons from alkali metals, it is obvious that
the choice of dopant also influences the doping level and thus the strength of quasi-particle
interactions. Those studies alone could eventually be a major part of a new thesis. On
the other hand it is also interesting to investigate doped graphene on a substrate different
from Au/Ni(111) but still preserving the non-interacting character of this substrate. In
summary, there are still many exciting unknowns and the research in graphene will surely
persist over the next years.
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ABBREVIATIONS
Abbreviation Full Form
0,1,2,3,-D zero, one, two, three, -dimensional
3NN TB third nearest neighbor tight binding
AFM atomic force microscopy
ARPES Angle-resolved photoemission spectroscopy
CVD chemical vapor deposition
DFT density functional theory
DOS density of states
EDC energy distribution curve
Eqn. equation
FET field effect transistor
Fig. figure
FWHM full width at half maximum
GNR graphene nanoribbons
GW Greens functions of the Coulomb interaction W
HREELS high resolution electron energy loss spectroscopy
IXS inelastic X-ray scattering
LEED low electron energy diffraction
MD molecular dynamics
MDC momentum distribution curve
NEXAFS near edge x-ray absorption fine structure
PES photo electron spectroscopy
QHE quantum Hall effect
SEM scanning electron microscopy
STM scanning tunneling microscopy
SWNT single wall (carbon) nanotube
TEM transmission electron microscopy
UHV ultra high vacuum
XPS x-ray photoemission spectroscopy
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