Covert attention and perceptual learning enhance perceptual performance. The relation between these two mechanisms is largely unknown. Previously, we showed that manipulating involuntary, exogenous spatial attention during training improved performance at trained and untrained locations, thus overcoming the typical location specificity. Notably, attention-induced transfer only occurred for high stimulus contrasts, at the upper asymptote of the psychometric function (i.e., via response gain). Here, we investigated whether and how voluntary, endogenous attention, the top-down and goal-based type of covert visual attention, influences perceptual learning. Twenty-six participants trained in an orientation discrimination task at two locations: half of participants received valid endogenous spatial precues (attention group), while the other half received neutral precues (neutral group). Before and after training, all participants were tested with neutral precues at two trained and two untrained locations. Within each session, stimulus contrast varied on a trial basis from very low (2%) to very high (64%). Performance was fit by a Weibull psychometric function separately for each day and location. Performance improved for both groups at the trained location, and unlike training with exogenous attention, at the threshold level (i.e., via contrast gain). The neutral group exhibited location specificity: Thresholds decreased at the trained locations, but not at the untrained locations. In contrast, participants in the attention group showed significant location transfer: Thresholds decreased to the same extent at both trained and untrained locations. These results indicate that, similar to exogenous spatial attention, endogenous spatial attention induces location transfer, but influences contrast gain instead of response gain.
Introduction
The total available sensory information at any given moment is far too much for the visual system to process at once. Selecting and efficiently evaluating the most important sensory signals is critical to function effectively. In the short-term, visual selective attention allows us to select relevant visual information, while in the long-term, perceptual learning (PL) refines how the system processes stimuli in future encounters. Attention and learning both improve performance, but it is largely unknown how these processes and their underlying mechanisms are related.
Visual perceptual learning (VPL) is defined as improvement in a visual perceptual task due to practice or experience (for reviews, see Pouget & Bavelier, 2007; Sagi, 2011; Seitz, 2017; Watanabe & Sasaki, 2015) . VPL is distinct from procedural learning, which involves learning the required motor response for performing a given task. Rather, it represents enhanced perceptual sensitivity or discriminability regarding the trained stimulus and task demands (for reviews, see Seitz, 2017; Watanabe & Sasaki, 2015) , and thus serves as evidence of neuroplasticity in the adult, and even the elderly (DeLoss, Watanabe, & Andersen, 2015) brain. Such performance benefits can be long lasting (Karni & Sagi, 1993; Watanabe et al., 2002) , even with very short training periods (Yashar & Carrasco, 2016; Yashar, Chen, & Carrasco, 2015) .
VPL is consistently reported to be highly specific: Performance improvements are usually constrained to trained stimuli and task. Relative to the trained conditions, performance suffers with new or untrained task parameters, such as the stimulus retinal location (e.g., Ball & Sekuler, 1982; Berardi & Fiorentini, 1987; Crist, Kapadia, Westheimer, & Gilbert, 1997; Fahle, Edelman, & Poggio, 1995; Schoups, Vogels, & Orban, 1995; Shiu & Pashler, 1992; Yashar et al., 2015) , stimulus feature-orientation, contrast, motion direction (Ahissar & Hochstein, 1997; Berardi & Fiorentini, 1987; Fiorentini & Berardi, 1980 Watanabe, Nañez, & Sasaki, 2001 )-and even the eye used to perform the task (Karni & Sagi, 1991 ; for reviews, see Sagi, 2011; Watanabe & Sasaki, 2015) . Specificity is central to many theories and models of VPL. Location and feature specificity of VPL are often attributed to changes in primary visual cortex (V1; Ghose, Yang, & Maunsell, 2002; Gu et al., 2011; Watanabe et al., 2002; Yotsumoto, Watanabe, & Sasaki, 2008; G.-L. Zhang, Cong, Song, & Yu, 2013) , as V1 neurons respond to precise retinal locations and primitive visual features. But studies have also implicated regions beyond early visual areas, including changes in connectivity between visual and decision-making areas (e.g., lateral intraparietal cortex, LIP), as well as changes within decision-making regions themselves (Chowdhury & DeAngelis, 2008; Jeter, Dosher, Liu, & Lu, 2010; Law & Gold, 2008) . Notably, neurons in these higher level areas have larger receptive fields compared to early visual cortex and are less selective for spatial locations and specific visual features. Proposed models of PL have accounted for location specificity and transfer through reweighting sensory signals at the decision stage (Dosher, Jeter, Liu, & Lu, 2013; Jeter et al., 2010; Petrov, Dosher, & Lu, 2005) . According to these models, specificity arises when reweighting occurs for early visual representations of the trained locations, whereas transfer arises when reweighting occurs for higher level representations that are more locationindependent (for a review, see Dosher & Lu, 2017) . Understanding why and how certain VPL tasks and training parameters promote specificity over generalization, and vice versa, is complex; it is likely that a broad set of cortical regions and networks underlie these processes (Maniglia & Seitz, 2018) .
Specificity represents a robust limit on VPL's ability to improve vision, as each stimulus location and feature parameter must, presumably, be trained in order to have general improvements across the visual field. A major clinical challenge is to devise more efficient training regimens that allow generalization of improvements during rehabilitation. Suitable PL training has been shown to improve visual performance in individuals with peripheral damage (Nahum, Nelken, & Ahissar, 2009) , visual acuity in amblyopic (Levi, 2005; Levi & Li, 2009; Polat, Ma-Naim, Belkin, & Sagi, 2004; Polat, Ma-Naim, & Spierer, 2009; Xi, Jia, Feng, Lu, & Huang, 2014; J.-Y. Zhang, Cong, Klein, Levi, & Yu, 2014) and presbyopic (Polat et al., 2012; Sterkin et al., 2017) patients, contrast sensitivity in cortically blind patients (M. R. Cavanaugh, Barbot, Carrasco, & Huxlin, 2017; M. R. Cavanaugh et al., 2015; Sahraie et al., 2006) , and visual motion discrimination in patients with V1 damage (M. R. Cavanaugh et al., 2017; Das, Tadin, & Huxlin, 2014; Huxlin et al., 2009) . However, even with such interventions, the prognoses for these visual disorders remain poor. A greater understanding of the factors important to and mechanisms responsible for VPL generalization in the adult brain is crucial for creating effective visual rehabilitation protocols. Of particular interest is VPL location specificity and the potential for transfer to untrained locations, given that many vision disorders are characterized by functioning vision at some retinal locations and severe deficits at other locations.
In contrast to the many studies showing that specificity is an inherent hallmark of VPL, some studies have shown that, with certain training procedures, PL generalizes to untrained locations, features, and tasks (Harris, Gliksberg, & Sagi, 2012; Hung & Seitz, 2014; Liu & Weinshall, 2000; Sasaki, Nañez, & Watanabe, 2010; Sowden, Rose, & Davies, 2002; Szpiro, Spering, & Carrasco, 2014; Wang, Zhang, Klein, Levi, & Yu, 2014; Xiao et al., 2008; T. Zhang, Xiao, Klein, Levi, & Yu, 2010) . Many studies have specifically focused on exploring the conditions leading to location specificity versus transfer. Some factors reported to influence specificity include the length of training (Jeter et al., 2010) , task precision (Jeter, Dosher, Petrov, & Lu, 2009) , sensory adaptation (Harris et al., 2012) , sensory uncertainty of stimulus features in visual search (Yashar & Denison, 2017) , exposure to stimuli at untrained locations prior to training (T. Zhang et al., 2010) , and variability in task difficulty (Hung & Seitz, 2014 ; but see Discussion of Wang et al., 2014) .
One of the most prominent training regimens reported to elicit transfer from trained to untrained retinal locations, known as ''double training,'' requires participants to perform a task with stimuli presented at the untrained retinal locations throughout training (Hung & Seitz, 2014; Wang, Zhang, Klein, Levi, & Yu, 2012; Xiao et al., 2008; Xie & Yu, 2017) or at some time before the post test (G.-L. Zhang et al., 2013; . A rule-based learning model has been proposed to account for these findings (Wang et al., 2016; Xie & Yu, 2017; G.-L. Zhang et al., 2013; . This model suggests that PL primarily involves a high-level process in which observers learn ''rules'' for performing the task efficiently, and that specificity is a consequence of an inability to link signals from early visual cortex that represent untrained stimuli to the learned rule scheme. Critically, the model predicts transfer only if exposure to untrained stimuli locations or features occurs during or before training, because the rule-scheme must be learned first. More recent studies have revealed that Vernier learning can be ''piggybacked,'' that is, transferred to an untrained location, when training on Vernier acuity is paired with orientation or motiondirection training at the same trained location (Hung & Seitz, 2014; Wang et al., 2014) . Double training studies provide additional evidence for the benefits of interleaving multiple tasks during training. For example, in both auditory (Wright, Sabin, Zhang, Marrone, & Fitzgerald, 2010) and visual (Szpiro, Wright, & Carrasco, 2014) tasks, when a given amount of training on one task is insufficient to promote learning on its own, training on another task using the same stimulus enables PL on both tasks.
Attention has been postulated to play a critical role in VPL. Selective attention, the process by which a small subset of sensory information is selected and prioritized for processing, is critical for perception, learning, and memory. The role of selective attention in PL has been discussed for more than a decade (for reviews, see Ahissar & Hochstein, 2004; Goldstone, 1998; Ito, Westheimer, & Gilbert, 1998; W. Li, Piech, & Gilbert, 2004; Lu, Liu, & Dosher, 2009; Roelfsema & van Ooyen, 2005; Seitz & Watanabe, 2005; Tsushima & Watanabe, 2009; Watanabe & Sasaki, 2015) . Attention's role in VPL has often been inferred in behavioral tasks in which it has been equated with task difficulty (Bartolucci & Smith, 2011; Huang & Watanabe, 2012) , used interchangeably with conscious perception (Tsushima & Watanabe, 2009) , or used to describe the fact that observers perform a task with a specific stimulus (Chirimuuta, Burr, & Morrone, 2007; Meuwese, Post, Scholte, & Lamme, 2013; Paffen, Verstraten, & Vidnyánszky, 2008; Seitz, Kim, & Watanabe, 2009; Watanabe et al., 2001; Watanabe & Sasaki, 2015) . Likewise, attention's role in VPL has been indirectly inferred from changes in neural activity in attentionrelated brain areas (Mukai et al., 2007; Tsushima, Sasaki, & Watanabe, 2006) . Thus, the link between attention and VPL is mostly speculative and remains poorly understood (Donovan, Szpiro, & Carrasco, 2015; Dosher, Han, & Lu, 2010; .
Visual attention can be covertly deployed (i.e., without accompanying eye movements) in a voluntary, conceptually driven manner (endogenous attention) or an involuntary, stimulus-driven fashion (exogenous). Both types of attention improve performance on a variety of tasks mediated by early visual processes (for reviews, see Carrasco, 2011 Carrasco, , 2014 . Because attention serves as one of the most important mechanisms for gating what and how efficiently information is processed, a greater understanding of VPL requires an understanding of how attention modulates it. Nonetheless, very few studies have directly manipulated attention to examine its effect: It has been reported that the effects of object-based attention decrease with training , and feature-based attention facilitates recovery of motion perception in people with cortical blindness (M. R. Cavanaugh et al., 2017) . Particularly relevant for the present study, there are three studies in which spatial attention has been manipulated (Donovan et al., 2015; Mukai, Bahadur, Kesavabhotla, & Ungerleider, 2011; . Mukai et al. (2011) manipulated covert spatial attention in two separate groups of participants: One group trained with exogenous (involuntary, stimulusdriven) attentional cues, and the other trained with endogenous (voluntary, goal-driven) attentional cues. Training with either type of cue resulted in better performance when the target appeared at the cued location, but only those trained with exogenous cues exhibited lower thresholds after training. The authors interpreted these results to suggest that exogenous and endogenous attention may influence VPL via distinct mechanisms. Unfortunately, because all participants trained with all cues of differing validity (neutral, valid, and invalid), the attention effect could not be isolated. Specifically, the results cannot distinguish between the influences each cue type-valid, invalid, and neutralas all three were used throughout training in each observer. Szpiro and Carrasco (2015) , the first study to isolate the effects of exogenous attention during acquisition, revealed that attention can enable learning: Observers who trained with exogenous attention cues learned, but those who trained with neutral cues, under otherwise identical conditions, did not. In a different study, we found that training with exogenous attention facilitates transfer of increased performance in an orientation discrimination task to untrained locations, while training with neutral cues results in more location specificity. Specifically, exogenous spatial attention induced transfer via response gain (i.e., at the upper asymptote of the psychometric function; Donovan et al., 2015) .
Even with scant empirical evidence, several papers have relied on hypotheses regarding the role of attention on VPL (Ahissar & Hochstein, 2004; Dolan et al., 1997; Gilbert, Sigman, & Crist, 2001; Sasaki et al., 2010; Sasaki, Náñez, & Watanabe, 2012; Watanabe & Sasaki, 2015; Xiao et al., 2008; . For example, attention has been considered a gate for PL (Ahissar & Hochstein, 2004; Roelfsema & van Ooyen, 2005; Roelfsema, van Ooyen, & Watanabe, 2010; Sasaki et al., 2010) , and to have important implications for the emergence of transfer versus specificity (Fahle, 2009; Mukai et al., 2007; Sasaki et al., 2012; Wang et al., 2014; Watanabe & Sasaki, 2015; G.-L. Zhang et al., 2013; . Usually, mentions of attention in these contexts refer to either endogenous spatial attention or endogenous featurebased attention, and stress possible changes, due to training, in the voluntary allocation of attention to a certain spatial location or feature value. Thus far, only the effect of exogenous spatial attention on PL in neurotypical individuals has been isolated (Donovan et al., 2015; , and it is unknown whether and how training with endogenous attention improves learning and alters specificity. Given differences between the perceptual effects of endogenous attention and exogenous attention (e.g., Barbot, Landy, & Carrasco, 2012; Giordano, McElree, & Carrasco, 2009; Ling & Carrasco, 2006 ; for reviews, see Carrasco, 2011; Carrasco & Barbot, 2015) and neural substrates (Busse, Katzner, & Treue, 2008; Corbetta & Shulman, 2002; Dugué, Merriam, Heeger, & Carrasco, 2017) , endogenous and exogenous attention may differentially influence VPL.
Here, to isolate the influence of endogenous spatial attention, we adapted the protocol of our investigation of exogenous spatial attention's influence on location specificity (Donovan et al., 2015) . Participants were tested on an orientation discrimination task with neutral cues before and after training. During training, half the participants were presented with valid endogenous cues (attention group), which directed participants to pay attention to the location of an upcoming target, while the other half of participants received neutral cues (neutral group). We found that (a) for both neutral and attention groups, learning at the trained locations arose via decreased contrast thresholds; and that (b) for the attention group only, learning transferred to untrained locations via contrast gain comparable to that found for the training locations. This pattern of results was corroborated by both repeated-measures analyses of variance (ANOVAs) and group-level Bayesian model comparison. These results indicate that endogenous spatial attention facilitates the transfer of orientation learning to untrained locations, and does so via contrast gain, a mechanism distinct from that of exogenous spatial attention on VPL, response gain.
Methods Participants
Twenty-six participants (20 females; M ¼ 21.62 years old) participated in an orientation discrimination task for five consecutive sessions, one session per day.
1 All participants had normal or corrected-to-normal vision, were naive to the purposes of the study, and had not participated in an orientation discrimination task prior to participation in this study.
Apparatus
Stimuli were generated using PsychToolbox (Brainard, 1997; Pelli, 1997) in MATLAB (MathWorks, Natick, MA) and were displayed on a 21-in. CRT monitor (1,280 3 960 at 85 Hz). Eye position was monitored using an infrared eye tracker (Eyelink 1000 CL, SR Research, Kanata, Ontario, Canada).
Stimuli and procedure
Stimuli were presented on a gray background. Figure  1 shows a trial sequence. Each trial started with the presentation of a white fixation cross (0.48 3 0.48, degrees of visual angle [dva]) for 600 ms. A precue was then presented for 500 ms. The precue was either (a) neutral: two 0.758-long black lines, starting 0.658 from fixation and pointing toward the two possible target locations along one diagonal (i.e., the top right and bottom left quadrants or vice versa); or (b) valid: one 0.758-long black line, starting 0.658 from fixation and pointing toward the target location for that trial. Following a 400-ms interstimulus interval (ISI), one Gabor patch (4 cycles per degree sinusoidal grating in a Gaussian envelope; subtending 28) was presented for 60 ms at one of four intercardinal (equidistant from horizontal and vertical meridian) isoeccentric locations, 58 from fixation (center-to-center). Following a 300-ms ISI, to eliminate location uncertainty, a response cue (black line 0.758 in length) was presented 0.658 from fixation, pointing toward the location where the target had just been presented, for 300 ms. After the response A precue was presented for 500 ms, and was either two lines pointing to the two possible target locations (neutral) or the location of the upcoming target (valid). After a 400-ms ISI, the target, a Gabor patch tilted either clockwise or counterclockwise, was presented for 60 ms. After a 300-ms delay, a response cue appeared for 300 ms, indicating the location at which the target appeared. Following response-cue offset, participants were given 900 ms to report the orientation of the target: clockwise or counterclockwise.
cue disappeared, a brief tone indicated that the participant should report the target orientation, either clockwise or counterclockwise relative to vertical, within 900 ms. Auditory feedback was provided after each trial, informing the participants of the accuracy of each response, and text feedback was provided at the end of each block informing participants of their percent correct on that block. Target contrast varied from 2%-64%, with a total of eight contrast levels (2%, 4%, 8%, 12%, 16%, 24%, 32%, and 64%), each occurring on an equal number of trials per block in random order. Participants were required to fixate at the center of the cross before the trial began, and stimulus presentation was contingent on maintaining fixation. If participants broke fixation at any point (1.5 dva from fovea) between the beginning of the trial until the beginning of the response period, the trial would end immediately, the fixation cross would turn red for 300 ms, and a trial with identical parameters (stimulus location, contrast, and tilt) would be added to the end of the block, ensuring the successful completion of all trials within the block without an eye movement. Figure 2 illustrates the training schedule. On the first session, the pretest, each participant completed 60-100 trials of practice to familiarize them with the procedure and reduce procedural learning during the experimental blocks to accurately measure baseline performance on the task. Following practice, participants completed two staircases (psi method) of 100 trials each to determine the orientation difference from vertical that would yield 75% accuracy at 64% contrast. The pretest session contained four blocks of 256 trials each (eight trials at each location at each contrast, clockwise and counterclockwise stimuli counterbalanced), with short breaks after every quarter of a block (64 trials) and between each block. Within a single block, the target appeared at one of two locations located along the same diagonal (i.e., top left and bottom right in one block, top right and bottom left in the other). The tested diagonal alternated between blocks. All trials had a neutral precue. The posttest was identical to the pretest except that it was administered after the training sessions.
The middle three sessions were training sessions. Half of the participants were in the neutral training group, in which the precue was neutral on all trials during training sessions. The other half of participants were in the attention training group, in which precues during training were valid central cues. All participants were presented with stimuli appearing at one of two locations along the same diagonal (i.e., top left and bottom right, or top right and bottom left) per block. During training, the target stimulus would always appear at one of two locations along the same diagonal for all blocks; thus, these locations were the trained locations, and the remaining two locations were the untrained locations.
Results
We investigated whether and how performance changed between the pre-and the posttests at the trained locations compared to performance at the untrained locations. To do so, we measured the difference in accuracy and reaction time (RT) and compared performance (a) between the pre-and posttest; and (b) between the trained and untrained locations. Performance at both trained locations was analyzed collectively within each session, and the same for both untrained locations. Overall accuracy (collapsed across contrast levels) was quantified as the proportion correct at each location within a session. To assess whether there was a speed-accuracy trade-off, we also calculated geometric means of RT (correct trials only) for each location and session.
For overall accuracy, a three-way mixed ANOVA (location: trained vs. untrained, session: pretest vs. posttest, and group: neutral vs. attention) was conducted. The three-way interaction was not significant, indicating similar changes in overall accuracy or RT between the pre-and posttests for both groups. There was a main effect of session, F(1, 24) ¼ 57.029, p , 0.001, indicating that performance improved with training, and an interaction between session and location, F(1, 24) ¼ 22.823, p , 0.001, indicating that the performance improvement was more pronounced at the trained locations. In Figure 3 , accuracy is plotted as a function of session, with each point being one block. Within each session, accuracy was similar across blocks, with no systematic change. During the posttest, in both groups, the difference in accuracy between trained and untrained locations appears only in the first two blocks (i.e., the first block for either location type). An ANOVA for d 0 also showed no significant threeway interaction, only a main effect of session, F(1, 24) ¼ Figure 2 . Training and testing schedule. Participants were tested at four locations, two locations per block, before and after 3 days of training at two diagonal locations. Half of the participants were trained with all valid cues (attention group), and half had with neutral cues (neutral groups). All participants received only neutral cues on the pre-and posttests.
61.419, p , 0.001. For correct RT, there was also a main effect of session, F(1, 24) ¼ 11.385, p , 0.01, indicating that RT decreased with training. These results indicate that there was no speed-accuracy tradeoff.
We also assessed changes across the psychometric function, as assessing only aggregate performance may obscure improvements at a subset of contrast values. To this end, performance was evaluated as percent correct at each stimulus contrast. The data were fit by a Weibull function:
using a maximum likelihood criterion, where y represents the performance as a function of contrast x, k is the lapse rate (1 minus the asymptotic performance at high contrast values), a is the contrast at which the observer achieves 63.21% of the asymptotic performance, and b determines the slope of the psychometric function. Figure 4 shows the aggregate performance and fitted functions (averaged bootstrapped curve fits) for both groups, with bootstrapped confidence intervals for asymptote (1 À k) and threshold (a). We assessed the difference in learning at the trained and untrained locations between the neutral and attention groups before and after training using a threeway ANOVA separately for three aspects of these fitted curves: (a) a: a measure of threshold; (b) asymptotic performance, 1 À k (arc-sine square root transform; Burnett, Close, d'Avossa, & Sapir, 2016; Donovan et al., 2015; Sokal & Rohlf, 1981; White, Lunau, & Carrasco, 2014) : the percent of accuracy at which the psychometric function saturates at higher contrast values; (c) b: the slope of the psychometric function. For asymptote (transform) and b, there was no threeway interaction (asymptote, F[1, 24] ¼ 1.223, p . 0.10; b, F[1, 24] ¼ 1.125, p , 0.1), indicating no difference between groups in the change between pre-and posttests for the trained and untrained locations.
For a, however, there was a significant three-way interaction of session, location, and cue type, F(1, 24) ¼ 5.137, p , 0.05, and a main effect of session, F(1, 24) ¼ 14.152, p , 0.01. Figure 5 shows the mean a for each location type and group in the pre-and posttest. A twoway ANOVA for the neutral group (Session 3 Location Interaction: F[1, 12] ¼ 7.492, p , 0.02; main effect of session: F[1, 12] ¼ 5.788, p , 0.05) revealed that this difference was due to the fact that a decreased (i.e., improved) for the trained location, t(12) ¼ 3.199, p , 0.01, but not for the untrained location, t(12) ¼ 0.123, p . 0.10. Conversely, in the attention group, there was no Session 3 Location Interaction, F(1, 12) , 1, but there was a main effect of session, F(1, 12) ¼ 8.603, p , 0.03, indicating that a decreased to a similar degree for the trained and untrained locations.
Importantly, a in the pretest was not significantly different between the trained and untrained locations in either group (neutral: t[12] ¼ 1.634, p . 0.1; attention: t[12] ¼ 1.711, p . 0.1), indicating that the results were due to training and not an initial difference in threshold for the different locations. To further allay the possible concern that the differential results could have emerged from differences in pretest performance, we removed the participant in the neutral group with the lowest pretest threshold at the untrained location, and the participant in the attention group with the corresponding highest threshold. An ANOVA with these 24 participants yielded the same results (three-way interaction of session, location, and cue type: F[1, 22] ¼ 4.653, p , 0.05; main effect of session: F[1, 22] ¼ 13.240, p , 0.01).
To conclude, there was location specificity at threshold (a) for the neutral group, but full location transfer for the attention group. Figure 6 shows the change in a, relative to the pretest, for the neutral and attention groups across all sessions.
Model comparison
Although the results of our ANOVA are clear regarding the changes in a, we further verified that the best explanation for our data is location specificity of threshold improvements in the neutral group, and location transfer of threshold improvements in the attention group. To that end, we conducted a model comparison for each observer, in which we fit psychometric curves to pre-and posttest performance for the trained and untrained locations. Trained and Figure 3 . Accuracy (percent correct) across sessions. Each data point is one block. Light colors correspond to the neutral group, and dark colors correspond to the attention group. Blue corresponds to trained locations, and red corresponds to untrained locations. Error bars indicate standard error of the mean. In the pre-and posttest, the location types alternated between blocks. For illustration purposes, trained location is plotted before untrained locations, but note that the order was randomized between subjects, and the order was the same on the pre-and posttest within subjects.
untrained locations were modeled separately, given that performance at different retinal locations may vary, and because we aim to address the change performance at each location before and after training. Each model differed in which of the free parameters (k, a, and b) could vary between the pre-and posttests fits, and trained and untrained locations were fit separately. For example, in one model, only a would vary, so that the fits for the pre-and posttest at the trained location would have to share the same k and b, but could have different values for a. We tested eight models, in which all combinations of free parameters were fit for trained and untrained locations in each individual, including the null model, which did not allow any parameters to vary between the pre-and posttests.
For each model we calculated goodness of fit (conservative Akaike information criterion [AICc]; Burnham & Anderson, 2004; J. E. Cavanaugh, 1997) . This measure indicates which model best fits the data on an individual level, while penalizing for a greater number of free parameters. To assess the effects on a group level, and specifically to identify which model best fits the attention versus neutral groups for the trained versus untrained locations, we conducted an additional Bayesian analysis that uses the AICc value for each model across each individual at each location. Specifically, we used a hierarchical Bayesian method that estimates the probability of each model at the group level by treating the goodness-of-fit metric for each model as a random variable (Stephan, Penny, Daunizeau, Moran, & Friston, 2009 ). The result is the quantification of the relative probability (exceedance probability) at a group level, for each location condition. Each model is given an exceedance probability value between 0 and 1, which all together sums to 1. The model with the highest exceedance probability is considered the most likely model to explain the data. This approach is adept at dealing with intersubject variability, and also benefits from utilizing all of the data across the psychometric function for each subject, in each test session, at each location, rather than the frequentist approach of assessing one parameter from a function fit for each condition independently.
Results of this analysis are shown in Figure 7 . All exceedance probabilities were calculated within each group separately for each location, and thus are meaningful only relative to others within the same group and location condition. For the neutral group, the results show that at the trained location the model allowing only a (threshold) to vary possessed the greatest probability, 42.86%. At the untrained location, the most probable model allows only k (1 -asymptote) to vary between pre-and posttests, with an exceedence probability of 90.45%. This is consistent with our previous findings (Donovan et al., 2015) , as the neutral group showed improved asymptote at trained and untrained locations, but greater increases for trained locations.
For the attention group, the highest probability model allows a to vary between pre-and posttest, but b and k must remain constant. This is true for both trained and untrained locations, with exceedance probabilities of 29.06% and 58.31%, respectively. This result confirms that in the attention group, improvements at the trained and untrained location both arise from a decrease in threshold, as changing only a between pre-and posttests best explains the data.
These model comparisons provide converging evidence that training with endogenous cues elicits improvements in threshold at both the trained and untrained locations, while training with neutral cues improves threshold only at the trained location. Evidence for a change in asymptote (1 À k) at the untrained location in the neutral group is consistent with our previous findings that with a neutral training protocol, some learning occurs at the highest contrast Figure 5 . Threshold values (a) for each group, location type, and session. Error bars indicate standard error of the mean. In the neutral group, threshold improvement was specific to trained locations. In the attention group, threshold improvement transferred to untrained locations. Figure 6 . Threshold values (a) for each group, location type, and session, relative to the pretest. Light colors correspond to the neutral group, while dark colors correspond to the attention group. Blue corresponds to trained locations, while red corresponds to untrained locations. Error bars indicate standard error of the mean. In the neutral group, threshold improvement was specific to trained locations. In the attention group, threshold improvement transferred to untrained locations.
values at all locations. Notably, there was only a main effect of session, F(1, 24) ¼ 30.254, p , 0.001, and there was not an interaction of session, location, and group for k in our ANOVA. Further, there was no Location 3 Session interaction within the neutral group itself, F(1, 12) ¼ 0.110, p . 0.1.
Discussion
We find that endogenous attention facilitates transfer of orientation discrimination learning to untrained retinal locations. Training with endogenous attention precues results in improvements at intermediate contrast values, resulting in decreased thresholds at trained and untrained locations. This effect was verified by both repeated-measures ANOVAs and group-level Bayesian model comparison. Because groups only differed in the way in which attention was allocated during training-distributed in the neutral group or selective in the attention group-and stimulus and task were constant, we can rule out the possible role of other factors that contribute to location transfer: length of training (Jeter et al., 2010) , task precision (Jeter et al., 2009) , sensory adaptation (Harris et al., 2012) , sensory uncertainty of stimulus features (Yashar & Denison, 2017) , exposure to stimuli at untrained locations prior to training (T. Zhang et al., 2010) , and variability in task difficulty (Hung & Seitz, 2014) .
Endogenous spatial attention leading to transfer of threshold improvements is reminiscent of contrast gain, which is often an effect of endogenous spatial attention in the short term (Herrmann, Montaser-Kouhsari, Carrasco, & Heeger, 2010; X. Li, Lu, Tjan, Dosher, & Chu, 2008; Ling & Carrasco, 2006; Martinez-Trujillo & Treue, 2002; Morrone, Denti, & Spinelli, 2004; Pestilli, Ling, & Carrasco, 2009; Reynolds & Chelazzi, 2004) . Notably, our previous study demonstrated that exogenous spatial attention facilities location transfer via increased asymptotic performance (Donovan et al., 2015) , which resembles response gain, a typical effect of exogenous attention in the short term (Herrmann et al., 2010; Pestilli & Carrasco, 2005; Pestilli et al., 2009; Pestilli, Viera, & Carrasco, 2007) . This relation suggests that the type of attention manipulated during training and accompanying short-term improvements in performance will, over time, lead to the same class of performance changes (i.e., response gain vs. contrast gain) after training is completed. What is most interesting, in our view, is that the change in behavior due to attention at the target location carries over, after training, to untrained locations, even though the effects of attention are local to the target location. Thus, the underlying neural circuits responsible for the sensory representations in early visual areas at the untrained locations were not directly altered during training. At this point, our results of location transfer of exogenous and endogenous spatial attention are merely descriptive, and we lack a computational theory to explain how the specific kind of location transfer arises from both types of training.
Notably, for endogenous and exogenous spatial attention, the relation between the size of the stimulus and the relative size of the attention field can induce either contrast gain or response gain (Herrmann et al., 2010) , as instantiated in the Reynolds and Heeger (2009) normalization model of attention. Given that our stimuli were presented in a sparse display with no distracting stimuli and no placeholders, our manipulation of endogenous spatial attention resembles the scenarios that induce contrast gain in the short term: an attention field of the same size or larger than the target stimulus. One possibility is that endogenous attention training with a stimulus display that encourages a small attention field size and has a relatively large stimulus, would lead to response gain in the short term, and may thus result in location transfer via improved asymptote at the trained and untrained locations. This is an open question we will investigate in the future. In the meantime, our previous (Donovan et al., 2015) and current findings suggest that to improve contrast sensitivity across the contrast response function and generalize such benefits to different locations, we may want to train observers with both endogenous and exogenous attention.
We ensured participants fixated on a central point in order to ensure that stimuli always appeared at the intended retinal locations, and to avoid concomitant changes in perception due to eye movements. In particular, presaccadic enhancement and remapping have been shown to alter perceptual performance just before a saccade at both the location at which the fovea will land after a saccade, as well as where a currently attended location will land after the eye movement (i.e., the remapped location; Deubel, 2008; H.-H. Li, Barbot, & Carrasco, 2016; Montagnini & Castet, 2007; Ohl, Kuper, & Rolfs, 2017; Rolfs & Carrasco, 2012) . There is evidence that the effects of presaccadic attention shifts are distinct from endogenous spatial attention, as the presaccadic effect on contrast sensitivity is much faster than that of covert attention (Rolfs & Carrasco, 2012) and the presaccadic effect on spatial resolution reveals an automatic enhancement of high spatial frequencies (H.-H. Li et al., 2016) , not present with endogenous covert attention . Consistent with these differences, training with a presaccadic shift protocol does not enhance performance at untrained locations, even those that received the presaccadic enhancement due to remapping (Rolfs, Murray-Smith, & Carrasco, 2018) . In contrast, our current findings show that training with valid endogenous attention improves thresholds at trained and untrained locations, thus providing further evidence for the distinction between presaccadic attention shifts and endogenous covert spatial attention.
This study builds upon other investigations by our lab and collaborators that have isolated the effects of various types of attention on PL. Besides location transfer with exogenous attention (Donovan et al., 2015) , one study indicated that training with valid exogenous cues enables learning to occur, specifically when identical training with neutral cues is not sufficient to result in improved performance . Additionally, feature-based attention has been shown to markedly improve the efficacy of visual training in patients with damage to early visual cortex, effectively aiding the spatial generalization of performance improvements with a blind field or scotoma (M. R. Cavanaugh et al., 2017) . This line of work has revealed that the manipulation of attention represents a powerful tool to improve and generalize PL.
As discussed in the Introduction, attention has been associated with PL in many contexts. One possibility is that the ability to efficiently allocate attention is improved through training. For example, performance in a dual task has been shown to no longer differ from a single task after learning (Chirimuuta et al., 2007) , and training on conventional video games (especially firstperson shooters) is associated with benefits in a wide range of visual tasks that engage attention (for review, see Bediou et al., 2018) . It may be tempting to infer that our current findings are evidence that participants learn to better allocate their attention after training, specifically in the attention group. However, notably, the neutral group was trained with neutral precues (i.e., the same condition that they were tested in), which required them to distribute attention to two locations on each trial. The attention group, trained with valid endogenous cues, had a relative advantage during training as they could allocate attention to only one location, but perhaps a relative disadvantage during the posttest, as they were not tested on this type of attentional allocation. Despite this, the attention group exhibited a comparable decrease in thresholds at the trained and untrained locations, whereas the neutral group exhibited location specificity. Note that observers' improvements in the attention group cannot be due to learning to better allocate attention per se, as they were tested in the neutral condition, which differs from their training in that they have to distribute attention to two locations instead of one. We interpret our findings to reflect that the selective allocation of attention during training improves perceptual discrimination across locations.
The findings revealed by the present study are highly relevant to our understanding of VPL, as we isolate, for the first time, the influence of endogenous spatial attention on PL. Instead of a mere improvement in the efficacy of perceptual training (i.e., greater improvements in accuracy), we show that endogenous spatial attention specifically transfers improvements in threshold from trained to untrained locations. Given that many theories and models of VPL have speculated or inferred the role of attention, specifically using language that implies the involvement of endogenous spatial attention, the framework around these theories should take into account the precise mechanisms suggested by these results, as well as the few other studies that have isolated the role of other forms of attention.
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