The AL method is very simple and it needs the fewest memory field, and the computation speed is fairly high, so far as the optimum overrelaxation coefficient is adopted.
gence by various iterative methods are tested. The equations treated are the 2 and 3 dimensional
Poisson and Helmholtz-type equations, and the boundary conditions are of the first and of the second kinds.
The methods taken up are three Accelerated Liebmann (AL), the Residual Polynomial Generation (RPG) and the Alternating Direction Implicit (ADI) methods. First, the theoretical considerations are made on the optimum value of the overrelaxation coefficient for the AL method and that of the iteration parameter used in the ADI method. Then, taking four practical cases, these methods are tested in various ways using the computing machine IBM 704. The results obtained are that the speed of the ADI method is highest compared with those of other methods, but this method is somewhat complicated in treatment and unstable in convergence. The speed by the RPG method is very low, but it is effective to accelerate the slow method, for instance, the method solving the Helmholtz-type equation of negative coefficient proposed by Matsuno.
The AL method is very simple and it needs the fewest memory field, and the computation speed is fairly high, so far as the optimum overrelaxation coefficient is adopted.
Introduction
In Carlo method and various iterative methods. Put there are in general imposed some requirements;
(1) the method must be simple, (2) the consumed time is small, (3) the accuracy is high and (4) the number of memories in computing machine is few. Because of the first reason, Green function's method, for instance, is not so favorable, and besides it does not always suffice the second demand.
For this reason, only the iterative methods are taken up.
The differential equation treated is the Poisson-type equation as 2 +a=0 , (1.1) and the Helmholtz-type equation as 2 -b +a=0 , (1.2) where a is a function of space coordinates given a priori, a quantity to be obtained, b a positive constant, and 2 is the Laplace operator in 2 or 3 dimensions.
The boundary conditions considered are of the first and of the second kinds.
In order The above condition implies that the largest wave has the length of twice of the width of the domain concerned with.
Really, according to the test by the present author, the distribution of errors observed at the last stage of iteration by Liebmann method is very flat and has maximum or minimum at the centre of the domain (Fig. 2) The results actually obtained are shown in Fig. 3a for 20 20 net and in Fig. 3b for 40 40 net. In ordinate the difference of the calculated final value of from the real value at the central point of the nets, and in abscissa the tolerable limit 0 is taken. The curves are drawn for various values of b. From these figures, it is understood that the actual value of 0, for instance, for | ij|=1 and b=0 in 20 20 net is 0.13, and for b=0.2 0 is 0.65. Therefore, the magnitudes of these values are nearly twice of the theoretical.
General scope of iterative methods
Recently, the research of the technique of relaxation methods has been remarkably developed, and in the course of the study, the paper of the general summary of this field was published by Wachspress, Stone and Lee (1958 The formula (4.11) was the one obtained by Wachspress (1955) and Arnason (1956) . In the case of the boundary condition of the second kind, we should put instead of (4.2) (4.12) Then, the formula giving the optimum value v becomes, instead of (4.9) , (4.13) Namely, the formula is exactly the same with the formula (4.9) only through replacing p-1 and q-1 by p-2 and q-2.
The 3 dimensional case is similarly treated.
Namely, the equation in this case is This is a remarkable coincidence with the theoretical value by the eq. (4.10) or (4.11), that is, if we put p=q=20 and b=0, v is calculated from eq. (4.10) as 0.739 and for p=q=40, 0.85. As is seen in these figures, if the value exceeds the optimum value, the convergency becomes rapidly worse, and when v=1, the solution does not attain to the final value.
These properties are always observed for other cases of pattern, but the times used are different. These guess much approximate to the final solution. The test was made with respect to 3 cases. Fig. 9 is an example of comparison ; one curve is obtained for an arbitrary (practically some constant value in horizontal) initial guess and the other for a near initial guess. As is seen in this figure, the supposition mentioned above is, to some extent, true. Namely, the time used for calculation is not so remarkably reduced at the higher value of v. But the theoretical optimum value is still applicable ever in this case.
iii) The Helmholtz-type equation
As is known, for the Helmholtz-type equation, the computation time is much reduced compared with that in the Poisson equation. In Fig. 10 , the theoretical optimum value (eq. (4.10)) and the value obtained actually are shown, by varying the value of coefficient b (ordinate).
The example in test is for the case of 20 x 20 net, and the theoretical value for 40 40 net is also shown for comparison. So far as 20 20 net is concerned, the coincidence is fairly good.
iv) The 3 dimensional equation
In the practical test of the 3 dimensional Poisson equation, 5 levels in vertical and 20 x 20 gridpoints in horizontal are adopted, where the edges of both sides in vertical corresponds to the boundaries.
The comparisons of the theoretical and the practice are performed for the case that a=b=0, 1, 2 and 3. (Fig. 11) The results show that the coincidence is good for a=b=0, but for a=b=1, 2 and 3, the theoretical value is slightly underevaluated.
The reason is obscure. v) Solving the 2 dimensional Poisson equation numerically using the 9 gridpoint finitedifferenee system In order to reduce the space truncation error arising from the approximation of, for instance, Laplace operator with finite differJourn.
Met. Soc. Japan The other problem depends upon the speed of computation of the machine.
In Fig. 12 , the results of comparison are shown with respect to the usual 5 point scheme and the various values of a for 9 point scheme.
The case a=1.0 substantially corresponds to the scheme +2 , but it belongs formally to 9 point system. It is seen that the optimum values of the overrelaxation coefficients for 9 point system do not defter from that in 5 point system. It is interesting that the case a=0.5 consumes the smallest time in 9 point system. This coefficient gives the minimum orientational truncation error and it denotes the simple arithmetic mean of + 2 and 2 . (Miyakoda 1960) vi) Boundary condition of the 2nd kind
The boundary condition of the 2nd kind, i.e., the condition given by the form of derivative in the normal direction to the boundary is approximated with the finite difference form as where X is a function a priori given, the suffix b denotes the gridpoint on the Boundary and b-1 the inner point next to it.
Then, the solving method adopted by the author is as follows ; at the points next to the boundary, the iteration scheme is modified by inserting the relation (5.6) into the usual five point scheme, and at the inner points the scheme is the same with that described so far.
The remark which should be mentioned is that in this case the boundary condition must not contradict to the governing Poisson equa- Therefore, the left hand sides of the equations (5.7) and (5.8) should be equal.
If this relation in the finite difference form is not satisfied, the calculation does not converege with some tolerance because of the finite difference.
The speed of calculation is tested by changing the overrelaxation coefficient after modifying the boundary condition so as to suffice the above relation.
The results are shown in Fig. 13 The results will de described later.
The Alternating Direction Implicit method
The method was first devised by Peaceman and Rachford (1955) , and later it was revised Journ.
Met. Soc. Japan by Wachspress (1957) ,
The procedure is divided into two steps ; one is row inversion with respect to the grid and the other is column inversion.
In other words, one cycle consists of two different processes ; first the net is scanned by the row inversion, and secondly by the other process. These processes are shown by mathematical expressions as follows ;
where and d1'=d1, d20'=d20 and h1=0. Now, the three term system is changed to two term system. Therefore, it is possible to fix zi from grid to grid in the inverse direction of the row.
ii) Theoretical consideration
In oreder to examine theoretically the feature of convergence of this method, error equation analogous to that in the previous section is set up. In this case also, the error equation is obtained by replacing by in eq. (7.1) The result for the case II is shown in Fig. 14 for p=20 and '=0.0005, and the case I gives the similar result.
In this figure, the ordinate is y, and the abscissa x, and the numbers of iteration used for attaining the condition that N< ' can never be fulfilled. The figure shows that under a certain values of y and x corresponding to ', the calculation of relaxation by ADI method does not converge, and that the most optimum combination of y and x is located next to the region where the solution does not converge.
In this meaning, this method is much unstable. But practically, if the process is slightly modified, this method may be available. Namely, if Wv becomes smaller than a certain value, for instance, 0.002, Wv is renewed.
iii) Test
The test was performed with respect to the 2 dimensional Poisson equation for the same patterns mentioned previously and using the same gridpoints.
First, the features ~of convergence as the increase of iteration step are shown in Fig. 15 . It is obvious from this figure, that when x is small, the value of vibrates with the period of a half cycle after some stage of iteration.
(y=2, x=0.
3) The speeds of convergence are shown using y -x space with respect to two different patterns in Figs. 16 and 17 , where the numbers of cycle and the time used are plotted, the latter being in brackets.
It is just as predicted that the non-convergence region exists. The border lines deviates according to the i feature of patterns and the tolerable li mit of residual . Further, the region giving the optimum combination of y and x exists next to the border line. It is also seen that the time used increases rapidly as x approaches to 1. Therefore, it is needed to seek the optimum values of y and x in advance for the practical use. The contours are the isolines of the time used.
Comparison of various methods
Regarding the speed of computation, five methods are compared ; among them, three belong to the Accelerated Liebmann methods, and the rests are Alternating Direction Implicit method (ADI) and the Residual Polynomial Generation method (RPG). The procedure of the first Accelerated Liebmann methods (ALl) is the so-called Point Overrelaxation method as follows ; first, the residuals are calculated at all gridpoints, and then, the iteration process begins. Nemely, testing whether or not the residual is larger than o, and if it is so, the value of at the point is altered based on eq. (4.1) and at the same time the residuals of the point and of the four points around it are also changed, otherwise we only proceed to the next point. Therefore, the residuals are needed to be stored, but not o.
The second Accelerated Liebmann method (AL2) is the ordinary one as follows.
The residual is calculated at every point at every iteration.
Therefore, the values of o are needed to be stored.
Thus, testing whether the residual is larger than o, and if it is so, the value of at the point and those around it are altered.
The third Accelerated Liebmann (AL3) is the forward and backward Point Overrelaxation method as follows. The first process is the same as mentioned in the method AL1, but in the next process the scanning is proceeded in the inverse direction of the gridpoint.
The details of the processes of these methods including the RPG and the ADI method are sohwn by IBM FORTRAN expressions in Appendix. First of all, the numbers of memories and of instructions and of working spaces used for calculation are compared with respect to five methods mentioned above.
Table
As is seen in this table, the simplest method is AL2, RPG and ALl.
But from the standpoint of the easiness of coding the program for the high speed computing machine, AL2 and AL1 are favourable especially for treatment of the complicated boundary condition and the irregular domain.
The reduction of the number of the data field (the memory) is a serious problem in programming.
Next the times used for computation are Journ. Met. Soc. Japan compared with respect to 20 20 net. (Fig. 18) The patterns used for test are (A) and (B) the usual height contours at 500 mb level, (C) the typhoon pattern,
where the values of 6 are positive, and (D) the special pattern, where the values of r are constant.
In this case, the initial guesses given are constant in horizontal.
From this figure, it is apparent that the ADI method is best and the next is the AL1 method ; the time used by the ADI method is 2/3 of that by the ALl method, and the RPG method is very slow.
But if the initial guesses are much approximate to the final solution, the result of the comparison appears just as shown Fig. 19 . As is seen in this figure, the times for the ADI method are not so much reduced in the case of the near initial guess compared with that in the constant initial guess. In this problem, Matsuno succeeded to get an accelerated method by adopting the RPG method.
By the way, the times for 40 40 net observed in the practical examination by the ALl and the ADI method are 2 min 34 sec and 1 mi.n 7 sec, respectively.
Conclusions
The relaxation method which consumes the least time among the methods compared each other in this paper is the ADI method. The time used for the ADI method is almost 2/3 or less of that for the Accelerated Liebmann method for 20 20 net.
But the ADI method needs more data fields than that for Accelerated Liebmann method, and the procedures are much complicated compared with that of the latter.
Therefore, in the case of the complicated boundary condition, the ADI method is unacceptable. The most serious matter for the ADI method is that it is somewhat unstable in computation, though the slight modification just as described in this paper may prevent the practical use from it.
Hence it may be concluded that, for the use of scientific research the ALl method with the optimum overrelaxation coefficient is favourable, and for the routine operation the ADI method with the optimum combination of the iteration parameter is usable. The RPG method is the slowest scheme, but it is effective for applying the Richardsontype method for acceleration,.
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