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Abstract
Using Moser’s iteration method, we investigate the local boundedness of solutions for p(x)-Laplacian
equations and derive a Harnack type inequality important for applications.
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1. Introduction
In this paper, we study the local boundedness and Harnack inequality of solutions for the
p(x)-Laplacian equations of the form:{
−p(x)u(x) =
(
λb(x)− a(x))∣∣u(x)∣∣p(x)−2u(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
(1.1)
where p(x) = div(|∇u|p(x)−2∇u(x)), and the following conditions are satisfied:
(C1) Ω is a bounded open domain in Rn (n 2) with smooth boundary ∂Ω .
(C2) p(x) is a measurable function in Ω , and 1 < p− = infΩ p(x)  p(x)  p+ =
supΩ p(x) < ∞, λ ∈ R.
(C3) a(x), b(x) are measurable functions in Ω , and
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{
f ∈ L∞(Ω); f (x) 0, a.e. x ∈ Ω},
b(x) ∈ L∞0 (Ω) =
{
f ∈ L∞(Ω); f+(x) = max(f (x),0) ≡ 0}.
The operator −div(|∇u|p(x)−2∇u(x)) is said to be p(x)-Laplacian, which becomes p-Laplacian
when p(x) ≡ p (a constant), and it is just the Laplacian operator when p(x) ≡ 2. The differential
equations and variational problems with p(x) growth conditions arise from nonlinear elasticity
theory, electrorheological fluids, etc. (see [1,11–14]). The study of such problems is a new and
interesting topic, some results on this topic can be found in [1–3,6,7,10]. The p(x)-Laplacian
possesses more complicated nonlinearity than the p-Laplacian, for example, it is inhomoge-
neous.
2. Preliminaries
In order to deal with the problem (1.1), we need some theory of the variable exponent spaces
Lp(x)(Ω) and W 1,p(x)(Ω). For the details, see [4,5,8,9]. Here we display some facts which will
be used later.
Denote by μ(Ω) the set of all measurable real functions defined on Ω , where Ω is a bounded
open subset of Rn. Two functions in μ(Ω) are considered as the same element of μ(Ω) when
they are equal almost everywhere. Write
L∞1 (Ω) =
{
p ∈ L∞(Ω): ess inf
Ω
p(x) 1
}
.
For p(x) ∈ L∞1 (Ω), denote p− = p−(Ω) = ess infΩ p(x), p+ = p+(Ω) = ess supΩ p(x), de-
fine the spaces Lp(x)(Ω) and W 1,p(x)(Ω) by
Lp(x)(Ω) =
{
u ∈ μ(Ω):
∫
Ω
∣∣u(x)∣∣p(x) dx < ∞}
with the norm:
|u|Lp(x)(Ω) = |u|p(x) = inf
{
λ > 0:
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx  1
}
,
and
W 1,p(x)(Ω) = {u ∈ Lp(x)(Ω): |∇u| ∈ Lp(x)(Ω)}
with the norm:
‖u‖W 1,p(x) (Ω) = |u|Lp(x)(Ω) + |∇u|Lp(x)(Ω).
Denote by W 1,p(x)0 (Ω) the closure of C
∞
0 (∞) in W 1,p(x).
Proposition 2.1. The spaces Lp(x)(Ω), W 1,p(x)(Ω) and W 1,p(x)0 (Ω) are separable and reflexible
Banach spaces.
Proposition 2.2. The conjugate space of Lp(x)(Ω) is Lq(x)(Ω), where 1
p(x)
+ 1
q(x)
= 1. For any
u(x) ∈ Lp(x) and v(x) ∈ Lq(x), we have∫
Ω
|uv|dx  2|u|p(x)|v|q(x).
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|u|p(x)  C|∇u|p(x), ∀u ∈ W 1,p(x)0 (Ω).
So |∇u|p(x) is an equivalent norm in W 1,p(x)0 (Ω).
Proposition 2.4. If Ω is a bounded open set in Rn with a Lipschitz boundary, p ∈ L∞1 (Ω) and
p(x) satisfies condition (F − Z) on Ω¯ , i.e. there is a constant L > 0, such that
−∣∣p(x)− p(y)∣∣ log |x − y| L, ∀x, y ∈ Ω¯ (2.1)
then C∞(Ω) is dense in W 1,p(x)(Ω).
Proposition 2.5. Let u ∈ W 1,1(Ω) where Ω is convex, and suppose there exists a constant K
such that
∫
Ω∩BR |Du|dx KRn−1 for all balls BR . Then there exist positive constants σ0 and C
depending only on n such that∫
Ω
exp
(
σ
K
|u − uΩ |
)
dx C(diamΩ)n
where σ = σ0|Ω|(diamΩ)−n.
Definition 2.1. u ∈ W 1,p(x)0 (Ω) is called a solution of the problem (1.1), if∫
Ω
|∇u|p(x)−2∇u∇ϕ dx =
∫
Ω
(
λb(x)− a(x))|u|p(x)−2uϕ dx (2.2)
hold for any ϕ(x) ∈ C∞0 (Ω).
In the following, u(x) is a solution of the problem (1.1), u+(x) = max(u(x),0), BR is the
open ball of radius R, |Ω| is the n-dimensional Lebesgue measure of a measurable set Ω ⊂ Rn,
and −∫ Ω f (x)dx = |Ω|−1 ∫Ω f (x)dx, positive constants whose values are of no interest to us
are denoted by C.
3. Local boundedness of solutions
Proposition 3.1. If E ⊂ Ω is a measurable set and σ = infE p(x), then nonnegative measurable
functions f on E satisfy the inequality∣∣f · gσ ∣∣
L1(E)  |f |L1(E) +
∣∣f · gp∣∣
L1(E). (3.1)
Proof. Let q = p(x)
σ
, according to the definition of σ , we get q > 1, and q ′ = p(x)
p(x)−σ > 1. Using
the Young inequality, we have
f · gσ = f p(x)−σp(x) [f σp(x) · gσ ] f + f · gp(x).
Integrating over E, we obtain∣∣f · gσ ∣∣
L1(E)  |f |L1(E) +
∣∣f · gp∣∣
L1(E).
Now we complete the proof. 
212 X. Zhang, X. Liu / J. Math. Anal. Appl. 332 (2007) 209–218Throughout the following, we assume that the domain Ω is divided by the hyperplane Σ =
{x: xn = 0} into two subdomains Ω1 = Ω ∩ {x: xn > 0} and Ω2 = Ω ∩ {x: xn < 0}, ΩiR =
Ωi ∩BR, i = 1,2, in each of which p(x) satisfies condition:
−∣∣p(x)− p(y)∣∣ log |x − y| L, ∀|x − y| < 1
2
. (3.2)
In the following we use the Sobolev embedding theorem in the form:(
−
∫
BR
∣∣∣∣ uR
∣∣∣∣
kp
dx
) 1
kp
 C
(
−
∫
BR
|∇u|p dx
) 1
p
, p  1, k = n
n− 1 (3.3)
where u ∈ W 1,p(x)0 (BR) or
∫
BR
udx = 0. In addition, the ball BR occurring in (3.3) can be
replaced by ΩiR , provided that |ΩiR|  C|BR|, and the function u(x) vanishes on the spher-
ical part of the boundary of ΩiR . Throughout the paper, we assume that vν(x) = u(x) + Rν ,
v¯ν(x) = u+(x)+ Rν , s = supB4R p, s¯ = infB4R p, si = infΩi4R p, i = 1,2.
Lemma 3.1. Let R  ι < r  3R, and R < 116 , assume that B4R ⊂ Ωi or the center of BR lies
in Σ , then the inequality(
−
∫
Ωiι
(
v¯
β
ν
R
)ksi
dx
) 1
k
C(n,p)(1 + β)s
(
r
r − ι
)s
R−s −
∫
Br
v¯(β−1)si+p(x)ν dx (3.4)
is valid for i = 1,2, for any ν ∈ [0,1], β  1.
Proof. We choose η ∈ C∞0 (Br),0 η 1,
Gj (ξ) =
{
ξβ, 0 ξ  j,
jβ + βjβ−1(ξ − j), ξ  j,
and
Hj(ξ) =
ξ∫
Rν
∣∣G′j (ς)∣∣si dς.
Consider the test function ϕ = Hj(v¯ν)ηs , since u(x) is a solution of (1.1), we obtain∫
Ω
|∇u|p(x)−2∇u∇ϕ dx
=
∫
Br
|∇u|p(x)−2∇u∇(Hj(v¯ν)ηs)dx
=
∫
Br
(
λb(x)− a(x))u+(x)p(x)−1Hj(v¯ν)ηs dx

∫ ∣∣λb(x) − a(x)∣∣(u+(x)p(x)−1 + Rν)Hj(v¯ν)ηs dx
Br
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∫
Br
v¯p(x)−1ν · Hj(v¯ν) dx
then ∫
Br
∣∣G′j (v¯ν)∣∣si |∇v¯ν |p(x)ηs dx
C
(∫
Br
v¯p(x)−1ν Hj (v¯ν) dx +
∫
Br
|v¯ν |p(x)−1Hj(v¯ν)ηs−1|∇η|dx
)
.
Using the Young inequality, we have∫
Br
∣∣G′j (v¯ν)∣∣si |∇v¯ν |p(x)ηs dx  C
(∫
Br
v¯p(x)−1ν Hj (v¯ν) dx + ε
∫
Br
∣∣G′j (v¯ν)∣∣si |∇v¯ν |p(x)ηs dx
+C(ε)
∫
Br
∣∣G′j (v¯ν)∣∣si (1−p(x))Hp(x)j (v¯ν)|∇η|p(x) dx
)
choosing an appropriate ε > 0, we obtain∫
Br
∣∣G′j (v¯ν)∣∣si |∇v¯ν |p(x)ηs dx
C(p)
(∫
Br
v¯p(x)−1ν Hj (v¯ν) dx +
∫
Br
∣∣G′j (v¯ν)∣∣si (1−p(x))Hp(x)j (v¯ν)|∇η|p(x) dx
)
by (3.1), let f = |G′j (v¯ν)|si ηs, g = |∇v¯ν |, and σ = si , yields∫
Ωir
∣∣G′j (v¯ν)∣∣si |∇v¯ν |si ηs dx 
∫
Br
∣∣G′j (v¯ν)∣∣si |∇v¯ν |si ηs dx

∫
Br
∣∣G′j (v¯ν)∣∣si dx +C(p)
(∫
Br
v¯p(x)−1ν Hj (v¯ν) dx
+
∫
Br
∣∣G′j (v¯ν)∣∣si (1−p(x))Hp(x)j (v¯ν)|∇η|p(x) dx
)
then ∫
Ωir
∣∣∇(Gj(v¯ν)ηs)∣∣si dx  C
(∫
Ωir
∣∣(Gj(v¯ν))∣∣si |∇η|si dx +
∫
Ωir
∣∣G′j (v¯ν)∣∣si |∇v¯ν |si ηs dx
)
therefore
−
∫
Ωir
∣∣∇(Gj(v¯ν)ηs)∣∣si dx  C(n,p)
(
−
∫
Ωir
∣∣(Gj(v¯ν))∣∣si |∇η|si dx + −
∫
Br
v¯p(x)−1ν Hj (v¯ν) dx
+ −
∫ ∣∣G′j (v¯ν)∣∣si (1 + ∣∣G′j (v¯ν)∣∣−sip(x)Hp(x)j (v¯ν)|∇η|p(x))dx
)
.Br
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j → ∞, by replacing the lower limit of integration in the definition of the function Hj(ξ) by
zero. Then(
−
∫
Ωir
(
v¯
β
ν η
s
R
)ksi
dx
) 1
k
 C(n,p)(1 + β)s
(
−
∫
Br
(
v¯(β−1)siν + v¯(β−1)si+p(x)ν |∇η|p(x)
)
dx
+ −
∫
Ωir
(
v¯βν |∇η|
)si dx + −∫
Br
v¯(β−1)si+p(x)ν dx
)
. (3.5)
Set η = 1 in Bι and ∇η  Cr(R(r − ι))−1, since v¯ν  Rν and v¯βsiν  C(p)v¯(β−1)si+pν in Ωir by
(3.2), now the desired estimate follows from (3.5). 
Corollary 3.1. If u ∈ L∞loc(Ω), B4R ⊂ Ω , and p(x) satisfies condition (3.2) in Ω , then the in-
equality
Φ(kβ,Bι, v¯ν)C1/β(1 + β)s/β
(
r/(r − ι))s/βΦ(β,Br, v¯ν) (3.6)
is valid for any ν ∈ [0,1], β  s¯, where C = C(n,p,M,R), M = supB4R |u|, Φ(q,E,ω) =
( −∫ E ωq dx)1/q .
Proof. Since we deal with interior properties of solutions, it follows that, without loss of gener-
ality, under the accepted assumption for p(x) we can assume that the domain Ω coincides with
one of the domains Ωi, i = 1,2. Therefore, by the introduced notation, we can assume that Ωiι
and si coincide with Bι and s¯, respectively.
Since v¯p(x)ν C(p,M)v¯s¯ν , replacing β in (3.4) by β/s¯, we have(
−
∫
Bι
v¯kβν dx
)1/k
 C(n,p,M)(1 + β)s(r/(r − ι))sR−s −∫
Br
v¯βν dx
then (
−
∫
Bι
v¯kβν dx
)1/kβ
C(n,p,M,R)1/β(1 + β)s/β(r/(r − ι))s/β( −∫
Br
v¯βν dx
)1/β
.
The proof is complete. 
Corollary 3.2. Let B4R ⊂ Ω , the center of the ball BR lies on Σ , and γ  0, then the inequality(
−
∫
Bι
v¯
kγ+p(x)
0 dx
)1/k
 C(n,p,R)(1 + γ )s(r/(r − ι))s −∫
Br
v¯
γ+p(x)
0 dx (3.7)
is valid for ν = 0.
Proof. Since k(β − 1)ss + p(x)  kβsi in Ωi4R for R < R0(p) by virtue of the continuity of
p(x) and the inequality v¯0  1, it follows from (3.4) that(
−
∫
Ωi
v¯
k(β−1)si+p(x)
0 dx
)1/k
 C(n,p,R)(1 + β)s(r/(r − ι))s −∫
Br
v¯
(β−1)si+p(x)
0 dxι
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−
∫
Ωiι
v¯
kγ+p(x)
0 dx
)1/k
C(n,p,R)(1 + γ )s(r/(r − ι))s −∫
Br
v¯
γ+p(x)
0 dx
add the inequalities for i = 1,2; we obtain (3.7). 
Theorem 3.1. Let u(x) 0 be a solution of (1.1), it is locally bounded in Ω , if B4R ⊂ Ω , then
the inequality
sup
BR
|u|C(n,p,q,M)
[(
−
∫
B2R
uq dx
) 1
q +R
]
(3.8)
is valid for any q > 0.
Proof. For j = 0,1, . . . , set rj = ι+ 2−j (r − ι) and χj = kj s¯; in (3.6) set r = rj , ι = rj+1, and
β = χj . Therefore, if Φj = Φ(χj ,Brj , v¯ν), then
Φj+1  C1/χj
[
2j (1 + χj )
]s/χj (r/(r − ι))s/χj Φj
where C = C(n,p,M). Iterating this inequality, we get
sup
Bι
v¯ν  C(n,p,M)
(
r/(r − ι))aΦ(s¯,Br , v¯ν) (3.9)
for a(p) > 0. Let t = r/(3R), τ = ι/(3R),B(t) = Br,B(τ) = Bι, J (ξ) = Φ(s¯,B(ξ), v¯ν). Then
1/3 τ < t  1, by virtue of (3.9), we have
sup
B(τ)
v¯ν  C(n,p,M)(t − τ)−aJ (t). (3.10)
In particular, supBR v¯ν  C(n,p,M)Φ(s¯,B3R/2, v¯ν), and to prove the theorem it remains tojustify the inequality
J (1/2) = Φ(s¯,B3R/2, v¯ν)C(n,p,q,M)Φ(q,B2R, v¯ν) (3.11)
for 0 < q < s¯. Without loss of generality, we can assume that Φ(s¯,B2R, v¯ν) = 1, and then
we have J (τ)  C(n,p,M)(supB(τ) v¯ν)δ , where δ = 1 − q/s¯. Therefore by (3.10), J (τ) 
C(n,p,M)δ(T − τ)−aδJ δ(t), then lnJ (τ) δ lnC + aδ ln(1/(t − τ))+ δ lnJ (t).
Here we set τ = tb, b > 1. We can see that
1∫
(1/2)1/b
lnJ (tb)
t
dt  C(n,p, δ, b,M)+ δ
1∫
1/2
lnJ (t)
t
dt.
Performing the substitution ξ = tb , we obtain
(1/b − δ)
1∫
1/2
lnJ (ξ)
ξ
dξ  C(n,p, δ, b,M).
We choose b > 1 from the condition 1/b− δ > 0. Since J (ξ) C(n,p)J (1/2), for ξ ∈ [1/2,1],
we have
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(
C(n,p)J (1/2)
)
 C(n,p, δ, b,M)/
(
(1/b − δ) ln 2).
Since Φ(s¯,B2R, v¯ν) = 1, by assumption, we obtain the (3.11). 
Remark 3.1. In a similar way, we can prove that the inequality
Φ(q,B2R, v¯ν) C(n,p,q, q0,M)Φ(q0,B3R, v¯ν) (3.12)
is valid for any 0 < q0 < q .
4. Harnack inequality of solutions
Proposition 4.1. Suppose that u(x)  0 in B4R ⊂ Ω , E ⊆ B4R is a measurable set, η ∈
C∞0 (B4R), 0 η 1, and σ = infE p(x). Then the inequality∫
E
vγ−1ν |∇vν |σ ηs dx  C(p,γ0)
∫
B4R
(
vγ−1ν + vγ+p(x)−1ν + vγ+p(x)−1ν |∇η|p(x)
)
dx (4.1)
is valid for any γ  γ0 < 0 and |ν| < ∞.
Proof. We consider the test function φ = vγν ηs . By (2.2) and the Young inequality, we obtain∫
B4R
vγ−1ν |∇vν |p(x)ηs dx  C(p,γ0)
( ∫
B4R
vγ+p(x)−1ν ηs dx +
∫
B4R
vγ+p(x)−1ν |∇η|p(x) dx
)
.
Now inequality (4.1) follows from the estimate (3.1), where one must set f = vγ−1ν ηs and g =
|∇vν |. 
Lemma 4.1. If p(x) satisfies condition (3.2) in Ω , then there exist positive constants q0 =
q0(n,p,M) and C = C(n,p,M) such that nonnegative solutions of (1.1) satisfy the inequal-
ity
Φ(q0,B3R, vν) CΦ(−q0,B3R, vν) (4.2)
for B4R ⊂ Ω and ν ∈ [0,1].
Proof. Let B2r ⊂ B4R , and let η ∈ C∞0 (B2r ) be a cutoff function such that η = 1 in Br and|∇η| 2/r . Choosing E = Br and γ = 1 − σ in (4.1), we have∫
Br
|∇ lnvν |σ dx  C(p)
∫
B2r
(
v−σν + vp(x)−σν + vp(x)−σν r−p(x)
)
dx.
Since vν Rν , it follows from (3.2) that r−p(x)  C(p)rσ , v−σν  C(p)rσ , vp(x)−σν  C(p,M),
for x ∈ B2r . Therefore we have∫
Br
|∇ lnvν |σ dx  C(p,M)rn−σ .
Using the John–Nirenberg lemma,we get (4.2). 
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then the inequality
Φ(β,Br, vν) C1/|β|
(
1 + |β|)s/|β|(r/(r − ι))s/|β|Φ(kβ,Bι, vν) (4.3)
is valid for any ν ∈ [0,1], β < 0, where k > 1 is a constant occurring in (3.3) and C =
C(n,p,M,R).
Proof. We set E = B4R , σ = s¯, γ = β − s¯ + 1, since γ < 1 − s¯ < 0, ηss¯ < ηs , we have
−
∫
B4R
∣∣∇(vβ/s¯ν ηs)∣∣s¯ dx  C(p)(1 + |β|)s¯
[
−
∫
B4R
vβν |∇η|s¯ dx
+ C(p,γ0) −
∫
B4R
(
vβ−s¯ν + vβ−s¯+p(x)ν + vβ−s¯+p(x)ν |∇η|p(x)
)
dx
]
(4.4)
note that vp(x)−s¯ν  C(p,M), v−s¯ν  C(p)R−s¯ and |∇η|p  C(p)R−s¯ (r/(r − ι))s for x ∈ B4R ,
by condition (3.2). We estimate the integral occurring on the left-hand side in (4.4) with the help
of inequality (3.3), then we find that(
−
∫
Bι
vkβν dx
)1/k
 C(n,p,M)
(
1 + |β|)s(r/(r − ι))s −∫
Br
vβν dx (4.5)
which yields (4.3). 
Theorem 4.1. Let u(x) is a nonnegative solution of (1.1) in B4R ⊂ Ω , then the inequality(
−
∫
B2R
uq dx
)1/q
 C(n,p,q,M)
(
inf
BR
u +R
)
(4.6)
is valid for any q > 0.
Proof. Since Φ(q,BR,u) → infBR u as q → −∞, iterating inequality (4.3), we obtain
Φ(−q,B2R, vν)  C(n,p,q,M) infBR vν for any q > 0. Here we set q = q0, where q0 is the
constant occurring in (4.2). Then, since Φ(−q0,B3R, vν)  C(n,q0)Φ(−q0,B2R, vν), it fol-
lows from (4.2) that Φ(q0,B3R, vν)  C(n,p,q,M) infBR vν . Hence inequality (4.6) is valid
for all q  q0, since Φ(q0,B2R, vν)  C(n,q0)Φ(q0,B3R, vν). But if q > q0, then the desired
estimate (4.2) follows from the inequality given in (3.12). 
Theorem 4.2. Let u(x) be a nonnegative solution of (1.1) in B4R ⊂ Ω , then we have
sup
BR
u C(n,p,M)
(
inf
BR
u+ R
)
. (4.7)
Proof. By (3.8) and (4.6), we can obtain the result. 
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