We present Markov chain Monte Carlo methods for estimating parameters of multidimensional, continuous time Markov switching models. The observation process can be seen as a diffusion, where drift and volatility coefficients are modeled as continuous time, finite state Markov chains with a common state process. The states for drift and volatility and the rate matrix of the underlying Markov chain have to be estimated. Applications to simulated data indicate that the proposed algorithm can outperform the expectation maximization algorithm for difficult cases, e.g. for high rates. Application to financial market data shows that the Markov chain Monte Carlo method indeed provides sufficiently stable estimates.
Introduction
Typical dynamics of a price process S = (S t ) t∈[0,T ] of n stocks are dS t = Diag(S t )(µ t dt + σ t dW t ), S 0 = s 0 ,
where Diag(S t ) denotes the diagonal matrix with diagonal S t = (S 1 t , . . . , S n t ). Here W = (W t ) t∈ [0,T ] is an n-dimensional Brownian motion, s 0 is the initial price vector, µ = (µ t ) t∈[0,T ] the drift process, σ = (σ t ) t∈[0,T ] the volatility process and T > 0 the terminal trading time. Suppose that µ and σ can take d possible values and that switching between these values is governed by a state process Y which is a continuous time Markov chain with state space {1, . . . , d} and rate matrix Q. Then the corresponding return process R = (R t ) t∈ [0,T ] , defined by dR t = (Diag(S t )) −1 dS t , satisfies
and represents a continuous time Markov switching model (MSM). In case of constant σ we call it a hidden Markov model (HMM). For a MSM in continuous time, in principle the state process Y can be observed via the quadratic variation of R. This is not possible for a HMM, Y is hidden. Continuous time MSMs (e.g. Buffington and Elliott (2002) , Guo (2001) ), discrete time MSMs (e.g. Engel and Hamilton (1990) ), and discrete as well as continuous time HMMs (e.g. Liechty and Roberts (2001) , Sass and Haussmann (2004) ) are widely used in finance, but are also applied in many other areas such as in biophysics (e.g. Rosales et al. (2001) , Ball et al. (1999) ).
In the present paper, we consider joint modeling of several stock prices using MSMs. Although stock prices are observed only in discrete time, like in many other inference problems encountered in finance, it is more convenient to use continuous time models since these allow the derivation of closed form solutions. For example, Sass and Haussmann (2004) derive explicit optimal trading strategies for a portfolio optimization problem based on a continuous time HMM. The practical application of these strategies, however, requires known values for the parameters of the continuous time stock model, and one faces the problem of estimating parameters of a continuous time model from discrete observations. Since in continuous time S and R generate the same filtration, we can assume that we observe R, hence we have to estimate parameters of a MSM like (2), or a HMM, if σ is constant.
One might use a moment based method, see e.g. Elliott et al. (2006) , which yields good estimates, provided that the number of observations is very large (depending on the noise level, they present results for 10 000 to 20 000 observations for simulated data and 30 000 to 150 000 for market data).
In discrete time the expectation maximization (EM) algorithm (Dempster et al. (1977) ) can be used to estimate the drift and covariance coefficients as well as the rate matrix governing the switching of the states, see e.g. Elliott et al. (1997) or Engel and Hamilton (1990) . For low rates and low volatility the EM algorithm provides very accurate results, but estimation results in Sass and Haussmann (2004) indicate that for high rates, where a jump occurs between two observations with high probability, the EM algorithm performs poorly. For a continuous time HMM one can use a continuous time version of the EM algorithm as presented in James et al. (1996) . For a continuous time MSM, however, no finite-dimensional filters are known, making it impossible to employ the EM algorithm to estimate the volatility jointly with the other parameters since the change of measure involved in deriving the filters used in the EM algorithm requires known σ (cf. Elliott et al. (1995) ).
In this paper, we consider a Bayesian approach to parameter estimation, using Markov chain Monte Carlo (MCMC) methods, which is capable of dealing both with continuous time HMMs as well as continuous time MSMs. A Bayesian approach has been considered, for instance, by Rosales et al. (2001) and Boys et al. (2000) for discrete time HMMs, Ball et al. (1999) and Liechty and Roberts (2001) for continuous time HMMs, and Kim and Nelson (1999) for discrete time MSMs, dealing with problems in biophysics, bioinformatics and economics.
It is the aim of this paper to extend these methods to multidimensional continuous time HMMs and MSMs. We are particularly interested to estimate parameters in a multidimensional MSM with high rates, considerable noise, based on not too many observations (less than, say, 5000), as this is the typical situation one faces for many financial time series. We assume, however, that the number of states is given, and refer to Otranto and Gallo (2002) and Frühwirth-Schnatter (2006, Chapter 4 and 5) for the matter of model selection. As comparisons between the discrete and continuous models seem to be hardly treated in the relevant literature, we treat both the case of a discrete time approximation as well as methods for continuous time. We develop a Metropolis-Hastings sampler employing data augmentation by adding the state process to the unknowns. Hence, for the update of the rate matrix a Gibbs step can be used. In the discrete case, a Gibbs step is used also for the state process update, while in continuous time proposing the state process conditioning only on the rate matrix is much faster.
In Section 2, the stock return model which is a continuous time multidimensional MSM is introduced in more detail. In Section 3, MCMC estimation for continuous time state processes (referred to as CMCMC) is described. In Section 4, we present the approximating discrete time model and the corresponding MCMC algorithm (referred to as DMCMC). For both algorithms, we give the a priori and conditional distributions and describe the proposals and sampling methods used. We deal with the approximation error and the problem of computing the rate matrix corresponding to a transition matrix. In Section 5, we deal with issues concerning the application of the methods presented in Sections 3 and 4. Finally, we show numerical results for simulated as well as market data from daily stock index quotes.
Continuous Time Markov Switching Model
In this section we present the market model which is a multidimensional continuous time MSM. On a filtered probability space (Ω,
where 
We denote the possible values of µ and σ by B = (µ (1) , . . . , µ (d) ) and Σ = (σ (1) , . . . , σ (d) ), respectively. We assume the volatility matrices σ (k) to be nonsingular and use the notation
. Sometimes we will interpret B as a matrix, i.e. B ik = µ (k)
i . The state process Y , which is a continuous time, time homogeneous, irreducible Markov chain adapted to F, independent of W , with state space {1, . . . , d}, allows for the representations
The state process Y is characterized by the rate matrix Q ∈ R d×d as follows:
, in state k the waiting time for the next jump is λ k -exponentially distributed, and the probability of jumping to state l = k when leaving k is given by Q kl /λ k .
Starting from a prior distribution of the unknown parameters P(Q, B, Σ) we wish to determine P(Q, B, Σ | (V m ) m=1,...,N ), the posterior distribution of these parameters given the observed data
Remark 1. One cannot distinguish between the pairs (σ, W ) and (σ,W ), whereσ is a square-root of σσ andW =σ −1 σW . However, without loss of generality we can assume σ (k) to be a lower triangular matrix, i.e. σ (k) (σ (k) ) equals the Cholesky factorization of the covariance matrix.
MCMC for Continuous Time State Process
In this section, we describe an MCMC algorithm for the continuous time model (referred to as CMCMC) to estimate the parameters Q, B and Σ given stock returns, V = (V m ) m=1,...,N , observed at fixed observation times ∆t, 2∆t, . . . , N ∆t = T . This method is easily extended to deal with nonequidistant observations, see Remark 3 below. We allow for jumps of the hidden state process at any time and especially for any number of jumps within each observation interval.
Data Augmentation
The state process Y , which is allowed to jump any time, is described by the process of jump times, J = (J h ) h=0,...,H , and the sequence of states visited, Z = (Z h ) h=0,...,H , where H is the number of jumps of Y in [0, T ], i.e. J 0 = 0 and Z 0 = Y 0 , J h is the time of the h-th jump, and Z h is the state Y jumps to at the h-th jump. Hence the inter-arrival time ∆J h = J h − J h−1 is exponentially distributed with parameter λ Z h−1 . Notice that J h+1 and Z h+1 are independent given J h and Z h .
For parameter estimation, we augment the parameter space by adding the state process Y , and determine the joint posterior distribution of Q, B, Σ, and Y given the observed data V .
Prior Distributions
Prior distributions have to be chosen for Q, B, Σ, and Y 0 . We consider two prior specifications, differing in the prior assumptions concerning the initial state Y 0 . The first prior is based on assuming prior independence among all parameters.
Assumption 1. Q, B, Σ, and Y 0 are a priori independent, i.e.
Further, for i = 1, . . . , n, k, l = 1, . . . , d, l = k,
Also, the off-diagonal elements of Q are independent. With Γ, N, IW, and U we refer to the Gamma, normal, inverted Wishart, and uniform distribution, respectively.
Remark 2. For the inverted Wishart distribution, we use the parametrization where the density is given through
and the expected value is given as E[C] = Ξ (ν − (n + 1)/2) −1 .
If we think of time 0 as the beginning of our observations after the process has already run for some time, it may be reasonable to alter the prior distribution as follows:
Assumption 1a. Q and Y 0 are a priori dependent:
and the state process starts from its ergodic probability ω, i.e. P(Y 0 | Q) = ω. All other prior assumptions are the same as in Assumption 1.
Under the second assumption, Y given Q is a stationary Markov chain,
Full Conditional Posterior Distributions
To sample from the joint posterior distribution of Q, B, Σ, and Y given the observed data V , we partition the unknowns into three blocks, namely Q, (B, Σ), Y , and draw each of them from the appropriate conditional density.
Complete-Data Likelihood Function
As given B, Σ, and Y , the price process S is Markov and the returns (V m ) m=1,...,N are independent, the likelihood function is given by
where ϕ denotes the density of a multivariate normal distribution with mean vectorμ m and covariance matrixC m given by:
Remark 3. The algorithm presented in the following can be easily extended to non-equidistant observation times 0 = t 0 < t 1 < · · · < t N = T with distances ∆t m = t m − t m−1 by a slight adaptation in the data likelihood: In Equation (10),μ m andC m have to be replaced byμ m = tm t m−1 µ (Ys) ds and
Drift and Volatility
The conditional joint distribution of drift and volatility is simply given by:
State Process
The prior distribution of the state process Y t for t ∈ ]0, T ] is determined by the distribution of Y 0 and the rate matrix Q, and is independent of B and Σ.
Therefore we obtain the following full conditional posterior:
The probability of Y given Q equals (cf. Ball et al. (1999))
where O k T denotes the occupation time of state k, and N kl denotes the number of jumps from state k to l,
Rate Matrix
Using (15) and the independence of the priors of Q kl , we have
(cf. Ball et al. (1999) ), where ψ kl is a Gamma distribution with parameters f kl + N kl and g kl + O k T . If Y 0 is independent of Q, we can drop the term P(Y 0 | Q) and the off-diagonal elements Q kl , k = l, are Gamma distributed.
Proposal Distributions

Drift and Volatility
For the update of B and Σ, a joint normal random walk proposal, reflected at 0 for the diagonal entries of σ (k) , is used:
where φ and ψ are n × d and n × n matrices of independent standard normal variates, i = 1, . . . , n, j = 1, . . . , i − 1, k = 1, . . . , d, and r B and r σ are parameters scaling the step widths.
As the transition kernel is symmetric, we have a Metropolis step with acceptance probability α B,Σ = min{1,ᾱ B,Σ }, where:
Remark 4. The update of σ rather than C = σσ guarantees that the resulting covariance matrix is positive semi-definite, as a symmetric matrix is positive definite if and only if there is a Cholesky decomposition: For every non-null vector v we have
Remark 5. A common problem that occurs in Bayesian methods for the analysis of Markov switching models is label switching (for a detailed discussion see e.g. Frühwirth-Schnatter (2006, Section 3.5)). Although due to the prior distribution (7) the posterior is not invariant to relabeling in our case, it is more effective to constrain the parameter space appropriately. This can be done by proposing only values for B that keep up a certain order, e.g. for n = 1 we can simply demand that B 11 > ... > B 1d . Constraints for the multidimensional case can be introduced as follows. If we assume that the drift for each asset return R i can take
n ) contains the lowest drift for each asset. This ordering can be easily maintained in each update, guaranteeing a unique labeling.
Even with constraints on the parameter space, label switching can still constitute a problem (cf. Stephens (2000)). In our examples, we never encountered such problems. However, if the posterior densities show evidence of label switching like multi-modality, methods like relabeling (Stephens (2000) , Celeux (1998) ), random permutation (Frühwirth-Schnatter (2001b) and Frühwirth-Schnatter (2001a) ), or the use of invariant loss functions (Celeux et al. (2000) , Hurn et al. (2003) ) are necessary; a review of these methods is found in Jasra et al. (2005) .
State Process
For updating the block (Y t ) t∈[t 0 ,t 1 [ , 0 < t 0 < t 1 < T , we generate a proposal (Y t ) t∈[0,t [ , t = t 1 − t 0 , as follows: First, we set Z 0 = Y t 0 . Then we simulate the waiting time until the next jump time and the state the chain jumps to given the rate matrix Q. This is repeated until the jump time is greater than t , which is assumed to happen after H +1 steps, i. 
where
For H = 0, where final and initial states coincide andH ∈ {0, 1}, q takes the simpler form
For updating (Y t ) t∈[0,t 1 [ , Y 0 is sampled from the initial distribution of the state process and in (20) and (21) (20) the second line is replaced with
and in (21) the sum is dropped.
and let V denote the set of observed data for time [t 0 , t 1 [. Then the conditional probability of the proposal restricted to this interval is given by
. (22) Combining (10), (22), and (20) (or (21)), we compute the acceptance probability α Y = min{1,ᾱ Y }, where:
Comparing (14) and (20), note that most terms in P(Y | Q)/q(Y , Y ) and
Rate Matrix
To update the rate matrix, we sample from a Gamma distribution. For
is used. If the initial distribution of the state process P(Y 0 ) is independent of Q, then (23) is already a draw from the appropriate full conditional distribution, and we obtain a Metropolis-Hastings step with acceptance rate 1, i.e. a Gibbs step. Otherwise, using Assumption 1a, we accept the draw with probability α Q = min{1,ᾱ Q }, whereᾱ Q equals the ratio of the ergodic probabilities of Y 0 given the new and old rate matrix, i.e.
MCMC for Discrete Time Approximation
In this section, we describe an algorithm (referred to as DMCMC) to estimate the parameters Q, B, and Σ given the stock returns at fixed observation times ∆t, 2∆t, . . . , N ∆t = T assuming that the state process jumps only at the end of these observation times. That means that over each observation time interval the drift of the return is constant. While this gives a good approximation of the continuous time model if the rates are not too high (compared to the time step ∆t), it allows a better adaption of the algorithm to the model and can lead to more stable results. Finally, we give some considerations for the approximation error and discuss the problem of how to compute the rate matrix corresponding to some transition matrix.
The Model
To allow jumps of the state process at the observation times only, we replace the rate matrix Q by the transition matrix X ∈ R d×d , where
. Then the probability of leaving state k is simply 1 − X kk and the time spent in state k is geometrically distributed with parameter X kk . The step process Y is fully described by its values at times m ∆t, m = 0, . . . , N − 1, and the unknown state process reduces to Y = (Y m ) m=0,...,N −1 ; the same notation is used for µ and σ.
Starting from a prior distribution of the unknown parameters P(X, B, Σ), we determine the augmented posterior distribution P(X, B, Σ, Y | V ), given the observed data V = (V m ) m=1,...,N , where in comparison to the previous section, V m simplifies to
Prior Distributions
Prior distributions have to be chosen for X, B, Σ, and Y 0 , and as in Subsection 3.2, we consider two prior specifications, differing in the prior assumptions concerning the initial state Y 0 . The independent priors are essentially the same as in (6), with P(Q) being substituted by P(X).
Assumption 2. X, B, Σ, and Y 0 are independent, i.e.
where for k = 1, . . . , d, the rows X k· of X are assumed to be independent and to follow a Dirichlet distribution:
The stationary prior is essentially the same as in (9), with P(Q) P(Y 0 | Q) being substituted by P(X) P(Y 0 | X).
Assumption 2a. X and Y 0 are a priori dependent:
and the state process starts from its ergodic probability ω, i.e. P(Y 0 | X) = ω. P(B) and P(Σ) are the same as in Assumption 1, P(X) is the same as in Assumption 2.
Sampling from the Full Conditional Posterior Distributions
To sample from the posterior, we partition the unknowns into X, (B, Σ), Y .
Complete-Data Likelihood Function
The complete-data likelihood function (10) reduces to:
where ϕ denotes the density of a multivariate normal distribution with mean vector µ (k) and covariance matrix C (k) , whenever Y m−1 = k.
Drift and Volatility
The conditional distribution of drift and volatility is the same as in (12). For the update of B and Σ, we proceed exactly as in the continuous case, using a joint random walk proposal. Note, however, that a more efficient Gibbs update would also be available, as a joint update of all elements of B conditional on Σ and of all elements of Σ conditional on B is feasible.
State Process
The prior distributions of the state process Y m , m = 1, . . . , N − 1 is determined by the distribution of Y 0 , and the transition probabilities X, and is independent of B and Σ. Therefore the full conditional posterior reads:
Defining N kl = N −1 m=1 I {Y m−1 =k, Ym=l} , the number of transitions from state k to l, the probability of Y given X is
By forward-filtering-backward-sampling, see Frühwirth-Schnatter (2006) , we may update Y drawing from the full conditional posterior P(Y | V, B, Σ, X). One such update, however, requires roughly N × d evaluations of an ndimensional normal distribution and the generation of N discrete random numbers. Thus, this step (in particular, computing the filtered probabilities) is by far the most costly part of one update step. So we do not update the whole process Y in each step, but we randomly choose a block of approximately exponentially distributed lengths. Fixing the average block length has to be done weighing higher computation time in each step against faster mixing (compare Section 5.1).
Transition Matrix
For the update of the transition matrix, we use the method of sampling from a Dirichlet distribution as described e.g. in Frühwirth-Schnatter (2006) . For each row k = 1, . . . , d of the transition matrix, the proposal
is used. If the initial distribution of the state process P(Y 0 ) is independent of X, then X k is a sample from the appropriate full conditional distribution, and we obtain a Gibbs step with acceptance rate 1. Otherwise (using Assumption 2a) we accept the draw with probability α X = min{1,ᾱ X }, where:ᾱ
Discretization Error
The algorithm presented in this section is tailored to a discrete time model. Hence, we give some considerations about the error that arises from ignoring jumps within observation times. The estimation of Q from a given (true) transition matrix X should introduce no error: the computation of Q from X via the matrix logarithm takes into account possible jumps occurring between the observation times.
The error in the estimated drift parameters occurs as follows: In the continuous model, B represents the instantaneous rates of return. If we assume Y , Q, and Σ to be known and denote the occupation time of state k in [0, t] with O k t , we estimate in the discrete algorithm
If the rates are high compared to the observation time interval, i.e. if the number of expected jumps within one period gets high,B ik approaches d l=1 B il ω l regardless of k, while for low ratesB ik is close to B ik . Next we give a rough analysis of the covariance estimate. As Y and W are independent, the observed covariance of the returns is the sum of the covariances resulting from state jumps within observation intervals and the Brownian motion. As
However, estimating all parameters together, there is much interaction, e.g. if the drifts are underestimated, the volatility is overestimated.
Finding Generators for Transition Matrices
Employing DMCMC, we face the problem of computing the generator matrix Q corresponding to some transition matrix X for a fixed time step ∆t. The problem of the existence of an adequate rate matrix (embedding problem) was already addressed by Elfving (1937) and in more detail by Kingman (1962) , however, only recently the problem regained interest in the context of credit risk modeling, see e.g. Israel et al. (2001) for a collection of theoretical results and Kreinin and Sidelnikova (2001) for regularization algorithms for the computation of an (approximating) generator. Bladt and Sørensen (2005) describe how to find maximum likelihood estimators for Q using the EM algorithm or MCMC methods.
The problem turns out to be non-trivial for matrices of dimension greater than two. In general, there may exist no, one or more than one matrices Q such that X = exp(Q ∆t) and Q is a valid generator. If the transition matrix is strictly diagonally dominant, than there is at most one generator (Israel et al., 2001, Remark 2.2) , that is, the matrix logarithm of X exists uniquely, but need not yield a valid generator. A result in Culver (1966) implies the same if all eigenvalues of X are positive and distinct. If the (unique) matrix logarithm of X contains negative off-diagonal elements, we have to look for an approximating generator. Kreinin and Sidelnikova (2001) propose to regularize such invalid generators by projecting onto the space of valid generators. Another possibility is setting all negative off-diagonal entries, which are very small usually, to zero and adjusting all other elements proportional to their magnitude. Another problem occurs if there are multiple valid generators: Israel et al. (2001) state that choosing different generators results in different values X t (Q) = exp(Q t) for most t. Then one can choose the generator that represents the transition matrix best in some sense, see Israel et al. (2001, Remark 5 .1), for some considerations.
However, in our application there is another possibility to avoid these problems by restricting the parameter space for X to all uniquely embeddable transition matrices. This can be accomplished by rejecting and redrawing updates for X that do not have a unique corresponding generator.
Applications
In this section, we describe some details on the implementation. Then we present numerical results of the proposed algorithms both for simulated data and historical prices. Regarding the small number of observations and the relatively high volatility, we cannot expect to get very accurate results (especially for the rates, which are most difficult to estimate). However, we get reasonable results that are not visible to the naked eye. In particular, our methods turn out to have some advantages over the widely used EM algorithm.
Notes on the Implementation
We discuss how parameters of the prior and proposal distributions as well as initial values can be chosen.
Choosing the Prior
Although, asymptotically, the hyperparameters of the prior distributions have vanishing influence on the results, they should be chosen with care, as we are dealing with a limited number of observations, in order not to introduce some bias or predetermine the results too strongly. Slightly data dependent priors can be used to define the prior for the drift and volatility parameters, see, for instance, the market data example discussed in Subsection 5.2.2. For the transition matrix in DMCMC, the vector g k· equals the a priori expectation of X k· times a constant that determines the variance. If X 0 denotes our prior expectation of X, we may set g k· = X 0 k· c k . Then c k can be interpreted as the number of observations for jumps out of state k in the prior distribution (added to the information contained in the data). The prior of the rate matrix for CMCMC is chosen in such a way that f kl and g kl in (7) are equal to the prior expectation of the number of jumps from k to l and the occupation time in state k, respectively, both times the same factor. Hence, denoting the expected rate matrix by Q 0 , f k· is set to Q 0 k· c k and g kl to c k , where the constant c k determines the variance of the prior distribution. Similar as in the discrete case, c k can be interpreted as the time we observe state k a priori.
For simulated data hyperparameters can be chosen such that the prior expectation equals the true values in order to avoid a bias.
Running MCMC
To implement the Metropolis-Hastings algorithm, the scaling factors r B and r σ have to be selected in (18). We found that selecting r B around 1 to 5 % of the minimal difference between two adjacent initial drift values worked well whereas r σ is set to 1 % of the maximal element of the initial volatility matrix.
When updating the state process in CMCMC, the acceptance rate tends to be very low for proposal blocks that are too long. Hence we choose the average block length such that about 25 % of the proposals are accepted. Additionally, we found it useful to fix an upper bound for the block length. For the parameter determining the average and the maximal block length, suitable values were found by monitoring the acceptance in dependence on the block length in various test runs. In our numerical experiments an average of about 3 % and a maximal length of 7 % of the data available turned out to be a good choice resulting in an average acceptance about 25 %.
The same block length works well in DMCMC to reduce the computational costs of updating the whole state process.
Finally, starting from initial values for the trend, volatility, and rates (e.g. prior means), we generate an initial value for the state process by simulating from the smoothed discrete time state estimates.
Numerical Results
For 2 assets, 4 states, and 1500 observations, about 10 000 steps per minute can be performed with CMCMC. The discrete version is a little bit slower, as the smoothed sampling of the states is costly. Depending on the data, 50 000 up to 2 000 000 steps are needed for reliable results. Generally, the quality of the estimates is proportional to the difference between the drifts µ
and indirect proportional to the magnitude of the variances (C (k) ) ii and the rates λ k . Clearly, the more data available the better the results are; this also implies that estimates for parameters for states that are visited less frequently are less reliable and have higher variance.
Comparison for Simulated Data
To compare DMCMC, CMCMC, and the EM algorithm we consider 500 samples of simulated prices (N = 1500, T = 6, ∆t = 1/250) with continuous state processes and constant volatility.
For the EM algorithm we use initial values (1, −1) for the drifts of both assets, whereas the off-diagonal elements of the initial rate matrix are set to 32. The covariances are pre-estimated using regressing for approximations of the quadratic variation process of the return for different step widths. This method was developed in Sass and Haussmann (2004) , where we also refer to for a detailed description of the continuous time EM algorithm using robust filters for HMMs based on James et al. (1996) used here. 250 steps are sufficient for the EM algorithm to converge.
In the MCMC samplers 100 000 iterations are performed where the first 25 000 values are discarded. For the MCMC algorithms we use the following a priori distributions: For the drifts of both assets the mean values are set to (2, −2) and the standard deviations to 2. For the volatility, the flat prior p(C) ∝ c is used for C = σσ , and we start from initial volatility Diag(0.2, 0.2). The mean transition matrix is set to its true value, the mean rate matrix has off-diagonal entries 17.2; the standard deviations for X and Q are 
respectively. The state process is initialized by sampling from the smoothed state estimates for a discrete process given the initial values for the remaining parameters. Table 1 provides a comparison of DMCMC, CMCMC, and the EM algorithm with respect to their statistical efficiency in parameter estimation. For all algorithms we evaluate the estimators of the drift, the covariance matrix and the rate matrix, by computing the average of all estimators over the 500 replications as well as their root mean square errors. It turns out that DMCMC yields appealing results for all parameters. The estimates for the drifts reflect the approximation error. Both CMCMC and the EM algorithm fail to provide exact estimates for the rates, but they manage to identify the underlying "structure". However, they are clearly outperformed by DMCMC.
The results in Table 1 suggest that CMCMC tends to over-estimate the rates. Indeed, further tests showed that especially for processes with high rates, the rate estimates sometimes do not enter into a stationary distribution but continue growing which corresponds to inserting more and more jumps to the state process estimate. As this does not necessarily interfere with the average state estimation at each time (which works well nevertheless), the likelihood function appears to carry insufficient information. Notice that to get aware of this phenomenon it is necessary to have the MCMC algorithm run for quite some time.
Daily Stock Index Data
As an example for financial market data we consider daily data for the Dow Jones Industrial Average Index (DJIA) from 1957 to 2006 (see Figure 1) . The data was organized in 45 overlapping blocks of six consecutive years' quotes, each comprising about 1500 data points.
For each set of six years' quotes we employed DMCMC to fit a MSM. Assuming that there are d = 3 states seems to be a reasonable choice, as it allows for an up-, down-, and zero-state of the drift, while the number of parameters is still moderate.
For each run, the parameters for the prior information of the drift are set to
and s k = s = 0.25(m 1 −m 3 ), wherem,q 0.15 , andq 0.85 denote mean and 15% as well as 85% quantiles of the daily returns under investigation, respectively. For the volatilities we set
and ν k = ν = 3, whereσ 2 denotes the variance of the daily returns. For the transition matrix, the matrix of parameters for the Dirichlet distribution 
where c = 75. This means that on average we expect jumps after 3 observations in state 1 and 3 and after 8 observations in state 2. Running DMCMC, 1 500 000 MCMC steps are performed of which the first 300 000 are discarded. The resulting mean estimates (using data from the year annotated and the five years before) are given in Table 2 and Figures 2 to 5, where the dashed lines give 10% and 90% quantiles. Visual inspection of the sample paths indicates quick and stable convergence to the equilibrium distribution. For a more rigorous justification, we performed multiple runs from different initial values and computed the potential scale reduction factor R (Gelman and Rubin, 1992) for each single component as well as the multivariate potential scale reduction factor (Brooks and Gelman, 1998) for all components of B, Σ, and Q together; for all tests, we get R < 1.05, and in fact we mostly get R < 1.01. Typical values of ±1.5 for the drift and 0.15 for the volatility correspond to average daily returns about ±0.6% with a volatility about 1%, showing a rather low signal-to-noise ratio. For the rates, values between 60 and 120 as in states 1 and 3 correspond to average sojourn times of 2 to 4 days, values between 15 and 20 as in state 2 correspond to average sojourn times of 13 to 17 days. How can the results be interpreted? States 1 and 3 correspond to extreme up and down movements, respectively, both with short sojourn times. They come together with a conspicuously higher volatility than state 2. Considering the history of the DJIA, the results are quite plausible. The years before 1974 where a period of rather low volatility, followed by a bullish period (note the higher estimates for drift and volatility in the up-state). The crash in October 1987 with a drop of 23% only on October 19 dramatically influences the estimates for 1987 and the following years (also including the Kuweit crisis in 1990) -the volatility for the down state explodes. Afterwards, markets recovered until in the late nineties, with the drop in August 1998 a very volatile period started, where from 1998-2002 movements greater than 400 points happened 8 times and greater than 250 points 56 times.
In fact, a simple 3 state MSM cannot account for such pronounced jumps. So we re-estimated the period from 1985 to 2006 discarding daily returns greater than 5%. This results in more moderate estimates evolving more smoothly over time (see the dashed lines in the plots). However, for a more thorough analysis of the periods containing large movements, one could introduce additional states reserved for extreme values of drift and volatility and very short sojourn times. 
Conclusion
We present a discrete and a continuous time MCMC algorithm for parameter estimation in multidimensional continuous time MSMs. We apply the methods to simulated as well as historical stock data and compare the results with those of the EM algorithm. In the cases where the EM algorithm works fine (low rates, low volatility, much data), it needs few steps and is much faster. But as soon as we deal with more challenging parameters, there often seems to be no convergence to plausible values, while the MCMC sampler still works well.
The continuous time MCMC algorithm is attractive for its easy extensibility to non-equidistant observation times. Moreover, it allows estimation of switching volatility without introducing a discretization error. However, while working well for moderate parameters, it turns out not to be sufficiently robust for extreme parameters. On the other hand, the discrete method outperforms the EM algorithm giving better results for simulated data with high rates and few observations. Further, working more stable, the presented discrete algorithm manages to provide plausible results for financial data with moderate volatility, e.g. stock indices.
