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ON THE NODAL SET OF SOLUTIONS TO DEGENERATE OR SINGULAR ELLIPTIC
EQUATIONS WITH AN APPLICATION TO s−HARMONIC FUNCTIONS
YANNICK SIRE, SUSANNA TERRACINI, AND GIORGIO TORTONE
Abstract. Thiswork is devoted to the geometric-theoretic analysis of the nodal set of solutions to degenerate
or singular equations involving a class of operators including
La = div(|y|
a∇),
with a ∈ (−1, 1) and their perturbations.
As they belong to theMuckenhoupt classA2, these operators appear in the seminal works of Fabes, Kenig,
Jerison and Serapioni [18, 16, 17] and have recently attracted a lot of attention in the last decade due to their
link to the localization of the fractional Laplacian via the extension in one more dimension [10]. Our goal in
the present paper is to develop a complete theory of the stratification properties for the nodal set of solutions
of such equations in the spirit of the seminal works of Hardt, Simon, Han and Lin [30, 27, 32].
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1. Introduction
In the last decades the question of the structure of the nodal set of solutions of elliptic equations has
been brought to the attention of the scientific community (see e.g. [14, 27, 29, 32]), with a special focus
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on the measure theoretical features of its singular part, also in connection with the validity of a strong
unique continuation principle, in order to ensure the existence of a finite vanishing order, as pointed out in
[21, 22, 32]. Recently, major progress have been done on the study of nodal sets of eigenfunctions (or criti-
cal sets of harmonic functions) by Logunov andMalinnikova [34, 33, 35] in connectionwith conjectures by
Yau andNadirashvili. It would be a challenge to adapt their techniques tomore general equations like ours.
In this paper we consider the nodal set in Rn+1 of solution of a peculiar class of degenerate-singular
operators which have recently become very popular in the study of the fractional powers of the Laplacian,
and firstly studied in the pioneering works [18, 16, 17]. Given a ∈ (−1, 1) andX = (x, y) ∈ Rnx ×Ry we
consider a class of operators including
La = div(|y|a∇),
and their perturbations, where we denote by div and∇ respectively the divergence and the gradient oper-
ator in Rn+1. Our main purpose is to fully understand the local behaviour of La-harmonic functions near
their nodal set and to develop a geometric analysis of its structure and regularity, in order to comprehend
how the degenerate or singular character of the coefficients can affect the local picture of the nodal set
itself. Thus, we introduce the notion of characteristic manifold Σ associated with the operator La, as the
set of points where the coefficient either vanishes or blows up, and we study the properties of the nodal
set Γ(u) of solutions to equation
−Lau = 0 in B1 ⊂ Rn+1.
In particular, since the operator La is locally uniformly elliptic on R
n+1 \ Σ, we restrict our attention
on the structure of the nodal set neighbouring the characteristic manifold Σ, trying to understand the
structural difference between the whole nodal set Γ(u) = {x ∈ B1, u(x) = 0} and its restriction on Σ.
As a further motivation, this analysis will be the starting point of the study of competition-diffusion
systems of populations under an anomalous diffusion. More precisely, we can imagine that the charac-
teristic manifold Σ is playing a major role in the diffusion phenomenon by penalizing or encouraging the
diffusion across Σ, according with the value of a ∈ (−1, 1). Inspired by [47, 46, 8, 13, 38], in the case of
strong competition, the limiting segregated configurations will satisfy a refection law which represents
the only interaction between the different densities through the common free boundary. Thanks to this
reflection property, the free boundary will be locally described as the nodal set of La-harmonic function.
As already mentioned, our operators belong to the class introduced in the 80’s by Fabes, Jerison, Kenig
and Serapioni in [18, 16, 17], where they established Hölder continuity of solutions within a general class
of degenerate-singular elliptic operators L = div(A(X)∇·) whose coefficient A(X) = (aij(X)) are
defined starting from a symmetric matrix valued function such that
λω(X) |ξ|2 ≤ (A(X)ξ, ξ) ≤ Λω(X) |ξ|2 , for some λ,Λ > 0,
where the weight ω may either vanish, or be infinite, or both. In particular, the prototypes of weights
considered in their analysis where in the Muckenhoupt A2-class, i.e. such that
sup
B⊂Rn+1
(
1
|B|
ˆ
B
ω(X)dX
)(
1
|B|
ˆ
B
ω−1(X)dX
)
<∞.
Our case correspond to the choice ω(X) = |y|a and is Muckenhoupt whenever a ∈ (−1, 1). Note
however that this class of A2−weights is not the optimal one to have Hölder regularity as noticed in [17].
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However, it provides a good model with applications for our purposes.
Our approach is based upon the validity of an Almgren and Weiss type monotonicity formulæ, the
existence and uniqueness of non trivial tangent maps at every point of the nodal set, and on a complete
classification of the possible homogenous configurations appearing at the blow-up limit. Nevertheless,
the starting point of our analysis relies on the decomposition of an La-harmonic function with respect
to the orthogonal direction to the characteristic manifold Σ. Indeed, denoting by H1,β(B1) the Sobolev
space w.r.t. the measure |y|β dy dx, we have (see also [26, 11])
Proposition 1.1. Given a ∈ (−1, 1) and u an La-harmonic function inB1, there exist two unique functions
uae ∈ H1,a(B1), u2−ae ∈ H1,2−a(B1) symmetric with respect to Σ respectively La and L2−a harmonic in
B1 and locally smooth, such that
u(X) = uae(X) + u
2−a
e (X)y |y|−a in B1.
With this decomposition in mind, we can reduce the classification of the possible blow-up limits to the
symmetric ones and eventually recover all the possible cases. In particular, it is worthwhile introducing a
new notion of tangent field ΦX0 of u at a nodal point, which takes care of the different behaviour of both
the symmetric and antisymmetric part of an La-harmonic function. Namely, by the decomposition and
the Definition 5.7 of the notion of tangent map, i.e. the unique nonzero map ϕX0 ∈ Bak(u) such that
uX0,r(X) =
u(X0 + rX)
rk
−→ ϕX0(X),
with k the vanishing order of u at X0, we introduce the following concept.
Definition 1.2. Let a ∈ (−1, 1), u be an La-harmonic function in B1 and X0 ∈ Γk(u) ∩ Σ, for some
k ≥ min{1, 1 − a}. We define as tangent field of u at X0 the unique nontrivial vector field ΦX0 ∈
(H1,aloc (R
n+1))2 such that
ΦX0 = (ϕX0e , ϕ
X0
o ),
where ϕX0e and ϕ
X0
o are respectively the tangent map of the symmetric part ue of u and of the antisym-
metric one uo.
At first, the notion of tangent field allows us to describe the topology of the nodal set by proving in
Proposition 5.19 a vectorial counterpart of the classic result of upper semi-continuity of the vanishing
order. In order to define properly the relevant subsets, we define
∂ayu =
{
|y|a ∂yu ifX 6∈ Σ
limy→0 |y|a ∂yu(x, y) ifX ∈ Σ
.
This quantity, as observed already in previous works, is the nontrivial one to be considered as far as the
derivative in y is concerned.
In the light of this observation, it is natural to define the regular partR(u) and the singular part S(u)
of the nodal set as follows:
R(u) =
{
X ∈ Γ(u) : |∇xu(X)|2 +
∣∣∂ayu(X)∣∣2 6= 0} ,
S(u) =
{
X ∈ Γ(u) : |∇xu(X)|2 +
∣∣∂ayu(X)∣∣2 = 0} ,
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we developed a blow-up analysis in order to fully understand the structure of Γ(u) in Rn+1 and its re-
striction on Σ. The following is a summary of our main result describing the stratified structure of both
the regular and singular parts of the nodal set.
Theorem 1.3. Let a ∈ (−1, 1), a 6= 0 and u be an La-harmonic function in B1. Then the regular setR(u)
is locally a Ck,r hypersurface on Rn+1 in the variable (x, y |y|−a) with
k =
⌊
2
1− a
⌋
and r =
2
1− a −
⌊
2
1− a
⌋
.
On the other hand, there holds
S(u) ∩ Σ = S∗(u) ∪ Sa(u)
where S∗(u) is contained in a countable union of (n− 2)-dimensional C1 manifolds and Sa(u) is contained
in a countable union of (n− 1)-dimensional C1 manifolds. Moreover
S∗(u) =
n−2⋃
j=0
S∗j (u) and Sa(u) =
n−1⋃
j=0
Saj (u),
where both S∗j (u) and Saj (u) are contained in a countable union of j-dimensional C1 manifolds.
A key step will be the complete classification of the spectrum of the tangent field. Recently, in [4] the
authors studied the geometry of sets that admit arbitrarily good local approximations by zero sets of har-
monic polynomials. In the light of the previous Theorem, it would be interesting to adapt their strategies
to our degenerate-singular framework.
In the last Section of this paper, we provide applications of our theory in the context of nonlocal el-
liptic equations. In particular, inspired by [10, 11, 43], we exploit the local realisation of the fractional
Laplacian, and more generally of fractional power of divergence form operator L with Lipschitz leading
coefficient, in order to study the structure and the regularity of the nodal set of (−L)s-harmonic functions,
for s ∈ (0, 1). More precisely, we combine the extension technique with a geometric reduction introduced
in [2] and exploited in the seminal papers [21, 22]. This will allow us to extend our analysis to fractional
powers (−∆g)s of the Laplace-Beltrami operator on a Riemannian manifoldM , also for the case of Lip-
schitz metrics g. Our techniques are quite robust and, we believe, can apply to a wider class of operators
on manifolds like the conformally covariant ones of fractional order introduced via the scattering work in
[26] and reformulated in [11] via a suitable extension property on some asymptotic hyperbolic manifolds.
However, the equations under consideration in [11] involve curvature terms that are to be controlled and
this is probably not a completely trivial adaptation of our techniques in this context. Finally, in [3] the
authors developed a similar analysis in the context of solutions to a class of nonlocal parabolic equations
involving fractional powers of the Heat operator.
Our results show some genuinely nonlocal features in the Taylor expansion of (−L)s-harmonic func-
tions near their zero set and their deep impact on the structure of the nodal set itself. We prove that the
first term of the Taylor expansion of an (−L)s-harmonic function is either an homogeneous harmonic
polynomial or any possible homogeneous polynomial. In particular, this implies
Theorem 1.4. Given L, a divergence form operator with Lipschitz leading coefficients, and s ∈ (0, 1), let u
be (−L)s-harmonic in B1. Then there holds
S(u) = S∗(u) ∪ Ss(u)
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where S∗(u) is contained in a countable union of (n− 2)-dimensional C1 manifolds and Ss(u) is contained
in a countable union of (n− 1)-dimensional C1 manifolds. Moreover
S∗(u) =
n−2⋃
j=0
S∗j (u) and Ss(u) =
n−1⋃
j=0
Ssj (u),
where both S∗j (u) and Ssj (u) are contained in a countable union of j-dimensional C1 manifolds.
Finally, we prove what can be seen as the nonlocal counterpart of a conjecture that Lin proposed in
[32]. Following his strategy, we give an explicit estimate on the (n− 1)-Hausdorff measure of the nodal
set Γ(u) of s-harmonic functions in terms of the Almgren frequency previously introduced. We have
Theorem 1.5. Given s ∈ (0, 1), let u be an s-harmonic function in B1 and 0 ∈ Γ(u). Then
Hn−1
(
Γ(u) ∩B 1
2
)
≤ C(n, s)N,
where v is the La-harmonic extension of u in B
+
1 and N = N(0, v, 1) is the frequency defined by
N =
ˆ
B+1
|y|a |∇v|2 dX
ˆ
∂B+1
|y|a v2dσ
.
The paper is organized as follows. In Section 2 we prove some preliminary result about La-harmonic
functions. Next, in Section 3, we prove the validity of an Almgren’s type monotonicity formula which
allows in Section 4 to prove the existence of blow-up limit in every point of the nodal set Γ(u).
Finally, in Section 5 we prove a Weiss type monotonicity formula, which allows to introduce the notion of
tangent map and tangent field at every point of the nodal set. In Section 6 we present some useful result
on the stratification of the nodal set and finally in Section 7 we prove a general result on the regularity of
the whole nodal set Γ(u) and on its restriction on the characteristic manifold Σ. The last two Sections are
devoted to the applications of the previous results to solutions of fractional powers of divergence form
operator, with Lipschitz leading coefficient. In particular, in Section 8 we apply our technique in order
to study the nodal set of s-harmonic function and, more generally, of solutions of (−L)s operators and
more general nonlocal equations, and in Section 10 we give a new estimate of the Hausdorff measure of
the nodal set of s-harmonic functions.
2. Decomposition of La-harmonic functions
In this Section we state some general results on La-harmonic function and we introduce some basic
auxiliary concepts that will be often use through the paper in order to describe the structure of the nodal
set Γ(u). In particular, given the definition of characteristic manifold Σ for a degenerate-singular oper-
ator, we consider the decomposition of La-harmonic function with respect to the orthogonal direction
to Σ, which will turn out to be crucial in proving regularity of La-harmonic functions. It is worthwhile
pointing put here that our theory is linear in nature because of this decomposition between symmetric
and anti-symmetric solutions w.r.t. the characteristic manifold. Even though this can be seen as a major
drawback, it still provides us a complete picture of the nodal set for our equation. We refer also to the work
[12] where the authors consider also linear equations, introducing a quantitative stratification technique.
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To start with, we need recalling the already cited pioneering works [18, 17], where the authors intro-
duced a class of degenerate-singular operator strictly correlated to some weighted Sobolev spaces with
MuckenhouptAp-weights. In [17, Section 2] they gave six general properties that the weight must satisfy
in order to have existence of weak solutions, Sobolev embeddings, Poincaré inequality, Harnack inequal-
ity, local solvability in Hölder spaces and estimates on the Green’s function and in particular they found a
sufficient condition in the definition of theMuckenhouptA2-class. Hence, they introduced for a ∈ (−1, 1)
the weighted Sobolev spacesH1,a(B1) as the closure of C
∞(B1) functions under the norm
‖u‖2H1,a(B1) =
ˆ
B1
|y|a u2dX +
ˆ
B1
|y|a |∇u|2 dX.
Anyway, as the authors in [17] pointed out in the study of a special classes of elliptic problem associated
with quasi-conformal maps, properties as the Sobolev embeddings, Poincaré inequality, Harnack inequal-
ity and local solvability in Hölder spaces still hold for every a ∈ (−1,+∞). Thus, the following definition
is consistent for every a ∈ (−1,+∞).
Definition 2.1 ([17]). Given F = (f1, · · · , fn) on B1 such that |F | ∈ L2,−a(B1), we say that u ∈
H1,a(B1) is a (energy) solution of Lau = divF if for every ϕ ∈ C∞c (B1) we haveˆ
B1
|y|a 〈∇u,∇ϕ〉dX =
ˆ
B1
〈F,∇ϕ〉dX.
Similarly, a function u ∈ H1,a(B1) is said to be La-harmonic in B1 if for every ϕ ∈ C∞c (B1) we haveˆ
B1
|y|a 〈∇u,∇ϕ〉dX = 0.
Since the operator La is uniformly elliptic on every compact subset of R
n+1 \Σ, we shall concentrate
on the study of the nodal set near the characteristic manifold Σ associated with La. This remark explains
why, throughout the paper, we will focus on the case X0 ∈ Σ and we will simply compare the result on
Σ with the case Rn+1 \ Σ, avoiding all the technical details.
In order to better understand the structure of the nodal set and the local behaviour of La-harmonic
functions, it is convenient to decompose them into their symmetric and antisymmetric parts with respect
to the orthogonal direction to Σ. For the sake of precision, u is said to be symmetric with respect to Σ if
u(x,−y) = u(x, y) in Rn+1.
Conversely, the function u is said to be antisymmetric with respect to Σ if
u(x,−y) = −u(x, y) in Rn+1.
We shall denote
ue(x, y) =
u(x, y) + u(x,−y)
2
and uo(x, y) =
u(x, y)− u(x,−y)
2
the symmetric and antisymmetric (with respect to Σ) parts of u such that
u(X) = ue(X) + uo(X).
Note that, u is La-harmonic if and only if so are ue and uo.
At first sight, the previous decomposition seems to be harmless and disconnected from the degenerate-
singular character of the operator, but with the following Propositions it would be clear the complete
ON THE NODAL SET OF SOLUTIONS TO DEGENERATE-SINGULAR ELLIPTIC EQUATIONS 7
picture of how the presence of a set where the coefficients take value zero of infinite affect the local
behaviour of the solutions. Next proposition shows that it is enough to characterise only the blow-up
limits of the symmetric La-harmonic functions.
Proposition 2.2. Let a ∈ (−1, 1) and u be an La-harmonic function in B1 antisymmetric with respect to
Σ. Thus, there exists a unique L2−a-harmonic function v symmetric with respect to Σ such that
u(x, y) = v(x, y)y |y|−a in Rn+1.
Proof. Given v(x, y) = u(x, y) |y|a y−1, let us first prove that v ∈ H1,2−a(B1), where 2 − a ∈ (1, 3). By
direct computations we obtain
(1)
ˆ
B1
|y|2−a v2dX =
ˆ
B1
|y|a u2dX,
and similarly
ˆ
B1
|y|2−a |∇v|2 dX =
ˆ
B1
|y|a |∇u|2 dX + (a− 1)2
ˆ
B1
|y|a u
2
y2
dX
≤ C
(ˆ
B1
|y|a u2dX +
ˆ
B1
|y|a |∇u|2 dX
)
,
where in the last inequality we used the validity of an Hardy type inequality (see [15]). Next, let us prove
that v is L2−a-harmonic in B1 in the sense of Definition 2.1. At first, observe that, for X ∈ B1 \ Σ, we
have
(2) L2−av = div(|y|2−a∇v) = (a− 1)∂yu+ div(y∇u) = y |y|−a Lau.
For every ϕ ∈ C∞c (B1) and 0 < δ < 1, let ηδ ∈ C∞(B1) be a family of compactly supported cut-off
functions such that 0 ≤ ηδ ≤ 1 and
ηδ(x, y) =
{
0 on {(x, y) ∈ B1 : |y| ≤ δ},
1 on {(x, y) ∈ B1 : |y| ≥ 2δ},
with |∇ηδ| ≤ 1/δ. Thus, by testing (2) with ϕηδ we obtain, for every δ ∈ (0, 1),ˆ
B1
|y|2−a 〈∇v,∇(ηδϕ)〉dX = −
ˆ
B1
ηδϕL2−avdX
= −
ˆ
B1
(
y |y|−a ηδϕ
)
LaudX = 0,
where in the last equality we used that y |y|−a ηδϕ ∈ C∞c (B1). Now, integration by parts yields
(3)
ˆ
B1
|y|2−a 〈∇v,∇(ηδϕ)〉dX =
ˆ
B1
|y|2−a ηδ〈∇v,∇ϕ〉dX +
ˆ
B1
|y|2−a ϕ〈∇v,∇ηδ〉dX,
whereas by the the Dominated convergence we obtain that
lim
δ→0+
ˆ
B1
|y|2−a ηδ〈∇v,∇ϕ〉dX =
ˆ
B1
|y|2−a 〈∇v,∇ϕ〉dX
8 Y. SIRE, S. TERRACINI, AND G. TORTONE
and by Hölder inequality∣∣∣∣ˆ
B1
|y|2−a ϕ〈∇v,∇ηδ〉dX
∣∣∣∣ ≤ ‖ϕ‖L∞(B1)(ˆ
B1
|y|2−a |∇v|2 dX
)1/2 (ˆ
B1
|y|2−a |∇ηδ|2 dX
)1/2
≤ C ‖ϕ‖L∞(B1) ‖v‖H1,a(B1)
1
δ
(ˆ 2δ
δ
|y|2−a dy
)1/2
≤ C ‖ϕ‖L∞(B1) ‖v‖H1,a(B1)
(
23−a − 1
3− a
)1/2
δ
1−a
2 ,
which imply, passing through δ → 0 in (3), that
ˆ
B1
|y|2−a 〈∇v,∇ϕ〉dX = 0 for ϕ ∈ C∞c (B1),
since we are dealing with a < 1. 
As a straightforward consequence, for a ∈ (−1, 1) and every La-harmonic function u ∈ H1,a(B1)
there exist uae ∈ H1,a(B1) and u2−ae ∈ H1,2−a(B1) two symmetric function with respect to Σ respec-
tively La and L2−a harmonic in B1 such that
(4) u(X) = uae(X) + u
2−a
e (X)y |y|−a in B1.
Thus, through the following Sections we will restrict the classification of the blow-up limit, i.e. the entire
homogenous La-harmonic functions, to the symmetric with respect to Σ and in the final part of the work
we will collect all the result for a generic La-harmonic function.
Secondly, the previous decomposition combined with the following result gives a complete picture of the
regularity of an La-harmonic function.
Proposition 2.3 ([49]). Let a ∈ (−1, 1) and u be an La-harmonic function in B1. Then there holds:
• if u is symmetric with respect to Σ, we have u ∈ C1,αloc (B1), for any α ∈ (0, 1);
• if u is antisymmetric with respect to Σ, we have u ∈ C0,αloc (B1), for any α ∈ (0, α∗) with α∗ =
min{1, 1− a}.
Moreover, if a ∈ (−1,+∞) and u is symmetric with respect to Σ, we have that u ∈ C∞loc (B1).
Proposition 2.4 ([49]). Let a ∈ (−1, 1) and u be La-harmonic in B1. Then, for every i = 1, . . . , n, we
have that ∂xiu is La-harmonic in B1, while ∂
a
yu is L−a-harmonic in B1, where
∂ayu =
{
|y|a ∂yu if X 6∈ Σ
limy→0 |y|a ∂yu(x, y) if X ∈ Σ
.
These results have been recently obtained in [49, 42] using some new approximation technique and
Liouville type theorem for a class of degenerate-singular elliptic problems.
We recall here some general result about La-harmonic functions. First we introduce the following Cac-
cioppoli inequality, which enables us to give a priori estimates of the L2,a norm of the derivatives of the
solution u in terms of the L2,a-norm of u.
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Proposition 2.5 ([17]). Let a ∈ (−1, 1) and u an La-harmonic function inB1. Then, for eachX0 ∈ B1∩Σ
and 0 < r < R ≤ 1− |X0| we have
(5)
ˆ
Br(X0)
|y|a |∇u|2 dX ≤ C
(R− r)2
ˆ
BR(X0)\Br(X0)
|y|a |u− λ|2 dX,
for every λ ∈ R.
Now, for a ∈ (−1, 1) let us fix
|Sn|a =
ˆ
∂B1
|y|a dσ,
which implies
|Snr |a = rn+a |Sn|a and
∣∣Bn+1r ∣∣a = rn+a+1n+ a+ 1 |Sn|a .
Lemma 2.6 ([50, Lemma A.1]). Let a ∈ (−1, 1) ad u be an La-harmonic function in B1. Then, for each
ball Br(X0), with X0 ∈ Σ and r ∈ (0, 1− |X0|), we have
u(X0) =
1
|Sn|a rn+a
ˆ
∂Br(X0)
|y|a udσ = 1|Bn+1|a rn+a+1
ˆ
Br(X0)
|y|a udX.
We remark that in the case of La-subharmonic function, i.e. −Lau ≤ 0, the previous result holds true
in the form of inequality. Finally, by standard Moser’s iteration technique, the following bound holds true.
Lemma 2.7 ([50, Lemma A.2.]). Let a ∈ (−1, 1) and u be a La-subharmonic function in B1. Then, for
X0 ∈ B1 ∩ Σ and r ∈ (0, 1− |X0|) we obtain
‖u‖L∞(Br/2(X0)) ≤ C(n, a)
(
1
rn+1+a
ˆ
Br(X0)
|y|a u2dX
)1/2
,
where C(n, a) is a constant depending only on n and a.
3. Almgren monotonicity formula
In this Section, following [10], we introduce the degenerate-singular counterpart of the classical Alm-
gren monotonicity formula for harmonic functions (cfr [1]). Since we intend to investigate the structure
and regularity of the nodal set of La-harmonic function near the characteristic manifold Σ, let us fix
X0 = (x0, 0) ∈ Σ. Hence, for every r ∈ (0, R), where R > 0 will be defined later, consider
E(X0, u, r) =
1
rn+a−1
ˆ
Br(X0)
|y|a |∇u|2 dX
H(X0, u, r) =
1
rn+a
ˆ
∂Br(X0)
|y|a u2dσ
and the Almgren quotient (also called frequency),
(6) N(X0, u, r) =
E(X0, u, r)
H(X0, u, r)
=
r
ˆ
Br(X0)
|y|a |∇u|2 dX
ˆ
∂Br(X0)
|y|a u2dσ
.
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Since u ∈ H1,aloc (B1), both the functions r 7→ E(X0, u, r) and r 7→ H(X0, u, r) are locally absolutely
continuous on (0,+∞), that is that both their derivatives are in L1loc((0,+∞)).
Proposition 3.1 ([10]). Let a ∈ (−1, 1) and u be an La-harmonic function on B1. Then, for every X0 ∈
B1 ∩ Σ we have that the map r 7→ N(X0, u, r) is absolutely continuous and monotone nondecreasing on
(0, 1− |X0|).
Hence, there always exists finite the limit
N(X0, u, 0
+) = lim
r→0+
N(X0, u, r) = inf
r>0
N(X0, u, r),
to which we will refer as the (Almgren) limiting frequency. Moreover,
(7)
d
dr
logH(X0, u, r) =
2
r
N(X0, u, r).
As a direct consequence of themonotonicity formula, we infer that the Almgren limiting frequencymap
X 7→ N(X,u, 0+) onΣ is upper semi-continuous since it is defined as the infimum of a continuous family
of functions. Another simple consequence of the monotonicity result and (7) is the following comparison
property (which, with r2 = 2r1, is the so called doubling property, which is classical).
Corollary 3.2. Let a ∈ (−1, 1) and u be La-harmonic on B1. Hence, there givenN = N(X0, u, 1− |X0|)
such that for every X0 ∈ B1 ∩ Σ,
H(X0, u, r2) ≤ H(X0, u, r1)
(
r2
r1
)2N
for 0 < r1 < r2 < 1− |X0|.
In other words, for every X0 ∈ B1 ∩ Σ
1
Rn+a
ˆ
∂BR(X0)
|y|a u2dσ ≤
(
R
r
)2N
1
rn+a
ˆ
∂Br(X0)
|y|a u2dσ
with 0 < r < R < 1 − |X0| and N = N(X0, u, 1 − |X0|), and integrating the previous inequality we
obtain
(8)
1
Rn+a+1
ˆ
BR(X0)
|y|a u2dX ≤
(
R
r
)2N−1
1
rn+a+1
ˆ
Br(X0)
|y|a u2dX.
In order to justify the analysis of the local behaviour of La-harmonic functions, we prove the validity of
the strong unique continuation property for the degenerate-singular operator La. In general, a function
u, is said to vanish of infinite order at a point X0 ∈ Γ(u) ifˆ
|X−X0|<r
u2dX = O(rk), for every k ∈ N,
as r → 0. Given an elliptic operator L, L is said to have the strong unique continuation property in B1 if
the only solution of Lu = 0 in H1loc(B1) which vanishes of infinite order at a point X0 ∈ Γ(u) is u = 0.
Moreover, L is said to have the unique continuation property in B1 if the solution of Lu = 0 in H
1
loc(B1)
which can vanish in an open subset ofB1 is u = 0. (see [21, 22] for more details for the uniformly elliptic
case).
Corollary 3.3 ([22, Theorem 1.4]). Let a ∈ (−1, 1) and u be La-harmonic in B1. Then u cannot vanish of
infinite order atX0 ∈ Γ(u) ∩B1 unless u ≡ 0 in B1.
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In [22] the authors stated the proof for analytic nonnegative weights and pointed out the validity for
more general, even degenerate, weighted elliptic equations.
The previous result implies that the nodal set Γ(u) has empty interior in Rn+1. Hence, as a consequence
of our blow-up analysis, we will prove a posteriori unique continuation property for the restriction of
Γ(u) on Σ. Using (7) and integrating fro 0 to R, one easily obtains
Corollary 3.4. Let a ∈ (−1, 1) and u be an La-harmonic function on B1. Then, for every X0 ∈ B1 ∩ Σ
given R = 1− |X0| we have
1
n+ a+ 1 + 2N
ˆ
∂BR(X0)
|y|a u2dσ ≤
ˆ
BR(X0)
|y|a u2dX ≤ 1
n+ a+ 1
ˆ
∂BR(X0)
|y|a u2dσ,
where N = N(X0, u, R).
The following result can be viewed as the degenerate-singular counterpart of [28, Theorem 1.6], which
gives us a sufficient condition for the presence of the nodal set in the unitary ball.
Proposition 3.5. Let a ∈ (−1, 1) and u be an La-harmonic function on B1. Then, for any R ∈ (0, 1) there
exists N0 = N0(R)≪ 1 such that the following holds:
(1) if N(0, u, 1) ≤ N0, then u does not vanish in BR;
(2) if N(0, u, 1) > N0, then
N
(
X0, u,
1−R
2
)
≤ CN(0, u, 1) for any X0 ∈ BR ∩Σ,
where C is a positive constant depending only on n, a and R.
Moreover, the vanishing order, i.e. the Almgren frequency formula, of u at any point of BR never exceeds
CN(0, u, 1).
This proof follows directly from the one in [28, 32], so we omit it.
Corollary 3.6. Let u be La-harmonic on B1, then for every X0 ∈ Γ(u) ∩ Σ we have
(9) N(X0, u, 0
+) ≥ min{1, 1− a}.
More precisely
• if u is symmetric with respect to Σ, we have N(X0, u, 0+) ≥ 1,
• if u is antisymmetric with respect to Σ we have N(X0, u, 0+) ≥ 1− a.
Proof. This result follows by Proposition 2.3. More precisely, et α∗ = min{1, 1− a} be the coefficient of
optimal Hölder regularity for La-harmonic function, and suppose by contradiction that (9) is not satisfied.
Since the limit N(X0, u, 0
+) exists, we obtain the existence of R > 0 and ε > 0 such thatN(X0, u, r) ≤
α∗ − ε for all 0 ≤ r ≤ R. By (7), up to consider a smaller interval of (0, R), we have
d
dr
logH(X0, u, r) =
2
r
N(X0, u, r) ≤ 2
r
(α∗ − ε).
Integrating this inequality between r and R yields
H(X0, u, R)
H(X0, u, r)
≤
(
R
r
)2(α∗−ε)
which, together with the fact that u is α∗-Hölder continuous and u(X0) = 0, implies
C1r
2(α∗−ǫ) ≤ H(X0, u, r) ≤ C2r2α∗ .
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The contradiction follows for small value of r > 0. If an addition we suppose that u is symmetric or
antisymmetric with respect to Σ, we obtain respectively that u is Lipschitz continuous or (1− a)-Hölder
continuous, and the lower bound on the Almgren frequency formula follows immediately. 
Now we focus our attention to the balls centred outside the characteristic manifold; for X0 ∈ B1 \ Σ,
i.e. y0 6= 0, and r ∈ (0, |y0|), let us consider, as usual,
E(X0, u, r) =
1
rn−1
ˆ
Br(X0)
|y|a |∇u|2 dX,
H(X0, u, r) =
1
rn
ˆ
∂Br(X0)
|y|a u2dσ,
and consequently the associated Almgren frequency
(10) N(X0, u, r) =
E(X0, u, r)
H(X0, u, r)
=
r
ˆ
Br(X0)
|y|a |∇u|2 dX
ˆ
∂Br(X0)
|y|a u2dσ
.
Nowwe prove the validity of a perturbed monotonicity formula also in the case of balls centred outside
Σ. Note that, by the results in [21, 22] we already know the validity of an Almgren type monotonicity
formula associated with uniformly elliptic operator with Lipschitz leading coefficients. For completeness,
we provide below a slightly different monotonicity result which holds for every X0 ∈ Rn+1, bypassing
the change of coordinates introduced in [21, 22].
Proposition 3.7. Let a ∈ (−1, 1) and u be an La-harmonic function on B1. Then, for every X0 ∈ B1 \ Σ
there exists C > 0 such that r 7→ eCrN(X0, u, r) is absolutely continuous and monotone nondecreasing on
(0, |y0|).
Hence, there always exists finite the limit
N(X0, u, 0
+) = lim
r→0+
N(X0, u, r),
which we will call as the Almgren type frequency formula.
Proof. The strategy of the proof is similar to the one for the caseX0 ∈ B1∩Σ. By (??) and (??), we already
know that passing to the logarithmic derivatives we obtain from the Cauchy-Schwarz inequality
d
dr
logN(X0, u, r) =
1
r
+
d
dr
ˆ
Br(X0)
|y|a |∇u|2 dX
ˆ
Br(X0)
|y|a |∇u|2 dX
−
d
dr
ˆ
∂Br(X0)
|y|a u2dσ
ˆ
∂Br(X0)
|y|a u2dσ
≥
ay0
ˆ
∂Br(X0)
|y|a
y
u2dσ
r
ˆ
∂Br(X0)
|y|a u2dσ
−
ay0
ˆ
Br(X0)
|y|a
y
|∇u|2 dσ
r
ˆ
Br(X0)
|y|a |∇u|2 dσ
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for r ∈ (r1, r2). This remainders reflect the presence of the weight ω(X) = |y|a and its homogeneity
with respect to Σ. Now, for every r ∈ (r1, r2)
d
dr
logN(X0, u, r) ≥

ay0
r
(
min∂Br(X0)
1
y −maxBr(X0) 1y
)
if a · y0 > 0
−ay0r
(
minBr(X0)
1
y −max∂Br(X0) 1y
)
if a · y0 < 0
which is equivalent to
d
dr
logN(X0, u, r) ≥ − 2 |ay0|
y20 − r2
≥ − 2 |ay0|
y20 − r22
for r ∈ (r1, r2),
from which we learn that necessary r2 < |y0|. Consider now
H(X0, u, r) =
1
rn−1
ˆ
∂Br(X0)
|y|a u2dσ
such that
d
dr
logH(X0, u, r) =
2
r
N(X0, u, r) +
a
r
1− y0
ˆ
∂Br(X0)
|y|a
y
u2dσ
ˆ
∂Br(X0)
|y|a u2dσ
 .
Let us prove the existence of the limit of the Almgren frequency formula as r → 0+, so suppose by
contradiction that r1 = inf{r > 0 : H(X0, u, r) > 0 on (r, |y0|)} > 0 and consider r ∈ (r1, |y0|). By the
previous inequality, we have that there exists a positive constant C > 0 such that
r 7→ eCrN(X0, u, r)
is monotone nondecreasing on (r1, |y0|). Then, let r1 < r < 2r1 ≤ |y0|, since
(11)
ay0
ˆ
∂Br(X0)
|y|a
y
u2dσ
r
ˆ
∂Br(X0)
|y|a u2dσ
≥
{1
r
ay0
y0 + 2r1
if a · y0 > 0
1
r
ay0
y0 − 2r1 if a · y0 < 0
we have
(12)
d
dr
logH(X0, u, r) ≤ 2
r
e2Cr1N(X0, u, 2r1)
By integrating (12), it follows
H(X0, u, 2r1)
H(X0, u, r)
≤
(
2r1
r
)2e2Cr1N(X0,u,2r1)
and since r 7→ H(X0, u, r) is continuous, H(X0, u, r1) > 0 and we seek the contradiction.

As before, a simple consequence of the monotonicity result is the following comparison property
(which, with r2 = 2r1, is the so called doubling property).
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Corollary 3.8. Let u be an La-harmonic function in B1. For every X0 ∈ B1 \ Σ, there exists C > 0 and
R > 0 such that
H(X0, u, r2) ≤ H(X0, u, r1)
(
r2
r1
)2C
for every 0 < r1 < r2 < R.
Moreover, since the operator La is uniformly elliptic outsideΣ, we can apply the same reasoning using
the Lipschitz optimal regularity in Rn \ Σ and prove
Corollary 3.9. Let u be an La-harmonic function inB1. For everyX0 ∈ Γ(u)\Σwe haveN(X0, u, 0+) ≥
1.
4. Compactness of blow-up seqences
All the arguments exposed in the following Sections involve a local analysis of the solutions, which
will be performed via a blow-up procedure. Fix a ∈ (−1, 1) and u an La-harmonic function in B1; let
us consider now X0 ∈ Γ(u) a point on the nodal set of u, and define, for any rk ↓ 0+ , the normalized
blow-up sequence as
uk(X) =
u(X0 + rkX)√
H(X0, u, rk)
forX ∈ X ∈ BX0,rk =
B1 −X0
rk
,
such that Lauk = 0 and ‖uk‖L2,a(∂B1) = 1. We stress that we will always apply a blow-up analysis
centered at point of the nodal set Γ(u) on the characteristic manifold Σ, since as we already remarked the
local behaviour of La-harmonic function is known outside the characteristic manifold.
In this Sectionwewill prove the convergence of the blow-up sequence and we provide the classification
of the blow-up limits, starting from the following general convergence result.
Theorem 4.1. Let a ∈ (−1, 1) and α∗ = min{1, 1−a}. GivenX0 ∈ Γ(u)∩Σ and a blow-up sequence uk
centered inX0 and associated with some rk ↓ 0+, there exists p ∈ H1,aloc (Rn) such that, up to a subsequence,
uk → p in C0,αloc (Rn) for every α ∈ (0, α∗) and strongly inH1,aloc (Rn). In particular, the blow-up limit is an
entire La-harmonic function, i.e.
Lap = 0 in R
n+1.
In particular, the previous result can be easily improved in the case of La-harmonic function purely
symmetric with respect to Σ. More precisely, as suggested by Proposition 2.3, in the first case the con-
vergence holds in C1,αloc for every α ∈ (0, 1), and this difference relies on the Liouville type theorems
introduced in [49, 42].
The proof will be presented in a series of lemmata.
Lemma 4.2. Let X0 ∈ Γ(u) ∩Σ. For any given R > 0, we have
‖uk‖H1,a(BR) ≤ C and ‖uk‖L∞(BR) ≤ C,
where C > 0 is a constant independent on k > 0.
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Proof. Let us consider ρ2k = H(X0, u, rk), then by definition of the blow-up sequence uk and Corollary
3.2 we obtain ˆ
∂BR
|y|a u2kdσ =
1
ρ2k
ˆ
∂BR
|y|a u2(X0 + rkX)dσ
=
1
ρ2kr
n+a
k
ˆ
∂BRrk (X0)
|y|a u2dσ
= Rn+a
H(X0, u, Rrk)
H(X0, u, rk)
≤ Rn+a
(
Rrk
rk
)2C˜
which gives us ‖uk‖2L2,a(∂BR) ≤ C(R)Rn+a. Similarlyˆ
BR
|y|a |∇uk|2 dσ = N(0, uk, R) 1
R
ˆ
∂BR
|y|a u2kdσ
≤ C(R)Rn−1+aN(X0, u, Rrk)
≤ C(R)Rn−1+aN(X0, u, R)
(13)
where in the last inequality we used the monotonicity result of Proposition 3.1. Since the map uk is La-
harmonic, by [50, Lemma A.2] we obtain
sup
BR/2
uk ≤ C(n, s)
(
1
Rn+1+a
ˆ
BR
|y|a u2kdX
)1/2
≤ C(n, s)
(
H(0, uk, R)
n+ a+ 1
)1/2
,
where in the second inequality we used the monotonicity of r 7→ H(0, uk, r) in (0, R). Finally, the
estimate follows directly from the one the L2,a(∂BR)-norm. 
So far we have proved the existence of a nontrivial function p ∈ H1,aloc (Rn+1) ∩ L∞loc(Rn+1) such that,
up to a subsequence, we have uk ⇀ p weakly in H
1,a
loc (R
n+1) and Lap = 0 in D′(Rn+1). The next step
is to prove that for X0 ∈ Γ(u) ∩ Σ the convergence uk → p is indeed strong in H1,aloc and in C0,αloc for
α ∈ (0, α∗). This is a standard argument based on testing the weak formulation and using the fact that p
belongs to H1,aloc (R
n).
Lemma 4.3. For every R > 0, up to a subsequence, uk → p strongly in H1,a(BR).
Lemma 4.4. For every R > 0 there exists C > 0, independent of k, such that
[uk]C0,α(BR) = sup
X1,X2∈BR
|u(X1)− u(X2)|
|X1 −X2|α ≤ C
for every α ∈ (0, α∗).
Proof. The proof follows essentially the ideas of the similar results in [47, 46]: the critical exponent α∗ =
min{1, 1− a} is related to a Liouville type theorem for La-harmonic function as given in [49, 42]. 
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If instead we consider the general caseX0 ∈ Γ(u)we can prove, as a direct consequence of the blow-up
analysis of [44, Theorem 3.3], the following general result
Theorem 4.5. Let u be an La-harmonic function in B1 and X0 ∈ Γ(u) a point on its nodal set. Given the
blow-up sequence uk centered in X0 and associated with rk ↓ 0+ we have these two cases:
(1) if X0 ∈ Σ, there exists p ∈ H1,aloc (Rn) such that uk → p in C0,αloc (Rn) for every α ∈ (0, α∗) and
strongly in H1,aloc (R
n). In particular the blow-up limit solves
−Lap = 0 in Rn.
(2) if X0 6∈ Σ, there exists p ∈ H1loc(Rn) such that uk → p in C0,αloc (Rn) for every α ∈ (0, 1) and
strongly in H1loc(R
n). In particular the blow-up limit solves
−∆p = 0 in Rn.
Next we focus our attention on the blow-up limit itself in the more challenging case X0 ∈ Γ(u) ∩ Σ
and we investigate the connection between the value of the limiting frequency and the local behaviour of
the solution. More precisely, we have
Proposition 4.6. Let X0 ∈ Γ(u) ∩ Σ and p be a blow-up limit of u centered in X0, as previously defined.
Then N(0, p, r) = N(X0, u, 0
+) =: k for every r > 0 and p is k-homogeneous, i.e.
p(X) = |X |k p
(
X
|X |
)
for everyX ∈ Rn+1.
Proof. First of all we prove that r 7→ N(0, p, r) is constant. Let us observe thatN(0, uk, r) = N(X0, u, rrk)
and that Theorem 4.1 yields that N(0, p, r) = limkN(0, uk, r). Similarly, for the right hand side we ob-
tain limkN(X0, u, rrk) = N(X0, u, 0
+) by Proposition 3.1.
We now compute the derivative of r 7→ N(0, p, r), in order to prove that p is k-homogeneous, where
obviously k = N(X0, u, 0
+) is the Almgren frequency formula. As in the proof of Proposition 3.1, we
know that
d
dr
H(0, p, r) =
2
rn+a−1
ˆ
∂Br
|y|a p∂rpdσ
and by integration by parts that
d
dr
E(0, p, r) =
1
rn+a−1
ˆ
∂Br
|y|a (∂rp)2 dσ.
Hence, these two equalities imply
0 =
d
dr
N(0, p, r) =
2
r2n+2a−2
1
H2(0, p, r)
[ˆ
∂Br
|y|a p2dσ
ˆ
∂Br
|y|a |∂rp|2 dσ −
(ˆ
∂Br
|y|a p∂rpdσ
)2]
for r > 0. This equality yields the existence of C = C(r) > 0 such that ∂rp = C(r)p for every r > 0.
Using this fact in (7) we infer
2C(r) =
´
∂Br
|y|a p∂rpdσ´
∂Br
|y|a p2dσ =
d
dr
logH(0, p, r) =
2
r
N(0, p, r) =
2
r
k
and thus C(r) = k/r and p is k-homogenous as we claimed. 
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In the final part of this Section we classify the possible values of the Almgren limiting frequencies on
the restriction Γ(u)∩Σ and consequently the possible blow-up limits. This classification will be the key to
understand the structure and the stratification of the nodal set of u. A crucial consequence of our analysis
is that the blow-up process discriminates between the symmetric and antisymmetric cases (with respect
to Σ).
At this point, we already know that given an La-harmonic function u onB1, for everyX0 ∈ Γ(u)∩Σ
and rk ↓ 0+ we have, up to a subsequence, that
uk(X) =
u(X0 + rkX)√
H(X0, u, rk)
→ p(X),
where p ∈ H1,aloc (Rn+1) is a nonconstant entire La-harmonic function homogenous of order k ∈ R with
‖p‖L2,a(∂B1) = 1. In particular, by Proposition 4.6 we already know that k = N(X0, u, 0+).
Inspired by Proposition 2.2, let us consider separately the case when u is symmetric with respect to Σ and
the antisymmetric one.
Lemma 4.7. Let a ∈ (−1, 1) and u be an La-harmonic function symmetric with respect to Σ. Then, for
every X0 ∈ Γ(u) ∩ Σ, we have
N(X0, u, 0
+) ∈ 1 + N.
Proof. LetX0 ∈ Γ(u)∩Σ and k = N(X0, u, 0+) be the limiting frequency atX0. For every rk → 0+ we
already know that, up to a subsequence, by Theorem 4.1 and Proposition 4.6 that
uk(X) =
u(X0 + rkX)√
H(X0, u, rk)
→ p(X),
where p is an La-harmonic k-homogenous function symmetric with respect to Σ.
Since, by Corollary 3.6 we already know that k ≥ 1, let us suppose by contradiction that there exists an
homogenous La-harmonic function of order k > 1 such that k 6∈ N. Since for every i = 1, . . . , n, we
have
La(∂xip) = ∂xiLap = 0,
fixed k = ⌊k⌋, by Euler’s homogeneous function Theorem, we already know that any k-order partial
derivative of p with respect to the variables x1, . . . , xn must be an homogenous La-harmonic of order
α = k − ⌊k⌋ ∈ (0, 1). The contradiction follows from Proposition 3.6, since the homogeneity of an
homogenous function is equal to the Almgren frequency formula evaluated in the origin, hence in the
symmetric case it must be greater or equal to 1. 
Lemma 4.8. Let a ∈ (−1, 1) and u be an La-harmonic function antisymmetric with respect to Σ. Then, for
every X0 ∈ Γ(u) ∩ Σ, we have
N(X0, u, 0
+) ∈ 1− a+ N.
Proof. As in the previous Lemma, let X0 ∈ Γ(u) ∩ Σ and k = N(X0, u, 0+) be the limiting frequency
at X0. For every rk → 0+ we already know that, up to a subsequence, we have by Theorem 4.1 and
Proposition 4.6 that uk → p where p is an La-harmonic k-homogenous function antisymmetric with
respect to Σ.
By Proposition 2.2, there exists q ∈ H1,2−aloc (Rn+1) and L2−a-harmonic function symmetric with respect
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to Σ, such that p = qy |y|−a. Since p is k-homogenous, we already know that q must be (k − 1 + a)-
homogenous, i.e.
q(X) = p(X)y−1 |y|a = |X |k−1+a p
(
X
|X |
)
y−1 |y|a
|X |−1+a = |X |
k−1+a
q
(
X
|X |
)
for every X ∈ Rn+1.
Obviously if q(0) 6= 0, then k = 1 − a and q is zero-homogenous, i.e. q ≡ q(0) on Rn+1, instead, if
q(0) = 0, by Lemma 4.7 we know that N(0, q, 0+) ∈ 1 + N and consequently k ∈ 2 − a+ N. Similarly,
since these two cases correspond to N(0, q, 0+) = 0 and N(0, q, 0+) ∈ 1 + N, the final result on k can
be formulated as N(X0, u, 0
+) ∈ 1− a+ N. 
The proof is a direct consequence of the previous Lemmas and we leave it to the readers.
Proposition 4.9. Let a ∈ (−1, 1) and u be an La-harmonic function. GivenX0 ∈ Γ(u)∩Σ and a blow-up
sequence uk centered in X0 and associated with some rk ↓ 0+. Then the blow-up limit p ∈ H1,aloc (Rn+1) is
either symmetric or antisymmetric with respect to Σ and
N(X0, u, 0
+) ∈
{
1 + N, if p is symmetric,
1− a+ N, if p is antisymmetric.
In order to understand the local behaviour of our solution, let’s now proceed with the explicit con-
struction of homogeneous La-harmonic functions, first examining the symmetric ones.
Lemma 4.10. Let p ∈ H1,aloc (Rn+1) be a nonconstant homogeneous La-harmonic function, symmetric
with respect to Σ. Then p does not depend on the variable y if and only if it is harmonic in the variable
(x1, . . . , xn) ∈ Rn.
The proof is trivial and the main consequence is that for every k ∈ 1 + N an homogenous harmonic
function in the variable x1, . . . , xn of order k is an admissible blow-up limit. For this reason, let us con-
centrate our attention on the case of blow-up limits that depend on the variable y.
Lemma 4.11. [9, Lemma 2.7] Let p ∈ H1,aloc (Rn+1) be an entire La-harmonic function symmetric with
respect to Σ, such that
|p(X)| ≤ C
(
1 + |X |k
)
in Rn+1,
for some k ∈ N. Then p is a polynomial.
In order to give an explicit expression of the blow-up limits, we start with the case n + 1 = 2, and
we remark that if p is a k-homogenous La-harmonic function, then for every i = 1, . . . , n the functions
∂xiu are (k − 1)-homogeneous La-harmonic function and ∂2yyu + ay−1∂yu is a (k − 2)-homogenous
La-harmonic function. More precisely a straightforward computation leads to
Lemma 4.12. Let p ∈ H1,aloc (Rn+1) be an La-harmonic homogenous polynomial of degree k ≥ 2 symmetric
with respect toΣ. Then p isLa-harmonic if and only if ∂xip and ∂
2
yyp+ay
−1∂yp are La-harmonic, for every
i = 1, . . . , n.
The following Proposition gives a complete picture of the possible entire configurations in R2. This
profiles will be useful in the stratification result of Section 7.
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Proposition 4.13. Let p ∈ H1,aloc (R2) be a nonconstant entire La-harmonic function symmetric with respect
to Σ such that N(0, p, r) = k for every r > 0. Suppose that p depends on the variable y, then if k ∈ 2N we
have
(14) p(x, y) =
(−1) k2 Γ
(
1
2
+
a
2
)
2kΓ
(
1 +
k
2
)
Γ
(
1
2
+
a
2
+
k
2
) 2F1(−k
2
,−k
2
− a
2
+
1
2
,
1
2
,−x
2
y2
)
yk,
and if k ∈ 2N+ 1 we obtain
(15) p(x, y) = −
(−1) k2+ 12Γ
(
1
2
+
a
2
)
2k−1Γ
(
1
2
+
k
2
)
Γ
(
a
2
+
k
2
) 2F1(1
2
− k
2
, 1− k
2
− a
2
,
3
2
,−x
2
y2
)
xyk−1,
where 2F1 is the hypergeometric function.
Proof. The proof is based on the properties related to the derivatives of homogenous La-harmonic func-
tions and proceeds by induction. By Lemma 4.11, we already know that every homogenous La-harmonic
function symmetric with respect to Σ is a polynomial p(x, y) such that, for every x ∈ Σ the map
y 7→ p(x, y) is a polynomial of even degree.
Fix k = 2m withm ∈ N, consider
(16) c(m, a, t) =
(−1)m−t
2t!
1
2m−t(m− t)!
m−t∏
i=1
1
2i+ a− 1 =
(−1)m−tΓ
(
1
2
+
a
2
)
2t!(m− t)!22m−2tΓ
(
m− t+ 1
2
+
a
2
)
and consequently
p(x, y) =
x2m
2m!
+
m−1∑
t=0
c(m, a, t)x2ty2m−2t.
which is equivalent to (14). By a direct computation, it is easy to see that Lap(x, y) = 0 for every (x, y) ∈
R2. Now, let us prove by induction on k ≥ 2 that every homogenousLa-harmonic function is of the form
(14). Since the case k = 0 is trivial, let us take k = 2. Since p must be of degree 2 and even in the variable
y, the polynomial must be like p(x, y) = a1x
2 + a2y
2 and consequently
Lap = 0 ←→ a2 = − 1
1 + a
a1,
and for a1 = 1/2 we obtain the formula in (16).
Suppose (16) are true for k ∈ 2N, and consider a La-harmonic polynomial p of degree k + 2, i.e.
p(x, y) = am+1x
2m+2 +
m∑
t=0
atx
2ty2m−2t.
Since ∂2xp is a La-harmonic polynomial of degree k, we must have by the inductive hypothesis
am+1(2m+ 2)(2m+ 1) =
1
2m!
, 2t(2t− 1)at = c(m, a, t− 1) for t = 1, . . . ,m.
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which imply, by definition (16), that
am+1 =
1
(2m+ 2)!
, at =
c(m, a, t− 1)
2t(2t− 1) = c(m+ 1, a, t)
for t = 1, . . . ,m. Finally, let w = −∂2yyp − ay−1∂yp be a polynomial of degree k. By Lemma 4.12 w is
La-harmonic and, by the inductive hypothesi, we obtain by linearity that
−∂2yy(a0y2m+2)− ay−1∂y(a0y2m+2) = c(m, a, 0)y2m,
or in other words that −(2m+ 2)(2m+ 1 + a)a0 = c(m, a, 0), which implies that
a0 =
c(m, a, 0)
2(m+ 1)(2m+ 1 + a)
= c(m+ 1, a, 0).
We have already proved the formula for the case k ∈ 2N, while the other one is obtained via an integration
respect to the variable x. 
Before considering the general case n ≥ 3, we complete the Section with some concrete examples
of blow-up profiles in 2-dimensional case. This example, and more generally the class of homogeneous
function described by the previous Proposition, will summarize all the possible behaviour of the (n− 2)-
dimensional singular set, as we will see in Section 7. For n ≥ 3, we can not give an explicit formula for
the blow- up limits which depend on the variable y, but we can prove that every polynomial in Rn admits
a unique La-harmonic extension symmetric with respect to Σ. Since we want to classify the possible
blow-up limit of s-harmonic functions on the nodal set, this result suggests that s-harmonic functions can
vanish like any polynomial. We will discuss in the following Sections the implication of this classification.
Lemma 4.14. [24, Lemma 5.2] Let p(x) be an homogeneous polynomial of degree d in Rn.Then, there exists
a unique polynomial q(X) = q(x, y) of degree d in Rn+1 such that
Laq = 0 in R
n+1
q(x, y) = q(x,−y) in Rn+1
q(x, 0) = p(x) on Rn.
In particular, it can proved that this extension is obtained by
q(x, y) =
d/2∑
k≥0
(−1)kc2k∆k x
α
α!
y2k
(2k!)
, c2k =
k∏
i=1
2i− 1
2i− 2s,
where α = (α1, . . . , αn) ∈ Nd, xα = xα11 · · ·xαnn and α! = α1! · · ·αn!.
Inspired by the previous results, let us introduce the following classes of blow-up limit.
Definition 4.15. Given a ∈ (−1, 1) and k ∈ R, we define the set of all possible blow-up limit of order k,
i.e. the set of all La-harmonic symmetric polynomials of degree k, as
B
a
k(R
n+1) =
p ∈ H1,aloc (Rn+1)
∣∣∣∣∣∣∣
Lap = 0 in R
n+1
p(X) = |X |k p
(
X
|X |
)
in Rn+1
 .
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Similarly, the set of blow-up limit of order k respectively symmetric or antisymmetric with respect to Σ
are defined as
sB
a
k(R
n+1) =
{
p ∈ Bak(Rn+1) | p symmetric with respect to Σ
}
,
aB
a
k(R
n+1) =
{
p ∈ Bak(Rn+1) | p antisymmetric with respect to Σ
}
.
By Proposition 2.2 and Lemma 4.10 we can classify even more the structure of the previous classes
emphasizing two subclasses of blow-up limit.
Definition 4.16. Given a ∈ (−1, 1) and k ∈ R, let us define sB∗k(Rn+1) = B0k(Rnx) the set of functions
p ∈ Bak(Rn+1) such that∆xp = 0, namely p(x, y) = p(x) in Rn+1 = Rnx × Ry .
By the previous Section, we already know that for a ∈ (−1, 1) we have Ba1(Rn+1) = B∗1(Rn+1) and
for k ≥ 2we have sBak(Rn+1) \B∗k(Rn+1) 6= ∅ and it consists of all blow-up limit which depends on the
variable y. Finally
Corollary 4.17. For a ∈ (−1, 1), let u be an La-harmonic function in B1 and X0 ∈ Γk(u), for some
k ∈ 1 + N or k ∈ 1− a+ N. Then, every blow-up limit p centered in X0 ∈ Γk(u) is either in sBak(Rn+1)
or in aBak(R
n+1). Moreover, for every a ∈ (−1, 1) we have
aB
a
k(R
n+1) = sB2−ak+a−1(R
n+1)y |y|−a .
5. Uniqeness and continuity of tangent maps and tangent fields
In this Section we start introducing a Weiss type monotonicity formula, which is a fundamental tool
for the blow-up analysis at the nodal points X0 ∈ Γ(u) where N(X0, u, 0+) = k. Starting from this, we
will improve our knowledge of the blow-up convergence by proving the existence of a unique non trivial
blow-up limit at every point of the nodal set Γ(u), which will be called the tangent map ϕX0 of u atX0. In
particular, driven by the decomposition in (4), we introduce the notion of tangent field at the nodal point
ΦX0 , which have a major role in our blow-up analysis.
Definition 5.1. Given u, an La-harmonic function inB1, for a real number k ≥ min{1, 1−a}, we define
Γk(u) := {X0 ∈ Γ(u) : N(X0, u, 0+) = k}.
One has to point out that the sets Γk(u) may be nonempty only for k in a certain range of values,
depending on u and k itself. Indeed, by Proposition 4.9, we already know that Γk(u) ∩ Σ 6= ∅ implies
k ∈ 1 +N or k ∈ 1− a+N. Notice that the Weiss formula used for the uniformly elliptic case is usually
different. We remark that all the following results are well known for the case X0 ∈ Γk(u) \ Σ since the
La operator is uniformly elliptic outside Σ. A direct computation gives
Proposition 5.2. Let u be a nontrivial La-harmonic function in B1. ForX0 ∈ Γk(u)∩Σ, we introduce the
k-Weiss function
Wk(X0, u, r) =
1
rn+a−1+2k
ˆ
Br(X0)
|y|a |∇u|2 dX − k
rn+a+2k
ˆ
∂Br(X0)
|y|a |u|2 dσ.
For r ∈ (0, 1− |X0|) we have
(17)
d
dr
Wk(X0, u, r) =
2
rn+a+1+2k
ˆ
∂Br(X0)
|y|a (〈∇u,X −X0〉 − ku)2 dσ.
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which implies that r 7→ Wk(X0, u, r) is monotone nondecreasing in (0, 1 − |X0|). Furthermore, the map
r 7→Wk(X0, u, r) is constant if and only if u is homogeneous of degree k.
By a integration by parts, we can rewrite the k-Weiss function as
Wk(X0, u, r) =
1
rn+a+2k
ˆ
∂Br(X0)
|y|a u (〈∇u,X −X0〉 − u) dσ.
Proposition 5.3. Let a ∈ (−1, 1) and u be an La-harmonic function inB1 andX0 ∈ Γk(u)∩Σ. For every
homogenous La-harmonic polynomial p ∈ Bak(Rn+1), the map
r 7→ H(X0, u− pX0 , r)
r2k
=
1
rn+a+2k
ˆ
∂Br(X0)
|y|a (u− pX0)2 dσ
is monotone non decreasing in (0, 1− |X0|), where pX0(X) = p(X −X0).
Through the following Section, we will use the notation r 7→M(X0, u, pX0 , r) for the previous map.
Proof. Since X0 ∈ Γk(u) ∩ Σ and p is a k-homogenous La-harmonic function, we already know that
Wk(X0, u, r) ≥ 0 andWk(X0, pX0 , r) = 0 for every r ∈ (0, 1− |X0|). Let w = u− pX0 , then
Wk(X0, u, r) = Wk(X0, u, r) +Wk(X0, pX0 , r)
=
1
rn+a−1+2k
(ˆ
Br(X0)
|y|a |∇w|2 + 2 |y|a 〈∇w,∇p〉dX − k
r
ˆ
∂Br(X0)
|y|a w2 + 2 |y|a wpdσ
)
= Wk(X0, w, r) +
2
rn+a+2k
ˆ
∂Br(X0)
|y|a w(〈∇pX0 , X −X0〉 − kp)dσ
= Wk(X0, u− pX0 , r).
Hence , by (??), we finally obtain
d
dr
H(X0, u− pX0 , r)
r2k
= 2
H(X0, u− pX0 , r)
r2k+1
(N(X0, u− pX0 , r) − k)
=
2
r
Wk(X0, u− pX0 , r) ≥ 0.

Now, we apply the previous monotonicity formulæto study the vanishing order of the La-harmonic
function at the points of the nodal set. In particular, we prove a nondegeneracy and uniqueness result of
the blow-up limit, for every points of the nodal set.
Lemma 5.4. Let a ∈ (−1, 1) and u be an La-harmonic function in B1. Then, for every X0 ∈ Γk(u) ∩ Σ,
there exists C > 0 such that
|u(X)| ≤ C |X −X0|k in BR/2(X0).
where R = 1− dist(X0, ∂B1).
Proof. Since whenever X0 ∈ Γk(u) we haveN(X0, u, r) ≥ N(X0, u, 0+) = k, then for every r ∈ (0, R)
d
dr
logH(X0, u, r) ≥ 2
r
N(X0, u, r) ≥ 2k
r
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and similarly
log
H(X0, u, R)
H(X0, u, r)
≥ 2k log 1
r
,
which implies H(X0, u, r) ≤ H(X0, u, R)r2k . Now, by [50, Lemma A.2.] and the previous estimate, we
obtain for every r ∈ (0, R)
sup
Br/2
u ≤ C(n, a)
(
1
rn+1+a
ˆ
Br
|y|a u2dX
)1/2
≤ C(n, a)
(
H(0, u, R)
n+ a+ 1
)1/2
,
where in the second inequality we used the monotonicity of r 7→ H(0, uk, r) in (0, R). 
Lemma 5.5 (Nondegeneracy). Let a ∈ (−1, 1) and u be an La-harmonic function in B1. Then, for every
X0 ∈ Γk(u) ∩ Σ there exists C > 0 such that
sup
∂Br(X0)
|u(X)| ≥ Crk for 0 < r < R
where R = 1− dist(X0, ∂B1).
Proof. Fix X0 ∈ Γk(u) and suppose by contradiction, given a decreasing sequence rj ↓ 0, that
lim
j→∞
H(X0, u, rj)
1/2
rkj
= lim
j→∞
(
1
rn+a+2kj
ˆ
∂Brj (X0)
|y|a u2 dσ
)1/2
= 0.
Consider now the blow-up sequence
uj(X) =
u(X0 + rjX)
ρj
where ρj = H(X0, u, rj)
1/2
constructed starting from rj and centered in X0 ∈ Γk(u). By Theorem 4.1, up to a subsequence uj → p
uniformly, where p is a nontrivialLa-harmonic homogenouspolynomial of degreek such thatH(0, p, 1) =
1.
Let us focus our attention on the functionalM(X0, u, pX0 , r) with pX0 as above. By the assumption on
the growth of u it follows
M(X0, u, pX0 , 0
+) = lim
r→0
1
rn+a+2k
ˆ
∂Br(X0)
|y|a (u− pX0)2 dσ
= lim
r→0
ˆ
∂B1
|y|a
(u(X0 + rX)
rk
− p(X)
)2
dσ
=
ˆ
∂B1
|y|a p2 dσ
=
1
rn+a+2k
ˆ
∂Br(X0)
|y|a p2X0 dσ.
By the monotonicity result of Proposition 5.3 on the map r 7→M(X0, u, pX0 , r), we obtain
1
rn+a−1+2k
ˆ
∂Br(X0)
|y|a (u− pX0)2 dσ ≥
1
rn+a−1+2k
ˆ
∂Br(X0)
|y|a p2X0 dσ
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and similarly ˆ
∂Br(X0)
|y|a (u2 − 2upX0) dσ ≥ 0.
On the other hand, rescaling the previous inequality and using the blow-up sequence uk defined as above,
we obtain ˆ
∂B1
|y|a
(
H(X0, u, rj)u
2
j − 2H(X0, u, rj)1/2rkj ujp
)
dσ ≥ 0
and ˆ
∂B1
|y|a
(
H(X0, u, rj)
1/2
rkj
u2j − 2ujp
)
dσ ≥ 0.
One gets a contradiction passing to the limit for j →∞; indeed by the previous inequality we obtainˆ
∂B1
|y|a p2 dσ ≤ 0
in contradiction with p 6≡ 0. 
Theorem 5.6 (Uniqueness of the blow-up limit). Given a ∈ (−1, 1) and u be an La-harmonic function
in B1, let us consider X0 ∈ Γk(u) ∩ Σ, i.e. N(X0, u, 0+) = k. Then there exists a unique nonzero p ∈
Bak(R
n+1) blow-up limit such that
(18) uX0,r(X) =
u(X0 + rX)
rk
−→ p(X).
Proof. Up to a subsequence rj → 0+, we have that uX0,rj → p in C0,αloc . The existence of such limit
follows directly from the previous growth estimate |u(X)| ≤ C |X |k and by Lemma 5.5 we have p is not
identically zero. Now, for any r > 0 we have
Wk(0, p, r) = lim
j→∞
Wk(0, uX0,rj , r) = lim
j→∞
Wk(X0, u, rrj) = Wk(X0, u, 0
+) = 0.
In particular, Proposition 5.2 implies that theLa-harmonic function p is k-homogeneous and consequently
p ∈ Bak(Rn+1). By Proposition 5.3 the limitM(X0, u, pX0 , 0+) exists and can be computed by
M(X0, u, pX0 , 0
+) = lim
j→∞
M(X0, u, pX0 , rj)
= lim
j→∞
M(0, uX0,rj , p, 1)
= lim
j→∞
ˆ
∂B1
|y|a (uX0,rj − p)2 dσ = 0.
Moreover, let us suppose by contradiction that for any other sequence ri → 0+ we have that the associated
sequence converges to another blow-up limit, i.e. uX0,ri → q ∈ Bak(Rn+1), q 6≡ p, then
0 =M(X0, u, pX0 , 0
+) = lim
i→∞
M(X0, u, pX0 , ri)
= lim
i→∞
ˆ
∂B1
|y|a (uri − p)2 dσ
=
ˆ
∂B1
|y|a (q − p)2 dσ.
As we claim, since q and p are both homogenous of degree k they must coincide in Rn. 
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Inspired by the previous uniqueness and nondegeneracy results, we introduce the notion of tangent
map at every point on the nodal set Γ(u).
Definition 5.7. Given a ∈ (−1, 1), let u be an La-harmonic function in B1 and X0 ∈ Γk(u) ∩ Σ, for
k ≥ min{1, 1−a}. We define as tangent map of u atX0 the unique nonzero map ϕX0 ∈ Bak(u) such that
uX0,r(X) =
u(X0 + rX)
rk
−→ ϕX0(X).
Moreover, we define as normalized tangent map of u at X0, the unique nonzero map p
X0 ∈ Bak(u)
normalized with respect to the L2,a(∂B1) norm, i.e. the map obtained as
uX0,r(X) =
u(X0 + rX)√
H(X0, u, r)
−→ pX0 .
Exploiting the deep connection between the existence and uniqueness of the tangent map and the
Taylor expansion of an La-harmonic function, we can find another characterization of the sets Γk(u).
Corollary 5.8. For a ∈ (−1, 1), let u be an La-harmonic function in B1 and X0 ∈ Γk(u) ∩ Σ, with
k ≥ min{2, 2− a}. Then
• if k ∈ 2 + N, we have Dνu(X0) = 0 for every |ν| ≤ k − 1 and there exists |ν0| = k such that
Dν0u(X0) 6= 0;
• if k ∈ 2 − a+ N, we have Dν(uy |y|−a)(X0) = 0 for every |ν| ≤ k − 1 and there exists |ν0| = k
such that Dν0(uy |y|−a)(X0) 6= 0.
Finally, we can prove the validity of the weak unique continuation principle for the restriction of Γ(u)
on Σ. This result will improve the study of the nodal set of u by showing that its restriction on the charac-
teristic manifoldΣ is either with empty interior inΣ or isΣ itself. While in [39] the author proved a similar
weak unique continuation property using a boot strap argument based on some regularity estimates for
the La-operator, in our case we want to emphasize how our blow-up analysis and the classification of the
tangent maps allow to study several local property of La-harmonic function.
Proposition 5.9. Let a ∈ (−1, 1) and u be an La-harmonic function in B1. If there exists X0 ∈ B1 ∩ Σ
and R < 1− |X0| such that u = 0 on BR(X0) ∩ Σ, then u ≡ 0 on B1 ∩ Σ.
Proof. LetX0 ∈ Γ(u)∩Σ and R < 1− |X0|. Since we are focusing the attention on the restriction of the
nodal set on Σ, by definition of the symmetric part of u with respect to Σ, we can assume that u = ue is
purely symmetric with respect to Σ.
The idea of the proof is to prove that u is identically zero in the whole ball BR(X0) in order to apply the
Strong Unique continuation property Corollary 3.3, which is actually a stronger result since it does not
only concern the trace of u on Σ.
Suppose by contradiction that u 6≡ 0 on BR(X0), then
H(X0, u, r) =
1
rn+a
ˆ
∂Br(X0)
|y|a u2dX > 0
for all r ∈ (0, R). Now, since X0 ∈ Γ(u), there exists by Theorem 5.6 a unique nontrivial tangent map
ϕX0 ∈ Bak(Rn+1) of u at X0, where k = N(X0, u, 0+). Since u is symmetric with respect to Σ, by
Corollary 4.7 we know that ϕX0 ∈ sBak(Rn+1), with k ∈ 1 + N.
Let us see the points in BR(X0)∩Σ as the collection of pointX0+ rν for r < R and ν ∈ Sn ∩Σ. By the
L∞loc convergence of the blow-up sequence we obtain that ϕ
X0 (ν) = 0 for all ν ∈ Sn ∩Σ, i.e. ϕX0 ≡ 0 on
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Σ. Let us prove now that ϕX0 ≡ 0 on Rn+1 by induction on the homogeneity k = N(0, ϕX0 , 0+).
Let k = 1, then up to a rotation ϕX0(x, y) = C〈X, e1〉 = Cx1, where x = (x1, · · · , xn) and consequently
C = 0. Now let us suppose that every k-homogenous La-harmonic polynomial symmetric with respect
to Σ which is zero on Σ is actually identically zero in Rn+1 and consider the case k + 1. Given vi =
∂xiϕ
X0 ∈ H1,a(B1) we have that 
Lavi = 0 in R
n+1,
vi = 0 on Σ,
N(0, vi, 0
+) ≤ k.
By the induction hypothesis we have that for every i = 1, · · · , n vi ≡ 0 on Rn+1, i.e. ∂xiϕX0 ≡ 0
and consequently ϕX0 does not depend on x ∈ Σ. The absurd follows immediately since the only La-
harmonic polynomial in the y-variable is purely antisymmetric and equal, up to a multiplicative constant,
to f(y) = y |y|−a. 
Inspired by the doubling estimate in [39], we obtain
Proposition 5.10. Let a ∈ (−1, 1) and u a La-harmonic function in B1. Then Γ(u) has empty interior in
Rn+1 and its restrictions Γ(u) ∩ Σ is either equal to Σ or it has empty interior in Σ itself. More generally,
Γ(u) ∩ Σ = Γ(ue) ∩ Σ.
Proof. Assume by contradiction that there exists X0 ∈ Γ(u) such that d = dist(X0, ∂Γ(u)) < R, where
R = 1− |X0|. By definition of d, we haveH(X0, u, r) > 0 for r ∈ (d, d+ ε), for some ε > 0. By (7), the
map r 7→ H(X0, u, r) solves the Cauchy problem
(19)
{
H ′(r) = a(r)H(r), for r ∈ (d, d+ ε)
H(d) = 0,
where a(r) = 2N(X0, u, r)/r, which is continuous at d by the monotonicity result of r 7→ N(X0, u, r),
i.e. Proposition 3.1. Then by uniqueness, H(r) ≡ 0 for r > d, which contradicts the definition of d and
the assumption that u is not identically zero in B1.
Now, let us consider Γ(u) ∩ Σ. By definition of ue, uo we easily obtain
Γ(u) ∩ Σ = Γ(ue) ∩ Σ.
Hence, let us suppose that u 6≡ uo, i.e. Γ(u) ∩ Σ  Σ, and assume as before that there exists X0 ∈
Γ(u) ∩ Σ = Γ(ue) ∩ Σ such that d = dist(X0, ∂Γ(ue) ∩ Σ) < R, where R = 1 − |X0|. In other words,
the symmetric part ue of u solves for every r < d,
Laue = 0 on Br(X0)
ue = 0 on Br(X0) ∩ Σ
∂ayue = 0 on Br(X0) ∩ Σ,
which implies that ue ≡ 0 in Bd(X0), i.e. H(X0, ue, d) = 0. As before, by the uniqueness of the
Cauchy problem (19), we obtain that ue is identically zero in B1, in contradiction with the assumption
Γ(u) ∩Σ  Σ. 
Looking again to the blow-up sequence, we can establish an auxiliary result concerning the conver-
gence with respect to the Hausdorff distance dH. In particular, we will prove that given the blow-up
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sequence (uX0,r)r of u atX0, then the nodal sets Γ(uX0,r) converge to Γ(ϕ
X0) with respect to the Haus-
dorff distance. More precisely, given two sets A,B, the Hausdorff distance dH(A,B) is defined as
dH(A,B) := max
{
sup
a∈A
dist(a,B), sup
b∈B
dist(A, b)
}
.
Notice that dH(A,B) ≤ ε if and only if A ⊆ Nε(B) and B ⊆ Nε(A), where Nε(·) is the closed ε-
neighborhood of a set, i.e.
Nε(A) =
{
X ∈ Rn+1 : dist(X,A) ≤ ε} .
Proposition 5.11. Let u be an La-harmonic function inB1 andX0 ∈ Γk(u)∩Σ. Given, uX0,r the blow-up
sequence at X0, i.e.
uX0,r(X) =
u(X0 + rX)
rk
→ ϕX0 (X).
Then Γ(uX0,r)∩Σ→ Γ(ϕX0)∩Σ with respect to the Hausdorff distance dH inB1. More precisely, for every
k ≥ min{1, 1− a} we have that
Γk(uX0,r) ∩ Σ→ Γk(ϕX0 ) ∩ Σ
with respect to the Hausdorff distance dH in B1
Proof. Let ri → 0+ and ui = uX0,ri be the blow-up sequence of u at X0 associated with ri and Γk(ui)
be the sequence of nodal sets associated with the blow-up sequence. Through the proof, we will omit the
fact that we are just focusing on the restriction of the nodal sets on Σ and we will call Γk(ϕ
X0) as the
tangent cone of Γk(u) at X0. By Theorem 5.6 we already know that ϕ
X0 and Γ(ϕX0 ) do not depend on
the choice of the sequence rk . By the definition of Hausdorff distance, the claimed result
dH
(
Γk(ui) ∩B1,Γk(ϕX0) ∩B1
)→ 0
is equivalent to prove that for every ε > 0 there exists i > 0 such that for every i ≥ i
Γk(ui) ∩B1 ⊆ Nε
(
Γk(ϕ
X0 ) ∩B1
)
Γk(ϕ
X0 ) ∩B1 ⊆ Nε (Γk(ui) ∩B1) .
Supposing by contradiction that the first inclusion is not true, then there exist ε > 0 and a sequence
Xi ∈ Γk(ui)∩B1 such that dist
(
Xi,Γk(ϕ
X0 ) ∩B1
)
> ε. Up to a subsequence,Xi → X ∈ Γ(ϕX0 )∩B1
by the L∞loc convergence of ui → ϕX0 . Since Xi ∈ Γk(ui) is equivalent to X0 + riXi ∈ Γk(u), given
Ω ⊂⊂ B1 such that (X0 + riXi)i ⊂ Ω, let us consider
R1 =min
p∈Ω
dist(p, ∂B1) < 1,
C˜ =sup
p∈Ω
N(p, u,R1).
Hence, by the monotonicity result Proposition 3.1 and Corollary 3.2, for p ∈ Ω ∩ Γk(u) and r < R1 we
obtain that N(p, u, r) ≥ k and
N(p, u, r) ≤ N(p, u,R1)
(
R1
r
)n+a−1+2C˜
≤ C˜ 1
rn+a−1+2C˜
.
In particular, from the second inequality we can easily state that for every ε > 0 there exists R =
R(n, a,Ω, ε) > 0 such that
N(p, u, r) ≤ k + ε,
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for every p ∈ Ω ∩ Γk(u) and r < R.
Now, since for i > 0 sufficiently large N(Xi, ui, r) ≤ N(X0 + riXi, u, r), if we take p = X0 + riXi in
the previous inequality, we obtain that there exists R = R(n, a,X0) > 0 sufficiently small, such that for
r < R we have
k ≤ N(Xi, ui, r) ≤ k +min
(
1
2
,
1− a
2
,
|a|
2
)
.
Since limiN(Xi, ui, r) = N(X,ϕ
X0 , r) for sufficiently small r, we directly obtain from Proposition 4.9
thatN(X,ϕX0 , 0+) = k, i.e. X ∈ Γk(ϕX0 )∩B1. Finally, the absurd follows immediately sinceΓk(ϕX0)∪
{0} is an homogeneous cone passing through the origin and hence it implies that dist(X,Γk(ϕX0 )∩B1) =
0.
Now let us consider the second inclusion, i.e. for every ε > 0 there exists i > 0 such that for every i ≥ i
Γk(ϕ
X0 ) ∩B1 ⊆ Nε (Γk(ui) ∩B1) .
Let us start by proving that givenX ∈ Γk(ϕX0 ) and δ > 0 such thatBδ(X)∩Γ(ϕX0 ) = Bδ(X)∩Γk(ϕX0)
there exists i > 0 such that for every i ≥ i the function ui must admit a zero of order k in Bδ(X),
Γk(ui) ∩ Bδ(X). Suppose it is not true, we would have two possibilities: first that ui > 0 in Bδ(X) for
every k > 0 or secondly that every zeros of ui is not of order k. In the first case, the positivity implies
that ϕX0 must be an homogeneous La-harmonic function nonnegative in Bδ(X) with ϕ
X0(X) = 0, and
therefore ϕX0 ≡ 0 in Rn+1. In this case the contradiction follows by Lemma 5.5 and Theorem 5.6.
Secondly, since up to a subsequence there exists a sequenceXi ∈ Γh(ui) ∩Bδ(X) for h 6= k, by arguing
as in the proof of the other inclusion, we can prove that Xi → X˜ ∈ Γh(ϕX0 ) ∩Bδ(X), in contradiction
with the definition of δ > 0.
Finally, suppose the existence of ε > 0 and Xi ∈ Γk(ϕX0 ) ∩ B1, Xi → X ∈ Γk(ϕX0 ) ∩ B1, such that
dist(Xi,Γk(ϕ
X0)∩B1) > ε. SinceX = {0} is a trivial case, let us focus on the caseX ∈ Γk(ϕX0 )∩B1.
By definition, Γk(ϕ
X0 ) ∪ {0} is an homogenous cone passing through the origin and hence we can take
X ∈ Γk(ϕX0 ) ∩ B1 such that
∣∣X −X∣∣ ≤ ε/4. Moreover, by the previous paragraph, there exist a
sequence Xi ∈ Γ(ui) ∩ B1 and i > 0, such that for i ≥ i we have
∣∣Xi −X∣∣ ≤ min{δ, ε}/4 Hence, we
obtain
dist(Xi,Γk(ϕ
X0 ) ∩B1) ≤
∣∣Xi −Xi∣∣ ≤ |Xi −X|+ ∣∣X −X∣∣+ ∣∣X −X i∣∣ < ε,
which leads a contradiction for large i > 0. 
The following result will be a fundamental tool in the study of Γ(u) ∩ Σ. Indeed, by using the contin-
uation of the tangent map with respect to the L2,a(∂B1), we will prove a separation property for the set
Γk(u) ∩Σ, for k ≥ min{2, 2− a}.
Theorem 5.12 (Continuation of the tangent map on Γk(u)). LetX0 ∈ Γk(u)∩Σ and ϕX0 be the tangent
map of u at X0, such that
(20) u(X) = ϕX0(X −X0) + o(|X −X0|k).
Then, the map X0 7→ ϕX0 (from Γk(u) to Bak(Rn+1)) is continuous. Moreover, for any compact set K ⊂
Γk(u) ∩B1 there exists a modulus of continuity σK such that σK(0) = 0 and∣∣u(X)− ϕX0(X −X0)∣∣ ≤ σK (|X −X0|) |X −X0|k ,
for any X0 ∈ K .
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Proof. Since Bak(R
n+1) is a finite-dimensional linear space, all norms are equivalent and hence we can
then endow it with the norm of L2,a(∂B1). FixedX0 ∈ Γ(u)∩Σ, by Theorem 5.6 we have the following
expansion
u(X) = ϕX0(X −X0) + o(|X −X0|k).
where ϕX0 is the unique blow-up limit of u in X0. Given ε > 0, consider rε = rε(X0) such that
M(X0, u, ϕ
X0 , rε) =
1
rn+a+2kε
ˆ
∂Brε
|y|a (u(X0 +X)− ϕX0 (X))2 dσ < ε.
There exists also δε = δε(X0) such that if X1 ∈ Γk(u) ∩ Σ and |X1 −X0| < δε then
1
rn+a+2kε
ˆ
∂Brε
|y|a (u(X1 +X)− ϕX0 (X))2 dσ < 2ε
or similarly ˆ
∂B1
|y|a
(
u(X1 + rεX)
rkε
− ϕX0(X)
)2
dσ < 2ε
From Proposition 5.3, we have thatM(X1, u, ϕ
X0 , r) < 2ε for r ∈ (0, rε), which implies
M(X1, u, ϕ
X0 , 0+) = lim
r→0
M(X1, u, ϕ
X0 , r)
= lim
r→0
ˆ
∂B1
|y|a
(
u(X1 + rX)
rk
− ϕX0(X)
)2
dσ
=
ˆ
∂B1
|y|a (ϕX1 − ϕX0)2 dσ ≤ 2ε.
Now, by the previous computations, for |X1 −X0| < δε, 0 < r < rε we obtain∥∥uX1,r − ϕX1∥∥L2,a(∂B1) ≤ ∥∥uX1,r − ϕX0∥∥L2,a(∂B1) + ∥∥ϕX0 − ϕX1∥∥L2,a(∂B1) ≤ 2√2ε,
where uX1,r and uX0,r are the blow-up sequences defined in (18) centered respectively in X1 and X0.
Now, covering the compact set K ⊂ Γk(u) ∩ B1 with finitely many balls Bδε(Xi0)(X i0), for some points
X i0 ∈ K, i = 1, . . . , N , we obtain that the previous inequality is satisfied for all X1 ∈ K with r < rKε =
min{rε(X i0) : i = 1, . . . , N}.
Now, since uX1,r − ϕX1 is an La-harmonic function in B1, by [50, Lemma A.2] and (7), we obtain
sup
B1/2
∣∣uX1,r − ϕX1 ∣∣ ≤ C(n, a)(ˆ
B1
|y|a (uX1,r − ϕX1)2dX
)1/2
≤ 2C(n, a)
√
2ε
n+ a+ 1
for all X1 ∈ K, 0 < r < rKε , which immediately implies the second part of the Theorem. 
The following definition allows us to study the structure of the restriction Γ(u) ∩ Σ. Inspired by
Proposition 5.10, since Γ(u)∩Σ = Γ(ue) ∩Σ, where ue is the symmetric part of u with respect to Σ, we
characterize the sets Γk(u) starting from the unique tangent map of ue. Moreover, since we are dealing
with a purely symmetric function, we will see that the structure of the nodal set onΣ is completely defined
starting from the blow-up classes sBak(R
n+1) andB∗k(R
n+1).
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Definition 5.13. Given u an La-harmonic function on B1, for k ≥ min{1, 1− a} we define on Σ
Γ∗k(u) =
{
X0 ∈ Γk(u) ∩ Σ: ϕX0e ∈ sB∗k(Rn+1)
}
and Γak(u) = Γk(u) \ Γ∗k(u),
where ϕX0e ∈ sBak(Rn+1) is the unique tangent map of ue atX0.
In particularΓ1(u) = Γ
∗
1(u) and for k ≥ 2 the points in Γak(u) are the oneswhose tangentmap depends
on the variable y.
Corollary 5.14. For every k ≥ 2 we have that Γ∗k(u) ∩ Γak(u) = ∅ = Γ∗k(u) ∩ Γak(u).
Proof. The proof of this result is based on the continuation of the tangent map of u on Γk(u) ∩ Σ with
respect to the norm L2,a(∂B1).
First, suppose by contradiction that there exists a sequence (Xi)i ⊂ Γ∗k(u) such that Xi → X0 ∈ Γak(u).
Let ϕXi = ϕXie and ϕ
X0 = ϕX0e be respectively the tangent map of ue at Xi and X0, then by Theorem
5.12 we obtain that ϕXi → ϕX0 strongly in L2,a(∂B1), i.e. for every ε > 0 there exists N = N(ε) > 0
such that if i > N , then ˆ
∂B1
|y|a (ϕXi − ϕX0)2 dσ ≤ ε.
Hence, fixed wi = ϕ
Xi − ϕX0 we obtain that Lawi = 0 in B1 and ‖wi‖L2,a(∂B1) → 0. Since wi is
homogenous of degree k, we haveˆ
B1
|y|a w2i dX =
1
n+ a+ 2k + 1
ˆ
∂B1
|y|a w2i dσ
ˆ
B1
|y|a |∇wi|2 dX = k
ˆ
∂B1
|y|a w2i dσ
which implies that wi → 0 strongly in H1,a(B1). In particular, for every φ ∈ H1,a(B1) we haveˆ
B1
|y|a 〈∇ϕX0 ,∇φ〉dX = lim
i→∞
ˆ
B1
|y|a 〈∇ϕXi ,∇φ〉dX
If φ = φ(y) ∈ C∞c ((−1, 1)) we obtain ∇φ = ∂yφ ey and consequently, since ϕXi ∈ sB∗k(Rn+1), thatˆ
B1
|y|a ∂yϕX0∂yφdX = lim
i→∞
ˆ
B1
|y|a ∂yϕXi∂yφdX = 0,
in contradiction with the fact that ϕX0 ∈ sBak(Rn+1) \ sB∗k(Rn+1).
Similarly, suppose now there exists a sequence (Xi)i ⊂ Γak(u) such that Xi → X0 ∈ Γ∗k(u). As before,
let ϕXi and ϕX0 be respectively the tangent map of ue at Xi and X0, fixed wi = ϕ
Xi − ϕX0 we obtainˆ
B1
|y|a φ∆xwidX +
ˆ
B1
|y|a
(
−∂2yyϕXi −
a
y
∂yϕ
Xi
)
φdX = k
ˆ
∂B1
|y|a wiφdσ
for every φ ∈ H1,a(B1). The idea now is to reach the contradiction by induction on k, proving that
it is impossible that the sequence of La-harmonic polynomials in sB
a
k(R
n+1) \ sB∗k(Rn+1) converges
strongly in the L2,a(∂B1)-topology to a function in sB
∗
k(R
n+1).
First, for φ ∈ H1,a0 (B1), we have∣∣∣∣ˆ
B1
|y|a
(
∂2yyϕ
Xi +
a
y
∂yϕ
Xi
)
φdX
∣∣∣∣ ≤ C(n, k, a)(‖∇wi‖L2,a(B1) + ‖wi‖L2,a(B1)) ‖φ‖H1,a(B1) ,
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which gives us that
(21) ψi = −∂2yyϕXi −
a
y
∂yϕ
Xi ⇀ 0 in L2,a(B1),
where ψi is a sequence of homogeneous La-harmonic polynomial of degree k − 2 ≥ 0. Since Xi 7→ ψi
is continuous, by Lebesgue’s dominated convergence theorem, we obtain ‖ψi‖L2,a(B1) → 0, i.e. ψi → 0
strongly in L2,a(B1).
Hence, let k = 2 and ϕXi ∈ sBa2(Rn+1) \ sB∗2(Rn+1) be the sequence that converges to some ϕX0 ∈
sB
∗
2(R
n+1). As in (21), let us consider the associate sequence ψi of La-harmonic polynomial of degree
k−2 = 0, i.e. a sequence of nonzero constants. SinceϕXi ∈ sBa2(Rn+1)\sB∗2(Rn+1), by the reasoning in
Section 4, there exists, up to a multiplicative constant, a unique homogeneous polynomial uXi = uXi(x)
of degree 2, such that
ϕXi(x, y) = uXi(x) − y2 in Rn+1,
where ∆xu
Xi = 2(1 + a) in Rn. In particular, by (21) we obtain ψi ≡ 2(1 + a), and the contradiction
follows immediately since a ∈ (−1, 1).
Suppose now that we have proved the statement for every k ≤ K and let us consider the caseK + 1. By
contradiction, let us suppose that sBaK+1(R
n+1)\sB∗K+1(Rn+1) is not closed in theL2,a(∂B1) topology
and ϕXi → ϕX0 strongly in L2,a(∂B1), with ϕX0 ∈ sB∗K+1(Rn+1).
Thus, we already know that the sequence ψi defined by (21) strongly converges to the zero function with
respect to the L2,a(B1) topology. Now, since (ψi)i are (K − 1)-homogenous, we have that the L2,a(B1)
and L2,a(∂B1) topologies are equivalent. Finally, given that 0 < K − 1 ≤ K , we have constructed
a sequence of (K − 1)-homogenous La-harmonic polynomials ψi that converges to the zero function
0 ∈ sB∗K−1(Rn+1), which contradicts the inductive hypothesis. 
In the uniformly elliptic case, as well known, the Almgren and Weiss monotonicity formulas allow us
to prove uniqueness and non degeneracy of the tangent map and also to construct the generalized Taylor
expansion of u atX0. In our degenerate-singular setting, since, as we already pointed out, the symmetric
and antisymmetric cases are complementary, the notion of tangent field of u at a nodal point should be
introduced in order to capture both this aspect of the solution u.
Definition 5.15. Let a ∈ (−1, 1), u be an La-harmonic function in B1 and X0 ∈ Γk(u) ∩ Σ, for some
k ≥ min{1, 1 − a}. We define as tangent field of u at X0 the unique nontrivial vector field ΦX0 ∈
(H1,aloc (R
n+1))2 such that
ΦX0 = (ϕX0e , ϕ
X0
o ),
where ϕX0e and ϕ
X0
o are respectively the tangent map of the symmetric part ue of u and of the antisym-
metric one uo.
The notion of tangent field will allow us to obtain a better understanding of the regularity features of
the nodal set Γ(u). Indeed, the main weakness of the concept of tangent map in this context is that it takes
care either of the symmetric part of u or of the even one since they do not share the same optimal regularity
and even the same possible vanishing orders. More precisely, by Definition 5.7, for every X0 ∈ Γk(u)
uX0,r(X) =
ue(X0 + rX)
rk
+
uo(X0 + rX)
rk
=
uae(X0 + rX)
rk
+
u2−ae (X0 + rX)
rk−1+a
y |y|−a
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where both uae and u
2−a
e are symmetric with respect to Σ. By Proposition 4.9 we already know that the
tangent map of u at X0 is either the tangent map of ue or the one of uo.
Definition 5.16. Let a ∈ (−1, 1), u be an La-harmonic function in B1 and X0 ∈ Γk(u), for some
k ≥ min{1, 1− a}. We define the vectorial Almgren frequency associated with the tangent field ΦX0 of
u atX0
N(X,ΦX0 , r) =
(
N(X,ϕX0e , r), N(X,ϕ
X0
o , r)
)
.
Obviously, the vectorial notion of the Almgren frequency formula can be naturally extended to the
La-harmonic function u as
N(X0, u, r) = (N(X0, ue, r), N(X0, uo, r)) .
for everyX0 ∈ Σ, but we will avoid this ambiguity on this notion. However, if the function u is symmetric
or antisymmetric with respect to Σ, the Almgren frequencies associated with Φ is equal to the one of the
tangent map ϕX0 of u atX0 and it does not contain further information on the local behaviour of u atX0.
In general, proving uniqueness result on both the symmetric and antisymmetric part of u with respect to
Σ gives the following generalized Taylor expansion
Corollary 5.17. Given a ∈ (−1, 1), let u be an La-harmonic function in B1 andX0 ∈ Γ(u) ∩ Σ. Then
u(X) = ϕX0e (X −X0) + ϕX0o (X −X0) + o(|X −X0|k)
where ϕX0e ∈ sBak(Rn+1) and ϕX0o ∈ aBak(Rn+1) are respectively the tangent maps of ue and uo at X0
and k = max{N(0, ϕX0e , 0+), N(0, ϕX0o , 0+)}.
Lemma 5.18. Let u be an La-harmonic function in B1 and R(u) the set
R(u) = {X0 ∈ Γ(u) : N(X0, ue, 0+) = 1 or N(X0, uo, 0+) = 1− a}
=
{
X0 ∈ Γ(u) : N(X0,ΦX0 , 0+) = (1, 1− a)
}
.
Then R(u) ∩ Σ is relatively open in Γ(u) ∩ Σ, while for k ≥ 2 the set Γk(u) is Fσ , i.e. it is a union of
countably many closed sets.
Proof. Thefirst part of the Lemma is a direct consequence of the upper semi-continuity ofX 7→ N(X,u, 0+)
on Σ. More precisely, since Γ(u) ∩Σ = Γ(ue) ∩Σ, we can restrict our attention on functions symmetric
with respect to Σ and hence, we have
R(u) ∩ Σ = {X0 ∈ Γ(u) ∩Σ: N(X0, ue, 0+) = 1}
Now, by Lemma 4.7 we obtain{
X0 ∈ Γ(u) : N(X0, ue, 0+) = 1
}
=
{
X0 ∈ Γ(u) : N(X0, ue, 0+) ≤ 3
2
}
.
Hence, let us focus our attention on the case Γk(ue)∩Σ, with k ≥ 2. For j ∈ N, let us define with Ej the
set of points of Σ such that
Ej =
{
X0 ∈ Γk(ue) ∩Σ ∩B1−1/j : 1
j
ρk ≤ sup
|X−X0|=ρ
|ue(X)| < jρk, 0 < ρ < 1− |X0|
}
.
By Lemma 5.4 and Lemma 5.5 we have that
Γk(u) ∩ Σ =
∞⋃
j=1
Ej .
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The result follows immediately once we prove that Ej is a collection of closed sets. GivenX0 ∈ Ej , since
it satisfies
(22)
1
j
ρk ≤ sup
|X−X0|=ρ
|ue(X)| < jρk,
we need only to show that X0 ∈ Γk(u) ∩ Σ, i.e. N(X0, ue, 0+) = k. Since X 7→ N(X,ue, 0+) is upper
semi-continuous on Σ, we readily have N(X0, ue, 0
+) ≥ k. On the other hand, if N(X0, ue, 0+) = k′ >
k, we would have
|ue(X)| ≤ C |X −X0|k
′
in B1−|X0|(X0) ∩ Σ,
which contradicts Lemma 5.4 and implies that X0 ∈ Ej . 
An other relevant consequence of our analysis of the tangent field of u at some nodal point X0 ∈
Γ(u) ∩ Σ is the following a posteriori result about the “quasi” upper semi-continuity of the Almgren
frequencyX → N(X,u, 0+) in the whole Rn+1.
Obviously, the restriction of this map on the characteristic manifold Σ and the one on its complementary
are both upper semi-continuous, but in general in the whole space Rn+1 the upper semi-continuity is not
an immediate consequence of the Almgren monotonicity formula.
This result is based on the decomposition (4) of La-harmonic functions and on the regularity result of
Proposition 2.3 for La-harmonic function symmetric with respect to Σ.
Moreover, the following result can be seen as the vectorial counterpart of the classic one, since it will
establish the validity of an upper semi-continuity property for the Almgren frequency in the vectorial
sense of Definition 5.16. In particular, it allows to relate the notion of vanishing order on Σ to the one on
Rn+1 \ Σ, which is a fundamental step in order to comprehend the complete topology of the nodal set
near Σ.
Proposition 5.19. Let u be an La-harmonic function in B1. Given (Xi)i ∈ Γk(u) \ Σ, with k ∈ 1 + N
such that Xi → X0 ∈ Γ(u) ∩Σ, then
N(Xi, u, 0
+) ≤
{
N(X0, ue, 0
+),
N(X0, uo, 0
+) + a.
Proof. By Proposition 2.2, we already know that there exist f ∈ H1,a(B1), g ∈ H1,2−a(B1) symmetric
with respect to Σ and respectively La and L2−a-harmonic in B1, such that
(23) u(x, y) = f(x, y) + g(x, y)y |y|−a in B1,
where respectively the first term is the symmetric part ue of u with respect to Σ and the second one the
antisymmetric part uo.
Throughout this proof, let us suppose that up to a subsequence yi > 0. Since (Xi)i ∈ Γk(u) \ Σ and the
operator La is locally uniformly elliptic on R
n+1 \ Σ we know that Dνu(Xi) = 0, for any |ν| < k and
there exists |ν0| = k such that Dν0u(Xi) 6= 0. Let us prove the main result by induction on k ≥ 2. If
k = N(Xi, u, 0
+) = 2, then for every j = 1, · · · , n we obtain from (23) that
∂xjf(xi, yi) = −∂xjg(xi, yi)y1−ai ,
−yai ∂yf(xi, yi) = (1− a)g(xi, yi) + yi∂yg(xi, yi),
where the maps X 7→ ∂xjf(X), X 7→ ∂yf(X), X 7→ ∂xjg(X) and X 7→ ∂yg(X) are all smooth in B1
thanks to Proposition 2.3. Passing through the limit as i→∞ we obtain
∂xjf(X0) = 0 and − ∂ayf(X0) = (1− a)g(X0).
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First, since ∂ayf is antisymmetric with respect toΣwe obtain that g(X0) = 0 and consequentlyN(X0, uo, 0
+) =
N(X0, g, 0
+)+1−a ≥ 2−a. Similarly, ifϕX0(f) is the tangentmap of f atX0, we obtain
∣∣∇X(ϕX0 (f))(X0)∣∣ =
0 and consequently that N(X0, f, 0
+) = N(0, ϕX0 , 0+) ≥ 2, as required.
Now, let us prove the inductive step k − 1 7→ k. Let us consider for j = 1, . . . , n the collection of sym-
metric La-harmonic functions vj = ∂xju and the antisymmetric L−a-harmonic function w = ∂
a
yu. Since
N(Xi, u, 0
+) = k, we obtain
N(Xi, vj , 0
+) = k − 1 for i = 1, . . . , n andN(Xi, w, 0+) = k − 1,
where we remark that since Xi 6∈ Σ it is the same to consider the order of vanishing of ∂yu or of the
covariant derivative w = ∂ayu.
By the inductive hypothesis, passing through the limit as i→∞ we obtain{
N(X0, vj,e, 0
+) ≥ k − 1
N(X0, vj,o, 0
+) + a ≥ k − 1 for j = 1, . . . , n and
{
N(X0, we, 0
+) ≥ k − 1
N(X0, wo, 0
+)− a ≥ k − 1 .
Hence, comparing this result with the notations in (23), since vj = ∂xjf and w = (1 − a)g on Σ, we
obtain{
N(X0, ∂xjf, 0
+) ≥ k − 1
N(X0, ∂xjg, 0
+) + a ≥ k − 1 for j = 1, . . . , n and
{
N(X0, g, 0
+) ≥ k − 1
N(X0, ∂
a
yf, 0
+)− a ≥ k − 1 ,
which directly imply thatN(X0, ue, 0
+) ≥ k andN(X0, uo, 0+) ≥ k − a, as required. 
Lemma 5.20. Let u be an La-harmonic function in B1 and R(u) the set
R(u) =
{
X0 ∈ Γ(u)
∣∣∣∣ N(X0, u, 0+) = 1 if X0 6∈ ΣN(X0, ue, 0+) = 1 or N(X0, uo, 0+) = 1− a if X0 ∈ Σ
}
=
{
X0 ∈ Γ(u)
∣∣∣∣ N(X0, u, 0+) = 1 if X0 6∈ ΣN(0,ΦX0 , 0+) = (1, 1− a) if X0 ∈ Σ
}
,
is relatively open in Γ(u), while for k ≥ min{2, 2 − a} the set Γk(u) is Fσ , i.e. it is a union of countably
many closed sets.
Proof. Thefirst part of the Lemma is a direct consequence of the upper semi-continuity ofX 7→ N(X,u, r)
restricted to Σ and to Rn+1 \Σ and of the Proposition 5.19. Hence, let us focus our attention on the case
Γk(u), with k ≥ min{2, 2− a}. For j ∈ N, let us define with Ej the set of points of Σ such that
Ej =
{
X0 ∈ Γk(u) ∩Σ ∩B1−1/j :
1
j
ρk ≤ sup
|X−X0|=ρ
|u(X)| < jρk, 0 < ρ < 1− |X0|
}
.
By Lemma 5.4 and Lemma 5.5 we have that
Γk(u) ∩ Σ =
∞⋃
j=1
Ej .
The result follows immediately once we prove that Ej is a collection of closed sets. GivenX0 ∈ Ej , since
it satisfies
1
j
ρk ≤ sup
|X−X0|=ρ
|u(X)| < jρk,
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we need only to show that X0 ∈ Γk(u) ∩ Σ, i.e. N(X0, u, 0+) = k. Since X 7→ N(X,u, 0+) is upper
semi-continuous on Σ, we readily haveN(X0, u, 0
+) ≥ k. On the other hand, if N(X0, u, 0+) = k′ > k,
we would have
|u(X)| ≤ C |X −X0|k
′
in B1−|X0|(X0),
which contradicts Lemma 5.4 and implies that X0 ∈ Ej . 
6. Hausdorff dimension estimates for the nodal set
In this Section we prove different estimates on the Hausdorff dimension of the sets Γ(u) and Γ(u)∩Σ.
In the latter, we improve our analysis taking care of the regular and singular part of the restricted nodal
set Γ(u) ∩ Σ. To start with, given a ∈ (−1, 1) and u be an La-harmonic function in B1, let us split the
nodal set Γ(u) in its regular part
(24) R(u) =
{
X0 ∈ Γ(u)
∣∣∣∣ N(X0, u, 0+) = 1 if X0 6∈ ΣN(X0, ue, 0+) = 1 or N(X0, uo, 0+) = 1− a if X0 ∈ Σ
}
,
and its singular part
(25) S(u) =
{
X0 ∈ Γ(u)
∣∣∣∣ N(X0, u, 0+) ≥ 2 if X0 6∈ ΣN(X0, ue, 0+) ≥ 2 andN(X0, uo, 0+) ≥ 2− a if X0 ∈ Σ
}
.
The main idea is to apply a version of the Federer’s Reduction Principle as stated in [41, Appendix A].
More precisely, given a class F of functions invariant under rescaling and translation and a map S which
associates to each function a subset of Rn, by the Reduction principle we can establish conditions on F
and S which imply that to control the Hausdorff dimension of S(u) for every u ∈ F , we just need to
control the Hausdorff dimension of S(u) for elements which are homogeneous of some degree.
Theorem 6.1 (Federer’s Reduction Principle). Let F ⊆ L∞loc (Rn+1) and define, for any given u ∈ F ,
X0 ∈ Rn+1 and r > 0, the rescaled and translated function
uX0,r := u(X0 + r ·).
We say that un → u in F if and only if un → u uniformly on every compact set of Rn+1. Moreover, let us
assume that F satisfies the following conditions:
(F1) (Closure under rescaling, translation and normalization) Given any |X0| ≤ 1 − r, 0 < r, ρ > 0
and u ∈ F , we have that ρ uX0,r ∈ F .
(F2) (Existence of a homogeneous blow- up) Given |X0| < 1, rk ց 0 and u ∈ F , there exists a sequence
ρk ∈ (0,∞), a real number α ≥ 0 and a function u ∈ F α-homogenous such that, if we define
uk(x) = u(X0 + rkx)/ρk then ,up to a subsequence, we have
uk → u in F .
(F3) (Singular Set hypotheses) There exists a map S : F → C, where
C := {A ⊂ Rn+1 : A ∩B1(0) is relatively closed in B1(0)}
such that
(1) Given |X0| ≤ 1− r, 0 < r < 1 and ρ > 0, there holds
S(ρ uX0,r) =
(S(u))
X0,r
:=
S(u)−X0
r
.
36 Y. SIRE, S. TERRACINI, AND G. TORTONE
(2) Given |X0| < 1, rk ց 0 and u, u ∈ F such that there exists ρk > 0 satisfying uk :=
ρkuX0,rk → u in F , the following property holds:
∀ε > 0, ∃k = k(ε) > 0 such that for every k ≤ k(ε)
S(uk) ∩B1(0) ⊆ {x ∈ Rn+1 : dist(x,S(u)) < ε}.
Then, if we define
(26)
d := max
{
dim V : V is a vector subspace of Rn+1 and there exists u ∈ F and α ≥ 0
such that S(u) 6= ∅ and uy,r = rαu, ∀y ∈ V, r > 0
}
,
either S(u) ∩B1(0) = ∅ for every u ∈ F or else dimH
(S(u) ∩B1(0)) ≤ d for every u ∈ F . Furthermore
in the latter case there exists a function ϕ ∈ F , a d-dimensional subspace V ⊆ Rn+1 and a real number
α ≥ 0 such that
ϕY,r = r
αϕ for all Y ∈ V, r > 0 and S(ϕ) ∩B1(0) = V ∩B1(0)
At last if d = 0 then S(u) ∩Bρ(0) is a fine set for each u ∈ F and 0 < ρ < 1.
We will apply this general result due to Federer in order to deive some estimates on the Hausdorff
dimension of the nodal set Γ(u) and on its restriction Γ(u) ∩ Σ. In the second case, we improve our
analysis introducing its regular and singular part on Σ.
Theorem 6.2. Let a ∈ (−1, 1) and u be an La-harmonic function in B1. Then dimH(Γ(u)) ≤ n.
Proof. A preliminary remark is that we only need to prove the Hausdorff dimensional estimates for the
localization of the sets in K ⊂⊂ B1, since the general statement follows because a countable union of
sets with Hausdorff dimension less than or equal to some n ∈ R+0 also has Hausdorff dimension less than
or equal to n. Let us consider the class of functions F defined as
F =
{
u ∈ L∞loc (Rn+1) \ {0} : Lau = 0 in Br(X0), for some r ∈ R, X0 ∈ Rn+1 with Br(X0) ⊂ B1
}
.
By the linearity of the La operator, we already know that the closure under rescaling, translation and
normalization and assumption (F1) are all satisfied.
On the other hand, let |X0| < 1, rk ↓ 0+ and u ∈ F , and choose ρk = ‖u(X0 + rk · x)‖L2,a(∂B1).
Theorem 4.1 and Proposition 4.6 yield the existence of a blow-up limit ϕX0 ∈ F , i.e. normalized tangent
map of u at X0, such that, up to a subsequence, uk → ϕX0 in F and ϕX0 is a homogeneous function of
degree k = N(X0, u, 0+) ≥ min{1, 1− a}. Hence also (F2) holds.
Now, let us consider S : u 7→ Γ(u). By the continuity of u, we already know that the set Γ(u) ∩ B1
is obviously closed in B1 and it is quite straightforward to check that the two hypotheses in (F3) are
satisfied.
Hence, in order to conclude the analysis, the only thing left to prove is that the integer d in (26) is equal
to n. Suppose by contradiction that d = n + 1, then this would imply the existence of ϕ ∈ F with
S(ϕ) = Rn+1 i.e., ϕ ≡ 0 on Rn+1, which contradicts the fact the fact the Γ(ϕ) has empty interior.
Actually, taking V = Rn−1 × {0} × R and ϕ(X) = 〈X, en〉, we obtain the claimed estimate on d. 
Next we prove a different stratification result for the set Γ(u) ∩ Σ, which will enlighten the different
structure of the nodal set in comparison with the uniformly elliptic case. In particular, with this analysis
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we want to point out how the different classes of blow-up influence the stratification on the characteristic
manifold Σ. Obviously, by Proposition 5.10 we already know that
Γ(u) ∩ Σ = Γ(ue) ∩ Σ,
and it is either equal to Σ or with empty interior in Σ. Inspired by this fact, since we are dealing with
the restriction of the nodal set on the characteristic manifold Σ, we will concentrate our attention on the
trace of u on Σ, which is actually equal to the trace of ue itself.
Theorem 6.3. Let a ∈ (−1, 1) and u be an La-harmonic function in B1. If Γ(u) ∩Σ 6= Σ, then, under the
previous notations, we have dimH(Γ(u) ∩ Σ) ≤ n− 1 and more precisely
dimH(R(u) ∩ Σ) = n− 1 and dimH(S(u) ∩Σ) ≤ n− 1.
Proof. Let us consider the class of functions F defined as
F =
{
u ∈ L∞loc (Rn+1) \ {0}
∣∣∣∣∣ Lau = 0 in Br(X0), for some r ∈ R, X0 ∈ Rn+1u symmetric with respect to Σ
}
.
Since the functions inF are symmetricwith respect toΣ and nontrivial, the conditionΓ(u)∩Br(X0)∩Σ 6=
Σ is always satisfied.
As before, we already know that the closure under rescaling, translation and normalization and assump-
tion (F1) and (F2) are all satisfied. Moreover, by (24) and (25) we obtain
R(u) ∩ Σ = {X0 ∈ Γ(u) ∩ Σ: N(X0, u, 0+) = 1},
S(u) ∩ Σ =
⋃
k≥2
Γk(u) ∩ Σ =
⋃
k≥2
{
X0 ∈ Γ(u) ∩Σ: N(X0, u, 0+) = k
}
since we are dealing with functions in the class F .
Now, we choose the map S in (F3) according to our needs.
1. Dimensional estimate of Γ(u) ∩Σ
First, let us consider S : u 7→ Γ(u)∩Σ. By the continuity of u, we already know that the set Γ(u)∩Σ∩B1
is obviously closed in B1 and it is quite straightforward to check the two hypothesis in (F3). Therefore,
in order to conclude the analysis of Γ(u) ∩ Σ, the only thing left to prove is that the integer d in (26) is
equal to n− 1.
Suppose by contradiction that d = n, this would implies the existence of ϕ ∈ F such that S(ϕ) = Rn i.e.,
ϕ ≡ 0 on Σ. Since ϕ solves 
Laϕ = 0 in R
n+1
ϕ = 0 on Σ
∂ayϕ = 0 on Σ,
it implies that ϕ ≡ 0 on the whole Rn+1, which contradicts the fact the 0 6∈ F . Actually, by taking
V = Rn−1 × (0, 0) ⊂ Σ and ϕ(X) = 〈X, en〉, we obtain the claimed estimate on d.
2. Dimensional estimate of R(u) ∩Σ
Let us consider S : u 7→ R(u) ∩ Σ. Since we are dealing just with symmetric function with respect to Σ,
by Lemma 4.7 we obtain that necessary N(X0, u, 0
+) = 1 for every X0 ∈ R(u). By the inclusion, we
already know that
dimH(R(u) ∩ Σ ∩B1) ≤ n− 1.
Finally, we can apply the Reduction principle since (F3) is completely satisfied. More precisely, forX0 ∈
Σ ∩ B1, ρ > 0 and t > 0 if X ∈ R(ρuX0,t) ∩ Σ then obviously X0 + tX ∈ R(u) ∩ Σ, i.e. N(X0 +
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tX, u, 0+) = 1. Secondly, given ui, u ∈ F as in (F3), suppose by contradiction that there exists a sequence
Xi ∈ Σ ∩B1 and ε > 0 such that
N(Xi, ui, 0
+) = 1
and dist(Xi,S(u)) ≥ ε. Since, up to a subsequence, Xi → X , by the upper semi-continuity of the
Almgren frequency formula, we already know that N(X,u, 0+) ≥ 1. Moreover, up to a subsequence,
Xi → X ∈ Γ(u) ∩ Σ ∩B1 by the L∞loc convergence of ui → u. The contradiction follows from the same
argument of the proof of the second case of Theorem 6.2.
More precisely, since Γ(u) ∩ Σ is a conical set, i.e. for every λ > 0 and X ∈ Γ(u) ∈ Σ we have
λX ∈ Γ(u) ∩ Σ, we deduce that if we can prove X ∈ R(u) ∩ B1 ∩ Σ we provide a contradiction, more
precisely we obtain dist(X,S(u)∩B1) = 0. Since there exists Ω ⊂⊂ B1 \Σ such that (X0+riXi)i ⊂ Ω,
if we consider
R1 = min
p∈Ω
dist(p, ∂B1),
C = sup
p∈Ω
N(p, u,R1),
we easily obtain from Corollary 3.2 that for p ∈ Ω ∩R(u) and r < R1 we have
N(p, u, r) ≤ N(p, u,R1)
(
R1
r
)n+a−1+2C
≤ C 1
rn+a−1+2C
.
In particular, from the previous inequality we obtain that there exists R = R(n, a,X0, ε) > 0 sufficiently
small, such that for r < R we have
1 ≤ N(Xi, ui, r) ≤ 1 + 1
4
.
Since limiN(Xi, ui, r) = N(X,u, r) for sufficiently small r, we directly obtain from Lemma 4.7 that
N(X,u, 0+) = 1, as we claimed.
As before, let us suppose now that there exist ϕ ∈ F and a d-dimensional subspace V ⊂ Rn+1, with
d ≤ n− 1, and k ≥ 0 such that
ϕY,r = r
kϕ for all Y ∈ V, r > 0 and R(ϕ) ∩ Σ ∩B1 = V ∩B1
Since ϕ ∈ sBak(Rn+1) is homogenous of degree k with respect to any Y ∈ V = R(ϕ) ∩ Σ, namely
N(Y, ϕ, 0+) = k, we obtain that necessary k = 1 and that R(ϕ) ∩ Σ is d-dimensional. Since every
homogenous La-harmonic function of order k = 1 is one dimensional, i.e. there exists ν ∈ Sn−1 and
C > 0 such that either
ϕ(X) = C〈X, (ν, 0)〉, for every X = (x, y) ∈ Rn+1,
we obtain thatR(ϕ) ∩ Σ must be (n− 1)-dimensional, and consequently that
dimH(R(u) ∩ Σ ∩B1) = n− 1.
3. Dimensional estimate of S(u) ∩Σ
Let us focus on the singular strata
S(u) ∩ Σ =
⋃
k≥2
{
X0 ∈ Γ(u) ∩ Σ: N(X0, u, 0+) = k
}
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Hence, given S : u 7→ S(u), the map satisfies (F3), since for X0 ∈ Σ ∩ B1, ρ > 0 and t > 0, if X ∈
S(ρuX0,t) we obtain
N(X, ρuX0,t, 0
+) = k ←→ N(X0 + tX, u, 0+) = k,
which is equivalent to X0 + tX ∈ Γk(u) ⊂ S(u). Now, given ui = ρiuX0,ri , u ∈ F as in (F3), suppose
by contradiction that there exists a sequenceXi ∈ B1 and ε > 0 such that, up to a subsequence,Xi → X
and
(27) N(Xi, ui, 0
+) = k
and dist(Xi,S(u)) ≥ ε. By the upper semi-continuity of the Almgren frequency formula, we already
know thatN(X,u, 0+) ≥ k. SinceXi ∈ Γk(ui), there exists Ω ⊂⊂ B1 \Σ such that (X0 + riXi)i ⊂ Ω,
if we consider
R1 = min
p∈Ω
dist(p, ∂B1),
C = sup
p∈Ω
N(p, u,R1),
we easily obtain from Corollary 3.2 that for p ∈ Ω ∩ Γk(u) and r < R1 we have
N(p, u, r) ≤ N(p, u,R1)
(
R1
r
)n+a−1+2C
≤ C 1
rn+a−1+2C
.
In particular, from the previous inequality we obtain that there exists R = R(n, a,X0, ε) > 0 sufficiently
small, such that for r < R we have
k ≤ N(Xi, ui, r) ≤ k + 1
4
.
Since limiN(Xi, ui, r) = N(X,u, r) for sufficiently small r, we directly obtain from Lemma 4.7 that
N(X,u, 0+) = k, as we claimed.
Since S(u) ∩ Σ ⊆ Γ(u) ∩ Σ, we already know that
dimH(S(u) ∩ Σ ∩B1) ≤ n− 1,
which is actually the optimal bound even for the singular set. Indeed, since there exists ϕ ∈ F , a (n− 1)-
dimensional subspace V ⊂ Σ and k ≥ 0 such that
ϕY,r = r
kϕ for all Y ∈ V, r > 0 and S(ϕ) ∩Σ ∩B1 = V ∩B1.
In particular, for every k ≥ 2, n ≥ 1 it can be seen by taking V = Rn−1 × {0, 0} and
ϕ(X) =
(−1) k2 Γ
(
1
2
+
a
2
)
2kΓ
(
1 +
k
2
)
Γ
(
1
2
+
a
2
+
k
2
) 2F1(−k
2
,−k
2
− a
2
+
1
2
,
1
2
,−〈X, en〉
2
〈X, ey〉2
)
〈X, ey〉k,
as it was previously proved in Section 4. 
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7. Regularity of the Regular and Singular strata
In this Section we show some results about the regularity of the regular and singular strata of the nodal
set Γ(u). As in Section 6, we will consider first the stratification in Rn+1 of the whole nodal set Γ(u),
while in the second case we will focus the attention on the restriction Γ(u) ∩ Σ of the nodal set on the
characteristic manifold.
The main idea of this stratification is to classify the nodal points and then to stratify the nodal set by the
spines of the normalized tangent maps, i.e. the largest vector space that leaves the tangent map invariant.
Indeed, we will introduce the subset Γjk(u) as the set of points at which every tangent map has at most j
independent directions of translation invariance in order to correlate the nodal set of uwith the dimension
of the set where the tangent map ϕX0 vanishes with the same order of u.
Moreover, by Theorem 6.2 we already know that Γjk(u) is well defined for j ≤ n− 1.
More precisely, if k ≥ min{2, 2− a} given
Γk(u) =
{
X0 ∈ Γ(u) : N(X0, u, 0+) = k
}
for each j = 0, . . . , n− 1 let us define
Γjk(u) =
{
X0 ∈ Γk(u) : dimΓk(ϕX0 ) = j
}
,
where ϕX0 is the unique normalized tangent limit of u atX0. Obviously, since the uniformly elliptic case
is well studied, we focus on the structure of the nodal set Γ(u) near Σ.
Before to continue our analysis, let us prove that the concept of dimension in well defined.
Lemma7.1. Given a ∈ (−1, 1), for everyϕ ∈ Bak(Rn+1), the singular setΓk(ϕ) of order k ≥ min{2, 2−a}
is the largest vector subspace on Σ which leaves ϕ and N(·, ϕ, 0+) invariant, i.e.
Γk(ϕ) =
{
Z ∈ Rn+1 : ϕ(X + Z) = ϕ(X) for every X ∈ Rn+1} .
Proof. We can restrict our proof to the case ϕ ∈ sBak(Rn+1) for k ≥ 2, since by Corollary 4.17 we can
easily extend the analysis to the antisymmetric case. Thus, we already know by Corollary 5.8 that since
ϕ ∈ sBak(Rn+1) we have
Γk(ϕ) =
{
X ∈ Rn+1 : Dνϕ(X) = 0 for any |ν| ≤ k − 1} .
Obviously 0 ∈ Γk(ϕ) by the homogeneity of ϕ and we claim that for every Z ∈ Γk(ϕ)
ϕ(X) = ϕ(X + Z), for all X ∈ Rn+1,
in other words Γk(ϕ) leaves the map ϕ invariant. Hence, let Z ∈ Γk(ϕ), i.e.
(28) Dνϕ(Z) = 0 for any |ν| ≤ k − 1
and write the homogenous polynomial ϕ ∈ C∞ as
ϕ(X) =
∑
|ν|=k
aνX
ν ,
where Xν = xν11 · xν22 · · · yνn+1 and aν ∈ R. By (28) we directly obtain that
ϕ(X) =
∑
|ν|=k
aν(X − Z)ν ,
ON THE NODAL SET OF SOLUTIONS TO DEGENERATE-SINGULAR ELLIPTIC EQUATIONS 41
which implies the claimed invariance. Since ϕ is k-homogenous, for every λ > 0 and X ∈ Rn+1
ϕ(X) = ϕ(X − Z)
= (λ+ 1)kϕ
(
X − Z
λ+ 1
)
= (λ+ 1)kϕ
(
Z +
X − Z
λ+ 1
)
= ϕ(X + λZ),
therefore, we obtain Dνϕ(λZ) = 0 for any |ν| ≤ k − 1, i.e. λZ ∈ Γk(ϕ).
Similarly, noticing that for any Z,W ∈ Γk(ϕ) we have ϕ(Z +W +X) = ϕ(W +X) = ϕ(X) for any
X ∈ Rn+1, we obtain Z +W ∈ Γk(ϕ). 
Definition 7.2. Let a ∈ (−1, 1) and u be an La-harmonic function in B1. We call dX0 the dimension of
Γk(u) at X0 ∈ Γk(u) as
dX0 = dimΓk(ϕ
X0)
= dim
{
ξ ∈ Rn+1 : 〈ξ,∇XϕX0(X)〉 = 0 for allX ∈ Rn+1
}
.
Following the previous notations we obtain Γjk(u) = {X0 ∈ Γk(u) : dX0 = j}.
Hence, given a ∈ (−1, 1) and u be an La-harmonic function in B1. Then, let us split the nodal set
Γ(u) in its regular part
R(u) =
{
X0 ∈ Γ(u)
∣∣∣∣ N(X0, u, 0+) = 1 if X0 6∈ ΣN(X0, ue, 0+) = 1 or N(X0, uo, 0+) = 1− a if X0 ∈ Σ
}
,
and its singular part
S(u) =
{
X0 ∈ Γ(u)
∣∣∣∣ N(X0, u, 0+) ≥ 2 if X0 6∈ ΣN(X0, ue, 0+) ≥ 2 andN(X0, uo, 0+) ≥ 2− a if X0 ∈ Σ
}
.
As we previously remarked, the regular setR(u) is well defined in such a way, for every X0 ∈ Γ(u) ∩ Σ
such thatN(X0, ue, 0
+) = 1 or N(X0, uo, 0
+) = 1− a must exist a sequence of point (Xi)i ∈ Γ(u) \Σ
such that N(Xi, u, 0
+) = 1 and Xi → X0. The following result gives a generalization in the context of
degenerate-singular operator of the concept of regular hypersurface as the set of points where the function
vanishes away from its critical set.
Theorem 7.3. Let a ∈ (−1, 1), a 6= 0 and u be an La-harmonic function in B1. Then the regular setR(u)
is locally a Ck,r hypersurface on Rn+1 in the variable (x, y |y|−a) with
k =
⌊
2
1− a
⌋
and r =
2
1− a −
⌊
2
1− a
⌋
.
Moreover, we have that
(29) R(u) =
{
X ∈ Γ(u) : |∇xu(X)|2 +
∣∣∂ayu(X)∣∣2 6= 0} .
Proof. Let us start by proving the characterization of the regular set in terms of the derivatives of the
La-harmonic function u. By (4), there exist u
a
e ∈ H1,a(B1), u2−ae ∈ H1,2−a(B1) respectively La and
L2−a-harmonic function in B1, symmetric with respect to Σ, such that
u(X) = uae(X) + u
2−a
e (X)y |y|−a in B1.
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For every i = 1, . . . , h, differentiating the previous equality, we obtain
∂xiu(X) = ∂xiu
a
e(X) +
(
∂xiu
2−a
e (X)
)
y |y|−a(30)
∂ayu(X) =
(
(1− a)u2−ae (X) + y∂yu2−ae
)
+ ∂ayu
a
e ,(31)
where we split the two functions as sum of their symmetric and antisymmetric part. If X0 ∈ R(u) \ Σ
the condition in (29) is obviously satisfied by the local uniformly elliptic regularity outside Σ. Instead, if
X0 ∈ R(u) ∩Σ, if N(X0, ue, 0+) = 1 it follows
ue(X) = ϕ
X0
e (ν
X0)〈X −X0, νX0〉+ o(|X −X0|),
for some νX0 ∈ Sn−1 = Sn ∩ Σ, and by Theorem 5.6 and (30) we obtain
∂xiu(X0) = ∂xiue(X0) = ϕ
X0
e (ν
X0 )〈ei, νX0〉,
and by the nondegeneracy of the blow-up limit |∇u(X0)| = ϕX0e (νX0) 6= 0 (for further details, we
remaind to the proof of Theorem 7.6). Similarly, taking care of the antisymmetric part, ifN(X0, uo, 0
+) =
1− a we obtain
uo(X) = ϕ
X0
o (ey)y |y|−a + o(|X −X0|1−a),
and consequently ∂ayu(X0) = ∂
a
yuo(X0) = (1 − a)ϕX0o (ey) 6= 0, as we claimed.
Now, let us consider the other part of the Theorem and let us study the regularity of the regular part
R(u). Since the implicit function theorem implies that the nodal set of a smooth function is a smooth
hypersurface away from the critical nodal set, we decide to introduce a suitable change of variable.
More precisely, let us introduce the change of variable Φ: Rn+1 → Rn+1 such that
Φ: (x, z) 7→
(
x, (1 − a)z |z| a1−a
)
,
Φ−1 : (x, y) 7→
(
x,
y |y|−a
(1− a)1−a
)
,
with Jacobian |JΦ−1(x, y)| = (1− a)a |y|−a and Φ(X0) = X0, for everyX0 ∈ Σ. By (4) and This change
of variable is well known in the literature since it allows to correlate our class of degenerate-singular
operator with the class of Baouendi-Grushin Operators (see also [25]). In particular, since a ∈ (−1, 1),
we obtain by simple computations that Φ ∈ Ck′,r′(Rn+1,Rn+1), with
k′ =
⌊
1
1− a
⌋
and r′ =
1
1− a −
⌊
1
1− a
⌋
.
The previous quantity are well defined since (1− a)−1 > 1/2, for every a ∈ (−1, 1) and it blows up as a
approaches 1−.
Now, given v(x, z) = u(Φ(x, z)), we obtain Γ(u) = Φ(Γ(v)) and by (4), (30) and (31)
v(x, z) = uae(Φ(x, z)) + u
2−a
e (Φ(x, z))z
∂xiv(x, z) = (∂xiu)(Φ(x, z)), for every i = 1, . . . , h
∂zv(x, z) = (∂
a
yu)(Φ(x, z)),
so in particular |∇v(x, z)|2 = (|∇xu|2 +
∣∣∂ayu∣∣2)(Φ(x, z)). By (4) and Proposition 2.3 we obtain that
given and La-harmonic function u in B1, since u
a
e(Φ(x, z)), u
2−a
e (Φ(x, z)) ∈ Ck
′,r′(B1/2) we obtain
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that v ∈ Ck′,r′(B1/2). Moreover, as we remarked in Section 4, since our change of variables Φ acts only
in the y-direction, we obtain from Proposition 2.3 and Theorem 5.6 that actually v ∈ Ck,r(B1/2) with
k =
⌊
2
1− a
⌋
≥ 1 and r = 2
1− a −
⌊
2
1− a
⌋
.
Now, by the first part of the statement, since X0 ∈ R(u) ∩ Σ we obtain by Corollary 5.17
|∇v(X0)|2 = |∇xu(X0)|2 +
∣∣∂ayu(X0)∣∣2 = ϕX0e (νX0 )2 + (1− a)2ϕX0o (ey)2 6= 0,
where ϕX0e and ϕ
X0
o are respectively the tangent map of the symmetric and the antisymmetric part of u
with respect to Σ. Since the conclusion follows after an application of the implicit function theorem on
the function v and the relation Γ(u) = Φ(Γ(v)), let us consider three different cases:
(1) N(X0, ue, 0
+) = 1 andN(X0, uo, 0
+) > 1−a, which implies that ∂zv(X0) = 0 and∇xv(X0) =
ϕX0(νX0 )νX0 . In this case, up to relabeling the x-variables, by the implicit function theorem we
obtain that there exists ρ > 0 and g ∈ Ck,r(Bρ(X0)) such that x1 = g(x) = g(x2, . . . , xn, z) for
every (x, z) ∈ Γ(v) ∩Bρ(X0). Going back to the (x, y) variables, we obtain
x1 = g(x2, . . . , xn, y |y|−a) for every X ∈ Γ(u) ∩Bρ/2(X0);
(2) N(X0, ue, 0
+) > 1 and N(X0, uo, 0
+) = 1 − a, in this case since ∂xiv(X0) = 0 for all i =
1, . . . , n and ∂zv(X0) 6= 0 we obtain that there exists ρ > 0 and g ∈ Ck,r(Bρ(X0)) such that
z = g(x) = g(x1, . . . , xn) for every (x, z) ∈ Γ(v) ∩Bρ(X0). Going back to the (x, y) variables,
we obtain
y |y|−a = g(x) for every X ∈ Γ(u) ∩Bρ/2(X0);
(3) N(X0, ue, 0
+) = 1 andN(X0, uo, 0
+) = 1− a, we obtain that if a < 0, by applying the implicit
function theorem with respect to the x-variables as in case (1), we obtain, up to a rotation on Σ,
that
x1 = g(x2, . . . , xn, y |y|−a) for every X ∈ Γ(u) ∩Bρ/2(X0);
where in this case y |y|−a ∈ C1,−aloc (B1). Otherwise, if a > 0 by applying the implicit function
theorem on the z-variable as in (2), we obtain
y |y|−a = g(x) for every X ∈ Γ(u) ∩Bρ/2(X0),
where in the both cases g ∈ Ck,r(Bρ(X0)).
We remark that the previous records can be changed considering the cases when the minimum between
the Almgren frequency of the symmetric and the antisymmetric part of u is achieved by the first or the
second one.
Thus, up to considering a smaller radius on the previous cases, the results onR(u) are a direct consequence
of the local ones on Γ(u) near X0, since the regular set is relatively open in Γ(u) and hence there exists
ρ > 0 such that Γ(u) ∩Bρ(X0) = R(u) ∩Bρ(X0). 
The previous result explains why the tangent map at a point of the restriction of the nodal set Γ(u)∩Σ
does not allow to fully understand the geometric picture of the nodal set itself, since we need to take care
of both the symmetric and antisymmetric part of u.
Furthermore, we can describe the local behaviour of the regular setR(u) near the characteristic manifold
by using the tangent field ΦX0 , which contains all the geometric information of the regular set. More
precisely, as a direct consequence of the previous reports we obtain
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Corollary 7.4. Let a ∈ (−1, 1) and u be an La-harmonic function inB1. Then the regular partR(u) of the
nodal set intersects the characteristic manifold Σ either orthogonally or tangentially. More precisely, given
X0 ∈ R(u) ∩Σ
• if N(X0, u, 0+) = 1 the direction is orthogonal,
• if N(X0, u, 0+) = 1− a the direction is tangential.
Moreover, independently on a ∈ (−1, 1) and on the value of N(0,ΦX0 , 0+), the restriction on Σ ofR(u) is
completely described by ϕX0e .
Instead, since the structure of the singular set is well known outside of the characteristic manifold Σ,
we decided to postpone our analysis and to concentrate our attention to the intersection of the nodal set
on Σ.
Hence, in this last part, we extend the previous analysis focusing on the restriction of the regular and
singular set on the characteristic manifold. First, since Lemma 7.1 relies on the homogeneity and the
regularity of the homogenous polynomial ϕ ∈ sBak(Rn+1), we can reasonably introduce the concept of
dimension restricted to Σ.
Definition 7.5. Given a ∈ (−1, 1), let u be an La-harmonic function in B1. We call dX0Σ the dimension
of Γk(u) ∩ Σ at X0 ∈ Γk(u) ∩ Σ as
dX0Σ = dimΓk(ϕ
X0 ) ∩ Σ
= dim
{
ξ ∈ Σ: 〈ξ,∇xϕX0(x, 0)〉 = 0 for all x ∈ Σ
}
.
Following the previous notations, we define Γjk(u) ∩ Σ = {X0 ∈ Γk(u) ∩ Σ: dX0Σ = j}.
In the previous Section, we split the restriction on the nodal set on Σ into its regular part
R(u) ∩ Σ = {X ∈ Γ(u) ∩ Σ: N(X,ue, 0+) = 1},
and its singular part
S(u) ∩Σ = {X ∈ Γ(u) ∩ Σ: N(X,ue, 0+) ≥ 2} =
⋃
k≥2
Γk(u) ∩ Σ.
Theorem 7.6. Let a ∈ (−1, 1) and u be an La-harmonic function in B1. Then the regular set R(u) on Σ
is locally a smooth hypersurface on Σ and
R(u) ∩Σ = {X ∈ Γ(u) ∩ Σ: |∇xue(X)| 6= 0} .
Proof. By Proposition 5.10 we already know that
Γ(u) ∩ Σ = Γ(ue) ∩ Σ,
and it is either equal to Σ or with empty interior in Σ. Inspired by this fact, we will concentrate our
attention on the trace of u on Σ, which is actually equal to the trace of ue itself. In order to simplify we
will just write u instead of ue assuming the symmetry with respect to Σ.
Suppose that Γ(ue) 6= Σ, by Theorem 5.6 and our blow-up classification, for every X0 ∈ R(u) ∩ Σ there
exists a linear map ϕX0 ∈ sBa1(Rn+1) such that
u(X) = ϕX0(X −X0) + o(|X −X0|) = ϕX0 (νX0)〈X −X0, νX0 〉+ o(|X −X0|)
for some νX0 ∈ Sn−1 = Sn ∩ Σ.
Moreover, by Theorem 5.12 we know that the map X0 7→ ϕX0(νX0 )νX0 is continuous. Passing through
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its trace on Σ, since ν ∈ Σ we obtain
u(x, 0) = ϕX0(ν)〈x − x0, ν〉+ o(|x− x0|).
Since by Proposition 2.3 the function u ∈ C∞(B1/2), we can use the tangent map in order to compute the
directional derivative of u, which will implies the nondegeneracy of the gradient on Σ of u at X0. More
precisely, for every ξ ∈ Sn−1
〈∇xu(X0), ξ〉 = d
dt
u(X0 + tξ)
∣∣∣∣
t=0
= lim
t→0
u(X0 + tξ)
t
= ϕX0(νX0)〈ξ, νX0 〉,
and hence∇xu(X0) = ϕX0(νX0 )νX0 which is nonzero by Theorem 5.5. Finally, by the implicit function
theorem we obtain the claimed result. 
Aswe alreadymentioned, since for k ≥ 2we have sBak(Rn+1)\B∗k(Rn+1) 6= ∅, we decide to introduce
the following singular sets
S∗(u) =
⋃
k≥2
Γ∗k(u) and Sa(u) =
⋃
k≥2
Γak(u),
where
Γ∗k(u) =
{
X0 ∈ Γk(u) ∩ Σ: ϕX0e ∈ sB∗k(Rn+1)
}
and Γak(u) = (Γk(u) ∩ Σ) \ Γ∗k(u).
The idea is to stratify the singular set taking care of both the dimension dX0Σ and the different classes of
tangent map associated with the sets Γ∗k(u) and Γ
a
k(u).
Theorem 7.7. Given a ∈ (−1, 1), let u be an La-harmonic function in B1. Then for k ∈ 2 + N and
j = 0, · · · , n− 1 the sets Γjk(u) ∩ Σ is contained in a countable union of j-dimensional C1 manifolds.
Proof. The proof of this result follows the strategy of [23, Theorem 1.3.8]. Since ϕX0 is a polynomial of
degree k on Σ, we can write the following
ϕX0 (x, 0) =
∑
|α|=k
aα(x0, 0)
α!
xα,
where the coefficients X 7→ aα(X) are continuous on Γk(u) ∩ Σ and, since u(X) = 0 on Γk(u),there
holds ∣∣ϕX0(X −X0)∣∣ ≤ σ (|X −X0|) |X −X0|k for every X,X0 ∈ K.
For any multi-index |α| ≤ k, let us introduce for anyX ∈ Γk(u) the collection
fα(X) =
{
aα(X) if |α| = k
0 if |α| < k .
Let us prove that the compatibility conditions for the Whitney’s extension theorem are fully satisfied in
order to guarantee the existence of a function F ∈ Ck(Rn+1) such that
∂αF = fα on Ej ,
for every α ≤ k. More precisely, following [51] our claim is that, for anyX0, X ∈ K , there holds
fα(X) =
∑
|β|≤k−|α|
fα+β(X0)
β!
(X −X0)β +Rα(X,X0),
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with
(32) |Rα(X,X0)| ≤ σα (|X −X0|) |X −X0|k−|α|
where σα = σ
K
α is a certain modulus of continuity.
If |α| = k, since Rα(X,X0) = aα(X) − aα(X0), we infer from the continuity of X 7→ ϕX on K that
|Rα(X,X0)| ≤ σα (|X −X0|). Instead, for 0 ≤ |α| < k we have
(33) Rα(X,X0) = −
∑
γ>α
|γ|=k
aγ(X0)
(γ − α)! (X −X0)
γ−α = −∂aϕX0(X −X0).
By contradiction, suppose that there is no modulus of continuity σα such that (32) is satisfied forX,X0 ∈
K . Then, must exist δ > 0 and two sequencesX i, X i0 ∈ K with ρi =
∣∣X i −X i0∣∣ց 0 such that∣∣∣∣∣∣∣∣
∑
γ>α
|γ|=k
aγ(X0)
(γ − α)! (X −X0)
γ−α
∣∣∣∣∣∣∣∣ ≥ δ
∣∣X i −X i0∣∣k−|α| .
Thus, consider the blow-up sequence associated with the sequences (X i0)i and (ρi)i given by
ui(X) =
u(X i0 + ρiX)
ρki
, ξi =
X i −X i0
ρi
,
where it is not restrictive to assume thatX i0 → X0 ∈ K and ξi → ξ0 ∈ ∂B1. By Theorem 5.12 we obtain
ui → ϕX0 ∈ Bak(Rn+1) uniformly on compact set and there exist a modulus of continuity such that∣∣∣ui(X)− ϕXi0 (X)∣∣∣ ≤ σ (ρi |X |) |X |k .
In particular, since X i0, X
i ∈ K = Ej , the inequalities (22) holds true for ui at 0 and ξi. Thus, passing to
the limit, we obtain that
1
j
ρk ≤ sup
|X−ξ0|=ρ
∣∣ϕX0(X)∣∣ < jρk,
for 0 < ρ < +∞, which implies that ξ0 ∈ Γk(ϕX0 ). Finally, since ∂αϕX0 (ξ0) = 0 for |α| < k, dividing
both the left and the right hand side of (33) by ρ
k−|α|
i and passing to the limit, we reach a contradiction
since we obtain
∣∣∂aϕX0(ξ0)∣∣ =
∣∣∣∣∣∣∣∣
∑
γ>α
|γ|=k
aγ(X0)
(γ − α)! (X −X0)
γ−α
∣∣∣∣∣∣∣∣ ≥ δ.
Finally, under the previous notations, let us consider X0 = (x0, 0) ∈ Γjk(u) ∩ Ei, where Ei is defined in
Lemma 5.20. Hence, by definition of dX0Σ , there exists n− dX0Σ linearly independent unit vectors (νi)i ⊂
Sn, such that
〈νi,∇XϕX0 〉 6= 0 on Σ,
where dX0Σ = j. Hence, there exist multi-indices αi or order |αi| = k − 1 such that
∂νiD
αiϕX0(0, 0) 6= 0.
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Since ϕX0 is a polynomial of degree k on Σ, we can write the following
ϕX0 (x, 0) =
∑
|α|=k
aα(x0, 0)
α!
xα,
where the coefficientsX 7→ aα(X) are continuous on Γk(u)∩Σ. Thus, the nondegeneracy condition on
ϕX0 implies
(34) ∂νiD
αiF (x0, 0) 6= 0, i = 1, · · · , n− dX0Σ .
Finally, since
Γjk(u) ∩ Σ ∩ Ei ⊂
n−j⋂
i=1
{DαiF = 0} ∩ Σ,
in view of the implicit function Theorem, the condition (34) implies that Γjk(u) ∩ Σ ∩ Ei is contained in
a j-dimensional manifold in a neighborhood of X0.
The results follows immediately from Lemma 5.20 
We remark that in this particular case of La-harmonic function symmetric with respect to Σ, since by
the definition of tangent map at a point of the nodal set we have
u(x, 0) =
∑
|α|=k
aα(x0, 0)
α!
xα + o(|x− x0|k)
and u ∈ C∞(B1/2) thanks to Proposition 2.3, we obtain that Dαu(x0, 0) = 0 for |α| = k − 1 and
Dαu(x0, 0) = aα(x0, 0) for |α| = k. Thus, the nondegeneracy condition on ϕX0 implies
(35) ∂νiD
αiu(x0, 0) 6= 0, i = 1, · · · , n− dX0Σ .
Hence, we can obtain conclusion just looking at the strata {Dαiu = 0}, with i = 1, . . . , n − j. Instead,
the previous proof is more general and it will be applied to a more general class of degenerate-singular
operators in Section 8.
The following is the main Theorem of this stratification analysis, in particular it allows to emphasize
the degenerate-singular attitude of the operator La near the characteristic manifold Σ by showing the
presence of a (n− 1)-dimensional singular stratum for a ∈ (−1, 1) with a 6= 0.
Theorem 7.8. Given a ∈ (−1, 1), let u be La-harmonic in B1. Then there holds
S(u) ∩ Σ = S∗(u) ∪ Sa(u)
where S∗(u) is contained in a countable union of (n− 2)-dimensional C1 manifolds and Sa(u) is contained
in a countable union of (n− 1)-dimensional C1 manifolds. Moreover
S∗(u) =
n−2⋃
j=0
S∗j (u) and Sa(u) =
n−1⋃
j=0
Saj (u),
where both S∗j (u) and Saj (u) are contained in a countable union of j-dimensional C1 manifolds.
Proof. The proof can be seen as an improvement of Proposition 7.7 since it consists on applying the previ-
ous strategy for the dimension and the regularity of the set Γjk(u) taking care on the case when the tangent
map belongs to sB∗k(R
n+1) or not. Indeed, this two cases influence the upper bound on the dimension
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dX0Σ and consequently the dimension of the singular strata.
Hence, let us set
S∗(u) =
n−2⋃
j=0
S∗j (u) =
n−2⋃
j=0
⋃
k≥2
{X ∈ Γ∗k(u) : dX0Σ = j},
Sa(u) =
n−1⋃
j=0
Saj (u) =
n−1⋃
j=0
⋃
k≥2
{X ∈ Γak(u) : dX0Σ = j}.
Since for every k ≥ 2 the functions ϕ ∈ sB∗k(Rn+1) are homogeneous polynomial harmonic in Σ, we
have that dim (S(ϕ) ∩ Σ) ≤ n− 2, and consequently dX0Σ ≤ n− 2 for every X0 ∈ Γ∗k(u).
Similarly, following Proposition 4.13 and the remarks in the proof of Theorem 6.3, since for every k ≥ 2
there exists ϕ ∈ sBak(Rn+1) \ sB∗k(Rn+1) such that dim (S(u) ∩ Σ) = n − 1 we obtain that, for X0 ∈
Γak(u), there holds d
X0
Σ ≤ n− 1.
Now, by applying the same argument in the proof of Proposition 7.7, if we set
S∗j (u) =
⋃
k≥2
{
X ∈ Γ∗k(u) : dX0Σ = j
}
for j = 0, · · · , n− 2
Saj (u) =
⋃
k≥2
{
X ∈ Γak(u) : dX0Σ = j
}
for j = 0, · · · , n− 1,
we obtain that S∗j (u) and Saj (u) are contained in j-dimensional C1 manifold. 
Furthermore, by Proposition 4.13 we obtain that for anyX0 ∈ San−1(u) the leading polynomial of u at
X0, i.e. the first term of the Taylor expansion of u at X0, is an homogenous polynomial of two variables
of the form (14) or (15), up to a rotation on Σ.
8. Fractional power of elliptic operator in divergence form
In this Section, we apply the previous analysis relating, via the extension technique, the study of the
restriction of the nodal set on the characteristic manifoldΣ to the local properties of solutions of fractional
power of elliptic differential equations in divergence form. We start by focusing on the case of the frac-
tional Laplacians (−∆)s and then we discuss the monotonicity formula and its consequences for solutions
of general fractional elliptic differential equations of the second order with Lipschitz leading coefficients.
Let s ∈ (0, 1) and u : B1 ⊂ Rn → R be a nontrivial s-harmonic function in B1, that is
(36) (−∆)su(x) = 0 in B1.
Here we define the s-Laplacian
(−∆)su(x) = C(n, s) P.V.
ˆ
Rn
u(x)− u(y)
|x− y|n+2s dy ,
where
(37) C(n, s) =
22ssΓ(n2 + s)
πn/2Γ(1− s) ∈
(
0, 4Γ
(n
2
+ 1
)]
.
In general, the s-Laplacian can be defined in various ways, which we review now. First, in order to better
understand these definitions, we introduce the spaces
H˜s(Rn) =
{
u ∈ L2(Rn) : |ξ|s (Fu)(ξ) ∈ L2(Rn)} ,
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where s ∈ (0, 1) and F denotes the Fourier transform. In the literature, the spaces H˜s(Rn) are called
Bessel spaces and in particular they can be equivalently defined as a Sobolev-Slobodeckij spaces. More
precisely, fixed Ω ⊆ Rn an open set, for every fractional exponent s ∈ (0, 1) we define Hs(Ω) as the set
of all functions u defined on Ω with a finite norm
‖u‖Hs(Ω) =
(ˆ
Ω
|u|2 dx+ C(n, s)
2
ˆ
Ω
ˆ
Ω
|u(x)− u(z)|2
|x− z|n+2s dxdz
)1/2
,
where the term
(38) [u]Hs(Ω) =
(
C(n, s)
2
ˆ
Ω
ˆ
Ω
|u(x)− u(z)|2
|x− z|n+2s dxdz
)1/2
is the so-called Gagliardo seminorm of u in Hs(Ω). It can be proved that H˜s(Rn) = Hs(Rn) and in
particular, for every u ∈ Hs(Rn) we obtain
[u]2Hs(Rn) =
ˆ
Rn
|ξ|2s |Fu(ξ)|2 dξ =
∥∥∥(−∆)s/2u∥∥∥2
L2(Rn)
.
Note that one can also define the fractional Laplacian acting on spaces of functions with weaker regularity.
More precisely, following [40], let S be the Schwartz space of rapidly decreasing smooth functions in Rn
and Ss(Rn) be the space of smooth function u such that (1+ |x|n+2s)Dkf(x) is bounded inRn, for every
k ≥ 0, endowed with the topology given by the family of seminorms
[f ]k = sup
x∈Rn
(
1 + |x|n+2s
)
Dkf(x).
Under these notations, the fractional Laplacian of f ∈ S is well defined in (−∆)sf ∈ Ss and, by duality,
this allows to define the fractional Laplacian for functions in the space
L1s(Rn) =
{
u ∈ L1loc(Rn) :
ˆ
Rn
|u(x)|
(1 + |x|)n+2s dx < +∞
}
= L1loc(R
n) ∩ S′s(Rn),
whereS′s(Rn) stands for the dual ofSs(Rn). We remark that necessary a function inL1s(Rn) needs to keep
an algebraic growth of power strictly smaller than 2s, in order to make the above expression meaningful,
as was pointed out in [5, 7, 40] and recently in [45].
In order to study the local behaviour of u, let us look at the extension technique popularized by Caffarelli
and Silvestre (see [10]), characterizing the fractional Laplacian in Rn as the Dirichlet-to-Neumann map
for a variable v depending on one more space dimension. Namely for every u ∈ Hs(Rn), let us consider
v ∈ H1,a(Rn+1+ ) satisfying
(39)
{
div(ya∇v) = 0 in Rn+1+ ,
v(x, 0) = u(x) in Σ .
with a = 1− 2s ∈ (−1, 1). Such an extension exists unique and is given by the formula
v(x, y) = γ(n, s)
ˆ
Rn
y2su(x)
(|x− η|2 + y2)n/2+s dη where γ(n, s)
−1 =:
ˆ
Rn
1
(|η|2 + 1)n/2+sdη ,
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where the nonlocal operator (−∆)s translates into the Dirichlet-to-Neumann opeartor type
(−∆)s : Hs(Rn)→ H−s(Rn), u 7−→ −C(n, s)
γ(n, s)
lim
y→0+
y1−2s∂yv(x, y),
withC(n, s) the normalization constant deeply studied in [45]. By [37], it is known that the spaceHs(Rn)
coincides with the trace on ∂Rn+1 of the weighted Sobolev space H1,a(Rn+1+ ) and in general
[u]2Hs(Rn) =
C(n, s)
γ(n, s)
ˆ
Rn+1
|y|1−2s |∇v|2 dX,
where v is the La-harmonic extension of u defined by (39). Since in the context of the extension problem
the equation (36) translates in the homogeneous Neumann condition
∂ayv(x, 0) = −
C(n, s)
γ(n, s)
lim
y→0+
y1−2s∂yv(x, y) = 0 on B1 ⊂ Σ.
Applying an even reflection throughΣ, we can study the structure of the nodal set of s-harmonic function
in Rn as the restriction of the nodal set Γ(v) on the characteristic manifold Σ of the solution
(40)

Lav = 0 in B
+
1
v(x,−y) = v(x, y) in B+1
v(x, 0) = u(x) in B1
where a = 1− 2s ∈ (−1, 1) and B+1 is the unitary (n+ 1)-dimensional ball in Rn+1.
Moreover, by [37] is it well known that the class of trace on B+1 ∩ Σ = B1 of function La-harmonic in
B+1 is equal to the spaceH
s(B1).
Through this Section wewill always identify as v theLa-harmonic extension of u inR
n+1 symmetric with
respect toΣ andwithBr(x0)
+ the ball inRn+1+ of radius r > 0 and centered in the pointX0 = (x0, 0) ∈ Σ
in the characteristic manifold associated with Σ.
The following results are a direct consequence of the ones obtained for purely symmetric La-harmonic
function. For this reason the proof of the majority of them is skipped when the result is obtained just
passing through the La-harmonic extension.
Proposition 8.1. Given s ∈ (0, 1), let u be s-harmonic in B1. Then, there for every x0 ∈ B1,
(41)
1
Rn
ˆ
BR(x0)
u2dx ≤ C(n, s)
(
R
r
)2N−1
1
rn
ˆ
Br(x0)
u2dx,
for 0 < r < R < 1− |x0| and N = N(X0, v, 1− |X0|), with v the La-harmonic extension of u.
Proof. Let v ∈ H1,a(B1) be the La-harmonic extension of u in Rn+1, symmetric with respect to Σ. The
idea of this proof is to “move” the doubling condition on Rn+1 to the characteristic manifold Σ. In [39]
the author used a similar strategy to prove a so called “bulk doubling property”.
In our case we improve the proof by using our blow up analysis developed in Section 4 and applying the
correct factor of scaling in order to pass from a doubling condition in the dimension n+ a+1 to the one
on Σ.
LetX0 ∈ B1∩Σ, and v theLa-harmonic extension symmetric with respect toΣ. Integrating the inequality
in Corollary 3.2, see (8), we obtain thatˆ
B+
R
(X0)
|y|a v2dX ≤
(
R
r
)2C+n+a ˆ
B+r (X0)
|y|a v2dX
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for every 0 < r < R < 1− |X0|, with N = N(X0, v, 1− |X0|). By the interpolation estimate in [39], we
obtain
1
Rn
ˆ
BR(X0)
u2dx ≤ C(n, a)
(
1
Rn+a+1
ˆ
B+
R
(X0)
|y|a v2dX + 1
Rn+a−1
ˆ
B+
R
(X0)
|y|a |∇v|2 dX
)
≤ C(n, a)
(
1
Rn+a+1
ˆ
B+
R
(X0)
|y|a v2dX + 1
Rn+a+1
ˆ
B+
2R
(X0)
|y|a v2dX
)
≤ C(n, a)22N+n+a+1 1
Rn+a
ˆ
B+
R
(X0)
|y|a v2dX
where in the second inequality we used the Caccioppoli estimate (5) and in the last one the doubling
condition. Since it yields the desired lower bound for the left hand side of the doubling condition on Σ,
we left to prove the upper bound. Let us prove by contradiction the existence of C > 0 and a radius
0 < r < R such that
(42)
ˆ
∂B+r (X0)
|y|a v2dX ≤ C(n, a)ra+1
ˆ
∂Br(X0)
u2dx for all 0 < r ≤ r,
which will finally implies (41) after a simple integration.
Hence, suppose there exists a sequence rk ց 0+ such that
(43) ‖v‖L2,a(∂B+rk (X0)) ≥ kr
β/2
k ‖u‖L2(∂Brk (X0)) ,
with β = a+ 1. Then let us consider the blow-up sequence of u centered at X0 associated with (rk)k
vk(X) =
v(X0 + rkX)
ρk
with ρ2k =
1
rn+ak
ˆ
∂B+rk (X0)
|y|a v2dX = H(X0, v, rk).
By definition we have ‖vk‖L2,a(∂B+1 ) = 1, and by Lemma 9.13 the sequence (vk)k is uniformly bounded
in H1,a(B+R ) and L
∞(BR), for every R > 0. In particular, by (43), we obtain
‖uk‖L2(∂B1) = ‖vk‖L2(∂B1) =
r
− n−12
k ‖v‖L2(∂Brk (X0))
r
− n+a2
k ‖v‖L2,a(∂B+rk (X0))
≤ k−1r
a+1−β
2
k = k
−1.
Thus, up to a subsequence, by Theorem 4.1 the blow-up sequence (vk)k strongly converge inH
1,a
loc (R
n+1)
and in C0,αloc (R
n), for every α ∈ (0, 1) to some homogeneous blow-up limit v ∈ H1,aloc (Rn+1) such that
v = 0 on B1, ‖v‖L2,a(∂B+1 ) = 1 and it satisfies{
Lav = 0 in R
n+1
∂ayv = 0 in Σ.
Hence, by Proposition 5.10 we obtain that v ≡ 0 in contradiction with ‖v‖L2,a(B+1 ) = 1. 
In order to justify the analysis of the local behaviour of s-harmonic functions, it is necessary to ensure
the validity of the strong unique continuation property. It is known by [19] that an s-harmonic function in
B1 enjoys the strong unique continuation property in B1, i.e. the only solutions which vanishes of infinite
order at a pointX0 ∈ Γ(u) is u ≡ 0. Similarly, an s-harmonic function inB1 is said to satisfies the unique
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continuation property in B1 if the only solution of (−∆)su = 0 in Hsloc(B1) which can vanish in an open
subset of B1 is u ≡ 0. Indeed, as a direct consequence of Proposition 5.10 we prove
Corollary 8.2. Let s ∈ (0, 1) and u be s-harmonic in B1. Then the nodal set Γ(u) has either empty interior
in B1 or u ≡ 0.
Hence, it is reasonable to define the notion of vanishing order of u at x0 ∈ Γ(u). More precisely, the
strong unique continuation property guarantees the existence of k ∈ R such that
lim sup
r→0+
1
rn+2k
ˆ
Br(x0)
u2dx > 0.
In order to correlate the notion of vanishing order of s-harmonic functions with the one for their La-
harmonic extension, let us introduce the following common definition.
Definition 8.3. Given s ∈ (0, 1), let u be an s-harmonic function in B1 and x0 ∈ Γ(u). The vanishing
order of u in x0 is defined as the number O(u, x0) ∈ R such that
lim sup
r→0+
1
rn−1+2k
ˆ
∂Br(x0)
u2dx =
{
0 if k < O(u, x0)
+∞ if k > O(u, x0).
In particular, from Lemma 4.7 and Proposition 8.1 we obtain
Corollary 8.4. Let s ∈ (0, 1) and a = 1− 2s ∈ (−1, 1). Given u an s-harmonic function in B1, then the
vanishing order O(u, x0) of u in x0 ∈ Γ(u) satisfy
O(u, x0) = N(X0, v, 0+) = lim
r→0+
r
ˆ
B+r (X0)
|y|a |∇v|2 dX
ˆ
∂B+r (X0)
|y|a v2dσ
,
where v is the unique La-harmonic extension of u symmetric with respect to Σ and X0 = (x0, 0).
Hence, for k ∈ 1 + N, we define the subsets
Γk(u) := {x0 ∈ Γ(u) : O(u, x0) = k},
which is coherent with the Definition for the La-harmonic case. Indeed, inspired by the results in Section
4, we can prove a convergence result for the blow-up sequence associated with x0 ∈ Γ(u) to some blow-
up limit ϕ ∈ Hsloc(Rn).
Before proving the main convergence result, let us introduce two different classes of tangent maps strictly
related to the ones introduced in Definition 4.15 and Definition 4.16. In particular, we will see that the
structure of the nodal set is completely defined starting from these blow-up classes.
Definition 8.5. Given s ∈ (0, 1) and k ∈ 1 + N, we define the set of all possible blow-up limit of order
k, i.e. the set of the traces of all La-harmonic polynomial of degree k symmetric with respect to Σ, as
B
s
k(R
n) =
{
ϕ ∈ Hsloc(Rn) : the La-extension of ϕ ∈ sBak(Rn+1)
}
.
Moreover, by Lemma 4.10 and Lemma 4.14, the space Bsk(R
n) is the set of all possible homogenous
polynomial of order k inRn, which is, by the results in [37], the space of traces onΣ of sBak(R
n). Similarly,
if we define withB∗k(R
n) the set of function ϕ ∈ Bsk(Rn) such that∆ϕ = 0 in Rn, namely the collection
of homogeneous harmonic polynomial of order k, there holds thatB∗k(R
n) coincides with the set of traces
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of blow-up limits in sB∗a(R
n+1).
The following result is a direct application of Theorem 4.1, Lemma 5.5, Theorem 5.6 and Theorem 5.12 on
the La-harmonic extension of u symmetric with respect to Σ and it ensure the existence of a unique non
trivial tangent map at every point of the nodal set of u.
Proposition 8.6. Given s ∈ (0, 1), let u be an s-harmonic function in B1 and x0 ∈ Γk(u). Then there
exists a unique k-homogenous polynomial ϕx0 ∈ Bsk(Rn) such that
ux0,r(x) =
u(x0 + rkx)
rk
−→ ϕx0(x),
where the blow-up sequence (ux0,r)r converges strongly in H
s
loc(R
n) and in C1,αloc (B1), for every α ∈ (0, 1).
Moreover, the unique tangent map ϕx0 is nontrivial and it satisfies the following generalized Taylor expansion
u(x) = ϕx0(x− x0) + o(|x− x0|k),
where the map x0 7→ ϕx0 from Γk(u) to the space Bsk(Rn) is continuous.
Thus, let
R(u) = {x0 ∈ Γ(u) : O(u, x0) = 1},
S(u) =
⋃
k≥2
Γk(u) =
⋃
k≥2
{x0 ∈ Γ(u) : O(u, x0) = k} ,
be respectively the regular and singular part of Γ(u). Moreover, by Corollary 5.8 we can find a different
characterization of the singular strata Γk(u) for k ≥ 2, i.e.
Γk(u) =
{
x0 ∈ Γk(u)
∣∣∣∣∣ Dνu(x0) = 0 for every |ν| ≤ k − 1Dν0u(x0) 6= 0 for some |ν0| = k
}
.
The following are the main theorems related to the regularity and the geometric structure of the nodal
set: while in the first result we focus the attention on the regular part of the nodal set, proving a result
similar to its local counterpart (see [27, 32]), in the ones related to the singular strata we highlight the
presence of a singular subset Ss(u) strictly related to the nonlocal attitude of the fractional Laplacian.
Theorem 8.7. Given s ∈ (0, 1), let u be s-harmonic in B1. Then the regular set R(u) is relatively open in
Γ(u) and is locally a smooth hypersurface on Rn. Moreover
R(u) = {x ∈ Γ(u) : |∇u(x)| 6= 0} .
Proof. By Corollary 8.2, let us suppose that u 6≡ 0 in B1 and hence Γ(u) has empty interior. Given v the
unique La-harmonic extension of u symmetric with respect to Σ, well defined in H
1,a(B+1 ) by (40), it is
obvious to infer that
R(v) ∩ Σ = R(u).
Moreover, by Lemma 5.20 we already know thatR(u) is relatively open in Γ(u) and by the application of
the Federer reduction principle in Theorem 6.3 we obtain
dimH(R(u)) = n− 1.
Now, by Theorem 8.6 and our blow-up classification, for every x0 ∈ R(u) ∩ Σ there exists a linear map
ϕx0 ∈ Bs1(Rn) such that
u(x) = ϕx0(x− x0) + o(|x− x0|) = ϕx0(νx0)〈x − x0, νx0〉+ o(|x− x0|)
54 Y. SIRE, S. TERRACINI, AND G. TORTONE
for some νx0 ∈ Sn−1.
Moreover, still by Theorem 8.6 we know that the map x0 7→ ϕx0(νx0)νx0 is continuous. By Proposition
2.3, since u ∈ C∞(B1/2) we can use the tangent map in order to compute the directional derivative of u,
which will ensures the nondegeneracy of the gradient of u at x0. More precisely, for every ξ ∈ Sn−1
〈∇u(x0), ξ〉 = d
dt
u(x0 + tξ)
∣∣∣∣
t=0
= lim
t→0
u(x0 + tξ)
t
= ϕx0(νx0)〈ξ, νx0〉,
and hence ∇u(x0) = ϕx0(νx0)νx0 which is nonzero by the nondegeneracy of the tangent map. Finally,
by the implicit function theorem we obtain the claimed result. 
As in Section 7, initially we will prove a stratification result for the singular set S(u).
The main idea of this stratification is to stratify the nodal set by the spines of the normalized tangent
maps. Indeed, we will introduce the subset Γjk(u) as the set of points at which every tangent map has at
most j independent directions of translation invariance in order to correlate the nodal set of u with the
dimension of the set where the tangent map ϕX0 vanishes with the same order of u.
We remark that these result are a direct consequence of Theorem 7.7 and Theorem 7.8, nevertheless, for
the sake of completeness, we present some technical details.
From Definition 7.5, given s ∈ (0, 1) we call dx0 the dimension of Γk(u) at x0 ∈ Γk(u) as
dx0 = dim {ξ ∈ Rn : 〈ξ,∇ϕx0(x)〉 = 0 for all x ∈ Rn} .
Now, fixed k ≥ 2, for each j = 0, . . . , n− 1 let us define
Γjk(u) = {x0 ∈ Γk(u) : dimΓk(ϕx0) = j} ,
where ϕx0 is the unique tangent limit of u at x0. As we already mentioned, since for k ≥ 2 we have
Bsk(R
n) \B∗k(Rn) 6= ∅, we decide to introduce the following singular sets
S∗(u) =
⋃
k≥2
Γ∗k(u) and Ss(u) =
⋃
k≥2
Γsk(u),
where
Γ∗k(u) = {x0 ∈ Γk(u) : ϕx0 ∈ B∗k(Rn)} and Γsk(u) = Γk(u) \ Γ∗k(u).
The idea is to stratify the singular set taking care of both the dimension dx0 and the different classes of
tangent map associated with the sets Γ∗k(u) and Γ
s
k(u).
Theorem 8.8. Given s ∈ (0, 1) let u be s-harmonic in B1. Then there holds
S(u) = S∗(u) ∪ Ss(u)
where S∗(u) is contained in a countable union of (n− 2)-dimensional C1 manifolds and Ss(u) is contained
in a countable union of (n− 1)-dimensional C1 manifolds. Moreover
S∗(u) =
n−2⋃
j=0
S∗j (u) and Ss(u) =
n−1⋃
j=0
Ssj (u),
where both S∗j (u) and Ssj (u) are contained in a countable union of j-dimensional C1 manifolds.
Proof. The proof is based on a combination of Theorem 7.7 Theorem 7.8. Since for every k ≥ 2 the
functions ϕ ∈ sB∗k(Rn+1) are homogeneous polynomial harmonic in Σ, we have that dim (S(ϕ) ∩ Σ) ≤
n− 2, and consequently dX0Σ ≤ n− 2 for every X0 ∈ Γ∗k(u).
Similarly, following Proposition 4.13 and the remarks in the proof of Theorem 6.3, since for every k ≥ 2
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there exists ϕ ∈ sBak(Rn+1) \ sB∗k(Rn+1) such that dim (S(u) ∩ Σ) = n − 1 we obtain that for X0 ∈
Γak(u) there holds d
X0
Σ ≤ n− 1.
Now, by applying the same argument in the proof of Theorem 7.8, if we set
S∗j (u) =
⋃
k≥2
{x ∈ Γ∗k(u) : dx0 = j} for j = 0, · · · , n− 2
Ssj (u) =
⋃
k≥2
{x ∈ Γsk(u) : dx0 = j} for j = 0, · · · , n− 1,
we obtain the claimed result. 
Furthermore, by Proposition 4.13 we obtain that for any x0 ∈ Ssn−1(u) the leading polynomial of u at
x0 is a monomial of degree k with k ∈ 2 + N depending only on one variable of Rn.
In order to show the optimality of the result, we will now present an explicit example of s-harmonic
function in B1 = (−1, 1) ⊂ R with vanishing order k ≥ 2. More precisely, the following construction
allows to exhibit an s-harmonic in B1 ⊂ Rn with Γ(u) = Ssn−1(u).
Fixed s ∈ (0, 1), let B1 = (−1, 1) ⊂ R be the unitary ball in the real line and f ∈ L1s(R) ∩ C(R) an
admissible function. By the classical potential theory is it known that the unique solution of{
(−∆)su = 0 in B1
u = f in R \B1
an be computed explicitly as
u(x) =
ˆ
R\B1
P (x, y)f(y)dy =
Γ(1/2) sinπs
π3/2
(
1− |x|2
)s ˆ
R\B1
1
(|y|2 − 1)s
f(y)
|x− y|dy.
We remark that several results and reference about the Poisson kernel can be found in the classical book
of Landkof [31].
Now, given f ∈ L1s(R)∩C(R), let us consider fe, fo ∈ L1s(R)∩C(R) respectively the even and odd part
of f uniquely defined as
fe(x) =
f(x) + f(−x)
2
and fo(x) =
f(x) − f(−x)
2
.
Under this notations, we obtain for x ∈ (−1, 1)
u(x) =
2Γ(1/2) sinπs
π3/2
(
1− |x|2
)s [ˆ +∞
1
fe(y)y
(|y|2 − 1)s(y2 − x2)dy + x
ˆ +∞
1
fo(y)
(|y|2 − 1)s(y2 − x2)dy
]
.
Since for every y ∈ R \B1 we have |y| > |x|, using the series expression
1
y2 − x2 =
1
y2
∞∑
n=0
x2n
y2n
,
we obtain
u(x) =
2Γ(1/2) sinπs
π3/2
(
1− |x|2
)s [ ∞∑
n=0
A2n(f)x
2n +
∞∑
n=0
A2n+1(f)x
2n+1
]
,
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where for every n ∈ N
A2n(f) =
ˆ +∞
1
fe(y)
y(|y|2 − 1)sy2n dy and A2n+1(f) =
ˆ +∞
1
fo(y)
y(|y|2 − 1)sy2n+1 dy.
In particular, if we consider f(x) = (|x|2 − 1)sg(x−1) we obtain by a simple change of variables
A2n(f) =
ˆ 1
0
ge(y)
y
y2ndy and A2n+1(f) =
ˆ 1
0
go(y)y
2ndy.
Hence, for every fixed order of vanishing k ∈ 2 + N, there exists a polynomial function g(x) such that
Ai(f) = 0, for every i ≤ k−1. We remark that all these coefficients can be computed explicitly. Moreover,
this construction implies that for every vanishing order k ∈ 2+N there exists an s-harmonic function in
(−1, 1) which vanishes at zero with order k, which shows the purely nonlocal behaviour of the singular
set of s-harmonic functions.
9. Some more general nonlocal eqations
In this part we will generalize the previous result to a more general class of fractional power of diver-
gence form operator following the change of variables first introduced in [2] and deeply popularized in
the works [21, 22] . Inspired by works, we consider solutions of homogeneous linear elliptic differential
equations of the second order with Lipschitz leading coefficients and no lower order terms. We remark
that in general the regularity assumption on the coefficient is optimal thanks to the counterexample of
[36].
LetA(x) = (aij(x)) be a symmetric n×nmatrix-valued function in B1 satisfying the following assump-
tions:
(1) there exists λ ∈ (0, 1) such that
λ |ξ|2 ≤ aij(x)ξiξj ≤ λ−1 |ξ|2 for any x ∈ B1 and ξ ∈ Rn;
(2) there exists γ > 0 such that for any 1 ≤ i, j ≤ n
|aij(x) − aij(z)| ≤ γ |x− z| for any x, z ∈ B1.
Hence, consider now the uniformly elliptic operator
(44) Lu = div (A(x)∇u(x)) = ∂
∂xi
(
aij(x)
∂
∂xj
u
)
= 0 in B1.
By [43], we already know the existence of characterization for the fractional powers of second order partial
differential operators in some suitable class.
Proposition 9.1. Let s ∈ (0, 1) and u ∈ L1s(Rn). Given a = 1− 2s ∈ (−1, 1), a solution of the extension
problem
(45)
{
Lv + ay∂yv + ∂
2
yyv = 0 in R
n+1
+
v(x, 0) = u(x) in Rn;
is given by
v(x, y) =
1
Γ(s)
ˆ ∞
0
(etL(−L)sf)(x)e− y
2
4t
dt
t1−s
,
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and
(−L)su(x) = − Γ(s)
21−2sΓ(1− s) limy→0+ y
a∂yu(x, y).
A similar extension can be constructed in the context of fractional powers (−∆M )s of the Laplace-
Beltrami operator on a Riemannian manifold M and to conformal fractional Laplacian on conformally
compact Einstein manifolds and asymptotically hyperbolic manifold, thanks to the extension technique
developed in [11] and the asymptotic expansion of their geodesic boundary defining function.
In this Section, we just consider the case of divergence form operator L in order to show how to deal with
the limit case of Lipschitz coefficients. Therefore, this analysis will extend the results also to the case of
Laplace-Beltrami with Lipschitz metric.
As we did for the fractional Laplacian, in order to study the local behaviour of solution of fractional elliptic
equation associated with operator L in divergence form, let s ∈ (0, 1) and u be a solution of the extended
problem (45) associated with L, even with respect to the y-direction, i.e. such that
(46)
{
divx,y(|y|aA(x)∇x,yu) = 0, inRn+1
u(x, y) = u(x,−y), inRn+1.
where A(x) is a symmetric (n+ 1)× (n+ 1) matrix-valued function in B1 such that
(47) A(x) =
 A(x) 0
0 1
 .
Inspired by Definition 2.1 we define the natural generalization of notion of La-harmonicity in the context
of divergence form operator L with Lipschitz leading coefficient.
Definition 9.2. Let a ∈ (−1, 1), we say u ∈ H1,a(B1) is LAa -harmonic in B1 if for every ϕ ∈ C∞c (B1)
we have ˆ
B1
|y|a 〈A(x)∇u,∇ϕ〉dX = 0,
where A(x) is the symmetric (n+ 1)× (n+ 1) matrix-valued function defined in (47).
Through this Section wewill state all the result in the contxt ofLAa -harmonic function inB1 symmetric
with respect to Σ, since the nodal set of the fractional powers (−L)s is completely defined as the restric-
tion of the nodal set of LAa -harmonic function symmetric with respect to Σ, as we did in the previous part
of the Section.
Obviously, in order to better understand the behaviour of general degenerate operator with Lipschitz
leading coefficient, one could consider general LAa -harmonic solution and apply the ideas and the decom-
position of the previous Sections.
In order to develop a blow-up analysis, we need to extend our monotonicity formula based on a geomet-
rical reduction introduced in [2] and deeply used in the local case [21, 22]. Hence, for n ≥ 3, define a
Lipschitz metric g = gij(x, y)dxi ⊗ dxj + gyy(x, y)dy ⊗ dy on B1 by setting
(48) gij = a
ij
(
detA
) 1
n−1 =
{
aij |A| 1n−1 , if 1 ≤ i, j ≤ n
|A| 1n−1 , otherwise
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where ai,j and ai,j denote respectively the entries of A
−1
and A−1. Letting similarly gij be the entries of
the inverse metric of g, consider
r(x, y)2 = gij(0)xixj + gyy(0)y
2
= |A| 1n−1 (aij(0)xixj + y2)
and
η(x, y) =
1
r2(x, y)
(
gkl(x)gik(0)gjl(0)xixj + g
yy(x)gyy(0)gyy(0)y
2
)
=
akl(x)a
ik(0)ajl(0)xixj + y
2
aij(0)xixj + y2
.
We can easily verify that η is a positive Lipschitz function in B1, whose Lipschitz constant depends on
n, λ,Γ but not on a ∈ (−1, 1).
Next, we introduce a new metric tensor g = gij(x, y)dxi ⊗ dxj + gyy(x, y)dy ⊗ dy in B1 by defining
g = η(x, y)g. In the intrinsic geodesic polar coordinates with pole at zero of the Riemannian manifold
(B1, gij), the metric tensor takes the form
g = dr ⊗ dr + r2bij(r, θ)dθi ⊗ dθj ,
where
(49) bij(0, 0) = δij , |∂rbij(r, θ)| ≤ Λ(n, λ,Γ), for 1 ≤ i, j ≤ n.
Moreover, if we denote |g| = |det g| we obtain
(50)
√
|g| = η n+12
√
|g| = η n+12 |A| 1n−1 .
Here we denote by ∇gu and divgX respectively the intrinsic gradient of a function u and the intrinsic
divergence of a vector field X on B1 in the metric g, i.e.
∇gu = gij ∂u
∂xi
∂
∂xj
, divgX =
1√|g|
(
n∑
i=1
∂
∂xi
(
√
|g|Xi) + ∂
∂y
(
√
|g|Xy)
)
.
Finally, in this new metric we rewrite the divergence form equation in (46) as
divg (|y|a µ∇gu) = 1√|g| ∂∂y
[(
1−
√
|g|gyyµ
)
u
∂
∂y
|y|a
]
where µ = µ(x, y) is a positive Lipschitz function given by
µ(x, y) = η(x, y)−
n−1
2
bounded in B1 and such that, in polar coordinates, it satisfies
(51) µ(0, 0) = 1,
∣∣∣∣ ∂∂rµ(r, θ)
∣∣∣∣ ≤ Λ(n, λ,Γ).
By (48), (50) and the definition of µ, for every (x, y) ∈ B1√
|g|gyyµ = η n+12 |A| 1n−1 |A|− 1n−1 η−1η−n−12 = 1.
To proceed, given u ∈ H1,a(B1, dVg) a solution of
(52) divg (|y|a µ∇gu) = 0 in B1
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symmetric with respect to Σ, let us define for any r ∈ (0, 1)
Eg(u, r) =
1
rn+a−1
ˆ
Bg(r)
|y|a µ |∇gu|2 dVg
Hg(u, r) =
1
rn+a
ˆ
∂Bg(r)
|y|a µu2dV∂Br
where hereBg(r) represents the geodesic ball in the metric g of radius r centered at the origin. We remark
that by the polar decomposition of g, Bg(r) coincides with the usual Euclidian ball.
In [25] the authors introduced a new monotonicity formula tailored for a class of generalized Baouendi-
Grushin operators. As well known, such operators are strictly related to ours; thus, their result gives
an analogue counterpart in the context of our weighted degenerate operator, firstly introduced in the
pioneering papers [17, 18]. More precisely, let us introduce the change of variable Φ: Rn+1+ → Rn+1+
such that
(x, z) = Φ(x, y) =
(
x,
y1−a
(1− a)1−a
)
,
with inverse Φ−1(x, z) =
(
x, (1 − a)z 11−a
)
. Given a function u(x, z) defined for (x, z) ∈ Rn+1+ , we
define a function u˜(x, y) with (x, y) ∈ Rn+1+ as u˜(x, y) = u(Φ(x, y)). A simple computations gives
Lu˜(x, y) + ∂yyu˜(x, y) +
a
y
∂yu˜(x, y) = z
− 2a1−a
[
∂zzu(x, z) + z
2a
1−aLu(x, z)
]
.
As we can see, the operator within square brackets in the right-hand side of the previous equation is a
special case of the family of operators in Rnx × R1z known as generalized Baouendi-Grushin operator.
Nevertheless, our problem does not satisfy the assumptions in [25] and consequently we need to construct
a new monotonicity formula, which does extend the class of generalized Baouendi-Grushin operator for
which a unique continuation principle holds true.
Under the previous notations, for r ∈ (0, 1), we define the Almgren type monotonicity formula as
Ng(u, r) =
Eg(u, r)
Hg(u, r)
=
r
ˆ
Bg(r)
|y|a µ |∇gu|2 dVg
ˆ
∂Bg(r)
|y|a µu2dV∂Br
.
Theorem 9.3. Let a ∈ (−1, 1) and u be a solution of (52) symmetric with respect to Σ. Then there exist a
constant C > 0 such that the map r 7→ eCrNg(u, r) is absolutely continuous and monotone nondecreasing
on (0, 1). Hence, there always exists finite the limit
Ng(u, 0
+) = lim
r→0+
Ng(u, r),
which we will refer to as the (Almgren) limiting frequency.
Proof. By assumption, both r 7→ Eg(u, r) and r 7→ Hg(u, r) are locally absolutely continuous functions
on (0, 1), that is both their derivative are L1loc(0, 1). First, passing to the logarithmic derivatives, the
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monotonicity of r 7→ Ng(u, r) is a direct consequence of the claim
d
dr
logN(X0, u, r) =
1
r
+
d
dr
ˆ
Bg(r)
|y|a µ |∇u|2 dVg
ˆ
Bg(r)
|y|a µ |∇u|2 dVg
−
d
dr
ˆ
∂Bg(r)
|y|a µu2dV∂Br
ˆ
∂Bg(r)
|y|a µu2dV∂Br
≥ 0
for r ∈ (0, 1). First, by setting b(r, θ) = |det bij(r, θ)|, we obtain
√
g(r, θ) = rn
√
b(r, θ) and we can
rewrite the denominator Hg(u, r) of the Almgren quotient as
Hg(u, r) =
ˆ
∂Bg(1)
|θn|a µ(r, θ)u2(r, θ)
√
b(r, θ)dθ,
where θn is the spherical coordinate associated with the y-direction. By differentiating respect to r ∈ (0, 1,
we obtain
d
dr
Hg(u, r) =
2
rn+a
ˆ
∂Bg(r)
|y|a µu∂ρudV∂Br +
1
rn+a
ˆ
∂Bg(r)
|y|a√
b
∂
∂ρ
(
µ
√
b
)
u2dV∂Br
where ∂ρu denotes the radial differentiation ∂ρu = 〈∇gu,X/ρ〉 for X ∈ Rn+1. Finally, by (49) and (51)
we obtain
(53)
d
dr
Hg(u, r) =
2
rn+a
ˆ
∂Bg(r)
|y|a µu∂ρudV∂Br +O(1)Hg(u, r),
with O(1) a function bounded in absolute value by a constant C = C(n,Λ). On the other hand, the
divergence theorem givesˆ
Bg(r)
|y|a µ |∇u|2 dVg = −
ˆ
Bg(r)
udivg (|y|a µ∇u) dVg +
ˆ
∂Bg(r)
|y|a µu∂ρudV∂Br
and hence we can rewrite (53) as
(54)
d
dr
Hg(u, r) =
2
r
Eg(u, r) +O(1)Hg(u, r).
We now focus on the derivative of r 7→ Eg(u, r), following the idea of the radial deformation in [21, 22]:
for 0 < r,∆r < 1/2 fixed, we define wt : R
+ → R+ by
wt(ρ) =

t, if ρ ≤ r
1, if ρ ≥ r +∆r
t
r +∆r − ρ
∆r
+
ρ− r
∆r
, if r ≤ ρ ≤ r +∆r.
Now, for 0 < t < 1 + ∆r/(r +∆r), we define the bi-Lipschitz map lt : R
n+1 → Rn+1 as
lt(X) = wt(ρ(X))X,
with ρ(X) = distg(0, X), and consequently the radial deformation ut of u as
ut(X) = u(l−1t (X)) ∈ H1,a(B1, dVg).
By definition we have ut(Z) = u(X), with Z = lt(X). Since u is a solution of (52), given the functional
I(t) = Eg(u
t, 1) we have
(55)
d
dt
I(t)
∣∣∣∣
t=1
= 0.
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In order to ease the notations, through the following computationswe will simply useBr instead ofBg(r).
Inspired by the definition of w(t), let us set
I(t) =
ˆ
Brt
|y|a µ ∣∣∇ut∣∣2 dVBr + ˆ
Br+∆r\Brt
|y|a µ ∣∣∇ut∣∣2 dVBr + ˆ
B1\Br+∆r
|y|a µ ∣∣∇ut∣∣2 dVBr
= I1(t) + I2(t) + I3(t).
It is easy to see that
I3(t) =
ˆ
B1\Br+∆r
|y|a µ ∣∣∇ut∣∣2 dVBr = ˆ
B1\Br+∆r
|y|a µ |∇u|2 dVBr
and consequently that I3(t) does not give contribution to the derivative of I(t). Next, we have
I1(t) =
ˆ
Brt
|y|a µ ∣∣∇ut∣∣2 dVBr
=
ˆ r
0
ˆ
∂B1
ta |(ρ, θn)|a µ(tρ, θ)∂ρu2(ρ, θ)
√
g(tρ, θ)
t
dθdρ
+
ˆ r
0
ˆ
∂B1
ta |(ρ, θn)|a µ(tρ, θ)bij(tρ, θ)∂θiu(ρ, θ)∂θju(ρ, θ)t
√
g(tρ, θ)dθdρ,
where obviously bij are the entries of the inverse of (bij)ij associated with the metric g. By (51), we obtain∣∣∣∣ ∂∂tµ(tρ, θ)
∣∣∣∣ ≤ Λ(n, λ,Γ)ρ.
Furthermore, we can rewrite
(56)
{√
g(tρ, θ) = tnρn
√
b(tρ, θ)
bij(tρ, θ)
√
g(tρ, θ) = tn−2ρn−2 [δij + εij(tρ, θ)]
for some (εij(tρ, θ))ij . Since that (49), we have∣∣∣∣ ∂∂t√b(tρ, θ)
∣∣∣∣ ≤ C(n,Λ)ρ, ∣∣∣∣ ∂∂t
√
εij(tρ, θ)
∣∣∣∣ ≤ C(n,Λ)ρ
which gives
I1(t) = t
n+a−1
[ˆ r
0
ˆ
∂B1
|(ρ, θn)|a µ(tρ, θ)∂ρu2(ρ, θ)ρn
√
b(tρ, θ)dθdρ
+
ˆ r
0
ˆ
∂B1
|(ρ, θn)|a µ(tρ, θ)ρn−2(δij + ε(tρ, θ))∂θiu(ρ, θ)∂θju(ρ, θ)dθdρ
]
,
and consequently
(57)
d
dt
I1(t)
∣∣∣∣
t=1
= (n+ a− 1)
ˆ
Br
|y|a µ |∇gu|2 dVg +O(r)
ˆ
Br
|y|a µ |∇gu|2 dVg,
with O(r) a function of (r, θ) whose absolute value is bounded by C(n,Λ)r.
Finally, in order to estimate the second term of I(t), we need to introduce the following notations. Hence,
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given X ∈ Br+∆r \ Br and Z = lt(X) ∈ Br+∆r \ Brt let us consider their expression in the intrinsic
geodesic polar coordinates associated with g, namelyX = (ρ, θ) and Z = (γt(ρ), θ), where
γt(ρ) = distg(Z, 0) = wt(X)ρ = ρ
[
t
r +∆r − ρ
∆r
+
ρ− r
∆r
]
.
and
∂
∂ρ
γt(ρ) = t
r +∆r − 2ρ
∆r
+
2ρ− r
∆r
.
Then, still using the polar coordinates, we have∣∣∇gut(Z)∣∣2 = ∣∣∂sut(s, θ)∣∣2 + 1
s2
bij(s, θ)∂θiu
t(s, θ)∂θju
t(s, θ)
∣∣∣
s=γt(ρ)
= |∂ρu(ρ, θ)|2
(
∂
∂s
γ−1t (s)
∣∣∣
s=γt(ρ)
)2
+
1
γt(ρ)2
bij(γt(ρ), θ)∂θiu(ρ, θ)∂θju(ρ, θ),
= |∂ρu(ρ, θ)|2 ht(ρ)2 + 1
γt(ρ)2
bij(γt(ρ), θ)∂θiu(ρ, θ)∂θju(ρ, θ),
and similarly the volume element is given by
dVBr (Z) = γt(ρ)
n
√
g(γt(ρ), θ)
∂
∂ρ
γt(ρ)dρdθ.
By the previous computations and the expansions in (56), we obtain
I2(t) =
ˆ
Br+∆r\Brt
|y|a µ ∣∣∇ut∣∣2 dVBr (Z)
=
ˆ r+∆r
r
ˆ
∂B1
sn |(s, θn)|a ht(ρ)µ(s, θ)∂ρu2(ρ, θ)
√
b(s, θ)
∣∣∣∣
s=γt(ρ)
dθdρ
+
ˆ r+∆r
r
ˆ
∂B1
sn−2 |(s, θn)|a ∂
∂ρ
γt(ρ)µ(s, θ)(δij + ε(s, θ))∂θiu(ρ, θ)∂θju(ρ, θ)
∣∣∣∣
s=γt(ρ)
dθdρ.
Since
ht(ρ) =
∆r + tρ− ρ
t(r +∆r − ρ) + ρ− r ,
∂
∂t
ht(ρ)
∣∣∣
t=1
= −∆r + r − 2ρ
∆r
,
we can conclude
d
dt
I2(t)
∣∣∣∣
t=1
=
ˆ
Br+∆r\Br
|y|a µ
[
(n+ a+O(ρ))
r +∆r − ρ
∆r
− r +∆r − 2ρ
∆r
]
(∂ρu)
2dVBr
+
ˆ
Br+∆r\Br
|y|a µ
[
(n+ a− 2 +O(ρ)) r +∆r − ρ
∆r
+
r +∆r − 2ρ
∆r
] (
|∇gu|2 − (∂ρu)2
)
dVBr .
Finally, by letting ∆r → 0+ we obtain
(58)
d
dt
I2(t)
∣∣∣∣
t=1
= 2r
ˆ
∂Br
|y|a µ(∂ρu)2dV∂Br − r
ˆ
∂Br
|y|a µ |∇gu|2 dV∂Br .
From (55), (57) and (58), we obtain
r
d
dr
ˆ
Br
|y|a µ |∇gu|2 dV∂Br−(n+ a− 1 + O(r))
ˆ
Br
|y|a µ (∇gu)2 dVBr = 2r
ˆ
∂Br
|y|a µ(∂ρu)2dV∂Br ,
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which implies with (54) that
d
dr
logN(X0, u, r) = O(1) +
2
ˆ
∂Br
|y|a µ(∂ρu)2dV∂Brˆ
∂Br
|y|a µu∂ρudV∂Br
−
2
ˆ
∂Br
|y|a µu∂ρudV∂Brˆ
∂Bg(r)
|y|a µu2dV∂Br
≥ −C(n,Λ),
where the inequality is a consequence of Schwarz’s inequality. It follows immediately that the map r 7→
exp(C(n,Λ)r)Ng(u, r) is a monotone nondecreasing function on r ∈ (0, 1) as required. 
Returning to the formulation of the problem in the euclidian metric, forX0 ∈ Σ and r ∈ (0, 1− |X0|)
we set
E(X0, u, r) =
1
rn+a−1
ˆ
Br(X0)
|y|a 〈A(X)∇u,∇u〉dX
H(X0, u, r) =
1
rn+a
ˆ
∂Br(X0)
|y|a µ0u2dσ,
and consequently
N(X0, u, r) =
E(X0, u, r)
H(X0, u, r)
,
with µ0 is a positive Lipschitz function bounded in B1 satisfying (49) with Λ depending only on n, λ and
Γ.
Corollary 9.4. Let a ∈ (−1, 1) and u be a solution of (46) in B1 symmetric with respect to Σ. Then there
exist a constant C > 0 such that for every X0 ∈ B1 ∩Σ the map
r 7→ eCrN(X0, u, r)
is absolutely continuous and monotone nondecreasing on (0, 1− |X0|).Hence, there exists finite the Almgren
limiting frequency defined as
N(X0, u, 0
+) = lim
r→0+
N(X0, u, r) = inf
r>0
N(X0, u, r).
Now, we can finally apply the previous analysis to the general case (−L)s, by proving the validity of a
doubling condition, a compactness result for blow-up sequences and a general Theorem on the structure
of the nodal set itself.
Proposition 9.5. Let a ∈ (−1, 1) and u be a solution of (46) in B1. Hence, there exists a constant C =
C(n,Λ) such that, for every X0 ∈ B1 ∩ Σ,
H(X0, u, r2) ≤ CH(X0, u, r1)
(
r2
r1
)2C˜
for 0 < r1 < r2 < 1− |X0|, where C˜ = N(X0, u, R)eC(n,Λ)R.
Proof. Fixed R = 1 − |X0|, by Corollary 9.4 we have that N(X0, u, r) ≤ eCRN(X0, u, R) for every
r ∈ (0, R). By (54) we obtain
d
dr
logH(X0, u, r) =
2
r
N(X0, u, r) +O(1)
≤ 2
r
N(X0, u, R)e
C(n,Λ)R + C(n,Λ),
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for every 0 < r < R. Now we integrate between 0 < r1 < r2 < R, obtaining
log
H(X0, u, r2)
H(X0, u, r1)
≤ 2N(X0, u, R)eC(n,Λ)R log r2
r1
+ C(n,Λ)(r2 − r1)
and finally
H(X0, u, r2)
H(X0, u, r1)
≤ eC(n,Λ)R
(
r2
r1
)2C˜
with C˜ = N(X0, u, R)e
C(n,Λ)R. 
Moreover, since we are dealing with the extension LAa of operator uniformly elliptic in divergence form
with Lipschitz coefficent, we can easily extend Corollary 3.6 to our new class of operator following the
technique developed in [48]. Indeed, since the lower bound on the Almgren frequency formula is based
on the Hölder regularity of LAa -harmonic function, we easily obtain
Corollary 9.6. Let u be LAa -harmonic on B1, then for every X0 ∈ Γ(u) ∩ Σ we have
(59) N(X0, u, 0
+) ≥ min{1, 1− a}.
More precisely
• if u is symmetric with respect to Σ, we have N(X0, u, 0+) ≥ 1,
• if u is antisymmetric with respect to Σ we have N(X0, u, 0+) ≥ 1− a.
In particular, since in this Sectionwe are focusing on the symmetric case, we directly obtainN(X0, u, 0
+) ≥
1, for any X0 ∈ Γ(u) ∩ Σ. All techniques presented in this manuscript involve a local analysis of
the solutions, which will be performed via a blow-up procedure. The following result are a general-
ization of the ones in Section 4. Fixed a ∈ (−1, 1) and u an LAa -harmonic function in B1, for every
X0 = (x0, 0) ∈ Γ(u) ∩Σ and rk ↓ 0+ we define as the blow-up sequence the collection
uk(X) =
u(X0 + rkX)√
H(X0, u, rk)
forX ∈ X ∈ BX0,rk =
B1 −X0
rk
,
such that LAka uk = 0 and ‖uk‖L2,a(∂B1) = 1, where
LAka = divx,y
(|y|aAk(x)∇x,y) , with Ak(x) = A(x0 + rkx),
for every X ∈ BX0,rk .
Proposition 9.7. Let a ∈ (−1, 1). Given X0 ∈ Γ(u) ∩ Σ and a blow-up sequence uk centered in X0
and associated with some rk ↓ 0+, there exists p ∈ H1,aloc (Rn) such that, up to a subsequence, uk → p
in C0,αloc (R
n) for every α ∈ (0, 1) and strongly in H1,aloc (Rn). In particular, the blow-up limit is and entire
solution of following elliptic equation with constant coefficient
divx,y
(|y|aA(x0)∇x,yp) = 0 in Rn+1.
The proof of this result is a straightforward adaption of the one of Theorem 4.1. In particular, since
the coefficient of A are Lipschitz continuous and uniformly elliptic, all the computations of the blow-up
argument follows the line of the local counterpart in [27, 32, 22, 21, 44, 2].
Moreover, since for everyX0 ∈ Γ(u)∩Σ the blow- up limit satisfies a degenerate-singular equation with
constant coefficients, it is not restrictive to suppose that A(x0) = Id, since by trivial transformation we
can rewrite the equation in a canonical form.
Therefore, all the results on the structure of the singular strata, proved in the previous part of the Section
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for the nodal set of s-harmonic functions, remain valid for the nodal set of fractional power of divergence
form operator with Lipschitz leading coefficients. Indeed, as we already pointed out, in the proof of
Theorem 7.7 and Theorem 7.8 we never used Proposition 2.3 in order to attain the result on the structure
of the singular strata on Σ. The crucial idea is that the Whitney extension allows to study the structure
of the nodal set just by using the generalized Taylor expansion (5.17) for symmetric function without the
high-order differentiability of the function itself. In this way the results can be easily generalized to our
class of operators.
Proposition 9.8. Given s ∈ (0, 1), let u be a solution of
(−L)su = 0 in B1,
with L a uniformly elliptic operator with Lipschitz coefficient defined as (44). Then the nodal set Γ(u) splits
into its regular and singular part
R(u) = {x ∈ Γ(u) : |∇u(x)| 6= 0} and S(u) = {x ∈ Γ(u) : |∇u(x)| = 0}.
Moreover, if u ∈ C1(B1/2), on one hand R(u) is locally a smooth hypersurface and on the other one there
holds
S(u) = S∗(u) ∪ Ss(u)
where S∗(u) is contained in a countable union of (n− 2)-dimensional C1 manifolds and Ss(u) is contained
in a countable union of (n− 1)-dimensional C1 manifolds. Moreover
S∗(u) =
n−2⋃
j=0
S∗j (u) and Ss(u) =
n−1⋃
j=0
Ssj (u),
where both S∗j (u) and Ssj (u) are contained in a countable union of j-dimensional C1 manifolds.
In this following, we extend the previous results to the case of nonlocal elliptic equation with a poten-
tial. In particular, let s ∈ (0, 1) and u : B1 ⊂ Rn → R be a nontrivial solution of
(60) (−∆)su(x) = V (x)u in B1,
where V ∈ W 1,q(B1), for some q ≥ n/2s. Following, the same strategy of Section 8, by the local
realisation of the fractional Laplacian, let us consider u ∈ H1,a(B+1 ) a solution of
(61)
{
Lau = 0 in B
+
1
−∂ayu = V (x)u in B1 ⊂ Σ,
with V ∈ W 1,q(B1), for some q ∈ [n/2s,+∞]. Hence, for every X0 ∈ B1 and r ∈ (0, 1 − |X0|), let us
consider
E(X0, u, r) =
1
rn+a−1
[ˆ
B+r (X0)
|y|a |∇u|2 dX −
ˆ
Br(X0)
V u2dx
]
,
H(X0, u, r) =
1
rn+a
ˆ
∂+B+r (X0)
|y|a u2dσ
and the Almgren quotient
(62) N(X0, u, r) =
E(X0, u, r)
H(X0, u, r)
.
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Before to state the main result on the monotonicity of the Almgren quotient, we recall a general class of
Pohožaev type identities, which will allow to compute the derivative of the functionals previously defined.
Indeed, by multiplying the equation (61) with 〈X,∇u〉, and integrating by parts over B+r (X0), for some
X0 ∈ B1 and r ∈ (0, 1− |X0|), we obtain
1− n− a
2
ˆ
B+r (X0)
|y|a |∇u|2 dX + r
2
ˆ
∂+B+r (X0)
|y|a |∇u|2 dσ =r
ˆ
∂+B+r (X0)
|y|a (∂ru)2dσ+
+
ˆ
Br(X0)
−∂ayu〈x,∇u〉dx.
(63)
The following lemmata is a simple generalization of similar result obtained for the case of the Laplacian
in [47]. First, let a ∈ (−1, 1) and u ∈ H1,a(B+r (X0)) for some X0 ∈ B1 and r ∈ (0, dist(X0, ∂B1)).
Then, for every p ∈ [2, p#], where p# = 2n/(n− 2s) there exists a constant C(n, p, s) such that
(64)[
1
rn
ˆ
Br(X0)
|u|p dx
] 2
p
≤ C(n, p, s)
[
1
rn−1+a
ˆ
B+r (X0)
|y|a |∇u|2 dX + 1
rn+a
ˆ
∂+B+r (X0)
|y|a u2dX
]
This result is a direct consequence of the characterization of the class of trace ofH1,a(B+1 ) in [37] and the
critical Sobolev exponent for the trace embedding in the context of fractional Sobolev-Slobodeckij spaces
W s,2(K), with s ∈ (0, 1) andK ⊂ Rn.
Lemma 9.9. Let a ∈ (−1, 1). Then, given u ∈ H1,a(B+1 ) a solution of (61), for every p ∈ [2, p#] and
X0 ∈ B1 ∩ Σ there exist constants C > 0, r > 0 such that[
1
rn
ˆ
Br(X0)
|u|p dx
] 2
p
≤ C (E(X0, u, r) +H(X0, u, r)) ,
for every r ∈ (0, r).
Proof. Since u ∈ L∞(B+1 ) and V ∈ W 1,q(B1) for some q ∈ [n/2s,+∞], we obtain∣∣∣∣∣ 1rn−1+a
ˆ
Br(X0)
V u2dx
∣∣∣∣∣ ≤ ‖V ‖Lq r1−a
[
1
rn
ˆ
Br(X0)
|u|q∗ dx
] 2
q∗
≤ Cr1−a
[
1
rn−1+a
ˆ
B+r (X0)
|y|a |∇u|2 dX + 1
rn+a
ˆ
∂+B+r (X0)
|y|a u2dX
]
,
where we used the trace inequality in the case q∗ = 2q/(q− 1), since q∗ ≤ p#. Finally, since a ∈ (−1, 1)
we obtain
(65)
E(X0, u, r)+H(X0, u, r) ≥ (1−Cr1−a)
[
1
rn−1+a
ˆ
B+r (X0)
|y|a |∇u|2 dX + 1
rn+a
ˆ
∂+B+r (X0)
|y|a u2dX
]
,
the result follows by taking into account the trace inequality and choosing r > 0 sufficiently small. 
Following the same idea in [47] for the case s = 1/2, let introduce for p ∈ (2, p#] the auxiliary function
ψ(X0, u, r) =
(
1
rn
ˆ
Br(X0)∩Σ
|u|2 dX
)1− 2p
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which is bounded for r ∈ (0, dist(X0, ∂B1)). Under this notations, for a ∈ (−1, 1) consider
Ψ(X0, u, r) = C(n, s)
ˆ r
0
t−a
(
1 +
d
dt
(tψ(X0, u, t)
)
dt,
which is well defined on r ∈ (0, dist(X0, ∂B1)) such that limr→0+ Ψ(X0, u, r) = 0, since ψ(X0, u, r) is
bounded for r sufficiently small. In order to simplify the notations, through the Section we will just use
the notation ψ(r) and Ψ(r) for the auxiliary functions previously defined.
Lemma 9.10. Let a ∈ (−1, 1) and u ∈ H1,a(B+1 ) be a solution of (61). Then, for every p ∈ (2, p#] and
X0 ∈ ∂0B+1 there exist constants C > 0, r > 0 such that
1
rn−1
ˆ
Sn−1r (X0)
|u|p dσ ≤ C (E(X0, u, r) +H(X0, u, r)) d
dr
(rψ(r)) ,
for every r ∈ (0, r).
Proof. The proof follows it is the same of [47, Lemma 9.5] make exception in our case is based on the
generalized Poincare` inequality (64). Hence, a direct computation yields the identity
d
dr
(rψ(r)) = ψ(r)
r(1− 2p
) ˆ
Sn−1r
|u|p dσ
ˆ
∂0B+r
|u|p dσ
+
(
1− n
(
1− 2
p
)) ,
and, since p ≤ p# implies n(1− 2/p) ≤ 1, we infer
d
dr
(rψ(r)) ≥ rψ(r)
(
1− 2
p
) ˆ
Sn−1r
|u|p dσ
ˆ
∂0B+r
|u|p dσ
.
Finally, recalling the definition of ψ and using Lemma 9.9, we deduce
(E(X0, u, r) +H(X0, u, r))
d
dr
(rψ(r)) ≥ C 1
rn−1
ˆ
Sn−1r
|u|p dσ.

We are now ready to prove the boundedness of the Almgren quotient, rather than its monotonicity,
considering a modified version of the quotient.
Proposition 9.11. Given a ∈ (−1, 1), u ∈ H1,a(B+1 ) a solution of (61) and Ω+ ⊂⊂ B+1 , there exist
constants C, r > 0 such that, for every X0 ∈ Ω ∩ Σ and r ∈ (0, r) such that B+r (X0) ⊂ B+1 , we have that
H(X0, u, r) > 0 and N(X0, u, r) > 0 for every r ∈ (0, r). Moreover, the map
r 7→ eCΨ(X0,u,r) (N(X0, u, r) + 1)
is monotone non decreasing on (0, r), which ensures the existence of limit
N(X0, u, 0
+) = lim
r→0+
N(X0, u, r),
which is finite and called the Almgren frequency of u at X0.
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Proof. Let X0 ∈ B1 ∩ Σ and r > 0 be such that r < dist(Ω+, B+1 ) and Lemma 9.9 and Lemma 9.10 hold
true. First, let us consider the following modified Almgren frequency formula
(66) N˜(X0, u, r) =
E(X0, u, r)
H(X0, u, r)
+ 1 = N(X0, u, r) + 1.
Under this notations, we obtain by Lemma 9.9
E(X0, u, r) +H(X0, u, r) ≥ 0 −→ N˜(X0, u, r) = E(X0, u, r)
H(X0, u, r)
+ 1 ≥ 0,
wheneverH(X0, u, r) 6= 0. By continuity of r 7→ H(X0, u, r)we can consider a reasonable neighborhood
of r where it does not vanish. Now, taking into account the Pohožaev identity (63), if we differentiate the
map r 7→ E(X0, u, r) we obtain
d
dr
E(X0, u, r) =
2
rn+a−1
ˆ
∂+B+r (X0)
|y|a (∂ru)2dσ +R(X0, u, r),
d
dr
H(X0, u, r) =
2
rn+a
ˆ
∂+B+r (X0)
|y|a u∂rudσ,
where the remainder R(X0, u, r) takes the form
R(X0, u, r) =
2
rn+a
ˆ
Br(X0)
V u〈x,∇u〉dx− 1− n− a
rn+a
ˆ
Br(X0)
V u2dx+
− 1
rn−1+a
ˆ
Sn−1r (X0)
V u2dx.
In particular, if V ∈ W 1,q(B1), for some q ∈ [n/2s,+∞], we obtain that the following integrals are well
defined
2
ˆ
Br(X0)
V u〈x,∇u〉dx =
ˆ
Sn−1r (X0)
V u2dσ − n
ˆ
Br(X0)
V u2dx+
ˆ
Br(X0)
u2〈∇V, x〉dx,
which it implies the estimate on the remainder
|R(X0, u, r)| ≤ C(n, a) ‖V ‖W 1,q
[
1
rn+a
ˆ
Br(X0)
u2dx+
1
rn+a−1
ˆ
Sn−1r (X0)
u2dσ
]
,
where we used Lemma 9.9 and Lemma 9.10. Therefore, differentiating the Almgren quotient and using
the Cauchy-Schwarz inequality on ∂+B+r , we obtain
d
dr
N˜(X0, u, r) =
d
dr
E(X0, u, r) +
d
dr
H(X0, u, r)
E(X0, u, r) +H(X0, u, r)
−
d
dr
H(X0, u, r)
H(X0, u, r)
≥ 2H(X0, u, r)
r2n+2a−1
[ˆ
∂+B+r
|y|a (∂ru)2dσ
ˆ
∂+B+r
|y|a u2dσ −
(ˆ
∂+B+r
|y|a 〈u, ∂ru〉dσ
)2]
+
− C(n, s)N˜(X0, u, r)r−a
(
1 +
d
dr
(rψ(r))
)
≥ − C(n, s)N˜(X0, u, r)r−a
(
1 +
d
dr
(rψ(r))
)
.
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which implies that the function
r 7→ eCΨ(X0,u,r)N˜(X0, u, r)
is nondecreasing as far as H(X0, u, r) 6= 0. Passing to the logarithmic derivative of r 7→ H(X0, u, r) we
infer for r ∈ (r1, r2) we obtain
(67)
d
dr
logH(X0, u, r) =
2
r
N(X0, u, r).
More precisely, we can choose r1 = 0, r2 = +∞. On one hand, the above equation provides that, if
logH(X0, u, R) > −∞ then logH(X0, u, r) > −∞ for every r > R, so that r2 = dist(X0, ∂B1). Now,
on the other hand assume by contradiction that
r1 = inf {r : H(X0, u, r) > 0 in (r, r2)} > 0.
By the monotonicity result on the modified Almgren quotient (66), we have that
N(X0, u, r) < e
CΨ(2r1) (N(X0, u, 2r1) + 1)− 1,
for every r1 < r ≤ 2r1. Hence, integrating (67) between r and 2r1, we obtain
H(X0, u, 2r1)
H(X0, u, r)
≤
(
2r1
r
)2(eCΨ(2r1)(N(X0,u,2r1)+1)−1)
and, since r 7→ H(X0, u, r) is continuous we deduce the absurd H(X0, u, r1) > 0. 
Inspired by the previous part of the paper, we will prove a compactness result in order to perform a
blow-up analysis of the nodal set Γ(u). Hence, fixed a ∈ (−1, 1) and u a solution of (64), consider now
X0 ∈ Γ(u) a point on the nodal set of u, then for any rk ↓ 0+ we define as the blow-up sequence the
collection
uk(X) =
u(X0 + rkX)√
H(X0, u, rk)
forX ∈ X ∈ BX0,rk =
B1 −X0
rk
,
such that Lauk = 0 and ‖uk‖L2,a(∂B1) = 1.
Proposition 9.12. Let a ∈ (−1, 1) and α∗ = min{1, 1 − a}. Given X0 ∈ Γ(u) ∩ Σ and a blow-up
sequence uk centered in X0 and associated with some rk ↓ 0+, there exists p ∈ H1,aloc (Rn) such that, up to
a subsequence, uk → p in C0,αloc (Rn) for every α ∈ (0, α∗) and strongly in H1,aloc (Rn). In particular, the
blow-up limit is and entire La-harmonic function symmetric with respect to Σ, i.e.{
Lap = 0 inR
n+1
p(x, y) = p(x,−y) inRn+1.
We will prove the result in a series of lemmata.
Lemma 9.13. LetX0 ∈ Γ(u) ∩ Σ. For any given R > 0, we have
‖uk‖H1,a(B+
R
) ≤ C and ‖uk‖L∞(B+
R
)
≤ C,
where C > 0 is a constant independent of k > 0.
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Proof. Let us consider ρ2k = H(X0, u, rk), then by definition of the blow-up sequence uk and Corollary
3.2 we obtain
ˆ
∂+B+
R
|y|a u2kdσ =
1
ρ2k
ˆ
∂+B+
R
|y|a u2(X0 + rkX)dσ
=
1
ρ2kr
n+a
k
ˆ
∂+B+
Rrk
(X0)
|y|a u2dσ
= Rn+a
H(X0, u, Rrk)
H(X0, u, rk)
≤ Rn+a
(
Rrk
rk
)2C˜
which gives us ‖uk‖2L2,a(∂BR) ≤ C(R)Rn+a. Similarly
ˆ
B+
R
|y|a |∇uk|2 dσ = N(0, uk, R) 1
R
ˆ
∂+B+
R
|y|a u2kdσ
≤ C(R)Rn−1+aN(X0, u, Rrk)
≤ C(R)Rn−1+aN(X0, u, R)
(68)
where in the last inequality we used the monotonicity result of Proposition 3.1. Since the map uk is La-
harmonic, by [50, Lemma A.2] we obtain
sup
BR/2
uk ≤ C(n, s)
(
1
Rn+1+a
ˆ
B+
R
|y|a u2kdX
)1/2
≤ C(n, s)
(
H(0, uk, R)
n+ a+ 1
)1/2
,
where in the second inequality we used the monotonicity of r 7→ H(0, uk, r) in (0, R). Finally, the
estimate follows directly from the one the L2,a(∂BR)-norm. 
Lemma 9.14. Let a ∈ (−1, 1) and u ∈ H1,a(B1) be a solution of (61). Then, givenX0 ∈ Γk(u)∩Σ, there
exists C > 0 such that
1
rn+a
ˆ
∂+B+r (X0)
|y|a u2dσ ≤ Cr2k and 1
rn−1+a
ˆ
B+r (X0)
|y|a |∇u|2 dX ≤ Cr2k,
for every r ∈ (0, dist(X0, ∂B1)/2). Moreover, by (64), for every p ∈ [2, p#], where p# = 2n/(n−2s) there
exists a constant C > 0 such that
(69)
[
1
rn
ˆ
Br(X0)
|u|p dx
] 2
p
≤ Cr2k.
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Proof. By Proposition 9.11 and (67), there exists a constantC > 0 and r > 0 such that, for every r ∈ (0, r)
we obtain
d
dr
log
H(X0, u, r)
rk
=
2
r
(N(X0, u, r)− k)
≥ 2
r
(
e−CΨ(r)eCΨ(r)(N(X0, u, r) + 1)− 1− k
)
≥ 2(k + 1)
r
(
e−CΨ(r) − 1
)
,
which implies, after an integration by part, that
H(X0, u, r)
r2k
≤ H(X0, u, r)
r2k
exp
(ˆ r
0
2(k + 1)
ρ
(
e−CΨ(ρ) − 1
)
dρ
)
≤ C,
which it implies the first inequality. Now, by the Cacciopoli inequality associated with theLa-opertor and
the monotonicity of r 7→ H(X0, u, r) due to (67), we obtain
1
rn−1+a
ˆ
B+
r/2
(X0)
|y|a |∇u|2 dX ≤ 1
rn−1+a
C
r2
ˆ
B+r (X0)
|y|a u2dσ
≤ 1
rn−1+a
C
r2
ˆ r
0
ρn+aH(X0, u, ρ)dρ
≤ CH(X0, u, r),
which yields the claimed conclusion. 
Let r 7→Wk(X0, u, r) be the k-Weiss function defined as
Wk(X0, u, r) =
1
rn+a+2k
ˆ
∂+B+r (X0)
|y|a u (〈∇u,X −X0〉 − u) dσ,
or, equivalently
Wk(X0, u, r) =
1
r2k
(E(X0, u, r)− kH(X0, u, r)) .
Proposition 9.15. Let a ∈ (−1, 1) and u be a nontrivial solution of (61). For X0 ∈ Γk(u) ∩ Σ, given the
k-Weiss function
Wk(X0, u, r) =
1
rn+a−1+2k
[ˆ
B+r (X0)
|y|a |∇u|2 dX −
ˆ
Br(X0)
V u2dx
]
+
− k
rn+a+2k
ˆ
∂+B+r (X0)
|y|a |u|2 dσ.
For r ∈ (0, 1− |X0|) we have
d
dr
Wk(X0, u, r) ≥ −C(n, a, k) ‖V ‖W 1,q(B1) r−a.
Proof. By a direct computation, we have
(70)
d
dr
Wk(X0, u, r) =
2
rn+a+1+2k
ˆ
∂+B+r (X0)
|y|a (〈∇u,X −X0〉 − ku)2 dσ +Rk(X0, u, r),
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with
Rk(X0, u, r) =
4k − 1− a
rn+a+2k
ˆ
Br(X0)∩Σ
V u2dx− 1
rn+a+2k
ˆ
Br(X0)∩Σ
u2〈∇V, x〉dx.
By Lemma 9.9, Lemma 9.10 and Lemma 9.14 it follows
|Rk(X0, u, r)| ≤
C(n, a, k) ‖V ‖W 1,q(B1)
ra+2k
[
1
rn
ˆ
Br(X0)∩Σ
|u|q∗ dx
] 1
q∗
≤ C(n, a, k, V )
ra+2k
[
1
rn−1+a
ˆ
B+r (X0)
|y|a |∇u|2 dX + 1
rn+a
ˆ
∂+B+r (X0)
|y|a u2dX
]
≤ C(n, a, k, V )r−a,
where q∗ = 2q/(q − 1), which implies that
r 7→Wk(X0, u, r) + C(n, a, k) ‖V ‖W 1,q(B1) r1−a
is monotone nondecreasing in (0, 1− |X0|). 
Proposition 9.16. Let a ∈ (−1, 1), u ∈ H1,a(B+1 ) be a solution of (61) and X0 ∈ Γk(u) ∩ Σ. For every
homogenous La-harmonic polynomial p ∈ sBak(Rn+1), the map
r 7→ H(X0, u− pX0 , r)
r2k
=
1
rn+a+2k
ˆ
∂Br(X0)
|y|a (u− pX0)2 dσ
satisfies
d
dr
H(X0, u− pX0 , r)
r2k
≥ −C ‖pX0‖L∞(B1) ‖V ‖W 1,q(B1) r−a,
for every r ∈ (0, 1− |X0|), with pX0(X) = p(X −X0).
Proof. Let w = u− pX0 , then on one hand we have
d
dr
(
1
rn+a+2k
ˆ
∂+B+r (X0)
|y|a w2dσ
)
=
d
dr
ˆ
∂+B+1
|y|a w(X0 + rX)
2
r2k
dσ
=2
ˆ
∂+B+1
|y|a w(X0 + rX) (〈∇w(X0 + rX), rX〉 − kw(X0 + rX))
r2k+1
dσ
=
2
rn+a+1+2k
ˆ
∂+B+r (X0)
|y|a w(〈X −X0,∇w〉 − kw)dσ
=
2
r
Wk(X0, w, r).
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On the other hand, looking at the expression of the k-Weiss function, we have
Wk(X0, u, r) =Wk(X0, w + pX0 , r)
=
1
rn+a−1+2k
(ˆ
B+r (X0)
|y|a (|∇w|2 + 2〈∇w,∇p〉)dX − k
r
ˆ
∂+B+r (X0)
|y|a (w2 + 2wp)dσ
)
+
1
rn+a−1+2k
ˆ
Br(X0)
(w + pX0)∂
a
y (w + pX0)dx
=Wk(X0, w, r) +
1
rn+a−1+2k
ˆ
Br(X0)
pX0∂
a
ywdx+
+
2
rn+a+2k
ˆ
∂+B+r (X0)
|y|a w(〈∇pX0 , X −X0〉 − kp)dσ
=Wk(X0, u− pX0 , r) +
1
rn+a−1+2k
ˆ
Br(X0)
pX0∂
a
yudx,
where in the second equality we used the k-homogeneity of pX0 ∈ sBak(Rn+1). Hence we finally infer
d
dr
H(X0, u− pX0 , r)
r2k
=
2
r
Wk(X0, u− pX0 , r)
=
2
r
Wk(X0, u, r) +
2
rn+a+2k
ˆ
Br(X0)
pX0V udx.
On one hand, by Proposition 9.15 we have
Wk(X0, u, r) =Wk(X0, u, r)−Wk(X0, u, 0+) ≥ −C(n, a, k) ‖V ‖W 1,q(B1) r1−a,
while on the other one∣∣∣∣∣ 2rn+a+2k
ˆ
Br(X0)
pX0V udx
∣∣∣∣∣ ≤ C(n, a, k) ‖V ‖Lq(B1) ‖pX0‖L∞(B1) r−a,
where we used Lemma 9.9 and the growth estimate of Lemma 9.14. Hence, since a ∈ (−1, 1), it follows
immediately that
r 7→ H(X0, u− pX0 , r)
r2k
+ C ‖pX0‖L∞(B1) ‖V ‖W 1,q(B1) r1−a,
is monotone nondecreasing in (0, 1− |X0|). 
Now, in the same spirit of Section 5, we prove the nondegeneracy of the functions at the singular points
and then the existence and uniqueness of the tangent map.
Lemma 9.17. Let a ∈ (−1, 1) and u be a solution of (61). Then, for every X0 ∈ Γk(u) ∩ Σ there exists
C > 0 such that
sup
∂Br(X0)
|u(X)| ≥ Crk for 0 < r < R
where R = 1− dist(X0, ∂B1).
Proof. Fix X0 ∈ Γk(u) and suppose by contradiction, given a decreasing sequence rj ↓ 0, that
lim
j→∞
H(X0, u, rj)
1/2
rkj
= lim
j→∞
(
1
rn+a+2kj
ˆ
∂Brj (X0)
|y|a u2 dσ
)1/2
= 0.
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Consider now the blow-up sequence
uj(X) =
u(X0 + rjX)
ρj
where ρj = H(X0, u, rj)
1/2
constructed starting from rj and centered in X0 ∈ Γk(u). By Theorem 9.12, up to a subsequence
uj → p uniformly, where p ∈ sBak(Rn+1) is a nontrivial homogenous polynomial of degree k, such
that H(0, p, 1) = 1.
Let us focus our attention on the functionalM(X0, u, pX0 , r) with pX0 as above. By the assumption on
the growth of u it follows, as before, that
M(X0, u, pX0 , 0
+) =
ˆ
∂B1
|y|a p2 dσ = 1
rn+a+2k
ˆ
∂Br(X0)
|y|a p2X0 dσ.
By the monotonicity result of Proposition 9.16 on the map
r 7→M(X0, u, pX0 , r) + C ‖pX0‖L∞(B1∩Σ) ‖V ‖L∞(B1∩Σ) r1−a,
we obtain
1
rn+a−1+2k
ˆ
∂Br(X0)
|y|a (u− pX0)2 dσ + C(n, pX0 , V )r1−a ≥
1
rn+a−1+2k
ˆ
∂Br(X0)
|y|a p2X0 dσ
and similarly
1
rn+a−1+2k
ˆ
∂Br(X0)
|y|a (u2 − 2upX0) dσ ≥ −C(n, pX0 , V )r1−a.
On the other hand, rescaling the previous inequality and using the blow-up sequence uj defined as above,
we obtain
(71)
ˆ
∂B1
|y|a
(
H(X0, u, rj)
rkj
u2j − 2H(X0, u, rj)1/2ujp
)
dσ ≥ −C(n, pX0 , V )
rj
k+1−a
H(X0, u, rj)
.
Now, since N(X0, u, 0
+) = k, by Proposition 9.11 we obtain thatH(X0, u, r) > Cr
2A, for every A > k.
Hence, simply by taking A = k + 1, we have that the right hand side of (71) goes to zero and, passing to
the limit for j →∞, by the previous inequality we obtainˆ
∂B1
|y|a p2 dσ ≤ 0
in contradiction with p 6≡ 0. 
Theorem 9.18. Given a ∈ (−1, 1) and u be a solution of (61), let us consider X0 ∈ Γk(u) ∩ Σ, i.e.
N(X0, u, 0
+) = k. Then there exists a unique nonzero p ∈ sBak(Rn+1) blow-up limit such that
(72) uX0,r(X) =
u(X0 + rX)
rk
−→ p(X).
Proof. Up to a subsequence rj → 0+, we have that uX0,rj → p in C0,αloc . The existence of such limit
follows directly from the growth estimate |u(X)| ≤ C |X |k; moreover, by Lemma 9.17 we know p is not
identically zero. Now, for any r > 0 we have
Wk(0, p, r) = lim
j→∞
Wk(0, uX0,rj , r) = lim
j→∞
Wk(X0, u, rrj) = Wk(X0, u, 0
+) = 0.
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In particular, Proposition 9.15 implies that the La-harmonic function p is k-homogeneous and symmetric
with respect to Σ, i.e. p ∈ sBak(Rn+1). By Proposition 9.16, the limit M(X0, u, pX0 , 0+) exists and can
be computed by
M(X0, u, pX0 , 0
+) = lim
j→∞
M(X0, u, pX0 , rj)
= lim
j→∞
M(0, uX0,rj , p, 1)
= lim
j→∞
ˆ
∂B1
|y|a (uX0,rj − p)2 dσ = 0.
Moreover, let us suppose by contradiction that there exists another sequence ri → 0+ for which the
associated blow-up sequence converges to a different limit, i.e. uX0,ri → q ∈ sBak(Rn+1), q 6≡ p, then
0 =M(X0, u, pX0 , 0
+) = lim
i→∞
M(X0, u, pX0 , ri)
= lim
i→∞
ˆ
∂B1
|y|a (uri − p)2 dσ
=
ˆ
∂B1
|y|a (q − p)2 dσ.
Since q and p are both homogenous of degree k they must coincide in Rn. 
10. Measure estimates of nodal sets of s-harmonic functions
In this last Section, we estimate the measure of the nodal set Γ(u) of s-harmonic functions. Our result
can be seen as the nonlocal counterpart of the conjecture that Lin proposed in [32]. Indeed, following his
strategy, we will give an explicit estimate on the (n − 1)-Hausdorff measure of the nodal set in terms of
the Almgren frequency of its La-extension.
We will keep the notations previously introduced: more precisely, through this Section we will denote
with v ∈ H1,a(B+1 ) the restriction on the unitary ball in Rn+1+ of the La-harmonic extension, defined by
(39), symmetric with respect to Σ (see (40)). Since the fractional Laplacian (−∆)s admits a representation
formula, we directly have that the analyticity assumption, which is fundamental in order to apply a strat-
egy developed in [32], is fully satisfied on every compact setK ⊂⊂ B1. Moreover, by Proposition 8.1 we
already have at our disposal a quantitative doubling condition for s-harmonic functions strictly related to
the one in the extended space Rn+1.
In order to achieve the estimate on the Hausdorff measure of the nodal set Γ(u) we use the following
lemma, introduced in [14], relating the growth of a complex analytic function with the number of its zeros.
Lemma 10.1. Let f : B1 ⊂ C→ C be an analytic function such that
|f(0)| = 1 and sup
B1
|f | ≤ 2N ,
for some positive constant N . Then for any r ∈ (0, 1)
# {z ∈ Br : f(z) = 0} ≤ cN
and
#
{
z ∈ B1/2 : f(z) = 0
} ≤ N,
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where C is a positive constant depending only on the radius r.
Before stating the main result on the measure of the nodal sets Γ(u) in terms of the Almgren frequency
of the La-harmonic extension, let us start with an example in the setting of tangent maps B
s
k(R
n) that
emphasizes how the measure of the nodal set is strictly related to the class of tangent maps that we are
considering. First, it is not restrictive to assume that ϕ ∈ Bsk(R2) for some k ∈ 1 + N. Hence, consider
the case n = 2 with the notation (x, z) ∈ R2. Since every ϕ ∈ B∗k(R2) is harmonic in R2, it is known
that
H1 (Γ(ϕ) ∩B1) = 2k.
In contrast, whenever ϕ ∈ Bsk(R2)\B∗k(R2)with k ≥ 2, the previous bound turns out to be not optimal.
More precisely, given the constant k′ = #{t ∈ R : ϕ(t, 1) = 0} , we obtain
H1 (Γ(ϕ) ∩B1) = 2k′,
where, by the Fundamental Theorem of Algebra, it is obvious to see that 0 ≤ k′ ≤ k.
In general, we prove the following result which is based on an argument first introduced in [32] in the
context of solution of second order elliptic equation with analytic coefficient.
More recently, in [6] the author constructs a similar estimate in a more general context connecting the
Hausdorff measure of the nodal set of smooth functions with their finite vanishing order, which can be
also applied to our case. Unfortunately, the remarkable difference between the caseB∗k(R
n) andBsk(R
n)\
B∗k(R
n) ( or similarly sB∗k(R
n+1) and sBak(R
n+1) \ sB∗k(Rn+1) ) implies the non optimality of Bär’s
result in our setting.
Theorem 10.2. Given s ∈ (0, 1), let u be an s-harmonic function in B1 and 0 ∈ Γ(u). Then
Hn−1
(
Γ(u) ∩B 1
2
)
≤ C(n, s)N,
where N = N(0, v, 1) is the frequency of the La-harmonic extension v in B
+
1 defined by
N =
ˆ
B+1
|y|a |∇v|2 dX
ˆ
∂B+1
|y|a v2dσ
.
Proof. Let (BR(pi))i be a finite cover of B1/2 with R < 1/8 and pi ∈ B1/2. Moreover, up to a normal-
ization, it is not restrictive to assume that  
B1
u2dx = 1.
By Proposition 3.5 and Proposition 8.1, for every pi ∈ B1/2 we have 
Br(pi)
u2dx ≥ 4−C(n,s)N
 
B2r(pi)
u2dx,
with 0 < r < 1/4 and N = N(0, v, 1). Moreover, using the normalization hypothesi, we obtain 
BR(pi)
u2dx ≥ 4−C(n,s)N .
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Given p1, . . . , pj ∈ B1/2 the collection of points associated with the covering, let us consider (xpi)i ∈
BR(pi) such that
|u(xpi)| ≥ 2−C(n,s)N , for any i = 1, . . . , j.
In order to apply Lemma 10.1, for i = 1, . . . , j consider the collection of analytic functions of one complex
variable defined as
fi(w, z) = u(xpi + 4Rzw), for w ∈ Sn−1, z ∈ BC1
Then, by construction, we have
|fi(w, 0)| ≥ 2−C(n,s)N and |fi(w, z)| ≤ C,
for some positive dimensional constant C > 0. Since, by Lemma 10.1 we have
Ni(w) = #
{
x ∈ B2R(xpi) : u(x) = 0 for (x− xpj ) ‖ w
}
≤ #
{
z ∈ BC1/2 : fi(w, z) = 0
}
≤ c(n, s,N)N,
for every i = 1, · · · , j, by the integral geometric formula in [20, Theorem 3.2.27], we finally obtain
Hn−1 (Γ(u) ∩B1/2) ≤ j∑
i=1
Hn−1 (Γ(v) ∩BR(pi)) ≤ c(n, s,N)
j∑
i=1
ˆ
Sn−1
Ni(w)dw ≤ C(n, s,N)N
where in the second inequality we used BR(pi) ⊂ B2R(xpi ) for every i = 1, . . . , j. 
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