I. Introduction
One of the commonly used technique for solving systems of linear equations is Gaussian elimination. It is referred to as a "direct" method because it determines the solution in a fixed number of arithmetic operations that can be predicted in advance. "Iterative" methods, on the other hand, do not have fixed costs since the solution is obtained from a sequence of approximate solutions, and the algorithm is terminated when some measure of the error has been made adequately small.
However, iterative methods are valuable tool for solving large systems of linear equations. They have several potential advantages over direct method. First, since the coefficient matrix need not be factored, there are no fill-in and loss of sparsely. Second, storage requirements are more often lower for iterative methods than for direct methods. In some cases, it may not be necessary to store the coefficient matrix at all. Third, if a good approximation to the coefficient matrix is available, and this approximation can be inverted at low cost, then an iterative method can take advantage of this information to obtain the solution more rapidly. This is not normally possible with a direct method. A great many iterative methods have been invented, but we will only consider one ofsuch: the ConjugateGradient Method (CGM). (Many of the other iterative methods are applied primarily in the solution of differential equations.) The ConjugateGradient Method is designed to solve 1.1 In the case where the matrix A is symmetric and positive definite. It can be considered as a technique for solving the equivalent problem
Problem (P1)
Minimize f (x) = 1.2 The Conjugate Gradient Method (CGM) is a variant of the gradient method. In its simplest form, the gradient method uses the iterative scheme:
1.3 to generate a sequence { } of vectors which converge to the minimum of . The parameter appearing in (1.3) denotes the step length of the descent direction sequence. In particular, if F is a function on a Hilbert space ℋ such that in ℋ, F admits a Taylor series expansion = 〈 〉 ℋ 〈 〉 ℋ 1.4 where a, ϵ ℋ and is a positive definite, symmetric, linear operator, then it can be shown by [4] that possesses a unique minimum say in ℋ, and that = 0. The CGM algorithm for iteratively locating the minimum of in ℋ as described by [4] is as follows:
Step 1: Guess the first element ϵ ℋ and compute the remaining members of the sequence with the aid of the formulae in the steps 2 through 6.
Step 2: Compute the descent direction 1.5a
Step 3: Set ; where =
Step 4: Compute 1.5c
Step 5: Set ;
Step 6: If for some i, then, terminate the sequence; else set i = i + 1 and go to step 3. In the iterative steps 2 through 6 above, denotes the descent direction at i-th step of the algorithm, , is the step length of the descent sequence { } and denotes the gradient of F at . Steps 3, 4 and 5 of the algorithm reveal the crucial role of the linear operator Q in determining the step length of the descent sequence and also in generating a conjugate direction of search. Since the aim of this paper is investigating the general method for finding the gradient of a function, it is pertinent to discuss the modified gradient technique for the cases of a continuous function input as it applies to the CGM in the next section.
II.

Continuous Function Input Gradient
We make the specific assumption that , the space in which the minimum of the cost functional is sought, is the space of continuous functions over the It can be seen that , which is needed to eliminate the gradient by (2.2), is the solution to the integral of (2.9) must hold for arbitrary since has been unspecified so far. Thus, by letting in (2.9) and differentiating with respect to it, we get the differential equation 
III. The Extended Conjugate Gradient Method (ECGM)
According to [2] , an extended conjugate gradient method (ECGM) adopts the CGM to obtain the solution of a scalar, linear, optimal control problem of the form:
where A, B, C and D are specified constants such that ; and T are given, ̇ denotes the derivative of the state vector, , with respect to time and is the control vector. As conventional with penalty function techniques, (3.1) and (3.2) may equivalently be written ∫ { ̇ } , 3.3 where , is the penalty parameter and ̇ is the penalty term. The operator, Q, was developed by [6] and was later improved upon by [1] , which is related to the problem in the sense that: 〈 〉 ℋ ∫ { ̇ } , where ℋ is a suitably chosen Hilbert space. The operator Q is then utilized in the iterative procedure of the CGM in order to arrive at a solution of the problem (P2). Generally, according to [1] , for discrete type optimization problems which satisfy the hypotheses on
The linear operator Q is readily determined (to see [4] pp. 51 -53); and such problems enjoy the beauty of the CGM as a computational scheme since the CGM exhibits quadratic convergence and requires only a little more computation per iteration. According to [6] , the operator is such that
with the composite operators given by
, 0 3.8 The proof of the above results (3.5) to (3.8) can readily be found in [6] . Since our objective is to solve problems of the form (3.1) and (3.2) introducing the modified gradient techniques to the ECGM, then, there is need to discuss the modified gradient techniques as it applies to an ECGM algorithmin what follows:
IV. ECGM Algorithm
The ECGM algorithm for iteratively locating the minimum of in ℋ as described by [7] and [8] is as follows
Step 2: Compute the descent direction 4.1a
Step 3: Set ; where
Step 4: Compute Compute 4.1c
4.1d
Step 6: If for some i, then, terminate the sequence; else set i = i + 1 and go to step 3. In the iterative steps 2 through 6 above, denote the descent directions at ith step of the algorithm, , are the step lengths of the descent sequences{ } and { } denote the gradients of at respectively. Steps 3, 4 and 5 of the algorithm reveal the crucial role of the linear operator Q in determining the step lengths of the descent sequences and also in generating conjugate directions of search.
V. Computational Results
The following problems were evaluated using the ECGM algorithm thus: Problem (P3) Find the optimal control which gives an extremum value of the functional J = ∫ Subject to the state differential equation ̇ ̇ is not specified.
Problem (P4)
What is the optimal trajectory and control for the system ̇ = 0 , that minimizes the performance measure
Conclusion
Computationally, the resulting algorithm from the introduction of the gradient modification to the ECGM were tested on a number of optimal control problems with the penalty parameter, the results obtained in each cases were presented in Tables 1 to 3 . Our results show improved convergence profile over the classical methods considering the analytical solution of each of the problems under review in this paper. 
