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Abstract 
This paper reviews the use of molecular fingerprints for chemical similarity 
searching.  The fingerprints encode the presence of 2D substructural fragments 
in a molecule, and the similarity between a pair of molecules is a function of the 
number of fragments that they have in common.  Although this provides a very 
simple way of estimating the degree of structural similarity between two 
molecules, it has been found to provide an effective and an efficient tool for 
searching large chemical databases.  The review describes the historical 
development of similarity searching since it was first described in the mid-
Eighties, reviews the many different coefficients, representations, and 
weightings that can be combined to form a similarity measure, describes 
quantitative measures of the effectiveness of similarity searching and concludes 
by looking at current developments based on the use of data fusion and machine 
learning techniques.   
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Fragment substructure; Machine learning; Similar Property Principle; Similarity 
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1. Introduction 
The Collins English Dictionary defines similar to be “showing resemblance in 
qualities, characteristics or appearance; alike but not identical” and the comparison of objects 
to determine their levels of similarity lies at the heart of many academic disciplines.  Thus, 
archaeologists may study the relationships between pot shards from different historical sites; 
literary studies may involve comparing fragments of poetry from different works by – possibly 
– the same author; and modern systematics derives from the attempts of the medieval 
apothecaries to group medicinal plants.  The definitions of similarity, and the purposes for 
which these definitions are employed, in these three applications are very different but they 
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have in common the aim of synthesising new knowledge from a similarity-based analysis of 
that which already exists.  Similarity concepts have long played an important role in chemistry 
(1); indeed one of the most striking examples is the work of Mendeleev that led to the 
establishment of the modern Periodic Table, by means of which he was able not only to 
classify the existing elements but also to predict the existence of elements that were then 
unknown.  
 In this chapter, we focus on one specific application of similarity in chemoinformatics: 
similarity searching, i.e., the ability to scan through a database of chemical molecules to find 
those that are most similar to some user-defined query molecule (2-7).  In what follows, we 
shall normally refer to the query as the reference structure; an alternative name that is 
frequently used in the literature is the target structure, but we believe that the former name is 
to be preferred given the possibility of confusion with a biological target.   
 Similarity searching is one particular type of virtual screening.  This is the use of a 
computational technique for selecting molecules for subsequent investigation, most obviously 
for testing for bioactivity in a lead-discovery programme.  There are many different virtual 
screening methods available, but they all have the common aim of ranking a list of possible 
molecules so that those at the top of the ranking are expected to have the greatest probability 
of activity.  Virtual screening methods differ in the amount of information that is available (8-
13).  Similarity searching has by far the smallest information requirement, needing just a 
single known bioactive molecule (as discussed further below), Examples of other approaches 
to virtual screening include: 2D or 3D substructure searching (which require the availability of 
a topological or geometric pharmacophore, respectively, these being derived from a small 
number of known bioactive molecules); machine learning methods (which require large 
numbers of both known active and known inactive molecules); and docking methods (which 
require the 3D structure of the biological target).  The many methods that are now available 
have led to comparisons that seek to determine the relative effectiveness of different 
approaches to screening; the reader is referred to the literature for discussions of the strengths 
and weaknesses of similarity searching as compared to other screening approaches (see, e.g., 
(7, 14-20)).  
 This chapter seeks to present the basic principles of similarity searching, eschewing 
detailed discussion of individual approaches, and is structured as follows.  Section 2 provides 
an introduction to similarity searching, and describes the Similar Property Principle that 
underlies the use of similarity as a tool for database searching.  Section 3 discusses the three 
components – the representation, the similarity coefficient and the weighting scheme – that 
comprise a similarity measure for computing the degree of resemblance between two 
molecules; the focus of this chapter is one particular type of representation, the 2D fingerprint, 
and this representation is hence discussed in some detail in this section.  Section 4 discusses 
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the criteria that have been used to evaluate the retrieval effectiveness of different types of 
similarity searching procedure.  Finally, Section 5 summarises recent work that involves the 
use of not just a single reference structure, as is used for conventional similarity searching, but 
multiple reference structures.   
 The coverage of this review is intentionally focused, considering only one 
representation of molecular structure (the 2D fingerprint) and only one application of 
similarity (similarity searching).  The reader is referred to the literature for more general 
discussions of chemoinformatics (21-23) and of other similarity-related topics, such as 3D 
similarity measures, cluster analysis, molecular diversity analysis, and reaction similarity (3, 
24-26); for additional material specifically about similarity searching, it is worth noting that a 
characteristic of the field is that much of the work has been carried out by a limited number of 
research groups, most notably those directed by Bajorath (27) , Sheridan (16), and Willett 
(28). 
 
2. The Similar Property Principle 
The input to a similarity search is the reference structure for which related structures 
are required.  In the drug-discovery context, the reference structure normally exhibits a 
potentially useful level of biological activity and might be, for example, a competitor’s 
compound or a structurally novel hit from an initial high-throughput screening (HTS) 
experiment.  Thus the reference structure is normally an entire molecule, rather than the partial 
structure that forms the basis for 2D or 3D substructure searching (that said, there has been 
some interest in similarity searches of molecules that are substructures or superstructures of 
the reference structures (29-31)).  Each database structure is encoded using the same 
representation scheme as was used to encode the reference structure; the two representations 
are compared to ascertain the level of structural commonality using a similarity coefficient.  In 
some cases, a weighting scheme is applied to one or both of the representations prior to the 
calculation of the similarity, with the aim of increasing the relative importance of particular 
features within the overall representation.  The similarities are computed in this way for every 
molecule in the database that is being searched, and then the similarity values sorted into 
descending order.  The molecules at the top of the resulting ranking, which are often referred 
to as the nearest neighbours as they are the closest in some sense to the reference structure, are 
then presented to the user as the output from the similarity search. 
 This approach to database access was first described by Carhart et al. (32) and by 
Willett et al. (33).  Both of these studies found that effective measures of chemical similarity 
could be obtained by determining the numbers of 2D substructures common to a reference 
structure and a database structure, although the starting points for the two studies were rather 
different.  Carhart et al., working at Lederle Laboratories, used the information about common 
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fragments not just for similarity searching but also for substructural analysis (vide infra).  The 
study by Willett et al. drew on earlier work by Adamson and Bush that reported probably the 
very first use of 2D fingerprints for the calculation of molecular similarity (specifically in the 
context of QSAR studies rather than for large-scale database applications) (34).  Willett et al. 
used the information about common fragments in a combined search system at Pfizer, where 
the computed similarities were used to rank the molecules retrieved in a substructure search; 
however, the authors soon realised that the initial substructure search was not necessary and 
that similarity searching on its own provided a novel way of accessing a chemical database.   
 Following these two initial studies, fragment-based similarity searching was adopted 
very rapidly in both commercial and in-house chemoinformatics systems.  Its uptake was 
spurred by several factors: it provides a retrieval mechanism that is complementary to 
substructure searching; it uses the same basic data as existing substructure software, i.e., sets 
of 2D fingerprints; and it is both rapid and powerful in execution, encouraging interactive 
exploration of the range of structural types in a database (35).  These are all perfectly valid, 
but essentially pragmatic reasons for using similarity searching.  There is, however, also a 
rational basis, which derives from what is known as the Similar Property Principle.  The 
Principle states that molecules that have similar structures will have similar properties, and is 
normally ascribed to Johnson and Maggiora, whose 1990 book was the first to highlight the 
role of similarity in what we now refer to as chemoinformatics (25).  However, it had certainly 
been discussed prior to then, e.g., by Wilkins and Randic in 1980 (36), and arguably underlies 
the whole area of drug discovery: if there was not some relationship between molecular 
structures (however these are represented in computational terms) and molecular properties 
then lead discovery and lead optimisation would be essentially random processes, which is 
certainly not the case.  If the Principle holds then the molecules in a database that are most 
similar to a bioactive reference structure are (all other things being equal) those that are most 
likely to exhibit the reference structure’s bioactivity.  Ranking the database in order of 
decreasing similarity, where the similarity is defined using some quantitative measure of inter-
molecular similarity, hence provides a rational way of prioritising compounds for biological 
testing and thus a firm basis for the development of similarity searching methods.  It is 
appropriate to mention here the closely related concept of Neighbourhood Behaviour (37), 
which involves relating absolute differences in bioactivity for pairs of molecules to the 
dissimilarities for those pairs of molecules.  This concept has been used to categorise the 
effectiveness of molecular descriptors for molecular diversity applications (38-40).   
 Given the importance of the Similar Property Principle, it is hardly surprising that 
there have been several attempts to demonstrate its applicability.  Perhaps the first detailed 
study was that reported by Willett and Winterman, which showed that simple fingerprint-
based similarities could be used to predict a range of physical, chemical and biological 
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properties in small QSAR datasets (using a “leave-one-out” prediction approach that is 
discussed later in this review) (41).  Having demonstrated that similarities in structure 
mirrored similarities in property, these authors then used differences in the strength of this 
relationship to compare different types of similarity measure.  Specifically, they made the 
assumption that if the Principle holds for some particular dataset, then the extent of the 
relationship between structure and property that is obtained using some particular similarity 
measure provides a basis for evaluating the effectiveness of that measure, and hence for 
comparing the effectiveness of different types of similarity measure.  Analogous results were 
obtained for their QSAR datasets when they were clustered using a range of hierarchic and 
non-hierarchic clustering methods (42).  The latter work was extended to much larger datasets 
in two papers by Brown and Martin (43, 44).  These studies were designed to compare the 
effectiveness of different clustering methods and different types of fingerprint for selecting 
structurally diverse database subsets, but their detailed experiments demonstrate clearly the 
general applicability of the Principle.  A later paper by Martin et al. provided a direct 
evaluation of the Principle using structures that had been tested in over one-hundred assays at 
Abbott Laboratories (45).  Whilst noting that there were cases where the Principle did not 
apply, the principal conclusion was that structurally similar compounds do indeed have similar 
bioactivities, with the latter increasing as the structural similarity is increased.  These studies 
have been taken further in an interesting study by Steffen et al., who show that the Principle 
also applies when molecular bioactivities are considered across a range of assays, rather than 
just a single assay as in the other studies cited here (46).  
Further demonstrations of the general validity of the Principle come from two near-
contemporaneous studies of the applicability of QSAR models.  Thus Sheridan et al. (47) and 
He and Jurs (48) showed that the more similar a molecule was to molecules in the training-set 
then the more likely it was that an accurate prediction could be made using the QSAR model 
that had been derived from that training-set.  More recently, Bostrom et al. analysed sets of 
protein-ligand complexes from the Protein Data Bank to demonstrate that molecules that are 
structurally similar tend to bind to a biological target in the same way, i.e., in addition to 
eliciting the same biological response, similar molecules achieve this by means of the same 
mode of action (49).  Finally, the Principle is attracting further support from work in 
chemogenomics, with recent studies demonstrating: that molecules with similar 2D 
fingerprints bind to structurally related biological targets (50, 51); that molecule-based 
similarities can suggest novel functional relationships between  targets that exhibit little 
sequence similarity (52, 53); and that pairs of molecules acting on a common target are more 
likely to be similar than pairs of molecules that do not share a common target (54).   
 It should be noted that there are many exceptions to the Principle, a situation that 
Stahura and Bajorath refer to as the Similarity Paradox (55).  This is especially the case if 
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attention is focused on the relatively small numbers of structurally related molecules that are 
commonly encountered in QSAR studies (5, 6, 56), where it is not uncommon for very slight 
changes in structure to bring about large changes in activity (a phenomenon that has been 
referred to as an “activity cliff” (57, 58)).  However, the Similar Property Principle does 
provide a highly appropriate basis for similarity searching, where similarities are typically 
computed for large, or very large, numbers of molecules spanning a huge range of structural 
classes.   
 
3. Components of a Similarity Measure 
Any database searching system must be both efficient (i.e., must involve the use of 
minimal computing resources, typically time and space) and effective (i.e., must retrieve 
appropriate items from the database that is being searched).  Modern computer hardware and 
software enable highly efficient similarity searches to be carried out on even the largest 
chemical databases (at least when using the 2D fingerprint approaches that are considered in 
this chapter), and we hence focus on the factors that control effectiveness.  This is determined 
by the nature of the measure that is used to compute the degree of resemblance between the 
reference structure and each of the database structures.  A similarity measure has three 
components: the representation that is used to characterise the molecules that are being 
compared; the weighting scheme that is used to assign differing degrees of importance to the 
various components of these representations; and the similarity coefficient that is used to 
provide a quantitative measure of the degree of structural relatedness between a pair of 
(possibly weighted) structural representations.   
 
3.1 Representations  
Very many techniques are available for representing and encoding the structures of 2D 
chemical molecules (23, 24, 59) and many of these representations have been used for 
similarity searching (16, 26, 60).  It is common to divide the many techniques into three broad 
classes of descriptor: whole molecule (sometimes called 1D) descriptors; descriptors that can 
be calculated from 2D representations of molecules; and descriptors that can be calculated 
from 3D representations.    
 Whole molecule descriptors are single numbers, each of which represents a different 
property of a molecule such as its molecular weight, the numbers of heteroatoms or rotatable 
bonds, or a computed physicochemical parameter such as logP.  A single 1D descriptor is not 
usually discriminating enough to allow meaningful comparisons of molecules and a molecule 
is hence normally represented by several (or many) such descriptors (61, 62).  2D descriptors 
include topological indices and substructural descriptors.  A topological index is a single 
number that typically characterises a structure according to its size and shape (63, 64).  There 
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are many such indices: the simplest characterise molecules according to their size, degree of 
branching and overall shape, while more complex indices take account of the properties of 
atoms as well as their connectivities.  As with 1D descriptors, multiple different indices are 
normally combined for similarity searching (65).  Substructure-based descriptors characterise 
a molecule by the substructural features that it contains, either by the molecule’s 2D chemical 
graph, or by its fingerprint.  Fingerprints are the focus of this chapter and are hence discussed 
in more detail below.  They have been found to be at least as effective, if not more so, for 
virtual screening than chemical graphs (66) despite the fact that they provide a much less 
precise representation of a molecule’s structure than does the underlying graph (which 
contains a full description of the molecule’s topology).  There is hence some interest in the use 
of simplified graph representations for virtual screening (67-70), and it is likely that work in 
this area will be developed further in the future.  3D descriptors are inherently more complex 
since they need to take account of the fact that many molecules are conformationally flexible 
(although some successful 3D similarity measures have assumed that a molecule can be 
represented by a single, low-energy conformation).  Similarity measures have been reported 
that are based on inter-atomic distances (71), molecular surfaces (72), electrostatic fields (73, 
74) and molecular shapes (75, 76) inter alia.   
 This chapter focuses on fingerprint-based similarity searching, and it is hence 
appropriate to discuss the various types of fingerprint that are available in more detail.  
Fingerprints enable effective similarity searching, but they were first developed for efficient 
substructure searching.  This involves using a subgraph isomorphism algorithm to check for an 
exact mapping of the atoms and bonds in a query substructure onto the atoms and bonds of 
each database structure (23, 24).  Graph matching algorithms are far too slow to enable 
interactive substructure searching of large files on their own, and it is hence necessary to use 
an initial screening search.  This filters out of the great majority of the database structures that 
do not contain all of the substructural fragments present in the query substructure, with only 
those few molecules that do contain all of these fragments being passed on for the time-
consuming graph-matching stage.  The presence or absence of fragments in a query 
substructure or in a database structure is encoded in a binary vector that is normally referred to 
as a fingerprint.   
 There are two main ways of selecting the fragments that are encoded in a fingerprint 
(23, 24, 77, 78).  In a dictionary-based approach, there is a pre-defined list of fragments, with 
normally one fragment allocated to each position in the bit-string.  A molecule is checked for 
the presence of each of the fragments in the dictionary, and a bit set (or not set) when a 
fragment is present (or absent).  The dictionary normally contains several different types of 
fragment.  For example, an augmented atom contains a central atom together with its 
neighbouring atoms and bonds, and an atom sequence contains a specific number of connected 
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atoms and their intervening bonds.  The effectiveness of the dictionary is maximised if a 
statistical analysis is carried out of the sorts of molecules that are to be fingerprinted, so as to 
ensure that the most discriminating fragments are included (79-81).  In a molecule-based 
approach, hashing algorithms are used to allocate multiple fragments to each bit-position.  
Here, a generic fragment type is specified, e.g., a chain of four connected non-hydrogen 
atoms, and a note made of all fragments of that type that occur in a given molecule.  Each 
fragment is converted to a canonical form and then hashed using several (typically two or 
three) hashing algorithms to set bits in the fingerprint.  The first widely used fingerprint of this 
sort was that developed by Daylight Chemical Information Systems Inc. (at 
http://www.daylight.com).  This fingerprint encodes atom sequences up to a specified length 
(typically from 2 to 7 atoms), with each such sequence being hashed using multiple hashing 
procedures so that each bit is associated with multiple fragments and each fragment with 
multiple bit positions. 
 Both the dictionary-based and the molecule-based approaches are represented in the 
fingerprints encountered in operational chemoinformatics systems.  For example, the 
fingerprints produced by Digital Chemistry (formerly Barnard Chemical Information, at 
http://www.digitalchemistry.co.uk,), by Sunset Molecular (at 
http://www.sunsetmolecular.com) and by Symyx Technologies (formerly MDL Information 
Systems at http://www.symyx.com) are dictionary-based, the Daylight fingerprints mentioned 
previously and the fingerprints produced by Accelrys (at http://www.accelrys.com) are 
molecule-based (using linear chains and circular substructures, respectively), and the Unity 
fingerprints produced by Tripos (at http://www.tripos.com) are based on both approaches.   
 Most of the fingerprints above were originally developed for efficient substructure 
searching, and it is perhaps surprising that they have also been found to provide a highly 
effective, alternative type of database access.  There are also fingerprints that have been 
developed specifically for similarity searching (14, 51, 82-87).  It is noteworthy that many of 
the newer types of fingerprint describe the atoms not by their elemental types but by their 
physicochemical characteristics, so as to enable the identification of database structures that 
have similar properties to the reference structure in a similarity search but that have different 
sets of atoms.  This increases the chances of scaffold-hopping, i.e., the identification of novel 
classes of molecule with the requisite bioactivity (88-91).  We should also note that the 
discussion here is restricted to fingerprints that encode structural fragments: other types of 
fingerprint used for similarity searching have involved other types of information such as 
property information (46, 92, 93) or affinities to panels of proteins (94, 95). 
 
3.2 Weighting schemes   
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Most fingerprints are binary in nature, with each bit denoting the presence/absence of 
a substructural fragment in a molecule.  However, the elements of a fingerprint can also 
contain non-binary information that assigns a weight, or degree of importance, to the 
corresponding features.  Thus, a feature that had a large weight and that occurred in both the 
reference structure and a database structure would contribute more to the overall similarity of 
those molecules than would a common feature with a small weight.  Weighting features in 
fingerprints lies at the heart of many approaches to substructural analysis and related machine-
learning approaches where large amounts of training data are available (vide infra) (27, 96, 
97), but has been much less studied in the context of similarity searching, where the only 
information that is available is the reference structure and the database structures that are to be 
searched.   
Willett and Winterman suggested that three types of weighting could be used for 
fingerprint-based similarity searching: weighting based on the number of times that a fragment 
occurred in an individual molecule; weighting based on the number of times that a fragment 
occurred in an entire database; and weighting based on the total number of fragments within a 
molecule (41).  Of these three types of weight, the last is accommodated in many of the 
common similarity coefficients (vide infra) since they include a factor describing the sizes (in 
terms of numbers of fragments) of the two molecules that are being compared, whilst studies 
of the second type of weight have been limited to date (98, 99).  However there have been 
several studies of the use of information about fragment occurrences in a single molecule (41, 
43, 70, 84, 85, 100-102).  These studies have suggested that fingerprints encoding the 
occurrences of substructural fragments may be able to give better screening performance than 
conventional, binary fingerprints.  However, the results have been far from consistent; and the 
performance differences often quite small; many of the previous studies were limited, either in 
terms of the numbers of molecules involved or in the extent to which the weighted and binary 
fingerprints differed; and there has been no attempt to explain the observed levels of 
performance.  This situation has been addressed in a recent study by Arif et al. (103), which 
has demonstrated conclusively the general superiority of occurrence-based weighting and also 
rationalised the different (and sometimes very different) levels of performance that were 
observed in experiments involving a range of weighting schemes, types of fingerprint and 
chemical databases.  Their recommended scheme involves encoding both the reference 
structure and the database structures using the square root of a fragment’s occurrence; the 
study was, however, limited to the use of the Tanimoto coefficient (vide infra) and it remains 
to be seen whether analogous results are obtained with other types of coefficient. 
 
3.3 Similarity coefficients   
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The calculation of inter-object similarities by means of a similarity coefficient lies at 
the heart of cluster analysis, a multivariate data analysis technique that is used across the 
sciences and social sciences (104), and very many different similarity coefficients have thus 
been developed for this purpose (105, 106).  Willett et al. provide an extended account of 
those that have been used for applications in chemoinformatics (35), focusing on the 
mathematical characteristics of the various coefficients that they discuss and, in particular, on 
the broad class of similarity coefficients known as association coefficients.  These are all 
based on the number of fragments, i.e., bits in a fingerprint, common to the fingerprints 
describing a reference structure and a database structure, with this number normalised by some 
function based on the numbers of non-zero bits in the two fingerprints that are being 
compared.  An example of an association coefficient is the Tanimoto coefficient.  This was 
found to work well in Willett and Winterman’s early similarity study of QSAR datasets (41) 
and was hence adopted as the coefficient of choice when the first operational searching 
systems were introduced a few years later.  Subsequent work has demonstrated the 
appropriateness of this choice: the Tanimoto coefficient has been found to perform well in a 
wide range of applications, and not just similarity searching, and remains the yardstick against 
which alternative approaches are judged, despite the many years that have passed since Willett 
and Winterman’s initial study in 1986.  Like most association coefficients, the Tanimoto 
coefficient takes values between zero and unity when used with binary fingerprints: a value of 
zero corresponds to two fingerprints that have no bits in common, while a value of unity 
corresponds to two identical fingerprints (35).   
 Whilst widely used, the Tanimoto coefficient is known to give low similarity values in 
searches for small reference structures (where just a few bits are switched on in the reference 
structure’s fingerprint) (107-109), and is also known to have an inherent bias towards specific 
similarity values (110).  These observations spurred several comparative studies (summarised 
in (28)) that involved over 20 different fingerprint-based similarity coefficients.  None of the 
coefficients was found to be consistently superior to the Tanimoto coefficient, and it was 
shown (both experimentally and theoretically) that most coefficients exhibit at least some 
degree of dependence on the sizes (i.e.., numbers of set bits) of the molecules that are 
compared in a similarity search.  Later studies have focussed on the use of asymmetric 
coefficients, based on ideas first put forward by Tversky (111), for the calculation of inter-
molecular structural similarities (112, 113).  In a symmetric coefficient, the value of the 
coefficient is independent of whether a reference structure is mapped to a database structure or 
vice versa.  This is not so with asymmetric coefficients and it has been suggested that this may 
be beneficial for database searching (30, 114), although the merits of such coefficients are still 
the subject of debate (115, 116). 
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The coefficients discussed thus far focus on the substructural fragments that are 
common to a reference structure and a database structure, i.e., those positions in the fingerprint 
where the bit is switched on.  Information about the other bits, i.e., those that are switched off, 
may be included implicitly, typically via a contribution to the overall coefficient that reflects 
sizes of the two molecules that are being compared.  Extended versions have been reported of 
the Tanimoto and Tversky coefficients where the overall value of the coefficient is the 
weighted sum of one coefficient based on the bits switched on and of one coefficient based on 
the bits switched off (109, 117). 
Association coefficients are specifically designed for use with binary data.  If interval 
or ratio data is used, as would be the case if some form of fragment weighting scheme was to 
be employed in the generation of a fingerprint, other types of coefficient may then be 
appropriate.  The Euclidean distance has been found to work well in many data analysis 
studies, both in chemoinformatics and more generally (35, 104); however, Varin et al. (118) 
have recently suggested that a coefficient described by Gower and Legendre (119), which 
reduces to the Tanimoto coefficient when applied to binary data, performs very well when 
weighted fingerprints are used for clustering and similarity searching.  
 
4. Evaluation of Similarity Measures 
It will be clear from the above that there are very many possible combinations of 
fingerprint, coefficient, and weighting scheme that could be used to build a similarity measure 
for similarity searching.  It is hence reasonable to ask how one can assess  the effectiveness of 
different measures and thus how one can identify the most appropriate for a particular 
searching application.  
The aim of similarity searching, as of any virtual screening method, is to identify 
bioactive molecules and the evaluation of search effectiveness is hence normally carried out 
using datasets for which both structure and bioactivity data are available.  There is, of course, 
a vast amount of such data available in corporate databases as a result of the massive 
biological screening programs carried out by industry, but intellectual property considerations 
mean that this rarely, or ever, becomes available for more general use.  This is a severe 
limitation since the development of the science of similarity searching requires standard 
datasets that can be used for the evaluation and comparison of different methods as they 
become available.  Instead, most reported studies of similarity measures make use of a limited 
number of public datasets for which both structural and activity data are available.  Examples 
of such datasets that have become widely used include the MDL Drug Data Report database 
(available from Symyx Technologies at http://www.symyx.com), the World Of Molecular 
Bioactivity database (available from Sunset Molecular at http://sunsetmolecular.com/), the 
National Cancer Institute AIDS database (available from the National Library of Medicine 
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Developmental Therapeutics Programme at http://dtp.nci.nih.gov), and the Directory of Useful 
Decoys (DUD) database (available from http://www.dud.docking.org/).  
Although standard datasets are widely used, it is important to recognise that they do 
have some limitations.  First, they contain molecules that have been reported as exhibiting 
some particular bioactivity but may say nothing as to their activity or inactivity against other 
biological targets; instead, it is normally the case that the absence of activity information is 
taken to mean inactivity.  Second, molecules that reach the published literature (and that are 
hence eligible for inclusion in such databases) may be only a small, carefully studied and high-
quality subset of those that were actually synthesised and tested in a screening program.  
Third, the “me too” or “fast follower” nature of research in the pharmaceutical industry means 
that some structural classes are overly represented in a dataset.  Finally, the numbers of 
molecules in these datasets are typically an order of magnitude less than in corporate 
databases, which may contain several million molecules.  Notwithstanding these 
characteristics, the existence of these datasets does mean that there is a natural platform for 
evaluating new methods and for comparing them with existing methods. 
 The bioactivity data can be either qualitative (e.g., a molecule is categorised as either 
active or inactive) or quantitative (e.g., an IC50 value is available for a molecule), but the 
Similar Property Principle provides the basis for performance evaluation irrespective of the 
precise nature of the biological data.  If the Principle does hold for a particular dataset, i.e., if 
structurally similar molecules have similar activities, then the nearest-neighbour molecules in 
a similarity search are expected to have the same activity as the bioactive reference structure.  
The effectiveness of a similarity measure can hence be quantified by determining the extent to 
which the similarities resulting from its use mirror similarities in the bioactivity of interest.  
Several reviews are available of effectiveness measures that can be used when 
qualitative activity data are available (38, 120, 121).  Most if not all of the common measures 
can be regarded as a function of one or both of two underlying variables: the recall and the 
precision.  Assume that a similarity search has been carried out, and a threshold applied to the 
resulting ranked list to retrieve some small subset, e.g., 1%, of the database.  Then the recall is 
the fraction of the total number of active molecules retrieved in that subset; and the precision 
is the fraction of that subset that is active.  A good search is one that maximises both recall and 
precision so that, in the ideal case, a user would be presented with all of the actives in the 
database without any additional inactives: needless to say, this ideal is very rarely achieved in 
practice.   
 Examples of measures that have been extensively used include the enrichment factor, 
i.e., the number of actives retrieved relative to the number that would have been retrieved if 
compounds had been picked from the database at random (122), the numbers of actives that 
have been retrieved at some fixed position in the ranking (123), and the Receiver Operating 
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Characteristic (or ROC curve) (124, 125).  A ROC curve plots the percentage of true positives 
retrieved against the percentage of false positives retrieved at each position in the ranking (or 
at some series of fixed positions, e.g., the top 5%, the top 10%, the top 15% etc).  ROC curves 
are widely used in machine learning and pattern recognition research but their use in virtual 
screening has been criticised (126) since no particular attention is paid to the top-ranked 
molecules, and it is these that would actually be selected for testing in an operational screening 
system.  There is much current interest in the evaluation of virtual screening (based on 
similarity searching, docking or whatever) and it is likely to be some time before full 
agreement is reached as to the best approaches to evaluation (127, 128). 
 Similarity searching is normally used in the lead discovery stage of a drug discovery 
programme, when only qualitative biological data are available and when the evaluation 
criteria mentioned in the previous paragraph are appropriate.  However, the Similar Property 
Principle can also be applied to the analysis of datasets with quantitative data, using a leave-
one-out approach analogous to those used in QSAR studies (121).  Assume that the activity 
value for the reference structure R is known and is denoted by A(R).  A similarity search is 
carried out and some number of R’s nearest neighbours identified.  The predicted activity 
value for R, P(R), is then taken to be the arithmetic mean of the known activity values for this 
set of nearest neighbours.  The similarity search is repeated using different reference 
structures, and the correlation coefficient is then computed between the resulting sets of A(R) 
and P(R) values.  A large correlation coefficient implies a good fit between the known and 
predicted bioactivities and hence strict adherence to the Similar Property Principle by the 
similarity search procedure that was used to generate the sets of nearest neighbours.  This 
approach to performance evaluation was pioneered by Adamson and Bush (34); it formed the 
basis for Willett’s extensive studies of similarity and clustering methods in the Eighties (42) 
and, more recently, was used in Brown and Martin’s much-cited comparison of structural 
descriptors for compound selection (43, 44).  
 A focus on the number of active molecules retrieved by a similarity search is entirely 
reasonable, but the needs of lead discovery mean that it is also important to consider the 
structural diversity of those active molecules (129).  Specifically, account needs to be taken of 
the scaffold-hopping abilities of the similarity search since, e.g., a search retrieving 25 active 
analogues that all have the same scaffold as the reference structure is likely to be of much less 
commercial importance than a search retrieving just five actives if each of these has a different 
scaffold.  It is often suggested that fragment-based 2D similarity searching has only a limited 
scaffold-hopping capability, especially when compared with more complex (and often much 
more time-consuming) 3D screening methods.  This suggestion is clearly plausible but there is 
a fair amount of evidence to suggest that 2D methods can exhibit non-trivial scaffold-hopping 
capabilities (16) MORE REFS FROM BOX  
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 The evaluation criteria described above have been used in a very large, and constantly 
increasing, number of studies that discuss the effectiveness of similarity searching.  Even a 
brief discussion of these many studies would require a totally disproportionate amount of 
space, and the reader is accordingly referred to the many excellent reviews that exist (2, 5-7, 
35, 60).   
 
5. Use of Multiple Reference Structures 
 As discussed thus far, similarity searching has involved matching a single bioactive 
reference structure against a database using a single similarity measure.  Over the last few 
years, perhaps the principal development in the field of similarity searching has been the 
appearance of a range of methods that involve the use of additional information in generating a 
ranking of the database.  It is possible to identify two broad classes of approach: the first class 
involves the use of data fusion, or consensus, methods; while the second class involves the use 
of machine learning methods to develop predictive models that can guide future searches 
given a body of training data.  It is debateable where similarity searching stops and where 
machine learning starts, but the main difference is in the amounts of bioactivity data available 
and the way that data is used.  One of the principal attractions of similarity searching as a tool 
for virtual screening is that it requires just a single known active molecule; whereas the 
application of machine learning to virtual screening requires a pool of molecules (this pool 
ideally including not just actives but also inactives) to enable the development of a predictive 
model.  In this review we shall focus more on data fusion since work in this area is more 
tightly aligned to conventional similarity searching, but make some remarks about machine 
learning approaches at the end of the section. 
 The comparative studies referenced in Section 4 have typically sought to identify a 
single “best” similarity method; hardly surprisingly, it has not been possible to identify a 
single approach that is consistently superior to all others across a range of reference structures, 
biological targets and performance criteria (7, 16).  The data fusion approach involves carrying 
out multiple similarity searches and then combining the resulting search outputs to give a 
single fused output that is presented to the searcher.  For example, assume that three different 
types of 2D fingerprint are available.  A search is carried out using the first fingerprint-type to 
describe the reference structure and each of the database structures, and the database ranked in 
decreasing order of the computed similarity.  The procedure is repeated using each of the other 
two types of fingerprint in turn, and the three database rankings are then combined using a 
fusion rule, e.g., taking the mean rank for each database structure when averaged across the 
three rankings.  Data fusion was first used for similarity searching in the mid-Nineties as 
discussed in an extensive review by Willett (130); analogous techniques are used in docking, 
where the approach is called consensus scoring (131).   
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Early studies of data fusion involved combining searches that were based on different 
types of structural representation.  For example, Ginn et al. reported studies involving a wide 
range of types of representation (2D fingerprints, sets of physicochemical properties, 
Molecular Electrostatic Potential descriptors, and infra-red spectral descriptors) and of 
combination rules (132, 133).  This work, and analogous studies by the Sheridan group (122, 
134), suggested that fusion could give search outputs that were more robust, in the sense of 
offering a consistently high level of performance, than those obtainable from the use of a 
single type of similarity search.  More recent work in this area has considered the combination 
of further types of representation, and the combination of searches that involve different 
similarity coefficients (135, 136).   
 Thus far, we have considered data fusion to involve a single reference structure but 
multiple similarity measures, an approach that Whittle et al. refer to as similarity fusion (137).  
The alternative, group fusion approach inverts the relationship between similarity measure and 
reference structure, so that the multiple searches that are input to the fusion procedure result 
from using multiple reference structures and a single similarity measure (e.g., the Tanimoto 
coefficient and 2D fingerprints).  This idea seems to have been first reported by Xue et al. 
(138) and then by Schuffenhauer et al. (51) some time after the initial studies of similarity 
fusion; however, group fusion appears from the literature to have become much more widely 
used.  Its popularity dates from a study by Hert et al. (123) who found that fusing the 
similarity rankings obtained from as few as ten reference structures enabled searches to be 
carried out that were comparable to even the very best from amongst many hundreds of 
conventional similarity searches using individual reference structures.  Subsequent studies 
demonstrated the general validity of the approach, and it has now been widely adopted (139, 
140).   
 Hert et al. have also described a modification of conventional similarity searching that 
makes use of group fusion (141, 142).  A similarity search is carried out in the normal way 
using a single reference structure, and the nearest neighbours identified.  The assumption is 
then made that they also are active, as is likely to be the case if the Similar Property Principle 
applies to the search.  Each of these nearest neighbours is used in turn as a reference structure 
for a further similarity search, and the complete set of rankings (one from the original 
reference structure and one from each of the nearest neighbours) is then fused to give the final 
output ranking.  This turbo similarity searching approach resulted in searches that were nearly 
always superior to conventional similarity searching (where just the initial reference structure 
is used) in its ability to identify active molecules, although performance appears to be crucially 
dependent on the effectiveness of the initial search based on the original reference structure 
(143).  
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 Most studies of fusion methods have found that they seem to work well in practice but 
have not provided any rationale for why this might be so (130).  Two studies have addressed 
this question.  An empirical study by Baber et al. (144) showed that active molecules are more 
tightly clustered than are inactive molecules (as would indeed be expected if the Similar 
Property Principle holds).  Thus, when multiple scoring functions are used in similarity fusion, 
they are likely to repeatedly select many actives but not necessarily the same inactives, 
providing an enrichment of actives at the top of the final fused ranking.  Whittle et al. provide 
a rigorous theoretical approach to the modelling of data fusion (145, 146).  Their model 
suggests that the origin of performance enhancement for simple fusion rules can be traced to a 
combination of differences between the retrieved active and retrieved inactive similarity 
distributions and the geometrical difference between the regions of these multivariate 
distributions that the chosen fusion rule is able to access.  Although their model gave 
predictions in accord with experimental data, it was concluded that improvements over 
conventional similarity searching would be obtained only if large amounts of training data are 
available; however, this is not normally the case in the early stages of drug-discovery 
programmes where similarity searching is most commonly used.   
 Group fusion requires multiple reference structures but the processing involves them 
being treated on an individual basis, with each one generating their own similarity ranking.  It 
is arguable that this wastes available information since it takes no account of the relationships 
between the reference structures, as reflected in the bits that are, and that are not, set in their 
fingerprints.  This is valuable information that can be correlated with the other information 
that we have available, i.e., that these reference structures are known to exhibit the activity that 
is being sought in the similarity search.  Put simply, if a bit is set in many of the reference 
structures’ fingerprints, then it seems likely that the corresponding 2D fragment is positively 
associated with the activity of interest, and this information can be used to enhance the 
effectiveness of a similarity search.   
The relationship between fragment occurrences and bioactivity in large databases was 
first studied by Cramer et al. (147).  Their substructural analysis approach (148-151) and the 
closely related naïve Bayesian classifier (82, 142, 152-154) are widely used examples of the 
application of machine learning methods to virtual screening (97).  These applications require 
considerable amounts of training: this is normally HTS data that contains many examples of 
both active and inactive molecules.  The use of such approaches for similarity searching 
typically uses training data based on the set of reference structures (for the actives) and on any 
large set of molecules from which the known actives have been removed (for the inactives).  
One example of this approach is the MOLPRINT system of Bender et al. (82, 155), who have 
used a naïve Bayesian classifier with atom-centred substructures chosen using a feature 
selection algorithm.  However, the largest body of work in this area has been carried out by the 
 17 
Bajorath group, who have used a Bayesian approach to derive functions that relate the 
probability of a molecule exhibiting bioactivity to the statistical distributions of the descriptor 
values for that molecule’s descriptors (156).  The procedure involves estimating the 
probability that a molecule will be active given a particular value of a descriptor, where the 
descriptor can be binary (as with a bit in a fingerprint) or non-binary (as with a molecular 
property).  The probabilities of activity for different descriptors are assumed to be statistically 
independent, and it is hence possible to compute the overall probability of activity (or 
inactivity) for a molecule by taking the product of the individual descriptor probabilities.  It 
should be noted that the independence assumption is generally incorrect (indeed, it is naïve, 
which is why the approach is called a naïve Bayesian classifier) but has been found to work 
well in practice.  The overall approach is markedly more complex than with group fusion, 
where the reference structures are used for individual similarity searches; however, detailed 
comparisons suggest the greater search effectiveness of the Bayesian approach (157).  An 
interesting application of this work is the ability to predict the probability that a similarity 
approach will be able to identify novel molecules that exhibit the reference structures’ 
bioactivity when searching a particular database: if this probability is low then it may be worth 
considering an alternative type of structure representation for the search (156).  Other recent 
studies by this group have included: ways of weighting the bits in fingerprints (158); the use of 
quantitative, rather than qualitative, bioactivities for the training data (159); and the use of a 
different machine learning tool, a support vector machine, for similarity searching (160).  
We have thus considered two ways of using multiple reference structures: combining 
rankings based on each structure in turn (group fusion), and combining information about the 
bits that are and are not set in the structures’ fingerprints.  There is a much simpler approach, 
involving the combination of the multiple reference structures’ fingerprints into a single, 
combined fingerprint (51, 161); however, this appears to be less effective than the other two 
approaches (123, 162).  There is also a considerably more complex approach, which involves 
combining the actual chemical graphs of the reference structures (rather than fingerprints 
derived from those graphs) (163); however, this hardly comes within the scope of a review of 
fingerprint-based methods 
 
6. Conclusions 
Similarity searching of chemical databases using 2D structural fingerprints was first 
described almost a quarter of a century ago.  Since that time, it has established itself as one of 
the most valuable ways of accessing a chemical database to identify novel bioactive 
molecules, providing a natural complement to the long-established systems for 2D 
substructure searching.  It is now routinely used in the initial stages of virtual screening 
programmes, where very little structure-activity data may be available at the start of a research 
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project, and has proved to be remarkably effective in this role, despite the inherent simplicity 
of the methods that are being used.  There are very many different types of similarity measure 
that can be used to determine the similarity between a pair of molecules: at present, the 
Tanimoto coefficient and binary fingerprints are the method of choice, but it would be 
surprising if it did not prove possible to identify more effective ways of searching, e.g., using 
some type of fragment weighting scheme.  Current research in similarity searching is looking 
at ways of exploiting the information that is available when multiple reference structures are 
available. 
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