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等のモデルを用いることにより，時間とともに変化するパラメータの場合にも拡張することが
できる．
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         マルコフ連鎖モンテカルロ法と適応的デザイン
                                  伊庭 幸 人
 最近，それまで得られたデータに従って次にデータを獲得する点を選定するという考え，い
わば適応的デザイン（適応的サンプリング）とでもいうべき手法への関心が高まっている．
 適応的デザインヘのひとつのアプローチとして，ベイズモデルの事後分布を利用することが
考えられる．事後分布は，誤差の大きさの情報，いいかえれば，どこに情報が不足しているか
という情報を含んでいるので，それを利用してサンプリングを行なうのは理にかなったことで
ある．しかし，離散モデル・非ガウスモデルの場合には，必要とされる周辺事後分布を計算す
るのが難しい．そのためには，筆者が以前から研究しているマルコフ連鎖モンテカルロ法を利
用することがひとつの方法である．この場合のアルゴリズムは，簡単にいえば，
 ・ベイズモデルのもとでの周辺事後分布をマルコフ連鎖モンテカルロ法によって計算する．
 ・それを利用して追加のデータをとる点を決め，そこでデータをとる．
 ・そのデータを追加したときの周辺事後分布をマルコフ連鎖モンテカルロ法によって計算す
  る．
を繰り返すことになる．
 今回は，2次元イジング模型による画像再構成（あるレ）はmissing dataの推定）の問題を考
えた．既知の画素は確実であるとし，残りの画素を推定するタイプの問題を扱った．また，非
実際的ではあるけれども，数値実験に便用する“真のパターン”（模擬データ）としては，推定
に使用するイジング模型と同じ結合定数∫を持っイジング模型で生成されたパターン（snap－
shot）を使用した．周辺事後分布をどう利用するかは一意的ではないが，
 1．格子点（7）が黒（十1）である周辺確率と白（一1）である周辺確率のうち，大きい方を
  物とする．
 2．ωが小さい（1／2に近い）点（7）を次にデータをとる点に選ぶ．
という方法を用いた．これは“いままでに得られた情報の少ない点を選ぶ”という方針のうち
もっとも簡単なものである．
 結果の例は図1に示した．大きさ60×60，周期境界条件，結合定数∫＝1／2．45の2次元正方格
