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We present numerical results for the equation of state of an infinite chain of hydrogen atoms. A
variety of modern many-body methods are employed, with exhaustive cross-checks and validation.
Approaches for reaching the continuous space limit and the thermodynamic limit are investigated,
proposed, and tested. The detailed comparisons provide a benchmark for assessing the current state
of the art in many-body computation, and for the development of new methods. The ground-state
energy per atom in the linear chain is accurately determined versus bondlength, with a confidence
bound given on all uncertainties.
I. INTRODUCTION
One of the grand challenges in modern science is the
accurate treatment of interacting many-electron systems.
In condensed phase materials, the challenge is increased
by the need to account for the interplay between the
electrons and the chemical and structural environment.
Progress in addressing this challenge will be fundamental
to the realization of “materials genome” or materials by
design initiatives.
Often the physical properties of materials and
molecules are determined by a delicate quantitative bal-
ance between competing tendencies, so that accurate
computations are required to predict the outcome. The
theoretical framework for these calculations, the many-
particle Schro¨dinger equation, is known [1]. However, the
solution of the Schro¨dinger equation in a many-electron
system presents fundamental difficulties originating from
combinatorial growth of the dimension of the Hilbert
space involved, along with the high degree of entangle-
ment produced by the combination of Fermi statistics
∗
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and electron-electron interactions. Computational meth-
ods need to reach beyond the incredible success afforded
by density functional theory (DFT), and capture electron
correlation effects with sufficient accuracy across differ-
ent physical parameter regimes.
No general, numerically exact method presently exists
that can treat many-electron systems with low computa-
tional cost. Except for special cases, known methods ei-
ther have systematic errors which cannot be easily quan-
tified, or the computational burden scales exponentially
or as a very high power of the system size.
Recent years have witnessed remarkable progress in
the development of new theories, concepts, methodolo-
gies, software and algorithms that have pushed the con-
ceptual horizons and technical boundaries of computa-
tional many-body methods, and considerably improved
our understanding of interacting electrons in solids and
molecules. A vast suite of methods exist which have dif-
ferent strengths and weaknesses and different domains of
applicability, and ever more are being developed.
It is imperative, under these circumstances, to de-
velop systematic knowledge by detailed benchmark stud-
ies. Comparison of different methods allows character-
ization of relative accuracy and capabilities, which pro-
vides a survey of the state-of-the-art to guide applica-
2tions. Applying complementary methods synergistically
to the same problem enables cross-check and validation,
leading to a powerful new paradigm of attack on difficult
problems. Cases where results from different methods
agree provide valuable benchmarks against which new
methods can be tested, thereby facilitating further de-
velopment and accelerating progress.
Detailed benchmark studies of extended systems have
been rare. A major reason is the nature of the prob-
lems involved: while it is reasonably straightforward
to compare results obtained for finite systems (such
as molecules), or at the thermodynamic limit in an
independent-electron picture, it is challenging to make
reliable calculations in the thermodynamic limit with
many-body methods. A recent success is the bench-
mark study of the Hubbard model [2], and a subsequent
multi-method study of the ground-state order in the cele-
brated 1/8-doped case [3]. With real materials, two more
challenges arise. First, the general long-range Coulomb
interaction must be treated accurately. Second, many-
body calculations often require the use of incomplete
one-electron basis sets, whose systematic errors must be
removed in order to reach the continuous space, or com-
plete basis set, limit for physical observables.
In this work, we undertake a comprehensive bench-
mark study of state-of-the-art many-body methods in
a more realistic context. We choose the linear hydro-
gen chain — introduced in Ref. [4] and studied at finite
lengths and finite basis sets by several groups [5–10] —
and investigate its ground state versus bondlength under
the Born-Oppenheimer approximation of fixed nuclear
positions, at the thermodynamic and complete basis set
limits.
Hydrogen is the first element in the periodic table and
the most abundant in nature. Studies of the H atom,
H+2 cation and H2 molecule have served as landmarks in
quantum physics and chemistry. Despite their deceptive
simplicity, bulk H systems are rich and complex. The
ground state properties of the hydrogen chain can dif-
fer significantly from those of simpler systems such as
the Hubbard model, and are, in fact, not completely un-
derstood. The linear H chain captures key features that
are essential to the generalization of model-system meth-
ods to real materials, in particular strong electron cor-
relations of diverse nature arising as the H-H distance
is increased, the need to treat the full physical Coulomb
interaction, and to work in the continuous space and ther-
modynamic limits.
Compared to the one-dimensional Hubbard model, the
hydrogen chain has multiple (in principle, infinite) or-
bitals per site, as well as long-range interactions. The use
of basis sets defines models of the hydrogen chain of in-
creasing complexity. In a minimal basis, there is only one
band, and the problem resembles a one-dimensional Hub-
bard model with long-range interactions. Larger, more
realistic, basis sets bring back characteristics of real ma-
terials. Thus one can neatly and systematically connect
from a fundamental model of strong electron correlation
to a real material system. On the other hand, the H
chain eliminates complexities of other materials systems
such as the need to separately treat core electrons or
incorporate relativistic effects, and is thus accessible to
many theoretical methods at their current state of devel-
opment. As such, the linear hydrogen chain is an ideal
first benchmark system for testing the ability of many-
body theoretical methods to handle the challenges posed
by real materials.
We study finite chains of increasing length, and cross-
check the results against calculations performed using
periodic boundary conditions. We also present results
from calculations formulated in the thermodynamic limit.
Most of the methods employed use a one-particle basis
set, and we investigate convergence by obtaining results
for a systematic quantum chemistry sequence of basis sets
of increasing size. These results are compared to meth-
ods formulated directly in real space. With extensive
direct comparisons and cross-validations between differ-
ent methods, we characterize the uncertainties in each
approach in detail.
This study presents results obtained from more than a
dozen many-body computational methods currently used
or under development in physics and chemistry. A vast
amount of data is produced, providing detailed informa-
tion in finite-length chains and with finite basis sets. In
the largest systems treated, the size of the Hilbert space
exceeds 10100. We anticipate that our data, which are
made available in the appendices and in online reposito-
ries [11], will be useful for benchmarking other existing
and future electronic structure methods. In addition to
the results and comparisons, we introduce a variety of
methodological developments which were spurred by the
benchmark, including new approaches. Combining the
strengths of complementary methods, we are able to de-
termine the energy per atom in the thermodynamic limit
to sub-milli-Hartree accuracy. We hope that the results
presented here will serve as a preview of what can be
achieved in the predictive computation of the properties
of real materials, and provide a firm basis for theoretical
progress in condensed matter physics, quantum chem-
istry, materials science and related fields.
The rest of the paper is organized as follows. In Sec. II
we introduce the linear H chain systems that will be
studied and define notation. In Sec. III we give a brief
overview of the many-body methods employed in the
present work. More details on the methods and some
of the computational details of each method are given in
Appendix A. In Sec. IV we present results for a finite
H10 chain. A subsection summarizes the results within
a minimal basis set, followed by one which presents the
results in the complete basis set (CBS) limit, and by one
that describes the extrapolation to the CBS limit from
finite basis set results. In Sec. V we present results in
the thermodynamic limit. The first two subsections con-
tain results for the minimal basis and the CBS limit,
respectively, while the last subsection presents finite-size
results and discusses the procedure for reaching the ther-
3modynamic limit. A brief discussion and summary of
our work, along with future prospects, is then given in
Sec. VI. In the Appendices we include further descrip-
tions of the methods, present tables that summarize our
data, and provide further details of our benchmark re-
sults and procedures. A database of results is also made
available electronically [11].
II. THE HYDROGEN CHAIN
We consider a system comprised of N protons, at fixed
equispaced positions along a line, with N electrons. This
system is described by the Hamiltonian
Hˆ =− 1
2
N∑
i=1
∇2i +
N∑
i<j=1
1
|ri − rj |
−
N∑
i,a=1
1
|ri −Ra| +
N∑
a<b=1
1
|Ra −Rb| ,
(1)
where (r1 . . . rN ) and (R1 . . .RN) are the coordinates of
electrons and nuclei, respectively. We will use atomic
units throughout, i.e., lengths are measured in Bohr
( aB = ~
2/(mee
2)) and energies in Hartree (EHa =
e2/aB). In the thermodynamic limit of infinite system
size at zero temperature, which is our primary focus,
such a system is characterized by only one parameter,
the bondlength R separating two adjacent atoms.
The electron coordinates are continuous in three-
dimensional space, while the nuclear coordinates are fixed
on a line, e.g., Ra = aR ez with R the inter-proton sep-
aration and a = 1...N . Most of our calculations are on
such finite-size systems, referred to as open boundary
conditions (OBC). We have also performed calculations
using periodic boundary conditions (PBC), in which case
a periodic supercell containing N atoms is treated.
Among the methods employed here, diffusion Monte
Carlo (DMC) and variational Monte Carlo (VMC) op-
erate in first-quantization and treat the Hamiltonian in
Eq. (1) directly. The other methods use a finite one-
electron basis set, with a total of M orbitals {ϕp}Mp=1,
i.e., m ≡ M/N basis functions per atom (including oc-
cupied and virtual orbitals). The Hamiltonian is written
in second-quantized form
Hˆ =
M∑
pq=1
hpq aˆ
†
paˆq +
1
2
M∑
pqrs=1
vpqrs aˆ
†
paˆ
†
q aˆraˆs , (2)
where the creation and annihilation operators aˆ† and aˆ
obey fermionic anticommutation relations and the indices
p,q,r,s run over all M single-electron basis functions.
Most calculations were performed using standard
Gaussian basis sets, but specialized density-matrix renor-
malization group (DMRG) calculations using a grid along
the nuclear axis and Gaussians along the other two di-
rections (sliced-basis) were also performed, as discussed
in Sec. A 1b. Within the Gaussian basis, the matrix el-
ements {h, v} in Eq. (2) are readily obtained from stan-
dard quantum chemistry packages. The basis functions
are centered on the protons. We use the correlation-
consistent cc-pVxZ basis set, with x =D,T,Q, and 5,
which correspond to m =5, 14, 30, and 55 orbitals per
atom, respectively. For small N , explicit correlation us-
ing the F12 technique [12, 13] was also considered to help
ascertain the approach to the CBS limit. Our proce-
dure for extrapolating to the CBS limit is described in
Secs. IVC and VC.
H-chains with nearest-neighbor proton separation
(bondlength) R of 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.4, 2.8,
3.2, and 3.6Bohr are studied. We focus, in this work, on
the ground-state energy E(N,R) for different chain sizes
and lengths, and obtain the energy per atom, E(N,R) =
E(N,R)/N , at the thermodynamic limit (TDL)
ETDL(R) = lim
N→∞
E(N,R) . (3)
Below when presenting results on finite chains, we will
follow the chemistry convention and use the term poten-
tial energy curve (PEC), although we will always refer to
energy per atom, E(N,R). When presenting results for
the TDL, we will use the term equation of state (EOS)
to refer to ETDL(R) vs. R at zero temperature. Most of
the methods considered chains with N = 10-102 atoms.
The procedure for extrapolating to N → ∞ is discussed
in Sec. VC.
III. OVERVIEW OF COMPUTATIONAL
METHODS
The methods employed in this work include:
• AFQMC: auxiliary-field quantum Monte Carlo [14–
16]
• BDMC: bold diagrammatic Monte Carlo [17–19]
• DMET: density matrix embedding theory [20–22]
• DMRG: density matrix renormalization group with
a quantum chemistry basis [23–26]
• FCI: full configuration interaction, i.e., exact diag-
onalization
• GF2: self-consistent second-order Green’s function
[27–32]
• LR-DMC: lattice-regularized [33] diffusion Monte
Carlo (DMC) [34]
• MRCI, MRCI+Q: multireference configuration in-
teraction without (MRCI) and with (MRCI+Q) the
Davidson correction [35, 36]
• NEVPT2: partially (PC-) and strongly contracted
(SC-) variants of the N-electron valence state sec-
ond order perturbation theory [37]
4method deterministic basis set self-consistent variational scaling
Wave-function CCSD yes b yes no N2M4 +N3M3
CCSD(T) yes b yes no N3M4
DMRG yes b yes yes D3M3 +D2M4
SBDMRG yes sb yes yes NRD3
[
N3o +D(No)
]
HF yes b yes yes M4
FCI yes b no yes
(
M
N
)
MRCI yes b no yes >
(
N
N/2
)
N4 +N2M4
NEVPT2 yes b no no
(
N
N/2
)
N8
AFQMC no b no no N2M2 +M2N
VMC no cs no yes N2M +N3
LR-DMC no cs no yes N2M +N3
Embedding DMET yes b yes no N3fD
3 +N2fD
4
[
(N3fD
3 +N2fD
4)M
]
SEET yes b yes no Nimp
(
Ms
ne
)
+M5nτ [Nimp
(
Ms
ne
)
+M4]
Diagrammatic SC-GW yes/no b yes no M4nτ
GF2 yes b yes no M5nτ
BDMCn no b yes no e
n lnn
Table I. Summary of the methods employed in the present work. Methods are classified by type: wavefunction, embedding,
or diagrammatic; the use of one-electron Gaussian basis sets (b), sliced-basis sets (sb), or continuous electron positions (cs);
whether a self-consistency procedure is involved; whether the method is deterministic or stochastic in nature; and whether or
not the method is variational. The scaling of the computational cost of key pieces of the algorithm is shown, versus the number
of electrons (N), basis set size (M), etc. In DMRG, D is the bond dimension kept in the calculation. In SBDMRG, No is the
number of basis function per slice and D(No) the compressed MPO size. In Green’s function methods, nτ is the size of the
imaginary time grid. In DMET, Nf is the number of atoms in the fragment and D denotes the bond dimension kept by the
DMRG solver. The first scaling corresponds to a DMET calculation with a single fragment using translational invariance, while
the second corresponds to treating multiple fragments tiling the chain. In SEET, Nimp is the number of impurities, while ne
denotes the number of electrons in the impurity and Ms = M
A +Mb the number of orbitals treated, where Mb is the number
of bath orbitals. The first scaling corresponds to SEET(CI/GF2), while the second corresponds to SEET(CI/HF). In BDMC,
n denotes the diagrammatic order.
• RCCSD and RCCSD(T): coupled cluster (CC) the-
ory with full treatment of singles and doubles
(RCCSD ) and perturbative treatment of triple ex-
citations (RCCSD(T)), using RHF as a reference
state [38–40]
• RHF: restricted Hartree-Fock [41]
• SBDMRG: specialized DMRG with sliced basis sets
[42]
• SC-GW: fully self-consistent GW [27, 43–45]
• SEET: self-energy embedding theory [46–50]
• UCCSD and UCCSD(T): CC theory with full treat-
ment of singles and doubles (UCCSD ) and pertur-
bative treatment of triple excitations (UCCSD(T)),
using UHF as a reference state [38–40]
• UGF2: spin-unrestricted GF2 [29]
• UHF: unrestricted Hartree-Fock [51]
• VMC: variational Monte Carlo [52, 53]
Detailed descriptions of the methods and specific cal-
culational details are presented in Appendix A. We focus
on many-body methods in this work. The independent-
electron methods RHF and UHF are listed above, be-
cause they are used by many of our methods as reference,
initial, or trial states. Further, we will use the RHF to
define the correlation energy for the purpose of extrap-
olation to the CBS limit [regardless of the nature of the
mean-field reference (if any) used in the method].
In Table I we summarize the methods using several
characteristics or criteria. At a high level, the methods
can be distinguished by general categories such as wave-
function, embedding, and diagrammatic. Wave-function
methods (AFQMC, CC, DMRG, FCI, LR-DMC, MRCI,
NEVPT2, and VMC) formulate an ansatz for the ground
state, and compute expectation values of observables and
correlation functions with respect to the wave function.
The ansatz for the wave function can be explicit (as in
VMC and most quantum chemistry methods), or reached
via an iterative procedure (as in AFQMC, LR-DMC).
The accuracy of a wave-function method is determined
by the quality of the underlying ansatz (e.g., form of trial
wave function in VMC, size of truncated space, order of
perturbation) and by approximations (if any) in the real-
ization of the ansatz (e.g., constraints in QMC) and in the
evaluation of observables (e.g., non-variational estima-
tors in CC methods, mixed estimate or back-propagation
5in QMC). Extrapolations in N (and, in many cases, basis
set size M) are needed for wave-function methods.
Embedding methods (DMET, SEET) evaluate the
properties of a large system by partitioning it within a
basis, e.g. the spatial or energy basis, into a collection
of fragments, embedded in a self-consistently determined
environment treated at a more approximate level. The
accuracy of an embedding method is determined by a
combination of several factors including: the size of the
fragments, the level of accuracy in the treatment of the
embedded fragments and environment, and the level of
convergence of the self-consistency loop. Extrapolations
in the fragment size (and in the basis set sizeM if a basis
set is used) is needed for embedding methods.
Diagrammatic methods (BDMC, GF2, SC-GW) eval-
uate, either deterministically (GF2, SC-GW) or stochas-
tically (BDMC), terms in a diagrammatic expansion of
a system property. Diagrammatic expansions can be
formulated either in a basis or directly in the contin-
uum, and can be applied to finite systems or directly in
the thermodynamic limit. GF2 provides an exact self-
consistent evaluation of all second order terms in a per-
turbative expansion in the interaction; SC-GW evalu-
ates a small subset of diagrams to all orders in pertur-
bation theory via the solution of self-consistent equa-
tions; BDMC accounts for higher-order vertex correc-
tions within the skeleton expansion by performing a
stochastic sampling of diagram topologies and internal
integrations, and is limited to situations where the series
converges. (We note an important ambiguity in the for-
mulation of diagrammatic approximations: Hamiltonian
terms that are identically zero because of the Pauli ex-
clusion principle give rise to diagrams that may not sum
to zero (self-interaction error) in approximations that do
not consider all terms at a given order. The effect of
these zero-terms on SC-GW results is illustrated in Ap-
pendix A4.)
Many other types of classification are possible. For
example, one could characterize a method as determin-
istic or stochastic; whether a basis set is used and if
so, what type; whether a self-consistent procedure is in-
volved; whether the computed ground-state energy is
variational; etc. Table I lists some of these classifiers,
in addition to the computational scaling of key pieces in
each algorithm. It is important to note that the classifi-
cation is only meant as a general guide, and is in many
cases fluid. For instance, embedding methods could also
be classified by their solver for the embedding fragments,
as wave function (DMET) or diagrammatic (SEET). De-
pending on the particular form of the solver, they could
be deterministic (e.g., DMET with a DMRG solver as in
the present study) or stochastic (if a QMC solver is used
[54]). Various methods are shown as needing a Gaussian
basis set, but can also be implemented using other bases
(e.g., plane-wave with pseudopotentials for AFQMC, and
SC-GW). The choice of basis set can affect the com-
putational scaling. Note also that the meaning of self-
consistency can vary and depend on the type of methods.
In wave-function methods, we have used it to indicate
whether a self-consistent procedure is involved, although
this can still have ambiguity since there are sometimes
multiple ways to obtain the solution. Finally, the scaling
reported refers to the canonical implementation of these
methods, without any specialized optimizations.
IV. RESULTS FOR THE H10 CHAIN
In this section, we present results on a finite chain
of ten atoms. This relatively simple system provides
a good intermediate step in the benchmark, as it re-
moves one of the major challenges, namely the approach
to the thermodynamic limit. Detailed comparisons can
be made as in quantum chemistry, providing insights for
the more challenging case of the TDL. We emphasize the
approach to the continuous space limit, with extensive
studies on the removal of any residual finite basis errors.
In Sec. IVA, results in the minimal basis are given, for
which exact results from FCI are available for detailed
comparison. Final results are presented for the CBS limit
in Sec. IVB. Then, in Sec. IVC, we include results us-
ing finite basis sets and discuss the approach to the CBS
limit.
A. Benchmark in the minimal basis set
Figure 1 shows a detailed comparison of the potential
energy curve (PEC), E(N = 10, R) vs. R, obtained by a
variety of methods, in the minimal STO-6G basis. For
all methods, the PEC features a familiar short-range re-
pulsion, due to the combined effect of Coulomb repulsion
and Pauli exclusion, followed by a decrease to a mini-
mum value E0, attained at the equilibrium bondlength
Re. Beyond Re, the PEC monotonically increases to an
asymptotic value E∞, the ground-state energy of a sin-
gle H atom. The well depth gives a dissociation energy
De = (E∞ − E0). Owing to the small size of this chain
and the STO-6G basis, the PEC can be calculated using
the FCI method, giving the exact values Re = 1.786 aB,
E0 = −0.542457EHa, and E∞ = −0.471039EHa.
The overall agreement between all the many-body
methods is quite good. Deviations from FCI are shown in
the lower panel of Fig. 1 in a magnified view. We see that
the different methods agree with each other and with the
exact result at the level of ∼ 2 mEHa, i.e. about 5%
of the dissociation or cohesive energy. The agreement
is better for R ≤ 2.0 aB and tends to worsen in many
methods as R increases, because electronic correlations
become more pronounced, increasing the multireference
character of the system.
MRCI and especially MRCI+Q are seen to be uni-
formly accurate for this system, with discrepancies of
µEHa or less from FCI. This is also confirmed in
the larger cc-pVDZ basis set (see Sec. IVC), where
MRCI+Q and DMRG results are virtually indistinguish-
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Figure 1. Potential energy curve of H10 (top) and deviations
from FCI (bottom), in the minimal STO-6G basis.
able. MRCI+Q can be conveniently carried out for even
larger basis sets (but not for large N), and we will use
it as our reference in the following subsections for the
10-atom chain.
Among the other approaches, AFQMC gives results
accurate to within 0.2mEHa. Bias from the CP ap-
proximation is visible in the intermediate region, where
the energy is slightly overestimated, and also at large
bondlengths, where there is an underestimation. Cou-
pled cluster methods, especially RCCSD(T), are very
accurate near equilibrium. Although it is in principle
possible to dissociate the H chain to the correct energy
within RCCSD (as a product of dissociated H dimers)
there can be multiple CC solutions, and in practice a cor-
rectly dissociating solution is hard to find [38]. UCCSD
and UCCSD(T) provide accurate results at equilibrium
and approach the correct result at longer bond lengths,
but have large errors at the intermediate bond-lengths
due to spin recoupling.
In embedding methods, extending the number X of
embedded atoms (in DMET[X]) or the number Y of im-
purity orbitals (in SEET-m[Y]) leads to noticeable im-
provement. In the minimal basis, DMET[X] uses X
impurity orbitals because there is only one orbital per
atom. The maximum error in DMET[2] is about 2mEHa
while DMET[5] is exact by construction. While the
SEET-m[4] curve is at a similar level of accuracy to
DMET[2], a substantial improvement is obtained within
the mixing scheme (SEET-m[6] curves), especially at
large bondlengths.
As weak coupling methods, the diagrammatic GF2 and
SC-GW methods have difficulties in the strong coupling
regime at large bondlengths. Allowing methods to break
spin symmetry may lead to an improvement of the en-
ergetics. As illustrated with GF2, using an unrestricted
reference state provides a better estimate of the ground
state energy in that regime but generates a spurious mag-
netization. Deviations at small distances (corresponding
to the weak coupling regime) show that terms beyond the
bare second order or screened first order approximation
are needed to reach the accuracy of other methods. We
also note that the cancellation of self-interaction error in
SC-GW is subtle and depends on the treatment of ex-
clusion principle violating terms in the Hamiltonian (see
Appendix A4 d).
B. Potential energy curve in the complete basis set
limit
In Figure 2, we show the final computed potential en-
ergy curves of H10 in the continuous space (complete ba-
sis set) limit, including results obtained from VMC and
LR-DMC, which work in continuous space.
For all our methods that require a basis set, we employ
the correlation-consistent polarized valence x-zeta (cc-
pVxZ) sequence [55], which is designed to include succes-
sively larger shells of polarization functions (x = 2, 3, 4, 5
corresponding to D,T,Q,5 respectively). The results are
extrapolated to the CBS limit, following procedures de-
scribed in Sec. IVC with further details given in the Ap-
pendix.
Our final results in this system give an equilibrium ge-
ometry Re = 1.801(1) and energy E0 = −0.5665(1). The
computed PECs are tabulated in the Appendix. Devia-
tions from the reference curve are shown in the bottom
panel, where the combined uncertainties in the the refer-
ence curve (primarily from the extrapolation to the CBS
limit) are indicated. Our reference curve for this system
was obtained from MRCI+Q, extrapolated to the CBS
with basis sets up to x = 5. This is confirmed by a sep-
arate extrapolation including an F12 correction, which
gave results in agreement within the statistical uncer-
tainties.
Trends similar to the minimal basis results are ob-
served. LR-DMC, which works in continuous electron
coordinate space, has only a weak dependence on ba-
sis sets originating from the representation of the Slater
determinant in the trial wave function (and hence the
position of the nodes). LR-DMC provides an upper
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Figure 2. Top: PEC of H10 in the continuous space, or com-
plete basis set (CBS), limit. Bottom: Detailed comparison of
the final H10 PECs, using MRCI+Q+F12 results at CBS as
reference.
bound for the ground-state energy. Its quality is deter-
mined by the nodal surface of the trial wavefunction. At
large bondlength, the nodal structure is simpler, consis-
tent with the more quasi-one-dimensional nature of the
system. The LR-DMC results are very accurate in this
regime, indicating that the DFT-LDA determinant gives
a good description of the nodal structure. The AGP
trial wave function allows a more sophisticated, multi-
determinant description of the many-body nodes. Im-
provement with the AGP trial wave function is only seen
at the smallest bondlength. The excellent consistency
between the LR-DMC results and the basis-set methods
provides another assurance on the robustness of the ap-
proach to the CBS limit in the latter.
C. Reaching the complete basis set limit
For each method which utilizes a basis set, the com-
putational cost grows as the basis size M is increased,
in some cases very rapidly. In Fig. 3 we show the PEC
yielded by several methods, in the cc-pVxZ bases, taking
MRCI+Q as reference. The accuracy of MRCI+Q is fur-
ther validated by its excellent agreement with DMRG.
The general trends seen at the minimal basis level are
mostly confirmed with the larger basis sets. Most meth-
ods show errors that remain consistent throughout this
family of basis sets which, though not surprising, is re-
assuring. As mentioned, improvements of the results
are possible within certain methods, via larger embed-
ding clusters, using better trial wave functions, or go-
ing to higher orders. Examples are shown for DMET
and SEET; for instance, at the cc-pVDZ level, increas-
ing the number of embedded atoms from DMET[2] to
DMET[5] reduces the maximum error from ∼ 2mEHa
to 0.5mEHa. (In the cc-pVTZ and cc-pVQZ bases, can-
cellation of errors means that the maximum DMET[2]
error is ∼ 1mEHa.) Since SEET(CI/GF2) works in the
energy basis, increasing the number of impurity orbitals
results in significant improvements. The mixing scheme,
which illustrates the strong correlation present in the ac-
tive space, recovers results of NEVPT2 quality while solv-
ing impurity problems with only 6 orbitals.
In AFQMC, a multideterminant trial wavefunction is
used in the dissociation region (last two points, R > 3)
as discussed in Sec. A, which improved its accuracy by
∼0.36mEHa over that with the UHF trial wave func-
tion (shown as half-filled red circles). For CC methods,
the improvement from the inclusion of the perturbative
triples is systematic and evident. MRCI+Q energies for
the shortest bondlengths and large basis sets relied on a
correction as discussed in Appendix B.
Increasing the basis set size has a dramatic effect on the
total energy, as seen in Fig. 4. The basis set dependence is
stronger at short bondlengths, with an energy difference
of ∼ 21mEHa between cc-pVDZ and CBS, compared to
∼ 3mEHa in the bond breaking regime.
The effect of the sliced basis used in the SBDMRG
method is also illustrated in the main panel in Fig. 4.
At the STO-6G level there are several competing effects
which account for the deviations between the sliced basis
and standard basis results. In the large R limit, the sin-
gle basis function of STO-6G poorly describes an isolated
hydrogen atom, and the increased flexibility in the chain
direction of the sliced basis can partially compensate for
this. At shorter distances, the overlapping basis func-
tions between adjacent atoms of standard STO-6G give
additional degrees of freedom in the transverse directions,
which can improve the energy at both the Hartree-Fock
level and in terms of transverse correlations. In contrast,
the sliced basis set has nearly ideal resolution in the lon-
gitudinal direction. At very short distances, the STO-6G
basis becomes nearly linearly dependent while the sliced
basis does not and consequently performs significantly
better. These complicated competing transverse and lon-
gitudinal effects make it unsurprising that the differences
between the two energies changes sign as a function of R.
For the cc-pVDZ bases, the sliced version is uniformly
slightly better, probably because the dominant effect is
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Figure 3. Detailed comparison of the H10 PEC in each basis set (cc-pVxZ, x=2,3,4,5), using MRCI+Q as reference.
its improved longitudinal correlation.
We extrapolate the finite basis set results to the CBS
limit by standard procedures [56, 57], taking care to
reach large basis sets. We first fit the RHF energies
ERHF,x(N,R) computed at the cc-pVxZ basis set level,
to an exponential function
ERHF,x(N,R) = A(N,R) +B(N,R)e
−xC(N,R) . (4)
The correlation energy
Ecorr,x(N,R) ≡ E(N,R)− ERHF,x(N,R) (5)
is then fitted to a power law:
Ecorr,x(N,R) = α(N,R) +
β(N,R)
x3
. (6)
The CBS result is taken as α(N,R) + A(N,R), with a
combined uncertainty estimated from the fitting proce-
dures. We find that using UHF as reference gives nu-
merically indistinguishable results, except for very short
bondlengths and large sizes, where convergence of UHF
shows more sensitivity.
To deal with basis set linear dependence, which be-
comes relevant at the shortest bondlengths and largest
basis sets, we apply a threshold to eigenvalues of the
overlap matrix. Threshold values are given under method
descriptions in the Appendix.
The final CBS results are verified with a separate
set of MRCI+Q calculations augmented by F12 explicit
correlation, as illustrated in the inset in Fig. 4. This
data is extrapolated using the same procedure as above.
That these results are consistent with those from the
continuous-space LR-DMC provides a further validation
of the procedure.
V. RESULTS IN THE THERMODYNAMIC
LIMIT
In this section we present our results in the TDL. The
section is structured similarly to the previous one. Re-
sults for the minimal basis, which makes the H chain
resemble an extended Hubbard model, can be valuable
for model studies and are described in some detail in
Sec. VA. The final results for the hydrogen chain at
the joint continuous space and thermodynamic limits
are given in Sec. VB. Sec. VC discusses our proce-
dures and cross-validations for approaching the thermo-
dynamic limit.
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Figure 4. Basis set dependence of the PEC in H10 and
extrapolation to the CBS limit. MRCI+Q and SBDMRG
results are shown in the main figure for selected basis sets
(to avoid cluttering). The inset shows the extrapolation of
the correlation energy (from MRCI+Q) for two sequences of
basis sets, cc-pVxZ and with F12, together with LR-DMC,
for R = 1.8.
A. Benchmark in the minimal basis set
The minimal basis set hydrogen chain is similar to an
extended Hubbard model. As such, the results in this
basis provide a quantitative connection to model studies.
The computed EOS is shown in Fig. 5 for the STO-6G
basis set. DMRG calculations can be carried out for large
system sizes in this basis, and serve as a near-FCI qual-
ity benchmark. DMRG results for finite chains, after
extrapolation to N →∞, yield an equilibrium geometry
Re = 1.831(3) aB and ground-state energy per atom of
E0 = −0.5407(2)EHa at Re.
In the lower panel of Fig. 5, a detailed comparison
is shown using DMRG as a reference. Most methods
show similar behaviors as in finite chains. Coupled-
cluster methods display the same general trends, with
RCCSD(T) in particular giving extremely accurate re-
sults before the breakdown at larger bondlengths (R >
2 aB). AFQMC yields energies accurate to within
0.15mEHa per particle across the bondlengths.
SEET is extrapolated to the TDL with respect to the
chain length, with the number of orbitals treated by
an accurate method fixed to 6. With this constraint,
SEET(CI/HF)-m(6,SAO) shows accuracy at the thermo-
dynamic limit comparable to the 10-atom chain when
FCI is used to treat the impurity and HF to treat environ-
ment, with a maximum error of ∼ 1mEHa. For stretched
distances, SEET-m results improve if HF is used instead
of GF2 since the latter (SEET(CI/GF2)-m(6,SAO)) re-
sults in overcorrelation.
As discussed in Sec. A 3 a, two types of DMET calcu-
lations were performed for the minimal basis. DMET[5]
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Figure 5. Top: Computed equation of state in the minimal
basis at the thermodynamic limit. Bottom: Detailed compar-
ison using DMRG results as reference.
was from the first type, treating finite chains with frag-
ment size Nf = 5, followed by extrapolation of the
chain size N similar to the procedure used by most
other methods whose results are shown here; this gives
a maximum error of ∼ 1mEHa. DMET[∞] shows re-
sults from the second type, which worked directly in the
large N limit, and extrapolated the fragment cluster size
Nf . Details of the extrapolation procedure are given in
Sec. A 3 a. DMET[∞] results should approach the exact
limit similar to DMRG; the DMET[∞] and DMRG en-
ergies agree to better than 0.15mEHa per particle across
all bondlengths.
BDMC3 yields converged results up to R = 2.4. For
R = 2.8 convergence is reached only at the level of
BDMC5; reaching convergence for larger values of R re-
quires even higher orders. The calculated EOS is in good
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agreement with the exact results, and its final error bar
of 1mEHa for R ≤ 2.4 is dominated by the resolution of
the grid of 512 Matsubara frequencies used. For R = 2.8
the error bar of 2mEHa is dominated by statistical noise
in high diagrammatic orders. (The performance of lower-
order BDMCn calculations is discussed in Appendix A4,
as well as their relations with SC-GW and other diagram-
matic techniques.)
B. Equation of state in the complete basis set and
thermodynamic limits
Our final results for the equation of state of the hy-
drogen chain are presented in Fig. 6. Detailed numer-
ical data are tabulated and included in the Appendix.
For these results, VMC and LR-DMC are extrapolated
to the TDL, while basis-set methods are extrapolated
to the joint TDL+CBS limit. We carry out extensive
self-consistency and cross-checks in order to validate the
extrapolations, as discussed in Secs. IVC and VC.
In the bottom panel of Fig. 6, AFQMC results are
used as a reference, based on its accuracy from the sys-
tems which have been benchmarked. Large system sizes
and basis sets can be reached to minimize the uncer-
tainty in the extrapolation to the TDL and CBS lim-
its. We can further quantify the residual systematic er-
rors of the constraint in AFQMC from cross-checks with
DMRG, by estimating their difference, ETDL,DMRG(R)−
ETDL,AFQMC(R), at the cc-pVDZ basis level. This “cor-
rection” can be applied to the AFQMC equation of state
at the CBS limit, ETDL,AFQMC(R). The result is shown
by the empty circles and dashed lines in Fig. 6, while
original AFQMC data are shown with solid circles and
lines.
Agreement is seen between these results and that from
RCCSD(T), which provides another consistency check.
We find an equilibrium bondlength of Req = 1.859(3) aB
with an energy of E0 = −0.5659(3)EHa at Req in the
thermodynamic limit. The computed correlation energy,
defined with respect to the RHF energy, is shown in the
inset of Fig. 6.
At the smallest bondlengths (R ≤ 1.2), there is signif-
icant linear dependence in the basis sets. This causes an
effective reduction in the size of the basis, which can ren-
der the usual ansatz for basis set extrapolations unreli-
able. We thus avoid performing CBS extrapolations. (All
finite-basis data are listed in the appendix and repository.
It will be valuable to develop specifically designed basis
set sequences or correction methods in this regime.) LR-
DMC results are shown, which provide an upper bound
for the energy. Based on the results in Sec. IVB, the
fixed-node error is estimated to be < 1mEHa per atom,
which is indicated by the pink error bands on these two
points.
LR-DMC results are obtained directly in real space,
and provide an independent validation. At large
bondlengths, the fixed-node error in LR-DMC is mini-
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Figure 6. Top: Computed equation of state of the hydrogen
chain in the thermodynamic limit. The inset shows the cor-
responding correlation energy per particle. Bottom: Detailed
comparison using AFQMC results as reference (LR-DMC for
the shortest two bondlengths). The empty circles indicate
AFQMC results after a correction is applied from the differ-
ence with DMRG at the cc-pVDZ level. The pink error bands
indicate all statistical uncertainties.
mal, as we have seen in the finite-chain benchmarks. Fur-
thermore, we have performed PBC calculations using LR-
DMC to provide a separate extrapolation to the TDL.
The excellent agreement between LR-DMC and AFQMC
at large R is thus a further indication of the robustness
of our procedures for reaching the infinite basis set and
thermodynamic limits. Note that the VMC results ex-
hibit a different trend from the corresponding LR-DMC,
suggesting that the variational many-body wave function
is best at intermediate bondlengths. This is likely a re-
flection of the balance between the two parts that form
the VMC ansatz, namely the LDA Slater determinant
and the optimized Jastrow factor. The former becomes
more accurate in describing the nodal surface as R in-
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creases, where the latter is evidently more effective at
weaker correlation. Only the determinant part, via the
nodes that it defines, impacts the DMC results.
The DMET[2] results provide an example of an em-
bedding calculation at the thermodynamic and complete
basis set limits, with a modest impurity size. The limi-
tation on the impurity size is from the use of a DMRG
impurity solver, which becomes expensive in the large
basis set limit.
We comment that various correction schemes can be
applied to our finite-basis and/or finite-size data to pro-
vide additional estimates from methods not included in
Fig. 6. For example, a residual basis set correction could
be obtained either from a different method or using a
lower order theory (if available) of the same method, and
applied to DZ or TZ basis results to estimate the CBS
limit. These can be readily retrieved for assessment from
the detailed data provided in the appendices and supple-
mentary materials.
C. Reaching the complete basis set and
thermodynamic limits
A key challenge in the ab initio computation of bulk
materials is to remove finite-size and finite-basis effects
so as to obtain results for the continuous and thermody-
namic limits. This is important in order to make reliable
predictions about materials properties and allow direct
comparisons with experiments. Various choices exist in
the calculation. These can be at the level of the type of
many-body methods, for example the use of particular
embedding approaches (versus those that treat a cluster
only, whether finite or periodic), or the use of coordinate
space methods like DMC versus basis set methods. They
can also be common to classes of methods and decoupled
from and independent of the details of the underlying
many-body methods, for example the use of periodic su-
percells versus finite clusters, or the choice of basis sets,
etc. By employing many state-of-the-art methods, we
are able to investigate these factors extensively and with
great care in the present work.
Many of our calculations are performed using OBC,
i.e., treating a finite chain. We find that, somewhat sur-
prisingly, OBC calculations show faster convergence to
the TDL than PBC in the hydrogen chain for all but the
smallest few bondlengths (see Appendix C2). To extrap-
olate the finite-N results to the TDL, we assume that the
PEC has the following size dependence:
E(N,R) =
k∑
i=0
Ai(R)
N i
, (7)
where k is a small integer. For k = 1, this gives the sub-
traction trick based on a division of surface and bulk
terms, namely A0 =
N1E(N1)−N2E(N2)
N1−N2
(omitting R),
which has been used, for example, in DMRG calcula-
tions before [58]. In this work we typically used k = 2,
employing N = 10, 30, 50 and, when necessary, N = 18,
22, 70 and 102.
Under this choice, there are still multiple strategies for
finite basis set methods to approach the combined lim-
its. One could extrapolate to the CBS limit for each
finite chain of fixed N following the procedure described
in Sec. IVC, and then extrapolate the results in N to the
TDL. Alternatively, one could extrapolate each basis set
to the TDL, and then extrapolate to the CBS limit, or
use a joint ansatz and extrapolate both simultaneously.
As illustrated in Fig. 7, exchanging the order of the ex-
trapolation leads to consistent and robust results.
With the exception of the minimal basis, the TDL ex-
trapolation for the DMET data is performed using the
same OBC size-dependence described above. In the mini-
mal basis, we also carried out DMET calculations directly
in the TDL, as mentioned earlier. Additional details on
this extrapolation scheme and a comparison of the two is
discussed briefly in the appendix. Calculations in PBC
(including those with BDMC, which used a ring geome-
try, and LR-DMC) are extrapolated to the TDL using the
form E(N,R) = A0(R)+A2(R)N
−2 [59], and statistical
error bars are propagated following standard procedures
in the extrapolations.
VI. CONCLUSIONS
We have presented a comprehensive investigation of
the hydrogen chain, deploying a vast suite of cutting-edge
many-body numerical methodologies and obtaining a de-
tailed and quantitative understanding of current compu-
tational capabilities for treating correlated quantum ma-
terials. We have shown how finite-size effects and finite
spatial or other basis set resolutions can be systemat-
ically removed to reach the physically relevant infinite
system size and complete basis set limits.
Through the synergistic use of complementary meth-
ods, we have accurately determined the ground-state en-
ergy as a function of interatomic distance. This serves
as a proof of concept for a new mode of attack on corre-
lated materials by ab initio calculations. The benchmark
results will provide a reference on the state of the art in
many-body computation of real materials.
Our study captures many of the salient features of pre-
dictive computations in real materials. The ability of
each many-body method to correctly capture important
physical properties will depend on the material system
under study. For example perturbative or diagrammatic
methods can have better or worse accuracy in systems
with different amount of electron correlation, the quali-
ties of the constraints on the sign problem in QMC meth-
ods can vary with the physical nature of the problem, the
rate of convergence with the fragments or the require-
ment on the impurity solver in embedding methods can
differ from material to material, the scaling and com-
putational feasibility of DMRG can change, etc. More
benchmark studies of this kind will be highly desirable
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Figure 7. Illustration of the extrapolations to the CBS and TDL limits. Results are shown for R = 1.8 aB. The left panel
shows extrapolation of ECBS(N) vs. 1/N , while the right panel shows extrapolation of Ecc−pVxZ(N → ∞) vs. 1/x
3. (The
correlation energy is shown on the right, shifted by the CBS RHF energy.) Final results are consistent within statistical errors
and independent of the order with which the limits are taken.
to broaden the understanding and identify further limi-
tations as well as opportunities of development.
The computational cost of each method depends on
various factors, including the degree to which the algo-
rithm and codes have been optimized, the level to which
one wishes to take the calculation (the order in pertur-
bative or diagrammatic methods, or the statistical accu-
racy in Monte Carlo methods), etc. The results in this
benchmark were obtained with moderate computing (or-
der of days on platforms ranging from local clusters to
medium-sized supercomputers). The computational scal-
ing, which is summarized in Sec. III, together with the
corresponding accuracy achieved by each method in the
benchmark, will provide a rule of thumb on their compu-
tational cost.
The benchmark results indicate that many of the meth-
ods tested here are capable of reaching an accuracy of five
percent of the cohesive energy or better, across wide pa-
rameter regimes of strong electron correlation. A subset
of these methods predict the equation of state system-
atically to sub-milli-Hartree accuracy. Further develop-
ment may turn these into post-DFT methods of choice
for ground-state studies, and a concerted effort to build
open-source codes will be invaluable. Other techniques
can more naturally address dynamical and thermody-
namical properties, many of which are the outcome of
recent research. Continued development along these lines
will further improve their accuracy and time to solution.
Further benchmark studies of dynamical and thermal ef-
fects, building on the work done here on the equation of
state, would also be very desirable.
It is important to continue to expand the benchmark
studies to more complex materials. Even in this rela-
tively simple system of the hydrogen chain, important
questions remain on the physics which are of strong in-
terest and relevance to some of the key issues in strongly
correlated systems in general. For example, how does the
nature of the charge and magnetic orders vary with the
bondlength? We are presently investigating these and
related questions.
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Appendix A: Description of computational methods
In this Appendix, we provide further descriptions of
the individual methods used. Following the main text,
we group methods into the following categories: deter-
ministic wavefunction (CC, DMRG, MRCI, NEVPT2),
stochastic wavefunction (AFQMC, LRDMC, VMC), em-
bedding (DMET, SEET) and diagrammatic (SC-GW,
GF2, BDMC). The categories are by no means rigid, as
a method can fit into multiple groups; they are meant to
provide a general guide and help with organization of the
discussions.
1. Deterministic wave function methods
Deterministic wavefunction methods (HF, CC,
DMRG, FCI, MRCI, NEVPT2) range in quality
between the mean-field HF and the exact FCI. Cor-
respondingly, their computational costs vary a great
deal. These methods rely on different types of ansatz,
the nature of which is ultimately responsible for their
accuracy and computational cost.
a. Coupled Cluster (CC)
Coupled cluster (CC) theory [38–40] is widely applied,
often providing accurate and systematically-improvable
ground state energies when systems are neither too large
nor too strongly correlated. The CC wavefunction is
written as
|CC〉 = eTˆ |0〉 , (A1)
where |0〉 is a single-determinant reference state, and the
cluster operator is given by
Tˆ =
∑
µ
tµ tˆµ, (A2)
where tˆµ creates an excited determinant |µ〉 containing
µ particle-hole pairs relative to |0〉, with amplitude tµ.
Standard CC theory constructs a similarity-transformed
Hamiltonian
Hˆ ′ = e−Tˆ HˆeTˆ , (A3)
and the energy and amplitudes tµ are obtained by solving
the Schro¨dinger equation projectively
E = 〈0|Hˆ ′|0〉 , (A4a)
0 = 〈µ|Hˆ ′|0〉 ∀µ. (A4b)
In other words, CC theory diagonalizes the similarity
transformed Hamiltonian in the space spanned by the
mean field reference and excitation manifold. Because
Tˆ is an excitation operator, the commutator expansion
used to evaluate the amplitudes in A4 terminates after
four nested commutators for all values of µ, because the
Hamiltonian contains only one- and two-particle terms.
In this work, we limit Tˆ to µ ≤ 2, i.e. CC with sin-
gle and double excitations (CCSD) on restricted Hartree-
Fock (RCCSD) and unrestricted Hartree-Fock (UCCSD)
references.[60, 61] Since the quality of the reference de-
termines the quality of the CC wavefunction, a reference
obtained from a symmetry-broken mean field can be crit-
ical to getting good CC energies when systems become
strongly correlated. When multiple Hartree-Fock solu-
tions exist, the question of which one to use as a reference
for the CC calculations can be subtle. In general, our CC
calculations are performed on the lowest-energy Hartree-
Fock determinants we could find. In some calculations,
we have also perturbatively included triple-excitation ef-
fects, denoted CCSD(T) [62].
All CC calculations shown here are widely available
in standard quantum chemistry packages [63]. To carry
out the larger calculations, we used the high-performance
implementation in the PySCF package. This uses an
AO-driven implementation to reduce the IO costs asso-
ciated with accessing integrals on disk [64]. We carried
out RCCSD and RCCSD(T) calculations for H30 with
cc-pVQZ and cc-pV5Z basis and H50 with cc-pVTZ and
cc-pVQZ basis with this implementation. Even with the
AO-driven technique, the RCCSD calculation for H50 in
the cc-pV5Z basis would require at least 4 TB of disk
space. Although technically feasible, we did not perform
it here. For the largest basis sets cc-pVTZ, cc-pVQZ
and cc-pV5Z at geometries R < 1.6 aB and cc-pVDZ at
R < 1.4 aB, the Gaussian basis was nearly linearly de-
pendent. We removed linearly dependent vectors with an
overlap threshold of 10−7. Although a smaller threshold
could be used in the Hartree-Fock calculation, changing
the energy by ∼ 10−6 EHa per atom, we found the re-
sulting CCSD calculations with smaller thresholds to be
numerically unstable.
b. Density Matrix Renormalization Group (DMRG,
SBDMRG)
DMRG (density matrix renormalization group) is a
low-entanglement wavefunction approximation [23]. The
wavefunction can be written as
|Ψ〉 =
∑
{n}
A
n1A
n2 . . .AnM |n1n2 . . . nM 〉 (A5)
where M denotes the number of orbitals in the system.
Each An is a D × D matrix of real numbers associ-
ated with a single-particle basis function, except for the
boundary terms An1 and AnM , which are length-D vec-
tors. D denotes the bond dimension and controls the
accuracy of the simulation; as D increases, the wave-
function converges to the exact correlated state. In linear
systems such as the hydrogen chains considered here, pro-
vided that the gap of the system does not close, the bond
dimension required for a given accuracy per atom stays
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close to a constant, independent of the number of atoms.
The energy of the wavefunction may be stably computed
and variationally optimized through the DMRG sweep
algorithm.
In this work we considered two different kinds of single-
particle basis functions in the DMRG calculations. In the
standard quantum chemistry formulation of DMRG [24–
26], the single-particle basis is simply an orthogonal basis
in the space of Gaussian orbitals of the system. This is
what we will refer to as DMRG in the calculations in
this work, and details can be found in standard refer-
ences to DMRG in the quantum chemistry literature [65].
We carried out Gaussian based DMRG calculations using
the implementation in the Block code, with the stan-
dard settings described in Ref. [66]. DMRG energies were
computed for H10 (STO-6G, cc-pVDZ, cc-pVTZ bases),
H30 (STO-6G, cc-pVDZ), and H50 (STO-6G), up to a
maximum bond dimension of D = 2000. For the STO-
6G basis, the DMRG single-particle basis was the set of
symmetrically orthogonalized AO orbitals. For all the
other bases, we used split-localized molecular orbitals.
The split-localized orbitals were ordered by the exchange
Fiedler vector [66, 67]. The estimated maximum uncer-
tainty in the Gaussian based DMRG energies is less than
0.05 mEHa per atom.
In addition, we have also introduced the sliced basis
DMRG method (SBDMRG). Here, instead of a 3D Gaus-
sian basis, one uses a grid in one direction (z), while
using a Gaussian-derived basis in the two transverse di-
rections (x,y). Formally, one can write the basis as
φjn(x, y, z) = ϕjn(x, y) δ
1
2 (z − zn) , (A6)
where n labels grid points along the z direction (with
grid spacing a) and j labels the transverse basis func-
tion at that grid point (or “slice”). The 12 power on
the Dirac delta function indicates that the basis func-
tions are square-normalized. The kinetic energy terms in
the Hamiltonian are approximated with a fourth order
finite-difference second derivative approximation. For
the data presented in Section VB, we used a grid spac-
ing of a = 0.1, for which we estimate an error of about
0.1mEHa per atom. The transverse basis functions
ϕjn(x, y) are derived from a standard Gaussian, atom-
centered basis set. Functions from the standard basis
are projected onto each slice, then these functions are or-
thogonalized, keeping the most significant ones up to as
many as the number of contracted orbitals on each atom.
Compared to the original basis, a sliced basis has approx-
imately the same transverse resolution, but its resolution
in the z direction is essentially perfect. Thus energies in
the sliced basis are generally lower than in the original
basis, due to the improved z correlation. The key advan-
tage of SBDMRG over the standard quantum chemistry
formulation of DMRG is that the local support of the
basis functions along the grid direction makes the num-
ber of Hamiltonian terms proportional to M2. Using
matrix product operator compression techniques, which
are quite simple to apply in the sliced basis formulation,
the cost of SBDMRG is further reduced to M , which is
the same scaling as applying DMRG to the 1D Hubbard
model. For more details see the recent paper Ref. 42.
c. Multireference configuration interaction (MRCI)
MRCI (multireference configuration interaction) is a
method that incorporates 1- and 2-external excitations
on top of an active space wavefunction. It is a commonly
used method for high accuracy simulations of multiref-
erence electronic structure in small molecules. Here we
use a variant of internally contracted MRCI described by
Werner and Knowles [35, 36], implemented in the Mol-
pro package [68]. We start with a CASSCF (complete
active space self-consistent-field) wavefunction |Ψ0〉. The
variational ansatz is then
|Ψ〉 = c0|Ψ0〉+
∑
I
cI |ΨI〉+ 1
4
∑
ijab
cabij Eˆ
a
i Eˆ
b
j |Ψ0〉 (A7)
where |Ψ0〉 is the CASSCF wavefunction, |ΨI〉 is a con-
figuration state function (CSF) with a single external or-
bital, and Eˆai is the spin-summed excitation operator,∑
σ aˆ
†
aσaˆiσ. The parameters c0, cI , and c
ab
ij are deter-
mined variationally.
We also considered the explicitly correlated (F12)
MRCI approximation [69–71]. Explicit correlation ac-
celerates convergence to the complete basis set limit by
introducing 2-external amplitudes with explicit r12 de-
pendent functions. The associated integrals are com-
puted through an auxiliary Gaussian basis. In this work,
we used the default F12 settings and auxiliary bases in
Molpro, including the singles corrections in the com-
plementary auxiliary basis set space.
The MRCI wavefunction does not give an extensive
energy. Defining the MRCI correlation energy as ∆E =
〈Ψ|Hˆ|Ψ〉 − 〈Ψ0|Hˆ|Ψ0〉, we define the approximate size-
extensive correlation energy (Q) through the scaling
∆E → ∆E(1 − c20)/c20.
With the above techniques, we computed MRCI+Q
and MRCI-F12+Q wavefunctions and energies for H10 in
the STO-6G and cc-pVxZ (x=2-5) bases, using a (10, 10)
CASSCF initial state.
d. N-electron valence state perturbation theory
N -electron valence state perturbation theory
(NEVPT) [37] is a multireference 2nd order per-
turbation theory which is size-extensive and free of
intruder state problems. It uses a zeroth order CASSCF
wavefunction and Dyall’s Hamiltonian [72] as the zeroth
order Hamiltonian. From this starting point, the 1st
order wavefunction and 2nd order energy are defined
using the usual Rayleigh-Schro¨dinger perturbation
theory. Typically the 1st order equation is not solved
exactly, but rather in a restricted variational space.
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In partially-contracted NEVPT2 (PC-NEVPT2), the
1st order wavefunction is expanded in the space of
1- and 2-external excitation operators acting on the
ground-state wavefunction. In strongly-contracted
NEVPT2 (SC-NEVPT2), the expansion space of the
1st order wavefunction is restricted further such that
the amplitudes can be determined without solving any
linear equations, and simply from expectation values of
the zeroth order wavefunction.
For the H10 chain, we computed SC-NEVPT2 and
PC-NEVPT2 using the Molpro package, starting from
a (10, 10) CASSCF zeroth order state. For H30 we
carried out DMRG-SC-NEVPT2 calculations [73] us-
ing the PySCF package, starting from a (30, 30)
DMRG-CASSCF zeroth order state computed with split-
localized orbitals, using the Block package. The ba-
sis linear dependency threshold was set to 10−8. The
DMRG-CASSCF calculation was carried out with bond
dimension D = 1000, leading to an estimated energy er-
ror of less than 0.1mEHa. The zeroth order wavefunction
was constructed by compressing the DMRG-CASSCF
wavefunction down to bond dimension D = 500, with
a compression error in the total energy of less than
0.3mEHa except at the shortest geometry, R = 1.0 aB,
where it was 10mEHa. The semi-internal components of
the DMRG-SC-NEVPT2 wavefunction and energy were
approximated using the MPS compression scheme de-
scribed in [74, 75], with a first order wavefunction bond
dimension of D = 1500; these contributions were deter-
mined with an estimated accuracy of 0.1mEHa.
2. Stochastic wave function methods
Stochastic wavefunction methods (AFQMC, VMC,
LRDMC) rely on Monte Carlo sampling to construct an
ansatz for the ground state of the system and compute
expectation values of observables. AFQMC and LRDMC
are both based on mapping the imaginary-time evolu-
tion onto a random walk. AFQMC is formulated in
non-orthogonal Slater determinant space. LRDMC (and
VMC) conducts the random walk in coordinate space.
The fermion sign problem has different manifestations
in the different manifolds, and the constraints to control
them lead to different approximations.
a. Auxiliary-field quantum Monte Carlo (AFQMC)
The auxiliary-field quantum Monte Carlo (AFQMC)
is a wavefunction method, which estimates the ground-
state properties of a many-fermion system by statistically
sampling the wavefunction e−βHˆ |Ψ0〉 ∝ |Ψβ〉 → |ΨG〉,
where Ψ0 is an initial wavefunction, non-orthogonal to
the ground state ΨG of Hˆ [15, 16]. For sufficiently large
β, expectation values computed over Ψβ gives ground-
state averages. AFQMC projects Ψ0 towards ΨG itera-
tively, writing e−βHˆ = (e−δβHˆ)n where δβ = β
n
is a small
imaginary-time step. The propagator is represented as
e−δβHˆ =
∫
dx p(x) Bˆ(x), where Bˆ(x) is a mean-field
propagator of the form of an exponential of one-body
operators that are dependent on the vector x, and p(x)
a probability distribution [76, 77]. This representation
maps the original interacting system onto an ensemble of
non-interacting systems subject to a fluctuating poten-
tial. The imaginary-time projection can be realized as
an open-ended random walk over the auxiliary-field (i.e.,
mean-field potential) configurations [15, 16]. Sampling
the trajectories of the random walk leads to a stochastic
representation of Ψβ as an ensemble of Slater determi-
nants.
For general two-body interactions AFQMC has a
sign/phase problem, which is controlled by a phaseless
gauge constraint (CP) on the Slater determinants using
a trial wavefunction ΨT [16, 78]. (For Hamiltonians that
satisfy certain symmetry properties, e.g. the Hubbard
model at half-filling, AFQMC is free of the sign problem).
The trial wavefunction is typically taken from Hartree-
Fock or DFT. A self-consistent constraint is possible [79]
but is not used in this work. The accuracy of the CP
AFQMC was extensively benchmarked in both real ma-
terials [5, 80, 81] and lattice models [2, 79]. The CP
AFQMC provides an alternative and complementary way
to addressing the sign problem with respect to fixed-node
DMC. The random walks take place in the overcomplete
manifold of Slater determinants, in which fermion anti-
symmetry is by construction maintained in each walker.
Applications have indicated that often this reduces the
severity of the sign problem and, as a result, the phase-
less approximation has weaker reliance on the trial wave
function [82].
For ab initio materials computations, AFQMC can be
carried out using either a plane-wave basis and pseudopo-
tentials [16, 83], localized basis sets such as standard
Gaussian type orbitals [84], or general basis sets using
DFT orbitals [85]. In this work, we apply AFQMC im-
plemented for Gaussian basis sets to finite chains. In
all our calculations we use a linear dependence thresh-
old of 10−7 in the one-electron basis. The two-body
matrix elements vpqrs are decoupled into bilinear form
with the modified Cholesky approach using a tolerance
of δ ≤ 10−5 [86]. Results are extrapolated to the TDL
and CBS limits. The total projection time is typically
β = 80EHa, although calculations with β = 220EHa
were performed in some cases. The convergence error
from the use of a finite β is negligible. Most calcula-
tions used δβ = 0.005EHa
−1. Extrapolations were per-
formed where the associated Trotter error was greater
than the other uncertainties. The reported QMC error
bars are estimated as one standard deviation statistical
errors. The CP bias leads to a non-variational estima-
tor of the ground-state energy. In our calculations, the
UHF ground state was taken to be ΨT . For the two
largest bondlengths (R = 3.2 and 3.6), motivated by the
analogy between the H chain and the Heisenberg model,
we employed in this work a new form of trial wavefunc-
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tion, a linear combination of spinon excitations on top of
the UHF state, |ΨT 〉 =
∑s
k=0
∑
i1<···<ik
Ci1...ik |Ψi1...ik〉.
Spinon excitations Ψi1...ik are constructed using atomic
positions with antiferromagnetic spin ordering, and k
pairs (i1, i1+1) . . . (ik, ik+1) of adjacent spins flipped, as
initial conditions for the UHF self-consistence procedure,
and coefficients Ci1...ik are finally optimized variationally.
We used k = 1, 2 for R = 3.2, 3.6 respectively.
b. Variational and Lattice-Regularized Diffusion Monte
Carlo (LR-DMC, VMC)
The LR-DMC is a projection method [33] that uses
the lattice regularization for applying the imaginary time
propagator exp(−βHˆ) to a trial function ΨT defined in
the continuous space. In this work, improvements in-
cluding new use of localized basis sets were introduced,
which drastically improved accuracy over previous results
[10]. The main approximation is to write the Lapla-
cian by means of its dicretized expression on a lattice
with a grid with lattice space a, e.g. for a single elec-
tron wavefunction depending only on one variable x:
∇Ψ = ∂2xΨ→ ∇aΨ = 1a2 (Ψ(x+ a) + Ψ(x− a)− 2Ψ(x)).
The extension of ∇a to higher dimensions is straightfor-
ward and the continuous space can be sampled ergodi-
cally even for finite a > 0 with a much simpler algorithm
than the original proposal [33], namely by randomizing
the directions along which the Laplacian is discretized
[87]. For a→ 0 and β →∞ the exact ground state wave-
function ΨG can be obtained if 〈ΨT |ΨG〉 6= 0. However,
due to the fermion ”sign problem”, an approximation is
employed to achieve small and controlled statistical er-
rors: it is required that, during the projection, the ”sign”
of the propagated wavefunction is constrained to the one
of the chosen trial function:
ΨT (x)× 〈x| exp(−βHˆ)|ΨT 〉 ≥ 0 (A8)
for any electronic configuration x where the spins and
the electron positions are defined. For a → 0 the re-
sults coincide with the standard Fixed-Node approxima-
tion introduced long time ago [34]. This scheme is usually
employed within the diffusion short time (∆) approxima-
tion of the propagator, in a way that in the ∆→ 0 limit,
by applying it β∆ times, the exact Fixed-Node projection
scheme (A8) is recovered, with the well established vari-
ational property on the estimated energy. In this work
we have used the lattice regularization, just because it is
more conveniently implemented in the TurboRVB pack-
age [88], and also because the extrapolations for a → 0
are very well behaved and easily controlled in an auto-
matic way.
This method is very weakly dependent on the dimen-
sion of the basis set chosen to represent the nodes of the
Slater determinant, and we have verified that a negligible
error in the DMC energy is obtained by using the stan-
dard cc-pVTZ basis where the largest Z1s (Z1s = 33.87)
is removed. Indeed too large exponents are also not nec-
essary in this approach because the cusp conditions are
fulfilled by a one-body Jastrow factor of the type:
u1−body(r) = −1− exp(−
√
2r)√
2
. (A9)
This one body Jastrow is included also in the GTO ba-
sis set for the DFT (LDA) calculation. The DFT is also
defined (within the TurboRVB package [88]) on a mesh
of lattice space a = 0.1 or smaller, until convergence is
reached within 0.001EHa in the total energy. The use
of the one body Jastrow factor drastically improves the
convergence for a → 0 and the quality of the basis set
as the DFT energy is much lower than the standard one
in the original cc-pVTZ basis. For R < 1.4 we found
that the cc-pVDZ basis can be significantly improved
by adding p diffusive Gaussian orbitals with small ex-
ponents (Z1p = 0.2, Z2p = 0.05), allowing us to ob-
tain the best variational LR-DMC estimates for R = 1.0
and R = 1.2, even better than with the larger cc-pVTZ
basis. Within periodic boundary conditions in the di-
rection of the chain, assumed to be along the z direc-
tion, we use a supercell of dimension Lx × Lx × Lz with
Lx = Ly = 40 aB, that is large enough for safely ne-
glecting the interaction between the periodic images in
the x, y directions (error less than 0.0001EHa per atom).
Moreover the basis set (standard for open systems) has
been periodized according to the standard procedure de-
scribed in [89], when PBC are applied.
Before the application of the LR-DMC algorithm, a
more accurate Jastrow factor is used to define the trial
function ΨT . This contains the so-called two-, three- and
four-body contributions that are expanded in a localized
basis different from the determinant one. All these terms
are efficiently optimized, using the scheme described in
[90]. Since the Jastrow is not affecting the results for
a → 0 presented here, we do not describe in details its
form and the standard optimization methods used [91].
3. Embedding theories
Quantum embedding theories (DMET, SEET) are
based on the idea of combining two different types of
quantum calculations: high-level calculations on one or
more active regions of interest, called fragments, and low-
level calculations on the environment surrounding frag-
ments. In various methods, these fragments can be cho-
sen either in the energy or in the local basis.
A quantum embedding theory determines the coupling
between fragments and environment self-consistently, us-
ing a variable of interest to provide for feedback. DMET
and SEET respectively use the one-particle density ma-
trix and the self-energy as variables of interest.
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a. Density Matrix Embedding Theory (DMET)
DMET [20, 21] provides a framework to approximate
expectation values of a large system from embedded cal-
culations. A mean-field wavefunction Φ over the full sys-
tem is used to define the embedding of a fragment defined
in terms of a set of L local orbitals. The embedding of
Φ splits the occupied and virtual orbitals into ones with
and without weight in the local fragment. The occupied
and virtual set with weight in the fragment fully span the
L local orbitals used to define the embedding, as well as
an additional set of (at most L) bath orbitals. In DMET,
a high level calculation is carried out in the fragment
+ bath orbital space; as the size of the embedded frag-
ment L approaches that of the full system, the resulting
DMET energy converges to that of a high level calcula-
tion on the full system. While DMET can be used to
study finite systems, it provides a natural framework to
study systems directly in the TDL. In this work, we have
used different DMET strategies for calculations in finite
chains and in the TDL; we refer the reader to Section B3
for further details about the latter.
As outlined above, the splitting of the full system into
fragments requires the introduction of a set of local or-
bitals. In this work, we use intrinsic atomic orbitals
(IAOs) [92] to define the local basis in the valence space.
In our finite chain calculations, we split the system into
fragments of x atoms by considering the corresponding
local valence orbitals. These local orbitals, through the
embedding construction, generate a set of bath orbitals.
To this embedding (fragment + bath) space, we further
add a set of local virtual orbitals, built as projected
atomic orbitals (PAOs), on the constituent atoms. We
use the acronym DMET[X] for calculations using frag-
ments of size X= 2, 5.
Expectation values in DMET (such as the energy and
particle number) are computed by partial traces [93] (us-
ing the local orbitals in a given fragment) of the contrac-
tion of integrals with density matrices. A self-consistency
loop can be used to uniquely define Φ [20, 93]. In this
work, however, we use the RHF wavefunction without
further optimization. A global chemical potential is used
to control the total number of electrons in the system.
Our DMET results are reported using FCI as a solver
for STO-6G basis calculations and larger basis calcula-
tions with fragments of size 2. Other calculation use
DMRG as a solver using a bond dimension of D = 1000.
The error due to the DMRG solver is expected to be sig-
nificantly smaller than the error due to the fragment sizes
considered.
We have introduced new schemes for basis set and TDL
extrapolations in this work, further details for which are
provided in Section C 2.
b. Self-energy embedding theory (SEET)
The self-energy embedding theory (SEET) [46–50] re-
lies on the assumption that orbitals in the system can be
separated into S different intersecting or non-intersecting
subsets Ai, each containing M
A
i orbitals, while M
R or-
bitals are contained in the the remainder R such that
MAi ≪ M for each i. In SEET, orbitals within subsets
are strongly correlated and treated non-perturbatively;
on the other hand, inter-subset correlations can be
treated either perturbatively or non-perturbatively. In
a case of a perturbative treatment, the inter-set correla-
tions between two different orbital sets Ai and Aj , where
i 6= j, or correlations in the remainder R are assumed to
be weaker. Various ways of choosing the orbital subsets
are possible. New versions implemented in this work have
lead to much improved accuracy. We employ a selection
based on the occupancies of natural orbitals (NOs) as well
one based on the spatial locality of symmetrically orthog-
onalized atomic orbitals (SAOs), and localized molecular
orbitals (LMOs). For details concerning each procedure
see [48, 50].
In SEET, the solution of the whole physical system is
approximated by an affordable but frequently not so ac-
curate Φ-derivable method suitable for treating weakly
correlated systems. Subsequently, this approximation is
corrected within chosen strongly correlated orbital sub-
spaces by a non-perturbative method. We have demon-
strated that the general SEET functional can be written
as
ΦSEETMIX = Φ
tot
weak +
∑(NK)
i (Φ
Ai
strong − ΦAiweak) (A10)
±∑k=1k=K−1
∑(Nk)
i (Φ
Bk
i
strong − ΦB
k
i
weak),
where the contributions with ± signs are used to account
correctly for the possible double counting, for details see
[50]. In this paper, Φtotweak is determined from GF2 or HF.
In general, other choices such as the GW method [94] are
also possible. ΦAii stands for all those terms in Φ with
all four indices i, j, k, l of two-body interactions vijkl con-
tained inside orbital subspace Ai. Here, Φ
Ai
weak is the so-
lution for subset Ai within the weak-coupling method,
here GF2. ΦAistrong is the solution in the M
A
i subspace
evaluated using a higher-order method suitable for treat-
ing “strong correlation”. We denote this way of perform-
ing SEET calculations as SEET(method strong/method
weak)-m([MAo]/basis) since here self-energies from in-
tersecting orbital subspaces withMA strongly correlated
orbitals are “mixed” between each other. While in a gen-
eral case, the self-energy has to be evaluated for
(
M
MA
)
or-
bital subgroups, where
(
M
MA
)
can be a fairly large number,
in practice one can quite trivially reduce it by identify-
ing most important subgroups containing MA orbitals
that lead to the significant lowering of the ground state
energy, see [50].
Since calculations can be performed either in the en-
ergy or spatial basis employing NOs or SAOs and LMOs,
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respectively, as basis functions, we denote these choices
using the “basis” keyword, where basis=NO, SAO, or
LMO.
In SEET, the self-energy is constructed as a functional
derivative of the ΦSEET-functional and the total SEET
self-energy contains diagrams from both the ‘strong’ and
‘weak’ coupling methods.
Consequently, each strongly correlated subspace self-
energy is embedded into a weakly correlated self-energy
generated by all orbitals outside the strongly correlated
subspace and accounting for all the non-local interactions
on the strongly correlated orbital groups [95]. For details
explaining how to evaluate ΣAistrong and Σ
Ai
weak, we refer
the reader to [46, 49].
We converged the electronic energy to 10−4EHa. The
inverse temperature β was set at 100 EHa
−1 or 200 EHa
−1
depending on the geometry. The Matsubara freqency
grid was generated using the splines interpolation [96]
with the maximum number of points varying between
20,000 and 50,000. In this paper, for the weakly corre-
lated method in SEET, we used GF2 as well as HF. The
strongly correlated part of the SEET self-energy was eval-
uated from the Anderson Impurity model using FCI or
versions of restricted active space CI (RASCI). Note that
in all the calculations presented here, SEET is based on
the RHF reference.
4. Diagrammatic methods
The diagrammatic methods discussed in this work
(SC-GW, GF2, BDMC) evaluate, either deterministically
(GF2, SC-GW) or stochastically (BDMC), a subset of
the terms in a diagrammatic interaction expansion. The
methods are distinguished by the subsets of diagrams or
series terms that are included in the calculation. The
diagrammatic methods discussed in this work are based
on the Feynman diagrammatic technique formulated in
terms of self-consistent propagators and bare or renor-
malized interactions [97]. They are formulated at finite
temperature but evaluated at low enough temperature
that the T → 0 limit can be taken. Many of the methods
were implemented specifically for the present study. The
BDMCn calculations are the first attempt to use high-
order skeleton diagrams in materials, to systematically
improve GW.
a. Self-consistent second-order Green’s function theory
(GF2)
The fully self-consistent second order Green’s func-
tion theory (GF2) [27–32] includes all second-order skele-
ton diagrams dressed with the renormalized second-order
propagators and bare interactions. GF2 is formulated as
a low-level approximation to the exact Luttinger-Ward
(LW) functional [43, 98] and therefore is Φ-derivable,
thermodynamically consistent, and conserving [43, 99].
We solve all the non-linear equations self-consistently
at non-zero temperature using on an imaginary-time
mesh [96, 100]. At each iteration, the self-energy, Green’s
function, and Fock matrix are updated until convergence
is reached, so that the converged solution is reference-
independent.
In the weakly correlated regime, GF2 preserves the ad-
vantages of the second-order Møller-Plesset perturbation
theory (MP2), while at the same time avoiding the diver-
gences appearing in non-self-consistent zero-temperature
formulations of finite-order perturbation theories.
We converged the electronic energy to the threshold
of 10−6EHa. The inverse temperature β was set at 100
EHa
−1 or 200 EHa
−1 depending on the geometry. The
Matsubara freqency grid was generated using splines in-
terpolation [96] with between 20,000 and 50,000 points
on the Matsubara axis. The calculations presented here
are based on an RHF or UHF reference. We use GF2 to
denote the version that is based on RHF and does not
allow for spin symmetry breaking. The acronym UGF2
is used to denote for a spin unrestricted version based on
UHF.
b. Diagrammatic methods with renormalized interactions
The BDMC and SC-GW methods are diagrammatic
approximations formulated in terms of renormalized
propagators G and renormalized (“screened”) interac-
tions W . They can be written as approximations to the
Luttinger-Ward (LW) functional Φ [43, 98], which implies
that they are thermodynamically consistent and conserv-
ing [43, 99]. The methods require the self-consistent de-
termination of propagators G, self-energies Σ, screened
interactions W , and polarizations P . While the expres-
sions for Σ and P are different in the individual methods,
the Dyson equations
G = G0 −G0ΣG , W = V + V PW , (A11)
determine G and W , where G0 and V are the bare elec-
tronic propagator and interaction.
c. Self-consistent GW (SC-GW)
The self-consistent GW (SC-GW) approximation trun-
cates the skeleton sequence at the lowest-order graph,
so that only the first-order contribution in the renor-
malized interaction is considered and the second-order
exchange diagram is neglected. We have implemented
a deterministic procedure of this approximation closely
following Refs. [27, 43–45]: The Green’s function is ini-
tialized using the Hartree-Fock (HF) approximation re-
sult. We then construct the polarization P = GG and
obtainW from Eq. (A11). After computing the GW self-
energy Σ = −GW , we obtain the updated G by solving
Dyson’s equation, thus closing the self-consistency loop.
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The method is formulated in a grand canonical ensemble,
but the chemical potential µ used in each step is chosen to
preserve the desired electron number. After convergence,
the total energy is computed from Σ and G.
While SC-GW benefits from the conservation of the
average particle number, energy, momentum and angu-
lar momentum, the size and complexity of W call for ap-
propriate controlled simplifications. Instead of introduc-
ing physically motivated approximations that may not
respect the conserving properties, we perform system-
atic linear algebra decompositions and truncations on
V , W and G which vastly reduce the numerical effort
[101]. We converge our calculations to a relative preci-
sion of 10−7. Convergence is reached at inverse temper-
ature β = 100E−1Ha, and for about 8000 Matsubara fre-
quencies. A combination of power and uniform meshes,
adaptive grids, and spline grids is used for imaginary
time and Matsubara data [96]. The code is based on
the ALPS libraries [102] and uses integrals generated by
LIBINT[103].
d. Treatment of zero-terms in the Hamiltonian
We note an important ambiguity in formulating cer-
tain diagrammatic approximations: Hamiltonian terms
that are identically zero because of the Pauli principle,
and thus have no observable effect on the physical prop-
erties of the system, can be arbitrarily added to a Hamil-
tonian. While these terms will evaluate to zero in the
exact solution, they may evaluate to non-zero values in
approximations that do not consider all terms at a given
order. The GW approximation is such an approximation,
whereas the GF2 approximation does not suffer from this
problem.
To illustrate the point, consider an ideal spin-polarized
lattice Fermi gas and add a contact interaction term
Hˆ0 = −
∑
ij
tijψˆ
†
j↑ψˆi↑ + U
∑
i
ψˆ†i↑ψˆ
†
i↑ψˆi↑ψˆi↑ . (A12)
The system remains non-interacting, and, correspond-
ingly, in the diagrammatic expansion based on the bare
interaction vertex U , all diagrams of the same order can-
cel each other exactly. However, low-order self-consistent
theories like GWmay break this cancellation by including
some, but not all, higher-order contributions in U . As a
result, a low-order self-consistent method would produce
different answers for Eq. (A12) with U = 0 and U 6= 0.
When the interaction Hamiltonian is projected on the
orbital basis, similar considerations apply to all terms
that create or delete two electrons in the same state,
meaning that one has a choice of keeping or dropping
Hamiltonian terms based on matrix elements vabad and
vbada; in what follows we will call them “zero-terms”. In
calculations with realistic Hamiltonians, these terms are
usually kept, and we will refer to this choice as Hamil-
tonian Hˆ . In contrast, the lattice model Hamiltonian
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Figure 8. Color online: Diagrammatic equation of state in
the TDL, at STO-6G level. Two SC-GW curves underline
the ambiguity of formulating the Hamiltonian terms that are
identically zero because of the Pauli principle (see text). The
SC-GW(Hˆ) curve corresponds to the protocol usually used for
realistic ab-initio Hamiltonians, while the SC-GW(Hˆ ′) curve
to the one used in the lattice model Hamiltonian commu-
nity. By accounting for higher-order vertex corrections, the
BDMCn results are observed to converge towards the esti-
mates from other methods.
community usually omits zero-terms explicitly (or nul-
lify the corresponding matrix elements); we will refer to
this choice as Hamiltonian Hˆ ′. In an exact solution of the
problem, all physical properties of Hˆ and Hˆ ′ are identi-
cal.
One question we answer in this work is how the SC-
GW results depend on the Hamiltonian representation
with respect to “zero-terms”. The two curves labeled
as SC-GW(Hˆ) and SC-GW(Hˆ ′) in Fig. 8 correspond to
the outcomes of the SC-GW method when it is applied
to Hˆ and Hˆ ′, respectively. The effect of zero-terms is
profound. While the SC-GW(Hˆ) curve at higher energy
is more accurate for separations up to the equilibrium
distance, it becomes less accurate than the SC-GW(Hˆ ′)
curve at R > 2.4 aB, and SC-GW(Hˆ
′) appears to produce
more consistent energy differences at the large separation
range.
Given that the two SC-GW answers surround the vari-
ational estimate, the difference between them can be used
as a crude estimate of the accuracy of the SC-GW ap-
proximation. This point of view is confirmed by our
study of vertex corrections. When the second-order ver-
tex corrections are accounted for, the result for Hamil-
tonian Hˆ ′ shifts upwards by an amount comparable to
the difference between the SC-GW(Hˆ) and SC-GW(Hˆ ′)
curves. The BDMC result starts converging to the best
variational estimate when higher-order corrections are in-
cluded, as shown in Fig. 8.
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e. Bold diagrammatic Monte Carlo (BDMC)
We have also developed a stochastic implementation of
the G2W formalism that is able to go beyond the lowest-
order diagrams. Within the bold diagrammatic Monte
Carlo framework (see e.g. [17–19]), the configuration
space of skeleton diagrams for Φ is sampled stochastically
starting from vertex corrections to SC-GW. The method
can be applied to any system at non-zero temperature
with arbitrary dispersion relation (doped and undoped)
and with arbitrary shape of the interaction potential [17–
19, 104–106]. Both Σ and P are computed as sums of
skeleton graphs, up to order n; we denote these sums
as Σn and Pn, and abbreviate the corresponding level of
approximation as BDMCn. The lowest-order contribu-
tions to Σ1 and P1 are based on products of the G and
W functions mentioned above, and BDMC1 is identical
to SC-GW. To obtain final answers we either perform an
extrapolation to the n → ∞ limit, or observe good con-
vergence with increasing the diagram order. (This was
demonstrated for several Coulomb systems in [19, 107]).
In the orbital representation, each interaction line de-
pends on four site/atom indices {(i, j); (k, l)}, four or-
bital indices {(α, β); (γ, δ)}, and two spin indices {σ;σ′}
(the Coulomb interaction vertex does not change spin);
to simplify notations we will be also using a composite in-
dex a = (i, α, σ). It is worth mentioning that terms with
u = v = 0, where u = i − j and v = k − l are relative
“distances” between the orbitals, represent the “density-
density” part of the interaction potential, and their con-
tribution is dominating in the final answer. Accounting
for nonzero values of (u, v) in the Dyson equation for
W changes the answer at the sub-percent level, and the
corresponding contribution quickly saturates when sepa-
ration in space between orbital indices, limited by cutoffs
u∗ and v∗, is increased. For hydrogen atoms in the single-
orbital case we find that energies per atom obtained with
unrestricted summation over (u, v) and with u∗ = v∗ = 2
coincide at the level of ∼ 10−5 in relative units even at
the smallest values of lattice constant R considered in
this work (the agreement is better at larger values of R).
Appendix B: Tables of results and additional
benchmark data
In Tables II, III, IV, V, and VI we include the numer-
ical values of the results presented in some of the figures
the main text, as well as additional finite-basis and finite-
size data. Lengths are measured in Bohr and energies in
Hartree. Data not included in the appendices will be
available online [11].
A variety of finite-size and/or finite-basis-set data are
available. Figure 9 shows the equation of state (EOS)
extrapolated to the TDL at cc-pVDZ and cc-pVTZ level.
At cc-pVDZ level, DMRG provides a highly accurate
EoS, with equilibrium bondlength and energy Req =
1.880(2) aB, E0 = −0.5608(2)EHa. The corresponding
correlation energies, using RHF energies as reference, are
shown in the middle panel of Fig. 9. Figure 10 shows
the EOS extrapolated to the TDL using SBDMRG and
DMRG for STO-6G and cc-pVDZ level basis sets.
Appendix C: Additional details on reaching the
complete basis set and thermodynamic limits
1. Extrapolation to the CBS limit
Extrapolations of the UHF and UHF-based correlation
energy to the CBS limit are illustrated in Fig. 11, for the
representative bondlengths R = 1.8, 2.8 aB. Using RHF
as references gives indistinguishable results.
Figure 12 shows the effect of the F12 correction on
MRCI+Q energies. As illustrated in the main text, ex-
trapolations to the CBS limit obtained with and without
F12 correction agree with each other to within the fitting
uncertainties, confirming the robustness of the extrapo-
lation procedure.
2. Extrapolation to the TDL
As mentioned, we find that the use of finite clusters
(chains) tends to give better convergence to the TDL
than with periodic boundary conditions, except for very
short bondlengths. This is illustrated in Fig. 13. The
faster convergence with OBC than PBC is somewhat sur-
prising and counter to commonly held belief. The quasi-
one-dimensional nature of the hydrogen chain is likely an
important factor.
Extrapolations to the TDL are illustrated in the min-
imal basis in Fig. 14 for the bondlengths R = 1.0, 1.4,
1.8, 2.8. The importance of the A2(R)N
−2 correction
is evident in capturing the size effects. Note that the
finite-size effects are larger at shorter bondlengths (rang-
ing from roughly 50mEHa for R = 1.0 aB to less than
1mEHa at large separation as the chain turns into a col-
lection of uncoupled H atoms). This is expected from the
nature of the long-range Coulomb interaction.
In Fig. 15, we examine the robustness of the extrapola-
tion. Results from the simple subtraction trick separating
surface and bulk [i.e. k = 1 in Eq. (7)] are compared with
the reference extrapolation using EN1,N2,N3(R). Extrap-
olations agree with each other to well within 1 mEHa, and
approach EN1,N2,N3(R) as N1, N2 are increased. These
results suggest that extrapolations EN1,N2,N3(R) to the
TDL have a resolution of the order of 0.1mEHa per par-
ticle. For most methodologies, therefore, the uncertainty
on the TDL extrapolation is one order of magnitude
smaller than the bias due to the underlying approxima-
tions. It is also well within the uncertainty bound in our
final best estimate of the EOS.
Our DMET strategy for calculations that directly ac-
cess the TDL is somewhat different. We start from a
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R AFQMC DMET[2] FCI GF2 SC-GW SEET(CI/HF)-m
(4,SAO)
SEET(CI/HF)-m
(6,SAO)
SEET(CI/GF2)-m
(6,SAO)
RCCSD RCCSD(T) UCCSD UCCSD(T) RHF UHF
1.0 -0.38248(3) -0.381351 -0.382439 -0.381012 -0.382996 -0.3817 -0.3819 -0.3822 -0.382387 -0.382432 -0.382387 -0.382432 -0.375174 -0.375174
1.2 -0.47667(3) -0.475497 -0.476638 -0.474570 -0.476870 -0.4758 -0.4760 -0.4761 -0.476561 -0.476626 -0.476561 -0.476626 -0.467805 -0.467806
1.4 -0.52051(5) -0.519307 -0.520509 -0.517622 -0.520234 -0.5196 -0.5199 -0.5200 -0.520401 -0.520492 -0.520401 -0.520492 -0.509862 -0.509862
1.6 -0.53819(6) -0.537170 -0.538436 -0.534488 -0.537403 -0.5374 -0.5378 -0.5379 -0.538292 -0.538414 -0.538292 -0.538414 -0.525628 -0.525628
1.8 -0.54218(6) -0.541097 -0.542439 -0.537111 -0.540312 -0.5413 -0.5418 -0.5418 -0.542254 -0.542418 -0.541742 -0.542175 -0.527014 -0.527745
2.0 -0.53874(5) -0.537527 -0.538963 -0.531852 -0.535304 -0.5376 -0.5383 -0.5383 -0.538745 -0.538966 -0.537504 -0.538049 -0.520347 -0.523137
2.4 -0.52271(8) -0.521125 -0.522794 -0.510567 -0.514336 -0.5212 -0.5221 -0.5221 -0.522681 -0.523088 -0.520417 -0.520753 -0.495606 -0.506571
2.8 -0.50507(5) -0.503220 -0.505024 -0.485323 -0.488955 -0.5034 -0.5044 -0.5045 -0.506729 -0.507486 -0.502820 -0.502959 -0.465843 -0.491183
3.2 -0.49114(2) -0.489450 -0.491038 -0.461886 -0.464687 -0.4897 -0.4906 -0.4908 -0.590076 -0.592683 -0.489482 -0.489521 -0.436679 -0.481323
3.6 -0.48200(2) -0.480818 -0.481870 -0.442549 -0.443705 -0.4808 -0.4816 -0.4819 -0.664459 -0.668234 -0.480951 -0.480959 -0.410493 -0.476035
Table II. Potential energy curve of H10 with the minimal (STO-6G) basis. DMET[5], MRCI and MRCI+Q energies coincide
with FCI to within 10−6.
R AFQMC DMET[2] LR-DMC(AGP) LR-DMC(LDA) MRCI+Q MRCI+Q+F12 PC-NEVPT2 SC-NEVPT2
1.0 -0.44284(24) N/A -0.442430(7) -0.442093(9) -0.44324(32) -0.44301(31) N/A N/A
1.2 -0.51489(14) N/A -0.514432(6) -0.514418(7) -0.51529(15) -0.51506(12) N/A N/A
1.4 -0.54914(11) -0.54905(28) -0.548742(6) -0.548748(7) -0.54926(15) -0.54917(12) -0.54593(3) -0.54569(3)
1.6 -0.56315(12) -0.56258(30) -0.562878(6) -0.562900(7) -0.56324(8) -0.56321(7) -0.56011(1) -0.55991(1)
1.8 -0.56644(4) -0.56567(22) -0.566234(6) -0.566255(7) -0.56655(5) -0.56654(5) -0.56350(5) -0.56333(6)
2.0 -0.56396(6) -0.56321(12) -0.563831(5) -0.563852(7) -0.56411(3) -0.56410(3) -0.56113(7) -0.56099(8)
2.4 -0.55164(4) -0.55124(2) -0.551679(6) -0.551699(8) -0.55189(1) -0.55187(1) -0.54911(8) -0.54902(9)
2.8 -0.53755(8) -0.53726(2) -0.537423(6) -0.537424(9) -0.53754(3) -0.53753(3) -0.53510(9) -0.53504(9)
3.2 -0.52499(7) -0.52512(6) -0.524987(7) -0.524974(9) -0.52499(6) -0.52500(5) -0.52302(9) -0.52299(9)
3.6 -0.51568(9) -0.51612(9) -0.515571(7) -0.515582(11) -0.51549(8) -0.51553(5) -0.51405(8) -0.51403(8)
R SBDMRG RCCSD RCCSD(T) UCCSD UCCSD(T) UHF VMC(AGP) VMC(LDA)
1.0 -0.44209(21) -0.44207(26) -0.44268(21) -0.44207(26) -0.44268(21) -4.15363(16) -0.441499(9) -0.44061(1)
1.2 -0.51399(15) -0.51432(19) -0.51490(19) -0.51432(19) -0.51490(19) -4.88368(5) -0.513646(9) -0.513225(8)
1.4 -0.54859(15) -0.54846(14) -0.54907(14) -0.54846(14) -0.54907(14) -5.22845(4) -0.548046(7) -0.547650(8)
1.6 -0.56311(14) -0.56240(10) -0.56311(9) -0.56240(10) -0.56311(9) -5.36820(3) -0.562237(5) -0.561823(7)
1.8 -0.56666(14) -0.56565(4) -0.56638(4) -0.56533(4) -0.56623(4) -5.40150(2) -0.565634(5) -0.565201(6)
2.0 -0.56428(14) -0.56311(1) -0.56391(1) -0.56239(1) -0.56341(1) -5.38220(2) -0.563249(4) -0.562776(6)
2.4 -0.55196(14) -0.55071(2) -0.55167(3) -0.54953(2) -0.55037(2) -5.281261(6) -0.551106(4) -0.550575(5)
2.8 -0.53765(14) -0.53632(5) -0.53749(6) -0.53519(5) -0.53577(6) -5.174240(5) -0.536832(3) -0.536201(5)
3.2 -0.52511(14) -0.52419(8) -0.52574(10) -0.52303(8) -0.52340(8) -5.096702(6) -0.524373(4) -0.523557(5)
3.6 -0.51568(14) N/A N/A -0.51407(10) -0.51428(10) -5.050387(7) -0.514968(3) -0.513869(6)
Table III. Potential energy curve of H10 extrapolated to the CBS limit. The MRCI+Q value at R = 1.0 uses the AFQMC
energy with a correction estimated from the difference between MRCI+Q and AFQMC energies at R = 1.2. RCC breaks down
at R = 3.6 and, for large basis sets and the shortest bondlengths, DMET[2], PC-NEVPT2 and SC-NEVPT2 are unconvergent
due to linear dependency issues.
RHF calculation on a large system (H150, H300, . . . ).
A single fragment around the central H-atom is con-
structed, using x − 1 neighbors around it. The energy
contribution due to the central H-atom is taken as the
energy per atom, while the chemical potential is adjusted
in the central H-atom such that its particle number con-
tribution is 1.
In order to more efficiently access large impurity sizes,
we truncate the embedding space such that the bath or-
bitals with a small norm (< 0.01) are excluded from
the high level calculation. Our DMET results are re-
ported using DMRG as a solver and a bond dimension
of D = 1000. The error from the DMRG solver is less
than 1 µEHa in the energy per atom. To converge to the
TDL it is necessary to converge both the full system as
well as the fragment size. We find that it is necessary
for the full system to be very large to converge to the
TDL at short bond lengths. We carry out calculations
on systems of increasing size (up to H1950 at R = 1.0 aB)
using a fixed fragment size [22], until the change in the
energy per atom is smaller than 0.01 mEHa. Using this
suitably defined full system size [108], we perform calcu-
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Figure 9. Top: EOS in the thermodynamic limit computed with finite basis sets (cc-pVDZ and cc-pVTZ). Middle: detailed
comparison using DMRG and AFQMC as reference. Error bars on the DMRG data indicate estimates of the TDL extrapolation
uncertainties based on the results at the STO-6G level in Fig. 15. AFQMC+∆DMRGDZ is shown as reference for TZ (empty red
circle), where the correction is obtained from the energy difference between DMRG and AFQMC at DZ. Bottom: Correlation
energy per particle in the TDL, at cc-pVDZ (left) and cc-pVTZ (right) level.
lations on larger and larger fragments (see Fig. 17, panel
b) and perform a quadratic extrapolation with the in-
verse of fragment size. The fragment size extrapolation
using the largest 4 or 5 fragment sizes yields the same
limit to better than 0.02 mEHa.
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