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ABSTRACT
USING ZERO-INFLATED POISSON MODEL AND ZERO-INFLATED NEGATIVE BINOMIAL
MODEL ON DENTAL SERVICES OF WISCONSIN, 2014 DATA

Ke Xu
Marquette University, 2020

Professional dental care to ensure optimum oral health of public plays an important role in the
public health system. Facing the truth that there has been decline in dental care utilization for decade in 20th
century, more and more attention has been paid to the oral health of children from this century. Children
from age 0 to 21 years old experience rapid physical and oral development. Investigating the utilization of
dental service for these children will provide useful information for the future study of the insurance
system.
In this thesis, two regression methods will be studied, the Zero-Inflated Poisson model and the
Zero-Inflated Negative Binomial model, and compared with the most widely used method in dental health
services analysis, the Poisson regression. We will compare the Akaike Information Criterion and Bayesian
Information Criterion value to determine the performance of the three models and therefore imply the most
optimal model into the Dental service of Wisconsin, 2014 dataset. By comparing the incident risk ratio and
odds ratio, we can make prediction for the probability of utilization and number of visits in the future.
Future research can be based on this thesis.
In this thesis, we demonstrate that Zero-Inflated Negative Binomial model is the most optimal
method for this dataset. Contributing variables gender, race, area, age group, and the total enrolled
insurance months are the most significant factors in the model. From the incident risk ratio and the odds
ratio, combined with the prediction information, we can conclude that children who have a lower
probability to use the service, will have a larger number of visits to dentists. In other word, the predictive
probability of utilization has a negative relationship with the predictive number of visits.
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Introduction
Ensuring personal oral health, especially for children, plays a significant role in the public health
care system. Children from age 0 to 21 years old experience important physical development processes
including oral development. Dental insurance plays an important role to guarantee the oral health of
children by providing them access to dental health services. Investigating the factors that influence the
utilization of dental service among children is important to make improvements to the dental insurance
system. Using the dental claims and enrollment data from Wisconsin Medicaid for the year 2014, we
examined the factors that influence dental utilization and those that are predictors of future dental
utilization. In this thesis, we will use two new regression methods, the Zero-inflated Poisson model and the
Zero-inflated Negative Binomial model, and compare results with the Poisson regression. Based on our
literature review, we found that in most cases Poisson regression is used to fit the utilization model. We
found that compared to the Zero-inflated Poisson and the Zero-inflated Negative binomial regression, the
Poisson regression tends to over predict the utilization. We will produce the best predictive model that can
be used to predict the dental service utilization based on the input factors. This model can be used to make
prediction of the future use of dental service to help dentists and health insurance companies to adjust or
change the mechanism of development and provide background and materials to make future decisions.
The rest of the thesis is divided into four chapters. In the first chapter, we provide an overview of
the pertinent literature and introduce the problem. The second chapter is methodological review which
contains the theoretical knowledge of the Poisson regression, Zero-inflated Poisson model and Zero-
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inflated Negative Binomial models. The third chapter will be the experiment part and presentation of the
data, statistical analysis, results and discussion with details. The final conclusion will be in chapter four.
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Chapter 1: Problem Statement
Professional dental care along with community-based programs and home-based oral hygiene
activities can maintain and improve the oral health condition of the public. Investigating the factors
effecting dental service utilization among the public, especially for children, is very important. The truth is
that certain segments of children of Wisconsin have difficulty in accessing the professional dental care
services. Thus, they are at higher risk for developing oral diseases which have important implications for
the healthy development [1]. Given the fact that the decline of dental care utilization for decade in the late
20th century, people pay more and more attention on the oral health from 21th century.[2].
The dataset we study is the Dental service portion of Wisconsin Medicaid for the year 2014. The
dataset contains independent variables of gender, race, area, age group and the total enrolled insurance
month. The dependent variable is the number of visits which includes excessive zeros. Based on my
literature review on analyzing dental service utilization, we found that most papers use Poisson regression
and logistic regression methods to do classification and prediction. Bhagavatula et al. used Poisson
regression model on the procedures of every year to do multivariable analysis [3]. Christopher et al. used
logistics regression model separately while considering different factors [4]. Poisson regression model can
be fitted into the dataset when responses include zeros, in the meantime, logistic regression can be used to
do classification. Although these two methods both can fit the dataset with zeros, things were different in
reality. When we are facing dataset from Medicaid service, especially dental service, dataset will include a
large number of zeros. Children may not use the dental service within a short period of time; for example,
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young children may have very few dental visits. The probability of having no dental visits for extended
periods is also high. In this way, Poisson model and logistic model will perform poorly when a large
number of zeros are present in the dataset. Also, note that the probability of non-utilization under the
Poisson regression is 𝑒 "# , where 𝜆 is the expected number of utilizations. This is a continuous function
of 𝜆. In reality, however, this probability may not be continuous at 𝜆 = 0 because there may be a different
cause of non-utilization; for example, a resident living far away from a dental clinic. So, how we deal with
dataset with such situations is the main objective to consider in this thesis.
Considering the situation of dental dataset with excessive zeros, we introduce two methods, Zeroinflated Poisson regression (ZIP-model) and Zero-inflated Negative Binomial regression (ZINB-model).
These two models separate datasets into two parts, the count part and logit part. As for modeling the dental
service dataset, we have two components. The first component is where we need to find out whether the
subject will use the services or not and this process will be reflected in the logit part of zero-inflated
regression. The second component is where we have to decide the number of visits of every subject by
investigating the count part. By implementing these two components into dentistry dataset, we can easily
determine the influence of different predictors and make prediction of the probability of utilization and
number of utilizations. Furthermore, we can fill the gap of lacking methods to solve the dataset with excess
zeros.
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Chapter 2: Theoretical Background
In this chapter, we will review Poisson regression. Then we will give detailed description of the
ZIP-model and the ZINB-model including the basic theoretical formula. We will present the experimental
part including model selection, model comparison, prediction of the probability of utilization and final
conclusion in the next chapter.
Reviewing the literature of dental health project, we found that the Logistic regression and Poisson
regression is widely used. Logistic regression is used to predict the probability of utilization, which means
the investigators only care about whether services are used or not, regardless of how many times and what
kind of services are used. Poisson regression is used to predict the expected times of utilization of services.
Concerning the realistic utilization, the Medicaid data include excessive zeros caused by, for example, the
fact that most children will not use the dental service at younger age, like at one year. In this case, a multifunction model that combines the logit part with the count part is needed. Thus, Zero-inflated Poisson
regression model and Zero-inflated Negative Binomial regression model would be a better choice to fit our
dataset. We will now review the Poisson distribution and Poisson regression, and then we will introduce the
ZIP-model and ZINB-model.

Poisson distribution
A random discrete vector Y follows Poisson distribution with parameter 𝜆 > 0, the probability
mass function is given by:
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𝑃(𝑦 = 𝑘) =

𝜆. 𝑒 "#
𝑘!

for 𝑘 = 0,1,2 ….

(2.2.1)

Poisson distribution can be applied to a situation of counts of independent and identical events. The counts
of the events follow Poisson distribution in a fixed time interval. Poisson distribution has property that
mean equal to variance and both equal to 𝜆.

Poisson regression
Poisson regression model is a generalized linear model form of regression and it is similar to
regular multiple regression model. Poisson regression asks response variable (Y) to be count data that
follows Poisson regression with 𝜆 depending on the predictors [5]. In this way, the dependent variable
should be nonnegative integers: 0, 1, 2 and so on. Besides, Poisson regression is more suited for the dataset
with response variable is a small integer instead of large integers. When the response variable is in large
integers, one can use over-dispersion Poisson regression [6]. The fundamental probability mass function of
Poisson regression can be written as below:
P(𝑦9 = 𝑘) =

𝜆9 . 𝑒 "#:
𝑘!

for 𝑘 = 0,1,2 ….

where
𝜆9 = 𝑒 ;<=;>?>:=;@?@:=⋯=;B?B:
𝛽D is the intercept, 𝛽E , 𝛽F , … 𝛽. are unknown parameters that we have to estimate from the dataset.

(2.2.2)
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Zero-inflated Poisson regression model
Zero-inflated Poisson regression model is widely used in medical care area, for example
population oral health. In the ZIP-model [7], the observation 𝑌9 is independent and it has two situations.
The first situation is that 𝑌9 equals to zero and the probability of this situation is 𝑝9 . The second situation
is that 𝑌9 has a Poisson distribution with probability 1 − 𝑝9 . Thus, the probability mass function of ZIPmodel can be written as below:
𝑝9 + (1 − 𝑝9 )𝑒 "#:
P(𝑦9 = 𝑘) = J
𝜆9 . 𝑒 "#:
(1 − 𝑝9 )
𝑘!

𝑘=0
𝑘 ≠0

(2.2.3)

where
𝜆9 = 𝑒 ;<=;>?>:=;@?@:=⋯=;B?B:
and
𝑝9 =

𝑒 N<=N>O>:=N@:=⋯=NBOB:
1 + 𝑒 N<=N>O>:=N@:=⋯=NBOB:

Often, 𝛽D is the intercept and 𝛽E , 𝛽F , … 𝛽. are unknown parameters estimated from the dataset. 𝑝9 is the
logistic link function and it includes regressor variables 𝑧’s. We should note that 𝑥’s and 𝑧’s may or may
not include variables in common [8]. We use the maximum likelihood method to estimate the regression
coefficients and the asymptotic distribution of maximum likelihood estimates is multivariate normal
distribution as follows [8]:
𝜕Fℒ
⎡
−
U
⎢β ⎛ 𝜕𝛽c 𝜕𝛽d
𝛽
R V ~N ⎢ ] ⎜
𝛾
𝛾T
𝜕Fℒ
⎢
−
⎣ ⎝ 𝜕𝛽c 𝜕𝛾d

"E

𝜕Fℒ
−
𝜕𝛽c 𝜕𝛾d ⎞
𝜕Fℒ ⎟
−
𝜕𝛾c 𝜕𝛾d ⎠

⎤
⎥
⎥
⎥
⎦

where ℒ is the log likelihood function and 𝑟 = 0,1,2, … 𝑘, 𝑠 = 0,1,2, … 𝑘.

(2.2.4)
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Zero-inflated Negative Binomial regression model
Zero-inflated Negative Binomial regression model is widely used in the many different areas such
as medicine, healthcare utilization and public health. Same as the ZIP model, discrete observations of ZINB
model [9] also has two cases, zero or non-zero. The probability of 𝑌9 equal to zero is 𝑝9 for the first
component and for the second component 𝑌9 has a Negative Binomial distribution with probability (1 −
𝑝9 ). Thus, the probability mass function of ZINB model can be written as below:

p>

𝑝9 + (1 − 𝑝9 )(1 + 𝛼𝜆9 )"o
𝑘=0
"E
𝑃(𝑦9 = 𝑘) = J
Γ(𝑘 + 𝛼 )
1 "t:
"o p>
(1 − 𝑝9 )
(1
)
+
𝛼𝜆
r1
+
s
9
Γ(𝛼 "E )Γ(𝑘 + 1)
𝛼𝜆9

𝑘≠0

(2.2.5)

where
𝜆9 = 𝑒 ;<=;>?>:=;@?@:=⋯=;B?B:
and
𝑝9 =

𝑒 N<=N>O>:=N@:=⋯=NBOB:
1 + 𝑒 N<=N>O>:=N@:=⋯=NBOB:

𝛼 is an overdispersion parameter, no smaller than zero and independent of covariates. When 𝛼 → 0, the
ZINB model reduces to the ZIP model. Same with ZIP-model, we still use maximum likelihood method to
estimate the regression coefficients and the asymptotic maximum likelihood estimates is multivariate
normal distribution as below [11]:
𝜕Fℒ
⎡
−
⎢ ⎛ 𝜕𝛽c 𝜕𝛽d
U
𝛽
⎢β ⎜
𝜕Fℒ
w𝛾T x ~N ⎢ 𝛾 y ⎜ −
⎢𝛼 ⎜ 𝜕𝛽c 𝜕𝛾d
𝛼
⎢
𝜕Fℒ
⎢
−
⎣ ⎝ 𝜕𝛽c 𝜕𝛼

𝜕Fℒ
−
𝜕𝛽c 𝜕𝛾d
𝜕Fℒ
−
𝜕𝛾c 𝜕𝛾d
𝜕Fℒ
−
𝜕𝛾d 𝜕𝛼

"E

𝜕Fℒ
−
𝜕𝛽c 𝜕𝛼⎞
𝜕Fℒ ⎟
−
𝜕𝛾d 𝜕𝛼 ⎟
⎟
𝜕Fℒ
− F
𝜕𝛼 ⎠

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(2.2.6)
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where ℒ is the log likelihood function and 𝑟 = 0,1,2, … 𝑘, 𝑠 = 0,1,2, … 𝑘.
ZIP-model and ZINB-model perform well in counting process with excess zeros. They generally
treat the dataset separately into the logit part and count part. As for the dental services dataset, the logit part
determines whether service is used or not. Usually, in this part, 0 means the service is not used. If the value
is non-zero, the count part can help us to predict the times of utilization. Though the ZIP model and the
ZINB model both are useful to deal with excessive zeros dataset, a slight difference must be noticed. When
the dataset is over-dispersed, variance is much larger than mean value, the ZINB model should be firstly
considered. When variance is not much larger than mean value, the ZIP model performs better than the
ZINB model [10].

Summary
In this chapter, we reviewed the Poisson regression model two new methods, ZIP-model and
ZINB-model. We compare the difference of Poisson regression, ZIP-model and ZINB-model and clarify
the theoretical background of these three models. ZIP-model and ZINB-model are not new; they have been
used in many applications. However, they have not been used in dental utilization model. In the next
chapter, we will discuss the model selection, comparison and prediction, and we will make a final
conclusion.
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Chapter 3: Methodology and Results
As we discussed in the previous chapter, Poisson regression and logistic regression were widely
used in the population dental services dataset. Facing the truth that real dentistry dataset will include
excessive zeros, Poisson regression and logistic regression may not meet our satisfaction. Taking Zeroinflated Poisson regression and Zero-inflated Negative Binomial regression model into account is more
accurately thing to do instead of only relying on Poisson regression or logistic regression method mention
above. In this section, we will discuss dataset including dependent variables and different factors, the
software and packages we used. And also, the model selection and comparison, the fitness of the model and
the prediction of probability and number of utilizations. After these processes, we will make a final
conclusion about the experiment.

Dataset
The dataset we used is Dental services of Wisconsin, 2014 data. This is a Medicare dataset and we
get this from Medicaid insurance [12]. The dataset includes children from 0-21 years old who were enrolled
in Medicaid insurance in the State of Wisconsin in 2014. The dataset has information about the utilization
of each insured child by gender, age, zip code, race and also the total months of insurance enrollments.
Considering the residence location may change in a long period of time, we restrict the time period for only
one year. About the dataset, we use number of visits as the dependent variable, which represents the
number of times using dental service in the whole 2014 year for each child. As Figure 1 shows below, there
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is a large number of zeros, which means most children did not use dental service or use service for zero
time in the year of 2014.

number of visits

Frequency

2e+05

1e+05

0

11

1

12

2

13

3

14

4

15

5

16

6

17

7

18

8

19

9

21

10

0e+00
0 visit

at least one

Number of visits
Figure 1. The number of visits of Dental service of Wisconsin, 2014
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The dataset includes five independent variables which are age, gender, race groups, area and total months
enrolled of 2014 in the Medicaid insurance. The children in the dataset are from 0-21 years old. Based on
the materials from dental services, we divided them into 5 groups, 0-3, 4-6, 7-12, 13-17 and 18-21 [13].
Since we only care about the utilization difference among different race groups which have a large
proportion of total population, race was characterized into African American (B), Hispanic (H), White and
Caucasian (CW). And all the other race, which includes Asian, American Indian and other race, we merged
all of these into one group named Other (O).
Based on Wisconsin Urban-Rural Classification System (WURCS) (July 2014) [14], we classified
children into different groups according to Zonal Improvement Plan (ZIP) Code and population. (Table 1)
ZIP Code with communities of less than 2,500 outside urban areas were designated as Rural 1 (R1) area.
ZIP Code with communities of 2,500 to 9,999 outside urban areas and 10,000 to 49,999 were respectively
characterized as Rural 2 (R2) and Rural 3 (R3) area. Since the population of these two groups are so small,
we merge Rural 2 and Rural 3 into one group R23. ZIP Code with urbanized areas with population nucleus
of 50,000 to 1 million, excluding the Milwaukee Metro Area were characterized as Urban. ZIP Code with
Portions of Waukesha, Ozaukee and Washington Counties that are part of the greater Milwaukee
Metropolitan area were designated as Metro W-O-W area. The Milwaukee Metropolitan area was
designated as Metro-Milw County.
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Area Category

Description

R1

Communities of less than 2,500 outside urban areas

R2

Communities of 2,500 – 9,999 outside urban areas

R3

Communities of 10,000 – 49,999 outside urban areas

Urban

Urbanized areas with population nucleus of 50,000 up to 1 million, not
including Milwaukee Metro Area

Metro W-O-W

Portions of Waukesha, Ozaukee and Washington Counties that are part of the
greater Milwaukee Metropolitan Area

Metro-Milw County

Metro Milwaukee County

Table 1. Area classification based on ZIP Code and population

The table (Table 2) below describes the levels of four factors, gender, race, area and age group.
The second column is the counts of different level of each factor. The third column is the average month
enrolled. We can figure out that except the last row, children age from 18-21, all the other group have the
average month enrolled of insurance are larger than 11 months. Children in the age group of 18-21 have
average insurance coverage of 10.6 months. The fourth column is the average number of visits of each level
and each factor. For factor gender, male children have almost the same average number of visits with the
children from the female group. For factor race, Hispanic kids have the highest average number of visits,
around 0.65 comparing with the African American people, which have 0.4 average number of visits. We
may make a naïve prediction that Hispanic children will have the highest utilization of services than kids
from other race group as well as African American children will have the lowest utilization among these
groups. Consider contributor area, children from area rural 1 (R1) have the highest average number of
visits, on the contrary, children from area portions of Waukesha, Ozaukee and Washington counties (Metro
W-O-W) have the lowest average number of visits, which is 0.39. Same as analysis the contributor area, we
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can have the similar naïve prediction that children from R1 have the highest utilization compare with the
children from Metro W-O-W will have the lowest. Children from age group 0-3 have the lowest average
visits, and the age group 7-12 have the highest value. We can expect that kids from 0-3 have lower
utilization than kids from age group 7-12. The last column is the counts of zero visits in each level of
different factors.

Level
Gender

Count

Average month

Average number of

enrolled

visits

Count of 0 visit

M

n=177166

11.10793

0.5378425

132074

F

n=173707

11.50882

0.5584593

135051

CW

n=152829

11.25954

0.5981195

115639

O

n=79516

11.32233

0.503144

61513

B

n=64307

11.34884

0.4038596

51008

H

n=54221

11.36478

0.6451006

38965

Urban

n=121323

11.26777

0.5498216

92488

Metro-Milw

n=102459

11.39204

0.4079095

81173

n=11747

11.27471

0.3918447

9567

R1

n=111913

11.27274

0.6885259

81381

R2&3

n=3431

11.32148

0.6438356

2516

Age

0-3

n=61686

11.01615

0.1990889

53920

Group

4-6

n=57702

11.48536

0.6226474

40754

7-12

n=109927

11.52308

0.7194138

75130

13-17

n=77423

11.50181

0.6594552

58930

18-21

n=44135

10.59563

0.3176164

38391

Race

Area

County
Metro W-OW

Table 2. Summary of dental service of Wisconsin, 2014 data

15

Statistical analysis
Program language
All analyses were performed using R statistical language, with several different packages used for
the main analysis. To implement zero-inflated models, function zeroinfl() in the ‘pscl’ package (Jackman
2008) was used, which is available from the Comprehensive R Archive Network (CRAN) [15]. We used
‘ggplot2’ package, a data visualization package for the statistical programming language in R, which is a
general scheme for data visualization which breaks up graphs into semantic components such as scale and
layers [16]. At the same time, there were some missing values in our dataset which are ubiquitous in data
and need to be explored and dealt with in the initial stages of the analysis. ‘naniar’ package was used in R,
which provides data structure and functions that facilitate the plotting of missing values and examination of
imputations. This allows missing data dependencies to be explored with minimal deviation from the
common work patterns of 'ggplot2' and tidy data [17]. To make the Q-Q plot of the residuals to compare the
goodness of the model, we used the qqrplot() commend in the package of ‘countreg’. In the same time, we
make the rootogram plot by using commend rootogram() in the package ‘vcd’ [18] to check the smooth of
the fitness of the model.

Model selection and comparison
In R model, the reference level is always to default as the alphabetically or numerically order. If
we want to specify the default reference level, we have to re-level it. In this experiment, we treat the group
with largest population as the reference level due to figuring out the difference between the minority group
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and the majority group and we care more about the utilization of the vast majority of population. By
checking the counts plot of each factor, as Figure 2 shows below, the largest population group of age group
is children from age group 7-12 as well as the largest population group of race is Caucasian and White
(CW) group, so we designate these groups as reference level. In the same way, the majority population of
area is Urban group and the reference level of area is Urban group. By using the function in R relevel()
[19], we can specify the default level.

125000
150000

100000

90000

100000

75000

60000

50000
50000
30000

25000

0

0

0
7−12

0−3

13−17

Age group

18−21

4−6

CW

O

B

Race

H

Urban

Metro−Milw County Metro W−O−W

R1

R23

Area

Figure 2. The reference level of factor age group, race and area

Attribute selection is significant to the model selection and comparison and it has been
investigated in the field of pattern recognition for decades. In this project, backward elimination was
chosen to be used in the attribute selection which was firstly introduced by Miller & Green in the early
1960s. The goal of backward elimination is to get the high-quality multiple regression model in the smallest
number of attributors as possible, without compromising the predictivity of regression model [20]. First, we
included all the factors including age group, race, area, gender and month enrolled and the two-way
interactions into the model as the whole model. Then we used the step() function in R code to do the
backward elimination [21]. For each iteration, R will exclude each factor or two-way interaction effect and
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calculate the AIC value of the model. When the model reaches the lowest AIC value, we assume the final
result is the optimal model of each regression method. R program always costs 12 hours to get the optimal
model.
In case of comparing three regression models, Poisson regression, ZIP-model and ZINB-model,
and testing the fitness of them, we introduce some criterion to judge the performance of the regression
model. Akaike information criterion, known as AIC criterion, is widely used to determine the performance
of the model. It is the signal number score can be used to judge which is the optimal model for a given
dataset. It estimates the relative quality of the model and only can be used in the comparison with other
AIC value of the other model on the same dataset. The lower AIC value is, the better model is [22]. We use
the formula 𝐴𝐼𝐶 = −2𝐿𝑜𝑔ℒ + 2𝑑 to get the AIC score where ℒ is the maximized value of likelihood
function of the estimated model and 𝑑 is the total number of the parameters used. Bayesian information
criterion, known as BIC criterion, is based on the likelihood function and has close relationship with AIC
criterion. Adding parameters when fitting a model may lead to the overfitting problem. BIC solves this
situation by introducing a penalty term relate to the number of parameters in the model. The penalty term of
BIC criterion is larger than what in the AIC criterion [23]. We use formula 𝐵𝐼𝐶 = −2𝐿𝑜𝑔ℒ + log (𝑛)𝑑 to
determine the BIC value, where ℒ is the maximized value of likelihood function of the estimated model,
𝑛 is the number of data points and 𝑑 is the total number of the parameters used. In order to make model
selection more accurately, we introduce the Vuong test to see the performance of each regression method.
Vuong test is likelihood-ratio-based test which rely on the Kullack-Leibler information criterion. It
compares the performance of two models no matter nested, non-nested or overlapping. By checking z-
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statistic, it tests the null hypothesis that two models are equal to the real data against the alternative
hypothesis that one of them is closer to the true data [24]. Vuong test will give us better reference to the
model selection and comparison.

Results
The whole Dental services of Wisconsin, 2014 dataset includes 350873 observations and 5 main
factors, gender, age group, race, area and total month enrolled. Fitting the ZIP-model, ZINB-model and
Poisson regression separately into the dataset, applying the backward elimination method to get the optimal
model and checking the AIC score and BIC score, we can get the following table (Table 3) presenting the
degree of freedom and AIC value for each regression model. The degree of freedom of ZIP-model is 124,
the AIC score of it is 640667.9 and the BIC score of it is 642003.1. The degree of freedom of ZINB-model
is 117, the AIC score of it is 621878.5 and the BIC value of this model is 623138.4. Poisson regression has
65 degree of freedom and AIC score is 799254.5 as well as the BIC score 799954.4. From this table,
Poisson regression have the largest AIC and BIC value and the lowest degree of freedom, which indicates
that the Poisson regression performs the worst among three methods. By comparing the AIC and BIC value
of ZIP-model and ZINB-model, we can find out that although ZINB-model have the lower AIC and BIC
value, the degree of freedom also lower than the ZIP-model. In this situation, we may not assume ZINBmodel performs better than ZIP-model. More statistical analysis should be considered to determine the
optimal model, in this way, we introduce the Vuong test.
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Degree of freedom

AIC

BIC

ZIP-model

124

640667.9

642003.1

ZINB-model

117

621878.5

623138.4

Poisson

65

799254.5

799954.4

Table 3. The degree of freedom, AIC and BIC score for each model

Comparing the ZIP-model and the ZINB-model by using Vuong test, the null hypothesis is two
model is equally to the true data and the alternative hypothesis is one of them is closer to the true data. We
can get the following table (Table 4) shows the Vuong z-statistic of raw value is -39.22579. The alternative
hypothesis is model 2 larger than model 1 and the p-value is less than 0.05. Same way we can get the same
conclusion from the AIC-corrected and BIC-corrected. All the p-value is significantly less than 0.05, thus
we refuse the null hypothesis and prefer the alternative hypothesis which is model 2 better than model 1. In
this R function, model 1 is ZIP-model and model 2 is ZINB-model. Thus, we assume that the ZINB-model
perform better than ZIP-model on this dataset. Also we used chi-square test to check the Poisson
regression, by running R function pchiq(), R gave us the p-value is equal to 0, means that the residual
deviance as large or larger than what we observed under the Poisson regression model is highly unlikely. In
this way, the Poisson regression is not adequate to fit the dataset.

Vuong z-statistic

H_A

p-value

Raw

-39.22579

model 2 > model 1

< 2.22e-16

AIC-corrected

-39.25922

model 2 > model 1

< 2.22e-16

BIC-corrected

-39.43920

model 2 > model 1

< 2.22e-16

Table 4. The Vuong test for ZIP-model and ZINB-model
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To check the fitness of the ZIP-model and the ZINB-model, we also use the Q-Q plot to check the
residuals. Q-Q plot or quantile-quantile plot is extensively used in statistics and it is a probability plot,
which can plot the quantiles residuals against the theoretical quantiles and visual check the fitness of the
regression model [25]. Figure 3 presents us the Q-Q plot of the ZINB-model and the ZIP-model. Unlike
ZINB-model, all the quantile residuals are almost in a straight line, these is an obvious curve in the ZIPmodel in the tail of the Q-Q plot, which means the real data is far from the estimated data. In the future
study, we have to take a closer look at this problem. In this way, we can assume that the ZINB-model fit
the dataset better that the ZIP-model. Figure 4 is the rootograms of the ZIP-model and ZINB-model. The
red line is the expected counts of the model. The observed counts are shown as bars, which is hanging from
the red line of expected counts. x-axis is the count bin and y-axis is the square root of the frequency.
Rootogram is relate to the fitted count, if bar does not reach the zero line means the model over predicts a
particular count bin. If bar exceeds the zero line, it means the model under predicts a particular count bin
[26]. The smoother the red line is, the better fitness of the regression model. We can find out that the red
line in ZINB-model is smoother than the red line in ZIP-model. Thus, we can assume that ZINB-model fit
the dataset better than the ZIP-model.
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Figure 3. The Q-Q plot for ZIP-model and ZINB-model
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Figure 4. The rootogram of ZIP-model and ZINB-model

As we mention in the literature review part, ZIP-model and ZINB-model all include two parts in
the model, the count part for Poisson regression or Negative Binomial regression and the logit part for
logistic regression. After finishing the model selection and the comparison, we can estimate the incident
risk ratio (IRR) for count model and the odds ratio (OR) for the logit model. The incident risk ratio is
defined as the total number of events divided by the risk of the event happen one-time [27]. In the
meantime, odds ratio is commonly used in statistics, and it represents the comparison of the odds that an
outcome will occur given a particular exposure with the odds that an outcome will occur without the same

22

exposure [28]. If the IRR and OR larger than 1, it means that the event has higher probability to happen
than the control group, otherwise the event has less probability to occur than the control group when IRR
and OR smaller than 1. Table 5 shows the IRR and OR of race vs. area in the ZINB-model. The control
group of race is CW and the control group of area is Urban. We assume that when race is CW and area is
Urban, the IRR and OR of this event is 1. Table 6 shows the IRR and OR of race vs. age group of the
ZINB-model. The control group of this table is when race is CW and age group is 7-12. Table 7 presents
the IRR and OR of area vs. age group of ZINB-model. The control group of this table is when race is CW
and age group is 7-12.

Race
B
Area

H

O

IRR

OR

IRR

OR

IRR

OR

0.8106075

0.9787332

0.9427419

0.8563919

0.9618144

1.0742974

Metro W-O-W

0.933294

1.3089201

1.1017111

1.0681304

1.0735699

1.5372784

R1

0.8244423

0.6311271

1.2310051

0.7189152

1.1330456

0.6785475

R2&3

0.7034373

0.2068525

1.174528

0.5319034

1.0425549

0.6848828

Metro-Milw
County

Table 5. The IRR and OR of race vs. area of ZINB-model
Race
B

H

O

IRR

OR

IRR

OR

IRR

OR

Age

0-3

0.380817

1.8136297

0.4641463

0.9577294

0.4205524

2.0932541

group

4-6

0.7907889

0.8497987

1.0522676

0.5764649

0.9146775

0.742681

13-17

1.2678306

1.9954215

1.5900095

1.4967993

1.5293081

1.9485044

18-21

1.2163126

4.3787965

1.5351757

3.5373302

1.3759282

3.6061131

Table 6. The IRR and OR of race vs. age group of ZINB-model
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Age group
0-3

4-6

13-17

18-21

IRR

OR

IRR

OR

IRR

OR

IRR

OR

0.42813

2.71964

0.70225

1.75242

0.98970

2.13157

0.95403

4.97132

0.42224

2.69821

0.80673

2.24514

0.95471

2.36274

0.76880

3.96780

R1

0.52130

2.40971

0.97561

0.83581

1.87845

1.52166

1.48809

2.79906

R2&3

0.57352

3.14808

0.98802

1.02629

1.65014

1.82150

1.30321

3.02165

A Metror Milw
e County
a Metro
W-O-W

Table 7. The IRR and OR of race vs. age group of ZINB-model

To better understanding the ZINB-model, we can compute the predicted counts of visits of
different combinations of different factors. We can use function expand.grid() in R language to create a
new dataset with all combination of different predictors. Then we can use function predict() in R to get the
predicted dental service utilization probability and the predicted number of visits. Figure 5 shows the
predicted probability of number of visits is 0 time within the different combination of factors, race, area and
age group given the ZINB-model. We assume that the total month enrolled in the new dataset is 12 months
since the influence of total month enrolled in not as large as these three factors. This plot includes zeros in
Poisson model and zeros in logistic model, which means that child may not use the dental service, or they
use the service zero time. We can find out that from the plot that the children from age group 0-3 and 18-21
have higher probability to use the service zero times or may not use the service. Among all the levels of
area, children who live in the Metro W-O-W and Metro-Milw County have higher probability to use the
dental service zero time or not use the service. Children from R1 and R23 area have lower probability that
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the number of visits is 0 time. Among all the levels of race, except children live in area R23, the other
group children whose race is H have the lower probability to use service zero time. Within kids from R23,
observation from race group B and H when they are from age group 0-3, 4-6 and 7-12 have the same low
probability. On the other hand, children from age group 13-17 and 18-21 who live in the area of R23, race
B group has the lowest probability.

0−3

4−6

7−12

0.9

Predicted Probability of # of visits is 0 time

0.8

0.7

area

0.6

Urban
13−17

18−21

0.9

B

H

CW

O

R1
R23
Metro−Milw County
Metro W−O−W

0.8

0.7

0.6

B predicted
H CW probability
O
B of number
H CW of O
Figure 5. The
visits is zero time among different combination of

factors race, area and age group

Race
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The predicted probability of times of utilization is larger than 0 of difference races, areas and age
groups is shown in Figure 6. In this part, we still only pay attention to female and the insurance coverage
which is 12 months. On the contrary with Figure 5, children from “R23” area have the highest probability
to use the dental service than children from area “Metro-Milw County” and “Metro W-O-W”. Also,
children from age groups “4-6”, “7-12” and “13-17” have a higher probability to use service than children
from age groups “0-3” and “18-21”. Among all race groups, children from race “H” always have the
highest probability to use dental service except children in “R23” area, where children from race “B” are
most likely to use this service.
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Urban
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O
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R23
Metro−Milw County

0.4

Metro W−O−W

0.3

0.2

0.1
B

H
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O

B

H

CW

O

Race
Figure 6. The predicted probability of number of visits is at least 1 time among different
combination of factors race, area and age groups

Figure 7 depicts the estimated times of utilization of different races, areas and age groups. Same as
figure 5 and 6, our analysis still only focuses on female and the insurance coverage which is 12 months in
total. It shows the same trend as Figure 6 shows, children in area “R23” have the highest estimated
utilization times than children in the areas “Metro-Milw County” and “Metro W-O-W”. In the meanwhile,
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children from race “H” have higher predicted utilization than the children from other races. People from
age groups “0-3” and “18-21” have lower estimated utilization than other age groups.
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Discussion
According to the results from the last section, comparing the AIC and BIC value, we can find out
that Poisson regression has the lowest degree of freedom but with the highest AIC value and BIC value.
The AIC and BIC score for ZIP-model is higher than the ZINB-model. Based on the truth that the lower
AIC score and BIC score is, the better model we will get. In this case, we can conclude that Poisson
regression has the worst performance to fit the data. ZINB-model performs better than the ZIP-model. In
the meantime, according to the Vuong test to compare the fitness of ZIP-model and ZINB-model that under
null hypothesis, the p-value is far less that 0.05. In this way, we reject the null hypothesis and prefer the
alternative hypothesis that model 2, the ZINB-model perform better than model 1, ZIP-model. Also, we
check the chi-square test for the Poisson model. The p-value of it is 0, means that the model is not adequate
to fit the data or lack fitness. From Q-Q plot, we can get the same conclusion that ZINB-model perform
better than ZIP-model because of the obvious curve in the tail of ZIP-model plot. Based on the evidence
above, we can make a conclusion that Poisson regression do not fit the dataset and ZINB-model is the
optimal model instead of ZIP-model.
Combining IRR and OR together, from Table 5, 6 and 7, we can find out some special case is that
when IRR larger than 1 for example, the OR may less than 1. From Table 5, children from area Metro WO-W and race B compare with the control group area children from area Urban and race CW, the IRR is
0.93, but the OR is 1.31. The OR is from logistic model and the value of it is 1.31, which means children
from the test group are more likely to use the dental service than the control group. The IRR is from
Poisson model and the value of it is 0.93 less than 1, which means the if test group use the service, they will
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have lower frequency than the control group. On the opposite, the children from area R23 and race H, the
IRR is 1.17 and the OR is 0.53. The OR indicates that children from this test group will be less likely to use
the dental service than the control group, but if they use the service, they will use it more times than the
control group. We may find out from Table 5 that children from group of race O from area Metro-Milw
County, race H and O from area R1, race O from R23 have the same “negative” relationship compare with
the control group. All the other groups have the “positive” relationship. The higher IRR value, the higher
OR value is, which means the higher probability of utilization, the larger number of visits they will have.
Same way we can read Table 6, kids from age group 0-3 and race B, the IRR of this test group is 0.38 and
the OR of this group is 1.81. The control group of Table 6 is children from age group 7-12 and race CW.
Facing the truth that children from age group 0-3 are infants and little kids, their teeth are new-born. In this
situation, they may need to use the dental service more than the control group, but the frequency of it will
lower than the control group. In Table 6, children from group race H from age group 4-16 and race O from
age group 0-3 have the same “negative” relationship as we previous mentioned. All the other groups have
the “positive” relationship. We have to pay attention to the last row of Table 6 that the OR values are
dramatically larger than the control age group 7-12. This situation may indicate that children from age
group 18-21 roughly have a higher probability to use the dental services than children from age group 7-12.
Same method we can apply to Table 7. Children from area Metro-Milw County and age group 0-3 have
IRR 0.43 and OR 2.72, which means they will have higher probability to dentistry than children who live in
Urban and from age group 7-12, but they will have lower number of visits to dentistry. In Table 7, we may
find out that children from group area Metro-Milw County and Metro W-O-W, area R1 from age group 0-3
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and area R23 from age group 0-3, 4-6 have the “negative” relationship. Other combination groups have the
“positive” relationship. If we pay attention to kids from age group 18-21, we can find out the OR values are
dramatically large than the control group 7-12, comparing with other age groups. Same as the conclusion
we find in the Table 6. More details we can visually from the predicted utilization plots.
From figure 5, 6 and figure 7, we can get the same conclusion as the Table shows. From Figure 5,
people from age group 0-3 and 18-21 have higher probability to use the dental service zero times than the
other age groups. For contributor race, kids from race group H roughly have the lowest probability to use
the dental service zero time. But we should pay attention to children from age group 13-17 and 18-21, race
B and area R23, they have the lowest probability to use the service zero time. For factor area, we can
conclude that people in area Metro W-O-W and Metro-Milw County have larger probability than children
from other area group to use the service zero time. In this figure, use the service zero time does not
necessarily mean people will not use the service, which means all zero responses fall into the logit part.
Zero responses may also fall in the count part, which means people still use the service, but use it for zero
time in 2014. In this way, we may need more information from Figure 6 and Figure7. Figure 6 presents the
predicted probability of number of visits is at least one time. We may except that the plot is opposite from
the Figure 5 and we will get the same conclusions. Children from age group 0-3 and 18-21 are roughly
have smaller probability to use the service for at least one time than other age group. People from race H
will have the largest probability among four levels of race factor, except two unusual groups, children from
group area R23, race B and age group 13-17 as well as 18-21. They will most probably use the service at
least one time. For contributor area, people from area R23 and R1 have higher probability than other area
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groups. Figure 7 shows the predicted number of visits for the future. We can make conclusion from this
plot that people from age group 0-3 and 18-21 have a smaller number of visits than other age groups. For
factor race, we may roughly consider children from race group H have a larger predicted number of visits
except three unusual point. Children from age group 13-17, area R1 and race CW may have the highest
predicted number of visits compare with children from other race groups. Same situation happens among
the people from age group 18-21 and area R1. Another point is age group 18-21and area R23, in this line,
children from race B have the largest predicted number of visits than other race groups. For factor area,
children from area R23 and R1 have a larger predicted number of utilization than people from other area.
Combining Figure 5, 6 and 7 together, considering children from race B who live in area Metro
W-O-W for example, they will have a higher probability to use the service zero time and a lower utilization
probability at least one time, which includes Poisson model and ZIP-model. As well as they will have a low
predicted number of visits. Thus, we can conclude that children from this group will have a higher possible
to go to the dentistry but a lower predicted number of the visits than children from other groups. In the
same way, we can conclude kids from age group 0-3 and 18-21 may have a higher prediction to use the
dental service zero time and a lower probability to use the service at least one time, but if they use the
service, they will have a lower number of visits. The main group of age factor, 7-12 performs mediocre in
these three plots. Children from race group H have the lower probability to use the service zero time, but if
they use the dental service, they will roughly have larger predicted number of visits in the future except
some special points. Compare with people from race CW, the majority of population, they will have a
higher probability to use the service zero time, but if they use the service, they will have smaller predicted
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number of visits. People who live in R1 and R23 have the lower utilization probability comparing area
Metro-Milw County and Metro W-O-W have higher, and they will have larger number of visits in the
future than people who live in Metro-Milw County and Metro W-O-W if they go to the dentists. The
majority group of area perform mediocre among these three plots.
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Conclusions
Based on the previous discussion, we can make a conclusion that ZINB-model performs better
than ZIP-model when fitting dentistry dataset, Poisson regression performs the worst. Factors gender, race,
area, age group and the total insurance coverage are significant to the model and we have to include them
all. The predicted probability of utilization is zero time is in a negative relationship with the predicted
number of visits, which means if people have a lower probability to use the dental service zero time, they
may have a higher probability to use the service at least one time and a larger predicted number of visits in
the future. Still there are some special points in the tables and plots, some interesting facts we have to
investigate in the future study.
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