In the first part of the paper we discuss a multi-dimensional analogue of the well-known construction by D. Clark that allows one to study families of spectral measures of perturbations of the model contraction. In the second part we present extensions of the relevant results on the boundary behavior of pseudocontinuable functions. We show that, although the most direct analogue of the scalar theorem on the existence of boundary values for pseudocontinuable functions with respect to Clark measures fails in the non-scalar situation, suitable vector-valued versions of such results can be found.
Introduction
This note deals with the star-invariant subspaces K Θ of the Hardy space H 2 of analytic functions in the unit disk D (see Section 3 for the definition). We consider the situation where Θ is an inner operator-valued analytic function in D and K Θ consists of vector-valued functions. Such spaces appear in the functional model theory, whose basic result says that all contractive operators in a Hilbert space, that satisfy some natural restrictions, are unitarily equivalent to model operators S Θ , compressions of multiplication by z acting on a suitably chosen space K Θ .
We deal with the case where Θ is a two-sided inner function, i.e., the boundary values of Θ are unitary operators almost everywhere relative to Lebesgue measure on the unit circle. In this case the space K Θ is populated by so-called pseudocontinuable functions. If the deficiency indices of the original contraction are (1, 1) , then the corresponding model operator S θ acts on the scalar space K θ . Monograph [8] is devoted to the spectral analysis of operators S θ with scalar θ . For larger defects one has to consider vector-valued analogues of the construction, see [16] .
In the scalar case the model contraction S θ differs from a unitary operator by a rank-one operator. All unitary rank-one perturbations of S θ are easily described. They form a one-parameter family U α , where α is a complex number from the unit circle T. We will denote by σ α the spectral measure of U α . In [5] D. Clark gave a convenient algorithm of finding these measures from the inner function θ . These results led to the development of new effective tools in rankone and finite-rank perturbation problems for unitary and selfadjoint operators (see, for instance, [10] [11] [12] 14] for results and further references). A connection to general perturbation problems is provided by the fact that any family of rank-one perturbations of a given cyclic unitary operator, corresponding to a fixed vector from the space, can be realized as a family U α . The same results hold for the selfadjoint case, see [10] . In this way many questions about perturbations of spectra, including those appearing in applications such as mathematical models of solid state physics, become questions on boundary behavior of pseudocontinuable functions. Further study of such ideas led to solutions to several problems on convergence and metric properties of Cauchy integrals and associated maximal operators, see [6, 7, 13] . At the moment these and several other areas stemming from Clark's paper [5] are being actively researched by a number of mathematicians. For a review of recent developments see [14] . For more on Clark's theory see [2, 3, 9] .
Many potential applications, such as higher-dimensional perturbation theory and PDEs, demand vector-valued analogues of Clark's results. Despite this fact, most of the basic statements of Clark's theory still exist only in the scalar form. The purpose of this paper is to develop vectorvalued extensions of such results that may allow one to pass to the multi-dimensional applications mentioned above.
In Sections 2 and 3 we present the basics of our construction. We restrict ourselves to the singular unitary case, which makes our discussion less general but also less technically involved than some of the earlier versions. In Sections 4 and 5 we study extensions of scalar results from [9] on the boundary behavior of functions from vector-valued K Θ . Similarly to the scalar case, such extensions are needed to understand the action of the so-called generalized Fourier transform associated with a unitary perturbation of the model operator. We show that functions from K Θ converge to their boundary values in L 2 -norm with respect to the spectral measures of such unitary perturbations, just like they do in the scalar case; see Section 4. In Section 5 we discuss a generalization of the more delicate result of [9] on pointwise convergence.
Let us go back to the scalar situation studied in [5] . By the spectral theorem, the unitary operators U α can be realized as multiplications by z in L 2 (σ α ). To study U α further, one needs to understand how functions from K θ "become" functions from L 2 (σ α ), i.e., to clarify the action of the generalized Fourier transform. The corresponding question was raised by D. Sarason in the late 1980's. The question was answered in [9] , where it was shown that for any α every function from K θ has nontangential boundary values σ α -almost everywhere and that the generalized Fourier transform simply sends a function to its boundary values.
Not surprisingly, the situation becomes more complicated in the vector-valued case. The most direct analogue of the scalar result on the boundary convergence in K θ is false, see the example in Section 5. The correct version is Theorem 3, which together with Theorem 2 clarifies the action of the generalized Fourier transform in the vector-valued situation.
Inner functions and corresponding families of unitary operators
In this section we begin the discussion of the vector-valued version of Clark's construction [5] . We start with a unitary operator U on a Hilbert space H . In our construction we will also use an auxillary Hilbert space E and an operator R : E → H . We assume that the minimal subspace of H that reduces U and contains the range of R coincides with H . Some additional properties of U and R will also be required to complete our construction, but we will specify them later.
With these objects we associate an operator-valued function Γ ,
whose values are operators on E. For any z from the unit disk the operator Γ (z) has nonnegative real part (by definition, the real part of an operator A is the operator A+A * 2 ). Note that the function Γ determines the space H and the operators U and R uniquely up to the unitary equivalence. Indeed, the vectors of the form
, constitute a complete family in H , and the scalar product of any two such vectors can be calculated via the function Γ :
Standard arguments of functional model theory show that, conversely, for any analytic functionΓ , whose values in the unit disk are operators on E with nonnegative real part, there exist H , U , and R such that the corresponding function Γ coincides withΓ . Define a function Θ in the unit disk, whose values are operators on E, by the formula
Since for every z with |z| < 1 the operator Γ (z) has nonnegative real part, Γ (z) + I is an invertible operator, and it is easy to prove that Θ(z) 1. Thus, Θ is a contractive analytic function in the unit disk.
We will suppose that U : H → H is a singular unitary operator. Consider the spectral resolution of U :
where μ is a nonnegative finite singular measure on the unit circle. Elements of H will be viewed as square-summable H (ξ)-valued functions. The operator U acts on such functions as multiplication by ξ . Let R : E → H be an operator, for which there exist operators R(ξ ) :
Notice that the assumptions on R from the first paragraph of this section imply that μ-almost all operators R(ξ ) have dense ranges. If, for instance, R is a Hilbert-Schmidt operator, then the existence of such R(ξ ) is a wellknown fact. Here we sketch the proof for the reader's convenience. Take an orthonormal basis (e k ) in E that consists of the eigenvectors of the operator R * R. Then the Hilbert-Schmidt norm
Actually, μ-almost all operators R(ξ ) belong to the Hilbert-Schmidt class, and
Existence of R(ξ ) allows one to view R as an operator-valued function which satisfies
Since μ is a singular measure, it is easily seen that the boundary values of Θ are unitary operators almost everywhere with respect to Lebesgue measure on the unit circle, i.e., Θ is a so-called twosided inner function. The scalar situation [5] is a special case of this construction. Namely, suppose that all spaces H (ξ) and E are one-dimensional and coincide with C, R(ξ )1 = 1. We then have H = L 2 (μ), R1 = 1, and the function θ is defined by
We have seen that any operator-valued measure of the type R * Rμ uniquely determines an inner function Θ through (2) . Note that since R(ξ ) * R(ξ ) dμ(ξ ) is a nonnegative measure, the value of the right-hand side of (2) at 0 must be nonnegative, which means that Θ(0) is a selfadjoint operator. Conversely, in the case dim E < ∞, for any operator-valued inner Θ such that Θ(0) is selfadjoint, relation (2) uniquely determines a nonnegative operator-valued measure on T. To obtain the measure from Θ without the restriction on Θ(0) one has to take real parts on both sides in (2):
If one replaces Θ in this formula with ΘY * , where Y is any unitary operator in E, then a new operator-valued measure σ Y will appear instead of R * Rμ on the left-hand side (in these notations σ I = R * Rμ). The family {σ Y } of all such measures associated with a fixed Θ, where Y runs over all unitary operators in E, is the analogue of Clark's scalar families {σ α } α∈T defined by the scalar version of the last formula. Each σ Y is a spectral measure of a (multi-dimensional) unitary perturbation of U , see the next section.
The spaces K Θ
Given an inner operator-valued function Θ, the space K Θ is defined as the orthogonal difference
where H 2 (E) is the standard Hardy space of E-valued analytic functions in the unit disk D.
We always work with a two-sided inner function Θ. In many special situations this implies that the operators Θ(z) are invertible in the unit disk except for a sequence of isolated points z, and Θ −1 is a function of bounded characteristic. (A simple sufficient condition for this is that E is a finite-dimensional space.) Then functions from K Θ are pseudocontinuable. This means that for any f ∈ K Θ there exists an E-valued meromorphic functionf of bounded characteristic in the complement of D, whose boundary values on the unit circle coincide with those of f almost everywhere relative to Lebesgue measure. The function Θ * f belongs to the orthogonal complement of H 2 (E), and hence it can be viewed as an analytic function g in the exterior of the unit disk. The function
, |z| > 1, can be taken asf . Any space K Θ associated with a two-sided inner function Θ is spanned by its reproducing kernels, the functions of the form
where λ runs over the unit disk and e runs over E. Indeed, these vectors are projections onto K Θ of the vectors e 1−λz , which form a complete family in H 2 (E). Just like in the scalar case, a connection between our unitary operator U and the model space K Θ , where Θ is the inner function corresponding to U in the way described in the previous section, may be established via a natural unitary operator (generalized Fourier transform) sending K Θ to H . For the reader's convenience, we present the following statement that is sufficient for our further work. A more general result can be found, e.g., in [4] together with further relevant references.
Define an operator V : K Θ → H on the dense set generated by the reproducing kernels by
where
Theorem 1. V is a unitary operator, and the inverse operator acts by the formula
Remark. The right-hand side is obviously equal to (I − Θ(z))R * (I − zU * ) −1 h.
Proof.
Note that the linear span of the functions h λ,e is dense in H . Hence, to prove the theorem, it suffices to check that V is an isometry and verify formula (3) for h = h λ,e . We have
To prove that V is an isometry, we need to establish the identity
The preceding equality follows from the relations
where we used (4). Now we check formula (3) for h = h λ,e . Applying (4) again, we obtain
The model contraction S Θ on K Θ acts by the formula
where P Θ stands for the orthogonal projection from H 2 (E) onto K Θ . Similarly to the scalar case, using the unitary operator V one can realize the operator U as an operator on K Θ , i.e., consider the equivalent operator V −1 UV . After such a "transfer" U becomes a unitary perturbation of S Θ . Moreover, if, for instance, dim E < ∞, the operators U Y discussed at the end of last section form the family of all such perturbations of rank dim E. The spectral measures σ Y of U Y can be obtained via (2), which completes the analogy with the scalar case [5] . If one prefers the "perturbational" point of view, one can regard σ Y as spectral measures of unitary perturbations of the original unitary operator U = U I . A similar theory can be developed for selfadjoint operators instead of unitary. One will have to write down an upper half-plane version of (2), consider an inner function Θ in the upper half-plane and measures σ Y on the real line. In the scalar case this was done in [10] .
An important special case is the one where R is an isometry, or, equivalently, Θ(0) = 0. Consider a partial isometry W on K Θ with the domain
It is the Cayley transform of a certain symmetric operator
L on K Θ . The domain of L is the set Dom L = (1 − z)K Θ/z = (1 − z)f : f ∈ K Θ/z , L f = i 1 + z 1 − z f.
Then an operator A is a maximal selfadjoint extension of L if and only if there exists a unitary operator
Y on E such that U Y = (A + iI ) −1 (A − iI ).
Convergence in L 2 -norm
Our goal for the rest of the paper is to clarify the relations between the elements f of K Θ and their images Vf in H .
One of the results of [9] says that in the scalar case for every f ∈ K θ the functions f (rξ) tend to Vf in L 2 (μ). In this section we show that for every f from the vector-valued K Θ the functions R(ξ )f (rξ ) tend to Vf in H as r 1, see the ending of the statement of Theorem 2. The next section is devoted to the more subtle question of pointwise convergence.
If f ∈ K Θ and f (0) = 0 then f/z ∈ K Θ as well. Using formula (3) and the remark after it with h = Vf , for z = 0 we obtain R * Vf = 0. Furthermore,
Consider an arbitrary operator satisfying this property. Namely, let H * be a Hilbert space, U * a unitary operator on H * , and suppose that X : K Θ → H * is an operator, for which
We will prove the analogue of L 2 -convergence announced above not just for V , H and U , but for general X, H * , U * satisfying this property, see Theorem 2. Take a function f ∈ K Θ and consider its Taylor expansion
z n e n , e n ∈ E.
All coefficients e n belong to the set Define an operator N : E 0 → H * by
Note that if f is a constant function, then f ≡ f (0), S * f = 0, and therefore Nf = Xf . The definition of N is correct: if f (0) = 0, then S * f = f/z ∈ K Θ and the right-hand side of (6) equals 0 by the assumption (5) with f/z in place of f . If H * = H , U * = U and X = V , then N coincides with the restriction of R to E 0 . Indeed, take f = k 0,e = (I − ΘΘ(0) * )e, e ∈ E.
Lemma 1.
The vectors h n = n k=0 U k * Ne k converge to Xf in H * as n → +∞.
z k e k . By induction in n from (6) one can obtain the formula h n = Xf − U n+1 * Xg n . It is easily seen that the norms g n tend to zero, hence U n+1 * Xg n → 0 and h n → Xf . Suppose now that we work with the spectral resolution of the unitary operator U * : U * acts as multiplication by ξ on the space H * = H * (ξ ) dν(ξ ), where ν is a measure on the unit circle. Then the corollary can be further refined if the action of N can be written via operators N(ξ ). Recall that this property is fulfilled if N is an operator from the Hilbert-Schmidt class.
Theorem 2.
Suppose that an operator X satisfies (5) . Define N by (6) . Assume that for ν-almost all ξ there exist operators N(ξ ) :
In
particular, if R satisfies (1), then the H (ξ)-valued functions R(ξ )f (rξ ) tend to Vf in H .
Proof. We have
and it remains to apply the corollary. 2
Pointwise convergence
The last section of the paper will be devoted to convergence ν-almost everywhere in place of the strong convergence we have just established. We conjecture that pointwise limits always exist for the special case H * = H , U * = U , X = V , i.e., for any f ∈ K Θ , R(ξ )f (z) tends to (Vf )(ξ ) as z nontangentially tends to ξ (notation: z −→ ξ ) for μ-almost all points ξ . In this section we show that Vf may be calculated as angular boundary values, but for a more complicated expression than R(ξ )f (z).
As was shown in [9] , in the scalar situation the generalized Fourier transform V defined in Section 3 simply sends any function from K θ into its angular boundary values, which conveniently exist σ α -almost everywhere for any α ∈ T. The vector-valued case turns out to be more complicated. Unlike in the scalar case, even the boundary behavior of reproducing kernels near μ is not immediately clear. In addition, the main obstacle from the scalar case is still present: since μ is a singular measure, not all functions from H 2 have boundary values μ-almost everywhere.
We start with the following simple example which shows that even in the two-dimensional case not every function from K θ possesses nontangential boundary values μ-almost everywhere (where μ is the measure from (2)).
Example. Let θ 1 , θ 2 be two scalar inner functions, θ 1 (0) = θ 2 (0) = 0, and let probability measures τ 1 , τ 2 be determined by the relations
Define Θ = θ 1 ⊕ θ 2 , i.e., Θ is the diagonal 2 × 2 matrix-valued function with entries θ i (z) on the diagonal. Put μ = τ 1 +τ 2 . Then a relation of the form (2) can be written for μ and Θ. On the other hand, the existence of angular boundary values μ-almost everywhere for functions from K Θ is equivalent to the existence of such values for all functions from K θ i , i = 1, 2. Thus, to construct an example of Θ for which there exists f ∈ K Θ whose boundary values fail to exist μ-almost everywhere, it suffices to take any inner function θ 1 and a measure τ 2 such that functions from K θ 1 fail to have boundary values τ 2 -almost everywhere. For instance, take the unit point mass at 1 as τ 2 (hence θ 2 (z) = z). The condition under which all functions from K θ 1 have angular limit at 1 can be found in [1] ; it may be rewritten as "θ 1 has an angular derivative at 1 in the sense of Caratheodory," see [15] . It remains to take any function θ 1 , for which this property is not fulfilled.
Our next theorem shows that, nevertheless, an analogue of the scalar result exists. Here we assume that for μ-almost all ξ the operators R(ξ ) (and hence also R(ξ ) * ) have closed ranges, which actually means that they are surjective. Clearly, this condition is fulfilled if the spaces H (ξ) are finite-dimensional for μ-almost all ξ , or simply if E is finite-dimensional. It would be interesting to know how much one can weaken this restriction.
If σ is a complex measure on T, we denote by Pσ and Qσ the Poisson and the conjugate Poisson integrals, respectively:
The notation Kσ stands for the Cauchy type integral
Theorem 3. Let Θ, R and μ be related via (2). Suppose that for μ-almost all ξ the operators R(ξ ) have closed ranges, and let L(ξ ) denote a left inverse to
To proceed, we need the following lemma. The first part is the standard maximal result. Such statements are associated with most results on convergence of singular integrals. Its proof parallels the scalar one from [9] . This part may be useful in the future studies of convergence, in particular in the verification of the conjecture formulated at the beginning of this section. The second part is the one we will need to prove Theorem 3. It is readily obtained from the maximal statement.
If f is a (vector-valued) function in the unit disk D, then Mf is its nontangential maximal function on the unit circle T:
where ξ is a point on the unit circle and Γ ξ is the sector {z ∈ D: |z − ξ | < 2(1 − |z|)}. (As usual, one can consider any fixed angle for the sector in this definition; the statement of the lemma below will not change.)
If μ is a positive measure on the unit circle T, we denote by L 2,∞ (μ) the "weak" L 2 -space:
in which the supremum from the above formula can be taken as norm.
Lemma 2.
Let μ be a positive (scalar) measure on T, and let E be a Hilbert space.
Proof. If dim E < ∞, then the lemma easily follows from the corresponding scalar results [9, 13] . Suppose now that dim E = ∞.
(1) Without loss of generality, μ is a probability measure. Consider the scalar inner function θ in D such that μ = σ 1 , i.e.,
Then θ(0) = 0. Denote ν = σ −1 , which means that
Obviously, ν is also a probability measure. Take g ∈ L 2 (μ, E). Without loss of generality we can assume that g dμ = 0. Choose an orthonormal basis (e n ) ∞ n=1 of E. Then g(ξ ) = g n (ξ )e n for some scalar functions g n ∈ L 2 (μ)
. Now from scalar Clark's theory we have
for some scalar functions f n ∈ L 2 (ν) satisfying f n dν = 0, f n L 2 (ν) = g n L 2 (μ) . Denote f = f n e n . Then
Suppose now that all g n are real-valued; then f n are pure imaginary, see [9] . Denote It is easy to check the relations
We obtain
To estimate the first term inside the parentheses, notice that for the function J 1 = MPgμ/Pμ we have
and, therefore, by the Hardy-Littlewood maximal theorem, J 1 is in
To estimate the second term, denote F (ξ) = f (ξ) E ; we have F ∈ L 2 (ν). Set
Since F 2 ∈ L 1 (ν), by the Hardy-Littlewood theorem J 2 belongs to the space
The integral Pf ν can be estimated using the Cauchy-Schwartz inequality. For z ∈ Γ ξ we have for all k at μ-almost all points ξ ∈ S, where ε(ξ ) > 0 for μ-almost all ξ ∈ S. We have arrived at a contradiction with (8) , and the claim follows. In the general case g ∈ L 1 (μ, E) let us denote G(ξ ) = g(ξ ) E . Then G ∈ L 1 (μ) and
The first factor converges by the previous argument because g/G is bounded: one just needs to replace μ there with Gμ. The second factor converges by the scalar result from [9] . 
