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In this paper we relate the consistency of a system of linear Boolean equations to the 
orthonormality of its matrix. As an application we determine all systems of Boolean functions 
which generate the set of all Boolean functions in the same way as does the system of 2” 
minterms. 
Let (8 u -9 ‘3 0,l) be an arbitrary Boolean algebra and ((Gj)) an m x n matrix 
with entries in B. We can associate to each (b,, . . . ,6,,,) E B” the system of linear 
Boolean equations 
iia, *jXj = bi (i = 1, . . . , m). 
j=l 
LZiwenheim [Z] has proved that system (I) is: 




and (b) consistent for every (b,, . . . , b,,.) E B” if and only if 
fi aijfi a&j=1 (i=l,...,m) (3) 
j=l h 5; 1
h#i 
(see also [4, Theorem 7.6 and Proposition 7.1, resp.3. We have proved [S] that 
the set of solutions of a consistent system of the form (I) is described by the 
system of recurrent inequalities 
In Section 1 of this paper we deal with the case m 2 n, supposing that the 
coefficients aij are fixed while bl, . . . , b, are parameters. If m > 11, system (1) is 
inconsistent for some (b,, . . . , 6,) E B”. If m = II, system (1) is consistent for some 
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(b,, - - -9 6,) if and only if it is consistent for every (b,, . . . , b,,,) and this is also 
equivalent to the orthonormality of the matrix ((qj)). When this is the case, for 
each(b,,..., b,,) there is a unique solution which we determine explicitly. As an 
application, in Section 2 we determine all systems (fl, . . . , fp) of Boolean func- 
tions fI , . . . , fp : I3 n + B such that every Boolean function f : B” + B can be 
written (uniquely) in the form 
f = 4 u l - l u Cpfpr (3 
where cl,. . . , cp are constants from B depending on fi It turns’ out that such 
systems exist if and only if p ~2”. If p = 2”, the representation (5) is necessarily 
unique for each f and we determine explicitly the coefficients ci. 
1. Systems of hear Boolean equations 
We recall that a finite set (& _: l,_...n of elements from B is said to be: orthogonal 
iB aiai = 0 for every i, j with i # j, normal iff U r= 1 ai = 1, and orhonomal iff it is 
both orthogonal and normal. A matrix ((qj)) with entries in I3 is called: row 
orthogor~~l (normal, ort~2onormal) iff every row is orthopc *Y s ‘* ‘lrrnal, orthonor- 
mal), column orthogonal (normal, orthonomal) iff e\-* -7 is orthogonal 
(normal, orthonormal): and orthogonal (normal, orthontip, . 1 - i* ts both row and 
column orthogonal (normal, orthonormal). 
Lemma I. Let ((Q)) be an m x n Bookun nrattix. Then (3) is a necessary 
condition for ((aii)) to be row nomlal and colunln orthogonal, . 1 a sufficient 
condition for ((aii)) to be TOW r20nd 
Proof. If ((a,$ is row normal and column orthogonal, then for each i = 1, . . . , m, 
j - 1 h-l j-1 h=l j=l h=l j=i 
hPi h+i hfi 
Furthermore, (3) implies that for each i = I. . . . , m, 
i I j- 1 h -= 1 
h2i 
Lemma 2. kt ((nii)) be an try X n Boolean rncitrix with m > n. The system (1) is 
consistent for eueiy (5, , . . . , b,,,) E B”’ if and only if the ntatrix ((qj)) is row normal 
crnd colulnn orthogonal. 
Proof. Taking into account Liiwenheim’s theorem (bj (cf. Introduction) and 
Lemma 1, it remains to show that (3) implies the orthogonality of each column. 
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Without loss of generality, it suffkes to prove that 411~21 =0. Set 
j-2 h=l 
h#i 
(i=l,* .*,m). (5) 
Then it follows from (3) that 
m 






=(ayJo,)(n;,U~ +a;lUa~~u~ a,. 
i=2 i= 1 




Since m > n - 1, it follows that for each (jl, . . . , jm) E (2, . . 
such that 1 G p <q < m and jP = j4, therefore 
9 n}m there exist p, q 
a(h, . 
h = 1 
h#q 
It follows that n& ai = 0 by (8), therefore (7) reduces to I = ai1 U al, 1 or 
alla21 = 0. 
Lemma 3. Zf an m x n Boolean matrix 5 row normal and colurnn orthogonal, then 
m S n. 
tif. Suppose ((qj)) is an m X n row normal and column orthogonal Boolean 
matrix with m > n. Then the square matrix ((qj))i,j=I,_..,n is also row normal and 
column orthogonal, hence it is orthonormal; see e.g. [4, Theorem 7.51. Now take 
an arbitrary j E { 1, . . . , n} and notice that 
an+r,jQij = 0 (i = 1,. . . , n), 
hence 
a nt1.j = G+l.j l 1 = &+l,j fi aij = i, a, + 1 .ja,i =0 
i=l i=l 
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and since j is arbitrary, this comradicts the fact that row n + I is normal. 
Proposition 1. For every m x n Boolean matrix ((qj)) w&h m > n there exists 
(b,, . . . , bm) E I?” such that the system of equations (1) is inconsistent. 
Proof. Immediate from Lemmas 2 and 3. 
We now turn to the case m = n. 
Theorem 1. Let ((q$ be an n x n Boolean matrix. Then 
(i\ The system 
ic,~ii~=bi (i=l,...,n) (9) 
is consistent for every (b, , . . . , b,)) E B” if and only if the matrix ((a,&) is 
ortkmo_ma!. 
(ii) When this is the case, for each (bl, . . . , b,,) E B” the system (9) has the 
unique solution 
_x,z~ (altUb,) (j=l,...,n). 
i-l 
(10) 
‘Proof. (i) From Lemma 2 and the fact that for square Boolean matrices row 
brlormality and column orthogonality imply orthonormality, again by [4, Theorem 
75 1. 
(ii) Suppose the matrix ((aii)) is orthonormal and let (x1,. . . , AI,,) be a solution 
of (9). Taking into account (4) and orthonormality, it follows that for each 
j=l....,n, 
fi (a:,U hi) = ( (J ahi) fi (a:iU bi) 
h- 1 i -- 1 
= (J t~hjfi (a:iUbi) 
h-l i-=1 
6 ; nJa&u b,,) 
II = 1 
= ,,ij, Uhibh = ,$, 0, n,,)‘4 
k#j 
= p, h(fJ aLk)(k$l air)-. 
+), b,,(n a:,k) fi (a;tkUx;) 
k-l k=j+l 
i;l 
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thus proving (10). 
2. Gexhtmaed lninterms 
The results in Section 1 yield a solution to the problem of finding all ‘linear 
bases’ of Boolean functions, i.e., all systems of B&lean functions. with the 
property that they generate all Boolean functions much in the same way as does 
the set of minterms. 
We are going to work both in the original Boolean algebra B and in the 
. Boolean algebra of all Boolean functions f : B” --, B, where 12 is a fixed natural 
number, n > 1. We will identify the numbers i E (0, 1, . . . ,2” - 1) with their binary 
representations (cy1, . . . , a,) E {0,1)“. 
De&&ion. We say that a system (fi, . . . , f,) of Boolean functions 
f . . . , fp : B” + B is a linear generator of Boolean functions if every Boolean 
function f : B” + B can be written in the form 
f =c&U* ’ l Ucpfp, (5) 
for some constants cl,. . . , cp depending on fi If, moreover, for each f the 
constants ci are uniquely determined, we say that (fi, . . . , f,) is a linear base or a 
system of generalized minterms. 
Lemma 4. The system ifl, . . . , f,) is Q Linear generotor (base) if and only if the 
system of equations 
fi fi(i)$ = bi (i=O,1,...,2”-1) (10 
j=l 
has a (unique) solution (x,, . . . , xJ, for every ( bO, b,, . . . , bzm_J E B2”. 
Proof. In view of the Miiller-Lijwenheim Verification Theorem ([3], [I]; see also 
[4, Theorem 2.13]), identity (5) holds if and only if 
5 c&(i) =f(i) (i = 0, 1, . . . ,2” - 1). 
j-1 
Proposition 2. There are no linear generators with less tlzan 2” functions. 
Proof. Immediate from Lemma 4 and Proposition 1. 
Proposition 3. The system (fn, . . . , f,) of Boolean functions fi : B” + B 
(j=l,... , p) is a linear generator if and only if 
0 fi(i) ‘0’ f,‘(h) = 1 (i =0, 1, . . . ,2” - 1). (12) 
j=l h =o 
h#i 
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Proof. Immediate from Lemma 4 arid Liiwenheim’s theorem (b) (cf. Introduc- 
tion). 
Thus linear generator :nre to be sought only among systems with at least 2” 
functions, by Proposition 2, and they can be determined with the aid of Proposi- 
tion 3. We are now going to determine all linear generators with exactly 2” 
functions. We need a preliminary result which has also an intrinsic interest: 
Pr~pos&ion 4. The following conditions are equivalent for a Boolean @n&on 
f 93” -+ B: 
(f) the set v(i))i =()...,.;- ! is orthonomaf; 
(ii) the equation fix,, . . . , x,,) = 1 has a unique solution ;
(iii) f h of the form 
fix,. * * * f Xn,=fi bj+q (13) 
i-1 
where 4,. . . . .& are constants from B and + denotes the ring sum x + y = xy’ U x’y. 
‘Prwf. (i) e (ii). Use the equivalence (i) H (ii) in 14, Theorem 6.73 (due to 
Whitehead 164). 
(ii) H (iii). By the dual of the equivalence (i) e (ii) in [4, Theorem 6.61 (due to 
Whitehcad 161) and taking into account that the dual of x + a is of the same form: 
(xUa’)(x’Ua)=xaUx’a’=x+a’. 
Notation. We recall that x’ = x and x” = x’. Given two vectors x = (x,, . . . , x,) E 
f?“ and i = (a,. . , . . a& (0. l)“, we set 
x’ -1 x71 . . . . . f$. (14) 
Renrarli 1. ‘The function f defined by (23) fulfils 
f(i) = r;“v l . s . l t’,‘L =~2m-‘--i 
. ;K;,;y 5 = (6,. - - . , Z,), for every i =(q,. . . , a&(0,1)“. 
TImrem 2. (a) The following conditions are equivalent for a system 
’ fr. f,* - . . fz- ,) of 2” Boolean functions f,, : B” + B (h = 0, 1, . . . ,2” - 1): 
1 I1 t te system is a linear generator; 
(ii) tile system is ti linear base; 
(iii) the matrix (&(I))) is orthonormal; 
I._ \ t:>-: !ho functions fr, are uf the form 
fh(X,, * - - * &,=ii (Xj+&j) (h=O, 1,. ..,2”-1) 
j -1 
(16) 
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and the vectors 
(GJ h=0,1,....2”-’ (i=O,1,...,2”-1) (1’;‘) 
are orthogonal, where we have used the notation (14) and 
5h=(lil*Y*AiIn) (h =O, 1,. . . ,2” - 1); (18) 
(v) the functions fh are of the form (16) and the vectors (17) are normal; 
(vi) the functions fh are of the form (16) and the vectors (17) are orthonomal. 
(b) Wkn this is the case, the coefficients ch in form.& (5) are given by 
2n-1 
ch = n i$,(i)uf(i)] (h 4% 1,. . . ,2”-1). 
i=O 
(19 
Comment. In the classical case of minterms 
XT,. . . . . X,” B (P 19 l l - , p,, ) E ((1, l}“, (20) 
((fh(i))) is a permutation matrix and in particular it is the identity matrix if we 
denote by fh the minterm (20) such that & l l l &, is the binary represtntation of 
h, in which case the corresponding elements &j are determined by &j = & 
(j=l,..., n). Anyway the rows of the matrix ((&j)) associated with the minterms 
are the 2” vectors from (0, 1)“. For an arbitrary system of generalized minterms, 
as determined in Theorem 2, the elements thj need not be 0 or 1. Notice also that 
((f,,(i))) is a 2” x 2” matrix, while ((&j)) is a 2” x n matrix. 
Proof. (i) e (ii) e (iii) and (b). Immediate from Lemma 4 and Theorem 1. 
(iv)@(v) r-4 (vi). It suffices to prove the following implications: if the columns 
(17) of the matrix ((&)) are orthogonal (normal), then they are orthonormal. But 
the matrix ((&)) is anyway row orthonormal, because their rows 
m - l * G&x I...., (Y”)E(O.I)” (h=0,1,...,2”-1) 
consist of minterms. Hence the desired implications follow from [4, Theorem 7~1. 
(iii) H (vi). Co n I ran (iii) implies that the functions fh are of the form (16), by d’t’ 
Proposition 4. Therefol:e it remains to show that in presence of (16) the matrix 
((f,,(i))) is orthonormal if and only if the matrix ((&)) is so; as a matter of fact it 
suffices, to prove that ‘these two matrices are obtained from each other by a 
column permutation. For 
by Remark 1; but when i runs over the set (0, 1, . . . ,2” - 11, so does 2” - 1 - i, 
therefore the right-hand side of (21) is obtained from ((&)) by a column 
permutation. 
Corollary. The following conditions are equivalent for a system (g, h) of Boolean 
(22) 
248 S. Rwdeanu 
functions g, h : B + B: 
(i) the system is a linear generator; 
(ii) the system is a linear base ;
(iii) the functions g and h are of the form 
g(x)=x+a, h(x) = x + a’, 
where a is a constant. 
hoof. Immediate from Theorem 2 with II = 1. 
hposition 4. Systems of linear generators (f,, . . . , f,) exist if and only if p 2 2”. 
Proof. The condition p 22” is necessary by Proposition 2. We have just deter- 
mined all linear generators with 2” functions and there is a coarse way of 
obtaining a !inear generator with more than 2” functions: take a system 
(fo. fl* - * . , fzn_ J of generalized minterms and add fzn = fzn+, = l l l = .f, _, = 0. 
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