In this paper we present some applications of A'Campo-Lê's Theorem and we study some relations between Zariski's Questions A and B. It is presented some classes of homeomorphisms that preserve multiplicity and tangent cones of complex analytic sets. Moreover, we present a class of homeomorphisms that has the multiplicity as an invariant when we consider right equivalence and this class contains many known classes of homeomorphisms that preserve tangent cones. In particular, we present some effective approaches to Zariski's Question A. We show a version of these results looking at infinity. Additionally, we present some results related with Nash modification and Lipschitz Geometry.
Introduction
In 1973, N. A'Campo in [1] and Lê D. T. in [19] proved separately the following result. Theorem 1.1 (A'Campo-Lê's Theorem). Let f, g : (C n , 0) → (C, 0) be two complex analytic functions. Suppose that V (f ) is smooth at 0. If there is a homeomorphism ϕ : (C n , V (f ), 0) → (C n , V (g), 0), then V (g) is also smooth at 0.
The main aim of this paper is to give some applications of this theorem to Zariski multiplicity question and to Lipschitz Geometry (see Section 2) . Thus, we are going to describe these applications.
Let f : (C n , 0) → (C, 0) be the germ of a reduced holomorphic function at the origin. We recall that the multiplicity of V (f ) at the origin, denoted by m(V (f ), 0), is defined as follows: we write f = f m + f m+1 + · · · + f k + · · · where each f k is a homogeneous polynomial of degree k and f m = 0. Then, m(V (f ), 0) := m. In this case, the tangent cone of V (f ) at the origin is C(V (f ), 0) = V (f m ).
In 1971, O. Zariski in [35] proposes many questions and the most known among them is the following. Question A. Let f, g : (C n , 0) → (C, 0) be two complex analytic functions. If there is a homeomorphism ϕ : (C n , V (f ), 0) → (C n , V (g), 0), is it true that m(V (f ), 0) = m(V (g), 0)? In order to know more about this question, you can see [11] .
Let us remark that since V (f ) is smooth at 0 if and only if m(V (f ), 0) = 1, then A'Campo-Lê's Theorem gives a positive answer to Question A when m(V (f ), 0) = 1.
Let Bl 0 (C n ) = {(x, [v]) ∈ C n × CP n−1 ; x ∧ v = 0} and β : Bl 0 (C n ) → C n be the projection onto C n , where x ∧ v = 0 means that there exists λ ∈ C such that x = λv. If f : (C n , 0) → (C, 0) is a complex analytic function, we define Bl 0 (V (f )) = β −1 (V (f ) \ {0}) and E 0 (f ) = Bl 0 (V (f )) ∩ ({0} × CP n−1 ). Remark that E 0 (f ) = {0} × PC(V (f ), 0), where PC(V (f ), 0) is the projectivized tangent cone of V (f ).
Thus, another question asked in [35] was the following.
Question B. Let f, g : (C n , 0) → (C, 0) be two complex analytic functions. If there is a homeomorphism ϕ : (C n , V (f ), 0) → (C n , V (g), 0), is there a homeomorphism h : E 0 (f ) → E 0 (g) such that for each p ∈ E 0 (f ) the germs (Bl 0 (V (f )), p) and (Bl 0 (V (g)), h(p)) are homeomorphic?
We would like to consider also the following versions of Questions A and B: Let f, g : (C n , 0) → (C, 0) be two reduced complex analytic functions. Suppose that there is a homeomorphism ϕ :
) is a linear subspace. Is there a homeomorphism between (C(V (f ), 0), 0) and (C(V (g), 0), 0) or between E 0 (f ) and E 0 (g)?
Let me remark that by using Corollary in [17] together with Corollary 2 in [24] , we obtain that, in the case of functions with isolated singularities, Question A' is equivalent to Question A. Moreover, even in the case of isolated singularities, Question A is still an open problem. However, J. Fernández de Bobadilla in [14] showed that Question B has a negative answer and in [2] the authors presented complex analytic functions f, g : (C 3 , 0) → (C, 0) with isolated singularities such that there is a homeomorphism ϕ : (C 3 , 0) → (C 3 , 0) satisfying f = g • ϕ, but there is no homeomorphismh : (C 3 , 0) → (C 3 , 0) such thath(C(V (f ), 0)) = C(V (g), 0). In [2] , the authors used A'Campo-Lê's Theorem to obtain that a suchh preserves the singular points of the tangent cones and, then, arrived in a contradiction. However, a homeomorphism h : (C(V (f ), 0), 0) → (C(V (g), 0), 0) does not need to preserve singular points when h is not a restriction of a homeomorphismh : (C 3 , 0) → (C 3 , 0). Here, we show that the example presented in [2] still gives a negative answer to Question B' when we do not require that C(V (f ), 0) or C(V (g), 0) need to be a linear subspace (see Proposition 2.8), though that the Question B' has a positive answer when n = 2.
As a first application of A'Campo-Lê's Theorem, we show that Questions A' and B' are related. In fact, we prove by using A'Campo-Lê's Theorem the following. Another problem related with the above questions is to know if the relative multiplicities are topological invariants. To be more precise, let us define which are the relative multiplicities. Let f : (C n , 0) → (C, 0) be a reduced complex analytic function and f = f m + f m+1 + · · · + f k + · · · is as before. We have the decomposition of f m in irreducible polynomials
Thus, we define the relative multiplicity of
). Let f, g : (C n , 0) → (C, 0) be two reduced complex analytic functions. Let X 1 , ..., X r (resp. Y 1 , ..., Y s ) be the irreducible components of C(V (f ), 0) (resp. C(V (g), 0)). Suppose that there is a homeomorphism ϕ : (C n , 0) → (C n , 0) such that f = g • ϕ.
Question B Rel . Is there a bijection σ :
Question B Rel was also asked in January 2017 on Mathoverflow.net [31] and it already was answered in many particular cases, for example, the answer is known to be yes in the following special cases:
• if ϕ is a real analytic diffeomorphism in [18] ;
• if ϕ is a subanalytic bi-Lipschitz homeomorphism in [32] ;
• if ϕ is a bi-Lipschitz homeomorphism in [12] ;
• if ϕ is a blow-spherical homeomorphism in [27] . So, as a second application of A'Campo-Lê's Theorem, we show the following. In Proposition 2.8, we show that Question B Rel has a negative answer. We present also an application of A'Campo-Lê's Theorem to Lipschitz Geometry. Let us remind the following.
A Lipschitz mapping f : X → Y is called bi-Lipschitz if its inverse mapping exists and is Lipschitz. When there exists an bi-Lipschitz mapping f : X → Y we say that X and Y are bi-Lipschitz homeomorphic.
In [22] , the authors presented several notions related with the notion of Lipschitz manifold and among them, they had the following.
Moreover, the authors mention in ( [22] , page 11) that they could not prove or disprove that a parametric Lipschitz manifold is a Lipschitz submanifold. Here, by using A'Campo-Lê's Theorem, we disprove this. Proposition 1.7. There are parametric Lipschitz manifolds that are not Lipschitz submanifolds.
In [7] , the authors presented germs at the origin of real semialgebraic sets (of dimension two) S 1 , S 2 ⊂ R 3 such that they are bi-Lipschitz homeomorphic but there is no bi-Lipschitz homeomorphism φ :
Finally, in Section 3, we consider one version more of Question B. In fact, we consider a version of Question B by considering Nash modifications instead of the blowing up of the origin. Let us be more precise with this.
If K is R or C and X ⊂ K n is an analytic subset, we denote by Sing(X) to be the singular points of X and by Reg(X) := X \ Sing(X) to be the regular points of X. Definition 1.8. Let X ⊂ K n be an analytic subset of pure dimension r and G n r (K) be the Grassmannian of r-planes in K n . We define a map ν :
The closure of the image of ν, denoted by X ′ N ash , is called the Nash modification of X and the mapping induced by first projection η X : X ′ N ash → X is called the Nash mapping of X.
Thus, we have the following. Question B N ash . Suppose that two germs of analytic sets (X, 0) and (Y, 0) are bi-Lipschitz homeomorphic. Is there a homeomorphism between X ′ N ash and Y ′ N ash
? By proving in Proposition 3.2 that the cone over a LNE subset of S n is also LNE (see definition 3.1), we show the following. Proposition 1.9. Question B N ash has a negative answer when we consider real analytic sets. Let me introduce a new class of homeomorphisms that essentially generalizes bi-Lipschitz equivalence, weak directional equivalence, differentiable equivalence and C 1 equivalence. Definition 2.1. Let ϕ : (C n , 0) → (C n , 0) be a homeomorphism. We say that ϕ preserves linear tangent cones if for any complex analytic functions f, g : (C n , 0) → (C, 0) such that f = g • ϕ and C(V (f ), 0) or C(V (g), 0) is a linear subspace of C n , we have that there exists a homeomorphism φ between (C(V (f ), 0), 0) and (C(V (g), 0), 0) or between E 0 (f ) and E 0 (g). Definition 2.2. For each n ∈ N, let H n be the collection of all germs of homeomorphisms from (C n , 0) to (C n , 0) and let S : H → H be the mapping given by
Some applications of A'Campo-Lê's Theorem
Definition 2.3. Let T be a subset of H. We say that T preserves linear tangent cones if each element ϕ ∈ T preserves linear tangent cones. We say that T preserves weakly linear tangent cones if for each element ϕ ∈ T there exists a positive integer m such that S m (ϕ) preserves linear tangent cones.
Example 2.4. If Lip is the collection, for each n ∈ N, of all germs of bi-Lipschitz homeomorphisms h : (C n , 0) → (C n , 0), then by Theorem 3.2 in [26] , it is easy to verify that Lip preserves linear tangent cones and is an invariant set of S. Theorem 2.5. Let f, g : (C n , 0) → (C, 0) be complex analytic functions and let T ⊂ H be an invariant set of S. Suppose that there exists ϕ ∈ T such that f = g •ϕ.
If T preserves weakly linear tangent cones, then ord 0 f = ord 0 g.
Proof. Since T preserves weakly linear tangent cones, there exists a positive integer m such thatφ := S m (ϕ) preserves linear tangent cones.
Claim. ord 0 f ≥ ord 0 g.
Suppose that ord 0 f < ord 0 g. If k = ord 0 f , then by A'Campo-Lê's Theorem, we have that k > 1. Let us definef ,g :
Moreover, since f k := inf ≡ 0 and k > 1, we get that f k +t k m cannot be a power of a linear form and, in particular,
Sincef =g •φ andφ preserves linear tangent cones, we have two possible cases: 1. There exists a homeomorphismφ :
There exists a homeomorphismφ : E 0 (f ) → E 0 (g).
If dim E 0 (f ) = 2, by Corollary 2.12 in ( [10] , p. 145), 
and as before C(V (f ), 0) cannot be a linear subspace. However, sinceφ preserves linear tangent cones and dim E 0 (f ) = 2+r = 2, by the same reason as before, C(V (f ), 0) is a linear subspace of C n+m+r , which is a contradiction. Then, in any case, ord 0 f ≥ ord 0 g, which finish the proof of Claim.
We need also to show that ord 0 f ≤ ord 0 g. In order to do this, let us define T −1 = {ψ −1 ; ψ ∈ T }. Now, it is clear that T −1 is an invariant set of S, g = f • ϕ −1 and ϕ −1 ∈ T −1 . Moreover, by definition, a homeomorphism ψ preserves linear tangent cones if and only if ψ −1 preserves linear tangent cones, as well. Therefore, by Claim, ord 0 g ≤ ord 0 f , which finish the proof.
As a direct consequence, we obtain Theorem 1.2. Definition 2.6. We say that a homeomorphism ϕ : (C n , 0) → (C n , 0) preserves weakly relative multiplicities if for any two reduced complex analytic functions f, g : (C n , 0) → (C, 0) such that C(V (f ), 0) or C(V (g), 0) is a linear subspace and f = g • ϕ, then C(V (f ), 0) and C(V (g), 0) are irreducible and k V (f ) (C(V (f ), 0)) = k V (g) (C(V (g), 0). Proof. Suppose that m(V (f ), 0) = ord 0 f < ord 0 g = m(V (g), 0). If k = ord(f ), then, as before, by A'Campo-Lê's Theorem, we have that k > 1. Let f k be the homogeneous polynomial formed by the monomials of f that have degree k. Let us definef ,g : (C n+1 , 0) → (C, 0) byf (x, t) = f (x) + t k andg(x, t) = g(x) + t k . Then, C(V (g), 0) = {t = 0} = C n × {0}. Moreover, since f k ≡ 0 and k > 1, we get that f k + t k cannot be a power of a linear form and, in particular, C(V (f ), 0) = V (f k + t k ) is not a linear subspace. Now, let us defineφ : (C n+1 , 0) → (C n+1 , 0) byφ(x, t) = (ϕ(x), t). We have thatφ ∈ T . Then, C(V (f ), 0) is irreducible and k V (f ) (C(V (f ), 0)) = k V (g) (C(V (g), 0)) = k, sinceφ preserves weakly relative multiplicities. Therefore, we have that k = ord(f ) = k · m(C(V (f ), 0), 0). Thus, m(C(V (f ), 0), 0) = 1 and, then, C(V (f ), 0) is smooth at 0, which is a contradiction, since C(V (f ), 0) cannot be a linear subspace. Therefore, ord(f ) ≥ ord(g) and by similar arguments as in the proof of Theorem 2.5, we obtain also ord(f ) ≤ ord(g).
As a direct consequence, we obtain Theorem 1.3. Let us finish this Subsection by showing that Question B Rel has a negative answer and that Question B' also has a negative answer, when we do not require that C(V (f ), 0) or C(V (g), 0) need to be a linear subspace. Here, as it already was remarked in the Introduction, we cannot use A'Campo-Lê's Theorem as it was used in [2] . Proof. In the paper [2] the authors showed that the family {V t } of hypersurface singularities defined as zero locus of f t = z 12 + zy 3 x + ty 2 x 3 + x 6 + y 5 is topologically equisingular. In fact, they showed that there exists a family of homeomorphisms {ϕ t :
However, in(f t ) = zy 3 x + ty 2 x 3 + y 5 = y 2 (xyz + tx 3 + y 3 ) for t = 0 and in(f 0 ) = y 3 (xz + y 2 ). Thus, m(C(V (f t ), 0), 0) = 4 for t = 0 and m(C(V (f 0 ), 0), 0) = 3. Therefore, by Proposition 3.5 in [15] , C(V (f t ), 0) is not homeomorphic to C(V (f 0 ), 0) for any t = 0, which finish the first part of the proof.
Moreover, as it was said by J. Fernández de Bobadilla in a private talk with the author, that family gives also a negative answer to Question B Rel . In fact, it is clear to see that k V (ft) (V (y)) = 2 and k V (ft) (V (xyz + tx 3 + y 3 )) = 1 for t = 0, but
and
showing that V (f t ) and V (f 0 ) have different relative multiplicities, when t = 0 and this gives a negative answer to Question B Rel .
Lipschitz submanifold vs. parametric Lipschitz manifold.
Proof of Proposition 1.7. For each odd natural number k, let f : C k+1 → C be the polynomial given by f k (x 1 , ..., x k , z) = x 2 1 + ... + x 2 k − z 3 . We have that V (f k ) has a unique singularity at 0 ∈ C k+1 . Moreover, by Proposition in ( [21] , Theorem 2.10), there exist ε > 0 and a homeomorphism h :
However, it was proven in [9] that there is a diffeomorphism φ :
and S 2k−1 are compact smooth manifolds, we have that φ is bi-Lipschitz homeomorphism. Therefore, the mapping ϕ : R 2k → C k given by
In particular, C k is a parametric Lipschitz manifold.
Claim 1. C k is not a Lipschitz submanifold.
Suppose that C k is a Lipschitz submanifold. Then, since 0 ∈ C k , there exist an open neighborhood U ⊂ C k+1 ≡ R 2k+2 and a bi-Lipschitz homeomorphism φ :
is smooth at 0, which is a contradiction. Thus, Claim 1 is proven and we finish the proof.
We would like to remark that we cannot obtain counterexamples, like in the proof of Proposition 1.7, being complex analytic sets, since it was proven by the author in [26, Theorem 4.2] (see also Theorem 3.1 in [5] ) that if a complex analytic set X is a parametric Lipschitz manifold then X is smooth and, in particular, it is a Lipschitz submanifold.
2.3. Invariance of the degree by right equivalence. Let f : C n → C be a complex polynomial with degree d > 0. We write
where each f k is a homogeneous polynomial of degree k. Then, the tangent cone of
Definition 2.9. For each n ∈ N, let H n,∞ be the collection of all germs of homeomorphisms at infinity from C n to C n . Let T H,∞ ⊂ H ∞ := n∈N H n,∞ be the maximal subset with respect the inclusion satisfying:
i) If ϕ ∈ T H,∞ , then ϕ × id C ∈ T H,∞ ; ii) If ϕ ∈ T H,∞ and f, g : C n → C are complex polynomials such that ϕ(V (f )) = V (g) (outside of a compact subset), then there exists a homeomorphism φ : C ∞ (V (f )) → C ∞ (V (g)).
Example 2.10. If Lip n,∞ is the collection of all germs of bi-Lipschitz homeomorphisms at infinity from C n to C n , then by Theorem 4.5 in [13] , it is easy to verify that Lip n,∞ ⊂ T H,∞ .
As an application of the proof of Theorem 2.5, we obtain a result about invariance of the degree. Corollary 2.11. Let f, g : C n → C be complex polynomials. If there exists ϕ ∈ T H,∞ such that f = g • ϕ (outside of a compact subset), then deg(f ) = deg(g).
Proof. Suppose that deg(f ) > deg(g). If k = deg(f ), then we have that k > 1, since g cannot be constant. Let f k be the homogeneous polynomial formed by the monomials of f that have degree k. Let us definef ,g :
Moreover, since f k ≡ 0 and k > 1, we get that f k + t k cannot be a power of a linear form and, in particular,
is not a linear subspace. Now, let us defineφ : (C n+1 , 0) → (C n+1 , 0) byφ(x, t) = (ϕ(x), t). By item i) of the definition 2.9, we have thatφ ∈ T H,∞ . By item iii) of the definition 2.9, there exists a homeomorphismφ : (V (f k + t k ), 0) → (C n × {0}, 0). Thus, by Prill's Theorem (Theorem in [23] ), V (f k + t k ) is a linear subspace, which is a contradiction. Therefore, ord(f ) ≤ ord(g) and by similar arguments as in the proof of Theorem 2.5, we obtain also ord(f ) ≥ ord(g).
We would like to say that in general it is hard the degree to be preserved for some equivalence, as we can see in next example. In particular, a polynomial diffeomorphism does not need to belong to T H,∞ . Thus, by Example 2.10 and Corollary 2.11, we obtain the following particular case of Corollary 3.15 in [28] . 
Homeomorphism between two Nash Modifications
In this Section we show that Question B N ash has a negative answer when we consider real analytic sets. In order to do this, we need of some preliminaries.
Let X ⊂ R m be a path connected subset. Let us consider the following distance on X: given two points x 1 , x 2 ∈ X, d X (x 1 , x 2 ) is the infimum of the lengths of paths on X connecting x 1 to x 2 . Let us observe that Let us remark that Proposition 3.2 already was proven in ( [16] , Proposition 2.8 (a)). However, in his thesis ( [25] , Example 4.3.7), the author of this paper proved Proposition 3.2 for the case of a surface in R 3 with isolated singularity and as it was remarked in [16] , it is possible to generalize the proof in [25] to arbitrary dimensions and, thus, we present this generalization below.
Proof of Proposition 3.2. Since L is LNE, there exists a constant k ≥ 1 such that
It is enough to show that there exists a positive constant C such that d V (x, y) ≤ C x − y for all x, y ∈ V . Given x, y ∈ V , we can suppose that y ≥ x . If x = 0, then d V (0, y) = 0 − y = y , since V is a real cone with vertex at origin. If x = 0 and again using the fact that V is a real cone with vertex at origin, we have x x , y y ∈ L. Thus, given ε > 0, there exists a Lipschitz curve α : [0, 1] → L such that α(0) = x x , α(1) = y y and
Then, we define γ : [0, 1] → V given by γ(t) = (t y + (1 − t) x )α(t). It is clear that γ is a Lipschitz curve satisfying γ(0) = x and γ(1) = y. Hence, Therefore, by taking the limit as ε → 0, we obtain that d V (x, y) ≤ C x − y for all x, y ∈ V , where C = 2k + 1.
Definition 3.3. Let X ⊂ R n and Y ⊂ R m . A mapping f : X → Y is called inner Lipschitz if there exists λ > 0 such that is d Y (f (x 1 ), f (x 2 )) ≤ λd X (x 1 , x 2 ), for all x 1 , x 2 ∈ X.
A Lipschitz mapping f : X → Y is called inner bi-Lipschitz if its inverse mapping exists and is inner Lipschitz. When there exists an inner bi-Lipschitz mapping f : X → Y we say that X and Y are inner bi-Lipschitz homeomorphic.
Proof of Proposition 1.9. Let us consider V = {(x, y, z) ∈ R 3 ; z 2019 = x 2019 + y 2019 }.
Since the link of V , L := V ∩ S 2 , is a smooth submanifold of R 3 , connected and compact, then L is LNE. By Proposition 3.2, V is LNE. Therefore, by Theorem 8.3 in [3] , there exists β ≥ 1 such that (V, 0) and (X β , 0) are inner bi-Lipschitz homeomorphic, where X β = {(x, y, z) ∈ R 3 ; x 2 + y 2 = z 2β and z ≥ 0}. Since (V, 0) and (X β , 0) are LNE sets, then (V, 0) and (X β , 0) are also bi-Lipschitz homeomorphic. In addiction, X β has zero density at the origin if and only if β > 1. However, the tangent cone of V at origin is itself and, in particular, V does not have zero density at the origin, then β = 1, since an inner bi-Lipschitz homeomorphism preserves zero density (see Proposition 2.3 in [4] and Théorème 3.8 in [18] ). Moreover, (X 1 , 0) and (R 2 , 0) are bi-Lipschitz homeomorphic, since X 1 is the graph of the Lipschitz mapping f : (R 2 , 0) → (R, 0) given by f (x, y) = (x 2 +y 2 ) 1 2 . Therefore, (V, 0) and (R 2 , 0) are bi-Lipschitz homeomorphic, as well. Now, it is easy to see that there is no homeomorphism from V ′ N ash to R 2 ′ N ash sending η −1 V (Sing(V )) over η −1 R 2 (Sing(R 2 )), since η −1 V (Sing(V )) = ∅.
In particular, the above proposition says that to give a positive answer to Question B N ash in the case of complex analytic sets, we really need to use the complex structure of the sets.
