In social network analysis, the detection of communities-composed of people with common interests-is a classical problem. Moreover, people can somehow influence any other in the community, i.e., they can spread information among them. In this paper, two models are proposed considering information diffusion strategies and the identification of communities in a scientific social network built through these two model concepts. The maximum flow-based and the Erdös number-based models are proposed as a measurement to weigh all the relationships between elements. A clustering algorithm (k-medoids) was used for the identification of communities of closely connected people in order to evaluate the proposed models in a scientific social network. Detailed analysis of the obtained scientific communities was conducted to compare the structure of formed groups and to demonstrate the feasibility of the solution. The results demonstrate the viability and effectiveness of the proposed solution, showing that information reaches elements that are not directly related to the element that produces it.
Introduction
Web evolution and the increasing availability of data allow researchers to study the ways in which connections between people are established, and how they evolve over time. Social networks emerged to represent people and their relationships, and thereafter, many efforts have been made to analyze these networks, contributing to a better understanding of the social structures [45] . A relationship is defined as a specific contact or connection type between pairs of actors. Relationships may be direct, when an actor provides information and the other receives it directly, or indirect, when information reaches its destination through intermediate actors.
Since actors are directly or indirectly related, social networks play a key role in information diffusion, increasing the spread of new information and different points of view [2] . Facebook, for example, was very powerful in the Arab Spring in 2010 [20] and Twitter in the US presidential elections in 2008 [22] . More recently, these social networks were also powerful in the 2013 Brazilian protests [5, 46] . All these events are highly linked to social networking platforms, which contributed to disseminate information at specific moments.
Considering (i) information diffusion in social networks [17] , (ii) some social network analysis studies ( [16, 50] show that even two indirectly related people may be influenced by each other; and (iii) in previous studies from our research group in scientific social networks [41, 40] , the authors proposed models for scientific social network analysis that include information diffusion strategies, throughout indirect relationships among actors [17, 27] .
This paper aims to describe models capable of exploiting information diffusion in scientific social networks, i.e., how information propagates through people who have different potentials for spreading information (different tie weight). Our first objective is to build a scientific social network which allows developing studies to consider information diffusion in the network itself. It aims to analyze social network considering that all elements can somehow influence one another. Influence is related to the individual's ability to affect other people in a social network community. In general, in a scientific context, influential researchers tend to create or strengthen ties, as they can propagate their knowledge, reaching a larger number of people. Our second objective, with the construction of a scientific social network, is to consider the proposed models and the identification of scientific communities using the clustering algorithm k-medoids.
As contributions, the authors can highlight the development of two evaluation measures to analyze how information diffusion occurs between pairs of researchers, namely maximum flow and weighted resistance distance. These measures consider that information travels throughout all possible paths between two researchers, like cascade analysis in information diffusion studies [27] . As a result, the influence that researchers have over each other is calculated.
Another contribution is the modeling of a scientific social network using those two evaluation measures and the use of a clustering algorithm to find scientific communities. The resulting groups are compared in order to validate the weighted resistance distance and to evaluate which measure produces the most homogeneous groups. In homogeneous groups, people of similar scientific interest are engaged. In this paper, maximum flow and weighted resistance distance are used as similarity measures.
The paper has five sections, besides its introduction. The "Scientific social networks and information diffusion" section presents the background. The "Measurement models to define tie weight" section discusses the proposed measurement models. The "Case study" section introduces a case study and analyzes the feasibility of the proposed models. The "Final remarks" section presents the conclusions and future work.
Scientific social networks and information diffusion
The growth of social networks is due to the Web evolution, and researchers are dealing with its challenges. Some works include mining newsgroups [50] , predicting the popularity of links [35, 48, 52] and videos [8] , and discovering useful information and patterns from data streams in sensor networks [25] .
In addition, structure analysis of social networks helps in identifying critical regions and people [42] . Identifying them is a complex but essential task, as these elements are responsible for collaboration among all other peers in the network, and they are potential elements in information diffusion. Some studies have been conducted to gather information from social networks since appropriate aggregation of multiple social networks could offer a better opportunity for deep user understanding [38, 39] .
Scientific social networks are specific types of social networks where two scientists are considered connected if they have co-authored a paper [23, 32] . In the real world, the nodes of a social network tend to be tightly connected, forming groups of people who work together, named communities. This effect also occurs in scientific social networks where researchers who have high concentration of common edges define scientific communities [33, 34] . Recovering these communities has been a challenging task, and many studies on social network analysis have been developed in order to identify them [48, 50] .
In general, social network analysis involves the definition of a model to represent the relationship weights among researchers. According to [2] , the higher the edge width/ weight which defines the relationship between two individuals, the higher the influence that they exert on each other. Studies have shown that information spreads more easily between elements that have tighter relationships. However, looser relationships also play a key role in information diffusion [16, 24] .
By means of a network topology, the behavior of its elements is used with several objectives. There are studies that attempted to model developers' networks to explore the coordination performance of open-source software (OSS) [19] or the behavior of developers in OSS communities [21] . Both apply information diffusion measures to help understand those complex networks. This kind of analysis has been carried out in the health scenario, for instance, for the identification of influential members [37] or communities [11] .
This study differs from others in that it addresses (i) the identification of relationships and their quantification and its use by a clustering algorithm to identify scientific communities, (ii) considering information diffusion concepts, (iii) in relationship weight definition of scientific social networks in terms of direct and indirect influence, as well as tight and loose existing connections.
Measurement models to define tie weight
In some cases, social network analysis is carried out by a quantitative evaluation that indicates the link weight between related elements [16, 24, 44] . Based on such quantitative analysis, the weight of links between authors is defined, allowing not only the use of other metrics (degree, closeness, betweenness, PageRank, etc.) [43] but also the discovery of communities [50, 32, 14, 34, 49] .
However, quantitative analysis alone is not enough to evaluate the effect that indirectly related elements produced on each other. Many studies are being developed in order to evaluate information diffusion [2, 17] . As aforementioned, in these studies, all the elements of the social network have some influence on information diffusion.
Previous studies have shown that there is influence between peer researchers even though they are not directly related [41] . This indirect influence can be calculated in different ways. In this study, a comparison between the maximum flow-based model and the resistance distancebased model was made to evaluate the communication potential between nodes in a scientific social network.
Maximum flow-based model
The modeling process of the scientific social network was divided into three steps as follows: number of common relationships between researchers, age of the relationships that link these researchers, and loss of knowledge when the relationship between researchers is indirect [41] .
Common relationships between researchers
To generalize this model, Eq. (1) considers that there may be different types of relationships between researchers, such as project participation, co-authored publications, advisory work, and technical productions. This study took into account only the co-authorship relationship since the database used has no other relationship type.
where TR(α) a, b means the weight of relationships between researchers a and b weighted by the number of relationships of type i of these researchers, preventing relationships with the same frequency from having the same weight. In this equation, α i is the weight of relationship type i, t is the total number of relationship types, CR a;b i is the number of common relationships of type i between researchers a and b, and P a i and P b i mean the total relationships of type i of researchers a and b, respectively. The result of Eq. (1) is normalized by the natural logarithm and min-max normalization (Eq. (2)), and a connected graph is obtained.
where TR(α) is a matrix with all relationship values of each researcher pair.
Relationship's age
Another factor considered in a relationship is its age. Relationship's age is useful to indicate whether the relationship reflects a link of present elements or if it is just a connection that existed in the past. In this sense, a penalty function was added to Eq. (1) considering the relationship in terms of years, resulting in Eq. (3).
where TR(α, ρ) a, b is the weight of the links between researchers a and b considering the base year of the relationship; d is the relationship duration in years. Exact relationships (e.g., co-authorship) have lasted 1 year, d = 1 and it contributes only once to the relationship weight between the researchers. On the other hand, ongoing relationships have equal duration considering the number of years in effect (e.g., projects), so if the authors worked, for example, in the same project for 3 years, then d = 3, and it will be considered more than once in the relationship weight. RY is the relationship year, i.e., the year in which the two researchers worked together or when they started to work (co-authored, participated in the same project, and others); t is the total number of link types, α i is the relationship weight i, and ρ is as defined in Eq. (4).
where BY is the base year, and y is the year to be considered in the penalty, as previously defined. Figure 1 represents a graph of the penalty function. After Eq. (3), an M × M symmetric weighted matrix is obtained representing the relationship weight between each pair of researchers, where M is the number of researchers. As relationship weight represents the similarity between researchers, this matrix was named similarity matrix, as represented in Eq. (5).
Content loss in long relationships
Communication potential (relation weight) between two nodes is calculated using the maximum flow algorithm, which evaluates all possible paths between two researchers and consolidates the largest flow of knowledge that can be transmitted. This strategy is interesting since it considers all communication possibilities; however, it disregards the number of intermediate elements to define the relationship weight. Figure 2 illustrates this situation, in which A and B represent two elements of distinct groups, where it is necessary to bind element C to one of these two groups. This simple graph shows that there are two ways from C to A and B. Element C is directly linked to A, and C is linked to B through D and E. Using the maximum flow (MF) calculation, obtained as MF CA = MF CB = 4, i.e., 2 from the edge between A and C, and from the other path allows passing only 2 through the edge that links E and B. So, maximum flow between C and A is equal to the maximum flow between C and B. However, C is directly related to A, indicating a better communication between them. Formally, the network maximum flow problem can be interpreted as a graph flow problem. The social graph with flow is represented by G = (X, U, f ), in which f is a vector of dimension m + 1 and can be written in the
Vector f is the flow in graph G, and each of the components indicates the value of the flow between the elements of G. The social graph is represented in this study by a non-oriented graph, so the maximum flow coming out of x i to x j is equal to the maximum flow of x j to x i , for all x i , x j ∈ X.
Consider G as the social graph represented by SM defined in Eq. (5), X is the set of researchers, U is the set of relationships between these researchers, and f is the set of maximum flows between each pair of researchers. Thus, for any x i , x j ∈ X, the maximum flow between these two researchers will be equal to f w ¼ P v:ði;vÞ∈ E f iv , where i is the source node, v ∈ X\{i, j}, f iv represents the amount of flow passing from source i to node v and 0 ≤ w ≤ m.
The maximum flow was calculated using the EdmondsKarp algorithm [13] . This algorithm is a variation of the Ford-Fulkerson maximum flow algorithm [15] . The main difference between these two approaches is that the Edmonds-Karp algorithm targets the maximum flow between two elements considering the shortest paths. Thus, it is guaranteed that the algorithm will converge on a finite number of iterations, even for non-oriented graphs.
As the Edmonds-Karp algorithm considers the shortest paths, an adaptation was made in the algorithm so that the maximum flow was penalized with a percentage according to the path length.
In this context, it was considered that information is received by the researcher with a knowledge loss of N%, where N is the number of intermediate nodes between source and receiver. Thus, assuming that the maximum knowledge flow between A and B is MaxFlow a, b , the new relationship weight between them is given by Eq. (6).
At the end of the multi-relational scientific social network modeling process, the maximum flow matrix with resistance is achieved, which will be used by the clustering algorithm. Algorithm 1 shows the step-by-step of the maximum flow-based model. Erdös number-based model Michael Barr proposed the rational Erdös number model (RENM) as a distance measure (Michael [31] ). The idea was to consider a social network of researchers who have published together, as being akin to an electric circuit of resistances. To each person, a rational number is assigned representing the total resistance from that node to the center of the network-in this case, the famous mathematician Paul Erdös. If two researchers coauthored one paper, there would be a 1-Ω resistor between them. If they had two coauthored papers, then there would be two 1-Ω resistors connected in parallel, which, by the laws of electricity, are equivalent to a 0.5-Ω resistance. In Michael Barr's proposal, a paper that is written by more than two authors should be represented by a new node in the graph, and N/4 Ω resistors should be placed connecting that node to each one of the N authors involved. The RENM was intended as a distance measure to Paul Erdös, who coauthored many articles and is somehow related to most of the mathematical community. But the idea of representing a social network as an electric circuit of resistances can be applied in other realities, and it is possible to calculate not only distances to a center but also distances between each pair of people. If the distance between each node of a graph is to be calculated, then an algorithm can be used to identify groups of tightly connected nodes and to identify elements that have the shortest distance to all other elements of their groups, i.e., identify the medoids.
Weighted resistance distance
Most of the complexity in this model is related to the calculation of the total resistance between any two arbitrary nodes of an electric circuit of resistors. If our problem is simpler, and all resistors could have a nominal value of 1 Ω (as in Fig. 3 ), then a better-studied situation will be dealing with the calculation of resistance distance in the graphs.
To solve the resistance distance, there is a method named the determinantal formula, which was proposed by Bapat [4] .
To understand the determinantal formula, first, it is necessary to understand how the Laplacian matrix, denoted by L = L(G), of a graph is formed. For each of the nodes i and j, L ij = − 1 if i and j are connected or 0 otherwise. If i = j, L ij is the number of first neighbors of i. For the circuit above, L would be constructed as follows:
The determinantal formula states that the resistance distance between two nodes can be obtained by (i) building the Laplacian matrix of the graph, (ii) removing both the lines and the columns related to these two nodes, (iii) calculating the determinant, and (iv) dividing it by the number of spanning trees (Eq. (7)).
Since the number of spanning trees t(G) can be obtained by omitting the i th line and the i th column of L and calculating the determinant, another view of the determinantal formula can be seen in Eq. (8) .
Unfortunately, our preliminary studies showed that if all resistances are equal, no good groups are then identified. Thus, it is necessary to find an appropriate mathematical method to solve the circuit and obtain the effective resistance between each two authors.
The standard method to calculate the resistance between two points in an electrical network is to solve all equations provided by the first and second laws of Kirchhoff, and also by the Ohm's law [30] . Although being feasible, it would lead to very complex and tedious calculations. The formula for the determinant of the resistance matrix was derived by Bapat [3] and is shown to reduce to the formula obtained by Xiao and Gutman in the unweighted case [47] . Consequently, it was possible to calculate the effective resistance even if the circuit had different valued resistors.
Multiple terminals delta-star transformation
According to Michael Barr's original proposal, new nodes should be created to represent publications involving more than two people. Even though it is possible, the creation of more nodes would imply a bigger matrix, increasing the processing time of the algorithm that calculates the resistance distances. Therefore, this study worked with an alternative approach, which produces the same result, but does not raise the number of nodes.
The approach consists of a generalization of the wellknown delta-star transformation on resistive circuits [28] , and it was only possible because in this case, all resistances between the center point (publication) and the terminals (authors) are equal. So, when more than two people coauthored a publication, the star-like array of N/4 Ω resistors was replaced by a network of same valued resistors connecting each author to every other author, just like in a complete graph.
To calculate the precise value of the resistors that should be used, the determinantal formula for resistance was applied together with Cayley' formula [7, 9] for the number of spanning trees in complete graphs: t(K n ) = n n − 2 , resulting in Eq. (9), where n is the number of researchers.
The model in action A scenario consisting of three publications was considered to validate the proposal. The first one was coauthored by three researchers named 1, 2, and 3; the second one by researchers 3 and 4; and the last one by researchers 5, 6, 7, and 8. The application of multiple terminals delta-star transformation formula, described above, leads to the electric circuit of Fig. 4 . The weighted Laplacian matrix of conductance for this RENM network can be written as follows: and by applying the determinantal formula to compute the resistances between each two authors, the following values can be found: After obtaining the resistances between all pairs of researchers, we can run the k-medoids algorithm [18, 26] using the resistances produced by the previous calculations as distance measures between each author in the social network. For the above example, and considering K = 2, the first group was formed by elements 1, 2, 3, and 4 and the second one by 5, 6, and 7, showing that the model is, in some way, feasible. Algorithm 2 shows the step-by-step of the Erdös number-based model.
Case study
The case study was conducted in order to evaluate the measurement models proposed to define tie weight. The scope of the evaluation, based on the GQM method [29] , was described as follows: "To analyze the scientific communities generated by clustering techniques and/or information diffusion in social networks for the purpose of evaluating scientific communities homogeneity and compare the two proposed approaches in relation to information diffusion from the point of view of the researchers in the context of scientific communities obtained based on researchers' information diffusion potential in a scientific social network." Based on the scope of the case study, the main research question and three secondary ones were defined:
How are scientific communities organized considering individual influences and measurement models that quantify information diffusion among researchers from a scientific social network? RQ1: Which information diffusion approach produces more homogeneous scientific communities? RQ2: Does the use of cluster analysis retrieve real scientific communities considering the activities developed by the researchers? RQ3: Are researchers from the same scientific community connected through direct or indirect relationships?
In view of the above research questions, the case study was a suitable choice as a research method, considering that a contemporary phenomenon was evaluated, in its "real-world context," according to Yin [51] .
Dataset and case study process
Data for the construction of scientific social network were selected from DBLP, 1 one of the databases commonly used in scientific studies on social networks [10, 50] . For this case study, the data of five out of eight high-quality Brazilian institutions were extracted (COPPE/UFRJ, PUC-RJ, UFPE, UFRGS, and UFMG). Altogether, 169 researchers were analyzed from the area of Computer Science. Figure 5 shows the DBLP data used in this study in the form of a social network. The nodes were highlighted according to its degree. As can be seen, there are many relationships between the pairs of researchers, indicating that these researchers have co-authored more than once.
In summary, the network contains the following: number of relationships, 1401; clustering coeficient, 0.325; and network density, 0.035. In order to explore some complex network metrics, we plotted graphs. Figure 6 shows the betweenness centrality distribution of the scientific network. The betweenness centrality of a node reflects the amount of control that this node exerts over the interactions of other nodes in the network [45] . This measure favors nodes that join communities, rather than nodes that lie inside a community. As can be seen in the network of Fig. 5 , only three nodes have more control over other nodes. Figure 7 shows the closeness centrality distribution of the scientific network. Closeness centrality is the measure of how fast information spreads from a given node to other reachable nodes in the network [45] . We can observe that, excepted by the two nodes with high degree, there is no other node that stands out from the others considering this metric.
The neighborhood connectivity distribution gives the average of the neighborhood connectivities of all nodes n with k neighbors for k = 0,1,…. Figure 8 shows the neighborhood connectivity distribution for the network presented. As the neighborhood connectivity distribution is an increasing function in k, edges between highly connected nodes prevail in the network, i.e., nodes with more neighbors tend to have these neighbors more connected. On the other hand, nodes with few neighbors tend to have their neighbors less connected.
This case study follows the process illustrated in Fig. 9 with the following steps:
(1) Data extraction from DBLP and construction of the social graph where nodes represent researchers and edges represent their co-authoring relationships. This social graph was used by both proposed models and to compare them. (2) After construction of this social graph, the relationship weight (tie weight) between each pair of researchers was defined. The weight was defined by the two measurement models, previously described. (3) As a result of the application of these models, two matrices representing the communication potential between pairs of researchers were obtained. (4) In order to identify the scientific communities, the k-medoids clustering algorithm was applied to each of these matrices. (5) The obtained measurements were compared based on the quality of the clusters generated by each of them. 
k-medoids
The clustering algorithm developed aims to group researchers who have the greatest potential of communication with each other. To assist the development basis of the algorithm, the k-medoids algorithm was used [18] . As in the k-medoids algorithm, the proposed algorithm defined that k elements randomly represented the medoids. In the second step, each element of the data set is associated with the group (medoid) in which this element has the greatest potential for communication. In the third step, the medoids of each group are set once again, and the elements are regrouped.
The definition of medoids is based on the internal communication of each researcher group. The relationship weight of each researcher internal to the group is added, and the researcher who has the largest sum is considered the medoid of the group. After defining the new medoids, the algorithm comes back to the second step until there are no changes in the structure of the groups.
One of the biggest difficulties of some clustering techniques, including k-medoids, is in defining the ideal number of groups. Cluster analysis aims to identify homogeneous groups so that the sum of differences within the group (intragroup) is minimized, and the sum of differences among groups (intergroup) is maximized [1] . The groups are validated by evaluating which set of groups has the best grouping structure.
There are several techniques that can be used to assist in defining this number, such as PBM index, intragroup distance, and intergroup distance [6, 36] .
The sum of the intragroup differences is a good measure to evaluate the homogeneity of the obtained groups. This measure assesses the position of objects in the variables space within their respective groups, so it will indicate whether the objects of the same group are close to the medoid. This sum is defined by Eq. (10), where k is the number of groups, m is the number of elements in the group i, x j is an element of group i, and x i is the medoids of group i. The value of k, which produces the smallest sum of intragroup distances, indicates the ideal number of groups to the problem that is being solved.
Another inherent difficulty in the k-medoids algorithm is the initial setting of medoids because the result of the clustering process depends on the initial selection of these elements. Therefore, to select the best group, it is necessary to define the number of groups and the best set of elements that compose the initial medoids. In the next section, the details for setting these parameters and the results of clustering algorithm for the two proposed measurement models will be presented.
Experiments and results analysis
In this section, many experiments were conducted to analyze, compare, and evaluate the effectiveness of the two proposed models and answer the research questions.
Number of groups
To answer RQ1, it was necessary to set the number of groups and evaluate the best clustering, so the k-medoids algorithm was applied to the data generated by the two proposed measurement models. The value of k was evaluated in the range between 20 and 80 groups, and the values of seeds for random definition of medoids ranged from 1 to 199. At this stage, the internal costs of the groups were analyzed for each seed. However, the sum of the internal maximum flow and the sum of the internal resistance (models proposed in the "Measurement models to define tie weight" section) produce values quantitatively and semantically different. Thus, it was necessary to define a criterion to calculate the internal distance of the groups so that the two methods could be compared.
As illustrated in Fig. 9 , both models are based on a social graph where the relationship weight is defined by the scientific work done by them together. Since this graph is the same for both models, the intragroup distance (Eq. (10)) will be calculated based on it. It is worth noting that into the obtained groups may have elements that are not directly related to the medoid, i.e., there are elements that relate indirectly to the medoid. Thus, the distance between an element and the related medoid was calculated based on Dijkstra's algorithm [12] , which calculates the shortest path between nodes in a graph.
Dijkstra's algorithm was used by the groups obtained for each seed in order to calculate the intragroup distance. As a result, for each seed, the internal average distances of the groups and the variation of this average were calculated, as can be seen in Fig. 10 . The values in the graphs are ordered from smallest to largest average, i.e., from best to worst seed. As can be seen in Fig. 10a , the maximum flow-based model has the best result using seed 100, because this seed had the lowest intragroup average distances. On the other hand, seed 3 showed best results for the Erdös model (Fig. 10b) . The seeds that produced more homogeneous groups were selected for a more detailed study of the intragroup distances variation of the groups. With the aim of determining the best k value for each of the proposed models, a more detailed analysis was carried out considering seeds 100 and 3, as shown in Fig. 11 . Considering it, k = 43 was chosen because there was a decrease in the intragroup distance value in this partitioning and the values decreased slowly after that. So, for the maximum flow-based model, it was determined that the optimal number of groups is 43 and the best seed is 100. The same analysis was conducted, as illustrated in Fig. 11 , and k = 47 was chosen for the same reasons described above. Therefore, for the Erdös number-based model, it was determined that the optimal number of groups is 47 and the best seed is 3.
Average intragroup distances
To evaluate the behavior of the two proposed models, a detailed analysis was performed focusing on changes in the intragroup distances. Considering the boxplot graph, it is worth stressing the following three points: the first middle point (the median) and the middle points of the two halves. These three points divide the entire data set into quarters, named "quartiles" (Q1, Q2, and Q3). The distance between the first (Q1) and third (Q3) quartiles is a simple dispersion measure that represents the range containing the data on the average. This distance is named interquartile range (IQR), represented by the box on the chart. IQR can be used as a measure of how the values are spread out. If IQR is small, data dispersion is lower, i.e., the data are more homogeneous. The maximum flow model has a lower interquartile range than the Erdös model, which suggests that the clusters produced from its data are more homogeneous. On the other hand, the Erdös model showed a larger interquartile range and with higher values. This issue indicates that the clusters of this model are less homogeneous since there is a greater dispersion of the average intragroup distances and the average value is likewise higher. The graphs in Figs. 12 and 13 represent the variation of the intragroup distances for each group considering all seeds, i.e., for each value of k, the clusters were generated using all seeds , and the intragroup distance variation is in the k-group boxplot. As expected, a smaller number of groups produces a greater variation average of the distances. Thus, with an increase in the number of groups, there is a decrease in these mean values. The maximum flow model has its interquartile range (variation around the median) always smaller than that of the Erdös model. This is another indication that the maximum flow model produces more homogeneous groups than the Erdös model does, regardless of the number of clusters.
Group elements
To answer RQ2, another important analysis related to the element distribution in the groups was conducted. The purpose of the analysis was to check which model could distribute more evenly the elements between groups, reducing the number of groups with a single element. The graph in Fig. 14 shows this distribution.
According to Fig. 14 , there is a tendency that larger groups produced by the maximum flow model have fewer elements than the larger groups produced by the Erdös model. Moreover, the maximum flow model tends to increase the smaller groups, while the Erdös model produces a greater number of groups with fewer elements. While the Erdös model has the lowest average intragroup distances, as shown in Fig. 10b , this model produces many groups with few elements. The maximum flow model tends to produce groups with a better distribution of elements. Figure 15 shows the obtained result from the Erdös model, each rectangle indicates the researcher number, and the ones in parentheses indicate the group number to which they belong. The large areas behind researchers represent the institutions to which they are affiliated. It was possible to validate the cluster generated by the Erdös model by comparing it to that obtained by the maximum flow model, previously validated in Ströele et al. [41] . An important feature of the measurement models is the possibility of considering all the alternative paths between two elements to define their relationship weight. This feature answers RQ3, as can be seen in Fig. 15 , where elements 50392 and 373964 are in group 46 due to their strong relationship with medoid 73438, and the relationship among them is defined by intermediary elements.
After the case study, it can be stated that both approaches produce good clusters, but the maximum flow-based approach produced more homogeneous groups with better distribution of the researchers among them. Moreover, the results showed that researchers participating in the same community could be indirectly related.
Final remarks
All elements in a social network have some influence on information diffusion. In addition, information reaches elements that are not directly related to the element that produces it. Therefore, this paper proposed two models (maximum flow-based model and Erdös number-based model) capable of measuring the influence that elements of a social network have on each other, even if they are not directly related.
The Erdös number-based model is a new approach for calculating resistance distance, which allows weights to be applied to resistance, considerably increasing the applicability of resistance distances in real-world applications. The maximum flow-based model is another way of calculating the relationship weight, which considers the maximum amount of information to be transmitted between two elements of the social network.
Both models were applied to scientific social networks built using the DBLP database, and a clustering algorithm (k-medoids) was used to identify scientific communities. These communities are composed of researchers who have great potential for communication among themselves. The obtained results allowed us to carry out a detailed analysis about the behavior of these models when identifying the scientific communities analyzed to assess whether the Erdös model also produces a good measure to set the relationship weight compared to the maximum flow model. This analysis shows that the results were satisfactory for both models.
By means of a case study, both the analyses and the obtained results confirmed the effectiveness of our approach using weighted resistance distance calculation in scientific social network analysis. However, additional experiments are needed so as to carry out a qualitative analysis.
As future work, the authors intend to improve the Erdös number-based model so that the elements connected by intermediate nodes can reduce their weight in the relationship, as proposed by maximum flow-based model. Thus, the distribution of elements in the groups can be enhanced, producing a smaller number of unit groups.
In this study, we considered only the Laplacian matrix for weighted graphs in the definition of the RENM. However, the spectral graph theory studies the structural properties derived from the matrices that represent graphs. The latter lead to the spectral properties of the representation matrices, which are the central element of the spectral theory of graphs. In this sense, as the spectral graph theory deals with matrices of weighted graphs similar to Laplacian, as future work, we intend to improve the RENM by considering other matrix representations.
Moreover, considering the complexity to set the parameters of k-medoids algorithm, the authors intend to explore other clustering algorithms that do not require these settings, such as density-based clustering algorithms.
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