Adaptive control of unmanned aerial vehicles has gained recent interest in the field of flight control. Control algorithms seek to provide robustness in the presence of uncertain parameters, unmodeled dynamics, external disturbances or failure situations. As adaptive control algorithms are a priori designed to account for uncertain system dynamics and determine the system parameters online they provide a promising approach to improve the robustness of the control system w.r.t. parameter uncertainties. In this paper, we present an adaptive attitude controller for a quadcopter utilizing the full dynamic bandwidth of the system. The concept of Model Reference Adaptive Control is used in combination with a nonlinear control structure based on the method of nonlinear, dynamic inversion. Standard robustness modifications are used and adapted to the specific application on the quadcopter in order to ensure long term stability and robustness against unmodeled dynamics as well as external disturbances without persistent excitation. The focus is fast and robust adaption, so that even complete resets of the adaptive system in flight are possible. Further issues like unbounded growth of adaptive gains or integrator wind-ups due to actuator limitations are accounted for in the control structure and are successfully prevented. A small quadcopter is used as experimental platform, which enables the authors to perform real flight experiments without the need for expensive flight tests on larger systems. Therefore, all algorithms are optimized to run at high update rates on the onboard microprocessor hardware. The fast update rates of 1 kHz of the control loops are one key feature to achieve the high performance of the system. The tools based on MATLAB/Simulink to design the control system, the implementation and the optimization for the onboard hardware are presented as well as the quadcopter itself. Experimental results prove that a highly adaptive control system is able to handle a wide variety of external disturbances or parameter changes. To show the capabilities and verify the controller design, flight test results are presented for the following three extreme failure and uncertainty conditions: 1. Simulated power loss of a certain motor; 2. Disturbance due to external weight hung on a quadrocopter arm and cut off during flight; 3. Complete gain resets to zero during flight. The experimental results show that the adaptive controller can adjust fast enough to maintain stability and restore a desired transient performance under these adverse conditions. The presented adaptive control system and the implementation on the quadcopter and its microprocessor hardware using the simple MATLAB/Simulink framework is a starting point for ongoing research and development of adaptive algorithms on Micro Aerial Vehicles. It enables one to perform low cost validation of control algorithms in real flight experiments without the need for intense knowledge of programming languages or hardware design.
I. Introduction
MALL and light-weight flying machines, the so called Micro Aerial Vehicles (MAVs) gained a lot of popularity in the past years. These flying machines can accomplish a variety of tasks e.g. in the fields of search and rescue, industrial inspection or observation. Other applications for the small and light-weight flying platforms are in the field of education and research. Due to the ongoing minimization of powerful computer hardware and the increasing computing power of micro controllers, MAVs can also be used for a variety of experiments e.g. in the field of navigation and sensor data fusion or flight control. Compared to flight experiments with manned aircrafts, nearly no legal permissions are necessary and the time and effort for the experiments is minimized. The small machines can even tolerate some crashes and can be tested indoors as a kind of "lab flyer"
An example for a MAV is the quadcopter, a helicopter driven by for rotors, symmetric to the center of mass. Figure 1 shows a standard quadcopter, available out of the box and ready to fly. The control of the quadcopter is done only by changing the rotation speed of the propellers. Two of the propellers are spinning clockwise and two counterclockwise. Having all propellers spinning at the same speed, the angular momentum is balanced in all axes because of the left and right spinning propellers. To turn around the vertical (yaw) axis for example the right spinning propellers are slowed down and the left spinning propellers are speeded up. The overall thrust stays constant and as a result of the changing angular momentum, the quadcopter will turn right. The cross (pitch) axis as well as the front (roll) axes are not affected because the left and right spinning propeller pairs are mounted on the opposite sites. To turn around the roll axis to the left side for example, the right motor is speeded up and the left slowed down. As both propellers are spinning in the same direction, the total angular momentum around the yaw axis is zero and this axis is not affected. Speeding all motors up or down results in ascending or descending, without effecting pitch, roll and yaw. This control scheme is basically used to "mix" the control signals to the four motors and to control all axes independently. To generate the control signal and to stabilize the quadcopter, a flight controller is necessary. For such a control system there are basically two approaches: Many manufactures and research institutes follow the approach of complex mathematical models and algorithms. Usual update rates of the control systems are 100 to 200 Hz. Combined with slow motors and big propellers it is possible to control a stable flight, but just for slow maneuvers. The low update rates demand precise models and exact algorithms because small linearization errors can result in instability. A completely different approach was presented in Ref. 1: All components are optimized for fast reactions to ensure a continuous update rate of 1 kHz. Based on this high update rate, high stability, high bandwidth and high maneuverability could be achieved. The intention is now to combine the high update rate with nonlinear and adaptive control algorithms to utilize the full bandwidth of the system. This paper is based on Ref. 2 , where a second order nonlinear attitude controller based on the concept of dynamic inversion is shown. The design of this controller leads to an analysis of parameter uncertainties and to an adaptive control concept. As mentioned above, at first the concept of nonlinear dynamic inversion is applied, which can be found in standard text books like Ref. 3, 4 and was presented in detail in Ref. 5 . The idea behind this method, is to linearize the system for the entire operating range without neglecting nonlinear effects. To do that, a physical model of the system is dynamically inverted. The result is a dynamically input output linearized system. For the control algorithm applied on this linearized system, the well known linear methods can be used.
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Figure 1: Quadcopter
Second, model reference adaptive control (MRAC) is used to compensate for parameter uncertainties. A good overview of this concept is given in Ref. 6 . As the name suggests, the concept is based on a reference model whose dynamics should be matched by the plant using adaptive elements. Figure 2 shows a standard structure of a direct MRAC controller. The controller is adjusted by an adaptive law using the system input r and the controller error c e . The control error is the difference between the system output P x and the output of the reference model M
x . The reference dynamics can be chosen by the designer, but the choice has to be physically reasonable and the designer has to be aware of the control authority and dynamic limitations. Based on Lyapunov analysis the adaptive laws are derived, so that stability of the closed loop system is guaranteed and the error between the plant and the reference dynamics converges to zero asymptotically.
In general, there are two types of MRAC 6 : Indirect and Direct MRAC. In the direct approach, the control error c e is used to adapt the controller to compensate for the unknown plant parameters. In the indirect approach, an identification model is implemented to indentify the unknown parameters which are used to calculate the control parameters. For the quadcopter controller, the direct approach will be used in this work. In the following sections an adaptive controller will be derived. As this work is focused on the implementation of the overall system on a flying quadcopter, the needed theoretical background will be given step by step as far as it is needed for this controller instead of a general overview. However, the MRAC approach has been treated in standard textbooks on adaptive control and for more detailed information the reader is referred to Ref. 6-9.
II. Hard-and Software Implementation
As flying hardware the quadcopter "AscTec Hummingbird" 10 , equipped with the "AscTec AutoPilot" 10 , is used. This quadcopter is the consequent improvement of the one described in Ref 7 and shown in Figure 1 . Using the small quadcopter for experiments, the time to test new algorithms is minimal as no long planned and expensive flight tests are necessary. Tests can be made indoors, or even in the hand to test controller reactions. For further flight tests, a small field is sufficient and no legal permissions are required.
The Flight Control Unit (FCU) on this vehicle is equipped with two ARM 7 60 MHz, 32 Bit microcontrollers. One controller, the low level processor (LLP) is responsible for all the hardware management and IMU † † sensor data fusion. A basic attitude controller is implemented as well on this processor. The LLP is delivered as a kind of black box with clearly defined interfaces to additional components and to the high level processor (HLP). To operate the quadcopter, only the LLP is necessary. Therefore, the HLP is free for experimental code. All relevant IMU data is provided at an update rate of 1 kHz via SPI ‡ ‡ . Furthermore in case of failures on the HLP a fallback for low level control to the LLP is implemented.
For the programming of the HLP a Software development Kit (SDK) is available featuring all basic functions and acting as a kind of operating system. This SDK was further developed at the Institute of Flight System Dynamics together with Ascending Technologies to a framework for quadcopter programming using MATLAB/Simulink. The HL-SDK provides all tools necessary to program custom C-Code and to flash and debug the code on the processor. Simulink provides the well known environment for graphical programming and control system design. Together with MATLAB, it is a very powerful tool for mathematic development and control system design. Here, it is used to design the control system without the need of programming knowledge. The control † † IMU: Inertial Measurement Unit ‡ ‡ SPI: Serial Peripheral Interface is a synchronous serial data link. On the AscTec AutoPilot, it is used for fast chipto-chip communication 
III. System Dynamics and Uncertainties
As a first step for the design of the control system, the quadcopter dynamics are analyzed as for a reliable controller design, at least the structure of a precise system model hast to be known. In Figure 3 , the quadcopter dynamics are shown:
The four rotational speeds   T 14 nn of the motors result in body fixed moments L, M, N and a total thrust, defined by the quadcopter geometry and the motor and propeller dynamics. F denotes the thrust of one propeller and n its rotational speed. k n is a motor and propeller specific constant for the conversion rotational speed to thrust. M Prop denotes the motor torque and can be calculated using the constant k m . Both constants are averaged using test bench data 2 . Thus the force and moment produced by one motor are given by
With the lever arm length r the resulting moment at the center of gravity can be denoted by
Defined by the angular momentum dynamics, these body fixed moments L , M , and N result in angular accelerations 5 :
The angular rates p, q and r are the inputs for the attitude dynamics, resulting in the attitude angles 5  ,  and  :
1 sin tan cos tan p 0 cos sin q sin cos r 0 cos cos
Figure 3: Quadcopter Dynamics
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The total thrust T can be neglected for attitude control but is important for position and height control. This dynamic structure of the quadcopter can easily be analyzed, but parameters like, the moments of inertia, motor and propeller data are only known vague. Big effort is needed to identify these parameters by experiments or simulations. It is obvious that the uncertainties are connected to the angular momentum dynamic and two the motor and propeller parameters in the first block. In contrast, the attitude dynamics are purely trigonometric without any parameter uncertainty. This leads to the idea of a cascade controller structure with an adaptive rate loop and an attitude controller as outer loop as shown in Figure 4 . In the outer loop, no adaptive elements are needed as the inner loop compensates for the mentioned uncertainties.
IV. Adaptive Rate Loop
In the following, the adaptive rate loop is designed based on a direct MRAC structure.
A. Plant and Reference Dynamics
The plant dynamics are given by the following equation:   * p f x ,u includes the geometry of the quadcopter, the moments of inertia, as well as the nonlinear rotational forces based on the equations in section III. At this point, the linear correlation between propeller thrust and moment (Eq. (2)) is important. The equation can be split into a linear and a nonlinear part:
As the structure of ' P B is known, the following simplification can be made: 
It is important that the motor thrusts are used as input values. In the end rotational speeds are commanded to the motors, which can be calculated by Eq. (1). The constant m k is again an uncertainty, but its linear effect can be f (x ) can be simplified and reshaped. At this point, the used coordinate system is assumed to be a principal system because of the quadcopter's symmetry. Thus, the inertia tensor has diagonal shape, i.e. all the products of inertia are zero. 
As an additional uncertainty, a constant disturbance is added here. The constant disturbance d is written by  
So the problem is to identify or compensate the uncertain parameters P A , P α and d . The objective is to find a control-law and the corresponding adaptive laws in order to make the plant behavior match the reference dynamics.
B. Adaptive Control Laws
The following control law is used with x,r, ,d Θ  as adaptive gains: 
Applying the control law on the plant dynamics leads to the closed loop structure: 
The following stable reference model is used:
7
By comparing the reference and the closed loop dynamics, the matching condition can be derived. Therefore, the existence of ideal parameters, marked by ()*, is assumed, so that the plant will match the reference dynamics.
The matching conditions now can be inserted in the error dynamics resulting in:
With the parameter error expressed by , convergence of the parameters to their true values cannot be followed and convergence of the parameters can only be achieved if the system is persistently excited. However, convergence of the control error to zero can be followed from Barbalat's Lemma 7, 11 .
In conclusion, it can be shown that using the adaptive laws in Eq. (22) the error dynamics are asymptotically stable, but there is no convergence of the parameters to their true values 7 .
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V. Attitude Loop
To design the attitude loop (see Figure 4) , the concept of nonlinear, dynamic inversion 5 was chosen. The needed correlation between the attitude angles and the body fixed angular rates is given by Eq.(5). As stated before, this dynamics are independent of model parameters and thus has no model uncertainties. The performance is highly dependent on the rate loop which was previously designed by the adaptive controller to compensate for model uncertainties.
The attitude angles are defined as system states and outputs:
The input signals are the commanded angular rates:
It is obvious, that all first and only the first derivatives of the outputs are influenced by the inputs. Thus, the system has three times relative degree one 5 . As the system also has only three states, there is no internal dynamics.
C. Inversion of the Attitude Dynamics
The following pseudo controls are defined:
The linearizing state feedback, the inversion of Eq. (25) and can be used for the implementation: 
D. Reference Model
To generate the reference trajectories, a first order reference model is needed, as only the first derivatives of the attitude angles can be commanded through the inversion:
E. Error Control
Because the system is input output linearized, a simple linear error controller can be used. In the attitude loop no modeling error has to be compensated as the inversion is purely trigonometric. But errors might also occur due to numerical or sensor errors. This errors lead to a difference between the first derivatives of the outputs y and the pseudo controls ν . This difference is propagated to the outputs by the one integration of the relative-degree-one American Institute of Aeronautics and Astronautics 9 system and will result in a deviation between the commanded reference value and the system output as the system is not stable because of the pole in the origin of the complex plane caused by the integrator. Therefore the stabilizing error controller is needed.
The error dynamics can be interpreted as first order lag. A stable eigendynamic can be set by P k 1 / T  , where the Time constant T is chosen based on considerations on the achievable system dynamics. In addition, the error controller can be extended by adding an integrator for steady state accuracy. The error controller is now expressed by:
 
ref p i e y k e k s      (30)
F. Pseudo Control Hedging
The concept of pseudo control hedging is presented in Ref. 12 to account for the actuator dynamics and for actuator saturation. In this case, the inner loop is seen like an actuator for the outer loop. So the idea is to use the measured angular rates in the inner loop to propagate the attitude and slow down the reference model if necessary. Using this concept, it should be possible to reduce the time scale separation without the risk of instability caused by actuator saturation. Furthermore, pseudo control hedging hides the actuator dynamics from the error dynamics 5 . Therefore, actuator saturations will not cause integrator wind ups or unbounded growth of adaptive elements as the reference model will not command any values, the system cannot follow. The effects on the robustness of the adaptive laws will be addressed later in section VI. But the drawback is that using pseudo control hedging stability of the reference model cannot directly be followed by the choice of the reference model parameters because the reference model is now strongly influenced by the model, the actuator dynamics, and actuator saturations.
For the pseudo control hedging equations, the difference between actuator state and actuator command is marked by the index "c". The difference between the real model dynamics and the assumed model dynamic are marked by ^ for the assumed dynamics. 
VI. Robustness Modifications
After empirically tuning of the adaption rates, all adaptive gains adapted to match the quadcopter dynamics. Even complete parameter resets during a flight are possible. But a stable flight was not possible longer than 30 s. After this time, the adaptive gains started to drift away until the quadcopter became unstable. The reasons are unmatched uncertainties, unmatched dynamics, or sensor noise. To increase robustness against these effects, there are basically two methods, presented in Ref. 7 . One is the persistent excitation of the input command, and the other is a modification of the adaptive laws. For an aircraft, the concept of persistent excitation can be used for parameter identification purposes. For the control task, the input command is issued by the pilot and depends on the desired flight path and not on a pattern specially designed for robustness. However, there are methods for persistent excitation of internal signals or signals which do not influence the desired flight path and pilot commands 7 . For the quadcopter application, the topic of robustness is addressed in the following by modifications of the adaptive laws.
G. Dead Zone
The adaption is switched off, if the control error is smaller than the predefined bound i,max e . The problem is to find a reasonable bound as it implies a tradeoff between robustness and performance. The more conservative the bound is, the larger the control error will remain. For the quadcopter application, the dead zone modification is used to eliminate the effects of sensor noise on the adaption. A reasonable value was determined based on the stored sensor signals during a test flight in stable hover conditions. The dead zone is set to +/-0.2 rad/sbased on the measured sensor data shown in Figure 5 .
H. Bound on the Parameters
The next concept is to limit the parameters. To do that, meaningful bounds need to be known. This requires a good knowledge about the uncertainties and the modeled system as well. Furthermore, a bound on the parameters does not solve the problem of parameter drift. For the quadcopter application no bound is used because it would hide the real performance of the system. It is the aim to find adaption rates and robustness modifications so that no parameter bound is necessary. Of course, for "real" flight applications the parameters should be bounded, e. g. based on simulations or experimental results. Furthermore the switching of the adaptive gains should to be implemented in a smooth way like presented in Ref. 8 .
I. σ-Modification and e-Modification
For the σ-modification an additional damping term is added to the adaptive law. With the additional parameter, the adaptive law becomes:
A drawback of this modification is that the term  xx ΓΘ acts as forgetting factor: As long as the error is close to zero, this term is the active part in the adaptive law, drawing the adaptive gains back to zero. This problem occurs e.g. if the reference command is constant during a long period To solve the problem of the σ-Modification that the adaptive gains are drawn back to zero if the error is close to zero, the modification can be implemented in a switching way. Such a scheme is suggested e.g. in Ref. Like the σ-Modification, the e-Modification was implemented on the quadcopter. The choice of the design parameter σ states a problem as it determines the robustness w.r.t. unmatched and nonparametric uncertainties. For the quadcopter it was chosen empirical. The adaptive gains were monitored during the flight. A σ set too small still allowed the gains to drift. The result was instability over time if the input command was not persistently excited. σ set to large limited the adaptive performance of the system.
In general, the modification works well. But a problem appeared if the quadcopter is flying in a stable hover flight and is then excited in only one axis: As long as the quadcopter is not excited the error is close to zero. The emodification is not active and the parameters are nearly constant. Once the system is excited in one axis, the error is not close to zero anymore, the e-modification is active and the adaptive gains in the other axis converge to zero as the damping term in the adaptive law is dominant. For the adaptive gains r Θ , this problem is even more relevant, because the damping term in the adaptive law is proportional to the norm of the error and the first term is proportional to the input command. (See Eq. (36) ). The norm of the error can be increased by an error in all axes of the quadcopter but the adaptive gains for a certain axis depend on the input command in this axis. If the quadcopter is excited e.g. in the body fixed x-axis by an input command, resulting in a control error, the column relevant for the y-axis of the adaptive gain matrix r Θ will converge close to zero.
J. Axis separation of the e-Modification
To avoid the problem described above, the e-modification was separated for the different axes. Instead of scaling the damping term by the norm of the error, it is now additionally scaled by the absolute value of the error in each control axis: This new modification was applied on all adaptive gains. As far as the test could be made with the quadcopter, this modification combined with a dead zone on the control error ensures robustness and stability over all tested flight situations. Results of the performed test flights are summarized in section VII.
K. Pseudo Control Hedging in the Attitude Loop
Applying the robustness modification as described above, stable and robust flights in all situations, controllable by the pilot are possible. Even complete parameter resets during the flight were performed. But a general problem for adaptive systems still exists: If the adaption in an aircraft is activated on the ground, far too big adaptive gains will be the result. The same happens on the quadcopter. Once the quadcopter hits the ground or touches an obstacle, the obstacle is adapted and the parameters increase far too high for normal flight. In most cases these high parameters were drawn back by the damping terms in the adaptive laws. But starting from the ground or landing with the adaption activated was not possible. Starting with the adaption switched off and activating the adaption in flight was not possible either, because the parameters are all initialized to zero. Until now, it is only possible to hold the quadcopter loosely in the hand, switch the adaption on and start out of the hand. Of course one solution would be to initialize and limit the parameters to reasonable values, but the general idea was to build and initialize the adaptive system without parameter knowledge. The source of the problem is that any small error in the attitude loop will command an angular rate to the adaptive rate loop to compensate for the error. If the quadcopter is fixed on the ground or hits an obstacle, the actuators are not strong enough to compensate for that. The actuators are saturated and the error controller still commands an angular rate. The result is that an integrator in the attitude error controller will wind up and the adaptive gains will grow unbounded.
The concept of pseudo control hedging was introduced in Ref. 5, 12 to solve these problems. Pseudo control hedging hides the actuator dynamics from the error dynamics. This is exactly what is necessary here. Due to the cascade structure of the attitude controller in this chapter, the adaptive rate loop is seen like an actuator for the attitude loop. The pseudo control hedging described in section V for the attitude loop hides the dynamics and saturations of the rate loop from the attitude loop error controller. Thus, the error controller will no longer command any angular rates, the rate loop cannot follow. Herewith, not only the integrator in the error controller is protected from windups but also the adaptive gains from unbounded growth caused by actuator saturations. The results are shown in the plots in the following section.
VII. Flight Test Results
In this section, the performance of the adaptive system is summarized and shown by plots of flight experiments. Due to the combination of the robustness modifications, the adaptive rates could be tuned further based on experimental results. The following adaption rates and robustness modifications are used:
Adaption rates: 
Axis separated e-modification: x 
L. Parameter Convergence
In Figure 6 , the elements of the adaptive gain matrix x Θ are shown together with the pilot's command signal. For better visibility, the command signals of  are scaled by 1/5. In this experiment, the input signals are either persistently excited or constant for some time. At the beginning of the experiment, all gains were initialized to zero and the quadcopter started from the ground with the adaptive controller engaged. In the plots, activity of the adaptive gains is visible once the corresponding axis is excited by the input command. In non excited phases, the gains seem to be stable and are not drifting away once they have converged to their final value close to 0.2 for the xand y-axes and 0.5 for the z-axis. Figure 7 shows the ability of the controller to track a commanded input signal. The shown data is again from the same test flight as the adaptive gains shown in the previous plot. The plots show a nearly perfect tracking of the commanded signals in the three control axes  ,  and  . In the plots, the pilots stick command is plotted together with the attitude loop's reference model signal and the IMU sensor measurement.
M. Input Signal Tracking
N. System Parameter Changes or External Disturbances
To show the system's reaction on parameter changes, a switch on the remote control is programmed to divide the output command signal of one motor by two. Figure 8 shows the logged data of this experiment. In the first plot, the pilots command, the reference signal and the IMU measurement for the attitude angle  are shown. The second plot shows the adaptive gains d Θ . These are the adaptive gains to compensate for constant disturbances acting similar to an error controller with integrator. The difference to the integrator in the attitude loop error controller is that these adaptive gains are separated for each motor and not for control axes. In the third plot, the signal scaling of the motor command is shown.
In the experiment, at first the "disturbance" was activated. The adaptive gains compensated this disturbance from the beginning on and converged to the values shown at t=35 s in the plot. It is obvious that one motor, the one which is scaled, has a higher gain to compensate for the missing power. Once the disturbance is switched off (t≈38s), all the gains converge to similar values (close to zero). The reaction on the disturbance is obvious. Once it is switched on again (t≈71s) the gains adapt back to the old values. In the first plot, the attitude reaction is shown. At the time the disturbance is switched on or off, a short disturbance in the attitude is visible until the gains have adapted to the new situation. Once the gains have adapted to the disturbance the tracking of the system is as good as before. A similar, but more impressive experiment was performed having the "external disturbance" hang on one motor like shown in Figure 9 and cutting it off during flight. The result is similar to the one shown for motor scaling above.
O. In-flight Parameter Reset
The final experiment is the parameter reset in flight. The results are shown in Figure 10 : At about 67 s, all adaptive gains were reset to zero and the adaption activated again. The plot shows the attitude reaction in the  axis compared to the pilots command as well as the first two columns of the adaptive gain matrix x Θ , the most critical part of the adaptive controller. During the parameter reset, the attitude error in the  axis grows up to about 0,4 rad (= 22°) and is compensated within split seconds by the reactivated adaptive controller. This experiment proves the performance of the adaptive system and how fast it can adapt the quadcopter's dynamics. 
VIII. Conclusion
Especially the last experiment, the complete parameter reset in flight proofs the performance of the implemented quadcopter controller and the enormous potential of adaptive systems. However there are still robustness issues to solve leading to a bound on the adaptive gains for real flight situations. Therefore, the described adaptive controller and its implementation on the quadcopter will remain experimental but is meant to be a good starting point to perform experiments in real flight situations without legal considerations. The presented concept of using well known tools like MATLAB/Simulink on a small MAV Hardware should provide an opportunity for students and researchers to easily get in touch with real flight experiments.
