Abstract. In this paper we give a streamlined proof of an inequality recently obtained by the author: For every α ∈ (0, 1) there exists a constant
Introduction
Let α ∈ (0, d) and define the Riesz potential of order α by 
to hold for all f ∈ L 1 (R d ) is a classical result in harmonic analysis (see, e.g. p. 119 in [23] ). This has led to various replacements, for example a weak-type estimate which has been pioneered by A. Zygmund [25] : For α ∈ (0, d) there exists a constant C = C(α, d) > 0 such that
for all t > 0 and all f ∈ L 1 (R d ). With more assumptions one can obtain an estimate in the correct scaling Lebesgue space, for example the following consequence of the Hardy space estimate of E. Stein and G. Weiss [24] : For α ∈ (0, d) there exists a constant C = C(α, d) > 0 such that While the estimate (1.2) is optimal on this scale of spaces -which are the natural spaces to consider when one takes into account the integrability of the fundamental solution to the associated differential equation -the estimate (1.3) admits improvements. In particular, it was first observed by A. Schikorra, the author, and J. Van Schaftingen in [16] that one does not need the
It was then subsequently proved by the author in [22] that one has the optimal inequality on the Lorentz scale: Let d ≥ 2 and α ∈ (0, d). There exists a constant C = C(α, d) > 0 such that
Here we have utilized differential formulations of the inequalities in terms of the fractional gradient D α -the latter can be found on p. 16 of [22] -which one can compare with (1.3) by taking u = I α f . The choice to use D α as an intrinsic object, in contrast to the classically studied fractional Laplacian, Riesz potentials, and Riesz transform is motivated by its analogy with the gradient, which has been studied, for example, in the calculus of variations [20, 21] , in partial differential equations [18, 19] , in relation to the theory of functions of bounded variation in [3] , in continuum mechanics in [17] , and in the Hardy and Sobolev inequalities established in [16, 21, 22] . Notably there are places where the two differ, as for example in the work of G. Comi and G. Stefani [3] , where among other results they prove that the fractional gradient does not admit a coarea formula.
The purpose of this paper is two-fold: First, we give a streamlined proof of (1.5) which removes some of the technical aspects concerning Lorentz spaces and sheds some insight into the estimate; second, we provide another example of a place where the fractional gradient and gradient diverge in the form of a noninequality for the fractional gradient -its failure to control the integral of u with respect to an appropriate Hausdorff content. In fact, our proof of this noninequality rests on a result of independent interest, which is a failure of even a weak-type bound for the Riesz transforms on the space of functions which are integrable with respect to the Hausdorff content.
Thus let us begin with a more transparent proof of the inequality (1.5). In particular, while the proof in [22] relied only on Hölder's inequality, the use of equivalent quasi-norms, and scaling properties of the Lorentz spaces, we here remove the reliance on any of their particular properties aside from the definition of the quasi-norm on
The perspective we develop here begins with an inequality proved by S. Krantz, M. Peloso, and the author in [8] , where an extension of the inequality (1.5) to the setting of stratified groups has been proved. The projection of this result in Euclidean space is Lemma 1.1. Let α ∈ (0, 1). There exists a constant C = C(α, d) > 0 such that one has the inequality
, where
denotes the heat kernel on R d .
This a pointwise interpolation inequality in the spirit of that of Maz'ya and Shaposhnikova established in [11] (see also Section 3 in [22] ), though its validity for functions of bounded variation avoids the technical difficulties of the fine properties of such functions one should pay attention to with the use of Hardy's inequality and the Hardy-Littlewood maximal function.
It is here that we deviate from the argument of [22] and [8] , in that from the inequality (1.6) we extract two further inequalities:
The former follows from inequality
and the fact that
is bounded uniformly in t, while the latter is just Young's inequality.
The key insight one gains from this splitting is that if one works directly with the Lorentz quasi-norm, the estimate (1.7) should be utilized for large values of t, which corresponds to x near the boundary of E. Meanwhile, the estimate (1.8) should be utilized for small values of t, which corresponds to x far away (from the boundary of E). Putting these two estimates together we obtain
The deduction of (1.5) then proceeds as in [22] , which amounts to firstly the coarea formula and the classical isoperimetric inequality, as in the classical work of Federer and Fleming [4] and Maz'ya [9] (see also the more recent exploration by Maz'ya of the coarea formula in such inequalities [10] ), and secondly the boundedness of the Riesz transforms on L p,q (R d ) for 1 < p < +∞ and 1 ≤ q ≤ +∞. It is interesting to note that besides the coarea formula, the main idea rests in heat kernel estimates. In a sense this is not surprising when one considers the classical understanding of the equivalence of heat kernel estimates and the Sobolev inequality, suffice it to say we here add a new family of estimates which can be obtained with this heuristic.
Returning to the second purpose of this paper, let us recall the historical progression of Sobolev inequalities in the L 1 regime. The most classical of these results is due to E. Gagliardo [6] and L. Nirenberg [13] , whose work implies the validity of the inequality
A strengthening of this inequality on the Lorentz scale was subsequently obtained by A. Alvino [2] , from which we deduce the inequality
At approximately the same time, N. Meyer and W.P. Ziemer [12] proved an inequality which contains (1.9), (1.10), and even Hardy's inequalitŷ
Precisely, in [12] they proved the validity of the inequalitŷ
for all u ∈ BV (R d ) and all non-negative Radon measures µ such that µ(B(x, r)) ≤ C ′ r d−1 .
As was observed in [15, 22] , various choices of µ yield (1.9), (1.10), and (1.11), so that (1.12) is a sort of master inequality. The other implications are as follows. The Lorentz space estimate (1.10) implies (1.11) by Hölder's inequality on the Lorentz scale, while one deduces (1.9) from (1.10) via the inequality
Meanwhile the left-hand-side of (1.10) is equivalent to the left-hand-side of (1.11) for non-negative, radial functions (see e.g. Lemma 4.3 in [5] ), and so if one assumes a Polyá-Szegö inequality has been established then (1.11) implies (1.10). Finally, if one assumes a coarea formula has been established then (1.9) implies (1.10). This can be summarized as the following graphic:
Trace Inequality Lorentz Space Inequality Lesbesgue Scale Inequality
Hardy's Inequality P o lyá -S z e gö I n e q u a li t y C o a r e a F o r m u la
We can now compare the known inequalities in the fractional regime: The analogue of (1.9) is (1.4), proved in [16] . The analogue of (1.10) is (1.5), proved in [22] (and this also shows one has the analogue of (1.11)). Thus, a natural question is whether one has a stronger inequality in an analogue of (1.12). An answer to this question in the negative is given in Theorem 1.3. Let α ∈ (0, 1). There is no universal constant C = C(α, d) > 0 such thatˆR
Remark 1.4. In the recent paper of F. Gmeineder, B. Rait ,ǎ , and J. Van Schaftingen [7] , certain weaker trace inequalities have been established for a wide class of first order linear homogeneous differential operators. As a consequence of Theorem 1.3 one deduces the impossibility of an improvement of their results to the optimal result known for the gradient for α ∈ (0, 1).
As developed in the work of D. Adams [1] , the validity the inequality (1.13) is equivalent to the validity of
is the Hausdorff content, defined for any set A ⊂ R d by
B(x i , r i ) , (1.14) and where
In particular, our result shows that the fractional gradient does not admit a trace inequality/Hausdorff content estimate.
Our proof of Theorem 1.3 will be deduced as a consequence of a result of independent interest, which is the lack of a weak-type bound for the Riesz transform with respect to the Hausdorff content. Here we recall that in [1] D. Adams proved that for β ∈ (0, d), the Hardy-Littlewood maximal function is bounded on the space
there exists a constant C > 0 such that the inequalitŷ
) (which is defined as the completion of continuous functions with respect to the functional on the right hand side of the preceding). One might wonder whether a similar inequality holds for the Riesz transform, or even the weaker estimate
where Ru = DI 1 u is the vector Riesz transform. When β ∈ [1, d), we obtain that no such inequality is possible as a consequence of
, while the preceding shows that the weak-type quasi-norm of its Riesz transform is unbounded for β ∈ [1, d) and so for such β one cannot have (1.15) . This motivates
Let us conclude this section with a proof of Theorem 1.3 assuming one has established Lemma 1.5 before taking up the proofs of the rest of the claims in Section 2.
Proof of Theorem 1.3. First, note that for f : R d → R such that I 1−α |f | is welldefined, one has
Therefore Chebychev's inequality and the properties of the Riesz potentials imply
is as defined in (1.14). As Lemma 4.6 in [15] yields the inequalitŷ
we find that
If one had the trace inequalitŷ
for all non-negative Radon measures µ such that µ(B(x, r)) ≤ C ′ r d−α then as in Lemma 4.6 in [15] it would implŷ
which when combined with equation (1.16) would yield
However, this is absurd as the right hand side is finite while supremum in t of the left-hand-side tends is +∞ by Lemma 1.5.
Proofs of the Main Results
We begin this section with the proof of Lemma 1.1.
Proof of Lemma 1.1. We have
For I(r), we have
Meanwhile, for II(r), we integrate by parts in the convolution to obtain
One can then optimize in r, though the choice such that I(r) = II(r) is sufficient for our purposes, from which we obtain
We next establish the validity of Lemma 1.2
Proof of Lemma 1.2. We have
For A, we utilize the estimate (1.8), the inequality
and the weak-type (1, 1) estimates for the maximal functions associated with the heat kernel to obtain
Meanwhile, for B, the inequality (1.7) and the weak-type estimate for the maximal function associated with the heat kernel imply
Putting these estimates together, and using subadditivity of the map s → s 1−α/d , we find
The desired estimate then follows by an application of the inequality to the set E t := {x : tx ∈ E} and an optimization in t.
We conclude this section with the proof of Lemma 1.5.
Proof of Lemma 1.5. Letting x = (x ′ , x d ) and y = (y ′ , y d ), we first observe that
is smooth for x ∈ R d−1 × R − . In particular, the fundamental theorem of calculus implies that for such x one has
where we have used the notation
and therefore 
