Abstract
Introduction
Wireless sensor network is composed of many wireless sensor nodes with the same or different functions by self-organizing approach, and nodes communicate with each other through multicast [1] . Due to its characters on large-scale and quantities of nodes, the network topology is stratified by layercluster structure [2] [3] [4] . Sensor nodes collaboratively perceive, acquire and process specific information in the coverage area of the network, and send data packet through multi-hop route to the sink node. As a result, the frequent multi-hop communications produce amounts of redundant data. In order to improve the efficiency of data collection across the network and extend the network lifetime, it must consider how to reduce the traffic flows.
In recent years, queries on sensor network data and its fusion methods attract researchers for wide attention. Reference [5] is based on model-driven data acquisition method to query the valid data of network. Through building model and optimizing from the redundant data collected by the nodes, those data would be merged in order to reduce the communication energy consumption. However, the defect of this approach is that it is not capable of precisely collecting the data in network, and only obtains approximate solution. Reference [6] proposes a sliding window-based method on data query. This method could save part of the energy in nodes and achieve accurate search, while higher complexity is the cost. Reference [7] studies top-k queries in distributed environment and emphasizes the abstraction of distributed data streams. Using adjustment factor in each data source makes the results of local top-k query as the global ones directly. However it is too approximate to suit for the scenarios required for precise top-k sorting results. So many scholar begin to be absorbed in filter methods on top-k query. In [7] [8] , it uses the filter to set the fault boundary of query results in order to reduce conflict of update in the query process, while the primary limitation is that the method can only be applied to single-hop wireless sensor networks. Although the method about filter settings that proposed in [9] is suitable for multi-hop wireless sensor network environment, the setting of ranges of filter should consume more energy. The PROSPECTOR-PROOF algorithm [10] can obtain accurate results of top-k query, but it need to bring evidence of data that introduces the system's overhead, making the traffic and storage greatly increased as well. In [11] , it proposes the FILA algorithm based on filter. This is an effective solution to the problem of energy consumption in [10] , moreover, it also greatly reduced the overhead in system. However, the stability of system is worse, which makes the method can only be applied to network environment with relatively small fluctuations of data. Sometimes it may even lead to secondary disturbances of the whole network.
Accordingly, for the present deficiencies of study in such applications, this paper proposes a filterbased of cluster-layer top-k query optimization algorithm in distributed wireless sensor network. This query method assigns the sorting and merging of the results to each node in the network, making the results of query aggregated from bottom to up. Meanwhile, it can estimate the possible upper and lower limit of data for the future query according to the historical data of nodes in order to set the statistical range of the filter based on ARMA model. All of those not only effectively improve the searching efficiency, but also saves the network spending.
Top-k Query Based on Cluster-layer Structure
As the wireless sensor network is a distributed systems, nodes can dynamically join and exit the network, and top-k query must be operated in a completely decentralized manner. It is also necessary to consider the structure of cluster-layer topology conducive to the application of distributed algorithms.
Multicast-based breadth-first Top-k Query Definition
Multicast communication is more suitable for top-k query under cluster-layer WSN topology, that is, when a cluster head node receives a query message from its parent cluster head node, the entire cluster begin employing multicast to collect data from cluster members, then the filtered results would be sent back to the parent cluster head node.
The following shows the formal definition of multicast-based and breadth-first top-k queries. Definition 1 n nodes in wireless sensor networks could be represented by sequence S = {s 1 , s 2 , ..., s n }, V Si denotes the local data collected by node s i, top-k query is to find the results of a data set R = {s 1 ,
Definition 2 Suppose node P is the node initiated by top-k query task Q, then in a slot time of the cluster, the query task Querytask (P, Q, flag) can be recursively defined as: (1) node P is the root initiated by query task Querytask (P, Q, flag); (2) If flag = "false", then that node P is not a cluster head node and the query task Querytask (P, Q, flag) contains only one node P; (3) Otherwise, assume that nodes P 1 , P 2 , ..., P n are members of intra-cluster with head node P, the query task Q would be sent to P 1 , P 2 , ..., P n separately by multicast, then Querytask (P 1 , Q, flag), Querytask (P 2 , Q, flag), ... , or Querytask (P n , Q, flag) is a sub-task of query task Querytask (P, Q, flag), and their initiated nodes are P 1 , P 2 , ..., P n . Definition 3 multicast-based and breadth-first top-k query function is:
, where node P is the root initiated by query task Q, flag denotes whether the flag of cluster head node, P i is the initiated node of sub-task in Q, local-top-k (P i, Q, flag) describes the local top-k calculation function for the node P i , max k is an aggregate function for local top-k results of all sub-tasks, in order to return the front k results of all the sub-tasks to node P.
Algorithm Description
To get the results of top-k query in entire network, it is just required to solve the top-k function of the entire network. Due to its great number of network nodes, solution process need to be divided into many of smaller, independent sub-problems into each cluster, that is, to assign query task to each cluster and get the results of all clusters together then return them to sink node. Therefore, it uses divide-conquer method to solve this problem. Since the assignment process of query task can be represented by the query tree, calculating the top-k function based on divide-conquer method, is equivalent to the procedure of breadth-first searching the query tree recursively, described by (1) .
(1) In (1), the node P not only need to do the local top-k query, but also to gather the top-k results of nodes P 1 , P 2 , ..., P n , in order to obtain the best top-k results. An non-cluster head node just need to operate local top-k query and return the results to the cluster head. The entire query process is layer by layer from the bottom up until it returns to the root node to get the final top-k query results.
Algorithm 1 multicast-based and breadth-first top-k query MulticastBFSTopkQuery () Input: top-k query Query, cluster head node identifier bit flag, the number of results k, P is the starting node to execute the query.
Output: the optimal top-k results.
Selection of the top-k data in use of filters
Algorithm 1 traverses all the nodes using multicast in one cluster, inefficiency is obvious. So it would take filters to filter out the unnecessary redundant data in the query process and pre-determines those nodes who can not contain the final top-k query results, in order to narrow the range of search, finally reduce the computational complexity. First, the cluster head node collects sensor data of all cluster members, and then obtains the top-k data set after sorting, according to historical data in each node, the cluster head node uses the ARMA model to calculate the limit [l i , u i ] of filters on each node and send the limit to the corresponding node i. And through the comparison of upper and lower limits in each node, search efficiency is improved by cutting out some useless branches (excluding the real top-k results).
Determination of ARMA model
ARMA [12] method is a short-term time series forecasting method with high precision. This method regard the sequence of predicted target formed over time as a random sequence. ARMA basic idea is: a bunch of time-varying but interrelated sequence of numbers can be approximated description by the corresponding model. Through the analysis of the corresponding mathematical models there will be more intrinsically understanding of the complexity and the internal structure of these dynamic data, so as to achieve the best data forecast in minimum variance. Fig. 1 shows the data [13] monitored in wild by sensor nodes of Intel, Berkeley Lab, and the sensor network is made up of a total of 54 sensor nodes, each node can perceive temperature, humidity etc. every 31 seconds. We take the 1000 temperature data collected by 10 of the nodes to determine the time series model, the main steps are as follows:
(1) Operate the smoothing processing to the collected data sequence, the processed data sequence is shown in Fig. 2; (2) Calculate the autocorrelation function of the time series, curve of that is shown in Fig. 3 ; (3) Calculate the partial correlation function of the time series, curve of that is shown in Fig. 4 ; (4) Build the model of the initial time series according to the truncation and hangover characteristic of time-series autocorrelation function curve and partial correlation function curve; (5) According to the LOSS function and FPE rules to determine the order of time series model; (6) According to the established model to predict and verify the conclusion. Fig. 3 and Fig.4 show the features of ARMA model, meanwhile adopting exhaust algorithm, LOSS function and FPE criterion to determine the order of the model. And through MATLAB time series function, it could calculate that, when p = 1, q = 1, the autocorrelation function and partial correlation are both in confidence interval [95%, 100%], both LOSS Function and FPE would acquire the minimum. As a result, the final data collection model should be ARMA (1, 1) model shown as follows:
Discrete-time IDPOLY model: As seen above, ARMA (1, 1) model can better describe the process of sensor network data collection. Meanwhile, the data results from the 5-step prediction can reflect the actual changes about ambient temperature, and the predictive value with the confidence of 95% can replace the real monitoring data.
Setting of filter
Filter is essentially a value interval determined by the value of the samples, when sensor nodes collects new data, it will decide whether to submit the new data or not according to local filtering rules, so it can block certain unwanted sensing data to save node energy.
In general, we can observe the set of filter in one cluster. Assuming that the number of nodes in one cluster is m (m> k +1), the cluster head node collects sensor data of all members and then sorts the sensor data to get the results 1 2 .... m v v v    as the original top-k data set. In order to improve the interval coverage efficiency of the filter from different nodes and to maximize the utility of the filter, it proposes the principles that the filtrating ranges of different filters may not overlap each other, and the lower limit (represented by the symbol l i ) of the filter in node i is equal to the upper limit (represented by the symbol u i+1 ) of that in node i+1, so the setting of filter must meet the following rules in (2): 
The diagram on setting of one feasible filter in nodes is shown in Fig. 7 .
Figure 7. Upper and lower filter setting
Here are methods of calculating upper and lower limits of the filter. Assuming that the demand value of query accuracy is V demand , then at moment t, the probability of that the error between the data t l V   predicted through l-step and the actual value V t+l monitored by node is greater than V demand can be described by 1 2
Defining P threshold as the probability 
, that is, the upper and lower limits of filters are decided by the mean value of l-steps prediction in ARMA model and the error probability of the user's tolerance.
Update of filter
Since there is a correlation between each node and time of data collection, that may result in, after a certain period of time, the new filter range and the original range of data in initial top-k nodes may overlap, then it is required to make dynamic range adjustment to the filter when overlapping occurs. It gives two strategies for dynamic update of filter.
( 
Filter-based top-k query optimization
Using the historical data of nodes and ARMA model to estimate the upper and lower limits of filters and using filters to filter out the redundant data while preventing the useless data update will improve the efficiency of data query.
By modifying algorithm 1, we get the filter-based top-k query optimization algorithm FilterTopkQuery.
Algorithm 2 filter-based top-k query optimization algorithm FilterTopkQuery () Input: top-k query Query, cluster head node identifier bit flag, the number of results k, P is the implementation node of the query.
Output: the optimal top-k results. 
Simulation Experiments
For comparing algorithm 2 with existing algorithms PROSPECTOR-PROOF [10] and FILA [11] in wireless sensor network, some simulation experiments are carried out. In these experiments, NS-2 simulation platform (integrated mannasim) is employed, and ARMA module is developed in the application layer for t to make data prediction. Meanwhile, to generate a cluster-layer network topology, LEACH clustering protocol is adopted. The following are the comparison of three algorithms including the network energy consumption, network life cycle and the efficiency of query.
Experiment 1 -the network energy consumption
Assuming the top-10 query is operating, during the implementation of the experiments, the total number of nodes is 100, ordinary node's energy is 1J, and the sink node's energy is 200J, all nodes are uniformly distributed in the 400m * 400m grid area, the sink node is set in the central, the total simulation time is 200s, and rotation period is 10s, and the total energy of the whole network is calculated in every 10s. In these experiments, assuming that each node sends c bit of the packet in its own slot time with a transmission distance of d, then the energy consumption of transmitter module [16] is shown in (3). 
The energy consumption of the receiver module is E R (J)=cE elec .
Set experimental parameters for problem solution as c = 525bytes, E elec = 50nJ/bit, μ fs = 10pJ/bit/m 2 , R =100m, λ = 1200bytes, μ = 2000bytes, specific experimental results shown in Fig. 8 . In Fig. 8 , energy in the initial stage is sufficient, but as running time of network, the overall residual energy shows a clear downward trend. Both algorithm 2 and FILA algorithm use a filter to filter data, thus downward trend is slower than PROSPECTOR-PROOF algorithm. Furthermore, algorithm 2 uses ARMA model to predict the data value, to avoid redundant data collection. Thus it saves more energy than FILA algorithm. In the situation of relatively large amounts of nodes, algorithm 2 has obvious advantage in the total network energy consumption than FILA algorithm and PROSPECTOR-PROOF algorithm.
Experiment 2 -network lifecycle
Still in top-10 query, the main comparison of algorithm 2, PROSPECTOR-PROOF and FILA algorithm after a span of running is the number of surviving nodes, with 400s running time. Other experimental setting is the same as Experiment 1, Fig. 9 and Fig.10 shows the comparison of remaining nodes with total number of 100 and 400 separately. When a node's residual energy is less than 1‰ of the initial energy, we label this node as death node. From the above figures, when the number of network nodes is 100, in the initial stage, the node energy is sufficient to meet the needs of the query task; as the continuation of network running time, some nodes especially cluster head nodes have more energy consumption. The advent of death nodes of FILA algorithm and P-PROOF algorithm is earlier than algorithm 2. When the number of network nodes is 400, the phenomenon is more pronounced. Algorithm 2 uses filters to percolate redundant data, and uses the ARMA model to predict data, which saves the energy of aggregation nodes, and avoids premature death.
Experiment 3 -query efficiency
It is obvious that the complexity of the query task is direct proportional to the number of packets sent in the network. The more complex the query task is, the more packets transmitted among the nodes is. So we take the number of transmitted data packets as one of the factors to measure the efficiency of algorithm 2. In addition, the actual test environment set by the lab is to verify the data accuracy while the following two simulations are to measure the query performance of algorithm 2.
The number of transmitted packets
In the two simulation experiments, it sets the total 200 nodes in the network, and energy of ordinary nodes is 1J, energy of sink node is 200J. All nodes are uniformly distributed in the 500m * 500m grid area, and sink node is set in the center of region, rotation period is 10s, simulation time is total 100s, IEEE 802.11b is the MAC protocol used in these experiments, assuming that each node in its own slot time sends 100bytes of data packets. Fig. 11 (top-10 query) and Fig. 12 (top-15 query) show the number of packets transmitted with the changes of monitored scope. When the monitored scope is small, three algorithms all demonstrate satisfactory computing performance, it is not easy to distinguish among the three merits. When the scope of monitoring increases, the performance of algorithm 2 is superior to FILA algorithm and PROSPECTOR-PROOF algorithm. Comparison of the number of transmitted network packets (top-15 query)
Data Accuracy
In these experiments, we adopt the UbiCell node (number 40) developed by Nanjing University of Posts & Telecommunications, which is loaded Tiny OS (operating system) and DisWare middleware software, and collects temperature in degrees Celsius. After the same 30 trials, the collected temperature data is stored as historical data. Based on ARMA (1, 1) data collection and forecast model and filter rules, algorithm 2 carries out 100 times data sampling, and processes 10 consecutive top-10 and top-15 query on the network separately. Meanwhile the results are compared with actual data, FILA algorithm and PROSPECTOR-PROOF algorithm respectively. Finally we get error curve in Fig.  13 (top-10) and Fig. 14 (top-15) below of the three algorithms results compared with the actual result. 
Conclusion
Top-k query using filters in wireless sensor network is worth further study [14] [15] . Based on ARMA model, it proposes a top-k query optimization algorithm with filter principles. Compared with some existing methods, it shows better performance on saving energy, extending the network lifetime, etc. In the process of experimental testing, the proposed algorithm still has some computational complexity, requiring other additional overhead. To further improve processing efficiency and security, designing a novel filter and privacy protection strategies are the focuses of our future work.
