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1 Einleitung und Voru¨berlegungen
Lager sind ein zentraler Bestandteil großer Netze der Logistik, vgl. [2, 3, 7, 8]
(Auswahl). Der Beitrag dieser Arbeit ist die quantitative, stationa¨re Analyse des
Lagerbestands basierend auf stochastischen Modellen (Markov-Kette, Markov-
modulierte Poisson-Prozesse) mit nicht-simulativen, analytisch-numerischen Tech-
niken. Hierbei wird motiviert, warum diese stochastischen Modelle fu¨r die Be-
schreibung von Szenarien mit einer schwankenden Systemlast geeignet sind.
Ein Lager ist gekennzeichnet durch den Lagerbestand J und Prozesse (Einlagern
und Auslagern) die den Lagerbestand vera¨ndern und dafu¨r Ressourcen (Gabel-
stapler, Rampen, Lagerfla¨che etc) beanspruchen. Das zeitliche Auftreten der
Prozesse unterliegt gewo¨hnlich stochastischen Einflu¨ssen und ist deswegen nicht
exakt terminierbar. Beispielsweise folgen die Anku¨nfte anliefernder und abho-
lender LKWs an einer Stu¨ckgutumschlaghalle eines Logistikdienstleister einem
festgelegten Zeitplan, jedoch weichen die tatsa¨chlichen Anku¨nfte bedingt durch
die Verkehrssituation in vielen Fa¨llen von den geplanten Zeiten ab. Folgerich-
tig mu¨ssen in einem Lagermodell die Ankunftsprozesse [14] stochastisch sein.
Poisson-Prozesse mit fester Rate sind hier verbreitet, vgl. etwa [3]. Das zugrun-
deliegende Modell ist aus der Sicht der Warteschlangen-Theorie eine M/M/1/C
Bedienstation [5] wenn man voraussetzt, dass die Kapazita¨t des Lagers durch
C beschra¨nkt ist und Ein- bzw. Auslagerungsprozesse verloren gehen, wenn das
Lager voll bzw. leer ist, vgl. [3]. Jedoch variiert in realen Szenarien oft die Inten-
sita¨t bzw. Rate der Ein- und Auslagerungsprozesse zyklisch in Abha¨ngigkeit von
einem Zeitparameter t, zum Beispiel mit der Periode eines Tages. Dann ist ein
M(t)/M(t)/1/C Modell ada¨quater. Allerdings sind Modelle diesen Typs analy-
tisch schwer handhabbar. Eine Ausnahme ist der Spezialfall, in dem die Raten
in Abha¨ngigkeit vom Zustand q einer endlichen, irreduziblen Markov-Kette va-
riieren. Die Zusta¨nde q repra¨sentieren eine (Zeit)Phase und diskretisieren den
kontinuierlichen Zeitparameter t. Die Raten der Ein- und Auslagerungsprozesse
werden durch den Zustand q bzw. die aktuelle Phase gesteuert bzw. moduliert.
Resultierende M(q)/M(q)/1 Modelle - oft auch als M/M/1 Modelle in Mar-
kov’scher Umgebung bezeichnet - sind in [13] eingehend untersucht worden.
Der erste Beitrag dieser Arbeit ist es, die Methodik zur stationa¨ren Analyse
von M(q)/M(q)/1/C Modellen fu¨r die Untersuchung eines phasenabha¨ngigen
Lagerbestands anzuwenden. Der zweite Beitrag ist die Modell-basierte Bewer-
tung einer einfachen adaptiven Steuerung abha¨ngig vom Lagerbestand. Eine
Steuerung wird erst durch die Berechnung phasenabha¨ngiger logistischer Kenn-
gro¨ßen des Lagerbestands ermo¨glicht.
2 Modellierung und Analyse mit Markov-modulierten
Poisson Prozessen
Der Lagerbestand wird durch Ein- und Auslagerungsprozesse mit zeitabha¨ni-
giger Rate λ(t) und µ(t) vera¨ndert. Fu¨r die Abbildung der Ein- und Ausla-
gerungsprozesse auf ein diskretes, stochastisches Modell ist es notwendig, die
Zeit t in Phasen zu diskretisieren, in denen die Intensita¨t bzw. Rate der Pro-
zesse na¨herungsweise konstant ist. Es seien λi und µi die gemittelten Raten
der Ein- und Auslagerungsprozesse in Phase i. Die Tabelle 1 zeigt zwei Sze-
narien mit jeweils 4 Phasen. Die Szenarien unterscheiden sich darin, dass im
zweiten Szenario eine einfache adaptive Steuerung implementiert ist. Zu den
einzelnen Phasen eines Szenarios: in Phase 0 u¨bersteigt die Einlagerungsrate
die Auslagerungsrate (λ0 > µ0 ). In Phase 1 ist λ1 = µ1 (ohne Steuerung).
Im Fall mit Steuerung (rechts) wird die Auslagerungsrate in Abha¨ngigkeit vom
Lagerbestand J gewa¨hlt, es ist
µ1 =
{
2.5 falls J ≤ 20
2.8 sonst.
Die Steuerung in Phase 1 bewirkt, dass in Phase 0 akkumulierter hoher Bestand
ggf. abgebaut wird und somit der Bestand nicht auf hohem Niveau (Gefahr von
Engpa¨ssen) verharrt. Die Phasen 2 und 3 verhalten sich symmetrisch zu den
Phasen 0 und 1. In Phase 2 u¨bersteigt die Auslagerungsrate die Einlagerungs-
rate. In Phase 3 ist λ1 = µ1 (ohne Steuerung), bzw. mit Steuerung ist
λ3 =
{
2.5 falls J ≥ 10
2.8 sonst.
Grundsa¨tzlich ist eine Steuerung innerhalb aller Phasen mo¨glich, die Beschra¨nkung
auf lediglich 2 resultiert aus dem Zielkonflikt zwischen Performance und mode-
raten Kosten, da eine Steuerung gewo¨hnlich Mehrkosten verursacht. Die Aus-
wahl von Phase 1 und Phase 3 basiert auf der Analyse des Lagerbestands (De-
tails spa¨ter). Wenn eine Unterscheidung bzgl. der Phase nicht zwingend ist,
notieren wir verku¨rzt λ bzw. µ.
i λi µi λi µi
0 2.5 2.0 2.5 2.0
1 2.5 2.5 2.5 2.5 / 2.8
2 2.0 2.5 2.0 2.5
3 2.5 2.5 2.5 / 2.8 2.5
Tabelle 1: Phasenabha¨ngige Raten fu¨r Ein- und Auslagerung
Markov-modulierte Poisson-Prozesse (MMPPs) [9, 13] geho¨ren innerhalb der
Klasse der stochastischen Ankunftsprozesse [14] zu den Markov Renewal Pro-
zessen1. MMPPs werden durch Poisson-Prozesse konstruiert, deren Raten in
Abha¨ngigkeit vom Zustand q einer irreduziblen Markov-Kette Qˆ der Gro¨ße
m - oft als Markovsche Umgebung bezeichnet - gewa¨hlt werden. Insofern sind
MMPPs doppelt-stochastische Ankunftsprozesse, deren Rate bzw. Intensita¨ts-
funktion durch einen zweiten modulierenden stochastischen Prozess bestimmt
wird. Die Aufenthaltsdauer in einem Zustand q entspricht einem Zeitinter-
vall - nachfolgend kurz als Phase bezeichnet. Gewo¨hnlich ist die modulieren-
de Markov-Kette so strukturiert, dass die Zusta¨nde q zyklisch und in deter-
ministischer Reihenfolge durchlaufen werden und die Aufenthaltszeit in einem
1Verallgemeinerung von Renewal Prozessen wie zum Beispiel Poisson-Prozess
Zustand bzw. die La¨nge einer Phase Ti einen geringen Variationskoeffizienten
besitzt, etwa durch eingebettete Phasenverteilungen. Eine Phasenverteilung ist
isoliert betrachtet eine absorbierende Markov-Kette mit genau einem absorbie-
renden Zustand. Die Phasenverteilung wird durch die Transitionen zwischen
nicht-absorbierenden Zusta¨nden Ti ∈ R
k×k, die Raten in den absorbierenden
Zustand ti ∈ R
k und die stochastische Verteilung des Startzustands σi ∈ R
k
spezifiziert. Ist beispielsweise die Phasenverteilung eine Erlang-k Verteilung mit
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Jeder Zustand der Erlang-k Verteilung hat die U¨bergangsrate k · α, so dass
die mittlere Zeitdauer E[Ti] der Phase i α
−1 Zeiteinheiten ist. Grundsa¨tzlich
sind fu¨r die Modellierung der Phasen Markov-Ketten mit einem geringen Va-
riationskoeffizienten der Zeit bis zum Erreichen des absorbierenden Zustands,
der den U¨bergang zur na¨chsten Phase markiert, vorteilhaft, weil die La¨nge der
Phase deterministisch ist. In einem Szenario mit 4 Phasen, deren La¨nge jeweils
durch eine Phasenverteilung mit k Zusta¨nden beschrieben wird, hat die modu-
lierende Markov-Kette 4 · k Zusta¨nde und die zustandsabha¨ngigen Ein- bzw.
Auslagerungsraten sind (als Zeilenvektor notiert):
λ = (λ0, . . . , λ0,︸ ︷︷ ︸
k−mal
. . . , λ3, . . . , λ3︸ ︷︷ ︸
k−mal
)
µ = (µ0, . . . , µ0,︸ ︷︷ ︸
k−mal
. . . , µ3, . . . , µ3︸ ︷︷ ︸
k−mal
).
Die Anzahl innerhalb einer Phase i generierten Ein- bzw Auslagerungsprozesse
N(T ) ist eine diskrete, doppelt-stochastische Zufallsvariable, da ihre Verteilung
sowohl durch die stochastische La¨nge der Phase, als auch durch die innerhalb
einer Phase stochastisch generierten Zwischenankunftszeiten beeinflusst wird.
Wenn die Dauer einer Phase durch eine Erlang-k Verteilung modelliert wird,
gilt:
E[N(T )] = λ ·E[T ] (1)
V [N(T )] = λ ·E[T ] +
1
k
· λ2 ·E[T ]2 (2)
V C[N(T )] =
√
1





Die Gleichung 2 zeigt, dass die Varianz von N(T ) durch die Anzahl der Zusta¨nde
k aus der Erlang-Verteilung bestimmt wird. Fu¨r k →∞ erha¨lt man die Varianz
fu¨r eine deterministische Phasenla¨nge t und V [N(t)] = t·λ ist gerade die Varianz
fu¨r die Anzahl der Anku¨nfte eines gewo¨hnlichen Poisson-Prozesses innerhalb des
Zeitintervalls [0,t]. Der Variationskoeffizient ist reziprok zur Wurzel aus k,E[T ]
und λ.
Im Modell unterscheiden wir die Verteilung des Lagerbestands J(t) zum Zeit-
punkt t, die stationa¨re Verteilung des Lagerbestands lim
t→∞
J(t) = J und die
phasenabha¨ngige, stationa¨re Verteilung des Lagerbestands
lim
t→∞
{J(t) |modulierende Markov-Kette ist in Zustand q} = Jq.
Die stationa¨re Analyse bezu¨glich der Realzeit t wird hier mit einer transienten
Analyse bezu¨glich der in die Dynamik des Modells eingebetteten (Zeit)Phasen
gekoppelt. Die Phasen sind wie oben beschrieben durch Zusta¨nde der modu-
lierenden Markov-Kette kodiert und werden in deterministischer Reihenfolge
zirkulierend durchlaufen. Die spa¨ter vorgestellten Ergebnisse zeigen, dass eine
Unterscheidung stationa¨rer Kennzahlen bezu¨glich eingebetteter Phasen bedeut-
sam ist, wenn Ein- und Auslagerungsprozesse variierende Raten haben. A¨hnli-
che Ergebnisse sind in [13] dokumentiert.
Zeitlich variierende Raten von Ein- und Auslagerungsprozessen verallgemeinern
die Situation konstanter Raten. Wenn wie oben beschrieben innerhalb bestimm-
ter Phasen Raten als konstant angenommen werden, so bedeutet dies nicht, dass
der Analyseansatz fu¨r konstante Raten isoliert auf die einzelnen Phasen anwend-
bar ist. Dann wu¨rden vorhandene Wechselwirkungen zwischen den Phasen ver-
nachla¨ssigt werden. Trotzdem ist es fu¨r einen Vergleich interessant, zuna¨chst
den Analyseansatz fu¨r konstante Raten zu betrachten. Fu¨r konstante Ein- und
Auslagerungsraten mit negativ-exponentiell verteilten Zwischenankunftsraten
ist eine M/M/1/C Bedienstation ein abstraktes Lagermodell mit (limitierter)
Kapazita¨t C. Dies gilt unter der Annahme, dass Ein- bzw. Auslagerungspro-
zesse unberu¨cksichtigt bleiben, wenn das Lager maximalen bzw. leeren Bestand
hat. Es ist bekannt, dass fu¨r ρ := λ ·µ−1 = 1 (traffic coefficient) und C =∞ die
M/M/1/C Bedien-Station keine stationa¨re Verteilung besitzt. Fu¨r C <∞ und
ρ beliebig (insbesondere auch ρ > 1) existiert die stationa¨re Verteilung und fu¨r
ρ = 1 ist sie eine Gleichverteilung und damit unmittelbar von der Kapazita¨t C
abha¨ngig [5]. Dadurch wa¨re eine Kapazita¨tsplanung eines Lagers problematisch
[3]. Die stationa¨re Verteilung ist gegeben durch







und resultiert aus der Betrachtung der zugeho¨rigen Markov-Kette: ein homo-
gener, endlicher Geburts/Todes Prozess. [evtl. hier noch kurz herleiten]. In der
Abbildung 2 ist die stationa¨re Verteilung fu¨r ρ = 0.9, . . . 1.1 dargestellt. Bei
U¨berlast (ρ > 1) ist die stationa¨re Verteilung monoton steigend. Mit ρ ≈ 1.1 ist
die Wahrscheinlichkeit eines vollsta¨ndig gefu¨llten Lagers (P [J = C]) entspre-
chend hoch.
Wenn die Ein- und Auslagerungsraten zeitabha¨ngig variieren, ist eine M(q)/M(q)/1/C
Bedienstation ein abstraktes Lagermodell mit (limitierter) Kapazita¨t C. Wie
bei der M/M/1/C Bedienstation existiert im Fall C =∞ keine stationa¨re Ver-
teilung, wenn die mittlere Einlagerungsrate (=Einlagerungsraten u¨ber die sta-





















Abbildung 1: Stationa¨re Verteilungen einer M/M/1/C Bedien-Station fu¨r un-
terschiedliche Lastsituationen (traffic coefficient) mit C=30.
groß ist wie die mittlere Auslagerungsrate [12]. Der M(q)/M(q)/1/C Bediensta-
tion unterliegt eine zweidimensionale Markov-Kette mit Zusta¨nden (j,i). Hier
sei die erste Komponente ‘j’ der Lagerbestand und die zweite Komponente ‘j’
die Phase der modulierenden Markov-Kette. Das Zustandsu¨bergangsdiagramm
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Die vertikalen Transitionen zwischen Zusta¨nden aufeinanderfolgender Phasen
besitzen die gleiche Rate α. Bei einem U¨bergang in eine neue Phase wird die
(stationa¨re) Verteilung des ersten Zustands innerhalb der neuen Phase einzig
durch die implizite (stationa¨re) Verteilung der Zusta¨nde in der Vorga¨ngerphase
bestimmt. Hierdurch wird eine Interferenz der Phasen modelliert.
Nachfolgend werden zwei Ansa¨tze fu¨r die stationa¨re Analyse der Markov-Kette
einer M(q)/M(q)/1/C Bedienstation betrachtet:
1. Eine Matrix-geometrische Analyse, in der die QBD-Struktur 2 der Gene-
ratormatrix der Markov-Kette verwendet wird, um quasi-analytisch eine
stationa¨re Analyse durchzufu¨hren. Der Ansatz ist quasi-analytisch, weil
er mit numerischen Techniken kombiniert wird, um eine geschlossene Dar-
stellung der stationa¨ren Verteilung zu bestimmen, siehe [12].
2. Eine rein numerische stationa¨re Analyse basierend auf einer Markov-
Kette, die aus einer stochastischen Petri-Netz Beschreibung generierbar
ist (ohne Ausnutzung der QBD-Struktur).
Eine lexikographische Anordnung der Zusta¨nde (j, i) liefert eine QBD-Struktur
der Generatormatrix Q der Markov-Kette. Unter Verwendung des Kronecker-
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A2 A1 A0 . . . 0 0 0
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0 λ1 · Ik 0 . . . 0
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T0 t0 ⊗ σ1 0 0 0
0 T1 t1 ⊗ σ2 0 0




. . . tC−1 ⊗ σC
tC ⊗ σ0 0 0 0 TC

−A0 −A2.
Die Matrix t0 ⊗ σ1 in A1 beschreibt die U¨berga¨nge von Phase 0 in Phase 1.
Sie ergeben sich aus den Raten in den absorbierenden Zustand bzw. in die
na¨chste Phase (Spaltenvektor t0) gewichtet mit der Startzustand-Verteilung
σ1 der Phase 1. Die Rand-Hauptdiagonalmatrizen Q0 und QC in Q resultieren
unmittelbar aus A1 mit angepassten Hauptdiagonaleintra¨gen, d.h. Q0 := A1 +
A2 und QC := A1 + A0.
In [12] werden verschiedene Methoden zur Berechnung der stationa¨ren Vertei-
lung von Q in endlicher QBD-Darstellung vorgestellt. Sie sind teilweise auch
auf nicht-homogene QBDs anwendbar, in denen die Nebendiagonalmatrizen A0
und A2 variieren, vgl. [15]. Dieser Fall tritt beispielsweise ein, wenn eine ad-
aptive Lager-Steuerung modelliert wird, bei der Ein- oder Auslagerungsraten
in Abha¨ngigkeit vom Bestand variieren. Alle Verfahren der QBD-Analyse sind
iterativ und erfordern eine sukzessive Invertierung von Matrizen in der Di-
mension der Hauptdiagonalblo¨cke. Hierdurch wird die Anwendbarkeit limitiert.
Verfahren zur QBD-Analyse sind in Software-Werkzeugen wie TELPACK [1]
verfu¨gbar und wurden im Kontext des SFBs bereits fu¨r Untersuchungen eines
Terminals des kombinierten Verkehrs [2] verwendet.
Der zweite Ansatz basiert auf einer stochastischen Petri Netz (SPN) [4] Be-
schreibung des MMPPs und des Lagers. Das SPN wird mit numerischen Tech-
niken aus der APNN-Toolbox [6] quantitativ analysiert. Im Kontext des SFBs
wurden a¨hnliche Ansa¨tze bereits fu¨r die Analyse eines Umschlagterminals im
GVZ betrachtet [7, 8]. Das SPN ist in der Abbildung 2 dargestellt. Es be-
steht im wesentlichen aus 2 Komponenten: dem Phasen-Generator (links, rot
eingerahmt) und den Einlagerungsprozessen mit Zugriff aus das Lager (rechts,
blau eingerahmt). Die Stellen Cycle1 bis Cycle4 sind Schnittstellen zwischen
den Komponenten und repra¨sentieren die aktuelle Phase. Die Dauer einer Pha-
se wird durch die modulierende Markov-Kette bestimmt, deren Beschreibung
in Sub-SPNs repra¨sentiert durch die Transitionen Delay1 bis Delay4 enthal-
ten ist. Ein Token zirkuliert u¨ber die Stellen Cycle1 bis Cycle4 und generiert
somit Phasen. Die phasen-abha¨ngigen Ein- und Auslagerungsprozesse werden
mit den u¨bereinander angeordneten 4 Teilen innerhalb der rechten Komponente
beschrieben. Die (duplizierte) Stelle Store am rechten Rand des SPN-Modells
kodiert den aktuellen Lagerbestand.
Das SPN ist wie folgt konfiguriert bzw. parametrisiert: die Dauer einer Phase
wird durch eine Erlang-2 Verteilung mit (Gesamt)Rate 0.5 (=2 Zeiteinheiten)
modelliert, die Kapazita¨t des Lagers betra¨gt C = 30 Einheiten (initial mit 15
Einheiten belegt), die phasen-abha¨ngigen Raten der Ein- und Auslagerungs-
prozesse sind wie in Tabelle 1 vorgegeben (durch Transitionen SupplyX und
PickUpX). Die im zweiten Szenario implementierte Steuerung ist in der Abbil-
dung 2 nicht dargestellt.
Ein- und AuslagerungPhasePhasen-Generator
Stochastischer
Abbildung 2: SPN-Modell fu¨r Phasengenerator (links) und Ein- und Auslage-
rung von Einheiten (rechts)
3 Ergebnisse der modellbasierten Analyse
Die Zufallsvariable J ∈ [0, C] beschreibt den stationa¨ren Lagerbestand. Nach-
folgend wird fu¨r das Szenario in Tabelle 1 mit und ohne Steuerung die Er-
gebnisse fu¨r die phasenunabha¨ngigen Deskriptoren mittlerer Bestand E[J ] und
Verteilung des Bestands P [J = j], sowie fu¨r die phasenabha¨ngigen Deskripto-
ren mittlerer Bestand in Phase i E[Ji] und Verteilung des Bestands in Phase i
P [Ji = j] vorgestellt und interpretiert.
1. Phasenabha¨ngige vs. Phasenunabha¨nge Deskriptoren: Der pha-
senunabha¨ngige Wert E[J ] = 15, vgl. Tabelle 2, hat geringe Aussage-
kraft, wenn die Ankunftsraten wie oben beschrieben variieren. Die pha-
senabha¨ngigen Werte E[J0] . . . E[J3] weichen teilweise deutlich von E[J ]
ab. Die phasenabha¨ngigen Verteilungsfunktionen des Bestands variieren
sowohl im Szenario mit und ohne Steuerung von Phase zu Phase deutlich
(vgl. Abbildung 3 und 4) und weichen signifikant von der Verteilungs-
funktionen des Bestands gemittelt u¨ber alle Phasen (nicht abgebildet) ab.
U¨ber alle Phasen gemittelte Deskriptoren besitzen somit nur wenig Aussa-
gekraft. Phasenabha¨ngige Werte vermitteln ein besseres Versta¨ndnis der
Dynamik des Lagerbestands und sind beispielsweise fu¨r die Einfu¨hrung
einer Steuerung hilfreich.
Steuerung E[J ] E[J0] E[J1] E[J2] E[J3]
nein 15.00 17.21 17.98 12.78 12.01
ja 15.00 15.92 16.43 14.08 13.56
Tabelle 2: Deskriptoren zur Auslastung des Lagers
2. Lagerbestand mit und ohne adaptive Steuerung: Im Szenario ohne
Steuerung ist E[J0] = 17.21 < E[J1] = 17.98, d.h. in Phase 1 ist der mitt-
lere Bestand ho¨her als in Phase 0. Deswegen ist eine adaptive Steuerung
zur Vermeidung von Lagerengpa¨ssen in Phase 1 sinnvoller als in Phase
0. Die Auswahl von Phase 1 ist nicht suggestiv, wenn man nur die Ein-
und Auslagerungsraten in Phase 0 und 1 betrachtet, vgl. Tabelle 1, weil
in Phase 0 die Einlagerungsrate die Auslagerungsrate u¨bersteigt und dort
einen Engpass vermuten la¨ßt. Die gleiche Argumentation fu¨hrt zur Aus-
wahl von Phase 3 fu¨r eine Steuerung. Die Werte in Tabelle 2 zeigen, dass
die eingesetzte Steuerung den gewu¨nschten und erwarteten Effekt erzielt:
der mittlere Bestand in Phase 0 und 1 sinkt von 17.21 auf 15.92 bzw. von
17.98 auf 16.43 und steigt in Phase 2 und 3. Natu¨rlich kann der Effekt be-
liebig gesteigert werden, sofern die Steuerung praktisch mo¨glich und vom
(Kosten)-Aufwand vertretbar ist. An dieser Stelle wa¨re eine Kostenrech-
nung notwendig, die den Mehraufwand fu¨r die Steuerung mit Einspar-
nissen durch weniger Engpa¨sse bewertet. Die Ha¨ufigkeit einer aktivierten
Steuerung (mo¨glicher Parameter des Kostenmodells) kann durch das SPN
ermittelt werden.
3. Verfu¨gbarkeit von Bestand und Lagerkapazita¨t mit und ohne
adaptive Steuerung: Fu¨r den Betrieb des Lagers ist Verfu¨gbarkeit von
freier Lagerkapazita¨t und Bestand vorteilhaft und erstrebenswert. Die
Wahrscheinlichkeit, dass der Bestand unter bzw. u¨ber einem maximalen
bzw. minimalen Schwellwert liegt, ist hierfu¨r eine gebra¨uchliche logisti-
sche Kenngro¨ße, vgl. Tabelle 3. Kritisch ist hier der maximale Schwellwert
(=26) in Phase 0 und 1 und der minimale Schwellwert (=4) in Phase 2
und 3. Ohne Steuerung werden die Schwellwerte in etwa 73 Prozent der
Betriebszeit eingehalten, mit Steuerung in 89-92 Prozent der Betriebszeit.
Auch hier ko¨nnte in einem zweiten Schritt ein Kostenmodell zur Beant-
wortung der Frage verwendet werden, inwieweit Einsparungen, die durch
den erzielten Effekt der Steuerung erzielt werden, durch Mehrkosten fu¨r
die Steuerung kompensiert werden.
Steuerung P [J0 < 26] P [J1 < 26] P [J2 > 4] P [J3 > 4]
nein 73.52 72.11 73.52 72.11
ja 89.05 92.05 89.05 92.05
Tabelle 3: Deskriptoren zur Auslastung des Lagers
4. Verteilung des Bestands: Die Abbildungen 3 und 4 zeigen die pha-
senabha¨ngige Verteilung des Bestands ohne und mit Steuerung. Das Dia-
gramm links oben in Abbildung 3 zeigt die Verteilung von J0. In Phase
0 ist λ0/µ0 = 2.5/2.0 = 1.25 und eine isolierte Analyse dieser Phase
wu¨rde eine monoton steigende Kurve ohne Wendepunkt und mit hoher
Wahrscheinlichkit P [J0 = 30] liefern, vgl. Abbildung 2. Der abweichende
Verlauf der Kurve wird durch den Einfluss der Vorga¨ngerphasen verur-
sacht, in denen λ3/µ3 = 2.5/2.5 = 1.0 bzw. λ2/µ2 = 2.0/2.5 = 0.8 < 1
gilt und eine isolierte Analyse eine monoton fallende Kurve erzeugt, vgl.
Abbildung 2.
4 Ausblick
Der betrachtete Modellierungsansatz zur Bewertung des Lagerbestands basiert
auf MMPPs. MMPPs sind in die ProC/B -Notation des SFBs integrierbar. Die
MMPP-Spezifikation kann mittels der CODE-Prozessketten-Elemente direkt in
der Simulations-Sprache HiSlang des Modellierungs- und Analysetools HIT [11]
vorgenommen werden. Fu¨r eine analytisch-numerische Analyse muß die steuern-
de Markov-Kette mit globalen Variablen spezifiziert werden. Die U¨bertragung
in das eigentliche analytische Modell ist gegenwa¨rtig nicht mo¨glich.
Die modellbasierte Bewertung des Lagerbestands und einer Steuerung des La-
gerbestands ist durch ein Kostenmodell zu erweitern. Ein Kostenmodell ermo¨glicht
eine Bilanzierung der Einsparungen (ho¨here Verfu¨gbarkeit von Bestand und
Platz) und Mehrausgaben (Realisierung einer Steuerung). Ein Kostenmodell














































































































Abbildung 4: Verteilung des Bestands J in Phase i im Lager (P [Ji = j]) mit
C=30 und Steuerung in Phase 1 und 3.
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