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Esta investigación aborda el tema de machine learning como apoyo a los diagnósticos 
médicos mediante la predicción de enfermedades a partir de síntomas y signos. El 
problema radica en el desacertado diagnostico que el medico proporciona al paciente 
generando gastos en medicamentos y análisis innecesarios, además del desprestigio 
del doctor. 
Por ello se vio por conveniente usar la minería de datos para mejorar los diagnósticos, 
utilizando la metodología CRISP con el algoritmo de árboles de decisión con el 
lenguaje de programación python. 
Esta herramienta dio resultados positivos en las predicciones cumpliendo con el 
objetivo de mejorar los diagnósticos médicos, abriendo puertas para ampliar la 
investigación y no solo centrarse en una especialidad como fue en esta oportunidad 
las enfermedades respiratorias sino en las demás especialidades. 
En conclusión, la minería de datos aporto en gran medida a la mejora de los 
diagnósticos médicos demostrando la relevancia que tiene y sus aportes que puede 
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Esta investigación se desarrolló en la ciudad de Trujillo desde abril hasta diciembre del 
presente, centrándose en el problema de diagnósticos médicos y el uso de machine 
learning para contribuir en la mejora.  La metodología que se usó para desarrollar la 
investigación fue CRISP. El tipo de investigación de acuerdo al fin es aplicada, de 
acuerdo a la técnica de contrastación es Pre Experimental, la población es la ciudad 
de Trujillo, los instrumentos usados en la investigación son el cuestionario y el análisis 
documental. 
En conclusión, se logró la mejora de los diagnósticos médicos a partir de un modelo 
de machine learning usando el algoritmo de árbol de decisión. 

















This research was developed in the city of Trujillo from April to December of the 
present, focusing on the problem of medical diagnoses and the use of the learning 
machine to contribute to the improvement. The methodology used to develop the 
research. The type of research agreed in order to apply, according to the technique of 
contrasts is Pre Experimental, the population is the city of Trujillo, the instruments used 
in the investigation of the questionnaire and documentary analysis. 
In conclusion the improvement of the medical diagnoses was obtained from a model of 
machine learning using the algorithm of decision tree. 


















1.1 Realidad Problemática 
Los errores médicos son objetos de estudio a nivel internacional desde algunas 
décadas atrás, en el año 1999 el Instituto de Medicina de los Estados Unidos 
público un informe titulado “To Err is human: Building a Safer Health System” 
tocando temas que fueron escasamente discutidos en ese tiempo: la seguridad del 
paciente, donde detallaba que 98 000 personas murieron por errores médicos 
evitables estudio que se realizó en el año 1984 siendo la sexta causa de muerte 
en el mencionado país. A partir de este informe se promovieron políticas, 
congresos en diversas partes del mundo ya que fue un tema relevante y 
controversial. En el 2013 se realiza una nueva estimación de pacientes afectados 
según 4 estudios publicados anteriormente por el departamento de Salud y 
Servicios Humanos de la Oficina del Inspector General y otras entidades, usando 
la herramienta Global Tigger Tool para mejorar la estimación ya que en el primer 
estudio no se usó porque aún no existía tal herramienta concluyendo un 
aproximado de más de 400 mil personas fallecidas por errores médicos prevenibles 
aumentando la preocupación por este tema, ya que un paciente se atiende para 
que mejore no para su muerte siendo la tercer causa de muerte en Estados Unidos. 
(A New, Evidence-based Estimate of Patient Harms Associated with Hospital Care, 
2013) 
Este problema aqueja a nivel global y lo que se busca desde hace muchos años 
es tener un cultura que permita cambiar los estilos de trabajos, promover políticas 
y estrategias para reducir el impacto de los errores, por ello se crearon entidades 
en todo el mundo que velan por la seguridad del paciente como en Estados Unidos: 
National Patienty Safety Foundation, en México   Programa Nacional de la Cruzada 
por la Calidad de los Servicios de Salud y en otros países más, además de la 
Organización Mundial de la Salud formara la “Alianza Mundial para la Seguridad 
del Paciente”. A pesar de ello se ha ido mejorando lentamente y el progreso seguirá 
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así si no se toman las medidas para mejorar ello. (La cultura de seguridad del 
paciente: del pasado al futuro en cuatro tiempos, 2010)  
El Dr. Elmer Huerta, Director del Preventorio del Instituto de Cáncer del MedStar 
Washington Hospital Center en Washington, DC en su columna Cuida tu Salud del 
El Comercio menciona que: “Siempre ha ocurrido errores médicos provocando el 
miedo por caer en manos de una entidad médica. Además, público un estudio de 
la National Patienty Safety Foundation donde 42 % de los pacientes habían sido 
afectados ya sea la persona o algún familiar o amigo”. 
A nivel nacional, Perú participo de una investigación pionera denominaba IBEAS 
(“Estudio Iberoamericano de Eventos Adversos”) donde además participaron 
Argentina, México, Costa Rica y Colombia en colaboración de la Organización 
Panamericana y Mundial de la Salud, siendo objeto de estudio 58 centros médicos 
concluyendo que cada 10 de 100 pacientes habían sufrido algún daño producido 
por cuidados sanitarios (Organizacion Mundial de la Salud, 2010) ya sea por 
diagnósticos, medicación, entre otros causas generando pérdidas económicas, 
pues se realizan gastos en consultas, medicinas, exámenes equivocados sin 
mencionar la desconfianza del paciente no solo por el médico sino de toda la 
institución. 
También se ha investigado las denuncias judiciales por responsabilidad médica , 
esta investigación analizo de 1457 informes de los cuales 880 exámenes se 
omitieron ya que no se determinaba la especialidad y se referían a personal no 
médico (Estudio de las denuncias penales por responsabilidad profesional médica 
en el Instituto de Medicina Legal de Lima, Perú, 2013) que abarco del 2005 al 2010 
mostrando que no se contaba con los recursos necesarios para realizar las 
investigaciones, y evidencias adecuadas, a pesar de ello se denota un crecimiento 
en las denuncias dando una alerta al sector salud para que genere estrategias que 
permita mitigar el problema. 
Dando más detalle de este problema, las infracciones más frecuentes según un 
análisis del 1991 al 2000 es la relación médico paciente con un 35,7 %  y de la 
siguiente década fue en los derechos del paciente con un 55 % (Denuncias éticas 
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de médicos colegiados en Perú, 1991-2010: frecuencia y naturaleza, 2014) dando 
como resultado de la mala relación que el paciente tiene con el doctor. 
Otro problema en salud en el Perú según una revista de la Universidad Nacional 
Mayor de San Marcos es la metodología de enseñanza que se imparte a los futuros 
médicos, pues, los alumnos de medicina son orientados  para entregar un buen 
diagnóstico y para ello deben aprender un gran número de enfermedades, cuanto 
más conocen, mejor aún; pero la memoria humana es perecedera, frágil 
dificultando que el diagnóstico sea más acertado además recurren a la intuición y 
subjetivismo contribuyendo a un mal diagnóstico. (El Registro Médico Orientado 
por Problemas, 1998 pág. 73) 
Los errores médicos son un grave problema en la sociedad, una alternativa que 
contribuirían a la reducción de errores médicos es con la utilización de minería de 
datos para ayudar al personal médico, sugiriendo en base a síntomas 
enfermedades, y realizando otros análisis para la mejora del diagnóstico. 
En la actualidad en toda empresa manejan un sinfín de datos. Al terminar el día 
tienen miles de facturas, prestamos, servicios que son registrados y almacenados. 
Todos esos datos pueden contribuir a brindar conocimiento a la empresa por 
ejemplo se puede conocer cuál es la enfermedad más frecuente por regiones del 
país o por edades. Para ello necesitan de una herramienta que le permita manejar 
todos los datos y convertir en conocimiento utilizando patrones, búsquedas 
heurísticas entre otros. 
Con el procesamiento de los datos de las historias clínicas, se podrá obtener 
mediante un proceso de búsqueda patrones sobre síntomas y las enfermedades. 
La situación del sector salud en el Perú con respecto al uso de minería de datos 
son escazas, pocos estudios abarcan sobre este tema. Si bien existen iniciativas 
tecnológicas, como reglamentar las historias clínicas electrónicas, o crear sistemas 
de información que ayuden a los procesos de las entidades de salud, aun no hay 
estudios de minería de datos (eSalud en Perú: implementación de políticas para el 
fortalecimiento de sistemas de información en salud, 2014 pág. 438). 
Si bien los estudios en minería de datos en el sector salud es escaso, se 
demostrará la gran ayuda que puede brindar como poder crear a partir de los datos 
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almacenados históricamente modelos que muestren un patrón de comportamiento 
de los pacientes y sirva como base para reorientar los recursos. 
 
1.2 Trabajos previos 
El estudio titulado “Técnicas de minería de datos aplicadas al diagnóstico de 
entidades clínicas” que tiene como objetivo de analizar dos técnicas: 
clasificación y de agrupación dando como resultado dos modelos matemáticos 
enfocado en pacientes que sufren de hipertensión arterial contribuye a la 
creación de conocimiento a través del análisis de los diagnósticos médicos. 
(Técnicas de minería de datos aplicadas al diagnóstico de entidades clínicas, 
2012 págs. 174-183) 
Este antecedente también contribuye en brindar su algoritmo usado para el 
análisis de datos y poder así delimitar el algoritmo que se realizara y la 
metodología que se va a usar. 
En el trabajo de investigación de (CANDELA Cáceres, 2015) titulado “Proceso 
de Descubrimiento de Conocimiento para Predecir el Abandono de 
Tratamiento en una Entidad de Salud Pública” realizado en la ciudad de Lima, 
cuyo objetivo fue el de automatizar un proceso de descubrimiento de 
conocimiento para una institución de salud pública que permita determinar el 
comportamiento de los pacientes con respecto a la continuidad en sus 
tratamientos. Realizo pruebas con cuatro algoritmos dando como resultado: 
“Al algoritmo SVM un porcentaje de acierto de 96.4%, siendo el de mayor 
precisión, al algoritmo de modelos combinados un 95.9%, al algoritmo de árbol 
de decisión un 83.5%, y al algoritmo de redes neuronales un 53.9%.” 
Concluyendo que, gracias al algoritmo SVM, se pudo determinar los factores 
más influyentes como son la edad, la autoestima, los medicamentos 
suministrados, entre otros y, gracias al algoritmo de árbol de decisión, las 
reglas asociadas a las categorías de tiempo de duración de la hospitalización. 
Esta investigación contribuye al uso de minería de datos, el beneficio de 
emplearlo y permite conocer el funcionamiento de los algoritmos para a partir 
de ello realizar el modelo propuesto. 
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En este estudio de (SALAS GUILLEN, y otros, 2014) titulado “Uso De 
Inferencia Basada En Ontologías Para Dar Soporte Al Diagnostico Veterinario” 
tenía como objetivo: “Aplicar inferencia basada en ontologías para dar soporte 
al proceso de diagnóstico encapsulando el conocimiento del especialista en 
una base de información que de diagnóstico consultable” realizado en la 
ciudad de Lima. Mediante el uso de la propuesta por la metodología 
CommonKADS, siendo un modelo de comportamiento que permitirá extraer 
información filtrada en base a los síntomas observados. Dando como 
resultado la construcción de una interfaz gráfica para mostrar cómo se realiza 
el diagnostico haciendo uso de inferencias basadas en Ontologías. 
Obteniendo un 70% de casos diagnosticados exitosamente en base a la 
información anotada por el veterinario. 
Este estudio contribuye una metodología y una ontología permitiendo a este 
proyecto analizar dicha ontología para poder elaborar el modelo propuesto. 
1.3 Teorías relacionadas al tema 
1.3.1 Error Médico 
Un error médico se puede dar por exceso de servicio cuando el tratamiento no 
tiene probabilidades que el paciente mejore; por insuficiencia de servicios cuando 
la atención no es en el tiempo adecuado; y por diagnostico inapropiado ya que el 
doctor intuye el posible tratamiento. 
El diagnóstico es la actividad inicial del médico es el punto de partida siendo una 
de las actividades principales, se recogen los síntomas para elegir el tratamiento 
adecuado, además tiene como elementos de entrada: las historias clínicas, el 
examen físico, exámenes de laboratorio. En función a ello el doctor infiere el 
diagnóstico más adecuado. 
Un error en el diagnóstico es directamente responsable el personal médico ya 
sea cognitivos debido a una mala recolección de datos o desinformación, también 
por erro del sistema ignorancia o mala práctica de la lex artis. (Errores médicos, 
2009) 
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Existen tipos de errores en el diagnóstico que se mencionó anteriormente, 
terapéuticos, preventivos entre otros 
Los errores terapéuticos por ejemplo mala indicación de dosificación del 
medicamento, también en realizar algún procedimiento o tratamiento de manera 
inadecuada. 
Los errores preventivos se dan al realizar seguimiento del tratamiento 
inadecuado. (Errores médicos, 2009) 
El acto médico es la conducta bajo la que se rige el medico esta actitud es seria, 
comprometida con la relación médico paciente y con su relación social, es decir la 
influencia del entorno que rodean al médico y al paciente. (2011). 
1.3.2 Minería de datos: 
1.3.2.1 Concepto 
Minería de datos: nos permite descubrir patrones de datos y convertir 
datos en conocimiento que representan una ventaja competitiva 
mayormente económica. Teniendo un aprendizaje automático o 
semiautomático  (H. Witten, y otros, 2011 pág. 4) 
1.3.2.2 Patrón Estructural 
Patrón Estructural: ayuda a identificar la estructura de los datos, no 
necesariamente son fórmulas, pero sirve para clasificar los datos. (H. 
Witten, y otros, 2011 págs. 5-6) 
1.3.2.3 Machine Learning 
Machine Learning: el aprendizaje es adquirir conocimiento a través 
de experiencias, enseñanzas e investigaciones, y machine learning 
busca adquirir este conocimiento a través de patrones de manera 
automática, explicando datos y poder hacer predicciones de ello. (H. 
Witten, y otros, 2011 pág. 7) 
1.3.2.4  Atributos 
Atributos: los datos en estudio son los atributos partiendo la 
investigación por ello y su clasificación que pueden ser nominal y 
numéricos (H. Witten, y otros, 2011 págs. 3-8) 
 18 
1.3.2.5 Aplicaciones de Machine Leaning 
1.3.2.5.1 Web Mining 
Los datos que existen en internet a crecido exponencialmente y 
por ello las empresas no dudan en usar este medio para obtener 
información de sus clientes, Google para medir la posición de la 
página web lo hace según el prestigio, mientras más páginas se 
enlazan con su sitio web tiene mayor prestigio. También analizan 
las consultas a los motores de búsqueda.   (H. Witten, y otros, 
2011 págs. 21-22) . 
 
1.3.2.5.2 Imágenes 
El procesamiento de imágenes también es una herramienta de 
gran impacto usada por ejemplo para la detección de derrames de 
petróleo por satélite, reconocimiento facial gracias a la minería de 
datos, los pixeles de entrada se convierten en información.  (H. 
Witten, y otros, 2011 pág. 23) 
1.3.2.5.3 Marketing y Ventas 
Los clientes son una pieza importante para toda empresa por ello 
que la confiabilidad que una empresa puede representar es 
significativa y se usan herramientas para mantener el cliente 
determinando qué nuevos servicios son adecuados, entregando 
incentivos en quienes se obtenga mayores beneficios.  
En marketing realizando un análisis demográfico se puede 
determinar que producto de puede vender más, también otro 
ejemplo es el envió de ofertas personalizadas por el tipo de cliente. 
(H. Witten, y otros, 2011 págs. 26-27) 
1.3.2.5.4 Otras Aplicaciones 
El uso de machine Learning es muy amplia algunos ejemplos en 
biología se usa para ayudar a identificar genes dentro de cada 
genoma, en la televisión para conocer que programas son más 
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vistos, en lo informático para detectar la intrusión mediante un 
análisis de operaciones inusuales. (H. Witten, y otros, 2011 págs. 
27-28) 
1.3.2.6 Algoritmos orientados a predicciones 
1.3.2.6.1 Algoritmos de clasificación 
Usualmente utilizadas para las predicciones hay muchas 
herramientas para la clasificación: regresión logística, redes 
neuronales, arboles de decisión, para más complejos se usan 
técnicas multimodales. 
 
1.3.2.6.2 Agrupación de algoritmos 
Utilizan un aprendizaje no supervisado, cuando el resultado no se 
conoce. La herramienta más conocida es el algoritmo k-
mediasque que agrupa datos similares entre si utilizando una 
métrica de distancia. 
1.3.2.6.3 Algoritmo de regresión 
Son usadas para predecir variables con resultado numéricas, 
algunas técnicas usadas son la regresión lineal, árboles de 
decisión, redes neuronales que imita el cerebro humano. (WEE 
Hyong, y otros, 2015 pág. Capitulo 1) 
1.3.2.7 Data Science 
Data Science: la ciencia del dato tiene como propósito brindar 
técnicas y un proceso de recolección de datos que recae en un 
esfuerzo de equipo. El análisis de datos comprende, análisis 
descriptivo usando gráficos, histogramas; análisis de diagnósticos 
utilizado en la inteligencia de Negocio para explicar las causas de los 
hechos utilizando técnicas de agrupamiento, clasificación y árboles de 
decisión; análisis predictivo usado para toma de decisiones de 
acuerdo a las predicciones; análisis prescriptivo combina el análisis 
predictivo y sirve para la optimización utilizando las técnicas 
 20 
programación lineal y no lineal además de árboles de decisión. (WEE 
Hyong, y otros, 2015) 
1.3.2.7.1 Etapas 
1.  Definir el problema de negocio: 
Este paso guía el proyecto, si no está defino correctamente se 
terminará realizando una solución a un problema equivocado. Esta 
etapa es muy importante definirlo minuciosamente, precisa y 
refleje lo que se quiere solucionar desde el punto de vista del 
negocio fijando objetivos para ello. 
2. Adquirir y preparar los datos: 
Es un proceso es muy laborioso pues uno desea analizar algunas 
variables y no existen datos suficientes y es la fuente principal para 
investigar, se realiza los ETL extraer, transformar y cargar los 
datos en bruto desde fuentes diversas como bases de datos, 
archivos de registros web entre otros. 
3. Desarrollar el modelo: 
Se determina el algoritmo según el modelo planteado a ejecutar 
por ejemplo un árbol de decisión para el modelo predicciones entre 
otros según los objetivos del negocio. 
4. Implementar el modelo: 
Aplicarlo en la realidad, en el negocio ya sea mediante una 
aplicación web o móvil. 
5. Modelo de monitor rendimiento: 
Seguimiento al modelo implementado, el modelo planteado va 
perdiendo la precisión al pasar el tiempo por diversas razones, se 
recomienda reconstruir cada año de acuerdo al entorno si es muy 
dinámico cada semana o diario. 
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Ilustración 1. Descripción General del proceso de la ciencia de los datos 
1.3.2.8 Modelo CRISP 
1. Comprensión del negocio  
Es la primera fase que se centra en comprender al negocio fijando 
objetivos de proyecto además se debe definir el problema siempre 
en función al negocio en un plan preliminar para alcanzar los 
objetivos trazados. 
 
2.  Comprensión de los datos  
Esta segunda fase se centra en los datos identificando problemas 
de calidad de datos para formar una hipótesis adecuada de 
acuerdo a la información analizada. 
3.  Preparación de datos  
Esta fase tiene una duración mayor y de gran importancia, se 
prepara los datos a partir de registros, atributos entre otros se 
transforma y luego se limpian para ser usadas por el modelo.  
4. Modelado  
En esta fase se selecciona las técnicas de modelado de acuerdo 
a los requerimientos sobre la forma de los datos. Se puede 
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desarrollar de uno a más técnicas. También se genera la prueba 
del diseño para probar la calidad y validez del modelo escogido. 
5.  Evaluación  
Después de construir el modelo es importante evaluarlo con los 
objetivos del proyecto planteados en función del negocio, ya que 
deben estar alineados, además de comparar con los objetivos se 
puede encontrar información de suma importancia para el negocio 
para futuras predicciones. 
6.  Desarrollo  
El construir el modelo no es el fin del proyecto, aun se debe 
presentar al cliente del modo que pueda usarlo ya sea con una 
aplicación web, móvil entre otros , ordenando los datos , 
mostrando de manera entendible para el usuario. (CHAPMAN, y 
otros, 2000) 
 
Ilustración 2. Fases del modelo de Referencia CRISP-DM 
1.4 Formulación del problema 
¿De qué manera el desarrollo de un algoritmo de minería de datos con 
reconocimiento de patrones de síntomas y enfermedades respiratorias influirá en 
el diagnóstico de pacientes? 
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1.5 Justificación del estudio 
La investigación propuesta busca mediante la aplicación de la teoría y los 
conceptos básicos sobre minería de datos y los algoritmos de minería de datos 
ayudar al sector salud con el análisis de las historias clínicas. 
En cuanto a plataforma tecnológica el desarrollo del algoritmo será compatible 
con todos los sistemas y para construirlo se usarán herramientas de software 
privativo y libre. 
Esta investigación se enfoca en todas las entidades del sector salud ya sea 
privada o pública. 
 
1.6 Hipótesis 
H1: Un modelo de minería de datos para el reconocimiento de patrones de 
síntomas y enfermedades mejora significativamente el diagnóstico de pacientes 
en la ciudad de Trujillo. 
H0: Un modelo de minería de datos para el reconocimiento de patrones de 
síntomas y enfermedades no mejora significativamente el diagnóstico de 
pacientes en la ciudad de Trujillo 
1.7  Objetivos 
Objetivo General: 
 Mejorar el diagnóstico de pacientes en la ciudad de Trujillo con el desarrollo 
de un modelo de minería de datos con reconocimiento de patrones de 
síntomas y enfermedades respiratorias. 
Objetivo Específico: 
 Identificar los escenarios y características de las enfermedades y síntomas 
 Reducir el tiempo de diagnosticar enfermedades en un paciente. 




2.1 Diseño de investigación 
Pre Experimental 
Diseño pre-test post –test con su solo grupo, cuyo esquema es el siguiente:                                                     
G: O1   X   O2 
Donde: 
O1: pre-test 
X: Aplicación del modelo de minería de Datos 
O2: post – test 
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2.3 Población y muestra 
De acuerdo la Encuesta Nacional de Satisfacción de Usuarios en Salud 
(ENSUSALUD) efectuado en los establecimientos del Ministerio de Salud 
(MINSA) y ESSALUD se realizó la muestra siguiente: 
Población: 1,859,640 Habitantes en la ciudad de Trujillo 
Se realiza el cálculo de la muestra con la siguiente fórmula 
n0 =
Nz2 ∗ p ∗ q
(N − 1) ∗ E2 + z2 ∗ p ∗ q
∗ dⅇf ∗ tnr 
Donde: 
no: muestra  
Z: nivel de confianza – 1.96 (95%) 
p: proporción de éxito – 38% 
q: proporción fracaso –  62% 
E: error de Estimación – margen aceptado en la estimación de p 
N: Número de habitantes  
def: Efecto de diseño al usar muestreo con más de una etapa de selección 
– 1.2 en base a resultados de la ENDES 2000. 
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tnr: Coeficiente que ajuste al tamaño muestral debido a la no respuesta. 
Reemplazando los datos da como resultado 790  
Muestra: Usuarios de Consulta Externa en la región de la Libertad 790. 
Unidad de Análisis: Usuarios en Consulta Externa.   




A. Análisis documental: 
 “Comprende el procesamiento 
analítico- sintético que, a su vez, 
incluye la descripción bibliográfica 
y general de la fuente, la 
clasificación, indización, anotación, 
extracción, traducción y la 
confección de reseñas”. (Análisis 
documental y de información: dos 
componentes de un mismo 
proceso., 2004) 
 
- Fichas Resumen 
- Fichas Bibliográficas 
- Fichas textuales 
B. Encuesta:  
se recoge información usando 
procedimientos estandarizados de 
manera que a cada individuo se le 
hacen las mismas preguntas en 
más o menos la misma manera. La 
intención de la encuesta no es 
describir los individuos particulares 
quienes, por azar, son parte de la 
muestra, sino obtener un perfil 
compuesto de la población. 





Validación y Confiabilidad del Instrumento: 
La elaboración de la encuesta ha sido realizada por la entidad privada 
ENSUSALUD y no es necesaria realizar la validación y confiabilidad. 
Anexo 1 Formato de Encuesta del ENSUSALUD 
2.5 Métodos de análisis de datos 
Análisis ligados a las hipótesis 
o Parametrica 
– Prueba Z 
Es una prueba estadistica de hipotesis que con más 
frecuencia. La gráfica de su función es curva normal de 
frecuencias tiene una forma de campana y en el centro se 
situan tres medidas de tendencia central.Esta distribución es 
de gran relevancia ya que permite modelar numerosos 
fenómenos naturales, sociales y psicológicos. 
 
  Donde: 
  Z = valor estadístico de la curva normal de frecuencias 
  X = cualquier valor de una muestra estadística 
 = promedio o media aritmética obtenido de la muestra 
estadística, valor representativo. 
desviación estándar 
Hipótesis Nula 
0:0  ABH   








0:1  ABH   
El indicador del modelo propuesto es mejor que el indicador 
del modelo actual 
2.6 Aspectos éticos  
Respeto a la privacidad, proteger la identidad de los individuos que participan 





Según lo investigado existen denuncias judiciales por responsabilidad médica, desde 
el 2005 al 2010 mostrando que no se contaba con los recursos necesarios para realizar 
las investigaciones, y evidencias adecuadas, a pesar de ello se denota un crecimiento 
en las denuncias dando una alerta al sector salud para que genere estrategias que 
permita mitigar el problema. 
Otro problema en salud en el Perú según una revista de la Universidad Nacional Mayor 
de San Marcos es la metodología de enseñanza que se imparte a los futuros médicos, 
pues, los alumnos de medicina son orientados  para entregar un buen diagnóstico y 
para ello deben aprender un gran número de enfermedades, cuanto más conocen, 
mejor aún; pero la memoria humana es perecedera, frágil dificultando que el 
diagnóstico sea más acertado además recurren a la intuición y subjetivismo 
contribuyendo a un mal diagnóstico. 
VISION ESTRATEGICA 
Se desea implantar mejoras en el sector salud para brindar una mejor atención a los 
pacientes, para contribuir al desarrollo sostenible del país. 
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PASO 1: COMPRENSIÓN DEL NEGOCIO 
DETERMINACIÓN DE OBJETIVOS DE NEGOCIO 
Dado los problemas mencionados anteriormente se justifican con una encuesta 
desarrollada el 2015 por ENSUSALUD desean mejorar la satisfacción de sus usuarios 
no solo con el tiempo de atención sino en diagnósticos más certeros. 
Objetivo del negocio: 
 Mejorar el diagnóstico de pacientes en la ciudad de Trujillo con el desarrollo 
de un modelo de minería de datos con reconocimiento de patrones de 
síntomas y enfermedades respiratorias. 
Objetivo de la minería de Datos: 
 Crear un modelo predictivo de clasificación de las enfermedades a partir de 
los síntomas y signos que corresponden a cada enfermedad. 
PASO 2: COMPRENSIÓN DE LA DATA 
Recolección de Datos 






















 Presión arterial 
 Herencia 
 antecedentes 
 edad  
















Ilustración 3: Matriz de Enfermedades y Síntomas 
Solo es muestra parte de la matriz elaborada de enfermedades y síntomas 
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Modelado de Clases: 
 
Ilustración 4:Modelo de Clases 
 
 class Objetos del dominio
Enfermedad
- /idEnfermedad:  int
- nombre:  string
- descripcion:  strnig
- duracion:  string
- incidencia:  string
- idUbicacionGeografica:  int
- herencia:  string
TipoSintoma
- alias:  string
- idSintoma:  int
- idTipoSintoma:  int
- nombre:  string
Sintoma
- idsintoma:  int
- alias:  string
- nombre:  string
Signo
- idSigno:  int
- nombre:  string
EnfermedadSintoma
- idEnfermedad:  int
- idSintoma:  int
- idTipoSintoma:  int
EnfermedadSigno
- idEnfermedadSigno:  int
- idEnfermedad:  int
- idSigno:  int
- valor:  string
UbicacionGeografica
- idUbicacionGeografica:  int
- nombre:  string
EnfermedadAntecedente
- codigoTabla:  int
- idEnfermedad:  int
- idEnfermedadAntecedente:  int
persona
- idPersona:  int
- fechaNacimiento:  date
- genero:  string
- nombres:  string
- estadocivil:  string
- ingresos:  decimal
Atencion
- idAtencion:  int
- idPersona:  int
- FrecuenciaCardiaca:  decimal
- Pulso:  decimal
- temperatura:  string
- peso:  string
- talla:  string
- tabaquismo:  bool
- alcohol:  bool
AtencionSintoma
- idAtencionSintoma:  int
- idAtencion:  int
- idSintoma:  int




Ilustración 5:Modelo Lógico 
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Descripción de los Datos 
Base de Datos 
Base de Datos Tamaño 
Clinicabd 100MB 
Tabla 1: Descripción de la Base de Datos 
Descripción de las tablas a usar 
TABLA DESCRIPCION 
Enfermedad Enfermedades Respiratorias 
Signo Signos de la enfermedad 
Sintoma Síntomas de la enfermedad 
Enfermedad Antecedente Antecedente de enfermedades 
Tipo Síntoma Tipo de Síntoma  
Persona Paciente de un centro médico  
Atencion Atenciones generadas por la persona 
Tabla 2: Descripción Tablas 
Cantidad de Registros de los datos muestras asignados 




Enfermedad Antecedente 20 
Tipo Síntoma 174 
Persona 18484 
Atencion 3000 
Tabla 3: Cantidad de Registros por tablas 
Exploración de los Datos 
 Enfermedades y el número de sus síntomas 




bronquitis aguda 4 
Difteria 1 
epiglotitis 6 
faringoamidgalitis aguda bacteria 11 
faringoamidgalitis aguda virus 7 







neumonia adquirida en la comunidad 8 
Neumonia atipica Mycoplasma 14 
neumonia bacteria 13 
neumonia bacteria meningococo 14 
neumonia bacteria neumococo 15 
neumonia virus Haemophilus influenzae 
tipo b 
13 
resfrio por bacteria 7 
rinitis alérgica (tipo de rinitis crónica) 8 
rinitis crónica 3 
rinofaringitis aguda 8 
saos 2 
sinusitis aguda 6 
sinusitis crónica 6 
sinusitis recurrente 6 
sinusitis subaguda 6 
Tosferina 7 
Tuberculosis pulmonar 4 
tuberculosis ganglionar 1 
Tabla 4: Cantidad de Registros por Enfermedad 
 
 Enfermedades y el número de sus Tipos de síntomas 




bronquitis aguda 10 
Difteria 2 
epiglotitis 8 
faringoamidgalitis aguda bacteria 8 
faringoamidgalitis aguda virus 7 







neumonia adquirida en la comunidad 16 
Neumonia atipica Mycoplasma 12 
neumonia bacteria 12 
neumonia bacteria meningococo 13 
neumonia bacteria neumococo 12 
neumonia virus Haemophilus influenzae 
tipo b 
13 
resfrio por bacteria 12 
rinitis alergica (tipo de rinitis cronica) 10 
rinitis cronica 6 
rinofaringitis aguda 9 
saos ( ) 4 
sinusiti aguda 7 
sinusitis cronica 6 
sinusitis recurrente 5 
sinusitis subaguda 5 
tosferina 4 
Tuberculosis pulmonar 6 
tuberculosis ganglionar 1 
Tabla 5: Cantidad de Registros por Tipo Síntoma 
 
 Enfermedades y el número de signos 




faringoamidgalitis aguda bacteria 2 
faringoamidgalitis aguda virus 2 






neumonia adquirida en la comunidad 3 
Neumonia atipica Mycoplasma 1 
neumonia bacteria 2 
neumonia bacteria meningococo 1 
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neumonia bacteria neumococo 2 
neumonia virus Haemophilus influenzae tipo b 2 
resfrio por bacteria 1 
saos ( ) 1 
sinusiti aguda 2 
sinusitis cronica 2 
sinusitis recurrente 2 
sinusitis subaguda 2 
tosferina 1 
Tuberculosis pulmonar 1 
tuberulosis ganglionar 1 
Tabla 6: Cantidad de Registros por Signo 
 











neumonia adquirida en la comunidad 4 
Neumonia atipica Mycoplasma 2 
neumonia bacteria 1 
neumonia bacteria meningococo 2 
neumonia bacteria neumococo 4 
neumonia virus Haemophilus influenzae 
tipo b 
1 
rinitis alergica (tipo de rinitis cronica) 1 
Tuberculosis pulmonar 1 






Verificación de la Calidad de los Datos 
 Integridad de Entidad:  
Se puede apreciar que las tablas suministradas mantienen una clave 
primaria lo cual asegura unicidad de las operaciones.  
 Integridad de Dominio:  




 Integridad Referencial 
Las tablas se encuentran referenciada 
 
PASO 3: PREPARACIÓN DE LOS DATOS 
Para la preparación de los datos se hará lo siguiente: 
 Preparar la colección de datos a usar 
 Selección de los Datos 
 El servicio de limpieza y procesamiento de datos 
 Selección de características 
Preparación de la colección de datos 
 Conjunto de Datos: 
 Valores observados hoy en las variables que se espera predecir con el 
modelo. 
Estas variables a predecir están en función a cada objetivo definido en la etapa 





VARIABLE A PREDECIR 
Mejorar el diagnóstico de 
pacientes 
Modelo de Clasificación 
de enfermedades 
Enfermedades a partir de 
síntomas y signos 
Tabla 8: Objetivos definidos en la comprensión del negocio 
Select distinct idTipoSintoma from EnfermedadSintoma 
Select distinct idSintoma from EnfermedadSintoma 
Select distinct idSigno from [EnfermedadSigno] 
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El inventario de datos de trabajo a usar será el siguiente: 
Enfermedad 
 
Ilustración 6: Inventario de datos de la tabla Enfermedad 
Enfermedad Síntoma 
 











Ilustración 8: Inventario de datos de la tabla Enfermedad Signo 
Tipo síntoma 
 
Ilustración 9: Inventario de datos de la tabla Tipo síntoma 
Enfermedad Antecedente 
 
Ilustración 10: Inventario de datos de la tabla Antecedente Enfermedad 
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Selección de datos 




Ilustración 11: Variables de Estudio de la tabla Enfermedad 
Tipo síntoma 
 




Ilustración 13:Variables de Estudio de la tabla Síntoma 
Signo 
 





Ilustración 15: Variables de Estudio de la tabla Enfermedad Antecedente 
Variables excluidas 
La ubicación geográfica 
 
Ilustración 16: Variables de Estudio de la tabla Ubicación Geográfica  
Se observa que el 60% es ninguno y zona fría es el 37.15% por lo que el estudio 




ninguno zonas frías zonas lluviosa
nro_ubicacion_Geograficanombre nro 
ninguno 21 




Tabla 9: Registrios de la tabla Ubicación Geográfica 
 52 
El servicio de limpieza y procesamiento de datos 
Estos son los registros a depurar: 
Enfermedades 
Al validar la data el campo descripción en los datos null serán cambiados a “ “. 
Al igual que en duración, incidencia será cambiado a no, ubicación geográfica 
será cambiado a 0 y herencia cambiado a 0. 
 
Ilustración 17: Clean de data 
Procesamiento de Datos 
Obteniendo la edad de la persona 
Aplicamos la función datediff que calcula la diferencia en una frecuencia de 
tiempo determinada, en este caso en años respecto a la fecha de hoy 
 
 
Selección de características 





select p.*, edad = DATEDIFF(YY,p.fechaNacimeinto,GETDATE()) 
from persona p 
SELECT DISTINCT e.nombre, dbo._getSignos(e.nombre) AS signos 
FROM            dbo.[Enfermedad Signo] AS es INNER JOIN 
                         dbo.Enfermedad AS e ON es.idEnfermedad = 
e.idEnfermedad 
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SELECT DISTINCT e.nombre, dbo._getSintomas(e.nombre) AS 
Sintomas 
FROM            dbo.EnfermedadSintoma AS es INNER JOIN 
                         dbo.Enfermedad AS e ON es.idEnfermedad = 
e.idEnfermedad 
SELECT DISTINCT e.nombre, dbo._getTipoSintomas(e.nombre) AS 
Tipo_Sintomas 
FROM  dbo.EnfermedadSintoma AS es INNER JOIN 
dbo.Enfermedad AS e ON es.idEnfermedad = e.idEnfermedad 
create view enfermedad as 
select e.nombre,e.duracion,e.Incidencia,e.herencia ,u.nombre 
from Enfermedad e left join UbicacionGeografica u on 
e.idUbicacionGeografica = u.idUbicacionGeografica 
where e.idUbicacionGeografica is null or e.idUbicacionGeografica = 
u.idUbicacionGeografica 
SELECT DISTINCT e.nombre, dbo._getAntecedentes(e.nombre) AS 
Antecedentes 
FROM  dbo.EnfermedadAntecedente AS es INNER JOIN 
dbo.Enfermedad AS e ON es.idEnfermedad = e.idEnfermedad 
SELECT a.idAtencion, a.idPersona, p.nombres, DATEDIFF(YY, 
p.fechaNacimeinto, GETDATE()) AS edad,  
 a.peso, a.Temperatura, a.tabaquismo, a.alcohol, p.genero 
FROM dbo.Atencion AS a INNER JOIN 
dbo.persona AS p ON a.idPersona = p.idPersona 
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PASO 4: MODELADO 
Seleccionar la técnica de modelado 
Para el modelo de clasificación se realizará con el algoritmo de árboles de decisión 
porque permite valores continuos y discretos. Adecuado para la predicción 
Construir el modelo 
Se usará los servicios de Azure Machine Learning. 
Para la construcción del modelado se aplica el anterior paso que es preparar data y 
queda de la siguiente manera: 
Construcción de Algoritmo 
Se va a usar Ipython para el análisis de datos el algoritmo usado es el siguiente: 
Para construir el árbol de decisiones se realiza lo siguiente: 











Evaluar el modelo 
Se realizó un árbol de decisión para síntoma_enfermedad, 












Árbol Síntoma Enfermedad: 
 
 
Ilustración 19: Árbol Síntoma Enfermedad 1 
Ilustración 20: Árbol Síntoma Enfermedad 
Ilustración 21: Árbol Síntoma Enfermedad 3 
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Árbol Tipo Síntoma Enfermedad: 
 
Ilustración 24: Árbol Tipo Síntoma Enfermedad 1 
Ilustración 23: Árbol Tipo Síntoma Enfermedad 2 
Ilustración 22: Árbol Tipo Síntoma Enfermedad 3 
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Árbol Signo Enfermedad: 
 
Ilustración 27: Árbol Signo Enfermedad 1 
Ilustración 26: Árbol Signo Enfermedad 2 
Ilustración 25: Árbol Signo Enfermedad 3 
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Árbol Antecedente Enfermedad: 
 
 
Ilustración 28: Árbol Antecedente Enfermedad 1 
Ilustración 29: Árbol Antecedente Enfermedad 2 
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Evaluación del Modelo 
Se ejecuta el siguiente algoritmo para realizar el testeo del árbol construido este 
algoritmo se adapta para los 4 árboles de decisión: 
 
En la siguiente ventana se está enviado el vector siguiente:[3,4,5,40] solo algunos 
síntomas de la faringoamidgalitis aguda por bacteria y te devuelve la enfermedad que 
coincide con ello. 
Resultados: 
Ilustración 30: Testeo con Python 
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Prueba de Hipótesis 
La Contrastación de Hipótesis se realizado de acuerdo al Método Propuesto Pre 
Test - Pos Test, para poder aceptar o rechazar la hipótesis. Así mismo, para la 
realización de este diseño se identificaron indicadores cuantitativos, los cuales 
se describen a continuación:  
INDICADOR TIPO 
Tiempo de realizar diagnóstico al paciente  Cuantitativo 
Diagnósticos acertados Cuantitativo 
Tabla 10: Tipo de Indicadores 
 Prueba de Hipótesis para el indicador de Tiempo de realizar 
diagnósticos 
o Definición de Variables 
Ta = Tiempo antes de aplicar el modelo de minería de datos 
Td = Tiempo después de aplicar el modelo de minería de datos 
o Hipótesis Estadística 
Hipotesis Ho= el tiempo de atención antes de aplicar el modelo de 
minería de datos es menor o igual que el tiempo de atención después 
de aplicar el modelo de minería de datos(Minutos) 
     Ho = Ta – Td  ≤ 0 
Hipotesis Ha = el tiempo de atención antes de aplicar el modelo de 
minería de datos es mayor que el tiempo de atención después de 
aplicar el modelo de minería de datos(Minutos) 
    Ha = Ta – Td > 0 
o Nivel de Significancia 
Se define un nivel de confiabilidad de 95%. 
Usando el nivel de significancia(∞=0.05) del 5 % será el margen de 
error. 
Por lo tanto el nivel de confianza(1 - ∞ = 0.95 ) será del 95%. 
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o Estadígrafo de contraste 
 
Tipo de atención Antes Después Antes Después 
𝑇𝑎̅̅̅̅  𝑇𝑑̅̅̅̅  (𝑇𝑎̅̅̅̅ )2 (𝑇𝑑̅̅̅̅ )
2
 
Minsa 13 11 169 121 
Essalud 17 12 289 144 
Clinica 21 15 441 125 
Sumatoria 51 38 899 390 
Promedio 17 11.667 289 136.12 
Varianza     
Tabla 11: Tiempo de atención de paciente 
 
Valores obtenidos para antes de aplicar el patrón de la Encuesta realizada 
por ENSUSALUD 2014 . 
Valores obtenidos para después de aplicar el patrón consulta a dos Doctores 




















Calculo de Z: 
𝑍𝑐 =  
?̅?𝑎












= 25.977   
 
o Región Critica:  
Para a = 0.05 , en la tabla N° ,(Anexo N°) encontramos Za = 1.645 . 
Entonces la región critica de la prueba es Zc < 1.645 >. 
o Conclusión  
Puesto que Zc = 25.997 calculado, es mayor que Za = 1.645 y 
estando este valor dentro de la región de rechazo > 1.645 <=, 
entonces se rechaza la Ho y por consiguiente se acepta Ha. Se 
concluye entonces que el tiempo de atención al paciente después de 
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aplicar el modelo es menor al tiempo de atención antes de aplicar el 
modelo con un nivel de error del 5% y un nivel de confianza del 95%. 
 Prueba de Hipótesis para el indicador de Diagnósticos Acertados 
o Definición de Variables 
Rp = número de aciertos 
o Hipótesis Estadística 
Hipótesis Ho = el número de aciertos es mayor al 70% de lo estimado 
Ho = Rp > 70% 
Hipótesis Ha = el número de aciertos es menor o igual al 70% de lo 
estimado 
Ha = Rp ≤ 70% 
o Nivel de significancia 
Se define el margen de error en (∝=0.05) 5% por lo tanto con un nivel 
de confianza de (1-∝ = 0.95) 95% 
o Estadígrafo de contraste 
n = 3000 y coloco la formula 
Para calcular el rendimiento de construyo un algoritmo y se sacara un 
promedio de ello con cada árbol de decisión 
Para Enfermedad_Sintoma = 1000 
Para Enfermedad_TipoSintoma = 1000 
Para Enfermedad_Signo = 190 
Para Enfermedad_Antecedente = 10 
Enfermedad Síntoma Enfermedad Tipo 
Síntoma 










854 85.4% 781 78.10% 156 82.11% 8 80.00% 
Total 100% 2200      




𝐷𝑎 =  
∑𝑛_𝑎𝑐𝑖𝑒𝑟𝑡𝑜𝑠𝑖=1
𝑁
∗ 100 = (
1797
22
) = 81.68 
o Conclusión 
Puesto que Da = 81.68 es mayor que 70% por lo tanto se acepta la Ho 
y se rechaza la Ha  
IV. DISCUSIÓN 
Tiempo de realizar diagnósticos  
Como se puede observar en la tabla N° 13 el tiempo promedio de atención 
antes de aplicar el modelo es de 17 minutos y el tiempo promedio de 
atención después de aplicar el modelo es de 11.667 minutos lo que 
representa una reducción de 5.333 minutos que se representaría de la 
siguiente manera: 
Ta Td Decremento 
 %  %  % 
17 100.00 11.667 68.63 5.333 31.371 
Tabla 13: Comparación del Indicador Ta y Td 
De acuerdo al cuadro, la reducción representa el 31.371% 
 
Diagnósticos Acertados 
Sobre este indicador se observa que el número de aciertos por cada árbol 
sobrepasa el 70% dando como porcentaje final promedio de 81.68%, por lo 
tanto, el modelo aplicado es aceptable de acuerdo al cuadro de 




 El primer indicador alcanzo un 81.77% en promedio de diagnósticos 
acertados demostrando así parte de la efectividad del proyecto. 
 El tiempo de atención también aporta a la efectividad con una reducción 
de 31.371% en comparación al tiempo promedio de atención anterior a la 
aplicación de la solución. 
 De acuerdo a lo descrito en las anteriores viñetas se concluye que se logró 
el cumplimiento del objetivo principal que consiste en mejorar los 
diagnósticos a partir de síntomas y signos. 
 Se demuestra los aportes de la minería de datos a la sociedad son de 
relevancia, claro ejemplo es este proyecto de investigación. 
VI. RECOMENDACIÓN 
 Delimitar el estudio, como este proyecto se delimito a enfermedades 
respiratorias, las futuras investigaciones deberían fijar objetivos alcanzables. 
 Si se desea aprender más sobre data mining es mejor tener un inglés básico 
a intermedio ya que la mayor documentación está en lengua americana. 
 Si desean realizar este tipo de investigación lo ideal es tener a expertos en el 
tema para que los patrones sean más acertados. 
VII. PROPUESTA 
 Acrecentar este modelo no solo para enfermedades respiratorias y pueda 
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ANEXO 1: FORMATO DE ENCUESTA NACIONAL DE USUARIOS EN SALUD 



















ANEXO 2: TABLA DE PROMEDIO DE TIEMPO DESPUES DE APLICAR LA 
SOLUCION PROPUESTA. 
 
Doctor Minsa Essalud Clinica 
Ana Medrano 10 13 15 
Osmar Pillaca 11 11 14 
Promedio 11 12 15 
Tabla 14: Promedio de tiempo después de aplicar la solución 
