Abstract-Characterising the capacity region for a network can be extremely difficult. Even with independent sources, determining the capacity region can be as hard as the open problem of characterising all information inequalities. The majority of computable outer bounds in the literature are relaxations of the linear programming bound, which involves entropy functions of random variables related to the sources and link messages. When sources are not independent, the problem is even more complicated. Extension of linear programming bounds to networks with correlated sources is largely open. Source dependence is usually specified through a joint probability distribution, and one of the main challenges in extending linear program bounds is the difficulty (or impossibility) of characterising arbitrary dependences via entropy functions. This paper tackles the problem by answering the question of how well entropy functions can characterise correlation among sources. We show that by using carefully chosen auxiliary random variables, the characterisation can be fairly "accurate". Using such auxiliary random variables, we also give implicit and explicit outer bounds on the capacity of networks with correlated sources. The characterisation of correlation or joint distribution via Shannon entropy functions is also applicable to other information measures, such as Rényi entropy and Tsallis entropy.
I. INTRODUCTION
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Communicated by C. Nair, Associate Editor for Shannon Theory. Digital Object Identifier 10.1109/ TIT.2017.2681078 characterised by the max-flow bound [5] (see also [7, Ch. 18] ) and linear network codes maximise throughput [8] . However, when it involves more than one source, the problem can become quite difficult. The problem becomes even more complex when the sources are correlated. When the sources are independent, the capacity region depends only on the source entropy rates. However, when the sources are dependent, the capacity region depends on the detailed structure of the joint source distribution. In the classical literature, the problem of communicating correlated sources is called distributed source compression [9] , [10] . For networks, the distributed source compression problem is a feasibility problem: given a network with edge capacity constraints and the joint probability distribution of correlated sources available at certain nodes, is it feasible to communicate the correlated sources to demanding nodes?
A relevant important problem is of separation of distributed source coding and network coding [11] . Specifically, distributed source coding and network coding are separable if and only if optimality is not sacrificed by separately designing source and network codes. It has been shown in [11] that the separation holds for two-source two-sink networks however it has been shown by examples that that the separation fails for two-source three-sink and three-source two-sink networks.
In [12] , 1 Han gave a necessary and sufficient condition for the set of achievable rates when each sink requires all the sources (see also [11] for noiseless channel network model). This result includes the necessary and sufficient condition [13] , [14] for networks in which every source is demanded by single sink as a special case. Until recently there did not even exist in the literature a nontrivial necessary condition for reliable transmission of correlated sources in general multicast networks. In [15] , we made the first attempt to address this problem by characterising a graph based bound, called the "functional dependence bound", 2 for networks with correlated sources with arbitrary sink demands. The functional dependence bound [15] , [16] is tighter than the cut-set bound [17] .
Following [18] , we develop a linear programming outer bound for dependent sources (see Theorem 1 in this paper). This bound is specified by a set of information inequalities and equalities, and source dependence is represented by the entropy function
where S {1, . . . , |S|} is an index set for the sources and {(Y n s , s ∈ S), n = 1, 2, . . .} are independent and identically distributed copies of the |S| dependent sources. Thus each (Y n s , s ∈ S) has the same joint distribution as the sources, but are independent across different n. However, within the same "time" instance n, the random variables (Y n s , s ∈ S) may be correlated among different s.
The concurrent work [19] (see also [20] ) focused on improving the cut-set bound for networks with correlated sources. For this a so called "uncertainty region" was proposed and characterised. For two source case, with random variables Y (N) s (Y n s , n = 1 . . . N), s ∈ {1, 2}, the uncertainty region is the closure of the set of all four-dimensional vectors
2 ) N where the random variable K may be interpreted as "almost" common information when the last three quantities in the vector are very small. Independently, we also constructed in [1] auxiliary random variables which are almost common information to characterise tighter outer bounds on network capacity (see Section III-B of this paper). The uncertainty region was used to improve cut-set based converse theorems for network capacity. See Section V for a comparison of the work in [19] and the work in this paper.
The simple formulation in (1) fails to properly characterise source dependence. We also note that the capacity regions (or best known achievable regions) for many classic multiterminal problems are also expressed as optimisations of linear combinations of joint entropies, subject to linear constraints (e.g., markov constraints) on joint entropies. If it were not for the specified joint distributions on the sources/side-information etc., typically present in such problems, numerical solution would be achieved by a linear program. Again, if it were possible to somehow accurately capture the dependence of random variables using entropies, it would lead to a convenient computational approach. A natural question arises: How accurately can arbitrary dependencies be specified via entropies alone? We show that by using auxiliary random variables, entropies can in fact be sufficient.
Organisation: In Section II we present bounds on the capacity of networks with correlated sources. In particular, we characterise outer bounds using geometrical approach (referred as geometric bounds) in Section II-A. Section II-B demonstrates that these bounds are not tight and can be tightened by introducing new auxiliary random variables which more accurately describe correlation between the source random variables. We also give a general framework (Definition 6 and Theorem 2) for improving outer bounds with introduction of auxiliary random variables. Section II-C presents an implicit as well as an explicitly computable bound using the partition auxiliary random variables describing the source correlation in IV. In Section III, we present two approaches to construct auxiliary random variables to tighten the outer bounds. The constructions via these two approaches are direct generalisations of the auxiliary random variables designed for the example network in Section II-B. In Section IV, we deal with the more general problem of characterising probability distribution using entropy functions. Specifically, in Section IV-A we give a characterisation of distributions via partition auxiliary random variables. Entropy functions of these binary partition random variables are used in Section IV-B to characterise distributions for scalar random variables and for vector random variables in Theorems 3 and 4, respectively. In Section V, we briefly describe extension of our work to "vector-block characterisation" and to other information measures such as Rényi entropy and Tsallis entropy.
II. CAPACITY OUTER BOUNDS
In this section, we focus on characterisation of network coding capacity outer bounds for networks with correlated sources. Let the directed acyclic graph G = (V, E) serve as a simplified model of a communication network with errorfree point-to-point communication links. Edges e ∈ E have capacity C e > 0. Let {(Y n s , s ∈ S), n = 1, 2, . . . , } be the set for the correlated sources. Here, each source is a stream of identically distributed source symbols. For each n, the sources symbols (Y n s , s ∈ S) are assumed to be correlated (with the same joint distribution), but are independent across different n. For simplicity, the superscript n will often be dropped.
The locations of the sources are identified by the mapping a : S → P(V).
(a source may be available at multiple nodes) and each source can be demanded by more than one sink nodes, characterised by the mapping
Here, P(V) is the collection of all subsets of V. For all s assume that a(s) ∩ b(s) = ∅. Each edge e ∈ E in the network carries a random variable U e which corresponds to the message (or stream of messages) transmitted on that particular link. Let e = (u, v) and e = (u , v ). Then we will use the notation e → e to denote the condition that the head of e and the tail of e are the same (i.e., to denote that v = u).
Similarly, we will use s → e to denote that u ∈ a(s), and e → w to denote that v = w. Using our notations, the message U e transmitted on link e must be a function of all the sources s such that s → e and transmitted messages on e where e → e. Definition 1 (Network Code):
(over a block of N symbols) for a given network G = (V, E) is described by a set of local encoding functions
for e ∈ E, and decoding functions
Here, the alphabets of the block of source random variables Y 
and
for all e ∈ E, s ∈ S and u ∈ b(s).
Definition 3 (Achievable Region):
The set of all achievable link capacity tuples will be denoted by R cs . 3 
A. Network Coding Capacity Outer Bounds
Following [18] , we first develop geometric 4 outer bounds for the achievable region.
Definition 4 (Polymatroids):
Remark 1:
To simplify our notation, we will use
Definition 5: Let be a subset of polymatrods. Define R cs ( ) as the set of all link capacity tuples C = (C e : e ∈ E) such that there exists h ∈ satisfying the following conditions
for all α ⊆ S, s ∈ S, u ∈ b(s) and e ∈ E. Let be the set of all polymatroids, * be the set of all entropic functions and * be the set of all almost entropic functions. For networks with independent sources, outer bounds in terms of and * were given in [18] and an implicit characterisation of the network capacity region in terms of * was given in [21] . Taking as * and in Definition 5 gives us regions R cs ( * ) and R cs ( ), respectively. In the following, it is shown that R cs ( * ) and R cs ( ) are outer bounds on the capacity of networks with correlated sources.
Theorem 1 (Outer Bounds):
Proof: Let C = (C e : e ∈ E) be an achievable link capacity tuples. By definition, there exists a sequence of network codes φ (N) G satisfying (2)-(3). Hence for any > 0 and any sufficiently large N the network code φ
By the definition of a network code in Definition 1, it is clear that for any e ∈ E,
On the other hand, for any s ∈ S and u ∈ b(s), Fano's inequality implies that
It is easy to choose (N, )
Let h (N, ) be obtained by multiplying the entropy function of
with the factor 1/N. In other words, for any α ⊆ S and
: e ∈ β).
Then, for every e ∈ E and s ∈ S
Finally, let
It can be easily proved that h is almost entropic, 5 and will satisfy all the conditions (4)- (7) . The theorem is thus proved.
If we examine the bound in Theorem 1, the correlation of the sources is captured by the relation equality (4). However, these entropic relations are not sufficient to capture precisely how the sources are correlated. As a result, it is possible that the outer bounds R cs ( * ) and R cs ( ) are not tight.
In the next section, we illustrate how to tighten the bounds by deriving additional entropic relations to better capture the correlation among sources.
B. Tightening the Bounds Using Auxiliary Variables
In Figure 1 , three correlated sources Y 1 , Y 2 , Y 3 are available at node 1 and are demanded at nodes 3, 4, 5, respectively. The edges from node 2 to nodes 3, 4, 5 have sufficient capacity to carry the random variable U 1 available at node 2. The correlated sources Y 1 , Y 2 , Y 3 are defined as follows.
where b 0 , b 1 , b 2 are independent, uniform binary random variables.
Lemma 1: For the network coding problem described above, the outer bound R cs ( ) contains all link capacity tuples C = (C i , i = 1, ..., 4) such that there exists h ∈ satisfying the following constraints.
Let h be the entropy function of the following random variables:
It can be verified easily that h satisfies (10)- (16) . Hence, from h it follows that
In the following, we will describe how to tighten the previous linear programming bound by better capturing the correlation among sources via additional entropic relations. We will then use the improved LP bound to show that the link capacity tuple in (17) is indeed not achievable.
In our first outer bound, the correlation among sources is simply characterised by the joint entropies of the source random variables. The idea behind our improved LP bound is by constructing and using auxiliary random variables.
Definition 6: Consider a set of correlated sources Y s , s ∈ S with underlying probability distribution
as the set of all link capacity tuples C = (C e : e ∈ E) such that there exists h ∈ * satisfying the following conditions
Theorem 2 (Improved Outer Bounds):
The proof for the theorem is essentially the same as that in Theorem 1 by treating the auxiliary random variables K i , i ∈ L as virtual sources that are not available at and are not demanded by any nodes in the network.
In the following, we will use the improved outer bound to show that the link capacity tuple (17) is not achievable.
Lemma 2: An improved LP bound R * cs ( ) for the network in Figure 1 is the set of all link capacity tuples C = (C e , e = 1, ..., 4) such that there exists h ∈ satisfying the following constraints.
(35) Proof: The lemma follows from Theorem 2 by choosing
Now, we will use the outer bound obtained in Lemma 2 to show that C = (C i = 1, i = 1, ..., 4) is not achievable by showing that C ∈ R * cs ( ) defined in the above lemma.
Suppose to the contrary that C ∈ R * cs ( ). Then by definition, there exists a polymatroid h satisfying (22)- (35). From those constraints, it is easy to prove that
As h(e 1 |k 0 , k 2 ) = 0, it implies that
On the other hand, by (36), we have
Therefore,
and consequently,
Together with h(e 1 |b 0 , b 1 ) = 0, this implies h(e 1 |b 0 ) = 0. Similarly, we can also prove that
A contradiction occurs. Thus, we prove that the link capacity tuple (C e = 1, i = 1, ..., 4) ∈ R * cs ( ) and hence is not achievable. This example shows that the bound R * cs in Lemma 2 is in fact tighter.
C. Implicit and Explicit Outer Bounds on Network Capacity
The bounds R * cs ( * ) and R * cs ( ) in Theorem 2 are implicit in a sense that exact construction of auxiliary random variables is not given.
Using the characterisation of distribution for vector random variable via entropy functions of partition random variables described in Section IV, we now describe an implicit outer bound R cs ( * ) (implicit since * has only implicit characterisation yet) and an explicit outer bound R cs ( ) on the capacity of networks with correlated sources as follows.
Definition 7: Consider a set of correlated sources Y s , s ∈ S with underlying probability distribution P Y S (·). From this distribution, construct binary partition random variables A α , α ∈ from partitions of Y S as described in Theorem 4. Let R cs ( * ) be the set of all link capacity tuples C = (C e : e ∈ E) such that there exists an almost entropic function h ∈ * for the set S ∪E ∪ satisfying the constraints
Replacing * by in Definition 7 we obtain an explicitly computable outer bound R cs ( ).
Following is a corollary of Theorem 2. Corollary 1:
III. TWO CONSTRUCTIONS OF AUXILIARY VARIABLES
In the previous section, the bound for the network coding region can be formulated as a linear programming problem, in which the correlation among the sources are captured by some entropic relations. To better capture the correlation, we have proposed the use of auxiliary random variables to obtain more entropic relations. We also gave examples showing that how this can indeed tighten the bound.
The question however is how one should choose or define the auxiliary random variables. In some cases like in the previous network example, the choice can be natural. In the following, we will propose two interesting choices of auxiliary random variables inspired by construction of auxiliary random variable for the network example. In the next section, we answer a more fundamental question: To what extent can source correlation be captured by entropies?
A. Linearly Correlated Random Variables
In some scenarios, source random variables are "linearly correlated". In those cases, we can choose "linear" auxiliary random variables.
Definition 8: A set of random variables {Y 1 , . . . , Y n } is called linearly correlated if 1) for any α ⊆ {1, . . . , n}, the support of the probability distribution of (Y i , i ∈ α) is a vector subspace and 2) (Y i , i ∈ α) is uniformly distributed over its supports. 
Let (K 1 , . . . , K m ) be the set of independent random variables uniformly distributed over the support F q . Then there exists matrices A i , i = 1, . . . , n such that
is vector in the subspace V i . Now we need to show that
But, for any y i 
B. Using Common Information
We can also construct an auxiliary random variable by using common information.
Definition 9 (Common Information [22] ): For any random variables X and Y , the common information of X and Y is the random variable (denoted by C(X, Y ) ) which has the maximal entropy among all other random variables K such that
There are cases where even though the random variables are highly correlated, their common information can still be small. For example, let Z be a binary random variable such that Pr(Z = 0) = > 0 and Pr(Z = 1) = 1 − . Suppose X is another binary random variable independent of Z and Y = X ⊕ Z . In this case, even if X and Y are highly correlated (when is small), their common information is still zero. In that case, we cannot choose the common information as the auxiliary random varible. To address this issue, we propose a different way to construct auxiliary random variables.
Consider any pair of random variables {X, Y } with probability distribution P XY (·). For any δ ≥ 0, let
where the probability distribution of {X, Y, K } is given by
Note that the "smaller" the δ is, the more similar the random variable K (associated with the conditional distribution P K |XY ) is to the common information. Our constructed random variable can be selected from P(δ * ) to formulate an improved LP bound where
For a multi-source multicast network with source random variables Y 1 , . . . , Y |S| one can construct random variables K i j , i = j, i, j ∈ S from the family of distributions
⎭ .
An improved LP bound for a multi-source multicast network with source random variables Y 1 , . . . , Y |S| can be computed by using the auxiliary random
IV. DISTRIBUTION CHARACTERISATION BY ENTROPIES
In previous section, we have demonstrated how to use auxiliary random variables and entropic relations to capture the correlations among sources. A natural question then arises: can we completely capture the correlation using this method? More precisely, can one choose enough auxiliary random variables such that the joint probability distribution of the sources can be completely determined. In the following, we will show that the answer to the question is indeed affirmative.
To illustrate the idea, consider a random vector X = (X 1 , . . . , X M ) with probability distribution p X (x 1 , . . . , x M ). We can arbitrarily "construct" an auxiliary random variable Y by specifying the conditional probability distribution p Y |X (y|x 1 , . . . , x M ) . Now, instead of using only the entropy function defined in (1), we can improve the "quality" of representation by using the "extended entropy function"
For example, suppose one can construct an auxiliary random variable Y such that
The conditions (38) and (39) already impose a very strong constraint on the joint probability distribution of (X 1 , X 2 ) that X 1 and X 2 have a "common information" Y of entropy at least half of the entropy of each individual random variable. The basic question now is: How "accurate" can entropy function specify the correlation among random variables? We partly answer the question by showing that the joint probability distribution among random variables can be completely specified by entropy functions subject to cardinality constraint. To understand why, consider a binary random variable X such that p X (0) = p and p X (1) = 1 − p. While the entropy of X does not determine exactly what the probabilities of X are, it essentially determines the probability distribution (up to renaming). To be precise, let 0 ≤ q ≤ 1/2 such that
Then either p = q or p = 1−q. Furthermore, the two possible distributions can be obtained from each other by renaming the random variable outcomes appropriately.
A. Construction of Auxiliary Random Variables
When X is not binary, the entropy H (X) alone is not sufficient to characterise the probability distribution of X. However, by using auxiliary random variables, it turns out that the distribution of X can still be determined.
The idea is best demonstrated by an example. Suppose X is ternary, taking values from the set {1, 2, 3}. Suppose also that p X (x) > 0 for all x ∈ {1, 2, 3}. Define random variables A 1 , A 2 and A 3 such that
Clearly,
Let us further assume that p X (i ) ≤ 1/2 for all i . Then by (42) and strict monotonicity of h b (q) in the interval [0, 1/2], it seems at the first glance that the distribution of X is uniquely specified by the entropies of the auxiliary random variables. However, there is a catch in the argument -The auxiliary random variables chosen are not arbitrary. When we "compute" the probabilities of X from the entropies of the auxiliary random variables, it is assumed that how the random variables are constructed is known. Without knowing the "construction", it is unclear how to find the distribution of X from entropies.
More precisely, suppose we only know that there exists auxiliary random variables A 1 , A 2 , A 3 such that (41) and (42) hold (without knowing that the random variables are constructed according to (40)). Then in this case, we cannot possibly determine precisely what the distribution of X is. Despite the difficulties, we will show how to construct auxiliary random variables via which the probability distribution can be characterised from entropies.
Let X be a random variable with support N n = {1, . . . , n} and be the set of all nonempty binary partitions of N n .
In other words, is the collection of all sets {α, α c } such that α ⊆ N n , and both |α| and |α c | are nonzero. We will use α to denote the set {α, α c }. To simplify notations, we may assume without loss of generality that α is a subset of {2, . . . , n}. Clearly, | | = 2 n−1 − 1. Unless explicitly stated otherwise, we may assume without loss of generality that the probability that X = i (denoted by p i ) is monotonic decreasing. In other words,
Definition 10 (Partition Random Variables):
For any random variable X with support N n , it induces 2 n−1 − 1 binary random variables {A α : α ∈ } such that
We call {A α , α ∈ } the collection of binary partition random variables of X.
Remark 2: If |α| = 1 or n − 1, then there exists an element i ∈ X such that A α = {i } if and only if X = i . Hence, A α is essentially a binary variable indicating/ detecting whether X = i or not. In that case, we call A α an indicator random variable. Furthermore, when n ≥ 3, there are exactly n indicator variable, one for each element in N n . As we shall see, if we can have the entropies of all the indicator random variables, then we can determine all the probabilities
In the following we show that, given a set of auxiliary random variables without knowing how they are constructed, it is possible to determine if they are binary partition random variables or even indicator random variables. To achieve this goal, we first need to know some basic properties of the set of all binary partition random variables.
Lemma 4 (Properties): Let X be a random variable with support N n , and (A α , α ∈ ) be its induced binary partition random variables. Then the following properties hold: 1) (Distinctness) for any α = β ,
2) (Completeness) Let A * be a binary random variable such that H (A * |X) = 0 and H (A * ) > 0. Then there exists α ∈ such that
In other words, A α and A * are essentially the same random variable. 3) (Basis) Let α ∈ . Then there exists
for all k = 1, . . . , n − 2. Proof: See Appendix A.
Proposition 1 (Characterising Indicators):
Let X be a random variable of support N n where n ≥ 3. Consider the binary partition random variables induced by X. Then for all i ≥ 2,
3) Equalities (46) hold if and only if A α is an indicator random variable detecting an element ∈ N n such that p = p i .
4) If
A α is a binary partition random variable such that
B. Characterisation of Distributions
In Proposition 1, we have obtained various properties about the indicator random variables. In the following, we will show that by using the binary partition random variables (and their entropies), one can characterise the probability distribution of a random variable. As we shall see, the proof of this result is based on the properties of indicator random variables.
Theorem 3 (Random Scalar Case):
Suppose X is a random variable with support N n . For any α ∈ , let A α be the corresponding binary partition random variables. Now, suppose X * is another random variable such that 1) the size of its support X * is at most the same as that of X, and 2) there exists random variables (B α , α ∈ ) satisfying the following conditions:
for all ⊆ . Then, the following properties hold: 1) (Distinctness) All the random variables B α for α ∈ are distinct and have non-zero entropies. 2) (Basis) Let α ∈ . Then there exists
3) (Binary Properties) For any α ∈ , B α is a binary partition random variable of X * . In this case, we may assume without loss of generality that there exists ω α ⊆ X * such that integers a, b, we use [a, b] to denote the set {a, a + 1, . . . , b}. 
. In other words, the probability distributions of X and X * are essentially the same (via renaming outcomes). Proof: See Appendix B. Remark 3: Note that, given a set of random variables satisfying (47) and (48), i.e., partition random variables, for a given scalar random variable, it is feasible to obtain probability distribution (up to relabeling) of the random variable via entropy functions of the indicator random variables.
In the following, we will extend Theorem 3 to the case of random vector. Such extension is not as trivial as it may seem, as illustrated in the following example.
Example 1: Consider two random vectors X = (X 1 , X 2 ) and X * = (X * 1 , X * 2 ) with probability distributions given in Table I . If we compare the joint probability distributions of X and X * , they are different from each other. Yet, if we treat X and X * as scalars (by properly renaming), then they indeed have the same distribution (both uniformly distributed over a support of size 8). This example shows that we cannot directly apply Theorem 3 to the random vector case, by simply mapping a vector into a scalar.
Theorem 4 (Random Vector Case): Let X be a random vector (X 1 , . . . , X M ) with support X . Let be the set of all nonempty binary partitions of X and A α be the binary partition random variable of X such that
is another random vector where there exists random variables
such that for any subset of and τ ⊆ {1, . . . , M},
Then the joint probability distributions of X = (X 1 , . . . , X M ) and X * = (X * 1 , . . . , X * M ) are the same (subject to relabelling). More precisely, there exists bijective mappings σ m for m = 1, . . . , M such that
Proof: See Appendix C. Remark 4: Note that, from Theorem 4, it is feasible to obtain probability distribution (up to relabeling) of the vector random variable via the entropy functions of a set of random variables satisfying (49).
V. EXTENSIONS
In this paper, we proposed the use of auxiliary random variables (and their entropies) to characterise the correlations among sources. As a result, we can sharpen the LP bound for network coding. In the following, we will outline a few ideas of how to further extend our work.
First, we can extend how to define auxiliary random variables. The framework we proposed earlier can be viewed as "symbol characterisation". Roughly speaking, we treat the sources as i.i.d. copies of a vector of correlated source symbols. Yet, we can naturally extend the framework to "block characterisation" by considering i.i.d. copies of a vector of source blocks (of symbols). In other words, for each source s, we consider a super source symbol corresponding to a block of source symbols
Here, m is the block length. When m = 1, it reduces to the scenario we described in the beginning.
Under this extension, our work and the work in [19] (see also [20] ) shared some similarities. Gohari et al. [19] proposed a new method to improve the cut-set bound for networks with correlated sources. Their idea was based on the use of "common information" and cut-set bound. Suppose there are two sources Y
, 2}. The authors aimed to construct an auxiliary random variable K where the random variable K may be interpreted as "almost" common information of the two sources. Specifically,
2 ) N are chosen to be as small as possible, while
as large as possible. By using K , the authors can tighten the cut-set bound. The characterisation of "uncertainty region" is single-letter and the authors also described its application to bounding the network capacity of secure transmission in the presence of an eavesdropper. Alternatively, one can view that [19] proposed to loosely decouple the (block of) sources into three parts
and the three parts are treated as mutually independent. In this sense, the spirit of [19] and the construction of auxiliary random variables in Section III-B are similar. However, in our framework, we are not limited to auxiliary random variables corresponding to common information. We investigated a more general question: is it feasible to characterise probability distribution (or source correlation) completely using entropy functions? As a result, our characterisation of distributions via entropies in Section IV can provide stronger converse results since the "uncertainty region" can be obtained by the joint distribution of source random variables but the converse may not be true in general. It should also be noted that the approach of designing auxiliary random variables described in [19] as well as in this paper are not only applicable to improve cut-set type bounds but are also equally useful to improve geometric bounds. Here, we are using geometric bounds, instead of the cut-set bound (which is a relaxation of the LP bound). Second, Theorem 4 showed that one can use entropies of auxiliary random variables to completely characterise the joint probability distribution of a random vector. In this paper, Shannon entropies are implicitly referred to. However, it can be verified easily that the same results hold for other entropies including Rényi entropies (of order greater than zero) [23] and Tsallis entropies [24] . More specifically, let H (X) be an entropy measure satisfying the following two properties: 1) (Monotonicity) L e t X be a binary random variable such that p 0 = p ≤ 1/2, and h( p) be its entropy. Then h is a strictly increasing function of p between [0, 1/2]. 2) (Functional Dependency)
if and only if Y is a function of X. As long as these two properties are satisfied, then the entropies of the auxiliary random variable (constructed in Theorem 4) will be sufficient to uniquely characterise the probability distribution of a set of random variables.
VI. CONCLUSION
In this paper, we have considered outer bounds for network coding capacity when sources are correlated. We proposed the use of auxiliary random variables to better capture the source correlations, leading to tighter outer bounds for the achievable region. We also showed that by using auxiliary random variables, entropic relations are sufficient to uniquely characterise the probability distribution of a random vector (up to relabeling). Yet, there are many open questions remained to be answered. For example, the proposed construction of the auxiliary random variables is not optimised in any sense. Suppose we can use only a fixed number of auxiliary random variables, how well entropies can represent the correlation among random variables? This question is still unanswered.
APPENDIX A PARTITION INDUCED RANDOM VARIABLES
In this appendix, we will prove some interesting properties of partition random variables.
Lemma 5: Let D be a random variable over a support of size at most n and C 1 , . . . , C n−1 be functions of D. In other words, H (C i |D) = 0 for all i = 1, . . . , n − 1. Then the following two statements are equivalent: 1) for all i = 1, . . . , n − 1, 
Together with the assumption that S(C 1 , . . . , C n−1 ) ≤ S(D) ≤ n, the lemma is proved.
A. Proof of Lemma 4
First, we prove the distinctness property. Note that
Following our convention, we assume that 1 ∈ α ∪ β. Hence,
Next, since α is nonempty, either α ∩ β or α \ β are nonempty. Similarly, as β is nonempty, either α ∩ β or β \ α are nonempty. Suppose α ∩ β = ∅. Then both α \ β and β \ α are nonempty. Consequently,
In this case, it is obvious that (43) and (44) hold. Now, suppose α ∩ β = ∅ and hence or equivalently,
As h b (x) is a strictly increasing function for 0 ≤ x ≤ 0.5, we have
and thus 2) is proved.
Also, equality holds if and only if
When (52) holds, this means that α = { } for some ∈ [2, i ] and p = p i . On the other hand, when (53) holds, this means that
Hence, α = [2, n] and p 1 = p i . In any case, A α is an indicator variable for an element such that p = p i . We thus prove 3). Finally, 4) can be proved by direct verification. The proposition is thus proved.
APPENDIX B PROOF OF THEOREM 3 -RANDOM SCALAR CASE
Consider a random variable X * whose support is X * of size at most n. If n = 2, we already know that the distribution is uniquely determined by the random variable's entropy. Therefore, we will assume that n ≥ 3 in the following. For simplicity, we may assume that X * is a subset of N n and X * has probability masses
In this case, we will not assume that q n > 0. However, as we shall see, q n is indeed positive. Now, let (B α , α ∈ ) be a set of random variables as defined in Theorem 3, restated as below:
Consequently, from Lemma 4, for all distinct α , β ∈ ,
The distinctness property then follows. Similarly, the basis properties follow from the basis properties in Lemma 4.
Invoking Lemma 5 and the basis properties, we have
In other words, B α is a binary random variables and the binary property is proved. Next, we will prove the completeness property. As S(B) ≤ n, there are at most 2 n−1 − 1 distinct binary random variables. By the distinctness property, all the variables (B α , α ∈ ) are distinct. The result then follows. In fact, we proved that the support size of X * is n and hence q n > 0.
So far, we have proved that B α is a binary random variable. Therefore, we may assume without loss of generality that there exists ω α ⊆ X * such that
α be the set of partition random variables induced by X * . Hence, we have
Now, we will prove the indicator property recursively. Consider the base case when i = n. From Proposition 1 and (47)- (48),
for all α ∈ . Therefore,
for all α ∈ . Together with Proposition 1, this further implies that
Invoking Proposition 1 again, we prove that A * ω n (and hence B n ) is an indicator random variable for an element ∈ N n such that q = q n . By renaming the elements properly, we may assume without loss of generality that B n = A * n . Now, assume that B k = A * k (subject to relabelling) for k ≥ i and i ≥ 3. We will now prove that, subject to element renaming,
Recall that B j = A * j for all j > i − 1. By invoking Proposition 1, we show that
is an indicator variable for an element ∈ X * such that
We thus prove the induction step. 
Therefore, the distribution of X and X * are essentially the same.
APPENDIX C PROOF OF THEOREM 4 -RANDOM VECTOR CASE
In this appendix, we will prove Theorem 4, which extends Theorem 3 to the random vector case.
Consider a random vector
We will only consider the general case where its support is X .
If we let α be the subset of N M such that H (X i ) > 0 if and only if i ∈ α. Then X j is deterministic (i.e., has zero entropies for all j ∈ α). In addition, for any i, j ∈ α, X i and X j are essentially the same (up to relabelling), or more precisely
As each X i is binary, its distribution is also precisely characterised by the entropies. Hence, the joint probability distribution of (X m : m ∈ N M ) is also well characterised.
In the remaining of this appendix, we will assume that the size of X is at least 3, i.e., S(X m : m ∈ N M ) ≥ 3. Let X be the supports of X. Hence, elements of X is of the form
The collection of binary partition random variables induced by the random vector X = (X m , m ∈ N M ) is again indexed by (A α , α ∈ ). As before, we may assume without loss of generality that
is a set of random variables satisfying the properties as specified in Theorem 4. Invoking Theorem 3 (by treating the random vector X * as one discrete variable), we can prove the following 1) The size of the support of X * and X are the same.
2) B α is a binary partition random variable for all α ∈ . 3) The set of variables (B α , α ∈ ) contains all distinct binary partition random variables induced by X * . 4) B x is an indicator variable for all x ∈ X . Let X * be the support of X * . We similarly define * as the collection of all sets of the form {γ , γ c } where γ is a subset of X * and the sizes of γ and γ c are non-zero. Again, we will use γ to denote the set and define
According to definition, A x is defined as an indicator variable for detecting x. However, while B x is an indicator variable, the subscript x in B x is only an index. The element detected by B x can be any element in the support of X * , which can be completely different from X . More precisely, we prove only the existence of a mapping σ : X → X * such that B x is an indicator random variable for detecting σ (x). In other words
In addition, for any α ∈ , B α is a binary partition random variable of X * . For notation simplicity, we extend 7 the mapping σ such that
Remark 5: When n (the size of X and hence also the size of X * ) is at least 3, there are exactly n indicator random variables. As we shall see, we can use the indicator random variables to "represent" elements of X and X * such that their entropies will determine the probability mass of each element in X and X * .
The lemma below follows from Theorem 3. or equivalently, δ(α) = σ (α) . The proposition then follows. Remark 6: Due to Proposition 4, we will assume in the remaining of the paper that σ (α) = δ(α) = {σ (x) : x ∈ α}. So far, we have proved very interesting properties about the mapping σ . In particular, we showed that for any α ⊆ X , B α = A * δ(α) where δ(α) = {α(x) : x ∈ α}. Hence, we now know all the entropies of the binary partition random variables A * δ(α) . Furthermore, by the construction of B α , we have
In other words, the entropies of the binary partition random variables A α and A * δ(α) are the same. In the following, we will show that the joint probability distributions of the two random vectors X and X * are the same (up to relabelling). On the other hand, it can be verified from definition that x ∈ c and x ∈ . Together with that H (A |X m ) = 0, we prove that x m = x m . The proposition then follows.
We have now proved all the necessary intermediate results. 
Therefore, the joint distributions of X = (X 1 , . . . , X M ) and X * = (X * 1 , . . . , X * M ) are essentially the same (by renaming x m as σ m (x m ) ).
