Realization of quaternionic discrete series on the unit ball in Hd  by Liu, Heping & Zhang, Genkai
Available online at www.sciencedirect.comJournal of Functional Analysis 262 (2012) 2979–3005
www.elsevier.com/locate/jfa
Realization of quaternionic discrete series on the unit
ball in Hd ✩
Heping Liu a, Genkai Zhang b,∗
a School of Mathematical Sciences, Peking University, Peking 100871, China
b Mathematical Sciences, Chalmers University of Technology and Mathematical Sciences, Göteborg University,
SE-412 96 Göteborg, Sweden
Received 31 January 2011; accepted 18 December 2011
Available online 31 January 2012
Communicated by P. Delorme
Abstract
We give a realization for the quaternionic discrete series for the group Sp(1, d) as the kernel of certain
elementary Cauchy–Riemann–Fueter operator, and we compute the corresponding reproducing kernels.
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1. Introduction
There has been a rich theory of analytic continuation of holomorphic discrete series. Some
of the very important aspects of the theory, from an analytic perspective, are the realization
of the discrete series as weighted Bergman spaces (and their analytic continuation), the Hua–
Schmid–Kostant decomposition, the Faraut–Koranyi expansion of the reproducing kernel and
the determination of the Wallach set. Those results form a foundation for further analytic study
of the discrete series and have many applications to analysis on Hermitian symmetric spaces;
see the book [4]. In the paper [8] Gross and Wallach studied a family of discrete series repre-
sentations for a quaternionic symmetric space G/K and determined their continuation (in lowest
K-type). The quaternionic discrete series have sheaf cohomological realization on certain twister
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projective line P1. Their K-type decomposition is also similar to the Hua–Schmid–Kostant de-
composition [3] for scalar holomorphic discrete series, albeit with higher multiplicity. Abstractly
the discrete series are G-invariant irreducible subspaces of L2-space of sections of homogeneous
vector bundles over G/K satisfying the Dirac equation defined by the G-action. But the vector
bundles over G/K in question are trivial bundles and it is desirable to find certain Dirac oper-
ators on vector-valued functions on G/K and a concrete space of such functions realizing the
discrete series. To be more precise we are interested in the following questions: (A) Construction
of (locally defined) Dirac type operators D on G/K , an explicit realization of the discrete se-
ries as the solution space Df = 0 and analytic properties of the solutions f such as mean-value
properties, and (B) Computation of the reproducing kernels of the solution space and its expan-
sion in K-types. In the present paper we will solve these questions for the quaternionic unit ball
Bd = Sp(d,1)/Sp(d)× Sp(1) in Hd . As for question (A) we recall that discrete series for G can
generally be realized as kernels of the (globally defined) Schmid’s Dirac operator on sections of
vector bundles over G/K defined by using the right action of the Lie algebra of G. In our case
the space G/K is realized as the unit ball we would however like to find explicit formulas for
the Dirac operator as operator acting on functions on G/K . The formulas can a priori be too
complicated to work with and it depends of course on the trivialization of the bundles. We look
therefore for trivialization under which the Dirac operator has rather a simple form. This would
set up a framework for studying the representations using rather concrete and classical harmonic
analysis tools on domains in Euclidean spaces, and in particular for solving the Dirac equation
and for computations of the reproducing kernels (question (B)).
The simplest quaternionic group is Sp(1,1), and the last point in the continuation of discrete
series is a space of C2-valued functions. In the classical quaternionic analysis [23] there is a
concept of regular H-valued functions generalizing the holomorphic functions defined by using
certain Cauchy–Riemann–Fueter operator [6,7,5]. Moreover it is proved in [23] the space of
regular functions is also invariant under quaternionic fractional linear transformations. We can
also study similar space for C2-valued (instead of H-valued) functions. The corresponding space
is the last point in the continuation of the quaternionic discrete series; this is an analogue of
the Hardy space on the complex unit disk. For general quaternionic discrete series of Sp(1,1)
we need to work on sl =⊙l C2-valued functions. However it seems that Sp(1,1)-invariant CR
type operators in this setup have not been developed. Also a straightforward generalization of
the CR operator in [23] using the matrix action on sl is not Sp(1,1)-invariant except of l = 1;
see Remark 3.4. We shall prove in this paper that for the general rank one group Sp(1, d) the
Schmid’s Dirac equation ∇F = 0 has a rather simple form Df = 0 in our trivialization; see
Propositions 3.6 and 4.1. We prove that a corresponding Hilbert space of the solutions to Df = 0
gives a realization of the quaternionic discrete series and their continuation. We find then the
reproducing kernel. This gives an independent proof of the result of Gross–Wallach for Sp(1, d).
The main technical difficulties involve computations of the Dirac operator in our realization,
some of which being rather subtle. Our approach is nevertheless elementary and we have tried
to provide all important details. In view of the natural invariance of the Schmid’s operator it
seems to us the sl-valued regular functions introduced in this paper deserve some further study
in harmonic analysis.
We remark that even in the unit disk the connection between solutions of Df = 0 and discrete
series has not been discovered before. In [22] Seppänen found highest weight vectors in the K-
types in the discrete series for Sp(1,1) using the Szegö kernel constructed by Knapp–Wallach
[13] in a different trivialization. The symmetric space G/K can also be realized as the quater-
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been found in the work of Arakawa [1] and Narita [19,20] in this realization. However their
methods are rather different from ours. In [9] the quaternionic discrete series of SU(1,2) and
G2(2) are studied in terms of quasi-conformal actions. Also Kobayashi [14] has found K-type
formulas for a larger class of discrete series representations. See also [1,19,20,15,16].
The paper is organized as follows. In Section 2 we fix notation and introduce an L2-space
of sl-valued functions on the unit ball B as a trivialization of a homogeneous vector bundle
over G/K . In Section 3 we consider the case B in Hd being the unit disk in H, we define a
Dirac operator D on B and prove that it is the Schmid’s Dirac operator under the trivialization.
We solve the equation Df = 0 and introduce a Hilbert space Hl of the L2-solutions and thus a
realization of the quaternionic representation. The result is used to treat the case of the unit ball
B in Hd in Section 4. In the last section we prove that Hl is indeed a cohomology space as it is
realized in [8].
1.1. Notation
We give a list of main notation used in this paper.
(1) H, the quaternions, H∗, the nonzero quaternions, H∗ = R+Sp(1), the polar decomposition;
(2) E0 = 1, E1 = i, E2 = j , E3 = k, the quaternionic units, the Lie algebra sp(1) = RE1 +
RE2 + RE3 and the Lie algebra of H∗ being H = RE0 + sp(1);
(3) HC = M2,2, the complexification, HC = C2L ⊗C2R = C2 ⊗ (C2)′ as representation space of
Sp(1)L × Sp(1)R ;
(4) τl , the representation on sl =⊙l C2 of Sp(1) and H∗, dτl , its differentiation as representa-
tion of HC;
(5) P−, the orthogonal projection onto sl−1 of C2 ⊗ sl = sl+1 ⊕ sl−1 as representation spaces
of Sp(1);
(6) G = Sp(d,1), the symplectic indefinite unitary group, K = Sp(d),
(7) g = k + p, the Cartan decomposition of g;
(8) B = Bd = G/K , the unit ball in Hd ;
(9) L2(G,K, sl) and C∞(G,K, sl), spaces of sl-valued functions on G transforming on the
right by K according to τl ;
(10) L2(B, sl) = L2(B, sl, dμl) and C∞(B, sl), space of sl-valued functions on Bl with the
action πl ;
(11) ∇ : C∞(G,K, sl) → C∞(G,K,C2d ⊗ sl−1), the Schmid operator;
(12) D: C∞(B, sl) → C∞(B,C2L ⊗ sl−1), a Dirac operator on the unit disk B in H;
(13) SHm, spherical harmonics of degree m on Hd ;
(14) Hm1,m2 , irreducible representations of Sp(d) of highest weight m1λ1 +m2λ2;
(15) G/L = G/Sp(d)×U(1), the twister cover of G/K , H 1(G/L,O(−(l + 2))) the cohomol-
ogy space.
2. Preliminaries
We fix some identification of quaternionic numbers and give a trivialization of a bundle over
G/K . We recall also the Schmid’s Dirac operator ∇ on functions on G. Its realization and kernel
under the trivialization is studied in Sections 3 and 4. The study of ∇ involves some rather
delicate Lie algebra computations. To avoid confusion we fix first the following notation: The
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ad(g). If λ is a representation of any Lie group G in a Hilbert space V , and X ∈ g, we denote
dλ(X)v = dλ(X ⊗ v) := d
dt
λ
(
etX
)
v
∣∣∣∣
t=0
, v ∈ V,
whenever it makes sense; the corresponding action of elements X in the universal Lie algebra
will also be denoted by dλ(X).
2.1. The quaternions H
Let M2,2 be the space of n × m complex matrices. The group GL(2) = GL(2,C) has its Lie
algebra being M2,2. Let sl as the space of homogeneous polynomials of degree l on (C2)′ (of
row vectors, as the dual space C2 of column vectors). The representation of GL(2) on sl will be
denoted by τl , i.e.,
τl(g)f (v) = f (vg).
In other words sl is the symmetric tensor
⊙l
(C2)′, where C2 is the defining representation of
GL(2) and (C2)′ its contragradient. Note that the representation extends also to M2,2 as a matrix-
valued polynomial function.
There is a natural inner product (·, ·), and norm | · | on⊗l C2 and sl =⊗l(C2)′ induced from
these on C2, which we fix once for all.
Let H be the field of quaternionic numbers with the standard Euclidean norm | · | and conju-
gation q → q¯ . We will also identify a quaternionic element q with the matrix
q := q0E0 + q1E1 + q2E2 + q3E3 =:
[
q0 + q1
√−1 q2 + q3
√−1
−q2 + q3
√−1 q0 − q1
√−1
]
. (2.1)
We will henceforth use E0,E1,E2,E3 instead of 1, i, j, k (and save the notation i =
√−1).
The quaternionic unit vector {q ∈ H; |q| = 1} is the group Sp(1) and further SU(2), via the
above identification. The nonzero quaternions H∗ = {q ∈ H; q = 0} = R+Sp(1) = R+SU(2)
form a subgroup of GL(2). Its Lie algebra is H = E0 + (RE1 + RE2 + RE3), whereas the
subgroup Sp(1) has Lie algebra RE1 + RE2 + RE3.
The group Sp(1) × Sp(1) acts on H∗ by left and right multiplication (a, b) : h → ahb−1.
The complexification HC of H as Lie algebra of H∗ and as representation of Sp(1) × Sp(1) is
HC = M2,2 = C2L ⊗ C2R , where the sub-indices L and R indicate the left respectively the right
actions of Sp(1)L × Sp(1)R . The representation C2R of Sp(1) is the dual representation (C2)′ of
defining representation C2L = C2 of Sp(1).
In terms of the identification above of H as subspace of M2,2 = C2L ⊗ C2R we have
E0 = e1 ⊗ e1 + e2 ⊗ e2, E1 = i(e1 ⊗ e1 − e2 ⊗ e2),
E2 = e1 ⊗ e2 − e2 ⊗ e1, E3 = i(e1 ⊗ e2 + e2 ⊗ e1).
(Conceptually we should write e1, e2 in the second tensor factor as et1, et2, the dual basis in C2R ;
however no confusion would arise as all group actions in question will be fixed.) We write the
multiplication table of the units {Ei} as
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3∑
k=0
εkijEk, 0 i, j  3,
with the signs εkij being so defined by the formula.
Note that the representation τl of the subgroup H∗ = R+Sp(1) has the form
τl(h) = τl
(|h|hˆ)= |h|lτ (hˆ),
for h = |h|hˆ ∈ R+Sp(1) = H∗.
We fix iE1 as a Cartan subalgebra of sp(1)C = sl(2,C) and E2 + iE3 as a positive root vector.
In particular the space (C2)′ has highest weight 1 with highest weight vector e1.
2.2. Unit ball B in Hd and the group Sp(d,1)
The vector space Hd will be viewed as space of column vectors q equipped with the corre-
sponding inner product
|q|2 = q∗q, q∗ = q¯ t .
We denote by B = {q ∈ Hd ; |q| < 1} the unit ball in Hd and let S = S4d−1 = ∂B be the
unit sphere in Hd . S3 is then the group of quaternionic units in H, S3 = Sp(1) = SU(2). Let
G = Sp(d,1) be the quaternionic indefinite unitary group of H-linear transformations g of Hd+1
preserving the quadratic form |x1|2 + · · · + |xd |2 − |x2d+1| = (x, Jx), where J is the diagonal
matrix diag(1, . . . ,1,−1). Elements g ∈ G can be represented as (d + 1)× (d + 1)-matrix
g =
[
a b
c d
]
(2.2)
satisfying g∗Jg = J . The group G acts on B by
gq = g · q = (aq + b)(cq + d)−1.
The unit ball B is a Riemannian symmetric space of G, B = G/K with K = Sp(d) × Sp(1)
consisting of diagonal matrices k = (a, d) := diag(a, d). The G-invariant measure on B is given
by
dι(q) = dm(q)
(1 − |q|2)2d+2 ,
where dm is the Lebesgue measure on Hd . We will need an explicit formula for representatives
for q ∈ B = G/K in G. The element
gq =
[
a b
c d
]
=
[
(I − qq∗)− 12 (I − qq∗)− 12 q
(1 − |q|)− 12 q∗ (1 − |q|)− 12
]
(2.3)
is in Sp(d,1) such that gq ·0 = q . Indeed observing that (1−qq∗)q = q(1−q∗q) = q(1−|q|2),
and then
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so that gq · 0 = (1 − qq∗)− 12 q(1 − |q|2) 12 = q.
Let τ be a unitary representation of K on Vτ . Let L2(G,K,Vτ ) be the space of L2-functions
F on G with respect to the Haar measure dg on G which transforms under K by τ , namely,
F(gk) = τl(k)−1F(g). (2.5)
Here we normalize the Haar measure on G so that
Cl
∫
K
∫
B
F(gqk) dι(q) dk =
∫
G
F(g)dg,
where Cl is a constant defined below. (It is easy to see that dg so defined is indeed G-invariant.)
The group G acts unitarily on L2(G,K,Vτ ) by left multiplication g : f (x) → f (g−1x). We
denote C∞(G,K,Vτ ) the corresponding space of smooth functions.
Let (sl, τl,Sp(1)) be the representation considered above; Vτ above will be sl in the rest of
the paper. We shall view τl as a unitary representation of K = Sp(d) × Sp(1) with Sp(d) acting
trivially.
To find a trivialization of the space L2(G,K, sl) we introduce the following
Definition 2.1. Let l > 2d − 1 and denote by
dμl(q) = Cl
(
1 − |q|2)l+2dι(q)
the weighted probability measure on B with Cl the normalizing constant. Denote L2(B, sl) =
L2(B, sl, dμl) to be the L2-space of sl-valued functions f (q) with the norm defined by
‖f ‖2l :=
∫
B
∣∣f (q)∣∣2 dμl(q) = Cl ∫
B
∣∣f (q)∣∣2(1 − |q|2)l+2 dι(q). (2.6)
Lemma 2.2. The group G acts unitarily on L2(B, sl) by
πl(g)f (q) = |cq + d|−2τl
(
(cq + d)−1)f (g−1q), (2.7)
where g−1 is given by (2.2). The map
f (q) → F(g) = |d|−2τ(d−1)f (g · 0) (2.8)
where g ∈ G is from (2.2), defines a unitary operator from L2(B, sl) onto L2(G,K, sl) and
intertwines the respective actions.
Proof. The unitarity is obtained by performing a change of variable
‖f ‖2l = Cl
∫ ∣∣f (q)∣∣2(1 − |q|2)l+2 dι(q) = Cl ∫ ∣∣f (g−1q)∣∣2(1 − ∣∣g−1q∣∣2)l+2 dι(q).
B B
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1 − ∣∣g−1q∣∣2 = |cq + d|−2(1 − |q|2), (1 − |g−1q|2)l+2
(1 − |q|2)l+2 = |cq + d|
−2(l+2). (2.9)
That is
‖f ‖2l = Cl
∫
B
|cq + d|−2(l+2)∣∣f (g−1q)∣∣2
l
(
1 − |q|2)l+2 dι(q)
= Cl
∫
B
∣∣|cq + d|−2τl((cq + d)−1)f (g−1q)∣∣2(1 − |q|2)l+2 dι(q),
which is ‖πl(g)f ‖2l , proving the unitarity of πl(g). Also cq + d = cgq + dg is a factor of auto-
morphy [1] and one has
cgh(q)+ dg = (cghq + dgh)(chq + dh)−1 (2.10)
for any g,h ∈ G. From this we see that πl is indeed a representation.
Finally map f → F is clearly well defined, its intertwining property is proved by using
transformation properties (2.9) and (2.10). To check the unitarity we notice that the function
H(g) := |F(g)|2 on G is K-invariant and h(q) := H(g), q = g0, is precisely the function
|f (q)|2(1 − |q|2)l+2 and we have∫
G
∣∣F(g)∣∣2 dg = ∫
G
H(g)dg = Cl
∫
B
h(q)dι(q) = Cl
∫
B
∣∣f (q)∣∣2(1 − |q|2)l+2 dι(q),
by our normalization of dg. This finishes the proof. 
The action (2.7) can also be written as
πl(g)f (q) = |cq + d|−l−2τl
(
̂(cq + d)−1)f (g−1q), (2.11)
in terms of the decomposition h = |h|̂h for h ∈ H∗. In particular the action of K = Sp(d)×Sp(1)
is
πl(k)f (q) = τl(d)f
(
a−1qd
)
, k = (a, d) ∈ K. (2.12)
Remark 2.3. In [22] the following realization of the G action on L2(G,K, sl) is used,
f (q) → f˜ (g) = τ(d−1)f (g · 0).
The corresponding norm of functions f on B is instead∫
B
(
1 − |q|)l∣∣f (q)∣∣2 dι(q).
It is thus different from ours.
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For l > 2d −1 there exists1 a discrete series in the space L2(G,K, sl) [1,8], i.e. an irreducible
subspace of L2(G,K, sl) under πl . It is a general result that discrete series can be realized as
kernel of the Schmid’s Dirac operator (see e.g. [13,21], [12, Chapter XII, §10]). To define it we
consider the Cartan decomposition g = k + p of the Lie algebra g = Lie(G) of G. The subspace
p is given by
p = {ξv; v ∈ Hd}, ξv = [ 0 v
v∗ 0
]
.
It will be identified with Hd , p = Hd , via the map v → ξv . The complexification pC of p is
pC = C2d ⊗ (C2)′, with the defining action of Sp(d) on C2d and the dual action of Sp(1) on
(C2)′. We consider decomposition of the tensor product pC ⊗ sl under K . It is
pC ⊗ sl = C2d ⊗ (C2)′ ⊗ sl = C2d ⊗ ((C2)′ ⊗ sl),
and furthermore (
C2
)′ ⊗ sl = sl+1 ⊕ sl−1;
namely
pC ⊗ sl = (C2d ⊗ sl−1)⊕ (C2d ⊗ sl+1).
We let P− be the projection from C2 ⊗ sl onto sl−1. I ⊗ P− is then the projection from pC ⊗ sl
onto C2d ⊗ sl−1; by definition it intertwines the actions ad⊗τl of K on pC ⊗ sl and on the
subspace C2d ⊗ sl−1. The Schmid’s Dirac operator ∇ on C∞(G,K, sl) is defined by
∇F(g) = (I ⊗ P−)
∑
j
v∗j ⊗ (vjF )(g) (2.13)
where {vj } is an orthonormal basis of p and vj ∈ p ⊂ g act on F by right differentiation (as
left-invariant differential operator); see e.g. [13] and references therein. The operator
∇ : C∞(G,K, sl) → C∞(G,K,C2d ⊗ sl−1)
is clearly a G-invariant differential operator. Realizing the space C∞(G,K, sl) as C∞(B, sl) via
the trivialization (2.8) ∇ defines also an operator on C∞(B, sl) which will also be denoted by ∇ .
Definition 2.4. A function f ∈ C∞(B, sl) is called regular if ∇f = 0.
The invariance of ∇ implies
1 Our representation πl is the representation πk in [8] with k = l + 2. In [8, Proposition 5.7] it is stated that their
representation πk is in the discrete series if k  2d + 1 for general quaternionic group G. This is correct except g =
sp(1, d), in which case the condition should be k  2d , i.e., l > 2d − 1.
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In [23] a different notion of H-valued regular functions is defined. One may define various
kinds of K-invariant operators and notions of regular functions on B; see further Remarks 3.3
and 3.8.
3. Quaternionic discrete series on the unit disk
We consider first the case d = 1, i.e. when B = B1 is the quaternionic unit disk in H. The
results will be used to treat the general case d  1 in the next section.
3.1. Dirac operator D
In this subsection we will prove that the Dirac operator ∇ has a rather simple form on
C∞(B, sl).
The decomposition of pC ⊗ sl in the previous section now reads
pC ⊗ sl = M2,2 ⊗ sl =
(
C2 ⊗ sl+1)⊕ (C2 ⊗ sl−1)= (C2L ⊗ sl+1R )⊕ (C2L ⊗ sl−1R ).
Note that in our realization of (C2R,Sp(1)R) = ((C2)′,Sp(1)) as the dual space of C2 the pro-
jection P− : C2R ⊗ sl → sl−1 is given by the differentiation of vectors f ∈ sl as polynomials on
(C2)′ = C2R along vectors in u ∈ C2R , namely it is (up to a constant which we fix below)
P−(u⊗ f ) = ∂uf. (3.1)
We denote xl =⊗l x and xl  yk the symmetric tensor product defined by
(x + y)l :=
⊗l
(x + y) =
l∑
j=0
(
l
j
)
xj  yl−j .
We list some elementary properties clarifying the relation between P1 and dτl .
Lemma 3.1.
(1) Let v ∈ (C2)′, w ∈ C2 and X ∈ M2,2. The projection P−(v ⊗wl) is given by
P−
(
v ⊗wl)= l(v,w)wl−1
where (v,w) is the defining pairing. The differentiation dτl(X)wl is
dτl(X)w
l = l(Xw)wl−1.
In particular dτl(E0) of E0 is the Euler operator on sl
dτl(E0)f = lf, f ∈ sl .
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symmetrization map, i.e.,
dτl(E ⊗ s) = S
(
(I ⊗ P−)(E ⊗ s)
)
, E ∈ M2,2, s ∈ sl,
where S : C2L ⊗ sl−1 → sl is the symmetrization defined (and normalized) by
S
(
u⊗wl−1)= uwl−1.
The first formula in (1) follows immediately from (3.1), the second from direct computation
that
dτl(X)w
l = d
dt
(
etXw
)l∣∣∣∣
t=0
= (Xw)⊗w ⊗ · · · ⊗w +w ⊗ (Xw)⊗ · · · ⊗w + · · · +w ⊗w ⊗ · · · ⊗Xw
= lw  (Xw)l−1.
The second part (2) is a consequence of (1).
For any smooth function f : B → C2 the differential df = dq0 ⊗ ∂0f + dq1 ⊗ ∂1f + dq2 ⊗
∂2f + dq2 ⊗ ∂3f is then an sl-valued differential form. The basis vectors {dqj }3j=0 of H∗ = H
are naturally identified via (2.1) as elements in M2,2, namely, dqj = Ej , and thus df = E0 ⊗
∂0f +E1 ⊗ ∂1f +E2 ⊗ ∂2f +E3 ⊗ ∂3f .
We introduce now a variant of the Dirac operator ∇ on sl-valued functions on B .
Definition 3.2. In terms of the above notation we define a Dirac operator D: C∞(B, sl) →
C∞(B,C2L ⊗ sl−1) by
Df = (I ⊗ P−)(df ). (3.2)
We have immediately the following
Lemma 3.3. If f ∈ C∞(B, sl) satisfies Df = 0 then
dτl(E0)∂0f + dτl(E1)∂1f + dτl(E2)∂2f + dτl(E3)∂3f = 0.
Remark 3.4. It would be also interesting to study the operator
D1f = dτl(E0)∂0f + dτl(E1)∂1f + dτl(E2)∂2f + dτl(E3)∂3f (3.3)
in the above lemma. We have then Ker D ⊂ Ker D1. However the Dirac operator D1 is not in-
variant under the action (2.7) and the kernel Ker D is a proper subspace of D1. We mention also
that earlier Sudbery [23] has studied the Fueter operator using the quaternionic multiplication,
f → E0∂0f +E1∂1f +E2∂2f +E3∂3f (3.4)
for H-valued functions f . The solutions in the kernel are called H-regular functions. Our operator
D for l = 1 is the complexified version of the Fueter operator (3.4); see also Remark 3.10.
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We will prove an equivalence between the two Dirac equations. We notice first that by defini-
tion we have
τl(h)dτl
(
h−1qh
)
s = dτl(q)τl(h)s, (3.5)
(I ⊗ P−)
(
qh−1 ⊗ τl(h)s
)= (τ1,L(h) ⊗ τl−1,R(h))(I ⊗ P−)(h−1q ⊗ s) (3.6)
for h ∈ Sp(1), q ∈ H, s ∈ sl . The next lemma is technical and rather critical. Following a sugges-
tion of the referee we provide a detailed proof.
Lemma 3.5. With the above notations we have
(I ⊗ P−)
3∑
j=0
Ej ⊗ dτl
(
E∗j q
)
s = 2(l + 1)(I ⊗ P−)(q ⊗ s), ∀q ∈ H, ∀s ∈ sl .
Proof. The operator on the right hand side, I ⊗ P− : HC ⊗ sl → C2L ⊗ sl−1, q ⊗ s → (I ⊗
P−)(q ⊗ s), satisfies following intertwining property
(I ⊗ P−)
(
ad(h) ⊗ τl(h)(q ⊗ s)
)= (τ1,L(h) ⊗ τl−1,R(h))(I ⊗ P−)(q ⊗ s)
for h ∈ Sp(1). We claim that the same property holds for the left hand side. Note first that it is
unchanged if {Ej } is replaced by any orthonormal basis, in particular by Fj := h−1Ejh. Write
the operator as T (q ⊗ s). We compute T (ad(h) ⊗ τl(h)(q ⊗ s)) = T (hqh−1 ⊗ τl(h)s), a sum
with each term being dτl(E∗j hqh−1)τl(h)s = τl(h)dτl(h−1E∗j hq)s = τl(h)dτl(F ∗j q)s and fur-
thermore
Ej ⊗ τl(h)dτl
(
h−1E∗j hq
)
s = ([τ1,L(h) ⊗ τ1,R(h)](Fj ))⊗ τl(h)dτl(F ∗j q)s
= [τ1,L(h) ⊗ I ][τ1,R(h) ⊗ τl(h)](Fj ⊗ dτl(F ∗j q)s)
Thus
T
(
ad(h) ⊗ τl(h)(q ⊗ s)
)= (I ⊗ P−) 3∑
j=0
τ1,L(h)⊗ τ 1,R(h) ⊗ τl(h)
(
Fj ⊗ dτl
(
F ∗j q
)
s
)
= [τ1,L(h)⊗ τl−1,R(h)](I ⊗ P−) 3∑
j=0
Fj ⊗ dτl
(
F ∗j q
)
s
= [τ1,L(h)⊗ τl−1,R(h)](I ⊗ P−) 3∑
j=0
Ej ⊗ dτl
(
E∗j q
)
s
= [τ1,L(h)⊗ τl−1,R(h)]T (q ⊗ s),
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bases. Therefore to prove the lemma we need only to check it for s being the highest weight
vector s = el1. As it is linear in q we only need to prove it for q = E0,E1,E2,E3. We check for
q = E0 first. According to Lemma 3.1, dτl(E0)s = ls, and
dτl
(
E∗1
)
s = − d
dt
(
eit e1
)l∣∣∣∣
t=0
= −il(e1)l = −ils,
dτl
(
E∗2
)
s = − d
dt
(cos te1 − sin te2)l
∣∣∣∣
t=0
= lel−11  e2,
and
dτl
(
E∗3
)
s = − d
dt
(i cos te1 + i sin te2)l
∣∣∣∣
t=0
= −ilel−11  e2.
We compute the projections of each term in the LHS under (I ⊗ P−). They are
(I ⊗ P−)
(
E0 ⊗ dτl(E0)s
)= (I ⊗ P−)(E0 ⊗ ls) = l2e1 ⊗ el−11 ,
(I ⊗ P−)
(
E1 ⊗ dτl
(
E∗1
)
s
)= i(−il)(I ⊗ P−)((e1 ⊗ e1 − e2 ⊗ e2)⊗ el1)
= l2e1 ⊗ el−11 ,
(I ⊗ P−)
(
E2 ⊗ dτl
(
E∗2
)
s
)= l(I ⊗ P−)((e1 ⊗ e2 − e2 ⊗ e1)⊗ el−11  e2)
= l(e1 ⊗ el−11 − (l − 1)e2 ⊗ el−21  e2),
(I ⊗ P−)
(
E3 ⊗ dτl
(
E∗3
)
s
)= i(−il)(I ⊗ P−)((e1 ⊗ e2 + e2 ⊗ e1)⊗ el−11  e2)
= l2(e1 ⊗ el−11 + (l − 1)e2 ⊗ el−21  e2).
Thus the LHS of the lemma is
2l(l + 1)e1 ⊗ el−11 .
The right hand side, in view of (3.2), is
2(l + 1)(I ⊗ P−)
(
E0 ⊗ el1
)= 2(l + 1)(e1 ⊗ P−(e1 ⊗ el1))= 2(l + 1)le1 ⊗ el−11
since (e2, e1) = 0. This proves the equality for q = E0.
The LHS for q = E1,E2,E3 is then
2l(l + 1)ie1 ⊗ el−11 , −2l(l + 1)e2 ⊗ el−11 , 2l(l + 1)ie2 ⊗ el−11 ,
respectively. The projection (I ⊗P−)(q ⊗ s) in the RHS is rather easy to compute by using (3.2)
and it differs precisely by the factor 2(l + 1). 
The next proposition clarifies the relation between the Dirac equations ∇F = 0 and Df = 0.
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Dirac equation ∇F = 0 is equivalent to Df = 0.
Proof. Let q ∈ B and gq ∈ G be the matrix (2.3), which has a simpler form for the disk,
gq :=
[
a b
c d
]
:= (1 − |q|2)− 12 [ 1 q
q∗ 1
]
. (3.7)
Let F ∈ C∞(G,K, sl) be the lift of f ∈ C∞(B, sl). To compute (∇F)(g) we consider first the
right differentiation vF(g) for any v ∈ p = H. The exponential exp(ξv) ∈ G is given by
exp(tξv) =
[
ch tv sh tv
sh tv ch tv
]
= I + t
[
0 v
v 0
]
+ o(t),
where chv and shv are computed in the (Jordan triple) sense of Taylor expansion of the function
chv =∑∞m=0 v2m(2m)! and shv =∑∞m=0 v2m+1(2m+1)! with v2m = |v|2m and v2m+1 = |v|2mv. Then
gq exp(tv) =
(
1 − |q|2)− 12 [ 1 q
q∗ 1
][
ch tv sh tv
sh tv ch tv
]
= (1 − |q|2)− 12 [ ch tv + q sh tv sh tv + q ch tv
q∗ ch tv + sh tv q∗ sh tv + ch tv
]
:=
[
b(t) b(t)
c(t) d(t)
]
and
F
(
gq exp(tv)
)
= ∣∣d(t)∣∣−2τl(d(t)−1)f (b(t) d(t)−1)
= (1 − |q|2)1+ l2 τl((q∗ sh tv + ch tv)−1)f ((sh tv + q ch tv)(q∗ sh tv + ch tv)−1).
We can then perform the differentiation with respect to t and get
vF(gq) =
(
1 − |q|2)2+ l2 ∂vf (q)
+ (1 − |q|2)1+ l2 dτl(v∗q)f (q)− 2(l + 1)(1 − |q|2)1+ l2 〈v, q〉f (q).
Now let v run over the orthonormal basis vectors v = E0,E1,E2,E3. Taking the tensor product
Ej ⊗EjF(gq) and summation we see that ∇F = 0 is equivalent to
(
1 − |q|2)Df + 3∑
i=0
(I ⊗ P−)
(
Ei ⊗ dτl
(
E∗i q
)
f
)− 2(l + 1)(I ⊗ P−)(q ⊗ f ) = 0.
Lemma 3.1 implies that the second term
∑3
i=0 and the third one cancel each other and thus∇F(g) = 0 if and only if Df (q) = 0. 
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In this subsection we will prove that solutions of Df = 0 are Euclidean harmonic. Under the
defining action of K = Sp(1)L × Sp(1)R the space of Euclidean spherical harmonic polynomi-
als has a known decomposition and we will then find the corresponding decomposition for the
solution space of Df = 0.
Lemma 3.7. If f ∈ C∞(B, sl) is regular then it is Euclidean harmonic.
Proof. We take the symmetrization S on the condition
Df = (I × P−)(E0 ⊗ ∂0f +E1 ⊗ ∂1f +E2 ⊗ ∂2f +E3 ⊗ ∂3f ) = 0.
In view of Lemma 3.1(1) we have
S(Df ) = l∂0f +
3∑
j=1
dτl(Ej )∂jf = 0.
By Proposition 3.6 the condition Df = 0 is invariant under the action πl of G. In particular
taking k = (Ei,1) ∈ K , the function πl(k)f (q) = πl(Ei,1)f (q) = f (Eiq) is also a solution to
the Dirac equation for any 1  i  3. We have ∂0(f (Eiq)) = (∂if )(Eiq) and ∂j (f (Eiq)) =∑3
k=0 εkij ∂kf (Eiq) for j = i, and thus
l∂if (Eiq)+
3∑
j=1
3∑
k=0
εkij dτl(Ej )∂kf (Eiq) = 0.
Replacing Eiq by q this is
l∂if (q)+
3∑
j=1
3∑
k=0
εkij dτl(Ej )∂kf (q) = 0.
Differentiate again by ∂i and take summation results in the equality
l
3∑
i=0
∂2i f (q)+
3∑
j=1
3∑
i=0
3∑
k=0
εkij dτl(Ej )∂i∂kf (q) = 0. (3.8)
Observe that the terms
εkij dτl(Ej )∂i∂kf (q) = −εikj dτl(Ej )∂k∂if (q)
are anti-symmetric in i and k, and their sum cancels each other. We have thus
l
3∑
i=0
∂2i f (q) = 0,
i.e. f is Euclidean harmonic. 
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degree m, and SHm be the space of spherical harmonics of degree m. Let P reg(sl) be the space
of sl-valued regular polynomials and P regm (sl) the corresponding subspace of degree m. By defi-
nition we have
P reg(sl)= (P ⊗ sl)∩ Ker D.
Viewed as representation of Sp(1)× Sp(1) under the regular action it is known that
SHm = sm ⊗ sm; (3.9)
see also Proposition 4.3 below. The highest weight vector of SHm is (q0 + iq1)m. Recall that we
have fixed E2 + iE3 as the positive root vector of sp(1)C.
The following simple observation will be used several times.
Lemma 3.8. The sl-valued polynomial (q0 + iq1)mel1 is in P regm (sl) and is of highest weight
(m,m + l) under the action (2.12) of Sp(1)× Sp(1).
Theorem 3.9. The space of Preg(sl) of sl-valued regular polynomials is decomposed under the
action (2.12) of Sp(1)× Sp(1) as
P reg(sl)= ∞∑
m=0
P
reg
m
(
sl
)= ∞∑
m=0
sm ⊗ sm+l , multiplicity free.
The highest weight vector in sm ⊗ sm+l is fm(q) = (q0 + iq1)mel1.
Proof. Clearly D reduces degrees of polynomials by one and thus we need only to consider the
space (Pm ⊗ sl)∩Ker D of polynomials of a fixed degree m. It follows from the previous lemma
that if f is regular then it is harmonic, namely spherical harmonic, and we have
P
reg
m
(
sl
)= (Pm ⊗ sl)∩ Ker D = (SHm ⊗ sl)∩ Ker D = (sm ⊗ sm ⊗ sl)∩ Ker D,
the last equality follows from (3.9). The action of Sp(1)L on P regm (sl) is sm, and only the right
action of Sp(1)R on sm ⊗ sl is to be proved being sm+l . Consider the Casimir operator C :=
E21 + E22 + E23 of the Lie algebra of Sp(1)R acting on the last space Ker D ∩ (sm ⊗ (sm ⊗ sl))
via the action πl , which is πl(b) : f (q) → τl(b)f (qb), namely the tensor product τl ⊗R, where
R is the regular right action f (q) → f (qb). By definition we have
πl(C)f =
(
dτl(C) ⊗ I
)
f + 2
3∑
j=1
dτl(Ej )
(
dR(Xj )f
)+ (I ⊗ dτm(C))f
:= C1f + 2C2f +C3f,
where dR(Xj ) by definition is the right differentiation along Ej , namely
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dt
f
(
q exp(tEj )
)∣∣∣∣
t=0
= ∂qEj f (q), j = 0,1,2,3,
with dR(X0) being the Euler operator. The operators C1 and C3 act on sm ⊗ sm ⊗ sl as constants
C1f = −l(l + 2)f, C3f = −m(m+ 2)f.
To treat the middle term C2 we write qEj =∑3i=0(qEj ,Ei)Ei . Then
dR(Xj ) = ∂qEj =
3∑
i=0
(qEj ,Ei)∂i =
3∑
i=0
(
Ej ,q
∗Ei
)
∂i .
Thus
3∑
j=0
dR(Xj )f =
3∑
i=0
q∗Ei∂if.
If f is regular then
∑3
j=0 dτl(Ej )dR(Xj )f = 0 by Lemma 3.2, and consequently
C2f =
3∑
j=1
dτl(Ej )dR(Xj )f = −dτl(E0)dR(X0)f = −dτl(E0)(mf ) = −mlf.
Therefore dπl(C) acts on sm ⊗ (sm ⊗ sl)∩ Ker D as a scalar
−m(m+ 2)− 2ml − l(l + 2) = −(m+ l)(m+ l + 2)
which is the value of the Casimir operator on sm+l . That is
P
reg
m
(
sl
)= sm ⊗ (sm ⊗ sl)∩ Ker D ⊂ sm ⊗ sm+l .
On the other hand the polynomial fm(q) = (q0 +
√−1q1)mel1 is clearly an element in sm ⊗ sm+l
and is regular, i.e., in Ker D, by Lemma 3.8. Thus the two spaces are the same by the irreducibility
under K . 
Remark 3.10. In [23] it is proved that H-valued regular functions (defined as being annihilated
by the Fueter operator (3.4)) are Euclidean harmonic. The proof above is based on similar com-
putations. For s = 1 there is a simple relation between the operator D and the Fueter operator: If
f is a C2-valued function on H and Df = 0 then f ⊗ w is an M2,2-valued regular function for
any w ∈ C2.
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We define Hl to be the space of sl-valued smooth functions f ∈ Ker D on B that are in
L2(B, sl, dμl) for l > 1 and in L2(S, sl) for l = 1, where L2(S, sl) is the L2-space of sl-
valued functions on S = ∂B with the normalized area measure. It is easy to see by standard
arguments that Hl is a closed Hilbert subspace of the respective L2-space. Indeed if f is in Hl
then by Lemma 3.6 it is harmonic and thus satisfies the mean value property. The L2-convergence
fn → f , fn ∈ Ker D, then implies the local convergence of all derivatives of fn to f , and thus
f is also in Ker D. In particular the space Hl for l  1 has a reproducing kernel Kl(q, q0). To
find its expansion we consider first the reproducing kernel of the irreducible space sm ⊗ sm+l
in Theorem 3.9. Let Km,l(q, q0) be its reproducing kernel in the space L2(S, sl) of sl-valued
functions on the boundary S. Note that the highest weight vector fm(q) = (q0 +
√−1q1)mel1 has
square norm in L2(S, sl)
‖fm‖2L2(S,sl ) =
∫
S
|q0 + iq1|2m = m!
(2)m
and in Hl
‖fm‖2Hl = Cl
∫
B
|q0 + iq1|2m
(
1 − |q|2)l−2 dm(q) = m!
(l + 1)m
where (α)m = α(α + 1) · · · (α + m − 1) is the Pochammer symbol; both integration can be ob-
tained by elementary integration. Thus the reproducing kernel of sm ⊗ sm+l in Hl is
(l + 1)m
(2)m
Km,l(q, q0),
and the reproducing kernel Kl(q, q0) of the space Hl is of
Kl(q, q0) =
∞∑
m=0
(l + 1)m
(2)m
Km,l(q, q0). (3.10)
We observe also that 1 − p∗q , p,q ∈ B , has the following transformation property
1 − (g · p)∗g · q = ((cp + d)∗)−1(1 − p∗q)(cq + d)−1, g ∈ G. (3.11)
This is easily checked to be true for g ∈ K and g of the form (2.2), and thus true for all G.
Theorem 3.11. Let l  1. The unitary representation (Hl , πl) is decomposed under K = Sp(d)×
Sp(1) as
Hl =
∞⊕
sm ⊗ sm+l .
m=0
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sion (3.10).
Proof. The formula for the reproducing kernel follows from a routine argument. Consider the
case l > 1 first. Let f ∈ Hl . By Proposition 3.5 and Lemma 3.6 we have the mean-valued prop-
erty for f at q = 0,
f (0) =
∫
B
f (q)dμl(q).
For a fixed q0 ∈ B we apply the property for the function πl(g−10 )f for g−10 ∈ G with g−1o ·0 = q0
as given in (2.3),
g0 =
[
α β
γ δ
]
=
[
(I − q0q∗0 )−
1
2 −(I − q0q∗0 )−
1
2 q0
−(1 − |q0|)− 12 q∗0 (1 − |q0|)−
1
2
]
, g−10 =
[
a b
c d
]
.
It gives
|d|−2τl
(
d−l
)
f (q0) =
∫
B
|cq + d|−2τl
(
(cq + d)−1)f (g−10 q)dμl(q).
We perform a changing of variables p = g−10 q and find
|d|−2τl
(
d−l
)
f (q0) =
∫
B
|γp + δ|−2τl
((
(γp + δ)∗)−1)f (p)dμl(p)
where we have used the fact (2.9) and (2.10) so that
|cq + d| = |γp + δ|−1, (cq + d)−1 = γp + δ = |γp + δ|2((γp + δ)∗)−1.
Thus
f (q0) =
∫
B
∣∣1 − q∗0p∣∣−2τl((1 − q∗0p)−1)f (p)dμl(p).
The case l = 1 follows by the same argument replacing B by S = ∂B . 
We note that the space H1 of C2-valued functions in the kernel of D is the realization of the
limit π1 of the quaternionic discrete series πl (l  2).
4. Quaternionic discrete series on the unit ball B =Bd
We treat now the general case of the unit ball B = Bd , d  1.
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For a function f on B and a fixed w ∈ S = ∂B we let fw(x) = f (wx), x ∈ B1, be the
restriction of f on the unit disk wH ∩B .
Proposition 4.1. f ∈ C∞(B, sl) is regular if and only if the functions fw(x) = f (wx), x ∈ B1,
solve the Dirac equation for D on the unit disk B1, i.e., Dxfw = 0 for all w ∈ S.
Proof. The proof is similar as that of Proposition 3.5. Let gq be as in (2.3). Note also that
(I − qq∗)− 12 q = (1 − |q|2)− 12 q by (2.4). Let F ∈ C∞(G,K, sl) be the lift of f ∈ C∞(B, sl).
The differentiation ∇F is given by
∇F(gq) = (I ⊗ P−)
(∑
j
(
1 − |q|2)− 12 (1 − qq∗) 12 vj ⊗ ∂vj f (q)
+
∑
i
vj ⊗ dτl
(
v∗j q
)
f − 2(l + 1)q ⊗ f
)
where {vj } is any orthonormal basis of p.
Fox any w ∈ S consider w∗ as a complex matrix multiplication w∗ : C2d → C2, u → w∗u.
The function ∇F is C2d ⊗ sl−1-valued and we have ∇F(gq) = 0 if and only if w∗∇F(gq) = 0,
with w∗ acting on the left factor C2d . We prove now the necessary part. So we fix w ∈ S. The
projection IC2d ⊗ P− : C2d ⊗ (C2 ⊗ sl) → C2d ⊗ sl−1 intertwines the left multiplication on the
factor C2d ; in other words we have
(IC2 ⊗ P−)
(
w∗v ⊗ u)= w∗(IC2d ⊗ P−)(v ⊗ u), v ⊗ u ∈ C2d ⊗ (C2 ⊗ sl).
Thus
(IC2 ⊗ P−)
(∑
j
(
1 − |q|2)− 12 w∗(1 − qq∗) 12 vj ⊗ ∂jf (q)
+
∑
j
w∗vj ⊗ dτl
(
v∗j q
)
f − 2(l + 1)w∗q ⊗ f
)
= 0,
with the LHS being a sum of three sums. Choose {vk} according to the decomposition of p =
Hd = wH ⊕ (wH)⊥, with vj = wEj , j = 0,1,2,3, being an orthonormal basis of wH and
{vi}i4 of (wH)⊥ such that v∗i w = 0. We simplify the sums above. Consider the restriction
fw(x) = f (wx) on the disk q = wx ∈ wB1, x ∈ B1. Then
∂vj f (q) =
d
dt
f (q + tvj )
∣∣∣∣
t=0
= d
dt
f (wx + twEj )
∣∣∣∣
t=0
= d f (w(x + tEj ))∣∣∣∣ = d fw(x + tEj )∣∣∣∣ = ∂Ej fw(x).dt t=0 dt t=0
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1
2 vj = (1 − |x|2) 12 w∗vj = (1 − |x|2) 12 Ej for
j = 0,1,2,3, and v∗i q = 0, w∗(1 − qq∗)
1
2 vi = 0. The previous equation is now
(IC2 ⊗ P−)
( 3∑
j=0
Ej ⊗ ∂Ej fw(x)+
3∑
j=0
Ej ⊗ dτl
(
E∗j x
)
fw(x)− 2(l + 1)x ⊗ fw(x)
)
= 0.
The last two terms cancel each other by Lemma 3.5 and this results in
(IC2 ⊗ P−)
( 3∑
j=0
(
w∗vi ⊗ ∂Ej fw(x)
))= 0,
namely Dfw(q) = 0. The sufficiency part is proved by simply reversing the computation. 
Combining the above proposition with Lemma 3.7 we have
Corollary 4.2. Let f : B → sl be a C1-function on B . If f is in Ker∇ then it is harmonic in
each variable.
We retain the notation Preg(sl), the space of sl-valued regular polynomial on B . Clearly
Preg(sl) ⊂ SH ⊗ sl =∑∞m=0 SHm ⊗ sl , where SH is the space of spherical harmonic polynomi-
als. We consider now the decomposition under K of the space of polynomials in Ker∇ . We recall
the result of Kostant [17,11] on the decomposition under K of spherical harmonic polynomial
on Hd . We write an element A in the complexified Lie algebra sp(d,C) as a matrix A = (aj,k)
and denote Ej,ki the matrix element with (j, k) position being Ei and the rest being 0, where
i = 0,1,2,3. We choose a Cartan subalgebra of gC as C(iE1,11 ) + C(iE2,21 ) + · · · + C(iEd,d1 )
where Ej,j1 is the diagonal quaternionic matrix with E1 at the j -th diagonal position. The roots of
sp(d,C) are of the form {±εi ± εj ,±2εj ; 1 i = j  d} with {εj } the dual basis of {
√−1Ej1 }.
We fix an ordering so that ε1 > · · · > εd > 0. The positive root spaces are then given by
g2εj = C
(
E
j,j
2 + iEj,j3
)
, gεj−εk = C
((
E
j,k
0 + iEj,k1
)+ (Ek,j0 − iEk,j1 )),
gεj+εk = C
((
E
j,k
2 +
√−1Ej,k3
)− (Ek,j2 + √−1Ek,j3 )),
for j < k. Then (in the notation of [9]) λ1 = ε1 and λ2 = ε1 + ε2 are two fundamental weights
with ε1 being highest weight of the defining representation of Sp(d,C) on C2d and ε1 + ε2
being that of the antisymmetric tensor of C2d ∧C2d modulo the skew-symmetric tensor defining
Sp(d,C).
Proposition 4.3. (See [17,11].) The space SHm of spherical harmonics on Hd of degree m is
decomposed under K = Sp(d)× Sp(1) multiplicity free as
SHm =
∑
m1+2m2=m
H(m1,m2) ⊗ sm1 ,
where H(m1,m2) is an irreducible representation of Sp(d) of highest weight (m1 + m2,m2) =
m1λ1 +m2λ2.
H. Liu, G. Zhang / Journal of Functional Analysis 262 (2012) 2979–3005 2999We shall also need the highest weight vector of H(m1,m2). We write q ∈ Hd as q = (q1, . . . , qd)
and qj = qj0E0 + qj1E1 + qj2E2 + qj3E3. It is easy to check by direct computations that, with
the ordering of the roots as above, the vector
hm1,m2(q) = (q10 +
√−1q11)m1 det
[
q10 +
√−1q11 q12 +
√−1q13
q20 +
√−1q21 q22 +
√−1q23
]m2
(4.1)
is the highest weight vector of H(m1,m2), as can be routinely checked by the explicit formula for
the root vectors above.
Proposition 4.4. The space Preg(sl) of sl-valued polynomials on Hd in Ker∇ is decomposed
under the action of (K,πl) as
Preg
(
sl
)= ∞∑
m=0
H(m,0) ⊗ sm+l .
Proof. By Corollary 4.2 and Proposition 4.3 we see that
P regm ⊂ SHm ⊗ sl =
∑
m1+2m2=m
H(m1,m2) ⊗ (sm1 ⊗ sl) (4.2)
and thus
P regm =
(SHm ⊗ sl)∩ Ker∇ = ∑
m1+2m2=m
(
H(m1,m2) ⊗ (sm1 ⊗ sl)∩ Ker∇), (4.3)
by the left Sp(d)-invariance. Consider the right action of Sp(1) as in the proof of Theorem 3.7.
We have
H(m1,m2) ⊗ (sm1 ⊗ sl)= ∑
k: 2km1+l
H (m1,m2) ⊗ sm1+l−2k.
Using the same computation there we see that the eigenvalue of the Casimir operator on the space
H(m1,m2) ⊗ (sm1 ⊗ sl)∩ Ker∇
is −(m1 + l)(m1 + l+2), i.e., only the leading term sm1+l above with k = 0 appears in the kernel
Ker∇ , and
P regm =
(SHm ⊗ sl)∩ Ker∇ = ∑
m1+2m2=m
(
H(m1,m2) ⊗ sm1+l)∩ Ker∇. (4.4)
The representation H(m1,m2) ⊗ sm1+l is an irreducible representation of K with highest weight
vector hm1,m2(q)e
l
1 with hm1,m2(q) given in (4.1). Thus(
H(m1,m2) ⊗ sm1+l)∩ Ker∇ = 0 if and only if hm ,m (q)el ∈ Ker∇.1 2 1
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(E1,E2,0, . . . ,0) ∈ Hd , and consider the restriction of hm1,m2(q)el1 on the line
wH. The function is
hm1,m2(wp)e
l
1 = (
√
2)m1+2m2(−i)m1(p0 + ip1)m1
(
p20 + p21 + p22 + p23
)m2el1, p ∈ H.
If it is annihilated by Dp then it is harmonic in p by Lemma 3.6, and in particular free of
square |p|2 = p20 + p21 + p22 + p23, that is m2 = 0. Conversely if m2 = 0 then hm1,m2(q)el1 =
hm1,m2(q1)e
l
1 = (q10 +
√−1q11)m1el1 is a functions of q1 only. We deduce from Proposition 4.1
and Lemma 3.8 that it is in Ker∇ . 
We have then the following theorem, the proof of which is almost the same as that of Theo-
rem 3.11. Let Km,l(q, q0) be the reproducing kernel of H(m,0) ⊗ sm+l in L2(S, sl).
Theorem 4.5. The discrete series representation (Hl , πl) for l > 2d − 1 has a continuation to
all l  1. It is decomposed under K as
Hl =
∞⊕
m=0
H(m,0) ⊗ sm+l
and has reproducing kernel
Kl(q, q0) =
∣∣1 − q∗0q∣∣−2τl((1 − q∗0q)−1).
The expansion of Kl(q, q0) under the above K-decomposition is given by
Kl(q, q0) =
∞∑
m=0
(l + 1)m
(2d)m
Km,l(q, q0). (4.5)
In [19,20] it is proved that automorphic forms in the discrete series representation (Hl , πl)
are of moderate growth. We now generalize it to all functions f ∈ Hl and all l  1.
Corollary 4.6. Suppose f ∈ Hl and l  1. Then f is of moderate growth in the sense that∣∣f (q)∣∣2  C(1 − |q|2)−l−2.
Proof. The reproducing kernel property of Hl implies that(
f (q), v
)= (f (·),K(·, q)v)
l
for any v ∈ sl . If follows by the Cauchy–Schwartz inequality that
∣∣(f (q), v)∣∣2  ‖f ‖2l ∥∥K(·, q)v∥∥2l
with
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l
= (K(·, q)v,K(·, q)v)
l
= (K(q,q)v, v)
=
(
1
(1 − |q|2)2 τl
(
1
1 − |q|2
)
v, v
)
= 1
(1 − |q|2)2+l (v, v)
where the second equality follows again by the reproducing kernel formula. Thus
∣∣f (q)∣∣2  C 1
(1 − |q|2)2+l
completing the proof. 
Remark 4.7. Finally we remark that if we take formally l = 0 and let the representation πl
in (2.7) act on space L2(S) of the boundary S, then we get a spherical principal series rep-
resentations studied in [11,24]. It is proved that there the spherical representation, in their
notation, πν , is unitarizable on the interval (2,4d); at the boundary point ν = 2 the subspace
T =∑m H(m,0) ⊗ sm is unitarizable, as a (g,K)-module [11, Theorem 6.3(iii)]. This is pre-
cisely our space Hl for l = 0; moreover the unitary norm of T given in [11, Theorem 6.1(iii)] is
the same as ours defined in the expansion (4.5) for l = 0, i.e.
‖f ‖2T
‖f ‖2
L2(S)
= m!
(2d)! .
Actually fixing a reference point q0 = (1,0, . . .) ∈ S, the reproducing kernel Km,0(q, q0) is a
scalar multiple of the spherical polynomials computed in Theorem 3.1in [11]. Namely
|q1|m q̂
m+1
1 − q̂−(m+1)1
q̂1 − q̂−11
,
and the expansion becomes an elementary formula
1
(1 − q1)
(
1 − q∗1
) = ∞∑
m=0
|q1|m q̂
m+1
1 − q̂−(m+1)1
q̂1 − q̂−11
,
for q = (q1, . . . , qd) ∈ S, q1 = |q1|q̂1. In other words the unitarity of T = ∑m H(m,0) ⊗ sm
follows also from this expansion.
5. Discrete series as cohomology space over G/L
In [8] the quaternionic representation is realized in the cohomology H 1(G/L,O(k)) of a line
bundle over a twister covering space G/L of G/K . We find finally an isomorphism between
our realization with that space. This is obtained by considering the restriction of cohomology
classes on G/L to the fibers of the covering. A general statement between cohomology spaces
on the twister covering space of a self-dual 4-manifold and a Dirac equation has been proved by
Hitchin [10]. We will be rather brief. By cohomology H 1(M,L) of a holomorphic line bundle
over a complex space M we mean the one defined by (0,1)-forms.
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We recall first some elementary facts on cohomology space on the projective space P1 of lines
[v] = Cv in C2, 0 = v ∈ C2. Those results are well known via the Borel–Bott–Weil theory [2].
We realize P1 as the symmetric space Sp(1)/U(1) = SU(2)/U(1), also as the complex manifold
GL(2,C)/Q where U(1) is the group of diagonal elements U(1) = {etE1} in our notation in
Section 2 and Q is the upper triangular 2× 2 matrices in GL(2,C); we shall need only the action
of the subgroup H∗ = R+Sp(1) of GL(2,C). Let O(−1) be the tautological bundle over P1,
which corresponds to the character etE1 → e−it , and O(−m) =⊗m O(−1) its tensor power.
The group GL(2,C) then acts on sections of O(−m) =⊗m O(−1) by the defining action
h ∈ GL(2,C) : f ([v])→ (h · f )([v]) :=⊙m hf ([h−1v]),
and in particular the center R+ of H∗ acts as
c ∈ R+ : f ([v])→ cmf ([v]). (5.1)
It is well known that H 1(P1,O(−(l + 2))) as a representation of SU(2) is the space (sl, τl).
Let {ej }lj=0 be an orthonormal basis of H 1(P1,O(−(l + 2))). We can find explicit formulas
for ej , but they are not needed: Using z ∈ C as the inhomogeneous coordinate of the lines
[(z,1)] = C(z,1) in P1, then the sections
ej (z) = cj z¯
j
(1 + |z|2)l+2 dz¯ ⊗ (z,1)
l+2, j = 0, . . . , l,
where cj are normalization constants, form an orthonormal basis; this can be proved by using
its duality with H 0(P1,O(l)) via integration against the Kähler measure dm(z)
(1+|z|2)2 , observing that
O(−2) is the canonical bundle Cdz. In this identification of H 1 with sl the action of GL(2,C)
is just the representation τl . To be more precise we have the map
T : H 1(O(−l − 2))→ sl, F (z) = l∑
j=0
fj ej (z) → f =
l∑
j=0
fj ej ∈ sl
intertwining the action (5.1) with τl of SU(2). Note that R+ ⊂ H∗ acts on H 1(O(−l − 2)) = sl
as (5.1) with m = l + 2. Putting them together the action of H∗ is exactly
h = |h|hˆ ∈ H∗ : sl → sl, f → |h|l+2τl(hˆ)f. (5.2)
(Notice the factor |h|l+2 comes naturally due to this identification.)
5.2. Cohomology space on G/L
Let L be the subgroup Sp(d) × U(1) of K . The space G/L can be identified with the space
B × P1. Indeed consider the action of G on B × P1 via
H. Liu, G. Zhang / Journal of Functional Analysis 262 (2012) 2979–3005 3003g ∈ G : (q, [v]) → ((aq + b)(cq + d)−1, [(cq + d)v)], (5.3)
with g as in (2.2). Here the element (cq + d) ∈ H∗ = R+SU(2) ⊂ GL(2,C) acts as element
in GL(2,C). The isotropic group of the reference point (0, [(0,1)]) is precisely the subgroup
Sp(d)×U(1) of K = Sp(d)×Sp(1). Thus G/L = B×P1 as smooth manifolds. Fix E1 in (3.1) as
a basis element of the Lie algebra of U(1). The Lie algebra of gC is decomposed under
√−1E1
as gC = n+ + lC + n− where lC is complexification the Lie algebra l of l and n+ = n1 + n2
is sum of positive root spaces nk = {X ∈ gC; [E1,X] = ikX}, k = 1,2. The manifold G/L
is then equipped with a G-invariant complex structure by requiring that n+ is the holomorphic
tangent space at eL ∈ G/L. In particular the projective space P1, when identified with {0}×P1 ⊂
B×P1 = G/L is the standard realization of K/L = SU(2)/U(1) and is a complex curve in G/L,
so is also any subset {q} × P1, q ∈ B .
The bundle O(−(l + 2)) over P1 is also defined over G/L via the natural fibration P1 =
SU(2)/U(1) → G/L → G/K . The map (q, [(z,1)]) → z is then a locally defined holomorphic
function on G/L. (However q ∈ B ⊂ Hd ⊂ C2d are not holomorphic coordinates.) A G-invariant
measure on G/L = B × P1 is given by
dι(q)× dm(z)
(1 + |z|2)2 ,
where dι(q) is the G-invariant measure on B in Section 2. The homogeneous bundle O(−1)
is also equipped with a G-invariant metric: at any fixed (q, z) ∈ G/L a vector v in the line
C[z,1] ⊂ C2 has norm square
|v|2(q,z) =
(
1 − |q|2)|v|2.
Thus section F(q, z) of O(−l − 2) has the norm at each point (q, z)∣∣F(q, z)∣∣2
(q,z)
= (1 − |q|2)l+2∣∣F(q, z)∣∣2.
Let H 1(G/L,O(−l − 2)) be the cohomology space on G/L of (0,1)-forms with coefficients
in O(−(l + 2)). Under the trivialization G/L = B × P1 the restriction of any element F in
H 1(G/L,O(−l − 2)) to the fiber π−1(q) = P1 is a section of the Cl+1 = sl-bundle over B .
Namely we can write F as F(q, z) =∑lj=0 fj (q)ej (z) in the local coordinates (q, z) of G/L.
The group G acts on H 1(G/L,O(−l − 2)) again by the defining action, which, in terms of the
representatives F , is
g ∈ G : F (q, [v]) →⊗l+2(cq + d)−1F ((aq + b)(cq + d)−1, [(cq + d)v]), (5.4)
with g−1 as in (2.2). Here ⊗l+2(cq + d)−1 is the induced action of the defining action of
(cq + d)−1 on the line C(cq + d)v ⊂ C2. The corresponding L2 norm on H 1(G/L,O(−l − 2))
is
‖F‖2l =
∫
B×P1
(
1 − |q|2)l+2∣∣F(q, z)∣∣2 dι(q) dm(z)
(1 + |z|2)2 . (5.5)
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T : F (q, [v])= l∑
j=0
fj (q)ej
([v]) → f (q) = l∑
j=0
fj (q)ej ∈ C∞
(
B, sl
)
is a nonzero map intertwining the G action (5.4) on H 1(G/L,O(−l − 2)) with the action πl on
C∞(B, sl). Moreover ‖T F‖l = ‖F‖l whenever one of them is finite.
Proof. The intertwining property and the norm equality is straightforward by comparing (2.11)
with (5.4) and respectively (2.6) with (5.5). The elements F(q, [v]) = ej ([v]) are clearly in
H 1(G/L,O(−l − 2)) since P1 is a holomorphic curve in G/L. Their images are ej , and this
proves that T is nonzero. 
Note that for l  2d − 1 the constant functions are not square integrable. Let l > 2d − 1.
The image of the space of K-finite elements H 1(G/L,O(−l − 2)) is then a nonzero subspace
with g-invariant norm and containing the constant functions. But the space of K-finite Hl is an
irreducible space generated by the constant functions. The two spaces must be the same.
Proposition 5.2. For l > 2d − 1 the map T induces a g-invariant isometric map from the space
of K-finite vectors in H 1(G/L,O(−l − 2)) into the space Hl .
In particular T extends to a unitary map from the completion of K-finite elements onto Hl .
The same result holds also for l  2d − 1 however the norm has to be redefined as in Sections 3
and 4.
Finally we note also that the first point outside the discrete series is l = 2d −1, which is a kind
of Hardy space of sl-valued functions on the sphere. The sphere has a structure of a Heisenberg-
type groups, and it would be interesting to study the boundary value of the discrete series in terms
of the Kohn-type sub-Laplacian. Some related questions will be studied in [18].
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