Abstract. We establish a combinatorial counterpart of the Cohen-Macaulay duality on a class of curve singularities which includes algebroid curves. For such singularities the value semigroup and the value semigroup ideals of all fractional ideals satisfy axioms that define so-called good semigroups and good semigroup ideals. We prove that each good semigroup admits a canonical good semigroup ideal which gives rise to a duality on good semigroup ideals. We show that the Cohen-Macaulay duality and our good semigroup duality are compatible under taking values.
Introduction
Value semigroups of curve singularities have been studied intensively for decades. Waldi [Wal72, Wal00] showed that any plane algebroid curve is determined by its value semigroup up to equivalence in the sense of Zariski. The value semigroup thus determines the topological type for any plane complex curve singularity.
Kunz [Kun70] showed that an analytically irreducible and residually rational local ring R is Gorenstein if and only if its (numerical) value semigroup Γ R is symmetric. Jäger [Jäg77] used the symmetry condition to define a semigroup ideal K 0 such that (suitably normalized) canonical ideals K of R are characterized by having value semigroup ideal Γ K = K 0 . Waldi [Wal72] was the first to describe a symmetry property of the value semigroup for plane algebroid curves with two branches. Delgado [DdlM87, DdlM88] then made the step to general algebroid curves proving an analog of Kunz's result. Later Campillo, Delgado and Kiyek [CDK94] relaxed the hypotheses to include analytically reduced and residually rational local rings R with infinite residue field.
D'Anna [D'A97] extended Jäger's approach under the preceding hypotheses. He turned Delgado's symmetry definition into an explicit formula for a semigroup ideal K 0 (see Definition 5.2.1) such that any (suitably normalized) fractional ideal K of R is canonical if and only if Γ K = K 0 . In the process he studied axioms satisfied by value semigroup ideals which lead to the notion of a good semigroup ideal (see Definition 4.1.1).
Barucci, D'Anna and Fröberg [BDF00] studied some more special classes of rings like Gorenstein rings, Arf rings and rings of small multiplicity in relation with their value semigroups. Their setup includes the case of semilocal rings. Notably they found an example of a good semigroup which is not the value semigroup of any ring.
Recently Pol [Pol15, Thm. 2.4] gave an explicit formula for the value semigroup ideal of the dual of a fractional ideal for Gorenstein algebroid curves.
In this paper, we extend and unify D'Anna's and Pol's results for a general class of rings R that we call admissible (see Definition 3.1.5). We show that any good semigroup admits a canonical semigroup ideal K that is defined by a simple maximality property (see Definition 5.2.3). Equivalently, such a K induces a duality E → K − E on good semigroup ideals (see Theorem 5.2.6). This means that / / good semigroup ideals of Γ R = G Γ R relating the Cohen-Macaulay duality E → K : E on R to our good semigroup duality E → K − E on Γ R for K = Γ K . An important tool to prove the commutativity of the above diagram is the distance d(F \E) between two good semigroup ideals E ⊂ F (see Definition 4.2.1). It plays the role of the length ℓ R (F /E) of the quotient of two fractional ideals E ⊂ F on the semigroup side. In fact, the two quantities agree in case E = Γ E and F = Γ F (see Proposition 4.2.7), that is,
D'Anna [D'A97, 2.7 Prop.] stated that d(F \E) = 0 is equivalent to E = F , which implies E = F in the preceding case. We give a proof of this crucial fact (see Proposition 4.2.6). Before approaching these main results, we review the definition of value semigroups and their ideals and give a detailed account of their compatibility with localization and completion (see §3).
Preliminaries
All rings under consideration are commutative and unitary. For a ring R we denote by Max(R) the set of its maximal ideals. We call a one-dimensional Noetherian ring R Cohen-Macaulay if depth(R m ) = 1 for all m ∈ Max(R).
For an R-module M we write ℓ R (M) for its length and M for its completion at the Jacobson radical of R. By e i we denote the ith unit vector of a free module.
The total ring of fractions Q R of a ring R is the localization of R at the set R reg of all regular elements of R. More generally, we set S reg := S ∩ Q reg R for any subset S ⊂ Q R . Note that R reg = R ∩ Q reg R . We denote by R the integral closure of R in Q R . If R is reduced, then it coincides with the normalization of R.
We abbreviate F : E := F : Q E for any subsets E, F ⊂ Q, where Q = Q R if not stated differently. We collect some trivial properties of this colon operation for future reference.
Remark 2.0.1. Let x ∈ Q reg R and E, E
2.1. Fractional ideals. Fractional ideals play a central role in our considerations. Here we summarize the properties we shall use. Let R be a ring and Q := Q R .
Definition 2.1.1.
reg is called a fractional ideal (of R). We denote by R R the set of regular fractional ideals of R.
We denote by R * R the set of all invertible R-submodules of
Remark 2.1.2. The fractional ideals of a Noetherian ring R are the finitely generated R-submodules of Q R . If R is a one-dimensional Cohen-Macaulay ring, then any F ∈ R R is a faithful maximal Cohen-Macaulay module of R.
The set R R is a (commutative) monoid under product of ideals. If E ⊂ Q R is an invertible R-submodule, then it is regular and finitely generated, and its inverse is uniquely determined as F = E −1 = R : E (see [KV04, Ch. II, (2.1) Rem. (3) and (2.2) Prop.
(1), (2)]). In particular, the (abelian) group R (a) For E, F ∈ R R , F : E ∈ R R and there is a canonical isomorphism
of R-modules compatible with multiplication in Q R and composition of homomorphisms. Iterating yields a commutative diagram of canonical maps
(b) Any flat ring homomorphism ϕ : R → R ′ induces a ring homomorphism
If ϕ is injective, then also ϕ is injective, and Lemma 2.1.4. Let R be a Noetherian ring.
(a) The ring extension R → R is faithfully flat.
Proof. See In our main case of interest regular fractional ideals are in bijection under completion.
Lemma 2.1.5. Let R be a one-dimensional local Cohen-Macaulay ring. Then Q R R = Q R , and there is an inclusion preserving group isomorphism The following result will serve to eliminate the ambiguity of canonical ideals.
Lemma 2.1.6. Let R = (R, m) be a local Noetherian ring, R ′ ⊂ Q R a finite extension ring of R with |R/m| ≥ |Max(R ′ )|, and E ∈ R R such that ER ′ is a cyclic R ′ -module. Let Q be a ring with Q reg = Q * having a large Jacobson radical.
Definition 2.2.3. A valuation ring of Q is a subring V Q such that the set Q \ V is multiplicatively closed. For any ring R ⊂ V , we call V a valuation ring over R. If R ⊂ Q is a subring with Q R = Q, we denote by V R the set of all valuation rings of Q over R. 
for any x, y ∈ Q, where equality holds if µ V (x) = µ V (y). We can write
and regular maximal ideal Let V be a discrete valuation ring of Q. Then 
In fact, for E ∈ R * V and k ∈ Z maximal with m 
for any x, y ∈ Q (see (2.1)). We refer to ν(x) ∈ Z ∞ as the value of x ∈ Q with respect to ν. The subring
The valuation ν V associated as above to a discrete valuation ring V of Q is discrete, and its valuation ring is V ν V = V .
Value semigroups
We specialize our setup to a one-dimensional semilocal Cohen-Macaulay ring R. In this section we introduce value semigroups and value semigroup ideals, decompose them into local contributions, and show their invariance under completion.
3.1. Admissible rings. One-dimensional local integrally closed Cohen-Macaulay rings are discrete valuation domains (see [KV04, Ch. II, (2.5) Prop.]). In general, the totality V R of valuation rings of Q R over R is described in the following theorem. This provides the foundation for the definition and investigation of value semigroup ideals.
Theorem 3.1.1. Let R be a one-dimensional semilocal Cohen-Macaulay ring.
(a) The set V R is finite and non-empty, and it contains discrete valuation rings only. (b) We have Max(Q R ) = {I V | V ∈ V R }, and for any I ∈ Max(Q R ), there is a bijection
There is a bijection
Proof. See [KV04, Ch. II, (2.11) Thm.] and use Lying Over for the particular claim of (e).
By equation (2.3) and Theorem 3.1.1.(b) and (c),
, and there is a group isomorphism
In fact, writing E = tR for some t ∈ Q reg R ,
by Theorem 3.1.1. (d) , and ψ is injective. Diagram (2.7) taken component-wise with
Then surjectivity of ν, and hence of ψ, follows from the approximation theorem for discrete valuations (see [KV04, Ch. I, (2.20) Thm. (3)]) which can be proved using Theorem 3.1.1.(e) and the Chinese Remainder Theorem. The isomorphisms ψ and φ preserve the partial orders on R R and V ∈V R R * V by reverse inclusion and the natural partial order on Z V R .
Definition 3.1.2. Let R be a one-dimensional semilocal Cohen-Macaulay ring, and let V R be the set of (discrete) valuation rings of Q R over R (see Theorem 3.1.1.(a)) with corresponding valuations
To each E ∈ R R we associate its value semigroup ideal
Proof.
(a) By definition of µ V , the first equality is due to isomorphism (2.6) and diagram (2.7). Isomorphisms (2.6) and (3.2) yield the second equality.
(b) Let E be a fractional ideal of R and α ∈ Z V R . Then E α is an R-module by (a), and rE ⊆ R for some r ∈ R reg . Thus, rE α ⊆ rE ⊆ R and E α is a fractional ideal of R. If E ∈ R R , then there is an x ∈ E reg . By surjectivity of ν in diagram (3.3) and equation (2.2), there is a y ∈ (R β ) reg for arbitrarily large
The particular claim is due to part (a) and Theorem 3. Proof. Suppose first R is local with maximal ideal m. Then Theorem 3.1.1.(e) and equation (2.4) imply
The statement follows with equation (3.1).
Suppose now that Γ R is local, and set m := {x ∈ R | ν(x) > 0}. By equation (3.1) any proper ideal of R is contained in m. Moreover, m is obviously closed under multiplication by elements of R. We show that ν(x) has no zero component for all x ∈ m. This implies that m is also closed under addition, and hence an ideal.
For this, assume that there is x ∈ m such that ν V 1 (x) = 0 for some
By hypothesis on R there is a y ∈ R reg \R * . Then ν(y) ∈ Γ R \{0}, and hence ν V (y) > 0 for all V ∈ V R by assumption on Γ R . After replacing y by a suitable power, we may assume that
and hence ν(x + y) ∈ Γ R . Therefore, by assumption on Γ R , ν V 1 (x + y) = ν V 1 (x) = 0 yields ν(x + y) = 0, and thus ν V 2 (y) = ν V 2 (x + y) = 0 contradicts the choice of y.
In the following we show that, under suitable hypotheses, value semigroups E = Γ E of fractional ideals E of R satisfy certain axioms used to define the notion of good semigroup ideals in §4. Definition 3.1.6. Let S be a partially ordered monoid, isomorphic to N I with its natural partial order, where I is a finite set. We consider the following properties of a subset E of the group of differences
(E2) For any α, β ∈ E and j ∈ I with α j = β j there exists an ǫ ∈ E such that ǫ j > α j = β j and ǫ i ≥ min{α i , β i } for all i ∈ I \ {j} with equality if α i = β i .
We call E good if it satisfies (E0), (E1) and (E2).
The following result shows that the isomorphism in Definition 3.1.6 is unique.
Lemma 3.1.7. Any group automorphism ϕ of Z s preserving the partial order is defined by a permutation of the standard basis.
Proof. Let ϕ be an automorphism of Z s preserving the partial order. Then (ϕ(e i )) i∈{1,...,s} is a basis of Z s , and hence 0 < e j = i λ
Since ϕ is order preserving, this implies λ i ∈ N for all i. As for the k-th component we have
Since ϕ is order preserving, we have ϕ(e i ) > 0. This yields e j = ϕ(e i ) for some i.
Lemma 3.1.8. Let R be a one-dimensional analytically reduced semilocal Cohen-Macaulay ring, and let E ∈ R R . Then R is a finite R-module, and hence R R ⊂ R R . In particular,
Proof. If R is analytically reduced, then R is reduced (see Lemma 2. 
.(c) and (d).
In the following, we collect results of D'Anna (see [D'A97]) and provide a detailed proof.
Proposition 3.1.9. Let R be a one-dimensional semilocal Cohen-Macaulay ring, and let
(c) If R is local and analytically reduced with large residue field, then Γ E satisfies (E1). (d) If R is local and residually rational, then Γ E satisfies (E2). In particular, if R is local admissible, then Γ E is good (see Definition 3.1.6).
(a) Since E is an R-module and
Then the claim follows from ν in diagram (3.3) being a group homomorphism.
(b) Recall that S = N I with I = V R by Lemma 3.1.3. (d) , and I is finite by Theorem 3.1.1.(a). By Lemma 3.1.8 there is an x ∈ Q reg such that
(c) Let x, y ∈ E reg with ν(x) = α and ν(y) = β. By Lemma 3.1.8 and Theorem 3.1.1.(d) and (e), Lemma 2.1.6 applies to R ′ := R. We may thus assume that x, y R = zR for some z ∈ x, y
Denote by m the maximal ideal of R. Let α, β ∈ Γ E and W ∈ V R such that α W = β W . Pick x, y ∈ E reg such that ν(x) = α and ν(y) = β. Then ν W (x/y) = α W − β W = 0, and hence x/y ∈ W \ m W by equations (2.2) and (2.4). By hypothesis, V /m V = R/m for all V ∈ V R . Thus, x/y = u in W/m W = R/m for some u ∈ R \ m. In particular, ν W (u − x/y) > 0 and ν(u) = 0 by equations (2.2) and (2.4). Then uy − x ∈ E with ν W (uy − x) > ν W (y) = β W and ν V (uy − x) ≥ min{α V , β V } for all V ∈ V R \ {W } with equality if α V = β V . This remains true after replacing u by any element u ′ ∈ u + m. It is left to show that, for some u
While the value semigroup operation preserves inclusions, it is not compatible with the expected counterparts of multiplication and colon operation on the semigroup side.
Remark 3.1.10. Let R be a one-dimensional semilocal Cohen-Macaulay ring, and let
Example 3.1.11. Consider the admissible ring Figure 1 shows that R is local (see Proposition 3.1.4), and that (E2) fails for Γ E + Γ F . Thus, Γ EF Γ E + Γ F by Proposition 3.1.9. Lemma 3.2.1. Let R be a reduced one-dimensional semilocal Cohen-Macaulay ring. For any m ∈ Max(R) the localization map π :
By exactness of localization (m V ) m V m contains a regular non-unit, and hence
An explicit calculation shows that (Q R ) m \ V m is multiplicatively closed, and hence
Let now W ∈ V Rm , and set V := π −1 (W ). Then V m = W Q Rm , and hence R ⊂ V Q R . With Q Rm \ W also Q R \ V is multiplicatively closed, and hence V ∈ V R . Consider the commutative diagram of ring homomorphisms
In particular, with m also p is regular, and hence p = m V by Theorem 3.1.1.(a) (see Definition 2.2.5).
Let R be a reduced one-dimensional semilocal Cohen-Macaulay ring. By Theorem 3.1.1.(e), the sets {V ∈ V R | m V ∩ R = m}, m ∈ Max(R), form a partition of V R . By Lemma 3.2.1, there is a bijection
inducing an order preserving group homomorphism
Since it maps (m
) m∈Max(R),W ∈V Rm , it is an isomorphism due to (2.6). Combined with diagram (3.3) for R and R m for m ∈ Max(R), it fits into a commutative diagram Q reg R ' ' ' ' P P P P P P P P P P P P P P P P P P P
where ξ(E) := (E m ) m∈Max(R) with E m ∈ R R m = R Rm for any E ∈ R R (see Lemma 2.1.3.(c)). This implies
for all x ∈ Q 
Then z := m∈Max(R) x m z km m ∈ E with ν Rm (z/1) = α m for any m ∈ Max(R). Thus, ν(z) = α by equation (3.4). The claimed equality follows.
Corollary 3.2.3. Let R be a one-dimensional reduced semilocal Cohen-Macaulay ring with large residue fields, and let E ∈ R R .
(a) If R is analytically reduced, then Γ E satisfies (E1).
(b) If R is residually rational, then Γ E satisfies (E2).
In particular, if R is admissible, then Γ E is good (see Definition 3.1.6).
Proof. Using Theorem 3.2.2, this follows from Proposition 3.1.9. Note that to prove property (E2) for elements α, β ∈ Γ E which are different in all components in Γ Em for some m ∈ Max(R) we need to apply (E1) in Γ Em . Let R be a one-dimensional local Cohen-Macaulay ring. By Theorem 3.3.2, there is an order preserving group homomorphism
) W ∈V R which is an isomorphism due to (2.6). Combined with diagram (3.3) for R and R (see Lemma 3.3.1), it fits into a commutative diagram
To ease notation, we identify the rightmost groups in the above diagram.
The following lemma relates value semigroup ideals to jumps in the filtration induced by Q
• (see [CDK94, (4. 3) Rem.]).
Lemma 3.3.4. Let R be a one-dimensional analytically reduced local Cohen-Macaulay ring with large residue fields, and let
Proof. 
.(c) there is an isomorphism
for every V ∈ V R , where the equalities are due to Lemma 3.1.3.(a) and (c) and Theorem 3.1.1.(e). If R is residually rational, then V /m V = R/m, and the claim follows.
Theorem 3.3.5. Let R be a one-dimensional analytically reduced semilocal CohenMacaulay ring with large residue fields. Then
Proof. By Lemma 2.1.4.(b) and (c),
for all m ∈ Max(R). Therefore, Theorem 3.2.2 reduces the claim to the case where R is local. By Lemmas 2. 
Good semigroups
In this section, we consider semigroup ideals that satisfy the properties in Definition 3.1.6 which hold true in case of value semigroup ideals (see Proposition 3.1.9 and Corollary 3.2.3). These semigroup ideals are called good by Barucci, D'Anna and Fröberg [BDF00] . As a combinatorial counterpart of the relative length of two fractional ideals, we describe the distance of two good semigroup ideals.
4.1. Axioms and properties. Let S be a cancellative commutative monoid. Then S embeds into its (free abelian) group of differences D S . If S is partially ordered, then D S carries a natural induced partial order.
Definition 4.1.1. Let S be a partially ordered cancellative commutative monoid such that α ≥ 0 for all α ∈ S. Assume that D S is generated by a finite set I such that there is an isomorphism D S ∼ = Z I which preserves the natural partial orders. By Lemma 3.1.7, I is unique and serves to make sense of components of elements.
(a) If 0 is the only element of S with a zero component, then we call S local.
(b) We call S a good semigroup if it satisfies properties (E0), (E1), and (E2) with
(c) A semigroup ideal of a good semigroup S is a subset ∅ = E ⊂ D S such that E + S ⊂ E and α + E ⊂ S for some α ∈ S. Let now E and F be semigroup ideals of a good semigroup S.
ideal of E and set C := C S . (e) If E satisfies (E1), then we denote by µ E := min E its minimum which exists due to Dickson's lemma [Dic13] and by γ E := µ C E its conductor. Note that
We abbreviate τ E := γ E − (1, . . . , 1), γ := γ S and τ := τ S . (f) If E satisfies (E1) and (E2), then we call E a good semigroup ideal of S. The set of good semigroup ideals of S is denoted by G S .
Remark 4.1.2. (a) Any semigroup ideal E of S satisfies property (E0) since S does and 
.(d). It follows that
Then S is a good (local) semigroup, and Γ E ∈ G S for any E ∈ R R by Proposition 3.1.4 and Corollary 3.2.3.
We collect some trivial properties of the difference for future reference.
Remark 4.1.3. Let S be a good semigroup, α ∈ D S , and E, E ′ , F, F ′ be semigroup ideals of S. Then (a) E − S = E,
Although G S is neither a monoid nor closed under difference (see Remark 3.1.10), there is at least the following positive result (see Lemma 3.1.8).
Lemma 4.1.4. For any two semigroup ideals E and F of a good semigroup S also E − F is a semigroup ideal of S. If E satisfies (E1), so does E − F , and C E ∈ G S ∩ G S .
Proof. Since F is a semigroup ideal of S, we have (E − F ) + S + F = (E − F ) + F ⊂ E, and hence (E − F ) + S ⊂ E − F . Since E is a semigroup ideal of S, there is α ∈ D S such that α + E ⊂ S. Then we have for any β ∈ F , α + β + (E − F ) ⊂ α + E ⊂ S. Thus, E − F is a semigroup ideal of S.
Assume now that E satisfies property (E1). Then for any α, β ∈ E − F and δ ∈ F we have min{α, β} + δ = min{α + δ, β + δ} ∈ E since α + δ, β + δ ∈ E. Hence, min{α, β} ∈ E − F , and E − F satisfies property (E1).
We have C E + S + S = (E − S) + S + S = (E − S) + S ⊂ E, and hence C E + S ⊂ E − S = C E . Therefore, C E is a semigroup ideal of S. As just shown it satisfies (E1), and hence min{α, β} + S ⊂ C E for any α, β ∈ C E . It follows that C E satisfies (E2).
Remark 4.1.5. Let M be a finite index set, and let S m , m ∈ M, be good semigroups.
The following result decomposes good semigroups and their good semigroup ideals into local components. 
Proof. See [BDF00, Thm. 2.5, Rem. 2.6, Prop. 2.12].
Remark 4.1.7. As value semigroups and their ideals are special good semigroups and good semigroup ideals (see Corollary 3.2.3), the decompositions in Theorem 3.2.2 are special cases of those in Theorem 4.1.6.
The following objects were introduced by Delgado [DdlM87, DdlM88] for investigating the Gorenstein symmetry. They detect equality in Lemma 3. Definition 4.1.8. Let S be a good semigroup, E is a semigroup ideal of S, α ∈ D S and J ⊂ I. We set (a) ∆ J (α) := {β ∈ D S | α i = β i for i ∈ J and α j < β j for j ∈ I \ J},
In the remainder of this subsection, we provide some technical tools for §5.2. The following two lemmas were proved by Delgado in case E = S (see [DdlM88, Lem. 1.8 andcontradicting the minimality of γ E in C E = E − S.
Lemma 4.1.11. Let E and F be semigroup ideals of a good semigroup S satisfying property (E1).
Proof. Note that γ E−F is defined since E − F satisfies property (E1) by Lemma 4.1.4. Since F − µ F ⊂ S and γ E + S ⊂ E, we have
Distance and length.
Definition 4.2.1. Let S be a good semigroup, and let E ⊂ D S be a subset. Two elements α, β ∈ E are called consecutive in E if α < β and α < δ < β implies δ ∈ E for any δ ∈ D S . A chain
of elements α (i) ∈ E is said to be saturated of length n if α (i) and α (i+1) are consecutive in E for all i ∈ {0, . . . , n − 1}. Let E satisfy (E4) For any fixed α, β ∈ E, any two saturated chains (4.1) in E have the same length. Then the distance of α and β in E with α ≤ β is the length d E (α, β) := n of a saturated chain (4.1). The distance between two semigroup ideals E ⊂ F of S satisfying properties (E1) and (E4) is then
Proposition 4.2.2. Let S be a good semigroup. Then any E ∈ G S satisfies property (E4).
Remark 4.2.3. Let S be a good semigroup, and let E ⊂ F be semigroup ideals of S satisfying properties (E1) and (E4).
(a) d E is additive with respect to composition of chains.
by (a) and since
In the following, we collect the main properties of the distance function d. We begin with additivity.
Lemma 4.2.4. Let S be a good semigroup, and let E ⊂ F be two semigroup ideals of S satisfying properties (E1) and (E4). Then
Proof. This can be seen using Remark 4. Lemma 4.2.5. Let E ⊂ F be two semigroup ideals of a good semigroup S, where E ∈ G S and F satisfies property (E1). Let α ∈ F \E be minimal. Then any β ∈ E maximal with β < α and β ′ ∈ E minimal with α < β ′ are consecutive in E.
Proof. Suppose β < ǫ < β ′ for some ǫ ∈ E. By choice of β and β ′ , α ≤ ǫ ≤ α, and hence min{α, ǫ} < α. By property (E1) of F , min{α, ǫ} ∈ F , and hence min{α, ǫ} ∈ E by minimality of α ∈ F \ E, and β = min{α, ǫ} by maximality of β. In particular, β j = ǫ j < α j ≤ β ′ j for some j ∈ I. Applying property (E2) to β, ǫ ∈ E yields an ǫ ′ ∈ E with β < ǫ ′ , where β j < ǫ ′ j . After replacing ǫ ′ by min{ǫ ′ , β ′ } ∈ E using property (E1) of E, β < ǫ ′ < β ′ , and hence β = min{α, ǫ ′ }. But this contradicts β j < α j , ǫ
Proposition 4.2.6. Let S be a good semigroup, and let E, F ∈ G S with E ⊂ F . Then E = F if and only if d(F \E) = 0.
Proof. For the non-trivial implication, assume that d(F \E) = 0 but E F . In particular,
In fact, assume that α ≤ γ E . Then applying property (E1) of F to α and γ E yields a δ ∈ F with δ < α, γ E , and hence δ ∈ E by minimality of α. But then Lemma 4.1.9 implies that α ∈ E, contradicting the assumption on α. By Lemma 4.2.5, we have
for some consecutive β, β ′ ∈ E. By Proposition 4.2.2 and Remarks 4.2.3.(a) and (b),
contradicting the hypothesis.
Finally, we show that the distance function coincides with the relative length of fractional ideals when evaluated on their value semigroup ideals. Proposition 4.2.7. Let R be an admissible ring. If E, F ∈ R R such that E ⊂ F , then
Proof. See [D'A97, 2.2 Prop.] for part of the following proof in the local case. By Corollary 3.2.3, E := Γ E and F := Γ F are good semigroup ideals of Γ R , and hence by Corollary 4.2.2 they satisfy property (E4).
Let r be the Jacobson radical of R. By Theorem 3.1.1.(e), r ⊂ V ∈V R m V and hence ν(x) ≥ (1, . . . , 1) for all x ∈ r by equation (2.4). By Lemma 3.1.8, C E = Q ǫ for some ǫ ∈ Z V R with ǫ ≥ γ E . It follows that, for suffciently large k ∈ N,
This turns F /E into a module over the product ring R/r k = m∈Max(R) R m /m k (see Lemma 2.1.4.(c)). It follows that F /E = m∈Max(R) (F /E) m , and hence
By Theorem 3.2.2 and Remark 4.2.3.(d) we may therefore assume that R is local. By Lemma 3.3.4, then ℓ R (E α /E α+e V ) ≤ 1 with equality for all V ∈ V R if and only if α ∈ E. Let α, β ∈ E be consecutive in E.
Thus, δ V < β V and hence ℓ R (E α /E β ) = 1 by additivity of length. By additivity of length and distance it follows that
for any ǫ ≥ γ E , and hence (see Remark 4.2.3.(e))
As a consequence the value semigroup ideal detects equality of regular fractional ideals (see [D'A97, 2.5 Cor.]).
Corollary 4.2.8. Let R be an admissible ring, and let E, F ∈ R R such that E ⊂ F . Then E = F if and only if Γ E = Γ F .
Proof. See Propositions 4.2.6 and 4.2.7.
Dualities
This section is devoted to duality and contains our main results. After a review of canonical ideals, we develop a combinatoral duality on the good semigroup ideals of any good semigroup. We show that it mirrors the duality by canonical ideals by taking values.
5.1. Cohen-Macaulay duality. Let R be a one-dimensional Cohen-Macaulay ring. In the following we recall some basics of canonical ideals. We begin with the definition (see [HK71, Def. 2.4]).
Definition 5.1.1. Let R be a one-dimensional Cohen-Macaulay ring. A regular fractional ideal K ∈ R R is said to be a canonical (fractional) ideal of R if, for all E ∈ R R ,
Dualizing with a canonical ideal preserves relative length of regular fractional ideals.
Lemma 5.1.2. Let R be a one-dimensional Cohen-Macaulay ring, K a canonical ideal of R and E, F ∈ R R with E ⊂ F . Then
Being a canonical ideal is a local property in the following sense.
Lemma 5.1.3. Let R be a one-dimensional Cohen-Macaulay ring and K ∈ R R . Then K is a canonical ideal of R if and only if K m = KR m ∈ R Rm is a canonical ideal of R m for all m ∈ Max(R). Canonical ideals are unique up to projective factors.
Proposition 5.1.5. Let R be a one-dimensional Cohen-Macaulay ring with a canonical ideal K. Then K ′ is a canonical ideal of R if and only if K ′ = EK for some invertible ideal E of R. In case R is semilocal, the latter condition becomes K ′ = xK for some x ∈ Q Corollary 5.1.7. Any one-dimensional analytically reduced local Cohen-Macaulay ring R with large residue field has a canonical ideal K such that R ⊂ K ⊂ R. It is unique up to multiplication by R * with unique value semigroup ideal.
Proof. By Theorem 5.1.6 there is a canonical ideal E of R. By Lemma 3.1.8 and Theorem 3.1.1. (d) and (e), Lemma 2.1.6 applies to R ′ = R. It yields a y ∈ Q reg R such that K := yE satisfies the inclusion requirements and hence KR = R. By Proposition 5.1.5 the canonical ideals of R are of the form K ′ = xK with x ∈ Q reg R . If also K ′ satisfies the inclusions, then xR = xK ′ R = KR = R and hence x ∈ R * . By (3.1), ν(x) = 0 and thus
Finally canonical ideals propagate along finite ring extensions (see [BH93, Thm. 3.3.7 
.(b)]).
Lemma 5.1.8. Let ϕ : R → R ′ be a local homomorphism of one-dimensional local CohenMacaulay rings such that R ′ is a finite R-module and
Proof. This follows from Remark 2.0. Our definition of a canonical semigroup ideal below relies on the inclusion relations of good semigroup ideals and avoids a fixed conductor.
Definition 5.2.3. Let S be a good semigroup (see Definition 4.1.1). We call Proof. First note that K m ∈ G Sm for any m ∈ M by Theorem 4.1.6. Suppose K is a canonical ideal of S. Let m ∈ M, and assume that K m is not a canonical ideal of S m . Then there is an E m ∈ G Sm with γ Em = γ Km and K m E m . By Remark 4.1.5, E := E m × n∈M \{m} K n ∈ G S with γ E = γ K and K E, contradicting K being a canonical ideal.
Suppose now that K m is a canonical ideal of S m for all m ∈ M. Let E ∈ G S with γ E = γ K and E ⊂ K. By Theorem 4.1.6 and Remark 4.1.5, E m ∈ G Sm with γ Em = γ Km and K m ⊂ E m for all m ∈ M. Since K m is a canonical ideal, this implies that K m = E m for every m ∈ M, and hence E = K. Thus, K is a canonical ideal.
Our aim in this subsection is to establish the following result on canonical semigroup ideals in analogy with the ring case.
Theorem 5.2.6. Any good semigroup S has a canonical ideal. Moreover, for any K ∈ G S the following statements are equivalent:
If K is a canonical ideal of S, then the following hold:
Proof. By Proposition 5.2.9, K 0 S ∈ G S , and hence (ii) =⇒ (i) yields existence. 
Figure 2. A semigroup ideal E satisfying property (E1) but not (E2), where
Proposition 5.2.9. Let S be a good semigroup. Then K 0 S − E ∈ G S for any E ∈ G S and, in particular, K 0 S ∈ G S . Proof. The idea of the following proof is illustrated in Figure 3 .
Suppose that 
for all i ∈ I, and ζ j = ζ (0) j for all j ∈ J. In particular, any choice of a sequence l 1 , l 2 , l 3 , . . . ∈ I \ J yields
By Lemma 5.2.8.(b) this means that ∆ E (τ −ζ (0) ) = ∅, and, for all r ≥ 1, ∆ E i (τ −ζ (r) ) = ∅ for some i ∈ I. In order to construct a sequence of indices in I \ J as above, we proceed by induction on r. In each step we show additionally that ∆ E j (τ − ζ (r) ) = ∅ for all j ∈ J, and we pick l r ∈ I \ J and
Assume this was done for r −1, and suppose there is a j ∈ J such that ∆ E j (τ −ζ (r) ) = ∅. Then j = l r−1 and there is a
where the first equality holds by (5.1) and the second by the induction hypothesis. We deduce a contradiction with different arguments for r = 1 and r ≥ 2, respectively. First consider the case r = 1. Since β ∈ K 0 S − E and δ ∈ E, we get δ + β ∈ K 0 S . Since j ∈ J, we may assume that β j > ζ 
Then property (E2) applied to δ (r−1) , δ ∈ E yields ε ∈ E with ε ≥ min{δ (r−1) , δ} ≥ τ − ζ (r−1) , ε l r−1 > δ l r−1 , and ε j = δ j . It follows that ε ∈ ∆ E j (τ − ζ (r−1) ), contradicting the induction hypothesis. Now pick r > i∈I\J |τ i − ζ
(1) To this end, we show that E ⊂ K 0 S for any E ∈ G S with γ E = γ. Since K 0 S ∈ G S by Proposition 5.2.9 this shows that K 0 S is a canonical ideal. Applied to any other canonical ideal K of S with conductor γ K = γ, it gives K = K 0 S . So let E ∈ G S with γ E = γ, and hence τ E = τ . Assume that there is a β ∈ E \ K 0 S . Then there is δ ∈ ∆ S (τ − β) (see Definition 5.2.1), and hence β + δ ∈ ∆ E (τ E ). This contradicts Lemma 4.1.10, and therefore E ⊂ K 0 S as claimed. As a consequence we deduce the counterpart of Lemma 5.1.8 on the semigroup side (see Theorem 5.2.6.(d)).
Proof. By Remark 4. 
Thus, K ′ is a canonical ideal of S ′ by Proposition 5.2.10. By the following two propositions we establish an equivalent definition of canonical semigroup ideals (see Theorem 5.2.6.(iii)) analogous to that of canonical ideals (see Definition 5.1.1).
Lemma 5.2.12. Let E and F be semigroup ideals of a good semigroup S.
Then the claim follows from (a).
Proposition 5.2.13. Let S be a good semigroup, and let K ∈ G S such that K −(K −E) = E for all E ∈ G S . Then K is a canonical ideal of S.
Proof. Assume that K is not a canonical ideal of S. Then there is an E ∈ G S with γ E = γ K and K E (see Definition 5.2.3). By Lemma 5.2.12.(b) and the hypothesis this leads to the contradiction E K − (K − E) = E. Lemma 5.2.14. Let E be a semigroup ideal of a good semigroup S, and let By Lemmas 5.2.2 and 4.1.4, E ′ is a semigroup ideal of S satisfying condition (E1). So in case E E ′ there is a minimal α ∈ E ′ \ E. By property (E1) of E there is a k ∈ I such that no ǫ ∈ E satisfies ǫ k = α k and ǫ i ≥ α i for all i ∈ I \ {k}.
We set β := γ − e k ∈ D S , that is,
Then 0 ∈ ∆ S k (τ − β), and Lemma 5.2.14 yields a ζ ∈ ∆ E j (τ − β + α) for some j ∈ I. That is, ζ ∈ E with ζ j = τ j − β j + α j , ζ i > τ i − β i + α i for all i ∈ I \ {j}.
We must have j = k as otherwise ǫ = ζ would contradict the choice of k. Thus, ζ j = α j − 1, ζ k > α k , ζ i ≥ α i for all i ∈ I \ {j, k} .
As ζ ∈ E ⊂ E ′ , by property (E1) of E ′ applied to ζ and α, we find α > α − e j = min{α, ζ} =:
Property (E2) of E applied to α ′ , ζ ∈ E would yield an ǫ ∈ E contradicting the choice of k. Thus, α > α ′ ∈ E ′ \ E contradicts the minimality of α. We conclude that E = E ′ . With E := S the particular claim follows by Remark 4.1.3.(a) and Lemma 5.2.2.
5.3. Relation of dualities. In this subsection, we put the Cohen-Macaulay duality in §5.1 and the duality of good semigroup ideals in §5.2 in relation. We begin by extending the following result of D'Anna to semilocal rings. Let now R be semilocal. By Lemma 5.1.3, K is a canonical ideal of R if and only if K m is a canonical ideal of R m for every m ∈ Max(R). By the local case, this is equivalent to (Γ K ) m = Γ Km being a canonical ideal of (Γ R ) m = Γ Rm for every m ∈ Max(R) (see Theorem 4.1.6 and Remark 4.1.7). By Proposition 5.2.5 and Remark 4.1.7, this is the case if and only if Γ K is a canonical ideal of Γ R .
Next we show that taking values is compatible with the dualitis of §5.1 and §5.2. We use the following result stated by Waldi in case E = R and F = R (see [Wal72, Bem. 1.2.21]).
Lemma 5.3.3. Let R be an admissible ring, E ∈ R R and F ∈ R R . Set E := Γ E and F := Γ F . Then E : F = Q γ E −µ F and hence Γ E : F = E − F . In particular, C E = Q γ E and hence Γ C E = C E . , Γ Q γ E ⊂ E, and hence Γ E γ E = Γ Q γ E = C E . With Lemma 3.1.8 and Corollary 4.2.8 it follows that Q γ E = E γ E ⊂ E, and hence Q γ E ⊂ C E since Q γ E is an R-module. In particular, since C E ∈ R R by Lemma 3.1.8, (5.4) d(Γ K:C E \Γ K:F ) = ℓ R (F /C E ) =: m + n.
Pick a composition series in R R (see [AM69, Ch. 6])
By Corollaries 3.2.3 and 4.2.8, and Remark 3.1.10.(a), applying Γ yields a chain in G S
By Remarks 4.1.3.(d) and 3.1.10, Propositions 5.2.9 and 5.2.15 and Lemma 5.3.3, dualizing with K yields again a chain in G S 
