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Résumé
Cette thèse porte sur la modélisation de la dynamique des populations et de ses appli-
cations, à la démographie et l’actuariat d’une part, et à l’étude des processus de Hawkes
d’autre part. Ces travaux de thèse proposent d’explorer à travers différents points de vue
comment se déforme la structure d’une population, tant concernant la répartition des âges
que sa composition en terme de caractéristiques. À travers cinq chapitres, nous déclinons
une même philosophie qui, pour comprendre comment évoluent des quantités agrégées,
propose d’étudier la dynamique de la population à une échelle plus fine, celle de l’individu.
Après un premier chapitre introductif en langue française, détaillant les motivations
et les principales contributions, nous proposons d’abord dans le Chapitre 2 la description
du cadre général de la modélisation dynamique aléatoire de populations structurées en
caractéristiques et en âges, sur la base de Bensusan et al. (2010–2015), ainsi que plusieurs
exemples motivés par les applications démographiques et actuarielles. Nous détaillons la
construction mathématique de tels processus ainsi que le lien avec les équations détermi-
nistes classiques en démographie. Nous discutons également l’impact de l’hétérogénéité sur
l’exemple d’un effet cohorte, ainsi que le rôle de l’environnement aléatoire.
Les deux chapitres suivants mettent en avant l’importance de la pyramide des âges.
Le modèle de population général issu du Chapitre 2 est décliné dans le Chapitre 3 pour
étudier des processus de Hawkes avec immigrants généraux, pour lesquels nous exploitons le
concept de pyramide des âges. Dans cette étude théorique, basée sur Boumezoued (2015b),
nous établissons de nouveaux résultats sur leur distribution pour une classe de fonctions
qui généralisent le cas exponentiel étudié jusqu’ici. Dans le Chapitre 4, qui reprend Arnold
et al. (2015), nous analysons l’impact de changements dans la mortalité par causes de décès
sur la dynamique de la pyramide des âges, et en particulier sur le ratio de dépendance qui
est un indicateur crucial du vieillissement de la population. En incluant le jeu des naissances
dans la dynamique, ce travail de simulations, basé sur les données de l’OMS, permet de
compléter la littérature existante sur les causes de décès qui se focalise traditionnellement
sur des indicateurs de mortalité.
Les deux derniers chapitres étudient plus particulièrement l’hétérogénéité des popula-
tions. Le Chapitre 5, basé sur Boumezoued et al. (2015), propose de mesurer l’hétérogénéité
de la mortalité dans les données de l’Échantillon Démographique Permanent de l’INSEE.
Dans le cadre de cette contribution d’adaptation de méthodes statistiques et de sa mise
en oeuvre sur données réelles, nous proposons une méthode d’estimation paramétrique par
maximum de vraisemblance pour les modèles multi-états qui prend en compte à la fois la
censure par intervalle, caractéristique des données longitudinales issues du recensement, et
également le retour dans les états intermédiaires. Enfin, le Chapitre 6, tiré de Boumezoued
(2015a), reprend le modèle général du Chapitre 2 dans lequel les individus peuvent donner
naissance, changer de caractéristiques et décéder. La contribution de cette partie théorique
est d’étudier le comportement de la population lorsque les caractéristiques individuelles
changent fréquemment. Nous établissons un thèorème limite en grande population pour
le processus de pyramide des âges, dont le comportement est alors décrit par des taux de
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naissance et mort agrégés sur la structure stable en terme de caractéristiques.
Mots clés : Dynamique des populations, démographie mathématique, science actua-
rielle, microsimulation, longévité, mortalité, pyramide des âges, hétérogénéité, processus de
naissance et mort, processus ponctuels, processus de Hawkes, mortalité par causes de dé-
cès, modèles multi-états, censure par intervalle, maximum de vraisemblance paramétrique,
théorèmes limites pour les processus, trajectoires de vie accélérées.
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Abstract
This thesis focuses on population dynamics models and their applications, on one hand
to demography and actuarial science, and on the other hand to Hawkes processes. This
work explores through several viewpoints how population structures evolve over time, both
in terms of ages and characteristics. In five chapters, we develop a common philosophy
which studies the population at the scale of the individual in order to better understand
the behavior of aggregate quantities.
The first chapter introduces the motivations and details the main contributions in
French. In Chapter 2, based on Bensusan et al. (2010–2015), we survey the modeling
of characteristic and age-structured populations and their dynamics, as well as several
examples motivated by demographic issues. We detail the mathematical construction of
such population processes, as well as their link with well known deterministic equations
in demography. We illustrate the simulation algorithm on an example of cohort effect,
and we also discuss the role of the random environment. The two following chapters
emphasize on the importance of the age pyramid. Chapter 3 uses a particular form of the
general model introduced in Chapter 2 in order to study Hawkes processes with general
immigrants. In this theoretical part based on Boumezoued (2015b) we use the concept of
age pyramid to derive new distribution properties for a class of fertility functions which
generalize the popular exponential case. Chapter 4 is based on Arnold et al. (2015) and
analyses the impact of cause-of-death mortality changes on the population age pyramid,
and in particular on the dependency ratio which is crucial to measure population ageing.
By including birth patterns, this numerical work based on WHO data gives additional
insights compared to the existing literature on causes of death focusing only on mortality
indicators.
The last two chapters focus on population heterogeneity. The aim of Chapter 5, based
on Boumezoued et al. (2015), is to measure mortality heterogeneity on French longitudinal
data called Échantillon Démographique Permanent. In this work, inspired by recent ad-
vances in the statistical literature, we develop a parametric maximum likelihood method
for multi-state models which takes into account both interval censoring and reversible tran-
sitions. Finally, Chapter 6, based on Boumezoued (2015a), considers the general model
introduced in Chapter 2 in which individuals can give birth, change their characteristics
and die. The contribution of this theoretical work is the analysis of the population behavior
when individual characteristics change very often. We establish a large population limit
theorem for the age pyramid process, whose dynamics is described at the limit by birth
and death rates which are averaged over the stable population composition.
Keywords: Population dynamics, mathematical demography, actuarial science, mi-
crosimulation, longevity, mortality, age pyramid, heterogeneity, birth-death processes,
point processes, Hawkes processes, causes-of-death mortality, multi-state models, inter-
val censoring, parametric maximum likelihood, limit theorems for stochastic processes,
fast life trajectories.
9
Contributions issues de la thèse
Nous mentionnons ici les contributions issues de la thèse, qui seront introduites dans
les Sections 1.2 à 1.6 et détaillées dans leur intégralité dans les Chapitres 2 à 6.
• Bensusan, H., A. Boumezoued, N. El Karoui, S. Loisel. 2010–2015. Bridging
the gap from microsimulation practice to population models: a survey. Work
in progress
• Boumezoued, A. 2015. Population viewpoint on Hawkes processes. HAL
preprint Id: hal-01149752, To appear in Advances in Applied Probability 48.2
(June 2016)
• Arnold, S., A. Boumezoued, H. Labit Hardy, N. El Karoui. 2015. Cause-
of-death mortality: What can be learned from population dynamics? HAL
preprint Id: hal-01157900
• Boumezoued, A., N. El Karoui, S. Loisel 2015, Measuring mortality hetero-
geneity dynamics with interval-censored data. HAL preprint Id: hal-01215350
• Boumezoued, A. 2015, Macroscopic behavior of heterogenous populations with
fast random life histories. HAL preprint Id: hal-01245249
10
Contents
1 Présentation des motivations et travaux 13
1.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Modélisation dynamique d’une population . . . . . . . . . . . . . . . 39
1.3 La pyramide des âges des processus de Hawkes . . . . . . . . . . . . . 70
1.4 Les causes de décès dans la dynamique de population . . . . . . . . . 90
1.5 Estimation de l’hétérogénéité de la mortalité en présence de censure
par intervalle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
1.6 Comportement macroscopique de trajectoires de vie accélérées . . . . 146
2 Bridging the gap from microsimulation practice to population mod-
els: a survey: 160
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
2.2 Complexity and heterogeneity in demographic transition analysis . . . 162
2.3 Point and population processes . . . . . . . . . . . . . . . . . . . . . 172
2.4 Microsimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
2.5 Macroscopic behavior of linear and non-linear dynamics . . . . . . . . 199
3 Population viewpoint on Hawkes processes: 212
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
3.2 Population point of view . . . . . . . . . . . . . . . . . . . . . . . . . 215
3.3 The exponential case generalized . . . . . . . . . . . . . . . . . . . . 218
3.4 Pathwise representation of Hawkes population . . . . . . . . . . . . . 224
3.5 Towards more general Hawkes processes . . . . . . . . . . . . . . . . 228
4 Cause-of-death mortality: what can be learned from population
dynamics?: 240
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
4.2 The Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
4.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
4.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
11
CONTENTS
5 Measuring mortality heterogeneity dynamics with interval-censored
data: 270
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
5.2 Longitudinal data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274
5.3 Parametric maximum likelihood method for interval-censored data . . 277
5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284
5.5 Aggregate mortality and the impact of heterogeneity on life insurance
products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
6 Macroscopic behavior of heterogenous populations with fast ran-
dom life histories: 301
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302
6.2 Setting and main results . . . . . . . . . . . . . . . . . . . . . . . . . 303
6.3 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310
6.4 Examples and numerical illustration . . . . . . . . . . . . . . . . . . . 322
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326
12
Chapitre 1
Présentation des motivations et
travaux
Cette thèse se divise en six chapitres. Nous décrivons dans ce chapitre introductif les
motivations qui sous-tendent les différents travaux, et nous détaillons pour chaque
thème le cadre et les principales contributions. Les cinq chapitres suivants peuvent
être appréhendés indépendamment.
1.1 Motivations
Dans la plupart des pays développés, on assiste à un accroissement de la durée
de vie, matérialisé par l’indicateur d’espérance de vie. Ces améliorations de lon-
gévité mettent en difficulté les systèmes existants de mutualisation et de transfert
des risques, en particulier les systèmes publics de retraite et de santé, les fonds de
pension et les sociétés d’assurance. Pour les produits d’assurance qui concernent le
versement d’une rente jusqu’au décès, le risque de longévité consiste en l’allonge-
ment imprévu de la durée de vie. Pour faire face à ce risque, les sociétés d’assurance
doivent prévoir des montants de capitaux toujours plus importants pour faire face à
un scénario de longévité extrême, ce qui est requis par la réglementation européenne
Solvabilité 2.
La mesure de longévité à l’échelle d’un pays passe par des tables de mortalité qui
donnent, pour les hommes et les femmes, une estimation de taux de mortalité pour
une classe d’âge et une année données. Ces indicateurs sont cruciaux d’un point de
vue démographique pur, mais également car ils servent de référence pour des sec-
teurs comme l’assurance et l’économie. Pour les calculer, il est nécessaire de mesurer
le nombre d’individus en vie et décédés par classe d’âge, ce qui requiert une bonne
compréhension de la pyramide des âges. L’allongement des durées de vie s’ajoute au
jeu de la fertilité des populations, ce qui a pour conséquence une modification des
équilibres dans cette pyramide des âges. Celle-ci permet de calculer les indicateurs
13
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de mortalité agrégés, et elle est aussi au coeur des systèmes de retraite par réparti-
tion qui doivent prévoir au mieux les transferts inter-générationnels.
L’évolution dans le temps d’un indicateur de mortalité agrégé, c’est-à-dire calculé
de manière globale sur une population d’intérêt, est complexe. Des modifications de
l’environnement des individus, par exemple en terme d’hygiène et d’innovation médi-
cale, sont des facteurs communs à l’ensemble de la population qui amènent la longé-
vité à s’améliorer. En outre, à un niveau individuel, de nombreux facteurs semblent
influer sur la durée de vie. En particulier, selon leurs caractéristiques propres, les
individus présentent des niveaux de longévité différents. On citera par exemple les
grandes différences qui persistent entre les individus selon leur catégorie sociale ou
leur statut matrimonial, et qui seront d’intérêt dans ces travaux de thèse. La popula-
tion nationale, faite de différentes sous-populations aux caractéristiques spécifiques,
évolue ainsi de manière complexe selon les niveaux de mortalité et de fertilité de
chacune. Les assurances et les fonds de pension font également face à cette hétéro-
généité. En particulier, il y a un biais entre la mortalité d’un portefeuille d’assurés
et la mortalité nationale de référence : cela s’appelle le risque de base.
Dans ce cadre, nous proposons un point de vue microscopique sur la quantification
de la longévité. Ce point de vue est complémentaire car il permet de répondre à
un certain nombre de questions au-delà de celles traitées habituellement. En parti-
culier, il met l’accent sur la dynamique de la population à l’échelle individuelle et
propose une description détaillée de la dynamique de la pyramide des âges et de
l’hétérogénéité des populations. Dans le même temps, ce point de vue permet d’affi-
ner la compréhension des quantités d’intérêt traditionnelles en se donnant davantage
d’information sur les phénomènes en jeu.
1.1.1 Quantifier la mortalité agrégée
Commençons par décrire un formalisme simple. Soit τ la durée de vie d’un individu
représentatif. La force de mortalité à l’âge a, notée µpaq, caractérise la loi de cette
durée de vie à travers la probabilité de survie jusqu’à l’âge a :
Spaq “ Ppτ ą aq “ exp
ˆ
´
ż a
0
µpsqds
˙
.
Comme µpaqda “ Ppτ P ra, a ` daq | τ ą aq, on appelle aussi µpaq la proba-
bilité instantanée de décès à l’âge a. Ainsi, pour comprendre comment évolue la
mortalité avec l’âge, il est intéressant d’étudier la forme de la force de mortalité
µpaq en fonction de a. La loi de Gompertz (voir Gompertz (1825)) stipule que pour
les populations humaines, la force de mortalité est exponentielle en l’âge pour des
âges suffisamment élevés, c’est-à-dire qu’il existe deux constantes positives α et β
telles que pour de tels âges a, la relation µpaq “ α exp pβaq est vérifiée. Pour s’en
14
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convaincre, on peut tracer le logarithme de la force de mortalité en fonction de l’âge
et vérifier pour quelle plage d’âges elle est bien linéaire. Les données pour la France
peuvent par exemple être trouvées dans la Human Mortality Database (voir HMD
(2014)). Nous reviendrons dans la suite sur le calcul de ces indicateurs nationaux.
Pour l’instant, regardons pour l’année 2008 par exemple la force de mortalité et
son logarithme, représentés en Figure 1.1. Décrivons la structure de la mortalité
en fonction de l’âge sur le logarithme de la force de mortalité, qui a l’avantage de
pouvoir mieux comparer les différents âges. On note d’abord la mortalité infantile,
très présente jusqu’aux âges autour de 2-3 ans, le creux de mortalité pour les âges
autour de 10 ans, la bosse à accident des personnes d’âges autour de 20 ans, puis à
partir de 40 ans une croissance à peu près linéaire de la force de mortalité jusqu’aux
grands âges. À ce stade, on dispose d’une estimation de la "mortalité" nationale. En
pratique, on sait que celle-ci diffère suivant le sexe, ce qui est en fait catégorisé dans
les données agrégées dans HMD (2014). Sur la Figure 1.2, on représente la force de
mortalité et son logarithme pour les hommes d’une part et les femmes d’autre part.
Plusieurs observations majeures apparaissent : d’abord, les femmes présentent un
niveau de mortalité inférieur comparé aux hommes. Ensuite, cette différence se fait
surtout entre les âges 15 et 100 ans, tandis que la mortalité infantile et celle aux
âges très élevés semble du même ordre de grandeur entre les deux sexes. Enfin, la
structure en âge de la mortalité entre les deux sexes est différente : l’observation
la plus frappante concerne la bosse à accidents très accentuée chez les hommes et
moins présente chez les femmes.
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Figure 1.1 – Force de mortalité et son logarithme pour la France en 2008
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Figure 1.2 – Force de mortalité et son logarithme pour la France en 2008 et par
sexe
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Figure 1.3 – Force de mortalité pour la France pour les hommes (gauche) et les
femmes (droite)
Ces analyses statiques sur la structure en âge de la mortalité donnent de pre-
mières intuitions. En pratique, on sait qu’au global, la mortalité diminue au cours
du temps. Pour s’en convaincre, on peut observer la force de mortalité en fonction
de l’âge et pour différentes années (ce qui sera rigoureusement défini dans la suite),
ce qui est représenté sur la Figure 1.3 pour les hommes et les femmes. Sur ces gra-
phiques, on distingue la diminution de la mortalité, en particulier de la mortalité
infantile et de celle aux âges élevés. On remarque également grâce à la dimension
temporelle l’impact des événements catastrophiques : l’effet conjoint de la Première
Guerre Mondiale et de la grippe espagnole de 1918, et celui de la Seconde Guerre
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Mondiale. Si les niveaux entre hommes et femmes sont différents, l’impact des événe-
ments catastrophiques est également modulé selon la catégorie (homme ou femme)
que l’on regarde. Par ces observations, on a envie de définir une force de mortalité
µpa, tq qui serait la probabilité, sachant que l’on a l’âge a au temps t de décéder ins-
tantanément. Pour définir cette quantité, il faut en fait augmenter la dimension du
problème, par exemple en ajoutant la date de naissance dans les variables d’intérêt.
Notons ν la date de naissance (aléatoire) de l’individu de durée de vie τ . On peut
définir la probabilité de décès instantanée pour cet individu en remarquant que s’il
est né au temps ν, alors il a l’âge a au temps a` ν et ainsi
Ppτ P ra, a` daq | τ ą a, νq “ µpa, ν ` aqda.
En d’autres termes, la probabilité de survie dépend de la date de naissance de
l’individu et s’exprime comme
Spa | νq “ exp
ˆ
´
ż a
0
µps, ν ` sqds
˙
.
La lecture par âge et temps de ces forces de mortalité peut se faire dans ce que l’on
appelle un diagramme de Lexis, représenté sous une forme simple en Figure 1.4. Ce
diagramme se lit de la façon suivante : en abscisse se trouvent les années, et pour une
année donnée, en traçant une droite verticale, on fait une observation de tous les âges
dans la population au temps t. Ceci donne une photographie de la pyramide des âges
au temps t. En ordonnée l’axe des âges permet, en traçant une droite horizontale,
de regarder à travers le temps toutes les personnes d’un même âge. Ceci est utile en
particulier pour comparer la mortalités et son amélioration, en les étudiant classe
d’âge par classe d’âge. Faire cette observation revient à regarder l’évolution dans le
temps de la pyramide des âges, ce qui est en fait un phénomène complexe. Enfin,
il reste à parcourir le diagramme en diagonale, c’est à dire en choisissant tous les
âges a et temps t tel que t´ a reste constant. Comme t´ a est la date de naissance,
on ne fait rien d’autre que d’observer les personnes nées au même moment, ce que
l’on appelle une cohorte (voir Figure 1.4). En lisant en diagonale, on suit donc le
même groupe de personnes qui vieillit au cours du temps. Si l’on connaît le nombre
de personnes nées dans cette cohorte, ainsi que la force de mortalité, on peut en
déduire la trajectoire moyenne de la cohorte qui vieillit au cours du temps. Si on
note gp0, νq la quantité d’individus d’âge 0 au temps ν, c’est-à-dire le nombre de
personnes nées au temps ν, alors la quantité moyenne gpa, ν ` aq d’individus d’âge
a au temps ν ` a est donnée comme la fraction d’individus ayant survécu par
gpa, ν ` aq “ gp0, νqSpa | νq “ gp0, νq exp
ˆ
´
ż a
0
µps, ν ` sqds
˙
.
Si l’on dérive par rapport à l’âge a, on obtient la dynamique
dgpa,ν`aq
da
“ ´µpa, ν`aqgpa, ν`aq ou encore si l’on dérive conjointement par rapport
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à l’âge et au temps,
p Ba ` Btqgpa, tq “ ´µpa, tqgpa, tq. (1.1)
Avec cette équation aux dérivées partielles, nous venons d’écrire la dynamique dé-
terministe d’une cohorte, qui sera une composante essentielle des modèles de popu-
lation. Notons ici que l’on a une forme très simple d’équation dite de transport, qui
traduit le fait qu’au cours du temps, le nombre d’individus décroît du fait des morts,
mais aussi que l’âge se transporte (terme en Ba) le long de l’axe du temps : c’est la
formalisation du vieillissement.
can be taken into consideration, it proves di cult to account for censured and truncated data when
assessing national mortality. One may think for instance of migration. There are two di↵erent factors
that can be overlooked when considering migratory impacts. First of all, people leaving the synthetic
cohort are often censored, and thus still taken into account when estimating the period life tables.
Secondly, incoming immigrants can also a↵ect and significantly change the local na ional mortality
data of the destination country.
Far more relevant details regarding deaths can be gained from within an insured portfolio (e.g. he
cause of death). Although national data by cause of death does exist, it generally lacks consistency,
and is often useless, or of no specific interest in deriving mortality by cause (for example: in the
United States, 11% of deaths are caused by more than four diseases).
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Figure 1.1: Lexis diagram: Age-year-cohort diagram.
1.2. Heterogeneity, inter-age dependence and basis risk
It is expected that any given population will display some degree of heterogeneous mortality.
Heterogeneity often arises due to a number of observable factors, which include age, gender, occupation
and physiological factors. As far as longevity risk is concerned, policyholders that are of higher socio-
economic status (assessed by occupation, income or education) tend to experience lower levels of
mortality. However, significant di↵erences also exist within the same socio-economic levels according
to gender. Females tend to outlive males and have lower mortality rates at all ages. In addition, some
heterogeneity arises due to features of the living environment, such as: climate, pollution, nutritional
standards, population density and sanitation (see Section 2.2 for a more detailed discussion).
When considering insured portfolios, insurers tend to impose selective criteria that limits contractual
access to those considered to possess no explosive risk (by level of health and medical history). This
4
Figure 1.4 – Diagramme de Lexis simplifié
Revenons dans ce cadre dynamique à la forme de µpa, tq en fonction de l’âge
et en particulier à la loi de Gompertz. On peut s’intéresser à cette loi à une date
donnée, en affirmant qu’à chaque n ée t et pour des âges rais nnables, on a la
relation suivant :
µpa, tq “ αt exp pβtaq , ou encore lnpµpa, tqq “ lnpαtq ` βta.
On retrouve alors la structure du modèle de Cairns et al. (2006), utilisé dans la
pratique sous des forme plus générales pour étudier la mortalité aux âges élevés. En
fait, le modèle de Cairns et al. (2006) s’écrit plutôt à temps discret (i.e. pour chaque
année) sur les probabilités annuelles de décès qpa, tq. Celles-ci donnent la probabilité
de décéder dans l’année rt, t` 1q (t entier) sachant que l’individu a l’âge (révolu) a
au temps t. Notons que s’il est né au temps ν, son âge au temps t, s’il est atteint,
est t´ ν, ainsi nous pouvons écrire
qpa, tq “ Ppτ ă t´ ν ` 1 | τ ě t´ ν, t´ ν P ra, a` 1qq.
Nous donnons ici cette définition mais il faut garder à l’esprit que celle-ci se rapporte
à un découpage particulier du diagramme de Lexis et que celui-ci peut varier d’un
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pays à l’autre pour le calcul des données nationales. Le modèle de Cairns et al.
(2006), que l’on peut voir comme un modèle de Gompertz à chaque année, s’écrit
alors pour des âge a et des temps t entiers (en années) comme:
lnpqpa, tqq “ γt ` βta. (1.2)
Cette formulation est intéressante car elle donne un cadre formel léger pour
étudier la déformation de la mortalité dans le temps. Pour calibrer les coefficients
γt et βt, il suffit pour chaque année d’effectuer la régression linéaire de lnpqpa, tqq en
fonction de a. Les estimations sont représentées sur la Figure 1.5, avec à gauche (resp.
à droite) la valeur de γt (resp. βt) estimée en fonction de l’année t. La première chose
qui peut venir à l’esprit en observant ce graphique concerne les variations d’un des
deux coefficients par rapport à l’autre : celles-ci sont inversées. Lorsque γ augmente
d’une année sur l’autre, β semble lui diminuer. En particulier, on a le sentiment
que beaucoup d’information sur l’un est donnée par l’autre. Quelle pourrait être la
contrainte qui lie ces deux processus ? Nous savons que la relation (1.2) ne peut pas
être satisfaite pour des âges trop élevés. En effet, le terme de gauche est contraint : la
probabilité qpa, tq vaut au maximum 1, donc son logarithme vaut au plus 0. Notons
a¯t l’âge pour lequel la probabilité de décéder est 1, c’est à-dire tel que qpa¯t, tq “ 1.
On peut appeler a¯t l’âge limite pour l’année t dans le modèle de Gompertz, car pour
cette année on ne pourra pas observer d’âge plus grand dans la population si l’on
en croit ce modèle. Grâce à l’Équation (1.2) nous avons la relation γt`βta¯t “ 0 soit
formellement
a¯t “ ´γt
βt
. (1.3)
La dynamique de cet âge limite est représentée sur la Figure 1.6. Notons en première
observation que c’est bien l’ordre de grandeur que l’on a en tête pour un âge qui
serait maximal. Notons ensuite que celui-ci a augmenté au cours des 60 dernières an-
nées, ce qui est conforme à l’intuition. Également, son augmentation est relativement
modérée puisque cette quantité a augmenté d’environ 8% en 60 ans. Enfin, observons
que sur des plages de temps réduites, cet âge limite est relativement constant par
morceaux, en particulier sur les plages d’années 1955-1965, 1965-1985 et 1995-2005.
Quelle est la conséquence élémentaire de cette stabilité ? Pour une collection d’an-
nées t pour laquelle l’âge limite reste constant à une valeur a¯t “ a˚, alors d’après
l’Équation (1.3) nous obtenons la contrainte γt “ ´a˚βt. Ainsi, pour une période
pendant laquelle l’âge limite reste stable, on peut déduire le deuxième paramètres à
partir du premier, et dans ce cas les variations sont parfaitement inversées.
:Le modèle de Cairns et al. (2006) s’écrit plutôt avec la fonction lien logitpxq “ log
´
x
1´x
¯
. Nous
utilisons ici la fonction lien log qui permet une discussion simple sur l’âge limite.
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Figure 1.5 – Coefficients γt et βt en fonction de l’année t
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Figure 1.6 – Dynamique de l’âge limite calculé dans le modèle de Gompertz
Nous venons de décrire sur un modèle très simple un phénomène bien connu
des démographes, que l’on retrouve sous différentes formes : loi de compensation,
rectangularisation de la courbe de survie, compression de la distribution des âges au
décès, phénomène de rattrapage. Ceux-ci apparaissent si l’on compare une "même"
population à différentes dates, comme nous venons de le faire, ou également si l’on
compare plusieurs sous-populations au même moment (voir sur ce point la Partie
1.5 et le Chapitre 5 correspondant). Tous ces effets traduisent le fait que si l’on
améliore la mortalité à des âges intermédiaires, alors la contrainte de l’existence
d’un âge limite commun fait augmenter l’intensité de décès aux grands âges. La loi
de compensation de la mortalité et ses effets associés a été étudié à travers différents
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points de vue dans la littérature ; sur ce thème, nous renvoyons le lecteur par exemple
à Strehler and Mildvan (1960), Fries (1980), Gavrilov and Gavrilova (1991), Wilmoth
and Horiuchi (1999) et Strulik and Vollmer (2013).
1.1.2 L’importance de la pyramide des âges
Nous avons vu que les données de mortalité nationales nous donnent de nombreuses
intuitions sur les phénomènes en jeu. Mais comment ces données nationales sont-
elles calculées ? Ce que l’on veut estimer, ce sont des forces de mortalité considérées
annuellement, et que l’on suppose constantes par morceaux. En fait, ces morceaux
sont des triangles dans le diagramme de Lexis (voir Figure 1.4). Pourquoi une telle
hypothèse ? Lorsque l’on regarde un problème à plusieurs dimensions, ici âgeˆtemps,
l’estimation statistique (non-paramétrique classique) ne peut pas se faire en âge et
temps qui varient continûment (voir par exemple Keiding (1990)). C’est pourquoi il
faut faire une hypothèse sur la structure des forces de mortalité dans le diagramme
de Lexis, en d’autres termes, il faut indiquer quelle sous-population participe à
l’estimation de µpa, tq. Sur une telle sous population qui participe à l’estimation de
µpa, tq, on va mesurer deux quantités : le nombre de décès dans l’année, noté Dpa, tq,
et l’exposition au risque notée Epa, tq. L’exposition au risque correspond à la durée
totale vécue dans l’année par les individus de la sous-population, autrement dit la
somme des durées de vie dans l’année de chaque individu. Un estimateur de la force
de mortalité annuelle est alors (voir par exemple Delwarde and Denuit (2006))
µˆpa, tq “ Dpa, tq
Epa, tq .
En pratique, les organismes nationaux ne disposent malheureusement pas de ces
informations de manière fiable. En particulier, mesurer la durée de vie totale vécue
dans l’année reste un problème, et on préfère souvent l’approcher par le nombre
d’individus en vie au milieu de l’année. Comme nous l’avons déjà évoqué, le dé-
coupage du diagramme de Lexis est différent d’un pays à l’autre. Citons l’exemple
du Royaume-Uni, dont l’institution en charge de ces questions s’appelle Office for
National Statistics (ONS), et pour lequel Dpa, tq compte le nombre de décès dans
l’année t d’individus d’âge a au moment du décès et l’exposition au risque est ap-
prochée par le nombre d’individus d’âge a au milieu de l’année t (voir Cairns et al.
(2014) et la discussion ci-dessous).
Les fantômes ne meurent jamais Le vrai problème avec les fantômes est qu’ils
ne meurent pas, et que cela a des conséquences sur le calcul des indicateurs dé-
mographiques de référence. C’est sur la base des travaux de Cairns et al. (2014),
dont vient aussi le titre de cette partie, que nous allons argumenter en ce sens. Ces
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considérations constituent des motivations importantes au recours à des modèles de
population. Comme nous l’avons vu, le calcul de l’exposition au risque est crucial
pour estimer la force de mortalité annuelle. En pratique néanmoins, de nombreuses
erreurs peuvent se glisser, en particulier :
(i) l’approximation de l’exposition au risque par le nombre d’individus en milieu
d’année peut être inadaptée,
(ii) le calcul de cette population en milieu d’année peut lui-même souffrir d’un cer-
tain nombre de biais.
Notons que ces sources d’erreur correspondent aux deux principaux points discutés
par Cairns et al. (2014). Concentrons nous sur le premier point, et notons P pa, sq
le nombre d’individus d’âge dans ra, a` 1q à la date exacte s. Le point (i) revient à
approcher l’exposition au risque Epa, tq, la durée totale vécue par les individus d’âge
(entier) a au cours de l’année rt, t` 1q, par P `a, t` 1
2
˘
. Or l’exposition au risque et
la quantité P pa, sq s’écrivent respectivement
Epa, tq “
ż t`1
t
P pa, sqds et P pa, sq “
ż a`1
a
gpu, sqdu,
où nous rappelons que gpu, sq désigne le nombre d’individus d’âge (exact) u au temps
(exact) s. Ainsi, l’approximation s’écritż t`1
t
ż a`1
a
gpu, sqduds «
ż a`1
a
gpu, t` 1{2qdu,
et la qualité de cette approximation va dépendre de la forme de la fonction
s ÞÑ şa`1
a
gpu, sqdu sur l’intervalle de temps rt, t ` 1q. Pour comprendre comment
cette quantité évolue au cours du temps, il faut pouvoir capter la dynamique de la
pyramide des âges au cours du temps, qui va dépendre fondamentalement du jeu
des naissances et des morts (ainsi que des flux migratoires). Quant au point (ii),
celui-ci est abordé de manière très spécifique par l’ONS et là aussi, la pyramide
des âges s’avère cruciale. L’objectif de l’ONS est d’estimer P
`
a, t` 1
2
˘
, le nombre
d’individus d’âge a (entier) à leur dernier anniversaire avant le milieu de l’année.
Malheureusement, il n’est pas toujours possible de faire cette observation au milieu
de l’année, mais plutôt par exemple dans la première moitié de l’année, disons à un
temps s P `t, t` 1
2
˘
. Enfin, pour compliquer encore les choses, on ne dispose pas de
l’âge exact des individus au temps s, mais seulement de leur âge entier (donc au
dernier anniversaire). En d’autres termes, on dispose d’une estimation de P pa, sq,
mais aussi de P pa ´ 1, sq par exemple. Comment estimer P `a, t` 1
2
˘
à partir des
deux quantités précédentes ? En fait, la population d’individus d’âge a (entier) à la
date t ` 1
2
sera constituée d’une part des individus d’âge a au temps s qui n’ont
pas eu d’anniversaire entre s et t ` 1
2
(et qui ne sont pas décédés), et d’autre part
des individus d’âge a ´ 1 au temps s qui ont eu leur fête d’anniversaire dans s et
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t` 1
2
(et qui ne sont pas décédés), le tout corrigé des flux migratoires. En dehors de
la correction des décès et de la migration, il s’agit de déterminer les proportions de
chaque population. Pour cela, l’ONS fait l’hypothèse d’une répartition uniforme des
naissances dans l’année ; cette hypothèse forte ne tient pas compte de la saisonnalité
des naissances et s’avère surtout problématique pour les années présentant des chocs
de taux de naissance dans l’année (voir encore Cairns et al. (2014) et la discussion
ci-dessous).
Ces enjeux de calcul d’indicateurs ne sont pas anecdotiques : en 2012, l’ONS a
publié une révision à la hausse des taux de mortalité à tous les âges, très importante
pour les âges supérieurs à 88 ans, pour la cohorte des personnes nées en 1919. Cette
sous-estimation de la mortalité semble être due à une sur-estimation des expositions
au risque : une surpopulation de fantômes dans la cohorte de 1919 qui ne s’éteint
jamais.
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Figure 1.7 – Taux de naissance par femme en France
Avec ces deux exemples, il s’avère que comprendre le jeu des naissances dans la
dynamique est crucial, en particulier à une échelle plus fine que l’année. De manière
analogue à la force de mortalité µpa, tq, aussi appelée taux de décès, on peut définir
un taux de naissance bpa, tq qui caractérise la fréquence avec laquelle chaque individu
donne naissance selon la date et son âge à cette date. En revanche, contrairement
au décès, on peut avoir plusieurs événements de naissance, ceux-ci se produisant
jusqu’au décès de l’individu. On peut trouver les taux de naissance par âge depuis
1901 pour la France sur le site de l’INSEE, ce que l’on représente sur la Figure 1.7. À
noter que ce sont des taux de naissance par âge de la mère, l’âge du père à la naissance
étant une donnée moins fiable. Ce choix n’est pas anodin en terme de modélisation
puisqu’à nombre de femmes fixé, le nombre de naissances sera insensible au nombre
d’hommes dans la population (voir la discussion dans le Chapitre 4). Néanmoins,
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l’observation de ces taux de naissance donne de premières intuitions sur sa structure
en âge et sa déformation dans le temps. Pour chaque année, le taux de naissance a
une forme en cloche centrée en un âge qui a augmenté ces dernières années jusqu’à
environ 30 ans en 2010 (voir Figure 1.7).
Avec l’Équation (1.1), nous avions la dynamique (déterministe) d’une cohorte :
étant donné le nombre de nouveau nés dans cette cohorte gp0, νq, le nombre d’indi-
vidus encore vivants à l’âge a est donné par
gpa, ν ` aq “ gp0, νq exp
ˆ
´
ż a
0
µps, ν ` sqds
˙
. (1.4)
Pour comprendre la dynamique complète, il reste à traduire le fait que le nombre
gp0, νq de personnes nées au temps ν est la somme des naissances de tous les parents
possibles dans la population au temps ν, soit
gp0, νq “
ż 8
0
gpa, νqbpa, νqda. (1.5)
En rassemblant les Équations (1.4) et (1.5), nous obtenons une dynamique de popu-
lation (déterministe) connue sous le nom de McKendrick-Von Foerster (voir McKen-
drick (1926) et Von Foerster (1959)). Nous avions déjà interprété le terme de trans-
port de l’Équation (1.1) auquel s’ajoute maintenant le terme (1.5) dit de renouvelle-
ment qui, comme son nom l’indique, décrit comment la population se renouvelle au
cours du temps. Ainsi, si l’on a accès à des indicateurs de naissance à une échelle plus
fine que l’année, on pourra apporter des information supplémentaires et corriger (au
moins en partie) le calcul des indicateurs agrégés (voir encore Cairns et al. (2014)
sur ce sujet et le cas du Royaume-Uni). On peut trouver dans la Human Fertility
Database (voir HFD (2014)), la petite sœur de la Human Mortality Database, des in-
formations complémentaires sur les taux de naissance pour de nombreux pays. Pour
la France par exemple, on trouve le nombre de naissances par mois depuis l’année
1861, ce qui constitue une profondeur d’historique remarquable. Néanmoins, le péri-
mètre géographique de ce calcul a varié (avec ou sans l’Alsace-Lorraine, la Corse,...)
et n’est stable que depuis 1946. Nous représentons sur la Figure 1.8 ce nombre de
naissances par mois depuis 1861 et jusqu’en 2012. Le nombre de naissances pour le
mois rν, ν`1{12q correspond, dans le modèle de population que nous avons discuté, àşν`1{12
ν
gp0, νqdν. Sur la Figure 1.8, nous distinguons d’abord clairement l’impact des
deux guerres mondiales, et également les changements de périmètre géographique,
en particulier celui de 1946. De manière commune, ce nombre de naissance par
mois présente une forte saisonnalité dans l’année comme nous en avons l’intuition.
Nous l’illustrons plus en détail sur les dernières années en Figure 1.9. Enfin, dans
la période de périmètre géographique stable (après 1946), on observe des chocs qui
peuvent avoir un impact sur les points (i) et (ii) des calculs des indicateurs agrégés.
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Figure 1.8 – Nombre de naissances par mois de 1861 à 2012 pour la France
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Figure 1.9 – Nombre de naissances par mois de 2008 à 2012 pour la France
Nous avons argumenté sur la nécessité de comprendre la dynamique de la pyra-
mide des âges pour le calcul des indicateurs de mortalité nationaux, qui constituent
des références en particulier pour les acteurs de l’assurance. Nous souhaitons briè-
vement décrire une autre information cruciale donnée par cette pyramide des âges :
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l’équilibre entre les générations.
L’équilibre entre les générations Au-delà des calculs des indicateurs de mor-
talité de référence, la pyramide des âges est cruciale pour traduire les proportions
des différentes classes d’âge. Par exemple, un indicateur crucial pour la question
des retraites est celui du ratio de dépendance, qui traduit la proportion d’individus
plus âgés que 65 sur les personnes d’âge entre 15 et 65 ans. Pour mesurer le nombre
d’individus dans une classe d’âge ra1, a2s au temps t, on écrit
şa2
a1
gpa, tqda. Formel-
lement, le ratio de dépendance rt peut alors être calculé sur la pyramide des âges
déterministe de la façon suivante :
rt “
ş8
65
gpa, tqdaş65
15
gpa, tqda.
Pour avoir une intuition de la forme de la pyramide des âges, on peut se placer dans
le cadre de population stable largement répandu en démographie. Il s’agit d’oublier le
fait que les taux de naissance et mort dépendent du temps ; notons les bpaq et µpaq.
Dans ce cadre, la pyramide des âges se stabilise en temps long, ainsi les proportions
d’individus dans chaque classe restent constantes. On dispose même de formules
semi-explicites pour ces proportions, que nous donnons dans la suite. Introduisons
d’abord un indicateur clef : le nombre moyen d’enfants par individu, noté R0, qui
s’écrit
R0 “
ż 8
0
bpaqe´
şa
0 µpsqdsda.
Si l’on prend les données nationales pour la France concernant les taux de naissance
et mort, on obtient par exemple: R0 “ 0.964 (ce qui ne tient pas compte des mi-
grations). Dans ce type de modèle, après un certain temps, la population décroît si
R0 ă 1, est stable si R0 “ 1 et croît si R0 ą 1. On a également une idée de la vitesse
à laquelle ces variations ont lieu. La taille de la population varie exponentiellement
vite avec pour paramètre λ˚, le taux de croissance de la population, solution de
l’équation ż 8
0
bpaqe´λ˚a´
şa
0 µpsqdsda “ 1.
Grâce à ce taux de croissance, on obtient enfin la forme de la pyramide des âges
en temps long, résultat connu sous le nom de théorème de Sharpe-Lotka. En temps
grand, à une constante multiplicative près,
e´λ
˚tgpa, tq „ e´λ˚a´
şa
0 µpsqds. (1.6)
Ce résultat est intéressant car il donne beaucoup d’intuitions sur l’impact des nais-
sances sur l’équilibre de la pyramide des âges. Commençons par remarquer que si la
:Voir le Chapitre 4.
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population est stable, c’est-à-dire que chaque individu a en moyenne exactement un
enfant et ainsi λ˚ “ 0, alors la forme de la pyramide des âges est la même que celle
de la fonction de survie Spaq “ e´ şa0 µpsqds. Si on tirait un individu au hasard dans la
population, la probabilité de tomber sur un individu jeune serait naturellement plus
importante, et cette probabilité est mesurée par la fonction de survie elle-même.
Sinon, il y a un biais dû à l’asymétrie entre les générations successives. Par exemple,
si λ˚ ą 0, cela signifie qu’il y a plus de personnes dans la génération d’après, et donc
comparé au cas précédent (λ˚ “ 0), la probabilité de tomber sur un jeune en tirant
un individu au hasard est encore plus importante. Pour traduire ce biais, on pénalise
davantage les âges élevés par le facteur ´λ˚a dans l’Équation (1.6). Inversement,
si λ˚ ă 0, on favorise les âges jeunes dans la répartition de la pyramide des âges.
Ces proportions, dont le ratio de dépendance est un indicateur, nous permettent en
retour de mieux comprendre les modifications des conditions démographiques, par
exemple sur la façon dont se propage une modification de la mortalité. Ceci sera
l’objet du Chapitre 4 qui se focalise sur l’impact au niveau de la pyramide des âges
de suppressions ou réductions de causes de décès.
Bruit d’environnement et aléa démographique Revenons à un cadre de taux
de naissance et de mort dépendant du temps. Dans ce cadre, nous avons observé les
variations des taux de mortalité et de naissance d’une année sur l’autre. L’incertitude
qui persiste concernant leur développement futur est appelé risque systématique :
c’est le risque que le niveau général de la mortalité de la population de référence
(par exemple la population nationale) varie de manière inattendue. En terme de
modélisation, cela traduit le fait que l’évolution des taux démographiques de la po-
pulation de référence est aléatoire. Pour les taux de mortalité en particulier, il est
souvent fait référence d’une part à des chocs de court terme qui augmentent la mor-
talité, comme des catastrophes et des pandémies, et qui sont absorbés au cours du
temps, et d’autre part à des changements structurels persistants sur le long terme
de diminution de la mortalité, dus par exemple à des innovations médicales (voir
Figure 1.3). Ces deux types de changements au niveau de la mortalité agrégée sont
respectivement caractéristiques des risques de mortalité d’une part et de longévité
d’autre part. Le premier risque concerne davantage les bénéfices au décès (comme
une assurance qui verse une somme au décès de l’assuré), tandis que le second porte
plutôt sur les rentes, par exemple les retraites. Pour capter ce risque systématique,
ce qui est fait en pratique est de calibrer un modèle de série temporelle sur les obser-
vations passées des composantes temporelles, ce qui correspond dans nos discussions
précédentes aux facteurs γt et βt (voir Figure 1.5). Cette série temporelle est ensuite
projetée à l’aide d’un modèle dynamique pour obtenir des réalisations de taux de
mortalité dans le futur. Dans la suite, nous désignerons par bruit d’environnement
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la stochasticité des taux démographiques.
Les variations de populations que nous avons mises en équation sont, étant don-
nés les taux démographiques, déterministes : il s’agit de la dynamique du nombre
moyen gpa, tq d’individus d’âge a au temps t. En réalité, même si les taux de mortalité
et de naissance étaient anticipés, i.e. formellement si les taux démographiques dans le
futur étaient déterministes, il subsisterait un aléa dû à la taille finie de la population
dans laquelle les décès et les naissances ont lieu aléatoirement : plusieurs scénarios
de réalisation des événements démographiques peuvent se produire. On parle dans
ce cas de risque idiosyncratique ou risque démographique. Celui-ci est d’autant plus
important que la population est petite. C’est surtout le cas par exemple pour des
portefeuilles d’assurés, mais même pour une population nationale, on peut avoir
un nombre réduit de personnes par classe d’âge et donc un risque démographique
non-négligeable. Ce risque idiosyncratique, aussi appelé non-systématique, peut être
réduit du point de vue d’un assureur par exemple en augmentant la taille de la po-
pulation assurée. Cependant, en pratique on fait souvent face à des populations de
taille réduite, comme par exemple certains fonds de pension au Royaume-Uni (voir
par exemple Cairns et al. (2008)). Ces effets sont également un enjeu pour certaines
institutions qui ont recours à la simulation dans le temps d’échantillons représenta-
tifs. Par exemple, l’INSEE utilise le modèle DESTINIE sur une telle sous-population
et note dans les trajectoires obtenues des fluctuations liées à ce risque idiosyncra-
tique (voir Blanchet et al. (2009)). Dans toutes ces applications, on cherche souvent
à avoir un ordre de grandeur de ces deux grands risques, c’est-à-dire à savoir si
les fluctuations démographiques ont plus d’impact que l’aléa des taux eux-même,
que l’on a appelé risque d’environnement car commun à tous les individus. Cette
question est discutée au-delà du périmètre de la science actuarielle. En écologie par
exemple, la question est de savoir si l’extinction d’une espèce est due à un scéna-
rio défavorable du bruit d’environnement (i.e. des taux démographiques), ou bien
dû à une réalisation adverse des événements démographiques eux-mêmes dans une
population de taille finie (voir par exemple Engen et al. (1998) sur ce thème). Ces
considérations suggèrent qu’il est nécessaire d’utiliser un cadre stochastique pour
la dynamique de population. La construction d’un tel cadre stochastique dans une
optique trajectorielle sera présentée dans la Partie 1.2 et détaillée dans le Chapitre
2. Celui-ci permet de décrire l’état de la population et son évolution, en présence de
l’aléa démographique et du bruit d’environnement. En particulier, nous donnerons
un exemple de décomposition entre ces deux sources de bruit.
Ce cadre stochastique a l’avantage d’être lié aux équations déterministes à deux
niveaux, que nous discuterons en particulier dans la Partie 1.2 et le Chapitre 2 :
la dynamique déterministe représente à la fois le scénario moyen, et également la
limite en grande population au sens de la convergence des processus. Ce deuxième
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aspect est intéressant car il donne un cadre asymptotique pour étudier la dynamique
macroscopique de la population, afin d’en dégager les grandes tendances. Un cadre
particulier de limite macroscopique, lorsque les individus ont des trajectoires de vie
accélérées, sera étudié dans le Chapitre 6.
La pyramide des âges des processus de Hawkes La philosophie qui ressort
de toutes les questions précédentes liées à la longévité est que la pyramide des
âges donne de l’information sur les phénomènes en jeu, de manière générale sur
toutes les quantités agrégées que l’on calcule sur celle-ci. Nous allons décliner ce
point de vue de manière théorique dans une contribution à l’étude des processus
de Hawkes que nous décrirons dans la suite. Soit pNtq un processus de comptage,
c’est-à-dire un processus qui part de N0 “ 0 et dont la valeur Nt compte le nombre
d’événements qui ont eu lieu jusqu’au temps t, de un en un. Ces événements se
produisent à des temps (aléatoires) que l’on note Tn, pour n ě 1. On peut voir
Nt comme la taille d’une population qui croît de un en un au cours du temps, et
interpréter Tn comme le temps de naissance de l’individu arrivé en position n. À
quelle fréquence se produisent ces naissances ? Considérons le modèle dans lequel un
individu d’âge a dans la population donne naissance au taux φpaq. Nous conserverons
cette notation du taux de naissance pour différencier cette étude par rapport au
cadre démographique. Alors, si les individus donnent naissance indépendamment,
la fréquence totale d’apparition d’un nouvel individu est la somme des taux de
naissance de tous les individus dans la population. Or si un individu est né au temps
Tn, son âge au temps t est t ´ Tn. Ainsi le taux de naissance global au temps t est
donné par
ř
Tnăt φpt´Tnq. Pour lancer la dynamique, on peut ajouter une constante
µ à cette fréquence globale, que l’on peut voir comme un taux d’immigration, si bien
que l’on obtient l’intensité λt du processus Nt que l’on appelle processus de Hawkes,
avec
λt “ µ`
ÿ
Tnăt
φpt´ Tnq.
Ce processus a été introduit par Hawkes (1971), d’abord vu comme processus de
comptage, puis interprété en terme de population (dans un cadre stationnaire) par
Hawkes and Oakes (1974).
Pour étudier le processus pNtq, la notion d’information est cruciale. Par exemple,
si le taux de naissance ne dépend pas de l’âge, c’est-à-dire si φpaq “ φ¯, alors on a
un processus très simple de naissance à taux constants dont l’intensité vaut
λt “ µ ` φ¯Nt´. Dans ce cas, il suffit d’observer le présent de pNtq pour en déduire
son futur immédiat et ainsi le processus pNtq possède la propriété de Markov. En
revanche, si φ dépend de l’âge, le processus de Hawkes n’est plus un processus de
Markov. On connaît pourtant un cas particulier (voir par exemple Oakes (1975))
qui est que lorsque φ est exponentiel, disons φpaq “ αeβa, c’est l’intensité pλtq qui
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est Markovienne. On en déduit que si le taux de naissance s’écrit φpaq “ φ¯`αeβa, le
couple pNt, λtq est Markovien. Lorsque φ dépend de l’âge de manière plus complexe,
ces considérations ne sont plus valables. Dans la description de la dynamique des
naissances que nous avons abordée, il était clair que connaître l’état de la population
à un instant donné nous permettait de construire la suite de la dynamique. En
d’autre termes, connaître la pyramide des âges sous-jacente permet de comprendre
la dynamique du processus pNtq. En fait, quel que soit le taux de naissance, la
pyramide des âges est toujours Markovienne. L’exploiter nous permettra d’affiner
l’étude des processus de Hawkes pour des taux de naissance qui généralisent le cas
exponentiel. Ce sera l’objet de la Partie 1.3 de ce chapitre introductif et, sous une
forme plus détaillée, du Chapitre 3.
1.1.3 L’impact de l’hétérogénéité
Revenons à des considérations liées à la longévité. Comme nous l’avons vu, les ni-
veaux de mortalité agrégés, distingués selon le sexe, constituent des indicateurs de
référence pour les politiques publiques ou la gestion des risques dans le secteur de
l’assurance. Pour comprendre l’évolution des taux de mortalité agrégés et les fluc-
tuations démographiques, il est nécessaire d’étudier la population à un niveau plus
fin, microscopique. À cette échelle, on distingue les différents individus qui consti-
tuent la population, avec leur âge exact et un certain nombre de caractéristiques
propres. Ces variables définissent la façon dont chaque individu se comporte dans la
population. En particulier, les niveaux de mortalité diffèrent selon le pays, le sexe,
mais aussi un certain nombre de caractéristiques individuelles, comme le niveau de
revenu, le statut marital ou le niveau de santé par exemple. Egalement, les taux de
naissance peuvent être très différents selon ces différentes catégories, ce qui rend la
dynamique de la population complexe.
L’hétérogénéité de la population Nous restons dans le cadre d’une dynamique
de population en moyenne, autrement dit déterministe étant donnés les taux de
naissance et de mort. La construction du processus de population aléatoire sera
abordée dans la Partie 1.2 et sous une forme plus détaillée dans le Chapitre 2.
Concentrons nous d’abord sur la dynamique d’une cohorte. On se donne maintenant
X l’ensemble de toutes les caractéristiques individuelles possibles. Nous avions noté
gp0, νq le nombre d’individus nés dans la cohorte de date de naissance ν. Celle-ci est
en réalité composée de différentes sous-populations de caractéristique x P X , notée
gpx, 0, νq, de sorte que
gp0, νq “
ÿ
xPX
gpx, 0, νq.
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Le taux de mortalité d’un individu va maintenant dépendre de sa caractéristique :
si un individu a la caractéristique x, et l’âge a au temps t, sa force de mortalité
est µpx, a, tq. Le taux de mortalité agrégé de chaque cohorte dépend des taux de
mortalité de chaque classe et de leurs proportions respectives, de sorte que
µpa, ν ` aq “
ř
xPX gpx, a, ν ` aqµpx, a, ν ` aqř
xPX gpx, a, ν ` aq
.
La proportion de survivants à l’âge a dans chaque groupe étant donnée par
gpx, a, ν ` aq “ gpx, 0, νqe´
şa
0 µpx,s,ν`sqds, (1.7)
et on obtient finalement :
µpa, ν ` aq “
ř
xPX gpx, 0, νqe´
şa
0 µpx,s,ν`sqdsµpx, a, ν ` aqř
xPX gpx, 0, νqe´
şa
0 µpx,s,ν`sqds
. (1.8)
À ce stade, nous pouvons déjà discuter plusieurs effets. Le premier effet est celui
du rattrapage : le taux de mortalité agrégé a tendance à rattraper celui du groupe
qui a le taux le plus faible, étant donné que ceux-ci vivent plus longtemps et sont
de plus en plus représentés quand l’âge augmente. Ceci est effectivement observé
lorsque les caractéristiques sont stables au cours de la vie, ce qui est le cas dans le
modèle que nous venons d’écrire. Si celles-ci peuvent évoluer, la structure en âge du
taux de mortalité agrégée doit s’analyser de manière plus fine, ce qui sera discuté
dans les Parties 1.5 et 1.6 et détaillé dans les Chapitres 5 et 6 correspondants.
Un deuxième effet que l’on peut discuter est le paradoxe de l’hypothèse de loi de
Gompertz : supposons que chaque classe satisfait cette loi sur la génération, soit
µpx, a, ν`aq “ αxν exppβxνaq, alors le taux de mortalité agrégé donné dans l’Équation
(1.8) ne satisfait pas une loi de Gompertz. Au-delà, il faut mentionner ici que dans
dans le domaine de l’assurance, le taux de mortalité national µpa, tq sert souvent
de référence pour comprendre le taux de mortalité propre à un groupe d’assurés,
tant par sa structure en âge que son évolution en temps. Cet indicateur national
sert de plus de base aux produits financiers de transfert du risque de longévité
dits standardisés. Une façon de lier la mortalité d’un groupe d’assurés et celle de
la population nationale est de calibrer ce que l’on appelle un modèle relationnel,
qui exprime la première mortalité comme une fonction de la seconde, par exemple
linéaire.
En résumé, le taux de mortalité agrégé dépend à travers l’Équation (1.8) des
taux de mortalité par groupe d’individus µpx, a, ν ` aq d’une part, et de la réparti-
tion initiale de la cohorte composée des gpx, 0, νq d’autre part. Dans la suite, nous
présentons comment ces répartitions initiales peuvent être modélisées, en suivant en
parallèle un certain nombre d’intuitions sur l’effet cohorte.
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Point de vue sur l’effet cohorte Dans un modèle de population hétérogène, les
individus possèdent des taux démographiques spécifiques à leur caractéristique. En
particulier, nous pouvons définir un taux de naissance bpx1, a, tq pour les individus
de caractéristique x1 et d’âge a au temps t. Nous souhaitons maintenant traduire
le fait que les individus de caractéristique x nés au temps t, dont le nombre initial
est gpx, 0, tq, sont issus des parents de la population au temps t, avec leur propre
âge et caractéristique. Un parent d’âge a et de caractéristique x1 au temps t (ce
que l’on note px1, a, tq) donne naissance au taux bpx1, a, tq à des individus dont on
doit déterminer le type. On pourrait traduire une hérédité parfaite, c’est-à-dire faire
conserver la caractéristique aux enfants, ou proposer une distribution équi-répartie.
De manière générale, on peut proposer une distribution générique kbpx1, a, t, .q, où
pour tout x P X , kbpx1, a, t, xq donne la probabilité que, si le parent px1, a, tq donne
naissance, le nouvel individu ait la caractéristique x. C’est ce que l’on appelle un
noyau de mutation en référence aux modèles motivés par des questions écologiques.
Ainsi le nombre d’individus de caractéristique x dans la cohorte de date de naissance
ν est obtenu en sommant sur tous les parents possibles, soit
gpx, 0, νq “
ÿ
x1PX
ż 8
0
gpx1, a, νqbpx1, a, νqkbpx1, a, ν, xqda. (1.9)
Avec le terme (1.7), analogue au terme de transport, et l’équation de renouvellement
(1.9), nous venons de donner le comportement déterministe d’une dynamique de
naissance et mort hétérogène.
Discutons maintenant une forme d’effet cohorte que l’on trouve dans la littéra-
ture. Rappelons qu’une cohorte, ou génération, désigne un ensemble de personnes
nées à la même date, et par extension nées dans la même période de temps. On parle
d’effet cohorte lorsque l’une de ces générations présente des caractéristiques de lon-
gévité très différentes des générations précédentes et suivantes. Ces caractéristiques
de longévité particulières peuvent être mesurées de diverses manières, par exemple
sur l’espérance de vie, les forces de mortalité ou les probabilités annuelles de décès.
Néanmoins, pour pouvoir comparer les générations entre elles, il est préférable de
mesurer le taux d’amélioration de la mortalité, qui n’est rien d’autre que la diffé-
rence relative entre la mortalité de la génération à une date donnée et celle à la date
précédente. Des taux d’amélioration particulièrement élevés ont été mesurés pour
ce que l’on appelle la Golden Cohort, toujours au Royaume-Uni, qui est constituée
des personnes nées autour de 1930. Plusieurs explications démographiques ont été
avancées, concernant majoritairement des effets bénéfiques pour cette Golden Co-
hort et des effets limitants pour les générations précédentes et suivantes (voir Willets
(2004)). Egalement, Willets (2004) a remarqué que les taux de naissance dans cette
période autour de 1930 ont été particulièrement bas (voir Figure 1.10), et avance
qu’une conséquence possible de brusques changements dans les taux de naissance
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est que la composition de la génération soit modifiée, en présence par exemple de
tendances de fertilité très différentes d’une classe à une autre. Cette sensibilité aux
taux de naissance est visible sur les Équations (1.8) et (1.9), qui en se combinant ex-
pliquent l’impact de changements dans les taux de naissance par caractéristique sur
la mortalité agrégée. Ceci fournit un cadre expérimental pour mettre en oeuvre des
scénarios de mortalité, dont un exemple sera donné dans la Partie 1.2 et le Chapitre
2. En pratique, il est malheureusement difficile d’avoir accès à des taux de naissance
fiables par caractéristiques, et également de pouvoir calibrer les noyaux de muta-
tion : il faudrait pour cela disposer de données longitudinales extrêmement longues,
au-delà par exemple de ce qui est présent dans l’Echantillon Démographique Per-
manent qui sera étudié dans le Chapitre 5 et qui constitue déjà une base de données
remarquable.
Figure 1.10 – Taux de naissance pour 1000 individus, pour Angleterre et pays de
Galles, repris de Willets (2004)
then again just after World War II and finally in the mid-1960s. It may be
notable that the ‘high improvement birth cohort’ (i.e. 1925-45) coincided
with a trough of births relative to periods immediately before and after. The
fact that the birth rate increased dramatically between 1941 and 1944 (by
31%) may be particularly relevant.
6.6.2 One possible consequence of rapidly changing birth rates is that
the ‘average’ child is likely to be different in periods where birth rates are
very different. For instance, if trends in fertility vary by socio-economic
class, the class mix of a population will change.
!. U.K. Trends by Cause of Death
7.1 Cohort Trends by Cause of Death
7.1.1 Further insight into the potential causes of the U.K. cohort effect
can be obtained through an investigation of mortality trends for specific
causes of death.
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Figure 6. Crude birth rate per 1,000 population, England and Wales, 1900
to 1970
18 The Cohort Effect: Insights and Explanations
Les trajectoires de vie Ce que l’on observe naturellement, par exemple sur
l’Échantillon Démographique Permanent de l’INSEE, est que les individus changent
de caractéristiques au cou s de leur vie. Pour odéliser ce phénomèn , il faut dé-
finir un troisième type de taux démographique, qui s’ajoute à ceux de naissance
et mort. On pourra l’appeler taux d’évolution, ou taux de swap en référence à la
littérature motivée par la physique qui traite des changements de configurations. On
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note epx, a, tq le taux d’évolution, qui caractérise la fréquence à laquelle un individu
px, a, tq va changer de caractéristiques, et kepx, a, t, yq le noyau qui va donner la pro-
babilité que celui-ci passe de la caractéristique x à la caractéristique y. Rappelons
ici que si le taux e ne dépend ni de l’âge ni du temps, cela revient pour l’individu
à attendre dans la classe x un temps aléatoire exponentiel de paramètre epxq, puis
de changer pour une classe y avec la règle donnée par le noyau ke, et ainsi de suite
jusqu’au décès. Dans le cas où e dépend de l’âge et/ou du temps, le principe est le
même, mais le temps d’attente n’est plus exponentiel. Cette dynamique à l’échelle de
l’individu représente ce que l’on appellera sa trajectoire de vie. Pour étudier la dyna-
mique d’une population en présence de trajectoires de vie, nous développerons deux
points de vue complémentaires. Le premier point de vue est statistique : comment
estimer des forces de mortalité par caractéristique lorsque celle-ci change au cours
de la vie, et quand de plus les observations sont ponctuelles ? Le deuxième point de
vue est probabiliste : existe-t-il un modèle simplifié pour comprendre la dynamique
hétérogène lorsque les caractéristiques changent très fréquemment ? Nous concluons
ces motivations en introduisant ces deux points de vue, puis nous résumerons les
différentes contributions de cette thèse.
Les données démographiques issues du recensement Nous pouvons prendre
la mesure de l’hétérogénéité de la population nationale sur l’Echantillon Démogra-
phique Permanent de l’INSEE. Cette base de données contient des informations sur
la situation de 992711 personnes observées à partir de 1968 et nées les 1, 2, 3 ou
4 octobre à partir de l’année 1862. Ces individus ont potentiellement été recensés
aux dates 1968, 1975, 1982, 1990 et 1999, et pour chaque recensement, un ensemble
de caractéristiques a été relevé. Un tel échantillon permet d’étudier le lien entre le
niveau de mortalité et les caractéristiques individuelles, mais également la manière
dont ces caractéristiques évoluent dans le temps. Sur la Figure 1.11, nous représen-
tons la répartition des femmes par génération et par statut matrimonial, en 1990
d’une part et en 1999 d’autre part. Pour chaque recensement, si on fixe une an-
née de naissance en abscisse, par exemple 1930, on observe la répartition par classe
des femmes de cette génération : célibataires, mariées, veuves, divorcées. Entre les
deux recensements, on observe un changement de composition : par exemple, la
proportion de veuves augmente pour les générations anciennes, celle des divorcées
augmente pour les générations intermédiaires, et celle des célibataires diminue pour
les générations récentes. Dans l’ensemble, les changements de composition sont dus
à plusieurs effets. Le premier est que les individus des différentes classes décèdent
au cours du temps. Comme ceux-ci peuvent avoir des taux de décès différents, cela
a pour effet de modifier la composition de chaque génération dynamiquement. Un
deuxième effet, qui lui aussi modifie la composition de la population, est celui des
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changements de caractéristiques au cours de la vie : par exemple, une femme mariée
en 1990 peut être veuve en 1999. Dans ce cadre, le seul moyen de capter des taux
de décès propres à chaque caractéristique, et également les intensités de changement
de caractéristique, est de calibrer un processus multi-états, c’est-à-dire un modèle
dans lequel un individu typique passe dans plusieurs états intermédiaires jusqu’au
décès, l’état terminal. La difficulté avec ces données issues du recensement est que
dans ce cas précis l’on n’observe pas ce qui s’est passé entre 1990 et 1999. Ceci est
caractéristique de ce que l’on appelle les données de panel. En particulier, si une
personne est passée de marié à veuf, on ne connaît pas le nombre de transitions qui
ont eu lieu : on pourrait avoir en théorie marié ÑdivorcéÑ marié Ñ veuf. Et même
si l’on suppose qu’une seule transition a eu lieu sur cet intervalle de 9 ans, ce qui
peut paraître raisonnable, on ne connaît pas la date de transition. On parle dans
ce cas de censure par intervalle. La question de l’estimation statistique de modèles
multi-états dans ce contexte sera abordée dans la Partie 1.5 et le Chapitre 5.
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Recensement de 1999, femmes
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Figure 1.11 – Structure des recensements par statut matrimonial et par génération
pour les femmes
L’accélération des trajectoires de vie L’estimation statistique peut fournir
une analyse des populations hétérogènes, dans laquelle les individus ont des taux
démographiques relatifs à leur propres caractéristiques, et quand parallèlement ces
caractéristiques peuvent changer au cours de la vie. Néanmoins, le mécanisme d’ob-
servation par le recensement occasionne de la censure par intervalle, ce qui restreint
l’information disponible. En particulier, si les caractéristiques changent fréquemment
au cours de la vie, on ne pourra pas comprendre la dynamique en ne l’observant que
ponctuellement aux dates d’inspection. Le modèle de dynamique des populations,
qui sera formalisé dans la Partie 1.2 et le Chapitre 2, et les techniques de renor-
malisation sur un tel modèle fournissent des outils intéressants pour comprendre
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les dynamiques hétérogènes dans ce cadre. Nous avons déjà mentionné que, dans
la limite d’une population infinie, la dynamique aléatoire pouvait être approchée
par les équations déterministes. Ces techniques de théorèmes limites vont nous per-
mettre d’étudier un autre problème : que se passe-t-il lorsque les individus changent
de caractéristiques de manière fréquente au cours de leur vie ? La renormalisation
que l’on va considérer repose d’une part sur la renormalisation standard de grande
population, qui est naturelle si l’on pense à l’ordre de grandeur des populations na-
tionales, et d’autre part une accélération des changements de caractéristiques, ce
qui revient à découpler cette échelle de temps de celle des temps de naissance et de
mort dans la dynamique. Dans ce cadre, le comportement limite que nous obtenons
est décrit par l’équation (déterministe) de McKendrick-Von Foerster (voir McKen-
drick (1926) et Von Foerster (1959)) dans laquelle l’âge seulement intervient, et les
taux de naissance et de mort sont moyennés sur la structure stable en terme de
caractéristiques. Ces résultats donnent des perspectives intéressantes en terme de
compréhension de la mortalité agrégée : ceux-ci nous indiquent que, sous certaines
hypothèses, il est possible de regrouper des individus, non pas parce qu’ils partagent
les mêmes caractéristiques, mais parce qu’ils en changent de manière similaire. Ces
développements seront abordés dans la Partie 1.6 et détaillés dans le Chapitre 6.
1.1.4 Résumé des contributions
Nous résumons ici les contributions issues de cette thèse, qui seront introduites dans
les Sections 1.2 à 1.6 et détaillées dans leur intégralité dans les Chapitres 2 à 6.
• Bensusan, H., A. Boumezoued, N. El Karoui, S. Loisel. 2010–2015. Bridging
the gap from microsimulation practice to population models: a survey. Work
in progress
• Boumezoued, A. 2015. Population viewpoint on Hawkes processes. HAL
preprint Id: hal-01149752, To appear in Advances in Applied Probability 48.2
(June 2016)
• Arnold, S., A. Boumezoued, H. Labit Hardy, N. El Karoui. 2015. Cause-
of-death mortality: What can be learned from population dynamics? HAL
preprint Id: hal-01157900
• Boumezoued, A., N. El Karoui, S. Loisel 2015, Measuring mortality hetero-
geneity dynamics with interval-censored data. Working paper
• Boumezoued, A. 2015, Macroscopic behavior of heterogenous populations with
fast random life histories. Working paper
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La dynamique des populations Dans le Chapitre 2, basé sur Bensusan et al.
(2010–2015), nous donnons le cadre théorique de modélisation de la dynamique d’une
population, dans laquelle les individus ont un âge, des caractéristiques et vivent dans
un environnement aléatoire. Nous proposons de modéliser les décès et les naissances,
et également les changements de caractéristiques qui peuvent intervenir au cours de
la vie. La construction du processus de population qui évolue de manière aléatoire et
en temps continu se fait à l’aide de la représentation par thinning des processus à saut
à partir de mesures ponctuelles de Poisson. L’algorithme de simulation associé est
décrit, et illustré sur l’exemple d’un effet cohorte. Nous décrivons aussi le lien entre la
dynamique aléatoire et les équations déterministes, et démontrons l’existence d’une
densité pour l’équation déterministe dans notre cadre étendu aux changements de
caractéristiques. Enfin, nous illustrons la décomposition entre bruit d’environnement
et aléa démographique sur l’exemple d’une cohorte qui décède au cours du temps.
La pyramide des âges des processus de Hawkes Le Chapitre 3, tiré de Bou-
mezoued (2015b), utilise ce modèle de population et fait le lien entre avec les proces-
sus de Hawkes avec immigrants généraux. Nous étudions la dynamique de la pyra-
mide des âges qui dirige de tels processus. Cette approche permet de réconcilier deux
définitions phares des processus de Hawkes : sous la forme d’un processus de saut
avec intensité d’une part, et d’un processus de branchement d’autre part. Celle-ci
nous permet d’établir un certain nombre de résultats sur la distribution d’une classe
de processus de Hawkes avec immigrants généraux qui généralisent dans un cadre
non-stationnaire le cas du taux de naissance exponentiel.
Les causes de décès dans la dynamique des populations Dans le Chapitre
4, qui reprend Arnold et al. (2015), nous analysons l’impact de changements dans
la mortalité par causes de décès sur la dynamique de la pyramide des âges, et en
particulier sur le ratio de dépendance qui est un indicateur crucial du vieillissement
de la population. En incluant le jeu des naissances dans la dynamique, ce travail
complète la littérature existante sur les causes de décès qui se focalise traditionnel-
lement sur des indicateurs de mortalité. À ce titre, notre étude numérique, basée
sur des données par causes de décès de l’Organisation Mondiale de la Santé (OMS)
pour la France, montre que des populations qui présentent la même espérance de
vie peuvent avoir des pyramide des âges différentes selon la cause de décès qui est
réduite. Dans ce cadre, nous présentons également des analyses de sensibilité à la
fertilité et aux flux de population.
L’estimation de modèles multi-états en présence de censure par intervalle
Le Chapitre 5, basé sur Boumezoued et al. (2015), étudie l’hétérogénéité de la mor-
talité dans les données de l’Échantillon Démographique Permanent de l’INSEE. Il
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aborde la question de l’estimation statistique de modèles multi-états en présence
de censure par intervalle et de retour dans les états intermédiaires. La censure par
intervalle, caractéristique des données longitudinales issues du recensement, traduit
le fait que les temps de transition sont inconnus, et que la seule information dont
on dispose est l’intervalle qui le contient. Les outils existants dans la littérature
ne permettent pas de traiter directement notre cadre. Pour ce faire, nous propo-
sons une méthode d’estimation paramétrique par maximum de vraisemblance qui
permet de mesurer des taux de décès par caractéristiques quand celles-ci peuvent
changer au cours de la vie. En appliquant une telle méthode, nous pouvons me-
surer des forces de mortalité spécifiques à des catégories socio-professionnelles ou
au statut matrimonial, en traitant à chaque fois des générations réelles. Ce travail
nous permet d’observer plusieurs effets, incluant la loi de compensation de la mor-
talité aux grands âges entre les différentes sous-populations, mais aussi un certain
nombre d’intuitions sur la structure en âge de la mortalité agrégée, qui dépend de
la dynamique hétérogène sous-jacente. Enfin, nous étudions la distribution de flux
liés à des produits de rente ou d’assurance décès stylisés, et leur modification si les
changements de caractéristiques ne sont pas pris en compte.
La limite en grande population de trajectoires de vie accélérées Le Cha-
pitre 6, tiré de Boumezoued (2015a), reprend le modèle général du Chapitre 2 dans
lequel les individus peuvent donner naissance, changer de caractéristiques et décé-
der. La contribution de cette partie est l’étude de l’asymptotique de la dynamique
d’une population hétérogène à la fois en grande population et avec des changements
de caractéristiques accélérés, ces deux hypothèses étant motivées par la dynamique
démographique de populations à l’échelle d’un pays. Dans ce cadre, le comportement
limite que nous obtenons est décrit par l’équation (déterministe) de McKendrick-
Von Foerster dans laquelle l’âge seulement intervient, et les taux de naissance et de
mort sont moyennés sur la structure stable en terme de caractéristiques. Ceci fournit
de manière explicite un modèle approché reposant sur des taux de naissance et mort
agrégés, qui illustrent l’impact de la structure des changements de caractéristiques
sur la dynamique macroscopique.
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1.2 Modélisation dynamique d’une population
1.2.1 Le point de vue microscopique dans la littérature
Les modèles de systèmes structurés à l’échelle de leur entité élémentaire sont présents
dans de nombreux domaines. Nous souhaitons en donner ici une brève description,
et nous renvoyons au Chapitre 2 pour plus de détails. On trouve d’abord de nom-
breuses contributions dans le champ des modèles d’agents ou de micro-simulation,
orientés vers des applications à l’économie. Un travail fondateur est celui d’Orcutt
(1957), et depuis deux branches se sont majoritairement développées :
(i) Les modèles d’agents d’une part, voir par exemple Tesfatsion (2002) pour un
état de l’art. L’idée est de définir une règle de comportement à l’échelle individuelle,
puis de diffuser le système économique sans intervention de la part du modélisateur.
L’objectif est d’expliquer les régularités ou les anomalies observées à l’échelle agré-
gée par des comportements individuels d’agents en interaction.
(ii) Sur des aspects davantage liés à la démographie, toujours tournés vers des
considérations économiques comme le système des retraites. La plupart des pays
développés disposent de leur propre modèle de micro-simulation (voir par exemple
Morand et al. (2010)), dont l’objectif est d’évaluer l’impact de changements démo-
graphiques ou de politiques publiques sur des quantités économiques. En France
par exemple, le modèle actuellement utilisé est DESTINIE 2 (voir Blanchet et al.
(2009)). Il est basé sur un échantillon représentatif de la population française, que
nous analyserons en détail dans la Partie 1.5 et le Chapitre 5.
Parallèlement, un cadre mathématique élaboré a été développé dans le domaine
des modèles dits individus-centrés, qui sont des extensions des processus de naissance
et mort. La plupart des contributions dans ce sens sont motivées par des questions
liées à la théorie de l’évolution et aux dynamiques écologiques. De tels modèles
individus-centrés mettent l’accent sur les traits, c’est-à-dire les caractéristiques indi-
viduelles, et également les interactions entre les individus. Ceux-ci ont été étudiés en
particulier par Fournier and Méléard (2004) et Champagnat et al. (2006) dans le cas
de populations structurées par caractéristiques, et également par Ferriere and Tran
(2009) pour des populations structurées en âge. Ces modèles ont aussi été étudiés
dans la thèse de Bensusan (2010) en vue d’applications aux populations humaines,
en incluant en particulier des changements de caractéristiques au cours de la vie et
un environnement aléatoire.
Nous rappelons ici la dynamique de population que nous avons décrite dans la
Partie 1.1. Comme nous l’avons vu, la première grandeur démographique cruciale à
l’échelle de l’individu est son âge, noté a, qui part de 0 à la naissance puis évolue
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au cours du temps. En vue des applications démographiques, nous utilisons l’âge
calendaire qui évolue à la même vitesse que le temps. Ainsi si un individu est né
au temps ν, son âge au temps t est t ´ ν. Notons ici que cette évolution de l’âge
pourrait aussi être modélisée de plusieurs autres manières en ayant recours à des
vitesses de vieillissement (voir par exemple Tran (2008) pour la formalisation de ce
phénomène). Si l’on observe un groupe de même âge, on distinguera en pratique
des niveaux de taux démographiques différents. Ainsi, il est nécessaire d’inclure des
caractéristiques, qui traduisent l’hétérogénéité de la population. On notera x le vec-
teur de caractéristiques associé à l’individu, qui est un élément d’un ensemble X
compact dans Rd, d ě 1. Nous avons déjà décrit les différents événements démogra-
phiques qui peuvent concerner un individu de caractéristiques x et d’âge a au temps
t, ainsi que les intensités (aussi appelées taux) démographiques associées. Celui-ci a
un taux de naissance bpx, a, tq, une intensité de changement de caractéristiques au
cours de sa vie epx, a, tq, et un taux de décès µpx, a, tq. Lorsqu’il y a un événement
de naissance, on doit préciser quelles sont les caractéristiques x1 qui sont héritées par
le nouvel individu : on définit pour cela un noyau de mutation kbpx, a, t, x1qmpdx1q,
où m est une mesure de probabilité diffuse de référence sur X . Il en est de même
pour les événements de changements de caractéristiques, auxquels l’individu passe
des caractéristiques x à x1 avec un noyau d’évolution kepx, a, t, x1qmpdx1q.
Avant de décrire la représentation aléatoire de la population et sa dynamique,
revenons sur l’évolution déterministe de la population. Nous avons noté gpx, a, tq la
quantité d’individus de caractéristiques x et d’âge a au temps t. Les Équations (1.7)
et (1.9) nous donnent la dynamique déterministe en présence de naissances et de
morts, mais en l’absence de taux de changements de caractéristiques. Etant donnés
les taux démographiques, la dynamique déterministe globale qui prend en compte
les naissances, les morts et les changements de caractéristiques au cours de la vie
est donnée par l’équation de transport-renouvellement :
p Ba ` Btqgpx, a, tq “ ´ pµpx, a, tq ` epx, a, tqq gpx, a, tq
`
ż
X
gpx1, a, tqepx1, a, tqkepx1, a, t, xqmpdx1q,
gpx, 0, tq “
ż
XˆR`
gpx1, a, tqbpx1, a, tqkbpx1, a, t, xqmpdx1qda,
(1.10)
avec la condition initiale gpx, a, 0q “ g0px, aq. Celle-ci s’interprète de la façon sui-
vante : une cohorte de caractéristique donnée évolue suivant les décès d’une part
et les changements de caractéristiques d’autre part. Ainsi, des individus quittent la
classe x (décès ou changement) mais d’autres individus qui avaient une caractéris-
tique x1 en changent pour rejoindre la classe x. Le terme de renouvellement traduit
quant à lui le nombre de naissances de caractéristiques x à une date t fixée : celui-
ci se calcule en sommant sur tous les parents px1, aq possibles, et en regardant la
40
1.2. MODÉLISATION DYNAMIQUE D’UNE POPULATION
fraction de ceux qui ont donné naissance à des individus de caractéristique x.
1.2.2 Représentation mesure de la population
En réalité, même si les taux démographiques sont fixés, il subsiste un aléa dans
la dynamique dû à la taille finie de la population dans laquelle les événements dé-
mographiques ont lieu aléatoirement. Nous avons introduit cette notion de risque
idiosyncratique ou risque démographique. Celui-ci est d’autant plus important que la
population est petite. C’est surtout le cas par exemple pour des portefeuilles d’as-
surés, mais même pour une population nationale, on peut avoir un nombre réduit
de personnes par classe d’âge et donc un risque démographique non-négligeable.
Pour avancer dans cette direction, if faut d’abord représenter l’état d’une population
décrite à l’échelle individuelle. Celui-ci n’est plus représenté par les valeurs réelles
gpx, a, tq pour tous a et x, mais plutôt par un nombre d’individus.
Nous avons recours pour cela au formalisme de la mesure : un individu
px0, a0q P X ˆ R` est représenté par une masse de Dirac δpx0,a0qpdx, daq, qui met
un poids en la caractéristique et l’âge de l’individu. C’est une mesure, réduite à un
atome, sur l’espace X ˆ R`. Si on se donne une collection d’individus pxi, aiq pour
1 ď i ď n, n entier fixé, la population correspondante est aussi une mesure, qui est
la somme des mesures individuelles :
Zpdx, daq “
nÿ
i“1
δpxi,aiqpdx, daq. (1.11)
On va noter M l’ensemble des mesures positives et finies sur X ˆ R`, auquel Z
appartient. Cette représentation sous forme de mesure présente de nombreux inté-
rêts. Un de ceux-ci est de faire vivre des populations très différentes sur le même
espace M, quelle que soit leur taille ou leur composition. Un formalisme de vec-
teur n’aurait par exemple pas cet avantage. Aussi, on va pouvoir faire le lien avec
les équations déterministes car en réalité ξtpdx, daq :“ gpx, a, tqmpdxqda donné par
(1.10) est également un élément deM. Enfin, ce formalisme est adapté pour mesurer
des quantités d’intérêt sur la population. Si on se donne f une fonction de l’âge et
des caractéristiques, par exemple fpx, aq “ 1r0,a¯spaq1X0pxq qui vaut 1 si l’individu
est d’âge plus petit que a¯ et de caractéristiques dans X0 Ă X , on peut l’évaluer sur
toute la population par l’intégration
xZ, fy :“
ż
XˆR`
fpx, aqZpdx, daq “
nÿ
i“1
fpxi, aiq, (1.12)
où la dernière égalité vient d’après (1.11). Si par exemple on choisit f ” 1 la fonction
constante égale à 1, on retrouve la taille de la population, i.e. xZ,1y “ n. On peut
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représenter de manière plus naturelle la population Z sous forme de configuration,
c’est-à-dire sous forme de l’ensemble de points Z “ tpxi, aiq, 1 ď i ď nu, voir
Chapitre 2. Nous utilisons la bijection entre l’espace des configurations et celle des
mesures ponctuelles finies, et en tirons avantage pour noter indifféremment :
xZ, fy “
ÿ
px,aqPZ
fpx, aq.
1.2.3 Construction de la dynamique aléatoire
À l’aide des intensités démographiques de naissance, de changements de caractéris-
tiques, et de décès, nous sommes en mesure de donner une description de la réali-
sation du prochain événement démographique pour un individu donné. Au-delà, il
y a un réel intérêt à décrire la dynamique aléatoire globale du processus de popula-
tion, sur la base de sa propre intensité. Nous allons construire la dynamique d’une
population dont l’état est représenté par une mesure, comme décrit dans la partie
précédente. Nous commençons par décrire la construction par thinning des processus
de comptage.
La représentation thinning des processus de comptage
a) Considérons dans un premier temps T¯1 ă T¯2 ă ... ă T¯n ă ... les instants de saut
ordonnés d’un processus de Poisson N¯ d’intensité λ¯. Dans ce cadre, les temps inter-
arrivées pT¯n`1´ T¯nq sont iid de loi exponentielle de paramètre λ¯. Ensuite, marquons
chaque instant de saut T¯n à l’aide d’une variable aléatoire indépendante Yn à valeur
dans un espace E muni d’une tribu E , de loi µ¯pdyq, et tel que la suite des pYnq soit
indépendante des pT¯nq. Un tel processus est appelé processus de Poisson marqué sur
R`ˆE de mesure intensité qpds, dyq “ λ¯dsµ¯pdyq. Ce processus peut être représenté
par une mesure ponctuelle sur R` ˆ E, notée
Qpds, dyq “
ÿ
ně1
δpT¯n,Ynqpds, dyq.
Remarquons ici que le processus de Poisson de départ peut être retrouvé en écrivant
N¯t “
ÿ
ně1
1T¯nďt “
ÿ
ně1
1T¯nďt1YnPE “
ż t
0
ż
E
Qpds, dyq.
b) Une bonne propriété de la mesure ponctuelle Q consiste en la possibilité de
construire des martingales associées. Notons pGtq la filtration canonique engendrée
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par Q et considérons une fonction mesurable bornée fps, yq sur R` ˆE. Alors nous
avons la propriété suivante : xQ, fyt ´ xq, fyt est une pGtq´martingale, où l’on note
xQ, fyt “
ż t
0
ż
E
fps, yqQpds, dyq “
ÿ
ně0
fpTn, Ynq. (1.13)
Cette propriété reste vraie si fps, yq est aléatoire et (i) est P pGtqˆE-measurable, où
P pGtq représente la tribu prévisible associée à Gt et (ii) tant que Erxq, |f | ys ă `8.
En fait, si l’on a seulement xq, |f | y ă `8 p.s., on n’a plus une martingale mais
seulement une martingale locale.
c) À l’aide des points a) et b), nous sommes en mesure de représenter une classe
variée de processus de comptage. Considérons d’abord un processus de Poisson non-
homogène d’intensité (déterministe) λt, c’est-à-dire un processus qui saute de 1 et
vérifie le fait que Nt ´
şt
0
λsds est une martingale. Supposons que λt ď λ¯ pour
une certaine constante positive λ¯. On se donne la mesure ponctuelle Qpds, dθq en
spécifiant E “ r0, 1s et µ la mesure de Lebesgue, que l’on note dθ, et en notant
dorénavant Θn les marques associées. D’après ce qui précède, il s’agit de trouver une
bonne fonction f pour laquelle d’une part Nt “ xQ, fyt et d’autre part
λt “
ş
r0,1s fpt, θqλ¯dθ. Ceci nous pousse à considérer fps, θq “ 1r0,λs{λ¯spθq, ce qui nous
donne la construction suivante
Nt “
ż t
0
ż
r0,1s
1r0,λs{λ¯spθqQpds, dθq “
ÿ
ně1
1T¯nďt1ΘnďλT¯n{λ¯.
Ceci donne un procédé de simulation très naturel pour le processus N : on simule
d’abord les instants de saut du processus plus simple N¯ , et on conserve le saut en
T¯n avec probabilité λTn{λ¯. Deux exemples de simulation de processus de Poisson
non-homogènes sont représentés sur la Figure 1.12.
Supposons maintenant que l’on se donne un processus λt positif, pGtq-prévisible,
et dominé par λ¯, et donc tel que
şt
0
λsds ă `8 p.s.. On peut alors construire de
la même façon le processus de comptage associé, puisque l’on conserve la propriété
de martingale (locale). À ce stade, il nous reste à éclaircir deux points. Le premier
consiste à décrire comment construire un tel processus lorsque l’intensité λt que l’on
s’est donnée à priori n’est pas pas bornée. Le second concerne la construction des
processus de comptage dont l’intensité n’est pas donnée a priori mais seulement dé-
crite de manière récursive à partir du processus lui-même.
d) Comment construire le processus de comptage associé lorsque l’intensité, don-
née a priori, n’est pas bornée ? En fait, cela requiert que l’espace des marques θ soit
R` (au lieu de r0, 1s). Dans ce cadre, on va perdre l’interprétation en terme de temps
de saut ordonnés et de marques tirées suivant une distribution donnée. Cependant,
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Figure 1.12 – Exemples de simulation d’un processus de comptage par thinning. À
gauche, l’intensité est représentée en noir et la borne associée en rouge. À droite, on
représente une trajectoire du processus de référence obtenue par thinning (en noir)
à partir de la trajectoire du processus de Poisson (en rouge) de paramètre la borne
rouge.
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dès que l’on va restreindre cet espace de marques, on retombera sur la notion de
processus de Poisson marqué défini au point a). Plus précisément, on définit l’objet
suivant : on appelle mesure ponctuelle de Poisson (générale) Qpds, dyq de mesure
intensité qpds, dθq “ dsµpdyq sur R` ˆE, où (nous insistons là-dessus) la mesure µ
est seulement σ-finie, la mesure aléatoire à valeur dans NY t`8u satisfaisant
(i) pour tous ensembles mesurables disjoints B1, ..., Bk de E¯ “ R`ˆE, les variables
aléatoires QpB1q, ..., QpBkq sont indépendantes (les variables infinies étant, en tant
que constantes, indépendantes des autres),
(ii) pour tout ensemble mesurableB Ă E¯ tel que qpBq ă `8,QpBq „ Poisson pqpBqq .
(iii) Qpt0u ˆ Eq “ 0 (ceci assure qu’il n’y a pas de saut au temps 0).
La mesure ponctuelle de Poisson ainsi construite définit une mesure de comptage
sur R˚` au sens où pour tout t ą 0, Qpttu ˆ Eq P t0, 1u (voir par exemple Çınlar
(2011), Théorème 2.17).
La propriété cruciale de martingalité locale est conservée pour ces mesures : pour
toute fonction fps, yq P pGtq ˆ E-measurable telle que p.s. @t ě 0, xq, |f |yt ă `8,
alors xQ, fyt ´ xq, fyt est une martingale locale.
On considère maintenant que E “ R` et µ est la mesure de Lebesgue sur R`,
notée dθ, de sorte que la mesure ponctuelle de Poisson Qpds, dθq a pour mesure
intensité qpds, dθq “ dsdθ. Si on se donne un processus pGtq-prévisible positif λ.,
tel que p.s. pour tout t,
şt
0
λsds ă `8, on peut alors construire le processus de
comptage associé par
Nt “
ż t
0
ż
R`
1r0,λsspθqQpds, dθq “
ÿ
ně1
1T¯nďt1ΘnďλT¯n . (1.14)
On obtient bien par propriété de Q que Nt´
şt
0
λsds est une pGtq´martingale locale.
Il nous reste à aborder la construction d’un processus de comptage dont l’intensité
est définie à partir du processus lui-même.
e) Nous arrivons à notre cadre d’intérêt. Prenons l’exemple du processus de nais-
sance pur à taux constant b¯, partant d’une population de taille N0. Chaque individu
dans la population donne naissance après un temps exponentiel de paramètre b¯, ainsi
le premier temps de naissance dans la population est le minimum des N0 variables
exponentielles. Si l’on suppose que les instants démographiques des individus sont
indépendants, ce minimum est distribué suivant une variable exponentielle de para-
mètre b¯N0, et ainsi de suite. Ainsi, ce que l’on souhaite traduire est que l’intensité
du processus pNtq qui compte le nombre d’individus dans la population n’est rien
d’autre que λt “ b¯Nt´. Ceci constitue un cas particulier très simple pour lequel l’in-
tensité s’exprime en fonction du processus lui-même. Plus généralement, on souhaite
définir un processus de comptage pNtq à partir de son intensité λt “ ΨpNs, 0 ď s ă tq
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qui est une fonction du passé de N jusqu’en t´ et qui est donc bien pFNt q´prévisible,
où FN est la filtration canonique associée au processus N lui-même. L’idée, basée sur
la représentation (1.14) est de définir le processus N comme solution de l’équation
Nt “ N0 `
ż t
0
ż
R`
1r0,ΨpNu,0ďuăsqspθqQpds, dθq. (1.15)
La représentation thinning de processus de comptage est classique dans la lit-
térature ; elle a été étudiée à travers différents points de vue de façon épisodique.
À notre connaissance, une telle représentation mathématique remonte à Kerstan
(1964) et Grigelionis (1971). On trouve dans Lewis and Shedler (1978) et Ogata
(1981) la description du processus de simulation associé à laquelle il est souvent fait
référence dans la littérature. Toujours dans le contexte des processus de comptage,
cette construction est détaillée dans Brémaud and Massoulié (1996) et Massoulié
(1998) (voir aussi les livres de Daley and Vere-Jones (2008) et Çınlar (2011)). Dans
la suite, nous étudions la représentation thinning pour des processus de population ;
les questions d’existence et d’unicité seront abordées dans ce cadre.
Remarque 1. Nous avons discuté la définition d’un processus de comptage comme
la solution à un problème de thinning : partant d’une mesure ponctuelle de Poisson
Q, on construit un processus de comptage N . Inversement, si on se donne un tel
processus de comptage bien défini, de filtration canonique FN et d’intensité FN -
prévisible pλtq, on peut se demander si l’on est capable de le représenter sous la
forme thinning. Effectivement, il est alors possible de construire, sur un espace de
probabilité élargi, une mesure ponctuelle de Poisson Q telle que
Nt “
şt
0
ş
R` 1r0,λsspθqQpds, dθq. Ceci donne alors l’équivalence entre d’un côté le pro-
blème de martingale et de l’autre la représentation comme solution à une équation
différentielle stochastique. Les résultats généraux associés peuvent être trouvés dans
Jacod (1979) (Chapitre 14), et dans le cas des processus de Hawkes par exemple dans
Massoulié (1998) et Daley and Vere-Jones (2008) (Proposition 14.7.I). Voir aussi
sur ce thème Delattre et al. (2014) pour le cas de processus de Hawkes en interaction
sur un graphe et une discussion générale.
Processus de naissance et mort avec âge
a) Donnons tout de suite la construction de la dynamique d’une population dans
laquelle les individus ont un âge, formalisée en tant que mesure tel que décrit dans la
Partie 1.2.2. Concentrons nous d’abord sur une description du processus de naissance
pur avec âge, proche de celle donnée dans la Partie 1.1.2 pour introduire les processus
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de Hawkes. Nous partons d’une pyramide des âges initiale (déterministe) Z0pdaq “řN0
i“1 δaipdaq composée de N0 individus d’âges a1, a2,...., aN0 . Dans ce modèle, chaque
individu d’âge a donne naissance à un nouvel individu (d’âge 0) au taux bpaq, et les
individus sont supposés indépendants. Ainsi, si l’on note Ztpdaq la pyramide des âges
(aléatoire) au temps t, qui met un poids en l’âge de chaque individu, l’intensité de
naissance globale, i.e. la fréquence d’arrivée d’un nouvel individu dans la population,
s’écrit avec la notation (1.12),
λt :“
ÿ
xPZt´
bpxq “ xZt´, by.
Notons que si le taux de naissance est indépendant de l’âge, i.e. bpaq “ b¯, on retrouve
l’intensité du processus de naissance pur λt “ b¯Nt´. Rappelons que l’on s’est donné
Qpds, dθq mesure ponctuelle de Poisson sur R` ˆ R` de mesure intensité dsdθ. On
définit alors le processus de naissance pur Z.pdaq comme la solution de l’équation
Ztpdaq “ Zt0pdaq `
ż t
0
ż
R`
δt´spdaq1θďxZs´,byQpds, dθq, (1.16)
où Zt0pdaq est la mesure (déterministe) obtenue en ajoutant t à tous les âges initiaux,
c’est-à-dire Zt0pdaq “
řN0
i“1 δai`tpdaq. L’Équation (1.16) s’interprète simplement : la
pyramide des âges au temps t consiste en l’ensemble des individus initiaux ayant
vieilli d’une durée t, auquel on ajoute les individus nés dans la population à fré-
quence xZs´, by ; si un individu est arrivé au temps s, son âge au temps t est t ´ s.
À noter que sous la forme (1.16), le processus de pyramide des âges n’est pas immé-
diatement différentiable. Ceci est discuté en détail dans le Chapitre 2. Pour obtenir
des équations différentielles, il faut tester l’Équation (1.16) contre des fonctions de
classe C1pR`q, et après intégration par parties, on obtient
dxZt, fy “ fp0qdxZt,1y ` xZt, f 1ydt. (1.17)
Cette décomposition fait apparaître le terme de saut pur (arrivées d’individus d’âge
zéro) et le terme de vieillissement. Cette décomposition est utile à plusieurs titres.
D’abord, celle-ci permet ensuite de compenser la partie saut pour obtenir la mar-
tingale associée, ce qui est une formulation de base pour ensuite développer les
théorèmes limites sur de tels processus et caractériser l’équation limite ; un résul-
tat classique important d’approximation en grande population est présenté dans
cette partie et détaillé dans le Chapitre 2. Ce type de décomposition sera égale-
ment exploité dans le Chapitre 3 dans l’étude des processus de Hawkes pour étudier
leur dynamique, ainsi dans le Chapitre 6 pour l’établissement d’un théorème de
convergence en grande population en présence de plusieurs échelles de temps. On
remarquera dans le Chapitre 3 que si (i) le taux de naissance b est suffisamment
régulier, on peut appliquer la décomposition (1.17) récursivement à xZt, bpnqy, puis
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si (ii) b est solution d’une équation différentielle ordinaire (à coefficients constants)
d’ordre quelconque, il est possible d’obtenir un système fini d’équations, autrement
dit une dynamique Markovienne de dimension finie.
b) Incluons maintenant les décès dans la dynamique. On passe alors d’une vision
comptage (un événement revient à ajouter un individu) à une vision population ou
processus de naissance et mort : on ajoute un individu si une naissance a lieu, et
on retire un individu si l’on a un décès dans la population. Il y a une asymétrie
fondamentale entre les événements de naissance et de mort en présence de l’âge. En
effet, un événement de naissance revient toujours à ajouter un individu d’âge 0. En
revanche, un événement de mort revient à retirer l’individu décédé de la popula-
tion, plus précisément à retirer l’âge de l’individu en question de la pyramide des
âges. Cette asymétrie fondamentale a des conséquences importantes dans différents
aspects de modélisation. Par exemple, la régularité systématique des événements de
naissance est un point essentiel dans l’analyse des processus de Hawkes (voir Partie
1.3 et Chapitre 3). Également, dans le champ des théorèmes limites sur les proces-
sus de population, l’accélération des événements de naissance et de mort dans les
modèles avec âge posent des difficultés techniques, voir ce sujet Méléard and Tran
(2012) ; les méthodes pour les surmonter sont d’ailleurs utilisées dans le Chapitre 6
dans un contexte différent.
Pour modéliser des événements de mort dans un modèle en âge, le formalisme
précédent donné en (1.16) n’est a priori pas adapté ; en effet, celui-ci ne permet pas
d’identifier quel individu est concerné par un événement démographique. Ce que
nous allons utiliser est une numérotation unique des individus, qui revient dans ce
cas des processus de naissance pur à les ordonner par ordre d’arrivée dans la popu-
lation. On construit pour cela une suite pAiptqqiPN˚ de fonctions telle que Aiptq est
l’âge potentiel au temps t de l’individu arrivé en iième position (incluant la popu-
lation initiale qui a été réordonnée). Cette construction est détaillée dans le Cha-
pitre 2, Partie 2.3.3. Adaptons d’abord ce formalisme dans le cas du processus de
naissance pur avec âge. Pour cela, remarquons la forme très spécifique de l’inten-
sité λt “ řxPZt´ bpxq “ řiPN˚ 1AiptqPZt´bpAiptqq, qui s’écrit comme une somme sur
les individus, dû au fait que les événements démographiques de ceux-ci sont sup-
posés indépendants. Ainsi, afin d’identifier l’individu concerné par un événement
démographique, on va se donner une mesure ponctuelle de Poisson (toujours) notée
Qpds, di, dθq sur R` ˆ N˚ ˆ R` de mesure intensité qpds, di, dθq “ dsnpdiqdθ, où n
est la mesure de comptage sur N˚, c’est-à-dire que pour tout A Ă N˚, npAq est le
nombre d’éléments de A.
Dans ce cadre, on peut de manière équivalente à (1.16) définir le processus de
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pyramide des âges comme solution à l’équation
Ztpdaq “ Zt0pdaq `
ż t
0
ż
N˚ˆR`
δt´spdaq1AipsqPZs´1θďbpAipsqqQpds, di, dθq. (1.18)
Cette écriture caractérise le fait que, si un événement de naissance a eu lieu au temps
s, c’est l’individu i qui a donné naissance. On peut se convaincre tout de suite qu’il
s’agit de la bonne intensité : en effet,ż
N˚ˆR`
1AiptqPZt´1θďbpAiptqqnpdiqdθ “
ÿ
iPN˚
1AiptqPZt´bpAiptqq “ xZt´, by.
En terme de simulation, l’Équation (1.18) donne une interprétation légèrement dif-
férente : on sélectionne un individu i uniformément dans la population, puis une
variable additionnelle θ détermine si celui-ci donne naissance ou non. Attention, ici
l’espace R` pour θ n’étant pas borné, la description précédente n’est pas utilisable
en pratique pour la simulation. Il va falloir pour cela borner l’espace de θ, ce qui
est en fait possible si les taux démographiques sont bornés. Ceci sera discuté dans
la suite.
Il nous reste à construire le processus de naissance et mort avec âge. Ceci revient à
ajouter à l’Équation (1.18) le fait que si un événement de mort a eu lieu au temps
s et que cet événement concerne l’individu i, alors la pyramide des âges au temps
t sera obtenue en retirant l’âge qu’aurait eu cet individu à cette date, c’est-à-dire
Aipsq`t´s. En d’autres termes, le processus de pyramide des âges est défini comme
la solution de l’équation
Ztpdaq “ Zt0pdaq
`
ż t
0
ż
N˚ˆR`
1AipsqPZs´
ˆ
δt´spdaq1θďbpAipsqq ´ δAipsq`t´spdaq1bpAipsqqăθďbpAipsqq`dpAipsqq
˙
Qpds, di, dθq.
La procédure de simulation associée repose aussi sur le tirage d’un individu i uni-
formément dans la population, et d’une variable additionnelle θ qui détermine, en
fonction des taux démographiques de cet individu, si un événement a eu lieu (le cas
échéant, naissance ou décès).
Inclure des caractéristiques dans la dynamique
a) Nous souhaitons enrichir la dynamique de naissance et mort avec âge en ajoutant
à chaque individu une caractéristique. Pour cela, étendons d’abord la construction
des processus de comptage par thinning que nous avons décrite précédemment. Les
mesure ponctuelles de Poisson peuvent être utilisées pour construire des proces-
sus de comptage, mais plus généralement des mesures ponctuelles aléatoires sur
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R`ˆX , disons Γpds, dxq “ řně1 δpTn,Xnqpds, dxq. On peut voir Tn comme un événe-
ment démographique (par exemple une naissance), et Xn la caractéristique associée
(par exemple celle du nouveau-né). On se donne une mesure de probabilité de réfé-
rence mpdxq sur l’espace X des caractéristiques. Construisons cette mesure aléatoire
ponctuelle Γpds, dxq, en supposant que sa mesure intensité admet une densité par
rapport à la mesure de référence, i.e. γpds, dxq “ γps, xq dsmpdxq. Remarquons
que dans ce type de modèle, la fréquence des événements est donnée par l’intensité
s ÞÑ ş
xPE γps, xqmpdxq, et si un événement a eu lieu à la date Tn, les caractéris-
tiques Xn sont tirées suivant la loi de densité γpTn,xqmpdxqş
yPX γpTn,yqmpdyq . On se donne une
mesure ponctuelle de Poisson Qpds, dx, dθq sur R` ˆ X ˆ R` de mesure intensité
dsmpdxqdθ. On note pFQt q la filtration canonique générée par Q, et on introduit
P pFQt q la tribu prévisible associée à FQt . On suppose ici que l’on s’est donné la
quantité γpt, xq qui est P pFQt q ˆ E-mesurable (E est ici la tribu associée à X ) et
aussi que
şt
0
ş
X γps, xqdsmpdxq ă `8 p.s.. On construit alors la mesure Γ comme
(insistons sur le fait que ce n’est pas ici une équation sur Γ car γ est donné dans la
filtration de Q)
Γpds, dxq “
ż
R`
1r0,γps,xqspθqQpds, dx, dθq. (1.19)
On retrouve bien une mesure ponctuelle et la propriété de martingale pour Q assure
que la mesure intensité est bien γps, xqdsmpdxq. Une telle construction est détaillée
par Massoulié (1998) auquel nous renvoyons le lecteur pour plus de développements.
Remarque 2. (Lien avec la méthode d’acceptation-rejet) Nous souhaitons faire le
lien entre la méthode du thinning et celle dite d’acceptation-rejet de Von Neumann
(1951). On se donne deux fonctions mesurables f et g sur E, strictement positives
m-presque partout, telles que g est une densité de probabilité pour m et il existe une
constante c telle que fpxq ď cgpxq. On suppose que l’on sait simuler selon gpxqmpdxq
et sur cette base, on souhaite générer des variables aléatoires iid de loi fpxqxm,fympdxq,
en particulier sans avoir recours au calcul de l’intégrale xm, fy “ ş
E
fpxqmpdxq.
La méthode d’acceptation-rejet revient à simuler une suite de variables aléatoires
iid pΘk, Xkq où les Θk sont uniformes sur r0, 1s et les Xk sont générées suivant
gpxqmpdxq. Alors l’ensemble des Xk tels que ΘkcgpXkq ď fpXkq forme un échan-
tillon iid de loi fpxqxm,fympdxq. Pour prouver immédiatement ce résultat, on se donne
Qpds, dx, dθq une mesure ponctuelle de Poisson sur R` ˆ E ˆ r0, 1s de mesure in-
tensité qpds, dx, dθq “ ds.cgpxqmpdxqdθ. On définit ensuite la mesure Γpds, dxq par
Γpds, dxq “
ż
r0,1s
1
θď fpxq
cgpxq
Qpds, dx, dθq,
qui d’après ce qui précède a pour intensité dsfpxqmpdxq “ xm, fyds fpxqxm,fympdxq. On
obtient bien une mesure dont les marques sont distribuées selon la loi voulue. On
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peut donc voir la méthode d’acceptation-rejet comme un cas particulier de thinning
pour lequel l’espace de restriction ne dépend pas du temps.
b) Introduisons maintenant l’équation pour le processus de population général.
On se donne Qpds, di, dx, dθq une mesure ponctuelle de Poisson sur R`ˆN˚ˆXˆR`
de mesure intensité qpds, di, dx, dθq “ dsnpdiqmpdxqdθ. Afin de définir le processus
de population général, introduisons l’environnement aléatoire. On se donne pYtqtě0
un processus càdlàg à valeur dans Rl, indépendant de la mesure ponctuelle de Poisson
Q. Les taux démographiques sont supposées dépendre de la caractéristique et de
l’âge de l’individu, mais également du temps et de l’environnement aléatoire. On
se donne de même une suite de points pXi, Aiptqq correspondant aux individus par
ordre d’arrivée, voir de nouveau le Chapitre 2, Partie 2.3.3 pour plus de détails.
On note λcpZt´, t, i, xq l’intensité au temps t pour l’individu i dans la population
Zt´ correspondant à l’événement démographique c P tb, d, eu. Ces intensités sont
données par :
λbpZt´, t, i, xq “ bpXi, Aiptq, t, Ytqkb pXi, Aiptq, t, Yt, xq ,
λdpZt´, t, i, xq “ dpXi, Aiptq, t, Ytq,
λepZt´, t, i, xq “ epXi, Aiptq, t, Ytqke pXi, Aiptq, t, Yt, xq .
(1.20)
On introduit les indicatrices suivantes :
- Naissance : J bpZt´, t, i, x, θq “ 1pXi,AiptqqPZt´1θďλbpZt´,t,i,xq,
- Mort : JdpZt´, t, i, x, θq “ 1pXi,AiptqqPZt´1λbpZt´,t,i,xqăθďpλb`λdqpZt´,t,i,xq,
- Swap : JepZt´, t, i, x, θq “ 1pXi,AiptqqPZt´1pλb`λdqpZt´,t,i,xqăθďpλb`λd`λeqpZt´,t,i,xq.
Nous introduisons pour la suite la notation S “ XˆR`, ainsi que l’espace C0,1b pSq
des fonctions continues bornées sur S et dérivable sur R` et dont la dérivée partielle
en âge est bornée. Sur cette base, le processus de naissance-mort-swap est défini
comme la solution au système d’équations différentielles : pour toute f P C0,1b pSq,
dxZt, fy
“
ż
iPN˚
ż
xPX
ż
θPR`
"
J bpZt´, t, i, x, θqfpx, 0q ´ JdpZt´, t, i, x, θqfpXi, Aiptqq
` JepZt´, t, i, x, θqrfpx,Aiptqq ´ fpXi, Aiptqqs
*
Qpds, di, dx, dθq ` xZt, Bafydt.
(1.21)
Afin d’obtenir l’existence forte et l’unicité trajectorielle, nous introduisons l’hy-
pothèse ci-dessous ; celle-ci indique que les taux démographiques individuels et les
noyaux de mutation sont bornés, ce qui est naturel pour les applications qui nous
concernent.
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Hypothèse 1. Les taux démographiques et les noyaux de mutation sont continus,
et il existe des constantes strictement positives k¯, b¯, d¯ and e¯ telles que pour tous
px, a, t, y, x1q P E ˆ R` ˆ R` ˆ Rl ˆ E, kepx, a, t, y, x1q ď k¯, kbpx, a, t, y, x1q ď k¯,
bpx, a, t, yq ď b¯, dpx, a, t, yq ď d¯ et epx, a, t, yq ď e¯.
Proposition 1. Notons Nt “ xZt,1y et supposons que ErN0s ă `8. Sous l’Hypo-
thèse 1, l’Équation (1.21) admet une unique solution forte càdlàg pZtq telle que pour
tout T ą 0, E “suptPr0,T sNt‰ ă `8.
Il est important de noter que conditionnellement à l’environnement Y , le pro-
cessus Z à valeur measure construit en (1.21) est un processus de Markov (non-
homogène). Cette propriété est cruciale car elle indique que dans ce modèle, toute
l’information sur la dynamique est contenue dans la structure en âges et caracté-
ristiques de la population. Ceci sera exploité en particulier dans la Partie 1.3 et
le Chapitre 3 pour l’étude des processus de Hawkes. Notons également, que l’ac-
tion du générateur infinitésimal de ce processus peut être lue sur le problème des
martingales, voir Equation (2.11), Section 2.5.
1.2.4 Lien avec les équations déterministes
Dans le champ de la microsimulation, on s’intéresse particulièrement au bruit dé-
mographique, c’est-à-dire à l’aléa dû à la taille finie de la population. Il est souvent
évoqué que l’on peut réduire ce bruit soit (i) en moyennant un grand nombre de
trajectoires aléatoires (Monte Carlo) ou (ii) en augmentant la taille de l’échantillon
de population initial. En réalité, l’équivalence entre (i) et (ii) est loin d’être évi-
dente, et celle-ci n’est en général pas vérifiée pour les modèles dits non-linéaires qui
incluent des interactions entre les individus. Dans tous les cas, les deux points (i)
et (ii) proposent deux points de vue différents sur la notion de macroscopique, et en
particulier l’analyse du point (ii) nécessite des outils mathématiques avancés.
(i) La première approche consiste à étudier la moyenne de trajectoires micro-
scopiques ; les outils mathématiques associés sont connus sous le nom de méthode
des moments. De telles techniques sont utilisées dans de nombreux domaines (voir
par exemple un état de l’art dans Kuehn (2015)), et plus récemment et de manière
active, c’est dans le champ de l’écologie mathématique que l’on trouve de nombreux
développements depuis l’introduction des méthodes dans ce domaine par Bolker and
Pacala (1997) et Dieckmann and Law (2000). La plus grande difficulté dans cette
approche est le fait de devoir fermer le système d’équations sur les moments, voir la
discussion dans Champagnat et al. (2006), ce qui nécessite des hypothèses de ferme-
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ture de moments. L’autre point de vue développé propose d’étudier rigoureusement
les asymptotiques en grande population.
(ii) Dans une perspective grande population, il s’agit d’étudier la dynamique
d’une seule trajectoire basée sur un échantillon initial de plus en plus grand. D’un
point de vue théorique, on considère une suite de processus de population indexée par
un paramètre d’échelle qui représente l’ordre de grandeur de la population initiale.
Ce paramètre d’échelle est aussi utilisé pour renormaliser (ici diviser) le poids de
chaque individu dans la population afin d’obtenir des limites non-dégénérées. Cette
renormalisation n’est pas anodine car elle implique une décroissance des interac-
tions vers zéro ; ceci illustre la différence de point de vue avec la moyennisation des
trajectoires à population initiale finie, pour lesquelles les interactions sont toujours
présentes. La renormalisation que nous venons de décrire est celle de base qui permet
d’obtenir une équation limite déterministe. Au-delà, un avantage de cette approche
est de pouvoir inclure d’autres types de renormalisation, comme par exemple l’ac-
célération des naissances et des morts, ou la raréfaction des mutations en écologie
mathématique, et dans ce cas des modèles différents apparaissent à la limite (voir
Fournier and Méléard (2004) pour plusieurs limites dans le cas sans âge, Tran (2008)
ainsi que Méléard and Tran (2012) et le Chapitre 6 pour des limites d’échelle de po-
pulations structurées en âge). Un autre avantage de ces approches est que l’on peut
obtenir des théorèmes centraux limites qui donnent de l’information sur la qualité de
l’approximation, voir par exemple Wang (1977), Oelschlager (1990) et Tran (2006)
pour de tels résultats pour des populations structurées en âge.
Ces deux approches (i) et (ii) diffèrent par plusieurs aspects, et sutout :
a) en général, le comportement moyen ne coïncide pas avec l’approximation en
grande population, dû à la présence d’interactions dans le modèles, et
b) même en présence d’un échantillon initial très grand, le modèle microscopique
présente des comportements différents comparé à son approximation grande popu-
lation. Par exemple, le modèle microscopique peut quitter l’équilibre du modèle
limite (voir par exemple Tran (2008)).
Dans la suite, nous considérons d’abord le modèle linéaire pour lequel nous dé-
taillons la dynamique moyenne et l’existence d’une densité pour le modèle macro-
scopique associé. Dans un deuxième temps, nous présentons le cadre mathématique
des limites en grande population et son application au modèle non-linéaire prenant
en compte des interactions entre les individus.
Modèle linéaire, existence de densité
Si l’on se fixe l’environnement Y , les trajectoires de population partant d’une popu-
lation finie Z0 présentent un aléa que l’on appelle bruit démographique. Un première
53
1.2. MODÉLISATION DYNAMIQUE D’UNE POPULATION
quantité d’intérêt concerne la trajectoire moyenne de la population, qui consiste ici
à étudier la mesure moyenne conditionnelle ξYt pdx, daq définie par p.s. pour toute
f P C0,1b pE ˆ R`q, xξYt , fy “ E rxZt, fy | Y s. Formellement, on peut écrire
ξtpdx, daq “ E
”ř
px1,a1qPZt δpx1,a1qpdx, daq | Y
ı
. Nous allons donner ici sa dynamique,
qui s’écrit aisément en l’absence d’interactions. Celle-ci s’obtient directement en pre-
nant l’espérance conditionnelle dans l’Équation (1.21). On rappelle pour la suite la
notation S “ X ˆ R`.
Proposition 2. La mesure moyenne conditionnelle ξYt satisfait l’équation : pour
toute fonction f : px, aq ÞÝÑ fpx, aq, f P C0,1b pSq et pour tout t P r0, T s,
xξYt , fy “ xξY0 , fy `
ż t
0
xξYs ,Ψfs yds, (1.22)
avec Ψ définie par
Ψft px, aq “ Bafpx, aq ` bpx, a, t, Ytq
ż
X
fpx1, 0qkbpx, a, t, Yt, x1qmpdx1q ´ dpx, a, t, Ytqfpx, aq
` epx, a, t, Ytq
ż
X
pfpx1, aq ´ fpx, aqq kepx, a, t, Yt, x1qmpdx1q.
L’intérêt de cette formulation est de retrouver directement la dynamique de po-
pulation déterministe de l’Équation (1.10), soit sous forme faible sans plus d’hypo-
thèses, soit sous forme forte si l’on suppose que la structure de la population initiale
admet une densité par rapport à la mesure de référence, et également une certaine
régularité. Cette hypothèse permet de montrer qu’il n’y a par la suite pas d’effet
de concentration en âges ou en caractéristiques. Ces résultats sont données dans la
proposition suivante.
Proposition 3. (i) Supposons que ξY0 admet une densité gY0 px, aq “ gY px, a, 0q par
rapport à la mesure de référence mpdxqbda sur S. Alors la solution ξY de l’Équation
(1.22) admet à chaque temps t une densité gYt px, aq.
(ii) Si de plus p.s. gY P C0,1,1b pSˆ r0, T sq, alors gY est solution forte de l’équation` BagY ` BtgY ˘ px, a, tq “ ´ rd px, a, t, Ytq ` e px, a, t, Ytqs gY px, a, tq
`
ż
X
gY px1, a, tqe px1, a, t, Ytq kepx1, a, t, Yt, xqmpdx1q,
gY px, 0, tq “
ż
S
gY px1, a, tqb px1, a, t, Ytq kbpx1, a, t, Yt, xqmpdx1qda,
gY px, a, 0q “ gY0 px, aq.
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Modèle non-linéaire, limite en grande population
Les non-linéarités apparaissent naturellement dans la microsimulation et les applica-
tions connexes, et cela est en fait le principal attrait pour ces méthodes : un ensemble
d’outils de simulation flexibles permettant de faire des liens entre les individus, en
d’autres termes d’inclure des interactions. Dans l’histoire du développement des
modèles déterministes, l’extension des modèles standards à la prise en compte de
non-linéarités a été mise en oeuvre pour corriger l’incapacité des premiers modèles
à reproduire les types de croissances démographiques observées. En particulier dans
le cas sans âge, Verhulst a étendu les équations de Malthus en faisant dépendre les
taux de naissance et mort de toute la population, ce qui a ensuite poussé Gurtin
et MacCamy à introduire des non-linéarités similaires dans le modèle en âge de
McKendrick-Von Foerster. Par la suite, plusieurs travaux ont porté sur l’extension
de ces modèles à la prise en compte des deux sexes dans la population, et d’inclure
d’autres types de non-linéarités liant les taux de naissance des hommes et des femmes
(voir par exemple Kendall (1949)). Plusieurs contributions ont par la suite amélioré
la prise en compte des liens entre les populations des deux sexes, par exemple concer-
nant l’étude de l’impact des équilibres hommes-femmes sur le nombre de mariages
(voir par exemple Schoen (1983) et Guilmoto (2012)). Si les considérations démogra-
phiques se sont beaucoup attachées à la prise en compte des non-linéarités dans les
taux de naissance individuels, il est clair qu’inclure ces non-linéarités au niveau des
forces de mortalité semble crucial au regard de nombreuses applications, comme par
exemple l’épidémiologie (voir par exemple Clémençon et al. (2008) et les références
qui y sont données).
Comment modéliser ces interactions ? Nous décrivons ici le cadre mathéma-
tique permettant d’inclure des interactions dans la dynamique. Nous nous inspirons
ici des travaux de Fournier and Méléard (2004), Champagnat et al. (2006) et Tran
(2008). Nous introduisons pour les individus d’une population Z des taux individuels
de naissance, de mort, et de changement de caractéristiques qui dépendent de la po-
pulation Z elle-même à travers un noyau d’interaction. Notons x “ px, aq un élément
de l’ensemble S “ E ˆ R`. Un noyau d’interaction est une fonction U : Sˆ SÑ R
où U px,x1q mesure l’impact d’un individu x1 sur l’individu x. Ainsi, l’impact de
toute la population Zpdx, daq sur l’individu x s’écrit xZ,Uxy “ řx1PZ Upx,x1q. Nous
introduisons ici des noyaux d’interaction pour les trois types d’événements démogra-
phiques, notés U b, Ud et U e. Les taux démographiques pour l’individu x “ px, aq en
vie dans la population Zt au temps t sont alors bpx, t, Yt, xZt, U bxyq, dpx, t, Yt, xZt, Udxyq
et epx, t, Yt, xZt, U exyq. La construction du processus de population comme solution
à un problème de thinning est similaire, et les résultats d’existence forte et d’uni-
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cité trajectorielle sont satisfaits dès lors que les taux démographiques individuels
sont uniformément bornés, voir le point (i) de l’Hypothèse 2 ci-dessous. Pour éta-
blir l’asymptotique en grande population, et en particulier pour garantir l’unicité
à l’Équation (1.23), nous avons besoin de conditions de Lipschitz pour les noyaux
d’interaction, voir le point (ii) de l’Hypothèse 2 ci-dessous.
Hypothèse 2. (i) Il existe des constantes k¯, b¯, d¯ et e¯ telles que pour tous
px, a, t, y, x1, uq P X ˆR`ˆR`ˆRlˆX ˆR, kepx, a, t, y, x1q ď k¯, kbpx, a, t, y, x1q ď k¯,
bpx, a, t, y, uq ď b¯, dpx, a, t, y, uq ď d¯ et epx, a, t, y, uq ď e¯.
(ii) Pour tout type d’événement démographique r P tb, d, eu, il existe une constante
Lr telle que pour tous px, a, t, yq P X ˆ R` ˆ R` ˆ R et pu, vq P R2,
|rpx, a, t, y, uq ´ rpx, a, t, y, vq| ď Lr |u´ v| .
L’étude des asymptotiques en grande population repose sur un paramètre d’échelle
n P N˚ que l’on fait tendre vers l’infini. Ce paramètre d’échelle est utilisé comme
ordre de grandeur pour la taille de la population initiale, et également pour diminuer
le poids de chaque individu de sorte à observer des dynamiques non-dégénérées à la
limite. On note ΓpSq l’espace des mesures ponctuelles finies sur S “ X ˆ R`. Pour
n P N˚, on introduit l’espace des mesures finies renormalisées
ΓnpSq “ t 1
n
ν | ν P ΓpSqu,
et on considère une variable aléatoire Zn0 à valeur dans ΓnpSq. On fait apparaître ici
le changement de poids de chaque individu ; des hypothèses seront faites sur la suite
des mesures initiales pZn0 qn pour traduire le fait que l’ordre de grandeur de la taille
de l’échantillon initial Nn0 “ nxZn0 ,1y est n.
Avant de donner cette hypothèse de convergence des populations initiales, nous
clarifions l’espace des mesures et leur topologie. Introduisons MpSq l’espace des
mesures positives finies sur S ; notons que pour tout n ě 1, ΓnpSq Ă MpSq, de
sorte que toutes les populations renormalisées vivent dans le même espace. L’espace
MpSq peut être muni de la topologie de la convergence vague ou de celle de la
convergence étroite. La convergence étroite dans MpSq est définie par νn weakÑ ν si
xνn, fy Ñ xν, fy pour toute fonction f continue et bornée. La convergence vague est
définie par νn
vagueÑ ν si xνn, fy Ñ xν, fy pour toute fonction f continue à support
compact. Notons que si S était compact, les deux topologies seraient équivalentes,
mais ici comme S “ X ˆ R`, celles-ci sont strictement incluses.
Dans la suite, on note Dpr0, T s, pMpSq, wqq (resp. Cpr0, T s, pMpSq, wqq) l’espace
des processus càdlag (resp. continus) sur r0, T s à valeur dans MpSq muni de la
topologie de la convergence étroite.
Hypothèse 3. (Convergence de la suite des populations initiales)
Il existe ξ0 PMpSq tel que la suite de mesures aléatoires pZn0 qn converge en loi et
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pour la topologie de la convergence étroite dans MpSq vers la mesure déterministe
ξ0.
Sous l’hypothèse précédente, on a en particulier la convergence de xZn0 ,1y “ nNn0
vers xξ0,1y, ce qui traduit le fait que la taille de l’échantillon initial est d’ordre n. La
dernière hypothèse requise est une hypothèse de moments sur la suite des populations
initiales :
Hypothèse 4. (Moments d’ordre strictement plus grand que 1) Il existe α ą 0 tel
que
sup
nPN˚
E
“pxZn0 ,1yq1`α‰ ă `8.
La convergence en loi de la suite des processus de population renormalisés est
donnée ci-dessous.
Théorème 1. Sous les Hypothèses 2, 3 et 4, la suite pZnqnPN˚ converge en loi dans
Dpr0, T s, pMpSq, wqq vers l’unique solution déterministe ξ P Cpr0, T s, pMpSq, wqq de
l’équation non-linéaire : pour toute f P C0,1b pSq,
xξt, fy “ xξ0, fy `
ż t
0
xξs, Baf ` Φfs pξsqyds, (1.23)
avec
Φft pχqpx, aq “ Bafpx, aq ` bpx, a, t, Yt, xχ, U bxyq
ż
X
fpx1, 0qkbpx, a, t, Yt, x1qmpdx1q
´ dpx, a, t, Yt, xχ, Udxyqfpx, aq ` epx, a, t, Yt, xχ, U exyq
ż
X
pfpx1, aq ´ fpx, aqq kepx, a, t, Yt, x1qmpdx1q.
1.2.5 Illustrations numériques
Algorithme pour la simulation
L’algorithme de simulation du processus de population est décrit ci-dessous. Celui-ci
est discuté en détail dans le Chapitre 2. On pose pour la suite λ¯ “ b¯k¯ ` d¯` e¯k¯.
Algorithme 1. La population en T “ 0 est Z0 de taille N0.
Étape 1. Simuler une v.a. τ „ Exppλ¯NT q ; T ` τ est le prochain temps potentiel
d’événement.
Étape 2. Entre T et pT ` τq´, la population est seulement modifiée par le vieillis-
sement : on construit la population ZpT`τq´ en ajoutant τ à tous les âges dans ZT .
Étape 3. Sélectionner un individu i uniformément dans la population ZT et générer
x „ mpdxq.
Étape 4. Générer une v.a. θ uniformément dans r0, λ¯NT s.
Étape 5. Déterminer si un événement démographique a lieu ou non :
(i) Si θ ď λbpZpT`τq´, T ` τ, i, xq (naissance), construire la population ZT`τ en
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ajoutant px1, 0q à ZpT`τq´.
(ii) Si λbpZpT`τq´, T `τ, i, xq ă θ ď pλb`λdqpZpT`τq´, T `τ, i, xq (décès), construire
la population ZT`τ en supprimant pXi, AipT ` τqq dans ZpT`τq´.
(iii) Si pλb`λdqpZpT`τq´, T `τ, i, xq ă θ ď pλb`λd`λeqpZpT`τq´, T `τ, i, xq (swap),
construire la population ZT`τ comme ZpT`τq´ dans laquelle pXi, AipT ` τqq a été
remplacé par px,AipT ` τqq.
(iv) Sinon, aucun événement démographique ne se produit.
Poser T Ð T ` τ et aller à l’ Étape 1.
Un exemple d’effet cohorte
Les bases de données de mortalité sont pour la plupart fournies par les organismes
nationaux et sont basées sur la population dans son ensemble. En général, ces don-
nées regroupent des estimations de taux de mortalité estimés par tranche d’âges et
par plages d’années, en distinguant les populations hommes ou femmes. L’évolution
dans le temps de ces indicateurs agrégés sont d’intérêt pour les politiques publiques
et le secteur de l’assurance par exemple. Dans ce contexte, une "amélioration de
la longévité" concerne une évolution à la baisse de ces indicateurs sur une période
de temps. Néanmoins, on peut se demander si ces améliorations sont aussi vraies à
l’échelle des sous-groupes qui composent la population nationale, et également si les
dynamiques hétérogènes ne peuvent pas expliquer en partie un certain nombre de
variations. Nous souhaitons illustrer ces effets sur un exemple simple, en développant
en parallèle le cas de l’effet cohorte au Royaume-Uni.
La génération appelée Golden Cohort est celle des personnes nées entre 1925 et
1945 en Angleterre. Celle-ci a connu des taux d’amélioration relative de mortalité
particulièrement élevés, voir Figure 1.13 reprise de Cairns et al. (2009). Plusieurs
explications possibles ont été avancées par Willets (2004) : par exemple l’impact de
la Seconde Guerre Mondiale sur les générations précédentes, la consommation de
tabac pour les générations suivantes, ou l’impact positif pour la Golden Cohort des
réformes sociales d’après-guerre. Si une partie de ces effets liés aux modifications
des durées de vie a pu avoir un impact sur les variations observées, il est intéressant
de noter la remarque de Willets (2004) concernant le jeu de la fertilité, basée sur
l’observation de la Figure 1.14 :
One possible consequence of rapidly changing birth rates is that the ‘average’ child
is likely to be different in periods where birth rates are very different. For
instance, if trends in fertility vary by socio-economic class, the class mix of a
population will change.
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Figure 3: Improvement rates in mortality for England & Wales by calendar year
and age relative to mortality rates at the same age in the previous year. Red cells
imply that mortality is deteriorating; green small rates of improvement, and blue
and white strong rates of improvement. The black diagonal line follows the progress
of the 1930 cohort.
2.1.2 The cohort eÆect
Some of the models we employ incorporate what is commonly called the “cohort
eÆect”. The rationale for its incorporation lies in an analysis of the rates at which
mortality has been improving at diÆerent ages and in diÆerent years. Rates of
improvement are plotted in Figure 3 (see, also Willets, 2004, and Richards et al.,
2006). A black and white version of this graph can be found in the Appendix, Figure
38.
In line with previous authors (see, for example, Willets, 2004, Richards et al., 2006)
we can note the following points. In certain sections of the plot, we can detect
strong diagonals of similar colours. Most obviously, cohorts born around 1930 have
strong rates of improvement between ages 40 and 70 relative to, say, cohorts born
10 years earlier or 10 years later. The cohort born around 1950 seems to have worse
mortality than the immediately preceeding cohorts.
There are other ways to illustrate the cohort eÆect and these can be found in Ap-
pendix A.
Figure 1.13 – Graphique repris de Cairns et al. (2009). Données pour Angleterre et
pays de Galles : amélior tion relative des forc s d mortalité pour chaque âge entre
celle une année donnée et celle de l’année qui précède. La diagonale en noir suit la
génération des personnes nées en 1930.
Illustration numérique¶ Pour illustrer de tels effets, nous proposons un modèle
de population structuré en deux classes.
(i) On se donne un taux de mortalité de référence d¯paq “ A exppBaq, avec les
paramètres A „ 0.0004 et B „ 0.073 qui reproduisent grossièrement les taux de
mortalité de la période d’intérêt.
(ii) On définit un premier groupe ayant des taux de décès indépendants du temps
d1paq “ d¯paq et un taux de naissance b1paq “ c1r20,40spaq (c=0.1)
(iii) On définit un second groupe avec un taux de décès indépendant du temps
d2paq “ 2d¯paq mais un taux de naissan
b2pa, tq “ 4c1r20,40spaq1r0,t1qYpt2,8qptq ` 2c1r20,40spaq1rt1,t2sptq.
On suppose dans ce modèle une hérédité parfaite, de sorte que chaque individu
donne naissance à des personnes du même groupe que lui. Nous proposons d’illustrer
l’impact de ces variations de fertilité sur l’espérance de vie à la naissance, calculée de
façon agrégée. La simulation est basée sur un échantillon de 20000 individus répartis
uniformément entre les groupes 1 et 2. Les résultats sont représentés en Figure 1.15.
¶L’objectif de cette première expérience est de voir si ce cadre de modélisation est capable
de reproduire ces faits stylisés. À cette fin, les paramètres sont fixés à des valeurs arbitraires qui
donnent ici de premiers résultats intéressants. Cette direction de recherche constitue un travail en
cours.
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Figure 1.14 – Taux de naissance pour 1000 individus, pour Angleterre et pays de
Galles, repris de Willets (2004)
then again just after World War II and finally in the mid-1960s. It may be
notable that the ‘high improvement birth cohort’ (i.e. 1925-45) coincided
with a trough of births relative to periods immediately before and after. The
fact that the birth rate increased dramatically between 1941 and 1944 (by
31%) may be particularly relevant.
6.6.2 One possible consequence of rapidly changing birth rates is that
the ‘average’ child is likely to be different in periods where birth rates are
very different. For instance, if trends in fertility vary by socio-economic
class, the class mix of a population will change.
!. U.K. Trends by Cause of Death
7.1 Cohort Trends by Cause of Death
7.1.1 Further insight into the potential causes of the U.K. cohort effect
can be obtained through an investigation of mortality trends for specific
causes of death.
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Data source: www.mortality.org
Figure 6. Crude birth rate per 1,000 population, England and Wales, 1900
to 1970
18 The Cohort Effect: Insights and Explanations
Sur le graphique de gauche, on observe comme attendu que le nombre total de
naissances dans la population est réduit entre les années 10 et 20 de projection.
Dans le même temps, on observe sur le graphique de droite un effet cohorte dans
l’espérance de vie estimée. En effet, les individus nés entre les dates 10 et 20 ont
une espérance de vie supérieure aux générations précédentes et suivantes. Rappelons
que dans ce modèle, les taux de mort individuels ne dépendent p s du temps : les
variations de mortalité agrégée que l’on observe sont donc dus à un changement de
composition de la population et non à une amélioration intrinsèque de longévité. En
retour, cela nous indique comment les taux de naissance donnent de l’information
sur les variations de mortalité agrégée.
Ces premiers résultats amorcent des perspectives intéressantes, notamment parce
qu’ils soulignent l’importance de l’ensemble de la dynamique de population. Les
études actuarielles qui évaluent les risques de longévité/mortalité pour les compa-
gnies d’assurance ou la question des retraites se concentrent traditionnellement sur
les âges à partir de 30 ou 40 ans. Ceci est de plus encouragé par le fait que les taux de
mortalité ont une structure en âge plus complexe avant 30 ans environ, voir Figure
1.3, qui inclut la mortalité infantile et la bosse à accidents. Cette approche met de
côté l’information cruciale sur les naissances qui déterminent la composition initiale
des différentes générations en terme de caractéristiques, comme nous l’illustrons ici,
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ou également sur la répartition des naissances dans l’année, voir la discussion dans
la Partie 1.1.2.
Figure 1.15 – Une trajectoire du processus de population. À gauche : nombre
d’enfants par individu d’âge dans [20-40]. À droite : estimation de l’espérance de vie
à la naissance.
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Bruit d’environnement et aléa démographique
Nous venons d’illustrer sur un exemple simple l’impact de taux démographiques
hétérogènes sur la mortalité agrégée. Nous souhaitons illustrer ici l’impact de deux
sources majeures de bruit qui interviennent dans le champ de la microsimulation :
le bruit d’environnement et l’aléa démographique. On se place dans le cas d’une
population de taille initiale N0 P N˚ dans laquelle les seuls événements démogra-
phiques sont les décès. Chaque individu au temps t a un taux de décès µpYtq “ Yt,
où Y est un processus continu et positif. Dans cet exemple, l’environnement est
identifié à la force de mortalité stochastique de chaque individu dans la population,
que l’on peut voir comme une cohorte qui décède au cours du temps. On se donne
Qpds, dθq une mesure ponctuelle de Poisson indépendante de Y et de mesure inten-
sité qpds, dθq “ dsdθ sur R` ˆR`. On note Nt le nombre d’individus encore en vie
dans la population, défini comme solution de l’équation
Nt “ N0 ´
ż t
0
ż
R`
1θďYsNs´Qpds, dθq. (1.24)
La décomposition classique de la variance nous permet d’écrire
VarpNtq “ E rVarpNt | Y qs ` Var pErNt | Y sq . (1.25)
61
1.2. MODÉLISATION DYNAMIQUE D’UNE POPULATION
La première composante E
“
VarpNYt | Y q
‰
est souvent appelée stochasticité démo-
graphique : celle-ci correspond à l’aléa dû à la taille finie de l’échantillon, moyenné sur
tous les scénarios possibles d’environnement. La deuxième composante Var pErNt | Y sq
correspond au bruit d’environnement, qui subsiste seul lorsque la taille de l’échan-
tillon tend vers l’infini. Il faut noter que cette décomposition n’est pas unique ; nous
aurions pu conditionner par rapport à l’information donnée par la mesure ponctuelle
de Poisson Q. Dans ce cas cependant, les calculs apparaissent complexes, car il s’agit
d’évaluer la loi de l’environnement conditionnellement à un scénario démographique.
Calculons maintenant séparément chaque composante de l’Équation (1.25).
(i) Le bruit d’environnement s’écrit Var pErNt | Y sq “ E rErNt | Y s2s´E rErNt | Y ss2.
Notons gY ptq :“ E rNt | Y s. En prenant l’espérance conditionnelle dans (1.24), nous
obtenons gY ptq “ N0 ´
şt
0
Ysg
Y psqds, dont la solution est donnée par
gY ptq “ N0 exp
´
´ şt
0
Ysds
¯
. Ainsi, le bruit d’environnement s’écrit
Var pErNt | Y sq “ N20 pBt ´ A2t q,
avec At “ E
”
e´
şt
0 Ysds
ı
et Bt “ E
”
e´2
şt
0 Ysds
ı
.
(ii) Calculons maintenant la partie correspondant à l’aléa démographique. D’abord,
E rVarpNt | Y qs “ E
“
ErN2t | Y s
‰´N20Bt.
Calculons le terme hY ptq :“ ErN2t | Y s. On peut appliquer le calcul différentiel à N
pour obtenir N2t “ N20 `
şt
0
ş
R`
`pNs´ ´ 1q2 ´N2s´˘1θďYsNs´Qpds, dθq. En simplifiant
les termes et en prenant l’espérance conditionnelle, il vient
hY ptq “ N20 ´ 2
şt
0
Ysh
Y psqds` şt
0
Ysg
Y psqds ce qui donne
hY ptq “ N0pN0 ´ 1qe´2
şt
0 Ysds `N0e´
şt
0 Ysds.
Ainsi, on obtient
E
“
VarpNYt | Y q
‰ “ N0pAt ´Btq.
Dynamique de l’environnement On suppose que pYtqt est une diffusion de
Feller (ou un processus CIR) dont la dynamique est donnée par
dYt “ apb´ Ytqdt` ρ
a
YtdWt.
Le principal avantage de ce modèle est de proposer des taux de décès qui restent
positifs. De nombreux autres exemples de modèles affines de mortalité stochastique
ont été introduits par Biffis (2005). Nous souhaitons illustrer ici que ce cadre de
modélisation est également intéressant pour étudier le risque idiosyncratique et le
comparer au risque systématique. Dans cette dynamique, b est le paramètre de
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retour à la moyenne ; dans cet exemple particulier, la quantité b représente le taux de
mortalité cible aux âges très élevés. Le paramètre a représente la vitesse à laquelle le
taux de mortalité tend vers sa valeur moyenne cible. Enfin, le paramètre ρ correspond
à la volatilité du taux de mortalité. Le processus part d’une valeur y0 ă b, ce qui nous
permet de traduire que les individus à l’âge zéro vieillissent au cours du temps et ont
donc en moyenne un taux de mortalité qui croît. Cette moyenne du taux de mortalité
vaut en effet E rYts “ b`py0´ bqe´at qui part de y0 et tend vers b en croissant, et sa
variance s’exprime sous la forme VarpYtq “ ρ2a2 p1 ´ e´atq
“
y0e
´at ` b
2
p1´ e´atq‰, qui
part de zéro et tend vers ρ
2b
2a2
en croissant (car y0 ă b).
Ce cadre élémentaire va déjà nous permettre d’illustrer des équilibres intéressants
entre bruit d’environnement et aléa démographique, dus à deux effets en compéti-
tion : au cours du temps,
(i) la taille de la population décroît avec les décès, ce qui fait augmenter la part des
fluctuations dues à la taille finie de la population,
(ii) la variance du taux de décès lui-même augmente, ce qui est naturel pour modéli-
ser le fait que des projections de long terme sont plus incertaines, vues d’aujourd’hui,
que les valeurs à court-terme.
Rappelons ici les résultats classiques dont nous avons besoin concernant le calcul
des quantités At et Bt en fonction des paramètres du modèle :
At “ E
„
exp
ˆ
´
ż t
0
Ysds
˙
“ Φpγ, T q exp p´y0Ψpγ, T qq ,
avec γ “aa2 ` 2ρ2 et
Ψpγ, T q “ 2pe
γT ´ 1q
pγ ` aqpeγT ´ 1q ` 2γ , Φpγ, T q “
«
2γepγ`aq
T
2
pγ ` aqpeγT ´ 1q ` 2γ
ff 2ab
ρ2
.
Sur cette base, on peut en outre établir que
Bt “ E
„
exp
ˆ
´2
ż t
0
Ysds
˙
“ Φpaγ2 ` 2ρ2, T q exp´´2y0Ψpaγ2 ` 2ρ2, T q¯ .
Illustration numérique Pour cette illustration numérique, nous fixons un taux
de décès de départ à y0 “ 0.001 (l’ordre de grandeur des taux de décès pour des
individus âgés de 40 ans dans les pays de l’OCDE), ainsi qu’un taux de décès cible
égal à b “ 0.8 (l’ordre de grandeur des taux de décès aux âges très élevés). Dans la
suite, nous nous intéressons à l’impact du paramètre de volatilité ρ et de la vitesse de
retour à la moyenne a sur la proportion du bruit d’environnement dans la variance
totale. Nous définissons formellement cette proportion pt pour t ą 0 par
pt “ Var pErNt | Y sq
VarpNtq .
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(i) Analysons d’abord l’impact de la volatilité ρ, et fixons une vitesse de retour à la
moyenne a “ 0.01 pour cette première illustration. Sur la Figure 1.16, on représente
le comportement de la variance du taux de décès en fonction du temps t et de la
volatilité ρ. La proportion pt de bruit d’environnement dans la variance totale est re-
présentée en Figure 1.17 pour différentes tailles de populations initiales N0. Comme
attendu, lorsque l’on fait varier la taille N0 de 100 à 100 000, Figures (a) à (d), la
proportion pt croît, les paramètres t et ρ étant fixés. De même, pour un temps t
et une taille N0 fixés, cette proportion est croissante en la volatilité. L’évolution en
temps, qui se fait de manière complexe, illustre de manière intéressante l’équilibre
entre les deux sources de risque : dans cette configuration de paramètres, la propor-
tion commence par croître avec le temps, ce qui traduit le fait que l’incertitude due à
l’environnement l’emporte, puis celle-ci se met à décroître, rendant compte de la vi-
tesse plus importante des événements de décès, ce qui rend le bruit d’environnement
moins important sur le long terme dans la plupart des configurations.
(ii) Observons maintenant l’impact de la vitesse a de retour à la moyenne, et
fixons ρ “ 0.005 pour cette illustration. Son effet sur la variance du taux de décès
est représenté sur la Figure 1.16 ; comme attendu, le bruit d’environnement aug-
mente lorsque la vitesse de retour à la moyenne décroît. On représente sur la Figure
1.18 l’impact du paramètre a sur la proportion pt à différentes dates t. Dans ce cas,
l’augmentation de la taille N0 initiale crée des effets similaires au cas précédent, et
également, la proportion du bruit d’environnement s’accroît lorsque le paramètre a
diminue. On retrouve sur cette figure le comportement intéressant en temps pour des
paramètres a dans une zone déterminée. Sur le moyen terme, le bruit d’environne-
ment est important, mais sur les court et long termes, c’est bien l’aléa démographique
qui l’emporte. Notons tout de même que pour de faibles valeurs de vitesse de retour
à la moyenne, l’environnement constitue la source majeure de risque.
Sur cet exemple simple, nous avons mis en avant la complexité de l’équilibre des
sources de risque, et en particulier que l’analyse de celles-ci dépend fortement de
l’horizon et des années d’intérêt. Cela montre également que les valeurs de para-
mètres et de la taille initiale sont cruciales et que celles-ci donnent des informations
a priori sur les ordres de grandeur de ces risques.
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Figure 1.16 – Effet conjoint du temps t et, ou bien la volatilité ρ avec a “ 0.01
(gauche), ou bien la vitesse a de retour à la moyenne avec ρ “ 0.005 (droite), sur la
variance VarpYtq du taux de décès
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Figure 1.17 – Effet conjoint du temps t et de la volatilité ρ sur la proportion pt de
bruit d’environnement dans la variance totale
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Figure 1.18 – Effet conjoint du temps t et de la vitesse a de retour à la moyenne
sur la proportion pt de bruit d’environnement dans la variance totale
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1.2.6 Conclusion et perspectives
Les modèles microscopiques de dynamique des populations nous donnent un cadre
mathématique de référence pour analyser les dynamiques démographiques com-
plexes. La construction des processus de population par la représentation thinning
fournit un outil mathématique flexible pour traiter telles dynamiques, et la méthode
de simulation associée fait le lien avec le champ des méthodes de microsimulation
qui simulent l’évolution au cours du temps de populations à l’échelle de l’individu.
Les premières expériences numériques associées à ce travail confirment d’une part
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l’importance de la dynamique hétérogène pour la compréhension des variations des
indicateurs agrégés (déclinée ici sous la forme d’un effet cohorte), et d’autre part
la nécessité de prendre en compte les différentes sources de risque que sont le bruit
d’environnement et la stochasticité démographique. Ce qui ressort du cadre de mo-
délisation et de ces premières expériences est que la structure de la population,
c’est-à-dire sa pyramide des âges et son hétérogénéité, sont des composantes cru-
ciales qui permettent de calculer les indicateurs agrégés ; ceci inclut en particulier
les tables de mortalité nationales.
Ce travail de revue de la modélisation fait apparaître un ensemble de directions
de recherche ; nous proposons dans les parties suivantes et les chapitres associés de
décliner ce cadre de modélisation général afin d’étudier des problèmes spécifiques.
(i) D’abord, la formalisation du vieillissement dans la dynamique de pyramide des
âges, voir l’exemple de l’Équation (1.17), est à exploiter d’un point de vue théorique.
Ceci sera abordé dans la Partie 1.3 et le Chapitre 3 dans l’étude des dynamiques
d’immigration-naissance qui sous-tendent les processus de Hawkes.
(ii) Une autre direction de recherche concerne la possibilité de simuler des pyramides
des âges en temps continu, et d’étudier le modèle déterministe associé. La Partie 1.4
et le Chapitre 4 correspondant, basés sur des données de mortalité par causes de
décès, proposent d’étudier la dynamique de pyramide des âges en cas de réduction
ou de suppression de certaines causes de décès.
(iii) L’estimation statistique d’une dynamique de population complète à partir de
données démographiques est un problème difficile. Ce que nous proposons dans la
Partie 1.5 et le Chapitre 5 associé consiste en l’estimation statistique d’un sous-
modèle de population, qui modélise les trajectoires de vie d’individus soumis à des
taux de décès par caractéristique et des intensités de changement de ces caractéris-
tiques. Au-delà, l’estimation de taux de naissance hétérogènes et de lois de mutation
à la naissance est un enjeu crucial ; malheureusement, peu de données sont aujour-
d’hui disponibles pour traiter cette question.
(iv) Enfin, les outils de théorèmes limites sur les processus, qui servent ici à éta-
blir les approximations en grande population des dynamiques démographiques, per-
mettent d’inclure diverses renormalisations. Il est en particulier possible de séparer
les échelles de temps en faisant tendre vers l’infini certains taux démographiques à
l’aide du paramètre de renormalisation. Ceci sera développé dans la Partie 1.6 et le
Chapitre 6 correspondant dans l’étude des dynamiques macroscopiques de popula-
tions dans lesquelles les individus changent fréquemment de caractéristiques.
D’autres orientations de recherche seraient à envisager. Ceci inclut par exemple
l’étude d’impact de possibles non-linéarités dans le modèle, en particulier la quanti-
fication de l’écart entre la trajectoire moyenne et la dynamique de l’approximation
en grande population, ainsi que l’estimation statistique de ces non-linéarités sur
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la base de données démographiques. Aussi, le développement de méthodes numé-
riques avancées pour de tels modèles est un enjeu important ; on peut par exemple
penser à l’utilisation de méthodes type importance sampling pour l’estimations de
probabilités d’événements rares (par exemple des scénarios de longévité extrêmes),
et également à l’utilisation de l’approximation grande population en variable de
contrôle pour accélérer la simulation du processus.
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1.3 La pyramide des âges des processus de Hawkes
Les processus de Hawkes sont des processus de comptage qui constituent des exemples
de processus auto-régressifs en temps continu. Leur évolution au cours du temps dé-
pend de leur passé sous une forme qui modélise l’auto-excitation : si un événement
a eu lieu il y a peu de temps, la probabilité de survenance d’un nouvel événement
est augmentée d’une quantité, celle-ci étant décroissante au cours du temps ; on mo-
délise ainsi un phénomène de mémoire. Les processus de Hawkes contiennent donc
deux propriétés importantes (l’auto-excitation et la mémoire) qui en font des modèles
naturels pour de nombreux champs d’application, incluant la séismologie, les neuros-
ciences, l’épidémiologie, la finance et l’assurance, pour n’en citer que quelques uns.
Une autre propriété intéressante de ces processus est leur interprétation en terme
de processus de population avec âge, dans lequel des individus peuvent immigrer
et donner naissance au cours du temps. Le modèle général présenté dans la partie
précédente peut en fait être décliné sous cette forme. Sur cette base, la contribution
de cette partie est l’introduction du concept de pyramide des âges pour les processus
de Hawkes et son étude pour proposer de nouveaux résultats pour une classe de ces
processus.
1.3.1 Les processus de Hawkes
Hawkes (1971) a introduit un processus de comptage pNtq dont l’intensité est de la
forme suivante, appelée shot noise :
λt “ µ`
ÿ
Tnăt
φpt´ Tnq, (1.26)
où les Tn sont les temps de saut du processus N lui-même, µ ą 0 et φ est une
fonction positive. Nous appelons dans la suite ce processus le processus de Hawkes
standard. Dans ce modèle, lorsqu’un événement se produit au temps Tn, l’intensité
augmente d’une quantité φpt ´ Tnq : ceci modélise la propriété d’auto-excitation.
En outre, dans la plupart des applications, la fonction φ tend vers zéro, ce qui fait
que l’excitation s’estompe avec le temps et que le processus présente un phénomène
de mémoire. Dans la littérature, on trouve des contributions qui se sont intéressées
à des processus de Hawkes présentant en plus de l’auto-excitation une composante
d’excitation externe. À notre connaissance, les processus de Hawkes avec immigrants
généraux ont été introduits par Brémaud and Massoulié (2002), et l’on trouve des
formes particulières de ce processus général dans des études récentes motivées par
des applications financières, notamment Dassios and Zhao (2011), Wheatley et al.
(2014) et Rambaldi et al. (2014). Dans ces études, le processus permet de prendre
en compte des chocs exogènes, l’arrivée d’informations sur les marchés financiers ou
le phénomène de contagion. Dans cette partie, nous nous intéressons à une classe
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de processus de Hawkes avec immigrants généraux (voir Brémaud and Massoulié
(2002)), dont l’intensité est de la forme
λt “ µptq `
ÿ
Tnăt
Φtpt´ Tn, Xnq `
ÿ
Skăt
Ψtpt´ Sk, Ykq.
Dans ce modèle, les Tn sont les temps de saut de N : si un événement a eu lieu
pour le système à la date Tn, l’intensité augmente d’une quantité Φtpt´ Tn, Xnq, où
Xn est une marque aléatoire. Cette partie modélise l’auto-excitation. En parallèle,
des chocs externes surviennent aux temps Sk et accroît l’intensité d’une quantité
Ψtpt´ Sk, Ykq : ceci constitue la composante d’excitation externe.
Parmi les propriétés intéressantes des processus de Hawkes, l’une d’elles est basée
sur l’écriture de l’intensité sous la forme shot noise. Il s’agit de la représentation
en cluster, autrement dit en terme de processus de branchement. Elle utilise la
remarque suivante : si un événement a eu lieu au temps Tn, alors t ´ Tn n’est rien
d’autre que l’âge de cet événement au temps t. Quelques années après l’innovation
de Hawkes (1971), Hawkes and Oakes (1974) ont proposé la représentation en cluster
du processus auto-excitant. Dans ce papier, il est montré que sous des conditions
de stationnarité, le processus de Hawkes peut être représenté comme un cluster
de Poisson, qui est en fait un processus d’immigration-naissance avec âge. On peut
trouver une définition sous la forme de processus de cluster par exemple dans Dassios
and Zhao (2011) dans le cas où le processus possède également une composante
d’excitation externe.
Cette représentation en terme de processus de naissance avec immigration se
décrit à partir de la forme de l’intensité (1.26) de la façon suivante : des immigrants
arrivent au temps d’un processus de Poisson de paramètre µ. Chaque immigrant
donne ensuite naissance à des individus avec un taux de naissance φpaq où a est
l’âge de l’immigrant, puis chaque individu donne à son tour naissance à d’autres
individus avec le même taux de naissance φ. La représentation en cluster de Hawkes
and Oakes (1974) requière que le nombre moyen d’enfants par individu qui est en
fait }φ} “ ş8
0
φpaqda vérifie }φ} ă 1. Une première contribution de ces travaux de
thèse sur les processus de Hawkes, détaillée dans le Chapitre 3, est de présenter le
cadre non-stationnaire permettant de construire le processus d’immigration avec âge
correspondant. Nous l’utiliserons ensuite pour étudier la dynamique d’une classe de
processus de Hawkes et quelques propriétés statistiques (transformées de Laplace,
moments) qui généralisent des résultats récents.
Dans la littérature, les propriétés statistiques des processus de Hawkes ont été
étudiées différemment dans le cadre stationnaire d’une part, et non stationnaire
d’autre part.
(i) Dans le cas stationnaire, Hawkes (1971) a étudié les moments d’ordre deux, tandis
qu’ Adamopoulos (1975) a étudié la fonction génératrice à l’aide de la représentation
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en cluster stationnaire de Hawkes and Oakes (1974). Une contribution importante
a été l’introduction par Brémaud and Massoulié (2002) du spectre de Bartlett pour
calculer les moments du processus de Hawkes stationnaire. Nous mentionnons éga-
lement deux contributions récentes qui utilisent la réprésentation de Hawkes and
Oakes (1974) : celui de Saichev and Sornette (2011) sur la fonction génératrice des
moments et Jovanović et al. (2014) sur une méthode graphique pour le calcul des
cumulants (des quantités équivalentes aux moments).
(ii) La caractérisation de la distribution des processus de Hawkes dans le cas non-
stationaire a eu un regain d’intérêt dans la littérature récente. Les techniques utilisées
diffèrent du cadre stationnaire, et en particulier ne reposent pas sur la représentation
en cluster. En fait, la technique commune à ces contributions récentes (voir Errais
et al. (2010), Aït-Sahalia et al. (2010), Dassios and Zhao (2011), et Da Fonseca and
Zaatour (2014)) est l’utilisation du fait que lorsque la fonction de fertilité φ possède
la forme particulière φpaq “ αeβa, le processus intensité λt est Markovien, ce qui
avait été établi par Oakes (1975). La compréhension de la dynamique de la pyra-
mide des âges va nous permettre d’étudier les propriétés d’une classe de processus
de Hawkes plus générale, pour laquelle le processus d’intensité n’est pas Markovien.
Dans la suite, nous détaillons les deux premières des trois principales contri-
butions concernant les processus de Hawkes avec immigrants généraux : (i) le
concept de pyramide des âges et sa dynamique, (ii) l’utilisation de cette pyramide
des âges pour calculer la distribution de processus de Hawkes généraux pour une
classe de fonctions de fertilité qui généralise le cas exponentiel (iii) la représentation
trajectorielle des processus de Hawkes avec immigrants généraux et du processus
de naissance avec immigration sous-jacent, qui découle du modèle général présenté
dans la Partie 1.2 précédente et sera détaillée dans le Chapitre 3. Nous présentons
d’abord cette démarche pour le processus de Hawkes standard et étendons ce cadre
aux processus de Hawkes avec immigrants généraux dans un deuxième temps.
1.3.2 La pyramide des âges des processus de Hawkes
La définition du processus de Hawkes standard est donnée ci-dessous. Soit pΩ,A,Pq
un espace de probabilité satisfaisant les conditions habituelles. On rappelle que le
processus d’intensité pλtq d’un processus de comptage pNtq est le processus pFNt q-
prévisible tel queNt´
şt
0
λsds est une pFNt q-martingale locale, où pFNt q est la filtration
canonique associée à pNtq.
Définition 1. Soit φ une fonction continue et positive. Un processus de Hawkes pNtq
avec fonction de fertilité φ est un processus de comptage avec filtration canonique
pFNt q qui admet une intensité de la forme
λt “ µ`
ÿ
Tnăt
φpt´ Tnq “ µ`
ż
p0,tq
φpt´ sqdNs, (1.27)
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où µ ą 0, et les pTnq sont les temps de saut de pNtq.
Cette définition donne la représentation de l’intensité en fonction du processus
lui-même, mais en réalité la majeure partie de l’information sur la population est
perdue lorsque l’on ne se base que sur cette forme. À ce titre, il est intéressant
de revenir à la dynamique de populations sous-jacente : des immigrants arrivent
dans la population au taux µ, et chaque individu d’âge a donne naissance à de
nouveaux individus avec un taux φpaq. Cette dynamique est cruciale pour l’étude
des processus de Hawkes ; l’objectif maintenant est de garder trace de tous les ages
dans la population. Une façon de le faire est de reprendre le cadre du modèle de
dynamique des populations. Si l’on veut compter le nombre Ztpr0, a¯sq d’individus
qui ont un âge plus petit que a¯ ą 0 au temps t, il suffit par exemple de regarder tous
les individus qui sont arrivés jusqu’en t, et d’y soustraire ceux arrivés avant t ´ a¯,
soit
Ztpr0, a¯sq “ Nt ´Nt´a¯ “
ż
p0,ts
1t´a¯ďsdNs “
ż
p0,ts
1t´sďa¯dNs.
On retrouve ici le cadre du modèle général : à un instant t, on a défini une mesure
que l’on appelle pyramide des âges et qui s’écrit
Ztpdaq “
ż
p0,ts
δt´spdaqdNs “
Ntÿ
n“1
δt´Tnpdaq. (1.28)
Comme dans le cadre général, on peut calculer une fonction f sur toute la pyramide
des âges par
xZt, fy “
ż
R`
fpaqZtpdaq “
ż
p0,ts
fpt´ sqdNs. (1.29)
Par exemple, on retrouve le processus de Hawkes en calculant la taille de la popula-
tion par Nt “ xZt,1y. On retrouve également le processus d’intensité de l’Équation
(1.27) par
λt “ µ` xZt´, φy.
Dans la Partie 1.2, nous avons mentionné le fait que le processus à valeur mesure
pZtq est un processus de Markov. Ceci suggère que toute l’information nécessaire
est contenue dans cette pyramide des âges qui évolue au cours du temps. Malheu-
reusement, cette information est trop vaste pour permettre de calculer des distribu-
tions du processus de Hawkes non-stationnaire dans le cas général. Dans la suite,
nous montrons comment identifier un certains nombre de composantes minimales à
ajouter au processus de Hawkes et à son intensité pour conserver une dynamique
Markovienne. Avant cela, nous aurons besoin d’étudier la dynamique de la pyramide
des âges. Celle-ci est présentée dans le lemme suivant, qui est un cas particulier de
la dynamique (1.21) décrite dans la Partie 1.2.
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Lemme 1. Pour toute fonction f P C1pR`q,
xZt, fy “ fp0qxZt,1y `
ż t
0
xZs, f 1yds. (1.30)
Le premier terme de l’Équation (1.30) est un terme de saut pur qui traduit
les arrivées d’individus d’âge 0 (naissance ou immigration), tandis que le second
terme de transport illustre le phénomène de vieillissement au cours du temps. En
particulier, on peut retrouver directement à partir de cette représentation que le
processus d’intensité λt “ µ ` xZt´, φy est Markovien dans le cas où le taux de
naissance est exponentiel, i.e. φpaq “ αeβa (voir Oakes (1975)). En effet, dans ce cas
φ1 “ βφ, et l’Équation (1.30) avec f ” φ permet d’obtenir la dynamique
dxZt, φy “ αdNt ` βxZt, φydt.
Comme dNt ne dépend du passé de pλtq qu’à travers la valeur courante λt, cela
montre la propriété de Markov.
1.3.3 La généralisation du cas exponentiel
Dans cette partie, nous présentons les principales contributions à l’étude des pro-
cessus de Hawkes standards, en particulier le calcul des premiers moments et de
la transformée de Laplace. La généralisation aux processus de Hawkes avec immi-
grants généraux sera présentée dans la Partie 1.3.4. Nous introduisons tout de suite
les hypothèses sur le taux de naissance qui généralisent de manière naturelle le cas
exponentiel.
Hypothèse sur le taux de naissance
Hypothèse 5. La fonction a P R` ÞÑ φpaqest positive, de classe CnpR`q, et il existe
c “ pc´1, ..., cn´1q P Rn`1 tel que φ vérifie
φpnq “ c´1 `
n´1ÿ
k“0
ckφ
pkq, (1.31)
avec les conditions initiales φpkqp0q “ mk, pour 0 ď k ď n´ 1.
L’Hypothèse 5 inclut des taux de naissance qui sont d’intérêt dans de nombreuses
applications. Pour n “ 1, on retrouve bien sûr le cas exponentiel, et à l’ordre su-
périeur n “ 2 nous avons déjà accès à des fonctions d’intérêt pour les applications
comme par exemple celles du type φpaq “ αaeβa. Sur la Figure 1.19, nous représen-
tons deux comportements intéressants à l’ordre n “ 2 : un retard à l’excitation sur
la figure de gauche, ou un changement de régime pour la figure de droite.
74
1.3. LA PYRAMIDE DES ÂGES DES PROCESSUS DE HAWKES
0 2 4 6 8 10
0.
0
0.
5
1.
0
1.
5
2.
0
(4*x+1)*exp(-x)
x
0 2 4 6 8 10
0.
0
0.
5
1.
0
1.
5
2.
0
exp(-3*x)+exp(-0.1*x)
x
Figure 1.19 – Exemples de taux de naissance vérifiant l’Équation (1.31) (n=2)
Caractérisons davantage ces taux de naissance. Introduisons d’abord le vecteur
m “ p1,m0, ...,mn´1qT , (1.32)
et la matrice
Cpcq “
¨˚
˚˚˚˚
˚˝
0 0
0 1
. . . . . .
0 1
c´1 c0 ¨ ¨ ¨ cn´2 cn´1
‹˛‹‹‹‹‹‚. (1.33)
L’Équation (1.31) peut s’écrire Φ1 “ CΦ avec Φ “ p1, φ, ..., φpn´1qqT , dont la solution
est donnée par Φpaq “ eaCm. La fonction φ est donc la deuxième coordonnée du
vecteur Φpaq. En particulier, si le polynôme P pyq “ yn ´řn´1k“0 ckyk est scindé, dont
les racines distinctes sont y1, ..., yp et les multiplicités associées n1, ..., np, alors φ
peut être écrite à une constante près comme
řp
i“1 Pipaqeyia où Pi est un polynôme
de degré au plus ni ´ 1.
Dynamique de la pyramide des âges Revenons à la dynamique de la pyra-
mide des âges au cours du temps. Celle-ci nous permet de capturer les composantes
minimales à ajouter au processus de Hawkes et à son intensité pour obtenir une
dynamique Markovienne. Ceci est donné dans la proposition suivante.
Proposition 4. Sous l’Hypothèse 5, le processus Xt “ pxZt, 1y, xZt, φy, ..., xZt, φpn´1qyqT
vérifie la dynamique
Xt “ Ntm`
ż t
0
CXsds, (1.34)
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où le vecteur m et la matrice C sont définis en (1.32) et (1.33) respectivement. En
particulier, X est un processus de Markov.
Calcul des premiers moments La dynamique (1.34) donne immédiatement le
comportement moyen du processus de Hawkes.
Proposition 5. Sous l’Hypothèse 5, la fonction (vectorielle) uptq :“ E rXts est la
solution de
u1ptq “ µm` Auptq, (1.35)
où la matrice A de taille pn` 1q ˆ pn` 1q est donnée par
A “ C `mJ, (1.36)
avec
J “ p0, 1, 0, ..., 0q, (1.37)
et le vecteur m et la matrice C sont définis en (1.32) et (1.33) respectivement.
Nous donnons ci-dessous la résolution de l’Équation (1.35) pour le premier mo-
ment pour le cas exponentiel φpaq “ e´ca (également donné par exemple par Dassios
and Zhao (2011)), ainsi qu’à l’ordre n “ 2 pour le cas φpaq “ α2ae´βa. Notons dans
ces exemples la différence de comportement dans les deux cas, et également pour
chaque cas les variations entre le régime critique tel que
ş8
0
φpaqda “ 1 et les régimes
sous- et sur-critiques.
Corollaire 1. Pour le processus de Hawkes avec φpaq “ e´ca, c ą 0,
ErNts “ µ
ˆ
t` t
2
2
˙
if c “ 1,
ErNts “ µ
1´ c
ˆ
ep1´cqt ´ 1
1´ c ´ ct
˙
, if c ‰ 1.
Corollaire 2. Pour le processus de Hawkes avec φpaq “ α2ae´βa, α, β ą 0,
ErNts “ µ
8β
`
1´ e´2βt˘` 3µ
4
t` βµ
4
t2, si α “ β,
ErNts “ µβ
2
β2 ´ α2 t`
αµ
2
ˆ
epα´βqt ´ 1
pα ´ βq2 ´
e´pα`βqt ´ 1
pα ` βq2
˙
, si α ‰ β.
Nous nous intéressons maintenant au calcul des moments d’ordre deux. Pour cela,
nous étudions la dynamique de la matrice Vt “ XtX¯t oùXt :“ pNt, xZt, φy, ..., xZt, φpn´1qyqT
et X¯t représente la transposée du vecteur Xt. Nous basons notre méthode sur le cal-
cul différentiel pour les processus à variation finie. Celle-ci pourrait être étendue aux
moments d’ordre supérieur ; cet aspect est laissé en perspective de recherche.
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Proposition 6. Le processus (matriciel) pVtq vérifie
dVt “ dNt
`
Xt´m¯`mX¯t´ `mm¯
˘` dt `VtC¯ ` CVt˘ .
En particulier, la matrice de variance-covariance vptq “ E rVts vérifie l’équation
différentielle ordinaire
v1ptq “ vptqA¯` Avptq ` µpmm¯` uptqm¯`mu¯ptqq ` Juptqmm¯, (1.38)
où uptq est solution de (1.35) et la matrice A est définie en (1.36).
Nous donnons deux exemples de formules explicites pour le cas φpaq “ e´ca et à
un ordre supérieur pour le cas φpaq “ β2ae´βa, qui correspond au cas critique. Ces
formules sont obtenues en résolvant l’Équation (1.38).
Corollaire 3. Pour le processus de Hawkes avec φpaq “ e´ca,
VarpNtq “ µt
ˆ
1` 3
2
t` 2
3
t2 ` 1
12
t3
˙
si c “ 1,
VarpNtq “ µp1´ cq3
„
1´ c{2
1´ c e
2p1´cqt `
ˆ
3c2 ´ 1
1´ c ´ 2ct
˙
ep1´cqt ´ c3t` cp1{2´ 3cq
1´ c

, si c ‰ 1.
Corollaire 4. Pour le processus de Hawkes avec φpaq “ β2ae´βa, la variance de
l’intensité est donnée par
Var pλtq “ βµ
ˆ
´ 7
128
` 3β
32
t` β
2
16
t2 ` 1´ βt
8
e´2βt ´ 9
128
e´4βt
˙
.
Transformée de Laplace Le résultat principal concernant les processus de Hawkes
standards, qui sera également étendu aux processus de Hawkes avec immigrants gé-
néraux, concerne la transformée de Laplace. Nous l’illustrerons numériquement dans
la Partie 1.3.5.
Proposition 7. Sous l’Hypothèse 5, la transformée de Laplace du processus de
Hawkes est donnée par
E rexp pθNT qs “ exp
#
´µ
˜
p´1qnGpnqp0q `
n´1ÿ
k“0
p´1qk`1ckGpkqp0q
¸+
, (1.39)
où G satisfait l’équation différentielle non-linéaire : pour tout 0 ď t ď T ,
p´1qn´1Gpn`1qptq `
n´1ÿ
k“0
p´1qkckGpk`1qptq ` exp
˜
θ ´ c´1Gptq `
n´1ÿ
k“0
bkG
pk`1qptq
¸
´ 1 “ 0,
avec conditions terminales GpkqpT q “ 0 pour 0 ď k ď n, et pour 0 ď k ď n ´ 1,
bk “ p´1qk
`
mn´1´k ´řn´1l“k`1mn´1´lcn´l`k˘.
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1.3.4 Les processus de Hawkes avec immigrants généraux
Dans cette partie, nous étudions le processus de Hawkes avec immigrants généraux
(voir Brémaud and Massoulié (2002)), défini ci-dessous.
Définition 2. Un processus de Hawkes avec immigrants généraux est un processus
de comptage pNtq dont l’intensité est donnée par
λt “ µptq `
ÿ
Tnăt
Φtpt´ Tn, Xnq `
ÿ
Skăt
Ψtpt´ Sk, Ykq, (1.40)
où les Tn sont les temps de saut de N , les Sk sont les temps de saut d’un processus
de comptage d’intensité déterministe ρptq et les Xn (resp. Ykq sont des variables
aléatoires positives, iid de distribution G (resp. H). Les pSkq, pYkq et pXnq sont
supposés indépendants les uns des autres.
Rappelons la dynamique dans ce modèle. Les Tn sont les temps de saut du proces-
sus pNtq : si un événement survient pour le système à la date Tn, l’intensité augmente
d’une quantité Φtpt ´ Tn, Xnq due à l’auto-excitation, où Xn est une marque tirée
indépendamment de Tn. En parallèle, des chocs externes surviennent aux temps
Sk et excitent le système en augmentant l’intensité d’une quantité Ψtpt ´ Sk, Ykq.
On peut retrouver le processus de Hawkes standard étudié précédemment en po-
sant Φtpa, xq “ φpaq et Ψtpa, xq “ 0. Les processus de Hawkes avec immigrants
généraux ont été introduits par Brémaud and Massoulié (2002) et étudiés dans un
cadre stationnaire. Leurs bonnes propriétés, flexibilité et facilité d’interprétation en
particulier, leur on fait connaître un regain d’intérêt dans une littérature récente mo-
tivée par des applications financières (voir Dassios and Zhao (2011), Wheatley et al.
(2014) et Rambaldi et al. (2014)). En particulier, la distribution de tels processus
a été étudiée par Dassios and Zhao (2011) dans le cas Φtpa, xq “ Ψtpa, xq “ xe´δa,
cadre dans lequel le processus d’intensité est Markovien. Nous illustrons dans cette
partie la contribution de ces travaux de thèse à l’étude des processus de Hawkes avec
immigrants généraux non-stationnaires pour une classe plus importante de fonctions
Φt et Ψt, ce qui généralise en particulier les travaux de Dassios and Zhao (2011) dans
cette direction. Pour ce faire, nous décrivons d’abord la dynamique de naissance avec
immigration avec âges et caractéristiques.
Description de la dynamique de naissance avec immigration La dynamique
que l’on décrit ici est celle d’un processus d’immigration-naissance avec âges et
caractéristiques. Nous représentons ce processus à l’aide de deux populations. Dans
chacune des populations, chaque individu a un âge a évoluant au cours du temps et
une caractéristique x P R`. La première population représente les chocs externes,
tandis que la seconde représente les événements (internes) pour le processus de
Hawkes. Chaque population piq, i “ 1 ou 2, est représentée au temps t comme une
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mesure qui met un poids en l’âge et en la caractéristique de chaque individu dans
la population, notée Zpiqt pda, dxq. Les deux populations sont définies sur la base de
la Définition 2 comme
Z
p1q
t pda, dxq “
ÿ
Skďt
δpt´Sk,Ykqpda, dxq et Zp2qt pda, dxq “
ÿ
Tnďt
δpt´Tn,Xnqpda, dxq.
(1.41)
On peut appeler Zpiqt structure de population dû au fait que les âges mais aussi les
caractéristiques sont représentées, au lieu de pyramide des âges que nous réservons
ici aux mesures en âge uniquement. Comme pour le modèle général et le processus
de Hawkes standard, on peut calculer une fonction de la structure globale de la
population, fonction qui peut en outre dépendre du temps. Soit une fonction ftpa, xq
du temps, de l’âge et de la caractéristique des individus. On peut la calculer sur toute
la population par
xZpiqt , fty “
ż
R`ˆR`
ftpa, xqZpiqt pda, dxq, (1.42)
pour i “ 1 ou i “ 2. Par exemple, le processus de Hawkes avec immigrants généraux
estN p2qt “ xZp2qt ,1y. De plus, son intensité λt définie dans l’Équation (1.40) se ré-écrit
λt “ µptq ` xZp2qt´ ,Φty ` xZp1qt´ ,Ψty.
Cette formulation montre le fonctionnement de la dynamique de naissance avec im-
migration.
(i) Décrivons d’abord la population p1q des chocs externes. Celle-ci est constituée
d’immigrants qui arrivent dans la population p1q au taux ρptq ; à l’arrivée, il a l’âge
0 et une caractéristique x tirée suivant la distribution H. Un individu pa, xq qui vit
dans la population p1q au temps t donne naissance au taux Ψtpa, xq. Le descendant
appartient à la population p2q ; il a l’âge 0 et une caractéristique tirée suivant la
distribution G.
(ii) Complétons maintenant la description de la population p2q. En plus des nais-
sances dues à des individus de la population p1q, la population p2q évolue suivant
deux autres types d’événement : immigration et naissances internes. Les immigrants
arrivent dans la population p2q au taux µptq avec l’âge 0 et une caractéristique tirée
suivant la distribution G. Chaque individu pa, xq vivant dans la population p2q au
temps t donne naissance au taux Φtpa, xq. Le descendant appartient également à la
population p2q ; il a l’âge 0, et une caractéristique tirée suivant la distribution G.
Cette dynamique est illustrée sur la Figure 1.20.
Comme pour l’étude du processus de Hawkes standard, une étape cruciale est
l’étude de la déformation de la structure de la population au cours du temps. En
d’autres termes, quelle est la dynamique du processus xZpiqt , fty pour i “ 1 ou 2 ?
Ceci est étudié dans le lemme suivant.
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Figure 1.20 – Dynamique du processus de naissance avec immigration : des im-
migrants arrivent dans la population p1q (chocs externes). Puis chaque individu 1
donne naissance à des individus 2 (événements dus à des chocs externes). En paral-
lèle, des immigrants arrivent dans la population (2) (événements dus à l’intensité de
base). Finalement, chaque individu 2 se reproduit (auto-excitation). Le processus de
Hawkes avec immigrants généraux est donné par le nombre d’individus 2.
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Lemme 2. Pour toute fonction f : pt, x, aq ÞÑ ftpa, xq dérivable en t et a, la dyna-
mique du processus xZpiqt , fty pour i “ 1 ou 2 est donnée par
dxZpiqt , fty “
ż
R`
ftp0, xqN piqpdt, dxq ` xZpiqt , p Ba ` Btqftydt,
où les mesures ponctuelles N p1q et N p2q sont données par
N p1qpdt, dxq “
ÿ
kě1
δpSk,Ykqpdt, dxq et N p2qpdt, dxq “
ÿ
ně1
δpTn,Xnqpdt, dxq. (1.43)
Comme le Lemme 1, cette formulation détaille la partie de saut pur (terme de
gauche) et la partie vieillissement et dépendance en temps (terme de droite). Le fait
que le terme de transport dépende à la fois de xZpiqt , Bafty et xZpiqt , Btfty est le point
de départ du résultat que nous présentons dans la suite.
Résultat principal Nous introduisons les hypothèses nécessaires pour obtenir
une dynamique Markovienne (non-homogène) de dimension finie.
Hypothèse 6. (i) Les taux de naissance Φ et Ψ sont positifs et vérifient Φtpa, xq “
vptqφpa, xq et Ψtpa, xq “ wptqψpa, xq, où
φpnqpa, xq “ c´1 `
n´1ÿ
k“0
ckφ
pkqpa, xq et vppqptq “ d´1ptq `
p´1ÿ
l“0
dlptqvplqptq,
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avec n, p ě 1 et les conditions initiales φpkqp0, xq “ φpkq0 pxq, et
ψpmqpa, xq “ r´1 `
m´1ÿ
k“0
rkψ
pkqpa, xq et wpqqptq “ k´1ptq `
q´1ÿ
l“0
klptqwplqptq,
avec m, q ě 1 et les conditions initiales ψpkqp0, xq “ ψpkq0 pxq. Insistons ici sur le
choix de notation f pkqpa, xq “ Bkafpa, xq.
(ii) Les fonctions pdlq´1ďlďp´1 et pklq´1ďlďq´1 sont continues.
L’Hypothèse 6 définit une classe variée de fonctions de fertilité de la forme
Φtpa, xq “ vptqφpa, xq. Pour caractériser la partie φpa, xq indépendante du temps,
introduisons le vecteur F pa, xq tel que F “ p1, φ, ..., φpn´1qqT . Dans ce cas, F 1 “ CF ,
où C est définie en (1.33). En particulier, si le polynôme P pyq “ yn ´řn´1k“0 ckyk est
scindé avec racines distinctes y1, ..., yp et les multiplicités associées n1, ..., np, alors
φ peut s’écrire à une constante additive près comme
řp
i“1 Pipx, aqeyia où Pi est un
polynôme en a de degré au plus ni´1 et dont les coefficients peuvent dépendre de x.
Ceci inclut en particulier le cadre du processus de contagion dynamique de Dassios
and Zhao (2011) où Φtpa, xq “ Ψtpa, xq “ xe´δa. L’Hypothèse 6 prend également en
compte des taux de naissance dépendant du temps, ce qui est d’intérêt de manière
générale pour l’étude de certains processus de Hawkes non-stationnaires, et en par-
ticulier pour inclure de la saisonnalité. Par exemple, on peut penser à un taux de
naissance de la forme cos2pαtqφpa, xq où vptq “ cos2pαtq satisfait v2 “ 4α2p1´ vq.
Détaillons maintenant la contribution principale à l’étude des processus de Hawkes
avec immigrants généraux : la martingale exponentielle et la transformée de Laplace.
Pour assurer l’existence de solutions, nous avons besoin de l’hypothèse suivante :
Hypothèse 7. Pour tout λ ą 0,ż
R`
exp
ˆ
λ max
0ďkďn´1φ
pkq
0 pxq
˙
Gpxqdx ă `8.
Le résultat principal est donné ci-dessous. Remarquons que la trace de la matrice
u¯M , donnée par Trpu¯Mq “ řk,l uk,lMk,l calcule une combinaison linéaire des com-
posantes de la matrice M , et rappelons que u¯ désigne la transposée de la matrice
u.
Théorème 2. Définissons pour ´1 ď k ď n´ 1 et ´1 ď l ď p´ 1,
Xk,lt :“ xZp2qt , BkaBltΦty et pour ´1 ď k ď m´ 1 et ´1 ď l ď q ´ 1,
Y k,l :“ xZp1qt , BkaBltΨty. Introduisons les deux processus à valeur matricielle
M
p2q
t “
´
X
pk,lq
t
¯
´1ďkďn´1,´1ďlďp´1
et M p1qt “
´
Y
pk,lq
t
¯
´1ďkďm´1,´1ďlďq´1
.
Soit FM la filtration canonique engendrée par pM p1q,M p2qq. Sous l’Hypothèse 6,
nous avons les résultats suivants.
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(i) Pour toute fonction dérivable (matricielle) pAp1qt q et pAp2qt q de dérivées notées
pA˚p1qt q et pA˚p2qt q, le processus ci-dessous est une FM -martingale :
exp
" 2ÿ
i“1
Tr
´
A
piq
t M
piq
t
¯
´
ż t
0
Tr
´
Apiqs C
piqM piqs ` Apiqs M piqs D¯piqs ` A˚piqs M piqs
¯
ds
´
ż t
0
ż
R`
´
eTrpAp1qs W p1qps,xqq ´ 1
¯
ρpsqHpxqdxds
´
ż t
0
ż
R`
´
eTrpAp2qs W p2qps,xqq ´ 1
¯ `
µpsq `M p1qs r0, 0s `M p2qs r0, 0s
˘
Gpxqdxds
*
,
(1.44)
avec
• W p1qk,l pt, xq “ wplqptqψpkq0 pxq pour ´1 ď k ď m´ 1 et ´1 ď l ď q ´ 1,
• W p2qk,l pt, xq “ vplqptqφpkq0 pxq pour ´1 ď k ď n´ 1 et ´1 ď l ď p´ 1,
• Cp1q “ Cprq, Cp2q “ Cpcq, Dp1qt “ Cpkptqq et Dp2qt “ Cpdptqq où la fonction
Cp.q qui transforme un vecteur en une matrice est définie en (1.33).
(ii) Pour toutes matrices réelles u et v de dimensions pn` 1qpp` 1q et
pm` 1qpq ` 1q respectivement, la transformée de Laplace jointe s’écrit
E
”
exp
´
Trpu¯M p1qt ` v¯M p2qt q
¯ı
“ exp
"ż t
0
ż
R`
´
eTrpAp1qs W p1qps,xqq ´ 1
¯
ρpsqHpxqdxds
`
ż t
0
ż
R`
´
eTrpAp2qs W p2qps,xqq ´ 1
¯
µpsqGpxqdxds
*
,
où
pour i P t1, 2u, A˚piqt ` Apiqt Cpiq ` D¯piqt Apiqt “
"ż
R`
´
1´ eTrpAp2qt W p2qpt,xqq
¯
Gpxqdx
*
K,
(1.45)
avec conditions terminales
A
p1q
T “ u¯ et Ap2qT “ v¯, (1.46)
où la matrice K est donnée par K “ J¯J et J est définie en (1.37). De plus, sous
l’Hypothèse 7, il existe une unique solution aux Équations (1.45)-(1.46).
1.3.5 Illustrations numériques
L’interprétation des processus de Hawkes avec immigrants généraux en terme de
population permet d’utiliser l’Algorithme 1 décrit dans la Partie 1.2 pour la simu-
lation. Ce procédé de thinning a l’avantage de s’appliquer à des taux de naissance
généraux (voir une autre méthode Dassios et al. (2013) dans le cas de taux de nais-
sance exponentiels, et plus efficace dans ce cadre). Au-delà de la mise en oeuvre
la procédure de thinning, nous mettrons ici l’accent sur l’illustration des formules
explicites et semi-explicites que nous avons établies.
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Description de quelques trajectoires Nous proposons ici d’illustrer les diffé-
rents comportements d’un processus de Hawkes lorsque l’on fixe le même nombre
moyen d’enfants par individu. Prenons par exemple les taux de naissance φ1paq “ e´a
et φ2paq “ ae´a (voir Figure 1.21), qui sont tels que leur intégrale vaut 1 : il s’agit
donc du régime critique. Ce régime est intéressant en soi car il n’est de fait pas
adressé dans l’étude des processus de Hawkes stationnaires (régime sous-critique)
et se situe à la frontière. Nous représentons les résultats liés à la simulation d’une
trajectoire avec taux de naissance φ1 et φ2 sur les Figures 1.22 et 1.23 ; nous y re-
présentons le processus de Hawkes lui-même, le nombre d’événements par unité de
temps, la processus intensité au cours du temps, et enfin la pyramide des âges finale.
Remarquons d’abord, comme attendu, le lien entre l’intensité du processus et le
nombre d’événements par unité de temps, et au-delà la propriété dite de clustering
du processus de Hawkes qui rend compte de l’arrivée "par paquets" des événements.
Remarquons également que dans la simulation de processus de Hawkes, la repré-
sentation de processus intensité come celui de la Figure 1.23 est plutôt peu habituelle,
car en général c’est le cas exponentiel qui est représenté. Si la forme de ce processus
intensité est caractéristique du retard à l’excitation, c’est aussi l’implémentation de
celui-ci qui le distingue du cas exponentiel. En effet, dans le cas exponentiel, on
est capable de tracer l’intensité dans un intervalle en ayant uniquement retenu les
deux sauts adjacents qui en forment les bornes. En revanche, mettre en mémoire ces
deux sauts n’est pas suffisant pour reconstruire l’intensité dans le cas de la Figure
1.23. Il faut alors ajouter une composante supplémentaire : ceci ne fait que traduire
numériquement la contrainte de dimension minimale de la dynamique Markovienne
sous-jacente.
Enfin, notons que le nombre d’événements dans le temps est similaire (à retour-
nement du temps près) à la pyramide des âges finale ; ceci supporte l’intuition que
toute l’information est contenue dans cette pyramide des âges.
Premiers moments Nous souhaitons maintenant illustrer les formules explicites
obtenues pour les premiers moments. Remarquons que l’auto-excitation due à φ1
étant immédiate et celle relative à φ2 étant retardée, il est clair que ceci pousse le
processus à croître plus rapidement avec φ1. Nous allons confirmer cette remarque
en traçant sur la Figure 1.24 la moyenne explicite du processus de Hawkes, voir
Corollaires 1 et 2. Sur la Figure 1.25, nous représentons également la variance de
l’intensité du processus de Hawkes pour chaque fonction de naissance. Ces représen-
tations nous donnent une première quantification des différences de comportement
de ces deux modèles considérés dans le régime critique.
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Figure 1.21 – Fonctions φ1paq “ e´a (courbe pleine) et φ2paq “ ae´a (courbe en
pointillés)
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Figure 1.22 – De haut en bas : processus de Hawkes, nombre d’événements par
unité de temps, intensité du processus de Hawkes et pyramide des âges finale avec
µ “ 0.15 et φ1paq “ e´a.
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Figure 1.23 – De haut en bas : processus de Hawkes, nombre d’événements par
unité de temps, intensité du processus de Hawkes et pyramide des âges finale avec
µ “ 0.15 et φ2paq “ ae´a.
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Figure 1.24 – Moyenne du processus de Hawkes pour les fonctions φ1paq “ e´a
(courbe pleine) et φ2paq “ ae´a (courbe en pointillés)
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Figure 1.25 – Variance de l’intensité du processus de Hawkes pour les fonctions
φ1paq “ e´a (courbe pleine) et φ2paq “ ae´a (courbe en pointillés)
Fonction génératrice et probabilités d’atteinte de seuil Sur la base de la
Proposition 7, nous illustrons ici le calcul numérique de la fonction génératrice
EruNT s (la probabilité de survie au temps T d’un système qui survit à chaque choc
avec la probabilité u), ainsi que des quantités de type PpNT “ kq “ 1k!BkuE
“
uNT
‰|u“0
(la probabilité d’avoir subi exactement k chocs avant le temps T ). Nous avons im-
plémenté des schémas de discrétisation pour résoudre l’équation différentielle non-
linéaire satisfaite par G, et comparé les approches explicites et implicites ; celles-ci
nous ont fourni des résultats similaires. Nous avons également mis en oeuvre une
sélection (graphique) du pas de discrétisation optimal pour le calcul des dérivées.
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Les deux mêmes cas critiques sont comparés : le cas exponentiel φpaq “ e´a (cas 1)
et à un ordre supérieur le cas φpaq “ ae´a (cas 2). Les résultats sont détaillés dans
les Tableaux 1.1 et 1.2 avec trois chiffres significatifs. Comme suggéré dans les ré-
sultats numériques précédents, même si le nombre moyen d’enfants par individu est
le même, les résultats sont assez différents car ils dépendent de la forme de chaque
taux de naissance. Ceci renforce la motivation pour utiliser des taux de naissance
au delà du cas exponentiel. En particulier, ces résultats permettent de mesurer l’im-
pact du retard à l’excitation introduit dans le cas 2 par la fonction φpaq “ ae´a.
Pour conclure cette expérimentation numérique, insistons sur le fait que l’approxi-
mation numérique des dérivées à des ordres plus importants nécessite des méthodes
de dérivation numérique plus poussées.
u 0.1 0.3 0.5 0.7 0.9
Case 1, φpaq “ e´a 0.490 0.532 0.588 0.672 0.828
Case 2, φpaq “ ae´a 0.494 0.546 0.615 0.714 0.874
Table 1.1 – Valeurs estimées de EruNT s avec µ “ 0.15 et T “ 5.
k 0 1 2 3 4
Case 1, φpaq “ e´a 0.472 0.165 0.0894 0.0577 0.0407
Case 2, φpaq “ ae´a 0.472 0.203 0.113 0.0700 0.0451
Table 1.2 – Valeurs estimées de PpNT “ kq avec µ “ 0.15 et T “ 5.
1.3.6 Conclusion et perspectives
La pyramide des âges semble constituer un outil intéressant pour l’étude des pro-
cessus de Hawkes généraux, son principal avantage étant de garder trace de tous
les événements passés grâce aux âges des individus. Ceci a permis d’étudier une
classe de processus de Hawkes avec immigrants généraux dont les taux de naissance
sont des généralisations du cas exponentiel en âge, pouvant également dépendre du
temps. Avec la représentation trajectorielle que nous proposons dans ce travail, et
qui est décrite dans le Chapitre 3, les deux définitions courantes des processus de
Hawkes semblent alors réconciliées : d’une part la définition par le mécanisme d’im-
migration et de branchement, basée sur la représentation en cluster, et d’autre part
la définition sous la forme d’un processus de comptage avec sa propre intensité.
Nous proposons ci-dessous un ensemble de perspectives sur ces travaux.
(i) Les résultats présentés pourraient être étendus. En particulier il serait immédiat
de calculer les premiers moments des processus de Hawkes avec immigrants géné-
raux en reprenant la méthode proposée pour les processus de Hawkes standards. On
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pourrait également décrire les corrélations inter-temporelles avec la même démarche
que pour les moments d’ordre deux.
(ii) Le lien fait ici entre les processus de Hawkes avec immigrants généraux et les
modèles de processus à valeur mesure pourrait être approfondi dans la direction des
théorèmes limites. En particulier, l’équation déterministe (1.10) donne le compor-
tement macroscopique (voir Partie 1.2.4) des processus de Hawkes avec immigrants
généraux pour des taux de naissance quelconques.
(iii)En terme d’application statistique, il serait intéressant d’investiguer l’estimation
par la méthode des moments en se basant sur les formules explicites proposées. Il
serait également intéressant d’analyser la vraisemblance du modèle pour des taux
de naissance plus généraux que des sommes d’exponentielles, utilisées jusqu’ici dans
la littérature.
(iv) Enfin, pour contribuer au débat actuel sur la pertinence d’inclure des chocs
externes dans les modélisations en finance, il serait intéressant de mesurer le biais
induit par l’estimation d’un processus de Hawkes standard sur des observations is-
sues d’un processus de Hawkes avec immigrants généraux.
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1.4 Les causes de décès dans la dynamique de po-
pulation
La compréhension de la dynamique d’une population, en particulier sa structure en
âge et son évolution au cours du temps, est réalisée dans ces travaux de thèse par
une analyse des caractéristiques démographiques à un niveau plus détaillé. Nous
déclinons ici cette démarche en analysant la mortalité nationale par causes de décès.
Par cause nous entendons ici la chose suivante : dans les données, lorsqu’un décès
est renseigné, en plus de la date de décès nous disposons de la cause (principale)
ayant été identifiée. Par exemple, il peut s’agir d’une mort accidentelle, ou due à un
cancer, ou à une autre maladie identifiée. Cette classification sera à la base de notre
analyse, mais mentionnons ici qu’elle peut faire l’objet de nombreux débats. D’abord
aux âges élevés, pour lesquels il est parfois difficile de proposer une cause principale.
Également, la mention d’une unique cause pose problème à tous les âges car elle ne
permet pas de capturer la dépendance qu’il peut y avoir entre les différentes causes
de décès.
La classification internationale des maladies (International Classification of Di-
seases, ICD) est utilisée par l’Organisation Mondiale de la Santé (OMS) pour coder
de manière commune les décès par cause depuis les années 1950 et pour plus de 200
pays. Les détails des causes sont nombreuses et peuvent être regroupées en grandes
familles. Par exemple, pour la France on dispose de 4563 codes de causes de décès
différents. Dans la littérature, les études sur la mortalité par causes de décès ont
largement contribué à la compréhension de la structure en âge de la mortalité, et
également à un certain nombre d’intuitions sur son évolution dans le temps. En
particulier, une grande question abordée dans la littérature concerne l’impact d’une
suppression de cause de décès sur la mortalité générale, par exemple pour modéliser
une innovation médicale qui éradiquerait certains cancers. Les modèles de dyna-
mique des populations permettent d’approfondir cette question. En effet, ceux-ci
donnent l’évolution de la structure en âge de la population au cours du temps sur la
base de taux de naissance et de mort qui dépendent de l’âge. Alors que les études ac-
tuelles sur les causes de décès s’intéressent à l’impact de suppression de cause sur la
mortalité agrégée, la contribution de cette partie est de combiner ces deux domaines
pour tenter de répondre à la question suivante : quel serait l’impact d’une réduc-
tion ou suppression de cause de décès sur la pyramide des âges ? La pyramide des
âges est une quantité cruciale pour l’analyse démographique, mais également pour
les systèmes de retraite par répartition basés sur des équilibres inter-générationnels.
Quant aux assureurs, cette pyramide des âges leur donne une information cruciale
pour évaluer la façon dont les institutions produisent les données de mortalité natio-
nales de référence. En particulier, la dynamique de population permet dans ce cadre
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de montrer comment les taux de naissance influent sur la pyramide des âges et le
calcul des expositions au risque (voir la discussion de la Partie 1.1.2 sur ce thème).
1.4.1 La mortalité par causes de décès
Dans notre application aux populations humaines, nous nous intéressons à des in-
dividus caractérisés par un âge et un sexe, deux variables qui sont connues comme
discriminantes concernant la mortalité, et en particulier la mortalité par cause de
décès. Dans la littérature actuarielle et biostatistique, un cadre très répandu de mo-
délisation considère que chaque individu, femme ou homme, est exposé à d causes
de décès en compétition. Par exemple, celles-ci peuvent être le cancer, les maladies
d’un type donné (circulatoires, respiratoires,...) ou les accidents. Nous décrivons ce
modèle dit à risques compétitifs dans ce qui suit.
Le modèle à risques compétitifs On représente la durée de vie d’un individu
de sexe  ( “ f pour les femmes et  “ m pour les hommes) par la variable aléatoire
τ , de fonction de survie Spaq “ Ppτ  ą aq. On rappelle que l’on retrouve le taux
de hasard, ou force de mortalité, par
µpaq “ Ppa ă τ
 ď a` da | τ  ą aq
da
“ ´d lnpS
paqq
da
. (1.47)
Dans le modèle à risques compétitifs, on attache à chaque individu de sexe  un
vecteur de durées de vie potentielles pτ 1 , τ 2 , ..., τ dq, dont chaque coordonnée corres-
pond à chacune des d causes de décès. Le décès de l’individu a lieu lorsque l’une de
ces horloges en compétition sonne. En d’autres termes, la durée de vie τ  est définie
comme le minimum entre toutes les durées de vie en compétition : τ  “ min
1,...,d
τ i . La
fonction de survie s’écrit alors Spaq “ Ppτ 1 ą a, ¨ ¨ ¨ , τ d ą aq. Etant donné ce cadre
de modélisation, un intérêt réside dans l’évaluation de l’impact de la suppression ou
de la diminution d’une ou plusieurs causes de décès. Pour cela, il faut avoir accès à
la loi des variables τ i , qui sont les durées associées à chaque cause. Or en pratique,
on n’observe que la durée de vie τ , et également la cause qui a engendré le décès,
c’est à dire que l’on connaît quel τ i a réalisé le minimum. Le problème d’identi-
fiabilité du modèle à risques compétitifs est bien connu (voir (Tsiatis (1975)) : on
ne peut pas, à partir de telles données, identifier les lois marginales des τ i et leur
structure de dépendance. Ainsi, pour déterminer les lois marginales à partir des ob-
servations, il est nécessaire de faire une hypothèse sur la structure de dépendance
des durées de vie associées à chaque cause. Ces hypothèses et la littérature associée
sont discutées plus en détail dans le Chapitre 4. Dans ce qui suit, nous introduisons
l’hypothèse d’indépendance et ses conséquences immédiates permettant de simplifier
l’étude dans cette direction.
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L’hypothèse d’indépendance Sous l’hypothèse d’indépendance entre les causes
de décès, la fonction de survie s’écrit Spaq “ śdi“1 Si paq et le taux de décès est la
somme des taux associés à chaque cause, i.e. µpaq “ řdi“1 µipaq, où µi est tel que
Ppτ i ą aq “ exp
`´ şa
0
µipsqds
˘
. La quantité µipaq est appelée la force de mortalité
nette pour la cause i, le sexe  et l’âge a. Formellement, elle représente la probabilité
de décéder instantanément sachant que l’on est en vie à l’âge a dans un monde où
seule la cause i existe :
µipaq “ Ppa ă τ

i ď a` da | τ i ą aq
da
. (1.48)
Comme nous l’avons décrit précédemment, en pratique les durées de vie associées
à chaque cause ne sont pas totalement observées. Cependant, ce que l’on peut estimer
à partir des données est la distribution de τi pour les individus qui sont décédés de
cette cause i, car dans ce cas précis la durée τi est bien observée. En d’autres termes,
il est possible d’estimer la probabilité Ppτi P ra, a ` daq, τ “ τiq. Par indépendance
entre les durées associées à chaque cause, cette quantité s’écrit
Ppτi P ra, a` daq, τ “ τiq “ Sipaqµipaqda
ź
k‰i
Skpaq “ Spaqµipaqda.
Ainsi, il est possible de retrouver la force de mortalité nette par
µipaq “ Ppτi P ra, a` daq, τ “ τi | τ ą aq
da
.
Dans la littérature actuarielle, la quantité de droite est appelée force de mortalité
brute, et peut être estimée directement à partir des données de décès et des exposi-
tions au risque par cause. Une conséquence cruciale de l’hypothèse d’indépendance
est donc que cette estimation capture la force de mortalité nette, en d’autres termes
que les marginales peuvent être estimées directement à partir des données. Pour
d’autres structures de dépendance, on peut trouver des équations liant les quantités
brutes aux quantités nettes (voir par exemple Carriere (1994) et la discussion dans
le Chapitre 4).
Les données de l’OMS Nous détaillons ici les données de mortalité par cause de
décès que nous utiliserons pour les applications. Nous nous basons sur les données
de l’OMS pour la France et l’année 2008. Nous regroupons les causes de décès élé-
mentaires (au nombre de 4563) en 6 grandes classes. Ces 6 classes sont les cancers,
les maladies de l’appareil circulatoire, celles de l’appareil respiratoire, les causes ex-
ternes, les maladies infectieuses et parasitaires, et enfin les autres causes regroupées
dans un même classe. La proportion des décès associée à chaque cause dans la po-
pulation française en 2008 est donnée dans le Tableau 1.3. Les trois causes les plus
importantes sont les cancers, les maladies de l’appareil circulatoire et la catégorie
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des autres causes. Décrivons un peu plus en détail cette dernière : on y retrouve
d’abord les maladies du système nerveux (21% des autres causes), du métabolisme
(16%), de l’appareil digestif (13%) et les troubles mentaux (12%). Dans le total des
décès, les maladies infectieuses et parasitaires, celles du système respiratoire et les
causes externes sont moins représentées. Celles-ci peuvent néanmoins constituer une
proportion importante des décès à certains âges. Par exemple, les causes externes
représentent 55% des décès pour les individus d’âge entre 10 et 20 ans, et 46% des
décès pour ceux entre 20 et 40 ans, ce qui est caractéristique de la bosse à accidents.
Pour approfondir l’analyse de la mortalité aux différents âges, revenons à l’esti-
mation des taux de mortalité par cause. Ceux-ci serviront de paramètres de base au
modèle dynamique de population. Pour chacune des causes (élémentaires ou agré-
gées), chaque sexe et chaque classe d’âge, on dispose du nombre de décès et de
l’exposition au risque estimée. Nous estimons alors le taux de mortalité pour chaque
classe d’âge par le ratio du nombre de décès et de l’exposition au risque. En fait,
les données relatives au nombre de décès sont données par classes d’âge de cinq
ans, excepté les classes "0","1-4" et "95+". Les données d’exposition au risque sont
quand à elles indiquées pour ces mêmes classes d’âge, sauf la dernière classe "85+".
Afin d’utiliser l’information précieuse de la mortalité aux grands âges, nous utilisons
les expositions au risque estimées de la base de données HMD (Human Mortality
Database) pour les classes d’âge "85-89", "90-94" et "95+". Pour avoir une intuition
sur la faisabilité de cette approximation entre les deux bases de données, nous avons
comparé les expositions au risque OMS et HMD, et avons mesuré des différences
relatives toujours plus faibles que 2%. Les taux de décès ainsi estimés par cause sont
représentés sur la Figure 1.26. Une première remarque est que la forme de la mor-
talité en fonction de l’âge est très différente selon la cause considérée. Ceci permet
d’analyser la mortalité générale de manière plus fine. En particulier, l’exemple le
plus frappant est la mortalité due aux causes externes (qui représentent essentielle-
ment les accidents) pour laquelle on récupère la "bosse à accidents" de la mortalité
générale. Ces différentes formes suggèrent qu’une diminution de cause modifiera la
population de manière très spécifique.
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Intitulé de la classe %
Cancers 30 %
Autres causes 28 %
Maladies de l’appareil circulatoire 27 %
Maladies de l’appareil respiratoire 6 %
Causes externes 7 %
Maladies infectieuses et parasitaires 2 %
Total 100 %
Table 1.3 – Répartition des décès par classe de cause pour la France en 2008
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Figure 1.26 – Taux de mortalité par cause de décès estimés pour la population
française en 2008
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Comment supprimer une cause de décès ? Le cadre du modèle à risques
compétitifs permet en théorie de tester comment se déforme la mortalité si l’on
"supprime" une cause, par exemple pour modéliser qu’un médicament permet de
soigner les maladies d’un type donné. Pour modéliser une telle suppression, on a
besoin d’une définition rigoureuse. Dans la littérature des modèles à risques compé-
titifs, deux définitions ont été partiellement étudiées et testées : ignorer et éliminer
(voir Elandt-Johnson (1976) et Dimitrova et al. (2013)).
(i) Ignorer On dit que la cause k est ignorée si la durée de vie τ  est remplacée par
τ p´kq “ min1ďiďn,i‰k τ i . Avec cette définition, la variable aléatoire τ p´kq s’interprète
comme la durée de vie des individus de sexe  dans un monde où la cause k n’existe
plus.
(ii) Eliminer Une autre définition est l’élimination de la cause k. Dans ce cas, la
durée de vie est conditionnée au fait que la durée de vie τ k associée à la cause k tend
vers l’infini. La fonction de survie devient donc Ppτ  ą t | τ k Ñ `8q. Avec cette
définition, on modélise le fait que la durée de vie associée à la cause k est repoussée
à une valeur arbitrairement grande.
Malgré leurs différences en terme d’interprétation, ces deux définitions sont équiva-
lentes lorsque les durées de vie associées à chaque cause sont indépendantes les unes
des autres. On utilisera alors le même terme de suppression pour faire référence à
l’une ou l’autre de ces définitions. Une autre conséquence de l’indépendance, autre
que l’estimation directe des marginales à partir des données, est donc de faire cor-
respondre ces deux définitions et ainsi de simplifier l’étude dans cette direction.
La suppression complète d’une cause de décès ayant un poids important pouvant
paraître irréaliste, nous aurons besoin de tester la diminution d’une cause donnée.
On dira que la cause k est réduite d’un facteur α P r0, 1s pour les individus de sexe
 si le taux de décès µpaq devient
p1´ αqµkpaq `
ÿ
1ďiďn,i‰k
µipaq.
1.4.2 Dynamique de pyramide des âges et ratio de dépen-
dance
Les taux de mortalité par cause de décès permettent de comprendre les durées de
vie individuelles des hommes et des femmes dans une population statique, dans
le cas d’une réduction ou d’une élimination de cause de décès. Cependant, cette
étude statique basée sur la mortalité ne donne pas d’information sur l’évolution
de la population ni l’interdépendance entre la réduction de causes d’une part et le
niveau de fertilité ou de migration d’autre part. Pour comprendre l’évolution de la
population, en particulier la dynamique de la pyramide des âges, il est nécessaire de
reprendre le modèle de population introduit dans la Partie 1.2, décliné ici sous la
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forme d’un modèle à deux sexes structuré en âge. Pour comprendre cette dynamique,
il faut s’intéresser à la structure en âge de la fertilité, ce que nous discutons dans la
suite.
Taux de naissance Dans le modèle de population, chaque individu de sexe  et
d’âge a donne naissance au taux bpaq. Rappelons que dans la dynamique aléatoire,
cela se traduit par le fait que le premier temps de naissance T b est donné par sa
fonction de survie PpT b ą aq “ exp
`´ şa
0
bpsqds˘, qui représente la probabilité que
l’individu donne pour la première fois naissance après l’âge a. Cet individu peut don-
ner naissance à plusieurs enfants : les temps successifs de naissance sont distribués
suivant les temps de saut d’un processus de Poisson non-homogène pN baqaě0 d’inten-
sité a ÞÑ bpaq, arrêté au décès de l’individu au bout d’une durée τ . Suite à cette
remarque, on peut par exemple calculer le nombre moyen d’enfants par individu :
E
“
N bτ
‰ “ ż `8
0
bpaqe´
şa
0 µ
psqdsda.
À la naissance, le nouvel individu est une femme avec probabilité p et un homme avec
probabilité 1 ´ p. Dans notre application, nous supposerons que seules les femmes
peuvent donner naissance. Ce choix est guidé par l’absence de données fiables sur
l’âge du père à la naissance, et donc sur l’estimation de potentiels taux de naissance
pour les hommes. On notera dans la suite bf paq ou bpaq le taux de naissance pour
les femmes. Inclure un taux de naissance pour les hommes serait intéressant, par
exemple pour modéliser les chocs de naissance autour des périodes de guerre. En
outre, on pourrait faire dépendre le taux de naissance individuel pour les femmes par
exemple de la taille totale de la population, ou des tailles respectives des populations
hommes ou femmes. Nous avons réalisé plusieurs tests d’estimation dans ce sens,
mais ceux-ci n’ont exhibé aucune relation exploitable. Ces aspects sont laissés pour
des recherches futures.
Dynamique déterministe Nous commençons par rappeler la dynamique déter-
ministe de la population, qui est un cas particulier de l’approximation grande po-
pulation du modèle présenté dans la Partie 1.2. Les modèles à deux sexes font
toutefois l’objet d’une littérature bien spécifique, en particulier en démographie
(voir par exemple Iannelli et al. (2005)). Cette littérature est discutée dans le Cha-
pitre 4, auquel nous renvoyons le lecteur pour plus de détails. Notons gp, a, tq
la quantité d’individus de sexe  and age a at time t, et introduisons le vecteur
gpa, tq “
˜
gpf, a, tq
gpm, a, tq
¸
. Sa dynamique est donnée par l’équation aux dérivées par-
tielles suivante :
p Ba ` Btqgpa, tq “ ´Dpaqgpa, tq, (1.49)
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gp0, tq “
ˆż
R`
gpf, a, tqb paq da
˙˜
p
1´ p
¸
, (1.50)
avec Dpaq “
˜
µf paq 0
0 µmpaq
¸
, et une condition initiale donnée gpa, 0q “ g0paq
pour tout a ě 0. L’interprétation d’une telle équation a été faite dans la Partie
1.2. Rappelons seulement ici que nous travaillons avec une quantité d’individus au
sens où gpf, a, tq et gpm, a, tq sont des nombres réels, qui représentent la population
moyenne. Notons que dans notre application particulière, ces équations illustrent le
comportement autonome de la population des femmes, tandis que renouvellement de
la population des hommes est calculé à chaque instant à partir de la population de
femmes. L’avantage de cette dynamique déterministe est d’être rapide à mettre en
œuvre d’un point de vue numérique, grâce à un schéma de discrétisation classique qui
est décrit dans le Chapitre 4. Ceci nous permettra d’avoir des premières intuitions
sur la dynamique de la pyramide des âges au cours du temps.
De la dynamique déterministe à la dynamique aléatoire L’équation déter-
ministe nous donne de l’information sur l’évolution de la pyramide des âgesmoyenne.
En pratique, on s’intéresse à cette pyramide des âges mais également à des quantités
non-linéaires comme le ratio de dépendance. Celui-ci est défini ici comme la popu-
lation des personnes agées d’au moins 65 ans divisé par la population des personnes
entre 15 et 65 ans. Notons gtpaq “ gpm, a, tq`gpf, a, tq la quantité totale d’individus
d’âge a au temps t. Reprenons également la notation gtpra1, a2qq “
ş
ra1,a2q gtpaqda
pour la quantité d’individus d’âge a P ra1, a2q au temps t. Formellement, le ratio de
dépendance rt peut être calculé sur la pyramide des âges déterministe de la façon
suivante :
rt “ gtpr65,8qq
gtpr15, 65qq .
L’hypothèse d’une dynamique déterministe de la population n’est de manière évi-
dente pas réaliste. En pratique, on analyse des populations de taille finie dans les-
quelles les individus ont des temps aléatoires de mort et de naissance. Une telle dyna-
mique aléatoire a été décrite dans la Partie 1.2 et sera détaillée dans son cadre général
dans le Chapitre 2. Analysons le ratio de dépendance stochastique, noté Rt, résultat
de la dynamique aléatoire. Notons ici que très peu d’information est donnée par la
dynamique déterministe. En particulier, le ratio de dépendance moyen E rRts ne peut
pas être directement calculé à partir de l’équation déterministe, celui-ci n’étant pas
égal au ratio rt des populations moyennes. Pour cela, il est nécessaire d’inclure un
cadre stochastique à l’étude sur les causes de décès, qui pourra servir dans l’analyse
des quantités non-linéaires. Rappelons les notations de la dynamique aléatoire : soit
Zt pra1, a2qq le nombre d’individus d’âge a P ra1, a2q et de sexe  au temps t. Rappe-
lons que l’une des différences par rapport à la dynamique déterministe est que l’on
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regarde des nombres (aléatoires) d’individus. La population Zt , qui est une mesure
sur l’espace des âges, évolue suivant les taux de naissance et de mort introduits pré-
cédemment et suivant également la dynamique aléatoire décrite dans la Partie 1.2.
Introduisons le nombre total d’individus Ztpra1, a2qq “ Zft pra1, a2qq ` Zmt pra1, a2qq.
Dans le modèle microscopique, le ratio de dépendance stochastique est défini for-
mellement par
Rt “ Ztpr65,8qq
Ztpr15, 65qq .
Comme détaillé en Section 1.2, étant donné que les taux individuels de naissance
et mort ne dépendent pas de la population, la densité moyenne de population satis-
fait E rZtpra1, a2qqs “ gtpra1, a2qq, sous la condition d’existence d’une telle densité.
Cependant, le ratio de dépendance Rt est une quantité non-linéaire. En particulier,
par la définition de la covariance,
rt “ E rRts ` Cov
ˆ
Rt,
Ztpr15, 65qq
gtpr15, 65qq
˙
.
En d’autres termes, le ratio de dépendance déterministe rt est le ratio de dépen-
dance moyen E rRts plus un terme correctif relatif à la covariance entre le ratio de
dépendance et la déviation du nombre d’individus d’âge dans r15, 65q par rapport
à sa moyenne. Cela montre en particulier que les quantités d’intérêt de base calcu-
lées sur le ratio de dépendance stochastique ne sont pas bien décrites par l’équation
déterministe (1.49)-(1.50). Cependant, nous pouvons être plus précis concernant le
lien entre la dynamique microscopique et l’équation déterministe (1.49)-(1.50). Ceci
a été décrit dans la Section 1.2, et sera détaillé dans le Chapitre 2 : à l’échelle
microscopique, les individus se comportent aléatoirement, tandis qu’à l’échelle ma-
croscopique, la dynamique est moyennée et suit l’équation déterministe. Le lien
micro-macro sera également exploré dans le Chapitre 6 lorsque les trajectoires de
vie sont accélérées.
1.4.3 Quelques résultats
Nous présentons ici une synthèse des résultats obtenus, qui seront repris et détaillés
dans le Chapitre 4. Dans un premier temps, nous présentons les scénarios obtenus en
considérant l’ensemble des causes de décès. Ceux-ci servent de référence pour compa-
rer les simulations dans le cas de réduction ou élimination de cause de décès. Dans
un deuxième temps, nous présentons les scénarios obtenus en supprimant chaque
cause de décès séparément. Nous illustrons en particulier la dynamique modifiée du
ratio de dépendance dans ce cadre. Sur ces scénarios, on montrera la difficulté que
l’on a à comparer les causes de décès entre elles, celles-ci pouvant avoir des ordres
de grandeur très différents. À cette fin, nous considérerons deux causes particulières
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(causes externes d’une part, et cancers d’autre part) et comparerons leur impact res-
pectif sur le ratio de dépendance en conservant la même amélioration d’espérance
de vie.
Scénarios de référence La population est simulée de 2008 à 2108 en prenant en
compte la mortalité toutes causes. Les Figures 1.27 et 1.28 représentent la réalisation
d’une trajectoire stochastique partant de 100 000 individus. La population initiale,
qui fait apparaître le Baby Boom (les personnes entre 40 et 70 ans), est basée sur
les proportions par classe d’âge de la population française en 2008. Deux premières
intuitions apparaissent grâce à cette expérience numérique. La première concerne la
forme de la pyramide des âges au bout d’un temps long : celle-ci se caractérise par
une répartition presque uniforme jusqu’à 60 ans, puis décroît exponentiellement. En
fait, celle-ci dépend à la fois des taux de mort mais aussi des taux de naissance de la
population, et l’on dispose de sa forme de manière semi-explicite (voir Chapitre 4).
La deuxième intuition concerne l’évolution du ratio de dépendance dans le temps.
En particulier, on mesure avec cette expérience l’impact dans le temps de la confi-
guration initiale de la pyramide des âges : le ratio de dépendance augmente jusqu’à
l’extinction des générations du Baby Boom, puis se stabilise. Cette expérience numé-
rique nous permet donc d’illustrer le caractère dynamique de la population : même
sur la base de taux de naissance et de mort indépendants du temps, on peut exhiber
une dynamique temporelle cruciale, comme celle du ratio de dépendance sur les 20
premières années.
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Figure 1.27 – Pyramide des âges ini-
tiale en ligne grise (100 000 individus)
et pyramide des âges au bout de 100
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Figure 1.28 – Trajectoire du ratio de
dépendance simulé de 2008 à 2108
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Les Équations (1.49)-(1.50) qui sont valides en grande population permettent
d’analyser la dynamique du ratio de dépendance déterministe. Ici, il n’est plus pos-
sible d’analyser le comportement aléatoire mais l’avantage de la dynamique déter-
ministe est de pouvoir se calculer plus rapidement, comme ceci revient à discrétiser
une équation aux dérivées partielles. On représente sur la Figure 1.29 l’évolution du
ratio de dépendance sur 100 ans. Ceci correspond, à l’erreur de discrétisation près,
à l’évolution du ratio de dépendance pour une population infinie. Notons la grande
similitude de trajectoire avec la dynamique aléatoire pour 100 000 individus initiaux.
Remarquons également la différence de trajectoire sur la fin de la simulation. Ceci
s’explique par la taille de la population, qui ici décroît au cours du temps dû au
fait que les flux de population ne sont pas encore pris en compte (ceci sera discuté
dans le Chapitre 4). Ainsi, si l’approximation déterministe semble plutôt valide au
début de la simulation, cette propriété s’estompe à mesure que la taille de la po-
pulation diminue. Néanmoins, la forte similitude entre les deux laisse penser que
pour des ordres de grandeur réels de populations nationales comme la France, l’ap-
proximation déterministe est justifiée. Tester ce constat nécessiterait des ressources
informatiques très importantes, ce que nous n’avons pas pu mettre en oeuvre à ce
stade pour ce projet. Ces aspects sont laissés pour des travaux de recherche futurs.
À partir de cette équation, il est également possible de simuler la trajectoire
sur le très long terme, comme 300 ans. Bien entendu, cet horizon de temps n’a pas
de sens en soi, en particulier si l’on fait l’hypothèse de taux de naissance et mort
constants d’une année à l’autre. Néanmoins, cette expérience numérique illustre la
stabilisation de la pyramide des âges dans les modèles de population, sur la base
ici d’ordres de grandeur réels. En particulier, on peut mesurer le temps qu’il faut
pour que la convergence s’effectue. Cette stabilisation est un fait bien connu en
démographie. Dans le Chapitre 4, nous discutons les principaux résultats connus sur
cette pyramide stable.
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Figure 1.29 – Ratio de dépendance
déterministe simulé de 2008 à 2108
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Figure 1.30 – Ratio de dépendance
déterministe simulé de 2008 à 2308
Scénarios de suppression de cause Comment se comporte le ratio de dépen-
dance si l’on supprime une cause de décès ? Avec la méthode décrite dans la section
précédente, nous testons l’impact de suppression de chacune des six causes de décès
sur la dynamique du ratio de dépendance. La population initiale est composée de
10 000 individus et sa répartition en classes d’âges et par sexe est la même que la
population française en 2008. Nous représentons des trajectoires stochastiques du
ratio de dépendance sur les Figures 1.31a à 1.31f. La suppression d’une cause im-
plique, pour un bruit aléatoire donné, un vieillissement de la population et donc une
augmentation du ratio de dépendance. Comme attendu, les causes ayant un taux
de mortalité faible (infectieuses et parasitaires, maladies de l’appareil respiratoire,
causes externes) donnent des ratios de dépendance moins élevés que celles avec un
taux de décès important. Notons que par la nature stochastique de la dynamique,
il est néanmoins possible à ce stade d’observer des trajectoires du ratio de dépen-
dance en dessous d’une trajectoire de référence (voir par exemple les Figures 1.31a
et 1.31e). Ainsi, ces différences peuvent se trouver atténuées ou accentuées par le
bruit démographique. Sur ces graphiques, il apparaît que la comparaison entre les
causes de décès n’est pas évidente car les ordres de grandeur de chaque cause sont
très différents. De plus, l’élimination complète de causes de décès peut paraître ir-
réaliste, en particulier pour celles qui présentent un taux de décès important. Dans
la suite, nous nous focalisons sur le cancer d’une part, et les causes externes d’autre
part et nous nous intéressons à l’impact sur la pyramide des âges lorsque chaque
cause est modifiée de sorte à répliquer la même amélioration de l’espérance de vie.
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Figure 1.31 – Ratios de dépendance simulés de 2008 à 2108 dans le modèle stochastique
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Projections avec conservation de l’espérance de vie Avec les simulations
précédentes, il apparaît difficile de comparer l’impact de deux causes de décès dont
les ordres de grandeur sont très différents. Ce que l’on souhaite étudier ici est la spé-
cificité de la structure en âge de différentes causes de décès à travers la modification
de pyramide des âges qu’elle engendre. Pour ce faire, nous adoptons un critère de
comparaison commun qui est l’espérance de vie résultant de la réduction de cause.
Ainsi, nous allons tenter de détecter si la structure en âge de causes de décès est
suffisamment différente pour qu’à espérance de vie fixée, la pyramide des âges soit
modifiée de manière distincte.
Pour cette expérience numérique, nous nous concentrons sur deux grandes causes
connues pour avoir des structures en âge très différentes : le cancer et les causes
externes. Le cancer concerne majoritairement les âges au dessus de 40 ans, tandis
que les causes externes, qui capturent la bosse à accidents, ont de l’impact sur les
âges autour de 25 ans (voir Figure 1.26). Nous souhaitons comparer les trois confi-
gurations suivantes :
(i) La première est la configuration de référence, simulée à partir des taux de nais-
sance et mort actuels. L’espérance de vie à la naissance dans ce scénario est de 84.4
ans pour les femmes et de 77.7 ans pour les hommes.
(ii) La deuxième configuration est obtenue en supprimant les causes externes. Sous
l’hypothèse d’indépendance entre les causes de décès, l’espérance de vie à la nais-
sance devient 85.1 pour les femmes et 79.1 ans pour les hommes.
(iii)La dernière configuration est obtenue en réduisant le cancer de la façon suivante :
chaque facteur de réduction pour les femmes et les hommes αf et αm (voir Partie
1.4.1) est calculé de sorte à répliquer les espérances de vie obtenues en supprimant
les causes externes. On calibre ainsi les facteurs de réduction du cancer αf “ 24.6%
et αm “ 35%.
En comparant (ii) et (iii), on souhaite étudier la différence de dynamique de pyra-
mide des âges et en particulier quantifier l’impact sur le ratio de dépendance.
Les scénarios déterministes du ratio de dépendance correspondant aux confi-
gurations (i), (ii) et (iii) sont représentés sur la Figure 1.32. La réduction ou la
suppression de cause de décès donne ici des ratios de dépendance plus élevés par
rapport à la configuration de référence. Ceci peut paraître naturel, mais on pourrait
en théorie construire des exemples pour lesquels une diminution de la mortalité peut
donner une population plus jeune (au sens d’un ratio de dépendance plus faible). On
peut trouver quelques études démographiques qui traitent de cet aspect (voir par
exemple Keyfitz (1968)), que nous n’avons toutefois pas observé avec ces données et
cet exemple précis. À notre niveau, nous allons voir en comparant les configurations
(ii) et (iii) qu’avec la même espérance de vie, une réduction de cause peut donner
une population "moins vieille que prévue". Ceci est représenté sur la Figure 1.32,
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sur laquelle on observe que la suppression des causes externes limite l’augmentation
du ratio de dépendance. Comme cette cause concerne des âges auxquels les indi-
vidus peuvent donner naissance, les individus qui survivent grâce à la suppression
de cause assurent une partie du renouvellement de la population. Quant au cancer,
sa réduction donne un ratio de dépendance plus élevé, car les personnes concernées
survivent à des âges ne permettant plus de donner naissance. Ainsi, l’impact sur la
pyramide des âges dépend fortement des âges auxquels la mortalité a été réduite,
ce qui est caractéristique de chaque cause de décès. Rappelons ici que les causes
externes concernent majoritairement les hommes (voir Figure 1.26), alors que nos
hypothèses (qui reflètent les données) ne font dépendre la fertilité que de la po-
pulation de femmes. Ainsi, en cas de réduction des causes externes, le nombre de
naissances augmentera dû à la population de femmes qui survit aux causes externes,
mais cet effet pourrait être renforcé si nous avions défini un taux de naissance pour
les hommes.
Nous représentons sur la Figure 1.33 l’évolution dans le temps de la taille de
la population dans les différentes configurations. Il est intéressant de remarquer
qu’alors que la répartition en âges se stabilise, la taille de la population décroît. Ceci
n’est pas vraiment cohérent avec les ordres de grandeur démographiques actuels,
mais nous l’expliquons par le fait que les flux de population n’ont pas été pris en
compte dans ces simulations (voir le Chapitre 4 pour la prise en compte de ces flux).
Sur le court terme, c’est le scénario de réduction du cancer qui donne une taille de
population plus importante car l’effet de cette réduction est immédiat et important
aux âges élevés. En revanche, comme on peut s’y attendre, la taille moyenne de la
population est plus importante sur le long terme dans le scénario de suppression des
causes externes dû à l’effet supplémentaire d’augmentation du nombre de naissances.
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Figure 1.32 – Ratio de dépendance
simulé à partir de l’équation détermi-
niste (1.49)-(1.50) sur 100 ans
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Figure 1.33 – Taille de la population
simulée à partir de l’équation détermi-
niste (1.49)-(1.50) sur 100 ans
1.4.4 Conclusion et perspectives
Ces premières analyses de l’impact de changements de cause de décès au niveau de
la population mettent en évidence l’information contenue par la pyramide des âges.
En particulier, pour deux scénarios qui ont une espérance de vie similaire, il est
possible de distinguer le type de cause qui a été réduite en observant la pyramide
des âges et ses équilibres internes. Nous proposons ci-dessous un certain nombre de
perspectives de recherche associées à ces travaux.
(i) Une première perspective concerne la prise en compte de la dimension temporelle
de la mortalité par causes de décès. Ceci aurait un intérêt, dans un premier temps
en reprenant les taux de mortalité passés et en comparant des scénarios de réduction
de cause à la pyramide des âges effectivement réalisée. Une vraie difficulté dans cette
direction est la prise en compte des changements de classification de causes de décès
qui ont eu lieu à certaines dates et occasionnent des ruptures dans les historiques
de données (voir par exemple Rooney et al. (2002)).
(ii) Une deuxième perspective de recherche concerne la dépendance entre les causes
de décès. Dans le modèle à risques compétitifs, la structure de dépendance entre
les différentes causes n’est pas identifiable, ce qui est discuté plus en détail dans le
Chapitre 4. Néanmoins, il pourrait être intéressant de tester la sensibilité de nos
conclusions à la dépendance entre les causes en testant différents types de structures
et de niveaux. Dans un cadre statique, il pourrait être intéressant de partir des tra-
vaux de Carriere (1994) et Dimitrova et al. (2013) pour tester différentes copules. La
difficulté supplémentaire dans un cadre dynamique réside dans la définition d’une
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structure de dépendance qui évolue dans le temps.
(iii) Enfin, toujours sur la question de la dépendance entre les causes de décès, et à
la vue des conclusions de ce travail, il serait intéressant de tenter d’estimer la struc-
ture de dépendance entre les causes de décès dans un modèle à risques compétitifs,
par l’observation jointe de la pyramide des âges d’une part, et des grandes dates de
réduction de causes (innovation médicale) d’autre part. Ce travail d’estimation sta-
tistique serait peut-être à envisager dans le cadre de la démarche de Hoffmann and
Olivier (2014) qui s’intéresse à l’estimation non-paramétrique du taux de division
(par exemple cellulaire) dans des modèles de populations structurées en âge (voir
aussi par exemple Doumic et al. (2012) et Doumic et al. (2015)).
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1.5 Estimation de l’hétérogénéité de la mortalité en
présence de censure par intervalle
L’étude de la dynamique des populations structurées en âge nous donne de nom-
breuses intuitions sur le lien entre la structure en âge des taux démographiques et
la dynamique de la pyramide des âges. Ce point de vue a été décliné dans un cadre
théorique à l’étude de processus d’immigration-naissance avec âge (les processus de
Hawkes, Partie 1.3), et dans une application à des problématiques démographiques
par l’étude de l’impact de réduction de causes de décès au niveau individuel sur la
dynamique globale de la répartition des générations (Partie 1.4).
Nous souhaitons dans cette partie aborder la question de l’estimation statistique
de l’hétérogénéité de la mortalité. L’objectif est d’estimer des forces de mortalité
spécifiques à des caractéristiques propres dans le cas général où celles-ci peuvent
changer au cours de la vie. Cette étude se base sur des données longitudinales issues
du recensement, et l’on fait donc face à un schéma d’observation dit censuré par
intervalle car les individus ne sont observés qu’à des temps isolés : ainsi les dates
de changements de caractéristiques sont inconnus. Nous nous intéressons dans ce
cadre à la dynamique de générations avec une composition spécifique en terme de
statut matrimonial ou de catégorie socio-professionnelle, ainsi que son impact sur
des quantités agrégées comme la structure en âge de la mortalité globale observée,
mais également dans une optique actuarielle sur des produits types d’assurance-vie.
1.5.1 Description des données longitudinales de l’INSEE
Comme nous l’avons vu, la mortalité dépend au niveau individuel d’un certain
nombre de facteurs observables comme l’âge et le sexe. À un niveau plus fin, on
peut avoir accès dans certaines bases de données à des caractéristiques individuelles
supplémentaires comme par exemple des caractéristiques socio-économiques. Nous
avons en particulier accès à une partie de la base de l’INSEE, appelée Échantillon
Démographique Permanent˚, que nous avons en partie décrite dans la Partie 1.1.3.
Nous proposons de compléter ici la description de ces données auxquelles nous avons
accès, en rappelant d’abord quelques éléments.
Cette base de données contient des informations sur la situation de 992711 per-
sonnes observées à partir de 1968 et nées les 1, 2, 3 ou 4 octobre à partir de l’année
1862. Ces individus ont potentiellement été recensés aux dates 1968, 1975, 1982,
1990 et 1999 et, pour chaque recensement, un ensemble de caractéristiques a été
relevé. Un tel échantillon permet d’étudier le lien entre le niveau de mortalité et les
˚Nous remercions H. Bensusan ainsi que A. Trognon et A. Frachot à l’INSEE pour l’accès à
cette base de données.
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caractéristiques individuelles, mais également la manière dont ces caractéristiques
évoluent dans le temps.
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Figure 1.34 – Nombre d’individus par classes d’âge au cours du temps
On peut dans un premier temps s’intéresser à la taille de cet échantillon. Sur la
Figure 1.34, on représente le nombre d’individus de l’échantillon appartenant à une
classe d’âge de 5 ans en début d’année t, sans distinction de caractéristique indivi-
duelle. Sur ce graphique, on distingue en particulier deux cohortes sous-représentées
dans l’échantillon, correspondant respectivement à celle des combattants de la Se-
conde Guerre Mondiale et celle des personnes nées pendant cette même guerre. On
note également le grand nombre d’individus de la génération du Baby Boom.
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Figure 1.35 – Nombre d’individus recensés (1) et non recensés (0) aux dates 1968,
1975, 1982, 1990 et 1999
Le recensement régulier permet de suivre l’évolution des caractéristiques indi-
viduelles dans le temps. Sur la Figure 1.35, on représente le nombre d’individus
vivants à la date de recensement qui ont été recensés (1) ou non (0) ; il apparaît que
la proportion d’individus recensés augmente avec la date de recensement. À l’aide
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de ces recensements, nous allons étudier en partie l’hétérogénéité de la population et
son évolution dans le temps. L’analyse de cette évolution de la structure de la popu-
lation entre deux recensements est complexe. En effet, pour une génération donnée,
les changements de proportions entre les différentes classes au cours du temps sont
dus à différents effets : d’abord le fait que la mortalité diffère selon les catégories,
ensuite le fait que les individus peuvent changer de caractéristiques au cours de la
vie ; la quantification de ces effets sera d’intérêt dans la suite. Enfin, ajoutons l’effet
des départs et arrivées. Les arrivées de personnes au cours du temps se traduisent
dans la base par des recensements non effectués précédent des recensements obser-
vés. Les départs, quant à eux, induisent des dates de décès inconnues avec le plus
souvent des recensements non observés.
Observations incomplètes Prenons le temps de rappeler à travers des exemples
les différentes formes d’observations incomplètes (voir par exemple Andersen et al.
(1993)).
a) On parle de censure à droite lorsqu’il y a perte d’information due à l’arrêt de
l’observation ; dans ce cas, on ne connaît pas la date de décès des individus encore
en vie à cette date. Ainsi, on n’observe pas les dates de décès qui ont eu lieu après la
fin de l’observation. C’est un type de censure qui est structurel en analyse de survie.
La censure à gauche est moins commune mais peut se produire pour des procédures
d’observation spécifiques. On peut reprendre l’exemple des babouins de Andersen
et al. (1993) : ceux-ci dorment dans les arbres et descendent à un moment de la
journée pour ne remonter que plus tard. Si on commence l’observation de l’arbre à
un instant donné, la seule information dont on dispose pour les babouins manquants
est que leur descente a eu lieu avant le début de l’observation. Qu’elle soit à droite
ou à gauche, la censure correspond à une observation partielle, au sens où l’on sait
que l’événement a lieu (décès ou descente) mais on ne dispose que d’une borne sur
la date d’occurrence (inférieure ou supérieure).
b) Donnons maintenant deux exemples de troncature à gauche ou à droite. On
parle de troncature à gauche lorsqu’il y a perte d’information due au début de l’ob-
servation : en analyse de survie par exemple, on n’observe pas les individus décédés
avant le début de l’observation. La troncature à droite est moins commune en ana-
lyse de survie, mais se retrouve aussi pour certains types d’observation. Prenons
l’exemple de la durée d’incubation d’un virus : si nous observons un sujet à partir
de l’infection et que nous arrêtons l’observation, nous n’aurons alors pas accès à
la durée d’incubation si les symptômes se manifestent après la fin de l’observation.
Dans tous les cas, la troncature est relative à une absence d’information, au sens
où la quantité d’intérêt (individu ou symptôme) n’est observée que si celle-ci est
présente dans l’intervalle d’observation.
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c) Décrivons enfin des mécanismes d’observations incomplètes plus complexes,
qui seront structurels dans nos données. Nous allons dans la première partie de ce
qui suit utiliser le vocabulaire de Andersen et al. (1993) et statuer sur ce point en
fin de paragraphe. Les cas de censure/troncature à droite/gauche que nous avons
évoqués portent tous sur une observation sous forme d’intervalle. Lorsqu’un phé-
nomène est observé sur un ou plusieurs intervalles, on parle en fait de censure par
intervalle. Il existe un cas extrême où ces intervalles sont réduits à des points : c’est
le cas si on observe le phénomène à des temps isolés. Ceci est structurel dans les
données issues du recensement. Dans ce cas, on trouve dans Andersen et al. (1993)
la notion de censure par intervalle extrême. Cette notion est souvent reprise dans
la littérature statistique sous le nom de censure par intervalle. Pour les processus
multi-états en particulier, on peut aussi trouver la notion de données de panel lorsque
l’observation est faite à des temps isolés et que de plus on ne connaît pas le nombre
de transitions dans chaque intervalle. Enfin, certaines contributions précisent que la
notion de censure par intervalle ne s’applique que dans le cas particulier où une seule
transition peut avoir lieu dans l’intervalle. Nous donnerons dans la Partie 1.5.2 les
références des contributions statistiques à la base de notre approche, qui utilisent ces
dénominations. Pour conclure : dans la suite, nous emploierons le terme censure
par intervalle pour désigner l’observation du phénomène à des temps isolés, et nous
préciserons données de panel lorsque nous citerons une méthode qui met l’accent sur
la prise en compte de plusieurs transitions possibles entre deux temps isolés d’ob-
servation.
Revenons à la description des données à disposition, en illustrant dans le temps
l’observation des caractéristiques à disposition.
Catégorie socio-professionnelle dans le temps Chaque recensement fournit
une photographie de la population à une date précise. On représente sur les Fi-
gures 1.36 et 1.37 la structure de ces recensements par rapport à la catégorie socio-
professionnelle et selon les différentes générations, pour les femmes et les hommes
respectivement. Pour cette illustration, nous choisissons de regrouper les catégories
socio-professionnelles en quatre grandes classes. La première, notée 1, contient la
majorité des sous-catégories de l’INSEE : agriculteurs exploitants, artisans, com-
merçants et assimilés, professions intermédiaires, employés, ouvriers, personnes sans
activité professionnelle. La deuxième catégorie, notée 2, regroupe les cadres et pro-
fessions intellectuelles supérieures, ainsi que les chefs d’entreprise de 10 salariés ou
plus. La troisième catégorie, notée 3, regroupe des inactifs divers de tous âges. La
quatrième catégorie, notée 4, regroupe les élèves et étudiants.
Analysons d’abord les tendances temporelles communes aux hommes et aux
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femmes. Observons d’abord les générations les plus récentes, c’est-à-dire les per-
sonnes nées à partir des années 1950 (en abscisse). Au cours du temps, ces généra-
tions passent de l’état inactif (1968, 1975) à l’état élève/étudiant (1982). Puis on
distingue trois classes au recensement de 1990 : étudiants, CSP-, CSP+. Notons
qu’à ce recensement, les CSP+ sont sous représentées et l’on peut vérifier dans les
données que ce sont surtout les personnes encore étudiantes à ce moment là qui
gonfleront leurs rangs. Observons maintenant les générations les plus anciennes nées
dans les années 1920. Celles-ci ne présentent naturellement plus d’étudiants ; leur
état est soit inactif, soit CSP-, soit CSP+. Au fil des recensements, la composition
évolue due aux changements de caractéristiques d’une part et à la mortalité d’autre
part. Pour une génération donnée (hommes ou femmes), il semble que la propor-
tion de CSP+ augmente avec le temps, tandis que celle des personnes inactives ou
CSP- diminue. Même si l’effet de changement de caractéristiques a un impact, ces
variations grossières suggèrent que la mortalité des CSP+ est plus faible que celle
des CSP-. C’est ce type de différentiels de mortalité que nous tâcherons de quanti-
fier dans la suite. Les différences entre hommes et femmes apparaissent de manière
flagrante en comparant les Figures 1.36 et 1.37. En particulier, on retrouve le fait
que les inactifs (dénomination de l’INSEE) sont particulièrement représentés chez
les femmes, tandis que la CSP+ y est sous-représentée.
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Figure 1.36 – Structure des recensements par catégorie socio-professionnelle et par
génération pour les femmes
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Recensement de 1968, hommes
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Figure 1.37 – Structure des recensements par catégorie socio-professionnelle et par
génération pour les hommes
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Statut matrimonial dans le temps Nous proposons la même représentation
concernant cette fois le statut matrimonial, présentée en Figures 1.38 et 1.39. Nous
conservons la classification de l’INSEE, codée de la façon suivante : 1 célibataire,
2 marié, 3 veuf, 4 divorcé. Pour hommes et femmes, les dynamiques d’évolution
des différentes classes présentent un profil similaire. Notons bien la déformation
intéressante du profil de composition au cours du temps. En particulier, en ce qui
concerne les célibataires et les personnes divorcées, la dynamique est très proche.
En revanche, on notera tout de même une grande différence dans la proportion
restante entre les personnes veuves d’une part et mariées d’autre part. On retrouve
en particulier le fait que, les femmes vivant plus longtemps, la proportion de veuves
est plus importante. Notons par exemple que pour la génération des personnes nées
en 1920 et recensées en 1999, les femmes sont pour environ la moitié veuves, tandis
que les veufs ne représentent qu’une une fraction faible des hommes de la même
génération et recensés la même année.
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Figure 1.38 – Structure des recensements par statut matrimonial et par génération
pour les femmes
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Recensement de 1968, hommes
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Figure 1.39 – Structure des recensements par statut matrimonial et par génération
pour les hommes
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Niveau de diplôme dans le temps Enfin, en Figures 1.40 et 1.41, nous représen-
tons les recensements par niveau de diplôme, pour les hommes et les femmes. Nous
présentons uniquement les recensements de 1990 et 1999 car les autres possèdent
une nomenclature incomplète dans nos données. Nous regroupons les personnes de
la façon suivante : 1 pour celles qui n’ont pas de diplôme ou un diplôme inférieur ou
égal au Baccalauréat, et 2 pour les personnes ayant un niveau de diplôme strictement
supérieur. Nous distinguons ici aussi hommes et femmes dans cette classification. Il
apparaît que pour les générations récentes, la proportion de personnes diplômées du
supérieur est comparable chez les hommes et les femmes, tandis qu’elle est pour les
générations les plus anciennes environ deux fois moins importante chez les femmes.
Au global, cette proportion tend à augmenter au fil des générations. Notons ici la
rupture de tendance commune aux deux populations (homme ou femme), et qui
s’opère pour les générations nées dans les années 1930. Par exemple, on peut com-
parer la proportion de personnes de la classe 2 pour les générations nées en 1930 ou
nées en 1940. En dix ans, cette proportion a presque doublé pour les hommes mais
plus que doublé pour les femmes.
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Figure 1.40 – Structure des recensements par niveau de diplôme et par génération
pour les femmes
Périmètre de l’étude Cette partie de l’Échantillon Démographique Permanent
à laquelle nous avons accès constitue une base de données remarquable, en particu-
lier compte tenu de son exhaustivité, du suivi de générations réelles, et du jeu de
caractéristiques recensées. Aussi, l’analyse fine des niveaux de mortalité spécifiques
à des sous-populations et des changements de caractéristiques au cours de la vie est
un travail statistique qui pose deux contraintes majeures :
a) La taille des sous-populations considérées doit être suffisante, ce qui va nous
orienter d’abord vers le regroupement de plusieurs modalités de la classification de
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Recensement en 1990, hommes
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Figure 1.41 – Structure des recensements par niveau de diplôme et par génération
pour les hommes
l’INSEE, ensuite vers la prise en compte d’un type de caractéristique à la fois.
b) L’observation des trajectoires de vie, bien que ponctuelle, doit être suffisamment
répétée, ce qui va nous pousser à considérer des générations pour lesquelles les cinq
recensements disponibles (1968, 1975, 1982, 1990, 1999) sont exploitables compte
tenu de la caractéristique considérée.
Enfin, notons que le mécanisme d’observation ponctuel est particulier car commun
à tous les individus ; ainsi l’âge auquel un individu est recensé dépend de sa date
de naissance. On est ici dans un cas de censure par intervalle dépendante qui est
un sujet en soi, et qui constitue une étape statistique supplémentaire. Nous aurons
l’occasion de revenir sur ces perspectives de recherche et de souligner les défis sta-
tistiques associés.
En conclusion. Nous allons explorer séparément l’impact des deux caractéristiques
fiables auxquelles nous avons accès : la catégorie socio-professionnelle et le statut
matrimonial. Pour chacune, nous nous concentrons sur une génération rendant les
cinq recensements exploitables. Ce travail, qui constitue une première étape, nous
permettra d’illustrer notre méthode statistique et de déjà mettre en évidence un cer-
tain nombre d’effets démographiques cruciaux. Nous détaillons ci-dessous les données
concernées dans l’étude de chacune des caractéristiques.
Catégories socio-professionnelles
Pour chaque année de recensement, nous avons accès à la catégorie socio-professionnelle
des individus observés. Nous adoptons ici une classification spécifique qui permet de
ne pas avoir de classe d’effectif initial trop faible. Afin de clarifier cette étape, no-
tons que cette classification est différente de la description des données présentée
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ci-dessus. Nous regroupons ainsi les professions de la façon suivante; :
• Le Groupe 1 rassemble les agriculteurs exploitants, les artisans, les commer-
çants, les ouvriers et les personnes sans activité professionnelle. Par abus de
dénomination, nous désignerons ce groupe "CSP-".
• Le Groupe 2 rassemble les cadres et professions intellectuelles supérieures, les
chefs d’entreprise de 10 salariés ou plus, les professions intermédiaires et les
employés. Par abus de dénomination, nous désignerons ce groupe par "CSP+".
Cette classification, bien qu’arbitraire, va nous permettre de capturer des différen-
tiels de mortalité intéressants, en particulier en vue d’applications actuarielles. Nous
nous concentrons sur la génération des hommes nés en 1930 : c’est la première géné-
ration à présenter un nombre négligeable d’étudiants au recensement de 1968, ce qui
permet d’exploiter l’ensemble des recensements disponibles, et considérer la dyna-
mique multi-états représentée sur la Figure 1.42. La population de cette génération
est composée de 4266 individus au premier recensement de 1968. Le Groupe 1 re-
présente environ 70% de la population observée et le Groupe 2 son complémentaire
environ 30%. Sur la Figure 1.43, nous représentons pour chaque recensement la pro-
portion du Groupe 1 parmi les individus observés. Rappelons qu’au cours du temps,
la composition de la génération évolue dû aux décès d’une part, et des changements
de caractéristiques d’autre part. L’estimation de cette dynamique sera d’intérêt dans
la suite.
Statut matrimonial
Décrivons maintenant le périmètre de notre étude sur le statut matrimonial. Le
statut matrimonial est une caractéristique qui est cruciale à analyser aux grands
âges, en particulier dû aux transitions du mariage vers le veuvage, particulièrement
importantes dans la population de femmes. Nous nous focalisons sur la génération
de femmes de l’échantillon qui ont 60 ans au premier recensement de 1968, soit nées
en 1907. Ceci donne un échantillon de 3038 individus en vie au premier recensement
de 1968, observés ou non. Nous regroupons la classification de l’INSEE de la façon
suivante§ :
• Le Groupe 1 rassemble les personnes "célibataires", "divorcées" et "veuves".
On désignera leur caractéristique commune par "non-mariées".
;Nous avons effectué une étude préliminaire en considérant la classification de la présentation
des données qui précède, mais le nombre trop faible de personnes dans la classe des catégories
professionnelles supérieures a donné des intervalles de confiance inexploitables sur les forces de
mortalité.
§Ici aussi, nous avons effectué une étude préliminaire en considérant la classification détaillée
avec les quatre groupes, ce qui n’a pas donné de résultat, dû au nombre trop faible de données
dans certaines classes.
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• Le Groupe 2 rassemble les individus "mariés".
La dynamique multi-états considérée est également représentée sur la Figure 1.42.
Sur la Figure 1.44, on représente la proportion des individus du Groupe 1 au cours
du temps. Si les âges considérés entre les deux applications diffèrent, c’est aussi le
cas de la proportion des différentes classes. Pour le statut matrimonial en particulier,
la population de personnes mariées est négligeable au dernier recensement.
Dans la suite, nous détaillons les méthodes statistiques dédiées à l’estimation de
modèles multi-états.
Death&
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Figure 1.42 – Modèles multi-états considérés pour la catégorie socio-professionnelle
(gauche) et le statut matrimonial (droite)
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Figure 1.43 – Proportion d’individus du Groupe 1 (CSP-) à chaque recensement
parmi les individus observés de la cohorte née en 1930.
1.5.2 Modèles multi-états et estimation statistique
Des outils statistiques de survie univariée peuvent être utilisés lorsque les caractéris-
tiques des individus restent stables au cours de la vie. En revanche, quand celles-ci
varient dans le temps, comme cela est le cas dans les données décrites précédemment,
les modèles à adopter sont dits multi-états : un individu alterne entre différentes ca-
ractéristiques jusqu’au décès. Dans ce cadre, l’utilisation des estimateurs classiques
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Figure 1.44 – Proportion d’individus du Groupe 1 (non-mariés) à chaque recense-
ment parmi les individus observés de la cohorte née en 1907.
en survie univariée (par exemple Kaplan-Meier pour la fonction de survie ou Nelson-
Aalen pour l’intensité cumulée) souffre d’un certain nombre de biais ; ceux-ci peuvent
être dus au fait que l’utilisateur va procéder à une répartition arbitraire des indivi-
dus selon leur caractéristique à un instant donné, donc fixée une fois pour toutes,
et/ou parce que l’événement terminal (i.e. le décès la plupart du temps) sera traité
comme censure indépendante lors de l’estimation des intensités de transition entre
les états intermédiaires (voir par exemple Joly et al. (2002) pour la mise en évidence
d’un tel biais).
Un premier apport de l’estimation de modèles multi-états est de capturer des
taux de mortalité spécifiques mais également les intensités de transition entre les
différentes caractéristiques : ceci donne une estimation du niveau des intensités de
transition entre les différents états. Un autre avantage concerne l’erreur d’estima-
tion : par une telle approche, on peut aussi quantifier la variance des intensités de
transitions ainsi que leurs corrélations. Ainsi, si l’on s’intéresse à la dynamique d’une
population à la composition spécifique, il est alors possible de prendre en compte
l’impact de l’erreur d’estimation sur la trajectoire globale.
L’estimation statistique de tels modèles observés continûment, peut être réalisée
à l’aide de l’estimateur standard non-paramétrique d’Aalen-Johansen (voir Aalen
and Johansen (1978) et le livre de Andersen et al. (1993)). Bien que l’estimateur
d’Aalen-Johansen puisse, en tant que généralisation dans un cadre multi-états de
l’estimateur de Nelson-Aalen, prendre en compte plusieurs cas d’observations incom-
plète comme la censure et troncature classiques, son utilisation requiert de connaître
exactement les instants des transitions observées. Or en pratique, dans les données
longitudinales en général et particulièrement dans l’échantillon que nous avons dé-
crit dans la partie précédente, les caractéristiques des individus ne sont observées
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qu’aux instants isolés auxquels ils ont été recensés. Même si cela donne de l’infor-
mation, les instants de transition restent inconnus : on parle dans ce cas de censure
par intervalle:.
Remarquons également qu’en général les instants de décès sont quant à eux
connus, comme c’est le cas dans la base de données qui nous intéresse, mais qu’en
même temps la caractéristique au décès est inconnue. On peut tout de même parler
ici de schéma d’observation mixte concernant les temps de transition : inconnus
pour les états intermédiaires et connu pour l’état terminal. À notre connaissance,
les contributions actuarielles et démographiques sur ces questions contournent le
problème de la censure par intervalle par exemple en se donnant a priori les instants
de transition, ou en restreignant l’étude à un modèle à pas discret.
On peut trouver dans la littérature actuarielle et démographique de nombreuses
contributions à l’estimation de modèles multi-états à temps discret, ou en temps
continu dans le cas où l’on connaît exactement les instants des transitions, et en
présence de troncature et censure classiques (i.e. à droite ou à gauche). Nombre de
ces contributions s’intéressent aux applications à la dépendance (état d’incapacité de
l’individu) et à l’assurance santé. Gaüzère et al. (1999) estime ce que l’on appelle un
processus illness-death (maladie-décès) irréversible, c’est-à-dire un processus dont les
états sont 1=sain, 2=malade et 3=décédé, et pour lequel seules les transitions 1Ñ2,
1Ñ3 et 2Ñ3 sont possibles. Gaüzère et al. (1999) suppose que les instants de transi-
tion ont lieu au milieu de la période d’observation censurée par intervalle, et utilise
alors le cadre non-paramétrique classique d’Aalen-Johansen. Czado and Rudolph
(2002) estime les intensités de transition d’un modèle multi-états avec des intensi-
tés à hasard proportionnel avec les temps de transition connus, tandis que Helms
et al. (2005) propose dans ce cadre d’estimer directement les intensités cumulées de
transition à l’aide de l’estimateur d’Aalen-Johansen. On peut également mentionner
le travail de Levantesi and Menzietti (2012) qui se focalise sur un modèle multi-
états irréversible à temps discret, et étudie comment les probabilités de transition
évoluent d’une année sur l’autre, ce qui donne une analyse du risque systématique;.
En dehors des problématiques liées à la dépendance, l’étude de l’hétérogénéité de la
mortalité connaît un regain d’intérêt, motivé par une meilleure compréhension de
la mortalité nationale et également de la gestion des risques de mortalité/longévité.
On peut citer par exemple le travail de Kwon and Jones (2006) et Kwon and Jones
(2008) qui calibrent un modèle multi-états à temps discret sur une base de donnée
longitudinale canadienne (Canadian National Population Health Survey), et étudient
:Rappelons que l’on parle plus généralement de données de panel lorsque plusieurs instants de
transition sont manquants dans l’intervalle. Ici, on se placera par hypothèse dans le cadre de la
censure par intervalle au sens strict, qui est un cas particulier de données de panel, en supposant
qu’au plus une transition peut avoir lieu dans l’intervalle de recensement.
;Voir Partie 1.1.2
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l’impact des différentiels de mortalité sur des mécanismes typiques en assurance.
À notre connaissance, il n’existe pas d’études actuarielles sur l’estimation de
l’hétérogénéité de la mortalité en présence de censure par intervalle, bien que ce
schéma d’observation soit typique des données longitudinales. Dans ce contexte, nous
nous inspirons de contributions statistiques récentes pour développer une méthode
d’estimation paramétrique par maximum de vraisemblance qui prend en compte à
la fois la censure par intervalle et les retours dans les états intermédiaires.
L’estimation de modèles multi-états en présence de censure par intervalle
On trouve dans la littérature statistique de nombreuses méthodes pour l’estimation
de modèles multi-états en présence de censure par intervalle. Dans l’ensemble, il est
possible de les classer selon le type de méthode (paramétrique, semi-paramétrique,
non-paramétrique), la classe des modèles multi-états considérée (illness-death réver-
sible ou non, risques compétitifs, multi-états général) et l’hypothèse Markovienne
(Markov, semi-Markov, non Markovien). Depuis le travail fondateur de Kalbfleisch
and Lawless (1985) dans le cas de processus Markoviens à intensités constantes, plu-
sieurs méthodes ont été développées pour les processus Markoviens illness-death irré-
versibles. Dans ce cadre, on peut par exemple trouver les approches non-paramétriques
de Frydman (1995) et Frydman and Szarek (2009), et les approches paramétriques
et semi-paramétriques de Joly et al. (2002), Commenges and Gégout-Petit (2007),
Commenges et al. (2007) et Touraine (2013) (voir aussi Foucher et al. (2007) pour
le cas semi-Markovien). Dans le cas de processus réversibles, il existe plusieurs ap-
proches dédiées à des cas particuliers de processus multi-états, voir par exemple
Kang and Lagakos (2007), Titman and Sharples (2010) et Wei (2015). Dans le cadre
de données de panel, Kang and Lagakos (2007) propose une méthode par maximum
de vraisemblance pour l’estimation de modèles semi-Markoviens homogènes qui sup-
pose (et exploite) le fait qu’au moins une intensité de transition est constante (et ne
dépend donc pas de la durée passée dans l’état). Titman and Sharples (2010) déve-
loppe une méthode alternative combinant des temps de séjour de type phase-type et
les chaînes de Markov cachées. Enfin, Wei (2015) propose une approche basée sur la
méthode quasi-Monte Carlo en supposant qu’il n’y a pas de transition non-observée,
autrement dit que l’on est dans le cas de censure par intervalle et non de données de
panel. Celle-ci s’applique à des processus semi-Markoviens indépendants du temps.
L’avantage des méthodes non-paramétriques est de s’affranchir d’hypothèses sur
la structure en âge des intensités de transition, ce qui est aussi le cas dans une
certaine mesure pour les méthodes semi-paramétriques car les fonctions régulières
de base ne sont pas spécifiées. Ceci est particulièrement intéressant concernant les
applications pour lesquelles nous n’avons aucune idée de la structure en âge de
ces intensités. Malheureusement, dans le cas de petits échantillons et/ou un grand
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nombre d’observations censurées par intervalle, les méthodes non-paramétriques ou
semi-paramétriques peuvent se révéler instables : l’utilisation de méthodes para-
métriques permet alors de capturer, en présence de telles données, un maximum
d’information sur la dynamique (voir par exemple Foucher et al. (2007)). Insistons
sur le fait que pour de nombreuses études statistiques, il est plus raisonnable d’im-
plémenter une méthode paramétrique prenant en compte la censure par intervalle
plutôt que d’utiliser une approche non-paramétrique en supposant les instants de
transition connus (voir par exemple Touraine et al. (2013)). En effet, modifier les
données pour fixer les temps de transition revient à figer la structure en âge des in-
tensités de transition entre les états : avoir des sauts dans l’intensité pour des temps
au milieu de l’intervalle, ou supposer cette intensité constante par morceaux si l’on
simule ces temps uniformément dans l’intervalle de recensement. Concernant notre
application en particulier, une approche paramétrique permet d’inclure l’information
que l’on a sur la structure des intensités, par exemple une forme de type Gompertz
pour les forces de mortalité à des âges raisonnables. Nous allons nous inspirer des
approches paramétriques de Joly et al. (2002), Commenges et al. (2007), Foucher
et al. (2007) et Touraine et al. (2013) qui portent sur des processus irréversibles,
pour les étendre à notre cadre et en particulier prendre en compte le retour dans les
états intermédiaires. Cette méthode est développée dans la partie suivante.
Remarque 3. (Sur les outils existants) Plusieurs packages R sont disponibles pour
l’estimation de modèles multi-états Markoviens en présence de censure par inter-
valle, mais aucun ne permet de traiter notre cadre. Nous prenons tout de même le
temps de les décrire ci-après à l’attention du lecteur intéressé. Le package msm (voir
Jackson et al. (2011)) traite le cas de données de panel. Il permet d’estimer des mo-
dèles multi-états Markoviens non-homogènes dont les intensités sont constantes par
morceaux dans le temps§. Le package SmoothHazard, basé sur Touraine (2013),
propose deux approches pour des modèles illness-death irréversibles : une paramé-
trique avec des intensités de transition de type Weibull, et une semi-paramétrique
avec vraisemblance pénalisée donnant un estimateur lisse qui s’exprime sur une base
de splines. Enfin, le package coxinterval permet, toujours dans le cas de processus
illness-death irréversibles, d’estimer un modèle semi-paramétrique de Cox par maxi-
mum de vraisemblance.
§Nous avons testé le packagemsm au cas de notre processus avec retour possible et des intensités
de transition supposées constantes par morceaux. Comme le nombre de chemins possibles et très
grand, et le nombre de paramètres élevé, la méthode s’est révélée instable et nous avons obtenu
des intervalles de confiance très importants.
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1.5.3 Méthode paramétrique par maximum de vraisemblance
Le processus Markovien On considère les processus Markoviens multi-états
dont les dynamiques sont représentées sur la Figure 1.42, dont les états intermé-
diaires sont 1 et 2, et l’état terminal est 3. On note pXtq un tel processus à espace
d’états t1, 2, 3u, et αklptq l’intensité de transition à partir de l’état k vers l’état l.
Insistons sur le fait que la composante temporelle t représente l’âge de l’individu. Le
processus démarre à l’âge initial t “ a dans l’état 1 avec une probabilité notée p et
dans l’état 2 avec la probabilité 1´p. Définissons également α11ptq :“ α12ptq`α13ptq
et α22ptq :“ α21ptq`α23ptq les intensités d’attente dans les états 1 et 2 respectivement.
À partir de l’intensité αklptq, on définit l’intensité cumulée Aklps, tq “
şt
s
αklpuqdu.
On s’intéresse à la dynamique du processus jusqu’à ce qu’il atteigne l’état absorbant
3, à un âge aléatoire noté T (qui correspond donc à la durée de vie).
Le schéma d’observation Un individu de trajectoire de vie pXtq est potentiel-
lement observé aux âges R1, ..., R5, correspondant à chacun des cinq recensements.
Soit δi l’indicateur de recensement : δi “ 1 si l’individu a été observé à l’âge Ri, et
δi “ 0 sinon. On suppose que l’observation δi est indépendante du processus pXtq.
Notons ici que le dernier recensement potentiel d’un individu donné est celui qui
précède son âge au décès (i.e. la durée de vie) T . Rappelons aussi que les caractéris-
tiques individuelles ne sont pas observées au décès de l’individu. Définissons τ l’âge
à partir duquel l’individu n’est plus observé ; c’est l’âge au décès si T “ τ , dans ce
cas on notera d “ 1, ou c’est un temps de censure à droite si τ ă T , auquel cas
nous avons d “ 0. Décrivons maintenant l’ensemble des recensements observés. On
note I l’ensemble des indices i tels que δi “ 1 ; pour i P I, on a Ri ď τ . On note I¯
le plus grand élément de I, c’est-à-dire l’indice du dernier recensement pour lequel
l’individu a été observé, et I le plus petit, c’est-à-dire le premier recensement que
l’on peut exploiter pour l’individu en question. Enfin, pour un indice i P I, on note
i` l’élément suivant. Par exemple, si l’individu a été observé au recensement i ` 1,
on a i` “ i` 1.
La vraisemblance Pour une trajectoire de vie observée suivant le schéma décrit
précédemment, dont nous notons xi l’état au recensement Ri pour tout i P I, la
contribution s’écrit de la façon suivante en utilisant la propriété de Markov :
PpXRI “ xIq
ź
iPI,iăI¯
PpXRi` “ xi` | XRi “ xiqPpT ě τ | XRI¯ “ xI¯qPpT “ τ | T ě τ,XRI¯ “ xI¯qd.
(1.51)
Comme nous faisons l’hypothèse que les trajectoires de vie des individus sont indé-
pendantes, la vraisemblance globale s’écrit comme le produit de chaque contribution
individuelle (1.51). Le calcul de chaque terme élémentaire de l’Équation (1.51) en
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fonction des intensités de transition αklptq et des intensités cumulées Aklps, tq est
détaillé dans le Chapitre 5. Nous donnons ici simplement un exemple typique dans
le cadre de la censure par intervalle, celui de la contribution de l’observation de l’in-
dividu à deux recensements consécutifs : PpXRi` “ xi` | XRi “ xiq. Nous illustrons
ce calcul dans le cas où l’individu a été observé au recensement suivant Ri, c’est-à-
dire i` “ i` 1. Traitons d’abord le cas où les deux caractéristiques successivement
observées sont différentes, c’est-à-dire xi ‰ xi` . Hypothèse : L’hypothèse que nous
faisons sur la base de données est qu’entre deux recensements consécutifs, au plus
une transition peut avoir lieu. Ceci peut paraître comme une hypothèse forte sur
la base de données, mais en réalité il semble raisonnable de penser que sur un in-
tervalle d’environ 7 ans, il n’est pas possible que deux transitions ou plus aient lieu
avec la classification choisie en terme de catégorie socio-professionnelle ou de statut
matrimonial. Cette hypothèse ne peut pas être testée dans nos données, mais nous
insistons sur le fait que c’est une étape supplémentaire qui nous affranchit ici d’hy-
pothèses sur les temps de transition. Ainsi, nous supposons que dans nos données,
les trajectoires de vie sont irréversibles par morceaux.
Dans ce cadre, la contribution à la vraisemblance qui prend en compte la cen-
sure par intervalle revient à intégrer sur tous les temps de transition possibles
u P rRi, Ri`1s. Elle exprime le fait que l’individu reste dans l’état xi dans l’in-
tervalle de temps rRi, us, qu’il transite instantanément au temps u, puis qu’il reste
dans l’état xi`1 dans l’intervalle de temps ru,Ri`1s, c’est-à-dire
PpXRi`1 “ xi`1 | XRi “ xiq “
ż Ri`1
Ri
e´Axixi pRi,uqαxixi`1puqe´Axi`1xi`1 pu,Ri`1qdu.
Traitons également le cas où les deux observations sont les mêmes, c’est-à-dire telles
que xi`1 “ xi. Sous l’hypothèse qu’au plus une transition peut avoir lieu, la seule
possibilité est que l’individu reste dans cet état, c’est-à-dire
PpXRi`1 “ xi | XRi “ xiq “ e´Axixi pRi,Ri`1q.
Les calculs des autres cas et briques élémentaires de l’Équation (1.51) sont dé-
taillés dans la Partie 5.3.1 du Chapitre 5.
Paramétrisation des intensités de transition Nous détaillons ici les formes
paramétriques choisies pour les intensités de transition, c’est-à-dire sur la structure
en âge des forces de mortalité par caractéristique et également des transitions entre
les différents états.
Concernant les taux de mortalité spécifiques à chaque caractéristique, guidés par
l’observation des taux de mortalité nationaux, nous proposons une forme de type
Gompertz (voir Gompertz (1825)) étant donné que des âges autour de 60 et 100 ans
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pour le statut matrimonial, et 40 et 70 ans pour la catégorie socio-professionnelle
sont concernés pour l’estimation. Ceci s’écrit, pour pk, lq P tp1, 3q, p2, 3qu,
αklptq “ ckl exppdkltq.
Nous détaillons ci-dessous les formes paramétriques choisies pour les transitions
entre les états intermédiaires. Pour chacune des deux applications (catégorie socio-
professionnelle ou statut matrimonial), nous nous attacherons à comparer deux types
de paramétrisations.
Concernant les transitions entre les états intermédiaires représentant les catégo-
ries socio-professionnelles, contrairement à la mortalité, nous n’avons pas de données
de référence pour nous guider sur la structure en âge des intensités. Nous avons testé
une approche non-paramétrique en supposant les temps de transition connus, mais
les incréments de l’estimateur de Nelson-Aalen pour les intensités cumulées étaient
trop erratiques pour se forger une intuition sur la structure en âge de ces inten-
sités de transition. Néanmoins, un cadre raisonnable et largement utilisé est celui
des intensités monotones de type Weibull, qui nous donnent la possibilité d’avoir
une augmentation ou diminution de l’intensité de passage d’une classe à une autre
au cours de la vie, voir par exemple Joly et al. (2002), Commenges et al. (2007),
Foucher et al. (2007) et Touraine et al. (2013). Un autre avantage est qu’un cas
particulier est celui de l’intensité constante, ce qui va nous permettre de comparer
des modèles imbriqués à l’aide de critères statistiques. Pour pk, lq P tp1, 2q, p2, 1qu,
on écrit la paramétrisation de type Weibull de l’intensité αklptq comme
αklptq “ aklb´aklkl takl´1.
Dans notre application aux catégories socio-professionnelles, nous devons choisir un
âge à partir duquel la caractéristique est stable. On choisit ici l’âge 60 ans qui, bien
qu’arbitraire, nous permet de prendre en compte les changements possibles en fin de
carrière et en même temps d’éviter des effets de bord structurels. Ainsi, l’intensité
précédente est mise à zéro pour t ą 60, et l’intensité cumulée est modifiée en ce sens.
Les hypothèses paramétriques sur la structure en âge des transitions entre les
statuts matrimoniaux sont cruciales. En effet, à la différence de la catégorie socio-
professionnelle, le statut matrimonial peut changer aux grands âges, surtout dû à la
transition mariage Ñ veuvage. Aussi, en se basant sur les recensements observés et
la contrainte de structure en âge, il est possible de capturer un niveau de transition
dans la tranche d’âge à laquelle aucune observation n’est possible, ici entre le dernier
recensement (année 1999) et la fin du suivi de la base de données (année 2008). Nous
avons réalisé une étude préliminaire et obtenu de premières intuitions sur la forme
possible des intensités de transition de marié vers non-marié aux grands âges, en
considérant que celle-ci correspond à la probabilité de décès instantanée de l’époux,
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moyennée sur tous ses âges possibles. Sur la base de données nationales pour la
France sur la mortalité et sur la répartition des écarts d’âge entre les couples, nous
avons calculé une telle quantité et exhibé sa structure en âge. Cette observation se
situe à la frontière d’une croissance exponentielle (modèle Gompertz) et puissance
(modèle Weibull), et nous allons donc tester les deux familles paramétriques pour
de telles transitions. La première sera notée
α21ptq “ a21 exp pb21tq ,
et la seconde
α21ptq “ a21ba2121 ta21´1.
Concernant la transition de non-marié à marié, étant donné le faible nombre de
transitions, nous proposons d’inclure une intensité constante α12ptq “ b12, supposée
nulle pour t ą 90 ans.
Pour conclure, le jeu de paramètres sur lequel la vraisemblance devra être maxi-
misée dans chaque application est au plus
θ “ pp, a12, a21, b12, b21, c13, c23, d13, d23q. (1.52)
Incertitude sur les paramètres Une fois la vraisemblance maximisée, nous ob-
tenons un estimateur des différents paramètres, noté θˆ. Nous nous intéressons éga-
lement dans nos applications à l’erreur d’estimation, c’est-à-dire aux fluctuations
des paramètres estimés autour de leur vraie valeur. Cette erreur est ici due à la
taille finie de l’échantillon et au schéma d’observation présentant à la fois de la
censure par intervalle et des données manquantes. Un résultat standard sur les es-
timateurs du maximum de vraisemblance est la normalité asymptotique : lorsque
la taille de l’échantillon tend vers l’infini, le jeu aléatoire de paramètres suit une
loi Gaussienne multi-variée, centrée autour de leur vraie valeur θ et de matrice
de variance-covariance donnée par l’opposé de la matrice hessienne inverse éva-
luée en θ. On estime classiquement la moyenne par l’estimateur θˆ et la matrice
de variance-covariance par l’estimation numérique de l’opposé de la matrice hes-
sienne inverse prise en θˆ, c’est-à-dire l’estimation numérique de Σˆ “ ´Hpθˆq où
Hi,jpθq “ B2BθiBθj logLpθq. Nous supposons ici que nous sommes dans le régime de
la normalité asymptotique. Nous pouvons alors réaliser des simulations jointes des
paramètres, et ensuite calculer la distribution de différentes quantités d’intérêt en
les évaluant dans chaque scénario.
1.5.4 Résultats
La maximisation de fonction en dimension relativement grande est toujours un pro-
blème délicat, surtout lorsqu’une seule évaluation de celle-ci demande des ressources
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informatiques non-négligeable (car chaque contribution individuelle doit être calcu-
lée). Nous avons isolé les termes communs aux individus pour en réaliser le calcul
une seule fois, et mis en oeuvre des procédures parallèles sur les coeurs de calcul du
LPMA¶. Nous avons testé plusieurs jeux de paramètres initiaux ; en particulier, les
forces de mortalité ont été initialisées avec des paramètres que nous avons calibré
sur les données nationales.
Résultats pour la catégorie socio-professionnelle
On souhaite comparer deux modèles : le Modèle 1 pour lequel les intensités de
transition entre les catégories socio-professionnelles sont constantes, et le Modèle 2
pour lequel ces intensités sont de type Weibull. Nous obtenons dans le Modèle 1
une log-vraisemblance égale à -14743.74, et dans le Modèle 2 égale à -14727.55. Les
deux modèles étant imbriqués, il est naturel d’obtenir une vraisemblance plus élevée
dans le Modèle 2 pour lequel le nombre de paramètres est plus important. Pour
voir si l’ajout des paramètres a12 et a21 est utile, nous comparons les deux modèles
dans le Chapitre 5 à l’aide des critères AIC et BIC, indiquant tous deux le choix
du Modèle 2. Dans la suite, nous donnons néanmoins les résultats pour les deux
modèles. Les paramètres estimés sont donnés dans le Tableau 1.4, et les intensités
de transitions entre les groupes et vers le décès sont représentées sur les Figures 1.45
et 1.46 respectivement, avec les intervalles de confiance (ponctuels) à 95% associés
(calculés sur la base de a normalité asymptotique de l’estimateur, comme décrit
précédemment).
Paramètre Modèle 1 Modèle 2
p 0.703 0.703
a12 1 0.621
a21 1 3.17
b12 80.1 50.8
b21 56.3 74.0
c13 0.000191 0.000189
c23 0.000152 0.000173
d13 0.0721 0.0723
d23 0.0703 0.0683
Table 1.4 – Paramètres estimés pour les Modèles 1 et 2. Rappelons que pour le
Modèle 1, le nombre de paramètres est réduit car a12 et a12 sont fixés à la valeur 1.
¶Nous remercions chaleureusement Jacques Portes pour son aide et ses cours particuliers de
parallélisme du pauvre !
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Figure 1.45 – Intensités de transition estimées entre les états intermédiaires pour
le Modèle 1 (gauche) et le Modèle 2 (droite) et les intervalles de confiance ponctuels
à 95 % associés
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Figure 1.46 – Estimation des forces de mortalité par caractéristique pour le Modèle
1 (gauche) et le Modèle 2 (droite) et les intervalles de confiance ponctuels à 95 %
associés
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Ces résultats nous donnent de premières intuitions sur les phénomènes en jeu.
D’abord, comme attendu, les forces de mortalité entre les deux groupes sont signi-
ficativement différentes, celles du premier groupe étant plus élevées. Les résultats
concernant ces taux de décès sont très proches entre les deux modèles, tant en terme
de niveau qu’en terme d’incertitude. En revanche, si les intensités entre les états in-
termédiaires sont d’un ordre de grandeur similaire dans le Modèle 1, l’estimation
du Modèle 2 montre que la structure en âge de ces intensités sont très différentes.
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Comme cette approche nous donne à la fois une estimation du niveau et de l’erreur
associée, il apparaît que ces deux quantités sont spécifiques aux caractéristiques
considérées. Ainsi, on s’attend à des comportements différents pour la dynamique
d’une population avec sa composition propre. Ceci sera étudié dans la Partie 1.5.5.
Résultats pour le statut matrimonial
On désigne par Modèle 3 le modèle pour lequel les transitions entre les statuts
matrimoniaux est de type Weibull, et Modèle 4 le modèle dans lequel ces transitions
sont de type Gompertz. La vraisemblance obtenue dans le Modèle 3 est -14061.86 et
dans le Modèle 4, celle-ci est égale à -14062.51. Les paramètres estimés sont donnés
dans le Tableau 1.5. On estime la matrice de variance-covariance des paramètres
comme précédemment, à la fois pour les Modèles 3 et 4. Sur cette base, on représente
les intensités estimées et leurs intervalles de confiance (ponctuels) à 95%, sur les
Figures 1.47 et 1.48 pour les transitions entre les statuts matrimoniaux et les forces
de mortalité respectivement.
Paramètre Modèle 3 Modèle 4
p 0.329 0.329
a21 5.99 0.000397
b12 0.00194 0.00193
b21 0.0131 0.0693
c13 1.22e-05 1.23e-05
c23 2.96e-06 3.11e-06
d13 0.103 0.103
d23 0.119 0.118
Table 1.5 – Paramètres estimés pour les Modèles 3 et 4
Concentrons nous d’abord sur les transitions entre les statuts matrimoniaux
(marié ou non-marié), voir Figure 1.47. Comme l’on s’y attend en observant le
nombre de transitions entre les états, l’intensité de transition α12ptq “ b12 de non-
marié à marié est très faible en comparaison de la transition inverse 2 Ñ 1, bien
que celle-ci soit non-nulle avec une probabilité non-négligeable (voir Tableau 1.5 et
Figure 1.47). On est ici très proche d’un modèle irréversible, mais nous verrons dans
la Partie 1.5.5 que cette analogie n’est pas parfaitement valide car un impact, même
faible, réside dans le calcul de produits d’assurance-vie typiques.
Loi de compensation de la mortalité Observons maintenant les résultats ob-
tenus sur la mortalité spécifique à chaque groupe (marié ou non-marié), plus préci-
sément le logarithme des forces de mortalité, voir Figure 1.48. Il apparaît que pour
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Figure 1.47 – Intensités de transition estimées entre les états intermédiaires pour
le Modèle 3 (gauche) et le Modèle 4 (droite) et les intervalles de confiance ponctuels
à 95 % associés
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les âges entre environ 60 et 85 ans, la force mortalité est plus faible pour les indi-
vidus mariés, ce qui est un résultat attendu dans ce sens. Mais après un âge pivot
autour de 90 ans, la situation s’inverse : aux grands âges, la mortalité des personnes
mariées devient la plus élevée. Ceci peut paraître surprenant à première vue, mais
en réalité il s’agit précisément d’un fait bien connu en démographie que l’on appelle
loi de compensation de la mortalité. Celle-ci apparaît lorsque l’on compare plusieurs
sous-populations au même moment, par exemple des sous-groupes d’un même pays
(ce qui est le cas ici) ou plusieurs pays entre eux, ou bien lorsque l’on compare une
même population à des dates successives}. Ce phénomène revient à dire que dans
le modèle de Gompertz, si le facteur multiplicatif est plus élevé, ici c23 ă c13, alors
nécessairement le coefficient en âge est plus élevé, c’est-à-dire ici d23 ą d13 (voir Ta-
bleau 1.5). Plus généralement, ce phénomène reflète le fait qu’une diminution de la
force de mortalité aux âges intermédiaires conduit à une augmentation de celle aux
grands âges. Ce phénomène s’explique par le fait que la durée de vie humaine, au
sens de la durée de vie biologique maximale que l’on peut atteindre en ne considérant
que le vieillissement pur, n’est pas modifiée sur des périodes de temps raisonnables
(voir par exemple Strulik and Vollmer (2013) et la discussion dans la Partie 1.1.1).
Cet effet de compensation de la mortalité peut être mesuré de deux autres façons,
avec chacune leur dénomination respective : la compression de la distribution des
}Nous avons vu dans la Partie 1.1.1 que dans l’estimation de modèles de mortalité stochastique
qui possèdent une formulation très proche de Gompertz, tels que Cairns et al. (2006), les séries
temporelles de pente et d’ordonnée à l’origine sont corrélées négativement, comme l’ont déjà formulé
par exemple Strehler and Mildvan (1960).
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Figure 1.48 – Estimation des forces de mortalité par caractéristique (haut) et
de leur logarithme (bas) pour le Modèle 3 (gauche) et le Modèle 4 (droite) et les
intervalles de confiance ponctuels à 95 % associés
60 70 80 90 100
0.
0
0.
1
0.
2
0.
3
0.
4
Mortality rates for the 1907 cohort
Age
 
Mortality rate from 1
Mortality rate from 2
60 70 80 90 100
0.
0
0.
1
0.
2
0.
3
0.
4
Mortality rates for the 1907 cohort
Age
 
Mortality rate from 1
Mortality rate from 2
60 70 80 90 100
-5
-4
-3
-2
-1
Log-mortality rates for the 1907 cohort
Age
 
Log-mortality rate from 1
Log-mortality rate from 2
60 70 80 90 100
-5
-4
-3
-2
-1
Log-mortality rates for the 1907 cohort
Age
 
Log-mortality rate from 1
Log-mortality rate from 2
âges au décès et la rectangularisation de la courbe de survie. Pour plus de détails
sur ces effets, nous renvoyons le lecteur à Strehler and Mildvan (1960), Fries (1980),
Gavrilov and Gavrilova (1991), Wilmoth and Horiuchi (1999) et Strulik and Vollmer
(2013).
Remarquons ici que les modèles à hasard proportionnel, qui supposent que la
force de mortalité d’un sous-groupe est donnée à un facteur multiplicatif près par
la force de mortalité de référence (par exemple nationale) ne permettent pas de
tenir compte de tels effets. Cet effet de compensation va nous donner des intuitions
sur le comportement de la mortalité agrégée d’un échantillon que l’on fait évoluer
dynamiquement avec les taux de transition estimés. Nous étudions ce point dans la
partie suivante.
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1.5.5 Impact de l’hétérogénéité sur la mortalité agrégée et
des produits d’assurance-vie
Dans cette partie, nous discutons l’impact de l’hétérogénéité sur (i) la mortalité agré-
gée et (ii) des produits d’assurance typiques de rentes ou de décès. Nous décrivons
d’abord la dynamique d’une population hétérogène.
Dynamique de population hétérogène Rappelons ici la dynamique détermi-
niste d’une cohorte hétérogène, prenant en compte les décès mais également les
changements de caractéristiques. On considère les intensités de transition αklptq qui
dépendent de l’âge t comme étant aléatoires car elles dépendent de la réalisation du
vecteur de paramètres θ, voir (1.52), dont la distribution peut être approchée par la
méthode décrite dans la Partie 1.5.3. Étant donnés les paramètres, nous travaillons
donc ici sur une trajectoire moyenne de population, ainsi le bruit démographique˚˚,
qui est présent pour une trajectoire de population de taille finie, n’est pas pris en
compte en tant que tel. En revanche, ce que nous mesurons avec la distribution es-
timée des paramètres concerne les fluctuations dues à la taille finie de la population
dans les données et également au schéma d’observation censuré par intervalle. Notons
g1paq et g2paq les grandeurs réelles qui fixent la composition à l’âge a de la génération
en chaque groupe 1 et 2 ; nous fixerons l’âge de départ selon la plage d’âge d’esti-
mation de l’application considérée (a “ 37.25 pour la catégorie socio-professionnelle
et a “ 60.25 pour le statut matrimonial). On note pour t ě a, Gptq “
˜
g1ptq
g2ptq
¸
la
répartition entre les groupes à l’âge t. Étant donnés les temps de transition, cette
composition évolue dans le temps suivant les décès et les changements de carac-
téristiques. Ceci correspond aux équations classiques de Chapman-Kolmogorov du
processus de Markov pXtq, que l’on peut voir aussi comme un cas particulier des
équations déterministes (moyennes ou en grande population) associées au modèle
de population général présenté dans la Partie 1.2 et détaillé dans le Chapitre 2 :
G1ptq “ KptqGptq, (1.53)
où la matrice de transition Kptq est donnée par
Kptq “
˜
´α13ptq ´ α12ptq α21ptq
α12ptq ´α23ptq ´ α21ptq
¸
.
Remarquons qu’ici apparaît la complexité due à la prise en compte de transitions
réversibles ; dans ce cas en général, aucune solution analytique n’est disponible pour
G (voir par exemple la discussion dans Andersen et al. (1993)). C’est bien le cas dans
˚˚Voir Partie 1.1.2
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notre cadre paramétrique des intensités, car les matrices Kpsq et Kptq ne commutent
pas::. En pratique, l’hypothèse que la transition inverse est égale à zéro est souvent
faite lorsque un nombre faible de telles transitions est observé (voir par exemple
Czado and Rudolph (2002)). Comme nous ne disposons pas de formule fermée, nous
utilisons un schéma numérique classique pour discrétiser l’Équation (1.53).
Mortalité agrégée Nous souhaitons illustrer ici la dynamique du taux de mor-
talité agrégé basé sur la représentativité de l’échantillon. On définit la quantité
moyenne (nombre réel) d’individus par
gptq “ g1ptq ` g2ptq. (1.54)
Le taux de mortalité agrégé à l’âge t est défini par
µptq “ ´g
1ptq
gptq “
g1ptqα13ptq ` g2ptqα23ptq
gptq , (1.55)
ce qui n’est rien d’autre qu’une moyenne pondérée des taux de mortalité spécifiques,
dont les poids dépendent de la dynamique hétérogène sous-jacente.
Lorsque l’on s’intéresse à l’hétérogénéité, un phénomène connu est celui du rat-
trapage : la mortalité agrégée rejoint la plus faible, étant donné que le groupe qui
possède cette force de mortalité plus faible soit de plus en plus représenté dans la
génération. Ce fait est observé lorsque les caractéristiques restent stables au cours
de la vie. Lorsque les changements de caractéristique sont pris en compte, la façon
dont la mortalité agrégée évolue avec l’âge est potentiellement différente, et il est
possible d’ observer l’effet inverse. Les deux applications que nous détaillons ci-après
permettent d’illustrer de tels effets.
Les résultats pour les catégories socio-professionnelles sont représentés sur la
Figure 1.49. On observe que la mortalité agrégée rejoint (lentement) la mortalité du
groupe 2, et mesure la vitesse à laquelle ceci se produit (ce qui dépend des différentes
intensités de transition). À l’aide des distributions estimées pour les paramètres, il
est possible de calculer les intervalles de confiance à 95% pour la mortalité agrégée,
ce qui est représenté sur la Figure 1.50.
Pour valider le cadre de modélisation et les hypothèses paramétriques, il est
intéressant d’observer la fonction de survie agrégée obtenue à partir de la mortalité
agrégée ci-dessus, et de la comparer à la fonction de survie calculée directement
sur l’échantillon, sans tenir compte des caractéristiques individuelles, par exemple
par l’estimateur non-paramétrique de Kaplan-Meier. Cette comparaison est donnée
dans la Figure 1.51 pour les Modèles 1 et 2. Remarquons que les deux courbes sont
relativement similaires, bien qu’elles puissent différer aux grands âges dans plusieurs
scénarios de paramètres. Ceci pourrait s’expliquer par les hypothèses de mortalité
::Cette vérification est laissée au lecteur.
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de type Gompertz qui est une approximation moyenne pour les âges autour de 40
ans, ce qui peut entraîner une légère sous-estimation de la mortalité. Nous pensons
néanmoins que ceci constitue la meilleure option de forme paramétrique à deux
paramètres, étant donné le faible nombre de données. Notons également que malgré
ces différences dans certains scénarios de paramètres, nous capturons d’un autre côté
plus d’information sur la dynamique hétérogène, ce qui est au coeur de notre étude.
Intéressons-nous maintenant aux résultats sur le statut matrimonial. Sur la Fi-
gure 1.52, on représente les logarithmes des forces de mortalité pour chaque groupe
1 ou 2 et agrégée, pour les Modèles 3 et 4, ainsi que sur la Figure 1.53 les intervalles
de confiance à 95% associés. Décrivons la structure en âge de la mortalité agrégée :
aux âges autour de 60 ans, celle-ci est proche de la force de mortalité des personnes
mariées, elle rejoint ensuite la mortalité des personnes non-mariées à l’âge de 85 ans
environ, puis reste à ce niveau de mortalité jusqu’à la fin de la plage d’âge considérée
pour l’estimation. Ceci donne un exemple où le phénomène de rattrapage n’a pas
lieu, dû aux changements de caractéristiques. Ici en effet, la mortalité agrégée rejoint
d’abord celle du groupe ayant la plus élevée (aux âges intermédiaires), puis reste au
niveau de la mortalité des personnes "non-mariées" car celles-ci sont sur-représentées
aux grands âges dû aux changements de plus en plus fréquents marié Ñ non-marié.
Pour cette application, nous comparons également d’une part la fonction de survie
obtenue sur la base des forces de mortalité décrites précédemment, et d’autre part
l’estimation par Kaplan-Meier de la fonction de survie sur l’échantillon sans tenir
compte des caractéristiques individuelles. Ces résultats sont représentés sur la Figure
1.54. Les deux courbes de survie sont très similaires pour chaque Modèle (3 ou 4), ce
qui va dans le sens des choix paramétriques qui ont été faits et de la vraisemblance
obtenue. Ainsi pour cette application, à la fois la dynamique hétérogène est captée,
mais la mortalité agrégée de l’échantillon est également répliquée.
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Figure 1.49 – Forces de mortalité spécifiques à chaque caractéristique et agrégée
(gauche) et leur logarithme (droite) pour le Modèle 1.
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Figure 1.50 – Intervalles de confiance ponctuels à 95% pour les forces de mortalité
spécifiques à chaque caractéristique et agrégée pour le Modèle 1 (gauche) et le Modèle
2 (droite).
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Figure 1.51 – Courbes de survie agrégée et intervalles de confiance ponctuels à 95%
obtenues dans le Modèle 1 (gauche) et le Modèle 2 (droite) comparé à l’estimateur
Kaplan-Meier
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Figure 1.52 – Logarithme des forces de mortalité spécifiques à chaque caractéris-
tique et agrégée pour le Modèle 3 (gauche) et le Modèle 4 (droite).
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Figure 1.53 – Intervalles de confiance ponctuels à 95% pour le logarithme des
forces de mortalité spécifiques à chaque caractéristique et agrégée pour le Modèle 3
(gauche) et le Modèle 4 (droite).
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Figure 1.54 – Courbes de survie agrégée et intervalles de confiance ponctuels à 95%
obtenues dans le Modèle 3 (gauche) et le Modèle 4 (droite) comparé à l’estimateur
Kaplan-Meier
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Impact sur des produits d’assurance Pour conclure cette étude, nous sou-
haitons étudier l’impact de l’hétérogénéité sur des produits d’assurance stylisés, en
mettant l’accent sur les changements de caractéristiques et l’erreur d’estimation.
On considère une population assurée de composition initiale Gpaq “
˜
g1paq
g2paq
¸
, et on
définit deux quantités actuarielles stylisées relatives à des rentes ou une assurance
décès, qui démarre à l’âge a et se termine à l’âge a¯. On considère un taux d’actua-
lisation constant r. Le produit de rentes (Life Benefit) consiste à payer 1 par unité
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de temps aux individus encore en vie dans la population assurée, c’est-à-dire
LB :“
ż a¯
a
e´rpt´aqgptqdt,
où gptq est donné par (1.54). Une autre quantité d’intérêt est l’assurance décès (Death
Benefit) qui paye 1 au moment du décès d’un individu. Formellement, le nombre de
décès dans l’intervalle de temps rt, t` dtq est gpt` dtq ´ gptq « ´g1ptqdt ; on définit
ainsi le flux moyen payé pas l’assureur par
DB :“ ´
ż a¯
a
e´rpt´aqg1ptqdt.
Dans la suite, nous nous intéressons à l’impact sur ces deux types de quantités de
(i) la composition de la population initiale, (ii) la prise en compte ou non des chan-
gements de caractéristiques et (iii) deux valeurs possibles du taux d’actualisation r.
Catégories socio-professionnelles
On se donne a “ 37.25 et a¯ “ 78.5 qui correspondent à la plage d’âges étudiée
pour l’estimation, et qui est plutôt typique d’un produit de bénéfice au décès. Les
paramètres utilisés pour les simulations sont les suivants :
(i) La population initiale à l’âge a “ 37.25 est composée de CSP+ (groupe 2)
seulement (p “ 0), ou bien représentative de l’échantillon initial (p “ 0.703), ou
bien composée uniquement de CSP- (groupe 1) (p “ 1).
(ii) La distribution aléatoire des flux liés au bénéfice au décès est simulée suivant le
modèle complet de l’Équation (1.53), et comparée à ce même modèle lorsque l’on ne
tient pas compte des transitions entre les groupes (dans ce cas α12ptq “ α21ptq “ 0).
(iii) Deux valeurs du taux d’actualisation r sont testées : r “ 1% en Figure 1.55 et
r “ 3% en Figure 1.56.
Ces résultats sont représentés pour les deux Modèles 1 et 2.
Observons d’abord les résultats pour une composition initiale représentative de
l’échantillon de départ (p “ 0.703), voir les colonnes médianes en Figures 1.55 et 1.56.
Il apparaît dans ces simulations que considérer les caractéristiques stables au cours
de la vie revient à légèrement sur-estimer les flux de bénéfice au décès, autrement dit
à sous-estimer le nombre de personnes en vie, ou encore à sur-estimer la mortalité.
Ainsi, il semble que la proportion d’individus du groupe 1 soit sur-estimée lorsque
les changements de caractéristiques ne sont pas pris en compte. Rappelons que
l’intensité de transition de 1 vers 2 est au global plus importante que celle de 2
vers 1, voir Figure 1.45. Mais également, que l’intensité totale des changements de
1 vers 2 est le produit entre l’intensité individuelle de transition 1 Ñ 2 et le nombre
d’individus du groupe 1. Ainsi, lorsque la proportion d’individus du groupe 1 est
suffisamment élevée, le nombre de transitions 1 Ñ 2 devient plus grand que celui des
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transitions 2 Ñ 1, et dans ce cas les flux de l’assurance décès sont bien sur-estimés
lorsque les changements de caractéristiques ne sont pas pris en compte. On peut
illustrer ce phénomène en partant d’une population initiale composée uniquement
d’individus du groupe 1 (p “ 1), voir les colonnes de droite en Figures 1.55 et 1.56.
En revanche, si la proportion d’individus du groupe 1 est suffisamment faible, les flux
de bénéfice au décès sont sous-estimés si l’on considère que les caractéristiques sont
stables au cours de la vie. On peut l’illustrer en partant cette fois-ci d’une population
exclusivement composée d’individus du groupe 2 (p “ 0), voir les colonnes de gauche
en Figures 1.55 et 1.56. Remarquons que comme attendu, ces flux sont plus faibles
en partant d’individus du groupe 2, et cette approche permet au-delà d’illustrer que
toute la distribution de ces flux dépend de la population considérée (tant en niveau
qu’en terme d’incertitude due à l’erreur sur les paramètres). Ces conclusions sont
similaires pour chacun des Modèles 1 et 2. Finalement, on peut tester la sensibilité
au taux d’actualisation en comparant les Figures 1.55 et 1.56. Comme attendu,
la valeur diminue avec l’augmentation du taux mais les conclusions d’impact sont
similaires.
Figure 1.55 – Distribution des flux d’assurance décès avec r “ 1% et p “ 0
(gauche), p “ 0.703 (milieu) et p “ 1 (droite) pour le Modèle 1 (haut) et le Modèle
2 (bas)
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Figure 1.56 – Distribution des flux d’assurance décès avec r “ 3% et p “ 0
(gauche), p “ 0.703 (milieu) et p “ 1 (droite) pour le Modèle 1 (haut) et le Modèle
2 (bas)
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Statut matrimonial
Étudions maintenant l’hétérogénéité due au statut matrimonial, qui donne un
certain nombre d’intuitions complémentaires. On se donne a “ 60.25 et a¯ “ 101.5,
qui correspondent à la plage d’âge considérée pour l’estimation, qui est plutôt ty-
pique d’un produit de rentes. Pour ces simulations, on se donne les paramètres
suivants :
(i) La population initiale à l’âge a “ 60.25 est constituée d’individus mariés (groupe
2) uniquement (p “ 0), ou bien représentative de l’échantillon de données (p “
0.329), ou bien constituée d’individus non mariés (groupe 1) uniquement (p “ 1).
(ii) La distribution aléatoire des flux de bénéfices au décès est simulée sur la base
du modèle complet de population (1.53) et comparée au même modèle mais pour
lequel les changements de caractéristiques ne sont pas pris en compte (c’est-à-dire
α12ptq “ α21ptq “ 0).
(iii) Deux valeurs du taux d’actualisation sont comparées : r “ 1% en Figure 1.57
et r “ 3% en Figure 1.58.
Ces résultats sur le produit de rentes sont représentés pour les Modèles 3 et 4.
Avec ces résultats, l’impact de la transition de marié vers non-marié est claire-
ment visible (étant majoritairement constitué des transitions vers le veuvage aux
grands âges). Cet effet est visible sur les Figures 1.57 et 1.58 en partant d’individus
mariés uniquement (colonne de gauche) ou d’une population représentative (colonne
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du milieu). En revanche, comme la transition de non-marié à marié est faible, c’est
ici avec une population composée uniquement d’individus du groupe 1 que l’effet est
le moins visible (c’était plutôt le cas de la population représentative concernant les
résultats sur les catégories socio-professionnelles). Remarquons tout de même qu’une
différence persiste, qui peut avoir un impact sur des montants de rente importants.
Si l’on compare les Modèles 3 et 4, la plus grande différence réside dans la variance
de la distribution des flux de rente, ceux-ci étant plus faibles dans le Modèle 4 ; ceci
s’explique par le fait que dans ce modèle, l’incertitude sur les intensités de transi-
tion est plus faible tant pour les forces de mortalité (voir Figure 1.48) que pour les
transitions entre les états intermédiaires (voir Figure 1.47).
En conclusion de ces résultats numériques concernant l’hétérogénéité en terme
de catégorie socio-professionnelle ou de statut matrimonial, insistons sur le fait que
l’impact de la prise en compte des changements de caractéristiques dépend à la
fois de la composition initiale de la population et des niveaux et fluctuations des
intensités de transition entre les états intermédiaires.
Figure 1.57 – Distribution des flux de rentes avec r “ 1% et p “ 0 (gauche),
p “ 0.329 (milieu) et p “ 1 (droite) pour le Modèle 3 (haut) et le Modèle 4 (bas)
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Figure 1.58 – Distribution des flux de rentes avec r “ 3% et p “ 0 (gauche),
p “ 0.329 (milieu) et p “ 1 (droite) pour le Modèle 3 (haut) et le Modèle 4 (bas)
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1.5.6 Conclusion et perspectives
Nous avons proposé une méthode paramétrique par maximum de vraisemblance qui
permet de capturer l’hétérogénéité de la mortalité en présence de changements de
caractéristiques et de schéma d’observation censuré par intervalle, spécifique aux
données démographiques longitudinales issues du recensement. En effet, pour de
telles données, les individus ne sont observés qu’aux dates isolées du recensement,
et les instants de changements de caractéristiques restent inconnus.
En appliquant une telle méthode à l’Échantillon Démographique Permanent de
l’INSEE, qui présente à la fois un faible nombre d’individus mais également une
censure par intervalle systématique, nous avons pu mesurer des forces de mortalité
spécifiques à des catégories socio-professionnelles ou au statut matrimonial, en trai-
tant à chaque fois des générations réelles. Nous avons également mis l’accent sur
l’erreur d’estimation qui dépend de la caractéristique et de la transition considérées.
Nous avons observé plusieurs effets, incluant la loi de compensation de la mor-
talité aux grands âges entre les différentes sous-populations. Nous avons également
étudié la dynamique de générations avec une composition spécifique, ce qui nous
a permis d’avoir un certain nombre d’intuitions sur la structure en âge de la mor-
talité agrégée. Enfin, nous avons étudié la distribution de flux liés à des produits
de rente ou d’assurance décès stylisés, et leur modification si les changements de
caractéristiques ne sont pas pris en compte. En conclusion, il s’avère que le niveau
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et les fluctuations de ces flux dépendent à la fois de la composition de la population
initiale et des intensités de transition ; au-delà de la quantification de ces effets, ces
intuitions peuvent être utiles pour la gestion des risques de mortalité/longévité.
Dans le champ des études démographiques et actuarielles, l’estimation de l’hété-
rogénéité de la mortalité à partir de données réelles complexes est un sujet difficile.
Nous proposons ci-dessous plusieurs perspectives de travail.
(i) Ces estimations pourraient être mises en oeuvres en donnant la possibilité de
plusieurs transitions dans chaque intervalle de temps et/ou en prenant en compte
davantage de caractéristiques dans le modèle multi-états (par exemple en distin-
guant dans "non-marié" : "célibataire", "veuf", "divorcé"), et en essayant de tirer
parti du peu de données alors disponibles.
(ii) Il serait intéressant de proposer un modèle général permettant d’estimer conjoin-
tement plusieurs générations. Un tel problème est assez délicat à plusieurs niveaux :
d’abord le traitement de la censure par intervalle doit être cohérent entre les géné-
rations, ensuite la maximisation de vraisemblance doit être réalisée en prenant en
compte la grande dimension du problème, augmentée par le fait qu’il est préférable
d’éviter des hypothèses de hasard proportionnel (afin de répliquer la loi de com-
pensation), et enfin prenant en compte la dépendance structurelle entre la date de
recensement et la date de naissance des individus (les dates de recensement étant
communes à tous, les âges à l’observation sont spécifiques à la cohorte considérée).
Sur ce thème, le développement de méthodes d’estimation de modèles multi-états
en présence de censure par intervalle dépendante paraît être un sujet statistique en
soi.
(iii) Dans l’optique population, l’estimation statistique de taux de naissance hété-
rogènes est un enjeu crucial. Malheureusement, les données à disposition ne per-
mettent pas de traiter cet aspect. À l’avenir, d’autres tests sur les taux de naissance
hétérogènes pourraient compléter ceux du Chapitre 2 en reprenant par exemple les
estimations de mortalité réalisées dans ce travail;;.
;;Ces aspects constituent des réflexions en cours avec Nicole El Karoui et Stéphane Loisel dans
l’équipe de l’ANR Lolita, et également déclinées dans un contexte de mortalité par causes de décès
et caractéristiques individuelles dans le projet PHC Germaine de Staël, joint avec Séverine Arnold
et Héloise Labit-Hardy du département de sciences actuarielles de l’Université de Lausanne.
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1.6 Comportement macroscopique de trajectoires de
vie accélérées
1.6.1 Motivations
L’étude de la mortalité par caractéristiques individuelles est un sujet délicat, sur-
tout lorsque celles-ci évoluent au cours de la vie. Nous avons traité dans la section
précédente un aspect de l’estimation statistique de modèles dits multi-états qui re-
présentent des trajectoires de vie : l’individu passe par un certain nombre d’états
jusqu’au décès. En parallèle de cette première approche, et pour avancer dans la
compréhension des phénomènes démographiques, on peut se demander si l’évolution
d’une population dans laquelle les individus changent de caractéristiques au cours
de la vie ne peut pas être approchée par un modèle plus simple, dans lequel les
paramètres seraient moyennés sur la population. En particulier, parmi les carac-
téristiques connues comme ayant un impact sur la mortalité, nombre d’entre elles
peuvent varier très fréquemment en comparaison de l’échelle de temps d’une vie : on
peut penser à l’exposition ou non à un contaminant, l’alternance entre une activité
dangereuse et une activité sécurisée ou l’état de santé qui oscille entre les périodes
de maladie et de rémission. Ces caractéristiques ont aussi un impact sur la fertilité,
ce qui fait qu’au global la dynamique de population est difficile à analyser. On pense
toujours dans ces travaux à l’évolution de la pyramide des âges au cours du temps,
qui donne de l’information tant sur le calcul des indicateurs de mortalité agrégés
que sur la répartition des générations pour la question des retraites.
Nous reprenons le modèle microscopique de dynamique de population introduit
dans la Partie 1.2, dans lequel les individus peuvent donner naissance, changer de
caractéristiques et décéder. Nous avons déjà mentionné dans la Partie 1.2 l’asymp-
totique en grande population de ce modèle : lorsque le nombre d’individus tend
vers l’infini, le comportement macroscopique est donné par une équation aux déri-
vées partielles qui est une forme générale de l’équation de Mc-Kendrick Von Foerster
(voir McKendrick (1926) et Von Foerster (1959)). Celle-ci donne l’évolution au cours
du temps du nombre moyen d’individus d’un âge et de caractéristiques donnés. La
contribution de cette partie est l’étude de l’asymptotique de ce modèle général à la
fois en grande population et avec des changements de caractéristiques accélérés. En
d’autres termes, il s’agit d’étudier la dynamique macroscopique du modèle lorsque
deux échelles de temps sont présentes : les caractéristiques changent à l’échelle rapide
tandis que le vieillissement, les naissances et les morts évoluent à l’échelle lente. Dans
ce cadre, sous une hypothèse d’invariance sur les changements de caractéristiques,
le comportement limite que nous obtenons est décrit par l’équation (déterministe)
de McKendrick-Von Foerster dans laquelle l’âge seulement intervient, et les taux
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de naissance et de mort sont moyennés sur la structure stable en terme de caracté-
ristiques. Ainsi, une population hétérogène dans laquelle les individus changent de
caractéristiques fréquemment a un comportement similaire à une population homo-
gène dont les taux démographiques sont obtenus à partir de la mesure invariante
des changements de caractéristiques.
On trouve dans la littérature de nombreux travaux sur les théorèmes limites pour
les processus en présence de différentes échelles de temps. Quant au cadre qui nous
intéresse, qui concerne plus particulièrement les processus de population à valeur
mesure, on peut noter des contributions variées prenant en compte deux échelles
de temps, par exemple concernant les mécanismes d’évolution écologique avec des
mutations rares ou accélérées pour des populations structurées par caractéristiques
(voir par exemple Fournier and Méléard (2004), Champagnat et al. (2006), Bovier
and Wang (2013) et Billiard et al. (2014)), les modèles proies-prédateurs (voir par
exemple Costa et al. (2015) et Costa (2015)), ainsi que les populations structurées
avec vieillissement accéléré (voir Méléard and Tran (2012)). À notre connaissance,
il n’y a pas de contribution traitant dans ce cadre de processus de population à
valeur mesure avec changements de caractéristiques accélérés et taux de naissance
et de mort dépendants de l’âge. L’objet de notre étude est de développer un tel
cadre et les résultats correspondants, ainsi que d’illustrer l’apport de cette modé-
lisation d’un point de vue démographique. La preuve est basée sur les outils et la
démarche de Méléard and Tran (2012) et Gupta et al. (2014), travaux dans lesquels
le vieillissement est accéléré. Nous reviendrons sur ces travaux à l’occasion d’une
discussion dans la partie suivante. Dans la suite, nous détaillons le modèle renor-
malisé, les hypothèses ainsi que le résultat principal associé. Nous terminons par
quelques exemples illustratifs de distributions stables de caractéristiques et de taux
démographiques équivalents pour le modèle approché. On trouvera dans le Chapitre
6 le détail de ce travail, en particulier l’ensemble des résultats et des preuves, ainsi
que les exemples et illustrations numériques.
1.6.2 Le modèle
Nous reprenons le modèle microscopique de dynamique de population introduit dans
la Partie 1.2, avec quelques spécifications que nous détaillons dans la suite. Chaque
individu a un âge (positif) a et une caractéristique x P X , où X est un compact
de Rd. On rappelle que dans la population, trois types d’événements peuvent se
produire :
(i) Une naissance, c’est-à-dire l’arrivée d’un individu d’âge zéro,
(ii) Un décès, c’est-à-dire la disparition d’un individu,
(iii) Un swap, c’est-à-dire le changement de caractéristiques d’un individu.
L’objectif est de modéliser le fait que les individus changent de caractéristiques
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de manière très fréquente relativement aux temps de naissance et de mort. Pour
ce faire, nous spécifions les intensités d’événements de la façon suivante. Chaque
individu de caractéristiques x et d’âge a donne naissance au taux bpx, aq, décède au
taux dpx, aq, et change de caractéristiques aux temps donnés par le taux de swap
n.epx, aq, où n est le paramètre d’échelle que nous ferons tendre vers l’infini. Comme
nous nous intéressons aussi au comportement macroscopique, le paramètre d’échelle
n sera utilisé comme l’ordre de grandeur de la taille de la population. Il nous reste
à spécifier les changements de caractéristiques qui ont lieu au moment du swap, et
également les mutations possibles à la naissance. Pour cela, nous considérons une
mesure de probabilité de référence mpdxq sur l’espace X des caractéristiques. Au
moment d’un swap, les caractéristiques x d’un individu d’âge a sont remplacées
par de nouvelles caractéristiques x1 tirées suivant le noyau kepx, a, x1qmpdx1q. À la
naissance d’un individu de parent px, aq, des mutations se produisent suivant le
noyau kbpx, a, x1qmpdx1q.
Pour un entier n donné, nous construisons un processus de population pZnt pdx, daqqtě0
qui part à l’instant initial d’une population aléatoire Zn0 pdx, daq. À un instant t, la
mesure Znt pdx, daq met un poids px, aq en les caractéristiques et l’âge de chaque indi-
vidu, qui évolue suivant les taux bpx, aq, dpx, aq et n.epx, aq. Ce type de construction
est détaillé dans la Partie 1.2 et le Chapitre 2, et explicité dans ce cadre précis dans
le Chapitre 6. Pour étudier le comportement macroscopique, on définit pour chaque
n P N˚ le processus de population renormalisé pZ˜nt qtě0 par
Z˜nt pdx, daq :“ 1nZ
n
t pdx, daq,
qui correspond à la population dans laquelle chaque individu a le poids 1
n
. Nous
travaillerons sous des hypothèses permettant la stabilité de la composition en terme
de caractéristiques, et nous serons alors intéressés par le comportement de la suite
des processus renormalisés de pyramide des âges lorsque le paramètre d’échelle n
tend vers l’infini. Pour cela, nous introduisons la suite de processus à valeur mesure
pZ¯nt pdaqqtě0 définis par la marginale en âge par : pour toute f P CbpR`q (continue
et bornée sur R`),
ş
R` fpaqZ¯tpdaq “
ş
XˆR` fpaqZ˜nt pdx, daq (soit avec nos notations
xZ¯nt , fy “ xZ˜nt , fy).
On s’intéresse à la limite quand n croît vers l’infini, donc la fréquence n.epx, aq
des changements de caractéristiques augmente, tandis que les taux de naissance et
mort restent les mêmes. L’idée, comme nous l’avons déjà évoquée, est de séparer
les échelles de temps des changements de caractéristiques d’une part, et des évé-
nements démographiques (vieillissement, naissances, morts) d’autre part. Dans le
même temps, la taille de la population tendra vers l’infini. Au total, deux effets se
combinent :
(i) Comme la population tend vers l’infini, le phénomène aléatoire se moyennise en
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une dynamique déterministe,
(ii) En parallèle, les événements de swap se produisent de plus en plus fréquemment,
ce qui amène la répartition des caractéristiques à un équilibre dans la population
globale.
Ainsi, dans la limite où n Ñ ` 8, le processus de pyramide des âges devrait satis-
faire une équation déterministe en âge, dans laquelle les paramètres démographiques
(fertilité et mortalité) sont moyennés sur la répartition stable des caractéristiques.
1.6.3 Hypothèses
Nous commençons par détailler les hypothèses sur le contrôle des paramètres démo-
graphiques ainsi que le contrôle des populations initiales.
Hypothèse 8. (Taux et noyaux bornés) Les taux démographiques et les noyaux de
changement sont continus en chaque variable, et il existe des constantes positives k¯,
b¯, d¯ et e¯ telles que pour tout px, a, x1q P X ˆR`ˆX , kepx, a, x1q ď k¯, kbpx, a, x1q ď k¯,
bpx, aq ď b¯, dpx, aq ď d¯ et epx, aq ď e¯.
Hypothèse 9. (Contrôle de moments pour les populations initiales aléatoires)
Dα ą 0, sup
n
E
„´
xZ˜n0 ,1y
¯1`α ă `8.
Remarque 4. La preuve peut être adaptée (et même légèrement simplifiée) dans le
cas où les âges évoluent dans un compact, par exemple de la forme r0, a¯s, où a¯ est un
âge limite. Dans ce cadre, on peut vérifier que l’hypothèse supn E
”
xZ˜n0 ,1y
ı
ă `8 est
suffisante. Néanmoins, il est dommage de contraindre le modèle dans cette direction
(dont la dynamique présenterait d’ailleurs des modifications) et également de perdre
la possibilité d’avoir des âges dans R`, ce qui est d’intérêt pour de nombreuses
applications. En particulier, si l’on pense à la possibilité d’un plateau pour le taux
de mortalité, qui reste donc fini et invalide la présence d’un âge limite, ou si l’on
souhaite inclure un âge limite qui évolue au cours du temps. C’est également le cas si
l’on souhaite appliquer ces limites d’échelles aux processus de Hawkes généraux (voir
Partie 1.3 et Chapitre 3), pour lesquels la dynamique en âge n’est pas contrainte.
L’hypothèse cruciale est donnée ci-dessous. Celle-ci indique qu’à chaque âge,
la dynamique individuelle de changement de caractéristiques suit un processus qui
possède une mesure invariante. Ainsi, si l’on accélère ce processus de sorte à ce
qu’il atteigne sa mesure invariante, alors on connaît pour cet âge la distribution
possible des caractéristiques ; cette dynamique individuelle va se traduire au niveau
macroscopique par une stabilisation de la répartition des caractéristiques à chaque
âge.
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Hypothèse 10. (Mesure invariante) Pour tout a P R`, il existe une solution non
nulle x ÞÑ gpx, aq telle que şX gpx, aqlpdxq “ 1 à l’équation de Fredholm : m-p.p.,
epx, aqgpx, aq “
ż
X
gpy, aqepy, aqkepy, a, xqmpdyq. (1.56)
Cette hypothèse s’interprète classiquement de manière probabiliste. Nous omet-
tons l’âge pour la discussion suivante, et nous notons gpxq “ gpx, aq. Considérons
un processus de Markov à valeurs dans X , qui saute d’un état x à un état y au taux
epxqkepx, yq. Ce processus représente les changements de caractéristiques au cours
de la vie d’un individu. Le générateur infinitésimal de ce processus est défini sur les
fonctions continues f par
Afpxq “ epxq
ˆż
yPX
kepx, yqfpyqmpdyq ´ fpxq
˙
.
On voit que sous l’Hypothèse 10, pour toute fonction f continue,ş
X Afpxqgpxqmpdxq “ 0. Dans le cas où le processus de Markov est continu à droite,
ceci caractérise le fait que son unique mesure invariante (de probabilité) n’est rien
d’autre que νpdxq “ gpxqmpdxq.
Il reste à donner l’hypothèse sur la convergence de la suite de populations ini-
tiales. Pour cela, nous rappelons ici l’espace des mesures considéré et sa topologie,
ce qui a été déjà fait dans la Partie 1.2.4. Nous considérons ici des mesures aléa-
toires à valeur dansMpEq, l’espace des mesures positives finies sur un ensemble E,
et dans notre cadre E sera R` ou S “ X ˆ R`. L’espace MpEq peut être muni
de la topologie de la convergence vague ou étroite. Rappelons que la convergence
étroite dansMpEq est définie par νn weakÑ ν si pour toute fonction f continue et bor-
née, xνn, fy Ñ xν, fy. La convergence vague est définie par νn vagueÑ ν si pour toute
fonction f continue à support compact, xνn, fy Ñ xν, fy. Si E était un ensemble
compact, ces deux topologies seraient les mêmes, mais dans notre cas où E n’est
pas compact, celles-ci présentent une inclusion stricte. L’hypothèse de convergence
de la population initiale est donnée ci-dessous.
Hypothèse 11. (Convergence de la population initiale) Il existe une mesure déter-
ministe ξ0 PMpSq telle que la suite de mesures aléatoires pZ˜n0 pdx, daqqnPN˚ converge
en loi et pour la topologie de la convergence étroite dansMpSq vers ξ0pdx, daq.
1.6.4 Résultat principal
Le résultat principal est donné ci-dessous, la preuve quant à elle est détaillée dans le
Chapitre 6. Rappelons les notations : Dpr0, T s, pMpR`q, wqq (resp. Cpr0, T s, pMpR`q, wqq)
est l’espace des processus càdlàg (resp. continus) sur r0, T s à valeur dans MpR`q
muni de la topologie de la convergence étroite.
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Théorème 3. (i) Sous les Hypothèses 8, 9, 10, et 11, la suite des processus de
pyramide des âges pZ¯n. pdaqqn converge en loi dans Dpr0, T s, pMpR`q, wqq vers le
processus à valeur mesure déterministe ξ P Cpr0, T s, pMpR`q, wqq, unique solution
à l’équation
xξt, fy “ xξ0, fy `
ż t
0
xξs, Baf ` bˆ´ dˆyds, (1.57)
où
bˆpaq “
ż
X
bpx, aqgpx, aqmpdxq, dˆpaq “
ż
X
dpx, aqgpx, aqmpdxq.
(ii) Pour chaque t ą 0 fixé, la suite de pyramide des âges pZ˜nt pdx, daqqn converge
en loi dans pMpSq, wq vers ξ˜tpdx, daq :“ gpx, aqξtpdaqmpdxq.
L’Équation (1.57) indique que le comportement macroscopique de la pyramide
des âges est dirigé par les taux de naissance et mort bˆpaq and dˆpaq, dont la valeur
à chaque âge est la moyenne sur la répartition stable en terme de caractéristiques.
Cela revient à réduire le nombre de paramètres : on remplace les taux de naissance
et mort par caractéristiques par un équivalent et l’on obtient ainsi un modèle sim-
plifié. De plus, le point (ii) montre que la dépendance en temps ne concerne que
la pyramide des âges, et qu’à chaque instant, la composition des caractéristiques
pour la classe d’âge (infinitésimale) a est donnée par gpx, aqmpdxq. Notons qu’en
présence des différences d’échelle entre les événéments de naissance et de change-
ments de caractéristiques, le noyau de mutation à la naissance n’intervient pas dans
la dynamique macroscopique. Mentionnons enfin qu’il n’est pas possible d’amélio-
rer le résultat du point (ii) car la suite de processus pZ˜nq n’est pas tendue dans
Dpr0, T s, pMpX ˆR`q, v{wqq : ceci sera discuté dans le Chapitre 6, voir Proposition
6.2.
Avant de présenter des illustrations numériques associées à ce résultat, nous
faisons ci-dessous le lien avec la démarche de Méléard and Tran (2012) qui est à la
base de la preuve, celle-ci étant détaillée dans le Chapitre 6.
Le cadre de Méléard and Tran (2012) Dans Méléard and Tran (2012), la limite
de suite de processus de naissance et mort est étudiée en présence de composante
allométrique, c’est-à-dire, en plus de l’évolution lente d’une population soumise à
des naissances et des morts, des naissances et des morts additionnelles rapides, de
même intensité. Cette modélisation représente la cohabitation de deux populations
au niveau écologique, dont les dynamiques démographiques sont très différentes (par
exemple des hôtes éléphants et des parasites insectes). L’inclusion de l’âge dans
la modélisation rend l’étude des dynamiques allométriques difficiles. Ceci est dû à
l’asymétrie entre les deux événements rapides de même intensité : la naissance qui
ajoute un individu d’âge zéro d’une part, et la mort qui retire un individu d’âge
strictement positif ; ce qui a pour conséquence de dégénérer la mesure qui garde
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trace des âges dans la population (pyramide des âges). Ce problème technique peut
être surmonté en supposant que le vieillissement se déroule à l’échelle rapide, puis
en se basant sur des techniques de moyennisation de Kurtz (1992). Dans la limite
de naissances et morts accélérées, la pyramide des âges atteint un équilibre à chaque
instant. Ainsi, la limite obtenue par Méléard and Tran (2012) indique que l’évolution
en âge est perdue (composante rapide), et qu’alors l’évolution de la structure de
la population en terme de caractéristiques, qui évolue à l’échelle lente, est décrite
par une dynamique aléatoire donnée par une diffusion de Feller. La dynamique qui
nous intéresse présente de nombreuses analogies et nous reprenons dans la preuve la
démarche de Méléard and Tran (2012) (voir aussi Gupta et al. (2014)). Dans notre
cadre cependant, la situation est inversée : le vieillissement est à l’échelle lente, tandis
que les caractéristiques évoluent à l’échelle rapide. De manière analogue, à la limite
la structure en caractéristiques est stabilisée et une équation décrit la dynamique
de la pyramide des âges. Cependant, la particularité du phénomène de changement
de caractéristiques donne à la limite une équation déterministe. Ceci s’explique de
la façon suivante : alors que les temps de naissances et les morts (indépendants) ne
peuvent se produire au même moment, il reste un bruit à la limite, tandis que dans
notre cas, les changements de caractéristiques sont simultanés. En effet, de manière
artificielle, on enlève l’ancienne caractéristique et on ajoute la nouvelle au même
instant.
1.6.5 Illustration numérique
Afin d’illustrer les hypothèses et le résultat principal, nous proposons de calculer
un exemple de solution à l’Équation (1.56) pour la composition stable (un exemple
supplémentaire est donné dans le Chapitre 6), et d’illustrer numériquement l’impact
de différents choix de fréquences de changements de caractéristiques sur les taux
de naissance et mort agrégés. Nous traitons le cas d’un mécanisme de saut au plus
proche voisin, que nous décrivons ci-après. Nous ne mentionnons pas la dépendance
en âge pour simplifier les notations et l’application, mais il faut garder à l’esprit que
l’intensité et le noyau de changement de caractéristiques peuvent en dépendre.
Considérons n classes de caractéristiques, soit X “ tx1, ..., xnu. Dans ce cadre,
l’équation de la mesure invariante est donnée de manière discrète par
@i P t1, ..., nu, epxiqgpxiq “
ÿ
j‰i
gpxjqepxjqkepxj, xiq.
Si un changement a lieu pour un individu de caractéristiques xi, i P t2, ..., n ´ 1u,
alors ses nouvelles caractéristiques sont choisies uniformément entre xi´1 et xi`1,
en d’autres termes kepxi, x1qmpdx1q “ 12δxi´1pdx1q ` 12δxi`1pdx1q. Si la caractéris-
tique est xi “ x1 ou xi “ xn, le voisin est choisi avec probabilité 1, c’est-à-dire
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kepx1, x1qmpdx1q “ δx2pdx1q et kepxn, x1qmpdx1q “ δxn´1pdx1q. Définissons la matrice
A par
Ai,j “ epxjqkepxj, xiq1i‰j ´ epxiq1i“j.
Pour résoudre l’équation de la mesure invariante, on cherche les vecteurs propres
de la matrice A associés à la valeur propre 0. Comme les changements de caracté-
ristiques ne peuvent se produire qu’aux plus proches voisins, la matrice A est tri-
diagonale. Aussi, les sur- et sous-diagonales ont le même signe, ce que qui montre
que A est diagonalisable. On peut alors montrer que 0 est une valeur propre pour
A (de multiplicité 1) et qu’un vecteur propre Y est donné par Y1 “ śi‰1 epxiq,
Yn “śi‰n epxiq et pour k P t2, ..., n´ 1u, Yk “ 2śi‰k epxiq. Ainsi, la solution g est
donnée par
gpxiq “ Yiř
1ďkďn Yk
.
Pour mettre en œuvre les calculs numériques, nous proposons de considérer un
modèle à hasard proportionnel du type dpx, aq :“ αpxqd¯paq et bpx, aq :“ βpxqb¯paq,
avec d¯paq et b¯paq des taux de naissance et mort de référence, dont nous capturons
la structure en âge sur des données démographiques réelles. Dans le modèle macro-
scopique, le taux de mort agrégé est dˆpaq “ şX dpx, aqgpx, aqmpdxq “ αˆpaqd¯paq, où
αˆpaq :“ şX αpxqgpx, aqmpdxq. De même, on a bˆpaq “ βˆpaqb¯paq. Il est intéressant de
noter que dans le cadre général, on n’obtient donc pas des taux de mort et naissance
agrégés qui sont proportionnels aux taux de référence, dû au fait que la structure
stable en terme de caractéristiques peut dépendre de l’âge considéré. Dans l’exemple
numérique cependant, comme les taux de swap et donc la structure stable ne dé-
pendent pas de l’âge, on restera pour les taux agrégés dans un modèle à hasard
proportionnel. Pour le taux de mort de référence, nous proposons une forme stylisée
de type Gompertz : d¯paq “ A1eB1a, et un taux de naissance qui reproduit la forme
de ceux des populations humaines, soit ici b¯paq “ A2e´B2pa´a¯q2 . Nous choisissons
des valeurs qui reproduisent globalement le niveau des taux démographiques pour
la France en 2008˚, soit ici :
A1 “ 3, 7.10´5, B1 “ 0.09, a¯ “ 32, A2 “ 0.075 et B2 “ 0.02. Les taux de référence
basés sur ces paramètres sont représentés sur la Figure 1.59.
˚Pour les taux de naissance, nous utilisons les ordres de grandeur des taux par femme et divisons
par deux pour récupérer grossièrement un taux de naissance individuel (sans sexe spécifié).
153
1.6. COMPORTEMENT MACROSCOPIQUE DE TRAJECTOIRES DE VIE
ACCÉLÉRÉES
Figure 1.59 – Taux de naissance de référence b¯paq et de décès de référence d¯paq en
fonction de l’âge a.
0 20 40 60 80 100
0.
00
0.
02
0.
04
0.
06
birth rate
age
 
0 20 40 60 80 100
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
death rate
age
 
Pour l’espace des caractéristiques, on choisit n “ 40 classes discrètes et on
pose X “ t1, ..., 40u. Nous proposons de considérer qu’une caractéristique x éle-
vée implique de vivre plus longtemps mais de donner moins d’enfants : posons
αpxq “ βpxq “ 1 ´ x´4,5
100
. Nous choisissons quatre formes possibles pour le taux
de swap : epxq “ 1
1´px´20,5q2 , epxq “ 1x , epxq “ x{40 and epxq “
a
x{40. Sur les
Figures 1.60 à 1.63, nous représentons pour chacune des quatre formes : le taux de
swap, la structure stable en terme de caractéristiques, et les taux de naissance et
morts agrégés. Insistons sur le fait que dans chacune des quatre configurations, les
taux individuels de naissance et mort bpx, aq et dpx, aq sont les mêmes, ainsi que la
façon dont les nouvelles caractéristiques sont choisies au moment d’un événement
de swap (saut au plus proche voisin). Il s’agit donc ici de faire varier la fréquence
des événements de changements de caractéristiques. Concentrons nous d’abord sur
les deux graphiques supérieurs pour chacune des quatre expériences. Ceux-ci repré-
sentent l’impact de la forme du taux de swap (en haut à gauche) sur la structure
stable en terme de caractéristiques (en haut à droite). On remarque en particulier
que comme attendu, les caractéristiques pour lesquelles le taux de swap est élevé
sont moins représentées dans la structure stable de population, car en effet les indi-
vidus avec de telles caractéristiques sont "forcés" à quitter leur classe plus souvent.
Remarquons également l’effet de bord dans la composition stable, due au choix du
mécanisme de saut au plus proche voisin : les caractéristiques sur le bord ont une
probabilité plus faible d’être choisies, n’ayant qu’un seul voisin (au lieu de deux
pour les autres). Observons maintenant les taux de naissance et mort équivalents.
Remarquons d’abord qu’ils sont toujours plus faibles que les taux de référence (dont
l’objectif est uniquement de répliquer une structure en âge réaliste à partir des don-
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nées) : ceci est dû au fait que les coefficients de proportionnalité αpxq et βpxq sont
inférieurs à 1 pour la plupart des caractéristiques. On observe sur ces graphiques
les effets de la fréquence des changements de caractéristiques en comparant les taux
agrégés des Figures 1.60 à 1.63. Par exemple, le choix d’un taux de swap epxq “ x{40
donne des taux de naissance et mort agrégés plus élevés que dans les trois autres
configurations ; ceci s’explique, comme détaillé précédemment, par le fait que les
caractéristiques dont les taux sont les plus proches du taux de référence sont sur-
représentées. Ceci illustre comment la fréquence des changements de caractéristiques
influence les taux de naissance et mort observés à l’échelle macroscopique.
Figure 1.60 – Taux de swap, composition stable et taux de mort et naissance
agrégés avec epxq “ 1
1´px´20,5q2
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Figure 1.61 – Taux de swap, composition stable et taux de mort et naissance
agrégés avec epxq “ 1
x
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Figure 1.62 – Taux de swap, composition stable et taux de mort et naissance
agrégés avec epxq “ x{40
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Figure 1.63 – Taux de swap, composition stable et taux de mort et naissance
agrégés avec epxq “ax{40
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1.6.6 Conclusion et perspectives
Nous avons proposé d’étudier la limite d’échelle d’un modèle dynamique de popu-
lation microscopique, dans lequel les individus ont un âge et des caractéristiques,
prenant en compte des naissances, des morts et des changements de caractéristiques
au cours de la vie. La limite d’échelle repose sur deux hypothèses : celle de grande po-
pulation d’une part, et celle de changements rapides de caractéristiques d’autre part.
Ces hypothèses sont motivées par l’étude de dynamiques de populations humaines
observées à une échelle macroscopique comme celle d’un pays. Le résultat que nous
obtenons, sous l’hypothèse d’invariance du processus de changements de caractéris-
tiques, concerne la convergence des suites de processus de pyramide des âges vers la
solution déterministe de l’équation de transport-renouvellement classique, qui évo-
lue suivant des taux de naissance et mort agrégés obtenus par la moyenne des taux
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microscopiques sur la structure de caractéristiques stable. Nous avons illustré numé-
riquement l’impact de la fréquence des changements de caractéristique sur les taux
de naissance et mort agrégés, montrant en particulier qu’à taux démographiques
microscopiques fixés, et règle de swap inchangée, la fréquence de ces changements
caractérise de manière fondamentale l’hétérogénéité de la population et ainsi les ni-
veaux des taux démographiques agrégés observés à l’échelle macroscopique. Nous
proposons ci-dessous des perspectives de recherche sur ces travaux.
(i) Ce que le modèle équivalent nous indique en particulier, c’est qu’il est possible
sous certaines hypothèses de regrouper les individus, non pas parce qu’ils partagent
une même caractéristique, mais parce qu’ils en changent de la même manière. Ceci
laisse penser que des applications sont possibles tant en démographie qu’en assu-
rance, lorsqu’il s’agit de réduire l’information d’un groupe d’individus à un repré-
sentant, aussi appelé model point. Dans le cadre de grandes données individuelles,
lorsque les caractéristiques individuelles changent trop fréquemment, l’étude de ces
changements et du modèle agrégé correspondant pourrait être une direction d’ap-
plication prometteuse.
(ii) Dans le champ des théorèmes limites, il y a un véritable intérêt à explorer
le théorème central limite associé, et en particulier à faire le lien avec la vitesse
à laquelle le phénomène d’invariance atteint son équilibre. Ceci pourrait s’avérer
également utile d’un point de vue numérique, pour évaluer la pertinence d’utiliser
plutôt le modèle équivalent que de simuler la population au niveau microscopique
avec les changements fréquents.
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Chapter 2
Bridging the gap from
microsimulation practice to
population models: a survey:
Abstract
This paper aims at bridging the gap between microsimulation practice widely spread in
demographics and social sciences, and population theory. This takes the form of an interdis-
ciplinary survey which starts by highlighting the complexity of the demographic transition
at several levels, in particular due to population heterogeneity and interplay between mor-
tality and fertility. We propose an additional review of microsimulation methods widely
spread in social sciences, and in particular dedicated to demographic applications. This
shows what are the main components of a microsimulation exercise to study heterogenous
populations with possible individual interactions, in the form of a complex algorithmic ap-
proach based on several kinds of data. This leads us to argue that a proper mathematical
framework is needed in order to unify the practical uses as well as to provide a reference
framework to think jointly the several demographic effects. We introduce such framework
as a microscopic stochastic birth-death-swap population process modeling the evolution of
an heterogenous population at the scale of the individual. On this basis, we show that
it is crucial to take into account both population heterogeneity as well as the uncertainty
on external environment in order to properly understand demographic patterns. We also
discuss the macroscopic behavior of linear and non-linear dynamics, including the method
of moments and large population asymptotics.
Keywords: Microsimulation, Demography, Age pyramid, Heterogeneity, Poisson point
measure, Point processes, Birth-death processes, Thinning.
:Bensusan, H., A. Boumezoued, N. El Karoui, S. Loisel. 2010–2015. Bridging the gap from
microsimulation practice to population models: a survey. Work in progress
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2.1 Introduction
In the past decades, human societies experienced major demographic changes, often
referred to as demographic transition: an increase in life expectancy combined with
a decline in fertility, as well as a general economic growth and health improvements
at the individual level. The complexity of demographic phenomenons appears at
several levels since mainly (i) there is a structural interplay between mortality and
fertility, possibly with delay, (ii) the age structure of mortality presents strong age
regularities but its time pattern is complex and the existence of a limiting age is still a
debate, and (iii) at the microscopic level, hidden underlying population heterogeneity
creates non-trivial dynamics and unexpected fluctuations at the macroscopic scale.
In social sciences, microsimulation methods have been develop, which aims at
simulating a collection of (possibly interacting) individuals over time, and observing
the impact of microscopic rules at the macroscopic level. Computational micro-
macro approaches are widely used in demographics (see e.g. Tesfatsion (2002),
Morand et al. (2010) and Silverman et al. (2011)) and such microsimulation tech-
niques go back to the work of Orcutt (1957). Since then, as mentioned in Morand
et al. (2010), most statistical or demographical government bodies in developed
countries use microsimulation methods. For instance, the MicMac project funded
by the European Commission and implemented by a consortium of research cen-
ters in Europe develops the general micro-macro model of the European Union that
is documented in the survey of Willekens (2005). In France in particular, the na-
tional institute INSEE is currently using the microsimulation model Destinie 2 (see
Blanchet et al. (2009)), which is used to measure the efficiency of reforms on the
national pay-as-you-go pension system.
Such computational approaches allow to capture many effects and get insights on
demographic patterns. However, due to their implementation and description diver-
sity, as well as the several data sources, such approach are constrained by the specific
implementation methods and underlying data. Therefore, a proper mathematical
framework is needed in order to unify the practical uses as well as to provide a ref-
erence framework to think jointly the several demographic effects. The micro-macro
mathematical setting is inspired by Fournier and Méléard (2004), Champagnat et al.
(2006), and Ferriere and Tran (2009) in mathematical ecology, and here developed
for demographic purposes. In this framework, we propose further insights on micro-
macro population modeling in a demographic context. In particular, we show that
it is crucial to take into account both the environment and the heterogeneity in the
whole population dynamics to properly understand demographic patterns, as well
as the possible individual interactions which require advanced mathematical anal-
ysis. This modeling framework is also seen as a complementary approach to the
traditional models in demography and actuarial science based on aggregate mortal-
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ity indicators, such as proposed by Lee and Carter (1992), Cairns et al. (2006) and
Cairns et al. (2009).
The model we introduce focuses on heterogenous population dynamics, provid-
ing the evolution over time of a given population and its specific composition. This
evolution in time is made at the scale of the individual. In the population, each indi-
vidual is characterized by its age and also personal features (e.g. geographic location,
family structure, gender, level of income, socio-professional category, diploma level or
health status). The population evolves in a stochastic environment, seen as the dy-
namic uncertainty on the demographic rates. In the population, each individual can
die, change its characteristics (event called swap) or give birth. Such a microscopic
model provides a useful mathematical representation as well as a flexible simulation
method for the evolution of the population in a continuous-time setting. Consider-
ing Poisson measures as starting models, we enrich it and detail the construction
of the so-called birth-death-swap process as the solution to a stochastic differen-
tial equation driven by Poisson measures using the thinning representation. The
crucial property of such microscopic model concerns its micro-macro consistency,
which means that at the macroscopic scale, the population behavior is described
by classical deterministic equations well known in demography. For standard linear
models, the mean behavior is well described by such deterministic equations, but
microscopic models involving interactions need to be studied under large population
asymptotics to recover the corresponding non-linear deterministic dynamics. In this
paper, particular attention is given to these two points of view on the meaning of
macroscopic as well as the mathematical tools that are needed.
The remainder of this paper is organized as follows. In Section 2.2, we confront
several points of view on the demographic transition, and we describe the microsim-
ulation approach used in demography and other applications in social sciences. In
Section 2.3, we develop the mathematical formalism modelling heterogenous popu-
lations with age, and we introduce the birth-death-swap process. Section 2.4 details
the numerical microsimulation algorithm as well as an important example regarding
the "cohort effect", and a discussion on the impact of the random environment.
Finally, in Section 2.5 we discuss the several points of view about macroscopic ap-
proximations, both for linear and non-linear models.
2.2 Complexity and heterogeneity in demographic
transition analysis
Since the nineteenth century, human society has experienced remarkable changes,
which led to demographic changes. We underline below the three directions devel-
oped by Canning (2011):
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(i) Mortality transition: a substantial reduction in mortality rates (that caused life
expectancy at birth to grow by nearly 30 years in the last century) followed by a
reduction in fertility leading to "approximately stable" population sizes.
(ii) Economic and social transition: an economic growth, with the emergence of
sustained increases in income per head, together with an increase in social and po-
litical equality, particularly between men and women and the adoption of democracy
in many countries.
(iii) Health transition: a remarkable feature of the modern era is the increase in the
"quality " of people, taken in a broader sense than the human capital in economics,
often synonymous of education. This refers in particular to a substantial increase in
the physical and cognitive development of children, not associated with education
features, as well as health improvements at several ages, in particular for old age
classes.
Nevertheless, there exists an observed heterogeneity in this dynamics: reduction
of mortality does not concern all ages in the same manner, the major improvements
concerning younger ages. One also observes different mortality levels in several
countries and by gender, as well as across groups in a given country.
2.2.1 Determinants of mortality improvement
Therefore, it is useful to improve the analysis of these evolutions, with different
perspectives including demographics, economics, biology of aging, and this from
different review articles as for example the survey of Cutler et al. (2006).
Surveys
On the determinants of the mortality transition The remarkable study on
the determinants of mortality by Cutler et al. (2006) starts by laying out the histor-
ical decline in mortality, then moves to mortality differences between rich and poor
countries, and finally discusses differences in mortality within countries. Let us de-
velop only the example of infectious diseases and the role of the economic growth
to illustrate the complexity of the analysis, leaving the reader to refer to the full
version of the paper by Cutler et al. (2006).
(i) The decline in infectious disease explained 60 percent of deaths in England and
Wales in 1848, when in 1971 the infectious disease mortality declined by 95 percent,
more specially for the most vulnerable population, infants and children. The sources
of these reductions have not found some consensus in the demographic community.
The debate started with the work of McKeown (1976) in favor of the impact of
improved nutrition, followed by the work of Fogel (1997) on the body mass, both
thinking that nutritional improvement explained a large part (more than 50 per-
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cent) of the improvement in mortality in the period 1850-1950. The magnitude of
the effects did not convince everyone. As a result, some argued that it was disease,
not nutrition, that was the primary exogenous influence, and that disease burdens
changed most strongly as a result of public health.
(ii) Macro public health involves big public works projects: filtering and chlorinating
water supplies, building sanitation systems, draining swamps, pasteurizing milk and
undertaking mass vaccination campaigns. For instance, the water and food-borne
diseases after that time – typhoid, cholera, dysentery, and non-respiratory tubercu-
losis, are now eradicated in rich countries. Cutler and Miller (2005) estimate that
the water purification explains half of the mortality reduction in the US in the first
third of the twentieth century. Vaccination campaigns were starting at the early
20th century, but except for tuberculosis, they contribute only for three percents of
the total mortality reduction.
(iii)Very detailed other questions are considered in the survey. Progress in medicine,
progress in public and private health, economic growth, contribute to the decline to
mortality over time, but their impacts are complex to analyze, with difference by
age, by type of sub-populations, country, and sometimes delayed in time (timing is-
sues), or with possible reverse effects. The quantitative aspects of these relationships
remain imprecise and mostly unknown, even if education (in particular women’s ed-
ucation) seems to be the most likely important common factor in this heterogeneous
evolution. A large part of the study is dedicated to the links between health and
wealth, with a discussion on the extent of the impact of individual income. This
last point supports some complementary explanations.
Economic growth and mortality There is also a strong relationship between
income and life expectancy across countries over time and at a point in time.
(i) In 1975, Preston examined the relationship between life expectancy and income in
three different decades: the 1900s, 1930s and 1960s. In each decade the association
between the two measures held true; The Preston Curves (see Preston (1975)) show
that as per capita income increases life expectancy increases as well, although the
increase is much larger for initially poor countries (see Figure 2.1). The estimates
imply that increases in income are responsible for about 20% of the increases in
life expectancy (Bloom and Canning 2007). The relationship is non-linear, and the
curvature (concave) of the relationship between income and health suggests that
a policy of redistributing income from the rich to the poor will improve average
health outcomes; but the policy depends on the causality of the relation. Other
recent studies show that link between income and life-expectancy is more and more
verified except in Sub-Saharan Africa with the AIDS epidemic in recent years),
which is an argument in favor of a relation of causality. The link between income
and health holds for individuals as well as at the level of countries.
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Figure 2.1: Preston curves superimposed from 1960 to 2000. Source:
http://www.ganfyd.org
Nevertheless, it seems that at the individual level this is the relative and not the
absolute income that matters. In addition, there is new evidence of intergenerational
transmission of health. So improvements for a cohort can benefit future cohorts with
potentially long delays.
(ii) Let us remark that the role of context and environment to explain part of
health modification can be explored by so-called multilevel statistical methods (see
e.g. Bryk and Raudenbush (1992) and Goldstein (2011)). The core of multilevel
statistical methods is to account for the natural hierarchies that are present in
observed data, by grouping individuals by clusters. It therefore leads to correct
the analysis of the several group effects. Such multilevel analysis has indeed been
successfully applied to public health research (see e.g. Subramanian et al. (2003))
as well as to a great variety of other topics.
Debate on the limiting age There are numerous biological theories of aging in
the field of the so-called bio-gerontology, and no consensus arises about the exis-
tence of a fixed human life span, that is the maximum biological life length driven
by the intrinsic rate of bodily deterioration. However, several studies based on real
data reported the fact that when comparing a given population at successive time
periods, or several subgroups at the same time, a phenomenon called mortality com-
pensation law˚ appears (see e.g. Strehler and Mildvan (1960), Fries (1980), Gavrilov
˚Note that the compensation law can be also measured in two other ways, with their correspond-
ing denominations: the compression of the distribution of ages at death, and the rectangularization
of the survival curve.
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and Gavrilova (1991), Wilmoth and Horiuchi (1999)). It states that a decrease of
mortality rates at the lowest ages in the age range leads to an increase of mortality
at highest ages; in other words, when comparing two populations, there is an age
after which the ordering between mortality forces is reversed. This can be easily
addressed when considering the famous Gompertz model (see Gompertz (1825)) as-
suming the exponential increase of the mortality force at reasonable ages: indeed,
for stochastic mortality models with a formulation closely related to Gompertz, such
as Cairns et al. (2006), the times series of slope and intercept of log-mortality rates
appear to be negatively correlated, as already highlighted e.g. in Strehler and Mild-
van (1960). This effect can be explained by the existence of a limited human life
span varying slowly, or being stable in reasonable time periods (see e.g. Strulik and
Vollmer (2013)). These insights suggest that an heterogenous collection of individu-
als may be affected by external factors that are common to all of them; in particular,
it seems crucial to include a dynamic and stochastic human life span as part of a
time-varying and stochastic environment.
Demographic data and forecasting There is increasing concern about poor ac-
curacy of demographic population projections at national level as backtesting studies
show large differences between projections and realized population (see e.g. Mayhew
and Smith (2013)). At the core of forecasting issues are the problems of unreliable
data as inputs of population models. In this context, the way mortality rates are
computed at the national level is of particular importance, as they are the basis of
the wide variety of stochastic mortality models (see e.g. Plat (2009)) which aim at
producing forecasts of mortality levels. The most famous mortality data provider
is the Human Mortality Database (see HMD (2014)) which regroups national data
by gender and age classes for developed countries. To get some insights on such
data, we propose to depict in Figure 2.2 what are called (estimated) morality rates,
given by years and age classes; both time windows and age classes may vary from
one to five years, and here depicted for one year age classes and fixed observation
year 2008. Several issues are related to the computation of such mortality data;
in particular, it is suggested in several studies that these data can suffer from bi-
ases due to particular birth patterns, see e.g. Richards (2008). This idea has been
worked by Cairns et al. (2014) who developed some statistical approach which aims
at detecting and correcting such data by using fertility rates at a refined time scale,
e.g. recorder monthly or quarterly. In this direction, we argue that understanding
the underlying age pyramid dynamics is crucial to analyze past data; in particular
that the use of a proper population dynamics model is promising in this context.
From a more general perspective, there is a need to escape from the "tyranny of
data", as claimed by Silverman et al. (2011), who also argue that there is a need for
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theoretical investigation of demographical dynamics.
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Figure 2.2: Mortality rates by gender and age (left) and their logarithm (right) for
France in year 2008
Interplay between mortality and fertility: summary Several previous con-
siderations highlighted the fact that demographic dynamics is the result of a complex
interplay between mortality and fertility at several levels. We aim at summarizing
here these three important levels.
(i) The demographic transition has seen important improvements in longevity soon
followed by a reduction in fertility, leading to controlled population growth (see
Canning (2011)). These indicators seem to be on the whole negatively correlated.
(ii) Aggregate national mortality indicators are computed based on the age pyra-
mid, using several approximations. As we detailed previously, the quality of these
approximations directly relies on mortality and fertility patterns, and it is possible
to detect and correct to some extent such kind of data by using birth records at a
refined time scale (see Richards (2008), Cairns et al. (2014)).
(iii) Aggregate mortality is the result of the dynamics of population heterogeneity, of
which death and birth rates for specific characteristics drive the evolution over time.
Therefore, a detailed knowledge of such dynamics helps to understand how standard
indicators evolve over time. As an example, abrupt changes in birth patterns which
may be incurred to specific subgroups seem to be the cause of the famous "cohort
effect" for the Golden Cohort in UK (see Willets (2004)); this example is discussed
in more details in Subsection 2.4.2.
Let us conclude this section with Cohen (2003) for a more global perspective on
population dynamics.
167
2.2. COMPLEXITY AND HETEROGENEITY IN DEMOGRAPHIC
TRANSITION ANALYSIS
So, it is a convenient but potentially dangerous fiction to treat mondial population
projections as exogenous inputs to economic, environmental, cultural, and politi-
cal scenarios, as if population processes were autonomous. Belief in this fiction
is encouraged by conventional population projections... In fact, the absence from
population projection algorithms of influential external variables indicates scientific
ignorance of how external variables influence demographic rates rather than any lack
of influence.
2.2.2 Micro-macro simulation in population dynamics
Cohen’s perspective on modeling should be nuanced by the dramatic development of
microsimulation (dynamic) models in demography and in social sciences. From the
previous considerations, it clearly appears that the complexity in the demographic
transition cannot be apprehended directly at the aggregated level.
Micro-simulation issues
Microsimulation in social science So, there is an intrinsic interest in describing
the variability and heterogeneity in the population from the individual level, in view
to obtain macro-outcomes by aggregation.
(i) As any model (in social science), the process is both a modeling exercise, and an
exercise to run the model and experiment with it. As suggested by Spielauer (2011),
in addition to helping testing theory or picturing the future, the exercise may be
used for training (as a simulator) by policy makers, or citizens on the impacts of
policy effects. The results of such microsimulation are population projections rather
than forecasts, since they do not tell us how the future will be, but rather what
would be the scenario like if the assumptions are correct. In this sense, making pro-
jections is more a prospective exercise to support public policies and nourish public
debate than to predict the future.
(ii) Dynamic microsimulation in social sciences goes back to the work of Orcutt
(1957), who developed the so-called data-driven dynamic microsimulation model,
mainly motivated by projection and policy recommendation. The model is parametrized
with micro-econometrics and statistical methods. Orcutt stressed the interest to In
contrast are the Agent Based Models (ABM) whose main purpose is to explain global
economic regularities by dynamical systems of interacting agents (see e.g. Tesfatsion
(2002) for an overview of ABM), in a so-called bottom-up approach; they also differ
in the modeling of the micro behavior with interacting rules based on theory. In
demography, these ideas are used by Diaz et al. (2007) to solve the difficult problem
of age-specific projection of fertility rates.
168
2.2. COMPLEXITY AND HETEROGENEITY IN DEMOGRAPHIC
TRANSITION ANALYSIS
Implemented systems Orcutt soon afterwards was in charge of Dynasim (1976),
the first large-scale US microsimulation model of the socioeconomic status and be-
havior of individuals and families. Since then, as mentioned in Morand et al. (2010),
most statistical or demographical government bodies in developed countries use
their own microsimulation model, for instance DYNASIM in the US, DYNACAN
in Canada, SESIM in Sweden, or DYNAMOD in Australia, as well as the MicMac
project funded by the European Commission, and implemented by a consortium of
research centers in Europe, documented in the survey of Willekens (2005). In France
in particular, the national institute INSEE, as part of the MicMac project funded by
the European Commission, developed different versions of a microsimulation model
whose current version is DESTINIE2 (see Blanchet et al. (2009)). It is used e.g.
to measure the efficiency of reforms on state pension systems, and is based on a
representative sample of the national population.
A dynamic microsimulation exercise
Any modeling exercise starts with a clear specification of the objectives of the study:
for instance the specific objective of MicMac is to provide demographic projections
by detailed population categories that are required in the development of sustainable
(elderly) health care and pension systems in European Union. Methods, assump-
tions and scenarios are chosen with a view to achieving the objective.
(i) States Variables In the center of a microsimulation method is a population
data-base, storing the informations on all members (individuals) of the heteroge-
neous population; this information at the individual level is at the core of microsim-
ulation, and is a main difference with so-called macrosimulation. The first step is
the definition of the state space, that is the specification of the variables concerning
individuals of interest for the study. At the individual level, the state space consists
of a number of characteristics or attributes, each of which can take a certain value;
at the population level, the state space consists of all possible combinations of indi-
vidual attribute values.
(ii) Dynamic simulation includes times and so demands to predict the future state of
the population, by making the distinction between the events influencing the pop-
ulation itself and those affected by it (population aging, concentration of wealth,
sustainability of social reforms...).
(a) In the microsimulation approach, we have to model individual changes over the
time during the life course, producing a simulated database with longitudinal infor-
mation, e.g. in the form of individual virtual biographies, viewed as a sequence of
state variables. The aggregation of the individual bibliographies yields a bottom-up
estimate of the cohort biography. Nevertheless, in presence of interactions, all the
biographies have to be simulated simultaneously, which is challenging and compu-
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Figure 2.3: Age pyramid generated on the basis on French data for year 2008
tationally demanding for large populations.
(b) Another representation is given by cross-sectional counts of groups by charac-
teristics in very flexible ways, as in the two-sex age pyramid representation of the
census data (see Figure 2.3 for an illustration). Even if this representation is very
close to the one of aggregated population level, it is not the case for their dynamics.
(c) The common approach to address the microscopic evolution is based on indi-
vidual hazard functions, or individual transition rates, estimated conditionally on
support variables, and other risk factors that affect the rate of occurrence of some
event.
If the state space is large, there should be a fair degree of independence between the
variables involved; if not, either the estimation problem would be very complicated,
which makes it tempting to disregard interaction effects in the estimation phase,
a pratice which may lead to quite misleading results or microsimulation ignoring
the dependence would give a false sense of security. Following Van Imhoff and Post
(1998), microsimulation is particularly appropriate if the results of the process under
study are complex but the driving forces of the process are simple. Indeed, if more
explanatory variables are included, then the outcomes are subject to a higher degree
of randomness: first since the size of the estimation process is higher, leading to a
higher degree of uncertainty on the parameters, and second by the need for more
stochastic simulations in the biographies which contain more possible variables.
(iii) Internal consistency, Interaction
In many cases, behaviors are more stable at the micro-level at which there is no
interference from composition effects. Even complete stability at the micro level
does not automatically correspond to stability at more macro level. For instance,
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according to Spielauer (2011), an educational expansion at the macro level can lie
entirely in the changing composition of the parents generations, and not necessarily
in a change of micro behavior.
Microsimulation methods are well suited to make links between individuals, in other
words to include interactions, and this aspect is one of their appealing features.
Sources of randomness Let us describe the several sources of uncertainty arising
in microsimulation models, see Van Imhoff and Post (1998).
(i) The first one is the inherent randomness to Monte Carlo methodology, also
called demographic stochasticity or idiosyncratic risk in other areas as actuarial sci-
ence, than can be reduced by taking average over the a large number of model runs,
or by increasing the size of the database (the number of individual in the sample);
the equivalence between these two points of view is not as obvious as it looks, and
will be discussed in the theoretical Section 2.5. Moreover, various techniques to
accelerate Monte Carlo simulation coupled with variance reduction have been de-
veloped for many areas, in particular dedicated to so-called spatial point processes.
These numerical techniques are beyond the scope of the present paper.
(ii) The second source of randomness is the so-called starting-population random-
ness. The starting population, which is the initial database for the microsimula-
tion model, is a subsample of the total population and is thus subject to random
variation. Any deviation of the sample distribution from the reference population
distribution may lead to several biases in the outputs. This source of randomness
can be kept under control by using sizeable database and are probably of minor
importance when compared to the following source of randomness.
(iii) The third source of uncertainty is the specification randomness. We have seen
that the more explanatory variables are included in a micro simulation model, the
larger is the degree of randomness to which the model outcomes are subject. This
source of uncertainty is also referred to as systematic risk or estimation error in
other areas. To reduce the specification randomness, a recent approach is the sort-
ing method, selecting the simulated trajectories in such a way that the micro model
respects some macro properties, including the property of producing the expected
values. For example, for DESTINIE 2 (see Blanchet et al. (2009)) this alignment
is ensured by making the individual probabilities of event consistent with obtained
annual number of births or deaths by gender, as well as migration flows.
Multilevel analysis and Environment randomness From the analysis of the
determinants of mortality, we have seen that there is an intrinsic interest in describ-
ing the variability and heterogeneity in the population from the individual level, but
also from the level contexts, as neighborhoods, regions or states, or countries.
(i) This distinction is relevant when the aggregate effect differs from the sum of the
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individual effects from the group (the whole may be more than the sum of its parts).
The Glasgow effect is a typical example of this type of analysis: the mortality rate in
Glasgow significantly differs from those of other cities with the same "deprivation"
level as Liverpool or Edinburgh (see e.g. Gray and Leyland (2009) and Donnelly
(2010)).
(ii) Neighborhoods, clusters or groups level. The multilevel framework with its
simultaneous examination of the characteristics of the individuals at one level (stan-
dard) and the context in which they are "grouped" at another level, offers a com-
prehensive framework for understanding the ways in which groups can affect people
(contextual, or design effect) or, alternatively, people can affect the cluster compo-
sition effect. Much documentation exists on measuring design effect and correcting
for it. The group designs (from individual to the group) is in general considered
as a nuisance, in traditional analysis, but not in multilevel model. Ignoring this
multilevel structure of variations does not simply risk overlooking the importance
of neighborhood effects; it has implications for statistical validity.
Clusters are treated as levels because they are a family from which we have observed
a random sample, and their evolution may be integrated as a part of the random
environment of the population.
2.3 Point and population processes
2.3.1 Static population as a random point measure
In this part, we introduce the abstract representation of what we call "population".
We begin by a reference example that is using Poisson point measures.
Classical example: Poisson point measure A marked population ξ is a finite
random set whose members (elements, points, individuals, particles) are character-
ized by quantitative attributes (location, characteristics, traits, indicators) taking
values in a multi-dimensional space E .
The uncertainty concerns together the number of individuals in ξ (cardpξq) and the
"vector" of attributes ("location") in the space E. Formally, the marked population
is described by a random set ξ “ tpXnqνn“1u, where ν “ cardpξq, cardpHq “ 0, and
Xn is the random "location" (characteristics) in E of the individual n. By assump-
tion, the population may be viewed as a "cloud", where changing the numeration
of individuals has no effect.
(i) Poisson population: A common way to generate such population is to sample
a probability distribution µpdxq on E with an iid sequence pXnqně1, and to stop
randomly after ν drawings, where ν is an independent Poisson variable with mean
λ (Ppλq). The marked population ξ “ tpXnqνn“1u thus constructed is called Poisson
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population with mean measure ηpdxq “ λµpdxq.
a) The "spatial" distribution is given by counting the individuals whose charac-
teristics lie in a subset B Ă E. The new population, restricted to leave in B,
ξB “ Yνn“1tXnuXB, is still a Poisson population with distribution measure µBpdxq “
µpdx |Bq “ 1Bpxqµpdxq{µpBq, and Poisson parameter λB “ λµpBq. The size of
the new population νB is exactly NpBq “ řνn“1 1BpXnq. Note that λBµBpdxq “
λµpdxq “ ηpdxq and EpNpBqq “ ηpBq.
b) The Poisson population satisfies all the standard properties of what is called a
finite Poisson point measure with finite mean measure η:
´ for any set B, NpBq is distributed as a Poisson random variable with intensity
ηpBq, so that PpNpBq “ kq “ e´ηpBq pηpBqqk
k!
,
´ for any finite family of disjoints sets pBjqkj“1the (Poisson) random variables pNpBjqqkj“1
are independent.
It is well-known that any finite Poisson point measure with these two properties is
a Poisson population in the previous sense.
(iii) σ-finite mean measure We still reserve the name of Poisson point measure to
countable point measures with σ-finite mean measure, whose restriction to the ad-
missible sets B (a Borelian subset with finite mass ηpBq) is a Poisson process with
finite mean measure ηB. The example of temporal Poisson process whose mean
measure is the Lebesgue measure on R` is detailed in the next subsection.
If η is only σ-finite, we have to generate more iid random variables, based on a two step process:
first select an increasing family pWkq of Borel windows ( for example increasing balls on Rd)
with limit E, with ηpWkq ă 8, where the essential information is given by W1 “ E1; then
we define a partition pEk “ Wk{Wk´1q, k ď 2 with ηpEkq Ñ 0, k Ñ 8. The Point Poisson
processes with data pEk, ηkq are generated by independent families χk “ tpXknqνkn“1u with
independent random measures NkpBXEkq. The "countable " reunion of these populations
χ “ ŤktpXknqνkn“1u generates a countable measure which is on the admissible set B a finite
counting measure Np.|Bq “ ř8k“1Nkp.|Bq, and then a finite Poisson point process. Note
that in practice, it is not possible to simulate the whole Poisson point measure. This can
only be achieved on admissible sets, and even in this case this can be very expensive in
terms of computational time.
Abstract representation of marked population We first present the basic
concepts of marked population (spatial point measure) and its distribution on the
space of finite populations as a theoretical tool in the analysis of starting population
randomness, with only technical details useful in the sequel. Their mathematical
description is given both as random set or in terms random counting measure on a
complete probability space pΩ,A,Pq, first without temporal evolution. (More com-
plementary details on the mathematical formalism may be found in the book of
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Çınlar (2011), Chap VI, or in the lectures of Baddeley (2007).)
(i) A marked population is the probabilistic representation of countable random
population (set, pattern), whose members (individuals, elements, points) are char-
acterized by a finite number of quantitative attributes (characteristics, features,
location) taking values in a multi-dimensional space E, (often a compact subset of
Rd, or more generally a complete, separable metric space). A typical example is the
starting population in a microsimulation process.
The space of outcomes, (the data-base storing the information on the population)
is the so-called population (configuration) space ΓpEq whose elements are the pop-
ulations ξ whose only a finite number of individuals have their characteristics in a
compact K in E, (cardpξ XKq ă 8).
(ii) To study the "spatial" distribution of the individuals, we define two useful fam-
ily of random variables, indexed by the subsets B as
´ NpBqpξq the number of individuals of the population ξ in B, that is NpBqpξq “
cardpξ XBq,
´ VpBqpξq the vacancy indicator, equal to 1 if there is no individual of ξ in B
and 0 if not. More formally, VpBq is the indicator function of the vacancy set
V pBq “ tξ : NpBqpξq “ 0u “ tξ : no points in Bu.
aq The first one is well adapted for exploring additive properties of marked popu-
lation. For example, the reunion of two marked populations without common indi-
vidual, and distinct colored symbols, (say red (R) or yellow (Y )) is still a marked
population called surimposed population and NRYY pBq “ NRpBq `NY pBq.
It gives the cross-sectional representation of the population by counts of the indi-
viduals by "groups" of attributes. The first moment, called mean measure, ηpBq “
EpNpBqq (which is an additive operator assumed to be a positive measure on the
Borel σ-field BpEq) is often considered by practitioners as the main important in-
formation on the population.
bq The second one is well-adapted to multiplicative properties, since the vacation
indicator of a surimposed population is VRYY pBq “ VRpBq.VY pBq, since VRYY pBq “
tNRpBq ` NY pBq “ 0u “ tNRpBq “ 0u X tNY pBq “ 0u. The expectation of the vacation
indicator induces a "capacity" operator T pBq on BpEq by 1 ´ T pBq “ T¯ pBq “
EpVpBqq “ PpNpBq “ 0q. If the set B is identified with a "trap", T¯ pBq is the
survival operator.
Comment: The example of Poisson population shows that the mean measure ηpBq “
EpNpBqq is a very poor information in comparison to the vacancy indicator T¯ pBq “
PpNpBq “ 0q “ e´ηpBq, since it is possible to deduce from the conditions T¯ pBq “ e´ηpBq
that a marked population is a Poisson population under the assumption that η is a σ-finite
and diffuse measure.
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Distributional Point of view A Poisson point measure with finite and diffuse
mean measure η can be described as a finite counting measure, based on Dirac
measures δzpdxq as
ξpdxq “
νÿ
i“1
δXnpdxq.
When the measure η is diffuse, it is easy to describe the distribution of this random
measure on the space of the configurations ΓpEq identified to that of Radon counting
measures (finite on the compact sets of E), see e.g. Jensen and Møller (1991).
This amounts to identify N with the unordered (symmetric) set tX1, ..., Xνu, and to
express the probability by conditioning on the size of the measure, that is for any
A Ă ΓpEq,
PηpAq “ e´ηpEq“1ApHq ` 8ÿ
k“1
1
k!
ż
Ek
1Aptx1, ...xkuqηbkpdx1, ....dxkq
‰
.
In the following, we denote indifferently ξ the configuration or the measure, so that
it is possible to write
ξpdxq “
ÿ
x1Pξ
δx1pdxq.
Integral notation As several integrals are involved in the following, we introduce
the "physicist" notation
xm, fy “
ż
xPE
fpxqmpdxq
for any measure m and function f integrable w.r.t. m. When several parameters
appear, we put as an index the parameters which are not involved in the integration.
More precisely, consider a measure mpdx, dyq on a space E ˆ F and a function
fpx, y, zq integrable w.r.t m ; then
(i) we denote
z ÞÑ xm, fzy “
ż
xPE
ż
yPF
fpx, y, zqmpdx, dyq
the function of z with values in the same space as f ,
(ii) we denote
z ÞÑ xm, fy,zypdyq “
ż
xPE
fpx, y, zqmpdx, dyq
the function of z with values in the space of measures on F (in general).
2.3.2 Dynamic marked population
Given its importance in population dynamics, we superpose a temporal component
in the model of population. The most popular example is the dynamic Poisson point
process.
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Dynamic Poisson point process
Temporal Poisson process The temporal Poisson process (or Poisson process
on the line) is a Poisson point process N on R`, with σ-finite mean measure pro-
portional to the Lebesgue measure lpdtq “ dt, ηpdtq “ λdt.
(i) We can restrict the process to leave only on admissible set r0, T s, with mean
measure λT , so that conditionally to the event tNT “ nu, the n-event dates θTi are
independent and uniformly distributed on r0, T s, and independent of the Poisson
variable NT . The main drawback of this representation is in its dependence on T .
(ii) In fact, the classical presentation of the temporal Poisson process is based on the
same definition, but with using the order structure of R`. The subject of the study is
the increasing process t ÞÑ Nt “ Nps0, tsq, whose paths are non decreasing functions,
only increasing by jumps of size 1. The description is made in terms of waiting times
between two jumps pT1, τ1 “ T2 ´ T1...τn “ Tn ´ Tn´1q. T1 is the first time where
the vacancy set Vt “ tNt “ 0u is not empty, so PpNt “ 0q “ PpT1 ą tq “ e´λt and
T1 is an exponential variable with mean 1{λ. Its is well-known that this property is
extended to the waiting times between two jumps pT1, τ1 “ T2´T1...τn “ Tn´Tn´1q
that are iid random variables with exponential distribution with parameter λ. This
new decomposition is intrinsic, although the mean measure is σ-finite and it is use
to write Nt “ ř8n“1 1Tnďt, or in a more abstract form Npdtq “ řně1 δTnpdtq.
(iii)We can say more on the temporal component pTnq considered as a "mark" of the
Poisson process Nt, by studying the product measure on R` ˆR` “ R2`, where the
second component is associated with pTnq. Since the sequence pTnq is increasing, we
cannot expect to define a Poisson point process in the classical sense, nevertheless
useful properties still hold. Let us define for any Borel set K with finite Lebesgue
measure N¯pr0, ts ˆKq “ NtpKq which is a temporal Poisson process constrained to
live in the interval B with intensity measure λ1Bptqdt.
As a bi-dimensional measure on R2`, N¯pdt, duq “
ř
ně1 δTnpdtqδTnpduq is a measure supported by
the diagonal of R2`, so that the mean measure of N¯ is proportional to the Lebesgue measure
on the diagonal of R2` often denoted ∆pdt, duq “ dt δtpduq
In what follows, we add the name of "dynamic" or "process" to marked populations
with a temporal evolution.
Poisson point process A Poisson point process models in addition to the tem-
poral events (described by Nt) the random "location" of individuals (particles) in
the space E, equipped with a measure m.
(i) When the total mass mpEq “ λ is finite, we extend the static construction
based on a countable sampling pXnq of µpdxq “ mpdxq{mpEq in defining a time
evolving population pξtq only based on the dynamics of the population size Nt,
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that is ξt “ ppXnqNtn“1q. By extending the static case, the associated counting mea-
sure NtpBq “ řTnďt 1BpXnq is a temporal Poisson process with temporal intensity
λµpBq “ mpBq; moreover, the temporal Poisson processes NtpBq and NtpCq, where
B and C are disjoint subsets have no common jumps and they are therefore inde-
pendent. Later, we will interpret this construction as a thinning procedure.
(ii) The process ξt “ ppXnqNtn“1q is a minimal representation of the Poisson popula-
tion, but as for the temporal Poisson process, we need to keep in memory for any
individual its date of entry (or "birthday") into the population. So, the useful repre-
sentation of the population is ξ¯t “
 pTn, XnqNtn“1(. It provides a natural classification
of individuals based on their "birthdays", and their "characteristics at birthday".
The counting measure associated with this point process is the point measure on
R2` ˆE, N¯pdt, du, dxq “
ř
ně1 δTnpdtqδTnpduqδXnpdxq whose mean measure is not a
product measure, but the measure ∆pdt, duq ˆmpdxq where the measure ∆pdt, duq
is the Lebesgue measure on the diagonal of R2`. Nevertheless, pN¯tpK ˆBqq is still a
Poisson point process forced to live in K, with mean measure
şt
0
1KpsqdsmpBq.
(iii) When the intensity measure m is only σ-finite, (σ-finite Poisson process) we can
proceed as in the static case. The construction is then based on a double sequence
of globally independent variables ppτ pkqn , Xpkqn qn,kq whose distribution depends on k.
Moreover, this decomposition is not unique. Note that in this case we do not have
a natural enumeration of the time of events and marks.
Age pyramid It is more usual to structure the populations by age rather than
birthday, (the famous age pyramid in the presentation of national census data, see
Figure 2.3), where the age at time t of an individual with birthday at time u is
a “ t´ u.
(i) With this representation, the attribute "age" implies a deterministic evolution
in time of this new characteristic, making it completely different from the other
(location).
From the measure theory, the introduction of age corresponds to a change a variable
depending on t on the mark Tn “ u, as a ÞÑ u “ rtpaq “ pt ´ aq`, so a P A is
equivalent to u P rtpAq. The new population at the date t is Zt “ ŤTnďt pt´ Tn, Xnq,
with a new counting process, N¯at pAˆBq “ NtprtpAq ˆBq.
The dynamics in time of Zt is complex, since the time t is present at two places in
the definition, as a temporal parameter, and as the parameter of time reversal; then,
the process NtprtpAq ˆBq “ řTnďt 1t´TnPA,XnPB “ şt0 1Apt´ sq1BpxqNpds, dxq is no
more a measure with respect to t. The difficulty comes from the non differentiability
in time of the function 1t´TnPA.
(ii) Deterministic formula A similar problem arises in many deterministic situations,
when we are concerned with the "primitive" function with respect to general Radon
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measure npdtq on R` of some reversal function f defined by ztpfq “
şt
0
fpt´sqnpdsq.
For instance, when npdsq is a Dirac mass at a0, ztpfq “ fpt´ a0q10ăa0ďt, and ztpfq
is not of finite variation if f is not of finite variation.
(a) To overcome this difficulty, we only consider differentiable functions f , with "nice
integrability" property. The differentiability of f is used in the following identity
fpt´ sq “ fp0q ` şt´s
0
f 1puqdu “ fp0q ` şt
s
f 1pv ´ sqdv, where in the last integral we
have used the invariance by translation of the Lebesgue measure. The integration
by parts formula with respect to dn and dv yieldsş
s0,ts
şt
s
f 1pv ´ sqdv npdsq “ şt
0
dv
ş
s0,vs f
1pv ´ sqnpdsq “ şt
0
dv zvpf 1q.
The main formula is then
ztpfq “ fp0qztp1q `
ż t
0
zvpf 1qdv. (2.1)
This differential rule is more easily understood from the "distribution theory".
From a distribution theory perspective, one writes
ztpfq “
şt
0
fpt´ sqnpdsq “ şt
0
şt
0
npdsqfpaqδt´spdaq.
We see that the differentiability in t is based on the derivative in t of the Dirac mass δt´spdaq,
to be understood in the distribution sense, that is here for each differentiable f , δ1tpfq “ f 1ptq.
(b) Let us come back to the population problem with age, where the useful differ-
entiation formula (2.1) becomes, for f differentiable and B Ă E,
Ztpf ˆ 1Bq “ fp0qNtpBq `
ż t
0
Zvpf 1 ˆ 1Bqdv. (2.2)
The "purely stochastic part" of this equation is the Poisson process without age
NtpBq. The right hand side with finite variation is in this form typical of some
"transport" phenomenon : it means here that age is transported along the tempo-
ral component (with speed 1). Such decomposition is in fact very useful as it can
be applied recursively to the processes Ztpf pnq ˆ 1Bq ; when f is sufficiently regu-
lar one recovers a finite system of equations which can be used to compute several
quantities on population processes with age. Such approach has been used for the
computation of distribution properties of a class of Hawkes processes based on their
immigration-birth representation, see Boumezoued (2015b).
(iii) Time reversal and age process Let us define a temporal window r0, T s for the
observation of the dynamic Poisson point process N . The process may be considered
as a static Poisson population with state space E¯ “ r0, T s ˆ E and mean measure
on E¯, m¯pdt, dxq “ dt ˆ mpdxq. The static population on the enlarged space is
Z¯T “ ŤNTi“1tpθTi , XTi qu.
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Given that NT “ n, the arrival times are given by the order statistic of the inde-
pendent and uniform variables pθTi q on r0, T s, and the age structure is given by the
order statistic of the variables θ¯Ti “ T´θTi which are also independent and uniformly
distributed on r0, T s.
So, in a dynamic Poisson population, conditionally on its size NT , the sequence of
the ages or of the birthdays have the same conditional distribution, given by the
order statistic of n variables uniformly distributed on r0, T s.
General point process with stochastic intensity
In the microsimulation exercise, the timing of the events is very complex and cannot
be properly described by a Poisson process. In fact, the temporal component in the
Poisson point process is conventionally used to structure the available information
over the time.
Martingale point of view (i) As usual in probability theory, the historical
information is described by a increasing family of σ-fields pFtq (satisfying usual as-
sumptions of completion and right continuity), with the property that for any t, Nt
is measurable with respect to Ft. Then, N is said to be Ft adapted, or compatible.
(a) When pFtq is richer that the minimal one generated by the counting process
N , (a classical situation in microsimulation, where the environmental covariates are
at the core of the modeling process) then the assumption of independence of the
increments of the Poisson point process must be modified into: "for any t,h>0,
Nt`hpBq ´ NtpBq is independent of Ft." In particular, pNtpBq ´ µpBqtq is a F -
martingale if µpBq is finite. More interesting is that the converse property is true.
(b) Similar martingale property is associated with the vacancy operator VtpBq “
1tNtpBq“0u under the multiplicative form, et µpBq VtpBq is a F -martingale. A more
conventional description is obtained from the entry time TB into B by the popu-
lation process, (which is the first jump time of the on-line point process NtpBq).
The multiplicative martingale property is equivalent to the martingale property of
et µpBq1tTBątu. As in the static case, this property (true for any admissible set B)
characterizes a dynamic Poisson process.
(ii) A convenient way to express the martingale property is to consider a so-called
predictable simple process fpω, t, xq defined by
fpω, t, xq “ řKj“0 1Atj pωq1Cj pxq1stj ,tj`1sptq, Atj P Ftj ,
and its integral with respect to Npdt, dxq and Λpdt, dxq “ dt µpdxq,
xN, fy “ řKj“0 1Atj pNtj`1pCjq ´NtjpCjqq, xΛ, fy “ řKj“0 1AtjµpCjqptj`1 ´ tjq.
The martingale property is equivalent to the static condition
EpxN, fyq “ EpxΛ, fyq if EpxN, fyq ă 8.
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It is useful to observe that the same equality holds true for a general predictable
process fpω, t, xq such that EpxN, |f |yq ă 8, ( f belonging to the σ-field generated by
the step processes on ΩˆR`ˆE, also called product of the predictable σ-field on ΩˆR`
and the Borelian σ-field on E.)
(iii)Stochastic intensity and density assumption In the microsimulation example, the
timing of the events is quite complex ; this complexity is expressed at the microlevel
by making assumptions on the intensity process.
(a) In general, the state space S “ R` ˆ E is equipped with a product measure
mpdt, dxq “ lpdtq b mpdxq where lpdtq is the Lebesgue measure on R` and m a
diffuse σ-finite measure on E (for instance the Lebesgue measure on Rd).
We introduce the intensity process λpt, xq, as a non negative adapted process λpt, xq
with enough integrability (see below). The process λpt, xq may be interpreted as the
intensity process of some marked dynamic population N ; when the characteristics
are in Rd, equipped with the Lebesgue measure mpdxq “ dx, formally λpt, xqdtdx
is an equivalent of the probability that an event occurs between pt, t ` dtq, with a
characteristic in px, x` dxq,
λpt, xq “ lim
pdt,dxqÞÑ0
EpNprt, t` dtq ˆ rx, x` dxqq|Ft´q
dt dx
.
The notation Ft´ refers to the notion of predictable process, for which the events
occurring at time t are non included. Obviously, the intensity process depends on
the reference filtration F (and on the probability measure P).
Integrability condition: We denote by L1 the space L1pP b l b mq of the predictable
processes, integrable with respect to the measure Ppdωq ˆ dtˆmpdxq.
The integrability condition on λ is the existence of a non negative predictable process
Hpt, xq such that Hpt, xqλpt, xq P L1.
(b) The precise formulation is given by a martingale property. To formulate
this property in concise form, let us introduce the two family of random mea-
sures, Ntpds, dxq “ 1s0,tspsqNpds, dxq and Λtpds, dxq “ 1s0,tspsqΛpds, dxq where
Λpds, dxq “ λps, xqmpds, dxq.
Then the fundamental condition is that M ft “ xNt, fy ´ xΛt, fy is a martingale for
all predictable process f (with λf P L1).
Sometimes, the random mesure Mpdt, dxq “ Npdt, dxq ´ Λpdt, dxq is called a mar-
tingale measure.
A thinning procedure of a Poisson process may be used to solve the existence prob-
lem of dynamic marked population with given stochastic intensity under the density
assumption.
Thinning procedure It is easy to generate a large family of marked dynamic
populations from a given existing point process N . The thinning procedure, which
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consists in clearing (eliminating) some points (individuals) of the given point process
(marked dynamic population) when an event occurs, is an example of such trans-
formation.
(i) Thinning procedure with digital intensity Assume the given point process to be
a dynamic Poisson process N with intensity mpdt, dxq “ dtˆmpdxq. Generally, the
procedure consists in rejecting all the points outside of a given (predictable) subset
D of R` ˆ E, (in P ˆ BpEq). From the measure theory, this procedure consists
in restricting the given Poisson process to the set D (still in a counting measure).
An equivalent way is to use the binary intensity process 1Dpt, xq of the set D as a
density for the measures N and Λ. The thinned measures ND and ΛD are defined
by: NDpdt, dxq “ 1Dpt, xqNpdt, dxq, ΛDpdt, dxq “ 1Dpt, xqmpdt, dxq; thanks to
the martingale property, since D is predictable, ΛD is the global intensity of ND.
The process ND is then a point process with binary intensity process 1Dpt, xq.
(ii) Assume the intensity process to be a non digital process λpt, xq. The idea is to
introduce a new variable θ P R` used as a thinning parameter erasing all the points
pt, xq such that λpt, xq ą θ.
(a) On the augmented state space S ˆ R` “ E ˆ R` ˆ R`, with current point
pt, x, θq and product measure qpdt, dx, dθq “ dtmpdxq dθ, we define a σ-finite Pois-
son point process on Sˆ R`, Qpdt, dx, dθq with intensity measure qpdt, dx, dθq and
the thinned process QDpdt, dx, dθq on the predictable set D “ tθ ď λpt, xqu, with
stochastic intensity measure qDpdt, dx, dθq “ 1Dpt, x, θqqpdt, dx, dθq.
Then, we construct the projection of QDpdt, dx, dθq in θ as
Npdt, dxq :“
ż
R`
QDpdt, dx, dθq “ QDpdt, dx,R`q.
Assume that for each t ě 0, E
”şt
0
ş
E
λps, xqdsmpdxq
ı
ă 8 ; then according to the
martingale property, the new random point measure Npdt, dxq has intensity measure
qDpdt, dx,R`q “ λpt, xqdtmpdxq.
The thinning construction goes back to the work of Kerstan (1964) and Grige-
lionis (1971). Lewis and Shedler (1978) used this procedure to simulate an inho-
mogeneous Poisson process with bounded deterministic intensity λt (see also Ogata
(1981)). The proof uses the effective simulation procedure, and yields to complex
calculations that disappear with the martingale method. The numerical procedure
is very popular, and is very simple to derive in the case where the intensity process
is bounded by a constant, in such a way that the Poisson point process Qpdt, dx, dθq
may be restricted to a compact set for θ and then directly and easily simulated.
However, in practice these assumptions are too restrictive, and we prefer to address
the simulation issue when the intensity is locally or piecewise bounded, as it is the
case in this paper (see Section 2.4). The thinning construction is a good track
when the intensity process depends on the process itself: in this case we have to
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solve a stochastic differential equation. This is the main tool for the construction of
our population process. Several contributions dealt with such thinning construction
(stochastic equations driven by Poisson measures). Kurtz (1989) and Garcia (1995)
used it for a long time, known as the projection method (see also Garcia and Kurtz
(2006), Garcia and Kurtz (2008)), as well as for example Brémaud and Massoulié
(1996), Massoulié (1998), Fournier and Méléard (2004) and Delattre et al. (2014).
Let us illustrate such construction on two processes at the core of our modeling
framework, namely the spatial birth process and the spatial birth process with age.
Thinning equations for spatial birth processes The thinning construction
can be used to define a wide variety of processes as solution to stochastic equations.
(i) Equation for spatial birth process. Our aim here is to give a first example
of such construction for the spatial birth process. Let us start with some random
configuration Z0pdxq, a random variable with values in ΓpEq. We want to construct
a population process pZtpdxqqtě0 with the following dynamics: each individual x1
in the configuration gives birth with rate bpx1q, and in this case the new individual
is located at x chosen with distribution kbpx1, xqmpdxq. It is convenient to write
the total birth intensity in time and space; as individual demographic events are
independent, this is the sum of individual intensities, namely
βpZt´, xq “
ÿ
x1PZt´
bpx1qkbpx1, xq.
Note here the dependence in Zt´, the intensity process being predictable with respect
to the population filtration. Note also that we specified a linear structure but this
can be more general; this will be discussed in Section 2.5. Let Qbpdt, dx, dθq be
a Poisson point measure on R` ˆ E ˆ R` with intensity measure qbpdt, dx, dθq “
dtmpdxqdθ. Let us now use the previous thinning construction: the population
process pZtpdxqqtě0 is defined as the solution to the stochastic differential equation
Zpdt, dxq “
ż
R`
1θďβpZt´,xqQbpdt, dx, dθq,
where the population at time t is Ztpdxq “ Z0pdxq ` Zps0, ts, dxq. The initial
condition associated with this equation is Z0pdxq. Existence and strong uniqueness
issues will be discussed in the general case. Let us write this equation in a concise
way with our notations: let us define Ibpχ, x, θq :“ 1θďβpχ,xq, then the previous
equation writes
Zpdt, dxq “ xIbZt´,x, Qypdt, dxq.
(ii) Equation for spatial birth process with age. Let us now illustrate this con-
struction for spatial birth processes with age. It starts with a ΓpSq-valued random
variable Z0pdx, daq, where we recall that S “ E ˆR`; this is the initial population.
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Each individual px1, a1q in the population gives birth with rate bpx1, a1q; at birth, the
newborn has age 0 and characteristics x drawn with distribution kbpx1, a1, xqmpdxq.
Note that one could define a general kernel kbpx1, a1, x, aqmpdxqda to make new indi-
viduals get a particular age at arrival. Let us write the total birth intensity (density)
in the population as
βpZt´, xq “
ÿ
px1,a1qPZt´
bpx1, a1qkbpx1, a1, xq.
Let us again denote Ibpχ, x, θq :“ 1θďβpχ,xq, and introduce C0,1b pSq the space of
continuous and bounded functions on S “ E ˆ R` with continuous and bounded
partial derivative on R`. As age is involved, we use the differentiation formula (2.2)
to define the spatial birth process by means of proper differential equations. More
precisely, the spatial birth process is defined as the solution to: for each f P C0,1b pSq,
dxZt, fy “ xIbZt´fp., 0q, Qbypdtq ` xZt, Bafydt,
where we recall that
xIbZt´fp., 0q, Qbypdtq “
ż
xPE
ż
θPR`
IbpZt´, x, θqfpx, 0qQbpdt, dx, dθq.
2.3.3 Birth-death-swap process
Numbering
In the previous part, we detailed the construction of spatial birth processes with
age. Let us now detail the construction of death processes, which will then lead us
to introduce the full birth-death-swap population process. There is a fundamental
asymmetry between births and deaths: indeed, a birth amounts to add a new indi-
vidual to the population, that is a zero age particle with characteristics generated
by the Poisson measure, whereas a death amounts to remove an individual (its age
and characteristics) which pre-exists in the population.
Let us consider a simple death process starting at Z0pdxq and for which each
individual x has death rate dpxq. Our aim is to reproduce the total death intensity
at time t,
ř
xPZt´ dpxq. Assume that it is possible to define a Poisson point mea-
sure Q˜pdt, dx, dθq with intensity measure q˜pdt, dx, dθq “ dtcpdxqdθ, where c is the
counting measure on E, that is for any measurable subset B, cpBq is the number of
elements in B. At first sight, one may propose the following differential equation:
Zpdt, dxq “ ´
ż
R`
1xPZt´1θďdpxqQ˜pdt, dx, dθq,
because in such case the compensator of Zps0, ts, Eq would be
´
ż t
0
ż
xPE
1xPZs´dpxqcpdxqds “ ´
ż t
0
˜ ÿ
xPZs´
dpxq
¸
ds. (2.3)
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However, since c is not a σ-finite measure, such construction faces measurability is-
sues (see the discussion in Bezborodov (2015), p16). Alternatively, one may propose
c to be the Lebesgue measure that is σ-finite but in this case the compensator in
the left hand side of (2.3) would be zero since Zt´ is a point measure and c charges
no point.
Therefore it is needed to identify the individuals in the population, in a way that
preserves the point property of the population, and by means of a σ-finite intensity
measure. To this aim, we use a Poisson point measure Qdpds, di, dθq on R`ˆN˚ˆR`
with intensity measure qdpds, di, dθq “ dsnpdiqdθ, where n is the counting measure
on N˚, that is for any A Ă N˚, npAq is the number of elements in A. Then, we build
a sequence of random marks pXkq (random variables with values in E), as well as
R-valued random maps pAkp.qq which are intrinsic to the population process; they
are a countable "reserve" of marks and ages which can then be (randomly) picked
in the population by the (random) choice of a number.
(i) Let us first consider the random population ξ0 with values in ΓpSq,
S “ E ˆ R`; since this is a finite point measure, this can be ordered: we denote
ξ0 “ ŤN0l“1 tpXl, Al˚ qu where AN˚0 ă AN˚0´1 ă ... ă A1˚ and we introduce for 1 ď l ď N0
the random maps Al : t ÞÑ Al˚ ` t.
(ii) Now, let us consider a càdlàg population process pξtpdx, daqqtě0 starting at
ξ0, with values in ΓpSq. Let us assume that a.s. for each t ą 0, xξ¯t,1y ă `8, where
the envelop process pξ¯tpdxqq with values in ΓpEq is defined as ξ¯t “ ŤsPr0,ts ξ˜s with
ξ˜spdxq “ ξspdx,R`q; note that the envelop process jumps when a new characteristic
which never existed in the past is added. In this case, the envelop process has a
finite number of jumps on any finite time interval: let us denote pSkqkě0 the ordered
times of jump of the envelop process pξ¯tq, with convention S0 “ 0; this is a subset
of the times of jump of the population process pξtq.
Let us further assume that for each k P N, xξ¯Sk`1 ,1y “ xξ¯Sk ,1y ` 1 so that one
individual is added at each jump. Then construct the sequence pXk, Akp.qqkěN0`1
such that for each k ě N0 ` 1, pXk, Ak˚q “ ξSk´N0zξS´k´N0 and Akptq “ Ak˚ ` t ´ Sk;pXk, Ak˚q is the individual added at time Sk´N0 with its own characteristics and age.
This approach is closely related to that of Bezborodov (2015) (see also Fournier and
Méléard (2004)) who focuses on the construction of spatial birth-death processes. In
the following, we work the construction of the spatial death process as the solution
to a thinning problem, and then include aging in the dynamics.
Thinning equations for spatial death processes
Recall that the Poisson point measure Qdpds, di, dθq on R`ˆN˚ˆR` has intensity
measure qdpds, di, dθq “ dsnpdiqdθ, where n is the counting measure on N˚, that is
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for any A Ă N˚, npAq is the number of elements in A.
(i) Equation for spatial death process. Let us begin by the construction of the
spatial death process Z.pdxq starting at Z0pdxq, a random variable with values in
ΓpEq. Any individual x P Z0 has a death rate dpxq. Let us introduce
IdpZt´, i, θq “ 1XiPZt´1θďdpXiq.
Then the spatial death process is defined as the solution to the stochastic differential
equation
Zpdt, dxq “ ´
ż
iPN˚
ż
θPR`
IdpZt´, i, θqδXipdxqQdpdt, di, dθq,
where the population at time t is Ztpdxq “ Z0pdxq ` Zps0, ts, dxq. If well defined,
one checks that the compensator of ZtpEq is
´
ż t
0
ż
N˚
1XiPZs´dpXiqnpdiqds “ ´
ż t
0
˜ ÿ
xPZs´
dpxq
¸
ds.
(ii) Equation for spatial death process with age. Let us start with a random initial
population Z0pdx, daq, a random variable with values in ΓpSq, S “ E ˆ R`. Let
us denote IdpZt´, t, i, θq “ 1pXi,AiptqqPZt´1θďdpXi,Aiptqq; note that the indicator now
depends on time to keep track of the set of ages. As for the spatial birth process
with age, we use the differentiation formula (2.2) to define the spatial death process
with age by means of (an infinite system of) proper differential equations. Then the
spatial birth process with age can be defined as the solution to: for each f P C0,1b pSq,
dxZt, fy “ ´xIdZt´,tfpX., A.ptqq, Qdypdtq ` xZt, Bafydt,
where we denote
xIdZt´,tfpX., A.ptqq, Qdypdtq “
ż
iPN˚
ż
θPR`
IdpZt´, t, i, θqfpXi, AiptqqQdpdt, di, dθq.
The general birth-death-swap process
Our aim here is to build the general birth-death-swap process using the thinning
techniques described above. At the scale of the whole population, we want to include
an external environment, modeled by a càdlàg process pYtqtě0 with values in Rl. Let
us now reconsider the full set of demographic rates at the individual level.
Individual hazard rates (i) Modeling mortality patterns is crucial for demo-
graphic purposes. In particular, the aim is to take into account some trends in mor-
tality (e.g. its overall reduction over time) but also to account for its heterogeneity
(different individuals can have contrasting mortality forces) and random variability
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(modeled by the impact of the stochastic environment). Thus, the impact of various
parameters is modeled through the intensities defining the way demographic events
occur. To model such feature for an individual of characteristics x P E and age
a P R` at time t, we define a stochastic mortality force (or death intensity) depend-
ing on x, a but also on time and the environment, i.e. d px, a, t, Ytq.
(ii) To understand the dynamics of the population composition, it is necessary to
account for specific birth patterns in the population. In this model, each individual
can give birth to a new individual that inherits of some characteristics linked to
those of its ancestor. More precisely, an individual of characteristics x and age a at
time t gives birth to an individual with intensity bpx, a, t, Ytq. In this model, children
inherit of some characteristics of their parents with possible little modifications (e.g.
way of life, geographic location, social class or health status), so that the mutation
rule depends on the characteristics of the parents, but also their age. This is mod-
eled by the following mechanism: when a birth occurs at time t, where the ancestor
is px, aq, a new individual with age 0 is added to the population and its character-
istics x1 P E are drawn with a density kb px, a, t, Yt, x1q w.r.t. mpdx1q. This way, the
characteristics of the new individual depend on the age and the characteristics of
its ancestor, but also on the time of birth and on the environment. The total birth
intensity density for a population process pZtq is denoted
βpZt´, t, xq “
ÿ
px1,a1qPZt´
bpx1, a1, t, Ytqkbpx1, a1, t, Yt, xq.
(iii) If we take only into account birth and death events, the individuals in the
population have the same characteristics during life. In order to account for possible
changes in the individual life histories, we allow to model swap events (i.e. changes of
characteristics) of an individual px, aq at time t through an intensity epx, a, t, Ytq. If a
swap event occurs, the characteristics of the individual change from x to x1 following
the density kepx, a, t, Yt, x1q w.r.t. mpdx1q. The fact that individual characteristics
can randomly evolve through time is natural when dealing with human populations,
and implies an additional interesting complexity in the demographic dynamics.
Thinning equation Let us introduce three independent Poisson point measures:
- Birth: Qbpdt, dx, dθq on R` ˆ E ˆ R` with intensity measure
qbpdt, dx, dθq “ dtmpdxqdθ,
- Death: Qdpds, di, dθq on R` ˆ N˚ ˆ R` with intensity measure
qdpds, di, dθq “ dsnpdiqdθ,
- Swap: Qepds, di, dx, dθq on R` ˆ N˚ ˆ E ˆ R` with intensity measure
qepds, di, dx, dθq “ dsnpdiqmpdxqdθ.
We assume that Qb, Qd and Qe are independent of the environment process Y . Let
us introduce the following indicator functions:
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- Birth: IbpZt´, t, x, θq “ 1θďβpZt´,t,xq,
- Death: IdpZt´, t, i, θq “ 1pXi,AiptqqPZt´1θďdpXi,Aiptq,t,Ytq,
- Swap: IepZt´, t, i, x, θq “ 1pXi,AiptqqPZt´1θďepXi,Aiptq,t,YtqkepXi,Aiptq,t,Yt,xq.
The birth-death-swap process pZtpdx, daqqtě0 is defined as the solution to the
following system of stochastic differential equations:
for each f P C0,1b pSq,
dxZt, fy “ xIbZt´,tfp., 0q, Qbypdtq ´ xIdZt´,tfpX., A.ptqq, Qdypdtq
` xIeZt´,trfp., A.ptqq ´ fpX., A.ptqqs, Qeypdtq ` xZt, Bafydt.
(2.4)
In order get strong existence and pathwise uniqueness, we make the assumption
below. It states that individual demographic rates are bounded, which is natural
for the applications we have in mind.
Assumption 2.1. (Bounded intensities and mutation densities) Demographic rates
and kernels are continuous and there exists positive constants k¯, b¯, d¯ and e¯ such that
for all px, a, t, y, x1q P EˆR`ˆR`ˆRlˆE, kepx, a, t, y, x1q ď k¯, kbpx, a, t, y, x1q ď k¯,
bpx, a, t, yq ď b¯, dpx, a, t, yq ď d¯ and epx, a, t, yq ď e¯.
The following result states strong existence and pathwise uniqueness of the pop-
ulation process.
Proposition 2.1. Denote Nt “ xZt,1y and assume that ErN0s ă `8. Under
Assumption 2.1, Equation (2.4) admits a strong càdlàg solution pZtq such that for
each T ą 0, E “suptPr0,T sNt‰ ă `8. Moreover, there is pathwise uniqueness for
Equation (2.4).
Remark 2.1. Note that conditionally on the environment process Y , the process
pZtq is by construction (2.4) a (non-homogenous) Markov process. The action of its
generator on simple functions f can be read in the martingale problem (2.11), see
Section 2.5.
Proof of Proposition 2.1
Let us first prove existence of the population process in two steps.
Step 1. We first show that E
“
suptPr0,T sNt
‰ ă `8.
Note that βpZt´, t, xq ď b¯k¯Nt´ then a.s. for each t, Nt ď N˜t, where N˜t is the size
of the population starting at N0 for which only births occur with rate b¯k¯, verifying
the equation N˜t “ N0 ` x1θďb¯k¯N˜s´ , Qbyt. Note that this is a simple example of
coupling argument. It is thus sufficient to prove that E
”
suptPr0,T s N˜t
ı
ă `8. Define
τ˜n “ inftt : N˜t ě nu the hitting time of size n. It follows that
sup
uPr0,t^τ˜ns
N˜u “ N˜t^τ˜n “ N0 ` x1θďb¯k¯N˜s´^τ˜n , Qbyt ď N0 ` x1θďb¯k¯ supuPr0,s^τ˜ns N˜u´ , Qbyt.
(2.5)
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Since E
”
x1θďb¯k¯ supuPr0,s^τ˜ns N˜u´ , qbyt
ı
“ b¯k¯E
”şt
0
supuPr0,s^τ˜ns N˜u´ds
ı
ď b¯k¯nt ă `8,
one has by taking the expectation in (2.5) and using Fubini’s theorem
E
«
sup
uPr0,t^τ˜ns
N˜u
ff
ď ErN0s ` b¯k¯
ż t
0
E
«
sup
uPr0,s^τ˜ns
N˜u´
ff
ds.
Grönwall’s lemma thus leads to E
”
supuPr0,T^τ˜ns N˜u
ı
ď ErN0s exppb¯k¯T q. The process
N˜ is a birth process with constant birth rates, it is thus non-explosive. Then
τ˜n Ñ `8 as nÑ `8 and Fatou’s lemma applied to positive r.v. leads to
E
”
suptPr0,T s N˜t
ı
ď lim infnÑ`8 E
”
suptďT^τn N˜
ı
ď ErN0seb¯k¯T ă `8.
Step 2. We prove the existence of the population process. Denote pTkqkě0 the
times of jump of the process pZtqtPr0,T s. Thanks to Algorithm 2.1, see next section,
one can construct the process from 0 to T8^T where T8 :“ limkÑ`8 Tk. It remains
to prove that a.s. T8^T “ T . Denote N¯t the number of events which occurred until
time t with rate λ¯ “ b¯` d¯` e¯ for each individual, verifying N¯t “ N0`x1θďλ¯N¯s´ , Qyt:
this can be seen as the number of individuals in a population in which only births
occur with maximum rate λ¯. Denote
`
T¯k
˘
kě0 the times of jump of N¯ . Using the
same argument as in the previous step for the birth process with constant rates, one
has T¯8 “ 8. Since a.s. for each t P r0, T s, Nt ď N¯t and using the definition of N¯t,
we deduct that the times of jump of N are a subset of those of N¯ , which shows that
a.s Tk ě T¯k and T8 “ 8.
Let us now address the proof of pathwise uniqueness. To this aim, it is possible to
directly rely on the corresponding algorithm, since demographic rates are bounded
(see again Algorithm 2.1): starting from an initial random population Z0, the process
is recursively uniquely determined by Z0 and Q. ˛
2.4 Microsimulation
2.4.1 Simulation algorithm based on an equivalent represen-
tation
Since the Poisson point processes Qb, Qd and Qe are independent, it is possible
to use a single Poisson point process Q whose restriction to specific domains of
the thinning parameter correspond to a specific kind of demographic event. Let
Qpds, di, dx, dθq be a Poisson point process on R` ˆ N˚ ˆ E ˆ R` with intensity
measure qpds, di, dx, dθq “ dsnpdiqmpdxqdθ. We denote λcpZt´, t, i, xq the intensity
at time t for individual i in population Zt´ corresponding to demographic event
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c P tb, d, eu. These intensities are given by:
λbpZt´, t, i, xq “ bpXi, Aiptq, t, Ytqkb pXi, Aiptq, t, Yt, xq ,
λdpZt´, t, i, xq “ dpXi, Aiptq, t, Ytq,
λepZt´, t, i, xq “ epXi, Aiptq, t, Ytqke pXi, Aiptq, t, Yt, xq .
(2.6)
Let us us define the following indicator functions with disjoint support:
- Birth: J bpZt´, t, i, x, θq “ 1pXi,AiptqqPZt´1θďλbpZt´,t,i,xq,
- Death: JdpZt´, t, i, x, θq “ 1pXi,AiptqqPZt´1λbpZt´,t,i,xqăθďpλb`λdqpZt´,t,i,xq,
- Swap: JepZt´, t, i, x, θq “ 1pXi,AiptqqPZt´1pλb`λdqpZt´,t,i,xqăθďpλb`λd`λeqpZt´,t,i,xq.
On this basis, the birth-death-swap process can be defined as the solution to: for
each f P C0,1b pSq,
dxZt, fy
“ xJ bZt´,tfp., 0q ´ JdZt´,tfpX., A.ptqq ` JeZt´,trfp., A.ptqq ´ fpX., A.ptqqs, Qypdtq
` xZt, Bafydt.
(2.7)
For simulation purposes, the random points of Q are seen as observation times for
the system, then a procedure determines if an event occurs or not. Since the time-
independent part of the intensity measure of Q, that is npdiqmpdxqdθ, is σ-finite,
it is not possible in practice to generate all points of Q. But first, as demographic
rates and mutation kernels are bounded, one can restrict the parameter θ to live
in the compact set r0, λ¯s, where λ¯ “ b¯k¯ ` d¯ ` e¯k¯. As well, one would attempt to
restrict the set of numbers i to be below some fixed value i0, but since the number
of new individuals in the population is not bounded, this would lead to a bias in
the simulation procedure, since the random numbers that are greater than i0 are
missed. The idea of the algorithm is to center the simulation around the true jumps
of the population. The obverse is that the Poisson property of candidate random
points is lost. In this approach, the frequency is adjusted to be as close as possible
to the true rate and to fulfill two constraints: try to limit the additional information
to be computationally efficient and at the same time propose a number of candidate
times large enough to simulate the process exactly. Denote pTnq the times of jump
for the population; between Tn and T´n`1, the set of individual numbers that are
involved in the population is fixed at the set of i such that Xi P ZTnpdx,R`q, which
is finite since Z has a finite number of jumps in any compact time interval. Then
between Tn and T´n`1, the Poisson point measure Q is restricted to this fixed set.
The algorithm thus derived is described below.
Algorithm 2.1. We start at time T “ 0 with a given population Z0 of size N0.
Step 1. Simulate a r.v. τ „ Exppλ¯NT q and set T ` τ as the next candidate time.
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Step 2. Since demographic events (birth, swap or death) can only occur at candidate
times, between T and T ` τ , the population is only modified by aging: form the
population ZpT`τq´ by adding τ to all ages in ZT .
Step 3. Select an individual i uniformly in the population ZT and generate
x „ mpdxq.
Step 4. Generate a random variable θ uniformly in r0, λ¯NT s
Step 5. Determine if a demographic event occurs or not as:
(i) If θ ď λbpZpT`τq´, T ` τ, i, xq (birth), then form the population ZT`τ by adding
px, 0q to ZpT`τq´.
(ii) If λbpZpT`τq´, T `τ, i, xq ă θ ď pλb`λdqpZpT`τq´, T `τ, i, xq (death), then form
the population ZT`τ by removing pXi, AipT ` τqq from ZpT`τq´.
(iii) If pλb`λdqpZpT`τq´, T `τ, i, xq ă θ ď pλb`λd`λeqpZpT`τq´, T `τ, i, xq (swap),
then define the population ZT`τ as ZpT`τq´ where pXi, AipT ` τqq has been replaced
by px,AipT ` τqq.
(iv) Else, no event occurs.
Let T Ð T ` τ and go to Step 1.
Remark 2.2. The procedure can be improved for example if characteristics can be
easily generated by the kernels kb and ke. In this case, the maximum frequency can
be replaced by λ¯ “ b¯` d¯` e¯. Then at step 5, the occurrence of a demographic event
can be assessed by testing if a uniform random variable θ generated in r0, λ¯s lies in
the interval r0, bpqs or sbpq, bpq`dpqs or sbpq`dpq, bpq`dpq` epqs, and then if a birth
or a swap occurs, the new characteristics can be directly generated from kb and ke.
2.4.2 The cohort effect
The largest datasets in demographics are most often provided by government bodies
and are on a national basis. As for mortality data (see e.g. HMD (2014)), they
provide estimated life expectancy or estimated mortality rates by age groups, both
for males and females. Such aggregate indicators are of interest, and are often
the basis for decision making for state pension reforms, insurance and regulatory
reserving policies, as well as pricing for some financial products indexed on national
mortality indices. For example in this context, an "improvement in longevity" always
refers to a decrease in these indicators over a time period. But these quantities are
computed at each time by looking at all individuals by gender, without taking
into account the heterogeneity of the population at a given time. In this way,
comparisons between different periods are made without correcting the underlying
dynamic composition. The model presented in this paper can be of great interest for
such purpose, and for example to explain part of observed particular variations of
aggregate mortality indicators. In the following, we illustrate this potential impact
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on a case study: the cohort effect in United Kingdom. It focuses on the impact of
heterogenous birth rates on aggregate mortality.
Cohort effect and impact of birth patterns A birth cohort for a time period
rt1, t2s is defined as the group of individuals who were born during this period. As
they live in the same environment at the same time, but also as they are born from
the same population (see below), they share some common demographic character-
istics. For example, one observes specific longevity features for the individuals born
between 1925 and 1945 in UK, known as the golden cohort. The golden cohort has
experienced more rapid improvements than previous and next generations, as de-
picted in Figure 2.4. Some possible explanations are proposed and some are studied
by Willets (2004): for example the impact of World War II on previous generations,
tobacco consumption in next generations, positive impact of diet in early life and
the post World War II welfare state. All these remarks are dedicated to factors
driving mortality.
But Willets (2004) also remarks that during the period r1925, 1945s, the overall
fertility is particularly low (see Figure 2.5) and that in fact it can have an impact
on the composition of the population itself: "One possible consequence of rapidly
changing birth rates is that the ‘average’ child is likely to be different in periods
where birth rates are very different. For instance, if trends in fertility vary by socio-
economic class, the class mix of a population will change."
Figure 2.4: Improvement rates in mortality for England & Wales by calendar year
and age relative to mortality rates at the same age in the previous year. The black
diagonal follows the 1930 cohort. Taken from Cairns et al. (2009).
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Figure 3: Improvement rates in mortality for England & Wales by calendar year
and age relative to mortality rates at the same age in the previous year. Red cells
imply that mortality is deteriorating; green small rates of improvement, and blue
and white strong rates of improvement. The black diagonal line follows the progress
of the 1930 cohort.
2.1.2 The cohort eÆect
Some of the models we employ incorporate what is commonly called the “cohort
eÆect”. The rationale for its incorporation lies in an analysis of the rates at which
mortality has been improving at diÆerent ages and in diÆerent years. Rates of
improvement are plotted in Figure 3 (see, also Willets, 2004, and Richards et al.,
2006). A black and white version of this graph can be found in the Appendix, Figure
38.
In line with previous authors (see, for example, Willets, 2004, Richards et al., 2006)
we can note the following points. In certain sections of the plot, we can detect
strong diagonals of similar colours. Most obviously, cohorts born around 1930 have
strong rates of improvement between ages 40 and 70 relative to, say, cohorts born
10 years earlier or 10 years later. The cohort born around 1950 seems to have worse
mortality than the immediately preceeding cohorts.
There are other ways to illustrate the cohort eÆect and these can be found in Ap-
pendix A.
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Figure 2.5: Crude birth rates per 1000 individuals in England & Wales. Taken from
Willets (2004)
then again just after World War II and finally in the mid-1960s. It may be
notable that the ‘high improvement birth cohort’ (i.e. 1925-45) coincided
with a trough of births relative to periods immediately before and after. The
fact that the birth rate increased dramatically between 1941 and 1944 (by
31%) may be particularly relevant.
6.6.2 One possible consequence of rapidly changing birth rates is that
the ‘average’ child is likely to be different in periods where birth rates are
very different. For instance, if trends in fertility vary by socio-economic
class, the class mix of a population will change.
!. U.K. Trends by Cause of Death
7.1 Cohort Trends by Cause of Death
7.1.1 Further insight into the potential causes of the U.K. cohort effect
can be obtained through an investigation of mortality trends for specific
causes of death.
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Data source: www.mortality.org
Figure 6. Crude birth rate per 1,000 population, England and Wales, 1900
to 1970
18 The Cohort Effect: Insights and Explanations
Toy model¶ To illustrate such effects, we propose a toy model parametrized with
two classes.
(i) We compute a reference death rate p¯aq “ A exppBaq, with parameters A „
0.0004 and B „ 0.073 estimated on French national data for year 1925 to capture a
proper order of magnitude
(ii) We consider a stylized economic "Upper class" with time independent death
rate d1paq “ d¯paq and birth rate b1paq “ c1r20,40spaq (c=0.1)
(iii) We also consider some stylized economic "Lower class" with time independent
death rate d2paq “ 2d¯paq but birth rate
b2pa, tq “ 4c1r20,40spaq1r0,t1qYpt2,8qptq ` 2c1r20,40spaq1rt1,t2sptq.
We highlight that in this example, death rates are time-ind pendent. The aim is
to compute life expectancy at birth, and illustrate that the decrease in fertility can
have a real impact on it.
¶Our aim with this experiment was to see if such modeling framework were able to reproduce
such important stylized facts. To this aim, parameters are set to arbitrary values, which at this
stage allow to get first interesting outputs. This research direction is still a work in progress, and
further improvements will be considered.
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Results The simulation is based on an initial population with 20000 individuals
(randomly and uniformly) split between the upper and the lower class. The results
are plotted in Figure 2.6. It is clear that aggregate fertility is reduced between
times t1 “ 10 and t2 “ 20. At the same time, a cohort effect appears in terms of life
expectancy. Individuals born between times 10 and 20 seem to experience higher
life expectancies at birth. Note that in this model death rates do not depend on
time, thus one can not conclude that an improvement in longevity occurred at the
individual level. In return, this shows us how birth rates provide information on
changes in aggregate mortality.
These first results are interesting prospects because they stress the importance
of the overall population dynamics. The actuarial studies that assess longevity/-
mortality risk for insurance companies or state pension issues traditionally focus on
the ages from 30/40 years. This is further encouraged by the fact that the mor-
tality rates have a more complex structure before age 30, see Figure 2.2, including
infant mortality and the accident hump at ages around 25. This approach puts aside
crucial information on births that determine the initial composition of the different
cohorts in terms of characteristics, as we illustrate here, but also on the distribu-
tion of births in the year, see the discussion in Subsection 2.2.1 on the reliability of
mortality data and interplay with fertility.
Figure 2.6: One trajectory of the population process. Left: Number of children per
individual aged [20-40]. Right: Life expectancy at birth by year of birth.
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2.4.3 On the random environment
Our purpose here is to give insights on the relative impact of two main sources
of uncertainty which arise in practice in the field of microsimulation. Consider a
population starting at N0 P N˚ in which only deaths occur. Each individual alive
at time t has a death rate µpYtq “ Yt, where Y is a non-negative and continuous
process. In this example, the environment is therefore identified with the stochastic
mortality rate experienced by individuals dying over time. Denote Nt the number
of individuals at time t, defined as the solution to the stochastic equation:
Nt “ N0 ´
ż t
0
ż
R`
1θďYsNs´Qpds, dθq, (2.8)
where Q is a Poisson point measure on R2` with intensity measure qpds, dθq “ dsdθ,
assumed to be independent of Y .
Environment noise and demographic stochasticity The classical variance
decomposition allows us to split the overall stochasticity in the following way
VarpNtq “ E rVarpNt | Y qs ` Var pErNt | Y sq .
The first component E
“
VarpNYt | Y q
‰
is called demographic stochasticity: this is
the randomness due to the finite size of the sample, averaged over all environment
scenarios. The second component Var pErNt | Y sq is called environment noise, which
remains alone in the large population framework. Note that this decomposition and
the corresponding interpretation is not unique ; indeed one could have conditioned
with respect to the Poisson point measure Q. However, such computations are not
straightforward. Let us now express each component separately.
(i) Environment noise is given as Var pErNt | Y sq “ E rErNt | Y s2s´E rErNt | Y ss2.
Denote gY ptq :“ E rNt | Y s. Then taking conditional expectation in Equation
(2.8) leads to gY ptq “ N0 ´
şt
0
Ysg
Y psqds, which solution is given by gY ptq “
N0 exp
´
´ şt
0
Ysds
¯
. Therefore environment noise writes
Var pErNt | Y sq “ N20 pBt ´ A2t q,
where At “ E
”
e´
şt
0 Ysds
ı
and Bt “ E
”
e´2
şt
0 Ysds
ı
.
(ii) Let us now compute demographic stochasticity. First,
E rVarpNt | Y qs “ E
“
ErN2t | Y s
‰´N20Bt.
Let us compute the term hY ptq :“ ErN2t | Y s. Differential calculus applied to the
point process N leads to N2t “ N20 `
şt
0
ş
R`
`pNs´ ´ 1q2 ´N2s´˘1θďYsNs´Qpds, dθq.
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Let us simplify the terms and take conditional expectation to get hY ptq “ N20 ´
2
şt
0
Ysh
Y psqds` şt
0
Ysg
Y psqds which gives hY ptq “ N0pN0´ 1qe´2
şt
0 Ysds`N0e´
şt
0 Ysds.
This shows that demographic stochasticity writes
E
“
VarpNYt | Y q
‰ “ N0pAt ´Btq.
Environment dynamics We assume that pYtqt is a Feller diffusion (or CIR pro-
cess) with dynamics
dYt “ apb´ Ytqdt` ρ
a
YtdWt. (2.9)
The main advantage of such modeling framework, among others, is to avoid negative
death rates. One can find several other examples of affine stochastic mortality
models introduced in Biffis (2005). We want to underline here that this is also a
suitable framework to address the relative impact of systematic and idiosyncratic
risk. In the dynamics (2.9), b is the mean reverting value; since we consider here
a group of individuals dying over time, the quantity b can be seen as the target
mortality rate at very high ages. The parameter a represents the speed at which
the mortality rate reaches its mean reverting value. Finally, parameter ρ refers to
the volatility of the mortality rate. The process starts at a (given deterministic)
level y0 ă b, modelling the fact that individuals at time 0 are aging over time, so in
average their mortality rate increases with time. Expectation of the death rate at
a given time can be computed as E rYt s “ b` py0 ´ bqe´at which start from y0 and
increases to b as time goes, and its variance can be expressed as
VarpYtq “ ρ2a2 p1´ e´atq
“
y0e
´at ` b
2
p1´ e´atq‰, which starts at 0 and increases (since
y0 ă b) to ρ2b2a2 .
This setting, although elementary, allows us to illustrate an interesting tradeoff
between environment noise and demographic stochasticity, due to two competing
effects: as time goes,
(i) the population size decreases due to deaths, therefore demographic fluctuations
increase, and
(ii) the uncertainty on the death rate itself increases as well, which is natural to
model the fact that long term forecasts are more uncertain than short term ones.
Let us recall the results we need for the computation of quantities At and Bt:
At “ E
„
exp
ˆ
´
ż t
0
Ysds
˙
“ Φpγ, T q exp p´y0Ψpγ, T qq ,
where γ “aa2 ` 2ρ2 and
Ψpγ, T q “ 2pe
γT ´ 1q
pγ ` aqpeγT ´ 1q ` 2γ , and Φpγ, T q “
«
2γepγ`aq
T
2
pγ ` aqpeγT ´ 1q ` 2γ
ff 2ab
ρ2
.
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In addition, one can see that
Bt “ E
„
exp
ˆ
´2
ż t
0
Ysds
˙
“ Φpaγ2 ` 2ρ2, T q exp´´2y0Ψpaγ2 ` 2ρ2, T q¯ .
Numerical illustration Recall that the purpose of this example is to illustrate
the interesting tradeoffs which appear when assessing the relative impact of envi-
ronment noise and demographic stochasticity. As on one hand the intrinsic variance
of the environment increases, and on the other hand the population size decreases,
two effects are competing. Let us fix the initial death rate to be y0 “ 0.001 (the
order of magnitude of death rates for individuals aged 40 in developed countries), as
well a target death rate b “ 0.8 (the order of magnitude of death rates at very high
ages). In the following, we focus on the impact of the volatility parameter ρ and
the mean reverting speed a. We formally define pt for t ą 0 to be the proportion of
environment noise among the total variance, that is
pt “ Var pErNt | Y sq
VarpNtq .
(i) Let us first analyze the impact of volatility parameter ρ, and fix a mean
reverting speed a “ 0.01 for the purpose of this first illustration. In Figure 2.7,
we depict the behavior of the variance of the death rate with respect to time t
and volatility ρ. The proportion pt of environment noise among the total variance
is depicted in Figure 2.8 for several initial sizes N0. As expected, when varying
the initial sample size N0 from 100 to 100000, from (a) to (d), the proportion pt
increases, parameters t and ρ being fixed. As well, with fixed time t and initial size
N0, this proportion increases when volatility ρ increases. More interestingly, the
complex time pattern illustrates the balance between the two sources of risk: in this
parameter configuration, the proportion first increases as time goes, which turns
out that the uncertainty of the environment beats the decrease of the population
size, therefore making environment noise the main source of risk in many cases. But
then, this proportion starts to decrease due to the increasing (relative) number of
deaths in the population; this makes environment noise less important in the long
term in most configurations.
(ii) Let us now address the impact of the mean reverting speed a, and let us
fix ρ “ 0.005 for this experiment. The effect of the mean-reverting parameter a
on the variance of the death rate is depicted in Figure 2.7 as well; this shows as
expected that environment uncertainty increases when the mean-reverting param-
eter decreases. In Figure 2.9, the impact of the mean-reverting parameter on the
proportion pt of environment noise is illustrated. As well, varying the initial size
creates similar patterns, and as expected decreasing the mean-reverting parameter
makes environment noise more important. In this experiment also, the interesting
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time pattern is exhibited: for mean-reverting parameter in a reasonable range of val-
ues, the same effect appears. In the mid-term indeed, environment noise becomes
important but this vanishes in the long term. Remark that for very small values of
the mean-reverting speed a, environment noise remains important.
These considerations highlight the complex time patterns of several sources of
risk, even in a simple framework. This shows that parameter values are crucial
to get insights on the relative importance of environment noise over time, as well
as it highlights for each value the population size for which external environment
stochasticity is crucial to take into account.
Figure 2.7: Joint effect of time t and either volatility ρ with a “ 0.01 (left) or
mean-reverting-speed a with ρ “ 0.005 (right) on the variance of the death rate
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Figure 2.8: Joint effect of time t and volatility ρ on the proportion pt of environment
noise among the total variance
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Figure 2.9: Joint effect of time t and mean reverting speed a on the proportion pt
of environment noise among the total variance
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2.5 Macroscopic behavior of linear and non-linear
dynamics
In the field of microsimulation, particular attention is given to the inherent random-
ness (or demographic stochasticity); it is often highlighted that this can be reduced
either by (i) taking the average over a large number of Monte Carlo runs, or (ii) by
increasing the size of the number of individuals in the sample, see Van Imhoff and
Post (1998). In fact, the equivalence between (i) and (ii) is far from obvious, and it
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is in general not true for non-linear models, that are models including interactions.
In all cases, the two points (i) and (ii) traduce different points of view on the mean-
ing of macroscopic, and in particular the theoretical analysis of point (ii) involves
advanced mathematical techniques.
(i) The first philosophy is related to the study of the average of multiple mi-
croscopic scenarios; the associated theoretical techniques are referred to as mo-
ment closure techniques based on moment equations. Such techniques are used in
many fields (see e.g. the review in Kuehn (2015)), among them (more recently
and actively) mathematical biology where they have been introduced by Bolker and
Pacala (1997) and Dieckmann and Law (2000). Several issues are related to such
approaches, the most important being the difficulty to "close" the equation systems
and to find explicit expressions for the mean, see the discussion in Champagnat
et al. (2006). To this aim, moment closure assumptions are made. For example,
mean field approaches focusing on the average behavior use such assumptions for
the second moment, whereas for other models as spatial-moment models focus on
spatial correlations and therefore assume moment closure for third order moments
or higher (see e.g. Plank and Law (2014)). To tackle these issues, the other point
of view proposes to explore rigorous derivations about large population asymptotics.
(ii) From a large population perspective, the idea is the study the dynamics of
a single scenario based on a sample with more and more individuals. From a theo-
retical point of view, one considers a sequence of population processes, indexed by
a scaling parameter which represents the order of magnitude of the initial sample
size, related to the concept of "system size" in the field of adaptative dynamics, see
Metz et al. (1996). This scaling parameter is also used to divide the weight of each
individuals, allowing to recover non-degenerate behavior on the limit. This scaling
is not insignificant, because its consequence is to make interactions between individ-
uals vanish proportionally to the scaling parameter; this suggests the different point
of view compared to averaging Monte Carlo runs. Such rescaling approach closed to
large number asymptotics is the first basic possible one and leads to a deterministic
macroscopic approximation, but the theoretical toolkit is flexible enough to intro-
duce more scalings, related to e.g. birth/death accelerations or rare mutations in
theoretical biology, and in this case macroscopic models of several kinds appear, even
stochastic: see e.g. Fournier and Méléard (2004) for several cases without age, and
Tran (2008) as well as Méléard and Tran (2012) for two key large population limits
with age-structured populations. Even if this large population framework involves
advanced mathematical techniques, one advantage is the possibility to get comple-
mentary central limit theorems assessing the quality of the approximation, see e.g.
Wang (1977), Oelschlager (1990) and Tran (2006) for such results for age-structured
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populations.
These two approaches (i) and (ii) differ by several aspects, mainly
a) in general, the average dynamics does not coincide with the large population
approximation, and
b) even with (very) large sample size, the microscopic model also presents some
different behavior compared to its large population asymptotics. For example, the
microscopic model may exit the equilibrium of the macroscopic model (see e.g. Tran
(2008)). Both aspects are linked to the different treatment of the interactions in the
model.
In the following, we first focus on the linear birth-death-swap process for which
we describe the moment equation and discuss the existence of a density. In a second
step, we present the large population framework as well as its application to general
non-linear models.
2.5.1 Linear model and moment equation
Population mean measure
Let us consider the linear model, that is the model in which individual birth-death-
swap rates are given by bpx, a, t, Ytq, dpx, a, t, Ytq and epx, a, t, Ytq and do not depend
on the population itself.
Proposition 2.2. For any function f P C0,1b pSq, denote
Ψft px, aq “ Bafpx, aq ` bpx, a, t, Ytq
ż
E
fpx1, 0qkbpx, a, t, Yt, x1qmpdx1q ´ dpx, a, t, Ytqfpx, aq
` epx, a, t, Ytq
ż
E
pfpx1, aq ´ fpx, aqq kepx, a, t, Yt, x1qmpdx1q,
(2.10)
then for each t ě 0,
xZt, fy “ xZ0, fy `
ż t
0
xZs,Ψfs yds`M ft , (2.11)
whereM f is a square integrable martingale with quadratic variation xM fyt “
şt
0
xZs, Hfs yds
and
Hft px, aq “ bpx, a, t, Ytq
ż
E
f 2px1, 0qkbpx, a, t, Yt, x1qmpdx1q ` dpx, a, t, Ytqf 2px, aq
` epx, a, t, Ytq
ż
E
pfpx1, aq ´ fpx, aqq2 kepx, a, t, Yt, x1qmpdx1q.
(2.12)
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Proof of Proposition 2.2. Equation (2.11) can be immediately obtained by
compensating the Poisson point measures Qb, Qd and Qe in (2.4) by their intensity
measures to obtain a local martingale, whose bracket can be computed. It remains
to prove that M f is a square integrable martingale: for each t P r0, T s, we get
E
“xM fyt‰ ď }f}28 `pb¯` 2e¯qk¯ ` d¯˘E „ sup
0ďsďt
Ns

,
which is finite according to Proposition 2.1. This concludes the proof. ˛
Let us define the conditional mean empirical measure ξYt pdx, daq by:
a.s. for each f P C0,1b pSq, xξYt , fy “ E rxZt, fy | Y s. This quantity arises when
averaging Monte Carlo runs under a given environment. Formally, this can be
denoted ξYt pdx, daq “ E
”ř
px1,a1qPZt δpx1,a1qpdx, daq | Y
ı
. The following result states
the behavior of the average population: given the environment, the mean measure
is given as a solution to some deterministic equation.
Theorem 2.1. The conditional mean measure ξYt satisfies the following equation:
a.s. for each f P C0,1b pSq and each t P r0, T s,
xξYt , fy “ xξY0 , fy `
ż t
0
xξYs ,Ψfs yds, (2.13)
where Ψ is defined in Equation (2.10).
Proof of Theorem 2.1. Let us take conditional expectation in Equation (2.11)
to get for each f P C0,1b pSq and each t P r0, T s,
xξYt , fy “ xξY0 , fy ` E
„ż t
0
xZs,Ψfs y | Y

ds.
One can invert expectation and integral thanks to Assumption 2.1, Proposition 2.1
and properties on f P C0,1b pSq. This concludes the proof. ˛
Existence of a density and strong formulation
At this stage, we highlighted the fact that for the linear model, the average of
Monte-Carlo simulations satisfies the deterministic Equation (2.13). It will be clear
in the following that this equation corresponds to classical equations in demography.
This will be the purpose of the following developments to detail such equations. In
parallel, one question arises concerning the existence of a density of the popula-
tion mean measure, that is a density gtpx, aq such that the mean measure satisfies
ξtpdx, daq “ gtpx, aqmpdxqda. Such property would ensure no concentration of pop-
ulation mass on particular ages or characteristics.
202
2.5. MACROSCOPIC BEHAVIOR OF LINEAR AND NON-LINEAR
DYNAMICS
The result providing the strong PDE representation is stated below. Note that
without further assumption, the mean measure is a weak solution of the system
(2.14) detailed below. Here we assume the existence of a density at time 0, which
allows to get the existence for any time. This ensures that no concentration effect
around age or characteristic arise if the intial condition admits a density. In addi-
tion, a regularity assumption is used to prove the strong solution. In the following
result, gYt px, aq can be interpreted as the averaged (conditonally on Y ) quantity of
individuals of characteristics in rx, x` dxq and age in ra, a` daq in the population.
The proof is given after some interpretations and remarks. Note that the technique
is similar to e.g. Tran (2006), but we rely on a different disintegration argument in
order to overcome the swap pattern complexity.
Theorem 2.2. (i) Suppose that a.s. ξY0 admits a density gY0 px, aq “ gY px, a, 0q
w.r.t. the measure mpdxq b da on S. Then the solution ξY of Equation (2.13)
admits at each time t P r0, T s a density gYt px, aq “ gY px, a, tq.
(ii) Moreover, under the assumption that a.s. gY P C0,1,1b pS ˆ r0, T sq, then gY is
(strong) solution to the following equation system: a.s., mpdxqbda´a.e., @t P r0, T s,` BagY ` BtgY ˘ px, a, tq “ ´ rd px, a, t, Ytq ` e px, a, t, Ytqs gY px, a, tq
`
ż
E
gY px1, a, tqe px1, a, t, Ytq kepx1, a, t, Yt, xqmpdx1q,
gY px, 0, tq “
ż
S
gY px1, a, tqb px1, a, t, Ytq kbpx1, a, t, Yt, xqmpdx1qda,
gY px, a, 0q “ gY0 px, aq.
(2.14)
Interpretation of the mean population equation We propose here the de-
scription of the mechanism involved in Equation (2.14), from the point of view of
classical deterministic models. Malthus’ equation can be written as a linear PDE in
the following way:
Btnpx, tq “
ż
E
npx1, tqbpx1qkbpx1, xqdx1 ´ dpxqnpx, tq, npx, 0q “ n0pxq. (2.15)
In this model, the initial distribution of characteristics in the "average" population
is described by n0pxq. The density of individuals of characteristic x then evolves
through time from npx, tq to npx, t`dtq by including all individuals who where born
from any parent of characteristic x1 and inherited of a characteristic x according to
the mutation law kbpx1, .q, and substracting the individuals who died in the small
time interval rt, t` dts.
McKendrick-Von Foerster’s equation models age-structured populations without in-
teractions (so that the PDE is linear, as it is the case for Equation (2.14)):
Btnpa, tq ` Banpa, tq “ ´dpaqnpa, tq, np0, tq “
ż `8
0
bpaqnpa, tqda, npa, 0q “ n0paq.
(2.16)
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The interpretation of such transport PDE in which each particle or individual with
age a is transported to age a`dt through time is the following: start with an initial
population whose distribution of ages is npa, 0q “ n0paq. The density of individuals
of age a ą 0 only evolves due to the deaths occurring through time (because no in-
dividual arrives in the population with a strictly positive age). Individuals are also
aging, which is modeled by the transport term Banpa, tq. Compared to Equation
(2.15), the PDE (2.16) needs an intial condition for ages: the density of individuals
of age 0 at each time t, np0, tq, is given by counting the number of birth at time t.
This is known as the renewal or mass conservation condition.
The limit Equation (2.14) combines these two types of PDEs and can be inter-
preted in the same way. One can notice the impact of the additional swap pattern,
as well as the random environment Y .
Proof of Theorem 2.2. For the whole proof, we use the concise notations
kb,epx, a, t, Yt, x1q ” kb,epx, a, x1q as well as gY ” g and ξY ” ξ. Suppose that ξ0 has
a density g0px, aq “ gpx, a, 0q w.r.t. mpdxqda on S.
Step 1: Let t P r0, T s and let us prove that ξt has a density gtpx, aq w.r.t.
mpdxqda on S.
Step 1.a. We first prove the absolute continuity of the marginal in a of ξt,
denoted ξˆtpdaq :“ ξtpE, daq. Our aim is to prove that there is some measurable and
integrable function F on r0, T s ˆ R` such that for all Ψ measurable, non-negative
and bounded ξˆt ´ a.e. on R`,ż
R`
Ψpaqξˆtpdaq ď
ż
R`
ΨpaqF pt, aqda. (2.17)
Using a density argument, it is sufficient to prove the result for Ψ P C1b pR`,R`q.
First, from Equation (2.13), one deduces by integration by parts that for each ftpx, aq
differentiable in t and a, with continuous partial derivatives,
xξt, fty “ xξ0, f0y `
ż t
0
xξs, Btfs `Ψfss yds. (2.18)
Let us use Equation (2.18) with for each s P r0, ts, fspx, aq “ Ψpa` t´ sq, wich
simplifies the derivatives and the evolutionary term, leading toż
R`
Ψpaqξˆtpdaq “
ż
S
Ψpaqξtpdx, daq
“
ż
S
Ψpa` tqξ0pdx, daq
`
ż t
0
ds
ż
S
ξspdx, daq
„
bpx, a, s, YsqΨpt´ sq ´ dpx, a, s, YsqΨpa` t´ sq

ď
ż
S
Ψpa` tqξ0pdx, daq `
ż t
0
ds
ż
S
ξspdx, daqbpx, a, s, YsqΨpt´ sq,
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where the last inequality comes from the fact that Ψ is non-negative.
Let us use the fact that ξ0 has a density g0px, aq w.r.t. mpdxqda on S and the change
of variable α :“ a` t to get for the first termż
S
Ψpa` tqξ0pdx, daq “
ż
R`
Ψpαq
"ż
E
g0px, α´ tq1αětmpdxq
*
dα.
With the change of variable α :“ t´ s, the second term can be writtenż t
0
ds
ż
S
ξspdx, daqbpx, a, s, YsqΨpt´ sq
“
ż
R`
Ψpαq
"
´1αPr0,ts
ż
S
ξt´αpdx, daqbpx, a, t´ α, Yt´αq
*
dα.
This proves Equation (2.17) with
F pt, αq “
ż
E
g0px, α´ tq1αětmpdxq ´ 1αPr0,ts
ż
S
ξt´αpdx, daqbpx, a, t´ α, Yt´αq,
which is integrable sinceż
R`
ΨpaqF pt, aqda “
ż
S
Ψpa`tqξ0pdx, daq`
ż t
0
ds
ż
S
ξspdx, daqbpx, a, s, YsqΨpt´sq ă `8.
Step 1.b. We then show the absolute continuity w.r.t. mpdxqda. We prove that
there is some measurable and integrable function H on r0, T sˆS such that for each
t P r0, T s and each Φ measurable, non-negative and bounded ξt ´ a.e. on S,ż
S
Φpx, aqξtpdx, daq ď
ż
S
Φpx, aqHpt, x, aqmpdxqda. (2.19)
Since C0,1b pS,R`q is dense in the set of measurable, non-negative and bounded
ξt ´ a.e. maps, it is sufficient to prove this inequality for Φ P C0,1b pS,R`q. As
previsouly, we use Equation p2.18q with for each s P r0, ts, fspx, aq “ Φpx, a` t´ sq.
This leads toż
S
Φpx, aqξtpdx, daq
ď
ż
S
Φpx, a` tqξ0pdx, daq `
ż t
0
ds
ż
S
ξspdx, daq
„
bpx, a, s, Ysq
ż
E
Φpx1, t´ sqkbpx, a, x1qmpdx1q
` epx, a, s, Ysq
ż
E
Φpx1, a` t´ sqkepx, a, x1qmpdx1q

.
As for the case with age only, the first dominating term can be written, with the
change of variable α “ a` t,ż
S
Φpx, a` tqξ0pdx, daq “
ż
S
Φpx, a` tqg0px, aqmpdxqda
“
ż
S
Φpx, αq tg0px, α´ tq1αětumpdxqdα.
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As for the second term, with the change of variable α “ t´ s, we getż t
0
ds
ż
S
ξspdx, daqbpx, a, s, Ysq
ż
E
Φpx1, t´ sqkbpx, a, x1qmpdx1q
“ ´
ż t
0
dα
ż
S
ξt´αpdx, daqbpx, a, t´ α, Yt´αq
ż
E
Φpx1, αqkbpx, a, x1qmpdx1q
“
ż t
0
ż
x1PE
Φpx1, αq
"
´
ż
S
ξt´αpdx, daqbpx, a, t´ α, Yt´αqkbpx, a, x1q
*
mpdx1qdα
where the third equality comes from Fubini theorem for non-negative functions.
It remains to express the evolutionary term in a convenient way. We have:
ξ˜tpdx, daq “ ξˆtpdaqptpa, dxq,
where ptpa, dxq is a version of the measure ξ˜pdx, daq conditioned to the fact that
age is equal to a. Using the absolute continuity of ξˆtpdaq proved in Step 1.a., for
all t P R`, there exists qt such that
ξ˜tpdx, daq “ qtpaqptpa, dxqda.
The evolutionary term can be thus written asż t
0
ds
ż
S
ξspdx, daq
"
epx, a, s, Ysq
ż
E
Φpx1, a` t´ sqkepx, a, x1qmpdx1q
*
“
ż
R`
ds1sPr0,ts
ż
S
qspaqpspa, dxqda
"
epx, a, s, Ysq
ż
E
Φpx1, a` t´ sqkepx, a, x1qmpdx1q
*
.
We make the change of variable ct : pa, sq ÞÑ pα, βq “ pa ` t ´ s, sq continuous and
bijective from R2` to R2`, with inverse c´1t : pα, βq ÞÑ pa, sq “ pα ´ t ` β, βq. The
inverse c´1t has a Jacobian matrix with determinant 1, therefore the previous term
is equal toż
R`
ds1sPr0,ts
ż
S
qspaqpspa, dxqda
"
epx, a, s, Ysq
ż
E
Φpx1, a` t´ sqkepx, a, x1qmpdx1q
*
“
ż
R`
dβ1βPr0,ts
ż
S
qβpα ´ t` βqpβpα ´ t` β, dxqdαˆ"
epx, α´ t` β, β, Yβq
ż
E
Φpx1, αqkepx, α´ t` β, x1qmpdx1q
*
.
According to Fubini theorem, this formula is equal toż
R`
dα
ż
x1PE
mpdx1qΦpx1, αqHpt, x1, αq,
where
Hpt, x1, αq :“
ż
R`
dβ
ż
xPE
pβpα ´ t` β, dxqˆ 
1βPr0,tsqβpα ´ t` βqepx, α´ t` β, β, Yβqkepx, α´ t` β, x1q
(
.
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Step 2. We now prove that Equation (2.14) is verified by g. Let us differentiate
Equation (2.13) to get
Bt
"ż
S
fpx, aqgpx, a, tqmpdxqda
*
“
ż
S
gpx, a, tqmpdxqda
„
Bafpx, aq ´ dpx, a, t, Ytqfpx, aq
` bpx, a, t, Ytq
ż
E
fpx1, 0qkbpx, a, x1qmpdx1q
` epx, a, t, Ytq
ż
E
pfpx1, aq ´ fpx, aqq kepx, a, x1qmpdx1q

.
(2.20)
Step 2.a. We prove that the partial differential equation of (2.14) is verified by g.
We choose f P C0,1pSq and such that f has compact support in Eˆs0,8r. This im-
plies that for each x P E, fpx, 0q “ 0 and the birth term vanishes in Equation (2.20).
Moreover, by Fubini theorem and integration by parts, xgt, Bafy “ ´x Bagt, fy, where
we use the fact that f has compact support in Eˆs0,8r. Thus, Equation (2.20)
becomes
Bt
ż
S
gpx, a, tqfpx, aqmpdxqda`
ż
S
Bagpx, a, tqfpx, aqmpdxqda
“ ´
ż
S
fpx, aq tdpx, a, t, Ytq ` epx, a, t, Ytqu gpx, a, tqmpdxqda
`
ż
S
gpx, a, tqepx, a, t, Ytq
"ż
E
fpx1, aqkepx, a, x1qmpdx1q
*
mpdxqda.
Assumption on g in the l.h.s. and Fubini’s theorem in the r.h.s. thus leads toż
S
Btgpx, a, tqfpx, aqmpdxqda`
ż
S
Bagpx, a, tqfpx, aqmpdxqda
“ ´
ż
S
fpx, aq tdpx, a, t, Ytq ` epx, a, t, Ytqu gpx, a, tqmpdxqda
`
ż
S
fpx1, aq
"ż
E
gpx, a, tqepx, a, t, Ytqkepx, a, x1qmpdxq
*
mpdx1qda.
(2.21)
This proves the partial differential equation in (2.14), using the density of the set of
functions f P C0,1b pSq having a compact support in Eˆs0,8r in the set of bounded
mpdxq b da-a.e. functions on S.
Step 2.b. We prove that the renewal condition in Equation (2.14) is satisfied
by g. Let f P C0,1b pSq. Integration by part formula leads toż
S
gpx, a, tq Bafpx, aqmpdxqda “ ´fpx, 0qgpx, 0, tq ´
ż
S
Bagpx, a, tqfpx, aqmpdxqda,
and by Equations (2.20) and (2.21), one hasż
E
fpx, 0qgpx, 0, tq “
ż
S
gpx, a, tqbpx, a, t, Ytq
"ż
E
fpx1, 0qkbpx, a, x1qmpdx1q
*
mpdxqda.
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Fubini’s theorem and a change of notation xØ x1 lead toż
E
fpx, 0qgpx, 0, tq “
ż
E
fpx, 0q
"ż
S
gpx1, a, tqbpx1, a, t, Ytqkbpx1, a, xqmpdx1qda
*
mpdxq.
Since h P CbpEq where h : x ÞÑ fpx, 0q, and CbpEq is dense in the set of mpdxq-a.e.
bounded functions on E, the initial condition in age is proved:
gpx, 0, tq “
ż
S
gpx1, a, tqb px1, a, t, Ytq kbpx1, a, xqmpdx1qda. ˛
2.5.2 Non-linear models: a large population perspective
Non-linearities in population models
Non-linearities appear naturally in microsimulation and related applications, and in
fact this is the main advantage of such methods: a flexible simulation toolkit allowing
to make links between individuals, in other words to include interactions. In the
early history of deterministic population models, some drawbacks of linear models
such as those of Malthus and McKendrick Von-Foerster have been highlighted. The
main drawback for demographic issues concerns their inability to reproduce the time
behavior of population growth, due to their structural linear formulation. Based on
these considerations, Verhulst extended Malthus’ deterministic equation to make
individual birth and death rates depend on the whole population. The work of
Verhulst then led Gurtin and MacCamy to introduce such non-linearities in the more
complex age-structured McKendrick-VonFoerster equation. In the following, early
attempts to incorporate both sexes into existing one-sex models led to include other
kinds of non-linearities particularly into linking the male and female birth rates (see
e.g. Kendall (1949)). Further investigation on related topics contributed to improve
the link between male and female populations, such as "marriage squeeze", i.e. the
impact on marriage of an imbalance between males and females (see e.g. Schoen
(1983), Guilmoto (2012)). As well, including interactions at the level of individual
death rates is crucial to model a wide variety of practical issues, related for example
to the modeling of the spread of pandemics (SIR models, see for example Clémençon
et al. (2008) and references therein), but more generally it seems important to make
individual death rates depend on the current population.
How to model interactions ? Let us describe the associated mathematical
framework, inspired by Fournier and Méléard (2004), Champagnat et al. (2006)
and Tran (2008). We introduce individual birth, death and swap rates that are
dependent on the population Z itself through an interaction kernel. Let us denote
x “ px, aq an element of S “ EˆR`. An interaction kernel is a map U : SˆSÑ R
where U px,x1q measures the impact of the individual x1 on the individual x. There-
fore, the impact of the whole population Zpdx, daq on individual x is computed as
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xZ,Uxy “ řx1PZ Upx,x1q. We introduce interaction kernels for each kind of event
(birth, death, swap), namely U b, Ud and U e.
The birth, death and swap rates for an individual x “ px, aq alive in the population
Zt at time t are then bpx, t, Yt, xZt, U bxyq, dpx, t, Yt, xZt, Udxyq and epx, t, Yt, xZt, U exyq
respectively. The construction of the population dynamics as a thinning problem is
similar, as well as the existence of the process on the whole time horizon R` which
holds (i.e. non-explosion is guaranteed) under the assumption that all individual
rates are uniformly bounded by a constant (see point (i) of Assumption 2.2 below).
Moreover, to derive the large number asymptotics (in particular to get uniqueness
for the limit equation (2.13)), we need some Lipschitz conditions with respect to the
interaction kernel (see point (ii) of Assumption 2.2 below).
Assumption 2.2. (i) There exists positive constants k¯, b¯, d¯ and e¯ such that for all
px, a, t, y, x1, uq P EˆR`ˆR`ˆRlˆEˆR, kepx, a, t, y, x1q ď k¯, kbpx, a, t, y, x1q ď k¯,
bpx, a, t, y, uq ď b¯, dpx, a, t, y, uq ď d¯ and epx, a, t, y, uq ď e¯.
(ii) For any demographic rate r P tb, d, eu there exists some constant Lr such that
for each px, a, t, yq P E ˆ R` ˆ R` ˆ Rl, for each pu, vq P R2,
|rpx, a, t, y, uq ´ rpx, a, t, y, vq| ď Lr |u´ v| .
Large population asymptotics
The study of large population asymptotics relies on a scaling parameter n P N˚ which
is grown to infinity. It is used as the order of magnitude of the initial population
size, as well as to decrease the weight of each individual in order to capture a non-
degenerate dynamics in the limit. For n P N˚, we introduce the space of rescaled
finite measures ΓnpSq “ t 1
n
χ | χ P ΓpSqu, and consider a random variable Zn0
with values in ΓnpSq. Here, the fact that each individual is weighted 1
n
appears;
assumptions will then be made on random initial populations to model the fact that
the order of magnitude of initial population size Nn0 “ nxZn0 ,1y is n.
Before stating this assumption of convergence of the rescaled population at time
0, we clarify the space of measures and its topology. Let us denote again S “ EˆR`
and introduceMpSq the space of finite positive measures on S; note that for each
n ě 1, ΓnpSq Ă MpSq, so that all rescaled population live in the same space
MpSq. The spaceMpSq can be embedded with the topology of the vague or weak
convergence. Recall that the weak convergence in MpSq is defined as: χn weakÑ χ
if xχn, fy Ñ xχ, fy for each continuous and bounded f . The vague convergence is
defined as χn
vagueÑ χ if xχn, fy Ñ xχ, fy for each continuous f with compact support.
If S were a compact set, for example if a fixed limiting age were imposed, these
topologies would be the same, which would contribute to simplify some assumptions.
In our case however, since S “ E ˆ R` is not compact, these two topologies are
strictly included.
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In the following, we denote Dpr0, T s, pMpSq, wqq (resp. Cpr0, T s, pMpSq, wqq)
the space of càdlàg (resp. continuous) processes on r0, T s taking values in MpSq
embedded with the topology of weak convergence.
Assumption 2.3. (Convergence of the initial population) There exists ξ0 PMpSq
such that Zn0 converges in distribution, and for the weak topology onMpSq, towards
the deterministic measure ξ0.
Under the previous assumption, we get in particular the congence of xZn0 ,1y “
nNn0 towards xξ0,1y, which shows that the initial sample size is of order n. Let us
also assume some moment condition on the initial rescaled (random) populations:
Assumption 2.4. (Moments of order strictly greater than 1) There exists α ą 0
such that
sup
nPN˚
E
“pxZn0 ,1yq1`α‰ ă `8.
The convergence in distribution of the sequence of rescaled population processes
is given below:
Theorem 2.3. Under Assumptions 2.2, 2.3 and 2.4, the sequence pZnqnPN˚ con-
verges in distribution in Dpr0, T s, pMpSq, wqq towards the unique (deterministic)
solution ξ P Cpr0, T s, pMpSq, wqq to the following non-linear equation: for each
f P C0,1b pSq,
xξt, fy “ xξ0, fy `
ż t
0
xξs, Baf ` Φfs pξsqyds, (2.22)
where
Φft pχqpx, aq “ Bafpx, aq ` bpx, a, t, Yt, xχ, U bxyq
ż
E
fpx1, 0qkbpx, a, t, Yt, x1qmpdx1q
´ dpx, a, t, Yt, xχ, Udxyqfpx, aq ` epx, a, t, Yt, xχ, U exyq
ż
E
pfpx1, aq ´ fpx, aqq kepx, a, t, Yt, x1qmpdx1q.
(2.23)
The proof can be adapted from Fournier and Méléard (2004) and Tran (2006).
We detail below the main steps.
Main steps for the proof of Theorem 2.3
(a) The first step of the proof is dedicated to the tightness of the sequence of pro-
cesses pZnqnPN˚ in Dpr0, T s, pMpSq, wqq. This mainly relies on the fact that moments
are controlled due to bounded demographic rates (see point (i) of Assumption 2.2).
(b) The tightness of the sequence then allows to extract from each subsequence
a further subsequence converging in distribution; the second step aims at proving
that its limit is a solution to Equation (2.13). Assumption 2.3 is used, as well as
the crucial Assumption 2.4 allowing to get the convergence result with uniform in-
tegrability of a rescaled martingale sequence, which is analogous to the martingale
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part in Equation (2.11).
(c) The last step is dedicated to show that there is a unique solution pξtq to Equation
(2.13): this is achieved using the boundedness of the demographic rates as well as
their Lipschitz property with respect to the interaction kernel (see Assumption 2.3).
As a result, any subsequence of pZnqnPN˚ contains a further subsequence which con-
verges in distribution to ξ: this proves the convergence in distribution (see Billingsley
(2009), Theorem 2.6).
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Chapter 3
Population viewpoint on Hawkes
processes:
Abstract
This paper focuses on a class of linear Hawkes processes with general immigrants.
These are counting processes with shot noise intensity, including self-excited and exter-
nally excited patterns. For such processes, we introduce the concept of age pyramid which
evolves according to immigration and births. The virtue of this approach that combines
an intensity process definition and a branching representation is that the population age
pyramid keeps track of all past events. This is used to compute new distribution properties
for a class of linear Hawkes processes with general immigrants which generalize the popular
exponential fertility function. The pathwise construction of the Hawkes process and its
underlying population is also given.
Keywords: Hawkes processes, branching, immigration, age pyramid, non-stationarity,
laplace transform, thinning, Poisson point measure.
3.1 Introduction
This paper investigates the link between some population dynamics models and a
class of Hawkes processes. We are interested in processes whose behavior is modified
by past events, which are self-excited and externally excited. The introduction of a
self-excited process with shot noise intensity is due to Hawkes (1971) and the famous
Hawkes process has been used until now for a variety of applications, including
seismology, neuroscience, epidemiology, insurance and finance, to name but a few.
:Boumezoued, A. 2015. Population viewpoint on Hawkes processes. Shorter version v2 available
in HAL preprint Id: hal-01149752, To appear in Advances in Applied Probability 48.2 (June 2016)
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The shot noise intensity of the Hawkes process pNtq is expressed as
λt “ µ`
ÿ
Tnăt
φpt´ Tnq,
where the Tn are the times of jump of the Hawkes process N itself, µ ą 0 and φ is
a non-negative function. In the Hawkes model, when an event occurs at time Tn,
the intensity grows by an amount φpt´ Tnq: this models the self-exciting property.
Also, for many modeling purposes, φ returns to zero as t increases, so that the self-
excitation vanishes after a long time. On the whole, each event excites the system as
it increases its intensity, but this increase vanishes with time as it is natural to model
the fact that very old events have a negligible impact on the current behavior of the
process. In the literature, more recent contributions focused on processes with self-
exciting behavior and also some externally exciting component. To our knowledge,
the Hawkes process with general immigrants has been introduced in Brémaud and
Massoulié (2002), and specific forms can also be found in recent studies motivated
by financial applications, such as Dassios and Zhao (2011), Wheatley et al. (2014)
and Rambaldi et al. (2014), where external shocks, news arrivals and contagion are
crucial to model. In this paper, we are interested in a class of Hawkes processes
with general immigrants (see Brémaud and Massoulié (2002)), whose intensity is of
the form
λt “ µptq `
ÿ
Tnăt
Φtpt´ Tn, Xnq `
ÿ
Skăt
Ψtpt´ Sk, Ykq.
In this model, the Tn are the times of jump of N : if an event occurs for the system
at time Tn, the intensity grows by an amount Φtpt ´ Tn, Xnq, where Xn is some
mark. This part models the self-exciting property. In parallel, external events occur
at times Sk and excites the system of interest with some amount Ψtpt´Sk, Ykq: this
is the externally excited component.
Among the appealing properties of such models, one of them comes from the shot-
noise form of the intensity. This is called the cluster (or branching) representation
of the Hawkes process, and it is based on the following remark: if an event occured
at time Tn, then t ´ Tn is nothing but the "age" of this event at time t. Few
years later after the seminal work of Hawkes (1971), Hawkes and Oakes (1974)
proposed the cluster representation of the self-exciting process. They interpreted it
as an immigration-birth process with age: they proved that under some stationarity
conditions, it can be described as a branching Poisson process (also called Poisson
cluster). Also, in Dassios and Zhao (2011), a definition of a dynamic contagion
process is given through its cluster representation. Until now, most studies on the
Hawkes process recalled the immigration-birth representation as follows: immigrants
arrive at times given by a Poisson process with intensity µ. Then each immigrant
starts a new generation: it gives birth to new individuals with fertility function
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φ, each one giving birth with same fertility function φ. This is often used as a
definition for the Hawkes process, providing a good intuition on its behavior. The
cluster representation of Hawkes and Oakes (1974) requires that the mean number
of children per individual which is nothing but }φ} “ ş8
0
φpaqda satisfies }φ} ă 1.
In our paper, we exhibit the underlying immigration-birth dynamics which does not
require the stationary assumption. The virtue of this approach that combines an
intensity process definition and a branching representation is that the population
age pyramid keeps track of all past events. This is used to compute new distribution
properties for a class of linear Hawkes process with general immigrants.
In the literature, the distribution properties of the Hawkes process have first
been studied under stationary conditions. Hawkes (1971) addressed second order
stationary properties, whereas Adamopoulos (1975) derived the probability gener-
ating functional under stationarity, by using the cluster representation of Hawkes
and Oakes (1974). In this work, Adamopoulos (1975) expressed the probability gen-
erating function as a solution to some functional equation. Furthermore, Brémaud
and Massoulié (2002) introduced the framework for studying moments of the sta-
tionary Hawkes process by means of the Bartlett spectrum. Let us also mention
two recent studies of the distribution properties under stationarity. The moment
generating function has been expressed in Saichev and Sornette (2011) as a solu-
tion to some transcendental equation. In addition, Jovanović et al. (2014) proposed
a graphical way to derive closed form expressions for cumulant densities, leading
to the moments of the stationary Hawkes process. It is interesting to note that
such recent contributions rely the stationary branching representation of Hawkes
and Oakes (1974). Recently, the computation of statistical properties has gained
attention under non-stationarity, both for mathematical analysis and statistical es-
timation techniques. However, the recent studies in this framework only focus on
exponential fertility rates φptq “ αeβt. The tool they rely on is the infinitesimal gen-
erator of the intensity process pλtq which is Markovian for such exponential fertility
rate (see Oakes (1975)). This includes the work of Errais et al. (2010), Aït-Sahalia
et al. (2010), Dassios and Zhao (2011), and Da Fonseca and Zaatour (2014). Our
paper generalizes these studies in a natural direction for a wider class of Hawkes
processes.
Scope of this paper The aim of this paper is (i) to introduce the concept of
age pyramid for general Hawkes processes and study its dynamics over time, (ii)
to use this concept to compute new distribution properties for a class of fertility
functions which generalize the popular exponential case, and (iii) to give a pathwise
representation of the general Hawkes processes and its underlying immigration-birth
dynamics. We represent the population as a multi-type dynamics with ages, includ-
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ing immigration and births with mutations. Our population point of view that
introduces the concept of age pyramid is inspired by Bensusan et al. (2010–2015)
(see also Tran (2008)). As highlighted in Bensusan et al. (2010–2015), the key idea
is that the population structure in terms of ages and characteristics, which keeps
track of past events, provides much more information than the intensity itself and
allows to study the whole system. In this way, we address the computation of dis-
tribution properties of the Hawkes process with general immigrants for a wide class
of time-dependent fertility functions. We also give the pathwise construction of the
age pyramid represented as a measure-valued process solution to a stochastic equa-
tion driven by a Poisson point measure, which is the theoretical counterpart of the
thinning numerical procedure. Our approach seems to reconcile the two definitions
of Hawkes processes, through an intensity process or a branching dynamics.
The paper is organized as follows. Section 3.2 focuses on the standard Hawkes pro-
cess with time-independent fertility function. On this particular case, we give the
population point of view and study the dynamics of the age pyramid over time. In
Section 3.3, we use this concept to compute new distribution properties as moments
and Laplace transform for a class of Hawkes processes which generalizes the popu-
lar exponential case. Section 3.4 details the pathwise contruction of the standard
Hawkes process and its underlying population. Our general population representa-
tion and results are given in Section 3.5, where we focus on Hawkes processes with
general immigrants. In particular, we derive its dynamics and Laplace transform for
a wide class of time-dependent fertility functions.
3.2 Population point of view
The definition of the (standard linear) Hawkes process through its intensity is given
below. Let pΩ,A,Pq be a probability space satisfying the usual conditions. Recall
that the intensity process pλtq of a counting process pNtq is the pFNt q-predictable
process such that Nt´
şt
0
λsds is an pFNt q- local martingale, where pFNt q denotes the
canonical filtration of pNtq.
Definition 3.1. Let φ be a continuous and non-negative map. A Hawkes process
pNtq with kernel φ is a counting process with canonical filtration pFNt q which admits
an pFNt q-predictable intensity
λt “ µ`
ÿ
Tnăt
φpt´ Tnq “ µ`
ż
p0,tq
φpt´ sqdNs, (3.1)
where µ ą 0, and the pTnq are the times of jump of pNtq.
The previous definition provides the representation of the intensity process,
which is interesting in order to study the behavior of the Hawkes process. But
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in fact, the whole information on the dynamics is lost. Indeed, it is interesting to
go back to the branching representation of Hawkes and Oakes (1974) to have in
mind the underlying population dynamics. First, immigrants arrive according to
some Poisson process with parameter µ. Then each immigrant generates a cluster
of descendants with the following rule: if an individual arrived or was born at some
time s, it gives birth to new individuals with rate φpt ´ sq at time t. Note that in
fact, t´s is nothing but the age at time t of the individual born at time s. The birth
mechanism can thus be reformulated as: any individual with age a in the popula-
tion gives birth with rate φpaq. The whole dynamics describes an immigration-birth
process with age, in which the immigration rate is µ and the birth rate is φpaq.
Since the immigration-birth mechanism is crucial to understand the Hawkes
dynamics, the aim now is to keep track of all ages in the population. One way
to address this issue is to count the number of individuals with age below a¯ ą 0
at time t, denoted Ztpr0, a¯sq. This can be computed as the number of individuals
arrived until time t without those arrived before t´ a¯, that is
Ztpr0, a¯sq “ Nt ´Nt´a¯ “
ż
p0,ts
1t´sďa¯dNs.
The previous equation shows that with fixed t, this defines a measure on the space
R` of ages that is an image of the jump measure dNt. It can be written as
Ztpdaq “
ż
p0,ts
δt´spdaqdNs “
Ntÿ
n“1
δt´Tnpdaq. (3.2)
Note that Ztpdaq charges only r0, ts since no individual born after time 0 can reach
an age greater than t. Formally, the measure Ztpdaq puts a weight on the age of each
individual alive at time t, therefore we call it age pyramid in reference to demographic
analysis. In general, demographic studies focus on the number of individuals per age
class of e.g. one year, so the quantity of interest is e.g. Ztpra, a` 1qq. The virtue of
the measure representation is that one can compute a function f of the population
age structure by integrating it with respect to the age pyramid. To do this, we use
the notation
xZt, fy “
ż
R`
fpaqZtpdaq “
ż
p0,ts
fpt´ sqdNs. (3.3)
For example, the Hawkes process can be computed as Nt “ xZt,1y. Also, the
intensity process defined in Equation (3.1) can be rewritten using (3.3) as
λt “ µ` xZt´, φy.
The intensity is the sum of the migration intensity µ and the individual birth inten-
sities: this is indeed the intensity of an immigration-birth process with migration
rate µ and birth rate φpaq, in which all individuals behave independently. Viewed as
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a stochastic process, pZtpdaqqtě0 is a measure-valued process. In fact, this age pyra-
mid process, that is the measure-valued process pZtpdaqqtě0, is a Markov process (see
Tran (2006)). Note however that its differentiation in time is not straightforward
(see Bensusan et al. (2010–2015) and Lemma 3.1 below). The Markov property of
the age pyramid process shows that all the information needed is contained in the
population age structure. Let us mention the seminal point of view of Harris (1963),
for who "it does seem intuitively plausible that we obtain a Markov process, in an
extended sense, if we describe the state of the population at time t not simply by
the number of objects present but by a list of the ages of all objects." However, in
practice this information is "too large" to perform tractable computations. In the
next section, we illustrate how to identify some minimal components to add to the
Hawkes process in order to make the dynamics Markovian. To do this, we first need
to address the time evolution of the age pyramid. The following lemma details the
dynamics of xZt, fy in the case where f is differentiable. This is the key tool for our
results in Section 3.3.
Lemma 3.1. For each differentiable f : R` Ñ R,
xZt, fy “ fp0qxZt,1y `
ż t
0
xZs, f 1yds. (3.4)
Proof of Lemma 3.1. Let us write between s and t, fpt´sq “ fp0q`şt
s
f 1pu´sqdu
and use it into Equation (3.3) to get xZt, fy “ fp0qxZt,1y`
şt
0
´şt
s
f 1pu´ sqdu
¯
dNs.
By Fubini’s theorem, the last term of the sum is equal to
şt
0
`şu
0
f 1pu´ sqdNs
˘
du,
and by Equation (3.3), this is equal to
şt
0
xZu, f 1ydu. This concludes the proof. ˛
The decomposition (3.4) is classical in the field of measure-valued population
dynamics (see Tran (2008) and Bensusan et al. (2010–2015)). The first term refers
to the pure jump part of arrivals of individuals with age 0, whereas the second term
of transport type illustrates the aging phenomenon: all ages are translated along the
time axis. In particular, this shows why the intensity process λt “ µ ` xZt´, φy is
Markovian in the case where the fertility function is exponential (see Oakes (1975)),
that is φpaq “ αeβa. In this case, φ1 “ βφ, and Equation (3.4) with f ” φ leads to
the differential form
dxZt, φy “ αdNt ` βxZt, φydt.
Note that dNt only depends on the past of pλtq by means of the current value λt,
which proves the Markov property. This remark is the starting point of our study,
which extends the exponential case in a natural setting.
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3.3 The exponential case generalized
In this section, the aim is to use the concept of age pyramid process introduced in
Section 3.2 in order to compute several distribution properties for the non-stationary
Hawkes process. In particular, we provide ordinary differential equations for first and
second order moments and the Laplace transform. All computations are performed
under some assumption on the birth rate φ which naturally extends the popular
exponential case.
3.3.1 Assumption on the birth rate
Assumption 3.1. The map a P R` ÞÑ φpaq is non-negative, of class CnpR`q, and
there exists c “ pc´1, ..., cn´1q P Rn`1 such that φ statisfies
φpnq “ c´1 `
n´1ÿ
k“0
ckφ
pkq, (3.5)
with initial conditions φpkqp0q “ mk, for 0 ď k ď n´ 1.
The birth rates that satisfy Assumption 3.1 include the exponential case but
also some fertility functions that are interesting for a variety of applications. Let us
introduce the vector
m “ p1,m0, ...,mn´1qT , (3.6)
and the matrix C “ pCi,jq´1ďi,jďn´1 given by Ci,i`1 “ 1 for 0 ď i ď n ´ 2 and
Cn´1,j “ cj for ´1 ď j ď n ´ 1, all other components being zero. Since it is fully
determined by the vector c, we denote
Cpcq “
¨˚
˚˚˚˚
˚˝
0 0
0 1
. . . . . .
0 1
c´1 c0 ¨ ¨ ¨ cn´2 cn´1
‹˛‹‹‹‹‹‚. (3.7)
Equation (3.5) can be rewritten Φ1 “ CΦ where Φ “ p1, φ, ..., φpn´1qqT , whose
solution is given by Φpaq “ eaCm. Then φ can be recovered as the second component
of the matrix Φpaq. In particular, if the polynomial P pyq “ yn ´řn´1k“0 ckyk is split
with distinct roots y1, ..., yp and corresponding multiplicity n1, ..., np, then φ can be
written up to some constant as
řp
i“1 Pipaqeyia where Pi is a polynomial with degree
at most ni´1. This is a sufficiently large set of functions to approximate any fertility
function outside of the range of Assumption 3.1. As an example, the power law kernel
is of importance for many applications. In the context of earthquakes, the Omori law
describes the epidemic-type aftershock (ETAS) model: it corresponds to a specific
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form φpaq „ K
a1` . Also in the field of financial microstructure, recent studies (see
e.g. Hardiman et al. (2013)) found that high-frequency financial activity is better
described by a Hawkes process with power law kernel rather than exponential. The
power law kernel with cut off can be approximated as in Hardiman et al. (2013) up
to a constant by the smooth function
φpaq “
M´1ÿ
i“0
e´a{pτ0miq
pτ0miq1` ´ Se
´a{pτ0m´1q,
where S is such that φp0q “ 0. In general, one can use approximation theory to
construct a sequence of fertility functions which tends to the original one. As a
result, this constructs a sequence of Hawkes processes that approximate the original
Hawkes process.
3.3.2 Dynamics
Let us go back to the dynamics of the age pyramid over time. The key property
that will allow us to compute distribution properties is that the population enables
to identify the components to add to the Hawkes process and its intensity to make
the dynamics Markovian. This is stated in the following proposition.
Proposition 3.1. Under Assumption 3.1, the process Xt “ pxZt, 1y, xZt, φy, ..., xZt, φpn´1qyqT
satisfies the dynamics
Xt “ Ntm`
ż t
0
CXsds, (3.8)
where we the vector m and the matrix C are given in (3.6) and (3.7) respectively.
In particular, X is a Markov process.
Proof of Proposition 3.1. Let us use Lemma 3.1 to get for 0 ď k ď n´ 1, with
f ” φpkq,
xZt, φpkqy “ mkNt `
ż t
0
xZs, φpk`1qyds. (3.9)
By Assumption 3.1, we get in particular
xZt, φpn´1qy “ mn´1Nt `
n´1ÿ
k“´1
ck
ż t
0
xZs, φpkqyds, (3.10)
with convention φp´1q ” 1. This implies the dynamics (3.8) which also shows that
X is a Markov process. ˛
The dynamics (3.8) for the pn` 1q-dimensional vector Xt gives a set of n equa-
tions, the first component of X, which is the Hawkes process N , being free. In
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Section 3.4 we will give an equation on the Hawkes process N by means of stochas-
tic representation based on Poisson point measures. This will provide a full system
of equations for the components of X as well as a pathwise representation. For now,
we are interested into deriving several distribution properties of the Hawkes process
and its additional components in X.
3.3.3 Moments
First order moments The differential system of Equation (3.8) is linear and al-
lows us to propose a straightforward differential equation for the first order moment.
We also perform explicit computations for small dimensions n “ 1 and n “ 2.
Proposition 3.2. Under Assumption 3.1, the vector map uptq :“ E rXts is solution
to
u1ptq “ µm` Auptq, (3.11)
where the pn` 1q ˆ pn` 1q matrix A is given by
A “ C `mJ, (3.12)
where
J “ p0, 1, 0, ..., 0q, (3.13)
and the vector m and the matrix C are given in (3.6) and (3.7) respectively.
Proof of Proposition 3.2 Let us use the martingale property of the compen-
sated counting process, then use Fubini’s theorem and the fact that Lebesgue measure
charges no point to get E rNts “
şt
0
pµ` ErxZs, φysq ds. Now, let us take expectation
in (3.8) and use the previous formula to get Equation (3.11). ˛
The differential equation (3.11) allows to get explicit formulas for the expected
number of events. We recall the first order moment for the popular exponential case
φpaq “ e´ca (see e.g. Dassios and Zhao (2011)) and also give the explicit formulas
for the birth rate φpaq “ α2ae´βa. Note that this case can be useful for a variety
of applications to model a smooth delay at excitation. Remark also the different
behavior of the first order moments, in particular in the critical case
ş8
0
φpaqda “ 1,
which corresponds to c “ 1 and α “ β. For the two examples given below, the
computations are left to the reader.
Corollary 3.1. For the Hawkes process with φpaq “ e´ca, c ą 0, (n “ 1 in Assump-
tion 3.1),
ErNts “ µ
ˆ
t` t
2
2
˙
if c “ 1,
ErNts “ µ
1´ c
ˆ
ep1´cqt ´ 1
1´ c ´ ct
˙
, if c ‰ 1.
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Corollary 3.2. For the Hawkes process with φpaq “ α2ae´βa, α, β ą 0, (n “ 2 in
Assumption 3.1),
ErNts “ µ
8β
`
1´ e´2βt˘` 3µ
4
t` βµ
4
t2, if α “ β,
ErNts “ µβ
2
β2 ´ α2 t`
αµ
2
ˆ
epα´βqt ´ 1
pα ´ βq2 ´
e´pα`βqt ´ 1
pα ` βq2
˙
, if α ‰ β.
Second order moments In the following, we derive the dynamics of the process
pVtq “ pXtX¯tq where Xt :“ pNt, xZt, φy, ..., xZt, φpn´1qyqT . As a consequence, we
represent the variance-covariance matrix of the process pXtq as the solution to a
linear ordinary differential equation. Our method is based on differential calculus
with the finite variation process pXtq with dynamics (3.8) and could be extended to
higher moments.
Proposition 3.3. Let us introduce the matrix Vt “ XtX¯t, where X¯t denotes the
transpose of Xt. Then the matrix Vt satisfies the dynamics
dVt “ dNt
`
Xt´m¯`mX¯t´ `mm¯
˘` dt `VtC¯ ` CVt˘ .
In particular, the variance-covariance matrix vptq “ E rVts satisfies the following
ordinary differential equation:
v1ptq “ vptqA¯` Avptq ` µpmm¯` uptqm¯`mu¯ptqq ` Juptqmm¯. (3.14)
where uptq is solution to (3.11) and the matrix A is defined in (3.12).
Proof of Proposition 3.3. Let us use the notation Xt “ pX r´1st , X r0st , ..., X rn´1st q.
Integration by parts leads to, for ´1 ď l, k ď n´ 1,
d
´
X
rks
t X
rls
t
¯
“ X rkst´ dX rlst `X rlst´dX rkst `mkmldNt.
The previous equation shows that dVt “ Xt´dX¯t`pdXtqX¯t´`dNt.mm¯. By Propo-
sition 3.1 and since Lebesgue measure charges no point we get
dVt “ dNt
`
Xt´m¯`mX¯t´ `mm¯
˘` dt `VtC¯ ` CVt˘ .
Recall that uptq “ E rXts. Now, take expectation in the previous equation to get
v1ptq “ E
”
pµ`X r0st qXt
ı
m¯`mE
”
pµ`X r0st qX¯t
ı
`
´
µ` ErX r0st s
¯
mm¯`vptqC¯`Cvptq.
Finally, note thatX r0st Xt “ VtJ¯ where we recall that J is defined by J “ p0, 1, 0, ..., 0q,
which makes the previous equation reduce to (3.14). ˛
We give explicit formulas for the popular exponential fertility function φpaq “
e´ca and at a higher order for the case φpaq “ β2ae´βa, which corresponds to the
critical case since the mean number of children per individual satisfies
ş8
0
φpaqda “ 1.
Computations are based on the differential equation (3.14) and are left to the reader.
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Corollary 3.3. For the Hawkes process with φpaq “ e´ca (n “ 1 in Assumption
3.1),
VarpNtq “ µt
ˆ
1` 3
2
t` 2
3
t2 ` 1
12
t3
˙
if c “ 1,
VarpNtq “ µp1´ cq3
„
1´ c{2
1´ c e
2p1´cqt `
ˆ
3c2 ´ 1
1´ c ´ 2ct
˙
ep1´cqt ´ c3t` cp1{2´ 3cq
1´ c

, if c ‰ 1.
Corollary 3.4. For the Hawkes process with φpaq “ β2ae´βa, (n “ 2 in Assumption
3.1), the variance of the intensity is given by
Var pλtq “ βµ
ˆ
´ 7
128
` 3β
32
t` β
2
16
t2 ` 1´ βt
8
e´2βt ´ 9
128
e´4βt
˙
.
3.3.4 Laplace transform
The aim is to exhibit the exponential martingale associated with the process X
which consequently expresses its Laplace transform in a semi-explicit form. This
is given in the following proposition. It is interesting to note that point (i) refers
to some forward martingale, whereas point (ii) focuses on backward martingality.
Note that based on the Laplace transform, one can recover several quantities of
interest. To this aim, numerical illustration is given at the end of this part.
Proposition 3.4. Let us denote pFXt q the canonical filtration of the process X and
let us work under Assumption 3.1.
(i) For any deterministic and differentiable At, the following process is an pFXt q-
martingale:
exp
"
At.Xt ´
ż t
0
As.pCXsqds´
ż t
0
A1s.Xsds´
ż t
0
peAs.m ´ 1qλsds
*
. (3.15)
(ii) For any pn` 1q real vector v,
E rexp pv.XT qs “ exp
ˆ
´µ
ż T
0
p1´ eAs.mqds
˙
, (3.16)
where the vector map pAtq satisfies the following non linear differential equation
C¯At ` A1t ` peAt.m ´ 1qJ “ 0, (3.17)
with terminal condition AT “ v. Here, v.XT denotes the scalar product between v
and XT , J is defined in (3.13), and C¯ is the transpose of the matrix C.
(iii) Moreover, there exists a unique solution to Equation (3.17).
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Proof of Proposition 3.4 The exponential formula states that the following
process is a martingale, for any deterministic αs,
exp
"ż t
0
αsdNs ´
ż t
0
peαs ´ 1qλsds
*
. (3.18)
Now, by integration by parts and the use of Equation (3.8),
At.Xt “
ż t
0
As.dXs `
ż t
0
A1s.Xsds
“
ż t
0
As.mdNs `
ż t
0
As.pCXsqds`
ż t
0
A1s.Xsds.
Then by Equation (3.18) with αs “ As.m, the process in (3.15) is a martingale. To
prove the second point, the aim is to find a martingale of the form exptAt.Xt`Dptqu
with some deterministic Dptq and a terminal condition AT “ v. To do this, let
us choose A such that the random part in the integrant in (3.15) vanish. Since
λs “ µ` xZs´, φy, this amounts to get for each vector X “ pX r´1s, ...., X rn´1sq,
C¯At.X ` A1t.X ` peAt.m ´ 1qpµ`X r0sq “ 0. (3.19)
Let us now identify the term in X, leading to the equation for A: C¯At.X `A1t.X `
peAt.m´1qX r0s “ 0, that is C¯At`A1t`peAt.m´1qJ “ 0, where J is defined in (3.13).
If we set terminal condition AT “ v, we get Equation (3.16). Finally, existence
and uniqueness for Equation (3.17) arises from Cauchy-Lipschitz theorem, since the
map Y ÞÑ C¯Y ` peY.m ´ 1qJ is of class C1 on Rn`1, and thus continuous and locally
Lipschitz. ˛
The previous result can be expressed in terms of a single function, and is derived
below for the Hawkes process and its intensity. The proof is given in Appendix A.
Corollary 3.5. Under Assumption 3.1, the joint Laplace transform of the Hawkes
process and its intensity is given for each real θ1 and θ2 by
E rexp pθ1NT ` θ2λT qs “ exp
#
´µ
˜
p´1qnGpnqp0q `
n´1ÿ
k“0
p´1qk`1ckGpkqp0q
¸+
,
where the function G satisfies the non-linear ordinary differential equation: for each
0 ď t ď T ,
p´1qn´1Gpn`1qptq `
n´1ÿ
k“0
p´1qkckGpk`1qptq ` exp
˜
θ1 ´ c´1Gptq `
n´1ÿ
k“0
bkG
pk`1qptq
¸
´ 1 “ 0,
with terminal conditions GpkqpT q “ 0 for 0 ď k ď n´ 1 and GpnqpT q “ p´1qn´1θ2,
(3.20)
and for 0 ď k ď n´ 1, bk “ p´1qk
`
mn´1´k ´řn´1l“k`1mn´1´lcn´l`k˘.
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Numerical example Let us illustrate numerically Corollary 3.5 for the compu-
tation of the generating functional EruNT s, interpreted as the survival probability
at time T of a system which survives with probability u at each shock, as well as
quantities as the probability to get exactly k shocks until time T as
PpNT “ kq “ 1
k!
BkuE
“
uNT
‰|u“0.
Setting u “ eθ1 and θ2 “ 0, an explicit discretization scheme has been used to solve
the non-linear differential equation satisfied by G and the differentiation step for
the derivatives of the generating functional has been chosen carefully. The results
for the two critical cases φpaq “ e´a (case 1) and φpaq “ ae´a (case 2) are de-
scribed in Tables 3.1 and 3.2 with three significative numbers. Note that even if the
mean number of children per individual is one in each case, the results are differ-
ent due to the shape of each birth rate φ. This promotes the use of many kernels,
beyond the exponential case. This approach gives a way of computing such quan-
tities (numerically approximated) which is a faster alternative compared to Monte
Carlo simulations. To conclude this numerical experiment, we emphasize that the
computation of PpNt “ kq for higher values of k will require more stable numerical
differentiation methods, and are therefore beyond the scope of the present paper.
u 0.1 0.3 0.5 0.7 0.9
Case 1, φpaq “ e´a 0.490 0.532 0.588 0.672 0.828
Case 2, φpaq “ ae´a 0.494 0.546 0.615 0.714 0.874
Table 3.1: Computed values of EruNT s with µ “ 0.15 and T “ 5.
k 0 1 2 3 4
Case 1, φpaq “ e´a 0.472 0.165 0.0894 0.0577 0.0407
Case 2, φpaq “ ae´a 0.472 0.203 0.113 0.0700 0.0451
Table 3.2: Computed values of PpNT “ kq with µ “ 0.15 and T “ 5.
3.4 Pathwise representation of Hawkes population
The aim of this section is to detail the pathwise construction of the Hawkes process
and its underlying population. This is done by means of stochastic differential
equations driven by Poisson point measures. The virtue of this approach is that it
seems to reconcile both the intensity process definition of the Hawkes process and its
branching representation. We first describe the construction of the Hawkes process
with reference to a Poisson measure, then exhibit the system of equations driving the
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generalized exponential case, and finally address the pathwise population dynamics
for general birth rates.
Construction of the Hawkes process One question which arises with Definition
3.1 refers to the construction of such process and the notion of pathwise uniqueness.
An answer can be given by the thinning representation, which works as follows.
Consider a Poisson point measure Qpds, dθq with intensity measure qpds, dθq “ dsdθ
on R`ˆR` (see e.g. Çınlar (2011) for a definition), and denote pFQt q the canonical
filtration generated by Q. Note that the intensity measure q is not finite and only
σ-finite, which makes it impossible to order the points in time of the Poisson point
measure Q. But this flexible representation allows to represent a wide class of
counting processes. Let pλtq be a pFQt q-predictable process such that a.s. for each
t ą 0, şt
0
λsds ă `8. Then the following process pNtq is a counting process with
pFQt q-predictable intensity λt:
Nt “
ż
p0,ts
ż
R`
1r0,λsspθqQpds, dθq.
Indeed, N is clearly a counting process because each atom of Q is weighted 1 or 0.
Also, since a.s.
şt
0
λsds ă `8, the martingale property for Poisson point measures
ensures that Nt ´
şt
0
ş
R` 1r0,λsspθqdθds “ Nt ´
şt
0
λsds is a pFQt q-local martingale,
which shows that the counting process pNtq has intensity pλtq. Now, let us describe
the construction of the Hawkes process. Since the intensity in (3.1) is given as a
particular form of the process itself, the idea is to define the Hawkes process as the
solution to the stochastic equation
Nt “
ż
p0,ts
ż
R`
1r0,µ`şp0,sq φps´uqdNuspθqQpds, dθq. (3.21)
General results about existence and uniqueness for the Hawkes process (even non-
linear) can be found in Brémaud and Massoulié (1996) and Massoulié (1998) (see
also Delattre et al. (2014) and the books of Daley and Vere-Jones (2008) and Çınlar
(2011)). The thinning method to represent a counting process as the solution of
a stochastic equation is in fact classical. This general mathematical representation
goes back to Kerstan (1964) and Grigelionis (1971). One often refers to the thinning
algorithms that have been proposed by Lewis and Shedler (1978) and Ogata (1981),
which are very useful to perform numerical simulations for quite complex intensity
processes. A first advantage of the thinning formulation arises when one wants to
show the existence of the Hawkes process. This is done by Picard iteration method
(see Massoulié (1998)): one constructs a sequence pNkqkě0 of counting processes
starting at N0 ” 0, and for k ě 0,
Nk`1t “
ż
p0,ts
ż
R`
1r0,µ`şp0,sq φps´uqdNku spθqQpds, dθq. (3.22)
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One can show that the sequence pNkq is Cauchy and thus converges to the desired
process. Moreover, another advantage is to give strong uniqueness. With this issue,
it appears that the thinning representation has the virtue to use "one noise once for
all" and thus give pathwise construction and results. This is interesting to note that
this approach is used by Delattre et al. (2014) to show existence and uniqueness of an
infinite graph of interacting Hawkes processes. Due to the pathwise representation
and the iterative construction, one can also identify each generation in the dynamics.
Indeed, one sees in the construction of the Cauchy sequence in (3.22) that N1 counts
the number of immigrants, whereas N2 ´ N1 counts the children of immigrants,
N3 ´ N2 the grandchildren of immigrants, and so on. Generally, Nk`1t ´ Nkt is
the number of individuals in generation k born before time t. This shows another
advantage of the pathwise construction: what is called the "thinning parameter"
θ gives additional information on the dynamics, making it possible in particular
to study each generation separately. Before giving the representation of the age
pyramid, we first go back to the extension of the exponential case.
Exponential case generalized We first address the particular case where the
birth rate φ satisfies Assumption 3.1. The dynamics of the pn ` 1q´dimensional
vector Xt :“ pNt, xZt, φy, ..., xZt, φpn´1qyqT is given in (3.8) by dXt “ dNtm`CXtdt.
This gives in fact n equations, the first coordinate Nt being free. The pathwise
representation (3.21) allows to derive the full system of equations by
dXt “
ż
R`
m1r0,µ`Xr0st´ spθqQpdt, dθq ` CXtdt,
where we recall the notation Xt “ pX r´1st , X r0st , ..., X rn´1st q.
Immigration-birth process with general fertility functions In the case where
the birth rate is general, one has to represent the whole age pyramid, that is to give
the thinning representation of the underlying immigration-birth process. In the field
of population dynamics, this approach is used to construct extended birth-death pro-
cesses with age in particular in Bensusan et al. (2010–2015) (see also Fournier and
Méléard (2004) and Tran (2008)). From Equations (3.3) and (3.21), we get the
pathwise representation
Ztpdaq “
ż
p0,ts
ż
R`
1r0,µ`xZs´,φyspθqδpt´sqpdaqQpds, dθq. (3.23)
This illustrates the fact that the population at time t is nothing but all individuals
that arrived before time t (immigration or birth); if an individual arrived at time
s, its age at time t is t ´ s. Note that in this form, the differentiation is not
straightforward (see Bensusan et al. (2010–2015)). But from Lemma 3.1, one can
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write the following (infinite) system of equations: for each differentiable f : R` Ñ R,
dxZt, fy “ fp0q
ż
R`
1r0,µ`xZt´,φyspθqQpdt, dθq ` xZt, f 1ydt. (3.24)
This approach allows both to keep track of the age pyramid (branching popula-
tion) and to represent it as a stochastic process with its own intensity (in a pathwise
way). This way, it seems to reconcile the intensity process definition of the Hawkes
process with its branching representation.
Before going through the last section on the Hawkes process with general immi-
grants, we briefly discuss the existing cluster representation in the following remark.
Remark 3.1. We recall the definition of the Hawkes process in terms of a Poisson
cluster introduced in Hawkes and Oakes (1974) and surveyed in the book of Daley
and Vere-Jones (2003). Let Ncpdsq be a Poisson point measure on R` with intensity
measure µds: this defines the cluster centers, also called ancestors. Let us introduce
a family of point processes tN¯pdt | sq, s P R`u. For each s, N¯pdt | sq defines
the location of the offsprings within the cluster of an ancestor located at s. The
cluster process Nˆ counts the number of all offsprings of all immigrants by Nˆpdtq “ş
R` N¯pdt | sqNcpdsq. That is, the number of all offsprings up to time t is given by
Nˆpr0, tsq “
ż
R`
N¯pr0, ts | sqNcpdsq.
Thus in the cluster representation, the Hawkes process can be written as the sum of
the immigrants and their offsprings by
Ncpr0, tsq ` Nˆpr0, tsq.
Note that the cluster representation has shown to facilitate the study of the
Hawkes process under stationarity by using results in the field of branching pro-
cesses. Our population representation seems to be the non-stationary counterpart,
as it allows us to derive new distribution properties in this framework. Our pop-
ulation representation provides not only the size of the total progeny up to time t,
but also a variety of quantities of interest depending on the population age structure.
This has been used in Section 3.3 in order to identify the components needed to make
the dynamics Markovian. This will be also used in the following section to study a
class of Hawkes process with general immigrants.
Remark 3.2. In the literature, some link has also been made between marked
Hawkes processes and birth-death dynamics. In Appendix B, we rework an example
Brémaud and Massoulié (2002) and in addition use some ideas by Garcia and Kurtz
(2006) to further detail the way a (marked) Hawkes process can be used to construct
a birth-death process.
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3.5 Towards more general Hawkes processes
In this section, we focus on a class of counting processes Nt named as Hawkes
processes with general immigrants (see Brémaud and Massoulié (2002)), which is
defined below.
Definition 3.2. A Hawkes process with general immigrants is a counting process
Nt whose intensity is given by
λt “ µptq `
ÿ
Tnăt
Φtpt´ Tn, Xnq `
ÿ
Skăt
Ψtpt´ Sk, Ykq, (3.25)
where the Tn are the times of jump of N , the Sk are the jumps of a counting process
with deterministic intensity ρptq and the Xn (resp. Ykq are real positive iid with
distribution G (resp. H). The pSkq, pYkq and pXnq are assumed to be independent
of each other.
In this model, the Tn are the times of jump of Nt: if an event occurs for the
system at time Tn, the intensity grows by an amount Φtpt ´ Tn, Xnq, where Xn is
some mark. This part models the self-exciting property. In parallel, external events
occur at times Sk and excites the system of interest with some amount Ψtpt´Sk, Ykq:
this is the externally excited component. The standard Hawkes process that have
been studied in the previous sections can be recovered by setting Φtpa, xq “ φpaq
and Ψtpa, xq “ 0. The Hawkes process with general immigrants has been introduced
and studied under stationary conditions by Brémaud and Massoulié (2002). Due to
their flexibility and natural interpretation, such models have gained recent attention
for financial applications e.g. by Dassios and Zhao (2011), Wheatley et al. (2014)
and Rambaldi et al. (2014). In particular, distribution properties of such process
have been investigated by Dassios and Zhao (2011) in the case Φtpa, xq “ Ψtpa, xq “
xe´δa, in which framework the intensity process is Markovian. The aim of this section
is to study the dynamics and characterize the distribution of the non-stationary
Hawkes process with general immigrants for a larger class of fertility functions,
possibly time-dependent, which extends the previous work of Dassios and Zhao
(2011) in this direction. To do this, we use a two-population immigration-birth
dynamics with ages and characteristics.
3.5.1 Description of the two-population dynamics
The aim is to construct populations of several individuals (or particles), each one
having an age a evolving over time, and a characteristic x P R`. We construct
two populations: the first one represents external shocks, whereas the second one
represents events for the Hawkes process.
Each population piq, i “ 1 or 2, is represented at time t as a measure which puts a
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weight on the age and characteristic of each individual, denoted Zpiqt pda, dxq. The
two populations are introduced based on Definition 3.2 as
Z
p1q
t pda, dxq “
ÿ
Skďt
δpt´Sk,Ykqpda, dxq and Zp2qt pda, dxq “
ÿ
Tnďt
δpt´Tn,Xnqpda, dxq.
(3.26)
Since ages but also characteristics of individuals are involved, we prefer to call Zpiqt
population structure rather than age pyramid, which is more specific. As for the
standard Hawkes population representation, one can compute functions of the whole
population structure, which can even depend on time. Consider a function ftpa, xq
depending on time, and also on age and characteristics of individuals. This can be
computed on the overall population by
xZpiqt , fty “
ż
R`ˆR`
ftpa, xqZpiqt pda, dxq, (3.27)
for i “ 1 or i “ 2. For example, the Hawkes process is N p2qt “ xZp2qt ,1y. Also, the
intensity λt of the Hawkes process N
p2q
t given in Equation (3.25) can be rewritten as
λt “ µptq ` xZp2qt´ ,Φty ` xZp1qt´ ,Ψty.
This shows that the underlying population dynamics works as follows.
(i) Let us first describe the population p1q of external shocks. It is made with
immigrants that arrive in population p1q with rate ρptq; at arrival, they have age 0
and some characteristic x drawn with distribution H. Any individual pa, xq at time
t that belongs to population p1q gives birth with rate Ψtpa, xq. The newborn belongs
to population p2q; it has age 0, and some characteristic drawn with distribution G.
(ii) Let us now complete the description of population p2q. In addition to births
from population p1q, the population p2q evolves according to two other kinds of
events: immigration and internal birth. Immigrants arrive in population p2q with
rate µptq with age 0 and a characteristic drawn with distribution G. Any individual
pa, xq at time t that belongs to population p2q gives birth with rate Φtpa, xq. The
newborn also belongs to population p2q; it has age 0, and some characteristic drawn
with distribution G. This dynamics is illustrated in Figure 3.1.
As for our analysis of the standard Hawkes process, a crucial step is to study the
dynamics of the population structure over time. That is, what is the dynamics of
the process xZpiqt , fty for i “ 1 or 2 ? This is stated in the following lemma.
Lemma 3.2. For each function f : pt, x, aq ÞÑ ftpa, xq differentiable in t and a, the
dynamics of the process xZpiqt , fty for i “ 1 or 2 is given by
dxZpiqt , fty “
ż
R`
ftp0, xqN piqpdt, dxq ` xZpiqt , p Ba ` Btqftydt,
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Figure 3.1: Dynamics of the immigration-birth process: immigrants arrive in pop-
ulation p1q (external shocks). Then each individual 1 gives birth to individuals
2 (events due to external shocks). In parallel, immigrants arrive in population 2
(events due to the baseline intensity). Finally, each individual 2 reproduce (self-
excitation). The Hawkes process with general immigrants can be recovered as the
number of individuals 2.
where the point measures N p1q and N p2q are given by
N p1qpdt, dxq “
ÿ
kě1
δpSk,Ykqpdt, dxq and N p2qpdt, dxq “
ÿ
ně1
δpTn,Xnqpdt, dxq. (3.28)
Proof of Lemma 3.2 The proof is a straightforward adaptation of that of Lemma
3.1, using (3.26) and (3.27) together with the fact that
ftpt´ sq “ fsp0q `
ż t
s
p Ba ` Btqfupu´ sqdu.˛
Analogously to Lemma 3.1, this result exhibits the pure jump part in the left-
hand side, whereas the drift part illustrates the aging term and the time-dependency.
The fact that the drift depends on both xZpiqt , Bafty and xZpiqt , Btfty is the starting
point of our results derived in what follows.
3.5.2 Main result
In the following, we introduce the assumptions allowing to recover a finite dimen-
sional Markovian dynamics.
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Assumption 3.2. (i) The birth rates Φ and Ψ are non-negative and satisfy Φtpa, xq “
vptqφpa, xq and Ψtpa, xq “ wptqψpa, xq, where
φpnqpa, xq “ c´1 `
n´1ÿ
k“0
ckφ
pkqpa, xq and vppqptq “ d´1ptq `
p´1ÿ
l“0
dlptqvplqptq,
with n, p ě 1 and initial conditions φpkqp0, xq “ φpkq0 pxq, and
ψpmqpa, xq “ r´1 `
m´1ÿ
k“0
rkψ
pkqpa, xq and wpqqptq “ k´1ptq `
q´1ÿ
l“0
klptqwplqptq,
with m, q ě 1 and initial conditions ψpkqp0, xq “ ψpkq0 pxq. Note that we used the
notation f pkqpa, xq “ Bakfpa, xq.
(ii) The maps pdlq´1ďlďp´1 and pklq´1ďlďq´1 are continuous.
Remark 3.3. Assumption 3.2 defines a wide class of self and externally excit-
ing fertility functions of the form Φtpa, xq “ vptqφpa, xq. Let us first focus on
the time-independent part and introduce F pa, xq such that F “ p1, φ, ..., φpn´1qqT .
Then F 1 “ CF , where C is defined in (3.7). In particular, if the polynomial
P pyq “ yn ´řn´1k“0 ckyk is split with distinct roots y1, ..., yp and corresponding mul-
tiplicity n1, ..., np, then φ can be written up to some constant as
řp
i“1 Pipx, aqeyia
where Pi is a polynomial in a with degree at most ni ´ 1 whose coefficients may
depend on x. This includes the framework of Dassios and Zhao (2011) where
Φtpa, xq “ Ψtpa, xq “ xe´δa. As we also allow for time-dependency, such birth
rates Φ and Ψ that satisfy Assumption 3.2 seem also useful to define non-stationary
Hawkes processes, and in particular to include seasonality. As an example, one can
simply think of a kernel of the form cos2pαtqφpa, xq where vptq “ cos2pαtq satisfies
v2 “ 4α2p1´ vq.
The aim of this part is to exhibit some exponential martingale which leads us to
compute the Laplace transform of the whole dynamics. This provides in particular
the joint Laplace transform of the Hawkes process with general immigrants and its
intensity. This is the main result of our paper. We first state the following Lemma.
Lemma 3.3. Let us define for ´1 ď k ď n ´ 1 and ´1 ď l ď p ´ 1, Xk,lt :“
xZp2qt , Bak BtlΦty and for ´1 ď k ď m´1 and ´1 ď l ď q´1, Y k,l :“ xZp1qt , Bak BtlΨty.
Let us also define the two matrices
M
p2q
t “
´
X
pk,lq
t
¯
´1ďkďn´1,´1ďlďp´1
and M p1qt “
´
Y
pk,lq
t
¯
´1ďkďm´1,´1ďlďq´1
.
(i) Let us recall that D¯ denotes the transpose of a given matrix D. The processes
M p1q and M p2q follow the dynamics
dM
piq
t “
ż
R`
W piqpt, xqN piqpdt, dxq `
´
CpiqM piqt `M piqt D¯piqt
¯
, (3.29)
where
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• W p1qk,l pt, xq “ wplqptqψpkq0 pxq for ´1 ď k ď m´ 1 and ´1 ď l ď q ´ 1,
• W p2qk,l pt, xq “ vplqptqφpkq0 pxq for ´1 ď k ď n´ 1 and ´1 ď l ď p´ 1,
• Cp1q “ Cprq, Cp2q “ Cpcq, Dp1qt “ Cpkptqq and Dp2qt “ Cpdptqq where Cp.q is
defined by Equation (3.7).
(ii) As a consequence of the dynamics (3.29),
´
M
p1q
t ,M
p2q
t
¯
tě0
is a Markov pro-
cess.
Proof of Lemma 3.3 We focus on the dynamics of the Xk,l, the problem being
the same for the Y k,l. From Lemma 3.2, for 0 ď k ď n´ 2 and 0 ď l ď p´ 2,
dXk,lt “ vplqptq
ż
R`
φ
pkq
0 pxqN p2qpdt, dxq ` pXk`1,lt `Xk,l`1t qdt. (3.30)
From Assumption 3.2, Xn,lt “
řn´1
k“´1 ckX
k,l
t and X
k,n
t “
řp´1
l“´1 dlptqXk,lt . This
shows that for 0 ď l ď p´ 2,
dXn´1,lt “ vplqptq
ż
R`
φ
pn´1q
0 pxqN p2qpdt, dxq `
˜
n´1ÿ
k“´1
ckX
k,l
t `Xn´1,l`1t
¸
dt, (3.31)
and for 0 ď k ď n´ 2,
dXk,p´1t “ vpp´1qptq
ż
R`
φ
pkq
0 pxqN p2qpdt, dxq`
˜
Xk`1,p´1t `
p´1ÿ
l“´1
dlptqXk,lt
¸
dt. (3.32)
and also that
dXn´1,p´1t “ vpp´1qptq
ż
R`
φ
pn´1q
0 pxqN p2qpdt, dxq`
˜
n´1ÿ
k“´1
ckX
k,p´1
t `
p´1ÿ
l“´1
dlptqXn´1,lt
¸
dt,
(3.33)
In addition, Lemma 3.2 gives for 0 ď l ď p´ 1,
dX´1,lt “ vplqptqdN p2qt `X´1,l`1t dt, (3.34)
and for 0 ď k ď n´ 2,
dXk,´1t “
ż
R`
φ
pkq
0 pxqN p2qpdt, dxq `Xk`1,´1t dt. (3.35)
Finally, by Assumption 3.2 again, we get the following two equations:
dX´1,p´1t “ vpp´1qptqdN p2qt `
˜
p´1ÿ
l“´1
dlptqX´1,lt
¸
dt, (3.36)
and
dXn´1,´1t “
ż
R`
φ
pn´1q
0 pxqN p2qpdt, dxq `
˜
n´1ÿ
k“´1
ckX
k,´1
t
¸
dt. (3.37)
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From Equations (3.30) to (3.37), one then deduces the dynamics (3.29). ˛
To ensure tractability of the Laplace transform derived in the following Theorem,
we also state the following assumption.
Assumption 3.3. For each λ ą 0,ż
R`
exp
ˆ
λ max
0ďkďn´1φ
pkq
0 pxq
˙
Gpxqdx ă `8.
Our main result is stated below. Note that the trace of the matrix u¯M given by
Trpu¯Mq “ řk,l uk,lMk,l computes a linear combination of the components of a given
matrix M , and recall that u¯ denotes the transposition of the matrix u.
Theorem 3.1. Let us denote FM the canonical filtration generated by pM p1q,M p2qq.
Under Assumption 3.2,
(i) For any deterministic and differentiable matrix-valued pAp1qt q and pAp2qt q with
derivatives pA˚p1qt q and pA˚p2qt q, the following process is an FM -martingale:
exp
" 2ÿ
i“1
Tr
´
A
piq
t M
piq
t
¯
´
ż t
0
Tr
´
Apiqs C
piqM piqs ` Apiqs M piqs D¯piqs ` A˚piqs M piqs
¯
ds
´
ż t
0
ż
R`
´
eTrpAp1qs W p1qps,xqq ´ 1
¯
ρpsqHpxqdxds
´
ż t
0
ż
R`
´
eTrpAp2qs W p2qps,xqq ´ 1
¯ `
µpsq `M p1qs r0, 0s `M p2qs r0, 0s
˘
Gpxqdxds
*
, t ě 0.
(3.38)
(ii) For each matrices u and v with dimensions pn`1qpp`1q and pm`1qpq`1q
respectively, the joint Laplace transform can be expressed as
E
”
exp
´
Trpu¯M p1qt ` v¯M p2qt q
¯ı
“ exp
"ż t
0
ż
R`
´
eTrpAp1qs W p1qps,xqq ´ 1
¯
ρpsqHpxqdxds
`
ż t
0
ż
R`
´
eTrpAp2qs W p2qps,xqq ´ 1
¯
µpsqGpxqdxds
*
,
(3.39)
where
for i P t1, 2u, A˚piqt ` Apiqt Cpiq ` D¯piqt Apiqt “
"ż
R`
´
1´ eTrpAp2qt W p2qpt,xqq
¯
Gpxqdx
*
K,
(3.40)
with terminal conditions
A
p1q
T “ u¯ and Ap2qT “ v¯, (3.41)
where the matrix K is given by K “ J¯J and J is given in (3.13). Moreover, solution
to (3.40)-(3.41) exist and is unique provided that Assumption 3.3 is satisfied.
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Proof of Theorem 3.1 We begin by exhibiting the exponential martingale (3.38).
Let us denote xN piq, Hyt “
şt
0
ş
R` Hps, xqN piqpds, dxq. For deterministic αpt, xq and
βpt, xq, then by the classical exponential formula the following process is a martingale
exp
"
xN p1q, αyt ` xN p2q, βyt ´
ż t
0
ż
R`
`
eαps,xq ´ 1 ˘ ρpsqHpxqdxds
´
ż t
0
ż
R`
`
eβps,xq ´ 1˘ ´µpsq ` xZp1qs´ ,Ψsy ` xZp2qs´ ,Φsy¯Gpxqdxds*. (3.42)
The aim now is to compute the joint Laplace transform of the processesM p1q. and
M p2q. . This remains to compute E
”
eTrpu¯.M
p1q
t `v¯.Mp2qt q
ı
, since Trpu¯.Mq “ řk,l uk,lMk,l.
Let us consider the two (deterministic) processes Ap1qt and A
p2q
t with sizes
pm` 1qpq ` 1q and pn` 1qpp` 1q respectively. By integration by parts,
d
´
A
piq
t M
piq
t
¯
“ Apiqt dM piqt ` A˚piqt M piqt dt.
From (3.29), we get the dynamics
dTr
´
A
piq
t M
piq
t
¯
“
ż
R`
Tr
´
A
piq
t W
piqpt, xq
¯
N piqpdt, dxq
` Tr
´
CpiqM piqt `M piqt D¯piqt ` A˚piqt M piqt
¯
dt.
Let us now use Equation (3.42) with αpt, xq “ Tr
´
A
p1q
t W
p1qpt, xq
¯
and βpt, xq “
Tr
´
A
p2q
t W
p2qpt, xq
¯
to get the martingale p3.38q.
To get the Laplace transform, it remains to make the random part of the integrant
in (3.38) vanish. To do this, let us first identify the term in M p1q to get the linear
equation (3.40) for i “ 1. In addition, the term in M p2q leads to (3.40) for i “ 2.
If we set terminal conditions (3.41), we get the Laplace transform (3.39) by the
martingale property of (3.38).
To conclude on the existence and uniqueness, we use Cauchy-Lipschitz theorem.
To show that solution of class C1 to (3.40)-(3.41) exist and is unique, it is sufficient
to prove that the map pY, tq ÞÑ şR` eTrpYW p2qpt,xqqGpxqdx is of class C1. Since the
integrant is C1 by Assumption 3.2 (i) and (ii), it is sufficient to prove that its gradient
given by ´
eTrpYW p2qpt,xqqW p2qpt, xqT ,Tr `Y BtW p2qpt, xq˘ eTrpYW p2qpt,xqq¯ (3.43)
is locally bounded by some quantity that is independent of Y and t, and is inte-
grable with respect to G. Let us use some localization argument, and define the set
Bp0, rq “ tA real pn ` 1q ˆ pp ` 1q matrix such that }A}8 ď ru, where r ą 0 and
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}A}8 “ max´1ďiďn´1
řp´1
j“´1 |Ai,j|. Now, for pY, tq P Bp0, rq ˆ r0, T s we get
exp
`
Tr
`
YW p2qpt, xq˘˘
ď exp
˜
n´1ÿ
i“´1
p´1ÿ
k“´1
|Yi,k|
ˇˇˇ
W
p2q
k,i pt, xq
ˇˇˇ¸
ď exp
˜
pn` 1q max´1ďiďn´1
p´1ÿ
k“´1
|Yi,k|
ˇˇˇ
W
p2q
k,i pt, xq
ˇˇˇ¸
ď exp
˜
rpn` 1q max´1ďlďp´1 suptPr0,T s
ˇˇ
vplqptqˇˇ max´1ďkďn´1 ˇˇˇ φpkq0 pxqˇˇˇ
¸
,
where the last inequality uses that Y P Bp0, rq. As for the first component of (3.43),ˇˇˇ
W
p2q
k,l pt, xq
ˇˇˇ
ď
ˇˇˇ
φ
pkq
0 pxq
ˇˇˇ
sup
tPr0,T s
ˇˇ
vplqptqˇˇ ,
and for the second component we haveˇˇ
Tr
`
Y BtW p2qpt, xq
˘ˇˇ ď rpn` 1q max
0ďlďp suptPr0,T s
ˇˇ
vplqptqˇˇ max´1ďkďn´1 ˇˇˇ φpkq0 pxqˇˇˇ ,
this concludes the proof by the use of Assumptions 3.2 and 3.3. ˛
3.5.3 On the pathwise representation
As for the standard Hawkes process, it is possible to give a pathwise representation
of the Hawkes process with general immigrants and its underlying population. To
do this, let us first extend the thinning construction in Section 3.4 to point processes
with marks. Poisson point measures can be used, not only to represent counting
processes, but also general random point measures on R` ˆ E, say Γpds, dyq “ř
ně1 δpTn,Ynqpds, dyq, where pE, Eq is some measurable space. As for the Hawkes
process, Tn is seen as the time at which an individual arrives in the population
(immigration or birth). In addition, E represents the space of characteristics and
the mark Yn refers to the characteristic inherited by the individual that arrived at
time Tn. Let us construct a random point measure Γpds, dyq with general intensity
measure γpds, dyq assuming that it admits a density: γpds, dyq “ γps, yq ds µpdyq.
In this model, events occur with intensity s ÞÑ ş
xPE γps, xqµpdxq, and if a birth occurs
at time Tn, then the characteristics Yn of the newborn are drawn with distribution
γpTn,yqµpdyqş
xPE γpTn,xqµpdxq .
Let Qpds, dy, dθq be a Poisson point measure on R`ˆEˆR` with intensity measure
dsµpdyqdθ. Let us still denote pFQt q the canonical filtration generated by Q, and
introduce P pFQt q the predictable σ-field associated with FQt . We further assume
that γpt, yq is P pFQt q ˆ E-measurable and also that
şt
0
ş
E
γps, yqdsµpdyq ă `8 a.s..
Now, define
Γpds, dyq “
ż
R`
1r0,γps,yqspθqQpds, dy, dθq. (3.44)
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This clearly defines a point measure and the martingale property for Q ensures that
the random point measure Γpds, dyq has intensity measure γps, yqdsµpdyq. Such
construction can be found in Massoulié (1998); we refer to this paper for more
details.
We are now ready to construct the two point measures N p1q and N p2q given
in Equation (3.28). Let us introduce two independent Poisson point measures
Qp1qpdt, dx, dθq and Qp2qpdt, dx, dθq on the probability space pΩ,F ,Pq (enlarged if
necessary) with same intensity measure dsdxdθ on R` ˆ R` ˆ R`. The first point
measure is immediate to construct since its intensity does not depend on it. Indeed,
one can define
N p1qpdt, dxq “
ż
R`
1r0,ρptqHpxqspθqQp1qpdt, dx, dθq.
We emphasize that this is not an equation on N p1q since its intensity does not depend
on N p1q itself. As for the second point process related to the Hawkes process, the
intensity is given as a particular for of the process itself. Indeed, the intensity
measure of the point measure N p2qpdt, dxq is given by λtGpxq where λt can be written
using (3.25) as
λt “ µptq `
ż
p0,tq
Φtpt´ s, xqN p2qpds, dxq `
ż
p0,tq
Ψtpt´ s, xqN p1qpds, dxq.
Then the point measure N p2q can be defined as the solution to the following equation:
N p2qpdt, dxq “
ż
R`
1r0,pµptq`şp0,tq Φtpt´s,xqNp2qpds,dxq`şp0,tqΨtpt´s,xqNp1qpds,dxqqGpxqspθqQp2qpdt, dx, dθq.
Let us now give the pathwise representation of the corresponding populations.
From Equation (3.26), it follows that
Z
p1q
t pda, dxq “
ż
p0,ts
ż
R`ˆR`
1r0,ρpsqHpxqspθqδpt´s,xqpda, dxqQp1qpds, dx, dθq. (3.45)
and
Z
p2q
t pda, dxq “
ż
p0,ts
ż
R`ˆR`
1r0,pµpsq`xZp2qs´ ,Φsy`xZp1qs´ ,ΨsyqGpxqspθqδpt´s,xqpda, dxqQ
p2qpds, dx, dθq.
(3.46)
Such representations are used in the field of stochastic population dynamics for
populations with ages and/or characteristics (see in particular Fournier and Méléard
(2004), Tran (2008) and Bensusan et al. (2010–2015)). As for the standard Hawkes
process, the pathwise representation has many advantages. In particular, it allows
to derive the full system of equations and to identify each generation (see Section
3.4). More importantly, this formulation makes the link between the Hawkes process
literature and the field of stochastic population dynamics. To further investigate this
link seems to be a promising direction for future research.
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Conclusion
We introduced the concept of age pyramid for a class of Hawkes processes with
general immigrants. The virtue of this approach is to keep track of all past events.
This allows tractable computations for the Hawkes process with general immigrants
whose fertility functions are time dependent generalizations of the popular expo-
nential case, providing natural extensions of the existing results in this direction.
In addition, we illustrated the pathwise construction of the Hawkes dynamics and
its underlying population process. On the whole, our approach seems to reconcile
two definitions of Hawkes processes, through an intensity process or a branching
dynamics. This framework appears to be a promising direction for further research.
As an example, the large population asymptotics in the field of measure-valued pop-
ulation dynamics could give further insights on the macroscopic behavior of Hawkes
processes.
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Appendix A
Proof of Corollary 3.5. Let us identify the terms in Equation (3.17). Let us
denote At “ pA´1ptq, ..., An´1ptqq. The identification of the first component gives
c´1An´1ptq ` A1´1ptq “ 0. (3.47)
The second component leads to
A
1
0ptq ` c0An´1ptq ` eAt.m ´ 1 “ 0. (3.48)
As for 1 ď k ď n´ 1, we get
Ak´1ptq ` ckAn´1ptq ` A1kptq “ 0. (3.49)
Recursive computation of (3.49) provides for 0 ď k ď n´ 1,
Akptq “ p´1qn´1´kApn´1´kqn´1 ptq `
n´1´kÿ
l“1
p´1qlck`lApl´1qn´1 ptq. (3.50)
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One deduces from (3.50) that
A10ptq “ p´1qn´1Apnqn´1ptq `
n´1ÿ
k“1
p´1qkckApkqn´1ptq. (3.51)
Let us intoduce the function Gptq “ şt
T
An´1psqds and choose A´1ptq “ θ1´ c´1Gptq
that satisfies (3.47). Now, put (3.50) and (3.51) into (3.48) to get the following
non-linear ordinary differential equation for G,
p´1qn´1Gpn`1qptq `
n´1ÿ
k“0
p´1qkckGpk`1qptq ` exp
ˆ
θ1 ´ c´1Gptq
`mn´1G1ptq `
n´2ÿ
k“0
mk
«
p´1qn´1´kGpn´kqptq `
n´1´kÿ
l“1
p´1qlck`lGplqptq
ff˙
´ 1 “ 0.
(3.52)
Let us simplify the sum in the exponential. By changing variable k into n´1´k,
it is equal to
řn´1
k“1 mn´1´kp´1qkGpk`1qptq `
řn´1
k“1
řk
l“1p´1qlmn´1´kcn´1´k`lGplqptq.
Then exchanging the sums leads tořn´1
k“1 mn´1´kp´1qkGpk`1qptq `
řn´1
l“1 p´1ql
`řn´1
k“l mn´1´kcn´1´k`l
˘
Gplqptq.
Finally, by setting l Ð l ` 1 and exchanging notations k and l, (3.52) becomes
p´1qn´1Gpn`1qptq `
n´1ÿ
k“0
p´1qkckGpk`1qptq ` exp
˜
θ1 ´ c´1Gptq `
n´1ÿ
k“0
bkG
pk`1qptq
¸
´ 1 “ 0,
(3.53)
where for 0 ď k ď n´ 1, bk “ p´1qk
`
mn´1´k ´řn´1l“k`1mn´1´lcn´l`k˘.
Now, let us use (3.16) with (3.48) to get
E rexp pv.XT qs “ exp
ˆ
´µ
ż T
0
pA10ptq ` c0An´1ptqqdt
˙
,
“ exp
˜
´µ
ż T
0
˜
p´1qn´1Gpn`1qptq `
n´1ÿ
k“0
p´1qkckGpk`1qptq
¸
dt
¸
,
“ exp
˜
´µ
˜
p´1qn´1pGpnqpT q ´Gpnqp0qq `
n´1ÿ
k“0
p´1qkckpGpkqpT q ´Gpkqp0qq
¸¸
,
where the second equality comes from (3.51). Let us set A0pT q “ θ2 and for 1 ď
k ď n ´ 1, AkpT q “ 0. One can show by (3.50) that the previous conditions are
equivalent to the terminal values GpnqpT q “ p´1qn´1θ2 and for 1 ď k ď n ´ 1,
GpkqpT q “ 0. Note that by definition of G we also get GpT q “ 0. This leads to
E rexp pθ1NT ` θ2.xZT , φyqs “ exp
#
´µ
˜
θ2 ` p´1qnGpnqp0q `
n´1ÿ
k“0
p´1qk`1ckGpkqp0q
¸+
.
This concludes the proof. ˛
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Appendix B
Link with birth-death processes In this work, we derived and exploited the
interpretation of the Hawkes process in terms of birth dynamics. In this appendix,
our aim is to highlight some link between Hawkes processes and birth-death dynam-
ics. Let us first rework an example by Brémaud and Massoulié (2002) (see Example
4). Consider a Hawkes process with intensity
λt “ µ`
ÿ
Tnăt
hpt´ Tn, Xnq,
where the marks pXnq are iid with distribution Gpdxq. Let us interpret Xn as the
lifetime of the individual born at time Tn. Take hpa, xq “ b¯1r0,xspaq for some constant
birth rate b¯ and let Gpdxq be the exponential distribution with parameter d¯ ą 0.
Then the intensity is that of a birth-death process (with immigration), where the
(constant) birth and death rates are b¯ and d¯ respectively (also, the immigration rate
is µ). In this setting, the Hawkes process Nt still counts the number of births up to
time t. To get the number of alive individuals at time t, which we denote Nat , one
has to keep track of the number of deaths, that is the number of individuals whose
age at time t exceeds their lifetime, as
Ndt “
ÿ
Tnďt
1rXn,8qpt´ Tnq.
Then the number of alive individuals is Nat “ Nt ´ Ndt , and the intensity can be
rewritten λt “ µ ` b¯Nat´. The good feature of the constant rate framework is that
the population size Nat can be directly recovered from the intensity λt.
How to construct a birth-death process with age-dependent birth and death
rates ? For this task, we are inspired by the construction of birth-death processes
by Garcia and Kurtz (2006). Let us choose Gpdxq to be the exponential distribution
with parameter 1, and introduce age-dependent birth and death rates bpaq and dpaq
respectively. If we set
hpa, xq “ bpaq1r0,xs
ˆż a
0
dpuqdu
˙
,
then
λt “ µ`
ÿ
Tnăt
bpt´ Tnq1r0,Xns
ˆż t´Tn
0
dpuqdu
˙
is nothing but the intensity of a birth-death process (with immigration) where the
age-dependent birth and death rates are bpaq and dpaq respectively. To conclude this
appendix, let us mention that the number of alive individuals can be recovered using
the associated age pyramid (measure-valued) process Ztpda, dxq by Nat “ xZt, fy
with fpa, xq “ 1r0,xs
`şa
0
dpuqdu˘.
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Chapter 4
Cause-of-death mortality: what can
be learned from population
dynamics?:
Abstract
This paper analyses cause-of-death mortality changes and its impacts on the whole
population evolution. The study combines cause-of-death analysis and population
dynamics techniques. Our aim is to measure the impact of cause-of-death reduction
on the whole population age structure, and more specifically on the dependency
ratio which is a crucial quantity for pay-as-you-go pension systems. Whereas pre-
vious studies on causes of death focused on mortality indicators such as survival
curves or life expectancy, our approach provides additional information by including
birth patterns. As an important conclusion, our numerical results based on French
data show that populations with identical life expectancies can present important
differences in their age pyramid resulting from different cause-specific mortality re-
ductions. Sensitivities to fertility level and population flows are also given.
Keywords: Cause-of-Death Mortality, Population Dynamics, Birth and Death
Process, Individual-Based Model, Age Pyramid, Age Dependency Ratio, Macro-
scopic Behavior
4.1 Introduction
The studies on cause-of-death mortality have provided a better understanding of
the level and the evolution of aggregate mortality rates over the years. At the same
:Arnold, S., A. Boumezoued, H. Labit Hardy, N. El Karoui. 2015. Cause-of-death mortality:
What can be learned from population dynamics? HAL preprint Id: hal-01157900
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time, population dynamics models have been developed in mathematical ecology
and demography to model the evolution of the population age structure over time
by including both death and birth patterns. Whereas studies on cause-of-death
mortality focused on the impact on mortality indicators, this paper aims to combine
these two fields in order to answer the following question: what is the impact of
changes in cause-of-death mortality on the whole population age structure ?
To address such question, the first step is the modeling of cause-of-death mor-
tality. Each observed death is recorded with a primary cause, such as for exam-
ple cancer, accident, or a disease related to circulatory or respiratory system. For
modeling cause-of-death mortality, one famous framework in actuarial science and
biostatistics is the competing risks model. In this framework, each cause of death
is modeled at the individual level by a clock, and the death occurs when the first
clock rings. In other words, the lifetime of an individual is modeled as the minimum
between competing cause-specific lifetimes. Unfortunately, those cause-specific du-
rations are not observable in the data: in practice we only observe the minimum
between the durations related to each cause. Since information on causes of death
durations are not observable, assumptions about the dependence between causes of
death have to be set in order to capture the marginal distributions and to model
changes in cause-of-death mortality. The seminal work of Chiang (1968) on the
competing risks theory considered independent causes of death and led to further
studies during the last decades. The competing risks framework has been investi-
gated with several dependence structures between the competing lengths of time
(see e.g. Carriere (1994), Kaishev et al. (2007) and Dimitrova et al. (2013)). For
our study, we focus on the competing risks framework under the independence as-
sumption, although we also briefly survey the debate on the dependence structure.
This independence assumption is much used (see e.g. Prentice et al. (1978), Tsai
et al. (1978), Wilmoth (1995) and Putter et al. (2007)), and allows us to already
highlight interesting effects of cause removal on the population dynamics.
The previous studies in the cause-of-death literature focused on the impact of
cause-of-death removal or reduction on mortality indicators: e.g. life expectancy for
Prentice et al. (1978), survival curve for Dimitrova et al. (2013) and death proba-
bilities for Alai et al. (2015). In this paper, the aim is to go further and study the
impact on the population age pyramid (the number of individuals by age-class) by
means of a population dynamics model. The age pyramid is a crucial quantity of
interest since it gives information on how age-classes evolve and interact with each
others. To our knowledge, this has not been addressed in the current literature.
To do so, we rely on both deterministic and stochastic population dynamics mod-
els. Historically, the first models that addressed the deformation of the age struc-
ture of a population over time were deterministic models. The most famous one is
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called the McKendrick-Von Foerster model (see McKendrick (1926) and Von Foer-
ster (1959)). Based on death rates by age, and also birth rates, they are able to
capture the time evolution of the number of individuals by age-class. For demo-
graphic purposes, dealing with gender classification has become natural as census
and national data make this distinction between males and females for a long time.
It is also crucial since age but also gender is known to have a real impact on mortal-
ity. To this aim, there is now a sizable literature on two-sex population deterministic
models both with and without age structure (see e.g. Keyfitz (1972) and Iannelli
et al. (2005)). The deterministic point of view is useful to understand the evolution
of the "average" age pyramid, and can provide first interesting insights about the
impact of cause-of-death reductions on the whole population, based on a fast nu-
merical discretization scheme. But in practice, we are not only interested in the age
pyramid, but also in non-linear quantities such as the age dependency ratio. This is
defined as the number of people aged above 65 divided by the number of individuals
aged between 15 and 65. This indicator is a crucial quantity of interest for pure
demographic analysis but also for pay-as-you-go pension systems (see e.g. Fougère
and Mérette (1999), Mirkin and Weinberger (2001) and Hock and Weil (2012)). The
deterministic evolution of the population and the age dependency ratio, interesting
in itself, is not realistic for populations with finite size in which individuals have
random lifetimes and times of birth. What is then the population dynamics ? First
insights tell us that the average stochastic dependency ratio, as a non-linear quantity,
cannot be equal to the ratio of the average population. Therefore a proper stochas-
tic modeling framework is needed. In fact, in a large population asymptotics, the
stochastic behavior can be approximated by its deterministic counterpart, making
this approach micro-macro consistent. In other words, at the microscopic scale, the
population behaves stochastically whereas if the number of individuals is "large", the
behavior is described by deterministic equations that are classical in demography.
The micro-macro consistency is at the core of what are called individual-based mod-
els, that have been developed in mathematical ecology (see Fournier and Méléard
(2004) and Champagnat et al. (2006)), in particular to understand the evolutionary
mechanism. In addition, these models have been developed to take ages into account
(see Ferriere and Tran (2009)), which is crucial for our purpose.
These processes have been little used for demographic applications compared to
issues linked to biology or evolutionary theory. In particular, to our knowledge none
of them address the impact of cause-of-death removals on the population age struc-
ture. Importantly for our purpose, we are inspired by the work of Bensusan et al.
(2010–2015) (see also Bensusan (2010)) who have extended and used population dy-
namics models in view of human population applications, including pension systems
and longevity risk in insurance. Among the few applications to demographic pur-
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poses, note also that an alternative named Markovian binary tree is considered in
Hautphenne and Latouche (2012) for demographic applications. Markovian binary
trees differ from individual-based models as they involve discrete age-classes and a
random aging pattern to preserve the Markov property. The key feature of our ap-
proach is to take into account aging in continuous time and to use a microsimulation
procedure for the stochastic scenarios. It is interesting to note that microsimula-
tion procedures are used in a discrete time setting by several public institutions to
test economic and retirement policies (see e.g. the review by Li and O’Donoghue
(2013)). This includes for example the French National Institute for Statistics and
Economic Studies (INSEE) with the model Destinie (see Bonnet et al. (1999) and
Duée (2005)). Apart from government bodies, microsimulation approaches have
also been used in the demographic and statistical literature. As an example, Hyn-
dman and Booth (2008) used discrete-time stochastic simulations to compute the
population evolution and the age pyramid, while aggregate mortality, fertility, and
migration rates are forecasted.
The paper is organized as follows. In Section 4.2, we first describe the competing
risks framework for the modeling of cause-of-death mortality, and secondly introduce
the deterministic and stochastic population dynamics approaches. Section 4.3 details
the data we use to carry out our study: the World Health Organization data for
the cause-of-death mortality rates and the data from INSEE for the birth rates
and the initial age pyramid. Section 4.4 contains our numerical results regarding
deterministic and stochastic patterns of the age pyramid and the dependency ratio,
as well as sensitivities to fertility scenarios and also to population flows computed
from the data. As an important conclusion, our numerical results show that under
same life expectancy improvement, the age pyramid can evolve in many ways if
different causes of death are reduced.
4.2 The Model
As usual when working with human population, we are concerned with population
structured by gender and age, so we make the distinction between the age pyramid
of females and the age pyramid of males. It is well known that gender and age induce
significant differences on mortality. In the model, each individual, female or male,
is exposed to d competing causes of death, such as cancers, diseases of circulatory
system, diseases of respiratory system or accidents, well described in Section 4.3,
but may die from any single one of the d causes. After a brief description of the
classical competing risks framework in survival analysis, we introduce the debate on
the dependence structure between causes of death, and describe the different points
of view proposed in the literature. Afterwards, we present the meaning of removal
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of a cause of death. The population dynamics modeling is described secondly.
4.2.1 Cause-of-Death Mortality
Competing risks framework Standard survival data measure the length of time
from the time origin until the occurrence of some events; for human population, one
is interested in the duration between the time of birth and the time of death (frailty
time in other framework). This is called the lifetime and is represented by a random
variable τ , with survival function Spaq “ Ppτ  ą aq, for an individual with gender
 ( “ f for female or  “ m for male). This is the probability for an individual
with gender  to survive until age a. As usual, the information is often expressed in
terms of hazard rate (also called force of mortality in actuarial sciences), defined as
the probability to die before age a` da for an individual alive at age a:
µpaq “ Ppa ă τ
 ď a` da | τ  ą aq
da
“ ´d lnpS
paqq
da
. (4.1)
At this elementary stage, as in Elandt-Johnson (1976), we assume that in each
group, females or males, each individual with gender  is assigned a vector of poten-
tial lifetimes pτ 1 , τ 2 , ..., τ dq corresponding to the d causes of death. The d causes of
death are modeled by d lengths of time, that is to say d competing clocks, denoted
τ 1 , τ

2 , ..., τ

d. The death occurs when the first event corresponding to one of the d
causes of death occurs: that is when the first clock rings. In other words, the lifetime
of an individual τ  is defined as the minimum between the different lengths of time:
τ  “ min
1,...,d
τ i . In terms of survival function, we have:
Spaq “ Ppτ 1 ą a, ¨ ¨ ¨ , τ d ą aq. (4.2)
To study the lifetimes associated to causes of death, we need the correspond-
ing marginal survival functions. In particular, to model changes in cause-of-death
mortality, as a reduction of deaths due to cause i, the survival function has to be
expressed with the marginal distribution Si paq “ Ppτ i ą aq and these have to be
estimated from the data. In practice, when looking at a sample of lifetimes, we
observe for a given individual, the age at death and the cause from which this in-
dividual dies. In the competing risks framework, this means that we observe the
minimum of the d competing clocks, and that we know what is the clock which rang
first. However, we do not observe the clocks for the other causes of death. Since
marginals are not observable, dependence assumptions between causes of death have
to be set.
On the dependence structure It is well known that, without additional assump-
tion, it is impossible to identify the dependence structure of the joint distribution
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and their marginal from the data (Tsiatis (1975)). A considerable literature has been
devoted to the competing risk model for cause-of-death mortality, starting from the
independent case (Chiang (1968)) to more complex dependence structures. Carriere
(1994), Kaishev et al. (2007) and Dimitrova et al. (2013) have worked on the theory
of copula fonctions to model dependence: they have been interested in modeling
density function and survival curve. Alai et al. (2015) have studied causal mortality
shocks with a multinomial logistic model. They have studied and modeled the death
probabilities. Also models incorporating observed individual risk factors (see e.g.
Manton (1986a), Rosen (2006) and Girosi and King (2006)) and unobserved ones
(frailty models, see e.g. Vaupel and Yashin (1983) and Manton et al. (1986b)) have
been developed. More recently, cointegration analyses have been applied to causes
of death studies (see Arnold and Sherris (2013), Arnold and Sherris (2015a), Arnold
and Sherris (2015b)). In that framework, cointegration is used to model dependence
between the cause-of-death mortality rates.
Nonetheless, the independence assumption between cause-of-death durations is
widely used (see e.g. Prentice et al. (1978), Tsai et al. (1978) and Wilmoth (1995),
Putter et al. (2007)). Even if we agree with many authors on the partial irrelevance
of this assumption, that can unfortunately not be tested in practice, it contributes
to considerably simplify the further developments of this study. In particular, the
marginals are directly estimated from the data (see the discussion below). Moreover,
under the independence assumption, we can already highlight interesting effects of
cause removal on the population dynamics.
Independence assumption Under the independence assumption between causes
of death, the survival function defined in Equation (4.2) can be expressed with the
marginals: Spaq “śdi“1 Si paq. In this way, the hazard rate of the individual lifetime
is the sum of the hazard rates by cause: µpaq “ řdi“1 µipaq, where µi is such that
Ppτ i ą aq “ exp
`´ şa
0
µipsqds
˘
. The rate µipaq is called the net force of mortality
for cause i, gender  and age a. Formally, this corresponds to the probability to die
instantaneously if only cause i exists, given the survival at age a:
µipaq “ Ppa ă τ

i ď a` da | τ i ą aq
da
. (4.3)
As already described, the cause-specific durations are not totally observable in
practice. However, from the data one can estimate the distribution of τ i for all
individuals that died from cause i, because in this specific case the duration τ i is
completely observed. In other words, it is possible to estimate the quantity
Ppτ i P ra, a ` daq, τ  “ τ i q. By independence between the cause-specific durations,
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this quantity is equal to
Ppτ i P ra, a` daq, τ  “ τ i q “ Si paqµipaqda
ź
k‰i
Skpaq “ Spaqµipaqda.
This way, it is possible to recover the net force of mortality by
µipaq “ Ppτ

i P ra, a` daq, τ  “ τ i | τ  ą aq
da
.
In the actuarial literature, the right hand side of the previous equation is called the
crude force of mortality. Under the independence assumption, it can be directly es-
timated form the data. The fact that net and crude mortality forces are equal under
the independence assumption is a fundamental result which considerably simplifies
the estimations.
Cause-of-death removal To address the impact of cause-of-death reduction or
removal, a rigorous definition is needed. In the competing risks literature, two
possible definitions have been introduced and tested: ignore or eliminate, see e.g.
Elandt-Johnson (1976) and Dimitrova et al. (2013).
(i) To ignore The first one says that if cause k is ignored, then the lifetime becomes
τ p´kq “ min1ďiďd,i‰k τ i . In this case, the survival function is replaced by Ppτ p´kq ą tq.
Under the ignoring definition, the random variable τ p´kq can be interpreted as the
lifetime in the world where cause k does not exist.
(ii) To eliminate The other definition is the elimination: in this case, the lifetime
is now conditioned to the fact that τ k grows to infinity, that is the survival function
is replaced by Ppτ  ą t | τ k Ñ `8q. This models the fact that the cause still
remains, but its associated lifetime is postponed to an arbitrary value.
Despite their difference in terms of interpretation, in the case where the τ i are
independent, the two definitions are equivalent. This is another fundamental conse-
quence of the independence assumption. In our case, we will use the term remove
to refer to both definitions.
We will also refer to cause-of-death reduction: we say that cause k is reduced by a
factor α P r0, 1s for individuals with gender  if the death rate µpaq becomes:
p1´ αqµkpaq `
ÿ
1ďiďd,i‰k
µipaq.
Debate on temporality of death rates It is well known that mortality is im-
proving over the years. This is captured for example by the increase in life ex-
pectancy which reflects the fact that individuals belonging to recent generations are
living longer. In particular, the time evolution of mortality differs across age classes.
In this paper, as a first step, we consider time-invariant death rates (and also fertility
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rates), although the modeling framework can be described with time varying demo-
graphic rates. Whereas the purpose of our paper is not to forecast cause-specific
mortality rates, we are interested to forecast the population itself with current fer-
tility and cause-of-death mortality rates, and possibly population flows, in order to
analyse the deformation of the age structure in this special setting. This is known
as the stable population framework which is standard in demography. Although,
it does not provide realistic population forecasts, this framework already allows to
understand and interpret some short and long term impacts of a change in current
cause-of-death mortality on the population age pyramid.
4.2.2 Population Dynamics
Cause-of-death mortality rates are useful to understand the distribution of individual
lifetimes in a static population made of both men and women. However, this does
not tell something about the time evolution of the whole population, in particular
its interdependence with birth patterns and mortality reduction.
Two-sex birth-death process with age structure The simple one-sex popu-
lation model is the well known birth-death process, in which birth and death rates
are constant. While applied demographers primarily worked with one-sex popula-
tion models, many sociological applications required two-sex models that explicitly
address matching of females and males into couples. Some important applications
such as "marriage squeeze", i.e. the impact on marriage of an imbalance between
males and females (see e.g. Schoen (1983), Guilmoto (2012)), further investigated
age-structured models that keep track of the age distributions of single females and
single males as well as the joint distribution of ages across couples. In fact, dealing
with gender classification has become natural as census and national data make this
distinction for a long time. There is now a sizable literature on two-sex popula-
tion models both with and without age structures (see e.g. Keyfitz (1972), Iannelli
et al. (2005)). However, these two-sex population models do not embed cause-of-
death analysis, which is the purpose of the present paper which focuses on both
deterministic and stochastic two-sex birth-death processes with age structure and
cause-of-death mortality. In order to understand the behavior of the population over
time, in particular that of the age pyramid, we first need to specify how individuals
give birth. The age pyramid (see Figure 4.3 for an illustration) is a crucial quantity
of interest for pure demographic analysis, but also public pension pay-as-you-go sys-
tems. As for private insurers, this is crucial to understand how national mortality
data is computed, especially how a biased knowledge on birth patterns and corre-
sponding age pyramid can lead to misevaluation of reference mortality rates (see
Cairns et al. (2014)). Further investigation on the impact of (heterogenous) birth
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patterns is carried out in Bensusan et al. (2010–2015).
Female fertility In our model, each individual with gender  and age a gives birth
to new individuals (of age 0) with rate bpaq. In a stochastic setting, the first time
of birth T b , for an individual with gender , is given by its marginal distribution
PpT b ą aq “ exp
`´ şa
0
bpsqds˘. As this individual can give birth to more than
one individual, the times of birth occur as the jumps of a non-homogenous Poisson
process with rate a ÞÑ bpaq, until the parent dies. At birth, the new individual of
age 0 is a female (f) with probability p and a male (m) with probability 1 ´ p. In
our application, we assume that only a female can be the cause of the arrival of a
new individual in the population. This choice is driven by the lack of data on male
birth rates, in particular the age of the father at birth of his children. So the birth
rate for any individual of gender  and age a can be written bpaq “ bpaq1f pq, where
1f pq is the indicator function defined as 1f pfq “ 1 and 1f pmq “ 0. In this model,
only each female has an intrinsic birth rate bpaq, so we do not take into account the
impact of the relative number of males and females in the population on the birth
patterns. This has been the topic of several models and debates in demographic
studies. In particular, this could be of interest to model events such as shocks in
birth patterns prior and posterior to world wars. Also, the general setting can be
useful to test several assumptions on the link between the birth rate and the whole
population. This issue is left for further research.
Deterministic population model How does the population evolve over the
years? In particular, what is the dynamics of the age pyramid over time? The
first models which tried to address these questions were deterministic population
models. They go back to McKendrick (1926) and Von Foerster (1959) and focus on
the quantity gp, a, tq of individuals with gender  and age a at time t (see also Ian-
nelli et al. (2005) and the brief review in Tran (2008)). The population structured
by gender is described by the vector
gpa, tq “
˜
gpf, a, tq
gpm, a, tq
¸
.
First, individuals with non-negative ages evolve according to deaths over time, that
is
p Ba ` Btqgpa, tq “ ´Qpaqgpa, tq, (4.4)
where Qpaq “
˜
µf paq 0
0 µmpaq
¸
. This equation corresponds to the transport com-
ponent: it states that individuals are aging over time and that the number of indi-
viduals is decreased by the number of deaths. Now, at a given time t, the number
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of newborn is given by the sum over all newborns of all females with any age, and
added to the gender class depending on the probability at birth, that is
gp0, tq “
ˆż
R`
gpf, a, tqb paq da
˙˜
p
1´ p
¸
. (4.5)
This is called the renewal component, which sets some boundary condition on the
space of ages. Initially, at time 0, the age pyramid is given by some initial condition
gpa, 0q “ g0paq for each a ě 0. Equations (4.4) and (4.5) form what is called
the McKendrick-Von Foerster equation. Note that this formulation exhibits an
autonomous behavior of the female population, and that the renewal of the male
population can be computed based on the female population at time t. Note also
that we deal with "quantities" of individuals as gpf, a, tq and gpm, a, tq are real
numbers: this represents the average population quantity. A first advantage of the
deterministic equation is to be numerically very fast to compute through an explicit
discretization scheme, and thus provides first insights on the average dynamics.
The numerical scheme The deterministic equation can be computed in the
following way. Let ∆t be the discretized time step. Let also G denote the grid
t0,∆t, 2∆t, ...u on R`, and G` denote the grid G without 0. We start with an initial
population g0paq for a P G, with g0paq the quantity of individuals of age in ra, a`∆tr
for each gender  in the initial population. The explicit numerical scheme can be
written
gpa`∆t, t`∆tq ´ gpa, tq “ ´Qpaqgpa, tq∆t, @a P G`
gp0, tq “
ÿ
aPG`
gpf, a, tqb paq∆a
˜
p
1´ p
¸
, where ∆a “ ∆t,
gpa, 0q “ g0paq, @a P G.
(4.6)
To clarify the simulation steps, we describe how to proceed recursively. Suppose
that the population at time t has been computed. From the first line of (4.6), for
a P G, one can compute
gpa`∆t, t`∆tq “ pI ´∆tQpaqqgpa, tq,
where I denotes the 2 ˆ 2 identity matrix. Then, one gets from the second line of
(4.6), where t is replaced by t`∆t,
gp0, t`∆tq “
ÿ
aPG`
gpf, a, t`∆tqb paq∆t
˜
p
1´ p
¸
.
This leads to the whole population at time t`∆t.
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From deterministic to stochastic population The deterministic equation is
useful to understand the evolution of the "average" age pyramid, in the sense that
gp, a, tq represents the average quantity of individuals with gender  and age a at
time t. But in practice, we are not only interested in the age pyramid, but also in
non-linear quantities such as the dependency ratio. This is defined as the number
of people aged above 65 divided by the number of individuals aged between 15 and
65. Let us denote gtpaq “ gpm, a, tq` gpf, a, tq the quantity of people aged a at time
t. Let us also introduce the notation gtpra1, a2qq “
ş
ra1,a2q gtpaqda for the quantity of
individuals with age a P ra1, a2q at time t. Formally, the dependency ratio computed
from the deterministic equation can be defined as
rt “ gtpr65,8qq
gtpr15, 65qq .
The assumption of a deterministic population pattern is obviously not realistic.
In practice, one deals with finite size populations in which individuals have random
lifetimes and times of birth. What is then the stochastic population dynamics?
Before introducing the stochastic point of view, let us focus on the corresponding
stochastic dependency ratio, say Rt. We want to underline that the average depen-
dency ratio E rRts cannot be directly computed from the deterministic equation, as
it is not equal to the ratio of the average population, rt. To further analyse the
stochastic behavior and make the link with its deterministic counterpart, let us first
describe the stochastic representation.
Analogously to the deterministic counterpart, let us denote Zt pra1, a2qq the num-
ber of individuals with age a P ra1, a2q and gender  at time t. The difference
is that we deal here with (random) numbers of individuals as we are in the mi-
croscopic stochastic setting. The population Zt , which is in fact a measure on
the space of ages, evolves over time according to random births and deaths with
rates described at the beginning of this section. Let us introduce the total number
Ztpra1, a2qq “ Zft pra1, a2qq`Zmt pra1, a2qq. In this microscopic setting, the stochastic
dependency ratio is defined as
Rt “ Ztpr65,8qq
Ztpr15, 65qq .
As mentioned in Bensusan et al. (2010–2015) (see also the discussion in Fournier
and Méléard (2004)), as individual birth and death rates do not depend on the whole
population, the average population density satisfies E rZtpra1, a2qqs “ gtpra1, a2qq,
provided that such density exists. However, the dependency ratio Rt is a non-linear
quantity. In particular, one can write the definition of the covariance to get
rt “ E rRts ` Cov
ˆ
Rt,
Ztpr15, 65qq
gtpr15, 65qq
˙
.
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That is, the deterministic dependency ratio rt is the average dependency ratio E rRts
plus a corrective term related to the covariance between the dependency ratio and
the deviation of the number of people aged [15,65) from its mean. This shows
that the stochastic dependency ratio with finite population is obviously not well
described by the deterministic equation. Therefore, a proper stochastic framework is
needed. In addition, one can be more precise about the link between the stochastic
representation and its deterministic counterpart. At the core of what are called
individual-based models is the micro-macro consistency: at the microscopic scale,
the population behaves stochastically whereas if the number of individuals is "large",
the behavior is described by deterministic equations that are classical in demography.
In the following, we briefly highlight the large population point of view and then
describe the intuitive stochastic simulation procedure.
Link between stochastic and deterministic models One main advantage of
such stochastic model is its micro-macro consistency. If the number of individuals
increases to infinity, the stochastic dynamics tends to the deterministic pattern
described by Equations (4.4)-(4.5). Let us introduce the vector Zt “
˜
Zft
Zmt
¸
, and
recall that each component defines a measure on the space of ages. In particular,
Ztpra1, a2qq is the number of individuals for each gender and ages in ra1, a2q at
time t. To get a large population limit theorem, it is assumed that the size of the
initial population tends to infinity proportionally to a scaling parameter K ě 1.
We consider a sequence of population processes pZKt qtPr0,T s with initial population
ZK0 . A non-degenerate process appears in the limit if each individual is weighted
1
K
:
the renormalized population process is defined by Z˜Kt :“ 1KZKt . The convergence
to the deterministic limit solution to (4.4)-(4.5) is stated in the following theorem.
We state it in a summarized way and refer to Tran (2006) and Bensusan et al.
(2010–2015) for the technical details.
Theorem 4.1. Assume that there exists a finite and deterministic measure g0paqda
such that Z˜K0 converges in distribution to g0 as K Ñ `8 and that
supK E
”
Z˜K0 pr0,8qq2
ı
ă `8. Then the sequence of measure-valued processes
´
Z˜K
¯
KPN˚
converges in distribution towards the continuous and deterministic process g., which
satisfies the McKendrick-Von Foerster equation (4.4)-(4.5) (in a weak sense).
Remark 4.1. Note that one can also find in the literature central limit theorems for
age-structured populations, which state that the convergence is achieved with speed?
K, see for example Wang (1977), Oelschlager (1990) and Tran (2006).
Simulation of the stochastic scenarios We detail here the simulation proce-
dure described in Bensusan et al. (2010–2015) (see also Tran (2006)). The idea of
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the simulation procedure is to generate candidate times of event for the population,
and for each of them, decide if a real change happens or not. At each candidate
time, we pick an individual in the population. According to this choice, we decide if
an event (birth or death from a cause) occurs or not. This approach is based on the
simulation of a simpler process with more jump times and some of them are deleted
with a rule leading to the desired distribution for the population process. This pro-
cedure is analogous to the thinning procedure for point processes. This simulation
technique is required since demographic rates depend on age which introduce time
dependency.
Assumption 4.1. (Bounded intensities) Denote X “ tf,mu the set of possible
gender. There exists positive constants b¯ and pµ¯iqdi“1 such that for all p, aq P XˆR`,
bpaq ď b¯, µipaq ď µ¯i. Let µ¯ “
řd
i“1 µ¯i.
We describe below the simulation procedure.
Algorithm 4.1. Start at time T “ 0 with a given population ZT of size NT .
Step 1.
Simulate a r.v. τ „ Expppb¯` µ¯qNT q and set T ` τ as the next candidate time.
Step 2.
Form the population ZT`τ by adding τ to all ages in ZT .
Step 3.
Pick an individual I uniformly in the population ZT`τ , with gender and age pI , aIq,
and compute his probabilities to give birth (B) and to die for cause i (Di), denoted
respectively pb and pi for i in v1, dw: pb “ b
I paIq
b¯`µ and pi “ µ
I
i paIq
b¯`µ . Let also define
po “ 1´ pb ´řdi“1 pi the "no event" probability.
Step 4.
Generate a potential event E P tB,D1, ..., Dd, Ou with probability pb, p1, ..., pd, po:
(i) If E “ B (birth) then generate 1 in tf,mu with probability pp, 1 ´ pq and add
the individual p1, 0q to ZT`τ .
(ii) If E “ Di (death for cause i) then remove the individual pI , aIq from ZT`τ .
(iii) If E “ O (no event) then nothing happens.
Let T Ð T ` τ and go to Step 1.
This algorithm is simple and only involves the computation of uniform random
variables which can be used to generate τ, I, E and 1. Note also that at each candi-
date time of event, only one individual is checked so that only one intensity function
is computed. Remark that for numerical efficiency, the four random variables τ, I, E
and 1 needed can be generated using only one uniform random variable.
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4.3 Data
We choose to apply our model to the French population with birth and death rates
for the year 2008. We use data from the World Health Organization (WHO) for the
cause-of-death mortality rates and the French National Institute for Statistics and
Economic Studies (INSEE) for the birth rates and the initial age pyramid. TheWHO
has developed a tool to classify causes of death: the International Classification of
Diseases (ICD). The database assembles deaths by cause of death, year, age and
gender since approximately 1950 in about 225 countries. In this section, we present
the data and the estimation methods for the mortality and fertility rates.
Cause-of-death mortality rates WHO provides the number of deaths by cause,
gender and five-year age-class, and the exposure to risk by gender and age-class. We
estimate death rates by the number of deaths over the exposure to risk (see e.g.
Delwarde and Denuit (2006)). The exposure to risk corresponds to an estimation of
the average time during which the population of interest is alive, here, the mid-year
population. We denote Dipaq the number of deaths due to cause i with gender  at
age a, and ERpaq the exposure to risk for gender  and age a. Under the assumption
of independence between cause-specific durations (see Section 4.2.1), the net force
of mortality can be estimated from the data by
µˆipaq “ D

ipaq
ERpaq .
Data on deaths are provided for age-classes of five years, except classes "0","1-4"
and "95+", therefore we assume the mortality to be constant within each age-class.
Moreover, the number of deaths by cause of death are classified until the age-class
"95 years and more" while the data on exposures to risk are classified until the
age-classe "85 years and more". To use information on the number of deaths for
age-classes "85-89", "90-94" and "95 years and more", we approximate the cause-of-
death mortality rates using exposures to risk from the Human Mortality Database
(HMD) from the corresponding age-classes˚.
In the International Classification of Diseases (ICD) for France, deaths are clas-
sified according to 4563 different cause labels. Based on previous papers (Alai et al.
(2015), Arnold and Sherris (2015a)), we have chosen to regroup causes of death in
six categories: cancers, diseases of the circulatory system, diseases of the respiratory
system, external causes, infectious and parasitic diseases (in short: I&P) and all the
others causes brought together, see details on Table 4.1. The three main causes
of death are cancers, diseases of circulatory system and the category other causes.
˚We compared exposures to risk from HMD and WHO for the entire age range and year 2008.
The relative difference between the exposures to risk is lower than 2%.
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More precisely, other causes regroup mainly the diseases of the nervous system (21%
of other causes), metabolic diseases (16%), diseases of the digestive system (13%)
and mental disorders (12%). Infectious and parasitic diseases, diseases of respiratory
system and external causes are less represented in the total deaths but represent an
important part of deaths for some ages. For example, external causes represent 55%
of deaths for individuals between ages 10 and 20, and 46% of deaths for individuals
between ages 20 and 40. By comparison, death rates for external causes impact
more specifically ages from ages 10 to 40, while cancers impact more generally ages
above 40.
Cause label %
Cancers 30 %
Other causes 28 %
Diseases of the circulatory system 27 %
Diseases of the respiratory system 6 %
External causes 7 %
Infectious and parasitic diseases 2 %
Total 100 %
Table 4.1: Deaths repartition by cause for the French population in 2008
On the whole, the different categories of causes of death impact differently the
age-classes and genders. It is illustrated in Figure 4.1, which represents the death
rates by cause, gender and age. As external causes mainly represent the accidents, it
is interesting to note that the accident hump of aggregate mortality, which impacts
more males, is essentially reflecting these external causes. More generally, it is clear
that causes of death impact very different age ranges. This suggests that a drop in
some cause-of-death mortality would modify the population age structure in a very
specific manner. This is studied in the next section.
Fertility rates Fertility rates by age for females are provided by the INSEE. As
for the mortality rates, they are estimated by the ratio between the number of births
by the age of the mother at birth and the exposure to risk (see INSEE (2011)). Let
us denote Bpf, aq the number of births by age a of the mother at birth and ERpf, aq
the female exposure to risk at age a. The fertility rate is estimated by the INSEE
as follows:
bˆpaq “ Bpf, aq
ERpf, aq .
Birth rates by age of the mother at birth in 2008 for France are represented
in Figure 4.2. We observe the particular form of the birth rates: the intensity is
maximal around age 30 and the distribution is almost symmetric. On the whole,
254
4.3. DATA
0 20 60 100
−1
4
−1
2
−1
0
−8
−6
−4
−2
0
Death rate for 
 infectious diseases in 2008 
Age
ln 
m
u
Men
Women
0 20 60 100
−1
4
−1
2
−1
0
−8
−6
−4
−2
0
Death rate for cancers in 2008
Age
ln 
m
u
Men
Women
0 20 60 100
−1
4
−1
2
−1
0
−8
−6
−4
−2
0
Death rate for 
 circulatory diseases in 2008 
Age
ln 
m
u
Men
Women
0 20 60 100
−1
4
−1
2
−1
0
−8
−6
−4
−2
0
Death rate for 
 respiratory diseases in 2008 
Age
ln 
m
u
Men
Women
0 20 60 100
−1
4
−1
2
−1
0
−8
−6
−4
−2
0
Death rate for 
 external causes in 2008
Age
ln 
m
u
Men
Women
0 20 60 100
−1
4
−1
2
−1
0
−8
−6
−4
−2
0
Death rate for 
 other causes in 2008
Age
ln 
m
u
Men
Women
Figure 4.1: French death rates by cause, gender and age for year 2008
the age range to give birth is between ages 15 and 50.
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Figure 4.2: Birth rates by age of the mother in 2008
As detailed in Section 4.2, a newborn can be a female with probability p and a
male with probability 1´p. The probability p is derived from the data on the French
population age pyramid, provided by the INSEE. We estimate the probability p as
the ratio between the number of female births in year 2008 and the total number of
births in year 2008. We estimate that in France, in 2008, the probability to be born
as a female is equal to pˆ “ 0.4886.
4.4 Results
In this section, we present the results of the simulations of the stochastic scenarios
and the deterministic large population model. In the first part, we simulate the
population dynamics while considering all causes of death in order to get some
reference scenario. The time evolution of the dependency ratio (i.e. the number of
individuals aged above 65 divided by the individuals between 15 and 65) already
provides many insights regarding the long term impact of the initial population and
the level of current birth and death rates. In the second part, we remove each
cause of death to test the impact on the population age structure. As expected,
the higher the cause-of-death mortality, the bigger the impact on the age pyramid.
Finally, in the third part, we study the impact of a cause-specific reduction on the
population age structure. We focus in particular on cancer and external causes and
investigate how the age pyramid is affected if each cause is modified to get the same
improvement in life expectancy.
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4.4.1 Reference Scenario
Stochastic scenario First, we model the population dynamics from 2008 to 2108,
considering the general mortality. We perform the simulation of a single stochastic
scenario from the microscopic model described in Section 4.2.2, based on Algorithm
4.1 and an initial population with size 100 000. On Figure 4.3, we represent the
2008 initial population with grey lines and the final 2108 population in color (males
in blue, females in pink). As explained in Section 4.3, the initial population is based
on the structure of the French population. In the initial population, we observe
more individuals between ages 40 and 70 representing the "Baby Boom" generation.
In 2108, we see that the population is almost globally uniformly distributed up to
age 70, and then decreases in an exponential form. This shape is stable and will be
analysed in the deterministic scenarios section. The aging of the population is visible
on Figure 4.4 which represents a path of the age dependency ratio with an initial
population of 100 000 individuals. The age dependency ratio is increasing until the
individuals from the "Baby Boom" generation die and then becomes stable due to
time-independent birth and death rates. With this first analysis, we capture the
order of magnitude of the dependency ratio and we address the impact in time of
the "Baby Boom".
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Figure 4.3: Initial (100 000 individu-
als) and final population pyramids
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Figure 4.4: Age dependency ratio from
2008 to 2108
Deterministic scenario The large population equation (4.4)-(4.5) allows to com-
pute the deterministic evolution of the population, in particular the whole age pyra-
mid and the old-age dependency ratio. Here, numerical insights about the stochastic
behavior cannot be addressed, but the virtue is that the numerical computation is far
faster, as it amounts to discretize a partial differential equation (see Section 4.2.2).
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We first plot in Figure 4.5 the evolution of the dependency ratio for 100 years. This
represents, up to the discretization error, the evolution of the dependency ratio un-
der the large population framework. Note that it is the dependency ratio for an
"infinite" population, and not the average dependency ratio of any finite-size popu-
lation. From the large population equation, it is possible to draw the deterministic
scenario in the long time. On Figure 4.6, we represent the deterministic evolution
of the dependency ratio over 300 years. Obviously, this time horizon does not make
sense in itself, in particular regarding the assumption of time-independent death
rates. But it provides the value of the asymptotically stable age dependency ratio.
The long-term stabilization of the age pyramid is a well known fact in demography
in a time-invariant rates setting. In the Appendix, we sketch the main results on
the stable age pyramid in the deterministic model and the closed-formulas for its
shape.
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Figure 4.5: Age dependency ratio from
the limit equation from 2008 to 2108
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Figure 4.6: Age dependency ratio from
the limit equation from 2008 to 2308
4.4.2 Cause-of-Death Removal
Based on numerical simulations of the microscopic model, we test the impact of
removing each of the six causes of death. We now start with an initial population
of size 10 000 to allow the computation of several stochastic scenarios and thus
gain insights on the demographic fluctuations. The impacts of cause-removal on
the old-age dependency ratio are plotted in Figures 4.7a to 4.7f, with 10 scenar-
ios. As expected, the causes with low death rates (infectious and parasitic diseases,
respiratory diseases, external causes) lead to lower differences with respect to the ref-
erence scenarios. Besides, these differences are partly hidden with the demographic
stochasticity. On the whole, comparisons between cause removal scenarios are not
easy since the importance of each cause is quite different. Moreover, complete re-
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moval of one important cause can be considered as unrealistic. In the following, we
focus on cancer and external causes and investigate how the age pyramid is affected
if each cause is modified to get the same improvement in life expectancy.
4.4.3 Cause-of-Death Reduction
For this numerical experiment, we focus on the two following causes: cancer and
external causes. They are known to have a different mortality structure: cancer has
an important impact on ages above 40, whereas external causes embed the accident
hump and impacts mainly ages around 25 (see Figure 4.1). Therefore, we want to
compare several scenarios:
(i) The first one is the reference scenario, computed with current birth and cause-
of-death rates. Life expectancies at birth are 84.4 and 77.7 years for females and
males respectively.
(ii) The second one is obtained by removing external causes. Under the assumption
of independent causes of death, life expectancies at birth are 85.1 and 79.1 years for
females and males respectively.
(iii) The last scenario is obtained by cancer reduction in the following way: each
female and male reduction factor, αf and αm respectively (see Section 4.2.1), is
computed so as to replicate the same life expectancy as in the scenario of external
causes removal. This implies a reduction of cancer death rates by αf “ 24.6% and
αm “ 35% for females and males respectively.
Comparing (ii) and (iii), we are interested in the evolution of the age pyramid
knowing that life expectancies are equivalent in the two scenarios.
Deterministic scenarios The deterministic scenario can be computed using the
large population equation. In Figure 4.8, the evolution of the age dependency ratio
is plotted under the three parameter configurations (i), (ii) and (iii). The scenario
(ii) removing the external causes is presented, and compared to the scenario (iii)
of cancer reduction. Recall that males and females life expectancies are equivalent
in both scenarios (ii) and (iii). We are then interested in analysing the impact of
each scenario on the population age pyramid. In all cases, the age dependency ratio
is higher than the reference scenario. However, the cancer reduction scenario leads
to a higher dependency ratio compared to that of external causes reduction. This
is explained by the fact that mortality due to cancer impacts mainly higher ages,
especially ages at which people do not give birth anymore, so that the effect is only
to extend life. As for the mortality due to external causes, it mainly impacts ages at
which people can give birth. The removal of external causes has two main effects:
as for cancer, the first one is to make people live longer, but at the same time many
people who did not die from external causes (e.g. accidents) at young ages will give
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Figure 4.7: Age dependency ratio from 2008 to 2108
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birth. This population renewal increases the proportion of young people and makes
the age dependency ratio lower than that with a reduction in cancer. One can find
other demographic studies dealing with the counter-intuitive fact that a reduction
in mortality do not necessarily lead to older populations; it can even lead to younger
populations (see e.g. Keyfitz (1968)). As we see, the impact on the whole population
depends on the ages at which mortality decreases. Different causes impact different
ages and thus different populations will result when some causes are reduced or
removed.
Remark 4.2. Note that external causes impact mainly men, whereas our model
assumptions result in a number of births depending only on the female population.
In case of removal of external causes, the number of births will increase due to the
part of the female population that do not die from external causes, but this could be
reinforced if a birth rate would have been defined for males.
In Figure 4.9, the time evolution of the population size under these three sce-
narios is plotted. It is interesting to note that, even if the age composition becomes
stable over time, the population size is still decreasing. This is not consistent with
real demographic insights but this can be explained by the fact the migration flows
are not taken into account in these simulations. This is tested and discussed in
the following subsection. As expected, the population size is higher under cause
removal scenarios. In the short term, cancer reduction leads to a bigger population
since more individuals survive. However, in the medium-long term, the removal of
external causes leads to a higher number of individuals due to the additional effect
of the increasing number of births. On the whole, the size evolution depends on the
cause which is reduced.
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Figure 4.8: Age dependency ratio over
100 years from the limit equation
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Stochastic scenarios Stochastic scenarios are interesting to get additional in-
sights on the random pattern of the dependency ratio and the magnitude of the
demographic noise linked to the finite size of the population. Scenario (ii) of exter-
nal causes of death removal is depicted in Figure 4.10, whereas scenario (iii) (cancer
reduction) is added in Figure 4.11. All stochastic scenarios are computed starting
with an initial population with size 10 000. For such size, to distinguish both sce-
narios is a hard task, making previous conclusions less striking with small samples.
However, we argue that real national population sizes are more in accordance with
"large population" patterns (see Figure 4.4 for an initial population size of 100 000).
Unfortunately, testing it numerically would require computer resources that we do
not have, and is beyond the scope of the present paper.
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Figure 4.10: Age dependency ratio
from 2008 to 2108: External causes re-
moval (10 scenarios)
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4.4.4 Sensitivity to Population Flows and Fertility
We address here the sensitivity of our results to several assumptions on migration
flows and fertility rates. We emphasize that population flows are computed here in a
first basic approach, therefore we keep in mind that what we call "migration" is not
measured properly in terms of pure demographic analysis. However, our approach
is made so as to replicate the data and allows us to observe several interesting
patterns. We first detail how the migration rates are computed and then present nine
scenarios with several fertility and migration assumptions. On the whole, our results
persist with the inclusion of migration at several levels: the dependency ratios differ
between the two scenarios (cancer reduction and external causes removal) even in
the short term, making our findings stronger when population flow effects are taken
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into account.
Population flow estimation As for the whole study, we focus on year 2008
for the computation of migration indicators. Migration flows are computed as the
difference between the population at the end and the beginning of 2008, augmented
by the number of deaths during this year. We approximate the population at the
end of the year 2008 by the population at the beginning of year 2009. Let us denote
M paq the population flow per gender  and age a in year 2008. It is computed as
follows:
M paq “ N 2009pa` 1q ´N 2008paq `Dpaq,
where N t paq is the number of individuals with gender  and age a at the beginning
of year t, and Dpaq is the number of deaths with gender  and age a during the year
2008. Since data on deaths are available until the one-year age-class 98˚, we perform
this computation for ages below 98 and assume that ages greater than 99 do not
participate into population flows. This is a reasonable assumption since at old ages,
above 95, population flows are negligible. Estimated population flows M paq by age
class can be positive or negative. These are depicted in Figure 4.12. Let us denote
M `paq (resp. M ´paq) the population flow if M paq is positive (resp. negative), so
that M paq “ M `paq1Mpaqě0 ´ M ´paq1Mpaqď0. This way, for each age-class, we
do not capture the real number of emigrants or immigrants but only the surplus
or deficit. By abuse of definition, we will call M `paq (resp. M ´paq) the number of
immigrants (resp. emigrants). For the entire population in year 2008, population
flows implied a population surplus of 97369 individuals (males and females).
Figure 4.12: Estimated population flows in 2008 for females (left) and males (right)
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For the use of the population dynamics model, it remains to transform the pop-
ulation numbersM `paq andM ´paq into intensities. Let us first consider emigration:
˚INSEE: http : {{www.insee.fr{fr{themes{detail.asp?refid “ ir ´ irsocsd20133
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we assume that the emigrant number M ´paq is the result of the sum of emigration
intensities of each individual in the population. That is, the individual emigration
rate mpaq is estimated as mˆpaq “ M´paq
ERpaq , where ER
paq is the exposure to risk at
age a for individuals with gender  in the 2008 population. As for immigration, we
want to capture a total intensity, say Inatpaq, of arrival of an individual with age a
and gender  in the reference national 2008 population. Since the intensity Inatpaq
represents the average number of arrivals of individuals in age-class a over one year,
an estimator for this quantity is nothing but the number of immigrants in the year
2008, that is Iˆnatpaq “M `paq. However, it is natural to think that the immigration
flows depend on the size of the population at destination. Therefore we assume a
linear link with the initial population, so that if we start with an initial population
with size N  for gender , we use the immigration rate Iˆpaq “ N
Nnat
Iˆnatpaq, where
N nat is the size of the 2008 national population. Note here that the total immi-
gration rate is adjusted once at the beginning of the simulation and does not vary
with time: this is consistent to capture the proper order of magnitude but also not
to make it depend on the year to year variations of the population size, since in
practice there is no obvious demographic reason to do so.
Large population equation The sensitivities will be studied with the large pop-
ulation equation, including population flows. This is written as
p Ba ` Btqgpa, tq “ ´Q˜paqgpa, tq `
˜
If paq
Impaq
¸
,
gp0, tq “
ˆż
R`
gpf, a, tqb paq da
˙˜
p
1´ p
¸
,
where Q˜paq “
˜
µf paq `mf paq 0
0 µmpaq `mmpaq
¸
.
In this setting, the aging population is decreased by the number of deaths and the
number of emigrants, and is increased by the number of immigrants. The dynamics
of the births is the same as the case without population flows: the number of
newborn is computed as the sum of all newborn of all females, weighted by gender
probability at birth. The numerical scheme is a straightforward adaptation of that
described in Section 4.2.2.
Results We present nine deterministic scenarios with several fertility and migra-
tion assumptions. The scenario with current fertility and migration is displayed in
Figure 4.13e. In this reference scenario, the age dependency ratio stabilizes around
26% in the mid-term, and then increases to 30% in the long term. Note that previ-
ously, without population flows, the dependency ratio was around 40% in the mid
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and long-term (see Figure 4.8). In Figure 4.13e, the two other scenarios (ii) and (iii)
are also depicted. Interestingly, cause reduction scenarios exhibit different depen-
dency ratios levels in the short term, therefore making our findings more relevant
when population flows replicating the data are taken into account. The same con-
clusion holds for the other graphs, which present variations of fertility and migration
rates (variation of 25% of the current rates). Fertility scenarios can be read from left
to right: 75% , 100% and 125% of the current fertility rate, whereas the migration
scenarios are displayed from top to bottom: 75%, 100% and 125% of the current
migration rates. As expected, the higher are the fertility and migration, the lower
is the dependency ratio (see Figure 4.13i). Moreover, we note a sensitivity more
important on fertility (left to right) compared to migration (top to bottom). On
the whole, these results including population flows seems to be more in accordance
with real demographic insights.
4.5 Concluding Remarks
In this paper, we studied the impact of a decrease in cause-of-death mortality on
the whole population dynamics, including birth patterns and population flows. The
study of the whole population structure gives additional information compared to
previous studies on causes of death focusing only on mortality indicators. We based
our study on a stochastic individual based model which is micro-macro consistent.
This allowed us to compute stochastic and deterministic scenarios, and to study both
the demographic noise in the scenarios and the stable average age pyramid. Interest-
ingly, as causes of death impact different age ranges, the impact on the age pyramid
can be different. Numerical simulations based on French data illustrate that even
if life expectancy improves in the same way, the reduction of some causes of death
can lead to populations that are older (cancer) or younger (external causes) than
expected. One can think of many applications of our model, including the study of
pension systems. Indeed, the evolution of the age dependency ratio impacts directly
pay-as-you-go pension systems, whose stability is often monitored through the age
dependency ratio. This model can also help to study impacts on the population of
public awareness campaigns on cancers or road safety for example. Our modeling
framework is rather general and flexible, and it is possible at this step to further
investigate the impact of several assumptions regarding cause-of-death mortality,
fertility and migration. In particular, further improvements of our study could be
to take into account different dependence assumptions between causes of death at
the individual level.
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Figure 4.13: Age dependency ratio from 2008 to 2108 with variation of fertility and migration
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(c) Fertility 125%, Migra-
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Appendix
We present the asymptotic behavior of the deterministic age pyramid (see Iannelli
et al. (2005)). Let us first focus on the dynamics of the number of females derived
from Equations (4.4)-(4.5):
p Bag ` Btgq pf, a, tq “ ´µf paq gpf, a, tq
gpf, 0, tq “ p
ż
R`
gpf, a, tqb paq da
gpf, a, 0q “ g0pf, aq.
In the deterministic model, the number of children per female is
Rf0 “
ż
R`
bpaqe´
şa
0 µ
f psqdsda.
Then, the mean number of children per individual is given by R0 “ pRf0 . With our
data, in the reference scenario, we find Rf0 “ 1.97 and R0 “ 0.964. Note that the
first value Rf0 is of the same order of magnitude as the fertility statistics for France.
Note also that we are in the case R0 ă 1 so that the average population size decreases
after some time and goes to zero as time goes to infinity. In Figure 4.9, one can
see that the speed of decrease for the population size depends on the cause of death
which is under reduction. But up to some scaling, one can be more precise about
the age pyramid long term behavior. Let us introduce the characteristic equation in
λ,
p
ż
R`
bpaqe´λa´
şa
0 µ
f psqdsda “ 1.
The unique real solution λ˚ (say) is called the population intrinsic growth rate.
Since we have R0 ă 1, then λ˚ ă 0. Numerically, we find λ˚ “ ´0.00123 (reference
scenario) and we are in the sub-critical regime. It can be interpreted as follows:
this is the constant to be added to the death rate to get exactly one children per
individual, in other words to make the dynamics critical. One can now focus on the
long term behavior of e´λ˚tgpf, a, tq: this is known as the Sharpe-Lotka theorem.
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It states that the long-term age pyramid density for the female population can be
written, up to a renormalizing constant, as
φpf, aq “ e´λ˚a´
şa
0 µ
f psqds.
Now, from Equations (4.4)-(4.5), it can be shown that e´λ˚tgpm, a, tq converges up
to a normalizing constant to p1 ´ pq şR` φpf, aqbpaqda, and since gpm, a, t ` aq “
gpm, 0, tqe´ şa0 µmpsqds, we formally get
e´λ
˚pt`aqgpm, a, t` aq “ e´λ˚tgpm, 0, tqe´λ˚a´
şa
0 µ
mpsqds,
which converges as tÑ `8 up to a constant to e´λ˚a´şa0 µmpsqds. In other words, the
age pyramid density for males is given up to a constant by
φpm, aq “ e´λ˚a´
şa
0 µ
mpsqds.
So the age pyramid for males and female is governed both by mortality and natality,
since the solution λ˚ depends on these two. To conclude, the overall average age
pyramid density is given up to a renormalizing constant by
pφpm, aq ` p1´ pqφpf, aq.
The comparison between the average age pyramid at time 300 years and the
theoretical age pyramid is given in Figure 4.14.
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Figure 4.14: Comparison between the theoretical age pyramid and the age repartition
at time 300 for females and males.
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Chapter 5
Measuring mortality heterogeneity
dynamics with interval-censored
data:
Abstract
In this paper, our aim is to measure mortality rates which are specific to individual
observable factors when these can change during life. The study is based on longitudinal
data recording marital status and socio-professional features at census times, therefore the
observation scheme is interval-censored since individual characteristics are only observed at
isolated dates and transition times remain unknown. To this aim, we develop a parametric
maximum likelihood estimation procedure for multi-state models that takes into account
both interval-censoring and reversible transitions. This method, inspired by recent ad-
vances in the statistical literature, allows us to capture characteristic-specific mortality
rates, in particular to recover the mortality compensation law at high ages, but also to
capture the age pattern of characteristics changes. The dynamics of several population
compositions is addressed, and allows us to give explanations on the pattern of aggregate
mortality, as well as on the impact on typical life insurance products. Particular attention
is devoted to characteristics changes and parameter uncertainty that are both crucial to
take into account.
Keywords: Mortality heterogeneity, longevity risk, multi-state models, interval-
censoring, parametric maximum likelihood.
:Boumezoued, A., N. El Karoui, S. Loisel 2015, Measuring mortality heterogeneity dynamics
with interval-censored data. HAL preprint Id: hal-01215350
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5.1 Introduction
Mortality at the individual level is known to depend on several observable factors,
among the first ones age and gender. At a deeper level, one can have access to
datasets recording other observable characteristics, such as socio-economic features
or marital status. In this context, to capture mortality differentials depending on
several characteristics is a key issue to better assess longevity/mortality risk at sev-
eral levels. This paper is indeed motivated by reserving purposes regarding specific
insurance portfolios, but also by a population dynamics point of view. This point
of view, detailed in Bensusan et al. (2010–2015), allows to better understand how
aggregate mortality and other demographic quantities as the age pyramid evolve
with an underlying dynamic heterogeneity, based on populations evolving due to
characteristic-specific mortality rates but also birth rates, as well as characteristics
changes during life (see also Boumezoued (2015a)).
From a statistical point of view, in the case where these characteristics are stable
during life, classical survival analysis can be used to measure characteristic-specific
mortality rates. However, when these characteristics can change over time, the
model to be used is a multi-state model: a given individual switches from a state
to another until death, which is an absorbing state. The first advantage of such
model is to capture the characteristic-specific mortality rates but also the transition
intensities from a characteristic to another. This provides a measure of the level of
each possible transition in the model. Another advantage of such approach concerns
parameter uncertainty: as the whole dynamics is captured, this approach provides
the variance of the transition rates, as well as their correlations. This way, it is
possible to take into account estimation error in the life trajectories of a given group
of individuals.
To study life trajectories embedding characteristics changes, it is not possible to
use the classical survival analysis estimators as Kaplan-Meier for the survival curve
or Nelson-Aalen for the cumulative intensity. Indeed, such estimators will suffer
from several statistical biases when applied to life trajectories with several inter-
mediate states, since for example the user will proceed to an arbitrary distribution
of individuals by mode, set once for all, or because the terminal event (death in
most cases) is treated as independent censoring (see e.g. Joly et al. (2002)). The
statistical estimation of continuously observed multi-state models, involving clas-
sical censoring and truncation, can be performed by the standard non-parametric
estimator of Aalen-Johansen (see Aalen and Johansen (1978) and the book of An-
dersen et al. (1993)). Although the Aalen-Johansen estimator, as a generalization
of the Nelson-Aalen estimator in a multi-state framework, can be used with several
kinds of incomplete observations, its use requires to know the exact transition dates.
However in practice, the multi-state process is most often observed at some isolated
271
5.1. INTRODUCTION
times: indeed, in so-called longitudinal data related to medical visits or times of
census, the state of the individual (marital status, social class, ...) is known at in-
spection dates only. Even if this gives some information, the transition times remain
unknown: such observation scheme is called interval censoring. Note also that times
of death are often exactly recorded, so that in fact the observation scheme is mixed:
interval-censored intermediate states and exactly know absorbing state. Several de-
mographic and actuarial studies in this field tackle this issue by limiting the scope
to a discrete-time model, or making assumptions about the transition times in each
interval.
In the demographic and actuarial literature, one can find several studies focusing
on the statistical estimation of multi-state models in discrete time, or continuous
time with exactly known transition times. Many of them focus on health insur-
ance and Long Term Care (LTC). Gaüzère et al. (1999) estimate what is called
an irreversible illness-death process, a process with states 1=healthy, 2=illness and
3=death, where only transitions 1Ñ2, 1Ñ3 and 2Ñ3 are allowed. Gaüzère et al.
(1999) assume that transitions occur at the middle of the censoring interval, there-
fore uses the classical non-parametric framework of Aalen-Johansen since transition
times are given by data modification. Czado and Rudolph (2002) estimates the
transition intensities of multi-state model with Cox-proportional hazard model with
known transition times, whereas Helms et al. (2005) proposes to directly compute
the estimated transition probabilities by means of Aalen-Johansen estimator in this
context. Also, Levantesi and Menzietti (2012) focus on a discrete-time irreversible
illness-death model to study how transition probabilities change over time and mea-
sure the so-called systematic risk. Apart from specific LTC and health insurance
issues, the study of mortality differentials in general life insurance has also gained
recent attention for a better understanding of national mortality and a better assess-
ment of longevity/mortality risk. For example, Kwon and Jones (2006) and Kwon
and Jones (2008) calibrate a discrete-time multi-state model from Canadian health
longitudinal data (Canadian National Population Health Survey), and study the
impact of mortality differentials on typical life and health insurance mechanisms.
To our knowledge, no actuarial studies focused on the assessment of mortality
differentials in the presence of interval censoring, despite this is the main characteris-
tic of longitudinal data. In this context, our aim is to capture mortality differentials
with continuous age by means of reversible multi-state models when the data is
interval-censored. We first develop a parametric maximum likelihood estimation
procedure, which is inspired by recent advances in the statistical literature, and sec-
ond apply it to a representative sample of the French national population made by
the French institute INSEE, called Échantillon Démographique Permanent˚.
˚The authors thank H. Bensusan, as well as A. Frachot and A. Trognon for the access to a part
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In the statistical literature, several contributions focused on multi-state model
estimation with interval-censored data. On the whole, they can be classified de-
pending on the type of method (parametric, semi-parametric, non-parametric), the
class of multi-state models considered (illness-death reversible or not, competing
risk, general multi-state) and the Markov assumption (Markov, semi-Markov, non-
Markov). Since the seminal work of Kalbfleisch and Lawless (1985) in the case
of constant intensities, methods have been developed for irreversible illness-death
Markov models. In this context, one can find non-parametric approaches in e.g.
Frydman (1995) and Frydman and Szarek (2009), and both semi-parametric and
parametric methods in e.g. Joly et al. (2002), Commenges and Gégout-Petit (2007)
and Commenges et al. (2007) (see also Foucher et al. (2007) and Touraine (2013)).
As for reversible processes, one can find in the literature methods dedicated to spe-
cial cases of multi-state models and intensities, as Kang and Lagakos (2007) and
Titman and Sharples (2010) (see also Wei (2015)). Kang and Lagakos (2007) fo-
cused on maximum likelihood estimation for homogenous semi-Markov multi-state
models, assuming that at least one transition intensity is constant. Titman and
Sharples (2010) developed an alternative method based on phase-type waiting times
and hidden Markov chain models. Recently, Wei (2015) introduced a method based
on quasi-Monte Carlo methods applied to time-independent semi-Markov models.
The advantage of non-parametric methods is to overcome assumptions about
the shape of the transition intensities, which is also the case to some extent for
semi-parametric methods as smooth basis functions remain unspecified. This is par-
ticularly useful for applications for which we have no idea of the age structure of
these intensities. Unfortunately, in the case of small samples and/or high number
of interval-censored transition times, non-parametric methods may be unstable: the
use of parametric methods then captures, for such kind of data, a maximum amount
of information on the dynamics (see e.g. Foucher et al. (2007)). Let us emphasize
that for several statistical studies, it is more reasonable to implement a parametric
method taking into account interval censoring, rather than using a nonparametric
method assuming that transition times are known (see e.g. Touraine et al. (2013)).
Indeed, modifying the data by setting middle-interval transition times (or even uni-
formly distributed) leads to fix the age pattern of the transition intensities between
groups: to have intensities with jumps at fixed points for middle-interval assump-
tion, or to be constant on the interval for uniformly simulated transition times. In
this context, parametric methods allows to capture the age pattern of transition
rates while avoiding several biases due to data modification. Parametric methods
are also relevant to include information that we have on the shape of the mortality
rates, for example a Gompertz-type mortality rate at reasonable ages. In this con-
of this dataset.
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text, and given the sample we want to study, we propose here a parametric approach
that will allow us to include a maximum of a priori information on the shape of the
intensity and reduce at best the dimension of the problem.
In the current statistical literature, parametric maximum likelihood procedures
have not been developed for interval-censored data, when intensities depend on age
or time, concerning Markov multi-state models which can have reversible transitions.
So first, closely to e.g. Joly et al. (2002), Commenges et al. (2007), Foucher et al.
(2007) and Touraine et al. (2013) who focus on irreversible processes, we develop
such method. Second, we apply it to the French representative sample Échantil-
lon Démographique Permanent to capture mortality forces which depend on socio-
economic features or marital status, as well as transition intensities between the
several groups. Special attention is given to parameter uncertainty, which can be
different depending on the socio-economic group and the transition rate considered.
This way, we are able to analyze the age-pattern of aggregate mortality which de-
pends on the underlying sub-populations dynamics, as well as the impact on typical
insurance products of heterogeneity and the associated level and uncertainty.
The remainder of this paper is organized as follows. In Section 5.2, we describe
the longitudinal data we use as a basis for our estimation procedure. The para-
metric maximum likelihood method that takes into account interval-censoring and
reversible transitions in the multi-state model is detailed in Section 5.3, and the
results we obtain are described in Section 5.4. Finally, in Section 5.5 we study the
age pattern of aggregate mortality and we analyze the impact of heterogeneity on
typical life insurance products.
5.2 Longitudinal data
In this section, we describe the data we want to analyze, which makes the statistical
method developed in the next section conditional upon it. The Permanent De-
mographic Sample (Échantillon Démographique Permanent) of the French institute
INSEE is a longitudinal dataset which aims at observing a representative sample of
the national population while recording several individual characteristics over time.
It contains information of about 992,711 individuals observed since 1968 and born
from 1862, the 1, 2, 3 or 4 of October. These individuals have been (potentially)
observed at the census dates 1968, 1975, 1982, 1990 and 1999, and for each cen-
sus, a set of characteristics was recorded: we here have access to socio-professional
categories as well as marital status. Such a sample is useful to study the link be-
tween the level of mortality and individual characteristics, but also the way these
characteristics change over time.
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Scope of the study This part of the Permanent Demographic Sample that we
have access to is a remarkable database, especially given its completeness, its focus
on real cohorts and regarding the set of characteristics involved. Also, the detailed
analysis of specific levels of mortality in sub-populations and changes in their char-
acteristics during life is a statistical task that poses two major constraints:
a) The size of the subpopulations considered has to be sufficient, which will guide
us first to regroup several modalities of the classification of INSEE, and second to
include one type of characteristics (socio-professional category or marital status) at
a time.
b) The observation of the life trajectories must be sufficiently repeated over time,
which will push us to consider specific cohorts making the five censuses (1968, 1975,
1982, 1990, 1999) available and exploitable given the characteristic considered.
Finally, note that the interval-censoring mechanism involved here has the par-
ticularity to be common to all individuals. Therefore the age at which a given
individual is observed depends on his/her date of birth. We are here in the case
of dependent interval-censoring which is a statistical framework that is beyond the
scope of the present paper. Therefore, we focus on specific cohorts and taking into
account several cohorts at a time is left for further research. In the following, we
detail the dataset we are interested in regarding the socio-professional groups as well
as marital status.
Socio-professional categories For each year of census, (1968, 1975, 1982, 1990
and 1999), we have access to the socio-professional category of each observed indi-
vidual. It is classified by the INSEE in a detailed way, therefore we choose to split
them in two groups. The group 1 includes farmers, craftsmen, salesmen, low-skilled
workers and people without work. The group 2 includes directors of 10 employees or
more, managers, higher intellectual professions, middle management and employees.
This classification, although arbitrary, will be useful to illustrate our methodology
as well as to give interesting insights on the mortality differentials that are of inter-
est for insurance purposes. In this study, we first focus on the male population of
the 1930 birth cohort, which is the first to present a negligible number of students
in 1968, which makes all times of census exploitable with the multi-state model de-
scribed in Figure 5.1. This leads to a sample of 4266 individuals alive at the first
census, observed or not. Group 1 of the 1930 birth cohort represents about 70 %
of the population in 1968, and group 2 its complementary 30 %. In Figure 5.2, we
represent the proportion of group 1 at each census. Over time, the composition
of the cohort evolves according to two effects: first due to the fact that mortality
for each group may be different, second due to characteristics changes during the
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lifetime of individuals¶.
Marital status As well, we focus on marital status. Since we want to explore
the impact of this characteristic at highest ages, we focus on the 1907 female birth
cohort leading to observe individuals with age 60 at the first census. This leads to
a sample of 3038 individuals alive at the first census, observed or not. The focus
on marital status leads us to consider two groups. The first characteristic label
regroups "single", "divorced" or "widowed", and the second characteristic label is
"married". This choice is driven by the data which would not have been sufficient if
we wanted to analyze transitions between "non-married" sub-groups. Although we
lose some information on the original dataset, we are able to analyze the impact of
being married or not, and the transitions between both, all of them being crucial for
insurance purposes. The multi-state dynamics therefore considered is depicted in
Figure 5.1. In Figure 5.3, we represent the proportion of non-married individuals at
each census. As well, recall that the cohort composition evolves first due to the fact
that mortality for each group may be different, and second due to characteristics
changes during the lifetime of individuals.
With these two possible classifications, we want to illustrate two facts: hetero-
geneity implies different mortality levels, and also different orders of magnitude of
uncertainty around these levels. By the study of the dynamics of life trajectories
within a cohort, it is possible to get further insights on the age pattern of aggregate
mortality. We also want to illustrate that this is crucial to take into account char-
acteristics changes during life, in particular when computing the price of typical life
insurance products. Note that we estimate mortality forces by age for a real cohort,
which contrasts with many actuarial studies that compute transition probabilities
based on a mix of all age classes at a given year, therefore does not quantify realistic
age patterns.
Remark 5.1. (On missing data) This dataset mentions all observed deaths before
the year 2008, the end of the follow up. Therefore, if an individual is observed at the
last census, and no date of death is given, then it is reasonable to think that he/she
is alive at the end of the follow up. However, if both date of death and last census
are missing, there is a small probability that the individual trajectory has been lost.
In the case where no date of death is mentioned and several censuses at the end
are missing, then to avoid any bias we assume that the trajectory is right-censored
at the last observed census. This data modification is needed to make sure that no
wrong information is added in the model, although it slightly increases the number
¶As well, migration flows may have a small impact in such a way that they make some census
unavailable, and these are treated as independent classical censoring or truncation.
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of unobserved high age trajectories.
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Figure 5.1: Multi-state models considered, for Socio-Professional Categories (left)
or marital status (right)
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Figure 5.2: Proportion of individuals labelled 1 (SPC-) among observed individuals
at each census in the 1930 birth cohort
5.3 Parametric maximum likelihood method for interval-
censored data
In this section, the aim is to express the likelihood associated with the interval-
censored observation of the Markov multi-state models depicted in Figure 5.1.
5.3.1 Likelihood derivation
The Markov process Let us consider the Markov multi-state models depicted in
Figure 5.1 with intermediate states 1 and 2, and absorbing state 3. Let us denote
pXtq such process with state space t1, 2, 3u, and let αklptq be the transition intensity
from state k to state l. Note that the time component t represents the age of the
individual. The process starts at initial age t “ a in state 1 with probability p,
in state 2 with probability 1 ´ p. Let us also define α11ptq :“ α12ptq ` α13ptq and
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Figure 5.3: Proportion of individuals labelled 1 (non-married) among observed in-
dividuals at each census in the 1907 birth cohort
α22ptq :“ α21ptq ` α23ptq the waiting intensities in states 1 and 2 respectively. From
any intensity αklptq, one defines the cumulative intensity as Aklps, tq “
şt
s
αklpuqdu.
We are interested in the dynamics of the process until it reaches the absorbing state
3 at a random age denoted T (which is the lifetime).
Observation scheme The individual with life trajectory pXtq is (potentially)
observed at ages R1, ..., R5, which correspond to times of census that are common
to all individuals. Let δi be the census indicator: δi “ 1 if the individual has been
observed at age Ri, whereas δi “ 0 if not. We assume that the observation δi is
independent from the process pXtq. Note that the last potential census time for a
given individual is the one that precedes his/her age of death (i.e. his/her lifetime),
denoted T . Note also that individual characteristics are not observed at time of
death in the dataset. Let us denote τ the age corresponding to the end of the
follow-up: this is the age of death if T “ τ , in this case we denote d “ 1, or this
is a right-censoring time if τ ă T , which case we denote d “ 0. Finally, let us
characterize the set of exploitable censuses. Denote I the set of i such that δi “ 1;
note that for i P I, we have Ri ď τ . Let I¯ the biggest element of I, that is the index
of the last census for which the individual is observed, and I the smallest, that is
the index of the first exploitable census. Lastly, for an index i P I, we denote i` the
following element. For example, if the individual is observed at the census i`1, one
has i` “ i` 1.
The likelihood For a life-trajectory observed according to the observation scheme
described above, whose state at time Ri is denoted xi for each i P I, the contribution
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to the likelihood is, using the Markov property,
PpXRI “ xIq
ź
iPI,iăI¯
PpXRi` “ xi` | XRi “ xiqPpT ě τ | XRI¯ “ xI¯qPpT “ τ | T ě τ,XRI¯ “ xI¯qd.
(5.1)
In the end, as we assume that life trajectories of individuals are independent, the
total likelihood will be given as the product of all individual contributions. Let us
now compute each elementary term in (5.1) separately.
(i) Let us start with the terms PpXRi` “ xi` | XRi “ xiq which reflect the
contribution to the likelihood of a trajectory between two observed censuses. Let us
first treat the case where the individual was seen at the census following that in Ri,
that is i` “ i`1, and where also the two censuses are different, that is xi ‰ xi` . For
two consecutive censuses, we assume that only one transition may have occurred.
This may seem as a strong assumption, but in fact, this seems reasonable to think
that in time intervals of about 7 years, it is not likely that two or more transitions
occur regarding the socio-professional category or marital status. Of course, this
can not be tested in our data, but we argue that this approach is a step forward
for such purpose, since it does not make any assumption about the transition times
themselves. As such, we assume that in the dataset the life trajectory is piecewise
irreversible.
In this context, the contribution to the likelihood which takes into account
interval-censoring amounts to integrate over all possible transition times u P rRi, Ri`1s.
It reflects the fact that it remains in the state xi during the time interval rRi, us, that
it instantaneously jumps at time u, and that it stays in state xi`1 during ru,Ri`1s,
that is
PpXRi`1 “ xi`1 | XRi “ xiq “
ż Ri`1
Ri
e´Axixi pRi,uqαxixi`1puqe´Axi`1xi`1 pu,Ri`1qdu.
(5.2)
Let us also treat the other case where the two consecutive observations are the same,
i.e. xi`1 “ xi. Since we do not allow two transitions during a census interval, the
only possibility is that the individual stayed in this state, that is
PpXRi`1 “ xi | XRi “ xiq “ e´Axixi pRi,Ri`1q. (5.3)
Now, let us focus on the case where a census is missing between the two observed
censuses i and i`. In this configuration, we reduce to the previous cases by summing
over all the possible values taken by the process at intermediate census. For example,
if i` “ i` 2, we get by conditioning and using the Markov property,
PpXRi`2 “ xi`2 | XRi “ xiq “
ÿ
kPt1,2u
PpXRi`2 “ xi`2 | XRi`1 “ kqPpXRi`1 “ k | XRi “ xiq,
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whereas if i` “ i` 3, we getÿ
kPt1,2u
ÿ
lPt1,2u
PpXRi`3 “ xi`3 | XRi`2 “ lqPpXRi`2 “ l | XRi`1 “ kqPpXRi`1 “ k | XRi “ xiq,
which extends in the same way to the case i` “ i`4, the maximum case in our study.
(ii) Let us now focus on the term PpT ě τ | XRI¯ “ xI¯q, and first assume that
I¯ “ 5 (case 1), i.e. that we are at the last possible census. We have to distinguish
here between our two applications.
Let us start with socio-professional category. In our study, the retirement age is
attained before the last census, therefore characteristics of individuals remain stable
until death. The contribution to the likelihood amounts to compute the probability
that the terminal event is not reached during the time interval rR5, τ s, that is
PpT ě τ | XR5 “ x5q “ e´Ax53pR5,τq. (5.4)
Let us now focus on marital status. In this context, it is crucial to take into
account the fact that at high ages after the last census, individuals can switch from
married (group 2) to non-married (group 1) due to widow. Since transitions 2 Ñ 1
are allowed until death, and that in addition marital status at death is unknown,
we have to explore two possibilities: either the individual stayed married and died,
or switches to group 1 before death. Also, we assume that after the last census in
1999, no transition 1 Ñ 2 occurs (which is natural since individuals have age 91).
The two possible contributions thus write
PpT ě τ | XR5 “ 2q “ e´A22pR5,τq `
ż τ
R5
e´A22pR5,uqα21puqe´A13pu,τqdu, (5.5)
and
PpT ě τ | XR5 “ 1q “ e´A13pR5,τq. (5.6)
Let us now assume that I¯ ď 4 (case 2). We do not distinguish between the two
applications anymore. Remark that the time of the follow-up end τ is always greater
than RI¯ . Let us first assume that τ belongs to the time interval rRI¯ , RI¯`1s. In this
case, there are two possible trajectories: either the individual stayed in his/her state
xI¯ until time τ , or he/she switched to another intermediate state before τ . Let us
denote yI¯ the intermediate state which is different from xI¯ , that is yI¯ “ 2 if xI¯ “ 1
and yI¯ “ 1 if xI¯ “ 2. The contribution to the likelihood can then be written as
PpT ě τ | XRI¯ “ xI¯q “ e´AxI¯xI¯ pRI¯ ,τq `
ż τ
RI¯
e´AxI¯xI¯ pRI¯ ,uqαxI¯yI¯ puqe´AyI¯yI¯ pu,τqdu. (5.7)
Let us now assume that τ is greater than RI¯`2. Then the contribution writes
PpT ě τ | XRI¯ “ xI¯q “
ÿ
kPt1,2u
PpT ě τ | XRI¯`1 “ kqPpXRI¯`1 “ k | XRI¯ “ xI¯q,
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and this reduces to the computation of elementary terms of the form (5.2), (5.3),
(5.4), (5.5), (5.6) and (5.7).
In practice with our data, the right-censoring times (that is the end of follow-up
of the individual) are either the end of the follow-up for the whole sample, which
is after the last possible census, or a census time at which the individual has been
observed (see Remark 5.1 in Section 5.2). Therefore, formula (5.7) is only used here
to compute the contribution of an observed death, with the last term detailed below.
(iii) In the case where d “ 1, we have to compute
PpT ě τ | XRI¯ “ xI¯qPpT “ τ | T ě τ,XRI¯ “ xI¯q “ PpT “ τ | XRI¯ “ xI¯q.
The term PpT “ τ | XRI¯ “ xI¯q can be computed using the same reasoning: if I¯ “ 5,
we add a multiplicative factor αx53pτq of instantaneous death to Equations (5.4) and
(5.6) as
PpT “ τ | XR5 “ x5q “ e´Ax53pR5,τqαx53pτq,
or to Equation (5.5) as
PpT “ τ | XR5 “ 2q “ e´A22pR5,τqα23pτq `
ż τ
R5
e´A22pR5,uqα21puqe´A13pu,τqα13pτqdu.
If I¯ ď 4 and τ lies in the interval rRI¯ , RI¯`1s, we add the instantaneous death
probability to Equation (5.7) in order to get
PpT “ τ | XRI¯ “ xI¯q “ e´AxI¯xI¯ pRI¯ ,τqαxI¯3pτq`
ż τ
RI¯
e´AxI¯xI¯ pRI¯ ,uqαxI¯yI¯ puqe´AyI¯yI¯ pu,τqαyI¯3pτqdu.
The other cases are easily obtained by the three previous elementary terms.
(iv) Finally, let us compute the term PpXRI “ xIq. If I “ 1, this corresponds to
the initial distribution of the process, that is
PpXR1 “ x1q “ p1x1“1 ` p1´ pq1x1“2. (5.8)
In the case where I ě 2, it reduces to the computation of elementary terms of the
form (5.2)-(5.3) and (5.8) by
PpXRI “ xIq
“
ÿ
j1Pt1,2u
...
ÿ
jI´1Pt1,2u
PpXRI “ xI | XRI´1 “ jI´1q
I´2ź
i“1
PpXRi`1 “ xi`1 | XRi “ xiqPpXR1 “ x1q.
This concludes the computation of the contributions in Equation (5.1).
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5.3.2 Parametric framework
We detail here the parametric assumptions we make on the shape of the transition
intensities, that is on the age pattern of characteristic-specific mortality rates as
well as transitions between states. As previously mentioned, parametric methods
are relevant to include information that we have on the shape of the intensities, for
example a Gompertz-type mortality rate at reasonable ages. Given the sample we
want to study, involving small samples coupled with interval-censored observations,
such approach allows us to include a maximum of information and to reduce at best
the dimension of the problem.
Mortality rates For the characteristic-specific mortality rates, which are nothing
but the transition rates from the intermediate states to the absorbing state, we
assume a Gompertz-type setting (see Gompertz (1825)), since ages between around
40 and 70 years are involved for socio-economic groups and between around 60 to
100 for marital status. This can be written, for pk, lq P tp1, 3q, p2, 3qu,
αklptq “ ckl exppdkltq.
The cumulative intensity can thus be written
Aklps, tq “
ż t
s
αklpuqdu “ ckl
dkl
pexppdkltq ´ exppdklsqq .
Transitions between socio-economic groups As for the transitions between
intermediate states which represent different socio-economic groups, unlike mor-
tality we do not have baseline data to guide us on the parametric form of the
age-dependent transition intensities. Also, we tested a non-parametric method as-
suming known middle-interval transition times, but unfortunately the Nelson-Aalen
increments were so erratic that it was not possible to get insights on possible mono-
tonicity of even the shape of the transition intensities. Nevertheless, a reasonable
framework and widely used is the monotonous transition intensities of Weibull type
that will help in our study to give the possibility of an increase or decrease of the
transition intensities during life, see e.g. Joly et al. (2002), Commenges et al. (2007),
Foucher et al. (2007) and Touraine et al. (2013). Another advantage is that a partic-
ular case is the constant intensity framework, which will allow us to compare nested
models with some statistical criteria. For pk, lq P tp1, 2q, p2, 1qu, the Weibull-type
parametrization of the intensity αklptq writes
αklptq “ aklb´aklkl takl´1, (5.9)
whose cumulative intensity is
Aklps, tq “
ż t
s
αklpuqdu “ b´aklkl ptakl ´ saklq. (5.10)
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In our application regarding socio-professional category, we have to choose an age
after which the characteristic is stable. Here we choose this age to be 60, just before
common retirement age. Although arbitrary, this allows us to take into account the
job status at the very end of the career while avoiding edge effects due to a common
retirement age. Then the intensity (5.9) and its cumulative (5.10) are modified in
this way. In the following, we denote Model 1 the model such that akl “ 1 and
Model 2 the model with the Weibull parametrization.
Transitions between marital status Parametric assumptions about the age
pattern of marital status transition rates are crucial. Indeed, contrary to socio-
professional category, marital status can change at very high ages mainly due to
married Ñ widowed transitions. Also, based on observed census, the parametric
assumption combined with the maximum likelihood procedure allows us to capture
an estimated value of these transition rates in the age range where no observation
is available, that is between the last possible census (year 1999) and the end of the
follow-up (year 2008). We performed preliminary studies and got insights on the
shape of transition rates from married to widowed at high ages: at first sight, for a
women at a given (high) age t, the transition rate α21ptq corresponds to the mortal-
ity rate of the spouse averaged over all its possible ages. With the use of national
mortality data and also the observed distribution of ages between the members of a
given couple, we computed such quantities and exhibited the possible corresponding
age pattern. This one was in-between an exponential growth and a power law be-
havior, therefore we aim at testing two parametric families for such transitions. The
first one is a Gompertz type shape denoted α21ptq “ a21 exp pb21tq , and the second
one is a Weibull type distribution αklptq “ a21ba2121 ta21´1. As for the transition rate
α12ptq, due to the very small number of transitions from non-married to married
in the age range considered, we propose to include a constant transition intensity
α12ptq “ b12. In the following, we denote Model 3 the model in which the transi-
tion intensity from married to non-married is of Weibull type and Model 4 in the
Gompertz-type parametrization.
To conclude, the set of parameters over which the likelihood Lpθq has to be
maximized is at most
θ “ pp, a12, a21, b12, b21, c13, c23, d13, d23q. (5.11)
Parameter uncertainty Once the likelihood is maximized, we obtain the value
of estimated parameters. In the applications, one is also interested in parameter
uncertainty, that is the fluctuations of the estimated parameters around the true
(unknown) value. This way, it is possible to measure for a given model the error we
commit on the parameters due to the finite size of the sample and the particulari-
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ties of the interval-censored observation scheme. A standard result about maximum
likelihood estimators is their asymptotic normality: as the size of the sample goes to
infinity, the random set of parameters is multivariate normal, centered around the
true value θ, whose estimated value is denoted θˆ, with variance-covariance matrix
given by the opposite of the hessian inverse at (unknown) θ, which is estimated by
the same matrix taken at θˆ, that is Σˆ “ ´Hpθˆq where Hi,jpθq “ B2BθiBθj logLpθq. Note
that as usual in such statistical analysis, it is assume that we are in the asymp-
totic normality regime, for which we estimate numerically the mean and covariance
matrix as previously detailed. This makes us able to perform joint simulations of
the parameters, an then compute the distribution of several quantities of interest as
transition intensities by evaluating it in each simulation.
5.4 Results
5.4.1 Results for socio-economic groups
Comparison of the two nested models We first perform the maximization
of the likelihood in the model where the transition intensities between intermedi-
ate states are constant (Model 1). We tested several initial parameters, and in
particular we chose parameters that were close to a fitted Gompertz curve on na-
tional data. We emphasize that the maximization step requires a lot of computer
resources, since for a given evaluation of the (log-)likelihood we have to compute
each individual contribution. We obtain a log-likelihood of -14743.74 by means of
the Nelder-Mead algorithm. The estimated parameters are shown in Table 5.1 with
three significative numbers. In addition, we also perform the maximization under
the Weibull parametrization for the transitions between intermediate states (Model
2), and we obtain a log-likelihood of -14727.55. The parameters are given in Table
5.1 as well. As expected, since the models are nested, the Weibull parametrization
leads to a higher log-likelihood. With the methodology described in the previous
section, we estimate the variance-covariance matrix of the intensity parameters both
for Models 1 and 2. Finally, the characteristic-specific mortality forces as well as the
transition rates between groups are depicted in Figures 5.4 and 5.5 with their 95%
confidence intervals. With these graphs, we get several interesting insights. First,
as expected, the specific mortality rates of the two groups are significatively differ-
ent (in a statistical sense), and in particular that of group 1 individuals is higher.
Also, transitions between groups are quite similar in the constant intensity Model
1, but the use of Model 2 shows that the age pattern of these transition rates are
really different. Since the method quantifies the magnitude and fluctuations around
transition intensities, we observe that both level and uncertainty are characteristic-
specific, therefore we expect different behavior if we forecast a sample of this cohort
284
5.4. RESULTS
with a specific composition. This issue is addressed in Section 5.5. As well, let us
remark that the level and uncertainty of the transition intensities between groups
is different. In this context, we are interested in quantifying the impact of these
characteristics changes on the dynamics.
Parameter Model 1 Model 2
p 0.703 0.703
a12 1 0.621
a21 1 3.17
b12 80.1 50.8
b21 56.3 74.0
c13 0.000191 0.000189
c23 0.000152 0.000173
d13 0.0721 0.0723
d23 0.0703 0.0683
Table 5.1: Estimated parameters for the two models. Recall that for model 1, the
set of parameters is reduced since a12 and a12 are set at value 1.
Figure 5.4: Estimated transition rates between groups for Model 1 (left) and Model
2 (right) with their 95 % confidence intervals
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Model comparison As usual when comparing nested models, the issue is to deter-
mine if the two additional parameters a12 and a21 increase the likelihood significantly
enough compared to the fact that the dimension of the problem is augmented. Sev-
eral possible criteria can help to identify the "best" model. We focus here on both
the classical Akaike Information Criterion (AIC) and also the Bayesian Information
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Figure 5.5: Estimated characteristic-specific death rates for Model 1 (left) and Model
2 (right)
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Criterion (BIC), which is more parsimonious than the latter regarding the problem
dimension. The AIC can be computed as
AIC “ ´2 logLpθˆq ` 2ˆ k,
where k is the number of parameters involved. Also the BIC can be computed as
BIC “ ´2 logLpθˆq ` logpnq ˆ k,
where n is the number of observations. Note that the quantity n is in fact not
obvious to determine, since it can be the number of individual observed, or the
number of observed (uncensored) transitions. One can find discussions on this issue
in the literature, see e.g. Volinsky and Raftery (2000). For our application, we
choose n to be the number of observed points, that is the number of observed death
plus the number of recorded censuses, which is 18114. This makes the BIC the
most parsimonious as possible, since at most one transition can occur between two
censuses.
In the end, for each criterion, the model with the lowest value is indicated. The
results are given in Table 5.2 with five significative numbers. In each case, even
with a parcimonious BIC, Model 2 is chosen. Note however that it presents wider
confidence intervals for transition intensity 1 Ñ 2. For the sake of comparison, we
think that is it interesting to develop the numerical results for both models, which
is done in the next section.
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Criterion Model 1 Model 2
AIC 29501 29473
BIC 29556 29543
Table 5.2: AIC and BIC computed for models 1 and 2.
5.4.2 Results for marital status
In the Weibull-type marital Model 3 we obtain a log-likelihood of -14061.86 by
means of the Nelder-Mead algorithm, as for the Gompertz-type marital Model 4,
a log-likelihood of -14062.51 is obtained. The parameters are displayed in Table
5.3. We estimate the variance-covariance matrix of the parameters as before, both
for Models 3 and 4. On this basis, we represent the estimated intensities and their
associated pointwise 95%-confidence intervals in Figures 5.6 and 5.7 for transition
between groups and characteristic-specific death rates respectively. Let us first focus
on the transition intensities between groups, see Figure 5.6. As expected when
counting the number of observed transitions, the transition intensity α12ptq “ b12
from non-married to married is very low compared to the reverse transition 2 Ñ 1,
although it is not zero (see Table 5.3). We are here close to an irreversible multi-
state model, but it is shown in Section 5.5 that the analogy is not completely valid
since a small impact remains on stylized life insurance products.
On the mortality compensation law Let us now focus on characteristic-specific
log-mortality rates, see Figure 5.7. These show that for ages between around 60 and
85, mortality rates are lower for married individuals, which is intuitive. But after
some age around 90, the situation is reversed, as for higher ages the mortality of mar-
ried individuals becomes higher. This may be a suprising result at first sight, but in
fact, this illustrates a well known demographic phenomenon referred to as the mor-
tality compensation law. This appears when one compares several sub-populations
at the same time, e.g. specific groups in a country or several national population, or
the same population in successive time periods. It states that if the mortality factor
is lower, namely here c23 ă c13, then necessarily the age coefficient is higher, that is
d23 ą d13 (see Table 5.3). In other words, a decrease of mortality at the lowest ages
in the age range leads to an increase of mortality at highest ages. Dynamically, for
stochastic mortality models with a formulation closely related to Gompertz, such
as Cairns et al. (2006), the times series of slope and intercept of log-mortality rates
appear to be negatively correlated, as already highlighted in Strehler and Mildvan
(1960). This phenomenon can be explained by the fact that the human life span,
that is the maximum biological life length driven by the intrinsic rate of bodily de-
terioration, does not change much for reasonable time periods (see e.g. Strulik and
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Vollmer (2013)). Note that the compensation law can be also measured in two other
ways, with their corresponding denominations: the compression of the distribution
of ages at death, and the rectangularization of the survival curve. For further in-
vestigation of the compensation law and related effects, the reader is referred to e.g.
Strehler and Mildvan (1960), Fries (1980), Gavrilov and Gavrilova (1991), Wilmoth
and Horiuchi (1999) and Strulik and Vollmer (2013). Note that as we avoid pro-
portional hazard assumptions, we are able to reproduce such effects. This leads to
several insights on the shape of aggregate mortality, as well as on the impact of life
insurance products. This is developed in the next section.
Parameter Model 3 Model 4
p 0.329 0.329
a21 5.99 0.000397
b12 0.00194 0.00193
b21 0.0131 0.0693
c13 1.22e-05 1.23e-05
c23 2.96e-06 3.11e-06
d13 0.103 0.103
d23 0.119 0.118
Table 5.3: Estimated parameters for Models 3 and 4.
Figure 5.6: Estimated transition rates between groups for Model 3 (left) and Model
4 (right) with their 95 % confidence intervals
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Figure 5.7: Estimated characteristic-specific death rates (top) and their logarithm
(bottom) both for Model 3 (left) and Model 4 (right)
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5.5 Aggregate mortality and the impact of hetero-
geneity on life insurance products
The aim of this section is to address the impact of the population dynamic hetero-
geneity on (i) the aggregate mortality rate and (ii) typical life insurance products
embedding life or death benefits. We begin by describing the dynamics of an het-
erogenous population with specific composition.
5.5.1 Population heterogeneity dynamics
To understand the impact of the dynamic composition on several quantities of in-
terest, one has to detail how a particular sample evolves through time, taking into
account deaths but also characteristics changes during life. We see transition in-
289
5.5. AGGREGATE MORTALITY AND THE IMPACT OF HETEROGENEITY
ON LIFE INSURANCE PRODUCTS
tensities αklptq depending on age t to be stochastic quantities as they depend on
the realized parameter vector θ, see (5.11), whose distribution can be approximated
as detailed at the end of Section 5.3. We deal here with the mean trajectory of a
given sample, therefore demographic stochasticity (which is a consequence of finite
sample sizes) is not taken into account in itself. Let us recall that we are inter-
ested here in the uncertainty in the parameters due to the finite sample data size
and the interval-censoring mechanism. Let us denote g1paq and g2paq the initial
deterministic quantities (real numbers) of individuals in each group 1 or 2 with age
a, which is nothing but the age of our sample of interest at the first census (here
a “ 37.25). Now, let us denote for t ě a, Gptq “
˜
g1ptq
g2ptq
¸
the repartition between
the two groups. Given the transition rates, this evolves (deterministically) according
to deaths and characteristic changes. The classical Chapman-Kolmogorov equation
gives us the average dynamics of our Markov process as
G1ptq “ KptqGptq, (5.12)
where the transition matrix Kptq is given by
Kptq “
˜
´α13ptq ´ α12ptq α21ptq
α12ptq ´α23ptq ´ α21ptq
¸
.
Note that the complexity of taking into account reversible transitions arises due to
the fact that in general no analytical solutions are available for G (see e.g. Andersen
et al. (1993)). This is also the case for the particular parametric forms we have chosen
for the intensities. Indeed, since the matrices Kpsq and Kptq do not commute˚, we
are not able to write an explicit formula for Gptq. In practice, the assumption that
the reverse intensity is zero is often used when a few number of such transitions
occurred (see e.g. Czado and Rudolph (2002)). Although analytical solutions are
not available in our case, we are able to compute the ordinary differential equation
(5.12) numerically using a standard discretization scheme.
5.5.2 Aggregate mortality
In this part, our aim is to illustrate several patterns of aggregate mortality and
explain them based on the analysis of the underlying population structure. Let us
define the total number of individuals in the sample as
gptq “ g1ptq ` g2ptq. (5.13)
˚The proof that Kpsq and Kptq do not commute is left to the reader.
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Note again that this is in fact a quantity in R`. Formally, the equivalent death rate
(in continuous time) is defined as
µptq “ ´g
1ptq
gptq “
g1ptqα13ptq ` g2ptqα23ptq
gptq , (5.14)
which is nothing but an average of characteristic-specific death rates, whose weights
depend on the dynamics of the underlying population composition.
When looking at heterogeneity, a well known phenomenon is the fact that mor-
tality rejoins the lowest one, more precisely: the aggregate death rate, that is the
"equivalent" mortality force, gets closer to that of the group whose mortality the
lowest. This fact is naturally observed when individuals do not change between the
groups. When characteristics changes are taken into account, the way aggregate
mortality evolves through age may be different, and in particular even the reverse
effect can be observed. The two applications we further develop below are able to
capture such facts.
Socio-economic groups Aggregate mortality of Equation (5.14) is computed
using the dynamics (5.12), and the results are depicted in Figure 5.8 for the age
range concerned with the estimation procedure. In this case, based on the initial
sample proportions, and given the level of estimated transition intensities, aggregate
mortality slowly rejoins mortality of group 2, and the speed at which this effect
occurs is quantified. This is crucial because it shows how a quantification of mortality
at a deeper level leads to several insights on the shape of aggregate mortality. In
our study, we were in addition able to capture the variance-covariance matrix of the
parameters. Also, we can compute the associated 95%-confidence intervals, shown
in Figure 5.9.
To further validate the modeling framework and the parametric assumptions,
we can compare one hand the aggregate survival function obtained by taking into
account the interval censoring scheme and the underlying heterogenous dynamics,
and on the other hand the survival function computed on the sample regardless
of individual characteristics, e.g. by Kaplan-Meier estimator. This comparison is
shown in Figure 5.10 for Models 1 and 2. Note that the two curves shapes and levels
are very similar, although they may differ at high ages for extreme scenarios. This
could be explained by the Gompertz assumptions for mortality which is not a good
approximation for ages around 40 years, which may result in a slight underestimation
of mortality. Nevertheless, we believe that this is the best parametric option for
the whole age range and given the small amount of data. Note also that despite
these differences in some parameter scenarios, we capture on the other side more
information on the heterogenous dynamics, which is at the core of our study.
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Marital status The study of the underlying population composition gives us
many insights on the age pattern of aggregate mortality. This is particularly the case
for the focus on marital status. In Figure 5.11, we depict the characteristic-specific
and aggregate log-mortality rates for Models 3 and 4, as well as their corresponding
95%-confidence intervals in Figure 5.12. Let us describe the age pattern of aggregate
log-mortality: at age around 60, this quantity is closer to the "married" mortality,
then rejoins the "non-married" mortality at age around 85 and remains at this
level until the end of the age range considered. This fact can not be described
as "aggregate mortality rejoins the lowest one", due to the impact of the evolving
population composition taking characteristics changes into account. Here, aggregate
mortality first rejoins the highest one, and then stays at the level of the "non-
married" group since it corresponds to the characteristic which is more and more
represented in the population due to characteristic changes at high ages.
For this study on marital status also, to further validate the modeling framework
and the parametric assumptions, we plot in Figure 5.13 the comparison between the
aggregate survival function obtained by taking into account the interval censoring
scheme and the underlying heterogeneity, and also the survival function computed on
the sample regardless of individual characteristics, e.g. by Kaplan-Meier estimator.
In this case, survival curves are really similar, showing that our method captures the
underlying heterogeneity that furthermore replicates the overall mortality observed
in the sample.
Figure 5.8: Characteristic-specific and aggregate mortality rate (left) and their log-
arithm (right) for Model 1.
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Figure 5.9: Characteristic-specific and aggregate mortality forces 95%-confidence
intervals for Model 1 (left) and Model 2 (right).
40 50 60 70 80
0.
00
0.
01
0.
02
0.
03
0.
04
0.
05
0.
06
Mortality rates for the 1930 cohort
Age
 
Mortality rate from 1
Mortality rate from 2
Aggregate mortality rate
40 50 60 70 80
0.
00
0.
01
0.
02
0.
03
0.
04
0.
05
0.
06
Mortality rates for the 1930 cohort
Age
 
Mortality rate from 1
Mortality rate from 2
Aggregate mortality rate
5.5.3 Impact on life insurance products
The aim of this section is to assess the impact of heterogeneity on life insurance
products as death or life benefits. Particular attention is devoted to characteristics
changes and parameter uncertainty. Let us start with a portfolio with some compo-
sition Gpaq “
˜
g1paq
g2paq
¸
, and focus on two simplified actuarial quantities as the life
benefit and the death benefit, that start at age a and end at age a¯. Let us consider a
constant discount rate r. The life benefit, also known as annuity contract, amounts
to pay 1 per time unit to still alive individuals until age a¯, that is
LB :“
ż a¯
a
e´rpt´aqgptqdt,
where gptq is defined in (5.13). Another quantity of interest is the death benefit,
which pays 1 at each death before age a¯. Note that formally, the number of deaths
in the time interval rt, t` dtq is gptq ´ gpt` dtq « ´g1ptqdt. Then the death benefit,
also known as term insurance contract, is rigorously defined as
DB :“ ´
ż a¯
a
e´rpt´aqg1ptqdt.
After integration by parts, it can also be rewritten in terms of the life benefit as
DB “ gpaq ´ e´rpa¯´aqgpa¯q ´ rLB.
This gives another interpretation of the death benefit: it amounts for the insurer
to pay 1 at each individual in the portfolio (first term), then take back 1 from each
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Figure 5.10: Survival curves 95%-confidence intervals obtained in Model 1 (left) and
Model 2 (right) compared to the Kaplan-Meier estimate
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individual which is alive at the end at age a¯ (second term), and finally that each
alive individual pays back r per time unit to the insurer (third term).
The aim now is to compute the distribution of the life and death benefits, which
depends on the (random) set of parameters, under several configurations. In partic-
ular, we measure sensitivities due to (i) the composition of the initial population, (ii)
the fact that characteristics changes are taken into account or not, and (iii) several
values for the interest rate r.
Impact of socio-economic heterogeneity Let us fix a “ 37.25 and a¯ “ 78.5,
corresponding to the age range considered in the estimation procedure. This is
typical of death benefits, therefore numerical results are given in this context. The
set of parameters is given as follows:
(i) the initial population at age a “ 37.25 is made of SPC+ (group 2) only (p “ 0),
or representative of the initial sample (p “ 0.703), or made of SPC- (group 1) only
(p “ 1).
(ii) the random distribution of the value of the death benefit is represented using
the full model (5.12) and compared to the same where characteristics changes are
not taken into account (that is α12ptq “ α21ptq “ 0).
(iii) two values for the discount rate are tested, namely r “ 1% in Figure 5.14 and
r “ 3% in Figure 5.15.
These results are depicted for both Models 1 and 2.
Let us first focus on the initial population that is representative of the original
sample composition (p “ 0.703), see the middle column in Figures 5.14 and 5.15.
From this test, it appears that considering characteristics to be stable slightly over-
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Figure 5.11: Characteristic-specific and aggregate log-mortality rate for Model 3
(left) and Model 4 (right).
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estimates the value of the death benefit, in other words under-estimates the sample
size, or equivalently over-estimates mortality. Therefore, it seems that the propor-
tion of individuals in group 1 is over-estimated when characteristics changes are
omitted. Yet, let us recall that the transition intensity from 1 to 2 is on the whole
lower than 2 to 1, see Figure 5.4. But in fact, the total intensity of characteristics
changes from group 1 to group 2 is the product of the 1 Ñ 2 transition intensity
times the number of individuals in group 1. Therefore, when the initial proportion
of group 1 is sufficiently large, the number of changes from 1 to 2 becomes higher
than those from 2 to 1, and the death benefit is over-estimated if changes are not
taken into account. This can be illustrated if we start from a population initially
made of group 1 individuals only (p “ 1), see the right column in Figures 5.14 and
5.15. On the contrary, if the proportion of group 1 individuals is lower enough, the
death benefit is under-estimated when considering characteristics stable during life.
This is illustrated when starting with group 2 individuals only (p “ 0), see the left
column in Figures 5.14 and 5.15. Note that of course, the death benefit is naturally
lower with individuals in group 2 compared to group 1, and our modeling framework
quantifies the difference between the two.
As for the comparison between the two Models 1 and 2, results are very similar,
both in terms of overall level and uncertainty. Finally, comparing Figures 5.14
and 5.15 allows us to test the sensitivity to the interest rate in each scenario. As
expected, the value of the death benefit (x-axis) decreases as r increases, but in each
scenario taking into account transitions between groups still has a huge impact.
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Figure 5.12: Characteristic-specific and aggregate log-mortality forces 95%-
confidence intervals for Model 3 (left) and Model 4 (right).
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Impact of marital status heterogeneity Concerning marital status hetero-
geneity, numerical results also show that it is crucial to take into account both
characteristic-specific mortality and transitions between states. Let us fix a “ 60.25
and a¯ “ 101.5, corresponding to the age range considered in the estimation proce-
dure, typical of a life benefit. For these results, the set of parameters is given as
follows:
(i) the initial population at age a “ 60.25 is made of married individuals (group
2) only (p “ 0), or representative of the initial sample (p “ 0.329), or made of
non-married individuals (group 1) only (p “ 1).
(ii) the random distribution of the value of the death benefit is represented using
the full model (5.12) and compared to the same where characteristics changes are
not taken into account (that is α12ptq “ α21ptq “ 0).
(iii) two values for the discount rate are tested, namely r “ 1% in Figure 5.16 and
r “ 3% in Figure 5.17.
These results on life benefits are depicted for both Models 3 and 4. The impact
of transitions out of marriage is clear, being mostly at these ages transitions from
married to widowed. This is depicted in Figures 5.16 and 5.17 when starting with
married individuals (left column) or a population which is representative of the
original sample (middle column). On the contrary, as the transition intensity from
non-married to married is small, the impact is not so important when starting from
non-married individuals only (right column). But let us emphasize that a difference
still remains, which can have a real impact when multiplied by a huge amount of
pensions. Also here, when comparing Models 3 and 4, the main difference appears
to be the uncertainty about the life benefit value, this one being lower in Model 4; in
this model, also less performing than Model 3 in terms of likelihood (see Subsection
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Figure 5.13: Survival curves 95%-confidence intervals obtained in Model 3 (left) and
Model 4 (right) compared to the Kaplan-Meier estimate
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5.4.2), confidence intervals are in fact lower both for mortality rates (see Figure 5.7)
and transitions rates between states (see Figure 5.6).
To conclude these numerical results assessing the impact of socio-economic or
marital status heterogeneity on typical life insurance products, let us emphasize that
the impact of taking into account characteristics changes depends on both the initial
population composition and the level of the several possible transition intensities.
The maximum likelihood procedure developed in this paper that takes into account
interval censoring allows us to quantify such effect based on longitudinal data.
Conclusion
In this paper, we have developed a parametric maximum likelihood method for mea-
suring mortality heterogeneity when characteristics changes are interval-censored,
which is a particularity of longitudinal data based on censuses. Indeed, for such
data individuals are often observed at isolated points in time so the times at which
characteristics change during life remain unknown. While applying such a method
to a representative sample of the French national population, which presents both
a small number of individuals and a systematic interval-censored observation mech-
anism, we were still able to capture characteristic-specific mortality rates linked
to socio-economic groups or marital status, as well as to measure the transition
rates between the groups. Special attention was devoted to parameter uncertainty
whose magnitude differed depending on the characteristics and the transition rates
considered.
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Figure 5.14: Death benefit distribution with r “ 1% and p “ 0 (left), p “ 0.703
(middle) and p “ 1 (right) for Model 1 (top) and Model 2 (bottom)
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Based on such estimates, we highlighted effects such that the mortality com-
pensation law between groups. We also addressed the dynamic evolution of several
populations with specific compositions, leading us to get insights on the age pat-
tern of aggregate mortality related to the underlying dynamic heterogeneity. We
were also able to quantify the impact on typical life insurance products of consider-
ing characteristics stable during life instead of taking into account their variability.
Interestingly, this impact depends on both the initial population composition and
the level of the transition intensities between groups; these insights are crucial for
longevity/mortality risk management.
The statistical estimation of mortality heterogeneity based on complex data re-
mains a challenging field of actuarial research. Further improvements would concern
higher dimensional multi-state models with more groups, as well as the estimation
of several cohorts simultaneously. To this aim, "larger" datasets are required, first
including more individuals to allow to increase the number of possible states, and sec-
ond with more frequent and deep records leading to reasonable observation schemes
and time windows, since particularly the study of the age pattern of heterogenous
mortality within real cohorts requires very long historical data.
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Figure 5.15: Death benefit distribution with r “ 3% and p “ 0 (left), p “ 0.703
(middle) and p “ 1 (right) for Model 1 (top) and Model 2 (bottom)
0.15 0.20 0.25
0
20
40
60
80
Distribution of death benefit
 
 
Multistate model
Without transition between groups
0.15 0.20 0.25
0
20
40
60
80
Distribution of death benefit
 
 
Multistate model
Without transition between groups
0.15 0.20 0.25
0
20
40
60
80
Distribution of death benefit
 
 
Multistate model
Without transition between groups
0.10 0.15 0.20 0.25 0.30
0
20
40
60
80
Distribution of death benefit
 
 
Multistate model
Without transition between groups
0.10 0.15 0.20 0.25 0.30
0
20
40
60
80
Distribution of death benefit
 
 
Multistate model
Without transition between groups
0.10 0.15 0.20 0.25 0.30
0
20
40
60
80
Distribution of death benefit
 
 
Multistate model
Without transition between groups
Aknowledgements
The authors are grateful to Philippe Saint-Pierre for several enlightening discussions
on this work. The authors also thank Jacques Portes for his help on using computer
resources at LPMA, as well as Catherine Mathias, Olivier Lopez, Xavier Milhaud,
Quentin Guibert and Julien Tomas for fruitful discussions on several topics related
to this work.
299
5.5. AGGREGATE MORTALITY AND THE IMPACT OF HETEROGENEITY
ON LIFE INSURANCE PRODUCTS
Figure 5.16: Life benefit distribution with r “ 1% and p “ 0 (left), p “ 0.329
(middle) and p “ 1 (right) for Model 3 (top) and Model 4 (bottom)
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Figure 5.17: Life benefit distribution with r “ 3% and p “ 0 (left), p “ 0.329
(middle) and p “ 1 (right) for Model 3 (top) and Model 4 (bottom)
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Chapter 6
Macroscopic behavior of
heterogenous populations with fast
random life histories:
Abstract
In this paper, we consider the large population limit of an age and characteristic-structured
stochastic population model evolving according to individual birth, death and fast charac-
teristics changes during life. Both the large population framework and the fast character-
istics changes assumption are motivated by demographic patterns of human populations
at the scale of a given country. When rescaling the population process, and under some
invariance assumption about the characteristics changes dynamics, the classical determin-
istic transport-renewal McKendrick-Von Foerster equation appears, that describes the time
evolution of the age pyramid driven by equivalent birth and death rates. The proof follows
the work of Méléard and Tran (2012) and Gupta et al. (2014) in which analogous math-
ematical issues are encountered. We further prove that the sequence of processes taking
track of the characteristics distribution is not tight even in the presence of age-independent
demographic rates. To illustrate the use of the limiting model, a set of computable invari-
ant distributions is given, as well as numerical implementation of equivalent birth and
death rates which mimics real demographic data. These results highlight the fact that
characteristics changes frequencies are crucial to understand aggregate demographic rates
at the macroscopic scale.
:Boumezoued, A. 2015, Macroscopic behavior of heterogenous populations with fast random
life histories. HAL preprint Id: hal-01245249
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6.1 Introduction
The study of the dynamics of mortality rates at the national level is still a major
issue both in demographics and actuarial science. Whereas national data provides
estimation of death rates for men and women by age over time, a growing interest
concerns the dynamics of mortality rates at a deeper level, looking at other individual
characteristics. This is crucial to understand the dynamics of mortality, both for
state pension issues and insurance risk assessment. In particular, the statistical
estimation of death rates by individual characteristics can been carried out when
looking at a sample of individuals who share some characteristics which are quite
stable during their life. However in practice, many characteristics of individuals can
vary over time. A possible approach is to estimate a "larger" model including death
rates but also transitions between characteristics or states. The statistical techniques
dedicated to so-called multi-state models address this issue for a class of processes
and observation schemes (see e.g. Boumezoued et al. (2015) and references therein).
In this field however, the statistical estimation remains very challenging, partly due
to the lack of data and the censoring scheme, but also due to the high number
of involved parameters. Another approach could be to deal with an approximate
model. Indeed, among the characteristics which are known to have a real impact on
longevity, many vary very frequently over time: one can think to exposition or not
to some contaminant, alternating a dangerous activity with a safe one, the precise
income, the health status with alternate periods of illness. Those can also have a
huge impact on birth patterns, making the dynamics of the whole population difficult
to analyze. As an example, the time evolution of the age pyramid is a crucial quantity
of interest for decision making in public pension systems. In this context of fast
changing characteristics, it seems difficult to keep track of the population evolution
at the microscopic level and one could be interested in the right "approximation"
of the dynamics, that is, to replace all birth and death rates by characteristics by
an aggregate death rate which depends on the microscopic rates but also on some
stable population composition.
In this paper, we consider a stochastic population model in which individu-
als have an age and characteristics, and can give birth, change their characteris-
tics (event called swap) and/or die. We study the asymptotics of the stochastic
individual-based model under both large population and fast swap patterns; in par-
ticular characteristics change at the fast time scale whereas aging remain at the
slow time scale. Both the large population framework and the frequent character-
istics changes appear naturally when focusing on the demographic evolution of a
human population at the scale of a given country. In this context, and under some
invariance assumption on the swap patterns, the macroscopic behavior is described
by a McKendrick-Von Foerster deterministic equation (see McKendrick (1926) and
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Von Foerster (1959)) in which only age is involved and parameters are averaged
over the stable characteristics distribution. Our probabilistic setting is inspired by
Fournier and Méléard (2004), Champagnat et al. (2006), Tran (2008), Ferriere and
Tran (2009) and Bensusan et al. (2010–2015). In particular, the birth-death-swap
process representation is based on Bensusan et al. (2010–2015) (see also Bensusan
(2010)).
In the literature, limit theorems for stochastic processes involving several time
scales have been widely studied. As for our framework of interest which concerns
measure-valued population processes, one can find several studies involving two time
scales, for example related to evolutionary mechanisms with rare or accelerated
mutations in characteristics-structured (called trait-structured) population models
(see e.g. Fournier and Méléard (2004), Champagnat et al. (2006), Bovier and Wang
(2013) and Billiard et al. (2014)), prey-predator models (see e.g. Costa et al. (2015)
and Costa (2015)), as well as fast aging structured populations (see e.g. Méléard and
Tran (2012) and Gupta et al. (2014)). To our knowledge, no contribution focused
on measure-valued age and trait-structured population models with fast changing
characteristics and age-dependent birth and death rates. This is the purpose of the
present paper to develop such modeling framework, as well as to highlighting its
contribution to demographic purposes. This work can be seen as the probabilistic
counterpart of aggregation methods for deterministic equations based on time scale
separation techniques (see e.g. Auger et al. (2012) for a review). Concerning the
rescaling techniques, we are specifically interested in Méléard and Tran (2012) and
Gupta et al. (2014) in which analogous mathematical issues are encountered, and
whose techniques are used in the present paper. The link with our result will be
further detailed in the corresponding section.
The remainder of this paper is organized as follows. In Section 6.2, the birth-
death-swap population process is introduced, as well as the assumptions and our
results. Proofs are given in Section 6.3. Finally, Section 6.4 details some examples
and numerical illustration, and we give some concluding remarks in Section 6.5.
6.2 Setting and main results
We are interested in the evolution of a population in which each individual has
characteristics x P X , where X is a compact set of Rd, and an age a P R`. In the
population, three kinds of events can occur:
(i) A birth, that is the arrival of an individual with age zero,
(ii) A death, that is the removal of an individual,
(iii) A swap, that is a change of individual’s characteristics.
We want to model the fact that each individual changes its characteristics very
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often compared to the times at which it gives birth and dies. This is motivated by
human populations for which one can consider individuals who change their income,
health status, or food condition very often during their life. Each individual with
characteristics x and age a gives birth at rate bpx, aq, dies with rate dpx, aq, and
changes its characteristics at times given by the swap rate n.epx, aq, where n is the
scale parameter which will be grown to infinity. We are interested in the macroscopic
behavior of such population evolution, so the scale parameter n is also used as the
order of magnitude of the population size.
We consider a reference probability measure mpdxq on the space X of charac-
teristics. At birth, mutations occur thanks to a kernel kbpx, a, x1qmpdx1q.At a time
of swap, the characteristics x of the individual with age a are replaced by new
characteristics x1 drawn according to the kernel kepx, a, x1qmpdx1q.
6.2.1 Construction
We construct the population processes as solutions to a thinning problem. This
construction for measure-valued birth-death processes can be found in Fournier and
Méléard (2004), Champagnat et al. (2006), Tran (2008), Ferriere and Tran (2009),
as well as in particular Bensusan et al. (2010–2015) for the detailed construction of
a birth-death-swap process. Let pΩ,A,Pq a probability space satisfying the usual
conditions. On this probability space, let Qpds, di, dx1, dθq be a Poisson point mea-
sure on R` ˆ N˚ ˆ X ˆ R` with intensity measure dsnpdiqmpdx1qdθ, where np.q is
the counting measure on N˚, that is npAq is the number of elements in A. On this
probability space, let us also introduce for each n P N˚ the initial population, rep-
resented by a random point measure Zn0 pdx, daq “
řN0t
i“1 δXipZ0q,AipZ0qpdx, daq on the
space X ˆR` which puts a weight on characteristics and ages of individuals present
at time 0. Let pFtq be the canonical filtration generated by Z0 and Q, which will be
the reference filtration in this paper. The population at time t indexed by the scale
parameter n P N˚ is denoted Znt pdx, daq “
řNnt
i“1 δXipZtq,AipZtqpdx, daq, where at any
time individuals are ordered by age. The virtue of the measure representation is that
one can compute a function of the whole population structure using the notation
xZnt , fy “
ż
XˆR`
fpx, aqZnt pdx, daq “
Nntÿ
i“1
f
`
X ipZtq, AipZtq
˘
.
For example, the population size is Nnt “ xZnt ,1y, whereas the total population
birth intensity is xZnt´, by. The population process is constructed as the solution to
a thinning problem which can be interpreted as follows: the population at time t is
computed as the population Z0 corrected by all random demographic events which
happened between 0 and t, namely birth, death and swap events. More precisely,
for each n P N˚, the measure-valued process Zn. pdx, daq is defined as the solution to
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the following equation:
Znt pdx, daq “
xZn0 ,1yÿ
j“1
δpXipZn0 q,AipZn0 q`tqpdx, daq
`
ż t
0
ż
N˚
ż
X
ż
R`
1iďxZns´,1y
ˆ
10ďθăm1pZns´,i,x1qδpx1,t´sqpdx, daq
` 1m1pZns´,i,x1qďθăm2pZns´,i,x1q
´
δpx1,AipZns´q`t´sqpdx, daq ´ δpXipZns´q,AipZns´q`t´sqpdx, daq
¯
´ 1m2pZns´,i,x1qďθăm3pZns´,i,x1qδpXipZns´q,AipZns´q`t´sqpdx, daq
˙
Qpds, di, dx1, dθq,
(6.1)
where m1pZns´, i, x1q “ bpX ipZns´q, AipZns´qqkbpX ipZns´q, AipZns´q, x1q,
m2pZns´, i, x1q “ m1pZns´, i, x1q ` n.epX ipZns´q, AipZns´qqkepX ipZns´q, AipZns´q, x1q, and
m3pZns´, i, x1q “ m2pZns´, i, x1q ` dpX ipZns´q, AipZns´qq.
Existence and uniqueness results are given in Subsection 6.2.3. Note that by
construction the measure-valued process has the Markov property, since the total
intensity at time t is fully determined by the population Zt´. In order to study the
macroscopic behavior, let us first define the renormalized measure
Z˜nt pdx, daq :“ 1nZ
n
t pdx, daq,
that is, the population in which each individual has weight 1{n. The corresponding
age pyramid processes of interest are defined below.
Definition 6.1. (Age pyramid) The sequence of measure-valued process pZ¯nt pdaqqtě0
defined as the age marginal by: for each f P CbpR`q (continuous and bounded on
R`),
ş
R` fpaqZ¯nt pdaq “
ş
XˆR` fpaqZ˜nt pdx, daq (denoted xZ¯nt , fy “ xZ˜nt , fy) is called
sequence of age pyramid processes.
We are interested in the limit as n grows to infinity, so the frequency of swaps
n.epx, aq increases to infinity whereas the birth and death rates remain the same.
The idea is to separate the time scale of demographic events (birth and death), and
that of characteristics changes. At the same time, the population will be grown to
infinity with n (see Assumption 6.4 below), so that two effects remain:
(i) As the population grows, the stochastic dynamics averages to a deterministic
pattern,
(ii) As swap events occur more and more frequently, under some invariance as-
sumption, some stable distribution of the characteristics is reached by the whole
population.
Then, in the limit n Ñ ` 8, the age pyramid process should solve a deterministic
equation in which demographic parameters are averaged over the stable distribution
of the characteristics.
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6.2.2 Assumptions
We detail here our assumptions and we discuss their use and interpretation.
Assumption 6.1. (Bounded intensities and mutation densities) Demographic rates
and mutation kernels are continuous and there exists positive constants k¯, b¯, d¯ and e¯
such that for all px, a, x1q P X ˆR`ˆX , kepx, a, x1q ď k¯, kbpx, a, x1q ď k¯, bpx, aq ď b¯,
dpx, aq ď d¯ and epx, aq ď e¯.
Assumption 6.2. (Control of moments) There exists α ą 0 such that
sup
ně1
E
„´
xZ˜n0 ,1y
¯1`α ă `8.
Remark 6.1. The proof can be adapted (and simplified) in the case where ages lie in
r0, a¯s, where a¯ is some limiting age. In this framework, one can check that only the
assumption that supn E
”
xZ˜n0 ,1y
ı
ă `8 is required. However, such limit age would
constraint the model and is in fact restrictive for many applications. Therefore, our
aim is to detail a more general convergence result for an unconstrained age space.
This aspect will be discussed in the proof Section 6.3.
The crucial assumption about the invariance of the swap pattern is given below.
It states that at the individual level, the way characteristics change during life admits
an invariant distribution. Moreover, we propose here a general framework in which
this invariant pattern may depend on age.
Assumption 6.3. (Invariant measure) For each a P R`, there exists a positive
solution x ÞÑ gpx, aq such that şX gpx, aqlpdxq “ 1 to the Fredholm equation: lpdxq-
a.e.,
epx, aqgpx, aq “
ż
X
gpy, aqepy, aqkepy, a, xqmpdyq. (6.2)
Remark 6.2. (Probabilistic interpretation of Assumption 6.3) We omit age for the
discussion here. Consider a Markov process with values in X , which jumps from a
state x to a state y with rate epxqkepx, yq. Its infinitesimal generator is given by
Afpxq “ epxq
´ş
yPX kepx, yqfpyqlpdyq ´ fpxq
¯
for each continuous f . It is easy to
see that under Assumption 6.3, for each continuous f ,
ş
X Afpxqgpxqlpdxq “ 0. If
the Markov process is right-continuous, then the measure νpdxq “ gpxqlpdxq is its
unique invariant measure (up to scaling).
Remark 6.3. Equation (6.2) is of the form Ψpxq “ ş
yPX Ψpyqkepy, xqmpdyq (for
each age) and is called homogenous Fredholm equation of the second kind. For the
study of the solutions to such equations, we refer to Zemyan (2012). In Section 6.4,
we provide examples of solutions both for a mixture kernel and a model with swaps
to the nearest neighbor.
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Before stating the assumption of convergence of the rescaled population at time
0, we clarify the space of measures and its topology. We will deal with random
measures taking values inMF pEq, the space of finite positive measures on E, where
mainly E “ R` or E “ X ˆ R`. The space MF pEq can be embedded with the
topology of the vague or weak convergence. Recall that the weak convergence in
MF pEq is defined as: νn weakÑ ν if xνn, fy Ñ xν, fy for each continuous and bounded f .
The vague convergence is defined as νn
vagueÑ ν if xνn, fy Ñ xν, fy for each continuous
f with compact support. In the case where E is a compact set, for example if a fixed
limiting age is imposed, these topologies are the same, which contributes to simplify
some assumptions (see Remark 6.1). In our case however, since E “ X ˆR` is not
compact, these two topologies are strictly included.
In this paper, we denote Dpr0, T s, pMF pEq, wqq (resp. Cpr0, T s, pMF pEq, wqq)
the space of càdlàg (resp. continuous) processes on r0, T s taking values inMF pEq
embedded with the topology of weak convergence.
The last assumption relates to the convergence of the sequence of initial popu-
lations towards a deterministic measure, assessing the repartition of ages and char-
acteristics at initial time 0. This is stated below.
Assumption 6.4. (Convergence of the initial population) There exists a determinis-
tic measure ξ˜0 PMF pXˆR`q such that the sequence of random measures Z˜n0 pdx, daq
converges in distribution and for the weak topology onMF pX ˆ R`q to ξ˜0pdx, daq.
Note that in the case of Assumption 6.4, we have in particular xZ˜n0 ,1y “ 1nxZn0 ,1y
converges to xξ0,1y (in distribution thus in probability since the limit is determin-
istic), therefore the initial sample size xZn0 ,1y is assumed to be of order n.
6.2.3 Results
Here are detailed the main results of this paper. Proofs are given in Section 6.3.
We before state the result on existence and strong uniqueness for the stochastic
Equation (6.1). The reader is referred to Propositions 2.2.5 and 2.2.6 in Tran (2006)
for the proof.
Proposition 6.1. Under Assumptions 6.1 and 6.2, for each n P N˚ and T ą 0,
there exists a unique strong solution Z˜n. pdx, daq P Dpr0, T s, pMF pX ˆ R`q, wqq to
Equation (6.1).
Our main result is stated below.
Theorem 6.1. (i) Under Assumptions 6.1, 6.2, 6.3 and 6.4, the sequence of
age pyramid processes pZ¯n. pdaqqn (see Definition 6.1) converges in distribution in
Dpr0, T s, pMF pR`q, wqq towards the unique (deterministic) measure-valued process
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ξ P Cpr0, T s, pMF pR`q, wqq solution to: for each differentiable f on R`, with con-
tinuous derivatives,
xξt, fy “ xξ0, fy `
ż t
0
xξs, Baf ` bˆ´ dˆyds, (6.3)
with initial condition ξ0pdaq “ ξ˜0pX , daq, and where
bˆpaq “
ż
X
bpx, aqgpx, aqmpdxq, dˆpaq “
ż
X
dpx, aqgpx, aqmpdxq.
(ii) For each t ą 0, the sequence of random measures pZ˜nt pdx, daqqn converges in
distribution in pMF pX ˆ R`q, wq to ξ˜tpdx, daq :“ gpx, aqξtpdaqmpdxq.
Equation (6.3) states that the macroscopic behavior of the age pyramid evolves
as in a population with ages only, with birth and death rates given by bˆpaq and dˆpaq.
The weak formulation of Equation (6.3) is indeed the classical transport-renewal
equation, known as McKendrick-Von Foerster,
pBa ` Btqξtpaq “ ´dˆpaqξtpaq,
ξtp0q “
ż 8
0
ξtpaqbˆpaqda.
In this model derived in point (i), the transport component states that each gener-
ation is aging and its size is decreased by the number of deaths over time, whereas
the renewal component (initial condition in age) computes the number of newborns
at time t based on the whole population alive at time t. Moreover, point (ii) claims
first that the remaining time dependency only concerns the evolving age pyramid,
and second that at each time t and age a, the characteristics distribution is given
by gpx, aqmpdxq. Note also that due to different time scales between birth and swap
events, the mutation kernel at birth does not appear in the macroscopic dynamics.
Let us emphasize that in the macroscopic model, the set of parameters is reduced:
the birth, death and swap rates are "replaced" by birth and death rates which do
not depend on characteristics anymore, driving the evolution of the age pyramid
over time.
Let us describe the analogy with the work of Méléard and Tran (2012) in the
following remark, which is used to establish our result.
Remark 6.4. In Méléard and Tran (2012), the scaling limit of birth-death measure-
valued processes is considered under some allometric component, that is additional
fast births and deaths with same rate. The asymetry between birth (add an individ-
ual with age 0) and death events (remove an individual with positive age) leads to a
major technical issue, and the problem can be tackled by assuming some fast aging
308
6.2. SETTING AND MAIN RESULTS
phenomenon and extending averaging techniques by Kurtz (1992). In the limit, with
fast birth and death events, the age pyramid reaches an equilibrium at each time.
So, in the limit, the fast age component is stable and a Feller diffusion describes
the evolution of the population structure in terms of characteristics which evolve at
the slow time scale. The tools of Méléard and Tran (2012) are used in the proof of
Theorem 6.1. In our framework including additional swap patterns, the situation is
reversed: the aging component is at the slow time scale of the system, whereas char-
acteristics evolve at the fast time scale. Analogously, in the limit, the characteristics
structure is stable and a specific equation describes the evolution of the age pyramid.
In our case also, the particularity of the swap phenomenon, which can be seen as
special simultaneous birth and death events, leads to a limiting equation which is
deterministic.
A question which arises with point (ii) that sates a convergence for each fixed
time, refers to the possibility to get the convergence in distribution of the whole
sequence of processes. In fact, it is suggested in Méléard and Tran (2012) that the
sequence of processes can not be tight. The following result is a statement about the
non-tightness of the sequence of the measure-valued processes. This shows that for
reasonable parameters, it is not possible to improve the result of Theorem 6.1. We
state this results with characteristics only, and we make the following assumption:
Assumption 6.5. Let us work with age-independent demographic rates and kernels,
namely bpx, aq ” bpxq, dpx, aq ” dpxq, epx, aq ” epxq, and kepx, a, x1q ” kepx, x1q.
We consider ∆ to be the euclidian distance on Rd and for a given set A Ă X , we
denote A˚ its interior for the induced topology on X . Let us assume that there exists
two measurable non-empty and disjoint subsets A and B in X such that
(i) ∆pA,Bq “ infxPA,yPB ∆px, yq ą 0,
(ii) xξ0, e1A˚y ą 0, where 1A˚ is the indicator of the interior of A,
(iii) kepA,Bq “
ş
xPA
ş
yPB kepx, yqmpdxqmpdyq ą 0.
These assumptions are quite natural: to sum up, they state that there exists some
sub-population in the initial macroscopic population whose swap parameters allow
to "escape" from the current characteristics. The non-tightness result is derived
below.
Proposition 6.2. Under Assumptions 6.4 and 6.5, the measure-valued process
Z˜n. pdx, daq is not tight in Dpr0, T s,MF pX ˆ R`qq.
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6.3 Proofs
6.3.1 Proof of Theorem 6.1
Semi-martingale decomposition. The semi-martingale decomposition and the
control of quadratic variations are key tools for limit theorems. In the following,
decompositions are performed by compensation of the Poisson Point Measure, which
give further insights on the behavior of the sequence of processes. In the following, we
denote C0,1b pXˆR`q the set of bounded functions, continuous on X and differentiable
on R` with continuous and bounded partial derivative.
Lemma 6.1. a) For each f P C0,1b pX ˆ R`q, the semi-martingale decomposition of
the process xZ˜nt , fy is given by
xZ˜nt , fy “ xZ˜n0 , fy `
ż t
0
xZ˜ns , Baf `Hf,nyds`M f,nt , (6.4)
where
Hf,npx, aq “ bpx, aq
ż
X
fpx1, 0qkbpx, a, x1qmpdx1q ´ dpx, aqfpx, aq
` n epx, aq
ż
X
pfpx1, aq ´ fpx, aqqkepx, a, x1qmpdx1q
(6.5)
and M f,n is the local martingale (starting at zero) corresponding to the compensated
Poisson point measure.
b) Let τk “ inftt : xZ˜nt , 1y ě ku. Then M f,n.^τk is a square-integrable martingale
with quadratic variation
xM f,nyt^τk “
1
n
ż t^τk
0
ds
ż
X
Z˜ns pdx, daq
"
bpx, aq
ż
X
fpx1, 0q2kbpx, a, x1qmpdx1q
` dpx, aqfpx, aq2 ` n epx, aq
ż
X
pfpx1, aq ´ fpx, aqq2kepx, a, x1qmpdx1q
*
.
(6.6)
Proof of Lemma 6.1 The result is obtained by applying Equation (6.1) to a
function f P C0,1b pX ˆ R`q. After integration by parts, the Poisson point measure
Q can be compensated to get a local martingale, and the bracket can be computed.
See Bensusan et al. (2010–2015) and Tran (2008) for more details. ˛
As stated in Proposition 6.2, which is proved at the end of this section, the se-
quence of measure-valued processes Z˜n. pdx, daq is not tight. This is in fact suggested
by the term of order n in Equation (6.5). The remaining results we hope are
(i) the convergence for fixed t of the sequence Z˜nt pdx, daq,
(ii) the convergence of the sequence of age pyramid processes Z¯n. pdaq.
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We now forget characteristics and focus on the age pyramid. By Lemma 6.1, the
sequence of age pyramid processes verify for each bounded and differentiable hpaq,
xZ¯nt , hy “ xZ¯n0 , hy `
ż t
0
xZ¯ns , Bah` hp0qb´ h dyds`Mh,nt , (6.7)
where Mh,n.^τk is a square-integrable martingale with quadratic variation
xMh,nyt^τk “
1
n
ż t^τk
0
xZ¯ns , hp0q2b` h2 dyds. (6.8)
Heuristically, the behavior of the quadratic variation in (6.8) is of order 1
n
, suggesting
that the noise will vanish in the limit. Let us also remark the link, although not so
obvious, between Equation (6.7) setting the noise to be zero, and the limit Equation
(6.3) we want to derive.
Proof of Theorem 6.1. The proof is divided in seven steps. We follow the rea-
soning of Méléard and Tran (2012).
(i) Let us show that under Assumptions 6.1 and 6.2,
sup
n
E
„
sup
tďT
xZ˜nt , 1y

ă `8.
Recall that τk “ inftt : xZ˜nt , 1y ě ku. Equation (6.1) implies that
xZ˜nt^τk , 1y ď xZ˜n0 ,1y`
1
n
ż t
0
ż
N˚
ż
X
ż
R`
1iďsup0ďuďs^τk xZns´,1y10ďθăm1pZns´,i,x1qQpds, di, dx1, dθq.
Take the supremum, then expectation and isometry formula, and finally use As-
sumption 6.1 to get
E
„
sup
0ďuďt
xZ˜nt^τk , 1y

ď E
”
xZ˜n0 ,1y
ı
` b¯E
„ż t
0
sup
0ďuďs^τk
xZ˜ns´,1yds

.
Fubini’s theorem and Grönwall’s lemma thus leads to
E
„
sup
0ďuďt
xZ˜nt^τk , 1y

ď E
”
xZ˜n0 ,1y
ı
exppb¯tq.
Under Assumption 6.2, the right hand side is dominated by a constant which does
not depend on n, that is for each n, E
”
sup0ďuďt xZ˜nt^τk , 1y
ı
ď C exppb¯tq. This shows
that τk Ñ `8 a.s.. Then Fatou’s lemma leads to E
”
sup0ďuďt xZ˜nt , 1y
ı
ď C exppb¯tq.
As the r.h.s. does not depend on n, we conclude that supn E
”
suptďT xZ˜nt , 1y
ı
ă `8.
A direct corollary is that the local martingale pM f,nt q with quadratic variation
given by (6.6) is a square integrable martingale. Indeed,
E
“xM f,nyt^τk‰ ď }f}28 `b¯` d¯` 4e¯˘ t sup
n
E
„
sup
0ďsďt
xZ˜ns , 1y

ă `8.
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The last term being independent of k we get E
“xM f,nyt‰ ă `8 by Fatou’s lemma,
using that limkÑ`8 τk “ `8.
A second corollary is that for fixed t the family of random variables pM f,nt qn is
uniformly integrable. Indeed, the previous inequality leads to
sup
n
E
”
pM f,nt q2
ı
“ sup
n
E
“xM f,nyt‰ ď }f}28 `b¯` d¯` 4e¯˘ t sup
n
E
„
sup
0ďsďt
xZ˜ns , 1y

ă `8.
(ii) We want to show that the sequence of age pyramid processes Z¯npdaq “ş
X Z˜
npdx, daq is tight in D pr0, T s,MF pR`qq whereMF pR`q is embedded with the
topology of vague convergence. The extension to weak convergence is carried out in
step (iii) .
According to Roelly-Coppoletta (1986) (Theorem 2.1), it is sufficient to prove
that for each f P Θ Y t1u, xZ˜n, fy is tight in Dpr0, T s,Rq where Θ is a dense
subset of the space C0pR`,Rq, the space of continuous maps vanishing at infinity,
for the topology of uniform convergence. By Tran (2006), Appendix A.2, the set
Θ “ C0pR`,Rq X C1b pR`,Rq is dense in C0pR`,Rq.
Let us show that for f P C0pR`,Rq X C1b pR`,Rq, the sequence of R-valued
processes
`xZ¯n, fy˘
nPN˚ is tight in Dpr0, T s,Rq. To do this, we use Aldous-Rebolledo
criterion (see Aldous (1978) and Joffe and Métivier (1986)):
since xZ¯n. , fy “ V n,f. `Mn,f. is a semi-martingale (with decomposition given in (6.7)),
it sufficient to prove that
1. @t P r0, T s, `xMn,fyt˘nPN˚ and ´V n,ft ¯nPN˚ are uniformly tight in R,
2. @ ą 0, @η ą 0, Dδ ą 0, Dn0 P N˚ such that for any sequence of stopping times
pSkqkPN˚ and pTkqkPN˚ verifying a.s. @k P N˚, Sk ď Tk ď T ,
sup
něn0
P
`ˇˇxMn,fyTk ´ xMn,fySk ˇˇ ě η, Tk ă Sk ` δ˘ ď ,
sup
něn0
P
´ˇˇˇ
V n,fTk ´ V n,fSk
ˇˇˇ
ě η, Tk ă Sk ` δ
¯
ď .
(6.9)
To prove the first point, it is sufficient to show that
sup
nPN˚
E
„
sup
0ďtďT
xMn,fyt

ă `8 and sup
nPN˚
E
„
sup
0ďtďT
ˇˇˇ
V n,ft
ˇˇˇ
ă `8.
According to (6.8) and step (i),
sup
nPN˚
E
„
sup
0ďtďT
xMn,fyt

ď sup
nPN˚
E
„
sup
0ďtďT
xZ˜nt , 1y

T pb¯` d¯q }f}28 ă `8,
and from (6.7),
sup
nPN˚
E
„
sup
0ďtďT
ˇˇˇ
V n,ft
ˇˇˇ
ď }f}8 sup
nPN˚
E
”
xZ˜n0 , 1y
ı
` sup
nPN˚
E
„
sup
0ďtďT
xZ˜n, 1yt

T
`pb¯` d¯q }f}8 ` }f 1}8˘ ă `8.
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To prove the second point (Equation (6.9)), let  ą 0, η ą 0 and @k P N˚, Skpωq ď
Tkpωq ď T stopping times such that a.s. Sk ď Tk ď Sk ` δ. For all n0 P N˚,
sup
něn0
P
`ˇˇxMn,fyTk ´ xMn,fySk ˇˇ ě η˘
ď 1
η
sup
něn0
E
“ˇˇxMn,fyTk ´ xMn,fySk ˇˇ‰
ď δ
η
}f}28 pb¯` d¯q sup
nPN˚
E
„
sup
0ďtďT
xZ˜nt , 1y

ă `8.
Thus one can choose δ ą 0 such that
sup
něn0
P
`ˇˇxMn,fyTk ´ xMn,fySk ˇˇ ě η˘ ď .
This shows that the sequence of processes xZ˜n, fy is tight in Dpr0, T s,Rq. Note that
by the same reasoning, one can also show the tightness of xZ˜n,1y. This concludes
the proof of step (ii).
(iii) Let us now prove the tightness of pZ¯npdaqqn in D pr0, T s,MF pR`qq where
MF ”MF pR`q is embedded with the topology of weak convergence. To do this,
we use the following criterion (see Méléard and Roelly (1993)). In the following, we
denote ñ the convergence in distribution of a sequence of processes.
Theorem 6.2. Let pZnq be a sequence of processes in D pr0, T s, pMF , wqq and ξ a
process in the space C pr0, T s, pMF , wqq. Then the following statements are equiva-
lent:
• Zn ñ ξ in D pr0, T s, pMF , wqq,
• Zn ñ ξ in D pr0, T s, pMF , vqq and xZn,1y ñ xξ,1y in D pr0, T s,Rq.
Recall that the tightness of pxZ¯n,1yq in D pr0, T s,Rq has been derived in the
previous step. Now, since pZ¯npdaqq is tight in D pr0, T s, pMF , vqq and pxZ¯n,1yq is
tight in D pr0, T s,Rq, then one can choose a subsequence φpnq such that
Z¯φpnq ñ ξφ in D pr0, T s, pMF , vqq and xZ¯φpnq,1y ñ Y in D pr0, T s,Rq ,
where pξφt qtPr0,T s is some process in D pr0, T s, pMF , vqq and pYtqtPr0,T s is some càdlàg
real valued process. The aim now is to show that
a) Y “ xξφ,1y, and
b) ξφ P C pr0, T s, pMF , wqq,
which will prove the convergence of pZ¯φpnqpdaqq in D pr0, T s, pMF , wqq, with the help
of the criterion in Theorem 6.2. This will show, by definition, that the sequence
pZ¯npdaqq is tight in D pr0, T s, pMF , wqq.
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a) Let us first prove that xZ¯φpnq,1y ñ xξφ,1y in D pr0, T s,Rq.
Let F Lipschitiz continuous and bounded function from Dpr0, T s,Rq to R. Let
us show that
lim sup
nÑ`8
ˇˇˇ
E
”
F pxZ˜φpnq,1yq ´ F pxξφ,1yq
ıˇˇˇ
“ 0.
To do this, we use the ideas of Jourdain et al. (2012) also used in Méléard and Tran
(2012), in particular the following Lemma (see Lemma 4.3 in Jourdain et al. (2012)).
The proof is postponed at the end of this section.
Lemma 6.2. Introduce the functions fkpaq :“ Ψp0 _ p|a| ´ pk ´ 1qq ^ 1q, where
Ψpyq “ 6y5 ´ 15y4 ` 10y3, which are continuous approximations of the indicator
function 1aěk. Then under Assumptions of Theorem 6.1,
lim
kÑ`8 lim supnÑ`8
E
«
sup
tPr0,T s
xZ˜φpnq, fky
ff
“ 0,
and
lim
kÑ`8E
«
sup
tPr0,T s
xξφt , fky
ff
“ 0.
Now, let us introduce the terms F pxZ˜φpnq,1´fkyq and F pxξφ,1´fkyq to dominate
by
lim sup
nÑ`8
ˇˇˇ
E
”
F pxZ˜φpnq,1yq ´ F pxξφ,1yq
ıˇˇˇ
ď lim sup
kÑ`8
lim sup
nÑ`8
ˇˇˇ
E
”
F pxZ˜φpnq,1yq ´ F pxZ˜φpnq,1´ fkyq
ıˇˇˇ
` lim sup
kÑ`8
lim sup
nÑ`8
ˇˇˇ
E
”
F pxZ˜φpnq,1´ fkyq ´ F pxξφ,1´ fkyq
ıˇˇˇ
` lim sup
kÑ`8
ˇˇ
E
“
F pxξφ,1´ fkyq ´ F pxξφ,1yq
‰ˇˇ
.
For the second term, since Z¯φpnq ñ ξφ in D pr0, T s, pMF , vqq and p1´fkq P CKpR`q,
the continuous mapping theorem (see e.g. Billingsley (2009)) implies that the second
term is zero. Also, by the Lipschitz property,
|F pxν,1´ fkyq ´ F pxν,1yq| ď rF slip sup
t Pr0,T s
xνt, fky,
so according to Lemma 6.2, the first term and third terms are equal to zero.
b) Let us now prove that ξφ P C pr0, T s, pMF , vqq (vague topology).
Since Z¯φpnq ñ ξ in D pr0, T s, pMF , vqq and for each f P CKpR`q, the map
ν P Dpr0, T s, pMF pR`q, vqq ÞÑ suptPr0,T s |xνt, fy ´ xνt´, fy| is continuous, the contin-
uous mapping theorem implies that
sup
tPr0,T s
ˇˇˇ
xZ¯φpnqt , fy ´ xZ¯φpnqt´ , fy
ˇˇˇ
ñ sup
tPr0,T s
ˇˇˇ
xξφt , fy ´ xξφt´, fy
ˇˇˇ
.
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Moreover, by construction if there is a jump the quantity xZ¯φpnqt , fy increases at most
by the amount }f}8
Φpnq , which turns out that suptPr0,T s
ˇˇˇ
xZ¯φpnqt , fy ´ xZ¯φpnqt´ , fy
ˇˇˇ
ď }f}8
Φpnq ,
and in particular suptPr0,T s
ˇˇˇ
xZ¯φpnqt , fy ´ xZ¯φpnqt´ , fy
ˇˇˇ
ñ 0. This shows that for each
f P CKpR`q, a.s. suptPr0,T s
ˇˇˇ
xξφt , fy ´ xξφt´, fy
ˇˇˇ
“ 0 thus ξφ P C pr0, T s, pMF , vqq.
Now, we prove that ξφ P C pr0, T s, pMF , wqq (weak topology). Let h P CbpR`q
and the pfkq as in Lemma 6.2. Then
E
«
sup
tPr0,T s
ˇˇˇ
xξφt , hy ´ xξφt´, hy
ˇˇˇff
ď }h}8 E
«
sup
tPr0,T s
ˇˇˇ
xξφt , fky
ˇˇˇff
` E
«
sup
tPr0,T s
ˇˇˇ
xξφt , hp1´ fkqy ´ xξφt´, hp1´ fkqy
ˇˇˇff
` }h}8 E
«
sup
tPr0,T s
ˇˇˇ
xξφt´, fky
ˇˇˇff
.
Since ξφ P C pr0, T s, pMF , vqq (vague topology) and hp1´ fkq P CKpR`q, the second
term is zero. In addition, by the use of Lemma 6.2, the first and third terms are
zero by letting k Ñ `8.
(iv) Let us prove that for each t ą 0, the sequence of measures pZ˜nt pdx, daqqn is
uniformly tight inMF pX ˆ R`q.
To show the tightness of a sequence of measures, we use the following result (see
Kurtz (1992), Lemma 1.1):
Lemma 6.3. Let pµnq be a sequence of random variables with values in pMF pSq, wq,
with pS, dq a complete separable metric space. Then pµnq is relatively compact in
pMF pSq, wq if and only if the sequence pµnpSqq is relatively compact in R and for
each  ą 0 there exists a compact set K Ă S such that supn P pµnpKcq ą q ă .
First note that Z˜nt pX ˆ R`q “ xZ˜nt ,1y. Let  ą 0, then for k large enough,
sup
ně1
PpxZ˜nt ,1y R r0, ksq ď 1k supně1 ErxZ˜
n
t ,1ys ď ,
so that the first condition is matched. For the second condition, let A>0 and consider
the compact set K :“ X ˆ r0, As. Obviously, Z˜nt pKcq “ 0 since all characteristics
lie in X : this proves that the second condition is satisfied.
The tightness of the sequence of the age pyramid processes and the time marginal
of the population process has been established. To prove the convergence in dis-
tribution, it is needed to identify the limiting values. In our framework, this issue
is technical due to the fast swap pattern: it is not possible to keep track of the
characteristics in the population over time. The issue has an analogy with that in
Méléard and Tran (2012) and Gupta et al. (2014) in which fast aging is considered
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(see Remark 6.4). The main technical tool they use for the proof is an exten-
sion of averaging techniques by Kurtz (1992). This is used in the following step:
the idea is to identify the limiting values of the sequence of occupation measures
pΓnpdx, da, dtqqn :“ pZ˜nt pdx, daqdtqn.
(v) To show that the sequence of measures pΓnpdx, da, dtqqn is tight in
pMF pX ˆ R` ˆ r0, T sq, wq, we use the same result as for the previous step. As
previously, the second condition is straightforward with K˜ :“ X ˆ r0, As ˆ r0, T s.
As for the first condition, we have
sup
n
PpΓnpXˆR`ˆr0, T sq R r0, ksq “ sup
n
P
ˆż T
0
xZ˜nt ,1ydt ą k
˙
ď T
k
sup
n
E
„
sup
0ďtďT
xZ˜nt ,1y

,
which can be made smaller than  for k large enough.
Now, from (iv)and (v), the sequence pΓn, Z¯n. pdaqqn is tight. Due to Prohorov the-
orem, from any subsequence, one can extract a further sub-subsequence converging
in distribution. Denote pΓΦpnq, Z¯Φpnq. pdaqq such sub-subsequence and pΓ¯Φ, X¯Φ. pdaqq
the corresponding limit (the first component being a measure and the second com-
ponent a measure-valued process). The last two steps of the proof are dedicated
to the characterization of this limit. If it is unique (i.e. does not depend on Φ),
we get the convergence in distribution (see Billingsley (2009), Theorem 2.6). Step
(vi) focuses on the marginal in characteristics of Γ¯Φ, whereas Step (vii) concentrates
on the age and time marginal.
(vi) By definition of ΓΦpnq, for each continuous and bounded fpa, sq,ż t
0
ż
R`
ż
X
fpa, sqΓΦpnqpdx, da, dsq “
ż t
0
ż
R`
fpa, sqZ¯Φpnqs pdaqds.
Since Γ ÞÑ şt
0
ş
R`
ş
X fpa, sqΓpdx, da, dsq and Z ÞÑ
şt
0
ş
R` fpa, sqZspdaqds are both
continuous, the continuous mapping theorem implies that X¯Φs pdaqds is necessarily
the marginal measure of Γ¯Φ on R` ˆ r0, T s up to a null-measure set.
By Kurtz (1992), Lemma 1.4, there exists a predictable probability-valued pro-
cess γΦa,spdxq such that a.s., dt´ ae, Γ¯Φpdx, da, dsq “ γΦa,spdxqX¯Φs pdaqds.
Now, the aim is to characterize γΦa,spdxq. From (6.4), p 1ΦpnqM f,Φpnqt qt is a martin-
gale, converging in distribution to (continuous mapping theorem for pΓΦpnqqn)
M¯Φt :“
ż t
0
ż
R`
ż
xPX
epx, aq
ˆż
X
pfpx1, aq ´ fpx, aqqkepx, a, x1qmpdx1q
˙
γΦa,spdxqX¯Φs pdaqds.
For a given t ą 0 the family
´
1
n
M f,nt
¯
n
is uniformly integrable since from (i),
sup
n
E
”
pM f,nt q2
ı
“ sup
n
E
“xM f,nyt‰ ď }f}28 `b¯` d¯` 4e¯˘ t sup
n
E
„
sup
0ďsďt
xZ˜ns , 1y

ă `8.
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This implies that M¯Φ is a martingale. But it is by construction a finite-variation
process which is also continuous so it is the null process (up to indistinguishability).
We get a.s., XΦs pdaq ´ a.e. and dt´ a.e.,ż
xPX
fpx, aqepx, aqγΦa,spdxq “
ż
x1PX
fpx1, aq
ˆż
xPX
epx, aqkepx, a, x1qγΦa,spdxq
˙
mpdx1q.
This shows that (a.s., XΦs pdaq´a.e. and dt´a.e.) γΦa,s is absolutely continuous w.r.t.
m, γΦa,spdxq “ γΦa,spxqmpdxq, with
γΦa,spxqepx, aq “
ż
yPX
epy, aqkepy, a, xqγΦa,spyqmpdyq,
and in addition γΦs is a probability measure. Then under Assumption 6.3, we get
γΦa,spxq “ gpx, aq. We just characterized that all limiting values of ΓΦpnq are of the
form Γ¯Φpdx, da, dsq “ gpx, aqmpdxqX¯Φs pdaqds. In the last step, we identify X¯Φ as
the solution to a deterministic equation.
(vii) We want to show that a.s. for each t and f P C1b pR`q,
xX¯Φt , fy “ xξ0, fy `
ż t
0
xX¯Φs , Baf ` bˆ´ dˆyds,
where bˆpaq “ şX bpx, aqgpx, aqmpdxq and dˆpaq “ şX dpx, aqgpx, aqmpdxq. Let
H¯Φt “ xX¯Φt , fyt ´ xξ0, fy ´
şt
0
xX¯Φs , Baf ` bˆ ´ dˆyds. To prove that E
“ˇˇ
H¯Φt
ˇˇ‰ “ 0, we
use the following three facts:
aq From Equation (6.7), one hasM f,Φpnqt ñ H¯Φt , using that ΓΦpnq ñ Γ¯Φ, Assumption
6.4 and the continuous mapping theorem.
bq One can also write
E
”ˇˇˇ
M
f,Φpnq
t
ˇˇˇı2 ď E „´M f,Φpnqt ¯2 “ E “xM f,Φpnqyt‰
ď 1
Φpnqt }f}
2
8 pb¯` d¯q sup
ně1
E
„
sup
0ďsďt
xZ˜ns ,1y

,
which shows that limnÑ`8 E
”ˇˇˇ
M
f,Φpnq
t
ˇˇˇı
“ 0 since Φpnq Ñ `8.
cq From the second corollary of (i), for fixed t, the sequence pM f,Φpnqt qn is uniformly
integrable.
From these facts we get E
“ˇˇ
H¯Φt
ˇˇ‰ “ limnÑ`8 E ”ˇˇˇM f,Φpnqt ˇˇˇı “ 0.
Using Grönwall lemma, one can prove the uniqueness for Equation (6.3). This
concludes the proof.
Proof of Lemma 6.2. The proof is similar to Jourdain et al. (2012), exposed
in order to illustrate that here only the moments of order 1 ` α of Assumption
317
6.3. PROOFS
6.2 are needed (order 1 suffices elsewhere in the proof of Theorem 6.1). Note that
since fk R CKpR`q, it is not possible to use the fact that pZ¯Φpnqpdaqq converges in
distribution in D pr0, T s, pMF , vqq. We rather use Equation (6.7) with h ” fk for
k ě 1 leads to (since fkp0q “ 0),
xZ¯Φpnqt , fky “ xZ¯Φpnq0 , fky `
ż t
0
xZ¯Φpnqs , Bafk ´ fk dyds`M fk,Φpnqt . (6.10)
Dominate by omitting the death term, take the supremum, then expectation and
finally use Doob inequality to get
E
«
sup
tPr0,T s
xZ¯Φpnqt , fky
ff
ď E
”
xZ¯Φpnq0 , fky
ı
`2 `E “xM fk,ΦpnqyT ‰˘1{2`ż T
0
E
“xZ¯Φpnqs , Bafky‰ ds.
The limits of the three terms are studied separately.
(i) Since Z˜φpnq0 ñ ξ0 in pMF pX ˆ R`q, wq and fk P CbpX ˆ R`q, then
xZ¯Φpnq0 , fky ñ xξ0, fky. We also have fk ď 1 and under Assumption 6.2,
supn E
”`xZ¯n0 ,1y˘1`αı ă `8 so the sequence is uniformly integrable. We thus get
limnÑ`8 E
”
xZ¯Φpnq0 , fky
ı
“ xξ0, fky. Finally, since ξ0 PMF pX ˆ R`q, that is
xξ0,1y ă `8, we get limkÑ`8 xξ0, fky “ 0, then
lim
kÑ`8 lim supnÑ`8
E
”
xZ¯Φpnq0 , fky
ı
“ 0.
(ii) From (6.8), since fkp0q “ 0,
E
“xM fk,ΦpnqyT ‰ “ 1Φpnq
ż t
0
xZ˜Φpnqs , f 2k dyds ď d¯TΦpnq supně1 E
«
sup
tPr0,T s
xZ˜ns ,1y
ff
,
which shows that limkÑ`8 lim supnÑ`8 E
“xM fk,ΦpnqyT ‰ “ 0.
(iii) Note that
Bafk “ 1k´1ďaďkΨ1pa´ pk ´ 1qq ď 1k´1ďaďk sup
yPr0,1s
Ψ1pyq ď 1k´1ďa sup
yPr0,1s
Ψ1pyq.
Since 1k´1ďa ď fk´1paq, this shows that Bafkpaq ď fk´1paq supyPr0,1s Ψ1pyq. To show
that limkÑ`8 lim supnÑ`8
şT
0
E
”
xZ¯Φpnqs , Bafky
ı
ds “ 0, it is thus sufficient to prove
that for t P r0, T s, limkÑ`8 lim supnÑ`8 E
”
xZ¯Φpnqt , fky
ı
“ 0. From (6.10), for each
k ě 1, with C :“ supyPr0,1s Ψ1pyq,
E
”
xZ¯Φpnqt , fky
ı
ď E
”
xZ¯Φpnq0 , fky
ı
` C
ż t
0
E
“xZ¯Φpnqs , fk´1y‰ ds, (6.11)
and for k “ 0, f0 ” 1 then
E
”
xZ¯Φpnqt , f0y
ı
ď E
”
xZ¯Φpnq0 , f0y
ı
` b¯
ż t
0
E
“xZ¯Φpnqs , f0y‰ ds,
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so Grönwall’s lemma leads to
E
”
xZ¯Φpnqt , f0y
ı
ď E
”
xZ¯Φpnq0 , f0y
ı
exppb¯tq. (6.12)
From (6.11) and (6.12) we get
E
”
xZ¯Φpnqt , fky
ı
ď
k´1ÿ
j“0
Cjtj
j!
E
”
xZ¯Φpnq0 , fk´jy
ı
` C
ktk
k!
exppb¯tqE
”
xZ¯Φpnq0 ,1y
ı
.
Under Assumption 6.2, we have Cktk
k!
exppb¯tqE
”
xZ¯Φpnq0 ,1y
ı
ď Cktk
k!
exppb¯tq supn E
“xZ¯n0 ,1y‰,
which tends to zero as k Ñ `8. As for the first term, this can be split into
k´1ÿ
j“0
Cjtj
j!
E
”
xZ¯Φpnq0 , fk´jy
ı
“
rk{2sÿ
j“0
Cjtj
j!
E
”
xZ¯Φpnq0 , fk´jy
ı
`
k´1ÿ
j“rk{2s`1
Cjtj
j!
E
”
xZ¯Φpnq0 , fk´jy
ı
ď exppCtqE
”
xZ¯Φpnq0 , fk´rk{2sy
ı
` E
”
xZ¯Φpnq0 ,1y
ı k´1ÿ
j“rk{2s`1
Cjtj
j!
.
Since rk{2s ď k ´ rk{2s then fk´rk{2s ď frk{2s. As in (i), by the convergence in
distribution and uniform integrability (Assumption 6.2), one gets
limkÑ`8 lim supnÑ`8 E
”
xZ¯Φpnq0 , frk{2sy
ı
“ 0. As for the second term, this converges
to zero since the first component is bounded (Assumption 6.2) and the sum converges
to zero. ˛
6.3.2 Proof of Proposition 6.2
Let us recall below the assumptions and the corresponding result about the non-
tightness of the sequence of population processes.
Assumption 6.5 Let us work with age-independent demographic rates and ker-
nels, namely bpx, aq ” bpxq, dpx, aq ” dpxq, epx, aq ” epxq, and kepx, a, x1q ”
kepx, x1q. We consider ∆ to be the euclidian distance on Rd and for a given set
A Ă X , we denote A˚ its interior for the induced topology on X . Let us assume that
there exists two measurable non-empty and disjoint subsets A and B in X such that
(i) ∆pA,Bq “ infxPA,yPB ∆px, yq ą 0,
(ii) xξ0, e1A˚y ą 0, where 1A˚ is the indicator of the interior of A,
(iii) kepA,Bq “
ş
xPA
ş
yPB kepx, yqmpdxqmpdyq ą 0.
Proposition 6.2 Under Assumptions 6.4 and 6.5, the measure-valued process
Z˜n. pdx, daq is not tight in Dpr0, T s,MF pX ˆ R`qq.
Proof of Proposition 6.2
Aim is to give here a proof which does not need the main result of Theorem 6.1.
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Let us first construct a function f P CbpX q such that
inf
xPA,yPB |fpyq ´ fpxq| ą 0.
To this aim, consider for example the map f : x ÞÑ ∆px,Aq with support in X zA,
that satisfies the previous equation according to point (i). It is moreover continuous
on the compact X so it is bounded. To prove that the sequence of measure-valued
processes pZ˜n. pdx, daqqn is not tight in Dpr0, T s,MF pX ˆ R`qq, it is sufficient to
prove that the process Xn. :“ xZ˜n. , fy is not tight in Dpr0, T s,Rq. Recall the follow-
ing equivalence derived from compactness characterization in the space of càdlàg
functions (see Billingsley (2009), Theorem 13.2):
The sequence pXn. qn is tight Dpr0, T s,Rq if and only if
a) the sequence sup0ďsďT |Xnt | is tight in R and
b) (equicontinuity) @η ą 0, limδÑ0 lim supnÑ`8 P pw1 pXn, δq ą ηq “ 0, where
w1 pXn, δq “ infptiqąδ supi sups,tPrti´1,tir |Xnt ´Xns | and infptiqąδ denotes the infimum
over all subdivisions of r0, T s with step strictly greater that δ.
To prove the result, we show that the equicontinuity criterion is not satisfied,
that is we show that:
Dη ą 0, D ą 0, @δ ą 0, lim sup
nÑ`8
P
˜
inf
ptiqąδ
sup
i
sup
s,tPrti´1,tir
|Xnt ´Xns | ą η
¸
ą .
First remark that for each δ ą 0 and η ą 0,
P
˜
inf
ptiqąδ
sup
i
sup
s,tPrti´1,tir
|Xnt ´Xns | ą η
¸
ě P
˜
sup
tPr0,δs
ˇˇ
Xnt ´Xnt´
ˇˇ ą η¸ .
Second, denote τn the first time of jump of Zn. . Conditionally on Zn0 , τn is expo-
nentially distributed with parameter nxZn0 , ey ` xZn0 , by ` xZn0 , dy. Then
P pτn ď δ | Zn0 q “ 1´ e´δpnxZn0 ,ey`xZn0 ,by`xZn0 ,dyq.
Let τne be the first time of swap for Zn. . By independence between swap, birth and
death events, the probability that the first time of event is a swap is given by (with
convention 0
0
“ 0)
P pτn “ τne | Zn0 q “ nxZ
n
0 , ey
nxZn0 , ey ` xZn0 , by ` xZn0 , dy ,
and the clock lemma for independent exponentially distributed random variables
assesses independence, conditionally on Zn0 , between the events tτn “ τne u and
tτn ď δu.
Let Y be the random variable "characteristics of the individual for which the event
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occurs at time τn", and A and B as in Assumption 6.5. The probability that the
individual has characteristics in A conditionally on a swap event is
P pY P A | Zn0 , τn “ τne q “ xZ
n
0 , e1Ay
xZn0 , ey .
Denote Y 1 the new characteristics (at birth or swap). In case of a swap, the char-
acteristics Y are replaced by the new characteristics Y 1, drawn with distribution
kepY, .q. Then
P pY 1 P B | Y P A, τn “ τne , Zn0 q “ kepA,BqmpAq .
Finally, remark that Y and Y 1 are independent of τn and let us take
η “ 1
2
infxPA,yPB |fpyq ´ fpxq| which is positive by construction of f . Then
P
˜
sup
tPr0,δs
ˇˇ
Xnt ´Xnt´
ˇˇ ą η¸
ě P p|Xnτn^δ ´Xn0 | ą ηq
ě P pτn ď δ, τn “ τne , Y P A, Y 1 P Bq
“ E rP pτn ď δ | Zn0 qP pτn “ τne , Y 1 P B, Y P A | Zn0 qs
“ E rP pτn ď δ | Zn0 qP pY 1 P B | τn “ τne , Y P A,Zn0 qP pY P A | τn “ τne , Zn0 qP pτn “ τne | Zn0 qs
“ kepA,Bq
mpAq E
„´
1´ e´δpnxZn0 ,ey`xZn0 ,by`xZn0 ,dyq
¯ xZn0 , e1Ay
xZn0 , ey
nxZn0 , ey
nxZn0 , ey ` xZn0 , by ` xZn0 , dy

where the last two equalities are due to recursive conditioning and the use of the
previous computations respectively. Now, let us construct hA P CbpX q such that
hA ď 1A and xξ0, ehAy ą 0. Let us define
hA : x ÞÑ ∆px,X zAq
supyPA ∆py,X zAq ,
which is continuous on X and positive on A˚; according to point (ii) in Assumption
6.5, we get xξ0, ehAy ą 0. Since xξ0, ehAy ď xξ0, e1Ay, we have
P
˜
sup
tPr0,δs
ˇˇ
Xnt ´Xnt´
ˇˇ ą η¸
ě kepA,Bq
mpAq E
„´
1´ e´δpnxZn0 ,ey`xZn0 ,by`xZn0 ,dyq
¯ nxZn0 , ehAy
nxZn0 , ey ` xZn0 , by ` xZn0 , dy

ě kepA,Bq
mpAq E
„
nδxZn0 , ehAy
1` δ pnxZn0 , ey ` xZn0 , by ` xZn0 , dyq

where the last inequality comes from the fact that 1 ´ expp´xq ě x
1`x . Renormal-
ization by δn2 leads to the final inequality
P
˜
sup
tPr0,δs
ˇˇ
Xnt ´Xnt´
ˇˇ ą η¸ ě kepA,Bq
mpAq E
«
xZ˜n0 , ehAy
1{pδn2q ` xZ˜n0 , ey ` xZ˜n0 , by{n` xZ˜n0 , dy{n
ff
.
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Under Assumption 6.4, one has that
´
xZ˜n0 , ehAy, xZ˜n0 , ey, xZ˜n0 , dy, xZ˜n0 , by
¯
converges
to the deterministic limit pxξ0, ehAy, xξ0, ey, xξ0, dy, xξ0, byq in probability thus one
can get the a.s. convergence for a subsequence φpnq.
Moreover, since xZ˜
n
0 ,ehAy
1{pδn2q`xZ˜n0 ,ey`xZ˜n0 ,by{n`xZ˜n0 ,dy{n
ď 1, the dominated convergence theo-
rem leads to
lim sup
nÑ`8
P
˜
sup
tPr0,δs
ˇˇ
Xnt ´Xnt´
ˇˇ ą η¸
ě kepA,Bq
mpAq limnÑ`8E
«
xZ˜φpnq0 , ehAy
1{pδφpnq2q ` xZ˜φpnq0 , ey ` xZ˜φpnq0 , by{φpnq ` xZ˜φpnq0 , dy{φpnq
ff
“ kepA,Bq
mpAq
xξ0, ehAy
xξ0, ey .
The choice  “ 1
2
kepA,Bq
mpAq
xξ0,ehAy
xξ0,ey , which is positive by Assumption 6.5 (iii), concludes
the proof. ˛
6.4 Examples and numerical illustration
6.4.1 Examples
We propose here to compute explicit solutions to Equation (6.2) for the stable com-
position. We analyze two examples: the two-dimensional mixture and the swap to
the nearest neighbor. We omit here the dependence in age for clarity.
Mixture kernel. We want to derive explicit solutions to (6.2) in the case where
kepy, xq is a two dimensional mixture, that is kepy, xq “ b1pyqf1pxq`b2pyqf2pxq where
b1 and b2 are continuous functions from X to p0, 1q such that b1 ` b2 ” 1, and f1
and f2 are probability densities on X . In this model, new characteristics are chosen
based on two probability densities which are the same for all individuals but weights
depend on the old characteristics of the individual. This is a particular case of a
separable kernel with n “ 2, and we illustrate the methodology described in Zemyan
(2012) for the computations. We first derive the characteristic polynomial in λ P R
of the matrix
A “
˜ş
b1f1
ş
b1f2ş
b2f1
ş
b2f2
¸
“
˜
d1 1´ d2
1´ d1 d2
¸
,
where d1 “
ş
b1f1 and d2 “
ş
b2f2. Then
P pλq :“ |I ´ λA| “ 1´ λd2 ´ λd1 ´ λ2 ` λ2d2 ` λ2d1,
“ p1´ λqp1` λ´ λd2 ´ λd1q.
Since P p1q “ 0, there exists non-trivial solutions to pI ´ Aqc “ 0. Let Qpλq “
P pλq{p1´λq. Then Qp1q “ 2´d1´d2 ą 0 since d1 “
ş
f1b1 ă
ş
f1 “ 1 (we assumed
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that b1, b2 : X Ñ p0, 1q). We deduct that the space of all solutions is of dimension
p “ 1. Solutions of pI ´ Aqc “ 0 are of the form c “ βp1 ´ d2, 1 ´ d1qT , β P R. So
that solution g to (6.2) is
gpxq “ 1
βepxq pp1´ d2qf1pxq ` p1´ d1qf2pxqq , (6.13)
where β “ p1´ d2q
ş
X
f1pxq
epxq mpdxq ` p1´ d1q
ş
X
f2pxq
epxq mpdxq.
Swap to the nearest neighbor. We consider n classes, X “ tx1, ..., xnu. If a
swap occurs for individual i with characteristic xi P t2, ..., n ´ 1u, we suppose that
its new one is uniformly chosen between xi´1 and xi`1, that is kepxi, x1qmpdx1q “
1
2
δxi´1pdx1q` 12δxi`1pdx1q. If the characteristics are xi “ x1 or xi “ xn, the neighbor is
chosen with probability one, that is kepx1, x1qmpdx1q “ δx2pdx1q and kepxn, x1qmpdx1q “
δxn´1pdx1q. The discrete formulation of Equation (6.2) is given by
@i P t1, ..., nu, epxiqgpxiq “
ÿ
j‰i
gpxjqepxjqkepxj, xiq.
Define the matrix A by Ai,j “ epxjqkepxj, xiq1i‰j ´ epxiq1i“j. We then want to find
the eigenvectors for A associated with eigenvalue 0. Since characteristics changes can
only lead to neighbor characteristics, the matrix A is tridiagonal. Remark also that
upper and lower diagonals of A have same sign, which shows that it is diagonalizable.
Let us write A “ PDP´1 the canonic decomposition with D diagonal. It is then
straightforward to show that 0 is an eigenvalue for A (with multiplicity 1) and that
an eigenvector Y is given by Y1 “śi‰1 epxiq, Yn “śi‰n epxiq and if k P t2, ..., n´1u,
Yk “ 2śi‰k epxiq. So the solution g is given by
gpxiq “ Yiř
1ďkďn Yk
. (6.14)
6.4.2 Numerical illustration
Numerical examples will be performed under the proportional hazard framework:
dpx, aq :“ αpxqd¯paq and bpx, aq :“ βpxqb¯paq, with d¯paq and b¯paq some reference death
and birth rate. In the macroscopic model, the death rate is
dˆpaq “
ż
X
dpx, aqgpx, aqmpdxq “ αˆpaqd¯paq,
where αˆpaq :“ şX αpxqgpx, aqmpdxq. In the same way, bˆpaq “ βˆpaqb¯paq. It is in-
teresting to note that in the general general framework where the invariant swap
pattern is age-dependent, the equivalent model is not proportional hazard with an
age-independent factor anymore.
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For the reference death rate, we choose a stylized Gompertz form d¯paq “ A1eB1a,
and a stylized birth rate b¯paq “ A2e´B2pa´a¯q2 . We choose arbitrary values that mimic
the shape and the order of magnitude of human populations, inspired from death
and birth data for France in 2008. For the birth data, the aim is to reproduce the
shape of female birth rates and divide by two to approximately recover the intensity
for an arbitrary individual (male or female). We take A1 “ 3, 7.10´5, B1 “ 0.09,
a¯ “ 32, A2 “ 0.075 and B2 “ 0.02. The reference rates b¯paq and d¯paq are plotted in
Figure 6.1.
Figure 6.1: Stylized reference birth rate b¯paq and death rate d¯paq as a function of
age.
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We illustrate numerically the swap to the nearest neighbor. We consider n “ 40
discrete classes and set X “ t1, ..., 40u. We choose the following dynamics : the
caracteristic x is such that high value implies living longer but having less children,
whereas a low value means having more children: let αpxq “ βpxq “ 1 ´ x´4,5
100
.
The swap rate takes four possible forms, namely epxq “ 1
1´px´20,5q2 , epxq “ 1x ,
epxq “ x{40 and epxq “ ax{40. The swap rate, the theoretical stable composition
and the equivalent birth and death rates are given for the four configurations from
Figure 6.2 to 6.5. Let us emphasize that in the four experiments, the age and
characteristic-dependent birth and death rates are the same, and also that the way
the new characteristics are chosen at the time of swap is fixed (namely the swap to
the nearest neighbor). We only vary the characteristics-dependent frequency of swap
events, driving the way characteristics changes occur at the individual level. Let us
first focus on the two upper graphs of each one of the four experiments. These
show how the stable composition in terms of characteristics (right-upper graph)
is linked to the swap pattern (left-upper graph). In each case, one can notice the
interesting link between the shape of the swap rate and that of the stable composition
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given by the invariant measure. In particular, as expected, the characteristics for
which the swap rate is high are less represented in the population composition,
since individuals are forced to escape the corresponding class. Also, let us remark
the side effect of the stable composition: this is due to the choice of the swap to
the nearest neighbor mechanisms, since characteristics on the side are less likely
to be chosen (they have one neighbor instead of two). Now, let us focus on the
equivalent death and birth rates. First notice that these are always lower than the
reference demographic rates, which are only used here to set a realistic age pattern;
this is due to the fact that the proportional parameters αpxq and βpxq are lower
than one for almost all characteristics. One then gets insights on the impact of
characteristics changes frequencies when comparing one by one the Figures 6.2 to
6.5. For example, the choice of the swap rate epxq “ x{40 leads to aggregate death
and birth rates that are higher than in the three other configurations; this can
be explained, as previously detailed, by the fact that small characteristics values,
whose birth and death rates are higher, are over-represented. This shows how, with
fixed swap rules and characteristic-specific demographic rates, the characteristic-
dependent swap frequencies impacts what one observes at the macroscopic level.
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Figure 6.2: Swap rate, stable composition and equivalent death and birth rates for
epxq “ 1
1´px´20,5q2
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6.5 Conclusion
In this paper, we considered the large population limit of an age and characteristics-
structured population model evolving according to individual birth, death and fast
characteristic changes during life. Both the large population framework and the fre-
quent characteristics changes appear naturally when focusing on the demographic
evolution of a human population at the scale of a given country. When rescaling the
population process, the classical deterministic transport-renewal McKendrick-Von
Foerster equation appears, that describes the time evolution of the age pyramid.
This dynamics is driven by age-dependent birth and death rates which are the aver-
age of microscopic birth and death rates over the stable characteristics distribution
of the invariant swap pattern. In addition, we proved that it is not possible to keep
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Figure 6.3: Swap rate, stable composition and equivalent death and birth rates for
epxq “ 1
x
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track of the population structure in terms of characteristics, even in the case of age-
independent demographic rates, in other words that the corresponding sequence of
measure-valued processes is not tight. This gives a natural and interesting example
of a sequence of processes which does not converge. A set of computable invariant
distributions for the swap patterns have also been given, namely a simple mixture
kernel and a swap to the nearest neighbor mechanism. When considering reference
age-dependent birth and death rates that reproduce real demographic data, numer-
ical illustrations have been performed showing the equivalent birth and death rates
in a proportional hazard setting. Next steps in this direction could concern (i) the
study of the associated central limit theorem, and the link with the speed at which
the swap pattern reaches its invariant measure and (ii) the assessment of the nu-
merical gain when considering the equivalent birth and death rates compared to the
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Figure 6.4: Swap rate, stable composition and equivalent death and birth rates for
epxq “ x{40
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original model. These two aspects are linked in the assessment of the speed at witch
the original model reaches the average one. They are left for further research.
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Figure 6.5: Swap rate, stable composition and equivalent death and birth rates for
epxq “ax{40
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