Models of nonproportional response in scintillators have highlighted the importance of parameters such as branching ratios, carrier thermalization times, diffusion, kinetic order of quenching, associated rate constants, and radius of the electron track. For example, the fraction η eh of excitations that are free carriers versus excitons was shown by Payne and coworkers to have strong correlation with the shape of electron energy response curves from Compton-coincidence studies. Rate constants for nonlinear quenching are implicit in almost all models of nonproportionality, and some assumption about track radius must invariably be made if one is to relate linear energy deposition dE/dx to volume-based excitation density n (eh/cm 3 ) in terms of which the rates are defined. Diffusion, affecting time-dependent track radius and thus density of excitations, has been implicated as an important factor in nonlinear light yield. Several groups have recently highlighted diffusion of hot electrons in addition to thermalized carriers and excitons in scintillators. However, experimental determination of many of these parameters in the insulating crystals used as scintillators has seemed difficult. Subpicosecond laser techniques including interband z scan light yield, fluence-dependent decay time, and transient optical absorption are now yielding experimental values for some of the missing rates and ratios needed for modeling scintillator response. First principles calculations and Monte Carlo simulations can fill in additional parameters still unavailable from experiment. As a result, quantitative modeling of scintillator electron energy response from independently determined material parameters is becoming possible on an increasingly firmer data base. This paper describes recent laser experiments, calculations, and numerical modeling of scintillator response.
INTRODUCTION
The paired alternatives for the scintillator material characteristics listed in the title of this paper anticipate the Conclusion, in which predictive trends in scintillator nonproportionality and light yield follow a succession of branch points according to values of a few material parameters. Payne et al [1, 2] concluded from empirically modeled electron energy response data from Compton-coincidence light yield that the free-carrier fraction denoted η eh is an important parameter affecting proportionality. One could alternatively talk in terms of the exciton fraction (1 -η eh ). We shall see that η eh is a function of time and electron temperature, but a single-valued η eh parameter can be associated with the average value of the evolving η eh (T e ,t) during nonlinear quenching. Hence, the first of the branch points according to exciton/free-carrier ratio can be tested for its correlation with scintillator proportionality if we have some way of measuring η eh independent of fitting a proportionality curve. We will describe such an experiment on laser interband Photon Density Response (PDR) in this paper, alongside results from the literature on the more traditional Electron Energy Response (EER) data.
PDR is a measurement of light yield versus absorbed photon density, where each ultraviolet photon produces one interband excitation. Thus PDR is a measure of light yield (or conversely, nonlinear quenching) as a function of excitation density. EER, on the other hand, is a measurement of light yield versus initial electron energy of a Compton electron [1, 2] or K-shell photoelectron [3] . In EER, lower initial electron energy implies higher average excitation density, and one sometimes interprets the EER curves as qualitatively indicating how light yield changes with changing Z-' boxcar averager amplified fs uy laser translating lens integrating sphere excitation density. But of course the correspondence is complicated due to the fluctuating distribution of excitations created by slowing of the high energy electron, the fact that scintillation light yield is integrated over the entire trajectory of a slowing primary electron and its secondaries, and the strong radial concentration gradient of excitations (mainly charge carriers) produced in the track. Extracting parameter values such as free-carrier fraction, the nonlinear rate constants, and diffusion coefficients (cool and hot) from the complex track structures contributing to EER data is thus very model dependent. In contrast, the horizontal axis in PDR plots is simply excitation density occurring on-axis just inside the sample surface. Furthermore, the energy imparted to each electron-hole pair by absorption of an ultraviolet interband photon is the same and can be tuned. Finally, the gradients of excitation density produced by interband laser absorption are at least an order of magnitude smaller than the gradient of excitation density around an electron track. When carrier mobilities are low or modest, as in most scintillators, we can neglect diffusion effects in the laser PDR geometry in order to deduce dependence of light yield directly on excitation density. From this dependence, one can extract nonlinear quenching rate constants as well as free-carrier fraction η eh by fitting a rate equation to the PDR curve.
With measured values of the free-carrier fraction and/or exciton fraction as well as the nonlinear quenching rate constants in hand from PDR experiments, one can then include carrier and/or exciton diffusion in the full rate equation needed to describe the electron track environment and predict electron energy response for comparison to EER measurements. Because nonlinear quenching goes on during the time of hot carrier thermalization in some scintillators, it has been found [4] [5] [6] [7] [8] that one needs to account for diffusion coefficients that are functions of electron temperature and therefore indirectly functions of time. This requires calculations and modeling to take into account.
EXPERIMENT
The experiment for measuring photon density response is represented schematically in Fig. 1 . The experiment and analysis has been described in detail in Ref. [9] , where it was called "interband z scan" because of similarity of the experimental setup to the well-known z-scan method of measuring optical nonlinearities of a sample through effects on the transmitted beam as a function of focus. [10] In the interband z scan experiment, the laser beam is totally absorbed within ~ 100 nm of the sample face and luminescence is detected as indicated in Fig. 1 . Having acknowledged the setup similarity to conventional z scan measurements, we will henceforth refer to the experiment as photon density response (PDR) since this places it more accurately with respect to other well-known scintillator measurements including electron energy response, [1, 2] photon energy response, [11] and gamma energy response. [12] [9] In PDR, light yield is measured as a function of excitation density under condition of constant excitation number. If there is no nonlinearity of light yield, the PDR curve should be flat. Figure 2. Measurements of the 4 th harmonic ultraviolet pulse transverse profiles are shown for several distances, z, between the beam waist and the entrance face of the sample. The data versus z are fit to the M 2 profile of a non-ideal Gaussian, which changes with alignment of system components for different wavelengths of the 4 th harmonic pulse.
RESULTS AND DISCUSSION

BGO and SrI 2 ; η eh
The raw data of the PDR experiment are shown in the left panel of Fig. 3 for two materials, bismuth germanate (Bi 4 Ge 3 O 12 , BGO) and strontium iodide (SrI 2 ). The characteristic dip at the beam waist position (highest fluence versus lens position) suggests why we have called this method "interband z scan." [9] The middle panel shows that by taking into account the beam profile, sample reflectivity, and laser pulse energy, the fluence on the central axis just inside the sample surface can be associated with each z position. The fluence scale is placed across the top of the middle panel in Fig. 3 . With further knowledge of the interband absorption coefficient α (cm -1 ), we can convert fluence to excitation density n 0 (eh/cm 3 ) on the central axis, just inside the sample surface. The conversion formula is shown in Fig. 3 , where F 0 is the laser fluence (eV/cm 2 ) and hν is the laser photon energy (eV). In the right panel, the light yield is plotted versus a logarithmic scale of excitation density n 0 . The left and right sides (z < 0 and z >0) of the z scan plot (middle panel) are averaged when replotting in the standard PDR format (right panel).
Inspection of the right-hand panel in Fig. 3 comparing PDR of BGO and SrI 2 reveals that the roll-off versus excitation density appears quite different in the two materials. In SrI 2 , the light yield stays flat for a much longer expanse of excitation density n 0 before plummeting at the end when n 0 is very high. The plummet occurs at excitation densities above 10 20 eh/cm 3 , which is typically found only at the ends of electron tracks. Thus in SrI 2 , the experimental light yield is almost flat and at its maximum value for all but track-end values of excitation density. Most of the energy of high energy gamma rays is deposited at lower n 0 than 10 20 eh/cm 3 . Therefore, by direct comparison in Fig. 3 , SrI 2 should have better proportionality and higher light yield than BGO, reasoning simply from the characteristic shapes of the photon density response (PDR) curves. This is indeed confirmed by their performance as scintillators. We shall see below that the shape of the SrI 2 PDR fits 3 rd order quenching but not 2 nd , and the shape of the BGO PDR fits 2 nd order quenching but not 3 rd . So a prediction of relative proportionality and light yield can already be made just on the basis of whether the nonlinear quenching kinetics is 2 nd or 3 rd order. Figure 4 displays the PDR data for BGO and SrI 2 separately, with two different attempts at fitting to rate equation models of PDR also shown. The solid line in each panel is the best fit or attempted fit with a model of 2 nd order (dipole-dipole) quenching, and the dashed line is the best fit or attempted fit to a model of 3 rd order (free-carrier Auger) quenching. The conclusion is unambiguous in each case, and is summarized in terms of experimentally determined free carrier fraction η eh in the box below each plot. The excitations during nonlinear quenching in BGO are apparently electron-hole pairs (excitons) interacting as dipole radiators and receivers in the near field, whereas in SrI 2 during nonlinear quenching the dominant population is free carriers (η eh = 1) based on the finding of 3 rd order quenching in the PDR data. (1)
The solved population N(t) is substituted into the light yield equation:
The result is the solid line fitted or attempted in Fig. 4 .
The 3 rd order model takes some additional discussion as given below and in Ref. [9] . It is based on the following approximate 3 rd order rate equation (3) where n is the free carrier density. In a pure material or at local excitation density much higher than that of dopants and defects, bandgap excitation leads to n e = n h = n. The term K 1e n is the trapping rate on deep defects, Bn 2 is the bimolecular pairing rate of electrons and holes to form excitons, and K 3 n 3 is the Auger quenching rate. It is more correct to write separate coupled rate equations for electron and hole density and write the 2 nd and 3 rd order terms proportional to n e n h and (n e n h n e + n e n h n h ) respectively. The more exact expressions of the bimolecular and Auger rates in coupled rate equations for electrons and holes are in fact used in our data fitting to account for effects of charge separation should it occur, but the form of the simplified Eq. (3) is useful for discussion of concepts in this document.
η eh (T e ,t); born excitons; thermalization and capture of initially hot electrons
We have just seen that η eh , defined as the average or effective value of η eh (T e ,t) during nonlinear quenching, can be measured by PDR experiments. The free carrier fraction η eh (T e ,t) is an evolving quantity as electrons and holes cool from the nonequilibrium energies of their creation and begin to associate (while also diffusing) as excitons. This raises the question, what was the "born" free carrier fraction η eh (t=0)? For insight, we look at calculations by Vasil'ev on the excitations created by scattering of high energy electrons in BaF 2 , including distributions at extremely short time after excitation, down to 0.04 fs. [13] The calculations provide two ways of looking at the exciton fraction at the instant of excitation. In the left panel of Fig.  5 , the simulated dielectric function ε 2 in light grey line, partial electron-hole contribution ε 2 eh neglecting exciton contributions (grey shading), and energy loss function Im(-1/ε) in dark line with exciton structure are plotted for BaF 2 as functions of photon energy. [13] The ratio of exciton and free-carrier final states directly excited by inelastic scattering of the incident electron is given by the partial contributions of these two types of excitations in the energy loss function. Visual separation of those two contributions is best indicated by comparison of ε 2 and ε 2 eh as a function of energy. Integration over photon energy spanning the energy deposition of a stopping primary electron suggests that excitons comprise only about 1% of direct excitations by electrons with initial energy greater than 1keV. The fraction should decrease with rising initial electron energy.
In the right panel, simulated energy distribution and particle number distribution among electrons, holes, and excitons excited in BaF 2 by a 1 keV electron, evaluated at 0.04 fs after electron passage at the local position is shown. [13] By integrating the number of valence excitons and the number of electrons or holes in the bar chart representations, we conclude that about 2% of the excitations are bound valence excitons at 0.4 fs after the electron passage at the local position. Core excitons are not counted because they will decay predominantly to energetic electrons and holes, and they do not represent much oscillator strength in any case. Based on the example of BaF 2 , about 2% of excitations by a high energy electron go directly into bound exciton states. The rest are free carriers with some excess kinetic energy to be dissipated before possibly pairing. The electron and hole will tend to move apart according to the initial relative velocities of their wave packets (v ge -v gh ) based on the local slope of the electron energy bands, while all the time losing energy. As Vasil'ev et al have calculated [7, 14] , geminate pairs are created if the electron thermalizes within the Onsager radius of the hole it left at creation. Other excitons can continue to form over time, between non-geminate carrier pairs. Exciton formation can be delayed if electron thermalization is slow, as in crystals with low optical phonon frequency. Our hypothesis is that the ratio of exciton fraction and free-carrier fraction during nonlinear quenching depends on the electron thermalization rate, which in turn depends on the optical phonon frequency ω LO .
The relation of electron thermalization time to capture on holes (making excitons) is illustrated in Fig. 6 showing calculations of electron energy relaxation and the fraction of electrons captured on holes as a function of time in CsI and YAP (yttrium aluminum perovskite, YAlO 3 ) by Li et al [15] [15] The method is similar to that employed by Wang et al [4, 5] and Vasilev et al. [7, 14] including calculation of phonon emission rate. The electron is captured when it scatters to a bound state in the electron hole potential that is at least 3 kT below the ionization limit. Results are shown for initial excitation densities of 2 x 10 20 cm -3 (red) and 2 x 10 18 cm -3 (blue).
The calculation method employs Monte Carlo simulation with phonon scattering rates calculated by methods similar to Wang et al [4, 5] and Vasil'ev et al. [7, 14] The electron is captured by a hole when it scatters by phonon emission to a bound state in the electron-hole potential that is at least 3 kT below the ionization limit. [15] Notice that the time axes for the YAP and CsI plots are a factor of 10 different. It is seen that electron-hole pairing in CsI is prevented until electron thermalization is nearly complete on a scale of about 3 ps, and then capture proceeds rapidly after that delay. The same happens in the simulations for YAP, except about 30 times faster. Cooling and capture in YAP is substantially subpicosecond, i.e. around 100 fs. In order to match the experimental finding of pure 3 rd order quenching in CsI, nonlinear quenching should be mostly complete in 3 ps or less. We have labeled the time intervals in which free-carrier kinetics would apply and in which exciton kinetics would apply, for both materials in Fig. 6 .
An experimental observation relevant to this topic comes from picosecond infrared absorption spectroscopy of pure and Tl-doped CsI at room temperature, shown in Fig. 7 . [16] The upper and lower panels are for different kinetic energies shared by the electron and hole, 2hν -E gap = 0.1 eV and 3.06 eV respectively. The initial spike of absorption nearly coincident with the excitation pulse has a very broad spectrum and may be attributed to free carrier absorption. It can be seen that when the initial excitation is 3.06 eV above the band gap, the free carrier spike is larger relative to the more slowly developing self-trapped exciton absorption. It is relatively smaller for excitation just slightly above the band gap. The rapid drop in free carrier absorption could be due to shallow capture of electrons in high Rydberg states around holes, transferring oscillator strength dominantly to the deep infrared spectrum out of our experimental spectral range, and to self trapping of holes which could transfer hole oscillator strength to the ultraviolet. The re-growth of absorption having a spectrum previously attributed to self-trapped excitons in CsI at room temperature [17] could represent relaxation of self-trapped excitons to their metastable radiative state. The time for that process is seen in Fig. 7 to be about 10 ps, roughly consistent with the calculated electron-hole capture rate for CsI in Fig. 6 .
Free-carrier Auger quenching rather than exciton-exciton dipole quenching should apply in the initial time period when the (hot) carriers are free. When the carriers are thermalized and captured on spatially separated traps, their contribution to Auger quenching should effectively terminate. This would be the likely case in CsI:Tl. Holes tend to self-trap right where they are in the host lattice, while electrons should trap mainly on Tl + , present at 0.1% levels. The main point is that electrons and holes do not generally trap at the same location in scintillators like CsI:Tl, so trapping in a doped crystal can effectively terminate Auger recombination. When the electrons are captured on self-trapped holes to form STE, the dominant quenching term from that sub-population should be 2nd order dipole-dipole, but by then their concentration has been reduced by diffusion and Auger quenching, so they represent only a fraction of the initial electron population. Thus their contribution to quenching can be small compared to the free-carrier contribution in the earlier, denser conditions. 
Mixed kinetic order in NaI and Kinetic Monte Carlo simulations of PDR
NaI is the exception that proves the aforementioned rule, in view of its higher ω LO relative to most other iodide scintillators. Whereas nonlinear quenching is pure 3 rd order in SrI 2 and CsI, we observe in PDR of NaI that there is a mixture of 2 nd order and 3 rd order kinetics, depending on how far above the exciton bands the PDR laser excitation is tuned.
The mixed order NaI results in Fig. 8 (left) were excited with 6.1 eV laser photons, which produce hot carriers with up to 0.3 eV excess energy. When the experiments were done with 5.9 eV laser photons only about 0.1 eV above the exciton ionization limit, the PDR can be fit by pure 2 nd order quenching, as shown in Fig. 8(right) and Fig. 9 . Superimposed in Fig. 9 is the Kinetic Monte Carlo (KMC) simulation of 2 nd order quenching [18, 19] , fitted to the laser PDR data [9] . As mentioned in the Introduction, the PDR experiment is measured without the complex track structure and associated gradients driving diffusion that occur in gamma-ray or electron excited luminescence. This allows KMC fitting of laser PDR to calibrate rate parameters used in the simulation, without having to deal with the track structure complications. This is a valuable tool in conjunction with anticipated KMC fitting of EER data including Compton coincidence (e.g. SLYNCI) and K-dip. [18, 19] with experimental PDR results (solid circles) [9] for NaI(0.1% Tl) excited by 5.9-eV photons as a function of the position of the beam waist (z-position) and excitation density. Figure 8 Photon density response of NaI:Tl excited at 6.1 eV and 5.9 eV. For 6.1 eV excitation, the fit corresponds to a mixed population of excited states during nonlinear quenching: 65% free carriers and 35% excitons. For 5.9 eV excitation, the 2 nd order model provides a good fit, implying that the excitations are excitons. BGO data with known pure 2 nd order kinetics is superimposed for comparison.
Hot free-carrier kinetics and associated light yield model
We have been showing 3 rd order fits of the PDR data in Figs. 4 and 8 without yet stating exactly what the 3 rd order model is. The delay in discussing it is tied up with the phenomenon illustrated in Fig. 6 , that slow electron thermalization can introduce a delay in exciton formation. We will build the model for 3 rd order quenching in view of finite electron thermalization time in stages, starting from the conventional model that neglects this factor. The basic rate equation that includes 3 rd order quenching was given previously as Eq. (3). The conventional assumption is that all of the rate terms compete on the same time scales. We will refer to this as the "conventional Bn 2 model", so named because the 2 nd order exciton formation term is responsible ultimately for light emission.
Following an assumption made by Murray and Meyer [20] , we consider for the moment that only the free carriers forming excitons (rate Bn 2 ) will have a chance ultimately to contribute to scintillation light, and so write the following proportionality to the corresponding light yield (4) where the rate constants K 1e , B, and K 3 were defined in Eq. (3).
Putting aside the 3 rd order term for the moment, we note that Murray and Meyer considered only the 1 st and 2 nd order terms without the indicated time integrals in Eq. (4) and then divided out the common factor of Bn 2 , obtaining
for the trend of rising light yield with excitation density. They later remarked on the ultimate decreasing light yield expected at very high excitation density, which we include by restoring the Auger term and writing an expression in all 3 orders, similar to Eq. (5). This qualitatively predicts a hump in light yield versus excitation density n:
It is worth noting that in going from the conventional light yield expression in Eq. (4) to the simplified trend expressed in Eqs. (5) and (6), a step was taken that does not strictly apply to pulsed excitation such as in scintillator operation. Dividing out the Bn 2 rate term can only be done mathematically in a "continuous excitation" experiment where the excited population is continuously resupplied. Then the light yield is proportional simply to the ratio of radiative and total rates of depleting the excited population, as represented in Eqs. (5) and (6) . (We also note that J. B. Birks [21] made a similar continuous excitation assumption in deducing the "Birks term" as it has been called by various workers in the scintillator field.) But the real application of scintillators, the measurements of electron energy response, and the photon density response laser experiment all detect the integrated light yield after pulsed excitation. This requires doing the time integrations shown explicitly in Eqs (2) and (4), before forming the ratio. The "continuous excitation model" can be convenient for discussing qualitative trends, but for fitting quantitative data the integrals must be done first and then the ratio formed to predict light yield.
For large carrier density n, where both photon density response and electron energy response experiments generally show a roll-off of light yield due to nonlinear quenching, Eq. (6) predicts an inverse first power dependence (1/n) of Light Yield versus n. Figure 10 plots the prediction of Eq. (4) including proper integration, labeled as the "conventional Bn 2 model", in comparison to measured photon density response of SrI 2 . The plot of the 2nd order quenching model represented by Eq. (2) is also shown, and neither can fit the data because they fall off too slowly. In fact, the conventional Bn 2 model falls off even more slowly than the 2 nd order exciton model, Eq. (2). The failure of Eq. (4) to fit the roll-off slope in a 3rd order quenching material is one of several experimental results leading us to conclude that the first, second, and third order kinetic terms do not all compete on the same time scale in materials like SrI 2 and the alkali iodides, where hot carriers persist during a significant part of the time for nonlinear quenching. The very fact of finding pure 3rd order quenching in photon density response for SrI 2 and CsI already led us to invoke hot electrons as the physical phenomenon holding off exciton formation and other electron capture channels for a finite time in iodides. The hot electron thermalization time is approximately inversely proportional to optical phonon period [4, 5, 7, 14] and can be as long as 7 ps in CsI. [4, 5] There seems almost no other way of explaining the occurrence of pure 3rd order quenching in the iodides having low ω LO while the oxides with high ω LO exhibit pure 2nd order quenching.
The logical extension of this explanation is that not all the rate terms in Eqs. (3) and (4) can be competing in the same time range. Electron capture on traps or dopants (An) or on holes (Bn 2 ) is strongly suppressed until the electrons have thermalized. This was illustrated by the calculations of electron temperature and of the paired fraction of electrons and holes versus time comparing CsI and YAP in Fig. 6 . Therefore, we want to see if the slope of the roll-off of photon density response in SrI 2 and other iodides can be properly fit when we take the thermalization time dependence of each kinetic order into account in the free-carrier rate equation (Eq. 3) and the expression for light yield (Eq. 4). Use of explicitly calculated rate "constants" dependent on time via electron temperature is being pursued in current Monte Carlo simulations of these processes. [15] However, for a simple analysis of the photon density response data that at least takes electron thermalization into account, we have assumed a step-wise time dependence in each kinetic order of the freecarrier rate equation [9] 
where Θ(t-τ th ) is the Heaviside step function turning on after τ th , and Θ(τ th -t) turns off after τ th .
In this way, we assert that the coupling rates into exciton formation (Bn 2 ) and carrier trapping (An) cannot turn on until it becomes possible to trap electrons on holes or on dopants, i.e. until the electron has thermalized to within the trapping potential depth. (See Fig. 6 ) Li et al are working to calculate the thermalization time as a function of electron energies excited in the photon density response experiments. [15] However for the time being, we assume that the trapping and bimolecular exciton formation channels turn on after a hot electron thermalization time approximated as 6 ps in iodide crystals. This estimate of 6 ps is chosen as representative of the 7 ps maximum thermalization time in CsI [4] and the 6 ps capture time of electrons on Tl + in CsI:Tl(0.3%) [17] . The free-carrier Auger recombination is similarly modeled as 10' turning off when the carriers thermalize and trap on spatially separated sites (in CsI:Tl and similar activated scintillators, especially halides).
Based on the time-step rate equation (7), we can proceed to write the expression for light yield taking hot electron thermalization into account. The integration of Eq. (7) has been done numerically for fitting, but is not directly expressible in analytic form. However, the following expression separating the terms of Eq. (7) acting on different time scales into a product of probabilities of survival from each successive stage yields fits practically indistinguishable from the numerical integration of Eq. (7). It has the advantage of being conceptually easy to dissect into three physical stages: 
A crucial feature of Eq. (8) to note is that the 3 rd order quenching process is limited to the left-hand bracket governing hot carrier quenching and determining the survival fraction that passes on to the middle bracket of processes such as capture of thermalized carriers on deep traps (K 1 n) and on holes (Bn 2 ). The left-hand bracket as a multiplier imposes a steep slope on the roll-off of light yield at high n, in agreement with the PDR experiments. The time integrals in the middle term run formally from τ th out to ∞, but the rates within are all sufficiently fast that the trapping and exciton formation can be virtually complete in tens of picoseconds. The survivors of the middle bracket are excitons, passed on to the right-hand bracket as the exciton density N. The quadratic nature of electron-hole recombination is represented in the exciton formation (middle bracket), but the only radiative rate in the entire multiplied string of brackets is that of generalized (free or trapped) exciton radiative decay R 1 N in the right-hand bracket. In a more complete treatment to be published [22] , it is shown that the free-carrier rate equation Eq. (3) should account separately for the rates of deep trapping K 1 n and shallow trapping S 1 n. If the shallow traps thermally release stored charge within the scintillation time window, the S 1 n rate can also contribute to eventual formation of trapped or free excitons and thus becomes another kinetic term in the light yield.
Auger rate constants
By fitting Eq. (8) to PDR data, we obtain the rate constants K 2 and/or K 3 appropriate to the populations of excitations, as well as η eh specifying the fractional populations. The values of K 3 measured from these PDR (Z scan) experiments in SrI 2 , CsI, NaI, and CdTe are compared in the following Table and graph to K 3 measured by other methods in materials that are primarily semiconductors of interest for light-emitting diodes and lasers. The empirical "band-gap rule" of Auger rate constants predicts that K 3 decreases as the band gap increases. The basic reason for this is that the energy given to the spectator electron or hole by e-h recombination increases with band gap. The corresponding final-state wavevector of the spectator particle increases accordingly, soon exceeding the range of wavevector k in the initial state and thus progressively closes down the ) is tabulated and plotted versus bandgap for CdTe, SrI2, NaI, and CsI measured by laser PDR in this work, alongside values from the literature on several semiconductors. [ There are at least two interpretations for the Auger rate constants found in alkali iodides from PDR measurements being higher than predicted by the band-gap rule extrapolated from semiconductors: (1) The hole in alkali halides [23] (and alkaline earth halides [23] including SrI 2 [24] is self-trapped. This localization to one lattice site removes the wavevector conservation rule that otherwise severely limits possible final states of the Auger transition as band gap increases. If at least one of the interacting carriers is localized (e.g. self-trapped), the initial state already contains a spread of k components, so the Auger rate should not be so restricted. If we feel confident to press details of the data, we can point out that the Auger rate constant of SrI 2 is about 6x smaller than the average of CsI and NaI. Since we have seen that SrI 2 quenches only by Auger recombination, the fact that it has a smaller Auger rate constant than alkali iodides seems to be yet another reason why SrI 2 has better proportionality and light yield. As a possible cause for the difference, one wonders if possibly the hole is not as completely localized in SrI 2 as in the alkali iodides. (2) The electron is hot during the free carrier phase when nonlinear quenching is assumed to occur. The carriers excited by laser in the photon density experiments remain out of equilibrium with the lattice, possessing up to 300 meV excess kinetic energy (up to 2300 K electron temperature) in alkali iodides and up to 1.6 eV in SrI 2 during the Auger recombination observed in the 6.1 eV PDR experiments. [9] It is known that lattice temperature accelerates Auger recombination particularly in wide-gap materials, for the reason discussed just above. At high lattice temperature, phonons can provide the needed momentum in indirect Auger events, as is well known. Similarly, excess electron temperature should also increase the probability of conserving momentum for large energy transfers in Auger recombination. Although moderately hot electrons do not possess mean momenta as large as phonons, neither do hot carriers as sources of momentum imply a 4th participant (phonon) as required in indirect Auger processes. Both reasons support plausibility of the enhanced Auger rates observed in iodide crystals by the PDR experiment.
Yet another alternate interpretation could be that the premise of Eq. (7) and the surrounding discussion is wrong, i.e. that the free-carrier Auger (3rd order) quenching continues well beyond the time limit imposed by carrier cooling and trapping. Then a smaller K 3 rate constant would be deduced from the photon density response. But then we would have to look elsewhere than hot electron thermalization to resolve the observed 3 rd order/ 2 nd order dichotomy of iodides vs oxides and to account for changing kinetic order upon tuning photon energy about 200 meV above the band gap in iodides. We have not found an alternative explanation for the latter observations.
Adding electron tracks and predicting electron energy response
We have used laser PDR data measured without the complicating spatial gradients of electron tracks to determine values of η eh , K 2 , and K 3 . To compare the predictions based on these and other parameters to electron energy response of scintillators, one needs to put the track gradient, diffusion, and excitation density distribution back into the picture. We do this by measuring track radius near the track end and constructing a light yield model that includes carrier diffusion and the linear & nonlinear rate constants to obtain a predicted local light yield as a function of excitation density, Y L (n 0 ). Then the distribution of excitation densities from slowing of a high-energy electron of initial energy E i is calculated, e.g. using Geant4, to yield the distribution of excitation densities, F eh (n 0 ,E i ). Convolution of these two functions of n 0 yields the electron energy response Y e (E i ) for comparison to Compton-coincidence and K-dip experiments. [25] The procedures from diffusion, quenching, thermalization, and local light yield up through the final convolution have been developed in Refs. [1, 2, [4] [5] [6] [7] [8] [25] [26] [27] [28] [29] . A brief overview will be given here, beginning with effects of diffusion and nonlinear quenching in electron tracks.
Refs. [26] [27] [28] developed a local light yield model based on the premise that by diluting excitation density and in some cases separating charges in the track core, diffusion of electrons and holes can affect the nonlinear quenching. Refs. [11, [26] [27] [28] and related works set out to evaluate the dominant trends in light yield resulting from a model corresponding to the rate Eqs. (1) and (2) . It was found that the dominant diffusion effects manifest themselves differently in different classes of materials. We will illustrate in turn two competitions in which diffusion can preserve some excitations from the nonlinear quenching that would otherwise occur. The first competition is simple dilution of carrier pair density by ambipolar diffusion of electrons and holes to diminish the amount of dipole-dipole quenching that would otherwise occur in the dense track core if carriers and excitons were static. The essence of the track-dilution effect of ambipolar diffusion on nonlinear quenching is illustrated for the full exciton rate equation, i.e. Eq. (1) with diffusion included, 
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applied to an assumed cylindrical electron track in Fig. 12 . It is simply a competition in whether excitons will more quickly reduce their concentration N by the quenching itself (a loss of the exciton number) or by diffusion to larger radius causing reduction of exciton density and thus of quenching rate, but not necessarily a reduction of exciton number.
A physical phenomenon affecting halides more than oxides and semiconductors is spatial charge separation when the electron and hole mobilities are widely unequal. This is especially pronounced when there is self-trapping of holes. The effect is to protect the electron-hole pair from early nonlinear quenching, which requires that electron and hole distributions are spatially overlapped. If, as in alkali halides, the electron mobility is much greater than the hole mobility, the electrons will outrun the holes in the radial concentration gradient of the modeled cylindrical track, trapping separately as independent carriers in preference to pairing as excitons, up to the time of eventual de-trapping and recombination on activators or defects. [26, 29] The excitations that are captured as excitons on an activator will emit promptly. In contrast, the excitations that are captured as separated electrons and holes on different activators or defects must recombine more slowly by de-trapping mechanisms. During that process, the fraction of independently trapped carriers (IF) will be exposed to deep trapping, particularly by charged defects having a large cross section for independent charge carriers. IF in general changes along the track length due to changing electric field effects that accompany the changing excitation density. The trapping hazard is represented by the multiplier of fraction IF, called the linear quenched free-carrier fraction k 1 . [26, 27] The survival fraction is thus (1-k 1 IF) . Plotting (1 -k 1 IF) versus onaxis excitation density n 0 for several different hole mobilities μ h relative to fixed μ e shows a rising trend versus n 0 . In some ways analogous to the product of "Birks and Onsager" terms in the model described by Payne et al [1, 2] , the product (1-QF) (1-k 1 IF) approximates the overall probability of an electron-hole pair surviving nonlinear quenching QF in the track core, followed by the probability of being driven to independent status by unequal diffusion and yet surviving deep trapping to recombine radiatively. Figure 13 plots the simulated local light yield in the model of Refs. [26] [27] [28] for a series of hole mobilities μ h while holding μ e = 8 cm 2 /Vs. Without a significant mismatch of μ e and μ h , there is no hump. But also without some linear quenching k 1 , there is no hump either.
Track radius
The track radius determines n 0 corresponding to a given linear energy deposition rate dE/dx and also determines the gradient that promotes radial carrier diffusion. Track radius is thus a crucial parameter of the model, both its initial value at the time of energy deposition, and its evolving value under diffusion of hot and thermalized electrons. For that matter, there is a radius of the hole distribution and a radius of the electron distribution. Depending on whether holes self-trap and how much electrons or holes diffuse, charge separation can build up. This has consequences for both radiative and nonradiative recombination on different time scales. Recent experimental [9] and computational [30] work has deduced probable values for the radius of the nonlinear quenching zone [9] and the radius of the self-trapped hole distribution [30, 31] near the track end in NaI and more recently in SrI 2 [32] . The values are all in agreement on approximately 3 nm radius. The data and method for the experimental determination are illustrated in Fig. 14 and have been discussed in more detail in Ref. [9] .
The laser fluence in a PDR (z-scan) experiment can be adjusted to produce the same nonlinear quenching at the bottom of the dip as is seen in K-dip spectroscopy at a track-end value of electron energy (e.g. 80 eV) in NaI:Tl. Briefly, K-dip spectroscopy analyzes the light yield attributable to excitation by K-shell photoelectrons of specific energy selected by tuning synchrotron radiation relative to the K edge. [3] It is assumed that the same excitation density n 0 will produce the same amount of nonlinear quenching in each of the two experiments compared in Fig. 14 . We equate the peak densities n 0 expressed in Eqs. (9) and (10) and solve for the effective radius in which nonlinear quenching occurs: Figure 14 . K-dip spectroscopy [3] for NaI:Tl (left) with 50% quenching near the track end. On the right are the z-scan results for NaI:Tl with the uv laser fluence tuned to produce the same level of quenching from Ref. [9] . [31] , β = 2.5 [34] , and = 5.8 eV is ≈ 3 nm near the track end. Using the NWEGRIM Monte Carlo code, Gao et al have calculated the radius of the self-trapped hole distribution at track end in NaI to be 2.8 nm [30] , as shown in Fig. 15 and discussed briefly below. Figure. 15 Calculated probability distribution of electrons at end of the electron cascade (effectively before diffusion and thermalization) near the track end in NaI. This is assumed to approximate the distribution of self-trapped holes.
Although a single value of track radius can be evaluated in the z-scan experiment, its fluctuation cannot be easily determined in experimental measurements, which may be important for the further development of an accurate model of scintillator proportionality. The NorthWest Electron and Gamma Ray Interaction with Matter (NWEGRIM) code, [30] has been developed to simulate the response of scintillator materials, evaluating their intrinsic properties, stopping power, and maximum theoretical light yield. It has been employed to determine the electron distribution in NaI at initial points of creation, i.e. at the end of the electron cascade terminating with the start of phonon cooling at E cbm +E gap . This is effectively before diffusion and thermalization. It is likely that the static self-trapped hole distribution in an alkali halide crystal such as NaI is the same as this initial electron distribution radius. As shown in Fig. 15 , the peak position of the radial distribution at the track end in NaI is 2.8 nm, and the distribution ranges from 0.1 to 14 nm. This self-trapped hole distribution is in reasonable agreement with that measured by the z-scan experiments in NaI, discussed above. It is also consistent with an earlier estimate by Vasil'ev et al. [31] 
Hot electrons
Carrier pairs are created by slowing of the primary electron, with electron and hole kinetic energies distributed over a wide range. The electrons lose energy very rapidly by secondary e-h production until reaching an energy one bandgap above the conduction band minimum (cbm), and analogously for holes. From there, the cooling is slower by phonon emission (picoseconds or less for LO phonon processes) as equilibrium with the lattice temperature is approached. There are a number of indications that the main part of nonlinear quenching takes only a matter of picoseconds, as does free-carrier diffusion toward an equilibrium distribution [26] , so it can be important to consider diffusion and nonlinear quenching while the electrons are still in nonequilibrium energy states.
The extent of electron-hole pair recombination and the distances traveled by hot electrons during thermalization are illustrated in Figure 16 for four halide scintillators, namely, NaI, CsI, CaF 2 , and BaF 2 . These results have been obtained from a Monte Carlo model of electron thermalization [4, 5] that incorporates electron scattering with optical and acoustic phonons and also includes the effects of internal electric fields. The model uses as input the spatial and kinetic energy distributions of electron-hole pairs at the end of the energy cascade, as calculated by NWEGRIM. The kinetic energy distributions of hot electrons at the end of the energy cascade extend up to the band gap energy. Therefore, the majority of the electrons have high kinetic energies relative to the thermal energy. As a result, the distributions of the distances traveled by the electrons that are able to escape the electric field of the STHs and eventually reach thermal energy (referred to as "stopped" electrons) peak between approximately 20 and 60 nm and can extend up to a few hundreds of nanometers (Figure 16 -right) . Although the thermalization distances can be large, a significant fraction of the electrons (referred to as "recombined" electrons) are not able to escape the electric field of the STHs and recombine with STHs to form STEs (Figure 16 -left). The increase in stopping power at low incident γ-ray energies generates high electron-hole pair densities, which leads to an increased probability for electron-hole pair recombination. This, in turn, should result in a greater extent of second and/or third-order nonlinear quenching at low incident γ-ray energies. Second order quenching is now treated in the KMC model, with inclusion of third order anticipated at a future time. The MC model predicts that the four materials yield different extents of electron-hole pair recombination due mostly to differences in their electron mean free paths, LO phonon energies, initial densities of electron-hole pairs, and static dielectric constants. In particular, the LO phonon energy is a key factor that affects electron thermalization. Indeed, the higher the LO phonon energy is, the more favored phonon emission is over phonon absorption and the more energy is transferred to the lattice for each phonon emission event. Electron-hole pair recombination occurs in the early stages of the thermalization process and those electrons that recombine with STHs travel distances of at most 10 to 20 nm (Figure 16 -right -inset). It appears that the consideration of hot and thermalized diffusion can resolve some subtleties having large consequences for scintillator performance, such as why NaI:Tl and SrI 2 :Eu have such different proportionality and light yield despite having quite similar values of carrier mobility, nonlinear quenching rate constants, and other parameters normally considered to help determine proportionality and light yield. A clue is found from inspecting the conduction band structures through the phonon cooling range in Fig. 17 .
Just as a visual impression, the conduction bands in NaI are comparatively sparse and not terribly far from free-electron like. In contrast, the conduction bands in SrI 2 are densely packed and generally appear flatter, partly attributable to avoided crossings of some of the densely packed bands. The cause of this visual impression is basically that the hot electron group velocities proportional to slopes of the bands appear lower on average in SrI 2 than in NaI. The difference in packing density of the electronic bands is attributable to the more complex unit cell in SrI 2 (24 atoms) compared to NaI (2 atoms). Calculation of the average group velocities in these two crystals was presented in Ref. [6] , and used to form a hypothesis illustrated schematically in the lower part of Fig. 17 . If hot electrons diffuse farther radially in NaI than in SrI 2 , then the recombination of thermalized and/or shallow-trapped electrons with holes trapped near the track core will have to get through a longer path of quenching (deep-trapping) defects in NaI than in SrI 2 . This raises the linear quenched fraction k 1 in NaI relative to SrI 2 (and also relative to other halides with complex unit cells -"multivalent halides" in the characterization of Payne et al. [2] ). We have already seen in Fig. 13 that increasing k 1 increases the "halide hump" in electron energy response. Proportionality suffers when the hump is large. By definition, k 1 also decreases total light yield. 
CONCLUSIONS
From the foregoing discussion, it should be possible to look at branch points between basic types of behavior of scintillator materials according to the value (high or low) of a few key parameters. In the following exercise, we will consider four such parameter choices in sequence as a "decision tree" to see if indeed it can predict general characteristics of proportionality and light yield based on a small number of parameters that are measureable apart from the scintillator proportionality measurement itself. If it can be confirmed, it is the beginning of a design rule for scintillator discovery and engineering.
The first parameter to be considered, therefore in some sense the most fundamental, is the (highest) LO phonon frequency. The corresponding branch point is diagrammed in Fig. 18 , with experimental plots of PDR illustrating physical consequences of branching to high and low values of ω LO . Low ω LO in the right branch means that the carriers thermalize slowly relative to the time in which the main part of nonlinear quenching occurs. The basis for this conclusion is the experimental observation of pure third order quenching kinetics in the PDF data for CsI and SrI 2 . Identifying 3 rd order quenching with free-carrier Auger recombination, we have concluded that in materials of the right branch, free carriers are too hot during the nonlinear quenching phase to become bound in exciton or trap states. Since the time for electron thermalization by LO phonons in iodide crystals has been calculated [4, 5, 7, 14] to be on the order of a few picoseconds, the above line of reasoning indicates that the main nonlinear quenching is complete within a few picoseconds. This conclusion is consistent with previous time-resolved data directly [25] and indirectly [17] related to nonlinear quenching in CsI. The bottom line for the decision is that free carriers dominate the nonlinear quenching process in the right branch of Fig. 18 corresponding to low ω LO . Most iodides qualify as low ω LO , although we saw in the PDR data of Fig. 8 that the light mass of sodium in NaI puts it in a category of mixed kinetic order, with free carriers and excitons apparently coexisting during nonlinear quenching. Heavy metal bromides and chlorides have not yet been run in the laser PDR experiments because of their larger bandgaps, but we tentatively lump them in the right branch based on ω LO as the class of "heavier halides", especially when the halide is paired with a heavy metal. As a graphic illustration with real data, Fig. 18 includes PDR of SrI 2 as a paradigm of the materials classified in the right branch.
The left branch is for high ω LO , characteristic of oxides and fluorides. High ω LO causes rapid carrier thermalization. The PDR experiments on the oxides (BGO and CdWO 4 ) that have been measured exhibited pure 2 nd order quenching, Figure 17 . Upper part: Conduction band dispersion curves are compared through the range of phonon-cooling of hot electrons from Ecbm up to Ecbm + Egap for NaI and SrI2. Lower part: Hypothesis based on faster diffusion of hot electrons in NaI compared to SrI2, leaving a track core of self-trapped holes near the center. Recombination by diffusion after thermalization encounters a longer path through the field of deep electron traps in NaI.
Oxides, Fluori
Scintillator physical "Decision Tree" Materials classified in the left branch have carriers that are thermalized (at least within one LO phonon energy of kT), and possibly paired as some bound state of electron and hole, before the main part of nonlinear quenching. Then as suggested in the discussion of Fig. 12 , it is reasonable to describe effects of diffusion around electron tracks in terms of ambipolar diffusion (coefficient D eff ) of thermalized carriers. This becomes the second-level branching parameter on the left side -large or small D eff . Large D eff includes semiconductors used for luminescence (such as ZnSe:Te), and those used for charge collection detectors (high purity Ge, CdTe, CZT) which we include in the present survey by letting energy-dependent charge collection (Q) stand in for energy-dependent light yield (LY). YAP:Ce is also in the branch of large D eff because the near equality of electron and hole effective mass (Setyawan et al mass ratio m r = 1.2 [35] ) yields large D eff relative to other oxide crystals. [27] Large D eff allows carriers to escape the nonlinear quenching zone in the track core and thus gives a relatively flat electron energy response curve which is illustrated schematically at the lower left. Because of diffusing to low excitation density, the electron-hole radiative recombination suffers relative to defect trapping and so the light yield (LY) of semiconductor scintillator detectors, and YAP:Ce as well, is modest to low. Charge collection (Q) in semiconductors can be promoted by applied electric field and low defect concentration. Diffusion, albeit in different directions for electrons and holes in an applied electric field, is a good thing for charge collection. Characteristic schematic predictions of Q and LY in this class are indicated by the bar chart at lower left.
The second-level right branch toward small D eff applies to most oxides other than YAP:Ce, where higher hole mass begins to weigh on the ambipolar diffusion coefficient. Calculated band effective masses were used indirectly to represent or estimate D eff or its stand-in, m h /m e , in Refs. [27] and [35] . Refractive index at the visible scintillation wavelength anticorrelates generally with band gap of the host, which in turn correlates with effective masses at both band edges. This was used in Ref. [11] to organize scintillators by refractive index in a way that amounts approximately to a stand-in for effective mass and therefore for carrier diffusion coefficients. In all three forms of experimental surveys of the nonproportionality (~ roll-off of electron energy response) among oxide scintillators, the trend was confirmed that lower effective diffusion coefficient implies greater nonproportionality, as a broad trend. [11, 27, 35] 
Nal
The second level branching parameter on the right hand side should, for symmetry, be the diffusion coefficient for hot electrons, "hot D e ." We want to put it quantitatively in those terms in future work, combining quantitative thermalization rate and hot-electron group velocity as a function of energy to calculate hot D e (T e ,t) over the time and electron temperature interval of nonlinear quenching. For the time being, we have represented the hot electron diffusion coefficient as proportional to the square root of the calculated group velocity over the range of phonon cooling of hot electrons, and simply use hot electron group velocity v g as the second-level branching parameter on the right side in Fig.  20 . [6] The operative rule is illustrated by the schematic cylinder tracks depicted in Fig. 17 . Most of the halide scintillators that would be on the right side of the top-level branch also have self-trapped holes. Therefore hot electron diffusion implies wide separation of charges and further implies that de-trapping and diffusion over a relatively long time will be involved to recover radiative recombination of the initially separated hot electrons and self-trapped holes. If hotelectron v g is large, as in NaI and CsI, the electrons returning toward the track core of self-trapped holes for radiative recombination have a long path through a minefield of defect traps (F centers, impurities, extended defects) that can prevent useful scintillation light. We could expect that the linear quenched fraction k 1 may be substantial in such cases. The consequence for a halide hump in electron energy response and lower light in the simple halides like NaI was discussed in connection with Fig. 17 . This is represented by the schematic hump in the generic electron energy response curve depicted at the lower right of Fig. 20 . If the value of v g and hot electron diffusion range is small, as in crystals with complex unit cell like SrI 2 and/or having flat La 4f lower conduction bands like LaBr 3 , the hot electrons do not go out as far radially and so have a shorter path through the traps toward recombination. The generic predicted response is therefore flatter and higher light yield, both attributable to smaller k 1 due to smaller diffusion path. Notice that materials in this latter classification, including, e.g. SrI 2 :Eu, BaBrI:Eu, and LaBr 3 :Ce, get positive recommendations for good proportionality and light yield at both levels of branch points: At the first branching, free carrier dominance in this group leads to pure 3 rd order quenching, which has inherently a flatter shape over most of the photon density response. This implies flatter electron energy response and higher light yield. Then at the second-level branch point, small hotelectron diffusion range (small v g ) implies smaller linear quenched fraction k 1 and this means flatter electron energy response and higher light yield yet again. The left second-level branch under the right top-level branch is doubly blessed and comprises a sweet spot in material parameter space for scintillator proportionality and light yield. Figure 21 assembles all branches together in one diagram. It was presented previously in Ref. [6] , without as much supporting discussion.
