Abstract. We study a family of operators on the affine nilCoxeter algebra. We use these operators to prove conjectures of Lam, Lapointe, Morse, and Shimozono regarding strong Schur functions.
Introduction
The k-Schur functions of Lapointe, Lascoux and Morse [LLM03] first arose in the study of Macdonald polynomials. Since then, their study has flourished; see for instance [LM03, LM05, LM07, LS07, LLMS10, Lam10] and the references therein. This is due, in part, to an important geometric interpretation of the Hopf algebra Λ (k) of k-Schur functions and its dual Hopf algebra Λ (k) : these algebras are isomorphic to the homology and cohomology of the affine Grassmannian in type A [Lam08] . Under this isomorphism, the k-Schur functions map to the Schubert basis of the homology and the dual k-Schur functions (also called the affine Schur functions) map to the Schubert basis of the cohomology. An important problem in the theory of k-Schur functions is to find a k-LittlewoodRichardson rule, namely, a combinatorial interpretation for the (nonnegative) coefficients in the expansion
The c λ,(k) µ,ν are called the k-Littlewood-Richardson-coefficients, and are of high relevance in combinatorics and geometry. It was proved by Lapointe and Morse [LM08] that special cases of these coefficients yield the 3-point Gromov-Witten invariants. The 3-point Gromov-Witten invariants are the structure constants of the quantum cohomology of the Grassmanian; they count the number of rational curves of a fixed degree in the Grassmannian.
As an approach to finding the k-Littlewood-Richardson coefficients, Lam [Lam06] identified Λ (k) with the affine Fomin-Stanley subalgebra B of the affine nilCoxeter algebra A of the affine symmetric group W . Specifically, he constructed a family of elements s (k) λ ∈ B that map under this isomorphism to the k-Schur functions s In this article, we develop a family of operators on A, which will facilitate the study of the s (k) λ , and we prove certain conjectures regarding a family of functions that generalize the k-Schur functions s (k) λ . Each of these is described in more detail below.
1.1. The Pieri operators. Lam, Lapointe, Morse, and Shimozono [LLMS10] constructed a labelled directed graph G ↓ on the elements of W , which encompasses the strong order in W . In this article we study the operators on A induced by the Pieri operators of G ↓ in the spirit of [BMSvW00] . In Section 4, we develop the main properties of these operators. More specifically, in Theorem 4.9 we prove that these operators are determined by their restriction to B, in Theorem 4.7 we determine this restriction, and in Theorem 4.10 we prove that the operators commute pairwise. Note that (c) provides a combinatorial description of the skew k-Schur functions. 
Let t i,j be the element of W that interchanges the integers i and j and fixes all integers not congruent to i or j modulo k + 1.
Let W 0 denote the subgroup of W generated by s 1 , . . . , s k and let W 0 denote the set of minimal length coset representatives of W/W 0 . Elements of W 0 are called affine Grassmannian elements or 0-Grassmannian elements. There are bijections between 0-Grassmannian elements, k-bounded partitions, and (k +1)-cores. We will not review these here, but refer the reader to [LM05] . For a k-bounded partition λ, we let w λ denote the corresponding element of W 0 . Let B (k) denote the set of k-bounded partitions.
2.2. Affine nilCoxeter algebra. Let A denote the affine nilCoxeter algebra of W : this is the algebra generated by u 0 , u 1 , . . . , u k with relations:
It follows that a basis of A is given by the elements u w = u si 1 u si 2 · · · u si l , where w = s i1 s i2 · · · s i l is a reduced word for w ∈ W . We define an inner product on A by
2.3. Affine Fomin-Stanley subalgebra. An element w ∈ W is said to be cyclically decreasing if there exists a reduced factorization s i1 · · · s ij of w satisfying: each letter occurs at most once; and, for all m, if s m and s m+1 both appear in the reduced factorization, then s m+1 precedes s m . If D {0, 1, . . . , k}, then there is a unique cyclically decreasing element w D with letters {s d : d ∈ D}. Let u D = u wD denote the corresponding basis element of A. For i ∈ {0, 1, . . . , k}, let
By a result of Thomas Lam [Lam06] , the elements {h i } i≤k commute and freely generate a subalgebra B of A called the affine Fomin-Stanley subalgebra. The elements h λ = h λ1 . . . h λt , for all k-bounded partitions λ = (λ 1 , . . . , λ t ), form a basis of B.
2.4. Symmetric functions. Let Λ denote the ring of symmetric functions. For a partition λ, we let m λ , h λ , e λ , p λ , s λ denote the monomial, homogeneous, elementary, power sum and Schur symmetric function, respectively, indexed by λ. Each of these families forms a basis of Λ. We recall the following change of bases formulae:
where K λ,µ , called the Kostka number, is the number of semistandard tableaux of shape λ and content µ [Sta99] . Let Λ (k) denote the subalgebra of Λ generated by h 0 , h 1 , . . . , h k . The elements h λ with λ 1 ≤ k form a basis of Λ (k) . Let Λ (k) = Λ/I k denote the quotient of Λ by the ideal I k generated by m λ with λ 1 > k. The equivalence classes in Λ (k) of the elements m λ with λ 1 ≤ k form a basis of Λ (k) .
The Hall inner product of symmetric functions is defined by
Observe that every element of the ideal I k is orthogonal to every element of Λ (k) with respect to this inner product. Hence, it induces a pairing ·, · between Λ (k) and
for the linear operator that is adjoint to multiplication by f with respect to ·, · .
2.5. Affine Schur functions. The affine Schur functions form a distinguished basis of Λ (k) . For w ∈ W , the affine Stanley symmetric function is defined as
where m λ is the monomial symmetric function indexed by λ. These functions are elements of Λ (k) , but they are not linearly independent. For a k-bounded partition 
. That is, they satisfy s
λ , F µ = δ λ,µ for all k-bounded partitions λ and µ. Equivalently, they are uniquely defined by the k-Pieri rule:
where the sum ranges over all k-bounded partitions ν such that w ν w −1 λ is cyclically decreasing of length i. It follows from duality and (3) that
2.7. Noncommutative k-Schur functions. The algebras Λ (k) and B are isomorphic with isomorphism given by h λ → h λ . We denote by s 
That is, the coefficient of u w in s λ is equal to the coefficient of F λ in F w :
and so
Consequently, s (k)
λ contains exactly one term u w with w ∈ W 0 and its coefficient is
Definition of the operators
In this section, we define operators on the affine nilCoxeter algebra A. The definitions are dependent upon the combinatorics introduced by Lam, Lapointe, Morse, and Shimozono in [LLMS10] . A weak strip of length j from w to v, denoted by w v, is a pair of elements w, v ∈ W such that w precedes v in weak order and vw −1 is a cyclically decreasing word of length j. For any non-negative integer j, define a linear operator U j : A → A by
where the sum ranges over all weak strips of length j that begin at w. Equivalently, U j is multiplication on the left by h j .
Example 3.1. With k = 2: U 1 (u 0 ) = u 2 u 0 +u 1 u 0 and U 2 (u 0 ) = u 0 u 2 u 0 +u 2 u 1 u 0 .
Down operators.
Define a second edge-labelled oriented graph G ↓ , the marked strong order graph, with vertex set W : there is an edge from x to y labelled by y(j) = x(i) whenever ℓ(x) = ℓ(y) + 1 and there exists i ≤ 0 < j such that y t i,j = x.
Example 3.2. (k = 2) There are two edges from x = s 0 s 1 s 2 s 0 to y = s 1 s 2 s 0 since y −1 x can be written as t i,j with i ≤ 0 < j in two ways: y −1 x = t −4,1 = t −1,4 . These edges are labelled by y(1) = −2 and y(4) = 1. See Figure 2 .
Remark 3.3.
[LLMS10] defined a similar graph except that they oriented their edges in the opposite direction and labelled the edges by the pair (i, j): they write
−→ x whereas we write x y(j)
−→ y; and they call our label y(j) the marking of the edge. A strong strip of length i from w to v, denoted by w v, is a path
of length i in G ↓ with decreasing edge labels:
where the sum ranges over all strong strips of length i that begin at w. In particular, the coefficient of u v in D i (u w ) is the number of strong strips of length i that begin at w and end at v. For a composition J = [j 1 , j 2 , . . . , j l ] of positive integers, define
where the sum ranges over all paths in G ↓ of length m = j 1 + · · · + j l beginning at w whose sequence of labels has ascent composition J.
Example 3.5. With k = 2 one can verify using Figure 2 that: 
where denotes reverse refinement order on compositions 1 .
Proof. Proceed by induction on r. This is trivially true for r = 1. Suppose the result holds for compositions of length less than r. Then
which is J I D J since the first part of a composition J that satisfies J I is either i 1 or i 1 + (i 2 + · · · + i l ) for some l ≥ 2.
Properites of the operators
In this section we develop properties of the operators U j and D i . with w (0) ∈ W 0 and w (0) ∈ W 0 . We call this the 0-Grassmannian factorization of w. Since the elements of W 0 are in bijection with k-bounded partitions, we can write this factorization as w = w λ w (0) , and we let
Proposition 4.1. The set {b w : w ∈ W } is a basis of A.
Proof. We will define a total order on the elements of W in such a way that the leading term of b w is u w . Then, with respect to this ordering, the transition matrix from {b w } to {u w } is uni-triangular, from which the result follows. Informally, we need an order in which v precedes u whenever ℓ(u) > ℓ(v) or the "Grassmannian part" of u is bigger than that of v. Define v to precede u if: ℓ(u) > ℓ(v); or ℓ(u) = ℓ(v) and ℓ(u (0) ) > ℓ(v (0) ). Note that this is only a partial order, but any linear extension of this partial order will do the trick. First we argue that the leading term of b w λ = s
λ expanded in the basis {u v } is a linear combination of terms u v with the v all of the same length |λ|, and it contains exactly one term u w with w ∈ W 0 , namely w λ (see §2.7).
Next, we prove that the leading term of b w is u w . If u v appears in b w = s 
where w = w λ w (0) is the 0-Grassmannian factorization of w.
Commutation relation.
We prove a commutation relation between the operators U j and D i . This relation will allow us to bootstrap properties of D 1 and U j to every operator D i via an inductive argument. 
Proof. First note that the right hand side is a finite sum. The coefficient of u v in 
W ′ is a weak strip beginning at u, S ′ is a strong strip ending at v, with W ′ ending where S ′ begins.
W is a weak strip ending at v, S is a strong strip beginning at u, e ≥ 0 satisfies size(W ) + e ≤ k, with S ending where W begins.
Corollary 4.4 (Bracket).
Proof. 
Suppose the result holds for i − 1. Then
Theorem 4.6. Let J be a composition. Then D J stabilizes B; that is,
Proof. It suffices to prove this for the operators D i since D J is a linear combination of compositions of these operators. Since B is spanned by the products h j1 h j2 · · · h j l , it suffices to show that 
Since the noncommutative k-Schur functions form a basis of B, it is natural to ask for the expansion of D i (s
λ ) in terms of noncommutative k-Schur functions. We obtain the following combinatorial description in terms of strong strips. Recall that w λ denotes the 0-Grassmannian element corresponding to the k-bounded partition λ under the bijection between B (k) and W 0 .
Theorem 4.7.
λ ) ∈ B, to compute its expansion in terms of k-Schur functions, it suffices to compute the coefficient of u w for 0-Grassmannian elements w (see §2.7). This is the number of strong strips v w of length i with u v appearing as a term in
λ . But a strong strip that ends at a 0-Grassmannian element necessarily begins at a 0-Grassmannian element [LLMS10, Proposition 2.6], and there is a unique term u v appearing in s
λ with v a 0-Grassmannian element, namely u w λ .
Restriction to B.
We prove that D J is determined by its restriction to B and we identify this restriction as a linear operator adjoint to multiplication by a symmetric function with respect to the pairing on
Theorem 4.8. Suppose w ∈ W and v ∈ W 0 . Then
Consequently, U j and D i are completely determined by their restriction to B.
Proof. Since U j is left-multiplication by h j , associativity implies that U j (u w u v ) = U j (u w )u v , establishing the first equality. By Corollary 4.2, it suffices to show that 
Note that D i (u v ) = 0 because there is no strong strip starting from v ∈ W 0 . And since the result holds for D i−1 , we have
Since the product h j2 · · · h j l involves less than l terms, by induction we have that
Since the result holds for D i−1 , we have that
Hence,
We next identify the restriction of D J to B. For a composition J, let s J denote the ribbon Schur function indexed by J (for a good introduction to ribbon Schur functions, see for instance [BTvW06] ) and let s J denote its image in Λ (k) . Recall
is the linear operator adjoint to multiplication by s J in Λ (k) . We also denote the corresponding linear operator on B by s J ⊥ . Proof. In the following, let D J (s
λ ) under the isomorphism B → Λ (k) . We will prove, for all s
Proceed by induction on the length of J = [j 1 , j 2 , . . . , j l ]. Suppose l = 1. Then it suffices to prove that
But this follows immediately from Theorem 4.7 and the Pieri rule: h j F wµ = F w λ with the sum running over all strong strips w λ w µ of size j (see [LLMS10, Theorem 4.13]). Now suppose the result holds for compositions of length less than l.
so by induction and the product rule for ribbon Schur functions [Mac16, §169] ,
Theorem 4.10. The operators D J and D K commute.
Proof. A is spanned by elements of the form bu w with b ∈ B and w ∈ W 0 (Proposition 4.1), so it suffices to prove this for these elements. Combining Theorems 4.8 and 4.9, we have
where the third equality comes from the commutation of symmetric functions. 
Strong Schur functions
where F J denotes the fundamental quasi-symmetric function indexed by the composition J. In [LLMS10] , it was shown that Strong u/id is a symmetric function; and that when u is 0-Grassmannian, it is a k-Schur function.
Remark 5.1. The definition given here is a reformulation of that in [LLMS10] . They defined Strong u/v as the generating function of "strong tableaux"; the above definition is obtained from theirs by lumping together tableaux of the same "weight", yielding the expansion in terms of monomial quasisymmetric functions below. 
where
Proof. The coefficient of the fundamental quasi-symmetric function F J in Strong u/v is the number of paths in G ↓ from u to v with ascent composition equal to J. This is precisely the coefficient of u v in D J (u u ). Hence,
Recall that F J = I J M I , where M I denotes the monomial quasi-symmetric function indexed by the composition I = [i 1 , . . . , i r ]. Thus,
Since the operators D i and D j commute for all i and j, the operator D I depends only on the underlying partition λ(I) of I. Hence,
where m λ is the monomial symmetric function. In particular Strong u/v ∈ Λ.
If u and v are 0-Grassmannian elements, we write Strong µ/ν instead of Strong u/v , where µ and ν are the k-bounded partitions corresponding to u and v, respectively. It follows from §2.7 (as in the proof of Theorem 4.7) that the coefficient of
where the last equality follows from the fact that the restriction of D λ to B is the adjoint to multiplication by h λ (Theorem 4.9).
Corollary 5.3. If u and v are 0-Grassmannian elements corresponding to the kbounded partitions µ and ν, respectively, then
Strong Schur functions belong to Λ (k)
. Next we verify the second part of Conjecture 4.18 from [LLMS10] . Recall that for a linear operator f on B, we denote by f its extension to A as defined in §4.1.
Theorem 5.4. Let u, v ∈ W . The strong Schur function Strong u/v lies in Λ (k) . Furthermore, we have the expansion in homogeneous symmetric functions:
Proof. Since the m µ form a basis of Λ, there exist coefficients L λ,µ for which h λ = µ L λ,µ m µ . Hence,
Since m ⊥ µ = 0 for any partition µ that is not k-bounded, the above summation runs over k-bounded partitions. 
If u and v are 0-Grassmannian, with u = w µ and v = w λ , then the coefficient in the above expression reduces to
This establishes the third part of Conjecture 4.18 of [LLMS10] for 0-Grassmannian elements. λ in Strong µ/ν is the coefficient of F µ in F λ F ν :
Corollary 5.7. Let µ and ν be k-bounded partitions. Then the skew k-Schur function is:
Proof. By Corollary 5.6, we have Strong µ = s Consequently, we obtain an explicit combinatorial description of the skew k-Schur function s (k) λ/µ since the strong Schur function Strong µ/ν has an explicit combinatorial description in terms of "strong tableaux" (see [LLMS10] for details).
