Abstract. In this paper, we investigate the Almansi expansion for solutions of Dunkl-polyharmonic equations by the 0-normalized system for the Dunkl-Laplace operator in superspace. Moreover, applying the 0-normalized system, we construct solutions to the Dunkl-Helmholtz equation, the Dunkl-Poisson equation, and the inhomogeneous Dunkl-polyharmonic equation in superspace.
Introduction
Dunkl operators (differential-difference operators), introduced by Dunkl [9] , are invariant under a finite reflection group G and are also pairwise commuting. One of the interesting aspects of these operators is that they allow for the construction of a Dunkl Laplace operator, which is a combination of the classical Laplace operator in R m with some difference terms, such that the resulting operator is only invariant under G and not under the whole orthogonal group. Moreover, these operators not only provide a useful tool in the study of special functions with root systems [10] , but they are also closely related to affine Hecke algebras [26] and integrable system of Calogero-Moser-Sutherland type [13] .
One of the main aims of Clifford analysis is to study the function-theoretical properties of the null-solutions of the Dirac operator which is invariant under rotations but not under reflections [7] . A Dunkl version of the Dirac operator in Clifford analysis introduced by Cerejeiras et al, is invariant under reflection groups and also factorizes the Dunkl-Laplacian [8] . Then, they obtained a Stokes theorem, a Borel-Pompeiu formula and a Cauchy integral formula for the Dirac operator, and investigated a Fueter's theorem and Fischer decompositions in Dunkl Clifford analysis(see [3, 11, 12] ). More recently, Sommen, DeBie and others studied Clifford analysis in superspace R m|2n (see [4, 5] ). Superspaces are spaces equipped with both a set of commuting variables and a set of anticommuting variables in order to describe the properties of bosons and fermions in Quantum Mechanics. In 2010, Ren gave the Fischer decomposition on the space of spinor valued polynomials in the superspace for the super DunklDirac operator with the bosonic Dunkl-Dirac operator (i.e., the Dunkl-Dirac operator in R m ) and the fermionic Dirac operator(see [24] ). Based on the above-mentioned results, we investigated the Almansi type expansion for super Dunkl-Laplace operators.
In 1899, the Almansi expansion for polyharmonic functions was established [1] . Indeed the expansion builds the relation between harmonic functions and polyharmonic functions, which plays a central role in the theory of polyharmonic functions. The result in the case of harmonic analysis, complex analysis, Clifford analysis, and Clifford analysis in superspace have been well developed in [2, 19, 21, 23, 25, 28] . In the present paper, we study Almansi type expansions for solutions of Dunkl-polyharmonic equations in superspace by normalized systems.
Normalized systems of functions were advocated by Bondarenko [6] . Afterwards, Karachik constructed 0-normalized system of functions with respect to a Laplace operator and applied the system to an expansion of Almansi type for polyharmonic functions in R m (see [14, 15, 16] ). Then, normalized systems for wave operators, Dunkl operators, super Dirac operators are obtained (see [20, 22, 27] ). In particular, applying normalized systems and Almansi expansions, Karachik studied solutions of some partial equations and some boundary value problems for Poisson's Equation (see [17, 18] ). But as far as we know, up to now there is no hint on normalized systems in Dunkl superspace. In this paper, we try to fill part of this gap by studying solutions to Dunkl-Helmholtz equations, Dunkl-Poisson equations, inhomogeneous Dunkl-polyharmonic equations in superspace using normalized systems.
Preliminaries

Dunkl-Clifford analysis in R m
Denote by ., . the standard Euclidean scalar product in R m and by |x| = x, x 1 2 the associated norm. For α ∈ R m \{0} the reflection σ α in the hyperplane orthogonal to α is given by
A finite set R ⊂ R m \ {0} is called a root system if αR ∩ R = {α, −α} and σ α R = R for all α ∈ R. For a given root system R, the reflections σ α , α ∈ R generate the finite group G ⊂ O(m), called the finite reflection group (or the Coxeter group) associated with R.
A multiplicity function κ on the root system R is a G-invariant function κ : R → C i.e. κ(α) = κ(hα) for all h ∈ G. We will denote κ(α) by κ α .
For each fixed positive subsystem R + and multiplicity function κ we have the Dunkl operators (also, differential-difference operators):
. An important consequence is that the operators T i are mutually commutating, that is, T i T j = T j T i . The Dunkl-Laplace operator is given by
with the classical Laplace operator and the gradient operator ∇ . We notice that h |x| 2 = 2m + 4γ, where γ = γ κ = α∈R+ κ(α), and the Dunkl dimension µ = m + 2γ. Henceforward, we assume κ ≥ 0 and γ κ > 0.
We consider functions f : R m → R 0,m . Hereby R 0,m denotes the Clifford algebra over R m generated by {e 1 , e 2 , · · · , e m } satisfying the anti-commutation relationship e i e j +e j e i = −2δ ij , where δ ij is the Kronecker symbol.
is the so-called vector variable. 
Dunkl-Clifford analysis in R m|2n
On a superspace of dimension (m, 2n), we have m commuting (or bosonic) variables x 1 , . . . , x m and 2n anti-commuting (or fermionic) variablesx 1 , . . . ,x 2n subject to
Furthermore we know the Clifford algebra generators e 1 , . . . , e m and the symplectic Clifford algebra generatorsè 1 , . . . ,è 2n . They obey the following rules:
e j e k + e k e j = −2δ jk ,è 2jè2k −è 2kè2j = 0, e 2j−1è2k−1 −è 2k−1è2j−1 = 0, e 2j−1è2k −è 2kè2j−1 = δ jk , e jèk +è k e j = 0.
Taking the above relations into account, we study the superspace by the real algebra:
which is nothing than the tensor product of Alg(x i ,x j ) and Alg(e i ,è j ). The algebra Alg(x i ,x j ) is called a scalar algebra denoted by P and the algebra Alg(e i ,è j ) is a Clifford algebra denoted by C m|2n . Moreover, the elements of both two algebras can commute with each other. When n = 0, we have that P ⊗ C m|0 = R[x 1 , . . . , x m ] ⊗ R 0,m , with R[x 1 , . . . , x m ] generated by the commuting variables x i . In the case C m|0 ∼ = R 0,m , R 0,m is the standard orthogonal Clifford algebra. When m = 0, we have that P ⊗ C 0|2n = Λ 2n ⊗ W 2n , with Λ 2n being the Grassmann algebra generated byx j . In the case C 0|2n ∼ = W 2n , W 2n is the Weyl algebra generated byè j .
We define the super vector variable x as x = x +x, where x = m i=1
x i e i and x = 2n j=1x jèj . By direct calculation, we obtain the square of x :
Note that
i is the minus norm squared of a vector in Euclidean space.
Finally, we define a more general function space as
denotes the space of the k-times continously differentiables realvalued functions defined in some domain Ω ⊂ R m . We use the notation
The super Dunkl-Dirac operator is defined to be
with D h and D f the bosonic Dunkl-Dirac operator and the fermionic Dirac operator, respectively. If we let D act on x, we see that
where M is the so-called super Dunkl dimension in contrast to the non-Dunkl case of the super-dimension m − 2n in [5] . The numerical parameter M is regarded as the ground level energy in physics.
As usual, functions belonging to the kernel of the super Dunkl-Dirac operator are called super Dunkl-monogenic functions.
The super Dunkl-Laplace operator is the square of the super Dunkl-Dirac operator
The Dunkl-Laplace operator ∆ h is invariant under the Coxeter group G, while the fermionic Laplace operator ∆ f is invariant under the symplectic group.
Besides, we define the super Euler operator as
It is easy to decompose P as
3 Normalized system for the super Dunkl-Laplace operator
An open connected set Ω ⊂ R m is a star domain with center 0 if any x ∈ Ω and 0 ≤ t ≤ 1 imply that tx ∈ Ω. The set is denoted by Ω .
where s > 0 and M > 0.
Definition 3. We define the operator E t by
where t ∈ R and I is the identity operator.
Lemma 1. [24]
The operators x 2 , ∆, E have the following properties:
where
Proof. By Lemma 1, we have
Thus, we have the proof.
Proof. We calculate
Let f (αx) = f 1 (αx)f 2 (αx). Applying integration by parts, we have
To sum up, we have the conclusion.
is the 0-normalized system for the super Dunkl-Laplace operator, where J s f is given in Definition 2.
Proof. Note that ∆J s f = 0 for s ≥ 1. Lemmas 2 and 3 imply that
Therefore, we obtain the conclusion.
4 Applications of the normalized system 4.1 Almansi type expansion for solutions of Dunkl-polyharmonic equations in superspace Lemma 4. For q ∈ N and l ≥ 0,
For q = 0,
Proof. For q = 0, we calculate
Hence we see that
Then it is easy to obtain (4.1). Note that (4.1) is (4.2) for the case q = 0. Similarly, for q ∈ N and l ≥ 0, we have
which completes the proof.
where ∆f s (x) = 0 (0 ≤ s ≤ r − 1), and
Proof. First we will prove that f s (x) in (4.4) satisfy (4.3). Inserting (4.4) into the right-hand side of (4.3), we have
Denote by A 1 (x) the fourth term on the right side of the (4.5). Then
Denote by A 2 (x) the integral in the above expression. Let t = αβ, then dt = αdβ for 0 ≤ α ≤ 1 and 0 ≤ t ≤ α. We calculate
Let β = α(1 − t). Then dβ = (1 − t)dα for 0 ≤ α ≤ 1. We see that
We calculate
Using the relation between Beta functions and Gamma functions:
we can write
Thus, we have
As suggested above, we get ∆f s (x) = 0.
Therefore, we have the conclusion.
Solutions of the Dunkl-Helmholtz equation in superspace
In this subsection, we investigate the solutions of the Dunkl-Helmholz equation in superspace (∆ + λ)G(x) = 0, (4.6) where the constant λ ∈ C, G(x) ∈ C 1 (Ω * ) m|2n ⊗ C m|2n . 6) . Similarly, the series G(x) in (4.9) and (4.11) can be considered.
