Abstract The Penman-Monteith equation for reference evapotranspiration (ET o ) estimation cannot be applied in many situations, because climatic records are totally or partially not available or reliable. In these cases, empirical equations that rely on few climatic variables are necessary. Nevertheless, the uncertainty associated with empirical model estimations is often high. Thus, the improvement of methods relying on few climatic inputs as well as the development of emergency estimation tools that demand no local climatic records turns into a task of great relevance. The present study describes different approaches based on multiple linear regression, simple regression and artificial neural networks (ANNs) to deal with ET o estimation exclusively from exogenous records from secondary stations. This cross-station approach is based on a continental characterization of the study region, which enables the selection and hierarchization of the most suitable ancillary data supplier stations. This procedure is compared with different traditional and cross-station approaches, including methodologies that also consider local temperature inputs. The proposed methods are also evaluated as gap infilling procedures and compared with a simple methodology, the window averaging. The artificial neural network and the multiple linear regression approaches present very similar performance accuracies, considerably higher than simple regression and traditional temperature-based approaches. The proposed input combinations allow similar performance accuracies as ANN models relying on exogenous ET o records and local temperature measurements. The cross-station multiple linear regression procedure is recommended due to its higher simplicity.
Introduction
Accurate irrigation water requirement estimations are crucial for efficient planning and management of water resources as well as for maintaining sufficient levels of crop productivity and quality. Irrigation pursues basically the replenishment of crop water requirements, quantified in evapotranspiration (ET) amounts. ET can be directly measured by high-cost micrometeorological techniques based on energy balance and water vapor mass flux transfer methodologies. It can also be determined experimentally with lysimeters, based on a water balance in a controlled crop area, but both their installation and use are complex and expensive (Landeras et al. 2008) . The formulation of an equation to estimate actual evapotranspiration from various crops under different conditions is difficult, because of the interdependence of the numerous factors affecting ET and the spatial and temporal variability (Temesgen et al. 2005) . Therefore, crop consumptive water is usually determined using a two-step approach. First, an indicator of the atmospheric demand is calculated, namely reference evapotranspiration (ET o ) , where the reference crop refers to an extensive surface of green grass of uniform height actively growing, completely shading the ground and not short of water (Doorenbos and Pruitt 1977) . Second, ET o is converted into ET considering a crop coefficient depending, among others, on the crop type, stage of growth, canopy cover and density and soil moisture (Allen et al. 1998 ).
Many methods have been developed and tested worldwide for estimating reference evapotranspiration over the last 50 years (Jensen et al. 1990 ). Some are derived from sound physical principles governing the process, but most of them are basically empirical and rely on statistical correlations between ET o and one or more climatic variables (Sharma 1985) . So, they can be used when only limited climatic data are available, but their accuracy can be markedly affected when applied outside the calibration range. The selection of one method depends basically on the available measured meteorological variables. There is no consensus on the suitability of any given model for a given climate. Here, the accuracy of ET o estimation depends basically on the ability of the methods to describe the physical laws governing the processes and the accuracy and reliability of the meteorological and cropping data (Jensen et al. 1990; Al-Ghobari 2000) . Methods relying on fewer weather inputs often need to be calibrated to individual sites through extensive lysimetry or water-balance procedures in order to be of local relevance and sufficient accuracy (Stöckle et al. 2004) .
On the other hand, the combination equation of PenmanMonteith was adopted by the Food and Agricultural Organization of the United Nations (FAO) as the standard method for estimating ET o and for validating other equations. This equation, later referred to as FAO-56 PM equation, can be used in a wide range of climatic contexts, as it is physically based and explicitly incorporates both physical and aerodynamic parameters. Moreover, it has been widely validated under different climatic conditions.
Although suitable weather records have become more available in recent years, meteorological data scarcity is a fact in many sites, because of the limited number of available automatic weather stations, even in developed countries. Another problem is linked to data quality. Solar radiation data are not always reliable (Llasat and Snyder 1998) . Wind speed at 2 m height might be site specific and of low reliability (Jensen et al. 1997) . Further, electronic sensors for relative humidity measurement produce commonly numerous errors (Allen 1996) . In these cases, combination equations cannot be applied. Here, empirical equations that rely on few weather inputs are necessary.
The performance analysis of temperature-based ET o equations derives from the consideration that maximum and minimum air temperatures constitute the minimum set of climatic data to estimate ET o and that temperatures can be interpolated with reasonable accuracy when no data are available. Nonetheless, a high spatial variability has been stated in Hargreaves equation accuracy (Trajkovic 2005; Temesgen et al. 2005; Landeras et al. 2008) . In addition to the uncertainty associated with empirical model estimations, in many sites, even the simplest weather parameters are not available or reliable. Thus, the improvement of methods relying on few climatic inputs as well as the development of emergency models for ET o estimation demanding no local climatic records turns into a task of great relevance when the standard methods cannot be applied.
Specifically, this paper focuses on ET o estimation when no local climatic inputs are available. From another point of view, this approach can be linked to gap infilling procedures. The aforementioned presence of missing or rejected climatic data is translated into deficient time series due to the presence of gaps or discontinuities. This causes at least 3 problems: difficulty in annual estimation, biased relationships between climatic variables and lowquality data for modeling validation (Hui et al. 2004 ). Therefore, efforts on gap infilling techniques are mandatory, as effective planning, management and control of water resource systems require considerable and reliable data on numerous hydrological variables (Khalil et al. 2001) . The commonly used methods include mean replacement, hot or cold dock, interpolation and extrapolation and regression analysis. So far, regarding ET o , the application of gap infilling procedures is very limited. Hui et al. (2004) used multiple imputation for gap infilling in eddy covariance measurements. Alavi et al. (2006) evaluated the application of a Kalman filter in latent heat flux data and compared this approach with different traditional gap infilling methods. Martínez-Cob (1996) evaluated three geostatistical interpolation methods to estimate longterm mean total annual reference evapotranspiration and long-term mean total annual precipitation in northern Spain.
Artificial neural networks (ANNs) are simplified models of the central nervous system, which may be used as effective tools to model nonlinear problems. They can be defined as massively parallel distributed processors consisting of simple processing units, which have a natural propensity for storing experimental knowledge and making it available for use (Haykin 1999) . Artificial neurons can exhibit complex global behavior, determined by the connections between the processing elements and element parameters. ANNs process information using a connectionist computational approach. Accordingly, functions are performed collectively and in parallel with the units, rather than with a clear delineation of subtasks.
An ANN is configured for a specific application through a learning process. Learning in biological systems as well as in ANNs involves adjustments to the synaptic connections that exist between the neurons. They do not require detailed information regarding the physical processes of the system. Here, the learning process is translated into ability to work as arbitrary function approximators. So, they can be used to infer a function from observations. The nonlinear nature of the neural network processing elements provides the system with high ability for input-output mapping.
Among the most common ANN applications are function approximation, regression analysis, classification, novelty detection, data processing and computer numerical control. During the last decades, it has taken place an important increase in their application in different scientific areas due to the development of computer technologies.
In the specific context of real-time evapotranspiration estimation and forecasting, different ANN types have been applied in a variety of cases (Kumar et al. 2002 (Kumar et al. , 2008 Sudheer et al. 2003; Trajkovic et al. 2003 , Trajkovic 2005 Trajkovic and Kolakovic 2009; Kişi 2006a , b, 2007 , 2008 , 2009 Zanetti et al. 2007 Rahimi 2008a, b; Kim and Kim 2008; Landeras et al. 2008 Landeras et al. , 2009 Martí et al. 2010a, b, c; Martí and Gasque 2010) . Nevertheless, these studies always consider local input records, although some of them rely additionally (Martí et al. 2010b, Martí and Gasque 2010) or partially (Kişi 2007 ) on exogenous variables.
The cross-station evapotranspiration estimation has already been considered by Kişi (2007) . In that paper, different climatic input combinations are analyzed for ET o estimation using neural networks in 3 weather stations. In a first application, ET o data are estimated separately in each station and compared with other method performances. On the other hand, in a second application, data of one station are estimated using data from the other stations according to ANN, multilinear regression (MLR) and empirical models. Nevertheless, the study seems to consider only the case of cross-station test, neglecting the cross-station calibration/training. The latter case involves that the model is trained with local targets and exogenous inputs or with local and exogenous inputs, whereas in the former case, the model is trained with local data and tested with exogenous input records. If so, the application of exogenous inputs is only partial, as the models are trained with local input records. Finally, it is concluded that it is preferable to consider only the nearest station in this cross-station procedure and that ANNs are more accurate than MLR.
While this author seems to consider the exogenous data assistance as an emergency test case, for those cases where local inputs are not available, Martí et al. (2010b) and Martí and Gasque (2010) describe ANN procedures relying on both local and exogenous inputs. Therefore, these latter ones also introduce the cross-station training. Moreover, in those papers, a different criterion is introduced for the secondary data supplier stations. In contrast to Kişi (2007) , where only the nearest station is considered as emergency data assistant supplier, the former two studies introduce a selection criterion based on climatic similarities among stations through a previous continental characterization of the study area. Nevertheless, one of their most important drawbacks is that they do not rely exclusively on exogenous inputs, as they still demand local temperature records for their application (Martí and Gasque 2010) .
Recently, Abudu et al. (2010) proposed a neural network approach for infilling missing daily eddy covariance-measured saltcedar evapotranspiration gaps. In this study, the performance quality of the infilling ANN was evaluated for different gap sizes. Nonetheless, from a conceptual point of view, this study seems to be more close to a real-time estimation approach relying on few inputs than to an infilling approach, as it considers daily measured temperature and solar radiation as inputs.
In this paper, different cross-station approaches based on simple regression, multiple linear regression and neural networks, respectively, are applied and assessed for daily ET o estimation when no local climatic inputs are available. The paper pursues the mapping between local ET o targets (ET o L ) and exogenous ET o records from similar stations (ET o E ). The selection of ancillary stations is based on a continental characterization of the study area. Finally, a comparative analysis is carried out, including, additionally, a simple gap infilling method, the window averaging and three temperature-based approaches: the calibrated Hargreaves equation and the ANN models proposed by Zanetti et al. (2007) and Martí and Gasque (2010) .
Materials and methods

Climatic data acquisition
The historical series of the climatic variables for this study were obtained from 30 weather stations of the Valencian Irrigation Technology Service (IVIA-STR), in the Mediterranean coast of Spain, Fig. 1 . The daily values of maximum (T max ), minimum (T min ) and average temperature (T), average wind speed at 2 m height (u 2 ), relative air humidity (RH), solar radiation (R s ) and daylight hours (N m ) were measured by these automatic meteorological stations between January 2000 and December 2007. These years correspond to a climatologically normal period, without sharp or noticeable changes during all of them. A climatic and geographic description of the considered stations can be found in Martí et al. (2010c) .
As explained earlier, devices for ET measurement are complex and their installation is expensive, which explains the absence of these (lysimeters, eddy covariance, Bowen ratio) in the studied weather stations. Therefore, the FAO-56 PM equation was used to provide the targets to calibrate the models, as it is considered as the sole standard method for the computation of ET o (Allen et al. 1998) . The use of calculated ET o targets is a common practice in the ET o ANN community (Kişi 2006a (Kişi , b, 2007 (Kişi , 2008 (Kişi , 2009 Zanetti et al. 2007; Rahimi 2008a, b; Landeras et al. 2008 Landeras et al. , 2009 Martí et al. 2010a, b, c; Martí and Gasque 2010) when large enough series of ET o measurements are not available, a usual situation.
Continental characterization of the studied stations
The proposed methodology requires the consideration of exogenous inputs from secondary stations climatologically similar to the calibration station. Thus, a criterion must be established for the selection of these secondary stations. Here, the criterion used to identify the most appropriate ancillary data supplier stations was based on a continental characterization of the study region, carried out through the mean Gorezynski continentality index in the period 2000-2007, according to the conclusions of Martí and Gasque (2010) . The annual Gorezynski index is calculated as:
where CI means Gorezynski continentality index (-); M i is the maximum monthly average temperature (°C); m i is the minimum monthly average temperature (°C); / is the latitude (°). More details about the continental characterization of the studied region can be found in the aforementioned paper. Figure 2 represents the annual CI values for each station from 2000 to 2007. If complete monthly data gaps were detected within any year, the corresponding annual CI of that year was set to 0 and neglected in the calculation of the mean CI of that station, due to its associated low reliability. This is important specially if those gaps correspond to winter or summer, where the extreme temperature records are usually registered. As observed, there is a clear variation of the annual CI values throughout a relatively short period.
Input combinations and ancillary supply arrangement
Four input variables were considered for this study, namely theoretical extraterrestrial radiation (R a ), theoretical daylight hours (N), day of the year (J) and exogenous daily reference evapotranspiration (ET o E ), where the former two are calculated as a function of the local latitude and the day of the year according to Allen et al. (1998) . These calculated variables were considered because they do not Fig. 1 Location of studied stations require any climatic measurement and because they provide geographic and seasonal information and allow a climatic sizing-up approximation to the studied stations. ET o records can work as calibration targets or as ancillary inputs depending on their geographic origin. Three model alternatives have been defined attending to the inputs considered (Table 1 , J is in brackets because it allows no geographical origin assignment): (a) ET o E (model 1), (b) R a , N and ET o E (model 2) and (c) J and ET o E (model 3). These input combinations were defined to assess the suitability of introducing calculated input variables together with measured exogenous ET o inputs. Each model type was defined for a number of ancillary stations from 1 up to 15, respectively. So, 44 models were performed in each station, 15 per model type, with the exception of model type 1 that was performed with 2 up to 15 ancillary stations to ensure at least 2 inputs. Within a model alternative, a new ancillary input is incorporated in each model. These inputs are provided by the corresponding ancillary stations established according to an increasing CI difference with the training/calibrating station. The specific ancillary station arrangement order adopted for each training station can be found in Martí and Gasque (2010) . Figure 3 shows the input management procedure adopted in the application of model type 2. 
R a extraterrestrial radiation, N sunshine hours, J day of the year, ET o E exogenous reference evapotranspiration Given that the data series from different stations presenting different sizes are considered in a same model, data homogenization within series considered is mandatory before cross-training and cross-testing. Thus, time series from different secondary stations selected for a specific training station are homogenized according to the specific days of the year that are simultaneously present in all of them. Consequently, the more exogenous inputs are considered, the smaller is the size of the homogenized pattern matrices. Figure 4 presents the number of patterns per training station when 0, 1 and 15 ancillary stations are considered, respectively. So, the final pattern reduction can be quantified in each training station. As observed, the average number of observations ranged between 2,085 and 1,111 for 0 and 15 ancillary stations, respectively.
Artificial neural networks
ANN properties
The ANNs used correspond to multilayer feed-forward networks with back-propagation, commonly called multilayer perceptrons (MLP). They are fully connected hierarchical networks that use differentiable activation functions and supervised training that involves an iterative procedure to minimize the error function (performance function). Initial network parameters are progressively corrected during a training process, where predicted and expected (target) outputs are compared. The errors are used as inputs to feedback connections from which adjustments are made to the synaptic weights layer by layer in a backward direction according to a training algorithm. All ANN neurons used were configured, based on the model by Haykin (1999) . The hidden and output neurons can be mathematically characterized with the following equations:
where x j is the input signal; w kj is the synaptic weight of neuron k; v k is the linear combiner or summing junction; b k is the bias; y k is the output of the neuron and / is the transfer function. Only the hyperbolic tangent sigmoid (tansig) function / was adopted as activation function, given that it performed well in previous ANN applications to the same data (Martí et al. 2010a, b, c; Martí and Gasque 2010) . If the output layer of the network has sigmoid neurons, then the output values are limited to a small range. This is why linear output neurons were used, and the network outputs can take on any value. Neural network minimization problems are often very ill-conditioned. This makes the minimization problem harder to solve, and for such problems, the LevenbergMarquardt algorithm is a good choice. The LevenbergMarquardt algorithm is an approximation to the Newton's method (Marquardt 1963) . So, an approximation to the Hessian matrix is used in the Newton-like update:
where l governs the step size; I is the unit matrix; J is the Jacobian matrix that contains first derivatives of the network errors with respect to the weights and biases; and e is a vector of network errors (Hagan and Menhaj 1994; Hagan et al. 1996) . For large step sizes, the algorithm approximates the steepest descent method. For small sizes, it is a Gauss-Newton method, which converges faster and more accurately to the error minimum. If the error decreases for a specific update, the step size is decreased, as the goal consists of shifting toward the Gauss-Newton method as quickly as possible. Supervised learning can move on to lack of generalization if over-fitting takes place. A frequent method to face this problem is based on an early stopping procedure that halts the weight adjustment when the network begins to memorize the training patterns (Sarle 1995; Prechelt 1998) . So, the early stopping procedure was used as the criterion to finalize the training. To this end, training data series were divided into 2 groups: one for learning/ parameter estimation and one for cross-validation. The error measured with respect to independent data, the crossvalidation set, often shows a decrease at first, followed by an increase as the network starts to over-fit (Bishop 1995) . According to this method, while the chosen error, the mean squared error, of the cross-validation set was lower than its value in the previous iteration, the training of the network proceeded; if not, the training was finished. The selected training parameters can be found in previous ANN applications to the same data (Martí et al. 2010a, b, c; Martí and Gasque 2010) .These are standard values for the current ANN configuration (Matlab 2007) .
ANN implementation
The total amount of necessary data was collected to obtain the targets, but only a subset of inputs was actually used as inputs to train and test the neural network model. The daily data series from 2006 to 2007 were used for cross-validating and testing, respectively, and the rest were used for training. All source data were scaled, which is a common practice in ANN modeling, in the interval [-0.9; 0.9] , avoiding the possibility of imposing higher-order precedence by magnitude. So, a higher numerical efficiency is achieved in the application of the training algorithm. This interval was established to avoid the saturation of the neuron output range and the subsequent limitation of the extrapolation ability, which involve the intervals [-1; 1] and [0; 1] for tansig and logsig activation functions, respectively. With these latter intervals, the neural network cannot produce output values beyond the maximum considered in the data set. After the simulation, outputs were returned to original values. So,
where x s is the scaled variable; x is the original variable; M x represents maximum value of the original sample; m x represents the minimum value of the original sample; U x is the maximum value assigned in the scaled sample; u x is the minimum value assigned in the scaled sample. Figure 5 shows the ANN schemes of the adopted input combinations. The exogenous inputs are represented with dotted arrows. The adopted methodology allows for the selection of the optimum architecture each time from a set that considers up to s hidden layers with 1 up to z neurons each, where the different hidden layers always present the same number of neurons. Moreover, each architecture is calculated t times and the corresponding ANN parameters are stored, in order to take into account the effects derived from the random assignment of the weights when the training algorithm is initialized. In this case, only one hidden layer was considered, in agreement with Kumar et al. (2002) , and the maximum number of neurons per layer as well as the number of repetitions was fixed in 20 each.
For each network architecture, the training process is repeated 20 times and every network configuration is stored. Within identical configurations, the program selects the repetition that provides the best performance (in this case given by the minimum mean squared error) for the cross-validation set. Afterward, the local test set is simulated for this network repetition. When the best repetition of each architecture is identified, the program selects the architecture with the best cross-validation set performance. Finally, in model alternative 2, as justified later, the selected optimum architecture is used to simulate the test data series of the remaining stations, in order to verify the ANN generalization ability outside the training station. The selection criterion of the optimum configuration demanded automation, given the high number of training-test processes and training stations considered. Therefore, this methodology based on the cross-validation performance was adopted.
Simple regression and multiple linear regression Apart from using ANNs, the aforementioned 44 input combinations were also calibrated using MLR. In each station, the model calibrations were carried out for the period 2000-2006, while 2007 data were reserved for testing, in order to refer the performance indicators of the models to an independent test set. On the other hand, a simpler approach was applied considering data availability only in the most similar ancillary station. For this purpose, 4 simple regression models (SR) were performed considering only as input exogenous ET o from the most continentally similar station. Thus, the considered cases were as follows:
• Type 1. Linear regression.
• Type 2. Degree 3 polynomial.
• Type 3. Degree 6 polynomial.
• Type 4. Potential regression.
where ET o L is the local reference evapotranspiration (mm/ day); ET o E is the exogenous reference evapotranspiration from the most similar secondary station according to CI (mm/day); c 1 -c 15 are regression coefficients.
Comparison with other methods A simple gap infilling method was also performed: the window averaging. In this approach, a missing observation is replaced by the mean based on observations from the previous and subsequent days (Falge et al. 2001a, b) . Here, the length of the time interval of averaging or window size used to derivate the mean value for the missing data is crucial. So, different window sizes were considered in this study, with half window sizes ranging from 1 up to 25 days. The average performance in the 30 stations was calculated for each averaging interval in the test year (2007) .
Finally, the proposed methodologies were also compared with currently existing models based on local temperature inputs, specifically with the locally calibrated Hargreaves model (Hargreaves and Samani 1985) , with the 4-input ANN (Zanetti et al. 2007 ) and with the methodology proposed by Martí and Gasque (2010) , where local temperature and exogenous reference evapotranspiration inputs are combined. The application details of the three latter methods in the studied stations can be found in Martí and Gasque (2010) . The presented Hargreaves methodology corresponds to the optimum calibration procedure analyzed in the aforementioned paper, a potential regression calibrated individually for each month. While the Hargreaves equation was only tested in the same stations used to carry out the calibration, the performance of the 4-input and the cross-station ANN is also split up into local and external performance.
Performance evaluation
Several indicators were defined for the assessment of the model performance. First, the mean squared error (MSE) was calculated as follows
It is non-negative and penalizes large errors more than small ones. Furthermore, the average absolute relative error (AARE) and the mean bias error (MBE) were determined as
y m i À y e i y e i ð11Þ
Apart from the mentioned errors, the determination coefficient r 2 was calculated as follows:
where n is the number of observations, y m and y e are the predicted and the expected outputs, respectively; r m , r e are the standard deviations corresponding to y m and y e ; " y is the average of the corresponding y values.
Every model was tested in the calibrating station (local performance), but only models of type 2 were tested in the rest of stations (external performance). The only model type that includes local information about the station where the model is tested is model 2, which considers implicitly local latitude through the definition of N and R a . Thus, only model 2 can be tested outside the calibrating station. Accordingly, the external performance of model types 1 and 3 is arbitrary, as it is not linked to the test station, although the ancillary station selection is based on CI differences. This is not the case of the local performance, where the models are trained with specific local targets. So, only the model type 2 will be used in the analysis of the external performance. The average indicators of the local performance were calculated with the local test sets. For the assessment of the external performance, each model was tested outside the calibrating stations, in the remaining 29 stations, and the results were rearranged as follows. A mean value was calculated for each (test) station corresponding to the performance of the remaining 29 station models there. In both cases, these mean results were referred to the number of ancillary stations used. The simple regression models were only tested in the calibrating stations. All models were implemented with Matlab Ò (2007).
Results and discussion
Local and external performance of MLR and ANN models
The mean AARE and r 2 values corresponding to the average local performance of the MLR and ANN models in the 30 stations is presented in Fig. 6 , arranged per number of ancillary inputs considered (1 up to 15) and model alternative. Model type 1 was not defined for one single input. In this figure, three important facts can be inferred. First, the more ancillary stations are taken into account, the more accurate is the model performance, with a reduction in the AARE values around 6% (model 1) and 8% (models 2 and 3) and optimum values around 0.087. Nevertheless, the improvement of the model performance, achieved considering each time an extra ancillary input, decreases the higher is the number of ancillary inputs considered in the model. As these are arranged according to an increasing CI difference, the incorporated input supplier stations are more and more different to the calibrating station. Further, due to the homogenization process, the number of regressors/patterns is also more and more reduced. Second, the performance trend is quite similar in the 3 model alternatives. So, considering secondary stations within a suitable CI range, exogenous ET o seems to be more decisive in the local ET o estimation than the day of the year, daylight hours and extraterrestrial radiation, respectively. Accordingly, the differences between the 3 input combinations might be also smaller the more ancillary ET o E are considered, as these exogenous inputs are exactly the same in the 3 model alternatives. Third, the performance trends of the studied ANN models are very similar to the MLR performance trends. Moreover, the specific indicator values are also very similar in both cases. Similar conclusions can be drawn on the basis of MSE (not shown) and r 2 results, where optimum average values around 0.109 and 0.969, respectively, are reached in the MLR case versus 0.110 and 0.966, in the ANN case. According to the MBE values (not shown), the models tend to underestimate ET o with the consideration of 1 up to 7 ancillary inputs, while they tend to overestimate ET o with more than 8 ancillary inputs. Figure 7 presents the average AARE and r 2 values corresponding to the mean external performance of type 2 MLR and ANN models arranged again per number of ancillary stations considered. As observed, both models show a similar performance again, with a poor accuracy in all ancillary station combinations. In the MLR model, the performance trend is similar to the local case, with an Fig. 7 Comparison of AARE and r 2 values corresponding to the average external performance of type 2 MLR and ANN models per number of ancillary stations considered increase in the accuracy, the more ancillary suppliers are considered. Nonetheless, this improvement, around 4% in the AARE (from 0.216 to 0.174), is not enough, given the higher order of magnitude of the errors, even in the optimum models (15 ancillary stations). In contrast to the local performance case, the MSE and the r 2 values (not shown) present a different trend to the AARE values, oscillating between 0.400 and 0.674 (MSE) and between 0.917 and 0.885 (r 2 ). The MBE trend (not shown) is similar to the local performance case, with the exceptions of 9-11 ancillary inputs, where the MBE values also remain negative (underestimation). In the ANN case, the accuracy improvement trend of the local performance is not so clear here and the results fluctuate within 0.440-0.670 in the MSE, 0.180-0.220 in the AARE and 0.880-0.910 in the r 2 . This lower accuracy could be foreshadowed, because the model relationships were derived for the data ranges of the calibrating station and may not be suitable outside that range. On the other hand, these indicators correspond to average values within 29 station models. So, different and heterogeneous stations were considered in the calculation of the latter average values. Nevertheless, it seems more suitable to evaluate the model external performance only when similarity trends can be assumed between calibrating and testing stations. The results of the previous figure can be distorted by the consideration of unsuitable models for each test station, i.e. with inappropriate calibration ranges. Consequently, it would be more correct to perform in each test station only those models calibrated in the corresponding most suitable stations. Accordingly, the external performance indicators of the optimum models (considering 15 and 14 ancillary stations in the MLR and ANN case, respectively) are analyzed in detail in Fig. 8 . Here, the performance AARE values are split up per test station, indicating the best, worst and mean performances reached in those test stations considering the models calibrated in the remaining 29 stations. Here, the high variability within the 29 station performances emerges, with a mean maximum range of AARE around 0.170 in both cases. Further, mean external AARE values of 0.100 can be reached through a proper calibrating station selection in contrast to the average AARE of 0.170 corresponding to the models of Fig. 7 .
The application of this (type 2) model outside the calibrating station requires the continental characterization of the test station, given that the model application involves the selection of ancillary similar stations. Consequently, as this model pretends to be useful in locations where no weather data measurements are available and given that the proposed CI is based on thermal measurements, the definition of alternative identification parameters might be necessary, resorting to historical or experience-based criteria. Nonetheless, despite this inconvenience, it is important to highlight that the proposed method can be valuable, given that in practice, when no climatic data are available, ET o records from nearby stations are adopted as local values, although real similarity is to be questioned in many cases. The local and external performance per test station of the optimum MLR and ANN models is represented in Fig. 9 . The upper side of Fig. 9 shows a comparison between the local performance AARE of ANNs and MLR. The MLR model corresponds to model type 1 with 15 exogenous inputs, whereas the ANN model corresponds to model 1 with 14 exogenous inputs. The AARE values are very close in the local performance, with an average value around 0.087, although station 14 presents a markedly higher error around 0.200. This can be due to the specific ET o ranges of the test year, which might differ considerably from the training ranges.
The lower side of Fig. 9 presents a comparison between the individual AARE values of the ANN and MLR external performance. The MLR model corresponds to model 2 with 15 exogenous inputs, whereas the ANN model corresponds to model type 2 with 14 exogenous inputs. In practice, it might be difficult to select a priori the most appropriate training station per test station, as mentioned previously. Therefore, the possibility of identifying a group of valid training stations, which might present a suitable performance in the test station, seems more realistic. So, regarding the external performance, a more conservative criterion was adopted in the lower side of Fig. 9 , where each estimation corresponds to the fifth optimum training station. So, with this criterion, we assume we are able to identify, at least, the worst station within the 5 best training stations for each test station. There are slightly higher differences between both approaches in the external performance case, where MLR models are usually more accurate. The average external performance considering the fifth best training station involves a worsening in the AARE values around 0.050 in comparison with the local performance. The high errors in stations 14 and 18 can be due to the same reason as in the local performance: to important differences between test and training ET o ranges. Nevertheless, it is important to point out that the training and testing ET o ranges correspond to different years of the same station when dealing with the local performance, whereas these ranges correspond to different year series of different stations in the external performance case.
Considering all studied input combinations, there is a high similarity in the performance of artificial neural networks and multiple linear regression. Mathematically, an ANN may be treated as a universal approximator of any function (ASCE Task Committee training can approximate any function with a finite number of discontinuities (Hornik et al. 1989) . So, although ANNs are very effective to model nonlinear relationships and the current optimum ANN configurations present hidden neurons, if the input-output mapping problem is linear, ANNs are only as accurate as linear models. The slightly higher error values in the previous comparisons are to be attributed to the specific training parameters, which might accept refinement, though being valid. So, in the present study, multiple linear regression might be enough to deal with the mapping problem. Moreover, its application is simpler. Table 2 summarizes the optimum ANN architectures corresponding to the optimum models: model type 1 with 14 exogenous inputs, model type 2 with 14 exogenous inputs and model type 3 with 15 exogenous inputs, selected according to the minimum cross-validation AARE in the local performance. It seems logical to question the convenience of detecting trends or relationships within the obtained configurations, given the absence of a clear and definitive methodology to deal with the optimum architecture selection in the ANN community. Nevertheless, model type 1 presents on average 2 hidden neurons less in its optimum configurations. In addition, architectures with less than 10 hidden neurons are more frequent in model type 1.
Simple regression and mean replacement
Regarding simple regression models, given that they are based on relationships established only with ET o E records from the most continentally similar station and therefore are very site specific, only the local performance was analyzed. Here, the four equations lead to very similar results, as can be observed in Fig. 10 . This figure presents the mean and the standard deviation of the MSE and AARE values corresponding to the performances of the 4 simple regression types in each station. As observed, the standard deviation ranges are very small. So, the four regression equations present very similar predicting ability. In general, the higher the degree used in the polynomial regression, the higher the risk of overfitting calibration data. In this study, the results are referred to an independent test set. Thus, overfitted models would have lead to higher errors when compared with simpler models. The degree 6 polynomial appears in 11 stations as the optimum regression model, whereas degree 3 polynomial and linear regression appear in 7 and 3 stations, respectively. So, overfitting has not taken place in the degree 6 polynomial. Hence, if simple regression methods are to be applied, linear or potential methods are recommended, due to their simplicity. Comparing with the MLR local performance, the depicted values are considerably worse, as could be expected, given that they consider only one single ancillary station. Nevertheless, when comparing with MLR based on the same number of ancillary stations, their accuracy is similar, with average AARE values of 0. 
Moving average
When dealing with the performance of the gap infilling method, the moving average or window averaging (WA) Irrig Sci (2011) 29:479-495 491 procedure, different window sizes were analyzed. A window size of 4-15 days is usually used as the averaging interval (Alavi et al. 2006) . The depicted values in 2001a,b) , where small window sizes (less than 4 days) were not recommended. On the other hand, for half sizes over 10 days, the error remains more or less constant and the AARE fluctuations are very small. Here, the similarity of the infilled value with the specific ET o values outside 10 day or more half window sizes might be too variable, given the randomness of climatic processes. The general trend presents some particularities. In station 2 (pattern 1), the performance error decreases for half window sizes between 11 and 15 days. For longer intervals, the performance accuracy increases again. In station 3 (pattern 2), this curve stretch presents the same trend as in station 2. Further, the accuracy improvement stops and remains constant for window sizes of 3, 4 and 5 days. Afterward, the improvement resumes as in the general trend case. In station 16 (pattern 3), a performance worsening takes places when considering a window size of 4 days. Finally, in station 28 (pattern 4), although the slope decreases slightly, the performance accuracy continuously improves within the complete window size range considered. It seems difficult to justify these particularities due to the aforementioned randomness of climatic variables. Nonetheless, it emerges that always the smallest window sizes are preferable.
Comparison with other methods
Finally, a comparative analysis is carried out between the different approaches considered in this study: simple regression (SR), window averaging (WA), multiple linear regression (MLR) and artificial neural networks (ANN). (Hargreaves and Samani 1985; Allen et al. 1994 ), a 4-input ANN model (Zanetti et al. 2007 ) and a neural network approach based on local temperature and exogenous ET o records (Martí and Gasque 2010) . The specific methodological aspects used in the application of these three models in the study area can be found in Martí and Gasque (2010) . Basically, these models require only local records of maximum and minimum temperatures for their application, with the exception of the latter one, which considers additionally the exogenous data assistance strategies adopted in the present study.
Regarding the local performance, the best results correspond to the ANN model based on local temperature and exogenous ET o inputs (Martí and Gasque 2010) . Nevertheless, the accuracy differences are very slight when compared with the current MLR and ANN models, with a difference around 0.003 in the AARE. This demonstrates that the performance quality depends more on a higher mapping potential between exogenous and local ET o than between local temperature and local ET o . Accordingly, the proposed emergency models, including simple regression, are preferable to the calibrated Hargreaves equation and the 4-input ANN (Zanetti et al. 2007 ). So, these results question the suitability of a very common practice when estimating ET o : the application of local temperature-based empirical models when, apart from temperature data, exogenous ET o data are also available. Sci (2011) 29:479-495 493 In the average results of the external performance, MLR emerges as the most accurate method, although with only very slight differences in comparison with the neural network models that consider ancillary supply. The performance of the 4-input ANN is clearly worse. Nevertheless, as stated earlier, it is preferable to evaluate the real external performance of the models taking into consideration only the most suitable training stations for each test stations. The analysis of the mean fifth best external performance keeps the same accuracy trends as in the general average values: MLR presents the best indicators, but only with slightly lower errors than the other methods that consider ancillary supply. Here, the selection of the fifth best training station involves a decrease around 0.040 in the AARE in comparison with the general external performance. Regarding ancillary assistance methodologies, the external performance involves an increase around 0.050 in the AARE in comparison with the local performance. The ancillary supply allows an external performance improvement around 0.06 of AARE when compared with the 4-input ANN. The accuracy similarities between models considering ancillary data assistance highlight that the consideration of exogenous ET o records from climatically similar stations is more decisive than the consideration of local temperature records. Finally, the small worsening in the proposed ANN approach in comparison with MLR is to be attributed to the training parameter selection. On the other hand, MLR approach is preferable to deal with this mapping problem due to its higher simplicity. Further research should focus on the optimization of the ancillary station selection and the subsequent refinement of the selection index. Here, correlation between stations should be assessed in detail. Finally, it is important to point out that the conclusions of this study are drawn for the specific data set assignment assumed in the training and testing stages (Martí et al. 2010c ) and should be revised for different training, crossvalidating and testing data set assignments, using 'leave one out' procedures. Further research should also evaluate the ancillary assistance approach in other climatic contexts presenting different continental patterns. Although the inputs of the proposed models (exogenous ET o , J, N and R a ) can be considered totally independent from the targets, because they were not used to feed the FAO-56 PM equation, these results should be confirmed in future studies using experimental ET o targets.
Conclusions
This paper describes different cross-station approaches based on simple regression, multiple linear regression and neural networks, respectively, to deal with daily ET o estimation when no local climatic inputs are available. This cross-station approach is based on a continental characterization of the study region, which enables the selection and hierarchization of the most suitable ancillary data supplier stations. A comparative analysis is carried out, including, additionally, a simple gap infilling method, the window averaging and three temperature-based approaches.
Under the same input data management, the studied ANNs present very similar accuracy indicators and performance trends as the multiple linear regression models. Thus, due to its simplicity, the multilinear regression approach might be preferable.
The proposed input combinations allow similar performance accuracies as ANN models relying on exogenous ET o records and local temperature measurements, due to a less complex mapping between exogenous and local ET o than between local ET o and local temperature.
If ET o records are available in similar secondary stations, estimation models based on exogenous ET o inputs can be preferable to models relying exclusively on local temperature measurements.
When only a single ancillary station is available, MLR and simple regression approaches present similar performance accuracy. If two or more suitable ancillary stations are available, MLR is preferable to SR.
In general, regarding window averaging, for half window sizes shorter than 10 days, the performance accuracy improves when the averaging window width decreases. So, the optimum results are obtained when the mean is calculated based on observations from the previous and next day.
The proposed methods can be used as emergency models to be considered when breakdowns take place in the data acquisition system or when alternative more precise models cannot be applied, because there are not enough climatic measurements for their application. They can also be used as estimation models in stations where no climatic record is available and a local model calibration is not possible. This application requires the selection of a proper training station and involves a decrease in the model accuracy. Finally, these models can be also used for time series gap infilling, given that they demand no local climatic record.
