






ных на снижение вероятности реализации угроз хакерских атак или ущерба от 
них;  
- исключение возможности проведения атаки за счёт изменения схемы 
информационного потока и архитектуры информационной системы;  
- минимизация негативного действия риска за счет применения мер по 
страхованию;  
- уменьшение риска до таких значений, при которых он перестает пред-
ставлять опасность для информационной системы. 
Таким образом, внутренний аудит информационной безопасности орга-
низации является наиболее эффективным инструментом, позволяющим полу-
чить объективные сведения о текущем уровне защищенности информационной 
системы. План аудита информационной безопасности должен учитывать все 
возможные риски компрометации системы, только в этом случае экспертиза 
принесет реальную пользу. 
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Развитие информационных технологий предполагает появление новых 
угроз и возникновение необходимости разработки новых подходов к обеспече-
нию безопасности. Это особенно актуально для операторов связи и провайде-
ров телекоммуникационных услуг, являющихся ключевым звеном инфраструк-
туры передачи данных для любой компании. Для обеспечения защиты соб-
ственной инфраструктуры и сервисов провайдерам приходится применять не 
тривиальные решения [1]. Инфраструктура провайдеров телекоммуникацион-
ных услуг на сегодняшний день, как правило, строится на базе автономных си-
стем, организованных на базе мультиоблачных платформ. Такой подход позво-
 





ляет изолировать потоки пользователей, и сократить возможный ущерб в слу-
чае проведения атак на конкретного пользователя [2]. Для защиты от внешних и 
внутренних угроз операторы связи активно используют комплексные системы 
управления информацией и событиями, для построения которых актуально ис-
пользование SIEM-технологии (Security Information and Event Management) [3].  
В рамках настоящего исследования разработан подход к поиску уязвимо-
стей в сетях провайдеров телекоммуникационных услуг, построенный на осно-
ве анализа событий в журналах различных систем, в том числе отвечающих за 
сетевую безопасность. 
Журналы сетевых событий являются одним из важнейших средств для 
анализа работы компьютерных сетей, в том числе и с точки зрения оценки за-
щищенности сети. В сети провайдеров журнал сетевых событий Журнал сете-
вых событий представляют собой совокупность записей о произошедших об-
менах данных между узлами, а также об изменениях возникших в рамках взаи-
модействий как отдельных узлов, так целых сегментов. 
В работе рассматривается два подхода к анализу журналов сетевых собы-
тий – построение графа атаки за счет реверсивного анализа сетевых событий и 
промежуточного анализа аномальной активности. Для дальнейшего рассмотре-
ния подходов, необходимо ввести ряд моделей с целью формализации алгорит-
мов, лежащих в основе. 
Журналы сетевых событий, как правило, представляют собой совокуп-
ность последовательностей отражающих изменения, происходящие в инфра-
структуре провайдера телекоммуникационных услуг с течением времени и под 
воздействием определенных внешних или внутренних факторов. При этом сам 
набор этих факторов можно разделить на две большие группы не только по ис-
точнику их возникновения, но и по влиянию, оказываемому ими на сеть про-
вайдера. К первой группе факторов относят события, не приводящие к негатив-
ным последствиям для сетевой и физической инфраструктуры. К ним как пра-
вило относят типовые технологические операции выполняемые в рамках повсе-
дневной деятельности провайдера по организации новых каналов связи и под-
держания работоспособности существующих связей в динамически изменяю-
щейся сетевой среде, за исключением действий, вызывающих аварийные ситу-
ации. Ко второй группе факторов относят события, которые прямо или косвен-
но ухудшают, или наносят вред сетевой или физической инфраструктуры. К та-
ким событиям, как правило, относят различные виды атак, а так же аварийные 
ситуации на сети.  
Как правило, каждая информационная или сетевая система формирует 
собственный лог событий, отражающий действия пользователей или иных про-
цессов, или компонентов, влияющих на ее работу. Тем не менее, все события, 
происходящие в сети, независимо от вида отражаются в журнале с соответ-
ствующей меткой времени. Такой способ записи позволяет в дальнейшем рас-
следовать инциденты сетевой безопасности и определять затронутые узлы. На 
практике для корреляции событий, произошедших на различных узлах провай-







жащем базовую информацию о произошедшем событии. Для операторов связи 
задача сбора сведений о сетевых взаимодействиях является нетривиальной, и 
требует отдельного рассмотрения для каждой конкретной системы. Поэтому в 
рамках настоящего исследования представим запись о событии в журнале в 
упрощенном виде, а именно в форме вектора   следующего вида: 
                                                                   , (1) 
где           – момент времени, в который произошло рассматриваемое взаи-
модействие;        – ip-адрес источника сообщения;        – ip-адрес получате-
ля сообщения;          – протокол, по которому осуществлялся обмен сообще-
ниями;          – номер сетевого порта источника сообщения;          – номер 
сетевого порта получателя сообщения;      – размер пакета. 
Тогда множеством                      обозначим журнал сетевых событий за опре-
деленное время, где n – последовательный набор временных меток. 
Одной из задач в рамках обеспечения безопасности сетевой инфраструктуры 
является поиск аномалий в журналах сетевых событий. 
Как правило, для выявления аномалий в сетевой активности, провайдеры ис-
пользуют статистические данные, накопленные за различные периоды времени. 
На основе накопленных данных для каждого элемента, входящего в состав се-
тевой инфраструктуры провайдера строится модель профиля типовой активно-
сти. Для этого из журнала сетевых событий необходимо выбрать множество за-
писей соответствующих только выбранному элементу сети. В рамках постро-
енной модели журнала сетевых событий такую выборку можно представить в 
виде множества Zk  
                                                            (2) 
Обобщая статистически данные для каждого узла, получаем множество, 
которое обозначим за Ck. 
Исходя из определения множества Ck, аномальную активность можно обозна-
чить в виде множества, состоящего из записей, не подходящих к типовым про-
филям пользователей, формально обозначаемо в следующем виде: 
                                                  .     (3) 
Построенную модель поиска аномального трафика, рассмотренную выше, 
можно использовать двумя способами: 
-рассмотреть построение графа атаки для уже известного инцидента безопасно-
сти; 
-произвести рассмотрение аномальной активности пользователей за некоторый 
период времени. 
Работа выполнена при финансовой поддержке РФФИ проект № 18-07-
01446, гранта Президента Российской Федерации для государственной под-
держки молодых российских ученых — кандидатов наук (МК-860.2019.9), а так 
же Министерства образования Оренбургской области в рамках НИР  Интеллек-
туальная система идентификации источников и прогнозирования распростра-
нения инцидентов кибербезопасности для адаптивного управления механизма-
ми защиты в среде провайдеров телекоммуникационных услуг . 
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Программный комплекс (ПК) «Мониторинг готовности» предназначен 
для автоматизации расчета показателей ПАО «РусГидро» и обеспечивает их 
сравнения со значениями, рассчитанными системным оператором единой энер-
гетической системы России и загружаемыми с сайта балансирующего рынка. 
ПК «Мониторинг готовности» реализован в виде web-приложения с трех-
звенной клиент-серверной архитектурой. Серверная часть реализована на языке 
C# и работает под управлением СУБД Microsoft SQL Server 2014. Клиентская 
часть приложения реализована с использованием языков TypeScript и 
JavaScript. 
Подсистема формирования отчетов интегрирована в ПК «Мониторинг го-
товности» с целью улучшения наглядности представления результатов расчетов 
показателей готовности, а также предоставления пользователям возможности 
формирования собственных представлений данных и отчетных форм. 
Редактирование отчетов в ПК доступно администраторам со страницы 
«Шаблоны отчетных форм». Она предоставляет возможность редактирования 
перечня шаблонов (см. рисунок 1), а также отдельных отчетов. На рисунке 2 
представлен пример задания параметров отчета. 
