In future electrical distribution systems, component heterogeneity and their cyber-physical interactions through electrical lines and communication lead to emergent system behavior. As the distribution systems represent the largest part of an energy system with respect to the number of nodes and components, large-scale studies of their emergent behavior are vital for the development of decentralized control strategies. This paper presents and evaluates DistAIX, a novel agent-based modeling and simulation tool to conduct such studies. The major novelty is a parallelization of the entire model-including the power system, communication system, control, and all interactions-using processes instead of threads. Thereby, a distribution of the simulation to multiple computing nodes with a distributed memory architecture becomes possible. This makes DistAIX scalable and allows the inclusion of as many processing units in the simulation as desired. The scalability of DistAIX is demonstrated by simulations of large-scale scenarios. Additionally, the capability of observing emergent behavior is demonstrated for an exemplary distribution grid with a large number of interacting components.
Introduction
The integration of new technologies enabling the energy transition towards an efficient, environment-friendly, and overall sustainable energy system increases the complexity of distribution systems immensely. New technologies encompass renewable energy sources, storage systems, information and communication infrastructures, and new control approaches. The rise in system complexity is a result of the diversity of these technologies with respect to their individual characteristics, time-wise properties, and level of controllability of their behavior. Considering the growing complexity of the system and the different levels of interaction of components, it can be expected that its overall nature cannot be determined based on the behavior of individual components [1] . The state of the system will no longer be given by the states of the components, but results from their nonlinear cyber-physical interactions. The specific evolution, which is a result of interactions in the system and does not coincide with any of the components' behaviors, is called emergent behavior [2] .
Emergent behavior is in contradiction with linear system behavior because a linear superposition of subsystems' behaviors results again in a linear system with full predictability and easy calculation. In emergent systems, nonlinear interactions between system components preempt linearization of the system behavior [2] , making classical small-signal modeling impossible. To analyze the system behavior of future distribution systems at a meaningful scale prior to their implementation in the real world, a scalable modeling and simulation approach is required which is able to create the emergent system behavior based on nonlinear interactions of the system's components. The tool DistAIX (for DISTributed Agent-based sImulation of compleX power systems) presented in this paper includes the following contributions addressing this requirement: 2 Complexity (i) Components: a system component is modeled as an agent with respect to the component's electrical, communicative, and control behavior. (ii) Emergent behavior: system behavior results from agents' cyber-physical interactions. Edges between agents model the infrastructures of the system that are used for interactions of components, that is, electrical lines and communication links. (iii) Scalability: the agent-based model is parallelized using processes with respect to the electrical topology of the system under study. This allows a distributed simulation of the model on multiple computing nodes.
Agent-based modeling is used for the definition of components as autonomous elements of a multiagent system. Other approaches such as metaheuristics have been previously used for analysis and optimization problems in complex energy systems [3] . This approach is not considered here because we do not target a search for the solution of an optimization problem, but the observability of a system behavior that emerges from components' interactions. Agent-based modeling has been proven to be a powerful method for modeling emergent behaviors of complex systems [4, 5] . Specialized simulation tools for agent-based modeling in general [6] and power system modeling and simulation in particular [7] have been proposed in the literature. For example, the tool GridLAB-D is capable of coupling the modeling of the domains power, thermal, control algorithms, and market in an agent-based modeling approach. DistAIX is not the attempt of a GridLAB-D duplicate, but it aims specifically at improving scalability of agent-based modeling and simulation for distribution systems. GridLAB-D uses a power-flow module with an algebraic solver for the computation of currents and voltages of the system [7] . This limits its scalability to the one of the algebraic powerflow module. A parallelization using POSIX threads has been proposed for GridLAB-D [8] . Parallelization with threads instead of processes limits the number of usable computing nodes to one due to general memory locality restrictions of threads [9] .
DistAIX parallelizes the computation of the agent-based model with processes and makes use of multiple distributed computing nodes, for example, as available in computing centers. The memory can be spread over multiple computing nodes as each process has its own memory address space. By using distributed memory and computing architectures, the simulation of large, for example, nation-sized, energy systems is possible [10] . We propose and combine methods that address the arising challenges for distribution system simulation, such as distributed power-flow computation and message handling.
For a combined modeling and simulation of power system, communication system, and control, several cosimulation platforms have been proposed in the literature [11] [12] [13] [14] [15] [16] coupling different tools for distribution system, transmission system, communication, or market simulations. In addition to the stand-alone usage, DistAIX also extends the pool of modeling and simulation tools that can be cosimulated with others. A co-simulation of multiple large-scale distribution systems with DistAIX coupled with the simulation of a transmission system using a different tool is a possible use case. For example, the platform GridSpice [14] could be used as scaling interface if a respective interface is added to DistAIX. As we focus on the presentation and analysis of DistAIX, cosimulation with other tools is not considered here and left for further research.
Models of the components' behaviors are required to embed the possibility that emergent behavior, that is, nonlinearity, plays a critical role in the final solution. These models can either be derived from literature or be found experimentally. Especially for the control behavior, DistAIX can serve as a testing environment during development of a future control strategy. New component behavior models can be developed using DistAIX. Despite the individual behaviors of the components, the determination of their electrical as well as communication interactions is vital for an analysis of emergent behavior. Efforts have been made for the identification and formalization of the calculation of interactions on electrical level [17] . Combining electrical with communication interactions and cyber-physical interactions in one scalable modeling and simulation tool is one of the contributions of this work.
Unlike traditional energy system simulation tools, for which [18] provides an overview, DistAIX does not target a system level solution. A fully decentralized implementation of the iterative forward-backward sweep method [19] is used for the determination of voltages and currents at all nodes. For this method, only the local neighbors in the electrical grid need to be known to each node and component [19] . No system level solver for the power-flow calculation is required which eases the distribution of the model to multiple processes. Communication links are modeled based on individual properties such as latencies. Messages are exchanged between components along these links and are routed from one process to another where and when necessary. Thereby, all interactions of components can be calculated by distributed computing resources.
We believe that a simulative study of new control strategies for future distribution systems at large-scale is an essential part on the way towards realization. Distribution systems are the largest part of the electrical supply system with respect to the number of electrical nodes and components. In our opinion, a resilient analysis of emergent behavior of distribution systems requires a model that includes all components and their behaviors. For that reason, modeling and simulation for such systems need to be scalable. We present a simulation tool that finds a useful parallelization of an agent-based model for a given set of computing resources and distributes the computation to these resources. DistAIX is designed to keep the computation time for large-scale simulations of emergent system behavior manageable while at the same time enabling a highly flexible modeling of individual component behaviors in agents.
The paper is organized as follows: Section 2 introduces the challenges and related research in the field of scalable agent-based modeling and simulation of energy systems. In Section 3, DistAIX is presented in detail while Section 4 Complexity 3 defines the evaluation methodology. Section 5 discusses the results and Section 6 concludes this work.
Scalable Agent-Based Modeling and Simulation of Energy Systems
Modeling and simulation of complex agent-based energy systems face the following challenges when the size of the system under study and/or the number of available computing nodes grows:
(1) Computation of power-flow (2) Interagent data flow (3) Result data acquisition.
A scalable modeling and simulation tool needs to address the aforementioned challenges. An outline on solutions found in the literature and how DistAIX makes use of them is discussed in the following subsections.
Computation of Power-Flow.
For the execution of a distribution system model on distributed computation resources it is essential that methods working without a centralized point of knowledge on all system variables are chosen. This is especially important for the calculation of voltages and currents in the system under study. Hence, a decentralized power-flow calculation is needed, which can be formulated in the intended way. This topic has been extensively investigated in recent years, resulting in several decentralized power-flow formulations.
In [20, 21] the grid is divided into a set of subgrids. Two neighboring subgrids share common buses, the socalled boundary buses. For each subgrid, the power-flow is solved independently and the injected power from all neighboring subgrids is calculated subsequently considering the voltage mismatch of boundary buses. This process is repeated iteratively until the power-flow solutions of all subgrids converge. While the overall solution is found in a decentralized way, the power-flow computation within one subgrid is carried out centrally using algorithms such as Newton-Raphson.
Other approaches aim at solving the Gauss-Seidel algorithm in a decentralized way [22] . Each node calculates its voltage using the previously calculated voltage of all neighboring nodes. The new voltage value is passed to the next node which then also updates its own voltage. In this approach the calculation is performed on node level. However, the convergence of Gauss-Seidel can be considered comparatively slow. In [23] an accelerated Gauss-Seidel implementation using FPGAs is presented. Their approach is not compatible with the requirement for a decentralized power-flow calculation as mentioned above.
Another algorithm that can be used for decentralized power-flow calculation of radial power grids is the so-called forward-backward sweep method. It has been used for agentbased smart grid simulation [24, 25] and consists of three iteratively repeated steps [19] :
(1) Calculation of nodal currents: at each node, the current injections into all components connected to a node are calculated for a given nodal voltage. In the first iteration, all nodal voltages are initialized with the rated voltage. The nodal currents are obtained by summing up all component currents of a node.
(2) Backward sweep: starting at the last node of each feeder, the current flows through all branches are calculated by applying Kirchhoff 's current law at the nodes.
(3) Forward sweep: starting at the slack node, all node voltages are updated based on the branch impedances and the previously calculated branch currents.
Note that there are also other formulations of the forwardbackward sweep method which calculate power-flows instead of current flows in the backward sweep [26] . Forwardbackward sweep provides considerable advantages for an agent-based simulation. The most important ones are as follows:
(i) The calculation is performed on node level and is therefore highly decentralized. The electrical system behavior emerges from the electrical interactions of agents.
(ii) The algorithm makes use of the radial structure of distribution grids. As a result, the processing of forward and backward sweep in each feeder can be computed in parallel.
(iii) The electrical behavior of grid components is calculated independently for each component in the first step. Hence, this step can be parallelized.
(iv) Sufficient convergence has been shown for this algorithm [27] .
For DistAIX, we choose the forward-backward sweep technique presented in [19] as the given advantages ensure the required scalability feature and allow a system analysis based on the behavior and interactions of single components. Since the algorithm makes use of the structure of a distribution grid it is not able to deal with meshed grids. Extensions described in literature solve this problem for weakly meshed grids [19] such as electrical distribution systems.
Interagent Data Flow.
The separation of a distribution system model into subparts for distributed computation demands an interagent data flow organization that handles the distributed memory architecture in a scalable way. Interagent data flow means the cyber-physical interactions of agents which can take place within a model subpart and between different model subparts. Two approaches addressing this challenge have been identified in existing agent-based modeling and simulation frameworks [28] :
(i) Message boards: Flame [29] (ii) Agent copy and update: RepastHPC [30] .
Both frameworks use the Message Passing Interface (MPI) to parallelize the simulation on multiple computing nodes. Flame uses a message board in each process for the realization Figure 1 for a small example with two processes and two agents. The methodology is introduced in [30] . Agent A in process 1 requires data of agent B that belongs to process 2 and vice versa. The required data can be voltage and currents, for example. In RepastHPC, process 1 creates a copy of agent B in its own memory space. Process 2 does the same for agent A. If agent A in process 1 needs to access data of agent B, it reads from the copy in process 1 and not from the original agent. Agent-networks between original and copy agents within the same process (red arrows in Figure 1 ) are called SharedNetworks in RepastHPC and are maintained in their own data structure. Copies are only created for agent links that go across processes, that is, across subparts of the model. Whenever required, the copies can be updated with the state of the original agents by calling an MPI-based synchronization method of RepastHPC (blue arrows in Figure 1 ). In contrast to Flame, this method does not use broadcast but asynchronous message sending and receiving via MPI. In the example, the copy of agent B in process 1 is updated with the state of the original agent B and the copy of agent A is updated with the state of the original agent A. The state of the agent copy is never transferred back to the original agent. Thereby, frequent interprocess communication is avoided and the programmer has full control on the points in time when copy updates are necessary.
As has been shown in [28] , RepastHPC's scalability outperforms the one of Flame because of this difference in the realization of agent interactions. Also, the memory consumption of RepastHPC stays constant for increasing number of processes used in the simulation while Flame's memory consumption increases [28] . Due to these benefits, RepastHPC is used for the implementation of DistAIX. Two agent network structures (SharedNetworks) are used in each process to organize physical and cyber interactions of agents. For more details on the implementation refer to Section 3.5.
Result Data Acquisition.
Storing of simulation time dependent and independent data should put only minimal stress on the computation resources while at the same time the analysis of result data and postprocessing have to be flexible and convenient. The following two problems need to be solved in an efficient way by a data acquisition solution:
(i) Store huge amounts of data per simulation time step.
(ii) Read specific result data for postprocessing and analysis.
Connecting the simulation to a database system is one possible solution; for example, GridLAB-D offers an interface to a MySQL database [31] . Relational databases such as MySQL and PostgreSQL are useful for storing simulation time independent data, that is, the metadata of the agents and the model. However, they have problems in processing large amounts of data at once in either direction, writing to or reading from the database. Benchmarks have shown that NoSQL databases have a better performance when it comes to fast storing of large amounts of data [32, 33] . For these reasons, DistAIX is interfaced with both a PostgreSQL database for meta information and a NoSQL database cluster based on Cassandra for storing simulation time dependent data in a scalable database system. With respect to the huge amounts of data that need to be acquired by the database system, serialization of data seems to be a good option. Protocol Buffers [34] have proven to be an efficient method for data serialization and deserialization in other fields of application [35, 36] and are therefore explored here for the decrease of time to write data to the Cassandra database.
Modeling and Simulation with DistAIX
DistAIX is presented in this section. Section 3.1 discusses how RepastHPC is used for the parallelization of a simulation and Section 3.2 discusses the distribution of agents to processes. In Section 3.3 we comment on the time step whereas details on the modeling of agent behaviors and all agent types are provided in Section 3.4. Section 3.5 focuses on agent interactions and discusses the computation of communication as well as electrical interactions. Finally, the setup of a simulation is addressed in Section 3.6.
Parallelization with RepastHPC.
RepastHPC uses MPI to parallel a simulation on a high performance computing (HPC) system. A simulation is launched via mpiexec with options specifying the hosts to use and the number of processes to start. Each process executes one part of the agentbased distribution system model. In DistAIX, this is reflected by a C++ class Model which defines how each process is configured, for which agents it is responsible, and which connections exist among agents in this process and to agents in other processes. The Model class also defines the schedule of a process and data that need to be synchronized with other processes. Figure 2 shows the schedule of a process. The first step is the initialization and encompasses the creation of all agents of the process and all electrical connections between agents in this process. Further, the electrical connections to agents in other processes are established by the creation of copies of these agents in the process. If these copies were not created, electrical connections between agents belonging to different processes would be missing in the simulated model. This would lead to wrong simulation results. The model is kept synchronous and consistent by updating copies with the state of the original agent according to the copy update method explained in Section 2.2. Agent copies are updated between each step of the process schedule (white boxes in Figure 2 ) and also during the forward-backward sweep step to reach convergence.
After the initialization, a process executes simulation steps for a given simulation step size (loop in Figure 2 ). The agent messages and individual control behaviors are processed in step 2. This part of the simulation considers the communication network infrastructure (how communication links are modeled is explained in Section 3.5) as well as the control strategy under study. At the beginning of step 2, agent messages have to be synchronized between processes. After that, a process executes the behaviors of all of its agents independently for each agent.
Step 3 of a process is the calculation of current and voltage at each node using the iterative forward-backward sweep method until convergence. The calculation of the forward-backward sweep algorithm is parallelized according to its three phases as explained in Section 2.1. Similar to the message processing, the calculation of nodal currents is done independently of other agents. The algorithm iterates backward and forward through the grid topology in sweeps. During a sweep, only one node per feeder can be active. After a sweep is completed, an agent copy update is required to synchronize newly computed values of currents and voltages at electrical agent connections spanning over two processes. The three phases of the forwardbackward sweep algorithm are repeated until convergence is reached.
Step 4 of a process is composed of preparing the next simulation time step, that is, saving results of this step and resetting internal state variables used during forward-backward sweep iterations. This final step is done independently for each agent.
Distribution of Agents to Processes.
Agents need to be distributed to processes in such a way that processes wait for others the least amount of time. The topology of the electrical grid influences a good distribution of agents as only one agent per feeder can be active in the forward-backward sweeping at once. It can be expected that the number of processes beneficial for the parallelization depends on the electrical topology of the system and is therefore limited.
We adapt a node scheduling method [37] to work with contiguous sequences of successive nonbifurcating nodes of the electrical grid, called workitems in the following. Workitems are the parts of the grid in which only one node can be active in forward-backward sweeping at once. The electrical topology of the grid under study is analyzed at the start of a simulation. Workitems are determined by parsing the graph topology of the grid under study with a depth-firstsearch algorithm. The distribution of node agents to processes works in the following steps:
(1) Leaf node agents and their depth in the topology are determined. (2) If the number of processes available is , the deepest leaf node agents are selected (or less if there are less than leaf nodes in the topology). (3) The workitems in which the selected leaf node agents are included are assigned to one of the processes so that all processes are responsible for the nodes contained in one workitem. If < leaf node agents were selected in the previous step, the number of workitems and processes in this step is only . (4) From now on only the topology of the remaining nodes agents which are not yet assigned to a process is considered. Continue with step 1 if there are still nodes agents to be assigned to a process. Otherwise, all node agents are distributed to processes.
Transformer agents and slack agent are both treated as node agents regarding their distribution to processes. Component agents (load, electric vehicle (EV), photovoltaic (PV), combined heat and power (CHP), wind energy converter (WEC), battery, and compensator) are always created in the process where the node agent they are connected to is located. Note that this procedure does not guarantee the usage of all available processes. The topology of the electrical grid influences the number of processes in use. This is userfriendly as only the maximal available number of processes needs to be known, but not the optimal number with respect to the system under study. If more processes are available than useful, the dispensable processes are idle during the simulation and do not impede the calculations.
Simulation Time
Step. The size of a simulation time step is fixed for one simulation. The main reason for this is that the occurrence of communication events cannot be predetermined due to emergence in the system. A variable time step would increase the chance to miss time steps in which communication occurs. Another aspect to bear in mind is the distributed simulation approach itself. As the time step has to be the same in all processes, additional synchronization would be necessary for the determination of the time step size and the spreading of this information to all processes. The overhead caused by the required synchronization could possibly outweigh the performance improvements of a flexible time step.
6 Complexity However, the number of calculations per time step on agent level can be reduced. For example, the recalculation of nodal currents in step 1 of the forward-backward sweep algorithm can be managed in an event-driven way so that a recalculation is done only when an event has occurred in the signal of the nodal voltage. This can be an attempt to reduce the computational effort for component agents in the future. However, for a first demonstration of DistAIX we have not implemented such a method yet.
Agent Behaviors.
To draw conclusions on emergent behavior of the system, the agent models used in DistAIX are discussed in this section. Equations for the electrical agent models are provided to show their role in the forward-backward sweep iterations. Each agent represents a component of the distribution system and consists of an electrical model, behavior rules for the control, a state and knowledge, and communication capabilities. Figure 3 provides an overview about the interconnection of these parts within the agent model.
The electrical model of an agent and its communication capabilities influence the state of the agent and its knowledge about other components in the system. The control algorithm of an agent is defined by its behavior rules operating based on the current state and knowledge. Behavior rules result in both control signals influencing the electrical model (right side in Figure 3 ) and triggers for information exchange using the communication capabilities (left side in Figure 3 ). An agent can be connected to other agents in no more than two ways: via communication and/or electrical network. Detailed descriptions of the electrical steady state models are provided in the following subsections. In the equations below, variables indexed with "ctrl" indicate that this value is a control signal determined by the control behavior rules of an agent.
Slack Agent.
In the forward sweep, the nodal voltage of the slack is calculated to be
is the nominal voltage and slack is the defined voltage angle at the slack node, usually set to zero. In the backward sweep, the output current of the slack node flowing to the next node is
where is the set of all next nodes, in, is the incoming current of node , and leak, is the leakage current of the line connecting the slack node and node .
Node Agent.
In the forward sweep, the nodal voltage is obtained by where V is the nodal voltage of the previous node, out, is the output current of the previous node, , , , are parameters of the connecting PI-line (see Figure 4 ). In the backward sweep, the output current from the previous node is
where out is the output current of the investigated node, leak is the leakage current of the line connecting this and the previous node, is the set of all components connected to the node, and is the component current.
Transformer Agent.
The transformer model is composed of an RX-line and an ideal transformer as depicted in Figure 5 . In the forward sweep, the secondary node voltage is obtained by with the input current from the previous node out, , the input voltage at the primary node
the transformer parameters and , and the turns ratio . , , , and are parameters of the PI-line connecting the transformer with the previous node. In the backward sweep, the output current from the previous node is
where out is the sum of all currents flowing to the next nodes and leak is the leakage current of the line between this and the previous node. In DistAIX we use transformers with an On Load Tap Changer (OLTC) capability. Therefore, the turns ratio can be adjusted within a symmetrical range around the nominal value nom . This is done in discrete steps ctrl where
has to be satisfied and is the number of possible steps. The turns ratio is then calculated as
Load Agent.
The load model has an integrated profile providing the active and reactive power demand for each step. The component current is then calculated to
Electric Vehicle
Agent. An EV is represented by a battery with a capacity el that is periodically connected to the grid. The connection status is provided by a profile. If the EV is not connected to the grid, it has a certain power consumption con which is also stored in a profile and leads to a discharge of the EV's battery. For times of disconnection the model output is
with state of charge (SOC) of the battery being
If the EV is connected, the battery can be charged with an adjustable active power. Moreover, the EV is able to provide a certain amount of reactive power as it is connected to the grid via a converter. With the control values for active and reactive power ctrl and ctrl the component current is
and the SOC is
The EV agent ensures that the component's hardware limitations such as converter capabilities as well as the battery capacity are not violated. Location variability of EV is not considered here as it does not influence the applicability of DistAIX but only the control strategy under study.
Photovoltaic Agent.
The model of a PV system is based on a performance prediction model [38] calculating the amount of active power max that can be generated. It requires the solar irradiance and the temperature as input data. Similar to an EV, PV systems are connected via a converter and can therefore provide reactive power. Furthermore, the active power supply can be curtailed if necessary. This leads to the equation for the component current (see (13) ) where the control value for reactive power has to be within the limits of the converter and the control value for active power has to satisfy
Note that ctrl is negative since active power is produced and not consumed.
Wind Energy Converter Agent.
The WEC model makes use of a polynomial relation between wind speed and output power [39] . Hence, the model uses a wind speed profile as input data. Power generation starts when the minimum speed V is reached. Up to the rated speed V , generation continues following a polynomial relation. Maximum generation is present until the cut off speed V is reached. This relation is illustrated by the following equations:
Between speeds V and V , the relationship between wind speed and maximum output power is described by a thirdorder polynomial with coefficients , , , and which are found so that a continuous curve is obtained. Similar to the PV and EV, the WEC is connected to a converter, which leads to similar constraints and enables the control of active power ctrl and reactive power ctrl , as shown in (13), while respecting the limits of the generation unit (see (15)).
Complexity

Combined Heat and Power Agent.
The CHP model consists of three main components: combustion engine, synchronous generator, and heat exchanger. In a CHP, mechanical power supplied by a combustion engine is converted to electrical power by a generator. The occurring heat can be used directly for building heating or stored for later use in a thermal storage. Thus, the total fuel input power is composed of the thermal output power th , the electrical output power el , and losses loss :
Thermal and electrical output power are determined considering a thermal and electrical efficiency th and el , respectively. With the control value for electrical active power ctrl , the required fuel input power is
resulting in the thermal output power
Moreover, the CHP can produce reactive power, as the power factor of the synchronous machine can be affected by controlling its excitation within the limits of the machine. To simulate the CHP, a profile is required providing the thermal power demand dem for building heating at each time step. The agent considers dem and the currently stored thermal energy th and controls ctrl and ctrl of the CHP model which returns the actual to the simulation analogously to (13) . The SOC of the thermal storage with capacity th is updated accordingly to
for the next time step. One constraint of the operation of the CHP agent is the satisfaction of limits of the thermal storage.
Battery Agent.
Similar to the EV agent, the battery agent controls a battery system. Its battery can be charged/discharged with an adjustable active power and is connected to the grid via a converter. This enables the control of ctrl and ctrl (see (13) ). With respect to the loads of nearby consumers, the battery agent releases power to or stores power from the grid when necessary. Meanwhile, it ensures that the battery's operation boundaries will not be exceeded in terms of (14).
Compensator Agent.
The compensator can provide capacitive reactive power to the grid to neutralize inductive reactive power caused by most loads. Reduction of grid losses is the main reason for the utilization of a compensator. To counter losses, the compensator is operated through stages of switchable shunt capacitors with a nominal susceptance of nom . The agent controls the step size ctrl of the shunt banks resulting in the grid connected susceptance
The output current is calculated as follows:
3.5. Agent Interactions. As interactions play a major role in emergent systems, they have to be modeled accurately. RepastHPC's SharedNetwork structure is used to model the electrical network, where the agents are the nodes and components in the network and cable models represent the edges between them. A cable model includes an equation system and parameters of a cable (see PI-line in Figure 4 ). Each process stores the excerpt of the electrical network involving its own agents and boundary agents to other processes in a SharedNetwork object. This object is a part of the Model class introduced in Section 3.1. The electrical interactions are calculated based on the forward-backward sweep method as explained in Section 2.1 and the SharedNetwork objects in the processes.
A generic modeling of communication interactions and communication edges requires a different approach. Assuming that a control strategy may require flexible communication connections, communication between all agents in all processes has to be possible. As the system under study is emergent, it may be unknown in advance which communication links will be used, that is, which agents communicate with each other. If a SharedNetwork was used for the modeling of communication links similar to electrical edges, copies of all agents in all processes would have to be synchronized. Hence, the SharedNetwork is not a scalable method for explicit modeling of communication edges, especially when only a small subset of all available communication links is used.
For this reason, one message router is introduced in each process ( Figure 6 ). A message router does not represent a hardware component of the distribution system but is a method to implement the simulation of communication between agents. In step 2 of a process schedule (see Figure 2) , the task of the message router is the collection of messages to be sent from all agents in their process (orange in Figure 6 ). For each message to be sent, the message router checks the model of the communication link used by the message transfer, for example, the latency or packet error rate of the link. In case no specific communication link properties are available, the user can define default values for all links. The message router applies the communication link model to determine whether or not a message has to be transmitted in the current simulation time step. If the latency of a link requires delaying a message, it will stay in a pending queue of the message router and will be checked again in the next simulation time step. If a message has to be transmitted to the target agent, two cases have to be distinguished:
(1) If the target of a message is an agent in the process of the message router, it will route the message to the inbox of this agent. (2) If the target of a message is an agent in a different process, the message is added to the out queue of the message router.
Each process has a RepastHPC SharedNetwork in which its own message router is connected to the message routers of all other processes. Once all messages to be transmitted are treated according to cases 1 or 2, the out queues of all message routers are synchronized between all processes via the SharedNetwork of message routers. Afterwards, each process has an up-to-date copy of the out queue of each message router. Each message router checks the others' out queues for messages that target an agent in its process and routes messages accordingly (red arrow in Figure 6 ). This way of communication interaction modeling allows an individual modeling of communication links and an efficient routing of agent messages in the distributed simulation. Figure 7 shows the setup of a simulation with DistAIX. The simulation time step size and the number of time steps to simulate can be freely chosen. However, they should be selected in a meaningful way for the scenario and component models under study regarding the desired resolution of electrical dynamics and message exchange. Time series are used as input data for component agents that require profile information. If a time step smaller than the time step of the profile data is chosen, the profiles can be either linearly interpolated using the respective functionality of the GNU Scientific Library or the last value of the profile is held until the next value of the profile is reached by the simulation time. The user may choose between these options when configuring a simulation.
Simulation Setup.
The simulation scenario is configured by lists of the nodes and components to be simulated and the electrical lines. Furthermore, the properties of communication links (e. g., package drop rates, latency) can be added as input for the simulation if these parameters are relevant for the scenario under study. It would also be possible to extend the interfaces of the simulator so that scenarios available in a Common Information Model (CIM) representation can be used as input for the simulation tool. A method for the automated transformation of CIM representations of distribution systems to C++ classes has already been presented by our research group in [40] . For an initial demonstration of DistAIX, we choose a less complex method of scenario reading.
The user can choose between a simulation result output in a PostgreSQL and Cassandra database system, comma separated value (CSV) files, or both. Simulation results in CSV test simulations have proven to be useful during development of DistAIX due to their simplicity. Database output is integrated into the simulator because it allows a structured and efficient storage of large amounts of simulation data. It also enables a resource saving of the computing resources as database queries can be sent to the databases via a computer network and do not need to be handled by the executing computer system.
If the database is selected as result storage option, all simulation parameters, such as configuration of the simulation and constant agent properties, are stored as metadata in a PostgreSQL database. The result data of all agents for each simulation time step is stored in a Cassandra database system which currently consists of three nodes. The Cassandra cluster is horizontally scalable according to user demands. The three Cassandra nodes handle the storing of results into the database during simulation and split the workload automatically in a fair manner. For the database output, a graphical web front-end is available enabling an easy and efficient inspection and evaluation of simulation results. To further reduce the time it takes to send the result data of each simulation time step to the database, the data is serialized using Protocol Buffers and sent in a binary format. For the extraction of data from the database, the Protocol Buffers need to be applied again for deserialization.
Evaluation Methodology
For the evaluation of correctness and performance of DistAIX, we address three aspects: correctness of the distributed forward-backward sweep implementation, observability of emergent behavior, and the scalability of the simulator on an HPC system. The methodology used to address these three aspects is discussed in the following subsections.
Correctness of Distributed Power-Flow Calculation.
The utilized method for the calculation of electrical interactions is the forward-backward sweep method. Convergence of this method has already been shown in [27] . DistAIX implements the algorithm in a distributed way. To demonstrate that our implementation with processes provides numerically correct results we select a small scenario and compare results to those obtained from Modelica modeling and simulation of the same scenario. Modelica is chosen for this demonstration, due to its flexible use and free availability as OpenModelica.
As a metric to evaluate the correctness, we use the absolute differences Δ between node voltages and line currents obtained with DistAIX and Modelica as well as the number of occurrences of such differences. From the voltage and line current differences we derive conclusions on the correctness of our implementation. To obtain comparable results, the electrical components are modeled according to Sections 3.4.1-3.4.10 in Modelica. Further, the same profile data are used as input for the electrical component models in both simulation environments. Control values for all components are found without communication interactions by simple rules as presented in the reference scenario in [41] . The distribution system scenario used as reference is shown in Figure 8 . All agent types are used to ensure a general correctness of the presented approach. For the Modelica simulation, we use the DASSL solver with a tolerance of 10 −6 and a time step of 60 s. The same time step is applied to our simulator. Convergence of simulation results is detected when all nodal voltages change less than a certain between two iterations. The is set to the value of the DASSL solver tolerance 10 −6 . The simulation is executed for a complete day.
Observability of Emergent Behavior.
Methods to detect and characterize emergent behavior in complex systems are discussed in the literature, for example, [42] [43] [44] . Such methods are always dependent on the application and system under study. In order to analyze emergent behavior characteristics of different control applications for distribution systems, DistAIX enables observability of emergent behavior in large-scale simulations. We demonstrate this functionality by selecting one control application called SwarmGrid [41] . SwarmGrid is expected to result in emergent behavior of the distribution system due to its bottom-up, decentralized control strategy. In the SwarmGrid control concept, the system level target is voltage stability of the system. Power producers and consumers (agents) negotiate the amount of power they supply or consume in a self-organized way. Their main objective is the usage of flexibilities for the local balancing of power production and consumption. Agents form so-called swarms, that is, groups of agents that need to interact with one another in order to achieve their goal.
The formulation of such a bottom-up heuristic control as one complete analytical model is infeasible. However, DistAIX allows the system behavior to emerge from the definition of the individual component behaviors. The agentbased concept and the need to simulate electrical and communicative interactions as well as component control together make the presented simulation tool suitable for an evaluation of SwarmGrid control. Furthermore, due to the vast number of components in the distribution grid that can be utilized in control approaches such as SwarmGrid, the system can be described as highly complex with various possible interactions among agents.
For a demonstration of observability of emergent behavior, we use the rural low voltage grid of 177 nodes as described in Section 4.3 and the electrical models given in Sections 3.4.1-3.4.10. In order to provoke emergent behavior, all input profiles have constant values except for the ones of single family household loads. These profiles feature a ramp up of 1 kW within 1 s as depicted in Figure 9 . The ramps happen simultaneously, start at 4 s, and end at 5 s. As the total number of single family households in the grid is 140, the aggregated change in the total power exchange of the grid is 140 kW. The time step size of this assessment is set to 10 ms and 1000 time steps (10 s) are simulated. The communication link latency for all links is set to 100 ms to consider delays caused by message transmission. Thereby, the system behavior before, during, and after the household load ramp can be analyzed.
We determine (a) the aggregated active power behavior based on a reference simulation without self-organizing control and (b) the aggregated active power behavior of a simulation with SwarmGrid enabled. By comparing the results for (a) and (b), we can conclude on how emergent behavior appeared in the system and changed the overall behavior of specific component types and the system itself. As the emergent behavior results from the interactions of agents, the number of exchanged messages is evaluated as an additional indicator. Due to the individual and heterogeneous control behaviors of the system components (agents) and their situation-dependent interactions, it is virtually impossible to anticipate their behavior as a group or swarm. Even if their controls are designed to achieve a particular system level result, such a control cannot possibly have targets for all internal system variables. DistAIX enables the observation of even these internal variables and understanding their relation to the system level target.
Scalability.
For the performance assessment of DistAIX with respect to scalability, a rural low voltage grid containing 177 nodes and 310 components (i.e., a total of 487 agents) is chosen. The low voltage grid is shown in Figure 10 . It is identical to the one used by the authors in [41] and consists of four feeders with 75, 55, 35, and 10 nodes with different distances between single nodes. While two of the feeders are equipped with overhead lines the other two are built with cables. The installed power is listed in Table 1 . The total installed producer power is 503.5 kVA and consumer power is 448.6 kVA. Moreover, it contains 275.2 kWh battery capacity and 60 kvar reactive power compensation. The low voltage grid is connected to a medium voltage feeder as many times as needed to upscale the system. This means the number of agents agents in the system is
where LV is the amount of low voltage grids connected to the medium voltage feeder and ( LV − 1) is subtracted as there is only one slack bus.
This methodology is used to analyze the execution time of the simulation for different quantities of agents. In order The simulation execution time ( ) for a number of processes is measured and serves as scalability metric. The fastest execution time and the respective number of processes are used in the evaluation. The number of simulation time steps to execute is set to 1000 with a time step size of 1 s. All component profiles consist of two different values (one for = 0 and one for = 1000). The intermediate steps are linearly interpolated between these two values so that there is a power demand or generation change in each time step. Hence, the communicative interactions caused by SwarmGrid are representative for a case where the power system conditions change dynamically. Each simulation was carried out several times to ensure stable results for the execution time.
The available computation resources are four computing nodes. Each node includes 24 physical cores of type Intel Xeon E5-2658 v3 at 2.20 GHz. One computing node is used for simulations with 1-24 processes, two nodes for 25-48 processes, three nodes for 49-72 processes, and four nodes for 73-96 processes. Processes are always split equally among computing nodes. Each computing node has 126 GB RAM and all four nodes are connected via an Ethernet network for the benchmarks. They all run a CentOS 7.3 operating system using a 3.10.0 Linux kernel. The MPI implementation used on all computing nodes is the high performance MPI library ParaStation MPI [45] . Since the base grid for the scalability investigations has four feeders and our methodology duplicates this grid LV times to generate larger grids, LV = 25 is the largest scenario for the scalability study. This scenario has 100 feeders, that is, workitems, which can be optimally parallelized by the available computation resources. Additionally, the execution times of three scenarios containing considerably more feeders than available processors are investigated to give an impression of the examinable scenario sizes.
In practice, DistAIX can use separate computer networks (Ethernet and InfiniBand) for the interprocess communication and saving the result to the database. The database server is located on a resource different from the four computing nodes. Thereby, the simulation execution itself and the storage of result data are decoupled. The time required to initiate the savings to the database is regarded as a steady component of the simulation runtime and is therefore not considered here. Simulation results presented in the following section were obtained from a simulation setup without any result saving (except for runtime of the simulation) with no loss of generality.
Evaluation
The methodologies defined in the previous section are used for an evaluation of DistAIX. The results are discussed in this section. Table 2 provides the number of deviations Δ between node voltages and line currents of the two simulations in four intervals. The total number of current and voltage values differs because there are more busses than lines in the grid. As both simulations have an accuracy of 10 −6 , smaller deviations are not discovered and are set to zero. Especially the difference between nodal voltages is small. While all Δ for node voltages are below or equal to 10 −5 V for the line currents, some Δ are between 10 −5 and 10 −4 A. The reason for this is the application of the convergence criteria of the forward-backward sweep method to the node voltages. As the current is calculated by each component, this value can be considered the electrical interaction variable of agents. Hence, for a demonstration of correctness it is important to consider the line currents as well. For the imaginary part of the line currents only 4 values differ by more than 10 −5 A. Experiments have been repeatedly carried out for different numbers of processes always yielding the same results. Therefore, the overall correctness of the implemented forward-backward sweep calculation is demonstrated and deviations to the reference simulation are negligible. Figure 11 shows the active power behavior of the whole grid at the slack bus for the reference simulation without a communicative control approach and for the SwarmGrid control approach. The different starting values of the two simulation results are caused by the way flexibility is used in the SwarmGrid approach. The starting conditions for the two simulations are identical. However, in SwarmGrid components negotiate immediately for a local balancing of production and consumption resulting in a smaller load at the slack bus compared to the reference case due to more efficient usage of storage. When the load starts to increase at = 4 s the active power behavior at the slack bus in the reference simulation follows. The difference between the end and start value of active power at the slack bus is 153.2 kW, which corresponds to the change of load power (140 kW) plus losses in the grid due to higher currents. Therefore, the behavior of the whole grid in the reference simulation can be determined from the behavior of the single components, namely, in this case the single family household loads. The difference between the end and start value in the SwarmGrid simulation is 90.1 kW which equals only 64.4% of the change of load power. Moreover, the shape of the active power at the slack bus indicates that the overall grid behavior does not follow the behavior of the loads. Instead, the change of load power is partly compensated. This is a dynamic process continuing after the single family household loads have reached their final value at 5 s. To find the cause for this behavior difference, the results for internal variables of single component types have to be investigated. Notice that the load change compensation is done by flexible components such as CHP. The total power production of all CHP is also depicted in Figure 11 . In the reference case, the CHP determines the required power production according to the thermal demand, which is constant during the simulation time. In SwarmGrid control, the CHP utilizes thermal storage capacity to offer flexibility. As a result, the power production changes after the load power starts to increase.
Correctness of Distributed Power-Flow Calculation.
Observability of Emergent Behavior.
Note that there is no centralized controller or optimization driving CHP towards this behavior. Instead, agents interact and determine their control values autonomously according to behavior rules. The overall system behavior, that is, the power behavior at the slack bus, emerges from the behavior of the single components and cannot be predetermined as in the reference case. Since the communication of agents plays a critical role in this process, Figure 12 shows the number of messages that are generated per time step. A large amount of interactions takes place during the change of load behavior and also afterwards. The number of messages decreases again when the system reaches a stable end value. The intensity of communication depends on the operating conditions and evolution of the physical system and can therefore not be anticipated precisely. Overall, these results demonstrate that emergent behaviors of distribution systems can be observed with DistAIX.
Scalability.
The results of simulation benchmarks with respect to scalability are shown in Table 3 . The minimal simulation execution time ( ) scales almost linearly with the number of agents in the scenario for both cases with and without SwarmGrid control enabled. This result can also be observed in Figure 13 and is achieved by using more processes and spreading the simulation across multiple computing nodes; for example, for LV = 10 the simulation execution time is minimal for 39 processes. The simulation is spread across 2 computing nodes running 19 and 20 processes, respectively. The gradient of the ( ) scaling factor is considerably lower than 1, indicating that the parallelization with processes is able to exploit computation resources efficiently for growing scenario sizes.
Linear scalability means that large electrical grids plus agent-based control can be simulated efficiently by an appropriate number of processes. It also indicates that the computation of communicative agent interactions adds an offset to the simulation execution time but does not change the scalability behavior in essence. Another aspect taken from Figure 13 is that the scaling for the case with communication is better than without. Keeping in mind that the benchmark scenarios were chosen in such a way as to require an extensive amount of agent communication, this leads to the conclusion that the message router concept is an effective method to parallelize the computational burden of agent message processing. However, the results presented here are only valid for the specific agent-based control strategy under study [41] . The experiments have to be repeated for different strategies resulting in potentially different communication link usages of agents to draw more general conclusions.
In most cases, the number of processes of the minimal execution time ( ) correlates well with the number of feeders in the electrical grid. This demonstrates the benefits of the proposed agent distribution methodology (see Section 3.2) for the simulation execution time and scalability. As the chosen benchmarking methodology uses grids with repetitive electrical topology with only a few workitems compared to the number of agents, it provides a worst case scenario for agent distribution. In more realistic grids of similar size containing more bifurcation nodes as considered here, the number of workitems will increase and the size (length) of each workitem will decrease. Hence, the execution time for a grid with a similar number of agents but more branched electrical topology can be expected to be equal to or smaller than the presented results. Figure 14 shows the decrease of execution time with increasing number of processes for the LV = 10 scenario. The execution time decreases rapidly up to 10 processes and is close to the minimal value afterwards. DistAIX enables an efficient simulation even if less than the optimal number of processes for the given electrical topology is available. We observed this behavior for other scenario sizes as well. Future investigations on how to recommend a reasonable minimal number of processes to the user for a given electrical topology are necessary to exploit computation resources even more efficiently.
The results include only scenarios in which agents are assigned to all processes. Experiments with small testing scenarios such as the 27-node low voltage grid used for power-flow demonstrations showed that the influence of dispensable processes on the simulation execution time is negligible. Due to limitations of the hardware used for the benchmark simulations, only scenarios up to LV = 25 can be reasonably analyzed here with respect to scaling. The results for three additional scenarios are shown in Table 4 . They demonstrate that even for grids exceeding the 40,000 nodes the presented approach provides a solution in a reasonable amount of time-even if not the optimal number of processes but only a maximum of 96 processes is available. Due to the memory limits of our computing nodes we do not provide results for larger scenarios here. It should be noted that the increase in execution time for the large scenarios is mainly caused by initialization procedures for the communication network setup which are specific for the control strategy used here and can be improved in the future.
Conclusion
This paper introduces DistAIX, an agent-based modeling and simulation approach for electrical distribution systems. It is designed to study emergent behavior of such systems at large scale. The simulation is parallelized by processes enabling the distribution of computations to multiple computing nodes with distributed memory. The distribution system components are modeled as agents in the required level of detail. No model simplifications or restrictions are needed for scalability. The properties of communication links between agents, such as latencies, can be modeled. DistAIX facilitates the design and analysis of agent-based bottom-up control concepts for distribution systems. Due to nonlinear cyberphysical interactions of the agents, such concepts may result in emergent system behavior. The emergent behavior can be observed in simulations with DistAIX. Process-based parallelization and linear scalability properties of DistAIX enable the study of models at nation scale if appropriate computation resources are used.
