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1. Introduction and preliminaries
Two elements of an inner product space are orthogonal if their inner product is zero. The concept
of orthogonality can be extended to elements of a normed linear space in many different ways. One of
themost important is a concept of the Birkhoff–James orthogonality: if ξ, η are elements of a complex
normed linear spaceX , then ξ is orthogonal toη in the Birkhoff–James sense [5,10–12], in short ξ ⊥B η, if
‖ξ + λη‖ ≥ ‖ξ‖, ∀λ ∈ C.
By the Hahn–Banach theorem, if ξ, η are elements of a normed linear space X , ξ is orthogonal to
η in the Birkhoff–James sense if and only if there is a norm one linear functional f on X such that
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f (ξ) = ‖ξ‖ and f (η) = 0. We shall show that in the case of a Hilbert C∗-module the Birkhoff–James
orthogonality can be described in thewaywhich ismore natural for Hilbert C∗-modules, i.e., bymeans
of states acting on the underlying C∗-algebra.
Before stating the results, we recall some definitions and introduce our notation.
A C∗-algebra A is a Banach ∗-algebra with the norm satisfying the C∗-condition ‖a∗a‖ = ‖a‖2 for
all a ∈ A. By B(A) we denote the set of all positive linear functionals of Awhose norm is less than or
equal to one. S(A) denotes the set of all states ofA, that is, the set of all elements of B(A)whose norm
is one.
The concept of a Hilbert C∗-module has been introduced by Kaplansky [13] and Paschke [20]. A
(right) pre-Hilbert C∗-module V over a C∗-algebraA (or a (right) pre-HilbertA-module) is a linear space
which is a right A-module equipped with an A-valued inner-product 〈· , ·〉 : V × V → A that is
sesquilinear, positive definite and respects the module action. In other words,
(1) 〈x, αy + βz〉 = α〈x, y〉 + β〈x, z〉 for x, y, z ∈ V, α, β ∈ C,
(2) 〈x, ya〉 = 〈x, y〉a for x, y ∈ V, a ∈ A,
(3) 〈x, y〉∗ = 〈y, x〉 for x, y ∈ V,
(4) 〈x, x〉 ≥ 0 for x ∈ V; if 〈x, x〉 = 0 then x = 0.
For a pre-Hilbert C∗-module V the Cauchy–Schwarz inequality holds:
‖〈x, y〉‖2 ≤ ‖〈x, x〉‖‖〈y, y〉‖, x, y ∈ V . (1)
Consequently, ‖x‖ = ‖〈x, x〉‖ 12 defines a norm on V . A pre-HilbertA-module which is complete with
respect to this norm is called a Hilbert C∗-module over A, or a Hilbert A-module.
The ordinary inner product spaces are left pre-Hilbert C-modules. Hilbert spaces are left Hilbert
C-modules.
Every C∗-algebra A can be regarded as a Hilbert C∗-module over itself where the inner product is
defined by 〈a, b〉 := a∗b. The corresponding norm is just the norm onA because of the C∗-condition.
By 〈V, V〉we denote the closure of the span of {〈x, y〉 : x, y ∈ V}. We say that a Hilbert A-module
V is full if 〈V, V〉 = A.
In Hilbert C∗-modules, besides the Birkhoff–James orthogonality, we also have orthogonality with
respect to the C∗-valued inner product. We say that elements x and y are orthogonal if 〈x, y〉 = 0. It is
easy to see that 〈x, y〉 = 0 implies x ⊥B y; the converse does not hold in general.
Given apositive functionalϕ on aC∗-algebraA,wehave the followinguseful version of theCauchy–
Schwarz inequality:
|ϕ(〈x, y〉)|2 ≤ ϕ(〈x, x〉)ϕ(〈y, y〉), x, y ∈ V . (2)
A mapping T : V → W between Hilbert A-modules V and W is called adjointable if there exists
a mapping T∗ : W → V such that 〈Tx, y〉 = 〈x, T∗y〉 for all x ∈ V, y ∈ W . It is easy to see that
every adjointable operator T is a bounded linearA-module mapping (that is, T is bounded, linear and
satisfies T(xa) = T(x)a for all x ∈ V, a ∈ A). B(V,W) will stand for the space of all adjointable
mappings from V intoW .
By K(V,W) we denote the closed linear subspace of B(V,W) spanned by {θx,y : x ∈ W, y ∈ V},
where θx,y ∈ B(V,W) is defined by θx,y(z) = x〈y, z〉. Elements of K(V,W) are called ‘compact’
operators. Elements of K(V,W) considered as operators between the Banach spaces V and W need
not be compact in topological sense. We write B(V) for B(V, V) and K(V) for K(V, V).
The linking algebra L(V) of a Hilbert A-module V is defined as the C∗-algebra of all ’compact’
operators acting on the Hilbert A-module A⊕ V . It can be written in the matrix form
L(V) =
⎡
⎣ K(A) K(V,A)
K(A, V) K(V)
⎤
⎦ =
⎧⎨
⎩
⎡
⎣ Ta ly
rx T
⎤
⎦ : a ∈ A, x, y ∈ V, T ∈ K(V)
⎫⎬
⎭ ,
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where the maps rx ∈ K(A, V), ly ∈ K(V,A) and Ta ∈ K(A) are given by rx(a) = xa, ly(z) = 〈y, z〉
and Ta(b) = ab. For details about Hilbert C∗-modules and linking algebras we refer to [15,29].
Let X be a normed linear space. We say that ξ ∈ X is norm-parallel to η ∈ X , and write ξ‖η, if
‖ξ +λη‖ = ‖ξ‖+‖η‖ for someunitλ ∈ C.Notice that the norm-parallelism is a symmetric relation,
that is, ξ‖η ⇔ η‖ξ. The notion of norm-parallelism was introduced by Seddik [26]. In the case of
inner product spaces the norm-parallel relation is exactly the usual vectorial parallel relation, that is,
ξ‖η if and only if ξ and η are linearly dependent. In the case of normed linear spaces two linearly
dependent vectors are norm-parallel, but the converse is false in general.
The paper is organized as follows.
In Section 2, for arbitrary elements x and y of a Hilbert A-module V, we describe the expression
minλ∈C ‖x + λy‖ in terms of states acting on A (Theorem 2.4). This enables us to characterize the
Birkhoff–James orthogonality in Hilbert A-modules: x ⊥B y precisely when there is ϕ ∈ S(A) such
that ϕ(〈x, x〉) = ‖x‖2 and ϕ(〈x, y〉) = 0 (Theorem 2.7). Consequently, we show that the Birkhoff–
James orthogonality x ⊥B y can be given in terms of orthogonality of appropriate elements of the
underlying C∗-algebra A (Theorem 2.9).
In Section 3we characterizeHilbertA-modules inwhich the Birkhoff–James orthogonality coincide
with the orthogonality with respect to the A-valued inner product (Theorem 3.1). Actually, we show
that it is the case only in Hilbert spaces.
In the last section we obtain some new results on the case of equality in the triangle inequality for
elements of a Hilbert C∗-module. First, we show that the triangle equality ‖ξ + η‖ = ‖ξ‖ + ‖η‖
holds for two elements ξ and η of a normed linear space X exactly when ξ ⊥B (‖η‖ξ − ‖ξ‖η)
(Proposition 4.1). Then, by Theorem 2.9, we prove that the triangle equality holds for elements x, y of a
HilbertAmoduleV exactlywhen equalities in two inequalities are attained - the triangle inequality for
〈x, x〉 and 〈x, y〉, and the Cauchy–Schwarz inequality (1). Related to the Birkhoff–James orthogonality
and norm-parallel relation, we consider a special class of elementary operators acting on a C∗-algebra
Awhich contains the ideal of all compact Hilbert space operators.
2. A characterization of the Birkhoff–James orthogonality in Hilbert C∗-modules
Our characterization of the Birkhoff–James orthogonality in Hilbert C∗-modules will be a con-
sequence of Theorem 2.4 where, for elements x and y of a Hilbert A-module V, the expression
minλ∈C ‖x + λy‖ is described in terms of states acting on A. We shall prove this result in three
steps: first for Hilbert space operators, then for elements of a C∗-algebra, and finally for elements of
a Hilbert C∗-module. We begin by introducing some notation and recalling some known results we
shall need in our studying of the Birkhoff–James orthogonality.
Throughout the paper (H, (·, ·)) will denote a complex Hilbert space whose dimension is greater
than or equal to two. Let B(H) be the algebra of all bounded linear operators on H. The 0-numerical
range of A ∈ B(H) is defined as the set
W0(A) = {(Aξ, η) : ‖ξ‖ = ‖η‖ = 1, (ξ, η) = 0}.
It was proved by Stolov [28] that in the case of finite-dimensional Hilbert space H, W0(A) is a closed
circular disc centered at the origin andwith radius r0(A) = minλ∈C ‖A+λI‖. The infinite-dimensional
analogue of this result was given by Li et al. [16], who proved that
W0(A) = {z ∈ C : |z| < r0(A)} or W0(A) = {z ∈ C : |z| ≤ r0(A)}.
In particular, we have the following expression for r0(A) :
r0(A) = sup{|(Aξ, η)| : ‖ξ‖ = ‖η‖ = 1, (ξ, η) = 0}. (3)
Fujii and Nakamoto [9] proved that r0(A) can also be written in the following form
r0(A) =
(
sup
‖ξ‖=1
{‖Aξ‖2 − |(Aξ, ξ)|2}
)1/2
, (4)
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or equivalently
r0(A) = sup‖ξ‖=1 ‖Aξ − (Aξ, ξ)ξ‖,
which shows that r0(A) is the supremum over the lengths of all perpendiculars from Aξ to ξ,where ξ
passes over the set of unit vectors.
The identity (3) can be generalized in the following way (see [4, Remark 3.1]): for A, B ∈ B(H), it
holds
min
λ∈C ‖A + λB‖ = sup{|(Aξ, η)| : ‖ξ‖ = ‖η‖ = 1, (Bξ, η) = 0}. (5)
Using (5), we shall show that minλ∈C ‖A + λB‖ can also be expressed in the form which generalizes
(4).
Proposition 2.1. Let A, B ∈ B(H). Then
min
λ∈C ‖A + λB‖
2 = sup
‖ξ‖=1
MA,B(ξ),
where
MA,B(ξ) =
⎧⎪⎪⎨
⎪⎪⎩
‖Aξ‖2 − |(Aξ, Bξ)|
2
‖Bξ‖2 , if Bξ = 0;
‖Aξ‖2, if Bξ = 0.
Proof. One can easily check that for every λ ∈ C and every unit vector ξ ∈ H such that Bξ = 0, it
holds
MA,B(ξ) = ‖Aξ‖2 − |(Aξ, Bξ)|
2
‖Bξ‖2
= ‖(A + λB)ξ‖2 − |((A + λB)ξ, Bξ)|
2
‖Bξ‖2
≤ ‖(A + λB)ξ‖2 ≤ ‖A + λB‖2,
while in the case Bξ = 0 we have
MA,B(ξ) = ‖Aξ‖2 = ‖(A + λB)ξ‖2 ≤ ‖A + λB‖2.
We conclude thatMA,B(ξ) ≤ minλ∈C ‖A + λB‖2 for every unit vector ξ ∈ H. Therefore,
sup
‖ξ‖=1
MA,B(ξ) ≤ min
λ∈C ‖A + λB‖
2.
For the reverse inequality, take unit vectors ζ, ν ∈ H such that (Bζ, ν) = 0. If Bζ = 0, then
|(Aζ, ν)|2 ≤ ‖Aζ‖2 = MA,B(ζ ).
If Bζ = 0, then
|(Aζ, ν)|2 =
∣∣∣∣∣
(
Aζ − (Aζ, Bζ )‖Bζ‖2 Bζ, ν
)∣∣∣∣∣
2
≤
∥∥∥∥∥Aζ − (Aζ, Bζ )‖Bζ‖2 Bζ
∥∥∥∥∥
2
=
(
Aζ − (Aζ, Bζ )‖Bζ‖2 Bζ, Aζ −
(Aζ, Bζ )
‖Bζ‖2 Bζ
)
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= ‖Aζ‖2 − |(Aζ, Bζ )|
2
‖Bζ‖2 = MA,B(ζ ).
Therefore,
|(Aζ, ν)|2 ≤ sup
‖ξ‖=1
MA,B(ξ)
for all unit vectors ζ, ν ∈ H such that (Bζ, ν) = 0. Applying (5) we get
min
λ∈C ‖A + λB‖
2 ≤ sup
‖ξ‖=1
MA,B(ξ)
and the proposition is proved. 
Remark 2.2. Bhatia and Šemrl [4, Theorem 1.1, Remark 3.1] obtained the following characterization
of the Birkhoff–James orthogonality for Hilbert space operators: if A, B ∈ B(H), then A ⊥B B if and
only if there exists a sequence (ξn) of unit vectors of H such that
lim
n→∞ ‖Aξn‖ = ‖A‖ and limn→∞(Aξn, Bξn) = 0. (6)
Note that this result can be reproved by using Proposition 2.1. Namely, by Proposition 2.1, A ⊥B B,
that is, minλ∈C ‖A + λB‖ = ‖A‖, if and only if ‖A‖2 = sup‖ξ‖=1 MA,B(ξ). This happens precisely
when there is a sequence (ξn) of unit vectors of H such that limn→∞ MA,B(ξn) = ‖A‖2. From this and
MA,B(ξn) ≤ ‖Aξn‖2 ≤ ‖A‖2, n ∈ N, it follows that limn→∞ ‖Aξn‖ = ‖A‖. Since for all n ∈ N it holds
|(Aξn, Bξn)|2 = (‖Aξn‖2 − MA,B(ξn))‖Bξn‖2, we get limn→∞(Aξn, Bξn) = 0. The converse, that is,
(6) implies limn→∞ MA,B(ξn) = ‖A‖2, is obvious.
In what follows we shall extend Proposition 2.1 for elements of a C∗-algebra.
Proposition 2.3. Let A be a C∗-algebra, and a, b ∈ A. Then
min
λ∈C ‖a + λb‖
2 = max
ϕ∈S(A)Ma,b(ϕ),
where Ma,b(ϕ), ϕ ∈ B(A), is defined as
Ma,b(ϕ) =
⎧⎪⎪⎨
⎪⎪⎩
ϕ(a∗a) − |ϕ(a
∗b)|2
ϕ(b∗b)
, if ϕ(b∗b) = 0;
ϕ(a∗a), if ϕ(b∗b) = 0.
Proof. First observe that, by the Cauchy–Schwarz inequality (2) and the positivity of ϕ, we have
Ma,b(ϕ) ≥ 0 for all ϕ ∈ B(A).
For every λ ∈ C and every ϕ ∈ S(A) such that ϕ(b∗b) = 0, it holds
Ma,b(ϕ) = ϕ(a∗a) − |ϕ(a
∗b)|2
ϕ(b∗b)
= ϕ((a + λb)∗(a + λb)) − |ϕ((a + λb)
∗b)|2
ϕ(b∗b)
≤ ϕ((a + λb)∗(a + λb)) ≤ ‖a + λb‖2.
For every ϕ ∈ S(A) such that ϕ(b∗b) = 0, by (2) we have ϕ(a∗b) = 0, so
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Ma,b(ϕ) = ϕ(a∗a) = ϕ((a + λb)∗(a + λb)) ≤ ‖a + λb‖2, λ ∈ C.
Hence,
0 ≤ Ma,b(ϕ) ≤ min
λ∈C ‖a + λb‖
2, ϕ ∈ S(A). (7)
Thus, in the case minλ∈C ‖a + λb‖ = 0, we haveMa,b(ϕ) = 0 for all ϕ ∈ S(A), and the statement is
proved.
Let us consider the case minλ∈C ‖a + λb‖ = 0. To complete the proof, we must find ϕ ∈ S(A)
such that
min
λ∈C ‖a + λb‖
2 = Ma,b(ϕ). (8)
Let π : A → B(H) be a non-degenerate faithful representation of A on some Hilbert space H (see
[8, Theorem 2.6.1]). If H is one-dimensional, then A is isomorphic to C, so the proposition obviously
holds. So, let H be at least two-dimensional. By Proposition 2.1, for elements π(a), π(b) ∈ B(H) there
exists a sequence of unit vectors (ξn)n ⊂ H such that
min
λ∈C ‖π(a) + λπ(b)‖
2 = lim
n→∞Mπ(a),π(b)(ξn).
Since π is isometric, ‖π(a) + λπ(b)‖ = ‖π(a + λb)‖ = ‖a + λb‖ for every λ ∈ C, so
min
λ∈C ‖a + λb‖
2 = lim
n→∞Mπ(a),π(b)(ξn). (9)
For every n ∈ N, let ϕn : A → C be the state associated to π and ξn, that is,
ϕn(c) = (π(c)ξn, ξn), c ∈ A.
Since B(A) is w∗-compact [8, Proposition 2.5.5], there is a subsequence (ϕnk)k of the (bounded) se-
quence (ϕn)n which w
∗-converges to some ϕ ∈ B(A), that is,
ϕ(c) = lim
k→∞ ϕnk(c), c ∈ A.
Then we have
ϕ(c∗d) = lim
k→∞ ϕnk(c
∗d) = lim
k→∞(π(c
∗d)ξnk , ξnk)
= lim
k→∞(π(c)
∗π(d)ξnk , ξnk) = lim
k→∞(π(d)ξnk , π(c)ξnk)
for all c, d ∈ A. In particular,
ϕ(a∗a) = lim
k→∞ ‖π(a)ξnk‖
2, ϕ(b∗b) = lim
k→∞‖π(b)ξnk‖
2,
ϕ(a∗b) = lim
k→∞(π(b)ξnk , π(a)ξnk).
In the case ϕ(b∗b) = 0, there is k0 ∈ N such that π(b)ξnk = 0 for all k ≥ k0. Then
lim
k→∞Mπ(a),π(b)(ξnk) = limk→∞
(
‖π(a)ξnk‖2 −
|(π(a)ξnk , π(b)ξnk)|2
‖π(b)ξnk‖2
)
= ϕ(a∗a) − |ϕ(a
∗b)|2
ϕ(b∗b)
= Ma,b(ϕ),
so (9) implies (8).
Let us consider the case ϕ(b∗b) = 0. We have two possibilities: there is a subsequence (ξnki )i of
(ξnk)k such that π(b)ξnki = 0, or there is k0 ∈ N such that π(b)ξnk = 0 for all k ≥ k0. In the first
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case we get
lim
i→∞Mπ(a),π(b)(ξnki ) = limi→∞ ‖π(a)ξnki ‖
2 = ϕ(a∗a) = Ma,b(ϕ),
so (9) implies (8). In the second case we have
lim
k→∞Mπ(a),π(b)(ξnk) = limk→∞
(
‖π(a)ξnk‖2 −
|(π(a)ξnk , π(b)ξnk)|2
‖π(b)ξnk‖2
)
= ϕ(a∗a) − L = Ma,b(ϕ) − L,
where
L = lim
k→∞
|(π(a)ξnk , π(b)ξnk)|2
‖π(b)ξnk‖2
.
(The previous limit is of the indeterminate form 0
0
, but it exists as the difference of two existing limits
limk→∞ ‖π(a)ξnk‖2 and limk→∞ Mπ(a),π(b)(ξnk).) Then (9) implies
min
λ∈C ‖a + λb‖
2 = Ma,b(ϕ) − L. (10)
Clearly, L ≥ 0. Note that ϕ = 0. (Indeed, if ϕ = 0, then Ma,b(ϕ) = 0, so (10) implies minλ∈C ‖a +
λb‖ = 0 which is not the case.) Let us put ψ := ϕ‖ϕ‖ . It can be easily verified that ‖ϕ‖Ma,b(ψ) =
Ma,b(ϕ). By (7) and (10), we have
Ma,b(ϕ) ≤ Ma,b(ϕ)‖ϕ‖ = Ma,b(ψ) ≤ minλ∈C ‖a + λb‖
2 = Ma,b(ϕ) − L,
wherefrom it follows L ≤ 0. Hence L = 0, which gives (8).
So far we have proved that (in all cases) there is ϕ ∈ B(A) such that (8) holds. It remains to show
that ‖ϕ‖ = 1. Since minλ∈C ‖a + λb‖ = 0, we deduce from (8) that ϕ = 0 and Ma,b(ϕ) = 0. For
the state ψ := ϕ‖ϕ‖ we have ‖ϕ‖Ma,b(ψ) = Ma,b(ϕ), so (7) and (8) imply
Ma,b(ϕ)
‖ϕ‖ = Ma,b(ψ) ≤ minλ∈C ‖a + λb‖
2 = Ma,b(ϕ)
from which it follows that ‖ϕ‖ ≥ 1. Hence ‖ϕ‖ = 1, and the statement is proved. 
We proceed by extending the above result on elements of a Hilbert C∗-module.
Theorem 2.4. Let V be a Hilbert C∗-module over a C∗-algebra A, and x, y ∈ V . Then
min
λ∈C ‖x + λy‖
2 = max
ϕ∈S(A)Mx,y(ϕ), (11)
where Mx,y(ϕ), ϕ ∈ B(A), is defined as
Mx,y(ϕ) =
⎧⎪⎪⎨
⎪⎪⎩
ϕ(〈x, x〉) − |ϕ(〈x, y〉)|
2
ϕ(〈y, y〉) , if ϕ(〈y, y〉) = 0;
ϕ(〈x, x〉), if ϕ(〈y, y〉) = 0.
Proof. First observe that, by the Cauchy–Schwarz inequality (2) and the positivity of ϕ, Mx,y(ϕ) ≥ 0
for every ϕ ∈ B(A).
1920 L. Arambašic´, R. Rajic´ / Linear Algebra and its Applications 437 (2012) 1913–1929
Furthermore, for every λ ∈ C and every ϕ ∈ S(A) such that ϕ(〈y, y〉) = 0, it holds
Mx,y(ϕ) = ϕ(〈x, x〉) − |ϕ(〈x, y〉)|
2
ϕ(〈y, y〉)
= ϕ(〈x + λy, x + λy〉) − |ϕ(〈x + λy, y〉)|
2
ϕ(〈y, y〉)
≤ ϕ(〈x + λy, x + λy〉) ≤ ‖x + λy‖2.
For every ϕ ∈ S(A) such that ϕ(〈y, y〉) = 0, by (2) we have ϕ(〈x, y〉) = 0, so
Mx,y(ϕ) = ϕ(〈x, x〉) = ϕ(〈x + λy, x + λy〉) ≤ ‖x + λy‖2, λ ∈ C.
Therefore,
0 ≤ Mx,y(ϕ) ≤ min
λ∈C ‖x + λy‖
2, ϕ ∈ S(A). (12)
If minλ∈C ‖x + λy‖ = 0, the inequality (12) implies minλ∈C ‖x + λy‖2 = Mx,y(ϕ) for every
ϕ ∈ S(A). Thus, the statement holds in this case.
Let us consider the case minλ∈C ‖x + λy‖ = 0. To complete the proof, we must find ϕ ∈ S(A)
such that
min
λ∈C ‖x + λy‖
2 = Mx,y(ϕ). (13)
To do this, we apply Proposition 2.3 to the elements X =
⎡
⎣ 0 0
rx 0
⎤
⎦ and Y =
⎡
⎣ 0 0
ry 0
⎤
⎦ of the C∗-algebra
L(V), the linking algebra of V . Then there is a state  ∈ S(L(V)) such that
min
λ∈C ‖X + λY‖
2 = MX,Y (). (14)
Define ϕ : A → C by the formula ϕ(a) = 
⎛
⎝
⎡
⎣ Ta 0
0 0
⎤
⎦
⎞
⎠ . Then
ϕ(〈x, x〉) = 
⎛
⎝
⎡
⎣ T〈x,x〉 0
0 0
⎤
⎦
⎞
⎠ = (X∗X),
ϕ(〈y, y〉) = 
⎛
⎝
⎡
⎣ T〈y,y〉 0
0 0
⎤
⎦
⎞
⎠ = (Y∗Y),
ϕ(〈x, y〉) = 
⎛
⎝
⎡
⎣ T〈x,y〉 0
0 0
⎤
⎦
⎞
⎠ = (X∗Y).
Since ‖x + λy‖ = ‖X + λY‖ for all λ ∈ C, the identity (13) follows from (14).
Let us show that ϕ is a state. Clearly, ϕ ∈ B(A).Note that ϕ = 0. Indeed, if ϕ = 0, then(X∗X) =
(Y∗Y) = 0, so by (14) minλ∈C ‖X + λY‖ = 0. Then minλ∈C ‖x + λy‖ = 0 which is not the case.
Put ψ := ϕ‖ϕ‖ . Then ‖ϕ‖Mx,y(ψ) = Mx,y(ϕ), so by (13) we get
1
‖ϕ‖ minλ∈C ‖x + λy‖
2 = Mx,y(ψ).
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Applying (12) to the state ψ, we get
1
‖ϕ‖ minλ∈C ‖x + λy‖
2 ≤ min
λ∈C ‖x + λy‖
2
from which it follows that ‖ϕ‖ ≥ 1 (since minλ∈C ‖x + λy‖ = 0). Thus, ‖ϕ‖ = 1, that is, ϕ ∈ S(A).
This completes our proof. 
As an immediate consequence of Theorem 2.4, we get a characterization of the linear dependence
of two elements of a Hilbert A-module in terms of states of A.
Corollary 2.5. Let V be a Hilbert C∗-module over a C∗-algebra A, and x, y ∈ V . Then x = λy for some
λ ∈ C if and only if the following two statements hold:
(a) |ϕ(〈x, y〉)|2 = ϕ(〈x, x〉)ϕ(〈y, y〉) for every ϕ ∈ S(A);
(b) for every ϕ ∈ S(A), ϕ(〈y, y〉) = 0 implies ϕ(〈x, x〉) = 0.
Proof. If (a) and (b) hold, then the right-hand side in (11) is 0, so there is λ such that x = λy. The
converse is obvious. 
Remark 2.6. Since the only state of the C∗-algebra C of all complex numbers is the identity, in the
case of a Hilbert space H (regarded as a leftC-module) Theorem 2.4 reads as
‖η‖2 min
λ∈C ‖ξ + λη‖
2 = ‖ξ‖2 ‖η‖2 − |(ξ, η)|2, ξ, η ∈ H, (15)
which is awell-known identity. In particular, ξ andη are linearly dependent if and only ifminλ∈C ‖ξ +
λη‖2 = 0, that is, if and only if |(ξ, η)| = ‖ξ‖ ‖η‖.
The equality (15) shows that two elements ξ and η of a Hilbert space are orthogonal in the sense
of the inner product precisely when they are the Birkhoff–James orthogonal, that is, (ξ, η) = 0 ⇔
minλ∈C ‖ξ + λη‖ = ‖ξ‖.
We are now ready to characterize the Birkhoff–James orthogonality in Hilbert C∗-modules.
Theorem 2.7. Let V be a Hilbert C∗-module over a C∗-algebraA. Let x, y ∈ V . Then x ⊥B y if and only if
there is ϕ ∈ S(A) such that ϕ(〈x, x〉) = ‖x‖2 and ϕ(〈x, y〉) = 0.
Proof. Suppose that x ⊥B y, that is, minλ∈C ‖x + λy‖ = ‖x‖. By Theorem 2.4, there exists ϕ ∈ S(A)
for which ‖x‖2 = Mx,y(ϕ). If ϕ(〈y, y〉) = 0, then
‖x‖2 = Mx,y(ϕ) = ϕ(〈x, x〉) − |ϕ(〈x, y〉)|
2
ϕ(〈y, y〉) ≤ ϕ(〈x, x〉) ≤ ‖x‖
2
from which it follows that ϕ(〈x, x〉) = ‖x‖2 and ϕ(〈x, y〉) = 0.
If ϕ(〈y, y〉) = 0 then, by the Cauchy–Schwarz inequality (2), ϕ(〈x, y〉) = 0. Also, ‖x‖2 =
Mx,y(ϕ) = ϕ(〈x, x〉).
To prove the converse, suppose that x, y ∈ V are such that for some ϕ ∈ S(A) it holds ϕ(〈x, x〉) =
‖x‖2 and ϕ(〈x, y〉) = 0. Then ϕ(〈x, x + λy〉) = ‖x‖2 for all λ ∈ C. Now
‖x‖2 = ϕ(〈x, x + λy〉) = |ϕ(〈x, x + λy〉)| ≤ ‖〈x, x + λy〉‖ ≤ ‖x‖‖x + λy‖, λ ∈ C,
implies x ⊥B y. 
As a consequence of Theorem 2.7, we have the following characterization of the Birkhoff–James
orthogonality for elements of a C∗-algebra.
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Corollary 2.8. Let A be a C∗-algebra, and a, b ∈ A. Then a ⊥B b if and only if there exist a Hilbert
space H, a representation π : A → B(H) and a unit vector ξ ∈ H such that ‖π(a)ξ‖ = ‖a‖ and
(π(a)ξ, π(b)ξ) = 0.
Proof. Suppose that a ⊥B b. By Theorem 2.7 (applied for V = A), there is ϕ ∈ S(A) such that
ϕ(a∗a) = ‖a‖2 andϕ(a∗b) = 0.By [8, Proposition2.4.4] thereexist aHilbert spaceH,a representation
π : A → B(H) and a unit vector ξ ∈ H such that ϕ(c) = (π(c)ξ, ξ) for all c ∈ A. Then
‖π(a)ξ‖2 = ϕ(a∗a) = ‖a‖2 and (π(b)ξ, π(a)ξ) = ϕ(a∗b) = 0.
To prove the converse, letϕ : A → C be the state associated toπ and ξ, that is,ϕ(c) = (π(c)ξ, ξ)
for all c ∈ A. Then
ϕ(a∗a) = (π(a∗a)ξ, ξ) = ‖π(a)ξ‖2 = ‖a‖2,
ϕ(a∗b) = (π(a∗b)ξ, ξ) = (π(b)ξ, π(a)ξ) = 0.
By Theorem 2.7, a ⊥B b. 
In the following theorem we establish an equivalence of the Birkhoff–James orthogonality of ele-
ments of a Hilbert C∗-module and appropriate elements of the underlying C∗-algebra.
Theorem 2.9. Let V be a Hilbert C∗-module over a C∗-algebra A, and x, y ∈ V . Then
(a) x ⊥B y ⇔ 〈x, x〉 ⊥B 〈x, y〉 ⇔ 〈x, x〉 ⊥B 〈y, x〉;
(b) x ⊥B y ⇒ (x ⊥B x〈x, y〉 and x ⊥B x〈y, x〉).
Proof. (a) Suppose x ⊥B y. By Theorem 2.7, there is ϕ ∈ S(A) such that ϕ(〈x, x〉) = ‖x‖2 and
ϕ(〈x, y〉) = 0. Then for every λ ∈ C, it holds
‖〈x, x〉‖ = ‖x‖2 = ϕ(〈x, x〉 + λ〈x, y〉) ≤ ‖〈x, x〉 + λ〈x, y〉‖, (16)
so 〈x, x〉 ⊥B 〈x, y〉.
Conversely, if 〈x, x〉 ⊥B 〈x, y〉 then ‖〈x, x〉‖ ≤ ‖〈x, x〉 + λ〈x, y〉‖ for all λ ∈ C, that is, ‖x‖2 ≤‖〈x, x + λy〉‖ ≤ ‖x‖‖x + λy‖ for all λ ∈ C. If x = 0, then it follows ‖x‖ ≤ ‖x + λy‖ for all λ ∈ C,
so x ⊥B y. If x = 0 the statement is trivial.
The second equivalence follows from the obvious fact that a ⊥B b if and only if a∗ ⊥B b∗ for every
two elements a, b of a C∗-algebra.
(b) Note that the statement is trivial if x = 0. So, let us suppose x = 0. If x ⊥B y then, by
Theorem 2.9 (a), 〈x, x〉 ⊥B 〈x, y〉. Regarding the C∗-algebra A as a Hilbert C∗-module over itself, we
can apply Theorem 2.7 to this situation as well, so there is ψ ∈ S(A) such that
ψ(〈x, x〉〈x, x〉) = ‖x‖4, ψ(〈x, x〉〈x, y〉) = 0.
Since 0 ≤ 〈x, x〉〈x, x〉 ≤ ‖x‖2〈x, x〉 [15, Proposition 1.1], we have
‖x‖4 = ψ(〈x, x〉〈x, x〉) ≤ ‖x‖2ψ(〈x, x〉) ≤ ‖x‖4,
and then ψ(〈x, x〉) = ‖x‖2. Also, ψ(〈x, x〈x, y〉〉) = ψ(〈x, x〉〈x, y〉) = 0. By Theorem 2.7 it follows
x ⊥B x〈x, y〉.
Similarly, x ⊥B y ⇒ 〈x, x〉 ⊥B 〈y, x〉, so there is ψ ∈ S(A) satisfying
ψ(〈x, x〉〈x, x〉) = ‖x‖4, ψ(〈x, x〉〈y, x〉) = 0.
Thenψ(〈x, x〉) = ‖x‖2 andψ(〈x, x〈y, x〉〉) = ψ(〈x, x〉〈y, x〉) = 0, sobyTheorem2.7, x ⊥B x〈y, x〉. 
By V(a) we denote the numerical range of an element a ∈ A, that is, the set
V(a) = {ϕ(a) : ϕ ∈ S(A)}.
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This set generalizes the classical numerical range in the sense that the numerical range V(T) of a
Hilbert space operator T (considered as an element of a C∗-algebra B(H)) coincides with the closure of
its classical numerical rangeW(T) = {(Tξ, ξ) : ξ ∈ H, ‖ξ‖ = 1}. (For more details about numerical
ranges we refer the reader to [6,7,27].)
As a consequence of Theorems 2.7 and 2.9, we have the following result.
Corollary 2.10. Let V be a Hilbert C∗-module over a C∗-algebra A, and x, y ∈ V.
(a) If V is at least two-dimensional (regarded as a vector space), then for every x ∈ V there is z ∈ V,
z = 0, such that x ⊥B x〈x, z〉.
(b) Suppose A is a unital C∗-algebra with unit e. If 〈x, x〉 = e, then x ⊥B y if and only if 0 belongs to
the numerical range V(〈x, y〉) of the element 〈x, y〉.
Proof. (a) Note that the statement is trivial if x = 0. For a given vector x ∈ V \ {0}, let y ∈ V be such
that {x, y} is a linearly independent set. If x ⊥B y, then x ⊥B x〈x, y〉 by Theorem 2.9 (b).
Let us now suppose x ⊥B y. By Theorem3.3.6 of [18], there isϕ ∈ S(A) such thatϕ(〈x, x〉) = ‖x‖2.
Note thatϕ(〈x, y〉) = 0. (Namely,ϕ(〈x, y〉) = 0 togetherwithϕ(〈x, x〉) = ‖x‖2 would imply x ⊥B y.)
Let us define λ := −ϕ(〈x,x〉)
ϕ(〈x,y〉) . Then we have ϕ(〈x, x + λy〉) = 0. Thus, x ⊥B (x + λy). Again by
Theorem 2.9 (b), we have x ⊥B x〈x, x + λy〉. Therefore, if we put z = y in the first and z = x + λy
in the second case, then x ⊥B x〈x, z〉. Since {x, y} is linearly independent, we have z = 0 in both
situations.
(b) By Theorem 2.7, x ⊥B y if and only if there is ϕ ∈ S(A) such that ϕ(〈x, y〉) = 0, that is,
0 ∈ V(〈x, y〉). 
3. The Birkhoff–James and the inner-product orthogonality
As we have already mentioned, for elements x and y of a Hilbert C∗-module V, the condition
〈x, y〉 = 0 implies x ⊥B y, but the converse is not true in general. In this section we characterize
Hilbert C∗-modules in which the Birkhoff–James orthogonality coincides with the orthogonality with
respect to the inner product.
As a motivation to a more general result, let us first see what happens in the special case of a unital
C∗-algebra regarded as a Hilbert C∗-module over itself. Let A be a unital C∗-algebra with unit e, in
which a ⊥B b precisely when 〈a, b〉 = a∗b = 0. Applying Corollary 2.10 (b) to elements e, a ∈ A we
have that e ⊥B a if and only if 0 ∈ V(e∗a) = V(a). In particular, for every noninvertible a ∈ A we
have e ⊥B a, as the numerical range V(a) of a always contains its spectrum (see [27, Theorem 1]).
By the assumption, this gives e∗a = 0, that is a = 0. In other words, all nonzero elements of A are
invertible. By the Gelfand–Mazur theorem, A is isomorphic toC. This means thatC is the only unital
C∗-algebra in which the Birkhoff–James orthogonality a ⊥B b coincides with a∗b = 0 for all elements
a, b ∈ A.
In the next theorem we generalize this observation to full Hilbert C∗-modules.
Theorem 3.1. Let V = {0} be a full Hilbert A-module. The following statements are equivalent:
(a) for all x, y ∈ V it holds (x ⊥B y ⇔ 〈x, y〉 = 0);
(b) A is isomorphic toC.
Proof. Obviously, (b) ⇒ (a).
Suppose (a)holds. Letx, y ∈ V such that 〈x, y〉 = 0, that is,x ⊥B y.As itwasproved inCorollary2.10
(a), one can show that there is λ ∈ C such that x ⊥B (x + λy). Hence, 〈x, x + λy〉 = 0 for some
λ ∈ C \ {0}. (Namely, λ = 0 would imply x = 0 which is not the case.) Then it follows
〈x, y〉 = − 1
λ
〈x, x〉. (17)
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Similarly, there is μ ∈ C \ {0} such that
〈y, x〉 = − 1
μ
〈y, y〉. (18)
Then (17) and (18) imply 〈x, x〉 = −λ〈x, y〉 = λ
μ
〈y, y〉. In other words, it holds
〈x, y〉 = 0 ⇒ ∃α ∈ C : 〈x, x〉 = α〈y, y〉. (19)
Now, let x0 ∈ V \ {0} be fixed. Denote a := 〈x0, x0〉. Let us take n ∈ N and b = ∑ni=1〈xi, yi〉 ∈ A,
where xi, yi ∈ V . Wemay assume 〈xi, yi〉 = 0 for all i. By (17), there exist β1, . . . , βn ∈ C such that
〈xi, yi〉 = βi〈xi, xi〉, i = 1, . . . , n.
For every i, if 〈xi, x0〉 = 0, then by (19) there isαi ∈ C such that 〈xi, xi〉 = αia. In the case 〈xi, x0〉 = 0
it holds 〈xi − x0, x0〉 = 0, so (19) implies 〈xi − x0, xi − x0〉 = αia, for some αi ∈ C. Then
b=
n∑
i=1
〈xi, yi〉 =
n∑
i=1
βi〈xi, xi〉
= ∑
〈xi,x0〉=0
βi〈xi, xi〉 +
∑
〈xi,x0〉=0
βi〈xi, xi〉
= ∑
〈xi,x0〉=0
βi(〈xi − x0, xi − x0〉 − 〈x0, x0〉) +
∑
〈xi,x0〉=0
βi〈xi, xi〉
= ∑
〈xi,x0〉=0
βi(αi − 1)a +
∑
〈xi,x0〉=0
βiαia.
This means that all finite combinations b = ∑ni=1〈xi, yi〉 belong to Ca, and therefore A = 〈V, V〉 is
isomorphic toC. 
Linearly dependent vectors ξ and λξ (λ ∈ C) of an inner product space X are orthogonal (in the
Birkhoff–James sense), precisely when λξ = 0. In a Hilbert A-module V, the role of the scalars is
played by the elements of the underlying C∗-algebra A. Here, the condition x ⊥B xa for some x ∈ V
and a ∈ A, does not have to imply xa = 0. For instance, in the C∗-algebra B(H) (regarded as a Hilbert
C∗-module over itself) the condition I ⊥B IA is satisfied for A ∈ B(H) if and only if there isϕ ∈ S(B(H))
such that ϕ(A) = 0 (see Corollary 2.10 (b)). Obviously, every noninvertible A ∈ B(H) has this property.
Therefore, it would be interesting to characterize the class of Hilbert C∗-modules which possess
the following property:
for all x ∈ V, a ∈ A : (x ⊥B xa ⇔ xa = 0).
It turns out that among all full Hilbert C∗-modules, the only ones which possess the above property
are Hilbert spaces, as shown in the following corollary.
Corollary 3.2. Let V = {0} be a full Hilbert A-module. The following statements are equivalent:
(a) for all x ∈ V, a ∈ A it holds (x ⊥B xa ⇔ xa = 0);
(b) for all x, y ∈ V it holds (x ⊥B x〈x, y〉 ⇔ x〈x, y〉 = 0);
(c) A is isomorphic toC.
Proof. It is obvious that (a) ⇒ (b) and (c) ⇒ (a).
(b) ⇒ (c) Let x, y ∈ V be such that x ⊥B y. By Theorem 2.9 (b), we have x ⊥B x〈x, y〉, so, by the
assumption, x〈x, y〉 = 0. Then
〈x, y〉∗〈x, y〉 = 〈y, x〉〈x, y〉 = 〈y, x〈x, y〉〉 = 0,
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that is, 〈x, y〉 = 0. By Theorem 3.1, A is isomorphic toC. 
4. The Birkhoff–James orthogonality and the norm triangle equality
The triangle inequality
‖ξ + η‖ ≤ ‖ξ‖ + ‖η‖ (20)
holds for every two elements ξ and η of a normed linear space. The problem when the equality in
(20) is attained has been studied for different types of normed linear spaces by many authors (see
[1,17,3,19]).
We start this section by showing that in every normed linear space the condition ‖ξ + η‖ =
‖ξ‖+‖η‖ is equivalent to the Birkhoff–James orthogonality of the element ξ (or η) to ‖η‖ξ −‖ξ‖η.
Proposition 4.1. Let X be a normed linear space. For ξ, η ∈ X the following statements are equivalent:
(a) ‖ξ + η‖ = ‖ξ‖ + ‖η‖;
(b) ξ ⊥B (‖η‖ξ − ‖ξ‖η);
(c) η ⊥B (‖η‖ξ − ‖ξ‖η).
Proof. (a)⇔(b) By the Hahn–Banach theorem, the equality ‖ξ + η‖ = ‖ξ‖ + ‖η‖ holds for two
vectors ξ, η ∈ X if and only if there is a norm one linear functional f : X → C such that f (ξ) = ‖ξ‖
and f (η) = ‖η‖ (see e.g. [19, Theorem 2]). On the other side, ξ ⊥B (‖η‖ξ − ‖ξ‖η) if and only if
f (ξ) = ‖ξ‖ and f (‖η‖ξ − ‖ξ‖η) = 0 for some linear functional f : X → C of norm one. When
ξ = 0, then the conditions
(i) f (ξ) = ‖ξ‖ and f (η) = ‖η‖,
(ii) f (ξ) = ‖ξ‖ and f (‖η‖ξ − ‖ξ‖η) = 0
are mutually equivalent. Therefore, ‖ξ + η‖ = ‖ξ‖ + ‖η‖ ⇔ ξ ⊥B (‖η‖ξ − ‖ξ‖η).
(a)⇔(c) It follows from the equivalence (a)⇔(b) by changing the roles of ξ and η. 
Remark 4.2. Different characterization results for a generalized triangle equality (with n vectors)
have been obtained in [2,14,21,22,24,26]. The characterization of the triangle equality in terms of
the Birkhoff–James orthogonality can be easily extended to the case of arbitrarily finite families of
vectors. Namely, for nonzero vectors ξ1, . . . , ξn of a normed linear space X the following statements
are equivalent:
(a)
∥∥∑n
i=1 ξn
∥∥ = ∑ni=1 ‖ξn‖;
(b) for all j ∈ {1, . . . , n} it holds ξj ⊥B
(∑n
i=2,i =j
ξi‖ξi‖ − (n − 1)
ξj
‖ξj‖
)
;
(c) for some j ∈ {1, . . . , n} it holds ξj ⊥B
(∑n
i=2,i =j
ξi‖ξi‖ − (n − 1)
ξj
‖ξj‖
)
.
The characterization of the triangle equality for elements of a pre-Hilbert A-module V was given
in [2, Theorem 2.1]. It was proved there that for elements x, y ∈ V the equality ‖x + y‖ = ‖x‖ + ‖y‖
holds if and only if there is ϕ ∈ S(A) such that ϕ(〈x, y〉) = ‖x‖‖y‖.
Let us remark here that in the case of Hilbert C∗-modules this result can be easily derived from
Theorem 2.7 and Proposition 4.1. On the other hand, if x and z are elements of a Hilbert A-module V
such that x ⊥B zwhere z = ‖y‖x−‖x‖y for some y ∈ V then, by Proposition 4.1,‖x+y‖ = ‖x‖+‖y‖.
So, in this case, one can be easily convinced that Theorem 2.1 of [2] gives us a state which realizes the
Birkhoff–Jamesorthogonality x ⊥B z.However, not every z canbeexpressed in aneeded form. (Indeed,
if x ⊥B z where z = ‖y‖x − ‖x‖y for some y ∈ V then, by Proposition 4.1, ‖x + y‖ = ‖x‖ + ‖y‖. By
Theorem 2.9 (a) of [2], there exists ϕ ∈ S(A) such that ϕ(〈z, z〉) = 0. As 〈z, z〉 is positive, it implies
noninvertibility of 〈z, z〉 in (a unital) A (see [27, Theorem 1, Theorem 8])). In this sense, Theorem 2.7
is stronger than Theorem 2.1 of [2].
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Using Theorem 2.9, we shall now show that the triangle equality holds for x, y ∈ V precisely when
it is satisfied for the elements 〈x, x〉, 〈x, y〉 ∈ A and the equality is attained in the Cauchy–Schwarz
inequality (1).
Theorem 4.3. Let V be a Hilbert C∗-module over a C∗-algebra A. For x, y ∈ V the following statements
are equivalent:
(a) ‖x + y‖ = ‖x‖ + ‖y‖;
(b) ‖〈x, x〉 + 〈x, y〉‖ = ‖〈x, x〉‖ + ‖〈x, y〉‖ and ‖〈x, y〉‖ = ‖x‖‖y‖;
(c) ‖〈x, x〉 + 〈x, y〉‖ = ‖x‖(‖x‖ + ‖y‖).
Proof. The case when x = 0 or y = 0 is trivial. So, suppose that x = 0 and y = 0.
(a)⇒ (b) If (a) holds then, by Theorem 2.1 of [2], there exists ϕ ∈ S(A) such that ϕ(〈x, y〉) =
‖x‖‖y‖. Then we get
‖x‖‖y‖ = ϕ(〈x, y〉) ≤ ‖〈x, y〉‖ ≤ ‖x‖‖y‖,
fromwhich it follows that ‖〈x, y〉‖ = ‖x‖‖y‖. By Proposition 4.1, x ⊥B (‖y‖x−‖x‖y). Then 〈x, x〉 ⊥B〈x, ‖y‖x−‖x‖y〉 by Theorem 2.9 (a). Hence, 〈x, x〉 ⊥B ‖y‖〈x, x〉−‖x‖〈x, y〉,which implies 〈x, x〉 ⊥B‖x‖‖y‖〈x, x〉 − ‖x‖2〈x, y〉, that is, 〈x, x〉 ⊥B ‖〈x, y〉‖〈x, x〉 − ‖〈x, x〉‖〈x, y〉. Applying Proposition 4.1
to the elements 〈x, x〉, 〈x, y〉 ∈ A, we conclude that ‖〈x, x〉 + 〈x, y〉‖ = ‖〈x, x〉‖ + ‖〈x, y〉‖.
It is evident that (b)⇒ (c).
(c)⇒(a) By (c) we have
‖x‖(‖x‖ + ‖y‖) = ‖〈x, x〉 + 〈x, y〉‖ = ‖〈x, x + y〉‖ ≤ ‖x‖‖x + y‖,
wherefrom ‖x‖ + ‖y‖ ≤ ‖x + y‖. Hence, ‖x + y‖ = ‖x‖ + ‖y‖. 
Remark 4.4. Let us mention that the generalized version of the previous theorem also holds; namely,
for every n ∈ N and x1, . . . , xn in a Hilbert A-module V , the following statements are equivalent:
(a) ‖∑ni=1 xi‖ = ∑ni=1 ‖xi‖;
(b) for all j ∈ {1, . . . , n} it holds ‖∑ni=1〈xj, xi〉‖ = ‖xj‖∑ni=1 ‖xi‖;
(c) for some j ∈ {1, . . . , n} it holds ‖∑ni=1〈xj, xi〉‖ = ‖xj‖∑ni=1 ‖xi‖.
The proof is standard so we omit it.
In [2], the triangle equality was considered for some special classes of elements 〈x, y〉 ∈ A. Using
Proposition 4.1, we are now able to state these results in terms of the Birkhoff–James orthogonality.
By Re awe shall denote the real part of an element a ∈ A, that is, Re a = 1
2
(a + a∗).
Corollary 4.5. Let V be a Hilbert C∗-module over a C∗-algebra A. For x, y ∈ V the following statements
hold.
(a) If Re 〈x, y〉 is positive, then ‖Re 〈x, y〉‖ = ‖x‖‖y‖ ⇔ x ⊥B (‖y‖x − ‖x‖y).
(b) If 〈x, y〉 is self-adjoint, then ‖〈x, y〉‖ = ‖x‖‖y‖ ⇔ (x ⊥B (‖y‖x−‖x‖y) or x ⊥B (‖y‖x+‖x‖y)).
(c) If 〈x, y〉 is normal, then ‖〈x, y〉‖ = ‖x‖‖y‖ if and only if there is a unit complex number λ such that
x ⊥B (‖y‖x − λ‖x‖y).
(d) If 〈x, y〉2 = 〈x, y〉 = 0, then ‖x‖‖y‖ = 1 ⇔ x ⊥B (‖y‖x − ‖x‖y).
(e) If 〈x, y〉2 = 〈x, y〉, then x ⊥B (‖y‖x − ‖x‖y) implies that 〈x, y〉 is a projection.
Proof. The statement (a) follows from Proposition 4.1 and Theorem 15 of [23]. The statement (b)
follows from Proposition 4.1 and Corollary 2.4 of [2].
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To prove (c), let us first suppose that x ⊥B (‖y‖x−λ‖x‖y) for some unit complex numberλ. By the
equivalence (a)⇔(b) from Proposition 4.1, we deduce that ‖x+ λy‖ = ‖x‖+ ‖y‖. Then, by Theorem
2.1 of [2], there is ϕ ∈ S(A) such that ϕ(〈x, λy〉) = ‖x‖ ‖λy‖. Thus we have
‖x‖ ‖y‖ = |ϕ(〈x, λy〉)| = |λϕ(〈x, y〉)| = |ϕ(〈x, y〉)| ≤ ‖〈x, y〉‖ ≤ ‖x‖ ‖y‖,
that is, ‖〈x, y〉‖ = ‖x‖‖y‖. Conversely, let us suppose that ‖〈x, y〉‖ = ‖x‖‖y‖. Since 〈x, y〉 is nor-
mal, by Theorem 3.3.6 of [18], there is ϕ ∈ S(A) such that |ϕ(〈x, y〉)| = ‖〈x, y〉‖ = ‖x‖ ‖y‖. Then
there exists a unit complex number λ such that ϕ(〈x, y〉) = λ¯|ϕ(〈x, y〉)| = λ¯‖x‖ ‖y‖, wherefrom
ϕ(〈x, λy〉) = ‖x‖ ‖y‖ = ‖x‖ ‖λy‖. By Theorem 2.1 of [2], ‖x + λy‖ = ‖x‖ + ‖y‖. Thus, by Proposi-
tion 4.1, we have x ⊥B (‖y‖x − λ‖x‖y), and (c) is proved.
The statement (d) follows from [2, Theorem 2.5], and (e) from [2, Corollary 2.7]. 
We finish this section by applying our results to some special types of elementary operators.
Let B(X) be the normed algebra of all bounded linear operators acting on a normed linear space X.
A standard operator algebra B is a subalgebra of B(X) that contains all finite rank operators on X. By
F1 we denote the set of all unit rank one operators acting on X. In [25,26], Seddik studied elementary
operators acting on a standard operator algebra. In particular, he considered the class of elementary
operators of the form
Ua,b : B → B, Ua,b(c) = acb + bca,
where a, b ∈ B. Let us denote
d(Ua,b) = sup
c∈F1
‖Ua,b(c)‖.
Then clearly,
d(Ua,b) ≤ ‖Ua,b‖ ≤ 2‖a‖‖b‖. (21)
When studying elementary operators, it is always of some interest to find a formulawhichdescribes
their norms in terms of their coefficients, or (under certain conditions) obtain the best lower and upper
estimates for their norms. Seddik [26, Corollary 4.3] proved that d(Ua,b) ≥ ‖a‖ ‖b‖whenever a ⊥B b
or b ⊥B a. In the same work [26, Corollary 2.5], he also proved that d(Ua,b) attains its maximal value,
i.e., d(Ua,b) = 2‖a‖ ‖b‖ precisely when a‖b.
A C∗-algebraA ⊆ B(H)which contains the ideal K(H) of all compact operators acting on a complex
Hilbert space H is a standard operator algebra. In Hilbert C∗-modules over such algebras we shall
establish some relation for d(U〈x,x〉,〈x,y〉) in the cases of the Birkhoff–James orthogonality x ⊥B y and
the norm-parallelism x‖y.
Proposition 4.6. Let A be a C∗-algebra such that K(H) ⊆ A ⊆ B(H), and let V be a Hilbert A-module.
Let x, y ∈ V. If x ⊥B y, then d(U〈x,x〉,〈x,y〉) ≥ ‖x‖2‖〈x, y〉‖ and d(U〈x,x〉,〈y,x〉) ≥ ‖x‖2‖〈x, y〉‖.
Proof. If x ⊥B y then, by Theorem2.9 (a), 〈x, x〉 ⊥B 〈x, y〉 and 〈x, x〉 ⊥B 〈y, x〉.Now, the result follows
from Corollary 4.3 of [26]. 
Theorem 4.7. Let A be a C∗-algebra such that K(H) ⊆ A ⊆ B(H), and let V be a Hilbert A-module. For
x, y ∈ V the following statements are equivalent:
(a) x‖y;
(b) d(U〈x,x〉,〈x,y〉) = 2‖x‖3‖y‖;
(c) d(U〈x,x〉,〈y,x〉) = 2‖x‖3‖y‖.
Proof. (a)⇒ (b) Suppose x‖y. By Theorem 4.3, (a)⇔ (b), it easily follows that
x‖y ⇔ (〈x, x〉‖〈x, y〉 and ‖〈x, y〉‖ = ‖x‖‖y‖). (22)
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By Corollary 2.5 of [26], it follows
d(U〈x,x〉,〈x,y〉) = 2‖〈x, x〉‖‖〈x, y〉‖,
which together with ‖〈x, y〉‖ = ‖x‖‖y‖ implies d(U〈x,x〉,〈x,y〉) = 2‖x‖3‖y‖.
(b)⇒ (a) If d(U〈x,x〉,〈x,y〉) = 2‖x‖3‖y‖, then
2‖x‖3‖y‖ = d(U〈x,x〉,〈x,y〉) ≤ 2‖〈x, x〉‖‖〈x, y〉‖ ≤ 2‖x‖3‖y‖,
wherefrom
d(U〈x,x〉,〈x,y〉) = 2‖〈x, x〉‖‖〈x, y〉‖ and ‖〈x, y〉‖ = ‖x‖‖y‖.
Again, by Corollary 2.5 of [26], we have 〈x, x〉‖〈x, y〉. By (22), we deduce that x‖y.
(a)⇔ (c) As above, we first notice the equivalence which follows from Theorem 4.3:
x‖y ⇔ (〈x, x〉‖〈y, x〉 and ‖〈x, y〉‖ = ‖x‖‖y‖). (23)
We then proceed by the same argument. 
Remark 4.8. A similar type of results can also be obtained for some other classes of elementary
operators, such asMa,b(c) = acb, Va,b(c) = acb − bca (see e.g. [25,26]).
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