I propose a bond-specific, time-varying friction measure of round-trip liquidity costs. The measure is robust to outliers in daily bond returns and accounts for the idiosyncratic information behind bond trading decisions. Using transactions from January 2004 to December 2010, I find that liquidity costs display a strong correlation with credit conditions and peaked during the sub-prime crisis. The proposed measure also captures a smaller spike in liquidity costs for speculative-grade bonds during the Ford/GM crisis of 2005. High-frequency measures of volatility alone explain about 50% of the variation of yield spreads. After controlling for equity volatility, liquidity costs still explain a substantial fraction of the variation in the yield spreads of highly rated bonds. The properties of the proposed model are valuable in dealing with the credit risk puzzle, which pertains mainly to the investment-grade universe.
Introduction
Structural credit risk models explain credit spreads, the difference between corporate bond yields and the yield offered by benchmark treasury bonds, with variables and actions that predict the likelihood of the issuer's default, and the loss rsulting from this credit event. The inability of structural models to fully explain credit spread levels, credit spread changes, and observed defaults has prompted interest in illiquidity as an additional determinant of corporate bond prices.
1 Given its potential correlation with credit risk, teasing out illiquidity from the data is a challenging task. Even the difference between corporate bond yields and credit default swap spreads (Longstaff, Mithal, and Neis (2005) ), which should depend purely on credit risk, could result in a contaminated illquidity measure (Das and Hanouna (2009)).
One of the most prominent attempts to derive a liquidity measure addressing the interaction of credit risk and liquidity costs was recently presented by Chen, Lesmond, and Wei (2007) . Building on the informational efficiency of the U.S. corporate bond market (Hotchkiss and Ronen (2002) and Ronen and Zhou (2008) ), the authors use Datastream data to estimate a modified version of the friction model of Lesmond, Ogden, and Trzcinka (1999, henceforth LOT) . They find that round-trip liquidity costs can explain credit spreads, especially in the speculative-grade universe.
The idea behind friction models is that, while true returns depend on several stochastic factors, observed returns will reflect changes in the underlying factors only if the information value of the marginal trader is sufficient to cover the liquidity cost of trading. The factors used in the modified LOT model are systematic: the returns on the S&P500 index represent the equity market factor; the changes in the 10-year treasury rate represent the bond market factor. Moreover, the LOT measure assumes that daily bond returns are homoscedastic and that liquidity costs are constant.
While the assumptions of the LOT measure might be appropriate with the well behaved
Datastream data (which are not necessarily based on transactions or firm quotes), these assumptions are certainly not met in the transaction data available through the Trade Reporting and Compliance Engine (TRACE). In particular, I show that outliers in the distribution of bond returns computed from TRACE data are more likely to appear in low rated bonds.
Unable to account for either idiosyncratic risk or heteroscedasticity, the LOT measure is very sensitive to outliers and likely attributes some credit risk to illiquidity. It is, therefore, important to have a liquidity measure that, while preserving the economic intuition of the LOT model, overcomes its shortcomings.
I propose a stochastic friction model in which both systematic and idiosyncratic variables affect bond returns. The proposed model is robust to the presence of outliers in the distribution of bond returns and can be applied to bonds that trade very infrequently. After obtaining several liquidity measures, I conduct a panel regression analysis to assess the relative importance of illiquidity and credit risk variables in explaining corporate yield spreads.
In addition to the usual determinants of credit spreads, I propose high frequency measures of firm equity return volatility that are able to distinguish between diffusion and jump risk.
I validate both the LOT and proposed friction measures using TRACE data. Although correlated with credit spreads, the LOT measure produces estimates of liquidity costs that are implausibly high. Furthermore, the risk factor loadings implied by the model are not consistent with economic intuition. For instance, the equity factor loadings are not increasing with credit risk and they are often negative, even for low-rated bonds. The friction measure produces meaningful estimates of liquidity cost that are more in line with other estimates of trading costs (e.g. Schultz (2001) ). The friction measure has very desirable time series
properties showing that liquidity costs spiked during the sub-prime crisis and came back down to normal levels toward the end of the sample period. Interestingly, the friction model shows that only the liquidity cost of speculative-grade bonds spiked during the Ford/GM crisis of 2005. This finding is consistent with the fact that the 2005 crisis was mainly a fallen angel one.
Univariate regressions of credit spreads on several illiquidity measures (Friction, LOT, Zero, Roll, Amihud, and IRC) 2 show that the friction measure explains the most variation in credit spreads. They also show that this success is due mainly to investment-grade bonds.
Univariate regressions involving high-frequency measures of equity return volatility show that these variables alone can explain approximately 50% of the variation in credit spreads. In particular, disentangling jumps from diffusion provides extra explanatory power and reveals that both sources of risk are important.
I also carry out several multivariate regressions on different sub-samples. I find that equity volatility (both diffusion and jumps) has a large economic impact in all the specifications. In general, credit risk variables such as realized volatility and market leverage tend to mitigate the contribution of the liquidity measures in explaining the variation of credit spreads and their economic impact is higher for speculative-grade bonds. Running the regression on the data from the crisis period in isolation makes many liquidity variables lose their statistical significance. This loss of significance implies that illiquidity is more relevant in the time domain that in the cross-section. Specifically, the credit crisis is the fundamental driver of the time-series properties of the illiquidity measures considered.
The literature on the link between liquidity and credit spreads using TRACE data is growing rapidly. Papers showing that liquidity proxies can explain credit spreads include Bao, Pan, and Wang (2010) , Dick-Nielsen, Feldhütter, and Lando (2012) , Helwege, Huang, and Wang (2009 ), Friewald, Jankowitsch, and Subrahmanyam (2012 ), and Longstaff, Mithal, and Neis (2005 . This paper represents a further contribution to the literature because it derives a liquidity measure that addresses the peculiarities of bond transaction data. This approach produces a liquidity measure with remarkable time-series properties that is able to capture not just the credit crisis, but also the Ford/GM crisis. Cross-sectionally, the measure works especially well in the investment-grade universe, which is exactly what is needed to 2 See Dick-Nielsen, Feldhütter, and Lando (2012) for a detailed definition of the last 4 measures.
tackle the credit spread puzzle.
The remainder of the paper is structured as follows. Section 2 presents a literature review. Section 3 present the friction model. Section 4 presents the data. Section 5 present the liquidity cost estimates. In section 6, I conduct a regression analysis of the determinants of credit spreads. Section 7 concludes the study.
Related Literature
The limited dependent variable approach (LDV) of LOT and Chen, Lesmond, and Wei (2007) was first proposed by Rosett (1959) to study central bank interventions. Using this approach, Chen, Lesmond, and Wei (2007) derive a bond-specific measure of liquidity which explains 7% of the cross-sectional variation in yield spreads in investment-grade bonds, and up to 22% of the variation in speculative-grade bonds. The proposed methodology improves on the LDV approach in several ways.
3 First, I model bond returns as a function of systematic and firm-specific factors. The relation between firm bond and equity returns is convenient because it allows for a hedging interpretation (Schaefer and Strebulaev (2008) (2006)). The use of actual transaction data from
TRACE is yet another improvement on studies using Datastream or matrix price data.
4
This paper is also closely related to the studies by Campbell and Taksler (2003) and Zhang, Zhou, and Zhu (2009) who use equity volatility measures to explain credit and CDS spreads. Campbell and Taksler (2003) find that the correlation between equity volatility and the spread of an index of A-rated bonds over treasuries is 0.7 in the sample period 3 In a recent paper, Omori and Miyawaki (2009) independently derive a tobit model with covariatedependent thresholds and homoscedastic errors. However, their thresholds are linear functions of the covariates, which complicates and slows down their sampling scheme in order to attain non-negative thresholds, and depend on individuals only, but not on time.
4 See Warga and Welch (1993) on the problems of using matrix-based data for studies involving corporate bonds.
from 1965 to 1999 . Zhang, Zhou, and Zhu (2009 extract equity jumps from equity realized variance and use both jumps and diffusive volatility to study how these two components of equity volatility affect credit spreads. Tauchen and Zhou (2010) show that the volatility of realized market jumps explains more than 60% of the variation of Moody's AAA and BAA credit spread monthly indices. Using equity options, Cremers, Driessen, and Maenhout (2008) also highlight the importance of firm-specific jumps in explaining credit spreads.
More generally, my study is related to a series of papers dealing with liquidity, credit risk, and their interaction. Longstaff, Mithal, and Neis (2005) use CDS data to extract the default component of credit spreads and suggest that taxes and illiquidity in the bond market explain the non-default component. Bao and Pan (2008) relate excess bond volatility (at short horizons) to corporate bond liquidity. Bao, Pan, and Wang (2010) use the negative of the auto-covariance of bond prices as a measure of liquidity. They document substantial commonality across individual measures and correlation with market volatility (VIX). Mahanti, Nashikkar, Subrahmanyam, Chacko, and Mallik (2008) propose a measure of liquidity defined as the "weighted average turnover of investors who hold a particular bond, where the weights are the fractional holdings of the amount outstanding of the bond". The intuition behind this measure is that investors with high turnover prefer to hold bonds with lower transaction costs, and they further improve the liquidity of these bonds by trading them. Ambrose, Cai, and Helwege (2008, 2009) analyze the confounding effects of credit risk and selling pressure for fallen angels and conclude that the latter is over-stated. Finally, Dick-Nielsen, Feldhütter, and Lando (2012) and Friewald, Jankowitsch, and Subrahmanyam (2012) provide a detailed analysis of the behavior of several liquidity measures before, during, and after the credit crisis. See also Driessen (2005) , Houweling, Mentink, and Vorst (2003) , and Kalimipalli and Nayak (2009) for more notable work in this area.
Model
The empirical model that I propose allows for liquidity costs to vary over time as a function of bond characteristics and potentially macro variables. In order to generate time variation, Chen, Lesmond, and Wei (2007) estimate their model once a year for every bond. I follow the same approach to preserve comparability with their original work. However, I do allow time-variation within the year obtaining roundtrip liquidity costs on a monthly basis.
Model Specification and Prior Probabilities
True and unobserved bond returns R * it , sell-side (L s it ) and buy-side (L b it ) liquidity costs are modeled as
(1)
where x it is a vector of risk factors and z it is a vector of time varying variables. The exponentials in Equations (2) and (3) ensure liquidity costs are positive. The bond-specific liquidity effects are log normally distributed:
wherez i is a vector of time-invariant bond characteristics.
In order to reduce noise and preserve heterogeneity across bonds (see Tsionas (2002) 
Observed Returns and Transaction Costs
Returns are observed only when they are large enough to justify transaction costs. The observation rule of bond returns that I propose is a generalization of the friction model originally proposed by Rosett (1959) :
With this observation rule, the likelihood function for every observation is given by
Round trip liquidity costs are obtained as
which reduce to the LOT measure whenz i = 1 and z it = ∅.
Data
The data in this study cover the period from January 2004 to Decemebr 2010 and come from five sources. The fixed investment securities data base (FISD) provides bond characteristics; the trades reporting and compliance engine (TRACE) contains the actual bond transaction data; CRSP contains stock price data; COMPUSTAT contains balance sheet data; the Dow Jones trades and quotes (TAQ) database is used to construct realized volatility, and its diffusive and jump components. In Appendix C, I provide details on these databases, and on the filters used to determine the final sample.
Corporate Bond Data
Under the pressure from several government bodies and buy-side traders, on 
Bond Returns and Credit Spreads
Bond returns are defined as
where P t is the clean price of the bond, AI t is the accrued interest over one period, and C t is the coupon payment whenever it is paid (in which case AI t = 0). I set R t = 0 if there is no trading. Care must be taken on the first day of trading after a period of stale prices, as two consecutive genuine price observations are not available. To compute this return, I use two alternative approaches and conduct separate analysis. The first approach assumes stale prices, while the second approach assumes the price grows linearly during the no-trading period. For example, suppose there is a trade at t = 0 for $100, no trade at t = 1, and a trade at t = 2 for $102. With interpolation, the return for t = 1 is 0 and the return for t = 2 is 0.99% (102/101-1). In the case of stale prices the return at t=2 would be equal to 2%.
The two approaches do not affect the results significantly. In the interest of space, I only report results for the interpolation case. of the model. Given that outliers are related to credit risk, the model's lack of robustness might mechanically generate liquidity costs that explain the cross section of credit spreads.
As can be seen, outliers are present regardless of whether I use stale prices or interpolated prices, but interpolation mitigates their size. By presenting results for interpolated prices, I
am giving the standard LOT measure a better chance of success. Although, the data present substantial outliers, the empirical cumulative distribution function of bond returns ( Figure   1b ) reveals the most of the data is well behaved, with well over 90% of the returns falling in the plus/minus 5% range. 
High-Frequency Data (TAQ)
Given the documented importance of equity volatility, I use high-frequency data from the NYSE trades and quotes (TAQ) database to compute equity realized volatility and to disentangle its diffusive and jump components. To screen out jumps, I use a nonparametric approach developed by Barndorff-Nielsen and Shephard (2004) which relies on the concepts of realized variance and bipower variation. 6 In Appendix D, I explain the methodology to recover jumps from high frequency data, and provide references for its exact implementation.
Following Tauchen and Zhou (2011) , it is possible to identify jumps from the jump variation of equity returns. I follow their approach and compute the volatility of jumps (jump risk), which I use as a an explanatory variable in the yield spread regressions.
Estimation of Liquidity Costs
Bayesian estimation of the model parameters and latent variables requires the combination of the likelihood of the model, and the use of prior information on the parameters. To simplify notation, collect the parameters of the data generating process into Θ R , and those of the liquidity processes into Θ l , and define Θ ≡ [Θ R , Θ l ]. The prior over these parameters if p(Θ). We obtain the posterior distribution of the parameters and the latent variables,
given the data, as
Sampling directly from the joint posterior distribution of the parameters is not feasible.
However, the parameters can be estimated using a Markov Chain Monte Carlo (MCMC)
algorithm (see Appendix E), which is an iterative scheme to draw from the conditional distributions of blocks of parameters of the vector Θ. Conditional posterior distributions of these blocks of parameters are derived in Appendix B.
LOT Measure with TRACE Data
I use the same return generating process of Chen, Lesmond, and Wei (2007) . In particular, I use the changes in the long-term default-free rate (systematic bond factor), and market equity returns (systematic equity factor). In order to stabilize the slope coefficients, I interact the factors with bond duration. Table 4 reports average estimates of factor loadings and liquidity costs grouped by time to maturity and rating. The results reported in the table are somewhat consistent with those reported in Chen, Lesmond, and Wei (2007, p. 127) in the sense that they are characterized by a generally negative relation between liquidity costs and credit quality. In terms of size, Table 4 shows that, using TRACE data, estimates of liquidity cost are implausibly high, even higher than those reported in Chen, Lesmond, and Wei (2007) . With regard to the factor loadings, it can be seen that the loadings on the bond factors are mostly negative.
However, the loadings on the equity factor are inconsistent with theory, given that they do not increase with credit risk and are often negative.
Friction Model
The return generating process depends on three factors: a bond market factors; a firm equity factor; and a firm realized volatility factor. These factors are interacted with bond duration.
The liquidity covariates in the threshold component of the model (Equations (4) and (5)) are the issue size (in log) and the coupon rate. Consistently with the LOT measure, I estimate liquidity costs every year. To capture intra-year variation in liquidity, I use monthly effects (dummies) as explanatory variables in (2) and (3). Table 5 presents average estimates of the parameters in Equation (1) grouped by rating and time to maturity. As can be seen, bond factor loadings are on average negative for every group. The average firm-specific equity factor loading is always positive, which means that good news for equity holders are typically good news for bond holders given that both debt and equity are positive claims on firms' assets. As expected, the equity factor loading is increasing in credit risk. Due to noise in daily realized volatility, it is hard to see a definite pattern, but it should be noted that all the results of this paper go through even without including volatility in the return generating process.
Contrary to what I find for the LOT measure, estimates of round-trip liquidity costs are economically meaningful with group averages which do not exceed 5%. While liquidity costs are relatively higher for junk bonds, no clear pattern can be detected with respect to ratings.
Only within the investment grade universe, a relation between liquidity and rating seems to exist. This finding is consistent with the credit risk puzzle which is particularly relevant for investment-grade bonds, given that credit risk models do quite well in explaining the credit spreads of speculative-grade bonds (Huang and Huang (2003) ).
Overall, these findings suggest that, with TRACE data, the modeling approach of this paper generates estimates that are more reliable and economically meaningful than the LOT measure. These results are achieved thanks to the statistical robustness of the proposed friction model and the use of firm equity returns, which are better able to capture creditrelevant information that might influence trading decisions. Figure 2 shows the average behavior of estimated liquidity costs over time and by rating category. Although a monotonic relation is not present in the cross-section, Figure 2a shows that the friction model produces liquidity estimates that covary strongly with the state of the economy. Liquidity costs spike during the crisis and have come down to normal levels in 2010, which is consistent with the findings of Dick-Nielsen, Feldhütter, and Lando (2012) . (2012)). Interestingly, only junk bonds experienced a spike, which is consistent with the fact that this was a fallen angel crisis. Figure 2b shows a qualitatively similar (but somewhat less sharp) relation with the state of the economy.
Time Series Variation of Liquidity Costs
However, the LOT measure does not respond to the Ford/GM crisis and liquidity costs seem to peak in 2009 rather than 2008. Again, comparing the scales in the two graphs, one can immediately see that the LOT measure applied to TRACE data produces liquidity cost estimates that are economically impossible.
Credit Spreads Determinants
The general specification of the regressions mimics those of Campbell and Taksler (2003) and Chen, Lesmond, and Wei (2007) and is given by
where t, i, and j index months, bonds, and firms respectively.
I consider a total of six illiquidity measures: the friction measure proposed in this paper; the LOT measure; the percentage of zero trading days (in a month); the Roll measure (Bao, Pan, and Wang (2010) ); the Amihud measure; and the imputed round-trip cost (IRC) measure proposed by Feldhütter (2011) . A description of these measures can be found in Dick-Nielsen, Feldhütter, and Lando (2012) . In the interest of space, and because the focus of the paper is on the proposed friction measure, I do not repeat the descriptions here.
Volatility is either total realized volatility (I try both a one-week and a one-month average of daily volatilities), or its two components (diffusion risk and jump risk). Table 6 reports descriptive statistics of the variable included in the regressions.
The focus of these regressions will be to compare the explanatory power and economic significance of liquidity and volatility. To account for the dependence induced by issuerspecific effects, I compute standard errors clustered by issuer (see Petersen (2009) and Gow, Ormazabal, and Taylor (2009) ). Figure 2a , it is safe to conclude that a substantial fraction of the explanatory power of Friction comes from its time series variation. In terms of R 2 , the LOT measure performs comparably in both sub-samples and its slope almost doubles in the sample of junk bonds. With the exception of Zero, all the other measures of illiquidity are significant at the one percent level in both samples and seem to be more relevant for junk bonds. Table 9 reports several regression models similar to those estimated by Campbell and Taksler (2003) and Chen, Lesmond, and Wei (2007) . The estimation is done by rating group and only one liquidity measure is included in each regression. The first thing worth noting from Table 9 is that the coefficients on the liquidity measures experience a substantial decline in their size.
Liquidity and Credit Spreads

Volatility and Credit Spreads
Multivariate Analysis
Furthermore, some measures lose their statistical significance. On the other hand, realized volatility is strongly significant in all models and both sub-samples. Even controlling for bond liquidity and other factors affecting bond yields, realized volatility has a large economic impact on credit spreads. In particular, a standard deviation change in average daily realized volatility over the previous month is associated with an 80 (≈ 1 × 0.008) basis point increase in credit spreads for investment-grade bonds and a staggering 120 (≈ 1.5 ×0.008) basis point increase for speculative grade bonds.
The behavior of the volatility and liquidity measures across sub-sample is informative.
As expected, volatility and the other credit risk measures, e.g. leverage, have a bigger impact on the credit spreads of junk bonds in every estimated model. With the exception of Friction (which is strongly significant in the full sample as well), this pattern is true for the other liquidity measure. However, in order to solve the credit risk puzzle (Huang and Huang (2003) ), liquidity measures should work better in the sample of investment-grade bonds because that is where structural credit risk models do not do as well.
The ability of realized volatility to explain credit spreads so well relatively to traditional volatility measures based on six months of data is that realized volatility incorporates information as it becomes available and quickly forgets it when it is no longer relevant. This feature of the data makes realized volatility more informative than traditional volatility measures. the impact of liquidity measures is greatly reduced. This partition of the data shows that the time series variation of the liquidity measures is probably more important than the cross-sectional variation. Moreover, the within-period time series variation of the liquidity measures is also not very effective in explaining credit spreads and is driven out by volatility.
Credit Spreads and Jump Risk
Normal Times vs Crisis
Conclusion
This paper resurrects the friction approach to modeling liquidity costs with bond data from TRACE. Considering both liquidity and credit risk, the friction model is able to make sharper predictions. In the time series domain, the model shows that liquidity costs covary strongly with credit conditions. Liquidity costs increased substantially during the credit crisis and, to a lesser extent, during the Ford/GM crisis. While the recent crisis was quite systemic, the Ford/GM crisis affected mainly speculative-grade bonds. Looking at subsets of the data separately reveals that realized volatility always plays a fundamental role in explaining credit spreads. On the other hand, the sub-prime crisis is indispensable in generating the kind of variation required by illiquidity to play an economically important role in the time series domain.
The credit risk puzzle is a cross-sectional puzzle. While structural credit risk models can explain most of the observed credit spreads of speculative-grade bonds, they fail in matching the data when it comes to investment-grade bonds (Huang and Huang (2003) ). The puzzle is not due the 500-basis point-spread required to hold B-rated bonds, but rather to the 50-basis point-spread on a AAA rated bond. There are simply not enough defaults in the AAA category to justify the 50 basis points, but there are enough defaults in the B category to justify the 500 basis points. If illiquidity is to be of any help in solving the credit spread puzzle, then (cross-sectionally) it should manifest its importance in the investment-grade space. Particularly effective with highly rate bonds, the friction measure that I propose does just that.
Appendix
A Augmented Likelihood
For purpose of estimation of the parameters entering Equation 1, it is better to work with the augmented likelihood function (see e.g. Chib (1992))
where the rule for obtaining the latent variable R * it is given by To the derive the conditional posterior distribution of β i and σ 2 it , it is more convenient to work with the augmented likelihood in (10). To see this, notice that, once we augment that data with the auxiliary variable R * it , the likelihood function is the standard likelihood function of a linear regression model, and the standard conditional distributions apply.
Using vector notation on the time observations, and defining
we can multiply the likelihood in (10) and the prior distribution for β to obtain
The posterior distribution for σ 2 is given by
where
and T i is equal to the number of censored and uncensored observations available for bond i.
Finally, the distribution of the time-varying component of the variance has been shown by Geweke (1993) to be implicitly given by
where e 2 it is the squared residual of observation it. To obtain the posterior distribution for this parameter, I need to combine the observed likelihood in (7) with the expressions in (2), and (3). Defining l = log(L), The posterior distribution of α s i is given by
B.2 Conditional Distribution of α
The posterior distribution of the buy-side liquidity costs is given by
The expressions in (15) and (16) do not resemble the kernels of any well known distribution.
Therefore, I implement a Metropolis-Hastings algorithm to sample from these unknown target distributions.
B.3 Conditional Distribution ofᾱ s andᾱ b
Given the flat prior, the distribution ofᾱ s is given by 
B.4 Conditional Distribution ofβ and ∆
Combining the distributions in which it appears,β can be shown to have the following posterior conditional distribution:
Using the the linearity and cyclic property of the trace operator, the posterior conditional distribution for ∆ is given by
B.5 Conditional Distribution of γ
To obtain the posterior distribution for this parameter, I need to combine the observed likelihood in (7) with the expressions in (2), and (3). The posterior distribution of γ is given
The expressions in (20) The derivation of the posterior conditional distribution for σ 2 j , j = {s, b} is given by
and N is equal to the number of bonds.
C Databases and Merging
To conduct my analysis, I use 5 databases. Below, I briefly describe the databases and the filters used for the sample selection.
1. FISD is used to obtain bond characteristics and identify the sample of bonds to include in the study; the unique identifier for each issue in this database are the merge issue-id variable and the bond 9-letter cusip; before the merge with TRACE by cusip, I impose several filters to define the initial sample:
• exclude bonds that are convertible, putable, callable, and exchangeable
• keeps bonds that are either corporate debentures or medium term notes
• keep bonds denominated in US dollars
• exclude variable-rate bonds 2. TRACE is used to obtain transaction prices; the unique identifier for each issue in this database is the bond 9-letter cusip; I use regular trades end exclude commission trade; I then impose the following filters in the order listed below:
• filter the data following Dick-Nielsen (2010);
• eliminate 50% return reversal, i.e. eliminate a bond price if it is preceded and followed by a price increase or drop of more than 50%;
• to further minimize the impact of unusual observations, I keep price observations that pass the following screening:
where g is a granularity parameter which I set equal to $1, and med(p, k), and MAD(p, k) are respectively the centered rolling median, and median absolute deviations of the price p using k observations (I set k = 20).
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• I keep bonds that are traded on at least 20 distinct days.
3. CRSP to obtain stock returns of the company currently backing a given bond; the unique identifier for each firm and securitiy in this database are the PERMCO and PERMNO numbers respectively;
4. COMPUSTAT to obtain balance sheet information on the company backing a given bond; firms are identified by their GVKEY number;
5. TAQ to obtain 5-minute returns to construct the realized variance measures used in the specification of the bond return generating process; securities are identified by their TICKER symbol (which varies over time and is not a unique identifier). In order to the impact of bid-ask bounce, I use mid-quotes instead of actual transactions in the calculation of returns.
The link between these databases is straightforward in some cases and quite complicated in others. FISD and TRACE are easily linked through the 9-letter cusip. Once a preliminary sample of bonds is formed, to see whether a firm with public equity is backing them, I match the six-letter cusip (which identifies the firm at issuance in the FISD database) with the historical cusip (NCUSIP) in the CRSP "stocknames" table. During this merge I obtain the historical tickers, and PERMCO and PERMNO numbers associated with firms' CUSIPs, which I then use to get data from COMPUSTAT and TAQ. Lastly, I keep track of delistings and merge activity to make sure that bonds are always matched with the right permno.
D Extracting Jumps from Realized Variance
To screen out jumps, I use a nonparametric approach developed by Barndorff-Nielsen and
Shephard (2004) which relies on the concepts of realized variance and bipower variation.
9
The idea is that, as we sample price data at very high frequency, the limiting behaviors of the return realized variance and bipower variation capture different aspects of the return process. More formally, given a log asset price p(t), we can define the instantaneous return of the associated jump-diffusion process as
where µ(t) and σ(t) are the drift and the diffusion of the process, W (t) is a standard Brownian motion, q(t) is a counting process which controls the arrival of jumps, and k(t) is the size of the jumps upon arrival. I refer to Andersen, Bollerslev, and Diebold (2007) for a precise description of the parameters of the process and their properties. Given a sample of highfrequency price data in a given day, one can create ∆-period returns, where ∆ is a fraction of the day, as r t,∆ ≡ p(t) − p(t − ∆). Setting the time interval to unity, we get 1/∆ intervals in a day, and we also have r t+1 ≡ r t+1,1 . It can be shown that the realized variance converges uniformly in probability to the quadratic variation of the process:
for ∆ −→ 0. The other object of interest, the bipower variation, converges to just the diffusive component of the quadratic variation of the process:
for ∆ −→ 0, where
It can be shown (see Barndorff-Nielsen and Shephard (2004) and Andersen, Bollerslev, and Diebold (2007)) that the difference between the quantities in expressions (24) and (25) converges to t<s≤t+1 k 2 (s). In most applications (e.g. Andersen, Bollerslev, Diebold, and
Ebens (2001)), including mine, 5-minute returns are typically used to obtain daily measures of realized variance and bipower variation, i.e. ∆ is small but not zero, so this difference is not even guarantied to be positive. To deal with this issue, Barndorff-Nielsen and Shephard (2004) propose a statistical procedure to determine whether price variation is due to jumps or diffusive movements based on the test statistics
, which, appropriately scaled, converges to a standard normal distribution. I implement this methodology exactly as in Zhang, Zhou, and Zhu (2009, Appendix, p. 35 ).
E Estimation Algorithm
Given the conditional posterior densities derived in the previous section, I implement the Gibs sampler, and Hasting-Metropolis algorithm it, as follows.
Initialize the chain by assigning {R
2. Move the Markov chain one step forward by drawing parameters from the posterior densities derived in the previous sections. In particular, we obtain updated values (not necessarily in this order), for j > 0, as follows:
. . , N: use equation (11);
. . , N: use equation (12);
. . , N: use equation (14);
•β j |{β 1 . . . β N } j , ∆ j−1 : use equation (18); (21); similarly for σ b ; (17); similarly forᾱ (15) , (16), and (20) respectively, and a Metropolis-Hastings (within-Gibbssampler) algorithm is required to sample from this non-standard distributions.
The procedure for generating a generic sample θ from one of these distributions works as follows:
-given the current sample previously drawn, θ c , generate a new sample θ p from the proposal distribution q(θ p |θ c ); the proposal and target density should have the same support;
-evaluate the acceptance probability as
-accept the proposed value θ p with probability α(θ p |θ c ), i.e.
The proposal density for α s and α b is a truncated normal, i.e. q(
where ν 2 is a perturbation parameter; the proposal for γ is a normal distribution; Lesmond, and Wei (2007) . The model is estimated bond by bond on a yearly basis. To be included in the estimation, a bond must trade at least 10 times in a given year. The betas are the average estimated factor loadings. The alphas are the average estimates of the positive and negative thresholds. The lot measure is the difference between the two thresholds, i.e. the sum of the buy-side and sell-side transaction costs. The This table presents average estimation results for the factor loadings and round-trip liquidity costs of the friction model. The results are grouped by rating and time to maturity as of the beginning of the year. The model is estimated a yearly basis on two groups of bonds: investment-grade and speculative-grade. To be included in the estimation, a bond must trade at least 10 times in a given year. "LOT", is the estimated round-trip liquidity cost as of the end of the year. This table reports summary statistics of the variables used in the regression analysis of the paper. Credit Spreads are end-of-month credit spreads; Friction is the monthly round-trip liquidity cost measure from the proposed friction model; LOT is the yearly round-trip liquidity most from the modified LOT model; Roll is defined as twice the square root of the negative autocovariance of log bond price changes; Amihud is a price impact measure (Amihud (2002)); IRC is a TRACE-based measure of round-trip trading costs (Feldhütter (2011) ); Realized Volatility is monthly average of daily realized volatility defines at the sum of 5-minute squared returns (returns are obtained from 5-minute mid quotes); Diffusion Risk and Jump Risk are the two components of realized volatility; Age, Maturity, Issue Size, and Coupon are self-explanatory; Rating is variable going from 1 (AAA) to 22 (D), which is transformed to Rating-10 in the regressions for the speculative grade sample; Pretax Interest Coverage is defined as (income before depreciation+interest)/interest; Income to Sale is equal to (income after depreciation)/sales; LT Debt/Assets is self-explanatory; Market Leverage is equal to (total long-term debt + debt in current liabilities +average short-term borrowing)/(total liabilities +market value of equity (from CRSP)); Treasury (1y) is the one-year constant maturity treasury rate; Term Sp. is the difference between the 10-year and 2-year constant-maturity treasury rates; TED Sp. is the difference between the 30-day Eurodollar and treasury rates. 
