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Abstract:  
The paper deals with content based image retrieval in general and interest point detectors as one of possible 
methods used in object recognition. There are described current trends in narrowing down the so called 
“Semantic gap” and we propose a new solution how to achieve it. Furthermore, we evaluate three common 
interest point detectors with respect to the change of image brightness. Particularly, the impact of histogram 
equalization, brightening and darkening of the image on the repeatability of the detectors is evaluated. 
 
INTRODUCTION 
The size of the image collections (personal 
ones as well as public ones like Flickr1) has grown 
rapidly over the last years. It is due to the 
development of the Internet and availability of image 
capturing devices [1]. 
The need of effective searching algorithms 
grows along with the growth of the number of images 
in the collections. There are two basic approaches 
how to deal with image retrieval: text-based and 
content-based. The former utilizes textual annotations 
and database management systems to retrieve the 
images according to the query. However, this 
approach suffers from two main disadvantages. 
Adding annotations manually can be very time-
consuming and the annotations can be subjective and 
therefore inaccurate [1]. On the contrary, systems that 
are able to perform retrieval that is based on actual 
content of the image are referred to as the content-
based image retrieval (CBIR) systems. 
The system has to be able to recognize 
objects in the image in order to retrieve the images 
successfully. It has recently been shown that the 
interest points can be utilized for this purpose [2]. An 
interest point is a point in the image where the signal 
changes in two dimensions (for example corners, 
junctions, black dots in white background, etc.). 
There are three categories of interest point detectors 
in the literature, which include contour based, 
intensity based and parametric model based methods. 
Most of those methods are based on one of the basic 
principles: the Harris [3], the Harris-Laplace [4] and 
the Laplacian-of-Gaussian [5] interest point detectors. 
CONTENT-BASED IMAGE 
RETRIEVAL SYSTEMS 
The existing content-based image retrieval 
systems process the image in a number of phases. The 
low-level features are extracted from the image in the 
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initial step of the process. Many low-level feature 
extraction algorithms have been designed and their 
results have been described in a large number of 
articles. Features that are used very frequently are 
color, texture, spatial location and shape, but novel 
features are still needed [6]. The extracted low-level 
features are related to human semantics to improve 
the accuracy of the retrieval. The image retrieval 
systems often fail in relating low-level features to 
semantic characterization. The discrepancy between 
the low-level features and the richness of human 
semantics is referred to as the "Semantic gap" [1]. 
We can distinguish three major categories of 
techniques that are used to narrow down the semantic 
gap [7]:   
    • utilization of machine learning methods 
to associate low-level features with query concepts;  
    • utilization of object ontology to define 
high-level concepts;  
    • utilization of relevance feedback to learn 
users’ intention.  
OUR APPROACH  
We believe that the most accurate results can 
be achieved only when a combination of all three 
approaches is used. Our approach is based on 
utilization of machine learning algorithms followed 
by image segmentation and description of the 
relationships between the segments with an 
undirected weighted graph. Afterwards, the object 
ontology is used to improve the classification 
performed by the learning algorithm. 
Machine learning techniques are used to 
obtain high-level semantics based on the low-level 
features. There are two basic types of machine 
learning techniques [8]: supervised learning and 
unsupervised learning. Supervised learning aims at 
predicting the value of an outcome measure (e.g. 
semantic category label) based on a set of input 
measure (i.e. the low-level features). In unsupervised 
learning, on the contrary, there is no outcome 
measure, and the goal is to describe how the input 
data are organized or clustered. From many existing 
 unsupervised learning algorithms the Support Vector 
Machines (SVM) [9] seems to be very promising one. 
The segmentation can be either complete or 
partial [10]. In the former an image is divided into 
separate homogeneous regions. The homogeneity can 
lie in brightness, color, texture, etc. To achieve 
complete segmentation of a complex scene 
cooperation with higher levels of processing is 
necessary. 
Therefore we introduce a graph 
representation of the partially segmented image. A 
graph [11] is a pair  of sets, where  
represents the set of vertices (or nodes) of the graph  
and elements of  are its edges. We shall assume that 
. If a weight is assigned to each edge the 
graph is referred to as a weighted graph. In our case, 
the weight reflects how large the common area of the 
segments is. The edges can be found only between 
vertices representing objects that neighbor with each 
other. 
After that the graph is related to semantics 
that is described with utilization of the object 
ontology [12]. The so-called "object ontology" is in 
essence a simple vocabulary of intermediate-level 
descriptors which provide qualitative definition of 
high-level concepts. By the term high-level concepts 
we understand abstract objects from real world like 
sky, lake, forest etc. With utilization of this ontology, 
for example lake can be described as "low, uniform, 
and blue region", where low refers to spatial location, 
uniform refers to texture and blue refers to color 
feature. 
Finally, during the actual retrieval, the user 
of the system is brought in the retrieval loop to reduce 
the semantic gap. This is done by means of so-called 
relevance feedback [13]. The idea behind relevance 
feedback is to show the user a list of images retrieved 
after the initial search, ask the user to judge the 
results (whether each image is relevant or irrelevant), 
and modify the parameters of the underlying system 
to accommodate users' intentions. This process can be 
repeated and the results are refined in each iteration 
to provide the user with best possible results. 
The whole process (feature extraction, 
segmentation, graph representation and object 
ontology) was implemented in the Rapid Miner 
platform which will be described in next section. 
RAPID MINER 
Rapid Miner 2  is the world-leading open-
source tool for data mining. The first version has been 
developed at the University of Dortmund and it is 
available under AGPL license. Number of users all 
around the world reaches over hundred thousand. 
Rapid Miner includes hundreds of methods that can 
be used for data loading, data modeling and data 
visualization. It also includes an extensive set of 
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learning methods (almost 250 different data modeling 
algorithms). 
The design of Rapid Miner is based on 
concept of modular operators which define an input 
and an output. The operators can be placed one after 
another and connected together. Some operators can 
be placed inside other operators. The connected 
operators are referred to as a tree of operators. Leaves 
in this tree represent simple operations while inner 
nodes (with the degree of at least one) represent more 
complex or abstract steps. The XML (eXtensible 
Markup Language) is used as a means for description 
of the tree of operators. 
Image Processing Extension 
Although Rapid Miner includes a lot of data 
mining methods it lacks the support for image 
processing and extraction of features from images. 
Our main objective was to address the absence of 
image processing methods and to develop an 
extension that will provide number of methods for 
advanced image processing and feature extraction 
from images. The extracted features can be used as an 
input for other (already available) operators that will 
classify the images in different classes or perform 
other data mining operations. 
By now, the developed extension [14] 
includes over one hundred operators that are divided 
into following groups: 
  
    • input/output operations,  
    • preprocessing,  
    • feature extraction,  
    • segmentation,  
    • visualization.  
 
The group of preprocessing operators 
includes number of linear as well as nonlinear (e.g. 
median) filters, conversions between different color 
models (currently supported color models are RGB, 
HSV, IHLS, YUV, CIELab and CIELuv), denoising 
operators etc. Feature extraction operators comprise 
many operators related to medical image processing 
(e.g. Block difference of inverse probabilities -- 
BDIP, Block variation of local correlation coefficient 
- BVLC) as well as operators commonly used in 
object detection (the so-called Haar-like features). 
The edge detection segmentation is an example of a 
simple segmentation method while Markov Random 
Fields (MRF) is an example of an advanced one. 
Operators that allow us to view the results can be 
found in the group of visualization operators. 
RESULTS 
The work on content based image retrieval 
system still continues but there are not any 
meaningful results yet. We are now in the phase of 
testing the proposed system. We successfully 
implemented a number of tasks that are popular in the 
field of object recognition to test the system. 
 Two of the tasks were sky area identification 
in images [15] and water area identification in images 
[16]. The low level features were used as an input for 
a learning algorithm (SVM in both cases). We were 
very successful in the former task (the model 
achieved accuracy over 95% on validation data set), 
on the contrary, the latter task proved to be rather 
difficult and the results (the model achieved accuracy 
only 67% on validation data set) are not as good and 
thus will be subject to improvements. 
We decided to test currently widely used 
interest point detectors to see whether they will be 
suitable for our purposes or whether we will have to 
design and implement our own interest point detector. 
Particularly, the Harris-Laplace detector [4], the Fast 
Hessian detector [2] and the Difference of Gaussian 
(DoG) detector [5] were tested. The results we 
obtained when testing the detectors with respect to 
the change of lightening conditions are described in 
following sections. 
Evaluation of Interest Point Detectors 
The repeatability rate is used to evaluate the 
described methods. The repeatability rate  for 
image  is defined as 
 
 
(1) 
 
where  equals to the number of point pairs  
which correspond within an neighborhood,  and 
 are the number of points detected in common part 
of images  and . The detailed description of the 
repeatability rate is described in [17]. 
Two databases were used to evaluate the 
interest point detectors. The first database was The 
USC-SIPI Image Database volume Miscellaneous3 . 
We will refer to this database as to the USC-SIPI 
Image Database in what follows. This collection 
contains thirty eight color and grayscale images with 
different sizes, depicting different scenes. The sizes 
varied between 256x256 and 512x512 pixels. Since 
the interest point detectors are able to work only with 
grayscale images the color images were converted to 
grayscale. 
The second database was the Background 
category of the archive of the Caltech Computational 
Vision Group4. This database will be further referred 
to as the Caltech database. This collection contains 
four hundred and fifty one images of assorted scenes. 
There are fifty four images of size 378x251 pixels 
and three hundred and ninety seven images of size of 
223x147 pixels. 
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http://sipi.usc.edu/database/database.php?volume=mi
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The repeatability of selected interest point 
detectors was investigated in three different 
scenarios. Firstly, we tested the influence of the 
decrease of light in the image on the repeatability. 
Secondly we tested how the increase of light 
influences the repeatability. Finally, the repeatability 
was measured after performing histogram 
equalization. 
Darkening and brightening the image  
Darkening of the image was achieved by 
scaling the Red, Green and Blue components of the 
image with a certain scale factor. To put it more 
simply, every value in each color component matrix 
was multiplied by a number (less than one in this 
case) and clipped to minimum value. We refer to this 
number as to the darkening factor. Brightening of the 
image was performed in a similar way. The only 
difference here is that the number (brightening factor) 
is greater than one and the resulting values are 
clipped to maximum value (value of 255 in the 8 bit 
representation). 
Histogram equalization 
The description of histogram equalization is 
a little more complicated. Let us consider a discrete 
grayscale image  and let  be the number of 
occurrences of gray level . The probability that a 
pixel of level  occurs in the image is  
 
 
 
(2) 
 
where  is the total number of gray levels in the 
image,  is the total number of pixels in the image, 
and  is the image's histogram for pixel value , 
normalized to . 
The distribution function (sometimes also 
referred to as the cumulative distribution function -- 
CDF) corresponding to  is defined as  
 
 
(3) 
 
This equation also describes the image's accumulated 
normalized histogram. 
Now, we will define a transformation of the 
form  which will produce a new image , 
whose CDF will be linear across the range of all 
values  
 
(4) 
 
 for some constant . 
Since the CDF is an increasing function it 
allows us to perform such a transform. It is defined as  
 
 
(5) 
 
 Observe that the transform  maps the levels 
into the range . To map the values into their 
original range, we need to apply the following 
transformation on the result  
 
 
(6) 
 
The tone curves of the image are changed and the 
details in the flat regions of the image are brought up 
during the histogram equalization.[18] 
 
 
Fig. 1: Brightening - The Caltech database 
 
 
 
Fig. 2: Darkening - The Caltech database 
 
We created three processes to evaluate each 
scenario in detail. The testing was performed on a 
personal computer with an Intel Core 2 CPU 
(Pentium R @ 2,8GHz) with 4GB of RAM. The 
adjustable parameters of interest point detectors were 
chosen so that the number of interest points detected 
by each detector was similar. 
Seventeen values for different brightening factors 
were collected during the brightening test. The 
darkening test was performed for sixteen different 
values of the darkening factor. The impact of the 
change of the brightness of the images on 
repeatability is shown in figures 1 to 4. It can be seen 
that the Fast Hessian and DoG detectors perform very 
similarly while the Harris-Laplace detector slightly 
outperforms the first two detectors in the brightening 
test. On the other hand, in the darkening test the 
results of Harris-Laplace detector are rather poor in 
comparison to the other two detectors. 
 The results of histogram equalization test are 
gathered in tables 1 and 2. 
 
Fig. 3: Brightening - The USC-SIPI Image Database 
 
 
 
Fig. 4: Darkening - The USC-SIPI Image Database 
 
 
Histogram Equalization – The Caltech Database 
 Fast 
Hessian DoG 
Harris-
Laplace 
Repeatability % 65,39 56,3 71,99 
 
Histogram Equalization – The USC-SIPI Image Database 
 Fast 
Hessian DoG 
Harris-
Laplace 
Repeatability % 64,45 53,9 72,53 
 
The difference in the behavior is caused by 
the fact that the Harris-Laplace detector is a corner 
detector while the DoG and Fast Hessian detectors 
respond to blob-like areas. Blobs are vague in shape 
but usually larger in size and more significant in 
terms of the change of intensity between the 
neighborhood of the blob and the blob itself. In other 
words, the corners are less and less visible during the 
darkening of the image while blobs remain visible in 
the image. This is, however, not true for brightening 
process. The corners as well as the blob-like areas 
remain visible even for quite large brightening 
factors. 
CONCLUSION 
In this article, the concept of content based 
image retrieval was described. Special attention was 
paid to the utilization of interest points which seem to 
 be a promising direction in the field of object 
recognition and consequently in the content based 
image retrieval itself. To decide which interest point 
detector from a wide range of currently available 
detectors will be used in the system we evaluated 
three of them on two different databases that contain 
altogether four hundred and eighty nine images. 
Particularly, the Harris-Laplace, the Fast Hessian and 
the Difference of Gaussian detectors were tested.  
The interest point detectors performed very 
similarly. The only difference was the behavior of the 
Harris-Laplace detector during the darkening test. 
The Fast Hessian slightly outperforms the DoG 
detector and it is also faster in processing (according 
to our measurements). Therefore we will incorporate 
the Fast Hessian detector in our system. 
We plan to utilize the Tiny Images Dataset 
[19] which contains over 79 million images with 
resolution of 32x32 pixels for further testing of the 
system. A small subset of this huge dataset contains 
manual annotations so they can be used for the 
evaluation of the accuracy of the image retrieval. 
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