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Abstract Thinking about the future in a scientific manner is
often characterised by an illusion of knowledge, leading to
precarious one-sidedness and false conclusions. The reasons
for this are misinterpretations of core scientific concepts as well
as vested interests in knowledge creation and scientific advice;
these misinterpretations and interfering interests can prevail
because there is no coherent set of rules on what a scientific
enquiry into the future could look like. To provide a foundation
for further discussion, this article takes the knowledge illusion
seriously and drafts some epistemological concepts and meth-
odological rules that could bridge this gap. Ways to think about
the future in a scientific way correspond to scientific anticipa-
tion instead of knowledge creation, to a complex analytical
worldview instead of determinism, to discourse and scepticism
instead of critical rationalism, to illustrative thought experi-
ments instead of explanatory prognoses, and to plausibility
instead of probability. The concepts and rules for a scientific
enquiry into the future developed in this article can help to
clearly differentiate between multiple prognoses and scenarios,
and to evaluate scenarios by scientific means.
Keywords Philosophy of science . Theory and
methodology . Prognoses . Scenarios . Probability .
Plausibility . Knowledge
Introduction
Foresight has become more relevant in modern times as the
world is characterized by complex relations and uncertain
developments [1, 2]. More and more scientists form various
disciplines think about future developments for the next 10 to
15 years using prognoses or creating scenarios. However,
prognoses and probabilities have nothing to do with the future
and scenarios are not per se a valid scientific instrument to
think about the future. Moreover, thinking about the future in a
scientific manner is often characterised by an illusion of
knowledge and leads to precarious one-sidedness and false
conclusions.
A first indication of an illusion of knowledge in science
exposing the future is obvious: Scientific studies about the
future are characterized by a huge variety in outcomes. An
analysis of 90 scientific examinations of China’s future –
which included books, articles, anthologies, working papers
and presentations, authored by economists, scientists form the
field of future studies or futures research1, political or regional
or other social scientists – revealed that statements about the
future of China (capturing the political and economic system)
vary widely [3]. They spoke of China as a stable democracy
with a market economy; as a monolith autocratic state regu-
lating a capitalist system with Chinese characteristics; as a
fragile autocratic one-party system facing serious economic
and social deficiencies; as a fragile democratic system threat-
ened by domestic power hubs and a distorted economy; as a
network-based polity in combination with crony capitalism; as
a failed state of warlords; and so on [3].
Most studies claim to know what China’s future will look
like. As judging statements about the future to separate the
true from the false ones is impossible, the loudest voice among
different scientific studies about China’s future can create an
illusion of knowledge. Such illusions sometimes have ideo-
logical traits so that they can “manifest themselves in, or
underlie, the thought, speech, aims, interests, ideals, ethical
1 For a discussion of similarities and differences between futures research
and future studies see The Millennium Project [48] and Pentti Malaskas’
arguments [73].
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standards, actions – in short, the behaviour – of an individual
human being.“[4, 5]. Hence, the illusion of knowledge in
thinking about future is a serious problem, especially because
it affects the way we plan and act strategically to shape the
future, for instance in foreign policy.
Thinking about future using an illusion cannot be scientific,
so the guiding question of this article is: How can we think
about the future in a scientific way? This question refers to
social scientists in general because they all think and write
about the future and because they all – economists, futurists,
political or other social scientists – claim to do it in a scientific
way. First I illustrate four root causes for the illusion of
knowledge in scientific thinking about the future before I draft
some rules on how to think about the future or what a scien-
tific enquiry into the future (SEF) could look like.2
The illusion of knowledge
A forgotten fact about prognoses
It should be clear that the future – a fundamental but virtual
phenomenon of time, the thing we can just speak about in
hypothetical terms because it simply has no factuality [6–9] –
cannot be known. The future is highly uncertain because we
can neither fully grasp causes and effects nor all possibilities
of future change in structures [3]. This becomes obvious if we
think about future as history to-be: “If history is made bymen,
it cannot be foreknown” [10]. Although no one can know the
future, social science still tries to do so because of a deep-
rooted misunderstanding about scientific knowledge. In order
to elaborate my argument, I need to go into details here:
Science is the systematic, methodological, intersubjective
creation of knowledge that is justified as true [11–14].What is
true knowledge?
One form of knowledge is based on the idea of causal
relations. This causal concept of knowledge is based on strict
and immutable interrelations (e.g. X causes Y). Natural sci-
ences use causal justification but it is very problematic in the
social sciences. The reliable concept of knowledge holds that
correlations cannot always be strict and immutable, instead
using probability as an indicator for the reliability of themethod
used to justify a conviction as knowledge (e.g. X probably
causes Yunder certain conditions) [15]. As there is no universal
method to explain phenomena in social sciences, probability
cannot be an objective indicator [16]. If there is more than one
method to justify knowledge, there must be more than one kind
of knowledge. The contextual conception of knowledge inte-
grates this assumption by highlighting the role of different
perspectives on knowledge – a scientific versus an everyday-
life perspective, for instance. All concepts of knowledge can be
found in various combinations, and it is plausible to assume that
a final definition of knowledge is impossible [15, 17]. If there is
more than one form of knowledge, it follows that there is more
than one form of truth as well.
Three epistemic theories of truth are worth mentioning
here. The pragmatic theory of truth excludes the assumption
of a universal truth and states that statements can only bemade
true by verification and acceptance. In this theory knowledge
has an instrumental character, with the disadvantage of also
accepting lies as truth as long as they are useful [18]. The
consensus theory by Jürgen Habermas defines truth as a
conviction that obtains approval in a non-hierarchical dis-
course in which every participant has the chance to verify
and criticise [19]. Whether such a discourse ever comes to an
end is a question. The correspondence theory of truth in-
volves the comparison of convictions with other scientific
statements. Truth therefore cannot be attributed to a single
statement. Instead it is inherent to coherent, bias-free theory
systems. In this sense truth is always temporary and dependent
on context [18]. As Hans Poser puts it, science cannot expect
conclusions that are true in a general or universal sense but
only general statements temporarily accepted as true [12].
This short discussion on knowledge and truth leads to an
important insight: No matter which concept of knowledge or
theory of truth is used in science, justification is needed to
create acceptance, consensus, or coherence. The important
question is not if a statement is eventually true or false because
it could be true or false by chance. Muchmore important is the
question of how science justifies the assessment of true and
false convictions [15].
Because justifications must be able to answer the question
why something is true, they are usually explanations. As
explanations can never be universal (in the social sciences),
they need to adequately meet four conditions to be accepted as
a justification: The first condition indicates logical reasoning
to explain something (the object of explanations is called
explanandum). The second condition indicates the usage of
a scientific law (an accepted theory) and a reference to why it
can be applied for a certain explanation (scientific laws and
basic conditions are called the explanans). The third condition
indicates that the explanans has empirical significance and can
be attributed to experience. The fourth condition indicates that
the explanans must be true [12].
Adequately meeting these conditions is not easy. Scientific
laws in social sciences cannot be universal, so they are also
explanations and therefore temporary until they are – as Karl
Popper pointed out – falsified [14, 20]. Because of the inherent
possibility of falsification, all explanations in social science
(explicitly or implied) use probability as a criterion for reliability.
All explanations using probability as a criterion are prog-
noses by definition. This means that all explanations in social
science justified as true are in fact prognoses because theories,
2 These rules derive from my dissertation, published in German in early
2013 [3].
31, Page 2 of 9 Eur J Futures Res (2014) 15:31
scientific laws, and explanations are not universal. Taking into
account that the explanans needs to manifest empirical signif-
icance, it also becomes clear that prognoses by definition are
scientific statements about the past, not about the future [3].
This fact went missing over time or is widely ignored
despite the emergence of chaos theory and its implications
for unpredictability [21]. Prognoses, contrary to the original
concept, are assumed to create at least probable knowledge
about the future when, in fact, they create knowledge about
the past and probabilities have nothing to do with future.
The open questions about future studies and scenarios
More than others, futurists are aware of the fact that prognoses
are problematic instruments to think about the (long-term)
future. They were the first using scenarios systematically as
an instrument to expose the future in a scientific way. Today,
scenarios have become fashionable among social scientists
from various disciplines [22, 23].
Scenarios are illustrations of possible pictures and histories
of alternative futures. By definition, scenarios do not explicitly
refer to probability or claim to reduce the future’s uncertainty
[6, 22–24]. As the heart of future studies [24], scenarios are
assumed to be scientifically better than prognoses when it
comes to the challenge of addressing uncertain long-term
developments. This is accepted in general but there are three
important caveats:
First, future studies and futures research are de facto scien-
tific disciplines but it is still discussed how scientific these
discipline actually are [25]. This discussion is fueled by futurists
who rightly highlight the role of creativity, fantasy and art
[26–28], unfortunately giving scenario building an esoteric
touch.
Second, 50 years of methodological development [6, 23,
29, 30] have created – to use the words of the famous French
futurist Michael Marien – a “methodological fog” [31], mak-
ing it harder to define what scenarios are and how they can be
constructed in a scientific way. “Today, the question of what
scenarios are is unclear except with regard to one point – they
have become extremely popular” [23].
Third, comprehensive foundations for a discipline of future
studies or futures research are still missing [6, 32–36]. Of
course, there is progress on the methodology and theory front
of future studies to find ways to create better scenarios.3
However, rules for how to distinguish between good and
bad scenarios in a scientific sense are still missing because
rules to judge methodology or theory cannot be found in
theory or methodology in itself.
Moreover, because prognoses have neither proved useless
[36, 37] nor dismissed as an instrument to address the future
[3], there is also no coherent set of rules to distinguish scenar-
ios from prognoses and other forms of exposing the future.
That said, it is no surprise that scenarios are often camouflaged
prognoses, decorated with some creative ideas and presented
as a compelling story [3].
The scientific community’s hunt for knowledge
Science is a social system of collective knowledge, and sci-
entific progress is a social phenomenon focusing on the pro-
liferation of knowledge through research and trans-
generational transmission at universities [38].
There are three major theories about scientific progress,
and all three concern knowledge creation. Karl Poppers ex-
plains progress in theory development by falsification [14],
Thomas Kuhn explains revolutions in research by changing
paradigms [39], and Imre Lakatos describes progress in re-
search as rational group behaviour [3, 12, 40].
Lakatos’ theory of research progress offers an explanation
of why knowledge creation is so important within the scien-
tific community, showing too why an illusion of knowledge
about the future is persistent. Competing research programs
need to create more knowledge than others to survive. For the
individual scientist there are strong incentives to conduct and
publish research that adds to the research program’s pile of
knowledge. Doing so proves the relative quality of the re-
search program. This not only serves the program’s rational
interest to survive but also the individual scientist’s recogni-
tion and reputation. As a social process, science is intrinsically
not free of individual and group interests [41–43].
In addition, the normative ideal of the universal law in
social science still exists [12]. It was perhaps Karl Popper’s
critique of the universal truth claim and his orientation on
rational falsification that promoted the search of universal
laws and ideal explanations [6]. Even the long discourse on
the progress of science, started in the beginning of the 20th
century, until today was not able to put the role of universal
laws and ideal explanations into perspective [3, 12, 39, 40, 44,
45]. Social scientists tend to think about scientific progress in
the sense of knowledge creation or at least further approxima-
tion through more and better scientific explanations. The
scientific community’s hunt for knowledge easily leads to an
illusion of knowledge about the future.
The desire for security in scientific advice
Studying and solving practical problems is the social sciences’
ultimate concern [43], and science claims to facilitate a “better
life” [12] through scientific knowledge and social engineering
[46]. Science therefore claims to support (societal) decision-
making and planning, for instance in politics [47]. In addition
to this supply side, a demand side for scientific advice thrives,
creating a market for scientific advice on long-term future
3 See for example the discussions on Integral Futures and Causal Layered
Analysis in the 2nd issue of Futures in 2008.
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developments (in a broader sense, including all kind of orga-
nizations, not only from the political sphere) [48–50].
The future causes a special dilemma for planning and
decision-making. On the one hand, it is inevitable for organi-
sations (and of course also for individuals) to plan for the
future [48]; on the other hand, approaching the future means to
plan for the unknowable. Long-term planning and strategic
decision-making is very difficult as they are laden with uncer-
tainty, making decisions insecure with regard to their out-
comes. Decision-makers can never know if they will make
the right decision because they cannot fully grasp the current
situation and they cannot foresee future developments. The
more distant the future, the higher its uncertainty, and the
higher the insecurity of present planning and decision-
making situations in which scientific advice is highly wel-
come to generate good arguments as to why deciding for or
against a certain strategic option [3].
Decision-makers have a strong interest in making their
uncertain decisions more secure because success depends on
decisions. Knowledge about the future is highly welcome
because such knowledge is assumed to make insecure plan-
ning processes and decisions more secure for several reasons.
First, scientific knowledge can deliver relatively secure
answers to complicated questions about an uncertain future
because it is assumed that scientific knowledge is superior to
everyday knowledge. An obvious example is the emerging
role of expert opinion in politics. This trend is so powerful that
Weingart and Lentsch rightly speak about a scientification of
politics [49, 50]. Second, knowledge can be exploited for
strategic interests. In scientific advice, knowledge has to meet
a certain set of criteria to be relevant: It has to be true in a
scientific sense so that it is ‘epistemically robust’, and it has to
be usable for political means so that it is ‘politically robust’
[50]. The latter means that in a context of scientific advice,
scientific knowledge must be related to political interests.
From this follows the third criterion, that knowledge can be
easily used as a means to legitimise and justify a decision [1, 7,
47, 50–53]. In sum, more scientifically justified knowledge
about the future is often equalized with more security [3, 50].
Scenarios are useful tools for strategic decision-making and
planning. The reason is that they can create a platform for
communication, promote proactive and critical thinking, lay
foundations for organizational strategic conversations, and
help organisations to learn [23, 54–56]. In the end, however,
scenarios cannot deliver what planners and decision-makers
think they need the most: authority through secure decisions,
based on rationally justified knowledge.
Would-be scenarios in the form of multiple prognoses are
in turn assumed to be very useful to make insecure strategic
situations more secure as they are meant to represent justifi-
able knowledge.
However, a high demand in scientific advice and a clear
preference for prognoses or other forms of would-be
knowledge about the future prevails because they are per-
ceived as the pure form of knowledge about the future.
Warnings and reservations: the illusion of knowledge
There is a paradox in the scientific knowledge creation about
the future. From a methodological perspective the knowledge
paradox emerges from the fact that the more prognoses and
scenarios produce scientific knowledge, the less they can
expose the future in a scientific sense. Prognoses are probable
explanations about the past. The more elaborated and sophis-
ticated they are, the better they can approximate truth, the
more they can predict the past, thereby becoming an useless
instrument to expose the future in a scientific way. Scenarios
are illustrations about alternative possible futures but the more
scientific knowledge they create, the more they transform into
multiple prognoses, the less they are useful as an instrument to
scientifically expose the future.
The more a method aims to create scientific knowledge
about the future by reducing its uncertainty, the more it must
fail for a very simple and obvious reason: The future is
uncertain and we cannot know the future. The knowledge
paradox is reinforced by strong individual and group interests
in knowledge creation among scientists (that includes would-
be knowledge about the future to reduce its uncertainty) and
among recipients (to reduce insecurity of strategic planning
and decision-making).
With this knowledge paradox is dealt in two ways. One way
is to apply ceteris paribus clause in scientific knowledge
creation about the future. Another way is to apply a rebus sic
stantibus clause in scientific advice that can often be found in
concrete recommendations for strategic planning purposes. The
ceteris paribus clause states constant cause and effect interre-
lationships over time and works as an analytical instrument to
reduce complexity. This clause is perhaps useful for prognosis
about the past but it is useless to create knowledge about the
future because the price is much too high: Assuming constant
interrelationships between causes and effects over time means
neglecting structural and dynamic complexity, making future
developments a linear extrapolation of the past, which in turn
enforces a deterministic world view in which a free will cannot
exist [3]. The rebus sic stantibus clause states that circum-
stances (of a certain situation) do not vary over time. Making a
strategic plan or a decision is much easier under this assumption
because it simply excludes dynamic complexity. The price for
this assumption is high because strategic planning and decision
making is then made under the assumption that there is a best
decision to be made and that outcomes can be foreseen and
controlled. Decisions made under this assumption inherently
cause incidental consequences and can even create risks and
threats to society, as Ulrich Beck pointed out [57].
Both ways to handle the knowledge paradox in a SEF may
appear unproblematic at a first glance but, as my empirical
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evaluation of studies on China’s future showed, it can easily
lead to an illusion of knowledge that disqualifies a SEF [3]. The
inconsiderate use of (multiple) prognoses about the future –
although sometimes explicitly stating the overall caveat of
ceteris paribus or rebus sic stantibus – is a root-cause of a
strong and, especially in the case of scenarios camouflaged as
multiple prognoses, very convincing illusion of knowledge.
In that context, political robustness meets epistemic robust-
ness in the illusion of knowledge, control, and security about
the future, opening the door for a politicization of science and
a would-be scientification of politics. AsMichael Greven puts
it, supposed political problem-solving and scientific research
epistemically integrate into a political-scientific power com-
plex [58]. The illusion of knowledge about the future clearly
verges on ideology.
Confronted with the fact that (multiple) prognoses only
create an illusion of knowledge instead of scientific knowl-
edge, scientists might answer that they are using the best
instruments available. One is reminded of the person holding
a hammer and seeing every problem as a nail (according to
Paul Watzlawick).
It is by nature impossible to rationally dissolve this dilem-
ma because knowing the future remains a paradox. However,
there are ways to reduce illusions and prevent one-sidedness
and false conclusions.
Ways to think about the future in a scientific way
From knowledge creation to scientific anticipation
The human brain is trained to anticipate future developments.
The capability of mental time travel into the future, or the
construction of alternative, possible situations “may hold the
key to the evolution of such characteristically human phenom-
ena as agriculture, morality, philosophy, science, technology,
and trade” [59]. Our cognitive capacity to anticipate complex,
alternative environments to think and plan ahead makes us
human [60]. Anticipation of the future is indeed based on
knowledge about the past but anticipating is not the same as
knowing the future – in everyday life as well as in science. Of
course the social sciences want to supply a crystal ball [61] but
this desire will be unfulfilled. Moreover, a crystal ball is not
needed (or even counterproductive) to expose the future.
For anticipation, the linear path from not knowing to scien-
tifically knowing something [62, 63] is of minor importance.
To think about the future in a scientific way we have to accept
that we cannot know the future. Not knowing the future means
to know that some parts of the puzzle are and will always be
missing [9]. That does not mean that we do not know anything
about the future.
We can, for instance, explain how the transformation of
political systems worked in the past. More precisely, we can
use prognoses to predict how it most likely happened in the
past. We can also explain that ceteris paribus assumptions are
not valid for long-term future developments. Hence, we do not
know how a political transformation will take place in the
future. However, we know something about what could hap-
pen under certain conditions without being able to clarify what
‘could’ in this context means. Following that, accepting that
the future is essentially not knowable still allows anticipation
of and strategic thinking about alternative futures [54, 55, 64].
For a SEF, it might be useful to think in terms of anticipation
rather than in terms of knowledge and knowledge creation.
From determinism to complexity
If knowledge is not a central concept in a SEF, it is just logical
to assume that we live in a world that cannot be known or
scientifically explained. A deterministic worldview with clear
causal relationships and determined structures is already con-
sidered an antiquated worldview. Unfortunately, the ceteris
paribus caveat is far too often overlooked or ignored. Then,
the analytical category of a deterministic worldview trans-
forms into an unintentionally accepted truth and one may
belief that the future is actually foreseeable and controllable.
First, thinking about the future in a scientific way means to
be transparent and clear on the worldview taken as a basis.
Second, it is very useful for a SEF to be clear in one’s mind
that our world is not deterministic, not eschatological, not easy
to understand, and of course not to predict because for exam-
ple of contingency in human behaviour [65, 66] and emer-
gence in social systems [67]. In short, a worldviewwith a clear
reference to complex structures and complex dynamics is
more adequate for a SEF than a simplistic worldview because
there are always more things and possibilities of change that
we can grasp, oversee, understand or know.
From critical rationalism to discursive scepticism
According to Kurt Hübner, history is characterized by ambi-
guity, uncertainty, absurdity, nonsense and error [32]. Weber
must have had a similar concept in mind when he stated that
the social sciences can never explain things universally but
only partly and always temporarily. Francis Bacon had already
pointed out that ‘truth is the daughter of time’ [68]. Popper’s
notion of critical rationalism was the first attempt to create
scientific knowledge against this background. In his view,
scientific knowledge (about what already happened) is ratio-
nally justified, incomplete, temporary, falsifiable, critically
reflected, created in discourse and related to the factual and
in principle observable. No wonder critical rationalism turned
out to be an important and useful guiding principle for science.
It is helpful to think about the future as an open and
inherently contingent room in time without facticity, fluid
structures and dynamics. Future does not have a logical frame
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of references, and future events cannot be falsified before they
happen. Thinking about the future eludes probability and must
be based on the concept of multiple, alternative but hypothet-
ical futures, which can only be mentally constructed [68–70].
Thus, probable explanations and prognoses about the future
are impossible and critical rationalism cannot be a valid guid-
ing principle for exposing the future in a scientific way.
Still, rational justification is important for a SEF to explain
what happened so far (past) because herein lie all foundations
for future developments. However, rational justification
should not be overrated. First, because there are always mul-
tiple and sometimes incommensurable perspectives on what
happened in the past. Second, because there is no way to
calculate complex long-term dynamics.
A SEF should allow for scientific statements about possi-
ble, alternative developments. Explanations cannot be used to
justify these statements because they are prognoses about the
past. Another form of explanations is needed instead. The
justification of alternative mental constructions needs progno-
ses with the aim to illustrate rather than to explain future
developments. Prognoses just illustrating rather than
explaining future developments (leaving out the questionwhat
that is for now) can create a justification for mental construc-
tions but only under the condition of acceptance by others.
Following that, and having in mind that prognoses about the
future are much more uncertain than about the past, the role of
critical discourse in a SEF is fundamental.
The concept of a SEF as described here is actually not so
different from the definition of normal science. This definition
just highlights why thinking about the future needs more
discursive scepticism. However, the introduction of so-called
‘illustrative prognoses’ [9] has major consequences on the
rules of “the game called in empirical science” as Popper
described it [14].
From explanatory prognosis to illustrative
thought experiments
Poser describes five different forms of so-called methodolog-
ical regulations that are based on a broad yet eclectic integra-
tion of works from Stephen Toulmin, Stephan Körner, Kurt
Hübner and Yehuda Elkana [12]. Because methodological
regulations are numerous, I just want to highlight some basic
rules. Although only described superficially, these regulations
can help to compare and evaluate diverse forms of future
studies as scenarios, prognoses or risk analysis roughly from
different points of view. Hence, they can make the products of
future studies accessible for a more comprehensive and deeper
analysis.
Cognitive interest First, the aims of doing research (the cog-
nitive interest) in a SEF cannot include concrete recommen-
dations for how to act in the face of an uncertain future, as
thinking about the future cannot reduce uncertainty or insecu-
rity. Recommendations can of course include descriptions of
possible ways to proceed, depicting a room to manoeuvre
instead of giving concrete advice for how to act successfully
because there is nothing like a best strategic choice in terms of
objectivity. In addition, an important cognitive interest in a
SEF might be the critical reflection of our cognitive patterns
and biases influencing our thinking about future long-term
developments (as well as about the past).
Research perspective Second, as future developments do not
care about selective perspectives of disciplines and theories,
the object of investigation can be defined very narrowly but
thinking about its uncertain future developments needs to
involve a comprehensive, interdisciplinary and broad perspec-
tive. Thinking about the future of China’s political sys-
tem, for instance, it might be useful to include economic,
social, and even technological and ecological perspectives
and influences.
Analytical concepts Third, a broad perspective calls for an
open definition of elementary, analytical concepts and their
relation to each other. The most important elementary con-
cepts in social science refer to the human being and its social
behaviour. For a SEF, it is not of primary importance which
concept of an analytical idea of the man is used (e.g. the homo
oeconomicus or the homo sociologicus) but how many alter-
native concepts are equally considered. Another set of impor-
tant concepts refers, for instance, to collective behaviour or the
transformation of social systems. To think about alternative
future developments, multiple perspectives in the sense of
competing instruments to understand and explain social trans-
formation could be helpful. That self-critical notion is already
integrated in the concept of a scientific thinking about the
future, and it is even more important to reflect it on a meth-
odological layer in a SEF.
Accepted questions and answers Fourth, there are some rules
concerning acceptable questions and answers in a SEF.
Thinking about future means to address “what if?” questions.
To answer this kind of questions with plausible illustrations of
alternative developments, further questions have to be accept-
ed as well, first and foremost questions about what science can
know about the past and what not. The stand-alone “what will
be?” question is not acceptable for a SEF.
Hard core Fifth, there are some rules regarding what Lakatos
called the ‘hard core’ of a discipline, the rational-
methodological equivalent of the metaphysical worldview
[12, 40]. Here it is useful to understand the ‘hard core’ as a
concept of science’s formal codification instead of a set of
non-falsifiable axioms with empirical relevance, as Lakatos
defines it. I understand the hard core as a guiding principle for
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research activities related to a SEF and for the structure of
reasoning in its products. I distinguish between a paradigmat-
ic, a paradigm-critical, a dogmatic and a sceptical hard core. A
‘sceptical attitude’ against knowledge is coherent with the
definition of a SEF given above, while a ‘dogmatic attitude’
is obviously less useful, and a paradigm-critical hard core is
supposed to be more coherent than a paradigmatic core.
Sources of knowledge Sixth, the hierarchy of our sources of
knowledge differ from the hierarchy we use to create knowl-
edge about the past because the future has no facticity.
“Sources of knowledge can be sense-experience, ratiocina-
tion, revelation, authority, tradition, analogy, competence,
originality, novelty, beauty, and many others” [71]. Some of
these forms are presumed to be obsolete even though they still
have an impact. For my aim it is sufficient to stress that
sources can come from a spectrum between experience (like
observations and experiments) and pure reasoning (like
thought experiments). As observations and experiments bow
out as sources of knowledge about the future, a clear prefer-
ence for thought experiments illustrating future developments
seems to be adequate. Max Weber defines a thought experi-
ment as an instrument we can use to construct relations
between cause and effect under the assumption of an objective
possibility. Our reality-oriented fantasy, to follow Weber, de-
termines what can be defined as possible or impossible [43].
That said, experience-based sources of knowledge are needed
to create plausibility of thought experiments and therefore for
a SEF the entire spectrum of knowledge sources is needed to
create plausible explanations illustrating possible futures. In
that sense, on the one hand a SEF does not exclude creativity,
art or fantasy at all but on the other hand it is essential that
thought experiments must rely on an objective criterion for
justification.
From probability to plausibility
Probability and possibility are critical to understand what can
be accepted as an analytical proof, a justification, a probation,
a critique, or a falsification [12]. Poser calls the rules defining
what separates scientific statements from normal statements
‘judicial regulations’. He highlights, for example, that Karl
Popper’s ‘Logic of Scientific Discovery’ and Lakatos’ ‘Proofs
and Refutations’ are perhaps two of the most influential stud-
ies on ‘judical regulations’. That said, it is clear that I can only
touch upon this complex field. As justification is a central
concept in science and critique the origin of scientific devel-
opment [72], I focus on them here to lay the groundwork for
further discussion.
How can plausible explanations to illustrate possible fu-
tures be justified? First, they need to meet the condition of
logical reasoning. Deduction is not an option, as it would
create an illusion of knowledge by a linear extrapolation of
the past. On the contrary, inductive reasoning is very useful to
create hypotheses about possible future developments. The
induction problem as described by Popper does not apply for a
SEF because the future is defined as an open space of possi-
bility that can only be illustrated but never known. Second,
one may argue that inductive reasoning should not be accept-
ed in plausible explanations because it cannot meet the con-
dition of empirical significance. That is absolutely true, as
future has no facticity. However, the condition of empirical
significance was originally created to exclude metaphysical
arguments in social science. Their subordinate objective is to
make sure that explanations make sense [12] and in thinking
about the future the formulation of hypotheses obviously
makes more sense than creating an illusion of knowledge.
Noteworthy is that hypotheses about the future are always
based on our experience but they are not limited to it. Creating
plausible explanations means recombining our experiences in
new ways. Third, there is a condition of truth indicating that
all parts of the explanans (theories, scientific laws and basic
conditions used to explain something) have to be true. This
condition can only be met in a critical discourse because
plausible explanations can only be accepted as true temporar-
ily. In sum, all necessary conditions for justifying a plausible
explanation about the future can be met, and therefore the
plausible illustration of alternative futures with thought exper-
iments using scientific reasoning is possible.
There are three ways of how they can be criticised. First, by
discovering underlying conditions that are not explicitly inte-
grated in a plausible explanation. These implied basic condi-
tions are usually ceteris paribus assumptions and should be
questioned, also because hidden assumptions can easily trans-
form into unperceived one-sidedness. Second, of course, by
finding implausible explanations. As empirical evidence of
future developments is lacking, the role of critical discourse
becomes fundamental in the SEF. It should also be clear that
the rhetorical munitions in this discourse are eventually based
on how we understand the past. Third, plausibility can be
criticised by finding hypotheses about future developments
that cover a broader space of possibility by using more diverse
concepts and theories.
Conclusion: limitations and potentials
In that article I have argued that there are severe prob-
lems in scientific thinking about the future that can lead
to a widely shared illusion of knowledge within the scientific
community and beyond. I pointed out that taking it seriously
could ease the knowledge paradox regarding an uncertain and
insecure future.
There are two major implications that can be derived from
that. First, probable prognoses about the future are ideological
claims rather than scientific statements. Second, rational
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justification of scenarios is possible although there are no
falsifiable statements about the future. On the contrary, an
inductive generation of alternative plausible and illustrative
(not explanatory in a scientific sense) hypotheses is scientifi-
cally acceptable, as long as they do not aim to predict. The first
and foremost objective of scenarios is to illustrate the future as
an open space of possible developments that we cannot fore-
see; they are instruments to think about alternative futures.
Thinking about the future in a scientific way means
accepting that we cannot know the future and that the world
is characterized by structural and dynamic complexity. It
means letting the ideal of rational explanations go and giving
more room to discursive scepticism. For a SEF, explanatory
prognoses have to be regarded with suspicion, and illustrative
thought experiments have to be created in a scientific way
using plausible explanations.
The limitations of my arguments pointed out above are
obvious: First, probable prognoses can of course be useful
instruments to think about the future [3]. Although probability
has nothing to do with the future it can be used as a criteria for
reliability of explanations about the future under the assump-
tion of constant structures. The question then is whether this
assumption is appropriate. For the near future, path dependen-
cies are strong and structural changes do not have the time to
unfold. In that case, probable explanations about the past can
be applied to find answers about the future. For the mid- or
long-term future, the assumption of constant structures be-
comes a pitfall that can create illusions.
Second, there is no set of rules that defines how to think
about the future in a scientific way that just needs to be found.
All arguments above can only be seen as a basis for further
discussion and all concepts and rules for a SEF should be
under constant critical reflection.
The future is the room to manoeuvre and not only the room
to think about. Therefore, we have to be pragmatic in handling
uncertainty and insecurity. Science can help to develop instru-
ments to think about the future but it is not able to answer the
question of when to apply what instruments. The biggest
potential from this set of rules, although not exhaustive and
illustrated, lays in its capability to distinguish between good
and bad scenarios, between real alternative thought experi-
ments and multiple prognoses. This potential becomes more
and more important as scenarios increasingly enjoy great
popularity while a comprehensive philosophy of future studies
is still missing.
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