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Abstract 
Due to the isochronous nature of multimedia streams, jitter management; represents a 
major challenge to  synchronized and timely presentation of multimedia documents. For 
controlling jitter, we propose the Initial Delay Regulator (IDR). This regulator is based 
on a network model which abstracts jitter parameters inside a data network. As a result 
of employing such a regulator, jitter at the destination node can be reduced. and possibly 
eliminated. depending on resource availability. The IDR is simple enough to be imple- 
mented wing specialized hardware. Since IDR is memory intensive, two dynamic resource 
allocation schemes are presented for hard and soft QoS requirements. The memory al- 
location schemes have low time complexity to accomodate the highly dynamic nature of 
multimedia documents. IDR is further evaluated through simulation. Results show that 
IDR can reduce jitter even for unbounded stocastic traffic. 
Chapter 1 
Introduction 
Complex ~nultimedia documents are composed of several component media. such as text, 
audio, image, and video. Industries as well as the government are undertaking ma- 
jor efforts in developing multimedia-based information technologies for manufacturing, 
medicine, education, business, and entertainment. These technologies are being targeted 
for the Internet as well as the large number of emergent Intra-nets. Applications range 
from distributed tele-marketing, tele-medicine, distance education, to industrial monitor- 
ing and maintenance. 
Transmitting multimedia document over a broadband network requires special sup- 
port from the underlying network protocols. The objective of the network support is to 
guarantee the quality of presentation (QoP) required by the client at tht: destination. 
Typically, a multimedia document consists of several temporally related multimedia ob- 
jects [24]. Each multimediaobject within a document has its own data type vvhich requires 
specific network handling. Objects with the same data types may require different han- 
dling requirements depending on the specific properties of the object. For example, two 
MPEGl [f!l] video streams may require different bandwidth depending on t,he individual 
resolution and the compression ratio. 
Due to the isochronous and dynamic nature of multimedia documents, relaying mul- 
timedia data from a multimedia server to a multimedia client poses a broad range of 
networking challenges for efficient resource management, intelligent switching, and traf- 
fic shaping. Based on the application QoP requirements [13,29], the goa.1 is to trans- 
mit multimedia data streams from the server to the client while providing guaranteed 
quality of service (QoS) under diverse network conditions and resource constraints. Sev- 
eral researchers have tackled this problem from a variety of aspects such as end-to-end 
strategies [8,9], individual node resource management strategies [ lo]  and QoS-routing 
strategies [31]. 
One of' the major issues in supporting the QoP guarantees is to provide temporal 
synchr0nin;ation at the destination [7]. Synchronization can be classified into two types: 
intra-stream and inter-stream [32]. The major challenge to a synchronization scheme is 
the jitter delay experienced over a data network. In [8], experiments show that jitter 
can have a major impact on buffer overflow, buffer underflow and deadline miss at the 
client side. To further complicate the problem, multimedia streams require exceptionally 
high bandwidth which hinders the use of complex jitter control schemes and sophisti- 
cated resource management strategies. Switching through high speed networks. such as 
ATM [22,30], is usually done through specialized hardware. Hence, simple, yet effec- 
tive methods for traffic shaping and jitter control while efficiently utilizing the resources 
within the network are recluired if high quality nlulti~nedia services are to he supported. 
Usually, multimedia data is transmitted over established channels. To control jitter 
over such (channels, n e  propose adding a regulator, which itre call the Inltlnl Delay Regz~la- 
tor  ( I D R ) .  in some or all the nodes along a multimedia channel. The key feature of IDR 
is its simplicity which allows hardware implementation in high speed networks. Since IDR 
is memory intensive, we present two buffer allocation policies to  manage buffers at  the 
intermediate nodes and allow fair buffer allocation anlong contending multimedia stream. 
To analyzl? the behavior of the IDR and the buffer allocatiori policies, we present a net- 
work ~ n o c l ~ l  that captures the characteristics of jitter inside a data network and abstracts 
the detail:; of high-speed networks implementations. The  concept of jittei- is developed 
based on c,uch network model. 
In the course of developing the network model, we introduce three notions of jitter: 
link jitter. input jitter to  a node and output jitter at a node. The link jitter represents 
the variat Ion in the time peliod between submitting a packet for transmission across a 
link between two nodes till it is received at the destination node. The input jitter at  a 
node is the variation in the inter-arrival time of packet4 at  the node. The output jitter is 
the variation in the inter-transmission time or the inter-delivery time to  an application. 
Based on these j i t t e ~  concepts and the under]?-ing network model. we analyze the 
behavior of IDR and determine the relationship between link jitter, input jitter, output 
jitter and buffer space inside network nodes. The  key issue in the analysis is to  compute 
an upper bouncl on the output jitter based on worst case behavior of IDR. Such a bound 
is computed by constructing the packet arrival pattern in an n d ~ ~ t . r ~ r r z n l  approach. The 
objective I S  t o  reduce, and if possible, eliminate the worst case output jitter at  the cles- 
tination by introducing IDR in some or all of the intermediate nodes along a channel 
i.e., to  protluce jttter-less channels. Using jitter controlled channels, we proceed with 
the fast resource allocation policies to solve the problem of fair buffer allocation among 
contending multimedia streams. 
This paper is organized as follows. In the next Section we describe t h l ~  architecture 
of the dist ributed multimedia system. In Section 2, \ve describe a model that captules 
the jitter c-haracteristics of the the Broadband hlulti~rledia Network Layer. In Section 3, 
we introduce the IDR that effectively reduces jitter across a data network. In Section 4, 
we descrihse two buffer allocation schemes for fair allocation of huffer among contending 
multimedia streams belonging to different multimedia documents. Evaluation of of IDR 
and one of' the dynamic buffer allocation scheme is presented in Section 5.1 through sim- 
ulation. Section 6 concludes the papel. Notatiorls and symbols are given i11 Appendix .l. 
The derivation of the properties of the IDR is given in Appendix .2. 
1 1 ndultirnedia Network Architecture 
In this paper, the design of the different components of the networked multimedia system 
is based upon the layered architectmure depicted in Fig. 1.1. Such architectcure is based on 
the layeremd axchitecture proposed in [8] .  Each layer is responsible for providing a certain 
level of sophistication. 
Mulltimedia Application Layer: This layer is primarily responsible for main- 
taining user-perceived quality ancl the synchronization requirements specified by 
the ilsers at the time of authoring the multimedia information and documents [ 2 5 ] .  
This layer is also responsihle for floor-control [l'i] protocols to support work-group 
types of applications. 
Distributed Information and Directory Management: This lajer is responsi- 
ble for identifying and locating multimedia information. which is an essential func- 
tion for the end-user. The f~nct~ionalities related to this layer include the location 
identification of media objects that constitute a multimedia document, name resolu- 
tion choice of access methods, and address resolution for distributed objects. Thus 
this layer provides a uniform access mechanism across the information space. The 
layel- incorporates standard searching and browsing protocols, such as web-related 
protocols including URL (Uniform Resource Locators), HTML (HyperText Markup 
Language), and HTTP (HyperText Transfer Protocol). Global c1irec:tories can be 
used to store meta-data for searching and browsing. 
Configuration Management: This layer is responsible for establ ishing appro- 
priate connections types ancl configuration. The layer determines the type of con- 
nection such as unicast, multi-cast and unidirection multi-cast. The CM layer is 
~nclert~akes the task of setting up int,ermediate proxy servers ant1 providing clients 
with the appropriate information about t(hen1. 
Mulltimedia Synchronization: This layer is primarily responsible for controlling 
inter-stream ancl intra-stream syn~hronizat~ion requirements by intelligently schedul- 
ing transmission and filtering of media streams, based on the resourct3s available at 
the client site and reserved by the network. It is also responsihle for determin- 
ing the quality of service parameters based on the specifications of tlie multimedia 
d o c ~ ~ m e n t  . 
Resource Management: The primary task of this layer is to establish a path 
between a source node and a destination node such that the quality of service 
required is guaranteed. To perform this task. the layer computes the required 
resoilrces and attempts to find the appropriate path comprising notles posses the 
these resources. The layers then proceeds in allocating the resources. 
Broadband Multimedia Network: This layer is composed of t,he hardware and 
software protocols needed to transmit data across a pre-specified path. Several 
technologies are currently available such as ATM and BISDN [28]. Such technologies 
have to be augmented by traffic shaping and jitter control mechanisms to facilitate 
QoS routing and end-to-end synchronization. 
In this paper, we focus on augmenting the Broadband Multimedia Network layer 
to support jitter control a,nd traffic shaping. We propose adding the IDR before the 
Multimedia Application 
(workgroup, messaging, interactive) 
I Distributed Information & Directory Management I 
Configuration Management Layer 
(broadcasting, multicasting, point-to-point) 
I Multimedia Synchronization I 
Resource Management 
Broadband Multimedia Network 
Figure 1.1: Distributed networking architecture 
service discipline in all or some of the nodes to  compensate for the jitter experienced 
across the path. We also propose two dynamic resource allocation scherrles t o  manage 
the resources at the jitter control nodes. Such schemes are to  be integrated into the 
Resource hllanagement layer as part of the resource management function. 
Chapter 2 
Jitter Control Over Broadband 
Networks 
Data networks can be viewed as a set of nodes interconnected by commuilication links. 
Links can be divided into three categories: point-to-point connections such as telephone 
lines or SONET/SDH [4,11] links, shared media networks such as Ethernet [I] and 
FDDI [2,3], and virtual circuits through arbitrary data networks. In the :first category, 
packets experience jitter delay mainly due to queuing. For the second category of links, 
variations in delay occur due to the shared nature of the transmission medium and is de- 
pendent o:n the physical layer protocol. For token based networks, such as token ring [6], 
token bus [5], and FDDI, there is an upper bound on the propagation delay, depending on 
the position of the nodes and the number of active nodes. For CSMA networks, such as 
Ethernet, it can be shown that there exists a finite bound on the service time of a packet, 
although !such bound can be arbitrarily large [15]. Such service time is the time from 
submitting a packet for transmission till it is correctly received at the destination which 
is equivalent to delay across a link. For the third category, the properties of the virtual 
circuit depends on the underlying protocol and the physical nature of the metwork. 
In this paper, we focus on broadband point-to-point communication linlks and virtual 
circuits cclnsisting of point-to-point links, such as ATM. In such networks, the interface 
of a node !to the physical layer consists of a server connected to the physical link. Packets 
that are to  be transmitted are queued into tail of an output queue. The server consumes 
these packets from head of the queue and transmits them across the physical link. In 
this kind of networks, jitter occurs mainly due to queuing delays. Furthermore, traffic 
is usually throttled at the ingress of the network resulting in deterministically bounded 
traffic cha,racteristics. Such bounded traffic can lead to  deterministic b'ounds on the 
queuing delay if certain queuing disciplines are employed such as PGPS(M7FQ) [27] and 
WF2Q [12]. To capture the properties of such networks, we introduce the concept of jitter 
link t o  model the Broadband Network layer. 
Multimedia traffic usually traverses this kind of networks through an established chan- 
nel. This channel can be viewed as a sequence of nodes connected via jitter links. Each 
jitter link represents the service discipline employed a t  the node and the physical com- 
munication link to which it  is connected. To control jitter, we propose inserting a traffic 
regulation mechanism, called Initial Delay Regulator (IDR), inside some or all the nodes 
along a cl-~annel to  reshape the traffic traversing the nodes. The  objective is to  control 
the outpul  jztter at the destination. The  proposed system is depicted in Fig. 2.1. 
Jitter Link p 
Souroc Desl~nauon 
Jitter L~nk 
. - - - r - - - - - - - - - - - - - - - - - - - - - -  r - - - - - - -  
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I Disc~pline Discipl~ne 
I 1 I 
L - - - - - - - - - - - - - - - - - - - - - - J  L - - - - - - - 
Figure 2.1: Jitter cont,rol based on jitter link concept. 
In this Section, we start with introducing the concept of a jitter link. We then proceed 
to describe the concepts of input and output jit,ter and the characteristics of the IDR. 
Characteristics of Jitter Link 
As described ahove, we view the network as a set of nodes connected via jitter links. A jit- 
ter link ((1, u )  connecting the two nodes u and r t  is characterized by three basic attributes: 
maximum propagation delay D,,,, ~nin imum propagation delay cl,, , and minimum inter- 
arrival t ime between any two successive packets, A,,,. 
The  maximum propagation delay, D,,,,  is the rnusirnr~rn time difference between trans- 
mitting a packet by node u till it is received at the input of the node L ~ .  Such period does 
not include any residence time a t  the node IL or 21. This parameter capturcbs the delay of 
point to  point connections that employ service disciplines which provide bounded queu- 
ing delay such as PGPS(WFQ) [27] and \VF2Q [12]. It can also represent a statistical 
bound for networks that can have arbitrary large service time. The attribute d,, is the 
mznzmum time difference between transmitting a packet by node u till it is received at 
the input of the node 21. This attribute represents the physical propagation delay and the 
transmission time. 
The third attribute, A,,, is the minimum inter-arrival period between any two suc- 
cessive packets. This attribute represents the physical transmission capacity of a link. 
The  value of A,,, must be positive for the capacity to be finite. 
Our analysis for computing the jitter at  the destination node is based on the link jztter 
J ( u ,  ( 1 ) .  The link jitter on a jitter link ( u ,  v )  is defined to  be the difference between the 
maximum possible and the mininlum possible propagation delays across the link ( 1 1 .  zj), 
1.e.: 
J ( u ,  v )  = D,, - d,,. (2.1) 
We mitke further assumptions to facilitate the analysis: 
We assume that the traffic originating from the source is tran~mit~tecl deterministi- 
callj? as one packet per second. Randomness in the packet arrivals at  the destination 
occurs due to t,he variation in the propagation delay across t,he jitt,er links. 
There is memory space to  hold at least one packet. Such memory spiice is not part 
of any queue, rather it is an auxiliary memory space for holding a newly arriving 
packet. For example. it may represent the buffer space in a network ~nterface card. 
This buffer space is called the t t m p o m r y  bufltr space. X packet is moved from the 
temporary space to  the IDR queue as soon as it is received unless the queue is full. 
A,, < 1. for all jitter links (21. I ! )  
This assumption ensures that t,he capacity of the link greater than the transmission 
rate of the source node u .  
Packets are received in the same order t h q  are transmitted. Thal is, if the k th  
packet is transmitted before the (X. + I j S t  packet. then the kth packet is received 
before the ( k  + l ) s t  packet. 
The  value of J ( u ,  ~ 1 )  is rounded up to  t,he nearest integer. 
The  concept of jitter link is the foundation of jitter control by IDR. Next we start 
with introducing other two notions of jitter, namely the input and output jitter at a node. 
Based on the t,hree concepts of jitter, we describe the IDR. 

Chalpter 3 
Initial Delay Regulator (IDR) 
Jitter management is exercised on a path, p = (vl, v2,. - , v,), between the source node 
vl and the destination node v,. The objective of our analysis is to establish a relation 
between tlne output jitter at the destination node and the link jitter of the ].inks and IDR 
queue sizes of the nodes along the path. This relation is based on the assumption that 
the nodes along the path employ the Initial Delay Regulator (IDR) for jitter control. We 
start by analyzing the case where the path is composed of one jitter link (u, v) connecting 
the two nodes u and v. Based on the assumption that the source node u is transmitting 
one packet per second, we define the notions of input jitter and output jitter. We then 
describe t:he IDR, giving the relation between input jitter and output jitter at the node 
v for the path consisting of the single jitter link (u, v) .  We extend this relation to an 
arbitrarily long path p = (vl, v2, . . . , v,). Finally, we generalize the relation between the 
output jitter and the IDR queue size to encompass the case where the source node is 
transmitting packets at an arbitrary rate. 
3.1 Input and Output Jitter 
We start by defining the notions of the arrival pattern and the departure pattern for a 
node. Lei the time difference between the arrival of the kth packet and the (k - l)st 
packet at the node v be denoted by 6;,(k, v). Let the arrival time of the kth packet at the 
node v be denoted by ak(v). An arrival pattern at node v is defined by the sequence 
Similarly, let the time difference between transmitting the kth packet and the (k - 1)"' 
packet by the node v be denoted by 6,,,(k, v). Let the transmission time of the kth packet 
by the nosde v be denoted by tk(v). A departure pattern from the node v is defined by 
the sequence 
For the two nodes u and v connected by a jitter link (u,v) ,  the input jitter J;,(v) 
at the node v is defined as the maximum possible difference between the rnaximum and 
minimum inter-arrival times over all arrival patterns given that the node u iij transnlitting 
one packet per seconcl. Since propagation delay must be within the interval [D,, , d,,,] and 
based on the assumption that the node u is transmitting one packet per second, we have 
S,,(k, v )  6 J ( u ,  v )  + 1, achieving equality if the ( k  - l)st packet transmitted at time 
t = k - 1 experiences minimum delay cl,, while the kth packet transmitted at time t = k 
experiences maximum delay D,,, . Since the minimum inter-arrixal time between any two 
successive packets is A,,, we have A,, < Sin(k, u ) .  Hence, the input jitter at node v is 
given by: 
For the two nodes u and v connected by a jitter link ( u ,  v), the output jitter of node v is 
the maximum possible difference between the ~naximum and minimum intei--transmission 
times over all departure patterns given that the node .u is transmitting one packet per 
second. That is, 
where the notation "max" denotes the nlaximunl over all departure patterns. 
D 
While the relation between input jitter J i n ( z l )  and the link jitter . J ( u , v )  is easy to 
derive as presented in the above Section, the relation between the output jitter J o u t ( z ) )  
and J ( u .  I . )  depends on the characteristics of the IDR employed inside the node u .  In 
the next Section, we proceed with the description of IDR. Based on this description, we 
establish 1 he relation between Jout(~l) and J ( u ,  c ) .  
3.2 Characteristics of the Initial Delay Regullator (IDR) 
The IDR consists of a queue and a server. When a packet arrives at the node z.1 it is 
received in the temporary buffer space and moved instantaneously to the IDR queue 
unless the queue is full. Since the source node transmits one packet per sec-ond, the IDR 
is said to  successfully remove the jitter if it can forward one packet per second to the 
subsequent node in a path or to the multimedia application in the case of the destination 
node. We call the process of delivery or forwarding of a packet transmzttzng such a packet. 
Based on this idea of removing jitter, the IDR works as follows. When a node 2. receives 
the oth packet in a session, it waits for a certain period of time, called the Inztzcll D ~ l a y  
Perlod (IDP),  before starting to transmit the packets at the same rate at which the 
source node u is transmitting packets. After the IDP, the node L' transmits one packet 
per second whenever possible. 111 other words, the IDR server examines the queue every 
ao+IDP+k, k E { 0 , 1 , 2 , .  . . ), where a, is the arrival time of the ith packet. If the queue 
is not empty, the packet at its head is transmitted. We refer to this trarlsmission as a 
regular trc7rzsmiss?on. During the course of a session, if the queue of the IDR at the node 
v is full, and another packet arrives at time t ,  the IDR server transmits the packet at 
the head of the queue at time t + A,, and moves the new packet from the temporary 
buffer space to the queue so that the next inco~rling packet does not get dropped. Such 
a transmission is called forced transmls.szon. Notice that transmitting the packet as late 
as the time t + A,, is case of full IDR queue does not risk packet droppage since the 
minimum inter-arrival tirne is A,,,. If a regular transmission occurs prior to or at  the 
time of foi-ced transmission, then the forced transmission does not occur since now there 
exists an empty space. An example of the arrival and departure patterns under the IDR 
control is depicted in Fig. 3.1. Totice that since we assumed that there i:; a temporary 
buffer space, i f  the IDR queue is full, the newly arriving packet is not dropped. 
IDP=J(u.r) Bultcr L l n J c r l l ~ ~ ~  
Dcvarlurcs lrom nrdc v 
Figure 3.1: An example of the a.rriva1 and departure patterns under IDR control 
If a forced transmission occurs at  time t and a regular transmission i c ,  scheduled at 
time t + t ,  t < A,, , then the regular transnlission is rescheduled to  t + A,,, instead. The 
subsequent regular transmission is scheduled at its regular time t + t + 1 .  As a result, 
forced transmission does riot always occur in case of buffer overflow. Buffer overflow is 
said to  occur if a packet arrives a t  the temporary buffer space and finds the IDR queue 
full. 
Forced transmissions is one of the sources of output jitter. Another solirce of output 
jitter is bilffer underflow. Buffer underflow is said to occur if at time t = . l ( t i ,  1 1 )  + li. for 
some non-negative integer k .  there are zero packets in the IDR queue. Hence, if at some 
time there are no packet, but a regular transmission is not due, buffer underflow does not 
occur. Buffer underflow is affected by two factors: the IDP and the IDR queue size. The  
longer the IDP is, the less likely the occurrence buffer underflow, and the more buffer 
space is required for the IDR queue. As part of the IDR specifications, we specify the 
IDP at the node t1 for a link (u,  v) to  be the link jitter, J ( u ,  v). If the IDP is J ( u ,  u ) ,  then 
IDR can never experience buffer underflow, provided that it has enough bluffer space for 
the IDR queue. The following theorem states this fact. 
THEOREM 3 .2 .1  
Consider a jitter link (11, v )  r.vith attributes A,, and J ( u ,  v)  = D,,, - d,,,. If the node tr is 
transmitking one packet per second and the node v has suficierlt memory. then the IDR 
at the node u can eli~ninate the output jitter, i.e. Jol,,,(v) = 0 .  
Proof: 
As before, denote the arrival time of the it" packet at  node r l  by u , ( v ) .  Denote the 
propagation delay of the it" packet across the link ( u ,  v) by w,(zi, c) .  We omit u and v 
whenever there is no ambiguity. I,et the node u transmit the 0'" packet a t  time t = 0. 
Let IDR server at  node .L. transmit one packet per second starting from time t = ao(u) + 
J ( u ,  21) = no + J .  Then huffer underflow occurs if at  any time t = no + J ( n ,  v) + k. k E 
{0 ,1 ,2 , -  - - } there are zero packets in the queue. Assume that buffer underflow occurs for 
some posi live integer k. Since there is enough memory, there are no forced transmissions. 
Hence. the number of packets trans~lli t ted prior to the time t = no + J ( u ,  u )  + k is k 
packets ( le~nember  that we start  co~ri t ing packets from 0) as the IDR server transmits 
one packet per second starting from the time no + J ( u ,  L I ) .  Since there are no forced 
translnissjon and the queue is empty, the number of packets received is k .  'Then the only 
way for this buffer underflow to occur is by having ct,, > no + J ( u .  u )  + k.  But 
However, note that d,, < r ,  < D,, for any packet i. Hence ~ n a x { n ~  - no} = max{xk} - 
nlin{~o} I= D,, - d,, which  contradict,^ the inequality (*). Hence c ~ r ,  < no + J ( u ,  v) + k 
which means there is 110 buffer underflow. H 
Referring to  Fig. 2.1, the jitter link is used to  model an output serve1 connected to  
a physical link on which it t rans~ni t s  data packets. In general, at  a given time, it may 
not always be possible to transmit a packet since the server may be busy. [n the context 
of the IDlt description, we assume that the IDR server will always be able to  perform a 
regular or forced transmission at the time it chooses. This assumption is jilstified by the 
fact that transmitting a packet by the IDR server represents moving the packet from the 
IDR queue it to  the appropriate queue of the output server connected to thc phxsical link. 
The outpiit queue is service discipline dependent. For example, in a FIFO discipline, the 
packets from all data  streams are funneled through a single queue. For WFQ, each clata 
strean1 has its own queue and the server consumes packets from each queue at a rate that 
depends on its weight. IVe assume that the switch is non-blocking, that is, the switch 
fabric has enough processing power t o  move packets between queues at the ~navimum 
speed they arrive. Hence, the IDR server at  a node can transmit a packet whenever it 
chooses and before any other packet arrives, even if packets are arriving at the maximum 
possible r,tte. 
I t  is worth noting that using IDR for jitter regulation increases the initial startup 
time for a multimedia document play-out. However, since we focus on pre-orchestrated 
mult imed~a docunlents, it is jitter rather than the startup time that is the tlominant QoS 
parameter. 
Having described IDR, we proceed determine to  the relationship between the output 
jitter and the IDR queue size. 
3.3 Relation Between IDR Queue Size and Output 
Jitter 
Let b(v) denote the size of the IDR queue at the node v. The output jitter J,,,t(v) depends 
on the queue size b( t?) ,  as indicated by Theorem 3.2.1. The relation between JOut(v) and 
b(e!) can be summarized in the following eyua.tion: 
The  derivation of the above relation is given in Appendix .2. However, the intuition 
behind it is as follows. From Theorem (3.2.1). jitter can be eliminated if the node v 
has enough buffer for the IDR queue. The case where b (v )  3 2J (u .  v) + 1 captures this 
situation. For t<he case where J(u.29) < b(23) < 2J (u .v )  + 1, jitter occurs due to the 
fact that buffer underflow can never happen if idr queue size is greater th ,m or equal to  
J ( v ,  tlj. Hence jitter occurs only from buffer overflow which can cause forced transmission 
resulting in inter-transmission delay as small as A,,,. The case where 1 < b(z1) < J ( u ,  v) 
represents the case where both buffer underflow and overflow can occur. 
Equation ( :3 .5)  presents three cases of queue size. For the case where h(v) < J ( u ,  v),  
the buffer-jitter relation is linear. For the case where b(w) 3 2J(71. U )  + 1, the jitter is 
zero ancl packets are transmitted at the rate of one packet per second. For the case where 
J ( u ,  v )  < b(v) < 2 J ( u ,  v )  + 1, at rllost J ( u ,  17) packets experience inter-transmission delays 
of value less than 1. The  reason is that at any time t > c to (u ) ,  transmission of packets by 
node 2. m,Ly lag behind arrival of packets hy a period of J ( u ,  71) which is the IDP. Such a 
delay cau:ies a rate mismatch. Hence there may be some bursts due to thi:, mismatch. If 
the number of packets experiencing inter-transmission periods less than 1 e:rceecls J(u, t?), 
then the i,ransmission rate is greater than the arrival rate, which is impossible. Hence, 
for a long data stream, such as a video sequence, the number of packets experiencing 
inter-tran3mission delay less than 1 is much less than the total number of packets. and 
can therelore he ignored. As the result, the significant relation between queue size and 
output jitter is given by: 
which holds when 0 < b(v) < J ( u ,  u ) .  This relation is the basis of our ~~nalys is  of the 
output jitter a t  the destination node of a channel. 
Multiple Node Jitter-Buffer Relation 
The  objective is to control the output jitter at  the destination of a the channel by in- 
troducing IDRs in the nodes along the channel as mentioned at the beginning of this 
Section. Such a channel can be represented by the path p = (q . . . - . P,) from the multi- 
media server represented by the source node vl t o  the client at the destin83tion node v,. 
The  idea of our analysis is to represent the path p by a single effectir~e jitt'er link (vl, 71,) 
as shown in Fig. 3.2 .  This reduction allows applying equation (3.6) to a compute the 
output jitter at  the destination node. We start by analyzing a path composed of three 
nodes ancl then generalizing the result to  more than three nodes. 
Consider the case of the path consisting of three successive nodes ( 1 1 ,  r l ,  ul) connected 
via two the jitter links (u ,  21) and ( t ~ ,  1 1 7 ) .  The effective jitter along the path (u,  I ) ,  w) 
Jitter Link 
Source (v,  ) \ 
\ 
5) , Destination (v,) 
Effective Jitter Link 
Figure 3.2: Representing a channel by an effective jitter link. 
is the difference between the maximum possible ancl the minimum possible propagation 
delay along the path given that the node 11 is transmitting one packet pel- second. The 
maximum and minimum propagation delay can be constructecl by the follovring departure 
pattern at node v ancl arrival pattern a t  node tc. C'onsicler the two packets A. and ( k  + 1 )  
transmitted by the node 21 towards the nocle ul .  Let the A s t h  packet be tranzmitted by the 
node 21 at time t k .  Let the kth packet experience the ~rlinimum delay across ( u ,  219). Let the 
maximum possible inter-transmission period h,,,,, occur between the ( k  + 1)" packet and 
the k th packet. Let the minimum possible inter-transmission period 5,,;, occur between 
the ( k  + packet and the k th  packet. Let the (k + l ) s t  packet experience the maximum 
propagation delay across ( u ,  u1). Hence 
Recall that  the two packets k  and k + 1 are transmitted by the source node (1 a t  some 
time t + A. and t + k  + 1 .  Hence the effective propagation delay from the inode u to the 
nocle tu for the k th  and the ( k  + l ) s t  packet is given by 
As mentioneel in Section 3.3, the significant relation between the IDR queue size and 
output jitter is the case where b ( v )  < J(z1. ( 9 )  + 1 which is presented in equation (3.6).  In 
this case, the value of bma, can be obtained from Lemnla .2.6 to  get 
For a path p = ( v l , .  - .  , v,), the effect,ive jitter across the effective link ( u l ,  v,) is given 
by 
Substituting the value of Jefl(ul,vk) into equat,ion (3.6), we get 
3.5 Scaling of IDR 
In Section 3.3, the analysis of IDR is based on the assumption that the average rate of 
transnlission is one packet per second. In general, the transmission rate rnay be higher 
or lower than one packet per second. In particular, different data streams are, in general, 
transmitted at different rates. Since we focus on point to  point connection:,, jitter occurs 
mainly due to queuing delay in nodes. In many servic~ disciplines [12,20,27], the queuing 
clelay clepc.nds on the bandwidth (i.e., the transnlissio~l rate) allocated to  the data stream 
in addition to  the properties of the stream itself. Hence, we expect different streams to  
experience. different maximum and minimum delays along the same link ( e l ,  t i ) .  
Consider a jitter link (u, t , )  where the source node u is transmitting one packet every T, 
second for the I t h  stream. Let the packets belongi~lg to the i th stream experience minimum 
delay of d','I) and maximum delay if D?), arid link jitter . ~ ( ' ) ( u ,  t j ) = D:) - 0';;. Round up 
J ( ' ) (u ,  21) c,uch that i t  is divisible by T,. The minimum inter-arrival time may also be 
stream depelldent if individual streams have minimum inter-arrival time larger than that 
of the link. [18]. ,4s a result, equation (3.5) can be re-written as follows: 

Chapter 4 
Dynamic Buffer Allocation 
Presentation of pre-orchestrated/stored multimedia information requires synchronous play- 
out of ti~ne-dependent multimedia data according to some pre-specified temporal rela- 
tions. At the time of creation of multimedia information (document, etc.), a user needs 
a model to specify temporal relations among various data (text, image, video and audio) 
which must be observed at the time of playback. One such specification model is Object 
Composition Petri-Net (OCPN) [24], that is a timed Petri-net. A place p; in an OCPN 
represents the play-out process of multimedia data object Oi, that may textual data, 
image or a, video/audio segment of certain duration. Attributes associated with an object 
include the type of data object, its size, its throughput requirement and the duration of its 
presentation. On the other hand, a transition in an OCPN represents a synchronization 
point. In other words, it marks the play-out start time of concurrent data objects which 
are represented by the places at the outgoing arcs of the transition. At the play-out time 
of multimedia information, the OCPN7s structure is executed by following the Petri-net 
firing rules [24]. For each data object in an OCPN, the time for its play-out is readily 
determined based on the play-out durations and precedence relations among objects in 
OCPN. Play-out start time of data object 0; is referred to as the play-out dl5adline Pi. At 
the time cd presentation, the OCPN is executed and data objects associated with places 
are retrieved and communicated to the end user [32]. 
User 1 
I 
A b time 
Figure 4.1: An example of OCPN 
Consider the example shown in Fig. 4.1. At each transition, new nlultiinedia streams 
are created while others are terminated. Hence, QoS requirements and resource require- 
ments antl availability dynamically change at each transition. The algorithms for allo- 
cating resources must be executed before starting the transmission of the multimedia 
object antl has t o  take into corlsideration the resources that are t o  be released in the nest 
transition Fast resource allocation schemes are needed t o  support the dynamic nature 
of multimedia documents. 
QoS requirements can he divided into two categories, hard requirem~ents and soft 
requirements. For hard QoS require~nents. the problem of resource allocation is a combi- 
natorial one and has high computatiorlal complexity in general. In addition, resources are 
not utilized to  the maximum possible extent due to  the unused portio~ls resulting from the 
indivisible resource requirements. For soft QoS reyuirements. intelligent schemes can be 
employed to increase resource utilization and reduce blocking probability while gracefully 
degrading the performance of individual sessions. In this Section, we p r ~ ~ s e n t  a buffer 
allocation scheme for each of the QoS requirements categories. 
Consider a node v traversed by N ~llultimedia streams. The node v is shared by the 
each of the paths of the ~llultinledia stream. Let the preceding node for the l t h  stream 
be IL, while the subsequent node be w,. For each stream z ,  the link jitter . J ( u , .  1 . )  for 
the link (u , ,  I ? ) ,  the minimum inter-arrival time A,,, . and the lllaxirnurn output jitter 
( 1 )  .Jk!,(v) to  its subsequent notle 211, are given. The input jitter for the L ' ~  stream. .Iln ( L ' )  
call be co~nputed by substituting J ( u , .  1 9 )  and A,,, into equation (3.3).  We assume that 
J )  < J ) .  In this Section, we omit the argunierrts a , .  I . ,  and zv,.. i.e. we denote 
( ( 1 )  the link jii,ter J ( z L ~ ,  U )  by . J ( ' ) ,  the input jitter by .I,:). the maximum output jitter by J,,,,. 
and the r r~ in imun~ inter-arrival t ime At) by A ( ' ) .  
4.1 Buffer Allocation Policy for Hard QoS Require- 
rnent s 
One goal of buffer policy is to  accommodate the QoS requirements of  he maximum 
number of data streams. Anot,her important goal is to  maximize the re\.enue from buffer 
allocation. Maximizing the number of streams is a special case of maximizing the revenue 
and can be accomplishecl by setting the revenue of all streams to  the same value. For 
( each data stream i ,  the n~ax imum acceptable jitter J;:, and revenue r ,  is specified. By 
substituti l g  the maximum jitter J::, into equation (3.9), the minimum required buffer 
b(') for the IDR queue can be computed for each stream assuming that J:;:~ is multiple 
N 
of T ~ .  the average inter-arrival period. If b(') < B,. then there is enough buffer space 
1=1 
to  acconlrnodate the  minimu111 requirements of all data  streams. The  available buffer can 
be distributed evenly anlong t,he streams to improve the QoS. 
On the other hand, if some streams cannot be accommodated, then the choice of 
rejected streams shoulcl be based on some policy. From a service provider's point of 
view, the policy of maximizing the revenue can be very attractive. Such a policy can be 




It can easily be shown that such problem is ecluivalent to  a knapsack problem which is 
known to  be NP-complete [19]. This problem can be solved exactly in pseudo-polynomial 
time using dynamic programming [23]. This algorithm has a time complexity of O ( N B , ) .  
Although it provides the optimum solution, the fact that B,, is generally in the order of 
kilobytes precludes the usage of such algorithm in a highly dynamic networking environ- 
ment. In this paper, we present a fast slihoptimal algorithm. To avoid trivialities, we 
assume that the buffer requirement of each individual stream is less than the buffer space 
available in the node. The  algorithm is presented in 4.1. 
Algorithm 4.1 Hard QoS Resource Allocation 
I Clonl ute  the minimum memory recluirements b( ' )  based 8) on J:, using equation (3.9) 
3 Sort the streams in a non-increasing order of 
tt, 1 o produce the sequence .S = (1, . - . , N )  
s i := 1 
7 while B ,  3 b( ' )  in the order of S 
9 B,, := B, - b( l )  
11 i : = i + l  
13 
14 S* :.= { I , .  - .  , i - 1) 
ir  if>'o, < max { P ~ }  
J l€{l: . .!\') 
zES* 
1 6  Sk := {j : vJ = max { v , ) )  
1 € { 1  ,... , N )  
17 end 
The output of algorithm 4.1 is the set S* containing the accepted strealms. The value 
of the object,ive function is obtained by adding the revenue values of the accepted data 
streams. The  running time of this algorithm is O ( N  Ig M )  due t,o the sorting step. It  
can easily be shown that t,he worst case value of the object,ive function obtained by the 
algorithm in not larger than t n i c e  the opti~llum value. 
Another policy for buffer allocatior~ call be based on priority. One way to assign pri- 
ority to individual multimedia streams is to  give higher priority to  the streams belonging 
to multimedia documents that are currently being played-out. Let the priority of the ith 
data stream be z , ,  the objective is to a~commodat~e  data streams in a descending order 
of their priority. Such objective can be achieved by sorting the streams in the order of 
their priority and accepting streams in the order they appear. 
For newly arriving streams, there are three possible alternatives. First, if their buffer 
requirement is less than the remaining buffer space after providing the existing streams 
with t h e i ~  minimum requirement, then the new s t rea~ns  are accepted. If not, the new 
streams can contend for the remaining buffer space according to  one of the itbove policies. 
In some cases, it may be beneficial to  terminate one or more of the existing streams ancl 
releasing buffer space to accommodate the one or more of the new ones. I n  general, such 
policy is not appliecl unless the new streams have very high revenue or ver; high priority. 
4.2 Fair Buffer Allocation Policy with Soft QoS Re- 
quirements 
In the previous Section, data  streams are either accepted or rejected. In general, multime- 
dia streanis tend to have soft QoS requirements [29]. This implies that QoSI requirements 
can be rei~egotiated and the bounds on jitter can be relaxed. Even if the tolerance of 
the QoS requirements is small, it is possible for some node to compensat13 for the poor 
level of QoS of another nocle. A natural requirement is to  have the degradation in quality 
distributed fairly among the existing streams. One way to  define a fair buffer allocation 
policy is to tle~llancl that if the QoS needs to be degraded . then the degradation should 
be evenly spread across all the data  streams that are contending for resources. LJnder 
such fairness criterion. all the streams traversing a node are expected to have roughly 
equal ratio between their input and output jitter. In this Section, we develop a scheme 
for buffer allocation based on such fairness policy. 
To facilitate the analysis, we scale equation (3.9) by dividing both sides 11y T~ assuming 
that  the j ltter .J(" is divisible by 7,. As a result, for each multimedia stream we get .J( ' ) ,  
J!:~. J::), J:!,. and A(') leading to  the following relation: 
The  analysis and the algorithm presented in this Section is based on the above scaled 
relation. 
Based on equation (4.2), let p, be the ratio between the input and output jitter of 
the ith s t ~ e a m .  That is J!$ = p,.~i), 0 < p, < 1. The problem of finding a f n i r  buffer 
assignment, and hence the output jitter for the each of da ta  streams . (1 , . - .  , N ) ,  is 
captured hy the  following non-linear program (NLP)  formulation. 




Such PJLP, has two problems. First,  t h e  parameter b(') in a n  integer. Second, even if 
we relax t h e  integrality constraint of b(", t h e  relation between buffer and jitter defined 
by equation (3.9) is piece-wise continuous. Hence, conventional methods for solving non- 
linear p r o p m s  cannot be applied. As an  alternative, we present a search met l~od  ivhich 
incorporai,es a rounding scheme, rather than conr.entiona1 gradient based methods [1-1.26] 
to  find an  approximate solution. 
Focusing on t h e  modified S L P  problem (4.3), t h e  minimum possible. value of the  
objective function is zero, since all terms are non-nega t i~e .  If t h e  opt imum value of the  
objective Function is indeed zero. then all the  t h e  streams have achieved t h ~  best possible 
performarlce. which is what we desire in t h e  light of t h e  chosen f a i r n e ~ ;  policy. T h e  
constraints of the  NLP may  preclude a solution in which the  objective function becomes 
zero. However, even in such a case, t h e  objective function drives the  S L P  towards a 
solution that  makes t h e  p's as close t o  each other as possible, which is conductive t o  the  
above-meiit ioned fairness criterion. 
\.\.'hen no solution exists for (-1.3) and QoS values are indeed soft. we use the  following 
method t o  determine fair buffer allocation for the  various d a t a  streams. 
If the  NLP (4.3) is infeasible, then the  NLP with t h e  following constraints is also 
infeasible, because for each object i .  t,he new value of p, is less than ,  or at most equal t o  
( 2 )  
Jmax 
pmzn,  where p,,, = min - . In  other words, in this case we d o  alloiv less output  
IE{ I . . . - .N)  J/,O 
jitter than  in NLP (-1.3). 
p.cl=l P<rl 
Subject To 
1 j 7  
On the otlier hand, the N L P  with the following constraints always has a feasible solution. 




A trivial solution is obtained when all the p's are set to one and we do nclt reshape any 
of the data streams. Thus b(" can be reduced to 0. and since B, 3 0 by definition, we 
have a feasible set. lTsing (4.4) and (4.5) as end points of our search domain, we are 
guaranteed a solution. 
The binary search proceeds as in algorithm (4.2).This algorithm has a running time 
complexity of O(N lg i). 
Changing the value of J:! from 1 - A(') to zero results in a sudden change in the 
values of b(') from J(') to 2 ~ ( ' )  + 1. This change may result in some slack in the buffer. 
In this cilje, if there are some multimedia streams with J:~ = 1 - A(') that need extra 
J(') + 1 buffers to eliminate their jitter, then the slack buffer space may be distributed 
among these streams in an ascending order of their requireme~lt, thereby maximizi~lg the 
number of multimedia streams achieving jitter-less output stream. If the remaining buffer 
size is not enough to eliminate the output jitter of any data stream, it may be distributed 
evenly which improves the overall performance. 
The problem with the above allocation policy is that it brings the jitter values of all 
streams to almost the same values. In many cases, there are data streams that are more 
sensitive to jitter than other. To further improve the buffer allocation policy. we propose 
grouping data streams with similar jitter requirements into a single group and assigning 
a buffer space to each group. Within each group, data streams can compete for the buffer 
space. 
Algorithim 4.2 Soft QoS Resource Allocation 
1 Let the lower bou~ld and the upper for the search 
period for the i th  stream be I ,  and u, respectively. Set 
= pmzn, 1, = prnz,, and 21% = 1. 
2 for each iteration 
4 .- i f ( z 1 , - l , ) < t , t < l , t l i  
5 E {l;.. , N }  
I terminate and the output jitter and allocated 
buffer for each multimedia stream is give11 by the 
( i )  variables JOu, and b;. 
end .- 
for i  := 1  ton: .- 
JOIfT, := p i ~ : )  
if ro.u~-rd(JOUT;) = 0 -
bu.f; := 2 J i )  + 1 
J O I T i  := 0 
&f ronn.d(,JOl'T; + A(i))  - Ali) = 1  - A(i) 
b u f ,  := . J ( ~ )  
JOUT; := 1 - A(i) 
29 & 
.? o .- lend 




Simi~lat ion and Evaluation 
5.1 IDR Evaluation 
The relation between input and output jitter for IDR is based upon bounded input traffic 
characteristics resulting from the bounded delay variation along jitter links together with 
the assumption that the source node is transmitting packets uniformly in time. In many 
cases, incoming traffic is stochastic and unbounded. The effectiveness of ID11 can be most 
evident in case of such traffic. Further effectiveness can be shown if the output server is 
a simple one such as FIFO. In this Section, we show the results of simulating IDR in case 
of a heavily loaded node that uses FIFO as its service discipline. The structure of the 
node is shown in figure (5.1). 
Incoming Traffic 




L - - - - - -  - - - A  
Regulator Bank 
Figure 5.1: The structure of the simulated node 
When a packet arrives it is held in the IDR queue until its regular or forced transmis- 
sion time. Upon transmission, a packet is placed at the tail of the output FIFO queue. 
The packet is dropped if the FIFO queue is full. 
In thi:, simulation, we assume that multiple streams arrive as independent Poisson 
processes. The output link capacity is taken such that the sum the input average rates 
is about $17 5% of the output capacity. Memory in the node shared between the output 
FIFO queue and the regulators. 
The siae of the regulator for the z t h  session is calculated as follows. Let a session h a ~ e  
an arrival rate A,.  Let the inter-arrival period be denoted by t .  Hence, the distribution 
is given 
F,(t)  = 1 - e " ~ ~  
Let TI  be the time such F ( T l )  = a and T2 be the time such that F ( T l )  = b, 0 < a < b < 1. 
We assurlle that the link jitter for such session is given by 
( 2 )  The value of 4, represents an estimate of the jitter with a and b as measures of accuracy. 
The bi~ffer allocation among different sessions is done based on the scheme proposed 
in Section (4). The goal is to make the ratio beheen  the input arid output jitter for all 
session as close as possible to  each other. To achieve this goal a real number 0 < r < 1 
is chosen. The buffer size b( ' )  for session i is chosen as follou~s 
Varying r results in different regulator size. 111 each step in the simulation the value of 7. 
is increased and the IDR queue size is compnt~cl for each session. After assigning memory 
to  the ID13 queues, the remainder is assigned to the output FIFO queue. 
Since I he traffic is stochastic, the inter-arrival and inter-departure time can be arbi- 
trarily large or small. Therefore, the variance of the output inter-transmission periods 
for each session is taken as a measure of output jitter for that session. The relation be- 
tween the average, maximum ancl minimumoutput jitter over all sessions and the average 
regulator buffer size is shown in Fig. 5.2. The droppage ratio is depicted in Fig. ri.3. 
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Figure 5.2: Output jitter vs. average regula.tor queue size 
0 1 I 
2 3 4 5 6 7 8 9 1 0 1 1 1 2  
Average Regulalor Slze per SessDn 
Figure 5.:3: Droppage vs. Average Regulator Buffer Size 
By inspecting Fig. 5.2. it can be seen that the output jitter decreases with the regulator 
buffer size although the total buffer remains constant. This shows that using IDR results 
a better utilization of resources towards providing some sort of quality of service even 
if the sersice discipline does not have such notion. As for droppage, it does not change 
much since it generally depends on the total buffer size which remains constant through 
out the simulation period. 
In conl:lusion, the utilization of the available buffer space to  e~nploy the IDR for jitter 
control results in a great reduction in the jitter inside the network without compromising 
other QoS parameters even if simple queuing disciplines are used as in the case of hardware 




In this pasper, we addressed the problem of jitter control over broadband multimedia 
networks to support QoS requirements for pre-orchestrated multimedia documents. The 
proposed system is based on providing a regulator, which we call the Initial ]Delay Regula- 
tor (IDR)., inside the intermediate nodes along a channel to control the jitter. The main 
challenges are to provide simple traffic regulation scheme and fast resource allocation 
policies. Simplicity is dictated by the usual hardware implementations flor broadband 
networkd while speed of the buffer allocation policy is imposed by the dynamic nature 
of multimedia documents. The IDR and buffer allocation policies were based on the pro- 
posed network model that abstracts the jitter characteristics inside a broadband network. 
The contri~butions in this paper can be summarized as follows: 
The proposed network model that abstracts the jitter characteristics and allows the 
design of traffic shaping schemes, 
The design of the IDR and the mathematical analysis of the relation between buffer 
and jitter, 
The design of the fair buffer allocation policy based on the jitter requirements of 
the individual multimedia streams, 
IDR and the dynamic allocation policies have been meant to address the problem 
of jitter control under the proposed network model. Future work directions include in- 
vestigating possible improvements of the IDR and the dynamic buffer allocation policies 
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Appendix A 
A . l  ]Notations and Symbols 
We adopt the following symbols: 
b(v): It is the size of the IDR queue at the node v 
B,: It is the amount of memory available at the node v 
D,,: It is the maximum propagation delay over the link (u, v) 
d,,: It is the minimum propagation delay over the link (u, v) 
J ( u ,  v): It is difference between the maximum and minimum propagation delay 
acro;ss a link (u, v). That is, 
JeE(u, v): It is the effective difference between the maximum and minimum propaga- 
tion between the nodes u and v when taking into consideration jitter compensation 
occurring across all the links between them 
A,,: It is the minimum inter-arrival time between two packets arriving at node v. 
This parameter captures the physical capacity of the link (u,  v )  
r k (u ,  v): It is the delay experienced by the kth packet across any link: (u, v). Obvi- 
0usl:y d," < rk(u, v) < D,, 
ak(v): It is the time at which the kth packet arrives at the input of the node v. 
Si,(k:,v): It is the difference between the arrival times of the kth and the (k - l)st 
packet at the node v. Unless there is ambiguity, the argument v is omitted. Note 
that A,, < Si,(k, v) < J(u, v) + 1. The lower bound occurs due to the physical 
capacity of the link (u, v) while the upper bound occurs when the (k - l)st packet 
transmitted at time k - 1 experiences the minimum propagation delay d,, while the 
kth packet transmitted at time k experiences the maximum propagation delay D,,. 
SOut(k,v): It is the difference between the transmission time of the kth and the 
(k  -. l)st packet by node v. Unless there is ambiguity, the argument ,v is omitted. 
max: It the maximum taker] over all depa,rture patterns 
v 
cl;,(~l): It is the maximum difference bet,ween inter-arrival time over all arri1:a.l 
patterns for the node v .  It is forma.11~ defined in equation (3.3). 
s: It is the maximum burst size. 
( P ,  b): It is the maximum difference between inter-transmission tl~me the for all 
packets transmitted by the nocle 2: given that the buffer allocated is b. It is formally 
tlefiried in equation (3.3). When there is no ambiguity, either or both c and b may 
he dropped. 
.4(t): It is the number of p c k e t s  arriving cluring the ~ e r i o d  (0, t ]  
A.2 :Derivation of Buffer- Jitter Relation 
As specified in equation (3.4), the output jitter is the maximum variation in the inter- 
transmission time. Hence, it is the worst case behavior of the IDR, even if such worst 
case occurs only once throughout an arbitrary long session. Computing the output jitter 
of a link ( u ,  21) can be cast as an optimization prohlem. The decision variables of the 
optimizat~on are S,,(k, 1 7 ) .  the inter-arrival periods at  the node 21 and ro (u ,  u ) ,  the proba- 
gation delay of the oth packet. The  values of Si,(k, 21) are constraii~ed by the fact that 
there is a minimum inter-arri\-a1 period, there is a nlaximum and a r n i ~ ~ i m u m  limit on 
the propal;ation delay, anel the fact that the source nocle u is transmitting one packet per 
second. Solving this optimization prohlem constitutes the derivation of equation (3 . .5 ) .  
We omit the arguments u anel t1 whenever there is no ambiguity. 
A.2.1 Probleni Definition 
Consider a link ( 2 1 ,  LI),  with attributes A,, , ,  D,, , ancl cl,, . Assume that the node v employs 
IDR as specified in Section 3.2 ancl the IDR queue length is b(~ t ) .  Assume that the nocle 
u is transmitting one packet per secontl starting from time t = 0. Then the prohlem of 
finding the maximum value of the output jitter at the node v is stated as follows: 
Subject to  
where the sy111bols r k ,  b,,, D,,, d,, are defined in Appendix .l. The rrlasi~llizat~ion of the 
objective funct,ion is taken over all possible input arrival patterns. 
The idea of the solution is to  find the values of the decision parameters TO, &,(I),  1;;,(2), . . 
based on 1 he the specification of the IDR and the size of the IDR queue b ( u )  available at  
the node so as to  rnaximize the objective function. The mapping between the decision 
variables and the variables SOut(~) is defined by the IDR specificatioils given in Section 3.2. 
Before solving the optimization problem, we introduce some properties that assist in 
the process of finding a solution. These properties are the maximum b u ~ s t  period and 
the peak xrival  rate. The semantics of these terms are analogous to what is nlentioned 
in [16]. 
A.2.2 Peak Transmission Rates 
The constraints imposed on a jitter link ( 2 1 ,  1 1 )  set an upper limit on the maximum arrival 
rate and 1 he number of packets arriving at this rate at  a node v given that the node u 
is transmitting one packet per second. In this Section, we introduce two concepts: the 
maximum burst period and the peak transnlission rate. 
Maximu:m Burst Period 
The maximum burst period is the longest period during which packets arrive at the 
maximl~rn possible rate. This means that during this period. F,,(k, v) = A,,. The 
number of packets arriving (luring this period is called the ma.czrrrum burst szze s .  This is 
the maxiniurll numl>er of packets that can arrive at the peak rate, or. equi\alentll with the 
minimum inter-arrival time A,,. To compute s. we construct a specific arrival pattern. 
As before, assume that node u is transmitting one packet per second. ,Assume also that 
it transmits the O t h  packet, po,  at the time 0. Suppose packet po experierlces delay D,,, 
so it is received at node t7 a t  time D,,. l i e  want packet pl to  arrive at  nodse 2 ,  as early as 
possible which is at  time D,, + A,,. This means that it experienced delay D,,,, - 1 + A,, . 
Similarly, the packet p~ arrives at  time D,, + 2A,, which means it expc~riencetl delay 
D,, - 2 4- 2A,,, . In general, for any packet A- to  arrive at  time D ,,,, + kb,,, it has to 
experience delay D,, - ( I ;  - 1)(1 - A,,). Since A,, < 1, the delay experienced by 
packets decreases as the number of packets increases. Since the rrlinimurrl delay across 
the link (u, v) is d,,, then conlputing the maximum burst size is equivalent to finding the 
maximum number of packets s such that D,,, - (s - 1)(1 - A,,) 3 cl,,. Hence. 
( s  - 1)(1 -A,,) < D,, -d,, = J(u,t!) 
But s is an integer. Then 
Equation ( . 2 )  indicates that  the burst size grows to oa if A,, = 1. This is natural 
since if A,, = 1, an infinite sequence of packets with inter-arrival rate equal to 1 can be 
constructed by having all packets experience the same propagation delay since the source 
transmits one packet per second. At the same t,ime, this sequence is a burst since the 
inter-arribal time is a t  its minimum value. 
Peak Average Arrival Rate During a Given Period 
To produc-e the peak arrival rate during a given period. an arrival p a t t ~ x n  has to be 
constructed so that the nlaxirllurn number of packets arrive during the rllinirllurll period 
of time. In other words, given n packet arrivals, we wish to  deterrllirle the rllirli~llurll 
period of time to  receive these n packets starting from the arrival of the oth packet. 
Again. consider a jitter link (11, v )  with attributes D,, , d,, , and A,, while the source 
node 71  is transmitting one packet per second. Since there are no packets before the oth 
packet, let 6;,(0) be the propagation delay of the first packet po, i.e. 6;,(0) = n o ( u ,  r l ) .  
Assume that the packet po is transmitted by the node 11 a t  time 0. As a result, the arrival 
time of the k th packet at  the node 2. is given by 
The  objective is to  minimize the arrival time of the ( n  - 1 )" packet so that n packets 
are received as soon as possible. This problem can be formulated as the fc)llowing linear 
program: 
min 
6 i n ( k ) , k € { l  ;... n-I} f ( n )  = C & n ( k )  k=1 
d,,, 6 6i,(O) < Duv 
A,,, < 6;,(k) < J ( u ,  v )  + 1 'dk E {l ,  . . . , n - 1) (A.  3) 
k 
d,, < a ,  - I = C &.(1) - k < D,, 'dk E {1, . . . ,  71 - 1) 
1=0 
The solution to  the above linear progra.111 is given in lemma .2.1 below . First, we provide 
and intuitive argument for the solution. 
By exmamining the linea,r program ( 3 1 ,  we can identify two cases: ( i )  72 < s and 
( i i )  n > s .  For the case where n < B the solution is easy because n does not exceed the 
maximum burst size s. In this case, the solution is given by Sin(0) = - .  . = Si,,(n -1) = A,, 
and is mentioned in lemma 2 . 1 .  For the case where n > s we first set iji,(O) = - .  . = 
6;,(s - 1 )  = s.  We further minimize Sin(s)  by setting T,  = d,, which is the minimum 
feasible value so that the sth packet arrives as close as possible to ( s  - 1)''' packet. The  
s th packet is transmitted at time -5. I t  is received at time r ,  = rl,, + s. Hence 
The rest of t,he 6's cannot be less than 1. otherwise the propagation delay becomes 
less than d,,. Hence we set 6;,(s + 1 )  = . . . = 6;,(n - 1 ) = 1. 
The optimum solution for the linear program ( . 3 )  is summarized in t,he following 
lemma. 
LEMMA A.2.1 
Given  the  linear yTogram defined in  (.$'I, the  o p t i m u m  solut ion is given b y  
6,,(0) = D,, 
I f  n 6 s t h en  6,,(1) = 6, , (2)  = . - .  = 6 ( n  - 1 )  = nub 
If ri > s then  6,,(1) = 6,,(2) = . -  . = 6,,(s - 1) = 
L J  
(A.4)  
6 - ( 1  - AuL,) + 1 - .J(u,  1 7 )  
S - I-&", 
6,,(s + 1 )  = . . - = 6,,L(71 - 1 )  = 1 
and  the o,otimum cost func t ion  caluc 13 glven b y  
Proof: 
The case where n < .s is straightforward and is gi\,en by 6,,,(1) = 6;,(2) = . - . = 6,,,(n-1) = 
A,,. This is the minimurn possible values for 6,,(X-) without violating any constraint. 
We concentrate on the case where 12 > s. The idea is to  show that any vector 
{6.,(0)'. . . . , 6in(r1 - 1 ) ' )  that produces an objectire function value f '  such that f '  < f*  
is infeasible. Assume that there exist a vector {6; , , (0) ' ,  . . . ,6,,(n - 1 ) ' )  such that 
Since hi,(()) = D,,, which is the maximum allowed value then 
which resillts in infeasibility. rn 
Having established the shortest period during which n packets can arrive, the peak 
average arrival rate during any period T can he established as follows. If T 6 ( s  - l ) A , ,  
then A ( T )  = [I] and the peak rate is given by &. If ( s  - l)A.,, < T < f * ( s  + 1)  then nu, 
the number of packets arriving is still equal to  s packets according to the solution of the 
linear program ( .3 )  given in ecluations (.4) and (..5). If T = f * ( s  + 1)  then the A ( T )  = s + 1  
and peak rate is given by &. If T > f * ( s  + 1 )  then A ( T )  = + 1  + LT - f * ( s  + I ) ]  
.-l(~) and the rate is T. 
A.2.3 Relation Between Buffer and Output Jitter 
The jitter nlanagement strategy is based on holding a packet until its due transmission 
time or until it is forced out by buffer overflow. *As a result, buffer plays a key role in 
cleternliriing the output jitter. In this Section, the amount of buffer needed for the IDR 
queue to qelinlinate jitter is specified. The relation between jitter ant1 buffer is given in 
case there is not enough buffer space. 
The Minimum IDR Queue Size for Jitter Removal 
As mentioned in Section 3.2, there are two sources of jitter: buffer underflow and buffer 
overflow. Theorem 3.2.1 states that buffer underflow can be alleviated hy making the 
IDP=J (u ,  u ) .  Buffer overflow can he avoided by providing enough buffer for the IDR 
queue t o  store the maximum backlog. 
The  maximum backlog occurs when the arrival rate is at  its peak while the transmis- 
sion rate is at  its minimum. The transnlission rate is at  its minimum a t  the beginning 
of the ses:;ion since IDR waits for a period of J(zc. V )  after receiving the O t h  packet then 
starts to  transmit one packet per second. In Section .2.2, it is shown that the peak arrival 
rate is achieved if the arrival pattern is constructed according to equations ( . A )  and (.5). 
Based on this reasoning, we assume that packets are arriving according t o  the pattern 
specified in equations (.4) and (.rj). There are two cases to  consider: ( 1 )  f * ( s + l )  > J ( u ,  ( 1 )  
and ( 2 )  , f S ( s  + 1 )  6 J ( u ,  L I ) .  \We assume that the oth packet arrives a t  time t = 0 
Consider the case where f  ' ( s  + 1)  > J ( u ,  1)). If the arrival pattern is constructed 
according to ecluation ( .4) ,  then during the period ('0. f * ( s  + I ) ]  packets arrive at a rate 
larger than one packet per second. After this period. the backlog remains constant since 
packets are arriving at a rate of one packet per second and the IDR server transmits 
them at a rate of one packet per second. Hence the maximum backlog occurs at  the end 
of this pei-iod, i.e. a t  t = f*(s + I ). At t = f  " (s + 1 )  exactly s + 1  packets arrive and 
[ f  * ( $  + 1)  - J ( u ,  r)1 packets depart. We have 
Therefore 
max { Q ( t ) )  = 2 J ( u ,  v )  + 1 
If f* (s+l  I < J ( t ~ , v )  then the backlog keeps increasing until the t imet  = J ( I I .  t , ) ,  i.e. right 
before the IDR server starts transmitting one packet per second. Since after t = f  ' ( s  + 1 )  
packets arrive at  a rate of one packet per second, the backlog stops increasing at the time 
t = J (  1 r . r ) .  Hence, the maximurn backlog occurs right before t = J ( u .  11). Therefore, 
having 
(0 .  J ( u .  u ) ]  = ( 0 ,  f * ( s  + I ) ]  U ( f * ( h  + I ) ,  J ( z L .  t l ) ] .  
exactly s  t 1 packets arrive in the period ( 0 ,  f * ( s  + I ) ]  and ~ J ( Z L ,  U )  - f 3 ( s  + 1 ) J  packets 
arrive in the period ( f  ' ( s  + I ) ,  J ( u .  v)].  Hence at the time t = J ( u .  u )  the ~naximunl  value 
of Q ( t )  is giver1 b y  
To avoid forced transmission, the IDR queue size has to be at least equal to  the 
lllasimum backlog. Thus 
Relation Between Buffer and Output Jitter For Small Buffers 
In this Section, we focus on the case where available buffer for the IDR queue is less than 
the amouiit i~eeded to remove jitter. 
LEMMA P ~ . 2 . 2  
For any  jitter link ( u .  77), if the node u zs transmitting one packet per seconn' starting .from 
t ime t = 0, then 
d,, + k < nk < d,, + . J (u ,  v)  + k 
Proof: 
By contradiction. Assume ak > d,,  + J ( u ,  ( 7 )  + k .  Then 
which exceeds the upper bound on the propagat'ion delay, a contradiction. 
Assume that crk < d,, + k .  Then 
which is less than the lower bound on the propagation delay, a contradiction. 
LEMMA A.2.3 
For any  jctter link ( 1 1 ,  r ) ,  where node ti is transmitting one packet per second, let the oth 
packet arrive at node I ?  crt tlnle t = 0 .  Then.  
wher-r A ( t )  i.z the number of packets nrrired at the node v rluring the period ( 0 ,  t ]  
Proof: 
Assume that the oth packet arrive at  node t7 at time t = 0. Consider the case where 
t 2 0.  Then ak < t < a k + ~  for some nonnegative integer k .  Thus A( t )  = 1; + 1 since we 
start counting packets from the oth packet. To find the lower bound on A( t )  for a given 
time instance t ,  we have to  find the minimum integer k such that ak < t < a k + ~ .  This 
can be achieved by consiclering the case where each packet arrives as late as possible. In 
lemma .2.2, it is proved that the kth packet cannot arrive later than d,, + J ( u , u )  + k 
if t = 0 nhen the ot" packet was transmitted. If we start measuring the time from the 
arrival of the o th ,  packet then ax. = d,, + J ( u ,  v)  + k - 7ro, k > 0.  Again, since we are 
considering the lowest number of arrivals possible, we have to  maximize the time ak. This 
can be clone by setting T O  to its lower bound of d,,. Hence ak = J ( u ,  v )  + k .  
Hence, at  time a k  < t < u ~ + I ,  the minimum number of packet4 is min{A(t)) = k+1  = 
Lt - J ( u ,  + 1, ancl the result follows. 
LEMMA A.2.4 
At least one bufler overflow occurs before any  bufler underflow. 
Proof: 
Assume that a o ( v )  = 0. 
As rneiitioned in Section 3.2, buffer unclerflow is said to occur if at time I' = J ( u ,  t i )  + k 
for some non-negative integer k ,  there are zero packets in the IDR queue. Hence, if at 
some time there are no packet, but a regular transmission is not clue, buffer underflow 
does not occur. 
Suppose that buffer underflow occurs at some time t and there is no buffer overflow 
before t,he time t .  Denote number of regular transmissions by R ( t ) .  Sincc~ there are no 
buffer overflows prior to  t ,  the only transmissions that occurred are regular transmissions. 
For buffer underflow to occur at time t ,  
But we kr-low from the IDR specifications that R( t )  = [t - J(z1,: t i ) ]  a,nd from lemma .2.3 
that. A ( t )  3 Lt - J ( u ,  v ) ]  + 1. Hence, 
a contradiction. 
In the following lemma ancl theorem, we prove the secor~cl part of equation (3.5). 
L E M M A  A.2.5 
Consider n jitter li,nk ( u ,  v )  u!ith the attributes D,,, (I,,, , a7z.d A,,,: where .rz.ode ,u is trans- 
mitting o ~ c  packet per second. If the buffer aaailnblt for the IDR queue at nodt r! is not 
less than J ( u ,  t i ) !  then buffcr ~lrlderflow can never occur. 
Proof: 
\We first consider the case where t < J(u, u ) .  At time t > 0 there is at least one packet 
since the 0'" packet arrives at time 0. At the same t,irne, IDR server transmits packets 
starting at time t = J ( u .  1 7 )  unless it is forcecl to  do so prior to J ( u ,  2 . )  clue to  buffer 
overflow. Hence there can never be a buffer underflow for any time t < J ( u ,  v ) .  
Consicler the case where t > J(u, u ) .  Assu111e that buffer linclerflow occurs at some 
time t .  FI-om lemma .2.4, there is at least one buffer overflow before the time t .  hence, 
there is at least one forcecl transmission. 
Let T be the time of the last forcecl transmission before the time t .  Let the a f  he 
the time of the arrival of the packet that caused the last forced transmissicsn. Therefore, 
u f  = T-11,,. If the buffer unclerflo\v occurs at at some time t ,  then t is a time for a regular 
transmission and there are no packets in the IDR queue. Let T = t - a f  == f - T + A,,. 
Since there is a forced transmission at time T, the IDR queue is full right after t,he time 
T + A,,, ancl contains J ( n ,  v )  packets. We now show that it is impossible to deplete all 
the J ( u ,  v )  packets during the period ( T  - A,,, t ] .  
\;lie use contradiction. Consider the extreme case where the number of packets arriving 
during the period ( T  - A,,, t ]  as at its minimum, while the regular trailsmissions are 
constructed such that the they occur as early as possible hence causing buffer underflow 
as early a:; possible. Consider the case where a regular transmission is scheduled at some 
time T + t where 0 < E < A,, and E is as small as possible. Then this regular transmission 
is reschedul~d to the time T + A,,. The next regular transrllission is scheduled at time 
T  + c + 1 a,nd the next at  T  + c + 2 and so on. Hence, the number of regular trnn.smission.s 
during the period ( T  - A ,,, t ] ,  t > T + A,,, denoted by R ( T ) ,  where T = i - ( T  - A,,,), 
is boundetl as follows 
Notice t h t ~ t  we do not need to  consider any time t < T  + A,, since thle first regular 
transmission after a~ is the rescheduled one and occurs at T  + A,, .  
Since 1:here is an arrival a t  time n J ,  we can apply lemma .2.:3 by shifting the time 
axis such that n J = 0. Hence the minimum number of packets arri~ring during the period 
( T  - A,, , t ]  is given by 
A ( r )  3 Lt - ( T  - A,,) - J ( , ~ I , P ' ) ]  + 1 
For buffer underflow to  occur, 
The ma.ximum possible value of R ( r )  - A ( T )  can be achieved by setting A ( T )  to it,s 
minimum and R ( T )  t o  its maxi~num to get 
n ~ a x { R ( ~ )  - , 4 ( r ) )  = [t - ( T  + c ) ]  - Lt - ( T  - A,,) - . J ( t i , t r ) ]  + 1 
Now ccsnsicler the expression [t - ( T  + c)]  - jt - ( T  - A,,,) - . J (n ,  v ) ]  -I- 1 
m a x { R ( ~ )  - A ( T ) )  ,< Lt - (T + c ) ]  + 1 - Lt - ( T  - A,,) - J (u ,  L ' ) ]  + 1 
= ~t - ( T  + C ; I ]  - ~t - (T - A,,,) - J ( U ,  
,< t - ( T  + t )  - Lt - ( T  - A,,,) - .J(rs, v)] 
< t - (T  + t )  - ( t  - ( T  - A,,) - .J(u!v) - 1 )  
= J ( u ,  V )  + 1 - c - A,, 
< J (u ,  ,v) + 1 .  
But since m a x { R ( ~ )  - A ( T ) )  is an integer 
which contradicts the inequality (*) rn 
THEOREM ,A. 2.1 
Consider a jitter link ( u ,  t ? )  with the attributes D,,, d,,, and A,, rvhile node u is 
t ra~~smi t t i ng  one packet per second. I f  the IDR queue size b ( u )  at node z7 satisfies 
J (u .  1 9 )  + 1 < b(v) < 2J(u. 2'). then the maximum output jitter Jout(t') for node v is 
given by  1 - A,,, . 
Proof: 
From lemma .2.4, there cannot he underflow if the IDR queue size is J (P~ ,  v )  or larger. 
Hence, the inter-transmission time is never greater than one since there is always packet 
available for transmission. However, since the huffer is less than %J(ti. t * )  + 1 there is 
at least one forced transmissions which can result in inter-transmission delays values as 
small as L!,,,, hence the result follows. 
In the next lemma ant1 t,heorem. we prove the first part of equation (3.5). 
LEMMA A.2.6 
Consider a j ~ t t ~ r  11nk ( PI ,  U )  with the attributes D,,, il,, , and A,, while node 11 7.5 trans- 
mitting onc packet per second. If the IDR queue srze b ( v )  at node .c satisfirs 0 < b(t1) < 
J ( u .  I>) ,  then f h e  mnszrnz~nz rnter-tran.smts.szon ~ e r i o d  at the nodr r7  7s givtn b y  
Proof: 
The maxiillum inter-transmission time occurs in case of huffer underflow. From lemma .2.4, 
huffer untlerflow occurs only after an overflow. Let the time T he the time of the last 
forced transmission. This means that a packet k has arrived at time T - A,,,. To maxi- 
mize &,,, we have to maximize the arri\-a1 time of packet k + 1 and minirllize the time 
for depletion of all the packets in the IDR queue. 
To minimize the time to depletio~i we construct the a r r i ~ a l  and pattern as done i11 
Lemma .2.5 to get 
R(7) 6 It - ( T  + e l l .  
The earliest time to transmit b ( u )  packets is at t = T +  b+e when T = b and the maximum 
value of R ( T )  = b. 
The (1-  + l)st packet arrives no later than T + J ( u ,  u )  + 1 - A,, since the maximum 
inter-arrival time is J(PL. 21) + 1 and there is a packet that arrived at T - A,, (the one 
that caus(x1 the forced transmission at time T ) .  Since IDR checks the IDR queue for 
transmiss~on every t = i + J ( u ,  1 7 )  for some integer i ,  it transmits the ( k  + 1)"' packet at 
time T + 1 + J ( u ,  r ! )  + t .  Hence. the maxirnum inter-transmission time is .J(IL, 1 1 )  + 1 - b 
THEOREM A.2.2 
Consider a jitter link ( u ,  1 1 )  with the  attributes D,,,, d,,, and A,,, while node PL is trans- 
mi t t ing o17e packet per st.cond. I f  the  queue size b ( v )  at node 2) satisfies 0 < b  < J ( u ,  u ) ,  
the  maxirnum output jitter J O u t ( u )  for node v is given by  J ( u ,  c) + 1 - b  - A,, 
Proof: 
From lemma .2.6, the maximum inter-transmissio11 time is J ( u ,  1 1 )  + 1 - b. Due to forced 
transmissions, minimum inter-transmission time is A,,. Hence the result follows 
