This tutorial addresses the fundamentals and advances in deep Bayesian mining and learning for natural language with ubiquitous applications ranging from speech recognition [7, 55] to document summarization [8] , text classification [5, 75] , text segmentation [18], information extraction [50] , image caption generation [69, 72] , sentence generation [25, 46] , dialogue control [22, 76] , sentiment classification, recommendation system, question answering [58] and machine translation [2], to name a few. Traditionally, "deep learning" is taken to be a learning process where the inference or optimization is based on the real-valued deterministic model. The "semantic structure" in words, sentences, entities, actions and documents drawn from a large vocabulary may not be well expressed or correctly optimized in mathematical logic or computer programs. The "distribution function" in discrete or continuous latent variable model for natural language may not be properly decomposed or estimated. This tutorial addresses the fundamentals of statistical models and neural networks, and focus on a series of advanced Bayesian models and deep models including hierarchical Dirichlet process [61], Chinese restaurant process [4], hierarchical Pitman-Yor process [60], Indian buffet process [35], recurrent neural network (RNN) [26, 41, 48, 65], long short-term memory, sequence-to-sequence model [59], variational auto-encoder (VAE) [44], generative adversarial network (GAN) [36], attention mechanism [27, 56], memory-augmented neural network [39, 58], skip neural network [6], temporal difference VAE [40], stochastic neural network [3, 47], stochastic temporal convolutional network [1], predictive state neural network [31], and policy neural network [49, 74] . Enhancing the prior/posterior representation is addressed [53, 62] . We present how these models are connected and why they work for a variety of applications on symbolic and complex patterns in natural language. The variational inference and sampling method are formulated to tackle the optimization for complicated models [54] . The word and sentence embeddings, clustering and co-clustering are merged with linguistic and semantic constraints. A series of case studies, tasks and applications are presented to tackle different issues in deep Bayesian mining, searching, learning and understanding. At last, we will point out a number of directions and outlooks for future studies. This tutorial serves the objectives to introduce novices to major topics within deep Bayesian learning, motivate and explain a topic of emerging importance for data Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored.
mining and natural language understanding, and present a novel synthesis combining distinct lines of machine learning work.
CCS CONCEPTS
• Mathematics of computing → Bayesian computation; • Computing methodologies → Natural language processing; Machine learning; Neural networks; Learning in probabilistic graphical models; Latent variable models; Learning latent representations; Information extraction; Natural language generation; Semantic networks; Probabilistic reasoning; • Information systems → Data mining; Information retrieval. KEYWORDS deep learning; Bayesian learning; data mining; information retrieval; natural language processing 1 GOAL OF TUTORIAL Given the current growth in research and related emerging technologies in machine learning and deep learning [73] , it is timely to introduce this tutorial to a large number of researchers and practitioners who are attending WSDM 2020 and working on statistical models, deep neural networks, sequence data mining and natural language understanding. This half-day conventional tutorial concentrates on a wide range of theories and applications and systematically present the recent advances in deep Bayesian learning which are impacting the communities of machine learning, natural language processing, data mining, web search, information retrieval and human language technology. This tutorial is useful to the graduate students who work in natural language processing and understanding, and the research scientists who would like to explore statistical data mining, machine learning and deep learning. The prerequisite knowledge includes calculus, linear algebra, probability and statistics. 
TUTORIAL OUTLINE

TUTORIAL DESCRIPTION
The presentation of this tutorial is arranged into five parts. First of all, we share the current status of researches on natural language processing, statistical modeling and deep neural network and explain the key issues in deep Bayesian learning [13] [14] [15] for discrete-valued observation data and latent semantics. Modern natural language models are introduced to address how data analysis is performed from language processing to semantic learning and memory networking. Secondly, we address a number of Bayesian models ranging from latent variable model to variational Bayesian inference [10, [16] [17] [18] 70] and Bayesian nonparametric learning [9, 11, 12] for hierarchical, thematic and sparse topics from natural language. In the third part, a series of deep models including deep unfolding [21] , GAN [36, 63] , memory network [23, 64] , sequence generation [24] , sequence-to-sequence learning [34, 38] , convolutional neural network [29, 43, 71] and self-attention network with transformer [30, 67] are introduced. The fourth part focuses on a variety of advanced studies which illustrate how deep Bayesian learning is developed to infer the sophisticated recurrent models for natural language understanding. In particular, the Bayesian RNN [19, 33] , VAE [25] , neural variational learning [28, 57] , neural discrete representation [42, 66] , recurrent ladder network [51, 52] , stochastic neural network [20, 32, 37] , Markov recurrent neural network [45, 68] , reinforcement learning and sequence GAN [74] are introduced in various deep models which pave an avenue to more practical tasks, e.g. web search, reading comprehension, sentence generation, dialogue system, question answering and machine translation. In the final part, we spotlight on some future directions for deep data mining and language understanding which can handle the challenges of big data, heterogeneous condition and dynamic system. In particular, deep learning, structural learning, sequential learning and stochastic learning are emphasized. 
INSTRUCTOR
