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ABSTRACT
In the U.S., buildings are usually responsible for about 40% of total energy
consumption, indicating a great potential for energy saving [1]. It is reported that in
EU countries, about 60% to 70% of the consumed energy in buildings are for space
heating, and the rest of the energy are mostly accounted by hot water and electrical
appliance [2]. On the other hand, the indoor climate comfort is strongly related to
the life quality and productivity of the occupants [3]. There is no doubt that any
improvement in building control and optimization will lead to a significant energy
savings while still maintain the comfort level. Sensors are crucial in the optimal
control and operation of buildings for improved energy efficiency, environment
comfort, safety, and security. Building management and control strategies such as
building commissioning, damper fault detection, demand-controlled ventilation, duct
leakage diagnostics, and optimal whole-building control can all be improved
through sensors [4]. Temperature and humidity sensors are critical to control and
optimize the operation of heating, ventilation and air conditioning (HVAC) in
commercial and residential buildings.
We designed, implemented, and tested a cloud-based low-cost distributed
temperature and humidity monitoring system for collecting temperature and
humidity readings from different locations in a residential building. The system
includes distributable wireless sensors, a gateway hub a cloud-based data center and
a graphic web dashboard. The wireless sensor is designed with a small size, energyefficiency, and low-cost. The LoRa protocol is used to communicate between the
ii

sensors and the hub. The hub is built around a Raspberry pi to forward the sensor
data to the cloud-based data center. The cloud-based data center is implemented on
Amazon Web Services to receive, process and store sensor data. Also, the cloudbased data center provides interfaces for managing sensors or querying the data. A
web dashboard application is also developed to provide a friendly interface for users
to manage the sensor and visualize data. Compared to existing systems, the
developed system features small sensor unit size, fast measurement, long
transmission range, cloud-based APIs for convenient data storage and analysis, and
web applications for system management and data visualization.
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CHAPTER ONE
INTRODUCTION
1.1 Background
In resident buildings, the indoor air temperature and relative humidity play
important roles in the thermal comfort, which is commonly referred to as the
measurement of human satisfaction in a thermal environment [5]. Since human body
needs to release heat from metabolism, an appropriate air temperature and relative
humidity is required to keep human body operating normally. Most of the modern
resident buildings use heating, ventilation, and air conditioning (HVAC) systems to
maintain a comfortable environment. A typical HVAC system contains fans,
compressors, coils, heat pumps and other components. The thermostat controls the
HVAC system to blow warm or cool air, based on a simple comparison of nearby air
temperature (e.g., utilizing the built-in temperature sensor of the thermostat) to the
temperature setting.
Yet, this kind of simple control system may not achieve a desirable thermal
comfort level for every room due to the various factors such as the location of vents
and thermostat, the insulation design, the sealing quality of the windows and doors, etc.
To build a smarter control strategy so that energy can be saved to run the HVAC
system while an acceptable comfort level is maintained, it is necessary to know the
temperature and humidity distribution in the building. To gather the real-time per-area
thermal data for such analyzation, researchers have developed many distributed
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temperature and humidity sensing systems. A typical sensing system may include
multiple temperature and humidity sensors distributed across the building, a gateway
device that transfers data from the sensors to the database, and a database stores all the
measurement results.

1.2 Existing Temperature and Humidity Sensor Systems
There are currently some wireless temperature and humidity sensing systems
for indoor environments, ranging from home-level sensors for smart thermostat
(e.g., Google Nest Temperature Sensors [6]) to industry-level wireless sensors. Most
of the home-level sensors (and the thermostat system) do not provide full access to
their database, especially for history measurements or per-sensor data. Also, most of
the sensors are not customizable. Here, we will review two examples industry-level
sensing systems including the RLE Technologies’ WiNG wireless sensor system [7]
and Pressac’s Wireless Temperature and Humidity Sensor system [8].
The RLE system is a full-scale sensing system that can operate in
temperatures from -25 to 85ºC. Each temperature and humidity sensor costs $195,
and a gateway manager costs $1,595. The sensor unit has a dimension of 71mm ×
28mm × 28mm and is powered by a 3.6V lithium battery. The battery life of the
sensor is up to 8 years in room temperature. At room temperature, the measurement
accuracy is about ±0.2°C for temperature, ±2% for relative humidity. For each 10-

20 seconds, the sensor transmits a set of measurement data to the gateway manager.
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The transmission range is up to 600 feet in free space. Figure 1.1 shows the picture
of a temperature and humidity sensor used in the RLE system.

Figure 1.1 RLE Technologies WiNG-TH sensor

For most residential building, the RLE system seems to be an overkill of the
problem and cost too much. Compared to the RLE system, the Pressac system is a
more affordable choice for residential homes. The Pressac system costs $106 for
each sensor and $559 for a Smart Gateway. The size of the sensor unit is about
76.5mm x 28mm x 17.5 mm. The Pressac wireless sensor features a silicon solar cell
for continuous power supply, and a coin cell battery for backup power. With the
solar cell, the sensor’s battery life can be up to 10 years. The measurement range of
this sensor is tailored for an indoor environment, which is 0ºC to 40ºC for
temperature and 0 to 100% for related humidity. The transmission rate is based on
recent change of temperature: 100 second if the temperature has changed by more
than 0.5ºC or humidity changed by more than 2%, and 15 minutes for other cases.
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The range of transmission can be up to 900 feet in free space. Figure 1.2 shows the
picture of a Pressac temperature and humidity sensor unit.

Figure 1.2 Pressac Wireless Temperature and Humidity sensor

Besides the two examples, there are many other temperature and humidity
sensing system available, with similar price and features. In general, these sensor
systems are expensive and lack of could capability for implementation of advanced
controls.

1.3 Objective
The objective of this study is to design a cloud-based distributed temperature
and humidity monitoring system. The system will be focused on measuring
distributed room environment parameters (e.g., temperature, humidity and airflow)
at a moderate rate of data collection. The battery of the sensor unit should last at
least half a year when it is used for continuous measurement. All the sensors in a
typical apartment unit should be cloud access by a hub. The costs of sensor and hub
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are expected to be lower than most of existing commercial products. In addition to
the hardware system, a cloud-based database and control interfaces will be
implemented to store, visualize and manage the measurement data.
In this paper, we report our work on developing such a sensing system meet
the objectives. The system includes a LoRa-based low-cost temperature and humidity
sensor, a gateway hub built on a Raspberry pi, a cloud-based data center, and a webbased API for data visualization and management. As shown in Figure 1.3.

Figure 1.3 Overview of the cloud-based temperature and humidity monitoring system

1.4 Structure of the Thesis
This thesis summarizes our work on developing a low-cost cloud-based
wireless temperature and humidity monitoring system. Chapter 2 describes a novel
wireless temperature and humidity sensor platform based on LoRa protocol. Chapter
3 presents the work on the development of the cloud-based data center, including the
databases, interfaces and programs. Chapter 4 focuses on the development of a
gateway hub to communicate with sensors and submit sensor readings to the cloud-
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based data center. Chapter 5 summarizes the work on developing the dashboard
applications for managing the system and visualizing the sensor data. Chapter 6
provides the test results of the system in an apartment. Chapter 7 are the conclusions
and suggestions for future work.
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CHAPTER TWO
WIRELESS TEMPERATURE AND HUMIDITY SENSING PLATFORM

This chapter describes the wireless sensor platform based on LoRa protocol
to be used for wireless temperature and humidity sensing. The architecture,
hardware, specifications, and energy consumption of the platform are discussed.

2.1 Introduction
In a typical application, many temperature and humidity sensors are
distributed to gather the temperature and humidity information across the building.
These temperature and humidity sensors are preferred to operate wirelessly and selfpowered. Operating in an indoor environment, the sensors need to communicate
with the hub reliably in a building. We also expect the sensor to work continuously
for at least one year without maintenance, which requires the sensor to operate at a
low power consumption.
Based on these requirements, we designed a low-cost, energy efficient,
wireless Temperature-Humidity Sensing Platform (THSP). The THSP is powered by
a cell battery and communicates with the hub via the LoRa protocol. LoRa (Long
Range) is a proprietary low-power wide-area network modulation technique [9]. It is
based on spread spectrum modulation techniques derived from chirp spread
spectrum (CSS) technology [10]. The THSP has a modular design, consisting of
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three modules: the temperature and humidity sensing module, the
processing/communication unit that includes a low-power microcontroller and a
long-range LoRa transceiver, and the antenna module. Figure 2.1 shows the front
and back images of a THSP. In addition, the board is installed with an indicator
LED and a cell battery socket.

Figure 2.1 Front and back views of a THSP unit

2.2 The Processing and Communication Module
The Processing and Communication Module (PCM) includes a LoRa
transceiver (SX1262 [11]) and a microcontroller (MCU, STM32L412C8U6 [12]) to
provide the basic LoRa communication functions and essential data acquisition and
processing capability. The module measures 30mm × 22mm × 2mm and has 19 halfhole soldering pads (8 on the left side and 11 on the right side) for adding functional
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modules such as the temperature and humidity sensing module and the antenna.
Figure 2.2 show a fully assembled PCM unit, and size comparison with a quarter
coin.

Figure 2.2 Processing and Communication Module

The SX1252 LoRa transceiver is connected to STM32 MCU by the SPI bus.
The module provides multiple interfaces for inter-chip communications, including
GPIO, SPI, I2C, and UART. Figure 2.3 shows the internal connection and available
interfaces of a PCM.

Figure 2.3 Components and interfaces on the Processing and Communication Module
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The onboard MCU is an ultra-low-power, high-performance microcontroller
based on Arm Cortex-M4 core [13]. The microcontroller operates at a frequency of
up to 80MHz. The Cortex-M4 core features a single-precision floating-point unit, a
full set of DSP instructions, and a memory protection unit (MPU). The MCU is
programable using the provided SWD debug interface, which is accessible through
the soldering pads.
The SX1261 LoRa transceiver is a low-power, long-range sub-GHz radio
transceiver for long-range wireless application. The transceiver is designed for long
battery life that consumes down to 4.2 mA current in active receive mode. The chip
also integrates a DC-DC convertor and LDO regulator that allow the chip to be
powered by a wide range of input voltage (1.8V ~ 3.7V). With the integrated power
amplifier, the SX1261 can transmit up to +15 dBm.

2.3 The Temperature and Humidity Sensing Module
The sensing functions (e.g., temperature and humidity) is performed by an
SHT31 temperature and humidity sensor [14] which is connected to the Processing
and Communication Module through the soldering pads. The diagram in Figure 2.4
shows the connection between the PCM and the Temperature and Humidity Sensing
Module (THSM). The SHT31 digital temperature and humidity sensor is placed at
the corner of the board to minimize the interference by other onboard components.
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The sensor communicates with the PCM by I2C interface and starts a measurement
following the MCU’s demand. The measurement result is sent back to the MCU in
two 16-bit unsigned integers, which can be converted to physical scales based on the
conversation rate. The range, accuracy, and resolution of this sensor are shown in
Table 2.1.

Figure 2.4 Components on the Temperature and Humidity Sensing Platform

An indicator LED is installed on the board and connected to one of the GPIO
ports of the Core Module. The LED blinks once when a data frame is sent out by
LoRa.
Table 2.1 Specification of Temperature and Humidity Sensing Platform

Module Size
Temperature Accuracy
Temperature Resolution
Temperature Range
Humidity Accuracy
Humidity Resolution
Humidity Range
LoRa Frequency Band

43mm × 24mm × 10mm
± 0.3°C
0.015°C
-40 ~ 125 °C
± 2%RH
0.01%RH
0 ~ 100%RH
915MHz
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2.4 Sensing and Data Transmission
The MCU on the LoRa Core Module is programmed to acquire and process
the temperature and humidity monitoring data from the sensor. After the THSP is
powered-on or reset, the MCU initializes the watchdog timer, clock, interfaces, and
the chip's power control. After initialization, the MCU enters its main loop. At the
beginning of each loop, the MCU wake up from the standby mode and clears the
watchdog timer that has awaken it. Then the MCU initiates the temperature and
humidity sensor for a new measurement. After that, the MCU uses the built-in ADC
module to measure the voltage of the battery. Once the two measurements are
completed, the MCU starts to build the sending buffer, including the temperature,
humidity, and voltage measurements, the unique ID (hardware ID) of the LoRa chip
and a checksum calculated using all other data in the buffer. After the buffer is
successfully built, the buffer is converted to ASCII and ready for transmission. At
the end of the buffer, a pair of CR(\r) and LF(\n) control characters are added as the
frame separator. The MCU turns on the LoRa transceiver and checks the channel. If
the channel is clear, the MCU sends the buffer by LoRa to the hub. Otherwise, the
MCU waits until the channel is clear. Finally, the MCU sets the watchdog timer,
enters the low-power-consumption standby mode and waits for the next command.
The flow chart of this process is shown in Figure 2.5.
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Figure 2.5 Workflow of THSM

2.5 Battery Life
The THSP is designed to perform unattended temperature and humidity
monitoring, which means the battery life is an important criterion for the module.
Two primary factors contribute to battery life: battery capacity and power
consumption.
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The THSP is powered by a 3V cell battery installed in the battery socket.
According to the size of the module, we found three candidates for the cell battery
model that could fit the board: CR2032 [15], CR2450 [16], and CR2477 [17]. The
size, weight, and capacity of these three batteries are listed in Table 2.2.
Battery
Diameter
Thickness
Weight
Capacity

Table 2.2 Compatible cell batteries

CR2032
20mm
3.2mm
2.9g
225mAh

CR2450
24mm
5.0mm
6.3g
620mAh

CR2477
24.5mm
7.7mm
10.5g
1000mAh

The power consumption of the module varies in different operation status. In
the standby mode, the MCU consumes about 0.7μA current since most of the
components are in sleep. The time of sleep is dependent on the desired rate of
reporting. During measurement, the MCU and the sensor together consume about
5mA current. During LoRa transmission, the unit’s power consumption depends on
the spreading factor of LoRa [18]. The spreading factor determines the tradeoff
between bit rate and transmission range. A higher spreading factor can bring a larger
transmission range and a lower bit rate, which means the data will take longer to
send from the sensor. The unit consumes 17mA current with factor 5, or 20mA with
factor 8.
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Table 2.3 Power consumption and battery life

0.7

0.7

Current
(μA)

20

20

60

Time
(s)

5

5

5

5

Current
(mA)

36

36

36

36

36

Time
(ms)

17

20

17

20

17

Current
(mA)

50

50

50

50

50

Time
(ms)

51.9765

59.4443

51.9765

59.4443

6.5283

Average
Current
(μA)

1000

1000

620

620

225

Battery
Capacity
(mAh)

801.64

700.93

497.01

434.58

1436.05

Battery
Life
(day)

2.19

1.92

1.36

1.19

3.93

Battery
Life
(year)

Transmission

0.7
20
5

Data Acquisition

0.7
20

Standby

0.7
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Based on the estimation of battery life shown in Table 2.3, we select the
combination of CR2450 battery, 20-second report interval, and spreading factor 8.
This solution can let the module last about one year and transmit further while
maintaining a moderate size and weight.

2.6 Transmission Test
We tested the THSP for its transmission range and reliability. The THSP
could send readings to a hub for at least 100 meters in open space. In the indoor test,
the signal can penetrate at least three walls. Which is enough to cover a typical
apartment unit.

2.7 Summary
The wireless temperature and humidity sensing platform (THSP) is the basis
of the monitoring system. The THSP uses the LoRa protocol to communicate with
the gateway hub wirelessly with low energy consumption over a large distance. The
energy efficiency allows the THSP to measure the indoor temperature and humidity
for a long time. The compact modular design also makes the THSP unit smaller than
most of the existing sensors.
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CHAPTER THREE
CLOUD-BASED DATA CENTER DEVELOPMENT

This chapter focuses on the development of the cloud-based data center,
which is the core of the monitoring system. The architecture of the data center,
selection of cloud services, database schema, API design, and archiving mechanism
are discussed in detail.

3.1 System Overview
The temperature and humidity monitoring system mainly includes four parts:
distributed sensors, a hub, a cloud data center, and a web dashboard, as shown in
Figure 3.1. Sensors are distributed with the building, and periodically measure and
report the temperature and humidity at their locations. A hub receives and processes
the incoming readings reported by each sensor and pushes the data to the cloud. The
cloud data center is the core of the whole system, which stores all the sensor data
uploaded by the hub and provides query services. Finally, the web dashboard
provides a graphic user interface and visualizes the data stored in the cloud data
center.
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Figure 3.1 Architecture of the cloud-based system

3.2 Cloud-based Data Center Architecture
To manage the data collected by the sensors, we designed a cloud-based data
center system. The cloud data center's primary objective is to handle the incoming
sensor data, store them, and respond to a user query when needed. The cloud data
center should also provide necessary interfaces for the web dashboard and archive
old data beyond a fixed period.
We designed the architecture of the data center as shown in Figure. 3.2. The
system exposes two sets of APIs: one for data insertion and query and the other for
the web dashboard. Two databases are developed: one for the recent data and the
other for the archived data. Within the cloud, a self-triggered archiver scans over the
database daily, archives old data and stores them in low-cost large-volume storage.

Figure 3.2 System design of the cloud data center
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3.3 Cloud Service Provider and Cloud Services Specification
Amazon Web Service (AWS) [19] is an on-demand cloud computing
platform operated by Amazon.com, Inc. AWS provides a variety of storages,
computing services, and network infrastructures. The on-demand and pay-as-you-go
service mode grants the benefits of a relatively lower price, better performance,
flexibility, and scalability.
To implement the cloud data center, we have used various AWS services to
perform different functions in our system. The services we selected are shown in
Table 3.1. Figure 3.3 shows the designed workflow and data flow in between those
services.
Table 3.1 Selection of cloud services

Functions
APIs (Entry point)
APIs (Compute)
Database
Archiving Trigger
Archiver
Archive Storage

AWS Service
API Gateway
Lambda
DynamoDB
EventBridge
Lambda
S3

The API Gateway service provides an entry point for our cloud system. The
API Gateway could be used to build HTTP APIs, which can handle incoming HTTP
requests from the hub and the dashboard. Based on the HTTP request signatures, the
API Gateway could invoke a corresponding Lambda function to process the request
and return the response to the client.
The Lambda is the computation component in the system. The Lambda
service is a serverless, function-like computation service, which can execute codes
19

on demand without using a dedicated server. When invoked, the Lambda service
dynamically allocates computational resources for the function and runs the code.
Resources used are released as soon as the function ends. In this system, Lambda is
integrated with the API Gateway to act as the HTTP API's backend and invoked by
EventBridge to perform daily archiving.
The DynamoDB is a NoSQL database for key-value pair storage. The
DynamoDB organizes data in a table-item structure. Each item in a table contains a
unique key and multiple attributes (values in any data type). The attributes in an
item can have different data types, and the DynamoDB supports complex types (e.g.,
list, map, etc.). We use the DynamoDB as our primary database to store recent
sensor records and other data of the system.
The EventBridge is a serverless event bus in AWS that delivers event and
data between different AWS services. The EventBridge is also able to schedule and
initiate an event to a given target. We use this feature to invoke the daily archiver
Lambda function.
The Amazon Simple Storage Service (Amazon S3) is the object storage
service in the AWS family. S3 provides a large-volume low-cost file storage for
different accessing frequencies. S3 stores files in named buckets, which can be
accessed via Internet like websites. In our system, we are using the S3 Standard for
both archive storage and dashboard resources.
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Figure 3.3 Data flow within the data center

3.4 Database Design
The database in the cloud data center stores information and data of each
sensor. To keep the sensor data organized, we designed two kinds of tables. The
sensor information table keeps all the sensor information, description, configuration,
and current status. The sensor data table is created for each sensor to store the
timestamp and sensor readings. The sensor data tables are named by the sensor id,
which can be found in the sensor information table. In addition, we use an extra
table to store configurations for the dashboard. Tables in the database and the
relationships among them are shown in Figure 3.4.

21

Figure 3.4 Database structure

In our implementation, the sensor information table has fields that shown in
Table 3.2. The table uses sensor ID as its key so that each item could be retrieved by
the sensor ID. The sensor name and report interval attributes are user-definable
values, for representing a human-readable name for a sensor and the interval (in
seconds) between two consecutive submissions. The two record ID attributes
indicate the current record ID range in the sensor data table. The latest record
attribute retains a copy of the recently submitted data, allowing a “peek” into the
latest reading from one or more data tables without re-accessing the database. The is
used by the web dashboard to present the current reading of each sensor.
Table 3.2 Table structure of the sensor information table

Attribute
🔑🔑Sensor ID
Sensor Name
Report Interval
Record ID - Start
Record ID - Latest
Record - Latest
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Type
String
String
Number
String
String
Map

In the sensor data table, each item represents a record of the sensor. All
records in the table have a structure shown in Figure 3.5. An eight-digit record ID
(e.g., 00023121) is assigned for each submission as the record's key. Each record
contains two attributes, including the timestamp in number type and values in map
type (a collection of key-value pairs). The values are expected to have three keys:
temperature, humidity, and battery; each of them is associated with a reading
number.

Figure 3.5 Record structure in the sensor data table

To maintenance the order of the records, we designed a record ID
mechanism as explained below. The record ID is an incremental number with 8
digits, from 00000000 to 99999999.
The range of currently used IDs is stored in the sensor information table,
which has two attributes, the start and end IDs. These records are updated when new
records are added to the table or old records are removed for archive. When
querying the table, only the IDs in this range shall be checked.
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Since the ID is an incremental number, it can be depleted in a long-term task.
In this case, we allow the ID to be reused like a circular queue. The ID 00000000 is
considered as the next ID of 99999999. Figure 3.6 shows the mechanism of cyclic
record ID in the database.

Figure 3.6 Cyclic record ID mechanism

The dashboard also requires a database to store the user data. In this case, we
created a table named dashboard. There are three keys pre-defined in the table:
“archives”, “maps” and “markers”. The “archives” is associated with a set of URLs
that can be used to retrieve the archived data. The “maps” and “markers” define the
map graphics and sensor locations on the map. Details of these records are discussed
in Chapter 5.

3.5 API Design
3.5.1 API Resources and Methods
The API design in the system adopts the principle of REpresentational State
Transfer (REST) [20]. A RESTful APIs contains two parts: resources and methods.
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Resources represent objects in the system such as sensors or records. Each
resource is identified by a unique resource identifier.
Each resource may support any number of HTTP methods [21]. The methods
are usually one of the four HTTP methods: GET, PUT, POST and DELETE. The set
of HTTP methods defines operations on a resource: GET for querying, Put for
updating, POST for creating, and DELETE for deleting. Figure 3.7 shows the
structure of resources and the supported method of each resource. In the figure,
“{sensor-id}” stands for a sensor ID string in the URL, which API Gateway can
parse.

Figure 3.7 Hierarchical structure of REST APIs
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3.5.2 API Workflow

Figure 3.8 API workflow inside AWS

Figure 3.8 shows the API workflow of our system. The serverless API
system handles requests in the following sequence. When an HTTP request arrived
at the cloud, it is handled by the API Gateway first. Based on the resource and
method in the request, the API Gateway will invoke a corresponding Lambda
function. All the request information (including the request header, request body,
etc.) will be stored in a JSON object [22] and passed to the Lambda function handler.
By accessing the “pathParameter” and “body” value in the JSON object, the Lambda
function could access the arguments in the request and locate the resource which is
currently using. After the Lambda function completed and returned, the API
Gateway wraps the return value into an HTTP response and send back to the client.

3.5.3 Data API Specification
The APIs in the cloud data center can be separated into two categories
including the data APIs and the dashboard APIs. The data APIs are universal APIs
about data operations that are used by both the hub and dashboard. This section
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describes the functions and operations of the data APIs. The dashboard-specific
APIs will be discussed in Chapter 5.

/sensors
The “/sensors” resource represents the collection of all the sensors registered
on the cloud data center. The “/sensors” resource support two HTTP methods: GET
and POST.
When a GET is performed on this resource, the Lambda function get-sensorlist is invoked. A JSON-format-copy of the sensor information table will be returned
to the client.
When a POST request is sent to this resource, a new sensor will be registered
based on the sensor information in the request body. A new entry will be added to
the sensor information table, with the sensor ID, name, and report interval from the
request body. All the record-related attributes are initialized. Then, a new sensor
data table is created and assigned to this sensor ID. The new sensor data table is
named in the “sensor-{sensor id}” format. The workflow of this procedure is shown
in Figure 3.9.
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Figure 3.9 Record and table created based on a request

/sensors/{sensor-id}
The “/sensors/{sensor-id}” resource represents a single sensor with the
specific sensor ID. This resource itself does not accept any requests. Instead, it
provides two sub-resources for accessing the sensor information and the sensor data
of the specific sensor.
Because the sensor ID is required in the resource URL, all the sub-resources’
methods share the same validation procedure on the sensor ID. When a request is
sent to any of the sub-resources, the Lambda function handling the request will first
check the sensor information table. If the sensor does not exist, the request will
result in a 404 (Not found) response. Otherwise, the Lambda function will continue
to process the request.
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/sensors/{sensor-id}/info
The “/sensors/{sensor-id}/info” resource provides an interface for the client
to get and update information for a sensor with the given sensor ID. This resource
accepts GET and PUT requests.
On a GET request, the API Gateway will parse the sensor ID in the URL
string. When the Lambda function “get-sensor-info” handles this event, it will query
the sensor information table by the sensor ID. If the sensor with the given ID exists,
it will return a record of that sensor in JSON format in the response.
A PUT request sent to this resource will be considered as a sensor
information update request. The sensor name and report interval attributes are
editable with this request. If the request body contains a new value for any of these
attributes, the record in sensor information table will be updated.

/sensors/{sensor-id}/data
The “/sensors/{sensor-id}/data” is the submission and query interface for the
sensor data.
The hub can send a POST request to this resource to submit one or more sets
of new sensor readings. The request will be handled by the “submit-sensor-data”
Lambda function. In the function, the request body will be parsed. One or more
records will be created and sorted by the timestamp. To keep the record in order
with a readable and continuous indicator, each record will be assigned an eight-digit
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record ID, continuing from the last record ID assigned. All the records will be
entered into the sensor data table in the order of their record ID. Also, the record of
this sensor in the sensor information table will be updated. The record with the latest
timestamp will be copied to the latest record attribute, and its ID will be used to
update the latest value. Figure 3.10 shows the workflow of processing the submitted
data and updating tables.

Figure 3.10 Handling submitted data

Using the GET request on the data resource will perform a query based on
the record’s timestamp. This method accepts two optional parameters: the begin
timestamp and the end timestamp, to indicate the range of the queried records. If
both parameters are not provided, the Lambda function will attempt to return all the
records currently in the data table. The query result is formatted in a JSON array and
return to the API Gateway.
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/sensors/{sensor-id}/data/{record-id}
The “/sensors/{sensor-id}/data/{record-id}” resource represent a single
record in the sensor data table. This resource only implements the GET method and
is read-only. The response of this method is a JSON object of the record.

3.6 Database Archiving
Since the sensor system continuously submits new data, the data volume is
expected to build up rapidly. For a sensor, if the report interval is set to one minute,
the number of records will be about 1,440 each day. In such a case, a four-sensor
system will generate about 172,800 records in a month. This amount can be growing
quickly if a smaller report time interval is needed or additional sensors are added to
the system. A large size database can result in lower query performance and a higher
storage cost.

Figure 3.11 Trigger mechanism in AWS

To keep the database in a reasonable size, we introduced an automatic
archiving system (shown in Figure 3.11) to move records from the database to a
permanent storage periodically.
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The AWS Event Bridge triggers the Lambda function archive-records to
perform the following procedure. A timestamp is captured when this function starts,
which will serve as a reference point to decide the archiving range. The total
seconds of 30 days will be subtracted from the timestamp to derive the timestamp
one month ago. Then, the program uses binary search on the timestamp attribute to
find the ID of the last record to archive. This record and all the records before are
loaded in batches (about 100 records) and written into a JSON file in the target S3
bucket. With the data copied, these records are removed from the database. The new
record range is updated in the sensor information table. At last, the program
generates pre-signed URLs for the dashboard to download them and store them in
the dashboard table. Figure 3.12 shows the range of records to be archived and the
new values used to update the sensor information table.

Figure 3.12 Record archiving
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3.7 Summary
The cloud-based data center in the system has been designed to collect,
handle, and store sensor data. The databases were established to handle specific data
formats as required by the applications and APIs were implemented to perform the
necessary data operations. The cloud-based data center was tested with the AWS
built-in testing tools, proving its ability to be able to handle the requests and
manipulate the database as expected.
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CHAPTER FOUR
HUB SYSTEM DESIGN

This chapter focuses on the development of a gateway hub, based on a
Raspberry pi, to relay the data from the LoRa-based sensors to the cloud-based data
center. The hardware design of the hub and the specifications are provided. The
setup of the operating system and runtime environment are described. The
architecture and components of the hub software are discussed in detail.

4.1 The Hub
In our system, the hub is a local gateway device used to interrogate the
sensors, receive data of the sensors, preprocess sensor data, and forward the
formatted sensor data to the cloud data center.
The hub device is built based on a Raspberry pi 4B single-board computer
[23]. The Raspberry pi 4B features a 1.5GHz Quad-Core microprocessor and up to 8
GB RAM capable of hosting a Linux operating system and processing the received
data. The Raspberry pi also provides built-in Internet connectivity (both wired and
wireless), various hardware interfaces (including USB, GPIO, SPI, I2C, and UART),
and a display output. These features make the Raspberry pi an affordable choice for
the building the hub.
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To receive data from the LoRa-enabled THSP units, the hub requires the
LoRa connectivity. Based on the Processing and Communication Module we
designed in Chapter 2, we developed a LoRa transceiver HAT. A HAT is a stackable
extension board that fits on the Raspberry pi 40-pin GPIO header [24]. The LoRa
HAT draws power from the 40-pin header and connects the Processing and
Communication Module to Raspberry pi’s UART0 port. The HAT measures 50mm
× 30mm × 10.5mm (including the header), which allows the HAT to fit in the
Raspberry pi screen case. The HAT is programmed to receive data frames from
LoRa, perform CRC check, and forward data frames to UART port. Figure 4.1
shows the front and back (inside) of the hub.
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Figure 4.1 Hub device based on Raspberry pi

4.2 Hub System Environment Setup
Before the hub can be programmed, we need to set up the operating system
and the runtime for the development environment. The operating system we are
using on the hub is the Raspbian system, a Linux-based system that was created
dedicatedly for Raspberry pi devices [25]. Before the system's first run, we
configured SSH remote login and wireless network credentials to enable remote
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access to the Raspberry pi. Once the system was initialized and started, we used the
utility tool raspi-config [26] to enable the UART0 hardware port.
After setting up hardware interfaces and networks, we moved on to the
software runtime environment. We used the pre-installed Python 3.7 [27] to develop
the hub program. In addition, we installed the Package Installer for Python (pip) [28]
and the necessary packages for running hub program. The packages used in this
program are shown in Table 4.1.
Table 4.1 Python package used in the hub program

Package

pyserial [29]
requests [30]
npyscreen
[31]

Usage
Reading data from the
hardware UART port
Invoking HTTP requests to
communicate with the cloud
data center
Creating an interactive Text
User Interface (TUI) in a
terminal

Sin we would like the hub program to automatically start when the hub is
powered on. To achieve this, we used the raspi-config utility to enable the nopassword auto login. We appended the rc.local and .profile files for the default user
with shell commands, to reset the instance lock during booting and start the hub
program once the system is logged in as the default user [32], [33].
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4.3 Hub Software Architecture
4.3.1 Overview
The hub program's primary purpose is to collect readings from all the THSP
units and submit them after preprocessing. We designed an architecture shown in
Figure 4.2 for the hub program. The program reads bytes from the LoRa gateway
through the UART port, identifies data frame from the byte stream, distributes the
incoming data to the matched sensor objects, and finally submits the data to the
cloud data center. Most parts of the program are designed to run asynchronized.

Figure 4.2 Workflow of the hub
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4.3.2 Serial (UART) reader
In the hub program, we used the pyserial package to read bytes from the
serial (UART) port. The serial reader repeatedly requests bytes from the serial port.
All bytes are enqueued in a thread-safe queue according to their arrival orders.

4.3.3 Data frame reconstructor
The data frame reconstructor runs in another thread other than the serial
reader. The reconstructor repeatedly dequeues bytes from the queue. After getting a
byte from the queue, the frame reconstructor checks the byte and the previous byte.
If two bytes are in CR+LF (\r\n) pattern, bytes prior to the current byte are
considered a data frame and will be sent to the data frame handler for validation and
parsing. Otherwise, the byte is stored in a buffer list until the whole frame arrives.

4.3.3 Data frame handler
Whenever a data frame is reconstructed, the frame is passed to the data frame
handler for processing. Each valid frame should have 30 characters in total
(excluding the frame separator), and frames with a different length will be rejected.
Before parsing the frame, the 30 characters are converted back to a 30-byte data
frame. Each 30-byte frame includes 3 bytes of signal strength indicators added by
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the LoRa gateway and 27 bytes of data from the sensor. A correctly received data
frame has the format shown in Figure 4.3.

Figure 4.3 Frame format received from the LoRa transceiver

Since all fields in the data frame are C-type variables, we used the struct
built-in library to unpack the frame into a set of python variables of different types.
The mapping between the field and the python type, and the description of each field
is shown in Table 4.2.
Table 4.2 Data fields in the frame and their types

Unique ID

Python
Type
bytes

Temperature

float

Humidity

float

Battery Voltage

int

Checksum

int

Field

Description
A unique id coded in the LoRa chip
Temperature reading in degree
Celsius(°C)
Relative humidity reading in
percentage(%RH)
Current voltage output of the cell battery,
in Millivolt(mV)
Checksum value of all the data bytes
from the sensor

After unpacking the frame, the checksum algorithm performs the second
integrity check on the data frame. [34] Specifically, the program calculates the sum
of all the bytes received from the sensor (excluding the checksum byte itself) and
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divides it by 256. If the remainder equals the checksum, the frame is considered
valid.
After validating the data frame, the frame is parsed to extract the contained
data. The first 12-byte is the unique id coded in the LoRa chip. We used this id to
identify a THSP unit. To make this value readable and transmittable through HTTP,
we convert it to Base32 encoding. [35] Also, to prevent the conflict when using this
ID in URL, the padding character “=” is replaced by “0”, an unused character in
Base32 encoding. This Base32 encoded string is also the sensor ID we used in the
cloud database.
Then, the float values in the frame are round down. Since the temperature
and humidity sensors have limited resolution, we preserve two digits after the
decimal point for temperature readings and one digit for humidity readings.
In addition, the timestamp of the last received byte is attached with the
processed data as the timestamp of the whole frame.
After preprocessing the data, the data frame handler checks if this sensor ID
is registered. If needed, unknown sensors will be registered with the cloud-based
data center. The preprocessed data are then placed into the buffer of the
corresponding sensor object to inform the sensor object for the update.
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4.3.3 Sensor object and submission buffer
We use sensor objects to represent a physical sensor in the system. A sensor
object handles the communication between the sensor and the cloud-based data
center, including sensor information synchronization and data submission.
Each sensor object has a thread-safe buffer to store the processed data. The
internal timer triggers the submission procedure regularly. When a submission
procedure starts, the submission function will check the status of the data buffer. If
no data in buffer or the buffer is under writing, it will wait until the buffer to be
available. Once the buffered data is ready, a POST request is sent to the cloud data
center, with the JSON-format buffered data in the request body. The response of this
request contains the latest sensor information records, including the sensor name and
report interval. These values are used to update the local sensor object.

4.3.5 Text User Interface
The hub provides a text user interface (TUI) on the main screen. [36] As
shown in Figure 4.4, the TUI displays the hub's current status, a clock, and a table of
all connected sensors. Each row of the sensor table represents a sensor that has sent
a reading since the hub powered on. Started with the user-defined name of the
sensor, the row shows the submission countdown, the receive time of the last
reading, and the value of the reading.
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Figure 4.4 User Interface of the hub

4.3.6 Instance Lock
The hub program is designed to have only one instance on the hub device.
The hub program refuses to start if an existing hub program instance runs on the hub.
Thus, we introduce the instance lock mechanism. [37] When the first instance of the
hub program starts, a lock file is created under the hub program's same directory. If
the second instance starts and finds that a lock file is already exists, it will quit
immediately and prints an error message. When the hub program quits, the lock file
is deleted to release the lock and to allow the start of a new hub program. We also
add a command in the hub’s startup configuration to delete the lock file in case the
hub has lost power or failed to execute the lock releasing procedure.
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4.4 Summary
The hub in the system collects the measurement results from the LoRa-based
sensors (i.e., THSPs) and pushes them to the cloud-based data center. To receive
data from the sensors, we developed the LoRa HAT extension board to interface the
Raspberry pi and software programs were developed. Test results have shown that
the developed hub device (hardware and software) has performed well to collect
data from the sensor and transmit them to the cloud.
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CHAPTER FIVE
WEB DASHBOARD DESIGN

This chapter presents a web dashboard application for the cloud-based data
center to access, monitor, and visualize the data. The frameworks, packages and the
hosting service are described in detail. The designs and functions of each page in the
dashboard and their functions are provided. A brief introduction of the data
management mechanism is also included in this chapter.

5.1 Introduction
To visualize and manage the data in the cloud-based data center, we
developed a browser-based dashboard web application. The web dashboard fetches
data from the cloud data center using the data APIs and visualize the sensor records
on screen. Also, the dashboard provides a user interface to modify sensor settings
and manager the system. The archived data files are also available for downloading
in the dashboard. Shown in Figure 5.1, the dashboard is the front-end of this cloudbased system.
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Figure 5.1 Communication between the dashboard and the cloud-based data center

5.2 Framework and Libraries and Hosting
Since the dashboard is expected to run on the browser-side, we used HTML,
CSS, and JavaScript to build this application. The dashboard is designed to be a
single-page dashboard application to prevent reloading data from the cloud when
switching pages.
To build the dashboard, we used various packages in the application. We
have designed the dashboard using AdminLTE [38], an open-source dashboard
template based on the Bootstrap framework [39]. This template (and Bootstrap)
provides the basic framework and most visual components for our dashboard. The
jQuery plugin [40] is used in this application to implement dynamic features and
interactions. All packages used in this application are shown in Table 5.1.
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Table 5.1 Packages, templates and frameworks used in the dashboard

Package
AdminLTE

CanvasJS [43]

Language
HTML,
CSS,
JavaScript
JavaScript
CSS,
JavaScript
CSS
JavaScript,
CSS
JavaScript

Moment.js [44]
FileSaver.js [45]
JSZip [46]
filesize.js [47]

JavaScript
JavaScript
JavaScript
JavaScript

jQuery
Bootstrap
Font Awesome [41]
Leaflet [42]

Introduction
Dashboard template

Page element(DOM) manipulating
Web page framework used by
AdminLTE
CSS-based icon set
Interactive map component
High-performance Interactive
charts
Human-friendly time display
File download dialog wrapper
Create zip file in browser
Human-readable file size

Most of the packages are loaded to the application from free online CDNs
(cdnjs [48], jsDelivr [49], and unpkg [50]). The Font Awesome and CanvasJs
packages are hosted within the dashboard, as the version we need is not supported
by CDNs.
Because the application is on the browser-side, we can host it on any website
hosting platform. We explored two hosting platforms for static websites, including
the GitHub Pages [51] and the Amazon S3. The specifications of the two platforms
are shown in Table 5.2.
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Platform
Provider
Pricing
Storage
Space
Image
Hosting
Other
features

Table 5.2 Hosting platform comparison

GitHub Pages
Microsoft
Free
Up to 10MB

Amazon S3
Amazon
Storage, Requests, Traffic
Unlimited

Yes

Yes

Associate with a
GitHub repository,
support Jekyll blog
website generator

No CORS [52] needed
since the cloud data center
is also hosted on AWS

After comparison, we selected the free GitHub Pages as our hosting platform.
As we are using CDNs for loading packages, there is no storage space issue. Also,
the AWS API Gateway support CORS integration, so we are free to host the
dashboard out of AWS. And since the GitHub Pages site is associated with a
repository, it brings the advantage of version control to our development.

5.3 Dashboard Page Design
Although the dashboard is designed to be a single-page application, four
content containers are used in this application to implement the paging effect. This
design allows each page to have its own set of elements but shares the same memory
space. Only one container is visible at a time.
The left navigation bar includes buttons to switch between pages. And the
top status bar show number of low-battery sensors and new (sensors with default
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names) sensors. Also, a button on the top-right corner can be used to toggle
periodical updates.
As shown in Figure 5.1, the Dashboard page displays the current status of the
system. Four information cards show the current number of sensors, low battery
sensors, total number of records in the database, and the file size of archived data.
Clicking on the first three cards will switch to the sensors page or data page for
details. When the user clicks on the archived data card, the dashboard application
will download archive files from the S3 bucket, compress them into a zip file, and
ask for the location to save the file.
Figure 5.2 shown the Sensors page which lists all the sensors registered on
the cloud data center in cards. Each card shows the sensor's name in its title and the
current temperature, humidity, and battery readings in simple bar charts. These
readings will be regularly updated when the application is running. On the bottom
of a card, two status bars are reserved for notifications and the timestamp of the
current showing record. The config button is located on the top-right corner of each
card. Clicking the button will pop up a dialog for users to edit the name and change
the report interval for that sensor.
The Map page (Figure 5.3) shows sensors and their live readings on
interactive maps. The user can use the tabs to switch between maps. Also, new maps
can be added by clicking the “+” button on the tab bar, which will pop up a dialog
for uploading image asset and naming the new map. Hexagon markers are used to
represent a sensor on the map. The color filling of a marker shows the sensor's latest
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temperature and humidity reading. The display range of temperature is from 0°C to
40°C, and that of humidity is from 0% to 100%. To add a new marker, users can
double-click the map, and a pop-up dialog will show up and ask users to assign a
sensor for this marker (or re-assign a sensor already associated with a marker).
The Data page (Figure 5.4) presents charts of sensor readings. A chart of
each sensor can be selected and shown by clicking on a tab with the sensor’s name.
By default, the chart shows the live data that arrives at the cloud after the chart is
shown. History data can be requested and visualized by clicking the period bar
below the chart.

Figure 5.2 Main page
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Figure 5.3 Sensor page

Figure 5.4 Map page

51

Figure 5.5 Data page

5.4 Data Updating and Processing
The dashboard caches the necessary data in the browser memory for
displaying the sensor information and visualizing the sensor readings. The cache
stores all the data fetched from the cloud-based data center. The local database is
initialized with data and structure from the sensor information table. Sensors are
stored in a JavaScript object as key-value pairs with the same structure as the table.
Besides the data from the information table, the record collections and references to
web page components can be added to the object when needed.
After initializing the cache, page elements are generated for each sensor in
each page, including cards in the Sensor page, tabs in the Chart page and markers in
the Map page. Click events are dynamically bound on those components to enable
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interactions. The statistics on the Dashboard page are updated based on the cached
data.
Once the page fully loaded, an update timer is started to perform a regular
update every minute. When the update function is triggered by the timer, it will
request all the items in the sensor information table. The received items are used to
update existing sensors in the cache. If a new sensor is registered during the update,
the dashboard will add it to the cache and generate page components for this sensor.
When using the chart, we expect the update to be real-time on a specific
sensor instead of the regular every-minute update. In this mode, the dashboard will
use the sensor’s report interval and the timestamp of the previous record to predict
the time of next record. Since the timestamp represents hub-side time, we added a
fixed delay to wait the new record being transmitted and processed by the cloud. If
the record is still not found after this delay, the dashboard will keep retry with a
short wait time. The timeline chart of the regular update loops and the real-time
update loops are shown in Figure 5.5.
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Figure 5.6 Data updating loops in the dashboard
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5.5 Dashboard related APIs
To support the archive and the map feature, a set of dashboard-specific APIs
are implemented on the cloud data center. These APIs are mainly focused on
managing the S3 buckets, granting access to the S3 assets, and storing the assets
information in the DynamoDB.
Since the archive file and map assets are stored in private S3 buckets, we
need to grant the dashboard temporary access to these resources using the S3 presigned URL mechanism. When the API creates a pre-signed URL in S3, it
authorizes the user to use this URL to access a specific resource with a particular
HTTP method in a given period. This procedure is shown in Figure 5.6.

Figure 5.7 Accessing S3 resources using pre-signed URL

To upload a map image asset, the dashboard sends the information of the
map to the cloud and obtains a pre-signed URL with PUT permission. Then, the
dashboard sends a PUT request to this URL with the image in the request body.
Once the request is sent, another request is sent to get a GET URL to request access
55

to this image and display it in the map container. The PUT URL is valid within one
hour. If the image is not uploaded successfully, the information of this map will be
removed from the database.
The same mechanism is used for the dashboard to download archive files.
After the archiving procedure is completed, a list of archive files and their presigned GET URL are cached in the dashboard data table. The URL is available for
one day until the next archiving procedure is completed. When the user downloads
the archive on the Dashboard page, every file in the list is downloaded and buffered
in the browser’s memory. After all the downloads are completed, the dashboard
compresses the downloaded files into a zip archive and pops a file saver dialog.
We also developed a pair of APIs to set and get the map marker information
to and from the cloud. The combination of a sensor ID, a map ID, and a coordinate
on the map is used to represent a marker. This information is stored in a JSON list in
the dashboard data table.

5.6 Summary
A user interface has been developed to monitor/manage the system status
and visualize the data stored in the cloud. The web dashboard application utilizes
multiple third-party packages and libraries. Various user-frendly functions have
been implemented.
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CHAPTER SIX
SYSTEM EVALUATION

This chapter reports the tests of the developed temperature and humidity
monitoring system. The system has been tested for 40 days in a residential apartment
to evaluate the effectiveness, applicability, and robustness of the various
components of the system.

6.1 Evaluation Plan
After the system is completed and debugged, we performed a series of tests
to evaluate the developed system. The primary objective of the tests is to confirm
the integrity of the system, stability of long-term usage, and capability of handling
massive data. The system is tested in a local apartment unit for 40 days. The system
includes a hub and four sensors and is tested to monitor the temperature and
humidity in four rooms. All the data were uploaded into the cloud-based database,
and the dashboard is used to visualize and analyze the data.

6.2 Test Area Setting
The apartment used in the evaluation has a living space of about 700 square
feet, including a bedroom, a study room, a bathroom, a living room, a dining room, a
laundry, a kitchen and a balcony. The floorplan of this apartment is shown in Figure
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6.1 The balcony, living room and study is on the south side of the building, which is
expected to receive most sunshine in the afternoon. Both the bedroom and the study
have a closet. The living room, dining room and kitchen are integrated. Most of
indoor components of the HVAC system is installed in the laundry, and the vents are
installed in all the rooms except the closets. The thermostat is installed on the wall
of the hallway, and the temperature is set to 25°C.

Figure 6.1 Floor plan of the test apartment unit

6.3 System Deployment
As shown in Figure 6.2, we placed the four sensors in the living room,
kitchen, study room, and bedroom, respectively. All the sensors are placed on tables
or cabinets, at least 50cm above the floor. This ensures that the sensors measure the
air temperature and humidity that is relevant to human comfort. The sensor in
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kitchen is placed near a HVAC vent. We expect this sensor to capture direct affects
from the HVAC system.
The hub was installed near the living room sensor. The hub is connected to a
cable modern through an ethernet cable and powered by a wall plug-in transformer.
The network connection was tested and confirmed manually. The user interface
indicated that all four sensors could be read by the hub. We used the web dashboard
to assign names for the sensors. The report intervals were set to 60 seconds for all
four sensors so that the hub would submit a set of readings about every 60 seconds.
The cloud-based data center was set to retain records for 30 days. All the
remaining records older than 30 days were archived.

Figure 6.2 Floorplan of the apartment showing the locations of the sensors and hub
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6.4 Results and Discussions
The system continuously worked for 40 days without human intervention.
The sensor in the living room was out of battery in the last 4 days. During the test
period, the system overcame at least two power outages and serval network
disconnections and successfully restored it normal functions.
During the 40-day test period, the system collected 220,616 records in total
from the four sensors, more than 56,000 from each sensor (except for the one that
was down for the last 4 days). The database retained about 44,000 records from each
sensor for monitoring and analysis. The system archived 12 MB data for long-term
storage, including more than 12000 records from each sensor. Figure 6.3 plots the
temperature and humidity records from the four sensors in charts.
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Figure 6.3 Temperature and humidity charts of 30 days’ readings

61

Since we set the report interval to 60 seconds, we expected to receive about
1,440 set of measurements per day from each sensor. In the test, the system received
1437 records per day from each sensor on average, which is very close to the
estimation. The average size of a record is about 100 bytes, which includes the
record id, timestamp, and sensor readings (temperature and humidity measurements,
battery voltage, and one reserved field for future extension).
From the chart shown in Figure 6.3, we can clearly see the relationship
between temperature and humidity, and their differences in various rooms. Since a
HVAC system is installed in the unit, the temperature and humidity are expected to
stay on an average line. The temperature and humidity also depend on the amount of
sunlight, vent locations, indoor heat sources, and other factors. The study room has a
higher average temperature than other rooms because it receives direct sunshine
heating from the window and has a workstation computer in the room. The sensor in
the kitchen shows peaks of humidity, which might be caused by the closeness of the
sensor to the HVAC vent. The bedroom receives no sunshine in most of the day, and
its temperature is slightly lower than the living room, about 1-2 degree Celsius. The
living room shares the integrated space with the hallway, where the thermostat is
installed, and it can receive indirect sunlight through the balcony. In the test, the
sensor in the living room reports temperature that is close to the setting on
thermostat.
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6.5 Summary
Preliminary tests have been performed to evaluate the system’s capability of
performing long-term temperature and humidity monitoring and providing a simple
visualization of the data through the dashboard application. The test results prove
that the sensor-hub-cloud system works properly with good stability and robustness.
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CHAPTER SEVEN
SUMMARY AND FUTURE WORK
7.1 Summary of the Thesis Research Work
This thesis reports our research work to design, develop and test a low-cost
wireless temperature and humidity sensor platform for monitoring of indoor
temperature and humidity to save energy used in residential buildings. The system
includes LoRa-based wireless sensors, a gateway hub, the cloud-based data center,
and a web dashboard application.
A low-cost wireless sensing platform has been designed, fabricated and
tested for wireless distributed measurement of indoor temperature and humidity. The
hardware and functions of the platform have been described in detail. The range of
LoRa transmission has been tested to ensure the unit works in residential buildings.
A cloud-based data center is developed based on Amazon Web Services.
Two types of data table have been designed to store sensor information and the
measurement data, respectively. Multiple Lambda functions and APIs are
implemented on AWS to provide the interfaces, handle incoming requests, and
manipulate records in the database. An archiving mechanism has also been
developed to archive the measurement data monthly.
A Raspberry Pi based hub has been developed as the gateway between the
sensors and the cloud. A LoRa HAT extension board has been developed to enable
wireless communication between the hub and the sensors. The operating system and
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runtime environment are installed on the hub, and a hub program is developed to
collect and submit sensor readings to the cloud.
A a web dashboard application is developed to provide a graphic user
interface for users to monitor the system status, manage the system operations, and
view the measurement results. The dashboard can fetch data from the cloud and
display the data in different forms on the website.
The monitoring system has been tested in an apartment unit for 40 days. The
results indicated that the delveoped system works properly and has the desired
stability and robustness for long-term monitoring of indoor temperature and
humidity. The temperature and humidity monitoring system has met the objectives.

7.2 Future Works
There are some improvements and additions that may be implemented in the
future to further enhance the system’s ability for building indoor environment
control and management. An air flow sensor could be added on the sensor platform
to collect useful data for thermal comfort at localized spots. A graphic user interface
may be developed to provide more functions for users to control the hub data
collections and submission. A BACnet [53] server can be added to the hub to
integrate with existing building automation systems. A package can be designed to
protect the sensors and enable an easy installation/deployment. More analyzing and
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visualization tools can be added to the dashboard for building controls and indoor
environment management.
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