Ontology matching aims to find semantic correspondences between a pair of input ontologies. A number of matching techniques have been proposed recently, however, we may benefit more from a combination of such techniques as opposed to just a single method. This is more appropriate, but very often the user has no prior knowledge about which technique is more suitable for the task at hand. However, it remains a labour intensive and expensive task to perform. Further, the complexity of the matching process as well as the quality of the result is affected by the choice of the applied matching techniques. We study this problem and propose a framework for finding suitable matches. A main feature of this is that it improves the structure matching techniques and the end result accordingly. We have developed a running prototype of the proposed framework and conducted experiments to compare our results with existing techniques. While being comparable in efficiency, the experimental results indicate our proposed technique produces better quality matches.
Introduction
Ontology matching is an important problem in sharing information and integrating ontology sources in numerous applications, examples of which are as follows.
• Ontology engineering
Ontology engineering is the environment where users design, implement and maintain ontology-based applications. Therefore, they need ontology matching to deal with multiple ontologies. For instance, some users keep updating their ontologies, which very often lead to having more than one version for the same ontology. As a result, ontology matching is important to help users investigate what entities have been changed (added, deleted, or renamed) between different versions of ontologies [1, 2, 3, 4] . 
Motivating example
Through the following example, we illustrate the main ideas of the proposed technique. Fig. 2 shows two sample taxonomies for two computer ontologies O 1 and O 2 . For ease of presentation, we use simple and small taxonomies.
We have to integrate the ontolgies into a single ontology. For reducing the manual work involved, we use a matching algorithm to identify the matching entities, and then help the middleware to integrate the ontologies. As can be seen in Fig. 2 , entities S 1 , S 2 , S 3 , and T 1 , T 2 , T 3 are concepts, which are high-level entities in the input ontologies. The goal is to find the corresponding matches among the entities in the two input ontologies. Many methods exist to measure similarities between two entities, such as string similarity, linguistic similarity, etc. However, when we use a single matching measure for an input pair of ontologies, we may not be satisfied with the final match result. For instance, if we use a string similarity measure only, the concepts LT and PROCESSOR in O 1 have no matches in O 2 . On the other hand, a string similarity measure is the basis for some othe e use both measures (string and ling atching techniques, it is difficult to specify that concept LT in O 1 corresponds to concept PORTABLE in O 2 . Suppose that the input ontologies O 1 and O 2 are represented in description logic language [20] , as follows:
⊆ ∃ ∃ ⊆ whe r methods of measuring similarities between entities, and it works well in some domains where a match based on their syntax would most probably mean agreement on their semantics.
Another example is when we use a stronger semantic measure, such as a linguistic based measure. For instance, we find out that the concept COMPUTER in O 1 is mapped to concepts PORTABLE and COMPUTER in O 2 . So, this will not help the user to focus on his/her intention. As a result, if w uistic), the concept COMPUTER in O 1 will be mapped to the concept COMPUTER in O 2 with a very high confidence, and concept PROCESSOR in O 1 will be mapped to the CPU in O 2 .
Given the input ontologies and the m
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re ⊆ denotes subsumption relationships such as is-a, ∃ denotes the existential quantification, and has_cpu is a binary relationship. Now, using description logic (DL) reasoning techniques about these ontologies before matching them can help infer useful information in order to be used by a matching technique. For instance, applying the DL reasoning technique on O 2 yields RO 2 , which is shown in Fig. 3 . However, there are no further inferences which can be obtained from O 1 . In other words, RO 1 is O 1 . As a result, matching RO 1 to RO 2 assists the similarity matching tec nique (structure-based technique) to identify the relationship between the concept LT in RO 1 Fig. 4 shows the taxonomy of ontology number 232 from the benchmark test samples suite of the Ontology Alignment Evaluation Initiative OAEI-07 (Sec. 6 gives more details). After applying the DL reasoning technique, we get more structural information. Therefore, it sup better matching results when the ontology 232 is matched to the reference ontology 101. Fig. 5 shows the results of applying reasoning techniques to the ontology 232.
All in all, the ontology matching process facilitates the interoperation between the kn in the matched ontologies. It is thus of utmost importance for some applications, such as ontology merging, query answering …etc, whose interoperability is jeopardized by heterogeneous ontologies. Ahmed Alasoud, Volker Haarslev, and Nematollaah Shiri As a result, the user should be given support in deciding which underlying technique, or combination of ques, is the best suited for the matching task at hand. techni Figure 4 Taxononmy of notology 232 Figure 5 Result of reasoning about ontology 232
Our proposed framework
We propose a technique for the analysis and reuse of matching methods in order to identify and recommend matching methods for a given pair of ontologies. Furthermore, it assists the structure similarity measuring methods, optimizes the matching process by omitting the unpractical matching methods for the matching task at hand, and therefore, improves the end result's matching quality and efficiency. Fig. 6 illustrates the main idea of our technique. It shows the different similarity measures {m 1 , m 2 … m k } together with RO 1 and RO 2 that are fed to the recommendation process, which will offer the user a rank of the similarity measures considered (M i ). Moreover, users have the option to use the recommended similarity measures list (M i ) or ignore it and use their own ranked similarity measure list (user's list). As a result, the Multi-Level Matching Algorithm (MLMA+) [22] that performs a neighbour search takes these recommendations into account in order to find the correspondences between the entities in the given ontologies.
MLMA+

Description of the framework
In this section, we describe the main components of our approach to the solution. We describe the ontology mapping problem as identifying pairs of similar nodes (also called vertices) in the input ontologies modelled as labelled directed graphs. The nodes in the input graph correspond to entities in the ontologies, and the edges indicate the relationships between the pairs of nodes they connect. The labels indicate the kind of relationship, e.g. "domain" or "range." Ahmed Alasoud, Volker Haarslev, and Nematollaah Shiri Before introducing the multi-level match approach (MLMA) and the neighbour search by the multi-level match approach (MLMA+), we provide some notations and definitions.
Definition 1 (Entity-relationships) Let S be a source ontology, T be a target ontology. We use E S = {s 1 , s 2 ,…, s n } and E T = {t 1 , t 2 ,…, t m } to denote the set of entities in S and T, respectively. Entity refers to classes, properties, or individuals for which we want to find matches in the input ontologies. We use R(r ij ), defined below, to denote the relationship between entities s i and t j . We use r ij to denote a matching degree between s i and t j .
Definition 2 (Relationship Matrix) This relational matrix, denoted R(r ij ), represents the relationship between ontologies S and T, i.e., r ij indicates the similarity between concept s i in S and concept t j in T. Using R, we define another relational matrix, called the similarity matrix, which captures a different relationship between S and T. In the matrix R(r ij ), s i r t j says that entity s i in the source ontology S matched with entity t j in the target ontology T based on relationship r, where r could be any of the existing similarity measuring method, such as string similarity measure, linguistic similarity measure, … etc. 
Moreover, the similarity matrix L(l ij ) captures the similarity coefficients between E S and E T based on the defined relationship matrix R(r ij ). For example, if R(r ij ) is defined to be a string similarity relationship between E S and E T , then the similarity coefficient l ij in the similarity matrix L(l ij ) says that entity s i in the source ontology S matched with entity t j in the target ontology T based on a string similarity measure with a similarity coefficient l ij . As a result, for each R(r ij ), we compute its L(l ij ). 
The first matrix indicates no mapping. The third matrix indicates that entity s 1 is matched with t 1 or t 2 , and that s 2 is matched with t 2 , etc.
Definition 6 (Multiple matching spaces) Matching spaces are distinguished by diverse similarity measures. Moreover, different kinds of similarity measures use different methods to compute and compare the similarity of two ontologies. Accordingly, we construct the similarity matrices and matching spaces. Furthermore, different Ahmed Alasoud, Volker Haarslev, and Nematollaah Shiri relation spaces are built by using different methods of measuring similarity (see [23] for the classification of similarity methods).
Multi-level matching approach (MLMA):
This is a matching approach which uses different similarity measures at different levels. It assumes that the collection of similarity measures is partitioned by the user, and that there is a partial order on the partitions, also defined by the user. In this section, we describe the main idea of the MLMA. Fig. 7 shows two sample taxonomies for Researchers (O 1 ) and Students (O 2 ) of different universities.
S 1 Researcher
S 2 University
S 3 CS-department department works T 1 Student T 2 Project T 3 CS-department works registeredin O 1 O 2
Figure 7. Researchers (O 1 ) and Students (O 2 ) ontologies
We have to integrate these ontologies into a single ontology. To reduce the manual work involved, we use a matching algorithm to identify the matching entities, and then help the middleware to integrate the schemas.
As can be seen in Fig. 7 , entities S 1 , S 2 , S 3 , and T 1 , T 2 , T 3 are concepts, which are high-level entities in the input ontologies. For ease of explanation, we only use two different similarity measures to compare the entities in S and T, name similarity (Levenshtein distance) [24] and linguistic similarity (WordNet) [25] . We thus obtain the following similarity matrices for the concepts. This produces two similarity spaces: name space and linguistic space. When an assignment is found for the matching space, we check the similarities of entities to see whether they exceed a user-defined threshold, denoted th. The choice of threshold values is application dependent and should be suitably chosen for each space. We define the following evaluation function, which measures the threshold value for the states obtained by the first phase of the MLMA algorithm. k indicates the number of matched pairs.
( )
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The multi-matching algorithm (MMA) aims to find the correspondences between the entities of the input ontologies. The important features of this method are that it benefits from existing individual matching techniques and "combines" their match results to provide enhanced ontology matching, and it matches a collection of n elements in the source ontology S to a collection of m elements in the target ontology T. MMA is considered to be a core search algorithm for its succesor algorithms, such as MLMA and MLMA+. Furthermore, the multi-level extension of MMA, called MLMA, assumes that the collection of similarity measures are portioned by the user, and that there is a partial order on the partitions, also defined by the user. The main characteristic of the MLMA technique is that applying this method will not decrease the number of matching concepts (size), but will increase the similarity measure of states that have high structural similarity among their Ahmed Alasoud, Volker Haarslev, and Nematollaah Shiri concepts (structure). Also, our similarity measure ensures that MLMA works even in the case that there are no structural similarities in the given input ontologies.
In addition, MLMA+ improves the efficiency of MLMA considerably, due to its use of the neighbor search algorithm. It proceeds by computing an initial state and then performing a search in its neighboring states.
We now provide a brief description of the multi-match algorithm (MMA) search process. The initial state of the mapping matrix is a zero matrix. Then, if the search process exceeds the maximum number of iterations, the obtained states (Map max ) will be offered as the final mapping result. Also, we need to set the additive constraints in the search process. For this example, since the number of concepts in S is equal to that in T, we consider the ontologies S and T to have been fully matched. So, the mapping states of concepts include 6 entries now, e 1 , e 2 , …, e 6 as shown in Fig. 8 .
Figure 8. Searching in the matching space
The outputs of MMA are states e 1 , e 2 , …, e 6 shown in Fig. 9 , which are represented as labelled directed graphs. It shows that e 1 has obtained one common edge, and no common edges have been obtained by the other states. As shown in Table 1 , e 1 is the "best" match found. Using the formula for computing the threshold values for the name and linguistic similarity matrices L name_concept and L ling_concept above, we obtain values 0.4 and 0.64 for name similarity v 1 and linguistic similarity v 2 , respectively. Each entry is determined as follows. We show this for e 1 where v i is the matching score obtained by the similarity measuring technique i, w i is the weight of the similarity measuring technique i, and v(e m ) is the score for state e m . Consequently, in this example we used w 1 = w 2 = 0.5.
To measure S strc for the mapping state e 1 we have:
• The number of common relationships that connect common concepts to other common concepts is 1.
• The number of relationships in O 1 with at least one end belonging to the common concepts is 2.
• The number of relationships in O 2 with at least one end belonging to the common concepts is 2. As a result, we obtain S strc = ((2*1)/(2+2)) = 0.5. Table 1 shows the individual and combined similarity matching results for each state e i . Note that, using only the name similarity space, the mapping result would be e 3 . In the same way, using only the linguistic space, we would obtain e 1 . Also, using Map name_concept , Map ling_concept , and the threshold value th, we obtain S MMA . Consequently, the output result state e 1 means that we matched the n concepts in the source ontology S to the m concepts in the target ontology T. That is, s 1 is matched with t 1 , s 2 with t 2 , and s 3 with t 3 . Accordingly, the algorithm matches the properties and/or instances of each pair of matched concepts. We can also notice the recognized performance of the measure and how the similarities S MMA and S strc are combined to compute the final measure S. The scenario indicates that S is always greater than or equal to S MMA for our similarity measures. This leads to the fact that S increases the weight of states with connected common concepts, rather than those that are not connected. Ahmed Alasoud, Volker Haarslev, and Nematollaah Shiri As a result, using S, we gain the following:
Level
• S maintains as many matched concepts as possible.
• S can improve the performance of S MMA , if the ontologies that are to be matched are structurally similar.
However, it will not affect S MMA at all if there is no structure similarity in the given input ontologies.
In the combined similarity S, suppose S strc = 0. This means S depends only on the similarity measure of MMA. On the other hand, if S strc = 1, the neighborhood of the concepts matched by MMA is the same, and consequently S will take the maximum value. Since S MMA + x = 1, we have that x = 1 -S MMA , representing the complementary part of the information described in the relationships among concepts in a desired state found by MMA.
As we do not want to miss a final matching state which includes a large number of concepts matched, S MMA provides possible good matches in the input ontologies together with the similarity degrees. The MLMA method determines the same collection of matched states, but differentiates them better by taking into account the structural measures in the second level. The extension of this two level method to a multi-level method is straightforward, if the user can identify which measures could or should be applied at which level.
Neighbour search by multi-level matching algorithm (MLMA+)
A neighbor search strategy uses the MLMA as a backbone and performs a neighbor search to find correspondences between the entities in the given ontologies. An important feature of this algorithm is its fast convergence, while providing quality results obtained by a search in the neighborhood of some initial match result. We introduce a neighbor search algorithm, with a proper initialization, as an optimization for the multilevel matching algorithm. This improves the computation time. This process includes three main phases:
1. A partial set of similarity measures {m 1 , m 2 , …, m k } has been applied to input ontologies to suggest an initial result.
2. The neighbour search algorithm will search the neighbours of the initial result. By neighbours we mean the mapping states that can be computed either by adding to or removing from the initial matching state some vertices, obtained by toggling a bit in the similarity matrix L(l ij ).
3. The algorithm will apply the next level similarity techniques, in order to find the final matching result. Fig. 10 for the computer ontologies O 1 and O 2 .
Example 2. Consider the simple taxonomy examples in
S 1 computer
S 2 ram
S 3 price
Has_ram Has_price
T 1 computer
T 2 memory
T 3 cost
Has_memory Has_cost
Figure 10. Computer Ontology Examples
In this example, we only use three different similarity measures, applied in two phases. There are two similarity measures applied in the first phase to compute the initial state St 0 : name similarity (Levenshtein distance) and linguistic similarity (WordNet). This yields two similarity matrices for the concepts. The first matrix is based on name similarity, and the second matrix is based on linguistic similarity. Assuming that th ≥ 0.45, and normalizing the cost of the two similarity matrices, we get matrix L. Then, L is transformed into the matching matrix Map 0-1 . Note that we are using Map 0-1 and St n as synonyms. 
The binary matrix Map 0-1 above corresponds to state St 0 ={(s 1 , t 1 ), (s 2 , t 1 ), (s 2 , t 2 ), (s 3 , t 3 )}, which means entity s 1 is matched to t 1 , s 2 is matched to both t 1 and t 2 , and s 3 is matched to t 3 . Table 2 indicates the binary matrix for other neighboring states, together with their score values. In the search phase, 9 neighbors of St 0 will be evaluated to pick the best candidate(s) for the next level. To reduce the cost of the evaluation phase, we filter the neighbor states by keeping % x ⎡ ⎤ ⎢ ⎥ of the top weighted states for the next level. The reasons for using x%, rather than, for example, using a threshold value for filtering the candidate states, are as follows. First, this ensures that there will be some candidate states in the next level to evaluate. This may not be possible in general, when we consider a high threshold value, which would leave no candidate for the next run. A second reason is that users in general may have no knowledge of the computed score values to pick a correct threshold value. Now, choosing x=50%, the candidate states for the next level will include St n2 , St n4 , St n5 , St n7 , and St n9 . In phase three, we applied our structure similarity measure. Finally, the search algorithm will produce St 4 as output, which has the highest overall score value for having better structural similarity.
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Specific similarity measures used in the proposed framework
For ease of presentation, we focus on the techniques we have so far implemented in our framework. The proposed framework, however, is flexible and, thus, we can incorporate any other matching techniques. In our work, we considered a string based technique (Levenshtein distance) [24] , linguistic based technique (WordNet) [25] , and structure based technique [19] .
The string and linguistic based techniques evaluate the given entities by analyzing their names, labels and comments. They consider both the lexical and linguistic features as terms of comparison. Moreover, the structure based techniques take into account the structural layout of the ontologies considered, e.g., graph matching. In this work, we are improving our structure similarity presented in [19] by considering the inferred input ontologies (RO 1 , and RO 2 ) by using a DL reasoner, i.e., RACER on the input pair of ontologies (O 1 and O 2 ). Consequently, our structure similarity measure will be updated as follows: (RO 1 ) )│is the number of relationships in RO 1 with at least one end belonging to the common concepts belonging to O output .
• │r(O output (RO 2 ))│is the number of relationships in RO 2 with at least one end belonging to the common concepts belonging to O output .
Similarity recommendation technique
In this subsection, we illustrate the heuristic technique we used in our framework, adopted from [26] , in order to offer users a ranked list (M i ) of appropriate techniques for the matching task at hand. The string/linguistic based techniques are evaluated as follows: M = (number of concept pairs with the same label/synonym) / (max (C 1 , C 2 )) where the number of concept pairs with the same label/synonym represents the number of concepts' pairs that have the same label for the name based techniques and the same synonym for the linguistic based technique, such that . , such that both c 1 and c 2 have the same number of sub-concepts and the same depth. The max_number_of_nonleaf (C 1 , C 2 ) denotes the maximum number of concepts that have sub concepts either in RO 1 or RO 2 .
These heuristic techniques are not a precise measure of the real matching similarities of the entities for the input pair of ontologies. However, they can estimate the features of the two ontologies and provide a ranked list of the appropriate matching techniques.
All in all, for the matcher composition systems, (matching systems that use more than one similarity technique) using a recommended subset of their similarity measures list should improve the final matching results in terms of time and quality. Moreover, the recommendation techniques improve the overall running time, as it is unnecessary to reuse and combine all their underlying similarity measuring methods. Using only a recommended subset should decrease the average running times. Furthermore, the recommendation techniques can enhance the matching quality by excluding the unworkable similarity matching methods for a task at hand. For instance, if there is no string, linguistic, or structure similarity between a given pair of input ontologies, then including, combining, and aggregating the matching results retrieved by string, linguistic, or structure similarity measuring methods would affect the overall matching result quality in a negative manner.
Related work
In [22] , a partial set of similarity measures was applied to the input ontologies to suggest an initial result. Then, a neighbour search algorithm was introduced to investigate the neighbours of the initial result and suggest a final result from them. The algorithm can execute one or a combination of strategies, which were based on stringbased, linguistic-based, and structure-based strategies. Finaly, the results were aggregated and suggested to the user.
The RiMOM system [26] integrates multiple strategies, such as edit distance, statistical learning, and three similarity propagation based strategies. It applies a strategy selection method in order to decide the strategy it will rely on to a greater extent. As a result, RiMOM combines the results using linear interpolation. The work proposed in [27] describes a tool which enhances ontology matching based on probabilistic inferences. The work in [28] describes an engine, which contains diverse libraries that support many matching algorithms and strategies. The matching results were combined by aggregating the results of the matchers applied to the given input ontologies. The final results were selected using a threshold value. In addition, a number of other systems use machine learning techniques for finding class similarity from instances [29] . Falcon-AO [30] has three elementary matchers: two linguistics matchers and one structural matcher. The results of Falcon-AO were mainly derived from the alignments generated from either linguistic or structural matchers, resulting in better matches. Otherwise, the Falcon-AO results will be generated by combining both linguistic and structural matchers with a weighting scheme. Some researchers propose similarity metrics between concepts in different ontologies based on their relationships to other concepts. For instance, a similarity metric between concepts in OWL ontologies [31] is a weighted combination of similarities of various features in OWL concept definitions, including their labels, domains and ranges of properties, restrictions on properties (such as cardinality restrictions), types of concepts, subclasses and superclasses, and so on. Algorithms such as the one proposed in [32] make use of derived graphs or alternative representations like pair-wise connectivity graphs.
It is less clear, however, which matching techniques are more suitable for a given pair of ontologies, or in which order they should be applied for best results. In [33] PROMPT, FCA-Merge, ODEMerge, and Chimaera were evaluated. Functionality, interoperability, and visualization were considered as part of the evaluation. However, the matching quality has not been considered. The research in [34] and [35] was focused on identifying the appropriate matching strategies. In [34] , the idea of choosing appropriate strategies was based on the previous use of strategies. A number of related features, such as input, output, approach, usage, cost and documentation, were recognized. Then, the Analytical Hierarchy Process (AHP) was employed to identify suitable matching techniques. The fundamental idea of the AHP is that, for a characterized pair of ontologies to be matched, having a definition of the problem to be solved (merge ontologies to create a new one, match ontologies to compare profiles, match data etc.) along with particular requirements regarding the final application, one must decide which matching algorithms should be applied to satisfy these specifications and to obtain the desired output. [35] dealt with the problem of recommending an alignment strategy for a given alignment problem. The idea was based on an evaluation of existing alignment strategies on a number of small selected pieces from ontologies, and employs the evaluation results to offer recommendations. The main difference between our technique and the one in [34] is that their method requires knowledge about the suitability of each technique, which might not be available, while we rank the similarity techniques based on analyzing real ontologies. Moreover, we differ from [35] in that they consider small selected pieces of ontologies, while we consider entire ontologies.
All in all, there are four features, described as follows, which make our approach distinct from the aforementioned algorithms and systems:
1. Our matching results are guided by the fact that n entities at a time are matched to m entities. 2. The way similarities are transformed into mappings and measured using our multi-match technique in order to deal with a many-to-many match problem. 3. The neighbour search method we introduced can be viewed as an optimization algorithm to improve the efficiency of our multi-level match algorithm (MLMA). 4. The use of description logic reasoning techniques, in order to infer extra knowledge to be used for improving the structure similarity, as well as the process of choosing suitable matching techniques.
Experiments and results
We have evaluated the performance of our proposed framework using two factors: quality and time. For the quality of matching results, we compare our result with 10 algorithms presented in the Ontology Alignment Evaluation Initiative OAEI-06 [36] and OAEI-07 [37] . For the running time, we conducted numerous experiments to show the impact of the proposed framework on the overall performance. We use MLMAR to refer to MLMA+, with the proposed recommendation analysis technique included.
All the tests have been performed on a Pentium 4, 2800, with 768 MB of RAM, running Windows XP, and with no applications running but a single matcher. To measure a match quality, we used the following indicators: precision, recall, and F-measure. Precision is a value in the [0, 1] range; the higher the value, the smaller the set of wrong mappings returned (false positives). Recall is a value in [0, 1]; the higher this value, the smaller the set of correct mappings not found (true positives). F-measure varies in the [0, 1] range, which is a global measure of the matching quality. The version computed here is the harmonic mean of precision and recall [38] We noticed that all the systems we considered produced all the correct mappings, together with some additional unwanted mappings. The precision of our framework, on the other hand, did not fall below the recall value, such that no extra unwanted mappings were returned by our framework. The matching quality of the framework was mainly affected by the reuse of underlying matching techniques. For instance, if the reused matching techniques were not able to discover some matching entities, then the quality of matching results was affected accordingly. For instance, in test case 206, the reason that the matching results of our framework were not fulfilled was that it did not use translating techniques as one of its underlying techniques. So, the results were mainly obtained by both string and structure similarity measures, which were not able to obtain all the expected mapping sets. Fig. 11 compares the matching quality of our algorithm with the other 10 systems. In addition, Fig.  12 shows a time comparison indicating the scalability of our framework (please note the logarithmic scale). Table 3 shows the initial estimation for the similarity measures, as well as a description of each test number. As it can be noted in test numbers 101, 103, 104, 224, 228, and 230, the modifications made to the reference ontology did not affect the string, linguistic, and structure similarities, and hence all the matchers obtained the highest similarity value. Accordingly, our framework will take advantage of not running all the matchers and will offer only a single matcher to the user. In such scenarios, we can often use string similarity because it is the most efficient one and it is the backbone for other matchers. Furthermore, in test numbers 205 and 209, the framework offers both the linguistic and the structure measures. In test 206, both string and structure similarity measures were used. Moreover, test 232 shows the best scenario, where there is no hierarchy, and using the DL reasoning technique (RACER), the structure similarity jumps from 0.0 to 0.7. Consequently, we applied both the string and structure similarities to this test. Lastly, in test number 239, the string similarity was applied.
In general, these recommendations greatly affected the performance time and placed our framework (MLMAR) at the top of the compared algorithms, based on average time. Also, they considerably improved the efficiency of MLMA+ by using only the recommended similarity techniques, rather than using all of them. The reason that MLMAR may not perform as a first rate system is that, in test cases 205, 206, 209, and 232, a combination of low Ahmed Alasoud, Volker Haarslev, and Nematollaah Shiri efficiency similarity measure techniques, such as linguistic and structure, was used. These ontologies, in some sense, were considered as a worse case scenario, where all matching techniques needed to be applied. However, in general, matching tools are equipped with numerous underlying similarity measuring techniques and using the recommended techniques will reduce the number of candidate techniques for a matching task at hand. Accordingly, the matching process time decreases remarkably. 
Conclusions and future work
In this paper, we studied the impact of different choices of strategies for matching ontologies. We proposed a framework for analysing the reused matching techniques. The study shows the importance of assisting the user with appropriate matching strategies. The user often has little or no idea about the suitability of matching strategies for a given matching task. As a result, the quality of matching results and processing times will be affected. The main advantages of the proposed framework are that (1) it is independent from other matching techniques, (2) it infers a hidden structure relationship among the entities of the input ontologies, and consequently makes the structure based similarity measure more precise, and (3) it considerably improves the matching process time.
We evaluated our framework against other approaches using, different pairs of ontologies. Our results indicate an improved performance of our proposed framework in terms of both quality and time. As future work, we plan to test our framework with different kinds of input ontologies and matching strategies, and study the impacts of different choices of matching algorithms on the quality and performance of the proposed framework.
