We introduce the notions of almost Lipschitz embeddability and nearly isometric embeddability. We prove that for p ∈ [ , ∞], every proper subset of Lp is almost Lipschitzly embeddable into a Banach space X if and only if X contains uniformly the n p 's. We also sharpen a result of N. Kalton by showing that every stable metric space is nearly isometrically embeddable in the class of re exive Banach spaces.
Introduction
Let (X, d X ) and (Y , d Y ) be two metric spaces and f a map from X into Y. We de ne the compression modulus of f by ρ f (t) := inf{d Y (f (x), f (y)) : d X (x, y) ≥ t}, and the expansion modulus by ω f (t) := sup{d Y (f (x), f (y)) : d X (x, y) ≤ t}. One can de ne various notions of embeddability by requiring the compression and the expansion moduli to satisfy certain properties. For instance, X is said to be bi-Lipschitzly embeddable into Y if there exists a map from X into Y with a sublinear expansion modulus and a superlinear compression modulus. The notion of bi-Lipschitz embeddability is arguably one of the most studied and important such notion, due to its numerous and fundamental applications in computer science, as well as its ubiquity in theoretical mathematics. Despite being much more exible than isometric embeddability, the notion of bi-Lipschitz embeddability is still rather restrictive. Certain natural relaxations have been considered and heavily studied over the years (e.g. uniform embeddability in geometric Banach space theory [7] ). A few of them turned out to be extremely useful in various scienti c elds such as: coarse embeddability in topology [25] , quasi-isometric embeddability in geometric group theory [12] , or range embeddability in computer science (e.g. for proximity problems including nearest neighbor search or clustering, cf. [27] and [1] ).
In this article we introduce two new notions of metric embeddability that are slightly weaker than biLipschitz embeddability but much stronger than strong embeddability. Recall that X is coarsely embeddable (resp. uniformly embeddable) into Y if there exists f : X → Y such that lim t→∞ ρ f (t) = ∞ and ω f (t) < ∞ for every t ∈ ( , ∞) (resp. lim t→ ω f (t) = and ρ f (t) > for every t ∈ ( , ∞)). X is strongly embeddable into Y if it is simultaneously coarsely and uniformly embeddable, i.e. there exists f : X → Y such that lim t→∞ ρ f (t) = ∞, lim t→ ω f (t) = , and (ρ f (t), ω f (t)) ∈ ( , ∞) for every t ∈ ( , ∞). As we will see our new notions also imply range embeddability in the sense of Bartal and Gottlieb [1] . We also want to point out that our approach and the way we relax the notion of bi-Lipschitz embeddability di ers from the ones mentioned above. In all the notions above two classes of (real valued) functions with a certain behavior are xed (one for each of the two moduli), and one asks for the existence of a single embedding whose compression and expansion moduli belong to the related classes. In our approach we still x two classes of functions with some prescribed properties, but we require the existence of a collection of embeddings whose compression and expansion moduli belong to the related classes. In Section 2 we introduce the notion of almost Lipschitz embedabbility, and prove that every proper subset of Lp with p ∈ [ , ∞] is almost Lipschitzly embeddable into any Banach space containing uniformly the n p 's. In Section 3 we introduce the notion of nearly isometric embeddability. We then show, using a slight modi cation of a result of Kalton in [17] , that any stable metric space is nearly isometrically embeddable in the class of re exive Banach spaces. We discuss the optimality of our results in Section 4. Finally in the last section we discuss the relationship between the various notions of embeddability and raise a few questions.
Almost Lipschitz embeddability of proper metric spaces
A metric space is said to be proper if all its closed balls are compact. The class of proper metric spaces is rather large since it obviously contains all locally nite or compact metric spaces, but also all nite-dimensional Banach spaces and all compactly generated groups. The main result of [5] states that every proper metric space is strongly embeddable into any Banach space with trivial cotype. More precisely, an embedding f that is Lipschitz and such that ρ f behaves essentially like t → t log (t) (due to some universal constants), is constructed. This embedding is "almost" bi-Lipschitz, due to logarithmic factor. An equivalent reformulation of the main result of [5] will say that every proper subset of L∞ is strongly embeddable into any Banach space containing the n ∞ 's uniformly. Two problems naturally arise. Is it possible to improve the quality of the embedding, and get even closer to the properties of a bi-Lipschitz one? Does an analogue result hold where L∞ and n ∞ 's are replaced by Lp and n p 's, respectively? The construction in [5] combines a gluing technique introduced in [3] , that is tailored for locally nite metric spaces (as shown in [6] , and ultimately in [26] ), together with a net argument suited for proper spaces, whose inspiration goes back to [7] Proposition 7.18. Due to the technicality of this construction, it is di cult and unclear how to make any progress towards the two problems. Indeed, the gluing technique requires a slicing of the proper space with annuli of increasing widths, while the net argument involves nets with certain separation parameters, but the widths and the separation parameters were correlated in [5] . In this section we answer a rmatively the two questions above. We rst "decorrelate" the ingredients of the construction from [5] , in the sense that the widths of the annuli and the separation parameters can be chosen independently from each other. Doing so we have much more exibility to construct far better behaved embeddings. Finally the collection of local embeddings that will ultimately be pasted together to produce the global embedding desired, are obtained using the bounded approximation property instead of Fréchet-type embeddings, which allow us to treat all the spaces Lp at once. Eventually we obtain a construction that provides tight embeddings in much greater generality, and that is signi cantly simpler. We start by introducing the notion of almost Lipschitzly embeddability.
De nition 2.1. Let
| φ is continuous, φ( ) = , and φ(t) > for all t > }. We say that (X, d X ) almost Lipschitzly embeds into (Y , d Y ) if there exist a scaling factor r ∈ ( , ∞), a constant D ∈ [ , ∞), and a family (fφ) φ∈Φ of maps from X into Y such that for all t ∈ ( , ∞), ω fφ (t) ≤ Drt and ρ fφ (t) ≥ rtφ(t). In other words, (X, d X ) is almost Lipschitzly embeddable into (Y , d Y ) if there exist a scaling factor r ∈ ( , ∞) and a constant D ∈ [ , ∞), such that for any continuous function φ : [ , +∞) → [ , ) satisfying φ( ) = and φ(t) > for all t > , there exists a map fφ : X → Y such that for all x, y ∈ X,
It is clear from De nition 2.1 that if X admits a bi-Lipschitz embedding into Y, then X almost Lipschitzly embeds into Y. The notion of almost Lipschitzly embeddability expresses the fact that one can construct an embedding that is as close as one wishes to a bi-Lipschitz embedding. Note also that if X almost Lipschitz embeds into Y, then X strongly embeds into Y. More precisely for every φ ∈ Φ, X admits a strong embedding into Y, whose quality depends on the properties of the function φ.
In the sequel it will be interesting to notice that to achieve almost Lipschitz embeddability, it is su cient to consider only exponential-type functions. We record this fact in Lemma 2.2. 
It is easy to verify that:
(b) λ is continuous, and hence µ is continuous as well.
(c) µ is non-decreasing and surjective onto (−∞, ).
It is worth noticing that almost Lipschitz embeddability implies the existence of range embeddings with arbitrarily large unbounded ranges. Let I be an interval in [ , ∞). Following [1] we say that X admits a bi-Lipschitz range embedding with range I, or simply an I-range embedding, into Y if there exist f : X → Y, a scaling factor r ∈ ( , ∞), and a constant
It is easily checkable that if X almost Lipschitzly embeds into Y, then there exist a scaling factor r ∈ ( , ∞), and a constant D ∈ [ , ∞), such that for every s ∈ ( , ∞) by choosing φ appropriately in Φ, there exists a map fs : We say that X has type p if there exists T ∈ ( , ∞) such that for all x , . . .
and X has cotype q if there exists C ∈ ( , ∞) such that for all x , . . .
The following statement gathers the deep links between these notions that have been proved in the works of James [15] , Krivine [19] , Maurey and Pisier [24] . The following corollary will be useful to us. It is certainly well-known, but we include a proof for the sake of completeness. 
Corollary 2.5. Let Y be an in nite-dimensional Banach space and Z a nite-codimensional subspace of Y. Assume that Y contains the

Proof. Assume rst that p = . We deduce that p(Y) = . It is easily checked that p(Y) = p(Z). Then the conclusion follows from Theorem 2.4.
Assume now that p ∈ ( , +∞] and let q ∈ [ , ∞) be the conjugate exponent of p. We can write Y = Z ⊕ F, where F is nite-dimensional. Let P be a bounded projection from Y onto F with Ker(P) = Z. We can write P as
Let us x n ∈ N. We will look for a copy of n p in Z. For that purpose we choose ε > (very small and to be chosen later) and N ∈ N large enough (the size of N will depend on n and ε and also be made precise later). Then there exist a subspace X N of Y and an isomorphism T N : . . , N} of cardinality n such that for all j ∈ A and all i ∈ { , . . . , m}, |u i (e j )| < ε. Let X A be the linear span of {e j : j ∈ A} and note that X A is 2-isomorphic to n p . Then for all i ∈ { , . . . , m}, the norm of the restriction to X A of u i is at most nε. It follows that the norm of the restriction of P to X A does not exceed nmε. Therefore, if ε was chosen small enough, I − P is an isomorphism from X A onto its image in Z, with distortion less than 2. We have shown that Z contains the We now have all the ingredients to state and prove the technical lemma on Banach spaces containing the n p 's that will serve our purpose. 
Assume that H , . . . , H j have been constructed. Then, using the standard Mazur tech-nique, we can nd a nite-codimensional subspace Z of Y so that 
The following corollary is a simple consequence of Theorem 2.7, Lemma 2.2, and De nition 2.1.
Corollary 2.8. Let p ∈ [ , +∞], M be a proper subset of Lp, and Y be a Banach space containing uniformly the n p 's. Then M is almost Lipschitzly embeddable into Y.
Before proving Theorem 2.7 we derive two interesting corollaries. Since L∞ is isometrically universal for all separable metric spaces, the case p = ∞ yields the following improvement of a result of the rst named author [5] .
Corollary 2.9. Let (M, d M ) be a proper metric space and Y be a Banach space without cotype, then M is almost Lipschitzly embeddable into Y.
We can also use Dvoretsky's theorem to deduce the following from the case p = .
Corollary 2.10. Let M be a proper subset of a Hilbert space H and Y be an in nite-dimensional Banach space, then M is almost Lipschitzly embeddable into Y.
The remainder of this section will be devoted to the proof of Theorem 2.7. Recall that a Banach space X has the λ-bounded approximation property (λ-BAP in short), if for any ε ∈ ( , ∞), and any compact subset K ⊂ X, there exist a nite-dimensional subspace G of X and a linear map φ : X → G such that φ is λ-Lipschitz, and φ(x) − x X ≤ ε for all x ∈ K.
Proof of Theorem 2.7. Let σ denote the generalized inverse of the map µ, i.e. σ(y) = inf{x ∈ ( , ∞) : µ(x) ≥ y} with the convention that inf ∅ = ∞. The following properties of σ are crucial in the sequel (we refer to [9] for more information on generalized inverses):
In particular, it follows from (b) and (c) that for all t < t , σ(t) ≤ s < σ(t ) is equivalent to t ≤ µ(s) < t .
Fix now some parameters β, ε, γ > , and η > to be chosen later. Since M is a proper subset of Lp, for every k ∈ Z the set B k := {x ∈ M : x p ≤ k+ } is a compact of Lp. It is well-known (cf. [16] Chapter 7) that Lp has the metric approximation property, i.e. the -BAP. Therefore, for any n ∈ N, there exist a nitedimensional subspace G k,n of Lp and a linear map φ n k : Lp → G k,n such that φ n k is -Lipschitz and
Since Lp is a L ( +β),p -space (cf. [22] Chapter 5), there exists a linear embedding R k,n from G k,n onto a subspace of some 
and also such that (H j ) ∞ j= is a Schauder nite-dimensional decomposition of its closed linear span H. Let P j be the projection from H onto H ⊕ ... ⊕ H j with kernel Span ( ∞ i=j+ H i ). Lemma 2.6 also insures that this construction can be done so that P j ≤ ( + γ), for all j ≥ . We denote Π = P and Π j = P j − P j− for j ≥ .
where
The rest of the proof will be divided into two parts. In the rst part it is proven that f is a Lipschitz map, and the proof only requires the fact that φ n k , f n k and f k are Lipschitz maps, the de nition of f in terms of the dyadic slicing, and the triangle inequality. In the second part an estimate of the compression function of f that relies essentially on the inequality (2.1) is given.
Part I: f is a Lipschitz map
Let x, y ∈ M and assume, as we may, that x p ≤ y p. Various cases have to be considered. Note that f ( ) = since the f n k 's are linear. We have,
We have,
Similarily,
It follows that,
We have shown that f is -Lipschitz.
Part II: Estimation of the compression modulus of f
Estimating from below the compression modulus of f requires the investigation of three di erent cases, based on the location of the pair of points in M that we are considering. The three situations are as follows: the two points are in the same dyadic annulus, or in two consecutive dyadic annuli, or eventually separated by at least an entire dyadic annulus. Let x, y ∈ M. In the following discussion we will assume that x p ≤ y p, k ≤ x p < k+ , and 
.
Since µ ≤ , it follows again that
Since β, ε, γ can be taken as small as wanted, and η as large as needed, this nishes the proof of Theorem 2.7.
Nearly isometric embeddability of stable metric spaces
In this section we shall deal with a class of spaces strictly containing the class of proper metric spaces, namely the class of stable metric spaces. The notion of stability was introduced, originally for (separable) Banach spaces, in the work of Krivine and Maurey [20] , in an attempt to exhibit a class of Banach spaces with a very regular linear structure. It seems that its natural extension to general metric spaces was rst studied by Garling [10] . A metric space (X, d X ) is said to be stable if for any two bounded sequences (xn)
∞ n= , and any two non-principal ultra lters U, V on N, the equality lim m,U lim n,V d X (xm , yn) = lim n,V lim m,U d X (xm , yn), holds. Any Lp-space is stable for p ∈ [ , ∞).
In the remarkable article [17] , Kalton showed that for every s ∈ ( , ), every stable metric space M admits a strong embedding f into some re exive space, that depends heavily on M, such that ω f (t) ≤ max{t, t s } and ρ f (t) ≥ min{t, t s }. There are actually good reasons why this embedding fails short to be an isometric embedding. Indeed, a classical di erentiability argument will tell you that the stable space L does not even admit a bi-Lipschitz embedding into a Banach space with the Radon-Nikodým property, and in particular into a re exive space. For the same reason, does not admit a bi-Lipschitz embedding into a re exive Banach space. Also note that Kalton's embeddings are not range embeddings. In this section we show that a slight modi cation of Kalton's construction gives embeddings with better properties. In particular we can produce range isometric embeddings, i.e. the constant D and the scaling factor r are equal to in the de nition of a range bi-Lipschitz embedding. The sharpened embeddability result is better grasped after introducing the new notion of nearly isometric embeddability.
De nition 3.1. Let
and Ω := {ω :
We say that (X, d X ) nearly isometrically embeds into (Y , d Y ) if there exist a family (fρ,ω) (ρ,ω)∈(P,Ω) of maps from X into Y such that ρ(t) ≤ ρ fρ,ω (t) and ω fρ,ω (t) ≤ ω(t). In other words, (X, d X ) nearly isometrically embeds into Y if for any pair of continuous functions ρ, ω : [ , +∞) → [ , +∞) satisfying (i) t ≤ ω(t) for t ∈ [ , ] and ω(t) = t for t ∈ [ , ∞), (ii) ω( ) = and lim t→ ω(t) t = +∞, (iii) ρ(t) = t for t ∈ [ , ] and ρ(t)
It is clear from De nition 3.1 that if X admits an isometric embedding into Y, then X nearly isometrically embeds into Y. The notion of nearly isometric embeddability expresses the fact that one can construct an embedding that is as close as one wants to an isometric embedding. The following observation, whose easy proof is left to the reader, should justify the terminology.
Proposition 3.2. If X nearly isometrically embeds into Y then X admits an isometric range embedding with arbitrarily large range, i.e. for every < s
As for the case of almost Lipschitz embeddability one can work with more regular maps. 
ε(t) ≤ ε(t) ≤ ε * (t). This nishes the proof of (i).
The statement (ii) can be deduced from (i) by a change of variable.
We will need the following weakening of De nition 3.1:
De nition 3.4. Let C be a class of metric spaces. We say that (X, d X ) nearly isometrically embeds in the class C if there exist a family of spaces (Yρ,ω) (ρ,ω)∈(P,Ω) in C, and a family (fρ,ω) (ρ,ω)∈(P,Ω) of maps from X into Yρ,ω such that ρ(t) ≤ ρ fρ,ω (t) and ω fρ,ω (t) ≤ ω(t).
The main result of this section is: 
Hence, in view of Lemma 3.3, we have:
Corollary 3.6. Let M be a stable metric space, then M is nearly isometrically embeddable in the class of re exive Banach spaces.
The proof of Theorem 3.5 will ll in the rest of this section. , y) ) .
It is easily checked that (Lip ω (M), Nω) is a Banach space. De ne now the map δ : , y) ), for all x, y ∈ M where N * ω denotes the dual norm. Then, following [17] , for (p, q) ∈M = {(p, q) ∈ M : p ≠ q} and x ∈ M, we de ne
Note that Nω(hp,q) ≤ . We will need the following.
Proof of Claim 3.7. We have that
is non-decreasing. Otherwise , y) ) .
Then we deduce: 
Proof of Claim 3.8.
Here one just has to mimic the corresponding part of the proof of Theorem 2.1 in [17] . Let us recall the details. It follows from the Eberlein-Šmulian theorem that it is enough to show that any sequence (hn) ∞ n= = (hp n ,qn ) ∞ n= , with (pn , qn) ∈M admits a weakly convergent subsequence. The closed linear span of {hn : n ≥ }, denoted [hn : n ≥ ] is separable. So, there exists a countable subset M of M containing and all pn , qn for n ≥ such that ∀g ∈ [hn :
Using a diagonal argument, we may assume that (hn) ∞ n= converges pointwise on M to a function h. We may also assume that limn→+∞ d(pn , qn) = r ∈ [ , +∞] and that for all
By construction, V is a linear isometry from [hn : n ≥ ] into ∞(M ). So it is enough for us to show that the sequence (Vhn) ∞ n= is weakly convergent to Vh. Following [17] , we denote A the closed subalgebra of ∞(M ), generated by the constant functions, V([hn; n ≥ ]), the maps (x, y) → arctan(d(x, u)) and (x, y) → arctan(d(y, u)), for u ∈ M and the map (x, y) → arctan(d (x, y) ). Since A is separable, there exists a metrizable compacti cation K ofM such that every f in A admits a unique continuous extension to K. With this description of A, it follows from the dominated convergence theorem that we only need to prove that for all
If r = or r = +∞, it follows from (i) in Claim 3.7 that limn→∞ Vhn = . Therefore limn→∞ hn = and h ≡ . Thus, we may assume that < r < +∞.
Let now ξ ∈ K. Then pick (xm , ym) ∈M such that (xm , ym) → ξ in K and denote t = limm→∞ d(xm , ym). First note that if t = or t = +∞, it follows from (ii) in Claim 3.7 that for all n ≥ , Vhn(ξ ) = Vh(ξ ) = .
Thus, for the sequel, we may and will assume that < r < +∞ and < t < +∞. By taking a further subsequence, we may also assume that Since Vh ∈ C(K) and (hn) n≥ converges pointwise to h on M , we have , ym) ) .
Finally, since M is stable and Vhn ∈ C(K) we obtain
This concludes the proof of this Claim.
We now proceed with the construction of the embedding f . Consider the operator S :
Since every h ∈ W is in the unit ball of Nω, we have that S ≤ . Moreover, it follows from Claim 3.8 that S is a weakly compact operator. Then the isometric version [21] of a factorization theorem of Davis, Figiel, Johnson, and Pełczyński [8] yields the existence of a re exive Banach space X, and of linear maps T : (W) → X and U : X → Lip ω (M) such that T ≤ , U ≤ , and S = UT. Then we de ne f :
First, we clearly have that
On the other hand, since S * = T * U * and T * ≤ , we have that for all (x, y) ∈M: , y) ).
This nishes the proof, as f provides the desired embedding into the re exive Banach space Y = X * .
Optimality
Our next statement describes what can be said of a Banach space that contains a bi-Lipschitz copy of every compact subset of a given separable Banach space. This is a generalization of an unpublished argument due to N. Kalton in the particular case of X = c , that was already mentioned in [4] . Proof. Since (ii) and (iii) are easy consequences of (i), Corollary 2.8 and classical linear Banach space theory, we just prove (i). Since X is separable, we can nd a biorthogonal system (xn , x * n ) ∞ n= in X × X * such that the linear span of {xn : n ≥ } is dense in X (see [23] ). We now pick a decreasing sequence (an) Then S is clearly a compact operator on X and S ≤ . Finally, the norm closure of S(B X ) is a compact subset of X, denoted by K in the sequel.
Assume now that f : K → Y is a map such that for all x, x ∈ K,
Proof of Claim 4.2. We will mimic the proof of Theorem 7.9 in [7] (also due to Heinrich and Mankiewicz [14] ).
Let us assume as we may that k = . To see that W k,δ is Gauss-null, it is enough to prove that for any line
Thus, there exists y * in the unit sphere of
Using again the linearity of S,we note that φ is C S(k) -Lipschitz. Thus φ is almost everywhere di erentiable and
which is a contradiction.
We now proceed with the proof of Proposition 4.1 and pick D a countable dense subset of the linear span of {xn : n ≥ }. Then, it follows from Claim 4.2 that there exists x ∈ W such that for all k ∈ D, and therefore for
On the other hand, it is clear that for
Let now h be in the linear span of {xn : n ≥ }. There exists N ∈ N such that h = If Y has the Radon-Nikodým property, then f •S admits a point of Gâteaux-di erentiability. It then follows, with similar but easier arguments, that X linearly embeds into Y.
Using a classical argument of G. Schechtman, we deduce that Corollary 2.8 is optimal. Proof. Note that (iii) and (iv) are easy consequences of (i) together with Corollary 2.8. We prove (i). Consider K the compact given by Proposition 4.1. Since K is compact, we can build an increasing sequence (Rn) 
Concluding Remarks
As we will see shortly the new notions of embeddability discussed in this article are incomparable in full generality. Nevertheless understanding the relationship between these various notions of embeddability, in particular in the Banach space framework, seems to be a delicate issue. In this section we want to highlight a few observations and raise some related questions.
As shown in Proposition 4.1 the notion of almost Lipschitz embeddability is strictly weaker than biLipschitz embeddability since there are examples of compact metric spaces that do almost Lipschitzly embed into a Banach space without being bi-Lipschitzly embeddable in it. In the Banach space setting the situation is more elusive. It follows from a result of Ribe [28] that admits a strong embedding (and also for every s ∈ ( , ∞), a [s, ∞)-range embedding) into 
