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ПОБУДОВА ЛЕКСИКО-СИНТАКСИЧНОЇ МОДЕЛІ ПРИРОДНОЇ
МОВИ ІЗ ЗАСТОСУВАННЯМ СУЧАСНИХ МЕТОДІВ ОБРОБКИ 
ВЕЛИКИХ ТЕКСТОВИХ КОРПУСІВ
Статтю присвячено розробці алгоритму формування моделі лексико-синтаксичних структур­
них зв ’язків природної мови на основі частотно-синтаксичного аналізу речень великого текстового 
корпусу. Для запису універсальних структур необмеженої складності та довжини використано мо­
дель керуючих просторів синтаксичних структур речень природної мови. Для ефективного та еко­
номного представлення даних розріджені масиви трансформовано за допомогою методів невід ’ємної 
факторизації матриць та тензорів.
Ключові слова: обробка текстів природною мовою, керуючі простори синтаксичних структур, 
невід’ємна факторизація тензорів.
Вступ
Разом із значним зростанням обчислюваль­
ної потужності сучасних комп’ютерів і появою 
нових інтелектуальних алгоритмів обробки ве­
ликих масивів інформації останнім часом роз­
робка нових методів розв’язку багатьох задач 
штучного інтелекту вийшла на якісно новий рі­
вень. Серед таких фундаментальних алгоритмів
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обробки великих масивів інформації виділяєть­
ся універсальний і потужний підхід -  невід’ємна 
тензорна факторизація.
Невід’ємна тензорна факторизація сьогодні 
широко затребувана в таких областях, як машинне 
навчання, обробка зображень, інформаційний по­
шук, обробка природної мови, та інших напрям­
ках. Такий підхід є одним з найбільш перспектив­
них для виявлення та аналізу взаємозв’язків і від­
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ношень у даних, які містять сполучення об’єктів N 
різних типів і класів. N-мірний тензор, що в ін­
форматиці трактується як багатовимірний масив 
даних, є зручною структурою для представлення 
даних вищих порядків. Факгоризація N-мірного 
тензора при розкладанні генерує N матриць, які 
складаються з векторів-стовпчиків розмірності к. 
Ці N матриць представляють відображення кож­
ного виміру тензора на k факгор-вимірів прихова­
ного семантичного простору. Це служить унікаль­
ним засобом для моделювання та виявлення 
взаємозв’язків і спільної поведінки N змінних 
у масиві N-мірних даних. Факгоризація тензора є 
мультилінійним аналогом сингулярного розкла­
дання матриць, який використовується в латент­
ному семантичному аналізі для обробки двови­
мірних масивів даних. У певному сенсі можна на­
звати метод невід’ємної факторизації тензорів 
n-мірним узагальненням латентного семантич­
ного аналізу. Структуру, отриману в результаті 
факторизації тензора, можна порівняти з багато­
шаровою нейронною мережею, що складається з 
N шарів, які представляють множини об’єктів 
N типів, і з прихованого комутаційного шару, 
який містить множину вузлів з різними вагови­
ми коефіцієнтами і моделює взаємозв’язки між 
об’єктами N типів, тобто пов’язує дані N шарів 
у єдину нейронну мережу.
Невід’ємна тензорна факгоризація є перспек­
тивним методом у вирішенні задач комп’ютерної 
лінгвістики, про що свідчать численні роботи 
в цьому напрямку [8; 9; 10; 11].
Особливий інтерес представляють роботи 
[9; 10], в яких описано моделі тензорного представ­
лення даних про частоту різних типів синтаксич­
них сполучень слів у реченнях, наприклад 3-мір­
них сполучень типу subject -  verb -  object, 
4-мірних сполучень типу subject -  verb -  direct_ 
object -  indirectobject, або інших синтаксичних 
сполучень довжини, що не перевищує розмір­
ність тензора N. У тензорі кожен вимір відпові­
дає деякому фіксованому члену речення — під­
мет, присудок, додаток, означення, обставина 
та інші. N-мірні тензори містять оцінки частоти 
вживання сполучень різних наборів слів у ре­
ченнях природної мови, де враховуються син­
таксичні позиції слів у реченнях. Після обробки 
великих текстових корпусів та накопичення зна­
чного обсягу даних у тензорі, формується 
N-вимірний масив опису поведінки лексичних 
одиниць у реченнях даної мови: тобто для мно­
жини слів у тензорі дано опис, у які синтаксичні 
відношення ці слова мають властивість вступа­
ти, з якими словами вони вступають у ці відно­
шення і з якою частотою. Причому, відношення
ці не бінарні, а багатомірні (N - максимальна 
розмірність відношень). Наступним є етап 
невід’ємної факторизації отриманого тензора. 
Факгоризація призводить до значного перетво­
рення моделі представлення даних. Спочатку ба­
гатовимірний тензор є розрядженим і надвели­
ким за обсягом. Кожен з N вимірів синтаксично­
го простору містить десятки тисяч чи сотні тисяч 
точок -  слів. Після факторизації тензора його да­
ні представлено у вигляді N матриць, що склада­
ються з векторів-стовпчиків розмірності k 
(де значення k набагато менше, ніж кількість 
точок-слів у будь-якому з N вимірів тензора). Па­
раметр k -  це розмірність латентного семантич­
ного простору, число ознакових вимірів у ньому. 
Після цього, крім значно компактнішого та зруч­
нішого представлення масиву даних, з ’являється 
можливість швидкого обчислення оцінки ймо­
вірності будь-якого можливого сполучення слів 
у різних синтаксичних конструкціях речення. Це 
можна зробити шляхом обчислення суми добут­
ків компонент N k-мірних векторів-стовпчиків, 
що відповідають цим словам, з матриць, що від­
повідають їх синтаксичним позиціям. Напри­
клад, щоб перевірити, наскільки імовірним є ре­
чення «Кухар смажить качку», потрібно знайти 
в матриці SUBJECT k-мірний вектор-стовпчик, 
який відповідає іменнику «кухар», потім знайти 
в матриці VERB k-мірний вектор-стовпчик, що 
відповідає дієслову «смажить», потім знайти 
в матриці DIRECT OBJECT k-мірний вектор- 
стовпчик, який відповідає іменнику «качка»; 
після цього обчислюється сума добутків відпо­
відних компонент цих трьох векторів, тобто об-
k
числюється = Х а ivvid°doi (для випадку N = 3).
і=1
Якщо результат суми перевищує деякий порого- 
вий рівень, то робиться висновок про можли­
вість існування такої послідовності слів у речен­
ні. Обчислення даної оцінки для словосполучен­
ня «Качка смажить кухаря» призведе до висновку 
про неможливість такого варіанта.
Дана модель дозволяє досить успішно автома­
тично виділяти з корпусів текстів такі лінгвістич­
ні структури, як селективні преференції в речен­
нях (selectional preferences) [9] та субштегорі- 
альні фрейми дієслів (Verb SubCategorization 
Frame) [10], які поєднують у собі дані про семан­
тичні та синтаксичні властивості зв’язків- 
відношень між дієсловами та їх аргументами- 
іменниками в реченнях природної мови.
Недоліком такої моделі можна вважати не­
гнучкість і обмеженість представлення синтак­
сису. Розмірність тензора обмежує максимальну
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довжину речень-словосполучень, що описуються 
даною моделлю. Кожній осі відповідає конкретна 
синтаксична позиція. У роботі [9] описано 3-ви- 
мірний тензор для моделювання одного синтак­
сичного сполучення -  підмет-присудок-додаток. 
У роботі [10] автор описує тензори розмірності 
9 і 12 для моделювання двох десятків різних типів 
синтаксичних відношень-сполучень. Просте 
збільшення розмірності тензора для обробки 
більшої кількості типів синтаксичних відношень 
розширеної арності не виглядає надто переконли­
вим засобом вдосконалення моделі. Актуальним 
і затребуваним напрямом досліджень є аналіз 
і розробка універсальних засобів завдання син­
таксичних структур речень природної мови. 
Необхідно використовувати формальну модель 
представлення, яка за допомогою рекурсії могла б 
виразити синтаксичні відношення речень довіль­
ної довжини і будь-якого ступеня складності 
структури і дозволила б записати структурний 
зв’язок між словами в реченнях будь-якої довжи­
ни у тензорі фіксованої розмірності. Як подібну 
модель представлення синтаксису мови пропоно­
вано використати керуючий простір синтаксич­
них структур природної мови [1].
1. Керуючий простір синтаксичних 
структур природної мови
Основні синтаксичні конструкції описано 
в класичних схемах граматики мови, які відно­
сяться до періоду античності і мало змінилися 
до теперішнього часу.
Досить тонкі відношення керування між сло­
вами виражаються у відомих лінгвістичних моде­
лях дерев підпорядкування і систем складових, 
що з ’явилися в 1950 роках. Очевидною перева­
гою перерахованих моделей є їх коректність — 
адекватне відображення тих чи інших специфіч­
них характеристик синтаксичної структури ре­
чення. Причому дані моделі не позбавлено 
недоліків. Модель дерев підпорядкування орієн­
тована на керуючі зв’язки тільки між словами, 
а модель систем складових враховує ієрархічне 
відношення вкладеності слово сполучень в ліній­
ній структурі тексту. Ці чинники лише наближено 
описують дійсні комунікативні властивості, що 
містяться в синтаксичних структурах.
Спроби побудови зручніших для машинної 
обробки моделей, узагальнюючих властивості 
дерев підпорядкування і систем складових при­
звели до створення моделі системи компонент 
А. С. Наріньяні [3] та синтаксичних груп 
А. В. Гладкого [2]. У цих моделях відбувається 
переміщення кута зору на синтаксичні структу­
ри з лінійного порядку, нав’язаного послідовніс­
тю запису тексту, до складного простору, утворе­
ного синтаксично зв’язаними групами об’єктів. 
А. В. Анісімов запропонував перейти до просто­
ру представлення, не залежного від порядку за­
пису тексту, отже, і від національної мови, який 
виражає всі предикативні та синтагматичні від­
ношення, що містяться в синтаксичних структу­
рах. Такий простір назвали керуючим [1].
Розглянемо запропоновану алгоритмічну мо­
дель речення природної мови. На відміну від су­
то лінгвістичного підходу, речення розглядаєть­
ся як певний динамічний обчислювальний ре­
курсивний процес, що розвивається в керуючому 
просторі, який пов’язує синтаксично згруповані 
частини речення інформаційними каналами. 
Структура керуючого простору відображає се­
мантику синтагматичних і предикативних кон­
струкцій мови.
Крім властивості давати імена об’єктам на­
вколишнього світу, мова володіє фундаменталь­
ною властивістю виражати динамічні відношен­
ня, в які вступають об’єкти. Так, дієслово 
пов’язує у відношення об’єкти, що беруть участь 
у схемі дії цього дієслова, прикметник задає від­
ношення об’єкта з самим собою. З синтаксичної 
моделі ми повинні знати, які частини речення 
пов’язані між собою через відношення і якого 
типу ці відношення. Існують два види синтак­
сичних відношень — предикативні і синтагматич­
ні. Предикативне відношення виражає залеж­
ність між синтаксичними об’єктами через по­
няття, що означає дію і, зазвичай, виражається 
за допомогою присудка. Синтагма -  це поєднан­
ня двох синтаксичних об’єктів, з яких один є ви­
значенням іншого, тому в моделі повинні пов­
ністю виражатися саме ці види відношень. Крім 
того, в широкому розумінні синтагми повинні 
утворювати синтаксичні групи.
Адекватна модель синтаксичної структури 
повинна також відображати основну властивість 
рекурсивно сті мови — здатність розгортати влас­
ні визначення, тобто давати уточнення, характе­
ристики, коментарі до своїх частин, а також бу­
дувати визначення визначень.
Перш за все треба зупинитися на ролі керую­
чих зв’язків між словосполученнями. Навмисно 
порушується традиційний лінгвістичний підхід, 
при якому присудок вважається головним чле­
ном речення, від якого ідуть керуючі зв’язки. Це 
успадкувалося від звички вважати ім’я функції 
головнішим, аніж її аргументи. Для побудови да­
ної моделі зручніше задавати синтаксичні відно­
шення зв’язками генерації і передачі відношень. 
При цьому досягається точніша характеристика
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керуючих зв’язків у порівнянні з традиційним 
підходом.
Якщо два о б 'є к т  А і В вступають у відношен­
ня С, то ми виділяємо об’єкт (припустимо, А), що 
викликає (ініціює, породжує) це відношення С, 
і об’єкт, на який передається це відношення, — 
В. Таким чином, виділяємо два види спрямованих 
зв’язків: від об’єкта-генератора відношення 
до відношення і від відношення до підпорядкова­
ного об’єкта. Перший вид зв’язку називаємо 
а-зв’язком (зв’язок генерування), другий -  
Р-зв’язком (зв’язок розповсюдження). Об’є к т  
А, В і відношення С розміщено в точках керуючо­
го простору і тому графічне представлення відно­
шення С, що зв’язує А і В, має вигляд, зображе­
ний на рисунку 1.
Рис. 1. Об’єкт А  генерує відношення С, 
яке передається на об’єкт В
Дієслова визначають відношення між 
об’єктами. Тому в стандартній схемі простого 
речення: «іменник -  дієслово -  іменник» 
а-зв’язок спрямований від першого іменника 
до дієслова, а Р-зв’язок спрямований від дієсло­
ва до іменника-визначення. Розглянемо приклад: 
Хлопчик купив м ’яч. Об’єкт хлопчик генерує від­
ношення купив і направляє його на об’єкт м ’яч. 
Тому а-Р-структура цього речення має вигляд, 
як показано на рисунку 2.
а  Р
Рис. 2. Структура речення Хлопчик купив м  'яч
Розглянемо фразу: Високий хлопчик. Тут 
об’єкт хлопчик генерує унарне відношення висо­
кий і передає це відношення собі, як показано 
на рисунку 3. Виникає кільцевий зв’язок, що ха­
рактеризує визначення.
Рис. 3. Структура словосполучення Високий хлопчик
Аналогічно міркуючи, для фрази Високий 
хлопчик дуже любить футбол отримуємо таку 
структуру, як показано на рисунку 4.
Рис. 4. Структура речення Високий хлопчик 
дуже любить футбол
Речення мають два типи а-Р-зв’язків: строго 
лінійна залежність і замкнута кільцева залеж­
ність. Першу називають лінійною конструкцією, 
другу -  визначенням. Перша відповідає предика­
тивним конструкціям мови, друга -  синтагма­
тичним.
Формальна модель, орієнтована на завдання 
складних структур необхідного виду у формі ке­
руючих просторів, будується таким чином.
Дано клас базових об’єктів U, що містить по­
рожню множину. З кожним об’єктом асоціюєть­
ся певний тип. Всього різних типів скінчене чис­
ло. Типи можна виразити числами з інтервалу 
[0, N]. Припускаємо неоднозначність при зістав­
ленні об’єктів типам, тобто функція припису­
вання типів ф відображає U у множину всіх під- 
множин, утворених числами з інтервалу [0, N]. 
Конструкціями є або об’єкти з U, або конструк­
ції, що отримані з інших конструкцій за допомо­
гою підстановки останніх в точки лінійної або 
визначальної залежності. Правила обчислення 
типів конструкцій мають такий вигляд.
1. Якщо в лінійній залежності об’єкт типу і 
з ’єднується а-зв’язком з об’єктом типу j, а остан­
ній Р-зв’язком з об’єктом типу к, то тип такої 
конструкції дорівнює f  (і, j , k), де f -  задана част- 
ково-визначена функція.
2. Нехай d (і, j) -  задана частково-визначена 
функція, тотожно рівна 1 в точках свого визна­
чення. Функція d називається функцією узго­
дження.
Якщо об’єкт типу і у визначальній конструк­
ції уточнюється за допомогою об’єкта типу j, 
то всій конструкції приписується тип і, якщо 
тільки значення функції узгодження дорівнює 1. 
В іншому випадку значення типу не визначено.
Оскільки множина базових типів є скінчен­
ною, то функції f i d  можуть бути задані таблиця­
ми. Правило 2 дозволяє легко обчислювати тип 
будь-якої складної конструкції. Крім того, легко 
довести, що тип будь-якої конструкції збігається 
з типом однієї з базових конструкцій, що зада­
ються функціями f  або d.
Якщо неможливо обчислити тип конструк­
ції, то вона вважається некоректною. Всі корект­
ні конструкції утворюють керуючі простори 
класу U.
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Щодо синтаксичних структур дане визначен­
ня уточнюється таким чином.
Базові об’єкти -  це слова і прості словоспо­
лучення, що представляють частини мови 
(іменники, прикметники, дієслова, частки і т.д.) 
з відповідними морфологічними ознаками, 
а також складносурядні відношення і корелято- 
ри, призначені для з ’єднання підпорядкованих 
речень з головними. Тип слова -  це повна його 
граматична характеристика. Наприклад, тип 
слова книга дорівнює (іменник, неживе, одни­
на, називний відмінок). Можливе розширення 
поняття типу додаванням деяких семантичних 
атрибутів. Неоднозначність завдання типу про­
являється в неоднозначності розуміння значен­
ня деяких слів у відриві від контексту. Напри­
клад, слово мати може бути іменником або ді­
єсловом. Функція f  задає типи простих речень, 
а також тип складного речення залежно від йо­
го конструкції верхнього рівня. До базових 
об’єктів відносимо корелятори, що являють або 
скріпу, або пару службових слів -  (скріпа, спів­
відносне слово). Скріпа -  службове слово в під­
порядкованому реченні, що служить для 
прив’язування цього речення до головного. 
Співвідносне слово знаходиться у головному 
реченні (якщо воно є) і служить для зв’язку 
з відповідною скріпою. Детальну класифікацію 
кореляторів виконано в [2]. Функція d задає 
умови узгодження типів об’єкта, що визнача­
ється, та об’єкта, який визначає. Наприклад, 
визначеннями до іменника можуть бути при­
кметники, прийменникові групи або підпоряд­
ковані речення, до дієслова — прислівник, діє­
прислівник або підпорядковане речення; дієс­
лово не може бути визначенням для іменника і 
таке інше.
Отже, функції f i d  виконують роль фільтра, 
що виділяє допустимі конструкції. Побудова 
таблиць значень функцій f  і d не завдасть вели­
ких труднощів. Усе необхідне для цього є в кла­
сичній граматиці мови. Оскільки у визначальній 
конструкції роль підпорядкованої частини зво­
диться до коментарю або уточнення головної 
частини, то значення типу всієї синтагматичної 
конструкції вибрано рівним значенню головного 
об’єкта -  генератора властивості.
При обробці синтаксичних структур природ­
ної мови виникають два основні завдання -  ана­
ліз і синтез. Завдання аналізу -  за наявним ліній­
ним записом тексту побудувати відповідний КП, 
завдання синтезу — за наявним КП побудувати 
відповідну лінійну послідовність тексту. Друге 
завдання простіше. При відображенні лінійної 
залежності в текст алгоритм синтезу слідує
послідовності а-Р-зв’язків. При синтезі тексту 
з визначень спочатку вирішується, що видається 
раніше -  головний об’єкт або його уточнення. 
Після вирішення цього питання відбувається ви­
дача тексту з відповідних конструкцій, які утво­
рюють визначення. В алгоритмі аналізу йде ба­
гаторазова згортка визначень і виділення ліній­
них залежностей.
2. Побудова лексико-синтаксичної 
моделі природної мови
Для побудови семантико-синтаксичної моде­
лі природної мови пропоновано розробити сис­
тему автоматичного заповнення тривимірного 
тензора функції F та матриці функції D в проце­
сі синтаксичного аналізу та пост-обробки речень 
великого текстового корпусу. Система повинна 
виконувати таку послідовність перетворень 
лінгвістичних структур:
1) система послідовно приймає на вхід речен­
ня з великого тактовного корпусу та виконує їх 
синтаксичний аналіз за допомогою модуля гра­
матичного розбору Stanford Parser [12], який ге­
нерує синтаксичну структуру речень у вигляді 
дерев підпорядкування;
2) програма аналізує дерево підпорядкуван­
ня поточного речення, збираючи керуючий про­
стір його синтаксичної структури, перебира­
ючи зв’язки між словами для виявлення преди­
кативних сполучень довжиною 3 (типу 
підмет-присудок-додаток та ін.), а також син­
тагматичних сполучень довжиною 2 (іменник- 
прикметник, дієслово-прислівник та ін.);
3) після збірки керуючого простору синтак­
сичної структури поточного речення для кож­
ної трійки точок (і, j, k) у просторі, зв’язаних 
лінійною послідовністю а-Р-зв’язків, до тен­
зора F у комірку F [I, J, К] заноситься значення 
f  (і, j, k) -  F  [I, J, K] : = f  (i, j, k). Координа­
ти I, J, K відповідають лексичному значенню 
точок (за кожною точкою керуючого простору 
фіксується певне слово чи словосполучення), 
також містять у закодованому вигляді інфор­
мацію про граматичну категорію даних точок 
(частина мови та ін.);
4) аналогічно для кожної пари точок (і, j) у керу­
ючому просторі синтаксичної структури поточного 
речення, зв’язаних між собою кільцевим синтагма­
тичним а-Р-зв’язком, до матриці D у комірку 
D [I, J] заноситься значення d (і, j) -  D [I, J ] : = d (і, j). 
Координати I, J відповідають лексичному значен­
ню точок, а також містять у закодованому вигляді 
інформацію про граматичну категорію даних 
точок (частина мови та ін.).
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Після накопичення великої кількості даних 
у матриці Б  та у тривимірному тензорі Б форму­
ється достатній опис табличних функцій Б та Б  
для ефективної реалізації лексико-синтаксичної 
моделі природної мови на основі керуючого про­
стору синтаксичних структур природної мови. 
Надвелика розмірність та розрідженість утворе­
ної матриці Б  та побудованого тензора Б вимага­
ють трансформації структур даних з метою еко­
номнішого та зручнішого представлення для 
збереження, обробки та редагування даних. Для 
оптимізації величезних масивів даних найкраще 
підходять методи невід’ємної матричної та тен­
зорної факторизації.
3. Факторизація матриці Б
женням, що всі дані мають бути невід’ємними. 
Паралельний факторний аналіз -  це мупьтиліній- 
ний аналог сингулярного розкладання матриць, 
що використовується в латентному семантичному 
аналізі [7]. Головна ідея методу -  мінімізація суми 
квадратів різниць між оригінальним тензором 
і факгоризованою моделлю тензора. Для 3-вимір- 
ного тензора Т  є визначається цільова
функція (4), де k -  розмірність факторизованої мо­
делі, а 0 -  зовнішній добуток (outer product) :
(4)-
Для невід’ємної факторизації додаються обме­
ження по невід’ємності значень елементів (5) :
Для розкладення матриці великої розмірності 
Б  (И х М) у вигляді добутку двох матриць 
XV (Т^х к) хН (кхМ ) ,  де (к«1М,М), доцільно ви­
користати алгоритм невід’ємної матричної факго- 
ризації ІММ!7, що був запропонований Лі та Суном 
[6]. У якості цільової функції використовується 
норма Фробеніуса, яка описується формулою 1:
тіп||Б-1ГН|Р (1),
причому елементи матриць XV та Н повинні бути 
невід’ємними.
Для такої цільової функції та для двох почат­
кових матриць Уґц і Н й, ГІМБ алгоритм склада­
ється з ітераційного виконання двох кроків:
1. X О П -1 Д ) „(Wl,Wk_,Hk_x).j (2).
2. ( ^ ) , y=Ort_1),yx (3).
mm
.. І Т~Т,Хі°Уі' (5).
Результат робота алгоритму -  представлення 
тензора у вигляді трьох матриць, які описують 
відображення кожної з розмірностей тензора 
на к фактор-вимірів латентного семантичного 
простору. Т^ ПТ модель підганяється методом 
найменших квадратів. На кожній ітерації дві 
з розмірностей фіксуються, а третя розмірність 
підганяється методом найменших квадратів. 
Процес триває до моменту збіжності. Число 
фактор-вимірів латентного семантичного прос­
тору в проведених експериментах було взято 
к = 150. Виходячи з досвіду попередніх дослі­
джень, саме це значення забезпечує оптимальні 
результати факторизації [10].
Для розв’язання даної задачі написано про­
грамну реалізацію алгоритму паралельної фак­
торизації РАЛАРАС [4] тривимірного тензора.
5. Властивості лексико-синтаксичної 
моделі природної мови
На практиці кроки алгоритму повторюються, 
доки не буде досягнуто нерухомої точки або не бу­
де виконано максимальну кількість ітерацій. Лі 
та Сун довели дві основні властивості цього алго­
ритму: по-перше, цільова функція є монотонно 
спадною під час застосування правил; по-друге, 
матриці ХУіН стають постійними тільки у випадку 
досягнення стаціонарної точки цільової функції.
4. Факторизація тензора її
Для розкладання тензора використовується ме­
тод невід’ємної тензорної факторизації. Він подіб­
ний до паралельного факторного аналізу з обме-
Факторизацією матриці Б  та тензора Б сис­
тема формує потужну базу знань, яка містить 
дані про будову синтаксичних структур речень 
природної мови, в які інтегровано опис лекси- 
ко-семантичних відношень між словами. Окрім 
загального синтаксису, що задає структуру ре­
чень в загальному абстрактному вигляді, база 
містить лексико-семантичні обмеження, що ви­
значають, які слова можуть утворювати зв’язок 
певного синтаксичного типу. Для того щоб ви­
значити, чи можуть два слова а  та А утворити 
кільцевий синтагматичний зв’язок, треба взяти 
вектор-строку \¥а матриці XV, що відповідає слову 
я, вектор-стовпчик Нь матриці Н, що відповідає
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слову Ь, та обчислити скалярний добуток векто­
рів (\¥а, Н І ) .  Якщо значення добутку більше 
нуля, то даний зв’язок є визначеним. Для того 
щоб визначити, чи можуть три слова а, Ь та с 
утворювати предикативний зв’язок (а Ь с), 
потрібно з першої матриці X розкладеного 
тензора Б узяти вектор-стовпчик Х а, що відпо­
відає слову а, з другої матриці У розкладеного 
тензора Б узяти вектор-стовпчик Уь, що відпо­
відає слову Ь, з третьої матриці Ъ розкладено­
го тензора Б узяти вектор-стовпчик 2с, що від­
повідає слову с, та обчислити значення
;=і
Якщо значення 5 ^  більше нуля, то даний 
зв’язок є визначеним. Усі зв’язки, які не є визна­
ченими, вважаються невизначеними. Отримані 
матриці в неявному вигляді задають множину 
коректних визначених речень мови, що задаєть­
ся текстами вхідного корпусу. Вектори-стовпчи- 
ки слів з отриманих матриць є неявним описом 
їх «структурної поведінки» — вони задають, в які 
синтаксичні відношення ці слова мають власти­
вість вступати та з якими словами вони вступають
у ці відношення. За допомогою отриманих ма­
триць можливо виконувати синтаксичний аналіз 
речень з побудовою керуючого простору їх син­
таксичних структур, використовуючи висхідні 
алгоритми аналізу типу Кока-Янгера-Касамі [5]. 
Обходом матриць по ненульових елементах век- 
тор-стовпчиків можливо розробити програму 
синтезу множини речень, визначених побудова­
ною моделлю.
Висновки
Рекурсивність керуючих просторів синтак­
сичних структур природної мови дозволяє ви­
разити структуру речень довільної складності, 
довжини та глибини. Це дає можливість при 
розробці семантико-синтаксичної моделі за­
мість нарощування мірності лінгвістичних ма­
сивів сполучності лексичних одиниць обмежи­
тися лише побудовою одного тривимірного 
тензора та однієї матриці. Із потужності та уні­
версальності описаної моделі випливає її акту­
альність як в теоретичному плані, так і в аспек­
ті застосування на практиці в прикладних лінг­
вістичних системах.
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DEVELOPMENT OF LEXICAL-SYNTACTIC MODEL OF NATURAL
LANGUAGE BY USING MODERN METHODS OF LARGE TEXT CORPORA
PROCESSING
Paper considers the algorithm fo r  building the model o f  lexical and syntactic structural relations o f  
natural language based on frequency-syntactic analysis o f  sentences from large text corpora. During the 
analysis the obtained data are accumulated in large arrays. To record syntactic structures o f  unlimited 
complexity, depth and length the natural language syntactic structures control spaces were used. The 
obtained arrays are huge and sparse. For effective and compact storage o f  the data the arrays were 
transformed by using the methods o f  non-negative matrix and tensor factorization.




Касьянюк В. С., Малютенко Л. М.
КЛАСТЕРИЗАЦІЯ ДАНИХ З ВИКОРИСТАННЯМ 
ТЕОРІЇ МОЖЛИВОСТЕЙ
Уроботі розглянуто підхід до кластеризації, що базується на теорії можливостей. Такий підхід 
дозволяє врахувати неоднозначність вибору параметрів алгоритму кластеризації. На цій основі за­
пропоновано методи оцінювання можливості та необхідності низки тверджень щодо точок 
та нечітких кластерів.
Ключові слова: множина даних, кластеризація, теорія можливостей.
Задача ефективного розбиття множини даних на класи еквівалентності за допомогою 
алгоритмів кластеризації має велике прикладне значення. При розв’язанні такої задачі часто ви­
никає проблема адекватного вибору параметрів алгоритму кластеризації. При невдалому виборі 
цих параметрів розбиття не буде відповідати вимогам експерименту, проте навіть при вдалому 
їх виборі часто виникають питання щодо коректного віднесення певних підмножин множини да­
них до того чи іншого кластера. Пропонований в роботі підхід до кластеризації, що базується 
на теорії можливостей, дозволяє врахувати неоднозначність та нечіткість вибору параметрів 
алгоритму кластеризації.
1. Нечіткі розбиття. Кластери
Нехай (X , 2х,Р) -  деякий можливісний простір [1], £) — певна скінчена множина даних. Позначи­
мо як V, де £>с 2°, множину допустимих розбиттів І) на класи еквівалентності, тобто кожне А є Р  тут
п
таке, що и > 4 =  А  А.є А , |А| = п, А.(лА. = 0 для всіх г,уе {1,...,л} : 1<г'</<л.
1=1
Нечітким розбиттям £> на класи еквівалентності (скор. нечітким розбиттям) назвемо нечітку мно­
жину на Б  [2] -  відображення вигляду Я : X —»V.
© Касьянюк В. С., Малютенко Л. М., 2013
