In this paper, we investigate a method of reducing the computational cost in speech recognition by dimensionality reduction of MFCC feature vectors. Eigendecomposition of the feature vectors renders linear transformation of the vectors in such a way that puts the vector components in order of variances. The first component has the largest variance and hence serves as the most important one in relevant pattern classification. Therefore, we might consider a method of reducing the computational cost and achieving no degradation of the recognition performance at the same time by dimensionality reduction through exclusion of the least-variance components. Experimental results show that the MFCC components might be reduced by about half without significant adverse effect on the recognition error rate.
high-quality synthetic speech is inferred to be due to the redundancy of the acoustic-phonetic information encoded in the speech signal. Therefore, in this case, it is better not to remove redundancy for natural speech [12] . There are many other instances, on the other hand, that redundancy reduction enhances the relevant performance [13] . The ultimate goal in regards to the redundancy is to pursue both maximum relevance and minimum redundancy (MRMR) at the same time [14] .
The speech signal is in itself somewhat redundant and it is usual to extract feature vectors that contain useful information in a reduced size.
One of the popular feature vectors is mel-frequency cepstral coefficients (MFCC), which is commonly adopted in speech recognition.
The number of components in MFCC is usually taken to be 13 on empirical grounds [15] . In this paper, as a means for decreasing the calculational cost without deteriorating the recognition performance, we investigate a method of reducing the MFCC components by principal component analysis (PCA) [16] .
The organization of this paper is as follows.
Section II provides a brief description on PCA.
Section III describes details of the experiments performed in our study. In section IV, experimental
results are presented to demonstrate the efficacy of the method. Concluding remarks are given in section V finally.
II. Principal Component Analysis
Given a set of vectors
the mean vector  ∈  is first estimated:
The new vectors with zero mean are obtained by
Correlation matrix for new vectors are then estimated to be
The eigenvalue equation is given by
the eigenvalues of which,   , are assumed to be arranged in descending order as follows:
The normalized eigenvectors 
are said to have "the principal components".
This transformation is defined in such a way that the first principal component has the largest possible variance (that is, accounts for as much of the variability in the data as possible), and each succeeding component in turn has the highest variance possible under the constraint that it be orthogonal to (i.e., uncorrelated with) the preceding components.
PCA is the simplest of the true eigenvectorbased multivariate analyses. Often, its operation can be thought of as revealing the internal structure of the data in a way that best explains the variance in the data. If a multivariate data set is visualized as a set of coordinates in a high-dimensional data space (1 axis per variable), PCA can supply the lower-dimensional picture, a "shadow" of this object when viewed from its most informative viewpoint. This is done by using only the first few principal components so that the dimensionality of the transformed data is reduced.
III. Reducing MFCC Orders with PCA
By applying PCA on MFCC and adopting the components of large variances, we reduced the calculational cost. For evaluation of the proposed methods, we consider two independent approaches.
The first one is the speech recognition performance.
The second approach, a supplement to the first one, separability [19] [20] . Figure 1 shows block diagram of the speech recognition with dimensionality reduction by PCA.
The procedure without the broken box corresponds to the conventional method. 
IV. Experimental Results and Discussion
Our experiments were performed on a set of phone-balanced 300 Korean words. To see the effect of vocabulary size also, we divided the words into three sets as in Table 1 . The sets A and B are disjoint each other and C is the union of them. Forty people including 20 males and 20 females produced the speech and the utterance tokens were divided into three disjoint groups as in Table 2 . Thirty-two people's speech tokens of the group I were used in generating codebooks of size 512, whose centroids serve for fuzzy vector quantization (FVQ) of all the speeches of 40 people. HMM parameters were updated on each iteration of training epoch. In order to choose which values of parameters to use in the final test of speech recognition, some test speeches are necessary. The parameters that yield the best performance on the group II were stored and used for the test on the group III to obtain the final performance of the speaker-independent speech recognition system. This prescription prevents the system from falling (overfitting) too deep into the local minimum driven by the training samples of the group I and hence becoming less robust against the speakerindependence when applied to the group III. It is a good strategy for balance between memorization and generalization [17] .
The speech utterances were sampled at 16 kHz and quantized by 16 bits. 512 data points corresponding to 32 ms of time duration were taken to be a speech frame for short-term analysis.
To each frame, Hanning window was applied after pre-emphasis for spectral flattening. MFCC feature vectors of order 13 were obtained and then cepstral mean subtraction (CMS) were applied on utterance basis to endow robustness against various adverse effects such as system dependence and noisy environment.
Codebooks of 512 clusters were generated by the K-means clustering algorithm on the MFCC feature vectors obtained from the speeches of the group I of Table 2 . The distances between the vectors and the codebook centroids were calculated and sorted. Appropriately normalized fuzzy membership values were assigned to the nearest two clusters and a train of two doublets (cluster index / fuzzy membership) were fed into HMM for speech recognition processing. For the HMM, a non-ergodic left-right (or Bakis) model was adopted. The number of states that is set separately for each class (word) was made proportional to the average number of frames of the training samples in that class [18] . Initial estimation of HMM parameters     was obtained by K-means segmental clustering after the first training. This procedure facilitates the convergence of the parameters so fast.
Backward state transitions were prohibited by suppressing the state transition probabilities   with    to a very small value but skipping of states was allowed. The last frame was restricted to end up with the final state associated with the word being scored within a tolerance of 3.
Parameter reestimation was performed by
Baum-Welch reestimation formula with scaled multiple observation sequences to avoid machine errors that might be caused by repetitive multiplication of small numbers. After each iteration, the event observation probabilities     were boosted above a small value.
Three features were monitored while training the HMM parameters: (1) the recognition error rate for the group II of Table 2 , (2) the total probability likelihood of events summed over all the words of the training set according to the trained model, and (3) the event observation probabilities for the first state of the first word in the vocabulary list.
Training was terminated when the convergences for these three features were thought to be enough. The parameter values of     that give the best result for the group II were stored and used in speech recognition test on the group III. As for the computational cost, it is roughly proportional to the number of feature vector components. Since the eigenvectors  are already determined in the training phase, the additional cost accompanying PCA in the recognition phase comes from the vector transformation of Eq. (7), which is practically insignificant. Therefore, if we retain six MFCC components, for example, then the computational cost might be reduced by half or so. Figure 3 shows Fisher discriminant score (squares) and recognition error rate (diamonds) for vocabulary size of   . The abscissa is the included number of MFCC components of large variances. The horizontal dotted line denotes the recognition accuracy for conventional method where 13 components with no PCA are all used.
We see that no significant degradation of recognition performance and Fisher discriminability occur if we include six or more MFCC components. 
IV. Conclusion
In this paper, we studied the method of reducing the computational cost in speech recognition by dimensionality reduction through principal component analysis. PCA was found to be of a little help in enhancing the variances of the vector components.
The test of the proposed method was performed in two ways: speech recognition with FVQ/HMM and Fisher discriminant analysis. Experimental results have shown that about half of the MFCC components might be discarded without significant adverse effects on the speech recognition performance and the Fisher discriminant score. 
