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RESUMEN 
 
Consideremos el operdor 𝐿𝑡=
𝜕2
𝜕𝑡2
− 𝑐2∆, donde ∆ es el operador Laplaciano definido por (22) y 
sea 𝐿𝑡
𝑘 el operador de onda iterado k-veces definido por (21).En este artículo se obtiene familias 
de soluciones elementales 𝐸𝑘(𝑥, 𝑡)(ver fórmula (29) y 𝐸𝑘(𝑥, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ (ver fórmula (54) del operador 𝐿𝑡 
iterado k-veces, para los casos n par y n impar respectivamente. Como consecuencia se obtiene 
que 𝑢𝑘(𝑥, 𝑡) definida por (60) y 𝑉𝑘(𝑥, 𝑡)) definida por (61) son soluciones de la ecuación 
diferencial no lineal 𝐿𝑡
𝑘𝑢𝑘(𝑥, 𝑡) = 𝑓(𝑥, 𝑡, 𝑢𝑘(𝑥, 𝑡)) para k=1, 2, 3,… 
 
Palabras Claves: Solución elemental; Operador de onda; Teoría de distribuciones. 
 
 
ABSTRACT 
 
Let 𝐿𝑡=
𝜕2
𝜕𝑡2
− 𝑐2∆ be wave operator, where ∆ is the laplacian operator defined by(22) and let 𝐿𝑡
𝑘 
be the wave iterated k-times operator defined by(21). In this article we obtain the elementary 
solutions 𝐸𝑘(𝑥, 𝑡) (see formula (29) and 𝐸𝑘(𝑥, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  (see formula (54) of the operator 𝐿𝑡iterated k-
times, for the cases n even and n odd respectively. As consequence we obtain that 𝑢𝑘(𝑥, 𝑡) 
defined by (60) and 𝑉𝑘(𝑥, 𝑡)) defined by (61) are solutions of nolineardiferential equation 
𝐿𝑡
𝑘𝑢𝑘(𝑥, 𝑡) = 𝑓(𝑥, 𝑡, 𝑢𝑘(𝑥, 𝑡)) for k=1, 2, 3... 
 
Keywords: Elementary solutions; Wave operation; Distributions Theory. 
 
 
 
 
Vol. 30, No. 01, pp. 48-59/Junio 2017 
ISSN-E 1995-9516 
Universidad Nacional de Ingeniería 
http://revistas.uni.edu.ni/index.php/Nexo 
 http://dx.doi.org/10.5377/nexo.v30i01.5172 
 
M. A. Aguirre y E. A. Aguirre Rébora 
49 
Nexo Revista Científica Vol. 30, No. 01, pp. 48-59/Junio 2017 
 
1. INTRODUCCIÓN 
 
Sea (𝑥, 𝑡) = (𝑥1𝑥2, … 𝑥𝑛, 𝑡) un punto de 𝑅
𝑛+1, donde 𝑡 > 0, y sea 𝑃𝑐(𝑥, 𝑡) definida por 
 
𝑃𝑐(𝑥, 𝑡) = 𝑐
2𝑡2 −∣ 𝑥 ∣2                       (1) 
 
donde: 
 
∣ 𝑥 ∣2= 𝑥1
2 + 𝑥2
2 +⋯+ 𝑥𝑛
2.              (2) 
 
Por 𝛤+ designamos el interior del cono: 
 
𝛤+ = {(𝑥, 𝑡) ⋴ 𝑅
𝑛+1, 𝑡 > 0, 𝑃𝑐(𝑥, 𝑡) > 0}                 (3) 
 
y con 𝛤+̅̅̅ su clausura. 
 
Se define la función generalizada(𝑃𝑐(𝑥, 𝑡))+,
𝜆  usando el mismo método dado en (Gelfand y Shilov 
1964), donde λ es un número complejo, de la siguiente forma: 
 
< (𝑃𝑐(𝑥, 𝑡))+,
𝜆
, 𝜑(𝑥, 𝑡) >= ∫
𝛤+
𝑃𝑐(𝑥, 𝑡)𝜑(𝑥, 𝑡)𝑑𝑥𝑑𝑡 = ∫𝑡>0∫𝑅𝑛𝑃𝑐(𝑥, 𝑡)𝜑(𝑥, 𝑡)𝑑𝑥𝑑𝑡            (4) 
 
donde 𝜑(𝑥, 𝑡) es una función de prueba en las variables (𝑥, 𝑡). 
 
Por cálculos directos de (4) se tiene, 
 
< (𝑃𝑐(𝑥, 𝑡))+,
𝜆
, 𝜑(𝑥, 𝑡) >= ∫ 𝜉
𝜆+
𝑛
2
−
1
2
∞
0
𝐺(𝜆, 𝜉)𝑑𝜉              (5) 
 
donde 
 
 𝐺(𝜆, 𝜉) =
1
4𝑐
∫ (1 − ℎ)𝜆ℎ
𝑛−2
2 𝜙1(𝜉, 𝜉ℎ)
1
0
𝑑ℎ,              (6) 
 
𝜙1(𝜉, 𝜉ℎ) = 𝜙(𝜉, ℎ) = 𝜙(𝑡, 𝜚) = ∫Ω𝑛−1  𝜑
(𝜚𝜔, 𝑡)𝑑Ω𝑛−1              (7) 
 
y  Ω𝑛−1 es el área de la hipersuperficie de la esfera unitaria dentro del espacio Euclideano (n-1) 
dimensional. 
 
La fórmula (5) es similar a la fórmula (10) dada en (Gelfand y Shilov, 1964), para el caso 𝑝 =
1 y 𝑞 = 𝑛 − 1. 
 
Por tanto de Gelfand y Shilov página 255, el funcional < (𝑃𝑐(𝑥, 𝑡))+,
𝜆
, 𝜑(𝑥, 𝑡) > tiene dos grupos 
de singularidades, a saber 𝜆 = −1,−2, …  𝑦 𝜆 = −
𝑛
2
, −
𝑛
2
− 1,… 
 
Por otra parte, tomando en cuenta la definición< 𝛿(𝑘)(𝑃𝑐(𝑥, 𝑡))+, 𝜑(𝑥, 𝑡) >              (8)  
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dada en (Gelfand y Shilov, 1964) y usando el mismo método dado en (Gelfand y Shilov, 1964), 
después de cálculos elementales se obtiene la siguiente fórmula: 
 
𝑅𝑒𝑠𝜆=−𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝜆
=
(−1)𝑘−1
(𝑘−1)!
𝛿(𝑘)(𝑃𝑐(𝑥, 𝑡))+              (9) 
 
si n es par, la fórmula también es válida si n es impar pero bajo la condición 𝑘 <
𝑛−1
2
.  
 
De (Gelfand y Shilov, 1964), el funcional <𝑥+
𝜆 , 𝞿 > es regular para todo 𝞴 excepto para 𝞴=-k, 
k=1, 2, 3,… donde tiene polos simples y vale que 
 
𝑅𝑒𝑠𝜆=−𝑘 < 𝑥+
𝜆 , 𝞿 >=
1
(𝑘−1)!
𝜑(𝑘−1)(0).            (10) 
 
Ahora de (5) y usando (10) se tiene, 
 
𝑅𝑒𝑠
𝜆= −(
𝑛+1
2
)−𝑘
< (𝑃𝑐(𝑥, 𝑡))+,
𝜆
, 𝜑(𝑥, 𝑡) >=
1
𝑘!
[
𝜕𝑘
𝜕𝜉𝑘
𝐺
−(
𝑛+1
2
)−𝑘,𝜉
]
𝜉=0
            (11) 
 
Si n es par y k=0, 1, 2,…  
 
Haciendo k=0 en (11) se tiene, 
 
𝑅𝑒𝑠
𝜆= −(
𝑛+1
2
)
< (𝑃𝑐(𝑥, 𝑡))+,
𝜆
, 𝜑(𝑥, 𝑡) >= [𝐺
−(
𝑛+1
2
),𝜉
]
𝜉=0
= 𝐺
−(
𝑛+1
2
)
(0).            (12) 
 
De (6) y usando la fórmula 
 
∫ (1 − 𝑡)𝜆𝑡𝜇−1
1
0
𝑑𝑡 = 𝐵(𝞴, 𝝁) =
Г(𝞴)Г(𝝁)
Г(𝞴+𝝁)
           (13) 
 
Para Re (𝞴)>0 y Re(μ)>0, donde Г(𝜶)es la función gama. De (12) usando (6) y (13) se tiene 
 
𝐺
−(
𝑛+1
2
)
(0)=
𝜙1(0,0)
4𝑐
.
Г(−
𝒏
𝟐
+
𝟏
𝟐
)Г(
𝒏
𝟐
)
Г(
𝟏
𝟐
)
.           (14) 
 
Ahora considerando que Ω𝑑 es el área de la esfera unitaria en 𝑅
𝑑 y está dada por la fórmula 
 
 Ω𝑑 =
2𝜋
𝑑
2
Г(
𝒅
𝟐
)
            (15) 
 
donde d es la dimensión del espacio y usando la fórmula 
 
Г(𝒛)Г(𝟏 − 𝒛) =
𝝅
𝒔𝒆𝒏(𝒛𝝅)
  (Erdelyi, 1953)            (16) 
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se tiene 
 𝐺
−(
𝑛+1
2
)
(0)=
𝜑(0,0)
4𝑐
.
𝟐𝜋
𝑛−1
2 𝝅Г(
𝒏
𝟐
)
(−𝟏)
𝒏
𝟐Г(
𝒏−𝟏
𝟐
)Г(
𝟏
𝟐
)Г(
𝒏+𝟏
𝟐
)
            (17) 
 
si n es par. 
 
De (12), considerando (17) y usando que Г (
𝟏
𝟐
) = √𝝅
𝟐
 y 
 
𝜑(0,0) =<  𝛿(x, t),φ(x, t) > (18) 
 
se llega a la siguiente expresión 
 
𝑅𝑒𝑠
𝜆= −(
𝑛+1
2
)
< (𝑃𝑐(𝑥, 𝑡))+,
𝜆
, 𝜑(𝑥, 𝑡) >=<
1
2𝑐
𝜋
𝑛
2𝝅Г(
𝒏
𝟐
)
(−𝟏)
𝒏
𝟐Г(
𝒏−𝟏
𝟐
))Г(
𝒏+𝟏
𝟐
)
δ(x, t),φ(x, t) >           (19) 
 
De (19) se obtiene la siguiente fórmula: 
 
𝑅𝑒𝑠
𝜆= −(
𝑛+1
2
)
(𝑃𝑐(𝑥, 𝑡))+,
𝜆
=
1
2𝑐
𝜋
𝑛
2𝝅Г(
𝒏
𝟐
)
(−𝟏)
𝒏
𝟐Г(
𝒏−𝟏
𝟐
))Г(
𝒏+𝟏
𝟐
)
δ(x, t).            (20) 
 
2. FAMILIA DE SOLUCIONES ELEMENTALES DEL OPERADO DE LA ONDA 
ITERADO K-VECES 
 
Caso 1: n par. Sea 𝐿𝑡
𝑘 el operador de la onda iterado k veces, definido por 
  
𝐿𝑡
𝑘 = {
𝜕2
𝜕𝑡2
− 𝑐2∆}𝑘            (21) 
 
donde k = 0,1,2,… y ∆ es el operador Laplaciano definido por, 
 
∆= ∑
𝜕2
𝜕𝑥𝑗
2.
𝑛
𝑗=1             (22) 
 
Vamos a encontrar una familia de funciones distribucionales 𝐸𝑘(𝑥, 𝑡)𝑑𝑒 𝐿𝑡
𝑘 para este caso. 
 
Se sabe que una solución elemental 𝐸𝑘(𝑥, 𝑡) 𝑑𝑒𝐿𝑡
𝑘, es una solución de la ecuación 
 
𝐿𝑡
𝑘𝐸𝑘(𝑥, 𝑡) = 𝛿(𝑥, 𝑡).            (23) 
 
Por otra parte, por cálculos elementales se obtiene la siguiente propiedad 
 
𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝜆+1
= 2𝑐2(𝞴 + 𝟏)(𝟐𝞴 + 𝒏 + 𝟏)(𝑃𝑐(𝑥, 𝑡))+,
𝜆
.            (24) 
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Haciendo k iteraciones se obtiene 
𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝜆+𝑘
= (2𝑐2)𝑘(𝞴 + 𝟏). . (𝞴 + 𝒌)(𝟐𝞴 + 𝒏 + 𝟏)… (𝟐𝞴 + 𝒏 + 𝟐𝒌 + 𝟏)(𝑃𝑐(𝑥, 𝑡))+,
𝜆
,  
           (25) 
Usando la fórmula 
 
Г(𝒛)
Г(𝒛−𝒎)
= (z − 1)… (z − m),m = 1,2, …            (26) 
 
De (Erdelyi, 1953), la fórmula (25) puede ser escrita de la siguiente forma: 
 
𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝜆+𝑘
=
𝟐𝒌(𝒄𝟐)
𝒌
(−𝟏)𝒌Г(−𝞴)
Г(𝞴−𝒌)
[(𝟐𝞴 + 𝒏 + 𝟏)… (𝟐𝞴 + 𝒏 + 𝟐𝒌 + 𝟏)](𝑃𝑐(𝑥, 𝑡))+,
𝜆
         (27) 
 
De (27), usando la fórmula (20) y tomando en cuenta que (𝑃𝑐(𝑥, 𝑡))+,
𝜆
 en 𝞴=k−(
𝑛+1
2
) es una 
función regular si n es par, se obtiene 
 
𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
k−(
𝑛+1
2 ) = 𝑙𝑖𝑚
𝜆⤇−(
𝑛+1
2 )
𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝜆+𝑘
= 𝑙𝑖𝑚
𝜆⤇−(
𝑛+1
2 )
2𝑘(𝑐2)𝑘(−1)𝑘Г(−𝜆)
Г(𝜆 − 𝑘)
. 
𝑙𝑖𝑚
𝜆⤇−(
𝑛+1
2 )
[(2𝜆 + 𝑛 + 1)… (2𝜆 + 𝑛 + 2𝑘 − 1)]. 
𝑙𝑖𝑚
𝜆⤇−(
𝑛+1
2
)
(2𝞴 + 𝒏 + 𝟏)(𝑃𝑐(𝑥, 𝑡))+,
𝜆
= 
 =
𝟐𝒌(𝒄𝟐)
𝒌
(−𝟏)𝒌Г((
𝑛+1
2
))
Г((
𝑛+1
2
)−𝒌)
[2.4.6.8…2𝑘]. 2𝑅𝑒𝑠
𝜆= −(
𝑛+1
2
)
(𝑃𝑐(𝑥, 𝑡))+,
𝜆
.= 
=
𝟐𝒌(𝒄𝟐)
𝒌
(−𝟏)𝒌Г((
𝑛+1
2
))
Г((
𝑛+1
2
)−𝒌)
[2.4.6.8…2𝑘]. 2
1
2𝑐
𝜋
𝑛
2𝝅Г(
𝒏
𝟐
)
(−𝟏)
𝒏
𝟐Г(
𝒏−𝟏
𝟐
))Г(
𝒏+𝟏
𝟐
)
δ(x, t)= 
=
2k(c2)k(−1)k
Г((
n + 1
2 ) − k)
2k
c
π
n
2πГ(
n
2)
(−1)
n
2Г(
n − 1
2 )
δ(x, t) = 
 =
𝒄𝟐𝒌−𝟏(−𝟏)𝒌𝟐𝟐𝒌−𝟏
Г((
𝑛+1
2
)−𝒌)
𝜋
𝑛
2Г(
𝒏
𝟐
)
(−𝟏)
𝒏
𝟐Г(
𝒏−𝟏
𝟐
)
δ(x, t)            (28) 
 
Haciendo 
  
𝐸𝑘(𝑥, 𝑡) =
Г((
𝑛+1
2
)−𝒌)(−𝟏)
𝒏
𝟐Г(
𝒏−𝟏
𝟐
)
𝒄𝟐𝒌−𝟏(−𝟏)𝒌𝟐𝟐𝒌−𝟏𝜋
𝑛
2Г(
𝒏
𝟐
)
(𝑃𝑐(𝑥, 𝑡))+,
k−(
𝑛+1
2
)
            (29) 
 
Si n es par y usando la fórmula (28), se tiene, 
𝐿𝑡
𝑘{𝐸𝑘(𝑥, 𝑡)} =  δ(x, t).            (30) 
para 𝑘 ≥ 1. 
 
La fórmula (30), significa que 𝐸𝑘(𝑥, 𝑡) es solución elemental del operador 𝐿𝑡
𝑘 definido en (21). 
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En particular par k=1, de (29) se obtiene 
𝐸1(𝑥, 𝑡) = −
(−𝟏)
𝒏
𝟐 Г(
𝒏−𝟏
𝟐
)𝟐
4𝑐𝜋
𝑛
2Г(
𝒏
𝟐
)
(𝑃𝑐(𝑥, 𝑡))+,
−(
𝑛−1
2
)
            (31) 
 
Si n es par, es solución elemental del operador 
  
𝐿𝑡=
𝜕2
𝜕𝑡2
− 𝑐2∆            (32) 
 
Por otra parte de (30) y considerando que 𝐿𝑡
𝑘 y δ(x, t) son distribuciones homogéneas entonces la 
familia de funciones distribucionales 𝐸𝑘(𝑥, 𝑡) es homogénea. Más aún por cálculo directo 
𝐸𝑘(𝑥, 𝑡) es una distribución homogénea de grado 2k-(n+1) y considerando el teorema de 
(Donoghue, 1969) se concluye que 𝐸𝑘(𝑥, 𝑡) es una distribución temperada. 
 
Observamos que la fórmula (29) puede ser escrita de la siguiente forma: 
 
𝐸𝑘(𝑥, 𝑡) = 𝐴𝑘,𝑛(𝑃𝑐(𝑥, 𝑡))+,
k−(
𝑛+1
2
)
            (33) 
 
donde 
  
𝐴𝑘,𝑛 =
Г((
𝑛+1
2
)−𝒌)(−𝟏)
𝒏
𝟐Г(
𝒏−𝟏
𝟐
)
𝒄𝟐𝒌−𝟏(−𝟏)𝒌𝟐𝟐𝒌−𝟏𝜋
𝑛
2Г(
𝒏
𝟐
)
 .            (34) 
 
Usando las fórmulas 
 
Г(𝒛)
Г(𝒛−𝒎)
=
−𝟏𝒎Г(−𝒛+𝒎+𝟏)
Г(𝟏−𝒛)
, 𝒚 Г(
𝟏
𝟐
+ 𝒛)Г((
𝟏
𝟐
− 𝒛) =
𝝅
𝒄𝒐𝒔(𝒛𝝅)
           (35) 
 
𝐴𝑘,𝑛 puede escribirse de la siguiente forma 
 
𝐴𝑘,𝑛 =
𝜋2
22𝑘−1𝑘!𝜋
𝑛
2𝑐2𝑘−1Г(𝟏+𝒌−(
𝑛+1
2
))Г(𝟏−(
𝑛−1
2
))Г(
𝒏
𝟐
)
.            (36) 
 
Por otra parte, usando la fórmula Г(𝑧 + 𝑚) = 𝑧(𝑧 + 1)… (𝑧 + 𝑚 − 1)Г(𝑧),𝑚 = 1,2, … 
𝐴𝑘,𝑛 se puede expresar como 
 
𝐴𝑘,𝑛 =
1
(Г(𝟏+(
1−𝑛
2
))2[(
1−𝑛
2
+1)…(
1−𝑛
2
+𝑘−1)]Г(
𝒏
𝟐
)
            (37) 
 
Ahora tomando en cuenta que 
 
[(
1−𝑛
2
+ 1)… (
1−𝑛
2
+ 𝑘 − 1)] ≥ (
1−𝑛
2
+ 1)
𝑘−1
            (38) 
para k=2,3,4,… 
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De (35), (36), (37) y (38) se tiene, 
|𝐴𝑘,𝑛| ≤
𝜋
𝑐
1
|(𝟏+(
1−𝑛
2
)|𝑘−1|(Г(𝟏+(
1−𝑛
2
))|2Г(
𝒏
𝟐
)
≤
1
|(Г(𝟏+(
1−𝑛
2
))|2Г(
𝒏
𝟐
)
            (39) 
 
Por tanto de (33), (39) y considerando que 𝐸𝑘(𝑥, 𝑡) es una familia de distribuciones temperadas, 
se concluye que 𝐸𝑘(𝑥, 𝑡) está acotada para (𝑥, 𝑡)𝞮𝑹
𝒏𝒙𝑹+. 
 
Caso 2: n impar. De (25) y haciendo m=n+1 para n impar se tiene, 
 
𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝜆+𝑘
= (2𝑐2)𝑘(𝞴 + 𝟏). . (𝞴 + 𝒌)(𝟐𝞴 + 𝒏 + 𝟏)… (𝟐𝞴 + 𝒏 + 𝟐𝒌 + 𝟏)(𝑃𝑐(𝑥, 𝑡))+,
𝜆
= 
=
(2𝑐2)𝑘(𝝺 + 𝟏). . (𝝺 + 𝐤)(𝟐𝝺 + 𝐧 + 𝟏)… (𝟐𝝺 + 𝐧 + 𝟐𝐤 − 𝟐)(𝟐𝝺 +𝐦)𝟐(𝑃𝑐(𝑥, 𝑡))+,
𝜆
2(𝜆 +
𝑚
2)
 
= (2𝑐2)𝑘(𝝺 + 𝟏). . (𝝺 + 𝐤)(𝟐𝝺 + 𝐧 + 𝟏)…(𝟐𝝺 + 𝐧 + 𝟐𝐤
− 𝟐)(𝟐𝝺 +𝐦)𝟐.
𝟏
2(𝜆 +
𝑚
2)
(𝑃𝑐(𝑥, 𝑡))+,
𝜆
 
=(2𝑐2)𝑘(𝝺 + 𝟏). . (𝝺 + 𝐤)𝟐𝐤−𝟏
(𝞴+
𝒏
𝟐
+𝟏)…(𝞴+
𝒏
𝟐
+𝒌−𝟏)(𝞴+𝟏)…(𝞴+
𝒎
𝟐
+𝟏)(𝟐𝞴+𝒎)𝟐(𝑃𝑐(𝑥,𝑡))+,
𝜆
2(𝜆+
𝑚
2
+1)
 
= (2𝑐2)𝑘
Г(𝞴 + 𝟏 + 𝒌)
2Г(𝞴 + 𝟏)
.
2𝑘−1 (𝞴 +
𝒏
𝟐 + 𝟏)…𝞴 +
𝒏
𝟐 + 𝒌 − 𝟏)
Г(𝞴 +
𝒎
𝟐 + 𝟏)
. (𝞴 + 𝟏)… (𝞴 +
𝒎
𝟐
+ 𝟏)Г(𝞴
+ 𝟏) (𝟐𝞴 +𝒎)𝟐(𝑃𝑐(𝑥, 𝑡))+,
𝜆
 
=[(2𝑐2)𝑘
Г(𝞴+𝟏+𝒌)
2Г(𝞴+𝟏)
. (𝞴 +
𝒏
𝟐
+ 𝟏)… (𝞴 +
𝒏
𝟐
+ 𝒌 − 𝟏)(𝞴 + 𝟏)… (𝞴 +
𝒎
𝟐
+ 𝟏)2𝑘−122(𝜆 +
𝑚
2
)] 
.(𝑃𝑐(𝑥, 𝑡))+,
𝜆
(𝜆 +
𝑚
2
)           (40) 
 
Por otra parte, el desarrollo de (𝑃𝑐(𝑥, 𝑡))+,
𝜆+𝑘
 en series de Taylor alrededor de 𝜆 = −
(𝑛+1)
2
= −
𝑚
2
 
está dado por: 
  
(𝑃𝑐(𝑥, 𝑡))+,
𝜆+𝑘
= (𝑃𝑐(𝑥, 𝑡))+,
𝑘−
𝑚
2 + (𝑃𝑐(𝑥, 𝑡))+,
𝑘−
𝑚
2 ln ((𝑃𝑐(𝑥, 𝑡))+,
𝑘−
𝑚
2 ) (𝜆 +
𝑚
2
) = 
= (∑ ((𝑃𝑐(𝑥, 𝑡))+,
𝑘−
𝑚
2 𝑙𝑛𝑗 ((𝑃𝑐(𝑥, 𝑡))+,
𝑘−
𝑚
2 ))𝑗≥0 (𝜆 +
𝑚
2
))            (41) 
 
para 𝑘 >
𝑚
2
. 
 
Comparando los coeficientes de (𝜆 +
𝑚
2
) en ambas ecuaciones (40) y (41) 
𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝑘−
(𝑛+1)
2 = 𝑙𝑖𝑚
𝜆→−
(𝑛+1)
2
𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝜆+𝑘
= 
= 𝑙𝑖𝑚
𝜆→−
(𝑛+1)
2
(2𝑐2)𝑘
1
2
.Г(𝞴 + 𝟏 + 𝒌). (𝞴 + 𝟏)…(𝞴 +
𝒎
𝟐
− 𝟏). 
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𝑙𝑖𝑚
𝜆→−
(𝑛+1)
2
(𝞴 +
𝒏
𝟐
+ 𝟏)…(𝞴 +
𝒏
𝟐
+ 𝒌) − 𝟏)2𝑘−122. 
. 𝑙𝑖𝑚
𝜆→−
(𝑛+1)
2
[(𝜆 +
𝑚
2
) . ] (𝑃𝑐(𝑥, 𝑡))+,
𝜆
=22𝑘𝑐2𝑘 (𝑘 −
(𝑛+1)
2
) ! (𝑘 − 1)! (−1)
(𝑛+1)
2
−1 (
(𝑛+1)
2
−
1) !
Г(𝑘−
1
2
)
Г(−
1
2
)
. 
. 𝑅𝑒𝑠
𝜆=−
(𝑛+1)
2
(𝑃𝑐(𝑥, 𝑡))+,
𝜆
            (42) 
 
Por otra parte, de (Gelfand y Shilov, 1964) y usando la fórmula 
 
𝛿1
(𝑠)(𝐻) =
2(−1)𝑠−1(−1)
𝑞+1
2 𝜋
𝑛
2
−1
4
𝑠−
𝑛
2
+1
(𝑠−
𝑛
2
+1)!
[𝜓 (
𝑝
2
) − 𝜓 (
𝑛
2
)] 𝐿𝑠−
𝑛
2
+1𝞭 (Aguirre, 2000)            (43) 
 
si p+q=n es la dimensión del espacio, p y q ambos impares. 
 
donde 
 
𝐻 = 𝐻(𝑥1,…𝑥𝑛) = 𝑥1
2 +⋯+ 𝑥𝑝
2 − 𝑥𝑝+1
2 −⋯− 𝑥𝑝+𝑞
2             (44) 
 
𝐿 =
𝜕2
𝜕𝑥1
2 +⋯+
𝜕2
𝜕𝑥𝑝
2 −
𝜕2
𝜕𝑥𝑝+1
2 −⋯
𝜕2
𝜕𝑥𝑝+𝑞
2             (45) 
 
𝜓(𝑥) =
Г,(𝑥)
Г(𝒙)
            (46) 
 
𝜓(𝑙) = −𝑐 + 1 +
1
2
+⋯+
1
𝑙−1
, 𝑙 = 2,3, …            (47) 
 
𝜓(𝑙 +
1
2
) = −𝑐 − 2𝑙𝑛2 + 2 (1 +
1
3
+⋯+
1
2𝑙−1
) , 𝑙 = 1,2,3, …            (48)  
 
y c constante de Euler, para el caso p=1 y q=1 considerando la fórmula (43), se tiene la siguiente 
la siguiente fórmula: 
. 𝑅𝑒𝑠
𝜆=−
𝑑
2
−𝑠,𝑠=0,1,2,…
(𝑃𝑐(𝑥, 𝑡))+,
𝜆
=
(−1)(−1)
𝑑
2𝜋
𝑑
2
−1
4𝑠 𝑠!!
[𝜓 (
1
2
) − 𝜓 (
𝑑
2
)] 𝐿𝑠𝞭            (49) 
 
donde d es la dimensión par del espacio. 
 
Haciendo s=0 en (49), se tiene, 
 
. 𝑅𝑒𝑠
𝜆=−
𝑑
2
(𝑃𝑐(𝑥, 𝑡))+,
𝜆
= (−1)(−1)
𝑑
2𝜋
𝑑
2
−1 [𝜓 (
1
2
) − 𝜓 (
𝑑
2
)]𝞭(x, t)            (50)  
 
Si d es par. 
 
De (42) y (50) se obtiene la siguiente fórmula: 
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𝐿𝑡
𝑘(𝑃𝑐(𝑥, 𝑡))+,
𝑘−
(𝑛+1)
2 = 22𝑘𝑐2𝑘 (𝑘 −
(𝑛 + 1)
2
) ! (𝑘 − 1)! (−1)
(𝑛+1)
2 −1 (
(𝑛 + 1)
2
− 1) !
Г(𝑘 −
1
2)
Г(−
1
2)
. 
(−1)(−1)
𝑛+1
2 𝜋
𝑛+1
2
−1 [𝜓 (
1
2
) − 𝜓 (
𝑛+1
2
)]𝞭(x, t)            (51) 
 
si n es impar y 𝑘 −
(𝑛+1)
2
≥ 0. 
 
Por tanto haciendo 
𝐸𝑘(𝑥, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
(𝑃𝑐(𝑥,𝑡))+,
𝑘−
(𝑛+1)
2
22𝑘𝑐2𝑘(𝑘−
(𝑛+1)
2
)!(𝑘−1)!(−1)
(𝑛+1)
2
−1
(
(𝑛+1)
2
−1)!
Г(𝑘−
1
2
)
Г(−
1
2
)
(−1)(−1)
𝑛+1
2 𝜋
𝑛+1
2
−1
[𝜓(
1
2
)−𝜓(
𝑛+1
2
)]
   
                            (52) 
 
de (51) se obtiene que 𝐸𝑘(𝑥, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  es solución elemental de 𝐿𝑡 iterado k veces si n es impar y 𝑘 ≥
(𝑛+1)
2
. 
 
Ahora considerando las fórmulas (47) y (48) se tiene 
 
𝜓(
1
2
) − 𝜓 (
𝑛+1
2
) = {
−2𝑙𝑛2 𝑠𝑖 𝑛 = 1
−(2𝑙𝑛2 + 1 +
1
2
+⋯+
1
𝑛−1
2
𝑠𝑖 𝑛 = 3,5,7, …            (53) 
 
Usando (53), 𝐸𝑘(𝑥, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  puede ser escrita de la siguiente forma: 
 
𝐸𝑘(𝑥, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =  
{
 
 
 
 
 
 
 
 
 
 (𝑃𝑐(𝑥, 𝑡))+,
𝑘−1
22𝑘𝑐2𝑘(𝑘 − 1)! (𝑘 − 1)! 2𝑙𝑛2
Г (𝑘 −
1
2
)
Г (−
1
2
)
 𝑠𝑖 𝑛 = 1 𝑦 𝑘 ≥ 1
𝑦
(𝑃𝑐(𝑥, 𝑡))+,
𝑘−
(𝑛+1)
2
22𝑘𝑐2𝑘 (𝑘 −
(𝑛 + 1)
2
) ! (𝑘 − 1)! (−1)
(𝑛+1)
2 −1 (
(𝑛 + 1)
2
− 1) !
Г (𝑘 −
1
2
)
Г (−
1
2
)
(−1)(−1)
𝑛+1
2 𝜋
𝑛+1
2 −1 [𝜓 (
1
2
) − 𝜓 (
𝑛 + 1
2
)]
𝑠𝑖 𝑛 = 3,5,7,… 𝑦 𝑘 ≥
(𝑛 + 1)
2
.
 
            (54) 
 
3. APLICACIONES 
 
Sea 𝐸𝑘(𝑥, 𝑡) la familia de soluciones e elementales del operador diferencial iterado k veces 𝐿𝑡
𝑘 
definido por (32), esto es 
 
𝐿𝑡
𝑘{𝐸𝑘(𝑥, 𝑡)} = δ(x, t), si n es par            (55) 
 
donde 
 
𝐿𝑡
𝑘 = {
𝜕2
𝜕𝑡2
− 𝑐2∆}𝑘, 𝑘 = 1,2, …                                                                                                     (56) 
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Consideremos la ecuación diferencial no lineal. 
 
𝐿𝑡
𝑘𝑢𝑘(𝑥, 𝑡) = 𝑓(𝑥, 𝑡, 𝑢𝑘(𝑥, 𝑡)). Para k=1,2,…            (57) 
 
donde 𝐿𝑡
𝑘 está definido por (56) y 𝑓(𝑥, 𝑡, 𝑢𝑘(𝑥, 𝑡))𝜀´𝐷
,(𝛤+) (espacio de distribuciones definido en 
𝛤+) (Schwartz, 1957 ; Choquet, 1973) entonces usando (55) se tiene, 
 
𝐿𝑡
𝑘{𝑢𝑘(𝑥, 𝑡) ∗ 𝑓(𝑥, 𝑡, 𝑢𝑘(𝑥, 𝑡))} = 𝐿𝑡
𝑘𝑢𝑘(𝑥, 𝑡) ∗ 𝑓(𝑥, 𝑡, 𝑢𝑘(𝑥, 𝑡)) = δ(x, t) ∗ 𝑓 = 𝑓           (58) 
 
y 
 
𝐸𝑘(𝑥, 𝑡) ∗ 𝐿𝑡
𝑘𝑢𝑘(𝑥, 𝑡) = 𝐿𝑡
𝑘𝐸𝑘(𝑥, 𝑡) ∗ 𝑢𝑘(𝑥, 𝑡) = δ(x, t) ∗ 𝑢𝑘(𝑥, 𝑡) = 𝑢𝑘(𝑥, 𝑡)           (59) 
 
Por tanto de (58) y (59) la solución de la ecuación diferencial no lineal (57) está dada por: 
 
𝑢𝑘(𝑥, 𝑡) = 𝐸𝑘(𝑥, 𝑡) ∗ 𝐿𝑡
𝑘𝑢𝑘(𝑥, 𝑡) = 𝐸𝑘(𝑥, 𝑡) ∗ 𝑓(𝑥, 𝑡, 𝑢𝑘(𝑥, 𝑡))            (60) 
 
si n es par. 
 
Observamos que el soporte de {𝐸𝑘(𝑥, 𝑡)} ⊂ 𝛤+, entonces {𝐸𝑘(𝑥, 𝑡)} ⋴ ´𝐷
,(𝛤+) y tomando en 
cuenta (Schwartz, 1957), se concluye que 𝑢𝑘(𝑥, 𝑡) ⋴ ´𝐷
,(𝛤+) para k=1,2,3,… 
 
En forma similar usando (51) y (52) se obtiene que la solución de la ecuación no lineal (57) está 
dada por: 
 
𝑉𝑘(𝑥, 𝑡) = 𝐸𝑘(𝑥, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ (𝑥, 𝑡) ∗ 𝑓(𝑥, 𝑡, 𝑉𝑘(𝑥, 𝑡))            (61) 
 
si n es par y 𝑘 ≥
𝑛+1
2
… 
 
En particular haciendo k=1 en (60) y considerando (33) y (34) se obtiene 
 
𝐺(𝑥, 𝑡) = 𝑢1(𝑥, 𝑡) = 𝐸1(𝑥, 𝑡) ∗ 𝑓(𝑥, 𝑡, 𝑢1(𝑥, 𝑡)) = 
 = ⨜𝑡>0∫𝑅𝑛𝐸1(𝑥 − 𝑦, 𝑡)𝑓(𝑥, 𝑡, 𝑢(𝑥 − 𝑦, 𝑡)𝑑𝑦𝑑𝑡= 
 = ∫
𝑡>0
∫
𝑅𝑛
𝐸1(𝑥, 𝑡)𝑓(𝑥 − 𝑦, 𝑡, 𝑢(𝑥 − 𝑦, 𝑡)𝑑𝑦𝑑𝑡            (62) 
 
como solución de la ecuación diferencial no lineal dada en(57) para el caso k=1, donde 
 
𝐸1(𝑥, 𝑡) = 𝐴1,𝑛(𝑃𝑐(𝑥, 𝑡))+,
1−(
𝑛+1
2
)
= 
Г((
𝑛+1
2
)−𝟏)(−𝟏)
𝒏
𝟐 Г(
𝒏−𝟏
𝟐
)
(−𝟏)𝟐𝒄𝜋
𝑛
2
(𝑃𝑐(𝑥, 𝑡))+,
−(
𝑛−1
2
)
= 
 = =
(Г((
𝑛+1
2
)−𝟏))
𝟐
(−𝟏)
𝒏
𝟐 )
(−𝟏)𝟐𝒄𝜋
𝑛
2
(𝑃𝑐(𝑥, 𝑡))+,
−(
𝑛−1
2
)
=  
 =
𝛱2
 𝟐𝒄𝜋
𝑛
2(−𝟏)
𝒏
𝟐 Г(𝟐−(
𝑛+1
2
))Г(𝟏−(
𝑛−1
2
(𝑃𝑐(𝑥, 𝑡))+,
−(
𝑛−1
2
)
            (63) 
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si n es par. 
 
Observamos que haciendo n=3 en (61) y considerando (53) y (54), se tiene 
 
𝑉𝑘(𝑥, 𝑡) = 𝐸𝑘(𝑥, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ (𝑥, 𝑡) ∗ 𝑓(𝑥, 𝑡, 𝑉𝑘(𝑥, 𝑡)) = 
(𝑃𝑐(𝑥, 𝑡))+,
𝑘−2
∗ 𝑓(𝑥, 𝑡, 𝑉𝑘(𝑥, 𝑡))
22𝑘𝑐2𝑘(𝑘 − 2)! (𝑘 − 1)!𝛱(−1)(2𝐿𝑁2 + 1)
= 
 
⨜𝑡>0∫𝑅𝑛(𝑃𝑐(𝑥 − 𝑦, 𝑡))+,
𝑘−2
𝑓(𝑥, 𝑡, 𝑉𝑘(𝑥, 𝑡)𝑑𝑦𝑑𝑡= 
=
1
22𝑘𝑐2𝑘(𝑘−2)!(𝑘−1)!𝛱(−1)(2𝐿𝑁2+1)
. 
∫
𝑡>0
∫
𝑅𝑛
(𝑃𝑐(𝑥, 𝑡))+,
𝑘−2
𝑓(𝑥 − 𝑦, 𝑡, 𝑉𝑘(𝑥 − 𝑦, 𝑡)𝑑𝑦𝑑𝑡            (64) 
 
si 𝑘 ≥ 2. 
 
Podemos observar que (Wanchak, 2016), usando la transformada de Fourier obtiene que 
  
 𝐹(𝑥, 𝑡) = {
𝛤(
𝑛+1
2
)(−1)
𝑛
2
−1
𝑃−
−(
𝑛−1
2
)
2𝑐𝑖(𝑛−1)𝜋
𝑛+1
2
0 𝑝𝑎𝑟𝑎 𝑛 𝑖𝑚𝑝𝑎𝑟
 𝑝𝑎𝑟𝑎 𝑛 𝑝𝑎𝑟            (65) 
 
Es solución elemental del operador 𝐿𝑡 definido por (32), donde 
  
 𝑃−
𝜆 = {
(−𝑃𝜆)𝑠𝑖 𝑃 < 0
𝑦
0 𝑠𝑖 𝑃 ≤ 0
            (66) 
 
y P=H (ver fórmula (44)). 
 
(Wanchak, 2016) introduce la ecuación no lineal para el caso k=1 y bajo condiciones especiales 
para f(x,t,F(x,t)) y obtiene que 𝑢1(𝑥, 𝑡) = 𝐹(𝑥, 𝑡) ∗ f(x, t, F(x, t)) es solución única de la 
ecuación(57) para el caso k=1. 
 
Finalmente de (25) y (27) se tiene que 𝐿𝑡
𝑘{(𝑃𝑐(𝑥,𝑡)
𝑘−
(𝑛+1)
2 ) = 0 si 𝑘 ≤
𝑛+1
2
− 1 =
𝑛−1
2
 si n es 
impar. Por tanto 𝑃𝑐(𝑥,𝑡)
𝑘−
(𝑛+1)
2  es solución de la ecuación homogénea (57). 
 
4. CONCLUSIONES 
 
En este artículo se generalizan fórmulas vinculadas con el operador de las ondas. Es conocido en la teoría 
de ecuaciones en derivadas parciales la ecuación de la onda en una y varias dimensiones. Los resultados 
de este artículo generalizan ese tipo de soluciones y planteamos un método general para generar 
soluciones de ese tipo de ecuaciones en derivadas parciales. El método permite que a través de encontrar 
soluciones elementales podamos encontrar la solución general de ecuaciones incluso no lineales. Las 
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soluciones quedan expresadas a través de una integral por medio de la operación de convolución. También 
se obtiene para el caso de dimensión impar una familia de soluciones homogéneas para la ecuación de la 
onda generalizada. Los fundamentos matemáticos de los resultados de este artículo están soportado en la 
teoría de funciones generalizadas ó teoría de distribuciones. 
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