




















































































































































































































































GPU vs. CPU Runtime
CPU
GPU
balance between CPU and GPU computational potential 
and these are closely tied with the parametric details of the 
actual model under consideration. Larger models tend to 
use GPUs more efficiently. Therefore, we will strive to in-
vestigate generic approaches to synthesise large parametric 
problems and their extension in heterogeneous CPU-GPU 
architectures in our future work. 
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