Three di erent methods were investigated to determine their ability to detect and classify various categories of di use liver disease. A statistical method, i.e., discriminant analysis, a supervised neural network called backpropagation and a nonsupervised, self-organizing feature map were examined. The investigation was performed on the basis of a previously selected set of acoustic and image texture parameters. The limited number of patients was successfully extended by generating additional but independent data with identical statistical properties. The generated data were used for training and test sets. The nal test was made with the original patient data as a validation set. It is concluded that neural networks are an attractive alternative to traditional statistical techniques when dealing with medical detection and classi cation tasks. Moreover, the use of generated data for training the networks and the discriminant classi er has been shown to be justi ed and pro table.
An arti cial neural network 13, 14] is a system of highly connective but simple processing units, inspired by the architecture of the human brain. In contrast to classical discriminant analysis, which is limited to linear or quadratic separation functions 15], neural networks are capable of nonlinear strategies. A neural network is trained by repeatedly presenting a set of training vectors to it. If during training for each vector, its classi cation is used as feed-back, the neural network is said to be supervised, while unsupervised otherwise.
In this paper, earlier work regarding the detection of di use liver disease 9] is extended by comparing three di erent classi ers. Apart from the statistical discriminant analysis method, the unsupervised self-organizing feature map as well as the supervised neural network with backpropagation have been investigated. The goal of the study was to nd the classi er by which various disease categories can best be discriminated from a group of normals. For this purpose, a set of three acoustic and two texture parameters was selected for the classications 11]. For each disease, the design and speci cations of a semi-optimal network were determined experimentally 16]. 2 
Methods and Material
For an extensive description of the methods employed for data acquisition and analysis is referred to previous publications 7, 8, 9, 11] . The ve parameters used in this paper have been chosen because they are not strongly correlated with each other 11] and have been shown to possess high discriminative capabilities 9]. However, in contrast to this earlier work, classi cation was performed on the basis of all ve parameters, instead of application of the stepwise parameter selection method 15] .
The selected parameters comprise the acoustic parameters , 1 and S, and the texture parameters and SNR. Parameter represents the slope of the attenuation coe cient determined with the quasi-multinarrowband method, where the linear regression line is forced to have zero intercept at zero frequency. The attenuation coe cient slope 1 was determined with the same method as , but the t was not forced to have zero intercept. After correction of the data for the frequency dependent attenuation by using 8], a single backscattering spectrum was calculated for each region-of-interest acquired. The slope of the linear regression line of the backscattering spectrum between 1.2 and 3.2 MHz is symbolized by S. The texture parameters used are derived by rst-order statistical image analysis: represents the estimated mean grey level, while SNR is the signal-to-noise ratio, equal to the mean divided by the standard deviation of the grey level histogram.
In this paper, four disease classes are to be discriminated against a normal population (NO, n=129). The rst class are women with primary biliary cirrhosis (PBC, n=10). Patients with acute hepatitis (AH, n=13) constitute the next class. The third class consists of patients with alcoholic hepatitis/cirrhosis (AHC, n=11). All patients with other types of hepatitis/cirrhosis (HC, n=29) are placed in the last class. For all patients, their disease was proven by a biopsy, except for those su ering from acute hepatitis, which was assessed by Correlations between parameters Table I : Correlations between the selected parameters for the normal population after extension with generated cases. The correlations between the parameters before extension of this group are indicated between parentheses.
clinical diagnosis. For both the normals as well as the patients, the parameters were corrected for age e ects 17].
To ensure that a neural network classi es previously unseen data correctly, the training set must be su ciently large. Therefore, each class has been extended to contain 1000 cases, using the optimal kernel estimated from the probability density function (pdf) of the original data 18]. Since it can be shown 16] that all ve parameters are approximately distributed according to a normal probability density function, the Bartlett kernel with a smoothing parameter h n = 1:8218 n ?1=5 can be shown to be optimal for the estimation of the pdf of the data 18]. The new data were generated by making a random selection in Bartlett windows around the original parameters. In this way the correlations between the parameters of the generated data set are approximately equal to those of the original data set as can be seen in table I. The mean values and standard deviations di ered by less than one percent and ve percent, respectively. For the disease classes, similar results were obtained.
Further processing of the data includes scaling and splitting, necessary for use with neural networks. All parameters are scaled separately, where the mean minus two times the standard deviation is projected onto 0.1 and the mean plus two times the standard deviation onto 0.9. Some of the information is lost in this procedure, but the in uence of outliers is reduced. After scaling, three sets are constructed: the training set, containing 500 generated cases for each class, the test set, containing the remainder of the generated data completed with the | scaled | original data, and the validation set, consisting only of original data. The need for this three sets will be explained in sections 5 and 6.
Discriminant analysis was performed using the individual within-group covariance matrices, resulting in a quadratic discriminant function 19]. Equal prior probabilities were assumed in the calculation of this function. The discriminant function was determined on the basis of the training set, while classi cation was performed on the validation set. in an input layer and an output layer. The units in the input layer are fully connected to the units in the output layer, while between units in the same layer no connections exist. Usually, the units in the output layer are organized in a two-dimensional grid, but other organizations are possible as well 13, 14, 21] .
Training a feature map is done unsupervised, meaning that no classi cation feedback is required to train the network. The error that is to be minimized is given by E(w) = 1=2 X p min j jw j ?ṽ p j (1) where p ranges over the training vectors and j over the output units, j j represents the Euclidean distance function,w j is the weight vector of unit j and v p is the currently presented training vector. A competitive training procedure is involved, which is based on the principle of similarity matching: the output unit whose weight vector is most similar to the presented input vector is declared to be the winner. The winning unit (index j ) meets the condition 8j jw j ?ṽj jw j ?ṽj (2) Usually, the weight vectors are adjusted after presentation of a single, randomly drawn training vector, according to the rule training process the weights are set at random values, resulting in a totally disorganized map. To get a rough organization of the feature map, the radius of the neighborhood has to be relatively large. During training, however, the neighborhood's radius should decrease to allow the network to tune itself to the training vectors. Therefore, both the learning rate as well as the neighborhood radius are decreased linearly in time.
After the map has been trained su ciently, each unit in the output layer is classi ed. Although training the feature map itself is unsupervised, subsequent classi cation requires the vectors in the training set to be preclassi ed. The class that is assigned to a unit is equal to the class of the training vectors that have that unit as a winner most frequently.
Of the multiple variations on the training procedure only one | the conscience mechanism | has been investigated by the authors. A description of this mechanism can be found in 20, 16]. 4 Back-propagation A backpropagation network (Fig. 2 ) consists of units spread over an input layer, possibly some hidden layers, and an output layer. Between units in successive layers, weighted connections exist, which determine the function executed by the network 13, 14, 22] .
Each unit has an internal state or activation level (a j ), depending on the input received from units in a previous layer (x i ), the associated weights of the connections (w ij ) and value of its threshold ( j ):
For most units, the output (x j ) is calculated by passing its activation through a sigmoidal function, like
However, the output of a unit belonging to the input layer is equal to the corresponding element of the data vector currently presented to the network. Using this procedure, a vector presented to the input layer is fed forward to the output layer. Backpropagation is a supervised technique of training, which means that the training procedure needs the vectors in the training set to be classi ed. Usually, the classi cation of an input vector is determined by the element of the output vector that has the highest value. Therefore, when a backpropagation network is used as classi er for n classes, for class i an n-dimensional output vector is constructed where all but one elements are low and the i-th element is high. Training the network involves adjusting the weights, which are initialized at small random values, until the network approximates the desired output closely enough.
A measure of how much the network is deviating from the desired performance is expressed by the error function E(w)
where d represents the desired output vector, i ranges over the output units and p over the training vectors. In this view, training coincides with minimizing the error function. This is achieved by iteratively changing the weights using gradient descent w ij = ? @E(w)=@w ij (7) where the learning rate controls the speed of learning. While in Eq. (7) the weights are adjusted after all training vectors have been presented, i.e., after an entire iteration, usually the weights are changed after presentation of a single vector. If the vectors are drawn at random from the training set, the training procedure is extended with stochastic noise, which improves the performance of the network 14]. For this strategy, it can be derived 14, 16 ] that w ij = x i j ; j = ( (1 ? x 2 j )(d j ? x j ) for output units (1 ? x 2 j ) P k k w jk otherwise (8) It is this mechanism that has provided the name (error) backpropagation for this type of neural networks. Sometimes, to speed up training, a momentum term is added w ij (t + 1) = ? @E(w)@w ij + w ij (t)
where t represents the time at which the network is adjusted. There exist many more variations on the training procedure, but they are not described in this paper. For an explanation of the variations investigated by the authors | weight decay and distortion of the training vectors | the reader is referred to 16].
Designing a Neural Network
In the design of a neural network, two features have to be optimized: convergence and generalization. A network is said to converge on the training data if the error function it tries to minimize decreases during training, i.e., the training set is memorized increasingly well. Convergence is not inherent behavior, because the network may be too small to be able to solve the problem in the rst place. Furthermore, the surface of the error function can contain local minima, causing the gradient descent procedure to get trapped. Addition of more units or, in case of backpropagation, another hidden layer solves the rst problem 14], while choosing di erent initial weights may overcome the second problem. Convergence can only be determined experimentally by monitoring the network's error function given by Eqs. (1) and (6) during training.
The second and most important feature of a neural network is its ability to generalize over the problem. It is possible that a network perfectly memorizes all vectors of the training set, but fails on previously unseen vectors. An explanation for this behavior is overlearning, which means that the network focuses too much on the training set and disregards the general characteristics of the problem itself. Good generalization is more likely if the number of weights is reduced, of course without reducing the ability to solve the problem. Unfortunately however, the relation between the settings of network parameters and good generalization is not exactly understood. The only way to determine the generalization capabilities and to avoid overlearning is by monitoring an error function over an independent test set during training. As soon as the error over the test set starts to increase, while the error over the training set still decreases, training should be stopped. A suitable function used by the authors to detect overlearning is based on the correct fractions (CF) of classi cation, the \speci city" (P sp ) and \sensitivity" (P se ):
CF(w) = 1 ?
The speci city here represents the fraction of true negatives, i.e., correctly classi ed normals, while the sensitivity indicates the fraction of true positives, i.e. correctly detected disease cases. For a problem where i classes are to be discriminated simultaneously, Eq. (10) can easily be extended to:
Here i ranges over all classes and P i represents the correct classi cation fraction of class i. An advantage of the CF function over a normal error function is not only that the network can be prevented from overlearning, but also correct classi cation, in our opinion the most interesting property, can be examined. In gure 3, convergence and generalization for several (backpropagation) network architectures are presented. It can be found that convergence improves with increasing training (and more weights), while, on the other hand, generalization deteriorates after 3,000 to 5,000 iterations. Designing a good neural network is most of all a time-consuming task, because of the many design choices that have to be made. These choices include basic settings like the network architecture, learning rate, initial weight distribution etc., but also whether or not variations on the training procedure like distorting the training vectors, weight decay or the conscience mechanism 16] are to be applied. For every possible combination, a neural network has to be simulated to assess convergence and generalization. 6 
Results
For self-organizing feature mapping as well as backpropagation, the number of neural networks that had to be implemented according to the methods described in section 5 would be too extensive. To reduce this vast number of time-consuming simulations, the parameters of the network were optimized in order of | assumed | decreasing importance, after which each variation on the training procedure was assessed separately. For parameters that had not yet been optimized, values were chosen following certain rules of thumb found in literature. The network with the best generalization, i.e., highest CF on the test set, was chosen for further optimization. In gure 3, convergence and generalization of several backpropagation networks with two hidden layers are shown. Since the 5-10-10-2 network achieved the best generalization, although certainly not the best convergence, this network was optimized. After the semioptimal network con guration had been established, speci city and sensitivity of the network regarding the validation set were determined.
In the case of detection of the various disease classes separately vs. normals, the initial weights of the feature mapping network were drawn from the feature space covered by the training set. The parameters that were successively optimized are the network architecture (5-3x3, 5-4x4, 5-5x5, 5-6x6, 5-7x7, 5-8x8, 5-9x9, 5-10x10) and the learning rate (0.00025, 0.005, 0.1). The only variation on the training procedure that was examined was the conscience mechanism. Each feature map was trained for 1,000 iterations. The optimal feature mapping network for the detection tasks was found to have the following con gurations: architecture 5-7x7 for classes PBC and AH vs. NO and 5-8x8 for AHC and HC vs. NO, learning rate 0.005, no conscience.
The weights of the backpropagation network were initialized with values randomly chosen from the interval -0.5,0.5]. The parameters of the network that were optimized are, in order of decreasing importance, the network architecture Furthermore, two variations on the basic training procedure were examined: distorting the training patterns with noise (2%, 5%, 10%) and weight decay (0.001, 0.01). Each network was trained for 10,000 iterations. The optimal backpropagation network con guration for the detection tasks was: architecture 5-40-2 for classes PBC and AH vs. NO and 5-20-2 for AHC and HC vs. NO, learning rate 0.01, momentum 0.8, no weight decay, no distortion of training vectors.
Detection by discriminant analysis The detection results of the validation set for the various categories of diffuse liver disease vs. the group of normals can be found in table II for discriminant analysis, in table III for self-organizing feature mapping and in table IV for backpropagation. The correct fractions (CF) of detection are listed in the rightmost column of tables II to IV. Both neural networks yield a considerably improved correctness.
The optimal feature mapping network con guration for the discrimination task, i.e., classi cation of all the groups simultaneously, was found to be 5-7x7, learning rate 0.005, no conscience. The optimal backpropagation network was: 5-40-5, learning rate 0.01, momentum 0.8, no weight decay, no distortion of training vectors. The classi cation results of the validation set are presented, for discriminant analysis, feature mapping and backpropagation in table V. Also the classi cation (or di erentiation) of the various disease classes is improved signi cantly by using neural networks as compared to discriminant analysis. The backpropagation network stands out as the optimal one.
Discussion
The three methods that have been investigated for their ability to detect and classify the various categories of di use liver disease can be compared fairly, since the procedure they follow basically is the same. First, the classi er is calibrated using a training set, after which its performance is assessed by classifying a validation set. Considering the values of the correct fraction for each class, weighted by using the root-mean-squares method, the best performance is achieved by backpropagation, followed by self-organizing feature mapping and discriminant analysis. On the other hand, the time needed to calibrate the classi er ranged from short for discriminant analysis to very long for backpropagation, with feature mapping in between. However, each classi er needs to be calibrated only once, while classi cation, which must be performed many times, is equally fast for all methods.
In tables II and V, a comparison can be made between the results after using generated data as a training set in the discriminant procedure and the Jack-knife method of discriminant analysis. In the latter method the validation set is used for both the training and the validation. The detectability (Table II) of diseases is improved to some extent by using the generated data. In addition to the theoretical argument (optimal estimate of the pdf by using the Bartlett kernel) and the preservation of the correlations between the parameters (Table I), it can be stated that generating data is not only useful for training, but that it also improves the classi cation procedure. Since the generated data for each parameter are statistically independent from the original data set (random drawing according to pdf), it is permitted to generalize to the conclusion that a signi cant improvement of the employment of small data sets for diagnostic tasks has been achieved. This conclusion is strongly supported by the results of table V for the classi cation task ( rst two rows): the overall fraction of correct classi cations has increased by a factor of two. The same arguments justify and support the use of the generated data for the classi cation by neural networks. As becomes evident in table V, the classi cation is considerably further enhanced (rightmost column) by using neural networks. As compared to the Jack-knife discriminant analysis, the CF value improves even by a factor of 2.6 by the back-propagation network.
The results of the discriminant analysis method in tables II and V can be compared to the results in recent papers by Hartman et al 23] and Oosterveld et al 9] . Two di erences should be noted, however: the parameters used are not identical and a slight di erence occurs between the number of patients of the various categories. The conclusion is that the optimal set (two or three parameters) of parameters yielded better results than the xed set of ve parameters used in the present study, especially in the detection task 9, 23]. Furthermore, the results of the discrimination analysis by using the generated data as a training set are comparable to the results of the two by two classi cation (di erentiation would be more appropriate) as reported in another study 23] . So the conclusions formulated in the previous paragraph are supported here.
From this study, it can be concluded that for both the detection and the discrimination of di use liver disease neural networks are an attractive alternative to discriminant analysis. The generation of data has positively in uenced the results, but it has no e ect on the order of the classi ers, because all methods use the same data. An extension of the data set with real patients' material could be used to neutralize a few clear outliers. Further improvement of the classi cation might be found in the employment of data sets based on other selections of parameters. The dependence of neural networks on the number as well as the selection of parameters could be further investigated. Other research topics could comprise the preprocessing of data and the application of di erent classi ers.
