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Abstract 
Oral, H., Self-orthogonal codes with distance four are not rigid, Discrete Mathematics 104 
(1992) 263-271. 
We prove that a binary self-orthogonal code with minimum distance four cannot have trivial 
automorphism group. We also construct a self-orthogonal code of minimum distance six which 
has trivial automorphism group. 
1. Introduction 
All binary self-dual codes up to length 20 have been classified and their 
automorphism groups have been given in Pless [5]. Then in Pless and Sloane [6] 
this classification has been extended up to length 24. In Conway and Pless [l] it 
reached to the length 30. But still which groups can arise as the automorphism 
group of a binary self-dual code stands as a difficult question. 
In this paper we will observe that a binary self-orthogonal code with minimum 
distance four cannot have trivial automorphism group and we will construct a self 
orthogonal code of minimum distance six with trivial automorphism group. 
2. Review of coding theory 
A linear binary code of length n, dimension k is a k-dimensional subspace of 
[GF(2)]“. Th e e ements of the code are called codewords. The distance between 1 
two codewords is the number of coordinate places in which they differ. The 
weight w(u) of a codeword u is the distance between u and 0. Observe that for a 
linear code C, the smallest nonzero weight is the smallest nonzero distance that 
occurs between codewords. The dual CL of a code C is defined as 
CL := {V E [GF(2)]“: u.v=Oforallu~C}, 
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where the multiplication is the ordinary dot product modulo 2. If C c Cl, C is 
called a self -orthogonal code. If C = CL, C is called a self -dual code. If C is a 
linear code of length 12 then 
dim(C) + dim(Cl) = n 
So if C is self-dual code, the dimension dim(C) of C must be half of its length. 
Hence the length of a self-dual code must be even and every codeword must have 
even weight. A matrix which has a basis of the code C as its rows is called a 
generator matrix of the code C. A code C of length n and dimension k is said to 
be the direct sum of two codes C, and C2 and denoted by C1 G3 Cz, if it has a 
generator matrix of the form 
where Al and A2 are generator matrices for C, and C2 respectively. If a code 
cannot be written as a direct sum of subcodes, it is called indecomposable, 
otherwise decomposable. 
An automorphism of a code C is a permutation of a generator matrix of C 
which gives another or the same generator matrix of C. It is easy to see that the 
set A(C) of all automorphisms of C, is a subgroup of the symmetric group S,, 
where n is the length of C. A(C) is called the automorphism group of C. The two 
codes C1 and C2 are said to be equivalent if we can get a generator matrix of Cz 
by permuting the columns of a generator matrix of Ci. If C, and 
equivalent then A(CJ and A(&) are conjugate, i.e., there is an element 
such that 
A(C,) = JC-~ . A(&) . ~76. 
C2 are 
n of s, 
If H and K are groups we write H X K for their direct product, Hk for 
HxHx... x H (k factors), and H . K for a semidirect product. The following 
two lemmas are in Pless and Sloane [6]. 
Lemma 2.1. Zf C = C, @ C2 G3 * * * @ Ck where C, are indecomposable and 
equivalent then 
A(C) ZAP . Sk. 
Lemma2.2. LetC=D,@D2@... D, where each Di is a direct sum of equivalent 
codes, and for i #j no summand of Di is equivalent to a summand of Di. Then 
A(C) = ~ A(Di). 
i=l 
To prove our theorem we will make use of the classification of the self- 
orthogonal codes generated by codewords of weight four. All indecomposable, 
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self-orthogonal codes which are generated by codewords of weight four are 
described in Pless and Sloane (61 using the following notation. 
For n = 4,6, 8, . . . , we define d, to be the self-orthogonal [n, in - l] code 
with a generator matrix (where blanks denote zero) 
. . . . 
1 1 1 1 1. 
The self-orthogonal [7, 31 code e, has the following generator matrix 
1 1 1 1 
e, := i 1111 i . 
1 1 1 1 
Finally, Es has the generator matrix 
E 
(It is the self-dual [8, 41 Hamming code.) 
We define Z, as the group of integers modulo 12 and define S, as the symmetric 
group of n elements. The automorphism group of d, is 
Aut(d,) = S, 
and if n is greater than four, then Aut(d,J is the wreath product of Z2 by S,,,. 
(See Pless and Sloane [6].) 
The automorphism group of e7 is P?&(7) which has 168 elements [5]. It is also 
known that Es has an automorphism group of order 1344, namely GL,(2). 
Now we will define some vectors of length 12 and using them describe the duals 
of the above codes. For even n greater than four, 
a, := 1010. . . 10, 
6, := 1100 * * * 00, 
a,: := u, + b, = 0110101 ** * 10, 
c7. .= 1111111. 
We know that 
d,l = d, U (a, + d,) u (b, + d,) U (a: + d,), 
e+ = e7 U (c7 + e7). 
Since Es is self-dual we have the following. 
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Lemma 2.3 (Pless and Sloane [6]). Zf C is a self -orthogonal code containing E, as 
a subcode, then C is decomposable. 
Now we can state the theorem characterizing indecomposable self-orthogonal 
codes generated by codewords of weight four. 
Theorem 2.4 (Pless and Sloane [6]). An indecomposable self-orthogonal code C 
of length n which is generated by codewords of weight four is either d,, 
(n=4,6,8,. . .), e7 or Eg. SO if we have a self-orthogonal code C of minimum 
distance four, the subcode generated by ‘codewords of weight four must be of the 
f orm 
d, @ d, @I . . .~d,~e,~e,~...~e,~E,~E,~...~E, 
for some integers r,, r,, . . . , r,. In the above direct sum e, occurs m times and E, 
occurs k times (say). 
3. On the automorphism group 
In this section we will prove that a self-orthogonal code of minimum distance 
four cannot have trivial automorphism group. It is enough to prove this result for 
indecomposable codes (see Lemma 2.1 and Lemma 2.2 above). 
Let C be an indecomposable self-orthogonal code of minimum distance four 
and let C’ be its subcode generated by codewords of weight four. From Lemma 
2.3 and Theorem 2.4 we know that C’ must be a direct sum of the form 
C’=d,,@.. . CB d,, @ e7 @ . * . @ e7. 
Then C has a generator matrix A of the form of Fig. 1. Note that any row of Ri 
must be in d,l for i E { 1, 2, . . . , I}, and any row of i’$ must be in e: for 
j E {1,2, . . . , m}. Now we are ready for the following lemma. 
Lemma 3.1. Let C be an indecomposable self-orthogonal code of minimum 
distance four and A be a generator matrix of C in the above form. Let n be a 
permutation of the first r, columns of A such that, 
(a) Ed E Aut(d,), and 
(b) for any row u of RI, the image JC(U) belongs to the same coset of d,, in dt as 
U. 
Then n is an automorphism of C. 
Proof. Observe that if any row v of RI is replaced by some element in the coset 
v +d, in dk, we still have a generator matrix for C. 
Now all we have to do is to find a nontrivial automorphism of d,, which satisfies 
the hypothesis of Lemma 3.1. 
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Theorem 3.2. A self-orthogonal code with minimum distance four cannot have 
trivial automorphism group. 
Proof. Let C be an indecomposable self-orthogonal code of minimum distance 
four and A be its generator matrix of the form given in Fig. 1. We can assume 
that the rows of the matrix R1 are all in the set (0, a,, b,, a:,}. Now we can easily 
prove that the permutation n = (13)(24) is an automorphism of d, for any value 
of r,. Moreover, we can also see that it satisfies 
Lemma 3.1: 
n(a,) = n(lO1O f - - 10) = a,,, 
n(b,,) = n(1100. . . 00) = 0011. . -00 = b, + 
n(a:,) = n(O110. . *lo) = 1001 . . - 10 = ai, + 
n(0) = 0. 
the second requirement of 
111100 ** - 00 E b, + 4, 
111100. . 00 E a:, + d,,, 
So by Lemma 3.1, JI E A(C). If e7 occurs in the matrix A, then the automorphism 
group of C contains a copy of PSL,(7), since we can assume that the rows of the 
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matrix Mi are elements of the set {0000000,1111111} and any automorphism of 
e7 lixes these two vectors. Hence the automorphism group of C is nontrivial. 0 
If a self-orthogonal code has minimum weight two, the two columns that 
correspond to the support of a codeword of weight two must be the same. So the 
transposition interchanging these two columns must be an automorphism of the 
code. Hence a self-orthogonal code with minimum distance two cannot have 
trivial automorphism group. Therefore a self-orthogonal code with trivial 
automorphism group must have distance at least six. 
4. A self-orthogonal code with trivial automorphism group 
From the last section we know that a self-orthogonal code of minimum distance 
less than or equal to four cannot have trivial automorphism group. In this section 
we will construct a self-orthogonal code of minimum distance six with trivial 
automorphism group. For this we will use a cubic planar graph with trivial 
automorphism group. 
The graph G in Fig. 2 has trivial automorphism group see [2]. This graph has 34 
vertices and 19 faces. Let F be the face-vertex incidence matrix of G, as shown in 
1 
6 3 
Fig. 2. A graph with trivial automorphism group. 
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F= 
1100000111000000000000000000000000 
0110000001110000000000000000000000 
0011000000011100000000000000000000 
0000110000000000111000000000000000 
0000011000000000001110000000000000 
1000001100000000000011000000000000 
0000000011100000000000001100000000 
0000000000111000000000000110000000 
0000000000001110000000000011000000 
0000000000000001110000000000001100 
0000000000000000011100000000000110 
0000000000000000000000000000011111 
0000000000000000000000110000110001 
1111111000000000000000000000000000 
0000000000000000000111100000000011 
0000000110000000000001111000000000 
0000000000000000000000011111100000 
0000000000000011000000000001111000 
0001100000000111100000000000000000 
Fig. 3. 
Fig. 3. In the matrix F the first thirteen rows correspond to the faces of degree 
five and the fourteenth to the face of degree seven. We define the matrix Algxd8 
as 
Theorem 4.1. A is a generator matrix for a [48, 191 self-orthogonal code with 
trivial automorphism group. 
Proof. We first prove that the rows of A are linearly independent. The proof is 
by contradiction. Let S be a subset of the set of rows of A. If S is a minimal 
dependent subset then CUES u = 0. For 1 G i s 14, the ith row is the only row 
which has 1 in the (34 + i)th column, so none of the first fourteen rows can be in 
S. Hence S must be a subset of the last five rows. But in the support of any one of 
the last five rows, there is a coordinate place which does not belong to the 
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support of the other four. So there is no subset of the last five rows whose sum is 
equal to zero. Hence the last five rows are linearly independent and A is of rank 
19. 
To prove that the row space C of A is self-orthogonal all we need to observe is 
that any two rows of A are orthogonal to each other. This follows as any two 
faces of G share two or zero vertices. Each row of A has even weight, so any row 
is orthogonal to itself. This proves that C is a self-orthogonal code. 
Now we will prove that C has trivial automorphism group. Using the computer 
we have determined the weight distribution of C as A0 = 1, A, = 18, AR = 45, 
AlO = 136, AI2 = 572, A,, = 2154, A,, = 7915, A,, = 25310, Azo = 60740, AZ2 = 
103454, AZ4 = 123598 (since all-one vector is in C we have Ai = A48--i for 
i=o,2,. . .) 24). So the only codewords of weight six are the eighteen rows of A 
of weight six, i.e., all rows except the fourteenth row. We conclude that any 
automorphism of C must permute these eighteen rows. There are 45 codewords 
of weight eight. Observe that the sum of any two rows of weight six that 
correspond to two adjacent faces of G is a codeword of weight eight. The number 
of such pairs is just the number of edges not on the boundary face. So we have 
IE(G)I - 7 = 44 
pairs of adjacent faces whose sums give codewords of weight eight. With the row 
corresponding to the outside face, we have 45 codewords of weight eight. So we 
see that a codeword of weight eight is either the row corresponding to the outside 
face or the sum of two rows that correspond to adjacent faces of degree five or 
six. From this it follows that the fourteenth row is the only codeword of weight 
eight that covers the last coordinate place. There are no codewords of weight six 
which cover the last coordinate place and the last column is the only coordinate 
place which is not covered by codewords of weight six. So the last column must 
be fixed under every automorphism of C. Thus the fourteenth row must be fixed 
under any automorphism of C. We conclude that any automorphism of C must 
result in a permutation of the rows of A. 
We partition the coordinate places into two parts X and Y by defining X to be 
the set of the first 34 coordinate places and Y the set of remaining coordinate 
places. We first prove that the parts X and Y are fixed under any automorphism 
of C. We have already proven that the last coordinate place must be fixed under 
any automorphism of C. Any i E X is covered by at least two codewords of weight 
six, while if j E Y and j # 48 then it is covered by exactly one codeword of weight 
six. So no automorphism of C can interchange any element of X with any element 
of Y. Hence X and Y are fixed under any automorphism of C. Now let n be an 
automorphism of C. We will consider three cases. 
Case (1): n fixes every element of X. 
If JG is not the trivial automorphism, then it must move some elements of Y. 
Say or = j. So the support of the image of the first row under n is 
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{1,2,8,9,lO,j}. But there is no codeword with this support in C unless j = 35. 
So we conclude that in this case z must be the trivial automorphism. 
Case (2): n@es every element of Y. 
We already know that n must permute the rows of A. So in this case n must 
permute the rows of the submatrix F. This means JC must be an automorphism of 
the graph G. Since G has trivial automorphism group we conclude that JC must be 
the trivial automorphism. 
Case (3): Ed moves points of both of X and Y. 
Then again JC must permute the rows of F and we already know that the 
partition (X, Y) is fixed under any automorphism of the code. So the restriction 
of it to first 34 coordinate places must be an automorphism of the graph G. Since 
G has trivial automorphism group this restriction must be the trivial automorph- 
ism. But this shows that the action of n on Y is trivial too because supp(r,) f~ 
(172, . . . , 34) determines the support of ri and since each row of F is fixed then 
each row of A is also fixed. 0 
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