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Abstract
Ripple Migration and Boundary Layer Dynamics on
a Natural Sand Bed
by
Emily M. Carlson
University of New Hampshire, May, 2015
A laboratory study was conducted in a field scale flume to further examine
the very near-bed dynamics in the near-shore environment using natural,
non-cohesive sediments with d50 = 0.22 mm. A Particle Imaging Velocimetry
(PIV) system was used to capture the dynamics of the movable ripple bed
and the 2D flow field in the vertical (z) and along-tank (x) direction in 1.6 m
still water depth. Two wave types were analyzed: regular waves with periods
ranging from 4 s to 8 s and bimodal wave pairs with periods of 3.7 and 4.3 s.
Orbital ripples developed in all wave environments with ripple wavelengths
ranging from 5 to 15 cm.
Following Roth and Katz (1995), instantaneous ripple migration rates
were calculated by spatially shifting subsequent bed profiles until a mini-
mum difference was achieved. The ripple migration signature is cyclical but
asymmetric, with higher amplitudes during onshore directed movement. This
asymmetry leads to a net onshore migration, ranging from 0.1 to 0.6 cm/min
xx
in the wave conditions tested. The cyclic motion of the ripple field was com-
pared to potential dominant forcing mechanisms: bed shear stress, coherent
structure generation, and free-stream velocity.
Peak ripple migration rates occurred during strengthening onshore flow,
which coincides with peak bed shear stresses and the onset of coherent struc-
ture formation identified with the swirling strength criteria of Zhou et al.
(1999). Two estimates of bed shear stress were similar in magnitude and
phase, with direction changes coincident with the bed migration. The com-
bined sediment mobilization parameter of Foster et al. (2006) was found to
be consistent with the bed migration signature. Oscillations associated with
the wave groups caused periods of high suspension which were coincident
with an increase in onshore migration rates. Low energy waves (period of 6
s and height of 10 cm) did not result in ripple motion.
The bed shear stress analysis from this study provides further evidence
for the reliable application of the DANS bed shear stress approach taken
by Rodriguez-Abudo and Foster (2014). Paired with the ripple migration
rate, this analysis can be applied to sediment transport models to more
accurately represent the sediment and flow dynamics along sandy beaches





Societal interaction with natural coastal systems is an ever growing and evolv-
ing relationship. As of the U.S. census of 2008, 48% of the United States
population lives in coastal counties. In New Hampshire 22.6% of the popula-
tion lives in the coastal region, revealing a 7% increase in population in the
Seacoast region over the past 50 years (Wilson and Fischetti, 2010). From
this, it is easy to see that attention should be given to coastal beach erosion
and the mechanisms that drive it in order to develop plans to mitigate loss
of life and property due to extreme events.
The near-bed flow field subjected to oscillatory flow is defined as the wave
bottom boundary layer (WBBL) (Nielsen, 1992). The wave bottom boundary
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layer acts as the location of energy dissipation (Madsen and Grant, 1976),
(Sleath, 1982). The interaction of the flow field with the bed causes motion
of the sediments in the bed. This initiation of motion is a result of energy
being transfered from the water column to the sediment particles through
shear and viscous stresses.
The WBBL is of particular importance when considering erosion and bed-
form evolution since it is the region of flow where bed forcing is applied. A
comprehensive understanding of the mechanisms at play will lead to a better
understanding of bed-form evolution and migration. The question of how to
define the relationship between the near-bed fluid forcing mechanisms with
sediment transport and sorting characteristics began with Shields (1936):
who studied bed-load transport, and Bagnold and Taylor (1946): who looked
into the development of sand ripples under oscillatory flow. The mechanisms
causing sediment grains to move are generally assumed to include an excess
of shear stress on the bed which exceeds the resistive forces (Shields, 1936), or
a pressure gradient (Sleath, 1982). These two mechanisms are parameterized
by the Shields and Sleath parameters.
When the flow conditions exceed the threshold for incipient motion in
oscillatory flow over sediment beds, 2D bed-forms are generated (Traykovski
et al., 1999). The geometry of the resulting bed-forms is dictated by the char-
acteristics of the flow conditions and the sediment composition (size, density)
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(Clifton and Dingler, 1984). Wiberg and Harris (1994) present a review of
many experiments where ripples were present in order to categorize the rip-
ples as either orbital or suborbital. Suborbital ripples are generally present
in the field and have wavelengths that scale with sediment size (Wiberg and
Harris, 1994). Orbital ripples are generally present in laboratory data and
have wavelengths that scale with the wave orbital diameter (Wiberg and
Harris, 1994).
Attempts to observe and quantify coherent structures generated over a
rippled bed in oscillatory flow conditions date back over a century with Dar-
win (1883), Ayrton (1910), and Bagnold and Taylor (1946). These studies led
to the empirical conclusions that coherent structures develop on the lee side
of the ripple crest and have the ability to suspend sediment grains. These
coherent structures result in significant energy dissipation and complicate
parameterization of the near-bed flow field, and thus the sediment transport
characteristics.
Past studies with similar objectives of the current study have followed
three major categories of experimentation: 1) field studies with discrete col-
lection methods (Traykovski et al., 1999), (Foster et al., 2000), (Chang and
Hanes, 2004) among many others, 2) small-scale laboratory studies in os-
cillatory tunnels (Carstens et al., 1969), (Mogridge and Kamphuis, 1972),
(Jonsson and Carlsen, 1976), and (Carstensen et al., 2010) or using oscil-
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lating plates to mimic wave motion (Bagnold and Taylor, 1946), (Manohar,
1955), (Sleath, 1985), 3) and more recently large and full-scale laboratory
studies (Davies and Thorne, 2005), (van der Werf et al., 2007), (Nichols and
Foster, 2007 and 2009), and (Rodriguez-Abudo et al., 2013).
The work presented here follows that of the third category. High-resolution
2D realizations of the flow field are made using a Particle Imaging Velocime-
try (PIV) system. Comparable full-scale laboratory studies with PIV include
those done by Nichols and Foster (2009), van der Werf et al. (2007) and
Rodriguez-Abudo et al. (2013).
1.2 Oscillatory Boundary Layer
The oscillatory boundary layer is a dynamic system, with unsteady flow
conditions, and is typically turbulent in the natural ocean environment. It
has a few notable characteristics that differentiate it from the steady flow
boundary layer. The boundary layer thickness scales with the wave radian
frequency as it re-develops with each passing wave (Nielsen, 1992). On a flat,
rigid boundary the wave bottom boundary layer has a velocity defect region
which is characterized by an overshoot beyond the free-stream velocity that
then propagates in the vertical direction away from the boundary back to the
free-stream velocity (Jonsson and Carlsen, 1976) and (Nielsen, 1992). This
4
Figure 1.1: Vertical structure of the oscillatory boundary layer over a flat
plate, taken from Jonsson and Carlsen (1976), fig. 5. The dashed line is the
observed oscillatory boundary layer, the solid line is the assumed boundary
layer based on an unidirectional logarithmic boundary.
is shown in figure 1.1 as the dashed black line which deviates from the steady
flow boundary layer, represented by the solid black line.
Another important aspect of the oscillatory boundary is the velocity lead
in the near bed region. In watching the velocity accelerate in either the on-
shore or offshore direction as a wave passes by a fixed point, the observer sees
the velocity near the bed change directions before the free stream (Jonsson
and Carlsen, 1976). This near bed velocity lead is partially due to the lower
velocities in the near bed region, thus the flow has less inertia and is more
5
easily effected by the changing pressure gradient (van der Werf et al., 2007).
Smyth and Hay (2002) studied an array of ripple geometries and found
that irregular ripples induce the highest magnitude of near-bed turbulence.
This leads to the assertion that vortex shedding plays a significant role in
the dynamics of the wave bottom boundary layer, and thus ripple formation.
Earnshaw and Greated (1998) showed that vortices developing over rippled
beds are stronger (larger and high rotation rates) when rotating in the on-
shore direction, versus the offshore direction. This observation was also made
by Nichols and Foster (2007) and van der Werf et al. (2007) and brings up
the importance of the temporal variability of the oscillatory boundary layer.
1.3 Bed Shear Stress
Currently, no universally accepted method exists for estimating the shear
stress acting on a mobile bed in oscillating flow (Nielsen, 1992). In unidi-
rectional flow conditions, bed shear stress is determined based on the log-
arithmic boundary layer model, and used to determine the shear velocity
(u∗). The logarithmic model assumes the existence of the no-slip condition
at the boundary, which is not the case for a mobile bed. The result of this
6




where ρ is the water density, and τ0 is the shear stress acting on the bed.
In oscillatory flow, the boundary layer is constantly changing shape and
re-develops with every wave; as such the fully developed, logarithmic char-
acteristic shape is not always present. Because: 1) no-slip condition is not
satisfied, 2) and logarithmic layer is not always present, a different approach
for determining wall shear stress must be considered.
Following the methods of Rodriguez-Abudo and Foster (2014), the gov-
erning equation for the fluid flow is presented based on conservation of mo-
mentum in an incompressible fluid, to obtain the horizontal component of






















where u and w are the time varying horizontal and vertical velocities, x and
z are the horizontal and vertical coordinates, ρ is fluid density, ν is kinematic
viscosity, and p is pressure. The third dimension, y, is not considered as the
experimental set-up being analyzed here did not have 3D variability. The
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complexity of the oscillatory boundary layer requires the decomposition of
the directional velocity components into the different time scale velocities,
known as the Reynolds decomposition. Assigning the total velocity to be the
superposition of the scales of the different flow components,
u ≡ u¯+ u˜+ u′ (1.3a)
w ≡ w¯ + w˜ + w′ (1.3b)
p ≡ p¯+ p˜+ p′ (1.3c)
where the over-bar (¯) represents the mean flow, tilde (˜) is the wave com-
ponent, and ( ′ ) is the turbulent component. u¯ is the mean flow component
which means it will not fluctuate over many many wave periods. In nature u¯
can be considered steady for a duration less than a tidal cycle, or a current
that does not change unless a large storm event occurs. u˜ is the wave compo-
nent of the velocity, which in regular wave conditions typically ranges from
3 to 12 seconds; in more extreme wave climates this duration will increase.
The turbulent component u′ has the shortest time scale, on the order of less
than a wave cycle; the strongest signal seen in the present study is at 2 times
that of the wave frequency.
When we substitute equation 1.3 into equation 1.2 and take the phase
average over a single wave period, the 2D momentum equation in Cartesian
8



















where the assumption has been made that the mean velocity component is
negligible. This can be assumed in the flow conditions considered in this
experiment due to the mean contribution from the wave making algorithm
being negligible, this will be discussed further in chapter 2. This form of
the Navier-Stokes is then spatially averaged, producing the Double-Averaged
Navier-Stokes (DANS), which is used in the development of the total shear
stress acting on the bed by the fluid (Rodriguez-Abudo, 2014), given as
τxz(z, t˜) = µ
∂ 〈u˜〉
∂z





The details and implications of this equation are presented in section 4.3.
1.4 Outline
In Chapter 2 the experimental setup is discussed in detail. Chapter 3 goes
over the methods used to extract velocity vectors and bed elevations from
the images collected using the PIV cameras. Chapter 4 discuss the observed
flow conditions, including the wave bottom boundary layer development and
9
coherent structure generation. Details are presented for two wave conditions.
An approximation of bed shear stress is presented based on the DANS for-
mulation. Chapter 5 presents a dissection of the mobile sediment boundary’s
response to the flow field and presents a bed shear stress approximation
based on the mass flux of sediment and then presents comparisons of the
flow and bed signals developed in chapter 4 and 5. Chapter 6 summarizes





In the summer of 2013 a laboratory investigation was performed in the O.H.
Hinsdale Wave Research Laboratory’s Large Wave Flume (LWF) at Oregon
State University, which is a field-scale flume measuring 104 m long, 3.7 m
wide and 4.6 m deep with a hydraulic-type wave-maker paddle. Hydraulic
wave-makers displace the entire water column creating shoaling waves. The
tank varies in the along-tank (x) and vertical (z) directions, but is assumed to
be uniform in the cross-tank (y) direction. The region of investigation, shown
in figure 2.1 as the ‘sand pit’, was a 7.3 m section in the along-tank direction
beginning 40 m from the wave maker, where an 18 inch deep sand bed was
placed at the foot of a 1:12 sloped concrete beach. The still water depth in
11
the deepest part of the flume stayed at 2.1 m and was 1.6 m in the study
area for the duration of the study. The sand bed was composed of beach
sand from the Oregon coast which was used in the CROSSTEX experiment
of 2005. The median grain diameter of the non-cohesive sediment was found
to be d50 = 0.22 mm with a settling velocity of 5.46 cm/s based on Stokes
settling. A drag coefficient of 1.6 and a particle Reynolds number of 15 were
determined. The settling velocity was iterated on by minimizing the error
between subsequent calculations of the particle Reynolds number, and the













where g is acceleration due to gravity, ν is the kinematic viscosity, and s
is the specific gravity of sediment. The value of settling velocity was taken
as true when the relative error between subsequent estimates was less than
0.001.
The goal of this study is to more accurately parameterize the feedback
12
Figure 2.1: Details of the instrument array, (a) Planar diagram of the in-
strumented LWF. Vectrino Profilers are shown as red triangles, single point
ADV’s as blue triangles, black square is an Aquadop, black triangle is a
Vector, black arrows are wave gages. The green line and black cylinders
represent the PIV laser sheet and cameras respectively. (b) Cross-sectional
diagram of the instrumented tank with the horizontal blue line representing
the still water level in the tank during testing. The sand bed is shown at
the bottom of a 1:12 sloped concrete beach. The green triangle represents
the laser sheet. (c) Photograph of the instrumented area of interest over the
sand bed looking down the tank towards the wave maker. The blue boxes
outline the single point ADVs, the red boxes outline the Vectrino Profilers,
and the green box outlines the PIV instrumentation.
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between coherent structure generation and sea floor roughness due to ripple
fields. To achieve this goal high spatial and temporal realizations were made
using acoustic and imaging instruments. The primary data presented here
are from a submersible Particle Imaging Velocimetry (PIV) system. The PIV
measurements are compared to data collected by high resolution acoustic
Doppler profiler and single point acoustic Doppler velocimeters (ADV). All
of these instruments were co-located in the cross-shore direction, thus the
moment of wave approach was the same.
The PIV system is comprised of a pair of 5 mega-pixel cameras oriented
with a 0.5 cm gap on the horizontal direction. The viewing area of each
camera was 8.5 cm in the horizontal and 9 cm in the vertical (x-z) with
each pixel corresponding to 0.0041 cm2. The bottom of the viewing window
always included 1 to 2 cm of the sand ripple field in the vertical direction (z).
Due to the high spatial resolution of the images, sampling frequency was kept
low (3 Hz), never exceeding 7 Hz. This limit was necessary in performing
continuous sampling to allow time for the cameras to send the large images to
storage before taking the next sample. The cameras were triggered together.
The laser used is an Nd:YAG, operating at 1064 nm wavelength placed above
the flume utilizing a 45 degree mirror to deflect the laser beam into the water
column. The cameras and laser were operated by the software program Davis
(8.0).
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Figure 2.2 displays the viewing areas of the cameras as grey boxes, located
1 m from the side wall of the tank. The cameras were set at an angle
from horizontal to lessen their effects on the flow field in the along-tank
direction as well as decrease scour effects on the sand bed. No evidence
of flow disruption by the laser pipe or cameras were observed in the PIV
images. The angled orientation created deformation of the viewing area in
the form of blurred scatter particles in the upper part of the window due to
the focused region being closest to the bed. This deformation was accounted
for in the processing; the methods used to account for this will be discussed
in section 3.1. Seeding material were glass spheres added to the water, as
well as the natural particles existing in the water which was sourced from a
stream.
15
Figure 2.2: Details of the PIV layout in the flume. The red box indicates
the ADV that is used throughout this thesis as the representation of U∞,
the green triangle represents the laser sheet, while the grey boxes show the
viewing area of the two cameras, which mounted on the sidewall of the tank
in the black cylinders. The coordinate system used is z: positive upward




The experiment consisted of 14 wave schemes, six will be discuss, and two
presented in detail. The following table describes the trial parameters dis-
cussed within this report. Two different wave types are presented; monotonic
- a single wave height and period, and bimodal - a single wave height with
two periods. Extensive details will be presented for the w4 and b1 wave
conditions. It was found that the w3, w4, and w5 wave conditions acted
similarly in flow and bed response; w4 was chosen to be representative of
this range of wave energy. The bed response in the w1 and w2 conditions
was limited and did not actively re-form, rather the bed-forms acted as relic
ripples. Figure 2.3 shows the classification of the ripples for the w3, w4, and
w5 conditions indicated by the red stars.
The tabulated values for the b1 conditions given in table 2.1 were taken
at maximum velocity conditions where appropriate, and a period of 4 s used.
The ripple wavelength for the w1 condition could not be resolved due to no
ripple migration occurring and only one ripple crest being in the field of view
of the PIV cameras. All regular wave trials presented were analyzed over 30
waves; the bimodal wave conditions over 12 wave groups.
17
Figure 2.3: Figure sampled from Wiberg and Harris (1994), red stars in-
dicate the current study observations. The left panel shows the ratio of
ripple wavelength λ with sediment size versus the ratio of orbital excursion
amplitude at the bed with sediment size. The right panel shows the same














































































































































































































































































































































































3.1 Particle Imaging Velocimetry Calculations
PIV is defined as “the accurate, quantitative measurements of fluid velocity
vectors at a very large number of points simultaneously” (Adrian, 2005).
That is, PIV is the tracking of particle displacements as they move through
a fluid over known time periods in order to resolve the velocity and direction
of the fluid, if the particles are sufficiently small, then they can be used to






where ∆xi, displacement, is determined through the statistical techniques
such as correlation over a given interrogation window, and ∆t, the time
difference between images, is controlled with the image acquisition rate.
Scaled laboratory studies utilizing PIV techniques include the founda-
tional work by Adrian (1991), Willert and Gharib (1991), Rockwell et al.
(1993), and Adrian (2005). Nimmo Smith et al. (2002) is one of the few field
deployments of PIV. Field deployment is not a common occurrence since an
important aspect of the collection method requires tight constraints on image
quality, scatter particle density and size, and ambient lighting.
In this study, the spatial resolution of PIV is utilized to track turbulent
structures and boundary layer development. To achieve this, many images
were taken of the fluid flow which had been seeded with glass sphere tracer
particles that move at the same velocity as the surrounding fluid particles.
The seed particles are illuminated by a pulse laser that flashes as the camera
captures an image. These successive images, as well as an understanding
of the mean flow dynamics, allows for the performance of cross-correlation
on interrogation windows within the larger image. Interrogation window
size and shape are chosen based on how far the bulk flow is expected to be
displaced over the time interval between successive images. By performing
cross-correlation on interrogation windows a resulting velocity vector is cal-
culated which represents the average displacement within the interrogation
21
window region. Cross-correlation is considered a superior method as opposed
to performing individual particle tracking or auto-correlation because of in-
creased resolution and higher detection probabilities within an interrogation
spot, which reduces the chances of losing a particle between successive images
(Keane and Adrian, 1992). This method also allows for a lower minimum
scatter density due to the higher resolution output of the algorithm (Keane
and Adrian, 1992).
Velocity vectors were calculated using MatPIV 1.6.1, developed by Sveen
(2004). This Matlab tool performs the widely used cross-correlation method
to approximate the particle displacement and inferred flow field. Pre-conditioning
was performed on the pixel images before cross-correlations were calculated.
(1) Calibration was applied to transform the images based on a known dot
pattern from pixel dimensions to real world distances and reduce the influ-
ence of the angled camera orientation. (2) Images were re-scaled to have a
courser resolution, allowing the scatter particles to exist in fewer pixels. The
new pixel intensities were calculated using a bi-cubic interpolation method
(Keys, 1981). (3) A dynamic mask was applied to the movable bed so as
to not calculate vectors below the bed and thus misrepresent the flow field.
The bed mask was found by determining the median of image intensity in the
vertical of an ensemble averaged image over six time steps (1/2 wave period
for the w4 condition); the mask was placed 3 mm above the estimated bed so
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as to block the high intensity reflection region where the laser hits the bed.
The pixel images were processed through the MatPIV cross-correlation
algorithm with interrogation windows of 32x32 pixels during the first pass
and reduced to 16x16 pixels during the second pass. Both schemes were
performed with a 50% overlap of the square interrogation window. The peak
of the correlation curve was estimated using a Gaussian fit, outliers were
removed using a 3 standard deviation filter, no interpolation of bad data
points was performed within the cross-correlation. The resulting velocity
field has a spacing of 0.13 cm/vector.
In addition to the velocity vectors, MatPIV produces peak heights of
the correlation curve (Pkh) and a signal to noise ratio calculated as the ratio
between the highest peak and the second highest peak of the correlation curve
(SNR), assuming the highest peak is the ‘signal’ and the second highest peak
represents the ‘noise’. For a graphical representation over one interrogation
window and detailed description of signal development, see Keane and Adrian
(1992).
All four outputs from MatPIV (U, W, SNR, Pkh) were used to filter
spurious vectors. Bad points can be caused by a number of factors: a) there
are too few scatterers in the interrogation window, b) reflections from the bed
are high, c) the contrast between the illuminated scatterer and background
is too low, d) sediment particles enter/leave the laser sheet in the cross-tank
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direction (y).
Following Adrian (2005), if the SNR value was less than 1.3 that vector
was eliminated. Following Sveen (2004) and Rodriguez-Abudo (2014), if
the peak height of the correlation curve was less than 0.3 that vector was
eliminated. A global maximum filter was applied based on the values of
the velocity vectors. The expected maximum and minimum vertical and
horizontal velocities were determined based on the ADV free stream data. If
a vector grossly exceeded the maximum amplitude of horizontal or vertical
velocity that vector was eliminated. The combination of these three filters
resulted in the largest percentage of eliminated vectors being far from the
bed, well above the boundary layer. Figure 3.1 displays the percentage of bad
vectors in the time series for each location in the flow field. This region of the
image was expected to have lower quality data due to the angled orientation
of the cameras, resulting in blurred scatter particles in this region of the
pixel images. The bulk of the vector locations identify bad vectors less than
10% of the time over the 30 waves considered in each regular wave condition,
which translates to 2 minutes of waves. The bimodal wave condition was
analyzed over 12 wave groups, which translates to 5 minutes of waves.
Empty bins were interpolated by finding the mean of the closest neigh-
bors. The velocity field was then smoothed using a spatial average where the
space being averaged over was circular, with a radius of 6 bins (0.7 cm). The
24
Figure 3.1: Percent of vectors determined to be ‘bad’ for the w4 condition.
The black line represents the mean bed location.
smoothed velocity fields were only used in the calculation of swirling strength
(section 4.2.2) as that calculation is very sensitive to small deviations in the
flow field.
A cross-spectral analysis was performed on the free stream velocity esti-
mates of the ADV and PIV to quantify the reliability of the results of the
PIV cross-correlation. The PIV free-stream velocity was determined by av-
eraging the upper-most region of the viewing area. Figure 3.2 shows high
coherence and zero phase separation across the incident band of the wave
system, 0.25 Hz. This is also seen as the signal moves into the 0.5 Hz (2T)
harmonic. Not surprisingly, the two signals deviate in the higher frequency
bands due to the two instruments having different noise-floors.
25




























Figure 3.2: a) Spectral analysis of U∞ as estimated by the ADV (dashed
line) and PIV (solid line) for the w4 (H=30cm, T=4s) wave condition. b)
Squared coherence between the ADV and PIV, dashed line indicating 95%
significance level. c) Phase separation of ADV and PIV, vertical red lines
indicating 95% significance level. Analysis performed with 6 DOF.
The pixel images from the two cameras were processed independently and
then the processed and filtered velocity fields were conjoined with horizontal
and vertical offsets based on the calibration dot pattern images. The joining
can cause some issues in the border region between the two images in that
the velocity bins may not match up, causing unexpected curling or changes
in the horizontal velocity. Great care was taken in aligning the cameras’
26
resulting vector fields to reduce these effects.
3.2 Bed Elevation
The goal of this study is to compare the mobile bed response to and ef-
fect on the flow field immediately above the boundary. The boundary was
very dynamic and changed positions frequently. This dynamic nature of
the boundary required high temporal resolution of the boundary location. A
detailed approach was taken to maximize velocity resolution near the bound-
ary while keeping reflections from affecting the PIV processing by applying
a time-varying mask that was offset vertically above the bed location.
Following the methods of Rodriguez-Abudo (2014), the bed elevation,
zb(x, t), was determined by (1) finding the vertical location of the centroid,
zc(x, t), of the time-averaged pixel intensity image shown in Figure 3.3a. The
image intensity was averaged over 3 time steps (1 second) for the instanta-
neous bed location and 6 times steps (2 seconds) for the mask, which was
necessary due to sediment plumes being ejected into the water column during
times of high suspended load, causing the centroid to be artificially displaced
in the +z direction. The centroid bed location for the mask was chosen to
be taken over a longer period of time to reduce all effects of the sediment
plumes thus never having times of un-resolvable beds, the instantaneous cen-
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troid bed was taken over fewer times to increase the effects of the time step
of interest thus obtaining a more representative bed location. (2) zbase(x, t)
was taken as the lowest elevation point in each pixel column with the highest
2% of intensity values in the instantaneous intensity image (see Figure 3.3b).
(3) Following the procedure of Rodriguez-Abudo et al. (2013), the location
of the bed is estimated by applying a time-varying but spatially constant
offset, Co to zbase, as follows
Co(t) = 〈zc(x, t)− zbase(x, t)〉 (3.2)
The offset is then used to find the bed location:
zb(x, t) = zbase(x, t) + Co(t) (3.3)
Finally, a running average is applied to zb, which was performed over 50
pixels (2.05 mm), shown in Figure 3.3b. This method is not able to resolve
the bed at all time steps as the laser light was scattered during periods of
high sediment suspension. Beds were removed when they deviated from the































Figure 3.3: (a) Time-average pixel intensity image used to find vertical ele-
vation of centroid of bed, zc averaged over the time steps indicated in (c).
The darkened region is the brightest 2% of each along-shore location, the red
line is the centroid. (b) The pixel intensity image at the time step of inter-
est. The black line indicates zbase and the blue line is the resulting smoothed
bed, zb. (c) Free-stream velocity. Black points indicate the time steps used
in averaging, pink star indicates time step of interest. (d) Intensity profile
at the along-tank location indicated by the vertical dashed black line in (a)
and (b). The solid vertical lines corresponds to the image intensity of image
(a) (red, time-averaged) and (b) (black, instantaneous), the dashed lines cor-
respond with the bed profiles of the same color, red-time averaged centroid
bed, black-instantaneous zbase, blue-final smoothed bed location.
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Chapter 4
Results: Flow dynamics over
the mobile rippled bed
4.1 Description of flow dynamics
The following analysis will focus on two wave conditions, w4 (H=30 cm, T=4
s) and b1 (H=12 cm, T= 3.7, 4.3 s) wave conditions. At the sampling location
in water depth h = 1.6 m, the waves became skewed and slightly asymmetric,
a result of the waves beginning to interact with the bottom boundary as
shoaling occurred. Asymmetry, As, and skewness, Sk, were calculated using
the method described by Gonzalez-Rodriguez and Madesen (2007), using
the horizontal free-stream velocity measured by the ADV and were found
to be 0.10 and 0.12, respectively, for the w4 conditions and 0.57 and 0.088
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for the b1 conditions at the peak flow of the wave group. The horizontal
onshore component of the observed particle orbital velocity (U∞) of the wave
is peakier, shorter duration, and higher amplitude then the offshore directed
flow of the wave. There is significant amplitude reduction in the vertical
component of the observed particle orbital velocity between the ADV sensor
and PIV samples. The PIV observations were within a window very close to
the bed (up to 10 cm above the bed); the ADV was situated 80 cm above
the bed. This rapid reduction of vertical velocity is anticipated by the linear
wave theory in intermediate depth waves. The sampling location is at an h/L
= 1/10, which is between 1/20 < h/L < 1/5. In intermediate water depths
the linear wave theory predicts that the vertical orbital velocity decreases
exponentially with depth, and the horizontal orbital velocity decreases with
depth, but not with the extreme gradient as seen with the vertical component.
This results in large horizontal excursions in the near-bed region.
The measured horizontal and vertical free stream velocities were com-




































Figure 4.1: w4 conditions - sample time series of a) horizontal velocity, U∞
and, b) vertical velocity, W , estimated by the linear wave theory at 80 cm
above the bed (blue dashed line), estimated by the linear wave theory at 10
cm above the bed (green dashed line), ADV (solid red line), and PIV (points
with solid black line).
where ω is the wave radian frequency (=2pi/T ), k is the wave number (=2pi/L),
h is the water depth, z is the vertical location in the water column, and H
is the wave height.
In figure 4.1 three measures of the horizontal velocity are shown: ADV,






















Figure 4.2: b1 conditions - sample time series of a) horizontal velocity, U∞
and, b) vertical velocity, W , ADV (solid red line), and PIV(points with solid
black line).
was situated. The horizontal velocity signature is generally consistent with
expected values. Consistent with intermediate depths, the velocity decays
slightly but the horizontal excursion stays close to the maximum seen at the
surface. The linear wave theory estimate is only shown for one depth as it
was confirmed that the expected horizontal excursion amplitudes were very















Figure 4.3: Time averaged root-mean square of w4 wave conditions (H=30cm,
T=4s) over 30 waves (2 minutes). Red line - bed at beginning of trial, blue
line - bed at the end of the trial. Velocity vector scales are displayed in the
bottom left corner and are 30 cm/s in the horizontal direction and 6 cm/s in
the vertical.
of vertical velocity is presented for the depth location of the ADV as well
as the PIV. This is necessary due to the rapid amplitude decay observed in
the vertical velocity (figure 4.1b). Both the vertical and horizontal velocities
reveal a skewness in the real waves as compared to the theoretical waves.
Linear wave theory cannot capture the skewness and asymmetry that are
introduced when the wave begins to interact with the sea floor.
Figure 4.3 and figure 4.4 show key statistics of the w4 wave condition















Figure 4.4: Thirty wave (2 minutes) mean of w4 wave conditions (H=30cm,
T=4s). Red line - bed at beginning of trial, blue line - bed at the end of the
trial. Velocity vector scales are displayed in the bottom left corner and are
10 cm/s in the horizontal direction and 3 cm/s in the vertical.
ary layer structure. The mean image reveals a strong signature of coherent
structures in the near-bed region, which dominate the near-bed flow field
during peak flow. There is no mean current component to the flow. The spa-
tial location and phase of the wave that experiences the highest frequency of
coherent structure development and strengthening will be discussed in detail
in section 4.2.2.
All vector locations are displayed in figures 4.3 and 4.4. Due to the
migratory nature of the sediment bed this means there are vectors presented
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Figure 4.5: Total realizations at each location in the PIV window for w4
wave condition (H=30 cm, T=4 s).
that are averaged over fewer realizations. The red line locates the initial
bed state, the blue line is the location of the bed at the end of the trial.
Vectors located within the region of migration will have fewer realizations
contributing to the statistical calculations. Figure 4.5 shows the effects of
this consideration, in it darker colors indicate fewer realizations. The flow
field was interpolated to have a realization at all locations outside of the
masked region after filtering removed bad points, resulting in the bulk flow
field being estimated at all time-steps.




















Figure 4.6: Time averaged root-mean square of b1 wave conditions (H=12cm,
T=3.7, 4.3s) over 12 wave groups (5 minutes). Red line indicates location of
bed at beginning of trial, blue line is the location of the bed at the end of
the trial. Velocity vector scales are displayed in the lower corner and are 30
cm/s in the horizontal direction and 6 cm/s in the vertical.
revealing similar flow characteristics to that of the regular wave condition.
The root mean square of the flow field (figure 4.6) shows characteristics of
a boundary layer in the velocity profiles. As with the regular waves, the
mean velocity field for the bimodal condition also shows characteristics of a
consistent coherent structure in the near-bed region, most evident at 9-15
cm in the along-shore (x) direction.
The ripple migrated a larger distance in the b1 trial than that of the w4




















Figure 4.7: Record mean of b1 wave conditions (H=12cm, T=3.7, 4.3s). Red
line - bed at beginning of trial, blue line - bed at the end of the trial. Velocity
vector scales are displayed in the bottom left corner and are 10 cm/s in the
horizontal direction and 3 cm/s in the vertical.
affected by the relatively lower number of realizations. Figure 4.8 shows
this very clearly in the large swath of below maximum count values in the
near-bed region, at 2-4 cm in the vertical (z) direction.
Another notable feature of the mean flow field in both wave conditions
presented is that, away from the bed, the velocity vectors are directed offshore
with very small amplitudes, less than 1 cm/s. This is believed to be a result of
the skewed waves, which have a higher amplitude, shorter duration onshore
component and lower amplitude, longer duration offshore component. It
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Figure 4.8: Total realizations at each location in the PIV window for b1 wave
condition (H=12 cm, T=3.7, 4.3 s).
is evident from the initial and final bed states that the offshore-directed
mean flow was not in the same direction as ripple migration. A similar
trend was seen in the field experiment presented in Traykovski et al. (1999),
which observed wave-dominated fluid forcing under generally regular waves
generating orbital ripples, that is the ripples scaled with the wavelength of the
surface gravity waves. This field experiment differs from the current study
in that the ripples had wavelengths an order of magnitude greater than the
ones presented here.
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Figure 4.9: Typical behaviors of flow over one wave cycle. Free stream
horizontal velocity in blue and acceleration in black.
The phase of the progressive wave is defined based on the pairing of the
sign of velocity and acceleration as seen in figure 4.9.
• Strengthening onshore flow: horizontal velocity is positive (onshore)
and acceleration,∂u
∂t
, is positive (accelerating onshore).














A boundary layer develops when flow passes over a surface and is defined as
the region within the flow field which is affected by the presence of the surface
(boundary). In the situation being analyzed here the boundary is rippled and
the flow is oscillatory, complicating the development of the boundary layer;
there is variability in both amplitude and phase as we move away from the bed
(Nielsen, 1992). The boundary layer that develops over a flat bed with wave
magnitudes near that of the natural ocean environment is turbulent, this
initiates the suspension and transport of sediment particles. This turbulence
causes the boundary layer to become larger, which increases the volume of
entrained sediments. The turbulent structures that are generated increase
the shear stress on the bed leading to higher energy dissipation.
The rhythmic nature of oscillatory flow promotes the generation of a
rhythmic boundary, i.e. a ripple field. The formation of the ripple field
creates the opportunity for low pressure regions to develop on the onshore-
slope of the ripple during onshore-directed flow and the offshore-slope during
offshore-directed flow. The low pressure regions cause the stream lines to curl
in an effort to balance the pressure imbalance, thus the initiation of coherent
structures. These coherent structures, or vortices, swirl in the trough of the
ripple, gaining strength. Their high rotation rates cause them to rise into
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the water column during flow stagnation; when the horizontal velocity goes
to zero and the vertical velocity is maximum which coincides with a time of
low fluid shear stress. The vertical velocity maximum in the mean flow is
of little concern to the dynamics being analyzed due to the rapid amplitude
decay of the vertical velocity when moving down the water column towards
the bed, in the near-bed region it can be assumed to be very close to zero
which agrees with the observations of the near-bed vertical velocity presented
in figure 4.1b.
4.2.1 Boundary Layer Thickness
The boundary layer thickness can be estimated using various methods which
call on different levels of the flow structure’s deviation from the free stream
velocity to label where the boundary stops effecting the flow field. The
method presented by Jonsson (1966) states that the boundary layer ends
at the distance from the wall where the velocity first reaches that of the
free-stream, mathematically stated as
δj = zu(z,t)=U∞(t) (4.3)
where z is the first elevation where the free-stream U∞ exists. This must be
found by inspection of a velocity profile. We can compare this estimation to
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that of the displacement thickness, calculated following the formulation of




1− U(x, z, t)
U∞(t)
dz (4.4)
where zb is the bed elevation, U(x, z, t) represents the horizontal velocity flow
field measured by the PIV, and U∞(t) is the horizontal free-stream velocity.
This measure of the boundary layer aims to locate the distance the wall would
need to be displaced into the water column in a hypothetically frictionless
flow (slip condition) to obtain an equal amount of mass flux as that of the
observed flow conditions. Another physical interpretation is the distance
streamlines are displaced away from the boundary due to the presence of the
boundary layer (Kundu et al., 2012). The displacement thickness, shown in
figure 4.10 to be about 1 cm thick above the ripple crest
This representation of the boundary layer depends solely on the velocity
field, giving similar results as that of δj when a velocity defect is present.
By utilizing the information about the wave conditions, the boundary layer
thickness can be estimated with limited access to information about the



















−0.008 −0.006 −0.004 −0.002 0 0.002 0.004 0.006 0.008











Figure 4.10: Viscous shear stress for w4 conditions. Solid black line is mean
bed profile, dashed black line is δ1 as described in equation 4.4 a) viscous
shear stress taken at phase-averaged maximum onshore velocity b) viscous
shear stress taken at phase-averaged maximum offshore velocity.








where r is the bed roughness factor (=2.5d50). This estimate of the wave
friction factor is used when r/A is small (Nielsen, 1992), (Swart, 1974) and
when the flow is in the rough turbulent regime, that is the Reynolds number
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is large. The Reynolds numbers for all wave conditions are presented in table





where Uo is the peak free-stream velocity, T is the period, and ν is the
kinematic viscosity of water.
This estimate of the boundary layer thickness can be performed knowing
only the median grain size, wave height, wave period, and depth of water.
In figure 4.11, δ∗ is shown as the dashed red line and is 1.4 cm above the
bed, 28% larger than the estimation of δ1. The limitation of this method is
evident in its lack of dependency on the wave phase.
The velocity profiles shown in figure 4.11 show familiar characteristics of
the wave bottom boundary layer. When the flow transitions from weakening
onshore-directed to strengthening offshore-directed flow we expect to see a
lead in the velocity near the bed. It is expected that a similar trend will be
observed during the flow reversal from weakening offshore-directed flow to
strengthening onshore flow.
Another indicator of an oscillatory boundary layer is the velocity defect,
which is indicated by a velocity ‘overshoot’ after it passes through the δj
vertical location and then decreases back to the free-stream velocity. We
expect to see the velocity near the bed exceed that of the free-stream when
45



































Figure 4.11: Phase averaged velocity of the w4 wave condition (H=30cm
T=4s). a) Phase average free-stream velocity as measured by ADV. b) Hor-
izontal velocity profiles over the most onshore ripple trough, c) Horizontal
velocity profiles over the first ripple crest offshore of the most onshore ripple
trough. The red dashed line in b-c indicate the boundary layer thickness as
estimated by δ∗. The black lines in b-c indicate the standard deviation of
the phase-averaged profile for each depth location. Note: The bed profiles
are not to scale in the horizontal direction.
the boundary layer is in its more developed state.
Spatial analysis of the near-bed flow structure reveals a dependency on
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the horizontal location along the bed forms. Comparison of the near-bed
velocity in panels b and c of both figures 4.11 and 4.12 show high flows
at the first velocity bin above the ripple crest which is not present in the
ripple trough. The velocities above the crest are consistently above 5 cm/s
immediately above the bed, whereas in the ripple trough the velocity never
exceeds 5 cm/s in the location nearest to the bed.
• Near-bed velocity lead of the free-stream is evident at both the ripple
crest and trough at phases 130o and 160o, corresponding to onshore
weakening flow.
• Near-bed velocity lead of the free stream is evident at the ripple trough
and crest in figure 4.12 during wave phase 310o, weakening offshore flow.
• Velocity defect is present at the top of strengthening onshore flow, 70o,
in the ripple trough, as well as at the top of strengthening offshore flow,
250o, over the ripple crest (figure 4.11)
• Velocity defect is not evident during the lower amplitude weakening
offshore flow (figure 4.12).
• Higher amplitude velocities are witnessed in the near-bed region over
the ripple crest compared to the ripple trough.
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Figure 4.12: Phase averaged velocity of the w4 wave condition (H=30cm
T=4s). a) Phase average free-stream velocity as measured by ADV. b) Hor-
izontal velocity profiles over the most onshore ripple trough, c) Horizontal
velocity profiles over the first ripple crest offshore of the most onshore ripple
trough. The red dashed line in b-c indicate the boundary layer thickness as
estimated by δ∗. The black lines in b-c indicate the standard deviation of
the phase-averaged profile for each depth location. Note: The bed profiles
are not to scale in the horizontal direction.
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4.2.2 Coherent Structures
Visual observations of the flow field suggested the existence of coherent struc-
tures being generated in the ripple troughs with a subsequent rise into the
water column with the passing of the oscillatory flow. The coherent structure
is defined by a region of high rotation in a flow that is consistently irrotational
away from the boundary. This observation is supported by past studies of
the WBBL over a rippled bed (Earnshaw and Greated, 1998), (Nichols and
Foster, 2007) and over flat a bed (Gao et al., 2013) and (Carstensen et al.,
2010). To quantify the coherent structures, the swirling strength criterion
was used as described by Chakraborty et al. (2005), developed by Zhou et al.
(1999), and utilized by Nichols and Foster (2007). A typical indicator of
coherent structure generation is vorticity. High shear values are anticipated
in the near-bed region, which creates a bias in the vorticity calculation, thus
swirling strength was chosen as a metric to remove the effects of shear on the
coherent structure identification.
The swirling strength is calculated as the complex component of the eigen-























[P 21 − tr((DD)2)] (4.10)
where tr indicates the truncated matrix. From these relationships the posi-


























where U and W are taken in the 2D PIV window. The swirling strength λci




The result of this calculation is a 2D array with high positive values where a
coherent structure has been identified and zero elsewhere. Swirling strength
does not discriminate between clockwise and counter-clockwise rotation, in-
stead all values are positive, identifying the number of rotations occurring
per unit time. Direction was assigned to the values of the spatially averaged
swirling strength 〈λci〉 in analysis of the signal by applying the direction of
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the calculated vorticity in the same flow region.
Figure 4.13 displays the onshore-directed flow phases of the resulting 2D
swirling strength. A strong coherent structure is shown developing (panel
b) and grows in strength (panels c-e) in the onshore ripple trough. Panel f
then shows the coherent structure moving away from the bed and into the
water column as the flow reverses. After the flow passes through zero and
has reversed direction the vortex is no longer acting near the bed. This
is because it moves into the water column and is either carried away by
the flow and/or ripped apart by the strengthening offshore flow. In visual
observations of these figures it must be reminded that the velocity vectors
displayed are the phase-averaged velocity vectors and do not represent the
values used to directly calculate the swirling strength they are superimposed
over. Rather, the swirling strength was calculated at every time in the trial
and then phase-averaged. The phase-averaging process is to blame for the
muddled representation of the vortex rise into the water column during flow
reversal due to: 1) the intensity of the swirl decreases as it rises, 2) the vortex
will not rise to the same relative location during every wave, and 3) the bed is
migrating so the flow structures above the bed will also migrate accordingly.
Figure 4.14 displays offshore-directed flow phases of the resulting 2D
swirling strength. A coherent structure is seen being generated at each ripple
crest (panel b) and then pushed into the ripple trough and grows in strength
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Figure 4.13: Phase-averaged swirling strength during onshore flow. Top panel
is free-stream velocity as estimated by ADV located 80 cm above the bed.
a-f) Swirling strength at indicated time steps.
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Figure 4.14: Phase-averaged swirling strength during offshore flow. Top
panel is free-stream velocity as estimated by ADV located 80 cm above the
bed. a-f) Swirling strength at indicated time steps.
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during peak flow (panels c-e). The flow then begins to reverse (panel f) dur-
ing which time the coherent structures move out of the ripple trough and
into the water column.
The comparison of onshore and offshore flow reveal that the mechanisms
of coherent structure generation are the same and cyclical for the two flow
directions. The difference lies in the magnitude of the signal. The onshore
directed flow (counter-clockwise rotation) reveals high coherent structure ro-
tation rates than are witnessed during the offshore directed flow (clockwise
rotation). This observation agrees with the results of Earnshaw and Greated
(1998) and Nichols and Foster (2007).
• The strongest coherent structures develop during weakening onshore
directed flow in the ripple trough.
• Weakening offshore flow experiences a local peak in swirling strength
on the onshore side of the ripple trough.
4.3 Stress Decomposition
Estimating the bed shear stress over a mobile bed under oscillatory flow
conditions is not a trivial task, as no universally accepted method exists
(Nielsen, 1992). Typically, bed shear stress is determined based on the shear
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velocity u∗ which is calculated from the logarithmic boundary layer model.
However, this model does not hold true over a mobile bed due to the no-slip
condition at the boundary not being satisfied. The no-slip condition is the
fundamental assumption used in deriving the logarithmic boundary model.




Visual observations of the flow over the boundary provide evidence that a
no-slip condition is not present. In addition, a significant bed migration
signature is witnessed with each passing wave (this will be discussed in detail
in section 5.1). The logarithmic model does not explicitly require flow to be
steady, however it was found that in attempting to fit a logarithmic model
to the oscillatory flow the skill of the model was often very low. Thus, a
different approach must be considered. The skill of a model quantifies the
‘goodness’ of the model fit to the data, low skill means the model fit is very
poor, high skill means the model does a good job of representing the observed
conditions.
Development of a reliable stress estimate on a mobile sediment bed is
an important step towards predicting sediment transport. The following is
an attempt to use knowledge of the flow field immediately above the bed
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Figure 4.15: Schematic of spatial averaging domain. For each vertical lo-
cation along z, averaging is performed over the horizontal region occupied
by the fluid taken as the value of Lf as a function of z, and defined by the
distance between the vertically varying locations B1 and B2 which lay on the
interface between the sediment bed and the flow field. Lf is at a minimum
at the ripple trough, and increases up the ripple height until it reaches the
width Lo which equals the ripple wavelength, λ. The figure is borrowed from
Rodriguez-Abudo (2014).
to resolve the shear stress acting on the bed as a function of wave phase.
The method utilizes the Double-Averaged Navier Stokes (DANS) equation
to partition the velocity field. For an exhaustive mathematical development
see Rodriguez-Abudo and Foster (2014).
The resulting DANS equation is an approximation of stress acting near
the boundary. Qualitatively, the stress acting on the boundary is approxi-
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mated by partitioning the different terms contributing to momentum transfer
from the fluid to the sediment bed. This partitioning of stress is achieved by
decomposing the velocity field into its different flow components, described
by equations 1.3, and then phase averaged. The flow field must also be spa-
tially averaged so as not to lend more weight to the flow structure on a certain
part of the ripple, a conceptual diagram of which is shown in figure 4.15. For
this reason the following analysis was done over one ripple wavelength, from
ripple crest to subsequent ripple crest while tracking its migration over the
time series. That is, the bounds of the spatial averaging were determined
based on the instantaneous location of the ripple in the pixel image. The
stress acting on the boundary is quantitatively described by
τxz(z, t˜) = µ
∂ 〈u˜〉
∂z





which is equation 1.5, repeated here for convenience. These terms are defined
as follows: 1) µ∂〈u˜〉
∂z
: the viscous stresses, 2) −ρ 〈u˜〉 〈w˜〉: large scale wave
induced momentum transfer, 3)−ρ 〈u˜bw˜b〉: momentum transfer induced by




: phase varying Reynolds stress, also
described as the turbulent stresses. These terms are described as momentum
transfer, but due to their dimensional similarity to stress they will be treated
as such (Rodriguez-Abudo, 2014).
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measured by PIV and c)τxz profiles for w4 condition (H=30cm, T=4s). Hor-
izontal spatial average occurs over one ripple wavelength. Ripple crest and
trough vertical locations are indicated by the horizontal dashed black lines
in b and c.





and vertically and phase varying shear stress
〈τxz〉 at each phase of the wave over the vertical (z) domain of the PIV.
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Wave-induced stresses, −ρ 〈u˜〉 〈w˜〉, are of the highest order of magnitude of
the terms considered in the stress decomposition, as such this stress compo-
nent influences the behavior of τxz towards that of the free stream velocity.
At horizontal and vertical flow reversals (phases: 0, 90, 180, 270) there is a
deviation from the trend of the velocity profile which is owed to the wave
orbital motions. This observation agrees with observations made by Cole-
man and Nikora (2008) and Rodriguez-Abudo (2014). In the near-bed region
the total stress stays low, less than 1N/m2, with peak amplitudes occurring
during peak onshore flow into weakening onshore flow.
An order-of-magnitude analysis of the components of the stress (fig-
ure 4.17b-e) indicate that the viscous stresses have the smallest impact on
the total stress, and the wave-induced stress have the greatest. This obser-
vation agrees with the previous statement of the wave-induced contribution
























































































Figure 4.17: Stress partitioning of w4 condition (H=30cm, T=4s). a) Phase-
averaged free stream velocity measured by ADV, b) phase-averaged viscous





response to oscillatory flow
The goal of this effort is to evaluate ripple migration characteristics relative
to the local hydrodynamic forcing. The bed was dynamic with noticeable
ripple migrations occurring over several waves.
5.1 Ripple Tracking
The bed location was determined using the method described in section 3.2.
Following the method of Nichols and Foster (2009), the centroid of the pixel
intensity image was taken as the location of the bed. The centroid of the bed
was determined by averaging the pixel images over 3 time steps (1 second),
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centered around the image of interest. Due to the shorter averaging window
than that used by Nichols and Foster (2009), the methods of Rodriguez-
Abudo and Foster (2014) were employed. The bed centroid zc is used in
equation 3.2 to offset the true bed shape zbase in equation 3.3 to the appro-
priate vertical location (Rodriguez-Abudo and Foster, 2014).
The bed was resolved at a 3 Hz frequency. Visual inspection of the bed
showed short and long term responses. By inspection of the time varying
bed profile in figure 5.2d and 5.3d, two major signals can be detected: 1)
the ripple field migrates onshore, 2) the ripples display a cyclical trend that
follows that of the free-surface gravity wave form.
Ripple migration rates were estimated with the motion estimation pro-
cessor (MEP) of Roth and Katz (1995). The MEP method can be considered
an alternative to a cross-correlation method and has been shown by Perkovic
et al. (2007) to be particularly useful for tracking motion when the scale of
variation being tracked is on the scale of or larger than the viewing area.
In this case the cameras often captured less than 2 ripple wavelengths. The
MEP method is calculated at a range of spatial lags with symmetry around
zero, resulting in values ranging from 0 to 1, where 0 represents a very poor
likeness between the compared signals, and 1 represents a perfect match.
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where i is the spatial index, k is the temporal index, and zb(x, t) is the bed
elevation. Φ is the absolute difference between two signals, normalized by 2
times the k condition and subtracted from 1. The subtraction from 1 of the








where P is the amplitude of the model, xi is the applied horizontal spatial
offset and can be compared to xi of equation 5.1, and c is related to the
width of the Gaussian peak. ∆x is the centroid of the Gaussian model, used





where ∆t is the change in time dictated by the choice of k and k + 1 in
equation 5.1, and Cb(t) is the rippled migration rate.
This method produces net migrations from 0.36 to 0.60 cm/min during
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Figure 5.1: Bed state for w4 condition (H=30 cm, T=4 s). a) Amplitude of
MEP curve, Φ is the black line and the amplitude of the Gaussian fit G in red
(equation 5.2). The values are shown for different along-tank lag distances.
The centroid of the Gaussian fit (red line), ∆x, is used to determine the offset
applied to the initial bed in (b).
the w4 wave conditions, with maximum fluctuations between -5 cm/min
and +10 cm/min depending on the phase of the wave. A comparable field
deployment in 11 m water depth, d50 = 0.4 mm, λ = 50 cm, with similar
maximum horizontal velocities under regular waves witnessed Cb on the order
of 0.05 cm/min (Traykovski et al., 1999).
Two time steps ∆t were considered. First a bulk migration was calcu-
lated: tk was set to be the first wave-averaged profile, and tk+1 set to be
the last wave-averaged profile of the trial. The graphical representation of
64
this method is shown in figure 5.1, where a) shows the application of the
Gaussian model on the cross-shore lag distances used to develop Φ, the cen-
troid of which is applied to the initial bed state to displacement to the final
bed location in panel b. Visual observation of the offset indicates the MEP
process is producing a reliable displacement distance of the bed. Total on-
shore migration was determined to be 1.2 cm over the 30 waves of the w4
trial. Second, the intra-wave bed migration is estimated by considering every
resolved bed. The typical peak onshore directed migration rate during each
passing wave is 6 cm/min, offshore is 3 cm/min during the w4 condition.
The bimodal system exhibited periods of high suspension and mobility
during the higher flow conditions, with little to no bed mobility during low
flow conditions. This variability across flow conditions was also witnessed
in the gradient of regular wave conditions: w1 (H=10 cm, T=6 s) the bed
experienced no mobility, w2 (H=10 cm, T=8 s) the bed responded to the
passing waves but did not migrate onshore, and w3 (H=24 cm T=4 s), w4
(H=30 cm, T=4 s), and w5 (H=20 cm, T=8 s) all displaying both the cyclical
response and net onshore migration. Figures for all wave conditions can been
found in Appendix E.
Sediment plumes were periodically ejected into the water column from the
bed, obstructing the laser from reaching the sea floor resulting in times when
the bed could not be identified with high confidence. The white horizontal
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Figure 5.2: Time series of w4 condition (H=30cm, T=4s) a) U∞ b) amplitude
of Gaussian fit in equation 5.2, c) bulk ripple migration rate as estimated by
the procedure described in equation 5.1, and d) time stack of bed elevations.
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strips seen in panel d of figure 5.2 and 5.3 are examples of occasions when
the bed could not be reasonably located. This was more frequent in the b1
trial due to the higher energy of the wave system.
Figure 5.2c and 5.3c shows the cyclic ripple migration signature, resolved
from the MEP method applied over subsequent instantaneous bed profiles.
This signal agrees with the qualitative visual inspection of the bed migration.
A strong asymmetry in Cb(t) lends more energy to the positive (onshore-
directed) migration. Figure 5.4, the spectral analysis of the w4 condition,
reveals the peak energy in Cb and U∞ fall at the same frequency band, 0.25
Hz. The first harmonic at 0.5 Hz is also significant by inspection of the
coherence in panel b. Figure 5.4c, the phase angle between the two signals,
shows a 30o phase lead of Cb to U∞ at the incident band frequency and the
second harmonic, determined by taking the slope of the phase angle as the
phase lag (Bendat and Piersol, 2010).
The bulk migration (figure 5.1) was compared with the integration of
subsequent instantaneous migration rates through the trial (figure 5.2). The
error between these values did not exceed 5% for any trial. Three significant
findings of the bed analysis are:
• There exists a strong cyclical signature in the bed migration rate that
coincides with the surface gravity wave frequency and excursion ampli-
67
tude.
• The bulk ripple field migrates onshore at a steady rate.
• Bed forms maintain their shape as they migrate.
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Figure 5.3: Time series of b1 condition (H=12cm, T=3.7, 4.3s) a) U∞ b)
amplitude of Gaussian fit in equation 5.2, c) bulk ripple migration rate as
estimated by the procedure described in equation 5.1, and d) time stack of
bed elevations.
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Figure 5.4: a) Spectral analysis of U∞ as estimated by the ADV (solid line)
and estimation of Cb (dashed line) for the w4 (H=30cm, T=4s) wave condi-
tion. b) Squared coherence between U∞ and Cb, dashed line indicating 95%
significance level. c) Phase separation of U∞ and Cb vertical red lines indi-
cating 95% significance level, non-significant points shown as filled in dots.
Analysis performed with 6 DOF. 70
5.2 Incipient Motion Parameterization
The onset of sediment particle motion, referred to as incipient motion, results
from an imbalance of forces acting on the sediment grain. The disturbing
forces exceed those of the stabilizing forces, (e.g. gravity and inter-granular
friction) exciting the sediment grains into motion. Many attempts have been
made at parameterizing the onset of motion, the most notable being the








universally called the Shields parameter, where f2.5 is the wave friction factor
and is referred to as the grain roughness friction factor when r (equation 4.6)
is taken as 2.5d50, s is the sediment specific gravity (=2.65 for quartz sand)
and is a unit-less quantity, g is acceleration due to gravity, and d50 is the grain
diameter. The focus of this parameterization is on the horizontal velocity as
the major forcing mechanism. An alternative mechanism proposed by Sleath
(1994) considers the effects of the pressure gradient on incipient motion rel-





















Figure 5.5: Comparison of measures from a single wave. U∞ - black line, ∂u∂t -
blue line, θ - purple line, S - red line. The top panel presenting U and ∂u/∂t
is copied over from figure 4.9 for ease of comparison to sediment mobilization
parameters. Note: relative amplitudes are not to scale.
where p is pressure, ρs is sediment density, and ρ is water density. For the
case of linear free-surface gravity waves outside the boundary layer, ∂p
∂x
can






and will be periodic and 90o out of phase with the free stream velocity.
This form of the pressure gradient does not consider the effects of coherent
structures.
The expected trends of S and θ are presented in figure 5.5 in comparison
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to the free-stream velocity and horizontal acceleration. Not surprisingly, θ
follows a similar shape to that of the free-stream velocity, as it is directly
related to U∞. The stress formulation used to estimate the Shields parameter
does not consider the phase lead present in the boundary layer. The Sleath
parameter, S, follows that of the acceleration ∂u
∂t
and has a 90o phase shift
from the free stream horizontal velocity.
Foster et al. (2006) considered the combined effects of the shear stress
and pressure gradient with
∣∣∣∣− θd50hm − S(t)
∣∣∣∣ > KC(1 + α) (5.7)
where hm is the mobile bed thickness, K is the static coefficient of friction
(=0.24 for quartz sand) (Senetakis et al., 2013), C is the volumetric sediment
concentration in the bed (=0.64 for a compacted stationary bed) (Sleath,
1999), and α is a coefficient assumed to be zero (Frank et al., 2014). In
the present study plug flow never occurs, confirmed by the estimation of
the right-hand-side of equation 5.7 being 0.154, which is never exceeded by
the trial conditions. The right-hand-ride of equation 5.7 is not considered
further. In Frank et al. (2014) the left-hand-side of equation 5.7 is called Υ
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and presented alongside θ and S
|Υ| =
∣∣∣∣− θd50hm − S(t)
∣∣∣∣ (5.8)
with the value hm defined as the maximum thickness of the mobile layer in
Sleath (1999), the mobile bed thickness in Frank et al. (2014), and as the
block thickness in Foster et al. (2006). It is of particular importance as it
assigns the weight given to the Shields parameter. The resulting mobile bed
thickness is approximated using the method of Sleath (1994)




(ρs − ρ)g (5.10)
and Uo is the maximum free-stream velocity. The resulting mobile bed thick-
ness is 0.028 cm, which is greater than the median sand grain diameter, 0.022
cm. The weighting factor d50
hm
= 0.78 leads to a decreased influence of the
Shields parameter in equation 5.8.
The results of these three parameterizations, θ2.5, S and Υ, are presented
as phase-averaged signals in figure 5.6 in comparison to the phase-averaged















































Figure 5.6: Phase-averaged a) U∞ as estimated by the ADV b) Cb, migration
rate c) θ2.5, Shields parameter d) S, Sleath parameter and e) Υ, the dashed
red line indicates the threshold for plug flow. w4 conditions (H=30 cm, T=4
s).
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in equations 5.1 and 5.2. The horizontal dashed red lines represent motion
thresholds and are 0.05 for the Shields parameter, and 0.08 for the Sleath
parameter. The threshold for plug flow for the combined parameter, stated
previously to be 0.154, is indicated by the dashed red line on figure 5.6e.
Comparing the phase-averaged indicators of motion against the ripple mi-
gration signature (figure 5.6) it is seen that the bed experiences the highest
impulse of motion during strengthening onshore flow, it changes direction
to offshore directed migration at 120o and experiences an offshore maximum
below that of the onshore maximum at 240o, the ripple then crosses back into
onshore directed migration at approximately 320o. The onshore strengthen-
ing peak of the bed migration coincides with that of θ2.5, S exhibits a strong
negative slope, and Υ experiences an absolute maximum as well as a likeness
in shape for the onshore directed migration section. When the bed migration
changes direction, θ2.5 is moving into the region below the threshold line, S is
at the offshore maximum, and Υ is at a local minimum. At peak offshore di-
rected migration θ2.5 is strengthening offshore but has not yet hit maximum,
S is passing through zero in a positive gradient, Υ is experiencing a local
maximum. As the migration passes back through zero to onshore directed
migration θ2.5 is moving into the regime below the threshold of motion, S is
at its onshore maximum value, and Υ is experiencing a local minimum.
By inspection of equation 5.8, during strengthening flow high bed mobility
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is expected as the two parameters will combine, and during weakening flow
the bed will stabilize (Foster et al., 2006); suspended sediment will be allowed
to settle back to the bed. This assessment agrees with the comparison of
observed bed behavior with the combined parameter, Υ.
5.3 Bed Load Shear Stress
To further understand the potential forcing mechanisms leading to the ob-
served ripple migration characteristics an estimate of the required bed shear
stress was performed. The information on the ripple field shape and dy-
namics allowed for the estimation of volume of transported sediment over
the time series using the method described by Nielsen (1992). This method
requires that ripples migrate with a constant shape, which was observed in
this system by visual observation, shown in figure 5.1. This observation al-
lows for the conservation of sediment in the bed over time with the sediment







where n is the sediment porosity, assumed to be 0.7, zb is the bed elevation,
and Q is the sediment transport rate determined by carrying the appropriate
integrations
Q(x, t) = Q0 + nCb(t)[zb(x, t)− 〈zb(x, t¯)〉] (5.12)
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Cb(t) is the ripple migration rate described in section 5.1, zb(x, t) is the bed
elevation, and the mean bed elevation 〈zb(x, t¯)〉 removed to center the ripple
around zero elevation (the crests are positive elevation, the troughs are neg-
ative elevation). Q0 is an arbitrary constant of integration that comes out
of doing a spatial integration of the continuity equation, and is set to zero
based on the observation that all of the sediment in the ripple is transported
(Traykovski et al., 1999); there is no observable change in elevation of the
ripple. Nielsen (1992) describes this term as the rate of sediment transport
through the elevation zb(x, t) − 〈zb(x, t¯)〉 = 0, which supports the simplifi-
cation of the equation for this data set. This formulation of Q(x, t) is then
used in the Meyer-Peter Mu¨ller bed shear stress formulation





where ρ is the density of water, s is the sediment’s specific gravity, g is gravity
and AMPM is a constant set to be 10 Rodriguez-Abudo et al. (2013).
Figure 5.7 b and c shows that τMPM is correlated with the bulk migration
rate of the ripple Cb with a correlation coefficient of 0.98 between the two
signals. In equation 5.13 the value of Q changes with space, and is maximum
over the ripple crest and minimum over the ripple trough when Cb is positive



































Figure 5.7: Phase-averaged w4 wave conditions (H=30 cm, T=4 s). a) Free-
stream horizontal velocity measured by ADV, b) bed shear stress, τMPM(t˜)
shown in black, τb(t˜) described by equation 5.15 in red, and τ2.5(t˜) is blue
does not reach the same maximum magnitude. This suggests that the onshore
forcing are stronger than the offshore forcing, leading to the mean onshore
migration of the ripple field with the observed ripple crest oscillations (seen
in panel d of figures 5.2 and 5.3) attributed to the offshore local maximum.
The bed load shear stress is compared with two other estimates of shear
stress 1) the stress as used in the estimate of θ2.5 is shown in blue, 2) shear
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induced by idealized linear waves of 30 cm height with a 4 s period shown
by the red line. The shear stress used in the θ2.5 estimation is found by
rearranging equation 5.4
τ(z = 2.5d50, t) = τ2.5(t) = ρθ2.5(s− 1)gd50 (5.14)
The bed shear stress can be estimated based on an idealized oscillatory free
stream signature Aωeiωt, using Nielsen (1992) formulation








where ω is the wave radian frequency, τb(t) is offset by 45
o from the free
stream velocity by the pi/4 term in the exponential. A is the orbital excursion







and where the elevation z is taken to be zero, fw, the wave friction factor, is








this form of the wave friction factor is used for small values of ( r
A
), which is
0.0027 for the w4 wave condition (Nielsen, 1992), (Swart, 1974). This value
is small due to r depending on the grain size, which is 0.022 cm used in the
estimated of the bed roughness r = 2.5d50.
The amplitude of the estimated bed shear stress based on the Meyer-
Peter Mu¨ller method compares well with the theoretical and τ2.5(t˜). There
is a discrepancy as to the timing of the peak forcing. The theoretical bed
shear stress is shifted 45o on the free stream velocity. A calculated phase
shift of 30o is witnessed between the free stream velocity and τMPM(t˜). The
shear stress estimated with the Shields parameter matches the free stream
velocity in that it changes signs at the same time. τMPM(t˜) has the same
phase lead experienced by the bed migration signature, the theoretical shear
stress displays a similar phase lead, crossing from offshore to onshore at the
same phase.
5.4 Comparison of boundary response to flow
dynamics
In the previous sections a number of parameters and measures of the flow field





















































Figure 5.8: Phase-averaged w4 wave conditions (H=30 cm, T=4 s). a) Free-
stream horizontal velocity U∞, b) ripple migration rate Cb(t˜), c) spatially-




, d) bed shear stress τMPM(t˜) and〈
τxz,rip(t˜)
〉
for the w4 condition (H=30cm, T=4s).82
develop a hypothesis for the dominant mechanisms driving the bed migration
signature: 1) horizontal free stream velocity U∞, 2) bed migration Cb 3)





, and 5) shear stress estimated by the Meyer-Peter Mu¨ller
method of bed transport τMPM . Figure 5.8 is a phase average comparison
of these five terms, where swirling strength was spatially averaged over the
whole horizontal (x) domain, and vertically from the ripple trough to one
ripple height above the ripple crest. All terms show a cyclical nature, the
caveat is in where in the phase each signal peaks with respect to each other.
The bed experiences the highest impulse of motion during strengthening
onshore flow during which
• 〈λci(t˜)〉 strengthens and peaks at the same time as U∞,
• 〈τxz,rip(t˜)〉 strengthens and peaks before U∞, Cb, and 〈λci(t˜)〉, and




reach peak onshore values,
• τMPM(t˜) increases with the strengthening onshore flow and peaks at
the same time as Cb as expected.
The bed migration Cb changes direction to offshore directed migration at
120o, while
• 〈λci(t˜)〉 begins to fall off of its peak value changing direction at the
same time as U∞,
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• 〈τxz,rip(t˜)〉 and τMPM(t˜) change direction at the same time as Cb, and





The bed migration then experiences an offshore maximum at 240o, as
• 〈λci(t˜)〉 is strengthening offshore until its offshore peak value at 300o,
• 〈τxz,rip(t˜)〉 is directed offshore,
• τMPM(t˜) experiences its offshore maximum at the same time as Cb and
leads the U∞ offshore maximum.
The ripple then crosses back into onshore directed migration at approxi-
mately 320o, during which
• 〈λci(t˜)〉 is directed offshore until it turns back to onshore at the instant
as the U∞,
• 〈τxz,rip(t˜)〉 and τMPM(t˜) pass back through zero to onshore at the same
time as Cb, all leading U∞ change to onshore.
The ripple migration rate Cb(t˜) and the bed shear stress resolved from
the velocity field, τxz,rip(t˜), show a notable similarity in the phase averaged




and τMPM(t˜) compare well. These results are comparable to the results of
Rodriguez-Abudo and Foster (2014) of the same calculations. The notable
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difference between experiments is the scaling of sediment, Rodriguez-Abudo
and Foster (2014) used large sediments with low density, while the current
study utilized natural quartz sediments.
The space-averaged swirling strength signal provides a sense of when there
are a lot of coherent structures or strong coherent structures present in the
near-bed region, but does not provide the important details of where on
the bed the coherent structure is acting. The location provides important
information as to how much effect the coherent structure is having on the bed:
is it staying in one location and growing in strength or is it in the process of
rising into the water column? Another important piece of information we get
from the spatial analysis of the coherent structure location is validating the
artificially applied direction of rotation. If the coherent structure is acting on
the offshore slope of a ripple crest, the rotation is likely clockwise (negative,
offshore). If it is acting on the onshore slope of the ripple crest, the rotation
is likely counter-clockwise (positive, onshore).
In figure 5.9 (the onshore-directed phase average), the onset of coherent
structure formation (panel b and c) coincides with the peak of ripple migra-
tion. When the flow transitions to onshore weakening, the coherent structure
stays in the ripple trough, no longer affecting ripple migration, which set-
tles to near zero values. The ripple migration signature begins to increase
in magnitude in the offshore direction, just ahead of offshore strengthening
85
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Figure 5.9: (a-f) Onshore directed phase averaged swirling strength, in-
creased values indicated by darker colors, overlaid by velocity field (black
vectors). The top three panels are sampled from figure 5.8, displayed here
for ease of comparison.
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flow. The bed response leading that of the free-stream can be attributed
to the behavior of oscillatory boundary layers leading the free stream in the
near-boundary region during flow reversal.
As the flow reverses (figure 5.10) the bed begins to respond to the effects
of the offshore strengthening flow, coherent structures can be seen developing
(panel b-c) and settling into the onshore side of the ripple trough (panel d-e),
and then being ejected into the water column as the flow begins to reverse
(panel f). The offshore ripple migration signature peaks during coherent
structure generation, settles back to zero when the coherent structure is
sitting in the ripple trough. Once again, we see the migration rate of the bed
leading that of the free-stream velocity during flow reversal.
A notable difference is seen between the onshore (figure 5.9) and offshore
(figure 5.10) coherent structure swirling rates: the onshore-directed rotation
exhibits higher intensities, where the offshore-directed rotation rate is much
lower, which was also observed by Earnshaw and Greated (1998) as well as
Nichols and Foster (2007).
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Figure 5.10: (a-f) Offshore directed phase averaged swirling strength, in-
creased values indicated by darker colors, overlaid by velocity field (black
vectors). The top panels are sampled from figure 5.8, displayed here for ease
of comparison.
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The phase-averaging for the the bimodal wave forms required a different
method than a simple ensemble of the time series. The signal of interest was
sorted by the corresponding values of velocity and acceleration. All of the
values within a temporal region of similar U∞ and ∂u∂t , were collected and
divided by the total count, creating a phase-space-average. This allows for
an ease of identifying the regularity of the signals of interest. The results
of this procedure are shown in figure 5.11. For each panel of the figure, we
read clock-wise from the top right quadrant: strengthening onshore flow,
weakening onshore flow, strengthening offshore flow, and weakening offshore
flow.
The swirling strength (panel a) displays the highest values of rotation
at the onshore weakening, and offshore weakening flow conditions. This
agrees with the trends seen in the regular waves. The shear stress signal
(panel c) displays the bed shear stress estimated by the Meyer-Peter Mu¨ller
method, the values of which fall within the same range as those seen in the
w4 condition. The corresponding ripple migration rates are shown in panel
d. The migration signature shows a peak just before peak onshore flow, and
a lower magnitude peak just before peak offshore flow. This also agrees with
the ripple migration signature seen in the regular waves (w4).
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Figure 5.11: Phase space average of b1 conditions (H=12cm, T=3.7, 4.3s).
a) swirling strength λci, b) histogram of bin spacing phase average. Higher
intensity indicates more instances of specified flow conditions. c) bed shear




A field-scale laboratory study was performed with regular skewed waves and
bimodal waves. PIV was used to resolve the 2D flow field immediately above
the mobile sediment boundary while simultaneously capturing the profile
of the rippled bed. The flow field displayed typical characteristics of the
turbulent wave bottom boundary layer, with a clear velocity defect at peak
flow, and near-bed phase lead of the horizontal velocity, most notable during
flow reversal. Significant spatial variability in the flow dynamics was observed
over the wavelength of the ripple, with coherent structures providing major
contributions to the near-bed flow structure. The oscillatory flow above the
ripple crest experienced higher near-bed velocity than that of the trough,
where the lowest elevation velocities stayed closer to zero.
Distinct and repeatable coherent structures were generated with each
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passing wave in the trough of the ripples and reached maximum swirling
rates of 6 Hz during onshore-directed flow, and 3 Hz during offshore-directed
flow. The coherent structures were ejected into the water column during flow
reversal and were no longer in view of the PIV window by the first realization
during the subsequent strengthening flow. Higher intensity onshore coherent
structures in asymmetric waves were also reported by Nichols and Foster
(2007) and van der Werf et al. (2007).
Ripples maintained their shape (size and steepness) over the length of
the trials. Ripple migration was resolved using the motion estimator process
developed by Roth and Katz (1995). The resulting time series of ripple mi-
gration rates revealed two dominant trends. First, the bed responded in a
cyclical manner to each passing wave. The b1 conditions experienced instan-
taneous migration rates on the order of 30 cm/min, whereas the w4 condition
did not exceed 9 cm/min. Second, the bed experienced a net onshore migra-
tion, with magnitudes of 0.6 cm/min in the w4 condition and 0.2 cm/min
in the b1 conditions. The phase-averaged migration rate was compared with
three parameters of incipient motion, of which the combined parameter Υ
did the best job of predicting peak mobility and direction change. It exhibits
local maximums at the same phase when the bed experiences peak onshore
migration and peak offshore migration. Local minimums are seen in Υ when
the bed migration passed through zero migration. This relationship may be
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attributed to the coherent structure contribution to bed migration having
the same phase shift as that of the linear estimate of the horizontal pressure
gradient since the near-bed pressure variability induced by the presence of
coherent structures is not considered in the parametrization.
The ripple migration signature leads that of the free-stream velocity by
15o and may be attributed to the near-bed phase lead of the oscillatory
boundary layer (van der Werf et al., 2007). The onset of coherent struc-
ture generation coincided with peak ripple migration, both of which led the
peak horizontal velocity by 15o. Bed migration leads the spatially averaged
swirling strength; as such it is not a good indicator of the coherent structure’s
influence on the bed. Rather, the bed migration signature seems to depend
on the location of the coherent structures along the ripple wavelength as well
as the local intensity of the coherent structure. The peak spatial-averaged
coherent structure swirling strength is coincident with peak free-stream flow
conditions.
Four values of bed shear stress were calculated in an attempt to iden-
tify a relationship between the bed migration rate and the relevant forcing
mechanisms. Two of these values showed a robust relationship and detailed
development: 1) the instantaneous response of the bed to the fluid forcing
was used in the Meyer-Peter Mu¨ller method, and 2) the flow conditions at
the bed were used in the double averaged flow field to determine τxz,rip. The
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other two bed shear stress estimates (τb, τ2.5) did not consider the shape of
the bed or the near-bed flow conditions and were observed to have signifi-
cant phase shifts from the bed migration signature and the two previously
stated estimates of bed shear stress. The Meyer-Peter Mu¨ller method was
used to estimate the shear stress required to move the volume of sediment
observed. This calculation assumes bed migration is purely bed load trans-
port. The second bed shear stress estimate was obtained by double averaging
the velocity field and considering the different scales of stress, from viscous
at the smallest, to wave-induced stress at the largest. The results of these
two calculations were of the same order of magnitude and displayed a similar
phase-averaged trend, which was witnessed by Rodriguez-Abudo and Foster
(2014). Both signals cross from onshore weakening to offshore strengthening
at 120o and exhibited similar phase-averaged signals to that of the bed mi-
gration rate. From this observation it can be said that both are reliable bed
shear stress estimates.
The results of this work can be used to provide sediment transport, bed-
load transport, and erosion models with more accurate near-bed forcing
mechanisms over rippled sediment beds experiencing oscillatory-dominated
flow conditions. These tightly constrained laboratory conditions can be com-
pared to natural conditions when looking at a wave dominated beach. The
net ripple migration rate can be used to determine the volume of sediment
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accumulation on barred beaches. The bed shear stress approximation devel-
oped by double averaging the velocity field can be applied to studies looking
into nutrient resuspension in oscillatory driven flow conditions, similar to
what was done in unidirectional flow conditions in Wengrove et al. (2015).
The commensurate response of τMPM with that of τxz,rip indicates that the
double averaging method to develop bed shear stress translates well to field-
scale conditions, longer periods, and natural sediments, than those tested in
Rodriguez-Abudo and Foster (2014). The detailed analysis of the near-bed
fluid forcing mechanisms driving the ripple dynamics can be applied to more
of the wave conditions tested in the laboratory experiment and extended to
higher energy conditions, such as tsunami waves. More time needs to be in-
vested to extend the double averaging method to non-regular wave conditions
as the phase-averaging component limits its applicability to field conditions




An important aspect of PIV image processing is to properly mask out regions
of the image that do not represent the flow field. In this data set the target
of the masking procedure is the mobile rippled bed. In order to develop a
dynamic mask the ripple profile was resolved in an averaged image. The
averaging was performed over 3 images prior to and 3 images after the image
of interest. This wide averaging window is necessary in order to eliminate
the effects of sediment plumes that are ejected from the bed during coherent
structure generation and high flow conditions. At the beginning and end of
the time series the closest (in time) profile was used to produce the mask.
The bed finding procedure is outlined in section 3.2. Once the bed elevation
was found, the profile was offset in the positive vertical direction by 3 mm.
All pixels below that elevation were set to 0 pixel intensity. Figure A.1a
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shows a pixel image with the resulting bed from the bed finding procedure,
and in figure A.1b, that bed profile has been offset vertically by 3 mm and

















Figure A.1: a) pixel image with resolved bed profile in red, b) masked pixel




One of the caveats of this data set is the mismatch of pixel image resolution
and scatter particle size. The image resolution is very fine, 240 pixels exist
in 1 cm. Seen in figure B.1a, the scatter particle exists in 20x20 pixels as
the warmer colors in the center of the plot, the background is blue. Recall
that the interrogation window size was 32x32 pixels, reduced to 16x16 pixels.
With these settings, the cross-correlation algorithm cannot properly resolve
to the flow field. Thus, the pixel images were coarsened, the number of pixels
was reduced by a factor of four, the result of which is displayed in figure B.1b.
It is clear that the scatter particle to pixel ratio is much more reasonable for
the desired interrogation window size. The same scatter particle now exists





























Figure B.1: a) Raw pixel image, zoomed in on one scatter particle shown by
warmer colors (background is blue, b) pixel image coarsened in resolution by




There are a number of image pre-processing parameters that need to be
determined before a full PIV analysis can be performed. The parameters
that became important in the processing of this data were: 1) rescaling
of the pixel image resolution, 2) interrogation window size, 3) and image
sharpening. The following plots display the results of this analysis. Each
group of plots is either processed as having been sharpened or not sharpened,
and has been taken for the top half or bottom half of the camera viewing
area. This dividing of the image was done due to the angled orientation of
the cameras, resulting in out of focus scatterers far from the bed.
Goodness of data was determined by calculating 1) the root-mean-square
error of the resulting velocity vectors, 2) the percentage of bad points based
on the Pkh and SNR thresholds, 3) the median SNR value, and 4) the me-
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dian Pkh value. Three interrogation window sizes were considered: 32x32 to
16x16, 64x64 to 32x32, and 128x64 to 64x32. The pixel image rescaling pa-
rameter identifies the number of pixels in each direction to be averaged over,
the values tested were 1 (no re-scaling), 4, 5, 6, 8. The sensitivity analysis
was performed on the w4 condition data set presented throughout this thesis.
The sensitivity analysis was performed with the mean pixel intensity image
removed from all time steps, this pre-processing procedure was not used in
the final processing scheme as it created a large region of unresolved velocity
vectors in the near bed region where the mean image’s mask was applied.
Another benefit of not removing the mean image that was unexpected was
the higher reliability of outputted velocity vectors. Mean image removal is
suggested by the literature for images with high intensity reflections. Since
the images are dark this consideration was not an issue.
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Sharpened; bottom of window


















































Figure C.1: Sensitivity analysis for the bottom half of the camera viewing
area with image sharpening.
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Sharpened; top of window


















































Figure C.2: Sensitivity analysis for the top half of the camera viewing area
with image sharpening.
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No Sharpening; bottom of window

















































Figure C.3: Sensitivity analysis for the bottom half of the camera viewing
area with image without sharpening.
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No sharpening; top of window


















































Figure C.4: Sensitivity analysis for the top half of the camera viewing area




A sample tsunami with a wave height of 50 cm is displayed in figure D.1.
The free-stream velocity has a sharp increase from zero as the wave passes,
reaching a maximum value of 120 cm/s. The near-bed velocity measured
by the PIV resolved a maximum horizontal velocity of 100 cm/s. The PIV
vectors were resolved with a 32x32 interrogation window reduced to 16x16
with a 1/4 pixel coarsening factor pre-applied to the pixel windows. The
vertical velocity measured near the bed has a maximum of 6 cm/s, and a
high negative velocity after the tsunami passes of -11 cm/s (vertical velocity
is + upwards, - down). The bed elevation, in the bottom most panel of the
figure, shows a 1) single ripple wavelength before the solitary wave, 2) large
amount of sediment suspension during the wave and immediately after when
the vertical velocity is experiencing large negative values while the sediments
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are settling back to the bed, and 3) after the tsunami the bed has a lower
ripple height than before the passing of the wave, but shows the same general
shape with a ripple crest in onshore of the viewing area and trough in the
offshore side of the viewing area.
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Figure D.1: Sample of 50 cm tsuanmi. a) Free-stream horizontal velocity. b)
Horizontal velocity measured by PIV spatially averaged over entire horizontal
domain. c) Vertical velocity measured by PIV spatially averaged over entire
horizontal domain. d) Resolved bed elevation, deep red locations are times




The following figures present the analysis of the ripple migration character-
istics for all of the wave conditions outlined in table 2.1. Three figures are
presented for each wave condition 1) the net migration over the trial (i.e.
difference between initial bed state and final bed state), 2) the instantaneous
bed state for each time step of the trial, and 3) the wave averaged bed state.
The w1 wave condition (H=10 cm, T=6 s) is not presented for situations 2
and 3 as no bed migration occurred. Three trials are presented for the w4
wave conditions. All wave conditions show similar trends, with net onshore
migration with the cyclical signature during each passing wave, minus the
w1 condition.
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Figure E.1: w4 conditions trial 1 a) graphical representation of MEP calcu-
lation, b) Net migration of bed form over trial duration
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Figure E.2: w4 conditions trial 1 a) free stream velocity as measured by
ADV, b) MEP peak c) instantaneous migration rate Cb, d) instantaneous
bed form profiles.
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Figure E.3: w4 conditions trial 1 a) free stream velocity as measured by
ADV, b) MEP peak c) wave averaged migration rate Cb, d) wave averaged
bed form profiles.
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Figure E.4: w4 conditions trial 2 a) graphical representation of MEP calcu-
lation, b) Net migration of bed form over trial duration
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Figure E.5: w4 conditions trial 2 a) free stream velocity as measured by
ADV, b) MEP peak c) instantaneous migration rate Cb, d) instantaneous
bed form profiles.
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Figure E.6: w4 conditions trial 2 a) free stream velocity as measured by
ADV, b) MEP peak c) wave averaged migration rate Cb, d) wave averaged
bed form profiles.
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Figure E.7: w4 conditions trial 3 a) graphical representation of MEP calcu-
lation, b) Net migration of bed form over trial duration
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Figure E.8: w4 conditions trial 3 a) free stream velocity as measured by
ADV, b) MEP peak c) instantaneous migration rate Cb, d) instantaneous
bed form profiles.
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Figure E.9: w4 conditions trial 3 a) free stream velocity as measured by
ADV, b) MEP peak c) wave averaged migration rate Cb, d) wave averaged
bed form profiles.
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Figure E.10: w1 conditions a) graphical representation of MEP calculation,
b) Net migration of bed form over trial duration
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Figure E.11: w2 conditions a) graphical representation of MEP calculation,
b) Net migration of bed form over trial duration
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Figure E.12: w2 conditions a) free stream velocity as measured by ADV,
b) MEP peak c) instantaneous migration rate Cb, d)instantaneous bed form
profiles.
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Figure E.13: w2 conditions a) free stream velocity as measured by ADV, b)
MEP peak c) wave averaged migration rate Cb, d) wave averaged bed form
profiles.
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Figure E.14: w3 conditions a) graphical representation of MEP calculation,
b) Net migration of bed form over trial duration
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Figure E.15: w3 conditions a) free stream velocity as measured by ADV, b)
MEP peak c) instantaneous migration rate Cb, d) instantaneous bed form
profiles.
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Figure E.16: w3 conditions a) free stream velocity as measured by ADV, b)
MEP peak c) wave averaged migration rate Cb, d) wave averaged bed form
profiles.
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Figure E.17: w5 conditions a) graphical representation of MEP calculation,
b) Net migration of bed form over trial duration
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Figure E.18: w5 conditions a) free stream velocity as measured by ADV, b)
MEP peak c) instantaneous migration rate Cb, d) instantaneous bed form
profiles.
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Figure E.19: w5 conditions a) free stream velocity as measured by ADV, b)
MEP peak c) wave averaged migration rate Cb, d) wave averaged bed form
profiles.
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Figure E.20: b1 conditions a) graphical representation of MEP calculation,
b) Net migration of bed form over trial duration
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Figure E.21: b1 conditions a) free stream velocity as measured by ADV, b)
MEP peak c) instantaneous migration rate Cb, d) instantaneous bed form
profiles.
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Figure E.22: b1 conditions a) free stream velocity as measured by ADV, b)





The following figures display the characteristics of the flow field that were
used to determine the reliability of the data sets. Snapshots of the filtered
phase averaged flow field are presented for two time steps during strengthen-
ing onshore flow, labeled a and b. The phase averaged free stream velocity
signature is compared to the ADV record, as well as a 60 second sample of
the free stream horizontal velocity. The RMS, mean, and ensemble averaged
Pkh and SNR are presented. The w2 wave conditions trial (H=10 cm, T=8
s) provided very poor velocity results, this was due to the images being very
dark as well as a potentially incorrect dt setting during image acquisition.
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Figure F.1: velocity QAQC for w4 wave conditions (trial 1) H=30cm, T= 4s
133
Figure F.2: velocity QAQC for w4 wave conditions (trial 2) H=30cm, T= 4s
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Figure F.3: velocity QAQC for w4 wave conditions (trial 3) H=30cm, T= 4s
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Figure F.4: velocity QAQC for w1 wave conditions; H=10 cm, T= 6 s
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Figure F.5: velocity QAQC for w2 wave conditions; H=10 cm, T= 8 s
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Figure F.6: velocity QAQC for w3 wave conditions; H=25 cm, T= 4s
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Figure F.7: velocity QAQC for w5 wave conditions; H=20 cm, T= 8 s
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