Analyses are presented of 84 quarterly observations 1/85-4/05 on two U.S. index numbers of nominal prices often employed to measure inflation. Analyses are designed to answer two key questions of interest to macroeconomists. Is inflation stationary (I(0)) or stochastically non-stationary (I(1))? If it is I(1), is it scalar or multivariate? Both measures of inflation are found clearly to be I(1) and, for these measures, inflation is found clearly to be scalar. The paper also illustrates univariate analysis procedures (and report standards) considered to be more effective and convincing than those found in the existing literature on inflation measures.
Introduction
Time series analyses are presented of the 84 quarterly observations 1/85-4/05 on two U.S. index numbers of nominal prices often employed to measure inflation. These analyses are designed to answer two key questions on recent U.S. inflation experience. First, is processes and, as far as these two measures are concerned, inflation is found very clearly to be scalar.
Besides these contributions to the study of U.S. inflation, the paper contributes an illustration of a set of practical univariate time-series analysis procedures (and standards for reporting), considered by the author to be substantially more effective and convincing than those found in the existing applied time-series econometrics literature on measures of inflation and the general level of nominal prices.
One of the variables studied is the implicit deflator for Gross Domestic Product (GDP), divided by 100, designated P . It is the ratio of nominal GDP divided by real GDP, official data for which were downloaded from the web site of the Bureau of Economic Analysis (U.S. Commerce Dept.). This variable is seasonally adjusted, since both numerator and denominator are officially seasonally adjusted. The second variable is the Consumer Price Index for All Urban Consumers: All Items, originally monthly and not seasonally adjusted, numbers for which were downloaded from the Federal Reserve Economic Data web site, though the series is originally produced by the Bureau of Labor Statistics (U.S. Dept. of Labor). This monthly series is aggregated to quarterly by taking the simple geometric mean of monthly values for each quarter, and is designated PC . A detailed Statistical Data Appendix is available on request from the author.
Each of P and PC is an index number of nominal prices. Each implies a measure of inflation, ln P ∇ and ln PC ∇ respectively, where "ln" represents the natural logarithm, and 
− , is found. That is, the stochastically non-stationary components of the two inflation measures are seen to be common, so that inflation, as measured by these two alternative statistics, is scalar, not bivariate.
It is remarkable that there is still apparently considerable debate among economists about the order of integration of inflation in the U.S., since the rate of inflation is one of the most frequently analyzed macroeconomic variables and the U.S. economy is the most researched economy in the world. Nevertheless, prominent research economists do reveal a surprisingly wide variety of beliefs on this matter.
A common assumption in theoretical work in macroeconomics is that the rate of inflation follows an ( ) 0 I process; i.e. the effects of innovations in it are transitory. For example, Clarida et al. (1999) appear to make this assumption, since they propose a model in which the inflation rate is expressed as deviations from its long-run level; see p. 1665. Such a long-run level does not exist unless inflation follows an ( ) 0 I process. Furthermore, there are empirical studies, such as Clarida et al. (2000) , in which it is explicitly assumed, without data analysis to justify it, that inflation follows an ( )
process. The empirical results of the present paper strongly indicate that the ( ) 0 I specification for inflation in the contemporary U.S. economy is false, which calls into question all conclusions of either of the cited papers, as well as of many others not cited that use the same erroneous specification. Nelson and Plosser (1982) had a major impact on the applied econometrics literature and originated a debate, still apparently open today, about the order of integration of macroeconomic time series, including the rate of inflation. Many authors analyzed the same data as if it were somehow paradigmatic, but with widely differing results. That data was very old even at the time, running from the late 19 th century until 1970. It is of questionable quality, at least for the years before 1929, when the official statistical system was much more primitive. This data is also characterized by massive anomalous incidents associated with the Two World Wars, the Great Crash of 1929 and the Great Depression, and it was probably affected by price controls at times. At least one author, Perron (1989) , appears to find evidence in this data that the general level of nominal prices follows an ( ) 0 I process (around a linear deterministic trend), though this author appears later to have changed opinion.
Several authors, e.g. Andreou and Spanos (2003) , Nelson and Plosser (1982) , Perron (1997) , Rose (1988) and Zivot and Andrews (1992) , appear to find evidence in this data that the general level of nominal prices follows an ( )
process, which implies that inflation follows an ( )
process. And there is at least one author, Rudebusch (1992) , who appears to find evidence in this same data to the effect that one cannot discriminate between the hypotheses ( ) . Ng and Perron (2001) is a theoretical paper and only presents empirical results, for the GNP deflators of the G7 countries, to illustrate how easy it is to apply their new statistical methods. They find 1 d = for the inflation rate calculated with the quarterly U.S. Gross National Product (GNP) deflator for 2/62-2/97, but they make no claim to relevance for their empirical results. Henry and Shields (2004) treat quarterly CPI data for 1/60-4/01. This paper is mainly interested in the possible non-linearity of the processes underlying the data, but does not find non-linearity for the U.S.: it concludes that U.S. inflation follows an ( )
process.
There are authors, primarily interested in matters pertaining to the dependence of nominal interest rates on inflation, who have published empirical results on the order of integration of different measures of inflation. Rose (1988) finds several inflation measures to follow ( )
processes, though each of Evans and Lewis (1995) , Crowder and Hoffman (1996) and Crowder and Wohar (1999) finds inflation to follow an ( )
The problem with all four papers is that the evidence offered on the order of integration of inflation is extremely slight, probably because this is not the central issue they are considering. These articles will thus be ignored in the rest of this paper.
The present author, in Vicente (2005) , analyzed both annual and quarterly data for both ln P and ln PC , in the period 1959-1999 and in various sub-samples, finding very
clearly that both inflation rates follow ( )
processes, both in the overall sample and in the sub-samples. Clear changes in structure were detected between the period after that of the Federal Reserve's so-called "New Operating Procedures", which ended roughly with 3/82, and both the period before those procedures were begun (3/79), and the period when the procedures were in force. The main change detected is a large reduction in variance in both variables after 3/82. The present paper is an extension of that work, considering a period well after the end of the New Operating Procedures.
As far as the present author is aware, only the doctoral theses by Valbuena (2002) and Vicente (2005) have previously posed the second question, of whether inflation is scalar or multidimensional. Valbuena analyzes the implicit deflators for each of the thirteen aggregate components of expenditure and production, and for GDP, with annual data for the Spanish economy in 1964-1996, finding that these series follow ( )
processes with a very few exceptions. She also analyzes the ratios of each component deflator to the GDP deflator and finds that these follow ( )
processes, thus finding that inflation is scalar in that case also.
In Vicente (2005) annual and quarterly data for ( ) ln P PC are analyzed for the sample 1959-1999 and various sub-samples, and ( ) ln P PC is shown to follow an ( ) 1 I process which, together with the finding that ln P and ln PC follow ( )
processes, implies that inflation is scalar.
The contents of the remaining sections of this paper are as follows. Section 2 presents the time-series analysis tools used in the present work and compares them critically with those characterizing the other empirical studies cited. Sections 3, 4 and 5 present reports of the univariate analyses respectively of ln P , ln PC and ( ) ln P PC . Section 6 concludes.
Methods of time series analysis
The time-series analysis methods employed in this paper are an extended version of those introduced in the 1 st edition of Box, Jenkins and Reinsel (1994) some 36 years ago.
This section is meant to define them.
Also in this section, the tools and methods used in other empirical studies of measures of the U.S. general level of nominal prices or rate of inflation, are analyzed critically with reference to the tools and methods employed in this paper. The studies considered are:
Andreou and Spanos (2003), Culver and Papell (1997) , Henry and Shields (2004) , Lee and Wu (2001) , Nelson and Plosser (1982) , Ng and Perron (2001) , Perron (1989) , Perron (1997) , Rudebusch (1992) and Zivot and Andrews (1992) . They are representative of the empirical literature related to this research, recently published or frequently cited, and published in prestigious professional journals. No comments on the tools and methods employed by Valbuena (2002) are made, because they are mostly the same as those of this paper.
The section is divided into subsections, 2.1 on representation and 2.2 on model-building.
Representation
By representation is meant the general mathematical form of the parametric models within which one chooses a member to describe a particular time series. Note that the ARMA(p,q) model form is used in this paper, though most of the existing empirical literature employs pure AR(p) forms. The ARMA form is preferred, because: (1) it allows a more parsimonious representation than the pure AR form for many time series that occur in practice, and it should never yield a less parsimonious form, and (2) over-differencing implies the presence of non-invertible MA(1) factors, so that the use of MA forms, together with AR, helps one detect over-differencing. All papers cited in the second paragraph of this section ignore MA structure, except Culver and Papell (1997) and Henry and Shields (2004) . This is surprising, given that one of the main reasons for using MA(1) structure is that it helps clarify the order of integration, the central objective of all of these papers.
The time series P is officially seasonally adjusted but, as seen in section 3, contains a deterministic seasonal mean. The time series PC is not officially seasonally adjusted, but the data analysis of section 4 detects a deterministic seasonal mean in an over-fitting diagnostic exercise. In both cases, it is worthwhile to check for the possibility that the seasonal mean is stochastic rather than deterministic. This is done only in otherwise apparently statistically adequate models. At 1 f = , remove the cosine and sine terms of the deterministic specification, add the homogeneously non-stationary operator ( ) for this approach to seasonal mean were presented in Gallego (1995) and Gallego and Treadway (1996) . The assumption of this representation seriously undermines all studies using the DF or ADF statistics when even the simplest deterministic terms are included.
Model-building
The data analysis of this paper employs a conscious iterative process, beginning simple and gradually complicating the model to adequately describe the data in statistical terms, with as few parameters as possible. This process involves five stages: (1) initial specification, based on the data, (2) efficient estimation by Exact Unconditional Maximum Likelihood, (3) statistical diagnosis, based on the data, (4) reformulation, when the model is found to be inadequate at stage 3, and (5) use of the model, for hypothesis testing e.g., when the model is found to be adequate at stage 3.
In most of the existing applied time-series econometrics literature, including all of the papers cited at the beginning of this section, little attention seems to be paid to the data. The model-building activity is not a process at all, and certainly not a process revealed in publication, but is limited to an exercise in estimation, with model-selection reduced to the application of a few formal statistical hypothesis tests. This description is not entirely fair for the Andreou and Spanos (2003) paper, because these authors do employ a certain iterative process in their attempt to achieve statistical adequacy, though it still seems that they pay insufficient attention to the data.
The scarcity of background information on their data published by many of the authors, gives an idea of the slight importance conceded to the data they analyze. Nelson and Plosser (1982) do not indicate the exact definition of almost half of the series they analyze.
Later papers, Andreou and Spanos (2003) , Perron (1989) , Perron (1997) , Rudebusch (1992) and Zivot and Andrews (1992) , analyze the same data but do not clarify the definitions.
Culver and Papell (1997) Both initial-specification and statistical-diagnosis operations presented in this paper make use of a single basic set of tools: the data graph, the graph of the autocorrelation function (acf), the graph of the partial autocorrelation function (pacf) and a small set of elementary statistics. These tools are applied to the level, the first difference and perhaps the second difference of the time series under analysis, at the initial-specification stage, and are applied to the residuals, the estimated innovations, at the statistical-diagnosis stage.
Let t w stand for a generic variable and assume there are n observations on it (it might
or the residuals, ˆt a ). In the case of a particular variable, its precise name is found at the top of the graphics module, which contains the data graph, acf and pacf graphs and elementary statistics for that variable. Data graphs are presented standardized, that is, the variable presented is ( ) The acf is calculated for 1, ,15 k = in this paper. The acf coefficient at lag k, k r , is calculated as ( broken lines at 2 n ± , which serve as guides to relevance. The Ljung and Box (1978) portmanteau statistic Q is presented with the appropriate degrees of freedom in parenthesis.
The pacf is calculated for the same set of lags as the acf, and is graphed with the same broken lines at 2 n ± . The first value of the pacf is equal to that of the acf. The analysis reports of sections 3-5 illustrate the use of these tools. At the initial specification stage, one begins by considering the level of t z . When the series clearly trends (only crosses the mean value roughly once in the sample), it may do so upwards, as occurs with ln P and ln PC , or downwards, as occurs with ( ) ln P PC . Then one concludes that the series follows a non-stationary process, though one does not yet know if the non-stationarity is deterministic or stochastic in nature. When the acf is seen to die out, as the order of lag rises, only very slowly and either linearly or concave downward, this confirms the conclusion of non-stationarity. In such cases, one proceeds to examine the case of t z ∇ . The only tools used here are the data graph and the acf. One does not take a definitive decision as to the order of integration at all at this point, but takes a first step in a process by which, later on, such a decision may be rigorously obtained.
One continues this process until one obtains a data graph that appears to be well-centered and an acf that appears to arise from a stationary process, that is, the latter dies out rapidly, either with a clear cut-off point or being strongly damped, and has a configuration that appears to reflect an ARMA(p,q) structure with low orders (p,q). The basic ARMA forms of acf (and pacf) can be found in Box, Jenkins and Reinsel (1994) .
When one arrives at such evidence, without finding a need for intervention analysis along the way, then one proceeds to efficiently estimate the resulting ARIMA(p,d,q) model.
In many economic time series, as in the cases of this paper, the level of the series shows clear trend and hence one will initially use at least one difference. It is also true that the second difference of most economic series is well-centered, i.e. shows strong affinity to a long-run mean value, usually zero. However, there are many intermediate cases, as occur with ln P ∇ and ln PC ∇ in this paper. In such intermediate cases, the data graph neither shows trend, crossing the mean line only roughly once in the sample, nor does it show a well-centered series, crossing the mean line very frequently. The series is said to wander. In such cases, one may choose to try to model the series as stationary and look for a non-stationary AR(1) factor or try to model the series with one more difference and look for a non-invertible MA(1) factor. In really doubtful cases, one is best advised to consider both options, hoping that they will lead to the same conclusion. Note that one will often have to use a mean parameter (constant in t ξ ) in the potentially under-differenced case, but not in the potentially over-differenced case.
Seasonal variation in the local mean of the data can appear at any level of differencing. It is seen in the data graph when the values at a certain season (quarter here) are always, or almost always, above (or below) the mean (the zero axis). It is seen in the acf graph by positive values that do not seem to die out at the annual lags; they need not be large.
When such evidence is found, one may proceed to initially model the seasonal mean either as deterministic or stochastic, testing the specification against the alternative at a later stage. In this paper, the initial specification is deterministic and it is found to be adequate in all cases, once the stochastic alternative is considered. This choice is made here, because there should be no sign of seasonal mean in the variable P , since it is officially seasonally adjusted, and because seasonal mean is found in PC only at the end of the iterative model-building process, in an over-fitting statistical diagnosis operation.
One often detects anomalous incidents in the data as one carries out the process previous to efficient estimation. If such incidents are very important, leading to probable distortions in the analysis tools, especially the acf, but also in the elementary statistics, then one may efficiently estimate a model with no ARMA structure, but with intervention terms representing the anomalies, before proceeding with ARMA specification. The evaluation of such distortions is not detailed here, but basically amounts to calculating and evaluating the contribution of the data anomaly to the statistic expected to be distorted. In other cases, where such anomalies appear to not be so important, one may carry out intervention analysis after efficiently estimating an ARMA model.
Intervention analysis is useful, not only for controlling the distortion and influence potential of anomalous data, but also for discovering the exact form of the anomaly. One should, once the form of the anomaly is clear, look for explanations for the anomaly in whatever outside sources one can find. Such information is called extraneous information, because it does not derive from the sample data under analysis. If, in the case of a given anomaly, one finds no such extraneous information, then the decision to use the intervention terms in a final model should be based on an evaluation of the influences of the anomaly, influences on the choice of the order of integration, and/or influences on the other parameters of the model. At the very least, one must be aware of influences that are present and avoid taking decisions that depend on ignoring (not modeling) certain anomalous data.
Graphical materials are used intensively in the research reported in this paper, starting at the initial-specification stage. In the papers cited at the beginning of this section, graphical materials are almost completely ignored. Only Zivot and Andrews (1992) and Henry and Shields (2004) include data graphs of all series they analyze, and Zivot and Andrews (1992) only present data graphs of the levels of the series. It is surprising that, with the exception of Henry and Shields (2004) , in none of the studies cited are data graphs and acf/pacf of both levels and first differences presented, when the studies themselves are intended to evaluate whether the series follow ( ) Melard (1984) with other procedures developed by Mauricio (1992 Mauricio ( , 1995 . This criterion is to be preferred to the conditional maximum likelihood criterion, especially when sample size is small, because: (1) the conditional criterion is but an approximation to the unconditional criterion and (2) that the model might be improved in a certain direction, then one tries the reformulation. One should never add more than one or two parameters at a time in over-fitting.
In sharp contrast to what is done in the present paper, in the articles cited above no graphical tools for diagnosis are used. Even formal hypothesis tests of specification are not presented, with the exceptions of Andreou and Spanos (2003) and Henry and Shields (2004) .
For these reasons, the reader cannot determine whether these models are statistically adequate or not and, hence, cannot determine whether the conclusions based on hypothesis tests about the order of integration are reliable or not.
Furthermore, with the exception of Rudebusch (1992) to what is seen in the acf/pacf and is incorporated multiplicatively with the existing AR and MA factors. When the estimation situation is found to be ill-defined, that is, when large correlations are found between parameters, reformulation can take a number of forms, depending on how badly over-parameterized the model is. Of course, the presence of data anomalies often motivates reformulations, either before ARMA structure has been specified or after. In such cases it is important to take the data into consideration, and to take the ARMA structure already included into consideration, when interpreting the form of the anomaly in the level variable t z . It is often easier to see the form in data graphs before ARMA structure has been used.
One may perform informal, or even formal, hypothesis tests of different kinds throughout the iterative model-building process, but the tests of the key hypotheses, such as, e.g., tests to determine the order of integration, are carried out only toward the end of the process. For a formal hypothesis test to be of real use, it must be employed under the appropriate conditions: (1) in a model that is parsimoniously parameterized, (2) that has been efficiently estimated, and (3) that has been found to be statistically adequate. It is not possible for the reader to know whether these conditions are satisfied or not for the papers cited above, because they do not present the information needed for evaluating conditions (1) and (3).
Furthermore, to take the results of a formal hypothesis test seriously, they must be clear-cut. To clearly reject a null hypothesis, one needs the test statistic to be much larger than the critical value at 95% confidence, to not reject one needs it to be much smaller than the critical value at 90%, say. There are, of course, cases that arise in practice, in which clear-cut results are not available, but one cannot rely heavily on them. In this paper, critical values at both 90% and 95% confidence are cited in parenthesis along with each test statistic.
The test for the non-stationarity of an AR(1) factor used in this paper is by Shin and Fuller (1998) , and is called the SF test. The test for the non-invertibility of MA factors used in this paper is by Davis et al. (1995 Davis et al. ( , 1996 , and is called the DCD test. Both are based on unconditional likelihood ratios and appear to be superior both in size and in power to the alternative tests currently available for these hypotheses. The critical values used for the SF test are linear interpolations of those tabulated in Shin and Fuller (1998) intervention parameter is considered to influence another estimated parameter when the latter parameter estimate changes substantially when the intervention parameter is removed; this influence is considered to be substantial when the change in the other estimated parameter is by more than one estimated standard error, though this rule is not applied rigidly.
With the exceptions of Perron (1989) and Henry and Shields (2004) , the articles cited above do not present data graphs to look for possible anomalous incidents in the data. In the papers by Nelson and Plosser (1982) , Rudebusch (1992) , Lee and Wu (2001) and Ng and Perron (2001) , the presence of anomalous incidents in the data is not even mentioned, though the samples analyzed by Nelson and Plosser (1982) and Rudebusch (1992) include the Great Depression and two world wars, and the samples analyzed by Lee and Wu (2001) and Ng and Perron (2001) include the oil crises of 1973 and 1979 and the period in which the Federal
Reserve applied the "New Operating Procedures", all of which definitely are associated with major data anomalies in inflation measures. One must wonder if these authors fail to mention any data anomalies, because they have not ever looked at the data graphs that would reveal them.
In none of the papers cited is there any mention of extraneous information, nor are the influences of ignored data anomalies on the test results evaluated. To ignore the presence of important anomalous incidents in the data of a time series can easily lead to utterly erroneous conclusions as to the degree of integration and even to the conclusion that the series follows a non-linear stochastic process when, in fact, the process is linear.
Univariate analysis of GDP deflator (P)
The data graph of ln P shows an upward trend with slowly varying slope. The coefficients of the acf die out only slowly and linearly.
If one were to attempt to represent this series as stationary around a deterministic trend, one would need to employ a deterministic trend component with linear or possibly higher-order polynomial terms. One would seek an initial AR form, but the order of such an AR form is highly doubtful, because there are large, though isolated, pacf coefficients up to high orders. In the data graph, there are roughly nine values found at or beyond the 2σ ± bands, not too many in a set of 82 values. None are very extreme.
The evidence of a seasonally varying mean in 2 ln P ∇ , despite the fact that the variable P is officially deseasonalized, requires attention. The approach taken here is to initially assume that the seasonal mean is deterministic, complete a univariate analysis under this assumption and then evaluate whether the seasonal mean is stochastic or deterministic.
To begin with, a model is estimated with deterministic seasonal mean under the assumption that the remainder series ( ) When the MA(1) structure is added, the estimated Model P2 follows. Model P2 specifies ln (2) P I ∼ . To check for over-differencing, the hypothesis 0 1
H : 1 θ = is tested. The DCD statistic is 54.74, which is much larger than either of the critical values of (1.00, 1.94) for confidence levels (90%, 95%), thus rejecting the hypothesis.
When an AR(1) factor is added, the parameter is not significantly different from zero and the DCD statistic is 11.26, confirming the rejection of the over-differencing hypothesis.
When three step-in-level terms in 1-3/04 are added to Model P2, the residuals in the neighborhood of these dates indicate that any anomaly present is adequately represented, and no parameter of the model varies by more than one standard deviation (as estimated in P2), indicating that, as expected, this incident is not influential in the parameter estimates. The DCD statistic for the test of 0 1 H : 1 θ = is found to be 65.0, to be compared with the same critical values given above, so that the over-differencing hypothesis is strongly rejected, that is, the incident is not influential in the decision on the order of integration.
There should be no sign of seasonal dependence in the local mean for an officially deseasonalized time series like P. It is a sign of breakdown in the official statistical approach that one does see clear evidence of seasonal mean in P.
So far in this analysis, the assumption has been that the seasonal mean is deterministic. However, the estimates of the deterministic seasonal parameters ( ) observations to the common 60. The variation in these estimated coefficients suggests that the seasonal character of local mean might be stochastic rather than deterministic.
Model P2 specifies the seasonal mean to be deterministic at both frequencies 1and 2.
At each frequency, when the stochastic specification is applied and the model estimated, the corresponding MA parameter is estimated to be literally non-invertible. This strongly confirms the deterministic seasonal mean specification.
Consider an alternative model specification, similar to the IMA(2,1) with deterministic seasonal mean of P2, but using an AR(1) factor in place of one of the differences and introducing a parameter µ to allow for a possibly non-zero mean for the first-difference variable ln P ∇ "corrected" for the deterministic seasonal mean. Such a model allows one to test the null hypothesis of non-stationarity of this AR(1) factor and, hence, to check, from a slightly different point of view, the possibility that Model P2 is over-differenced. Call the estimated version Model P3. lnP .00050cos( t 2) .00048sin( t 2) .00021 ( 1) H : 1 φ = yields a test statistic of .27, much smaller than either of the critical values (1.06, 1.75) for levels of confidence (90%, 95%), so that the null hypothesis cannot be rejected. The conclusion ln (2) P I ∼ is strongly confirmed.
Univariate analysis of the Consumer Price Index (PC)
The data graph of ln PC shows an upward trend with slowly varying slope. The coefficients of the acf die out only slowly and linearly. σ W = 18.02 % The rest of the comments made above on ln P are equally appropriate in this case.
Though no definitive decision is yet taken on the order of differencing required, the evidence suggests that the level is probably stochastically non-stationary. It is thus wise to examine the series of the first difference. This evidence suggests that even ln PC ∇ probably follows a stochastically non-stationary process. It seems wise to examine 2 ln PC ∇ before proceeding to estimate any model.
There is a noticeable reduction in variance of ln PC ∇ in the period roughly from 1/91 through 4/00. The beginning of this incident was detected in Vicente (2005) , Section 3.3.3, pages 135-137, though it was not clear in that earlier analysis that this variance reduction is not permanent. An unsuccessful attempt to find an explanation for it was made; it is not apparently due to any change in methods used for constructing PC. In the present study this incident of heteroskedasticity is not treated, because any adjustment for heteroskedasticity would involve a non-linear change in the scale with which PC is measured. 
Model PC2 has all of the same diagnostic properties as Model PC1, though some deterministic seasonal mean structure is found. The DCD test for over-differencing yields the value 6.08, to be compared with critical values (1.00, 1.94), so that the over-differencing hypothesis is roundly rejected. When a stationary AR(1) factor is added to PC2, the DCD statistic falls to 5.30, but the over-differencing hypothesis is still clearly rejected. A similar result (DCD = 14.44) is obtained in a model specified exactly as PC2 but with seven intervention parameters designed to remove possible positive distortions at lag 1.
When the parameter 2 α , which is not significantly different from zero, is removed, the resulting model is practically identical to PC2, but this restriction is not employed in what follows.
A further check for over-differencing in PC2 can be performed by estimating a similar model specification, with one of the differences replaced by an AR(1) factor and introducing a parameter µ to allow for a possibly non-zero mean for ln PC ∇ . The test of non-stationarity of the AR(1) factor, using the SF test, is then applied. In this case, the estimated model is practically exactly the same as PC2, but with an estimated AR (1) parameter of .88 (.08) and an estimated mean parameter of .76% (.09%). The SF statistic for the test of non-stationarity of the AR (1) Checks for stochastic seasonal mean at both frequencies 1 and 2 show clearly that the seasonal mean is deterministic in this case.
An alternative initial specification is the ARIMA(2,2,1), to be compared to PC1. The ARIMA(2,2,1) specification performs almost as well as the IMA(2,3) specification, but it suffers from several minor deficiencies: (1) the residual acf is not quite as clean and (2) there are clear signs that the estimation situation is not as well defined, that is, there are high correlations between the estimated AR parameters and the MA parameter. A complete sequence of analyses based on the ARIMA(2,2,1) specification confirms the presence of a deterministic seasonal mean and all tests of over-differencing confirm the conclusion that ( ) ln 2 PC I ∼ . 
Univariate analysis of P/PC
In the latter case, CI(1,1) cointegration is found, and this means that it is sensible to speak of inflation as a scalar phenomenon. In the former case, the two inflation measures are not cointegrated but jointly integrated, in which case inflation must be treated as (at least) a bivariate phenomenon.
On initiating the univariate analysis of the ratio, it is known that the log of each of numerator and denominator has a deterministic seasonal mean component. Hence one
anticipates the presence of a deterministic seasonal mean in the model for the ratio and it is useful to initially estimate a model with this deterministic seasonal mean included and then specify a model for the remainder. The first line of this model defines the last term, ln( ) P PC 1 , the remainder of the level variable after removing the estimated deterministic seasonal mean terms. The second line specifies that this remainder is taken, for present estimation purposes, to follow a random walk with drift, the latter a parameter estimated at -.16%. The parameter estimates in the first line are practically the same in an alternative estimation in which the second difference of the remainder is taken to follow an iid ( ) 2 0, a N σ process. Note further that, as expected, the seasonal coefficients estimated above for the log ratio are almost exactly equal to the difference between the corresponding coefficients estimated for ln P in Model P2 and for ln PC in Model PC2. Note also that the estimated residual standard deviations in Model P2, Model PC2 and the above model respectively, are .16%, .33% and .28%; this strongly suggests that the analysis of the ratio will be dominated by characteristics of PC , because the innovation variance of this variable is about four times that of P . The acf is also consistent with a stationary stochastic process, though it may be substantially distorted by extreme values: 3.9σ at 2/86, 2.4σ − and 2.9σ − together at 3-4/90, and 3.0σ
at 4/01. Large values, isolated in time or not, tend to distort the variance measure upwards and hence to reduce all acf values in absolute value, obscuring whatever evidence of autocorrelation there might otherwise be. Two large values of the same sign, as occur at 3-4/90, tend to distort the first acf value upwards. However, no matter how distorted the acf may be, the data graph does suggest strongly that this series follows a stationary process.
Nevertheless, it may be useful to examine the second-difference series; both ln P and ln PC have been seen to follow I(2) processes, so that the log ratio will also follow an I(2) process, unless there is cointegration, which is expected but should not be blindly assumed.
Note the very strong resemblance of the acf/pacf of 2 ln( ) ∇ P PC 1 to the case of 2 ln PC ∇ and the similarity of the data graph to the negative of that for this variable. find out if this conclusion is or is not robust to them. For this purpose, it is useful to specify intervention terms in the absence of ARMA structure and this can be done as well with one or two differences.
To evaluate the distortions in the acf of ln( ) ∇ P PC 1 due to extreme values, a sequence of intervention models is formulated. The incident in 1-2/86 is treated with S1/86 and s = 1 and the incident in 3-4/01 is treated similarly with S3/01 and s = 1. The incident in 3-4/90 is far more complex, because, in the analysis process, further extreme values are revealed both before and after these dates, so that the incident turns out to require the introduction of S1/90 with s = 5, though both positive and negative effects are found at different dates in this period. These three incidents are treated separately and in all combinations, leading finally to Model P/PC4, in which all intervention terms are present. A careful examination of the residual data graph for Model P/PC4, which is very similar to that for Model P/PC5, reveals a large number of positive interactions that would explain the small positive value in the residual acf without reference to distortion. This acf value thus reflects a small positive AR(1) parameter or a small negative MA(1) parameter.
When an AR(1) parameter is added to Model P/PC5, one obtains Model P/PC6. non-stationarity of the log ratio is entirely deterministic and the two log nominal price index variables have the CI(2,2) cointegration feature rather than CI(2,1). To check this, one can formulate a model specified exactly as Model P/PC6, but with stationary AR(2) structure, presumably with real roots, and with a linear deterministic trend component. In such a model the SF test can be applied to the largest AR(1) factor to test the null hypothesis of I(1) versus the alternative of I(0). When this is done, it turns out that 1
1
.9540 .9524 φ = > φ = , where the latter value is the threshold for the SF statistic. This means that the null hypothesis cannot be rejected, that is, the non-stationarity of the log ratio is found to be stochastic in nature and the CI(2,2) property is rejected in favor of CI(2,1).
Concluding remarks
It does not appear to the author that a consensus exists today among economists to the effect that inflation follows an ( ) 1 I process in the U.S. The empirical evidence on this order of integration, cited in the introduction, is very mixed and very flimsy. Nevertheless, the empirical analyses presented in this paper, for a fairly long and recent stretch of time, and on the two measures most frequently employed for inflation, are very clear, indicating that such a consensus should reasonably be expected in the near future.
This does not mean that inflation must always follow an ( ) well above GDP deflator inflation in the U.S. economy in this sample. It would be of interest to know if the same result arises for the private consumption deflator from the national accounts, and whether this result is the same for all countries and periods of time or not.
The series P is found to have a seasonal mean. This is not very important quantitatively, but it does indicate a defect in the quarterly national account system, because this series is the ratio of two series that are supposedly officially adjusted for seasonality.
It is likewise very worrisome that the series PC shows a large and unexplained reduction in variance roughly in 1991-2000. This is equivalent to two non-linear changes in the measurement scale for this important economic variable, one at the beginning and one at the end of this period.
