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A CONVERGENCE THEOREM FOR A CLASS OF NYSTRO¨M
METHODS FOR WEAKLY SINGULAR INTEGRAL EQUATIONS
ON SURFACES IN R3
OSCAR GONZALEZ AND JUN LI
Abstract. A convergence theorem is proved for a class of Nystro¨m methods
for weakly singular integral equations on surfaces in three dimensions. Fred-
holm equations of the second kind as arise in connection with linear elliptic
boundary value problems for scalar and vector fields are considered. In con-
trast to methods based on product integration, coordinate transformations and
singularity subtraction, the family of Nystro¨m methods studied here is based
on a local polynomial correction determined by an auxiliary system of moment
equations. The polynomial correction is shown to remove the weak singular-
ity in the integral equation and provide control over the approximation error.
Convergence results for the family of methods are established under minimal
regularity assumptions consistent with classic potential theory. Rates of con-
vergence are shown to depend on the regularity of the problem, the degree of
the polynomial correction, and the order of the quadrature rule employed in
the discretization. As a corollary, a simple method based on singularity sub-
traction which has been employed by many authors is shown to be convergent.
1. Introduction
The method of integral equations has a long and rich history in both the analysis
and numerical treatment of boundary value problems [7, 9, 13, 18, 22, 23, 25, 28,
30, 45]. On the analysis side, the method provides a classic approach to the study of
existence and uniqueness questions. On the numerical side, the method provides an
alternative formulation which can be efficiently discretized. In the basic approach, a
boundary value problem described by a partial differential equation on a domain of
interest is reduced to an integral equation on the bounding surface. The unknown
scalar or vector field throughout the domain is represented in terms of one or more
integral potentials which depend on an unknown surface density. The representation
can take various different direct and indirect forms and the integral potentials
usually involve kernels that are at least weakly singular. The reduction in dimension
makes the method of integral equations extremely attractive, especially for problems
on exterior domains. Indeed, the method has been used in many different modern
applications in acoustics and electromagnetics [14, 39], hydrodynamics [42, 43],
elastostatics [26, 37], and molecular modeling [1, 5, 8, 10, 20].
Once a problem has been reduced to an integral equation, various different types
of methods are available for its numerical resolution [7, 18, 23, 30, 45]. In Galerkin
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methods, the unknown density and integral equation are projected onto a finite-
dimensional subspace of functions on the surface, where the projection is defined
through an inner-product on the space. Basis functions for the space may be piece-
wise polynomials, splines or wavelets with local supports [2, 7, 18, 34], or related
eigenfunctions with global supports [6, 16, 17, 21]. A method is completed through
the specification of appropriate quadrature formulae for the evaluation of double
surface integrals in the inner-product. In collocation methods, the unknown density
and integral equation are projected similar to before, but the projection is defined
through pointwise interpolation on the surface. As a consequence, only single sur-
face integrals arise, which is computationally attractive. In Nystro¨m methods, the
integrals in the integral equation are directly approximated by a quadrature rule,
which leads to a direct approximation of the unknown density at the quadrature
nodes, which can then be interpolated over the surface. For problems with contin-
uous kernels, the Nystro¨m approach leads to simple, efficient and well-understood
schemes, and for problems with weakly singular kernels, various modifications are
required to handle the singularities, such as product integration, coordinate trans-
formations and singularity subtraction [4, 7, 11, 12, 18, 30, 36, 44, 47].
In this article, we study a class of modified Nystro¨m methods based on local
polynomial corrections. The methods studied here share some similarities with
product integration and singularity subtraction methods, but have various impor-
tant differences. The basic approach is to employ standard quadrature weights
away from the diagonal of the weakly singular kernel, and generalized or corrected
weights near the diagonal. In product integration methods, the corrected weights
are defined so as to include the action of the kernel on a mesh-dependent basis of
interpolating polynomials. In the methods considered here, the corrected weights
include the action of the kernel on a mesh-independent basis of local floating poly-
nomials, and furthermore the weights themselves are expressed as the pointwise
values of such a polynomial. The local polynomial that generates the corrected
weights is determined through an auxiliary system of moment equations. Such a
local polynomial correction is shown to implicitly regularize the weak singularity in
the kernel, as would occur in a singularity subtraction method, and provide control
over the approximation error.
We establish a convergence theorem for a family of modified Nystro¨m methods
for integral equations on surfaces in three dimensions. We restrict attention to
Fredholm equations of the second kind with weakly singular kernels as arise in con-
nection with linear elliptic boundary value problems for scalar and vector fields. In
contrast to methods based on product integration, coordinate transformations and
singularity subtraction, we consider methods based on a local polynomial correc-
tion as described above. Convergence results in the standard maximum norm are
established under minimal regularity assumptions consistent with classic potential
theory. Rates of convergence are shown to depend on the regularity of the surface
and data, the degree of the local polynomial correction, and the order of the un-
derlying quadrature rule. In the minimal regularity case, there is no lower bound
on the rate, and in the smooth case, there is no upper bound on the rate. Indeed,
arbitrarily high rates of convergence can be achieved with local polynomial cor-
rections of arbitrarily high degree. Various important assumptions on the weakly
singular kernel and the quadrature rule are discussed in detail. As a corollary of
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our result, we show that a simple method based on singularity subtraction which
has been employed by many authors is convergent under the same assumptions.
The mathematical theory of convergence of Nystro¨m methods of integral equa-
tions of the second kind on regular surfaces is a well-studied subject. The conver-
gence theory for standard methods on problems with continuous kernels is classic
[7, 18, 30]. Similarly, the theory for product integration methods on problems with
weakly singular kernels is also well-established [7, 18, 30], although some of the
hypotheses may be difficult to verify in three-dimensional problems. Convergence
results for methods based on floating polar coordinate transformations are described
in [11, 31, 47]. Convergence results for methods based on the classic idea of singular-
ity subtraction as introduced by Kantorovich and Krylov [27] have been established
for one-dimensional problems in [4], and have been studied for higher-dimensional
problems in [44]. Methods similar to those introduced here were considered in
[12], but no mathematical convergence results were given. Numerical experiments
which illustrate several aspects of the lowest-order method of the family introduced
here can be found in [36]. Related convergence results under different regularity
assumptions are given in [35].
The presentation is structured as follows. In Section 2 we define the class of
boundary integral equations to be studied. We outline various important assump-
tions on the surface and kernels associated with the equation, and introduce no-
tation and results that will be needed throughout our developments. In Section 3
we define our family of Nystro¨m methods with local polynomial corrections as de-
scribed above. We outline essential assumptions on the quadrature rule and other
elements of the method and then state our main result. In Section 4 we provide
a proof of our result. The proof is based on the theory of collectively compact
operators and several technical lemmas; the latter are established herein and may
be of independent interest.
2. Boundary integral equation
2.1. Preliminaries, notation. Throughout our developments, we consider a sur-
face Γ in R3 consisting of a finite number of disjoint, closed, bounded and orientable
components. We invoke the standard assumptions of classic potential theory [22, 28]
and assume that Γ is a Lyapunov surface. Thus:
(L1) there exists a well-defined outward unit normal ν(x) and tangent plane TxΓ
at every x ∈ Γ ,
(L2) there exists constants C > 0 and 0 < λ ≤ 1 such that θ(ν(x), ν(y)) ≤
C|x − y|λ for all x, y ∈ Γ , where θ(ν(x), ν(y)) is the angle between ν(x)
and ν(y), and |x− y| denotes the Euclidean distance,
(L3) there exists a constant d > 0 such that, for every x ∈ Γ , the subset Γ ∩
B(x, d) is a graph over TxΓ , where B(x, d) denotes the closed ball of radius
d centered at x.
We refer to λ and d as a Lyapunov exponent and radius associated with Γ , and
for any x ∈ Γ , refer to B(x, d) as a Lyapunov ball at x. Notice that, if (L2) and
(L3) hold for some values of λ and d, then they also hold for all smaller values.
We assume that values for λ and d are fixed once and for all, and for simplicity we
assume from the outset that λ = 1.
For any x0 ∈ Γ , we use Γx0,d to denote the portion of Γ within the Lyapunov ball
at x0, and use Ωx0,d to denote the image of Γx0,d on Tx0Γ under projection parallel
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to ν(x0). We refer to Γx0,d as the Lyapunov patch at x0. Without loss of generality,
we identify Ωx0,d with a subset of R
2, and identify x0 with the origin. We reserve
the notation Tx0Γ to indicate the tangent plane considered as a subspace of R
3.
The Lyapunov condition (L3) implies that the map
(1) y = ψx0(ξ), y ∈ Γx0,d, ξ ∈ Ωx0,d,
defined by projection parallel to ν(x0), is a bijection. We refer to y = ψx0(ξ) with
inverse ξ = ψ−1x0 (y) as a local Cartesian parameterization of Γ at x0. When there
is no cause for confusion, we abbreviate ψx0(ξ) by yx0(ξ), and abbreviate ψ
−1
x0 (y)
by ξx0(y). For any x0 ∈ Γ and y ∈ Γx0,d, the local Cartesian coordinates ξx0(y)
are uniquely defined up to the choice of orthonormal basis {tx0,1, tx0,2} in Tx0Γ .
Specifically, we have
(2) ξα = ψ
−1
x0,α(y) = (y − x0) · tx0,α, α = 1, 2.
Throughout our analysis, we will also have need to consider a local polar param-
eterization of Γ at x0 of the form
(3) y = ψpolarx0 (ρ, ξ̂) = ψx0(̟(ρ, ξ̂)), y ∈ Γx0,d, (ρ, ξ̂) ∈ Ω
polar
x0,d
,
where Ωpolarx0,d is a subset of R+ × S. Here R+ denotes the non-negative reals and
S denotes the unit circle. Notice that the map ξ = ̟(ρ, ξ̂) = ρξ̂ is one-to-one for
all ξ 6= 0, with inverse (ρ, ξ̂) = ̟−1(ξ) = (|ξ|, ξ/|ξ|), and is many-to-one at ξ = 0,
with 0 = ̟(0, ξ̂) for all ξ̂ ∈ S. For any x0 ∈ Γ and y ∈ Γx0,d with y 6= x0 the map
in (3) is invertible. Specifically, for any choice of orthonormal basis {tx0,1, tx0,2} in
Tx0Γ , we have
(4) (ρ, ξ̂) = [ψpolarx0 ]
−1(y) where ρ = |y − x0|, ξ̂α =
(y − x0)α
|y − x0|
, α = 1, 2.
We use Cm(U, V ) to denote the space of m-times continuously differentiable
functions from U ⊂ Rn into V ⊂ Rk, and Cm,1(U, V ) to denote the subspace of
functions whose derivatives up to order m are Lipschitz. When U is not an open
set or the closure of an open set in Rn, we interpret Cm(U, V ) to mean functions
possessing an m-times continuously differentiable extension to an open set or the
closure of an open set which contains U . For instance, when U is a Lyapunov patch
on Γ , we may consider extensions that are constant in the normal direction. We say
that Γ is of class Cm, and use the notation Γ ∈ Cm, if ψx0 ∈ C
m(Ωx0,d,R
3) and
ψ−1x0 ∈ C
m(Γx0,d,R
2) for every x0 ∈ Γ . Similarly, we say that Γ is of class Cm,1, and
use the notation Γ ∈ Cm,1, if ψx0 ∈ C
m,1(Ωx0,d,R
3) and ψ−1x0 ∈ C
m,1(Γx0,d,R
2) for
every x0 ∈ Γ , and additionally the Lipschitz constant for each derivative is uniform
in x0.
To any f ∈ C1(Γ,Rk) we associate a surface derivative Df ∈ C0(Γ,Rk×3).
Specifically, for any Lyapunov patch Γx0,d and any point y = ψx0(ξ) ∈ Γx0,d, we
define Df(y) by
Df(y)t =
∂(f ◦ ψx0)
∂ξ
µ, ∀t =
∂ψx0
∂ξ
µ ∈ TyΓ, µ ∈ R
2,(5)
Df(y)ν = 0, ∀ν ∈ [TyΓ ]
⊥.(6)
Since any vector v can be decomposed as v = vt + vν , where vt ∈ TyΓ and
vν ∈ [TyΓ ]⊥, we have Df(y)v = Df(y)vt. Thus Df(y) ∈ Rk×3 is defined for all
vectors v ∈ R3. For arbitrary f ∈ C1(Γ,Rk), the matrix Df(y) is equivalent to
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the usual derivative matrix of an extension of f , where the extension is constant
in the normal direction to Γ . When f ∈ C1(Γ,Rk) is the restriction of some given
g ∈ C1(R3,Rk), the matrix Df(y) is equivalent to the composition of the usual
derivative matrix of g with the projection matrix for orthogonal projection onto
TyΓ . In the case when g is constant in the normal direction, the projection matrix
can be replaced by the identity matrix and the two descriptions coincide. Notice
that, for any curve y(τ) = ψx0(ξ(τ)) in any Lyapunov patch Γx0,d, we have
(7)
d
dτ
f(y(τ)) = Df(y(τ))
d
dτ
y(τ).
Given a function of the form f(x, y) with x, y ∈ Γ , we use the notation fx(y) and
fy(x) to denote the functions obtained by fixing the values of x and y, respectively.
Similarly, we use the notationDxf(x, y) andDyf(x, y) to denote the surface deriva-
tives of f(x, y) with respect to x and y, respectively, where the other variable is held
fixed. Hence Dxf(x, y) = Dfy(x) and Dyf(x, y) = Dfx(y). Higher-order surface
derivatives for a function f(y) are defined in a natural way. For instance, if we iden-
tify Rk×3 with R3k and Df ∈ C1(Γ,R3k), then D2f = D(Df) ∈ C0(Γ,R3k×3) is
defined exactly as above. We denote the diagonal subset of Γ ×Γ by Υ = {(x, y) ∈
Γ × Γ | y = x}. Moreover, for any δ > 0 we also define an open δ-neighborhood of
the diagonal by Υδ = {(x, y) ∈ Γ ×Γ | |y−x| < δ}. Throughout our developments,
we use | · | to denote a Euclidean norm or the measure of a surface, as determined
by the context.
2.2. Problem statement. Given a Lyapunov surface Γ in three-dimensional space
R
3, we consider the problem of finding a function ϕ ∈ C0(Γ,Rk) that satisfies
(8) cϕ−Aϕ = f,
where c 6= 0 is a given constant, f ∈ C0(Γ,Rk) is a given function, and A :
C0(Γ,Rk)→ C0(Γ,Rk) is a given integral operator of the form
(9) Aϕ = Gϕ+Hϕ,
where
(10) (Gϕ)(x) =
∫
Γ
G(x, y)ϕ(y)dAy , (Hϕ)(x) =
∫
Γ
H(x, y)ϕ(y)dAy .
In the above, dAy denotes an infinitesimal area element at y, G ∈ C0(Γ ×Γ,Rk×k)
is a continuous kernel, and H ∈ C0(Γ × Γ\Υ,Rk×k) is a weakly singular kernel,
which is unbounded along the diagonal subset Υ . The above equation is typically
considered with k = 1 or 3. The first case corresponds to a scalar-valued problem
in three-dimensional space, as would arise in applications to electrostatics, and the
second case corresponds to a vector-valued problem in three-dimensional space, as
would arise in applications to elastostatics and hydrodynamics.
Our study of (8) will rely on various assumptions about the surface Γ and the
kernels G and H . Specifically, we assume:
(A0) Γ ∈ Cm+1,1 for some m ≥ 0, with Lyapunov radius d > 0.
(A1) G ∈ Cm,1(Γ × Γ,Rk×k).
(A2) H ∈ Cm,1(Γ × Γ\Υδ,Rk×k) for every 0 < δ ≤ d. Moreover, H can be
decomposed as
(11) H(x, y) = u(x, y)/|x− y|2−µ,
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for some function u ∈ C0(Γ × Γ\Υ,Rk×k) and exponent 0 < µ ≤ 1. Fur-
thermore, on Γ × Γ\Υ the component functions uij (1 ≤ i, j ≤ k) satisfy,
for some positive constant C,
|uij(x, y)| ≤ C,(12)
|Dsxuij(x, y)| ≤ C|y − x|
−s, 1 ≤ s ≤ m+ 1,(13)
|Dsyuij(x, y)| ≤ C|y − x|
−s, 1 ≤ s ≤ m.(14)
(A3) When m ≥ 1 we additionally assume that µ = 1 and that u has the prop-
erties
(i) upolarx0 ∈ C
0,1(Ωpolarx0,d ,R
k×k), ∀x0 ∈ Γ,
(ii) upolarx0 (0,−ξ̂) = u
polar
x0 (0, ξ̂), ∀ξ̂ ∈ S,
(iii) u∆x0 ∈ C
0,1(Γx0,d,R
k×k), ∀x0 ∈ Γ,
where Lipschitz constants are uniform in x0 and u
polar
x0 = ux0 ◦ ψ
polar
x0 and
(15) u∆x0(y) =
{
[upolarx0 (ρ, ξ̂)− u
polar
x0 (0, ξ̂)]|(ρ,ξ̂)=[ψpolarx0 ]−1(y)
, y 6= x0,
0, y = x0.
Assumption (A0) states that Γ must be at least of class C1,1, which implies
that Γ is differentiable, with a curvature that is defined almost everywhere and
bounded. Assumption (A1) states that the regularity of G may be one order less
than that of Γ , which will be convenient for our analysis. Assumption (A2) is
essentially the definition of a weakly singular kernel. Typically, the parameter µ is
identified with the Lyapunov exponent λ, but it is not necessary to do so. Away
from the diagonal, the regularity of H is assumed to be the same as that of G.
Assumption (A3) outlines additional regularity conditions on H in the case when
Γ is at least of class C2,1. The most specific condition is (A3)(ii), which states that
the function upolarx0 is an even function on S at ρ = 0. As we will see, this implies
that certain local moments ofH will vanish. This condition will be important in our
analysis of numerical methods and is related to the classic Tricomi condition that
arises in the study of singular integral operators [46]. This condition is satisfied
by weakly singular kernels H arising in different applications, for example, the
classic double-layer kernel in three-dimensional electrostatics, and incompressible
elastostatics and hydrodynamics. We remark that condition (A3) is required for
only the lowest-order method studied herein corresponding to a local polynomial
correction of degree zero; it is not required for the higher-order methods.
2.3. Solvability theorem. The following result establishes the solvability of the
boundary integral equation in (8). Its proof follows from the classic Fredholm The-
orems for compact operators [30, 38] and is omitted for brevity. The compactness
of A = G+H will be established in Lemma 4.5.
Theorem 2.1. Under conditions (A0)–(A2) the operator A on C0(Γ,Rk) is com-
pact. Hence, provided c is not an associated eigenvalue, there exists a unique so-
lution ϕ ∈ C0(Γ,Rk) for any closed, bounded Lyapunov surface Γ ∈ C1,1 and
boundary data f ∈ C0(Γ,Rk).
Thus, under mild conditions, the boundary integral equation in (8) has a unique
solution ϕ for any data f . Moreover, because the operator cI −A can be shown to
have a bounded inverse, it follows that ϕ depends continuously on f . The regularity
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of the solution ϕ is determined by that of the data f and properties of the operator
A. When A is a smoothing operator, so that Aϕ is smoother than ϕ, it follows from
(8) that ϕ is in the same regularity class as f . The form of the operator A arises in
various applications as mentioned above. The component H may be interpreted as
a double-layer potential. The component G may be zero, or may be interpreted as a
range completion term necessary for the uniqueness of solutions. In the latter case,
G may represent a potential due to a discrete or continuous distribution of sources
located away from the surface. Such operators can be motivated beginning from a
generalized boundary integral representation of a field by a linear combination of
single- and double-layer potentials, and then moving the single-layer potential to
an offset surface, and then possibly also shrinking the offset surface to a curve or
point, or collection thereof. Various forms of such operators have been previously
considered [19, 22, 24, 29, 33, 38, 40, 41].
3. Nystro¨m approximation
3.1. Mesh, quadrature rule. We consider an arbitrary decomposition of Γ into
non-overlapping quadrature elements Γ e, e = 1, . . . , E, each with area |Γ e| > 0.
To any such decomposition we associate a size parameter h = maxe(diam(Γ
e)) >
0. For simplicity, we assume that the elements are either all quadrilateral or all
triangular. In our analysis, we consider sequences of decompositions with increasing
E, or equivalently, decreasing h. We will only consider sequences that satisfy a
uniform refinement condition in the sense that the area of all elements is reduced
at the same rate. Specifically, we assume
Ch2 ≤ |Γ e| ≤ C′h2, ∀e = 1, . . . , E, E ≥ E0. (A4)
Here C, C′ and E0 are positive constants whose values may change from one ap-
pearance to the next.
In each element Γ e, we introduce quadrature nodes xeq and weights W
e
q > 0,
q = 1, . . . , Q, such that
(16)
∫
Γ
f(x) dAx =
E∑
e=1
∫
Γ e
f(x) dAx ≈
E∑
e=1
Q∑
q=1
f(xeq)W
e
q .
Without loss of generality, we assume that the quadrature nodes and weights are
defined by mapping each element Γ e to a standard, planar domain using a local
parameterization of the same regularity as the surface, and applying a local quadra-
ture rule in the standard domain. In this case, the Jacobian of the parameterization
would be included in the weights W eq . We assume that the quadrature weights re-
main bounded and that the quadrature points remain distinct and in the element
interiors. Specifically, for any sequence of decompositions that satisfy the uniform
refinement condition, we assume
Ch2 ≤
∑Q
q=1W
e
q ≤ C
′h2, ∀e = 1, . . . , E, E ≥ E0,
Ch ≤ dist(xeq , ∂Γ
e) ≤ h, ∀q = 1, . . . , Q, e = 1, . . . , E, E ≥ E0,
Ch ≤ min
(e,q) 6=(e′,q′)
|xeq − x
e′
q′ | ≤ h, ∀q, q
′ = 1, . . . , Q, e, e′ = 1, . . . , E, E ≥ E0.
(A5)
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To quantify the error in a quadrature rule for a given function f on a given
surface Γ , we introduce the normalized local truncation errors
(17) τ(e, f, h) =
1
|Γ e|
∣∣∣∣∣
∫
Γ e
f(x) dAx −
Q∑
q=1
f(xeq)W
e
q
∣∣∣∣∣ , e = 1, . . . , E.
For sequences of decompositions that satisfy a uniform refinement condition, we
require that the above truncation errors vanish uniformly in e depending on prop-
erties of f . Specifically, we assume there exists an integer ℓ ≥ 1 such that
τ(e, f, h)→ 0 as h→ 0 uniformly in e, for each f ∈ C0(Γ,R),
τ(e, f, h) ≤ Chℓ uniformly in e, for each f ∈ Cℓ−1,1(Γ,R).
(A6)
In the above, the constant C may depend on f , but is independent of e and h, and
the integer ℓ ≥ 1 is called the order of convergence of the quadrature rule.
For convenience, we will often replace the element and node indices e = 1, . . . , E
and q = 1, . . . , Q with a single, general index a = 1, . . . , n, where n = EQ. We will
use the multi- and single-index notation interchangeably with the understanding
that there is a bijective map between the two.
3.2. Partition of unity functions. To each quadrature node xa in a decompo-
sition of Γ we associate nodal partition of unity functions ζa, ζ̂a ∈ C0(Γ,R). We
assume that these functions take values in the unit interval and are complementary
so that their sum is equal to one. Moreover, we assume that ζa vanishes at least
quadratically in a neighborhood of xa, and that the support of ζ̂a is bounded from
above by a multiple of the mesh parameter h. Specifically, we assume
0 ≤ ζa(x), ζ̂a(x) ≤ 1, ζa(x) + ζ̂a(x) = 1, ∀x ∈ Γ,
|ζa(x)| ≤
C|x− xa|2
h2
, diam(supp(ζ̂a)) ≤ Ch, ∀a = 1, . . . , n, n ≥ n0.
(A7)
The functions ζa and ζ̂a will play an important role in the family of numerical meth-
ods that we introduce and in the associated convergence proof. Specifically, these
functions will help isolate the weak singularity of the kernel H at each quadrature
point and control the numerical error there.
3.3. Discretization of integral equation. Let a decomposition, quadrature rule,
and nodal partition of unity functions for Γ be given. For any function f , let Gh
and Hh denote approximations to G and H of the form
(18) (Ghf)(x) =
n∑
b=1
Gb(x)f(xb), (Hhf)(x) =
n∑
b=1
Hb(x)f(xb),
where Gb and Hb are functions to be specified. Moreover, in view of (8), let ϕh
denote an approximation to ϕ defined by
(19) cϕh −Ahϕh = f where Ah = Gh +Hh.
The equation for ϕh can be reduced to an n × n linear system for the nodal
values ϕh(xa). Indeed, from (18) and (19) we get, for each a = 1, . . . , n,
(20) cϕh(xa)−
n∑
b=1
Gb(xa)ϕh(xb)−
n∑
b=1
Hb(xa)ϕh(xb) = f(xa).
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Notice that, for every solution of the discrete system (20), we obtain a solution of
the continuous system (19), namely
(21) ϕh(x) =
1
c
[
f(x) +
n∑
b=1
Gb(x)ϕh(xb) +
n∑
b=1
Hb(x)ϕh(xb)
]
.
Moreover, the converse is also true; every solution of the continuous system provides
a solution of the discrete system by restriction to the nodes.
The method is completed by specifying the functions Gb(x) and Hb(x). In view
of (10), (16) and (18), we define Gb(x) = G(x, xb)Wb. However, due to the weakly
singular nature of the kernel function H(x, y), a similar definition cannot be made
forHb(x), because H(x, xb) is not continuous or even defined when x = xb. Instead,
for any integer p ≥ 0 we define
(22) Hb(x) = ζb(x)H(x, xb)Wb + ζ̂b(x)Rx(xb),
where Rx(xb) is a local polynomial of degree p at x, evaluated at quadrature point
xb. By a local polynomial at x we mean a polynomial in any system of rectangular
coordinates in the tangent plane with origin at x; see (24) below. For a Lyapunov
surface Γ , such polynomials are well-defined in a neighborhood of each point x, and
there is a uniform bound on the size of this neighborhood; indeed, they are well-
defined in the Lyapunov patch Γx,d. The unknown coefficients in Rx are defined
by enforcing the local moment conditions
(23) (Hh ηxfx)(x) = (H ηxfx)(x), for all local polynomials fx up to degree p.
Here ηx ∈ Cm,1(Γ, [0, 1]) is any given cutoff function which is identically one in a
fixed neighborhood of x, for example Γx,d/4, and which is identically zero outside
some fixed neighborhood of x, for example Γx,d/2. The local polynomials Rx and fx
can be described as floating since they are defined in a tangent plane that depends
on x.
The basic structural form of Hb is similar to Gb, but with a correction in a
neighborhood of xb. By construction, for all x outside a neighborhood of xb, we
have ζb = 1 and ζ̂b = 0, so that Hb is defined by the quadrature rule applied
to H . On the other hand, as x approaches xb, we have ζb → 0 and ζ̂b → 1, so
that Hb is determined by the local polynomial Rx. The value of Rx at a node xb
can be interpreted as a generalized quadrature weight as would arise in a product
integration method. There are various freedoms in the choice of ηx used in the
moment conditions. For the lowest-order method with p = 0, the local polynomial
Rx reduces to a constant polynomial which can be extended to the entire surface,
and the cut-off function is unnecessary and can be taken as unity. However, for
higher-order methods with p ≥ 1, the local polynomial Rx in general cannot be
extended to the entire surface, and a non-trivial cut-off function as described above
is necessary. Moreover, a different cut-off function could be used for each different
coefficient in Rx. For convenience, we employ a single cut-off function ηx for all the
moment conditions in our analysis below.
The moment conditions in (23) lead to a linear system of equations for the
unknown coefficients of the local polynomial Rx, which can be solved for any given
point x. Specifically, for any given x ∈ Γ , the local polynomial Rx : Γx,d → R
k×k
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of degree p ≥ 0 has the form
Rx(z) = Cx,0 + Cx,α1ξx,α1(z) + Cx,α1α2ξx,α1(z)ξx,α2(z)
+ · · ·+ Cx,α1α2···αpξx,α1(z)ξx,α2(z) · · · ξx,αp(z),
(24)
where the usual summation convention on pairs of repeated indices α1, . . . , αp is
implied. Substituting (24) into (22), and using the standard basis for the local
polynomials fx, we find that the moment conditions in (23) lead to a linear system
for the k × k coefficients Cx,0 and Cx,α1 through Cx,α1α2···αp , namely
(25)
M0x,0Cx,0 +
p∑
s=1
M0x,α1···αsCx,α1···αs = ∆
0
x,
Mβ1x,0Cx,0 +
p∑
s=1
Mβ1x,α1···αsCx,α1···αs = ∆
β1
x ,
...
M
β1···βp
x,0 Cx,0 +
p∑
s=1
M
β1···βp
x,α1···αsCx,α1···αs = ∆
β1···βp
x .
When p = 0, the indicated sums and all equations except the first are empty and
the system reduces to the single equation M0x,0Cx,0 = ∆
0
x, where
(26)
M0x,0 =
n∑
b=1
ζ̂b(x)ηx(xb) ∈ R,
∆0x =
∫
Γ
H(x, y)ηx(y) dAy −
n∑
b=1
ζb(x)H(x, xb)ηx(xb)Wb ∈ R
k×k.
When p ≥ 1, all sums and equations are non-empty and the system has the full
form indicated in (25). In addition to M0x,0 and ∆
0
x, we have, for 1 ≤ s, t ≤ p,
(27)
M0x,α1···αs =
n∑
b=1
ζ̂b(x)ηx(xb)ξx,α1(xb) · · · ξx,αs(xb) ∈ R,
Mβ1···βtx,0 =
n∑
b=1
ζ̂b(x)ηx(xb)ξx,β1(xb) · · · ξx,βt(xb) ∈ R,
Mβ1···βtx,α1···αs =
n∑
b=1
ζ̂b(x)ηx(xb)ξx,α1(xb) · · · ξx,αs(xb)ξx,β1(xb) · · · ξx,βt(xb) ∈ R,
and
(28)
∆β1···βtx =
∫
Γ
H(x, y)ηx(y)ξx,β1(y) · · · ξx,βt(y) dAy
−
n∑
b=1
ζb(x)H(x, xb)ηx(xb)ξx,β1(xb) · · · ξx,βt(xb)Wb ∈ R
k×k.
In contrast to what the number of indices would suggest, the number of indepen-
dent k×k equations in (25) grows only quadratically in p. This follows from the fact
that all quantities in the equations are fully symmetric in the indices α1 · · ·αs and
β1 · · ·βt for all 1 ≤ s, t ≤ p. Accounting for symmetry, the number of independent
components of Cx,α1···αs is not 2
s, but only (s + 1). Summing over s = 1, . . . , p,
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and including the single contribution from Cx,0, we find that the number of inde-
pendent k × k unknowns, or equivalently, independent k × k equations, is equal
to (p+ 1)(p+ 2)/2. Notice that the implementation of the system in (25) requires
various integral moments of the weakly singular kernel H . These moments can be
evaluated numerically using techniques such as Duffy [15] or local polar coordinate
[11, 31, 47] transformations. In the case when p = 0 and the cut-off function is
taken as unity, the required moment is known analytically in many applications.
However, in the case when p ≥ 1 and the cut-off function is non-trivial, the required
moments must generally be obtained numerically.
For any given point x ∈ Γ , the solvability of the linear system in (25) for the
coefficients of Rx depends on the support of the nodal functions ζ̂b. Specifically, let
Jx = {b | ζ̂b(x) > 0} and consider sufficiently refined surface decompositions such
that ηx(xb) = 1 for all b ∈ Jx. For any local scalar-valued polynomial fx, let Fx
denote the vector of size (p+ 1)(p+ 2)/2 of independent coefficients, where each is
weighted according to its multiplicity. Moreover, let Mx denote the corresponding
square, symmetric coefficient matrix of size (p+ 1)(p+ 2)/2 associated with the
independent equations in (25). Then by direct computation we find
(29) Fx ·MxFx =
n∑
b=1
ζ̂b(x)[fx(xb)]
2ηx(xb) =
∑
b∈Jx
ζ̂b(x)[fx(xb)]
2 ≥ 0.
From this we can deduce sufficient conditions for the positive-definiteness ofMx and
hence the unique solvability of (25). Specifically, for each x ∈ Γ , it is sufficient that
Jx be non-empty, and that the only polynomial of degree p which satisfies fx(xb) =
0 for all b ∈ Jx be the zero polynomial. In view of the number of polynomial
coefficients, this condition implies that Jx must contain at least (p + 1)(p + 2)/2
quadrature nodes for each x ∈ Γ . When x is itself a quadrature node, this implies
that the support of each function ζ̂b must contain at least as many nodes. Hence
the support of the functions ζ̂b determines the solvability of (25). In our analysis,
we will assume that Mx has a uniformly bounded inverse, namely
|M−1x | ≤ C ∀x ∈ Γ, n ≥ n0. (A8)
A straightforward choice of functions ζ̂b which satisfy conditions (A7) and (A8) in
the case p = 0 is described below; see also [36].
The implementation of the numerical method is centered upon (20), (21) and
(25). For each quadrature node xa, the linear system (25) is solved to obtain the
local polynomials Rxa , which are then used in the linear system (20) to obtain the
nodal values ϕh(xa). Once these nodal values are determined, they can be extended
to a continuous function. Specifically, given any point x, the linear system in (25)
can be solved to obtain the local polynomial Rx, which can then be used in the
interpolation equation (21) to obtain the value of ϕh(x). Notice that, in general, the
construction of the local polynomials Rxa and Rx requires the evaluation of local
moments of the weakly singular kernel H , and the evaluation of local Cartesian
coordinates ξxa and ξx. As will be shown later, the values of Rxa and Rx are
independent of the choice of orthonormal basis associated with ξxa and ξx.
3.4. Illustrative example. Here we illustrate the form of the nodal equations (20)
in the lowest-order case with p = 0. In this case, the equations take a particularly
simple form and the evaluation of local Cartesian coordinates is not necessary, and
the evaluation of weakly singular integrals is typically not necessary.
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We begin by describing partition of unity functions ζa and ζ̂a which satisfy
conditions (A7) and (A8). Consider an auxiliary decomposition of Γ into Voronoi
cells, where each cell contains a single quadrature point xa. Each cell can be
mapped to a unit circle, with xa mapped to the center. A simple quadratic function
z = (x2+y2)/2 in the unit circle can be mapped back to the cell as the central part
of ζa. We can then introduce an offset boundary which is displaced outward from
the cell boundary by a distance of ǫ/2, where ǫ = mina 6=b |xa − xb|. The mapped
quadratic function, which by design has the value 1/2 on the cell boundary, can be
extended to achieve a value of 1 on the offset boundary, and then further extended
to the rest of Γ with the constant value 1. Notice that the functions ζa and
ζ̂a so constructed have the convenient nodal property that ζa(xb) = 1 − δab and
ζ̂a(xb) = δab. Moreover, the supports of ζ̂a overlap on the entire surface and we
have
∑
a ζ̂a(x) ≥ 1/2 for all x ∈ Γ .
For the method with p = 0, the local polynomial Rx reduces to a constant
polynomial Rx(z) ≡ Cx,0, and the cutoff function ηx can be taken as unity. The
linear system in (25) reduces to the single equation M0x,0Cx,0 = ∆
0
x, which implies
(30) Cx,0 =
∫
Γ
H(x, y) dAy −
∑n
b=1 ζb(x)H(x, xb)Wb∑n
b=1 ζ̂b(x)
.
This solution is well-defined and bounded for any sequence of decompositions by
properties of the nodal functions ζa and ζ̂a and the kernel function H . In var-
ious applications, the weakly singular integral in the above expression is known
analytically and hence numerical evaluation is not necessary.
The nodal equations in (20) take a particularly simple form. Indeed, because
our choice of the nodal partition of unity functions ζa and ζ̂a has the property that
ζa(xb) = 1− δab and ζ̂a(xb) = δab, the equations become
(31)
γ(xa)ϕh(xa)−
n∑
b=1
G(xa, xb)ϕh(xb)Wb
−
n∑
b=1
b6=a
H(xa, xb)[ϕh(xb)− ϕh(xa)]Wb = f(xa),
where γ(xa) = cI −
∫
Γ H(xa, y) dAy. This discrete system is similar to the classic
singularity subtraction method discussed by various authors [4, 27]. The factor
[ϕh(xb)−ϕh(xa)] can be interpreted as cancelling the weak singularity in H(xa, xb).
Indeed, since the sum extends over b 6= a only, the product H(xa, xb)[ϕh(xb) −
ϕh(xa)] can be interpreted as vanishing when b = a. For methods with p ≥ 1, a
similar but higher-order cancellation can be interpreted to occur. Once the nodal
values of ϕh are determined, they can be extended to a continuous function using
the interpolation equation in (21). Notice that the nodal values of ϕh can be
computed without explicit knowledge of the partition of unity functions. Various
numerical examples with this method are given in [36].
3.5. Solvability and convergence theorem. The following result establishes
the solvability and convergence of the locally-corrected Nystro¨m method defined
in (18)–(28). We consider the method with a quadrature rule of arbitrary order
ℓ ≥ 1, a local polynomial correction of arbitrary degree p ≥ 0, and a surface with
regularity index m ≥ 0. In view of Theorem 2.1, we suppose that the constant
c 6= 0 is not an associated eigenvalue of the operator A, so that the given boundary
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integral equation has a unique solution ϕ. Below we use Cϕ to denote a constant
depending on ϕ.
Theorem 3.1. Under conditions (A0)–(A8), there exists a unique approximation
ϕh ∈ C0(Γ,Rk) for any closed, bounded Lyapunov surface Γ ∈ C1,1 and boundary
data f ∈ C0(Γ,Rk) for all h > 0 sufficiently small. Moreover, if ϕ ∈ Cm,1(Γ,Rk)
and Γ ∈ Cm+1,1, then as h→ 0
(i) ||ϕh − ϕ|| → 0, ∀ℓ ≥ 1, p ≥ 0,m ≥ 0,
(ii) ||ϕh − ϕ|| ≤ Cϕh, ∀ℓ ≥ 1, p = 0,m ≥ 1,
(iii) ||ϕh − ϕ|| ≤ Cϕh
min(ℓ,p,m), ∀ℓ ≥ 1, p ≥ 1,m ≥ 1.
Thus, under suitable assumptions, the method defined by (18)–(28) is convergent
in the usual maximum or C0-norm. The rate of convergence depends on the order
ℓ of the quadrature rule, the degree p of the local polynomial correction, and the
the regularity index m of the exact solution ϕ and the surface Γ . In the minimal
regularity case with m = 0, there is no lower bound on the rate, and in the higher
regularity case with m ≥ 1, the rate is at least linear. The rate of convergence
is independent of the order of the quadrature rule in the case when p = 0, which
corresponds to the lowest degree of correction. Higher rates of convergence are
obtained when p ≥ 1, which corresponds to higher degrees of correction. Notice
that the rates of convergence stated above are lower bounds; they could possibly be
higher in certain circumstances, for example in smooth problems with periodicity,
for which some quadrature rules are known to have special properties [11, 32].
We remark that the method considered here is based on open quadrature rules as
required by condition (A5).
As a special case, Theorem 3.1 with p = 0 establishes the convergence of a
method similar to the classic singularity subtraction method considered previously
by various authors [4, 27]. The two methods lead to apparently identical discrete
systems for the nodal approximations, but differ in how the nodal approximations
are interpolated over the surface. Convergence results for this method appear to
be not well-known. The results derived here make crucial use of the structure of
the nodal functions Hb(x) defined in (22), the moment conditions defined in (23),
and various properties of the nodal partition of unity functions ζb and ζ̂b. Such
ingredients appear to have not been considered in previous studies of the classic
method. We remark that the linear convergence result for p = 0 is delicate and
relies on a Tricomi-like property of the potential H implied by condition (A3)(ii).
The results for p ≥ 1 are qualitatively different and rely mainly on the regularizing
effect of the local polynomial correction. Specifically, the linear convergence result
in part (ii) requires condition (A3) whereas the convergence results in parts (i) and
(iii) do not.
4. Proof
In this section we provide a proof of Theorem 3.1. We use the same notation
and conventions as in previous sections. Specifically, we use C, C′, C′′ and so on,
to denote generic positive constants whose value may change from one appearance
to the next, use | · | to denote a Euclidean norm or the measure of a surface, as
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determined by the context, and use || · || to denote the usual maximum norm on
C0(Γ,Rk).
4.1. Collective compactness. We first outline a result, based on the theory of
collectively compact operators [3], which plays a fundamental role in the analysis
of Nystro¨m methods [7, 18, 30]. Let A be a linear, compact operator on C0(Γ,Rk)
as given in (9), and let An (n ≥ n0) be a sequence of linear, finite-rank operators
on C0(Γ,Rk) as given in (19), where for convenience we consider subscripts n→∞
in place of hn → 0. Consider the following conditions:
(C1) For each v ∈ C0(Γ,Rk), (Anv)(x)→ (Av)(x) uniformly in x ∈ Γ .
(C2) |(Anv)(x)| ≤ C for all x ∈ Γ and v ∈ C0(Γ,Rk) with ||v|| ≤ 1.
(C3) For every ǫ > 0 there exists δ > 0 and N ≥ n0 such that |(Anv)(x) −
(Anv)(y)| < ǫ for all x, y ∈ Γ with |x−y| < δ, v ∈ C0(Γ,Rk) with ||v|| ≤ 1,
and n ≥ N .
Condition (C1) states that An converges to A pointwise in C
0(Γ,Rk). Conditions
(C2) and (C3) state, respectively, that S = {Anv | n ≥ n0, ||v|| ≤ 1} is an
equibounded and equicontinuous subset of C0(Γ,Rk). These two conditions imply,
by the Arzela-Ascoli Theorem, that S is relatively compact; by definition, the
sequence An is then called collectively compact. For such sequences the following
well-known result holds [7, 18, 30].
Theorem 4.1. Let A and An (n ≥ n0) be linear operators on C
0(Γ,Rk), where A
is compact and An are finite-rank, and assume that (C1)–(C3) hold. If cϕ−Aϕ = f
is uniquely solvable for ϕ, then there exist constants Cϕ > 0 and Nϕ ≥ n0 such that
cϕn − Anϕn = f is uniquely solvable for ϕn, and moreover
(32) ||ϕn − ϕ|| ≤ Cϕ||Anϕ−Aϕ||, ∀n ≥ Nϕ.
In what follows, we establish conditions (C1)–(C3) for the operatorAn = Gn+Hn
defined in (19). We concentrate on Hn since the result for Gn is straightforward by
continuity of its kernel. Once (C1)–(C3) are established, the result in Theorem 3.1
will follow from a bound on ||Anϕ − Aϕ|| under regularity assumptions on Γ and
ϕ.
4.2. Lemmata. We begin with a collection of useful results regarding the weakly
singular kernel H . Parts (i) and (ii) below show that the integral operator defined
by H indeed maps C0(Γ,Rk) into itself, and is equibounded and equicontinuous on
bounded subsets, hence compact. Part (iii) is an important inequality that will be
used in the sequel.
Lemma 4.2. Let Γ satisfy (A0) with Lyapunov radius d > 0 and let H satisfy
(A2) with exponent 0 < µ ≤ 1. Then:
(i)
∫
Γ
|H(x, y)| dAy ≤ C for all x ∈ Γ .
(ii) For every ǫ > 0 there exists δ > 0 such that
∫
Γ |H(x∗, y)−H(x0, y)| dAy ≤ ǫ
for all x0, x∗ ∈ Γ with |x0 − x∗| ≤ δ.
(iii) |H(x∗, y) − H(x0, y)| ≤ C|x∗ − x0|/|y − x0|
3−µ for all x0, x∗, y ∈ Γ with
0 < |x∗ − x0| ≤ d/3 and 2|x∗ − x0| ≤ |y − x0| ≤ d.
Proof. Parts (i) and (ii) are classic results for weakly singular integrals, see for
example [22], where the proof of (ii) relies on (iii). For brevity, we illustrate only
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(iii). To begin, we consider the form of H in (11) and use the triangle inequality to
get
|H(x∗, y)−H(x0, y)| =
∣∣∣∣ u(x∗, y)|y − x∗|2−µ − u(x0, y)|y − x0|2−µ
∣∣∣∣
≤
|u(x∗, y)− u(x0, y)|
|y − x∗|2−µ
+
∣∣∣∣ u(x0, y)|y − x∗|2−µ − u(x0, y)|y − x0|2−µ
∣∣∣∣ .(33)
For the first term in (33), we consider the local Cartesian coordinate map ψx0
in the Lyapunov patch Γx0,d, and the curve x(τ) = ψx0(τξ∗), 0 ≤ τ ≤ 1, from
x0 = ψx0(0) to x∗ = ψx0(ξ∗). Using this curve, we have
(34) u(x∗, y)− u(x0, y) =
∫ 1
0
Dxu(x(τ), y)
d
dτ
x(τ) dτ.
From (13) and the relation dx/dτ = (∂ψx0/∂ξ)ξ∗, and the facts that |∂ψx0/∂ξ| ≤ C
and |ξ∗| ≤ C|x∗ − x0|, which follow from the Lipschitz properties of ψx0 and ψ
−1
x0 ,
we get
(35) |u(x∗, y)− u(x0, y)| ≤
∫ 1
0
C|x∗ − x0|
|x(τ) − y|
dτ.
From the definition of x(τ), we deduce that |x(τ) − x0| is an increasing function,
and hence |x(τ) − x0| ≤ |x∗ − x0| for all 0 ≤ τ ≤ 1. Moreover, by hypothesis, we
have 0 < |x∗ − x0| ≤ |y − x0|/2. These two results imply, with the help of the
triangle inequality,
(36)
1
2
≤
|y − x(τ)|
|y − x0|
≤
3
2
, τ ∈ [0, 1], and
1
2
≤
|y − x∗|
|y − x0|
≤
3
2
,
and using (36) in (35), we find
(37) |u(x∗, y)− u(x0, y)| ≤
C|x∗ − x0|
|y − x∗|
.
For the second term in (33), we notice that |u| ≤ C by (12). Hence, using the
notation r = |y − x|, we have
(38)
∣∣∣∣ u(x0, y)|y − x∗|2−µ − u(x0, y)|y − x0|2−µ
∣∣∣∣ ≤ C
∣∣∣∣∣ 1r2−µ∗ − 1r2−µ0
∣∣∣∣∣ = C|r2−µ0 − r2−µ∗ |r2−µ0 r2−µ∗ .
From (36) and the hypothesis 0 < 2|x∗ − x0| ≤ |y − x0| ≤ d we notice that
(39) 0 < r0 ≤ d and 0 < r0 ≤ 2r∗ ≤ 3r0 ≤ 3d.
Regarding the factor |r2−µ0 − r
2−µ
∗ | in (38), we have, since the function r1−µ is
monotonic,
(40) |r2−µ0 − r
2−µ
∗ | =
∣∣∣∣∫ r∗
r0
d
dr
[r2−µ] dr
∣∣∣∣ ≤ (2− µ)max{r1−µ0 , r1−µ∗ }|r∗ − r0|.
Combining (40) and (39) with (38), we find
(41)
∣∣∣∣ u(x0, y)|y − x∗|2−µ − u(x0, y)|y − x0|2−µ
∣∣∣∣ ≤ C|r∗ − r0|r3−µ0 ≤ C|x∗ − x0||y − x0|3−µ ,
where the last inequality follows from the definitions of r0 and r∗, and the straight-
forward inequality |r∗ − r0| ≤ |x∗ − x0|. Substituting (41) and (37) into (33), and
again using (36) on the first term, we obtain the desired result. 
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The next result can be viewed, in part, as a discrete analog of Lemma 4.2. It
will play a central role in establishing the collective compactness of the operators
Hn associated with the numerical method. The defining elements of the method,
which are the surface decomposition, quadrature rule, and nodal partition of unity
functions, are denoted by the set {Γ e, xeq ,W
e
q , ζ
e
q , ζ̂
e
q}.
Lemma 4.3. Let Γ satisfy (A0) with Lyapunov radius d > 0, H satisfy (A2) with
exponent 0 < µ ≤ 1, and {Γ e, xeq,W
e
q , ζ
e
q , ζ̂
e
q} satisfy (A4)–(A7). Then:
(i) ζb(x)H(x, xb) (:= 0 at x = xb) is continuous in x ∈ Γ for each b = 1, . . . , n
and n ≥ n0.
(ii)
∑n
b=1 |ζb(x)H(x, xb)Wb| ≤ C for all x ∈ Γ and n ≥ n0.
(iii) For every ǫ > 0 there exists δ > 0 such that
∑n
b=1 |ζb(x∗)H(x∗, xb)Wb −
ζb(x0)H(x0, xb)Wb| ≤ ǫ for all x0, x∗ ∈ Γ with |x0 − x∗| ≤ δ and n ≥ n0.
Proof. For part (i), we notice that ζb(x) is continuous for all x, and H(x, xb) is
continuous for all x 6= xb. Hence, to establish the result, we need only verify that
ζb(x)H(x, xb)→ 0 as x→ xb. From (A2) and (A7), we get
(42) |ζb(x)H(x, xb)| =
|ζb(x)u(x, xb)|
|x− xb|2−µ
≤
C|x − xb|
µ
h2
,
and the result follows since 0 < µ ≤ 1.
For part (ii), let δ ∈ (0, d/3] and β ≥ 10 be any given numbers and consider
sufficiently refined surface decompositions with E ≥ Eβ,δ, where Eβ,δ ≥ E0 is a
given integer defined such that 0 < βh ≤ δ/2 for all E ≥ Eβ,δ. We consider an
arbitrary x = x0 ∈ Γ and consider collections of surface elements Γ e, e = 1, . . . , E,
defined by
(43) Ix0,δ = {e | Γ
e ⊂ Γx0,δ} and Ix0,βh = {e | Γ
e ⊂ Γx0,βh},
and note that, by design, the sets Ix0,δ, Ix0,βh ⊂ Ix0,δ and Ix0,δ\Ix0,βh are non-
empty for all E ≥ Eβ,δ. Moreover, we consider the decomposition
(44)
n∑
b=1
ζb(x0)H(x0, xb)Wb = S1(x0) + S2(x0) + S3(x0),
where
S1(x0) =
∑
e∈Ix0,βh
Q∑
q=1
ζeq (x0)H(x0, x
e
q)W
e
q ,(45)
S2(x0) =
∑
e∈Ix0,δ\Ix0,βh
Q∑
q=1
ζeq (x0)H(x0, x
e
q)W
e
q ,(46)
S3(x0) =
∑
e6∈Ix0,δ
Q∑
q=1
ζeq (x0)H(x0, x
e
q)W
e
q .(47)
To establish the result, we show that each of the sums S1, S2 and S3 is uniformly
bounded for all E ≥ Eβ,δ and x0 ∈ Γ . Boundedness for the finite interval E ∈
[E0, Eβ,δ] is a straightforward consequence of part (i) and will be omitted for brevity.
For the term S1 in (44), we consider the local Cartesian coordinate map ψx0 in
the Lyapunov patch Γx0,d. Since Γx0,βh ⊂ Γx0,d, and ψx0 and ψ
−1
x0 are Lipschitz,
we have the area bound |Γx0,βh| ≤ Ch
2. Moreover, from (A4) and the fact that
A CONVERGENCE THEOREM FOR A CLASS OF NYSTRO¨M METHODS 17
(∪e∈Ix0,βhΓ
e) ⊂ Γx0,βh, we get Ch
2|Ix0,βh| ≤ |Γx0,βh|, where |Ix0,βh| denotes the
number of elements in the index set Ix0,βh. From these two observations, we deduce
the uniform bound
(48) |Ix0,βh| ≤ C, ∀E ≥ Eβ,δ, x0 ∈ Γ.
From (45) we get, using (A2) and (A7),
|S1(x0)| ≤
∑
e∈Ix0,βh
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q |,
≤
∑
e∈Ix0,βh
Q∑
q=1
C|x0 − xeq |
2
h2
C
|x0 − xeq|
2−µ
W eq .
(49)
Since xeq ∈ Γ
e ⊂ Γx0,βh we have |x0−x
e
q| ≤ βh, and from (A5) we have
∑Q
q=1W
e
q ≤
Ch2. Using these results together with (49) and (48), we find that
(50) |S1(x0)| ≤ Ch
µ, ∀E ≥ Eβ,δ, x0 ∈ Γ,
which establishes the result for S1 since 0 < µ ≤ 1. Indeed, the sum S1(x0)→ 0 as
E →∞ (h→ 0) uniformly in x0 ∈ Γ .
For the term S2 in (44), we notice first that Γx0,(β−1)h ⊂ Γx0,βh and that
dist(∂Γx0,(β−1)h, ∂Γx0,βh) ≥ h ≥ diam(Γ
e). Hence, if Γ e ∩ Γx0,(β−1)h 6= ∅, then
Γ e ⊂ Γx0,βh. From this we deduce that Γ
e ⊂ Γx0,δ and Γ
e ∩ Γx0,(β−1)h = ∅ for all
e ∈ Ix0,δ\Ix0,βh. This implies
(51) 0 < (β − 1)h < |xeq − x0| ≤ δ, ∀e ∈ Ix0,δ\Ix0,βh, q = 1, . . . , Q.
To each quadrature element Γ e with e ∈ Ix0,δ\Ix0,βh we associate a distinguished
node q(x0, e) ∈ {1, . . . , Q}, radius λ(x0, e) ∈ ((β − 1)h, δ] and subset Γ ex0,in ⊂ Γ
e
defined by
(52)
min
q=1,...,Q
|xeq − x0| = |x
e
q(x0,e)
− x0|,
λ(x0, e) = |x
e
q(x0,e)
− x0|, Γ
e
x0,in = Γ
e ∩B(x0, λ(x0, e)).
From (A5) we get Ch ≤ dist(xeq , ∂Γ
e) ≤ h for all q = 1, . . . , Q, and from this
we deduce that the area of Γ ex0,in is bounded from below, namely |Γ
e
x0,in
| ≥ Ch2.
Combining this result with (A4), we find that
(53) C|Γ e| ≤ |Γ ex0,in| ≤ |Γ
e|, ∀e ∈ Ix0,δ\Ix0,βh, E ≥ Eβ,δ.
18 O. GONZALEZ AND J. LI
From (46) we get, using (A2), (A4) and (A5), and the fact that |ζeq (x0)| ≤ 1,
together with (52)1 and (53),
|S2(x0)| ≤
∑
e∈Ix0,δ\Ix0,βh
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q |,
≤
∑
e∈Ix0,δ\Ix0,βh
Q∑
q=1
C
|x0 − xeq|
2−µ
W eq ,
≤
∑
e∈Ix0,δ\Ix0,βh
C
|x0 − xeq(x0,e)|
2−µ
Q∑
q=1
W eq ,
≤
∑
e∈Ix0,δ\Ix0,βh
C|Γ ex0,in|
|x0 − xeq(x0,e)|
2−µ
.
(54)
Moreover, by definition of Γ ex0,in and the fact that x
e
q(x0,e)
∈ ∂B(x0, λ(x0, e)), we
get
(55)
1
|xeq(x0,e) − x0|
≤
1
|y − x0|
, ∀y ∈ Γ ex0,in.
Combining (55) with (54), and using the fact that Γ ex0,in ⊂ Γ
e, we find
|S2(x0)| ≤
∑
e∈Ix0,δ\Ix0,βh
∫
Γ ex0,in
C
|y − x0|2−µ
dAy ,
≤
∑
e∈Ix0,δ\Ix0,βh
∫
Γ e
C
|y − x0|2−µ
dAy ,
≤
∫
Γx0,δ
C
|y − x0|2−µ
dAy ≤ Cδ
µ, ∀E ≥ Eβ,δ, x0 ∈ Γ,
(56)
where the last inequality follows from a direct estimate of the integral using polar
coordinates and the fact that the local coordinate maps ψx0 and ψ
−1
x0 are Lipschitz.
Thus the result for S2 is established.
For the final term S3 in (44), we notice similar to before that Γx0,δ−h ⊂ Γx0,δ
and that dist(∂Γx0,δ−h, ∂Γx0,δ) ≥ h ≥ diam(Γ
e). Hence, if Γ e ∩ Γx0,δ−h 6= ∅, then
Γ e ⊂ Γx0,δ. From this we deduce that Γ
e ∩ Γx0,δ−h = ∅ for all e 6∈ Ix0,δ. This
implies
(57) 0 < δ − h < |y − x0| ∀y ∈ Γ
e, e 6∈ Ix0,δ, E ≥ Eβ,δ.
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From (47) we get, using (A2), (A4) and (A5), and the fact that |ζeq (x0)| ≤ 1 and
βh ≤ δ/2, together with (57),
|S3(x0)| ≤
∑
e6∈Ix0,δ
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q |,
≤
∑
e6∈Ix0,δ
Q∑
q=1
C
|x0 − xeq|
2−µ
W eq ,
≤
∑
e6∈Ix0,δ
Q∑
q=1
C
δ2−µ
W eq ,
≤
C|Γ |
δ2−µ
≤ Cδµ−2, ∀E ≥ Eβ,δ, x0 ∈ Γ.
(58)
Thus the result for S3 is established. The desired result stated in part (ii) follows
from (58), (56), (50) and (44).
For part (iii), let δ ∈ (0, d/3], β ≥ 10 and Eβ,δ ≥ E0 be given numbers defined
as before, so 0 < βh ≤ δ/2 for all E ≥ Eβ,δ. Moreover, in view of (A7), we suppose
that Eβ,δ is sufficiently large so that diam(supp(ζ̂b)) ≤ δ/2 for all b = 1, . . . , n and
E ≥ Eβ,δ. Since the result in part (iii) trivially holds when x0 = x∗, we consider
without loss of generality any arbitrary points x0, x∗ ∈ Γ with 0 < |x0 − x∗| ≤ δ.
Given such points, we consider the following collections of surface elements Γ e,
e = 1, . . . , E, defined in the same way as before:
(59) Ix0,βh ⊂ Ix0,2δ ⊂ Ix0,d and Ix∗,βh ⊂ Ix∗,3δ ⊂ Ix∗,d.
By design, each of the above sets is non-empty, as well as each of Ix0,d\Ix0,2δ,
Ix0,2δ\Ix0,βh, Ix∗,d\Ix∗,3δ and Ix∗,3δ\Ix∗,βh for all E ≥ Eβ,δ. Moreover, we have
the inclusion Ix0,2δ ⊂ Ix∗,3δ for all E ≥ Eβ,δ. Analogous to before, we consider the
decomposition
(60)
n∑
b=1
Fb(x0)− Fb(x∗) = F1(x0, x∗) + F2(x0, x∗) + F3(x0, x∗),
where Fb(x) = ζb(x)H(x, xb)Wb and
F1(x0, x∗) =
∑
e∈Ix0,2δ
Q∑
q=1
F eq (x0)− F
e
q (x∗),(61)
F2(x0, x∗) =
∑
e∈Ix0,d\Ix0,2δ
Q∑
q=1
F eq (x0)− F
e
q (x∗),(62)
F3(x0, x∗) =
∑
e6∈Ix0,d
Q∑
q=1
F eq (x0)− F
e
q (x∗).(63)
To establish the result, we show that, for every ǫ > 0, there exists a δ ∈ (0, d/3]
such that |F1| ≤ ǫ, |F2| ≤ ǫ and |F3| ≤ ǫ for all 0 < |x0 − x∗| ≤ δ and E ≥ Eβ,δ.
Results for the finite interval E ∈ [E0, Eβ,δ] are a straightforward consequence of
part (i) and will be omitted for brevity.
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For the term F1 in (60), we use the inclusion Ix0,2δ ⊂ Ix∗,3δ, and the inclusions
Ix0,βh ⊂ Ix0,2δ and Ix∗,βh ⊂ Ix∗,3δ, to obtain
|F1(x0, x∗)| ≤
∑
e∈Ix0,2δ
Q∑
q=1
|F eq (x0)|+
∑
e∈Ix∗,3δ
Q∑
q=1
|F eq (x∗)|
=
( ∑
e∈Ix0,βh
+
∑
e∈Ix0,2δ\Ix0,βh
) Q∑
q=1
|F eq (x0)|
+
( ∑
e∈Ix∗,βh
+
∑
e∈Ix∗,3δ\Ix∗,βh
) Q∑
q=1
|F eq (x∗)|.
(64)
From the definition of F eq , and the same arguments in part (ii) that yielded (50)
and (56), we find
|F1(x0, x∗)| ≤ (Ch
µ + Cδµ) + (Chµ + Cδµ) ≤ Cδµ, ∀E ≥ Eβ,δ,(65)
where 0 < µ ≤ 1 and the last inequality follows from the fact that h ≤ δ/(2β).
Thus, for every ǫ > 0, we can choose δ ∈ (0, d/3] sufficiently small to get the uniform
bound
(66) |F1(x0, x∗)| ≤ ǫ, ∀E ≥ Eβ,δ, x0, x∗ ∈ Γ, 0 < |x0 − x∗| ≤ δ.
For the term F2 in (60), we notice first that Γx0,2δ−h ⊂ Γx0,2δ and moreover
that dist(∂Γx0,2δ−h, ∂Γx0,2δ) ≥ h ≥ diam(Γ
e). Hence, if Γ e ∩ Γx0,2δ−h 6= ∅, then
Γ e ⊂ Γx0,2δ. From this we deduce that Γ
e ⊂ Γx0,d and Γ
e ∩ Γx0,2δ−h = ∅ for all
e ∈ Ix0,d\Ix0,2δ. This implies
(67)
39δ
20
≤ 2δ − h < |y − x0| ≤ d, ∀y ∈ Γ
e, e ∈ Ix0,d\Ix0,2δ, E ≥ Eβ,δ.
Thus, by a slight generalization of Lemma 4.2(iii), we have
(68) |H(x∗, y)−H(x0, y)| ≤
C|x∗ − x0|
|y − x0|3−µ
, ∀y ∈ Γ e, e ∈ Ix0,d\Ix0,2δ, E ≥ Eβ,δ.
Furthermore, since diam(supp(ζ̂b)) ≤ δ/2, we have
(69) ζeq (x0) = 1, ζ
e
q (x∗) = 1, ∀x
e
q ∈ Γ
e, e ∈ Ix0,d\Ix0,2δ, E ≥ Eβ,δ.
Combining (69) and (68) with (62), and using the fact that 0 < |x0 − x∗| ≤ δ, we
get
|F2(x0, x∗)| ≤
∑
e∈Ix0,d\Ix0,2δ
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q − ζ
e
q (x∗)H(x∗, x
e
q)W
e
q |,
≤
∑
e∈Ix0,d\Ix0,2δ
Q∑
q=1
|H(x0, x
e
q)−H(x∗, x
e
q)|W
e
q ,
≤
∑
e∈Ix0,d\Ix0,2δ
Q∑
q=1
Cδ
|xeq − x0|
3−µ
W eq .
(70)
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Using the same arguments as in (54)–(56) with analogous quantities q(x0, e), λ(x0, e)
and Γ ex0,in, we obtain
|F2(x0, x∗)| ≤
∑
e∈Ix0,d\Ix0,2δ
∫
Γ e
Cδ
|y − x0|3−µ
dAy,
≤
∫
Γx0,d\Γx0,2δ−h
Cδ
|y − x0|3−µ
dAy ,
≤
{
Cδ + Cδµ, 0 < µ < 1
Cδ + Cδ ln δ, µ = 1
]
∀E ≥ Eβ,δ,
(71)
where the last inequality follows from a direct estimate of the integral using polar
coordinates and the fact that the local coordinate maps ψx0 and ψ
−1
x0 are Lipschitz.
Hence, for every ǫ > 0, we can choose δ ∈ (0, d/3] sufficiently small to get the
uniform bound
(72) |F2(x0, x∗)| ≤ ǫ, ∀E ≥ Eβ,δ, x0, x∗ ∈ Γ, 0 < |x0 − x∗| ≤ δ.
For the last term F3 in (60), we notice similar to before that Γx0,d−h ⊂ Γx0,d
and that dist(∂Γx0,d−h, ∂Γx0,d) ≥ h ≥ diam(Γ
e). Hence, if Γ e ∩ Γx0,d−h 6= ∅, then
Γ e ⊂ Γx0,d. From this we deduce that Γ
e ∩ Γx0,d−h = ∅ for all e 6∈ Ix0,d. This
implies, using the fact that h ≤ δ/(2β) ≤ d/(6β),
(73)
59d
60
≤ d− h < |y − x0|, ∀y ∈ Γ
e, e 6∈ Ix0,d, E ≥ Eβ,δ.
Moreover, since 0 < |x0 − x∗| ≤ δ ≤ d/3, we deduce from the triangle inequality
that
(74)
39d
60
≤ |y − x∗|, ∀y ∈ Γ
e, e 6∈ Ix0,d, E ≥ Eβ,δ.
Furthermore, since diam(supp(ζ̂b)) ≤ δ/2 ≤ d/6, we have
(75) ζeq (x0) = 1, ζ
e
q (x∗) = 1, ∀x
e
q ∈ Γ
e, e 6∈ Ix0,d, E ≥ Eβ,δ.
Combining (75) with (63), and using the fact that H(x, y) is Lipschitz on the set
|y − x| ≥ 39d/60 by (A2), and the fact that 0 < |x0 − x∗| ≤ δ, we get
|F3(x0, x∗)| ≤
∑
e6∈Ix0,d
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q − ζ
e
q (x∗)H(x∗, x
e
q)W
e
q |,
≤
∑
e6∈Ix0,d
Q∑
q=1
|H(x0, x
e
q)−H(x∗, x
e
q)|W
e
q ,
≤
∑
e6∈Ix0,d
Q∑
q=1
C|x0 − x∗|W
e
q ,
≤ C|Γ ||x0 − x∗| ≤ Cδ.
(76)
Thus, for every ǫ > 0, we can choose δ ∈ (0, d/3] sufficiently small to get the uniform
bound
(77) |F3(x0, x∗)| ≤ ǫ, ∀E ≥ Eβ,δ, x0, x∗ ∈ Γ, 0 < |x0 − x∗| ≤ δ.
The desired result stated in part (iii) follows from (77), (72), (66) and (60). 
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Our next result establishes some important properties of the local polynomial
Rx(z) of degree p ≥ 0 with coefficients {Cx,0, Cx,α1 , . . . , Cx,α1α2···αp} defined in
(24)–(28).
Lemma 4.4. Let Γ satisfy (A0) with Lyapunov radius d > 0, H satisfy (A2) with
exponent 0 < µ ≤ 1, and {Γ e, xeq,W
e
q , ζ
e
q , ζ̂
e
q} satisfy (A4)–(A8). Then:
(i) For each x ∈ Γ and n ≥ n0, the local polynomial Rx : Γx,d → R
k×k is
invariant to the choice of orthonormal basis in TxΓ .
(ii) Rx(z) is continuous in x ∈ Γ and z ∈ Γx,d′ for each n ≥ n0 and d′ ∈ (0, d).
(iii) For every ǫ > 0 there exists N > 0 such that |Rx(z)| ≤ ǫ for all x ∈ Γ ,
z ∈ Γx,d and n ≥ N .
Proof. For part (i), let x ∈ Γ and n ≥ n0 be arbitrary, and let ξx(z) and ξ˜x(z) be
local Cartesian coordinates in Γx,d relative to two orthonormal bases in TxΓ . Then
there exists an orthogonal matrix Lx ∈ R
2×2 such that
(78) ξ˜x,α(z) = Lx,αβξx,β(z), ∀z ∈ Γx,d.
Moreover, let {Cx,0, Cx,α1 , . . . , Cx,α1α2···αp} and {C˜x,0, C˜x,α1 , . . . , C˜x,α1α2···αp} de-
note polynomial coefficients found using the two bases. From (25)–(28) and (78),
and the uniqueness of solutions of (25) guaranteed by (A8), and the fact that
L−1x = L
T
x , we deduce
(79) Cx,0 = C˜x,0, Cx,α1···αs = Lx,β1α1 · · ·Lx,βsαsC˜x,β1···βs , s = 1, . . . , p.
Combining (79) and (78) with (24), we find that the value of Rx(z) is independent
of the basis.
For part (ii), let n ≥ n0, d′ ∈ (0, d), x0 ∈ Γ and z0 ∈ Γx0,d′ be arbitrary, and
consider any 0 < δ < (d− d′)/2. Then, by the triangle inequality, we find
(80) z ∈ Γx,d, ∀x ∈ Γx0,δ, ∀z ∈ Γz0,δ.
Moreover, let u0 ∈ Tx0Γ be any given unit vector, let ν(x) denote the outward unit
normal to Γ at x, and consider a basis for TxΓ defined by
(81) t1(x) =
u0 − (u0 · ν(x))ν(x)
|u0 − (u0 · ν(x))ν(x)|
, t2(x) = ν(x) × t1(x).
Then, for any x ∈ Γx0,δ and z ∈ Γz0,δ, the local Cartesian coordinates for z ∈ Γx,d
are given by
(82) ξx,α(z) = (z − x) · tα(x).
From the fact that these coordinates depend continuously on x ∈ Γx0,δ and z ∈
Γz0,δ, together with Lemmas 4.2 and 4.3, we deduce that the coefficient matrix and
data vector for the linear system in (25) depend continuously on x ∈ Γx0,δ. Fur-
thermore, by (A8), the unique solution {Cx,0, Cx,α1 , . . . , Cx,α1α2···αp} of the system
also depends continuously on x ∈ Γx0,δ. Combining these results with (24), we find
that Rx(z) depends continuously on x ∈ Γx0,δ and z ∈ Γz0,δ as required.
For part (iii), we notice that, by (A8) and the fact that |ξx(z)| ≤ d for all x ∈ Γ
and z ∈ Γx,d, it will be sufficient to show that, for every ǫ > 0, there exists an
N > 0 such that
(83) |∆0x| ≤ ǫ, |∆
β1···βs
x | ≤ ǫ, ∀n ≥ N, x ∈ Γ, s = 1, . . . , p.
For brevity, we establish the above bound for ∆0x only, and note that a bound for
∆β1···βsx follows by a similar argument. Using the same notation as in the proof
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of Lemma 4.3, let δ ∈ (0, d/3], β ≥ 10 and Eβ,δ ≥ E0 be given numbers, where
Eβ,δ is sufficiently large such that 0 < βh ≤ δ/2 and diam(supp(ζ̂b)) ≤ δ/2 for all
b = 1, . . . , n and E ≥ Eβ,δ. Moreover, for arbitrary x = x0 ∈ Γ , we consider as
before the collections of surface elements Γ e, e = 1, . . . , E, denoted by Ix0,βh and
Ix0,δ. From (26), we consider the decomposition
∆0x0 =
∫
Γ
H(x0, y)ηx0(y) dAy −
n∑
b=1
ζb(x0)H(x0, xb)ηx0(xb)Wb,(84)
=
E∑
e=1
[∫
Γ e
H(x0, y)ηx0(y) dAy −
Q∑
q=1
ζeq (x0)H(x0, x
e
q)ηx0(x
e
q)W
e
q
]
,(85)
= D1(x0) +D2(x0),(86)
where
D1(x0) =
∑
e∈Ix0,δ
[∫
Γ e
H(x0, y)ηx0(y) dAy −
Q∑
q=1
ζeq (x0)H(x0, x
e
q)ηx0(x
e
q)W
e
q
]
,
(87)
D2(x0) =
∑
e6∈Ix0,δ
[∫
Γ e
H(x0, y)ηx0(y) dAy −
Q∑
q=1
ζeq (x0)H(x0, x
e
q)ηx0(x
e
q)W
e
q
]
.
(88)
To establish the result, we show that, for every ǫ > 0, we can choose Eβ,δ ≥ E0
sufficiently large such that |D1| ≤ ǫ and |D2| ≤ ǫ for all E ≥ Eβ,δ and x0 ∈ Γ .
For the term D1 in (86), we use the fact that |ηx0 | ≤ 1 to obtain
(89) |D1(x0)| ≤
∑
e∈Ix0,δ
[∫
Γ e
|H(x0, y)| dAy +
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q |
]
.
Working with the first sum in (89), we have, using (A2),∑
e∈Ix0,δ
∫
Γ e
|H(x0, y)| dAy ≤
∫
Γx0,δ
C
|y − x0|2−µ
dAy ≤ Cδ
µ, ∀E ≥ Eβ,δ,(90)
where 0 < µ ≤ 1 and the last inequality follows from a direct estimate of the
integral using polar coordinates and the fact that the local coordinate maps ψx0
and ψ−1x0 are Lipschitz. Working with the second sum in (89), we have, using the
inclusion Ix0,βh ⊂ Ix0,δ,
∑
e∈Ix0,δ
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q |
=
( ∑
e∈Ix0,βh
+
∑
e∈Ix0,δ\Ix0,βh
) Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q |.
(91)
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By the same arguments used in the proof of Lemma 4.3(ii) that yielded (50) and
(56), we find∑
e∈Ix0,δ
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q | ≤ (Ch
µ + Cδµ) ≤ Cδµ, ∀E ≥ Eβ,δ,(92)
where the last inequality follows from the fact that h ≤ δ/(2β). Thus, in view of
(92), (90) and (89), for every ǫ > 0, we can choose a δ ∈ (0, d/3] sufficiently small
to get the uniform bound
(93) |D1(x0)| ≤ ǫ, ∀E ≥ Eβ,δ, x0 ∈ Γ.
For the term D2 in (86), we notice that Γx0,δ−h ⊂ Γx0,δ and moreover that
dist(∂Γx0,δ−h, ∂Γx0,δ) ≥ h ≥ diam(Γ
e). Hence, if Γ e∩Γx0,δ−h 6= ∅, then Γ
e ⊂ Γx0,δ.
From this we deduce that Γ e∩Γx0,δ−h = ∅ for all e 6∈ Ix0,δ. This implies, using the
fact that h ≤ δ/(2β),
(94)
19δ
20
≤ δ − h < |y − x0|, ∀y ∈ Γ
e, e 6∈ Ix0,δ, E ≥ Eβ,δ.
Furthermore, since diam(supp(ζ̂b)) ≤ δ/2, we have
(95) ζeq (x0) = 1, ∀x
e
q ∈ Γ
e, e 6∈ Ix0,δ, E ≥ Eβ,δ.
Combining (95) with (88), and using the fact that H(x, y) is class Cm,1 on the set
|y − x| ≥ 19δ/20 by (A2), and that ηx(y) is class Cm,1 for all x and y, together
with the quadrature error bound in (A6) for a rule of order ℓ, we get
|D2(x0)| ≤
∑
e6∈Ix0,δ
∣∣∣∣∣
∫
Γ e
H(x0, y)ηx0(y) dAy −
Q∑
q=1
H(x0, x
e
q)ηx0(x
e
q)W
e
q
∣∣∣∣∣(96)
≤
∑
e6∈Ix0,δ
Cδ|Γ
e|hmin(ℓ,m+1) ≤ Cδ|Γ |h
min(ℓ,m+1), ∀E ≥ Eβ,δ.(97)
Here Cδ is a Lipschitz constant for the derivatives of the function H(x, y)ηx(y) on
the set |y − x| ≥ 19δ/20, and δ ∈ (0, d/3] is fixed such that (93) holds. Thus, for
any given ǫ > 0, we can choose Eβ,δ sufficiently large (equivalently h sufficiently
small) to get the uniform bound
(98) |D2(x0)| ≤ ǫ, ∀E ≥ Eβ,δ, x0 ∈ Γ.
The desired result for ∆0x0 follows from (98), (93) and (86). 
The next result shows that the linear operators A and An (n ≥ n0) defined in
(9) and (19) satisfy the collective compactness conditions (C1)–(C3).
Lemma 4.5. Let Γ satisfy (A0) with Lyapunov radius d > 0, G satisfy (A1), H
satisfy (A2) with exponent 0 < µ ≤ 1, and {Γ e, xeq,W
e
q , ζ
e
q , ζ̂
e
q} satisfy (A4)–(A8).
Then:
(i) A is a compact operator on C0(Γ,Rk).
(ii) An is a finite-rank (hence compact) operator on C
0(Γ,Rk) for each n ≥ n0.
(iii) An satisfies (C1)–(C3) and hence is collectively compact on C
0(Γ,Rk).
Proof. The result for A = G+H in part (i) is classic and follows from the continuity
of G and the properties of H established in Lemma 4.2, see for example [30, 38].
The result for An = Gn + Hn in part (ii) is analogous and relies on Lemma 4.3.
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For brevity, we illustrate only (iii). Moreover, we show the result only for Hn. The
result for Gn is similar and more straightforward due to the continuity of G.
To establish (C1), let v ∈ C0(Γ,Rk) be arbitrary. We seek to show that
|(Hv)(x0)− (Hnv)(x0)| → 0 as n→∞ uniformly in x0 ∈ Γ , where
(Hv)(x0)− (Hnv)(x0)
=
∫
Γ
H(x0, y)v(y) dAy −
n∑
b=1
ζb(x0)H(x0, xb)v(xb)Wb
−
n∑
b=1
ζ̂b(x0)Rx0(xb)v(xb).
(99)
Using the same notation as in the proof of Lemma 4.3, let δ ∈ (0, d/3], β ≥ 10 and
Eβ,δ ≥ E0 be given numbers, where Eβ,δ is sufficiently large such that 0 < βh ≤ δ/2
and diam(supp(ζ̂b)) ≤ δ/2 for all b = 1, . . . , n and E ≥ Eβ,δ. Moreover, for any
given x0 ∈ Γ , consider as before the collections of surface elements Γ e, e = 1, . . . , E,
denoted by Ix0,βh and Ix0,δ, and consider the decomposition
(100) (Hv)(x0)− (Hnv)(x0) = K1(x0) +K2(x0)−K3(x0),
where
K1(x0) =
∑
e∈Ix0,δ
[∫
Γ e
H(x0, y)v(y) dAy −
Q∑
q=1
ζeq (x0)H(x0, x
e
q)v(x
e
q)W
e
q
]
,(101)
K2(x0) =
∑
e6∈Ix0,δ
[∫
Γ e
H(x0, y)v(y) dAy −
Q∑
q=1
ζeq (x0)H(x0, x
e
q)v(x
e
q)W
e
q
]
,(102)
K3(x0) =
n∑
b=1
ζ̂b(x0)Rx0(xb)v(xb).(103)
To establish the result, we show that, for every ǫ > 0, we can choose Eβ,δ ≥ E0
sufficiently large such that |K1| ≤ ǫ, |K2| ≤ ǫ and |K3| ≤ ǫ for all E ≥ Eβ,δ and
x0 ∈ Γ .
For the term K1 in (100), the same arguments used to establish (89)–(92) in the
proof of Lemma 4.4 can be applied to obtain
|K1(x0)| ≤
∑
e∈Ix0,δ
||v||
[∫
Γ e
|H(x0, y)| dAy +
Q∑
q=1
|ζeq (x0)H(x0, x
e
q)W
e
q |
]
,
≤ C||v||δµ, ∀E ≥ Eβ,δ.
(104)
Thus, for every ǫ > 0, we can choose a δ ∈ (0, d/3] sufficiently small to get the
uniform bound
(105) |K1(x0)| ≤ ǫ, ∀E ≥ Eβ,δ, x0 ∈ Γ.
26 O. GONZALEZ AND J. LI
For the term K2 in (100), the same arguments used to establish (94)–(97) in the
proof of Lemma 4.4 can be applied to obtain
|K2(x0)| ≤
∑
e6∈Ix0,δ
∣∣∣∣∣
∫
Γ e
H(x0, y)v(y) dAy −
Q∑
q=1
H(x0, x
e
q)v(x
e
q)W
e
q
∣∣∣∣∣(106)
≤
∑
e6∈Ix0,δ
|Γ e|τ(e, fx0 , h) ≤ |Γ | max
e6∈Ix0,δ
τ(e, fx0 , h), ∀E ≥ Eβ,δ.(107)
Here fx0(y) = H(x0, y)v(y) is the function being integrated, τ(e, fx0 , h) is the
quadrature truncation error for this function as given in (A6), e 6∈ Ix0,δ implies |y−
x0| ≥ 19δ/20, and δ ∈ (0, d/3] is fixed such that (105) holds. Since H(x0, y) is class
Cm,1 in x0 and y by (A2) on the set |y−x0| ≥ 19δ/20, it follows that the continuity
properties of fx0(y) in y are uniform in x0. Hence, by (A6), maxe6∈Ix0,δ τ(e, fx0 , h)→
0 as h→ 0 uniformly in x0. From this we deduce that, for any given ǫ > 0, we can
choose Eβ,δ sufficiently large (equivalently h sufficiently small) to get the uniform
bound
(108) |K2(x0)| ≤ ǫ, ∀E ≥ Eβ,δ, x0 ∈ Γ.
For the term K3 in (100), we consider the index set Jx0 = {b | ζ̂b(x0) > 0}. By
(A7), we have diam(supp(ζ̂b)) ≤ Ch, and by (A5), we have |xa − xb| ≥ Ch for any
a 6= b. From this we deduce that the number of elements in Jx0 , denoted by |Jx0 |,
must be bounded uniformly in x0, namely
(109) |Jx0 | ≤ C, ∀E ≥ Eβ,δ, x0 ∈ Γ.
From (103) we get, using the definition of Jx0 and the fact that 0 ≤ ζ̂b ≤ 1,
(110) |K3(x0)| ≤
n∑
b=1
|ζ̂b(x0)Rx0(xb)v(xb)| ≤ ||v||
∑
b∈Jx0
|Rx0(xb)|.
Using (110) and (109), together with Lemma 4.4(iii), we find that, for any given
ǫ > 0, we can choose Eβ,δ sufficiently large to get the uniform bound
(111) |K3(x0)| ≤ ǫ, ∀E ≥ Eβ,δ, x0 ∈ Γ.
The desired result follows from (111), (108), (105) and (100).
To establish (C2), we seek to show that (Hnv)(x0) is uniformly bounded for all
n ≥ n0, x0 ∈ Γ and v ∈ C
0(Γ,Rk) with ||v|| ≤ 1. By definition of Hn, we have
(112) (Hnv)(x0) =
n∑
b=1
[
ζb(x0)H(x0, xb)v(xb)Wb + ζ̂b(x0)Rx0(xb)v(xb)
]
,
and from the definition of Jx0 given above, and the fact that 0 ≤ ζ̂b ≤ 1, we get
(113) |(Hnv)(x0)| ≤ ||v||
n∑
b=1
|ζb(x0)H(x0, xb)Wb|+ ||v||
∑
b∈Jx0
|Rx0(xb)|.
From this we deduce, using Lemma 4.3(ii) and 4.4(iii), the uniform bound
(114) |(Hnv)(x0)| ≤ C, ∀n ≥ n0, x0 ∈ Γ, v ∈ C
0(Γ,Rk), ||v|| ≤ 1.
To establish (C3), we seek to show that (Hnv)(x0) is uniformly equicontinuous
for all n ≥ n0, x0 ∈ Γ and v ∈ C
0(Γ,Rk) with ||v|| ≤ 1. For arbitrary x0, x∗ ∈ Γ ,
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we have, by definition of Hn,
(Hnv)(x∗)− (Hnv)(x0)
=
n∑
b=1
ζb(x∗)H(x∗, xb)v(xb)Wb −
n∑
b=1
ζb(x0)H(x0, xb)v(xb)Wb
+
n∑
b=1
ζ̂b(x∗)Rx∗(xb)v(xb)−
n∑
b=1
ζ̂b(x0)Rx0(xb)v(xb).
(115)
Similar to before, we consider the decomposition
(116) (Hnv)(x∗)− (Hnv)(x0) = Q(x0, x∗) + R(x∗)− R(x0),
where
Q(x0, x∗) =
n∑
b=1
[ζb(x∗)H(x∗, xb)Wb − ζb(x0)H(x0, xb)Wb] v(xb),(117)
R(x∗) =
n∑
b=1
ζ̂b(x∗)Rx∗(xb)v(xb), R(x0) =
n∑
b=1
ζ̂b(x0)Rx0(xb)v(xb).(118)
To establish the result, we show that, for every ǫ > 0, we can choose a δ ∈ (0, d/3]
such that |Q| ≤ ǫ and |R| ≤ ǫ for all x0, x∗ ∈ Γ with |x0 − x∗| < δ, v ∈ C0(Γ,Rk)
with ||v|| ≤ 1, and n ≥ n0. Notice that this result immediately follows from Lemma
4.3(iii), Lemma 4.4(iii) and (109), after increasing the value of n0 if necessary, since
|Q(x0, x∗)| ≤ ||v||
n∑
b=1
|ζb(x∗)H(x∗, xb)Wb − ζb(x0)H(x0, xb)Wb|,(119)
|R(x∗)| ≤ ||v||
∑
b∈Jx∗
|Rx∗(xb)|, |R(x0)| ≤ ||v||
∑
b∈Jx0
|Rx0(xb)|.(120)

The next result will be crucial in establishing the linear rate of convergence of
the lowest-order method with p = 0. We employ the notation from condition (A3).
Moreover, for any given x0 ∈ Γ and ϕ ∈ C
1,1(Γ,Rk), we introduce the function
Ux0,ϕ : Γx0,d → R
k defined as
(121)
Ux0,ϕ(y) =
{
H(x0, y)[ϕ(y)− ϕ(x0)]− u
polar
x0 (0, ξ̂(y))Dϕ(x0)Tx0(y), y 6= x0,
0, y = x0.
Here Tx0(y) ∈ Tx0Γ is the unit vector defined from the orthogonal projection of the
chord y − x0 onto Tx0Γ , and ξ̂(y) ∈ S is the angular polar coordinate associated
with y 6= x0. Specifically, we consider the functions Tx0 : Γx0,d\{x0} → R
3 and
T∆x0 : Γx0,d → R
3 defined as
(122) Tx0(y) =
(y−x0)−((y−x0)·ν0)ν0
|(y−x0)−((y−x0)·ν0)ν0|
, T∆x0(y) =
{
(y−x0)
|y−x0|
− Tx0(y), y 6= x0,
0, y = x0,
where ν0 = ν(x0) is the outward unit normal to Γ at x0. We remark that the result
in part (ii)(b) below, and its discrete analog in part (ii)(c), are reminiscent of the
classic Tricomi condition that arises in the study of singular integral operators [46].
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Lemma 4.6. Let Γ satisfy (A0) with Lyapunov radius d > 0 and regularity index
m ≥ 1, H satisfy (A2) and (A3) with exponent µ = 1, and {Γ e, xeq,W
e
q } satisfy
(A4)–(A6). Then:
(i) For every x0 ∈ Γ and ϕ ∈ C1,1(Γ,Rk) we have Ux0,ϕ ∈ C
0,1(Γx0,d,R
k)
with Lipschitz constant uniform in x0. Hence |Ux0,ϕ(y)| ≤ Cϕ|y − x0| for
all x0 ∈ Γ and y ∈ Γx0,d.
(ii) For every x0 ∈ Γ there exists a patch Γ
∗
x0 ⊂ Γ such that
(a) Γx0,d/C ⊂ Γ
∗
x0 ⊂ Γx0,d,
(b)
∫
Γ∗x0
upolarx0 (0, ξ̂(y))Dϕ(x0)Tx0(y) dAy = 0 for each ϕ ∈ C
1,1(Γ,Rk),
(c) |
∑
e∈I∗x0
∑′
1≤q≤Q u
polar
x0 (0, ξ̂(x
e
q))Dϕ(x0)Tx0(x
e
q)W
e
q | ≤ Cϕh for all n ≥
n0 and each ϕ ∈ C1,1(Γ,Rk).
In the above, C denotes a fixed constant, Cϕ denotes a constant depending on ϕ,
the sum with a prime is over those q such that xeq 6= x0, and I
∗
x0 = {e | Γ
e ⊂ Γ ∗x0}.
Proof. For part (i), let x0 ∈ Γ and ϕ ∈ C1,1(Γ,Rk) be arbitrary. By working
with local Cartesian coordinates in the Lyapunov patch Γx0,d and using Taylor’s
Theorem for Lipschitz functions, we find
(123) ϕ(y) = ϕ(x0) +Dϕ(x0)[y − x0] + Rx0(y), ∀y ∈ Γx0,d,
where
(124)
|Rx0(y)| ≤ Cϕ|y − x0|
2,
Rx0 ∈ C
1,1(Γx0,d,R
k),
Rx0
|y − x0|
∈ C0,1(Γx0,d,R
k).
Moreover, since ϕ is globally Lipschitz on Γ , the Lipschitz constants for Rx0 and
Rx0/|y − x0| are uniform in x0 ∈ Γ , where the latter function is defined to be zero
when y = x0.
To establish properties of the functions Tx0 and T
∆
x0 , for any given y ∈ Γx0,d
with y 6= x0, we consider an arbitrary curve γ(τ) ∈ Γx0,d such that γ(0) = y.
Then, by direct calculation from their definitions, we find | ddτ Tx0(γ(τ))|τ=0| ≤
C|γ′(0)|/|y − x0| and |
d
dτ T
∆
x0(γ(τ))|τ=0| ≤ C|γ
′(0)|. From this, we deduce
(125)
|DTx0(y)| ≤
C
|y − x0|
, |DT∆x0(y)| ≤ C, ∀y ∈ Γx0,d, y 6= x0,
T∆x0 ∈ C
0,1(Γx0,d,R
3),
where the last result above follows from the fact that T∆x0(y) has a uniformly
bounded surface derivative for almost every y ∈ Γx0,d. Notice that the Lipschitz
constant for T∆x0 , equivalently the bound on its surface derivative, is uniform in
x0 ∈ Γ . Moreover, by definition of Tx0 , and the Lipschitz property of T
∆
x0, and the
fact that T∆x0(x0) = 0, we have the bounds
(126) |Tx0(y)| = 1, |T
∆
x0(y)| ≤ C|y − x0|, ∀y ∈ Γx0,d, y 6= x0.
A CONVERGENCE THEOREM FOR A CLASS OF NYSTRO¨M METHODS 29
Proceeding with part (i), for any y ∈ Γx0,d with y 6= x0, we use (124), (123) and
(121), and (A2) with µ = 1, to write
Ux0,ϕ(y)
= H(x0, y)[ϕ(y)− ϕ(x0)]− u
polar
x0 (0, ξ̂(y))Dϕ(x0)Tx0(y),
= u(x0, y)
[
Dϕ(x0)
(y−x0)
|y−x0|
+
Rx0(y)
|y−x0|
]
− upolarx0 (0, ξ̂(y))Dϕ(x0)Tx0(y).
(127)
In terms of the functions T∆x0 defined in (122) and u
∆
x0 defined in (A3)(iii), this
becomes
Ux0,ϕ(y) = u(x0, y)Dϕ(x0)T
∆
x0(y)
+ u(x0, y)
Rx0(y)
|y − x0|
+ u∆x0(y)Dϕ(x0)Tx0(y).
(128)
Since |u(x0, y)| ≤ C by (A2), |Tx0(y)| = 1 by definition, and |Dϕ(x0)| ≤ Cϕ by the
regularity assumption on ϕ, and |T∆x0(y)| ≤ C|y− x0| by (126), |Rx0(y)|/|y − x0| ≤
Cϕ|y− x0| by (124), and |u∆x0(y)| = |u
∆
x0(y)− u
∆
x0(x0)| ≤ C|y− x0| by (A3)(iii), we
obtain the bound
(129) |Ux0,ϕ(y)| ≤ Cϕ|y − x0|, ∀y ∈ Γx0,d, y 6= x0.
In the above, the constant Cϕ depends on ϕ, but is independent of x0 and y. No-
tice that the bound also holds when y = x0 by definition of Ux0,ϕ. To establish the
Lipschitz property of this function, for any given y ∈ Γx0,d with y 6= x0, we again
consider an arbitrary curve γ(τ) ∈ Γx0,d such that γ(0) = y. Then, by direct calcu-
lation using (128), (126), (124), (A2) and (A3)(iii), we find | ddτUx0,ϕ(γ(τ))|τ=0| ≤
Cϕ|γ′(0)|. From this, we deduce
(130)
|DUx0,ϕ(y)| ≤ Cϕ, ∀y ∈ Γx0,d, y 6= x0,
Ux0,ϕ ∈ C
0,1(Γx0,d,R
k),
where, as before, the last result above follows from the fact that Ux0,ϕ(y) has a
uniformly bounded surface derivative for almost every y ∈ Γx0,d. Notice that the
Lipschitz constant for Ux0,ϕ depends on ϕ, but is uniform in x0 ∈ Γ . Thus the
result in part (i) is established.
For parts (ii)(a,b), let x0 ∈ Γ be arbitrary and consider a local Cartesian coordi-
nate map y = ψx0(ξ) ∈ Γx0,d with ξ ∈ Ωx0,d ⊂ R
2, and a local polar coordinate map
y = ψx0(̟(ρ, ξ̂)) = ψ
polar
x0 (ρ, ξ̂) with (ρ, ξ̂) ∈ Ω
polar
x0,d
⊂ R+×S and ξ = ̟(ρ, ξ̂) = ρξ̂.
Introducing the Jacobian factor
(131) J(ξ) =
(
det
[(∂ψx0
∂ξ
)T ∂ψx0
∂ξ
])1/2
,
we have the relations
(132) dAy = J(ξ) dAξ = J(ρξ̂) ρ dρ dSξ̂,
where dAy is an area element in Γx0,d, dAξ is an area element in Ωx0,d and dSξ̂ is
an arclength element on S. By conditions (L2) and (L3) on Γ , we note that the
Lyapunov radius d > 0 can be chosen small enough such that
(133) 1 ≤ J(ξ) ≤ 2, ∀ξ ∈ Ωx0,d, x0 ∈ Γ.
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Moreover, if we let L ≥ 1 denote the Lipschitz constant for ψx0 , which is uniform in
x0, then a straightforward argument using the definitions of Γx0,δ and Ωx0,δ shows
that
(134) Dx0,δ/L ⊂ Ωx0,δ ⊂ Dx0,δ, ∀δ ∈ (0, d], x0 ∈ Γ,
where Dx0,δ is the closed disc of radius δ > 0 at the origin.
Proceeding with (ii)(a,b), we consider the function I : S → R defined by
(135) I(ξ̂) = max
{∫ d/2L
0
J(ρξ̂) ρ dρ,
∫ d/2L
0
J(−ρξ̂) ρ dρ
}
.
Notice that I(ξ̂) is well-defined since Dx0,d/2L ⊂ Ωx0,d by (134). From (135), we
deduce I(−ξ̂) = I(ξ̂), and from (135) and (133) we deduce, using a change of
variable and the fact that J(ξ)/J(ξ′) ≤ 2 for all ξ, ξ′ ∈ Ωx0,d,
(136)
d2
8L2
≤
∫ d/2L
0
J(ρξ̂) ρ dρ ≤ I(ξ̂) ≤
∫ d/L
0
J(ρξ̂) ρ dρ ≤
d2
L2
,
where the second integral is also well-defined since Dx0,d/L ⊂ Ωx0,d by (134). For
any given choice of orthonormal basis in Tx0Γ , we consider the components ξ =
(ξ1, ξ2) and ξ̂ = (ξ̂1, ξ̂2), and the decomposition S = S+ ∪ S− ⊂ R2, where S+ and
S− are disjoint subsets defined as
(137)
S+ = {ξ̂ ∈ S | ξ̂2 > 0 or ξ̂ = (1, 0)},
S− = {ξ̂ ∈ S | ξ̂2 < 0 or ξ̂ = (−1, 0)}.
Moreover, we consider functions R+ : S+ → R and R− : S− → R defined implicitly
by
(138)
∫ R+(ξ̂)
0
J(ρξ̂) ρ dρ = I(ξ̂), ∀ξ̂ ∈ S+,∫ R−(ξ̂)
0
J(ρξ̂) ρ dρ = I(ξ̂), ∀ξ̂ ∈ S−,
and from (136) and (135) we note that R+, R− ∈ [d/2L, d/L]. Furthermore, we use
these functions to define subsets of Ωx0,d by
(139)
Ω∗x0,+ = {ξ = ρξ̂ ∈ Ωx0,d | 0 ≤ ρ ≤ R+(ξ̂), ξ̂ ∈ S+},
Ω∗x0,− = {ξ = ρξ̂ ∈ Ωx0,d | 0 ≤ ρ ≤ R−(ξ̂), ξ̂ ∈ S−},
and we note that, since R+, R− ∈ [d/2L, d/L] and S+ ∪ S− = S, we have
(140) Dx0,d/2L ⊂
(
Ω∗x0,+ ∪Ω
∗
x0,−
)
⊂ Dx0,d/L, ∀x0 ∈ Γ.
Finally, we define a subset of Γx0,d by
(141) Γ ∗x0 = {y = ϕx0(ξ) ∈ Γx0,d | ξ ∈ Ω
∗
x0,+ ∪Ω
∗
x0,−}.
The subset Γ ∗x0 has the properties stated in part (ii)(a,b). Specifically, by (141),
(140) and (134), it satisfies the uniformity condition
(142) Γx0,d/2L ⊂ Γ
∗
x0 ⊂ Γx0,d, ∀x0 ∈ Γ.
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Moreover, for any ϕ ∈ C1,1(Γ,Rk), we have∫
Γ∗x0
upolarx0 (0, ξ̂(y))Dϕ(x0)Tx0(y) dAy
=
∫
S+
∫ R+(ξ̂)
0
upolarx0 (0, ξ̂)Dϕ(x0)Tx0(ξ̂)J(ρξ̂) ρ dρ dSξ̂
+
∫
S−
∫ R−(ξ̂)
0
upolarx0 (0, ξ̂)Dϕ(x0)Tx0(ξ̂)J(ρξ̂) ρ dρ dSξ̂,
(143)
where we note that the unit tangent vector Tx0(y) is uniquely determined by the
angular coordinate ξ̂(y) ∈ S, and hence we write Tx0(ξ̂) in the last two integrals.
Specifically, for any given orthonormal basis {tx0,1, tx0,2} in Tx0Γ , we have
(144) Tx0(ξ̂) = ξ̂1tx0,1 + ξ̂2tx0,2.
Combining (143) with (138), we get∫
Γ∗x0
upolarx0 (0, ξ̂(y))Dϕ(x0)Tx0(y) dAy
=
∫
S+
upolarx0 (0, ξ̂)Dϕ(x0)Tx0(ξ̂)I(ξ̂) dSξ̂
+
∫
S−
upolarx0 (0, ξ̂)Dϕ(x0)Tx0(ξ̂)I(ξ̂) dSξ̂.
(145)
Since upolarx0 (0, ξ̂) is an even function on S by (A3)(i,ii), I(ξ̂) is an even function on
S by (135), and Tx0(ξ̂) is an odd function on S by (144), and since the antipodal
map ξ̂ 7→ −ξ̂ is a length- and orientation-preserving map of S onto S which maps
S+ onto S−, we find that the two integrals on the right-hand side of (145) cancel,
which implies
(146)
∫
Γ∗x0
upolarx0 (0, ξ̂(y))Dϕ(x0)Tx0(y) dAy = 0, ∀x0 ∈ Γ, ϕ ∈ C
1,1(Γ,Rk).
Thus the results in parts (ii)(a,b) are established.
For part (ii)(c), we use notation similar to that used in the proof of Lemma 4.3
and let β ≥ 10L+ 1 and E∗β ≥ E0 be given numbers, where E
∗
β is sufficiently large
such that 0 < βh ≤ d/4L for all E ≥ E∗β . Moreover, for any given x0 ∈ Γ , we
consider the collections of surface elements Γ e, e = 1, . . . , E, defined by
(147) I∗x0 = {e | Γ
e ⊂ Γ ∗x0} and Ix0,βh = {e | Γ
e ⊂ Γx0,βh},
and note that, by design, the sets Ix0,βh ⊂ I
∗
x0 and I
∗
x0\Ix0,βh are non-empty for all
E ≥ E∗β . Moreover, for any given ϕ ∈ C
1,1(Γ,Rk), we consider the decomposition
(148)
∑
e∈I∗x0
∑′
1≤q≤Q Fx0(ξ̂(x
e
q))W
e
q = B1(x0) +B2(x0),
where Fx0(ξ̂) = u
polar
x0 (0, ξ̂)Dϕ(x0)Tx0(ξ̂) and
B1(x0) =
∑
e∈Ix0,βh
∑′
1≤q≤Q Fx0(ξ̂(x
e
q))W
e
q ,(149)
B2(x0) =
∑
e∈I∗x0\Ix0,βh
∑Q
q=1 Fx0(ξ̂(x
e
q))W
e
q .(150)
To establish the result, we show that the above sums satisfy the bounds |B1| ≤ Cϕh
and |B2| ≤ Cϕh for all E ≥ E∗β and x0 ∈ Γ , where the constant Cϕ depends
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on ϕ, but is independent of x0. Results for the finite interval E ∈ [E0, E∗β ] are
straightforward consequences of the boundedness of Fx0 and will be omitted for
brevity.
For the term B1 in (148), we use the fact that |Fx0 | ≤ Cϕ by (A2) and (A3),
|Ix0,βh| ≤ C by (48), and
∑Q
q=1W
e
q ≤ Ch
2 by (A5), to deduce
|B1(x0)| ≤
∑
e∈Ix0,βh
∑′
1≤q≤Q |Fx0(ξ̂(x
e
q))|W
e
q
≤ Cϕh
2 ≤ Cϕh, ∀E ≥ E
∗
β , x0 ∈ Γ,
(151)
which establishes the result for B1.
For the second term B2 in (148), we notice that Γx0,(β−1)h ⊂ Γx0,βh and that
dist(∂Γx0,(β−1)h, ∂Γx0,βh) ≥ h ≥ diam(Γ
e). Hence, if Γ e ∩ Γx0,(β−1)h 6= ∅, then
Γ e ⊂ Γx0,βh. From this we deduce that, for all e ∈ I
∗
x0\Ix0,βh, we must have
Γ e∩Γx0,(β−1)h = ∅, or equivalently Ω
e ∩Ωx0,(β−1)h = ∅ in terms of local Cartesian
coordinate domains. Since Dx0,(β−1)h/L ⊂ Ωx0,(β−1)h by (134), and β ≥ 10L + 1
by assumption, this implies
(152) 0 < 10h < |ξ|, ∀ξ ∈ Ωe, e ∈ I∗x0\Ix0,βh, E ≥ E
∗
β .
Moreover, for any two points ξ, ξ′ ∈ Ωe, with polar coordinates ξ = ρξ̂ and ξ′ = ρ′ξ̂′,
we have
|ξ̂′ − ξ̂| =
|(ρ− ρ′)ξ′ + ρ′(ξ′ − ξ)|
ρ′ρ
≤
Ch
ρ
, ∀ξ, ξ′ ∈ Ωe, e ∈ I∗x0\Ix0,βh, E ≥ E
∗
β ,
(153)
where the inequality follows from the fact that diam(Ωe) ≤ C diam(Γ e) ≤ Ch by
the Lipschitz property of the coordinate maps ψx0 and ψ
−1
x0 . Furthermore, since
upolarx0 (ρ, ξ̂) is class C
0,1 in (ρ, ξ̂) by (A3)(i), and Tx0(ξ̂) is class C
∞ in ξ̂ by (144),
we notice that Fx0(ξ̂) = u
polar
x0 (0, ξ̂)Dϕ(x0)Tx0(ξ̂) is class C
0,1 in ξ̂ uniformly in x0.
Hence, for each e ∈ I∗x0\Ix0,βh we have, using the fact thatW
e
q > 0, and considering
each scalar component of Fx0 ∈ R
k separately,
(154) min
ξ∈Ωe
Fx0(ξ̂) ≤
∑Q
q=1 Fx0(ξ̂(x
e
q))W
e
q∑Q
q=1W
e
q
≤ max
ξ∈Ωe
Fx0(ξ̂).
From this we conclude, by the Intermediate Value Theorem, that for each scalar
component of Fx0 there exists an ξ
e = ρeξ̂e ∈ Ωe with the property that
(155)
Q∑
q=1
Fx0(ξ̂(x
e
q))W
e
q = Fx0(ξ̂
e)
Q∑
q=1
W eq , ∀e ∈ I
∗
x0\Ix0,βh, E ≥ E
∗
β .
For convenience, we use the same symbol ξ̂e to denote the distinguished point for
each component of Fx0 . In what follows, we will have need to consider the difference,
denoted by Γ ∗,∆x0 , between the set Γ
∗
x0 and the subset ∪e∈I∗x0\Ix0,βh
Γ e. From the
definition of I∗x0 and Ix0,βh, and the fact that diam(Γ
e) ≤ h, we deduce that
(156) Γ ∗,∆x0 = Γ
∗
x0\
( ⋃
e∈I∗x0\Ix0,βh
Γ e
)
⊂ Γx0,βh ∪N(∂Γ
∗
x0 , h), E ≥ E
∗
β ,
where N(∂Γ ∗x0 , h) denotes the set of all y ∈ Γ
∗
x0 such that dist(y, ∂Γ
∗
x0) ≤ h, that
is, N(∂Γ ∗x0 , h) is the closed neighborhood of ∂Γ
∗
x0 in Γ
∗
x0 of size h. We note that
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Γx0,βh and N(∂Γ
∗
x0 , h) are disjoint for E
∗
β sufficiently large. Moreover, from (138),
(139) and (141), we deduce that the set ∂Γ ∗x0 is a curve of class C
0,1.
Proceeding with the term B2 in (148), we have, using (155) and (150), and
considering each scalar component separately,
B2(x0) =
∑
e∈I∗x0\Ix0,βh
Fx0(ξ̂
e)
Q∑
q=1
W eq
=
∑
e∈I∗x0\Ix0,βh
Fx0(ξ̂
e)|Γ e| +
∑
e∈I∗x0\Ix0,βh
Fx0(ξ̂
e)
( Q∑
q=1
W eq − |Γ
e|
)
.
(157)
Using the fact that
∫
Γ∗x0
Fx0(ξ̂(y)) dAy = 0 by (146), and the definition of Γ
∗,∆
x0 in
(156), we get
B2(x0) =
∑
e∈I∗x0\Ix0,βh
Fx0(ξ̂
e)|Γ e| +
∑
e∈I∗x0\Ix0,βh
Fx0(ξ̂
e)
( Q∑
q=1
W eq − |Γ
e|
)
−
∫
Γ∗x0
Fx0(ξ̂(y)) dAy
=
∑
e∈I∗x0\Ix0,βh
(∫
Γ e
Fx0(ξ̂
e)− Fx0(ξ̂(y)) dAy
)
+
∑
e∈I∗x0\Ix0,βh
Fx0(ξ̂
e)
( Q∑
q=1
W eq − |Γ
e|
)
−
∫
Γ∗,∆x0
Fx0(ξ̂(y)) dAy
= B21(x0) + B22(x0) − B23(x0),
(158)
where B21(x0), B22(x0) and B23(x0) denote the three terms in the middle equation
of (158).
For the term B21 in (158), we notice that, by the Lipschitz property of Fx0(ξ̂)
and (153), we have
|Fx0(ξ̂
e)− Fx0(ξ̂(y))| ≤ Cϕ|ξ̂
e − ξ̂(y)|
≤
Cϕh
ρ(y)
≤
Cϕh
|y − x0|
, ∀e ∈ I∗x0\Ix0,βh, E ≥ E
∗
β ,
(159)
where the last inequality follows from the Lipschitz property of the coordinate map
ψx0 and the fact that |y − x0| = |ψx0(ξ(y)) − ψx0(0)| ≤ C|ξ(y)| and ρ(y) = |ξ(y)|.
Hence, for the term B21 we obtain the uniform bound
|B21(x0)| ≤
∑
e∈I∗x0\Ix0,βh
∫
Γ e
|Fx0(ξ̂
e)− Fx0(ξ̂(y))| dAy
≤ Cϕh
∫
Γ∗x0
1
|y − x0|
dAy ≤ Cϕh, ∀E ≥ E
∗
β , x0 ∈ Γ,
(160)
where the last inequality follows from a direct estimate of the integral using polar
coordinates, which shows that the integral is bounded, and the constant Cϕ depends
on ϕ, but is independent of x0. Thus the result for B21 is established.
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For the term B22 in (158), we first use the quadrature error bound in (A6) for a
rule of order ℓ ≥ 1 applied to a constant function to obtain
(161)
∣∣∣ Q∑
q=1
W eq −|Γ
e|
∣∣∣ = ∣∣∣ Q∑
q=1
W eq −
∫
Γ e
dAy
∣∣∣ ≤ C|Γ e|h, ∀e ∈ I∗x0\Ix0,βh, E ≥ E∗β .
Using the above, together with the fact that |Fx0(ξ̂)| ≤ Cϕ by (A2), (A3) and the
definition of Fx0 , we then obtain the uniform bound
|B22(x0)| ≤
∑
e∈I∗x0\Ix0,βh
|Fx0(ξ̂
e)|
∣∣∣ Q∑
q=1
W eq − |Γ
e|
∣∣∣
≤
∑
e∈I∗x0\Ix0,βh
Cϕ|Γ
e|h ≤ Cϕ|Γ
∗
x0 |h ≤ Cϕh, ∀E ≥ E
∗
β , x0 ∈ Γ,
(162)
where the constant Cϕ depends on ϕ, but is independent of x0. Thus the result for
B22 is established.
For the term B23 in (158), we again use the fact that |Fx0(ξ̂)| ≤ Cϕ as above,
and use the inclusion result for Γ ∗,∆x0 in (156), to get
|B23(x0)| ≤
∫
Γ∗,∆x0
|Fx0(ξ̂(y))| dAy
≤ Cϕ
∫
Γx0,βh
dAy + Cϕ
∫
N(∂Γ∗x0 ,h)
dAy ≤ Cϕh, ∀E ≥ E
∗
β , x0 ∈ Γ,
(163)
where the last inequality follows from the definition of the patch Γx0,βh and the set
N(∂Γ ∗x0 , h), and the constant Cϕ depends on ϕ, but is independent of x0. Thus the
result for B23 is established. The result for B2 follows from (163), (162) and (160),
and the result stated in part (ii)(c) follows from these, together with (158), (151)
and (148). 
4.3. Proof of main result. Here we combine the collective compactness result in
Theorem 4.1 and the results in Lemmas 4.2 – 4.6 to establish our main result in
Theorem 3.1. We consider the locally-corrected Nystro¨m method defined in (18)–
(28) with a quadrature rule of arbitrary order ℓ ≥ 1, a local polynomial correction
of arbitrary degree p ≥ 0, and a surface with regularity index m ≥ 0.
For part (i), consider any ℓ ≥ 1, p ≥ 0 and m ≥ 0. Then, by Lemma 4.5, the
operators A and An (n ≥ n0) satisfy the collective compactness conditions (C1)–
(C3). Hence, by Theorem 4.1, there exist constants Cϕ > 0 and Nϕ ≥ n0 such that
cϕn − Anϕn = f is uniquely solvable for ϕn, and moreover
(164) ||ϕn − ϕ|| ≤ Cϕ||Anϕ−Aϕ||, ∀n ≥ Nϕ.
By (C1) and the fact that ϕ ∈ C0(Γ,Rk), we have (Anϕ)(x)→ (Aϕ)(x) uniformly
in x ∈ Γ , which in view of (164) implies
(165) ||ϕn − ϕ|| → 0 as n→∞, ∀ℓ ≥ 1, p ≥ 0,m ≥ 0.
Thus the result in part (i) of the main theorem is established.
For convenience, we next consider part (iii), and will consider part (ii) afterwards
since it requires a special treatment. Accordingly, consider any ℓ ≥ 1, p ≥ 1 and
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m ≥ 1, and assume ϕ ∈ Cm,1(Γ,Rk). In view of (164), we seek a bound for
||Anϕ−Aϕ||. By definition of An and A, we have
(166) ||Anϕ−Aϕ|| ≤ ||Gnϕ− Gϕ||+ ||Hnϕ−Hϕ||,
where G and H are the operators defined in (10), and Gn and Hn are the operators
defined in (18); we continue to use subscripts n→∞ in place of hn → 0.
For the first term in (166), we let x0 ∈ Γ be arbitrary and consider the func-
tion (Gx0ϕ)(y) = G(x0, y)ϕ(y). Since ϕ ∈ C
m,1(Γ,Rk) by assumption, and G ∈
Cm,1(Γ × Γ,Rk×k) by (A1), it follows that Gx0ϕ ∈ C
m,1(Γ,Rk), where the Lips-
chitz constant for each derivative is uniform in x0. In view of the quadrature error
bound in (A6) for a rule of order ℓ, we get, by definition of G and Gn,
|(Gnϕ)(x0)− (Gϕ)(x0)| =
∣∣∣ E∑
e=1
Q∑
q=1
G(x0, x
e
q)ϕ(x
e
q)W
e
q −
∫
Γ
G(x0, y)ϕ(y) dAy
∣∣∣
≤
E∑
e=1
∣∣∣ Q∑
q=1
(Gx0ϕ)(x
e
q)W
e
q −
∫
Γ e
(Gx0ϕ)(y) dAy
∣∣∣
≤ Cϕh
min(ℓ,m+1), ∀n ≥ Nϕ, x0 ∈ Γ.
(167)
In the above, the constant Cϕ depends on ϕ, but is independent of x0. From this
we deduce the bound
(168) ||Gnϕ− Gϕ|| ≤ Cϕh
min(ℓ,m+1), ∀n ≥ Nϕ.
To bound the second term in (166), we let T jx0ϕ : Γx0,d → R
k be the local Taylor
polynomial of degree j for ϕ at x0 ∈ Γ . Just as in (24), the local polynomial
(T jx0ϕ)(z) is defined using local Cartesian coordinates ξx0(z) in Γx0,d. Specifically,
we have
(T jx0ϕ)(z) = Cx0,0 + Cx0,α1ξx0,α1(z) + Cx0,α1α2ξx0,α1(z)ξx0,α2(z)
+ · · ·+ Cx0,α1α2···αjξx0,α1(z)ξx0,α2(z) · · · ξx0,αj (z),
(169)
where
(170)
Cx0,0 = ϕ(x0), Cx0,α1 =
∂(ϕ ◦ ψx0)
∂ξα1
, . . . Cx0,α1···αj =
1
j!
∂j(ϕ ◦ ψx0)
∂ξα1 · · · ∂ξαj
.
In the above, all derivatives are evaluated at the surface point x0, or equivalently
ξx0(x0) = 0 in local Cartesian coordinates. Since ϕ ∈ C
m,1(Γ,Rk), it follows
that T jx0ϕ is well-defined for any 0 ≤ j ≤ m. Moreover, in view of the Lipschitz
properties of the coordinates ξx0(z) for a surface Γ of class C
m+1,1, it follows
that T jx0ϕ ∈ C
m+1,1(Γx0,d,R
k), where the Lipschitz constant for each derivative is
uniform in x0. Furthermore, by definition of the locally-corrected operator Hn, the
relation in (23) holds, which implies
(171) (Hn ηx0T
j
x0ϕ)(x0) = (H ηx0T
j
x0ϕ)(x0), ∀0 ≤ j ≤ p, x0 ∈ Γ.
Here ηx0 ∈ C
m,1(Γ, [0, 1]) is any given cutoff function as described earlier. Notice
that ηx0T
j
x0ϕ is defined at all points of the surface and ηx0T
j
x0ϕ ∈ C
m,1(Γ,Rk),
where the Lipschitz constant for each derivative is uniform in x0.
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In what follows, we will have need to consider the function ϕ∆x0 ∈ C
m,1(Γ,Rk)
defined by
(172) ϕ∆x0(y) = [ϕ− ηx0T
j
x0ϕ](y), j = min(p,m).
From the definition of the local Taylor polynomial T jx0ϕ, and the fact that ηx0 is
identically equal to one in a fixed neighborhood of x0, we deduce that
(173)
|ϕ∆x0(y)| ≤ Cϕ|y − x0|
j+1, |Dsϕ∆x0(y)| ≤ Cϕ|y − x0|
j+1−s,
0 ≤ s ≤ j, x0, y ∈ Γ,
where Dsϕ∆x0 denotes the surface derivative of order s. For any given x0, we will
also have need to consider the function (Hx0ϕ
∆
x0)(y) = H(x0, y)ϕ
∆
x0(y). Using (173),
together with (A2) and (A3), we find
(174)
|(Hx0ϕ
∆
x0)(y)| ≤ Cϕ|y − x0|
j , |Ds(Hx0ϕ
∆
x0)(y)| ≤ Cϕ|y − x0|
j−s,
0 ≤ s ≤ j, x0, y ∈ Γ.
Here and above Cϕ is a constant depending on ϕ, but is independent of x0 and y.
From (174) with s = j, we find that the surface derivative of Hx0ϕ
∆
x0 of order j is
uniformly bounded, namely |Dj(Hx0ϕ
∆
x0)(y)| ≤ Cϕ for all x0, y ∈ Γ . Thus it follows
that Hx0ϕ
∆
x0 ∈ C
j−1,1(Γ,Rk), where j = min(p,m) and the Lipschitz constant for
each derivative is uniform in x0. This last regularity result provides a hint of the
delicate nature of the case p = 0 that will be considered later.
Proceeding with the second term in (166), we consider an arbitrary x0 ∈ Γ and
use (171) and (172) to write
(175) (Hnϕ−Hϕ)(x0) = (Hnϕ
∆
x0 −Hϕ
∆
x0)(x0).
Using the definitions of H and Hn in (175), and the fact that ζb + ζ̂b = 1, we get
(Hnϕ−Hϕ)(x0)
=
n∑
b=1
ζb(x0)H(x0, xb)ϕ
∆
x0(xb)Wb +
n∑
b=1
ζ̂b(x0)Rx0(xb)ϕ
∆
x0(xb)
−
∫
Γ
H(x0, y)ϕ
∆
x0(y) dAy,
=
n∑
b=1
H(x0, xb)ϕ
∆
x0(xb)Wb −
∫
Γ
H(x0, y)ϕ
∆
x0(y) dAy
+
n∑
b=1
ζ̂b(x0)Rx0(xb)ϕ
∆
x0(xb)−
n∑
b=1
ζ̂b(x0)H(x0, xb)ϕ
∆
x0(xb)Wb.
(176)
For convenience, we decompose the above into three parts, namely
(177) (Hnϕ−Hϕ)(x0) = M1(x0) +M2(x0)−M3(x0),
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where
M1(x0) =
n∑
b=1
H(x0, xb)ϕ
∆
x0(xb)Wb −
∫
Γ
H(x0, y)ϕ
∆
x0(y) dAy ,(178)
M2(x0) =
n∑
b=1
ζ̂b(x0)Rx0(xb)ϕ
∆
x0(xb),(179)
M3(x0) =
n∑
b=1
ζ̂b(x0)H(x0, xb)ϕ
∆
x0(xb)Wb.(180)
To establish the required result, we proceed to bound each of M1, M2 and M3
uniformly in x0.
For the termM1 in (177), we note that Hx0ϕ
∆
x0 ∈ C
j−1,1(Γ,Rk) by the discussion
following (174). In view of the quadrature error bound in (A6) for a rule of order
ℓ, we get
|M1(x0)| =
∣∣∣ E∑
e=1
Q∑
q=1
(Hx0ϕ
∆
x0)(x
e
q)W
e
q −
∫
Γ
(Hx0ϕ
∆
x0)(y) dAy
∣∣∣
≤
E∑
e=1
∣∣∣ Q∑
q=1
(Hx0ϕ
∆
x0)(x
e
q)W
e
q −
∫
Γ e
(Hx0ϕ
∆
x0)(y) dAy
∣∣∣
≤ Cϕh
min(ℓ,j) = Cϕh
min(ℓ,p,m), ∀n ≥ Nϕ, x0 ∈ Γ,
(181)
where the last equality follows from the fact that j = min(p,m). In the above, the
constant Cϕ depends on ϕ, but is independent of x0. Thus a uniform bound for
M1 is established.
For the term M2 in (177), we consider the index set Jx0 = {b | ζ̂b(x0) > 0}, and
we note by the same arguments that led to (109), that the number of elements in
this set is uniformly bounded, namely |Jx0 | ≤ C for all n ≥ Nϕ and x0 ∈ Γ . From
(179) we get, using the definition of Jx0 and the fact that 0 ≤ ζ̂b ≤ 1,
(182) |M2(x0)| ≤
n∑
b=1
|ζ̂b(x0)Rx0(xb)ϕ
∆
x0(xb)| ≤
∑
b∈Jx0
|Rx0(xb)||ϕ
∆
x0(xb)|.
Since |Rx0(xb)| ≤ C by Lemma 4.4(iii), |ϕ
∆
x0(xb)| ≤ Cϕ|xb − x0|
j+1 by (173), and
|xb − x0| ≤ Ch for all b ∈ Jx0 by definition of Jx0 and (A7), we get
(183) |M2(x0)| ≤ Cϕh
j+1 = Cϕh
min(p+1,m+1), ∀n ≥ Nϕ, x0 ∈ Γ,
where the last equality follows from the fact that j = min(p,m). As before, the
constant Cϕ depends on ϕ, but is independent of x0. Thus a uniform bound for
M2 is established.
For the term M3 in (177), we again use the definition of Jx0 and the fact that
0 ≤ ζ̂b ≤ 1, together with (180), to write
(184) |M3(x0)| ≤
n∑
b=1
|ζ̂b(x0)H(x0, xb)ϕ
∆
x0(xb)Wb| ≤
∑
b∈Jx0
|(Hx0ϕ
∆
x0)(xb)|Wb.
Since |(Hx0ϕ
∆
x0)(xb)| ≤ Cϕ|xb − x0|
j by (174), and |xb − x0| ≤ Ch for all b ∈ Jx0
by definition of Jx0 and (A7), and Wb ≤ Ch
2 by (A5), we get
(185) |M3(x0)| ≤ Cϕh
j+2 = Cϕh
min(p+2,m+2), ∀n ≥ Nϕ, x0 ∈ Γ,
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where the last equality follows from the fact that j = min(p,m). Again, the constant
Cϕ depends on ϕ, but is independent of x0. Thus a uniform bound for M3 is
established. Combining (185), (183), (181) and (177), we obtain a bound for the
second term in (166), namely
(186) ||Hnϕ−Hϕ|| ≤ Cϕh
min(ℓ,p,m), ∀n ≥ Nϕ.
Combining (186), (168), (166) and (164), we get
(187) ||ϕn − ϕ|| ≤ Cϕh
min(ℓ,p,m) as n→∞, ∀ℓ ≥ 1, p ≥ 1,m ≥ 1.
Thus the result stated in part (iii) of the main theorem is established.
For part (ii) of the main theorem, we assume p = 0 and consider any ℓ ≥ 1 and
m ≥ 1. In view of (164), we again seek a bound for ||Anϕ−Aϕ|| and consider the
decomposition in (166). The term ||Gnϕ − Gϕ|| can be bound exactly as in (168).
Hence we focus on the term ||Hnϕ − Hϕ||, which requires a different treatment
than before due to the limited regularity of Hx0ϕ
∆
x0 in the case p = 0. To this end,
we consider an arbitrary x0 ∈ Γ and let Γ ∗x0 and I
∗
x0 be as in Lemma 4.6(ii). Then,
using (175) and the definitions of H and Hn, we get
(Hnϕ−Hϕ)(x0)
=
n∑
b=1
ζb(x0)H(x0, xb)ϕ
∆
x0(xb)Wb +
n∑
b=1
ζ̂b(x0)Rx0(xb)ϕ
∆
x0(xb)
−
∫
Γ
H(x0, y)ϕ
∆
x0(y) dAy ,
=
∑
e∈I∗x0
[
Q∑
q=1
ζeq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q −
∫
Γ e
H(x0, y)ϕ
∆
x0(y) dAy
]
+
∑
e6∈I∗x0
[
Q∑
q=1
ζeq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q −
∫
Γ e
H(x0, y)ϕ
∆
x0(y) dAy
]
+
n∑
b=1
ζ̂b(x0)Rx0(xb)ϕ
∆
x0(xb).
(188)
For the first term in the first bracketed expression in (188), we observe that
ζeq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q) = 0 if x
e
q = x0 by (174) and (A7). Thus, using the notation
from Lemma 4.6 and the fact that ζeq + ζ̂
e
q = 1, we have
Q∑
q=1
ζeq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q
=
∑′
1≤q≤Q
ζeq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q ,
=
∑′
1≤q≤Q
H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q −
∑′
1≤q≤Q
ζ̂eq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q .
(189)
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Using the definition of Ux0,ϕ given in (121), and the definition of ϕ
∆
x0 given in (172)
with p = 0, we get
Q∑
q=1
ζeq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q
=
∑′
1≤q≤Q
Ux0,ϕ(x
e
q)W
e
q −
∑′
1≤q≤Q
ζ̂eq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q
+
∑′
1≤q≤Q
upolarx0 (0, ξ̂(x
e
q))Dϕ(x0)Tx0(x
e
q)W
e
q .
(190)
Similarly, for the second term in the first bracketed expression in (188), we use
Lemma 4.6(ii)(b) and (156), together with the definitions of Ux0,ϕ and ϕ
∆
x0 , to write∑
e∈I∗x0
∫
Γ e
H(x0, y)ϕ
∆
x0(y) dAy
=
∑
e∈I∗x0
∫
Γ e
H(x0, y)ϕ
∆
x0(y) dAy −
∫
Γ∗x0
upolarx0 (0, ξ̂(y))Dϕ(x0)Tx0(y) dAy,
=
∑
e∈I∗x0
∫
Γ e
Ux0,ϕ(y) dAy −
∫
Γ∗,∆x0
upolarx0 (0, ξ̂(y))Dϕ(x0)Tx0(y) dAy.
(191)
Substituting (191) and (190) into (188), and using the fact that Ux0,ϕ(x
e
q) = 0 if
xeq = x0 by Lemma 4.6(i), we get the decomposition
(192) (Hnϕ−Hϕ)(x0) = N1(x0) +N2(x0)−N3(x0) +N4(x0) +N5(x0),
where
(193) N1(x0) =
∑
e∈I∗x0
[
Q∑
q=1
Ux0,ϕ(x
e
q)W
e
q −
∫
Γ e
Ux0,ϕ(y) dAy
]
,
N2(x0) =
∑
e∈I∗x0
∑′
1≤q≤Q
upolarx0 (0, ξ̂(x
e
q))Dϕ(x0)Tx0(x
e
q)W
e
q
+
∫
Γ∗,∆x0
upolarx0 (0, ξ̂(y))Dϕ(x0)Tx0(y) dAy ,
(194)
(195) N3(x0) =
∑
e∈I∗x0
∑′
1≤q≤Q
ζ̂eq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q ,
(196)
N4(x0) =
∑
e6∈I∗x0
[
Q∑
q=1
ζeq (x0)H(x0, x
e
q)ϕ
∆
x0(x
e
q)W
e
q −
∫
Γ e
H(x0, y)ϕ
∆
x0(y) dAy
]
,
(197) N5(x0) =
n∑
b=1
ζ̂b(x0)Rx0(xb)ϕ
∆
x0(xb).
To establish the required result, we proceed to bound each of N1, . . . ,N5 uniformly
in x0.
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For the term N1, we note that Γ
e ⊂ Γ ∗x0 ⊂ Γx0,d for all e ∈ I
∗
x0 by definition, and
Ux0,ϕ ∈ C
0,1(Γx0,d,R
k) with a Lipschitz constant that is uniform in x0 by Lemma
4.6(i). In view of the quadrature error bound in (A6) for a rule of order ℓ, we get
|N1(x0)| ≤
∑
e∈I∗x0
∣∣∣ Q∑
q=1
Ux0,ϕ(x
e
q)W
e
q −
∫
Γ e
Ux0,ϕ(y) dAy
∣∣∣
≤ Cϕh
min(ℓ,1) = Cϕh, ∀n ≥ Nϕ, x0 ∈ Γ.
(198)
For the term N2, we use Lemma 4.6(ii)(c) and (163) to conclude directly that
|N2(x0)| ≤ Cϕh, ∀n ≥ Nϕ, x0 ∈ Γ.(199)
For the term N3, we use the same arguments that led to (185) to get
(200) |N3(x0)| ≤ Cϕh
min(p+2,m+2) = Cϕh
2, ∀n ≥ Nϕ, x0 ∈ Γ.
For the term N5, we use the same arguments that led to (183) to get
(201) |N5(x0)| ≤ Cϕh
min(p+1,m+1) = Cϕh, ∀n ≥ Nϕ, x0 ∈ Γ.
In the above, the constant Cϕ depends on ϕ, but is independent of x0. Thus uniform
bounds for N1, N2, N3 and N5 are established.
It remains to bound the term N4. For every x0 ∈ Γ , we note from Lemma
4.6(ii)(a) that the set Γ ∗x0 contains the patch Γx0,d/C . Since diam(Γ
e) ≤ h and
diam(supp(ζ̂eq )) ≤ Ch, we have, after increasing the size of Nϕ if necessary,
(202)
d
2C
≤
d
C
− h ≤ |y − x0|, ζ̂
e
q (x0) = 0, ζ
e
q (x0) = 1,
∀y ∈ Γ e, e 6∈ I∗x0 , q = 1, . . . , Q, n ≥ Nϕ, x0 ∈ Γ.
Using the above, and the fact thatH(x0, y) is class C
m,1 on the set |y−x0| ≥ d/(2C)
by (A2), and ϕ∆x0 is class C
m,1 by (172), both with Lipschitz constants for each
derivative uniform in x0, together with the quadrature error bound in (A6) for a
rule of order ℓ, we get
|N4(x0)| ≤
∑
e6∈I∗x0
∣∣∣ Q∑
q=1
(Hx0ϕ
∆
x0)(x
e
q)W
e
q −
∫
Γ e
(Hx0ϕ
∆
x0)(y) dAy
∣∣∣
≤ Cϕh
min(ℓ,m+1), ∀n ≥ Nϕ, x0 ∈ Γ.
(203)
As before, the constant Cϕ depends on ϕ, but is independent of x0. Thus a uniform
bound for N4 is established. Combining (203), (201), (200), (199), (198) and (192),
we obtain the bound
(204) ||Hnϕ−Hϕ|| ≤ Cϕh, ∀n ≥ Nϕ.
Combining (204), (168), (166) and (164), we get
(205) ||ϕn − ϕ|| ≤ Cϕh as n→∞, ∀ℓ ≥ 1, p = 0,m ≥ 1.
Thus the result stated in part (ii) of the main theorem is established.
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