Considering that industrial data exhibit nonlinearity, high dimensionality and inherent multiscale characteristics, this paper proposes an intelligent industrial process monitoring and fault diagnosis method based on the discrete wavelet transform and deep learning. First, the discrete wavelet transform is used to present the multiscale representation of the raw data. Second, a multiscale convolutional neural network is used to extract the features at each scale, and then the extracted multiscale features are fused by the long short-term memory network to further reduce useless information and retain useful information. Finally, softmax classification is performed. The proposed method has two advantages: 1) the hierarchical learning structure with multiple pairs of convolutional and pooling layers can effectively learn nonlinear, high-dimensional fault features; and 2) the multiscale feature learning scheme can capture complementary diagnosis information at different scales. Detailed comparative studies between the proposed method and conventional methods have been carried out through the Tennessee Eastman benchmark process and the p-xylene oxidation reaction process.
I. INTRODUCTION
Modern industrial processes are commonly characterized by complex correlation and considerable nonlinearity, and fault diagnosis for such processes is essential [1] - [3] . Fault diagnosis can save precious time and cost by facilitating remedial action to avoid dangerous situations. With the era of big data, data-driven intelligent fault diagnosis methods have become popular. Among them, the machine learning-based method is the most powerful and widely used.
Conventional machine learning-based fault diagnosis methods consist of three general steps: data collection, feature learning or extraction, and fault classification. Thus far, many studies have proposed various machine learning methods for the purpose of fault diagnosis. For example, You et al. applied wavelet packet decomposition principal component analysis (WPD-PCA) to extract features in The associate editor coordinating the review of this manuscript and approving it for publication was Gerard-Andre Capolino. the laser welding process and used support vector machine (SVM) to diagnose faults [4] . Jiang et al. proposed a multiobjective two-dimensional canonical correlation analysis (M2D-CCA)-based fault detection scheme to achieve efficient monitoring of successive batch processes [5] . Mbo'o et al. developed a bearing fault diagnosis method based on the stator current spectrum using linear discriminant analysis (LDA) and a Bayes classifier [6] . However, studies have shown that these methods only exhibit limited fault diagnosis capabilities because the extracted features or representations determine the upper performance limit of the machine learning algorithm [7] . In conclusion, conventional methods still have obvious deficiencies as follow:
(1) Feature extraction and classification are crucial to the fault diagnosis method, and both affect the final diagnosis performance but are designed individually. This divide-and-conquer scheme makes it impossible to optimize both parts simultaneously. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
(2) The process of extracting features not only depends on hand-crafted methods but also requires much prior knowledge of process monitoring and fault diagnosis, and thus it is time-consuming and labour-intensive. In recent years, deep learning (DL) has become more and more popular because DL works in an end-to-end manner, updating the parameters of the feature extraction algorithm and the classifier simultaneously and learning the abstract features [8] automatically. As a result, DL has successfully overcome the above drawbacks and has become a powerful tool in the field of artificial intelligence [9] . Given its success in other areas of artificial intelligence, DL methods have also been used in fault diagnosis in recent years, such as deep belief networks (DBNs) [10] , sparse auto-encoder (SAE) [11] , stacked denoising auto-encoder (SDAE) [12] , sparse filtering (SF) [13] , convolutional neural networks (CNNs) [14] and long short-term memory (LSTM) [15] . Compared to the DL methods mentioned above, CNN can effectively reduce the number of parameters with the receptive field, weight sharing and downsampling strategies. When dealing with high-dimensional industrial data, CNN not only dramatically reduces the computational complexity but also improves the stability of the model.
On the other hand, in practice, modern industrial production processes are characterized by complexity, nonlinearity, and uncertainty. Therefore, it can be challenging to extract valuable fault features from raw industry data for fault diagnosis. Alternately, industrial processes are known to operate at different scales and have contributions from events occurring at different scales [16] , such as: 1. events occurring at different locations and with different localizations in time and frequency, 2. stochastic processes whose energy or power spectrum changes with time and/or frequency, 3. variables measured at different sampling rates or containing missing data [17] . As a result, data from practical industrial processes shows multiscale characteristic. It is difficult to capture such inherent multiscale characteristics of an industrial process for the conventional DL methods, such as CNN, which lack multiscale feature extraction capability.
To solve these problems and inspired by the advantages of deep learning (CNN) and the concept of multiscale learning, we propose a novel deep learning architecture that combines a multiscale convolutional neural network and long short-term memory (MCNN-LSTM). In this proposed method, considering that discrete wavelet transform (DWT) can split the raw data into a succession of frequency subspaces without losing the energy of the frequency components [18] , [19] , we first used it as a low-pass filter to implement multiscale operations to acquire a multiscale representation of the raw data. Then, given the advantages of CNN in extracting high-dimensional nonlinear features, we established a MCNN architecture containing parallel CNNs of different structures, which can capture complementary and rich diagnosis information at different scales. Finally, we employed the LSTM model to dynamically fuse the features extracted by MCNN, retaining useful information and removing the useless information automatically. The proposed MCNN-LSTM scheme not only exerts the advantage of deep learning, which can process high-dimensional nonlinear industrial data, but also presents a more effective way to extract industrial fault features at multiple scales. This paper is organized as follows. In Section II, we briefly review the LSTM and CNNs, as well as their applications and exiting literature on fault diagnosis. Section III details the proposed MCNN-LSTM scheme. In Sections IV, the efficiency and accuracy of the proposed method are illustrated by the TE process. Finally, we provide the conclusion in Section V.
II. RELATED WORKS A. FAULT DIAGNOSIS BASED ON DEEP LEARNING 1) CNN
CNN is a unique artificial neural network (ANN) inspired by the cerebral cortex. In CNN, each neuron is only sparsely connected to a small number of neurons in the next layer, which is different from the fully connected ANN. CNN is more in line with the human brain's way of thinking because, in the visual cortex of the brain, some cells are only sensitive to local receptive fields [14] . CNN contains two core layers: 1) the convolutional layer and 2) the pooling layer. In the convolutional layer, a certain number of filters are used to extract the feature map of the input data. In the pooling layer, the downsampling operation is used to reduce the number of parameters and prevent overfitting. In a CNN, the convolutional layer and the pooling layer generally appear in pairs. After the last pair, a fully connected layer (FC) often follows to integrate the data and further calculate the class scores.
Because of CNN's powerful automatic feature learning ability and high flexibility, it is widely used to recognize and classify various types of data, including signals and sequences (one-dimensional), images (two-dimensional) and video (three-dimensional). Motivated by these achievements in recent years, research studies on the application of CNN in the fault diagnosis field have also been carried out continuously. For example, Wen et al. directly converted a time-domain signal into 64 × 64 images and adopted 2-D CNN to extract the features of the images [14] . In [18] , Ding et al. used the wavelet packet transform to build a 32 × 32 wavelet packet energy image of the frequency subspaces and adopted 2-D CNN to extract the features of this special image. In the above literature, the original signal is converted into images. In the case of raw data, Abdeljaber et al. used 1-D CNN to detect and locate the vibration signal in real-time and automatically extract the optimal fault sensitive features from the original acceleration signal [21] . Additionally, to capture the multiscale features inherent in wind turbine gearbox data, Jiang et al. proposed a multiscale convolutional neural network (MSCNN) based on several 1-D CNNs [22] . These pieces of literature confirmed that fault diagnosis methods based on 1-D CNN can automatically extract optimal fault signatures from raw data. Moreover, the 1-D CNN-based model lessens the dependence on handcrafted feature extraction when diagnosing faults by omitting the step of converting raw data into images. This paper applies 1-D CNN to construct a multiscale feature learning method to explore multiscale characteristics inherent in industrial data.
2) LSTM
LSTM is a variant of the recurrent neural network (RNN), and RNN is also a special type of ANN. In the ANN, each node is only connected to the next layer, but connections are also established between nodes in the same hidden layer of RNN, which gives RNN the ability to process autocorrelative data. However, RNN has a well-known problem of ''longterm dependencies,'' so LSTM is explicitly designed to avoid this problem. Unlike RNN, LSTM adds a ''processor'' with three gate operations to the algorithm to determine whether the information is useful or not. As a result, LSTM has been successfully applied in the fields of natural language processing and time series prediction. Recently, motivated by the ability of LSTM to conduct classification and identification of autocorrelative data, it has also been studied in the field of fault diagnosis for dynamic feature extraction. For example, You et al. adopted LSTM to diagnose battery states in electric vehicle systems and determine the replacement time for a battery or assess the driving mileage [20] . Moreover, Zhao et al. applied LSTM to adaptively learn the dynamic information in sequential data. This method has achieved excellent performance in the TE process [15] .
3) OTHER DEEP LEARNING BASED METHODS
In addition to the above methods, some other excellent deep learning-based fault diagnosis methods have emerged in recent years. For example, PAN et al. developed liftingnet on the basis of CNN to combat a large amount of noise in mechanical data [23] . Zhao et al. incorporated signal processing domain knowledge into deep learning to improve the residual network [24] . In addition to supervised learning, Roozbeh et al. proposed the concept of semi-supervised Deep Ladder Network for diagnosing gear faults at induction machine systems [25] .
B. NON-DEEP LEARNING METHODS
In addition to deep learning, some non-deep learning fault diagnosis methods have also emerged in recent years. For example, on the basis of random forest, Liu et al. proposed a weighted random forest scheme based on hierarchical clustering selection for fault classification in complex industrial processes [26] . Ge et al. proposed a semi-automated fault diagnosis method based on a hidden Markov model [27] . Considering that data labels may not be available, Roozbeh et al. proposed a Semi-Supervised Diagnostic Framework Based on the Surface Estimation [28] . In addition, considering the high dimensionality of the fault features, Chakrabarti et al. introduced the development and comparison of several state-of-the-art linear dimensionality reduction techniques to provide discriminative features for process fault diagnosis [29] . Although fault diagnosis methods based on deep learning have been widely studied and applied in recent years, the above methods provide a useful alternative and enrich the field of fault diagnosis with its own advantages and potentials.
III. PROPOSED MCNN-LSTM FOR FAULT DIAGNOSIS
This article focuses on the fault diagnosis of modern industrial processes in which data exhibits multiscale characteristics. It is difficult to capture such inherent multiscale characteristics in a single-scale DL method. In addition, fault signals in industrial systems tend to be low-frequency, but other dominant high-frequency features or background noise will mask low-frequency fault signatures. We maintain that a more profound understanding in multiple time or frequency scales of the raw data is needed to improve the efficiency of feature extraction. Therefore, this paper incorporates the concept of multiscale learning into DWT and deep learning and proposes an MCNN-LSTM scheme for industrial process fault diagnosis. The overall architecture of the proposed MCNN-LSTM is shown in Figure 1 . The essential advantage of the proposed method is that it can automatically extract high-dimensional industrial fault features from multiple scales in a hierarchical learning manner. Moreover, the model works in an end-to-end manner, updating the parameters of the feature extraction algorithm and the classifier simultaneously during the training process and significantly reducing the dependence on handcrafted feature extraction. It consists of three stages: the DWT multiscale filtering stage, multiscale feature extracting stage, and classification stage.
A. DWT MULTISCALE FILTERING STAGE
DWT is an effective time-frequency signal analysis method that can be operated in discrete steps over the signal and provides sufficient information [23] . Before the DWT is performed, the wavelet function ϕ(t) and the scaling function ψ(t) can be first defined as follow:
where j is the scale parameter defining the wavelet frequency. k is a translation parameter that determines the position of the wavelet function on the time axis. j and k form the basis for multiresolution analysis (MRA) [30] . According to DWTbased MRA, the original signal x(t) can be decomposed into several signals of different scales without any energy loss. c j and d j are the scaling coefficients and wavelet coefficients at scale j. The wavelet function can be considered as a highpass filter used to generate a detailed version of the original signal. The scaling function can be considered as a low-pass filter used to generate an approximate version of the original signal.
It should be noted that there is no theoretical basis for selecting the wavelet basis function currently. Generally, the Daubechies wavelet family is often used for denoising due to its orthogonality and tight support characteristics. In this paper, we use the order 4 Daubechies wavelet (dB4). Given an original signal x j (t) = [x 1 , x 2 , . . . x T ] at scale j, its DWT mathematical recursive equation is defined as follows:
where cA j+1,k and cD j+1,k are the approximated version and the detailed version at scale j + 1. cA j+1,k and cD j+1,k can be calculated according to the scaling coefficients and wavelet coefficients c j,k and d j,k ; for details, please refer to [30] . According to equation (3), the original signal x j (t) can be reconstructed from cA j+1,k and cD j+1,k using the inverse discrete wavelet transform (IDWT). In this work, we use the sure hard threshold denoising rule [31] to reduce those high frequency perturbations and background noise hierarchically and obtain the approximate component x (n) of the original signal at different scales. In industrial process fault diagnosis, this provides an effective way to represent industrial data over a series of scales and results in multiple filtered data containing different and complementary fault pattern signatures. After the filtering stage, the original signal x and its components at different scales x (1) , x (2) . . . are used as inputs to MCNN-LSTM.
B. MULTISCALE FEATURE EXTRACTING STAGE
The main purpose of this stage is to extract multiscale fault features. We use multiple parallel 1-D CNNs to process the components of the original data at different scales. As shown in Figure 1 , for each 1-D CNN, multiple pairs of convolutional layers and pooling layers are used to extract highdimensional nonlinear fault signatures. In the convolutional layer, we choose a larger filter (convolution kernel) for the lower-frequency data so that low-frequency data can produce a larger receptive field in the original data. By this means, each output feature map captures a different scale of the original data. Because the original data is filtered hierarchically by DWT, there is a certain correlation among the components of the original data. Considering this correlation, we then use LSTM to further fuse the feature maps outputted by the 1-D CNN and to further learn the multiscale features in the data.
1) CONVOLUTIONAL LAYER
The approximate components obtained in the previous stage act as the input in the convolutional layer. Assume that input data x = [x 1 , x 2 . . . x L ] of length L is given, where x i is the value at time step i and there are L time steps for each signal. The filter (convolution kernel) is of size l (the onedimensional convolution filter has only one dimension). The filter slides over and performs calculation on the given data like a moving window. Thus, the output s i of the i-th node in the feature map is defined as:
where w T denotes the filter vector, analogous to the weight in the fully connected neural network, b represents the bias, and all of the w T and b terms are the parameters of the convolution layer. x i:i+l−1 is the sequence input vector of length l starting from the i-th time step, and σ (·) is a nonlinear mapping, used here as an activation function. In the CNN model, a rectified linear unit (ReLU) σ (x) = max(0, x) is often chosen as the , v (1) , v (2) . . . respectively.
activation function because it computes faster and converges faster than other activation functions and solves the gradient vanishing problem [32] . The number of filters is determined as needed and is one of the model's hyperparameters. Then, according to equation (4), the feature map of the g-th filter sliding and calculating from the starting time step to the ending time step can be represented as
2) POOLING LAYER After that, the feature maps calculated in the convolutional layer are input into the pooling layer, which is mainly used for feature dimensionality reduction, compressing the amount of data and parameters, reducing over-fitting, and improving the fault tolerance of the model. In this paper, max-pooling is applied, and the g-th pooled feature map calculated by the max-pooling layer with a pooling length of p can be represented as
where
If K 1 filters are used in the first pair of convolutional layer and pooling layer, then K 1 new feature maps can be obtained correspondingly. These feature maps will be fed into the next pair of convolutional layer and pooling layer, and the same operations in (4) -(7) will be repeated. Supposing that there are K 2 filters in the second pair, for each approximate component of the original data x (n) , its corresponding feature vector v (n) learned through two pairs of convolutional layer and pooling layer can be represented as
This feature vector is the concatenation of all feature maps outputted by the final pooling layer.
3) LSTM LAYER
In the LSTM layer, we input the feature vector corresponding to the original data v (0) and the feature vector corresponding to each approximate component v (1) , v (2) . . . v (n) into the LSTM to further learn the multiscale feature dynamically. The structure of LSTM is shown in Figure 2 . This calculation process can be performed in the following form:
where W h , W x and b are the parameters of the LSTM layer. The • operator denotes the element-wise multiplication. The LSTM layer takes the feature vectors v (0) , v (1) , v (2) . . . v (n) of the CNN output as input, and it produces a new multiscale feature h n , which denotes the fusion of the feature vector in each scale. An LSTM unit contains one memory cell c n and three gates: an input gate σ (z i n ), forget gate σ (z f n ) and output gate σ (z o n ) for the LSTM unit at step n. Among them, (1) The forgot gate controls the extent to which the previous unit state is removed. (2) The input gate controls how much new information is added. (3) The output gate controls how much of the current unit state is filtered out. This design allows the LSTM to robustly remove or retain the information from multiscale data.
C. CLASSIFICATION STAGE
The industrial process fault diagnosis in this paper is a multiclassification task. Meanwhile, softmax regression is often implemented at the neural network's final layer for multiclass classification. In this stage, the multiscale feature h n procured from the feature extraction stage is directly fed into the softmax layer, which outputs a conditional probability of each class. Assuming that there are J classes of industrial system health conditions in the raw data, then its corresponding output probability o j ∈ [0, 1] for class j is
, j = 1, 2, . . . , J
where θ = [θ 1 , θ 2 , . . . , θ J ] are the parameters of the softmax layer and J j=1 o j = 1.
In a word, the input of MCNN-LSTM is the raw industrial data, and the output is a prediction of the class labels corresponding to the different industrial health conditions. Similar to the conventional ANN, MCNN-LSTM also uses back propagation strategies to update parameters. For MCNN-LSTM training, the cross-entropy between the predicted value and real class label is used as the loss function. We employ the Adam optimizer [33] to minimize the loss function due to its high computational efficiency, low memory footprint and noise immunity. The training process of the whole algorithm can be briefly summarized as follows:
Step 1: Given training data and labels
Step 2: Multiscale decomposition of training data using discrete wavelet decomposition (Equation (3)) to obtain components at different scales of raw data (x (1) x (2) ...)
Step 3: Construct a multiscale CNN structure, that is, multiple parallel CNNs, and then extract features for the raw data and each of its components (x (0) x (1) x (2) ...) separately (Equation (5)-(8)), and obtain their feature vectors (v (0) v (1) v (2) ...)
Step 4: Construct the LSTM feature layer fusion structure, and input the feature vectors obtained in the previous step into the chain structure of LSTM in order. (Equation (9)-(11)),
Step 5: Input the last time step of LSTM into the softmax layer to get the output.
Step 6: The cross-entropy between the output of the previous step and the label is taken as a loss function.
Step 7: The Adam method is used to optimize the loss function to convergence, during which the parameters of the entire model are updated.
In practical applications, the proposed MCNN-LSTM is flexible and generally applicable. To process input data of different sizes, we can adjust the depths and scales of the model. The depth refers to the number of convolutional layers, pooling layers and LSTM layers, and the scale refers to the number of components of the original data that are decomposed by wavelet. When dealing with longer input data, we can use more scales and more layers of MCNN-LSTM to capture sufficient fault information and thus improve diagnosis performance. Nevertheless, there is a specific restriction between the length of the input data and the number of components, as shown in equation (3) . Alternately, the pooling layer also reduces the length of the extracted feature maps, so there is also a limiting relationship between the number of pooling layers and the length of the input data. The selection of the numbers of layers and scales will be discussed in detail in Section IV.
IV. CASE STUDY I: FAULT DIAGNOSIS FOR THE TE PROCESS A. EXPERIMENTAL PLATFORM AND DATA DESCRIPTION
In this section, we evaluate the fault diagnosis performance of the proposed MCNN-LSTM scheme on the TE process. The TE process is a chemical engineering simulation platform proposed by Downs and Vogel that is widely used to test the control and fault diagnosis of complex industrial processes, and the data generated by it is time-varying, strongly coupled and nonlinear. A simplified schematic of the TE is presented in Figure 3 . The process consists of five major unit operations: the reactor, the product condenser, a vapour-liquid separator, a recycle compressor and a product stripper. The TE process contains 52 variables, 12 of which are manipulated and 41 are measured, and is designed with 20 faults to simulate common faults and disturbances in actual industrial processes. The fault types are shown in Table 1 . The MATLAB code and Simulink model can be downloaded from http://depts. washington.edu/control/LARRY/TE/download.html.
For more details on the TE process, please refer to [34] . We did experiments on eleven representative health conditions ( 
B. PERFORMANCE METRICS
In this paper, we use F 1 score to evaluate the classification performance of the proposed MCNN-LSTM model on the test dataset. F 1 score is a common metric used in statistics to measure the overall performance of a classification model [26] and is defined as
where true positive (TP) is the number of samples correctly identified as positive, false positive (FP) is the number of samples incorrectly identified as positive, true negative (TN) is the number of samples correctly identified as negative, and false negative (FN) is the number of samples incorrectly identified as negative. In our fault diagnosis problem, each health condition is treated as positive and all other health conditions as negative. F 1 score is the weighted harmonic mean of precision and recall, where precision evaluates the missed diagnosis rate of the diagnosis algorithm, and is defined as
Recall evaluates the misdiagnosis rate, and is defined as
Missed diagnosis rate and misdiagnosis rate are two crucial metrics for evaluating industrial process monitoring and fault diagnosis algorithms. The F 1 score takes into account the precision and recall, so we choose the F 1 score to comprehensively measure the performance of the fault diagnosis method.
C. DIAGNOSIS PERFORMANCE EVALUATION: MCNN-LSTM VERSUS CNN
First, we compare the proposed MCNN-LSTM with the conventional DL method, CNN, which lacks multiscale feature learning capability. To extract more abundant multiscale fault information, four scales are considered in our MCNN-LSTM scheme. For each scale of data, two pairs of convolutional and pooling layers are used for multiscale feature extraction, and one LSTM layer is used to perform a dynamic fusion of feature vectors. The numbers of filters for two convolutional layers are 32 and 64. We apply a larger filter (convolution kernel) on the first convolutional layer for the lower-frequency data so that low-frequency data can produce a larger receptive field in the original data. The sizes of the remaining filters are all set to 3. The pooling length is set to 2. Moreover, a fully connected (FC) layer is adopted between the CNN layers and the LSTM layer to adjust the size of the feature vectors extracted by CNN. The number of nodes in the fully connected layer is set to 256, the number of LSTM hidden-layer nodes is 128, and the output size of the MCNN-LSTM model is 11, respectively corresponding to the probability of each health condition. Details are shown in Table 2 . The parameters in MCNN-LSTM are optimized by the Adam algorithm [33] , where the size of a mini-batch is 128. The number of training epochs is 20. The initial learning rate is 0.001. We also use a dropout rate of 0.5 for the fully connected layer to avoid overfitting. Considering the rationality of the comparison, the structure and setting of the compared conventional CNN are the same as the first scale of MCNN-LSTM. Figure 4 shows the overall accuracy curve for the training set and testing set of the conventional CNN and MCNN-LSTM during 20 training epochs. As seen from the figure, there is no overfitting during training, which demonstrates the rationality of the model we trained. In addition, the MCNN-LSTM can converge with fewer training epochs than conventional CNN. We plot the confusion matrices to detail the classification results of each health condition in Figure 5 (a) and Figure 5(b) . This provides the proportion of correctly classified samples and misclassified samples. Compared with CNN, there are fewer misclassified samples when using MCNN-LSTM on the whole and especially for the normal condition. In addition, we give the F 1 scores of each health condition in Table 3 . The average F 1 scores for MCNN-LSTM and conventional CNN are 0.9873 and 0.9675, respectively. It is particularly noteworthy that the F 1 score of the proposed method under normal conditions is much higher than the F 1 score of CNN, which means that MCNN-LSTM has a superior ability to monitor whether faults occur. The excellent monitoring performance also confirms the practicality of MCNN-LSTM.
To visually compare the feature learning ability of the two methods, we use the t-distributed stochastic neighbour embedding (t-SNE) [35] method to reduce the dimensions of extracted features to two dimensions for visualization. Figure 6 shows the reduced 2-D feature representations of the testing set. From Figure 6 , regarding the performance when using the proposed method, it can be observed that features of the same health condition are almost gathered together, and most features of the different health conditions are separated. However, for conventional CNN, there exist overlapping parts at a different degree between some health conditions, especially in the normal condition. This result further proves the superiority of MCNN-LSTM for the feature learning of industrial data. To more intuitively reflect the advantages of the proposed method in industrial process fault diagnosis, we selected the DWT output of some sample points for visualization. Due to the high-dimensional and multivariate nature of the TE process, we chose one of the variables (stripper level). As shown in Figure 7 , the black line represents the standard value, the blue line represents the raw acquisition data, and the red line represents the output of the DWT (in the case of x (3) ). It can be seen that, due to the complexity of the real industrial environment, the actual value of the variable tends to fluctuate greatly above and below the standard value. This situation is caused by factors such as inevitable system disturbance and background noise, which seriously affect the classification performance of fault diagnosis algorithms. However, the proposed method can effectively reduce this negative impact (red line). Moreover, for different disturbances and noises of multiple variables, the proposed method combining the advantages of deep learning and multiscale learning can also minimize their negative impact on diagnosis performance.
D. PRACTICAL VERIFICATION
A practical modern industrial system usually has a large scale and is extremely complex. Therefore, in this part, we assume unprecedented faults with the untrained data that do not belong to any labelled class in the historical dataset to further verify the practicability of the method. It should be pointed out that the proposed method belongs to supervised learning. Thus, our goal is to classify unprecedented faults into a certain known (trained and tagged) fault rather than normal. Only in this manner will we not miss the unprecedented fault and have the opportunity to analyse it further. We simulated an unprecedented fault with the faults (fault 7, fault 11, and fault 20) that are not found in the training set. We use 1000 samples of faulty 7, fault 11 and fault 20, respectively, and the classification results using CNN and MCNN-LSTM are shown in Table 4 .
As seen from Table 4 , for samples of fault 7, both CNN and MCNN-LSTM can identify 100% of them as a fault. For fault 11 and fault 20, CNN has a certain degree of missed detection rate (18% and 1.6%, respectively). Relatively, MCNN-LSTM has a lower miss detection rate of 8.4% and 0.1%, respectively. Moreover, the proposed method can maintain a high recognition rate for all three unprecedented faults. Therefore, the proposed method is suitable in practical industrial environments.
E. THE EFFECT OF SCALE AND DEPTH
Our model has two significant hyperparameters, the depth (the number of pairs of convolutional layers and pooling layers) and scale. Both of them will influence the diagnosis performance of the proposed method. Herein, we investigate the effects of scale and depth. These two hyperparameters are selected according to the size of the input data. For the size of our input data, different scales ranging from two to four and different pairs of convolutional layers and pooling layers from one to two are considered. We use the F 1 score of the normal condition to evaluate the effects of these two parameters. The results are shown in Table 5 .
It can be seen that, as the scale and depth increase, the ability of the proposed method to learn abstract features becomes stronger, and the influence of scale is greater than that of depth. This is determined by the size of our input data (32 data points). Therefore, in practical applications, we need to adjust VOLUME 7, 2019 these two hyperparameters according to the size of the input data to obtain the ideal diagnostic performance.
F. COMPARISON WITH AN EXISTING MULTISCALE FAULT DIAGNOSIS METHOD BASED ON DEEP LEARNING
A similar multiscale fault diagnosis method based on CNN was proposed in [26] . This MSCNN showed state-of-the-art performance in the fault diagnosis of a wind turbine gearbox. Herein, we compare the performance of MSCNN and MCNN-LSTM in industrial process fault diagnosis. In general, these two methods have the following three differences:
(1) Input data. MSCNN is aimed at low-dimensional vibration data, while MCNN-LSTM is aimed at high-dimensional industrial data, which can take advantage of neural networks to a greater extent. (2) Multiscale operation. MSCNN uses a moving average smoothing operation, while MCNN-LSTM adopts DWT operation. The moving average smoothing operation is relatively fixed, only reducing the noise instead of removing it, whereas DWT can separate high-frequency noise from normal data and is more suitable for processing high-dimensional industrial data with diversified noise. (3) Model structure. There is no effective feature fusion method applied in MSCNN to deal with features extracted at different scales, while the proposed method introduces the LSTM architecture for efficient feature layer fusion. For comparison, we also performed a detailed evaluation of the diagnosis performance of MSCNN, which is shown in Figure 8 and Table 6 . We set the scale of both models to 4 and the depth to 2. It should be noted that, in [26] , for the input of each scale, the same size of filters is used, so the sizes of filters in MSCNN are all set to 3. It can be seen that MSCNN and the proposed method, which are both multiscale learning methods, have similar performance in terms of average F 1 score. However, the proposed method is superior to MSCNN in terms of both accuracy and F 1 score of the normal condition, which can also be seen intuitively in the visualization of the features extracted in Figure 8 (b) , where there exist overlapping parts to a larger degree between the normal condition and fault condition. The ability of fault diagnosis algorithms to distinguish between normal and faulty is of paramount importance in industrial processes, and this capability is an important safeguard for normal operation in an industrial system. Therefore, the proposed method can learn and extract the inherent multiscale fault features more effectively.
G. COMPARISON WITH OTHER CONVENTIONAL METHODS
To further evaluate the online fault classification performance of the proposed method, six conventional classification methods, LDA, SVM, ANN, Naive Bayesian (NB), Decision Tree (DT) and RF, are used for comparison. For LDA, eleven components are selected. For SVM, we use the radial basis kernel function, and the optimal separating hyperplane is gained for fault classification. The ANN is constructed by a two-layer feedforward backpropagation network with 256 nodes and 128 nodes, respectively, and the prior probability of NB is a Gaussian distribution. For the decision tree, the minimum number of nodes required for splitting is two, and the RF contains one hundred trees. F 1 scores for each health condition calculated with the proposed MCNN-LSTM model and the compared methods are shown in Figure 9 . Moreover, normal and average F 1 scores, precisions and recalls are shown in Table 7 . It can be seen that the proposed MCNN-LSTM achieves relatively ideal overall performance. In addition, the proposed method has higher normal F 1 scores, precision and recall, so it can maintain a low misdiagnosis rate and missed diagnosis rate when identifying whether the industrial process is working normally, which indicates that our multiscale feature learning scheme is more suitable for processing industrial process data. This is mainly because, prior to classification, the multiscale features inherent in industrial process data are hierarchically learned by our end-to-end model, and the dynamic feature fusion further reduces useless information and preserves useful information, thereby improving classification performance. Therefore, the proposed MCNN-LSTM scheme has the potential to provide a useful alternative for industrial process fault diagnosis. 
V. CASE STUDY II: FAULT DIAGNOSIS FOR THE P-XYLENE OXIDATION REACTION PROCESS A. EXPERIMENTAL PLATFORM AND DATA DESCRIPTION
To further prove the effectiveness of the proposed method, we also performed an experiment on the p-xylene (PX) oxidation reaction process, which is used for the production of Purified terephthalic acid (TA). A simplified schematic of the p-xylene oxidation reaction process is presented in Figure 10 . The process consists of three types of devices, including one reactor, four condensers, and one reflux drum with 10 health conditions (TABLE 9 ). The input data contains 23 variables that have a significant impact on the quality of the final product (TABLE 8) . There are 1000 samples for each health condition with 800 samples as the training set and 200 samples as the testing set, and each sample contains 32 data points.
B. DIAGNOSIS PERFORMANCE EVALUATION
In Case 2, we focused on the monitoring and diagnosis performance of CNN, MSCNN, and the proposed MCNN-LSTM. The structure and hyperparameters of the three methods are the same as those in Case 1, and both MSCNN and MCNN-LSTM adopt four scales. The classification results are shown in the confusion matrix of Figure 11 . We also measured the performance of the three methods with normal and average F 1 scores, precision and recall, which are shown in TABLE 10. In comparison, we can clearly see that the proposed MCNN-LSTM has a lower misdiagnosis rate and missed diagnosis rate for both the normal condition and all fault conditions. In general, for the multi-scale features inherent in industrial data, the proposed MCNN-LSTM scheme can extract complementary fault information at different scales more effectively and achieve better diagnosis performance.
C. SIGNIFICANCE TEST
In this section, based on the fault diagnosis performance of the CNN, MSCNN, and MCNN-LSTM algorithms in the TE process and the p-xylene process, we use the Friedman test and the Nemenyi post-hoc test to compare the performance differences of the three algorithms. First, according to the previous case, we can get the comparison order table of the three algorithms.
The F test is then used to determine if the performance of these algorithms is the same. Suppose we compare k algorithms on N data sets, let r i denote the average mean of the i-th algorithm, then variable τ χ 2 can be expressed as
and variable τ F can be expressed as
According to formulas (16) and (17), τ F = 4.333. We select the confidence threshold α = 0.2. At this time, the critical value of F test is 4. Therefore, τ F exceeds the critical value, and the difference in performance of the three algorithms is first proved. Next we use the Nemenyi post-hoc test to further distinguish the algorithms. The critical range of the average order difference calculated by the Nemenyi test is:
where q α is the critical value of the Tukey distribution, q 0.2 = 1.714. Therefore, when α = 0.2, according to formula (18) , CD = 1.714. It can be seen from TABLE 11 that the gap between MSCNN and CNN and the gap between MCNN-LSTM and MSCNN do not exceed the critical range, and the gap between MCNN-LSTM and CNN exceeds the critical range. Consequently, based on the two industrial process cases in this paper, MSCNN slightly outperforms CNN and MCNN-LSTM slightly outperforms MSCNN, and MCNN-LSTM significant outperforms CNN.
VI. CONCLUSION
In this paper, a multiscale feature learning scheme based on DWT and deep learning has been developed for fault detection and diagnosis in complex industrial processes. DWT is used to present a multiscale representation of the raw industrial data, and then the proposed MCNN-LSTM using the obtained multiscale representation is established and learns complementary fault features at different scales automatically and efficiently in a parallel way. Our model works in an end-to-end manner, updating the parameters of the feature extraction algorithm and the classifier synchronously in training, thus minimizing the reliance on handcrafted feature extraction. Comparative studies between MCNN-LSTM and conventional classification methods have been carried out using the TE process and p-xylene oxidation reaction process.
The results demonstrate that the proposed MCNN-LSTM has the potential to provide a useful alternative as a classification procedure for industrial process monitoring and fault diagnosis.
In our future work, we will verify the scalability of our proposed MCNN-LSTM on real large-scale industrial processes. In addition, for the case of multiple faults that may occur in complex real industrial processes, we will further investigate their identification via a multiscale representation learning scheme to further enhance the universality of the algorithm.
It is worth mentioning that our research is aimed at supervised learning methods. Compared with unsupervised/ semisupervised methods, supervised learning methods need to be trained through labeled training data, so they are generally superior to the unsupervised/semi-supervised method in fault diagnosis performance. But the unsupervised/ semi-supervised approaches are more flexible. In the following work, we will also focus on semi-supervised deep learning networks and multiscale learning, in order to improve the flexibility and universality of the algorithm.
