We examine the theory and behavior in practice of Bayesian and bootstrap methods for generating error bands on impulse responses in dynamic linear models. The Bayesian intervals have a firmer theoretical foundation in small samples, are easier to compute, and are about as good in small samples by classical criteria as are the best bootstrap intervals. Bootstrap intervals based directly on the simulated small-sample distribution of an estimator, without bias correction, perform very badly. We show that a method that has been used to extend to the overidentified case standard algorithms for Bayesian intervals in reduced form models is incorrect, and we show how to obtain correct Bayesian intervals for this case.
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Introduction
In interpreting dynamic multivariate linear models, impulse response functions are of central interest. Presenting measures of the statistical reliability of estimated impulse responses is therefore important. On the other hand, such models have three features that raise difficulties for construction of classical confidence intervals: i) Estimates of the underlying autoregressive reduced form parameters of such models have sampling distributions that depend strongly in shape as well as location on the true value of the parameters, especially in the neighborhood of parameters that imply non-stationarity;
ii) Impulse responses are highly nonlinear functions of the underlying autoregressive reduced form parameters; and
iii) The distribution of the estimate of a particular response at a particular horizon depends strongly on the true values of other impulse responses at other time horizons, with no apparent good pivotal quantity available to dampen such dependence on nuisance parameters.
Most applied researchers are familiar with forming and interpreting confidence intervals in situations without these features, particularly in standard cases of estimators with asymptotic normal distributions and an asymptotic "pivot". More precisely, these standard cases are those in which we have an estimator $ ( ) θ X based on data X for a parameter θ and an estimator $ ( ) σ X for the variability of $ ( ) θ X such that $ ( )
(the pivot) is asymptotically N(0,1). Confidence intervals based on such an asymptotic approximation are convenient because they are symmetric and can be formed using standard tables of the normal or t distribution. More importantly, under mild regularity conditions their Bayesian posterior probability is asymptotically well approximated by their confidence level, regardless of the Bayesian prior. Because these cases are so common, applied work seldom carefully articulates the difference between confidence levels and posterior probabilities. Decision makers without statistical training probably usually regard an econometrician's statement that "with confidence level 90%, θ is between a and b" as meaning that, having observed the data, the econometrician regards .90 as a reasonable value to give, for decision-making purposes, to the probability that θ lies in (a,b) . But this is the Bayesian interpretation of the interval, not the classical one.
An exact 90% confidence interval does "contain the true parameter value with probability .90", but this probability statement is only appropriate before data is observed. That is, before we see X, it is reasonable to say that the probability that the confidence interval contains θ is .90. This does not mean in general that it is still reasonable after we see X to say that the probability that the confidence interval contains θ is .90. The fundamental difference between a Bayesian approach to inference and a classical approach is that the latter restricts itself to probability statements based on pre-observation probability distributions, while the former aims at aiding the formation of reasonable probability statements about the parameter conditional on the observed data.
Example 1
To remind oneself of why confidence levels are not decision-making probabilities given the data, consider a case where we know that µ lies in (0,1) and observe two i.i.d. N(µ, σ) random variables X 1 and X 2 . It would be natural (though arguably not optimal) to form confidence intervals from the pivot $ $ µ µ σ − b g , where the "hats" refer to the standard sample mean and sample variance estimators. This is a t(1) variable. If the true value of µ is .5 and of σ is 1, a not terribly unlikely observation would be X X 1 2 21 2 2 = = .
. , . This leaves the entire (0,1) interval more than 16 standard deviations from the sample mean, so a 95% confidence interval is empty. Also not unlikely would be X X 1 2 13 3 = = − . . , , which leaves the entire (0,1) interval within even a 50% confidence interval. Obviously it makes no sense, since we knew to start with that µ lay in (0,1), to say after seeing the data that we believe in the first case that the probability that µ lies in (0,1) is .01 or in the second case that the probability is .5. But it is precisely justifiable to say with confidence level 95% in the first case that µ is nowhere in (0,1) and with confidence level 50% in the second case that µ is somewhere in (0,1).
Asymptotic pivotal quantities with normal distributions are available in stationary linear time series models, but not in nonstationary models, generally, because of the property listed as (i) above. Many econometricians would be willing to assume stationarity in practice if models arbitrarily close to non-stationarity were allowed. However, in a finite sample the accuracy of the asymptotic normal approximation begins to break down as the boundary of the stationary region of the parameter space is approached. In practice, with economic data, it seems to be the usual case that we cannot rule out parameter values close enough to nonstationarity to make the usual normal asymptotic distribution theory unreliable. Time series modeling is therefore a rare instance in which Bayesian posterior probabilities and classical confidence levels can be in substantial conflict. Our view is that when the two conflict, posterior probabilities are almost always more useful and more important to report than confidence levels.
We begin this paper with a discussion of the theory of classical confidence intervals and regions, explaining why in this context they are harder to construct than Bayesian posterior probability regions. We explain why bootstrap methods that use computer simulation to determine the sampling distribution of an estimator conditional on a single true parameter value can produce correct confidence intervals only under strong auxiliary assumptions that are likely to conflict with the model at hand. We discuss the scope for divergence between the classical confidence level for an interval and its Bayesian posterior probability, and the sense in which each can be "biased" from the point of view of the other.
Some implementations of classical bootstrap methods for impulse responses in the existing literature have resulted in confidence intervals that are misleading or mistaken, and we point out some of the sources of error. Practical methods for computing Bayesian posteriors on overidentified linear models are not obvious, and some existing work computes them by methods that have no justification, classical or Bayesian, in small samples. We show how to construct correct Bayesian error bands for such models.
We undertake a number of computational exercises. We show that bias-corrections to bootstrap methods that have been suggested, but not yet widely used, in the literature are capable of producing classical confidence intervals whose coverage probability is in most, but not all, of the models we consider less divergent from their nominal coverage probabilities. Similar results have been obtained recently by Killian [1995] , though that paper differs from our work in ruling out nonstationary parameter values. We show that Bayesian intervals, which are less difficult to compute than the bootstrap ones, are competitive with the corrected classical ones even on classical criteria. And we document the bias and imprecision in "corrected" classical bootstrap intervals as summaries of the implications of the data for the unknown true impulse responses (i.e. as summaries of the likelihood shape). The paper's objective is not mainly to advance the state of the art of constructing error bands with good classical coverage probabilities. 1 We regard classical coverage probabilities as of secondary interest and leave to others the daunting task of finding random intervals with better coverage probabilities in dynamic models. We document the fairly good performance of Bayesian intervals by classical criteria partly as a way to reassure classically trained econometricians that Bayesian intervals do not misbehave badly by the criteria they usually study. We examine the performance by Bayesian criteria of "bias-corrected bootstrap intervals" motivated by classical reasoning because these methods may be used in practice, and econometricians who share with us the view that the Bayesian performance criteria are primary will want to know how deficient such bootstrap methods are. Conscientious classical econometricians will be interested in these results also, because they will recognize that confidence levels are not decision-making probabilities and will want to warn readers or clients of cases where the discrepancy is likely to be large. Our main objective is to show that Bayesian intervals are relatively straightforward to compute and wellbehaved and to show how to construct them for overidentified models, where there are some nontrivial computational difficulties.
Confidence Interval Fundamentals
Suppose we have a parameter space Θ whose elements θ index probability distributions for observable data X that lies in the sample space Ω. Classical confidence levels and Bayesian posterior probabilities are both ways of associating probabilities with subsets of Θ. Bayesians postulate a joint probability distribution over Θ Ω × and associate with S ⊂ Θ , after observing data X, its posterior probability P S X . Classical inference avoids putting probability distributions on Θ. It insists that S be regarded as varying randomly with X.
bg is said to be a (1-α)% confidence region for θ. Sometimes the definition is weakened to requiring only that
. With the inequality, we 4 will refer to the interval as a conservative (1-α)% confidence interval, while with the equality we will refer to it as an exact (1-α)% confidence interval.
A (1-α)% confidence region is equivalent to a collection of hypothesis tests with significance level α:
2 Given S X ( ) , form a test of H 0 0 :θ θ = for each θ 0 ∈Θ by rejecting when θ 0 ∉S X ( ) . Given a set of tests with significance level α for H 0 0 :θ θ = , one for each θ 0 ∈Θ , and with rejec-
Confidence levels and posterior probabilities are related. Suppose S ⋅ bg is a ( )% 1− α confidence region and consider the subset of Θ Ω × defined as
Bayesian marginal distribution on Θ (usually called the prior) by π, we can write
From (1) it is clear that
bg is exact and
But we can also write
where µ is the marginal distribution over Ω. Equations (1) and (2) together imply that an exact confidence level is the mean over X of Bayesian posterior probabilities. Thus Bayesian posterior probabilities for S(X) cannot differ from the classical confidence level in the same direction for all X. Any tendency for posterior probabilities to be smaller than the confidence level for some X must be balanced by their being larger for other X. Also, if a conservative confidence level is close to one, Bayesian posterior probabilities for S(X) must be as high as the confidence level with high probability. (These results depend on the assumption of a proper prior probability on Θ and may not carry over to Bayesian posterior probabilities generated from improper prior p.d.f.'s that do not have a finite integral.)
Bayesian posterior probabilities depend in general on the prior distribution π over Θ. Since π must come from a source other than the data at hand, econometricians and statisticians rightly resist making their analysis dependent on such an arbitrary and possibly subjective element. Bayesians reporting data analyses for wide audiences, though, do not make their analysis dependent on a subjectively chosen π (see Hildreth [1963] for an explicit discussion). Instead they try to summarize the form of the likelihood in a way that may be useful to a wide class of readers who may have differing priors and loss functions. This may involve treating the normalized likelihood itself as a p.d.f. on Θ (i.e., using a "flat prior"), or it may involve using some transparent and standard "reference prior" that will allow readers to adjust conclusions to reflect their own prior 5 beliefs. In this paper we concentrate on Bayesian analysis with flat priors.
3 Besides their usefulness as a transparent reporting device, flat priors can also be justified by the fact that in large samples posterior distributions under flat priors will generally approximately match those under any prior that has non-zero, continuous density in the neighborhood of the true parameter value.
To verify that S(X) has a confidence level ( )% 1− α we need to know how it is distributed for each θ in Θ. The idea of the bootstrap is to approximate the distribution of X at the true value of θ by the distribution of X at some estimated point $ θ in Θ. It may seem that, because the bootstrap generates an accurate estimates of the shape of the finite-sample distribution of $ θ at one point in the parameter space, that it is generating exact small-sample confidence intervals. In fact, though, this method produces exact small-sample confidence intervals only under strong assumptions, rarely met in practice, about the nature of the dependence of the distribution of X on θ, as the following two examples illustrate.
Example 2
Suppose the p.d.f. of a scalar X is . This interval leaves much more probability in the left than in the right tail. An equal-tailed interval is −2 72 186 . , . . Because this problem is one with the parameter affecting the distribution of X purely through a location shift, Bayesian posterior probabilities and confidence levels coincide exactly. The fact that the intervals spread out over the area below X+1 while the distribution of X spreads out over the area above µ-1 makes perfect sense. After all, X cannot be below µ-1, so having seen X we know that µ cannot be above X+1.
In constructing the intervals discussed in example 2, we used knowledge of the entire structure of the dependence of the distribution of X on µ. What if instead we had used computer simulation to find the distribution of X with µ set equal to 1, the observed value of X? This is what the "parametric bootstrap" would do. What Hall [1992] (and we, henceforth) call the equaltail "percentile interval" is then constructed as follows. Let F X ( ; ) µ denote the c.d.f. of X when 6 µ is the true value of the parameter. We suppose that simulation gives a perfectly accurate estimate of F X ( ; ) 1 . We form our interval for µ by finding a and b such that F a ( ; ) .
Then the interval is [1-b, 1+a] . But this bootstrap interval coincides with the flat-prior Bayesian equal-tailed .95 probability interval. We seem to have arrived at an interval that should satisfy everyone, Bayesian or classical, on the basis of calculating only F( , ) ⋅ 1 , without having to know the distribution of X for any other value of µ.
The bootstrap percentile interval of example 2 can be contrasted with the other-percentile interval, which would be [1-a, 1+b] in example 2. It is obviously a terrible choice in example 2, as it includes µ' s greater than 2, while it is in fact impossible for µ to be above 2. But as we now see in example 3, it is possible that F( , ) ⋅ 1 is exactly what was computed in example 2, and for the other-percentile interval to have correct coverage probability and to coincide with a Bayesian interval with posterior probability matching the confidence level.
Example 3
Suppose that log( ) X is distributed N(log(µ),1). When µ = 1, this gives X the same distribution as for Example 2 when µ = 1 there. However, as can be seen by comparing Figures 1 and  3 , the distribution of X changes as µ deviates from 1 in quite different ways in the two examples. Here Z X N = log( )~( , ) ν 1 , where ν µ = log( ) . It seems natural to use the normally distributed Z −ν as a pivot, then convert our confidence interval on ν into a confidence interval on µ. This produces as a 95% confidence interval on µ, [.141,7.10] . The equal-tailed flat prior Bayesian posterior 95% probability interval is not the same, but it is similarly skewed, at [.37,17.4] . The likelihood, as can be seen in Figure 4 , is similar in shape to the p.d.f., but damps more slowly as its argument increases. The flat-prior posterior probability of the classical interval is about .83. If the prior is flat on log( ) µ rather than on µ itself, though, so that the prior density is 1 µ , the posterior equal-tailed 95% interval is identical to the classical 95% equal-tail confidence interval.
4
As these examples illustrate, the fact that the bootstrap gives us accurate information about the small-sample distribution of an estimator or statistic at a particular point in the sample space does not in itself suggest that it is giving us small-sample accuracy in confidence intervals. Asymptotic distribution theory does tell us that under broad regularity conditions many estimators $ θ have distributions in large samples that are close to normal and depend on the true parameter θ approximately via a pure location shift. This situation gives asymptotic justification to bootstrap confidence intervals, but not in general to any asymmetries they may show. With stronger regularity conditions, it is possible to show that bootstrap intervals of certain types, or with certain corrections 5 , are asymptotically second-order accurate in a certain sense. However second-order accurate intervals often misbehave in finite samples, and in any case the regularity conditions they invoke appear to be violated in the neighborhood of unit roots for dynamic models.
Dimensionality
In this paper we are concerned primarily with confidence intervals on dynamic models' impulse response functions. The point that an exact 1− α b g% confidence set S X b g is equivalent to a collection of tests of point null hypotheses, all with exact significance level α, suggests a general approach to finding confidence regions in a multi-dimensional parameter space, but it does not provide help in finding confidence intervals for individual elements of the parameter vector. If the parameter space is R k and we want a confidence interval on θ 1 , the first element of the parameter vector, then we are looking for a confidence region in Θ of the form S X R
Confidence regions assembled from a collection of point hypothesis tests will not take this form unless the hypothesis tests are all based on statistics whose distributions do not depend on θ except through θ 1 . Though in the leading special case of the Gaussian linear regression model such statistics (the usual t-statistics on individual coefficients) exist, they are not in general easy to find. Of course it is possible to find a conservative confidence level for an arbitrary random set S X b g (since it is just max More generally we may be interested in a subvector of θ, with the remainder of θ regarded as nuisance parameters. For a Bayesian approach, this simply requires integrating over the nuisance parameters in forming probability statements, a straightforward, if possibly difficult, task. For a classical approach, the difficulties are more fundamental, because all probability statements must condition on the full parameter vector, whether they are "nuisances" or not.
When an analytic expression for the likelihood function is available, a Bayesian approach to generating a posterior probability interval or region is much easier than bootstrap approaches to generating confidence intervals or regions. With a given data set, the Bayesian problem is to characterize the shape of the posterior, which is a single distribution whose form is given by the likelihood, or by the likelihood multiplied by the prior p.d.f. Sampling from this distribution may be a non-trivial problem if the likelihood has a non-standard form, but there are well-understood computational techniques for attacking it. But the existence of an analytic form for the p.d.f. does not save a classical approach from the need to analyze the form of many distributions --the 8 distributions of the data for each possible value of the parameter. Of course some parameter values may be so far from fitting well that we can ignore them, and continuity may allow us to approximate the behavior of P X θ over a continuum of possible values for θ from knowledge of its behavior for a finite number of values of θ, but in multivariate models the required number of values of θ is likely to be large.
Error Bands for Multivariate Dynamic Models
Consider a model of the form (3) allows us to write a p.d.f. for y (1),
and Ω , which we will label
It is common but not universal practice to treat (4) as the likelihood function. It is actually the likelihood function only if the distribution of y y k ( ),..., ( ) 0 1 − + does not depend on unknown parameters, or depends only on unknown parameters unrelated to β and Ω. If (3) is consistent with y being ergodic, then it is natural to take the ergodic marginal distribution of y t y t k ( ),..., ( ) − , which of course in general depends on β and Ω, as the distribution for y y k ( ),..., ( ) 0 1 − + . This is then combined with (4) to produce a p.d.f. for the full vector of
There are three reasons this is not often done: it often makes computations much more difficult; it requires that we rule out, or treat as a separate special case, non-stationary (and thus non-ergodic) versions of the model; and it may not be plausible that the dynamic mechanism described in (3) has been in operation long enough, in unchanged form, to give y y k ( ),..., ( ) 0 1 − + the ergodic distribution. The last two points are related. A nonstationary model has no ergodic distribution. A near-non-stationary model may have an ergodic distribution, yet it may imply that the time required to arrive at the ergodic distribution from arbitrary initial conditions is so long that imposing the ergodic distribution on y y k ( ),..., ( ) 0 1 − + may be unreasonable.
9
Bayesian inference would ideally use the ergodic distribution for the initial conditions at parameter values well within the stationary region of the parameter space, then shift smoothly over to a distribution less connected to β and Ω as the non-stationary region is approached. Such a model is likely to be application-dependent, however, and in the remainder of this paper we treat (4) as the likelihood. We also hold initial conditions fixed in generating Monte Carlo samples of y (1), ..., y(T) when we evaluate classical coverage probabilities.
7
Models in the class we consider here, then, have an analytic likelihood function and therefore make exact Bayesian posterior probability calculations much easier than exact classical confidence level calculations. In fact much of our analysis will focus on the case where g is linear in β and h is Gaussian, which makes the log likelihood quadratic in β, i.e. Gaussian in shape, in small and large samples, for stationary and non-stationary models.
For a general model of the form (3), there is ambiguity about how "impulse responses" ought to be defined. Here, though, we consider only models such that g is linear in ε( ) t , so that the response a s ij ( ) of y t s i ( ) + to ε j t ( ) is easily and unambiguously defined. By applying (3) recursively, we can solve for y t s
depends only on β, not y or ε, and can be found by elementary matrix operations. ( ) values are likely to be dependent across s, i, and j, and the nature of the dependence will differ across applications or samples. This raises problems in reporting results similar to those arising in regression models, where the collection of confidence intervals on individual coefficients may not give an accurate picture of the nature of uncertainty about the whole coefficient vector. We leave to future research the problem of how to provide more thorough characterizations of uncertainty about the a's. 
Bias-Correcting the Bootstrap
The usual parametric bootstrap procedure begins with an estimate $ ( ) θ X based on the observed sample X. It then generates the distribution function
is a Monte Carlo random variable generated from the distribution X would have if $ ( ) θ X were the true value of θ. If it turns out that the distribution of
suggests that the original estimate $ ( ) θ X was biased as an estimate of θ. Does this mean we should adjust $ θ for bias before proceeding?
As should be clear from our examples 2 and 3 above, there is no prima facie case for biasadjusting if the percentile interval is used in generating the bootstrap confidence interval. This interval, because it is based on reflecting the bootstrap sampling distribution of $ θ about the pseudo-true-value $ ( ) θ X , automatically accounts for bias. Bias-adjustment does not in general make an estimator more accurate in the sense of lowered root mean squared error (RMSE), and indeed when applied as here to a maximum likelihood estimate it is more likely than not to worsen RMSE over some range of parameter values. But most applied work has used the otherpercentile interval, which, as is clear from example 2 above, is badly affected by bias. The main intuitive appeal of the other-percentile interval is its transformation invariance, and Efron and 9 Though we have some ideas. If the a's were jointly Gaussian, one could treat the coefficients in a ij ( ) ⋅ as a jointly normal vector and display the largest few and smallest few principle axes of their p.d.f. contour ellipsoids. When plotted, these would show which kinds of variation in a ij ( ) ⋅ are ill-determined by the likelihood function and which kinds are more sharply determined. This idea might be helpful despite the fact that the posterior on the a ij ( ) ⋅ 's is not Gaussian. We do not think it very helpful to construct bands such that the posterior probability that responses are contained entirely within the band is 1-α, any more than it is useful to inflate confidence intervals in a regression model until the rectangular region defined by their intersection has posterior probability 1-α.
Tibshirani [1993] discuss ways to adjust it for bias in such a way that it retains this property. Their adjustment works directly with the confidence interval and in effect adjusts for median bias, not expectational bias.
Many applied studies have used the RATS Monte Carlo procedure for constructing Bayesian error bands for VAR impulse responses, usually with little or no discussion of underlying methodological issues. Blanchard and Quah [1989] , Lastrapes and Selgin [1994] , and Runkle [1987] use bootstrap methods, relying basically on other-percentile methods without biascorrection. Runkle uses it without modification; Blanchard and Quah modify it to avoid such strong bias that the interval fails to include the point estimate; and Lastrapes and Selgin follow Blanchard and Quah in this latter respect. Koop [1992] computes Bayesian intervals for the Blanchard-Quah impulse responses, noting how different they are, 10 and also provides an algorithm to handle models with differing lists of right-hand-side variables across equations. It is possible simply to derive analytical expressions for asymptotic standard errors of impulse response estimates and to use them, together with the normal asymptotic approximation, to arrive at confidence intervals, as shown by Lutkepohl. [1990] and Mittnik and Zadrozny [1993] , and this approach has been used in practice, e.g. by Poterba, Rotemberg and Summers [1986] and Runkle [1987] . Bands constructed this way are always symmetric about the estimates and shrink to zero with the time horizon in stationary models. Bootstrap methods are motivated by a desire to avoid these unrealistic properties of the asymptotic intervals. Killian [1995] finds in a Monte Carlo study that the symmetric intervals arrived at this way have poor small-sample properties compared to other alternatives.
Killian proposes to adjust the estimator $ ( ) θ ⋅ itself for expectational bias. This is not at all the same thing as what Efron and Tibshirani [1993] call bias adjustment, 11 and we see no basis in existing asymptotic distribution theory for thinking that this will work generally to produce better confidence intervals. It casts aside the transformation invariance of the other-percentile interval. Nonetheless, this form of bias adjustment seems to help. Killian reports trying other methods with firmer foundations in asymptotic theory without good result, and we have ourselves found that some other approaches to generating bootstrap intervals do not perform systematically better, in terms of coverage probability, than Killian's intervals. 13 models to make his procedures internally consistent, he uses ad hoc procedures to map parameter values implying nonstationary models back into the stationary region of the parameter space when he is generating Monte Carlo draws. We include nonstationary draws of the parameter vector without alteration. We believe this better reflects actual practice, since reports of estimates that seem to imply slightly explosive behavior are not uncommon in the literature.
We follow Killian in using the semi-parametric bootstrap. That is, we draw with replacement from the sample distribution of residual vectors in generating artificial bootstrap samples. The alternative would be to use the fully parametric bootstrap, drawing from the joint normal distribution with covariance matrix equal to the sample estimate. When we evaluate coverage probabilities, we of course draw from the hypothesized true model's distribution, which involves drawing from the normal distribution for the residuals.
Some Simple Bivariate Cases
Bayesian and classical error bands for impulse responses may be similar or different. When they differ, the classical interval may be misleading by Bayesian criteria or not so misleading, and vice versa. And classical intervals generated by bootstrap computations, which are rigorously justified only asymptotically, may perform well or badly in finite samples by classical criteria. All these cases actually occur, and we begin by displaying some simple models that may give some insight into the range of behaviors of error band calculations as the parameter values of the model change.
We will examine a model of the form 
with ε( ) t independent of past y's. First suppose
. . 
This model gives y a single unit root and a co-integrating vector [1 -1]. The stable root in the system is .8, and the constant term feeds in to the nonstationary part of the system to generate a linear trend component. Such a model is known to have asymptotic Gaussian distribution theory for the OLS estimates of A, 14 so we might expect it to be easy to construct intervals with good classical coverage properties and expect classical coverage probabilities to be close to flat-prior Bayesian posteriors. To a considerable extent, this is what we find.
In all the results reported below for reduced-form models, the responses are triangularly orthogonalized, with the first variable's innovation producing an immediate response in the second variable, but not vice versa. This means that the first-period response of variable 1 to variable 2 is always identically zero so that coverage probabilities are not meaningful. We report zeros in these positions in tables as placeholders. All the calculations for these models involve data sample sizes of 100, 1000 Monte Carlo draws in the construction of the Bayesian or bootstrap interval for each data set, and 600 Monte Carlo draws of data sets.
We deviate from the procedure suggested in the RATS manual (and from early drafts of this paper) in using bands based on quantiles of simulated distributions rather than on second moments of the simulated distributions. For some cases (the Y-M model below, for example) one-standard error bands about means of Monte Carlo distributions are practically identical by eye to 68% quantile intervals. But for other cases, particularly at long horizons, the differences are substantial. Quantile-based intervals make more demands on computer storage, because they require storing at least some fraction of draws for sorting, while moment-based intervals can simply cumulate sums of products of simulated values, but our experience is that the quantilebased intervals are sometimes different and more informative.
The right-hand panel of Table 1 shows that Bayesian flat-prior .68 posterior probability 15 regions for this model have essentially exactly .68 classical coverage probabilities, to within Monte Carlo sampling error. Just one response, the t=2 response of y 2 to y 2 , is slightly outside a band of two Monte-Carlo standard errors about .68. The left panel shows that the bootstrap intervals have modest, but definite, coverage errors, all at the short time horizons and all in the direction of undercoverage. Table 2 shows that, for a random sample of four time series drawn for this process, the bootstrap interval often, but not always, showed substantial error as a measure of posterior probability. Between intervals with equal posterior probability or coverage probability, the one that tends to be shorter is best, because it better concentrates attention on high-probability density regions. As we can see from Table 3 , the Bayesian intervals for this model tend to be shorter on average, especially at longer horizons.
Having thus begun with a case where by every criterion, Bayesian or classical, Bayesian intervals are better, we now turn to a case in which the Bayesian intervals are bad by classical criteria. Here we use the parameter setting 15 Through most of this paper we concentrate on intervals with coverage or posterior probability .68 (one standard error in the Gaussian case). In much applied work .90, .95 or .99 probability intervals are used. We think that as econometricians move away from the practice of pretesting and data-mining to arrive at small models with inflated t-statistics, it would be a good idea to make one-standard-error intervals the norm, as they are likely to be closer to the relevant range of uncertainty. In examining "error" in intervals, use of high-probability intervals camouflages the occurrence of large errors of over-coverage. A ridiculously large .95 interval may have coverage probability of only .995, wrong by "only" .045. Finally, accurate Monte-Carlo calculation of the end points of high-probability intervals generally requires considerably larger numbers of Monte Carlo draws.
This parameter setting produces two unit roots, thus no cointegration, and makes the two components of y two independent random walks with the same drift. As can be seen from Table  4 , both Bayesian and bootstrap intervals deviate substantially from the nominal .68 coverage probability at most time horizons, with the deviations uniformly in the direction of undercoverage. Furthermore, with the exception of a few low values of t, the undercoverage is worse for the Bayesian intervals.
Of course this extreme undercoverage for the Bayesian intervals reflects the fact that stationary models are likely to be estimated with larger sampling error than non-stationary models.
16
Bayesian inference produces intervals that are biased according to pre-sample probabilities because such inference takes appropriate account of the asymmetries in sampling distribution dispersion between stationary and non-stationary models. 17 We might expect then, that classical intervals would do badly in this situation in the sense that their posterior probabilities would deviate substantially from their nominal confidence levels. Table 5 shows that this is indeed the case, with the bootstrap intervals tending to have probability exceeding .68 at long time horizons and probability below .68 at some short horizons. We show only one representative random draw of a coefficient estimate for this case, because there is not much qualitative variation across samples in the results. Though the deviation from .68 is sometimes a little less, sometimes quite a bit worse, the pattern of excessive probability at long time horizons and deficient probability at some short horizons is pervasive. As can be seen from Table 6 , the tendency of Bayesian intervals to have both lower coverage probability and lower posterior probability than the bootstrap intervals corresponds to a pronounced tendency for the Bayesian intervals to be narrower, particularly at long time horizons. Note the contrast with the cointegrated model, where the shorter length for the Bayesian intervals did not correspond to any general tendency for them to have less probability, either pre-or post-sample.
Next we consider two examples of bivariate models based on economic time series. For both these models we use 1000 Monte Carlo draws in generating Bayesian or bootstrap intervals for a given data set, and 600 draws of data sets in constructing coverage probabilities. 16 See Sims and Uhlig [1991] for a more extended discussion of this point. 17 The performance of the Bayesian interval by classical criteria for this particular parameter value could of course be improved by use of a prior favoring this parameter value. In fact we have verified that, for example, a standard Litterman prior, with standard error .045 on own lag coefficients and .022 on cross lag coefficients produces .68 posterior probability intervals whose coverage probability is uniformly better than that of the bootstrap model for this parameter setting. Of course this improved classical performance at this point in the parameter space is probably offset by poorer performance for strongly stationary models.
First we consider a triangularly orthogonalized reduced-form VAR with four lags fitted to quarterly data on real GNP and M1 over 1948:1-1989 :3. Figure 5 shows 68% other-percentile intervals. In all of Figures 5-10 the dotted lines are 95% bands, and the heavy lines are 68% bands. Note that for the responses of GNP and M1 to their own innovations, the responses are quite asymmetric, shifted down toward 0. This reflects bias in the estimator, and it does not make sense to treat these intervals, which accurately reflect the shape of the distribution of the estimates about the truth, as confidence intervals for the true parameters. Figure 6 shows that the Bayesian posterior probability intervals correct for the bias, with the .68 probability bands skewed slightly above the point estimates for the own responses, as accords with common sense given the bias apparent in Figure 5 . Compared to the Bayesian intervals, bias-adjusted bootstrap intervals, displayed in Figure 7 , are more skewed upward, somewhat wider, and with a tendency to splay out at the longer time horizons.
Treating the point estimates of this model as true parameter values, we can examine coverage probabilities. As can be seen in Table 7 , Bayesian .68 intervals have classical coverage probability systematically lower than .68, though never lower than .50. The bootstrap intervals have coverage probabilities less than .68 for short horizons, above .68 for long horizons, but the discrepancies are smaller than for the Bayesian intervals at most horizons. Table 8 , computed for the posterior implied by the actual data, shows that the bootstrap intervals have posterior probability that exceeds .68, generally by about the same amounts by which Bayesian intervals' coverage probabilities fall below .68.
We turn now to the bivariate VAR with 8 lags fitted by Blanchard and Quah [1989] to quarterly data on real GNP growth and the unemployment rate for males 20 and over, for 1948:1-1987:4. We construct error bands for the structural impulse responses under the Blanchard-Quah identification, which relies on long-run restrictions. The original article presented what were meant to be other-percentile intervals, with an ad hoc correction to prevent their lying entirely to one side of the estimated responses. We were able to duplicate those results, but realized in the process that there were some errors in the paper's implementation of the bootstrap. The very strong asymmetry in the intervals displayed in the article resulted mostly from the errors. 18 We first show, in Figure 8 , uncorrected other-percentile bootstrap intervals. They are modestly asymmetric, and Killian-style bias correction, whose results appear in Figure 10 , has correspondingly modest effect on them. The corrected bands are somewhat wider and shifted away from the axis, especially at longer horizons. It is interesting to note that the bias correction for the estimated parameters has not much affected the strong skewness toward zero of the intervals on responses to demand at short horizons. The Bayesian intervals in Figure 9 are remarkably similar to the bias-corrected bootstrap intervals, tending to be slightly narrower in most cases, and largely reproducing the skewness toward zero at short horizons of the intervals on responses to demand.
If we take the estimated coefficients of the Blanchard-Quah model as the truth, we can check coverage probabilities for bootstrap and Bayesian intervals. Table 10 shows similar behavior for Bayesian and bootstrap intervals by classical criteria. Both intervals tend to undercover for the GNP-to-demand response at short horizons, though the undercoverage is considerably worse for the bootstrap interval. Both tend to overcover at long time horizons, with the tendency slightly worse for the Bayesian intervals. Table 11 , computed using the posterior implied by the actual data, shows deficiency of the bootstrap interval by Bayesian criteria: intervals for responses to demand shocks at short time horizons have probability well under the nominal .68. This is not surprising, given Figure 12 , which shows that for these short horizons the bootstrap 68% interval lies entirely or almost entirely to one side of the point estimate of the response. Though the Bayesian intervals are also skewed at these horizons, their somewhat more modest skewness results in a substantially different posterior probability. Table 12 shows that the mean interval lengths are very close for the two types, with the Bayesian intervals being slightly shorter at long horizons, but by amounts that could be due to Monte Carlo sampling error.
With these simple models we hope to have made our case that Bayesian error bands are about as reliable as bootstrap bands by classical criteria, while being by construction better by Bayesian criteria and in practice often very substantially better by Bayesian criteria. We now turn to considering a model closer to the scale now in use in analyzing macroeconomic policy. For this larger model, use of simulation methods to compute bootstrap intervals and Bayesian intervals is possible, but Monte Carlo study of the sampling properties of the intervals is computationally too ambitious for us. Also, the larger model involves overidentifying restrictions. It turns out that this makes computing Bayesian intervals more demanding, in ways that have not been recognized in some of the existing literature.
Monte Carlo Methods for Posterior Probabilities in Overidentified Models
We consider linear simultaneous equations models of the form
We take
with Λ diagonal. We assume Γ 0 to be non-singular, so that (10) provides a complete description of the conditional distribution of y t ( ) given y s s t ( ), < and can be solved by multiplying through on the left by Γ 0 1 − to produce the reduced form
in which B I 0 = and u t ( ) , while still uncorrelated with past y's, has a covariance matrix which is not in general diagonal, being given by
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We assume the system is a finite-order autoregression, meaning that there is a k < ∞ such that 
where the Λ 1 2 factor scales the structural disturbances to have unit variance, or equivalently converts the responses so they have the scale of a response to a disturbance of "typical" (onestandard-deviation) size. Equation (13) gives us a relation among Σ, Γ, and Λ. Because Σ is symmetric, Γ 0 and Λ have more unrestricted coefficients than Σ. An exactly identified VAR 19 See, e.g., Box and Tiao [1973] , Chapter 8 for the theory. 20 Box and Tiao [1973] recommend using a Jeffreys prior on Σ, which turns out to be , where ν is the number of estimated coefficients per equation. Phillips [1992] suggests using the joint Jeffreys prior on B and Σ, which in time series models (unlike models with exogenous regressors) is not flat in B. The Phillips suggestion has the drawback that the joint Jeffreys prior is computationally inconvenient and changes drastically with sample size, making it difficult for readers to compare results across data sets. We therefore prefer the Box and Tiao suggestion in principle, though they point out (p. 44) that even in models with exogenous regressors mechanical use of Jeffreys priors can lead to anomalies. In this paper, to keep our results as comparable as possible to the existing applied literature, we have followed the RATS procedure's choice of prior. model is one in which we have just enough restrictions available to make (13) a one-one mapping from Σ to Γ 0 and Λ. In this case, sampling from the impulse responses defined by (17) is straightforward: sample from the joint distribution of B and Σ by standard methods, then use the mapping defined by (13) and the restrictions to convert these draws to draws from the distribution of impulse responses. The most common use of this procedure restricts Γ 0 to be triangular, solving for Γ Λ When the model is not exactly identified, however, reliance on the standard methods and programs that generate draws from the joint distribution of the reduced form parameters is no longer possible. A procedure with no small-sample rationale that does use the standard methods has occurred independently to a number of researchers (including ourselves) and been used in at least one published paper (Gordon and Leeper [1994] ). We will call it the naive procedure. Because the method has a misleading intuitive appeal and may sometimes be easier to implement than the correct method we describe below, we begin by describing it and explaining why it produces neither a Bayesian posterior nor a classical sampling distribution.
In an overidentified model, (13) The procedure does have the same sort of asymptotic justification that makes nearly all bootstrap and Bayesian methods of generating error bands asymptotically equivalent from a classical point of view for stationary models, and it is probably asymptotically justified from a Bayesian viewpoint as a normal approximation even for non-stationary models. To see this, consider a simple normal linear estimation problem, where we have a true parameter β, an unrestricted estimate distributed as N β,Ω b g, and a restriction Rβ γ = with R k×m. The restricted maximum likelihood estimate is then the projection on the Rβ γ = manifold of the unrestricted ML estimate $ β , under the metric defined by Ω, i.e.
where M R = ′ Ω and Φ is chosen to be of full column rank m-k and to satisfy RΦ = 0 . The sampling distribution of $ β * is then in turn normal, since it is a linear transformation of the normal $ β . In this symmetrically distributed, pure location-shift problem, the unrestricted posterior on β has the same normal p.d.f., centered at $ β , as the sampling p.d.f. of $ β about β. We could make
Monte Carlo draws from the sampling distribution of $ β * by drawing from the sampling distribution of $ β , the unrestricted estimate, and projecting these unrestricted estimates on the restricted parameter space using the formula (18). But since in this case the posterior distribution of $ β and its sampling distribution are the same, drawing from the posterior distribution in the first step would give the same correct result. And since in this case the restricted posterior has the same normal shape about $ β * that the sampling distribution of $ β * has about β, the simulated distribution matches the posterior as well as the sampling distribution of the restricted estimate.
The naive method for sampling from the distribution of impulse responses rests on confusing sampling distributions with posterior distributions, but in the case of the preceding paragraph this would cause no harm, because the two kinds of distribution have the same shape. For stationary models, distribution theory for $ Σ and $ B is asymptotically normal, and differentiable restrictions will behave asymptotically as if they were linear. So the case considered in the previous paragraph becomes a good approximation in large samples. For stationary or non-stationary models, the posterior on Σ is asymptotically normal, so the naive method is asymptotically justified from a Bayesian point of view.
But in this paper we are focusing on methods that produce error bands whose possible asymmetries are justifiably interpreted as informative about asymmetry in the posterior distribution of the impulse responses or in the sampling distribution of their estimates. Any asymmetries that appear in bands generated by the naive method are interpretable only as evidence that the asymptotic approximations that might justify the method are not holding in the sample at hand.
To describe a correct procedure for generating Monte Carlo draws from the Bayesian posterior for the parameters in (10), we begin by introducing a reparameterization. In place of (10) we use
where
There is no real reduction in the number of free parameters, because the diagonal of Γ 0 is always normalized to a vector of ones. so that an unrestricted A 0 has the same number of parameters as a diagonal Λ together with a normalized Γ 0 . There are a number of reasons to prefer this parameterization. It simplifies the mapping (17) between reduced form and structural parameters. The usual parameterization can give a misleading impression of imprecision in the estimate of a row of Γ 0 if the normalization happens to set to 1 a particularly ill-determined coefficient in the corresponding row of A 0 . But the main reason for introducing this parameterization here is that the likelihood is not in general integrable when written as a function of B, , Γ Λ 0 b g, requiring some adjustment of the flat prior to allow formation of a posterior distribution, whereas it is integrable as a function of ( B, A 0 ).
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We can rewrite the likelihood (14) as
Taking the prior as flat in B and A 0 , we can integrate over B to obtain the marginal posterior on A 0 ,
Here as with the reduced-form model we have followed the widely used RATS code in dropping the "degrees of freedom correction" -ν in (21), in effect using A 0 ν as an improper prior. As can be seen by comparing (20) with (21), this has the effect of making the marginal posterior on A 0 proportional to the concentrated likelihood and thereby eliminating possible discrepancies between posterior modes and maximum likelihood estimates.
Expression (21) is not in the form of any standard p.d.f. To generate Monte Carlo samples from it, we first take a second-order Taylor expansion of it about its peak, which produces the usual Gaussian approximation to the asymptotic distribution of the elements of A 0 . We draw a sample from this distribution, but weight the draws by the ratio of (21) to the Gaussian p.d.f. from 21 In general, the likelihood, with B and Λ integrated out, is 0(1) in individual elements of Γ 0 at all sample sizes. This does not mean that it fails to be asymptotically normal --the likelihood does become small outside a region around the true parameter values. There are also special cases where the likelihood is integrable, e.g. where Γ 0 is normalized with ones down the diagonal and restricted to be triangular. For details, see the earlier draft of this paper, Cowles Foundation Discussion Paper No. 1085. Of course, we could use the standard parameterization and retain integrability if we made the prior flat in A 0 , then transformed back to the ( Γ 0 ,Λ) parameter space, including the appropriate Jacobian term Λ − + m 1 2 . But the easiest way to explain the appearance of this term would be to derive it from the A 0 parameterization, which is in any case more well-behaved. 22 which we draw. The weighted sample c.d.f. then approximates the c.d.f. corresponding to (21).
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The weights often vary rather widely, so that a given degree of Monte Carlo sampling error in impulse response bands computed this way generally requires several times as many Monte Carlo draws as for a reduced form model where weighting is not required. Note that it also possible to compute the error bands without any weighting. This is yet another example of a method for computing error bands that is asymptotically justified, but admits no rationale for interpreting its asymmetries as providing information about small-sample deviations from normality.
Note that, though in switching to the A 0 parameterization we have eliminated the need to choose a normalization in the usual sense, there is still a discrete redundancy in the parameterization: the sign of a row of A 0 can be reversed without changing the likelihood function. We eliminate the redundancy by considering only A 0 's with non-negative diagonal elements. Since the asymptotic approximation to the posterior on A 0 is Gaussian, when we draw from it we generate some A 0 's with negative diagonal elements. We simply discard such draws. 
Results for a Six-Variable Model
An earlier paper by one of us (Sims [1986] ) contains an example of an overidentified VAR model with an interesting interpretation. (It identifies a money supply shock that produces both a liquidity effect --an initial decline in interest rate --and a correct-signed price effect --inflation following a monetary expansion.) The paper contains two sets of identifying restrictions, and we have computed error bands for both. One set is not displayed here, because it gave the uninteresting outcome that all non-bootstrap methods of computing error bands gave about the same, symmetric, results, whether by correct Bayesian calculations, unweighted Bayesian Monte Carlo, or the naive method. 24 It is worth noting that this can happen; one should not be satisfied generally with the simpler methods of calculating error bands on the basis of a few test cases where more sophisticated calculations appear not to make a difference. The other version of the model, called identification 2 in the original paper, produced substantial differences across methods. Figure 11 shows impulse responses for this model, with .68 and .95 probability bands computed by the importance-sampling Bayesian Monte Carlo method. In all of Figures 11-13 , longer-dashed lines are 95% bands and dotted lines are 68% bands. The .68 bands are tight in Figure 11 , which makes the .95 bands useful.. The bands do not show much asymmetry, though there is some, particularly for longer horizons and the .95 bands. For the model's interpretation, the second column of the figure, which is identified as the responses to a money demand shock, are particularly interesting. Though most of them look like what would be expected of a money demand shock, the fourth, showing the response of the price level, may not be. It shows immediate and strong inflation following the money demand increase. This is not the place to discuss whether this discredits the model. (We are not sure it does. Equilibrium models can generate responses something like this to money demand shocks.) But it is clear that the price response is estimated as sharply positive, with very small probability of being zero or negative. As we shall see, only this correct method of computing the posterior gives this sharp result. Figure 12 shows responses to money supply and demand shocks with bands computed by several methods. The uncorrected other-percentile bootstrap shows strong bias, with the 68% band on the response of prices to money demand being very wide, not including the point estimate, and nearly including the axis. The naive method produces even wider bands on this crucial response, again with the lower bound very close to the axis. The unweighted method produces somewhat narrower bands, but the 68% band still is skewed toward zero, close enough that it might suggest that the price response has at least a 2-3% chance of being zero in fact. Thus all three estimates fail to show the high precision with which this debatable response is actually estimated.
The bias-corrected bootstrap here produces bad results, as can be seen in Figure 13 . Probably because of the severe bias apparent in the uncorrected bootstrap estimates in Figure 12 , bias-correction as we have implemented it pushes the bootstrap distribution unreasonably far into the nonstationary region and produces strongly asymmetric, rapidly explosive intervals that at a few points even fail to include point estimates. Like those in Figure 12 , though, they are skewed downward for the price-to-money-demand response and have a lower 68% limit that runs along the axis.
Computing Times
Forming 1000 draws from the posterior distribution for the impulse responses for our fourlag Y-M model, for example, takes less than 30 seconds using RATS code on a Pentium-90. The same is true for a bootstrap sample with a similar number of draws. For the six-variable model, the same calculation takes 2.13 minutes for the Bayesian interval and 3 minutes for the bootstrap interval. To calculate equal-tailed intervals requires storing the draws and sorting the draws for each a s ij ( ) . This makes demands on sorting efficiency and on management of memory and disk storage which we have not optimized very well. Replicating these calculations 600 times to get coverage probabilities for the Y-M, for example, would take 5 hours for the other-percentile bootstrap, but our actual calculations took closer to 14 hours because of the need to sort and shuffle data on the disk. We think these times could be much reduced. Figure 11 is based on 24 20000 draws from the posterior, with 4936 of these discarded for negative diagonals. Figure 12 is based on 1000 bootstrap draws. The bootstrap-after-bootstrap calculations for Figure 13 used 1000 bootstrap draws in each layer of the bootstrap.
Conclusion
We have discussed the logical foundations of Bayesian and bootstrap inference for these models and displayed the behavior of such intervals with actual and simulated data. We hope this has led the reader to agree with us that posterior probability intervals are in principle more useful than confidence intervals and ought therefore to be the standard reporting device for these models (as in any other case where they differ from confidence intervals). Even readers who remain attached to the idea that only data, not parameters, can be given probability distributions ought to find our results useful. They confirm that unadjusted other-percentile bootstrap intervals are far worse on classical criteria than Bayesian intervals. They also show that Bayesian intervals deserve attention even on purely classical criteria. Compared to carefully constructed bootstrap intervals they are computationally more efficient, similarly asymptotically justified, and similar on the whole in the accuracy of their small-sample coverage probabilities. Note: Monte Carlo standard errors of these ratios vary, but all are below .03. Note: Monte Carlo standard error of a .68 frequency with 600 draws is .019. Bootstrap intervals have nominal coverage probability of .68. Bayesian intervals are flat-prior, equal-tail, .68 posterior probability intervals. Note: Monte Carlo standard errors of these ratios vary, but all are below .06. Note: Monte Carlo standard error of a .68 frequency with 600 draws is .019. Bootstrap intervals have nominal coverage probability of .68. Bayesian intervals are flat-prior, equal-tail, .68 posterior probability intervals. Note: Monte Carlo standard error of a .68 frequency with 1000 draws is .015. Bootstrap intervals have nominal coverage probability of .68. The samples are random draws with initial y's both 1. Note: Monte Carlo standard error of a .68 frequency with 600 draws is .019. Bootstrap intervals have nominal coverage probability of .68. Bayesian intervals are flat-prior, equal-tail, .68 posterior probability intervals. Note: Monte Carlo standard errors of these figures vary, but none are over .06. 
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