With the method of the relative trace formula and the classification of simple supercuspidal representations, we establish a simple Petersson trace formula and a simple Kuznetsov trace formula for automorphic forms on GL(2) of cubic level. As applications, we obtain a non-vanishing result for central L-values of holomorphic newforms and some Weyl's laws for Maass newforms.
Introduction
The relative trace formula, as an important tool introduced by Jacquet, is to study the periods of automorphic forms by integrating the automorphic kernel function on interesting subgroups. It has been used in various aspects of the Langlands programs, such as the base change ( [Ye1989] , [JaYe1996] ), twisted moments of L-functions ( [RaRo2005] , [FeWh2009] , [KnLi2010] , [KnLi2012] , [JaKn2015] , [Su2015] , [SuTs2016] ), and Fourier trace formulas ( [KnLi2006a] , [KnLi2013] ).
The Fourier trace formula, such as the Petersson trace formula and the Kuznetsov trace formula, is an identity between a product of two Fourier coefficients of automorphic functions averaged over the spectrum and geometric terms involving Kloosterman sums and Bessel functions. It can be obtained by integrating each variable of the automorphic kernel function over unipotent subgroups. If the test function is suitable chosen, for example, a local test function is of the supercusp form (see [Ge1996] or [Ro1983] ), then the Fourier trace formula takes on a simple form in which the continuous spectrum vanishes. Based on this fact and the work of Knightly-Li on classification of supercuspidal representations in [KnLi2015] , we establish two simple Fourier trace formulas. The primary novelty of these two trace formulas is that there are no oldforms or Eisenstein series in the spectral side, which brings many advantages.
Theorem 1.1. Let k > 1 and N be a square-free number with 2 ∤ N . Denote A(2k, N 3 ) to be the set of cuspidal automorphic representations of GL(2, A Q ) of weight 2k, level N 3 and trivial central character. We have π∈A(2k,N 3 ) λ π (m 1 )λ π (m 2 ) L fin (1, π, sym 2 ) = δ(m 1 , m 2 ) (2k − 1)N 2 ϕ(N ) 2π 2
where ϕ(N ) is Euler's totient function, A N (c) = p|N A p (c) with Note that each π ∈ A(2k, N 3 ) is identified to a normalized holomorphic modular newform of weight 2k, level N 3 and trivial nebentypus which is an eigenfunction for all the Hecke operators. The summation on the spectral side of the formula in Theorem 1.1 is just over F new (2k, N 3 ), the Hecke basis of the space of holomorphic newforms of weight 2k, level N 3 and of trivial nebentypus. This is the main difference between Theorem 1.1 and traditional Petersson trace formulas for congruence subgroups.
One important application of Petersson trace formulas is to investigate non-vanishing of automorphic L-functions and there are many advances in the past two decades (for example, see [Du1995] , [KoMi1999] , [IwSa2000] , [Kh2010] , [Rou2012] , [Luo2015] and [BaFr2018] ). In fact, we are interested in L-functions associate to primitive newforms, but both newforms and oldforms appear in the Petersson trace formulas for congruence subgroups. Hence it is crucial to get rid of the contribution of oldforms. In this direction, Iwaniec-Luo-Sarnak [IwLuSa2000] made a breakthrough by subtracting the contribution of oldforms from the original Petersson trace formula for the case of square-free level. As an application of this new trace formula, Iwaniec-Sarnak [IwSa2000] proved that for any ǫ > 0, a square-free integer N and ϕ(N ) ∼ N , This method was also used by Rouymi [Rou2011, Rou2012] to study the case of prime power level and obtain
Recently, Balkanova-Frolenkov [BaFr2018] , combining the Petersson trace formula derived by Rouymi [Rou2011] and techniques developed by Kuznetsov 
In this paper, we combine Theorem 1.1 and Balkanova-Frolenkov's method to generalize the given results to the case of cubic level.
Theorem 1.2. Let the notation be as in Theorem 1.1. For π ∈ A(2k, N 3 ), let ω −1 π = (2k − 1)N 2 ϕ(N ) 2π 2 L fin (1, π, sym 2 ).
(1.1)
We have π∈A(2k,N 3 ) L fin (1/2,π) =0
We remark that the weighted non-vanishing result does not depend on ϕ(N ) ∼ N . For removing the weight, we refer to [Ko1998, KoMi1999] .
Next, we turn to the case of cuspidal automorphic representations associated to Hecke-Maass cusp newforms of cubic level and derive a simple Kuznetsov trace formula. Theorem 1.3. Let N be a square-free number with 2 ∤ N . Denote A(0, N 3 ) the set of cuspidal automorphic representations of GL(2, A Q ) of level N 3 , trivial central character, and unramified at the Archimedean place and non-archimedean places v = p with p ∤ N . Let h(z) be an even function such that h(z) is holomorphic in the region |ℑ(z)| < A in which it satisfies h(z) ≪ (1 + |z|) −B for some positive A and B sufficiently large. One has
The weighted Weyl's law follows from a truncated simple Kuznetsov trace formula in Proposition 5.1. Combining Proposition 5.1 with the method in [LaWa2011, Section 3], we can remove the weight 1/L fin (1, π, sym 2 ) in Theorem 1.4 and get
Then, comparing (1.2) with the Weyl law for the congruence subgroup (see [LaMü2009] for instance), we get the density of Hecke-Maass newforms in the space of Maass forms of level N 3 , which is new.
Corollary 1. For fixed N , the density of Hecke-Maass newforms in the space of Maass forms of level N 3 with trivial nebentypus is
Organization of the paper. In Section 2, we introduce our notation and recall simple supercuspidal representations over non-Archimedean places. After that, we specify our choices of test functions over each local place and recall the local Whittaker newforms. Then we compute the geometric sides and spectral sides of simple Fourier trace formulas respectively, and establish the identities in Theorems 1.1 and 1.3 in Section 3. In Section 4, we apply Theorem 1.1 to obtain the asymptotic formulas for the first and second moments, and then prove our non-vanishing results of central L-values in Theorem 1.2. The weighted Wely law in Theorem 1.4 follows from the truncated Kuznetsov's trace formula in Proposition 5.1, which is discussed in Section 5. For completion, we give a detailed computation for the global matrix coefficient of cuspidal automorphic representations in Appendix A.
Notation and Preliminaries
Throughout this article we use the following notation. Let Q be the field of rational numbers. For a place v of Q, let Q v be the local complete field of Q with respect to the valuation | · | v . If v = p is a non-Archimedean place, we denote by Z p the ring of integers of Q p , pZ p the maximal ideal of Z p , v p the discrete valuation and k Qp the residue field. Let A = A Q be the Adele ring of Q.
Let G = GL 2 be the general linear algebraic group defined over Q, Z be the center of G and
If v = p is a non-Archimedean place, we denote K p = GL 2 (Z p ) and
(2.1) 2.1. Haar measures. Let ψ = v ψ v be a non-trivial additive character of A/Q such that ψ ∞ (x) = e 2πix and ψ p is of level 0 for each p. For instance, we may choose ψ as the multiplicative inverse of the 4 character defined in [KnLi2013, (2.5) ]. Let dx v be the additive Haar measure on Q v which is self-dual with respect to ψ v and let
In such case, we have the measure on
2.2. Cuspidal automorphic representations. For k > 1 an integer and N a square-free number with 2 ∤ N , let A(2k, N 3 ) be the set of cuspidal automorphic representations of G(A) which are holomorphic of weight 2k, level N 3 and of the trivial central character. Each π = ⊗ v π v ∈ A(2k, N 3 ) satisfies the following conditions:
• for v = ∞, π ∞ = π 2k is a discrete series representation of G ∞ of weight 2k;
• for v = p with p | N , π p has conductor p 3 , i.e. dim π Kp(3) p = 1 where K p (n) is defined in (2.1); by the result of Knightly-Li in [KnLi2006b] , π p is a simple supercuspidal representation of G p with trivial central character;
Let A(0, N 3 ) be the set of cuspidal automorphic representations of G(A) which are level N 3 , unramified at v = ∞ and v = p with p ∤ N , and of the trivial center character. For π = ⊗ v π v ∈ A(0, N 3 ), π ∞ is an irreducible unramified unitary infinite dimensional representation of G ∞ with trivial central character, which can be realized as the normalized induced representation
where B is the standard parabolic subgroup of G and χ ǫπ,itπ is a character of B(R) given by
Here ǫ π ∈ {0, 1} and {±t π } is the set of spectral parameters of π such that • either t π ∈ R, in which case π ∞ = π(ǫ π , it π ) is a principal series, • or t π ∈ iR with 0 < |t π | < 1 2 , in which case π ∞ = π(ǫ π , it π ) is a complementary series.
is the automorphic kernel function. We choose f = v f v such that R(f ) gives the simple trace formulas on A(2k, N 3 ) and A(0, N 3 ), respectively. Such f will be chosen in the following subsections.
Non-Archimedean places.
For v = p with p ∤ N , we choose f p = 1 ZpKp which is the characteristic function of Z p K p . For all v = p with p | N , π p are irreducible admissible representations of G p of conductor p 3 and of trivial center character. Note that there are exactly 2(p − 1) such representations, which are so-called simple supercuspidal representations (See [KnLi2015] for instance). We choose f p as
where Π s.sc. (G p ) is the set of simple supercuspidal representations of G p with trivial central character, d πp is the formal degree of π p and u πp is a unit new vector in π p . We give an explicit formula of f p in the following lemma.
Lemma 2.1. We have the test function f p in (2.2) vanishes outside the set
and, for z ∈ Z p and g = a p −1 b
Proof. Recall [KnLi2015, Theorem 7.1]. For π p ∈ Π s.sc. (G p ), π p = π t,ζ p is parametrized by the pairs (t, ζ) with t ∈ (Z/pZ) × and ζ ∈ {±1}. One has
Hereψ is a fixed non-trivial additive character on the residue field k Qp , considered as a character of Q p of conductor pZ p . Note that the formal degree d π t,ζ p of π t,ζ p is independent of ζ. As f 2,π t,ζ p + f 2,π t,−ζ p = 0, we have
Thus, for z ∈ Z p , one has f p (zg) = (p + 1)
we complete the proof of this lemma.
2.3.2. The Archimedean place -weight 2k case. Assume π ∞ = π 2k is a discrete series of weight 2k. We can choose the test function as
where u 2k and d 2k are a unit lowest vector and the formal degree of π 2k , respectively. Such test function has been explicitly calculated in [KnLi2006b, Propositions 14.5] (or see [RaRo2005] ). We list the result in the following proposition.
The Archimedean place -weight 0 case. In this case, π ∞ = π(ǫ π , it π ) and we choose the test
Let φ 0 be a non-zero vector of weight 0 in π(ǫ π , it π ). We have the following result (see [KnLi2013, Proposition 3.6]).
, the action π ǫπ,itπ (f 0 ) on φ 0 is a scalar given by
where S(f 0 ) is called the spherical transform of f 0 . Moreover, the spherical transform S defines a map
which is an isomorphism to the Paley-Wiener space of even functions.
With the choice of f as above, R(f ) is of the trace class and the kernel function K f (x, y) is equal to, for all points (x, y) in G(A) × G(A),
For such φ π , by the strong approximate theorem (see [Bu1998, Theorem 3.3.1]), φ π is identified to a holomorphic Hecke cusp newform of weight 2k and level N 3 with trivial nebentypus if π ∈ A(2k, N 3 ), and to a Hecke-Maass cusp newform of level N 3 with the eigenvalue 1 4 + t 2 π of the Laplace operator and with trivial nebentypus if π ∈ A(0, N 3 ). Moreover, one has
is the Jacquet-Whittaker function of φ π associated to ψ. We choose φ π such that
where W p are local Whittaker newforms and W ∞ is a lowest weight Whittaker function.
2.4. Local Whittaker newforms. The local Whittaker newform for π v of G v is a function in the Whittaker model whose Mellin transform equals the local L-function. We choose W p and W ∞ in the following subsections.
2.4.1. Non-Archimedean places. Let W(π p , ψ p ) be the Whittaker model of π p . Let c p be the smallest non-negative integer such that
The values of W p on diagonals are given in the following proposition (see [ 
For a ∈ Q × p , W p a 1 depends only on |a| p and
where λ πp (p m ) = l 1 +l 2 =m α l 1 p,1 α l 2 p,2 and 0 0 = 1 in case one or both of α 1 , α 2 is 0.
2.4.2. The Archimedean place -weight 2k case. Let W(π 2k , ψ ∞ ) be the Whittaker model of π 2k and let
be the subspace of weight 2k. We choose W 2k ∈ W 2k as in [Zh2004, (4.7)], whose values on diagonals are given by
It is also a Whittaker newform in the sense that
2.4.3. The Archimedean place -weight 0 case. Let W(π ∞ , ψ ∞ ) be the Whittaker model of π ∞ = π(ǫ π , it π ). We choose the Whittaker function W ǫπ,0 of weight 0 as in [Zh2004] , whose values on diagonals are given by
Note that W ǫπ,0 is not a Whittaker newform if ǫ π = 1. We refer to [Popa2008] for more information on Whitaker newforms. With respect to the choice of W = W ∞ × p W p as above, we have the following proposition.
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Proposition 2.5. One has φ π , φ π = 2L fin (1, π, sym 2 )
, π ∈ A(0, N 3 ).
A proof for π ∈ A(2k, N ) in the classical language can be found in [IwLuSa2000, Lemma 2.5]. To be self-contained, we give a proof of Proposition 2.5 in the representation language in Appendix A.
The Simple Fourier Trace formulas
In this section, following the idea of Knightly-Li [KnLi2006a, KnLi2013] , we use the relative trace formula to prove Theorems 1.1 and 1.3.
Let m 1 and m 2 be two natural number with (m 1 m 2 , N ) = 1. For any r > 0, definem r 1 andm r 2 to be two Adele elements given bỹ
For f = f ∞ × p f p be chosen as in Section 2.3, we consider the following integral
Consider the geometric side of J(m r 1 ,m r 2 , f ). By the Bruhat decomposition, we have two different types of sets of orbits,
is the non-trivial Weyl's element. It gives the geometric decomposition as
are orbital integrals of the first type and of the second type, which are computed in Sections 3.2 and 3.3, respectively. The identity between the spectral side and the geometric side of J(m r 1 ,m r 2 , f ) leads to the simple Petersson trace formula in Theorem 1.1 and a pre-Kuznetsov trace formula in Proposition 3.6 in Section 3.4. In Section 3.4, we also review the work of [KnLi2012] on integral transforms of the test function and give the proof of the simple Kuznetsov trace formula. 10 3.1. The spectral side. In this section, we calculate the spectral side of J(m r 1 ,m r 2 , f ) by the spectral decomposition of K f (x, y) in (2.3). The result is in the following proposition.
Note that λ π (m) is real. By Proposition 2.5 we obtain
Consider
where W φ = W ǫπ,0 × p<∞ W p . By (2.5) and Proposition 2.4, we obtain
This together with Proposition 2.5 gives
3.2. Orbital integrals of the first type. For the orbital integral J δa (m r 1 ,m r 2 , f ) in (3.2), by changing variables we have
It vanishes except for the case a = 1, in which we have
where J I 2 ,v is the local orbital integral given by
We calculate J I 2 ,v as follows.
• For the case v = ∞ and f ∞ = f 2k , we assume r = 1. By [KnLi2006a, Proposition 3.4] we obtain
• For the case v = ∞ and f ∞ = f 0 ,
• For v = p with p | N , by Proposition 2.1,
Thus
• For v = p with p ∤ N , f p = 1 ZpKp and thus
Therefore we have the following result.
Proposition 3.2. The orbital integrals of the first type give
We will compute J δaw,w as follows.
which is non-vanishing if and only if a > 0.
Non-Archimedean places
We summarize the computation as the following lemma.
We evaluate the orbital integrals in the following 4 cases, with respect to the the values of f p in Proposition 2.1.
The contribution in this case is
One has v p (a 0 + x 0 y 0 ) ≥ 2, i.e. a 0 + x 0 y 0 ≡ 0 mod p 2 and thus
By a similar argument, the contribution in this case is
In this case, v p (z) = t ≥ 3 and
The lemma follows immediately from the above computations. In this case, f p = 1 ZpKp ,m r i,p = p vp(m i ) for i = 1, 2 and
We have the following result.
Here S p (θ 1 , θ 2 ; p t ) is defined in (3.6).
Proof.
Let r 1 = v p (m 1 ) and r 2 = v p (m 2 ). Condition (3.7) is equivalent to the following two conditions:
(3.9) By (3.8) and (3.9), a ∈ Q × satisfies v p (a) ≤ r 1 + r 2 , v p (a) ≡ r 1 + r 2 mod 2.
So we can assume that v p (a) = r 1 + r 2 − 2t for t ≥ 0 and thus x and y satisfy
(3.10) Assume t = 0, i.e. v p (a) = r 1 + r 2 . The condition (3.10) is automatically satisfied. In this case,
Assume v p (a) = r 1 + r 2 − 2t for some t > 0. One has v p (a) = r 1 + r 2 − 2t, v p (xy) ≥ r 1 + r 2 − 2t, v p (a + xy) ≥ r 1 + r 2 − t.
The condition v p (a + xy) ≥ r 1 + r 2 − t is satisfied if and only if v p (x) = r 1 − t and v p (y) = r 2 − t.
So we can assume that
It gives that v p (a 0 + x 0 y 0 ) ≥ t, i.e. a 0 + x 0 y 0 ≡ 0 mod p t and then
We finish the proof of this lemma. 
for some t p ≥ 0 at any place p. By the local-global principle, it is equivalent to that a = m 1 m 2 N 4 1 c 2 for some c ∈ N.
Moreover, we have the following result.
Proof. Recall that a = m 1 m 2 N 4 c 2 . For each p < ∞, the local Kloosterman sums in Lemmas 3.3 and 3.4 can be written as The proposition follows immediately.
Proofs of the Fourier trace formulas.
For f ∞ = f 2k , on taking r = 1, by Propositions 3.1, 3.2 and 3.5, we have
This gives the Petersson trace formula in Theorem 1.1. We also have the following pre-Kuznetsov trace formula for the case f ∞ = f 0 ∈ C ∞ c (GL(2, R) + , Z ∞ K ∞ ). Proposition 3.6. Let m 1 and m 2 be two natural numbers with (m 1 m 2 , N ) = 1, and let r > 0 be a real number. 
.
It gives
Spectral side = 1 4 π∈A(0,N 3 ) h(t π ) λ π (m 1 )λ π (m 2 ) L fin (1, π, sym 2 ) .
(3.11) 3.4.2. The diagonal term on the geometric side. Note that f 0 ∈ C ∞ c (GL(2, R) + , Z ∞ K ∞ ). By Proposition 3.4 in [KnLi2013] 
By [KnLi2013, Proposition 3.7], we have 
which has been discussed in [KnLi2013, Proposition 7.1]. We list the result in the following lemma.
Lemma 3.7. One has
dt.
By the above lemma, the non-diagonal term on the geometric side is
(3.13) By (3.11), (3.12) and (3.13), we can establish the formula in Theorem 1.3 for those h(iz) ∈ PW ∞ (C) even . The work of Knightly-Li in [KnLi2013, Section 8] indicated that the formula is also valid for the function h(t) which satisfies the conditions in Theorem 1.3. This proves Theorem 1.3.
Non-vanishing of modular L-values
Combining the first and the second moments together with the mollification method is the classical and effective approach to study the non-vanishing problems. Traditionally, the approximate functional equation plays an important role in calculating the first and second moments. Recently, Bykovskii-Frolenkov [ByFr2017] and Balkanova-Frolenkov [BaFr2018] derived a new method without applying the approximate functional equation and got better understanding of error terms in the asymptotic formulas for the first and second moments. In this section, we combine the simple Petersson trace formula in Theorem 1.1 and the method in [ByFr2017, BaFr2018] to establish the asymptotic formulas for the first and the second moments of modular L-values, and prove Theorem 1.2.
To be more precisely, for m a natural number with (m, N ) = 1, we let
(4.2)
To serve our purpose, we establish the following asymptotic formulas 
where the subscript N indicates that the sum is taken over natural numbers coprime with N . Applying the simple Petersson trace formula in Theorem 1.1,
The asymptotic formula for M 1 (m, 0) follows immediately from the analytic continuation of V k,N (m, u) to u = 0 and the following Proposition. We process the proof of Proposition 4.1 as follows. Firstly, we apply the following lemma to remove the coprime condition (n, N ) = 1 in the summation over n in (4.6). Next, we recall Mellin-Barnes representation of J-Bessel function (see [GaHoSe2009, (17) ] for instance). For any 1 − 2k < α < 0,
(4.7)
By (4.7), for 1 − 2k < α < 0, is a multiple Dirichlet series, which is absolutely convergent for 
Proof. Let n = n 1 cN 2 + ℓ with n 1 ≥ 0 and 0 < ℓ ≤ cN 2 . One has
is the Hurwitz zeta function defined for ℜ(s) > 1. By [Ap2013, Theorems 12.4 and 12.6], the Hurwitz zeta function has analytic continuation for all z ∈ C except a simple pole at z = 1 with residue 1, and satisfies the functional equation
The lemma follows from the analytic property of ζ(z, β) and the fact ℓ mod cN 2 S(m, ℓ; N 2 c) = 0.
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For V k,N (m, u) in (4.8), by Lemma 4.9, we move the integral line in (4.8) to ℜ(s) = α for some 1 − 2k < α < −1/2 and take u = 0,
where I ±,k (x) are defined by
We have the following result (see [BaFr2018, Lemmas 3.1 and 3.2]).
Lemma 4.4. One has
If d 0 ≥ 1, by Lemma 4.4 and the assumption that N is square-free, we have
We finish the proof of Proposition 4.1. λ π (dn 1 ) λ π (n 2 ) L fin (1, π, sym 2 ) .
Applying Theorem 1.1 we obtain
Thus (4.4) follows from the meromorphic continuation and estimations on D 2 (m, u) and N D 2 (m, u) in Propositions 4.5 and 4.6, respectively.
Proposition 4.5. D 2 (m, u) has meromorphic continuation for u ∈ C except for a simple pole at u = 0. Moreover,
where h 1 (u) is an analytic function in u with h 1 (u) = 0, c −1 and c 0,1 are constants given by
Proposition 4.6. N D 2 (m, u) has meromorphic continuation for u ∈ C except for the case u = 0 which is a simple pole. Moreover,
where h 2 (u) is an analytic function in u with h 2 (u) = 0, c −1 is in (4.10), c 0,2 is given by
have obtained a uniform asymptotic formula for the twisted second moment of L-values of the prime power level. Following their arugment, we prove Proposition 4.6. Firstly, we apply Lemma 4.2 and Mobius inversion to remove the coprime conditions in summations over n 2 and over n 1 , respectively,
Next, for 1 − 2k < α < 0, by (4.7), we have
is a triple Dirichlet series which is absolutely convergent for < 0, we can write T N,dℓ (u, s) as in (4.11) with
Here δ N 2 c (n) is a symbol defined by δ N 2 c (n) = 1, n ≡ 0 mod N 2 c, 0, otherwise.
We exchange the summations in P ± N,dℓ (u, s) in the following steps.
• When ℓ | N , the condition n 1 n 2 ± dℓ ≡ 0 mod (cN 2 ) implies that ℓ | n 1 n 2 . Since (n 2 , N 2 c) = 1 one must have ℓ | n 1 and thus
• When (d, N ) = 1, the condition
implies that (n 1 n 2 , N ) = 1 and thus
Moreover, n 1 n 2 q ± d ≡ 0 mod N 2 ℓ cq implies q | d and thus
• On taking n 1 n 2 = a N 2 ℓ ∓ d q with a ∈ Z and a ≥ 
We finish the proof of this lemma.
Note that c|a
A N (c) c 2u is a finite sum except for the case a = 0. By Lemmas 4.7, we can express N D 2 (m, u) as 
Here
Lemma 4.8 (Lemma 3.6 in [BaFr2016] ). For 1 − 2k < α < −1 − 2ℜ(u), we have
where 2 F 1 (α, β, γ, z) is the Gauss Hypbergeometric function.
Note that
By the above argument, N D 0 2 (u, s) has meromorphic continuation for u ∈ C except for a simple pole at u = 0 and
where c −1 , c 0,2 and h 2 (u) are in Proposition 4.6.
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Consider N D 1 2 (m, u). By Lemma 4.8, it has analytic continuation for u ∈ C and
Thus the estimation on N D 1 2 (m, 0) in Proposition 4.6 follows from the following result. Lemma 4.9. We haveṼ
where V cN 2 /ℓ (m) is defined in [BaFr2016, (6.15)] and satisfies (see [BaFr2016, Theorem 8 .4])
The Lemma follows immediately.
4.3. The mollification method. In this section, we use the mollification method together with the asymptotic formulas in (4.3) and (4.4) to prove Theorem 1.2. For π ∈ A(2k, N 3 ), we choose the standard mollifier
where M = N ∆ with ∆ the length of the mollifier, and x m are real coefficients defined on square-free numbers m with (m, N ) = 1 and satisfies
Let ω π be the weight in (1.1). We consider the first and second mollified moments,
ω π L 2 fin (1/2, π) X 2 (π).
By (4.3) and (4.4) we havẽ
We recall the general principle on the mollification method in [Ko1998, Rou2012] . By
we express the mollified second moment as
To diagonalize the quadratic forms above, we take
and thus
To optimize the value of Π with respect to the linear form inM h 1 , we take
(4.12)
Then, following [Rou2012, Proposition 7] with careful computations to remove the dependence of N in the implied constant, we have the following.
Proposition 4.10. Let y n be as in (4.12).
By Cauchy's inequality,
as N tends to infinity. On taking ∆ = 3 2 − ǫ, we prove Theorem 1.2.
The truncated Kunzetsov trace formula and the Weyl law
In this section, following Li [Li2011] , we establish a truncated Kuznetsov trace formula in the following proposition.
Proposition 5.1. Let the notation be as in Theorem 1.3. We have
where θ = 7/64 by Kim-Sarnak's bound.
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The error term O N ((m 1 m 2 ) θ+ǫ ) in Proposition 5.1 comes from exceptional eigenvalues, which vanishes if the Selberg smallest eigenvalue conjecture is true. The weighted Weyl's law in Theorem 1.4 follows immediately by letting m 1 = m 2 = 1 and applying the fact
The Weyl law in (1.2) follows from the truncated Kuznetsov trace formula and the approximate formula for L fin (1, π, sym 2 ) (see [LaWa2011, Lemma 3 
+ǫ π with θ = 7 64 . To prove Proposition 5.1, we recall the following. For π ∈ A(0, N 3 ), the Dirichlet coefficient λ π (m) is bounded by
with θ = 7 64 (see [KiSa2003] ). If π ∞ is a principle series, we always assume t π to be the positive spectral parameter of π.
Following the idea in [DuGu1975, Li2011] , we fix h to be an even function such that its Fourier transform h satisfies supp( h) ⊂ (−1, 1) and h(0) = 1.
Such test function satisfies the condition in Theorem 1.3 and we use the bound h(z) ≪ (1 + |z| 4 ) −1 . Applying the simple Kuznetsov's trace formula in Theorem 1.3, one has
For the diagonal term, we have
For N D(m 1 , m 2 ; µ, L), by the asymptotic expansion of J 2it (2x), we have (see [Li2011, (2.4 
πL + lower order terms.
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Note that supp( h) ⊂ (−1, 1). Thus
Moreover, by Weil's bound of the Kloosterman sum,
Therefore, as in [DuGu1975, Lemma 2.3], we can assume h(z) ≥ 0 for z ∈ R ∪ [− i 2 , i 2 ] and h(x) > 0 for x ∈ (−1, 1), and establish the weighted local estimation in the following lemma.
5.2. The proof of Proposition 5.1. Applying the fact that h(0) = 1, we have
and
Thus Proposition 5.1 follows from estimations on E 0 in (5.6), E 1 and E 2 in Lemma 5.3, the approximate formula for M in (5.7) and the choice of
We process details in the following. 5.2.1. Estimations on E 0 , E 1 and E 2 . Note that E 0 involves the exceptional eigenvalues. By the density theorem (See [Iw2002, Theorem 11.7]) we have
where we have used the bound (see [HoLo1994] ) (|t π |N ) −ǫ ≪ L fin (1, π, sym 2 ) ≪ (|t π |N ) ǫ .
For E 1 and E 2 , we have the following result.
Lemma 5.3. For L ≤ 1 2π log(N 2 T ) one has E 1 + E 2 ≪ (m 1 m 2 ) θ+ǫ N 2 ϕ(N ) T L .
Proof. We follow the proofs of [Li2011, Lemmas 2.3 and 2.4]. For E 1 , by partitioning (0, T ] as the union of short intervals with length 1/L,
tπ ∈ R 0 < tπ − (T + ℓ L ) ≤ 1 L 1 L fin (1, π, sym 2 ) .
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For L ≤ 1 2π log(N 2 T ), by applying Lemma 5.2 with µ = T + ℓ L one has E 1 ≪ (m 1 m 2 ) θ+ǫ N 2 ϕ(N ) T L .
Consider E 2 . One has
Note that (0, T ] = (0,
By the local estimation in Lemma 5.2 and the condition L ≤ 1 2π log(N 2 T ), the contribution from t π ∈ (0, 2 L ] is Thus E 2 ≪ (m 1 m 2 ) θ+ǫ N 2 ϕ(N )T L .
We finish the proof of this lemma. In this part, we recall the Rankin-Selberg theory in [Ja1972] to prove Proposition 2.5.
A.1. Eisenstein Series. We recall Eisenstein series in [Co2004] . For Φ ∈ S(A 2 ), let Φ((x 1 , x 2 )) := It has a meromorphic continuation to all s ∈ C with simple poles at s = 0 and s = 1 and satisfies the functional equation
The residues of E(g, Φ, s) at the simple poles are
Res s=1 E(g, Φ, s) = 1 2 Φ((0, 0)) and Res s=0 E(g, Φ, s) = − 1 2 Φ((0, 0)).
A.2. The Rankin-Selberg Integral. Let φ π ∈ L 2 π (G(Q)\G(A)). For ℜ(s) > 1, we consider the Rankin-Selberg integral I(s, φ π , Φ) = G(Q)Z(A)\G(A) φ π (g)φ π (g)E(g, Φ, s)dg.
It has meromorphic continuation to all s ∈ C and satisfies the functional equation
where φ π (g) = φ π ( T g −1 ). Moreover, s = 1 is a simple pole of I(s, φ π , Φ) with the residue Res s=1 I(s, φ π , Φ) = Φ((0, 0)) 2 φ π , φ π . (A.1)
For ℜ(s) > 1 we have
where I v (s, W v , Φ v ) are local Rankin-Selberg integrals given by
A.3. The choice of the test function. We choose Φ = v Φ v as in Jacquet [Ja1972] as follows.
• For v = ∞, let Φ ∞ (x, y) = e −π(x 2 +y 2 ) . It is invariant under the right action by K ∞ and Φ ∞ ((0, 0)) = R×R e −π(x 2 +y 2 ) dxdy = 1.
• For v = p with p ∤ N , we choose Φ p to be the characteristic function of Z p × Z p and thus Φ v ((0, 0)) = Qp×Qp Φ(x, y)dxdy = 1.
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