property, a similar result holds for curves of measures whose density is bounded away from zero and infinity.
where t ≤ 0 and µ: [t, 0] → P(T d ) is a weak solution of the Fokker-Planck equation
The inf in (1) is over all "reasonable" vector fields X.
A natural question is whether the inf in (1) is a minimum. When U is linear, say
for some f ∈ C(T d ), existence of minimisers was proven by Fleming in [12] , essentially by establishing the optimal drift X; it is an approach that carries over, word for word, to RCD(K, ∞) spaces ( [8] ).
When U is not linear, existence of minimisers was proven much more recently by J. Feng and T. Nguyen in [11] ; the following two facts are at the core of their proof.
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email: bessi@matrm3.mat.uniroma3.it Work partially supported by the PRIN2009 grant "Critical Point Theory and Perturbative Methods for Nonlinear Differential Equations 1) Let F be a family of solutions (µ, X) of (2) which satisfies
|X(s, x)| 2 dµ s (x) < +∞ and let E = {µ : (µ, X) ∈ F for some X}.
Then, E is relatively compact in C([t, 0], P(T d )).
2) The drift in (2) is not determined uniquely by the curve µ; however, if we associate to µ the drift
, then the map from C([t, 0], P(T d )) to R given by
is lower semicontinuous.
The aim of this paper is to see whether this result of [11] can be generalised to a particular class of metric measure spaces, those with the RCD(K, ∞) property. A metric measure space (S, d, m) is simply a metric space (S, d) with a Borel measure m attached. We shall suppose that (S, d) is compact and that m is a probability measure; we point out at the outset that this is already a major simplification with respect to [11] , which is set in the unbounded R d for the Lebesgue measure. As noted at page 333 of [11] , the bounded case can be treated by a standard mollification technique, and this is exactly what we do. We shall mollify µ t in the usual way, i. e. applying the heat flow to it; the main reason we are working on RCD(K, ∞) spaces is that their heat flow is very well behaved.
We briefly explain how the Fokker-Plank equation translates to RCD(K, ∞) spaces; we follow [5] and [13] , which generalise the continuity equation to a very general class of metric measure spaces; in section 2 below, we shall briefly retrace the history of the problem.
Starting from the torus, we recall that µ: [t, 0] → P(T d ) is a weak solution of (2) if
First of all, we need a Laplacian; we recall from [6] that, if (S, d, m) has the RCD(K, ∞) property, then it admits an operator ∆ E with many of the properties of the standard Laplacian on T d : linearity, the integration by parts formula, a linear heat flow... Also the Dirichlet integral
has a counterpart; it is called Cheeger's energy, and usually denoted with
Next, we need a drift. Following [11] and [13] , the right way to look at the drift is as an operator on test functions, bounded in a suitable norm. Following the approach of [5] , we consider the seminorm on the test functions T After identifying u and v if ||u − v|| V(µ) = 0, we can define V(µ) as the completion of T with respect to || · || V(µ) ; in section 2 below we shall see that V(µ) is a Hilbert space. We look at the drift as the operator
IfX is bounded on V(µ), i. e. if 
then we can apply the Riesz representation theorem and find X ∈ V(µ) such that
This will be our weak form of the Fokker-Planck equation.
This way of defining the drift as a linear operator has the further advantage that the drift is automatically unique.
The last thing we need, and only for the proof of corollary 1 below, is a very strong property of (S, d, m),
We want to prove the following theorem; in section 1 we shall give definitions and references for all the terms which appear in it. 
We also suppose that there is C > 0 such that, for all s ∈ [t, 0],
Then,
where we have denoted by ||μ s || the metric derivative of µ in P(S) with respect to the 2-Wasserstein distance.
The following corollary yields the existence of minimisers for the value function. 
and if there is c(µ) > 0 such that µ t = ρ t m with
then F is relatively compact in C([t, 0], P(S)).
3) Let F ∈ C((−∞, 0] × S, R), let U ∈ C(P(S), R), let t < 0 and ν ∈ P(S) be such that Ent m (ν) < +∞.
Let us suppose moreover that the heat kernel of (S, d, m) satisfies formula (1.8) below. Then, the following infimum is attained.
The paper is organised as follows: in section 1 we recall some of the properties of RCD(K, ∞) spaces from [2] , [4] , [6] and [7] ; in section 2, we introduce the class T of test functions; after an exposition of some results of [5] , we shall arrive to the notion of weak solutions of the continuity and Fokker-Planck equations. In section 3, we review the standard method to regularise the solutions of Fokker-Planck. In section 4, we prove (6) when the curve µ is sufficiently regular. In section 5, we prove (6) in the general case, approximating the drift X with the regularised drifts of section 3. In section 6, we prove corollary 1.
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Preliminaries and notation
The metric space. We shall suppose that (S, d) is a compact metric space with the geodesic property: in other words, for all x, y ∈ S there is γ: [0, 1] → S such that γ 0 = x, γ 1 = y and, for all 0 ≤ s ≤ t ≤ 1,
Such a curve is called a constant speed geodesic connecting x and y.
If f : S → R is a function, we define its slope as
Absolutely continuous curves. We say that γ:
By [3] , there is a function α of minimal L 2 norm for which the formula above holds; we call it ||γ τ ||.
An obvious remark is that constant speed geodesics are an example of absolutely continuous curves.
The Wasserstein distance. Let P(S) denote the set of all Borel probability measures on S; for µ, ν ∈ P(S)
we set
where the minimum is over all Borel probability measures γ on S × S whose first and second marginals are µ and ν respectively.
It can be proven ( [17] , [3] , [1] ) that the minimum is attained and that W 2 induces the weak * topology on P(S).
Cheeger's energy and its flow. From now on we shall fix one m ∈ P(S) and consider the triple (S, d, m).
As usual, we denote by F ♯ µ the push-forward of a measure µ by a map F ; for s ∈ [a, b] we denote by
Let π be a Borel probability measure on C([0, 1], S); we say that π is a test plan if the following points hold.
2) We have that
3) Let us define µ s = (e s ) ♯ π; we ask that µ s = ρ s m for all s ∈ [0, 1] and that there is C > 0 such that 
holds for for π a. e. curve.
If f ∈ L 2 (S, m) has a weak upper slope g ∈ L 2 (S, m), then it has an upper slope |Df | w minimal in the following two senses: its L 2 norm is smaller than all the other upper slopes and
if h is an upper slope.
Naturally, |Df | w is not unrelated to |Df | defined in (1.1); this relationship is, roughly, Cheeger's definition of |Df | w , for which we refer the reader to [10] and [4] .
The double of Cheeger's energy
is defined as
if f has a weak upper slope in L 2 (S, m), and E(f ) = +∞ otherwise.
Though on the right hand side of (1.2) there is a square, E(f ) in general is not a quadratic form (see remark 4.7 of [4] for an example). However, it is a convex functional; in particular, we can fix once and for all a positive constant β and define a gradient floẇ
starting from every f 0 ∈ L 2 (S, m). Since the standard heat flow is the gradient flow of the Dirichlet energy, we can think that f t is a kind of heat flow in metric measure spaces.
We also have a kind of Laplacian: if ∂E(u) = ∅, then we define −∆ E u as the element of smallest norm in ∂E(u). Since E is not necessarily quadratic, ∆ E and the heat flow are not necessarily linear.
The entropy functional. We define
It turns out ( [4] ) that, if Ent m satisfies the CD(K, ∞) condition, which we state below, then each µ ∈ P(S)
with Ent m (µ) < +∞ is the starting point of a unique gradient flow (in the EDE sense, for whose definition we refer to [4] ) of The RCD(K, ∞) condition. Following [4] and [2] , we say that (S, d, m) is a RCD(K, ∞) space if the following two conditions hold.
1) E is quadratic, i. e. setting
the parallelogram equality holds
2) The CD(K, ∞) condition holds; in other words, for allμ 0 ,μ 1 ∈ P(S) with Ent
there is a constant speed geodesic µ t such that µ 0 =μ 0 , µ 1 =μ 1 and
We recall one consequence of the RCD(K, ∞) condition: if µ, ν are in the domain of Ent m , then
for the same K in the definition of RCD(K, ∞).
As we saw above, there is a gradient flow of Ent m starting from every µ ∈ P(S) with Ent m (µ) < +∞;
since it is easy to see that measures with bounded entropy are dense in P(S), the uniform continuity provided by (1.4) allows us to extend H s to a semigroup defined on the whole of P(S).
The carré de champs. From now on we shall suppose that (S, d, m) is a RCD(K, ∞) space; as a consequence of (1.3) we can define a symmetric bilinear form
The important fact is that |Du| 2 w is a bilinear form too. Namely ( [6] , [7] ) there is a symmetric bilinear operator
such that
The operator Γ is called the carré de champs of E. We recall that D(∆ E ) ⊂ D(E) and that the integration by parts formula holds
The heat semigroup. The operator
−β
2 ∆ E is monotone maximal; thus (see for instance [9] ) it gives rise to a semigroup, backward in time,
for s ≥ 0. Now P −s is induced by a Brownian motion; namely, there is a probability measure
which concentrates on the curves γ with γ(−s) = x; denoting by E −s,x the expectation with respect to P −s,x , we have that
By the way, the existence of the Brownian motion is one of the reasons for point 1) in the definition of RCD(K, ∞) spaces: we want β 2 E to be the Dirichlet form of the Brownian motion, and Dirichlet forms are quadratic.
Since m(S) = 1 and S is compact, we have that C(S) ⊂ L 2 (S, m); essentially by (1.4), we have that
; thus, P −s has an adjoint on the space of Borel measures on S. This adjoint is the operator H s we defined above:
As we noted above, if µ = ρm with ρ ∈ L 2 (S, m), we have that
We recall that P −s has a symmetric kernel; namely, for all s > 0 there is a measurable function
2) for all f ∈ L 2 (S, m) and all s > 0, for m a. e. x ∈ S, we have
For corollary 1 we shall need a very strong property of p −s , namely that for all s > 0 there is
This implies the L 1 − L ∞ regularisation property; indeed, by (1.7) and (1.8),
The smooth functions. We recall (see for instance section 3 of [15] ) that, since E is lower semicontinuous for the L 2 topology, D(E) with the inner product defined by
is a Hilbert space; we define ||u||
as the natural norm. We recall from [7] that the subspaces
. We note that V 1 ∞ with the norm
is a Banach space. We briefly prove that it is complete. Let {u n } n≥1 be a Cauchy sequence in V 1 ∞ : given ǫ > 0 we can find N ∈ N such that
(1.10)
By the formula above we get that {u n } n≥1 is Cauchy also in D(E); since D(E) is complete, we have that
Recall that Γ is continuous from
; thus, we can fix n ∈ N, let l → +∞ and get that, for all n,
Up to subsequences, the convergence in the two formulas above is m-a.e.; together with (1.10), this implies that
With the same argument, it is possible to show that that V 2 ∞ with the norm
We shall need the following formula (3.62) of [7] 
Moreover, there is an increasing function
Another fact we need is the chain rule, or formula (2.12) of [7] : if f, g ∈ D(E) and η ∈ Lip(R), then
The last fact we need follows from formula (2.58) of [7] : if f ∈ D(E),
(1.14)
We briefly prove that, if f ∈ D(E), then
suffices to prove that
By (1.14) we get that lim sup
Thus, points 1) and 2) follow if we show that
the limit below follows; the equalities are (1.5).
Weak solutions of the continuity and Fokker-Planck equations A result of [3] says that a curve of measures µ s in R d is 2-absolutely continuous for the 2-Wasserstein distance if and only if it is a weak solution of the continuity equation for a drift
This result has been extended to Banach spaces in [14] and to measured metric spaces in [13] (see also sections 6 and 8 of [5] ). In proposition 2.4 below, we recall a version of theorem 3.5 of [13] , which we shall state in the less general setting of RCD(K, ∞) spaces. The advantage of this reduction in generality is that the key lemma 2.4 below holds also for curves of measures with unbounded densities; this allows us to extend [13] to unbounded densities, though in the much less general situation of RCD(K, ∞) spaces.
The test functions. Let t < 0; we consider the space
are Banach spaces too. We shall say that u is a test function, or that u ∈ T for short, if
By [7] , the functions in V 1 ∞ are continuous; thus, if u ∈ T , then u ∈ C([t, 0], C(S)) too. The admissible curves. Let µ: [t, 0] → P(S) be a function; we say that µ is admissible if 1) µ is continuous and
Notation. If µ: [t, 0] → P(S) is admissible, we shall always denote by ρ s the density of µ s .
The space of drifts. Throughout this section we follow [5] , [11] and [13] , which define the drift of a curve of measures µ: [t, 0] → P(S) as a linear operator on test functions, bounded for the seminorm
Since we work on RCD(K, ∞) spaces, we shall follow the approach of [5] and identify the drift operator with an element of a (rather abstract) Hilbert space which we call V(µ).
Let φ, ψ ∈ T ; since Γ is bilinear and semi-positive-definite, Cauchy-Schwarz implies the inequality below.
As a consequence, if φ, ψ ∈ T we have that the function
is admissible, the integral on the right in the formula below converges, allowing us to define the "inner product" φ, ψ V(µ) .
Though we called φ, ψ V(µ) an inner product, it does not separate points: a typical example is when there
we get that φ, ψ V(µ) = 0 for all ψ ∈ T . Another example is the couple φ, φ + c where c is a constant: this couple is not separated by ·, · V(µ) .
Thus, in order to have a Hilbert space, a further step is in order. First of all, we define the seminorm
and we say that φ ≃ ψ if
We shall call V(µ) the completion of T ≃ with respect to || · || V(µ) . It is easy to see that the inner product of (2.2) depends only on the equivalence classes of φ and ψ and separates points on T ≃ ; thus, V(µ) is a Hilbert space.
We also note that (2.2) implies that, if φ ∈ T , then
We can do the same construction for a measure η ∈ P(S), provided it has a density. Indeed, let η = ρm ∈ P(S) and let ψ, φ ∈ V 1 ∞ ; we define
We set ||φ||
We shall call Z(η) the completion of
≃ with respect to || · || Z(η) ; with the same argument as above, Z(η) is a Hilbert space.
The following lemma relates V(µ) with Z(µ s ).
We find a subsequence {V n k } such that
Let us define a function g:
The formula below shows that g belongs to L 2 (t, 0); the first inequality is Minkowski's, the equality comes from the definition of || · || V(µ) and the second inequality from our choice of V n k .
In particular, g(s) is finite for a. e. s ∈ (t, 0). By (2.7) this implies that {V n k (s, ·)} is a Cauchy sequence in Z s (µ s ) for a. e. s ∈ (0, 1); we call V s its limit.
We prove that V s satisfies (2.5); we forgo the proof of (2.6) since it is similar. Since
formula (2.7) and the triangle inequality imply that
for a. e. s ∈ (t, 0). By (2.8) and Cauchy-Schwarz we get that for a. e. s ∈ (t, 0) the first inequality below holds; the second inequality comes from the fact that φ ∈ T with a proof similar to (2.4).
By the last two formulas, dominated convergence and the fact that g ∈ L 2 (t, 0), we get that
Since by assumption V n k → V in V(µ), we get (2.5).
\\\
The transport equations. Let µ: [t, 0] → P(S) be admissible and let L: T → R be a linear operator such
where ≃ is the equivalence relation of (2.3). Following [11] and [13] we define
Clearly, if ||L|| V ′ (µ) < +∞, then L can be extended to a bounded operator on the Hilbert space V(µ). We also note that, if ||L|| V ′ (µ) < +∞, then (2.9) holds.
We say that the admissible µ: [t, 0] → P(S) is a weak solution of the continuity equation if the operator
Note that all the integrals in the formula above converge: for instance, ∂ s φ s is in L ∞ by the definition of T , while µ s = ρ s m is a probability measure.
By Riesz's representation theorem, µ is a weak solution of the continuity equation if and only if there is Y ∈ V(µ) such that for all φ ∈ T we have the first equality below; the second one is (2.5).
Let β > 0 be a diffusion coefficient that we fix once and for all; we say that µ is a weak solution of the
Fokker-Planck equation if the operator
belongs to V ′ (µ). Again, since φ ∈ T we can check that all the integrals in the formula above converge.
Applying Riesz's representation theorem as above, µ is a weak solution of Fokker-Planck if and only if there is V ∈ V(µ) such that for all φ ∈ T we have the first equality below.
Formulas (2.11) and (2.13) hold for the extrema t and 0; since admissible curves are continuous, they hold for all extrema t ≤ s ≤ s ′ ≤ 0. We prove this for (2.13). Let η n : R → R be a sequence of C ∞ functions such that
where δ s is the Dirac delta centred in s.
If φ ∈ T , then also η n φ ∈ T ; taking it as a test function in (2.13) we have that
We saw above that, if φ ∈ T , then φ ∈ C([t, 0], C(S)); since µ is admissible we easily see that the map
is continuous; thus, by (2.14),
On the other side,
by dominated convergence; to find the dominant it suffices to recall that, since φ ∈ T , ∂ τ φ τ and ∆ E φ τ are bounded functions; moreover, since V ∈ V(µ) and φ ∈ T we have that
Cauchy-Schwarz and (2.6). Lastly,
By (2.15) and the last three formulas we get that
Analogously, we have that, for all t ≤ s < s
Absolutely continuous curves of measures. As in [3] and [13] , the following fact is essential; it was proven in [14] . ii) µ t = (e t ) ♯ π.
iii) Defining |μ t | as in section 1,
and let π be as in lemma 2.3 above. Then,
(2.17)
Proof. As in formula (4.30) of [7] , the fact that the elements of V 1 ∞ are Lipschitz immediately implies that
where |Dφ| has been defined in (1.1).
We must prove that we can substitute |Dφ| w (s, γ τ ) to |Dφ|(s, γ τ ) in the formula above.
We recall formula (1.11) which says that, for all ǫ > 0 and for all f ∈ L ∞ ,
Since φ ∈ L ∞ , we get that
Applying (2.18) to P −ǫ φ we get that, for ǫ > 0,
Thus, (2.17) follows if we prove that, as ǫ → 0, 
As for (2.19), the first equality below comes from point ii) of lemma 2.2, i. e. that (e s ) ♯ π = µ s ; the second one comes from the fact that P −ǫ and H ǫ are in duality; the limit comes from the fact that φ is continuous and H ǫ µ → µ for ǫ → 0.
Applying the same argument to P −ǫ φ(γ s+h ) we get (2.19).
We prove (2.20). The inequality below comes from Hölder and points ii) and iii) of lemma 2.2. 
We begin to note that
because we saw at the end of section 1 that P −ǫ φ → φ in D(E). Thus, for all sequences ǫ n → 0, we can find a subsequence ǫ n ′ such that
Since µ is admissible, the convergence above is L 1 ⊗ µ s -a. e.. Since φ ∈ V 1 ∞ , we can find M > 0 such that the second inequality below holds, while the first one comes from (1.14).
|D(P
Now (2.21) follows from the last two formulas and dominated convergence for the measure L 1 ⊗ µ s .
\\\
The next proposition follows from lemmas 2.2 and 2.3 exactly as in [3] and theorem 3.5 of [13] ; thus, we forego its proof.
Proposition 2.4. Let µ: [t, 0] → P(S) be admissible. Then, µ ∈ AC 2 ([t, 0], P(S)) if and only if it is a weak solution of the continuity equation with drift Y ∈ V(µ).

Moreover, we have that
Smooth approximation.
In this section we approximate the solutions of the Fokker-Planck equation with curves of measures having smoother densities and drifts. Our method is the standard one (see for instance [1] ).
Let µ: [t, 0] → P(S) be admissible and let us suppose that (5) holds.
Step 1. Regularisation in space. In this step, we approximate µ s with a curve of measures having a
∞ , but only Borel regular in s. Following [7] , we choose k ∈ C ∞ c (0, +∞) with k ≥ 0 and
Given φ ∈ L 2 (S, m), for ǫ > 0 we set
By [7] , we have that M ǫ φ ∈ D(∆ E ) and
(we recall that P −r is the flow of
and letφ
and
We also have
Proof. Since k ∈ C c (0, +∞), for some δ > 0 it is supported in [δ, 
It is easy to see that ||Γ(φ, φ)|| 1 2 ∞ is convex and lower semicontinuous for the topology of D(E); we briefly prove how this implies that it satisfies Jensen's inequality. We fixφ ∈ D(E) and λ > 0; since D(E) with the inner product ·, · D(E) of section 1 is Hilbert and the epigraph of ||Γ(·, ·)|| 1 2 ∞ is closed, we can find v λ ∈ D(E) which separates the epigraph from (φ, ||Γ(φ,φ||
In other words, we have that, for all ψ ∈ D(E),
Now we takeφ = M ǫ φ, ψ = P −r φ; we multiply the formula above by 1 ǫ k r ǫ , integrate on (0, +∞) and recall (3.1), getting the inequality below.
If we let λ → 0, we get the first inequality below; the second one is (1.12).
This proves (3.4). Next, we recall that, by the maximum principle,
Together with (3.3), this implies (3.5).
Formula (3.6) follows easily from Fubini's theorem and the fact that P −r is self-adjoint.
Next, we recall that P −r is the semigroup associated to the maximal monotone operator ∆ E ; in particular ( [9] ), if φ ∈ D(∆ E ) and r > 0 we have ∆ E P −r φ = P −r ∆ E φ. Together with (3.8) this easily implies (3.7).
\\\
Let µ s = ρ s m be a continuous curve of measures; we setρ Step 2. Definition of the drift. Let us suppose that µ solves the Fokker-Planck equation for a drift V ∈ V(µ) and the continuity equation for a drift Y ∈ V(µ); let the curveμ ǫ be defined as at the end of the last step. We want to find the drifts, which we shall callV ǫ andŶ ǫ respectively, of the Fokker-Planck and continuity equations satisfied byμ ǫ .
In order to find the drifts ofμ ǫ , for φ ∈ L 2 (S, m) we set
Let φ ∈ T ; the first equality below is the definition ofV ǫ ; the first inequality is Cauchy-Schwarz; the second one follows from (3.8) and the fact that Γ is convex; it is the same argument we used in lemma 3.1. The third inequality is (1.14); the second equality comes from Fubini, the definition ofρ s and the fact that P −r is self-adjoint; the last equality is the definition of the norm in Z(μ ǫ s ).
From this and (2.6) we get that
Analogously, we get that
Step 3. The equation. In this step we show thatμ ǫ satisfies the Fokker-Planck equation with driftV ǫ and the continuity equation with driftŶ ǫ . Let φ ∈ T ; the first equality below comes from the definition of µ ǫ s and of the driftV ǫ ; the second one comes from (3.6). For the third one, we use (3.7). The fourth and last equality comes from the fact that µ satisfies the Fokker-Planck equation with drift V , and
The proof for the continuity equation is similar.
Step 4. Regularisation in time. In this step, we regularise in time the densityρ ǫ ; at the end, we shall get a density ρ ǫ ∈ T . The reason we do this is that, as we shall see in lemma 3.3 below, the curve of measures : s → ρ ǫ s m is Lipschitz for the 2-Wasserstein distance; this is one of the hypotheses of the integration by parts formula in lemma 4.2.
Let η ∈ C ∞ (R, R) be supported in (−1, 1); let it be even, nonnegative and with integral 1. We set
We setρ Again settingV
We want to estimate the norm of V ǫ s ; the first inequality below comes from (3.13) and Cauchy-Schwarz on Z(µ ǫ τ ), the second one is Cauchy-Schwarz on L 2 (R); the last equality is the definition of µ ǫ s .
.
By the definition of the norm in Z(µ ǫ s ) this implies that
14)
The first equality below is (2.6), the first inequality comes from the formula above; the second equality comes from Fubini and the fact that η ǫ has integral 1; the second inequality is (3.9).
Analogously,
ǫ by definition, (3.14) implies the first inequality below, while the second one comes from (3.9).
We saw in step 3 above thatμ ǫ satisfies the Fokker-Planck equation with driftV ǫ ; by the way we extendedμ ǫ andV ǫ outside [t, 0], we see that (μ ǫ ,V ǫ ) satisfies Fokker-Planck over all R. Integrating against η ǫ we get as in (3.11) that
Similarly, µ ǫ satisfies the continuity equation with drift Y ǫ .
This discussion brings us to the following lemma. (3.12) and let V ǫ ∈ V(µ ǫ ) be as in (3.13) ; let us suppose that (5) holds. Then, the following points hold.
2) ρ ǫ ∈ T . 
5) For all s ∈ [t, 0] we have
||V ǫ s || Z(µ ǫ s ) ≤ D 1 ǫ · e −Kβǫ ||V || V(µ) .
If µ solves the continuity equation with drift Y , for all s ∈ [t, 0] we have
Proof. We sketch the proof of the inequality on the right of point 1); the inequality on the left is similar.
The equality below is the definition of ρ ǫ s in (3.12); the first inequality follows since η ǫ is a probability density, the second one from (3.8) and the maximum principle for P −r and the third one from (5).
We prove point 2). From point 1), (3.4) and (3.5) we see that the map : τ →ρ We prove point 6). Since ρ s is bounded by (5) and m is a probability measure, we have that ρ s ∈ L 2 (S, m); the strong continuity of P −r implies that, for all s ∈ [t, 0],
Together with (3.8) this implies that
By point 1) we have that
and thus dominated convergence implies convergence in
We prove convergence in C([t, 0], P(S)). We begin to show that
First we note that, pointwise,μ ǫ s → µ s for all s by [7] ; we omit the easy proof, based on the fact, which we saw after formula (1.4) , that the gradient flow : ǫ → H ǫ µ s is continuous and exists for all initial conditions µ s . Convergence is uniform by Ascoli-Arzelà if we prove that the maps : s →μ s from [t, 0] to P(S) have a modulus of continuity independent of ǫ ∈ (0, 1]. We prove this: since µ is a continuous curve we can find a modulus of continuity ω for µ. We recall that the map : µ → H ǫ µ is Lipschitz with Lipschitz constant e we convoluteμ ǫ with η ǫ and use the convexity of the square of the Wasserstein distance; we easily see that µ ǫ → µ uniformly in P(S).
As for point 7) , it follows immediately from point 6) and the fact that the entropy is lower semicontinuous for the Wasserstein distance.
\\\ §4
Integration by parts
In this section, we prove that (6) holds if the curve µ is "regular" in the sense of [5] . The heavy hauling will be done by point iii) of lemma 12.4 of [5] , which we recall in lemma 4.2 below for convenience.
Lemma 4.1. Let µ ∈ AC 2 ([t, 0], P(S)) be admissible and let (5) hold; let us suppose that
Then, the map Φ ρ : T → R defined by
is bounded for the || · || V(µ) norm. As a consequence, Φ ρ can be extended to an element of
is a Hilbert space, there is O(ρ) ∈ V(µ) such that
Proof. We prove that the map
is bounded. This follows by the inequality below (which is Cauchy-Schwarz) and (4.1). 
Then, we have that
where the second equality comes from lemma 4.1. Let the operator L µ be defined as in (2.12) ; then we have that
Remark. In [16] , Y is called the current velocity; its norm equals the metric velocity of the curve µ s by proposition 2.4. Formula (4.4) b is the contribution of the entropy; in (4.4) c we see the part of the kinetic energy due to ∇ρs ρs ; in [16] this term is called the osmotic velocity, since it is the component of the velocity due to diffusion. Heuristically, the drift of Fokker-Planck is the current velocity plus the osmotic velocity and the formula above is simply the square of the binomial; (4.4) b represents the double product by lemma 4.2.
Proof. By point 1) of the hypotheses, µ satisfies the continuity equation (2.11) for a drift Y ∈ V(µ); from (2.11) and (2.12) we get that, for φ ∈ T ,
Using (2.5), (2.10) and the integration by parts formula (1.5) we get that
We saw in proposition 2.4 that Y ∈ V(µ); together with (4.2), lemma 4.1 and the fact that T is dense in V(µ) by definition, the last formula implies that
By the properties of the internal product, we get that
Now (4.4) follows from lemma 4.2.
\\\ §5
Proof of theorem 1
In this section, we want to prove formula (6) with the hypothesis that µ satisfies the Fokker-Planck equation, but without knowing a priori that µ is regular. We begin recalling a standard lower semicontinuity result. 
3) There is D 3 > 0 such that
Then, µ is admissible, µ ∈ AC 2 ([t, 0], P(S)) and the following formula hold.
Proof. The curves µ n are absolutely continuous by proposition 2.4. Formula (5.1) follows from [3] ; indeed, in [3] it is proven that, if a) the limit on the right hand side of (5.1) is finite (which in our case is true by point 3 of the hypotheses and proposition 2.4) and b) point 2) of the hypotheses hold, then µ is absolutely continuous and (5.1) holds.
We prove (5.2). Since (2.10) defines ||L µ || V ′ (µ) as a sup, it suffices to prove that, for all φ ∈ T , the map
is continuous from C([t, 0], P(S)) to R. Since φ 0 and φ t are continuous functions, the last two terms on the right are continuous functions of µ; thus, it suffices to show that
Since φ ∈ T , we have that the integrand is in C([t, 0], L ∞ (S, m)). Now it suffices to recall that the densities of µ n s , being uniformly integrable, are weakly compact in L 1 .
We prove (5.4). Let {µ 
4). \\\
We are going to prove formula (6) by an approximation argument; the first step is the next lemma, which shows that (6) holds for the "smoothened" curve µ ǫ which we defined in section 3. To end the proof of theorem 1, we shall take advantage of the semicontinuity of lemma 5.1 and take limits as ǫ goes to zero, getting (6). 
