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BOUNDARY EXPANSIONS AND CONVERGENCE
FOR COMPLEX MONGE-AMPE`RE EQUATIONS
QING HAN AND XUMIN JIANG
Abstract. We study boundary expansions of solutions of complex Monge-Ampe`re
equations and discuss the convergence of such expansions. We prove a global conver-
gence result under that assumption that the entire boundary is analytic. If a portion
of the boundary is assumed to be analytic, the expansions may not converge locally.
1. Introduction
Ka¨hler-Einstein metrics play an important role in complex geometry. Let Ω ⊆ Cn be
a smooth, bounded, and strictly pseudoconvex domain, n ≥ 2. Consider
det(wij¯) = e
(n+1)w in Ω,
wij¯ > 0 in Ω,
w =∞ on ∂Ω,
(1.1)
Then, wij¯dz
idzj¯ defines a complete Ka¨hler-Einstein metric in Ω.
Cheng and Yau [9] studied the problem (1.1) and proved the existence and regularity
of its solution. Lee and Melrose [26] proved the optimal regularity and constructed
an expansion of the solution w near ∂Ω. Specifically, let ρ be a (negative) strictly
plurisubharmonic defining function of Ω and consider a reference metric given by
−(log(−ρ))ij¯dzidzj¯ .
Cheng and Yau [9] proved that the problem (1.1) admits a solution w of the form
w = − log(−ρ) + u,
for some u ∈ Cn, 12−δ(Ω¯), for any δ > 0. Lee and Melrose [26] proved u ∈ Cn,α(Ω¯), for
any α ∈ (0, 1), and that u has an expansion near ∂Ω given by
u = c0 + c1ρ · · ·+ cnρn + cn+1,1ρn+1 log ρ+ cn+1ρn+1 + · · · .
In general, solutions are not better than Cn+1(Ω¯), due to the presence of the logarithmic
factors.
In this paper, we will study the convergence of the boundary expansions associated
with (1.1). First, we prove a local boundary expansion using techniques developed in
[18].
The first author acknowledges the support of NSF Grant DMS-1404596.
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Theorem 1.1. Let Ω ⊆ Cn be a C7 bounded strictly pseodoconvex domain and w be a
solution of (1.1). Assume Γ is a smooth open portion of ∂Ω and U is an open subset of
Γ, with U ⊆ Γ. Then, in U × {−r < ρ ≤ 0} for some r > 0 and for any k ≥ n+ 1,
w = − log(−ρ) + c0 + c1ρ · · ·+ cnρn +
k∑
i=n+1
Ni∑
j=0
ci,jρ
i(log(−ρ))j +Rk,
where Ni is a positive integer with Nn+1 = 1 and the Rk is a C
k,α-function in U×{−r <
ρ ≤ 0} and satisfies, for any α ∈ (0, 1),
|Rk| ≤ ρk+α in U × {−r < ρ ≤ 0}.
As a consequence, we conclude that w+log ρ is at most Cn,α near Γ in general, due to
the presence of the logarithmic term, and that w+ log ρ is smooth up to Γ if cn+1,1 = 0.
Note that cn+1,1 is the coefficient of the first logarithmic term. In fact, if cn+1,1 = 0,
then all coefficients of the logarithmic terms vanish.
Next, we discuss the convergence of the boundary expansions associated with (1.1).
We prove the convergence under the assumption that the entire boundary ∂Ω is analytic.
Theorem 1.2. Let Ω ⊆ Cn be a bounded strictly pseodoconvex domain and w be a
solution of (1.1). Assume ∂Ω is analytic and parallel. Then, the expansion in Theorem
1.1
w = − log(−ρ) +
n∑
i=0
ciρ
i +
∞∑
i=n+1
Ni∑
j=0
ci,jρ
i(log(−ρ))j(1.2)
converges uniformly in ∂Ω× {−r < ρ ≤ 0} for some small r.
By the Stiefel’s Theorem, all oriented three manifolds are parallel. Hence, the as-
sumption that ∂Ω is parallel is redundant for Ω ⊂ C2. However, such an assumption is
necessary for general n.
Theorem 1.2 concerns the global convergence near the entire boundary. If only a
portion of the boundary is assumed to be analytic, the boundary expansions may not
necessarily be convergent. We will prove that solutions belongs to the Gevrey space in
tangential directions locally if a portion of the boundary is analytic.
Theorem 1.3. Let Ω ⊆ Cn be a bounded strictly pseodoconvex domain and w be a
solution of (1.1). Assume Γ is an analytic open portion of ∂Ω and U is an open subset
of Γ, with U ⊆ Γ. Then, for some r > 0 and any integer p,
|DpTu| ≤ DBp(p!)2 in U × {−r < ρ ≤ 0},
where B and D are positive constants independent of p, and DpTu denotes a p-th order
tangential derivative of u.
The possibility of the divergence mainly originates from the complex structure, in
which one tangential direction, conjugate to the normal direction, differs from other
tangential directions. This is sharply different from problems in the real space, where
all tangential directions are the same. We usually have the local convergence in the real
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space, such as the local convergence for the minimal surface equation in the hyperbolic
space. (Refer to [19].)
This paper is organized as follows. In Section 2, we introduce the basic set up for
our main equation. In Section 3, we provide a formal computation of expansions near
boundary. In Section 4, we derive some basic estimates of solutions. In Section 5, we
prove the tangential regularity and establish estimates involving tangential derivatives.
In Section 6, we discuss the regularity along the normal direction and expansions near
boundary. In Section 7, we prove the convergence of boundary expansions under the
assumption that the entire boundary is analytic. In Section 8, we prove that solutions
are in the Gevrey class tangentially. In Section 9, we construct a counterexample for the
local convergence for a class of linear equations.
We would like to thank Xiaojun Huang, Yanyan Li, Yalong Shi, Jian Song, Xiaodong
Wang for their interest in this paper and many helpful discussions.
2. Preliminary
In this paper, for an index α (or β, γ, etc.), “α 6= n, 2n” means 1 ≤ α ≤ 2n − 1 and
α 6= n, and “α 6= 2n” means 1 ≤ α ≤ 2n − 1. In addition, we always denote by d the
Euclidean distance function to the boundary.
Assume ρ is a strictly plurisubharmonic defining function of Ω, i.e., ρ = 0 on ∂Ω,
dρ 6= 0 on ∂Ω, ρij¯ > 0 in Ω¯ and Ω = {ρ < 0}. If d is the distance function to ∂Ω, we can
choose
ρ = e−λd − 1 near ∂Ω,(2.1)
for some λ > 0 large. Set
g = − log(−ρ).
Denote by gij¯ = (− log(−ρ))ij¯ a reference metric. We define |u|C0g = |u| and, for each
k ≥ 1,
|u|Ckg = (∇ku,∇ku)g + |u|Ck−1g .
We point out that this is pointwisely defined. We also define the Ck-norm by
‖u‖Ckg (U) = sup
U
|u|Ckg .
To define the Ck,α-norm, we fix a boundary point, say the origin O ∈ ∂Ω. Assume
P ∈ Ω, with d(P,O) = d(P ). Cheng and Yau [9] proved gij¯ satisfies the condition of
bounded geometry in the coordinates chart
(ν1, · · · , νn) = (2d(P ) − d(P )
2)
1
2
zn + d(P )− znd(P ) (z1, z2, · · · ,−
zn − d(P )
(2d(P ) − d(P )2) 12
).(2.2)
When d(P ) is small, we can define a Ck,αg -norm in the Euclidean ball Bd(P )/2(P ) with
respect to {ν1, · · · , νn} and then apply a covering to define the global norm.
By [9], we have the following result on the existence and interior estimates of solutions.
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Theorem 2.1. Suppose Ω is a Ck+2 strictly pseudoconvec domain and ρ is a Ck+2
defining function of Ω, for some k ≥ 5. Then for any F ∈ Ck−2,αg (Ω), α ∈ (0, 1), there
exists a unique u ∈ Ck,αg (Ω), such that
det(gij¯ + uij¯) = e
(n+1)ueF det(gij¯) in Ω,
1
c
gij¯ ≤ uij¯ ≤ cgij¯ .
(2.3)
If F = − log(det(ρij¯)(−ρ+ gij¯ρiρj¯)), then w = − log(−ρ) + u is a solution of (1.1).
In the following, we set k = 5. Hence, a C7 domain Ω implies
u ∈ C5,αg (Ω).
Assume a portion Γ of ∂Ω is smooth. We will discuss behaviors of u near Γ.
3. Formal Computations
Fefferman [11] discussed formal boundary expansions for (1.1). In this section, we
present such expansions slightly differently.
We write the equation (2.3) as
log det(I + (D2g)−1 ·D2u) = (n+ 1)u+ F.
Set
Q(u) = log det(I + (D2g)−1 ·D2u)− (n+ 1)u+ F.
We can find functions c0, · · · , ck on boundary such that the function defined by
uk = c0(y
′) + c1(y′)d+ · · · + ck(y′)dk
satisfies
Q(uk) = O(d
k+1).
Note the following identity
log det(I +M−1N) =
∞∑
k=1
(−1)k−1
k
Tr(M−1N)k,(3.1)
if all eigenvalues of M−1N are bounded by 1. Set
Mij¯ = gij¯ , Nij¯ = uij¯.
Then,
∞∑
k=1
(−1)k−1
k
Tr(M−1N)k − (n+ 1)u = F.(3.2)
First, we consider Tr(M−1N), which will be proven to be the dominating term.
In the next result, we will adopt the local frame discussed in Appendix C.
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Lemma 3.1. Let w be a C2 function in Ω and Q be an arbitrary point on boundary.
Then, in the local frame as in Appendix C, at any P close to boundary with d(P ) =
dist(P,Q),
M−1
ij¯
wji¯ = d
2(1 + dC1)(wdd + Y
2
nw) + (−(n− 1)d+ d2Cd)wd
+ d2
∑
β 6=n,2n
TβdYβwd + d
2
∑
β 6=n,2n
TnβYnYβw + d
∑
β,γ 6=n,2n
TβγYβYγw
+ d
∑
β 6=2n
TβYβw.
(3.3)
Proof. We point out that the equation is invariant under a change of complex coordinates
{ziQ} with the same complex structure. Recall that ρ = −λd+O(d2). Since di = δin/2,
we have
M−1
ij¯
= −ρ(ρij¯ + ρ
il¯ρmj¯ρlρm¯
ρ− ρpq¯ρp¯ρq )
= −ρ(ρ
ij¯ρ− 14λ2ρij¯ρnn¯ + 14λ2ρin¯ρnj¯
ρ− 14λ2ρnn¯
).
(3.4)
Hence, M−1
ij¯
is O(ρ2) if i or j = n, and is O(ρ) otherwise.
In the geodesic coordinates around Q, we have, at point P ,
∂
∂xi
∂
∂xj
=
∂
∂xi
(Blj
∂
∂yl
) = Bpi(
∂
∂yp
Blj)
∂
∂yl
+BmiBlj
∂
∂ym
∂
∂yl
.(3.5)
Recall, at P , by (C.1),
[A]2n×2n =


1− ∂2ϕ
∂y1∂y1
d − ∂2ϕ
∂y1∂y2
d . . . − ∂2ϕ
∂y1∂y2n−1
d 0
− ∂2ϕ
∂y2∂y1
d 1− ∂2ϕ
∂y2∂y2
d . . . − ∂2ϕ
∂y2∂y2n−1
d 0
...
...
...
...
− ∂2ϕ
∂y2n−1∂y1
d − ∂2ϕ
∂y2n−1∂y2
d . . . 1− ∂2ϕ
∂y2n−1∂y2n−1
d 0
0 0 . . . 0 1


,
and by the proof of Lemma 14.17 in [15],
∂2d
∂xi∂xj
= Bkj
∂Ni
∂yk
= − ∂
2ϕ
∂yi∂yj
+ dCij ,
for some bounded matrix Cij . We have, for 1 ≤ i, j < 2n,
∂2ρ
∂xi∂xj
= e−λd(−λ ∂
2d
∂xi∂xj
+ λ2
∂d
∂xi
∂d
∂xj
) = λ
∂2ϕ
∂yi∂yj
+ dCij ,
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for some new bounded smooth Cij. Thus, we obtain ρij¯ . Moreover,
∂
∂xi
∂
∂xj
=
∂2ϕ
∂yi∂yj
∂
∂d
+
∂2
∂yi∂yj
+ d
∑
α,β 6=n,2n
Cαβij
∂2
∂yα∂yβ
+ d
∑
α6=2n
Cαij
∂
∂yα
= λ−1ρij
∂
∂d
+
∂2
∂yi∂yj
+ d
∑
α,β 6=2n
Cαβij
∂2
∂yα∂yβ
+ d
2n∑
l=1
C lij
∂
∂yl
,
where we used, at P and for i 6= 2n,
Bpi(
∂
∂yp
B2n,j)
∂
∂d
=
∂
∂yi
(
A∗j,2n
detA
)
∂
∂d
+O(d)
=
∂
∂yi
(
∂ϕ
∂yj
· 1
1 + |Dϕ|2 )
∂
∂d
+O(d)
=
∂2ϕ
∂yi∂yj
∂
∂d
+O(d).
In summary, we obtain
M−1
ij¯
wji¯ = d
2(1 + dC1)(wdd +
∂2w
∂yn∂yn
) + (−(n− 1)d+ d2Cd)wd
+ d2
∑
β 6=n,2n
Tβd
∂wd
∂yβ
+ d2
∑
β 6=n,2n
Tnβ
∂2w
∂yn∂yβ
+ d
∑
β,γ 6=n,2n
Tβγwβγ
+ d
∑
β 6=2n
Tβ
∂w
∂yβ
.
(3.6)
Note Yi =
∂
∂yi
at P . The above form does not change under the local frame. 
Now, we discuss
∑∞
k=2 Tr(M
−1N)k. By Lemma C.4, the norm C2g can be defined
under the local frame system {Yi}.
Lemma 3.2. For k ≥ 2, in the local frame as in Appendix C, Tr((M−1N)k) is a
polynomial in
d2udd, d
2Y 2n u, d
3
2Yβud, d
3
2YnYβu, dYβYγu, dYiu,(3.7)
for β, γ 6= n, 2n, 1 ≤ i ≤ 2n, with smooth coefficients. Moreover,
Tr((M−1N)k) ≤ Ck|u|kC2g ,(3.8)
for some positive constant C.
By Lemma 3.2,
∑∞
k=2 Tr(M
−1N)k is analytic in d2Yβud, d2YnYβu and terms in (3.7)
in a domain U if C‖u‖C2g (U) < 1.
Proof. In the local frame and same setting as in Lemma 3.1, for fixed point P , we have
(3.4). Hence, M−1
ij¯
is O(ρ2) if i or j = n and is O(ρ) otherwise. Using this fact, we can
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count the power of ρ (or d) in each term of the summation,
Tr((M−1N)k) =
∑
M−1
i1j¯1
uj1i¯2M
−1
i2 j¯2
uj2i¯3 · · ·M−1ik j¯kujk i¯1 ,(3.9)
depending on how many lower indices in each term equal n.
First, we have a factor dk in the term
M−1
i1 j¯1
uj1i¯2M
−1
i2j¯2
uj2i¯3 · · ·M−1ik j¯kujk i¯1 .
(There is no summation above.) If only one of these lower indices is n, we have an extra
d factor. After that, each time we insert two n’s in lower indices, we add at least one
extra d factor. So for k ≥ 2, Tr((M−1N)k) is a linear combination of
(d2unn¯)
k1(d
3
2unβ¯)
k2(d
3
2uβn¯)
k3(duβγ¯)
k4 ,
for k1 + · · · + k4 ≥ 2, β, γ 6= n, with smooth coefficients. If k2 + k3 is odd, we adjust a
d
3
2uij¯ to d
2uij¯ . At least two derivatives of u will show up in each term. In putting it in
local frames, unn goes to Y
2
n u, udd and first order derivatives. Other terms are similar.
Combining all these, we have (3.8). 
By Lemma 3.1 and Lemma 3.2, if u∗ is a polynomial with respect to d with tangential
coefficients, Tr(M−1 · D2u∗) − (n + 1)u∗ is the dominating term. As in [18], for each
0 ≤ j ≤ n, we can find uj, a polynomial in d of degree j, such that
Q(uj) = O(d
j+1).
For example, we have
u0 = − 1
n+ 1
F |d=0.
However, un+1 does not have an explicit expression. Fefferman pointed out that a
logarithmic term dn+1 log d is needed to find
un+1,1 = c0 + c1d+ · · ·+ cndn + cn+1,1dn+1 log d
such that
Q(un+1,1) = O(d
n+2 log d).
Note that cn+1 is nonlocal and relies on the entire boundary ∂Ω. If cn+1 is known by
other methods, then for any k > n+ 1, we can find
uk =
n∑
i=0
cid
i +
k∑
i=n+1
Ni∑
j=0
ci,jd
i(log d)j
such that
Q(uk) = O(d
k+1).
Such a formal calculation is local, so we do it near a smooth portion of boundary Γ.
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4. Basic Estimates
In this section, we derive some basic estimates.
Let ψ = u1 be the polynomial of degree 1 from the formal computation, which is
smooth up to boundary. Set
u = ψ + v,
and rewrite the equation (2.3) as
log
det(gij¯ + ψij¯ + vij¯)
det(gij¯ + ψij¯)
= (n+ 1)(ψ + v) + F − log det(gij¯ + ψij¯)
det(gij¯)
,(4.1)
near ∂Ω where gij¯ + ψij¯ >
1
2gij¯ . Set
Gij¯ = gij¯ + ψij¯ ,
which is equivalent to gij¯ . The right-hand side in (4.1) is given by (n + 1)v + F1d
2, for
a C3-function F1 near ∂Ω. We now derive some estimates of v.
Lemma 4.1. For every 0 < ǫ < 1, there holds
|v| ≤ C|ρ|1+ǫ.
Proof. We first prove |v| ≤ C|ρ|. By Theorem 2.1, v is uniformly bounded. For some
small r to be fixed such that the frame system {Yi} is well-defined in {0 ≤ d < r}, we
take a constant b such that
b >
‖v‖C0
1− e−λr .
Then, v + bρ < 0 for d ≥ r. Consider the function
σ = v + bρ.
If σ ≥ 0 somewhere, it must occur near boundary. Take a sequence of points {pi} such
that σ(pi) approaching the maximum of σ. By the maximum principal on noncompact
manifolds by Cheng-Yau [9], we have
lim sup ∇2gσ(pi) ≤ 0,
and hence, by ρij¯ > 0,
lim sup
det(gij¯ + ψij¯ + vij¯)
det(gij¯ + ψij¯)
(pi) ≤ lim sup
det(gij¯ + ψij¯ + σij¯)
det(gij¯ + ψij¯)
(pi) ≤ 1.
By (4.1), we get
lim sup e(n+1)v+F1d
2
(pi) ≤ 1,
and, by the definition of σ,
lim sup((n + 1)σ − (n+ 1)bρ+ F1d2)(pi) ≤ 0.
Take b large such that −(n+ 1)bρ+ F1ρ2 > 0. Therefore,
limσ(pi) ≤ 0.
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Thus, v ≤ −bρ. For the other direction, we set σ1 = v − bρ and apply the same method
for a sequence of points {qi} approaching the minimum point of σ1 to get σ1 ≥ 0.
After getting |v| ≤ C|ρ|, the rest is a standard maximum principle argument. In fact,
we use the test functions
M± = ±b(−ρ)1+ǫ,
and apply the maximum principle to equation (4.1) on Ωr = {0 < d < r}, using Lemmas
3.1 and 3.2, which still hold for Mij¯ = Gij¯ and Nij¯ = vij¯ as (4.2). The only difference is
that we need to replace (ρij¯) by (H ij¯), which is the inverse of the matrix,
Hij¯ = ρij¯ − ρψij¯.
Then,
M−1
ij¯
= −ρ(H ij¯ + H
il¯Hmj¯ρlρm¯
ρ− ρpq¯ρp¯ρq )
= −ρ(H
ij¯ρ− 14λ2H ij¯Hnn¯ + 14λ2H in¯Hnj¯
ρ− 14λ2Hnn¯
).
This ends the proof. 
Next, we consider expansions near Γ ⊂ ∂Ω. Around a point P ∈ Γ× {0 ≤ d ≤ r}, we
set
Mij¯ = Gij¯ , Nij¯ = vij¯,(4.2)
and consider the equation of v given by
log det(I +G−1 ·D2v)− (n+ 1)v = F1d2.(4.3)
We use coordinates {ν1, · · · , νn} around point P ∈ Γ× {0 ≤ d ≤ r}. Then,
‖v‖C2,αG (B(x,1/2)) ≤ C(‖v‖L∞ + C1d
2) ≤ C2d1+ǫ.(4.4)
By Lemma C.4, it implies the weighted estimate
|v|+ d|Ynv|+ d|vd|+
√
d|Yiv|
+ d2|Y 2n v|+ d2|vdd|+ d|YiYjv|+ d
3
2 |YnYiv|+ d
3
2 |Yivd| ≤ C3d1+ǫ,
for i, j 6= n, 2n.
Using the fact that Lemma 3.1 and Lemma 3.2 still hold for Mij¯ and Nij¯ defined as
(4.2), locally the main equation can be expressed as
d2(1 + C1d)(vdd + Y
2
n v) + (−(n− 1)d+ Cdd2)vd
+ d2
∑
β 6=n,2n
TβdYαvd + d
2
∑
β 6=n,2n
TnβYnYβv + d
∑
β,γ 6=n,2n
TβγYβYγv
+ d
∑
β 6=2n
TβYβv − (n+ 1)v = F1d2 + F2,
(4.5)
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where C1, Cd, Tβd, Tβ are smooth functions, and F2 can be written as a convergent series
in
d2vdd, d
2Y 2n v, d
3
2Yβvd, d
3
2YnYβv, dYβYγv, dYiv,(4.6)
for 0 ≤ l < p, β, γ 6= n, 2n, 1 ≤ i ≤ 2n, with smooth coefficients in x. (We may need to
replace d
3
2 in (4.6) by d2 if necessary.) In fact, every monomial in F2 contains at least
two terms in (4.6). We may have d
3
2YnYβv ·d
3
2Yβvd, or d
3
2YnYβv ·d2vdd. By the equation,
the latter case should really be d2YnYβv · d2vdd.
5. Tangential Estimates
In this section, we derive estimates along tangent directions.
Set w = Yαv, for 1 ≤ α ≤ 2n− 1. Applying Yα to (3.2) yields
∞∑
k=1
(−1)k−1Tr((M−1N)k−1(M−1YαN))− (n+ 1)w
= YαF1d
2 −
∞∑
k=1
(−1)k−1Tr((M−1N)k−1(YαM−1 ·N)).
(5.1)
In the left-hand side, the coefficients from k = 1 in form of Lemma 3.1 are dominating
coefficients. Then, the main equation is linearized.
For some local tangential vector Yαl , l = 1, · · · , p, set
wp = Yα1 · · ·Yαpv.
Lemma 5.1. Let k be a nonnegative integer. Then, for any 0 ≤ p ≤ k,
‖wp‖C2,ǫG (B(x,1/2)) ≤ Cd(x)
1+ǫ,(5.2)
and, for 1 ≤ p ≤ k, wp satisfies an equation of the form
d2(1 + dC1)(w
p
dd + Y
2
nw
p) + (−(n− 1)d+ d2Cd)wpd
+
∑
β 6=n,2n
(d2Tβd + d
3
2Cβd)Yαw
p
d +
∑
β 6=n,2n
(d2Tnβ + d
3
2Cnβ)YnYβw
p
+ d
∑
β,γ 6=n,2n
(Tβγ + Cβγ)YβYγw
p + d
∑
β 6=2n
(T βij + C
β
ij)Yβw
p − (n+ 1)w
= F1d
2 + F2,
(5.3)
where C1, Cd, Cαd, Cnα, Cαβ , and F1 are smooth functions in x, and F2 is a convergent
series in
d2wldd, d
2Y 2nw
l, d
3
2Yβw
l
d, d
3
2YβYnw
l
d, dYβYγw
l, dYiw
l,(5.4)
for 0 ≤ l < p, β, γ 6= n, 2n, 1 ≤ i ≤ 2n, with smooth coefficients (with d 32 in (5.4) replaced
by d2 if necessary). Every monomial in F2 contains at least one term in (5.4).
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Proof. We prove by an induction on k. For k = 0, the desired results follow by (4.4).
We assume they hold for k − 1 and proceed to prove for k.
If k = 1, wk satisfies an equation of form (5.3) by applying Lemma 3.1 and Lemma
3.2 to (5.1). If k > 1, note that wk−1 satisfies an equation of form (5.3) by induction.
Taking Yα of (5.3), for 1 ≤ α ≤ 2n−1, we derive an equation of wk = Yαwk−1 of the form
of (5.3). In both cases, we only need to consider the terms generated by the exchange
of orders in dYαYβYγw
k−1, which may not be bounded by ‖wk−1‖C2,ǫG .
Case 1: α = n and wk = Ynw
k−1. By an exchange of the orders of vector fields, we
have
dYnYβYγw
k−1 = dYβYnYγwk−1 + d
∑
θ 6=2n
fθYθYγw
k−1,
where, if θ = n, we have a term not bounded by ‖wk−1‖C2G . We can continue and get
dYnYβYγw
k−1 = dYβYγwk + d
∑
θ 6=2n
Yβ(gθYθw
k−1) + d
∑
θ 6=2n
fθYθYγw
k−1
= dYβYγw
k + d
∑
θ 6=n,2n
Yβ(gθYθw
k−1) + d
∑
θ 6=n,2n
fθYθYγw
k−1
+ dYβ(gnw
k) + dfnYnYγw
k−1
= dYβYγw
k + d
∑
θ 6=n,2n
Yβ(gθYθw
k−1) + d
∑
θ 6=n,2n
fθYθYγw
k−1
+ dYβ(gnw
k) + dfnYγw
k + d
∑
θ 6=2n
(fnhθ)Yθw
k−1,
where dYβYγw
k, dgnYβw
k, dfnYγw
k are regarded as main terms and the rest are bounded
by ‖wk−1‖C2G . We conclude that w
k satisfies the equation (5.3), with F2 as series in
(5.4), for 1 ≤ l < k.
By induction, we have
‖wk−1‖C2,ǫG (B(x,1/2)) ≤ Cd(x)
1+ǫ,
and hence wk = O(dǫ). Consider a function
M = a|y˜|2dǫ + bd1+ǫ.
As in [18], we get
|wk| ≤ Cd1+ǫ.
Then, by the Schauder estimate, we obtain
‖wk‖CǫG(B(x,1/2)) ≤ |w
k|L∞ + C(‖w1‖CǫG(B(x,1)) + · · ·+ ‖w
k−1‖CǫG(B(x,1)) + d
2)
≤ Cd(x)1+ǫ.
12 QING HAN AND XUMIN JIANG
Case 2: Yα 6= Yn and there is a Yn in the expression of wk−1, for example, wk−1 =
Ynw
k−2 for some wk−2. Then,
wk = Yαw
k−1 = Yn(Yαwk−2) +
∑
θ 6=2n
fθYθw
k−2,
where the first term is discussed in the first case and the second term is done by induction.
Case 3: Yα 6= Yn and wk−1 does not contain Y n in its expression. Assume wk−1 =
Yλw
k−2 for λ 6= n, 2n. By an exchange of orders of differentiations, we get
dYαYβYγw
k−1 = dYβYαYγwk−1 + d
∑
θ 6=2n
fθYθYγw
k−1
= dYβYγw
k + d
∑
θ 6=2n
Yβ(gθYθw
k−1) + d
∑
θ 6=2n
fθYθYγw
k−1.
We now consider the last two terms. Taking d
∑
θ 6=2n fθYθYγw
k−1 for example, we have
d
∑
θ 6=2n
fθYθYγw
k−1 = dfθYnYγwk−1 + d
∑
θ 6=n,2n
fθYθYγw
k−1
= dfnYnYγw
k−1 + d
∑
θ 6=n,2n
fθYθYγw
k−1
= dfnYγYnw
k−1 + d
∑
θ 6=2n
fngθYθw
k−1 + d
∑
θ 6=n,2n
fθYθYγw
k−1,
where dfnYγYnw
k−1 = dfnYγ(Ynwk−1) is considered in the first case, where we proved
Ynw
k−1 satisfies (5.2). The rest terms are estimated by induction for p = k − 1. As
earlier, we can apply the maximum principle.
We now finish the proof of tangential regularity. 
6. Regularity and Expansions along the Normal Direction
In this section, we derive estimates along the normal direction and study expansions
of solutions.
The equation (4.5), expressed in a frame system, is fully nonlinear. The term vdd
appears in the right-hand side of (4.5), which in not present in quasilinear equations in
[18] and [19].
We introduce a variable new variable t such that
d =
1
2
t2.
Then,
∂
∂d
= t−1
∂
∂t
,
∂2
∂d2
= t−2
∂2
∂t2
− t−3 ∂
∂t
.
In the Euclidean metric, we get from (5.2), for any p ≥ 0,
‖DpY ′vtt‖CǫG(BG(x,1/2)), ‖
DpY ′vt
t
‖CǫG(BG(x,1/2)), ‖
DpY ′v
t2
‖CǫG(BG(x,1/2)) ≤ Cp,(6.1)
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where BG(x, 1/2) is a ball with radius 1/2 in the metric G. The advantage here is that
all these estimates are under Euclidean coordinates. Here, CǫG is the weighted Ho¨lder
space with respect to the metric G.
We rewrite equation (3.2) as
vtt − (2n − 1)vt
t
− 4(n + 1) v
t2
= F,(6.2)
where F is a function of y′, t, v/t, vt, tvtt,DY ′v,D2Y ′v, and in fact, given by
F = −C1tvtt − (n− 1)tCdvt
+ t
∑
β 6=n,2n
TβdYβvt + t
2
∑
β 6=n,2n
TnβYnYβv +
∑
β,γ 6=n,2n
TβγYβYγv
+
∑
β 6=2n
TβYβv + F1t
2 − t−2F2,
where F1 and F2 are as in Lemma 5.1. Now we discuss vtt in F . We point out that F2
contains vtt. Set
v1 = v
′ − 2v
t
.
and hence
tv′′′ = tv′′1 − 2t(
v
t
)′′.(6.3)
Then we differentiate (6.2) with respect to t, substitute tv′′′ by (6.3), and then move
the generated terms that contains tv′′1 (also from
d
dtF2) to the left-hand side. A further
simplification yields
v′′1 − (2n − 3)
v′1
t
− (6n+ 3)v1
t2
= F,(6.4)
where
F = F (y′, t,
v
t
, vt,
v1
t
, v′1,D
2
y′v
′,D2y′v
′
1).
Then, we can follow the quasilinear case as in [18] to develop the boundary expansion.
7. Global Convergence for Analytic Boundary
In this section, we discuss the convergence of the boundary expansions. Consider the
following boundary expansions we derived in earlier sections:
∞∑
i=1
Ni∑
j=1
ci,jt
i(log t)j .
Under the assumption that the entire boundary ∂Ω is analytic, we prove the convergence
of this series.
For technical reasons, we need to assume that ∂Ω is parallel; namely, the tangent
bundle of ∂Ω is trivial. By Stiefel’s theorem, all oriented three manifolds are parallel.
Hence, the assumption that ∂Ω is parallel is redundant in C2.
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By Remark C.3, the choice of the frame system is flexible. When a manifold is parallel,
its local forms {Yi} can be defined globally. Note that Yn is globally defined. We can pull
back the metric on T (∂Ω) to ∂Ω × R2n−1, and introduce the orthogonal group actions
O(n) on T (∂Ω). Then, for all α 6= n, 2n, we can define Yα = TαYn, for some Tα ∈ O(n)
that rotates at an angle π2 . Meanwhile, we make all these vector fields orthogonal to
each other.
Set
θ =
1
2
√−1(∂ρ− ∂¯ρ),
and
H(∂Ω) = span{Y1, · · · , Yn−1, Yn+1, · · · , Y2n−1}.(7.1)
Then, (∂Ω,H(∂Ω), θ) is a CR-manifold as in Appendix B.
Lemma 7.1. Let T be defined in Appendix B. Then under the new frame system,
Y˜n = T, Y˜α = Yα for α 6= n, 2n,
Lemma 3.1 and Lemma C.4 still hold.
Proof. For any interior point P near boundary, we fix Q ∈ ∂Ω such that d(P,Q) =
d(P, ∂Ω). Under the coordinates {zQi }, we have
θ = Im(∂ρ) =
∂ρ
∂xi+n
dxi − ∂ρ
∂xi
dxi+n,
which is −λdxn at P , for λ as in (2.1). Thus on M = ∂Ω, θ(Yn) = −λ and θ(Yα) = 0
for α 6= n, 2n. Hence,
H(M) = span{Y1, . . . , Yn−1, Yn+1, · · · , Y2n−1},
and Yn + λT ∈ H(M). Therefore,
Yα = Y˜α if α 6= n, 2n,
Yn = −λY˜n +
∑
α6=n,2n
fαY˜α,
for some functions fα. Then, the form of (3.3) still holds, since
d2Y 2nw = d
2λ2Y˜ 2n + d
2{· · · },
where omitted terms do not affect the form of (3.3) with the presence of the d2 factor.
Lemma C.4 follows similarly. 
In the rest of this paper, we replace the frame system {Yi} by {Y˜i}, but still denote
it by {Yi}. We proceed to prove the convergence for 0 ≤ t ≤ r, with some r > 0, if the
entire boundary ∂Ω is analytic.
First, we prove that v is tangentially analytic. We assume ∂Ω is analytic and
[Yi, Yj] = S
m
ij Ym,
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where Smij are analytic functions on ∂Ω. By Lemma B.1, we have for α 6= n, 2n,
Snnα = 0.(7.2)
This implies the Lie bracket of Yn, Yα does not include a Yn term. There are positive
constants D and B > 0 such that, for all k ≥ 0 and 1 ≤ i, j,m ≤ 2n − 1,
‖DkY ′Smij ‖Cα ≤ DBk−1(k − 3)!,(7.3)
where l! = 1 if l is an negative integer, and the Cα-norm is defined by the metric on ∂Ω.
We may also use
‖DkY ′Smij ‖Cα ≤ DBk(k − 2)!.
Theorem 7.2. Assume ∂Ω is analytic and a global frame system {Yi} is defined as
above. Then,
|DlY ′v|C2G(x) ≤ DB
l−1(l − 1)!d(x)1+ǫ,(7.4)
where Bg(x, 1/2) is the metric ball centered at x with radius 1/2 under g, and ‖DlY ′v‖
denotes the maximum of the norms of all tangential derivatives of v of order l.
Proof. We prove (7.4) by a similar method for the tangential regularity and aim to derive
estimates of analyticity type for higher order derivatives. No shrinking technique as in
[19] is needed. However, we have to deal with the exchange of orders of vector fields.
We prove inductively (7.4) and the following two estimates:
|d(x)DiY ′v| ≤ DBl−1(l − 1)!d(x)1+ǫ,(7.5)
where i = l + 1 if exactly one of the Y ′’s in (7.5) is not Yn and i = l + 2 if at least two
of the Y ′’s in (7.5) are not Yn, and
|d(x) 32Dl+2Y ′ v| ≤ DBl−1(l − 1)!d(x)1+ǫ,(7.6)
if exactly one of the Y ′’s in (7.5) is not Yn. Note that all Yn case, which is not included
in (7.5), is covered by (7.4).
Set Ωr = {0 < d < r}. As v is analytic in Ω, we assume (7.4) holds in Ωr \ Ωr/2 for
all l ∈ Z, for a fixed small r.
Assume (7.4), (7.5), and (7.6) hold for all l with l < p.
First, we prove
|DpY ′v| ≤ DBp−1(p− 1)!d1+ǫ.
By applying Dp−1Y ′ to (5.1), we have
G˜ijDpY ′YiYjv + PidD
p
Y ′DYiv − (n+ 1)DpY ′v = Hp,(7.7)
where G˜ij is the real metric obtained from the coefficient matrix of YαN in the linearized
equation (5.1), and Hp denotes the rest terms, which involve at most (p+1)th derivative
of v. In the left-hand side of (7.7), we need to exchange the order of derivatives, from
DpY ′YiYjv to YiYjD
p
Y ′v. In the right-hand side, we can discuss Hp in a similar way as in
[19], using (7.5) and (7.6) for the exchange of orders of derivatives. We will concentrate
on the left-hand side and skip the discussion of the right-hand side.
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We need to analyze (p+1)th derivatives. Taking dDpY ′Y1Y2v for example, we have to
change it to dY1Y2D
p
Y ′v, which results in 2p terms of (p+1)th order tangential derivatives.
We will prove that they are bounded by the inductive estimates (7.4) and (7.5) in several
cases.
Case 1: DpY ′ = D
p
Yn
. We first prove a lemma.
Lemma 7.3. Assume the estimates (7.3), (7.4), and (7.5) hold for 1 ≤ l ≤ p−1. Then,
‖dDpYnYαYβv − dYαYβD
p
Yn
v‖L∞(Bg(x,1/2)) ≤ CBp−2(p − 1)!d(x)1+ǫ.
Proof. From dDpYnYαYβv to dYαD
p
Yn
Yβv, we generate terms of the form, with p1+p2 = p,
dDp1−1Yn (S
m
nα · YmDp2YnYβv),(7.8)
which is actually generated from dDp1YnYαD
p2
Yn
Yβv to dD
p1−1
Yn
YαD
p2+1
Yn
Yβv. Similarly, from
dYαD
p
Yn
Yβv to dYαYβD
p
Yn
v, we generate terms of the form, with p1 + p2 = p,
dYαD
p1−1
Yn
(Smnβ · YmDp2Ynv).(7.9)
By (7.2), Ym cannot be Yn in (7.8) and (7.9).
Since both m and β are not n in (7.8), by (7.5), we get
d‖Dp1−1Yn (Smiα · YmD
p2
Yn
Yβv)‖L∞(Bg(x,1/2))
≤ d
p1−1∑
k=0
Ckp1−1‖(DkYnSmiα)(Dp1−1−kYn YmD
p2
Yn
Yβv)‖L∞(Bg(x,1/2))
≤
p1−1∑
k=0
Ckp1−1(DB
k(k − 2)!)(DBp−2−k(p1 + p2 − 2− k)!)d(x)1+ǫ
=
p1−1∑
k=0
Ckp1−1(k − 2)!(p − 2− k)!D2Bp−2d(x)1+ǫ(7.10)
≤
p1−1∑
k=0
Ckp1−1(k − 2)!(p1 − 2− k)!
(p− 2− k)!
(p1 − 2− k)!D
2Bp−2d(x)1+ǫ.
Note, for any 0 ≤ k ≤ p1 − 1,
(p− 2− k)!
(p1 − 2− k)! ≤
(p− 2)!
(p1 − 2)! ,
and
p1−1∑
k=0
Ckp1−1(k − 2)!(p1 − 2− k)! ≤ C(p1 − 2)!,
as in proof of Lemma A.2. Combining all these, we obtain
p∑
p1=1
‖dDp1−1Yn (Smiα · YmD
p2
Yn
Y2v)‖L∞(Bg(x,1/2)) ≤ CBp−2(p− 1)!d(x)1+ǫ.
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This finishes the estimate of terms in the form of (7.8).
To estimate (7.9), we have to consider two types of terms: applying Yα to S
m
iβ, or to
YmD
p2
Yn
v. Then,
d‖YαDp1−1Yn (Smiβ · YmD
p2
Yn
v)‖L∞(Bg(x,1/2))
≤ d
p1−1∑
k=0
Ckp1−1‖(YαDkYnSmiβ)(Dp1−1−kYn YmD
p2
Yn
v)‖L∞(Bg(x,1/2))
+ d
p1−1∑
k=0
Ckp1−1‖(DkYnSmiβ)(YαDp1−1−kYn YmD
p2
Yn
v)‖L∞(Bg(x,1/2)).
We only need to estimate the first term. We have
d
p1−1∑
k=0
Ckp1−1‖(YαDkYnSmiβ)(Dp1−1−kYn YmD
p2
Y ′v)‖L∞(Bg(x,1/2))
≤
p1−1∑
k=0
Ckp1−1(DB
k(k − 2)!)(DBp−2−k(p1 + p2 − 2− k)!)d(x)1+ǫ
=
p1−1∑
k=0
Ckp1−1(k − 2)!(p − 2− k)!D2Bp−2d(x)1+ǫ,
which is the same as (7.10), and already estimated. 
To continue, we consider the test function
M(x) = bd1+ǫ in Ωr,
and obtain
|DpYnv| ≤ DBp−1(p − 1)!d1+ǫ.
We apply the interior C1,α- and C2,α-estimates in BG(x, 1/2). Note that Lemma 7.3 still
holds if we replace the L∞-norm by the Cα-norm. Hence, (7.4) follows for case l = p
and DpY ′ = D
p
Yn
.
Case 2: DpY ′ has exactly (p − 1) Yn’s. We first consider DpY ′ = YθDp−1Yn , for some
θ 6= n, 2n. We need to consider terms in (7.8) and (7.9) with Dp1−1Yn replaced by YθD
p1−2
Yn
,
and also terms of the following form
dSnθ,αD
p
Yn
Yβv, dYα(S
n
θ,βD
p
Yn
v).(7.11)
The terms in (7.11) come from the exchange of Yθ with Yα and Yβ, and cannot be
estimated as in Lemma 7.3. We can change them to dYαD
p
Yn
v and dYβD
p
Yn
v, plus
a proper number of pth order derivatives. Note that dYαD
p
Yn
v, dYβD
p
Yn
v are already
estimated in Case 1. If DpY ′ = YnYθD
p−2
Yn
, · · · ,Dp−1Yn Yθ, the discussion is similar. Then,
we can apply the maximum principle and Schauder estimates to derive (7.4).
Case 3: DpY ′v has at most (p − 2) Yn’s. Note that all (p+ 1)th derivatives generated
by the change from dDpY ′DYαDYβv to dDYαDYβD
p
Y ′v have at least 2 non-Yn vector fields
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in its form. We can estimate these terms as estimating (7.9) in the proof of Lemma 7.3.
Then, we can apply the maximum principle and Schauder estimates to derive (7.4).
Finally, we can verify (7.5) and (7.6), using (7.4) and estimates as in Lemma 7.3. 
With bigger constants D and B, it follows from Theorem 7.2 that, in local coordinates
{yi}, the tangential derivatives satisfy
‖Dly′v‖C2G(BG(x,1/2)) ≤ DB
l−1(l − 1)!d(x)1+ǫ.
In view of d = t2/2, we have, similar to (6.1),
‖Dpy′vtt‖L∞(BG(x,1/2)), ‖
Dpy′vt
t
‖L∞(BG(x,1/2)), ‖
Dpy′v
t2
‖L∞(BG(x,1/2)) ≤ DBp−1(p− 1)!.
The rest follows as in [19].
8. The Local Case and the Gevrey Space
In this section, we discuss behaviors of solutions near a portion of the analytic bound-
ary. We will prove that solutions belong to the Gevrey space of order 2 along tangential
directions, which consists of functions v such that
‖DpY ′v‖L∞ ≤ DBp(p!)2.
In the next section, we will demonstrate that solutions of linear equations with similar
structures may not have convergent expansions.
Define
GR = {y = (y′, d) : |y′| < R, 0 ≤ d < R}.
Assume v is a solution defined in GR. Fix any r < R.
We first prove the following result.
Theorem 8.1. Assume the boundary portion Γ = GR ∩ {d = 0} is analytic. Then, for
any y ∈ GR,
δl−1l |DlY ′v|C2G(y) ≤ DB
l−1(l − 1)!d1+ǫ(y)d˜−(l−1)(y),(8.1)
where δl = d˜/l, d˜ is the distance function to the cylinder |y′| = R, and DlY ′v denotes any
l-th order derivative of v along Y1, · · · , Y2n−1.
Proof. By the interior analyticity, we assume (8.1) holds in GR ∩ {r/2 ≤ d < R}.
Define
Tl = GR ∩ {0 ≤ d < ( d˜
l
)2},
where d˜ is the distance from y to the cylinder |y′| = R. So, Tl is a circular cone and
shrinks while l increases. In this way, we divide GR into two parts GR = Tl ∪ TlC .
We prove (8.1) and the following two estimates by induction:
δl−1l |d(y)DiY ′v| ≤ DBl−1(l − 1)!d(y)1+ǫd˜−(l−1)(y),(8.2)
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where i = l + 1 if exactly one of the Y ′’s in (8.2) is not Yn and i = l + 2 if at least two
of the Y ′’s in (8.2) are not Yn, and
δl−1l |d(y)
3
2Dl+2Y ′ v| ≤ DBl−1(l − 1)!d(y)1+ǫd˜−(l−1)(y),(8.3)
if exactly one of the Y ′’s in (8.3) is not Yn. Note that all other cases, which are not
included in (8.2), are covered by (8.1).
Assume
δl−1l ‖DlY ′v‖C2,ǫG ≤ DB
l−1(l − 1)!d1+ǫd˜−(l−1)(8.4)
holds in Tl and (8.1), (8.2), (8.3) hold for all 0 ≤ l ≤ p − 1. We prove case p through
several steps.
Step 1. We prove
|DpY ′v| ≤ δ−p+1p DBp−1(p− 1)!d1+ǫd˜−(p−1) in GR.
Consider any y0 ∈ Tp first. Without loss of generality, we assume y′0 is the origin, and
find a column Gδ,δ2 = {y : |y′| < δ, 0 ≤ d < δ2} ⊆ Tp−1 containing y0, for δ = d˜(y0)/p.
Note d(y0) < δ. Set
M(y) = a|y′|2dǫ + bd1+ǫ.
Then,
M(y′, δ2) = a|y′|2δ2ǫ + bδ2+2ǫ,
M(y′, d) = aδ2dǫ + bd1+ǫ if |y′| = δ.
By (8.1) for l = p− 1, we have
|DpY ′v| ≤ δ−p+2DBp−2(p− 2)!dǫd˜−(p−2).
If
a ≥ δ−pDBp−2(p− 2)!(d˜(y0)− δ)−(p−2),
b ≥ δ−pDBp−2(p− 2)!(d˜(y0)− δ)−(p−2),
then, v ≤M on ∂Gδ . If a point y close to y0 satisfies d˜(y) ≥ d˜(y0)− δ, then
d˜(y)−(p−2) ≤ (d˜(y0)− δ)−(p−2) ≤ (d˜(y0)− d˜(y0)
p
)−(p−2) ≤ Cd˜−(p−2)(y0),
where C is some constant independent of p. We require
a ≥ δ−(p−1)CDBp−2(p− 1)!d˜−p+1(y0),
b ≥ δ−(p−1)CDBp−2(p− 1)!d˜−p+1(y0).
To apply the maximum principle as in the proof of Theorem 7.2 in Gδ,δ2 , we set
a = δ−(p−1)CDBp−2(p − 1)!d˜−p+1(y0),
b = δ−(p−1)DBp−1−
1
3 (p− 1)!d˜−p+1(y0).
Different from [19], we need to track the power of δ−1.
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To bound the lower order terms Hp in (7.7), we need a lemma similar to Lemma 7.3.
Lemma 8.2. Assume (7.3) holds, and (8.1), (8.2) hold for 1 ≤ l ≤ p− 1. Then, at any
y ∈ GR,
δp−1p |dDpY ′YαYβv − dYαYβDpY ′v| ≤ CBp−2(p− 1)!d(y)1+ǫd˜−(p−1)(y),
where C is a positive constant depending on D,R.
Proof. Switching from dDpY ′YαYβv to dYαYβD
p
Y ′v, we have terms of the form, with p1+
p2 = p,
dDp1−1Y ′ (S
m
∗,α · YmDp2Y ′Yβv),(8.5)
and
dYαD
p1−1
Y ′ (S
m
∗,β · YmDp2Y ′v),(8.6)
where ∗ is some index from 1 to 2n − 1. We point out that m can assume the value n.
This is different from Lemma 7.3.
To estimate (8.5), we first have
d|Dp1−1Y ′ (Sm∗,α · YmDp2Y ′Yβv)| ≤ d
p1−1∑
k=0
Ckp1−1|(DkY ′Sm∗,α)(Dp1−1−kY ′ YmDp2Y ′Yβv)|.
For k = 0, we have at least two subindices in Dp1−1−kY ′ YmD
p2
Y ′Yβv which are not n. This is
because β 6= n and, if all Y ′’s in Dp1−1−kY ′ YmDp2Y ′Yβv equal Yn, then m 6= n by (7.2). For
k > 0, there may be only one non-Yn operator in D
p1−1−k
Y ′ YmD
p2
Y ′Yβv. Now, for k = 0,
we apply the C2 part of the estimate (8.1) with p − 1 and, for k > 0, we apply the C1
part of the estimate (8.1) with p− k. Then,
d|Dp1−1Y ′ (Sm∗,α · YmDp2Y ′Yβv)|
≤ 2
p1−1∑
k=1
Ckp1−1(DB
k−1(k − 3)!) · δk+1−pp D(Bd˜(y)−1)p−1−k(p− 1− k)!d(y)1+ǫ
= 2
p1−1∑
k=1
Ckp1−1(k − 3)!(p − 1− k)!D2Bp−2δ2−pp d(x)1+ǫd˜(y)−(p−2)
≤ C(p− 1)!D2Bp−2δ2−pp d(y)1+ǫd˜(y)−(p−2),
since
p1−1∑
k=1
Ckp1−1(k − 3)!(p − 1− k)! ≤
p1−1∑
k=1
Ckp1−1p(k − 3)!(p1 − 1− k)! ·
(p− 1− k)!
(p1 − 1− k)!
≤
p1−1∑
k=1
(p1 − 1)! · (k − 3)!
k!
· (p− 1)!
(p1 − 1)!
≤ C(p− 1)!.
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Thus,
p∑
p1=1
|dDp1−1Yn (Smiα · YmD
p2
Yn
Y2v)| ≤ Cp!D2Bp−2δ2−pp d(y)1+ǫd˜(y)−(p−2)
≤ C(p− 1)!D2Bp−2R · δ1−pp d(y)1+ǫd˜(y)−(p−2).
This finishes the estimate of terms in the form of (8.5).
For (8.6), the discussion is similar. 
Taking B sufficiently larger than C, we have, by maximum principle,
|DpY ′v| ≤ δ−(p−1)DBp−1−
1
3 (p− 1)!d1+ǫd˜−p+1(y0),
where the extra factor B−1/3 is for a later purpose.
For y ∈ TCp = (Tp−1 \ Tp) ∪ TCp−1, by induction for case p− 2, if we can write DpY ′v =
D2YnD
p−2
Y ′ v, then
|DpY ′v| ≤ d−2δ−(p−3)DBp−3(p− 3)!d1+ǫd˜−p+3
≤ δ−(p−1)DBp−3(p − 1)!d1+ǫd˜−p+1(y0),
since d ≥ δ2. We can discuss the cases DpY ′v = DYnDYαDp−2Y ′ v or DpY ′v = DYαDYβDp−2Y ′ v
similarly.
Step 2. By gradient estimates for elliptic equations, we have, for fixed 0 < ρ′ < ρ < 1,
‖DpY ′v‖C1,αG (BG(y0,ρ′)) ≤ C(‖D
p
Y ′v‖L∞G (BG(y0,ρ)) + ‖Hp‖L∞(BG(y0,ρ))),
and hence
‖DpY ′v‖C1,αG (BG(y0,ρ′)) ≤ δ
−p+1DBp−1−
1
4 (p − 1)!d1+ǫd˜−p+1(y0).(8.7)
This also holds if we replace p by any l ≤ p.
Inductively, we can also prove, for l ≤ p− 1,
‖DlY ′v‖C2,αG (BG(y0,ρ′)) ≤ δ
−l+1DBl−
1
5 (l − 1)!d1+ǫd˜−l+1(y0).
We consider l = p − 1 for an illustration. For derivatives other than D2ddDp−1Y ′ v, it is
implied by (8.7). For D2ddD
p−1
Y ′ v, we consider the equation (5.3) for p − 1 and apply
Lemma A.2 and Remark A.3. Detailed discussion can be found in [19].
Now we have
‖Hp‖CαG(BG(y0,ρ′)) ≤ δ
−p+1DBp−1−
1
6 (p− 1)!d1+ǫd˜−p+1(y0).
Then, by Schauder estimates,
‖DpY ′v‖C2,αG (BG(y0,ρ′′)) ≤ δ
−p+1DBp−1−
1
7 (p − 1)!d1+ǫd˜−p+1(y0).
Therefore, we have (8.4) in Tp for the case p.
Step 3. We now prove (8.1) for l = p in TCp . Define
‖v‖θ = sup{v(y) : y ∈ TCp , d˜(y) ≥ θ}.
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Set
wp,k = D
p−k
Y ′ D
k
Ynv.
Here and hereafter, none of the Y ′’s equals Yn.
We claim
‖δp−1 max
1≤k≤p
[wp,k]C2G
‖θ ≤ 1
10
‖δp−1 max
1≤k≤p
[wp,k]C2G
‖(1− 1
p+2
)θ +DB
p− 5
4 (p − 1)!θ−p+1.(8.8)
We need the following result from [14].
Lemma 8.3. Let g(θ) be a positive monotone decreasing function, defined in the interval
0 ≤ θ ≤ 1 and satisfying
g(θ) ≤ 1
10
g(θ(1 − 1
n
)) +
C
θn−3
,
for some n ≥ 4 and C > 0. Then,
g(θ) < CAθ−n+3,
for some constant A.
By applying Lemma 8.3 to (8.8), we obtain
‖δp−1 max
1≤k≤p
[wp,k]C2G
‖θ ≤ ADBp−
5
4 (p− 1)!θ−p+1 ≤ DBp−1(p− 1)!θ−p+1.(8.9)
This finishes the induction. Note that Lemma 8.3 requires g(0) to be defined. We can
shrink R to achieve this.
Fix a θ. For any y0 ∈ TCp with d˜(y0) ≥ θ, set
(8.10) δ1 = min{ d˜
(p + 2)
√
d
,
δ2
d
}.
Since δ ≤
√
d, then
p
p+ 2
· δ
2
d
≤ δ1 ≤ δ
2
d
.
Note that if we perturb the variables by a distance δ1 under the metric G, the analyticity
estimates still hold. In fact, d˜p will vary by a bound independent of p and d˜.
We now estimate derivatives of wp,k.
For DYnDY ′wp,k, we consider wp+1,k = DY ′wp,k. We multiply (5.3) for the case p+ 1
by δ21 and consider it under G/δ
2
1 , the metric G scaled by a factor 1/δ
2
1 . By (8.1) for the
case l = p− 1 and δ ≤
√
d, we have
|wp+1,k| ≤ δ−p+2DBp−2(p− 2)!d−
1
2
+ǫd˜−(p−2).‘(8.11)
By gradient estimates for elliptic equations, we obtain, for metric balls centered at y0,
‖wp+1,k‖C1,α
G/δ2
1
(B
G/δ2
1
(y0,ρ′))
≤ C1(‖wp+1,k‖L∞
G/δ2
1
(B
G/δ2
1
(y0,ρ))
+ δ21‖Hp+1‖L∞
G/δ2
1
(B
G/δ2
1
(y0,ρ))).
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Hence,
‖wp+1,k‖C1,α
G/δ2
1
(B
G/δ2
1
(y0,ρ′))
≤ δ−p+2C1DBp−
3
2 (p − 2)!d− 12+ǫd˜−(p−2)(y0)
+ C1δ
2
1‖Hp+1‖L∞
G/δ2
1
(B
G/δ2
1
(y0,ρ)).
We note that the power of B is increased by 1/2. The extra power was used to control
the value change caused by a variation of d˜.
We now apply Dp+1−kY ′ D
k
Yn
to (5.1) and write the resulting equation in a similar
form as (7.7), with Hp+1 in the right-hand side. There are at most C1p terms of form
D2wp,k,D
2wp,k−1 in Hp+1, which are all of the (p + 2)-th derivatives in Hp+1. We have
estimates of the rest terms in Hp+1, just as before. Hence,
‖wp+1,k‖C1,α
G/δ2
1
(B
G/δ2
1
(y0,ρ′))
≤ δ−p+2C1DBp−
3
2 (p − 2)!d− 12+ǫd˜−(p−2)(y0)
+ C1pδ
2
1 [wp,k]C2G(BG(y0,δ1ρ))
+ C1pδ
2
1 [wp,k−1]C2G(BG(y0,δ1ρ)),
where [ · ]C2G denotes the C
2 semi-norm. Then,
δ1d|DYnDY ′wp,k| ≤ δ−p+2DBp−
4
3 (p − 2)!d− 12+ǫd˜−(p−2)(y0)
+ C1pδ
2
1 [wp,k]C2G(BG(y0,δ1ρ))
+ C1pδ
2
1 [wp,k−1]C2G(BG(y0,δ1ρ)),
or equivalently,
d
3
2 |DYnDY ′wp,k| ≤ δ−p+1DBp−
4
3 (p− 1)!d1+ǫd˜−(p−1)(y0)
+
pC1δ
2
√
d
[wp,k]C2G(BG(y0,δ1ρ))
+
pC1δ
2
√
d
[wp,k−1]C2G(BG(y0,δ1ρ)),
≤ δ−p+1C1DBp−
4
3 (p− 1)!d1+ǫd˜−(p−1)(y0)
+
C1δd˜√
d
[wp,k]C2G(BG(y0,δ1ρ))
+
C1δd˜√
d
[wp,k−1]C2G(BG(y0,δ1ρ)).
(8.12)
If k = 0, the last term is absent.
For D2Y ′wp,k, we have similarly, by taking δ1 =
δ√
d
,
d|D2Y ′wp,k| ≤ δ−p+1C1DBp−
4
3 (p − 1)!d1+ǫd˜−(p−1)(y0)
+
C1δd˜√
d
[wp,k]C2G(BG(y0,δ1ρ))
+
C1δd˜√
d
[wp,k−1]C2G(BG(y0,δ1ρ)).
(8.13)
For D2Ynwp,k with k < p, we have
d2|DYnDYnwp,k| = d2|DYnDY ′wp,k+1|+ lower order terms
≤ δ−p+1DBp− 43 (p− 1)!d1+ǫd˜−(p−1)(y0)
+ C1δd˜[wp,k+1]C2G(BG(y0,δ1ρ))
+ C1δd˜[wp,k]C2G(BG(y0,δ1ρ))
.
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A similar estimate holds for all second derivatives of wp,k weighted by coefficients of the
metric G, except D2ddwp,k, which can be estimated by using the equation (5.3). Thus,
for k < p,
[wp,k]C2G
≤ δ−p+1DBp− 43 (p− 1)!d1+ǫd˜−(p−1)(y0)
+ C1δd˜[wp,k+1]C2G(BG(y0,δ1ρ))
+ C1d˜[wp,k]C2G(BG(y0,δ1ρ))
+ C1d˜[wp,k−1]C2G(BG(y0,δ1ρ)).
(8.14)
For D2Ynwp,k with k = p, we consider wp+1,p+1 = DY nwp,p. By the gradient estimates,
we have
‖wp+1,p+1‖C1,α
G/δ2
1
(Bρ′ )
≤ δ−p+2C1DBp−
3
2 (p − 2)!d−1+ǫd˜−(p−2)(y0)
+ C1(p + 1)δ
2
1 [wp,p]C2G(BG(y0,δ1ρ))
,
and hence
d2|D2Ynwp,p| ≤ δ−p+1DBp−
3
2 (p− 1)!d1+ǫd˜−(p−1)(y0)
+C1δd˜[wp,p]C2G(BG(y0,δ1ρ))
.
Similarly,
[wp,p]C2G
≤ δ−p+1DBp− 43 (p − 1)!d1+ǫd˜−(p−1)(y0)
+ C1d˜[wp,p]C2G(BG(y0,δ1ρ))
+ C1d˜[wp,p−1]C2G(BG(y0,δ1ρ)).
(8.15)
Finally, we multiply (8.14) and (8.15) by δp−1, and take a maximum of all these C2G
semi-norms over k = 1, · · · , p. We obtain
max
1≤k≤p
(δp−1[wp,k]C2G) ≤ DB
p− 4
3 (p − 1)!d1+ǫd˜−(p−1)(y0)
+ C1C2d˜ max
1≤k≤p
δp−1[wp,k]C2G(BG(y0,δ1ρ))
≤ DBp− 43 (p − 1)!d1+ǫθ−(p−1)(y0)
+ C1C2d˜ max
1≤k≤p
δp−1[wp,k]C2G(BG(y0,δ1ρ)),
since d˜(y0) ≥ θ. At points in BG(y0, δ1ρ) but not in TCp , [wp,k]C2G is already estimated in
Step 2. We have
‖ max
1≤k≤p
δp−1[wp,k]C2G‖θ ≤
1
10
‖ max
1≤k≤p
δp−1[wp,k]C2G‖(1− 1p+2 )θ
+DBp−
5
4 (p− 1)!d1+ǫθ−p+1,
(8.16)
provided C1C2d˜ ≤ 1/10. We point out that we can replace the C2G semi-norm in (8.16)
by the C2G norm. This is because the C
1
G semi-norm of wp,k is the summation norm of
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d
1
2 |Y ′wp,k|, d|Ynwp,k|, and d|Ddwp,k|, and satisfy
‖ max
1≤k≤p
δp−1|wp,k|C1G‖θ ≤ d
−1‖ max
1≤k≤p−1
δp−1|wp−1,k|C2G‖θ
≤ δ−1‖ max
1≤k≤p−1
δp−2|wp−1,k|C2G‖θ
≤ DBp−2(p − 1)!d1+ǫθ−p+1.
We can assume d˜ small since we can prove the theorem first for R small and then extend
to the general case by the interior analyticity. This finishes the proof of (8.8). 
In (8.1), Y ′ could be Yn. In the domain GR ∩ {d˜(y) ≥ η}, (8.1) implies
|DlY ′v|C2G(y) ≤ δ
−(l−1)
l DB
l−1(l − 1)!d1+ǫ(y)d˜−(l−1)(y)
≤ ll−1DBl−1(l − 1)!d1+ǫ(y)d˜−2(l−1)(y)
≤ D(η−2B)l−1ll−1(l − 1)!d1+ǫ(y)
< D(η−2B)l−1(2l)!d1+ǫ(y).
Note (2l)! = (1 · 3 · 5 · · · (2l − 1)) · (2 · 4 · 6 · · · (2l)) < (2 · 4 · 6 · · · (2l))2 = 22l(l!)2. Hence,
|DlY ′v|C2G(y) < 4D(4η
−2B)l−1(l!)2d1+ǫ(y).(8.17)
Therefore, v is in the Gevrey space of order 2 along the tangential directions.
A natural question is whether we can get an estimate with l! replacing (l!)2 in (8.17)
and hence obtain the tangential analyticity. It turns out that we cannot do this in
general for the local setting. In the next section, we construct an example demonstrating
solutions are not necessary analytic locally up to boundary.
In the following, we introduce an extra assumption in order to derive analyticity-type
estimates up to boundary for the 2n − 2 tangential directions Y1, · · · , Yn−1, Yn+1, · · · ,
Y2n−1. Let Γ = GR ∩ {d = 0} be a portion of the boundary. We assume that its CR
structure H(Γ) is integrable, i.e., for any Yα, Yβ ∈ H(Γ),
[Yα, Yβ] ∈ H(Γ),(8.18)
or equivalently, H(Γ) is the tangent field of a 2n−2 dimensional submanifold of Γ. Refer
to (7.1) for the definition of H(Γ).
Before stating the next result, we discuss briefly the role of the assumption (8.18). By
(7.2), there is no Yn term in [Yn, Yα], and by (8.18), there is no Yn term in [Yα, Yβ ]. In
the absence of the assumption (8.18), when we switch orders, we have, for Y ′ 6= Yn,
dDpY ′YαYβv = dYαYβD
p
Y ′v + pS
n
∗,αdYβYnD
p−1
Y ′ v + pS
n
∗,βdYαYnD
p−1
Y ′ v + · · · ,
where ∗ denotes some index which is not n, 2n. In general, the terms pSn∗,αdYβYnDpY ′v,
pSn∗,βdYαYnD
p−1
Y ′ v should not have worse estimates than the inductive estimates of
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dDpY ′YαYβv. However, by induction (8.19),
|pSn∗,αdYβYnDp−1Y ′ v| ≤ pδ−1p−1DBp−2(p − 2)!d1+ǫ(y)d˜−(p−2)(y)
≤ DBp−2p!d1+ǫ(y)d˜−(p−3)(y).
This is worse than the inductive estimate of dYαYβD
p
Y ′v, which is, by (8.19),
|dYαYβDpY ′v| ≤ DBp−1(p − 1)!d1+ǫ(y)d˜−(p−1)(y).
We note that this is not an issue if we allow adding two p factors in each induction
step. Refer to Lemma 8.2 for details. Under the assumption (8.18), there are no terms
such as pSn∗,αdYβYnD
p−1
Y ′ v, pS
n
∗,βdYαYnD
p−1
Y ′ v while switching orders from dD
p
Y ′YαYβv to
dYαYβD
p
Y ′v.
Theorem 8.4. Assume a boundary portion Γ = GR ∩{d = 0} of GR is analytic and, in
addition, (8.18) holds. Then, for any l ≥ 0, 0 ≤ k ≤ l, and any y ∈ in GR,
δkl |Dl−kY ′ DkYnv|C2G(y) ≤ DB
l−1(l − 1)!d1+ǫ(y)d˜−(l−1)(y),(8.19)
where δl = d˜/l, d˜ is the distance function to the cylinder |y′| = R, and Y ′ is any one of
Y1, · · · , Yn−1, Yn+1, · · · , Y2n−1, and B and D are positive constants.
Proof of Theorem 8.4. We now sketch the proof. Set
wp,k = D
p−k
Y ′ D
k
Ynv.
Here and hereafter, none of the Y ′’s equals Yn.
By the interior analyticity, we assume (8.19) holds in GR ∩ {r/2 ≤ d < R}. Define Tl
as in the proof of Theorem 8.1. We prove (8.19) by induction. The proof is parallel to
that of (8.1). We record in this proof only those estimates different from those in the
proof of Theorem 8.1.
Take a positive integer p. Assume
δkl ‖wl,k‖C2,ǫG ≤ DB
l−1(l − 1)!d1+ǫd˜−(l−1)(8.20)
holds in Tl and (8.19) holds for any 0 ≤ l ≤ p− 1 and 0 ≤ k ≤ l.
Step 1. For wp,k = DYnwp−1,k−1, for some 1 ≤ k ≤ p, we proceed similarly as in Step
1 in the proof of Theorem 8.1 and obtain
|wp,k| ≤ δ−kp DBp−1(p− 1)!d1+ǫd˜−(p−1) in Tl.
For wp,k = DY ′wp−1,k, we consider the test function
M(y) = a|y′|2d 12+ǫ + bd1+ǫ,
and obtain
|wp,k| ≤ δ−kp DBp−1(p− 1)!d1+ǫd˜−(p−1) in Tl.
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For y ∈ TCp , by the induction for the case p− 2, if we can write wp,k = D2Ynwp−2,k−2,
then
|wp,k| ≤ d−2δ−(k−2)p DBp−3(p − 3)!d1+ǫd˜−p+3
≤ δ−kp DBp−1(p− 1)!d1+ǫd˜−p+1(y0),
since d ≥ δ2p. For cases wp,k = DYnDY ′wp−2,k−1, wp,k = D2Y ′wp−2,k, we can discuss
similarly.
Step 2. By gradient estimates for elliptic equations, for universal constants ρ′′, ρ′, ρ
such that 0 < ρ′′ < ρ′ < ρ < 1, we have,
‖wp,k‖C1,αG (BG(y0,ρ′)) ≤ C(‖wp,k‖L∞G (BG(y0,ρ)) + ||Hp||L∞(BG(y0,ρ))),
and hence
‖wp,k‖C1,αG (BG(y0,ρ′)) ≤ δ
−k
p DB
p−1− 1
4 (p − 1)!d1+ǫd˜−p+1(y0).(8.21)
This also holds if we replace p by any l ≤ p and 0 ≤ k ≤ l. Inductively, we can also
prove, for l ≤ p− 1,
‖wl,j‖C2,αG (BG(y0,ρ′)) ≤ δ
−j
l DB
l− 1
5 (l − 1)!d1+ǫd˜−l+1(y0).
Thus,
‖Hp‖CαG(BG(y0,ρ′)) ≤ δ
−k
p DB
p−1− 1
6 (p− 1)!d1+ǫd˜−p+1(y0),
and by Schauder estimates, for 0 ≤ k ≤ p,
‖wp,k‖C2,αG (BG(y0,ρ′′)) ≤ δ
−k
p DB
p−1− 1
7 (p − 1)!d1+ǫd˜−p+1(y0).
Therefore, we have (8.20) in Tp for the case p.
Step 3. We claim
‖ max
1≤k≤p
δkp‖wp,k‖C2G‖θ ≤
1
10
‖ max
1≤k≤p
δkp‖wp,k‖C2G‖(1− 1p+2 )θ +DB
p− 5
4 (p − 1)!θ−p+1.(8.22)
Then, by Lemma 8.3,
‖ max
1≤k≤p
δkp‖wp,k‖C2G‖θ ≤ ADB
p− 5
4 (p − 1)!θ−p+1 ≤ DBp−1(p− 1)!θ−p+1.(8.23)
We hence finish the proof by induction.
Fix a θ. For any y0 ∈ TCp with d˜(y0) ≥ θ, set δ1 by (8.10).
We consider wp+1,k = DY ′wp,k, for Y
′ 6= Yn. By (8.19) for case l = p− 1 and δ ≤
√
d,
we have
|wp+1,k| ≤ δ−k+1DBp−2(p− 2)!d−
1
2
+ǫd˜−(p−2).
By gradient estimates for elliptic equations, we obtain, for balls centered at y0,
‖wp+1,k‖C1,α
G/δ2
1
(Bρ′ )
≤ C1(‖wp+1,k‖L∞
G/δ2
1
(Bρ) + δ
2
1‖Hp‖L∞
G/δ2
1
(Bρ)),
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which implies
d
3
2 |DYnDY ′wp,k| ≤ δ−kC1DBp−
4
3 (p− 1)!d1+ǫd˜−(p−1)(y0)
+
C1δd˜√
d
[wp,k]C2G(Bδ1ρ)
+
C1δd˜√
d
[wp,k−1]C2G(Bδ1ρ).
(8.24)
Comparing (8.24) with (8.12), we note that δ−k appears in the first term in the right-
hand side of (8.24) instead of δ−p+1 in (8.12). We have similar improvements for the
rest of estimates.
For D2Y ′wp,k, we derive similarly, with δ1 =
δ√
d
,
d|D2Y ′wp,k| ≤ δ−kC1DBp−
4
3 (p− 1)!d1+ǫd˜−(p−1)(y0)
+
C1δd˜√
d
[wp,k]C2G(Bδ1ρ)
+
C1δd˜√
d
[wp,k−1]C2G(Bδ1ρ).
For D2Ynwp,k with k < p, we have
[wp,k]C2G
≤ δ−kDBp− 43 (p− 1)!d1+ǫd˜−(p−1)(y0)
+ C1δd˜[wp,k+1]C2G(Bδ1ρ)
+ C1d˜[wp,k]C2G(Bδ1ρ)
+ C1d˜[wp,k−1]C2G(Bδ1ρ).
(8.25)
For the case k = p, we have
[wp,p]C2G
≤ δ−pDBp− 43 (p− 1)!d1+ǫd˜−(p−1)(y0)
+ C1d˜[wp,p]C2G(Bδ1ρ)
+ C1d˜[wp,p−1]C2G(Bδ1ρ).
(8.26)
Finally, we multiply (8.25) by δk, multiply (8.26) by δp, and take a maximum of all these
C2G semi-norms over k = 1, · · · , p to obtain
max
1≤k≤p
(δk[wp,k]C2G
) ≤ DBp− 43 (p− 1)!d1+ǫd˜−(p−1)(y0) + C1C2d˜ max
1≤k≤p
δk[wp,k]C2G(Bδ1ρ)
.
As at points in Bδ1ρ(y0) under the metric G but not in T
C
p , ‖wp,k‖C2G is already estimated
in Step 2, we can ignore these points and actually have
‖ max
1≤k≤p
δk[wp,k]C2G
‖θ ≤ 1
10
‖ max
1≤k≤p
δk[wp,k]C2G
‖(1− 1
p+2
)θ
+DBp−
5
4 (p− 1)!d1+ǫθ−p+1,
(8.27)
provided C1C2d˜ ≤ 1/10, where the C2G semi-norm can be replaced by the C2G norm. In
fact, the C1G norm of wp,k is the summation norm of d
1
2 |Y ′wp,k|, d|Ynwp,k|, d|Ddwp,k|, so
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we check
‖ max
1≤k≤p
δk|wp,k|C1G‖θ ≤ ‖max{ max1≤k≤p−1 d
− 1
2 δk|wp−1,k|C2G , d
−1δp|wp−1,p−1|C2G}‖θ
≤ δ−1‖ max
1≤k≤p−1
δk|wp−1,k|C2G‖θ
≤ DBp−2(p− 1)!d1+ǫθ−p+1,
where we applied the inductive estimate (8.20) for case p− 1. This finishes the proof of
(8.22). 
We point out that the power of δl in the left-hand side of (8.19) is k, the order of the
differentiation with respect to Yn. This is a significant improvement over (8.1). Hence,
δl is absent from the left-hand side of (8.19) if k = 0. As a consequence, we have, for
any Y ′ 6= Yn, Y2n,
|DpY ′v| ≤ DBp−1(p− 1)!.
In other words, u is analytic in the directions in H(Γ).
We note that (8.18) usually does not hold for the complex Monge-Ampe`re equation in
the setting of this paper. As we discussed, this is mainly due to the presence of complex
structure.
In fact, Theorem 8.4 asserts (8.19) holds for solutions of a large class of equations
which has linearization
d2vdd + P (y)dvd +Q(y)v + d
2vy1y1 + d
n−1∑
i=2
vyiyi +R(y)
n−1∑
j=1
vyj = F,
where ∂∂y1 plays the role of Yn, and
∂
∂y2
, · · · , ∂∂yn−1 are other tangential directions.
9. A Counterexample to the Local Convergence
In [19], we discussed degenerate elliptic equations of form
d2vdd + d
2Tv − (n− 1)dvd − (n+ 1)v = F,
where T is a uniformly elliptic operator in tangential coordinates. All second derivatives
have the same rate of degeneracy. We proved the local convergence of the series solutions.
In this section, we study a class of equations where second derivatives have different
rates of degeneracy. Specifically, we consider
d2vdd + d
2vtt + dvss − (n − 1)dvd − (n+ 1)v = 0,(9.1)
in domain Gr = {0 < d < r} × {t2 + s2 < r2}. We construct a counterexample to the
local convergence.
Consider the operator
A = d2∂dd + d
2∂tt − (n− 1)d∂d − (n+ 1) = d2∆d,t − (n− 1)d∂d − (n+ 1).
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By Proposition 1 of [7], there exist a nonanalytic function w in d and t, defined in a
neighborhood of the origin in R+ × R, such that, for each k ∈ N and α ∈ N2,
‖∂α∆kd,tw‖L2 ≤ C |α|+k+1(2k)!(2α)!.(9.2)
The same estimates hold for ‖∂α∆kd,tw‖C2 if we enlarge C.
Let v be a bounded solution of (9.1). By a formal computation, all local terms in the
expansion of v vanish. Assume the first global term of v is cn+1. Then, v has a formal
expansion given by
v = cn+1d
n+1 + cn+2d
n+2 + · · ·+ ckdk + · · · .(9.3)
A convergent series solution of Av + dvss = 0 (or (9.1)) can be constructed as
v =
∞∑
k=0
(−A/d)k(dn+1w)
(2k)!
s2k,(9.4)
where w is a nonanalytic function satisfying (9.2). Note that the coefficient of s2k has
an explicit factor dn+1 for each k. In fact, formally,
(−A/d)(dn+1h) = −dn+1(dhdd + dhtt + 2hd),
for any function h. So inductively, we can prove the existence of dn+1 factor in the
coefficients. Since v = dn+1w is not analytic in d for s = 0, we conclude v is not analytic
in d. Further calculations show v belongs to Gevrey space G2.
The example constructed above is for a linear equation with the same structure as
the linear part of the nonlinear equation discussed in this paper. It strongly suggests
that it is impossible to prove the convergence in the local setting simply by writing the
nonlinear equation in the form of a perturbation of the linear equation. It is believed
that a similar example can be constructed for the nonlinear equation. We will not pursue
this in this paper.
Appendix A. Analyticity Type Estimates
In this section, we present some lemmas on analyticity type estimates for composition
functions by following Friedman [14].
Our main concern is the validity of the analyticity type estimates of the form, for any
l ≥ 0,
‖Dlu‖ ≤ DB(l−3)+(l − 3)!,(A.1)
where Dlu is an arbitrary derivative of u of order l, D,B are positive constants indepen-
dent of l, and ‖ · ‖ is a norm compatible with algebra of smooth functions, such as L∞-
and C0,α-norms.
We introduce the following notation. For any C1-function u = u(x), set
Gu(x) = (x, u(x),∇u(x)).
We simply write G instead of Gu if clear from the context.
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By Lemma 1 in [14] and its proof and assuming Ml = l! in [14], we have the following
result.
Lemma A.1. Assume S is analytic in its arguments G and satisfies, for any l ≥ 0,
|DlGS| ≤ CAl(l − 2)!,
for some positive constants A and C. Then, for an analytic function u = u(x), the
function (S ◦Gu)(x) ≡ S(x, u,Du(x)) satisfies, for any p ≥ 0,
‖Dp(S ◦Gu)‖ ≤ DBp−2(p − 2)!,
where B,D are constants independent of p, with B >> A.
An immediate consequence is the following result.
Lemma A.2. Assume S and Tij are analytic in its arguments G and satisfies, for any
l ≥ 0,
|DlGS|+ |DlGTij| ≤ CAl(l − 2)!,
for some positive constants A and C. Then, for an analytic function u = u(x), the
function R = S ◦Gu + Tij ◦Gu · uij satisfies, for any p ≥ 0,
‖DpR‖ ≤MDBp−2(p − 1)! + ‖Tij ◦GuDp+2u‖,
where B,D,M are constants independent of p.
Proof. Note
‖Dp(Tij ◦Gu · uij)‖ ≤
p∑
l=1
‖C lpDl(Tij ◦Gu)Dp−luij‖+ ‖Tij ◦Gu ·Dp+2u‖.
Hence,
p∑
l=1
‖C lpDl(Tij ·Gu)Dp−luij‖
≤
p∑
l=1
‖C lpEDBl−2(l − 2)! ·DBp−l−1(p − l − 1)!‖
≤ pED2Bp−2(p− 2)! + ED2Bp−2(p− 2)!
+
p−1∑
l=2
p
l(l − 1)(p − l)ED
2Bp−3(p− 1)!
≤MDBp−2(p − 1)!,
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for some M independent of B, p, if we set B much larger than other constants. Here, we
used the following estimates:
p−1∑
l=2
p
l(l − 1)(p − l) =
p−1∑
l=2
1
l − 1(
1
l
+
1
p− l )
=
p−1∑
l=2
1
(l − 1)l +
1
p− 1
p−1∑
l=2
(
1
l − 1 +
1
p− l ) < 3.
We have the desired result. 
Remark A.3. Note that all above estimates still hold if we increase the power of B by
less than or equal to 1.
Appendix B. A Lie Bracket Lemma by CR-Geometry
As in [38], let (M,H(M), J) be an oriented CR manifold, and θ be the one-form on
M that annihilates exactly H(M). We can define a pseudo-Riemannian metric gθ on
M , which is a Riemmannian metric if we assume (M,θ) is strictly pseodoconvex. In
addition, there is a unique vector field T on M such that θ(T ) = 1, dθ(T, ·) = 0. For
X,Y ∈ Γ(H(M)), we have
gθ(X,Y ) = dθ(X,JY ), gθ(X,T ) = 0, gθ(T, T ) = 1.
Then, we have the Tanaka-Webster connection ∇ on M . Let τ be the torsion. Then,
A(X) = τ(T,X) satisfies AH(M) ⊆ H(M), i.e.,
∇TX −∇XT − [T,X] ∈ Γ(H(M))
ifX ∈ Γ(H(M)). Note that∇TX ∈ Γ(H(M)) sinceH(M) is parallel, and∇XT ∈ H(M)
since gθ(∇XT, T ) = 12X(gθ(T, T )) = 0. Hence, we have the following result.
Lemma B.1. [T,X] ∈ Γ(H(M)) if X ∈ Γ(H(M)).
An easier proof follows from the Cartan’s formula as follows:
0 = dθ(T,X) = Tθ(X)−Xθ(T )− θ([T,X]) = −θ([T,X]).
Appendix C. A Frame System near ∂Ω
First, we build a frame system {Yi}i=1,··· ,2n on near ∂Ω. Fix any boundary point
in ∂Ω, say the origin O. After a unitary transform of coordinates, we can assume the
tangent plane of ∂Ω at the origin is given by x2n = 0. Denote by ϕ the function on the
tangent plane, whose graph is ∂Ω near the origin. We will use the Cartesian coordinates
x1, · · · , x2n, the complex coordinates z1 =
√−1x1+xn+1, · · · , zn =
√−1xn+x2n, and the
geodesic coordinates y1, · · · , y2n, where y2n = d = dist(x, ∂Ω). For y˜ = (y1, · · · , y2n−1),
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we have x = (y˜, ϕ(y˜)) +N(y˜)d. Then,
(C.1) [
Dx
Dy
]2n×2n =


1 + ∂N1∂y1 d
∂N1
∂y2 d . . .
∂N1
∂y2n−1 d N1
∂N2
∂y1
d 1 + ∂N2
∂y2
d . . . ∂N2
∂y2n−1
d N2
...
...
...
...
∂N2n−1
∂y1
d ∂N2n−1
∂y2
d . . . 1 + ∂N2n−1
∂y2n−1
d N2n−1
∂ϕ
∂y1
+ ∂N2n
∂y1
d ∂ϕ
∂y2
+ ∂N2n
∂y2
d . . . ∂ϕ
∂y2n−1
+ ∂N2n
∂y2n−1
d N2n


,
where N is the unit inner normal vector on ∂Ω. Denote by A this matrix, and by B its
inverse matrix.
For any point Q on the boundary, denote by n(Q) ∈ Cn its unit inner normal direction.
When Q is at O, n(Q) = (0, · · · , 0, 1)T . When Q is near O, we can find a unitary
transform T1 depending on Q, such that,
T1(Q) : n(O)→ n(Q),
where T1(Q) can be computed as a unitary matrix from the Gram-Schmidt orthonor-
malization of the matrix 

1 0 . . . 0 n(Q)1
0 1 . . . 0 n(Q)2
...
...
...
...
0 0 . . . 1 n(Q)n−1
0 0 . . . 0 n(Q)n


.
Ie procedure, we keep the n-th column. Note that n(Q)n is close to 1 and T1 is C
k−1,α
if Q is given under a Ck,α-coordinates chart of ∂Ω near O. Define T2 as the translation
from O to Q.
At point P such that d(P ) = dist(P,Q), we use complex coordinates
(z1, · · · , zn)TQ = T−11 (Q)T−12 (Q)(z1, · · · , zn)TO.
Here, Q is the origin, and on the ray QP , xPα = 0 if α 6= 2n. Then we can use geodesic
coordinates (y1, · · · , y2n)Q, and denote a frame system, for 1 ≤ i ≤ 2n,
Yi(P ) =
∂
∂yiQ
(P ).
This is a Ck−1,α frame system under the coordinates chart (z1, · · · , zn)O. It is not
orthonormal but (Yi, Yj) = δij + O(d), since Yi(P ) =
∂
∂xiQ
(P ) + O(d). We note that
Y2n =
∂
∂d is globally defined.
We have following properties.
Lemma C.1. (Yα,
∂
∂d) = 0 for α 6= 2n.
Lemma C.2. [Yα,
∂
∂d ] = 0 for α 6= 2n.
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Proof. We note that {Yi}i=1,··· ,2n is defined on the product topology of ∂Ω×{0 ≤ d ≤ r},
and Yα does not depend on d, for α 6= 2n.
Assume Yα = sα,i
∂
∂yiQ
near P , where sα,i’s are coefficients, and sα,2n = 0 since
(Yα, Y2n) = 0. Then,
[Yα,
∂
∂d
] = −∂sα,i
∂d
∂
∂yiQ
= 0,
since sα,i does not change on the integral curve of
∂
∂d . Too see this, notice at point
P ′ near P , if Q′ ∈ ∂Ω satisfies d(P ′) = d(P ′, Q′), then Yα(P ′) = ∂∂yα
Q′
. We can find
a transformation between the two coordinates system {yiQ}i=1,··· ,2n and {yiQ′}i=1,··· ,2n.
For any point A ∈ Ω under these two geodesic coordinates system, y2nQ = y2nQ′ . Assume
A′ ∈ ∂Ω is the closest boundary point to A. The orthonormal projection of A′ to
the tangent plane at Q (resp., Q′) defines the tangential coordinates {yαQ}α=1,··· ,2n−1
(resp., {yαQ′}α=1,··· ,2n−1) of A. This correspondence defines the transformation between
tangential coordinates, and only depends on where A′ is, independent of d. Then, we can
find a transformation between { ∂
∂yiQ
}i=1,··· ,2n and { ∂∂yi
Q′
}i=1,··· ,2n, which does not depend
on d. 
Remark C.3. Only Yn, Y2n are defined globally near ∂Ω. With the validity of Lemma
3.1, we do not need to restrict Yα as defined above, for 1 ≤ α ≤ 2n − 1, α 6= n. In fact,
we can define new frames {Y˜i} such that, for 1 ≤ α ≤ 2n− 1, α 6= n,
Y˜α =
2n−1∑
β=1
θα,βYβ,(C.2)
where θα,n = 0. Note that θα,β’s are independent of d. Then, Lemma 3.1 also holds
under the frames {Y˜i}.
Consider the metric gij¯ = (− log(−ρ))ij¯ . Then, we have the following result.
Lemma C.4. (1) The C1-norm ‖w‖C1g is equivalent to the norm which is the summation
of d|Ynu|, d|Y2nu|,
√
d|Yiu|, |u|, with i, j 6= n, 2n.
(2) The C2-norm ‖w‖C2g is equivalent to the norm which is the summation of d2|Y 2nw|,
d2|Y 22nw|, d|YiYjw|, d
3
2 |YnYiw|, d 32 |Y2nYiw|, ‖w‖C1g , with i, j 6= n, 2n.
Proof. Similarly as in Lemma 3.1, we can calculate at Q, using di =
1
2δin,
G(Yi, Yj) =
1
d
Tij +
1
d2
Tnn(δinδjn + δi,2nδj,2n),
for some smooth positive matrix Tij with respect to Euclidean coordinates near Γ. This
verifies that we can express ‖u‖C1g under frame system {Yi} with suitable weight; namely,
that |u|C1g is bounded is equivalent to that d|Ynu|, d|Y2nu|,
√
d|Yiu|, |u| are bounded for
i 6= n, 2n.
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Since G is Ka¨hler, we have
‖u‖2C2g = g
iq¯gpj¯(∇g)2ij¯u(∇g)2pq¯u
+ giq¯gjp¯(∇g)2iju(∇g)2p¯q¯u+ ‖u‖2C1g
= giq¯gpj¯uij¯upq¯ + g
iq¯gjp¯(∇g)2iju(∇g)2p¯q¯u+ ‖u‖2C1g .
Note gij¯ is O(ρ2) if i or j = n. So ‖u‖C2g ≤ C is equivalent to ‖u‖C1g ≤ C1 and
d2+δin+δjn |uij¯ |2 ≤ C1,
d2+δin+δjn |(∇g)2iju|2 ≤ C1.
We have
(∇g)2iju = uij + (∇g)i
∂
∂zj
u = uij + (Γ
G)kijuk = uij + g
kl¯∂igjl¯ · uk,
where
∂igjl¯ = −
ρijl¯
ρ
+
ρiρjl¯ + ρijρl¯ + ρjρil¯
ρ2
− 2ρiρjρl¯
ρ3
,
whose order of d depends on whether i, j, or l = n. Comparing the order of d, we conclude
that ‖u‖2C2g ≤ C is equivalent to the summation norm defined as in the lemma. 
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