New methods of image analysis and three-dimensional pattern recognition were developed in order to perform the automatic scan of nuclear emulsion pellicles. An optical microscope, with a motorized stage, was equipped with a CCD camera and an image digitizer, and interfaced to a personal computer. Selected software routines inspired the design of a dedicated hardware processor. Fast operation, high efficiency and accuracy were achieved. First applications to high-energy physics experiments are reported. Further improvements are in progress, based on a high-resolution fast CCD camera and on programmable digital signal processors. Applications to other research fields are envisaged.
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Computer control of the optical microscope The operation of an optical microscope in any scientific context is based on a few fundamental actions, such as to locate a field of view, to record its coordinates, to inspect the image and to measure some relevant features. Since the direct vision is more and more often replaced by a TV camera and screen, the same steps can be performed by a personal computer properly interfaced to peripheral devices (motors, optical rulers, TV camera, etc.) attached to the microscope. The elementary functions to be implemented are listed below.
1. Stage and depth control. -Change of field, i.e. displacement of the stage in the plane perpendicular to the microscope optical axis; -change of focal plane, i.e. displacement of the stage with respect to the front objective lens (or vice versa), along the optical axis; -read-out of the stage ("external") coordinates. For the purposes of automatic operation, the stage can be easily driven to any sequence of destination coordinates, under the control of a computer program.
2. TV imaging.
Display of a microscope view, as it would be seen in the eyepieces, by a TV system (the TV camera, usually with a CCD sensor, replaces the eyepieces); -overlay a graphic pointer on the TV screen, e.g. a cross-hair cursor controlled by a mouse or a joy-stick; -access to the screen ("internal") coordinates of any pixel in the field; -overlay of graphic symbols on the TV screen. The above functions constitute the semi-automatic operation, and also allow to check the results of any automatic image analysis. 3. Image digitization and pattern recognition.
Analog-to-digital conversion of the CCD image; -global filtering, i. e. rescaling, threshold cut-off, etc.; -storage of the digitized image; -pattern recognition, e. g. bidimensional feature counting and shape analysis. Image digitizers, often called image grabbers 1 , and general-purposes software packages to drive them 2 are commercially available. Automatic operation either relies on suitable routines from a software library, or requires the access of the computer in the digitized image in order to copy part or the whole gray-level pixel map into the computer memory. Although several methods were recently developed in the rapidly evolving field of pattern recognition by computer (indeed, a branch of the artificial intelligence), we had to develop by ourselves a dedicated approach, due to the peculiar features of the nuclear emulsions; this is described in the next section.
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Image analysis for nuclear emulsions As a classical approach to pattern recognition [7] , the relevant contours of an image are initially found (edging). Next, the contours are smoothed out and reduced to the minimal thickness, in the ideal case down to one-pixel borderlines, with no loss of information (thinning). Finally, local shapes are compared with model images, either available in an input catalogue or obtained during a learning process (e. g. by a neural network), in order to identify them (recognition).
A typical nuclear emulsion image, magnified in light transmission mode by an optical microscope and viewed by a CCD camera, is shown in fig. 1 .
Many dark clusters of pixels show up in the dominant bright background. The bright pixels may saturate to the maximum gray level, i.e. they are often white, while the dark pixels do not attain the minimum, i.e. they are seldom black. Unfortunately, maximum, average and minimum values may vary from field to field. They are sensitive to the intensity and uniformity of illumination, and to the depth of focus, especially for emulsion pellicles as thick as a few hundred microns.
The potentially interesting clusters, called grains from here on, are expected to be of regular shape (spheroids). However, those constituting a track along the path of ionizing particles are indistinguishable from the majority of dispersed grains of different origin (fog). A modest rejection of dark spots (local defects, surface scratches) can be obtained by using suitable form factors. 1 The TARGA by AT&T Co. initially, and the MATROX Pulsar by Matrox Electronic Systems Ltd. later on, were used in our Laboratory. The grain size is of the order of 1 m. A minimum ionizing particle leaves a trail of ' 30 grains along the path of 100 m in a nuclear emulsion of good sensitivity. If the track to be studied crosses the emulsion pellicle nearly perpendicular to its surface, a set-up particularly suitable for automatic scanning, a gap between grains may occur from time to time, or a grain may be slightly out of focus, giving rise to a small-size cluster, and the exact size depends on the microscope magnification, on the CCD resolution and on the local gray-level gradient. All this must be taken into account.
In the case of nuclear emulsion, as a conclusion, the pattern recognition refers to many small disconnected clusters, tipically a few hundreds to a few thousands per view, at different focal planes, mostly randomly distributed. The few of them belonging to tracks can be singled out only by a three-dimensional analysis.
The key factor for an efficient track finding is the grain detection efficiency down to the size of one pixel. The edging process could be heavy, thinning is pointless, and shape recognition is of very little help. On the other hand, an accurate determination of the grain coordinates is demanded for the purposes of high-resolution tracking and two-track separation.
Cluster detection
A binary image of black and white pixels can be obtained by comparing their gray level with a suitable cut-off value that must be adjusted locally. Such a crucial parameter will be referred to as the grey-level threshold (GLT) in the following.
An example of binary-coded map of pixels is shown in fig. 2a . The bit 1 is supposed to be assigned to pixels under a given GLT, i.e. black pixels, whereas the bit 0 corresponds to white pixels. For the sake of clarity, only a small pixel map section is shown out of a CCD image (512 x 512 or higher resolution), including some hypothetical small- size cluster. In order to detect them by a computer program, one has to enquire about the adjacency of black pixels belonging to the same cluster, whose edge is marked by the discontinuity 0 ! 1 in the 8 directions (up, down; left, right; up-left; up-right; down-left; down-right) of a discrete bi-dimensional space. We explored first a naïve method, but finally adopted a method of reduction from two to one dimension. Both are reported below.
Bi-dimensional search for black clusters
Disregarding optimization, a naïve approach would consist of: 1. Access to the grabbed image, that is a frozen microscope view copied into the memory of the image digitizer; loop over the (i, j) addresses of pixels; store the digitized gray level into a huge matrix G(i, j) in the computer memory. 2. Loop over the elements of the matrix G; classify the pixels as black or white according to a GLT cut; store the binary output into a matrix B(i, j). 3. Loop over the elements of the matrix B; whenever a status-1 bit is found, enquire about the 8 neighbours (fig. 2b) ; flag with the same cluster identifier k all the adjacent bit-1 pixels, and store this flag into a cluster-mapped matrix C(i, j). 4. Loop over the elements of the matrix C; compute centre-of-gravity (x, y) coordinates, size (number of pixels) and shape parameters (e.g. approximate to an ellipse). The above coding implies a waste of both computer memory and CPU time. Redundant checks could be avoided, however. For example, a cluster flag could be initialized and propagated by checking the neighbouring pixels in the upper row and left column only, i.e. 4 out of 8 neighbours.
As an example let us consider the bit-1 pixel at address (i + 1, j + 1), fig. 2a . Since the adjacent pixels in the upper row [addresses (i, j), (i + 1, j), and (i + 2, j)] and the one on the left [address (i, j + 1)] are all set to bit-0, a new cluster k should be initialized. Conversely, the study of the upper and left environment at the address (i + 2, j + 2) would bring to the conclusion that this pixel belongs to the same cluster k. Similarly, the appearance of a new cluster k + 1 would be detected at the address (i + 5, j + 4), and the same flag would be given to (i + 5, j + 5), and so on.
Moreover, the cluster parameters (position, size, shape) can be updated while the clusters are formed, bringing to further reduction of the computing time.
In the early stage of our project, we implemented a computer code that turned out to be quite effective for cluster finding and it was based on the above bi-dimensional non-redundant approach. However, the full processing of one microscope view lasted of the order of half a minute or more on our PC (CPU 80486 by INTEL, 66 MHz clock), unacceptably long for our purposes. Although further optimization of the access to the image digitizer and of the software code could be achieved, we reached the conclusion that new ideas had to be injected into the project. The method explained below was eventually introduced.
Row-by-row search for black segments
The analysis of a digitized image can be performed row-by-row. Any pattern of clusters will correspond to a number of black segments in each row. Already at the stage of read-out or during the transmission of the image, it is much simpler to mark both beginning and end point of a segment in the current row, and to store two numbers per segment in a dynamic linear array.
Initialization is required for the first row of a new frame. Then, if the previous row is known to be empty, all the subsequent segments belong to new clusters to be initialized.
Otherways, if any of the N segments of the current row overlaps with any of the M segments of the previous row, then a cluster has to be updated. For non-overlapping segments, new clusters are initialized as above.
Looking again at fig. 2a as an example, the cluster k would be initialized by the segment from i+1 to i+2 at row j+1, and updated in the following rows because of overlapping segments. In the row j+4, the segment from i+2 to i+3 would be still attached to cluster k, whereas a new flag k+1 would be assigned to the one-pixel segment at i+5.
It is not necessary to perform all the combinations of segments in two adjacent rows, since they are collected sequentially line-by-line.
The full processing of one microscope view by the above method lasted of the order of five seconds in the same conditions described above. Later on, the code was optimized with fast routines in assembly language, and the image processing lasted less than one second.
Thus, the search for segments turned out to be a fast and powerful approach to the cluster detection, as it implies a dramatic reduction of neighbour-pixels check. It provides simple coding, one-dimension detection of edges, and one-go cluster formation. It also allows a much reduced use of the computer memory, no huge static arrays being needed during the image processing. Last feature, very important for our purposes, it is easy to translate the simple software routines of this method into hardware processing.
This was our step further. A prototype hardware processor 3 was designed to provide the segment information during the image read-out and digitization (about 40 msec per frame). A clustering routine, based on overlap of segments in adjacent rows, reduced the time needed to 120 msec.
Further developments of our project will be outlined in Sec. 6
Cluster analysis and the accuracy of grain measurements
As it was anticipated, the analysis of the clusters detected in nuclear emulsion allows a modest background rejection. Indeed, in order to appoint to a cluster the rank of grain, we set only some lower and upper limit to its size (3 pixels N 50 pixels turned out to be a safe range in our operating conditions) and some bounds on the ratio R of the estimated ellipse axes, expected to be 1, as a form factor ( 0:25 R 4:0 allowed, including corrections for the aspect ratio).
In order to estimate the grain coordinates, the use of the pixel gray level as a weight factor was investigated. Compared to the equal-weight binary approach, faster and simpler to be coded and implemented into hardware devices, the accuracy of the measurements was not improved significantly.
As an interesting by-product of the study of automatic cluster finding, it was possible to allow easier, faster and more precise track measurements by an operator in the semi-automatic mode. The following procedure was adopted. Tracks of beam particles entering parallel to the pellicle surface were selected in microscope views, having their grains in the field approximately at the depth of the focal plane (horizontal tracks).
Instead of the classical method of superimposing a cross-hair cursor to the middle point of the grain, unexperienced operators were asked to click the mouse roughly at each grain position. A computer routine provided cluster detection and estimate of its coordinates by the analysis of a small window ( 15 x 15 pixels, or 5 x 5 m), centred at the position selected by the operator.
By using the modest magnification provided by a 22x objective, after least-square fit of the track direction, the r.m.s. of the dispersion of the grain coordinates around the fitted line turned out to be 0.15 m, i. e. approximately one half of the pixel size. In the past, experienced operators had to rely on higher magnification, 53x or 100x, and had to apply much care to the (subjective) judgement of the grain centre in order to reach a comparable accuracy.
It must be stressed that a decrease by a factor of two in magnification means a reduction by a factor of four in the number of fields to be scrutinized for a given area, on top of the other clear advantages of this fast, accurate and non-subjective technique.
Automatic operation. Autofocus and Autothreshold
In order to perform the automatic three-dimensional analysis on several microscope views, the search for bi-dimensional grains must be repeated on several layers sampled inside the plate at suitable depths. A schematic flow chart of the automatic operation is shown in fig. 3 .
When the microscope scan is performed over large areas, the top surface of the object of the optical analysis, an emulsion pellicle in our case, generally being neither absolutely flat nor perfectly perpendicular to the optical axis, may fall out-of-focus, i. e. may not correspond to the same depth (Z) coordinate at different stage (X , Y) positions.
Of course, in the semi-automatic mode, the operator takes care of readjusting the focus field-by-field. For a robust automatic operation, however, it is necessary to instruct the system in such a way that it could relocate the top surface, either every time the field is changed or from time to time.
We realized this autofocus function by two methods, both based on the notion of discontinuity of the number of in-field grains at the emulsion surfaces.
1. Dumped oscillations across a tentative surface. 2. One-way search starting close to the tentative surface. The first method turned out to be safer and more accurate, the second one to be faster, if the starting point is close enough to the real surface. Both methods are more effective after a semi-automatic initialization by an operator, who measures the discontinuity surface and adjusts the contrast between optical images inside and outside the emulsion.
In order to deal with local variations of brightness, we developed utility routines providing extreme values of gray level in the current view, optionally limited to a sampling of pixels and/or to a portion of the image. In this way, we were able to set a GLT dinamically (autothreshold), mostly based on maximum and minimum gray level.
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Three-dimensional track detection Having achieved the fast and efficient search for grains, performed in several layers by the methods discussed above, we implemented a multi-purpose procedure that allows efficient track detection and background rejection, accurate measurement and fitting within a wide angular acceptance and up to any number of tracks per microscope view.
A software program was designed to mimic the procedure traditionally applied by human operators in order to find, select, measure and follow the tracks of ionizing particles in nuclear emulsion.
The experienced operator would inspect one after the other only limited portions of a microscope view; by smooth displacement of the focal plane, the spatial alignement of a number of grains could be unravelled. The overwhelming majority of (background) grains, randomly distributed, will be soon masked out of perception by the human brain's recognition process. As a next step, according to the scanning rules agreed upon, among the tracks detected, only those of interest (e. g. attached to a vertex, along the beam direction, at a given spatial angle, etc) would be measured and followed.
In order to let the computer do the same, the method of multi-layered virtual cells was implemented.
Track findind: three-dimensional mapping of grains
The ideal automatic track detection would imply full efficiency, full capability of background rejection, and fast execution.
High efficiency demands loose requirements on the hit majority (the number of aligned grains out of a given number of layers at different depths) and on the allowed dispersion of grains around the track direction. On the other hand, random coincidences of grains would be enhanced by very loose cuts, thus spoiling the background rejection. Clearly, redundant sampling, i. e. a large number of layers scanned for grains, could help to set a loose but reasonably selective majority cut. However, the coumputing time would rise up dramatically if all the combinations of grains were attempted. To set out reference numbers, let us assume that a few hundred of grains, including those belonging to a number of tracks, were collected in each of twenty layers: the number of combinations would be as large as 10 50 ! In order to restrict the search to local combinations, it is advisable to subdivide each layer into cells. The coordinates of grains detected by the image analysis in each layer can be stored in an array cell-by-cell. Then the track search routine can be based on a cell-by-cell loop over the grains of layer 1, to be combined with all the corresponding grains in layer 2, defining a tentative slope. A grain will be searched for in layer 3 around the impact point computed by extrapolation, not necessarily in the same cell. In case of succesfull alignement, the track search can be continued by updating the slope and the impact point in the next layer, and so on. The principle of this method is illustrated in fig. 4 . After the experience we gained during the development and test of the computer code inspired by this method, the following conclusions were reached.
a) The number of combinations decreases by increasing the number of cells. However, in order to increase the angular acceptance and to minimize border effects, the cell size must be large enough. A reasonable compromise turned out to be in the range of 25 to 100 cells per layer.
b) In order to improve the two-track separation, the grains attached to a track must be tagged and not used anymore, with the further benefit of reducing the computing time.
c) Close to the top surface, a higher fog density is usually detected, whereas many background patterns, like uninteresting short-range photoelectrons, often involve only two or very few adjacent layers. For these reasons the search starts with a grain within the cell of a layer already inside the emulsion, then a combination is attempted with all the grains in the corre-sponding cell of a relatively distant layer, and finally a search is done for aligned grains in between. A reasonable procedure turned out to start with layers 3 and 7, then look for a threegrain alignement in layer 5 by interpolation, and only in the case of success to check the other layers in between, namely layer 2 and 4. All these grains must be inside the corresponding cell. Afterwords, the candidate track could be confirmed by extrapolation upward and downward till the extreme layers, by computing each time the expected grain position, possibly into a neighbour cell. d) In order to increase the track detection efficiency, and to account for the (generally small) probability for a track to miss any layer or to cross the border of a cell, the first three grains were picked up not only in particular layers but also elsewhere. Our choice was to look at the layers (3, 5 and 7), (4, 6 and 8), etc., till (10, 12 and 14), that is 8 combinations, 4 of them exclusive.
e) Although the tracks in emulsion are not perfectly straight due to distortion (see next subsection), linear interpolation and extrapolation are allowed for short distances. Taking advantage of the good accuracy in the grain measurements (see subsec. 3.2), a new grain should be attached to a track only if it is located very close to the expected position, within ' 1 m.
This cut-off is very effective to reject the background whilst preserving good efficiency.
The method of track detection illustrated so far is by no means unique. We should mention a method implemented by Aoki et al. [5] , a few years ago as a track selector, devoted to the track search along a preset direction. Given the three-dimensional pattern of grains, a neural network approach is another appealing alternative to our method. We consider it as a viable option, and some attempt was made to specialize it to our case.
Geometrical corrections and track fitting
Once tracks have been collected as ordered trails of grains, several corrections must be applied in order to reconstruct the original trajectories, as it is sketched in fig. 5 for a doublecoated emulsion plate. Since development and fixing of the emulsions produce shrinkage, their thickness is reduced to about one half of the original value. In addition, mechanical stresses produce distortion of the original segments, and the measured trajectories should be fitted to non-linear curves (parabolas, s-shaped or higher-order). In favourable cases, one can assume that the impact points on both sides of the base were not displaced ( fig. 5 ), while the slopes at the external surfaces were approximately preserved. Thus, a distortion vector (i. e. the displacement of the grain at the surface with respect to the original position) can be estimated by means of a parabolic fit, and a quadratic correction can be applied in order to "rectify" the measured trajectory [2] .
However, besides statistical errors affecting the measurements, the centres of the grains do not lay exactly on the ideal trajectory and they are dispersed by various random processes (noise). Better fitting results can be obtained by rejecting the spurious grains constituting a non-statistical tail. Moreover, according to the energy and nature of the particle, physics processes (multiple scattering, radiation, interaction, decay...) may induce local deviations (kinks) or branchings (secondary vertices). Often, in elementary particle physics, the main aim of an experiment is the detection and the study of such special, sometimes rare, topologies.
Traditionally, a refined analysis of the measurements is performed off-line, i. e. after the data taking. We implemented an off-line parabola fit, correction for shrinkage and distortion, realignement along a reference direction, and multi-vertex finding and fitting. Presently, we are transferring these tasks, at least at a simplified level, to the local computer devoted to automatic scanning. Our aim is to have any early decision during the automatic data taking. This approach allows, for instance, to stop the search for a track in the case of succesfull matching, or enables the track following, the vertex fitting and so on, so that one can benefit, in selected cases, of a further study of the image which is still on the microscope.
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First applications
The concepts introduced in the previous sections were succesfully applied, on a larger and larger scale, to the experimental activities of our research group at CERN, the European Laboratory for Particle Physics. Emulsion plates exposed to hadronic, neutrinos and heavy ion beams in the last few years are available in our Emulsion scanning laboratory at the Salerno University.
In particular, in connection with the CHORUS experiment (Cern Hybrid neutrino Oscillation Research apparatUS), we are contributing to the study of the flux accompanying the SpS beam, by means of emulsion plate exposures performed several times in each year, since
October 1994 [8] . The challenging conditions, out of reach for any human observer, are to deal with a flux of ' 10 6 / cm 2 , providing track counting, angular distributions and possibly the discrimination between passing-through muons and low-energy electrons. Double-coated plates, consisting of two sides of 100 m emulsion poured on a 300 m plastic base (see fig. 5 ), were freshly prepared before the exposures, and processed soon after. Some results of the automatic measurements, systematically performed in Salerno on each of several exposed plates, are presented hereafter.
The data reported here were collected by means of our prototype automatic system "SySal 1", consisting of a Leitz Ortholux microscope, whose stage was moved with step motors, driven by a PC (486 Intel CPU), equipped with a 16-bit image grabber and the prototype hardware processor mentioned in Sec. 3, both receiving the video signal provided by a conventional CCD camera (512x512 pixels, 50 Hz interlaced half-frames). A 22x oil immersion objective was employed, with a field size of 130x110 m 2 and a pixel size of 0.24x0.30 m layers, and on-line track finding, on the two emulsion sides separately. Track data were transferred to the local DEC computer VAX 6400, to perform geometrical corrections, track fitting and the off-line analysis. Considering a single plate as a representative sample (plate "13" exposed in may 1995; measured flux 0.9 x 10 6 /cm 2 ), the good performance of the automatic focus control allowed to keep a constant counting rate of ' 350 track segments/view over 100 views. The number of grains attributed to each track segment, within the 20 layers examined on each side, were distributed as shown in fig. 6 , with slightly better results for the top side, due to a more favourable illumination. Similar results were obtained on several plates analysed so far. After a visual check, it turned out that random coincidences and low-energy photoelectron are dominant in building up track segments with less than 10 grains, whereas only clean tracks correspond to segments with more than 15 grains. The automatic detection efficiency is close to 100 for tracks with at least 10 grains; in this case, also some background is included. By fitting a parabola in two orthogonal vertical planes (the depth is corrected for shrinkage), residuals were combined quadratically. The distributions of combined residuals for different classes of track segments (background, mixed, and clean tracks, respectively) are shown in fig. 7 . Most of the trajectories are reconstructed with an accuracy better than 0.2 m in the sample of clean tracks.
Since the trajectories are well fitted by quadratic curves, a distortion vector can be estimated on each side; it is obtained as the mean value of a gaussian distribution, considering only clean tracks with small residuals, as shown in fig. 8 . Then, a distortion correction is applied grain-by-grain, and a linear fit is iterated, discarding any spurious grain in the second iteration.
The final step in the analysis consists in connecting the track segments on both sides, in order to obtain the flux and the angular distribution of passing-through tracks (mostly muons).
Despite the large track density, a software code enabled to connect more than 90 of reasonably good track segments ( 10 grains and low residual values on both sides). After connection, one can consider as a very good estimate of the track slopes the relative displacement of the impact points of the track segments on the opposite sides of the base, divided by the measured thickness of the base. This estimate is neither affected by shrinkage nor by distortion. The accuracy, with a 300 m base and due to the fitting procedure, is expected to be close to 1 mrad. Thus, one can compare the local slopes of the corrected track segments on each emulsion side with the global fig. 9 . Here, the distributions of differences in slopes show averages consistent with zero, and gaussian fits to their central part have r.m.s. values in the range of 3 to 6 mard. Thus, this turns out to be the accuracy of angular measurements performed automatically on 100 m thick emulsion semi-plates, obtained under high flux conditions and at relatively low magnification: a result that we consider fully satisfactory.
Promising results were also obtained by automatic measurements performed close to the vertex of high-multiplicity heavy-ion interactions. The application to the search for neutrino events on the large scale needed for the CHORUS experiment is in progress, after some succesfull test.
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Conclusions and perspectives
We have shown that modern devices, like CCD cameras, image digitizers and fast computers, can be assembled with a motorized optical microscope in order to realize an old dream, that of an automatic instrument, able to recognize and measure objects in three dimensions. The main aim was that of analysing tracks in nuclear emulsions, a particularly difficult task, because, contrary to most cases of pattern recognition, the object is three-dimensional, its constituents features are microscopic (grains of dimensions 1 m) and most of the background, made by exactly the same elements, is dominant (typically a factor of 100).
In these conditions, it was relatively easy to build semi-automatic instruments, where an operator selects and indicates the features to be measured. Automatic instruments, up to now, operated either in two dimensions or by searching a track in a given direction.
At the beginning, the output was interesting but modest, in the sense that the accuracy and time were comparable with those of a semi-automatic scan, with the obvious advantage, however, that an operator was only needed to start the procedure. The bottle-necks in this procedure were, among others, the poor access to the image digitizer and the time needed to find clusters of pixels (grains). These problems have been solved, as explained in sections 3 and 4, with a gain in time by a factor 10 to 100.
The prototype SySal 1 performed well enough to justify further steps to upgrade our project into a larger stage, better accuracy, higher speed and computing power. Further developments will be just sketched in this section, whereas the detailed design of the SySal 2 automatic Figure 9 : Differences between slopes measured across the base and slopes estimated by the fitting procedure explained in the text. system and its performances on a larger scale will be the subject of a forthcoming paper.
Our new system, now fully assembled and nearly operational, consists of a wide stage Nikon microscope, with DC-motor to drive the stage and optical rulers to read-out the external coordinates. The host computer is a Pentium 166. A high resolution CCD camera, (1024x1024 pixels, 60 Hz half-frame rate), provides an analog video signal that can be gated out with shuttering time down to 1 msec and adjustable gain. A 32-bit image grabber can process the image. Moreover, an upgraded version of the dedicated hardware processor performs the preprocessing of segments in a row, while the processing of clusters is realized in parallel by means of a Digital Signal Processor (DSP) with RAMs attached. It is worth to mention here that we are approaching the final goal of our project, i. e. to take data continuously, with independent depth displacement at constant speed, processing in real time up to 30 layers per second down to clusters stored in the DSP RAMs. Tracking is a task of the CPU, partly paralleling the primary image analysis. As a benefit of the high resolution CCD, we should be able to explore much wider microscope views in a short time (e. g. 312x312 m tracking in less than two seconds) still keeping high efficiency and accuracy.
As a conclusion, the research and development effort we put in our project resulted in advanced instrumentation to be applied on increasingly larger scale in the nuclear emulsion technique, in order to handle frontier experiments in high-energy physics. Moreover, the achievement of real-time measurements on high resolution video images might be of widespread interest in many fields of pure and applied science. To give a few explicit examples, selective feature counting and measurements are performed in the quality check of industrial standard, e.g. printed circuits, in dosimetry, astronomy, space science, biology and health diagnostics; all them could take a real advantage from this kind of automatic analysis.
