Cellular metabolism is predicted accurately at the genome-scale using constraint based modeling. Such predictions typically rely on optimizing an assumed cellular objective function, which takes the form of a stoichiometrically-determined reaction such as biomass synthesis, ATP yield, or reactive oxygen species formation. While these objective functions are typically constructed by hand, several algorithms have been developed to estimate them from data. Generally, two approaches for data-driven objective estimation exist: estimating objective weights for existing reactions, and de novo generation of a new objective reaction. The latter approach can discover objectives that are not describable as a linear combination of existing reactions. However, it requires solving a nonconvex optimization problem and its scalability to genome-scale models has not been demonstrated. Here, we develop a new algorithm that extends existing approaches for de novo objective generation and solve it using the alternating direction method of multipliers (ADMM). We demonstrate our approach on a genome-scale model and show that it identifies de novo objectives from measured fluxes with tunable sparsity.
Introduction
The gene expression profiles of various cell types can be described in terms of relatively few fundamental tasks 1 . Similarly, the metabolic flux distribution of a cell can be predicted by assuming that the cell optimizes a metabolic objective that has been shaped by its evolutionary history 2 . These objectives can be formulated as biochemical "reactions" that consume and produce metabolites at specific stoichiometric ratios. For example, the metabolism of microbes growing in mid-log phase can be predicted accurately by maximizing a biomass synthesis reaction. Meanwhile, metabolism of certain mammalian cells, such as hybridoma, were found to correlate well with the minimization of endogenously formed reactive oxygen species 2 . Studies have also identified alternative objective functions that best predict microbial metabolism under different growth conditions 3 . These objectives include maximizing ATP yield per flux unit and maximizing ATP or biomass yield.
While the aforementioned studies have focused on using or testing pre-defined objectives, a number of studies have investigated data-driven estimation of cellular objectives. Largely. two types of methods have been developed. The first approach estimates the objective coefficients for existing reactions, i.e., coefficients for the objective vector). ObjFind 4 solves this problem using a nonconvex optimization formulation, while the more recent invFBA 5, 6 is formulated as a linear program. The second approach is to estimate the stoichiometry of a new objective reaction. This approach is more general than the first, since it can identify de novo objectives that may not be describable by a linear combination of existing reactions in the metabolic reconstruction. The main drawback of this approach is that the associated optimization problem is nonconvex. To date, BOSS 7 has taken this approach. BOSS was shown to successfully recover known biomass objectives from simulated fluxes. However, BOSS has only been demonstrated for a small model with under 70 reactions. Therefore, the scalability of this second approach has not been demonstrated for genome-scale models.
In this work, we build upon BOSS 7 , and extend the approach of de novo objective reaction generation to include sparsity of the objective stoichiometry, and inferring an objective from multiple conditions. We demonstrate our method on the latest genome-scale model of E. coli 8 .
overall objective is the weighted sum of all existing and de novo generated objective reactions. We are interested in finding a fixed set of objective reactions that best predicts metabolic fluxes and growth rates across multiple conditions.
Bilevel optimization problem
The objective estimation problem is formulated as the following bilevel optimization problem, to estimate one new objective reaction with flux z from data across K conditions:
where for condition k,ṽ k is the vector of measured fluxes, v k and v * k are the predicted fluxes, z the new objective reaction flux, c the objective coefficient vector for existing reaction fluxes, S the stoichiometric matrix for existing reactions, Y the stoichiometric matrix of new reactions, b the right hand side (usually all zero), l and u the lower and upper flux bounds, and δ the regularization weight. Assigning larger δ encourages sparser de novo objective reactions, i.e., reactions having few reactants and products.
This bilevel optimization problem is reformulated as a single-level optimization problem by writing the dual of the inner optimization (a linear program), and adding the constraint that the primal and dual objective values are equal due to strong duality (similar to BOSS 7 ). The resulting single-level optimization problem is as follows:
where w, µ, and η are dual variables for Sv + zy = b, and the lower and upper bounds, respectively. The objective of this optimization problem is a generalized LASSO with quadratic loss function 9 . Due to bilinear constraints, y T x ≥ d, the optimization problem is nonconvex. Furthermore, while every x k is independent for each condition, the y variables are common across all conditions; therefore, they are the complicating (or coupling) variables that prevent a trivial separation of the problem across k. Nonetheless, we exploit this block-angular structure and apply specialized solution methods for the linear and bilinear constraints using ADMM [10] [11] [12] .
Solution procedure using ADMM
Overall architecture of the algorithm.
To estimate a new objective function from data across K conditions, we implement a message-passing ADMM algorithm 10, 11 . Specifically, we implement the over-relaxed ADMM method, for which an explicit rate bound is available 13 . Over-relaxed ADMM has been shown to have the fastest possible rate of convergence among all first-order methods over the broad class of convex objectives 13 . The objective (LASSO with quadratic loss function) function and the linear constraints for each condition is handled by a Linear node. Each bilinear constraint associated with each condition is handled in a separate Bilinear node. Thus, for K conditions, we have 2K total constraint nodes, K variable nodes for each x k , and one variable node for y, corresponding to the stoichiometric coefficients of the new objective reaction that is common across all conditions. We run ADMM until all messages passed between the nodes are identical between iterations to a numerical tolerance 10 -in this study to 10 −7 .
Linear node
This node solves the following quadratic program (QP):
where ρ is the penalty on the augmented Lagrangian term and N x and N y are messages as defined in Derbinsky et al. 10 and Bento et al. 11 . The regularization term δ y 1 is reformulated with y = u − v and u, v ≥ 0 as follows:
This sparse QP can be solved efficiently using off-the-shelf QP solvers. In particular, we found OSQP 14 to perform well. Throughout ADMM, OSQP was hot-started with only the linear objective coefficient vector changing between ADMM iterations. We used the following OSQP settings: primal (eps prim inf) and dual (eps dual inf) infeasibility tolerances of 10 −7 , eps abs= 10 −5 and eps rel= 10 −3 , polish=True, and max iter= 10 5 .
Bilinear node
The bilinear constraint comprises a node in the factor-graph representation of message-passing ADMM 10 . The node solves the following problem:
This node is solved as follows:
• if y T x < d, solve the problem above,
• else if y T x ≥ d, return x = N x and y = N y ,
In the former case, we obtain a closed form solution as follows. The associated Lagrangian is
Then, a closed form solution is obtained by solving the KKT system:
We find the solution for which d = y T x, i.e., where the bilinear constraint is active. By defining, z = λ /ρ, and reformulating, we eventually arrive at the following quartic equation:
The roots of this quartic equation are readily found in closed-form or using standard root solvers. We keep the only the real roots. If more than one real root exists, we keep the root that minimizes the objective function of the bilinear node. From this root, we recover λ = ρz. Finally, we recover x and y as follows:
In this work, we obtained roots for the quartic using the numpy.roots function, which relies on computing the eigenvalues of the companion matrix. 
Validation using simulated fluxes
To validate our algorithm, we first tested whether a known objective reaction could be recovered given fluxes. To this end, we simulated fluxes with a constraint-based model by maximizing the existing biomass reaction flux. We used the pFBA (parsimonious FBA) method to reduce the occurrence of alternative optimal flux distributions 16 . We then provided these simulated fluxes to our algorithm, along with a model without the biomass reaction. We then tested whether our algorithm 4/6 could (a) identify an objective that would lead to flux predictions that accurately matched the input (training) fluxes, and (b) recover the original objective used to generate the training fluxes. In general, we expect that alternative objectives may enable flux predictions that similarly match the training data. We tested our algorithm on the central metabolic network of E. coli 15 , and the latest genome-scale model of E. coli metabolism, iML1515 8 . For both models, we obtained a near-perfect fit to training fluxes (Fig. 1A,C) with coefficients of determination (R 2 ) of 1.0 and 0.99 for the central and genome-scale models, respectively. Furthermore, the objective reactions identified were very similar to the original objectives: the stoichiometric coefficients between the predicted and original objective reactions were 0.97 for both models (Fig. 1B,D) . On the genome-scale model, our algorithm scaled well, requiring around 3300 iterations (45 seconds) to find a solution with max constraint violation < 10 −6 , and converging in 10125 iterations (13 minutes) (Fig. 2) . 
Discussion
In this work, we addressed the problem of de novo cellular objective generation from measured fluxes in the context of constraint-based modeling of cell metabolism. This problem was previously addressed by the BOSS algorithm 7 , which successfully demonstrated the viability of this approach on a model of Saccharomyces cerevisiae central metabolism comprised of 60 metabolites and 62 reactions. Here, we developed a new method that extends BOSS and demonstrated its performance on the latest genome-scale model of E. coli metabolism (iML1515), consisting of 1877 metabolites and 2712 reactions 8 . Our method successfully generated de novo objective reactions, which when maximized, led to flux predictions that correlate with the provided training fluxes (coefficient of determination, R 2 of 0.99 to 1). Furthermore, the stoichiometric coefficients of the generated objectives matched those of the original reactions that were used to generate the fluxes (R 2 of 0.97).
As with the original BOSS, our algorithm requires solving a nonconvex optimization problem involving bilinear constraints. Using the iML1515 genome-scale model, the overall nonconvex optimization problem (for one condition) had 15,644 variables and 22,112 constraints. To solve this problem, we applied ADMM 10, 11 , which found feasible solutions within minutes for the genome-scale model. Our ADMM implementation involves separation of the linear and bilinear nodes, which enabled 5/6 specialized solution procedures for each type of constraint. In particular, we implemented a closed-form solution for satisfying the bilinear constraints. The remaining linear constraints were satisfied efficiently using a QP solver, in particular, OSQP 14 , which was hot-started between ADMM iterations.
The constraint-based reconstruction and analysis (COBRA) approach has proven to be an effective method for computing cellular metabolic states for organisms across the tree of life 17 . The success of many COBRA studies depends crucially on the availability of a cellular objective function. For certain organisms under specific environments, well-tested objective functions are available: maximizing biomass synthesis or ATP yield, or minimizing reactive oxygen species production. However, these objectives do not apply under many scenarios of practical relevance 2 . These scenarios include specialized functions of mammalian tissues or organelles, and microbes under stress states or in a community. For these scenarios, data-driven estimation of de novo cellular objectives offers a systematic approach for modeling cell metabolism. Thus, we expect our method to be applicable to a wide variety of biological contexts, including those relevant for human health, infectious disease, microbiome research, and metabolic engineering.
