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SUMMARY
There have been many developments in methods for optimization under uncertainty
recently. Among these developments, Stochastic Programming and Stochastic Dynamic Pro-
gramming represent two major paradigms for rigorous optimization under uncertainty. On
the other hand, various heuristics prevail in practical applications, production planning and
scheduling, supply chain management, and engineering design, of the optimization under
uncertainty. These two approaches have ever-conflicting advantages and disadvantages in
their computational load and solution quality. Due to the computational infeasibility of the
rigorous approach for many practical applications, problem-specific heuristics are prevalent,
even though they cannot provide any guarantee on the solution’s quality. It is our belief
that for optimization under uncertainty, the needs of solution quality and computational
feasibility should be integrated.
In this thesis, we try to find an answer to the question, ‘What could lie between heuristic
and rigorous approaches?’. We develop an algorithmic framework for improving solutions
from heuristics without adding significant computation time. The proposed algorithmic
framework tries to combine the advantages of heuristics and rigorous methods, in terms
of computational feasibility and solution quality. The proposed framework consists of two
major modules, simulation with heuristic policies and optimization with rigorous solution
method, stochastic dynamic programming. The origin of the computational infeasibility
of stochastic dynamic programming is huge solution space in which the optimal solution
resides. If there is any systematic way to reduce the size of the solution space without elim-
inating the optimal solution, the problem could be solved more efficiently. But, in general,
finding “a significantly reduced solution space” is as hard as solving the original problem.
Indeed, many of the rigorous optimization solvers have been developed from the idea of
successively reducing the solution space. (i.e. The branch and bound algorithm).
xvi
Three critical issues emerge in applying the algorithmic framework to a class of indus-
trially motivated stochastic, stage-wise optimization problems1, Traveling Salesman Prob-
lem(TSP), Resource-Constrained Project Scheduling Problem(RCPSP), Supply Chain Man-
agement(SCM) Problem: (i) high dimensional state space which is inevitably generated in
stochastic dynamic programming for discrete system. (ii) complicated or unknown state
transition rules in complicated problem structure. (iii) high dimensional action space due
to necessity of simultaneous decisions in large systems. In this thesis, those issues are ad-
dressed with relevant examples and overcome by appropriate modifications of the general
algorithmic framework.
The techniques for dealing with the critical issues can be integrated in the proposed algo-
rithmic framework to tailor the algorithmic framework to a particular optimization problem
under uncertainty.
1Parameters of the problems are uncertain and the decisions of the problems should be made in sequential




This dissertation is motivated by a need for a new computational framework for solving
optimal stage-wise decision problems that involve significant amounts of uncertainties. Un-
certainty is an integral part of almost every practical optimization problem found in plan-
ning, scheduling, supply chain management in process industries. The approach proposed
in this thesis is geared towards such problems, which cannot be solved effectively by the
currently existing optimization approaches like Stochastic Programming [48] and Stochastic
Dynamic Programming [5, 7]. The proposed approach builds on some ideas developed in
the Artificial Intelligence community, including those of ‘simulation-based’ optimization and
Approximate Dynamic Programming (ADP). These methods were originally developed in
the context of robot planning and game playing, and their direct applications to problems
in the process industries are limited due to the differences in the problem formulation and
size. In order for any new approach to be practical for such problems, it should address
issues such as extremely high dimensional state and action spaces and a very large number
of scenarios.
1.1 Motivation
Optimization approaches can broadly be classified into two categories, heuristics and rig-
orous methods. A heuristic method, tailored for a specific optimization problem, is often
conceptually appealing and computationally efficient but sacrifices the solution quality.
Rigorous methods include several general equation-based mathematical techniques such as
‘Mathematical Programming’ and ‘Dynamic Programming’. These methods can guarantee
the optimality of the solution in finite time for certain types of problems (e.g., P and NP-
complete Problems)[31]. However, for large sized NP and NP-hard class of problems, they
are computationally infeasible. Many practical problems are cast as integer optimization
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problems that are intractable and are addressed with heuristics, which provide a solution
but without any information on the solution’s quality.
In the case of stochastic optimization, the mathematical programming based approaches
are not efficient methods for handling significant uncertainty in the system due to the lim-
ited ways to represent the uncertainty in an equivalent deterministic form. The size of the
equivalent deterministic form oftentimes increases exponentially with the dimension of the
uncertain parameters because it is a superstructure of a sufficient number of samples of the
uncertain parameters needed to capture the problem variability. In Stochastic Programming
[48], the most practical way to reduce the size of the superstructure is to limit the num-
ber of stages, as evidenced by the predominance of the two-stage stochastic programming
problems in the stochastic programming literature. In practice, this requires shortening the
time horizon of the optimization, or making an unrealistic aggregation of future periods,
leading to an unnatural, restrictive problem representation. Along with the stochastic pro-
gramming, stochastic dynamic programming is a general and rigorous solution method for
stochastic stage-wise optimization problems. However, we have not seen any application
of the conventional stochastic dynamic programming [7] to real industrial problems since
dynamic programming formulations of such problems result in extremely large state and /
or action spaces, which are not amenable to numerical solution approaches like the value
iteration or the policy iteration. This was recognized early and is referred to as the ‘curse
of dimensionality.’[7]
To overcome the curse of dimensionality, two alternative solution approaches, Reinforce-
ment Learning(RL) [79] and Neuro-Dynamic Programming(NDP)[8], appeared in the middle
of the 1980’s. Both approaches are based on performing a large number of simulations and
improves starting suboptimal solutions in an iterative manner. NDP is a suboptimal meth-
ods based on the evaluation and approximation of the optimal value function, through the
use of simulation data and neural networks. In AI terms, NDP can be described as “learning
how to make good decisions by observing the system’s own behavior(simulation) and using
built-in mechanisms for improving their actions though a reinforcement mechanism (iter-
ative schemes for improving the quality of approximation of the optimal value function).”
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In the DP’s context, ‘the curse of dimensionality’ is resolved by identifying the working
regions of the state space through simulations and approximating the value function in
these regions through function approximation. Although it is a powerful method in general,
in discrete systems, the function approximation can mislead decisions by extrapolating to
regions of the state space with limited simulation data. To avoid excessive extrapolation(or
interpolation) of the state space, the simulation and the Bellman iteration must be carried
out in a careful manner to extract all necessary features of the original state space.
1.2 Issues in Practical DP Applications to Optimization
Under Uncertainty
Central to the DP method is the ‘Bellman Iteration’ Equation, through which the cost-to-go
value of every state in the state space is updated. In discrete systems, the computational
load of the Bellman iteration is directly proportional to the number of states to be eval-
uated and the number of candidate actions for each state. The total number of discrete
states increases exponentially with the state dimension. The stochastic, stage-wise opti-
mization problems addressed in this thesis have the state and action variable dimensions
that cannot be handled by the conventional value iteration. In addition, DP formulation is
highly problem dependent and often requires careful defining of the core elements (states,
actions, state transition rules, and cost functions). In this thesis, the following issues in
applying Approximate Dynamic Programming (ADP) to practical optimization problems
are addressed with relevant examples in the process industries.
1. High dimensional discrete state space: In DP, the state is defined as necessary
and sufficient information for optimial decision making at each time step. To re-
duce unnecessary explosion of the state space, the state has to be defined as compact
as possible while representing all the necessary information for the decision making.
However, for the real-world optimization problems addressed in this thesis, a high di-
mensional state space is inevitable. Furthermore, the state has to contain the current
best knowledge of the uncertainty (e.g., the conditional distribution of the uncertain
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parameter vector) and the number of state variables needed to represent this infor-
mation is at least as large as the number of the uncertainty sources. For instance, the
state of the stochastic Resource Constrained Project Scheduling Problem (RCPSP),
which will be discussed Chapter 4, consists of the state variables, information state
variables, and resource state variables representing the status of the projects, the
observed outcome of the current tasks in the projects, and the availability of the re-
sources respectively. Furthermore, absolute time is added as a state variable in order
to keep track of the time-dependent reward values of the projects. For a stochastic
RCPSP with M projects and N resources, the state consists of 2M +N +1 state vari-
ables including the state variables mentioned above. Hence, even for small number
of projects and resources, the DP formulation results in high dimensional state space
that makes the conventional DP approaches computationally infeasible.
2. Complicated (or unknown) state transition: In stochastic DP, expected cost-
to-go values are calculated in the Bellman iteration. For a given state and an action,
exact calculation of the expected cost-to-go requires identifying all possible next states
and their realization probabilities. Analytic calculation of the all possible state tran-
sition probabilities is not practically feasible for a large size problem with complex
interactions among states and actions. Furthermore, necessary inclusion of infor-
mation state variables representing uncertainty makes the exact calculation of all
possible state transitions more difficult because transitions of those information state
variables are not controllable but autonomously evolved by underlying probability
models. Hence, obtaining well approximated cost-to-go values while circumventing
“awkwardness” of exact analytical state transition is an important issue to extend
application area of the DP to the stochastic optimization problems addressed in this
thesis.
3. High dimensional action space: Even if high dimensional state spaces can be
handled effectively, the complicated high dimensional, decision structure of the real-
world stochastic optimization problems limit the convergence of Bellman iteration
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in finite time. For example, the Supply Chain Management problem discussed in
Chapter 6 has a high dimensional discrete action space for simultaneous decisions of
every material flow in the system. In discrete systems, although the number of possible
actions is limited to a finite combination of all actions in the high dimensional action
space, it is far beyond current computational capability to access all the actions.
In conclusion, the ADP approach can be applied to solve stochastic, stage-wise optimiza-
tion problems. For successful application of the ADP, systematic solution approaches for
circumventing, or overcoming, each issue have to be developed.
1.3 Outline of the Thesis
The rest of this thesis is organized to propose the algorithmic framework and to resolve
the important issues with relevant applications. In Chapter 2, conventional optimization
techniques, such as mathematical programming, stochastic programming, and stochastic
dynamic programming, are reviewed. To motivate this work, advantages and disadvantages
of the optimization techniques are addressed. Although the existing methodologies have
been developed and applied to more realistic and challenging problems, those methodolo-
gies are not adequate to solve a class of stochastic, stage-wise optimization problems under
significant uncertainty we are interested in.
In Chapter 3, we suggest an algorithmic framework for solving stochastic, stage-wise opti-
mization problems. In the proposed method, DP is performed in a restricted state space of
the states visited during various suboptimal simulations according to the state transition
rules of the problem and heuristic policies. Therefore, the worst case of the proposed ap-
proach is the best suboptimal solution visited during simulations. We apply the proposed
approach to a new deterministic TSP variant, which illustrates the important notions of
optional and conditional tasks in planning and scheduling applications, to examine the de-
gree of improvement that can be obtained by the method. For a small problem, we compare
the quality of the solution with the globally optimal one. Then, the algorithmic framework
developed for improving heuristics of a new version of deterministic TSP [27] is extended to
stochastic case. To verify the algorithmic framework for the stochastic case, a new variant
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of the stochastic TSP with an optional task, in which key parameters(cost matrix) of the
problem change according to an underlying Markov model, is introduced in Section 3.3 as
a prototypical stochastic optimization problem. The proposed algorithmic framework finds
the approximate optimal cost-to-go only for the states visited during suboptimal simula-
tion. The results show that the algorithmic framework also works efficiently for stochastic
problems by improving the heuristic policies for making decisions for different realizations
of the Markov chains.
In Chapter 4 and 5, we apply the proposed algorithmic framework to the stochastic Resource
Constrained Project Scheduling Problems (sRCPSP) that have not been solved efficiently
by existing optimization algorithms. In Chapter 4, we propose a novel way of addressing the
uncertainties in the sRCPSP including the uncertainties in task durations and costs, as well
as uncertainties in the results of tasks(success or failure) by using a discrete time Markov
chain, which enables us to model probabilistic correlation of the uncertain parameters. The
proposed approach is tested on a simplified version of sRCPSP that has a fairly compli-
cated stochastic nature, with 1,214,693,756 possible parameter realizations(scenarios), and
involves 5 projects and 17 tasks. As a result, an online policy is obtained, which can use
the information states in real-time decision making and improve the heuristics rather than
a fixed solution obtained by the previous MILP problem formulations.
In Chapter 5, the issue of “complicated state transition rules” is addressed with the sR-
PCPS. The bottleneck is overcome by adopting the idea of Q-Learning approach [86], which
can be used when a model of the system is unavailable, to the proposed framework. The
Q-Learning approach can be viewed as a simultaneous identification of the probabilistic
state transition rule and the cost-to-go function. Hence, it removes the need to perform
the analytical calculation of the transition rule, which can be painstakingly tedious. The
stochastic simulation under the certain suboptimal law (heuristics) is used here to obtain
the empirical state transition probabilities of the states in the restricted state space, which
are defined as combinations of the conventional states and the corresponding actions, and
initial cost-to-go values for the value(Q) iteration.
In Chapter 6, the algorithmic framework is applied to supply chain management (SCM)
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problem. We represent the uncertainty through Markov chains, and employ the proposed
algorithmic framework which can generate a dynamic operating policy that incorporates
information about the uncertainty in the problem at each time step. For the SCM prob-
lem, conventional stochastic DP is computationally infeasible due to the high dimensional
action space as well as the high dimensional state space. The restricted state space is ob-
tained by simulating various potential scenarios under centralized dynamic inventory and
production policy generated by combining static inventory policy heuristics. Heavy com-
putational load implied by the high dimensional action space is efficiently circumvented by
introducing “implicit sub-action space” in which an action space is defined for each state
with the heuristics used in simulation. The resulting DP policy responds to the time varying
demand for products by stitching together decisions made by the heuristics and improves
overall performance of the SC.
Finally, Chapter 7 summarizes the contributions of the proposed approaches developed in




In this chapter, we give a broad overview of deterministic/stochastic optimization techniques
as applied to problems in process systems engineering and the operations research area.
2.1 Conventional Deterministic Optimization Methods: Math-
ematical Programming
Over the last decade there have been considerable advances in mathematical programming
techniques. For instance, the solution of mixed-integer nonlinear programming problems
and the rigorous global optimization of nonlinear programs have become a reality [30].
There has also been a recent trend towards new logic-based formulations that can facilitate
the modeling and solution of these problems [45, 52]. Finally, the development of modeling
tools that can facilitate the formulation of optimization problems has also seen some great
progress, as well as has the development of alternative solution strategies [15, 12]. In general,
a mathematical programming model is represented in the following form:
min : Z = f(x, y)
s.t. h(x, y) = 0
g(x, y) ≤ 0
x ∈ X , y ∈ (0, 1)
where f(x, y) is the objective function (e.g. cost), h(x, y) = 0 are the equations that describe
the performance of the system (mass and heat balances, design equations), and g(x, y) ≤ 0
are inequalities that define the specifications or constraints for feasible choices. The variables
x are continuous and generally correspond to the state or design variables, while y are the
discrete variables, which are generally restricted to take 0-1 values to define the selection
of an item or an action. Problem (MIP) corresponds to a mixed-integer nonlinear program
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(MINLP) when any of the functions involved are nonlinear. If all the functions are linear,
it corresponds to a mixed-integer linear program (MILP). If there are no 0-1 variables, it
reduces to a nonlinear program (NLP) or a linear program (LP) depending on whether or
not the functions are linear.
MILP solution methods rely largely on the simplex LP-based branch and bound ap-
proach consisting of a tree enumeration in which LP subproblems are solved at each node
and are eliminated based on bounding properties. These methods are being improved
through cutting plane techniques, which produce tighter lower bounds for the optimum.
LP and MILP codes are widely available. The best known general solvers include CPLEX,
OSL and XPRESS, all which have achieved impressive improvements in their capabilities
for solving problems over the last decade. On the other hand, since MILP problems are
NP-complete, it is always possible to run into time limitations when solving problems with
a large number of 0-1 variables, especially if the integrality gap is large.
The solution of NLP problems relies either on the successive quadratic programming
(SQP) algorithm, or on the reduced gradient method. Major codes include MINOS and
CONOPT for the reduced gradient method, and OPT [82] for the SQP algorithm. These
NLP methods are theoretically guaranteed to find the global optimum if the problem is
convex (i.e. convex objective function and constraints). When the NLP is nonconvex,
achieving a global optimum cannot guaranteed. One option is to try to convexify the
problem, usually through exponential transformations, although the number of cases in
which this possible is rather small. Alternatively, one could use rigorous global optimization
methods, which over the last decade have made significant advances. These methods assume
special structures such as bilinear, linear fractional and concave separable. Although this
may appear to be quite restrictive, Smith and Pantelides [74] have shown that algebraic
models are always reducible to these structures, provided they do not involve trigonometric
functions. Computer codes for global optimization still remain in the academic domain, and
the best known are BARON[68], and α-BB[3, 2]. It should also be noted that non-rigorous
techniques such as simulated annealing and genetic algorithms, which have also become
popular, do not make any assumption on the underlying function structure, but then they
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cannot guarantee optimal solutions or bounds, at least not in finite time [47, 32]. Also,
these methods do not formulate the problem as a mathematical program since they involve
procedural search techniques that in turn require some type of discretization. Furthermore,
violation of constraints is typically handled through ad-hoc penalty functions.
Major methods for MINLP problems include first Branch and Bound (BB), which is a
direct extension of the linear case, except that NLP subproblems are solved at each node.
Generalized Benders Decomposition (GBD) and Outer-Approximation (OA) are iterative
methods that solve a sequence of NLP subproblems with all the 0-1 variables fixed, and
MILP master problems that predict lower bounds and new values for the 0-1 variables. The
difference between the GBD and OA methods lies in the definition of the MILP master
problem: The OA method uses accumulated linearizations of the functions, while GBD
uses accumulated Lagrangian functions parametric in the 0-1 variables. The LP/NLP based
branch and bound essentially integrates both subproblems within one tree search, while the
Extended Cutting Plane Method (ECP) does not solve the NLP subproblems, and relies
exclusively on successive linearizations. All these methods assume convexity to guarantee
convergence to the global optimum. The only commercial code for MINLP is DICOPT
(OA-GAMS), although there are a number of academic versions (MINOPT , a-ECP ).
In recent years a new trend that has emerged in the formulation and solution of dis-
crete/continuous optimization problems through a model that is known as Generalized
Disjunctive Programming (GDP) [52]. The basic idea in GDP models is to use boolean
and continuous variables, and formulate the problem with an objective function subject to
two or three types of constraints: (a) global inequalities that are independent of discrete
decisions; (b) disjunctions that are conditional constraints involving an OR operator; and
(c) pure logic constraints that involve only the boolean variables. More specifically the
problem is given as follows:
min : Z =
∑
k∈K
Ck + f(x, y)







 k ∈ K
Ω(Y ) = True
x ∈ X, Yj,k ∈ {True,False}
(1)
where x are continuous variables and y are boolean variables. The objective function in-
volves the term f(x) for the continuous variables (e.g. cost) and the charges ck that depend
on the discrete choices. The equalities/inequalities g(x) must hold regardless of the discrete
conditions, and hik(x) = 0 are conditional equations that must be satisfied when the cor-
responding boolean variable yik is True for the ith term of the kth disjunction. Also, the
fixed charge ck is assigned of the value gik for that same variable. Finally, the constraints
Ω(y) involve logic propositions in terms of the boolean variables.
Problem (GDP) represents an extension of disjunctive programming, which in the past
has been used as a framework for deriving cutting planes for the algebraic problem (MIP).
It is interesting to note that any GDP problem can be reformulated as a MIP problem, and
vice versa. It is more natural, however, to start with a GDP model, and reformulate it as
a MIP problem. This is accomplished by reformulating the disjunctions using the convex
hull transformation or with “big-M” constraints. The propositional logic statements are
reformulated as linear inequalities. For the linear case of problem GDP, and when no logic
constraints are involved, Beaumont[4] proposed a branch and bound method that does not
rely on 0-1 variables and branches directly on the equations of the disjunctions. This method
was shown to outperform the solution of the alternative algebraic MILP models. Raman
and Grossmann[62] developed a branch and bound method for solving GDP problems in
hybrid form; i.e. with disjunctions and mixed-integer constraints. For this they introduced
the notion of ”w-MIP representability” to denote those disjunctive constraints that can
be transformed into mixed-integer form without loss in the quality of the relaxation. For
the nonlinear case of problem (GDP), and for the case of process networks, Turkay and
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Grossmann[81] proposed a logic-based Outer-Approximation algorithm. This algorithm is
based on the idea of extending the Outer-Approximation algorithm by solving NLP sub-
problems in reduced space, in which constraints that do not apply in the disjunctions are
disregarded. This way both the efficiency and robustness can be improved. In this method
the MILP master problems correspond to the convex hull of the linearization of the non-
linear inequalities. Also, several NLP subproblems must be solved to initialize the master
problem in order to cover all the terms in the disjunctions. Penalties can also be added to
handle the effect of nonconvexities as in the method by Viswanathan and Grossmann[85].
This method has been implemented in the computer prototype LOGMIP, a GAMS-based
computer code. Finally, it should be noted that a new method for solving GDP problems
has been recently been reported by Lee and Grossmann[52]. These authors have developed
reformulations and algorithms that rely on the convex hull of nonlinear convex inequalities.
Although the mathematical programming approaches have progressed significantly to be
applicable to various optimization problems in the process systems engineering, applica-
tions of the approaches are largely limited to deterministic problems. In next section, two
major conventional techniques for solving optimization problems involving undertainties,
stochastic programming and stochastic dynamic programming, are discussed.
2.2 Optimization Under Uncertainty
A large number of problems in production planning and scheduling, location, transporta-
tion, finance, and engineering design require that decisions be made in the presence of un-
certainty. Uncertainty, for instance, governs the price of fuels, the availability of electricity,
and the demand for products. From the very beginning of the application of optimization
to these problems, it was recognized that analysis of natural and technological systems are
almost always confronted with uncertainty. A key difficulty in optimization under uncer-
tainty is in dealing with an uncertainty space that is usually huge and frequently leads to
very large-scale optimization models. Decision-making under uncertainty is often further
complicated by the presence of integer decision variables to model logical and other discrete
decisions in a multi-period or multi-stage setting.
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Approaches to optimization under uncertainty have followed a variety of modeling philoso-
phies, including expectation minimization, minimization of deviations from goals, mini-
mization of maximum costs, and optimization over soft constraints. Main purpose of this
section is to give a broad overview of the main approaches to optimization under uncer-
tainty: stochastic programming and stochastic dynamic programming.
2.2.1 Stochastic Programming
Under the standard two-stage stochastic programming paradigm, the decision variables of
an optimization problem under uncertainty are partitioned into two sets. The first stage
variables are those that have to be decided before the actual realization of the uncertain
parameters. Subsequently, once the random events have presented themselves, further de-
sign or operational policy improvement can be made by selecting, at a certain cost, the
values of the second-stage, or recourse, variables. Traditionally, the second-stage variables
are interpreted as corrective measures or recourse against any infeasibility arising due to
a particular realization of uncertainty. However, the second-stage problem may also be an
operational level-decision problem following a first-stage plan and the uncertainty realiza-
tion. Due to the uncertainty, the second-stage cost is a random variable. The objective
is to choose the first-stage variables in a way that the sum of the first-stage costs and the
expected value of the random second-stage costs is minimized. The concept of recourse has
been applied to linear, integer, and nonlinear programming.
The two-stage formulation is readily extended to a multi-stage setting by modeling the
uncertainty as a filtration process. Under discrete distributions, this reduces to a scenario
tree of parameter realizations. Decomposition schemes that partition the time stage[10] as
well as those that partition the scenario space[65] have been developed for multi-stage linear
programs.
A standard formulation of the two-stage stochastic program is [48]:
min ctx + Eω∈Ω[Q(x, ω)], (2)
s.t. x ∈ X
with Q(x, ω) = min f(ω)ty, (3)
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s.t. D(ω)y ≥ h(ω) + T (ω)x, y ∈ Y,
where, X ⊆ <n1 and Y ⊆ <n2 are polyhedral sets. Here, c ∈ <n1, ω is a random variable
from a probability space (Ω, F, P ) with Ω ⊆ Rek, f : Ω → <n2, h : Ω → <m2, D : Ω →
<m2×n2, T : Ω → <m2×n1. Problem (2) with variables x represents the first stage, which
needs to be decided prior to the realization of the uncertain parameters ω ∈ Ω. Problem (3)
with variables y constitutes the second stage. Under the assumption of discrete distribution
of the uncertain parameters, the problem can be equivalently formulated as a large-scale
deterministic mathematical program, which can be solved using standard mathematical
programming techniques addressed in the previous section 2.1. Convexity properties of
the recourse function Q(·) [88] have been effectively used in decomposition-based solution
strategies [11]. For continuous parameter distributions, these properties have been used
to develop sampling-based decomposition and approximation schemes [40, 44] as well as
gradient-based algorithms [73].
Recently, Schultz et al. [70] proposed a finite scheme for two-stage stochastic pro-
grams with discrete distributions and pure integer second-stage variables. For this prob-
lem, Schultz et al. observe that only integer values of the right-hand side parameters of
the second-stage problem are relevant. This fact is used to identify a finite set in the space
of the first stage variables containing the optimal solution. Schultz et al. propose the
complete enumeration of this set to search for the optimal solution. This set may be very
large and evaluation of each of its elements requires the solution of the second-stage integer
subproblems. Thus, this approach is, in general computationally prohibitive. In most of the
previous work, uncertain parameters are presented with discrete probability distributions.
Except for simple cases that afford closed form solutions, sampling is required when dealing
with continuous distributions of the problem parameters. Thus, convergence proofs for the
resulting algorithm have to be probabilistic. For continuous distributions, Norkin et al.
[55] developed a branch-and-bound algorithm that makes use of stochastic upper and lower
bounds and proved almost sure convergence.
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2.2.2 Stochastic Dynamic Programming
Dynamic Programming, as the name implies, is an approach developed to solve sequential,
or multi-stage, decision problems. But, as we shall see, this approach is equally applicable
for decision problems where sequential property is induced solely for the computational
convenience. Unlike other branches of mathematical programming, one cannot talk about
an algorithm that can solve all dynamic programming problems. For example, George
Dantzig’s Simplex Method can solve all linear programming problems. Dynamic program-
ming, like the branch and bound approach, is a way of decomposing certain hard problems
into equivalent formats that are more amenable to solution. Basically, what dynamic pro-
gramming approach does is that it solves a multi-variable problem by solving a series of
single variable problems. This is achieved by tandem projection onto the space of each of
the variables. In other words, we project first onto a subset of the variables, then onto a
subset of these, and so on.
The essence of dynamic programming is Richard Bellman’s Principle of Optimality. This
principle, even without rigorously defining the terms, is quite intuitive:
An optimal policy has the property that whatever the initial state and the initial decisions are,
the remaining decisions must constitute an optimal policy with regard to the state resulting
from the first decision.
Since there is no limitation in extending the Principle of Optimality to stochastic systems,
dynamic programming algorithm is not particularly limited to deterministic optimization.
In stochastic systems, the general form of the Bellman equation is written as:
J∗(X(k)) = max
u(k)∈U
E{φ(X(k), u(k)) + αJ∗(X(k + 1)|X(k), u(k))} (4)
where φ(X(k)) is one stage cost for a state X(k) and an action u(k). Next state X(k+1) is
defined by a stochastic state transition equation fI . α is a discounting factor ranged from
0 to 1.
X(k + 1) = fI(X(k), u(k)) (5)
In value iteration, one starts with some arbitrary values for the value function. Then a
transformation, derived from the Bellman optimality equation, is applied on the vector
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successively till the vector starts approaching a fixed value. A general value iteration in
stochastic Dynamic Programming is defined as following:
 Step 1: Set i = 0 and initialized J0(X) for all X ∈ χ. Specify ε > 0.
 Step 2: For each state X, compute:
J i+1(x) = min
u(k)∈U
E{φ(X(k), u(k)) + αJ i(X(k + 1)|X(k), u(k))} (6)
 Step 3: If
‖(J i+1 − J (i))‖∞ < ε(1− α)/2α, (7)
stop the iteration. Otherwise increase k by 1 and go back to Step 2.
Several important remarks are in order here.
 The max-norm of the difference (J i+1 − J i) decreases with every iteration. The
reason for the use of the expression ε(1 − α)/2α in Step 3 is explained in [34] with
convergence of the value iteration. The condition in Step 3 ensures that when the
algorithm terminates, the max norm of the differences between the cost-to-go values
returned by the algorithm and the optimal cost-to-gos is ε.
 The algorithm’s speed (which is inversely proportional to the number of iterations
needed to terminate) can be increased by other methods such as Gauss Siedel value
iteration and relative value iteration for discounted reward. Detail explanation of the
methods are discussed in [61, 34].
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CHAPTER III
ALGORITHMIC FRAMEWORK FOR IMPROVING
HEURISTICS
3.1 Proposed Framework
Solving a stage-wise optimization problem requires finding the optimal trajectory of states
in the state space. In general, the number of states visited by the optimal solution is very
small compared to the total number of states in the entire state space. The main idea of
the proposed algorithmic framework comes from following questions.
1. What if we solve DP in a restricted state space of the entire state space which includes
all the states visited by the optimal solution?
2. How to find the restricted state space?
The answer for the first question is simply that we can find the optimal solution and the
computational load of the DP will be significantly reduced. Therefore the second question
is substantial: how to find this restricted state space. We can approximate this restricted
state space using simulation, much as it is used in in RL or NDP. The idea may look
same as NDP which is also based on the main DP framework with simulation and training.
However, the major difference between the proposed approach and NDP is in the way the
simulation data is used. NDP utilizes the simulation data for neural net training to map
the input features to estimations of the cost-to-go function. Thus, it both extrapolates
and interpolates over the examples. On the other hand, the simulation data is used to
construct the restricted state space of the states in the proposed method by memorization
of the states and connecting actions. This results in big differences in the performance of
DP when the original state space is large. In particular, for the problem with a large state
space, it may be impossible to cover the acceptable state space during the simulation. The
extrapolated approximation generated by NDP may then cause the solution to deteriorate.
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In the proposed method, DP is performed in the restricted state space of the states visited
by different suboptimal simulations according to the state transition rules of the problem.
Therefore, the worst case of the proposed approach can be ending up with the best of the
suboptimal solution visited by the simulations. The the key procedures of the proposed
approach is illustrated in following figure 1.
Figure 1: The Proposed Approach: Stochastic DP in the restricted state space
Generalized steps for applying the algorithmic framework is summarized as following:
1. Step 1 : Stochastic simulation with heuristic policies.
2. Step 2 : Identification of the restricted state space visited by heuristics and the initial
cost-to-go approximation
3. Step 3 : Bellman iteration in a heuristically restricted state space
4. Step 4 : Real-time policy evaluation
A detailed description of the algorithm follows.
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3.1.1 Simulation of Heuristic Policies
The purpose of the simulation is two-fold. First, the simulation is performed in order to
obtain a meaningful set of the states within which the DP is to be performed. Obtaining
a reasonably sized subset containing trajectories of good policies is critical for solving the
problem because DP over the entire state space is computationally infeasible for the given
problem. For the simulation, a large number of uncertain parameter realization sets are
generated by the underlying Markov chains. Each realization set represents one scenario
out of the enormous number of possible scenarios. Several different heuristics are applied
for each realization and a set(trajectory) of visited states(as defined in 4.3.1) is obtained
from each heuristic. Because each heuristic works in a different way, there can be several
different state trajectories even for the same scenario. Those different state trajectories
will be combined in the state space by the later step, Bellman Iteration, of the algorithmic
framework. The heuristic policies applied for this problem will be described in Section 4.5.
Second, the simulation provides initial ‘cost-to-go’ values, which can be used in the
Bellman iteration step, for the states. According to the definition of the ‘cost-to-go’(4.3.4),
a ‘cost-to-go’ value is calculated for each state in the state trajectories obtained by the
simulation of the heuristic policies. The same state in different state trajectories can have
different estimates of its ‘cost-to-go’ values according to which heuristic is used. For ex-
ample, every state trajectory starts with the unique initial state, shown equation (77), but
different heuristic policies may give different average values of the reward and cost. In the
Bellman iteration step, one(lowest or average among the heuristics tried.) can be assigned
as the initial estimate of the cost-to-go for each state.
3.1.2 Cost-to-Go calculation for the restricted state space
The total number of state trajectories obtained by the simulation of the heuristic policies(30)
is ν×n, where ν is the number of realizations and n is the number of heuristics tried in the
simulation. The subset should consist of all non-redundant states in the ν × n trajectories.
This step requires substantial computation. If one state appears µ times in the set of
trajectories, all the realized cost values obtained from the trajectories are added and divided
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by µ for the initial ‘cost-to-go’ value calculation. For example, the cost-to-go value for the
initial state is chosen as the mean value of the total rewards minus the total costs over all
the simulations. The initial guess for the ‘cost-to-go’ values obtained in the previous step
are used as Ĵ0 to initialize the Bellman Iteration.
3.1.3 Bellman iteration
we iterate the following equation (8) for each state X(k) in the subset, until Ĵ i meets a
certain convergence criteria, i.e. ||Ji+1−Ji
Ji
||∞ < 0.01:
Ĵ i+1(X(k)) = min
u(k)
E{φ(X(k), u(k)) + αĴ i(X(k + 1)|X(k), u(k))} (8)
In the above, φ(X(k), u(k)) represents the cost incurred by the decision u(k) for the state
X(k). For each state in the subset, we can identify all the possible decisions, u(k). Once
we know the possible decisions, the expected cost can be calculated for each of the possible
decisions using the conditional probability. For each one of these decisions, the possible
next states and their transition probabilities are obtained analytically according to the
state transition rules and the given conditional probabilities. After a sufficient number of
iterations of equation (65), the converged cost-to-go J∗(X(k)) is obtained for every state in
the subset.
 Cost-to-Go Approximation for Partially Connected States
In the Bellman Iteration equation of (65), the calculation of E{φ(X(k), u(k))} is de-
scribed. However, the exact calculation of E{Ĵ i(X(k +1)|X(k), u(k))} is not possible
because there is no guarantee that the subset is closed, i.e., for any state in the sub-
set, all possible next states are in the subset as well. The subset may be open for the
following two reasons:
1. A finite number of heuristic policies, which do not cover the entire
decision space, are applied in simulation to form the subset.
The states in the subset are not arbitrarily chosen. A set of reasonable heuristics
are implemented in simulation to collect all the visited states. Hence, in doing
so, many state transitions, possible with certain decisions not covered by the
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heuristics, may never have occurred during the simulation. The states involved
in the unrealized transitions would not have been included in the subset. Indeed,
our intention was to reduce drastically the number of states we must examine.
2. Only a finite number of realizations are simulated
If the number of possible scenarios are very large, it is unlikely that one can
realize every possible scenario in simulation because some scenarios have a very
low probability of occurring.
The states not included in the subset due to 1 and 2 have to be distinguished and
dealt with differently in the Bellman iteration. In the case of 1, a group of possible
next states associated with decisions not covered by the chosen heuristics, are not
visited at all in the simulation.
Figure 2: Cost-to-Go Approximation Type 1
In Figure 2, the decision u2(k) has never been made during the heuristic simulation.
To confine the decision to those leading to a state in the subset, we propose to prevent
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the unseen decision by assigning a large cost-to-go values to those states. The large
cost-to-go value will act as a barrier for the decision and one of the other decisions
will be chosen in the minimization step of the Bellman Iteration. This implies that
the large cost-to-go values will not be propagated to current or previous states. This
cost-to-go approximation is based on the assumption that a reasonable number of
good heuristics have been tried and all good decisions have been covered.
For reason 2, some of the next possible states associated with a simulated decision
may be absent in the subset In Figure 2, a state linked from the decision u3(k) is
not in the subset because the state transition is not only governed by the decision
but by random factors as well. Theoretically, all the possible states under the tried
heuristic policies can be included in the subset by performing a ‘sufficient’ number
of realizations. However, for a problem with an enormous number of scenarios, this
may not be feasible. Thus, an approximation strategy is necessary to deal with this
inevitable absence of some states in the subset. If a state is not in the subset due to
the reason 2, it implies that the probability of transition to the state is comparatively
small. Thus, we suggest that those states can be ignored and the state transition
probabilities for the rest of the states are normalized accordingly as shown Figure 3.
With the proposed approximation methods, the Bellman Iteration gives ‘converged’ cost-to-
go values rather than ‘optimal’ cost-to-go values. The issue of the open subset is re-examined
in the next step of real-time decision making.
3.1.4 Real-time decision making
The ‘converged’ cost-to-go values obtained in the previous step are used for real-time de-
cision making as follows. If the ‘converged’ cost-to-go, Ĵ∗, is the optimal cost-to-go, the
following decision u∗(k) also will also be optimal according to the ‘Principle of Optimality’
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Figure 3: Cost-to-Go Approximation Type 2
of DP.
u∗(k) = arg min
u(k)
E{φ(X(k), u(k)) + αĴ∗(X(k + 1)|X(k), u(k))} (9)
However, the decision may be suboptimal because the converged cost-to-go, Ĵ∗, is obtained
by the approximation procedure described in section 3.1.2. Furthermore, the real-time
decision making equation of (9) is not valid for every situation because the random factors
may take the system outside the previously experienced subset. The real-time decision has
to be robust for any possible realization, some of which may lead a state trajectory outside
the subset, for which the cost-to-go is not available. In this work, we use the following two
approaches to real-time decision making.
 Method 1 : Real-time decision making with a cost-to-go barrier
A fixed high cost-to-go value is assigned to all states outside the subset, thereby
making a decision leading to a state outside the subset highly unlikely. This approach
is basically the same as the approximation method developed for the Bellman Iteration
step.
 Method 2 : Real-time decision making with a guiding heuristic
In this approach, we allow the state to step outside the subset. We use a heuristic
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policy whenever a state outside the subset is encountered. The best among the tried
heuristic policies, in terms of the mean value of the reward can be used for this. Once
the state comes back into the subset, the decision making is switched to the mini-
mization of the cost-to-go, as shown in Figure 26.
Figure 4: Real-time Decision Making with A Guiding Heuristic
3.1.5 Generalization of the algorithmic framework in discrete state space
The algorithm framework thus embodies a general idea of combining heuristics over the
restricted state space by rigorous solution method (as pictorialized in Figure 5, dynamic
programming). The approach can be applied to any problem formulated as a dynamic
program, provided that there are reasonable heuristics available for simulation.
Furthermore, the application is also not limited by whether the problem is deterministic
or stochastic, as applications of the basis rigorous solution method, DP, is flexible and
accommodates both. The algorithmic framework is particularly designed to solve stochastic
optimization problems with discrete state space and for those class of problems, we can state
several features of the approach.
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Figure 5: Combining heuristics over state space
1. The state trajectories obtained by the heuristics guarantee that a feasible solution
exists for a set of experienced realizations.
2. If no states can be connected from different heuristics, the procedure will be no better
than the original heuristics.
3. There is a chance of finding an improved solution by connecting states in the restricted
state space found by different heuristics.
4. If the state space includes all of the states of the global optimum solution, eventually
DP will lead to it – often in dramatically reduced computational time.
In later parts of this thesis, the proposed algorithmic framework is tailored for various
applications in the class of stage-wise optimization problems.
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3.2 Application to Deterministic Traveling Salesman Prob-
lem
3.2.1 Introduction
To verify the efficacy of the proposed algorithmic framework in the deterministic case(the
stochastic case is studied in section 3.3, a new deterministic combinatorial optimization
problem, a discount coupon traveling salesman problem(TSP), is introduced. The problem
is interesting in itself given its higher combinatorial complexity compared to the original
TSP. For the discount coupon TSP, conventional rigorous optimization problem formula-
tions such as a dynamic program (DP) and mixed integer linear program (MILP) can be
used to find a global optimum solution. However, these methods are limited to small size
problems due to the rapid growth of the solution space that has to be searched with the
size of the problem. Furthermore, the problem also embodies important notions, optional
or conditional tasks, involved in many practical scheduling and planning problems. Here
optional tasks refer to those that the scheduler has the option of determining whether and
when to perform. Conditional tasks refer to those that must be performed if certain condi-
tional requirements are met. For example, cleaning process units to remediate fouling may
be related to an observation of the state of the unit or a measurement of batch quality. Ad-
ditional measurements of current process conditions or batch properties could be made to
enable better downstream processing and batch-to-batch control. Furthermore, measuring
the properties of a batch to reveal a processing problem or an opportunity to reduce the
batch times at the early stage of the batch processes are more difficult(require more cost or
time) but the benefit of the investigation is larger because there are more stages over which
the benefit can accrue.
Scheduling and planning problems with these types of tasks have additional complexities
and some novel features with respect to traditional problem definitions and formulations.
First, the task network structure is no longer fixed; it can be changed by additional tasks that
may not be under the control of the planner. Second, the batch task parameters may assume
values that depend on the performance of the tasks. For example, cleaning a reactor may
increase the product yield. Third, the decision of whether to perform these types of tasks
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is often based on information about the process state directly gathered from the process
at the time of decision. Fourth, often only partial information to support the decision
is available, thus what information is known at the time must be explicitly represented.
The evolution of the information state is usually coupled with the performance of certain
optional tasks. For example, optional tasks such as measurements, may not change the
state of the process itself, but improve the future information available for decision-making.
These issues regarding information for decision making will be elucidated in section 3.3,
which treats of stochastic version of TSP.
The next section outlines the deterministic TSP variant with a discount coupon pur-
chasing option. In section 3.2.3, four different solution methods including the proposed
algorithmic framework will be introduced with a small size 10-city illustrative example. In
section 3.2.3.4, we conduct a moderate scale numerical study for a 50-city problem, which is
computationally infeasible with the conventional MILP and DP based solution approaches.
Finally, section 3.2.3.5 summarizes our major results.
3.2.2 Deterministic Version of Traveling Salesman Problem with an Optional
Task
The traveling salesmen problem(TSP) is one of a class of seemingly simple problems in
combinatorial optimization with a structure that makes them very difficult to solve. It
is representative of a large number of important scientific and engineering problems[51].
The TSP has been studied in the Chemical Engineering area [57, 56, 33] because of its
relationship to batch scheduling problems. The class of multi-products batch scheduling
problems can be characterized as a TSP because transition costs(time) are incurred by
changing raw or intermediate materials which depend on a particular transition. Therefore,
several scheduling problems of interest to chemical engineers have been formulated as TSPs
or close variants. For example, no-wait Flowshop problem can be transformed into a TSP
[57], resource constrained sequencing problem can be reduced to a resource constrained
TSP [56] and parallel flowshop problem also can be transform into a constrained TSP [33].
In this section, we introduce a new type of deterministic TSP with optional tasks, which
frequently arise in realistic scheduling problems.
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3.2.2.1 Problem Description
To make the idea of optional tasks more concrete, we have chosen to take a classic problem
in combinatorial optimization and modify it to contain the optional task structure. The
problem belongs to the class of NP-complete optimization problems [31], for which no
algorithm with computation time that scales as a polynomial in the size of the problem is
known. The optional task TSP maintains the same basic structure of the problem, each
city being visited exactly once per tour, but modifies the cost of travel and fixes the starting
city. It is assumed that when a salesman reaches a city, a coupon may be purchased that
will lower the “distance” or, more abstractly, the cost of traveling between the cities he
has not yet visited. The discount is not applied uniformly to the costs of travel and hence
the salesman may bias his tour to reach certain cities early to take advantage of discounts
on other potential legs of the journey. The coupon is to be purchased exactly once or
not at all during the tour, and its cost decreases with the number of cities remaining to
be visited. The decisions that the salesman has to make are both the order in which to
visit the cities from the given starting city and the location at which to buy the coupon.
The introduction of the coupon adds a new dimension to the classic TSP. It disrupts the
original problem structure. For example, to represent the problem as an integer program
requires not just capturing the binary decisions of the connectivity between cities, but also
the relative location of the city within the tour with respect to the coupon purchase.
3.2.3 Illustrative Example : Deterministic TSP with a discount coupon
Consider a small size(10-city) TSP with the option of buying a coupon. The effect of
purchasing the coupon can be conceptualized as switching the cost matrix as shown in
Figure 6. In this example, the coupon prices were chosen by drawing 10 random numbers
from a uniform distribution from 0 to 120 and assigning them to stages 1 through 10 in
order of decreasing value. The discount factor for each cost element was also drawn from a
uniform random distribution between 0 to 0.8.
For the original TSP, without the optional task, a large number of efficient MILP solution
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Figure 6: Cost Parameters for the Illustrative Example
algorithms and heuristics have been developed [51]. With the optional task however these
methods may not apply, at least not directly. In this paper, four different solution methods
will be introduced, including our novel approach based on combining heuristics within
dynamic programming. Each approach represents a different level of compromise between
the accuracy of solution and computational complexity.
3.2.3.1 Dynamic Programming
Dynamic Programming is a technique that can be used to solve optimization problems with
a certain multi-stage structure. Dynamic programming obtains solutions by working stage
by stage, usually backward from the last stage to the first stage, thus breaking up a large,
unwieldy problem into a series of smaller, more tractable problems. The original TSP has
been formulated as a dynamic programming problem [89] [7], and we modify this for our
29
particular variant.
Definition of State The state, denoted by Xt, consists of three pieces of information:
the first two are the current city, i, and the set of cities already visited before the current
stage t, which is denoted by St. These two are the states used for the original TSP. The
additional state information is a binary variable,γt, indicating whether or not the coupon
has been purchased. It takes the value of 1 if the coupon has already been purchased before
stage t, and 0 if not. This will be termed the coupon status. Hence, the state for our
problem is:
Xt = (i, St, γt) (10)




{gt(Xt, j, δt) + ft+1(Xt+1)} for t = {1, 2, ..., N} (11)
fN+1(XN+1) = 0 ∀XN+1 (12)
Xt+1 = (j, St ∪ j, γt + δt), s.t. γt + δt ≤ 1 (13)
where t = 1, 2, ..., N for N -city TSP and ft(Xt) represents the minimum cost that must be
incurred to complete a tour if the t− 1 cities in the set St have been visited, city i was the
last city visited, and the coupon has been purchased already if γt = 1 (or not purchased
if γt = 0). δt is introduced to represent the decision of purchasing the coupon at stage t.
According to the problem definition in 3.2.2.1, the salesman can buy the coupon only once
throughout the tour; therefore δt is constrained to be 0 if γt is 1. γt+1 can be expressed as
γt + δt. In the equation (11), the current stage cost, gt, is calculated by following equations:
gt = cOij ; if γt = 0 and δt = 0,
gt = cDij + Pt; if γt = 0 and δt = 1,
gt = cDij ; if γt = 1 and δt = 0
where cOij is the cost of traveling from the city i to j before buying the coupon, c
D
ij is the
cost for doing the same once the coupon has been purchased, and Pt is the coupon price at
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stage t.
The DP approach checks all the feasible state transitions between stages to find the mini-
mum cost-to-go at each stage. The graphical illustration of this DP approach is shown in
Figure 7 in which the dotted lines represent feasible state transitions.
Figure 7: Dynamic Programming for the Illustrative Example
Computational Load of Dynamic Programming The computational load of this DP
algorithm is directly dependent on the size of state space. Since one must always start from
city 1 with or without buying the coupon, there are 2 states for the first stage. Also, since
one must end at city 1 and one has the option of not buying the ticket at all, there are two
possible states for the last stage.
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From stage 2 to N , the number of possible states for stage t, (NPt), can be calculated
by the following equation :
NPt =
2(N − 1)!
(N − t)!(t− 2)!
(14)
where, N = the number of cities , t = {2, 3, ..., N} is the stage number. Because the DP
solves the problem though stage-wise recursion, the number of comparisons at each stage t
is given by the multiplication of the number of states at stage t and the number of states
at stage t + 1. Considering the state transition rules (for example, one cannot “unbuy” the
previously bought coupon) and using the equations in (14), the total number of comparisons
required to solve this problem by DP can be calculated. There are NPt and NPt−1 states
at stage t and t − 1 respectively, therefore without considering the state transition rule,
there can be NPt ·NPt−1 cost-go-values incurred by connecting states at t stage and states
at t− 1 stage. The state transitions from “not bought” states at stage t to “bought” states
at stage t− 1 are infeasible. Therefore, at stage t, 34NPt ·NPt−1 comparisons of cost-to-go
are required.
For this example(10-city), the number of possible states is 4612 and the number of




4NPt · NPt−1). On the other hand, to solve
this problem with explicit enumeration requires in the worst case (N − 1)!ln((N − 1)!) =
4, 645, 527 comparisons. Despite the superiority of DP to the explicit enumeration, it is
limited to fairly small TSPs. For example for a 50-city TSP, the total number of states
goes up to 2.76 × 1016. The computational load scales exponentially with the number of
cities and the approach becomes quickly intractable. The solution obtained by using the
DP approach for the given example is listed and compared with the solutions from the other
methods in subsection 3.2.3.5.
3.2.3.2 MILP Formulation
The MILP formulations for the original TSP have been developed by adding constraints for
eliminating subtours in the assignment problem [51]. Unfortunately, these classical MILP
formulations are not directly applicable to our variant of the TSP. The solution of our
variant of the TSP is an incomplete tour if we consider it as a TSP with 2N cities (N cities
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with original cost matrix and N cities with discounted cost matrix). The compact subtour
elimination constraints cannot be used to develop a MILP model for the given problem.
A MILP model for the given problem can be derived by modifying the assignment
problem (see Figure 8). For a N-city problem, N cities are assigned to N+1 slots. The
sequence of the cities assigned to N+1 slots must be optimized to minimize the total travel
cost. Because of the starting and the ending city constraints of the problem statement, city
1 is assigned to slot 1 and N+1, although a slight modification allows the starting city to
be left unspecified. The binary variables, Xij are introduced to represent the assignment
from city i to slot j.
Figure 8: Assignment Problem from N cities to N+1 slots
Constraints (15)-(17) are the assignment constraints for the problem.
∑
i
Xij = 1 for j = {2, 3, ...N} (15)∑
j
Xij = 1, i = {2, 3, ..., N} (16)
X11 = 1, X1N+1 = 1 (17)
The traveling costs are incurred from the assigned cities in every pair of adjacent slots
according to the ‘coupon status’ at slot j denoted by γj as we denoted γt in DP formulation.
The transition cost from slot j to j + 1 can be expressed by the following constraints:
Cj ≥ cDikγj + cOik(1− γj)− (2−Xij −Xkj′)M (18)
i, k = {1, 2, ..., N} and j = {1, 2, ..., N} , j′ = j + 1
where, Cj is the transition cost from slot j to j + 1 and γj the coupon status at slot j
M is a big “M” value.
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The minimum value of Cj satisfying the constraint (18) represents cost incurred between
slot j and j + 1 according to the assignment decisions Xij , Xkj′ and the coupon status γj .
For example, when Xij = 1 and Xkj′ = 1, city i is assigned to slot j and city k is assigned
to slot j +1, which means the segment tour from city i to k is chosen. Hence the transition
cost from slot j to j + 1, Cj , is bounded by Cj ≥ cDikγj + cOik(1 − γj), and according to
the coupon status, γj , the active bound for Cj is decided. For a reasonable relaxation, the
maximum cost element in the original cost matrix and the discounted matrix can be used
for M .
From the problem definition in 3.2.2.1, the salesman can buy the coupon only once
during his tour and the coupon cannot be “unbought” once purchased. The following
constraints ensure this:
γj ≤ γj′ , j′ = j + 1 (19)
j = {1, 2, ..., N − 1}
Then, the coupon price is calculated by constraints (20)-(21).
Z ≥ γ1P1 (20)
Z ≥ (γj′ − γj)Pj′ (21)
j = 1, 2, ..., N − 1 j′ = j + 1
where, Pj : given coupon price at stage j, for j = {1, 2, ..., N}
Z : optimum coupon price(decision variable)
The objective of this problem is to assign the cities and coupon buying status to the
slots to minimize the total cost incurred by the assignments. This objective can be simply





Cj + Z (22)
j = {1, 2, ..., N}
The proposed MILP model is well defined for the problem and can guarantee the optimal
solution of the problem. But the number of constraints and the number of binary variables
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of the model can become very large even for a small size TSP. For an N -city TSP with
the additional coupon buying option, the number of binary variables is N(N + 2) and the
number of constraints is of order N3 because of the constraints (18). Furthermore, the
“big-M” relaxation introduced in the constraints (18) increases the integrality gap of the
LP relaxation leading to poor computational performance. We cannot tighten the value of
‘big-M’ because any pair of cities can be assigned to any pair of slots, hence the largest cost
element could occur at any slot j.
3.2.3.3 Heuristics
For the original TSP, many heuristics have been developed to find suboptimal but ‘good’
solutions in reasonable time for large N (> 106) TSPs. For our TSP example, we consider
two heuristics for finding suboptimal solutions. The main idea behind the heuristics is to
solve a TSP and then modify the solution using a shortest path problem to reflect the
change in the cost matrix that occurs after buying the coupon.
Heuristic 1 This heuristic can be described by the following procedure and Figure 9.
1. Solve the TSP with the original cost matrix and the fixed starting city to obtain the
optimal tour, set i = 1
2. For the option of purchasing the coupon at the ith city in the optimal tour, follow the
obtained optimal tour until the ith city
3. Solve the shortest path problem with the discounted cost matrix for the rest of the
tour after the ith city
4. i = i + 1, while i ≤ N , repeat from 2.
Heuristic 1 determines the first part of the tour from the optimal tour obtained with the
original cost matrix. The tour after purchasing the coupon is found by solving a shortest
path problem through the rest of the cities. Heuristic 1 generates N different suboptimal
solutions with N different coupon buying locations for the N city problem.
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Figure 9: Pictorial Illustration of Heuristic 1
Another N suboptimal solution can be obtained by inverting the optimal tour with the
original cost matrix and proceeding as before. As a result, for a N cities problem, the
heuristic 1 generates 2N suboptimal solutions.
Heuristic 2 This heuristic follows the same idea as in Heuristic 1 but we reverse the
sequence. First, we determine the optimal tour for the regular TSP with the discounted
cost matrix. In this case, the tour obtained with the discounted cost matrix gives the second
part of the suboptimal tour because the discounted cost matrix is in effect after buying the
coupon. The the following procedure for Heuristic 2 is also displayed pictorially in Figure
10.
Figure 10: Pictorial Illustration of Heuristic 2
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1. Solve the TSP with the discounted cost matrix and the fixed starting city to obtain
the optimal tour, set i = N .
2. For the option of buying the coupon at the ith city, follow the obtained optimal tour
from the ith city to the end
3. Solve the shortest path problem with the original cost matrix for the first part of the
tour before the ith city
4. i = i− 1, while i ≥ 1, repeat from 2.
As in heuristic 1, for an N city TSP, 2N suboptimal solutions can be obtained from Heuristic
2.
Quality of the Solution and the Computational Load of the Heuristic 1 and
2 The difficulty of solving the given problem arises from buying coupon, which must be
considered simultaneously with the sequence of cities. This major difficulty is eliminated in
the above heuristics because the coupon buying decision is treated as an iterative routine
from the first city to the last city after separating the problem into a TSP and a shortest
path problem, the latter of which is solvable in polynomial time. The elimination of the
major difficulty is an advantage in terms of computational load but a disadvantage in terms
of the quality of solution. The computational loads of these heuristics are relatively small
compared to those of the DP approach and MILP formulation. They require solving an
original TSP and a shortest path problem for each coupon buying stage. The heuristics
still give a high quality solution, although the problem is separated into 2 parts, a priori,
and the optimal solution is found for each part of the problem. Furthermore, it also checks
every possible coupon buying stage from 1 to N . Hence the best solution among the 4N
suboptimal solutions obtained by the heuristics can be regarded as a ‘good’ suboptimal
solution.
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3.2.3.4 DP in the Subset of the States Visited by the Heuristics
DP is shown in 3.2.3.1 as a solution method that can guarantee the global optimum for this
type of problem. But DP is often not applicable to practical problems due to the exponential
growth of the state space. In theory, the portion of the state space that has to be visited by
an “intelligent” algorithm consists of just N states, those on the optimal path, a vanishingly
small fraction of the overall state space. Identifying this restricted state space, without
searching the state space, clearly must be as intractable as solving the original problem.
However, finding some small regions of the state space that might contain the optimal (or
very good suboptimal) subset and then searching them rigorously, using DP, could prove
to be a tractable approach for large problems. The idea is to use heuristics to identify the
relevant regions of the states and use DP to “patch” these states together. The proposed
method in this section describes how to obtain this relevant subset of the states and find
an optimal path of states within the subset. When there are several reasonable heuristics
and an appropriate state definition and DP formulation for a certain optimization problem,
the heuristic solutions can be translated to a set, or trajectories, of states defined in DP
formulation. The same state can be visited by different suboptimal(heuristic) solutions and
this will happen more frequently when heuristics that exploit the problem structure in a
similar manner are used. The key idea of our method comes from hypothesizing that the
states visited by several reasonable heuristics represent a ‘good’ subset of the state space,
within which search for a ‘good’ solution can be conducted. The DP in the restricted state
space follows the same algorithms as the full DP, except some of the states in adjacent
stages cannot be connected.
DP in the Subset of the States for the TSP example The generalized proposed
method described in 3.2.3.4 can be tailored for the TSP example by using DP formulation(3.2.3.1)
and heuristics(3.2.3.3) for the problem. In subsection 3.2.3.3, two heuristics for the given
problem were developed based on the idea of first finding good lows and then modifying the
before or after coupon purchase. For many well-known types of combinatorial optimization
problems, a large number of heuristics can be and have been developed. Often, certain
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heuristics can be modified by changing a parametric description of them. For example, the
‘Nearest Neighborhood’ search [89], a well known greedy algorithm for TSP, can be pa-
rameterized by an explicit description of the neighborhood operator. The N city problem
has N stages, thus from one suboptimal solution, N visited states are obtained. Since 4N
suboptimal solutions can be obtained from the two heuristics we introduced earlier, at most
4N states are visited by these heuristics at each stage. The reduction of the search space
is often dramatic, thus making the approach feasible for even very large problems. For the
given 10 city illustrative example, the size of this subset of the states(101 states) is much
smaller than the entire state space (4612 states), which is used for the DP in subsection
3.2.3.1 as shown in Figure 11. Figure 11 also shows the number of feasible state transitions
is also much smaller than that of original state space. The reduction of the state space to
the subset visited by the two heuristics enables a considerable reduction in the computa-
tional load compared to the original DP.
Guideline for Expanding the Subset For the given example, states in the subset is only
2%(101 to 4612) of the original states. Although those states in the subset are “good states”,
it is unlikely that it contains all of the states belong to the global optimal solution trajectory.
The possibility of obtaining a better solution by performing DP within the subset of the
states can be increased by expanding the subset so that it includes more “good states”. The
extreme case of this expansion would be the original state space, in which the DP method
can guarantee the global optimal solution but computationally intractable. Therefore, an
important issue is how to expand the subset intelligently to increase the possibility of
improving the suboptimal solution, while keeping the size of the subset relatively small
compared to the original state space. Moreover, for the given example, just adding states
to the subset in a random manner does not help to improve the solution unless the added
states are connected to the states in the subset according to the state transition rules.
Hence, the added states must be feasible in terms of the state transition as well as ‘good’ to
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Figure 11: Number of States and Feasible State Transitions in the Subset of the States in
the Illustrative Example
improve the suboptimal solution. We suggest following subset expansion guideline for the
example.
1. Set i = 2
2. Set j = 1
3. Switch the ith city with (i + j)th city in the suboptimal tour obtained by DP in the
subset of the states and add the corresponding new states obtained by the switching
4. j = j + 1, while i + j ≤ N , repeat from step 3
5. i = i + 1, while i ≤ N − 1, repeat from step 2
Using the above guideline, we can add at most 2
∑N−2
k=1 k = N
2 − 3N + 2 new states. As a
result, the expanded subset is still small enough to make the DP tractable for a very large
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N . And all of the added states are feasible in terms of state transition because they are gen-
erated by switching the suboptimal route. In this particular case, the expansion produced
no improvement over the DP in the original subset. In general there is no systematic way
to produce polynomially bounded expansions of the space that can guarantee improvement.
3.2.3.5 Comparison of Solutions
For the illustrative example, the 4 different solution methods have been tested. Among
these 4 solution methods, the DP and MILP approaches can guarantee the global optimum
solution. On the other hand, the other two methods, the heuristics and DP in the subset of
the states are computationally more tractable, even though they cannot guarantee the global
optimum solution. The comparison of the solutions by the four methods must be based on
two points, the degree of optimality of the solutions and the computational time used to
obtain the solutions. However, comparing the MILP method with the other methods is not
appropriate because different languages were used to pose and solve the proposed MILP
from the other solution methods. The proposed MILP is solved by using CPLEX 7.0 in
GAMS [15] and MATLAB is used for the other solution methods. Generally, the speed of
computation based on MATLAB is much slower than that with GAMS. For this reason,
in Table 3.3.5.1, we compare the computational times for the three solutions obtained by
MATLAB only. However, it should be noted that the computational time of solving the
proposed MILP with 0.01 error bound on a same machine is 1015.0 seconds. As a part of
the two heuristics, one must solve the original TSPs without the coupon buying option. For
this purpose, a TSP solver is coded in MATLAB with the simulated annealing algorithm
[1].
Table 1: Solution Comparison
DP Solution The Best Heuristic DP in the SSS+
Total Traveling Cost 416.34 432.54 422.78
Calculation Time (Sec.)* 30546.8 8.80 8.8+1.8=10.6
+ Subset of the States
* On a Pentium III at 800 MHz: 512MB RAM
A greedy heuristic for the original symmetric TSP, the Nearest Neighborhood Search
[89], which can find the globally optimal or nearly optimal solution for relatively small
size(less than 100 cities) instances of TSP is used to provide a good initial solution for the
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simulated annealing algorithm. The simulated annealing algorithm TSP solver starts its
stochastic cooling from a temperature of 60 until it cools down to 5 with a reduction rate
of 0.99. For most TSPs with less than 50 cities, the TSP solver can find the global optimal
solution owing to the good initial solution and the high temperature reduction rate(0.99).
As we expected, the DP method finds the global optimal solution and the other meth-
ods result in suboptimal solutions. Table 3.3.5.1 highlights the efficiency of the proposed
method for performing DP within the subset of the states visited by the heuristics. The
additional computational time for performing DP within the visited set is trivial because of
the dramatically reduced state space. At the expense of small additional calculation time
on top of the heuristics, we can obtain a significantly improved solution.
Furthermore, we can see that the solution from the DP in the subset of the states approach
is close to the global optimum in this particular example. To measure the quality of each
solution by different solution method, exhaustive enumerations are performed. The best 5
feasible solutions obtained by exhaustive enumerations of all feasible solutions are shown in
Table 2. It turned out that the solution by the method is the second best solution.
Table 2: Comparison of Solutions Between the Best Heuristic Solution and the Optimal
Solution
Solution Method Traveling Cost Route
The Global Opt. DP or MILP 416.34 1-10-8-4-2-6-7-5-9-3-1
2nd Ranked Soln DP in the SSS 422.78 1-10-8-2-6-7-5-9-3-4-1
3rd Ranked Soln Enum+ 427.84 1-10-8-4-6-7-5-9-3-4-1
4th Ranked Soln Enum+ 431.23 1-8-2-6-10-7-5-9-3-4-1
5th Ranked Soln Heuristics* 432.54 1-10-6-2-8-5-7-9-3-4-1
Italic Bold represents discounted tour
+ Solution method: Enumeration
* Solution Method: Best among all the solutions by the heuristics
3.2.4 Statistical Analysis of Larger Deterministic TSPs with a Discount Coupon
In section 3.2.3, we alluded to the computational limitation of the DP and MILP methods
in solving the new TSPs of large sizes. For larger problems, the two heuristics and DP in
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the restricted state space are the only computationally tractable methods. A specialized
solver for the particular MILP may make the solution of large-size problems feasible, but
developing this was beyond the scope of this research. In this section, the performance
of the proposed method is tested for randomly generated 50 city TSPs with the discount
coupon purchasing option.
Random Parameter Generation In the 50 city example, there are 4500 total pa-
rameters involved with the original and discount cost matrices and coupon prices. All of
these parameters are generated in a random manner using the following procedure:
 Cost Elements in the Original Cost Matrix : Uniform random variables ranging from
24 to 80.
 Discount Factors for the Cost Elements : Uniform random variables ranging from 0.3
to 1.0.
 Coupon Prices at the 50 Stages : Uniform random variables sorted in decreasing order,
ranging from 0 to 850.
Elements of the discounted cost matrix are obtained by multiplying the discount factors
to the corresponding cost elements of the original cost matrix. According to the random
number generation routine for the discount factors, the maximum discount rate can be 70%
of the original cost.
3.2.4.1 Statistics of Improvement
100 sets of parameters were generated by the random parameter generation routine and
the corresponding 50 city TSPs are solved by the proposed method. To implement the
proposed method, 100 TSPs are solved by the two heuristics and for each case the subsets
of the states visited by the heuristics are extracted. For each subset of the states, DP is
performed and the solution of the DP is compared to the best heuristic solution. Figure 12
shows the number of improved cases and the amount of improvement in the solution.
Out of the 100 cases, 35 cases showed improvement from the best solutions found by the
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Figure 12: Statistical Improvement of the Solutions by the Proposed Method(Rigorous
Original TSP Solver)
heuristics. The occurrence of a small number of improved cases and low percentage im-
provement may be due to two reasons. First, the size of the subset is too small compared
to the entire state space. The average number of states in the subset used by the proposed
method is only 3662. The number of states in the original state space is 2.76×1026. Hence,
the proportion( 3662
2.76×1026 ) of the states in the subset is miniscule. Of course, this propor-
tion can be expanded by employing more heuristics, possibly with better results. Second,
although we cannot verify the optimality gap between the heuristic solution and the global
optimal solution for the larger examples, the heuristic solutions may be optimal or nearly
optimal in many cases and hence no significant improvement may be possible.
3.2.4.2 The Effect of the Suboptimal TSP Solver
The computational time of the proposed method can be attributed to running to the heuris-
tics necessary to obtain the subset of the states. The biggest computational load of the
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heuristics is in solving N-city symmetric TSPs because the time required for solving the
shortest path problem is trivial compared to that for TSP. As mentioned in 3.2.3.5, for rig-
orous calculation, simulated annealing algorithm was used for the TSP solver implemented
in the heuristic method. The accuracy of TSP solver can be relaxed by decreasing the
temperature reduction factor(hastening the cooling process) of the annealing process. The
complete relaxation of the TSP solver corresponds to obtaining the solution without any an-
nealing process by setting the temperature reduction factor as zero. In the case of complete
relaxation, the solution is same as the initial starting point of the simulated annealing, the
solution of the Nearest Neighborhood(NNH) Search[89]. When the NNH search is used as a
TSP solver, the computational time for the proposed method can be dramatically reduced
by sacrificing the quality of the suboptimal solution.
Solver Rigorousness VS. The Improvement The same 100 TSPs with a discount
coupon option introduced in 3.2.4.1 are solved by the proposed method with a relaxed
heuristic method that performs only the NNH search to obtain the solution of the sub-
problem. The Figure 13 shows the number of improved cases and the amount of improve-
ment from the best heuristic solution by the proposed method.
The Figure 13 shows almost same trend of histogram as the Figure 12. Specifically, in
cases of the largest improvement, bigger than 1.4%, it shows exactly the same trend for
the same sets of the parameters. From the above results, we see that the proposed method
has a similar effectiveness for improving solutions from different heuristics. It implies the
proposed method can be applied to cases with worse heuristics to achieve a certain amount
of improvement.
3.2.5 Conclusions
The algorithmic framework is applied for improving solutions from applying heuristics for
deterministic combinatorial optimization problems. The key idea of the proposed method
is to perform DP in a subset of the states visited by the heuristics. To test the proposed
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Figure 13: Statistical Improvement of the Solutions by the Proposed Method(Pure Heuris-
tic Original TSP Solver
mathematical framework, a new variant of the deterministic TSP was introduced. This
variant includes an optional task that changes the problem cost structure. A new variant
of the deterministic TSP included the option of switching the cost matrix to a cheaper one
for a price. Four different solution methods, DP, MILP, heuristics, and DP in the subset of
the states were applied to this problem. The performance of these 4 solution methods was
tested for a 10-city illustrative example. Among the 4 solution methods, DP in the subset
of the states showed significant advantages in terms of computational time and solution
quality. The performance of the proposed method was also tested for larger examples of the
TSP variant, which are computationally intractable with the other methods. The proposed
method showed good performance in these problems.
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3.3 Application to Stochastic Traveling Salesman Problem
3.3.1 Introduction
Planning and scheduling problems for chemical production systems are a major focus of
study as companies seek to lower operating costs with minimal capital investment. A sig-
nificant challenge is to represent and account for the diverse sources of uncertainty that arise
as the scope and complexity of the problem expand [71]. These uncertainties include pro-
cessing time variations, rush orders, failed batches, equipment breakdowns, market trends
and every problem will have its own unique set of uncertainties. The intractability of the
general problem has led to the formulation and solution of deterministic scheduling and
planning problems in chemical production systems [60, 41, 42, 63, 49, 72]. The progress in
solving problems that involve uncertainty, [76, 84, 39, 59], has been limited to synthesizing
solutions that are robust to the uncertainty rather than reactive to the changing conditions
as they are realized, with the exception of [76]. There is little work on how to systemat-
ically use the information gained during the execution of the partial schedule proactively
to influence future scheduling decisions based on revised information, [26]. Therefore, de-
veloping a systematic way to model uncertainties in the process and applying it to find
the optimal solution, is one of the most challenging issues in the scheduling and planning
area. One type of uncertainty is within the process itself, such as the quality of a batch at
an intermediate stage. In this case, additional measurements of current process conditions
or batch properties could be made to enable better downstream processing and batch-to-
batch control. These measurements are labelled optional tasks [27] and may trigger new
processing tasks to be performed on batches that do not meet specifications. Scheduling
or planning problems involving these optional tasks and stochastic parameters require the
solution of decision problems that have significant combinatorial complexity, layering the
decisions about whether and when to perform the optional tasks on top of other decisions.
Furthermore, the dynamically evolving nature of information for decision making makes the
problem multi-stage in nature, as the new information state can be used to revise existing
scheduling or planning decisions.
The purpose of this work is three-fold. First, we extend the algorithmic framework for
47
improving heuristic solutions developed and verified for the deterministic case in section 3.2
to the stochastic case. Second, we introduce a new version of TSP, stochastic TSP with
an optional task(investigation) for reducing uncertainties. Several variants of the original
deterministic TSP have been studied in the chemical engineering area and related to cer-
tain batch scheduling problems [57, 56, 33]. The original TSP itself represents the parallel
flowshop scheduling problem because the scheduling problem can be transformed into an
extension of the original TSP, the generalized TSP(GTSP)[33], which can be transformed
back into the original TSP [54]. Hence, in this study, we add a stochastic component and
an optional task to the original deterministic (symmetric) TSP to make it representative
of scheduling problem with uncertainties. Third, a discrete-time Markov process is intro-
duced as a way to model uncertainties in key parameters. Besides developing an efficient
solution method, developing proper ways to represent uncertainties in the formulation of op-
timization problems is also very important for practical applications. In previous literature
uncertainties in scheduling problems were introduced in two different ways, with scenario
based representation [84, 75] and with probability distribution functions [39, 59, 76]. In
both approaches, solution methods were based on MILP(or MINLP) formulations for de-
terministic equivalent or stochastic models of the problems. However, these formulations
have some inherent limitation for solving complex stochastic scheduling problems because
it only considers a “snapshot” of uncertain parameters by means of their expected values.
Even with the reactive scheduling framework in which the expected values can be updated,
this inherent limitation cannot be removed. Some recent literature [90, 50] point to the fact
that Markov process is an attractive alternative for representing uncertainties in planning,
scheduling and supply chain problems. Suppose the uncertain parameters are changing at
each time unit according to some underlying probability distribution, unknown to the deci-
sion maker. Some of uncertain parameters are strongly correlated(i.e. processing time and
processing cost) so that they vary together as a set.
With the Markov process representation, DP, which theoretically guarantees the optimal
solution, is the natural solution method for the problem since the use of Markov process
automatically implies that the problem has stage-wise characteristics.
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The progression of the work is as follows. Section 3.3.2 will present the details of the
stochastic TSP with an optional task. Section 3.3.3 contains the possible solution meth-
ods for the given problem, stochastic DP, suboptimal heuristic policies, and the proposed
method, stochastic DP in the subset of the states. Section 3.3.4 will verify the efficacy of
the proposed method with an illustrative example. This is followed by some concluding
remarks and future works in section 3.3.5.
3.3.2 Stochastic Version of TSP with an Optional Task
In the past decade, the stochastic version TSP has been introduced by modeling each cost
element as a random variable [64, 58]. In this work, we address a new version of stochastic
TSP in which several cost modes, set of the cost elements, are changing stochastically
according to a Discrete-Time Markov Process. A new feature, an optional task [27], is
introduced to the new version of stochastic TSP to represent an opportunity to investigate
the identity of the current cost mode.
3.3.2.1 Problem Description
A salesman is assigned to travel a set of N cities H times. If the cost matrix of the problem
is deterministic, he need to follow the same route obtained by the deterministic cost matrix
at every tour to minimize the total traveling cost for H tours. Instead, suppose that the
cost matrix evolves tour to tour according to a given Markov process. Suppose there are
M cost matrices with N × N cost elements(for a N -city TSP). Each matrix represents
one possible cost mode, in which the salesman must find the optimal tour, which can be
different for different cost modes. At the end of each tour or stage, one of the M modules is
chosen according to the Markov process, which is unknown to the salesman. The transition
probabilities from a mode i to j, Pij , thus form an M×M transition matrix, which describes
the governing dynamics of the cost mode change. We make two further refinements to this
model:
 Unobserved Stochastic Process : The salesman does not know which cost mode
he will experience on any given tour. However, he is informed of the cost matrix that
governs his first tour.
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 Cost Mode Investigation : Before starting a tour, the salesman has the option to
determine the current cost mode by paying an investigation fee, β.
The investigation option complicates the decision problem, affecting the choice of optimal
tours at subsequent stages. Therefore, to minimize the total cost of traveling over a cer-
tain number of tours, the tours before which the investigation is to be performed become
important decisions. Frequent investigation will enable an accurate decision for the current
tour but the total cost may be increased by the high investigation fees. On the other hand,
too rare investigation may increase the total cost, because of the inaccurate decisions due
to increased uncertainty.
3.3.3 Solution Methods for The Stochastic TSP
For the given problem, stochastic dynamic programming [7, 8] is an exact solution method,
which can guarantee the optimal expected cost over a given horizon. However, stochastic DP
requires significant computation to obtain the optimal cost-to-go value for each state because
the dimension of the state increases due to the necessary information state introduced by
the uncertainty of the system. The Bellman iteration(cost iteration) has an exponential
complexity in the number of states. In this section, we develop suboptimal policies of high
computational efficiency as well as the stochastic DP for the given problem. The role of
suboptimal policies corresponds to the “heuristics” for the deterministic TSP developed in
our previous work [27].
3.3.3.1 Stochastic Dynamic Programming
To develop an appropriate stochastic DP formulation for the given problem, all the necessary
information of the problem must be represented explicitly in the state. The key information
is the conditional probability of each cost mode at each tour. The information state x̂(k)










where Pr{CMi} denotes the conditional probability of realizing ’cost mode’ i. For the state
x̂(k) defined in (23), the state transition rules can be derived from the transition matrix
of the Markov chain. With the investigation at step k, we set the investigation indicator
δ(k) = 1 and the information state for the tour decision changes to ẑ(k), which represents
the exact knowledge of the cost mode at tour k be the tour, as a benefit of the investigation.
If the current cost mode is Ci,
ẑ(k) = ei (24)
where, ei is M × 1 elementary vector with all zero elements except 1 in ith position. For
example, if the cost mode is 3 at tour k, the information state is reset to [ 0 0 1 · · · 0 ]T .
If the particular realization of the cost mode at the time of investigation is i, then the next
state x̂(k + 1) is calculated by following Markov transition equation.
x̂(k + 1) = P T ẑ(k) (25)
On the other hand, without investigation at time k(δ(k) = 0),
ẑ(k) = x̂(k) = P T x̂(k − 1) (26)
This is the information state propagates by the same transition rule of the equation (81)
The overall procedures of the stochastic DP are summarized in the following Figure 14.
Simulation and the First Cost-to-Go Approximation The first step is realizing the
random cost mode for simulation purposes. The realization of the random cost mode is
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Figure 14: Overall Procedures of Formulating, Solving and Testing the Stochastic DP
started by choosing an arbitrary cost mode at time 0 and then evolving the cost mode
according to the state transition probability matrix P . For sufficiently long cost mode
sequences, the overall portion of each cost mode should be same according to the limiting
probability of P , denoted by P∞. However, for different realizations the cost mode sequences
are different. The next step of the stochastic DP is to identify all the possible discrete values
of the state. The identification can be performed by the simulation of a suboptimal policy
designed to visit all the states. As results of the simulation of ν realizations of the cost
















where, Sdata is the set of visited states(x̂data(k)) by the simulation and Cdata contains the
corresponding traveling costs(φdata(k)) for the states in Sdata. Once Sdata and Cdata are
obtained, we can calculate the cost-to-go values for all the states in, Sdata by following the
state trajectories and summing the Cost-to-Go over an approximation horizon of H with
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αjφdata(k + j) (28)









Because of the large value of ν needed to cover the entire set of possible states, the same
state can be visited in many stages by the simulation. After eliminating redundant states









Let L(i) be the number of x̂data(k) satisfying the condition, x̂data(k) = x̂(i), where, k is the
index of set Sdata and i is the index of set S. Then the expected cost-to-go for the state








Where x̂data(`, i) represents the `th data point of x̂data(k) = x̂(i). As a results of the above
calculation, we obtain the first approximation of the cost-to-go values, which will be used










Bellman Iteration The Bellman equation for the given state x̂(k) can be formulated as:
J∗(x̂(k)) = min
δ(k)∈[0,1]
E{φ(ẑ(k)) + βδ(k) + αJ∗(x̂(k + 1))|x̂(k)} (33)
J∗(x̂(k)) is the optimal cost-to-go for the state x̂(k) and φ(ẑ(k)) is the cost of the tour k,
which will be chosen based on ẑ(k) obtained after the investigation decision. Based on the
above equation, we propose the following Bellman iteration scheme.
1. Set Ĵ1 = Ĵ(x̂(k)), for k = 1, 2, ..., n , where Ĵ(k) is in the set  in the equation (32)
2. Repeat following equation (34) for each x̂(k) in S, until Ĵ i is converged (i.e. ‖Ĵ i+1(x̂(k))−
Ĵ i(x̂(k))‖ < ε), for k = 1, 2, ..., n
Ĵ i+1(x̂(k)) = min
δ(k)i∈[0,1]
E{φ(ẑ(k)) + βδ(k)i + αĴ i(x̂(k + 1))|x̂(k)} (34)
Although the cost-to-go update equation in (34) looks simple, the update is quite subtle.
The detailed calculation procedures for the equation (34) can be derived using the properties
of expectation operator E and conditional probability.
 Detail Calculation Procedures to Obtain Ĵ i+1(x̂(k))
1. For δi(k) = 0
{Ĵ i+1(x̂(k))|δi(k) = 0} = E{φ(ẑ(k)) + αĴ i(x̂(k + 1))|x̂(k)} (35)
 Calculating E{φ(ẑ(k))|x̂(k)} : The current tour must be obtained for the given
condition x̂(k). With δi(k) = 0, ẑ(k) = x̂(k) and the expected cost matrix(Ĉ)





Then, the optimal tour(tour∗(k)) for the state x̂(k) can be obtained by solving
a single TSP with the Ĉ obtained from the equation (36). The expected current







which means Ci is realized with probability x̂i(k).
 Calculating E{αĴ i(x̂(k + 1))|x̂(k)}:
E{αĴ i(x̂(k+1))|x̂(k)} = αĴ i(x̂(k+1)), because the approximate cost-to-go term
Ĵ i(x̂(k + 1)) is a constant value for a given x̂(k + 1). Hence, we can take the
cost-to-go term out of the expectation summation. When δi(k) = 0. The next
state, x̂(k + 1) is calculated by the state transition rule in the equation (81).
x̂(k + 1) = P T x̂(k)
Find the next state in the set S, x̂(l) = x̂(k + 1) for x̂(l) ∈ S. Then,
Ĵ i(x̂(k + 1)) = Ĵ(x̂(l)) (38)
Combining the equation (37) and (38), we can calculate Ĵ i+1
δi(k)=0
(x̂(k)).
2. For δi(k) = 1
{Ĵ i+1(x̂(k))|δi(k) = 1} = E{φ(ẑ(k)) + β + αĴ i(x̂(k + 1))|x̂(k)} (39)
 Calculating E{φ(ẑ(k))|x̂(k)}:
After an investigation, δi(k) = 1, the state ẑ(k) can be one of e` for ` = 1, 2, ...,M .
Because x̂(k) is the probability vector of the cost modes before the investigation,
the probability of cost mode ` after the investigation(Pr(ẑ(k) = e`)) is given by





where φ(e`) represents the tour cost for the cost mode `.
 Calculating E{αĴ i(x̂(k + 1))|x̂(k)}:
Once the investigation is performed, ẑ(k) becomes one of the e`s with probability
x̂`(k). Therefore, x̂(k + 1) = P T e` with the probability x̂`(k).
αE{Ĵ i(x̂(k + 1))|x̂(k)} = α
M∑
`=1
x̂`(k)Ĵ i(P T e`) (41)
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In the above equation, it is obvious that P T ei ∈ S because all e`s are visited by
the selected suboptimal policy through the large number of cost mode realizations
and all of their next states, P T e` are also visited by the suboptimal policy.
Combining the equation (40) and (41), we can calculate Ĵ i+1
δi(k)=1
(x̂(k)).
3. Decision for Ĵ i+1(x̂) :
With the results of step (1) and (2), the equation (34) simply becomes as following,
Ĵ i+1(x̂(k)) = min{Ĵ i+1
δi(k)=0
(x̂(k)), Ĵ iδi(k)=1(x̂(k))} (42)
real-time Performance Evaluation The off-line obtained optimal cost-to-go J∗ can be
used for real-time decision making. Here we evaluated the performance of the resulting
policy for different sets of cost mode realization though stochastic simulation.
The policy can be described as follows.
1. At the time k, solve,
J∗(ẑ(k)) = min
δ(k)∈[0,1]
E{φ(ẑ(k)) + βδ(k) + αJ∗(x̂(k + 1))|x̂(k)} (43)
where, J∗ is the optimal cost-to-go from the Bellman iteration in 3.3.3.1.
(a) Calculate,
J∗δ(k)=0(x̂(k)) = E{φ(ẑ(k)) + αĴ
∗(x̂(k + 1))|x̂(k)} (44)
as derived for Ĵ i+1δ(k)=0(x̂(k)) as in the equation (35).
(b) Calculate,
J∗δ(k)=1(x̂(k)) = E{φ(ẑ(k)) + β + αĴ
∗(x̂(k + 1))|x̂(k)} (45)
as derived for Ĵ i+1δ(k)=1(x̂(k)) in the equation (39).
(c) Compare J∗δ(k)=1 and J
∗
δ=0 and choose δ(k)
2. Depending on δ(k), obtain ẑ(k) and solve a deterministic TSP with the expected cost
matrix conditioned by x̂(k) to determine the current tour.
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3. Evaluate the real cost and store.
4. Update x̂(k + 1) from ẑ(k) according to the state transition rules in the section 4.5.
5. k = k + 1 and repeat from step (1)
The real-time performance of the optimal policy with the optimal cost-to-go J∗ should
be robust for any set of cost mode realizations because it is obtained by considering the
underlying stochastic characteristic of the problem.
3.3.3.2 Suboptimal Policies
Two suboptimal policies have been developed for the given problem. One is ‘no investigation
policy’ which repeats a same traveling route for every tour. The other is an ‘investigation
policy’ based on a threshold on uncertainty in the cost mode.
No Investigation Policy The first suboptimal policy repeats the same traveling route
optimal in the sense of the mean traveling cost. One property of a Markov chain where
every state is reachable and there are no attractor states is the existence of limiting prob-
ability distribution over the states P∞. P∞ can be found by calculating the steady state
of the transition equation. P∞ represents the long-run distribution of the cost modes.
Thus, if the salesman follows the tour(mtour) obtained from the mean cost matrix with
the limiting probability, his long-run average performance without investigation could be
optimized. When there are M cost modes, the optimal tour(mtour) can be determined by













where, Ci is the cost matrix for cost mode i. Although this policy seems reasonable, it is
far from being the optimal policy because the salesman cannot realize the potential benefit
of accurate information provided by the investigation opportunity.
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Investigation Policies Without investigation, the salesman’s knowledge of which cost
mode he will encounter (x̂(k)) eventually converges to the limiting probability, P∞. When
x̂(k) is close to P∞, the salesman has only limited information about the cost mode because
of the diluted probabilities of the cost modes in x̂(k). To decide the proper investigation
frequency, we define following variable, γ(k) as an approximate indicator of the uncertainty.
γ(k) = ‖x̂(k)‖∞ (48)
The maximum value of γ(k) is 1 if the salesman executes the investigation option at step k
and it decreases as the salesman proceeds from tour to tour without investigation.
 Investigation Criteria : The salesman decides to investigate when γ(k) is less than
a certain constant θ.
δ(k) = 1 , if γ(k) < θ (49)
In equation (49), if the value of θ is close to 1, the salesman investigate very frequently.
Thus, suboptimal policies can be generated by varying the parameter θ leading to different
frequencies of investigation.
 Tour Decision : For given state x̂(k), the expected cost matrix(Ĉ) and the optimal







min ‖ (φ|Ĉ(k)) ‖
)
(51)
The equations (50) and (51) reflect the benefit of investigation in the decision of the tour
at time k because, with the state transition rules in (24) and (81), if the investigation is
performed at time k, the Ĉ in (50) becomes exactly same as the cost matrix of the particular
realization of the cost mode at time k. Nevertheless, we have not found a systematic way to
determine the optimal value of θ. In addition, it is unlikely that a rule of this form is optimal.
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Investigation Policy for Entire State Identification As mentioned in 3.3.3.1, to
start Bellman iteration for the stochastic DP, the entire state must be given with an initial
cost-to-go value for each state. The suboptimal policy proposed in section 3.3.3.2 can be
modified to visit all the possible states by changing the investigation criteria.
 Investigation Criteria : The salesman decides to investigate when x̂(k) becomes
same as the limiting probability of the state transition probability matrix, P∞.(within
some small tolerance), i.e.
δ(k) = 1 , if |x̂(k)− P∞| < ε (52)
If the investigation is performed at time k when x̂(k) ' P∞, the state x̂(k) is reset to ẑ(k)
according to the equation (24) which is then propagated again until it reaches P∞. Hence,
using the investigation criteria in (52), this suboptimal policy can visit all of the accessible
states over the course of many simulations.
3.3.4 Stochastic DP in the Subset of the States
The idea of finding solution in the subset of the state applied for the deterministic TSP
can be extended to replace the full Stochastic DP derived in 3.3.3.1. From the simulation
results of reasonable suboptimal policies, the ‘good’ states can be identified and patched
to obtain a subset of the states that can be searched rigorously in reasonable time. The
overall idea of the proposed method is shown in Figure 15.
The proposed method can be derived from the modification of the stochastic DP method
shown in 3.3.3.1. The three important modifications can be summarized as follows:
1. Simulation of Heuristics and Subset Identification:
Instead of the suboptimal policy shown in 3.3.3.2, the suboptimal policies shown
in 3.3.3.2 are used for simulation to find ‘good’ states with different value of the
investigation criteria, θ. The ‘good’ states are found by evaluating different suboptimal
policies in terms of the total cost of tours over a number of stages. The first cost-to-go
approximation procedure for the proposed method is exactly same as shown in 3.3.3.1
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Figure 15: The Proposed Approach : Stochastic DP in the restricted state space of the
States
except the Sdata and Cdata in the equation (27) consist of the visited states and their
current costs by the selected suboptimal policies.
2. Bellman Iteration for Disconnected States:
In the subset of the states, for some x̂(k), it is possible that the next state of x̂(k)
is not in the set of the state S because the subset of the states are extracted from
the selected suboptimal policies. In this case, the selected suboptimal policies execute
the investigation option for the state following x̂(k). As a result of this investigation,
the intermediate state following ẑ(k) is set to ei, therefore x̂(k + 1) obtained by the
state transition rule for the case δi(k) = 0 will never appear in S. Therefore, for those
states, the investigations should be performed to approximate the cost-to-go inside
the subset. To avoid any state transition to the states outside the subset, we can
assign large cost-to-gos for all of the states outside the subset as pictorially described
in Figure 16.
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Figure 16: Cost-to-Go for Unexplored Region(Outside the Subset) in the State Space
3. Cost-to-Go Barrier for the Real-time Performance Evaluation:
Before the real-time performance evaluation procedure shown in 3.3.3.1 is executed,
high values of cost-to-go must be assigned to the unexplored states as described in
Figure 16. This leads to a high cost barrier to prevent visiting unexplored states
during the real-time decision making.
The reduction of the number of states by the proposed method can dramatically decrease
the computational time for the Bellman iteration, which is the major computational load
of the stochastic DP.
3.3.5 Illustrative Example : Stochastic TSP with An Investigation Option
The proposed method was verified for 2 different stochastic TSP examples, small(5 cost
modes, 5 cities) and larger(20 cost modes, 5 cities) size of Stochastic TSPs. According to
the definition of the state in (23), the dimension of state is same as the number of cost
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modes. Hence, although the number of cities in both examples is 5, the complexity of the
larger one(20 cost modes) is much higher than that of small one due to large state space.
The choice of a very small TSP was made to avoid large computational costs for each step
and would not affect the overall conclusions with the stochastic part of the problem.
3.3.5.1 Stochastic TSP Example 1 : 5 Cost Modes, 5 Cities
Obviously, the first example is a very simple but we choose this as we wanted to compare
the solutions obtained by the proposed method with the optimal solution. The 5 symmetric
cost matrices that represent corresponding cost modes consists of cost elements generated by
realizing uniformly distributed random variables ranged from 10 to 70 as shown in equation
(53)-(57).
Cost Mode 1 =

0 29 45 16 38
29 0 25 20 13
45 25 0 13 21
16 20 13 0 46
38 13 21 46 0

(53)
Cost Mode 2 =

0 34 11 41 31
34 0 21 23 25
11 21 0 33 24
41 23 33 0 29
31 25 24 29 0

(54)
Cost Mode 3 =

0 22 16 24 19
22 0 38 50 18
16 38 0 26 25
24 50 26 0 15




Cost Mode 4 =

0 19 38 30 25
19 0 26 18 37
38 26 0 56 43
30 18 56 0 25
25 37 43 25 0

(56)
Cost Mode 5 =

0 22 30 16 19
22 0 43 32 23
30 43 0 31 44
16 32 31 0 65
19 23 44 65 0

(57)
Another important parameter, the transition probability matrix P of the underlying
Markov chain, is given by the following 5 by 5 matrix in Table 3.
Table 3: Cost Mode Transition Probability Matrix for the Illustrative
Example
0.8071 0.0147 0.0608 0.0640 0.0534
0.0043 0.5891 0.2241 0.0348 0.1477
0.0425 0.1353 0.7359 0.0154 0.0709
0.0745 0.4210 0.0151 0.0482 0.4412
The corresponding limiting probability, P∞, of P is
[
0.1125 0.2326 0.2321 0.3157 0.1069
]
and the investigation cost β is given as 60. For simulation of the suboptimal policies, 10,000
cost mode sequences are generated according to the underlying Markov chain. Figure 17
shows the performance of several suboptimal policies with different values of θ. The subop-
timal policies inside the shaded area of Figure 17 are used for extracting the subset of the
states.
The stochastic DP using the entire state space was executed and the total number of states
for the given problem turned out to be 315. The subset of the states contains 46 elements
determined by the proposed method.
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Figure 17: Example 1: Simulation Results of the suboptimal Policies
The total cost of 10,000 tours for the first realization of the cost mode sequences are
calculated by the real-time performance evaluation using the 2 different optimal cost-to-go
values obtained by the stochastic DP in the entire space and just in the subset of the states.
The optimal solution by the stochastic DP in the entire space is 1303591 and the solution
obtained by the proposed method is 1306110 which is a 65.6% improvement of the best of
the suboptimal solutions, 1310927. To verify the robustness of the cost-to-go obtained by
the proposed methods, the real-time performance evaluation was performed for different sets
of 10,000 cost realizations. The results of this policy evaluation verify the policy obtained
by the proposed method is robust with respect to different cost modes realizations and not
just for the realization set used for cost-to-go construction shown in Table 1.
3.3.5.2 Stochastic TSP Example 2 : 20 Cost Modes, 5 Cities
A larger example with 20 cost modes is introduced in this section. Although the number
of cities(5) in this example is same as the previous one, the complexity of the problem is
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Table 4: Example 1: Comparison of the Solutions by 3 Different Methods for
Different Sets of Realizations(The values are the total costs for 10,000 tours)
Realization Set # 1 + 2 3 4 5
Full DP * 1303591 1302743 1292996 1296222 1297076
DP in the Subset * 1306110 1303299 1296291 1297953 1300475
The Best of Heuristics 1310927 1311197 1304445 1305716 1307001
% of Improvement ++ 65.60 93.42 71.20 81.70 65.76
* 315 States : Computational Time for BI = 12834 seconds
** 46 States : Computational Time for BI = 485 seconds
for ε < 0.01, where ‖Ĵ i+1(x̂(k))− Ĵ i(x̂(k))‖ = ε
on a Pentium III at 800 MHz: 512MB RAM
+ Realization Used for Cost-to-Go Construction.
++ The amount of improvement from the best of the heuristic solutions.
increased dramatically due to larger number of cost modes. All parameters of the prob-
lem(20, 5 by 5 cost matrices, a 20 by 20 state transition matrix and a investigation cost)
will be supplied by the authors upon request. For simulation of the suboptimal policies
developed in 4.5, 20,000 cost mode sequences are generated according to the underlying
Markov chain. Figure 18 shows the performance of optimal policies with different values of
investigation criteria θ.
As the proposed method is applied to the previous example, the suboptimal policies inside
the shaded area of Figure 18 are used to extracting the subset of the states. The total
number of states in the entire state space of the problem turned out to be 1748. On the
other hand, the subset of the states contains 176 states. The computational results for the
problem is summarized in following table 2.
The computational results shown in table 2 imply that the proposed method is efficient
in finding solutions within 0.5% of optimality in computation times much reduced from the
full stochastic DP, and also robust with respect to different cost mode realizations.
3.3.6 Conclusions
Planning and scheduling problems under uncertainty are a challenging class of stochastic
optimization problems. Finding reasonable ways to represent the uncertainty is crucial,
particularly when the decision involves actions whose sole purpose is to reduce uncertainty
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Figure 18: Example 2: Simulation Results of the suboptimal Policies
and modify the information state. To begin to develop solution approaches for this class
of problems we introduced a new variant of the stochastic TSP. As a rigorous solution
method for the problem, a conventional stochastic optimization method, stochastic DP was
developed. However, due to the complexity of the problem, the conventional stochastic DP
approach incurs high computational costs, especially in the Bellman iteration procedure
for obtaining the optimal cost-to-go. The computational complexity of the conventional
DP formulation was reduced, without significantly compromising the solution quality, by
extending the heuristic synthesis used for the deterministic case by modification of the
conventional stochastic DP formulation. We tested the computational and performance
improvement via the method on 2 different examples with different problem sizes(small:
5 cost modes, 5 cities and larger: 20 cost modes, 5 cities). Finally, the basic idea of the
proposed method, solving optimization problem through the rigorous search of a solution
space that is composed of the states visited by suitable heuristics is quite general. The
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Table 5: Example 2: Comparison of the Solutions by 3 Different Meth-
ods for Different Sets of Realizations(The values are the total costs for
20,000 tours)
Realization Set # 1 + 2
Full DP * 3732861 3717465
DP in the Subset ** 3735435 3723314
The Best of Heuristics 3748535 3741832
% of Improvement ++ 83.58 76.00
* 1748 States : Computational Time for BI = 5.5 days
** 167 States : Computational Time for BI = 2.5 hours
for ε < 0.01, where ‖Ĵ i+1(x̂(k))− Ĵ i(x̂(k))‖ = ε on a Pentium III at
800 MHz: 512MB RAM
+ Realization Used for Cost-to-Go Construction
++ The amount of improvement from the best of the heuristic solu-
tions.
introduced stochastic TSP is kept intentionally simple to facilitate the exposition of the main
idea. Obviously, we could have complicated the problem further by, for example, introducing
the possibility of cost transition after each segment of a tour, which will necessitate an
information state update and a new decision at every segment. The proposed method can
be generalized to this case without any difficulty. In fact, we expect it can be applied to
many types of optimization problems, multi-stage, stochastic, or multi-objective, as long as
some initial heuristics exist for their solutions.
Nomenclature for the Stochastic TSP
 Problem Description
– Ci : cost matrix i for cost mode i, for i = 1, 2, ...,M
– P : Markov Chain matrix for the cost mode transition
– P∞ : the limiting probability of P
– β : investigation cost
 States
– x̂ : information state vector, which represents the conditional probability of each
cost mode
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– ẑ : information state after the investigation decision
– x̂data : the state visited by the simulation of the suboptimal policies
– ei : possible realization of the information state after the investigation, for i =
1, 2, ...,M
 The suboptimal Policies
– δ(k): investigation indicator, i.e. δ(k) = 1 ≡ investigation at time k, δ(k) = 0 ≡
no investigation at time k.
– γ(k) : ‖x̂(k)‖∞, an uncertainty size indicator.
– θ : investigation criteria threshold parameter
– C : mean cost matrix from X∞
– mtour : the optimal tour for the C
– Ĉ(k) : expected cost matrix from x̂(k)
– tour∗(k) : the optimal tour for the Ĉ(k)
 Current Cost and Cost-to-Go
– φ(x̂) : single tour cost
– φdata(x̂) : a tour cost from the simulation results of the suboptimal policies
– φperfecti (x̂) : the optimal current cost with cost mode i
– Ĵ(x̂) : approximate cost-to-go value for state x̂
– Ĵ i(x̂) : approximate cost-to-go at the ith Bellman iteration
– J∗(x̂) : the optimal cost-to-go from the Bellman iteration
– α : discount factor for the cost-to-go calculation
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CHAPTER IV
HIGH DIMENSIONAL DISCRETE STATE SPACE:
APPLICATION TO STOCHASTIC RESOURCE
CONSTRAINED PROJECT SCHEDULING PROBLEMS
4.1 Introduction
A challenge in highly regulated industries, such as pharmaceuticals and agrochemicals, is
the process of selecting, developing, and efficiently manufacturing new products that emerge
from the discovery phase. Candidate products must undergo a set of tests related to safety,
efficacy, and environmental impact, to obtain certification. The problem of scheduling these
tasks and associated analysis can be considered as a generalization of the well-known job
shop scheduling problem. The case in which all the problem data have known values belongs
to the NP-hard class of combinatorial problems[14]. In general, task success or failure is
uncertain and the time value of project reward varies, which adds more complexity to
the scheduling problem. In a specialized R&D pipeline management problem, the time
value of project reward decreases as the time to introduction of the product increases
due to incoming competitive products and fixed patent periods. Hence a company has to
manage its various resources, manpower, lab space, capital, pilot facilities, etc. to ensure its
best return on its new product pipeline, with the added complication that the outcome of
tasks is uncertain. Besides the uncertainty about the success of the task, there are several
additional uncertain parameters in real problems such as uncertainties in task duration and
resource(cost) requirement.
The project scheduling problem with unlimited resource [69] was introduced to the pro-
cess systems engineering area using a mathematical programming(MILP) based solution ap-
proach. In the case of unlimited resource, the overall objective function(net present value)
of the problem can be separated into the individual objective functions of each project since
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one project does not influence the others. There has been significant progress in solution
methods [46, 13, 53, 66] for the problem with resource constraints as well as uncertainty in
the task outcome. However, previous solution methods for RCPSP have considered only a
subset of the potential uncertainties and have been based on mathematical programming
techniques. Even though the mathematical programming approach can account for uncer-
tainties of the problem via scenario generation, the approach is limited to a fairly small
number of scenarios due to the exponential increase in the computational load. Limitations
in the mathematical programming approach lie not only in the computational tractability
but also in the awkwardness in capturing richer representations of uncertainty. Notable
exceptions are [77, 76, 78] where a broader set of uncertainties in the problem are addressed
within a simulation and optimization (SIMOPT) framework. The SIMOPT framework de-
veloped in [77, 76, 78] achieved substantial improvement in combining stochastic simulation
and optimization by taking a discrete-event dynamic system’s view of the RCPSP. However,
outer iteration process of the SIMOPT where constraints are added to the MILP to steer
it away from decisions that gave poor outcomes in simulation cannot does not fully and
rigorously account for the way information and outcomes can influence the decisions.
In this study, we address the uncertainties in the RCPSP using a discrete time Markov
chain, which enables us to model correlations among the uncertain parameters. For example,
the probability of success of a future task may not be independent of the outcomes of
current or previous tasks. Furthermore, a novel solution method, dynamic programming in
a heuristically confined state space developed and illustrated in [27, 23, 21], is tailored to the
problem to obtain high quality solutions. The proposed approach is focused on solving the
RCPSP as a multi-stage online decision making problem. Finally, the proposed approach
is demonstrated by effectively solving a fairly complex stochastic RCPSP that can have up
to 1.2 billion different outcomes depending on realization of the uncertainty.
4.2 Problem Description : Stochastic RCPSP
We consider a simplified version of RCPSP with M projects, each of which consists of mi
tasks, for i = 1, ...,M . There are N resources(Laboratories), a specific resource has to
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be used to perform each task. In the example formulation studied in this work, the re-
sources are represented as Laboratories(Lab.). Several problem parameters of a task, the
result(success or failure), the duration, and the cost, are uncertain. A detailed description
of the uncertainty model is given in section 4.2.1. A time-varying reward function is given
for each project to represent the decreasing value of the project with time. The reward func-
tion(equation (58)) is characterized by three parameters: ‘stiffness parameter’, α, ‘project
deadline indicator’, PD, and ‘final value’, β.
R(0) = R0 at k = 0
R(k) = R0 − eαk for 0 < k ≤ PD (58)
R(k) = β for k > PD
Figure 19 shows the reward function with R0 = 5, 000, α = 0.235 and PD = 34.
Figure 19: Decreasing Reward Function
4.2.1 Uncertain Parameter Modeling: Markov Chain & Conditional Probabil-
ity
RCPSPs with diverse representations of uncertain parameters have been addressed in the
literature [69, 46, 13, 53, 66, 77, 76, 78]. However, it appears that probabilistic correla-
tion among the uncertain parameters in the RCPSP has not been addressed previously.
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Our problem representation is based on the premise that the result, duration and cost of
adjacent tasks in a project are correlated. For example, if a current task takes longer to
complete, then the duration of the next task also tends to be longer. The assumption is
particulary appropriate for the drug development pipeline management problem because
a candidate(drug) has to pass similar types of tests with varying number of patients. In
general, the correlation can exist between any 2 tasks in a project and can be modeled
by introducing corresponding transition probability. However, in this work we assume the
probabilistic correlation between 2 adjacent tasks only for simplification. The probabilistic
correlation among uncertain parameters can be modeled with discrete time Markov chains.
The nth task of a project i has rni realizations and each realization consists of the values
of the result, duration, and cost of the task from a discrete set as shown in Figure 2. For
example, ‘F, D11i, C11i’(the first realization set of the task 1 in Figure 2) represents failure
of the task with D11i duration and C11i cost. The possible discrete values for the parameters
may represent the actual values or the mean values for the parameters. Furthermore, to
represent the quality of the task result, multiple success levels can be introduced. For ex-
ample, the result of task can be classified into ‘failure(F)’, ‘moderate success(S1)’ and ‘high
success(S2)’ as shown in Figure 2. In the case of ‘high success’, the probability of success
in the next task can be made higher by specifying the underlying Markov state transition
probability accordingly. An explicit representation of the probabilistic correlation of the
uncertain parameters in a project with 3 tasks is shown in Figure 20.
Here, there are 3, 2, and 3 possible realizations for tasks 1, 2, and 3 respectively(r1i = 3,
r2i = 2 and r3i = 3). A Markov model for project i is defined with 3 probability matri-
ces(vector), PIi, PM1i and PM2i. The realization of the first task in project i is governed
by ‘initial probability vector’(PIi), which consists of r1i probabilities and for different po-
tential realization of the task. The realization of the second and third tasks are conditioned
by the realization result of the previous task and governed by r2i by r1i(PM1i) and r3i by
r2i(PM2i) transition matrices respectively. The summation of each column of the matrix is
equal to 1 and the ith column of the matrix represent a conditional probability vector when
the previous task is completed with the ith realization. In the matrices PM1i and PM2i,
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Figure 20: Uncertain Parameter Modeling for a Project with 3 Tasks
the columns with zeros represent the state transition probabilities, which are identically
zero, which indicate that the task 2 is not performed if the task 1 fails. The shaded realiza-
tion linked with dashed lines in Figure 20 represents the scenario of ‘2(moderate success,
duration D21i, cost C21i)-2(success, D22i, C22i)-3(high success, D33i, C33i)’: each number
represents realization index of the task. For the project in Figure 20, there can be 9 pos-
sible scenarios, 6 scenarios with a completion of all the three tasks, 2 scenarios ended with
a task 2 failure and 1 scenario with a task 1 failure. With the propose uncertain parame-
ter representation, the illustrative example with 1,214,693,756 scenarios is represented with
one parameter table(Table 1 and 2). In summary, the proposed representation compactly
represents quite complex interactions between task outcomes.
4.3 Dynamic Programming Formulation
The RCPSP is characterized by a sequence of combinatorial decisions made with respect to
portfolio composition and resource allocation, both of which may depend on the state of the
system at the time of the decision. The problem can be classified as a ‘multi-stage stochastic
optimization problem with recourse’ or a ‘stochastic optimal feedback control problem’.
Stochastic dynamic programming(DP)[7] is widely considered to be an effective way to
solve these types of problems. However, it suffers from what Bellman[5] referred to as “the
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curse of dimensionality”, meaning that its computational requirements grow exponentially
with the number of state variables. If we can handle “the curse of dimensionality”, DP will
give us an optimal policy for the decision making based on the states(including the uncertain
information) at the time of each decision. In this section, we develop a DP formulation,
consisting of a definition of the state and action(decisions), the state transition rules, and
the objective function(cost-to-go). The formulation can yield the optimal solution but is
computationally infeasible. In the next section, an algorithmic framework that can overcome
the computational intractability of the DP formulation and provide a suboptimal but good
policy will be presented based on our previous work[27, 23].
4.3.1 State Space Definition
In defining the state of a system, it is important to adopt as parsimonious a state repre-
sentation as possible because any redundancy will increase the computational complexity.
Consider a RCPSP with M projects and N types of available resources(Laboratories). We
propose the following definition of the state for the problem :
X = [s1, s2, · · · , sM , z1, z2, · · · , zM , L1, L2, · · · , LN , t]T (59)
In (59), si for i = 1, 2, · · · ,M represents the current status of project i, containing the
formulation of which tasks are finished and which task is on-going for project i. Because a
finite number of tasks are involved in a project, si can be represented as an integer variable.
For example, there can be 7 possible states(circled number) in a project with 3 tasks as
illustrated in Figure 21.
zi for i = 1, 2, · · · ,M represents the information state of project i, which indicates the
Figure 21: Possible Project Status of a Project with 3 Tasks
result for the most recent task in the project. As explained in the problem description, the
parameters(i.e., the duration, cost, and result(‘success’ or ‘failure’)) of each task are realized
74
according to the conditional probabilities in the corresponding Markov chain. Once the task
in project i is completed, zi is updated. zi is an integer variable ranging from 1 to rni. rni
is the number of possible realizations for the nth task(the most recently realized) in project
i. The other state variables, Lj for j = 1, 2, · · · , N represents the time that the resource
has been used for the currently on-going task. And Lj = 0 indicates that the resource is
idle. Finally, time t is added as a state variable in order to consider the time-varying value
of the reward of each project. The state definition is distinguished from the one introduced
in [21] by the elimination of the state variables that represent the time spent so far for a
task in each project. In the definition of state and its transition rules(4.3.3), only the states
that influence the decisions are considered. This means, the state variable t, representing
time does not have to increase uniformly between consecutive state transitions.
4.3.2 Decisions
With the state defined as in equation (59), the decision(action), U , can be defined as in the
following equation (60).
U = [δ1, δ2, · · · , δM ]T (60)
δi is a binary variable which represents whether to perform a task(1) or not to perform
a task(0) in the project i, for i = 1, 2, · · · ,M . The decision can be made only when an
appropriate resource is available, that is, ∃ Lj = 0 for some j = 1, 2, · · · , N . Otherwise, the
decision remains a null vector, U = [0, 0, · · · , 0]T .
4.3.3 State Transition Rules
In a discrete time system, the state at time k + 1, X(k + 1) can be derived from the state
at k, X(k), and the control action(decision) at k, U(k). For this application, the state
transition rules are given in an implicit rather than an explicit functional form.
1. Initial State
According to the definition of the state(Section 4.3.1), there is only one initial state
at time t = 0.
X(0) =
 1, · · · , 1︸ ︷︷ ︸
Status of M Projects
,
M Information States Variables︷ ︸︸ ︷
0, · · · , 0 , 0, · · · , 0︸ ︷︷ ︸








2. Event-Based State Transition
As introduced in a previous part of this work(Section 4.3.1), state transition occurs
only after an ‘event’. An event is defined as the completion or start of a task. In
general, the start of a new task and the completion of a previous task happen at a
same time because there are always tasks ready to be executed. The concept of an
‘event’ is a more efficient way of representing the state transition than the one in our
previous work[21]. A common Gantt chart for a RCPSP with 5 projects(Figure 27)
is shown in Figure 22 with indications(dotted lines) of the ‘events’ and corresponding
states, x(k). where k is the state index in terms of the event. According to the
definition of an ‘event’, the Gantt chart can be represented with the 15 states instead
of the 31 states with a uniform time discretization.
Figure 22: A Gantt Chart with Events and States
(a) Starting of a Task with an Action(Decision)
Suppose that an action, U(k) = [δ1, δ2, · · · , δM ]T is given by a certain decision
rule. According to the action, the current state, X(k), transitions to a temporary
state X ′(k+1). This temporary state transitions to the next state X(k+1) after
the completion of one or more of the on-going tasks. State transition from the
current state, X(k), to the temporary state, X ′(k + 1), is defined by following
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equation.





2, · · · , s′M , z1, z2, · · · , zM , L1, L2, · · · , LN , t
]T (62)
where, X(k) = [s1, s2, · · · , sM , z1, z2, · · · , zM , L1, L2, · · · , LN , t]T ,
U(k) = [δ1, δ2, · · · , δM ]T and s′i = si + δi for i = 1, ...,M . Besides si, the other
state variables of X ′(k + 1), zi, Lj and t, are kept exactly the same as those
of X(k). The information state variable, zi is updated after the completion of
the corresponding task. The time spent in type j resource, Lj , also cannot be
updated before the realization because we have no idea when the ‘event’ will
occur. The 2nd step of state transition from X ′(k + 1) to X(k + 1) is always
accompanied by the completion of a task.
(b) Completion of a Task with a Realization
Given a decision with multiple actions, there can be more than one on-going
project in the temporary state X ′(k + 1). Suppose an on-going task(being per-
formed in resource type n) in the `th project is completed earlier than the other
on-going tasks and the mth values of the parameters were realized for the task.
Then the state transition from X ′(k + 1) to X(k + 1) will be :
X(k + 1) =
[
s′1, · · · , s′′` , · · · , s′M , z1, · · · , z′`, · · · , zM , L1, · · · , L′n, · · · , LN , t′
]T(63)
where, X ′(k +1) = [s′1, s
′
2, · · · , s′M , z1, z2, · · · , zM , L1, L2, · · · , LN , t]
T , s′′` = s
′
` +1,
z′l = m, L
′
n = 0 and t
′ is the time at which the task is completed. In some cases,
more than one on-going task can be coincidently completed at a same time. In
the case of simultaneous completion of multiple tasks, the corresponding state
variables for those tasks are updated in the same manner as it is described in
equation (63).
3. Terminal States
One characteristic of the RCPSP is that the task network of the problem is not de-
terministic due to uncertain outcomes(success or failure) of the tasks in the problem.
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Even though there is a unique initial state, the problem can end with one of numerous
terminal states according to the realization. For example, in the Gantt chart(Figure
22), all the tasks in projects 3, 4 and 5 are completed. However, only one task in
projects 1 and 2(task I1 and I3, respectively) is performed due to task failures. The
number of possible terminal states depends on the stochastic complexity of the prob-
lem. We define the terminal state as the state where all the project are terminated.
The termination condition for each project is defined either by the successful comple-
tion of the final task or the failure of an intermediate task.
4.3.4 Objective Function : Cost-to-Go
The objective of the RCPSP is the maximization of the final reward after finishing all
projects. However, for the convenience of comparing solutions, the “Net Present Value”
of the solution(schedule) has been generally used in previous problem formulations[77, 76,
46, 69, 13, 53]. In this study, we will set the objective function as the final reward of the
problem for an exact evaluation of the solution. This objective can be translated into a
‘cost-to-go’ value, which represents the expected cost(-profit) to be spent from the current
state to the terminal state. As described in section 4.2, the value of reward for each project
decreases with time t. This reward decrease can be considered as an increase in the cost.
Therefore, the expected ‘cost-to-go’, J(X(k)), at current state X(k) is defined follows
J(X(k)) = E{Future Cost to Complete All Remaining Projects
− Rewards of Remaining Projects to be Retrieved in the Future} (64)
A large negative ‘cost-to-go’ means a high probability of retrieving a large amount of reward
in the future. On the other hand, if the ‘cost-to-go’ is positive, one can expect more cost
to be spent in order to complete the projects with less future rewards. To obtain initial
guess values of the cost-to-go in the equation (64), simulations can be performed with the
suboptimal heuristics introduced in section 4.5 and the cost-to-go values are evaluated for
all the points of the state trajectories visited by the heuristics.
It should be noted that the DP formulation developed in this section is limited to the
RCPSP, which has fairly simple problem structure, described in Section 4.2. However, the
DP formulation is flexible to be extended for richer problem structure by modifying the
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state definition and introducing new actions. Further extension of the DP formulation for
more realistic RCPSP description will be discussed in Section 4.7.
4.4 Dynamic Programming in a Heuristically Confined State
Space
All the necessary elements of the DP are defined in the previous section. Thus, the problem
can be solved using the appropriate Bellman equation. However, the computational load
of the DP for realistic size examples will be beyond current computational capabilities.
Suppose that a problem is given with 3 projects, each of which consists of 3 tasks. Suppose
each task has 3 possible realizations and 2 types of resources are available and the longest
task duration is about 5 time units. If all the projects can be completed at t = 20, the
approximate number of states defined by the state definition(4.3.1) is about 4,630,500(7×
7 × 7 × 3 × 3 × 3 × 5 × 5 × 20 = 4, 630, 500). The number of states tends to increase
exponentially with the problem size, number of projects, number of possible realizations,
and number of resources. In this work, a DP approach with a systematic approximation,
DP in heuristically confined state space[27, 23, 21] is tailored for the given problem. The
main idea of the algorithmic framework is to first find an important set of states via a large
number of simulations with various heuristic policies and then solving the DP over the set
of states visited by the heuristics to obtain an optimal solution within the confined state
space as illustrated in Figure 23. The general steps for applying the algorithmic framework
will be similar to those shown in [23].
1. Stochastic Simulations with Heuristic Policies.
2. Identification of the set of visited states and the first cost-to-go approximation.
3. Bellman iteration in a heuristically confined state space
4. Online evalutaion
A detailed description of the algorithm follows.
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Figure 23: Stochastic DP in the Subset of the States
4.4.1 Simulation of Heuristic Policies
The purpose of the simulation is two-fold. First, the simulation is performed in order to
obtain a meaningful set of the states within which the DP is to be performed. Obtaining
a reasonably sized subset containing trajectories of good policies is critical for solving the
problem because DP over the entire state space is computationally infeasible for the given
problem. For the simulation, a large number of uncertain parameter realization sets are
generated by the underlying Markov chains. Each realization set represents one scenario
out of the enormous number of possible scenarios. Several different heuristics are applied
for each realization and a set(trajectory) of visited states(as defined in 4.3.1) is obtained
from each heuristic. Because each heuristic works in a different way, there can be several
different state trajectories even for the same scenario. Those different state trajectories
will be combined in the state space by the later step, Bellman Iteration, of the algorithmic
framework. The heuristic policies applied for this problem will be described in Section 4.5.
Second, the simulation provides initial ‘cost-to-go’ values, which can be used in the
Bellman iteration step, for the states. According to the definition of the ‘cost-to-go’(4.3.4),
a ‘cost-to-go’ value is calculated for each state in the state trajectories obtained by the
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simulation of the heuristic policies. The same state in different state trajectories can have
different estimates of its ‘cost-to-go’ values according to which heuristic is used. For ex-
ample, every state trajectory starts with the unique initial state, shown equation (77), but
different heuristic policies may give different average values of the reward and cost. In the
Bellman iteration step, one(lowest or average among the heuristics tried.) can be assigned
as the initial estimate of the cost-to-go for each state.
4.4.2 Cost-to-Go Calculation for the confined state space
The total number of state trajectories obtained by the simulation of the heuristic policies(30)
is ν×n, where ν is the number of realizations and n is the number of heuristics tried in the
simulation. The subset should consist of all non-redundant states in the ν × n trajectories.
This step requires substantial computation. If one state appears µ times in the set of
trajectories, all the realized cost values obtained from the trajectories are added and divided
by µ for the initial ‘cost-to-go’ value calculation. For example, the cost-to-go value for the
initial state is chosen as the mean value of the total rewards minus the total costs over all
the simulations. The initial guess for the ‘cost-to-go’ values obtained in the previous step
are used as Ĵ0 to initialize the Bellman Iteration, where we iterate the following equation




Ĵ i+1(X(k)) = min
u(k)
E{φ(X(k), u(k))−R(X(k + 1)|X(k), u(k)) + Ĵ i(X(k + 1)|X(k), u(k))}(65)
In the above, φ(X(k), u(k)) represents the cost incurred by the decision u(k) for the state
X(k) and R(X(k + 1)|X(k), u(k)) is the reward retrieved at the completion of a project as
a result of decision making. The reward value will be zero unless a project is completed at
state k + 1. It should be noted that the Bellman Iteration equation(65) is consistent with
the cost-to-go definition shown in the equation (64). Suppose that mth state is the terminal
state of a certain state trajectory. The total reward of the solution(state trajectory) is a
consequence of all the costs spent and all the rewards retrieved along the state trajectory






(R(X(k + 1)|X(k), u(k))− φ(X(k), u(k))) (66)
Thus, if we convert the total reward into the cost-to-go, the cost-to-go value for the initial
state, J(X(0)), is
J(X(0)) = −TR =
m−1∑
k=0
(−(R(X(k + 1)|X(k), u(k)) + φ(X(k), u(k))) (67)
= φ(X(0), u(0)) − R(X(1)|X(0), u(0)) + J(X(1))
= φ(X(0), u(0)) − R(X(1)|X(0), u(0)) + φ(X(1), u(1)) − R(X(2)|X(1), u(1)) + J(X(2))︸ ︷︷ ︸
J(X(1))
...
The Bellman Iteration equation shown in the equation (65) is a generalization of the equa-
tion (67) with the expectation evaluation and cost-to-go minimization over the various
stages.
For each state in the subset, we can identify all the possible decisions, u(k), from the
definition in 4.3.2. Once we know the possible decisions, the expected cost can be calculated
for each of the possible decisions using the conditional probability. For each one of these
decisions, the possible next states and their transition probabilities are obtained analytically
according to the state transition rules and the given conditional probabilities. Each of those
possible next states has the cost-to-go value calculated from the previous iteration and the
information about the status of all the projects for the retrieved reward, R(X(k + 1)),
calculation. In the calculation of the reward, the last state variable, t, and the given reward
functions(equation (58)) have to be used for obtaining the exact value of the reward at the
time of its retrieval. After a sufficient number of iterations of equation (65), the converged
cost-to-go J∗(X(k)) is obtained for every state in the subset.
 Cost-to-Go Approximation for Partially Connected States
In the Bellman Iteration equation of (65), the calculation of E{φ(X(k), u(k))} and
E{R(X(k + 1)|X(k), u(k)))} can be done exactly for every possible case. However,
the exact calculation of E{Ĵ i(X(k + 1)|X(k), u(k))} is not possible because there is
no guarantee that the subset is closed, i.e., for any state in the subset, all possible
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next states are in the subset as well. The subset may be open for the following two
reasons:
1. A finite number of heuristic policies, which do not cover the entire
decision space, are applied in simulation to form the subset.
The states in the subset are not arbitrarily chosen. A set of reasonable heuristics
are implemented in simulation to collect all the visited states. Hence, in doing
so, many state transitions, possible with certain decisions not covered by the
heuristics, may never have occurred during the simulation. The states involved
in the unrealized transitions would not have been included in the subset. Indeed,
our intention was to reduce drastically the number of states we must examine.
2. Only a finite number of realizations are simulated
If the number of possible scenarios are very large, it is unlikely that one can
realize every possible scenario in simulation because some scenarios have a very
low probability of occurring.
The states not included in the subset due to 1 and 2 have to be distinguished and
dealt with differently in the Bellman iteration. In the case of 1, a group of possible
next states associated with decisions not covered by the chosen heuristics, are not
visited at all in the simulation.
In Figure 24, the decision u2(k) has never been made during the heuristic simulation.
To confine the decision to those leading to a state in the subset, we propose to prevent
the unseen decision by assigning a large cost-to-go values to those states. The large
cost-to-go value will act as a barrier for the decision and one of the other decisions
will be chosen in the minimization step of the Bellman Iteration. This implies that
the large cost-to-go values will not be propagated to current or previous states. This
cost-to-go approximation is based on the assumption that a reasonable number of
good heuristics have been tried and all good decisions have been covered.
For reason 2, some of the next possible states associated with a simulated decision
may be absent in the subset In Figure 24, a state linked from the decision u3(k) is
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Figure 24: Cost-to-Go Approximation Type 1
not in the subset because the state transition is not only governed by the decision
but by random factors as well. Theoretically, all the possible states under the tried
heuristic policies can be included in the subset by performing a ‘sufficient’ number
of realizations. However, for a problem with an enormous number of scenarios(i.e.
Illustrative Example in Section 4.6), this may not be feasible. Thus, an approximation
strategy is necessary to deal with this inevitable absence of some states in the subset.
If a state is not in the subset due to the reason 2, it implies that the probability of
transition to the state is comparatively small. Thus, we suggest that those states
can be ignored and the state transition probabilities for the rest of the states are
normalized accordingly as shown Figure 25.
With the proposed approximation methods, the Bellman Iteration gives ‘converged’ cost-to-
go values rather than ‘optimal’ cost-to-go values. The issue of the open subset is re-examined
in the next step of online decision making.
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Figure 25: Cost-to-Go Approximation Type 2
4.4.3 Online decision making
The ‘converged’ cost-to-go values obtained in the previous step are used for online decision
making as follows. If the ‘converged’ cost-to-go, Ĵ∗, is the optimal cost-to-go, the following
decision u∗(k) also will also be optimal according to the ‘Principle of Optimality’ of DP.
u∗(k) = arg min
u(k)
E{φ(X(k), u(k))−R(X(k + 1)|X(k), u(k)) + Ĵ∗(X(k + 1)|X(k), u(k))}(68)
However, the decision may be suboptimal because the converged cost-to-go, Ĵ∗, is obtained
by the approximation procedure described in section 4.4.2. Furthermore, the online decision
making equation of (68) is not valid for every situation because the random factors may
take the system outside the previously experienced subset. The online decision has to be
robust for any possible realization, some of which may lead a state trajectory outside the
subset, for which the cost-to-go is not available. In this work, we use the following two
approaches to online decision making.
 Method 1 : Online decision making with a cost-to-go barrier
A fixed high cost-to-go value is assigned to all states outside the subset, thereby
making a decision leading to a state outside the subset highly unlikely. This approach
is basically the same as the approximation method developed for the Bellman Iteration
step.
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 Method 2 : Online decision making with a guiding heuristic
In this approach, we allow the state to step outside the subset. We use a heuristic
policy whenever a state outside the subset is encountered. The best among the tried
heuristic policies, in terms of the mean value of the reward can be used for this.
Once the state comes back into the subset, the decision making is switched to the
minimization of the cost-to-go, as shown in Figure 26.
Figure 26: online Decision Making with A Guiding Heuristic
4.5 Suboptimal Policies : Heuristics
To apply the algorithmic framework developed in [23], developing a set of reasonable heuris-
tics for the problem is very important so that a reasonable subset of the states can be formed.
In this section, three heuristics, which utilize information from the state as defined in 4.3.1,
are developed for the Resource-Constrained Project Scheduling Problem(RCPSP). These
heuristics emphasize different information about the problem and hence combining them
together could lead to a better overall performance.
4.5.1 Heuristic 1 : High Success Probability Task First
In RCPSP, the result(success or failure) of the task is a very important factor affecting
the final reward, as well as the remaining part of the scheduling solution. Heuristic 1 is
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developed based on maximizing the probability of the success of the next allocated task. For
the decision, the expected success probability of each task is calculated based on the current
information state, zi(k) for i = 1, 2, ...,M . Once we know zi(k) for each task, we can also
obtain the corresponding conditional probability for each outcome. The expected success
probability of the task can be calculated by summing the probability of each successful
outcome. This heuristic can be modified for the case of multiple level of success by assigning
appropriate weighting factors for the different levels of success.
4.5.2 Heuristic 2 : Short Duration Task First
Another way to increase the final reward of the projects in the RCPSP is to finish the
projects as quickly as possible in order to minimize the loss of reward with time. Heuris-
tic 2 considers the time value of the project in a greedy way by performing a task with
shortest expected duration first in cases of resource conflicts. The expected duration can
be calculated by utilizing current information state, zi(k),as in the calculation of expected
success.
4.5.3 Heuristic 3 : High Reward Project First
Heuristic 3 gives priority to the impending task of the project which has the highest potential
reward. This is a very greedy decision to get a highest reward in a short time with the
smallest reward decrease. Heuristic 3 may work well if the project with the high reward
is completed successfully. Its drawback is the other projects can be delayed too long.
Therefore, if a project with the highest reward fails, the total reward can be decreased
significantly. In the R&D pipeline management problem, priority of each project is decided
in the order of initial reward value. The decision making procedure is straightforward, all
the tasks in the project with the highest reward are performed first and so on. If there is
an idle resource after assigning a pending task in the target project, the resource is used to
perform a task in the next priority project.
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Table 6: Example 1, Probabilities and Parameters
Project Realized Result, Duration and Cost of the Task
I1 I2 P1 F 3 250F 5 500S1 4 300
S1 4 300
S2 5 400










Project 1 PI1 PM11 PM21 0.18970.24410.2842
0.2276
0.0543
 [ 0 0 0.1797 0.3013 0.00840 0 0.4143 0.6562 0.3001

















 F 5 700F 6 650S1 8 900
S1 7 600
S2 5 400
 [ F 4 550S1 6 600
S2 5 450
]
Project 2 PI2 PM12 PM22 0.18970.24410.2842
0.2276
0.0543
 [ 0 0 0.1797 0.3013 0.00840 0 0.4143 0.6562 0.3001










As an illustrative example of the RCPSP, we consider a generalized R&D pipeline problem
that has 5 projects with 2 resources. AoN(Activity-on-Node) graph of the example is shown
in Figure 27. The AoN displays the sequence of tasks involved in each project with the
resources required to complete the tasks(e.g. task ‘I1’ has to be performed in Laboratory
1 (Lab.1)). A parenthesized number over each task represents the possible number of
outcomes(in terms of the duration, cost, and result, the multiple levels of success or failure
of the task) of the task. A Markov chain is given for each project to represent correlations
among the outcomes of adjacent tasks of a project. For example, for task I1, which has 5
possible outcomes, a 5×1 probability vector is assigned each element of which represents a
probability of the corresponding outcome. The conditional probabilities for the outcomes
of the task I2 is assigned based on the realized outcome of I1. Since I1 and I2 have 5 and
3 possible realizations respectively, the size of the probability matrix for I2 is 3×5. Each
column represents the conditional probability vector for the possible outcomes of I2. All
the probabilities and parameters of the example are summarized in Table 13 and 7.
Ri, for i = 1, ..., 5, indicates the initial reward of project i at time k = 0. After time
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    T
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Figure 28 represents the “time value” of each project due to competitive market situation.
If a project is delayed for too long(longer than PDi, ‘project deadline’), the reward from
completing the project can be insignificant because similar drugs(products) developed by
competitors may have taken a large market share.
Figure 27: RCPSP Illustrative Example
Figure 28: Reward Profile of the Projects in the Illustrative Example
 Stochastic Complexity of the Example
The illustrative example is a small size RCPSP, which consists of only 5 projects. How-
ever, it is actually a large size problem due to its stochastic complexity. One measure
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of the stochastic complexity of the problem is total number of possible scenarios under
different parameters realizations. Figure 29 shows project 1 in the illustrative exam-
ple and its realization data. According to the realization data, there are 36 scenarios,
6×2×3(6 realizations in P1, 2 realizations in I2 linked to P1 and 3 realizations in I1
linked to I2), in case of project termination with P1 completion, i.e. all three tasks
in the project are completed. In same way, in case of project termination with I2 and
I1 completions, there are 3 and 2 scenarios respectively. Thus, the total number of
scenarios of the project 1 is 41.
In summary, with given realization data in Table 13, total number of scenarios of
Figure 29: Project 1 in the Illustrative Example
the project 2,3,4 and 5 is 46, 139, 94, and 47 respectively. The scenarios of each
project are independent of each other, thus, total number of scenarios of the problem
is 1,214,693,756 found by multiplying the number of scenarios of all projects.
4.6.1 Simulation with the 3 Heuristic Policies
The three Heuristics introduced in section 4.5 were implemented on the illustrative example.
For the simulation, 50,000 uncertain parameters realizations were performed according to
the underlying Markov chains for each heuristic. The simulation results of Heuristic 1, 2 and
3 are shown in Figure 30. For all three heuristics, -8200 is the worst realized reward value
corresponding to Project1 3-3-2(failure), Project2 5-4-2(success), Project3 4-2-3-1(failure),
Project4, 4-6-2-1(failure) and Project5 3-5-1(failure). All the projects are successful before
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the final tasks and all the final tasks fail except for project 2. Therefore, a large amount of
money had been spent to perform all the tasks without any reward. The one project(P2),
which has been completed successfully, retrieves only the minimum reward of the project(0)
due to the long delay of the project under the heuristic rules. On the other hand, the max-
imum rewards of the heuristics and the corresponding realizations in which the maximum
rewards are obtained are different for different heuristics, as summarized in Table 8. To
achieve large rewards, projects 3,4, and 5 have to be completed successfully and quickly.
Heuristic 1 works effectively to meet this requirement based on the expected success prob-
ability of each task. The first tasks(I1 and I3) in projects 1 and 2 are performed at the
end, as shown in Figure 32, and all the other projects are completed before their project
deadline. Heuristic 3 also works in a similar way to Heuristic 1 though it completes projects
4 and 5(at time 19 and 15) earlier than Heuristic 1(at time 24 and 20) does. In the case of
the Heuristic 2, tasks I1 and I3 in the failed projects are performed at earlier stages due
to their short expected durations and the other projects are delayed. Most of all, the delay
of the project 5 is critical because it is completed after its ‘project deadline’. In summary,
the simulation results(Table 8, 9 and Figure 30 to 32) indicate that none of the heuristics is
uniformly superior. The relative performances of the different heuristics vary by realization.
To obtain better results, the decision policy has to capture the overall stochastic complexity
of the problem and utilize the information state appropriately. The simulation results will
be used for obtaining a policy that performs better than any of the heuristics and this is
done by performing DP within the visited region of the state space. The details of imple-
mentation procedures and results of the DP for the illustrative example will be described
in the next section.
Table 8: Heuristic Solutions: The Maximum Rewards
Realization #39804 Realization #7181 Realization #6452
Heuristic 1 Reward 27714* 20242 18502
Heuristic 2 Reward 16685 24902* 15531
Heuristic 3 Reward 25651 20429 25907*
* The chosen realizations correspond to those giving the maximum rewards for the three heuristics.
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Figure 30: Heuristic Simulation Results for 50,000 Realizations
Table 9: Largest Positive Solution Difference Between 2 Heuristics through 50,000 Real-
izations
||H1s*−H2s|| ||H2s −H1s|| ||H1s −H3s|| ||H3s −H1s|| ||H3s −H2s|| ||H2s −H3s||
15571 10400 21943 12265 15822 26672
* Solution Obtained by the Heuristic 1
The results shown in Table 9 shows the possibility of improving the solutions given
by the three heuristics by searching over the subset of the states visited by the heuristics
because none of the heuristics is dominant for all cases.
4.6.2 Implementation of DP in a Heuristically Confined State Space
The state of the illustrative example consists of 13 variables according the state definition
in 4.3.1 as shown in equation (69).
X = [s1, s2, s3, s4, s5, z1, z2, z3, z4, z5, L1, L2, t]
T (69)
The calculation of the total state space size is complex due to the inability of certain
combinations of completed tasks and event times to be realized. It is expected that the
duration of the whole schedule will be about 40 time units. Using this and estimates of the
longest task durations and an idea of the possible task parameter sets, approximately 230
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billion states could be experienced.
4.6.2.1 Confining the State Space & Calculating the Initial Values of the Cost-to-Go
As a result of the heuristic simulation, 150,000 sets(trajectories) of states are obtained.
The total number of states in the sets is 1,741,484 including redundant states. The initial
state is visited most frequently(150,000 times) during the simulation because every heuristic
simulation starts with a unique initial state. Each of the 150,000 initial states may have
different values due to different realization and decision policy applied for the state. The
first approximation of the ‘cost-to-go’ for the initial state is given as an average of those
150,000 values. The initial ‘cost-to-go’ values of the other states are obtained in same
way. Although the idea is quite simple, this step requires significant computation. The
identification step took about 49.3 hours implemented in MATLAB on a Pentium 4 at 2.4
GHz with 2GB RAM. The resulting subset is consist of 371,168 non-redundant states. The
size of this subset is about 0.00016%(= 371,168227,820,600,000)of the size of the the entire state space.
4.6.2.2 Bellman Iteration & Converged Cost-to-Go
For the 371,168 states in the subset, the Bellman iteration, equation (65), is performed with
the initial cost-to-go values obtained in previous step. In the Bellman iteration, a ‘cost-
to-go’ approximation procedure is necessary because the size of the subset is vanishingly
small compared to that of the entire state space. Accordingly, the approximation methods
developed in Section 4.4.2 are used for the iteration. At every iteration, 371,168 cost-
to-go values are updated for corresponding states in the subset. The iteration scheme
converged within an error tolerance ||Ji+1−Ji
Ji
||∞ < 0.01 after 14th iteration and took 7.9
days implemented in MATLAB on a Pentium 4 at 2.4 GHz with 2GB RAM.
4.6.3 Improved Solution: Online Decision Making
The decision policy obtained by the proposed approach is represented by the converged
cost-to-go values and the online decision making equation (68). Thus, once we have the
converged cost-to-go values, we can make a valid decision for any realization generated by
the underlying Markov chain model. In the online decision making, the future results of the
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currently on-going tasks are not known at the point of decision. The transition from the
current state is a consequence of both the decision made according to equation (68), and the
parameter values chosen by the random process. State transitions outside the subset are
handled by two different methods, a cost-to-go barrier and a guiding heuristic, as explained
in Section 4.4.3.
4.6.3.1 Online Decision Making for the Realizations Used for Simulation of the Heuris-
tic Policies
To verify the performance of the policy obtained by the proposed approach, it is compared
to the heuristic solutions for the 50,000 realization used to synthesize the policy. The results
shown in Table 10 indicates that the proposed approach improves the mean performance
by about 8.5%. compared to the best heuristic policy, Heuristic 1. For the online decision
policy with a guiding heuristic, the best heuristic, Heuristic 1, is used as a guiding heuristic
and the policy is slightly more effective than the policy with a ‘cost-to-go’ barrier. This
result can be explained by observing the overall behavior of the policy, which tends to
work similarly to the best heuristic, the Heuristic 1, in many cases. Accordingly, for some
realizations for which the other heuristics are preferable, the policy using Heuristic 1 as a
guide does not really improve the solutions.
Table 10: Online Decision Making Results: 50,000 Realizations
H1 H2 H3 Best* Online 1+ Online 2-
Mean 7760.0 3963.3 7654.8 8409.1 8422.7 8450.4
Max. 27714 24902 25907 27714 28468.5 28468.5
Min. -8200 -8200 -8200 -8200 -8200 -8200
* The best heuristic solution for each realization.
+ Online decision making with cost-to-go barrier.
- Online decision making with a guiding heuristic.
As shown in Figure 33, the policy outperforms the heuristics even when the decision maker
presciently chooses the best heuristic for each given realization, an option impossible to
implement in practice since realization is not known ahead. However, the comparison
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Table 11: Online Decision Making Results: Set of 5,000 New Realizations
H1 H2 H3 Best Online 1 Online 2
Mean 7758.9 3960.8 7636.1 8396.1 8445.8 8460.7
Max. 28123.6 21928.4 26479.5 28123.6 28168.5 28168.5
Min. -6950 -6950 -6950 -6950 -6950 -6950
demonstrates that there is a synergy among the heuristics and new policies that connect
the best parts of the heuristic solutions are synthesized. The proposed approach is also
computationally efficient. Average computational time of the online decision making for
each realization is only 7.5 seconds.
4.6.3.2 Online Decision Making for A Set of New Realizations
As explained in the previous part of this section, the stochastic complexity of the problem
is very high with 1,214,693,756 scenarios. The policy should be robust for any of these
scenarios even though they were not seen during its creation. To demonstrate the robustness
of the policy, it is tested for 5,000 realizations from the underlying Markov chain model that
were not part of the the training set. The computational results summarized in Table 11
and Figure 34 shows the robustness of the proposed approach in this example.
4.7 Extensions and Generalizations
In this section, potential extensions of the basic DP formulation(Section 4.3) for the sim-
plified version of the RCPSP described in Section 4.2 are discussed. Once the target prob-
lem(RCPSP in this work) is clearly defined as a stage-wise optimization problem, it can be
solved by the DP approach with appropriate definitions of the state and state transition
rules. Thus, the basic DP formulation developed in Section 4.3 is quite flexible and can
be extended to handle richer problem representations. The key ideas (e.g., definitions of
state and actions) for the extensions are briefly addressed in this section. We leave the de-
tailed state transition rules and other elements necessary for the extensions as future work
96
because along with the definitions of state and transition rules appropriate algorithmic en-
hancements need to be made to handle the substantially larger state space resulting from
the extensions.
4.7.1 Dynamic Task Sequencing
In the simplified version of the RCPSP, a fixed sequence of tasks is assumed. However, the
sequence of tasks can be a decision variable in real problems. Dynamic task sequencing can
be embedded in our framework by adding a new state variable, qi for i = 1, 2, ...,M , which
is used to represent different possible task sequences in a project i. With the additional
state variable qi, the original state definition in equation (59) is modified as following.
X = [s1, s2, · · · , sM , q1, q2, · · · , qM , z1, z2, · · · , zM , L1, L2, · · · , LN , t]T (70)
If tasks I6 and I7 of project 3 in the illustrative example in Section 4.6 and Figure 27 are
exchangeable, the new state variable q3 can be used to distinguish between the two different
task sequences as shown in Figure 35.
The state variable si for project status indication remains the same as defined in Section
4.3.1 but it represents various project status combined with the given project sequencing
variable qi. The choice of task sequence can be a part of the decision with a slight modi-
fication of the sequence decision variable δ3. In equation (60), δ3 was defined as a binary
variable; however, in the case where task sequence is to be chosen, after the task I5 is
successfully completed(s3 = 3), δ3 can be 0(not to perform either task), 1(to perform a task
I6, with q3 = 1), or 2(to perform a task I7, with q3 = 2). Appropriate state transition rules
need to be developed according to the new definitions. Of course, options for task sequences
can take on a much more complex form, which can enlarge the state space and complicate
the transition rule.
4.7.2 Complicated Task Sequences and Actions
In real RCPSPs, there can be branching or merging of the task sequence rather than a
straight sequence assumed in the simplified version of the RCPSP [46, 78]. Such complicated
task sequences can be handled by the DP formulation in Section 4.3 by modifying the state
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variable si, which represents the project status, while keeping the state vector the same as
in equation (59). Suppose that a project has a branching and merging task sequence as
shown in Figure 36.
For the project shown in Figure 36, the state variable si can be defined as summarized in
Table ?? to distinguish among the various states of the project.
As illustrated in Figure 36 and Table ??, the extension is not limited to a specific type
of structure as long as the state variable si can be appropriately defined. For example, we
may have another branching to task I3′ as shown in the Figure 36. Task I3′ can be a task
that must be completed prior to task I4, or it can be an outsourcing option, in which case
it is treated as an alternative path to task I3. In addition to the modified state variables,
additional action variables may be necessary to describe the decision regarding the options
in the new structure. Figure 37 illustrates the extended action space at si = 3 for the task
structure shown in Figure 36.
4.7.3 Uncertain Resource Requirements and Various Types of Resource Re-
quirements
In more realistic RCPSPs, multiple types of resources may be required for a task. The
multiple resource requirement can be considered in the current state definition in equation
(59) by extending the value space of the state variables Lj for j = 1, 2, ..., N . Suppose
that we have 5 type-1 Laboratories(equipment) and 3 type-2 Laboratories, then we need to
define state variables, L1 and L2 as the number of remaining units for the respective resource
type. For example, if two type-1 Laboratories and one type-2 Laboratories are required to
perform a task when [L1 L2] = [5 3], the state variables become [L1 L2] = [3 2] after the task
is started. Besides the equipment, amount of labor(number of technician) can be treated
as a resource[46] and the requirement for this type of resource can be uncertain[76]. The
labor(resource) requirement can be incorporated into the model by introducing additional
state variables, pi, for i = 1, 2, ..., L. where L is the number of different types of labor.
X = [s1, s2, · · · , sM , z1, z2, · · · , zM , L1, L2, · · · , LN , p1, p2, · · · , pL, t]T (71)
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The state variable, pi, is an integer variable ranging from 0 to the maximum number of units
for the ith type labor and indicates the number of units available at the time. For example,
if we have two different types of labor for a RCPSP with five projects, p1 and p2 are added
as state variables to the previously defined state. Suppose the maximum available number
of type-1 labor and type-2 labor are 20 and 30 respectively and p1 = 10 and p2 = 0. Then
we have 10 type-1 and 0 type-2 labor available at the time.
The uncertain labor requirement can be considered in the Markov chain, not in the
definition of state and state transition rules, similar to how the cost of a task is treated as
an uncertain parameter in Section 4.3.1.
4.7.4 New Project Arrival
In realistic RCPSP, new projects may arrive while the current project scheduling is on-
going. At the simplest level, one can reformulate the problem and develop a new policy
at that point. However, for problems where new projects occur on a frequent basis, the
decisions prior to their arrival may need to account for the possibilities of new projects. For
example, one may want to reserve some resource in order to be able to accommodate very
promising projects that may come later. Complicating this is that information about future
projects including the number, arrival time, and characteristics of the projects is not known
exactly. Hence, one can assume certain statics about these unknowns and accommodate
them in the simulation based methodology.
In such a case M in the state definition would represent the maximum number of projects
that can go on at any particular time. This way not all M projects may be active at any
given time. Whenever a new project arrives, one of the “inactive” project slot is “activated.”
Also, once a project is completed or cancelled, the state variables relevant to that project
are reset so that it can represent another project in the future.
It should be noted that all the extensions discussed in this section can be superimposed
to represent a more complicated RCPSP structure. It doesn’t require a fundamental change
to the methodology. However, two practical limitations exist, which are the capability of
the algorithm to handle a very large state space and the existence of reasonable heuristics.
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Hence, for meaningful treatment of these extended problems, these issues will have to be
resolved. This, however, is beyond the scope of the current work.
4.8 Conclusions
A stochastic resource-constrained project scheduling problem(sRCPSP) has been addressed
by using Markov chains to model key uncertainties(the duration, cost, and result of a task).
To solve the problem, a DP formulation has been developed with the appropriate definitions
of state, including the information state variables, state transition rules, and actions. The
conventional stochastic DP approach cannot be used as a solution method for the problem
due to the enormous state space. A novel algorithmic framework, DP in a heuristically
confined state space[23], was tailored for the problem. The algorithmic framework has
been tested by solving an illustrative SRCPSP with significant stochastic complexity. By
simulating the problem with three heuristic policies, we obtained a set of visited states,
which corresponds to only about 0.00016% of the entire state space. We then performed
DP over the states with reasonable computation time. The policy obtained by solving
the DP showed superior performance to any of 3 heuristic policies. Indeed, the solution
obtained by the policy on average outperformed the best heuristic solution chosen for each
different realization. Furthermore, the robustness of the policy was confirmed by solving
the problem with a different set of realizations, data of which were not used to create the
policy.
The proposed algorithmic framework, DP in a heuristically confined state space, is a
general solution approach that can handle a much wider class of sRCPSP. For example,
including decisions to cancel an on-going project [66] is an important issue in problems in
which new projects arrive during the scheduling period. This feature can be incorporated
into our methodology by providing a reasonable way to represent project arrivals within the
state space framework. Some extensions of the proposed approach needed to handle more
realistic RCPSPs were discussed in Section 4.7. Beyond sRCPSPs, the algorithm approach
presented may have applicability in supply chain planning and process design[18].
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Figure 31: Gantt Charts of Heuristic Solutions for the Worst Case Realization # 3398
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Figure 32: Gantt Charts of Heuristic Solutions for Realization # 39804
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Figure 33: Evaluation of the Online Decision Making Performance for 50,000 Realizations
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Figure 34: Evaluation of the Online Decision Making Performance for New 5,000 Realiza-
tions
Figure 35: Two Different Task Sequences in Project 3 of the Illustrative Example
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Figure 36: A Project with Branching and Merging Tasks, or Outsourcing Options
Figure 37: Outsourcing Actions
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CHAPTER V
MODEL-FREE STATE TRANSITION RULES:
APPLICATION TO STOCHASTIC RESOURCE
CONSTRAINED PROJECT SCHEDULING PROBLEMS
WITH NEW PROJECT ARRIVALS
5.1 Introduction
In many Resource-Constrained Project Scheduling Problems(RCPSP), the set of projects to
be performed is dynamic. For example, while performing the projects according to a certain
decision policy, a new project can emerge. To make an appropriate decision for the problem
with dynamic project arrivals, project cancellation decisions [66] have to complement the
conventional scheduling decisions.
In this study, a stochastic RCPSP(SRCPSP) with dynamic project arrivals is addressed
with an appropriate project cancellation strategy. The proposed solution strategy is based
on the simulation-based Dynamic Programming(DP) approach, which we have developed
and applied to small SRCPSPs in our previous work [24, 22]. From an algorithmic stand-
point, the approach is modified to handle an extended problem structure, dynamic project
arrivals and expected profit changes. However our previous work has limitations in handling
complicated SRCPSP. The analytic calculation of the all possible state transition probabil-
ities is not practically feasible for a large size problem due to complex interactions among
states, actions, and uncertain parameters. The bottleneck is overcome by developing an ap-
propriate Q-Learning algorithm [86, 79, 8], which can be used when a model of the system
is unavailable, for the problem. The Q-Learning algorithm can be viewed as a simultaneous
identification of the probabilistic state transition rule and the Q-Values function. Hence, it
removes the need to perform the analytical calculation of the transition rule, which can be
painstakingly tedious. Stochastic simulation under certain suboptimal policies (heuristics)
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is used to obtain the numerical state transition probabilities as well as the subset of states,
which are defined as combinations of the conventional states and the corresponding actions,
and initial cost-to-go values for the value (Q-Value) iteration.
In next section, we present a SRCPSP with new project arrivals and its complicated de-
cision problem structure. Then, a generalized Q-Learning algorithm for the problem is
discussed with appropriate definitions of state, action, state transition rules, and objective
function. Finally, the proposed approach is verified by solving a SRCPSP with dynamic
project arrivals and billions of scenarios.
5.2 Problem Description: Stochastic RCPSP with
New Project Arrivals
We consider a RCPSP with M projects, each of which consists of mi tasks, for i = 1, ...,M .
There are N resources (laboratories), a specific resource has to be used to perform each
task. On top of the basic structure of the RCPSP, there are L potential projects that
can randomly emerge while performing tasks in the initially given M projects. A ‘new
project arrival’ changes decision structure of the problem dramatically because of various
types of decisions, such as cancelling on-going project or idling available resource for future
usage, can be made to improve the overall profit upon the ‘new project arrival’. Arrivals
of the L potential projects are governed by arrival time distributions and their realization
probabilities. Major problem parameters of a task, the result (success or failure), the
duration, and the cost, are uncertain. The uncertainty is modelled by (underlying) discrete
time Markov chain to represent correlation among uncertain parameters as we introduced
earlier. A time-varying nonlinear reward function is given for each project to represent the
decreasing value of the project with time (see Section4.2). For the new project candidates,
the reward function starts at the time of corresponding project arrival.
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5.3 Q-Learning for the Stochastic RCPSP
Our previous work on the RCPSP[24] was successful and gave a prototype stochastic dy-
namic programming formulation for the problem. Furthermore, we also developed an ap-
propriate algorithmic framework to circumvent infamous ‘curse of dimensionality’ of con-
ventional dynamic programming. However, application of the algorithmic framework for
larger sizes of the RCPSP, with more complicated structure, is still limited due to heavy
computational load of analytical state transition rules, in which all possible next states and
their conditional probabilities of realizations are calculated. From a programming perspec-
tive, the analytical state transition rules are awkward to apply since the state, represented
as integer to indicate a certain ‘status’ of a project, transition rules imply many logical
constraints for the exact calculation of the every possible next state. Especially, with the
new project arrival, the analytical state transition becomes much more complicated with
the various types of decisions that can be made. We are motivated to develop more pow-
erful solution method, Q-Learning approach, a model-free simulation-based optimization
algorithm for the given problem because of the limitation of our previous work. The overall
procedure of applying the Q-Learning algorithm for the given problem is similar to the
algorithmic framework developed in our previous work[24] as shown in following Figure 38.
The objective of the heuristic simulation is to explore the system under a large number
Figure 38: Q-Learning Approach
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of realizations. As a result of the simulation, an initial Q-Value table is obtained as a
function of state-action pair. At the beginning of the simulation, the state-action table is
empty set and new state-action pairs are added as the simulation goes on. The heuristic
simulation also can be viewed as an empirical model building process because it extends a
coverage of the model for new state-action pairs as well as refines current Q-Value in the
table for revisited state-action pairs. Since heuristic policies are applied in the simulation,
the initial Q-Value table is not optimal. A generalized Q-Value iteration equation is shown
in equation (72) and the equation is specialized for the given problem with fixed ‘forgetting
factor’, γ = 1, as in equation (73). The ‘forgetting factor’ γ represents relative ratio of ‘pre-
vious information’, previous Q-Value, to ‘new information’, current Q-Value in calculating
new Q-Value so that the Q-Value can be updated while exploring the system. However,
in this work, we propose to set γ = 1 because simultaneous exploration and updating of
the Q-Value is meaningless for the given problem due to significant stochastic complexity
of the problem. In other words, any Q-Value is not reliable until the simulation covers a
certain amount of states and it is why we propose to perform the Q-Value iteration after
completion of the heuristic simulation as shown in the Figure 38. The initial Q-Value is
iterated over the restricted state-action space built in the simulation stage and the Q-Value
eventually converges.
Q(x(k), u(k)) = (1− γ)Q(x(k), u(k)) + γ{g(x(k), x(k + 1), u(k))
+α max
u(k+1)∈Ux(k+1)
E[Q(x(k + 1), u(k + 1))]} (72)
Q(x(k), u(k)) = E{g(x(k), u(k)) + α max
u(k+1)∈Ux(k+1)
Q(x(k + 1), u(k + 1))} (73)
Then, the converged Q-Value table is utilized for the online decision making with equation
(74).
u∗(k) = arg max
u(k)∈Ux(k)
Q(x(k), u(k)) (74)
The major difference between the stochastic DP based algorithmic framework and the Q-
Learning approach is the ‘state-action pairs’ which are recorded during learning stage, which
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is the stochastic simulation stage with suboptimal policies (heuristics). Any state visited
in the simulation is recorded with the action taken at the state as well as resulting next
state of the state and its state transition frequency. Since the simulation is performed
over many realizations, the state transition frequency from a state to another state as a
result of the action approximates the conditional probability of the corresponding state
transition. Different state transitions from the same state with same action is due to the
stochastic realization governed by the underlying Markov chains. Thus, in the Q-Learning
approach, the objective of simulation is not only to obtain relevant states (or state-action
pairs) but also to explore the system and identify empirical state transition rules. Another
major difference of the algorithmic framework and the Q-Learning approach is the objective
function. Instead of the cost-to-go value which is a function of the state, a Q-value, which
is a function of the state and action is calculated in the Q-Learning approach. As a result,
the Q-Learning approach requires more memory and computation in its iteration stage than
the algorithmic framework because the iteration has to be done over every state-action pair
instead of every state. However, this apparent computational drawback can be reconciled
by its empirical state transition rule, which is computationally much more efficient than
the analytic state transition rule, built in the simulation stage of the algorithm. Figure 39
illustrates the conceptual diagram of the state-action pair and the Q-value representation.
The state transition probabilities, P1, P2, ..., Pn, in Figure 39 are empirical conditional
probabilities obtained vis simulation. Suppose that for a state, x(k), an action, u(k), was
taken N times in the simulation and the state transition frequency from state x(k) to state
xi(k + 1) as a result of action u(k) is Ni for i = 1, 2, ..., n. From the definitions of N and
Ni, it is obvious that
∑
i Ni = N and Pi =
Ni
N .
Due to similarity of the stochastic DP and the Q-Learning approach, all the necessary
elements, state, action, and state transition rules, the mathematical formulation of the Q-
Learning approach, are the same as those of the stochastic DP. Detailed definitions of the
state, action, and state transition rules of the Q-Learning algorithm for the given problem
are discussed in following sections. It should be noted that all following definitions are
directly extension of the stochastic DP formulation developed in our previous work[24].
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Figure 39: State-Action Pair and Q-Value
5.3.1 Definition of State
In defining the state of a system, it is important to adopt as parsimonious a state repre-
sentation as possible because any redundancy will increase the computational complexity.
For a RCPSP with M projects and R potential projects that may emerge in the future, the
state is defined as following with L types of available resources (laboratories).
X = [s1, s2, ..., sM , s1, ..., sR, z1, z2, ..., zM , z1, ..., zR, L1, L2, ..., LL, a1, a2, ..., aR, t]T (75)
In (75), si for i = 1, 2, ...,M and r = 1, 2, ..., R represents the current status of project i,
containing the information of which tasks are finished and which task is on-going for project
i. Because each project consists of a finite number of tasks, si can be represented as an
integer variable. For example, there can be 7 possible state (circled number) in a project
with 3 tasks as illustrated in Figure 40.
zi for i = 1, 2, ...,M + R represents the information state of project i, which indicates
Figure 40: Possible project status of a project with three states
the result of the most recent task in the project. As explained in the problem description,
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the parameters (i.e. the duration, cost, and result (‘success’ or ‘failure’)) of each task are
realized according to the conditional probabilities in the corresponding Markov chain. Once
a task in project i is completed, zi is updated according to the realized result of the task. zi
is an integer variable ranging from 1 to rni where rni is the number of possible realizations
for the nth task (the most recently completed and realized) in project i. The third set of
state variables, Lj for j = 1, 2, .., N represents the time that the resource has been used for
the on-going task. And Lj = 0 indicates that the resource is idle. The next set of state
variables, ar for r = 1, 2, ..., R represents the realized arrival time of project r. Finally, time
t is added as a state variable in order to consider the time-varying value of the reward of
each project.
5.3.2 Actions
With the state defined as in equation (75), the action, U , can be defined as in following
equation (76).
U = [δ1, δ2, ..., δM ]T (76)
δi is an integer variable which represents whether to perform a task (δ = 1) or not to
perform a task (δ = 0) or to cancel a task (δ = 2) of the project i. The decision can be
made only when an necessary resource for the task is available, that is, ∃Lj = 0 for some
j = 1, 2, ..., L.
5.3.3 State Transition Rules
In the Q-Learning approach, the state transition rules are much simpler than the rules in our
previous work[24] since complicated analytical calculation of state transition probabilities
are not required. The Q-Value iteration and the online decision making stages do not
require any state transition rules since the state transitions rules are already imposed in the
Q-Value table obtained in the heuristic simulation stage. However, simple state transition
rules have to be defined in the heuristic simulation stage to explore the system for many
scenarios. According to the definition of the state (Section 5.3.1), there is only one initial
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state at time t = 0.
X(0) =














The initial state evolves with actions taken by heuristics and realizations of uncertain pa-
rameters until it reaches a terminal state. One characteristic of the RCPSP is that the task
network of the problem is not deterministic due to uncertain outcomes (success or failure)
of the tasks in the problem. Even though there is a unique initial state, the problem can
end with one of numerous terminal states according to the realization of uncertainty. The
number of possible terminal states depends on the stochastic complexity of the problem.
We define the terminal state as the state where all the projects are terminated. The termi-
nation condition for each project is defined either by the successful completion of the final
task or the failure of an intermediate task.
5.3.4 Objective Function: Q-Value
The objective of the RCPSP is the maximization of the final reward after finishing all the
projects. The Q-Value iteration equation (73) also represents definition of the Q-Value as a
recursive addition of one-stage profit function g(x(k), u(k)) so that it naturally reflects final
reward. The one-stage profit g(x(k), u(k)) is a summation of cost incurred by an action,
u(k) and reward(profit) retrieved after successful completion of projects at the state, x(k).
Since the Q-Value table is expanded by the heuristic simulation, the Q-Value at the initial
state with the optimal action, Q(x(0), u∗(0)), represents expected final reward of the online
policy.
5.4 Suboptimal Policies
Defining or inventing suboptimal policies in Q-Learning is very important since it affects
resulting model free state transition rules as well as quality of the final solution. In this
section, three greedy heuristics, which utilize information from the state as defined in 5.3.1,
are developed for the SRCPSP. These heuristics emphasize different information about the
problem and hence combining them together could lead to a better overall performance.
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Figure 41: Definition of Q-Value
On top of the greedy heuristics, special types of actions (cancellation and idling), which
cannot be taken by the heuristics, are randomly added.
5.4.1 Greedy Heuristics
5.4.1.1 Heuristic 1: high success probability task first
In the SRCPSP, the result (success or failure) of a task is a very important factor affecting
the final reward, as well as the remaining part of the scheduling solution. Heuristic 1 is
developed for maximizing the probability of the sucecess of the next allocated task. For the
decision, the expected success probability of each task is calculated according to the current
information state, z(k) for i = 1, 2, ...,M . Once we know zi(k) for each task, we can also
obtain the corresponding conditional probability for each outcome. The expected success
probability of the task can be calculated by summing the probability of each successful
outcome. This heuristic can be modified for the case of multiple level of success by assigning
appropriate weighting factors for the different levels of success.
5.4.1.2 Heuristic 2: short duration task first
Another way to increase the final reward of the projects in the SRCPSP is to finish the
projects as quickly as possible in order to minimize the loss of reward with time. Heuris-
tic 2 considers the time value of the project in a greedy way by performing a task with
114
shortest expected duration first in cases of resource conflicts. The expected duration can
be calculated by utilizing current information state, zi(k), as in the calculation of expected
success.
5.4.1.3 Heuristic 3: high reward project first
Heuristic 3 gives priority to the impending task of the project which has the highest potential
reward. This is a very greedy decision to get the highest reward in the shortest time
with the smallest reward decrease. Heuristic 3 may work well if the project with the
highest reward is completed successfully. Its drawback is the other projects can be delayed
too long. Therefore, if a project with the highest reward fails, the total reward can be
decreased significantly. In the R&D pipeline management problem, the priority of each
project is decided in the order of initial reward value. The decision making procedure is
straightforward, all the tasks in the project with the highest reward are performed first and
so on. If there is an idle resource after assigning a pending task in the target project, the
resource is used to perform a task in the next priority project.
5.4.2 Random Perturbation
The SRCPSP addressed in section 5.2 includes new project arrivals that can be realized while
some initial projects are on-going. To maximize total reward for the new project arrivals,
one may reserve resources (available laboratories) for the potential new project instead of
utilizing them for currently on-going projects that may not be profitable. Furthermore,
complete cancellation of currently on-going projects also has to be considered to allocate
more resources for profitable new projects. Those ‘idling’ and ‘cancellation’ actions are
not considered in the three heuristics because it cannot easily accommodate them due to
their inherently greedy nature. To utilize benefits of the various actions, the cancellation
and idling actions are added randomly in the heuristic simulation. The random actions
are chosen with small probability to avoid significant perturbations that cause the overall
reward to deteriorate significantly.
115
5.5 Illustrative Example
As an illustrative example of the RCPSP, we consider a R&D pipeline problem that has 3
initially given projects and 2 new project candidates. The activty-on-node (AoN) graph of
the example is shown in Figure 27. The AoN displays the sequence of tasks involved in each
project with the resources required to complete the tasks (e.g. task ‘I1’ has to be performed
in laboratory 1 (Lab.1)). A parenthesized number over each task represents the possible
number of outcomes (in terms of duration, cost, and result and the multiple levels of success
or failure) of the task. A Markov chain is given for each project to represent correlations
among the outcomes of adjacent tasks in a project. For example, for task I2, which has
three possible outcomes, a 3× 1 probability vector is given to represent a probability of the
three possible outcomes. The conditional probabilities for the outcomes of the task P1 are
assigned based on the realized outcomes of I2. Since both of I2 and P1 have three possible
realizations, the size of the probability matrix of P1 is 3 × 3. Each column represents the
conditional probability vector for the possible outcomes of P1. All the probabilities and
parameters of the example are summarized in Table 13.
Ri, for i = 1, ..., 5, indicates the initial reward of project i at time k = 0. After time k = 0,
Figure 42: RCPSP example
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the rewards of three initial projects decrease as shown in Figure 43. Those reward profiles
represent the “time value” of each project due to competitive market situation. If a project
is delayed for too long (longer than PDi, ‘project deadline’), the reward from completing
the project can be insignificant because similar drugs (products) developed by competitors
may have taken a large market share. Reward profiles of the potential project candidates
are introduced at the time of their arrival. Figure 44 shows one of possible realizations of
the reward profiles of this example in which both of potential project 4 and 5 arrive at time
t = 10. Probabilities of the new project arrivals are summarized in Table 14 which implies
16 new project arrival scenarios including no project arrival case.
Figure 43: Reward profile of the projects in the illustrative example
 Stochastic Complexity of the Example
The illustrative example is a small size RCPSP, which consists of only 5 projects
including 3 initial projects and 2 potential new project candidates. However, it is
actually a large size problem due to its stochastic complexity. One measure of the
stochastic complexity of the problem is the total number of possible scenarios under
different parameters realizations. Figure 45 shows project 1 in the illustrative example
and its realization data. According to the realization data, there are 6 scenarios,
3×2×1(3 realizations in P1, 2 realizations in I2 linked to P1 and 1 realizations in I1
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Figure 44: A realized reward profiles in the illustrative example
linked to I2), in case of project termination with P1 completion, i.e. all three tasks
in the project are completed. In same way, in case of project termination with I2 and
I1 completions, there is 1 scenario respectively. Thus, the total number of scenarios
of the project 1 is 8.
In summary, with given realization data in Table 13, total number of scenarios of
Figure 45: Project 1 in the Illustrative Example
the projects 2,3,4 and 5 is 7, 7, 7, and 13 respectively. Furthermore, total number
of new project arrival scenarios is 16. The scenarios of each project and new project
arrivals are independent of each other, thus, total number of scenarios of the problem
is 570,752 obtained by multiplying the number of scenarios of all projects.
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Table 13: Example 1, Probabilities and Parameters
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5.5.1 Simulation with the three heuristics and random perturbation
The three heuristics introduced in Section 5.4 are implemented on the illustrative example.
For the simulation, 30,000 uncertain parameters realizations are performed, according to the
underlying Markov chains, for each heuristic. The simulation results of Heuristic 1, 2, and
3 are shown in Figure 46. The simulation results shows all heuristics can generate a large
loss in the worst case realizations in which all projects progress successfully until the last
task which fails. Therefore, a large cost has been incurred to perform all the tasks without
any reward. The simulation results (Table 15 and 16 and Figure 46) indicate that none
119
Table 14: Probability of Project Appearance Time
10 20 30 never
P4 0.3 0.5 0.1 0.1
P5 0.4 0.3 0.2 0.1
Table 15: Heuristic Simulation Results for 30,000 Realizations
Total
Profit
Heuristic 1 Heuristic 2 Heuristic 3
Mean 5914.00 3967.85 7276.98
Max. 30340.20 28726.64 32097.61
Min. -9000 -9100 -8750
of the heuristics is uniformly superior. The relative performance of the different heuristics
vary by realization.
Figure 46: Simulation Results of the Three Heuristics for 30,000 Realizations
Since the heuristics are not able to take ‘unusual’ actions such as ‘cancelling’ and ‘idling’,
those actions are randomly mixed with the actions chosen by the heuristics during the
simulation. At each decision, the idling and the cancellation decisions replace the heuristic
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Table 16: Performance of the Heuristics
H1>H2 H1>H3 H2>H1 H2>H3 H3>H1 H3>H2
# of Cases 7188 13575 6839 4942 10881 16234
Mean 6190.36 2695.00 3662.54 2537.51 5441.92 6860.18
Table 17: Heuristic Simulation Results for 30,000 Realizations with 0.5% of idling action
and 1% of cancellation action
Total Profit Heuristic 1 Heuristic 2 Heuristic 3
Mean 5932.52 3927.43 7270.81
Max. 30340.20 28733.22 32050.05
Min. -9000 -9100 -8750
decisions with 0.5% and 1.0% of probabilities respectively. The cancellation decision is
applied to on-going projects and cancellation of a project is considered as failure of the
project with zero action cost and zero reward. The idling decision for available resource is
also considered as ‘cost-free’ action and the idling action is continued until next event(state).
Table 17 shows performance of the heuristics with randomly introduced ‘cancelling’ and
‘idling’ actions for the same set of 30,000 realizations. Since the actions are introduced with
small probabilities, overall performance of the heuristics is similar to the one (Table 15)
without random actions.
The simulation is performed over 10 sets of 30,000 realizations, the three heuristics are
applied with randomly mixed ‘cancellation’ and ‘idling’ actions.
5.5.2 Implementation of the DP in heuristically restricted state space
The state of the illustrative example consists of 15 state variables according to the state
definition in 5.3.1 as shown in equation (78).
X = [s1, s2, s3, s4, s5, z1, z2, z3, z4, z5, L1, L2, t, p4t, p5t] (78)
The calculation of the total state space size is complex due to the inability of certain
combinations of completed tasks and event times to be realized. It is expected that the
duration of the whole schedule will be about 40 time units, based on estimates of the longest




As a result of the simulation, 263,053 non-redundant state-action pairs are obtained. Each
of the 263,053 state has a Q-Value representing expected total reward from the current
state to the terminal states. Among the 263,053 state-action pairs, 29,599 states have ‘no
action’ to choose because they are identified as terminal states.
5.5.2.2 Q-Value Iteration
For the 263,053 state-action pairs, the Q-Value iteration, Equation (73), is performed with
the initial Q-Values obtained in previous step. For a given state-action pair, the Q-Value
iteration equation finds an optimal action for potential next state. The iteration scheme
converged within an error tolerance ||(Qi+1 −Qi)/Qi|| after the 21st iteration and took 3.1
hours for each iteration.
5.5.2.3 Improved Solution: Online Decision Making
The decision policy obtained by the proposed approach is represented by the converged Q-
Values and the online decision making equation (74). Thus, after the converged Q-Values
are obtained, we can make a valid decision for any realization generated by the underlying
Markov chain model. In the online decision making, the future results of the currently
on-going tasks are not know at the point of decision. The transition from current state is
a consequence of both the decision made according to equation (74), and the parameter
values chosen by the random process.
5.5.3 Computational Results
To verify the performance of the policy obtained by the proposed approach, it is compared
to the heuristic solutions for the 30,000 realization used to synthesize the policy. The results
shown in Table 18 indicates that the proposed approach improves the mean performance
by about 39.13% compared to the best heuristic policy, the Heuristic #3. This significant
improvement can be explained by the appropriate ‘cancelling’ and ‘idling’ decisions made
by the policy. Although those actions are randomly mixed with the heuristics during the
simulation, some of those actions are chosen appropriately to maximize total reward in the
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Table 18: Heuristic Simulation Results for 30,000 Realizations with 0.5% of idling action
and 1% of cancellation action Vs Online Decision Making with Q-Value
Total Profit H1 H2 H3 Online
Mean 5914.00 3967.85 7276.98 10124.63
Max. 30340.20 28726.64 32097.61 30385.45
Min. -9000 -9100 -8750 -8050
Table 19: Heuristic Simulation Results for 10,000 New Realizations with 0.5% of idling
action and 1% of cancellation action Vs Online Decision Making with Q-Value
Total Profit H1 H2 H3 Online
Mean 6054.31 4021.65 7339.34 10321.67
Max. 29874.99 28762.29 29974.99 30856.05
Min. -8600 -8800 -8350 -7450
Q-Value iteration. The ‘cancellation’ and ‘idling’ actions are mainly chosen to prevent the
‘worst’ case in which a negative total cost is expected due to major project failure. The
results in Table 85 shows that the minimum reward, the worst case, is increased to −8050.
On the other hand, the maximum reward of the online policy is in same ranges as those
of the heuristics. Hence, the significant improvement of the mean value is mainly due to
reducing the worst case results (loss) with appropriate use of the cancellation or the idling
actions.
The stochastic complexity of the problem is very high with 642,096 scenarios. The policy
should be robust for any of these scenarios even though they were not seen during its
creation. To demonstrate the robustness of the policy, it is tested for 10,000 realizations
that were not part of the training set. The computational results summarized in Table 19
and Figure 47 shows the robustness of the proposed approach in this example. The Figure
47 shows an obvious shift of negative reward cases in the positive direction.
Figure 48 shows how the online policy can improve the total reward dramatically for
a certain realization, realization #8863, among the 10,000 realizations used for the policy
evaluation. In realization #8863, two of the three initial projects, project 1 and project 3,
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Figure 47: Evaluation of the online decision making performance for a new set of 10,000
realizations
turn out to fail in their second tasks. Meanwhile, both of the potential project candidates,
project 4 and project 5, arrive at time 10 and both are successfully completed. The best
heuristic, Heuristic #3, allocates resource to the project 1 and project 3 until they are
completed with failure. However, the online policy cancels project 3 after its successful
completion of the first task. Furthermore, after the new projects arrive at t = 10, it allocates
resource to the new project and cancels the project 1. All these decisions are made by the
online decision policy based on the Q-Value calculation, equation (74 and coupled with
high level success of the first task of the project 2. (note that realization result ‘3’ in the
first task of project 3 indicates high level success of the task.). As a result of appropriate
uses of the cancellation actions for less profitable projects, the online policy can boost the




A stochastic resource-constrained project scheduling problem (sRCPSP) has been addressed
by using Markov chains to model key uncertainties (the duration, cost, and results of a task).
On top of the basic problem structure of the sRCPSP, a practical feature of the problem,
new project arrival, is added to present realistic cases. To solve the problem, a Q-Learning
approach has been developed with appropriate definitions of state, including the information
state variables, and actions. The Q-Learning approach enables us to induced an empirical
state transition rules from the simulation so that analytical calculations of highly compli-
cated state transition can be avoided. The maximize advantages of using the empirical state
transition rules, special types of actions, project cancellation and resource idling, that are
difficult to include in randomly added in the simulation. Some of the random actions are
filtered and confined during the Q-Value iteration and appropriately utilized in online deci-
sion making to maximize the total reward of the system. The proposed solution method has
been tested by solving an illustrative sRCPSP with significant stochastic complexity with
642,096 scenarios. The solution obtained by the policy on average outperforms the best
heuristic solution. Furthermore, by utilizing cancellation and idling actions properly, the
resulting policy can reduce the worst case losses. The robustness of the policy is confirmed
by solving the problem with a new set of realizations, the data of which were not used to
create the policy.
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Figure 48: Gantt charts: the Heuristic #3 vs. the Online Policy for Realization #8863
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CHAPTER VI
HANDLING LARGE ACTION SPACE: APPLICATION
TO SUPPLY CHAIN MANAGEMENT PROBLEMS
6.1 Introduction
A significant problem for complex supply chain (SC) management is the effective handling
of uncertainty in the system. The resulting SC operating policy has to be flexible enough
to deal effectively with uncertain parameter variations, such as the volume and timing
of market demands. Failure to account for significant product demand fluctuations by
deterministic planning models may either lead to excessively high production costs (trans-
lating to high inventory charges) or unsatisfied customer demand and loss of market share.
Recognition of this fact has motivated recent work aimed at studying process planning and
scheduling under demand uncertainty. Most of the research on this problem has largely
focused on mathematical programming approach [43, 71, 67, 80, 35, 6, 36]. The stochastic
attributes of the problem are translated into an equivalent deterministic form with certain
types of uncertain parameters, often normally or exponentially distributed.
On the other hand, a general supply chain can be viewed as serial and distributed in-
ventory systems, referred to as ‘multi-enchelon’ inventory systems, if production facilities
involved in the supply chain are simplified (i.e., assumed to be without large lead time in
production). Previous research [28, 17, 83, 29] on the ‘multi-enchelon’ inventory systems
have been focused on finding analytical optimal ‘order-up-to-policies’ for variants of the
system under the ‘balanced assumption’, negative stock allocations to the retailers are pos-
sible. Although the analytical optimal policies for the multi-enchelon inventory systems
are not directly applicable to the supply chain system addressed in this study, for which
the balanced assumption is not valid, the ‘order-up-to-policies’, (s,S) policy, are adopted to
generate heuristics for control (section 6.3 and 6.6.2).
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This study develops a novel solution method that expands the representation of uncertainty
to include a wider class of problems than addressed in the literature to date far. The solu-
tion of the SCM problem is a policy that can be interpreted as a series of decisions at each
time unit. Thus, it is a “multi-stage decision making problem” with significant number of
uncertain parameter realizations. Stochastic dynamic programming (DP)[7] can be used to
solve this type of problem. However, stochastic DP is faced with the “curse of dimensional-
ity”, an exponential increase in the state space as the problem size increases. Hence, most of
the research on the DP approach for SCM is limited to small sizes of the problem[9, 19, 38].
The size of the state space is coupled not only to the state of the supply chain but also
factors in the “information states”, which represent observed information regarding uncer-
tain parameter variations. To overcome the computational intractability of the conventional
DP approach, we employ an evolutionary algorithmic framework utilizing information ob-
tained from stochastic simulation of the heuristics, which we call “DP in a heuristically
restricted state space”[27, 23, 25]. This approach was applied to a stochastic resource con-
strained project scheduling problem (RCPSP) in [25], where the ability to address a large
state space was verified by confining the original state space (with 230 billion states) and
to obtain a reasonably sized confined state space(with 371,168 states). The development
required to apply this to the SCM problem is taming the action space complexity. The de-
cisions in the RCPSP and corresponding combination of the actions are much simpler than
those of the SCM problem. In the SCM problem, the action space is continuous and, even
though the actions can be aggregated and represented using a discrete action space, there
are large number of actions for a supply chain involving multiple material flows between
manufacturing sites. For example, if 10 material flows are involved in a supply chain and
each material flow is discretized to 3 discrete values, the total number of possible actions
at each time point is 59,049(= 310). Thus, we cannot avoid large numbers of actions in the
DP formulation of the problem. In conventional DP, a large number of actions makes the
Bellman Iteration and online decision making procedures computationally intractable due
to increased search space for the optimal action for each decision stage. In summary, the
key contributions of this study are, first, developing an appropriate DP formulation for the
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SCM problem, and second, enhancing the methodology of “DP in a heuristically confined
state space” to handle the inevitable action space complexity.
The chapter is organized as follows. A SCM problem will be formulated with a Markov
chain model to represent uncertain demand. An appropriate heuristic method for the given
problem will be presented. Then, the conventional stochastic DP formulation will be de-
veloped as a basis for the “DP in a heuristically confined state space”. A summary and
further discussion will be given in the last part of the chapter.
6.2 Problem Description: SCM with Multiple Products Un-
der Uncertain Product Demands and Prices
The prototypical process industry SCM problem addressed in this chapter has most of
the essential components of a supply chain including production and inventory control
decisions and intermediate product lines. It suppresses the details on logistics such as
various transportation options and multiple customer(market) locations as these are often
not as significant for the business-to-business component of supply chain. We consider a
SCM problem with M products and the products are manufactured from pi plants and
stored in qi inventories, for i = 1, ...,M . The plants that produce the product i have
their own raw material inventory linked to ri suppliers, for i = 1, ...,M . Thus, the supply




i qi inventories, and∑
i ri raw material suppliers. Connections between supply chains involved with different
production/distribution lines arise due to product recipes that use raw materials to produce
intermediates for other products. An illustrative example of such a supply chain is depicted
in Figure 49. In this study, the focus is on the uncertainty in demand for products and
that in raw material prices. This makes the allocation of intermediates to final production
steps a very important decision. A detailed description of the uncertainty model is given
in the next section. As stated earlier, logistic elements of the problem are kept simple by
considering only one transportation option and unit transportation time for every material
flow. Manufacturing time for the products are given as a multiple of time units and appear
as manufacturing time delays in the plant. Other than the demands and prices of the
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products, all the problem parameters (inventory costs, manufacturing costs, manufacturing
time, and default setup cost for one batch of production) take known deterministic values.
Figure 49: Illustrative Example, SCM with 3 Products Under Uncertainty
6.2.1 Markovian Model of the Uncertain Parameters
Demand and price variations encountered by retailers or manufacturers have many different
sources. They are often correlated, both amongst themselves, due to an underlying cause
such as oil prices, and in time such as in a seasonal variation. In previous supply chain
literature, demand and price uncertainties in the SCM problem have been represented as
Gaussian(normal) or exponential random variables [90, 37, 80, 36] or uniformly distributed
random variables [87]. However, it appears that auto-and-cross correlation among the
uncertain parameters in this context has not been addressed previously in the context of
process supply chains with the exception of the contribution of [59], in which uncertain
product demands are represented by a normal multivariate probability distribution. In
our problem formulation, demand and price of each product are modeled with a Markov
chain. This mirrors our previous work using Markov chains for applications in stochastic
resource constrained project scheduling[25]. The use of Markov chain in modeling of market
demand and price offers some advantages over the previous approaches. For example, if the
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demand of a certain product is very high, the probability of a sharp demand decrease at
next time unit (a week or a month) would be very small. Thus, the current demand can be
an important indication of the future demand realization. Furthermore, demand and price
may not be varied independently in the market due to their natural correlation. In our SC
model, we assume the uncertain demand and price of a product are realized as a set and
there are several different sets of demand and price evolving according to a given Markov
chain. The possible discrete values for the uncertain demand and price may represent the
actual values or the mean values of the parameters. In summary, random (but correlated)
uncertain demand and price for a product in the market are represented with n sets of
demand and price and n by n state(in the Markov chain) transition probability matrix as
depicted in Figure 50. In the illustrative example (Figure 49), 5 Markov chains are given to
represent uncertain demands and prices of 3 products and uncertain price of raw materials
from 2 external suppliers.
Figure 50: Representation of An Uncertain Demand and Price with a Markov Chain
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6.3 Heuristics: Combination of Static Inventory Control
Policies
A crucial step in applying our framework is to develop heuristics, which give a reasonable
solution (policy) for the given problem and can be simulated without a significant compu-
tational burden. In this section, we propose to develop such heuristic policies by combining
available static inventory control policies. The given SCM problem has many material flows
that have to be decided at each time unit. Each of those material flows is linked to two
inventories in the supply chain. Thus, the decision of each material flow can be made by
a single inventory control policy. One of the simplest inventory control policies is a static
inventory control policy[16], also known as an (s,S) policy, in which s is given as a reorder
point to replenish the inventory level up to S. Even though the static inventory control pol-
icy is simple, with appropriate choice of s and S parameters, it is applicable to a wide range
of operating conditions. Furthermore, under certain assumptions, the (s,S) policies can be
shown to be optimal inventory control policies for classes of supply chain systems similar
to the ones addressed in this study[28, 17, 83, 29]. However, for the given SCM problem,
the static inventory control policy is not sufficient to get good overall performance policy
due to the need to vary the replenishment levels under the uncertain demand. It would be
better to employ a dynamic (s,S) policy that could respond to specific realizations of the
uncertainty. As mentioned earlier, we as starting policies a set of static inventory control
policies, which work reasonably and in a complementary manner. Each of the heuristics will
be used for stochastic simulation in the next step of the solution framework as illustrated
in section 6.5.1.
6.4 Conventional Stochastic DP Formulation
In this section, we develop a DP formulation, defining the state, action(decisions), the
state transition rules, and the objective function(profit-to-go). Appropriate Bellman(value)
iteration and online decision making equation will be presented in the last part of this
section.
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6.4.1 Definition and Aggregation of State
For the given SCM problem, three types of information are necessary to describe the status
of the system.
1. Inventory Level All inventory levels in the system have to be included in the state.
Thus, for the Q inventories in the system, the inventory level at time k, Ij1(k), for
j1 = 1, ..., Q, is defined as a state variable.
2. On-Going Production For P plants in the system, the amount of on-going produc-
tion started at time k − ` at the plant j2 is devoted by Oj2(k − `), for j2 = 1, ..., P
and ` = 1, ..., τj2− 1. where, τj2 is the production time delay(time delay from the raw
material inventory to the product inventory of the plant) for the plant j2.
3. Information State In addition to the physical state variables defined above, the
information state, which represents the most current status of the uncertain param-
eters, also should be included in the state. The information state variable, which is
represented as an integer, is a realized “state” of the Markov chain for the correspond-
ing uncertain parameter or set of uncertain parameters. For L Markov chains in the
system, the information state, zj3(k), for j3 = 1, ..., L, is including in the state vector.
zj3(k) can be one of integers ranging from 1 to Sj3 when the Markov chain j3 has Sj3
possible states.
In summary, the state of the given problem is defined as follows:
X(k) = [I1(k), ..., IQ(k), O1(k − 1), ..., O1(k − τ1 + 1)
, ..., OP (k − 1), ..., OP (k − τP + 1), z1(k), ..., zL(k)] (79)
All the state variables in (79) are integers since the SCM problem is assumed to be a
discrete system. The explosion of the state space is governed by the number and range
of the inventory levels. To avoid a state space explosion, the state variables have to be
aggregated and represented with discrete integer values. Besides the information state
variables, zj3, for j3 = 1, ..., L, which are naturally discrete, all other state variables(for
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inventory and on-going production) are aggregated. The state aggregation is defined with
three elements, 1) aggregation ranges, 2)representative index, 3) representative value. The
aggregated range defines the range of the state values to be treated as belonging to a same
state. Once a state variable is aggregated, a representative index is assigned to the state
variable and represented in the state space with the index. The representative value of an
aggregated state is required to disaggregate the state to an actual value (for example, an
actual inventory level) and usually chosen as the median of the aggregation range.
6.4.2 Definition of Action
An action, u, of the problem is defined as a decision on all the material flows in the system.
u = [T1, T2, ..., TR]T (80)
Tj4 is an integer variable which represents a material flow j4, for j4 = 1, 2, ..., R. Some of
the state variables, on-going production, defined in (79) are included in previous actions as
production decisions. According to the definition of action in (80), the size of action space
imposed of all possible actions is often too large to be investigated fully in the Bellman
iteration and in the real-time decision making step of the DP. Thus, the action space also
has to be aggregated as well as the state space. The simple aggregation rules suggested
for the state in 6.3 is not appropriate for the action space. In general, a supply chain
network includes many different material flows and the ranges of the material flows are
diverse and large. Thus, the number of all possible actions will be astronomical even after
aggregation. For example, if a supply chain network consists of 10 material flows to be
decided at every unit time and each of the material flow is aggregated to just 3 representative
values. The total number of actions in the action space will be 310 = 59, 049. Therefore, the
computational infeasibility of DP in a supply chain application is partly the result of the
large number of possible actions. Note that, in a discrete system, the computational load
of the Bellman iteration in equation (84) is proportional to multiplication of the number
of states and number of actions to be investigated. The computational problem created by
large action(decision) spaces is circumvented by introducing an ‘implicit sub-action space’
which will be explained in section 6.5.2 in detail.
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6.4.3 State Transition Rules
In a discrete time system, the state at time k + 1, X(k + 1) can be derived from the state
at time k, X(k), and the control action(decision), u(k). For the given problem, the state
transition rules are linear material balance equations of all inventories as generalized in
equation (81)1
Inventory Level at Time k + 1 = Inventory Level at Time k + Input at Time k − Output at Time k (81)
The state variables can be classified into two types of variables in state transition. 1.
Controllable State Variables: Those state variables that represent physical properties
of the system such as the inventory levels and on-going productions are evolved with the
current and previous actions. The inventory levels are partially controllable because of the
uncertain demands also affects those state variables’ transitions. The on-going productions
are fully controllable state variables because they are actual actions taken in the past. If
random yields were included in the problem, then this assumption would not hold, however.
2. Uncontrollable State Variables: Transitions of the information state variables are
irrelevant to any action because the transitions are governed by the underlying Markov
chains. The information state variables at time k only depends on the realized uncertain
parameters at time k.
Due to the uncontrollable state variables, the state at time k + 1 is not unique even though
it evolves from same state at time k and same action by the state transition equation (81).
According the underlying Markov chains, all possible next states, X(k + 1) are calculated
with their realization probabilities for given X(k) and u(k). The realization probabilities
of the possible next states are used in the calculation of the expected objective function
value(profit-to-go) corresponding to the X(k + 1) states.
6.4.4 Objective Function: Profit-to-Go
The objective function to be maximized is the overall profit of the system. Since the
operation of the supply chain is not limited to a specific finite time horizon, the problem
is considered as an optimal control problem over an infinite time horizon. And the overall
1Detail state transition rules are illustrated with an example in Section 6.6.1.1 from equation (93) to
(104).
135
profit is defined as the summation of one stage profit at each unit time over the infinite time
horizon. To maximize the overall profit of the system in infinite horizon, an approximated
‘profit-to-go’ function, J(X(k)), is defined as following.
J(X(k)) = E{Sum of all future profit}
' Ĵ0(X(k)) = E{
H∑
i=0
αiφ(X(k + i), u(k + i))} (82)
One stage profit at time k, φ(X(k), u(k)), is defined by the following equation (83).
φ(X(k), u(k)) = Revenue(k) − Inventory Cost(k) − Manufacturing Cost(k) − Raw Material Cost(k) (83)
The profit-to-go function over an infinite horizon can be approximated as shown in equation
(82) with an approximation horizon H and a discounting factor α. φ(X, u) is a current profit
function of the given state, X, and action, u. The initial value of the approximated profit-
to-go, Ĵ0(X), is calculated from appropriate sub-optimal simulation data and the Ĵ0(X) is
used as an initial profit-to-go in the Bellman iteration step of DP, which refines it to the
optimal profit-to-go, J∗(X).
6.4.5 Bellman Iteration and Real-Time Decision Making
In DP, one calculates numerically the optimal profit-to-go function J∗ via the Bellman
iteration step. This computation can be done offline, i.e., before the policy is applied to the
actual system. For the SCM problem, the Bellman iteration equation is given as follows:
J i+1(X(k)) = max
u(k)∈U
E{φ(X(k), u(k)) + αJ i(X(k + 1)|X(k), u(k))} (84)
In the above, U is a discrete action space of all actions defined in (80). In finding optimal
u(k), infeasible action, that make an inventory negative or violate the maximum production
capacities of the plants in the system, have to be excluded. The Bellman iteration is
continued until J i meets a certain convergence criterion, e.g. ‖ Ji+1−Ji
Ji
‖∞< 0.01. If the
J i meets the convergence criterion, it is considered as the optimal profit-to-go, J∗ and used
for online decision making as follows. According to the ‘Principle of Optimality’ of DP, the
following decision u∗(k) is the optimal action for the state, X(k) given at any time k.
u∗(k) = arg max
u(k)∈U
E{φ(X(k), u(k)) + αJ∗(X(k + 1)|X(k), u(k))} (85)
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6.5 The Algorithmic Framework: DP in A Heuristically
Restricted State Space
All the necessary elements of the DP are defined in the previous section. Thus, the problem
can be solved by using the appropriate Bellman equation shown in equation (84). However,
the computational load of the full DP for a realistically sized example will be beyond the
current computational capability. For example, the illustrative example shown in Figure
49 has a state composed of 5.832 × 1010 discrete states even with the state aggregation2.
Furthermore, the number of discrete action defined in equation (80) will be very large even
with the action space aggregation as discussed in the introduction part of this chapter.
The number of states tends to increase exponentially with the problem size, number of
inventories, number of products, and number of possible realizations. In out approximate
DP framework, the part of the state space within which the cost-to-go is evaluated through
the Bellman iteration is restricted to those visited during the simulation of the heuristic
policies. The effectiveness of the algorithmic framework in handling large state space has
been tested previously in [25]. However the algorithmic framework is not appropriate for
the given problem with large number of actions. In this chapter, the algorithmic framework
is modified to handle a large number of actions by introducing implicit sub-action space for
each state in the restricted state space. The implicit sub-action space is defined with actions
generated by a set of heuristics that have been applied during the heuristic simulation step
of the framework. The general steps of applying the algorithmic framework will be similar
to those shown in [25] except the Bellman iteration and online decision making is performed
over the confined state space and the implicit sub-actions spaces of the states.
1. Stochastic simulation with the heuristic policies
2. Identification of the restricted state space which is composed of the states visited in
the simulation and the first estimation of the profit-to-go values for the restricted
state space using the simulation data.
2calculation of the number of states will be explained in later section 6.6 “illustrative example”
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3. Bellman iteration in the heuristically restricted state space and corresponding implicit
sub-action space
4. Evaluation of the policy performance when applied to real-time decision making
Detailed descriptions of the steps are given in the next sections.
6.5.1 Learning Stage: Simulation of the Heuristic Policies
The purpose of the simulation is three-fold. First, the simulation is performed in order
to obtain meaningful, manageably sized, set of the states within which the DP is to be
performed. Obtaining a reasonably sized subset containing trajectories of good policies is
critical for solving the problem because DP over the entire state space is computationally
infeasible for the given problem. For the simulation, a large number of uncertain param-
eter realization sets are generated by the underlying Markov chains. Each realization set
represents one scenario along a certain time horizon out of the large number of possible
scenarios. In the simulation, several different heuristics are applied for each realization and
a set (trajectory) of visited states (as defined in the previous section) is obtained from each
heuristic. Because each heuristic works in a different way as they are designed to do, there
can be several different state trajectories even for the same scenario. Different state tra-
jectories are obtained with different heuristics even for a same realization scenario. Those
different state trajectories will be combined in the state space as profit-to-go in the later
step, Bellman iteration, of the algorithmic framework. The heuristic policies applied for the
given problem will be described in a later section.
Second, the simulation provides initial ‘profit-to-go’ values, which can be used to start up
the Bellman iteration. There can be different ‘profit-to-go’ values for a same state evolving
into different trajectories (corresponding to different heuristic or realization scenario). The
initial ‘profit-to-go’ for the state is an averaged ‘profit-to-go’ value considering the number
of times the state was visited.
Third, the initial ‘profit-to-go’ values can be directly used for the ‘Rollout’ approach to find
quick solution(policy) of the problem without the Bellman iteration. The rollout approach
is described in section 6.6.4 for the illustrative example.
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6.5.2 Implicit Sub-Action Space for A State
As stated earlier, the problem has a large action space due to many material flows involved
in the supply chain. To reduce the computational load of the Bellman iteration and the
online decision making steps of the algorithmic framework, we propose to make a decision
in an “implicit sub-action space”, UX(k), a set of actions taken by the heuristics during
the heuristic simulation, for each state in the confined state space. Hence, the number of
the states in “sub-action space” is the same as the number of states in the restricted state
space. Instead of a set of aggregated actions, the set of heuristics that visited the state
in the simulation are recorded for the implicit sub-action space. In this way, we can avoid
distorted state transitions introduced by action aggregation. The definition of action in
equation (80) is kept the same other than that implicit heuristic rule hi is applied for the
state, X(k), to reproduce a set of possible actions to be evaluated for the state.
ui = hi(X(k)) for i = i1, ..., iN (86)
UX(k) = {ui1 , ..., uiN } (87)
where i is the index of the heuristics that visited the state X(k) in the simulation. Restrict-
ing the decision in the sub-action space may prohibit choosing the optimal decision(action)
for the given state. However, it ensures that a chosen action is feasible and increases the
possibility of the next state being in the restricted state space.
6.5.3 Bellman Iteration over the Confined State Space
The Bellman iteration step of the proposed approach is same as in the conventional DP
described in the previous section except for the following two details. First, it is done over
the restricted state space instead of the entire state space for the obvious reason. Second in
each iteration, the entire action space, U , is replaced with implicit sub-action space, UX(k),
to provide possible actions to be evaluated.
J i+1(X(k)) = max
u(k)∈UX(k)
E{φ(X(k), u(k)) + αJ i(X(k + 1)|X(k), u(k))} (88)
In the calculation of equation (88), the current cost, φ(X(k), u(k)), is deterministic for
a given state, X(k), and an action, u(k). The profit-to-go of the next state, J(X(k +
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1)|X(k), u(k)) is stochastic due to the uncertain demand and price parameters. The exact
expected value of J(X(k+1)|X(k), u(k)) may not be calculated because all the possible next
states may not be included are not in the restricted state space due to the limited number
of realizations simulated. To obtain an approximate value of the J(X(k + 1)|X(k), u(k)),
the cost-to-go approximation method, in which normalized weighting factor of the profit-
to-go(or cost-to-go) is applied for the state in the restricted state space as shown in Figure
51. Detailed description of the approximation method is given in our previous work, [25].
Figure 51: Profit-to-Go Approximation
6.5.4 Real-Time Decision Making
The ‘converged’ profit-to-go values obtained in the previous step are implemented for real-
time decision making as follows.
u∗(k) = arg max
u(k)∈UX(k)
E{φ(X(k), u(k)) + αJ∗(X(k + 1)|X(k), u(k))} (89)
The calculation in the online decision making is the same as in the Bellman iteration except
that it is needed only for the specific encountered state at the time. The decision gets
implemented and the actual system (ranther than the model) provides the next states.
Because the decision belongs to the sub-action space, the next state is probabilistically
assured to be in the restricted state space, if the enough simulations have been performed
to allow for all probabilistically feasible outcomes. However, since those may not necessarily
140
hold, and could encounter an unvisited state not in the restricted state space. The state
transitions can also be misled by the distortion induced by the state aggregation due to
aggregation and disaggregation of the state in the state transition calculation. That is,
even though the state is actually in the restricted state space, it could be represented as
a state not in the restricted state space due to the distortion in the state aggregation and
disaggregation processes . In this case, the current state is replaced with the most ‘similar’
state in the restricted state space according to the ‘state similarity criteria’. In the given
problem, the state is defined with three types of state variables as it is represented in
equation (79).
X(k) = [Inventory Level,On-Going Production, Information State] (90)
In finding the most similar state in the confined state space with the current state, prior-
ities of the state variables are given in the order of information state variables, on-going
production state variables, and then inventory level state variables. The information state
variables are considered the most important have to be matched first. Because the infor-
mation state variables are not aggregated or disaggregated in state transitions, existence
of the states with exactly same information state variables in the restricted state space is
assured under the assumption that the restricted state space is obtained with a sufficient
number of realizations. The ‘similar state’ in the confined state space is searched in the
following order.
1. States in the restricted state space with the same information state as the information
state in the current state are searched
2. Among the states obtained in the previous step, states with the same on-going pro-
duction of the current state are searched
 If none of the states obtained in the previous step has the same on-going pro-
duction state variables with the current state variable, find a state that has the
minimum infinity norm of the difference with the current state.
141
Table 20: Probabilities and Parameters of the Markov chains in the Illustrative Example
Markov Chain Demand & Price Probability Matrix
MC1
(Product A)
 50 5432 41
20 37






 47 7533 73
25 64

































3. Among the state obtained in the previous step, find a state that has the minimum
infinity norm of the difference with the current state.
6.6 Illustrative Example
As an illustrative example of the SCM problem with uncertainty, we consider a supply
chain with three products and multiple inventories linked to external suppliers, plants, and
markets (customers) as shown in Figure 1. As stated earlier, the objective is to maximize
the overall profit by controlling all the relevant material flows in the system. Demand
and price of each product are uncertain in the market and evolve according to underlying
Markov chains. Besides the demand and price, the raw material price is also assumed to
follow an independent Markov chain. Five Markov chains(three for the products and two
for the raw materials) are introduced in the example to represent the uncertain parameter
variations. All transition probability matrices and uncertain parameters for the Markov
chains are summarized in Table 20.
Inventory cost arises from every inventory in the system and the cost is assumed to be
piece-wise linear function shown in Figure 52. It is assumed that outsourcing is available for
every inventory and hence the capacity of each inventory is infinite. However, as the amount
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of product in an inventory increases, the total inventory cost increases more rapidly due to
the higher inventory cost parameters(i.e. IC1 < IC2 < IC3 in Figure 52). The inventory
parameters of the problem are summarized in the Table 21.
Figure 52: Piece-wise Linear Inventory Cost
Three batch plants are involved in the example and each plant has certain maximum
production capacity(/unit time), production time, and minimum production cost for a single
batch of production. Those parameters for the three plants are summarized in Table 22.
Besides the parameters mentioned above, we set a fixed internal transaction cost(= 33) for
the product A in the material flow TA3 and TA4. The internal transaction price will be
used to evaluate the profit of the different product lines classified in Figure 49. Note that
the overall profit of the entire system is same regardless of the internal transaction price for
the product A.
6.6.1 Definition and Aggregation of the State and Action
The state for the illustrative example is defined as follows.
X(k) = [IA1(k), IA2(k), IA3(k), IB1(k), IB2(k), IB3(k), IC1(k), IC2(k), IC3(k)︸ ︷︷ ︸
Inventory Levels




Table 21: Inventory Cost Parameters for the Illustrative Example
Inventory Parameters
IA1 Range 0 ≤ i ≤ 60 60 < i
Inv. Cost(/unit) 1.5 2.4
IA2 Range 0 ≤ i ≤ 40 40 < i ≤ 100 100 < i
Inv. Cost(/unit) 1.3 1.8 2.2
IA3 Range 0 ≤ i ≤ 30 30 < i ≤ 50 50 < i
Inv. Cost(/unit) 1.5 2.0 3.0
IB1 Range 0 ≤ i ≤ 60 60 < i ≤ 100 100 < i
Inv. Cost(/unit) 1.1 1.7 2.3
IB2 Range 0 ≤ i ≤ 60 60 < i
Inv. Cost(/unit) 1.4 2.0
IB3 Range 0 ≤ i ≤ 60 60 < i ≤ 100 100 < i
Inv. Cost(/unit) 1.6 2.2 2.9
IC1 Range 0 ≤ i ≤ 60 60 < i
Inv. Cost(/unit) 1.5 2.5
IC2 Range 0 ≤ i ≤ 60 60 < i ≤ 100 100 < i
Inv. Cost(/unit) 1.7 2.4 3.0
IC3 Range 0 ≤ i ≤ 50 50 < i ≤ 90 90 < i
Inv. Cost(/unit) 1.9 2.5 3.3
Table 22: Plant Parameters for the Illustrative Example
Plant A Plant B Plant C
P. Cost(/unit) 5 9 4
Max. Capacity 120 70 70
P. Time 3 2 2
Fixed Cost(/batch) 120 100 95
Ratio(R:P)* 1:1 1:1 1:2
* Raw Material to Product Conversion Rate
Z1(k), Z2(k), Z3(k), Z4(k), Z5(k)︸ ︷︷ ︸
Information State
] (91)
As discussed earlier, the state has to be aggregated to avoid an unmanageably large state
space. Table 23 shows parameters used for the aggregation of the inventory levels and the
on-going production state variables(TA2(k − 2), TA2(k − 1), TB2(k − 1), TC2(k − 1)).
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Table 23: State Aggregation
Rep. Index* 1 2 3 4 5
Range of IA1** 0-25 25-50 50-75 75-100 100-∞
Rep. IA1*** 13 38 63 88 113
Range of IA2 0-25 25-50 50-75 75 - 100 100 -∞
Rep. IA2 13 38 63 88 113
Range of IA3 0-25 25-50 50-75 75 - 100 100 -∞
Rep. IA3 13 38 63 88 113
Range of IB1 0-25 25-50 50-75 75-100 100-∞
Rep. IB1 13 38 63 88 113
Range of IB2 0-25 25-50 50- 75 75 - 100 100-∞
Rep. IB2 13 38 63 88 113
Range of IB3 0-25 25-50 50- 75 75 - 100 100-∞
Rep. IB3 13 38 63 88 113
Range of IC1 0-25 25-50 50- 75 75 - 100 100-∞
Rep. IC1 13 38 63 88 113
Range of IC2 0-25 25-50 50-75 75-100 100 - ∞
Rep. IC2 13 38 63 88 113
Range of IC3 0-25 25-50 50-75 75-100 100-∞
Rep. IC3 13 38 63 88 113
Rep. Index 0 1 2 3 4
Range of TA2 0 0 - 35 35 - 70 70 - 105 105 - ∞
Rep. TA2 0 18 43 78 120
Range of TB2 0 0 - 20 20 - 40 40 - 60 60 - ∞
Rep. TB2 0 10 30 50 70
Range of TC2 0 0 - 20 20 - 40 40 - 60 60 - ∞
Rep. TC2 0 10 30 50 70
* Representative Index in State Representation
** Aggregation Range of the Inventory Level
*** Representative Inventory Level in Reverse-Aggregation
Based on the state aggregation table and the state definition of the problem, the total
number of states in the entire state space can be calculated to be 8.79 ·1010 = 59 ·54 ·(32 ·23).
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For the illustrative example, action consists of the 11 relevant material flows in the system.
U(k) = [TA1(k), TA2(k), TA3(k), TA4(k), TA5(k)︸ ︷︷ ︸
Regarding the Product A
,
TB1(k), TB2(k), TB3(k)︸ ︷︷ ︸
Regarding the Product B
, TC1(k), TC2(k), TC3(k)︸ ︷︷ ︸
Regarding the Product C
] (92)
6.6.1.1 State Transition Rules
Next state transition rules are defined. As discussed in section 6.4.3, there are two types
of state variables, controllable and uncontrollable state variables. For the controllable state
variables, the state transition rules are simply represented with the following material bal-
ance equations.
 State Transition Rules of the Controllable State Variables
IA1(k + 1) = IA1(k)− TA2(k) + TA1(k) (93)
IA2(k + 1) = IA2(k)− TA5(k)− TA4(k)− TA3(k) + TA2(k − 2) (94)
IA3(k + 1) = IA3(k)−DA(k) + TA5(k) , if IA3(k + 1) > 0 (95)
IA3(k + 1) = 0 , if IA3(k + 1) ≤ 0 (96)
IB1(k + 1) = IB1(k)− TB2(k) + TB1(k) + TA4(k) (97)
IB2(k + 1) = IB2(k)− TB3(k) + TB2(k − 1) (98)
IB3(k + 1) = IB3(k)−DB(k) + TB3(k) , if IB3(k + 1) > 0 (99)
IB3(k + 1) = 0 , if IB3(k + 1) ≤ 0 (100)
IC1(k + 1) = IC1(k)− TC2(k) + TC1(k) + TA3(k) (101)
IC2(k + 1) = IC2(k)− TC3(k) + 2 ∗ TC2(k − 1) (102)
IC3(k + 1) = IC3(k)−DC(k) + TC3(k) , if IC3(k + 1) > 0 (103)
IC3(k + 1) = 0 , if IC3(k + 1) ≤ 0 (104)
Among the variables in controllable state transition equations, the retail inventory levels,
IA3(k), IB3(k), IC3(k), are only ‘partially’ controllable because demands of the products,
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Table 24: Heuristic 1
sa1 Sa1 sa2 Sa2 sa3 Sa3
80 120 100 200 80 150
sb1 Sb1 sb2 Sb2 sb3 Sb3
70 150 90 150 70 150
sc1 Sc1 sc2 Sc2 sc3 Sc3
90 130 80 95 70 120
Table 25: Heuristic 2
sa1 Sa1 sa2 Sa2 sa3 Sa3
80 100 120 220 60 130
sb1 Sb1 sb2 Sb2 sb3 Sb3
80 120 70 100 80 120
sc1 Sc1 sc2 Sc2 sc3 Sc3
100 150 60 110 100 150
DA(k), DB(k), DC(k), are uncertain. However, the state transition equations of those re-
tained inventory levels are deterministic with particular realizations of the product demands.
The state transitions of the uncontrollable(information) state variables depends solely on
the realization of the five underlying Markov chains.
6.6.2 Simulation Results for the Heuristics
Heuristics can be created by combining static inventory control policies for all the inven-
tories in the system to control the supply chain. Six heuristics are proposed where each
heuristic consists of nine static inventory control policies. The stationary inventory control
parameters, s and S, of each heuristic are summarized in Tables 24 through 29. In the
heuristics, the two raw material inventories of the product B and C, IC1 and IB1, are
replenished by the external supplier and the inventory IA2 with the ratio of 8 to 2(80%
from the supplier, 20% from the inventory IA2). In distributing the internal material flows,
TA3 and TA4, in all of the heuristics, TA4(to IB2) is considered first and TA3(to IC2) is
considered later if IA2 still has surplus inventory after fulfilling the required TA3 according
to the given heuristic. As an initial step of the algorithmic framework, the behavior of
the supply chain under the 6 heuristics are simulated for a large number of realizations
of Markov chains. Table 30 shows the performance of the heuristics for a certain set of
realizations(30,000 time horizon).
147
Table 26: Heuristic 3
sa1 Sa1 sa2 Sa2 sa3 Sa3
50 100 180 250 100 130
sb1 Sb1 sb2 Sb2 sb3 Sb3
50 120 100 160 100 120
sc1 Sc1 sc2 Sc2 sc3 Sc3
50 120 120 180 100 150
Table 27: Heuristic 4
sa1 Sa1 sa2 Sa2 sa3 Sa3
80 100 120 220 70 130
sb1 Sb1 sb2 Sb2 sb3 Sb3
80 120 100 160 100 150
sc1 Sc1 sc2 Sc2 sc3 Sc3
70 120 100 250 80 150
Table 28: Heuristic 5
sa1 Sa1 sa2 Sa2 sa3 Sa3
80 100 120 220 70 130
sb1 Sb1 sb2 Sb2 sb3 Sb3
80 120 100 160 100 150
sc1 Sc1 sc2 Sc2 sc3 Sc3
50 120 100 180 80 130
Table 29: Heuristic 6
sa1 Sa1 sa2 Sa2 sa3 Sa3
80 140 110 230 80 110
sb1 Sb1 sb2 Sb2 sb3 Sb3
90 140 90 160 100 130
sc1 Sc1 sc2 Sc2 sc3 Sc3
40 80 100 170 120 160
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Table 30: Results of Simulating the Heuristics for Realization(30,000 horizon) Set #1
Profit A Profit B Profit C Total Profit CSLA* CSLB CSLC
H1 2.340e+6 2.107e+7 1.306e+7 3.647e+7 0.9441 0.9761 0.8882
H2 4.637e+6 1.585e+7 1.144e+7 3.193e+7 0.9546 0.7168 0.9199
H3 3.628e+6 2.078e+7 1.692e+7 4.133e+7 0.9796 0.8602 0.9525
H4 4.684e+6 2.004e+7 1.382e+7 3.854e+7 0.9608 0.9836 0.9249
H5 4.794e+6 2.002e+7 1.429e+7 3.910e+7 0.9618 0.9835 0.8009
H6 2.438e+6 2.011e+7 1.608e+7 3.863e+7 0.9164 0.9751 0.9287
* Customer Service Level of the Product A
From
the simulation result shown in the Table 30, Heuristic # 3 is better than the other heuristics
in terms of the total profit. On the other hand, Heuristic # 4 is the best in terms of the
average customer service level of the products. The customer service level of a product is
defined as the amount of fulfilled demand over the total demand for the product. The re-
sults shown in Table 30 points to the possibility of improving the solutions obtained by the
six heuristics by searching actions over the restricted state space visited by the heuristics
in the simulation because none of the heuristics is universally best for all cases.
6.6.3 Restricted State Space and Sub-Action Space
In the previous section, the simulation is performed over 20 sets of realizations, which
correspond to 600,000 realizations (20 sets with 30,000 realizations), which are used to
obtain the restricted state space for the given problem. For each heuristic and each set of
realization, the simulation is carried out with 3 different initial inventory conditions, low,
medium, and high, to capture different transient state trajectories until the supply chain
operation reaches a stable pattern. Thus, the total number of individual realizations in
the series of simulation is 10,800,000. For each individual realization, its profit-to-go value
for the visited state, Ĵ(X)sim can be calculated from simulation data by the profit-to-go
approximation equation (82) with H = 100 and α = 0.95. If the state is already in the
storage, the profit-to-go value of the state in the confined state space, Ĵ(X)oldcs , is updated






where, n is the total number of times of the state X was visited in the series of simulations.
On the other hand, if the state is not among the stored states, it is added as a new state in
the storage with visiting time of n = 1 along with the profit-to-go value Ĵ(X)sim. During
the simulation, 1,433,694 states are visited and those states are recorded to define the
restricted state space. The size(number of states) of the restricted state space increases as
more and more simulation data are added. Figure 53 shows the increase of the states space
size with the total number of realizations. As can be seen from the figure, the restricted
state space is ‘saturated’ with 1,433,694 states implying probabilistically ‘closed’ at least
for the 600,000 realizations used for the simulation. The sub-action space is also obtained
Figure 53: Increase in number of the States in the Restricted State Space with the Number
of Realizations
along with each state in the restricted state space. By restricting the action space for an
individual state, in the Bellman iteration and in the real-time decision making, we can reduce
the computational load dramatically because the action space is represented with only 6
heuristics applied for the given problem rather than the enormous number represented by
all possible combination of the individual actions. Out of 1,433,694 stored states, 1,335,784
states have a sub-action space defined by only one heuristic due to the limited overlap in
the ranges of inventories in which the various heuristics operated. For such states, decision
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Table 32: Online Decision Making with Initial Profit-to-Go






3.664e+6 2.109e+7 1.744e+7 4.219e+7 0.9809 0.8624 0.9578
Best Heuristic 3.628e+6 2.078e+7 1.692e+7 4.133e+7 0.9796 0.8602 0.9525
making is trivial because there is only one action to take. Table 31 shows tje distribution
of the number of actions(taken by the heuristics) over the stored states.
6.6.4 Rollout Approach: Online Decision Making with Initial Profit-to-Go
The restricted state space and the sub-action space can be directly used for online decision making
even without the Bellman Iteration. This way of approximating the ‘Profit-to-Go’ is called the
‘Rollout Approach’ and is particularly well-suited for deterministic combinatorial problems[7]. Based
on the hypothesis that the heuristic simulation is done for enough number of realizations, the initial
profit-to-go, Ĵ0, naturally contains complex stochastic variation of the system and is good enough
to be used for the real-time decision making as shown in the following equation (106).
u(k) = arg max
u(k)∈UX(k)
E{φ(X(k), u(k)) + αĴ0(X(k + 1)|X(k), u(k))} (106)
The online policy obtained by the Rollout Approach is tested for the same set of realizations used for
the results shown in Table 30. Computational results of the performance of the policy represented
by the equation (106) are summarized in Table 32.
Comparing Table 32 with Table 30, the solution obtained by the ‘Rollout Approach’ is
slightly better(about 2.1%) than the best heuristic policy, the Heuristic #3. The online
decision making with the initial profit-to-go can be a quick alternative solution method
when the Bellman iteration is not computationally feasible due to the large state space.
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Average computational time of the decision making for each realization(unit time) was only
0.3 second when implemented in MATLAB on a machine with 2.66GHz CPUs and 2GB
RAM.
6.6.5 Bellman Iteration Over the Restricted State Space
The Bellman iteration proposed in equation (88) is much faster than the conventional
Bellman iteration in equation (84), for the given example because of the small sub-action
space. As shown in Table 31, for more than 93%(1,335,784 out of 1,433,694) of the states
in the state space, the decision making is trivial because only one exists action in the
sub-action space. At every iteration, 1,433,694 profit-to-go values are updated for the
states in the restricted set. The Bellman iteration is performed until a certain convergence
criterion(i.e.‖ Ji+1−Ji
Ji
‖∞< 0.01) is met. According to the Bellman iteration equation in
(88), a new set of profit-to-go values are obtained at each step of the iteration. With the
intermediate profit-to-go values, online decision policy can be constructed by replacing the
converged profit-to-go, J∗, with the intermediate profit-to-go, Ĵ i.
u(k) = arg max
u(k)∈UX(k)
E{φ(X(k), u(k)) + αĴ i(X(k + 1)|X(k), u(k))} (107)
Figure 54 shows the improvement in the total profit with the intermediate online policies
when tested on the 30,000 realizations used for the simulation of the heuristics. As the
profit-to-go values are updated by the Bellman iteration, the total profit of the intermediate
solution are improved gradually. It should be noted that the profit improvement may be
less new sets of realizations that are not experienced during the simulation. Comprehensive
computational analysis of the online policy with the converged profit-to-go will be shown
in the next section for various sets of realizations to verify the robustness of the proposed
approach. The iteration was converged with the error tolerance of ‖ Ji+1−Ji
Ji
‖∞< 0.01 after
the 15th iteration and took 8.2 days when implemented in MATLAB on a machine with
two 2.66GHz Xeon CPUs and 2GB RAM. Figure 55 shows the maximum relative error,
‖ Ji+1−Ji
Ji
‖∞< 0.01, of the profit-to-go values in the Bellman iteration. The converged
profit-to-go, J∗, is tested for online decision making next.
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Figure 54: Total Profit Improvement with Intermediate Profit-to-Go Values
6.6.6 Online Decision Making with the Converged Profit-to-Go
The online decision making with the sub-action space and the converged profit-to-go de-
fined in equation (89) is also computationally efficient compared to the conventional one in
equation (85). If the state space is obtained with enough realizations under the simulated
heuristics, the online decision making is guaranteed to be superior to any of the heuristics
tested. To test the performance of the online supply operating policy based on the con-
verged profit-to-go, 50 new sets of realizations were generated with the underlying Markov
chain. Each set of realizations corresponds to 1,000 unit time horizon. Figure 56 shows
the total profit improvement for the the supply chain system with the resulting operating
policy compared to the best heuristic, Heuristic #3.
The average improvement is 4.53% with 1.32% and 7.84% being the minimum and
maximum improvements respectively. The results in Figure 56 demonstrate that the online
policy with the converged profit-to-go performs well even for new sets of realizations that
are not used in the training stage. However, the performance improvements are irregular
and depend on the realization because the profit-to-go is approximated over a relatively
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Figure 55: Maximum Relative Error, ‖ Ji+1−Ji
Ji
‖∞, of the Bellman Iteration
long time horizon with H = 100 and α = 0.95.
Figure 57 shows one stage total profits obtained by the best heuristic and the DP policy
over a certain time horizon, 400 to 500, in one of the realization set (index #2) generated
for the test shown in Figure 56. As we can see in the Figure, the new policy acts more
‘conservatively’ than the best heuristic. The one stage total profit of the DP policy neither
results in as much profit nor incurs as much cost as the best heuristic. Indeed, for the given
set of realization #2, standard deviations of the one stage total profits are 2396.44 and
2301.26 for the best heuristic and the DP policy respectively. The ‘conservative’ behavior of
the DP policy is mainly due to its ability to blend future information into the decision. The
profit-to-go value represents an approximate value of future profit and the online decision
making equation considers all possible next states and their realization probabilities in the
decision making action. Thus, the DP policy does not take an extreme action if a high loss
is expected in the future. We hypothesized that the DP policy will be a combination of
the heuristics used in the simulation. Figure 58 shows the ‘shape’ of the DP policy for the
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Figure 56: Improvement in the total profit with the policy based on the converged Profit-
to-Go: Distribution of Total Profit Improvement for 50 New Sets of 1,000 Realizations
same realization set shown in Figure 57. Since the action space is implicitly represented
by the sub-action space introduced in section 6.5.2, every discrete action taken by the DP
policy corresponding to a specific heuristic. Hence, the DP policy can be viewed as a
piecewise combination of the heuristics. It chooses the best heuristic (heuristic #3) for the
experienced state at each time, thus bringing an improvement over any single heuristic.
6.7 Conclusion
Supply chain management problems are growing in importance in the continuous process in-
dustries as the production of materials often involves a global enterprise. Solution methods
for these problems need to address both the potentially complex models of the individual
manufacturing facilities as well as the uncertainty in the information surrounding their op-
eration, such as the market demands. We have developed an approach to apparently solve
the stochastic dynamic programming problem that results from considering the evolution
of the uncertain parameters as a Markov chain and allowing the decisions to be based on
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Figure 57: One Stage Total Profit (Cost) Comparison: Online Policy vs. Best Heuristic,
Time Horizon 400 to 500 in the Test Realization Set #2
the information available at each time step. The approach is based on the idea of perform-
ing rigorous dynamic programming over a state space that is deliberately restricted. The
restricted space is constructed by simulating a set of heuristics and storing the states that
are visited during the simulation. The optimal trajectory constructed from these states can
be significantly better than the individual heuristics that generated them. This results from
the ability to choose the action based on a good estimate of the cost-to-go and context sen-
sitive information. The approach can be applied to any problem formulated as a stochastic
dynamic programm, provided that there are reasonable heuristics available for simulation.
The major effort is in building the necessary simulation program and the Bellman iteration
over the restricted space, which can still be very large for realistic problems.
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CONTRIBUTIONS AND FUTURE WORK
7.1 Contributions
The goal of this thesis is the development of a computationally tractable solution method
for stochastic, stage-wise optimization problems. In order to achieve the goal, we have de-
veloped a novel algorithmic framework based on DP for improving heuristics. The proposed
method represents a systematic way to take a family of solutions and patch them together
as an improved solution. However, ‘patching’ is accomplished in state space, rather than in
solution space.
In Chapter 3, a generalized version of the algorithmic framework, which can be applied to
any deterministic/stochastic optimization problem formulated as a DP, is presented. Then,
the efficiency of the proposed framework is verified by tailoring and applying the framework
for deterministic/stochastic variants of traveling salesman problem.
In Chapter 4, the proposed framework is applied to a stochastic RCPSP, a real-world opti-
mization problem with a high dimensional state space and significant uncertainty equivalent
to billions of scenarios. The high dimensional state space is an inevitable consequence of
DP formulation for the RCPSP, as we have pointed out in Section 1.2. The real-time deci-
sion policy obtained by the proposed algorithmic framework outperforms the best heuristic
applied in simulation stage to form the policy. In Chapter 5, the proposed framework is
applied to a RCPSP with new project arrivals which has complicated state transition rules,
the second practical issue mentioned in Section 1.2. The complicated state transition in-
creases the computational load for analytical state transitions, and eventually makes the
Bellman iteration step of the framework computationally infeasible. To deal with the com-
plicated state transition rules, we have adopted the idea of the Q-Learning approach, which
enables us to build empirical state transition rules through simulation, into the proposed
framework.
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In Chapter 6, a stochastic supply chain management problem is addressed as an example
of real-world problem with high dimensional state space and high dimensional action space,
the last issue of practical importance mentioned in Section 1.2, it also has a high dimensional
state space. The high dimensional action space, which describes astronomical numbers of
discrete actions, increases the computational load of the Bellman iteration and real-time
decision making enormously. We introduce the concept of an “implicit sub-action space”, a
systematic way of circumventing the high dimensional action space, and successfully added
the idea to the proposed framework. The implicit sub-action space is defined with heuris-
tic action operators mapping each state to corresponding discrete actions generated by the
heuristics. Therefore, the implicit sub-action space provides significant computational bene-
fits, in the Bellman iteration and in real-time decision making, by enumerating much smaller
number of actions restricted by the heuristic operators, rather than all possible actions.
7.2 Future Work
There are a number of directions in which this thesis could be extended, including further
computational improvements and a wider scope of applications.
 Theoretical Proofs Improving Heuristics
Though the most important property of the proposed approach for, improving heuris-
tics, is demonstrated via solving several practical applications in this thesis, the prop-
erty has not been theoretically established. However, one should be able to show
that the proposed approach can guarantee to improve heuristics in a given discrete
state space under certain prerequisite conditions because of the underlying probability
model for state action pairs. It should be noted that this guarantee will take the form
of performance relative to the heuristics and not in an absolute sense with expect to
the true optimal solution.
 Efficient Bellman Iteration Scheme: Multi-Layered Bellman Iteration
Bellman iteration is a necessary step of the proposed approach, even if this takes
place in a restricted state space. However, for large problems even the restricted
state and action spaces can become large and the Bellman iteration slows down to an
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unacceptable level. Therefore it would be beneficial to accelerate the Bellman iteration
itself. The states in the restricted state space can be classified by the frequency they
are visited which can be obtained during simulation. Since the Bellman iteration is
performed over the restricted state space, ‘Cost-to-Go’ values of the frequently visited
states are rapidly propagated with high conditional probabilities of realization. Thus,
Bellman iteration over a subset of the states, consisting of the frequently visited states
in the restricted state space, may converge faster than the Bellman iteration over the
restricted state space and the converged cost-to-go values may be closer to the original
cost-to-go values obtained by the Bellman iteration over the entire restricted state
space. Once the ‘cost-to-go’ values are converged over the subset of the restricted
state space, one may extend the subset and perform the Bellman iteration over the
extended subset of the restricted state space. Since the cost-to-go values are already
converged over the previous subset, the second Bellman iteration may converge faster
over the extended subset. In same way, the Bellman iteration can be performed
over the extended subsets of the restricted state space until it becomes same as the
entire restricted state space. Extensive computational study and investigation of this
tentative idea of ‘multi-layered’ Bellman iteration may lead to a systematic way of
accelerating the Bellman iteration in the proposed framework.
 Complicated Action Sampling: Adopting Deterministic Mathematical Pro-
gramming Approach as A Heuristic
Complicated actions (decisions) are involved in real-world optimization problems un-
der uncertainty. For example, the SCM problem introduced in Chapter 6 has a high-
dimensional action space for simultaneous determination of the material flows in the
supply chain system. As the decision structure gets complicated, in general, it is not
easy to invent or choose reasonable heuristics for the problem. To obtain reasonable
heuristics for stochastic optimization problems, one may utilize the deterministic so-
lution method, mathematical programming, which can handle complicated decisions.
With fixed problem parameters, the deterministic solutio method only provides a
‘snapshot’ solution that is only valid and feasible for a certain realization for to the
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fixed problem parameters. Therefore, a single snapshot solution cannot be a robust
action for stochastic optimization problem. However, a set of deterministic snapshot
actions obtained by different realizations of the uncertain parameters can be a useful
‘pool’ of actions for stochastic optimization problems. The idea of utilizing math-
ematical programming was verified with a small size of SCM problem with grade
transitions [20]. However, the idea has to be tested on more complicated, larger sized,
stochastic optimization problems to be generalized.
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