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A frictional contact model, under the small deformations hypothesis, for static processes
is considered. We model the behavior of the material by a constitutive law using the
subdifferential of a proper, convex and lower semicontinuous function. The contact is
described with a boundary condition involving Clarke’s generalized gradient. Our study
focuses on the weak solvability of the model. Based on a ﬁxed point theorem for set-
valued mappings, we prove the existence of at least one weak solution. The uniqueness, the
boundedness and the stability of the weak solution are also discussed; the investigation is
based on arguments in the theory of variational–hemivariational inequalities. Finally, we
present several examples of constitutive laws and friction laws for which our theoretical
results are valid.
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1. Introduction
The paper focuses a general and uniﬁed framework for solving a wide class of nonlinear problems arising from contact
mechanics, for elastic materials. Following the paper [4], where the weak solvability of a class of antiplane frictional contact
problems for nonlinear elastic materials was studied via hemivariational inequalities, the contact being described with a
boundary condition involving Clarke’s generalized gradient, in the present work we consider the general three-dimensional
model, the behavior of the materials being described with a constitutive law involving the subdifferential of a proper,
convex and lower semicontinuous function. The proposed constitutive law recovers some nonlinear constitutive laws con-
sidered previously in the literature, but in the same time, the constitutive law considered in the present paper is a possibly
multivalued phenomenological constitutive law that can answer to various requirements of the experimental stress–strain
diagrams.
For the proposed model, we deliver a weak formulation consisting in a variational–hemivariational inequality. The the-
ory of hemivariational and variational–hemivariational inequalities, ﬁrstly introduced by P.D. Panagiotopoulos (see e.g. [14]
and [15]), was treated in comprehensive monographs, see for instance [11,13], and more recently, [12]. The high interest
in developing this theory was motivated by its applications. The applicability of this theory was illustrated in many papers,
see for example [1,3,5–7,9,10] and more recently [4]. Inspired and motivated by the research in this ﬁeld, we analyze the
weak solvability of our contact model. Using a ﬁxed point theorem for set-valued mappings, due to Tarafdar, see [16], our
variational approach allows to work under optimal hypotheses in order to prove the existence of at least one solution,
this being one of the novelty of the paper. On the other hand, under additional hypotheses, we prove the uniqueness, the
boundedness and the stability of the weak solution, our mathematical modeling allowing an eﬃcient numerical approach,
one of the most diﬃcult, interesting and important problems in the variational inequalities theory being the approximation
of the solutions.
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some preliminary material. In Section 3 we state the mechanical model, we ﬁx the hypotheses and we derive a weak formu-
lation like a variational–hemivariational inequality. In Section 4 we prove the weak solvability of the model. More precisely
we prove two theorems. The ﬁrst one is an existence result; the second one provides a uniqueness and stability result. In
addition, the boundedness of the weak solution is analyzed. In Section 5 we indicate two examples of subdifferentiable
constitutive functions that verify the hypotheses required in our investigation. The ﬁrst example leads to a piecewise linear
constitutive law and the second one leads to a nonlinear constitutive law that describes the behavior of the Henky’s mate-
rials. In the last section we present two examples of friction laws according to the required hypotheses: a slip-dependent
friction law and a multivalued friction law.
2. Preliminary results
Let d be a positive integer and denote by Sd the linear space of second-order symmetric tensors in Rd (or, equivalently,
the space symmetric matrices of order d), while “·” and | · | stand for the inner products and the Euclidean norms on Rd
and Sd , respectively. We have:
u · v = ui vi, |v| = (v · v)1/2 for all u = (ui), v = (vi) ∈Rd,
σ · τ = σi jτi j, |τ | = (τ · τ )1/2 for all σ = (σi j), τ = (τi j) ∈ Sd.
Here and hereafter, indices i, j run from 1 to d and the summation convention of the repeated indices is adopted. Let
Ω ⊂ Rd be a bounded domain with Lipschitz boundary Γ and the unit outward normal n. We introduce the following
functional spaces that we shall use throughout this paper:
H = L2(Ω;Rd),
H = {τ = (τi j): τi j = τ ji ∈ L2(Ω)}= L2(Ω;Sd),
H1 =
{
u ∈ H: ε(u) ∈ H}= H1(Ω;Rd),
H1 = {τ ∈ H: Divτ ∈ H},
where
ε(u) = (εi j(u)), εi j(u) = 12 (ui, j + u j,i), Divσ = (σi j, j).
The index that follows a comma represents the partial derivative with respect to the corresponding component of x ∈ Ω¯ ,
i.e. ui, j = ∂ui/∂x j . We point out the fact that the spaces H , H, H1 and H1 are Hilbert spaces endowed with the following
corresponding inner products
(u, v)H =
∫
Ω
u · v dx,
(σ ,τ )H =
∫
Ω
σ · τ dx,
(u, v)H1 = (u, v)H +
(
ε(u),ε(v)
)
H,
(σ ,τ )H1 = (σ ,τ )H + (Divσ ,Divτ )H .
The associated norms in H , H, H1 and H1 will be denoted by ‖ ·‖H , ‖ ·‖H , ‖ ·‖H1 and ‖ ·‖H1 , respectively. We recall that
a vector v may be decomposed into a normal component vn = v ·n, and a tangential component vT = v − vnn. Analogously,
for a given stress ﬁeld σ we denote by σn = (σn) ·n the normal component and by σ T = σn−σnn the tangential component
of the Cauchy vector σn. We also recall that the following Green formula takes place
(
σ ,ε(v)
)
H + (Divσ , v)H =
∫
Γ
(σn) · v dΓ, for all v ∈ H1. (1)
We present next some results on convex and locally Lipschitz functionals deﬁned on Hilbert spaces that can help with
the presentation. Let (X, (· , ·)X ) be a Hilbert space and φ : X → (−∞,∞] a functional. The effective domain of φ will be
denoted by D(φ), that is,
D(φ) = {u ∈ X: φ(u) < ∞}.
We now recall the deﬁnition of Gâteaux differentiable functions.
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such that
lim
t→0
φ(u + tv) − φ(u)
t
= (∇φ(u), v)X , for all v ∈ X .
The element ∇φ(u) which satisﬁes the above relation is unique and is called the gradient of φ at u. The function φ : X →R
is said to be Gâteaux differentiable if it is Gâteaux differentiable at every point of X . In this case, the operator ∇φ : X → X
that maps every element u ∈ X into the element ∇φ(u) is called the gradient operator of φ. The convexity of Gâteaux
differentiable functions can be characterized as follows.
Lemma 1. Let φ : X →R be a Gâteaux differentiable function. Then, the following statements are equivalent:
(i) φ is a convex functional;
(ii) φ(v) − φ(u) (∇φ(u), v − u)X , for all v ∈ X ;
(iii) (∇φ(v) − ∇φ(u), v − u)X  0, for all u, v ∈ X.
A direct consequence of the above result is that convex and Gâteaux differentiable functionals are in fact lower semicon-
tinuous. The above result also suggests a generalization of the gradient operator for convex functions.
Deﬁnition 2. Let φ : X → (−∞,∞] be a convex functional and let u ∈ X . Then the subdifferential of φ at u is the set
∂¯φ(u) = {ζ ∈ X: φ(v) − φ(u) (ζ, v − u)X for all v ∈ X}. (2)
Denote
D(∂¯φ) = {u ∈ X: ∂¯φ(u) 	= ∅}.
A function φ is said to be subdifferentiable at u ∈ X if u ∈ D(∂¯φ). A function φ is said to be subdifferentiable if it is
subdifferentiable at each point u ∈ X .
The following lemma indicates us the connection between the convexity and the subdifferentiability.
Lemma 2. Let φ : X → (−∞,∞] be a convex and Gâteaux differentiable functional. Then, φ is subdifferentiable, ∂¯φ is a single-valued
operator on X and ∂¯φ(u) = {∇φ(u)} for all u ∈ X .
Following Clarke [2], we present next another generalization of the gradient operator for functionals which are no longer
convex, but are locally Lipschitz.
Deﬁnition 3. Let ϕ : X →R be a locally Lipschitz functional. The generalized derivative of ϕ at u ∈ X in the direction v ∈ X ,
denoted ϕ0(u; v), is deﬁned by
ϕ0(u; v) = limsup
w→u
t↓0
ϕ(w + tv) − ϕ(w)
t
.
The fact that ϕ is locally Lipschitz ensures that ϕ0(u; v) ∈ R for each v ∈ X . Moreover, the application v → ϕ0(u; v) is
subadditive and positively homogeneous, while the application (u, v) → ϕ0(u; v) is upper semicontinuous.
Deﬁnition 4. The generalized gradient of a locally Lipschitz functional ϕ : X → R at a point u ∈ X , denoted ∂ϕ(u), is the
subset of X deﬁned by
∂ϕ(u) = {ζ ∈ X: ϕ0(u; v) (ζ, v)X , for all v ∈ X}.
We close this section with a ﬁxed point result for set-valued mappings that will be one of the key arguments in the
proof of the main results of this paper. For the proof we send the reader to [16].
Theorem 1. Let K be a nonempty, convex subset of a Hausdorff topological vector space E. Let G : K → 2K be a set-valued map such
that
• for each u ∈ K , G(u) is a nonempty convex subset of K ;
• for each v ∈ K , G−1(v) = {u ∈ K : v ∈ G(u)} contains an open set O v which may be empty;
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(where Ocv is the complement of O v in K ).
Then there exists a point u0 ∈ K such that u0 ∈ G(u0).
3. Problem statement, hypotheses and variational formulation
Let us consider a deformable body B which occupies the domain Ω ⊂ Rd (d = 2,3). The boundary Γ = ∂Ω is assumed
to be Lipschitz continuous and we consider a partition of Γ given by three mutually disjoint open parts Γ1, Γ2 and Γ3 such
that m(Γ1) > 0.
Suppose that the process is static and the body is clamped on Γ1, therefore the displacement ﬁeld vanishes there. In
addition, the body is subjected to volume forces of density f 0 in Ω and to surface tractions of density f 2 on Γ2. On Γ3
the body is in frictional contact with a rigid obstacle so-called foundation. We model the friction by a boundary condition
in a tangential direction involving Clarke’s generalized gradient and assume that the normal displacement vanishes here.
The behavior of the material is modeled by a constitutive law using the subdifferential of a proper, convex and lower
semicontinuous function.
The mathematical model which describes the process considered above is the following.
(P) Find a displacement ﬁeld u : Ω¯ →Rd such that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Divσ (x) + f 0(x) = 0 in Ω,
σ (x) ∈ ∂¯w(x,ε(u(x))) in Ω,
u(x) = 0
Rd on Γ1,
(σn)(x) = f 2(x) on Γ2,
un(x) = 0 on Γ3,
−σ T (x) ∈ h
(
x,uT (x)
)
∂ j
(
x,uT (x)
)
on Γ3.
We point out the fact that the above notation ∂¯w(x,τ ) means the subdifferential of w with respect to the second
variable, while the notation ∂ j(x, y) stands for the generalized gradient of the map Rd  y → j(x, y), where x ∈ Γ3. The
strong formulation of the problem consists in ﬁnding a displacement ﬁeld u : Ω¯ → Rd such that every line of (P) holds. In
this paper, we are interested in ﬁnding weak solutions for problem (P). To this end we introduce the functional space
V = {v ∈ H1: v = 0Rd a.e. on Γ1, vn = 0 a.e. on Γ3}.
It is easy to check that the space deﬁned above is a closed subspace of H1, hence it is a Hilbert space endowed with the
inner product
(u, v)V =
(
ε(u),ε(v)
)
H,
and the corresponding norm is given by
‖v‖V =
∥∥ε(v)∥∥H.
Since m(Γ1) > 0 using Korn’s inequality we get that there exists c0 > 0 such that ‖v‖H1  c0‖ε(v)‖H , for each v ∈ V . It
follows that ‖ · ‖V and ‖ · ‖H1 are equivalent norms on V .
We shall assume fulﬁlled the following hypotheses.
(H1) The forces and traction densities satisfy f 0 ∈ L2(Ω;Rd) and f 2 ∈ L2(Γ2;Rd).
(H2) The function w : Ω × Sd →R satisﬁes the following conditions:
(i) for all τ ∈ Sd the function Ω  x → w(x,τ ) is measurable;
(ii) for almost every x ∈ Ω the function Sd  τ → w(x,τ ) is convex and lower semicontinuous;
(iii) the function w(·,0Sd ) is ﬁnitely integrable in Ω , i.e. w(·,0Sd ) ∈ L1(Ω);
(iv) 1‖v‖V
∫
Ω
w(x,ε(v(x)))dx → ∞ whenever ‖v‖V → ∞.
(H3) h : Γ3 ×Rd →R is a function such that
(i) the function Γ3  x → h(x, y) is measurable for all y ∈Rd;
(ii) the function Rd  y → h(x, y) is continuous for almost every x ∈ Γ3;
(iii) there exists constant h0 > 0 such that 0 h(x, y) h0, for all y ∈Rd and almost every x ∈ Γ3.
(H4) j : Γ3 ×Rd →R is a function which satisﬁes
(i) for all y ∈Rd the function Γ3  x → j(x, y) is measurable;
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Let us provide a variational formulation for problem (P). To this end, we consider u a strong solution, v ∈ V a test
function and we multiply the ﬁrst line of (P) by v − u. Assuming that the functions involved in the writing of (P) are
suﬃciently smooth and applying Green’s formula (see (1)) it is straightforward to see that
(
σ ,ε(v − u))H = ( f 0, v − u)H +
∫
Γ
(σn)(x) · (v(x) − u(x))dΓ. (3)
Taking into account the constitutive law, (H2) and (2) we get
σ (x) · ε(v(x) − u(x)) w(x,ε(v(x)))− w(x,ε(u(x))) for almost every x ∈ Ω,
which implies(
σ ,ε(v − u))H W (v) − W (u), (4)
where W : V → (−∞,∞] is the functional deﬁned by
W (v) =
{∫
Ω
w(x,ε(v(x)))dx, if w(·,ε(v(·))) ∈ L1(Ω),
∞, otherwise. (5)
Remark 1. It is easy to check that if (H2) holds, then W is a proper, convex and lower semicontinuous functional on V .
On the other hand, from the boundary conditions, we observe that∫
Γ
(σn)(x) · (v(x) − u(x))dΓ = ∫
Γ2
f 2(x) ·
(
v(x) − u(x))dΓ + ∫
Γ3
σn(x)
(
vn(x) − un(x)
)
dΓ
+
∫
Γ3
σ T (x) ·
(
vT (x) − uT (x)
)
dΓ.
Using that un = 0 on Γ3 and v ∈ V , we obtain∫
Γ3
σn(x)
(
vn(x) − un(x)
)
dΓ = 0 for all v ∈ V . (6)
Combining the deﬁnition of Clarke’s generalized gradient with the last line of (P) we have
−σ T (x) ·
(
vT (x) − uT (x)
)
 h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
, for almost every x ∈ Γ3.
The above inequality leads after integration on Γ3 to∫
Γ3
σ T (x) ·
(
vT (x) − uT (x)
)
dΓ −
∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
dΓ. (7)
Let f be the element of V given by Riesz’s representation theorem as follows,
( f , v)V = ( f 0, v)H +
∫
Γ2
f 2(x) · v(x)dΓ. (8)
Taking into account (3)–(8) we derive the following variational formulation for problem (P) in terms of the displacement
ﬁeld.
(PV ) Find u ∈ V such that
W (v) − W (u) +
∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
dΓ  ( f , v − u)V , for all v ∈ V .
Any function u ∈ V which solves the variational–hemivariational inequality (PV ) is called a weak solution of (P).
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In this section we focus on the weak solvability of problem (P). More precisely, we shall prove two theorems that repre-
sent the main results of this paper. The ﬁrst theorem provides the existence of at least one weak solution for problem (P),
while the second theorem states the uniqueness, stability and boundedness of the weak solution if additional hypotheses
are fulﬁlled.
Theorem 2. Assume that (H1)–(H4) hold. Then, problem (P) admits at least one weak solution.
In order to prove Theorem 2 we shall ﬁrst prove that the result takes place on each bounded, closed and convex subset
of V . We consider the auxiliary problem
(PK ) Find u ∈ K such that
W (v) − W (u) +
∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
dΓ  ( f , v − u)V , for all v ∈ K .
Lemma 3. Let K be a nonempty, bounded, closed and convex subset of V such that D(W ) ∩ K 	= ∅. Then, if (H1)–(H4) hold, problem
(PK ) has at least one solution.
Proof. Arguing by contradiction let us assume that problem (PK ) has no solution. Then, for each u ∈ K , there exists v in K
such that
W (v) − W (u) +
∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
dΓ < ( f , v − u)V . (9)
We deﬁne the set-valued map G : K ∩ D(W ) → 2K∩D(W ) as follows
G(u) =
{
v ∈ K ∩ D(W )
∣∣∣W (v) − W (u) + ∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
dΓ < ( f , v − u)V
}
.
Claim 1. For each u ∈ K ∩ D(W ), the set G(u) is nonempty and convex.
Let u ∈ K ∩ D(W ) be arbitrary ﬁxed. Taking into account (9) we can conclude that G(u) is nonempty. In order to prove
that G(u) is convex we consider v1, v2 to be two elements of G(u) and t ∈ (0,1). Taking vt = tv1 + (1 − t)v2 (obviously
vt ∈ K ∩ D(W ) due to the convexity of K and W ) we ﬁnd
W
(
vt
)− W (u) + ∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vtT (x) − uT (x)
)
dΓ
 t
[
W
(
v1
)− W (u) + ∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); v1T (x) − uT (x)
)
dΓ
]
+ (1− t)
[
W
(
v2
)− W (u) + ∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); v2T (x) − uT (x)
)
dΓ
]
< t
(
f , v1 − u)V + (1− t)( f , v2 − u)V = ( f , vt − u)V
which shows that vt ∈ G(u).
Claim 2. For each v ∈ K ∩ D(W ) the set G−1(v) = {u ∈ K ∩ D(W ): v ∈ G(u)} is weakly open.
We shall prove that [G−1(v)]c is weakly closed for each v ∈ K ∩ D(W ). Let {un} ⊂ [G−1(v)]c such that un ⇀ u in V as
n → ∞. Taking into account that W is convex and lower semicontinuous (in particular W is weakly lower semicontinuous)
we can write
limsup
[
W (v) − W (un)]= W (v) − lim inf
n→∞ W
(
un
)
W (v) − W (u).n→∞
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operator, γ : H1 → L2(Γ ;Rd) is the Sobolev trace operator and iT : L2(Γ ;Rd) → L2(Γ3;Rd) is the tangential projector
iT (v) = v|Γ3 − vn|Γ3n|Γ3 ). Since the operator T : V → L2(Γ3;Rd) is linear and compact, we get
unT → uT in L2
(
Γ3;Rd
)
.
Taking into account (H4)(ii) we conclude that for almost every x ∈ Γ3 and all y1, y2 ∈Rd the following inequality takes
place
∣∣ j0(x, y1; y2)∣∣ q(x)∣∣y2∣∣. (10)
Using Fatou’s lemma, (10) and the upper semicontinuity of j0(x, ·; ·) we obtain the following estimates
limsup
n→∞
∫
Γ3
h
(
x,unT (x)
)
j0
(
x,unT (x); vT (x) − unT (x)
)
dΓ
= limsup
n→∞
∫
Γ3
[
h
(
x,unT (x)
)− h(x,uT (x))+ h(x,uT (x))] j0(x,unT (x); vT (x) − unT (x))dΓ
 limsup
n→∞
∫
Γ3
∣∣h(x,unT (x))− h(x,uT (x))∣∣∣∣ j0(x,unT (x); vT (x) − unT (x))∣∣dΓ
+ limsup
n→∞
∫
Γ3
h
(
x,uT (x)
)
j0
(
x,unT (x); vT (x) − unT (x)
)
dΓ

∫
Γ3
limsup
n→∞
∣∣h(x,unT (x))− h(x,uT (x))∣∣q(x)∣∣vT (x) − unT (x)∣∣dΓ
+
∫
Γ3
limsup
n→∞
h
(
x,uT (x)
)
j0
(
x,unT (x); vT (x) − unT (x)
)
dΓ

∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
dΓ.
Now, a simple computation shows that
( f , v − u)V = limsup
n→∞
(
f , v − un)V
 limsup
n→∞
[
W (v) − W (un)+ ∫
Γ3
h
(
x,unT (x)
)
j0
(
x,unT (x); vT (x) − unT (x)
)
dΓ
]
W (v) − W (u) +
∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
dΓ,
which means that u ∈ [G−1(v)]c .
Claim 3.
⋃
v∈K∩D(W ) G−1(v) = K ∩ D(W ).
First we observe that
⋃
v∈K∩D(W ) G−1(v) ⊆ K ∩ D(W ) since G−1(v) is a subset of K ∩ D(W ) for each v ∈ K ∩ D(W ).
For the converse inclusion let u ∈ K ∩D(W ) be ﬁxed. We know that G(u) is nonempty, hence there exists v0 ∈ K ∩D(W )
such that v0 ∈ G(u), which implies that
u ∈ G−1(v0) ⊂
⋃
v∈K∩D(W )
G−1(v).
Claim 4. The set D =⋂v∈K∩D(W )[G−1(v)]c is either empty or weakly compact.
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hand, K ∩D(W ) is a weakly compact set (it is closed, bounded and convex in a reﬂexive Banach space). Hence D is weakly
compact as it is a weakly closed subset of the weakly compact set K ∩ D(W ).
Taking O v = G−1(v) and K0 = K1 = K ∩ D(W ) we can apply Theorem 1 to conclude that there exists u0 ∈ K ∩ D(W )
such that u0 ∈ G(u0). This is equivalent to
0 = W (u0)− W (u0)+ ∫
Γ3
h
(
x,u0T (x)
)
j0
(
x,u0T (x);u0T (x) − u0T (x)
)
dΓ <
(
f ,u0 − u0)= 0,
which clearly is a contradiction. 
Proof of Theorem2. For each positive integer n we deﬁne Kn = BV (0V ,n) = {u ∈ V : ‖u‖V  n}. Taking into account (H2)(iii)
we deduce that Kn ∩ D(W ) 	= ∅ (it contains 0V ) for all n > 0. Lemma 3 guarantees the existence of a sequence {un} such
that the following inequality holds
W (v) − W (un)+ ∫
Γ3
h
(
x,unT (x)
)
j0
(
x,unT (x); vT (x) − unT (x)
)
dΓ 
(
f , v − un)V for all v ∈ Kn. (11)
Step 1. The sequence {un} is bounded in V .
Arguing by contradiction we assume that there exists a subsequence of {un}, still denoted {un} for simplicity, such that
‖un‖V → ∞ as n → ∞. Taking v = 0V in (11) and using (10) we obtain∫
Ω
w
(
x,ε
(
un(x)
))
dx = W (un)W (0V ) + ( f ,un)V +
∫
Γ3
h
(
x,unT (x)
)
j0
(
x,unT (x);−unT (x)
)
dΓ
W (0V ) + ‖ f ‖V
∥∥un∥∥V +
∫
Γ3
h0q(x)
∣∣unT (x)∣∣dΓ
W (0V ) + ‖ f ‖V
∥∥un∥∥V + h0‖q‖L2(Γ3)∥∥unT ∥∥L2(Γ3;Rd)
W (0V ) +
(‖ f ‖V + h0‖q‖L2(Γ3)‖T‖)∥∥un∥∥V ,
which contradicts (H2)(iv).
Step 2. There exists a positive integer n0 such that un0 solves problem (PV ).
Let v ∈ V be arbitrarily ﬁxed. Using the fact that {un} is bounded we can conclude that there exists a positive integer n0
such that ‖un0‖V < n0. We shall prove next that un0 solves problem (PV ).
If v /∈ D(W ) we have nothing to prove, the inequality being trivially satisﬁed.
Otherwise, we choose t ∈ (0,1] as follows
t =
{
1, if v = un0 ,
min{ 12 ; n0−‖u
n0‖V
‖v−un0‖V }, otherwise.
This implies that vt = un0 + t(v −un0 ) ∈ Kn0 . It follows from Lemma 3, the convexity of W and the positive homogeneity
of j0(x,un0T (x); ·) that
t
(
f , v − un0)V = ( f , vt − un0)V
W
(
vt
)− W (un0)+ ∫
Γ3
h
(
x,un0T (x)
)
j0
(
x,un0T (x); vtT (x) − un0T (x)
)
dΓ
 t
[
W (v) − W (un0)+ ∫
Γ3
h
(
x,un0T (x)
)
j0
(
x,un0T (x); vT (x) − un0T (x)
)
dΓ
]
.
Dividing by t > 0 we obtain that un0 solves problem (PV ). 
In order to complete the study of the well-posedness for the problem (PV ), we consider the following additional hy-
potheses.
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h(x, yi)∂ j(x, yi), i ∈ {1,2}.
(H6) For almost every x ∈ Ω the function Sd  τ → w(x,τ ) is Gâteaux differentiable and there exists M > 0 such that(∇w(x,τ 1)− ∇w(x,τ 2)) · (τ 1 − τ 2) M∣∣τ 1 − τ 2∣∣2, for all τ 1,τ 2 ∈ Sd.
(H7) M >m‖T‖2.
Remark 2. If (H6) holds, then the functional W , deﬁned by (5), is Gâteaux differentiable at each point u ∈ D(W ) and(∇W (v) − ∇W (u), v − u)V  M‖v − u‖2V .
We are now able to establish the following result.
Theorem 3. Assume that (H1)–(H7) hold. Then, problem (P) has a unique weak solution which depends Lipschitz continuous on the
data f deﬁned in (8). Furthermore, there exist two constants C1,C2 > 0 such that
‖u‖V  C1‖ f ‖V + C2.
Proof. We know from Theorem 2 that (PV ) has at least one solution. We shall prove next that u ∈ V is a solution for (PV )
if and only if there exists η : Γ3 →Rd such that⎧⎪⎪⎨
⎪⎪⎩
(∇W (u), v − u)V +
∫
Γ3
η(x) · (vT (x) − uT (x))dΓ = ( f , v − u)V , for all v ∈ V ,
η(x) ∈ h(x,uT (x))∂ j(x,uT (x)), for almost every x ∈ Γ3.
(12)
According to Proposition 2.1.2 in [2, p. 27], for almost every x ∈ Γ3, there exists zx ∈ ∂ j(x,uT (x)) such that, for all y ∈Rd,
we have
j0
(
x,uT (x); y
)= zx · y = max{z · y: z ∈ ∂ j(x,uT (x))}.
Thus we can consider η : Γ3 →Rd deﬁned by η(x) = h(x,uT (x))zx . Clearly,
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)= η(x) · (vT (x) − uT (x)), for all v ∈ V .
We point out the fact that η ∈ L2(Γ3;Rd) since∣∣η(x)∣∣2 = η(x) · η(x) = h(x,uT (x)) j0(x,uT (x);η(x)) h0q(x)∣∣η(x)∣∣,
which leads to
‖η‖L2(Γ3;Rd)  h0‖q‖L2(Γ3).
Using the fact that u solves (PV ) we obtain
W (v) − W (u) ( f , v − u)V −
∫
Γ3
η(x) · (vT (x) − uT (x))dΓ
= ( f , v − u)V −
(
η, T (v − u))L2(Γ3;Rd)
= ( f , v − u)V −
(
T ∗η, v − u)V ,
where T ∗ : L2(Γ3;Rd) → V denotes the adjoint operator of T .
The above inequality shows that f − T ∗η ∈ ∂¯W (u) = {∇W (u)} (see Lemma 2). Thus for all v ∈ V we have(∇W (u), v − u)V = ( f − T ∗η, v − u)V
= ( f , v − u)V −
(
η, T (v − u))L2(Γ3;Rd)
= ( f , v − u)V −
∫
Γ3
η(x) · (vT (x) − uT (x))dΓ.
Conversely, let u ∈ V be a solution of (12). Then taking into account Lemma 1 and the fact that η(x) ∈
h(x,uT (x))∂ j(x,uT (x)) we get
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(∇W (u), v − u)V +
∫
Γ3
η(x) · (vT (x) − uT (x))dΓ
W (v) − W (u) +
∫
Γ3
h
(
x,uT (x)
)
j0
(
x,uT (x); vT (x) − uT (x)
)
dΓ,
which shows that u solves (PV ).
The uniqueness. Let u1,u2 ∈ V be two solutions of (PV ). Then, there exist η1,η2 : Γ3 →Rd such that⎧⎪⎪⎨
⎪⎪⎩
(∇W (ui), v − ui)V +
∫
Γ3
ηi(x) · (vT (x) − uiT (x))dΓ = ( f , v − ui)V , for all v ∈ V ,
ηi(x) ∈ h(x,uiT (x))∂ j(x,uiT ), for almost every x ∈ Γ3.
This leads to
0 = (∇W (u1)− ∇W (u2),u1 − u2)V +
∫
Γ3
(
η1(x) − η2(x)) · (u1T (x) − u2T (x))dΓ
 M
∥∥u1 − u2∥∥2V −m∥∥u1T − u2T ∥∥2L2(Γ3;Rd)

(
M −m‖T‖2)∥∥u1 − u2∥∥2V .
Using (H7) we conclude that ‖u1 − u2‖2V  0, which means that u1 = u2.
The stability. Let u1,u2 ∈ V be two solutions of (PV ) corresponding to the data f 1, f 2, respectively. Using the same
arguments as above we obtain
(∇W (u1)− ∇W (u2),u1 − u2)V +
∫
Γ3
(
η1(x) − η2(x)) · (u1T (x) − u2T (x))dΓ
= ( f 1 − f 2,u1 − u2)V  ∥∥ f 1 − f 2∥∥V ∥∥u1 − u2∥∥V .
We get that
∥∥u1 − u2∥∥V  1M −m‖T‖2
∥∥ f 1 − f 2∥∥V .
The boundedness. Let u ∈ V be the unique solution of (PV ). Taking v = 0V in (12) we obtain
(∇W (u),−u)V −
∫
Γ3
η(x) · uT (x)dΓ = −( f ,u)V ,
or, equivalently,
M‖u‖2V 
(∇W (u) − ∇W (0V ),u − 0V )V
= ( f ,u)V −
∫
Γ3
η(x) · uT (x)dΓ −
(∇W (0V ),u)V
 ‖ f ‖V ‖u‖V + ‖η‖L2(Γ3;Rd)‖uT ‖L2(Γ3;Rd) +
∥∥∇W (0V )∥∥V ‖u‖V

(‖ f ‖V + h0‖q‖L2(Γ3)‖T‖ + ∥∥∇W (0V )∥∥V )‖u‖V .
Therefore,
‖u‖V  1
M
(‖ f ‖V + h0‖q‖L2(Γ3)‖T‖ + ∥∥∇W (0V )∥∥V ). 
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In this section we present examples of subdifferentiable constitutive functions w such that the proposed elastic consti-
tutive law
σ (x) ∈ ∂¯w(x,ε(u(x))) in Ω (13)
reduces to nonlinear laws with physical signiﬁcance. On the other hand, we note that for these examples, the hypotheses
(H2) and (H6) are veriﬁed.
Example 5.1 (Piecewise linear constitutive law). Let us consider w : Ω ×Sd →R, deﬁned by w(x,τ ) := 12Eτ ·τ +β|τ − PKτ |2,
where
(HE ) E : Ω × Sd → Sd is a fourth-order tensor which satisﬁes the following conditions:
(i) Ei jkl ∈ L∞(Ω), 1 i, j,k, l d;
(ii) Eσ · τ = σ · Eτ , for all σ ,τ ∈ Sd , almost everywhere in Ω;
(iii) there exists M > 0 such that Eτ · τ  M|τ |2 for all τ ∈ Sd , almost everywhere in Ω ,
β > 0 is a constant coeﬃcient of the material, K is the nonempty, closed and convex von Mises set
K =
{
σ ∈ Sd
∣∣∣ 1
2
σ D · σ D  k2, k > 0
}
,
PK : Sd → K represents the projection operator on K and σ D is the deviator of the tensor σ , i.e., σ D = σ − 1d (σkk)ISd .
To give an example of a fourth-order tensor E = (Ei jkl), 1 i, j,k, l d, satisfying the previous conditions, we can consider
Ei jkl = λδi jδkl + μ(δikδ jl + δilδ jk) with λ and μ positive constants.
Let τ ∈ Sd be arbitrarily ﬁxed. For almost every x ∈ Ω, there exists ∇w(x,τ ) ∈ Sd such that
lim
t→0
w(x,τ + tξ) − w(x,τ )
t
= ∇w(x,τ ) · ξ for all ξ ∈ Sd.
Indeed, taking
∇w(x,τ ) := Eτ + 2β(τ − PKτ ),
the previous identity holds. Therefore, the functional w is Gâteaux differentiable in the second argument. Moreover, it can
be veriﬁed that, for almost every x ∈ Ω,
w(x,τ ) − w(x,ε)∇w(x,ε) · (τ − ε) for all τ ,ε ∈ Sd.
Using Lemma 1 we conclude that the functional w is convex in the second argument and by Lemma 2 we deduce that, for
almost every x ∈ Ω,
∂¯w(x,τ ) = {Eτ + 2β(τ − PKτ )}
for all τ ∈ Sd. Furthermore, we conclude that w is lower semicontinuous in the second argument as it is convex and
Gâteaux differentiable. We note that w(x,0Sd ) = 0 for almost every x ∈ Ω and
1
‖v‖V
∫
Ω
w
(
x,ε
(
v(x)
))
dx M‖v‖V ∀v ∈ V , v 	= 0V .
Finally, using the property of non-expansivity of the projection operator we deduce that(∇w(x,τ ) − ∇w(x,ε)) · (τ − ε) (M + 2β − 2β)|τ − ε|2 = M|τ − ε|2
for all τ ,ε ∈ Sd. Therefore, the hypotheses (H2) and (H6) hold. Considering this ﬁrst example, the constitutive law (13)
reduces to the piecewise linear constitutive law
σ = Eε(u) + 2β(ε(u) − PKε(u)),
that can be found in the literature, see for example [8].
Example 5.2 (Nonlinear constitutive law). Let us consider now w : Ω × Sd → R, deﬁned by w(x,τ ) := k02 (trτ )ISd · τ +
1ψ(|τ D |2), where tr τ = τ kk, IS is the identity tensor,2 d
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(i) there exists c1 > 0 such that ψ(ξ) c1ξ for all ξ  0;
(ii) ψ ′ is piecewise continuously differentiable;
(iii) there exists c2 > 0 such that ψ ′(ξ) c2;
(iv) there exists M > 0 such that −2|ψ ′′(ξ)|ξ +ψ ′(ξ) M for all ξ  0 and k0 is a constant coeﬃcient of the material
such that
k0 >
c2
d
.
We point out the fact that there exist functions satisfying the above conditions (Hψ). A simple example can be ψ(ξ) =
ξ + ln(e + ξ).
Let τ ∈ Sd. For any x ∈ Ω,
lim
t→0
w(x,τ + tξ) − w(x,τ )
t
= (k0(trτ )ISd + ψ ′(∣∣τ D ∣∣2)τ D) · ξ , for all ξ ∈ Sd.
Therefore, the functional w is Gâteaux differentiable in the second argument.
Let us prove that, for any x ∈ Ω,(∇w(x,ε1) − ∇w(x,ε2)) · (ε1 − ε2) M|ε1 − ε2|2, for all ε1,ε2 ∈ Sd,
where
∇w(x,τ ) = k0(trτ )ISd + ψ ′
(∣∣τ D ∣∣2)τ D , for all τ ∈ Sd.
Indeed, for ε1,ε2 ∈ Sd and t ∈ [0,1], we use the notation εD(t) = εD2 + t(εD1 − εD2 ) and we introduce the function g :[0,∞) →R deﬁned by
g(t) = ψ ′(∣∣εD(t)∣∣2)εD(t) · (ε1 − ε2).
We observe that:
• g is piecewise continuously differentiable;
• g(1) = ψ ′(|εD1 |2)εD1 · (ε1 − ε2);
• g(0) = ψ ′(|εD2 |2)εD2 · (ε1 − ε2);
• (ψ ′(|εD1 |2)εD1 − ψ ′(|εD2 |2)εD2 ) · (ε1 − ε2) = g(1) − g(0) =
∫ 1
0 g
′(t)dt .
Thus, we have(
k0(trε1)ISd + ψ ′
(∣∣εD1 ∣∣2)εD1 − k0(trε2)ISd − ψ ′(∣∣εD2 ∣∣2)εD2 ) · (ε1 − ε2)
=
1∫
0
[
2ψ ′′
(∣∣εD(t)∣∣2) ∣∣εD(t) · (ε1 − ε2)∣∣2 + ψ ′(∣∣εD(t)∣∣2) (εD1 − εD2 ) · (ε1 − ε2)]dt + k0| trε1 − trε2|2

(
k0 − c2
d
)
| trε1 − trε2|2 +
1∫
0
[−2 ∣∣ψ ′′(∣∣εD(t)∣∣2)∣∣∣∣εD(t)∣∣2 + ψ ′(∣∣εD(t)∣∣2)] |ε1 − ε2|2 dt.
Consequently,(
k0(trε1)ISd + ψ ′
(∣∣εD1 ∣∣2)εD1 − k0(trε2)ISd − ψ ′(∣∣εD2 ∣∣2)εD2 ) · (ε1 − ε2) M|ε1 − ε2|2. (14)
Using Lemma 1 we conclude that the functional w is convex in the second argument and, by Lemma 2, we deduce that for
all x ∈ Ω,
∂¯w(x,τ ) = {k0(trτ )ISd + ψ ′(∣∣τ D ∣∣2)τ D}, for all τ ∈ Sd.
Moreover, we conclude that, for any x ∈ Ω, w is lower semicontinuous (in the second argument). Since w(x,0Sd ) = 12ψ(0)
for any x ∈ Ω, the map Ω  x → w(x,0Sd ) is integrable. In addition,
1
‖v‖V
∫
Ω
w
(
x, ε
(
v(x)
))
dx c1
2
‖v‖V , for all v ∈ V , v 	= 0V .
Finally, according to (14), we point out the fact that(∇w(x,τ ) − ∇w(x,ε)) · (τ − ε) M|τ − ε|2.
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law (13) reduces to the nonlinear stress–strain relation
σ = k0
(
trε(u)
)
ISd + ψ ′
(∣∣εD(u)∣∣2)εD(u). (15)
The constitutive law (15) describes the behavior of the Hencky’s materials, see for example [17].
6. Examples of friction laws
In this section we present examples of functions h : Γ3×Rd →R and j : Γ3×Rd →R, that satisfy the required properties
in (H3)–(H4) and allow us to model the contact between the deformable body and the rigid foundation by the following
condition
−σ T (x) ∈ h
(
x,uT (x)
)
∂ j
(
x,uT (x)
)
on Γ3. (16)
Example 6.1 (Slip-dependent friction law). Let us consider the following version of Coulomb’s law of dry friction:
∣∣σ T (x)∣∣μ(x, ∣∣uT (x)∣∣), −σ T (x) = μ(x,uT (x)) uT (x)|uT (x)| if uT (x) 	= 0Rd , on Γ3. (17)
Here μ : Γ3 × [0,∞) → [0,∞) is the coeﬃcient of friction and it is assumed to satisfy:
(Hμ) (i) for all t ∈ [0,∞) the function Γ3  x → μ(x, t) is measurable;
(ii) the function [0,∞)  t → μ(x, t) is continuous for almost every x ∈ Γ3;
(iii) there exists μ0 > 0 such that 0μ(x, t)μ0 for almost every x ∈ Γ3 and all t ∈ [0,∞).
Since the coeﬃcient of friction depends on the magnitude of the tangential displacement, (16) is often called a slip-
dependent friction law.
Taking into account the fact that
∂|y| =
{
B
Rd (0Rd ;1), if y = 0Rd ,
1
|y| y, otherwise,
it is easy to see that (17) represents an inclusion of the form (16) for h : Γ3 ×Rd →R and j : Γ ×Rd →R given by
h(x, y) = μ(x, |y|) and j(x, y) = |y|.
In particular, if the coeﬃcient of friction does not depend on the second variable, i.e. there exists g : Γ3 → [0,∞) such
that 0  μ(x, t) = g(x)  μ0 for almost every x ∈ Γ3 and all t ∈ [0,∞), the above Coulomb law (17) becomes the well-
known Tresca law∣∣σ T (x)∣∣ g(x), −σ T (x) = g(x) uT (x)|uT (x)| , if uT (x) 	= 0Rd , on Γ3.
Here the function g is the friction bound, i.e. the magnitude of force at which the slipping begins.
Finally, if the function μ vanishes, i.e. μ ≡ 0, (17) reduces to the frictionless condition, i.e. σ T (x) = 0Rd on Γ3. This case
appears in the situations when the friction can be neglected.
Example 6.2 (Multivalued friction law). Let us consider now the case of nonmonotone friction laws that do not depend on
the slip displacement. In this case h ≡ 1 and (16) becomes
−σ T (x) ∈ ∂ j
(
x,uT (x)
)
on Γ3.
This kind of multivalued relations between the tangential stress and the tangential displacement on the contact surface
appear in the study of partial cracking and crushing of the adhesive bonding materials. For more details we send the reader
to [14, Section 2.4] or [13, Section 4.6.1].
As a simple example we can consider j : Γ3 × Rd → R given by j(x, y) = min{a|y|;b|y| + c}, where a,b, c may be
appropriately chosen. In this case j is locally Lipschitz with respect to the second variable, hence (H4) holds.
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