Introduction
A laudable objective of many computing applications and services is the provision of seamless and intuitive interaction. Ubiquitous computing is a case in point. The vision articulated by the proponents of this paradigm envisages a world saturated with electronic infrastructures, with the objective of making computing services available everywhere such that it may be accessed in an as-needed fashion. Indeed, the late Mark Weiser, the father of ubiquitous computing, likened ubiquitous computing to a common everyday signpost, both in its pervasiveness in the environment, as well as the ease, intuitiveness and lack of effort associated with its use. However, how such intuitiveness was to be achieved in practice was not stated. To address this, the Ambient Intelligence (AmI) [1] concept was proposed. This explicitly acknowledged the interaction problem of practical pervasive or ubiquitous computing environments and proposed the adoption of Intelligent User Interfaces (IUIs) [7] as a means of addressing this. Again, the pragmatic issues of how such interfaces may be realised in practice remains unanswered.
It is well known that in commercial software, one prerequisite to success is ensuring that the user experience is a satisfactory one. For conventional workstation environments, many useful heuristics have been constructed pertaining to the effective design of interfaces and management of interactions. Given that such environments have been studied since the 1960s, it would indeed be disappointing if significant progress had not been made in this time interval. However, given the many form factors that computing frequently utilises, as well as the multitude of domains in which it is applied, it is questionable as to what degree conventional good practice HCI principles apply for non-workstation environments. In the case of mobile computing, one reason why such principles may not be applicable is that the nature of the context in which a mobile interaction occurs may differ radically from that of conventional interactions. For example, it has been demonstrated that there may be up to eight fold differences between the attention span that users give to tasks under both laboratory conditions and mobile contexts [14] .
In this paper, it is argued that successfully harnessing the implicit interaction modality may offer significant potential for augmenting the interaction experience. By incorporating implicit interaction, the potential for sharing control of an application need be not seen as the exclusive preserve of either the human operator or the application in question. Rather it can be regarded as a collaborative effort. In circumstances where intelligent agents have been adopted as the software construct for capturing and interpreting implicit interaction, this collaboration may be one shared between the human and the agent.
Interaction Modalities
A number of modals of interaction have been proposed, those of Beale [3] and Norman [11] being well documented examples. For the purposes of this discussion, interaction is considered, albeit briefly, from both a unimodal and multimodal perspective.
Unimodal Interaction
Unimodal interaction refers to interactions that occur when only one modality is used, for example speech. Conventional interactions with computational devices of various genre are almost inherently unimodal. Though the prevalent approach, it is instructive to note that this is almost diametrically opposite to human communication, which is inherently multimodal.
Multimodal Interaction
Multimodal interaction involves a number of modalities being used in parallel, for example voice and gestures. This may be regarded as a human centric view of interaction. An alternative interpretation is based on the role of the computational artefact, making this central to the definition. Sebu [17] considers that the computational equivalent of the human senses is what makes a system multimodal. For example, the use of voice recognition using a microphone, and gesture recognition using a camera would constitute multimodality. Alternatively, using a suite of cameras, for example to identify gestures and facial expressions, would be regarded as unimodal. For this discussion, the human centric view is adopted.
Multimodal interaction is perceived as being more natural and intuitive [15] . However, this comes at a price: complexity and timeliness. Taken individually, gesture and voice recognition demand sophisticated complex solutions. In parallel, the difficulty is aggravated. Both modalities must be interpreted separately. Then the result must be considered in combinations such that a semantic meaning can be attributed to the interaction. All of this requires significant computational resources if the interaction is to be interpreted correctly, and, importantly, responded to, in a timely manner. Frequently, Artificial Intelligence (AI) techniques, for example, machine learning, are used to facilitate the process of interaction identification.
Explicit & Implicit Control
An alternative interpretation of interaction is to consider intent as the key parameter. Indeed, if intent was known with certainty in all circumstances, the issue of intuitive interaction would be less problematic, although its realisation in practice so as to meet user expectations might still raise particular difficulties. When considered in the light of user intent, we can consider the interaction, or by extension the control of the system, as being expressed in either an explicit or implicit fashion. However, an understanding of human communications is necessary before these can be considered.
A Reflection of Human Communications
For the most part, the vocal channel is the predominant one used everyday. However, this is usually accompanied by a variety of non-verbal cues that people interpret subconsciously. Thus, it might be concluded, irrespective of the particular utterance, that the speaker is sad, happy, busy or just indifferent. Though contentious, it has been estimated that nonverbal cues have up to four times the effect of verbal cues [2] . Indeed, a number of classifications of such cues exist, for example Ekman & Friesen [4] These give a flavour of the kind of cues that, if captured correctly, would lead to significant enhancements to the interactive experience.
Explicit Interaction
Explicit interaction is the normal method of interacting with and controlling software, and may be regarded as unimodal in nature. It is event or stimulus driven. For example, a button is pressed, and the system responds, ideally in some meaningful way. Its simplicity makes it easily understood by all, at least in principle. From a software engineering perspective, most programming languages make the managing of event handling relatively easy for software developers, for example through the Model-View-Controller pattern [19] .
Implicit Interaction
Implicit interaction [8] is a more subtle construct, and computationally challenging to implement. It is modelled on how humans communicate, and is essentially multimodal in character. The challenge is to capture the cues that invariably contribute to the human communication process, leading to a more complete understanding of the interaction. Even a simple explicit interaction, such as clicking a mouse, takes place within a context. For example, a mouse might be clicked in anger. Assuming this anger can be detected, and developments in affective computing make this increasingly likely, then the software can adapt. How? this will depend on the domain in question. Similar to multimodal interaction, the challenge with implicit interaction is to capture and interpret it in a meaningful fashion.
A question to be considered is whether implicit interaction occurs on its own, or should be regarded merely as augmented explicit interaction. In some cases, the lack of an explicit interaction event, if expected or available, may signify an implicit interaction. In many e-commerce WWW sites, users usually ignore the multitude of advertisements on offer. This they do subconsciously, for the most part, unless of course their attention is obtained and they explicitly decide to click on some advertisement.
Social Intelligence
Defining intelligent is one endeavour that has historically and continues to challenge research scientists in a number of disciplines. In many cases, intelligence is associated with IQ. Increasingly, this is being viewed as an extremely narrow definition; indeed, in everyday life, it may be frequently observed that many individuals who are commonly perceived as being intelligent, may frequently indulge in behaviour that is anything but. Thus an increasing number of cognitive scientists believe that additional concepts should be incorporated into the intelligence construct. In short, additional abilities that are essential to success in life should be incorporated into any definition of intelligence. In essence these abilities define social intelligence [18] [6] [21] .
Abilities that indicate social intelligence include empathy, sympathy, politeness and so on. In other words, social intelligence constitutes those abilities that aid people in the performance of their everyday duties (both in their personal and professional lives) and include negotiation, cooperation and collaboration, for example. Such skills are essential to success in life. While most of the research and discourse on social intelligence is naturally focused on human(s)-to-human(s), the question of human(s)-to-computer(s) is receiving increased attention. Recalling the previous discussion on Ambient Intelligence (AmI) and Intelligent User Interfaces, a natural question to ask is whether social intelligence can contribute to resolving the key problem of intuitive interaction. One emerging research domain that seeks to address this issue within a broader context is that of Social Signal Processing.
Social Signal processing
Social Signal Processing (SSP) [16] [20] has the singular objective of bringing social intelligence to the computing domain. Machine analysis is seen as the key enabler of SSP. Four key stages are envisaged in SSP:
1. Data capture -An array of sensors are necessary to capture selects aspects of an interaction. Obviously, cameras and microphones are the predominant sensors that would be harnessed in this context. However, it is easy to envisage that a wide variety of sensors could be fruitfully used, for example, biometric or physiological sensors. A critical point to remember is that communications and interaction always take place in a context. To determine a full picture of the prevailing context is usually problematic. Yet the data necessary even to practically achieve context recognition may be indispensible. 2. People identification -A key initial step is to associate captured sensed data with individuals. In cases involving a number of people, the difficulty and complexity is aggravated. 3. Social Signal identification -In this process, the individual social signals are extracted from the various data sets. A suite of techniques may be harnessed here including facial expression analysis and gesture recognition. 4. Social behaviour understanding -This stage of the process involves attaching semantic meaning to the signals and cues extracted from the data streams. Context is of vital importance at this stage.
Significant challenges must overcome before SSP becomes a reality in practical applications. However, it is important to recall that SSP is the summation of many years research in a multitude of disciplines. In addition, it incorporates many of the issues described previously concerning implicit interaction. Indeed, computer games may offer a fertile domain for exploring SSP. Understanding SSP in terms of individual players offers significant potential for realizing games that are inherently dynamic, adaptive and personalised for individual players. It may also inform the situation where the control of the game can be exchanged between the player and the game as circumstances dictate.
The Locus of Control
Ultimately, control of any interactive application or service must rest with the user. However, in many cases, the application will perform in an autonomous or semi-autonomous fashion, resulting in control being shared. Thus the user is nominally in control, but is happy to remain outside the control loop as long as the application is performing to their satisfaction. This may happen in systems of all hues. Indeed, the objective of autonomic computing is to actually remove the human operator from the command chain as much as possible. Human time is perceived as a scarce and expensive commodity, as such must be used wisely.
With interactive entertainment systems in contrast, the motivation is different with the user being the key actor, as it were. In this case, the user (usually) wants to minimise their cognitive load, and with minimum interaction, leave the application follow its own cycle. Any significant intervention must be motivated. However, most entertainment systems react in a stimulus/response manner. No effort is made to monitor the user's reaction or perception to what is happening.
Considering the previous discussion on SSP and implicit interaction, it can be seen that there is significant opportunity available for enhancing the user experience, provided effort is expended to capture this interaction. By transparently observing the user as they interact, the potential for a more fulfilling experience emerges. In short, an arbitrary system could dynamically adapt its behaviour in response to observed cues. Obviously, the strategies and polices used for adaptation will be domain, and maybe user, dependent. However, how such adaptivity should be designed for remains an open question. It is envisaged that successfully adapting the behaviour of the application to the user is likely to minimise their need to explicitly take control of the application, and increase the likelihood that they will cede control to the application even if they should need to make an intervention occasionally.
A final issue that needs to be addressed is the characteristics of a software architecture for realising such adaptivity.
Software Architecture
Realising an adaptive application demands that the software inherently possesses certain traits. Autonomy is essential, as a capability to react to external events.
For a dynamically adaptive solution, this is not sufficient. A capacity to act proactively and to plan ahead is also essentially. Ideally, some capacity to learn would also be supported. Such characteristics immediately suggest the harnessing of the agent paradigm as this encapsulates these characteristics. However, not all agent architectures are sufficiently endowed with such capabilities. However, those that subscribe to the Belief-Desire-Intention (BDI) model [5] for example, could be reasonably expected to be capable of forming the basis of adaptive applications. In selecting an agent framework to support implicit interaction and realise an adaptive solution, it is essential that the attributes necessary for its realisation be kept in mind.
In our own research, the viability of lightweight embedded agents [13] [10] have been demonstrated in mobile computing contexts for managing and interpreting interactions, both explicit and implicit. In the mobile tourism domain, information has been adapted to tourists' contexts [12] while in the e-commerce domain, agents have negotiated deals for items on users' shopping lists [9] .
Conclusions
In this paper, the potential of the implicit interaction modality as a means of augmenting the interactive experience was advocated. However capturing and interpreting such interaction is computationally complex. The harnessing of agent frameworks of sufficient power and complexity is suggested as a basis for realising applications and services that can dynamically adapt to implicit user input.
