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En este trabajo se presenta un procedimiento para estimar factores co-
munes en series temporales que presenten comportamientos no-lineales del
tipo threshold. Dentro del estudio de series de tiempo, los procesos multi-
variados y la no-linealidad presentan desarrollos metodológicos de especial
interés. En los modelos vectoriales V ARMA existen múltiples estructuras
con características similares y no existe una solución simple para la iden-
ticación de los parámetros. Adicionalmente la proliferación de parámetros
puede ser tan alta como para hacer la estimación intratable en la práctica.
Un modelo factorial dinámico no solamente reduce la dimensión del sistema,
sino que permite dejar al descubierto componentes comunes al conjunto de
variables que explican las interrelaciones dinámicas existentes entre ellas.
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El modelo factorial dinámico de Peña y Box (1987) representa las variables
observadas mediante una suma de dos componentes latentes ortogonales:
una, común a todas las variables, descrita por un proceso ARMA de di-
mensión reducida y otra, especíca a cada variable particular, que no está
correlacionada con la componente común. Este modelo inicialmente formu-
lado para series estacionarias ha sido generalizado a series no-estacionarias
en Peña y Poncela (2004,2006) y recientemente se han presentado técnicas
para su identicación en Hu & Chou (2004). Es bien conocido que la clase de
modelos ARIMA no es adecuada para representar variables que presenten
características asimétricas, ciclos irregulares o cambios bruscos en diferentes
instantes del tiempo. El objetivo de este trabajo es extender el modelo fac-
torial dinámico para permitir tener en cuenta efectos no-lineales del tipo
umbral. El modelo autorregresivo umbral, TAR, es un modelo no-lineal en
el tiempo y lineal a trozos en el espacio umbral, representado mediante
diferentes procesos autorregresivos que se activan cuando una determina-
da variable sobrepasa un valor umbral. El interés por los modelos TAR en
el caso multivariado es muy reciente. Tsay (1998) es tal vez el primero en
proponer un procedimiento de estimación y una prueba de no-linealidad
para el caso vectorial. En el estudio de sistemas cointegrados, Hansen & Seo
(2002) proponen un modelo umbral vectorial para analizar la cointegración
5
no-lineal.
El modelo que se propone en este trabajo detecta componentes comunes
no-lineales que puedan ser representadas por modelos umbral y que involu-
cren la dinámica propia del sistema. Mediante este tipo de modelos pueden
salir a relucir características importantes e interesantes que sean signicati-
vas en un régimen y no en el otro. El modelo puede interpretarse o bien como
una extensión del modelo de Peña y Box que permite tener en cuenta efectos
no-lineales o bien como una reparametrización del modelo TAR vectorial,
que reduce signicativamente el número de parámetros.
El trabajo que se presenta a continuación tiene tres partes: formulación,
estimación y aplicación del modelo. En el capítulo dos de este documento,
se introduce el modelo, se dan restricciones para que el modelo sea identi-
cable y se estudian algunas de sus características propias. En particular, se
muestra que a pesar de tener una ecuación no-lineal, el modelo pertenece a la
clase de modelos espacio-estado condicionalmente gaussianos, lo cual permite
aplicar las herramientas del ltro de Kalman. En el capítulo tres, se presen-
ta el método de estimación. La estrategia propuesta consiste en realizar la
estimación secuencialmente por concentración de la función de verosimil-
tud, combinando el algoritmo EM con un método de búsqueda directa. A
diferencia del modelo factorial dinámico, la función de verosimilitud no es
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continua en el espacio umbral y el soporte depende de los parámetros, por
lo que el algoritmo EM no puede aplicarse directamente. Se analiza el efecto
que tiene la no-linealidad sobre las recursiones del algoritmo de suavización
y se presentan procedimientos para hallar analíticamente las soluciones en el
paso M del algoritmo. Estos procedimientos disminuyen sustancialmente los
costos computacionales de emplear el método de búsqueda directa. Por últi-
mo, en el capítulo cuatro, la metodología propuesta se utiliza para estimar
un modelo para un sistema de caudales de ríos colombianos en el cual hay
dos regímenes que se activan mediante la variable del Indice de Oscilación





En este capítulo se propone un modelo que permite poner de maniesto
factores comunes no-lineales del tipo umbral. Con el n de motivar y es-
tablecer la notación necesaria para la formulación del modelo, se abordarán
primero por separado los dos temas involucrados: el factorial dinámico por un
lado y el threshold multivariado por el otro. El capítulo tiene cinco secciones:
en la primera se presentan y comparan las diferentes representaciones prop-
uestas en la literatura para el análisis factorial dinámico, tanto para el caso
estacionario como para el caso no-estacionario. La segunda sección presenta
el modelo threshold con énfasis en el caso multivariado. En la sección tres se
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introduce el modelo factorial dinámico con efectos threshold, precisando los
supuestos y restricciones. La identicación del modelo se analiza en la cuarta
sección. Algunas propiedades adicionales se estudian en la quinta sección.
2.1. Análisis Factorial Dinámico
El objetivo del análisis factorial consiste en describir la interdependencia
existente entre un conjunto de variables aleatorias z1; z2;    ; zk en términos
de unas pocas variables latentes f1; : : : ; fr llamadas factores. Suponiendo
que las variables z se miden en desviaciones a sus medias, el modelo factorial
expresa cada variable como una combinación lineal de los factores más una




ijfj + ui; i = 1; :::; k:
Sean Z = (z1; z2;    ; zk)0; f = (f1;    ; fr)0;u = (u1;    ; uk)0 y  = (ij)
i = 1;    ; k y j = 1;    ; r: En forma matricial el modelo factorial se expresa
mediante
Z =  f + u:
(k  1) (k  r) (r  1) (k  1)
(2.1)
Suponiendo que f y u se distribuyen de forma independiente con
E(f) = 0; E( 0) =  f ; E(u) = 0; E(uu
0) = u, la estructura de la ma-
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triz de covarianza del vector Z,  Z = E(ZZ0), está dada por
 Z =  f
0 + u: (2.2)
Es claro que en el caso en el que las variables de interés sean series tempo-
rales, la representación (2.1) resulta inapropiada. Cualquier análisis que se
haga a partir de esta representación, tendrá en cuenta única y exclusivamente
relaciones contemporáneas. La información de las matrices de autocovarian-
za rezagadas  Z(h) = E(Zt hZ0t) se pierde completamente y la dinámica
propia de los factores comunes no queda reejada en el modelo.
El análisis factorial dinámico generaliza el análisis factorial estático para
tener en cuenta el efecto dinámico de las series sobre la estructura de las
varianzas-covarianzas. En lo que sigue Zt y ft serán series de tiempo vectori-
ales estacionarias de dimensión k  1 y r  1 respectivamente,
Zt = (z1t; z2t;    ; zkt)0; ft = (f1t;    ; frt)0; t = 1; 2; ::: y las variables
z1;    ; zk serán variables aleatorias temporales medidas en desviaciones a
sus medias.
Representaciones para factores estacionarios
Para tener en cuenta la dinámica en el caso de factores estacionarios, se
han propuesto en la literatura dos alternativas diferentes. La primera, prop-
uesta por Geweke & Singleton (1981), consiste en reemplazar
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ift i + ut: (2.3)
donde m puede ser innito. La segunda, propuesta por Peña & Box (1987),
añade una representación para ft sin alterar la ecuación Zt = ft + ut,
quedando el modelo denido por:8>><>>:







jat j; 0 = I:
(2.4)
con i; i = 1;    ; p y j; j = 1;    ; q matrices diagonales. Se puede mostrar
que el modelo de Peña & Box (2.4) incluye al modelo (2.3). En efecto, si
Zt = 0ft + 1ft 1 +    + mft m + ut; entonces Zt = ft + ut para
 = [0;    ;m]; matriz k  r(m + 1); y ft = [f 0t; f 0t 1;    ; f 0t m]0; vector
r(m + 1) dimensional. En ambas alternativas se asume que
E (ft) = 0; E (ut) = 0 para todo t; y quefftg y futg son independientes.
Sin embargo, las condiciones impuestas a la sucesión de vectores aleatorios
futg dieren. En (2.3), u = E (utu0t) es diagonal perofutg puede estar se-
rialmente correlacionado, mientras que en (2.4), ut se asume ruido blanco
pero sus componentes pueden estar contemporáneamente correlacionadas,
es decir toda la dinámica proviene de los factores comunes. Las restricciones
u diagonal o ut ruido blanco se introducen principalmente para facilitar el
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proceso de estimación, pero no son estrictamente necesarias. Peña & Poncela
(2002) generalizan (2.4) permitiendo que las componentes de ut presenten
comportamientos dinámicos. Hu & Chou (2003) restringen ut en (2.3) de





con "t ruido blanco (k   r) dimensional.
Las matrices de covarianza para diferentes rezagos contienen información
acerca de la dinámica de las interrelaciones entre las diferentes componentes
del proceso. Sean  Z(h) = E (Zt hZ0t),  f (h) = E (ft hf
0
t) y
u(h) = E (ut hu
0
t) para h = 0; 1; 2;    las matrices de covarianza reza-
gadas de Z; f y u respectivamente. En el modelo (2.3), la estructura que






i f (h+ j   i)0j + u(h); h = 0; 1; 2; :::
En el modelo (2.4) la expresión para  Z(h) es
 Z(h) =  f (h)
0 + u(h); h = 0; 1; 2; :::
y en el caso de ser ut es ruido blanco, se simplica a
 Z(h) =  f (h)
0 para h 6= 0:
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Representaciones para variables no estacionarias
La aplicación del análisis factorial a series de tiempo no estacionarias ha
sido estudiada por diferentes autores. Molenaar et.al. (1992), generalizando




ift i + ut; (2.5)
ft =  t + at;
donde  t representa una tendencia lineal del factor. Fernández-Macho (1997)
introduce un modelo en el cual los factores se modelan como una caminata
aleatoria con deriva:
Zt = ft + ut; (2.6)
ft = ft 1 +  + at;
permitiendo tanto tendencias estocásticas como determinísticas. Peña &
Poncela (2004) estudian la extensión de la representación (2.4) permitiendo
que los factores sigan un modelo V ARIMA(p; d; q):
Zt = ft + ut; (2.7)
(B)ft = (B)at;
donde j(B)j = 0 tiene d raíces unitarias y las restantes por fuera del círculo
unitario, y los ceros de j(B)j están por fuera del círculo unitario asegurando
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invertibilidad.
El análisis multivariado de series no estacionarias está estrechamente
relacionado con el tema de cointegracion. En Stock & Watson (1988) se
muestra que las series multivariadas cointegradas deben compartir por lo
menos una tendencia estocástica común por lo que los modelos con tenden-
cias comunes (2.5) y (2.6) pueden ser muy convenientes para incorporar las
relaciones de cointegración. La representación (2.7) permite que los factores
comunes sean procesos ARIMA generales. Escribano & Peña (1994) estu-
dian y formalizan las relaciones entre cointegración y modelos con factores
comunes y muestran cómo (2.7) permite descomponer Z en un cierto número
de tendencias comunes y otro número de factores comunes estacionarios.
Otra linea de trabajo relacionada con el análisis factorial dinámico se ha
desarrollado para analizar información de "grandes"datos de panel. Forni,
Hallin,Lippi & Reichlin (2000,2005) y Stock & Watson (2002) desarrollan
técnicas en las que la componente común se estima consistentemente con-
siderando que tanto la dimensión de corte transversal, k, como la longitud
de las series, T , tienden a innito. Esto diere del enfoque utilizado en este
trabajo donde el análisis se realiza con k jo y T tendiendo a innito.
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2.2. Threshold Multivariado
Uno de los modelos no-lineales para series de tiempo más difundido es el
modelo autorregresivo umbral, TAR o threshold autoregression, propuesto
inicialmente por Tong & Lim (1980). El modelo TAR es un modelo no-lineal
en el tiempo pero lineal a trozos en un espacio R llamado espacio umbral.
La partición de este espacio se determina mediante una variable llamada
variable umbral. La formulación del modelo threshold para el caso multivari-
ado se presenta a continuación.
Denición. Una variable aleatoria k-dimensional Zt; medida en desvia-
ciones a sus medias, sigue un modelo vectorial autorregresivo umbral TAR








(j)"t si wt d 2 R(j); (2.8)
donde j = 1;    ; c;

R(1);    ; R(c)
	
es una partición deR, "t es ruido blan-
co k-dimensional con varianza ; (j)i y G
(j) son matrices (k  k); d;entero
positivo, es el rezago de la variable umbral y pj es el orden autorregresi-
vo en el j-ésimo régimen. La variable wt, rezagada d períodos, es la vari-
able que indica el régimen activo en el instante t. Se asume que wt es una
variable estacionaria con función de distribución continua. Comúnmente el
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espacio umbral R es la recta real en cuyo caso la variable umbral es una
variable con valores en los reales y la partición se representa por intervalos,
R(j) = (j 1; j]; con  1 = 0 < 1 <    < c = 1. En (2.8) se asume
que wt está especicada, pero d y los valores umbral j forman parte de los
parámetros.
Estos modelos pueden interpretarse de forma práctica y natural. La serie
es generada por procesos diferentes en diferentes instantes de tiempo, pero a
diferencia de los modelos Markov Switch de Hamilton (1990), el proceso no
cambia de régimen muy a menudo; su cambio es consecuencia de un estado
del sistema que se mantiene hasta que una determinada variable sobrepasa
un valor umbral. Estos regímenes pueden relacionarse con los estados de una
economía o con estados propios de la naturaleza, como el caso que se estudia
en la capítulo cuatro, donde los estados están asociados con la presencia o
ausencia del Fenómeno del Niño. Para el caso particular wt d = Zt d , el
modelo se conoce como SETAR de self-exciting-threshod-autoregression.
A pesar de la simplicidad y fácil interpretación de los modelos TAR, su
teoría y metodología no está tan completa y desarrollada como la de los
modelos ARIMA. El estudio de la estacionariedad en los modelos threshold
no es sencilla. Examinar los parámetros autorregresivos en cada régimen no
es suciente, ya que es posible que un proceso TAR sea estacionario en unos
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regímenes y no estacionario en otros, pero que se mantenga la propiedad de
estacionariedad. El estudio de la estacionariedad en los modelos no-lineales
suele hacerse pasando por una cadena de Markov y estudiando su ergodici-
dad. La estacionariedad es consecuencia del resultado de que toda cadena
de Markov ergódica es estacionaria. Tong & Lim (1980) dan condiciones su-
cientes para obtener ergodicidad en el modelo (2.8) y, hasta el momento, se
desconocen las condiciones necesarias y sucientes para obtener estacionar-
iedad en el modelo general (2.8). Sin embargo se han desarrollado algunos
resultados para modelos univariados especícos. Chan et al. (1985) encuen-
tran un conjunto de condiciones necesarias y sucientes para el caso de un
SETAR de orden 1 en todos los regímenes. Este resultado ha sido ampli-
amente utilizado en los modelos de cointegración umbral (threshold cointe-
gration).
La inferencia estadística en los modelos threshold ha sido estudiada entre
otros por Chan (1993), Hansen (1997, 2000), Gonzalo & Pitarakis (2002) y
para el caso multivariado, por Tsay (1998). Las aplicaciones de los modelos
threshold en el caso multivariado son muy escasas y en su gran mayoría se
limitan al caso bivariado. Para dimensiones mayores, los problemas de iden-
ticación, la proliferación de parámetros y los altos costos computacionales
hacen que el problema sea prácticamente inabordable. En tales casos resulta
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muy conveniente aplicar primero técnicas de reducción de dimensión. Un en-
foque para reducir el número de parámetros en regresión lineal y en procesos
vectoriales autoregresivos es el modelo de rango reducido (Velu et al., 1986,
y Reinsel & Velu, 1998). Li & Chan (1998) generalizan esta idea al proceso
vectorial TAR, introduciendo el modelo RETAR, (REduced-rank Thresh-
old AutoRegressive). Otro enfoque de reducción de dimensión para procesos
vectoriales ARMA es el modelo factorial dinámico. En este trabajo se gen-
eraliza esta idea al proceso vectorial TAR, introduciendo el modelo factorial
dinámico threshold. Relacionado con el tema está el método presentado por
Chan, Tong & Stenseth (2004) para explorar similitudes en la dinámica de
un panel de procesos TAR independientes. Chan et al. introducen unas prue-
bas para detectar si las series de un mismo panel comparten una estructura
común utilizando el principio de Wald. En caso de compartir una misma es-
tructura, se reduce el número de parámetros aunque la dimensión del panel
sigue siendo el mismo.
2.3. Formulación del Modelo
El modelo que se propone a continuación trata simultáneamente el mode-
lo factorial dinámico y el modelo threshold TAR. Siguiendo con la idea bási-
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ca del análisis factorial dinámico, se asume que cada componente del vector
s-dimensional Zt se representa como una combinación lineal de unos pocos
factores latentes, Zt = ft + ut y la no-linealidad se introduce permitien-
do que los factores sigan un proceso no-lineal del tipo TAR r-dimensional.
El modelo puede interpretarse como una generalización del modelo facto-
rial dinámico de Peña y Box si se considera el modelo ARMA como un
TARMA con un único régimen. Por otro lado, el modelo puede verse como
un problema de reducción de dimensión en el que se pasa de un modelo
TAR k-dimensional a un modelo TAR r-dimensional.
Denición: Sea Zt una serie temporal k-dimensional, Zt = (z1t; z2t;    ; zkt)0
con media cero. Zt se representa mediante un modelo factorial dinámico
threshold con c regímenes de órdenes p1; p2; :::; pc y variable umbral wt si
para t = 1; 2; :::;8>><>>:







(j)at si wt d 2 (j 1; j]; j = 1; : : : ; c
(2.9)
dondewt es una variable aleatoria unidimensional observable y estacionaria, ft
es un vector aleatorio no-observable de dimensión (r 1); r  k; con media
cero, ut es ruido blanco k-dimensional con matriz de varianza-covarianza
u diagonal y positiva-denida, at es un ruido blanco r-dimensional con
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matriz de varianza-covarianza la identidad Ir y tales que ut sea independi-
ente de ft h para h  0; at independiente de ft h para h  1; fwtg, futg
y fatg independientes entre sí. Los parámetros del modelo son los denom-
inados parámetros umbral,  1 = 0 < 1 <    < c 1 < c =  1; el
entero positivo d, rezago de la variable umbral, la matriz de carga ; de
dimensión (k  r) que es tal que rango() = r y 0=Ir; Ir matriz iden-




(j) j = 1; :::; c , matrices de dimensión (r  r); con (j) diagonal y
positiva denida.
En el modelo (2.9) el vector de observaciones Z es una combinación lineal
del vector de los factores comunes más el vector aleatorio de ruido. El vector
de los factores sigue un modelo dinámico no-lineal del tipo threshold. El
proceso formulado para los factores permite tener en consideración autorre-
gresiones con órdenes diferentes en los regímenes. La variable umbral w debe
ser estacionaria y debe tener función de distribución continua. Esta puede ser
una de las componentes estacionarias del vector observado, zjt; j  k, o una
variable exógena estacionaria que afecte el estado del sistema, o una com-
binación de las componentes de Zt, combinación que debe ser estacionaria.
Esta última alternativa se escoge para los modelos de cointegración umbral
de Balke & Fomby (1997) que analizan conjuntamente no-estacionariedad y
20
no-linealidad del tipo threshold.
2.4. Identicación
Un modelo es identicable si sus parámetros pueden determinarse de
manera única, es decir si no existen representaciones diferentes que sean
observacionalmente equivalentes. El modelo factorial dinámico threshold
depende de una gran cantidad de parámetros: los escalares r; c; p1; :::; pc;
d; 1;    ; c; y las matrices ; 
(1)









imponer restricciones sobre el conjunto de parámetros, el modelo denido
por el sistema de ecuaciones (2.9) es no-identicable.
A continuación se analiza el problema de identicación del modelo, con-
siderando que los parámetros r; c; p1; :::; pc están dados y no forman parte
del conjunto de parámetros a estimar. Sin embargo vale la pena mencionar
que existen procedimientos y pruebas estadísticas que ayudan a especicar
estos parámetros.
Asumiendo dados r; c; p1; :::; pc, los parámetros del modelo denido por
las ecuaciones (2.9) no son identicables. El problema, al igual que en el
factorial clásico, surge por ser f no observable ya que para cualquier matriz
(r  r) no singular C; Zt = ft + ut = C 1Cft + ut: Siguiendo un
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razonamiento similar al expuesto en Peña & Box (1987), puede mostrarse que
el problema sigue subsistiendo en este modelo. Si ft es un TAR r-dimensional
con c regímenes de órdenes p1; :::; pc y variable umbral wt; entonces el vector
ft = Cft será tambien un TAR r-dimensional para la misma variable umbral,
el mismo número de regímenes c y los mismos órdenes autorregresivos dentro









(j)at si wt d 2 (j 1; j]; j = 1; : : : ; c
donde (j)i = C
(j)
i C
 1 y (j) = C(j): Dicho de otra forma, para cualquier




1 ; :::; 
(c)
pc ;







 1; :::; C(c)pc C
 1; C(1); :::; C(c);u; d; 1; :::; c
o
;
no pueden distinguirse a partir de las observaciones.
Proposición: Las restricciones 0=Ir y (j) matriz diagonal y positiva
denida para j = 1; ::c, eliminan esta fuente de indeterminación.
En efecto, si  y  = C 1 satisfacen la primera restricción, 0=Ir
y ()0 = (C 1)0C 1=Ir, entonces C será matriz ortogonal. Adicional-
mente si (j)y (j) = C(j) satisfacen la segunda restricción, entonces
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C = (j)((j)) 1 y por tanto C es diagonal. Puesto que la única matriz
ortogonal y diagonal es la matriz identidad, C = Ir:
A continuación se analizarán algunas de las propiedades del modelo.
2.5. Propiedades del Modelo
Propiedad 1: Estructura de covarianzas. Si ft es estacionario de segundo
orden, Zt también lo es, y puesto que Zt = ft + ut; y ut es ruido blanco,
 Z(h) =  f (h)
0 para h = 1; 2; :::
Por lo tanto, al igual que en el modelo factorial dinámico lineal,
rango( Z(h)) = r para h = 1; 2; :::
Propiedad 2: En el modelo (2.9) Zt puede expresarse como un modelo






i ft i + "
(j)
t si wt d 2 (j 1; j]; j = 1;    c
donde los espacios nulos de (j)i comparten un subespacio común de di-
mensión (k   r): En efecto, reemplazando la segunda ecuación de (2.9)
en la primera se obtiene (j)i = 
(j)
i ; y por tanto si M es una matriz
k  (k   r) cuyas columnas generan el espacio nulo de 0; M 0(j)i = 0 para
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i = 1; :::; pj, j = 1; :::; c: Sin embargo las matrices 
(j)
i no necesariamente
tienen rango completo y rango((j)i ) = rango(
(j)
i ):




(j)at + ut; y su matriz de covarianza, no necesariamente diago-
nal viene dada por
	(j)" = D
(j)0 +	u; j = 1; :::; c:
con D(j) = (j)(j) matriz diagonal.
Propiedad 3: El modelo factorial dinámico threshold pertenece a la
clase de los modelos espacio-estado condicionalmente gaussianos.
El modelo espacio-estado lineal gaussiano, tambien conocido comomode-
lo lineal dinámico provee una forma muy conveniente para analizar series de
tiempo. El modelo espacio-estado tiene sus orígenes en la teoría de control
(Anderson & Moore, 1979) y su aplicación a los modelos ARIMA, modelos
econométricos y series de tiempo estructurales se encuentra presentada en
varios textos, tales como Harvey (1989), Shumway & Sto¤er (2000) y Durbin
& Koopman (2001).
La representación espacio-estado para el vector Zt se especica mediante
dos ecuaciones, una que relaciona el vector Zt con un vector de estadosXt, no
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observable, y la otra que describe la evolución del vector de estados mediante
un proceso markoviano de primer orden. Una descripción del modelo espacio-
estado viene dada por
Zt = HtXt + ut (2.10)
Xt+1 = BtXt + Ctvt+1; t  1
donde Zt, de dimensión k, es el vector que se observa, ut es ruido blanco
k-dimensional, ut  N(0; R), Xt, de dimensión m, es el vector de estados y
vt es ruido blanco r-dimensional, vt  N(0; Q). El estado inicial X1 es un
vector aleatorio independiente de (u0t;v
0
t+1)
0 8 t  1 y X1  N(m; P ): Las
matrices Ht; Bt y Ct; de dimensiones (k m); (m m) y (m  r) respecti-
vamente, se consideran no aleatorias. El modelo espacio estado lineal puede
generalizarse permitiendo que las matrices del sistema sean estocásticas y
dependan de información pasada. En este caso el proceso (Zt;Xt+1) deja de
ser gaussiano aunque los ruidos y el estado inicial sean normales. Sin em-
bargo la distribución condicional sí es gaussiana y en estas circunstancias el
modelo se conoce como modelo condicionalmente gaussiano.
Se muestra a continuación una forma de pasar del modelo factorial dinámi-
co threshold descrito por las ecuaciones (2.9) a una representación espacio-
estado (2.10). Sean p = max(p1; :::; pc);0r la matriz de ceros de dimensión
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(r r); (j)i = 0r para i > pj; Rj = (j 1; j]; j = 1; :::; c; y 1t(:) la función
indicadora. Las matrices Ht; Bt y Ct se denen de la siguiente forma:
Ht = H = S
0; S 0
rrp





























3775 ; j = 1; :::; c: (2.13)












Deniendo las matrices de esta forma el sistema puede escribirse de la forma
Zt = HXt + ut
Xt+1 = BtXt + Ctat+1:
donde ut y at son los mismos ruidos de las ecuaciones del modelo factorial
dinámico threshold.
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Vale la pena meniconar que al igual que la representación de un modelo
ARMA en forma espacio estado no es única, la representación del modelo
factorial dinámico threshold en espacio estado tampoco lo es y que otras
formas del vector de estados pueden dar lugar a ecuaciones generales de la
forma (2.10), pero con vector de estados Xt y matrices Bt, Ct diferentes. En
este trabajo se ha escogido esta representación pues resulta muy conveniente




En este capítulo se propone una metodología de estimación por máxima
verosimiltud mediante un algoritmo que combina el principio del algoritmo
EM con un método de búsqueda directa. La utilización del algoritmo EM en
el contexto de factores dinámicos fue propuesta inicialmente por Shumway
& Sto¤er (1982) y Watson & Engle (1983) y ha sido utilizada posteriormente
por Wu et.al. (1996), Peña & Poncela (2006) entre otros.
En lo que sigue se supondrá un modelo factorial dinámico threshold con
2 regímenes del mismo orden p,





1 ft 1 + 
(1)
2 ft 2 + :::+ 
(1)
p ft p +1at si wt d < 

(2)
1 ft 1 + 
(2)
2 ft 2 + :::+ 
(2)







el conjunto de parámetros a esti-
mar. En términos del algoritmo EM , fZt; wtgt=1;:::T es el conjunto de datos
incompletos y fZt; wt; ftgt=1;:::T el conjunto de datos completos. Si LwZ es
el logaritmo de la función de verosimilitud condicional de los datos incom-
pletos y LwZ;f la de los datos completos, el algoritmo EM maximiza L
w
Z( )
maximizando iterativamente la esperanza condicional de LwZ;f dadas las ob-





LwZ;f ( ) j Z1; :::;ZT ; w1; :::; wT

: (3.1)
La función a maximizar puede evaluarse mediante un algoritmo de suavización.
Sin embargo la función no es continua y ya no puede garantizarse la esta-
bilidad del algoritmo. En lugar de aplicar el principio del algoritmo EM
sobre la totalidad de parámetros, se propone resolver el problema original
de forma secuencial resolviendo
max
 














,  2 = fd; g y L( 2) = max
 1
LwZ( 1; 2):
La evaluación de L( 2) se lleva a cabo mediante el algoritmoEM ymax
 2
L( 2)
se resuelve por intermedio de un método de búsqueda directa. La búsqueda




; d una cota para el retardo y  2 f1;    ; Lg ;
conjunto formado por los cuantiles muestrales de la variable umbral tales que
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en cada régimen se tengan sucientes observaciones para estimar adecuada-
mente los parámetros asociados. Siendo así las cosas, se tendrán que realizar
dL veces el procedimiento EM .
A continuación se precisarán los pasos E y M del algoritmo. Para d y
 jos, el logaritmo de la función de verosimilitud de los datos completos
LwZ;f ( 1;  2) puede separarse por una función indicadora,





























 1  ft+1   '(2)Xt


















r  rp; para i = 1; 2:
Nótese que Xt coincide con el vector de estados (2.14) de la repre-
sentación espacio estado que se utiliza en este trabajo.
3.1. Paso E del algoritmo
Sean ZT = (ZT ;ZT 1; :::;Z1) y wT = (wT ; wT 1; :::; w1) y sea ~ 
(k)
1 la
solución de (3.1) en la k-ésima iteración. En el paso E del algoritmo ha de
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calcularse
Q( 1; ~ 
(k)
1 ) = E
 
LWZ;f ( 1; 2)
ZT ; wT 
usando ~ 
(k)
1 como parámetros actuales del modelo. Esto requiere deE~ (k)1
(ft





ZT ; wT ) y E~ (k)1 (ft+1X0t ZT ; wT ). En general estas cantidades se
hallan pasando el modelo a una representación espacio estado
Zt = HXt + ut
Xt+1 = BXt + Cat+1:
con el n de aplicar el algoritmo del ltro de Kalman y un algoritmo de
suavización con los cuales se calculan recursivamente.
X̂tpT = E(Xt
ZT ; wT )
PtpT = E
h
(Xt   X̂tpT )(Xt   X̂tpT)
ZT ; wT i y
QtpT = Cov(Xt+1;Xt
ZT ; wT )
para t = 1; :::T: De acuerdo a la representación espacio estado utilizada en
este trabajo, ft = S 0tXt para S
0 = [Irj0rj:::j0r] ; y por tanto
f̂tpT = E(ft








ZT ; wT ) = S 0 QtpT + X̂tpT X̂0tpT
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Validez de las ecuaciones del ltro y de la suavización
Las deducciones de las ecuaciones de estos algoritmos se apoyan fuerte-
mente en la normalidad del proceso. Es conocido que si se tiene
Zt = HXt + ut
Xt+1 = BXt + Cat+1:
con (ut; at)0 ruido blanco gausiano, independiente de X1 para t  1; y si
X1  N (m; P ) ; entonces (Zt;Xt)0 es gausiano y valen las recursiones del
algoritmo del ltro y de la suavización.
El modelo factorial dinámico denido en este trabajo admite una repre-
sentación espacio estado
Zt = HXt + ut (3.2)




B1 si wt d < 
B2 si wt d  
; Ct =
8>><>>:
C1 si wt d < 
C2 si wt d  
(3.4)
con B1; B2; C1 y C2 denidas en (2.12) y (2.13).
Si la variable umbral w es una de las componentes de Z, o de forma
más general, si w es función de Z, puede mostrarse que si X0 j Z0 
N (m; P ) ; entonces (Zt;Xt) es condicionalmente gausiano, condicionado a
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FZt ; la  álgebra generada por fZt; :::;Z1g : Lipster & Shiryayev (1974)
muestran que para procesos condicionalmente gausianos, la solución al prob-
lema de ltraje y suavización puede obtenerse como en el caso gausiano.
Sin embargo, si la variable umbral w no es función de Z; como en el caso
de nuestra aplicación, Bt ya no es FZt  medible. Bt es Fwt  medible, donde
Fwt es la  álgebra generada por fwt; :::; w1g y wt no forma parte de la
ecuación de medición por lo que ya no puede garantizarse la validez de las
recursiones.
Las siguientes proposiciones dan condiciones para que se cumplan dichas
recursiones en el caso en el que la variable umbral no forme parte del vector
Z.
En lo que sigue se utilizará la notaciónX ? Y j Z; para indicar que dado
Z, X y Y son condicionalmente independientes.
Proposición: Suponga que se cumplen las ecuaciones (3.2) a (3.4) para





y Ptpt 1 = E
h
(Xt   X̂tpt 1)(Xt   X̂tpt 1) j Zt 1;FWt 1
i
: Si se cumplen las
condiciones (i) a (v)
(i) el estado inicial, X1 condicionado aW0 es independiente de at y ut para
todo t = 1; 2; :::;
(ii) X1 j W0  N (m; P ) ;
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(iv) Wt independiente de at y ut para todo t = 1; 2; :::;
(v) Zt ? Wt j FWt 1; para todo t = 1; 2; :::;
entonces valen las ecuaciones del ltro de Kalman,










t  BtPtpt 1H 0F 1t HPtpt 1B0t (t = 1; :::; n)
donde Ft = HPtpt 1H 0 + u:
Demostración: Por la independencia de Wt y (at;ut) para todo t =
1; 2; :::; (at+1;ut)
0 j FWt 1 es normal y siXt j FWt 1 es normal, al ser las matrices
Bt y Ct FWt  medibles, dada FWt , BtXt+Ctat+1 será combinación lineal de
normales y por tanto Xt+1 j FWt es normal. Adicionalmente si Xt j FWt 1 es
normal, Zt j FWt 1 es normal y como Zt ? Wt j FWt 1; se tendrá entonces que










Pt+1pt = BtV ar(Xt j Zt;FWt )B0t + CtC 0t:
Utilizando la ecuación de medición (3.2) y el supuesto (v), se tiene que


















: Sea It = Zt   E(Zt j Zt 1;FWt 1):








































































: Por propiedades de

































Reemplazando estos resultados en las ecuaciones (3.6), queda probado el
resultado.
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Para hallar los estimadores óptimos utilizando todos lo datos, se aplica un
algoritmo de suavización. El algoritmo de suavización de intervalo jo es un
conjunto de recursiones hacia atrás que utiliza los resultados generados por
el ltro de Kalman. En la siguiente proposición se dan condiciones sucientes
para que las recursiones presentadas por de Jong (1989) y Kohn & Ansley
(1989) sean válidas en este contexto.
Proposición: Sean X̂tpt 1 y Ptpt 1 como en la proposición anterior, y
sean
X̂tpT = E(Xt
ZT ;FWT ) y PtpT = E h(Xt   X̂tpT )(Xt   X̂tpT) ZT ;FWT i :
Si se cumplen las condiciones (i) a (iv) y
(v) Zt ? Wt;Wt+1; :::;WT j FWt 1; para todo t = 1; 2; :::; T;
entonces




PtpT = Ptpt 1   Ptpt 1Nt 1Ptpt 1; Nt 1 = H 0F 1t 1H + L0tNtLt (t = T; T   1; :::; 1)
donde Ft = HPtpt 1H 0 + u; Kt = BtPtpt 1H 0tF
 1
t y Lt = Bt   KtH: El
algoritmo se inicializa con el vector m dimensional rT = 0 y la matriz
(mm) NT = 0.
Demostración: Nótese que (v) implica que Xt ? (Wt;Wt+1; :::;WT )0 j
FWt 1: En la prueba se utilizará el siguiente lema cuya demostración para
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casos más generales puede encontrarse en Gourieroux y Monfort (1995).
Lema:
Xt ? (Wt;Wt+1; :::;WT )0 j FWt 1 si y solo si
8>>>>>>>>>><>>>>>>>>>>:
Xt ? Wt j FWt 1
Xt ? Wt+1 j FWt
...
Xt ? WT j FWT 1
Usando el lema y utilizando el resultado (3.7) aplicado a Xt;ZT j 1; IT j
dado FWt j 1; se tiene que para cualquier t y para j = 0; 1; :::(T   t);
E(Xt














Sustituyendo iterativamente se tiene que
E(Xt























que puede expresarse como

































H 0 donde Jt = Xt  






para h = 1; 2; ::., pueden determi-










Xt(Lt+hJt+h + Ct+hat+h+1  Kt+hut+h)0 j FWt+h

:



































Reemplazando en (3.9) se obtiene
X̂tpT = X̂tpt 1 + Ptpt 1H












que es equivalente a la primera ecuación de (3.8).
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De forma similar puede probarse que
























= Ptpt 1   Ptpt 1H 0F 1t HPtpt 1   Ptpt 1L0tH 0F 1 1t+1 HLtPtpt 1
 :::  Ptpt 1L0tL0t+1:::L0T 1H 0F 1T HLT 1:::LtPtpt 1
que equivale a la segunda ecuación de (3.8).
3.2. Paso M del algoritmo
Se precisa a continuación el paso M del algoritmo, resolviendo todo
en función de los coecientes del modelo original ;(1);(2);1;2;u:
La resolución en forma espacio-estado es computacionalmente ineciente
pues no tiene en cuenta las estructuras especiales que tienen las matrices
H;B(1); B(2); C(1); C(2) denidas en (2.11), (2.12) y (2.13). Puede mostrarse
por ejemplo que el producto H 0F 1t H de dimensión m m que aparece en
una de las fórmulas del algoritmo de suavización (3.8), puede representarse
como una matriz por bloques donde el único bloque diferente de cero es
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2664 0F 1t  0
0 0
3775
Si r = 2 y p = 12, se tendrá que m = 24, y por tanto, en lugar de trabajar
con matrices 24 24, se trabajará con matrices 2 2.





LWZ;f ( 1; 2)
ZT ; wT  con respecto a  1. Sean X̂(k)tpT ; P (k)tjT , t = 1; :::; T; los
resultados de la suavización de la k-ésima iteración del paso paso E del algo-
ritmo EM . De forma análoga a la deducción de los estimadores del modelo

























Zt   ~(k+1)f̂ (k)tpT















































































tjT S y Tj es el
número de casos en el régimen j:
En efecto, puesto que f̂ (k)tpT = E(ft









S para S 0 = [Irj0rj:::j0r] ; puede verse que el término
que involucra a  en E
 
LWZ;f ( 1; 2)






(Zt   ft)0 1u (Zt   ft)



















































Igualando a cero este sistema de derivadas parciales, se obtiene el resultado
para ~(k+1):
Ahora, jando ~(k+1);la parte de E
 
LWZ;f ( 1; 2)
ZT ; wT  que involucra












Zt   ~(k+1)f̂ (k)tpT









y entonces vale el resultado para ~(k+1)u :
De forma similar se prueban los resultados para ~'(j)(k+1) y e(j)(k+1).
3.3. Valores Iniciales
La implementación del algoritmo EM propuesto requiere la especicación
de diferentes condiciones iniciales, tanto para los algoritmos EM parciales co-
mo para el algoritmo del ltro de Kalman. La inicialización de los parámetros









Con d y  jos, inicializar ~'(j)(0) y ~
(0)
j para j = 1; 2.
Inicializar ~X1p0 y P1p0 en cada paso E del algoritmo EM .
Par el primer procedimiento se toma ~(0) = (c1; :::cr); con ci vector propio
asociado al i-ésimo valor propio de  ̂Z(1); estimador de la matrix  Z(1) =
E (Zt 1Z
0





Cov (ft;Zt) (V arZt)






 1Zt; t = 1; :::; T:
~
(0)










T como la muestra de datos.
En cuanto a la inicialización del ltro de Kalman, puesto que estamos
asumiendo que los factores son estacionarios, se toma ~X1p0= 0: Para ini-











j para j = 1; 2, cuyas soluciones vienen dadas por
vec(P j) =
h
















En este capítulo se estimará un modelo factorial dinámico threshold a
series de caudales de ríos colombianos. Esta aplicación es importante en el
manejo integrado de los recursos hídricos que inciden en el sector eléctrico
del país. El estado de la hidrología tiene un efecto considerable sobre el costo
de generación de electricidad y sobre su precio en bolsa. Dentro del sistema
nacional de generación de energía, la componente hidroenergética tiene un
peso signicativo: el 76% de la energía eléctrica del país se genera en plantas
hidráulicas, sistema que se caracteriza principalmente por una generación
lo del agua, es decir utilizando los caudales naturales, y el restante 24% de
energía se genera con plantas térmicas, sistema cuyos costos de generación
son signicativamente mayores. Un modelo que analice la dinámica conjunta
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de los caudales de ríos que intervienen en el sector eléctrico ayuda a mantener
un mayor control sobre la generación de energía y sobre los desembalses de
las principales hidroeléctricas del país. Tanto los modelos de operación del
sistema eléctrico interconectado del país, como los modelos nancieros de
los precios bolsa de energía deben incluir el régimen hidrometeorológico y el
nivel de los embalses. Sin embargo la cantidad de variables y sus interacciones
diculta su inclusión.
La representación del conjunto de caudales mediante un modelo factorial
dinámico resulta muy apropiada y es relevante para estimar unos pocos
factores comunes y determinar su dinámica. En cuanto a la no-linealidad, se
sabe que el Fenómeno del Niño altera de forma drástrica el régimen de lluvias
del país, lo que lleva a pensar que los caudales se rigen por modelos diferentes
dependiendo de las fases del fenómeno. En presencia del Fenómeno del Niño
la disminución de los caudales en Colombia ha llegado a ser tan severa que
se han tenido que tomar medidas de racionamiento eléctrico de hasta seis y
ocho horas diarias durante 10 meses seguidos. La componente atmosférica
del evento climático El Niño está asociada con El Indice de Oscilación del
Sur, IOS. En esta aplicación se plantea la hipótesis de que el sistema hídrico
se comporta de manera diferente si la variable IOS supera un determinado
umbral.
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En la primera sección de este capítulo, se describen las series que están
involucradas en el modelo. En la sección 4.2 se identican y estiman modelos
univariados y en la sección 4.3 se estudia la no-linealidad de forma univaria-
da. Finalmente la sección 4.4 analiza las series de forma vectorial, estimando
tanto un modelo factorial lineal como un modelo factorial threshold.
4.1. Descripción de las series
La información considerada en esta aplicación corresponde al logaritmo
del caudal promedio mensual de un río, medido en metros cúbicos por se-
gundo. Los datos históricos disponibles abarcan un período de 36 años y
corresponden al período comprendido entre enero de 1955 y diciembre de
1990, para un total de 432 observaciones. Las cinco series consideradas en
el análisis corresponden a los caudales de los ríos Calima, Cauca, Grande,
Ovejas y Prado. La región en la que se encuentran los ríos de esta apli-
cación concentra el 70% de la capacidad instalada a partir de hidroeléctri-
cas. De acuerdo a las características topográcas de relieve y al entorno de
una región, en el territorio colombiano se diferencian cinco regiones natu-
rales con comportamientos climáticos propios. El régimen de lluvias de la
región Andina tiene, a nivel anual, un comportamiento bimodal: máximos
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en marzo-mayo, en la primera mitad del año, y octubre-diciembre, en la
segunda, siendo esta última más fuerte que la primera.
La variable umbral que se utiliza en esta aplicación es el Indice de os-
cilación al Sur, IOS. Esta es una variable atmosférica que mide las variaciones
mensuales de las anomalías en el campo de la presión atmosférica sobre el
Océano Pacíco Ecuatorial y se calcula como la diferencia estandarizada de
presiones a nivel del mar entre un centro de alta presión ubicado en el Pací-
co Ecuatorial central (isla de Tahití) y un centro de baja presión ubicado
en la costa norte de Australia (puerto de Darwin):
IOS = 10 (Pdif   Pdifprom)
SDPdif
donde Pdif es la diferencia de presiones entre Tahití y Darwin, Pdifprom es el
promedio de Pdif para el mes especíco y SDPdif es la desviación estándar de
Pdif para el mes respectivo. La justicación de la inclusión de esta variable
como variable umbral será discutida en la sección 4.3. En la gura 4.2 se
aprecia la evolución de la variable IOS. Las situaciones en las que la presión
de Tahití es mayor que la de Darwin (valores positivos de IOS), se mantienen
por varios períodos, y lo mismo puede decirse de las situaciones contrarias.
Las dos situaciones se alternan de forma recurrente aunque no periódica.
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Figura 4.1: caudales mensuales de enero de 1955 a diciembre de 1992
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Figura 4.2: IOS de enero de 1950 a diciembre de 1999
4.2. Análisis Univariado
En primer lugar se identican y estiman modelos ARIMA para cada
una de las series individuales. Como se mencionó anteriormente, los análisis
se hacen sobre el logaritmo del caudal, log ct, medida comúnmente utilizada
en los estudios hidrológicos.
Considerando las variables en logaritmos, se detectaron dos valores ex-
tremos para el rio Calima, valores superiores a tres veces la amplitud inter-
cuartil. Estos corresponden a Feb de 1973 y a Agosto de 1983, períodos en
los que no se presenta ninguna anomalía en los demás caudales. En la gura
4.4 se presenta el diagrama de caja de los datos. Los valores marcados con
un círculo están entre 1.5 y 3 veces la amplitud intercuartil y los marcados
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Figura 4.3: Logaritmo del caudal del rio Calima
Date















con una estrella son superiores a 3 veces la amplitud. Con el n de tener en
cuenta el efecto estacional, se analiza la distribución de los datos por meses.
En la gura 4.5 se presentan los diagramas de caja de los datos considerando
la distribución dentro de cada uno de los doce meses. El único valor extremo
es el correspondiente a Agosto de 1983. Este se corrigió mediante un proced-
imiento de interpolación óptima cuyo resultado transformó el valor de -2.3
a 0.65.
Tras analizar las funciones de autocorrelación simple y parcial de las se-
ries transformadas y sus diferencias, se identicó una transformación para es-
tabilizar la media, común a todos los modelos: (1 B12) log ct = r12 log ct =
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y se evidenció un comportamiento estacional muy fuerte.
Río Modelo
Calima (1  1B) (1 B12) log ct = (1 + 12B12) at
Cauca (1  1B) (1 B12) log ct = (1 + 12B12) at
Grande (1  1B   2B2) (1 B12) log ct = (1 + 12B12) at
Ovejas (1  1B) (1 B12) log ct = (1 + 12B12) at
Prado (1  1B) (1 B12) log ct = (1 + 12B12) at
La parte estacional se identicó mediante un MA(1)12 para todos los ríos y
la parte regular mediante un AR(p) con p = 1 o 2, según el río. Los mod-
elos estimados se validaron analizando los residuos. En el cuadro siguiente
se presentan los resultados de las estimaciones de los parámetros, así co-
mo el estadístico Q de Lyung y Box para los 24 primeros coecientes de
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autocorrelación.
Río ̂1 ̂2 ̂12 ̂a Q
Calima 0.65 -0.89 0.38 28.6
Cauca 0.73 -0.89 0.27 12.5
Grande 0.53 0.19 -0.89 0.21 27.0
Ovejas 0.64 -0.89 0.27 29.7
Prado 0.56 -0.84 0.49 43.7
Aunque el valor del estadístico Q para la serie del río Prado indica que el
modelo no está bien especicado, se presentan las estimaciones del modelo
que dió el mejor ajuste.
4.3. No-linealidad
Ejemplos de modelos TAR para caudales de ríos se han presentado entre
otros en Tong & Lim (1980) y Tong (1990). Las variables utilizadas en estos
modelos son el caudal, la temperatura y la precipitación. Es conocido que
el Fenómeno del Niño incide en el régimen de precipitaciones, ocasionan-
do importantes anomalías positivas y negativas de pluviosidad en diferentes
regiones del planeta. La inuencia sobre la hidrología en Colombia ha sido
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estudiada entre otros en Poveda y Mesa (1996), IDEAM (2002). En términos
generales, el análisis de la información histórica establece que en las regiones
Caribe y Andina, se presenta una reducción del 40%, mientras que en las
regiones Amazonía y Pacíca se presenta un aumento de hasta el 60%. Es-
tas anomalías alteran la dinámica de las uctuaciones de los caudales de los
ríos. Al ser el IOS uno de los indicadores más utilizados para cuanticar y
predecir el Fenómeno del Niño, puede pensarse que la trayectoria del caudal
se comporte de manera diferente si este índice se encuentra en determina-
da región. El planteamiento de la variable IOS como variable umbral será
contrastado mediante la prueba de linealidad Tsay (1989,1998).
La prueba de no-linealidad para el caso TAR introducida por Tsay se
basa en mínimos cuadrados recursivos ajustados a los datos reordenados.
Dadas W; d y p; la variable umbral, su rezago y el orden autorregresivo
respectivamente, las observaciones fZ1;   ZTg se reordenan de acuerdo a
Wt d, reteniendo en cada caso los p rezagos anteriores para no perder la
relación dinámica. Bajo el supuesto de linealidad, el modelo es un V AR,






Z 0t 1;    ; Z 0t p
0
:
Sea wt = Wt d para t = d+ 1; : : : ; T , w(i) el i-ésimo menor elemento y t(i)
el índice del tiempo asociado a w(i): Al reordenar los datos de acuerdo a wt
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se obtiene
Zt(i) = AYt(i) + "t(i); i = 1; : : : ; (T   d)
Este nuevo orden se utiliza para hallar los residuos predictivos estandariza-
dos mediante un procedimiento recursivo en el que en la iteración m se cal-
culan bAm;bm+1;bm+1 donde bAm es el estimador de A hallado por mínimos
cuadrados utilizando las primerasm observaciones,bm+1 es el residuo predic-
tivo, bm+1 = Zt(m+1)  bAmYt(m+1) y bm+1 el residuo predictivo estandarizado,







base de la prueba radica en el hecho de que bajo el supuesto de linealidad
los residuos predictivos no están correlacionados con los regresores y de lo
contrario sí. Por lo tanto, el siguiente paso consiste en ajustar una regresión
a bj = BYt(j)+j. Se rechazará la hipótesis nula de linealidad si la regresión
es signicativa.
4.3.1. Resultados de la prueba de linealidad
Puesto que los modelos lineales identicados son de la forma
 
1  1B   2B2






la prueba de Tsay se aplicará al vector zt;
zt =
(1 B12)
(1  B12) log ct;
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que se calcula mediante un algoritmo recursivo. La prueba se aplicó con
variable umbral IOS y para los retardos d = 1; 2; ::; 6: Los resultados de
la prueba se presentan en la siguiente tabla. Los valores corresponden al
estadístico de prueba y entre paréntesis se dan los p-valores asociados. Se
concluye que sí hay evidencia de no-linealidad a nivel univariado con variable
umbral IOS .




































































Las nubes de puntos de zt versus zt 1 para t = 2; ::T , junto con los modelos
estimados por regímenes pueden verse en la gura 4.6.
4.4. Análisis Multivariado
En esta sección se estimará un modelo factorial dinámico threshold con
dos regímenes y variable umbral IOS.
Zt = ft + ut (4.1)
ft+1 =
8>><>>:
(1)ft +1at+1 si wt d < 
(2)ft +2at+1 si wt d  
donde Zt = (z1t; z2t;    ; z5t)0; zit = (1 B12) 1(1 B12) log cit; i = 1; : : : ; 5; cit
caudal del i ésimo río en le instante t; wt = IOSt; t = 1; : : : ; 328. Se asume
que E(utu0t) = ; diagonal y positiva-denida, E(ata
0
t) = Ir; y para
j = 1; 2; j diagonal y nosingular.
4.4.1. Identicación número de factores
Primero ha de especicarse la dimensión de f . Para esto se analizarán
los valores y vectores propios de las matrices de autocovarianza rezagadas




t para diferentes val-
ores de h. Los resultados parecen indicar uno o máximo dos valores propios
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Calimads
- 3 - 2 . 5 - 2 - 1 . 5 - 1 - 0 . 5 0 0 . 5 1 1 . 5- 3
- 2 . 5
- 2
- 1 . 5
- 1





d a t a
r e g i m e n 2
r e g i m e n 1
Caucads
- 1 . 5 - 1 - 0 . 5 0 0 . 5 1 1 . 5- 1 . 5
- 1





d a t a
r e g i m e n 1
r e g i m e n 2
Grandeds
- 1 . 5 - 1 - 0 . 5 0 0 . 5 1- 1 . 5
- 1
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r e g i m e n 2
r e g i m e n 1
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- 2 . 5 - 2 - 1 . 5 - 1 - 0 . 5 0 0 . 5 1 1 . 5 2 2 . 5- 2 . 5
- 2
- 1 . 5
- 1
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r e g i m e n 2
r e g i m e n 1




 ̂Z(1)  ̂Z(2)  ̂Z(3)  ̂Z(4)  ̂Z(5)
0.57 0.42 0.35 0.31 0.27
0.09 0.03 0.02 0.01 0.03
0.04 0.02 0.00 0.01 0.00
0.01 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00
Observando los vectores correspondientes a los valores propios para difer-
entes rezagos, se aprecia que el vector asociado al primer valor propio es
bastante estable, el correspondiente al segundo valor propio es menos es-
table y el asociado al tercer valor no es estable. Estos resultados parecen
indicar que hay un factor y posiblemente dos.
Vectores propios asociados
primer valor propio segundo valor propio tercer valor propio
h = 1 (.46,.50,.32,.40,.51)́ (.58,.17,.08,.06,-.80)́ (.60,-.23,-.21,-.65,.31)́
h = 2 (.46,.52,.36,.40,.46)́ (.83,.00,-.19,-.35,-.38)́ (.10,-.30,-.02,-.56,.76)́
h = 3 (.43,.53,.37,.44,.43)́ (.86,-.04,-.14,-.40,-.27)́ (.13,-.02,-.50,.73,-.42)́
h = 4 (.43,.52,.38,.46,.41)́ (.86,.00,-.31,-.30,-.26)́ (.01,.05,.58,-.77,.24)́
h = 5 (.39,.53,.39,.46,.42)́ (.63,.19,.01,-.08,-.74)́ (.60,-.18,-.35,-.46,.51)́
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Se realizaron dos pruebas a los datos para determinar el número de factores.
La primera, cuyos detalles pueden consultarse en Peña y Poncela (2006),
se basa en el hecho de que el número de factores comunes, r, es igual al
número de correlaciones canónicas diferentes de cero entre Zt h y Zt para
cualquier rezago h 6= 0: La prueba se hace secuencialmente sobre el número
de correlaciones iguales a cero. En términos del número de factores, se prueba
H0 : r = j, versus Ha : r > j para j = 0; 1; :::; 4; y se rechaza si el valor
del test estadístico es mayor que un valor crítico. En la siguiente tabla se
muestran los valores del test para h = 2; 3; :::; 6 y la región de rechazo para
un nivel de signicancia  = 0;05: Los resultados de la prueba nos llevan a
concluir que hay dos factores.
Resultados de la prueba de Peña & Poncela
h = 2 h = 3 h = 4 h = 5 h = 6 región de rechazo
r = 0 133.96 85.98 79.81 75.32 71.89 (37.65, 1)
r = 1 47.71 18.80 17.95 19.12 19.04 (26.30, 1)
r = 2 15.64 6.67 6.59 8.05 6.89 (16.90, 1)
r = 3 6.60 1.39 0.70 1.74 3.33 (9.49, 1)
r = 4 2.88 0.16 0.00 0.10 0.06 (3.84, 1)
La segunda prueba, propuesta por Hu & Chou (2004), se basa en una ex-
tensión del modelo de componentes escalares, SCM de Tiao & Tsay (1989).
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La pueba es tambien secuencial sobre el número de correlaciones canónicas
iguales a cero, pero las correlaciones se hallan entre el presente y no pre-
sente (pasado y futuro) de la serie, y, a diferencia de la prueba anterior, se
hallan correlaciones diferentes en cada paso. Utilizando el mismo nivel de
signicancia, los resultados de la prueba indican la presencia de dos factores.
Resultados de la prueba de Hu & Chou
valor del test estadístico región de rechazo
Ha : r = 1 42.32 (31.41, 1)
Ha : r = 2 24.40 (25.00, 1)
Ha : r = 3 12.17 (18.31, 1)
Ha : r = 4 3.68 (11.07, 1)
Con base en los resultados anteriores, se decide estimar un modelo con
dos factores comunes.
4.4.2. Resultados del modelo estimado
En el algoritmo de estimación deben inicializarse los parámetros del mod-
elo.
La matriz de carga inicial proviene de los vectores propios asociados a
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los dos primeros valores propios de  ̂Z(1);
̂inic =
2664 0;46 0;50 0;32 0;40 0;51





















= Cov (ft;Zt) (V arZt)
 1 Zt
= ̂0inic( ̂Z)
 1Zt; t = 1; :::; T:
Fijos d y , los valores iniciales para (i) y i se obtienen por mínimos
cuadrados en cada régimen, basados en los valores f̂t; t = 1; :::; T: En cuanto
al rezago de la variable umbral, puesto que el Fenómeno del Niño tiene
una duración promedio de doce meses, recorrerá el conjunto de valores
f1; 2:::; 12g. El conjunto de los valores umbral   se forma a partir de los val-
ores diferentes obsevados de la variable IOS durante el período analizado.
Este conjunto contiene inicialmente 81 elementos, y se reduce a 50 al elimi-
nar los perecentiles menores que 10 y mayores que 90, quedando conformado
por el conjuntof-2.6, -2.5, ... , 2.3g : De acuerdo a esto, el procedimiento de
estimación debe ejecutar 60 veces el algoritmo EM.
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El resultado para la matriz de carga del modelo factorial dinámico thresh-
old es
̂ =
2664 0;29 0;54 0;34 0;47 0;52
0;94  0;05  0;06  0;23  0;22
3775
0
La estimación de la matriz de varianzas de los términos especícos es ̂u =
























3775 si IOSt 1   2;3
donde cov(a(1)t ) = diag(;30; ;08); cov(a
(2)













): Puesto que los episodios del Fenómeno del
Niño se presentan acompañados de valores negativos del Indice de Oscilación
al Sur, el regímen uno puede asociarse a una de las fases del fenómeno.
Para analizar la pertinencia de un modelo factorial dinámico threshold
se estima un modelo factorial dinámico lineal.
Zt = ft + ut;
ft = ft 1 + at
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El estimador de la matriz de carga para este modelo resulta ser
̂ =
2664 0;86 0;37 0;20 0;16 0;21
















donde cov(at) = diag(;27; ;03) para at = (a1t; a2t):
Denotando por f̂L y f̂NL al factor estimado del modelo factorial lineal y
threshod respectivamente, y por ̂L y ̂NL a las matrices de carga estimadas
de los correspondientes modelos,
TX
t=1
Zt   ̂NL f̂NLt 2  TX
t=1




f̂NLt   ̂NL f̂NLt 12  TX
t=1
f̂Lt   ̂L f̂Lt 12. Es decir el ajuste del mod-
elo de la serie de caudales de rios con factores no lineales es mejor que
el ajuste con factores lineales, pero el modelo autoregresivo de los factores




Zt   ̂NL f̂NLt 2 + TX
t=1
f̂NLt   ̂NL f̂NLt 12
TX
t=1
Zt   ̂L f̂Lt 2 + TX
t=1
f̂Lt   ̂L f̂Lt 12
 1:
Podemos concluir por tanto que hay una ganancia relativa del modelo fac-
torial threshold.
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En esta aplicación se ha probado la presencia de no-linealidad del tipo
threshold para cinco caudales de la región andina de Colombia. Se ha es-
timado un modelo multivariado factorial dinámico que tiene en cuenta la
no-linealidad. Concluimos la aplicación señalando la importancia que parece
tener el fenómeno del Niño en el comportamiento de los caudales de los ríos
en la región andina de Colombia. La recurrencia y la no-periodicidad de este
Fenómeno incide en la no-linelaidad de los caudales.
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