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Abstract-This paper proposes an efficient method to estimate the point spread function (PSF) of a blurred image using image gradients spatial correlation. A patch-based image degradation model is proposed for estimating the sample covariance matrix of the gradient domain natural image. Based on the fact that the gradients of clean natural images are approximately uncorrelated to each other, we estimated the autocorrelation function of the PSF from the covariance matrix of gradient domain blurred image using the proposed patch-based image degradation model. The PSF is computed using a phase retrieval technique to remove the ambiguity introduced by the absence of the phase. Experimental results show that the proposed method significantly reduces the computational burden in PSF estimation, compared with existing methods, while giving comparable blurring kernel.
Index Terms-Deblur, phase retrieval (PR), point spread function (PSF) estimation.
I. INTRODUCTION
The problem of blur kernel estimation, and more generally blind deconvolution, is a long-standing problem in computer vision and image processing. Recovering the point spread function (PSF) from a single blurred image is an inherently ill-posed problem due to the loss of information during blurring. The observed blurred image provides only a partial constraint on the solution as there are many combinations of PSFs and "sharp" images that can be convolved to match the observed blurred image. There are numerous papers on this subject in the signal and image processing literature. We refer the reader to a survey paper [1] for the earlier works. Recently, state-of-the-art PSF estimation algorithms have been proposed based on natural image statistics [2] , [3] using a variational Bayesian method [2] or an advance optimization technique [4] . In [5] , Levin et al. provide a good summary for these methods. In this paper, we propose a new simple and efficient method to extract a blur kernel using a gradient domain correlation technique. It has been proven in various fields of image processing that the gradients of the natural images are approximately independent to each other [2] . Many existing techniques for blind deconvolution take advantage of this property to simplify the inference [2] , [4] . In particular, when the problem is formulated into the Bayesian framework, this assumption usually substantially simplifies the prior term [2] . These sophisticated algorithms [2] , [4] give good deblurred results. However, they are usually very slow since most of them involve a complex alternating optimization process, which is very time consuming. In this paper, we have observed that the correlation property of the image gradients is changed after the clean image is convolved with a blurred kernel. Intuitively, pixels of the blurred image are more correlated in the direction of the blurring trajectory of the PSF than other directions. Thus, the information of a convolution kernel is contained in the covariance matrix of the blurred image patches, which represents the correlation property of the image neighborhood. The theoretical relationship between the covariance matrices of a clean image and a blurred image is derived using a patch-based image degradation model. For a given blurred image, we first estimate its covariance matrix using the sample covariance matrix of small image patches. Then, we convert the sample covariance matrix into an autocorrelation matrix, which is proved to be the approximation of an autocorrelation function of the true kernel. Finally, the PSF is estimated from the autocorrelation function using a phase retrieval (PR) technique [6] , [7] , which imposes compact support constraint and positivity constraint to the unknown kernel to resolve the phase ambiguity. We test the performance of the proposed PSF estimation method with real blurred images. Experimental results show that the proposed algorithm produces promising results without involving computationally intensive optimization. The overall estimation only takes a few seconds. The rest of this paper is organized as follows: Section II describes the details of the proposed gradient-correlation-based algorithm. The experimental results are given in Section III. We conclude this paper in Section IV.
II. PROPOSED METHOD
Here, a patch-based image degradation model is proposed for image convolving. The relationships between original image patches and blurred image patches are built based on the linear convolution operator. We further show that the covariance matrix of small patches in gradient domain clean natural image is approximately a diagonal matrix, which means that the gradients of a clean image are approximately uncorrelated to each other. Then, we derive a new blur-kernel-finding algorithm based on this prior using the patch-based model.
A. Patch Based Image Degradation Model
Let vectors x and y represent image patches in the original and blurred images in a column stacking order, respectively. In addition, let n be the additive independent and identically distributed (i.i.d.)
Gaussian noise, i.e., n N(0; 
Each submatrix in A(k) is given by
where k i is the ith column in the 2-D convolution kernel k.
B. Bayesian Framework and Marginalization
The two unknown variables, i.e., k and x, make the blind deconvolution problem very challenging [2] , [9] . Here, a Bayesian framework is proposed for this problem based on the patch-based image degradation model previously defined. The direct estimation based on MAP usually fails because it favors the delta kernel [2] , [5] . In this paper,
we marginalize the unknown clear image x in the model and derive the likelihood function between k and y. Then, convolution kernel k is directly estimated from multiple observations fy i g (blurry image patches) according to the maximum likelihood principle.
The posterior distribution of k and x can be expressed as
where we assume that k and x are independent, i.e., p(k; x) = p(k)p(x), and k is uniformly distributed, i.e., p(k) = 1.
Instead of estimating k and x simultaneously, which is shown very hard [2] , [5] , we choose to inference k only. This is equivalent to marginalize latent image x in the model as p(kjy) = p(k; xjy)dx / p(yjk; x)p(x)dx:
We assume that the noise is Gaussian distributed; based on the patchbased image degradation model proposed in the previous section, the likelihood term is given by
where L is the precision matrix of the noise. As many previous works [2] , [3] , [5] , we use natural image gradients as the image prior. For the sake of simplicity, we assume that the image gradients are Gaussian distributed as follows:
p(Gx) = N(Gxj0;3 3 3 01 ): (9) In the image domain, this prior can be expressed as p(x) = N xj0; (G T 3 3 3G) 01 (10) where G is the gradient operator and 3 3 3 is the precision matrix of image gradients.
Then, the Bayesian model can be written as
For the sake of convenience, we set p(x; y) = p(x; yjk) and A = A(k). Then, the joint distribution of x and y is given by 
where the precision matrix is given by 
and the covariance matrix is given by 6 6 6 = 6 6 6 xx 6 6 6 xy 6 6 6 yx 6 6 6 yy
Because of the relationship of the precision and covariance matrices 
As shown, p(x; yjk) is a joint Gaussian distribution. The marginalization over x is defined as p(yjk) = p(x; yjk)dx: (17) The marginalization of multidimensional Gaussian variable is a common problem in statistics and machine learning [11] . We give the conclusion directly, and the details are provided in the Appendix.
According to the conclusion derived in the Appendix, i.e., (51) and (52), conditional probability p(yjk) is given by p(yjk) = N (yj y ; 6 6 6 y)
where 6 6 6 y = 6 6 6 yy :
As can be identified in (14)
6 6 6 yy = L 01 + A(k)(G T 3 3 3G) 01 A(k) T and since 6 6 6 y = 6 6 6 yy, we have 6 6 6 y = L 01 + A(k)(G T 3 3 3G) 01 A(k) T
where we have replaced A with A(k).
C. Patch-Based Gradient Domain Correlation
Equation (19) shows that blur kernel k is contained in the covariance matrix of blurred image 6 6 6 y . Given fy i g as samples of y, which is Gaussian distributed, the maximum likelihood estimation of 6 6 6 y is defined as6
where fyi g represent the m2m image patches in the degraded image, = E(y) represents the sample mean, and M is the number of image patches. Since the size of these image patches is much smaller than the size of the image, we can usually get enough image patches to compute a faithful covariance matrix. We then transform (19) to get the covariance matrix of gradient domain blurred image patches. According to the commutativity property of convolution operator [12] , (19) can be rewritten as 
The gradients of the clear natural image are assumed to be independent, which indicates that the covariance of image gradients 
based on previous discussion.
A simple way of estimating convolution kernel k from the given covariance matrix is the covariance matching technique [13] . However, it cannot handle large kernels that commonly appear in a motion blur or a camera shake since the optimization is very difficult. As previously shown, unknown convolution kernel k is contained in sample covariance Ryy; we now develop a simple and efficient method to extract the kernel.
D. Convert Covariance Matrix Into an Autocorrelation Function
For the sake of simplicity, we represent A(k) as A in the rest of this paper. Let
and
We choose G to be a very compact gradient operator, whose convolution kernel is g, i.e., 
Thus, GG T is approximately a diagonal matrix, which is verified by its autocorrelation function in Fig. 1 ; see the experimental section for details. According to (26), we have
For the clean natural image, 2 x is usually much larger than 2 n ; therefore, R A weighs much more than R G in R yy . Since both A and G are convolution operators, it is easy to show that RA and RG are both symmetric Toeplitz matrices (4). We now focus on R A first, and then, a similar conclusion can be derived for R G . Let R A (ji 0 j j) be the 
where A is defined in (4) and A(i; :) and A T (:; j) represent the elements in the ith row and j th column of A, respectively. Since A is a block Toeplitz matrix, the elements in the ith row of A can be expressed as
according to (3) Thus, S is an estimation of the autocorrelation matrix of n 2 n blur kernel k.
E. PR
It is well known that the Fourier transform of S is the power spectrum of convolution kernel k. However, the phase information of the convolution kernel is lost since we only know its autocorrelation properties. The PR technique [6] , [7] that recovers the phase given just the magnitude of a signal's Fourier transform is adopted here in order to derive the phase of the convolution kernel. We apply three constraints, i.e., module, compact support, and positivity constraints, to the convolution kernel in the PR algorithm. The algorithm iterates back and forth among three sets to get the kernel. 
We can reconstruct k, or equivalently retrieve phase , given jKj and the three constraints on k. Let T 1 , T 2 , and T 3 be the temporary variables, and the algorithm can be expressed as follows. The experimental results show that this simple PR algorithm gives promising results, as demonstrated as follows.
III. EXPERIMENTAL RESULTS
Here, we use the database from [5] , which is composed of four natural images blurred by eight different convolution kernels caused by a camera shake for evaluation. The image size is 255 2 255, and the kernels' support varies from 10 to 25 pixels. First, we compute the gradient of the input blurred image using the gradient operator in (29), and then, its sample covariance matrix is calculated according to (23).
Second, the autocorrelation matrix of blur kernel S is estimated from (37) and (39). Finally, the true kernel is derived using the PR technique described in Section II.
In the first step, the covariance matrices of image patches are demonstrated in Fig. 1 . We show both image and gradient domain covariance matrices of the clean and blurred images. As shown, all of these matrices are approximately block Teoplitz matrices, which verifies our theoretical analysis in Section II. Furthermore, the gradient domain covariance matrix is much sparser than the image domain covariance matrix. The covariance matrix of the gradient domain clean image is approximately diagonal, and it is more correlated in the blurry image. We will explore this correlation property to get the blurring kernel in the following steps.
In the second step, we convert covariance matrices derived from the first step into autocorrelation functions according to (37). For comparison, we demonstrate both image and gradient domain results. As shown in Fig. 2(a) and (b) , it is hard to identify the convolution kernel Fig. 2(c) also verifies the assumption that the gradients of the clean image are uncorrelated to each other (9) . Clearly, gradient domain statistics provides much more useful information than image domain statistics for blurring kernel identification.
In the third step, the blurring kernel is estimated from the autocorrelation function demonstrated in Fig. 2(d) through the PR algorithm proposed in Section II. It should be noted that the original result might be a mirrored or shifted version of the true kernel since all of them have the same autocorrelation function (see Fig. 3 ). However, it is easy to validate and correct since wrong kernels give very different deblurred result [5] . The final estimation results are demonstrated in Fig. 4 for comparison.
Finally, We compare the deblurred results of the proposed method with the classical Richardson-Lucy (RL) [14] , [15] blind deconvolution method and the state-of-the-art method in [2] .
As displayed in Fig. 5 , RL gives poor results for natural images, whereas the proposed method provides better results in terms of MSE than the others. Since MSE is not an efficient metric for measuring perceptual fidelity, we also use SSIM index [16] for a higher perceptual relevance. As shown, the proposed method gives slightly worse SSIM than [2] , but it is much better than RL. The method in [2] is based on variational Bayesian inference and multiscale estimation techniques, which are very time consuming. It takes more than 20 min to get a kernel on a 2.8-GHz central processing unit. On the other hand, our method only takes less than 10 s. The run times of different methods on 255 2 255 images blurred by varying kernels are demonstrated in Fig. 6 .
The deblurred results of four images blurred by eight kernels are evaluated in Fig. 7(a) and (b) in both MSE and SSIM. We average the MSE and SSIM results of eight different kernels for each image. As shown, overall, the leading method in [2] gives the best results. Our method provides comparable results with much less computational burden, which is the major advantage of the proposed technique.
IV. CONCLUSION
In this paper, an efficient PSF estimation algorithm has been proposed based on natural image gradient domain correlation properties. The experimental results show that the proposed method produces promising PSF estimation results, compared with an existing method. The PSF estimated by the proposed method gives comparable deblurred results and also provides a good initialization for the more sophisticated PSF estimation methods such as in [2] and [4] . Moreover, the presented autocorrelation matrix provides an efficient way to extract and represent blurring information in the image, which is useful for image retrieval or image quality evaluation [17] , [18] . These will be our future research topics. 
and the covariance matrix is given by 6 6 6 = 6 6 6 xx 6 6 6 xy 6 6 6 yx 6 6 6 yy :
The precision matrix is defined as 
We can see that terms related to x show a standard quadratic form; we then complete the square for x and get 
As shown, x is Gaussian distributed, and integration over terms involving x gives constant; then, we have ln p(y) = 0 1 2 (y 0 y ) T 
