A complete theory of linearly ordered structures T satisfies condition (LB), called linear binarity, if every complete type of an increasing sequence of elements of a model of T is uniquely determined by all the 2-types of pairs of consecutive elements; (LB) is shared by all complete theories of coloured orders as shown by Rubin in [5] . We introduce a strong form of linear binarity (SLB) and a weak form, called linear finiteness (LF). We prove that convex, parametrically definable subsets of models of theories satisfying (LF) are Boolean combinations of intervals and classes of definable convex equivalence relations; if we allow also unary definable sets in these combinations and assume (SLB), then we get description of all definable sets. Remarkably, we prove that (SLB), up to inter-definability, characterizes theories of coloured orders expanded by arbitrary convex equivalence relations.
In 1973 in his Master's thesis and the derived paper [5] Matatyahu Rubin developed powerful techniques for analysing first-order properties of infinite coloured orders (linear orders with added unary predicates) and obtained several remarkable results. The finest of these techniques were developed in the context of a countable, complete theory of coloured orders T whose space of 1types S 1 (T ) is at most countable, in which he proved not just that |S n (T )| ℵ 0 holds for all n, but closely related topological complexities of these spaces measured by the Cantor-Bendixson rank: CB(S 1 (T )) < ν implies CB(S n (T )) (ν 4 · 4 + 20) n−1 for all n 2 and countable ordinals ν; there is no doubt that this is the deepest of his results. However, the most attractive of them is: the number of countable models of a countable, complete theory of coloured orders T is either continuum or finite (even equal to 1 if the language is finite). Rubin's proof was modified only in 2015 by Richard Rast in [3] , where he improved this result by classifying the isomorphism relation for countable models of T up to Borel bi-reducibility. Only recently the first two authors in [1] generalized Rubin's theorem to a substantially wider context of binary, stationary ordered theories.
The original motivation for our work was finding a geometric, rather than topological, insight into coloured orders, i.e. describing parametrically definable sets in them. The description found here is: they are Boolean combinations of unary definable sets, intervals and classes of definable convex equivalence relations; we also find an adequate quantifier elimination result. Moreover, we show that the same description applies for the case of ccel-orders, i.e. coloured orders with arbitrary convex equivalence relations added. From one point of view coloured orders and even ccel-orders are as complicated as pure linear orders are: for a given such structure in a finite language there
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The third author was supported by the Ministry of Education, Science and Technological Development of Serbia grant no. TR36012. is a canonical way of producing a pure linear order in which the original structure is interpretable. The conclusion is that classes pure linear orders ⊂ coloured orders ⊂ ccel-orders contain almost equally complex structures, measured by the complexity of definable sets in them; here, we used the word "almost" because of infinite languages. Having on mind the above description of definable sets, we may say that ccel-orders form the largest class, up to inter-definability (definitional equivalence) of structures, consisting of simplest linearly ordered structures; we will support this additionally by proving in Theorem 5.7 that any sufficiently saturated linearly ordered structure satisfying the strong linear binarity condition is definitionally equivalent to a ccel-order.
Let T be a complete theory of linearly ordered structures. In this paper we investigate syntaxfree conditions, expressed by properties of types or automorphisms of saturated models of T , that indicate that models of T are not much more, if at all, complex than pure linear orders. Two of these conditions, denoted by (RB) and (LB), appear in a topological form in Rubin's work. We introduce two more conditions, (SLB) and (LF), so that (RB)⇒(SLB)⇒(LB)⇒(LF) holds. We show that, up to definitional equivalence, (RB) and (SLB) characterize coloured orders and ccel-orders respectively.
We give a precise description of convex, parametrically definable sets in theories satisfying (LF) and not-so-precise description of all parametrically definable sets in theories satisfying (LB). Our work continues that of Bruno Poizat who extracted condition (RB) in his 1985 book [2] and that of Pierre Simon who extracted condition (LB) in [6] and [7] and proved a quantifier elimination result for theories of coloured orders.
The paper is organized as follows: Section 1 contains preliminaries and in Section 2 we introduce the four conditions. In Section 3 we study convex sets definable in (LF) theories and prove that they are Boolean combinations of intervals and classes of definable convex equivalence relations. In Section 4 we introduce almost convex equivalence relations as finite-index refinements of convex equivalence relations, and show that every parametrically definable set in a theory satisfying (LB) is a Boolean combination of unary definable sets, intervals and classes of almost convex equivalence relations. The main result of Section 5 is the characterization of ccel-orders by (SLB).
Preliminaries
Throughout the paper L is a first-order language containing a binary relation symbol < and T is a complete L-theory having infinite models in which < defines a linear order (denoted by the same symbol). By (U, <, ...) we denote a large sufficiently saturated and homogeneous L-structure. By a, b, ... we will denote its elements, byā,b, ... tuples of elements and by A, B, A ′ , ... its small subsets, while letters C, D, ... are reserved for subsets which are not necessarily small, e.g. for definable sets. S n (T ) denotes the space of all complete types in n variablesx with basic clopen sets of the form
For C a subset of the domain of an L-structure, by φ(C n ) we will denote the solution set of φ(x) in C n . By definable subsets (relations,...) of an L-structure we will mean L-definable ones; similarly for type-definable subsets, i.e. subsets defined by an infinite set (conjunction) of formulae. A-definable sets are those having definition with parameters from A. Let φ(x;ȳ) be a formula in which variablesȳ are reserved for parameters, |x| = n and |ȳ| = m. By a φ-type over parameters A we will mean a consistent set of formulae {φ(x,ā) ǫ(ā) |ā ∈ A m } where ǫ ∈ 2 A m , φ 0 := ¬φ and φ 1 := φ. For a tuplec ∈ U n , we write tp φ (c/A) for the φ-type ofc over A:
Two first order structures (in possibly distinct languages) are definitionally equivalent (or interdefinable) if they have the same domain and the same definable sets.
For subsets C, D of a structure linearly ordered by <, we write C < D if c < d holds for all c ∈ C and d ∈ D; similarly for C D and c < D. C is an initial part if c ∈ C and d < c imply d ∈ C; (a, ∞) denotes the interval {x | a < x}; d is an upper bound of C if C < d holds. By sup(C) < sup(D) we mean that the set of upper bounds of D is strictly contained in the set of upper bounds of C; similarly for sup(C) sup(D), a < sup D, ... If C, D are definable sets, then these relations are definable, and we will use the same notation for the defining formulae. A convex equivalence relation on a linearly ordered set is one whose classes are <-convex subsets.
1.1. Interval types. A formula in one free variable is convex (initial, final) if it defines a convex (initial, final) subset of U. By an interval type over A we mean a maximal partial 1-type Π(x) consisting of convex L(A)-formulae. This means that for every convex L(A)-formula φ(x) we have that either φ(x) ∈ Π(x) or φ(x) is inconsistent with Π(x). Some authors, notably Rosenstein in [4] , define interval types as maximal partial 1-types consisting of initial and final formulae. The two definitions are not ambiguous, since it is easily seen that every interval type in Rosenstein sense uniquely extends to an interval type in the sense of the definition given here. The set of all interval types over A is denoted by IT (A). It is endowed with compact, Hausdorff topology in the usual way. Clearly, the locus of an interval type is a convex set, and distinct interval types over A have disjoint loci, so that IT (A) is naturally linearly ordered by <.
The interval type of a over A, denoted by itp(a/A), consists of all convex L(A)-formulae satisfied by a. It is easily seen that the locus of itp(a/A) is the convex hull of the locus of tp(a/A).
For A ⊆ B and Π ∈ IT (A) we will write Π ⊢ i Π | B if there is a unique interval type over B extending Π (denoted by Π | B). We will say that an initial part D cuts (the locus of) an interval type Π if there exist a, b |= Π such that a ∈ D < b. Note that if Π ∈ IT (A), then such an a and b can be chosen having the same type over A, because Π(U) is the convex hull of the locus of tp(a/A). Proof. (a) Easy.
(b) Let S ⊆ IT (A) be the set of interval types over A consistent with D. The set S is linearly ordered by <, so write it as S = {Π i | i ∈ I} where (I, ⊳) is a linear order such that for i ⊳ j we have Π i < Π j . By compactness for i ⊳ j there exists a formula φ ij (x) ∈ Π i such that φ ij (U) < Π j . Toward contradiction, assume that S (equivalently, I) does not have maximum. Then the set {φ ij (U) < x | i ⊳ j} is finitely satisfied in D so, by compactness and saturation, there is an element a ∈ D greater than any φ ij (U). The interval type itp(a/A) is some Π i 0 ∈ S, but there exists Π j ∈ S greater than Π i 0 since S doesn't have maximum. We see that a does not satisfy φ i 0 ,j (U) < x, which yields a contradiction.
(c) Let D be a parametrically definable initial part not cutting any interval type from IT (A). By (b), choose the maximal interval type over A which is consistent with D; call it Π. Since D is an initial part consistent with Π and does not cut Π, we have Π(x) ⊢ x ∈ D. By compactness we find φ ∈ Π with φ(x) ⊢ x ∈ D. We claim that D is defined by the L A -formula ∃y (φ(y) ∧ x y). The solution set of this formula is clearly contained in D because D is initial and φ(x) ⊢ x ∈ D.
On the other hand, if it is not equal to D we could find an a such that φ(U) < a ∈ D and then Π < itp(a/A) would contradict the maximality of Π.
Binarity and binarity-like conditions
Bruno Poizat in his book [2] extracted the following definition from Rubin's work: Given a sequence (φ 1 (x), ..., φ n (x)) of formulae in one free variable x and two elements a < b, we will say that this sequence of formulae is realized between a and b if there are elements c 1 , c 2 , ..., c n with c i satisfying φ i (x) for i n and such that a < c 1 < ... < c n < b. Poizat's Theorem 12.32, which he calls Rubin's Theorem, is a restatement of Rubin's Corollary 3.9 and states that theories of coloured orders have the following property:
(RB) Two increasing n-tuples a 1 < ... < a n and b 1 < ... < b n of elements of models of T have the same type if and only if they satisfy the following conditions:
• tp(a i ) = tp(b i ) for every i n;
• For every i n the same finite sequences of formulae are realized between a i and a i+1 as between b i and b i+1 .
Clearly, here it suffices to verify that some ω-saturated model of T (i.e. its tuples) satisfies the above condition. We choose (RB) as an abbreviation for Rubin's binarity condition; to justify the word binarity here, first recall that a first order theory T is binary if every formula is equivalent modulo T to a Boolean combination of formulae in at most two free variables; equivalently: every complete n-type is determined by the union of its complete 2-subtypes. It is easy to see that any complete theory of an ω-saturated linearly ordered structure satisfying condition (RB) is binary. In particular, Rubin's Theorem implies that any complete theory of coloured orders is binary. We will prove a little bit more: that (RB) is the key property of theories of coloured orders, i.e. that it characterizes, up to definitional equivalence, coloured orders among saturated linearly ordered structures. Proof. The right-to left direction is Rubin's theorem. To prove the other direction, suppose that a (U, <, ...) satisfies (RB); then its complete theory is binary. Let L u be the language consisting of < and (new) symbols for each unary L-definable subset. Interpret the new symbols naturally to obtain an L ∪ L u -expansion; it is a saturated, definitional expansion of the original structure. Therefore, in order to show that its L-reduct and its L u -reduct are definitionally equivalent and having on mind the binarity, it suffices to show that every binary L-formula is equivalent (modulo the theory T * of the expansion) to an L u -formula. Denote by F the set of all finite sequences of unary L-formulae and for each finite sequence φ = (φ 1 (x), ..., φ n (x)) ∈ F define: y) is an L-formula describing that the sequence φ is realized between x and y; note that it is T * -equivalent to an L u -formula.
Let ψ(x, y) be a consistent L-formula implying x < y. For each L-type r(x, y) ∈ S 2 (T ) containing ψ(x, y) choose a formula σ r (x, y) ∈ r implying ψ(x, y) in the following way: Let (a, b) realize r. By applying condition (RB) to r(x, y) we have:
By compactness, there are formulae χ 1 (x) ∈ tp x (a) and χ 2 (y) ∈ tp y (b), and a finite subset F 0 ⊆ F such that:
Let σ r (x, y) ∈ r be the formula on the left hand side of the implication. Now, we have a cover {[σ r ] | r ∈ [ψ] ⊆ S 2 (T )} of the closed subset [ψ] of S 2 (T ). By compactness, there is a finite subcover. Clearly, the disjunction of all the formulae σ r from the subcover is T * equivalent to ψ(x, y). Since each σ r (x, y) is T * -equivalent to an L u -formula, so is ψ(x, y). Hence, any consistent L-formula ψ(x, y) implying x < y is T * -equivalent to an L u -formula.
An arbitrary consistent binary L-formula ψ(x, y) is equivalent to (ψ(x, y) ∧ x < y) ∨ ψ(x, x) ∨ (ψ(x, y) ∧ y < x). The first and the third disjunct are T * -equivalent to an L u -formula by the previous considerations, and the second disjunct is a unary L-formula, hence L u contains a name for its solution set. This completes the proof of the theorem.
Before continuing, notice the following naturally imposed question: Question 2.2. Is there a syntax-free condition characterizing pure linear orders up to definitional equivalence?
The next binarity condition, called linear binarity, was stated in a topological form for theories of coloured orders in Rubin's Lemma 7.9 in [5] ; it was re-formulated by Pierre Simon in [6] and [7] .
(LB) For all increasing sequences a 1 < a 2 < ... < a n of elements of a model of T :
..,xn (a 1 , ..., a n ).
Lemma 2.3. Each of the following conditions is equivalent to (LB):
(1) Every type p(x 1 , ..., x n ) ∈ S n (T ) that implies x 1 < ... < x n is the unique completion of the
consists of all the formulae from p having no free variables other than x i and x i+1 .
(2) Every formula in free variables x 1 , . . . , x n that implies x 1 < . . . < x n is T -equivalent to a Boolean combination of formulae of the form ψ(x i , x i+1 ) (1 i < n). Proof. (1) is a restatement of (LB) and (1)⇔(2) is a straightforward application of compactness.
fixes a and that g is defined as in (3). Then we have:
where the first equality follows by (1) because corresponding consecutive pairs of elements of (b 1 , . . . , b m , a, c 1 , . . . , c n ) and (f (b 1 ), . . . , f (b m ), a, c 1 , . . . , c n ) have the same type, while the second holds by definition of g. This is enough to conclude that g is an automorphism.
(3)⇒(LB) We may work in a saturated model, and we use induction on n. For n = 1 there is nothing to be proved. Let a 0 < a 1 < . . . < a n and a ′ 0 < a ′ 1 < . . . < a ′ n be two tuples with tp(a i , a i+1 ) = tp(a ′ i , a ′ i+1 ) for 0 i < n. By the induction hypothesis we have tp(a 1 , . . . , a n ) = tp(a ′ 1 , . . . , a ′ n ), and we may find an automorphism h mapping (a ′ 1 , . . . , a ′ n ) to (a 1 , . . . , a n ). Set a ′′ 0 = h(a ′ 0 ). It is enough to show that tp(a 0 , a 1 , . . . , a n ) = tp(a ′′ 0 , a 1 , . . . , a n ). Since tp(a 0 , a 1 ) = tp(a ′′ 0 , a 1 ), there is an automorphism f fixing a 1 and mapping a ′′ 0 to a 0 . By (3), f can be redefined as identity on [a 1 , ∞), so we directly have that f maps (a ′′ 0 , a 1 , . . . , a n ) to (a 0 , a 1 , . . . , a n ), which finishes the proof.
Condition (3) of the previous lemma motivates considering the following, stronger condition, which we will call strong linear binarity.
(SLB) For every model M |= T , initial part C ⊂ M and automorphism f ∈ Aut(M ) fixing C setwise, the mapping defined by: g(x) = f (x) for x ∈ C and g(x) = x for x / ∈ C, is an automorphism of M . Remark 2.4. (a) Clearly, by Lemma 2.3, (LB) is a special case of (SLB) when we set C = (−∞, a].
(b) In the definition of (SLB) one can take C to be any convex set, not just an initial part. Namely, if C is a convex set fixed setwise by f , we can consider the initial part C ′ = {x | x < C} which is also fixed setwise by f . First by (SLB) we can define h such that h = f −1 on C ′ and is identity elsewhere, and then by (SLB) we can define g such that g = f • h on the initial part C ′ ∪ C and is identity elsewhere. Then g and f agree on C and g is the identity elsewhere.
Remark 2.5. In (SLB) we may, equivalently, replace "every model" by: some ω 1 -saturated, strongly ω 1 -homogeneous model. Indeed, suppose that an initial part I of M , f ∈ Aut(M ),b ∈ I and a ∈ M I witness the failure of (SLB): f (I) = I and tp(b,ā) = tp(f (b),ā); we may also assume that max(b) < max(f (b)). Recursively define:b 0 =b andb n+1 = f (b n ). Then a copy of (ā,b 0 ,b 1 , . . .) can be found in each ω 1 -saturated model M of T ; denote it by (ā ′ ,b ′ 0 , . . .). If the model is in addition strongly ω 1 -homogeneous, then one of its automorphisms, say g,
Main examples of linearly ordered structures satisfying (SLB) are coloured order expanded by convex equivalence relations, or simply ccel-orders. Lemma 2.6. Every ccel-order satisfies (SLB).
Proof. Suppose that (M, <, P i , E j ) i∈I,j∈J is a ccel-order and that f ∈ Aut(M ) fixes a convex set C ⊆ U. To prove that the mapping g, defined as in (SLB), is an automorphism it suffices to verify that for all tuplesc from C andā from outside of C, the tuplesāc andā f (c) satisfy the same atomic formulae. For formulae x < y this is true because of the fact that f fixes C setwise, and for unary predicates since f is an automorphism. Consider the formula E j (x, y). If we interpret both x and y inc the conclusion follows because f ∈ Aut(M ); for x, y interpreted inā it holds trivially. Hence, we are left with the case when the interpretations are a 0 ∈ā and c 0 ∈c. If (a 0 , c 0 ) ∈ E j holds, then the class [c 0 ] E j is one of end-classes of (C/E j , <) and so is fixed by f ; in particular,
We will also consider a condition weaker (proved in Proposition 2.10) than (LB), called linear finiteness.
(LF) For any model M , initial part I ⊂ M and formula φ(x;ȳ), there are only finitely many φ-types with parameters from I that are realized in M I. Remark 2.7. An equivalent way of stating linear finiteness is: for every formula φ(x;ȳ) there is an integer n φ such that whenever I is an initial part of M , then there are at most n φ φ-types with parameters from I that are satisfied in M I. Moreover, we may restrict only to initial intervals I = (−∞, a) for a ∈ M . When stated in this form (LF) is expressible by a set of sentences, so is a part of T .
Recall the well known connection between numbers of φ-types and φ op -types, where φ op (x;ȳ) := φ(ȳ;x). If there are n φ-types over A that are realized in B, then there are no more than 2 n φ optypes over B realized in A: to see this, choose representativesb 1 , . . . ,b n ∈ B of all φ-types over A that are realized in B and note that the φ op -type ofā ∈ A over B is determined by the sequence of truth values of φ(ā;b i ) (1 i n); there are at most 2 n such sequences. (c) Adding finitely many parameters to the language preserves (LF); in other words, if (LF) holds, then the finiteness of φ-types holds also for formulae with parameters. To sketch this, assume (LF), let φ(x,ȳ;ā) be a formula with parametersā and let I ⊆ M be an initial part of a model M . Writē a =ā ′ā′′ , whereā ′ ∈ I <ā ′′ , and consider φ(x,ȳ;z) as ψ(x,z ′′ ;ȳ,z ′ ) wherez =z ′z′′ . If (b n | n ∈ ω) were a sequence of tuples from M I realizing distinct φ-types over I, then the tuples (b nā ′′ | n ∈ ω)
from M I would realize distinct ψ-types over I; the latter is impossible by (LF). Lemma 2.9. Each of the following conditions is equivalent to (LF):
(1) For all models M , initial parts C ⊂ M and formulae φ(x;ȳ), there are only finitely many φ-types with parameters from C that are realized in M C.
(2) For all models M and initial parts C ⊂ M at most 2 |T | types from
By the induction hypothesis there are 2 |T | possibilities for tp(b/C). Condition (2) implies that there are 2 |T | possibilities for tp(b n+1 /(−∞, b n ]) and hence 2 |T | possibilities for tp(b n+1 /Cb). Therefore, there are 2 |T | possibilities for tp(b b n+1 /C), proving (3).
(3)⇒(LF) Suppose that (LF) fails. Let φ(x;ȳ) be a formula and let C be an initial part of a model M such that infinitely many φ-types over C are realized in M C. By compactness, it is easy to find an elementary extension M ′ and its initial part C ′ containing C such that M ′ C ′ realizes more than 2 |T | φ-types over C ′ ; clearly, M ′ C ′ realizes more than 2 |T | types from S |x| (C ′ ).
Proof. (RB)⇒(SLB) Assume that M is saturated and that C, f and g are as in (SLB). It suffices to prove that any tuple and its g-image have the same type. Take a tupleāb such thatā ∈ C and C <b; its g-image is the tuple f (ā)b. Ifā = a 1 . . . a m andb = b 1 . . . b n , where a 1 < . . . < a m and b 1 < . . . < b n , by (RB) we need only to check that the same finite sequences of formulae are satisfied between a m and b 1 as between f (a m ) and b 1 (because this condition on other intervals trivially holds). Let (φ 1 (x), . . . , φ k (x)) be a sequence of formulae satisfied by c 1 < . . . < c k between a m and b 1 . We may assume that c 1 , . . . , c l ∈ C and C < c l+1 . Then the same sequence is satisfied by
Similarly, all sequences of formulae satisfied between f (a m ) and b 1 are satisfied between a m and b 1 .
The implication (SLB)⇒(LB) has already been explained in the comment after the definition of (SLB), so it remains to prove (LB)⇒(LF). Suppose that (LF) fails. By Lemma 2.9 there is a model M and its initial part C such that M C realizes at least (2 |T | ) + complete 1-types over C. If C is one of intervals (−∞, a) or (−∞, a] for some a ∈ M , then we can find two elements in the interval (a, +∞) that have the same type over a but distinct types over (−∞, a), implying the failure of (LB). Otherwise, there is an elementary extension
Then there are two elements in (b, +∞) that have the same type over b but distinct types over (−∞, b), implying the failure of (LB).
Next examples show that (LF) is strictly weaker, while (SLB) is strictly stronger than (LB). Example 2.11. Consider the structure (Q, <, E n ) consisting of the ordered rationales expanded by an equivalence relation E n having n 2 classes such that each class is dense in Q. The complete theory T n of this structure is easily seen to be ℵ 0 -categorical and to eliminate quantifiers. With these in hand, it is easy to count φ-types and to conclude that T n satisfies (LF). Claim 1. T n satisfies (LB) if and only if n = 2. That T 2 satisfies (LB) follows by elimination of quantifiers, so suppose n 3. Let a < b < c be rational numbers from distinct E n -classes, and let a ′ < b be such that E n (a ′ , c) holds. Then the triples (a, b, c) and (a ′ , b, c) realize distinct 3-types, while their consecutive pairs realize the same types. Hence, condition (LB) is not satisfied.
By a standard back-and-forth construction, an automorphism f of (Q, <, E n ) fixing C setwise and switching two E n -classes can be constructed. Then the mapping defined by g(x) = f (x) for x ∈ C and g(x) = x for x / ∈ C is not an automorphism.
Therefore, T 2 satisfies (LB) and ¬(SLB), while T 3 satisfies (LF) and ¬(LB). 
The theory of the expansion is not binary, although it has property (LF).
Convex sets in (LF)-theories
In this section we give a description of convex, definable sets in theories satisfying (LF). We start by proving a version of monotonicity for theories satisfying (LF). Proof. Suppose, on the contrary, that sup φ(U, a ′ ) < sup φ(U, a) holds for elements a < a ′ realizing the same 1-type overc. Note that then we have sup φ(U, a) = a. We will continue the proof assuming that a < sup φ(U, a) holds; the proof in the other case is similar. Hence we have:
Choose a sequence (a n | n ∈ ω) satisfying tp(a n , a n+1 /c) = tp(a, a ′ /c). Then: a 0 < a 1 < a 2 < . . . < sup φ(U, a 2 ) < sup φ(U, a 1 ) < sup φ(U, a 0 ). Let ψ(x; y) be a formula saying x < sup φ(U, y). For each n ∈ ω choose an element b n ∈ U satisfying sup φ(U, a n+1 ) < b n sup φ(U, a n ). Note that distinct b n 's realize distinct ψ-types over the parameters (a n | n ∈ ω). Hence, infinitely many ψ-types over the parameters I = n∈ω (−∞, a n ) are realized in U I. Contradiction. Proof. First we prove Π ⊢ i Π | AB. Towards contradiction, assume that this is not the case, and by Fact 1.1 chooseb ∈ B and an Ab-definable initial part D(b) cutting Π (we stress only parameters from B). Further let a 0 , a 1 |= Π be such that a 0 ∈ D(b) < a 1 , and without loss assume tp(a 0 /A) = tp(a 1 /A). Choose an automorphism f ∈ Aut(U/A) satisfying f (a 0 ) = a 1 , and further define a n+1 = f (a n ) for all n ∈ ω. Also defineb 0 =b andb n+1 = f (b n ) for all n ∈ ω. Since,b 0 < Π(U) (because B < Π(U)) and f fixes Π(U) set-wise, we have thatb n < Π(U) holds for all n ∈ ω by induction. Similarly, a n ∈ D(b n ) < a n+1 holds for all n ∈ ω. Therefore all a n 's have different φ-types
We proved that Π has the unique interval extension after adding parameters "on the left of Π(U)". In a similar fashion we can prove that Π has the unique extension after naming parameters "on the right of Π(U)", i.e. Π ⊢ i Π | AC. Now the assertion of lemma easily follows in two steps. First,
Our principal goal in this chapter is to give a description of definable convex sets in theories satisfying (LF). For this goal, the description of definable initial parts is crucial. Proof. To see that D cuts itp(b/a), first note that D must cut some interval type from IT (a), because otherwise it would be a-definable by Fact 1.1(c). Obviously it cuts neither an interval type over a consistent with x a, nor one greater than itp(b/a). Also, if Π ∈ IT (a) is consistent with a < x and Π(U) < itp(b/a), then by Lemma 3.2 we have Π ⊢ i Π | ab, hence Π cannot be cut by D by Fact 1.1(a). The only possibility is that D cuts itp(b/a). The other part is proved similarly. Proof. Let D be an initial part definable with parameters c m < . . . < c 0 ∈ D < d 0 < . . . < d n . First, we show that D is in fact c 0 d 0 -definable. By Fact 1.1(c) it is enough to prove that D does not cut any interval type from IT (c 0 d 0 ). Obviously, it cuts neither an interval type consistent with x c 0 nor one consistent with d 0 x, so we are interested only in the ones consistent with c 0 < x < d 0 . But D cannot cut any of these either by Fact 1.1(a), since by Lemma 3.2 each Π of them satisfies Π ⊢ i Π | c 0 . . . c m d 0 . . . d n . So, from now on let D = D(c 0 , d 0 ), and toward contradiction we will assume that it is not defined by formula with a single parameter.
Let a 0 = c 0 and b 0 = d 0 . We define sequences (a n ) n∈ω and (b n ) n∈ω with the following properties (for every n ∈ ω):
(1) tp(a n /b n ) = tp(a n+1 /b n ) and tp(b n /a n+1 ) = tp(b n+1 /a n+1 ); (2) D(a n , b n ) and D(a n+1 , b n ) are initial parts, none of which is definable by a single parameter;
(3) a n ∈ D(a n , b n ) < a n+1 < b n+1 ∈ D(a n+1 , b n ) < b n .
We already have a 0 and b 0 satisfying appropriate parts of (1)- (3) . Assume that we have a n and b n defined. First, we define a n+1 . By (2) and (3) we have that D(a n , b n ) is an initial part cutting the interval (a n , b n ) that is not defined by a single parameter. By Lemma 3.3 we have that D(a n , b n ) cuts itp(a n /b n ). By Lemma 3.2, itp(a n /b n ) ⊢ itp(a n /b n ), so D(a n , b n ) cuts itp(a n /b n ). Thus we can find a realization a n+1 of tp(a n /b n ) such that D(a n , b n ) < a n+1 . Just by the equality of types of a n and a n+1 over b n we conclude that D(a n+1 , b n ) is an initial part cutting the interval (a n+1 , b n ) that is not defined by a single parameter. So we managed to define a n+1 satisfying appropriate parts of (1)-(3).
We continue by defining b n+1 . The process is very similar. Since D(a n+1 , b n ) is an initial part cutting the interval (a n+1 , b n ) that is not defined by a single parameter, by the claim we have that D(a n+1 , b n ) cuts tp(b n /a n+1 ). By Lemma 3.2 itp(b n /a n+1 ) ⊢ itp(b n /a n+1 ), so D(a n+1 , b n ) cuts tp(b n /a n+1 ), and we can find a realization b n+1 of tp(b n /a n+1 ) such that b n+1 ∈ D(a n+1 , b n ). Again, by the equality of types of b n and b n+1 over a n+1 it follows that D(a n+1 , b n+1 ) is an initial part cutting the interval (a n+1 , b n+1 ) that is not defined by a single parameter, and in particular, a n+1 < b n+1 . Also a n+1 ∈ D(a n+1 , b n+1 ), so we can continue the process.
Before we continue we should mentioned one corollary of our construction. Namely we have:
(4) D(a n , b m ) is an initial part and D(a n , b m ) ⊆ D(a n , b n ) for all n < m.
This follows by Lemma 3.1 since by (1) we derive tp(b n /a n ) = tp(b m /a n ) and by (3) b m < b n .
Let I = n∈ω (−∞, a n ). Clearly, I contains all a n 's and none of the b n 's. Consider the formula φ(x; y, z) given by z ∈ D(x, y). We claim that all pairs (b n , b n+1 ) have different φ-types over I. It is enough to note that a n+1 witnesses that φ-type of (b n , b n+1 ) is different from φ-types of all (3) and b m+1 / ∈ I. This contradiction finishes the proof.
As a direct corollary of the previous lemma one can note that any definable convex set in a theory satisfying (LF) is definable by a formula with at most two parameters. But we are interested in more explicit description of definable initial parts and convex sets, so we now show that a defining formula for an initial part can have a specific form. We call a formula φ(x, y) monotone if it defines a monotone relation on (U, <), i.e. if (φ(U, a) | a ∈ U) is an ⊆-increasing sequence of initial parts of U. By a monotone definition of an a-definable initial part D ⊆ U we will mean a monotone formula φ(x, y) satisfying φ(U, a) = D. Proof. Suppose that φ(x, a) defines an initial part and let p = tp(a). By Lemma 3.1 we have:
By compactness, there is a formula θ(y) ∈ p(y) satisfying:
Then the formula ∃v(θ(v) ∧ v y ∧ φ(x, v)) is a monotone definition of φ(U, a). Notation 3.6. For each formula defining a convex equivalence relation E and an integer N we fix formulae: Proof. By Lemma 3.5 there exist a monotone formula φ(x, y) such that D(a) = φ(U, a). Monotonicity of φ(x, y) implies that each of (φ(U, y) | y ∈ U) and (¬φ(x, U) | x ∈ U) is an increasing sequence of initial parts of (U, <). Let E be the equivalence relation defined by φ(u, U) = φ(v, U). Clearly, it is definable and, by monotonicity, it is convex.
(a) Suppose that a ∈ D(a). We claim that D(a) meets only finitely many E-classes on [a, ∞). Otherwise, by compactness and saturation of U, we can find an infinite increasing sequence
. By monotonicity and the definition of E we have an increasing sequence of initial parts ¬φ(a, U) ⊂ ¬φ(b 0 , U) ⊂ ¬φ(b 1 , U) ⊂ . . .. For any n ∈ ω we have b n ∈ D(a), so φ(b n , a) holds and a / ∈ ¬φ(b n , U); since ¬φ(b n , U) is an initial part we deduce ¬φ(b n , U) < a. So:
Arguing as in the proof of Lemma 3.1 we deduce that this situation is impossible in theories satisfying (LF). This completes the proof of the claim. (b) The arguments in the proof are similar. Using the same equivalence relation E, one proves that the complement U D(a) meets only finitely many E-classes below a with the least among them (say N -th below the class of a) is completely contained in the complement; then D(a) is defined by x < S −N E (a).
Remark 3.9. (LF) Any a-definable final part is defined by the negated formula defining its complementary initial part; it has a definition of the form S −N E 1 (a) x or S N E 1 (a) < x. Now, having described initial and final parts, we derive description of bounded convex a-definable sets; they are defined by one of the formulae:
, for some definable, convex equivalences E 1 and E 2 and non-negative integers m, n. In particular, every bounded convex a-definable set D ⊆ (a, ∞) can be represented in the form C 1 C 2 , where each C i is a union of finitely many consecutive E i -classes starting with [a] E i for some convex equivalence relation E i (possibly E 2 is the equality relation and C 2 = {a}). Similarly for D ⊆ (−∞, a).
Note that unbounded convex a-definable sets, i.e. a-definable initial and final parts, as well as U itself, also fall into the above description when we put E 1 or E 2 to be the full relation. E.g. an initial part given by x S N E 2 (a) is defined by S 0 E 1 (a) x S N E 2 (a) where E 1 is the full relation, and similarly for others. So the given description holds for all convex a-definable sets. . We now show that any monotone relation can be defined piecewise in that way. Replace each θ p i (y) by θ p i (y) ∧ j<i ¬θ p j (y) and note that (1) holds with p replaced by any p i . Hence |= ∀xy(φ(x, y) ⇔ i n (θ p i (y) ∧ ψ p i (x, y))).
Proposition 3.11. (LF) Every monotone formula is equivalent to a finite disjunction of the form
Pierre Simon in [7] gave the following description of definable sets in coloured orders.
Proposition 3.12. If (M, <, P i , R j ) i∈I,j∈J is a linearly ordered structure in which all definable unary sets P i and monotone relations R j are named, then its complete theory eliminates quantifiers.
Since every complete theory of coloured orders has property (LB), by combining Simon's result and Proposition 3.11 we get a new description of definable sets in coloured orders; without relying on Simon's theorem, it follows from the later proved Corollary 5.6.
Corollary 3.13. Let T be a complete theory of an infinite coloured order. Expand it by adding relation symbols for all unary definable sets and all relations of the form x < S n E (y) and x S n E (y), where n is an integer and (T proves that) E(x, y) defines a convex equivalence relation. Then the theory of the expanded structure eliminates quantifiers.
Almost convex equivalence relations and (LB)
The main result of this section is Theorem 4.7 which gives a geometric description of parametrically definable sets of singletons in models of theories satisfying (LB). Example 2.11 suggests that classes of convex equivalence relations are not adequate in such descriptions, but their finite refinements.
Definition 4.1. An equivalence relation R on a linearly ordered set is almost convex if there is a convex equivalence relation E coarser than R such that R splits each E-class into finitely many classes.
The above mentioned description will be in terms of classes of definable, almost convex equivalence relations; note that these include all unary definable sets since φ(U) is a class of the relation defined by φ(x) ⇔ φ(y).
Remark 4.2. Let R be an equivalence relation on a linearly ordered set. Among the convex equivalences containing R there exists the finest one: If X conv denotes the convex closure of X and r(X) = {y | ∃x(x ∈ X ∧ R(x, y))}, then there is a minimal superset of X, denoted by cl(X), which is closed under operations conv and r. It is straightforward to verify that the set {cl([x] R ) | x ∈ U} is a convex partition of U, and that the induced equivalence relation E is the finest equivalence relation containing R; E is the convex closure of R. If R is a definable almost convex equivalence relation on U, then its convex closure E is definable, too. To see this, first note that for each a ∈ U the set cl([a] R ) is obtained by applying operation (r• conv ) na to [a] R , where n a is the number of R-classes contained in [a] E . By compactness and saturation n a 's are uniformly bounded, so E is definable.
The main technical result of this section, from which Theorem 4.7 will rather easily follow, is the following description of one-parameter definable sets in theories satisfying (LF). In order to prove the proposition we will need some extra notation and few lemmas. For a set D and convex set C we will say that D is C-good if D agrees on C with a union of finitely many classes of a definable, almost convex equivalence relation. We will prove the proposition by showing that for a fixed D = φ(U, a) there exists a convex a-definable decomposition C 1 < C 2 < ... < {a} < ... < C n of U such that D is C i -good for each i. Since by Remark 3.9 each C i is a Boolean combination of classes of definable convex equivalence relations, D ∩ C i is a Boolean combination of classes of definable, almost convex equivalence relations, hence D is a Boolean combination of (a, ∞) and classes of those relations. In fact, each C i in such a decomposition may be chosen to be either the whole class or an appropriate end-part of a class of a definable convex equivalence relation, so in order to prove that D is C i -good we will distinguish these two cases.
Further, for a formula φ(x;z) and I an initial part denote by x ≡ φ y (I) the relation "x and y have the same φ-type over I"; moreover, if I is parametrically definable then we use the same notation for the defining formula. Under the (LF) assumption this relation is an equivalence relation that has finitely many classes intersecting U I. Proof. We will prove the claim assuming a < C; the proof in the other case is similar. Consider the relation R defined by:
Note that R is a definable equivalence relation which refines E. For each E-class C ′ there are finitely many φ-types over the parameters below C ′ that are realized in C ′ , so R splits each E-class into finitely many classes and R is almost convex. Let C 0 , C 1 , ..., C n be the list of all R-classes contained in C. All the elements of C i have the same φ-type over a because of a < C, so φ(U, a) either contains or is disjoint from C i . Clearly, φ(U, a) ∩ C is a union of finitely many C i 's, and φ(U, a) is C-good. (x, y) is a formula such that φ(x, y) ⊢ E(x, y). If C is an E-class such that the set {φ(U, a) | a ∈ C} is finite, then φ(U, a) is C-good for all a ∈ C.
Proof. Let n be the cardinality of {φ(U, a) | a ∈ C}. Denote by ψ(x) a formula saying "the cardinality of {φ(U, a) | a ∈ [x] E } is n". Clearly, ψ(U) is an E-closed set containing C. Define R(x, y) to be:
Clearly, R defines an equivalence relation refining E. Moreover, each E-class contained in ψ(U) is divided in at most 2 n R-classes: if φ(U, a 0 ), . . . , φ(U, a n−1 ) are all different members of {φ(U, y) | y ∈ [a 0 ] E }, then R-classes on [a 0 ] E are exactly non-empty sets among [a 0 ] E ∩ i<n φ(U, a i ) f (i) for f ∈ 2 n , where φ(U, a i ) 1 denotes φ(U, a i ) and φ(U, a i ) 0 the complement of φ(U, a i ). Therefore, R is almost convex. Also for any a ∈ C, by taking into account φ(U, a) ⊆ [a] E , we see that φ(U, a) is equal to a union of finitely many R-classes.
For a formula φ(x, y) and a b, define N φ (a, b) to be the number of φ-types with parameters in (−∞, a] that are realized in [b, +∞); by (LF) assumption, N φ (a, b) is a finite number. The following properties are easily verified:
(1) For any a ∈ U, the function N φ (−, a) : (−∞, a] −→ N is increasing and N φ (a, −) :
[a, +∞) −→ N is decreasing. (2) For fixed n, N φ (a, x) = n is a formula (with parameter a) defining a convex set.
If a > b, we leave N φ (a, b) undefined. 
Proof. Let n be the value of N φ (a, −) on C 0 . By Lemma 3.5 we may assume that x ∈ D(y) is a monotone definition of D(a), i.e. that b c implies D(b) ⊆ D(c); also we may assume |= ∀y (y ∈ D(y)). Let θ(y) ∈ tp(a) be a formula saying:
[y] E D(y) = ∅ and "N φ (y, −) has value n on [y] E D(y)".
Claim. If C is an E-class, v ∈ C satisfies θ(y) and u v, then the following are equivalent:
Proof of the claim. (1) obviously implies the "all" version of (2), and the "all" version of (2) obviously implies the "some" version of (2). To prove that the "some" version of (2) implies (1), assume that By the previous claim one easily sees that R is an equivalence relation. Moreover, each E-class C is divided into finitely many R-classes: if C ⊆ ¬θ(U), then C is an R-class; otherwise, C is divided in at most 2 n many R-classes. For the latter, take a 0 < a 1 < . . . < a 2 n in θ(U) ∩ C. Since N φ (a 2 n , −) has value n on C D(a 2 n ), there are n φ-types over (−∞, a 2 n ] that are realized in D(a 2 n ) c , so at most 2 n φ op -types over D(a 2 n ) c are realized in (−∞, a 2 n ] and for some i < j 2 n we have a i ≡ φ op a j (D(a 2 n ) c ). By the claim and monotonicity a i ≡ φ op a j (D(a j ) c ), i.e. R(a i , a j ) holds.
Consider now the following formula: Proof of Proposition 4.3. Assume (LF) and let D = φ(U, a). We will prove that D ∩ (a, ∞) is a Boolean combination of classes of definable almost convex equivalence relations. By duality the same holds for D ∩ (−∞, a) , so D has a desired representation. Assume from now on that D ⊆ (a, ∞) and let N φ (a, a) = n 0 . For k n 0 the set defined by N φ (a, x) = k is either empty or is a convex subset of (a, ∞); let the sequence S 1 < S 2 < ... < S m contain all such convex sets. Clearly, this sequence is an a-definable convex partition of (a, ∞); note that the value N φ (a, −) is constant on each S j . Further, by Remark 3.9 S k can be represented in the form S k,1 S k,2 , where each S k,i is a union of finitely many consecutive E k,i -classes starting with [a] E k,i for some convex equivalence relation E k,i . Hence S k meets only finitely many E k,1 -classes and they are consecutive. The intersection of S k with the leftmost among them is an end part of that class, while all the other classes are completely contained in S k . Therefore, we can refine our a-definable partition of (a, ∞) by replacing each S k by either an end part of some convex class, or by a whole class. Note that the value N φ (a, −) is constant on each member C of the new partition, so if C is an end part of some class, then D is C-good by Lemma 4.6; if C is a whole class, then D is C-good by Lemma 4.4. Since D is C-good for any member C of the partition, D is a Boolean combination of classes of definable, almost convex equivalence relations. This completes the proof of the proposition.
If we in addition assume that the theory is binary, we directly derive the following description of definable sets of singletons. Remark 4.8. One may try to prove that (LB) implies that every formula φ(x 1 , ..., x n ) is equivalent modulo T to a Boolean combination of formulae of the form x i = x j , x i < x j , unary formulae, formulae defining almost convex equivalence relations and their S n E -like variants. However, this is not possible. Take the structure (Q, <, E 3 ) from Example 2.11, fix a cyclic permutation p of Q/E 3 and expand the structure by adding a binary relation defined by:
The theory of the expansion has property (LB), but the formula P (x, y) is not equivalent to a formula of the above form.
A rough, general feeling that we have is that a structure satisfying (LF) can be produced, up to definitional equivalence, from ccel-orders by refining some of the convex equivalence relations into finitely many homogeneous (in some sense) pieces and than adding structure to the finite quotient; this is what we essentially did in Example 2.13 and in the one in the previous remark. However, we could not find an explicit quantifier-elimination type result even for theories satisfying (LB).
Strong linear binarity
Unlike the (LB) case, in the (SLB) case we will prove a strong quantifier-elimination result. Proof. Suppose that R is a definable almost convex equivalence relation on U and let E be its convex closure. Let a ∈ U and tp(a) = p.
Claim. |= R(a, y) ⇔ (E(a, y) ∧ (∃z)(R(z, y) ∧ ψ∈p ψ(z))).
Proof of the claim. The left-to-right direction is clear. We prove the other one in the contrapositive. So suppose that for some a ′ realizing p and b ∈ U we have |= E(a, b) ∧ R(a ′ , b) ∧ ¬R(a, b). Clearly, a, a ′ and b belong to the same E-class which we will denote by C. Also a and a ′ are from distinct Rclasses and, without loss of generality, we will assume that a < a ′ holds. Let f be an automorphism of U mapping a to a ′ . Choose an increasing sequence A = (a n | n ∈ ω) satisfying a 0 = a and f (a n ) = a n+1 (n ∈ ω). Then tp(a n , a n+1 ) = tp(a, a ′ ) holds for all n ∈ ω, so all the elements of the sequence belong to C, with a n and a n+1 being in distinct R-classes. Note also that the set I = n∈ω (−∞, a n ] is an initial part of U and that it is fixed by f (setwise). By applying condition (SLB) we may assume that f is identity on U I.
Since the class C consists of finitely many R-classes, at least one of them (say C 0 ) contains infinitely many members of A. Consider the following set of formulae Σ(x) = {x ∈ C 0 } ∪ {a n < x | n ∈ ω}. Every finite subset of Σ(x) is satisfied by all large enough elements of A ∩ C 0 so, by saturation, there exists an element c ∈ C 0 realizing Σ(x). In particular, we have I < c so, by our assumption on f , f (c) = c. Choose a m ∈ C 0 . Then f (a m , c) = (a m+1 , c), so |= R(a m , c) ⇔ R(a m+1 , c) and a m , c ∈ C 0 imply |= R(a m , a m+1 ). This is impossible because tp(a m , a m+1 ) = tp(a, a ′ ) implies that a m and a m+1 are in distinct R-classes.
Claim
The rest of the proof is routine. First note that the right hand side of the equivalence in the claim is an infinite conjunction, while the left hand side is a single formula. By compactness, finitely many conjuncts are needed for the equivalence to hold. In fact, since p is a complete type one of them would suffice, so we can choose θ p (z) ∈ p(z) satisfying:
|= R(a, y) ⇔ (E(a, y) ∧ (∃z)(R(z, y) ∧ θ p (z))).
Hence p(x) ⊢ R(x, y) ⇔ (E(x, y) ∧ ψ p (y)), where ψ p (y) := (∃z)(R(z, y) ∧ θ p (z)). By compactness again, there is a formula φ p (x) ∈ p(x) such that φ p (x) ⊢ R(x, y) ⇔ (E(x, y) ∧ ψ p (y)). By extracting a finite subcover of
Note that we may modify φ p i 's and ψ p i 's so that φ p i 's are pairwise contradictory; assume that it has already been done. Then, by reflexivity of R, we have |= φ p i (x) ⇔ ψ p i (x). Proof. Suppose that D ⊆ U is parametrically definable. By Theorem 4.7 D is a Boolean combination of intervals and classes of definable almost convex equivalence relations, and by Lemma 5.1 every such class is a Boolean combination of unary definable sets and classes of definable convex equivalence relations proving the first part. For the second, if D is a Boolean combination of sets D 1 , ..., D n where each D i is a unary L-definable set, an interval, or a class of a convex L-definable equivalence. Note that in each of these cases D i ∩ q(U) is a convex subset of (q(U), <), so the Boolean combination has finitely many convex components.
Remark 5.3. Recall that T is called weakly quasi-o-minimal if every parametrically definable subset of a model of T is a Boolean combination of unary L-definable sets and convex sets. From the previous corollary one may deduce that every (SLB) theory is weakly quasi-o-minimal; however, that also follows instantly from Theorem 5.5.
A definable set D ⊆ U is definably convex if there is an L-formula φ(x) such that D is a convex subset of (φ(U), <). In other words, D is the intersection of a unary definable set and a convex set.
Proposition 5.4. (SLB) Every parametrically definable subset of U can be partitioned into finitely many definably convex pieces (definable over the same parameter set).
Proof. We will prove that anyā-definable set can be represented as a union of finitely manyādefinable, definably convex sets; having such a representation, it is not hard to produce one in which the definably convex sets are pairwise disjoint. Suppose that D = φ(U,ā) and let q ∈ S 1 (T ) be arbitrary. By Corollary 5.2 the set D ∩ q(U) has finitely many, say < n q , convex components. Hence, the following set of formulae is inconsistent:
By compactness, the formula i nq (ψ q (x i ) ∧ ¬(φ(x i , a) ⇔ φ(x i+1 , a))) is inconsistent for some ψ q (x) ∈ q(x), i.e. the set D ∩ ψ q (U) has < n q convex components on (ψ q (U), <). Clearly, each of these components isā-definable and definably convex, so D ∩ ψ q (U) is a union of finitely many definably convex,ā-definable sets. Note that the same holds for D ∩ ψ(U) for any formula ψ(y) implying ψ q (y). The union q∈S 1 (T ) [ψ q ] covers the space S 1 (T ) so, by compactness, we can choose a finite subcover [ψ q i ], i N . Then D = i N (D ∩ ψ q i (U)) implies that D can be represented as a finite union of definably convex,ā-definable sets.
By a u-convex formula we will mean a formula θ(x, y) which is a conjunction of a unary L-formula ψ(x) and one of formulae S −m E 1 (y) x < S −n E 2 (y) S −m E 1 (y) x S n E 2 (y) and S m E 1 (y) < x S n E 2 (y) where E 1 and E 2 are definable convex equivalence relations and m, n non-negative integers. By Remark 3.9 any a-definable, definably convex subset is defined by θ(x, a) for some u-convex formula θ(x, y). Proof. Since the underlying theory is binary, it suffices to prove that formulae in two free variables have equivalents of the required form. Let φ(x, y) be an L-formula, a ∈ U and p = tp(a). By Proposition 5.4 the set φ(U, a) can be partitioned into a-definable, definably convex pieces. Each piece is defined by a u-convex formula with parameter a, so |= φ(x, a) ⇔ θ(x, a) holds for some formula θ(x, y) which is a disjunction of u-convex formulae. By compactness, there is a formula ψ p (x) ∈ p such that |= (ψ p (x) ∧ φ(x, y)) ⇔ (ψ p (x) ∧ θ(x, y)).
Denote the formula on the right hand side of the equivalence by θ p (x, y). Since {[ψ p ] | p ∈ S 1 (T )} is a cover of S 1 (T ), by compactness we can extract a finite subcover. Then the disjunction of the formulae θ p (x, y) corresponding to the elements of the subcover is equivalent to φ(x, y). Clearly, this disjunction is a Boolean combination of u-convex formulae.
By Lemma 2.6 the complete theory of any ccel-order, and hence of any definitional expansion of it, satisfies (SLB). Hence, if we add names for u-convex formulae to the language we get elimination of quantifiers:
Corollary 5.6. If (M, <, P i , E j , S n,j ) i∈I,j∈J,n∈Z is a linearly ordered structure in which all definable unary sets P i and convex equivalence relations E j are named, while each S n,j is a binary relation defined by x S n E i (y) if n 0 and x < S n E i (y) if n < 0, then its complete theory eliminates quantifiers.
Theorem 5.7. A saturated linearly ordered structure satisfies condition (SLB) if and only if it is definitionally equivalent to a ccel-order.
Proof. Suppose that a saturated L-structure (U, <, ...) L satisfies condition (SLB). Let the language L c consists of < and (new) symbols for unary L-definable sets and L-definable convex equivalences. These symbols are interpreted naturally and we have an L c -structure (U, <, ....) Lc . We will prove that the two structures are definitionally equivalent. Clearly, every L c -definable set of tuples is also L-definable. For the converse, by Theorem 5.5 every L-definable set is defined by a Boolean combination of u-convex formulae. Since any u-convex formula has an L c -equivalent the conclusion follows.
