Abstract-This paper describes a genetic algorithm that evolves optimized sets of coefficients for onedimensional signal reconstruction under lossy conditions due to quantization. Beginning with a population of mutated copies of the set of coefficients describing a standard wavelet-based inverse transform, the genetic algorithm systemically evolves a new set of coefficients that significantly reduces mean squared error (relative to the performance of the selected wavelet) for various classes of one-dimensional signals. The evolved transforms also outperform wavelets when subsequently tested against random signals from the same class.
Introduction
Wavelets (Walker 1999) are commonly used to solve problems drawn from a wide range of application areas. In the signal processing domain, discrete wavelet transforms (DWTs) have been shown to achieve compression ratios as high as 10:1, 50:1, and even 100:1 without significant information loss. In these cases, the corresponding inverse wavelet transforms are capable of reconstructing very close approximations of the original signal.
For many practical problems, however, it is necessary to represent a given signal using a smaller range of possible values. For example, telephone signals (for which speed of transmission is most important) are represented by as few as 8 bits, while music signals (which require higher signal fidelity) are typically represented by 16-bit values. Quantization (Gersho and Gray 1991) is the process of mapping signals to a smaller number of bits. Fig. 1 illustrates the process of reconstructing quantized one-dimensional (1-D) signals. Quantization is a serious nonlinear noise source due to the permanent loss of signal information (Usevitch 2001) . Errors introduced into a transformed signal via quantization (Q) may have an unacceptably adverse effect upon the quality of that signal when it is subsequently dequantized (Q-1) and reconstructed via a DWT-1.
A growing amount of empirical evidence [e.g., (Saha and Vemuri 1999) ] suggests that non-traditional DWT-ls may do a better job of compensating for the negative effects of quantization, resulting in higher fidelity signal reconstruction. In particular, recent studies suggest that the use of adaptive filters [(Claypoole, Baraniuk, and Nowak 1999) , (Le Pennec and Mallat 2000) ] and/or non-standard filters (Saha and Vemuri 2000) may significantly reduce quantization error by exploiting characteristics common to specific classes of signals.
To date, very few previous research efforts have utilized genetic algorithms (GAs) in the wavelet domain. GAs (Goldberg 1989) were used to identify wavelets for specific signal compression tasks (Grasemann and Miikkulainen 2004) . In addition, GAs have been combined with wavelets for such applications as lossless image compression (Takehisa, Sakanashi, and Higuchi 2000) ; the evolution of signal classifier systems (Jones et al. 2000) ; coefficient optimization for artificial neural networks with wavelet transfer functions (Kobayashi and Torioka 1997); wavelet-based signal approximation (Lankhorst and van der Laan 1995); image texture classification (Rani and Renganathan 2002) ; and the evolution of subband structures for image compression applications of standard Daubechies wavelets (Bruckmann, Schell, and Uhl 1998 
The best-of-run inverse transform coefficients produced by the GA are used to replace the DWT-' shown in Fig.  1 . To improve upon wavelet-based techniques, the GA had to evolve optimized inverse transform coefficients that significantly reduced the aggregate MSE in each reconstructed signal v'(k) from the training population.
Methodology
The goal of this investigation was to develop a GA capable of modifying the coefficient sets describing a standard wavelet inverse transform (Daubechies 1992) to evolve a similarly structured non-wavelet inverse transform exhibiting significantly improved performance for a given class of one-dimensional signals under conditions subject to quantization error (Odegard, Gopinath, and Burrus 1994) . Performance may be measured in many ways (Lai and Kuo 1997) ; for this study, improved performance resulted in a reduction of the mean squared error (MSE) in the reconstructed signal. Fig. 2 A series of training runs (TRs) were completed to demonstrate the performance of GA-evolved inverse transforms relative to that of the Daubechies-4 (Daub4) wavelet inverse transform (Daubechies 1992), which may be described by the following sets of floating-point coefficients (Mallat 1998 Note that sets h2 and g2 denote the low-pass and highpass synthesis filters for signal reconstruction, while coefficients contained by these sets are the Daub4's characteristic scaling and wavelet numbers (Vetterli and Kovacevic 1995) . Previous research (Moore, Marshall, and Balster 2004) suggested that the solution space in the immediate neighborhood of the Daub4 wavelet was rich with potentially superior combinations of coefficients for novel inverse transforms. For this reason, the GA developed for this research initialized each of the g2 and h2 coefficients for each inverse transform in the initial population (generation 0) of each TR to a randomly mutated version of the corresponding coefficient from the Daub4 wavelet (Louis and Johnson 1997). Every individual evolved during this investigation thus consisted of two vectors (g2 and h2), each of which contained exactly four floating-point values. Each TR was characterized by a particular combination of the following parameters:
1. SIGNAL CLASS. Each TR trained the GA using one-dimensional signals drawn from a particular class. Signal classes used in this study included ramp functions, sine waves, and random signals. These classes were chosen due to their relevance to real-world applications. 2. G specified the (maximum) number of generations executed by the GA. Preliminary experiments indicated that a large G value was necessary to allow the GA to progress towards a globally optimized solution. For each of the TRs performed for this study, G = 10000. 3. M specified the population size (i.e., the number of candidate solutions in each generation). For each of the TRs performed for this study, M = 500. 4. Pc specified the percentage of individuals in the next generation subjected to the crossover operator. Preliminary experiments demonstrated the benefits of a high crossover rate; for this reason, each of the TRs performed for this study used Pc = 100% * (M-1)/M = 99.8%.
5. PM specified the probability of mutation, as described below. 6. N specified the size of the training population (i.e., the number of signals used to train the GA). 7. S specified the number of samples per signal. For each of the signals used in this study, S = 50.
The GA used elitism (De Jong 1975) to copy the best individual from the current generation into position 0 of the next generation; this individual was not subject to subsequent crossover or mutation. This technique guaranteed retention of the best individual throughout the run. The GA selected the remaining M-1 individuals from the current generation via tournaments (Goldberg and Deb 1991) of three randomly-selected individuals. These individuals were then probabilistically subjected to the crossover operator according to Pc. To complete crossover, the GA randomly selected two parent individuals; identified separate crossover points for the g2 and h2 vectors; and exchanged the coefficients from each parent individual located at or beyond each vector's crossover point. (Note: for this study, the crossover operator treated each coefficient as an indivisible entity.) Finally, each coefficient of these M-1 individuals was subjected to a mutation operator with probability PM. The mutation operator multiplied a selected coefficient by a floating-point number randomly selected from a Gaussian distribution between 0.97 and 1.03. Restricting the magnitude of the mutation operator in this manner biased the GA to carefully explore the space of non-wavelet transforms immediately adjacent to the Daub4 wavelet, for reasons described above. Preliminary tests (Moore, Marshall, and Balster 2004) also suggested that the negation of a given coefficient may contribute to a reduction in aggregate MSE; thus, on rare occasion (e.g., for 1% of the mutated coefficients), the mutation operator used in this study negated the coefficient.
For the runs described in this paper, the GA initialized PM to 2%. If the current generation failed to produce a new globally optimal set of coefficients, the GA automatically increased PM by 1%, up to a specified maximum (e.g., 10% for the tests described in this paper); otherwise, the GA reset PM to 2%. The combination of this aggressive mutation schedule with the high probability of crossover noted above was found to work well for this problem, encouraging exploration of the solution space as needed to prevent premature convergence. It is interesting to note that, while the magnitudes of the four coefficients comprising set h2 were virtually identical, the four coefficients from set g2 exhibited far greater variation, even to the extent of having opposite signs. TRs 7, 8, and 9 showed that, when the training set consisted of sine waves that differed only according to the offset d, little advantage was to be gained from evolving novel coefficients for inverse transforms. For these three TRs, the performance of the inverse transforms described by the evolved coefficient sets improved upon that of the Daub4 inverse transform by an average of only 2.17%. These TRs also showed much greater variation in the magnitude of g2 coefficients than h2 coefficients, as well as differences in the sign of those coefficients. TRs 10, 11, and 12 demonstrated the GA's ability to evolve coefficients for inverse transforms that significantly outperformed the Daub4 inverse transform for the task of reconstructing sine waves that differed only in the gain value g. For this class of signal, GAoptimized inverse transforms were capable of reducing MSE in the reconstructed signal by a factor of 11. As with previous TRs, these results showed greater variation in the magnitude of g2 coefficients -indeed, the h2 coefficients evolved during these three TRs were identical in sign and virtually identical in magnitude, while the g2 coefficients varied in both sign and magnitude. The average performance (in terms of MSE) of the inverse transforms described by the GA-evolved coefficient sets from TRs 13, 14, and 15 was only 1.16% better than that of the Daub4 wavelet inverse transform. This advantage remained nearly negligible as the number of random signals in the training population increased. Truly random signals exhibit no particular pattern; for this reason, the GA was unable to find and exploit information common to all of the signals in the training set.
Generalization Properties
The coefficient sets evolved during TRs 1-3 were subsequently tested against 1000 randomly generated ramp signals. Similarly, coefficients evolved during TRs 4-6, 7-9, and 10-12 were tested against 1000 randomly generated sine waves that differed according to parameter f, d, and g, respectively. The results of the tests are tabulated in Fig. 6 and Fig. 7 , respectively. These results conclusively demonstrate that the inverse transforms evolved during TRs 1-12 consistently outperform wavelets for reconstructing a specified class of signals subjected to quantization error. Not surprisingly, the best results were observed for TRs 1, 4, and 10, which used larger training populations to evolve inverse transforms with better generalization properties. The process of creating the initial population described in this paper biased the GA to explore the space of candidate solutions immediately adjacent to the inverse wavelet transform. The removal of this bias may allow the GA to evolve inverse transforms whose structure and composition may be radically different from that of the standard wavelet. Such novel transforms may be capable of even better signal reconstruction than the transforms identified by this study.
