An important part of the bifurcation diagram of unimodal maps corresponds to infinite renormalizable maps. The dynamics of the renormalization operator describes this part of the bifurcation pattern precisely. Here we analyze the dynamics of the renormalization operator acting on the space of C k infinitely renormalizable maps of bounded type. We prove that two maps of the same type are exponentially asymptotic. We suppose k ≥ 3 and quadratic critical point.
Introduction
We will consider the renormalization operator R acting on an open set in the space of C k , k ≥ 3, of unimodal interval maps of bounded combinatorial type. Each map f in the domain D of the operator has a periodic interval around the critical point whose period q ≥ 2 is at most a given integer N ≥ 3 and R(f ) is affinely conjugate to the restriction of f q to this interval. A map f is infinitely renormalizable of combinatorial type bounded by N if all iterates R n (f ) belong to D. Sullivan proved in [5] , see also [3] , the existence of a compact invariant subset Γ ⊂ D such that the restriction of R to Γ is a homeomorphism which is topologically conjugate to a full shift on a finite number of symbols. Furthermore, each map g ∈ Γ is real analytic with a holomorphic extension which is quadratic-like in the sense of Douady-Hubbard. He also proved that if f is infinitely renormalizable with combinatorial type bounded by N then there exist g ∈ Γ such that the C 0 distance between R n (f ) and R n (g) converges to zero. Using the fundamental result of Lyubich, [1] , on the hyperbolicity of the renormalization operator in the space of germs of quadratic-like maps, it was proved in [4] that in fact the C 0 distance between R n (f ) and R n (g) converges to zero exponentially fast. Here we complete the description of the dynamics of the renormalization operator by proving the exponential convergence of the C k distances of these iterates.
To give a more precise formulation of our result we include for completeness the usual notions of unimodal renormalization . Fix α > 1 , the critical exponent, and k ≥ 3, indicating the smoothness class. The standard folding family
It is an open subset of a codimension 2 affine subspace of the Banach space
The class of unimodal maps we consider here is
where an element (φ, t) ∈ U should be interpretated as the C k unimodal map
with critical exponent α > 1. The diffeomorphism φ is called the diffeomorphic part of the unimodal map f . The metric on U is the product of the metric of the interval with the C k distance on Diff 1] ). An unimodal map f ∈ U is called renormalizable iff there exists an expanding periodic point p ∈ (−1, 1) such that the first return map to the central interval C = [−p, p] is a of the form f q : C → C with f q (p) = p and q ≥ 2. The first return map to C will be, up to rescaling, a unimodal map. This unimodal map is a renormalization of f . Observe that a renormalization is completely determined by the periodic point p.
The combinatorial aspects of a renormalization are described by unimodal permutations. A permutation on a finite ordered set is a unimodal permutation if the following holds. Embed the set monotonically into the real line. Draw the graph of the permutation. If this graph can be extended to the graph of a unimodal map then the permutation is called unimodal.
A collection I = {I 1 , I 2 , . . . , I q−1 , I q } of oriented closed intervals in [−1, 1] is called a cycle for the unimodal map f if it has following properties
• there is an expanding periodic point p ∈ (−1, 1) with I q = [−|p|, |p|],
• the interiors of I 1 , I 2 , . . . , I q are pairwise disjoint,
• I inherits an order from [−1, 1],
on I is a unimodal permutation,
• the orientation
is the left boundary point of I i and o I (I i ) = −1 otherwise.
Observe the following
• a unimodal map is renormalizable iff it has a cycle,
• the last three properties defining a cycle follow automatically once a unimodal map has a periodic point with the first three properties.
• the orientation o I depends only on σ. We will use the notation o σ .
Let σ be a unimodal permutation and U σ = {f ∈ U |f has a cycle I with σ(I) = σ}.
The unimodal maps in U σ are sometimes called σ−renormalizable to emphasize the type of renormalization under consideration. The renormalization operator R σ : U σ → U is defined to assign to each unimodal map in U σ the affinely rescaled first return map to the smallest central interval giving rise to a cycle I with σ(I) = σ. These sets of renormalizable maps U σ are not empty, every family t → φ • q t ∈ U contains points in each U σ . Often a unimodal has different cycles, the sets U σ are not disjoint. However they are nested. For each σ there exists a unique maximal factorization σ =< σ n , . . . , σ 2 , σ 1 > such that
An unimodal permutation σ is called prime iff σ =< σ >. Clearly each permutation in the maximal factorization is prime. Using the prime unimodal permutations we obtain a partition of the set of renormalizable unimodal maps and the renormalization operator becomes
An unimodal map f ∈ U is infinitely renormalizable iff R n f is defined for all n ≥ 1. In particular, for each infinitely renormalizable maps f there is a unique sequence σ 1 , σ 2 , σ 3 , · · · of prime unimodal permutation such that
Fix a finite set of prime unimodal permutations. Two infinitely renormalizable unimodal maps are said to be of the same bounded type if they have the same sequence of prime unimodal permutation and all these permutations are in the given finite set of permutations.
Theorem 1 Let α = 2. If f, g ∈ U are infinitely renormalizable maps of the same bounded type then there exists C > 0 and λ < 1 such that
The proof of the Main Theorem is formulated in the following three section. The main ingredient, the notion of decompositions, is introduced in section 2. The technical lemmas are collected in the Appendix and the actual proof is given in section 3.
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Decompositions
Applying the renormalization operator repeatedly will produce a sequence of unimodal maps. Each of the unimodal maps of this sequence has a diffeomorphic part and a standard folding part. The renormalization process causes these diffeomorphic parts not to be arbitrarily. The main idea presented in [2] is the method of decomposing the diffeomorphic parts in a systematic manner. The decomposition of renormalizations shows naturally two parts: an analytic part and a C k part. This separation underlies the proof of the main theorem.
Fix an infinitely renormalizable map f = (φ, q t ) ∈ U and let
n qn } be the cycle corresponding to the n th renormalization, n ≥ 1. Each cycle will be partitioned in sets
The definition of these level sets is by induction. Let
For each I n i ∈ I n , i = 0, define the orientation preserving diffeomorphisms q 
These definition describe the decomposition of R n f . Namely,
Let I ⊂ [−1, 1] be an oriented interval and consider the zoom operator
which assigns to each diffeomorphism φ the affinely rescaled version of the orientation preserving restriction φ : I → φ(I). The intervals I and φ(I) are oriented the same. A computation shows.
Lemma 1
Proof. For each diffeomorphism ψ we define its non-linearity by
The zoom operators act as follows on the non-linearities
This is a straight forward chain rule computation. Moreover, the C k−2 norm of the non-linearity bounds the C k distance to the identity in the following way.
For every B > 0 there exists a constant K such that
The definition of non-linearity η of a diffeomorphism ψ implies
η,
η .
These expressions and the bound on the non-linearity of ψ implies
The expression for higher derivatives of ψ is a sum of terms which are products of derivatives of η and a factor exp
η. Using the bound on the non-linearity η we get an estimate
This proves 2.2. Observe, that the above constants do only depend on the C k−2 norm of η ψ .
To prove the Lemma observe that 2.1 implies that |η Z I (φ) | k−2 ≤ |η φ | k−2 . Hence, we can apply 2.2 with a constant independent of I.
Now apply 2.1 again and the Lemma follows with a constant which depends only on |η φ | k−2 . Note, that this norm can be bounded by the C 0 norm of η φ and the C k norm of φ.
Lemma 2 For every infinitely renormalizable map of bounded type f ∈ U there exist C > 0 and λ < 1 such that
Proof. This Lemma relies on the a priori bounds formulated in the Appendix as Lemma 7. Observe, that the a priori bounds imply that for some constants C > 0 and λ < 1
Because the diffeomorphic part of f has derivative bounded away from zero these two constants can be adjusted such that also . Note that the obtained bounds only depend on the contraction constant on the restriction operator, which in turn only depends on the bounded geometry of the cycles. In particular, they do not depend on n but only on the number of times the restriction operator is applied, namely m + 1 times. This finishes the induction step.
For each infinitely renormalizable map f ∈ U we consider the unimodal maps
Observe, that the maps T n f are unimodal and that the diffeomorphic part is analytic. In particular, R n f consists of the analytic terms q n i and the restrictions φ n i of the diffeomorphic part φ of f . Lemma 2 states that the terms φ n i are all very close to the identity. The proof of the main Theorem will show C k convergence of T n f and compare T n f with R n f .
Lemma 3
For each infinitely renormalizable map of bounded type, f ∈ U , there are constants C and λ < 1 such that
Proof. Fix n ≥ 1. Observe that Lemma 2 and 6 (see Appendix) imply that any composition of diffeomorphisms q n i is uniformly bounded in the C k+1 topology. In particular, the bound are independent of n ≥ 1. Similarly, any composition of diffeomorphisms q n i and/or φ n i is uniformly bounded in the C k topology. These bounds allow us to apply Lemma 5 to the following diffeomorphisms. Define for each i = 1, · · · , q n − 1 the diffeomorphisms
Observe, the diffeomorphisms Ψ n i are uniformly bounded in the C k+1 topology and the diffeomorphisms Φ n i are uniformly bounded in the C k topology. Moreover,
The sequence H n i starts at T n f = H n 0 and ends in R n f = H n qn−1 . Hence
gives the following estimate
The final step is to use Lemma 2 to get an exponential small distance:
Lemma 4 For each infinitely renormalizable map of bounded type f ∈ U the sequence T n f , n ≥ 1 forms a precompact family of analytic maps.
Proof. The diffeomorphic part of each T n f is an analytic diffeomorphism which maps the interval [−1, 1] onto itself. Namely, they are composition of pieces of standard folding maps. To prove the Lemma it suffices to show that these diffeomorphisms have univalent extensions on a fixed simply connected domain containing the interval [−1, 1].
The construction of such a disk is based on Lemma 8 of the Appendix. We will use the notion of Lemma 3. In particular, we will apply Lemma 8 to the sequence of maps Ψ This estimate and Lemma 8 assure that there will be a definite simply connected domain containing [−1, 1] on which the maps Ψ n i are all univalent. In particular the diffeomorphic parts of T n f extend univalently to this domain.
Proof of the Theorem
In this section we will prove that C k exponential convergence follows from C 0 exponential convergence in any class of unimodal maps (e.g. α > 1 and k ≥ 3). In particular, let f, g ∈ U be infinitely renormalizable C k maps of the same bounded type and assume that
where λ < 1. Observe, that this exponential convergence actually has been shown in the class of C 3 unimodal maps with quadratic critical point, e.g. α = 2.
To prove the main Theorem it suffices to show that there are constants, say also denoted by C and λ < 1, such that
First, observe that the above C 0 exponential convergence together with Lemma 3 gives for some constants C > 0 and λ < 1
Then Lemma 4 gives that the sequences T n f and T n g form precompact families of analytic maps. That implies that the C k norm is Hölder equivalent to the C 0 norm for these families. In particular, the constants C > 0 and λ < 1 can be adjusted such that
Now the proof is finished by a second adjustment of the constants and the inequality
Appendix
The following two Lemmas are estimates on the behavior of the composition operator. The proof of the next Lemma is a straightforward chain rule computation.
Lemma 5 There is a constant E = E(k, B) with the following property. Let
Lemma 6 For every B > 0 and k ≥ 1 there exists a constant K such that the following holds. If
Proof. Let S n k be the maximum C k norm of diffeomorphism of the form
The product rule implies easily that
An inductive argument will show that each
is finite. Assume S k < ∞. Given are the diffeomorphisms φ i , i = 1, · · · , n+1, whose sum of C k+1 norms is bounded by B. Let Ψ be the composition of the first n diffeomorphisms φ i , i = 1, · · · , n and Φ = φ n+1 • Ψ. The induction hypothesis imply that Φ is bounded in the C k topology, the bound given by S k .
It suffices to estimate the (k + 1) th derivative of Φ. Observe, that this derivative is a polynomial expression whose terms which are products of derivatives of Ψ and φ n+1 . There is one term of the form (Dφ n+1 • Ψ) · D k+1 Ψ. The other terms involve only lower derivatives of Ψ, that is lower than k + 1. However, these terms have exactly one factor which is a specific higher derivative of φ n+1 , that is not a first derivative. This implies that there is a specific polynomial P k+1 such that the following estimate holds S n+1 k+1 ≤ (1 + |φ n+1 − id| k+1 ) · S n k+1 + P k+1 (S k ) · |φ n+1 − id| k+1 . The term P k+1 (S k ) is independent of n. Hence we get
This finishes the induction step.
The following Lemma is known as the a priori bounds on the the geometry of cycles of infinitely renormalizable maps of bounded type.
Lemma 7 Let f ∈ U be an infinitely renormalizable map of bounded type. There exists constants 0 < b < 1 with the following property. Let I
