Please find below our responses the two anonymous reviewers of our manuscript. First of 6 all, we are grateful for the reviewer's insightful comments and the time and effort they 7 spent reviewing our manuscript. We feel that their comments have helped us to 8 significantly improve our paper. 9
We have asked our two native speaker co-authors to thoroughly revise the English in the 35 manuscript. We hope that it is now significantly improved. 36 37 II: The selection procedure presented on page 5656 seems to be awkward. The 38 comparison MCA LIA implies that the authors focus on a forcing signal. As the 39 forcing is very similar for all model simulations a definition according to the 40 cumulative forcing is thus appropriate. If the authors would hypothesize that the 41 changes are more due to internal variability they shall use a classical composite 42 analysis, i.e., using a fixed length of a period (say 100 yrs) which defines the timescale 43 of interest and assess all periods with exceed or fall below one standard deviation of 44 an index (e.g. NH temperature). The method proposed does not have a clear 45 motivation (hypothesis). Further, it remains unclear how the authors obtain different 46 lengths of the periods. Also the reference period from 1250-1450 seems to be not well 47 motivated (given the fact the eruption of 1258 is included where most of the models 48 show a very strong response). I would suggest to use the entire period 850 -1850 as 49 reference. The second criterion of the temperature gradient seems to be selected in 50 particular to find ITCZ shifts, so there is a danger that the authors make circular 51 analyses and statements. 52
Indeed the selection of the periods was based on a somewhat subjective ad-hoc procedure. 53 However, we believe that such a selection is justified based on the rationale put forth by the 54 latest IPCC report, which concluded, that the "Medieval Climate Anomaly (950 to 1250) 55 that were in some regions as warm as in the mid-20th century and in others as warm 56 as in the late 20th century. With high confidence, these regional warm periods were not as 57 synchronous across regions as the warming since the mid-20th century". And "…but also 58 internal variability, contributed substantially to the spatial pattern and timing of surface 59 temperature changes between the Medieval Climate Anomaly and the Little Ice Age". 60 61
Given these conclusions our hypothesis is that the changes observed during those periods 62 result from a combination of external forcings and internal variability. The forced 63 component of the response could in theory be expected to coincide in all the simulations, 64 but the internally generated variability, if simulated in the models, cannot be expected to 65 occur at the same time. It is also worth pointing out that even in the PMIP3 setup for the 66 Last Millennium simulations there are a number of options for the solar and volcanic 67 forcing. Hence even the forced response is subject to uncertainties and differences 68 depending on choice of forcing combinations. Therefore our criterion for selecting these 69 periods was to "select within the period defined by the IPCC as the MCA and LIA the time 70 in which the warming and cooling was strongest". This approach results in a "conditioned 71 composite", ensuring that we extracted the largest possible signal in each of the simulations 72 considered. 73 We have rerun all our calculations with the reference period as suggested: 1000-1850 AD, 74 which is the largest common period of all simulations (see the Table for length of  75 The differences between LIA and MCA composites were tested using a bootstrap test 113 (Efron, 1979) . We performed 1000 iterations with the threshold for a statistical significance 114 set to 5%, and used the bias-corrected and accelerated percentile method to estimate the 115 confidence interval. Figures 2, 3a, 4, 5, 6 and 7 include this statistical significance test. 116
Specific comments 117
5651, title: The Authors use only PMIP3 simulations and not CMIP5, so please 118 remove this from the title. 119 PMIP3 LM simulations are part of CMIP5, but we are also using the HadCM simulation, 120 which does not belong to the PMIP3/CMIP5 model ensemble. Therefore we changed the 121 title to: ….climate models. 122
5652, 2: 'South American Monsoon System (SAMS) variability in the Last 123
Millennium ' 124 Changed in text. 125
5652, 8: What is a small forcing? Do you mean external forcing? 126
Yes, we refer to small external forcing. Included in the text. 127 5652, 11: The sentence starting with 'However' is unclear. 128 We have changed the sentence and hope it is clearer now: "Therefore we used an ad-hoc 129 definition of these two periods for each model simulation in order to maximize their 130 differences. With this definition, several coherent large-scale atmospheric circulation 131 anomalies were identified." 132
5652, 16: 'poleward shift of the South Atlantic Convergence Zone' 133
Changed "in" to "of". 134
5652, 13-19: This sentence is too long and unclear. 135
We have divided this statement into two separate sentences. We hope it is clearer now. We have updated the figure with the complete set of reconstructions used in the IPCC AR5. 198 5656, 17: 'mostly a result ' 199 Changed. 200 5656, 27: Wrong unit, a temperature gradient has NOT the unit degree C. 201
Changed "gradients" to "differences". 202
5657, 6: Distribution of which variable? 203
The sentence now reads: " Figure 1b shows given by Schmidt et al. (2011 Schmidt et al. ( , 2012 are small, and that there is not a clearly common identifiable MCA and LIA periods are not 591 easily identifiable across models. This is consistent with the notion that at least the MCA is 592 partially a result of internal climate variability. 593
The hypothesis that guides the methodology used to asses the SAMS variability in models, 594 is that both periods resulted substantially from internal (non-forced) variability. In addition, 595
given that not all GCM simulations used the exact same forcing, we cannot expect the 596 models to exactly reproduce the temporal variability as indicated by the reconstructions. 597 Therefore, we identify these two periods individually in each model, using two criteria. 598
First, for each model, the warmest period during 950-1250 CE (MCA) and coldest period 599 during 1450-1950 CE (LIA) are defined by calculating the annual temperature anomaly 600 over the NH (north of 30ºN) with respect to the 1000-1850 mean (the longest common 601 period in the simulations) and lying above and below the mean for the MCA and LIA 602 respectively. Second, given the evidence for Atlantic southward/northward shifts of the 603 ITCZ related to altered meridional sea surface temperature gradients between the tropical 604 north and south Atlantic, we also verify that the periods identified with the first criterion 605 correspond to periods when the surface temperature difference between the boxes (5º-20ºN) 606 and (20º-5º S) in the Atlantic were negative (positive) for LIA (MCA On the other hand, recent studies have identified that the strength and location of the SHSJ, 869 which corresponds to the southward extent of the Hadley Cell, is a key factor for triggering 870 convection during the dry-to-wet season transition in the Amazon (Yin et al., 2014) . 871
Particularly, when the SHSJ is weaker and/or reaches a more equatorward location, it 872 promotes the incursion of synoptic disturbances to subtropical South America (e.g., 873
Garreaud, 2000), enhancing lower-troposphere convergence and triggering the wet season 874 onset over the region (e.g., . To identify simulated changes of the SHSJ 875 during the LIA and the MCA, Figure 7 shows the 30m/s isotach of the climatological 876
September-November 200 hPa zonal wind as well as the difference between LIA and MCA 877 periods. In general, the ensemble mean does not exhibit significant changes in the SHSJ 878 location over South America during either period, as also indicated by Figure 6b; shown. Black contour corresponds to the 30m/s isotach of reference period zonal wind (1000-1850 CE). Only significant differences (p¡0.05) are shown.
