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1. INTRODUCTION 
The use of the Riccati transformation method to 
compute igenvalues of systems of differential 
equations was introduced in [1] and [2] and extend- 
ed to a wider class of boundary conditions in [3]. 
Attention has been restilcted to real eigenvalue 
problems and accordingly in this note we demon- 
strate the applicability of the method to complex 
problems by considering two examples. Example 1 
is taken from the literature of linear inviscid stability 
theory and example 2 is the well-known ORR- 
SOMMERFELD equation of linear viscid stability 
theory. 
2. THEORY 
Consider the system of linear ordinary differential 
equations of the form 
~u_,= (x, o) u_ % o) _v A + B 
dv (1)  
"~z = C (z, 0) u_ + D (z,a ~) v 
under the general linear separated boundary condi- 
tions 
a I u.u (0) + fl 1 v(0) = 0_; a 2 _u(x) +32 v(x ) -- 0. (2) 
In contrast with previous work the n-vectors u, v 
and the n x n matrices A, B, C, D may now be 
taken as complex quantities dependent on the 
independent variable z and a complex parameter 
e.[,v131] and [~232] may be complex n x 2n matrices 
of ran~ n. 
A characteristic length of the system is defined to 
be a positive value z = x for which a non-trivial 
solution exists when 0 takes a prescribed value. For 
specified x, an eigenvalue is obtained by establishing 
in an interpolative manner, that 0 for which x is a 
characteristic length, The method locates characteris- 
tic lengths by transforming (1) to an associated 
system of nonlinear giccati differential equations 
via 
u(~) = ~.(~) V_(z) 
where IU(z~ =I~ll/31 Iu(z l  = MFU(Z~ 
and ~/i' 51 are chosen such that M is non-singular. 
Since the boundary conditions now read 
u_(0) = 0; a ~(x) + ~ V_(x) = 0, 
where [a ~] = [r~ 2/32] M q 
The Riccati system for E(z) may be integrated from 
E(0) = 0 and characteristic lengths are those locations 
at which 
det [~ E(x) +/]] = 0. 
Although further transformations may be required 
to allow traversal of singularities in the E-system the 
search for zeros of this determinant remains the 
criterion for establishing characteristic lengths. Thus 
in the real problem, with prescribed e = o , the 
method monitors the zeros of a real determinant 
A = f (x, eo)i say, from the solution of the associated 
Riccati transform initial value problem in z >t 0. In 
practice this involves a progression i z along the line 
a = % on the (z, 0) plane to obtain a point of inter- 
section of this line and the plane curve f (z, o) = 0. 
When elements of (1) are complex and o is taken 
to be the complex parameter o I + ie 2 or the real 
parameter pair (e 1, e2) then cl/aracteBstic lengths 
may again be defined as positive values z = x for 
which non-trivial solutions exist. However the Riccati 
approach now requires the monitoring of the real 
and imaginary parts of a complex determinant 
A1 = fl (z, 01, 02), A 2 = f2 (z, o 1, o2) derived from 
the solution of the complex Riccati transform initial 
value problem in z ~ 0; characteristic lengths are 
values of z at which A 1 and A 2 vanish fimultaneously. 
Points in a (z, 01, 02) Cartesian coordinate system 
where A 1 = A 2 = 0 lie on a curve P which is defined 
by q (z, 01, 02) = 0, f2 (z, 01, 02) = 0, and a 
search for characteristic lengths requires values 
01 = 010 and e 2 = 020 to be prescribed in such a 
way that a progression i z along the straight line 
01 = 010, e 2 = 020 will intersect the curve Pin (z, 01, 02) 
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space. Such intersection will in general be the 
exception rather than the rule and will occur only 
when (Ol0, 020 ) lies on the projection of P onto 
the plane z = 0. Accordingly the complex eigen- 
value problem is approached, not by prescribing 
e and determining characteristic lengths, but by 
fixing z = x and adjusting (or10, o20 ) from an 
initial approximation until this value x is a charac- 
teristic length. Note therefore that the method in 
the complex context lacks the global properties of 
the real case and must accordingly be regarded as 
a local method for use once approximate igenvalue 
locations are known. Note also that the increased 
labour involved in the two-dimensional search for 
cr may well be offset by the reduction of surface 
singularities of the Riccati systems to line singularities. 
As a result, the switching device, ssential to the 
real problem [2], need not necessarily be invoked 
and the possibility exists of extracting appropriate 
information from a single system of Riccati equations. 
Example 2 demonstrates this feature to great effect. 
3. EXAMPLE 1 
The following eigenvalue problem arises in the study 
of the inviscid instability of the hyperbolic tangent 
velocity profile. 
[U(z)-c] d[@~z o2 y(z)] - d2U(z)y(z) = 0 (3) 
dz 2 - dz 2 
y (_oo)= y (oo) = 0. 
Here U(z) = 1 (1 + tanh z), y(z) is a complex distur- 
bance amplitu~te,~' o is the (real) disturbance wave 
number and c = c r + i c , where c r is the phase 
velocity and c i is a measure of the amplification of 
the disturbance, c = c(o) is to be determined. How- 
ever TATSUMI and GOTOH [4] have shown that 
if an unstable eigenfunction is to be unique for this 
antisymmetric velocity profile then 
c r = U(0) = 0.5. 
Accordingly the two-dimensional search hypothesis 
of section 2 is reduced in this special case to a 
search over the single parameter c i for fixed values 
of o. 
With u(z) = y(z), v(z) = dr(z) equation (3) may be 
dz 
formulated in the manner of system (1). The non- 
linear equations associated with the Riccati trans- 
formations 
uCz) = v.(z) vCz) ;v(z) = s(z) u(~) 
are 
dR_  1 1 d2U + 02) R2 
dz " (U-(z)-c dz 2 
dS 1 d2U +o2 ) .$2"  (4) 
= (~(~)< dz 2 
Both R and S are complex and each is valid over 
intervals where v(z) 4= 0, u(z) ~ 0 respectively. 
Characteristic lengths are to be determined by initiat- 
ing integration of the R equation, using the S 
equation to traverse singularities where necessary, and 
seeking locations R (xi) satisfying an appropriate 
criterion. The nature of this problem precludes the 
initiation R (_oo) = 0 and criterion R(xi) = 0. As 
d2U -* 0 with the result that 
z - ,  + ~, d-- ~ - 
u ~ exp (- oz), v ~ ou as z -~ oo and 
u ~ exp (oz). v ~ ou as z ~ oo. Conditions 
=1,  1 R(-~°) ~- R(°~) = . 
s(-~) = o, s(~) = 
obtain and either R or S may be used for initial inte- 
gration. 
It is convenient to transform the problem onto a 
finite interval by introducing the new independent 
variable 
t = tanh z. 
Equations (3) in real and imaginary parts become 
dR 1-o2(Rr2-Ri 2) 2t2(Rr2-Ri2)-8RiRr t c i r + 
dt l_t 2 t2+4 ci 2 
dR i -2 O2RrR i + 4RrRit2+ 4t ci(Rr2-Ri 2) 
= 1.t2 t2+4 ci 2 
dS r o2_(Sr2_Si 2) 2t 2 (5) 
l_t 2 t2+4 ci 2 
dS i -2 SrS i 4t c i 
l_t 2 t2+4 ci 2 
with conditions 
1 Rr(.1) = 1 ,  Ri(_l) = 0; Rr(1 ) =-  ~-, Ri(1 ) = 0 
Sr(-1 ) = o, Si(-1 ) = 0; Sr(1 ) = -o, S i (1) = 0. 
(6) 
Derivatives of R and S are undetermined at the 
boundaries t = :4- 1, however limiting values may 
be obtained by L'Hospital's rule as 
dR 2 dRr 
(--diS-l=.X = o2(1+4c i2 ) (1+o)  = (~t~= 1 
dR i = -4 c i dR i (7) 
(-~-~=-1 o2(1+4 ci2 ) (1+o) =-  (-&--l=l 
and 
dSr -2 dS 
(-d-t-~=-I = (1+4 ci 2) (1+o) = ( '~) t= l  (8) 
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dS i = 4 c i dS i 
(-aT)t=-I (1+4 ci 2) (1+o) = - (~a~=l  (8) 
Inspection reveals that R r and S r are antisymmetric 
and R i and S i are symmetric. Integration may there- 
fore be limited to the range -1 to zero and c i varied 
for a particular o in order that 
dgi(0) 
Rr(0) = - -~  - 0 
(97 dSi(0) = 0 
st(0)  = -~ 
Note that Rr(0 ) = 0 automatically implies 
dRi(0) 
d---7- = 0 and St(0 ) = 0 automatically implies 
dSi(0) 
d~ = 0. In a general complex problem variation 
of c i and c r with Ftxed o to yield Rr(O;ci,Cr) and 
R i (a;ci,Cr) [S r (a;ci,Cr) and Si(a;ci,Cr)] as simultaneously 
satisfying the restrictions upon them would be 
required. 
Although, in parallel with the real problem approach, 
we have carried along both R and S systems it 
remains to establish whether or not a single indepen- 
dent system might provide the required information 
ci(o ). The answer is to be found in the literature 
since in fact the S system coincides exactly with the 
formulation of MICHALKE [5]. Using the single 
system that author initiated integration at t=-I 
with o fixed and varied c i to satisfy conditions (9) 
at t = 0. These results have been repeated and are 
illustrated in Fig. 1. It can be inferred from this 
diagram that the only singular points of the R sys- 
tem occur when o = 0, t = -1; o = 1, t = 0. This 
is confirmed by closed form solutions 
t_L__ Ri(t ) =-  1 o=0 (c i=  0.5);Rr(t )=  1.t2 , 1_t2 
1 e = 1 (c i = 0.0); Rr(t ) = - ~, Ri(t) = 0. 
Thus for 0 < o < 1 the R system may also be used 
independently to determine ci(o ). Representative 
curves of Rr(t ), Ri(t ) are presented in Fig. 2. These 
display the singular build-up in the appropriate 
limits of o. 
4. EXAMPLE 2 
The ORR-SOMMERFELD equation may be written 
as  
[(D2-k2)2-ik R e {[K-c) (D2-k27-D2 fi ]] • (z) = 0 
(10) 
where D =- ~-z'  ~ = 1-z2 is the velocity profile 
of plane Poiseuille flow, • (z 7 the disturbance 
amplitude, k the wave number of the disturbance 
mode, c = Cr+ i c i is the wave speed and R e the 
Reynolds number. Equation (107 is to be solved in 
the region -1 ~ z ~< 1 with ~(z) subject to the 
boundary conditions 
e~(+l) = O'(+1) = 0. 
The least stable mode is even in z and this is the 
mode that yields the critical Reynolds number. We 
therefore consider the solution of equation (10) in 
0 ~ z ~< 1 under the boundary conditions 
~"(07 = ¢ "'(0) = O, ¢(1) = ~ '  (17 = O. (117 
We illustrate the use and effectiveness of the complex 
Riccati approach by computing several points on the 
neutral stability curve in the region of the critical 
Reynolds number. 
Boundary conditions (11) are of the extended form 
discussed in [3]. There the following transformation 
of dependent variables is invoked 
_ 
where ~/1' 51 are chosen such that M is non-singular. 
Accordingly 
_u(0) = 0_, ~ U_(x) + # V_(x) = o, 
[o-3] has dimensions n x 2n and rank n so that relating 
U_ and V_ by 
U(z) = E(z) V_(z) 
leads to a Riccati system in E which may be integrated 
from E(0) = 0 with the terminating condition as 
det [a E(x) + 3] = 0. (12) 
In the complex context if the E system displays no 
singularities then direct integration of this single 
system will allow points to be established at which 
(12) is satisfied. 
In the ORR-SOMMERFELD problem with 
"'(zU v_(,= ,,(zlj 
boundary conditions at x = 1 require 
The condition (12) reduces to E2(17 = 0, where 
E2 (z) is the complex component of E(z 7 in the 
first row and second column of g. It does indeed 
transpire that for the neutral stability computation 
the system of equations 
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E~ =-E2-E  2 E 3 
E~= 1-E 1E  2 -E  2E  4 (13) 
E~=-~-E 1E 3-E  3E  4 
E~ = (k2+@) - E 2 E 3 - E42, 
where • = k2+i k Re(~-c ) and • = k 2 qb -2i k R e , 
displays no singularities when integrated over the 
interval 0 ~ z ~ 1. This integration of (13) from 
the simple initial condition El(0 ) = 0 and adjust- 
ment of any parameter pair out of (R e, k, c r, ci) 
to ensure that real and imaginary parts of E 2 vanish 
simultaneously at z = 1 will lead to a solution of 
this non-trivial eigenvalue problem. 
In neutral stabillty computations k is assigned a
fixed value, c i set identicallyto zero and values of 
the parameter pair (R e, Cr) established for which 
non-trivial solutions obtain. Integrating (13) using 
initial estimates of (R e, Cr) from [6] and adjusting 
until both real and imaginary parts of E2(1 ) are 
zero simultaneously, a selection of points on the 
neutral stability curve in the vicinity of the initial 
value were readily obtained. Those points appear 
in Table 1. The critical point was found to be at 
k = 1.020545, R e = 5772.222, c r -- 0.264000, 
showing excellent agreement with earlier results [7] 
using, matrix methods. 
Further standard results for fixed k and R e are readily 
reproduced 
TABLE 1. Points on the neutral stability curve near 
the critical Reynolds number. 
k R e c r 
1.02 
1.0205 
1.021 
1.022 
1.026 
5772.255 
5772.222 
5772.245 
5772.458 
5775.623 
0.263936 
0.263995 
0.264053 
0.264168 
0.264607 
5. DISCUSSION 
We have sought to examine the viability of the 
Riccati method in determining eigenvalues of systems 
such as (1) when the coefficients are complex. In 
the course of the examination the amended concept 
of a characteristic length has led to the possibility, 
of working with a single Riccati system to generate 
the required information. This has been demonstrated 
to great effect in application with respect o the 
ORR-SOMMERFELD equation. The problem 
examined has been the subject of an exhaustive 
review of techniques of numerical solution in [8]. 
Of the many methods examined the method of 
orthonormalisation was reported very favourably. 
Here the Riccati method has displayed an attractive 
simplicity of formulation and implementation and 
yet has been shown capable of yielding extremely 
accurate results. In [11] a comparison between the 
Riccati and orthonormalisation methods reveals a 
distinct advantage to the Riccati method over a large 
range of Reynolds numbers. Only at extremely high 
Reynolds numbers 0(109 ) is there parity between 
the two methods for this problem. It is particularly 
interesting that the problem, which displays numerical 
difficulties when tackled by shooting methods in its 
linear form, should be so amenable to straightforward 
shooting procedures and so efficient when tackled 
via its nonlinear Riccati formulation. Indeed, as 
pointed out in [I2], two opportunities for further 
increase in efficiency remain to be explored :
(i) a search for an optimum transformation out of a 
variety of possibilities when dealing with higher order 
systems and 
(ii) an insight into switch locations allowing efficient 
use of variable step integrators. That the method has 
now also been shown capable of yielding eigen- 
functions and dealing with semi-infinite intervals and 
odd-order systems ([9], [10], [11]) would suggest 
that the method will prove to be a most powerful 
tool for linear differential eigensystems. 
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Fig. 1. Real and imaginary parts of S. 
1. o = 0.2 (c i = 0.3487), 
2. o = 0.4 (c i = 0.2352), 
3. o = 0.6 (c i = 0.1442), 
4. o = 0.8 (c i - 0.0674), 
5. a = 0.9 (c i = 0.0327). 
- - - a = 0 (c  i = 0 .5 ) ;  - . - . -  o = 1 (c  i = 0 .0 ) .  
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-6  
/ 
/ 
/ J 
-8  I l I I 
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Fig. 2(a). Real and imaginary parts of R. 
- - - R r, -.-.- R i, o = 0 (c  i = 0 .5 ) .  
-2 
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-0 .2  
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- 1 -0"8 -0-$ ~t -0-~.  -0 .2  
Fig. 2(b). Real and imaginary parts of  R. 
- - -g r ,  a=l (c  i=0 .0) .  
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