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I. INTRODUCTION 
Maximization of the launching efficiency (E) of an aperture, which was 
discussed briefly in the introduction to Part I, is now considered in detail. 
(Reference to equations from Part I will be indicated by the prefix I.) 
In Section 2, necessary conditions in order that an aperture distribution be 
an extremal are derived. It is shown that the radiated power (E’,.) is stationary 
with respect to arbitrary, small variations of the aperture field distribution 
only in the uninteresting case in which this field vanishes. On the other hand, 
if the variations of the aperture field are not arbitrary, but are restricted so 
that the power (PJ in the surface wave remains constant, or if a minimum of 
P,./Ps is sought with respect to arbitrary variations, then there still exists 
the possibility of an optimal aperture distribution. 
The necessary conditions lead to the concepts of exact solutions and solu- 
tions in the mean of a certain integral equation. Some consequences of the 
assumed existence of an exact solution are examined; in particular, it is seen 
that such a solution minimizes P,/Ps , Moreover, it is shown that the launch- 
ing efficiency resulting from any quadratically integrable aperture distribution 
of which the norm (defined by (2.10)) is bounded by a fixed constant is 
necessarily less than unity. 
The nonexistence of an exact solution (in other than the trivial case men- 
tioned above) is demonstrated in Section 3. 
Solutions in the mean sense are examined in Section 4. If a solution of this 
type exists, the corresponding sequence of aperture distributions does not 
converge to a limit in the mean of order q for any q > 1; any such limit 
can be of no physical significance. Whether or not such a solution exists, it is 
seen that the least upper bound of the launching efficiency is determined by 
the sum (finite or infinite) of a certain infinite series. Although an eigen- 
function expansion for the aperture distribution is most elegant, one sees that 
other orthonormal sets of functions are equally useful. 
Alternative methods of solution are considered in Section 5. One method 
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leads to the formulas obtained by Barlow and Brown [ 11. The second method 
employs the orthonormal set of functions used by Barlow and Brown, but 
in a different manner; an explicit solution to a specified order of approximation 
is obtained provided that neither the aperture width nor the surface reactance 
is too large. In these circumstances, it is verified directly that there is no 
optimal aperture distribution and the least upper bound of the launching 
efficiency is less than unity. 
A few concluding remarks are made in Section 6, while proofs of several 
results will be found in the four appendices which make up Section 7. 
1.1 Some Definitions and Notation 
Before proceeding with the analysis, it is useful to list some of the commonly 
occurring symbols and to introduce the more important notation. 
Integrals are to be interpreted in the Lebesque sense (see, for example, 
Titchmarsh [2, Chapters 10-121). 
The equality almost everywhere on an interval (that is, except in sets of 
measure zero) of two functions f and g will be written f = g a.e.; a function 
which vanishes almost everywhere will be called a null function. 
L@ (q > 0) denotes the class of real functions f which are measurable and 
for which ] f (x) 1 q is integrable on a < x < b; the class L’ is denoted by L. 
Because the interval of integration is finite, a function f E Lq is also in 1,” for 
all p in 
O<p<q*L$ is the subclass of functions gELq 
for which sg(x) e-“” dx = 0; it is assumed that null functions are not in 
LOP. (Here, and henceforth when the range of integration is omitted, the 
interval a < x ,< b will be implied.) 
The class A consists of all real functions g such that g(x) is analytic in a 
neighborhood of the segment a < x < b of the real axis. 
An admissible variation will be a function of the form ~7, in which z is a 
sufficiently small parameter and 7 EL‘+ for an arbitrarily small positive 
number y. 
2. NECESSARY CONDITIONS FOR AN EXTREMAL, 
AND SOME CONSEQUENCES 
Observe first that for the reason described in Section 3 of Part I, the 
aperture distribution may be specified by the real function p. 
On physical grounds (see, for example, [3, p. 451) an aperture distribution 
p(t) could behave like (t - a)-f+E and (b - t)-*+” (5,~ > 0) near t = Q 
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and t = 6, respectively; the vanishing of [ or 7 corresponds to knife-edge 
behavior. Therefore, aperture distributions p will be sought in the class 
La-v, where y is assumed to be an arbitrarily small positive number; thus 
permissible edge singularities are included and little difficulty is incurred 
over and above that which would arise by confining p to L2. 
The problem may be attacked from several equivalent points of view. 
For example, it might be desired to deliver maximum energy to the surface 
wave (or as little as possible to the radiation field), a fixed amount of power 
being available from the source. Alternatively, one might consider the 
maximization of Y subject to the subsidiary condition that @ be held constant, 
or the minimization of Cp with Y held fixed. (Y and Cp are defined by (I 3.1) 
and (I 3.2), respectively.) All will lead eventually to the same results insofar 
as the ratio Q/Y is concerned, and all imply the following necessary conditions 
to be satisfied by an extremal p: 
S@ = SY = 0. (2.1) 
Here the first variations 6@ and 6Y are the first-order changes in @ and Y 
occasioned by replacement of p with p + ~7, 7 E L2-+ being independent 
of the sufficiently small parameter E; in what follows, ET will be denoted by 
SP* 
It is easy to show that 
SY 3 2 J” Sp(2) e-* d2 / p(f) ebA t dt (2.2) 
and, in order that 6Y should vanish, it is necessary and sufhcient that at 
least one of the integrals in (2.2) be zero. If 7 is arbitrary, then the second 
integral must vanish, Y = 0 and (as seen later in Section 3.2) the condition 
6@ = 0 implies p = 0 a.e. and 0 = 0. Thus, if 7,~ is arbitrary, conditions (2.1) 
can be satisfied only if p = 0 a.e. so @ = Y = 0. 
The only other solution of 6Y = 0 occurs if 71 E Li-7; that is, T(Z) is ortho- 
gonal to e-“* on a < z < b and so excites no surface wave. Variations which 
excited no surface wave were employed by Brown [4] and Barlow and 
Brown [I]. If 77 EL:+, then Sp is termed an admissible variation. 
With the aid of (I 3.2) and the fact that F is symmetric, one finds 
S@ = 2 1 &(a) da 1 p(t) Fe, t) dt 
= 2C I tip(r) emAs dz + 2 s Q(z) dz [J p(t) F(a, t) dt - Ce-Az] , (2.3) 
in which C is an arbitrary constant. Then, if the variation is admissible 
S@ = 2 $ Sp(2) dz [I p(t) F(2, t) dt - Ct++] (2-4) 
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and an application of the Holder inequality [2, Section 12.421 gives 
* \I dx ( J” p(t)F(x, t) dt - CemAz (g”g-l)ll-l’g (q > 1). (2.5) 
Thus if Sp is admissible (2.1) will be satisfied provided that p is a solution of 
i 
r(t)F(x, t) dt = Ce+ (a < x < b). (2.6) 
(This equality, if true almost everywhere in a < z < b, must be true every- 
where in the interval, because the integral is a continuous function of z.) 
A solution p EL~-Y of (2.6) will be termed an exact solution. Moreover, 
if Sp is admissible, then (2.5) indicates that (2.1) are satisfied not only if there 
exists an exact solution, but under the weaker condition that (2.6) possesses 
a solution in the mean of order q/(q - 1) for q = 2 - y; that is to say, there 
exists a sequence {Y,,+} (N = 1, 2, 3,...) of functions such that 
rN(t)F(x, t) dt - Ce-Az = 0. (2.7) 
Because y (> 0) may be as small as desired, q/(q - 1) need only be greater 
than 2. Thus (2.7) may be replaced by 
lim dz 
N-m .r Ii 
rN(t)F(x, t) dt - Ce-Az h = 0 (some h > 2), (2.8) 
and a sufficient condition for the vanishing of 6@ with respect to admissible 
variations is the existence of a solution of (2.6) in the mean of order h for 
some h > 2. 
In passing, it may be noted that the vanishing of the first variation of 
D/Y (Y > 0), the variations Sp belonging to L2-v but not necessarily to 
Li+‘, leads to these same equations, (2.6) and (2.8). 
It has been shown that the repeated integral in (I 4.16) is strictly positive 
with respect to functions r EL, unless r = 0 a.e., and that the homogeneous 
equation corresponding to (2.6) h as, in L, only the trivial solution Y = 0 a.e. 
By using these facts, and the symmetry of P(z, t), it is easy to establish the 
following results in respect of exact solutions: 
(i) if p, ,p, E L2-y are two exact solutions (for the same value of C), 
then p, - p, = 0 a.e.; thus (in an obvious notation) 
@i[pIl = @I%19 YPII = Wd 
and, in this sense, an exact solution will be said to be unique. 
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(ii) if p E ,V-y is the solution of (2.6), and if P = p + 8p, with Sp admis- 
sible, then 
WI = YCPIY and @[PI > WI; (2.9) 
thus p minimizes Q/Y with respect to the class of admissible variations. 
(Corresponding statements with respect to solutions in the mean are deferred 
until Section 4.) 
Define the norm 11 g // of a quadratically integrable, real function g by 
(2.10) 
If it is assumed that there exists an exact, quadratically integrable solution 
of (2.6) with C # 0 then, as established below, @/ul is bounded away from 
zero. Because this solution is optimal (in the sense of (2.9)), it follows that 
there is no aperture distribution with finite norm which makes E = 1; 
however, this does not preclude the possibility that a sequence {rN} exists 
with I/ rN II--+ co as N+ co for which the corresponding sequence of launch- 
ing efficiencies tends to unity. 
The result is a consequence of the following observations: for any quadratic- 
ally integrable, real function g, the inequality 
J-g(a) dz J-g(t)F(z, t) dt d y (2.11) 
obtains; here v, is the smallest eigenvalue of F (see Section 3.2 of Part I). 
The inequality is usually stated in terms of the double integral, the existence 
of which has not been established for g E L2; however, by employing the 
expansion (7.3) and the completeness relation (7.1), one sees that the left- 
hand side of (2.11) is equal to CF gn2/vn (wherein g,, is the Fourier coefficient 
of g with respect to the eigenfunctionf,), which is not greater than 1) g 112/~1 
because the sequence of eigenvalues {vn} is positive and nondecreasing; 
see Section 3.2 of Part I. Thus (2.11) is established. 
It is supposed that C f 0. Let p be the exact, quadratically integrable 
solution of (2.6) for C = 1 which is assumed to exist; thus p is not a null 
function. Then, as consequences of (I 4.16) and (2.1 l), one finds 
and 
0 < /p(z) dz /p(t) F(z, t) dt = 1 p(z) edAZ dz < -!!fT , (2.12) 
$>A>O. 
II P !I2 
Consequently E < E’ for some constant E’ < 1 for all aperture distributions 
with uniformly bounded norm, 
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It will now be shown that (2.6) possesses no integrable solution (hence no 
quadratically integrable solution) if C f 0; naturally, this does not invalidate 
the remark following (2.13). 
3. THE EXACT SOLUTION 
The solution of (2.6) will now be considered in the two cases C # 0, and 
C = 0. It will be shown that no exact solution exists in the former case, and 
only the trivial solution in the latter. 
3.1 The Case C # 0 
That (2.6) cannot possess a solution Y  EL if C # 0 follows from the 
following observations; the arguments are similar to those employed 
by Bouwkamp and de Bruijn [5]. The kernel F(z, t) is an integral function of 
both z and t, and it is easy to show that for any Y  EL the integral in (2.6) is an 
integral function of z. Then if (2.6) . is satisfied on a < z < b (or any sub- 
interval theoreof) it must be satisfied for all z and, in particular, for large, 
negative z. But evidently the integral is bounded as x -+ - 00 whereas 
/ CemAz 1 -+ co if C # 0. 
Thus there is no solution Y  EL of (2.6) if C f 0 and, hence, no exact 
solution Y  E L2-Y. 
3.2 The Case C = 0 
The constant C vanishes if 8~ is assumed to be arbitrary; see (2.3) and 
the remarks which follow (2.2). 
By an indirect argument, it has been shown in Section 4 of I that the only 
solution Y  EL of 
I r(t)F(z, t) dt = 0 (a < z < b) (3.1) 
is Y  = 0 a.e. The result may also be established more directly by defining S 
in accordance with (I 4.5) (the equality holding almost everywhere), inserting 
this representation for Y  into (3.1), integrating by parts, and solving the 
resultant integral equation with kernel K by Fourier transform methods. 
Thus, when C = 0, the only solution Y  e L (and, hence E L2-v) of (2.6) is 
7 = 0 a.e. (3.2) 
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This verifies the assertion following (2.2) to the effect that SD = SY = 0 for 
p EL~-Y and arbitrary Sp EL~-Y, implies p = 0 a.e. and @ = Y = 0. 
The results of the present section have shown that in the class L2-y there 
is no exact solution (the trivial solution excepted) to the optimization pro- 
blem. The possibility of the existence of a solution in the sense of (2.8) will be 
examined next. 
4. OPTIMIZATION IN THE NIEAN SENSE 
Although there exists no exact solution to the optimization problem, this 
is not a serious disadvantage. For it will be shown that (a) the existence of a 
solution of (2.6) in the mean of order h > 2 (see (2.8)) likewise leads to a 
minimum of Q/Y. Moreover, if no such solution exists, then (b) a sequence of 
aperture distributions {p&t)} may be determined (which are quadratically 
integrable, but for which lip, // -+GO as N-t co) for which @/Y--+0 
as N + co. Thus, in either case, the minimum can be approached arbitrarily 
closely and, moreover, it turns out that the sequences of aperture distribu- 
tions are the same in both cases. 
To justify the statement (a) above, assume that (2.8) is satisfied by a 
sequence {pN(t)} with p, E L2-7. Let PN(t) = pN(t) + 6p(t), with Sp admis- 
sible; thus yl[P,] = Y[p,]. Then a straightforward calculation (which makes 
use of the positive nature of the repeated integral defining Sp with respect to 
functions of the class L2-v (see Section 4 of Part I), the orthogonality of 
Q(z) to e-A*, and the Holder inequality) shows that 
(4.1) 
provided that N is sufficiently large, the magnitude of N being dependent on 
Sp. In this sense, the sequence {pN} is optimal. 
The truth of the statement (b) will become evident later. 
With respect to solutions of (2.6) in the mean, two questions arise: (i) does 
a solution exist, and (ii) if such a sequence {pN(t)} exists, does pN(t) approach 
a limit (in the mean of order 4 3 1) as N-t CO. The answer to (ii) is in the 
negative, justification being deferred to an appendix (Section 7.3); the 
first question will be considered below. 
4.1 Optimal Eigtmfunction Expansion 
Further discussion will be confined to sequences {pN(t)} which are linear 
combinations of the eigenfunctions fn(t) of F; it will be seen that such 
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sequences are adequate for present purposes. Thus, consider ph,(t) defined by 
here V, is the eigenvalue corresponding to fn and a, an as yet undetermined 
coefficient. It follows that (2.8) is satisfied by {pN} provided that 
C a, fn(x) converges to e-A2 in the mean of order h (> 2). 
Now, on a finite interval, convergence of a sequence in the mean of order a! 
implies convergence in the mean of order /I for all /3 in 0 < p < OL, as an 
application of the Holder inequality will indicate. Thus if C a,f,(z) converges 
to e-AZ on a < z < b in the mean of order h (> 2), it converges to e-AZ 
in the mean of order 2. From the completeness in L2 of {fn} (see Section 
7.1), it follows that C a,fn(z) converges to e-dAZ in the mean of order 2 if, 
and only if, a, = e, , the Fourier coefficient of e-AZ with respect to fn . 
Hence, if C a, fn(z) converges to ep hz in the mean of order h (> 2) one 
concludes that the unique choice of a, must be 
a, = e, 
= fn(t) cAt dt 
s 
(n = 1, 2, 3 ,... ), 
and 
h(t) = C t vnfnW 
1 
(4.3) 
In Section 7.3, it is shown that f+,,(t) converges in the mean of order q for 
no q > 1. Hence even if (2.8) is satisfied, the aperture distributions p, do 
not converge to a physically significant limit. A further consequence is that 
11 p, I/ -+ co as N-t c0 (see (7.10)). 
It should be noted that the result (4.3) depends on the fact that N-t CO; 
for a finite value of N, it does not necessarily follow that Cr a,f,(z) 
approximates best to e-Az (in the mean of order h > 2) if a, = e, . 
It is easy to see that the value of CD/Y correronding to p, is 
cp 1 
“=fQ$ 
(4.5) 
which decreases monotonically with increasing N. 
Now it is shown in an appendix (Section 7.2) that the convergence of 
c vne,a suffices to ensure that C e,fJ z converges uniformly and absolutely ) 
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to e-A2 on a < z < b, in which case C e&(z) certainly converges to e+ 
in the mean of order 4 for all 4 > 0. 
Thus the series C vnen2 is seen to play an essential role. If it converges, then 
(2.8) is satisfied for some h > 2, the sequence {&t)} is best possible in the 
sense of (4.1) and, as N increases, 0/Y decreases monotonically towards a 
nonzero limit. This limit can be approaches arbitrarily closely by choosing 
the aperture distribution to be a finite series of the form (4.4). 
On the other hand, if C v,en2 diverges, then C e&(z) may, or may not, 
converge to e-AZ in the mean of order h for some h > 2. But this is now 
irrelevant; for by choosing the aperture distribution again in accordance with 
(4.4), the value (4.5) of Q/Y may be brought arbitrarily close to zero by choice 
of N sufficiently large. 
Therefore, in either case, the greatest lower bound B’ of @/!P is 
(4.6) 
and this determines the corresponding least upper bound E’ of the launching 
efficiency E (see (5.46)). 
Obviously, a detailed examination of the series C vne,2 would be desirable, 
but as yet no attempt has been made in this direction. Moreover, knowledge of 
the eigenfunctions is not absolutely necessary; this will now be demonstrated. 
4.2 Equivalent Optimal Expansions 
It has been shown that, by taking N to be su fficiently large (but finite) the 
aperture distribution PM(t) leads to a launching efficiency which is as close 
to the least upper bound of E as desired. Now (see Section 3.2 of I) pN(t) 
is the sum of a finite number of terms belonging to the class A of real func- 
tions which are analytic in a neighborhood of the segment a :g t ,< b of 
the real axis; thus pN(t) E A. Let {xn} (n = 0, 1,2,...) be a set of functions 
which is both orthonormal and complete with respect to A on this interval. 
Let b, (which will depend on N) be the Fourier coefficient of pN(t) with 
respect to ,vn , and define 
Then applications of the Schwarz inequality and the completeness rela- 
tion (7.1) show that, for given E > 0, 
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provided only that M is sufficiently large. 
It follows that an aperture distribution of the form (4.7) will Iead to a 
value of E which is as close as desired to the value to be obtained by using 
pN; in this respect, the set {xn} may be said to be equivalent to the set {fn}. 
By choosing the coefficients b, to be the Fourier coefficients of p, with 
respect to xn , one does not necessarily obtain the maximum value of E which 
is possible with a given number of terms; in other words, for a given value of 
M, the minimum of @[&‘)]/Y[g~)] (which may be obtained by suitable 
choice of the coefficients b,) will be no greater than that found by demanding 
that b, be the nth Fourier coefficient of p, . 
5. ALTERNATIVE SOLUTIONS 
Because the necessary properties of the eigenfunctions fn are unknown, 
one is obliged to consider what will be termed alternative solutions. These 
will involve aperture distributions expressed as finite linear combinations 
of an orthonormal set {&} which was employed by Barlow and Brown [l]. 
The completeness of this set with respect to the class A can be established 
(Section 7.4); thus the sets {fn} and (Y,} are equivalent in the sense of 
Section 4.2. 
Two methods of solution will be examined. The first points up the analogy, 
and major difference, between the present problem and that considered by 
Bouwkamp and de Bruijn [5]; it leads to an integral, the minimization of 
which was discussed by Barlow and Brown [I]. The second method aims 
at the direct minimization of @/!?‘, and leads to numerical results in a special 
case. 
The first method proceeds as follows. Let the integral function h be 
defined by 
h(LJ = Jp(t) ($ - A) sin (1 dt (5.1) 
for p E L2-Y. Then 
4 
@[PI = 2 ,: g$ . (p _ t;ay/z (5.2~ 
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WJ] = [%I”. (5.3) 
It is seen immediately that there is a basic difference between the problem 
under consideration and that treated by Bouwkamp and de Bruijn [5]. In 
the latter work also, it was necessary to minimize a functional analogous 
to @ by suitable choice of h. But the subsidiary condition corresponding to 
(5.3) fixed h(5) t a a real point within the interval of integration. Thus only 
values of h on the real interval were relevant, and it was possible to find a p 
that would generate such an h and make the functional as small as desired. 
Here the situation is quite different, for the condition of constant Y[p] 
requires h(c) to be fixed at 5 = ih which is not in the interval of integration. 
Because h is an integral function, the value h(d) is determined completely 
by the values h(c) on any part of the interval of integration; any change in 
h(c) for real 5 is reflected in a corresponding change in h(A), and it seems less 
likely that CD can be made arbitrarily small while Y remains fixed. 
From (5.2) and (5.3), the expressions given by Barlow and Brown [l] 
can be readily obtained. These authors assumed that a = 0, and employed 
the set of functions (tin(t)}, WI 
#o(t) = NoewAt, 
#&t(t) = N, cos 
with 
Upon setting 
409124b4 
zrein 
?+%I (n = 1, 2, 3 ,... ), (5.4) 
cos pn = (7) [P + (g]-“: 
sin yn = X [AZ + (~)‘]-“‘, 
( 
2h 112 
No = 1 _ e-2Ab ’ 
N 
n (n = 1, 2, 3 )... ). (5.5) 
(5.6) 
one finds 
,’ ( - 1)‘” u&m/b) 
’ 7 [A2 + (ni-r/b)2]1/2 
(2 + h;! 
52 - (n7r/b)2 1 ’ (5.7) 
and h(ih) is independent of a, for n > 0: 
h(ih) := ia,lVOe-Ab sinh Xb. (5-g) 
Insertion of (5.7) into (5.2) leads to an integral equivalent to (11.25) of Barlow 
and Brown [l]. It is not evident that the greatest lower bound of this integral 
can be zero in any circumstances. 
Although of some interest, the foregoing discussion has not led to explicit 
quantitive results. In the following subsection an approach which yields 
numerical results in a fairly straightforward manner will be adopted. 
5.1 An Explicit Calculation for a = 0 
In the present section, the second method for obtaining an alternative 
solution will be considered. Again the orthonormal set {h} is employed. 
Although the case a > 0 could be treated by simple generalization of the & , 
it will be assumed henceforth that a = 0. The point of departure is 
(I 3.1) and (I 3.2) (g = 0 therein), and explicit formulas will be obtained 
subject to the conditions (G-l> 1, Xb < r. Because the set {$,> is complete 
with respect to functions of the class A (see Section 7.4), the least upper 
bound E’ of the launching efficiency can be approached arbitrarily closely 
by employing a linear combination of elements of {I,&}, with suitably chosen 
coefficients, as the aperture distribution. 
The analysis is straightforward, although tedious, and details will be 
omitted. Suppose 
F(G t) - c %?/4~) ?+hln(t)l (5.9) 
the C,, being the Fourier coefficients of F. Then 
b cm = SC b &&) $Jt)F(z, t) dz dt. (5.10) 0’ 0 
Note that C,,L > 0 because of the positive definite nature of F with respect 
to functions in A. 
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By expanding &n(t) in terms of cos(nnt/b) and sin(nrt/b), and by employing 
(I 3.3) and (I 3.6), it is possible to express C,, in terms of repeated integrals 
involving the kernel K(z, t) which, in turn, involves Bessel functions depend- 
ing on z f t. By suitable changes of variable, the integrals may be simplified 
to yield 
c,, = (- v- . L. m 
m2 - n2 77 i c 
A2 + (4bY llZs (&,) 
X2 + (mr/b)2 I n 
_ n A2 + (m7t/b)2 
I x2 + (m/b)2 
(m # 11 f  O), 
= &a, 3 (5.11) 
C oo = & e-“bG(4 4, 
c - 
(- I>” @b/2)1/2 e-f*b 
On - (six& M)1/2 [A2 + (nr/b)2]1/2 . sn(ir) (n f  01, 
(5.12) 
(5.13) 
(5.14) 
= Gzo , 
wherein 
C,(a) = j:” Jo(~) cos nx dx, (5.15) 
S,(a) E jrJo(a.w) sin t2x dx, (5.16) 
kb 
cif--. 
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Jv denotes the Bessel function of order v and G is defined by (I 3.5). 
On writing p(t) in the form (5.6), it is found that 
CD = 5 a,a,c,,, , 
0 
(5.17) 
(5.18) 
(5.19) yJ= 2g. ( 1 0 
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Next, Y is maximized, subject to @ =~ constant. The method of Lagrange 
multipliers shows that the coefficients a,, must satisfy the equations 
a0 60, N 
__ =: No2 CL C wn,,l 0 (I) 0, 1, 2 ,... , iv) 
” 
for some constant p; here S,,,,, is the Kronecker delta. Moreover, for this 
choice of coefficients, 
The condition for a nontrivial solution of (5.20) yields an algebraic equation 
of degree N -1 1 for pL, of which the root p = 0 is repeated N times. Thus 
the remaining root will minimize Q/Y; it is determined by 
1 No2C 
CL xi-’ 
(5.22) 
Here C is the determinant of the quadratic form (5.18) and C, denotes 
the cofactor of C, in C. 
Now, C f 0. For if C = 0 then there exists a set of coefficients {a,}, not 
all of which vanish, and the corresponding p(t) + 0 such that dj = 0; 
this is impossible because F(z, t) is positive definite with respect to p E A. 
Moreover C, (and all cofactors of elements on the principal diagonal of the 
matrix corresponding to (5.18)) is positive. This follows from the fact 
that C, is the Gram determinant [6, p. 621 of a certain linearly independent 
set of functions. 
In practice, the evaluation of the two determinants in (5.22) would generally 
require the use of numerical methods. The functions C,(e) and S,(a) have 
been tabulated [7], but not for a range of n adequate for present purposes. 
However, if (Y is sufficiently small, further analytical progress is possible 
and yields results which illustrate many of the points which have been dis- 
cussed previously, and which are “best possible” to the stated degree of 
approximation. To this end, write 
and define 
Jo(ax) = 1 - f a22 + O(d), (5.23) 
/3 z Kb = cm, (5.24) 
r EE 1 - A(1 + D-l/2. (5.26) 
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Then the following results can be demonstrated: 
S,(cr) = ; + 0 ($j ) 
GA4 = - (5) --+o($j, 
c mn = ‘,:;;;;p” 8”[1 + wz>l (m # n # O), 
2?rfI 
coo = ~pl _ 1) p [r - f (1 - 2LW)] [l + 0(/P)], 
c - (- I)” lw2 
On - &e(ezBn - 1)1/Z 
p/y1 + o(p)] (n # O), 
C nn = &m + 0@“>1 (n # 0). 
(5.27) 
(5.28) 
(5.29) 
(5.30) 
(5.31) 
(5.32) 
Note that to obtain the above equations, the square roots appearing in 
(5.11) have been expanded as power series in WI/~ and aA/n 
(m, tt = 1,2,3,...). Thus the results can be valid only under the further 
restriction 
/3/l s hb < 7r. (5.33) 
Now assume that terms of order 8” are negligible in the expressions for the 
elements of the determinants. Then C&, (m f n # 0) may be neglected 
and, because of the m-2n-2 behavior of C,, , this approcimation is uniform 
in N (the number of terms in the expansion of p(t)). 
Rather than evaluate the determinants, it is simpler to solve (5.20) directly. 
The equations forp = 1,2,..., N determine a, in terms of a,; the equation for 
p = 0 then determines CL. One finds 
an, = - 2 [cm0 + O(/W2Aa~*m-*)] (m f 01, 
and 
L = iv,2 [coo - $$ + O(pw)] . CL 
These reduce further to give 
a, _ (- !)*+I 2AlP 
3(e*@” 1 > 1/2 P2[ 1 00 + O(P)] + o(P”‘*A5’*), - 
(5.34) 
(5.35) 
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-k 0(/3W) . 
i 
(5.36) 
If the terms represented by the 0 symbols are ignored (so neither j? nor fl 
may be too large; recall (5.33)), then 
%n -= 
a0 
(- lP+’ 2N2 p 
3(@0” - 1)1/s 
(m + 0) I 
and 
To this approximation, it is evident that 
tarn2 = co, 
(5.37) 
2AT) . 
I 
(5.38) 
(5.39) 
which is expected in the light of a result to be proved in Section 7.3. More- 
over, it is apparent that D/Y decreases slowly as N increases, its greatest 
lower bound (g.1.b.) with respect to this class of aperture distributions being 
to the present degree of approximation in /I; this is not attained by a quadratic- 
ally integrable aperture distribution. The discussions of Sections 4.2 and 
7.4 then imply that, to terms of order /P inclusive, 
B = g.1.b. $ s B’ (5.41) 
(with B' defined by (4.6)) in the class of aperture distributions p E L2-v. 
It may be noted that D/Y approaches the value appropriate to a narrow 
slot (nF) as /I -+ 0. 
It is also possible to obtain some idea of the form of the aperture distribu- 
tion p(t). According to (5.4)-(5.6), and (5.37), 
p(t) = 
6 
pla~v 
a, VW + 3 .(,ml _ 1)1/e 1 5 (- I)n+l cos (F + F*)]. (5.42) 
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The series may be rewritten as 
f(- l)~+rcos~+&&- 1)” 
sin rid/b 
1 1 
n 
+$(- 1)n+l(cosg?, - 1) [cosy-y yb] . 
(5.43) 
The last series in (5.43) converges uniformly on 0 < t < b as N+ CO. 
The second series converges uniformly to - 3 nt/b except at t = b; thus, 
for sufficiently large values of N, it contributes a linearly varying term except 
for small oscillations (Gibbs’ phenomenon) near t = b. 
However, it is the first series in (5.43) that produces most of the fluctuating 
behavior of p(t) and causes rapid variations of the aperture distribution as a 
function of t. The series can be summed, and one finds that 
= P&r say, (5.44) 
which takes the values - N for t = b and $ (1 + (- l)N+l} for t = 0. 
Evidently PN(t) does not converge as N+ co; the number of oscillations 
of PN(t) is increased by unity if N is increased by two. Because of its depend- 
ence on N (see 5.38), D/Y is relatively unaffected by an increase of N for 
N > 10, say, although P,(t) changes considerably. The behavior of PN(t) 
for two different values of N is illustrated in Fig. 1. 
In terms of Q/u/, the launching efficiency E is 
E= 
1 
I 
--. 
1 + & [I + A-all/- $1 
Corresponding to B’ is the least upper bound E’ of E, given by 
E’ = 
1 
I 
(5.46) 
and illustrated in Fig. 2 for a range of values of /3 and A; this result is “best 
possible” to the present degree of approximation in 8. The curves are shown 
as broken lines for values of PA/P of the order of unity (see (5.33)). It is 
evident that for fixed A, the variation of E’ with p is small, at least for the 
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FIG. 1. Dominant fluctuating behavior of aperture distribution for two values of N. 
FIG. 2. Law upper bound of Launching efficiency as a function of A for several 
small values of /I. 
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range of /I considered here. The value of E for excitation by a slot placed at 
the reactive surface is given by the curve for p = 0; evidently this value can 
always be bettered by a suitable aperture distribution if /? > 0. 
As /1 increases, the surface wave becomes more tightly bound to the reactive 
plane. When A + cc and /? = 0, E’ ---f 1; it is conjectured that this is true 
for all values of 1, but that if ./l is finite then E’ is never equal to unity. This 
question could be settled either by determining the dependence on /3 and ~1 
of vne,,2 as n + CO, or by examining the quotient C/C,,, appearing in (5.22) 
as N -+ co. Each of these procedures seems to present formidable difficulties, 
although a numerical treatment of (5.22) is probably feasible. 
6. CONCLUDING REMARKS 
The present work has dealt with the existence of an optimal aperture 
distribution in connection with the excitation of surface waves on a plane; 
by optimal is meant a distribution which maximizes the launching effi- 
ciency E. It was shown (Section 2) that no L2 distribution can make E = 1. 
Furthermore (Sections 3 and 4) there is no optimal distribution, even in the 
mean ‘sense, which is of physical significance (that is, which is in L2-y). 
The greatest lower bound of Q/Y is equal to l/CT vnen2 (see (4.6)); the cor- 
responding least upper bound of E can be approached arbitrarily closely 
by employing an aperture distribution consisting of a finite linear combination 
either of the eigenfunctionsf, or of members of some equivalent orthonormal 
set. 
If the aperture is sufficiently narrow (/3 small) and the surface wave is not 
too tightly bound (hb < V) then an explicit solution may be obtained (Sec- 
tion 5). This shows that, at least in these circumstances, a launching efficiency 
arbitrarily close to unity is unattainable. The question has not been resolved 
analytically for larger values of B and (1 but, for practical purposes, numerical 
methods could be employed; it is conjectured that E’ is never equal to unity 
if (1 is finite. 
7. APPENDICES 
7.1 Completeness of { fn} with respect to L2 
It has been shown (Section 3.2) that T = 0 a.e. is the only solution in L 
of (3.1); hence, because the interval is finite, r = 0 a.e. is the only L2 solution 
of (3.1). 
Thus [8, Section 3.91 Y = 0 a.e. is the only L2 function which is orthogonal 
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to every eigenfunction fn of F. Hence [8, Section 3.41 the (orthonormal) 
set {fn} is closed with respect to L* and is therefore complete in L2. As a 
consequence, the completeness relation (Parseval’s equation) is satisfied 
for an arbitrary (real) function g E L2: 
wherein g, , the nth Fourier coefficient of g, is defined by 
gn z s fn@> A4 dx. (7.2) 
7.2 The Convergence of C v*es2 implies that of C e,, fn(z) 
In this section, it will be shown that C e&(z) converges (uniformly and 
absolutely on a < z < b) to e+ if C vnen2 < co. 
To this end, one may first observe that, because all the eigenvalues of F 
are positive (F(z, t) is positive definite with respect to A; see Section 4 of I), 
Mercer’s theorem [6, Chapter 3, Section 51 is applicable. This asserts that 
qz, q _ ~fn(4hdt) ) 
1 V, 
(7.3) 
the convergence being uniform and absolute in a < Z, t < b. 
Next, an application of the Schwarz (Cauchy) inequality for sums gives 
(7.4) 
NOW, (7.3) shows that Cfn(~)2/vn converges (uniformly and absolutely) to 
F(z, z). Thus, if the series C v,,e,s converges, the right-hand side of (7.4) is 
arbitrarily small provided that N and M are sufficiently large, and the con- 
vergence of 2 e,f&) thereby follows. Because x e,f,(z) converges to 
edAZ in the mean of order 2, one concludes that 
(a < z < b) (7.5) 
if C vnen2 < CO, the convergence being both uniform and absolute, 
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7.3 Nonexistence of a limit of p, in mean of order q 3 I 
Suppose that p, (not necessarily of the form (4.4)) is a solution of (2.6) 
in the mean of order h (> 2). (In fact, all that is required in the following 
proof is the existence of a solution in the mean of order less than or equal 
to q,, , qO being defined below.) In this section, the assumed existence of a 
limit p of p, in the mean of (maximal) order q,, (with q,, 3 1) will be seen to 
imply a contradiction. For suppose that p EL~O exists such that 
lim 
N’=- s 
1 pN(t) - p(t) Ia0 dt = 0. (7.6) 
Then, by employing the Minkowski inequality [2, Section 12.431 for q > 1, 
one finds 
I/ dz 1 j p(t)F(z, t) dt - Ceb* lq/l’p 
< dx 
IS IS 
[p(t) - h4t)l% t) dt * l” II 
+ [I dz 1 [pN(t)F(z, t) dt - Ce-Az /*/“‘, (7.7) 
the integrals over t being analytic functions of z which are certainly in Lq. 
Now, by hypothesis, the second term on the right-hand side of (7.7) is 
arbitrarily small provided that N is sufficiently large and 0 < q < 2; note 
that this hypothesis may be omitted if p, is defined by (4.4). Moreover, 
an application of the Holder inequality shows that 
j j [p(t) - PN(~)I 0, t) dt I* 
< 1 j 1 P(t) -P,(t) I* dt/ 1 j / F(z, t) 1*/(*-l) dt/‘-l 
for 1 < q < qO . The first factor on the right-hand side is arbitrarily small by 
hypothesis if N is sufficiently large, and the second factor is bounded; if 
q = 1, one finds a corresponding, but more elementary inequality involving 
Thus, if 1 < q < q,, , one concludes from the above remarks and the fact 
that the left-hand side of (7.7) is independent of N that 
p(t)F(z, t) dt - CeeAz = 0 a,e. (7.9) 
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Because the left-hand side of (7.9) . IS continuous in Z, it follows that equality 
holds everywhere in n z : 0, and p(t) EL”, is an exact solution of (2.6). 
But, in accordance with the results of Section 3, there exists no such solution. 
Thus p, converges in the mean of order y,, for no 4s > 1. (The case in 
which q0 is between 0 and 1 is unresolved, but is of no physical significance.) 
In particular, p, (as given by (4.4)) d oes not converge in the mean of order 2 
and, consequently, the Riesz-Fischer theorem [8, Chapter 3, Section 3.31 
implies that 
(7.10) 
(This suffices to prove that F(z, 5) cannot be degenerate and possesses an 
infinite number of eigenvalues; see Section 3.2 of I.) 
7.4 Completeness of {&} with Respect to A on 0 < t < b 
It will now be shown that the set {h} is closed with respect to the class A, 
which is a subclass of L2. Hence [8, Chapter 3, Section 3.41 it follows that 
{&} is complete with respect to A. 
Let Cl denote the subclass of L2 consisting of all functions h which, 
together with their derivative h’, are continuous on 0 < t < b; then A is a 
subclass of Cl. 
Consider the equation 
.r b b(t) a,&(t) dt = 0 (n = 1, 2, 3 )... ). (7.11) 0 
By writing &(t) as a linear combination of the sine and cosine of nrt/b, and 
integrating by parts, one finds that (7.11) is equivalent to 
s b [h’(t) + Ah(t)] sin y dt = 0 (n = 1, 2, 3 ,..* ). (7.12) 0 
Because the set (sin nrt/b} (n = 1, 2, 3,...) is complete and closed with 
respect to La on 0 < t < b, it follows that h’(t) + Ah(t) = 0 and the only 
members of Cl which are orthogonal to this set are proportional to #e(t). Thus 
the only function h E Cl which is orthogonal to every member of the set 
{&} (n = 0, 1, 2,...) is h = 0. Hence the set (#m} is closed with respect to 
Cl and therefore is complete in Cl. Because A is a subclass of Cl, the com- 
pleteness of {&} (n = 0, 1, 2,...) with respect to A is established. 
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