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Un ser humano es parte del todo que llamamos Universo,
una parte limitada en el tiempo y el espacio.
Esta´ convencido de que e´l mismo, sus pensamientos
y sentimientos son algo independiente de los dema´s.
Esto es una ilusio´n o´ptica de la conciencia, una ca´rcel
para nosotros que nos limita a nuestros deseos
personales y a sentir afecto solo por los ma´s cercanos.
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seres vivos y toda la naturaleza.
Albert Einstein..
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Resumen
En la presente tesis se analiza el cambio de paradigma de un movimiento
browniano ordinario a un movimiento browniano fraccional en el proceso de la
volatilidad del tipo de cambio, es decir el elemento de persistencia en una serie
cao´tica muy sensible a cambios en las condiciones iniciales, los cuales generan im-
pactos decisivos en la dina´mica de su movimiento de esta manera identifica´ndose
patrones en su conducta a primera vista aleatoria pero fractalmente con un patro´n
a modelar, se demuestra que la serie de tiempo sujeto de estudio es un proceso
con incrementos no estacionarios y dependientes distinguidas por la no linealidad
negando la posibilidad de ser un proceso martingala, debido a la evidencia del
coeficiente de Hurts y otras pruebas semiparame´tricas que la respaldan por lo
que se demuestra tambie´n que la variacio´n cuadra´tica del proceso es cero. Por
otro lado se muestra que dicha persistencia tiende a desaparecer de manera hi-
perbo´lica para ello se utilizo´ la funcio´n impulso respuesta acumulativa tambie´n
llamada memoria larga. Por lo tanto el centro neura´lgico de esta investigacio´n
es la persistencia en modelos no lineales heteroceda´sticos (FIGARCH) Modelos
autoregresivos con heterocedasticidad condicionada generalizada fraccionalmente
integrados. Utilizando las principales propiedades de procesos gaussianos y los
casos espec´ıficos de movimiento Browniano y movimiento Browniano Fraccional.
Para dicha aplicacio´n se utilizo´ a la variable tipo de cambio y mediante mode-
los de series de tiempo de memoria larga poder analizar la persistencia del efecto
existente en la volatilidad de dicha serie, Considerando que existen muchos pun-
tos de vistas acerca del estudio de este feno´meno cao´tico, en la presente tesis se
logra la formulacio´n y estimacio´n econome´trica para entender de mejor manera
la naturaleza de un indicador macroecono´mico clave en la toma de decisiones es-
tatales. De esta manera poder demostrar la dependencia de los intervalos ajenos
si importar su distancia en un proceso estoca´stico, es decir la existencia de la
dependencia no lineal entre los incrementos de una serie de tiempo.
Palabras Claves:
Memoria Larga, FIGARCH, Movimiento Browniano Fraccional, Funcio´n Im-
pulso respuesta , ARCH-GARCH,Movimiento Browniano.
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Abstract
In the present thesis the change of paradigm of a movement is analyzed or-
dinary Brownian to a fractional Brownian movement in the process of volatility
of the exchange rate, ie the element of persistence in a series chaotic, very sensi-
tive to changes in the initial conditions, which generate decisive impacts on the
dynamics of their movement in this way identigetting patterns in their behavior
at first glance randomly but fractally with a pattern to model, it is shown that
the time series subject of study is a process with non-stationary and dependent
increases distinguished by non-linearity denying the possibility of being a martin-
gale process, due to the evidence of Hurts coefficient and other semi-parametric
tests that support it by what is also shown that the quadratic variation of pro-
cess is zero. On the other hand it shows that such persistence tends to disappear
in hyperbolic way for it was used or the impulse response function cumulative
also called long memory. Therefore the neuralgic center of this research is the
persistence in nonlinear heteroscedastic models (FIGARCH) Autoregressive mo-
dels with conditioned heterocedasticity fractionally integrated generalized. Using
the main properties of Gaussian processes and the specific cases of Brownian
movement and Fractional Brownian movement.
For this application, the variable exchange rate and through Time series mo-
dels of long memory can analyze the persistence of the existing effect on the
volatility of said series, considering that there are many points of view about the
study of this chaotic phenomenon, in the This thesis is achieved the formulation
and econometric estimation to understand better the nature of a key macroeco-
nomic indicator in the State decision making. In this way, we can demonstrate
dependence of the intervals of others if importing their distance in a stochastic
process, is say the existence of non-linear dependence between the increments of
a Time series.
Keywords: Long Memory, FIGARCH, Fractional Brownian Movement, Fun-
ction Impulse response, ARCH-GARCH, Brownian Movement.
X
Cap´ıtulo 1
Introduccio´n
El tipo de cambio es una variable macroecono´mica cuya dina´mica depende
tanto de factores externos como internos como tambie´n de las pol´ıticas econo´mi-
cas adoptadas y la sensibilidad ante decisiones exo´genas que afectan en cierta
Medida a la economı´a de un pa´ıs.En el caso peruano de manera intuitiva se deno-
ta la complejidad del sistema en la cual actuamos y el caos inherente en el mismo.
Esta investigacio´n tendra´ por objetivo estudiar estas variaciones por medio de los
cla´sicos modelos de series de tiempo que puedan captar la memoria de corto plazo
muy utilizados en la actualidad y de largo plazo motivo de la tesis, sen˜alando en
el primer Grupo modelos ARCH y GARCH y en el segundo como FIGARCH
centra´ndonos en la no linealidad de FIGARCH, es decir dar paso a un sistema
econo´mico cao´tico con reglas distintas a tratar.
Con el desarrollo de la tecnolog´ıa y la inclusio´n econo´mica (Globalizacio´n),
nuestro sistema econo´mico ha desarrollado una clara sensibilidad ante factores
sean interno y externos, ya sean de gran o menor magnitud,desarrollando un en-
torno cao´tico y multivariable, incrementando de esta manera la entrop´ıa intr´ınseca
de la realidad, por tal motivo se requieren de te´cnicas Estad´ısticas y de modelos
multifractales que reflejen la dina´mica del sistema econo´mico de nuestro pa´ıs,
con el objetivo de analizar dichos feno´menos sirviendo de instrumento para una
adecuada planificacio´n. Por tal motivo se necesita un ana´lisis profundo de la na-
turaleza de dichas variables para detectar patrones,comportamientos, tendencias,
que nos permitan tomar decisiones en relacio´n a la perspectiva de la dina´mica
de la economı´a del Peru´. Estos factores adquieren cierto grado de incertidumbre
o riesgo que por lo general es mayor en pa´ıses del tercer mundo debido a la fal-
ta de institucionalidad y una adecuada estructura e´tica, ocasionando inestables
escenarios econo´micos, pol´ıticos y sociales.
De lo anterior, se desprende el hecho de porque estudiar modelos de especifi-
cacio´n adecuada en volatilidad del tipo de cambio, para lo cual en este trabajo
se abordara de la siguiente manera:
Como primera etapa se desarrollara los conceptos ba´sicos de procesos es-
toca´sticos, teoremas importantes y necesarios.Para poder entender la naturaleza
del sistema objeto de estudio, es importante mencionar que la definicio´n en este
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seccio´n de procesos estoca´sticos es basada en la dada por Paul Levy (1955) pa-
ra luego desarrollar especificaciones de procesos gaussianos como el movimiento
browniano, movimiento browniano fraccional extensiones propias del browinano
esta´ndar los cuales son escenciales para diferenciar entre los modelos de memoria
corta y memoria larga, de esta manera sentar las bases teo´ricas y poder desarrollar
el modelo de FIGARCH y as´ı capturar y cuantifcar las dependencias temporales
observadas en las dina´micas de la economı´a peruana. En particular poder analizar
e interpretar las caracter´ısticas del modelo FIGARCH el cual permite observar
meticulosamente la ca´ıda hiperbo´lica del cuadrado de los rezagos absolutos de las
innovaciones de la funcio´n de la varianza condicional.
La siguiente etapa tiene por objetivo abordar los modelos ARCH de Robert F.
Engle en 1982 y GARCH de Bollerslev (1991)sime´tricos (reaccio´n de la volatilidad
ante innovaciones positivas y negativas) mostrando los conceptos teo´ricos ba´si-
cos, me´todos de estimacio´n de los para´metros mediante el algoritmo de Scoring
Fisher los cuales generaron un importante impacto en el estudio de los mode-
los de volatilidad ampliando al campo de las Estructuras cuadra´ticas basados en
gran parte en los modelos ARIMA. Dichos me´todos Heterocedasticos surgieron
como necesidad de modelar las oscilaciones a corto plazo que recoge la varianza
condicionada de las series de tiempo que la Metodolog´ıa Box-Jenkins conside-
raban estacionarias y varianza constante los cuales son usados para obtener un
prono´stico o´ptimo de valores futuros de la serie.
Por lo cual es que a la par de la evolucio´n de la metodolog´ıa de series de
tiempo han surgido problemas que los economistas tratan de explicar, uno de
estos es porque muchas variables de corte financiero y en nuestro caso el tipo de
cambio (sol - do´lar), son dif´ıciles de modelar y por ende de pronosticar,por su
posible sensibilidad a condiciones in´ıciales. Esta condicio´n medida por diferentes
te´cnicas surgidas de la teor´ıa del caos y en particular al hidro´logo Hurst H.E.,
que con su trabajo de 1951 revoluciono la forma de estudiar los modelos serie de
tiempo mediante el estudio de procesos con una ca´ıda hiperbo´lica de la correlacio´n
de los intervalos ajenos son importar el tiempo(memoria de largo plazo) esto
es persistencia, supuso que las condiciones in´ıciales de la serie afecta no solo
al dato posterior inmediato Markov, sino que la afeccio´n inicial es persistente
durante toda la serie, es decir son series cao´ticas, ma´s tarde esta idea fue retomada
por Hosking en 1981, Granger y Joyeux en el an˜o de 1980, dado as´ı a conocer
la versio´n discreta del Movimiento Browniano Fraccional y que actualmente se
conoce como modelos ARFIMA o FARIMA, la caracter´ıstica principal es que la
serie es transformada de acuerdo al valor de ”d”, el cual es un nu´mero contenido
en los nu´meros reales.
De la idea anterior surgio´ tambie´n el modelo FIGARCH, propuesto inicialmen-
te por Bollerslev, Baillie y Mikkelsenen 1996, Granger y Ding en 1996 y Chung en
1999, se basa en el hecho de pensar que los retornos cuadra´ticos poseen memoria
larga y por lo tanto que estos impactan en la varianza condicional, siendo esta
persistente y mucho mayor que el modelo ARFIMA, por lo que el impacto de un
shock desaparece muy lentamente manifesta´ndose en la lenta convergencia de la
estabilizacio´n de la varianza condicionada.
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Para probar el feno´meno de memoria larga en los modelos serie de tiempo
y como consecuencia obtener el orden de integracio´n fraccional de la misma se
recurrira´ a pruebas ba´sicas como son el coeficiente de Hurst y otras pruebas semi
parame´tricas como el estimador local de Whisttle y la prueba Geweke y Porter-
Hudak o GPH.
Como siguiente etapa, tendra´ por objetivo realizar un ana´lisis de los modelos
propuestos anteriormente y se dara´ las conclusiones de los mismos, generando
sugerencias de los mejores modelos que permiten ver la dina´mica del shock su
velocidad de convergencia a trave´s de los coeficientes de la funcio´n impulso res-
puesta acumulativa.
Por lo tanto la estructura de la tesis viene dada por los siguientes cap´ıtulos:
En el cap´ıtulo 2, se presentan los conceptos teo´ricos ba´sicos ma´s importantes para
el posterior desarrollo del modelo FIGARCH, conceptos y caracter´ısticas de un
sistema cao´tico, la formulacio´n de un modelo econome´trico desde el enfoque de
reduccio´n probabil´ıstica , nociones ba´sicas de procesos estoca´sticos , propiedades
de procesos gaussianos y ejemplos particulares de procesos gaussianos como son
movimiento browniano esta´ndar y movimiento browniano fraccional. Para luego
definir la variable a modelar la volatilidad sus propiedades y antecedentes de la
modelacio´n FIGARCH, como son ARCH Y GARCH.
En el cap´ıtulo 3 se empieza a desarrollar la metodolog´ıa econome´trica FI-
GARCH partiendo de ARCH pasando por GARCH y llegando a FIGARCH,
describiendo algunas de sus propiedades ma´s importantes que me ayudaran a
cuantificar y analizar la persistencia de la durabilidad del shock del tipo de cam-
bio lo cual nos ayudara´ a comprender el grado de sensibilidad de la estabilidad
parame´trica en la memoria larga del modelo construido. Por otro lado tambie´n
se realizara´ la aplicacio´n de la te´cnica econome´trica a la serie de tipo de cambio
de los ultimos 20 an˜os.
En el cap´ıtulo 4, se mostrara´n los resultados de la estimacio´n del modelo de
memoria larga, se realizara´ la interpretacio´n de los mismos.
En el cap´ıtulo 5, se mostrara´n las conclusiones y recomendaciones del modelo
no lineal.
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1.1. Situacio´n Problema´tica
En el campo de las Ciencias Sociales espec´ıficamente en la Economı´a es noto-
rio la ausencia de teor´ıas que expliquen de manera satisfactoria la dina´mica de sus
feno´menos de estudio en comparacio´n con las Ciencias Naturales.A mediados de
los 60, una queja que o´ıa con frecuencia entre los economistas era:”Dado que sa-
bemos que tal y tal expresio´n estad´ıstica muestra un comportamiento convergente
en todos los otros campos de la ciencia, ¿Co´mo puede ser que mi propio campo (se
quejaba mi interlocutor) afronte el so´lito la maldicio´n de tener que enfrentar ex-
presiones estad´ısticas divergentes?Cuando los otros campos de la ciencia pueden
ser estudiados con me´todos matema´ticos bien probados que vienen en manuales
familiares ¿Porque´ tiene que pasar que en mi propio campo necesitemos tecni-
cas nuevas, para las que las u´nicas referencias son siempre tomos polvorientos
escritos en france´s, o incluso en polaco, o incomprensibles monograf´ıas moder-
nas?”.(Mandelbrot,1985:215).
Un argumento muy utilizado es la diferencia de edad, pero si tomamos en cuen-
ta que la teor´ıa de probabilidades surgio´ asociada al ana´lisis de feno´menos de las
ciencias Sociales ma´s de un siglo antes que las investigaciones y teor´ıas anal´ıticas
de la calor de Fourier y la energe´tica de Helmholtz pasando por la meca´nica es-
tad´ıstica de Maxwell, Boltzman y Gibbs para luego llegar a la meca´nica cua´ntica
de Planck, Einstein,Bohr,Schrodinger y Heisenberg. Por lo tanto no ser´ıa un ar-
gumento so´lido la distancia temporal entre la economı´a y la f´ısica indeterminista.
Entonces surge en este contexto la figura del matema´tico polone´s de ascendencia
jud´ıa Benoit Mandelbrot resultado del vasto conocimiento de la escuela parisina
de Emilie Borel, Henri Lebesgue, Louis Bachelier, Maurice Frechet, Paul Le´vy,
entre otros, a su vez herederos de la figura de Henri Poincare el cual junto con
Lyapunov se les consideran los precursores de la matematica indeterminista entre
1889 y 1900. En el an˜o de 1961, Mandelbrot como resultado de sus investigaciones
econo´micas sobre los modelos estad´ısticos de la distribucio´n de los taman˜os del
ingreso personal en una economı´a de mercado capitalista (Basados en los trabajos
de Wilfredo Pareto, 1896), planteo´ la causa de tal diferencia a la predominancia
de las distribuciones de Pareto en los feno´menos ba´sicos de las ciencias sociales
denominado por Mandelbrot como distribuciones Le´vy-Pareto, distribuciones es-
tables de Le´vy conocidos por los matema´ticos y distribuciones de Pareto segu´n
la ciencia econo´mica. Aleja´ndose de esta manera del caso gaussiano.
Las distribuciones de Le´vy-Pareto se caracterizan por ser jerarquizada no
ergo´dica es decir las variables que construyen al proceso estoca´stico tienen dife-
rentes pesos espec´ıficos en el resultado final de la suma. Por lo tanto los efectos
del impacto de ciertas realizaciones se diluyen muy lentamente de modo que la su-
matoria de las variables aleatorias no causen la anulacio´n ra´pida de este impacto
como lo exige el teorema del l´ımite central.
De este modo Mandelbrot diferencia dos clases de indeteminismo(Azar), el
indeterminismo primario o Benigno y el indeterminismo de segunda especie o azar
salvaje(Azar puro). El primero asociado a las obras de Laplace y Gauss, ”Todo el
valor epistemolo´gico de la teor´ıa de probabildades se basa en esto: los feno´menos
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aleatorios considerados en su accio´n colectiva a gran escala, crean una regularidad
no aleatorio”.,(B.V.Genedenko y A.N. Kolgomorov, limit distributions for sums
of independent random variables). Dichas fluctuaciones de orden primario reposan
sobre los pilares de la ley de los grandes nu´meros o denominado tambie´n teorema
ergo´dico y el teorema del l´ımite central generando de esta forma el ruido blanco
gaussiano que admite la existencia de memoria como un feno´meno mı´nimo de
corto plazo o correlaciones seriales a mı´nima escala que tanto e´xito alcanzaron en
el estudio de feno´menos de dina´mica determin´ıstico no lineal a partir de la mitad
del siglo XX.
El indeterminismo de segundo orden o ruido fraccionario contradice a la teor´ıa
econome´trica ortodoxa en la que la memoria a largo plazo toma la forma de
intensas fluctuaciones de baja frecuencias correlacionadas entre s´ı para cualquier
escala temporal.
En este sentido ”Por lo tanto en l´ıneas generales, un patro´n de sucesos es
cient´ıficamente significante y puede ser considerado con posibilidades de tener
continuidad, so´lo si en cierto sentido su probabilidad de haber ocurrido por ca-
sualidad es muy pequen˜a...Pero cuando se trabaja en un campo en el que el ruido
de fondo es paretiano, debemos reconocer que la carga de pruebas con la que nos
enfrentamos se encuentra ma´s cerca de aque´lla caracter´ıstica de la historia y la
autobiograf´ıa que de la f´ısica...Algunos modelos estoca´sticos... son capaces de ge-
nerar trayectorias en las que tanto el ojo entrenado como el profano distinguen el
tipo de detalle que generalmente asociamos con las relaciones causales... pero estas
estructuras deben ser consideradas ilusiones perceptivas”.(Mandelbrot,1963b:433-
34).
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1.2. Formulacio´n del Problema
La modelizacio´n del proceso de volatilidad del tipo del cambio es una pieza
que da solidez a la estructura de pol´ıtica econo´mica de una nacio´n generando
bases para una dina´mica democra´tica necesarias para el desarrollo de un sistema
pero debido a la naturaleza heteroceda´stica de los retornos de la tasa de cambio
de corto plazo, los cla´sicos modelos que suponen estacionariedad y homocedasti-
cidad no son los ma´s idoneos para modelarla. Siendo dicha modelizacio´n de gran
importancia en la toma de decisiones macroecono´micas y en las u´ltimas de´cadas
motivo de investigaciones en el mercado financiero. En un inicio se considera-
ban los modelos cla´sicos de series e tiempo subyugados al supuesto de varianza
constante o quiza´ poca variabilidad cuando en realidad su naturaleza es hetero-
ceda´stica y cao´tica dejando entonces atra´s el enfoque determinista por tal motivo
es importante la especificacio´n de un modelo que capture la naturaleza de la vo-
latilidad. Para modelar la dina´mica de dicho proceso, se han propuesto diversos
me´todos estad´ısticos, dentro de los cuales la metodolog´ıa ARCH ha jugado un
papel importante.
En investigaciones como el de Baillie y Bollerslev (1989,1991), Hsieh(1988),
Engle(1990), Vlaar y Palm(1993), entre otros, han utilizado la metodolog´ıa ARCH
y GARCH para la modelizacio´n del proceso de volatilidad con la estructura eco-
nome´trica del modelo gaussiano GARCH(1,1) suponiendo a la innovacio´n unita-
ria de la varianza condicionada como una distribucio´n gaussiana mesocurtica y
sime´trica, por tal motivo dicho modelo es el m´
umero importante de estudios, empleando base de datos
diarias han encontrado evidencia sobre la persistencia en la volatilidad es decir
dicha innovacio´n es ma´s parecida a una distribucio´n T o una Levy Pareto con
colas ma´s pesadas en relacio´n a una distribucio´n normal aproximando el proceso
por medio de modelos IGARCH, FIGARCH e HYGARCH.
Con especial atencio´n en FIGARCH se caracteriza por la no estacionariedad
del proceso de volatilidad , Davidson(2004), debido a que es un proceso autosimi-
lar fractal. En este sentido como resultado del incumplimiento de los supuestos de
normalidad y linealidad encontrados en los sistemas dina´micos siendo estos su-
puestos simplificadores para los cuales se tienen soluciones estables de esta mane-
ra manteniendo a la ciencia econo´mica en la seguridad del determinismo evitando
la ruptura con el pensamiento causal de Laplace(1749-1827),(R.S.Garcia,2014),
esta tesis busca principalmente investigar y analizar al modelo FIGARCH como
una posibilidad de explicar gran parte de la diversidad fenomenolo´gica de las se-
ries econo´micas y financieras por tanto tambie´n especificar y cuantificar el proceso
de volatilidad del tipo de cambio del sol peruano con respecto al do´lar americano
para el periodo comprendido entre Enero del 1997 hasta Marzo del 2017.
Por tal motivo se busca el modelo que mejor explica el comportamiento de los
retornos de la tasa de cambio siendo indispensable para obtener el prono´stico de
la volatilidad asociada a los mismos.
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as empleado para estudiar la vola-
tilidad, sin embargo un n´
1.3. Objetivos
1.3.1. Objetivo General
El presente estudio, tiene como objetivo general, determinar la durabilidad
de los shocks en la volatilidad de la serie del tipo de cambio en Peru´ del periodo
(1997-2017), esto quiere decir, estimar el mejor modelo para la data existente y
contraste acerca de sus para´metros y comportamiento, de tal forma de encontrar
evidencia de la persistencia en el largo plazo de dichos impactos.
1.3.2. Objetivos Espec´ıficos
1. Identificacio´n el movimiento browniano fraccional en series de tiempo que
se consideraban movimiento browniano ordinario.
2. Estimar y Especificar el modelo Autoregresivo con Heterocedasticidad Ge-
neralizada Fraccionalmente Integrado (FIGARCH) aplicado al tipo de cam-
bio Sol- Do´lar.
3. Cuantificar la persistencia del proceso de volatilidad de la serie a trave´s de
la funcio´n Impulso respuesta Acumulativa del modelo FIGARCH.
4. Desarrollar el modelo Autoregresivo con Heterocedasticidad condicionada
Generalizada Fraccionalmente Integrado (FIGARCH)
5. Demostrar la idoneidad del modelo FIGARCH en relacio´n a otros modelos
de heterocedasticidad condicionada para modelar la volatilidad del tipo de
cambio a largo plazo.
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Cap´ıtulo 2
Marco Teo´rico
2.1. Teor´ıa del Caos
El precursor de la teor´ıa del caos, fue el meteoro´logo Edward Lorente (1917-
2008). Estudiando la conveccio´n de la atmo´sfera mediante un sistema ecuaciones,
se dio cuenta que con alteraciones mı´nimas de las variables iniciales, provoca-
ban resultados muy divergentes. Este feno´meno se conoce como Efecto Mariposa,
el cua´l fue definido conceptualmente en un conferencia en el MIT a modo de
pregunta ¿El aleteo de una mariposa en Brasil hace aparecer un tornado en Te-
jas?,Edward Lorente (1917-2008).
Una caracter´ıstica de las series cao´ticas es la dependencia sensible a condi-
ciones inciales, espec´ıficamente a mı´nimas condiciones iniciales generan grandes
cambios en la dina´mica a largo plazo del sistema este feno´meno es llamado Efecto
Mariposa. Lorenz empezo´ a desarrollar su teor´ıa del caos, y observo´ que aparen-
temente los sistemas de ecuaciones tienen un comportamiento aleatorio, pero
mediante la geometr´ıa fractal se dibujaban una doble espiral repetidamente, de-
nominada atractor de Lorenz muy parecido al s´ımbolo de infinito. El atractor
es uno de los conceptos fundamentales de la teor´ıa del Caos, que se utiliza para
representar la evolucio´n en un sistema dina´mico en un tiempo suficientemente
largo. Geome´tricamente, un atractor puede ser un punto, una curva, una varie-
dad en el caso de tratarse de un sistema estable, por lo contrario, si hablamos
de un sistema cao´tico el atractor es una complicada estructura fractal conocido
como atractor extran˜o.
En este caso de la series cao´ticas surgen atractores extran˜os, los cuales tienen
una naturaleza fractal, es decir de fragmentacio´n de irregularidad, tiene como
caracter´ıstica que los puntos nunca se repiten y las orbitas nunca se interceptan.
Por tal motivo se concluyen con tres caracter´ısticas de los sistemas cao´ticos:
Un excesiva sensibilidad a mı´nimos cambios en las condiciones iniciales ge-
nerando grandes cambios en la dina´mica a largo plazo del sistema.
En te´rminos de micro estado se refleja un movimiento browniano ordinario
es decir una aleatoriedad, pero a nivel de macro estado se denota un cierto
orden.
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Figura 2.1: Atractor Extran˜o
Son deterministas en tanto que existe alguna ecuacio´n que gobierna su con-
ducta.
Bart Kosko, autor de la llamada lo´gica borrosa, afirma de modo tajante que
cuanto ma´s de cerca se mira un problema en el mundo real, tanto ma´s borrosa se
vuelve su solucio´n.Bart Kosko(1995).
Segu´n la teor´ıa de la totalidad un sistema es un feno´meno indisoluble u´nico
como un todo constituido por elementos interrelacionados caracterizados por la
complejidad es decir concibe el mundo como un todo orga´nico, fluido e interco-
nectado
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2.2. Enfoque reduccio´n Probabil´ıstica
La Ciencia Econo´mica como ciencia Social denota problemas epistemolo´gicos
y metodolo´gicos diferentes a las ciencia naturales, por tal motivo hasta los an˜os
sesenta se considero´ que la evidencia emp´ırica no comprobaba la teor´ıa plan-
teada sino la falsificaba, entonces no se pod´ıa seguir el tradicional proceso de
que la teor´ıa deber´ıa preceder a la investigacio´n emp´ırica. Para luego empezar a
desarrollarse metodolog´ıas en las cuales se toman en cuenta elementos de ambas
partes de la teor´ıa y de los datos, siguiendo el principio de Hegel .....Hegel pen-
saba que la evolucio´n de la idea se produce a trave´s de un proceso Dialectico, es
decir un concepto se enfrenta a su opuesto y como resultado de este conflicto, se
alza un tercero, la s´ıntesis, la s´ıntesis se encuentra ma´s cargada de verdad que
los dos anteriores opuestos,Hegel(1770,1831), Entonces siguiendo esta l´ınea de
pensamiento se incorporan al modelo elementos de la muestra, por lo tanto el
modelo no dependera´ solamente del cuerpo de teor´ıa ni de los datos , sera´ un
hibrido entre estos dos elementos una s´ıntesis, es decir se tendra´ en cuenta el
proceso que genera los datos que se observan y sus desviaciones temporales.
En el an˜o 1995 el me´todo Hendry propone mediante la modelacio´n econome´tri-
ca como una alternativa de generar esta denominada s´ıntesis de Hegel en donde
se une la teor´ıa econo´mica y la evidencia que surge de los datos por lo tanto se
requiere de construir un marco cuantitativo formal en donde se interrelacionen la
teor´ıa y evidencia extra´ıda de los datos.
Pero es importante distinguir entre ambos extremos, es decir entre modelos
basados en la teor´ıa a priori y calibrados desde la evidencia de los datos y los
modelos cuya estructura esta´n en los datos, pues los primeros tiene una excesi-
va dependencia de la teor´ıa pues dependen de la credibilidad de la teor´ıa y los
segundos modelos tiene una dependencia muestral. Sanos(1995), propone aplicar
una metodolog´ıa tradicional de datos experimentales a datos no experimentales es
decir datos extra´ıdos de proceso en curso no controlado , contruir un modelo eco-
nome´trico considerando la naturaleza no experimental de los datos que se esta´n
tratando. Considerando entonces un puente entre la teor´ıa y los datos no expe-
rimentales (observacionales) este puente es denominado reduccio´n probabil´ıstica
como una estructura estad´ıstica de naturaleza no experimental, entonces el obje-
tivo es especificar modelos estad´ısticos adecuados que capturen las caracter´ısticas
probabil´ısticas de los datos y proveer un resumen confiable de la informacio´n pro-
babil´ıstica de los datos, de esta manera se mejorara la firmeza de la evidencia
emp´ırica como autoridad final de la validez de las teor´ıas.
Entonces la reduccio´n probabil´ıstica distingue dos mecanismos entre el modelo
teo´rico es decir la aproximacio´n la realidad( cuerpo de teor´ıa ), proceso generador
de datos y el modelo estad´ıstico como un conjunto de supuestos probabil´ısticos
de las variables aleatorias observables .
El modelo de reduccio´n probabil´ıstica se puede resumir en cuatro etapas:
Especificacio´n: eleccio´n del modelo estad´ıstico apropiado.
Pruebas de mala especificacio´n: Prueba de los supuestos al modelo elegido.
Re-especificacio´n: modelo alternativo en caso falle el modelo anterior.
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Identificacio´n: Relacio´n entre el modelo teo´rico y el modelo estad´ıstico ,
mediante la re-parametrizacio´n.
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2.3. Nociones Ba´sicas de procesos estoca´sticos
2.3.1. Introduccio´n
Si consideramos a los procesos estoca´sticos definidos en el espacio de probabi-
lidad (Ω,ℑ,P), donde Ω es el espacio muestral no vac´ıo, ℑ es un sigma de algebra
sub conjunto del espacio muestral no vac´ıo y P la medida de probabilidad una
medida en ℑ, conjunto de tiempo T y espacio de estados R.
Definicio´n 1 Consideramos a una familia de variables aleatorias [Xt]tǫT tal que
para cada tǫT como un proceso estoca´stico, con espacio de probabilidad (Ω,ℑ,P),
conjunto de tiempo T y espacio de estados R, entonces:
Xt : (Ω,ℑ,P)→ (R,B(R))
Se define a una variable aleatoria como una funcio´n real con valor finito. Sa-
biendo que los pa´rametros tǫT y ωǫΩ afectan a los procesos estoca´sticos, entonces
:
Xt(ω)


(tfijo) ; Decimos Xt(ω) una variable aleatoria en un (Ω,ℑ, P )
(ω fijo) ; Decimos Xt(ω) es una ω − trayectoria en R
(t∈ T y ω ∈ Ω) ;Decimos Criterio de Levy
Si t es fijo, entonces la funcio´n ω → Xt(ω) es un a variable aleatoria con
espacio de probabilidad (Ω,ℑ, P ).
Si ω es fijo, entonces la funcio´n t → Xt(ω) es una funcio´n que toma valores
en R y se denomina ω- trayectoria del proceso.
Entonces para construir a BL como la a´lgebra producto de conjuntos de RL ,
consideremos un L ⊂ T , en otras palabras ⊗tǫLBt(R), donde Bt(R) = B(R) para
cada tǫL.
Si ∃At ∈ B(R) es un σ - a´lgebra, Entonces Πt∈LAt ⊂ ⊗t∈LBt(R) y si ⊗t∈LBt(R)
es la mı´nima σ - a´lgebra del conjunto RL la cual es denotada por BL, entonces :{t ∈
L : At 6= R}, es finito.
Ahora para S ⊂ L ⊂ T , se la medida ̺LS una funcio´n con dominio y rango:
̺LS : (R
L,BL)→ (RS,BS)
o una proyeccio´n por: ̺LS((ft)t∈L) = (ft)t∈S
Donde ft ∈ R∀t ∈ T , Entonces tenemos la medida ̺Lt una funcio´n con dominio
y rango:
̺Lt : R
L → R
con t ∈ L, entonces: ̺Lt , si L=T.
Entonces ̺Tt la denotaremos como ̺t.
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Definicio´n 2 Sea el proceso estoca´stico X = {Xt}t∈T y tenemos F ⊂ T, se denota
la funcio´n ϕFX : (Ω,ℑ,P)→ (RF ,BF ) entonces:
ϕFX(ω) = {Xt(ω)}t∈F , si tengo [ϕFX ]−1(ω) ∈ ℑ ∀ ω ∈ BF , entonces es medible
con respecto a ℑ y para cada t ∈ F se tiene que πFt ◦ ϕFX = Xt es medible para
cada t ∈ F.
Si
πFt : (R
F ,BF )→ (RT ,BT )
ϕFX : (Ω,ℑ,P)→ (RF ,BF )
Entonces πFt ◦ ϕFX : (Ω,ℑ,P)→ (RF ,BF )→ (RT ,BT )
Por lo tanto
(πFt ◦ ϕFX)−1 (A) ∈ ℑ ∀ A ∈ BT
(ϕFX)
−1(πFt )
−1(A) ⊂ (ϕX)−1(BF ) ⊂ ℑ Si
ϕX : (Ω,ℑ,P)→ (RT ,BT )
Entonces ϕ−1X : BT → [0, 1]
Entonces tengo la funcio´n P ◦ ϕ−1X : BT → [0, 1]
[P ◦ ϕ−1X ](A) = P[ϕ−1X (A)]
, ∀ A ∈ BT
se denomina la ley o distribucio´n del proceso X.
Definicio´n 3 Existe un conjunto F ⊂ T , F es finito y se define a PF = P◦{ϕFX}−1,
entonces se define a {PF}F⊂T,Fesfinito como la familia de la distribucio´n finito
dimensional del proceso X
Entonces si consideramos a un conjunto F ⊂ L , tenemos
PL ◦ {πLF}−1
P ◦ {ϕLX}−1 ◦ {πLF}−1
P ◦ (πLF ◦ ϕLX)−1
P ◦ (ϕFX)−1
PF
Es decir se cumple el principio de la consistencia
PL ◦ {πLF}−1 = PF
Por lo tanto PF es una medida de probabilidad que cumple con la condicion
de consistencia en BF
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Definicio´n 4 Dos procesos Y e X, se dice que son equivalentes si tiene la misma
distribucio´n entonces decimos que Y es una versio´n del proceso X si P(Xt =
Yt) = 1 ∀ t ∈ T. Entonces Y e X decimos que son procesos indistinguibles si
P(Xt = Yt, ∀t ∈ T ) = 1
Para estructurar la definicio´n anterior decimos si para cada k ∈ T entonces
Xk = Yk son equivalentes con probabilidad 1, entonces decimos que Y es un
versio´n de X si P(Xk = Yk) = 1 ∀ k ∈ T es decir Xt = Yt c.s. ∀ t ∈ T entonces si
para cada t1, t2, t3, ...., tn, en donde t1 < t2 < t3 < .... < tn, ∀ n ∈ N, satisface:
(Xt1 , Xt2 , Xt3 , ....., Xtn) = (Yt1 , Yt2 , Yt3 , ....., Ytn)
c.s.
Implica que ambos procesos tienen las mismas distribuciones es decir la familia
de la distribucio´n finito dimensional del proceso {Yt}t∈T coincide con la familia
de las distribuciones finito dimensional {Xt}t∈T , entonces X e Y tiene la misma
distribucio´n como conclusio´n son equivalentes.
2.3.2. Propiedades de los procesos Gaussianos
A partir del teorema de la construccio´n de kolmogorov (teorema 2.3.1), se
desea obtener el proceso estoca´stico X tal que su familia de distribuciones fi-
nito dimensionales del proceso coincidan con la familia de distribuciones finito
dimensionales dadas apriori, es decir un proceso estoca´stico, con un espacio de
probabilidad (Ω,ℑ,P), donde Ω es el espacio muestral no vac´ıo, ℑ es un sigma de
algebra sub conjunto del espacio muestral no vac´ıo y P la medida de probabilidad
una medida en ℑ, conjunto de tiempo T y espacio de estados R.
Teorema 2.3.1 (Construccio´n de Kolmogorov). Supo´ngase que para cada F ⊂
T , con F finito, existe una medida de probabilidad PS sobre BS tal que cumple la
condicio´n de consistencia, entonces existe una medida de probablidad P sobre BT
tal que:
PS = P ◦ [̺S]−1, ∀S ⊂ T, Sfinito.
En particular, el proceso cano´nico (RT ,BT ,P, [̺t]tǫT ) satisface
P ◦ [ϕS̺ ]−1 = P ◦ [̺S]−1 = PS, ∀S ⊂ T, Sfinito.
Por lo tanto la familia de distribuciones finito dimensionales [PS]S⊂T,Ffinito dadas
apriori coincide con la familia de distribucio´n finito dimensionales del proceso
cano´nico [̺t]t∈T .
Como consecuencia de dicho teorema las distribuciones finito dimensionales
de un proceso estoca´stico determina la distribucio´n del proceso. Siendo este teo-
rema de gran importancia para construir procesos estoca´sticos, espec´ıficamente
los procesos gaussianos
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Proposicio´n 2.3.2 Un Proceso estoca´stico [Xt]t∈T es llamado proceso gaussiano
si solo si todas las distribuciones finito dimensionales son distribuciones norma-
les, es decir si solo si, el vector aleatorio (Xt1 , Xt2 , Xt3 , ..., Xtn) es gaussiano para
toda (t1, t2, t3, ..., tn) ∈ T , con n ∈ N
La siguiente proposicio´n sigue de la proposicio´n 2.3.2.
Proposicio´n 2.3.3 El proceso [Xt]t∈T se dice que es gaussiano si solo si todas
las combinaciones lineales del proceso tienen distribucio´n normal, es decir si solo
si la variable aleatoria:a1Xt1 + a2Xt2 + a3Xt3 + ...+ anXtn es gaussiana para toda
(t1, t2, t3, ..., tn) ∈ T y a1, a2, a3, ..., an ∈ N.
La distribucio´n del proceso [Xt]t∈T esta´ determinado por la funcio´n de es-
peranza m y el operador estad´ıstico de covarianza K basado en el teorema de
construccio´n de kolmogorov 2.3.1.
Por lo tanto segu´n el teorema las distribuciones finito dimensionales del pro-
ceso [Xt]t∈T definen la distribucio´n del proceso [Xt]t∈T , por lo cual la funcio´n de
esperanza mX(t) = E(Xt) y operador de covarianzas KX(s, t) = cov(Xt, Xs) con
s y t ∈ T determinan la distribucio´n del proceso [Xt]t∈T
Teorema 2.3.4 Sea [Xt]t∈T un proceso gaussiano, entonces su matriz de cova-
rianzas K es:
1. Sime´trica
2. Postiva definida, es decir, para cada, (t1, t2, t3, ..., tn) ∈ T y a1, a2, a3, ..., an
ǫ N. Se cumple que:
∑n
i,j=1 aiajK(titj) ≥ 0. Rec´ıprocamente, para cada
funcio´n m : T → R y para cada funcio´n K : T 2 → (R, sime´trica y po-
sitiva definida, existe un proceso gaussiano X tal que mX ≡ m y KX ≡
K.(Demostracio´n en Tudor,2002)
Teorema 2.3.5 Sea [Xt]t∈T un proceso gaussiano centrado con funcio´n de co-
varianzas K.Supongase que existen constantes α , c > 0 tales que: K(t, t) +
K(s, s)− 2K(s, t) ≤ c|t− s|α, ∀ s,t ∈ T. Entonces existe una versio´n continua Xˆ
del proceso X tal que para todo 0 < γ < α
2
, las trayectorias de Xˆ son continuas
γ −Holderianas c.s.,(Azucena Campillo,2013)
Demostracio´n.. Sea ∃ c,α > 0 Entonces, var(ωt − ωs) 6 c|t− s|α
var(ωt − ωs) 6 c|t− s|α
E(ωt − ωs)2 6 c|t− s|α
E(ω2t − 2ωtωs + ω2s) 6 c|t− s|α
E(ω2t )− 2E(ωtωs) + E(ω2s) 6 c|t− s|α
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cov(ωt, ωs) = E(ωtωs)− E(ωt)E(ωs)
var(ωt)− 2cov(ωtωs) + var(ωs) 6 c|t− s|α
Kω(t, t)− 2Kω(t, s) +Kω(s, s) 6 c|t− s|α
Si Y ∼ N(0, σ2), Si consideramos E(Y 2m) = 2m!
2mm!
σ2m∀m ∈ N
Entonces si aplicamos:
E(|ωt − ωs|2m) = 2m!
2mm!
(var|ωt − ωs|))m
E(|ωt − ωs|2m) = 2m!
2mm!
(E(ωt − ωs)2)m
E(|ωt − ωs|2m) 6 Em|ωt − ωs|2m
E(|ωt − ωs|2m) 6 cm|t− s|αm (2.1)
Si αm > 1, entonces αm − 1 = b y 2m = a, si reemplazamos en la ecuacio´n
anterior tenemos:
E(|ωt − ωs|a) 6 cm|t− s|b+1 (2.2)
Por lo cual para m cumple las condiciones de continuidad de kolmogorov,
entonces existe una versio´n continua con trayectorias γ Holderianas para cada
0 < γ < b
a
Donde: l´ımm→∞(
αm−1
2m
) = l´ımm→∞(
α
2
) = α
2
Aplicando L′ Hospital, tenemos:
Entonces existe una versio´n continua cuyas trayectorias son γ Holderianas c.s
para toda 0 < γ < α
2
Si consideramos la regularidad de las trayectorias:
Definicio´n 5 Si una funcio´n X : T −→ R, se dice que es γ-Holder con 0 < γ < 1
si existe una constante Cγ tal que:
|Xt −Xs| 6 Cγ|t− s|γ
∀ s,t ∈ T.
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Teorema 2.3.6 Criterio de continuidad de kolmogorov. Sea {Xt}t∈T un proceso
estoca´stico que toma valores en R. Supo´ngase que existen constantes a, b, c > 0,
tales que ∀ s,t ∈ T, se cumple:
E(|Xt −Xs|a) 6 c|t− s|1+b
Entonces, para cada 0 < γ < b
a
, existe una versio´n continua {X˜t}t∈T del
proceso {Xt}t∈T y una variable aleatoria positiva Yγ que satisface:
1. E(Y aγ ) <∞
2. |X˜t − X˜s| 6 Yγ|t− s|γ ∀ s,t ∈ T
Proposicio´n 2.3.7 Un proceso gaussiano {Xt}t∈T es estacionario si solo si su
funcio´n de esperanza mX es constante y su operador de covarianza K cumple
la igualdad K(s, t) = K(s + h, t + h) para cada t, s ∈ T y todo h > 0(Azucena
Campillo,2013).
Si el proceso {Xt}t∈T es un proceso estacionario si h > 0, entonces {Xt+h}t∈T
converge en distribucio´n a {Xt}t∈T para todo h > 0. Entonces se cumple que:
E(Xt+h) = E(Xt), ∀ t∈ T y h > 0 por lo tanto la funcio´n esperanza E(X) es
constante.
Entonces las distribuciones finito dimensionales del proceso {Xt}t∈T coincide
con las distribuciones finito dimensionales del proceso {Xt+h}t∈T ∀ t∈ T y h > 0
por lo cual se cumple:
(Xt+h, Xs+h) converge en distribucio´n a (Xt, Xs), entonces:
Cov(Xt+h, Xs+h) = cov(Xt, Xs)
KX(t+ h, s+ h) = KX(t, s)
,
2.3.3. Propiedades generales de distribuciones de proce-
sos
1. Un proceso X se dice que tiene incrementos independientes si ∀ti ∈ T ,
i=1,2,3,..,n, con 0 < t1 < t2 < t3 < ... < tn−1 < tn, la variables aleatorias
Xt2 −Xt1 , ..., Xtn −Xtn−1 , son independientes.
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2. Un proceso X se dice estacionario si para toda ∀ ti ∈ T , i=1,2,3,..,n, se
tiene que:
(Xt1+h, Xt2+h, Xt3+h, ..., Xtn+h) converge en distribucio´n a (Xt1 , Xt2 , Xt3 , ..., Xtn)
con h > 0 tambie´n denotado por {Xt+h}t∈T converge en distribucio´n a
{Xt}t∈T
3. Un proceso X se dice que tiene incrementos estacionarios si las distribuciones
de los incrementos Xt+h −Xh, con t ∈ T , no depende de h > 0.
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2.3.4. Movimiento Browniano
El movimiento Browniano es un feno´meno que debe su nombre al bota´nico
brita´nico Roberth Brown quien en 1827 observo el comportamiento constante y
aleatorio de las part´ıculas de polen en un fluido y encontro´ tambie´n que cualquier
objeto sea orga´nico o inorga´nico mostraba este mismo comportamiento entonces
concluyo que estaba relacionado con el agua pero no llego a explicar las causas de
su movimiento, luego en el an˜o de 1905 el segundo art´ıculo publicado por Albert
Einstein sobre el movimiento de las part´ıculas pequen˜as en un l´ıquido estacionario
en el que predec´ıa un feno´meno que hab´ıa sido detectado hace ma´s de setenta
an˜os, pero su aporte a la ciencia fue la construccio´n de un modelo estad´ıstico
basada matema´ticamente en trabajos anteriores de termodina´mica y meca´nica
estad´ıstica con el que predec´ıa el movimiento de mole´culas suspendidas en un
l´ıquido, dicho modelo descriptivo de Einstein para el movimiento browniano es
popularmente conocido hoy en d´ıa como movimiento aleatorio.Pero En 1900, L.
Bachelier introdujo el proceso para modelar las fluctuaciones financieras. Por otro
lado fue Norberth Wiener el primero en dar una rigurosidad en la formulacio´n
matema´tica del movimiento en 1923
Sea X = {Xt}tǫT es un proceso gaussiano, entonces el operador estad´ıstico de
covarianza es:
Kω(s, t) = min{s, t} (2.3)
El matema´tico Norberth Wiener desarrollo matema´ticamente desde el punto
de vista de la probabilidad el movimiento browniano considerando los incrementos
del proceso, por lo tanto para fines de demostracio´n se considera un movimiento
Browniano centrado a un proceso con funcio´n de esperanza mω entonces llamare-
mos un movimiento Browniano esta´ndar.Es importante mencionar su naturaleza
autosimilar, entendiendo a un proceso autosimilar si el movimiento Browniano
ωH con H ∈ 〈0, 1〉 implica la existencia de dos procesos {ωHat}t∈T y {aHωHt }t∈T
tienen la misma distribucio´n para toda a > 0(en la seccio´n movimiento browniano
fraccional se desarrollara´ con ma´s amplitud este concepto).
En la cual se cumplen las siguientes propiedades:
1. ωt ∼ N(0, t)
2. ω0 = 0 casi seguramente
3. Para s 6 t entonces ωt − ωs .=D ωt−s ∼ N(0, t− s).
4. ω es un proceso con incrementos estacionarios e independientes.
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5. ω es un proceso no estacionario.
6. ω es un proceso con trayectorias continuas γ holderianas para todo 0 < γ <
1
2
.
Demostracio´n
1. Para {ωt}tǫT es un movimiento Browniano estandar con ωt ∼ N(0, t) si
Si es un proceso autosimilar ωt = t
Hω1, ω1 ∼ N(0, 1), lo daremos por
definicio´n(en la seccio´n de movimiento browniano fraccional desarrollaremos
la demostracio´n)
E[ωt] = E[t
Hω1] = t
H
E[ω1]
tHE[ω1] = t
H(0)
E[ωt] = 0
mω(t) = 0
var(ωt) = E[ωt]
2 = E[tHω1]
2
t2HE[ω1]
2 = t2H(1)
con H = 1
2
, entonces var(ωt) = t
var(ωt) = Kw(t, t) = t
Entonces
ωt ∼ N(0, t)
2. A partir de 1. Si ωt ∼ N(0, t) entonces ω0 ∼ N(0, 0)
E[ω0] = 0
var(ω0) = Kω(0, 0) = 0
Si ω0 ∼ N(0, 0) la cual es denominada la distribucio´n de Delta Dirac centra-
da en cero por lo cual si consideramos un espacio de medida (Ω,ℑ, P ) donde
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Ω 6= ∅ y ℑ ⊂ P (Ω) una clase ℑ subconjunto de Ω no vac´ıo, P : ℑ → [0,∞)
Sabiendo que P es una medida en ℑ.
P(ω) =
{
1 si 0 ∈ ω0
0 si 0 /∈ ω0
Entonces la medida esta´ centrada en 0 es denotada por δ0
P (ω0 = 0) = 1 convergencia casi ciertamente
3. Por la proposicio´n
Proposicio´n 2.3.8 El proceso gaussiano {Xt}t∈T se dice que es gaussiano si
solo si todas las combinaciones lineales del proceso tienen distribucio´n normal,
es decir si solo si la variable aleatoria a1xt1 + ... + anxtn es gaussiana para toda
t1, ...tn ∈ T y a1...anǫR, con n ǫN (Tudor, 2002)
Entonces ωt es gaussiano debido a la proposicio´n 2.3.2 dicha proposicio´n surge
como resultado del teorema de construccio´n de kolmogorov y por la proposicio´n
2.3.3 la distribucio´n del proceso ωt − ωs es gaussiana, por lo tanto ωt − ωs tienen
distribucio´n normal , entonces faltar´ıa solamente demostrar que ωt−s ∼ N(0, t−s).
Entonces por ser un proceso Autos´ımil se cumple: ωt−s = (t−s)Hω1 conH ∈ (0, 1)
(se desarrollara´ con mas profundidad en la seccio´n del movimiento Browniano
Fraccional).
E[ωt−s] = E[(t− s)Hω1] = (t− s)HE[ω1]
Si ω1 ∼ N(0, 1).
E[ωt−s] = (t− s)H(0) = 0
E[ωt−s]
2 = E[(t− s)Hω1]2 = (t− s)2HE[ω1]2 = (t− s)2H(1) = (t− s)2H
con H = 1
2
.
E[ωt−s]
2 = (t− s) = var(ωt−s)
Por lo tanto ωt−s ∼ N(0, t− s).
Definido de un manera alternativa:
E[ωt − ωs] = E[ωt]− E[ωS] = 0
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E[ωt − ωs] = 0
var(ωt − ωs) = var(ωt)− var(ωs)
var(ωt)− var(ωs) = t− s
E[ωt − ωs]2 = E[ω2t − 2ωtωs + ω2s ]
E[ωt − ωs]2 = E[ω2t ]− 2E[ωtωs] + E[ω2s ]
Sabiendo que Kω(t, s) = cov(ωt, ωs)
cov(ωt, ωs) = E[ωtωs]− E[ωt]E[ωs]
Si ωt ∼ N(0, t) entonces
cov(ωt, ωs) = E[ωtωs]
si aplicamos la propiedad 2, entonces:
E[ωt − ωs]2 = t− 2s+ s = t− s
ωt − ωs ∼ N(0, t− s)
Por lo tanto ωt−ωs converge en distribucio´n finito dimensional a ωt−s ∼ N(0, t−s)
4. A partir de 3 tengo (ωt+h − ωh) converge en distribucio´n a ωt ∀ h > 0 y t ∈ T .
Por lo tanto si:
var(ωt+h − ωh) no tiene que estar en funcio´n de h
E[ωt+h]
2 − 2E[ωt+hωh] + E[ωh]2
var[ωt+h]− 2cov[ωt+h, ωh] + var[ωh] = t+ h− 2h+ h = t
no depende de h, por lo tanto decimos que el proceso {ωt}t∈T tiene incrementos
estacionarios.
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Ahora si consideramos para cualesquiera s1, s2, t1, t2 ∈ T y 0 6 s1 < s2 < t1 < t2,
entonces el vector (ωt2 − ωt1 , ωs2 − ωs1) es gaussiano pues son combinaciones
lineales del movimiento Browniano {ωt}t∈T . segun la proposicio´n siguiente:
Proposicio´n 2.3.9 Un vector aleatorio X = (X1, ..., Xn) es un vector gaussiano
si solo si todas las combinaciones lineales de sus coordenadas a1X1+a2X2+a3X3+
... + anXn tiene distribucio´n gaussiana en R, para toda a = (a1, a2, a3, ..., an) ∈
R
n (Tudor, 2002).
Por otro lado para comprobar la independencia de los incrementos de (ωt2 −
ωt1 , ωs2 − ωs1) segu´n la proposicio´n
Proposicio´n 2.3.10 Si x e y son variables aleatorias independientes e integrables
entonces(Barry James,1981):
E(xy) = E(x)E(y)
Si X e Y son independientes ⇒ f(x, y) = f1(x).f2(y)
E(xy) =
∫∫
xy(x, y)dxdy
E(xy) =
∫
Ry
∫
Rx
xyf1(x)f2(y)dxdy
E(xy) =
∫
Ry
y[
∫
Rx
xf1(x)dx].f2(y)dy
Si E(x) =
∫
Rx
xf1(x)dx , entonces
E(xy) =
∫
Ry
yE(x).f2(y)dy
E(xy) = E(x)
∫
Ry
yf2(y)dy
E(xy) = E(x)E(y)
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Proposicio´n 2.3.11 Sea (X, Y ) un vector gaussiano, entonces X e Y son inde-
pendientes si y solo si cov(X, Y ) = 0(Barry James,1981).
Entonces si aplico la proposicio´n 2.3.10 y 2.3.11 se demuestra:
cov(ωt2−ωt1 , ωs2−ωs1) = cov(ωt2 , ωs2)−cov(ωt2 , ωs1)−cov(ωt1 , ωs2)+cov(ωt1 , ωs1)
Si utilizamos la ecuacio´n 2.3, se tiene:
Kω(t2 − t1, s2 − s1) = Kω(t2, s2)−Kω(t2, s1)−Kω(t1, s2) +Kω(t1, s1)
Kω(t2 − t1, s2 − s1) = 0
cov(ωt2 − ωt1 , ωs2 − ωs1) = 0
Entonces el proceso {ωt}t∈T tiene incrementos estacionarios e independientes.
5. Para demostrar que el proceso {ωt}t∈T no es estacionario basta con probar que
Kω(s+ h, t+ h) 6= Kω(s, t) ∀ h > 0, segu´n la proposicio´n 2.3.7.
Entonces:
cov(ωt+h, ωs+h) 6= cov(ωt, ωs)
cov(ωt+h, ωs+h) = E(ωt+h, ωs+h)− E(ωt+h)E(ωs+h)
cov(ωt+h, ωs+h) = E(ωt+h, ωs+h)− E(ωt + ωh)E(ωs + ωh)
cov(ωt+h, ωs+h) = E(ωt+h, ωs+h)− [E(ωt) + E(ωh)][E(ωs) + E(ωh)]
cov(ωt+h, ωs+h) = E(ωt+h, ωs+h)
Por otro lado:
cov(ωt, ωs) = E(ωtωs)
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Kω(s+ h, t+ h) 6= Kω(s, t)
∀ h > 0
Entonces ambas covarianzas son distintas por lo cual el proceso no es estacionario
cov(ωt+h, ωs+h) 6= cov(ωt, ωs)
{ωt}t∈T no es estacionaria, {ωt+h}t∈T no converge en distribucio´n finito dimen-
sional a {ωt}tǫT ∀ h > 0.
6. Para demostrar la existencia de trayectorias continuas se hara uso del siguiente
teorema derivado del teorema 2.3.5:
Teorema 2.3.12 Sea {ωt}t∈T un proceso gaussiano centrado con funcio´n de co-
varianza K Suponemos que existen constantes α, c > 0 tales que:
cov(ωt, ωt) + cov(ωs, ωs)− 2cov(ωt, ωs) 6 c|t− s|α ∀ s,t ∈T
Sabiendo que: Kω(t, t) = cov(ωt, ωt) , Kω(s, s) = cov(ωs, ωs) , Kω(t, s) = cov(ωt, ωs),
Se puede expresar:
Kω(t, t) +Kω(s, s)− 2Kω(t, s) 6 c|t− s|α
, ∀ s,t ∈ T.
Entonces existe una versio´n continua ω˜ del proceso ω para toda 0 < γ < α
2
las
trayectorias son γ holderianas c.s.
Entonces sea t,s ∈ T si debido al propiedad 1 ωt ∼ N(0, t) y ωs ∼ N(0, s)
ωt − ωs converge en distribucio´n a ωt−s ∼ N(0, t− s)
Si var(ωt − ωs) 6 c|t− s|α ∀ s,t ∈T
E[ωt − ωs]2 6 c|t− s|α
E[ω2t + ω
2
s − 2(ωtωs)] 6 c|t− s|α
E[ω2t ] + E[ω
2
s ]− 2E(ωtωs) 6 c|t− s|α
var(ωt)− 2cov(ωtωs) + var(ωs) 6 c|t− s|α
t− 2kω(t, s) + s 6 c|t− s|α
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Aplicando la ecuacio´n 2.3, tenemos:
t− 2s+ s 6 c|t− s|α
t − s 6 c|t − s|α , si c = 1 y α = 1, entonces por el teorema 2.3.12 se garantiza
que existen trayectorias continuas ω˜ del proceso ω las cuales son γ holderianas
para cada 0 < γ < 1
2
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2.3.5. Movimiento Browniano Fraccional
El movimiento Browniano Fraccional fue analizado por primera vez por el ma-
tema´tico ruso Nikolayevich kolmogorov en 1940 y el matema´tico polone´s Benoit
Mandelbrot en 1965 para ser desarrollado e investigado con mayor intere´s por
Mandelbrot y Van Ness en 1968 considerando la dependencia de largo plazo de
los incrementos de un proceso, dicho modelo es denominado multifractal tambie´n
como procesos estoca´sticos multifractales. Al igual que el movimiento browniano
es un proceso autosimilar pero en este caso con indice de similaridad H 6= 1
2
a
diferencia del browniano donde H = 1
2
como se desarrollara mas adelante.
Entonces el movimiento Browniano esta´ndar denotado por BH es un proceso
gaussiano centrado con covarianza
KH(t, s) =
1
2
(|s|2H + |t|2H − |t− s|2H) (2.4)
∀ t,s ∈T=R+
En donde H ∈ 〈0, 1〉 y H es llamado el coeficiente de hurts.
Ana´lisis
Si consideramos la funcio´n de covarianza, entonces
KH(t, s) =
1
2
(|s|2H + |t|2H − |t− s|2H)
, para H = 1
2
K 1
2
(t, s) =
1
2
(|s|+ |t| − |t− s|)
K 1
2
(t, s) = min{t, s}
∀ t,s∈ T , nos da la ecuacio´n 2.3 es decir obtenemos un movimiento Browniano
estandar ωt
Como segundo paso para probar la no estacionariedad del movimiento Brow-
niano Fracccional sean
KH(s+ h, t+ h) =
1
2
(|(t+ h)|2H + |(s+ h)|2H − |t− s|2H)
KH(s+ h, t+ h) 6= 1
2
(|(t)|2H + |(s)|2H − |t− s|2H)
KH(s+ h, t+ h) 6= KH(s, t)
Debido a no cumplir con la siguiente proposicio´n que sigue a la proposicio´n
2.3.7
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Proposicio´n 2.3.13 Un proceso gaussiano {Xt}t∈T es estacionario si solo si su
funcio´n de esperanza mX es constante y su operador de covarianza K cumple la
igualdad KH(s+ h, t+ h) = KH(s, t) para cada t,s ∈ T y para h > 0.
El proceso seria estacionaria si {ωt+h}t∈T converge en distribucio´n a {ωt}t∈T
∀ h > 0
En este caso el movimiento Browniano Fraccionario cumple que{ωt+h}t∈T no
converge en distribucio´n a {ωt}tǫT ∀ h > 0.El movimiento Browniano Fraccionario
es no estacionario.
Proposicio´n 2.3.14
El proceso BH tiene incrementos estacionarios
Dichos incrementos son independientes si H = 1
2
es decir es un movimiento
Browniano estandar.
Demostracion
1. Sea
BHt+h ∼ N(0, |t+ h|2H)
BHh ∼ N(0, |h|2H)
∀ h > 0
Entonces el operador estad´ıstico de la varianza es
var(BHt+h − BHh ) = E[BHt+h − BHh ]2
E[BHt+h − BHh ]2 = E[[BHt+h]2H − 2(BHt+h)(BHh ) + [BHh ]2H ]
var(BHt+h − BHh ) = |t+ h|2H − 2cov(BHt+hBHh ) + |h|2H
var(BHt+h − BHh ) = |t+ h|2H − 2KHB (t+ h, h) + |h|2H
var(BHt+h −BHh ) = |t+ h|2H − 2[
1
2
[|h|2H + |t+ h|2H − |h− t− h|2H ] + |h|2H
var(BHt+h − BHh ) = |t+ h|2H − [|h|2H ++h|2H − |t|2H ]
var(BHt+h − BHh ) = |t+ h|2H + |h|2H − |h|2H − |t+ h|2H + |t|2H
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var(BHt+h − BHh ) = t2H
Como la varianza no depende de h entonces el movimiento Browniano Frac-
cionario tiene incrementos estacionarios.
2. Si tenemos un vector formado por (BHs2 − BHs1 , BHt2 − BHt1 ) ∀ s1, s2, t1, t2 ǫ T
s1 < s2 < t1 < t2 entonces es unvector gaussiano debido a que el resultado
de la combinacio´n lineal de variables gaussianas, para calcular la covarianza
entre variables tengo cov(BHs2 − BHs1 , BHt2 − BHt1 ), entonces si desarrollamos:
cov(BHs2−BHs1 , BHt2−BHt1 ) = cov(BHs2BHt2 )−cov(BHs2BHt1 )−cov(BHs1BHt2 )+cov(BHs1BHt1 )
KHB (s2, t2)−KHB (s2, t1)−KHB (s1, t2) +KHB (s1, t1)
1
2
[|t2|2H + |s2|2H − |t2 − s2|2H ]− 12 [|t1|2H + |s2|2H − |t1 − s2|2H ]− 12 [|t2|2H +|s1|2H − |t2 − s1|2H ] + 12 [|t1|2H + |s1|2H − |t1 − s1|2H ]
1
2
[|t2 − s2|2H ] + 12 [|t1 − s2|2H ] + 12 [|t2 − s1|2H ]− 12 [|t1 − s1|2H ]
cov(BHs2−BHs1 , BHt2−BHt1 ) =
1
2
[|t1−s2|2H+|t2−s1|2H−|t2−s2|2H−|t1−s1|2H ]
Segu´n la proposicio´n 2.3.11 como la cov(BHs2 −BHs1 , BHt2 −BHt1 ) es diferente de
cero entonces decimos que los incrementos no son independientes, por lo cual se
concluye que los incrementos son estacionarios y dependientes. Si H = 1
2
entonces
la covarianza es cero por lo cual se dir´ıa que es un movimiento Browniano esta´ndar
implicar´ıan incrementos estacionarios e independientes.
Una de las propiedades ma´s importantes del movimiento Browniano fraccional
es la autosimilitud la cual se define como la invarianza de la distribucio´n en
tiempo y espacio debido a este feno´meno se le denomina como proceso autosimilar
cuya manera de identificar en una serie es mediante el coeficiente de hurts o de
autosimilitud.
Entonces para probar que el movimiento Browniano fraccional es un proceso
autosimilar se hara´ uso dela siguiente proposicio´n:
Proposicio´n 2.3.15 Sea un proceso {ωt}t∈T entonces decimos que dicho pro-
ceso es autosimilar con indice H > 0 si para cada a > 0, existen procesos
{ωat}t∈T y {aHωt}t∈T las cuales tienen la misma distribucio´n tambien denota-
do por {a−Hωat}t∈T como tambien {ωt}t∈T tienen la misma distribucio´n.
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Entonces por la proposicio´n 2.3.15, el movimiento Browniano fracccionalBHconH ∈
〈0, 1〉 implica la existencia de dos procesos {BHat}t∈T y {aHBHt }t∈T las cuales segun
la definicio´n anterior tienen la misma distribucio´n para toda a > 0 Es necesario
para la simplicidad de la demostracio´n que el proceso BH sea un proceso gaussiano
centrado por lo que tambien los procesos {BHat}t∈T y {aHBHt }t∈T son gaussianos,
entonces seria solamente necesario probar la igualdad de las funciones de cova-
rianzas de ambos procesos para demostrar que tienen una misma distribucio´n.
Entonces:
Sea s,t ∈ T y a > 0 entonces se tiene:
cov(BHat , B
H
st ) = KH(at, as)
1
2
[|at|2H + |as|2H − |at− as|2H ]
1
2
[a2H |t|2H + a2H |s|2H − a2H |t− s|2H ]
1
2
a2H [|t|2H + |s|2H − |t− s|2H ]
a2H
1
2
[|t|2H + |s|2H − |t− s|2H ]
a2Hcov(BHt B
H
s )
cov(a2HBHt , a
2HBHs ) = a
2HKH(t, s)
a2HKH(t, s) = a
2H 1
2
[|t|2H + |s|2H − |t− s|2H ]
cov(BHatB
H
as) = cov(a
HBHt , a
HBHs )
Por lo tanto se demuestra que es un proceso autosimilar.
Una propiedad importante del movimiento Browniano fraccionario es la regu-
laridad de las trayectorias, entonces a partir de la proposicio´n :
Regularidad de las trayectorias
Proposicio´n 2.3.16 El movimiento Browniano fraccionario con ı´ndice de auto-
similaridad H ∈ 〈0, 1〉 , BH , admite una versio´n continua B˜H tal que para toda
γ < H , las trayectorias del proceso B˜H son γ Holderianas c.s.
Entonces si desarrollamos :
var(BHt − BHs ) 6 c|t− s|α ∀ α, c > 0
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E[[BHt ]
2 − 2BHt BHs + [BHs ]2] 6 c|t− s|α
E[BHt ]
2 − 2E[BHt BHs ] + E[BHs ]2 6 c|t− s|α
var(BHt )− 2cov[BHt , BHs ] + var(BHs ) 6 c|t− s|α
KH(t, t)− 2KH(t, s) +KH(s, s) 6 c|t− s|α
Si sabemos que:
BHt ∼ N(0, |t|2H)
BHs ∼ N(0, |s|2H)
KH(t, s) =
1
2
[|t|2H + |s|2H − |t− s|2H ]
Entonces:
KH(t, t)− 2KH(t, s) +KH(s, s) 6 c|t− s|α
|t|2H − 2[1
2
[|t|2H + |s|2H − |t− s|2H ]] + |s|2H 6 c|t− s|α
|t|2H − |t|2H − |s|2H + |t− s|2H + |s|2H 6 c|t− s|α
|t− s|2H 6 c|t− s|α
Entonces si c = 1 y α = 2H por el teorema 2.3.5 tengo que para cada 0 <
H < 1 se da la existencia de una versio´n continua B˜Ht para toda 0 < γ <
α
2
,
entonces si α = 2H tengo γ < H las trayectorias del proceso son γ Holderianas
c.s.
Entonces el movimiento Browniano fraccional cumple las condiciones de con-
tinuidad de Kolmogorov decimos que tiene trayectorias cont´ınuas Holder c.s. con
orden menor a H (Sottinen 2001) y debido a la propiedad de autosimilaridad es
decir ser un proceso autosimilar entonces sus trayectorias son diferenciables en
ninguna parte c.s(Mandelbrot y Ness (1968)).
Proposicio´n 2.3.17 Sea un proceso gaussiano {Xt}t∈T autosimilar con ı´ndice
de similaridad H con incrementos estacionarios, entonces:
1. X0 = 0 c.s
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2. 0 < H < 1 , entonces ∃ s,t ∈ T ∀ s6 t con operador de covarianzas K
KH(t, s) =
1
2
[|t|2H + |s|2H − |t− s|2H ]var(X1)
3. H = 1, entonces Xt = tX1
Entonces
1. Si aplicamos el principio de similaridad entonces, {Xat}t∈T y {aHXt}t∈T
tienen que tener la misma distribucio´n , entonces:
KX(at, at) = cov(a
HXt, a
HXt)
∀ a > 0
var(Xat) = var(a
HXt)
E[X2at] = E[a
HX2t ]
Si t = 0
E[X20 ] = E[a
HX20 ]
E[X2at] = a
2H
E[X20 ]
Por autosimilitud
Xt = tX1 entonces Xt0 = 0X1 por lo tanto X0 = 0
E[X20 ] = a
2H
E[X20 ]
E[X20 ] = a
2H
E[0]
Entonces:
E[X20 ] = 0 entonces X0 ∼ N(0, 0) por lo tanto X0 ∼ N(0, 0
2H)
X0 ∼ N(0, 0) se concluye X0 = 0 c.s.
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2. 0 < H < 1
KH(t, s) =
1
2
[[|t|2H + |s|2H − |t− s|2H ]var(X1)
Si aplicamos las condiciones de incrementos estacionarios y principio de
autosimilaridad
Entonces
E(X1) = E(X2 −X1)
Si X2 = 2
HX1
E(X1) = E[X2]− E[X1]
E(X1) = E[2
HX1]− E[X1]
E(X1) = 2
H
E[X1]− E[X1]
E(X1) = [2
H − 1]E[X1]
con H = 0
E(X1) = [2
0 − 1]E[X1]
E[X1] = 0
Si por el principio de autosimilitud {XHat} .= {aHXHt }
E[Xat] = E[a
HXt]
E[Xat] = a
H
E[Xt]
Para t=1
E[Xa] = a
H
E[X1]
E[Xa] = 0
Entonces el proceso {Xt}t∈T gaussiano es centrado en cero.
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Por otro lado
var[Xt −Xs] = E[Xt −Xs]2
E[X2t − 2[XtXs] +X2s ]
E[X2t ]− 2E[XtXs] + E[X2s ]
var[Xt −Xs] = E[X2t ]− 2E[XtXs] + E[X2s ]
2E[XtXs] = E[X
2
t ] + E[X
2
s ]− var[Xt −Xs]
E[XtXs] =
1
2
[E[X2t ] + E[X
2
s ]− var[Xt−s]]
Si Xt −Xs converge en distribucio´n a Xt−s ∼ (0, |t− s|)
E[XtXs] =
1
2
[var[Xt] + var[Xs]− var[Xt−s]
Por condicio´n: Xt = t
HX1
E[XtXs] =
1
2
[var[tHX1] + var[s
HX1]− var[|t− s|HX1]]
E[XtXs] =
1
2
[t2Hvar[X1] + s
2Hvar[X1]− |t− s|2Hvar[X1]]
E[XtXs] =
1
2
[t2H + s2H − |t− s|2H ]var[X1]
cov(XtXs) = E[XtXs]− E[Xt]E[Xs]
Debido a que son procesos gaussianos centrados
cov(XtXs) = E[XtXs]
Como conclusio´n el proceso {Xt}t∈T autosimilar con 0 < H < 1 con in-
crementos estacionarios y varianza finita tiene la misma covarianza que el
movimiento Browniano fraccional con excepcio´n de var(X1) pero se consi-
dera movimiento Browniano fraccional.
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3. Si H = 1 entonces E[Xt − tX1]2 = 0
Entonces si var[Xt − tX1] = E[[Xt − tX1]2]
E[Xt]
2 − 2E[XttX1] + E[tX1]2
E[tHX1]
2 − 2E[tHX1tX1] + t2E[XH1 ]2
E[tHX1]
2 − 2E[tHX1tX1] + t2E[XH1 ]2
si H=1, entonces
E[tX1]
2 − 2E[tX1tX1] + t2E[XH1 ]2
t2E[X1]
2 − 2E[t2X21 ] + t2E[XH1 ]2
t2E[X1]
2 − 2t2E[X21 ] + t2E[XH1 ]2
[t2 − 2t2 + t2]E[X1]2
Por lo tanto:
E[Xt − tX1]2 = 0
Proposicio´n 2.3.18 Un proceso autosimilar con indice de autosimilaridad H ∈
(0, 1) con incrementos estacionarios es un MBF. Si var(X1) = 1 entonces dicho
proceso se denomina Movimiento Browniano fraccionario esta´ndar
Proposicio´n 2.3.19 Un proceso {Xt}t∈T autosimilar y gaussiano con incremen-
tos estacionarios con var(Xt) = t
2H con H > 0 y X0 = 0 entonces se denomina
movimiento Browniano fraccionario
Entonces se probara´ que la covarianza del proceso gaussiano coincide con la
covarianza del movimiento Browniano fraccional, se consideraran :
1. X0 = 0
2. Incrementos estacionarios
3. proceso gaussiano centrado
var(Xt −Xs) = E[Xt −Xs]2
E[X2t − 2XtXs +X2s ]
E[X2t ]− 2E[XtXs] + E[X2s ]
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var(Xt −Xs) = E[X2t ]− 2E[XtXs] + E[X2s ]
2E[XtXs] = E[X
2
t ] + E[X
2
s ]− var(Xt −Xs)
E[XtXs] =
1
2
[E[X2t ] + E[X
2
s ]− var(Xt −Xs)]
E[XtXs] =
1
2
[var[Xt] + var[Xs]− var(Xt −Xs)]
Al reemplazar con:
E[XtXs] =
1
2
[t2H + s2H − |t− s|2H ]
∀ s,t ∈ T
Por lo tanto la covarianza del proceso {Xt}t∈T coincide con la covarianza del
movimiento Browniano fraccional entonces el proceso {Xt}t∈T es un movimiento
Browniano fraccional con ı´ndice de autosimilaridad H.
Corolario 2.3.20 Sea {Xt}t∈T un proceso con varianza finita con H ∈ (0, 1]
entonces:
{xt}t∈T un proceso autosimilar gaussiano con ı´ndice H y con incrementos esta-
cionarios.
{xt}t∈T es un movimiento Browniano fraccionario con indice de autosimilaridad
H
{xt}t∈T es gaussiano centrado si H ∈ (0, 1) con operador estad´ıstico de covarianza
cov(Xt, Xs) =
1
2
[t2H + s2H − |t− s|2H ]var[X1], ∀t, s ∈ T (2.5)
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α - variacio´n del movimiento Browniano fraccionario
Sea {Xt}t∈[0,T ] es un proceso estoca´stico donde T es una constante entonces
tenemos al intervalo de tiempo [0, T ] , entonces:
Proposicio´n 2.3.21 Sea un proceso estoca´stico {Xt}t∈[0,T ] decimos que tiene α
- variacio´n finita, si la sucesio´n de variables aleatorias
Sα(X, πn) =
n∑
i=1
|Xti −Xti−1 |α
, n ∈ N
Para toda familia de particiones πn = {0 = t0 < t1 < ... < tn = T} converge
en probabilidad a una variable aleatoria Vα(X, [0, T ]) entonces a dicha variable
aleatoria se le denomina como α-variacio´n del proceso {Xt}t∈[0,T ]
Entonces para calcular la α-variacio´n del movimiento Browniano fraccional
sobre el intervalo [0, T ], se utiliza una sucesio´n de particiones πn, en donde:
πn = {iT
n
, i = 0, 1, 2...n}
, n ∈ N
Para calcular la sucesio´n de variables aleatorias
Sα(B
H , πn) =
n∑
i=1
|B iT
n
− B (i−1)T
n
|α
Porque segun la proposicio´n dicha suma converge en probabilidad a Vα(X, [0, T ])
la cual es denominada α - variacio´n del proceso {Xt}t∈[0,T ] donde T es una cons-
tante.
Entonces se tendra que desarrollar la sucesio´n de variables aleatorias
Sα(X, πn) =
n∑
i=1
|Xti −Xti−1 |α
utilizando el principio de estacionariedad y el principio de autosimmilitud, tene-
mos
Sα(B
H , πn) =
n∑
i=1
|BHiT
n
− BH(i−1)T
n
|α
Por el principio de estacionariedad
Sα(B
H , πn) =
n∑
i=1
|BHT
n
|α
Por el principio de autosimilitud
Sα(B
H , πn) =
n∑
i=1
|
(
1
n
)H
BHT |α
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Sα(B
H , πn) =
(
1
n
)Hα n∑
i=1
|BHT |α
Sα(B
H , πn) =
(
1
n
)Hα
n|BHT |α
Sα(B
H , πn) =
(
1
n
)(Hα−1)
|BHT |α
Antes de calcular la variacio´n del proceso del movimiento Browniano fraccio-
nario se analizara´:
Sα(B
H , πn)→n→∞


0 si Hα > 1
∞ si Hα < 1
|BHT |α si Hα = 1
Si calculamos la α - variacio´n del proceso del movimiento Browniano fraccio-
nario, entonces
Vα(X, [0, T ]) =
(
1
n
)(Hα−1)
|BHT |α
BHT = T
HBH1 , entonces
Vα(X, [0, T ]) =
(
1
n
)(Hα−1)
|THBH1 |α
Vα(X, [0, T ]) =
(
1
n
)(Hα−1)
THα|BH1 |α
Entonces la α-variacio´n del movimiento Browniano fraccional sera:
Vα(X, [0, T ])→n→∞


0 si Hα > 1
∞ si Hα < 1
T |BHT |α si Hα = 1
(2.6)
Proposicio´n 2.3.22 La variable aleatoria TE(|N |α) con N ∼ N(0, 1) donde
α = 1
H
es la α-variacio´n del movimiento Browniano fraccional en el conjunto de
tiempo [0, T ].(Demostracion Tudor, 2002)
Se concluye que las trayectorias del proceso tienen α-variacio´n no acotadas pa-
ra Hα < 1 y para H > 1
2
su variacio´n cuadra´tica es cero (Nualart 2003), derivado
de la expresio´n anterior se concluye que el movimiento Browniano fraccionario
para H 6= 1
2
no es una semimartingala(Lin 1995).
Entonces si Vα(X, [0, T ]) =
(
1
n
)(Hα−1)
THα|BH1 |α con α = 2 se tiene:
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V2(X, [0, T ]) =
(
1
n
)(2H−1)
T 2H |BH1 |α
Por lo tanto:
V2(X, [0, T ])→n→∞


0 si H > 1
2
∞ si H < 1
2
T |BHT |2 si H = 12
(2.7)
Si en un proceso de Markov la probabilidad del futuro solo depende del pre-
sente por lo cual estos procesos se les llama procesos sin memoria o con pe´rdida
de memoria.
Teorema 2.3.23 El movimiento Browniano fraccional con ı´ndice de similari-
dad H ∈ (0, 1), no es un proceso de Markov para H 6= 1
2
(Demostracio´n en
Tudor,2002)
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Diferenciabilidad de las trayectorias
Proposicio´n 2.3.24 . Casi todas las trayectorias del movimiento Browniano
Fraccionario no son diferenciables en ningu´n punto.(Azucena Campillo,2013).
Demostracio´n. Desde la Definicio´n de Paul Levy, si consideramos que ana´logo
a la singularidad un proceso estoca´stico con tiempo t fijo entonces el proceso es
una variable aleatoria en un espacio de probabilidad. Por lo tanto suponga que
B
H
0 = 0 y sea la variable aleatoria :
BHt − BHt0
(t− t0)
, con ∀t > t0
sabiendo que el movimiento browniano fraccional es un proceso autosimilar
con incrementos estacionarios entonces se cumple que:
BHt − BHt0
t− t0 ≡
BHt−t0
t− t0 ≡
(t− t0)HBH1
(t− t0) ≡ (t− t0)
H−1BH1
Si consideramos w fijo entonces el proceso es una W- trayectoria una funcio´n,
por lo tanto consideramos el evento At.
At = {w : sup
t0≤s≤t
|B
H
s (w)− BHt0 (w)
(s− t0) | > d}
∀d ∈ R+
Entonces para cualquier sucesio´n decreciente (tn)n∈N a t0,entonces :
At = l´ım
n→∞
Atn = ∩∞n=1Atn
Atn ⊃ Atn+1
Atn ⊃ {w : |
BHtn(w)− BHt0 (w)
(tn − t0) | > d}
Atn = {|(tn − t0)H−1BH1 (w)| > d}
Atn = {|BH1 (w)| > (tn − t0)1−Hd}
Por lo tanto si le aplicamos medida
P(Atn) ≥ P(|BH1 | > (tn − t0)1−Hd)
Si tomamos l´ımites , entonces tenemos:
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l´ım
n→∞
P(Atn) ≥ l´ım
n→∞
P(|BH1 | > (tn − t0)1−Hd)
= P{∪∞n=1(|BH1 | > (tn − t0)1−Hd})
con H ∈ (0, 1)
l´ım
n→∞
P(Atn) = P(|BH1 | > 0) = 1
Por la continuidad secuencial en probabilidad
l´ım
n→∞
P(Atn) = P( l´ım
n→∞
Atn)
Por lo tanto
P( l´ım
n→∞
Atn) = P( l´ım
n→∞
w : sup
t0≤s≤t
|B
H
s (w)− BHt0 (w)
(s− t0) | > d) = 1
P( l´ım
tn→t0
Atn) = 1
Esto implica que en el evento en donde BH no es diferenciable en el punto
t0 ∈ T tiene medida 1, con t0 arbitrario. Entonces se comprueba la proposicio´n
de no diferenciabilidad de las trayectorias del movimiento browniano fraccional
en ningu´n punto.
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Dependencia de largo plazo
Se considera que una sucesio´n de variables aleatorias {ωn}n∈N tiene depen-
dencia de largo plazo si sus covarianzas ρ(n) = cov(ωk, ωk+n) satisface:
l´ım
n→∞
ρ(n)
cn−α
= 1
, ∀ k,n ∈ N,donde c es una constante y α ∈ (0, 1)
Entonces se considera que:
ρ(n) ∼ cn−α, cuando n → ∞ , donde n−α es la tasa a la que decrece la
autocorrelacio´n de manera hiperbo´lica, es decir lentamente por lo que
∑∞
k=0 ρ(n)
no es absolutamente sumable.
Si incluimos el para´metro que me indica el grado de memoria d, tenemos:
ρ(n) ∼ cn2d−1, cuando n→∞, ∀ d ∈ (0, 1)
Entonces denotamos: 2d − 1 = −α ⇒ d = 1−α
2
, se observa una relacio´n
inversa entre el nivel de persistencia o memoria de un proceso y el valor de α,
d = 0,5− 0,5α, entonces para α ∈ (0, 1), tenemos:
α = 1 → d = 0→ Movimiento Browniano (GARCH), (incrementos indepen-
dientes)
A mayor grado de memoria del proceso menor valor de α.
Para cada k,n ∈ N sean:
ωk = B
H
k − BHk−1
ωk+n = B
H
k+n − BHk+n−1
tenemos el vector aleatorio, (BHk − BHk−1, BHk+n − BHk+n−1)
Para probar que el proceso Estoca´stico {ωn}n∈N tiene dependencia de largo
plazo, si H > 1
2
, entonces se desarrolla:
ρ(n) = cov(ωk, ωk+n)
ρ(n) = cov(BHk − BHk−1, BHk+n − BHk+n−1)
ρ(n) = cov(BHk , B
H
k+n)− cov(BHk , BHk+n−1)− cov(BHk−1, BHk+n)+ cov(BHk−1, BHk+n−1)
KH(k, k + n)−KH(k, k + n− 1)−KH(k − 1, k + n) +KH(k − 1, k + n− 1)
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1
2
[|k|2H + |k + n|2H − |n|2H ] − 1
2
[|k|2H + |k + n − 1|2H − |n − 1|2H ] − 1
2
[|k −
1|2H + |k + n|2H − |n+ 1|2H ] + 1
2
[|k − 1|2H + |k + n− 1|2H − |n|2H ]
1
2
[|n− 1|2H + |n+ 1|2H − 2|n|2H ]
1
2
[n2H(1− 1
n
)2H + n2H(1 +
1
n
)2H − 2|n|2H ]
1
2
{n2H [(1− 1
n
)2H + (1 +
1
n
)2H − 2]}
n2Hn−2
2n−2
{[(1− 1
n
)2H + (1 +
1
n
)2H − 2]}
n2H−2
2
[
(1− 1
n
)2H + (1 + 1
n
)2H − 2
n−2
]
ρ(n) =
n2H−2
2
λ
Aplicamos L′ Ho´spital a λ:
(1− 1
n
)2H+(1+ 1
n
)2H−2
n−2
→ 2H(2H − 1), cuando n−→∞
Entonces:
ρ(n) =
n2H−2
2
[2H(2H − 1)]
ρ(n) = H(2H − 1)n2H−2, ∀ H ∈ (0, 1)
ρ(n) ∼ cn−α con c 6= 0, entonces c = H(2H − 1), por lo tanto −α = 2H − 2
⇒ H = 2−α
2
Si 2d−1 = 2H−2⇒ d = H−0,5, por lo tanto d tiene una relacio´n directa con
H, es decir a mayor nivel de memoria mayor valor de H, entonces la covarianza
de los incrementos tienden a cero en el orden n2H−2, entonces el movimiento
Browniano fraccional es un proceso de memoria larga.
l´ım
n→∞
ρ(n)
H(2H − 1)n2H−2 = 1
Si H ∈ (1
2
, 1) ⇒ α ∈ (0, 1) ⇒ MBF (dependencia de largo plazo)
H ∈ (0, 1
2
) ⇒ α ∈ (0, 1) ⇒ MBF ( no tiene dependencia de largo plazo)
Corolario 2.3.25 Un proceso estoca´stico se dice:
1. Persistente ⇒ sus trayectoras tienen la misma direccio´n, es decir:
H ∈ (1
2
, 1)⇒ d ∈ (0,0.5)⇒ H(2H−1)n2H−2 > 0; los incrementos del MBF
tienden a la misma direccio´n por lo tanto es un proceso persistente. existe
dependencia a largo plazo
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2. Antipersistente ⇒ sus trayectoras tienden a retroceder a misma, es decir:
H ∈ (0, 1
2
)⇒ d ∈ (-0.5,0)⇒ H(2H−1)n2H−2 < 0; los incrementos del MBF
tienden a direcciones opuestas por lo tanto es un proceso antipersistente o
memoria corta.
3. H = 1
2
⇒ d=0⇒ H(2H−1)n2H−2 = 0, los incrementos son independientes
hay neutralidad en las direcciones de sus incrementos por lo tanto es un
movimiento Browniano.
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2.3.6. Volatilidad Dina´mica
El concepto de volatilidad es muy utilizado en aplicaciones financieras, se
refiere a la medida de la intensidad de los cambios del precio de un activo en
te´rminos de la desviacio´n esta´ndar del cambio antes mencionado, es importante
mencionar que en el caso de un serie estacionaria y por lo tanto con varianza
constante puede dar evidencia de oscilaciones a corto plazo que es capturado por
la varianza condicional y por lo tanto modelarla para hacer predicciones a corto
plazo. Pero como en la realidad la volatilidad var´ıa en el tiempo los modelos
cla´sico no son adecuados.
Las series financiera y econo´micas generalmente muestran un comportamiento
sinusoidal es decir existen periodos de baja y alta volatilidad, es decir es indicacio´n
heterocedasticidad, en algunos casos se consideran ma´s interesantes las medias
y las varianzas condicionadas con el objetivo de prono´stico de corto plazo y en
otros casos las medias y las varianzas no condicionadas para prono´sticos a largo
plazo.
Un modelo adecuado para la volatilidad tiene que modelar sus caracter´ısticas
y tener la capacidad de pronosticarla, entendie´ndose como caracter´ısticas a las
siguientes:
Aglomeracio´n de la volatilidad. En la volatilidad se suelen presentar agru-
paciones por periodo. Dicho comportamiento han sido estudiados por nu-
merosos investigadores como Baillie(1996), Ramanathan(2012),chou(1988)
y Schwert(1989), es decir innovaciones inesperadas hoy tiene influencia en
el valor esperado de la volatilidad en el futuro generando un proceso muy
sensible a minimos cambios en las condiciones inciales.
Reversio´n a la media. Se considera que existe un nivel normal de volatilidad
a la cual toda serie tiende a retornar en fisica se define como un centro de
masa es decir a periodos altos de volatilidad los periodos siguientes sera´n
menores y a periodos bajos de volatilidad los siguientes periodos tendera´n
a ser ma´s altas.
La Volatilidad asime´trica. Se denota a sensibilidad asime´trica de la varianza
condicionada ante innovaciones positivas y negativas.
Influencia de variables exo´genas.En un sistema complejo se denota la mul-
tidimensionalidad que estructura su naturaleza, los mercados financieros
como es logico siguan este patron.
Distribucio´n de probabilidad. Generalmente la distribucio´n de probabilida-
des de los retornos son leptocurticas por lo cual tiene colas pesadas .
Algunos de los modelos de volatilidad ampliamente utilizados son los mode-
los autoregresivos condicionalmente heterocedasticos (ARCH) desarrollados por
Engle (1982), modelos autoregresivos condicionalmente heteroceda´sticos genera-
lizados (GARCH) desarrollados por Bollerslev(1986) y modelos autoregresivos
condicionalmente heterocedasticos fraccionalmente integrados (FIGARCH) desa-
rrollados por Baillie, Bollerslev y Mikkelsen (1996) en donde ya estamos en el
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campo de las series caoticas de memoria larga muy sensibles a minimos cambios
en las condiciones iniciales.
La dependencia del segundo orden puede ser modelada mediante una funcio´n
cuadra´tica dina´mica
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Modelos ARCH(p)
Existen diversas investigaciones acerca de estos modelos de volatilidad en este
apartado se desarrollara los modelos ARCH(p) basado en la estructura de Engle
de 1982.
Los procesos estoca´sticos de esta tesis estan definidos en el espacio de proba-
bilidad (Ω,ℑ,P) con un conjunto de tiempo T = R+, Por lo tanto se considera
como un proceso estoca´stico con incrementos estacionarios e independientes en
donde las correlaciones con el pasado desaparecen de manera exponencial, es de-
cir la varianza condicional se estabiliza ra´pidamente, entonces si consideramos
un proceso estoca´stico [yt] y Ψt un sigma de a´lgebra la cual es un conjunto de
informacio´n para todo tiempo t, generada por las variables aleatorias εt, es decir
Ψt = σ[..., εt−2, εt−1, εt] , las cuales son los residuos del modelo, entonces en el mo-
delo ARCH desarrollado por Engle (1982), la varianza condicional es modelada
en funcio´n del cuadrado de los residuos del periodo anterior, es decir el proceso
εt se dice es un ARCH, donde β′ = [β0, β1, β2, β3, ..., βp], es el vector columna de
los para´metros para modelar la media y xt = [1, x1t, x2t, x3t, ..., xkt] es el vector
fila de variables exo´genas para modelar la media, α′ = [α0, α1, α2, ..., αp] es el
vector columna de para´metros para modelar la varianza condicional, Entonces si
consideramos un proceso ARCH un modelo de memoria corta, por lo tanto existe
auto correlacio´n entre las perturbaciones pero esta desaparece exponencialmente
velozmente a cero a medida que el tiempo tiende al infinito. Por lo tanto se define
a la varianza condicionada sensible a la volatilidad externa. Entonces el modelo
se define:
yt|Ψt−1 ∽ N(µ, ht)
µt = βxt
ht = α0 + α1ε
2
t−1 + α2ε
2
t−2 + ...+ αpε
2
t−p
εt = yt − βxt
con α0 > 0, αi > 0, i = 1, 2, ...., p
Considerando los supuestos anteriormente fijados por el modelo entonces te-
nemos:
1. εt|Ψt−1 ∽ N(0, ht)
2. E(yt|Ψt−1) = µ = 0
3. εt = yt
4. εt|Ψt−1 ∽ N(0, ht)
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Entonces: Por lo tanto el modelo ser´ıa:
E(εt|Ψt−1) = 0, var(εt|Ψt−1) = ht (2.8)
con
ht = α0 +
p∑
i=1
αiε
2
t−i
Entonces la varianza puede modelarse a trave´s de un proceso AR(p) en las
variables µt = ε
2
t .
A partir de la ecuacio´n 2.8, se definen:
E(εt) = E(E(εt|Ψt−1)) = 0
V ar(εt) = E(ε
2
t ) = E(E(ε
2
t |Ψt−1)) = E(ht) = σ2t
entonces si sustituimos en la esperanza la ecuacio´n de la varianza condicionada
se expresa:
V ar(εt) = α0 + α1E(ε
2
t−1) + α2E(ε
2
t−2) + ...+ αpE(ε
2
t−p)
V ar(εt) = α0 + α1V ar(εt−1) + α2V ar(εt−2) + ...+ αpV ar(εt−p)
Si consideramos al proceso εt, estacionario, considerando la homocedasticidad
en la serie V ar(εt) = V ar(εt−k), ∀k
Entonces
V ar(εt) = α0 + α1V ar(εt) + α2V ar(εt) + ...+ αpV ar(εt)
V ar(εt)− α1V ar(εt)− α2V ar(εt)− ...− αpV ar(εt) = α0
V ar(εt)(1− α1 − α2 − ...αp) = α0
V ar(εt) =
α0
1− α1 − α2 − ...− αp = σ
2
t
V ar(εt) =
α0
1− [α1 + α2 + ...+ αp] = σ
2
t
Por lo tanto consideramos la siguiente restriccio´n:
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p∑
i=1
αi < 1 (2.9)
Para estimar los para´metros del modelo Arch, propuesto por Engle, que de-
fine a la variable aleatoria (yt)t∈I , se tiene la funcio´n de verosimilitud para la
observacio´n t-e´sima :
f(yt|Ψt−1) = 1√
2πht
e
− 1
2
ε2t
ht (2.10)
Ahora tomando logar´ıtmo sin constantes:
lt = −1
2
loght − 1
2
ε2t
ht
Entonces para T observaciones:
l =
1
T
T∑
t=1
lt (2.11)
Ahora para estimar la matriz de informacio´n necesitamos las hessianas, es
decir los estimadores maximo veros´ımil se encuentran al resolver el sistema dado
por las condiciones de primer orden:
∂lt
∂α
= − 1
2ht
∂ht
∂α
+
ε2t
2h2t
∂ht
∂α
∂lt
∂α
=
h−1t
2
∂ht
∂α
(
ε2t
ht
− 1)
∂lt
∂β
= − 1
2ht
∂ht
∂β
− 1
2
[
2εt
ht
∂εt
∂β
− ε
2
t
h2t
∂ht
∂β
]
∂lt
∂β
= − 1
2ht
∂ht
∂β
− εt
ht
∂εt
∂β
+
ε2t
2h2t
∂ht
∂β
Si ∂εt
∂β
= −xtl
∂lt
∂β
= − 1
2ht
∂ht
∂β
+
εtxtl
ht
+
ε2t
2h2t
∂ht
∂β
∂lt
∂β
=
εtxtl
ht
+
1
2ht
∂ht
∂β
(
ε2t
ht
− 1)
Entonces para hallar las componentes de la matriz hessiana H:
∂2lt
∂α∂α′ =
h−1t
2
∂ht
∂α
(− ε
2
t
h2t
∂ht
∂α′) + (
ε2t
ht
− 1) ∂
∂α′(
h−1t
2
∂ht
∂α
)
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∂2lt
∂α∂α′ = −
h−1t
2
∂ht
∂α
∂ht
∂α′(
ε2t
h2t
) + (
ε2t
ht
− 1) ∂
∂α′(
h−1t
2
∂ht
∂α
)
∂2lt
∂α∂α′ = −
h−2t
2
∂ht
∂α
∂ht
∂α′(
ε2t
ht
) + (
ε2t
h t
− 1) ∂
∂α′(
h−1t
2
∂ht
∂α
) (2.12)
∂2lt
∂β∂β′ = −
h−2t
2
∂ht
∂β
∂ht
∂β′(
ε2t
ht
)+(
ε2t
ht
−1) ∂
∂β′(
h−1t
2
∂ht
∂β
)−h−1t xt′xt−
2εtxt′
h2t
∂ht
∂β′ (2.13)
Se sabe que:
Hββ =
∂2lt
∂β∂β′
Hαα =
∂2lt
∂α∂α′
El espacio de para´metros ⊖ = [θ : θ = (α′, β′)]
Y considerando la simetr´ıa de la matriz de informacio´n tenemos:
Iθ =
(
Iαα 0
0 Iββ
)
(2.14)
Donde la matriz informacio´n se denota por:
Iθ = −E( ∂
2Lt
∂θ∂θ′) = −E[H]
Siendo H es la matriz hessiana y θ es el vector de para´metros a estimar median-
te el algoritmo de scoring fisher, debido a su mayor a su mejor manejo anal´ıtico
y tambie´n a su estabilidad multipara´metros, es importante mencionar que al ob-
tener la matriz de informacio´n se pueden hallar las varianzas estimadas de los
para´metros si recordamos que la inversa de la matriz de informacio´n es la cota
de rao-cramer.
Por lo tanto consideramos los siguientes hechos:
1. La matriz informacio´n se condiciona a la informacio´n pasada.
2. Iθ = −E(H) = −E(E(H|Ψt−1))
3. E(
ε2t
ht
|Ψt−1) = 1
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4. E(εt|Ψt−1) = 0
Entonces es posible obtener los bloques de la matriz de informacio´n aplicando
la esperanza a las hessianas
Iαα =
1
T
T∑
t=1
−E[E( ∂
2lt
∂α∂α′ |Ψt−1)]
Iαα =
1
T
T∑
t=1
E[
h−2t
2
∂ht
∂α
∂ht
∂α′ ](2.15)
Iββ =
1
T
T∑
t=1
−E[E( ∂lt
∂β∂β′ |Ψt−1)]
Iββ =
1
T
T∑
t=1
E[
h−2t
2
∂ht
∂β
∂ht
∂β′ + h
−1
t xt′xt](2.16)
Para obtener la ecuacio´n 2.15 y la ecuacio´n 2.16 se le aplica los hechos 3 y 4.
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Algoritmo de scoring fisher
Para estimar los para´metros ⊖ = [θ : θ = (α′, β′)] del modelo junto con
sus varianzas se realiza mediante el algoritmo de Scoring Fisher, introducido por
R.A.Fisher, en donde aplica la esperanza matema´tica a la segunda derivada de la
funcio´n de logaritmo de verosimilitud, se aplica en este caso debido a su simpli-
cidad anal´ıtica y a su estabilidad para la estimacio´n en caso de multipara´metros,
entonces:
θ ←− θ + I(θ)−1S(θ)
En muchos casos I(θ), es fa´cilmente calculable y I(θ) es siempre una ma-
triz definida positiva, esto generalmente estabiliza el algoritmo, pero se necesita
muchas iteraciones como:
θ ←− θ + γ[I(θ) + S(θ)2]−1S(θ)
En este caso de n observaciones independientes e ide´nticamente distribuidas
tenemos:
θ ←− θ + I1(θ)−1S(θ)
n
Donde I1(θ) es la matriz de informacio´n de una observacio´n.
Si realizamos una comparacio´n entre los algoritmos de Scoring- Fisher y de
Newton - Raphson, en el caso de multipara´metros, La aproximacio´n para la ecua-
cio´n de scoring seria:
S(θ0)− J(θ0)(θ − θ0) = 0
Donde:
S(θ)r =
∂I(θ)
∂θr
J(θ)rs = −∂
2I(θ)
∂θr∂θs
S(θ), es la gradiente y −J(θ) la Hessiana de I(θ), entonces los pasos para la
iteracio´n pueden ser descritos asi:
θ ←− θ + J(θ)−1S(θ)
Donde el estad´ıstico Score S es un vector y la hessiana -J una matriz.
Ahora en relacio´n con la estabilidad en el caso de multipara´metros, el algo-
ritmo de Newton- Raphson dicho problema no solamente es la negatividad sino
tambie´n la matriz puede ser singular es decir no necesariamente sus autovalores
todos sera´n positivos, en este caso sera´n positivos y negativos, entonces no es
invertible, Pero en el caso del algoritmo de Scoring - Fisher, dicha matriz simpre
sera´ definida positiva por lo tanto tendra´ inversa, recordando el teorema 2.3.26.
de Sylvester’s:
Teorema 2.3.26 A s una matriz definida positiva si solo si det(AR) > 0, para
todas la submatrices AR de la forma {ars}r,s=1,...,R.
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Entonces si reemplazamos J(θ) por la esperanza de la matriz de informacio´n se
tiene:
θ ←− θ + I(θ)−1S(θ)
Donde, I(θ), es la matriz de informacio´n de Fisher la cual siempre es una matriz
definida positiva, en el caso de multipara´metros se puede demostrar mediante la
iteracio´n:
θ ←− θ + γ[I(θ) + S(θ)S(θ)T ]−1S(θ)
θ ←− θ + γ[I(θ) + S(θ)TS(θ)E]−1S(θ)
Donde E es un matriz identidad
En el caso de la curva de la familia exponencial multipara´metros con densidad
ser´ıa:
Donde β, es d dimensional:
f(x, β) = b(x)eθβ
T t(x)−c[θ(β)]
J(β) =
∂2[θ(β)− θβT t(X)]
∂β∂βT
=
∂2θ[[τ [θ(β)− t(X)] + [ ∂θ
∂β
]Tv[θ(β)] ∂θ
∂β
]
∂β∂βT
Donde la esperanza del primer te´rmino es cero, entonces:
I(β) = E[J(θ)] = [
∂θ
∂β
]Tv[θ(β)]
∂θ
∂β
En el caso de multipara´metros se puede aproximar a:
θˆ ∼ Nd(θ, I(θ)
−1) (2.17)
Donde Nd es una distribucio´n gaussiano d dimensional, entonces se aproxi-
mar´ıa:
(θˆ − θ)T I(θ)(θˆ − θ) ∼ (θˆ − θ)T I(θˆ)(θˆ − θ) ∼ (θˆ − θ)TJ(θˆ)(θˆ − θ) ∼ χ2(d)
Si, Aplicamos el algoritmo Scoring Fisher al modelo ARCH(p), tenemos, θ(κ),
Es el vector de los valores de los para´metros en la iteracio´n k-esima del algoritmo
y q(κ) es el vector :
q(κ) =
1
T
T∑
t=1
∂lt
∂β
I(θ(κ)) , Es el valor de la matriz de informacio´n I evaluada en θ(κ)
El algoritmo ser´ıa:
θ(κ+1) = θ(κ) + (I(θ(κ)))−1q(κ) (2.18)
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para κ > 0
Si aceptamos la simetr´ıa de la matriz informacio´n podemos proponer un algo-
ritmo iterado alternado de fisher scoring para obtener las estimaciones ma´ximo
veros´ımiles de los vectores de los para´metros α y β.
Entonces dicho algoritmo puede expresarse de la siguiente forma:
β(κ+1) = β(κ) + (I
(κ)
ββ )
−1q(κ)β
α(κ+1) = α(κ) + (I(κ)αα )
−1q(κ)α
Donde
ακ y βκ, son los valores de los vectores de β y α en la Iteracio´n k-e´sima del
algoritmo.
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Modelo GARCH (p,q)
Existen diversas investigaciones acerca de estos modelos de volatilidad en este
apartado se desarrollara´ los modelos GARCH(p,q) basado en la estructura de
Bollerslevde 1986.
Siguiendo la estructura ARCH de la seccio´n anterior, tambien se considera
como un proceso con incrementos estacionarios e independientes donde la varianza
condicionada depende de la volatilidad externa y la volatilidad interna dicho
aporte se le atribuye a Bollerslev quien en el an˜o 1986 desarrollo una extensio´n
del modelo ARCH introduciendo la parte recursiva, es decir en este caso expresado
en la ecuacio´n de la varianza condicional en donde depende tanto del cuadrado
de los errores como de las varianzas condicionales retrasadas p periodos, zt =
[1, ε2t−1, ..., ε
2
t−q, ht−1, ..., ht−p], vector de variables para la varianza , Ψt−1 es la
informacio´n disponible haste el tiempo t− 1.
Entonces el modelo GARCH(p,q) desarrollado por Bollerslev esta´ dado por:
εt|Ψt−1 ∽ N(0, ht)
yt|Ψt−1 ∽ N(µ, ht)
µt = βxt
ht = ztω = α0 +
q∑
i=1
αiε
2
t−i +
p∑
j=1
γjht−j (2.19)
εt = yt − βxt
conα0 > 0, αi > 0, i = 1, 2, ...., p
γ ≥ 0, p ≥ 0, q > 0
Donde: p > 0, q > 0,α0 > 0,γj > 0, αi > 0, i = 1, 2, 3, ..., q, j = 1, 2, 3, ..., p y
α(L) Y β(L) son operadores de rezago , α(L) = α1L
1+α2L
2+α3L
3+ ...+αqL
q,
β(L) = β1L
1 + β2L
2 + β3L
3 + ...+ βpL
p
αi Se define como la sensibilidad de la varianza condicionada ante factores
externos y γj se define como la sensibilidad de la varianza condicionada ante
factores internos es decir su propia informacio´n histo´rica.
Si p= 0, se tendr´ıa el proceso Arch(q). Si p= 0 y q=0, se tendr´ıa ruido blanco es
decir un proceso estoca´stico con esperanza cero varianza finita e incorrelacionada
serialmente un movimiento browniano visto en el apartado anterior.
Cumpliendose la siguiente restriccio´n, la cual es desarrollado en la seccio´n de la
metodolog´ıa econome´trica:
∑q
i=1 αi+
∑p
j=1 γj < 1 garantizando la estacionariedad
del modelo.
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Estimacio´n de para´metros
En este caso se tiene un nuevo espacio de para´metos como un sub espacio
compacto de un espacio euclidiano:
Θ = [θ : θ = (β′, ω′)]
Entonces la funcio´n de ma´xima verosimilitud para T observaciones tiene la
forma dada por la ecuacio´n 2.11 :
l =
1
T
T∑
t=1
lt
Aplicando logaritmo tenemos:
lt = −1
2
loght − 1
2
ε2t
ht
Y derivando con respecto a los para´metros para modelar la media, ser´ıa similar
al proceso Arch. Luego las condiciones de primer y segundo orden estan dadas
por:
∂lt
∂β
= − 1
2ht
∂ht
∂β
− 1
2
[
2εt
ht
∂εt
∂β
− ε
2
t
h2t
∂ht
∂β
]
∂lt
∂β
= − 1
2ht
∂ht
∂β
− εt
ht
∂εt
∂β
+
ε2t
2h2t
∂ht
∂β
Si ∂εt
∂β
= −xtl
∂lt
∂β
= − 1
2ht
∂ht
∂β
+
εtxtl
ht
+
ε2t
2h2t
∂ht
∂β
∂lt
∂β
=
εtxtl
ht
+
1
2ht
∂ht
∂β
(
ε2t
ht
− 1)
Donde
∂ht
∂β
= −2
q∑
i
αiεt−ix′t−i +
p∑
j=1
γj
∂ht−j
∂β
(2.20)
∂2lt
∂β∂β′ = −
h−2t
2
∂ht
∂β
∂ht
∂β′(
ε2t
ht
) + (
ε2t
ht
− 1) ∂
∂β′(
h−1t
2
∂ht
∂β
)− h−1t xt′xt −
2εtxt′
h2t
∂ht
∂β′
En la ecuacio´n 2.19 se incluye la parte recursiva. Ahora derivando con respecto
a los para´metros para modelar la varianza condicionada, seria similar al proceso
Arch, entonces las condiciones de primer y segundo orden estan dadas por:
∂lt
∂ω
= − 1
2ht
∂ht
∂ω
+
ε2t
2h2t
∂ht
∂ω
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∂lt
∂ω
=
h−1t
2
∂ht
∂ω
(
ε2t
ht
− 1)
∂2lt
∂ω∂ω′ =
h−1t
2
∂ht
∂ω
(− ε
2
t
h2t
∂ht
∂ω′) + (
ε2t
ht
− 1) ∂
∂ω′(
h−1t
2
∂ht
∂ω
)
∂2lt
∂ω∂ω′ = −
h−1t
2
∂ht
∂ω
∂ht
∂ω′(
ε2t
h2t
) + (
ε2t
ht
− 1) ∂
∂ω′(
h−1t
2
∂ht
∂ω
)
∂2lt
∂ω∂ω′ = −
h−2t
2
∂ht
∂ω
∂ht
∂ω′(
ε2t
ht
) + (
ε2t
ht
− 1) ∂
∂ω′(
h−1t
2
∂ht
∂ω
)
(2.21)
Se sabe que:
Hωω =
∂2lt
∂ω∂ω′
El espacio de para´metros ⊖ = [θ : θ = (ω′, β′)]
Considerando la simetr´ıa de la matriz de informacio´n tenemos:
Iθ =
(
Iωω 0
0 Iββ
)
(2.22)
En donde la matriz informacio´n se denota por:
Iθ = −E( ∂
2Lt
∂θ∂θ′) = −E[H]
Donde H es la matriz hessiana y θ es el vector de para´metros a estimar median-
te el algoritmo de scoring fisher, debido a su mayor a su mejor manejo anal´ıtico
y tambie´n a su estabilidad multipara´metros, es importante mencionar que al ob-
tener la matriz de informacio´n se pueden hallar las varianzas estimadas de los
para´metros si recordamos que la inversa de la matriz de informacio´n es la cota
de rao-cramer.
Debido a la simplicidad de su mejor manejo anal´ıtico y tambie´n a su esta-
bilidad multipara´metros se utilizara´ la esperanza condicionada a la informacio´n
pasada como en el caso de Arch.
Por lo tanto consideramos los siguientes hechos:
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1. la matriz informacio´n se condiciona a la informacio´n pasada.
2. Iθ = −E(H) = −E(E(H|Ψt−1))
3. E(
ε2t
h t
|Ψt−1) = 1
4. E(εt|Ψt−1) = 0
Entonces es posible obtener los bloques de la matriz de informacio´n aplicando
la esperanza a las hessianas
Iββ =
1
T
T∑
t=1
−E[E( ∂lt
∂β∂β′ |Ψt−1)]
Iββ =
1
T
T∑
t=1
E[
h−2t
2
∂ht
∂β
∂ht
∂β′ + h
−1
t xt′xt]
La cual sera´ estimada consistentemente por su primera derivada, entonces
tenemos:
ˆIββ =
1
T
T∑
t=1
[
h−2t
2
∂ht
∂β
∂ht
∂β′ + h
−1
t xt′xt](2.23)
Luego como en el proceso Arch en Garch se estima la matriz informacio´n para
los parametros de la varianza:
Iωω =
1
T
T∑
t=1
−E[E( ∂lt
∂ω∂ω′ |Ψt−1)]
Iωω =
1
T
T∑
t=1
E(
h−2t
2
∂ht
∂ω
∂ht
∂ω′)
La cual es estimada consistentemente por su ana´logo muestral que involucra
unicamente las primeras derivadas:
ˆIωω =
1
T
T∑
t=1
(
h−2t
2
∂ht
∂ω
∂ht
∂ω′)(2.24)
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Algoritmo de scoring fisher
Para estimar los para´metros en el espacio de para´metros ⊖ = [θ : θ = (ω′, β′)]
del modelo junto con sus varianzas se realiza mediante el algoritmo de Scoring
Fisher ,similar a la estimacion del modelo ARCH de la seccion anterior, se aplica
la esperanza matema´tica a la segunda derivada de la funcio´n de logaritmo de
verosimilitud, se aplica en este caso debido a su simplicidad anal´ıtica y a su
estabilidad para la estimacio´n en caso de multipara´metros, entonces:
θ ←− θ + I(θ)−1S(θ)
En muchos casos I(θ), es fa´cilmente calculable y I(θ) es simpre una matriz de-
finida positiva, esto generalmente estabiliza el algoritmo, pero se necesita muchas
iteraciones como:
θ ←− θ + γ[I(θ) + S(θ)2]−1S(θ)
En este caso de n observaciones independientes e ide´nticamente distribuidas
tenemos:
θ ←− θ + I1(θ)−1S(θ)
n
Donde I1(θ) es la matriz de informacio´n de una observacio´n.
El ana´lisis es similar al modelo ARCH para la comparacio´n entre los algoritmos
de Scoring- Fisher y de Newton - Raphson, en el caso de multipara´metros, La
aproximacio´n para la ecuacio´n de scoring seria:
S(θ0)− J(θ0)(θ − θ0) = 0
Donde:
S(θ)r =
∂I(θ)
∂θr
J(θ)rs = −∂
2I(θ)
∂θr∂θs
S(θ), es la gradiente y −J(θ) la Hessiana de I(θ), entonces los pasos para la
iteracio´n pueden ser descritos asi:
θ ←− θ + J(θ)−1S(θ)
El estad´ıstico Score S es un vector y la hessiana -J una matriz.
Ahora en relacio´n con la estabilidad en el caso de multipara´metros, el algo-
ritmo de Newton- Raphson dicho problema no solamente es la negatividad sino
tambie´n la matriz puede ser singular es decir no necesariamente sus autovalores
todos sera´n positivos , en este caso sera´n positivos y negativos, entonces no es
invertible, Pero en el caso del algoritmo de Scoring - Fisher, dicha matriz siempre
sera´ definida positiva por lo tanto tendra´ inversa, por el teorema 2.3.26.
Entonces si reemplazamos J(θ) por la esperanza de la matriz de informacio´n
se tiene:
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θ ←− θ + I(θ)−1S(θ)
Donde, I(θ), es la matriz de informacio´n de Fisher la cual siempre es una matriz
definida positiva, en el caso de multipara´metros se puede demostrar mediante la
iteracio´n:
θ ←− θ + γ[I(θ) + S(θ)S(θ)T ]−1S(θ)
θ ←− θ + γ[I(θ) + S(θ)TS(θ)E]−1S(θ)
Donde E es un matriz identidad
En el caso de la curva de la familia exponencial multipara´metros con densidad
seria:
Donde β, es d dimensional:
f(x, β) = b(x)eθβ
T t(x)−c[θ(β)]
J(β) =
∂2[θ(β)− θβT t(X)]
∂β∂βT
=
∂2θ[[τ [θ(β)− t(X)] + [ ∂θ
∂β
]Tv[θ(β)] ∂θ
∂β
]
∂β∂βT
La esperanza del primer te´rmino es cero, entonces:
I(β) = E[J(θ)] = [
∂θ
∂β
]Tv[θ(β)]
∂θ
∂β
En el caso de multipara´metros se puede aproximar a:
θˆ ∼ Nd(θ, I(θ)
−1) (2.25)
Donde Nd es una distribucio´n gaussiano d dimensional, entonces se aproxi-
mar´ıa:
(θˆ − θ)T I(θ)(θˆ − θ) ∼ (θˆ − θ)T I(θˆ)(θˆ − θ) ∼ (θˆ − θ)TJ(θˆ)(θˆ − θ) ∼ χ2(d)
Si aplicamos el algoritmo Scoring Fisher al modelo ARCH(p), tenemos, θ(κ),
Es el vector de los valores de los para´metros en la iteracio´n k-esima del algoritmo
y q(κ) es el vector :
q(κ) =
1
T
T∑
t=1
∂lt
∂β
I(θ(κ)) , Es el valor de la matriz de informacio´n I evaluada en θ(κ)
El algoritmo ser´ıa:
θ(κ+1) = θ(κ) + (I(θ(κ)))−1q(κ) (2.26)
para κ > 0
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Si aceptamos la simetr´ıa de la matriz informacio´n podemos proponer un algo-
ritmo iterado alternado de fisher scoring para obtener las estimaciones ma´ximo
veros´ımiles de los vectores de los para´metros ω y β.
Entonces dicho algoritmo puede expresarse de la siguiente forma:
β(κ+1) = β(κ) + (I
(κ)
ββ )
−1q(κ)β
ω(κ+1) = ω(κ) + (I(κ)ωω )
−1q(κ)ω
Donde
ωκ y βκ, son los valores de los vectores de β y ω, en la iteracio´n k-esima del
algoritmo.
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2.4. Ana´lisis Estad´ıstico para series de tiempo
con memoria larga
2.4.1. Ana´lisis Fractal
En esta seccio´n se dara a conocer los procedimientos del ana´lisis estad´ıstico y
fractal las cuales estan conformadas por las siguientes pruebas:
1. normalidad
2. distribucio´n de colas pesada (Pareto Le´vy)
3. prueba de invarianza a escala.
Y se desarrollara la metodolog´ıa del ca´lculo del coeficiente de Hurts para
identificar la existencia de memoria larga o persistencia en la serie estudiada como
tambien las pruebas de verosimilitud local de Whitlle, de GPH y se utilizara el
coeficiente de hurts para calcular la dimensio´n fractal.
2.4.2. Ana´lisis Estad´ıstico
Prueba normalidad
Laplace fue el primero enunciar el teorema del l´ımite central. Luego importan-
tes matema´ticos representantes de la escuela de San Petersburgo como el precur-
sor de la matema´tica indeterminista A.M. Lyapunov y sus seguidores P.L. Chebis-
hev, A.A. Markkov estudiaron sus generalizaciones. Si consideramos N variables
aleatorias (I.M. So´bol, 1983) ξ1, ξ2, ξ3, ..., ξN independientes e ide´nticamente de
modo que las distribuciones de probabilidad de estas variables coincidan. Por lo
tanto se cumple que:
Mξ1 =Mξ2 =Mξ3 = ... = MξN = m
Dξ1 = Dξ2 = Dξ3 = ... = DξN = b
2
como la suma de todas estas variables:
ρN = ξ1 + ξ2 + ξ3 + ...+ ξN .
Entonces se deduce que:
MρN = M [ξ1 + ξ2 + ξ3 + ...+ ξN ] = Nm.
DρN = D[ξ1 + ξ2 + ξ3 + ...+ ξN ] = Nb
2.
Por lo tanto al considerar la variable aleatoria normal ζN con para´metros
a = Nm y σ2 = Nb2. El teorema del l´ımite central afirma que para cualquier
intervalo (a′, b′) para valores grandes de N.
P [a′ < ρN < b′] ≈
∫ b′
a′
pζN (x)dx.
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Entonces se afirma que la suma ρN con N suficientemente grande de variables
aleatorias ide´nticas converge aproximadamente a una normal pρN (x) ≈ pζN (x)
Siendo este teorema valido para situaciones mucho ma´s generales: es decir los
sumandos ξ1, ξ2, ξ3, ..., ξN pueden no ser ide´ntico e independientes se podr´ıa con-
siderar como un sistema estable con igual peso cada sumando.
Siendo este teorema el que explica porque las variables aleatorias aparecen
con tanta frecuencia en la pra´ctica.
Entonces a partir del Teorema del Limite Central que establece:
Teorema 2.4.1 Sean x1, x2, x3, ..., xn, variables aleatorias independientes e iden-
ticamente distribuidas y extraidas de una muestra aleatoria simple con un taman˜o
de muestra suficientemente grande (n), entonces:
Zn =
xn − u
σ√
n
∽ Normal(0, 1)
Donde:
xn =
n∑
i=1
xi
n
El teorema del l´ımite central establece que si tenemos variables aleatorias
independientes e ide´nticamente distribuidas cuando la muestra de taman˜o n es
suficientemente grande, la distribucio´n de la muestra es aproximadamente normal.
La curva normal esta´ centrada alrededor de la media, la cual se representa por
µ. La variacio´n o dispersio´n alrededor de la media se expresa en unidades de la
desviacio´n esta´ndar, representada por σ.
A modo de aplicacio´n del teorema, se utilizara el caso discreto de una binomial:
Supongamos un juego de loter´ıa con un solo ganador y devuelve el importe
jugado a todos los nu´meros que acaban con la misma cifra que el ganador, con
un solo ensayo seguir´ıa un distribucio´n bernoulli x ∼ bern(p) o como una x ∼
bin(1, p) si se realiza n sorteos entonces la la distribucio´n binomial x ∼ bin(n, p),
es decir se ha repetido un mismo experimento n veces de manera independiente
y en cada sorteo la probabilidad de e´xito es de p=0,1 y si consideramos X(n) en
nu´mero de veces que nos han devuelto el importe jugado en n veces.
Si mediante una simulacio´n del me´todo de monte carlo, entendie´ndose como
un me´todo nume´rico que resuelve problemas matema´ticos mediante la simulacio´n
de variables aleatorias. Entonces si aumenta el valor de n, la funcio´n de densidad
de probabilidad de la variable X(n) se aproximara´ a la de una normal, como se
muestra gra´ficamente:
Si dibujamos esta funcio´n de densidad de probabilidad para n = 3, obtenemos
el gra´fico de la figura 2-2 siguiente:
Ahora para n=10, la funcio´n de densidad de probabilidad tendra´ la forma
de la figura 2-3, Si n=100 ensayos la forma de densidad sera la figura 2-4. Para
n=500, el gra´fico de la funcio´n de probabilidad tendra´ la forma de la figura 2-5.
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Figura 2.2: Funcio´n de densidad de probabilidad para n=3
Figura 2.3: Funcio´n de densidad de probabilidad para n=10
64
Figura 2.4: Funcio´n de densidad de probabilidad para n=100
Figura 2.5: Funcio´n de densidad de probabilidad para n=500
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La conclusio´n de este experimento confirma el teorema del l´ımite central con n
suficientemente grande la variable aleatoria se aproxima auna distribucio´n normal.
con esperanza matema´tica de la variable
np = (n)(0,1)
y varianza
np(1− p) = (n)(0,1)(0,9) = 0,09n
Entonces la variable aleatoria X(n) con n suficientemente grande seguira´ una
distribucio´n normal con para´metros
X(n) ∼ N(0,1n, 0,09n)
En finanzas, la media es su rendimiento promedio y la desviacio´n esta´ndar es
la volatilidad. Adicionalmente a la media y a la desviacio´n esta´ndar, la funcio´n de
distribucio´n de probabilidad normal tiene dos caracter´ısticas: sesgo y la curtosis, a
los cuales tambie´n se les conoce como tercer y cuarto momento, respectivamente.
Medidas de asimetr´ıa
Las medidas de asimetr´ıa o tercer momento estandar indican el grado de
simetr´ıa de una distribucio´n de valores estad´ısticos vizualizados en el gra´fico de
la distribucio´n.
1. Coeficiente de asimetr´ıa de Fisher.
g1 =
1
N
∑n
i=1(xi − x)3ni
(
∑n
i=1(xi − x)2 niN )
3
2
Segu´n el valor de g1, se deduce:
Si g1 = 0, la distribucio´n es sime´trica.
Si g1 < 0, la distribucio´n es asime´trica a la izquierda .
Si g1 > 0, la distribucio´n es asime´trica a la derecha.
2. Coeficiente de asimetr´ıa de Bowley.
Esta´ basado en los valores de los cuartiles y la mediana.
AB =
C3 + C1 − 2Me
C3 − C1
Dependiendo del valor de AB concluimos que:
Si AB = 0, la distribucio´n es sime´trica.
Si AB < 0, la distribucio´n es asime´trica a la izquierda .
Si AB > 0, la distribucio´n es asime´trica a la derecha.
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3. Medida de Asimetr´ıa de Pearson.
Ap =
x−M0
S
, Dado que para distribuciones campaniformes, unimodales y moderada-
mente asime´tricas.
Ap =
3(x−Me)
S
Si Ap = 0, la distribucio´n es sime´trica.
Si Ap < 0, la distribucio´n es asime´trica a la izquierda .
Si Ap > 0, la distribucio´n es asime´trica a la derecha.
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Medidas de apuntamiento o curtosis
La representacio´n gra´fica de la distribucio´n normal es:
Figura 2.6: Distribucio´n Normal
Si tomamos como referencia la campana de Gauss se dice que otra distribu-
cio´n es ma´s apuntada que la distribucio´n normal o tambien con colas ma´s
pesadas (leptocu´rtica) o menos apuntada con mayor dispersio´n mas hetero-
genea (platicu´rtica). A las distribuciones que se asemejan a la distribucio´n
normal se les denomina mesocu´rticas.
El coeficiente de apuntamiento o curtosis utilizado es el siguiente:
g2 =
m4
S4
− 3
Dependiendo entonces del valor del coeficiente de g2 llamamos:
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Mesocu´rtica(Normal) si ,g2 = 0
Leptocurtica si ,g2 > 0
Platicurtica si ,g2 < 0
Prueba de distribucio´n de Pareto-Le´vy (colas pesadas)
En el ana´lisis estad´ıstico de la series de tiempo , es escencial para identificar
si la serie obedece a una distribucio´n gaussiana o tiene colas mas pesadas
en relacio´n a la normal por ser leptocu´rtica y asime´trica(sesgada) por lo
que se tiene una mejor aproximacio´n a una distribucio´n Pareto-Levy o una
t-students o GED.
La distribucio´n gaussiana juega un papel importante para la deteccio´n de la
leptocurtosis una serie de tiempo respondiendo a una distribucio´n de Le´vy
o de exceso de curtosis. Una prueba muy utilizada para dichos fines es el
valor de la Curtosis, si es mayor que 3 la funcio´n es leptocu´rtica, es decir
se tiene gran concentracio´n de observaciones alrededor de la media como
medida de tendencia central.
Prueba invarianza a escala.
Para este caso conceptualizamos a la invarianza de escala como una carac-
ter´ıstica singular de los sistemas complejos en donde los objetos en estudio
no cambia si la longitud de la escala es multiplicada por un factor constan-
te como principio de procesos autosimilares ya estudiado en la seccio´n de
movimiento Browniano fraccional, siendo dicha caracteristica elemento es-
cencial de las extensiones brownianas como subfraccionario y bifraccionario
singularidad del modelo FIGARCH. Si la funcio´n polino´mica: f(x) = axk, ,
donde a y k son constantes, entonces f(cx) = ckaxk,donde c es una constan-
te. Es decir, escalando el argumento de la funcio´n por un factor constante
c, se produce un reescalamiento de la funcio´n por un factor constante ck.
Si
g(
n∑
t=1
f(x)) = S2
,
Donde:
S2= varianza muestral de n datos
f(x) = axk
x = (xi − xm)
k = 2
a = 1
n
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Por tanto, si existe invarianza de escala, la varianza re-escalada ser´ıa
f(cx) = ckaxk
, por lo tanto:
g(
n∑
t=1
f(cx)) = c2S2
Siendo S2, la varianza de la escala original.
Figura 2.7: Autosimilitud a Escala
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2.4.3. Pruebas de Memoria Larga
Un estad´ıstico muy utilizado para identificar si una serie posee memoria larga
es el coeficiente de Hurts tambie´n denominado coeficiente de autosimilitud, dicho
instrumento fue elaborado por el hidro´logo Harold Edwing Hurst (1951), quien
ten´ıa por objetivo demostrar que el nivel de las aguas de las reservas de la represa
del rio Nilo no segu´ıan un paseo aleatorio, es decir ten´ıan memoria larga, por lo
tanto persistencia lo cual indicaba una cierta dependencia no lineal entre los
datos.
Hurts elaboro´ dicho estad´ıstico basado en los art´ıculos publicados en Annalen
der Physik, no 17, con fecha de 11 de mayo de 1905 de Albert Einstein de la teor´ıa
molecular del calor Sobre el movimiento requerido por la teor´ıa cine´tica molecular
del calor de pequen˜as part´ıculas suspendidas en un l´ıquido estacionario es decir
al momento erra´tico de una part´ıcula de polen suspendida en un fluido de agua,
Segu´n la explicacio´n de Einstein dichas part´ıculas eran dinamizadas por el choque
de las mole´culas de agua, expresado mediante la siguiente fo´rmula R = T 1/2,
donde R es el recorrido de la part´ıcula y T el tiempo invertido en dicho recorrido,
el art´ıculo de Einstein de 1905 fue la respuesta a las observaciones del bota´nico
Robert Brown de 1827. Es importante mencionar que tanto Albert Einstein como
Robert Brown consideraban a las part´ıculas como aleatorias e independientemente
e ide´nticamente distribuidas fue luego del desarrollo de los matema´ticos Paul Levy
y Norbert Wiener que considero´ para un mejor ana´lisis ya no a las variables en
si sino a la independencia de los incrementos en intervalos ajenos dando paso a
los llamados procesos de wiener la cual implica la propiedad de Markov , es decir
el futuro no depende del pasado, para luego con las investigaciones de Benoit
Mandelbrot y Van Ness dar lugar a los movimientos browniamos fraccionarios
materia de aplicacio´n pra´ctica de esta tesis, afirmando que existe dependencia en
los incrementos en intervalos sin tomar en cuenta la distancia entre intervalos.
Me´todo del coeficiente de Hurts
El exponente de Hurts de una serie es importante porque muestra el grado
de rugosidad de esta. El ana´lisis consiste en escoger un cierto nu´mero de escalas,
obtener la media del vector, obtener las diferencia de cada valor respecto a la
media y hacer una suma acumulativa de ellas. El rango es la diferencia entre
el valor ma´ximo y el valor mı´nimo de esta suma, al dividir en tre la desviacio´n
esta´ndar se obtiene R/S, la cual segu´n Hurt es proporcional a cnH ,donde c es una
constante n taman˜o de muestra y H es el coeficiente de Hurts.
Entonces el ca´lculo del coeficiente de Hurts viene dado por la siguiente expre-
sio´n:
R/S(n) = anH
Donde:
a= es una constante
n= nu´mero de observaciones
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H= es el exponente de Hurts
R/S(n), es el estad´ıstico R/S , la cual esta en funcio´n de la data existente de
la serie y que se define como el ratio entre el rango de variacio´n de la serie y su
desviacio´n t´ıpica.
Dicho estad´ıstico no parame´trico es muy utilizado para la deteccio´n de corre-
lacio´n con el pasado y esta dependencia es no lineal.
A continuacio´n se describe el procedimiento del coeficiente de Hurts en los
siguiente pasos (Diego Luengas Dominguez (2010),Metodolog´ıa e interpretacio´n
del coeficiente de hurts):
1. Se describe la serie temporal Xt, t = 1, ..., T .
2. Se particiona la muestra total en submuestras i de similar taman˜o, donde
n = N
i
.
3. Se calcula el primer y segundo momento de la serie temporal para cada
submuestra.
4. Se obtiene una nueva serie para capturar la diferencia acumulada respecto
a la media del ı´ndice.
5. Se determinan el rango de cada submuestra.
6. Se obtiene el estad´ıstico R/S (rango reescalado), mediante el siguiente co-
ciente
R/S(n) =
∑
t0
RN, t0∑
t0
SN, t0
donde:
RN, t0 =Rango SN, t0 =desviacio´n t´ıpica de 3.
7. Para cada particio´n se calcula el promedio del rango reescalado. La potencia
que determina el crecimiento de dicho rango se denomina coeficiente de
Hurst, obtenie´ndose mediante la regresio´n:
logR/S = a+Hlog(N)
Interpretacio´n del Exponente de Hurts
Caso de H = 0, 5, se trata de un proceso Browniano, es decir variables alea-
torias indendientes e ide´nticamente distribuidas. Se menciona entonces a un
proceso gaussiano con incrementos estacionarios e independientes. Como el
ana´lisis R/S es no parame´trico por lo que pueden considerarse distribucio-
nes otro tipo de distribuciones como la tde student, gamma, etc. Ver figura
2.8.
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En el caso de 0,5 < H 6 1, implica persistencia, es decir procesos con efec-
tos de memoria de largo plazo. Teo´ricamente lo que suceda hoy impactara´
en el futuro por siempre se considera entonces de movimiento browniano
fraccional con d como para´metro de memoria larga d > 0 por lo que es un
proceso con incrementos que tienden a la misma direccio´n . Dichos procesos
son muy comunes en la naturaleza y en el entorno financiero. Por ejemplo,
si H = 0, 7 nos indica que existe un 70 por ciento de probabilidades que el
siguiente periodo siga la misma tendencia que en el periodo anterior, por
otro lado una serie de tiempo persistente implica ruido negro dicho ruido
genera una disminucio´n de la de la irregularidad por lo tanto disminuira´
la dimensio´n fractal, este ruido aparece en procesos c´ıclicos de largo plazo.
Ver figura 2.9.
En el caso de 0 6 H < 0,5, entonces se tiene una serie antipersistente, Un
sistema antipersistente cubre menos distancia que uno aleatorio, se consi-
dera un movimiento browniano fraccional pero con para´metro de memoria
d < 0. Es un proceso que necesita retroceder para volver a avanzar como
un impulso por lo que los incrementos tienden a direcciones opuestas existe
entonces una correlacio´n negativa, implica ruido rosa, dicho ruido genera
un incremento de la de la rugocidad por lo tanto aumentara´ la dimensio´n
fractal, El ruido rosa abunda en la naturaleza y esta´ relacionado a procesos
de relajacio´n (equilibrio dina´mico) y turbulencia. Ver figura 2.10.
Figura 2.8: Ruido Blanco (Movimiento Browniano)
Dicho exponente de hurts tratado en el apartado anterior ha sido sujeto de
algunas cr´ıticas, Lo(1991) muestra que la prueba estad´ıstica R/S es de´bil e incapaz
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Figura 2.9: Ruido Negro (Persistencia)
Figura 2.10: Ruido Rosa (Antipersistencia)
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de distinguir si una serie tiene memoria larga o memoria corta, no encuentra
evidencia que los rendimientos accionarios diarios den signos de memoria larga al
modificar la prueba R/S para tomar en cuenta los efectos de la dependencia de
corto plazo en los datos , lo cual no invalida del todo al exponente de hurts en la
dependencia de los datos de largo plazo.
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Por tal motivo existen me´todos alternativos para estimar dicho para´metro de
memoria larga como se describen a continuacio´n:
2.4.4. Me´todos Semi-Parame´tricos
Estos me´todos se basan en el supuesto de que el espectro del proceso tiene
la siguiente forma(para mayor informacio´n ver Ce´sar Andre´s Ojeda Echeverri,
2012):
f(ω) = (| 1− e−iw |−2f f ∗(ω)
Donde :
f ∗=es el componente de corto plazo en la relacio´n de dependencia suponie´ndo-
se que es una funcio´n suave en la vecindad del origen y;
f ∗(0) = 0, de forma alternativa se tiene entonces:
f(w) = ω−2dg(ω)
Donde:
g es tambie´n una funcio´n suave en el origen, entonces g′(0) = 0.
Por otro lado, Geweke y Porter-Hudak (GPH)(1983)proponen un me´todo para
la estimacio´n del para´metro de memoria larga:
Log(
M∑
j=1
I(ωK+K−J)) = c+ d(−2logsin(ωk
2
)) + UJk
para k = L+ J, L+ 2J, ...,M
Donde:
I(ωj) =j-e´simo punto del periodograma
ωj =
2πj
T
Considerando que j es fijo y L y M deben divergir con el taman˜o de muestra,
Por lo tanto el estimador que tambie´n se utilizara´ es conocido como el estimador
local gaussiano de Whittle el cual implica en maximizar la funcio´n:
Lt(d) = 2d
1
M
M∑
j=1
logωj − log( 1
M
M∑
j=1
ω2dj I(ωj))
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2.4.5. Estimacio´n del modelo GARCH fraccionalmente in-
tegrado (FIGARCH)
A partir del modelo desarrollado por Bollerslev en el an˜o 1996, Baillie, Bo-
llerslev y Mikkelsenen expandieron dicho modelo para proponer un GARCH frac-
cionalmente integrado, con el objetivo de poder analizar la persistencia de los
shocks sobre la volatilidad de las series la cual segu´n el art´ıculo ”Fractionally
Integrated Generalized Autoregressive Conditional Heteroskedasticity”(Ricahrd
T.Baillie, Tim Bollerslev,Hans Ole Mikkelsen, 1996) , dicho efecto desaparece
con el tiempo pero en forma hiperbo´lica es decir lentamente.
El modelo denominado FIGARCH toma en cuenta la innovacio´n del proceso
de la varianza condicionada vt.
El modelo FIGARCH es un punto intermedio entre el modelo IGARCH en
donde el efecto existe pero en este caso es permanente y el modelo GARCH, en
donde el efecto existe pero desaparece exponencialmente.
Pero en FIGARCH dicho efecto su desaparicio´n es lento ya que el orden de
integracio´n esta´ entre I (0) y I (1), en este modelo es comu´n ver que existe
la persistencia en la en la varianza, esto notado en la suma de los coeficientes
relacionados al ARCH y GARCH los cuales se aproximan a la unidad.
La estimacio´n es de la misma te´cnica que de los modelos GARCH e IGARCH,
por medio del me´todo de Quasi-MLE (ve´ase a Andrew A. Weiss 1986).
Entonces a partir del modelo GARCH se estima el modelo FIGARCH como
sigue:
ht = ztω = α0 +
q∑
i=1
αiε
2
t−i +
p∑
j=1
γiht−j (2.27)
Donde: p > 0, q > 0,α0 > 0, αi > 0, i = 1, 2, 3, ..., q, j = 1, 2, 3, ..., p y α(L)
Y β(L) son operadores de rezago , α(L) = α1L
1 + α2L
2 + α3L
3 + ... + αqL
q,
β(L) = β1L
1 + β2L
2 + β3L
3 + ...+ βpL
p
podemos simplificar dicho modelo mediante la expresio´n:
ht = α0 + α(L)ε
2
t + β(L)ht (2.28)
Si consideramos la innovacio´n del proceso de la varianza condicional
vt = ε
2
t − ht, con esperanza de vt cero, E[vt] = 0
E[vt] = E[ε
2
t ] + E[ht]
E[vt] = ht − ht = 0
E[vt] = 0
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Si despejamos la innovacio´n de la varianza condicional, entonces tengo:
vt = ε
2
t − ht (2.29)
Entonces reemplazando en la ecuacio´n de la varianza condicionada, tengo:
ε2t − vt = α0 + α(L)ε2t + β(L)(ε2t − vt)
Despejando el cuadrado de los residuos
ε2t − vt = α0 + α(L)ε2t + β(L)ε2t − β(L)vt
ε2t − α(L)ε2t − β(L)ε2t = α0 − β(L)vt + vt
ε2t (1− α(L)− β(L)) = α0 + vt(1− β(L))
Entonces este proceso puede ser expresado como un ARMA(p,q) como sigue:
ε2t (1− α(L)− β(L)) = α0 + vt(1− β(L))
Por lo tanto un proceso GARCH(p,q) integrado puede ser escrito como
ε2t (1− α(L)− β(L))(1− L) = α0 + vt(1− β(L))
Entonces se obtiene el modelo FIGARCH reemplazando el operador (1 − L)
por (1 − L)d, el operador de diferenciacio´n fraccional, el desarrollo completo se
encuentra en la seccio´n siguiente, donde 0 < d < 1
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Por lo tanto el proceso gaussiano no estacionario (un proceso autosimilar
no es estacionario) con incrementos dependientes cuya dependencia es no lineal
con varianza definida con ı´ndice de similaridad H > 1
2
es decir es un proceso
auto s´ımil cuya volatilidad y colas pesadas es generada por esa dependencia en
largas distancias de tiempo por lo tanto existe persistencia con para´metro de
memoria larga d ∈ (0, 1) en la auto correlacio´n del cuadrado de las innovaciones,
es decir un movimiento browniano fraccional FIGARCH quedar´ıa representado
de la siguiente manera:
ε2t (1− α(L)− β(L))(1− L)d = α0 + vt(1− β(L)) (2.30)
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Cap´ıtulo 3
Metodolog´ıa
En este cap´ıtulo se plantea el desarrollo del modelo estad´ıstico - matema´tico
del modelo econome´trico de memoria larga denominado modelo auto regresivo
con heterocedasticidad condicionada generalizado fraccionalmente integrado des-
cribiendo y analizando sus caracter´ısticas, elementos y propiedades teo´ricas que
permite la identificacio´n y posterior captura de la persistencia de los shocks de la
volatilidad de una serie de tiempo.
3.1. Disen˜o Metodolo´gico
3.1.1. Tipo de investigacio´n
La presente tesis reu´ne las condiciones necesarias para ser denominada como
una investigacio´n estad´ıstica. Debido a la necesidad de modelar sistemas antes
considerados aleatorios o movimientos brownianos geome´trico supeditados a su-
puestos de linealidad y normalidad ahora considerados como movimiento brow-
niano fraccionario es decir sistemas cao´ticos determin´ısticos y sus caracter´ısticas,
la presente tesis desarrolla un modelo de memoria larga con la capacidad de cap-
turar la persistencia del efecto de la sensibilidad causada por pequen˜os cambios
en las condiciones inciales denominado FIGARCH.
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3.1.2. Metodolog´ıa Econome´trica
3.1.3. Modelo autoregresivo con heterocedasticidad con-
dicionada generalizada fraccionalmente integrado
La evidencia de la la memoria larga en algunas series esta´ asociado con el ritmo
a la cual desaparece la persistencia de la auto correlacio´n en series estacionarias,
es decir a diferencia de modelos autoregresivos y de medias mo´viles en donde dicha
funcio´n de auto correlacio´n (ACF) desaparece exponencialmente a las cuales se la
definen como series con memoria corta. En series con memoria larga , la funcio´n
de auto correlacio´n desaparece muy lentamente, generando una serie cao´tica, pero
en ambos tipos de series, las correlaciones muestrales tienden a cero, la diferencia
es la velocidad de la disminucio´n de la covarianza de los incrementos del proceso.
Segu´n Fan y Yao (2005), la ACF de un proceso ARMA estacionario satisface
la desigualdad:
| ρ(k) |6 Crk (3.1)
k=1,2,3,...., donde C > 0 y r ∈ [0, 1], son constantes, es decir,
∞∑
k=0
| ρ(k) |<∞ (3.2)
por lo tanto decimos un proceso absolutamente sumable se la denomina como
un proceso de memoria corta.
En cambio en los procesos de memoria larga la ACF decae muy lentamente,
es decir hiperbo´licamente, por tal motivo la formalidad matema´tica seria:
ρ(k) ∼ Ck2d−1 (3.3)
k →∞
Donde C 6= 0 y d < 0,5, de esta manera la memoria larga decae muy lenta-
mente a cero a una tasa de k2d−1 entonces:
∞∑
k=0
| ρ(k) | =∞ (3.4)
la AFC no es absolutamente sumable.
Si sabemos que el proceso εt, denota un proceso estoca´stico y ”t”, pertenece
a un conjunto de sub ı´ndices por otro lado consideramos a Ψt, como el conjunto
de informacio´n en el tiempo ”t”.
Si consideramos:
Ψt = σ{....., εt−2, εt−1, εt} (3.5)
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es un sigma de a´lgebra sub conjunto del espacio muestral no vac´ıo, entonces
el conjunto formado por todos los subconjuntos del espacio muestral tambien es
un sigma de a´lgebra.
Entonces se dice ser un proceso ARCH(q):
ht = α0 +
q∑
i=1
αiε
2
i−1 (3.6)
donde ,αi > 0, i = 1, 2, ...., q
Si consideramos desde el enfoque siguiente
E(εt|Ψt−1) = 0
var(εt|Ψt−1) = ht
εt|Ψt−1 ∽ N(0, ht) (3.7)
Por lo tanto la varianza condicional se puede expresar :
ht = σ{εt−1, εt−2, εt−3, ..., εt−q, α}
En donde h(.) es una funcio´n no negativa y αi = σ{α1, α2, α3, ..., αq, α}′ es el
vector de para´metros a estimar para modelar la varianza condicionada, entonces
se podr´ıa representar al proceso estocaˆstico de la siguiente manera:
εt = h
1/2
t zt, (3.8)
en donde si desarrollamos:
ε2t = htz
2
t
z2t =
ε2t
ht
E[z2t |Ψt−1] = E[
ε2t
ht
|Ψt−1]
E[z2t |Ψt−1] = 1
var(zt|Ψt−1) = 1
E[εt|Ψt−1] = E[zt|Ψt−1]E[h1/2t |Ψt−1]
0 = E[zt|Ψt−1]E[h1/2t |Ψt−1]
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E[zt|Ψt−1] = 0
Entonces:
zt|Ψt−1 ∽ N(0, 1) (3.9)
con E(zi, zj) = 0,∀ i 6= j
La innovacio´n zt tiene una distribucio´n independiente e ide´nticamente distri-
buidas y esta´n incorrelacionadas serialmente(movimiento browniano esta´ndar).
A partir de zt se puede concluir que εt tiene una distribucio´n con media cero y
varianza ht.
ε2t = htz
2
t
E[ε2t |Ψt−1] = E[z2t |Ψt−1]E[ht|Ψt−1]
E[ε2t |Ψt−1] = ht
Entonces:
εt|Ψt−1 ∽ N(0, ht)
con E(εi, εj) = 0,∀ i 6= j
Si consideramos una extensio´n del proceso GARCH(p,q), introducido por Bo-
llerslev en el an˜o de 1986 y Taylor en el an˜o de 1986, entonces tenemos:
ht = α0 +
q∑
i=1
αiε
2
t−i +
p∑
j=1
γjht−j (3.10)
Donde: p > 0, q > 0,α0 > 0,γj > 0, αi > 0, i = 1, 2, 3, ..., q, j = 1, 2, 3, ..., p y
α(L) Y β(L) son operadores de rezago , α(L) = α1L
1+α2L
2+α3L
3+ ...+αqL
q,
β(L) = β1L
1 + β2L
2 + β3L
3 + ...+ βpL
p
Dicha funcio´n puede expresarse del siguiente modo :
ht = α0 + α(L)ε
2
t + β(L)ht (3.11)
con α0 > 0, αi > 0, γi > 0, i = 1, 2, ...., q, j = 1, 2, ...., p
Es importante observar que si consideramos :
1. p = 0, tenemos un proceso ARCH(q), ht = α0 +
∑q
i=1 αiε
2
t−i
2. p = q = 0, tenemos un proceso ruido blanco.
ht = α0 + εt
,
εt|Ψt−1 ∽ N(0, ht)
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Proceso GARCH(p,q) estacionario a partir de la ecuacio´n 3.10 reemplazamos
en la esperanza tenemos:
V ar(εt) = E(ε
2
t ) = E(E(ε
2
t |Ψt−1)) = E(ht) = σ2t
V ar(εt) = α0+α1E(ε
2
t−1)+α2E(ε
2
t−2)+...+αqE(ε
2
t−q)+γ1E(ht−1)+...+γpE(ht−p)
V ar(εt) = α0 + α1V ar(εt−1) + α2V ar(εt−2) + ...
+αqV ar(εt−q) + γ1ht−1 + γ2ht−2 + γ3ht−3 + ...+ γpht−p
Si consideramos al proceso εt, estacionario, considerando la homocedasticidad
en la serie V ar(εt) = V ar(εt−k), ∀k
Entonces
V ar(εt) = α0 + α1V ar(εt) + α2V ar(εt)+
...+ αqV ar(εt) + γ1V ar(εt) + γ2V ar(εt) + ...+ γpV ar(εt)
V ar(εt)− α1V ar(εt)− α2V ar(εt)− ...− αqV ar(εt)− γ1V ar(εt)
−γ2V ar(εt)− ...− γpV ar(εt) = α0
V ar(εt)(1− α1 − α2 − ...αq − γ1 − ...γp) = α0
V ar(εt) =
α0
1− α1 − α2 − ...αp − γ1 − ...γp = σ
2
t
V ar(εt) =
α0
1− [α1 + α2 + ...αp + γ1 + ...+ γp] = σ
2
t
Por lo tanto consideramos la siguiente restriccio´n:
q∑
i=1
αi +
p∑
j=1
γj < 1 (3.12)
Es importante mencionar que una sen˜al de memoria larga en la serie se da
cuando γj se aproxima a 1, claro esta se debe realizar las pruebas tanto estad´ısticas
parame´tricas semiparametricas y no parame´tricas para demostrar existencia de
suficiente evidencia d persistencia en la serie.
Si incluimos la innovacio´n unitaria vt como la innovacio´n de la varianza con-
dicional las cuales son variables aleatorias independientes e ide´nticamente distri-
buidas estacionarias e incorrelacionadas serialmente (shock) :
vt = ε
2
t − ht (3.13)
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Consideramos la Ecuacio´n 3.8, entonces, ε2t = htz
2
t , desarrollando:
vt = htz
2
t − ht
vt = ht(z
2
t − 1), recordando que E(zi, zj) = 0, ∀i 6= j y tambie´n zt|Ψt−1 ∽
N(0, 1).
Entonces
ht = α0 +
q∑
i=1
αiε
2
i−1 +
p∑
j=1
γiht−j (3.14)
Utilizando la ecuacio´n 3.13 tenemos: vt = ε
2
t − ht
ht = ε
2
t − vt
ε2t − vt = α0 +
q∑
i=1
αiε
2
t−i +
p∑
j=1
γj(ε
2
t − vt)
ε2t − vt = α0 +
q∑
i=1
αiε
2
i−q +
p∑
j=1
γjε
2
t−j −
p∑
j=1
γjvt−j
ε2t = α0 +
q∑
i=1
αiε
2
t−q +
p∑
j=1
γjε
2
t−j −
p∑
j=1
γjvt−j + vt
En el an˜o 1986 Bollerslev y Engle, consideraron una clase de modelos GARCH(p,q)
integrado denominado IGARCH(p,q), en donde la dependencia a largo plazo de
los incrementos del proceso es permanente a diferencia de los modelos ARCH(q)
y GARCH(p,q) en las cuales dichas persistencias desaparecen exponencialmente
hacia cero.
En dicho modelo IGARCH(p,q) se cumple:
q∑
i=1
αi +
p∑
j=1
γj = 1
A diferencia del modelo GARCH(p,q)
q∑
i=1
αi +
p∑
j=1
γj < 1
En los modelos IGARCH(p,q), el impacto del cuadrado de los shocks :
vt−i = ε
2
t−i − ht−i (3.15)
para i > 0 ,sobre el cuadrado de los residuos es persistente. Por lo tanto en
un modelo IGARCH(1,1), el modelo puede escribirse de la siguiente manera:
εt = h
1/2
t zt
ht = α0 + β1ht−1 + (1− β1)ε2t−1 (3.16)
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Siendo β ∈ 〈0, 1〉
Dicho modelo IGARCH(1,1) es estacionario y ergo´dico.
Entonces el modelo IGARCH(p,q) implica una persistencia infinita de la va-
rianza condicional para los shocks en el cuadrado de los retornos, una persistencia
infinita de los shocks de volatilidad.
Para el proceso FIGARCH(p,d,q), a partir de un proceso GARCH(p,q), pue-
de ser expresado como un proceso ARMA(m,p) en el cuadrado de los residuos,
entonces:
ε2t−i = α0 +
q∑
i=1
αiε
2
t−i +
p∑
j=1
γjε
2
t−j −
p∑
j=1
γjvt−j + vt
ε2t = α0 + α(L)ε
2
t + β(L)ε
2
t − β(L)vt + vt
ε2t − α(L)ε2t − β(L)ε2t = α0 − β(L)vt + vt
(1− α(L)− β(L))ε2t = α0 + (1− β(L))vt
vt = ε
2
t − ht
Donde m=max{p, q}
Por lo tanto un proceso IGARCH(p,q) se expresa de la siguiente forma:
(1− L)Φ(L)ε2t = α0 + [1− β(L)]vt
Donde:
Φ(L) =
∑m−1
i=1 ΦiL
i , La cual es de orden m-1
En este Modelo IGARCH(p,q) dicha persistencia permanente se refiere a la
funcio´n de autocorrelacio´n de la serie de tiempo, por otro lado en los modelos
FIGARCH las caidas de la funcio´n de autocorrelacio´n son hiperbo´licas, por lo
tanto tienden a cero las autocorrelaciones pero lentamente, la persistencia decae
lentamente a un ritmo o grado la cual es interpretado por la estimacio´n del
para´metro fraccional ”d”, d ∈ (0, 1).
El modelo FIGARCH(p,d,m) se define:
(1− L)dΦ(L)ε2t = α0 + (1− β(L))vt (3.17)
Donde:
Φ(L) =
m−1∑
i=1
ΦiL
i (3.18)
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la cual es de orden m-1
El modelo FIGARCH(p,d,m), los shocks son exactamente la innovacio´n en la
representacio´n ARMA del proceso FIGARCH(p,d,m), As´ı este shock
ε2t = α0((1− L)dΦ(L))−1 + (1− β(L))((1− L)dΦ(L))−1vt (3.19)
vt seria el shock y (1−β(L))((1−L)dΦ(L))−1 se interpretar´ıa como la persis-
tencia.
Este shock se interpretar´ıa como el error de prono´stico de la varianza o tambie´n
la variabilidad de la varianza no explicada
Si realizamos una analog´ıa de la estructura FIGARCH con la estructura AR-
FIMA (p,d,q) un modelo lineal homoceda´stico al igual que en FIGARCH (p,d,q)
con alta dependencia entre los datos en donde a diferencia que en el primero la
segunda es el operador de la memoria larga sobre la media incondicional µ de yt
del proceso, en el modelo FIGARCH la dependencia es no lineal.
El modelo ARFIMA introducido por Granger y Joyeux (1980),Granger(1981)
y Hosking (1981) es definido :
(1− L)da(L)yt = b(L)zt (3.20)
En donde a(L) y b(L),son operadores de rezago de ordenes p y q, y Z es
un proceso con media zero y serialmente incorrelacionada, la antipersistencia
recae sobre la media, considerando que el para´metro de integracional fraccional
”d”se encuentra entre el intervalo cerrado [ -0.5,0.5], Ana´logamente al modelo
FIGARCH (p,d,q),tendriamos al igual que en la ecuacion 3.17 (1− L)dΦ(L)ε2t =
α0 + (1− β(L))vt
Si a partir de la ecuacio´n 3.13, vt = ε
2
t − ht, realizamos un proceso inverso en
3.19, entonces tendr´ıamos:
(1− L)dΦ(L)ε2t = α0 + (1− β(L))(ε2t − ht)
(1− L)dΦ(L)ε2t = α0 + (1− β(L))ε2t − [1− β(L)]ht
[1− β(L)]ht = α0 + (1− β(L))ε2t − (1− L)dΦ(L)ε2t
[1− β(L)]ht = α0 + [1− β(L)− (1− L)dΦ(L)]ε2t
ht = α0(1− β(L))−1 + [1− (1− β(L))−1Φ(L)(1− L)d]ε2t
ht = α0[1− β(L)]−1 +
∑∞
i λi(L)
iε2t
ht = α0[1− β(L)]−1 + λ(L)ε2t
En donde, λ(L) = λ1L+ λ2L
2 + λ3L
3 + ....,, con λk > 0
para k = 1, 2, 3, ...
y satisfaciendo la nonegatividad de la funcio´n de la varianza condicionada, las
cuales se estara´n tratando en la siguiente seccio´n.
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Por lo tanto se considera como un proceso no estacionario debido a que un
proceso autosimilar es no estacionario pero con incrementos estacionarios e de-
pendientes y esta dependencia es no lineal debido a ser un movimiento browniano
fraccionario con H(2H−1)n2H−2 > 0 para H ∈ (0,5, 1) existiendo una dependen-
cia a largo plazo o persistencia del shock en la volatilidad (persistencia en la auto
correlacio´n de las innovaciones) dichos incrementos tienden la misma direccio´n
las trayectorias tienden a ir en la misma direccio´n.
d ∈


(−0,5, 0) Decimos estacionario antipersistente
(0, 0,5) Decimos estacionario de memoria larga
(0,5, 1) Decimos no estacionario de memoria larga con reversio´n a la media
Es importante sen˜alar que si d ∈ (−0,5, 0,5) se garantiza la estacionariedad
del proceso. Por lo cual el proceso estoca´stico con incrementos estacionario y de-
pendientes cuya dependencia es no lineal con ı´ndice de similaridad H ∈ (0,5, 1)
es un proceso autosimilar con para´metro de memoria larga d ∈ (0, 0,5) con dichos
incrementos los cuales tienden a la misma direccion y reversible a la media, pero si
d ∈ (0,5, 1) entonces se define como un proceso con incrementos no estacionarios y
incrementos dependientes con una menor velocidad en la disminucio´n de la cova-
rianza de los incrementos de los intervalos ajenos, una extensio´n del movimiento
browniano fraccional (memoria larga como la persistencia de la autocorrelacio´n
de las innovaciones cuadra´ticas). define
εt|Ψt−1 ∽ N(0, ht)
(1− α(L)− β(L))(1− L)dε2t = α0 + (1− β(L))vt
ht = α0(1− β(L))−1 + [1− (1− β(L))−1Φ(L)(1− L)d]ε2t
con d ∈ [0, 1]
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3.1.4. Ruido Blanco Fracccionario
El modelo FIGARCH o GARCH con integracio´n Fraccional es un modelo
obtenido al reemplazar el operador de diferencias (1 − L) por el operador de
diferencias Fraccional (1− L)d, donde d es una fraccio´n entre 0 < d < 1.
As´ı el modelo modelo FIGARCH obtenido en consideracio´n es:
(1− α(L)− β(L))(1− L)dε2t = α0 + (1− β(L))vt
De esta manera se obtiene un modelo que captura de mejor manera la depen-
dencia temporal observada de la volatilidad de los mercados financieros.
Entonces el termino (1− L)d es definido como ruido Blanco fraccionario, que
de acuerdo con Lombard y Gallo (2005), si se trata a L como un escalar puede
expresarse el binomio de Newton al realizar la expansio´n mediante la serie de
Mclarin se obtiene:
(1− L)d =
d∑
k=0
(
d
k
)
(−1)K(L)K =
(
d
0
)
(−L)0+
(
d
1
)
(−L)1 +
(
d
2
)
(−L)2 +
(
d
3
)
(−L)3 +
(
d
4
)
(−L)4 + ...
(1− L)d = d!
d!
L0 − d!
(d− 1)!1!L+
d!
(d− 2)!2!L
2 − d!
(d− 3)!3!L
3 +
d!
(d− 4)!4! − ...L
4
(1−L)d = 1− d
1!
L+
(d− 1)d
2!
L2−(d− 2)(d− 1)d
3!
L3+
(d− 3)(d− 2)(d− 1)d
4!
L4−...
Donde d puede tomar un valor no entero. Dado que la funcio´n factorial esta´
definida solo para nu´meros naturales, tenemos que redefinir los conceptos bino-
miales utilizando la funcio´n gamma.
Entonces: (
d
k
)
=
d!
k!(d− k)! =
Γ(d+ 1)
Γ(k + 1)Γ(d− k + 1)
Donde se define a la funcio´n Γ de Legendre:
Γ(x) =
∫ +∞
0
tx−1e−tdt
La cual es una extensio´n del factorial a los nu´meros complejos y cumple para los
enteros positivos:Γ(i) = (i− 1)!
Recurriendo nuevamente a la expansio´n como serie de Mclaurin se tiene:
(1− L)d =
∞∑
k=0
Γ(d+ 1)
Γ(k + 1)Γ(d− k + 1)(−L)
k
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Por lo tanto el para´metro dǫ〈0, 1〉, entonces si d es un nu´mero natural y
volvemos a expandir mediante la serie de Mclarin, se obtienen los coeficientes de
LK .
Ψk =
(k + d− 1)!
k!(d− 1)!
O en recursiva, Ψk = Ψk−1
(k+d−1)
k
, con Ψ0 = 1.
Entonces se puede escribir de la siguiente manera:
Ψk =
Γ(k + d)
Γ(k + 1)Γ(d)
Por tanto se puede expresar de la siguiente forma:
(1− L)d =
∞∑
k=0
Γ(k − d)
Γ(k + 1)Γ(−d)(L)
k (3.21)
3.1.5. La nonegatividad de la varianza condicionada
Si definimos la ecuacio´n de la varianza condicionada ya desarrollada en apar-
tados anteriores:
ht = α0(1− β(L))−1 + [1− (1− β(L))−1Φ(L)(1− L)d]ε2t (3.22)
El proceso FIGARCH proporciona una gran flexibilidad en el modelado de la
dependencia temporal de la varianza condicional y toma en consideracio´n como
casos especiales a GARCH(d=0) y el IGARCH(d=1). En relacio´n a la estaciona-
riedad se considera de´bilmente estacionaria cuando d=0, es decir es un proceso
GARCH de memoria corta o antipersitencia, Pero en importante considerar que
segu´n Baillie, Bollerslev y Mikkelsen (1996) consideran que el modelo es estric-
tamente estacionario y ergo´dico al igual que IGARCH. Pero existe en el modelo
FIGARCH una cierta limitacio´n en cuanto a la no negatividad de la varianza,
es decir los para´metros deben cumplir restricciones que no necesariamente son
fa´ciles de satisfacer , los cuales se tratan en mayor profundidad a continuacio´n.
Si consideramos un modelo FIGARCH (1,d,1), una condicio´n sugerida para
satisfacer la nonegatividad de la varianza condicionada fue dada por Baille (1996),
Bollerslev y Mikkelsen (1996) utilizando los coeficientes de FIGARCH (1,d,1),
dicho modelo definida en la ecuacio´n siguiente.
ht = α0(1− β(1))−1 + [1− (1− β1(L))−1(1− Φ1(L))(1− L)d]ε2t
Donde:
λ(L) = λ1L+ λ2L
2 + λ3L
3 + .... = 1− [(1− β1(L))−1(1− Φ1L)(1− L)d] (3.23)
Por lo tanto:
λk = β1λk−1 + [
k − 1− d
k
− Φ1]δd,k−1
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k = 2, 3, ....
δd,k = δd,k−1
k−1−d
k
, entonces
δd(L) =
∑∞
k=1 δd,kL
k, con δd,0 = 1
A partir de lo mencionado podemos llegar a las desigualdades sugeridas por
Baillie(1996) y Chung(2001),entonces:
β1 − d 6 Φ1 6 2− d
3
d(Φ1 − 1− d
2
) 6 β1(d− β1 + Φ1)
0 6 Φ 6 β 6 d 6 1
Dichas condiciones dadas por Baille(1996) y Chung(2001), no son equivalentes
y puede que un conjunto de valores de los para´metros satisfagan una desigualdad
y no la otra.
En el an˜o 2006 Conrad y Haag desarrollaron un conjunto de condiciones para
garantizar la nonegatividad de la varianza condicional en todas las situaciones.
Teorema 3.1.1 (Conrad y Haag,2006). Sea ̺j los coeficientes y
∮
j
la funcio´n
del para´metro de integracio´n fraccional d, Asi tengo, ̺j =
∮
j
̺j−1 = Π
j
i=1
∮
i
con∮
j
= j−1−d
j
para j=1,2,... y ̺0 = 1 entonces las condiciones son: ψ1 = d+φ1− β1
y β1ψi−1 + (
∮
i
−φ1)(−̺i−1), i > 2 alternativamente
ψi = β
2
1ψi−2 + [β1(
∮
i−1 φ1) + (
∮
i
−φ1)
∮
i−1](−̺i−2) para todo i > 3.
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3.1.6. La funcio´n Impulso respuesta
La funcio´n impulso respuesta se utiliza para analizar y cuantificar el impacto
de un shock sobre la volatilidad de una serie de memoria larga, es decir una serie
cao´tica muy sensible a mı´nimos cambios en las condiciones iniciales, teniendo en
cuenta que dicho impacto tiende a cero pero en este caso de manera hiperbo´li-
ca, entonces dicha persistencia de la varianza condicionada es caracterizada en
te´rminos de los coeficientes de dicha funcio´n:
γk =
∂E(ε2t+k|Ψt−1)
∂νt
− ∂E(ε
2
t+k−1|Ψt−1)
∂νt
γk =
∂ht+k
∂νt
− ∂ht+k−1
∂νt
Si a partir de vt = ε
2
t − ht, Entonces tendr´ıamos:
γk =
∂ht+k
∂νt
− ∂ht+k−1
∂νt
= L(λ){∂E(ε
2
t+k|Ψt−1)
∂νt
− ∂E(ε
2
t+k−1|Ψt−1)
∂νt
}
Entonces para encontrar los coeficientes de la funcio´n impulso respuesta se
tendra´ lo siguiente
ht = α0(1− β(L))−1 + [1− (1− β(L))−1Φ(L)(1− L)d]ε2t
ε2t − vt = α0(1− β(L))−1 + [1− (1− β(L))−1Φ(L)(1− L)d]ε2t
ε2t − [1− (1− β(L))−1Φ(L)(1− L)d]ε2t = α0(1− β(L))−1 + vt
ε2t (1− [1− (1− β(L))−1Φ(L)(1− L)d]) = α0(1− β(L))−1 + vt
ε2t (−(1− β(L))−1Φ(L)(1− L)d) = α0(1− β(L))−1 + vt
ε2t = −[α0(1− β(L))−1 + vt][(1− β(L))Φ(L)−1(1− L)−d)]
ε2t = −[α0(1−β(L))−1][(1−β(L))Φ(L)−1(1−L)−d)]−vt[(1−β(L))Φ(L)−1(1−L)−d)]
ε2t = −[α0(Φ(L))−1][Φ(L)(Φ(L))−1(1− L)−d)]− vt[βk(Φ(L))−1(1− L)−d)]
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ε2t = −[α0(Φ(L))−1][(1− L)−d)]− vt[βk(Φ(L))−1(1− L)−d)]
∂E(ε2t+k|Ψt−1)
∂νt
= −[βk(Φ(L))−1(1− L)−d)]L(λ)
∂E(ε2t+k|Ψt−1)
∂νt
= −[βk(Φ(L))−1(1− L)−d)][1− (1− β(L))−1Φ(L)(1− L)d]
∂E(ε2t+k|Ψt−1)
∂νt
= −[βk[1− (1− β(L))−1Φ(L)(1− L)d](Φ(L))−1(1− L)−d)]
= −βk(Φ(L))−1(1− L)−d) + βk(1− L)−d
∂E(ε2t+k−1|Ψt−1)
∂νt
= −βk−1(Φ(L))−1(1− L)−d) + βk(1− L)−d
Por lo tanto.
γk = −βk(Φ(L))−1(1− L)−d) + βk−1(Φ(L))−1(1− L)−d)− βk(1− L)−d
γk = (βk−1 − βk)(Φ(L))−1(1− L)−d (3.24)
Lo que demuestra que en el modelo Figarch(1,d,1), los coeficientes de la fun-
cio´n impulso respuesta no dependen del tiempo t, los cuales indican la persistencia
de la varianza condicionada (Baillie, 1996).
El te´rmino ruido blanco fraccionario de la ecuacio´n 3.21 tambie´n puede ex-
presarse en te´rminos de una funcio´n hipergeome´trica de Gauss de la siguiente
forma:
(1− L)d = F (−d, 1, 1;L) (3.25)
F (−d, 1, 1;L) =
∞∑
k=0
(−d)k(1)k
k!(1)k
Lk =
∞∑
k=0
(−d)k
k!
Lk
Si (a)k se denomina s´ımbolo de Pochhammer.
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Donde: (a)k
{
1 si; k=0
a(a+ 1)...(a+ k − 1) si ; k=1,2,3,...
∞∑
k=0
Γ(−d+ k)
Γ(−d)k! L
k =
∞∑
k=0
Γ(k − d)
Γ(k + 1)Γ(−d)L
k
Se demuestra la igualdad de la ecuacion 3.21
Por lo tanto si combinamos las ecuaciones 3.24 con 3.25, es decir tomando en
cuenta la persitencia del shock (1− β(L))(Φ(L))−1(1− L)−d
γk = (1− β(L))(Φ(L))−1(1− L)−d
Es equivalente a:
γk = (1− β(L))(Φ(L))−1F (−d, 1, 1;L) (3.26)
Por lo tanto la funcio´n impulso respuesta acumulativa se expresa:
γ1 = ϕ(0) + ϕ(1) + ϕ(2) + .......
γ1 = l´ım
s→∞
s∑
i=0
ϕ(i)
Si definimos la ecuacio´n 3.25 como F (d − 1, 1, 1, L) = (1 − L)1−d, para 0 6
d < 1, entonces se presentan los siguientes casos:
Caso d = 0 se genera un GARCH(p,q) memoria corta relacionado con el
proceso gaussiano con incrementos estacionario e independientes con ı´ndice de
similaridad H = 1
2
,(movimiento browniano)
La funcio´n impulso respuesta acumulativa es:
γ1 = (1− β1(1))(Φ1(1))−1F (d− 1, 1, 1; 1)
γ1 = (1− β1(1))(Φ1(1))−1(1− L)1−d
γ1 = (1− β1(1))(Φ1(1))−1(1− 1)1−0
γ1 = 0
F (d− 1, 1, 1; 1) = 0
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l´ım
s→∞
s∑
i=0
ϕ(i) = 0 (3.27)
La varianza condicionada se estabiliza automa´ticamente la covarianza de in-
tervalos ajenos desaparece exponencialmente.
Caso d = 1 se genera un IGARCH(p,q) memoria persistente y d raices unita-
rias
La funcio´n impulso respuesta acumulativa es:
γ1 = (1− β1(1))(Φ1(1))−1F (d− 1, 1, 1; 1)
γ1 = (1− β1(1))(Φ1(1))−1(1− L)1−d
γ1 = (1− β1(1))(Φ1(1))−1(1− L)1−1
γ1 = (1− β1(1))(Φ1(1))−1
F (d− 1, 1, 1; 1) = 1
l´ım
s→∞
s∑
i=0
ϕ(i) = (1− β1(1))(Φ1(1))−1 (3.28)
La persistencia es indefinida, el efecto de un shock persiste indefinidamente.
Caso 0 < d < 1 se genera un FIGARCH(m, d, q) memoria larga relacionado
con el proceso con incrementos estacionarios y dependientes o no estacionarios
y dependientes tales situaciones determinados por d con ı´ndice de similaridad
H > 1
2
.
La funcio´n impulso respuesta acumulativa es:
γ1 = 0
F (d− 1, 1, 1; 1) = 0
l´ım
s→∞
s∑
i=0
ϕ(i) = 0 (3.29)
La persistencia desaparece hiperbo´licamente tiende a cero al igual que garch
pero la diferencia es la velocidad de las disminuciones de las autocorrelaciones y
la serie revierte a su media.
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Caso d > 1
La funcio´n impulso respuesta acumulativa es:
γ1 = (1− β1(1))(Φ1(1))−1F (d− 1, 1, 1; 1)
γ1 = (1− β1(1))(Φ1(1))−1(1− L)1−d
γ1 =
(1− β1(1))(Φ1(1))−1
(1− 1)1−d
γ1 =∞
F (d− 1, 1, 1; 1) =∞
l´ım
s→∞
s∑
i=0
ϕ(i) =∞ (3.30)
La varianza condicionada es explosiva e irreal.
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3.1.7. Estimacio´n y Prono´stico
Generalmente para la estimacio´n de los para´metros del modelo FIGARCH, se
utiliza la estimacio´n por ma´xima verosimilitud, siendo dicho me´todo la que genera
estimaciones consistentes y eficientes para muestras asinto´ticas considerando la
normalidad de la innovacio´n unitaria zt ∽ N(0, 1).
Sabemos que el espacio de para´metros a estimar es:
θ′ = [α0, d, β1, β2, β3, ......, βp,Φ1,Φ2,Φ3, ....,Φq]
Considerando una estructura FIGARCH (p,d,q), a partir de una muestra
de variables aleatorias independientes e ide´nticamente distribuidas conocidas,
[ε1, ε2, ε3, ....., εT ]
θˆ ∽ N(θ, (Iθθ)
−1), (3.31)
Iθθ, es la matriz de informacio´n de Fisher
La estimacio´n ma´xima verosimilitud de θ1, θ2, θ3, , , , θp son los valores θˆ1, θˆ2, θˆ3, , , , θˆp,
que maximizan la verosimilitud, entonces la estimacio´n de ma´xima verosimilitud
de es denotado por
θi = Ti(ε), i = 1, 2, 3, ...., p, , (3.32)
Y la estimacio´n de ma´xima verosimilitud de ϑ = g(θ1, θ2, θ3, , , , θp) es ϑˆ =
g(θ1, θ2, θ3, , , , θp), Bajo las condiciones generales la estimacio´n de ma´xima vero-
similitud de ϑ es asinto´ticamente normal, asinto´ticamente insesgado y eficiente.
Por lo tanto asinto´ticamente para n,ϑˆ ∽ N(ϑ,CRLB(ϑ)) se cumple, aproxima-
damente .Esto es llamada una distribucio´n asinto´tica de ϑ.
Si consideramos, εt|Ψt−1 ∽ N(0, ht), entonces la funcio´n de logaritmo de ve-
rosimilitud para la t-e´sima observacion es:
f(εt|Ψt−1) = 1√
2πht
e
− 1
2
ε2t
ht
f(εt|Ψt−1) = (2πht)− 12 e−
1
2
ε2t
ht
lnf(εt|Ψt−1) = −1
2
ln(2πht)− 1
2
ε2t
ht
lnf(εt|Ψt−1) = −1
2
ln(2π)− 1
2
lnht − 1
2
ε2t
ht
Para las T observaciones
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f(ε1, ε2, ε3, ....., εT , θ) =
T∏
t=1
1√
2πht
e
− 1
2
ε2t
ht
lnf(ε1, ε2, ε3, ....., εT , θ) = −T
2
ln(2π)− 1
2
T∑
t=1
(lnht)− 1
2
T∑
t=1
ε2t
ht
Sabemos que:εt = h
1/2
t zt, Entonces:
ε2t = htz
2
t
lnf(ε1, ε2, ε3, ....., εT , θ) = −T
2
ln(2π)− 1
2
T∑
t=1
ln(ht)− 1
2
T∑
t=1
htz
2
t
ht
lnf(ε1, ε2, ε3, ....., εT , θ) = −T
2
ln(2π)− 1
2
T∑
t=1
ln(ht)− 1
2
T∑
t=1
z2t
lnf(ε1, ε2, ε3, ....., εT , θ) = −T
2
ln(2π)− 1
2
T∑
t=1
(lnht + z
2
t )
ln(ε1, ε2, ε3, ....., εT , θ) = −T
2
ln(2π)− 1
2
T∑
t=1
(lnht + ε
2
th
−1
t )
Pero en la mayor´ıa de las series de data financiera de alta frecuencia, la inno-
vacio´n unitaria zt = ε
2
th
−1
t , tiene un exceso de kurtosis, leptocurtica y con colas
ma´s pesadas que una normal esta´ndar, de tal manera el reducir el exceso de kur-
tosis en la distribucio´n de los residuos de la varianza condicionada llevar´ıa consigo
una utilizacio´n de alguna distribucio´n ma´s apropiada, como la de Pareto- levy,
t-student, skewed student distribution. En este contexto un procedimiento ma´s
robusto, ser´ıa la de quasima´xima verosimilitud(QMLE) , dicho procedimiento
fue discutido por Weiss(1986), Bollerslev y Woodridge(1992), generando mejores
resultados para la, inferencia.
√
T (θˆT − θ0) −→ N(0, A(θ0)−1B(θ0)A(θ0)−1)
donde: A(θ0) es la hessiana y B(θ0) es la gradiente
Siendo esta la QMLE obtenida de maximizar la funcio´n de logaritmo de vero-
similitud anterior, por lo cual θˆT es consistente y con normalidad asinto´tica para
un modelo FIGARCH(1,d,0).
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En la actualidad au´n no se tiene una prueba que demuestre la consistencia
y normalidad asinto´tica de la estimacio´n por quasima´xima verosimilitud para el
modelo general de FIGARCH (p,d,q). En dicho procedimiento de la estimacio´n
de los para´metros del modelo, se estima primero el para´metro de integracio´n
fraccional d, para luego a partir ella se estiman los dema´s para´metros. Ahora
si consideramos el problema del prono´stico del modelo FIGARCH, se realiza a
partir de la ecuacio´n de la varianza condicionada(Tayefi and Ramanathan, 2012):
ht = α0(1− β(L))−1 + [1− (1− β(L))−1Φ(L)(1− L)d]ε2t
ht+1 = α0(1− β(1))−1 + λ(L)ε2t+1
ht(1) = α0(1− β(1))−1 + λ1ε2t + λ2ε2t−1 + ...
Entonces se dan el segundo paso para la prediccion:
ht(2) = α0(1− β(1))−1 + λ1ht(1) + λ2ε2t + ...
En general los l-pasos para la prediccion:
ht(l) = α0(1− β(1))−1 + λ1ht(l − 1) + ....+ λl−1ht(1) + λlε2t + λl+1ε2t−1 + ...
Entonces se tiene:
ht(l) ≈ α0(1− β(1))−1 +
l−1∑
i=1
λiht(l − i) +
M∑
k=0
λl+kε
2
t−k
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3.2. Poblacio´n y taman˜o de muestra
3.2.1. Poblacio´n
La poblacio´n estuvo determinada por el conjunto de datos del tipo de cambio
nominal del sol con respecto al do´lar americano
3.2.2. Muestra
El taman˜o de muestra que nos sirvio´ de insumo para la estimacio´n del modelo
Figarch y los modelos heteroceda´sticos fue con un total de 20 an˜os (1997- 2017)
analizados diariamente, siendo un total de 5266 observaciones, los cuales fueron
extra´ıdos de la base de datos del Banco Central de Reserva del Peru´.
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Cap´ıtulo 4
Resultados
4.1. Te´cnicas de recoleccio´n de datos
Para la presente investigacio´n se consideraron datos diarios de la serie es-
tad´ıstica del Banco Central de Reserva del Peru´ (BCRP) de un periodo inicial
del an˜o 1997 al 2017, para el cual se considero desde el mes de enero de 1997 al
mes de marzo del 2017. Con lo cual la estimacio´n del modelo se dio a partir de
una muestra de 5266 observaciones.
4.2. Te´cnicas para el procesamiento de la Infor-
macio´n
4.2.1. Ana´lisis Estad´ıstico
Con el objetivo de poder entender la dina´mica de los retornos del tipo de
cambio, se realizara´ un ana´lisis estad´ıstico y grafico de dicha serie. Teniendo en
consideracio´n que todos los ca´lculos del ana´lisis descriptivo fueron hechas en el
programa estad´ıstico Oxmetrics y Gretel, es importante mencionar que debido
a 229 observaciones missing se realizo´ un proceso de imputacio´n de datos por
el metodo de medianas de puntos adyacentes con numero de amplitud de pun-
tos adyacentes 3 con el objetivo de no distorcionar la verdadera dina´mica del
comportamiento de la serie para este fin me ayude del software SPSS.
A continuacio´n en la figura 4-1, se presenta la serie tipo de cambio,en la
figura 4-2 sus retornos porcentuales y en las figuras 4-3 y 4-4, sus respectivas
transformaciones (retorno al cuadrado y valor absoluto).
A primera vista se observa una no estacionariedad en media de la serie de tipo
de cambio mientras que los retornos porcentuales parecen indicar estacionariedad
por lo menos en media, los cuales tambie´n me indican la durabilidad de la volatili-
dad en la serie en el periodo de ana´lisis por otro lado para analizar la dependencia
temporal no lineal en los retornos porcentuales, se empieza a analizar la serie de
retornos al cuadrado y en valor absoluto, indicando heterocedasticidad, es decir
101
Figura 4.1: Serie tipo de cambio
Figura 4.2: Retorno porcentual de la serie
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Figura 4.3: Cuadrado de los retornos porcentuales de la serie
Figura 4.4: Valor absoluto de los retornos de la serie
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la volatilidad es cambiante en el tiempo y me induce a pensar la existencia de
la volatilidad por agrupamientos, grandes y pequen˜os cambios tienden a estar
agrupados. Por otro lado la serie de retornos me indican una distribucio´n lepto-
curtica una excesiva concentracio´n alrededor de la media y se detectan outliers
con respecto a la distribucio´n normal.
Cuadro 4.1: Resumen descriptivo de los retornos porcentuales
Principales Estad´ıstica
Media 0.0048146
Mediana 0
Mı´nimo -2.27783
Ma´ximo 3.34207
Desv. T´ıpica. 0.250518
Asimetr´ıa 0.372755
Exc. de curtosis 15.5737
Porc. 5% -0.354292
Porc. 95% 0.387921
Rango IQ 0.179118
Fuente: Elaboracio´n Propia.
La serie de retornos porcentuales me indican en primer lugar el retorno medio
es de 0.0048146 por ciento para el periodo bajo ana´lisis con una desviacio´n de
0.250518 por ciento, el retorno ma´ximo observado para este periodo es de 3.34207
por ciento, mientras que el mı´nimo es de -2.27783 por ciento , en las medidas de
forma de la distribucio´n es notable un exceso de kurtosis es decir la serie es
leptocu´rtica, por lo tanto tenemos una excesiva concentracio´n de observaciones
alrededor de la media con colas pesadas en comparacio´n con la distribucio´n gaus-
siana y se ve un nu´mero importante de outliers relativo a la distribucio´n normal
como se indica en el cuadro 4-1.
En el cuadro 4-2, es notable la no estacionariedad de la serie de los retornos
porcentuales, rechazandose la hipo´tesis nula de estacionariedad en media, enton-
ces se tiene una correlacio´n serial, debido a que la probabilidad de la prueba de
Ljung Box es menor al nivel de significancia del 5 por ciento.
A continuacio´n en el cuadro 4-3, se evidencia la existencia de correlacio´n serial
en los retornos cuadra´ticos por lo tanto se detecta la posibilidad de memoria larga
no solo en varianza sino tambie´n en media pero au´n se necesitan ma´s pruebas.
En la Figura 4-5, se muestra la prueba de jarque Bera(Apendice 3) la cual
tiene una distribucio´n chi-cuadrado con 2 grados de libertad, realiza la compa-
racio´n entre una distribucio´n sime´trica y mesocu´rtica con la serie de retornos
porcentuales, al ser la probabilidad menor al 5 por ciento, entonces se rechaza
la hipo´tesis nula de normalidad, las cuales son confirmados por la kurtosis de
18.57367 (leptocu´rtica).
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Cuadro 4.2: Autocorrelacion de los retornos porcentuales
Funcio´n de autocorrelacio´n para r (Utilizando desviacio´n t´ıpica 1/T0,5)
RETARDO FAC FACP Estad-Q. [valor p]
1 0.1438 0.1438 108.8637 [0.000]
2 -0.0001 -0.0212 108.8638 [0.000]
3 0.037 0.041 116.0965 [0.000]
4 0.0075 -0.004 116.3898 [0.000]
5 0.0118 0.0126 117.1258 [0.000]
6 0.0358 0.0316 123.8784 [0.000]
7 -0.0051 -0.015 124.0135 [0.000]
8 0.0152 0.0188 125.2317 [0.000]
9 0.0132 0.0056 126.1573 [0.000]
10 -0.0386 -0.0412 134 [0.000]
11 0.0101 0.0208 134.5334 [0.000]
12 0.0255 0.0184 137.9635 [0.000]
13 0.0204 0.0183 140.1693 [0.000]
14 0.0079 0.0007 140.5018 [0.000]
15 -0.0069 -0.0093 140.7501 [0.000]
16 -0.0184 -0.0151 142.5351 [0.000]
17 -0.011 -0.0096 143.1698 [0.000]
18 0.0319 0.0356 148.562 [0.000]
19 0.0404 0.0321 157.1955 [0.000]
20 0.0764 0.0672 188.0929 [0.000]
21 0.0534 0.0335 203.1698 [0.000]
22 0.0071 -0.0039 203.4396 [0.000]
23 0.0109 0.0077 204.0652 [0.000]
24 0.0043 -0.0049 204.1647 [0.000]
25 0.0153 0.0124 205.4003 [0.000]
26 0.006 -0.0054 205.5892 [0.000]
27 -0.0244 -0.0284 208.7398 [0.000]
28 -0.0069 0.0016 208.995 [0.000]
29 -0.0098 -0.0111 209.4999 [0.000]
30 -0.0109 -0.0033 210.1328 [0.000]
31 -0.0061 -0.0064 210.3303 [0.000]
32 0.0019 -0.0014 210.3494 [0.000]
33 -0.007 -0.0091 210.6076 [0.000]
34 0.0034 0.0045 210.6703 [0.000]
35 -0.0239 -0.0211 213.6938 [0.000]
36 -0.0115 -0.001 214.3904 [0.000]
37 -0.0018 -0.0019 214.4067 [0.000]
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Cuadro 4.3: Autocorrelacio´n de los retornos porcentuales al cuadrado
Funcio´n de autocorrelacio´n para r2
Utilizando desviacio´n t´ıpica 1/T 0,5
RETARDO FAC FACP Estad-Q. [valor p]
1 0.3212 0.3212 543.3285 [0.000]
2 0.3508 0.2762 1191.8782 [0.000]
3 0.2879 0.142 1628.7012 [0.000]
4 0.1445 -0.0518 1738.7315 [0.000]
5 0.1722 0.0407 1895.1334 [0.000]
6 0.0955 -0.0103 1943.175 [0.000]
7 0.1599 0.1012 2078.0214 [0.000]
8 0.0974 -0.0008 2128.0395 [0.000]
9 0.103 0.0164 2184.0259 [0.000]
10 0.0907 -0.0016 2227.4545 [0.000]
11 0.0646 0.0045 2249.4955 [0.000]
12 0.0693 0.0058 2274.8809 [0.000]
13 0.0667 0.0271 2298.4003 [0.000]
14 0.0725 0.0196 2326.1802 [0.000]
15 0.0625 0.0081 2346.8292 [0.000]
16 0.0578 -0.0002 2364.4783 [0.000]
17 0.0709 0.0259 2391.0697 [0.000]
18 0.0659 0.0206 2414.0172 [0.000]
19 0.0524 -0.0031 2428.5372 [0.000]
20 0.0605 0.0094 2447.9124 [0.000]
21 0.0468 -0.0004 2459.5151 [0.000]
22 0.0574 0.0187 2476.9237 [0.000]
23 0.0453 0.0016 2487.7906 [0.000]
24 0.0567 0.0182 2504.8288 [0.000]
25 0.0499 0.0034 2518.0001 [0.000]
26 0.0465 0.0063 2529.4625 [0.000]
27 0.0616 0.0201 2549.5455 [0.000]
28 0.0675 0.0323 2573.6656 [0.000]
29 0.0492 -0.0084 2586.4856 [0.000]
30 0.0455 -0.0076 2597.4527 [0.000]
31 0.0497 0.0072 2610.5326 [0.000]
32 0.0538 0.0231 2625.886 [0.000]
33 0.0485 0.0077 2638.3448 [0.000]
34 0.0513 0.0064 2652.2963 [0.000]
35 0.0797 0.0395 2685.9376 [0.000]
36 0.0643 0.0134 2707.8802 [0.000]
37 0.0548 -0.0086 2723.8035 [0.000]
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Figura 4.5: Principales Estadisticos
En el cuadro 4-3, al igual que en la tabla anterior se muestra la no estacio-
nariedad de la serie de los retornos al cuadrado, al rechazarse la hipo´tesis nula
de estacionariedad de los retornos. En la prueba de Ljung Box , me indica la
presencia de correlacio´n serial, debido a que la probabilidad es menor al nivel de
significancia del 5 por ciento.
Basados en ambas tablas, me dan sen˜ales de la posible necesidad de modelar
la media y la varianza condicional del proceso. Por otro lado para examinar
la dependencia no lineal , se utilizara la prueba de no linealidad BDS (Brock
et.al.,1987) teniendo los resultados en el siguiente cuadro 4-4 .
Cuadro 4.4: Prueba de BDS de retornos porcentuales para distintas dimensiones
Sample: 1/03/1997 3/10/2017 Included observations: 5266
Dimensio´n BDS Statistic Std. Error z-Statistic Prob.
2 0.043757 0.001537 28.47221 0.0000
3 0.084327 0.002446 34.47115 0.0000
4 0.115426 0.002919 39.54204 0.0000
5 0.134492 0.003049 44.10488 0.0000
6 0.145334 0.002948 49.30243 0.0000
Fuente: Elaboracio´n Propia.
En el cuadro 4-4, se muestra la prueba de dependencia no lineal de BDS(Brock
et.al.,1987), las cuales nos muestran la existencia de dependencia no lineal en los
retornos, es decir se da un patro´n no lineal se rechaza la hipo´tesis nula de que
son variables aleatorias independientes e ide´nticamente distribuidas reforzando
la evidencia encontrada anteriormente, por lo tanto estamos en un entorno de
movimiento browniano fraccional.
En la figura 4-6, se presenta el histograma de los retornos acompan˜ado con el
estimador no parame´trico de Kernel de la funcio´n de densidad de probabilidad de
los retornos porcentuales y la funcio´n de densidad bajo normalidad, denotando
el exceso de curtosis en la serie en comparacio´n con la funcio´n de densidad bajo
la hipo´tesis de normalidad, indicando que la funcio´n de densidad de los retornos
muestran colas pesadas. Esto evidencia que retornos de gran magnitud tanto posi-
tivos como negativos se dan con mayor frecuencia en comparacio´n de lo esperado
en condiciones de hipo´tesis de normalidad.
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Figura 4.6: Histograma de Densidad de Kernel para retornos porcentuales
Figura 4.7: Histograma de Densidad de Kernel para retornos porcentuales al
cuadrado
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En la figura 4-7, se presenta el histograma de los retornos al cuadrado junto
con el estimador no parame´trico de Kernel de la funcio´n de densidad de proba-
bilidad de los retornos porcentuales y la funcio´n de densidad bajo normalidad,
denotando el exceso de curtosis en la serie en comparacio´n con la funcio´n de den-
sidad bajo la hipo´tesis de normalidad, indicando que la funcio´n de densidad de los
retornos muestran colas pesadas. Esto evidencia que retornos de gran magnitud
tanto positivos como negativos se dan con mayor frecuencia en comparacio´n de
lo esperado en condiciones de hipo´tesis de normalidad.
Luego de los resultado anteriormente revisados que muestra evidencia emp´ıri-
ca de memoria a largo plazo en los retornos porcentuales. Se investigara con
mayor profundidad dicha memoria en los retornos porcentuales as´ı como en sus
cuadrados y sus valores absolutos, en primer lugar se presentan los correlogramas
muestrales para los 36 primeros rezagos en las figuras 4-8,4-9,4-10.
Figura 4.8: Correlogramas para los retornos porecentuales
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Figura 4.9: Correlogramas para los retornos porcentuales al cuadrado
Figura 4.10: Correlogramas para los retornos porcentuales en valor absoluto
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Al observar los correlogramas muestrales de las figuras anteriores, se distin-
gue claramente sen˜ales de memoria larga (persistencia en la volatilidad) de las
series de los retornos al cuadrado y en valor absoluto debido a la presencia de
decrecimiento hiperbo´lico de la autocorrelaciones las cuales sugieren la presencia
de persistencia en la volatilidad (memoria a largo plazo). Pero en el correlograma
de los retornos porcentuales parece no evidenciar sen˜ales de memoria larga.
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4.2.2. Pruebas de Memoria Larga
En el ana´lisis estad´ıstico del apartado anterior surgio´ evidencia de la existencia
de una posible memoria larga en el proceso de volatilidad, por lo cual se requiere
de un conjunto de test que verifiquen dicha hipo´tesis (memoria larga), teniendo
en consideracio´n que las pruebas de memoria larga presentadas a continuacion
fueron hechas en el programa estad´ıstico oxmetrics y Gretel.
Prueba de verosimilitud local de Whittle
Es indispensable para la aplicacio´n de esta prueba de memoria larga utilizar un
ancho de banda la cual indica el nu´mero de frecuencias utilizadas en la estimacio´n,
en este caso nos basamos en el estudio de simulacio´n de Robinson (1995) que
sugiere los valores siguientes:
m = T 0,5, T 0,73, T 0,82.
El estudio cuenta con T = 5265 observaciones , entonces al aplicar con estos
anchos de banda, tendr´ıa los siguientes resultados:
Cuadro 4.5: Pruebas para retornos porcentuales
Ancho de banda d Err. Est. Razon t Valor de p
T0,5 = 73 0.150 0.059 2.558 0.011
T0,64 = 241 0.101 0.032 3.150 0.002
T0,73 = 521 0.062 0.022 2.853 0.004
T0,82 = 1126 0.061 0.015 4.110 0.000
Fuente: Elaboracio´n Propia.
Cuadro 4.6: Pruebas para retornos porcentuales al cuadrado
Ancho de banda d Err. Est. Razon t Valor de p
T0,5 = 73 0.3579 0.0585 6.1156 0.0000
T0,64 = 241 0.2106 0.0322 6.5375 0.0000
T0,73 = 521 0.2531 0.0219 11.5557 0.0000
T0,82 = 1126 0.3516 0.0149 23.5967 0.0000
Fuente: Elaboracio´n Propia.
Cuadro 4.7: Pruebas para retornos porcentuales en valor absoluto
Ancho de banda d Err. Est. Razon t Valor de p
T0,5 = 73 0.4781 0.0585 8.1696 0.0000
T0,64 = 241 0.3769 0.0322 11.7030 0.0000
T0,73 = 521 0.3751 0.0219 17.1252 0.0000
T0,82 = 1126 0.3291 0.0149 22.0859 0.0000
Fuente: Elaboracio´n Propia.
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En los cuadros 4-5,4-6,4-7, se observa la confirmacio´n de la evidencia de exis-
tencia de memoria larga en el proceso de volatilidad condicional pues todos los
valores de la probabilidad no son estad´ısticamente significativas , pero tambie´n
notamos que a diferencia del ana´lisis descriptivo y grafico en la serie de los re-
tornos porcentuales en la cual no se evidenciaba de manera clara la presencia de
memoria larga mientras que en la prueba de verosimilitud local de Whittle nos
indica de manera ma´s evidente el rechazo de la hipo´tesis nula de memoria corta,
es decir en la tres series el valor de la probabilidad es menor al 5 por ciento como
nivel de significancia por lo tanto se rechazar´ıa la hipo´tesis nula de memoria corta,
en consecuencia segu´n la prueba de verosimilitud local de whittle, me indica la
existencia de memoria larga. Si consideramos el error esta´ndar de la estimacio´n
se desarrrolla las pruebas t y en cada una de las tres series es decir en los retornos
porcentuales y sus transformaciones el valor de t es mayor a 2 en valor absoluto
por lo tanto tambie´n se aceptar´ıa la hipo´tesis alternativa de memoria larga , como
conclusio´n se evidencia memoria larga en el proceso de volatilidad condicional.
Prueba de Geweke y Porter Hudak
La estimacio´n del para´metro de integracio´n fraccional d, se basa en el supuesto
de que E[log
Ij
f(wj)
] = −C donde Ij es el periodograma y f(wj es la funcio´n densi-
dad del proceso para todo j (c , constante de Euler), (Hurvich and Beltrao(1994)).
Hurvich and Beltrao(1994) refiere que si d 6= 0 , entonces el limite del primer
termino de la ecuacion anterior depende de j lo que genera valores distinto de −C,
si adema´s d 6= 0 y j es fijo, por lo tanto Ij
f(wj)
no convergeria en distribucio´n a 1
2
χ22
y l´ım
x→∞
E[log
Ij
f(wj)
] 6= 1 (Hurvich and Beltrao, 1993, Robinson, 1995a), entonces se
concluye que la distribucio´n limite y la esperanza limite de
Ij
f(wj)
dependen de j.
Como consecuencia de estas distorciones en el comportamiento del periodogra-
ma en las bajas frecuencias , se realiza una regresio´n de ecuacio´n sobre ecuacio´n
omitiendo un bloque de frecuencias muy bajas para las ordenadas del periodo-
grama.
Por otro lado Robinson(1995a ) menciona que si el objetivo es obtener buenas
propiedades asinto´ticas de la estimacio´n de d, no es muy importante l > 0, J es
un entero mayor o igual a 1. Cuando j es mayor a 1 a un agrupamiento de las
contribuciones desde las frecuencias adyacentes. Geweke and Porter and Hudak,
mediante un proceso de simulacio´n muestran como M = n1/2 pudiera ser mas
adecuado,sabiendo que M es el nu´mero de frecuencias usadas en la regresio´n.
Cuadro 4.8: Pruebas para retornos porcentuales
Ancho de banda d Err. Est. Razon t Valor de p
T0,5 = 73 0.154812 0.11273 1.37329903 0.174
Fuente: Elaboracio´n Propia.
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Segu´n los resultados de las pruebas de Gewek - Porter y Hudak de los cuadros
4-8 y 4-9, Mediante estudios de simulacio´n muestran como M = n1/2 parece ser
apropiado, siendo M el nu´mero de frecuencias usadas en la regresio´n. Entonces
considerando un ancho de banda T 1/2 = 73, los resultados muestran que no
hay evidencia suficiente segu´n esta prueba para rechazar la hipo´tesis nula de
memoria corta en los retornos porcentuales al tener un valor de probabilidad
0.174 superior mayor al 5 por ciento de significancia y si tomamos en cuenta el
valor de t = 1,37329903 al ser menor a 2 en valor absoluto no es estad´ısticamente
significativa, a diferencia de las series de retornos al cuadrado y valor absoluto
en las cuales si encuentran suficiente evidencia para rechazar la hipo´tesis nula de
memoria corta debido a que el valor de la probablidad es menor al 5 por ciento
del nivel de significacio´n , por lo tanto se concluye que existe memoria larga en el
proceso de la volatilidad condicional, si tomamos en cuenta que el valor de t tanto
en la serie del cuadrado de los retornos como en el valor absoluto son mayores a
2 por lo tanto confirma aceptar la hipo´tesis alternativa de memoria larga.
Cuadro 4.9: Pruebas para retornos porcentuales al cuadrado
Ancho de banda d Err. Est. Razon t Valor de p
T0,5 = 73 0.390014 0.0752275 5.18446047 0
Fuente: Elaboracio´n Propia.
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Prueba de Coeficiente de Hurts
A continuacio´n en el cuadro 4-10, se muestra el proceso realizado para obtener
el coeficiente de hurst, dividiendo la muestra en 1, 2, 3, hasta 50 partes para
luego obtener el estad´ıstico R/S. Con estos datos obtenemos el coeficiente de
hurst que representa la pendiente de la recta del gra´fico de la figura 5-11 es
decir el ajuste de la regresio´n. De dicho ajuste en el cuadro 4-12 se muestra el
coeficiente de hurts de la serie del cuadrado de los retornos el cual me indica un
valor de 0.76409 siendo mayor a 0.5 y menor a 1 entonces indicaria la sospecha
de un movimiento browniano fraccionario con un para´metro de memoria larga
d > 0 por lo tanto la existencia de dependencia de largo plazo en los retornos
porcentuales al cuadrado del tipo de cambio, es decir memoria larga en el proceso
de la varianza condicionada, se considerar´ıa dicha serie como cao´tica muy sensible
a cambios en las condiciones iniciales, es decir, la tendencia de la serie seria la
misma al periodo anterior. Se tendra´ un 76.5 por ciento de probabilidad de que
la tendencia sea la misma del periodo anterior, por otro lado dicho coeficiente de
hurts me permite calcular la dimensio´n fractal propiedad caracter´ıstica de una
estructura fractal, al definirse la dimensio´n como D = 2−H dicho resultado sera´
un numero fraccionario cercano a 1.235905. La interpretacio´n esta relacionada
con la complejidad del sistema, es decir el nu´mero entero pro´ximo a la dimensio´n
fractal nos indica el mı´nimo nu´mero de variables que se necesita para modelar el
sistema y colocar un l´ımite inferior al nu´mero de grados de libertad.
Cuadro 4.10: Cifras de rango reescalado del cuadrado de los retornos
R.2 Taman˜o RS(medio) log(Taman˜o) log(RS)
1 5265 312.81 12.362 8.2891
2 2632 215.07 11.362 7.7487
3 1316 141.04 10.362 7.1399
4 658 83.988 9.3619 6.3921
5 329 44.534 8.3619 5.4768
10 164 26.049 7.3576 4.7032
20 82 14.305 6.3576 3.8384
30 41 8.3145 5.3576 3.0556
40 20 5.0265 4.3219 2.3296
50 10 3.1253 3.3219 1.644
Fuente: Elaboracio´n Propia.
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Figura 4.11: Ajuste del logaritmo de reescalamiento de la serie del cuadrado de
los retornos
Luego en el cuadro 4-11, se muestra el proceso realizado para obtener el co-
eficiente de hurst para la serie de los retornos porcentuales del tipo de cambio,
dividiendo la muestra en 1, 2, 3, hasta 50 partes para luego obtener el estad´ıstico
R/S. Con estos datos obtenemos el coeficiente de hurst que representa la pen-
diente de la recta del gra´fico de la figura 4-10 es decir el ajuste de la regresio´n.
El ca´lculo del exponente de Hurts del cuadro 4-12, indica que el valor es de 0.655
(persistencia) mayor a 0.5 y menor a 1, sen˜ala una posible persistencia en la serie
por lo tanto un movimiento browniano fraccionario (la existencia de memoria
larga) se identificar´ıa como una serie cao´tica muy sensible a cambios en las con-
diciones iniciales, entonces se tendra´ un 65.5 por ciento de probabilidad de que
en el periodo siguiente se genere la misma tendencia del periodo anterior y co-
mo consecuencia dicho coeficiente de hurts permite calcular la dimensio´n fractal
propiedad caracter´ıstica de una estructura fractal, al definirse la dimensio´n como
D = 2 − H dicho resultado sera´ un numero fraccionario cercano a 1.345037. La
interpretacio´n esta relacionada con la complejidad del sistema, es decir el nu´mero
entero pro´ximo a la dimensio´n fractal nos indica el mı´nimo nu´mero de variables
que se necesita para modelar el sistema y colocar un l´ımite inferior al nu´mero de
grados de libertad.
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Cuadro 4.11: Cifras de rango reescalado de r
R Taman˜o RS(medio) log(Taman˜o) log(RS)
1 5265 196.77 12.362 7.6204
2 2632 117.43 11.362 6.8756
3 1316 69.431 10.362 6.1175
4 658 43.084 9.3619 5.4291
5 329 26.153 8.3619 4.7089
10 164 16.74 7.3576 4.0652
20 82 11.405 6.3576 3.5116
30 41 7.4076 5.3576 2.889
40 20 4.8877 4.3219 2.2892
50 10 3.102 3.3219 1.6332
Figura 4.12: Ajuste del logaritmo de reescalamiento de la serie r
Cuadro 4.12: Coeficiente de Hurts
Serie Exponente de Hurst estimado
cuadrado de los retornos 0.764095
retornos porcentuales 0.654963
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Estos resultados demuestran que los retornos porcentuales y sus tranforma-
ciones de la serie de tipo de cambio, no siguen un comportamiento aleatorio puro,
random walk, sino que esta´n sesgados, entonces decimos que siguen lo que se lla-
ma un comportamiento browniano fraccionario. Si nos damos cuenta se denota
una mayor evidencia de persistencia en la serie del cuadrado de los retornos con
un coeficiente de hurts de 0.764095 mayor al 0.654963 coeficiente de hurts de
los retornos, los cuales son confirmados por las pruebas de verosimiltud local de
Whitlle y de GPH y el ana´lisis estad´ıstico preliminar, entonces podr´ıamos con-
cluir la presencia de memoria larga en el proceso de volatilidad condicional, la
cual se modelara mediante un FIGARCH.
4.3. Resultados Metodolo´gicos
En esta seccio´n se realizara´ la estimacio´n del modelo de memoria larga FI-
GARCH es decir un proceso estoca´stico gaussiano de tipo movimiento browniano
fraccional con para´metro de memoria larga d de una serie de tiempo obtenido
del Banco central de reserva del Peru´ de tipo de cambio diario nominal do´lar-sol
desde el 3 de Enero de 1997 hasta el 9 de Marzo del 2017, generando un total de
5625 observaciones. Como referencia, en la figura 4.13 se representa los retornos
porcentuales del tipo de cambio bajo consideracio´n, la cual indica la existencia de
la volatilidad de la serie en el periodo de ana´lisis, del mismo modo la funcio´n de
auto correlacio´n del cuadrado de los retornos indica una ca´ıda hiperbo´lica como
se muestra en la figura 4.14, indicando la posibilidad de modelar la serie con un
modelo de memoria larga cuyas pruebas ya se indicaron en el apartado anterior.
Figura 4.13: Retorno porcentuales del tipo de cambio
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La estimacio´n del modelo FIGARCH para la data existente es la siguiente:
rt = 100log(st/st−1) = µ+ ǫt, ǫth
−1/2
t ∼ N(0, 1)
ht = α0 + β1ht−1 + [1− β1L− (1− φ1L)(1− L)d]ǫ2t , t = 1, 2, ..., 5265
En este caso se aplicar la estructura teo´rica del movimiento browniano fraccio-
nal mediante la modelacio´n de los retornos porcentuales logar´ıtmicos rt los cuales
tienen incrementos dependientes a largo plazo definidos en la primera parte de la
tesis.
Figura 4.14: Funcion de autocoerrelacio´n del cuadrado de los retornos
La estimacio´n es mediante la QMLE bajo la suposicio´n de la normalidad
condicional, en el cuadro 4.13 entre pare´ntesis se indican los errores esta´ndar
robustos de cada estimacio´n en dicho cuadro se indican los modelos estimados
de figarch, los cuantiles Q(20) y Q(20)2 se refieren a la prueba de Ljung Box
Portmanteau(Apendice 2) de la correlacio´n serial de hasta el orden 20 en los re-
siduos estandarizados y los residuos estandarizados al cuadrado respectivamente,
en cada columna se describen las estimaciones de cada modelo, en la primera
columna se describe al modelo (p, d, q) = (0, 0, 0) la cual corresponde al modelo
GARCH(0,0), en la segunda y tercera columna se especifican diferentes modelos
FIGARCH. En las cuales se puede notar que el valor de logaritmo de verosimili-
tud de FIGARCH(1,d,1) es ma´s alto dicho valor me indica entonces la idoneidad
del modelo FIGARCH(1,d,1).
Por otro lado si usamos los criterios de informacio´n dados en la tabla 4.14 ,
el modelo FIGARCH(1,0.65,1), es el proceso que mejor se adapta a la data en
ana´lisis de tipo de cambio debido al menor valor comparando entre todos los
criterios de informacio´n de cada uno de los modelos estimados indicados en la
tabla 4.14, por lo tanto se fortalece la propuesta del modelo FIGARCH(1,0.65,1)
como el modelo ma´s ido´neo para el conjunto de datos existente.
Si analizamos el cuadro 4.15, se sen˜alan dos de las diferentes medidas que
se utilizan para comparar la precisio´n entre modelos de prono´stico MSE (error
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cuadra´tico medio) y RSME(ra´ız del error cuadra´tico medio) que corresponde al
prono´stico de la varianza condicional. Se nota que el modelo FIGARCH(1,0.65,1)
da los mejores prono´sticos representados en mı´nimos valores en MSE Y RMSE
con valores de 0.0001511 0.01229 respectivamente.
Cuadro 4.13: Estimacio´n de modelos FIGARCH
(p,d,q) (0,0,0) (1,d,0) (1,d,1)
µ 0.001678 -0.008167 -0.007849
0.0036107 0.0018807 0.0018779
α0 0.058414 0.000133 0.000165
β1 - 0.262035 0.647364
0.075995
φ1 - - 0.293989
0.073052
d - 0.527594 0.649139
0.05746 0.07466
S 0.65719 0.18541 0.23524
K 18.943 5.3988 5.5193
Q( 20) 148.662 145.449 135.622
Q( 20) 2 2069.97 17.6941 14.4002
LogLikelihood: 5.005 1697.577 1714.682
Fuente: Elaboracio´n Propia.
Cuadro 4.14: Criterio de informacio´n para la eleccio´n del modelo
(p,d,q) Akaike Schwarz Shibata Hannan-Quinn
(0,0,0) -0.001341 0.001519 -0.001342 -0.000333
(1,0.53,0) -0.755892 -0.750173 -0.755894 -0.753877
(1,0.65,1) -0.763081 -0.755931 -0.763083 -0.760561
Fuente: Elaboracio´n Propia.
Si consideramos una medida de seleccio´n entre modelos de prono´stico adicio-
nal, se tiene en la tabla 4.15, el coeficiente de desigualdad de Theil la cual me
permite analizar la efectividad del modelo de prediccio´n seleccionado cuyo valor
puede ser mayor a 1, cuanto ma´s cercano a cero mejor es la efectividad del mode-
lo, es decir entre los tres modelos estimados se elegira´ el ma´s cercano a cero, en
el cuadro 5.3 los modelos FIGARCH(1,0.53,0) con un valor de 0.345 y el modelo
FIGARCH(1,0.65,1) con valor de 0.346 son casi de la misma efectividad, pero se
podr´ıa concluir en funcio´n a los ana´lisis anteriormente realizados que a pesar de
ser marginalmente mayor coeficiente de Theil pero en vista de la evidencia de las
anteriores medidas me indicar´ıan, que el mejor modelo seria el proceso browniano
fraccional de FIGARCH(1,0.65,1) o de memoria larga.
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Cuadro 4.15: Medidas de error de los prono´sticos de la varianza condicional
(p,d,q) MSE RMSE TIC
(0,0,0) 0.002162 0.0465 0.614
(1,0.53,0) 0.0001604 0.01266 0.3449
(1,0.65,1) 0.0001511 0.01229 0.3457
Fuente: Elaboracio´n Propia.
Cuadro 4.16: Q-Statistics on Squared Standardized Residuals Ljung-Box
Q(10) = 10.9355 [0.2053786]
Q(20) = 14.4002 [0.7026523]
Q(50) = 35.917 [0.9006973]
Fuente: Elaboracio´n Propia.
En el siguiente cuadro 4-16, se muestra la prueba de Ljung- Box de los re-
siduales estandarizados al cuadrado en donde me indica que se dan sen˜ales de
que el modelo propuesto para el proceso de volatilidad captura adecuadamente la
estructura de correlacio´n debido a que la probabilidad asociada es mayor al 0,05
acepta´ndose la hipo´tesis nula de ausencia de autocorrelacio´n.
En el siguiente cuadro 4-17, se muestra la prueba de Engle (1982) de los resi-
duales estandarizados al cuadrado en la cual se acepta la hipo´tesis nula de homo-
cedasticidad en los residuos debido a que la probabilidad asociada al estad´ıstico
nR2 es mayor a 0.05 entonces confirma la no existencia de posible correlacion
serial significativa en los residuales.
De acuerdo con Hsieh (1989) la varianza condicional se encuentra bien espe-
cificada cuando el exceso de curtosis de los residuos estandarizados no exceden
al exceso de curtosis de los residuos no estandarizados. Entonces para este caso
el exceso de curtosis de los residuos estandarizados es 4.5 y el exceso de curtosis
de los residuales no estandarizados es 18.9 por lo tanto el modelo esta´ muy bien
especificado.
Cuadro 4.17: ARCH test on Squared Standardized Residuals
ARCH test: F(2,4474) = 0.10625 [0.8992]
ARCH test: F(5,4468) = 1.7345 [0.1231]
ARCH test: F(10,4458) = 1.052 [0.3964]
Fuente: Elaboracio´n Propia.
Al observar el cuadro 4.18 el contraste de Box - Pierce se evidencia con un
nivel de significancia dado que la serie generada de residuos no se encuentra
correlacionada. Por lo cual se considera que el modelo propuesto captura de mejor
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manera la estructura de correlacio´n del proceso de los retornos en volatilidad a
trave´s de un FIGARCH(1,0.65,1). Por lo tanto la varianza condicionada estimada
seria la de la figura 4.15.
Figura 4.15: La varianza condicional estimada
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Cuadro 4.18: Correlograma para Std.Residuales al cuadrado utilizando desviacio´n
t´ıpica 1/T 0,5
RETARDO FAC FACP Estad-Q. [valor p]
1 0 0 0 [0.999]
2 0.0069 0.0069 0.213 [0.899]
3 0.0177 0.0177 1.6144 [0.656]
4 -0.0185 -0.0185 3.1437 [0.534]
5 0.0354 ** 0.0351 ** 8.7557 [0.119]
6 -0.0051 -0.0052 8.8727 [0.181]
7 -0.015 -0.0149 9.8874 [0.195]
8 0.0124 0.0109 10.5737 [0.227]
9 -0.0055 -0.0039 10.7102 [0.296]
10 0.0071 0.006 10.9355 [0.363]
11 -0.0078 -0.0083 11.2083 [0.426]
12 -0.0139 -0.0124 12.0821 [0.439]
13 -0.0039 -0.0052 12.1517 [0.515]
14 -0.0158 -0.0149 13.2745 [0.505]
15 -0.0004 -0.0003 13.2752 [0.581]
16 -0.008 -0.0078 13.5648 [0.631]
17 -0.0077 -0.0062 13.8307 [0.679]
18 0.0091 0.0085 14.2035 [0.716]
19 0.0018 0.003 14.2177 [0.771]
20 -0.0064 -0.0066 14.4002 [0.810]
21 -0.0238 -0.0243 16.9553 [0.714]
22 0.0109 0.0121 17.4873 [0.736]
23 -0.0072 -0.0078 17.7195 [0.773]
24 0.0047 0.005 17.8196 [0.812]
25 0.0244 0.0238 20.503 [0.720]
26 -0.0075 -0.0059 20.7579 [0.754]
27 -0.0054 -0.0076 20.8914 [0.791]
28 0.0034 0.0023 20.9449 [0.828]
29 0.0113 0.0128 21.5246 [0.839]
30 0.008 0.0057 21.8134 [0.861]
31 0.0088 0.0096 22.1651 [0.878]
32 -0.0016 -0.0015 22.1763 [0.903]
33 0.022 0.0208 24.3683 [0.862]
34 0.0075 0.0066 24.6251 [0.881]
35 0.0043 0.0033 24.7089 [0.902]
36 -0.0119 -0.0125 25.3479 [0.907]
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Cap´ıtulo 5
Conclusiones
5.1. Conclusiones
1. Al haberse estudiado la serie de tiempo del tipo de cambio nominal en
Peru´ se ha logrado cumplir con el objetivo de determinar la durabilidad
de los shocks en la volatilidad de la serie tipo de cambio nominal de Peru´
del periodo(1997-2017) comprobando la persistencia de los shocks que tiene
una durabilidad a largo plazo al evidenciar emp´ıricamente un orden de
integracio´n fraccional de d = 0,6491 en su volatilidad.
2. Como consecuencia de la estimacio´n del para´metro de memoria larga d > 0
se identifica al proceso de varianza condicional como un proceso autosimi-
lar con H > 0 con un coeficiente de Hurts H = 0,764095 en los retornos
cuadra´ticos H 6= 1
2
evidenciando una mayor persistencia en la volatilidad
de esta manera se concluye rechazando la naturaleza del proceso como un
movimiento browniano identificando de este modo al proceso como un mo-
vimiento browniano fraccional no estacionario con incrementos no estacio-
narios debido a que el para´metro de memoria larga d = 0,6491 se encuentra
fuera del rango (−0,5, 0,5) dicho rango garantiza la estacionariedad de sus
incrementos y con incrementos dependientes como se evidencia mediante
la prueba BDS de los retornos porcentuales sen˜alado en el cuadro 4.4 cuya
dependencia es no lineal. De esta manera se logra el objetivo de identificar
al proceso de varianza condicional como un movimiento browniano fraccio-
nal(sistema cao´tico).
3. Se logro´ la estimacio´n y la especificacio´n del modelo Autorregresivo con
Heterocedasticidad condicionada Generalizada Fraccionalmente integrado
del tipo de cambio nominal del Peru´ - FIGARCH(1,d,1) sen˜alado en el
cuadro 4.13.
ht = 0,000165+0,647364ht−1+[1−0,647364L−(1−0,293989L)(1−L)0,649139]ǫ2t
, t = 1, 2, ..., 5265
El modelo FIGARCH(1,0.65,1) cumple con todos los test de significancia de
sus para´metros y las desigualdades dadas por Baillie(2001) descritas en la
seccio´n 3.1.5 para garantizar la no negatividad de la varianza condicionada.
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Confirmando de esta manera el hecho de que el modelo propuesto es adecua-
do respaldado por la prueba de Ljung-Box de los residuos estandarizados
al cuadrado en donde me indica de que el modelo propuesto para la vo-
latilidad captura adecuadamente la estructura de correlacio´n evidenciando
ausencia de correlacio´n como se muestra en el cuadro 4.16. Del mismo modo
el cuadro 4.17 me confirma la ausencia de correlacio´n serial en los residuos
a trave´s de la prueba ARCH.
Segu´n el criterio de Hsieh(1989) la varianza condionada se encuentra bien
especificada debido a que el exceso de curtosis de los residuos estandariza-
dos con un valor de 4.5 no excede al exceso de curtosis de los residuos no
estandarizados con un valor de 18.9.
4. Se logro´ desarrollar el modelo FIGARCH(m,d,q) a partir de un modelo sin
memoria como un ARCH(p) describiendo sus caracter´ısticas y propiedades
fundamentales descritos en la metodolog´ıa econome´trica de la seccio´n 3.1.2.
5. En relacio´n a los modelos de volatilidad estimados se muestran buenos
resultados en el modelo FIGARCH(1,0.53,1) y aceptables en el modelo
GARCH(0,0), sin embargo debido a que en el modelo FIGARCH(1,0.53,1) el
valor de logaritmo de verosimilitud es menor que en modelo FIGARCH(1,0.65,1)
y en el modelo GARCH(0,0) el valor de logaritmo de verosimilitud es signi-
ficativamente de menor que en modelo FIGARCH(1,0.65,1) se demuestra la
idoniedad del modelo propuesto FIGARCH(1,0.65,1) como se indica en el
cuadro 4.13.Por otro lado si nos basamos en los criterios de informacio´n del
cuadro 4.14 el modelo FIGARCH(1,0.65,1) es el proceso que mejor se adapta
a la data en ana´lisis del tipo de cambio.Del mismo modo respalda la idonie-
dad del modelo propuesto FIGARCH(1,0.65,1) los errores cuadra´tico medio
y ra´ız del error cuadra´tico medio evidenciando mejores prono´sticos debido
a sus mı´nimos valores como se muestra en el cuadro 4.15. Es importante
mencionar que solamente se realizo´ la comparacio´n de modelos FIGARCH
y GARCH debido al objetivo de la tesis espec´ıficamente de memoria larga
en volatilidad FIGARCH(1,d,1).
6. Mediante la funcio´n impulso respuesta acumulativa se cuantifico´ y demostro´
la durabilidad del shock en la volatilidad de la varianza condicionada que
tiende a cero pero hiperbo´licamente a una tasa de n0,649139. Por otro lado se
utilizo´ la funcio´n hipergeome´trica para explicar el ruido blanco fraccionario
F (d−1, 1, 1; 1) = 0 y l´ıms→∞
∑s
i=0 ϕ(i) = 0. Cabe mencionar que debido al
para´metro de integracional fraccional estimado d = 0,6491 la durabilidad
del shock en la volatilidad desaparece de manera muy lenta, es decir un
proceso no estacionario con incrementos no estacionarios y dependientes
cuya dependencia es no lineal.
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5.2. Sugerencias para futuras investigaciones
1. Es importante mencionar que existen investigaciones como la de Sebastia´n
Laurent y Michael Baine(2000) los cuales indican que la posible existencia
de memoria larga en la serie es debido a un posible quiebre estructural,
encontrando evidencia que sustenta la hipo´tesis de que la existencia de
un posible quiebre estructural generar´ıa un incremento en la memoria de
la serie, debido a la extensio´n que demandar´ıa incluir dicho ana´lisis solo
menciono´ este feno´meno para futuras investigaciones.
2. Con respecto a la relacio´no´ quiebre estructural y memoria larga Baillie y
Morata(2009)desarrollan un nuevo proceso de memoria larga que incluye
la dependencia a largo plazo y quiebre estructural en el proceso de vo-
latilidad denominado A-FIGARCH(p,d,q,k) (Adaptive FIGARCH) dicho
modelo constituye un componente estoca´sticos de memoria larga y otro
componente determin´ıstico de proceso de quiebre, dicho tema es sujeto en
la actualidad de investigaciones en Nash Boutahr y Travbelsi(2010) se pre-
senta mucha mas informacio´n de estructuras de A-FIGARCH Y derivados
como FITVGARCH.
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Ape´ndices
5.3. Ape´ndice 1: BDS
5.3.1. Prueba de no linealidad (BDS)
Tomando la literatura (Cesar Andres Ojeda Echeverri,2012). Esta prueba su-
pone como en el caso lineal que los errores estan independiente e ide´nticamente
distribuidos con media cero y varianza 1 es decir ruido blanco se podr´ıan con-
siderar un movimiento browniano ordinario, siendo el objetivo encontrar una
dependencia no lineal en los errores. Entonces se podr´ıa denotar como xt =
f(ǫt−1, ...ǫt−k) + ǫtg(ǫt−1, ...ǫt−k) Donde: f(.) es la media de xt y g(.) es la va-
rianza de xt En el an˜o 1989 Hsieh nos da a conocer un estad´ıstico basado en el
tercer momento :
ϕ(i, j) ≡ E[xtxt−ixt−j]
E[x3t ]
3/2
Entonces si ϕ(i, j) = 0∀i, j > 0, para todos i.i.d. y sugiere estimarlo :
kˆ(i, j) =
T−1
∑
t xtxt−ixt−j
[T−1
∑
t x
2
t ]
1/2
Entonces bajo la hipo´tesis nula de ϕ(i, j) = 0,
√
T ϕˆ(i, j) se distribuye asinto´ti-
camente como una normal con media cero y varianza que se puede estimar:
V ≡ T
−1∑
t x
2
tx
2
t−ix
2
t−j
[T−1
∑
t x
2
t ]
3
Esta prueba esta´ construida con el objetivo de rechazar la no linealidad aditiva
y si combinamos con el estad´ıstico BDS elaborado por Brocks en el an˜o 1996 para
probar la independencia en los datos.
Si describimos este estad´ıstico utiliza el concepto de dimensio´n de correlacio´n,
definimos la funcionde correlacio´n entre dos puntos como:
Cn(k) = l´ım
T→∞
1
T 2
∑
i<j
θ(k− ‖ xi − xj ‖)
Donde θ es la funcion heavyside tambie´n conocida como funcio´n indicadora y
‖.‖ la norma suprema.
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Grassberger y procaccia desarrollan un estad´ıstico que se distribucio´n como
una normal esta´ndar asinto´ticamente:
Jn,T (k) =
√
T
Cn,T (k)− C1,T (k)n
σˆn,T (k)
Bajo la hipo´tesis nula
Cn(k)→ Πn−1i=0 Prob[‖ xt+i − xs+i ‖< k]
, cuando T−→∞,el estad´ıstico prueba la hipo´tesis nula de independencia aleato-
ria y sistemas distribuidos ide´nticamente, por lo cual si rechazamos la hipo´tesis
nula entonces seria consistente con algu´n tipo de dependencia en los datos.
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5.4. Ape´ndice 2
5.4.1. Prueba de Ljung Box Portmanteau
Tomando la literatura(Cesar Andre´s Ojeda Echeverri,2012).Box and Pier-
ce(1970) propone el estad´ıstico Portmanteau:
Q∗(m) = T
m∑
l=1
ρˆ2l
Para probar la hipo´tesis nula H0:ρ1 = ... = ρm = 0 contra la hipo´tesis alter-
nativa Ha:ρi 6= 0 para algun i ∈ {1, ...,m}.Si rt es una sucesion independiente e
ide´nticamente distribuidas.Si Q∗(m) es una variable aleatoria chi-cuadrado con
m grados de libertad. Luego de la modificacion de Ljung and Box(1978) al esta-
distico se tiene:
Q∗(m) = T (T + 2)
m∑
l=1
ρˆ2l
T − l
Por lo tanto la regla de decision es rechazar H0,en caso Q(m) > χ
2
α donde χ
2
α
denota el percentil 100(1− α) de una distribucio´n chi-cuadrado con m grados de
libertad
5.5. Ape´ndice 3
5.5.1. Prueba de normalidad de Jarque Bera
Tomando la literatura(Cesar Andres Ojeda Echeverri,2012).La prueba de Jar-
que Bera por sus propiedades o´ptimas de potencia asinto´tica(Gonzales y Nie-
to,2008) es una de las pruebas de normalidad mas utilizadas comparando el tercer
y cuarto momento de la distribucio´n emp´ırica con los teoricos de la ditribucio´n
normal. Entonce si {rt, ....rt} es la serie de tiempo con t observaciones. La es-
tad´ıstica de prueba:
JB =
Sˆ2(r)
6
T
+
(Kˆ(r)− 3)2
24
T
T=nu´mero de observaciones de la muestra, Sˆ(r) = 1
(T−1)σˆ3
∑T
t=1(rt− µˆr)3 es el
coeficiente de asimetr´ıa muestral, Kˆ(r) = 1
(T−1)σˆ4
∑T
t=1(rt−µˆr)4 es el coeficiente de
curtosis muestral, µˆr =
1
T
∑T
t=1 rt es la media muestral y σˆ
2
r =
T−1
T
∑T
t=1(rt− µˆr)2
la varianza muestral. JB es una variable aleatoria asinto´ticamente distribuida
como una chi-cuadrado con dos grados de libertad.
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5.6. Ape´ndice 4
5.6.1. Criterios de informacio´n
Tomando la literatura(Cesar Andres Ojeda Echeverri,2012).Los criterios de
informacio´n tiene una estructura de complejidad y capacidad predictora es decir
precision y exactitud por lo tanto miden la capacidad explicativa de un modelo
y penalizan por su grado de complejidad.Davidson(2001) define los siguientes
criterios de informacio´n:
Akaike Information criterion (AIC) :
−CT − p
Schwarz Information criterion (SIC):
−CT − 1
2
plogT
Hannan Quinn criterion (HQC) :
−CT − ploglogT
p es el nu´mero de para´metros a estimar y T el taman˜o muestral.
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