We consider the Gaussian arbitrarily varying product channel (GAVPC), and the arbitrarily varying channel (AVC) with colored Gaussian noise. The random code capacity is obtained by solving an optimization min-max problem, which is interpreted as a two-player zero-sum game, played by the user and the jammer, where their strategies are the power allocations. The optimal power allocations are given by a "double" water filling solution, where the jammer performs water filling first, attempting to whiten the overall noise as much as possible, and then the user performs water filling taking into account the total interference power, which is contributed by both the channel noise and the jamming signal. As in the case of the standard Gaussian AVC, the deterministic code capacity is discontinuous in the input constraint, and depends on which of the input or state constraint is higher. As opposed to Shannon's classic water filling solution, it is observed that deterministic coding using independent codes is suboptimal for the GAVPC. We further extend our results to the AVC with colored Gaussian noise, where double water filling is performed in the frequency domain.
I. INTRODUCTION
A channel with colored Gaussian noise was first studied by Shannon [30] , introducing the water filling optimal power allocation. This channel is the time varying counterpart of the Gaussian product channel (see e.g. [9, Section 9.5] ). Those results led to useful algorithms for DSL and OFDM systems, and were generalized to multiple-input multiple output (MIMO) wireless communication systems as well (see e.g. [31, 18, 2, 3] ). Furthermore, for some networks, water filling is performed in multiple stages [7, 33, 35, 34, 24, 32] .
The arbitrarily varying channel (AVC) models a setup where channel statistics are unknown and may change over time [5] . In particular, the scalar Gaussian AVC is specified by the relation Y = X + S + Z, where X and Y are the input and output sequences, respectively; S is a state sequence of unknown joint distribution F S , not necessarily independent nor stationary; and the noise sequence Z is i.i.d. ∼ N (0, σ 2 ). The state sequence can be thought of as if generated by an adversary, or a jammer, who randomizes the channel states arbitrarily in an attempt to disrupt communication. It is also possible for S to be a deterministic unknown state sequence. It is assumed that the user and the jammer have power limitations, and are subject to input and state constraints, 1 n n i=1 X 2 i ≤ Ω and 1 n n i=1 S 2 i ≤ Λ, respectively, where n is the transmission length. In [23] , Hughes and Narayan showed that the random code capacity, i.e. the capacity achieved with shared randomness between the encoder and the decoder, is given by C ⋆ 1 = 1 2 log(1 + Ω σ 2 +Λ ). Subsequently, Csiszár and Narayan [13] showed that the deterministic code capacity, also referred to as 'capacity', demonstrates a dichotomy property. That is, either the capacity coincides with the random code capacity or else, it is zero. Specifically, the capacity is given by
It is noted in [13] that this result is not a straightforward consequence of the elegant Elimination Technique [1] , used by Ahlswede to establish dichotomy for the AVC without constraints.
In this work, we consider the Gaussian arbitrarily varying product channel (GAVPC), and the AVC with colored Gaussian noise. The optimization problem is interpreted as a two-player zero-sum simultaneous game of competition between the user and the jammer, where their strategies are the power allocations. The random code capacity of the GAVPC is obtained as a "double" water filling solution to the optimization min-max problem, for maximizing input power allocation and minimizing state power allocation. In our solution, the jammer performs water filling first, attempting to whiten the overall noise as much as possible, and then the user performs water filling taking into account the total interference power, contributed by both the channel noise and the jamming signal. As in the case of the standard Gaussian AVC, the deterministic code capacity is discontinuous in the input constraint, and depends on which of the input or state constraint is higher. As opposed to Shannon's classic water filling solution [30] , it is observed that deterministic coding using independent scalar codes is suboptimal for the GAVPC. We further extend our results to the AVC with colored Gaussian noise, where double water filling is performed in the This work was supported by the Israel Science Foundation (grant No. 1285/16). frequency domain. We discuss the game theoretic meaning of our results, and the connection between our solution and the idea of Nash equilibrium in game theory. We also examine the connection between the GAVPC and the product multiple access channel (MAC) [7, 24] (without a state), pointing out the similarities and the differences between the models, the results, and the interpretation. On the one hand, we show that successive cancellation decoding for the product MAC is equivalent to the power allocations derived for the GAVPC. On the other hand, the deterministic code capacity demonstrates a different behaviour, due to the adversarial nature of our problem.
II. DEFINITIONS

A. Notation
We use the following notation conventions throughout. Calligraphic letters A, B, ... are used for sets. Lowercase letters x, s, z, y, . . . stand for real constants and values of random variables, and uppercase letters X, S, Z, Y, . . . stand for random variables. The distribution of a random variable X is specified by a cumulative distribution function (cdf) F X (x) = Pr (X ≤ x) for x ∈ R, or alternatively, by a probability density function (pdf) f X (x), when it exists. We use x j = (x 1 , x 2 , . . . , x j ) to denote a sequence of numbers. A random sequence X n and its distribution F X n (x n ) = Pr (X 1 ≤ x 1 , . . . , X n ≤ x n ) are defined accordingly. For a pair of integers i and j, 1 ≤ i ≤ j, we define the discrete interval [i : j] = {i, i + 1, . . . , j}. The notation x = (x 1 , x 2 , . . . , x n ) is used when it is understood from the context that the length of the sequence is n, and the ℓ 2 -norm of x is denoted by x .
B. Channel Description
The state-dependent Gaussian product channel consists of a set of d parallel channels,
where j is the channel index, d is the dimension (number of channels), and Z d is a Gaussian vector with zero mean and
denote the input, state and noise sequences associated with the jth channel, respectively, where i ∈ [1 : n] is the time index, and let
The corresponding output of the product channel is the vector sequence Y d = X d + S d + Z d . The Gaussian arbitrarily varying product channel (GAVPC) is a state-dependent Gaussian product channel with d state sequences (S 1 , . . . , S d ) of unknown distribution, not necessarily independent nor stationary. That is, (S 1 , . . . , S d ) ∼ F S1,...,S d , where F S1,...,S d is an unknown joint cumulative distribution function (cdf) over R nd . In particular, F S1,...,S d could give probability mass 1 to a particular sequence of state vectors (s 1 , . . . , s d ) ∈ R nd . The channel is subject to input constraint Ω > 0 and state constraint Λ > 0,
C. Coding
We introduce some preliminary definitions, starting with the definitions of a deterministic code and a random code for the GAVPC. Note that in general, the term 'code', unless mentioned otherwise, refers to a deterministic code.
Definition 1 (Code). A (2 nR , n|Ω) code for the GAVPC consists of the following; a message set [1 : 2 nR ], where it is assumed throughout that 2 nR is an integer, a sequence of d encoding functions f j :
and a decoding function g : R nd → [1 : 2 nR ]. Given a message m ∈ [1 : 2 nR ], the encoder transmits
The codeword is then given by
). The decoder receives the channel outputs y d = (y 1 , . . . , y d ), and finds an estimate of the messagem = g(y d ). We denote the code by C = f d , g .
Define the conditional probability of error of a code C given the sequence s d = (s 1 , . . . , s d ) by P (n)
where
A code C = (f d , g) is called a (2 nR , n, ε|Ω, Λ) code for the GAVPC if P (n)
We say that a rate R is achievable if for every ε > 0 and sufficiently large n, there exists a (2 nR , n, ε|Ω, Λ) code for the GAVPC. The operational capacity is defined as the supremum of all achievable rates, and it is denoted by C(K Z ). We use the term 'capacity' referring to this operational meaning, and in some places we call it the deterministic code capacity to emphasize that achievability is measured with respect to deterministic codes.
We proceed now to coding schemes when using stochastic-encoder stochastic-decoder pairs with common randomness. Definition 2 (Random code). A (2 nR , n|Ω) random code for the GAVPC consists of a collection of (2 nR , n|Ω) codes {C γ = (f d γ , g γ )} γ∈Γ , along with a pmf µ(γ) over the code collection Γ. We denote such a code by C Γ = (µ, Γ, {C γ } γ∈Γ ). Analogously to the deterministic case, a (2 nR , n, ε|Ω, Λ) random code C Γ = (µ, Γ, {C γ } γ∈Γ ) for the GAVPC satisfies the requirements
and P (n)
The capacity achieved by random codes is denoted by C ⋆ (K Z ), and it is referred to as the random code capacity.
III. MAIN RESULTS
We give our results on the GAVPC under input and state constraints.
A. Parallel Channels
Consider the GAVPC with parallel Gaussian channels, where the covariance matrix of the additive noise is Σ = diag{σ 2 1 , . . . , σ 2 d }, i.e. Z 1 , . . . , Z d are independent and Z j ∼ N (0, σ 2 j ). We denote the deterministic code capacity and the random code capacity of the GAVPC with parallel channels by C(Σ) and C ⋆ (Σ), respectively. 1) Random Code Capacity: We begin with the random code capacity of the GAVPC under input and state constraints. We show that the solution is given by "double" water filling, where the jammer performs water filling first, attempting to whiten the overall noise as much as possible, and then the user performs water filling taking into account the total noise power, which is contributed by both the channel and the jammer. The formal definitions are given below. Define
Next, define
where α ≥ 0 is chosen to satisfy
We can now give the capacity formula,
Before we state the capacity theorem, we give a few properties of the definitions above.
Lemma 1. The quantities defined by (10)-(14) satisfy
The proof of Lemma 1 is given in Appendix A. The lemma is used in the proof of the random code capacity theorem below.
Theorem 2. The random code capacity of the GAVPC is given by
The proof of Theorem 2 is given in Appendix B. The random code capacity is obtained by solving the following optimization problem,
where the minimization is over the simplex
The optimization problem is thus interpreted as a two-player zero-sum simultaneous game, played by the user and the jammer, where F input and F state are the respective action sets. The payoff
We have defined a game with pure strategies, i.e. the players' actions are deterministic. In the communication model, the optimal coding and jamming scheme are random in general, yet the random code capacity can be achieved with deterministic power allocations, as in the game. The optimal power allocation has a water filling analogy (see e.g. [9, Section 9.4]), where the jammer pours water of volume Λ to a vessel, and then the encoder pours more water of volume Ω. The shape of the bottom of the vessel is determined by the noise variances σ 2 1 , . . . ,σ 2 d . The jammer brings the water level to β, and then the encoder brings the water level to α. Water filling for the GAVPC is illustrated in Figure 1 , for Ω = 13, Λ = 8, d = 10, (σ 2 j ) 10 j=1 = (5, 8, 3, 1.5, 2.5, 1.8, 3.2, 9, 4.5, 5.5). The light shade "fluid" is the jammer's water filling and the dark shade "fluid" is the transmitter's. The resulting "water levels" are β = 4 and α = 6. Then, substituting into (10) and (12) yields the power allocations (N * j ) 10 j=1 = (0, 0, 1, 2.5, 1.5, 2.2, 0.8, 0, 0, 0) for the jammer and (P * j ) 10 j=1 = (1, 0, 2, 2, 2, 2, 2, 0, 1.5, 0.5) for the transmitter. Thus, we refer to the game above as the 'water filling game'. . The light shade "fluid" is the jammer's water filling and the dark shade "fluid" is the transmitter's. The resulting "water levels" are β = 4 and α = 6, hence (N * j ) 10 j=1 = (0, 0, 1, 2.5, 1.5, 2.2, 0.8, 0, 0, 0) and (P * j ) 10 j=1 = (1, 0, 2, 2, 2, 2, 2, 0, 1.5, 0.5).
Remark 1. Based on the water filling analogy of the power allocation above, part 1 of Lemma 1 is natural, since β is interpreted as the water level after the jammer pours his share, and α is interpreted as the water level after the user pours additional water after that (see Figure 1 ). Part 3 and part 4 are not surprising either since, as can be seen in Figure 1 , the variance of the
Remark 2. Observe that an equivalent statement of part 2 is the following. If the user discards a channel, i.e. assigns P * j = 0 to the jth channel, then the jammer does not invest power in this channel either, i.e. N * j = 0. This claim is also intuitive, and from a game theoretic perspective, it is an aspect of the jammer's rationality, as explained below. As mentioned above the optimization problem is interpreted as a two-player zero-sum simultaneous game between the user and the jammer. The value of such a game is attained by a pair of strategies which forms a Nash equilibrium [27] (see also [28] [26, Theorem 3.1.4]). That is, if the user and the jammer were to agree to use the power allocation strategies (P * j ) d j=1 and (N * j ) d j=1 , then neither player could profit by deviating from his original strategy, provided that the other player respects the agreement. Now, suppose that for some j ∈ [1 : d], P * j = 0 and N * j > 0. Then, the jammer is wasting energy, and can surely profit from diverging this energy to some other channel j ′ with P * j ′ > 0. Thus, such strategy profile is irrational and cannot be a Nash equilibrium. Remark 3. For a general AVC, a coding scheme which assumes that the jammer is using his optimal strategy would typically fail. The code needs to be robust standing against any state sequence that satisfies the state constraint. For example, consider a Gaussian scalar AVC [23] , specified by
. Suppose that the receiver is using joint typicality decoding for a Gaussian
, corresponding to the optimal jamming strategy. Then, the jammer can fail the decoder by selecting a state sequence such that S 2 = nΛ 2 , for instance. As a result, there is a high probability that the square norm of the output sequence is below n(Λ + σ 2 − δ), for small δ > 0, in which case the decoder cannot establish joint typicality and declares an error. The same principle holds in our problem. The user cannot assume that the jammer is using his optimal power allocation, and a reliable code must be robust standing against any power allocation of the jammer.
Remark 4. Water filling in two (or more) stages appears in other settings in the literature, e.g. [7, 24, 33, 35] . Consider a Gaussian product multiple access channel (MAC), without a state, where
This can be viewed as a different variation of the GAVPC where a second transmitter replaces the jammer. By [7] , a corner point of the capacity region can be achieved by applying water filling to the total power in the first step, and then to the power of User 2 in the second step. Specifically, by [7, Section III.B.], the optimal power allocations (P * j ) d j=1 and (N * j ) d j=1 , for Encoder 1 and Encoder 2, respectively, which achieve a corner point of the capacity region, satisfy
such that d j=1 (P * j + N * j ) = Ω + Λ, and
such that d j=1 N * j = Λ. Following part 3 of Lemma 1, it can be seen that the strategy above is equivalent to (10)- (13) . The total power allocation in (19) seems natural in order to maximize the sum rate. Though, our presentation in (10)-(13) is also intuitive for the Gaussian product MAC. Indeed, using successive cancellation decoding, the decoder first estimates the transmission of User 1 while treating the transmission of User 2 as noise, and then, the decoder subtracts this estimation from the received sequence, to decode the transmission of User 2. Hence, the performance of User 1 is the same as in our problem, provided that the encoder and the decoder have shared randomness. Nevertheless, in the next section, we show that the deterministic code capacity in our adversarial problem has a different behavior.
Remark 5. Another water filling game is described by Lai and El Gamal in [24] , who considered the flat fading MAC Y = h 1 X 1 + h 2 X 2 + Z with selfish users, where the noise sequence Z is i.i.d. ∼ N (0, σ 2 ), and the fading coefficients are continuous random variables, distributed according to (h 1 , h 2 ) ∼ µ. Suppose that the users are subject to average input constraints, E µ X 1 2 ≤ nΩ and E µ X 2 2 ≤ nΛ. As shown in [24] , a maximum sum-rate point on the capacity region boundary is achieved if the users perform water filling, while treating each other's transmission as noise. It is further shown that opportunistic communication is optimal, where User 1 only transmits if his water level times fading coefficient is at least as high as that of User 2, and vice versa. That is, the power allocations of the users are given by
where β 1 and β 2 are chosen such that E µ P * h1,h2 = Ω and E µ N * h1,h2 = Λ. This threshold operation resembles the result in the next section, on the deterministic code capacity of the GAVPC, except that the phase transition of the GAVPC depends only on the "water volumes" Ω and Λ (see Remark 7 below).
2) Deterministic Code Capacity:
In this section, we establish the capacity of the GAVPC. Based on Csiszár and Narayan's result in [12] , the deterministic code capacity of an AVC under input and state constraints is given in terms of channel symmetrizability and the minimal state cost for the jammer to symmetrize the channel (see also [25] [29, Definition 5 and Theorem 5]). By [12, Definition 2], a GAVPC is symmetrized by a conditional pdf ϕ(
the Dirac delta function. In other words, the channel is symmetrized by a distribution ϕ(s d |x d ) which gives probability 1 to S d = x d . For the GAVPC, the minimal state cost for the jammer to symmetrize the channel, for an input distribution f X d , is given by
where the minimization is over all conditional pdfs ϕ(s d |x d ) that symmetrize the channel, that is, satisfy (22) . The following lemma states that the minimal state cost for symmetrizability is the same as the input power. The lemma will be used in the achievability proof of the capacity theorem.
Lemma 3. For a zero mean Gaussian vector X d ∼ N (0, K X ),
The proof of Lemma 3 is given in Appendix C. The proof builds on our observation that (22) holds if and only if ϕ(s d |x d ) = ϕ(s d − x d |0). This in turn leads to the conclusion that the minimum in (23) is attained by ϕ
Moving to the capacity theorem, define
Theorem 4. The deterministic code capacity of the GAVPC is given by
The proof of Theorem 4 is given in Appendix D.
Remark 6. Csiszár and Narayan showed the direct part by providing a coding scheme for the Gaussian scalar AVC [13] . While the receiver in this coding scheme uses simple minimum-distance decoding, the analysis is fairly complicated. Here, on the other hand, we treat the GAVPC using a much simpler approach. To prove direct part, we consider the optimization problem based on the capacity formula of the general AVC under input and state constraints, which is given in terms of symmetrizing state distributions. We use Lemma 3 to show that if Ω > Λ, then the transmitter's water filling strategy in (12) guarantees that Λ(F X d ) > Λ. Intuitively, this means that the jammer cannot symmetrize the channel without violating the state constraint. In this scenario, the random code capacity can be achieved with deterministic codes as well.
Remark 7. As in the case of the Gaussian scalar AVC [13] , the capacity is disconinuous in the input constraint, and has a phase transition behavior, depending on whether Ω > Λ or Ω ≤ Λ. We give an intuitive explanation below. For the classic Gaussian AVC, reliable communication requires the power of the transmitted signal to be higher than the power of the jamming signal, otherwise the jammer can confuse the receiver by making the state sequence S "look like" the input sequence X [13] . At a first glance at our problem, one might have expected that the input power P j of the jth channel also needs to be higher than the jamming power N j , in order for the output Y j to be useful. This is not the case. Since the decoder has the vector of outputs (Y 1 , . . . , Y d ), even if S j looks like X j , the receiver could still gain information from Y j as the other outputs may "break the symmetry".
Remark 8. Based on Shannon's classic water filling result [30] , the capacity of the Gaussian product channel, Y j = X j + V j , j ∈ [1 : d], can be achieved by combining d independent encoder-decoder pairs, where the jth pair is associated with a capacity achieving code for the scalar Gaussian DMC under input constraint P * j . However, based on Csiszár and Narayan's result on the Gaussian scalar AVC [13] , the capacity of the jth AVC, Y j = X j + S j + Z j , is zero under input constraint P * j and state constraint N * j for P * j ≤ N * j . This means that, in contrast to the Shannon's Gaussian product channel [30] , using d independent encoder-decoder pairs over the GAVPC is suboptimal in general.
B. AVC with Colored Gaussian Noise
In this section, we consider an AVC with colored Gaussian noise, i.e.
where Z is a zero mean stationary Gaussian process, with power spectral density Ψ Z (ω). Assume that the power spectral density is bounded and integrable. We denote the random code capacity and the deterministic code capacity of this channel by C ⋆ (Ψ Z ) and C(Ψ Z ), respectively. We show that the optimal power allocations of the user and the jammer are given by "double" water filling in the frequency domain. Define
where β ≥ 0 is chosen to satisfy
Now, let
Theorem 5. The random code capacity of the AVC with colored Gaussian noise is given by
and the deterministic code capacity is given by
The proof of Theorem 5 is given in Appendix E. The optimal power allocation has a water filling analogy in the frequency domain (see e.g. [9, Section 9.5]), where the jammer pours water of volume Λ on top of the power spectral density Ψ Z (ω), and then the encoder pours more water of volume Ω. The jammer brings the water level to β, and then the encoder brings the water level to α. The process is illustrated in Figure 2 . APPENDIX A PROOF OF LEMMA 1
Otherwise, N * j = β − σ 2 j > 0, thus by the assumption P * j > 0, we have that
Part 2
Assume to the contrary that N * j = β − σ 2 j > 0 and P * j = 0. The assumption P * j = 0 implies that α ≤ N * j + σ 2 j = β, in contradiction to part 1 of the Lemma. Hence, the assumption is false, and N * j > 0 implies that P * j > 0.
Part 3 and Part 4
By the definition of N * j in (10), we have that N *
where the last equality is due to part 1. Part 4 immediately follows.
APPENDIX B PROOF OF THEOREM 2
Consider the GAVPC under input constraint Ω and state constraint Λ. Let α, β, P * j and N * j , for j ∈ [1 : d] , be the constants defined in (10)- (13) . Before we step into the proof of the direct and converse parts of the theorem, we observe that by [11, Theorem 3.1], we have that
where P j EX 2 j , and N j ES 2 j , for j ∈ [1 : d] .
(40)
Achievability Proof
To prove achievability, we use (39), and set X d ∼ N (0, K X ) to be a zero mean Gaussian vector with the covariance matrix K X = diag{P * 1 , . . . , P * d }, where P * j , j ∈ [1 : d], are as defined in (10)- (13) . We note that P * j is defined in terms of the constant N * j in (10), however, N * j is not necessarily the same as the actual jamming power N j = ES 2 j . Therefore, P * 1 , . . . , P * d , are constants, which do not depend on the distribution of the state sequence chosen by the jammer. Then, by (39),
The second inequality holds as X 1 , . . . , X d are independent and since conditioning reduces entropy [9, Theorem 2.6.5]. The last inequality holds since Gaussian noise is known to be the worst additive noise under variance constraint [14, Lemma II.2] .
To prove the direct part, it remains to show that the assignment of N j = N * j , for j ∈ [1 : d] , is optimal in the RHS of (43), where N * j are as defined in (10)- (11) . An assignment of N 1 , . . . , N d is optimal if and only if it satisfies the KKT optimality conditions [6, Section 5.5.3],
for j ∈ [1 : d] , where θ > 0 is a Lagrange multiplier. We claim that the conditions are met by
Condition (44) is met by the definition of N * j , j ∈ [1 : d], in (10)- (11) . Let j ∈ [1 : d] be a given channel index. We consider the following cases. Suppose that N * j = 0, thus β ≤ σ 2 j .
Then, Condition (46) is clearly satisfied. Now, if P * j = 0, then Condition (45) is satisfied since α > β by part 1 of Lemma 1.
where the last inequality is due to (48). Thus, Condition (45) is satisfied. Next, suppose that N * j > 0, hence N * j +σ 2 j = β. By part 2 of Lemma 1, this implies that P * j > 0, i.e. P * j = α−(N * j +σ 2 j ) = α − β. Thus,
and thus Condition (45) is satisfied with equality, and Condition (46) is satisfied as well.
As the KKT conditions are satisfied under (47), we deduce that the assignment of N j = N * j , j ∈ [1 : d], minimizes the RHS of (43), which implies that C ⋆ (Σ) ≥ C ⋆ (Σ).
Converse Proof
By (38), we can upper bound the capacity by choosing the distribution of the state vector S d such that d j=1 N j ≤ Λ. Then, take S d ∼ N (0, K S ) to be a zero mean Gaussian vector with the covariance matrix K S = diag{N * 1 , . . . , N * d }, where N * j are as defined in (10)- (11) . This becomes the standard water-filling problem with d parallel Gaussian channels,
[9, Section 9.4]). Hence, by Shannon's classic result on the Gaussian product channel [30] ,
APPENDIX C PROOF OF LEMMA 3 Let X d ∼ N (0, K X ) be a zero mean Gaussian vector with the covariance matrix K X . Observe that by (22) , the GAVPC is symmetrized by a conditional pdf ϕ
for all x d , y d ∈ R d . By substituting z d = y d − x d − s d in the LHS, andz d = y d − s d in the RHS, this is equivalent to
For every x d ∈ R d , define the random vector S d (x d ) ∼ ϕ x d . We note that the RHS is the convolution of the pdfs of the random vectors Z d and S d (x d ), while the LHS is the convolution of the pdfs of the random vectors Z d and S d (0) + x d . This is not surprising since the channel output Y d is a sum of independent random vectors, and thus the pdf of Y d is a convolution of pdfs. It follows that ϕ 0 (y d − x d ) = ϕ x d (y d ), and by plugging s d instead of y d , we have that ϕ x d symmetrizes the GAVPC if and only if
Then, the corresponding state cost satisfies
where the second equality follows by the integral substitution of a d = s d − x d . Observe that the bracketed integral can be expressed as
Thus, by (55),
Note that the last inequality holds for any ϕ x d which symmetrizes the channel. Now, observe that (54) holds forφ
where δ(·) is the Dirac delta function, henceφ x d symmetrizes the channel. In addition, sinceφ 0 gives probability 1 to S d = 0, we have that (57) holds with equality forφ x d , and thus, Λ(F X d ) = tr(K X ).
APPENDIX D PROOF OF THEOREM 4
Consider the GAVPC under input constraint Ω and state constraint Λ.
Achievability Proof
Assume that Ω > Λ. We show that C(Σ) ≥ C(Σ) = C ⋆ (Σ). By [12, Theorem 3] , if there exists an input distribution F X d such that Λ(F X d ) > Λ, then the capacity is given by
where P j = EX 2 j and N j = ES 2 j . Consider the input distribution F X d of a Gaussian vector X d ∼ N (0, K X ), with the covariance matrix K X = diag(P * 1 , . . . , P * d ), where P * j are as defined in (10)- (13) . By Lemma 3, we have that
Having assumed that Ω > Λ, it follows that Λ(F X d ) > Λ, hence (58) applies. Then, setting X d ∼ N (0, K X ) yields
where the last inequality follows from the derivation in the proof of direct part of Theorem 2 in Appendix B (see (41)-(47)). This completes the proof of the direct part.
Converse Proof
We use a similar technique as in [13] (see also [17, 5] ). In general, the deterministic code capacity is bounded by the random code capacity, hence C(Σ) ≤ C ⋆ (Σ) = C ⋆ (Σ), by Theorem 2. It remains to show that if Ω ≤ Λ, then the capacity is zero. Suppose that Ω ≤ Λ, and assume to the contrary that there exists an achievable rate R > 0. Then, there exists a sequence of (2 nR , n, ε n ) codes C n = (f d , g) for the GAVPC such that ε n → 0 as n → ∞, where the size of the message set is at least 2, i.e. M 2 nR ≥ 2.
Consider a jammer who chooses the state sequence from the codebook uniformly at random, i.e. S d = f d (M ′ ), where M ′ is uniformly distributed over [1 : M] . This choice meets the state constraint, since the square norm of the state sequence is S d 2 = Ω ≤ Λ. The average probability of error is then bounded by
By interchanging the summation variables m and m ′ , we now have that
Next, observe that for m = m ′ , D e (m, m ′ ) ∪ D e (m, m ′ ) = R nd , and thus the probability of error is lower bounded by
where the last inequality holds since M ≥ 2. Hence, the assumption is false and a positive rate cannot be achieved when Ω ≤ Λ. This completes the proof of the converse part.
APPENDIX E PROOF OF THEOREM 5
Consider the AVC with colored Gaussian noise. First, we show that the capacity is given by a limit expression, given in the lemma below. Let K Z denote the n × n covariance matrix of the noise sequence Z. Consider the eigen decomposition of the covariance matrix K Z , and denote the eigenvector and eigenvaule matrices by Q and Σ, respectively, i.e. K Z = QΣQ T , where QQ T = I and Σ = diag{σ 2 1 , . . . , σ 2 n } .
Assume that σ 2 i > δ, where δ > 0 is arbitrarily small. Then, define the matrices B * = diag{b * 1 , . . . , b * n } and A * = diag{a * 1 , . . . , a * n } by double water filling as follows.
for i ∈ [1 : n], where β ′ ≥ 0 and α ′ ≥ 0 are chosen to satisfy 1
Lemma 6. The random code capacity of the AVC with colored Gaussian noise is given by
We give the proof of the direct and converse parts of Lemma 6, and then, we use Toeplitz matrix properties to derive the capacity formula in Theorem 5.
Proof of Lemma 6
Consider the direct part. We claim that the capacity of the AVC with colored Gaussian noise is the same as the capacity of the following AVC,
where X ′ = Q T X, Z ′ = Q T Z, and S ′ = Q T S. Since Q is a unitary matrix, i.e. Q −1 = Q T , the input and state constraints remain the same, as X ′ 2 = (X ′ ) T X ′ = X T QQ T X = X T X = X 2 ≤ nΩ, and similarly, S ′ 2 = S 2 ≤ nΛ. Furthermore, the noise covariance matrix is now
This transformation can be thought of as a linear system, which is not time invariant. Hence, the noise of the transformed channel is a Gaussian process, but it is non-stationary. Thereby, the input-output relation above specifies a time varying channel, {F Y1,...,Yn|X1,...,Xn,S1,...,Sn } ∞ n=1 . From operational perspective, if there exists a (2 nR , n, ε|Ω, Λ) code C = (f , g) for the original AVC with colored Gaussian noise, then the code C ′ = (f ′ , g ′ ), given by f ′ (m) = Q T f (m) and g ′ (y ′ ) = g(Qy ′ ), is a (2 nR , n, ε|Ω, Λ) code for the transformed AVC in (71). Similarly, if there exists a (2 nR , n, ε|Ω, Λ) code C ′ = (f ′ , g ′ ) for the transformed AVC, then the code C = (f , g), given by f (m) = Qf ′ (m) and g(y) = g ′ (Q T y), is a (2 nR , n, ε|Ω, Λ) code for the original AVC. Thus, the original AVC and the transformed AVC have the same operational capacity. Then, set X ∼ N (0, K * X ), or equivalently, X ′ ∼ N (0, A * ), where K * X and A * are as defined before Lemma 6. It is left to show the direct part for the AVC in (71), where the noise sequence has independent components Z i ∼ N (0, σ 2 i ), i ∈ [1 : n]. At first, we assume that σ 2 i ∈ Θ for i ∈ [1 : n], with some set Θ of finite size, which does not grow with n. Then, consider a memoryless channel with a parameter θ ∈ Θ,
Observe that for the particular sequence of parameters, θ i = σ 2 i , i ∈ [1 : n], we obtain the channel in (71). As the channel can be converted to a discrete memoryless channel by standard discretization techniques [4, 1] [16, Section 3.4.1], we can show achievability by applying the approach in [10, Exercise 6.8] to the AVC in (71). That is, repeating the same method of types analysis as in [11] with conditioning on θ i = σ 2 i , i ∈ [1 : n], we have that for every ε > 0 and sufficiently large n, there exists a (2 nR , n, ε|Ω, Λ) code for the AVC with colored Gaussian noise, provided that R < min
Next, observe that this is the same minimization as in (42) 
with A * = diag{a * 1 , . . . , a * n } and B * = diag{b * 1 , . . . , b * n }, as defined in (66)-(67), where the second equality holds since QQ T = I, and the third equality holds since |AB| = |BA| for every A, B ∈ R n×n .
As for the deterministic code capacity, suppose that Ω > Λ. Again, we consider the channel with the parameter θ ∈ Θ, as in (73). For X ′ ∼ N (0, A * ), we have by the same considerations as in the proof of Lemma 3 in Appendix C, that Λ(F X ′ ) = tr(A * ) = nΩ > nΛ. Then, by [12] , the RHS of (75) is achievable with deterministic codes as well.
The converse part of Lemma 6 follows by exactly the same considerations as given for the GAVPC, in Appendix B and Appendix D. The details are thus omitted. Since the covariance matrix of the stationary noise process is Toeplitz (see e.g. [20] ), the density of eigenvalues on the real line tends to the power spectral density [21] . Given that the power spectral density is bounded and integrable, we have that the sequence of eigenvalues σ 2 1 , σ 2 2 , . . . is summable, and thus, bounded as well. Hence, we can remove the assumption above, that the set of noise variances is finite, by quantization of the variances. This completes the proof of Lemma 6.
Lemma 6 provides a limit expression for the capacity of the AVC with colored Gaussian noise. This is the same expression as the capacity of Shannon's classic channel with colored Gaussian noise Y = X+V without a state, where V ∼ N (0, K * S +K Z ) (see e.g. [8] ). Hence, the integral expression follows by standard arguments. We have assumed that the power spectral density Ψ Z (ω) is bounded and integrable. Furthermore, the function φ(t) = log(1 + t) is continuous over t > 0, monotonic increasing, and has a bounded slope. Thus, by [19, Section 8.5 ] (see also [15, pp. 25-26] 
where β = β ′ and α = α ′ satisfy (29) and (31), respectively. Hence, Theorem 5 follows from Lemma 6 and the last equation.
