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Résumé
La physique des très hautes énergies néessite une desription ohérente des quatre fores
fondamentales. La géométrie non ommutative représente un adre mathématique pro-
metteur qui a déjà permis d'unier la relativité générale et le modèle standard, au ni-
veau lassique, grâe au prinipe de l'ation spetrale. L'étude des théories quantiques de
hamps sur des espaes non ommutatifs est une première étape vers la quantiation de
e modèle. Celles-i ne sont pas simplement obtenues en rérivant les théories ommuta-
tives sur des espaes non ommutatifs. En eet, es tentatives ont révélé un nouveau type
de divergenes, appelé mélange ultraviolet/infrarouge, qui rend es modèles non renorma-
lisables. H. Grosse et R. Wulkenhaar ont montré, sur un exemple, qu'une modiation du
propagateur restaure la renormalisabilité. L'étude de la généralisation de ette méthode
est le adre de ette thèse. Nous avons ainsi étudié deux modèles sur espae de Moyal qui
ont permis de préiser ertains aspets des théories non ommutatives. En espae x, la
prinipale diulté tehnique est due aux osillations de l'interation. Nous avons don
généralisé les résultats de T. Filk an d'exploiter au mieux es osillations. Nous avons pu
ainsi distinguer deux types de mélange, renormalisable ou pas. Nous avons aussi mis en
lumière la notion d'orientabilité : le modèle de Gross-Neveu non ommutatif orientable est
renormalisable sans modiation du propagateur. L'adaptation de l'analyse multi-éhelles
à la base matriielle a souligné l'importane du graphe dual et représente un premier pas
vers une formulation des théories de hamps indépendante de l'espae sous-jaent.
Abstrat
Very high energy physis needs a oherent desription of the four fundamental fores. Non-
ommutative geometry is a promising mathematial framework whih already allowed to
unify the general relativity and the standard model, at the lassial level, thanks to the
spetral ation priniple. Quantum eld theories on non-ommutative spaes is a rst
step towards the quantiation of suh a model. These theories an't be obtained simply
by writing usual eld theory on non-ommutative spaes. Suh attempts exhibit indeed
a new type of divergenies, alled ultraviolet/infrared mixing, whih prevents renormal-
isability. H. Grosse and R. Wulkenhaar showed, with an example, that a modiation of
the propagator may restore renormalisability. This thesis aims at studying the generaliza-
tion of suh a method. We studied two dierent models whih allowed to speify ertain
aspets of non-ommutative eld theory. In x spae, the major tehnial diulty is due
to osillations in the interation part. We generalized the results of T. Filk in order to
exploit suh osillations at best. We were then able to distinguish between two mixings,
renormalizable or not. We also bring the notion of orientability to light : the orientable
non-ommutative Gross-Neveu model is renormalizable without any modiation of its
propagator. The adaptation of multi-sale analysis to the matrix basis emphasized the
importane of dual graphs and represents a rst step towards a formulation of eld theory
independent of the underlying spae.
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Introdution
Une utopie est une réalité en puissane.
Édouard Herriot
Remarque 1. Avant de ommener, je voudrais expliquer une onvention lexiale que
j'ai utilisée tout au long de e manusrit. J'ai employé la première personne du pluriel
(nous) quand j'ai voulu rendre ompte de travaux que j'ai eetués ave d'autres ou de
disussions. J'ai érit à la première personne du singulier quand il s'agissait de ne donner
que ma propre opinion, qui n'engage que moi. Enn, l'emploi de la troisième personne du
singulier (on) se réfère à un groupe de personnes ou une ommunauté plus ou moins bien
dénie.
La desription du monde par la physique théorique repose sur deux théories extrême-
ment bien vériées expérimentalement. La relativité générale d'Einstein dérit l'intera-
tion entre l'espae-temps (lassique) et la matière et l'énergie de l'univers. Cette théorie
dont la première pierre fut la relativité restreinte, unie l'espae et le temps et en fait
un objet dynamique. Le modèle standard unie les interations életro-faible et forte et
rend ompte de la physique à l'éhelle des onstituants élémentaires de la matière. Du
point vue de la physique théorique, la nature est ainsi séparée en deux domaines distints
qui obéissent respétivement aux lois des deux théories préédentes. Une onséquene est
que notre oneption de l'espae-temps est ambiguë. En théorie des hamps, l'espae est
une donnée à priori. Au ontraire, en relativité générale, la distribution de matière et
d'énergie détermine l'espae-temps (au moins sa géométrie) qui, à son tour, modie ette
distribution. L'objet est don statique d'un té, dynamique de l'autre.
Il y a au moins deux bonnes raisons de ne pas se satisfaire de ette situation. La
première provient de onsidérations esthétiques. Quionque appréie la beauté des ma-
thématiques ne peut adhérer à l'idée que la nature ait apparemment déidé d'unier
seulement trois des fores qui la régissent. L'état de la physique théorique des hautes
énergies ne peut don qu'être dû à notre inapaité à faire mieux. Il y a de fortes hanes
que des voix s'élèvent pour protester ontre un tel argument. De quel droit érige-t-on en
prinipe physique fondateur l'esthétique mathématique, notion subjetive au demeurant ?
Personne ne peut ni ne doit s'aranhir du ouperet de l'expériene. Mais 'est, entre
autres hoses, le manque d'expériene qui fait défaut à la physique théorique moderne.
Et je ne pense pas seulement au LHC mais également à notre inapaité à reproduire les
phénomènes violents de l'univers. Dans ette situation, il faut se baser sur des prinipes ;
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les symétries et l'esthétique mathématique ont d'ailleurs toujours guidé les physiiens.
Tout en n'étant pas aussi extrémiste que Dira, je ne peux m'empêher de le iter :
Une théorie mathématiquement belle a plus de hane d'être orrete
qu'une théorie inélégante, même si ette dernière dérit orretement les ré-
sultats expérimentaux. (P. A. M. Dira)
La seonde raison repose sur une onstatation simple : il existe des phénomènes pour les-
quels la gravitation et, au moins, une des trois fores du modèle standard sont pertinentes.
Il s'agit par exemple de l'eondrement d'une étoile à neutrons ou des premières années de
l'univers. Alors si on essaie de réunir es deux théories, on renontre un problème de taille.
En eet, la onlusion habituelle est que la struture de l'espae-temps est modiée
à très ourte éhelle. L'argument  physique  standard qui onduit à e résultat est le
suivant. Il faut d'abord remarquer que la pereption que nous avons de l'espae-temps est
uniquement due aux évènements qui y prennent plae. Ainsi, pour sonder la struture ne
de l'espae, il est néessaire de onsidérer une distribution de matière loalisée sur une
région très restreinte de l'espae. Puis pour tester sa présene, nous devons utiliser des
partiules de longueur d'onde inférieure au diamètre de ette distribution. En-deça d'un
ertain diamètre, l'énergie néessaire est si grande qu'elle rée un trou noir dont le rayon
est supérieur à elui de la distribution de matière, empêhant alors toute observation. Pour
un observateur, l'espae à petite éhelle perd sa ontinuité. Cei se traduit par des relations
d'inertitude sur les oordonnées de l'espae-temps. Cet argument est souvent utilisé pour
justier d'une éventuelle non ommutativité de l'espae à ourte éhelle. En eet, dans
[DFR95℄, il a été montré que les relations d'inertitude mentionnées i-dessus peuvent se
déduire d'une algèbre d'opérateurs non ommutative qui remplaerait les opérateurs xˆµ
habituels.
Personnellement je ne rois pas en et argument pour la raison suivante. Le domaine
d'appliabilité d'une théorie est xé par l'expériene. Ainsi la méanique quantique et la
relativité générale n'ont pas réellement de reouvrement. L'argument préédent repose
sur une extrapolation de la relativité générale à un domaine où elle n'a pas été testée. La
seule onlusion que l'on peut en tirer est que la relativité générale ne s'applique pas à
es éhelles. De plus, en supposant que l'espae-temps devienne ou à ourte éhelle, ela
n'entraîne pas néessairement qu'il soit non ommutatif. D'autres théories telles que la
théorie des ordes, ont aussi pour onséquene des relations d'inertitude sur la position.
La justiation de la pertinene de la géométrie non ommutative pour la physique se
trouve ailleurs.
Étant admise la néessité d'unier le modèle standard et la gravitation (ou au moins
de leur trouver un adre ommun), il me semble que le meilleur argument pour la géo-
métrie non ommutative (outre son extraordinaire rihesse mathématique) est le suivant.
La géométrie non ommutative est une reformulation et une généralisation de la géomé-
trie ordinaire en des termes algébriques et d'analyse fontionnelle. Elle utilise les mêmes
outils que la méanique quantique (les opérateurs sur un espae de Hilbert) et ontient
toute la géométrie lassique. Elle pourrait don être le adre approprié à une desription
uniée des quatre fores fondamentales. Pour preuve du potentiel de la géométrie non
ommutative, mentionnons tout d'abord les travaux de M. Dubois-Violette, R. Kerner et
J. Madore qui ont unié le hamp de Higgs et les hamps de jauge standards en un hamp
de jauge unique [DVKM90b, DVKM90a℄. L'uniation du hamp de Higgs et du hamp
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de jauge du modèle standard sur un espae quadri-dimensionnel à deux feuillets onstitue
le modèle de Connes-Lott [CL91℄. Enore plus fort, le modèle de Connes-Chamseddine
[CC97℄ unie les hamps de Yang-Mills-Higgs et le graviton. Malheureusement une telle
uniation est aujourd'hui restreinte au niveau lassique. Remarquons également que les
espaes non ommutatifs ont, en un ertain sens, un aratère universel. Par là, j'entends
que la théorie des ordes qui a également pour ambition d'unier toutes les fores onnues,
a pour limite des théories de hamps sur espaes non ommutatifs [CDS98, Sh99, SW99℄.
L'exellent aord entre les préditions du modèle standard et l'expériene nous montre
que d'une part, elui-i est très bien hoisi et d'autre part que la théorie des hamps est
un outil puissant et eae. Au oeur de et outil se trouve la renormalisation qui permet
de donner un sens aux innis de la théorie. Il est don naturel d'essayer d'utiliser es
mêmes outils pour la quantiation des modèles non ommutatifs. Plutt que d'attaquer
la gravitation quantique de front, il est plus prudent d'étudier d'abord la struture du
groupe de renormalisation sur des espaes non ommutatifs simples et xés. Les théories
de hamps sur espae non ommutatif sont alors une étape intermédiaire entre l'éhelle de
la QCD et elle de la gravité quantique. L'idée de onsidérer des théories de hamps sur
des espaes non ommutatifs n'est pas nouvelle. Elle remonte à Shrödinger, Heisenberg
et Peierls mais le premier artile onernant une algèbre non ommutative représentant
l'espae-temps est dû à Snyder [Sny47℄. La motivation prinipale onernait les divergenes
ultraviolettes de la théorie des hamps. L'espoir était qu'une théorie érite sur un espae
ou (sans points) ne présenterait plus es divergenes. À l'époque, l'idée n'a rien donné et
la réussite de la renormalisation a fait oublier ette approhe. Depuis les travaux d'Alain
Connes sur la géométrie non ommutative et l'apparition des théories de hamps non
ommutatives en théorie des ordes, l'intérêt de la ommunauté des physiiens théoriiens
pour les théories de hamps non ommutatives est ravivé. Enore une fois, l'espoir est né
d'érire une théorie sans divergene ultraviolette.
L'espae non ommutatif le plus simple et le plus étudié (du point de vue de la théorie
des hamps) est le plan de Moyal. Malgré son nom, et espae peut être déni en n'im-
porte quelle dimension. Il s'agit d'une déformation de l'espae plat Rn où les oordonnées
satisfont les relations de ommutations
[xµ, xν ] =ıΘµν (1)
ave Θ une matrie anti-symétrique n × n. Ses entrées ont la dimension d'une aire et
leurs raines représentent une longueur minimale. Pour érire une théorie de hamps sur
le plan de Moyal, on remplae habituellement l'algèbre des fontions sur Rn par l'algèbre
engendrée par la relation de ommutation préédente. Il est alors possible de dénir un
isomorphisme entre ette dernière algèbre et les fontions sur Rn munies d'un produit
non ommutatif. C'est le produit de Moyal dont nous verrons une dénition préise au
hapitre 2. Le lagrangien d'une théorie des hamps sur espae de Moyal onsisterait don
en le lagrangien ordinaire où le produit point par point est remplaé par le ⋆-produit de
Moyal. Par exemple, le modèle φ4n non ommutatif est donné par
S[φ] =
∫
dnx
(
− 1
2
∂µφ ⋆ ∂
µφ+
1
2
m2 φ ⋆ φ+
λ
4
φ ⋆ φ ⋆ φ ⋆ φ
)
(x). (2)
Le produit de Moyal a pour prinipale aratéristique d'être non loal. Néanmoins sa
non ommutativité a pour onséquene que le vertex de la théorie (2) n'est invariant
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que sous les permutations yliques des hamps. Cette invariane restreinte nous inite
à représenter les graphes de Feynman assoiés par des graphes à rubans. On peut alors
failement faire la distintion entre graphes planaires et non planaires.
La non loalité du ⋆-produit permet de omprendre la déouverte de Minwalla, Van
Raamsdonk et Seiberg [MVRS00℄. En eet, ils ont montré que non seulement le modèle
(2) n'est pas ni dans l'ultraviolet mais enore qu'il présente un nouveau type de diver-
genes qui le rendent non renormalisable. Dans l'artile [Fil96℄, Filk a alulé les règles
de Feynman relatives au modèle (2). Il a montré que les amplitudes planaires sont égales
à elles de la théorie ommutative. Par ontre, les graphes non planaires donnent lieu à
des osillations qui ouplent les pattes internes et externes. L'exemple typique est elui
du tadpole non planaire :
k
p
=
λ
12
∫
d4k
(2π)4
eipµkνΘ
µν
k2 +m2
=
λ
48π2
√
m2
(Θp)2
K1(
√
m2(Θp)2) ≃
p→0
p−2. (3)
Si p 6= 0, le tadpole non planaire est ni mais, à p petit, il diverge omme p−2. Autrement
dit, si nous mettons une oupure ultraviolette Λ à l'intégrale sur k, les limites Λ → ∞
et p → 0 ne ommutent pas. C'est le phénomène de mélange ultraviolet/infrarouge. Une
haîne de tadpoles non planaires, insérée dans de plus grands graphes, peut faire diverger
n'importe quelle fontion (à six points ou plus). Or ette divergene n'est pas loale et ne
peut don pas être absorbée dans une redénition de la masse. C'est e qui rend le modèle
non renormalisable. Nous verrons au hapitre 4 que le mélange UV/IR se traduit par un
ouplage des diérentes éhelles de la théorie. Nous verrons également qu'il onvient de
distinguer plusieurs types de mélanges.
Le mélange UV/IR a été étudié en détails par plusieurs groupes. Tout d'abord, Che-
pelev et Roiban [CR01℄ ont démontré un omptage de puissane pour plusieurs modèles
salaires. Ils ont ainsi identié préisemment les graphes divergents et ont pu lassé les
divergenes de la théorie par les données topologiques de ses graphes. Puis V. Gayral
[Gay05b℄ a montré la présene de mélange UV/IR sur toutes les déformations isospetrales
(il s'agit de généralisations ourbes des espaes de Moyal et du tore non ommutatif). Pour
ela, il a onsidéré un modèle salaire du type (2) et a déouvert des ontributions à l'a-
tion eetive qui divergent lorsque les moments externes tendent vers zéro. Le mélange
UV/IR est don une aratéristique générale des théories non ommutatives, au moins
sur les déformations.
La situation est restée en l'état jusqu'à e que H. Grosse et R. Wulkenhaar déouvre
le moyen de dénir une théorie non ommutative renormalisable. Nous détaillerons leurs
résultats au hapitre 2 mais le message prinipal est le suivant. En ajoutant un terme
harmonique au lagrangien (2),
S[φ] =
∫
d4x
(
− 1
2
∂µφ ⋆ ∂
µφ+
Ω2
2
(x˜µφ) ⋆ (x˜
µφ) +
1
2
m2 φ ⋆ φ+
λ
4
φ ⋆ φ ⋆ φ ⋆ φ
)
(x) (4)
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où x˜ = 2Θ−1x , le modèle, en dimension quatre, est renormalisable à tous les ordres de
perturbation [GW05b℄. Nous verrons au hapitre 3 que e terme supplémentaire fournit
une oupure infrarouge et permet de déoupler les diérentes éhelles du problème. La
théorie, que nous noterons Φ44, ne présente alors plus de mélange UV/IR. Ce résultat
est apital ar il ouvre la voie à d'autres théories des hamps non ommutatives. Dans
la suite, nous appellerons vulanisation
a
la proédure onsistant à rajouter un terme au
lagrangien d'une théorie non ommutative pour la rendre renormalisable.
Langmann et Szabo ont remarqué que l'interation quartique ave produit de Moyal
est invariante sous une transformation de dualité. Il s'agit d'une symétrie entre l'espae
des moments et l'espae diret. La partie interation du modèle (4) s'érit (voir équation
(2.1.22))
S
int
[φ] =
∫
d4x
λ
4
(φ ⋆ φ ⋆ φ ⋆ φ)(x) (5)
=
∫ 4∏
a=1
d4xa φ(xa) V (x1, x2, x3, x4) (6)
=
∫ 4∏
a=1
d4pa
(2π)4
φˆ(pa) Vˆ (p1, p2, p3, p4) (7)
ave
V (x1, x2, x3, x4) =
λ
4
1
π4 detΘ
δ(x1 − x2 + x3 − x4) cos(2(Θ−1)µν(xµ1xν2 + xµ3xν4))
Vˆ (p1, p2, p3, p4) =
λ
4
(2π)4δ(p1 − p2 + p3 − p4) cos(1
2
Θµν(p1,µp2,ν + p3,µp4,ν))
où on a utilisé une transformée de Fourier ylique : φˆ(pa) =
∫
dx e(−1)
aıpaxaφ(xa). La
transformation
φˆ(p)↔ π2
√
| detΘ|φ(x), pµ ↔ x˜µ (8)
éhange (6) et (7). Par ailleurs, la partie libre du modèle (2) n'est pas ovariante sous
ette dualité. La vulanisation ajoute un terme au lagrangien qui rétablit ette symétrie.
Le modèle (4) est ainsi ovariant sous la dualité de Langmann-Szabo :
S[φ;m, λ,Ω] 7→Ω2 S[φ; m
Ω
,
λ
Ω2
,
1
Ω
]. (9)
Par symétrie, le paramètre Ω est don onné dans l'intervalle [0, 1]. Notons qu'à Ω = 1,
le modèle est invariant.
L'interprétation du terme harmonique supplémentaire n'est pas enore trouvée. Néan-
moins, la proédure de vulanisation a déjà permis de prouver la renormalisabilité de
a
TECHNOL. Opération onsistant à traiter le aouthou naturel ou synthétique par addition de
soufre, pour en améliorer les propriétés méaniques et la résistane aux variations de température, Trésor
de la Langue Française informatisé, http ://www.lexilogos.om/.
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plusieurs autres modèles sur espae de Moyal tels que φ42 [GW03℄, φ
3
2,4 [GS05, GS06b℄ et
les modèles LSZ [LSZ04, LSZ03, Lan03℄. Ces derniers sont du type
S[φ] =
∫
dnx
(1
2
φ¯ ⋆ (−∂µ + x˜µ +m)2φ+ λ
4
φ¯ ⋆ φ ⋆ φ¯ ⋆ φ
)
(x). (10)
En omparant e modèle à (4), on s'aperçoit qu'ii le terme supplémentaire est formel-
lement équivalent à un hamp magnétique de fond uniforme. La tentation est grande de
l'interpréter omme tel. Ce modèle est également invariant sous la dualité sus-mentionnée
et est soluble exatement. Remarquons que l'emploi d'une interation omplexe omme
elle du modèle (10) rend la dualité de Langmann-Szabo plus naturelle. Elle ne néessite
plus l'introdution d'une transformée de Fourier ylique. Les modèles φ3 ont aussi été
onsidérés à Ω = 1 où ils présentent une struture soluble.
Outre son intérêt pour la quantiation de la gravitation, la théorie des hamps non
ommutative pourrait bien nous renseigner et peut-être même résoudre un des problèmes
majeurs de la théorie des hamps ommutative. Celle-i soure de divergenes ultravio-
lettes et infrarouges mais aussi de la divergene de la série perturbative. Par exemple, le
modèle φ44 est asymptotiquement libre dans l'infrarouge. En présene d'une oupure ultra-
violette, on peut onstruire sa limite infrarouge. La onstrution de la limite ultraviolette
impose une théorie libre dans l'infrarouge. De la même façon, les théories asymptotique-
ment libres dans l'ultraviolet, omme Yang-Mills ou Gross-Neveu, possèdent une zone de
ouplage fort dans l'infraouge responsable du onnement des quarks pour Yang-Mills. Le
fait que le ot de la onstante de ouplage soit non borné est une des raisons qui empêhent
la onstrution de es modèles et la resommation de leurs séries des perturbations.
Par ailleurs, Grosse et Wulkenhaar [GW04℄ ont alulé, à une boule, le ot de la
onstante de ouplage du modèle Φ44 (4). Le ot du paramètre supplémentaire Ω régule
elui de la onstante de ouplage. Dans e modèle, Ω va de Ω
bare
< 1 (xé) à Ω
ren
= 0 et le
rapport
λ
bare
Ω2
ren
est onstant. Ce modèle Φ4 otte de λ
bare
<∞,Ω
bare
< 1 à λ
ren
> 0,Ω
ren
= 0.
Le ot de la onstante de ouplage est borné e qui devrait permettre de dénir e modèle
non perturbativement. Remarquons également qu'à Ω = 1, les fontions βλ et βΩ s'an-
nulent. Cei est ertainement relié aux strutures intégrables renontrées à Ω = 1.
Les questions auxquelles nous aimerions répondre sont : dans quelle mesure la pro-
édure de vulanisation est générale ? S'applique-t-elle à d'autres espaes que le plan de
Moyal, à d'autres modèles que φ4 ? Et surtout omment interpréter le terme supplémen-
taire ? Cette thèse a pour but de donner quelques éléments de réponse.
Pour étudier nement le omportement d'un modèle sous l'ation du groupe de renor-
malisation, l'analyse multi-éhelles est très utile. De plus, elle permet une étude onstru-
tive ultérieure. C'est don la méthode que nous emploierons tout au long de ette thèse. Le
hapitre 1 rappelle en quoi onsiste la renormalisation perturbative à la BPHZ. Il présente
l'analyse multi-éhelles et e qu'elle nous apprend sur la série perturbative. Entre autres,
nous verrons qu'il est naturel (du point de vue du groupe de renormalisation) d'organiser
les termes de la perturbation en une innité de onstantes de ouplage eetives. Cette
multi-série est également un objet mathématique bien mieux adapté à la renormalisation
que la série renormalisée habituelle.
Dans le hapitre 2, nous donnerons une dénition préise de l'algèbre de Moyal. Nous
verrons que l'espae de Shwartz est stable par le produit de Moyal et que nous pouvons
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étendre ette algèbre par dualité en une sous-algèbre de S ′. Puis nous introduisons la base
matriielle, une base de fontions où le produit de Moyal devient un produit matriiel
ordinaire. C'est dans ette base que Grosse et Wulkenhaar ont établit la preuve de la
renormalisabilité du modèle Φ4 à tous les ordres. Nous ferons un résumé de leur travaux
et les mettrons en perspétive ave le reste de ette thèse. Nous présenterons également
l'étude multi-éhelles que nous avons eetuée dans [RVTW06℄ au sujet du modèle Φ4
dans la base matriielle. Celle-là a permis d'adapter l'analyse multi-éhelles à la base
matriielle et de préiser le rle entral des graphes duaux. Étant donné l'importane du
propagateur dans les théories de hamps non ommutatives, nous exposerons les résultats
obtenus dans l'artile [GRVT06℄ au sujet de généralisations du propagateur du modèle (4).
Celles-i seront notamment utiles pour étudier le modèle de Gross-Neveu non ommutatif.
Nous insisterons sur la pertinene de es études de propagateurs en regard du travail de
Grosse et Wulkenhaar, partiulièrement elui de [GW05a℄. Enn j'expliquerai pourquoi je
pense que l'étude des théories de hamps dans la base matriielle est importante et a un
fort potentiel.
Le hapitre 3 est prinipalement dédié à la preuve de la renormalisabilité perturbative
du modèle Φ44 en espae x. La preuve ayant déjà été établie par Grosse et Wulkenhaar
dans la base matriielle, e hapitre a pour prinipal but de nous familiariser ave les
tehniques de renormalisation non ommutative en espae x. Cei nous permettra de
omparer ave le modèle de Gross-Neveu, tehniquement plus ardu. Bien qu'à long terme
la base matriielle me semble plus adaptée aux théories non ommutatives que l'espae
diret, elui-i permet de omparer les omportements des modèles ommutatifs et non
ommutatifs. De plus, les méthodes de théories onstrutives [Riv91℄ ne sont pas enore
développées dans la base matriielle. L'essentiel de e hapitre est adapté de l'artile
[GMRVT06℄. Nous verrons omment nous avons généralisé les résultats de Filk [Fil96℄ au
as où le propagateur ne onserve pas l'impulsion. Nous nissons e hapitre en expliquant
la renormalisabilité d'un modèle LSZ modié qui est une légère généralisation de (10).
Le hapitre 4 onerne le modèle de Gross-Neveu non ommutatif. Nous démontrons
qu'il est renormalisable à tous les ordres de perturbation [VT06℄. Les prinipales araté-
ristiques de e modèle sont les suivantes. La vulanisation est omplètement équivalente
à érire le modèle dans un hamp magnétique de fond uniforme. C'est une théorie fer-
mionique don plus  physique  que Φ4 du point de vue des hamps de matière. Nous
verrons que e modèle présente du mélange UV/IR même après vulanisation. Néanmoins
les graphes qui possèdent e mélange sont renormalisables. Mais ei implique l'ajout d'un
ontreterme du type ψ¯ıγ0γ1ψ au lagrangien du modèle massif. Enn ette étude permet
de mettre en lumière le rle de la notion d'orientabilité (voir setion 3.1.2).
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Chapitre 1
Un théorème BPHZ de B à Z
Ce qui est armé sans preuve peut être nié sans preuve.
Eulide de Mégare
Dans e hapitre, nous allons prinipalement onsidérer le modèle φ44. Dans la première
setion, nous évoquons quelques généralités sur la théorie des hamps et plus partiuliè-
rement sur la renormalisation perturbative. Nous insistons notamment sur les diérents
types de divergenes ultraviolettes. Puis, en deuxième setion, nous introduisons l'analyse
multi-éhelles qui est l'outil prinipal utilisé pendant ette thèse. Nous exposons e que
ette méthode peut nous apprendre sur la série des perturbations. Nous montrons om-
ment on peut obtenir des bornes uniformes pour les graphes omplètement onvergents
et, en setion 3, omment prouver que l'amplitude renormalisée, donnée par la formule
de forêts de Zimmermann, de n'importe quel graphe de la théorie est nie et quelle borne
nous pouvons en donner. Enn nous dénissons la multi-série eetive et plaidons en sa
faveur.
1.1 Renormalisation perturbative
Dans tout e hapitre, nous prendrons omme exemple le modèle φ4D dans le adre
de l'intégrale fontionnelle. Nous nous plaerons toujours sur l'espae eulidien RD. La
fontion de partition de e modèle est
Z[J ] =
∫
dµC(φ) e
− λ
4!
R
dDx φ4(x)+ı
R
J(x)φ(x)dDx
(1.1.1)
où C = (−a∆ +m2)−1 est la ovariane assoiée à la mesure gaussienne dµ et a est un
paramètre réel qui vaut 1 pour l'instant. Les quantités que nous souhaitons dénir sont
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les fontions de orrélations (fontions de Shwinger). Pour tout N ∈ N pair,
SN(y1, . . . , yN) =
N∏
i=1
−ı δ
δJ(yi)
Z[J ]
∣∣∣
J≡0
(1.1.2)
=
∫
dµC(φ)
N∏
i=1
φ(yi)e
− λ
4!
R
dDxφ4(x).
1.1.1 De la néessité d'une oupure
Les fontions de Shwinger autant que la fontion de partition sont des quantités
partiulièrement mal dénies. Par le théorème de Bohner-Minlos, il existe une mesure
fontionnelle gaussienne supportée par l'espae S ′(RD) des distributions tempérées. Dans
[Ree73℄, il a été montré que les distributions typiques du support sont en fait relativement
régulières (par exemple, en dimension 2, l'ensemble des T ∈ S ′(R2) telles que ∀ε >
0, (−∆ +m2)−εT soit loalement de arré intégrable est de mesure 1). Le support reste
ependant un espae de distributions et l'expression φ4(x) qui fait intervenir le produit de
distributions n'a pas de sens. Une façon de régulariser ette situation onsiste à introduire
une oupure κ dans la ovariane [CL73℄.
La ovariane C est donnée par
Cˆ(p, q) =
1
p2 +m2
δp+q,0 =
∫ ∞
0
dt e−t(p
2+m2)δp+q,0, (1.1.3)
C(x, y) =
∫ ∞
0
dt
(4πt)D/2
e−
(x−y)2
4t
−tm2 . (1.1.4)
L'intégrale (1.1.4) est bien dénie sauf quand x = y en dimensionD > 2. C'est le problème
des divergenes ultraviolettes. Le fait que l'expression (1.1.4) soit mal dénie si x = y est
équivalent au fait que la ovariane C(p) ne soit pas intégrable en dimensions supérieures
à 2 pour p prohe de l'inni autrement dit dans la région ultraviolette. Quels que soient
x et y, l'intégrale (1.1.4) est bien dénie pour t prohe de l'inni. C'est la zone infrarouge
protégée par la masse m. Si x = y, l'intégrale diverge dans la zone t prohe de 0, 'est
la région ultraviolette. Ainsi la région infrarouge orrespond à p petit, |x− y| grand ou t
grand. La région ultraviolette orrespond, au ontraire, à p grand, |x− y| petit ou t petit.
Dans tout e hapitre, nous onsidérerons un modèle massif m > 0. La zone infrarouge ne
pose don pas de diultés. La seule oupure néessaire est ultraviolette : pour κ ∈ R∗+,
nous dénissons
Cˆκ(p) =
∫ ∞
κ
dt e−t(p
2+m2) =
1
p2 +m2
e−κ(p
2+m2). (1.1.5)
Quel que soit κ > 0, l'expression (1.1.5) est intégrable e qui signie que sa transformée
de Fourier Cκ(x − y) est bien dénie en x = y. La limite κ → 0 redonne la ovariane
initiale.
Il a été montré dans [CL73, Riv91℄ que la mesure gaussienne assoiée à la ovariane Cκ
est supportée par les fontions C∞ à roissane au plus logarithmique. Tout polynme dans
les hamps, omme φ4(x), est ainsi bien déni. Néanmoins les fontions φ n'appartiennent
typiquement pas à L4(RD) si bien que
∫
RD
φ4(x)dx n'existe pas. On peut remédier à e
Setion 1.1  Renormalisation perturbative 21
problème en restreignant l'intégrale à un domaine ompat Λ ⊂ RD. Le point de départ
du modèle φ4 est don la fontion de partition régularisée
ZΛ,κ[J ] =
∫
dµC,κ(φ) e
− λ
4!
R
Λ
dDxφ4(x)+ı
R
Λ
J(x)φ(x)dDx. (1.1.6)
1.1.2 Séries perturbatives
L'équation (1.1.6) est un point de départ. Nous souhaitons trouver un moyen de dénir
les limites Λ → RD et κ → 0. Quel que soit le moyen utilisé pour dénir es limites, il
onsiste en une perturbation autour de λ = 0. Dans la suite, les oupures sont sous-
entendues mais omises pour alléger les notations. Pour aluler des grandeurs physiques
ou, historiquement, pour dénir le modèle (1.1.1), on a érit
SN(y1, . . . , yN) =
∫
dµC(φ)
N∏
i=1
φ(yi)
∞∑
n=0
1
n!
(−λ
4!
∫
φ4(x)dx
)n
. (1.1.7)
Jusque là, tout va bien. Puis on a interverti les intégrations sur x et la somme sur n
ave l'intégrale fontionnelle. Grâe aux oupures Λ et κ, les intégrations sur x et φ sont
absoluement onvergentes et peuvent être éhangées. Nous verrons par la suite que la
seule série qui ait un sens aux limites Λ → RD et κ → 0 (la série renormaliséea) n'est
généralement pas onvergente et don ertainement pas absoluement onvergente. Ainsi
l'éhange de la somme sur n et de l'intégrale fontionnelle n'est pas autorisée.
À oeur vaillant, rien d'impossible, nous éhangeons la somme et l'intégrale fontion-
nelle et prenons l'expression suivante omme dénition du modèle :
SN(y1, . . . , yN) =
∞∑
n=0
1
n!
(−λ
4!
)n ∫ n∏
j=1
dxj
∫
dµC(φ)
N∏
i=1
φ(yi)
n∏
j=1
φ4(xj). (1.1.8)
À partir de là, le théorème de Wik nous permet de aluler les fontions de Shwinger
ordre par ordre. Pour le modèle φ4, les règles de Feynman assoiées sont :

−λ
4!
∫
dx par vertex :
x
,
 C(x, y) par ligne : x y.
Les théories de hamps quantiques sourent de deux types de divergenes ultravio-
lettes. La première apparait au niveau des graphes individuels. Considérons l'exemple de
la fontion à quatre points onnexe jusqu'à l'ordre 2 en espae des moments :
S4(p1, . . . , p4) =− λ
p1
p2 p3
p4
+
(−λ)2
2
p+ q
q
p1
p2 p3
p4
+ {1↔ 3}+ {1↔ 4}+O(λ3) (1.1.9)
a
La multi-série eetive a également un sens (voir setion 1.4).
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où p = p1 + p2 = −p3 − p4. L'amplitude assoiée au graphe G d'ordre 2 (la bulle) vaut
AG(p1, . . . , p4) =
∫
dDq
1
q2 +m2
1
(p+ q)2 +m2
(1.1.10)
En dimension D > 4, AG est divergente dans la région |q| ≫ 1 à p xé. Nous verrons dans
la setion suivante omment traiter les divergenes des graphes individuels.
Le seond type de divergenes onerne la série perturbative dans son ensemble. Consi-
dérons l'ordre n de la fontion à 4 points renormalisée (enore une fois nous verrons e
que ela signie dans la setion suivante). À grands moments externes, en dimension 4 :
SR,n4 (p) ≃
p→∞
λnR
(
β2 log
p
m
)n−1
. (1.1.11)
Ce omportement, inséré dans une boule onvergente omme elle du graphe à 6 points
de la gure 1.1, ontribue à l'ordre n de la fontion à 6 points par :
λnR
∫
d4p
(p2 +m2)3
(
β2 log
p
m
)n−3
≃(n− 3)!λnRβn−32 . (1.1.12)
Ces ontributions ne sont pas sommables (ni même Borel sommables ar elles s'ajoutent
ave le même signe) et onduisent don à des diultés pour resommer la série des per-
turbations. Nous reviendrons sur les renormalons plus tard et expliquerons leur origine.
Fig. 1.1: Renormalon
Une autre façon de voir le même problème onsiste à étudier le omportement de l'ordre
n de la fontion à 4 point nue (bare en anglais) à moments externes nuls et en présene
d'une oupure p (les moments internes sont inférieurs à p) :
SB,n4,p (0) ≃
p→∞
(−λB)n
(
β2 log
p
m
)n−1
(1.1.13)
où λB = λ. Nous verrons dans la setion suivante que la fontion à 4 points à moments 0
dénit la onstante de ouplage renormalisée λR. Ainsi en sommant les ontributions du
type (1.1.13), on obtient
−λR =− λB +
∞∑
n=2
(−λB)n
(
β2 log
p
m
)n−1
=
−λB
1 + λBβ2 log
p
m
. (1.1.14)
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À λB > 0 xée, la onstante de ouplage renormalisée λR tend vers 0 quand la oupure p
tend vers l'inni. C'est la trivialité de φ4. La théorie renormalisée semble être libre.
Enn, nous pouvons aussi inverser la relation (1.1.14) et obtenir
−λB = −λR
1− λRβ2 log pm
. (1.1.15)
À λR > 0 xée, pour p susamment grand, λB devient de l'ordre de 1 et la série per-
turbative n'a plus de sens. C'est le fameux fantme de Landau. Ces phénomènes sont
les trois faettes d'une même médaille et sont regroupés sous le terme de problème des
renormalons. Nous verrons dans la suite que les renormalons sont intimement liés à la
façon dont on renormalise la série nue 'est-à-dire à la façon dont on traite le problème
de la divergene des graphes individuels.
1.1.3 Le théorème BPHZ
La renormalisation perturbative fut inventée vers 1950 par Feynman, Shwinger, Dyson,
Tomonaga et d'autres (voir [Dys49℄ par exemple). Il s'agit de redénir les paramètres ob-
servables de la théorie en inluant les divergenes dans des paramètres nus inobservables.
Il fallut environ dix ans pour faire de ette idée un théorème solide : le théorème BPHZ.
Pour le modèle φ44, il peut être formulé de la façon suivante :
Théorème 1.1.1 (BPHZ pour φ4
4
) Il existe trois séries formelles en un paramètre λR ∈
R+ telles que si nous remplaçons, dans (1.1.6), −λ par −λR +
∑∞
n=2 cn(Λ, κ)(−λR)n, m2
par m2R +
∑∞
n=1 dn(Λ, κ)(−λR)n et a par aR +
∑∞
n=2 en(Λ, κ)(−λR)n, toute fontion de
Shwinger est nie ordre par ordre en λR aux limites Λ→ R4 et κ→ 0.
Nous allons donner les grandes lignes de la preuve de e théorème. On dit qu'une théorie
est renormalisable s'il existe un nombre ni de paramètres à redénir pour la rendre -
nie ordre par ordre. Dans le modèle φ44, es paramètres sont la onstante de ouplage, la
masse et le oeient de la fontion d'onde a. Les onstantes λR, mR et aR sont xées par
trois expérienes. S'il fallait xer un nombre inni de paramètres, la théorie perdrait sa
préditibilité. Ainsi, pour démontrer le théorème 1.1.1, il faut d'abord prouver qu'il n'y
a qu'un nombre ni de fontions divergentes dans le modèle. Pour ela, on démontre une
borne supérieure sur les amplitudes des graphes : 'est le omptage de puissane.
Considérons un graphe G d'ordre n ave N pattes externes. En moments, les fontions
delta aux vertex nous apprennent qu'il y a un moment indépendant par boule. Dans la
région où tous les moments internes tendent vers l'inni de la même façon, l'amplitude se
omporte, en dimension D, omme
AG ≃
∫ K
0
d|p| pDL−1
p2I
≃ KDL−2I (1.1.16)
où L est le nombre de boules du graphe, I le nombre de lignes internes et K une oupure
ultraviolette. En utilisant 4n = 2I +N et L = I − n+ 1 (pour G onnexe), on obtient
AG ≃ K−ω, ω = (4−D)n+ D − 2
2
N −D. (1.1.17)
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ω est appelé degré superiel de onvergene. Si D > 4, quel que soit N , il existera
toujours un n à partir duquel ω sera négatif et AG divergera. Toute fontion diverge, la
théorie est non renormalisable. Si D < 4, au ontraire, il existe un ordre minimal à partir
duquel toutes les fontions onvergent. Un nombre ni de graphes divergent, le modèle
est super-renormalisable. Enn si D = 4, un nombre inni de graphes divergent mais ils
onernent seulement les fontions à 2 et 4 points. Le modèle est dit juste renormalisable.
Bien sûr, il faudrait obtenir une borne plus préise pour prendre en ompte toutes les
sous-divergenes des sous-graphes de G. Nous verrons que l'analyse multi-éhelles nous
permet de l'obtenir très naturellement.
Restreignons-nous maintenant à la dimension 4. Seules les fontions à deux et quatre
points divergent (nous ne nous intéresserons pas aux graphes du vide). Nous devons don
prouver que leurs divergenes peuvent être absorbées dans une redénition des onstantes
du modèle. Considérons par exemple la fontion à quatre points dont le développement
à l'ordre λ2B est donné en (1.1.9). Notons τ l'opération de Taylor onsistant à évaluer
l'amplitude d'un graphe à moments externes nuls. Pour la bulle, nous érivons
AG =τAG + (1− τ)AG. (1.1.18)
Montrons que τAG peut être absorbé dans une redénition de la onstante de ouplage.
τAG =
4∏
i=1
Cˆ(pi) δ(p1 + · · ·+ p4)
∫
d4q
(q2 +m2)2
, (1.1.19)
S4(p1, . . . , p4) =
(
− λB + 3
2
(−λB)2
∫
d4q
(q2 +m2)2
) p1
p2 p3
p4
+
(−λ)2
2
(1− τ)
p+ q
q
p1
p2 p3
p4
+ (1− τ)
(
{1↔ 3}+ {1↔ 4}
)
+O(λ3). (1.1.20)
Nous pouvons alors dénir −λR def= −λB + 32(−λB)2
∫
d4q
(q2+m2)2
+O(λ3B). L'intégrale sur q
doit être onsidérée omme régularisée par une oupure quelonque. Il faut enore montrer
que les restes de Taylor (1− τ) sont nis :
(1− τ)AG =
4∏
i=1
Cˆ(pi) δ(p1 + · · ·+ p4)
∫
1
(q2 +m2)((p+ q)2 +m2)
− 1
(q2 +m2)2
d4q
=−
4∏
i=1
Cˆ(pi) δ(p1 + · · ·+ p4)
∫
p2 + 2p · q
((p+ q)2 +m2)(q2 +m2)2
d4q. (1.1.21)
La limite κ → 0 de l'intégrale sur q est alors nie. Le développemement de la fontion
onnexe à quatre points s'érit don
S4(p1, . . . , p4) =− λR
p1
p2 p3
p4
+ ontributions nies+O(λ3R). (1.1.22)
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Bien sûr, il faut être apable de redénir les onstantes du modèle à haque ordre de
perturbation. Soit un graphe G ave N pattes externes. Son amplitude amputée en espae
des moments est notée AˆG(k1, . . . , kN). La onservation des moments aux vertex implique
la onservation des moments entrants. Ainsi AˆG se déompose de la façon suivante :
AˆG(k1, . . . , kN) = δ(k1 + · · ·+ kN)gˆ(k1, . . . , kN−1). (1.1.23)
On dénit le ontreterme −τGAˆ assoié au graphe G par
−τGAˆ = −δ
( N∑
i=1
ki
)D(G)∑
j=1
1
j!
dj
dtj
gˆ(tk1, . . . , tkN−1)
∣∣∣
t=0
(1.1.24)
où D(G) est le plus grand nombre entier inférieur ou égal à −ω(G). Pour le modèle φ44,
ela onsiste à eetuer un développement de Taylor à l'ordre 0 pour la fontion à quatre
points, aux ordres 0 et 2 (l'ordre 1 est nul par parité) pour la fontion à deux points.
Il faut évidemment montrer que les premiers termes de es développements peuvent être
absorbés dans une redénition des onstantes du modèle pour tous les graphes à tous
les ordres. Nous verrons aux hapitres 3 et 4 omment nous le démontrons dans les as
des modèles Φ4 et Gross-Neveu non ommutatifs. Ii, supposons que nous l'ayons fait. Le
shéma de soustration (1.1.24) nous permet alors de dénir
S4(0, 0, 0, 0)
def
= − λR, (1.1.25a)
S2(0, 0)
def
=
1
m2R
, (1.1.25b)
d2
dp2
S2(p,−p)
∣∣∣
p=0
def
= − 2aR
m4
. (1.1.25)
Ces dénitions donnent λR,mR et aR en termes de séries formelles en λB. La ombinatoire
à vérier est alors la suivante. Il faut inverser les trois séries dénies par les équations
(1.1.25) :
−λR = −λB +
∞∑
n=2
cBn (−λB)n ⇐⇒− λB = −λR +
∞∑
n=2
cn(−λR)n (1.1.26a)
m2R = m
2
B +
∞∑
n=1
dBn (−λB)n ⇐⇒m2B = m2R +
∞∑
n=1
dn(−λR)n (1.1.26b)
aR = aB +
∞∑
n=2
eBn (−λB)n ⇐⇒aB = aR +
∞∑
n=2
en(−λR)n (1.1.26)
puis vérier que la théorie exprimée en fontion des onstantes renormalisées est nie
ordre par ordre en λR (les oeients cn, dn et en sont eux du théorème 1.1.1). Dans
e but, la formule de Zimmermann est très utile. Elle permet d'exprimer les termes de
la série renormalisée ('est-à-dire érite en termes des onstantes renormalisées) par une
formule ompate. Soit le modèle (1.1.6) où nous avons remplaé λB, mB et aB par les
trois séries formelles (1.1.26) :
ZΛ,κ[J ] =
∫
dµC(aR,mR,λR),Λ,κ(φ) e
− 1
4!
(λR−
P∞
n=2 cn(−λR)n)
R
Λ
dDx φ4(x)+ı
R
Λ
J(x)φ(x)dDx. (1.1.27)
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En développant les fontions de Shwinger en puissanes de λR, on obtient une série
identique à la série nue mais où l'amplitude de haque graphe G devient
ARG =
∑
F
∏
g∈F
(−τg)AG (1.1.28)
où AG est l'amplitude nue. La somme ontient toutes les forêts de sous-graphes diver-
gents (à deux et quatre pattes externes). Rappelons qu'une forêt est un ensemble de
sous-graphes tel que ∀g, g′ ∈ F , soit g ∩ g′ = ∅ soit g ⊂ g′ ou g′ ⊂ g. Par exemple, le
graphe G de la gure 1.2 ontient les sous-graphes divergents suivants : G1 = {1, 2} , G2 =
{1, 2, 3, 4} , G3 = {1, 2, 5, 6} et G = {1, 2, 3, 4, 5, 6}. Ses forêts divergentes sont don :
∅, {G} , {G1} , {G2} , {G3} , {G1, G} , {G2, G} , {G3, G} , {G1, G2} , {G1, G3},
{G1, G2, G} , {G1, G3, G}. Les sous-graphes G2 et G3 ne peuvent pas appartenir à la même
forêt. Pour vérier que la formule de Zimmermann (1.1.28) donne une ampitude renor-
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Fig. 1.2: Le graphe oeil
malisée nie, nous renvoyons à la setion 1.3.3 où nous avons utilisé la lassiation des
forêts dans le adre de l'analyse multi-éhelles.
1.2 Analyse multi-éhelles
Dans ette setion, nous présentons l'analyse multi-éhelles et donnons une borne
supérieure sur les amplitudes montrant que seuls les graphes à 0, 2 et 4 points divergent. De
plus, nous démontrons un théorème de Weinberg uniforme sur les graphes omplètement
onvergents.
L'analyse multi-éhelles est un outil puissant qui permet d'étudier préisemment la
renormalisabilité d'une théorie. De plus elle fournit des bornes préises sur les amplitudes.
Cette tehnique suit les idées de K. Wilson [WK74℄ sur le groupe de renormalisation.
1.2.1 Espae des phases
Au lieu d'eetuer l'intégrale fontionnelle d'un seul oup, nous ommençons par sépa-
rer les degrés de liberté de fréquenes diérentes. La renormalisation va alors se faire des
éhelles les plus hautes (ultraviolettes) vers les éhelles les plus basses (infrarouges). Pour
ela, nous déoupons le propagateur en tranhes de moments. Il est pratique d'utiliser
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une progression géométrique de raison M > 1 :
Cρ(x, y) =
∫ ∞
κ=M−2ρ
dt
(4πt)D/2
e−
(x−y)2
4t
−tm2 =
ρ∑
i=0
C i, (1.2.1)
C0(x, y) =
∫ ∞
1
dt
(4πt)D/2
e−
(x−y)2
4t
−tm2 ,
C i(x, y) =
∫ M−2(i−1)
M−2i
dt
(4πt)D/2
e−
(x−y)2
4t
−tm2 .
La mesure étant gaussienne, il existe une déomposition assoiée [Sal99℄ :
φρ =
ρ∑
i=0
φi, dµρ(φρ) =
ρ⊗
i=0
dµi(φ
i). (1.2.2)
C'est prinipalement la déomposition du propagateur qui nous sera utile dans la suite.
Néanmoins il est intéressant de garder à l'esprit que haque φi orrespond à une théorie
ave des oupures infrarouge et ultraviolette, de plus en plus prohe de l'ultraviolet quand
i augmente.
La première borne importante onerne le propagateur régularisé dans une tranhe i :
Lemme 1.2.1 Pour tout 0 6 i 6 ρ, il existe K, k ∈ R+ tels que
C i(x, y) 6KM (D−2)(i+1) e−kM
i+1|x−y|. (1.2.3)
Démonstration. Pour i ∈ J1, ρK, on utilise simplement
C i(x, y) =
∫ M−2(i−1)
M−2i
dt
(4πt)D/2
e−
(x−y)2
4t
−tm2
(1.2.4)
6K1(M
−2(i−1) −M−2i) sup
M−2i6t6M−2(i−1)
e−
(x−y)2
4t
tD/2
6K2M
(D−2)i e−k1M
2i(x−y)2
6KM (D−2)(i+1) e−kM
i+1|x−y|.
Pour la première tranhe i = 0 (la tranhe infrarouge), il faut utiliser la masse pour
intégrer sur t :
C0(x, y) =
∫ ∞
1
dt
(4πt)D/2
e−
(x−y)2
4t
−tm2
(1.2.5)
6 sup
t
e−
(x−y)2
4t
−tm2/2 ×
∫ ∞
1
dt
(4πt)D/2
e−tm
2/2
6K e−k|x−y|. 
Remarque 2. Dans le as d'une théorie sans masse, le propagateur dans la tranhe
infrarouge (i = 0) n'obéit pas à la borne (1.2.3). Il est alors néessaire de déouper
également la zone 1 6 t < ∞. Le propagateur, dans es nouvelles tranhes, obéit à la
borne (1.2.3) ave i → −i. On retrouve le fait que dans une théorie massive, la masse
 arrête  le ot alors qu'en l'abene de masse, le ot est non trivial dans l'infrarouge.
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Considérons un graphe G amputé ave I(G) lignes internes. La déomposition (1.2.1) des
propagateurs onduit à
AG =
∑
µ∈NI(G)
AµG, (1.2.6)
AµG =
∫ ∏
ν∈G
dxν
∏
l∈G
C il(xl, yl) (1.2.7)
où µ, une attribution d'éhelles (ou d'indies), est une liste d'entiers naturels il orrespon-
dant, pour haque ligne interne l, à la tranhe il du propagateur de ette ligne. Une paire
(G, µ) peut alors être représentée omme l'exemple de la gure 1.3. Sur ette gure, l'es-
pae x est représenté par la diretion horizontale tandis que les éhelles du graphe suivent
la diretion vertiale. De manière générale, lignes et vertex jouent des rles duaux dans
et  espae de phase . Chaque propagateur se situe dans une tranhe de  moments 
et joint deux vertex. Au ontraire, haque vertex se situe en un point x xé et joint
quatre demi-lignes situées à priori dans quatre tranhes diérentes. Les lignes vertiales
orrespondant aux vertex du graphe sont dessinées en pointillés pour les distinguer des
propagateurs.
Dans l'espae des phases (x, t) (t est le paramètre de Shwinger et non le temps !), les
divergenes ultraviolettes à la limite κ → 0 (ou ρ → ∞) se traduisent par la divergene
de la somme sur les attributions µ. En antiipant sur la suite et pour illustrer la dualité
entre l'espae x et l'espae (unidimensionnel) des éhelles, nous verrons que tout omme
à haque propagateur Cl est assoiée une déroissane entre xl et yl, à haque vertex,
pour les sous-graphes onvergents, est assoiée une déroissane entre les éhelles des
lignes qui lui sont arohées. Ces déroissanes duales nous permettront, pour un graphe
omplètement onvergent, d'eetuer la somme sur les attributions d'éhelles et d'obtenir
une amplitude nie pour es graphes.
Pour les sous-graphes divergents, eux pour lesquels la somme sur µ diverge, l'opération
de renormalisation 1− τ (voir setion 1.1.3) permettra d'obtenir des fateurs supplémen-
taires de déroissane exponentielle dans les éhelles de es sous-graphes. La somme sur
les attributions d'indies des amplitudes renormalisées sera alors onvergente.
1.2.2 Graphes omplètement onvergents
Nous allons démontrer un théorème de Weinberg uniforme. Cela nous donnera l'o-
asion d'introduire (naturellement j'éspère) diérents outils et strutures de l'analyse
multi-éhelles. Commençons par dénir quelques notations graphiques.
Soit G un graphe onnexe. G est en fait une paire (V, I) omposée des ensembles
V(G) = V de ses vertex et I(G) = I de ses lignes. Si G′ = (V ′, I ′), nous noterons
V(G′) = V ′ et I(G′) = I ′. Le ardinal de V(G) sera n(G), elui de I(G) sera I(G).
Nous noterons également VI(G) l'ensemble des vertex arohés aux lignes de I. Soit
ν ∈ V(G), dénissons Iν(G) omme l'ensemble des lignes internes de G arohées au
vertex ν.
Un sous-graphe g de G (g ⊂ G) est une paire (Vi(G), i) ave i ⊂ I(G). Un sous-
graphe est don omposé d'un sous-ensemble de lignes de G et des vertex aux extrémités
de es lignes. Ave ette dénition, un sous-graphe n'est pas néessairement onnexe.
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(a) Un graphe de φ4
G01 = G5
G11 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 11}4
G21 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 11}3
2, G31 = {1, 2, 3, 4, 11}
1, G41 = {1, 2} 6, G42 = {3, 4}
8, G32 = {5, 6, 7}
7, G43 = {5, 6, 7}
(b) L'arbre de  Gallavotti-Niolò 
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Fig. 1.3: Les outils de l'analyse multi-éhelles
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Pour tout graphe G, l'ensemble V(G) est l'union disjointe de deux sous-ensembles.
Soit cG la fontion de V(G) dans N telle que ∀ν ∈ V(G), cG(ν) est la oordination du
vertex ν dans G ('est le nombre de lignes de G arohées au vertex ν). Un vertex ν d'un
graphe amputé (ou d'un sous-graphe) g de la théorie φ4 sera dit interne si cg(ν) = 4. Il
sera externe si 1 6 cg(ν) 6 3. Nous noterons Vi(G) (resp. Ve(G)) l'ensemble des vertex
internes (resp. externes) de G : V(G) = Vi(G)∪Ve(G) ave Vi(G)∩Ve(G) = ∅. Nous note-
rons N(G) le nombre de pattes externes (amputées) de G : N(G) =
∑
ν∈Ve(G) 4− cG(ν).
Remarquons que tous les vertex externes d'un graphe amputé sont intégrés. Par défaut,
nous noterons zν , ν ∈ Ve(G) les positions de es vertex.
Nous dénissons AG
def
=
∫ ∏
ν∈Ve(G) dzν AG({zν}). Quel que soit ν0 ∈ Ve(G), l'invariane
par translation du modèle implique que AG({zν}) est indépendant de zν0 .
Nous pouvons maintenant énoner le théorème :
Théorème 1.2.2 (Weinberg uniforme) Soit G un graphe de φ44, onnexe, amputé et
omplètement onvergent ('est-à-dire ∀g ⊂ G, ω(g) > 0). Soit f ∈ L1(R4). Quel que soit
ν0 ∈ Ve(G), il existe K ∈ R+ tel que∫ ∏
ν∈Ve(G)
dzν f(zν0)AG({zν}ν 6=ν0) 6Kn(G)‖f‖1. (1.2.8)
Le théorème de Weinberg original [Wei60℄ arme que l'amplitude d'un graphe omplè-
tement onvergent est nie. Ii nous démontrons en plus que l'amplitude est bornée par
Kn. L'adjetif uniforme signie que la onstante K ne dépend pas de n(G). La démons-
tration du théorème 1.2.2 sera l'oasion de ontinuer à introduire les outils de l'analyse
mutli-éhelles.
Démonstration. Soit G un graphe onnexe amputé et µ une attribution d'indies. Soit
ν0 ∈ Ve(G). On a :
AµG(zν0)
def
=
∫ ∏
ν∈V(G)|
ν 6=ν0
dxν
∏
l∈I(G)
C ill . (1.2.9)
L'invariane par translation du modèle montre que AG(zν0) est indépendante de zν0. C'est
pourquoi nous avons besoin d'une fontion test pour intégrer sur zν0 .
Le lemme 1.2.1 implique que l'amplitude est bornée par
|AµG| 6
∫
dzν0 |f(zν0)|
∫ ∏
ν∈V(G)|
ν 6=ν0
dxν
∏
l∈I(G)
M (D−2)ile−kM
il+1|xl−yl|. (1.2.10)
La struture minimale néessaire pour intégrer sur les positions des vertex est un arbre
générateur T (G). Il s'agit d'un ensemble onnexe de n(G)−1 lignes de I(G) sans boule.
Par exemple, sur la gure 1.3a, un arbre est représenté en gras. Il est pratique de hoisir
un arbre générateur enrainé 'est-à-dire un arbre ave un vertex marqué appelé raine.
Nous hoisissons ν0 omme raine. Cet arbre représente simplement un ensemble minimale
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de fontions
∏
l∈T e
−kM il+1|xl−yl|
permettant d'intégrer sur tous les vertex de G sauf un.
On a alors
|AµG| 6
∏
l∈I(G)
M (D−2)(il+1)
∫
dzν0|f(zν0)|
∫ ∏
ν∈V(G)|
ν 6=ν0
dxν
∏
l∈T (G)
e−kM
il+1|xl−yl|
(1.2.11)
6K
n(G)
1 ‖f‖1
∏
l∈I(G)
M (D−2)(il+1)
∏
l∈T (G)
M−D(il+1). (1.2.12)
En dimensionD > 2, haque ligne l apporte un fateur de divergeneM (D−2)il . Cependant
haque ligne d'arbre fournit également un bon fateur M−Dil . Il est don néessaire de
hoisir un arbre ave les lignes les plus hautes possible pour optimiser la borne (1.2.12).
En setion 2.3.3, se trouve la proédure préise d'optimisation de l'arbre. Remarquons
toutefois que ette optimisation est faite de telle sorte que l'arbre ontienne les lignes les
plus basses. Néanmoins la proédure est identique dans notre as. Une simple indution de
l'éhelle de la oupure ρ vers l'éhelle 0 permet de hoisir un arbre optimisé Tµ. Nous om-
mençons par l'éhelle ρ. Nous hoisissons le plus grand nombre de lignes qui ne forment
pas de boules. Si l'ensemble de es lignes forme un arbre, Tµ est omplet et uniquement
onstitué de lignes d'éhelle ρ. Sinon nous ajoutons à l'ensemble préédent le maximum
de lignes d'éhelle ρ− 1 qui ne forment pas de boule et ainsi de suite. L'arbre (en gras)
de la gure 1.3a est un exemple d'arbre optimisé. Remarquons qu'il existe généralement
plusieurs arbres optimisés.
La borne (1.2.12) devient
|AµG| 6Kn(G)1 ‖f‖1
∏
l∈I(G)
il∏
i=0
MD−2
∏
l∈Tµ(G)
il∏
j=0
M−D. (1.2.13)
Dans l'équation préédente, tout se passe omme si, haque ligne l du graphe fournissait
un fateur MD−2 par étage entre les étages il et 0. De même, toute ligne d'arbre donne
M−D par étage entre il et 0. Ainsi, dans le omptage de puissane, la ontribution de
haque ligne l n'apparait qu'à partir de l'éhelle il. Il est alors naturel de onsidérer :
Dénition 1.2.1 (Composantes onnexes) Soit G un graphe onnexe amputé et µ
une attribution d'éhelles. Nous dénissons Gi omme l'ensemble des lignes de G d'indies
supérieurs ou égaux à i. Pour tout i ∈ J0, ρK,
Ii(G) def= {l ∈ I(G) : il > i} , (1.2.14)
Gi
def
=(VIi, Ii(G)) ⊂ G. (1.2.15)
Le sous-graphe Gi n'est, en général, pas onnexe. Soit Nc(G
i) le nombre de omposantes
onnexes de Gi,
Gi
def
=
Nc(Gi)⋃
k=1
Gik. (1.2.16)
Les Gik, i ∈ J0, ρK, k ∈ J1, Nc(Gi)K sont les omposantes onnexes de G ou ses sous-
graphes quasi-loaux.
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Les omposantes onnexes sont les sous-graphes de G qui  apparaissent  quand on
parourt les éhelles de ρ à 0. La gure 1.4 montre les omposantes onnexes du graphe
de la gure 1.3a.
Soit g ⊂ G. Il existe un moyen simple de déterminer si g est une omposante onnexe
pour la paire (G, µ). Soit Ie(g) l'ensemble des lignes de I(G) \ I(g) dont au moins une
extrémité appartient à Ve(g). Ce sont les pattes externes du sous-graphe g. Soient
ig(µ)
def
= min
l∈I(g)
il, (1.2.17a)
eg(µ)
def
= max
l∈Ie(g)
il (1.2.17b)
alors g est une omposante onnexe de (G, µ) si et seulement si ig(µ) > eg(µ). Un sous-
graphe est une omposante onnexe si toutes ses lignes internes sont au-dessus de toutes
ses pattes externes. Par onvention, les pattes externes de G sont d'éhelle −1 si bien
que G est toujours une omposante onnexe. La borne (1.2.3) indique qu'un propagateur
à l'éhelle i a une extension spatiale bornée par M−i. Pour une omposante onnexe
g, l'extension spatiale de ses propagateurs internes est au plus M ig . Celle de ses pattes
externes est au moins M−eg > M−ig . Ainsi la taille typique d'une omposante onnexe
d'éhelle i est d'ordre M−i. Celle-i est reliée à son environnement extérieur par des
propagateurs plus longs et apparaît don omme quasi-pontuelle du point de vue de
l'extérieur d'où le qualiatif de quasi-loal.
Par onstrution, deux sous-graphes quasi-loaux de G sont soit disjoints soit inlus
l'un dans l'autre. Ainsi l'ensemble des omposantes onnexes d'un graphe G donné forme
une forêt (au sens de Zimmermann). G lui-même étant toujours quasi-loal, ette forêt
n'est en fait onstituée que d'un seul arbre dont la raine est le graphe G lui-même. Nous
l'appellerons par la suite arbre de Gallavotti-Niolò bien qu'il soit légèrement diérent de
elui qu'utilisent Gallavotti et Niolò [GN85a, GN85b, Gal85℄. La gure 1.3b représente
l'arbre des omposantes onnexes du graphe de la gure 1.4. Chaque noeud de et arbre
est une omposante onnexe, haque lien est une relation d'inlusion.
Revenons maintenant à la borne (1.2.13). Nous allons montrer qu'elle s'érit naturel-
lement en termes des omposantes onnexes.
|AµG| 6Kn(G)1 ‖f‖1
∏
l∈I(G)
il∏
i=0
MD−2
∏
l∈Tµ(G)
il∏
j=0
M−D (1.2.13)
=K
n(G)
1 ‖f‖1
∏
l∈I(G)
∏
(i,k)|
l∈I(Gik)
MD−2
∏
l∈Tµ(G)
∏
(i,k)|
l∈I(Gik)
M−D
=K
n(G)
1 ‖f‖1
∏
(i,k)
∏
l∈I(Gik)
MD−2
∏
(i,k)
∏
l∈I(Gik)∩Tµ(G)
M−D (1.2.18)
L'arbre Tµ a été optimisé de telle sorte qu'il ontienne les lignes les plus hautes possibles.
Il n'est pas diile de se rendre ompte, à partir de la dénition 1.2.1 des omposantes
onnexes, que l'arbre Tµ est sous-arbre dans haque omposante onnexe. Nous noterons
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Fig. 1.4: Composantes onnexes
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T i
k
la restrition de Tµ à la omposante onnexe Gik : T ik = Tµ ∩ I(Gik). Le nombre de
lignes dans une omposante Gik est I(G
i
k). Le ardinal de T ik est n(Gik)− 1. On a don
|AµG| 6Kn(G)1 ‖f‖1
∏
(i,k)∈
J0,ρK×J1,Nc(Gi)K
M−ω(G
i
k), (1.2.19)
ω(Gik) =Dn(G
i
k) + (2−D)I(Gik)−D = (4−D)n(Gik) +
D − 2
2
N(Gik)−D. (1.2.20)
Nous retrouvons le degré superiel de onvergene (1.1.17) mais ette fois-i pour toutes
les omposantes onnexes de G. Remarquons également que le omptage de puissane
(1.2.19) fait uniquement intervenir les sous-graphes quasi-loaux. Les sous-graphes de G
qui ont au moins une ligne interne plus basse que leurs pattes externes ne partiipent pas
à la borne (1.2.19).
Enore une fois, si D > 4, la théorie n'est pas renormalisable : ∀N ∈ N, ∃n0 ∈ N |
∀n > n0, ω < 0. Si D < 4, le modèle est super-renormalisable : les graphes divergents,
qui ontribuent à un nombre ni de fontions, sont en nombre ni. Enn, en dimension
4, la théorie est juste renormalisable. Le degré superiel de onvergene ne dépend pas
du nombre de vertex et le nombre de fontions divergentes est ni.
Pour démontrer le théorème 1.2.2, il reste à prouver que nous pouvons eetuer la
somme sur les attributions d'éhelles au prix d'une onstante à la puissane n(G). Nous
nous restreindrons à la dimension 4 à partir de maintenant. Par hypothèse, tous les sous-
graphes de G sont omplètement onvergents. Ses omposantes onnexes le sont don
aussi quelle que soit l'attribution µ. Cela signie que, quels que soient i, k, N(Gik) > 6 e
qui entraîne
ω(Gik) =N(G
i
k)− 4 >
N(Gik)
3
. (1.2.21)
Soit ν ∈ V(G). Nous dénissons
eν(µ) = max
l∈Iν(G)
il, (1.2.22a)
iν(µ) = min
l∈Iν(G)
il. (1.2.22b)
Quels que soient i ∈ N et ν ∈ V(G), si i 6 iν(µ) alors ν appartient à une unique
omposante onnexe sinon ν n'appartient à auune omposante onnexe. De plus, ν est
un vertex externe si iν < i 6 eν . On a don
|AµG| 6Kn(G)1 ‖f‖1
∏
(i,k)
M−ω(G
i
k) 6 K
n(G)
1
∏
(i,k)
M−N(G
i
k)/3
6K
n(G)
1 ‖f‖1
∏
(i,k)
∏
ν∈V(Gik)|
eν(µ)<i6iν (µ)
M−1/3. (1.2.23)
La dernière équation est une inégalité ar le nombre de pattes externes d'un sous-graphe
est supérieur ou égal à son nombre de vertex externes.
|AµG| 6Kn(G)1 ‖f‖1
∏
ν∈V(G)
∏
(i,k)|
eν(µ)<i6iν (µ)
M−1/3 = Kn(G)1
∏
ν∈V(G)
M−(eν−iν)/3. (1.2.24)
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Pour les graphes omplètement onvergents, l'intégration sur les positions a donné une
déroissane exponentielle dans la longueur des lignes vertiales (les vertex). Cette dé-
roissane est duale de elle des propagateurs. Elle permet de sommer sur les éhelles,
l'invariane par translation des déroissanes obtenues étant brisée par l'éhelle −1 des
pattes externes. En eet,∏
ν∈V(G)
M−(eν−iν)/3 6
∏
ν∈V(G)
∏
(l,l′)∈Iν×Iν
M−|il−il′ |/18 (1.2.25)
De la même façon que l'intégration sur les positions des vertex du graphe est faite en
hoisissant un arbre parmi les lignes horizontales, la somme sur les attributions est faite
en hoisissant un arbre parmi les lignes vertiales qui onnete les lignes (don les éhelles)
du graphe. On obtient alors
∏
l∈I(G)
∞∑
il=0
|AµG| 6Kn(G)1 KI(G)2 ‖f‖1 6 Kn(G)‖f‖1 (1.2.26)
e qui ahève la preuve du théorème. 
Remarque 3. Dans [FMRS85℄, le théorème 1.2.2 a été démontré pour une très large
lasse de modèles. En eet, pour toute théorie vériant les hypothèses :
1. ∀l ∈ I(G), |Cl(x, y)| 6 K ′
∫
eık·(x−y)
(k2+m2)p(l)
ddk ave p(l) > 0,
2. la oordination des vertex est arbitraire,
3. ∀g ⊂ G, il existe ε > 0 tel que le degré superiel de divergene
−ω(g) =(I(g)− n(g) + 1)d− 2
∑
l∈I(g)
p(l) (1.2.27)
obéisse à la borne
ω(g) >2εN(g), (1.2.28)
le théorème 1.2.2 est vrai. La ondition (1.2.28) est très naturelle. Elle est notamment
vériée par toutes les théories renormalisables onnues. Néanmoins, qualions de renor-
malisable un omptage de puissane qui est onvergent à partir d'un nombre minimum
de pattes externes. Ainsi un modèle renormalisable en e sens a un degré superiel de
onvergene qui s'érit
ω =f(N), ∃N0 ∈ N | ∀N > N0, f(N) > 0. (1.2.29)
Cei n'implique pas (1.2.28). Rappelons que toute les théories renormalisables onnues
obéissent bien sûr à (1.2.29) mais aussi à (1.2.28). Si toutefois nous avions aaire à un
modèle renormalisable ne vériant que (1.2.29), la borne que nous obtiendrions dépendrait
du omportement préis de f(N). Par exemple, si f(N) est seulement bornée (inférieure-
ment) par une onstante, le fateur Kn(G) dans (1.2.8) deviendrait I(G)!.
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Remarque 4. Considérons le as d'une théorie super-renormalisable omme φ42. À partir
de (1.2.20), on a ω = 2n− 2 qui, pour n > 2, vérie ω > n. On a alors
|AµG| 6
∏
(i,k)
M−n(G
i
k) =
∏
(i,k)
∏
ν∈V(Gik)
M−1 (1.2.30)
=
∏
ν∈V(G)
∏
(i,k)|
ν∈V(Gik)
M−1 =
∏
ν∈V(G)
M−iν(µ)
6
∏
ν∈V(G)
∏
l∈Iν(G)
M−il/4. (1.2.31)
Si nous onsidérons les déroissanes exponentielles vertiales omme des ressorts verti-
aux, nous remarquons, en omparant (1.2.31) à (1.2.25), qu'un sous-graphe d'un modèle
super-renormalisable est  attahé  au sol (l'éhelle 0) alors qu'un sous-graphe d'une
théorie juste renormalisable n'est attahé qu'à ses vertex externes. Cette image intuitive
sera utile pour la renormalisation (voir setion 1.3).
Conluons ette setion en notant que le théorème 1.2.2 est en fait valable pour de nom-
breuses attributions orrespondant à des graphes qui ne sont pas omplètement onver-
gents. En eet, le omptage de puissane (1.2.19) ne fait intervenir que les sous-graphes
quasi-loaux. Soit un graphe G onnexe, pas néessairement omplètement onvergent.
Qualions de onvergente une attribution telle que tous les sous-graphes à deux et quatre
points ne soient pas quasi-loaux. Alors∣∣∣ ∑
µ onvergentes
AµG
∣∣∣ 6Kn(G). (1.2.32)
Ce résultat est non trivial (la somme est non vide) uniquement si G est superiellement
onvergent ar, par dénition, G est toujours quasi-loal. Évidemment, pour un graphe G
omplètement onvergent, toutes les attributions sont onvergentes et le théorème 1.2.2
est alors un as partiulier de (1.2.32).
1.3 Amplitudes renormalisées
L'analyse mutli-éhelles nous a permis de montrer qu'un graphe sans sous-graphe
divergent est ni mais aussi que son amplitude est uniformément bornée par Kn. Plus
important, le omptage de puissane (1.2.19) et l'équation (1.2.32) nous apprennent que
les divergenes ne peuvent provenir que des omposantes onnexes. Et 'est heureux. En
eet, les omposantes onnexes sont quasi-loales. Leur extension spatiale est d'ordre
M ig alors que elle de leurs propagateurs externes est plutt Meg . Du point de vue de
l'extérieur, les omposantes onnexes apparaissent omme quasi-loales. Cette qualité est
d'autant plus prononée que la diérene ig − eg est grande e qui est d'ailleurs l'origine
des divergenes ultraviolettes. Ainsi il n'est pas étonnant que es divergenes puissent être
absorbées par un ontreterme (exatement) loal : la  diérene  entre l'amplitude d'un
graphe quasi-loal et un ontreterme loal est ertainement onvergente. Pour illustrer
e fait, nous revisiterons plus loin l'exemple du graphe bulle dans le adre de l'analyse
multi-éhelles.
Setion 1.3  Amplitudes renormalisées 37
L'autre point important est que les sous-graphes quasi-loaux ont une struture en
arbre pour la relation d'inlusion : 'est l'arbre de Gallavotti-Niolò. Ainsi les ompo-
santes onnexes divergentes (pour φ44, e sont les sous-graphes quasi-loaux à deux et
quatre points) forment une forêt. Un sous-ensemble d'un arbre est une forêt qui peut
être aussi un arbre si le sous-ensemble ontient la raine du premier arbre. Cette stru-
ture résoud un des problèmes les plus épineux de la renormalisation perturbative : les
sous-graphes divergents à intersetion non triviale ( overlapping divergenes  ou diver-
genes enhevêtrées). Très tt, il a été remarqué qu'une renormalisation qui utilise des
ontretermes dans le lagrangien donne lieu à des ontributions indiées par des forêts
[BP57, BS59, Hep66, Hep69, Zim69℄. Ces forêts de ontretermes rendent les amplitudes
renormalisées nies. Mais, par dénition, les sous-graphes enhevêtrés ne peuvent pas
appartenir à une même forêt. Les sous-graphes quasi-loaux sont les seuls à devoir être
renormalisés et sont naturellement organisés en forêts. Le problème des divergenes  over-
lappantes  n'apparaît don tout simplement pas en analyse multi-éhelles ar il n'y a pas
besoin d'assoier un ontreterme à de tels graphes.
1.3.1 Contretermes
Nous allons maintenant illustrer sur l'exemple de la bulle la proédure d'extration de
la partie divergente d'un graphe, autrement dit la dénition des ontretermes.
L'analyse multi-éhelles a été prinipalement développée en espae x. Cela permet de
l'utiliser pour la théorie onstrutive. La proédure de prise de ontreterme à moments
zéro (le shéma de soustration BPHZ) se traduit en espae x par un déplaement des
pattes externes en un même point. Préisemment, soient x1, . . . , xN les points externes
d'un grapheG. Si nous notons a(x1, . . . , xN ) la fontion test ontre laquelleAG(x1, . . . , xN)
est intégrée et τ l'opérateur qui met à zéro les moments externes dans l'amplitude amputée
AG, nous avons la propriété suivante :
Propriété 1.3.1 (Contreterme en espae x)∫
dx1 . . . dxN (τAG)(x1, . . . , xN) a(x1, . . . , xN ) (1.3.1)
=
∫
dx1 . . . dxN AG(x1, . . . , xN) (τ
∗a)(x1, . . . , xN)
ave (τ∗a)(x1, . . . , xN) =
∑D(G)
j=1
1
j!
dj
dtj
a(x1(t), . . . , xN(t))
∣∣
t=0
et xi(t) = xN + t(xi − xN).
Remarque 5. L'équation (1.3.1) ne dénit pas l'opérateur τ
∗
de manière unique. En
eet on aurait pu remplaer xN par n'importe quel point parmi les xi. C'est l'invariane
par translation de AG qui est responsable de ette ambiguïté.
Démonstration. On montre ii omment le seond membre de (1.3.1) est égal au premier.∫
dx1 . . . dxN AG(x1, . . . , xN ) (τ
∗a)(x1, . . . , xN)
=
D(G)∑
j=1
1
j!
dj
dtj
∫
dx1 . . . dxN AG(x1, . . . , xN) a(x1(t), . . . , xN(t))
∣∣
t=0
(1.3.2)
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où xi(t) = xN + t(xi − xN ). AG étant invariante par translation, (1.3.2) devient
D(G)∑
j=1
1
j!
dj
dtj
∫
dx1 . . . dxN AG(x1 − xN , . . . , 0) a(x1(t), . . . , xN(t))
∣∣
t=0
=
D(G)∑
j=1
1
j!
dj
dtj
∫
dx1 . . . dxN
dN−1p
(2π)d(N−1)
dNk
(2π)dN
Aˆ(pi)e
−ıp·(x−xN )aˆ(ki)e
ık·x(t)∣∣
t=0
(1.3.3)
ave dNk =
∏N
i=1 dki et k · x(t) =
∑N
i=1 kixi(t). L'équation (1.3.3) ontient l'intégrale∫
dx1 . . . dxN−1 exp ı
N−1∑
i=1
xi (tki − pi) = (2π)d(N−1)
N−1∏
i=1
δ (tki − pi) .
Après intégration sur les pi, i ∈ J1, N − 1K, on a∫
dx1 . . . dxN AG(x1, . . . , xN) (τ
∗a)(x1, . . . , xN )
=
D(G)∑
j=1
1
j!
dj
dtj
∫
dxN
dNk
(2π)dN
Aˆ(tki)aˆ(ki) exp ı
N∑
i=1
kixN
∣∣
t=0
=
D(G)∑
j=1
1
j!
dj
dtj
∫
dNk
(2π)d(N−1)
δ
( N∑
i=1
ki
)
Aˆ(tki)aˆ(ki)
∣∣
t=0
=
∫
dNk
(2π)d(N−1)
(τAˆG)(k1, . . . , kN) aˆ(k1, . . . , kN)
=
∫
dNx (τAG)(x1, . . . , xN ) a(x1, . . . , xN). 
Considérons don l'exemple du graphe bulle. Notons i1, i2 les indies des propagateurs
internes et e1, . . . , e4 les indies des propagateurs externes. Nous érirons qu'un sous-
graphe g est dangereux pour l'attribution µ si, d'une part, il est divergent au sens
habituel (par exemple, s'il a deux ou quatre pattes externes dans φ44) et si, d'autre part,
ig(µ) > eg(µ). Un sous-graphe de φ
4
4 est don dangereux s'il a deux ou quatre pattes
externes et s'il est quasi-loal. Dans toute la suite, nous omettrons l'étoile de l'opérateur
τ
∗
. L'amplitude du graphe est
AG =
∫
dx1dx2 C
i1(x1, x2)C
i2(x1, x2)C
e1(x1, y1)C
e2(x1, y2)C
e3(x2, y3)C
e4(x2, y4) (1.3.4)
=
∫
dx1dx2 C
i1(x1, x2)C
i2(x1, x2)C
e1(x1, y1)C
e2(x1, y2)
×
{
Ce3(x1, y3)C
e4(x1, y4)
+
∫ 1
0
ds (x2 − x1) · ∇
(
Ce3(x1 + s(x2 − x1), y3)Ce4(x1s(x2 − x1), y4)
)}
=τAG +
∫
dx1dx2 C
i1(x1, x2)C
i2(x1, x2)C
e1(x1, y1)C
e2(x1, y2)
×
∫ 1
0
ds (x2 − x1) · ∇
(
Ce3(x1 + s(x2 − x1), y3)Ce4(x1s(x2 − x1), y4)
)
.
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À partir de la dénition (1.2.1) du propagateur dans une tranhe, il est faile de montrer
la borne suivante :∣∣(x2 − x1) · ∇Ce3(x1 + s(x2 − x1), y3)∣∣ 6|(x2 − x1)|M3e3e−kMe3 |x1−y3+s(x2−x1)| (1.3.5)
6|(x2 − x1)|M3e3e−kMe3 |x1−y3|.
Pour la deuxième inégalité, nous avons utilisé la forte déroissane des propagateurs in-
ternes. En utilisant la même borne pour le deuxième propagateur externe, il n'y a plus de
dépendane en s dans l'intégrale et elle-i peut être bornée par 1. Finalement, l'amplitude
renormalisée est bornée par
(1− τ)AG 6KM−2|i1−i2|O(1)M−(max(i1,i2)−max(e3,e4)). (1.3.6)
Supposons que la bulle soit dangereuse 'est-à-dire min(i1, i2) > max(e1, e2, e3, e4). Consi-
dérons i1 > i2, le fateurM
−2(i1−i2)
vient du fait qu'à l'éhelle i1, la ligne d'éhelle i2 n'ap-
paraît pas enore si bien que nous avons aaire à une fontion à six points qui onverge
quadratiquement. À l'éhelle i2, la bulle est omplète et sa divergene est logarithmique.
C'est le fateur O(1). Nous onstatons ainsi que l'opération 1 − τ a fourni un fateur
supplémentaire M−(max(i1,i2)−max(e3,e4)). Le point important ii est qu'il permet d'eetuer
la somme sur i2 qui est logarithmiquement divergente dans τA. La renormalisation fournit
assez de déroissane  vertiale  pour eetuer la somme sur les attributions d'éhelles.
Revenons un instant sur le fateur M−(max(i1,i2)−max(e3,e4)). Lorsque le graphe à renor-
maliser est plus grand que la bulle, la distane |x2 − x1| (la distane parourue par les
propagateurs déplaés) ne peut généralement être bornée que parM−iG . De plus, le (mau-
vais) fateur Mmax(e3,e4)) n'est pas non plus représentatif du as général. En eet, nous
ne pouvons pas hoisir de déplaer les propagateurs externes les plus bas ar le hoix
du vertex auquel nous les déplaçons est dité par la forêt omplète des ontretermes. Le
meilleur fateur qu'on puisse obtenir est don M−(iG−eG) qui est inférieur à 1 si le graphe
G est quasi-loal.
Le ontreterme assoié à la bulle est de la forme
τAG =
∫
dx1 φe1(x1)φe1(x1)φe3(x1)φe4(x1)
∫
dx2
∑
i1,i2|
iG>eG
C i1(x1, x2)C
i2(x1, x2). (1.3.7)
L'intégrale sur x2 est en fait indépendante de x1 grâe à l'invariane par translation. Ainsi
le ontreterme τAG est de la forme d'un vertex loal (en x) multiplié par un réel positif.
Mais e nombre dépend de l'éhelle des hamps au vertex à ause de la restrition sur
la somme sur les attributions. La partie divergente de la bulle ne peut don pas être
absorbée dans une unique onstante renormalisée mais peut l'être dans ρ+ 1 onstantes
eetives qui dépendent d'un indie d'éhelle. Pour pouvoir absorber la divergene de la
bulle dans une unique onstante renormalisée, il faudrait relâher la ontrainte iG > eG
et don rajouter à (1.3.7) la somme sur les attributions telles que iG 6 eG.
Nous qualierons d'utiles les ontretermes orrespondant à des sous-graphes dange-
reux. Ils sont utiles dans le sens où ils annulent réellement une divergene. Par ontre,
nous avons vu dans la setion préédente qu'auune divergene n'est assoiée aux graphes
dont au moins une patte interne est plus basse qu'une patte externe. Ainsi les ontre-
termes orrespondant à de tels graphes seront qualiés d'inutiles. Pour exprimer la série
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perturbative en terme d'une unique onstante de ouplage renormalisée, nous sommes
obligés d'extraire la partie loale des sous-graphes qui ne sont pas quasi-loaux et don
d'inlure dans la onstante nue les ontretermes inutiles.
Les ontretermes inutiles sont nis ar la somme sur leurs indies internes est bornée
par l'indie d'au moins une de leurs pattes externes. Mais, dans le as d'un graphe g à
quatre points, ette somme logarithmique se omporte omme eg. Si e sous-graphe est
inséré un grand nombre de fois dans une boule onvergente, on aura∑
eg
M−kegeng ≃Knn!. (1.3.8)
Or nous avons vu en setion 1.1.2 que la fontion à quatre points renormalisée soure
du problème des renormalons 'est-à-dire des ontributions en n!. Le terme de renorma-
lon prend maintenant tout son sens ar nous venons de voir que es n! proviennent des
ontretermes inutiles. En toute rigueur, nous avons seulement onstaté que les ontre-
termes inutiles fournissent des ontributions du type renormalons mais non que tous les
renormalons leur sont dûs. En fait, nous donnerons dans la setion 1.3.3 un théorème
qui prouve qu'en l'absene de ontretermes inutiles, les amplitudes  renormalisées utile-
ment  n'ont pas de renormalon.
Dans les deux setions suivantes, nous allons donner les grandes lignes de la preuve de la
nitude des amplitudes renormalisées. Pour ela nous devons tout d'abord érire la formule
de forêts de Zimmermann dans le adre de l'analyse multi-éhelles. Cei onstituera le
lemme de lassiation des forêts. Puis nous expliquerons omment e lemme permet
d'une part de montrer la nitude ordre par ordre de la série renormalisée et d'autre part
de donner une borne sur l'amplitude des graphes renormalisés. Le théorème que nous
montrerons sera
Théorème 1.3.2 (BPHZ uniforme) Soit G un graphe de φ44, onnexe, amputé. Soit
h ∈ L1(R4). Soit f(G) = max
forêts divergentes F de G cardF . Quel que soit ν0 ∈ Ve(G), il
existe K ∈ R+ telle que l'amplitude renormalisée ARG (donnée par la formule (1.1.28))
soit bornée par ∫ ∏
ν∈Ve(G)
dzν h(zν0)A
R
G({zν}ν 6=ν0) 6Kn(G)f(G)!‖h‖1. (1.3.9)
Nous pouvons failement nous onvainre que le nombre d'éléments d'une forêt de sous-
graphes divergents d'un graphe donné est borné par f(G) 6 n(G).
1.3.2 La forêt qui ahe l'arbre
Nous allons montrer omment organiser la somme sur les forêts divergentes en fontion
de la struture de l'arbre de Gallavotti-Niolò. Pour simplier les arguments, nous nous
restreindrons aux graphes ne ontenant que des sous-divergenes à quatre points. Ce qui
suit est extrait de [Riv91℄.
Soit un graphe G à quatre points ou plus ne ontenant que des sous-divergenes à
quatre points. Soit une attribution d'éhelle µ. L'ensemble des sous-graphes quasi-loaux
divergents forme une forêt notée Dµ. Rappelons que pour rendre l'amplitude de G nie, il
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est seulement néessaire d'extraire les parties divergentes de es graphes-là. Par ailleurs,
nous avons remarqué grâe à l'exemple de la bulle que la prise de partie loale d'un graphe
déouple les lignes internes des pattes externes. Soit g ⊂ G, nous avons τgAG = AG/gτAg
ave G/g le graphe G où on a réduit g à un point. Le fait que haque τg déouple g de ses
pattes externes nous inite à redénir une nouvelle forêt Dµ qui prenne en ompte ette
fatorisation.
Prenons l'exemple de la gure 1.2. Sur la gure 1.5a, nous avons attribué une éhelle
à haque ligne de e graphe. Considérons la forêt F = {G1, G2, G} (voir la gure 1.2
et le paragraphe au-dessus). Dans F et ave une telle attribution, ni G1 ni G2 ne sont
dangereux. Cependant, l'appliation de l'opérateur τG2 déplae les lignes d'éhelles 15
et 5 au point x (voir gure 1.5b). Le graphe G1 ne possède alors plus que deux pattes
externes, plus basses que ses lignes internes. Remarquons que si le sous-graphe G1 ⊂ G2
n'avait eu auune patte externe en ommun ave les pattes externes de G2, l'appliation
de τG2 n'aurait pas hangé la nature dangereuse ou pas de G1. Les seuls hangements
proviennent des sous-graphes G1 ⊂ G2 qui ont des pattes externes en ommun. De plus,
il est faile de se rendre ompte que si G2 est dangereux alors τG2 ne hange pas non plus
la nature de G1.
5 15
4 5
1010
x y
(a) Un oeil multi-étages
5
4
1010
15
5
x y
(b) Fatorisation d'un ontreterme
Fig. 1.5: De forêt inoensive à forêt dangereuse
Voii omment dénir une forêt dangereuse qui dépend d'une forêt de graphes. Nous
érirons qu'un sous-graphe g est ompatible ave une forêt F si F ∪ {g} est une forêt.
Nous dénissons également BF(g) omme l'anêtre de g dans F ∪ {g} et AF(g) omme
les enfants de g dans F : AF(g) = ∪h⊂g, h∈Fh.
Nous pouvons alors dénir deux sous-forêts de F orrepondant aux parties dangereuses
et inoensives de F . La forêt inoensive Tµ(F) est le omplémentaire dans F de la forêt
dangereuse Dµ(F) :
Dµ(F) = {g ∈ F : ig(F) > eg(F)} (1.3.10)
ave ig(F) =min {il(µ) : l ∈ g \ AF (g)} , (1.3.11)
eg(F) =max {il(µ) : l ∈ Ie(g) ∩ BF(g)}
Ie(g) étant l'ensemble des lignes externes de g. Cette dénition généralise les indies ig
et eg ar ig = ig(∅) et eg = eg(∅). De plus, elle généralise la notion de quasi-loalité au
graphe réduit g/AF(g).
Nous vérions failement que si F1 ⊂ F2 alors ∀g ∈ F1, ig(F1) 6 ig(F2) et eg(F1) >
eg(F2). Nous avons le lemme suivant :
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Lemme 1.3.3
ig(F) =ig(Tµ(F) ∪ {g}), (1.3.12)
eg(F) =eg(Tµ(F) ∪ {g}). (1.3.13)
La preuve n'est pas très ompliquée à partir des dénitions préédentes. Néanmoins e
lemme est apital ar il implique Tµ(Tµ(F)) = Tµ(F) si bien que l'ensemble FD(G) des
forêts divergentes de quadrupèdes se déompose en lasse d'équivalenes sous l'ation du
projeteur Tµ :
FD(G) =
⋃
F|Tµ(F)=F
{F ′ : Tµ(F ′) = F} . (1.3.14)
Les forêts satisfaisant Tµ(F) = F forment l'ensemble I(µ) des forêts inoensives. À partir
d'une forêt F ∈ I(µ), on peut onstruire la forêt maximale F ∪ Hµ(F) qui satisfait
Tµ(F ∪Hµ(F)) = F :
Hµ(F) = {g ⊂ G : g ompatible ave F et g ∈ Dµ(F ∪ {g})} . (1.3.15)
Le lemme suivant aratérise alors les lasses d'équivalenes de FD(G) :
Lemme 1.3.4 (Classiation des forêts) Pour toute forêt F ∈ I(µ), on a
F ∪Hµ(F) ∈FD(G), (1.3.16)
∀F ′ ∈ FD(g), Tµ(F ′) = F ⇐⇒F ⊂ F ′ ⊂ F ∪Hµ(F). (1.3.17)
Nous renvoyons à [Riv91℄ pour la preuve. Le fait important est que e lemme permet de
rérire l'opérateur de Zimmermann en fatorisant un produit d'opérateurs 1 − τ orres-
pondant aux graphes dangereux dans haque forêt de sous-graphes inoensifs inluant la
forêt vide :
R =
∑
F∈FD(G)
∏
g∈F
(−τg) =
∑
F∈I(µ)
∏
g∈F
(−τg)
∏
h∈Hµ(F)
(1− τh). (1.3.18)
1.3.3 Bornes et nitude
Pour montrer le théoème 1.3.2, nous érivons d'abord l'amplitude renormalisée sous
la forme
ARG =
∑
F∈FD(G)
ARG,F (1.3.19)
ARG,F =
∑
µ|F∈I(µ)
∏
g∈F
(−τg)
∏
h∈Hµ(F)
(1− τh)AµG. (1.3.20)
Pour haque forêt F , nous pouvons montrer une borne du type (1.3.9) puis onlure ar
le nombre de forêts divergentes de quadrupèdes est borné par 8n(G) (voir [dCR81, dCR83℄).
Nous appliquons tout d'abord les opérateurs τg pour tout g ∈ F . Ceux-i déplaent les
pattes externes de g et internes à BF(g) en un point noté νe(g). Puis nous appliquons les
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opérateurs 1− τh pour h ∈ Hµ(F). Cela donne lieu à des diérenes de propagateurs que
nous évaluons par un développement de Taylor semblable à l'équation (1.3.4). Remarquons
que la ligne qu'on déplae doit se trouver dans Ie(h) ∩ BF(h) ar les lignes externes
ommunes à h et BF(h) ont été déplaées en un même point après l'opérateur τBF (h). Le
produit des 1− τh se fatorise en∏
g∈F∪{G}
∏
h∈Hµ(F)|BF (h)=g
(1− τh) (1.3.21)
et haque produit d'opérateurs agit uniquement sur g/AF(g). Ainsi les diérenes de
propagateurs rapportent au moinsM ih(F)−eh(F). Puis, omme dans le as de la bulle, nous
bornons les propagateurs interpolés par une borne du type (1.2.3). Les intégrales sur les
paramètres d'interpolation sont alors bornées par 1.
L'intégrande est alors prêt pour l'intégration sur les vertex internes. Il faut garder
à l'esprit le fait que l'amplitude de G est fatorisée dans les g/AF(g), g ∈ F , après
appliation des opérateurs τ. Pour intégrer les vertex internes de G, nous hoisissions un
arbre T dont la restrition à g/AF(g) est un arbre générateur Tg de g/AF(g). Ce hoix
est possible, omme dans le as de l'arbre de Gallavotti-Niolò, ar F ∪{G} est un arbre.
Puis nous demandons que pour tout g ∈ F , Tg soit sous-arbre dans toutes les omposantes
onnexes (g/AF(g))ik.
L'intégration sur les vertex internes produit∏
g∈F∪{G}
∏
(i,k)
M−ω((g/AF (g))
i
k)
(1.3.22)
où ω est donné par l'équation (1.2.20) à D = 4. En ajoutant les fateurs de déroissane
vertiale obtenus grâe aux opérateurs 1− τh, on obtient
|ARG,F | 6
∑
µ|F∈I(µ)
∏
g∈F∪{G}
∏
(i,k)
M−ω
′((g/AF (g))ik)
(1.3.23)
où
ω′((g/AF(g))
i
k) =max
{
1, ω((g/AF(g))
i
k)
}
(1.3.24)
sauf si g ∈ F et (g/AF(g))ik = g/AF(g) auquel as
ω′((g/AF(g))ik) =ω((g/AF(g))
i
k) = 0. (1.3.25)
Soit i
max
(µ) l'indie le plus haut de l'attribution µ. À partir d'une fration de la
déroissane vertiale (1.3.23), nous pouvons extraire M−δ imax . Puis en xant un indie
de g/AF(g), on somme sur les éhelles des h ∈ Hµ(F) :∏
g∈F∪{G}
Kn(g/AF (g)) 6Kn(G). (1.3.26)
Puis la somme logarithmique sur les éhelles des sous-graphes inoensifs est ertainement
bornée par i
max
(µ). Enn la somme sur i
max
(µ) donne∑
i
max
(i
max
)cardFM−δ imax 6(cardF)!KcardF (1.3.27)
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e qui prouve le théorème 1.3.2. Enore une fois, la preuve montre un peu plus. Si on
onsidère l'opérateur de Taylor restreint aux graphes dangereux 'est-à-dire F = ∅ et
sahant que Hµ(∅) = Dµ, on a
Théorème 1.3.5 (Renormalisation utile)
|AURG | =
∑
µ
∏
h∈Dµ
(1− τh)AµG 6 Kn(G). (1.3.28)
Ce dernier théorème montre que les renormalons sont bien dus uniquement aux ontre-
termes inutiles.
Pour démontrer le théorème 1.3.2 en toute généralité 'est-à-dire ave les sous-graphes
à deux points, il faudrait utiliser le formalisme des graphes 1-partiule irrédutible. Sinon,
on aurait aaire à des graphes dont le ardinal des forêts divergentes atteindrait 3n/2 e
qui empêherait d'obtenir un rayon de onvergene ni dans le plan de Borel.
1.4 La série eetive
Pour dénir une théorie des hamps, au sens mathématique du terme, par exemple
par l'intermédiaire de sa fontion de partition, il est néessaire d'utiliser des méthodes
perturbatives. Ces tehniques sont également un bon moyen de aluler des grandeurs
physiques. Le point de départ est la série nue (1.1.8). Sahant que l'on souhaite prendre
la limite κ → 0, ette série n'est lairement pas le bon objet à onsidérer. Les méthodes
de renormalisation perturbative du type BPHZ permettent de réorganiser la série nue en
une série entière en une onstante renormalisée λR. La série renormalisée est nie ordre
par ordre en λR. Néanmoins, elle n'est pas sommable à ause du problème des renorma-
lons. C'est la dénition même de la série renormalisée qui rée es ontributions d'ordre
n! rendant le rayon de onvergene de la série nul. Pour les théories asymptotiquement
libres, la série peut être Borel sommable mais pour les autres, telles que φ44, e n'est à
priori pas le as. Ces problèmes de resommation sont importants pour dénir le modèle
au-delà de la perturbation, notamment en régime de ouplage fort.
Nous avons onstaté, dans la setion préédente, que les renormalons sont uniquement
dus aux ontretermes inutiles. En eet, l'analyse multi-éhelles nous apprend que seuls les
graphes quasi-loaux, 'est-à-dire eux dont toutes les lignes internes sont  au-dessus 
de toutes leurs pattes externes, onduisent à des divergenes. Les ontretermes assoiés
à es graphes sont dits utiles. Les autres, non seulement ne servent pas à annuler une
divergene mais enore réent les renormalons. Pour obtenir une série nie ordre par
ordre sans renormalon, nous sommes amenés à ne pas introduire de ontretermes inutiles.
Nous avons vu, ave l'exemple du graphe bulle, que les ontretermes utiles dépendent
de l'éhelle de la plus haute patte externe (voir équation (1.3.7)). En eet, un ontre-
terme est utile s'il orrespond à la partie loale d'un graphe g quasi-loal 'est-à-dire dont
l'attribution µ(g) est telle que ig > eg. La somme sur µ(g) est alors ontrainte par ette
ondition de quasi-loalité. Ainsi, il n'est pas possible d'absorber les ontretermes utiles
dans la redénition d'une unique onstante de ouplage renormalisée. Il est néessaire
d'introduire une innité de onstantes de ouplage, indiées par l'éhelle de la plus haute
patte du vertex orrespondant. Ces onstantes sont intimement reliées à la philosophie du
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groupe de renormalisation à la Wilson. La onstante eetive λi à l'éhelle i orrespond
à la partie loale des graphes à quatre points quasi-loaux dont toutes les lignes internes
ont un indie supérieur ou égal à i+ 1. Or le  déoupage  de la théorie en tranhes de
moments induit une déomposition de l'intégrale fontionnelle par la fatorisation de la
mesure gaussienne (voir équation (1.2.2)) : pour tout 0 6 i 6 ρ, l'intégration sur le hamp
φi rée les propagateurs C i d'éhelle i. Si nous intégrons tous les hamps de ρ à i + 1,
nous obtenons une théorie  eetive  dont la onstante de ouplage est λi.
Pour résumer et préparer le leteur au formalisme qui suit, nous pouvons érire que
la série eetive est obtenue à partir de la série nue en développant ertaines onstantes
nues en termes des onstantes eetives et des ontretermes utiles. De même, en extrayant
les ontretermes inutiles des onstantes eetives, on a la série renormalisée. Ainsi nous
avons :
onstante nue =onstantes eetives + ontretermes utiles (1.4.1a)
onstante renormalisée =onstantes eetives − ontretermes inutiles (1.4.1b)
e qui est ompatible ave la dénition habituelle (1.1.25) :
onstante nue =onstante renormalisée + tous les ontretermes. (1.4.1)
Ainsi de la même façon qu'on dénit la onstante renormalisée omme une série formelle
en la onstante nue, nous allons donner les onstantes eetives en termes de la onstante
nue. Enore une fois, nous nous restreindrons aux graphes sans sous-graphe à deux points.
Toute fontion de Shwinger onnexe à N points peut s'exprimer omme une série formelle
en la onstante nue :
CρN =
∑
G
∑
µ∈J0,ρKI(G)
(−λρ)n(G)AG,µ (1.4.2)
où la somme sur G est restreinte aux graphes onnexes à N points sans sous-graphes à
deux points. Nous allons démontrer le théorème suivant onernant l'existene de la série
eetive :
Théorème 1.4.1 (Série eetive) Il existe ρ+ 1 séries formelles en λρ = λ
ρ
ρ, appelées
λρρ−1, . . . , λ
ρ
−1, telles que la série formelle (1.4.2) s'exprime omme
CρN =
∑
G|N(G)=4
∑
µ∈J0,ρKI(G)
∏
ν∈V(G)
(−λρeν(µ))AURG,µ, (1.4.3)
AURG,µ =
∏
h∈Dµ(G)
(1− τh)AG,µ (1.4.4)
où l'exposant ρ dans les onstantes de ouplage rappelle que la théorie est dénie ave une
oupure ρ, où eν(µ) est déni en (1.2.22) et Dµ(G) est la forêt des sous-graphes quasi-
loaux à quatre pattes externes de G. Les onstantes eetives obéissent à la dénition
réursive :
−λρi =− λρi+1 +
∑
H|N(H)=4
∑
µ(H)|
iH=i+1>eH
∏
ν∈V(H)
(−λρeν(µ))
∏
h∈Dµ(H)
(1− τh) τHAH,µ (1.4.5)
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L'équation (1.4.5) dénit (par substitutions répétées) haque onstante eetive omme
une série formelle en λρ. Cette réurrene s'arrête à λ−1 ar 'est la dernière onstante
pour laquelle la somme sur les graphes H est non vide. Si nous appliquons la formule
(1.4.3) à la fontion onnexe à quatre points et prenons sa partie loale, tous les termes
sont nuls sauf le graphe trivial formé d'un seul vertex. Ses quatre pattes externes sont, par
dénition, d'éhelle −1 si bien que la onstante de ouplage assoiée est λ−1. Celle-i est
don la partie loale, ou à moments externes nuls, de la fontion à quatre points onnexe
et peut ainsi être identiée à la onstante de ouplage renormalisée.
Démonstration. La preuve du théorème 1.4.1 s'eetue par réurrene. Nous allons mon-
trer que si nous ne renormalisons utilement une fontion onnexe que jusqu'à l'éhelle i,
nous obtenons une série intermédiaire qui est
CρN =
∑
G|N(G)=4
∑
µ∈J0,ρKI(G)
∏
ν∈V(G)
(−λρmax(i,eν(µ)))AUR,iG,µ , (1.4.6)
AUR,iG,µ =
∏
h∈Diµ(G)
(1− τh)AG,µ, (1.4.7)
Diµ(G) = {h ∈ Dµ(G) : ih > i} . (1.4.8)
L'hypothèse de réurrene est lairement vériée à i = ρ où (1.4.6) se réduit à (1.4.2). Si
nous prouvons le passage de i+1 à i, le théorème sera démontré dans la mesure où, pour
i = −1, (1.4.6) devient (1.4.3). Supposons don vraie l'hypothèse de réurrene à l'éhelle
i+1. Nous allons la démontrer à l'éhelle i en ajoutant et soustrayant les ontretermes qui
permettent de passer de AUR,i+1G,µ à A
UR,i
G,µ . Ceux-i orrespondent aux graphes quasi-loaux
H à quatre pattes vériant iH = i+ 1.
CρN =
∑
G|N(G)=4
∑
µ∈J0,ρKI(G)
∏
ν∈V(G)
(−λρmax(i+1,eν(µ)))
∏
h∈Di+1µ (G)
(1− τh)AG,µ (1.4.9)
=
∑
G,µ(G)
∏
ν∈V(G)
(−λρmax(i+1,eν(µ)))
∏
h∈Di+1µ (G)
(1− τh)
∏
H∈Diµ(G)\Di+1µ (h)
(1− τH + τH)AG,µ
=
∑
G,µ(G)
∏
ν∈V(G)
(−λρmax(i+1,eν(µ)))
∏
h∈Di+1µ (G)
(1− τh)
×
∑
p∈P(Diµ(G)\Di+1µ (G))
∏
H∈p
τH
∏
H′∈∁p
(1− τH′)AG,µ.
Pour un ensemble dénombrable A, nous avons noté P(A) l'ensemble des parties de A. Les
sous-graphes H ′ ∈ ∁p sont régularisés. Par ontre, les H ∈ p ne le sont pas. Néanmoins,
les opérateurs τH  détahent  le sous-graphe H de G et, en notant G/p le graphe G
réduit par tous les graphes de pb, nous avons∏
H∈p
τHAG,µ =
(∏
H∈p
τHAH
)
AG/p,µ′ (1.4.10)
b
Cette projetion est possible ar les éléments de p sont disjoints.
Setion 1.4  La série eetive 47
où µ′ est simplement la restrition de l'attribution µ aux lignes de G/p. Les parties loales
des sous-graphes H vont être absorbées dans une redénition des onstantes eetives.
Pour ela, nous regroupons les graphes G tels que G/p soit un graphe xé :
CρN =
∑
G′,µ′
(∑
G,µ
∑
p∈P(Diµ(G)\Di+1µ (G))|
G/p=G′
∏
ν∈V(G)
(−λρmax(i+1,eν(µ)))
∏
h∈Di+1µ (G)
(1− τh)
×
∏
H∈p
τH
∏
H′∈∁p
(1− τH′)AG,µ
)
. (1.4.11)
Les graphes G vériant G/p = G′, sont obtenus à partir de G′ en remplaçant haque
vertex ν ∈ V(G′) | eν(µ′) 6 i par un graphe H | iH = i+1 (voir gure 1.6). Auun des es
graphes ne peut ontenir d'autres graphes quasi-loaux dont l'indie minimum est i+ 1.
Ainsi haque H ∈ p orrespond à un vertex, et un seul, de G'. En remarquant que
eν 6 i eν0 6 i
G′
G
Hν | iHν = i+ 1
Hν0 | iH
ν0
= i+ 1
h ∈ Dµ(Hν0)
Fig. 1.6: Projetion des sous-graphes dangereux
∏
H∈p
τH =
∏
ν∈V(G′)|
eν(µ′)6i
τHν , (1.4.12)
∏
ν∈V(G)
(−λρmax(i+1,eν(µ))) =
∏
ν∈V(G′)|
eν(µ′)>i
(−λρmax(i+1,eν(µ)))
∏
ν∈V(G′)|
eν(µ′)6i
∏
ν′∈V(Hν)
(−λρmax(i+1,eν′ (µ))),
(1.4.13)
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h∈Di+1µ (G)
(1− τh) =
∏
ν∈V(G′)|
eν(µ′)6i
∏
h∈Di+1µ (Hν)
(1− τh)
∏
h∈Di+1
µ′ (G
′)
(1− τh) (1.4.14)
et
∏
H′∈∁p
(1− τH′) =
∏
H′∈Di
µ′ (G
′)\Di+1
µ′ (G
′)
(1− τH′), (1.4.15)
la série eetive se rérit omme
CρN =
∑
G′,µ′
∏
ν∈V(G′)|
eν(µ′)>i
(−λρmax(i+1,eν(µ)))

∏
ν∈G′|
eν(µ′)6i
( ∑
Hν ,µ(Hν)|
iHν=i+1
∏
ν′∈V(Hν)
(−λρmax(i+1,eν′ (µ)))
×
∏
h∈Di+1µ (Hν)
(1− τh)
)
τHνAHν
 ∏
h∈Di
µ′ (G
′)
(1− τh)AG′,µ′. (1.4.16)
La somme sur les graphes Hν ommene par le graphe trivial formé d'un unique vertex
dont toutes les pattes externes sont plus basses que i. La onstante de ouplage assoiée
est don −λρi+1. Ainsi la somme sur Hν est égale au membre de droite de l'équation (1.4.5)
et l'équation (1.4.16) est égale à (1.4.6). 
Pour que la série eetive soit utile, il faut pouvoir prendre la limite ρ → ∞. Nous
allons donner un exemple illustrant le fait que la limite ρ → ∞ de n'importe quelle
onstante λρi existe en tant que série en λ−1. Tout d'abord, remarquons qu'il existe une
dénition non réursive des onstantes eetives :
−λi =− λρ +
∑
H,µ(H)|
iH>i+1>eH
(−λρ)n(H)τHAH , (1.4.17)
−λ−1 =− λρ +
∑
H
(−λρ)n(H)τHAH (1.4.18)
où, à haque fois, la somme sur H est restreinte aux graphes onnexes à quatre points.
Pour exprimer λi en fontion de λ−1, il faut inverser (1.4.18) et substituer λρ en tant que
série formelle en λ−1 dans (1.4.17). À l'ordre 2 en λ−1, on a
−λi =− λ−1 − λ2−1
∑
j1,j2
τ
j1
j2
+ λ2−1
∑
min(j1,j2)>i+1
τ
j1
j2
+O(λ3−1)
=− λ−1 − λ2−1
∑
min(j1,j2)<i+1
τ
j1
j2
+O(λ3−1). (1.4.19)
Si j1 = j2, la somme sur j1 est logarithmiquement divergente mais bornée par i. Si j1 6= j2,
la somme sur max(j1, j2) est onvergente ar, jusqu'à min(j1, j2), on a aaire à une fon-
tion à six points. Puis la somme sur min(j1, j2) est logarithmiquement divergente mais
bornée par i. Ainsi, à l'ordre 2, la limite ρ → ∞, à i xé, existe. En fait, l'argument
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se généralise à tous les ordres. On obtient, pour λi, la somme de tous les graphes dont
l'indie minimum est inférieur ou égal à i plus la somme de toutes les forêts inutiles. Ainsi
la multi-série eetive, entre les séries nue et renormalisée, pas tout à fait à mi-hemin
ependant, est nie ordre par ordre, ne présente auun renormalon et ne fait pas inter-
venir les forêts de Zimmermann. C'est don ertainement la bonne série à onsidérer.
Par exemple, le modèle de Gross-Neveu ommutatif, asymptotiquement libre, est Borel
sommable en tant que série renormalisée mais, en tant que multi-série eetive, est som-
mable (le rayon de onvergene de haque série en λi est ni) [Riv91℄. De plus, les idées
qui sous-tendent la dénition de ette série sont les mêmes que elles du groupe de renor-
malisation de Wilson. La série eetive semble don en être la formulation la plus adaptée.
Remarquons enn que la dénition réursive (1.4.5) des onstantes eetives engendre
un ot disret de la onstante de ouplage. Par exemple, l'équation (1.4.19) donne, à des
onstantes positives près,
−λi =− λ−1 − iλ2−1 ≃
−λ−1
1− iλ−1 . (1.4.20)
À la limite i→ ρ, i se omporte omme le logarithme de la oupureMρ et nous retrouvons
l'équation (1.1.15).
Remarque 6. Dans les hapitres 3 et 4, nous ne prouverons pas expliitement les théo-
rèmes BPHZ pour les modèles Φ44 et Gross-Neveu non ommutatifs. Nous démontrerons
l'existene et la nitude ordre par ordre de la série eetive. Pour retrouver la série renor-
malisée, il faut exprimer les onstantes eetives en terme de la onstante renormalisée.
Cette opération, standard, fait apparaître les ontretermes inutiles. La nitude, ordre par
ordre, de la série renormalisée est alors vériée grâe à la lassiation des forêts.
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Chapitre 2
Dans la base matriielle
La diulté n'est pas de omprendre les idées nouvelles,
elle est d'éhapper aux idées aniennes qui ont poussé leurs
ramiations dans tous les reoins de l'esprit.
Keynes
Dans e hapitre, nous allons énoner et ommenter les résultats que nous avons ob-
tenus dans la base matriielle. Il existe une base de fontions sur RDθ où le produit de
Moyal devient un produit matriiel ordinaire (voir setion 2.1.1). Cette base permet don
d'exprimer une théorie des hamps sur un espae de Moyal omme un modèle de ma-
tries dynamiques (voir setion 2.2). La preuve originale de la renormalisabilité de Φ4 a
été obtenue dans ette base par H. Grosse et R. Wulkenhaar [GW05b, GW03, GW05a℄.
Un des avantages de ette base est qu'elle rend l'interation très simple et élimine les
diultés liées aux osillations. Malheureusement le propagateur devient très ompliqué.
C'est justement une étude approfondie de diérents propagateurs dans la base matriielle
que nous avons eetuée dans [GRVT06℄. Cette étude fournit toutes les bornes néessaires
pour aluler le omptage de puissane de diverses théories non ommutatives : Φ4, LSZ
(modié ou non), Gross-Neveu. Par ailleurs, dans [RVTW06℄, nous avons adapté les mé-
thodes d'analyse multi-éhelles à la base matriielle et redémontré ainsi le omptage de
puissane de Φ4 de manière plus simple et plus eae que dans la preuve originale.
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2.1 L'algèbre de Moyal
Nous ommençons par dénir l'algèbre de Moyal. Ce qui suit est prinipalement basé
sur [GBV88℄.
2.1.1 Dénitions et propriétés
L'algèbreAΘ L'algèbre de MoyalAΘ est l'espae vetoriel des fontions lisses à dérois-
sanes rapides S(RD) muni du produit non ommutatif déni par : ∀f, g ∈ SD def= S(RD),
(f ⋆Θ g)(x) =
∫
RD
dDk
(2π)D
dDy f(x+ 1
2
Θ · k)g(x+ y)eık·y (2.1.1)
=
1
πD |detΘ|
∫
RD
dDydDz f(x+ y)g(x+ z)e−2ıyΘ
−1z
(2.1.2)
où Θ est une matrie anti-symétrique non dégénérée de dimension D (e qui implique
D = 2N). Cette algèbre joue le rle des  fontions sur l'espae de Moyal RDθ . Dans la
suite nous érirons souvent f ⋆ g au lieu de f ⋆Θ g et utiliserons les notations et dénitions
suivantes : ∀f, g ∈ SD, ∀j ∈ J1, 2NK,
(µjf)(x) =xjf(x), ∂jf =
∂
∂xj
, ∂˜jf =
ı
2
Θjk∂k, (2.1.3)
〈f, g〉 =
∫
f(x)g(x)dx, dx
def
= (2π)−Nd2Nx. (2.1.4)
Nous érirons
(Ff)(x) =
∫
f(t)e−ıtxdt (2.1.5)
pour la transformation de Fourier et
(f ⋄ g)(x) =
∫
f(x− t)g(t)e2ıxΘ−1tdt (2.1.6)
pour la onvolution twistée.
Proposition 2.1.1 Si f, g ∈ SD alors f ⋆ g ∈ SD, (f, g) 7→ f ⋆ g est bilinéaire ontinue
et
∂j(f ⋆ g) =∂jf ⋆ g + f ⋆ ∂jg, (2.1.7)
µj(f ⋆ g) =f ⋆ µjg + ı∂˜jf ⋆ g = µjf ⋆ g − ıf ⋆ ∂˜jg. (2.1.8)
Démonstration. La règle de Leibniz (2.1.7) s'obtient en dérivant (2.1.2) sous l'intégrale et
(2.1.8) est un alul diret également à partir de (2.1.2). En appliquant (2.1.7) et (2.1.8)
à (2.1.2), on prouve que f ⋆ g ∈ SD.
Soit α = (α1, . . . , α2N) ∈ N2N , nous érirons ∂α = ∂α11 · · ·∂α2N2N et dénissons de la
même façon µα et ∂˜α. Alors
µα∂γ(f ⋆ g) =
∑
β6α
∑
ǫ6γ
(−ı)|β|
(
α
β
)(
γ
ǫ
)
µα−β∂γ−ǫf ⋆ ∂˜β∂ǫg. (2.1.9)
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De (2.1.2), nous obtenons ‖f ⋆ g‖∞ 6 K‖f‖1‖g‖1 où K = (πD |detΘ|)−1. Or la topologie
de SD étant donnée par les seminormes pαγ(f) = ‖µα∂γ‖∞ ou qαγ(f) = ‖µα∂γ‖1, la borne
pαγ(f ⋆ g) 6K
′∑
β6α
∑
ǫ6γ
(
α
β
)(
γ
ǫ
)
qα−β,γ−ǫ(f)q0,η+ǫ(g) (2.1.10)
où η tient ompte de l'inversion de la troisième relation de (2.1.3), montre que (f, g) 7→ f⋆g
est jointement ontinue pour la topologie de SD. 
Tout omme sur RD, la transformation de Fourier éhange le produit et la onvolution :
F (f ⋆ g) =F (f) ⋄F (g) (2.1.11)
F (f ⋄ g) =F (f) ⋆F (g). (2.1.12)
On montre aussi que le produit de Moyal et la onvolution twistée sont assoiatifs :
((f ⋄ g) ⋄ h)(x) =
∫
f(x− t− s)g(s)h(t)e2ı(xΘ−1t+(x−t)Θ−1s)ds dt (2.1.13)
=
∫
f(u− v)g(v − t)h(t)e2ı(xΘ−1v−tΘ−1v)dt dv
=(f ⋄ (g ⋄ h))(x). (2.1.14)
En appliquant (2.1.12), on a l'assoiativité du ⋆-produit. La onjugaison omplexe est une
involution dans AΘ
f ⋆Θ g =g¯ ⋆Θ f¯ . (2.1.15)
On a également
f ⋆Θ g =g ⋆−Θ f. (2.1.16)
Proposition 2.1.2 (Trae) Pour tous f, g ∈ SD,∫
dx (f ⋆ g)(x) =
∫
dx f(x)g(x) =
∫
dx (g ⋆ f)(x) (2.1.17)
Démonstration.∫
dx (f ⋆ g)(x) =F (f ⋆ g)(0) = (Ff ⋄Fg)(0) (2.1.18)
=
∫
Ff(−t)Fg(t)dt = (Ff ∗Fg)(0) = F (fg)(0)
=
∫
f(x)g(x)dx
où ∗ est la onvolution ordinaire. 
Dans les hapitres suivants, nous aurons besoin du lemme 2.1.3 pour aluler les termes
d'interation des modèles Φ44 et Gross-Neveu. Nous érirons x ∧ y def= 2xΘ−1y.
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Lemme 2.1.3 Pour tout j ∈ J1, 2n+ 1K, soit fj ∈ AΘ. Alors
(f1 ⋆Θ · · · ⋆Θ f2n) (x) = 1
π2D det2Θ
∫ 2n∏
j=1
dxjfj(xj) e
−ıx∧P2ni=1(−1)i+1xi e−ıϕ2n , (2.1.19)
(f1 ⋆Θ · · · ⋆Θ f2n+1) (x) = 1
πD detΘ
∫ 2n+1∏
j=1
dxjfj(xj) δ
(
x−
2n+1∑
i=1
(−1)i+1xi
)
e−ıϕ2n+1 ,
(2.1.20)
∀p ∈ N, ϕp =
p∑
i<j=1
(−1)i+j+1xi ∧ xj . (2.1.21)
La démonstration est une simple réurrene.
Corollaire 2.1.4 Pour tout j ∈ J1, 2n+ 1K, soit fj ∈ AΘ. Alors∫
dx (f1 ⋆Θ · · · ⋆Θ f2n) (x) = 1
πD detΘ
∫ 2n∏
j=1
dxjfj(xj) δ
( 2n∑
i=1
(−1)i+1xi
)
e−ıϕ2n ,
(2.1.22)∫
dx (f1 ⋆Θ · · · ⋆Θ f2n+1) (x) = 1
πD detΘ
∫ 2n+1∏
j=1
dxjfj(xj) e
−ıϕ2n+1 , (2.1.23)
∀p ∈ N, ϕp =
p∑
i<j=1
(−1)i+j+1xi ∧ xj . (2.1.24)
La yliité du produit, héritée de la proposition 2.1.2 implique : ∀f, g, h ∈ SD,
〈f ⋆ g, h〉 =〈f, g ⋆ h〉 = 〈g, h ⋆ f〉 (2.1.25)
et nous permet d'étendre par dualité l'algèbre de Moyal en une algèbre de distributions
tempérées.
Extension par dualité Considérons d'abord le produit d'une distribution tempérée
par une fontion de Shwartz. Pour T ∈ S ′D et h ∈ SD, nous dénissons 〈T, h〉 def= T (h) et
〈T ∗, h〉 = 〈T, h〉.
Dénition 2.1.1 Pour T ∈ S ′D, f, h ∈ SD, nous dénissons T ⋆ f et f ⋆ T par
〈T ⋆ f, h〉 =〈T, f ⋆ h〉, (2.1.26)
〈f ⋆ T, h〉 =〈T, h ⋆ f〉. (2.1.27)
La ontinuité du ⋆-produit implique que les membres de droite sont ontinus (et linéaires)
en h. Ainsi T ⋆ f et f ⋆ T sont ontinues (omme omposées d'appliations ontinues) et
linéaires en h don appartiennent à S ′D. Par exemple, l'identité 1 en tant qu'élément de
S ′D est l'élément neutre pour le ⋆-produit : ∀f, h ∈ SD,
〈1 ⋆ f, h〉 =〈1, f ⋆ h〉 (2.1.28)
=
∫
(f ⋆ h)(x)dx =
∫
f(x)h(x)dx
=〈f, h〉.
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Nous pouvons maintenant dénir l'espae vetoriel M omme intersetion de deux sous-
espaes ML et MR de S ′D.
Dénition 2.1.2 (Algèbre des multipliateurs)
ML = {S ∈ S ′D : ∀f ∈ SD, S ⋆ f ∈ SD} , (2.1.29)
MR = {R ∈ S ′D : ∀f ∈ SD, f ⋆ R ∈ SD} , (2.1.30)
M =ML ∩MR. (2.1.31)
Nous allons montrer que M est une ∗-algèbre assoiative. Commençons par dénir le
produit dans S ′D d'un élément de S ′D par un élément de ML ou MR :
Dénition 2.1.3 Pour T ∈ S ′D, S ∈ML et R ∈ MR,
〈T ⋆ S, h〉 =〈T, S ⋆ h〉, (2.1.32)
〈R ⋆ T, h〉 =〈T, h ⋆ R〉. (2.1.33)
Les membres de droite sont ontinus en h (voir dénition 2.1.1). Comme S ⋆ h et h ⋆ R
sont dans SD, T ⋆S et R⋆T sont des éléments de S ′D (S ′D est unM-bimodule). Puis nous
montrons que M est une algèbre :
Proposition 2.1.5 Pour R, S ∈M, R ⋆ S ∈ M.
Démonstration. Nous ommençons par démontrer un lemme d'assoiativité :
Lemme 2.1.6 Pour S ∈ML et f, g ∈ SD, on a S ⋆ (f ⋆ g) = (S ⋆ f) ⋆ g.
En eet, 〈S ⋆ (f ⋆ g), h〉 = 〈S, f ⋆ (g ⋆ h)〉 = 〈(S ⋆ f) ⋆ g, h〉 ave h ∈ SD et où on a utilisé
l'assoiativité du ⋆-produit dans SD.
Soient R, S ∈M et f, h ∈ SD,
〈(R ⋆ S) ⋆ f, h〉 =〈R ⋆ S, f ⋆ h〉 (dénition 2.1.1) (2.1.34)
=〈R, S ⋆ (f ⋆ h)〉 = 〈R, (S ⋆ f) ⋆ h〉 (lemme 2.1.6)
=〈R ⋆ (S ⋆ f), h〉.
S ⋆ f ∈ SD ar S ∈M don R⋆S ⋆f ∈ SD et R⋆S ∈M (la vériation de f ⋆R⋆S ∈M
est similaire). 
Pour montrer que M est assoiative, nous avons besoin du lemme intermédiaire sui-
vant :
Lemme 2.1.7 Pour S, T ∈ M et f, h ∈ SD, (R ⋆ S) ⋆ f = R ⋆ (S ⋆ f) et f ⋆ (R ⋆ S) =
(f ⋆ R) ⋆ S.
La démonstration est omplètement similaire à elle du lemme 2.1.6. L'assoiativité du
produit dans M suit : ∀R, S, T ∈M, ∀h ∈ SD,
〈(R ⋆ S) ⋆ T, h〉 =〈T, h ⋆ (R ⋆ S)〉 = 〈T, (h ⋆ R) ⋆ S〉 (2.1.35)
=〈S ⋆ T, h ⋆ R〉 = 〈R ⋆ (S ⋆ T ), h〉.
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De plus, l'algèbreM est munie d'une involution héritée de la onjugaison omplexe dans
SD : ∀R, S ∈M et h ∈ SD,
〈(R ⋆ S)∗, h〉 =〈R ⋆ S, h〉 = 〈R, S ⋆ h〉 (2.1.36)
=〈R∗, h ⋆ S∗〉 = 〈S∗ ⋆ R∗, h〉
ar 〈(S ⋆ f)∗, h〉 =〈S ⋆ f, h〉 = 〈S, f ⋆ h〉 (2.1.37)
=〈S∗, h ⋆ f〉 = 〈f ⋆ S∗, h〉. (2.1.38)
En onlusion,M est une ∗-algèbre assoiative. Elle ontient, entre autres, l'identitié,
les polynmes, la distribution δ et toutes ses dérivées. Ainsi la relation
[xµ, xν ] =ıΘµν , (2.1.39)
souvent donnée omme dénition de l'espae de Moyal, est valable dans M (mais pas
dans AΘ).
2.1.2 La base matriielle
Ce qui suit est basé prinipalement sur [GBV88, Gay05a, Wul04℄. L'algèbreAΘ possède
une base naturelle onstituée des fontions propres fmn, m, n ∈ ND/2 de l'hamiltonien de
Landau. Nous utiliserons la notation multi-indiielle
m =(m1, . . . , mD/2) ∈ ND/2, (2.1.40)
|m| def=
D/2∑
i=1
mi, (2.1.41)
m!
def
=
D/2∏
i=1
mi!. (2.1.42)
Dans la suite de e hapitre, nous utiliserons une matrie Θ donnée par
Θ = θ

S 0 . . . 0
0 S . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . S
 , S =
(
0 −1
1 0
)
. (2.1.43)
Soient Hl =
1
2
(x22l−1 + x
2
2l) pour l = 1, . . . ,
D
2
et H =
∑D/2
l=1 Hl. La gaussienne
f00(x) =2
D/2 e−2θ
−1H
(2.1.44)
est idempotente
a
dans AΘ : f00 ⋆ f00 = f00. Nous dénissons les fontions de réation et
d'annihilation
al =
1√
2
(x2l−1 + ıx2l), a¯l =
1√
2
(x2l−1 − ıx2l) (2.1.45)
a
Quelle que soit M ∈MD(C) dénie positive, e− 12xMx est idempotente dans AΘ.
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qui satisfont
[al, al′] = [a¯l, a¯l′] = 0, [a¯l, al′] = θδll′ . (2.1.46)
Les fontions fmn, dénies par
fmn(x) =
1√
m!n!θm+n
a¯⋆m ⋆ f00 ⋆ a
⋆n, (2.1.47)
diagonalisent l'hamiltonien H :
Hl ⋆ fmn =θ(ml +
1
2
)fmn, fmn ⋆ Hl = θ(nl +
1
2
)fmn. (2.1.48)
Elles diagonalisent également l'hamiltonien de Landau H±L =
1
2
(p ± x˜)2 (où x˜ = 2Θ−1x)
e qui est à l'origine de plusieurs solutions exates de théories des hamps sur espae de
phases non ommutatif [Lan03, LSZ03, LSZ04℄. De plus, elles onstituent une base de AΘ.
Plus préisement, la déomposition
AΘ ∋ a(x) =
∑
m,n
amnfmn(x) (2.1.49)
dénit un isomorphisme d'algèbre de Fréhet entre AΘ et l'algèbre des suites doublement
indiées {amn} à déroissanes rapides :
∀k ∈ N, rk(a) =
(∑
m,n
(m+
1
2
)(n+
1
2
) |amn|2
)1/2
<∞. (2.1.50)
Dans la suite, nous aurons besoin de quelques propriétés des fontions fmn ainsi que
ertaines identités. À partir de la dénition (2.1.47), fmn = fnm. Quelle que soit f ∈ AΘ,
on a
(al ⋆ f)(x) =al(x)f(x) +
θ
2
∂f
∂a¯l
(x), (f ⋆ al)(x) =al(x)f(x)− θ
2
∂f
∂a¯l
(x),
(a¯l ⋆ f)(x) =a¯l(x)f(x)− θ
2
∂f
∂al
(x), (f ⋆ a¯l)(x) =a¯l(x)f(x) +
θ
2
∂f
∂al
(x) (2.1.51)
où
∂
∂al
= 1√
2
(∂2l−1 − ı∂2l) et ∂∂a¯l = 1√2(∂2l−1 + ı∂2l). Ça implique a¯l⋆ml ⋆ f00 = 2ml a¯lmlf00,
f00 ⋆ a
⋆nl
l = 2
nlanlf00 et
al ⋆ a¯l
⋆ml ⋆ f00 =
{
mlθ(a¯l
⋆(ml−1) ⋆ f00) pour ml > 1
0 pour ml = 0,
f00 ⋆ a
⋆nl
l ⋆ a¯l =
{
nlθ(f00 ⋆ a
⋆(nl−1)
l ) pour nl > 1
0 pour nl = 0
(2.1.52)
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On en déduit
al(x)f(x) =
1
2
((al ⋆ f)(x) + (f ⋆ al)(x)) , (2.1.53)
a¯l(x)f(x) =
1
2
((a¯l ⋆ f)(x) + (f ⋆ a¯l)(x)) ,
x2l−1 =
1√
2
(al + a¯l) , (2.1.54)
x2l =
−ı√
2
(al − a¯l) ,
∂1f =
1
θ
√
2
{f ⋆ (a¯l − al) + (al − a¯l) ⋆ f} , (2.1.55)
∂2f =
ı
θ
√
2
{f ⋆ (a¯l + al)− (a¯l + al) ⋆ f} .
Il vient de (2.1.52) et de l'idempotene de f00
(fmn ⋆ fkl)(x) = δnkfml(x). (2.1.56)
Le point important est que la multipliation (2.1.56) identie le ⋆-produit ave le produit
de matries ordinaire :
a(x) =
∞∑
m,n=0
amnfmn(x), b(x) =
∞∑
m,n=0
bmnfmn(x)
⇒ (a ⋆ b)(x) =
∞∑
m,n=0
(ab)mnfmn(x), (ab)mn =
∞∑
k=0
amkbkn. (2.1.57)
Finalement, en utilisant la propriété de trae de l'intégrale et (2.1.52) on a∫
dDx fmn(x) =
1√
m!n! θm+n
∫
dDx
(
a¯⋆m ⋆ f00 ⋆ f00 ⋆ a
⋆n
)
(x)
= δmn
∫
dDxf00(x) = (2πθ)
D/2δmn . (2.1.58)
2.2 Un modèle de matries dynamiques
Comme nous l'avons mentionné dans l'introdution de ette thèse, il ne sut pas de
remplaer le produit point à point par le produit de Moyal pour généraliser une théorie
des hamps ommutative en une théorie non ommutative. Le modèle que l'on obtien-
drait serait non renormalisable à ause du phénomène de mélange UV/IR. Heureusement
H. Grosse et R. Wulkenhaar ont déouvert le moyen de modier l'ation de la théorie
(non ommutative) φ4 naïve pour la rendre renormalisable. Le bon modèle à onsidérer
est don
S[φ] =
∫
d4x
(
− 1
2
∂µφ ⋆ ∂
µφ+
Ω2
2
(x˜µφ) ⋆ (x˜
µφ) +
1
2
µ20 φ ⋆ φ+
λ
4
φ ⋆ φ ⋆ φ ⋆ φ
)
(x) (2.2.1)
ave x˜µ = 2(Θ
−1x)µ. Nous nous plaerons toujours dans le as eulidien. La métrique
employée est don gµν = δµν .
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2.2.1 De l'espae diret à la base matriielle
En utilisant la déomposition (2.1.49) et les identités (2.1.54) à (2.1.58), nous pouvons
exprimer l'ation dans la base matriielle :
S[φ] =(2π)D/2
√
detΘ
(1
2
φ∆φ+
λ
4
Trφ4
)
(2.2.2)
où φ = φmn, m, n ∈ ND/2 et
∆mn,kl =
D/2∑
i=1
(
µ20 +
2
θ
(mi + ni + 1)
)
δmlδnk (2.2.3)
− 2
θ
(1− Ω2)
(√
(mi + 1)(ni + 1) δmi+1,liδni+1,ki +
√
mini δmi−1,liδni−1,ki
)∏
j 6=i
δmj ljδnjkj .
La matrie ∆ (quadri-dimensionnelle) représente la partie quadratique du lagrangien.
La première diulté pour étudier le modèle de matries (2.2.2) est le alul de son
propagateur G déni omme l'inverse de la matrie ∆ :∑
r,s∈ND/2
∆mn;rsGsr;kl =
∑
r,s∈ND/2
Gmn;rs∆sr;kl = δmlδnk. (2.2.4)
Inverser une matrie quadri-dimensionnelle n'est pas hose faile. Heureusement la forme
(2.1.43) de la matrie Θ implique l'invariane de l'ation sous SO(2)D/2. Il en résulte une
loi de onservation se traduisant dans les indies de matries par
∆mn,kl =0 ⇐⇒ m+ k 6= n + l. (2.2.5)
Nous avons évidemment la même ontrainte sur les indies du propagateur. La matrie
∆ est don (seulement) tri-dimensionnelle et il faut don inverser une innité de matries
bi-dimensionnelles paramétrées par l'un des indies de ∆mn;kl = ∆m,m+h;l+h,l = ∆
(h)
m;l.
L'inversion fait intervenir les polynmes de Meixner. Le résultat est
Gm,m+h;l+h,l =
θ
8Ω
∫ 1
0
dα
(1− α)µ
2
0θ
8Ω
+(D
4
−1)
(1 + Cα)
D
2
D
2∏
s=1
G
(α)
ms,ms+hs;ls+hs,ls, (2.2.6)
G
(α)
m,m+h;l+h,l =
(√
1− α
1 + Cα
)m+l+h min(m,l)∑
u=max(0,−h)
A(m, l, h, u)
(
Cα(1 + Ω)√
1− α (1− Ω)
)m+l−2u
,
où A(m, l, h, u) =
√(
m
m−u
)(
m+h
m−u
)(
l
l−u
)(
l+h
l−u
)
et C est une fontion de Ω : C(Ω) = (1−Ω)
2
4Ω
.
Nous avons déjà mentionné que le prinipal avantage de la base matriielle est qu'elle per-
met d'éviter l'exploitation, souvent diile, des osillations (2.1.22) dans l'interation. En
eet, dans ette base, φ⋆4 devient Trφ4. Cependant la ontrepartie à ette simpliation
est la omplexité du propagateur. Il sut de omparer (p2 + µ20)
−1
à (2.2.6).
Soit Z[J ] la fontion de partition du modèle :
Z[J ] =
∫ ∏
a,b∈ND/2
dφab exp−
(
S[φ] + (2π)D/2
√
detΘ
∑
m,n
φmnJnm
)
. (2.2.7)
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Pour démontrer la renormalisabilité perturbative de Φ4, Grosse et Wulkenhaar ont utilisé
la méthode de Polhinski (voir [Sal99℄). Cela onsiste à utiliser une équation diérentielle
reliant les amplitudes du modèle. Grâe à ette équation, on peut démontrer, de manière
indutive, des bornes sur les amplitudes. Voii shématiquement omment on obtient ette
équation. Tout d'abord, nous savons que les amplitudes nues divergent. Nous devons don
intoduire une régularisation
b
aratérisée par une oupure Λ. Puis nous autorisons les
diérentes onstantes du modèle à dépendre de l'éhelle arbitraire Λ de telle sorte que
Z[J,Λ] soit en fait indépendant de Λ. L'équation de Polhinski est
Λ∂ΛZ[J,Λ] =0. (2.2.8)
Remarquons que le modèle de matries (2.2.2) est dynamique dans le sens où la partie
inétique du lagrangien n'est pas triviale. En eet, habituellement les modèles de matries
étudiés sont loaux.
Dénition 2.2.1 Un modèle de matrie est dit loal si Gmn;kl = G(m,n)δmlδnk et non
loal sinon.
Dans les théories matriielles, les graphes de Feynman sont représentés par des graphes
à rubans. Ainsi le propagateur Gmn;kl est représenté par la gure 2.1. Un modèle loal
m
n = m+ h k = l + h
l
Fig. 2.1: Propagateur matriiel
orrespond don à un propagateur qui onserve les indies le long des trajetoires (simples
lignes).
2.2.2 Topologie des graphes à rubans
Le omptage de puissane des modèles matriiels dépend des données topologiques des
graphes. La gure 2.2 donne deux exemples de graphes à rubans. Tout graphe à rubans
(a) Planaire (b) Non planaire
Fig. 2.2: Graphes à rubans
peut être dessiné sur une variété bi-dimensionnelle. En fait, haque graphe dénit la
b
Grosse et Wulkenhaar ont utilisé une fontion K(m/Λ2) qui vaut 1 si m 6 Λ2 et 0 si m > 2Λ2.
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surfae sur laquelle on le dessine. En eet, soit un graphe G ave V vertex, I propagateurs
internes (doubles lignes) et F faes (faites de lignes simples). La aratéristique d'Euler
χ =2− 2g = V − I + F (2.2.9)
donne le genre g de la variété. On peut s'en rendre ompte en passant au graphe dual.
Le dual d'un graphe G est obtenu en éhangeant faes et vertex. Les graphes duaux de
la théorie Φ4 sont des quadrangulations des surfaes sur lesquelles ils sont dessinés (la
valene d'un vertex devient la longueur de la fae duale). De plus, haque fae du graphe
diret brisée par des pattes externes devient dans le graphe dual un point marqué. Si
parmi les F faes d'un graphe, B sont brisées, il peut être dessiné sur une variété de genre
g = 1 − 1
2
(V − I + F ) ave B points marqués. La gure 2.3 donne les aratéristiques
topologiques des graphes de la gure 2.2.
=⇒
V=3
I=3
F=2
B=2
 =⇒ g = 0
=⇒
V=2
I=3
F=1
B=1
 =⇒ g = 1
Fig. 2.3: Données topologiques de graphes à rubans
Graphe dual Le graphe dual d'un graphe à rubans est obtenu en assoiant à haque
fae un vertex et à haque vertex une fae. Toute ligne bordant deux faes voisines est
remplaée par une ligne qui joint les deux vertex orrespondants du graphe dual. Remar-
quons que le genre peut être alulé soit dans le graphe diret à partir de (2.2.9) soit
dans le graphe dual ar le genre est invariant sous ette dualité. En eet, soient V ′ = F ,
F ′ = V les nombres de vertex et de faes du graphe dual (les quantités duales seront
notées ave une apostrophe). Alors χ = V − I + F = V ′ − I + F (I ′ = I). Si le graphe
diret est un graphe de φ4 'est-à-dire haque vertex est de oordination 4, nous avons
4 = If ′ + Nf ′ pour toute fae f
′ ∈ F ′ où If ′ et Nf ′ sont les nombres d'arêtes et de va-
lenes externes appartenant à f ′. La oordination des vertex du graphe dual est arbitraire.
Voii omment onstruire le dual d'un graphe. Tout d'abord, pour haque fae orientée
du graphe diret, nous dessinons un vertex orienté en assoiant
 à haque simple ligne d'un propagateur du graphe diret une valene interne du
vertex dual,
 à haque valene externe du graphe diret une valene externe du vertex dual
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en respetant l'ordre des èhes sur les trajetoires. Ensuite nous onnetons les valenes
des vertex duaux par les propagateurs duaux, orthogonaux aux propagateurs direts (voir
gure 2.4).
direct
dual
m
n k
l
Fig. 2.4: Propagateur dual
Considérons l'exemple de la gure 2.5a qui n'a qu'une seule fae. Les règles préédentes
onduisent au vertex dual de la gure 2.5. Puis nous onnetons les valenes par les
propagateurs duaux 'est-à-dire n1q ave r
′q′, qr ave q′m2 et n2m1 ave rr′. Le résultat
est la gure 2.5b.
(a) Un graphe à ruban (b) Son dual
() Vertex dual
Fig. 2.5: Dualité
2.2.3 Un omptage de puissane général
Dans [GW05a℄, Grosse et Wulkenhaar ont utilisé la méthode de Polhinski pour dé-
montrer un omptage de puissane très général. Ils ont onsidéré une théorie matriielle
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d'interation Trφ4 ave un propagateur (quasiment) quelonque. La seule restrition im-
posée au propagateur est l'invariane par rotation (2.2.5). Les graphes qui sont solutions
de l'équation de Polhinski sont reliés par des propagateurs modiés
 Q :
Qmn;kl =Λ∂ΛGmn;kl(Λ). (2.2.10)
Ils ont introduit deux exposants δ0 et δ1 par
max
m,n,k,l
|Qmn;kl(Λ)| 6C0
(µ
Λ
)δ0
δm+k,n+l, (2.2.11)
max
m
∑
l
max
n,k
|Qmn;kl(Λ)| 6C1
(µ
Λ
)δ1
(2.2.12)
où µ = det−1/(2D) Θ. Ces exposants enodent le omportement d'éhelle (saling) du
propagateur régularisé. On peut alors séparer les modèles de matries en deux lasses :
Dénition 2.2.2 Un modèle de matries non loal est dit régulier si δ0 = δ1 = 2 et
anormal sinon.
On peut alors montrer le théorème suivant
Théorème 2.2.1 Soit G un graphe de genre g à V vertex, N pattes externes et B faes
brisées. Si G est issu d'un modèle de matrie régulier alors son amplitude régulairsée A(Λ)
est bornée par
|Am1n1;...;mNnN (Λ)| 6
(µ
Λ
)ω+D(2g+B−1)
P 2V−N/2
[
ln
Λ
ΛR
]
, (2.2.13)
où ω = N D−2
2
−D− V (D− 4), ΛR l'éhelle de la théorie renormalisée et P 2V−N/2 est un
polynme de degré 2V −N/2.
Ce omptage de puissane est, en dimension 4, elui d'une théorie juste renormalisable. De
plus, il montre que seuls les graphes planaires (g = 0) ave une seule fae brisée (B = 1)
sont potentiellement divergents. Cette restrition aux graphes planaires est très impor-
tante ar elle met de té les graphes non planaires qui sont responsables du mélange
UV/IR.
En fait, Grosse et Wulkenhaar ont montré un théorème plus général pour des modèles
réguliers ou non. Cependant, l'énoné de e théorème néessite d'introduire de nouvelles
notions graphiques e qui nous obligerait à rentrer un peu trop dans les détails. De plus,
les modèles que nous onsidererons seront réguliers. Toutefois notons que e théorème
général donne une ondition néessaire à la renormalisabilité des modèles de matries. Il
faut que δ0 et δ1 soient assez grands par rapport à la dimension de l'espae ou bien il

Dans la preuve originale, Grosse et Wulkenhaar ont utilisé une régularisation onsistant en une
fontion K(m/Λ2) valant 1 si m 6 Λ2 et 0 si m > 2Λ2. La oupure est don diretement appliquée
aux indies matriiels. Ils auraient également pu utiliser une régularisation α onsistant à introduire une
fontionK((αΛ2)−1) qui restreint le paramètre de Shwinger : α > Λ−2. Dans e shéma de régularisation,
le propagateur Q orrespond, dans le adre de l'analyse multi-éhelles, au propagateur G restreint dans
une tranhe i telle que M2i ≃ Λ2.
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ne faut pas que le modèle soit trop non loal. Que signie la loalité dans un modèle de
matries ? Rappelons que la base permettant de passer des indies de matries à l'espae
x est la base matriielle des fmn(x) :
Q(x, y; Λ) =
∑
m,n,k,l
fmn(x)Qmn;kl(Λ)fkl(y). (2.2.14)
Les fontions fmn sont des polynmes multipliés par la gaussienne fondamentale f00 (voir
(2.1.44) et (2.1.47)). Celle-i a une largeur O(1) autour de l'origine. Les fmn ont plus
généralement leur maximum en |x| ≃ Λ [GW03℄. Ainsi si le propagateur n'est pas assez
loal, la orrélation entre des modes distants est trop forte. Autrement dit, si on onsidère
Q(Λ) omme équivalent à un propagateur dans une tranhe i (voir note de bas de page 
page 63), la non loalité du propagateur matriiel est équivalente à un ouplage fort entre
les éhelles d'énergie. C'est le mélange UV/IR.
Le modèle φ4 sur R4θ à Ω = 0 a δ0 = 1 et δ1 = 0. Les éhelles se mélangent et le modèle
n'est pas renormalisable. À Ω 6= 0, δ0 = δ1 = 2, le modèle est régulier (au sens de la
dénition 2.2.2) et renormalisable
d
. En fait, nous verrons au hapitre 3 que le potentiel
harmonique Ωx˜2 onne, à haque éhelle i, la théorie dans une boîte (lisse) de taille M i.
Cei a pour eet de déoupler les diérentes éhelles du problème.
Nous verrons au hapitre 4 que le modèle de Gross-Neveu non ommutatif présente un
ertain mélange entre les éhelles d'énergie mais est ependant renormalisable. Il faudra
don distinguer entre mélange UV/IR renormalisable et non renormalisable (voir setion
4.5.3). Ce mélange entre les éhelles qui persiste même après vulanisation n'est pas sur-
prenant dans un espae non ommutatif  déni  par [xµ, xν ] = ıΘµν . Néanmoins il met
en doute la saro-sainte diretion UV→IR du groupe de renormalisation et le déouplage
entre les éhelles que l'on onstate dans la fatorisation du omptage de puissane des
omposantes onnexes en analyse multi-éhelles. Le groupe de renormalisation dans la
base matriielle va des indies innis vers les indies nuls. Une seule diretion est dan-
gereuse. Il n'y a plus qu'un seul seteur à l'inni que l'on pourrait qualier d'ultrarouge
ou infraviolet. La base matriielle est-elle alors plus adaptée que les espaes x ou p à es
théories non ommutatives ? Pour être totalement onvainu, il faudrait trouver omment
la base matriielle distingue les mélanges UV/IR renormalisable et non renormalisable.
Nous reviendrons sur l'inuene des exposants δ0 et δ1 sur le omptage de puissane à la
n de la setion 2.5.
Finalement, pour ahever la preuve de la renormalisabilité perturbative de Φ44, Grosse
et Wulkenhaar ont identié les parties divergentes des amplitudes. La quasi-loalité du
propagateur améliore la situation prédite par le théorème 2.2.1 :
 les graphes planaires à quatre points ave un indie onstant le long des trajetoires
sont marginaux,
 les graphes planaires à deux points ave un indie onstant le long des trajetoires
sont pertinents,
d
Évidemment, le omptage de puissane (2.2.13) n'est qu'une ondition néessaire à la renormalisabilité
du modèle. Dans [GW05b, GW03℄, Grosse et Wulkenhaar ont également montré que les parties divergentes
des amplitudes planaires régulières (g = 0, B = 1) sont de la forme du lagrangien initial.
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 les graphes planaires à deux points ave un saut d'indie de 2 le long des trajetoires
sont marginaux.
Nous nous référons à [GW05b℄ pour les détails. Les trajetoires sont les lignes simples
ouvertes du graphe. Il reste alors à identier les parties divergentes de es graphes. Cei
est fait par un développement de Taylor autour des indies externes nuls. Par exemple, la
déomposition du as marginal m = l et n = k du graphe suivant est
(2.2.15)
=
{∫ Λ0
Λ
dΛ2
Λ2
∫ Λ0
Λ2
dΛ1
Λ1
∑
p
(
Qm,p;p,m(Λ2)Qn,p;p,n(Λ1)−Q0,p;p,0(Λ2)Q0,p;p,0(Λ1)
)
+
∫ Λ
ΛR
dΛ2
Λ2
∫ Λ0
Λ2
dΛ1
Λ1
∑
p
Q0,p;p,0(Λ2)Q0,p;p,0(Λ1)
}
+ {Λ1 ↔ Λ2}+ A00;00;00;00;00(ΛR) .
Les graphes marginaux à deux points ave un saut d'indie de 2 sont partiulièrement
importants. Par exemple,
∑
p,p′,q,q′
(2.2.16)
ontribue à la renormalisation du paramètre Ω.
2.3 Analyse multi-éhelles
Dans [RVTW06℄, V. Rivasseau, R. Wulkenhaar et moi-même avons utilisé l'analyse
multi-éhelles pour redémontrer le omptage de puissane de la théorie Φ4 non ommuta-
tive. Cette preuve a deux avantages prinipaux par rapport à la preuve originale [GW05b℄.
Elle est nettement plus ourte et elle est exprimée dans le formalisme de l'analyse multi-
éhelles, première étape d'une étude onstrutive. De plus, notre preuve omble une très
légère laune de la preuve originale. En eet, dans [GW05b℄, les exposants δ0 et δ1 (voir
(2.2.11) et (2.2.12)) ont été estimés numériquement. Dans [RVTW06℄, nous donnons des
bornes analytiques sur le propagateur.
2.3.1 Bornes sur le propagateur
Soit G un graphe à rubans de la théorie Φ44 ave N pattes externes, V vertex, I lignes
internes et F faes, le genre est don g = 1− 1
2
(V −I+F ). Quatre indies {m,n; k, l} ∈ N2
sont assoiés à haque ligne interne du graphe et deux indies à haque ligne externe soit
4I + 2N = 8V indies. Mais, à haque vertex, l'indie de gauhe d'un ruban est égal à
l'indie de droite du ruban voisin (voir gure 2.5). Cei donne lieu à 4V identiations
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indépendantes qui permettent d'érire les indies de tout propagateur en termes d'un
ensemble I de 4V indies, quatre par vertex, par exemple l'indie de gauhe de haque
demi-ruban.
L'amplitude du graphe est don
AG =
∑
I
∏
δ∈G
Gmδ(I),nδ(I);kδ(I),lδ(I) δmδ−lδ,nδ−kδ , (2.3.1)
où les quatre indies du propagateur G de la ligne δ sont fontion de I et érits
{mδ(I), nδ(I); kδ(I), lδ(I)}. Nous déomposons haque propagateur, donné par (2.2.6) :
G =
∞∑
i=0
Gi grâe à
∫ 1
0
dα =
∞∑
i=1
∫ M−2(i−1)
M−2i
dα. (2.3.2)
Nous avons une déomposition assoiée de haque amplitude
AG =
∑
µ
AG,µ , (2.3.3)
AG,µ =
∑
I
∏
δ∈G
Giδmδ(I),nδ(I);kδ(I),lδ(I) δmδ(I)−lδ(I),nδ(I)−kδ(I) , (2.3.4)
où µ = {iδ} parourt toutes les attributions possible d'un entier positif iδ pour toute ligne
δ. Nous avons prouvé les quatre propositions suivantes qui permettent de montrer que le
modèle (2.2.2) est régulier au sens de la dénition 2.2.2 :
Proposition 2.3.1 Pour M susament grand, il existe une onstante K telle que, pour
Ω ∈ [0.5, 1], nous avons la borne uniforme
Gim,m+h;l+h,l 6 KM
−2ie−
Ω
3
M−2i‖m+l+h‖. (2.3.5)
Cette borne montre que δ0 = 2.
Proposition 2.3.2 Pour M susament grand, il existe deux onstantes K et K1 telles
que, pour Ω ∈ [0.5, 1], nous avons la borne uniforme
Gim,m+h;l+h,l
6 KM−2ie−
Ω
4
M−2i‖m+l+h‖
D
2∏
s=1
min
1,(K1min(ms, ls, ms + hs, ls + hs)
M2i
)|ms−ls|
2
 .
(2.3.6)
Cette borne permet de montrer que seuls les graphes ave un indie onstant le long des
trajetoires ou ave un saut de 2 sont divergents.
Proposition 2.3.3 Pour M susament grand, il existe une onstante K telle que, pour
Ω ∈ [2
3
, 1], nous avons la borne uniforme
p∑
l=−m
Gim,p−l,p,m+l 6 KM
−2i e−
Ω
4
M−2i(‖p‖+‖m‖) . (2.3.7)
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Cette borne montre que le propagateur est quasi-loal dans le sens où, à m xé, la somme
sur l ne oûte rien (voir gure 2.1). Néanmoins les sommes que nous aurons à eetuer
sont entrelaées (un même indie apparait généralement dans plusieurs propagateurs) si
bien que nous aurons besoin de la proposition suivante.
Proposition 2.3.4 Pour M susament grand, il existe une onstante K telle que, pour
Ω ∈ [2
3
, 1], nous avons la borne uniforme
∞∑
l=−m
max
p>max(l,0)
Gim,p−l;p,m+l 6 KM
−2ie−
Ω
36
M−2i‖m‖ . (2.3.8)
Cette dernière borne montre que δ1 = 2. Ainsi, ave la proposition 2.3.1, ette dernière
proposition prouve que le modèle (2.2.2) est régulier. Nous renvoyons à [RVTW06℄ pour
les preuves de es quatre propositions. Notons néanmoins que les ontraintes sur le para-
mètre Ω dans les propositions 2.3.1 à 2.3.4 sont d'origine purement tehnique. Les études
numériques de Grosse et Wulkenhaar montrent qu'elles pourraient ertainement être re-
lâhées.
Remarque 7. Dans [RVTW06℄, nous avons également alulé des bornes sur les propaga-
teurs omposites. Ce sont des diérenes de propagateurs pris à indies externes diérents.
Ces diérenes apparaissent dans le développement de Taylor des amplitudes pour identi-
er les parties divergentes (les ontretermes) [GW05b℄. Ces bornes permettent de montrer
que les amplitudes renormalisées sont nies.
2.3.2 Variables indépendantes
Une partie non négligeable des 4V indies initialement assoiés au graphe est détermi-
née par les indies externes et les fontions delta dans (2.3.1). Les autres sont des indies
de sommation. Le omptage de puissane onsiste à trouver quels sont les indies pour
lesquels la somme oûte M2i et eux pour lesquels elle ne oûte que O(1) grâe à (2.3.7).
Le fateur M2i provient de (2.3.5) après avoir sommé sur un indiee m ∈ N2,
∞∑
m1,m2=0
e−cM
−2i(m1+m2) =
1
(1− e−cM−2i)2 =
M4i
c2
(1 +O(M−2i)) . (2.3.9)
Nous souhaitons d'abord utiliser les fontions delta autant que possible pour réduire
l'ensemble I à un ensemble minimal I ′ d'indies indépendants. Pour ela, il est pratique
d'utiliser les graphes duaux où la résolution des fontions delta devient un problème
lassique d'attribution de moments. Pour la dénition et la onstrution des graphes
duaux, voir la setion 2.2.2 page 61.
Le graphe dual est omposé des mêmes propagateurs que le graphe diret, seule la posi-
tion des indies hange. Alors que dans le graphe original, nous avons Gmn;kl = m
n k
l
,
la position des indies des propagateurs du graphe dual est
Gmn;kl = m
l k
n
. (2.3.10)
e
Rappelons que haque indie est en fait omposé de deux indies, un pour haque paire sympletique
de R4θ.
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La onservation δl−m,−(n−k) dans (2.3.1) implique que la diérene entre les indies entrant
et sortant d'un demi-propagateur attahé à un vertex dual 'est-à-dire l−m, est onservée
le long du propagateur. En fait, es diérenes d'indies se omportent omme un moment
angulaire et la onservation des diérenes ℓ = l−m et −ℓ = n−k n'est rien d'autre que la
onservation du moment angulaire grâe à la symétrie SO(2)×SO(2) de l'ation (2.2.2).
Ainsi, en hoisissant l'indie entrant omme indie de référene, le moment angulaire
détermine l'indie sortant :
m
l k
n
ℓ −ℓ l = m+ ℓ , n = k + (−ℓ). (2.3.11)
De la même façon, des moments angulaires externes ℘ entrent dans le graphe dual par les
valenes externes. La yliité des vertex implique que la somme des moments angulaires
entrant dans un vertex est nulle. Bien sûr la somme des moments externes est don nulle
également. Ainsi le moment angulaire dans le graphe dual se omporte exatement omme
le moment habituel dans un graphe de Feynman ordinaire : les moments se onservent le
long des lignes et à haque vertex. Remarquons que ette onservation provient d'habitude
de l'invariane par translation. Insistons également sur le fait que nous devons prendre en
ompte des ontraintes de positivité pour les moments angulaires : ℓ ∈ Z mais les indies
m,n, k, l sont dans N.
Nous savons don que le nombre de moments (diérenes d'indies) indépendants est
exatement le nombre de boules L′ du graphe dual. Pour un graphe onnexe, e nombre
vaut L′ = I−V ′+1. De plus, haque indie à un vertex (dual) donné est seulement fontion
des diérenes d'indies à e vertex et d'un unique indie de référene. Si le vertex dual est
un vertex externe, nous hoisissons un indie externe sortant omme indie de référene.
Pour les vertex internes, nous expliquerons plus tard omment faire e hoix. Les indies
de référene des vertex internes orrespondent aux indies de boules du graphe diret.
Après utilisation des fontions delta des proagateurs, le nombre d'indies indépendants à
sommer est V ′−B+L′ = I +(1−B). Ii B > 0 est le nombre de faes brisées du graphe
diret ou le nombre de vertex externes du graphe dual.
Exprimer haque indie du graphe en termes d'un ensemble I ′ d'indies indépendants
est don analogue au problème de  momentum routing  dans un graphe de Feynman
ommutatif. La solution n'est pas anonique. Néanmoins un bon moyen de distribuer les
moments onsiste à hoisir un arbre générateur enrainé Tµ dans le graphe dual, ave V ′−1
lignes, et d'utiliser le omplémentaire Lµ (les lignes de boules) omme l'ensemble des dif-
férenes indépendantes. L'indie µ représente l'attribution des éhelles dans le graphe ;
le hoix de l'arbre est ontraint par ette attribution. Dans la suite, nous allons montrer
que la somme sur les indies de référene oûte M4i et que les sommes sur les diérenes
d'indies dans Lµ oûtent O(1) grâe à la borne (2.3.8). Nous devons don optimiser
l'arbre Tµ an que les indies de référene appartiennent aux lignes d'éhelles les plus
basses possibles. C'est exatement le ontraire de l'optimisation habituelle dans les théo-
ries ommutatives.
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2.3.3 Optimisation de l'arbre
Une attribution d'éhelles µ = {iδ} dénit un ordre parmi les lignes (duales) :
δ1 6 δ2 6 · · · 6 δI si iδ1 6 iδ2 6 · · · 6 iδI . (2.3.12)
En as d'égalité, nous faisons un hoix arbitraire. Soient δT1 la plus basse ligne dans l'ordre
déni i-dessus qui n'est pas un tadpole et G
i
δT
1
m
δT
1
;n
δT
1
;k
δT
1
,l
δT
1
le propagateur orrespondant.
Cette ligne δT1 joint deux vertex v
±
1 et forme le premier segment de l'arbre. Soient L
l'ensemble des lignes du graphe et L1 = L \ (δ1 ∪ · · · ∪ δT1 ) et T1 = δT1 ∪ v+1 ∪ v−1 . Nous
identions la plus basse ligne δT2 de L1 qui ne forme pas de boule si elle est rajoutée à
T1. Nous dénissons L2 = L \ (δ1 ∪ · · · ∪ δT2 ) et
 T2 = T1 ∪ δT2 ∪ v+2 si δT2 relie un vertex v+2 à T1,
 T2 = T1 ∪ δT2 ∪ v+2 ∪ v−2 si δT2 joint deux vertex v±2 /∈ T1.
À la ne étape, nous identions la plus basse ligne δTn de Ln−1 qui ne forme pas de boule
si elle est rajoutée à Tn−1. Nous dénissons Ln = L \ (δ1 ∪ · · · ∪ δTn ) et
 Tn = Tn−1 ∪ δTn ∪ v+n si δTn relie un vertex v+n à Tn−1,
 Tn = Tn−1 ∪ δTn ∪ v+n ∪ v−n si δTn joint deux vertex v±n /∈ Tn−1,
 Tn = Tn−1 ∪ δTn si δTn onnete deux sous ensembles disjoints de Tn−1.
La (V ′−1)e étape fournit l'arbre optimisé Tµ = TV ′−1. En onséquene, toute ligne δLj ∈ Lµ
qui joint deux vertex diérents v±j a un indie d'éhelle iδLj supérieur ou égal à tous les
indies d'éhelle des lignes d'arbre joignant v±j .
2.3.4 Attribution des indies
Nous hoisissons un des B > 1 vertex externes du graphe dual omme raine v0 de
l'arbre optimisé Tµ. Si le graphe est un graphe du vide 'est-à-dire ave B = 0, nous
hoisissons n'importe quel vertex. Nous renommons les vertex de l'arbre de telle sorte que
tout vertex dans le sous-arbre au-dessus du vertex vn se nomme vp ave p > n.
L'ordre (2.3.12) sur les lignes du graphe va nous permettre de hoisir l'indie de réfé-
rene m à haque vertex. Si v est un vertex interne, nous appelons δv la plus basse ligne
attahée à v. Par onstrution de l'arbre (voir setion préédente), soit δv est un tadpole
soit δv appartient à l'arbre. Nous hoisissons l'indie sortant de la ligne δv omme l'indie
de référene mv du vertex v. Soit GM l'ensemble des lignes portant un indie de référene.
Soit δvv′ une ligne reliant les vertex v et v
′
. Si δvv′ = δv = δv′ 'est-à-dire δvv′ est la plus
basse ligne en v et en v′, alors δvv′ porte deux indies de référenes. Dans e as, elle
apparaîtra deux fois dans GM. Ainsi GM ontient V ′ − B éléments. Si v est un vertex
externe, nous hoisissons un indie externe sortant omme indie de référene. La gure
2.6 montre une situation typique d'un arbre et de ses indies de référene.
Tout indie du graphe s'érit don, de façon unique, en termes de
 V ′ − B indies de référenes mv,
 B indies de référenes aux vertex externes,
 L′ moments anguaires internes ℓδ, δ ∈ Lµ,
 N moments angulaires externes ℘ǫ, ǫ ∈ N où N est l'ensemble des lignes externes.
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Fig. 2.6: Indies de référene
Voii omment proéder. Nous ommençons par les feuilles 'est-à-dire les vertex (dié-
rents de la raine) qui ont une oordination 1. Les feuilles de la gure 2.6 sont les vertex
v3, v5, v6, v7 et v8. Pour es vertex, en ommençant par l'indie de référene mv (à gauhe
de l'unique ligne de Tµ au vertex v qui desend vers la raine, à moins qu'un tadpole en v
soit la ligne la plus basse) qui est égal à l'indie entrant de la ligne juste après δv dans le
sens horaire, nous alulons tous les autres indies en tournant autour de v dans le sens ho-
raire et en ajoutant les moments angulaires assoiés aux lignes de boules δ1, . . . , δk et aux
lignes externes ǫ1, . . . , ǫk′. Cela donne mv+ℓ1, mv+ℓ1+ℓ2, . . . jusqu'à mv+ℓ1+ · · ·+ℓk+k′
qui se trouve à droite de δv. Parmi les ℓj peuvent se trouver des moments externes. Par
yliité du vertex, le moment angulaire assoié à δv est −(ℓ1 + · · · + ℓk+k′). La gure
2.7 donne un exemple d'attribution des indies pour une feuille partiulière. Après avoir
proéder ainsi pour toutes les feuilles, nous ontinuons ave la prohaine ouhe de vertex
(v2 et v4 sur la gure 2.6) et ainsi de suite.
Fig. 2.7: Attribution des indies
Tout indie de sommation à un vertex v est don égal à mv plus une ombinaison linéaire
de moments angulaires ℓδ, δ ∈ Lv ∪ Nv où Lv (resp. Nv) est l'ensemble des lignes de
boules (resp. lignes externes) qui sont attahées au sous-arbre au-dessus de v 'est-à-dire
les lignes dont au moins une extrémité v′ est telle que l'unique hemin dans l'arbre de v′
à v0 passe par v.
L'ensemble I ′ des indies de sommation indépendants peut s'érire omme l'union de
deux sous-ensembles :
 l'ensemble Mµ = {mv} des indies de référene aux vertex internes qui ontient
V ′ − B éléments,
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 l'ensemble Jµ = {ℓδ, δ ∈ Lµ} des moments angulaires qui ontient L′ éléments.
L'amplitude d'un graphe G peut don s'érire :
AG =
∑
µ
∑
Mµ,Jµ
∏
δ∈G
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ) χ(Mµ,Jµ) , (2.3.13)
où la somme surMµ parourt N|Mµ| et elle sur Jµ parourt Z|Jµ|. La fontion χ(Mµ,Jµ)
est la fontion aratéristique imposant que tous les indies {mδ(Mµ,Jµ), nδ(Mµ,Jµ) ;
kδ(Mµ,Jµ), lδ(Mµ,Jµ)} soient positifs. La dépendane de l'amplitude AG en les indies
externes (B indies de référene aux vertex externes et N moments angulaires externes)
n'est pas expliitement donnée.
2.3.5 Comptage de puissane
Nous allons maintenant montrer que toutes les sommes sur les diérenes d'indies
peuvent être eetuées gratuitement grâe à (2.3.8) en utilisant le propagateur Giδ pour
eetuer la somme sur ℓδ. Les sommes sur es moments étant entrelaées, nous avons
besoin de maximiser les autres propagateurs Giδ′ sur ℓδ. Pour ela, nous devons hoisir un
ordre sur les lignes.
Nous introduisons un nouvel ordre > sur l'ensemble de boules Lµ. Soit vδ le plus haut
vertex (dans l'arbre) auquel δ ∈ Lµ est arohée. Nous érirons δ1 > δ2 si
 vδ1 > vδ2 ou
 en tournant autour de vδ1 = vδ2 dans le sens horaire à partir de l'indie de référene,
nous renontrons δ1 puis δ2 ou la ligne d'arbre qui desend à la raine ou
 en tournant autour de vδ1 = vδ2 dans le sens horaire à partir de l'indie de référene,
nous renontrons la ligne d'arbre qui va à la raine puis δ2 et enn δ1.
Nous orientons les lignes δ ∈ Lµ de telle sorte que les indies mδ(Mµ,Jµ), lδ(Mµ,Jµ)
soient attahés à vδ. Leur diérene est préisemment ℓδ :
lδ(Mµ,Jµ)−mδ(Mµ,Jµ) = ℓδ (2.3.14)
Pour les tadpoles δ ∈ Lµ, nous dénissons les deux indies m, l omme eux de la première
demi-ligne de δ dans l'ordre ylique entre l'indie de référene et la ligne d'arbre qui va
à la raine. Si ette ligne d'arbre est renontrée avant les deux demi-lignes du tadpole,
nous hoisissons pour m, l les indies de la seonde demi-ligne.
Soient J δ+µ = {ℓδ′ ∈ Jµ, δ′ > δ} et J δ−µ = {ℓδ′ ∈ Jµ, δ > δ′}. L'ordre> implique que les
indies mδ(Mµ,Jµ), lδ(Mµ,Jµ) en vδ sont des fontions mδ(Mµ,J δ+µ ), mδ(Mµ,J δ+µ )+ℓδ
indépendantes des indies dans J δ−µ . Ainsi pour δ ∈ Lµ et ave les indies de Mµ et J δ+µ
xés,
max
ℓδ′∈J δ−µ
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ)
6max
nδ,kδ
Giδ
mδ(Mµ,J δ+µ ),nδ;kδ,mδ(Mµ,J δ+µ )+ℓδ
, (2.3.15)
où, dans le membre de droite, la somme est sur tous les indies nδ, kδ dans N. Il est ins-
trutif de regarder l'exemple de la gure 2.7 où δ1 > δ2 > δ3 > δ4. Les indies m2, l2
dépendent de l'indie de référene mv et des moments angulaires des lignes plus hautes
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(dans le sens >) : ℓδ1 ∈ J 2+µ mais m2, l2 ne dépendent pas de ℓδ3 , ℓδ4 ∈ J 2−µ .
Pour une attribution d'éhelles µ dans (2.3.13) et ave les indies dansMµ xés, nous
pouvons érire les sommes télesopiques sur les moments de Jµ. Soient δL′ > δL′−1 >
· · · > δ2 > δ1 les lignes de boules. Les sommes sont eetuées des lignes les plus basses
aux lignes les plus hautes :∑
Jµ
∏
δ∈G
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ) χ(Mµ,Jµ)
6
∑
J δ1+µ
{
max
ℓδ1
∏
δ∈Tµ
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ)

×max
ℓδ1
 ∏
δ∈Lµ , δ>δ1
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ)

×
∑
ℓδ1
G
iδ1
mδ1 (Mµ,J
δ1+
µ ),nδ1 (Mµ,Jµ);kδ1(Mµ,Jµ),mδ1 (Mµ,J
δ1+
µ )+ℓδ1
}
χ(Mµ,Jµ)
6
∑
J δ2+µ
{
max
ℓδ1 ,ℓδ2
∏
δ∈Tµ
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ)

× max
ℓδ1 ,ℓδ2
 ∏
δ∈Lµ , δ>δ2
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ)

×
∑
ℓδ2
(
max
ℓδ1
G
iδ2
mδ(Mµ,J δ2+µ ),nδ2 (Mµ,Jµ);kδ2 (Mµ,Jµ),mδ2 (Mµ,J
δ2+
µ )+ℓδ2
)
×max
ℓδ2
∑
ℓδ1
(
max
nδ1 ,kδ1
G
iδ1
mδ1 (Mµ,J
δ1+
µ ),nδ1 ;kδ1 ,mδ1 (Mµ,J
δ1+
µ )+ℓδ1
)}
χ(Mµ,Jµ) , (2.3.16)
et ainsi de suite jusqu'à∑
Jµ
∏
δ∈G
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ)χ(Mµ,Jµ)
6
∏
δ∈Tµ
(
max
Jµ
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ)
)
×
∏
δ∈Lµ
maxJ δ+µ
 ∑
ℓδ>−mδ(Mµ,J δ+µ )
(
max
nδ,kδ
Giδ
mδ(Mµ,J δ+µ ),nδ;kδ,mδ(Mµ,J δ+µ )+ℓδ
)
 . (2.3.17)
Les ontraintes de positivité de χ ont été utilisées pour déterminer l'intervalle de somma-
tion orret des ℓδ.
Nous obtenons ainsi une borne sur la somme sur Jµ de (2.3.13). Pour les lignes d'arbre
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δ ∈ Tµ, dont tous les indies dépendent de Jµ, la borne (2.3.17) donne grâe à (2.3.5)
max
Jµ
Giδmδ(Mµ,Jµ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ) 6 KM
−2iδ , δ ∈ Tµ , δ /∈ Gµ. (2.3.18)
Si l'un des indies de δ ∈ Tµ est un indie de référene au vertex v, nous avons
max
Jµ
Giδmv ,nδ(Mµ,Jµ);kδ(Mµ,Jµ),lδ(Mµ,Jµ) 6 KM
−2iδe−cM
−2iδ‖mv‖, δ ∈ Tµ ∩ Gµ. (2.3.19)
Si deux indies de δ sont des indies de référene en v, v′, nous érirons
max
Jµ
Giδmv ,nδ(Mµ,Jµ);mv′ ,lδ(Mµ,Jµ) 6 KM
−2iδe−cM
−2iδ (‖mv‖+‖mv ′‖), δ ∈ Tµ, δ ∈ Gµ \ {δ}.
(2.3.20)
Puis haque propagateur orrespondant à une ligne δ ∈ Lµ donne, par (2.3.17), un fateur
KM−2iδ ,
max
J δ+µ
(∑
ℓδ
(
max
J δ−µ
Giδ
mδ(Mµ,J δ+µ ),nδ(Mµ,Jµ);kδ(Mµ,Jµ),mδ(Mµ,J δ+µ )+ℓδ
))
6 K ′M−2iδ ,
δ ∈ Lµ, δ /∈ Gµ. (2.3.21)
Si δ ∈ Lµ est un tadpole en vi qui a l'indie d'éhelle le plus bas parmi les lignes de vi,
nous obtenons grâe à (2.3.8)
max
J δ+µ
(∑
ℓδ
(
max
J δ−µ
Giδmv ,nδ(Mµ,Jµ);kδ(Mµ,Jµ),mv+ℓδ
))
6 K ′M−2iδ e−c
′M−2iδ ‖mv‖, δ ∈ Lµ ∩ Gµ.
(2.3.22)
Finalement il y a aussi des indies externes mǫ, nǫ (xés). Chaun d'eux donne, grâe à
(2.3.5) et (2.3.8) e−cM
−2iǫ‖mǫ‖
et e−cM
−2iǫ‖nǫ‖
respetivement.
Finalement la somme sur Jµ dans (2.3.13) est bornée par
AG 6
∑
µ
∑
m1,...,mV ′−B∈N2
∏
δ′∈Gµ
e−cM
−2i
δ′ ‖mv(δ′)‖
(∏
δ∈G
KM−2iδ
)
×
(
N∏
ǫ=1
e−cM
−2iǫ‖mǫ‖
)(
N∏
ǫ=1
e−cM
−2iǫ‖nǫ‖
)
, (2.3.23)
oùmv(δ′) est l'indie de référene de la ligne δ
′ ∈ Gµ. Après avoir sommé surm1, . . . , mV ′−B,
nous avons
AG 6
∑
µ
KI
c2(V ′−B)
(
M−2
P
δ∈G iδ
)(
M
4
P
δ′∈Gµ iδ′
)( N∏
ǫ=1
e−cM
−2iǫ‖mǫ‖
)(
N∏
ǫ=1
e−cM
−2iǫ‖nǫ‖
)
.
(2.3.24)
Comme expliqué dans la setion 1.2, nous dénissons les omposantes onnexes : un
sous-graphe est une omposante onnexe si toutes ses lignes internes sont au-dessus de
74 Chapitre 2  Dans la base matriielle
toutes ses lignes externes (au sens de (2.3.12)). Le omptage de puissane se fatorise alors
dans les omposantes onnexes :
AG 6K
′V ∑
µ
∏
i,k
Mω(G
i
k)
(
N∏
ǫ=1
e−cM
−2iǫ‖mǫ‖
)(
N∏
ǫ=1
e−cM
−2iǫ‖nǫ‖
)
(2.3.25)
ave ω(Gik) =4(V
′
i,k − Bi,k)− 2Ii,k = 4(Fi,k −Bi,k)− 2Ii,k (2.3.26)
=(4−Ni,k)− 4(2gi,k +Bi,k − 1)
et Ni,k, Vi,k, Ii,k = 2Vi,k − Ni,k2 , Fi,k et Bi,k sont respetivement les nombres de pattes ex-
ternes, de vertex, de propagateurs (internes), de faes et de faes brisées de la omposante
onnexe Gik ; gi,k = 1− 12(Vi,k − Ii,k + Fi,k) est son genre. Nous avons alors
Théorème 2.3.5 La somme sur les attributions d'éhelles µ dans (2.3.24) onverge si
∀i, k, ω(Gik) < 0.
Nous retrouvons don le omptage de puissane obtenu dans [GW05a℄. Nous onstatons
que les outils de l'analyse multi-éhelles (déomposition du propagateur, optimisation
de l'arbre, omposantes onnexes, arbre de Gallavotti) s'adaptent très bien à la base
matriielle et aux modèles de matries dynamiques.
2.4 Étude de propagateurs
Nous donnons ii les résultats que nous avons obtenus dans [GRVT06℄. Dans et ar-
tile, nous avons alulé les noyaux en espae x et dans la base matriielle d'opérateurs
généralisant le noyau de Mehler (3.1.2). Puis nous avons proédé à une étude ne des
omportements de es noyaux dans la base matriielle. Ce travail est notamment utile
pour étudier le modèle de Gross-Neveu non ommutatif dans la base matriielle.
2.4.1 Noyau bosonique
Soient x ∧ x′ = x0x′1 − x1x′0 et x · x′ = x0x′0 + x1x′1. Le lemme suivant généralise le
noyau de Mehler [Sim79℄ :
Lemme 2.4.1 Soit l'opérateur H :
H =
1
2
(
−∆+Ω2x2 − 2ıB(x0∂1 − x1∂0)
)
. (2.4.1)
Le noyau, en x, de l'opérateur e−tH est :
e−tH(x, x′) =
Ω
2π sinh Ωt
e−A, (2.4.2)
A =
ΩcoshΩt
2 sinhΩt
(x2 + x′2)− ΩcoshBt
sinh Ωt
x · x′ − ıΩ sinhBt
sinhΩt
x ∧ x′. (2.4.3)
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Démonstration. Nous pouvons soit vérier diretement que P = e−tH est solution de
dP
dt
+HP =0 (2.4.4)
soit postuler que la solution est de la forme f(t) e−g(t)(x
2+x′2)−h(t)x·x′−i(t)x∧x′
, utiliser l'équa-
tion (2.4.4) pour dériver un système d'équations diérentielles ouplées pour les fontions
f, g, h et i et résoudre e système. Voir [GRVT06℄ pour une preuve direte. 
Remarque 8. Le noyau de Mehler orrespond à B = 0. De plus, la limite Ω = B → 0
donne le noyau de la haleur habituel.
Pour retrouver les résultats de la setion 2.2, nous ommençons par eetuer les han-
gements Ω → 2Ω
θ
et B → 2B
θ
dans H (voir lemme 2.4.1). Le as B = 0 donne don
exatement le propagateur (2.2.6). De plus L2 = −ı(x0∂1 − x1∂0) ommute ave le lapla-
ien et ave x2 si bien que pour aluler e−tH dans la base matriielle, il nous sut de
aluler e−tL2 et de faire le produit ave (2.2.6). Le alul de e−tL2 est simple ar L2 est
diagonal dans la base matriielle :
Hm,m+h;l+h,l =
2
θ
(1 + Ω2)(2m+ h+ 1)δm,l − 4Bh
θ
δm,l (2.4.5)
− 2
θ
(1− Ω2)[
√
(m+ h + 1)(m+ 1) δm+1,l +
√
(m+ h)m δm−1,l].
Remarquons qu'à Ω = 1, H est diagonal.
Lemme 2.4.2 Soit H donné par l'équation (2.4.1). Son inverse est :
H−1m,m+h;l+h,l =
θ
8Ω
∫ 1
0
dα
(1− α)µ
2
0θ
8Ω
+(D
4
−1)
(1 + Cα)
D
2
(1− α)− 4B8Ω h
D
2∏
s=1
G
(α)
ms,ms+hs;ls+hs,ls, (2.4.6)
G
(α)
m,m+h;l+h,l =
(√
1− α
1 + Cα
)m+l+h min(m,l)∑
u=max(0,−h)
A(m, l, h, u)
(
Cα(1 + Ω)√
1− α (1− Ω)
)m+l−2u
,
où A(m, l, h, u) =
√(
m
m−u
)(
m+h
m−u
)(
l
l−u
)(
l+h
l−u
)
et C est une fontion de Ω : C(Ω) = (1−Ω)
2
4Ω
.
2.4.2 Noyau fermionique
La théorie fermionique libre à deux dimensions est dénie par le lagrangien :
L = ψ¯(x) (/p+ µ)ψ(x). (2.4.7)
Le propagateur de la théorie
(
/p+ µ
)−1
(x, y) peut être alulé par la méthode du noyau
de la haleur : (
/p+ µ
)−1
(x, y) =
(−/p + µ) ((/p+ µ) (−/p+ µ))−1 (x, y)
=
(−/p + µ) (p2 + µ2)−1 (x, y) (2.4.8)
=
(−/p + µ) ∫ ∞
0
dt
4πt
e−
(x−y)2
4t
−µ2t
(2.4.9)
=
∫ ∞
0
dt
4πt
(−ı
2t
(/x− /y) + µ
)
e−
(x−y)2
4t
−µ2t. (2.4.10)
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Sur l'espae de Moyal, nous souhaitons modier l'ation libre en ajoutant un terme de
vulanisation. Cette proédure évite le mélange UV/IR dangereux (voir setion 4.5.3) et
permet la renormalisation. Ainsi l'ation libre devient
f
S
free
=
∫
d2xψ¯a(x)
(
/p+ µ+ Ω/˜x
)
ψa(x) (2.4.11)
où x˜ = 2Θ−1x, Θ =
(
0 θ
−θ 0
)
et a est un indie de ouleurs entre 1 et N . Le propagateur G
étant diagonal dans et indie, nous l'omettrons dans la suite. Pour aluler le propagateur,
nous érivons enore une fois :
G =
(
/p+ µ+ Ω/˜x
)−1
=
(−/p+ µ− Ω/˜x) .Q−1,
Q =
(
/p+ µ+ Ω/˜x
) (−/p+ µ− Ω/˜x)
= 12 ⊗
(
p2 + µ2 +
4Ω2
θ2
x2
)
+
4ıΩ
θ
γ0γ1 ⊗ Id + 4Ω
θ
12 ⊗ L2, (2.4.12)
où L2 = x
0p1 − x1p0. Pour inverser Q nous utilisons la méthode de Shwinger :
Lemme 2.4.3 Nous avons :
G(x, y) = − Ω
θπ
∫ ∞
0
dt
sinh(2Ω˜t)
e−
eΩ
2
coth(2eΩt)(x−y)2+ıeΩx∧y
(2.4.13){
ıΩ˜ coth(2Ω˜t)(/x− /y) + Ω(/˜x− /˜y)− µ
}
e−2ı
eΩtγ0γ1e−tµ
2
Il sera également pratique d'exprimer G en termes de ommutateurs :
G(x, y) = − Ω
θπ
∫ ∞
0
dt
{
ıΩ˜ coth(2Ω˜t)
[
/x,Γt
]
(x, y)
+Ω
[
/˜x,Γt
]
(x, y)− µΓt(x, y)} e−2ıeΩtγ0γ1e−tµ2 , (2.4.14)
où
Γt(x, y) =
1
sinh(2Ω˜t)
e−
eΩ
2
coth(2eΩt)(x−y)2+ıeΩx∧y
(2.4.15)
ave Ω˜ = 2Ω
θ
et x ∧ y = x0y1 − x1y0.
La méthode employée pour démontrer e résultat est identique à elle utilisée pour le
lemme 2.4.1. La preuve du lemme 2.4.3 est donnée en annexe B de [GRVT06℄.
Nous allons maintenant donner l'expression du propagateur fermionique (2.4.14) dans
la base matriielle. Soit L2 = −ı(x0∂1 − x1∂0). L'inverse de la forme quadratique
∆ = Q− 4ıΩ
θ
γ0γ1 = p2 + µ2 +
4Ω2
θ2
x2 +
4B
θ
L2 (2.4.16)
f
Dans ette setion, nous souhaitons uniquement étudier le propagateur du modèle de Gross-Neveu
non ommutatif. Une dénition préise du modèle omplet est donnée au hapitre 4.
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est donnée par le résultat (2.4.6) de la setion préédente :
Γm,m+h;l+h,l =
θ
8Ω
∫ 1
0
dα
(1− α)µ
2θ
8Ω
− 1
2
(1 + Cα)
Γαm,m+h;l+h,l (2.4.17)
Γ
(α)
m,m+h;l+h,l =
(√
1− α
1 + Cα
)m+l+h
(1− α)−Bh2Ω (2.4.18)
min(m,l)∑
u=0
A(m, l, h, u)
(
Cα(1 + Ω)√
1− α (1− Ω)
)m+l−2u
.
Le propagateur fermionique G (2.4.14) dans la base matriielle peut se déduire du noyau
(2.4.17). Il sut de prendre B = Ω, d'ajouter le terme manquant en γ0γ1 et de aluler
l'ation de −/p−Ω/˜x+ µ sur Γ. Nous devons don évaluer [xν ,Γ] dans la base matriielle :[
x0,Γ
]
m,n;k,l
=2πθ
√
θ
8
{√
m+ 1Γm+1,n;k,l −
√
lΓm,n;k,l−1 +
√
mΓm−1,n;k,l
−√l + 1Γm,n;k,l+1 +
√
n+ 1Γm,n+1;k,l −
√
kΓm,n;k−1,l
+
√
nΓm,n−1;k,l −
√
k + 1Γm,n;k+1,l
}
, (2.4.19)
[
x1,Γ
]
m,n;k,l
=2ıπθ
√
θ
8
{√
m+ 1Γm+1,n;k,l −
√
lΓm,n;k,l−1 −
√
mΓm−1,n;k,l
+
√
l + 1Γm,n;k,l+1 −
√
n+ 1Γm,n+1;k,l +
√
kΓm,n;k−1,l
+
√
nΓm,n−1;k,l −
√
k + 1Γm,n;k+1,l
}
. (2.4.20)
Cei nous permet de démontrer :
Lemme 2.4.4 Soit Gm,n;k,l le noyau, dans la base matriielle, de l'opérateur(
/p+ Ω/˜x+ µ
)−1
. Nous avons :
Gm,n;k,l =− 2Ω
θ2π2
∫ 1
0
dαGαm,n;k,l, (2.4.21)
Gαm,n;k,l =
(
ıΩ˜
2− α
α
[/x,Γα]m,n;k,l + Ω
[
/˜x,Γα
]
m,n;k,l
− µΓαm,n;k,l
)
×
(
2− α
2
√
1− α12 − ı
α
2
√
1− αγ
0γ1
)
. (2.4.22)
où Γα est donné par (2.4.18) et les ommutateurs par les formules (2.4.19) et (2.4.20).
Les deux premiers termes de l'équation (2.4.22) ontiennent des ommutateurs et seront
regroupés sous l'appellation Gα,commm,n;k,l . Le dernier terme sera G
α,mass
m,n;k,l :
Gα,commm,n;k,l =
(
ıΩ˜
2− α
α
[/x,Γα]m,n;k,l + Ω
[
/˜x,Γα
]
m,n;k,l
)
×
(
2− α
2
√
1− α12 − ı
α
2
√
1− αγ
0γ1
)
, (2.4.23)
Gα,massm,n;k,l =− µΓαm,n;k,l ×
(
2− α
2
√
1− α12 − ı
α
2
√
1− αγ
0γ1
)
. (2.4.24)
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2.4.3 Bornes
Nous allons appliquer l'analyse multi-éhelles pour étudier le omportement du pro-
pagateur (2.4.22) et revisiter plus nement les bornes (2.3.5) à (2.3.8). La déomposition
en éhelles est faite omme en setion 2.3.1 :∫ 1
0
dα =
∞∑
i=1
∫ M−2(i−1)
M−2i
dα (2.4.25)
et onduit au propagateur suivant dans la tranhe i :
Γim,m+h,l+h,l =
θ
8Ω
∫ M−2(i−1)
M−2i
dα
(1− α)µ
2
0θ
8Ω
− 1
2
(1 + Cα)
Γ
(α)
m,m+h;l+h,l . (2.4.26)
Gm,n;k,l =
∞∑
i=1
Gim,n;k,l ; G
i
m,n;k,l = −
2Ω
θ2π2
∫ M−2(i−1)
M−2i
dαGαm,n;k,l (2.4.27)
Nous séparons G omme nous l'avons fait dans les équations (2.4.23) et (2.4.24). Soient
h = n−m et p = l−m. Sans perte de généralité, nous supposerons h > 0 et p > 0. Ainsi
le plus petit des quatre entiers m,n, k, l est m et le plus grand est k = m+ h + p. Nous
pouvons alors énoner le prinipal résultat de ette setion :
Théorème 2.4.5 Sous les onditions h = n−m > 0 et p = l−m > 0, il existe K, c ∈ R+
(c dépend de Ω) tels que le propagateur de Gross-Neveu dans une tranhe i obéisse à la
borne
|Gi,commm,n;k,l| 6 KM−i
(
χ(αk > 1)
exp{− cp2
1+kM−2i − cM
−2i
1+k
(h− k
1+C
)2}
(1 +
√
kM−2i)
+min(1, (αk)p)e−ckM
−2i−cp
)
. (2.4.28)
Le terme de masse a une borne un peu diérente :
|Gi,massm,n;k,l| 6KM−2i
(
χ(αk > 1)
exp{− cp2
1+kM−2i − cM
−2i
1+k
(h− k
1+C
)2}
1 +
√
kM−2i
+min(1, (αk)p)e−ckM
−2i−cp
)
. (2.4.29)
Démonstration. Nous souhaitons donner les étapes prinipales de la preuve ar nous pen-
sons que ette étude pourra servir sur d'autres espaes que le plan de Moyal et renvoyons
à [GRVT06℄ pour les détails. L'analyse du propagateur (2.4.21) révèle qu'il existe une ré-
gion dans les indies k, p et h où le propagateur n'a pas le omportement d'éhelles (2.3.5).
Nous érivons le propagateur sous la forme :
Γ =
∫ 1
0
dα
(1− α)−1/2
1 + Cα
Γα (2.4.30)
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ave
Γα =
(√1− α
1 + Cα
)2m+p 1
(1 + Cα)h
m∑
u=o
(α√C(1 + C)√
(1− α)
)2m+p−2u
A(m,m+ p, h, u) (2.4.31)
=e(2m+p) ln
√
1−α
1+Cα
−h ln(1+Cα) ∑
06v=m−u6m
e
(2v+p) ln
α
√
C(1+C)√
1−α A(m,m+ p, h, u). (2.4.32)
Nous nous restreignons au régime α ≪ C ≪ 1 'est-à-dire à la zone  ultraviolette  et
à Ω prohe de 1. Nous dénissons les variables réduites x = v/k, y = h/k, z = p/k.
Celles-i sont ontenues dans le simplexe 0 6 x, y, z 6 1, 0 6 x+ y + z 6 1. En utilisant
l'approximation de Stirling et en remplaçant la somme sur v par une intégrale qui, à une
onstante multipliative près, onstitue une borne supérieure rigoureuse, nous avons
Γα 6
∫ 1−y−z
0
dx
[(1− y)(1− z)(1 − z − y)]1/4
[x(x+ z)(1 − x− z)(1− x− y − z)]1/2 e
kg(x,y,z)
(2.4.33)
où g =(2− 2y − z) ln
√
1− α
1 + Cα
+ (2x+ z) ln
α
√
C(1 + C)√
1− α − y ln(1 + Cα)
+
1− y
2
ln(1− y) + 1− z
2
ln(1− z) + 1− y − z
2
ln(1− y − z)
− x ln x− (x+ z) ln(x+ z)− (1− x− z) ln(1− x− z)
− (1− x− y − z) ln(1− x− y − z). (2.4.34)
Nous avons alors montré
Lemme 2.4.6 La fontion g est onave dans tout le simplexe et son seul point ritique
est x0 =
Cα
1+Cα
, y0 =
1
1+C
, z = 0 où g = 0.
Puis le simplexe est divisé en deux régions. La première orrespond à δx = |x− x0| ≪ α,
δy = |y−y0| ≪ O(1), z ≪ α. Dans la deuxième, le omplémentaire de la première dans le
simplexe, le propagateur retrouve une borne similaire au as Φ4. Dans la première région,
nous utilisons l'approximation hessienne et montrons
Γα 6 K
exp{− c
1+αk
p2 − cα
1+k
(h− k
1+C
)2)}
1 +
√
αk
. (2.4.35)
En dehors, la onavité de g nous permet de borner g(x, y, z) par son approximation
linéaire et de montrer
Γα 6 Ke−cαk−cp. (2.4.36)
Il reste enn à évaluer l'eet des ommutateurs. Le ommutateur [/x,Γ] ontient des termes
du type
√
m+ 1Γm+1,n;k,l −
√
lΓm,n;k,l−1
=
(√
m+ 1−
√
l
)
Γm,n;k,l−1 +
√
m+ 1 (Γm+1,n;k,l − Γm,n;k,l−1) . (2.4.37)
Le premier terme est le plus faile à borner. Il est non nul si p = l −m− 1 > 1. Dans e
as, √
l −√m+ 1 6 2p
1 +
√
l
. (2.4.38)
En utilisant, le lemme suivant
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Lemme 2.4.7 Soit (m, l, h) ∈ N3 ave p = l −m− 1 > 1. Nous avons :
 dans la région ritique
Γm,m+h;k,m+p 6 KαΓm,m+h;m+p−1+h,m+p−1, (2.4.39)
 en dehors de la région ritique
Γm,m+h;k,m+p 6 Kα
√
kl Γm,m+h;m+p−1+h,m+p−1, (2.4.40)
nous avons :
 dans la région ritique, l = k − h ≃ C
1+C
k et 2p
1+
√
l
6 O(1) p
1+
√
k
. Un fateur α
supplémenaire vient de (2.4.39) si bien que nous avons une borne en O(1) αp
1+
√
k
. En
utilisant une fration de la déroissane e−cαp
2/k
dans (2.4.35), O(1) αp
1+
√
k
6
√
α.
 En dehors de la région ritique, nous avons un fateur α
√
kl 2p
1+
√
l
qui vient de (2.4.40).
Nous pouvons utiliser pe−cp 6 e−c
′p
et
√
αke−cαk 6 e−c
′αk
e qui donne le fateur√
α attendu pour passerg de (2.4.36) à (2.4.28).
Nous nous intéressons maintenant aux termes impliquant des diérenes de Γ. Nous uti-
lisons les identités,
A(m, l, h, u) =
√
ml
u
A(m− 1, l − 1, h+ 1, u− 1), for u > 1, (2.4.41)
A(m, l, h, u) =
√
m(m+ h)
m− u A(m− 1, l, h, u), (2.4.42)
A(m, l, h, u) =
√
m(m+ h)l(l + h)
(m− u)(l − u) A(m− 1, l − 1, h, u) (2.4.43)
ave h = n− (m+1) et p = l− (m+1). Ainsi Γm+1,n;k,l = Γm+1,m+1+h;l+h,l et Γm,n;k,l−1 =
Γm,m+h+1;l+h,l−1. Nous pouvons alors démontrer
√
m+ 1 (Γm+1,n;k,l − Γm,n;k,l−1) 6 K
√
αΓαm−1,m+h;l+h−1,l−2 (2.4.44)
qui ahève la preuve du théorème 2.4.5. 
Remarque 9. Nous pouvons répéter l'analyse i-dessus et l'appliquer au propagateur de
la théorie Φ4. Nous obtenons alors
Gim,n;k,l 6 KM
−2imin (1, (αk)p) e−c(M
−2ik+p)
(2.4.45)
qui permet de retrouver les bornes (2.3.5) à (2.3.8).
2.5 Propagateurs et renormalisabilité
Dans ette setion, nous revenons sur le omportement du propagateur d'une théo-
rie matriielle néessaire à l'obtention d'un omptage de puissane renormalisable. Nous
donnons aussi notre avis sur l'étude des théories de hamps non ommutatives dans la
g
La région αk 6 1 ne néssite pas une analyse aussi ne et ne sera pas détaillée ii.
Setion 2.5  Propagateurs et renormalisabilité 81
base matriielle en omparaison de l'espae x (ou p).
Dans le adre de l'analyse multi-éhelles et ave les onventions de la setion préé-
dente, les dénitions des exposants δ0 (2.2.11) et δ1 (2.2.12) deviennent
max
k,p,h
Gik−h−p,k−p;k,k−h 6KM
−iδ0 , (2.5.1)
max
k
∑
p
max
h
Gik−h−p,k−p;k,k−h 6KM
−iδ1 . (2.5.2)
Nous souhaitons étudier le rle de es exposants sur la renormalisabilité d'une théorie.
Nous supposons don que nous avons aaire à un modèle matriiel dynamique ave pour
ontraintes la onservation du moment angulaire (2.2.5) et les omportements d'éhelle
(2.5.1) et (2.5.2) du propagateur. Dans la setion 2.3, nous avons exposé une méthode
permettant de retrouver relativement simplement le omptage de puissane de la théorie
Φ4. Pour ela, nous avons utilisé trois bornes supplémentaires sur le propagateur.
Pour une ligne de boule du graphe dual portant un indie de référene, nous avions∑
p,k
max
h
Gik−h−p,k−p;k,k−h 6KM
(D−δ1)i
(2.5.3)
où D est la dimension de l'espae. Pour le modèle Φ44, D = 4. Pour toute ligne d'arbre
portant un indie de référene, nous avons utilisé∑
k
max
p,h
Gik−h−p,k−p;k,k−h 6KM
(D−δ0)i. (2.5.4)
Enn, pour les lignes d'arbre portant deux indies de référene, nous avons eu besoin de∑
k,h
max
p
Gik−h−p,k−p;k,k−h 6KM
(2D−δ0)i. (2.5.5)
Considérons une théorie matriielle d'interation Trφ4 et dont le propagateur obéit à la
onservation (2.2.5) et aux bornes (2.5.1) à (2.5.5) ('est le as du modèle (2.2.2)). En
répétant l'analyse de la setion 2.3, nous démontrons le omptage de puissane suivant
AGi 6K
V ′M−i(δ1L
′+δ0(V ′−1)−D(V ′−B)). (2.5.6)
La borne (2.5.6) est donnée dans le as d'un graphe G dont toutes les lignes sont d'éhelle
i (omptage monotranhe). Ce résultat est également valable pour toute omposante
onnexe mais nous avons souhaité alléger les notations. En utilisant
 L′ = I − V ′ + 1 (pour un graphe onnexe),
 V ′ = F = 2− 2g − V + I (aratéristique d'Euler),
 4V = 2I +N (théorie Φ4),
la borne (2.5.6) devient
AGi 6K
VM−iω, (2.5.7)
ω =(δ0 + δ1 −D)V + D − δ0
2
N − (D − δ0 + δ1) + 2g(D − δ0 + δ1) +D(B − 1).
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Nous onstatons alors qu'une ondition néessaire à la renormalisabilité d'un tel modèle
de matries est
δ0 + δ1 > D. (2.5.8)
Dans [GW05a℄, Grosse et Wulkenhaar avaient également remarqué que les indies δ0 et
δ1 doivent être susament grands par rapport à la dimension de l'espae. Si δ0 + δ1 > D,
la théorie est super-renormalisable. En as d'égalité, elle est juste renormalisable. Dans
[GW05b℄, le omportement du propagateur matriiel de la théorie Φ44 à Ω = 0 a été estimé
numériquement. Il a été trouvé δ0 = 1 et δ1 = 0. Nul doute qu'une étude ne, similaire à
elle eetuée sur le propagateur du modèle de Gross-Neveu (voir setion 2.4), donnerait
le même résultat. Rappelons que la théorie Φ4, en l'absene de vulanisation, soure du
mélange UV/IR qui la rend non renormalisable. Dans la base matriielle, la solution à e
phénomène semble laire. Il faut trouver un propagateur tel que δ0 + δ1 = D. Toute la
diulté réside alors dans le hoix du propagateur.
Considérons le propagateur (2.4.21) du modèle de Gross-Neveu non ommutatif. Nous
avons vu en setion 2.4.3 qu'il existe deux régions de l'espae des indies du propaga-
teur où elui-i a des omportements très diérents. Dans l'une d'elles, le propagateur se
omporte omme elui de la théorie Φ4 et onduit don au même omptage de puissane
renormalisable. Dans la région ritique, le propagateur est diérent. Nous avons
Gi 6K
M−i
1 +
√
kM−2i
e
− cp2
1+kM−2i−
cM−2i
1+k
(h− k
1+C
)2
. (2.5.9)
La borne préédente, obtenue par une méthode du type point ol, est très préise dans le
sens où elle reproduit dèlement le omportement du propagateur (nous pouvons égale-
ment montrer une borne inférieure du même type). Ce omportement obéit aux équations
(2.5.1) et (2.5.2) ave δ0 = δ1 = 1. Ainsi le modèle est régulier au sens de la dénition
2.2.2. Mais nous ne pouvons pas en onlure que la théorie a un omptage de puissane
renormalisable ar le propagateur ne reproduit pas la borne (2.5.5). Cette borne est utile
pour les lignes d'arbre du graphe dual qui portent deux indies de référene. Nous onsta-
tons don que le propagateur de Gross-Neveu ne permet pas de sommer deux indies de
référene ave un seul propagateur. Cei onduit également à du mélange UV/IR dans le
sens suivant.
Considérons le graphe de la gure 2.8b où les deux lignes externes portent un indie
i ≫ 1 et la ligne interne un indie j < i. Le propagateur (2.4.21) a δ0 = δ1 e qui
signie que le modèle orrespondant est quasi-loal (si on xe les indies d'un té du
propagateur, nous pouvons sommer sur les indies situés à l'autre extrémité sans perdre
de bon fateur de omptage de puissane). Ainsi il ne reste plus qu'à sommer un indie
par fae interne.
Sur le graphe de la gure 2.8a, si les deux lignes qui se trouvent à l'intérieur sont de
vraies lignes externes, le graphe possède deux faes brisées et nous n'avons auun indie
à sommer. Ainsi en utilisant deux fois la borne (2.5.1), nous obtenons AG 6 M
−2i
. La
somme sur i est onvergente et nous retrouvons le même omportement que la théorie Φ4
'est-à-dire les graphes ave plusieurs faes brisées (B > 2) sont onvergents. Cependant
si les deux lignes se trouvant à l'intérieur appartiennent à une ligne d'éhelle j < i (voir
gure 2.8b), le résultat est diérent. En eet, à l'éhelle i, nous retrouvons le graphe de la
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i
i
−1 −1
(a) À l'éhelle i
i
i
j−1 −1
(b) À l'éhelle j
Fig. 2.8: Couher de soleil
gure 2.8a. Si nous voulons maintenir le résultat préédent (M−2i), il faut pouvoir sommer
les deux indies des faes internes de la gure 2.8b ave le propagateur d'éhelle j. Or e
n'est pas possible puisque elui-i ne permet justement de n'en sommer qu'un seul. Ainsi
une des deux faes doit être sommée ave un propagateur d'éhelle i :
∑
k,h
M−2i−j e−M
−2ik e
− cM−2j
1+k
(h− k
1+C
)2
1 +
√
kM−2j
6 KM j . (2.5.10)
La somme sur i est ii logarithmiquement divergente. Le graphe de la gure 2.8a est
onvergent si relié à des vraies pattes externes et divergent s'il est un sous-graphe d'un
graphe d'éhelle plus basse. Le omptage de puissane d'un graphe dépend don des
éhelles inférieures à la plus basse des éhelles du graphe. Nous étudierons e phénomène
en grand détail dans la setion 4.4. Nous l'avons aussi appelé mélange UV/IR ar le
omptage de puissane d'un graphe ne se fatorise plus dans les omposantes onnexes
individuelles. Il serait intéressant d'étudier ette autre forme de mélange dans la base
matriielle. Voii en tous as e que nous pouvons déjà en dire.
La nouveauté vient du fait que le propagateur (2.4.21) ne permet pas de sommer
deux indies de référenes. Le problème se pose don uniquement pour les propagateurs
(duaux) reliant deux faes internes a et b, et dont l'indie d'éhelle est le plus bas de tous
les propagateurs arohés aux faes a et b. Ainsi seules les omposantes onnexes ave
plusieurs faes brisées sont onernées. Notons également que le problème ne se pose pas
dans une omposante monotranhe.
Nous avons par ailleurs remarqué que la meilleure façon d'optimiser les sommes dans
la base matriielle est de hoisir un arbre dual minimisé (voir setion 2.3) 'est-à-dire ave
les lignes les plus basses possible. Au ontraire, en espae x (ou p), l'arbre est maximisé :
ses lignes sont les plus hautes possible ou autrement dit il est sous arbre dans haque
omposante onnexe. Nous pouvons le omprendre enore autrement : quel que soit le
vertex onsidéré, la plus haute ligne qui lui est arohée est une ligne d'arbre
∀v ∈ G, ∃l ∈ T | il = ev def= max
l′∈v
il′ . (2.5.11)
Au ontraire, un arbre minimisé signie
∀v ∈ G, ∃l ∈ T | il = iv def= min
l′∈v
il′. (2.5.12)
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Ainsi, dans un graphe dual de la base matriielle, si l'arbre (minimisé) est sous-arbre
dans une omposante, elle-i est monotranhe. Le nouveau mélange UV/IR vient don
uniquement des omposantes onnexes dans lesquelles l'arbre n'est pas sous-arbre. J'avoue
ne pas savoir enore exatement si 'est important et quel rle peut jouer ette remarque
dans la ompréhension des modèles non ommutatifs dans la base matriielle.
De plus, remarquons que le graphe de la gure 2.8a n'est pas renormalisable par un
ontreterme du lagrangien (voir hapitre 4). Sa divergene (logarithmique) ne peut don
pas être absorbée dans une redénition de la onstante de ouplage. Heureusement, il
se trouve que la renormalisation du graphe à deux points de la gure 2.8b régularise
non seulement la divergene quadratique de la fontion à deux points mais aussi la sous-
divergene logarithmique de la fontion à quatre points. Dans la base matriielle, ei
est possible grâe au fait que la soustration de Taylor permettant d'identier la partie
divergente du graphe 2.8b ne fait intervenir que les propagateurs de la fae externe (voir
[GW05b℄ pour des exemples).
Nous allons nir par quelques brèves remarques onernant la base matriielle. Com-
mençons par deux inonvénients de la base matriielle par rapport à l'espae diret. Nous
verrons aux hapitres 3 et 4 que la notion d'orientabilité d'un graphe est très importante
(voir setion 3.1.2). Seuls les graphes non orientables sourent de mélange UV/IR. Ainsi
les théories du type φ¯ ⋆ φ ⋆ φ¯ ⋆ φ qui ne ontiennent que des graphes orientables sont
renormalisables sans vulanisation (nous reviendrons sur e point en setion 4.5.3). Nous
n'avons pas enore identié omment se traduit l'orientabilité d'un graphe dans la base
matriielle.
Le seond inonvénient est essentiellement tehnique. Nous verrons au hapitre 4 que
la renormalisation du modèle de Gross-Neveu non ommutatif néessite d'utiliser la parité
de ertaines intégrales. De manière générale, il me semble moins simple de travailler ave
des sommes disrètes qu'ave des intégrales. De plus, l'inversion de la forme quadratique
(2.2.3) 'est-à-dire le alul du propagateur (2.2.6) est très ompliquée. Saura-t-on refaire
ette inversion dans d'autres as très diérents ? Notons au passage que le alul des pro-
pagateurs (2.4.2) et (2.4.14) en espae x n'est pas omplètement trivial non plus mais
néanmoins plus simple que dans la base matriielle. Le problème vient essentiellement du
fait que nous sommes habitués à l'espae diret.
Outre es inonvénients (mineurs), la base matriielle présente un ertain nombre
d'avantages à long terme. Ii à long terme signie qu'il est, pour l'instant, plus simple
de aluler en espae x mais que la base matriielle pourrait être utile dans le but de
mieux omprendre les théories de hamps non ommutatives (et ommutatives). En eet,
je pense que le prinipal atout de ette base est qu'elle ne fait pas intervenir l'espae
sous-jaent de manière expliite. Autrement dit, nous pourrions prendre l'ation (2.2.2)
omme point de départ sans savoir qu'elle orrespond à l'ation (2.2.1). Jusqu'à présent
et dans la limite de mes onnaissanes, il me semble que seules les théories de hamps sur
des déformations ont été étudiées. Par déformation, j'entends que l'algèbre (non ommu-
tative) de fontions ou de distributions est un espae vetoriel de fontions usuelles muni
d'un produit non ommutatif. C'est le as de toutes les déformations isospetrales (voir
[Gay05b, Gay05a℄). Ces déformations sont pratiques pour transposer e que nous savons
faire sur espae ommutatif. Mais si nous voulons un jour unier la méanique quantique
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et la relativité générale, nous devons être apables d'érire une théorie qui ne s'appuie pas
sur un espae prédéni. La base matriielle pourrait nous habituer à travailler sans espae
et à omprendre omment se traduisent, dans e adre, les notions notamment néessaires
à la renormalisation telles que la loalité. De plus, il est possible que l'existene d'une base
matriielle ne soit pas restreinte au plan de Moyal. Il me semble qu'il sut de pouvoir
dénir des opérateurs de réation et d'annihilation et on peut ensuite onstruire une base
matriielle à partir de l'idempotent exp−a¯a. Néanmoins je ne rois pas à l'existene d'une
telle base pour des espaes plus généraux dans la mesure où sa onstrution fait intervenir
expliitement le produit point à point et don se sert du aratère déformé de l'espae.
Les théories de hamps sur plan de Moyal sourent de mélange UV/IR. À partir
de la  dénition  même de l'algèbre de Moyal, [xµ, xν ] = ıΘµν , il est lair qu'il est
impossible de se restreindre à une zone de petites distanes. Sur un espae ommutatif,
la région ultraviolette est lairemement identifée. Par exemple, si α est le paramètre
de Shwinger, α prohe de zéro orrespond à ette région. La région infrarouge l'est
également (α→∞). Ces deux régions sont séparées et une masse non nulle arrête le ot
dans l'infrarouge. Sur espae non ommutatif, nous avons vu que, même en présene du
terme additionnel de vulanisation, ertains modèles (Gross-Neveu) présentent enore du
mélange UV/IR. Celui-i ouple les diérentes éhelles du problème mais n'empêhe pas
la renormalisabilité de la théorie. De plus, le ot du groupe de renormalisation est arrêté
dans la zone α→∞ même à masse nulle. Ainsi les régions ultraviolette et infrarouge ne
sont pas aussi lairement identiables que sur espae ommutatif. Dans la base matriielle,
les indies des propagateurs sont dans N. Il n'y a qu'une seule région à l'inni qui pourrait
être à la fois l'ultraviolet et l'infrarouge.
Bien que par ertains tés, les aluls dans la base matriielle soient plus ompliqués,
elle permet de simplier l'interation. Nous verrons dans les deux prohains hapitres
que les osillations présentes dans l'interation (équation (2.1.22)) ontiennent beauoup
d'information onernant le omptage de puissane et les ontretermes de la théorie. Au
moins pour le modèle Φ4, l'interation dans la base matriielle est très simple (Trφ4) et
ne ontient pratiquement plus auune information. L'essentiel provient alors du propa-
gateur. Dans e formalisme, nous pouvons aluler le omptage de puissane failement,
notamment toute la dépendane topologique. Pour l'instant, dans l'espae x, seul un al-
ul exat (voir [GR℄) le permet. Notons aussi que la base matriielle a permis des aluls
non perturbatifs (développement des fontions de orrélations en puissane du genre du
graphe) mais néanmoins restreints à des modèles possédant une ertaine struture soluble
(voir [GS06a, GS06b, GS05℄).
Enn, je pense qu'il faudrait mieux aratériser le mélange UV/IR dangereux dans la
base matriielle. Nous avons vu qu'une ondition néessaire à son apparition est δ0+ δ1 <
D. Cette ondition n'est pas susante ar une théorie dont la ontrepartie ommutative
est non renormalisable, omme φ46 sur plan de Moyal, la remplirait également. Nous pour-
rions étudier la théorie (2.2.1) à Ω = 0 mais ave l'interation φ¯ ⋆ φ ⋆ φ¯ ⋆ φ. Cette théorie
est renormalisable (voir la setion 4.5.3) mais son propagateur est tel que δ0 + δ1 < D.
Cette étude nous permettrait également de larier la notion d'orientabilité dans la base
matriielle.
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Chapitre 3
Le modèle Φ44
Ces idées qui survolent l'espae et qui tout à oup, se
heurtent aux parois du râne.
Émile-Mihel Cioran
La théorie Φ44 (voir l'équation (3.1.1)) onstitue un premier modèle simple à étudier
en espae x. C'est le modèle dont Grosse et Wulkenhaar ont montré la renormalisabilité.
C'est don un bon moyen de développer des outils en espae x. Nous avons vu au hapitre
préédent omment analyser ette théorie dans la base matriielle. Celle-i a de nombreux
avantages sur l'espae diret que j'ai résumés en setion 2.5. Néanmoins je pense que
l'espae x est un intermédiaire de qualité. Mon opinion est que, tt ou tard, il faudra plus
ou moins s'abstraire de l'espae. Pour eetuer ette transition, l'étude des théories de
hamps non ommutatives en espae x peut s'avérer utile. En eet, l'espae diret nous
permet de omparer failement le omportement (entre autres du point de vue du groupe
de renormalisation) d'une théorie non ommutative ave son homologue ommutatif. Puis
nous pourrions traduire ette expériene dans la base matriielle ou dans un langage ne
faisant pas intervenir expliitement l'espae sous-jaent.
Au-delà de la perturbation, seules les tehniques onstrutives [Riv91℄ permettent de
dénir une théorie des hamps. La théorie onstrutive s'appuie sur l'espae x. Pour dénir
une théorie des hamps non perturbativement et sans utiliser expliitement l'espae x, il
faudrait ommener par développer des tehniques onstrutives dans la base matriielle.
En attendant, il y a un bon espoir de pouvoir onstruire la théorie Φ44 non ommutative
au moins en espae x. En eet, bien que les théories de hamps sur espae non ommutatif
sourent de divergenes (ultraviolettes), il semble que les ots soient régularisés. C'est,
en tous as, e que l'on onstate pour Φ4. La fontion βλ a été alulée dans [GW04℄ à
l'ordre d'une boule. Au ontraire du modèle ommutatif, asymptotiquement libre dans
l'infrarouge, la théorie non ommutative a un ot borné. Cei devrait permettre de dénire
non perturbativement le modèle Φ4 non ommutatif.
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3.1 La théorie Φ4
3.1.1 Le lagrangien
Dans e hapitre, nous étudions une théorie Φ4. Il s'agit d'une théorie salaire réelle
ave interation quartique. Elle est érite sur l'espae de Moyal quadri-dimensionnel R
4
Θ.
Sa fontionnelle ation, introduite dans [GW05b℄ est
S[φ] =
∫
d4x
(
− 1
2
∂µφ ⋆ ∂
µφ+
Ω2
2
(x˜µφ) ⋆ (x˜
µφ) +
1
2
m2 φ ⋆ φ+
λ
4
φ ⋆ φ ⋆ φ ⋆ φ
)
(x) (3.1.1)
ave x˜µ = 2(Θ
−1x)µ. Nous nous plaerons toujours dans le as eulidien. La métrique
employée est don gµν = δµν .
Le propagateur C de la théorie Φ4 non ommutative est le noyau de l'inverse de
l'opérateur −∆+ Ω2x˜2 +m2. Dans notre as, e noyau est onnu omme sous le nom de
noyau de Mehler [Sim79, GRVT06℄
C(x, y) =
Ω2
θ2π2
∫ ∞
0
dt
sinh2(2Ω˜t)
e−
eΩ
2
coth(2eΩt)(x−y)2− eΩ
2
tanh(2eΩt)(x+y)2−m2t. (3.1.2)
Le vertex de la théorie Φ4 non ommutative est omposé d'une fontion delta et d'une
osillation
a
(voir orollaire 2.1.4) :∫
dx φ⋆4(x) =
∫ 4∏
i=1
dxi φ(xi) δ(x1 − x2 + x3 − x4)eıϕ, (3.1.3)
ϕ =
4∑
i<j=1
(−1)i+j+1xi ∧ xj .
Grâe à la fontion delta, l'osillation peut être érite de plusieurs façons.
δ(x1 − x2 + x3 − x4)eıϕ =δ(x1 − x2 + x3 − x4)eıx1∧x2+ıx3∧x4 (3.1.4a)
=δ(x1 − x2 + x3 − x4)eıx4∧x1+ıx2∧x3 (3.1.4b)
=δ(x1 − x2 + x3 − x4) exp ı(x1 − x2) ∧ (x2 − x3). (3.1.4)
L'interation est réelle et positive
b
:∫ 4∏
i=1
dxiφ(xi) δ(x1 − x2 + x3 − x4)eıϕ (3.1.5)
=
∫
dk
(∫
dxdy φ(x)φ(y)eık(x−y)+ıx∧y
)2
∈ R+.
Elle est également invariante par translation omme l'indique l'équation (3.1.4). Dans la
suite de e hapitre nous démontrons, en espae x, le théorème suivant
a
La diérene de signe dans l'osillation entre les équations (3.1.3) et (2.1.22) est non pertinente
omme le montre (3.1.5).
b
Une autre façon de le montrer est, à partir de (2.1.15), φ⋆4 = φ⋆4.
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Théorème 3.1.1 (BPHZ) La théorie quantique des hamps dénie par l'ation (3.1.1)
est renormalisable à tous les ordres de perturbation.
Dans toute la suite de e hapitre, nous utiliserons l'analyse multi-éhelles (voir la setion
1.2).
3.1.2 Orientation et variables d'un graphe
La fontion delta (3.1.3) de l'interation nous indique que le vertex est un parallèlo-
gramme. Pour simplier, nous le représenterons soit sous forme d'un losange (Fig. 3.1)
soit omme un arré.
Nous assoions un signe, + ou −, à haune des quatre positions du vertex.
x1
x2
x3
x4 − −
+
+
Fig. 3.1:
Un vertex
Ce signe alterne d'une position à l'autre et reète les signes intervenant dans
l'argument de la fontion delta. Par exemple, la fontion delta assoiée au
vertex de la gure 3.1 doit être pensée omme δ(x1 − x2 + x3 − x4) et non
δ(−x1 + x2 − x3 + x4). Le vertex étant invariant par permutation ylique,
nous pouvons hoisir le signe de l'une des quatre positions. Les signes des
trois autres sont alors xés. Nous dirons qu'une ligne est orientable si elle
joint un point + à un point −. Dans le as ontraire nous la qualierons de
non orientable. Par dénition, un graphe est orientable si toutes ses lignes le sont. Nous
partiulariserons les lignes orientables en leur joignant une èhe allant du − vers le +.
Les positions − seront don dénies sortantes et les + entrantes.
Soit un graphe G. Nous hoisissons un arbre optimal T générateur enrainé. L'orien-
tation du graphe 'est-à-dire l'attribution des signes à haque vertex est déterminée par
l'orientation de l'arbre. Au vertex raine, nous hoisissons une position à laquelle nous
attribuons un signe +, une position entrante. Quand le graphe n'est pas un graphe du
vide, il est pratique de hoisir omme raine un vertex possédant une ou plusieurs pattes
externes. Dans e as, nous hoisissons une position externe pour e signe +. Quelle que
soit ette position, une fois son signe xé, les signes des trois autres sommets de la raine
sont déterminés. Ainsi en imposant l'orientabilité des lignes de l'arbre

, nous induisons
une attribution des signes ou orientation des vertex et des lignes de l'arbre. Chaque ligne
possède une et une seule èhe. Ces èhes sont alternativement entrantes et sortantes
autour d'un vertex (gure 3.2a). Remarquons qu'ave ette proédure, un arbre est tou-
jours orientable (et orienté). Les lignes de boules peuvent alors être orientables ou pas.
Dénition 3.1.1 (Ensembles de lignes) Nous dénissons
T = {lignes d'arbre} ,
L = {lignes de boules} = L0 ∪ L+ ∪ L− ave
L0 = {lignes de boules (+,−) ou (−,+)} ,
L+ = {lignes de boules (+,+)} ,
L− = {lignes de boules (−,−)} .

C'est possible grâe à l'absene de lignes de boules.
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4
(a) Orientation d'un arbre
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1
(b) Ordre total
Fig. 3.2: Orientabilité et ordre
Il est pratique de munir l'ensemble des variables de vertex d'un ordre total. Pour ela,
nous ommençons par la position raine et tournons autour de l'arbre dans le sens trigo-
nométrique. Nous numérotons les positions dans l'ordre dans lequel elles sont renontrées,
voir la gure 3.2b. Alors nous pouvons ordonner (partiellement) les lignes internes et les
positions externes.
Dénition 3.1.2 (Relations d'ordre) Soient i < j et p < q dans N. Pour toutes lignes
l = (i, j), l′ = (p, q) ∈ T ∪ L, pour toute position externe xk, nous dénissons
l ≺ l′ si i < j < p < q
l ≺ k i < j < k
l ⊂ l′ p < i < j < q
k ⊂ l i < k < j : l ontrate au-dessus de xk
l ⋉ l′ i < p < j < q.
Nous étendons es dénitions aux ensembles de lignes dénis en 3.1.1. Par exemple, nous
érirons L0 ⋉ L+ au lieu de {(ℓ, ℓ′) ∈ L0 ×L+, ℓ⋉ ℓ′}. Nous dénissons également l'en-
semble suivant. Soient S1 et S2 deux ensembles de lignes,
S1⋉⋊S2 = {(l, l′) ∈ S1 × S2, l ⋉ l′ ou l ⋊ l′} . (3.1.6)
Par exemple, sur la gure 3.2b, ℓ1 ≺ ℓ4, l2 ⊂ ℓ1, l3 ≻ x1. Remarquons aussi qu'ave de
telles onventions de signes, une ligne orientable joint toujours une position paire (−) à
une position impaire (+). Nous allons maintenant dénir de nouvelles variables. Celles-i
seront relatives aux lignes du graphe alors que les variables utilisées jusqu'à maintenant
sont des variables de vertex. Toute ligne orientable l joint une position sortante xl− à
une position entrante xl+. Nous dénissons ul = xl+ − xl− omme la diérene entre les
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positions entrante et sortante. Pour les lignes non orientables, ul est aussi la diérene
entre ses deux extrémités mais le signe est arbitraire et donné dans la dénition 3.1.3. Les
variables ul sont appelées variables ourtes. Les variables longues sont dénies omme la
somme des deux extrémités des lignes. Nous les désignerons par vl = xl+ + xl− pour les
lignes d'arbre et wℓ = xℓ+ + xℓ− pour les boules.
Dénition 3.1.3 (Variables ourtes et longues) Soient i < j. Pour toute ligne l =
(i, j) ∈ T ∪ L,
ul =

(−1)i+1si + (−1)j+1sj ∀l ∈ T ∪ L0,
si − sj ∀l ∈ L+,
sj − si ∀l ∈ L−.
(3.1.7)
vl =si + sj ∀l ∈ T (3.1.8)
wl =si + sj ∀l ∈ L. (3.1.9)
Ave ette dénition, le propagateur orrespondant à une ligne l s'érit :
Cl(ul, vl) =
Ω2
θ2π2
∫ ∞
0
dtl
sinh2(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l−
eΩ
2
tanh(2eΩtl)v2l −m2t. (3.1.10)
Le signe ylique aux vertex et l'ordre induit sur les positions par la rotation autour de
l'arbre nous permet de donner un signe à haque ligne :
Dénition 3.1.4 (Signe d'une ligne) Soient i < j. Pour toute ligne l = (i, j) ∈ T ∪L,
ε(l) = +1 ∀l ∈ T ∪ L0 si i est pair
= +1 L−
= −1 T ∪ L0 si i est impair
= −1 L+.
3.1.3 Résolution des fontions delta
Nous nous donnons ii une règle pour résoudre de façon optimale les fontions delta
de vertex. De plus ela nous permettra de fatoriser la fontion delta globale (voir (3.1.3))
pour haque sous-graphe à quatre points. Une telle proédure est appelée, en anglais,
 position routing . C'est l'équivalent en espae x du  momentum routing . Il n'existe
pas de manière anonique d'eetuer une telle distribution. Cependant nous pouvons
rejeter l'arbitraire du proédé dans un hoix d'arbre. Ce hoix est ependant ontraint
(mais pas xé) par l'attribution des indies. Ainsi étant donné un graphe G, nous pouvons
hoisir un arbre générateur enrainé (rooted spanning tree). Une fois e hoix fait, il existe
une proédure anonique de résolution des fontions delta. Il est pratique d'introduire un
système de branhes. À haque ligne l de l'arbre nous assoions une branhe b(l) formée
des vertex situés au-dessus de l. Voii omment nous dénissons au-dessus. À haque
vertex ν, il existe une unique ligne d'arbre desendant vers la raine. Notons-la lν. A
ontrario, à haque ligne d'arbre l orrespond un unique vertex ν tel que lν = l. Nous
dénissons également Pν omme l'unique ensemble de lignes de l'arbre joignant ν à la
raine. Ainsi la branhe b(l) est l'ensemble de vertex déni par
b(l) = {ν ∈ G : l ∈ Pν} . (3.1.11)
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Sur la gure 3.2b, la branhe b(l2) = {2, 3, 4}. Nous pouvons maintenant remplaer l'en-
semble des fontions delta de vertex par un nouvel ensemble assoié aux branhes. Si
le graphe G a n vertex, l'arbre est omposé de n − 1 lignes. Il est don onstitué de
n− 1 branhes. À haque vertex ν, nous remplaçons la fontion δν(
∑4
i=1(−1)i+1xνi) par
δ(
∑
ν′∈b(lν)
∑4
i=1(−1)i+1xν′i). Strito sensu il n'existe pas de branhe ontenant la raine
de l'arbre (e serait l'arbre tout entier) si bien qu'il faut rajouter à es n − 1 nouvelles
fontions delta, la fontion de raine dénie par δG(
∑
ν′∈G
∑4
i=1(−1)i+1xν′i). Nous avons
ainsi redéni n fontions delta. Ce hangement dans la distribution des positions est lai-
rement triangulaire. C'est la struture en arbre qui l'assure.
Préisons maintenant les arguments de es nouvelles fontions delta en termes des
variables ourtes et longues. Dans e but, il est ommode de dénir l'ensemble b(l) de
lignes boulant à l'intérieur d'une branhe b(l) donnée :
b(l) = {l′ = (xν , xν′) ∈ G : ν, ν ′ ∈ b(l)} . (3.1.12)
Il existe également des lignes l = (xν , xν′) ave ν ∈ b(l) et ν ′ /∈ b(l). De même b(l) peut
ontenir des positions externes. Nous noterons X (l) l'ensemble des positions externes de
la branhe b(l) et des extrémités des lignes boulant à l'extérieur de ette branhe. La
dénition des variables ourtes et longues entraîne don, pour ν xé,
∑
ν′∈b(lν)
4∑
i=1
(−1)i+1xν′i =
∑
l∈(T ∪L0)∩b(lν )
ul+
∑
ℓ∈L+∩b(lν)
wℓ−
∑
ℓ∈L−∩b(lν )
wℓ+
∑
e∈X (lν)
η(e)xe (3.1.13)
où η(e) = 1 si la position e est entrante et −1 sinon. À titre d'exemple, la fontion delta
assoiée à la branhe b(l2) de la gure 3.2b est
δ(y − z + x3 + x4 + ul3 + uℓ5 + ul6 − wℓ4). (3.1.14)
De même la fontion delta de la branhe omplète est
δ(x1 − x2 + x3 + x4 + uℓ1 + ul2 + ul3 + uℓ5 + ul6 − wℓ4). (3.1.15)
Notons nalement le as partiulier de la fontion delta de raine :
δG
( ∑
l∈T ∪L0
ul +
∑
ℓ∈L+
wℓ −
∑
ℓ∈L−
wℓ +
∑
e∈E(G)
η(e)xe
)
(3.1.16)
où E(G) est l'ensemble des points externes de G. Remarquons que si le graphe est orien-
table (L+ = L− = ∅) alors la fontion delta de raine (3.1.16) ne ontient que les points
externes et la somme de toutes les variables ul du graphe.
Nous allons maintenant utiliser les n − 1 fontions delta de branhes pour résoudre
les longues variables vl, l ∈ T de l'arbre. C'est le hoix optimal. Les intégrations sur les
longues variables vl ou wℓ oûtent M
2il
. De plus, l'arbre étant hoisi optimal, les vl sont
les variables les plus longues. D'après (3.1.13), nous avons
δb(l)
( ∑
l′∈(T ∪L0)∩b(l)
ul′ +
∑
ℓ∈L+∩b(l)
wℓ −
∑
ℓ∈L−∩b(l)
wℓ +
∑
e∈X (l)
η(e)xe
)
. (3.1.17)
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Il existe el ∈ X (l) tel que xel = 12(η(el)ul+ vl) (voir dénition 3.1.3). Ce point externe est
une extrémité de la ligne l. Ainsi δb(l) donne
vl =− η(el)ul − 2η(el)
( ∑
l′∈(T ∪L0)∩b(l)
ul′ +
∑
ℓ∈L+∩b(l)
wℓ −
∑
ℓ∈L−∩b(l)
wℓ (3.1.18)
+
∑
e∈X (l)\{el}
η(e)xe
)
.
Nous avons alors utilisé n − 1 fontions delta (une par ligne d'arbre). La dernière est
onservée (la fontion delta de raine). Elle est l'équivalent de la onservation globale des
moments dans les théories des hamps habituelles.
3.2 Le fateur de rosette
Cette setion est une préparation au omptage de puissane. Elle nous sera également
utile dans le hapitre 4 sur le modèle de Gross-Neveu non ommutatif. Dans la setion
préédente, nous avons onstaté que les osillations, venant de l'interation, s'expriment
en fontion des variables de vertex. Au ontraire, les propagateurs utilisent plus naturelle-
ment les variables de lignes u et v (w). Evidemment es deux ensembles de variables sont
équivalents. Cependant il n'est pas très ommode d'utiliser deux jeux de variables. Nous
allons don réexprimer les osillations en termes des variables ourtes et longues.
Stritement parlant, nous n'aurons pas besoin dans e hapitre de l'expression exate
de l'osillation totale
d
. En réalité, il nous faut seulement quelques informations onernant
les graphes non planaires (g > 1) ou ave plusieurs faes brisées (B > 2). Il se trouve
qu'un travail similaire a déjà été eetué par Filk [Fil96℄. Dans et artile, Filk travaillait
en espae des moments ave le propagateur habituel 'est-à-dire l'inverse du laplaien.
Ainsi nous pouvons retrouver ses résultats en mettant toutes les variables u à zéro dans
les expresions qui suivront. Cei orrespond à la onservation des moments. Remarquons
aussi qu'en espae p la fontion delta de vertex est δ(p1 + p2 + p3 + p4). Or nous avons
vu dans la setion 3.1.2 que 'est l'alternane de signes dans l'argument de la fontion
delta de vertex qui est responsable de la notion d'orientation d'un graphe non ommu-
tatif. C'est pourquoi dans l'artile de Filk il n'est pas fait mention de lignes orientables
ou non orientables. L'espae des moments n'est pas adapté pour faire une telle distintion.
Dans la suite nous nommerons fateur de rosette l'ensemble des osillations de
vertex ajoutées à la fontion delta de raine. De plus nous désignerons par l une ligne
d'arbre et par ℓ une ligne de boulee. La première étape vers une rériture omplète des
osillations de vertex onsiste en une  rédution de l'arbre . Il s'agit d'exprimer les
variables de l'arbre en fontion des u et v. Soit un graphe G d'ordre n. Il ontient 2(n−1)
positions dans l'arbre. Les 2(n + 1) positions de boules et variables externes restantes
sont désignées par sj. En utilisant l'invariane ylique des vertex et les fontions delta,
nous obtenons (voir [GMRVT06℄ pour une preuve) :
d
Cependant toute l'information nous sera utile pour le modèle de Gross-Neveu.
e
Si une ligne appartient à un ensemble ontenant des lignes d'arbre et de boules, nous la noterons l.
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Lemme 3.2.1 (Rédution de l'arbre) Le fateur de rosette après le premier mouve-
ment de Filk est [Fil96, GMRVT06℄ :
δ(s1 − s2 + · · · − s2n+2 +
∑
l∈T
ul) exp ıϕ (3.2.1)
où ϕ =
2n+2∑
i<j=0
(−1)i+j+1si ∧ sj + 1
2
∑
l∈T
ε(l)vl ∧ ul −
∑
T ≺T
ul ∧ ul′
+
∑
{l∈T , i≺l}
ul ∧ (−1)i+1si +
∑
{l∈T , i≻l}
(−1)i+1si ∧ ul
et ε(l) obéit à la dénition 3.1.4.
L'étape suivante onsiste à exprimer toutes les variables de boules ave les u et w. Dans
[GMRVT06℄, nous l'avons fait pour les graphes planaires réguliers (g = 0 et B = 1).
Dans la suite nous aurons besoin du as général
f
. Nous désignerons les (vraies) variables
externes par sjk , k ∈ J1, NK def= [1, N ] ∩ Z et érirons ∁L0 def= L+ ∪ L−.
Lemme 3.2.2 Le fateur de rosette d'un graphe général est :
δ
( N∑
k=1
(−1)jk+1sjk +
∑
l∈T ∪L0
ul +
∑
ℓ∈L+
wℓ −
∑
ℓ∈L−
wℓ
)
exp ıϕ (3.2.2)
ave ϕ = ϕE + ϕX + ϕU + ϕW ,
ϕE =
N∑
k<l=1
(−1)jk+jl+1sjk ∧ sjl,
ϕX =
N∑
k=1
∑
((T ∪L0)≺jk)
∪(∁L0⊃jk)
(−1)jk+1sjk ∧ ul +
∑
(T ∪L0)≻jk
ul ∧ (−1)jk+1sjk ,
ϕU =
1
2
∑
T
ε(l)vl ∧ ul + 1
2
∑
L
ε(ℓ)wℓ ∧ uℓ
+
1
2
∑
L0⋉L0
ε(ℓ)wℓ ∧ uℓ′ + ε(ℓ′)wℓ′ ∧ uℓ + 1
2
∑
L0⋉∁L0
ε(ℓ)wℓ ∧ uℓ′ − ε(ℓ′)wℓ′ ∧ uℓ
+
1
2
∑
L0⋊∁L0
−ε(ℓ)wℓ ∧ uℓ′ + ε(ℓ′)wℓ′ ∧ uℓ
f
En fait nous n'aurons besoin que du as orientable. Cependant il reste à prouver que les graphes non
orientables du modèle de Gross-Neveu sont onvergents. Pour ela l'expression des osillations pour un
graphe omplètement général sera utile.
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+
1
2
∑
(L+⋉⋊L−)
∪(L+⋉L+)∪(L−⋉L−)
uℓ ∧ ε(ℓ′)wℓ′ + uℓ′ ∧ ε(ℓ)wℓ
+
∑
((T ∪L0)⊂L0)
∪((T ∪L0)≻∁L0)
ε(ℓ′)wℓ′ ∧ ul +
∑
(∁L0⊂∁L0)
∪((T ∪L0)≺∁L0)
ul ∧ ε(ℓ′)wℓ′
+
∑
(T ∪L0)≺(T ∪L0)
ul′ ∧ ul +
∑
(T ∪L0)⊂∁L0
ul ∧ uℓ′
+
1
2
∑
(L0⋉L0)
∪(L+⋉L+)∪(L−⋉L−)
uℓ′ ∧ uℓ + 1
2
∑
(L0⋉⋊∁L0)
∪(L+⋊L−)∪(L−⋊L+)
uℓ ∧ uℓ′,
ϕW =
∑
(∁L0≺jk)
∪(L0⊃jk)
ε(ℓ)wℓ ∧ (−1)jk+1sjk +
∑
∁L0≻jk
(−1)jk+1sjk ∧ ε(ℓ)wℓ
+
1
2
∑
(L0⋉L0)
∪(∁L0⋉∁L0)∪(L0⋉⋊∁L0)
ε(ℓ′)wℓ′ ∧ ε(ℓ)wℓ +
∑
(L0⊃∁L0)
∪(∁L0≺∁L0)
ε(ℓ′)wℓ′ ∧ ε(ℓ)wℓ,
où l(ℓ) appartient toujours à l'ensemble de gauhe.
Démonstration. Comme expliqué dans la setion 3.1.3, la fontion δ de raine est donnée
par
δ
( N∑
k=1
(−1)jk+1sjk +
∑
l∈T ∪L0
ul +
∑
ℓ∈L+
wℓ −
∑
ℓ∈L−
wℓ
)
. (3.2.3)
On exprime maintenant les variables des hamps de boules en termes des variables u et
w. Ainsi le terme quadratique dans les variables externes est
N∑
k<l=1
(−1)jk+jl+1sjk ∧ sjl . (3.2.4)
Soit une variable externe sjk . Les termes linéaires dans ette variable sont :
ϕjk =
∑
i<jk
(−1)i+1si ∧ (−1)jksjk +
∑
i>jk
(−1)jksjk ∧ (−1)i+1si
+
∑
T ≻jk
(−1)jksjk ∧ ul +
∑
T ≺jk
ul ∧ (−1)jksjk (3.2.5)
où les si sont toutes des variables de boules. Soit une ligne de boule ℓ = (i, j) ≺ jk.
Sa ontribution à ϕjk est :[
(−1)i+1si + (−1)j+1sj
] ∧ (−1)jksjk . (3.2.6)
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Le résultat en termes des variables uℓ et wℓ dépend de l'orientabilité de la ligne de boule.
À partir des dénitions 3.1.3 et 3.1.4, on a[
(−1)i+1si + (−1)j+1sj
] ∧ (−1)jksjk (3.2.7)
= uℓ ∧ (−1)jksjk si ℓ ∈ L0
= − ε(l)wℓ ∧ (−1)jksjk si ℓ ∈ L+ ∪ L−.
De la même façon si une ligne boule au-dessus de la variable externe sjk , sa ontribution
à ϕjk est : [
(−1)i+1si + (−1)jsj
] ∧ (−1)jksjk (3.2.8)
= − ε(l)wℓ ∧ (−1)jksjk si ℓ ∈ L0
= uℓ ∧ (−1)jksjk si ℓ ∈ L+ ∪ L−.
Finalement le terme linéaire en sjk est
ϕjk =
∑
((T ∪L0)≺jk)
∪(∁L0⊃jk)
ul ∧ (−1)jksjk +
∑
(T ∪L0)≻jk
(−1)jksjk ∧ ul (3.2.9)
+
∑
(∁L0≺jk)
∪(L0⊃jk)
(−1)jksjk ∧ ε(ℓ)wℓ +
∑
∁L0≻jk
ε(ℓ)wℓ ∧ (−1)jksjk .
Considérons une ligne de boule ℓ = (p, q). Sa ontribution au fateur de rosette se
déompose en un terme  pur boule  et un terme  arbre-boule . Nous détaillerons le
premier. Le seond est obtenu par la même méthode. Le terme pur boule est :
ϕbb =
∑
i<p
(−1)i+1si ∧ (−1)psp +
∑
p<i
i 6=q
(−1)psp ∧ (−1)i+1si + (−1)p+q+1sp ∧ sq
+
∑
i<q
i 6=p
(−1)i+1si ∧ (−1)qsq +
∑
q<i
(−1)qsq ∧ (−1)i+1si
=
∑
i<p
(−1)i+1si ∧ [(−1)psp + (−1)qsq] +
∑
q<i
[(−1)psp + (−1)qsq] ∧ (−1)i+1si
+
∑
p<i<q
(−1)i+1si ∧ [(−1)p+1sp + (−1)qsq] + (−1)p+q+1sp ∧ sq . (3.2.10)
Six possibilités s'orent alors à une autre ligne de boule ℓ′ = (i, j). Elle peut suivre ℓ
ou la prééder, la ontenir ou être ontenue par elle, la roiser par la gauhe ou par la
droite. De plus les lignes ℓ et ℓ′ peuvent être orientables ou pas. Nous n'allons pas exhiber
toutes es diérentes ontributions mais nous allons donner la méthode employée pour les
obtenir grâe à deux exemples. Le leteur remarquera que la proédure est omplètement
semblable à elle employée pour le terme ϕjk .
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Soit (ℓ, ℓ′) ∈ L20 tel que ℓ′ ⋉ ℓ. La ligne ℓ′ roise alors ℓ par la gauhe omme dénie
en 3.1.2. Le terme orrespondant est :
(−1)i+1si ∧ [(−1)psp + (−1)qsq] + (−1)j+1sj ∧ [(−1)p+1sp + (−1)qsq]
= (−1)i+1si ∧ (−uℓ) + (−1)j+1sj ∧ (−ε(ℓ)wℓ)
=
1
2
(uℓ ∧ uℓ′ + ε(ℓ′)wℓ′ ∧ uℓ + ε(ℓ)wℓ ∧ uℓ′ + ε(ℓ)wℓ ∧ ε(ℓ′)wℓ′) . (3.2.11)
De même si ℓ ∈ L0, ℓ′ ∈ L+ telles que ℓ ⊂ ℓ′, on a :
(−1)i+1si ∧ [(−1)psp + (−1)qsq] + [(−1)psp + (−1)qsq] ∧ (−1)j+1sj
= (−1)i+1si ∧ (−uℓ) + (−uℓ) ∧ (−1)j+1sj = uℓ ∧ uℓ′ (3.2.12)
On proède de la même manière pour les autres ontributions et on obtient le fateur
 pur boule  suivant :
ϕbb =
1
2
∑
L
ε(ℓ)wℓ ∧ uℓ (3.2.13)
+
∑
(L0⊂L0)
∪(L0≻∁L0)
ε(ℓ′)wℓ′ ∧ uℓ +
∑
(L0≺∁L0)∪(∁L0⊂∁L0)
uℓ ∧ ε(ℓ′)wℓ′
+
1
2
∑
L0⋉L0
ε(ℓ)wℓ ∧ uℓ′ + ε(ℓ′)wℓ′ ∧ uℓ + 1
2
∑
L0⋉∁L0
ε(ℓ)wℓ ∧ uℓ′ − ε(ℓ′)wℓ′ ∧ uℓ
+
1
2
∑
L0⋊∁L0
−ε(ℓ)wℓ ∧ uℓ′ + ε(ℓ′)wℓ′ ∧ uℓ
+
1
2
∑
(L+⋉⋊L−)
∪(L+⋉L+)∪(L−⋉L−)
uℓ ∧ ε(ℓ′)wℓ′ + uℓ′ ∧ ε(ℓ)wℓ
+
1
2
∑
(L0⋉L0)∪(∁L0⋉∁L0)
∪(L0⋉⋊∁L0)
ε(ℓ′)wℓ′ ∧ ε(ℓ)wℓ +
∑
(L0⊃∁L0)
∪(∁L0≺∁L0)
ε(ℓ′)wℓ′ ∧ ε(ℓ)wℓ
+
∑
L0≺L0
uℓ′ ∧ uℓ +
∑
L0⊂∁L0
uℓ ∧ uℓ′
+
1
2
∑
(L0⋉L0)
∪(L+⋉L+)∪(L−⋉L−)
uℓ′ ∧ uℓ + 1
2
∑
(L0⋉⋊∁L0)
∪(L+⋊L−)∪(L−⋊L+)
uℓ ∧ uℓ′
Enn il reste le terme  arbre-boule  :
ϕab =
∑
{l′∈T , l′≺p}
ul′ ∧ (−1)psp +
∑
{l′∈T , l′≻p}
(−1)psp ∧ ul′ (3.2.14)
+
∑
{l′∈T , l′≺q}
ul′ ∧ (−1)qsq +
∑
{l′∈T , l′≻q}
(−1)qsq ∧ ul′
=
∑
{l′∈T , l′≺p}
ul′ ∧ [(−1)psp + (−1)qsq] +
∑
{l′∈T , l′≻q}
[(−1)psp + (−1)qsq] ∧ ul′
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+
∑
{l′∈T , p≺l′≺q}
ul′ ∧
[
(−1)p+1sp + (−1)qsq
]
=
∑
L0≻T
uℓ ∧ ul′ +
∑
(L0≺T )
∪(∁L0⊃T )
ul′ ∧ uℓ
+
∑
(L0⊃T )
∪(∁L0≺T )
ε(ℓ)wℓ ∧ ul′ +
∑
∁L0≻T
ul′ ∧ ε(ℓ)wℓ. 
Corollaire 3.2.3 Le fateur de rosette d'un graphe orientable est
δ
( N∑
k=1
(−1)jk+1sjk +
∑
l∈T ∪L
ul
)
exp ıϕ (3.2.15)
ave ϕ = ϕE + ϕX + ϕU + ϕW ,
ϕE =
N∑
k<l=1
(−1)jk+jl+1sjk ∧ sjl,
ϕX =
N∑
k=1
∑
(T ∪L)≺jk
(−1)jk+1sjk ∧ ul +
∑
(T ∪L)≻jk
ul ∧ (−1)jk+1sjk ,
ϕU =
1
2
∑
T
ε(l)vl ∧ ul + 1
2
∑
L
ε(ℓ)wℓ ∧ uℓ
+
1
2
∑
L⋉L
ε(ℓ)wℓ ∧ uℓ′ + ε(ℓ′)wℓ′ ∧ uℓ +
∑
(T ∪L)⊂L
ε(ℓ′)wℓ′ ∧ ul
+
∑
(T ∪L)≺(T ∪L)
ul′ ∧ ul + 1
2
∑
L⋉L
uℓ′ ∧ uℓ,
ϕW =
∑
L⊃jk
ε(ℓ)wℓ ∧ (−1)jk+1sjk +
1
2
∑
L⋉L
ε(ℓ′)wℓ′ ∧ ε(ℓ)wℓ.
Démonstration. Il sut de faire L+ = L− = ∅ dans l'expression générale du lemme
3.2.2. 
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Corollaire 3.2.4 Soit un graphe régulier planaire (g = 0 et B = 1). Son fateur de
rosette est [GMRVT06℄
δ
( N∑
k=1
(−1)k+1xk +
∑
l∈T ∪L
ul
)
exp ıϕ (3.2.16)
ave ϕ = ϕE + ϕX + ϕU ,
ϕE =
N∑
i<j=1
(−1)i+j+1xi ∧ xj ,
ϕX =
N∑
k=1
∑
(T ∪L)≺k
(−1)k+1xk ∧ ul +
∑
(T ∪L)≻k
ul ∧ (−1)k+1xk,
ϕU =
1
2
∑
T
ε(l)vl ∧ ul + 1
2
∑
L
ε(ℓ)wℓ ∧ uℓ
+
∑
(T ∪L)⊂L
ε(ℓ′)wℓ′ ∧ ul +
∑
(T ∪L)≺(T ∪L)
ul′ ∧ ul.
Démonstration. Le graphe n'ayant qu'une seule fae brisée, il y a toujours un nombre pair
de hamps entre deux variables externes. Dans e as, jk et k ont même parité. Ainsi, en
eetuant le hangement de variables sjk → xk, le terme quadratique dans les variables
externes s'érit :
N∑
i<j=1
(−1)i+j+1xi ∧ xj . (3.2.17)
De plus les ontraintes g = 0 et B = 1 impliquent que le graphe est orientable (L = L0). En
eet, onsidérons une ligne de boule ℓ (e sont les seules à pouvoir être non orientables)
reliant si à si+2p. Ces deux positions ont alors même parité. Entre les deux bouts de
la ligne ℓ se trouve un nombre impair de positions. Ainsi soit ℓ boule au-dessus d'une
variable externe et B > 2, soit une autre ligne de boule la roise et g > 1.
Finalement en tant du résultat du lemme 3.2.2 les termes onernant les roisements, les
lignes boulant au-dessus de variables externes et les lignes non orientables, on obtient
(3.2.16). 
L'information prinipale à retenir de ette setion est, pour les graphes orientables,
 si le graphe est non planaire, le fateur de rosette ontient des osillations du type
w ∧ w,
 si le graphe a plus d'une fae brisée (il existe des lignes de boules qui ontratent
au-dessus de points externes), le fateur de rosette ontient des osillations du type
x ∧ w.
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3.3 Comptage de puissane
La première étape d'une analyse multi-éhelles onsiste à  déouper  le propagateur
en tranhes puis obtenir une borne supérieure dans haque tranhe :
Cl =
∞∑
i=0
C il , C
i
l =

∫ M−2(i−1)
M−2i
dtCl(t; ) si i > 1∫ ∞
1
dtCl(t; ) si i = 0.
(3.3.1)
Lemme 3.3.1 Pour tout i ∈ N, il existe K, k ∈ R+ tels que∣∣C il (ul, vl)∣∣ 6KM2(i+1)e−kM i+1|ul|−kM−i−1|vl|. (3.3.2)
Cette borne est aussi valable si m = 0.
La preuve du lemme préédent est similaire à elle du lemme 1.2.1. Notons ependant une
diérene essentielle. La tranhe i = 0 représente la zone infrarouge de la théorie. Dans
une théorie massive ommutative, le propagateur, dans ette tranhe, obéit à la même
borne que dans les autres tranhes. On dit que la masse arrête le ot dans l'infrarouge.
Toute la région infrarouge peut être traitée d'un seul oup, nul besoin de déouper ette
zone omme nous l'avons fait pour l'ultraviolet. Si on étudie une théorie de masse nulle,
on est obligé de diviser ette dernière tranhe pour étudier le omportement infrarouge
ave soin. Si on ne le fait pas, on obtient des amplitudes innies dans ette tranhe. Au-
trement dit les propagateurs ne sont plus susants pour intégrer sur les points internes du
graphe. Dans la théorie Φ4 non ommutative tout omme dans le modèle de Gross-Neveu,
le propagateur à masse nulle obéit à la même borne dans toute les tranhes y ompris
l'infrarouge. Ce omportement est dû au terme supplémentaire en x˜2 dans le propagateur.
Dans es théories, la fateur de divergene globale du propagateur t−D/2 est remplaé par
sinh−D/2 t qui se omporte omme e−Dt/2 à t grand. Cei remplae la masse. Le potentiel
harmonique x˜2 est bien, en e sens, un potentiel onnant qui élimine les divergenes
infrarouges usuelles.
La suite de ette setion est dédiée à la preuve du lemme suivant.
Lemme 3.3.2 (Comptage de puissane) Soit G un graphe orientable onnexe. Quel
que soit Ω ∈ ]0, 1], il existe K ∈ R tel que son amplitude amputée AµG intégrée ontre des
fontions test est bornée par
|AµG| 6Kn
∏
i,k
M−ω(G
i
k)
(3.3.3)
ave ω(Gik) =

N si Gik est non orientable,
ou si Gik est orientable, g = 0 et B > 2,
N + 4 si Gik est orientable, g > 1,
N − 4 si Gik est orientable, g = 0 et B = 1.
(3.3.4)
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Démonstration. L'amplitude amputée d'un graphe G onnexe ave l'attribution d'éhelles
µ, intégrée ontre des fontions test s'érit
AµG =
∫ N∏
i=1
dxi fi(xi)δG
∏
l∈T
duldvl δb(l)C
il
l (ul, vl)
∏
ℓ∈L
duℓdwℓC
iℓ
ℓ (uℓ, wℓ)e
iϕ
(3.3.5)
où ϕ est l'osillation totale des vertex et où nous avons utilisé les notations de la setion
3.1.3 pour les fontions delta. Nous allons tout d'abord montrer omment obtenir la borne
en N − 4 qui est la plus simple. Pour elle-i, nous n'avons pas besoin des osillations.
Ainsi en prenant la valeur absolue de l'amplitude et en utilisant la borne (3.3.2),
|AµG| 6 Kn
∏
l∈G
M2(il+1)
∫ N∏
i=1
dxi fi(xi)δG
∏
l∈T
duldvl δb(l)e
−kM il+1|ul|−kM−il−1|vl|
(3.3.6)∏
ℓ∈L
duℓdwℓ e
−kM iℓ+1|uℓ|−kM−iℓ−1|wℓ|.
Les fontions delta de branhes δb(l), l ∈ T nous permettent d'intégrer sur les longues
variables de l'arbre. Les déroissanes exponentielles obtenues (en remplaçant vl par sa
valeur dans les propagateurs) sont bornées par 1. La dernière fontion delta de raine
(de l'arbre de Gallavotti) est utilisée pour intégrer sur une patte externe. Les autres sont
intégrées ave des fontions test. Nous avons alors
|AµG| 6 Kn
∏
l∈G
M2(il+1)
∫ ∏
l∈T
dul e
−kM il+1|ul|
∏
ℓ∈L
duℓdwℓ e
−kM iℓ+1|uℓ|−kM−iℓ−1|wℓ|. (3.3.7)
Remarquons que nous érivons K pour toute onstante inessentielle. Ainsi K prendra
diérentes valeurs au fur et à mesure de la preuve. Pour toute ligne l ∈ G, l'intégration
sur la variable ul donne O(M−4(il+1)) et l'intégration sur vl (ou wl) donne O(M4(il+1)).
Pour toute ligne de boule ℓ ∈ L, le produit de es deux intégrations est d'ordre O(1).
Ainsi l'amplitude de G est bornée par
|AµG| 6 Kn
∏
l∈G
M2(il+1)
∏
l∈T
M−4(il+1). (3.3.8)
De façon omplètement standard [Riv91℄, nous distribuons le omptage de puissane parmi
les omposantes onnexes.∏
l∈G
M2(il+1) =
∏
l∈G
il∏
i=0
M2 =
∏
l∈G
∏
(i,k)∈N2/
l∈Gik
M2 =
∏
(i,k)∈N2
∏
l∈Gik
M2, (3.3.9)
∏
l∈T
M−4(il+1) =
∏
l∈T
∏
(i,k)∈N2/
l∈Gik
M−4 =
∏
(i,k)∈N2
∏
l∈T ik
M−4. (3.3.10)
Ainsi, en utilisant 4n = 2I +N , (3.3.8) devient
|AµG| 6Kn(G)
∏
(i,k)∈N2
M−
1
2
ω(Gik), (3.3.11)
ave ω(Gik) =N(G
i
k)− 4 (3.3.12)
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e qui prouve la partie du lemme 3.3.2 onernant les graphes planaires réguliers.
Intéressons-nous maintenant aux graphes non orientables. Quelle que soit leur topolo-
gie, nous souhaitons prouver qu'ils onvergent au moins ommeM−Ni. Pour es graphes-i
non plus nous n'utiliserons pas les osillations de vertex et pouvons prendre la valeur abso-
lue de l'amplitude. Nous avons vu dans la setion 3.1.3 que la fontion delta de raine d'un
graphe non orientable ontient, en plus des points externes et des variables u du graphe,
les variables w des lignes (de boule) non orientables (voir (3.1.16)). Ainsi au lieu d'utiliser
ette dernière fontion delta pour intégrer un point externe, nous pouvons résoudre une
variable w d'une ligne non orientable. Par rapport au omptage de puissane (3.3.12),
nous gagnons alors M−4i si l'éhelle minimum de G est i. Cei prouve que les graphes
non orientables sont onvergents. Néanmoins nous avons besoin de plus que ela. Nous
souhaiterions obtenir que toutes les omposantes onnexes ('est-à-dire les sous-graphes à
renormaliser) non orientables sont onvergentes. Pour ela nous devons optimiser l'emploi
des fontions delta. En eet, il n'est pas toujours optimal d'utiliser toutes les fontions
delta de branhes pour résoudre les longues variables de l'arbre et la dernière fontion
pour une ligne non orientable.
Nous allons parourir l'arbre de Gallavotti-Niolò branhe par branhe en partant des
feuilles et en desendant vers sa raine. Nous hoisissons don arbitrairement un ordre sur
les branhes de l'arbre puis un ordre total sur les noeuds de l'arbre, ompatible ave l'ordre
sur les branhes. La gure 3.3 donne un exemple d'un tel ordre. Soit G
i1,1
k1,1
une omposante
onnexe non orientable telle que pour tout Gjk′ ⊂ Gi1,1k1,1 , Gjk′ est orientable. Ainsi G
i1,1
k1,1
est la plus haute omposante onnexe non orientable de sa branhe
g
. Supposons que
G
i1,1
k1,1
soit la première omposante onnexe non orientable renontrée. Nous notons P1 sa
branhe. Nous utilisons alors la fontion δG pour intégrer sur une variable wℓ, ℓ ∈ Li1,1k1,1,±.
Cette fontion étant préédemment utilisée pour intégrer sur un point externe, la gain
par rapport à (3.3.11) est M−4i1,1 . Ce fateur fait passer le degré de onvergene ω de
toutes les omposantes onnexes (non orientables) entre G
i1,1
k1,1
et G de N − 4 à N . Puis
nous parourons la deuxième branhe P2. Elle renontre P1 en un noeud G
i2,3
k2,3
. Soit G
i2,2
k2,2
l'unique desendant de G
i2,3
k2,3
dans P2. S'il existe une omposante non orientableG
i2,1
k2,1
dans
P2 \ P1, nous utilisons la fontion delta orrespondant à l'unique ligne d'arbre reliant
G
i2,2
k2,2
à G
i2,3
k2,3
pour intégrer sur une ligne non orientable de G
i2,1
k2,1
. Le gain M−4(i2,1−i2,3)
rend onvergentes toutes les omposantes onnexes entre G
i2,1
k2,1
et G
i2,3
k2,3
. Nous proédons
de même pour toutes les branhes de l'arbre. Le gain obtenu dans la branhe Pj+1 est
M−4(ij+1,1−ij+1,3). Il rend onvergentes toutes les omposantes onnexes non orientables
dans Pj+1 \ Pj . À titre d'exemple, supposons que le noeud 1 de la gure 3.3 soit non
orientable. En utilisant δ5 pour intégrer sur une ligne non orientable de 1, nous augmentons
le degré de onvergene ω de 4 pour les omposantes 1, 2, 3, 4 et 5. Supposons ensuite que
8 soit également non orientable. Cette fois-i nous utilisons l'unique ligne d'arbre dans 3
reliant 8 à 3. Les noeuds 7 et 8 deviennent alors onvergents. Nous avons ainsi prouvé
que le degré de onvergene de toute omposante onnexe non orientable est N .
Il reste à démontrer le lemme 3.3.2 pour les graphes non planaires ou ave plusieurs
faes brisées. Considérons un graphe G non planaire orientable. Soit Gik ⊂ G une om-
g
Par branhe, nous entendons ii l'unique hemin dans l'arbre de Gallavotti reliant G
i1,1
k1,1
à G
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G01 = G5
G11 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 11}4
G21 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 11}3
2, G31 = {1, 2, 3, 4, 11}
1, G41 = {1, 2} 6, G42 = {3, 4}
8, G32 = {5, 6, 7}
7, G43 = {5, 6, 7}
Fig. 3.3: Parours dans l'arbre de Gallavotti-Niolò
posante onnexe non planaire. Le lemme 3.2.3 nous apprend qu'il existe une osilla-
tion
∑
Lik⋉Lik ε(ℓ
′)wℓ′ ∧ ε(ℓ)wℓ. Soit ℓ une ligne parmi elles qui se roisent. L'osillation
ε(ℓ)wℓ ∧
(∑
Lik⋉ℓ ε(ℓ
′)wℓ′ −
∑
Lik⋊ℓ ε(ℓ
′)wℓ′
)
def
= ε(ℓ)wℓ ∧ Wℓ nous permet d'obtenir une
fontion du type exp−M iℓ |Wℓ| en intégrant sur wℓ. Ainsi l'intégration sur l'un des wℓ′
ave ℓ′ qui roise ℓ donnera M−4iℓ au lieu de M4iℓ′ . Le gain est don M−4(iℓ′+iℓ′) 6M−8i.
Ce fateur fait passer le degré de onvergene de toutes les omposantes onnexes entre
Gik et G de N − 4 à N + 4. En proédant ainsi pour toutes les branhes de l'arbre de
Gallavotti, nous prouvons que toutes les omposantes onnexes non planaires sont onver-
gentes omme M−N−4.
Considérons enn Gik une omposante onnexe planaire orientable ave B > 2. Il existe
don, d'après le lemme 3.2.3, une ligne de boule ℓ qui ontrate au-dessus de points
externes à Gik. Cei donne lieu à une osillation ε(ℓ)wℓ ∧
∑
k⊂ℓ(−1)k+1xk. Ces points sont
soit de vrais points externes soit des extrémités de lignes d'éhelles stritement inférieures
à i. De façon identique au as non planaire, ette osillation fournit une déroissane
implémentant
∣∣∑
k⊂ℓ(−1)k+1xk
∣∣ 6 M−iℓ . S'il existe parmi es points un point externe à
G, l'intégration sur elui-i donne M−4iℓ au lieu de O(1). Cela rend onvergentes toutes
les omposantes onnexes entre Gik et G. S'il n'existe pas de points externes parmi es
points, l'orientabilité et la planarité du graphe nous assure que
∑
k⊂ℓ(−1)k+1xk est une
somme de variables u. Soit uℓ0 la variable de plus basse éhelle. L'intégration sur uℓ0
fournitM−4(iℓ−iℓ0). Le degré de onvergene de toutes les omposantes (ave plus de deux
faes brisées) entre Gik et G
iℓ0
k′ passe de N − 4 à N e qui ahève la démonstration du
lemme 3.3.2. 
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3.4 Renormalisation
Dans ette setion , nous ne onsidèrerons que des sous-graphes divergents 'est-à-dire
des sous-graphes planaires ave deux ou quatre pattes externes et une seule fae brisée
(g = 0, N = 2 ou 4, B = 1).
3.4.1 La fontion à quatre points
Considérons un sous-graphe à quatre points néessitant d'être renormalisé. Il est don
un noeud de l'arbre de Gallavotti-Niolò : il existe (i, k) ∈ N2 tel que N(Gik) = 4. Les
quatre points externes du graphe amputé sont désignés par x1, x2, x3 et x4. Nous dénis-
sons également Q, R et S trois matries antisymétriques de tailles respetives 4× l(Gik),
l(Gik)× l(Gik) et [n(Gik)− 1]× l(Gik) où n(G)− 1 est le nombre de boules d'un graphe à
quatre points et n vertex. L'amplitude assoiée à la omposante onnexe Gik est
A(Gik)(x1, x2, x3, x4) =
∫ ∏
l∈T ik
dul Cl(x, u, w)
∏
ℓ∈Lik
duℓdwℓCℓ(uℓ, wℓ) (3.4.1)
δ
(
x1 − x2 + x3 − x4 +
∑
l∈Gik
ul
)
eı(
P
p<q(−1)p+q+1xp∧xq+XQU+URU+USW).
La forme exate de l'osillation
∑
p<q(−1)p+q+1xp∧xq provient du orollaire 3.2.4. À partir
de e même orollaire et de (3.4.2) i-dessous, nous pourrions obtenir les expressions
exates des matries Q, R et S mais e n'est pas néessaire. Le point important est
l'absene d'osillation du type X ∧ W (ar B = 1) et W ∧ W (ar g = 0). Cl est le
propagateur de la ligne l. Pour les lignes de boules, Cℓ s'exprime en fontion de uℓ et wℓ
par la formule (3.1.10). Par ontre, pour les lignes de l'arbre T ik , vl a été remplaé par des
variables u, par des points externes et de longues variables de boules grâe au système
de fontions delta de branhes, voir (3.1.17) et (3.1.18). Plus préisement, soit l ∈ T ik ave
i(l) > i, nous pouvons érire
vl = Xl +Wl + Ul (3.4.2)
où
Xl = −2η(el)
∑
e∈E(l)
η(e)xe (3.4.3)
et E(l) est un ensemble indiçant les vrais points externes (d'éhelles < i) de la branhe
b(l),
Wl = −η(el)
∑
ℓ∈X (l)\E(l)
η(eℓ)wℓ (3.4.4)
ave X (l) \ E(l) l'ensemble des lignes apparaissant omme des pattes externes pour b(l)
(d'éhelles j > i) et
Ul = −η(el)ul − 2η(el)
∑
l′∈(T ∪L0)∩b(l)
ul′ − η(el)
∑
ℓ∈X (l)\E(l)
uℓ (3.4.5)
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est une ombinaison linéaire de variables ourtes ul′. Le propagateur pour une ligne l ∈ T ik
devient
C ill (ul, Xl, Ul,Wl) =
Ω2
θ2π2
∫ M−2(il−1)
M−2il
dtl
sinh2(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
(3.4.6)
e−
eΩ
2
tanh(2eΩtl)(Ul+Wl+Xl)2−m2t.
Soit e = max16p64 ep le plus haut indie externe du sous-graphe G
i
k. Celui-i étant un
noeud de l'arbre de Gallavotti-Niolò, nous avons e < i. Nous évaluons A(Gik) ontre des
hamps externes φ6e(xp) :
A(Gik) =
∫ 4∏
p=1
dxp φ
6e(xp)A(G
i
k)(x1, x2, x3, x4) (3.4.7)
=
∫ 4∏
p=1
dxp φ
6e(xp)e
ıϕE
∏
l∈T ik
dulCl(ul, sXl, Ul,Wl) (3.4.8)
∏
ℓ∈Lik
duℓdwℓCℓ(uℓ, wℓ) δ
(
∆+ s
∑
l∈Gik
ul
)
eısXQU+ıURU+ıUSW
∣∣∣
s=1
.
ave ∆ = x1 − x2 + x3 − x4 et ϕE =
∑4
p<q=1(−1)p+q+1xp ∧ xq.
L'équation (3.4.8) est onstruite de telle sorte qu'à s = 0 toute la dépendane en les
variables externes xi fatorise en dehors des intégrales sur les variables u, w et soit de la
forme du vertex initial φ⋆φ⋆φ⋆φ ( voir (3.1.1)). Don nous proédons à un développement
de Taylor au premier ordre en s et prouvons que les termes de reste sont inessentiels. Soit
U =
∑
l∈Gik ul et
R(s) =−
∑
l∈T ik
eΩ
2
tanh(2Ω˜tl)
{
s2X2l + 2sXl
[
Wl + Ul
]}
def
= − s2AX.X − 2sAX.(W + U). (3.4.9)
où Al = eΩ2 tanh(2Ω˜tl) et X.Y signie
∑
l∈T ik XlYl. Ainsi
A(Gik) =
∫ 4∏
p=1
dxp φ
6e(xp) e
ıϕE
∏
l∈T ik
dulCl(ul, Ul,Wl)[ ∏
ℓ∈Lik
duℓdwℓ Cℓ(uℓ, wℓ)
]
eıURU+ıUSW (3.4.10)
{
δ(∆) +
∫ 1
0
ds
[
U.∇δ(∆ + sU) + δ(∆ + sU) (ıXQU +R′(s)) ]eısXQU+R(s)}.
où Cl(ul, Ul,Wl) est donné par (3.4.6) mais pris en Xl = 0.
Le terme d'ordre 0, τA, est de la forme du vertex initial (3.1.3) multiplié par un
nombre réel indépendant des variables externes xi. Il est asymptotiquement indépendant
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de l'indie d'éhelle i si bien que la somme sur i à e xé est logarithmiquement divergente.
C'est bien e à quoi nous nous attendions pour la fontion à quatre points. Il reste alors à
vérier que le terme de reste (1− τ)A onverge quand i− e→∞. Celui-i ontient trois
types de termes :
 Le terme U.∇δ(∆+tU). En intégrant par parties sur une variable externe, le gradient
∇ agit sur un hamp externe φ6e et donne au plus Me. U apporte au moins M−i.
 Le terme XQU . X donne au plus Me et U au moins M−i.
 Le terme R′(s) se déompose en trois termes AX.X , AX.U et AX.W . Al donne au
moinsM−2il , X donne au plus Me, U apporte au moinsM−i et XlWl donne au plus
Me+il . Seul le dernier point est un peu subtil. Si l ∈ T ik , remarquons que T ik étant
sous-arbre dans toutes les sous-omposantes onnexes de Gik, toutes les variables
wℓ′, ℓ
′ ∈ b(l) qui apparaissent dans Wl ont des éhelles inférieures ou égales à il.
Dans le as ontraire, es lignes auraient été hoisies pour T ik à la plae de l.
En onlusion, omme il > i, le reste de Taylor (1−τ)A améliore le omptage de puissane
de la omposante onnexe Gik d'au moins M
−(i−e)
e qui rend (1− τ)A(Gik) onvergent.
3.4.2 La fontion à deux points
Nous onsidérons les noeuds de l'arbre de Gallavotti tels que N(Gik) = 2. Les deux
points externes sont notés x et y. En utilisant la fontion delta globale qui est ii δ
(
x −
y+U
)
, nous remarquons que l'osillation externe eıx∧y peut être absorbée dans une redé-
nition du terme eısXQU e que nous faisons à partir de maintenant. L'amplitude est
A(Gik) =
∫
dxdy φ6e(x)φ6e(y)δ
(
x− y + U) (3.4.11)∏
ℓ∈Lik
duℓdwℓCℓ(uℓ, wℓ)
∏
l∈T ik
dul Cl(ul, Xl, Ul,Wl) e
ıXQU+ıURU+ıUSW .
Nous érivons tout d'abord l'identité
φ6e(x)φ6e(y) =
1
2
(
[φ6e(x)]2 + [φ6e(y)]2 − [φ6e(y)− φ6e(x)]2
)
, (3.4.12)
la développons omme
φ6e(x)φ6e(y) =
1
2
{
[φ6e(x)]2 + [φ6e(y)]2 −
[
(y − x)µ∇µφ6e(x) (3.4.13)
+
∫ 1
0
ds(1− s)(y − x)µ(y − x)ν∇µ∇νφ6e(x+ s(y − x))
]2}
et la substituons dans (3.4.11). Le premier terme A0 est une ombinaison symétrique où
les deux hamps externes sont au même point. Considérons le as ave deux hamps en
x 'est-à-dire le terme ave [φ6e(x)]2. Nous intégrons sur y en utilisant la fontion delta.
Nous eetuons ensuite un développement de Taylor de la fontion suivante à l'ordre 3
en s
f(s) = eısXQU+R(s) (3.4.14)
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où R(s) = −[s2AX.X + 2sAX.(W + U)]. Nous obtenons
A0 =
1
2
∫
dx [φ6e(x)]2 eı(URU+USW )∏
ℓ∈Ljk
duℓdwℓCℓ(uℓ, wℓ)
∏
l∈T ik
dulCl(ul, Ul,Wl)
(
f(0) + f ′(0) +
1
2
f ′′(0) +
1
2
∫ 1
0
ds (1− s)2f (3)(s)
)
. (3.4.15)
Pour évaluer ette expression, nous la déomposons en trois termes. Soient A0,0, A0,1, A0,2
les termes d'ordre zéro, un et deux du développement de Taylor et A0,R le terme de reste.
Tout d'abord
A0,0 =
∫
dx [φ6e(x)]2 eı(URU+USW )
∏
ℓ∈Lik
duℓdwℓCℓ(uℓ, wℓ)
∏
l∈T ik
dulCl(ul, Ul,Wl) (3.4.16)
est quadratiquement divergent et ontribue à la renormalisation de la masse. Ensuite
A0,1 =
1
2
∫
dx[φ6e(x)]2 eı(URU+USW )
∏
ℓ∈Lik
duℓdwℓCℓ(uℓ, wℓ)
∏
l∈T ik
dulCl(ul, Ul,Wl)
(
ıXQU +R′(0)
)
(3.4.17)
vaut identiquement zéro. En eet, les intégrales sur les variables u et w sont impaires.
A0,2 est plus ompliqué :
A0,2 =
1
2
∫
dx[φ6e(x)]2 eı(URU+USW )
∏
ℓ∈Lik
duℓdwℓCℓ(uℓ, wℓ)
∏
l∈T ik
dulCl(ul, Ul,Wl)
(
− (XQU)2 − 4ıXQUAX.(W + U)
− 2AX.X + 4[AX.(W + U)]2
)
. (3.4.18)
Les quatre termes en (XQU)2, XQUAX.W , AX.X et [AX.W ]2 sont logarithmiquement
divergents et ontribuent à la renormalisation de la fréquene harmonique Ω˜ dans (3.1.1).
Les termes en xµxν ave µ 6= ν sont nuls par parité et les termes en (xµ)2 ont le même
oeient. Les autres termes XQUAX.U , (AX.U)(AX.W ), [AX.U ]2 et A0,R sont ines-
sentiels.
Pour les termes en A0(y) (ontenant
∫
dx[φ6e(y)]2) nous eetuons une analyse simi-
laire mais ette fois-i la fontion delta sert à intégrer sur x si bien que Q, S, R et R
hangent mais pas la onlusion.
Puis nous onsidérons le terme en
[
(y−x)µ∇µφ6e(x)
]2
dans (3.4.13) pour lequel nous
ne développons la fontion f qu'au premier ordre. L'intégration sur y remplae y− x par
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un fateur U :
A1 =
1
2
∫
dx
[
U
µ∇µφ6e(x)
]2
eı(URU+USW )
∏
ℓ∈Lik
duℓdwℓCℓ(uℓ, wℓ)
∏
l∈T ik
dulCl(ul, Ul,Wl)
(
f(0) +
∫ 1
0
dsf ′(s)
)
. (3.4.19)
Le premier terme est
A1,0 =
1
2
∫
dx
[
U
µ∇µφ6e(x)
]2
eı(URU+USW )
∏
ℓ∈Lik
duℓdwℓCℓ(uℓ, wℓ)
∏
l∈T ik
dulCl(ul, Ul,Wl). (3.4.20)
Les termes ave µ 6= ν sont nuls par parité. Les autres onstituent un ontreterme propor-
tionnel au laplaien. Le omptage de puissane de e fateur A1,0 est amélioré, par rapport
à A, d'au moins M−2(i−e) e qui le rend logarithmiquement divergent omme nous nous
y attendons pour le ontreterme de fontion d'onde. Le terme de reste Ax1,R a un fateur
supplémentaire M−(i−e) qui vient de
∫ 1
0
dsf ′(s). Il est don onvergent. Finalement les
termes dans AR ave trois ou quatre gradients dans (3.4.13) sont également onvergents.
En eet, les améliorations sont de plusieurs types :
 Il y a des termes en U3 ave ∇3. Les gradients agissent sur la variable externe x et
apportent M3e alors que U3 donne au moins M−3i.
 Enn les termes ave quatre gradients sont enore plus petits.
Ainsi le omptage de puissane de l'amplitude renormalisée AR est amélioré, par rapport
à A0, d'un fateur M
−3(i−e)
et devient onvergent. Cei ahève la preuve du théorème
3.1.1.
3.5 Un modèle LSZ modié
Dans [LSZ04, LSZ03℄, E. Langmann, R. Szabo et K. Zarembo ont introduit un modèle
bosonique omplexe dans un hamp magnétique uniforme. Ce modèle est exatement
soluble. Dans [GMRVT06℄, nous avons démontré la renormalisabilité d'un modèle LSZ
modié et quelque peu généralisé. Il onsiste en une théorie bosonique salaire omplexe
dans un hamp magnétique uniforme plus un terme harmonique à la Grosse-Wulkenhaar.
L'interation quartique est du type Moyal. L'ation est donnée par
S =
∫
1
2
φ¯
(
−DµDµ + Ω˜2x2 + µ20
)
φ+ λ φ¯ ⋆ φ ⋆ φ¯ ⋆ φ (3.5.1)
où Dµ = ∂µ − ıBµνxν est la dérivée ovariante. Le fateur 1/2 est quelque peu inhabituel
dans une théorie omplexe mais nous permet d'utiliser diretement le propagateur alulé
dans [GRVT06℄ ave Ω˜2 → ω2 = Ω˜2+B2. En développant la partie quadratique de l'ation,
nous obtenons une partie inétique du type Φ4 plus un terme de moment angulaire :
φ¯DµDµφ+ Ω˜
2x2φ¯φ = φ¯
(
∆− ω2x2 − 2BL4
)
φ (3.5.2)
Setion 3.5  Un modèle LSZ modié 109
ave L4 = x
0p1 − x1p0 + x2p3 − x3p2 = x ∧∇. Ii la matrie antisymétrique B a été mise
sous sa forme anonique
B =

0 −1
1 0
(0)
(0)
0 −1
1 0
 . (3.5.3)
En espae x, l'interation est la même que pour la théorie Φ4. Le fait d'utiliser des hamps
omplexes séletionne seulement les graphes orientables. À Ω˜ = 0, le modèle est similaire
à elui de Gross-Neveu qui est traité dans le hapitre 4. Pour B = θ−1, nous retrouvons
le modèle intégrable initial [LSZ04, LSZ03℄.
Le propagateur orrespondant à l'ation (3.5.1) a été alulé dans [GRVT06℄ à deux
dimensions. La généralisation aux dimensions supérieures à deux est direte :
C(x, y) =
∫ ∞
0
dt
ω2
(2π sinhωt)2
exp−ω
2
(
coshBt
sinhωt
(x− y)2 (3.5.4)
+
coshωt− coshBt
sinhωt
(x2 + y2) + ı
sinhBt
sinhωt
x ∧ y
)
.
Remarquons que pour Ω˜ 6= 0, e propagateur, dans une tranhe, obéit à la même borne
(3.3.2) que le propagateur de Φ4 (3.1.2). De plus, les phases supplémentaires exp ıx ∧ y
sont de la forme exp ıul ∧ vl. Ces termes ne jouaient auun rle ni dans le omptage de
puissane ni dans la renormalisation de Φ4. Nous pouvons don onlure que le lemme
3.3.2 s'applique au modèle (3.5.1). Nous avons également prouvé dans [GMRVT06℄ que
toutes les divergenes de e modèle sont de la forme du lagrangien initial. Il faut notam-
ment renormaliser le moment angulaire L4. Remarquons ependant que si nous avions
onsidéré une théorie réelle ave dérivée ovariante, qui orrespondrait à un hamp sa-
laire neutre dans un hamp magnétique, le ot du moment angulaire aurait été nul. Ce
terme n'aurait pas été renormalisé (la formule de symétrisation (3.4.12) aurait été appli-
able). Seul le potentiel harmonique aurait otté. Il semble don que la renormalisation
distingue la vraie théorie dans laquelle 'est un hamp hargé qui doit être ouplé au
hamp magnétique.
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Chapitre 4
Le modèle de Gross-Neveu
non ommutatif
L'homme intelligent se mesure à e qu'il ne sait pas
omprendre.
Édouard Herriot
4.1 Introdution
En plus de la théorie Φ44, du modèle LSZ modié [GMRVT06℄ et de théories supersy-
métriques, nous onnaissons aujourd'hui plusieurs théories des hamps non ommutatives
renormalisables. Néanmoins elles sont soit super-renormalisables (Φ42 [GW03℄) soit étu-
diées en un point partiulier de l'espae des paramètres où elles sont solubles (Φ32,Φ
3
4,Φ
3
6
[GS05, GS06b, GS06a℄, les modèles du type LSZ [LSZ04, LSZ03, Lan03℄). Bien que seule-
ment logarithmiquement divergent pour des raisons de parité, le modèle de Gross-Neveu
non ommutatif est une théorie des hamps juste renormalisable omme Φ44. Le fait qu'il
puisse être interprété omme une théorie des hamps fermionique non loale dans un
hamp magnétique onstant est une de ses aratéristiques les plus intéressantes. Ainsi,
en plus de renforer la proédure de vulanisation pour obtenir des théories non ommuta-
tives renormalisables, le modèle de Gross-Neveu pourrait s'avérer utile pour étudier l'eet
Hall quantique. C'est aussi un bon premier andidat pour une étude onstrutive [Riv91℄
des théories non ommutatives, les modèles fermioniques étant généralement plus simples
à onstruire que les théories bosoniques. Enn sa version ommutative étant asymptoti-
quement libre et présentant une génération spontanée de masse [MW73, GN74, KMR95℄,
une étude de la  physique  de e modèle serait intéressante.
Dans e hapitre, nous démontrons la renormalisabilité perturbative du modèle de
Gross-Neveu non ommutatif à tous les ordres [VT06℄. Pour des raisons tehniques uni-
quement, nous nous restreindrons au as orientable. Remarquons dès à présent que les
graphes non orientables sont onvergents dans Φ4 et ne jouent don auun rle dans la
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renormalisation. Le alul de quelques graphes nous inite à penser que 'est aussi le as
dans le modèle de Gross-Neveu. Il reste ependant à le prouver à tous les ordres.
Le modèle présente du mélange UV/IR même après la vulanisation. Celui-i apparaît
omme un ouplage entre les éhelles du graphe : ertains graphes onvergents de la fon-
tion à quatre points deviennent (logarithmiquement) divergents quand ils sont insérés dans
un graphe à deux points. Ces sous-graphes à quatre points ne sont pas renormalisables par
un ontreterme  loal 
a
. Cependant es omposantes ritiques sont régularisées par la
renormalisation de la fontion à deux points orrespondante. Ainsi malgré e mélange, le
modèle est renormalisable. Mais le modèle massif néessite l'introdution d'un ontreterme
de la forme δm ψ¯ıγ0γ1ψ. Le modèle à masse nulle est renormalisable sans e ontreterme.
Dans la setion 4.2, nous présentons le modèle et xons les notations. Nous énonçons le
théorème prinipal (BPHZ). La setion 4.3 est dédiée à la prinipale diulté tehnique
de la preuve. Dans la setion 4.4, nous donnons le omptage de puissane grâe à une
analyse multi-éhelles. Dans la setion 4.5, nous démontrons que tous les sous-graphes
divergents sont renormalisables par des ontretermes de la forme du lagrangien initial.
Enn l'appendie A ontient ertains détails tehniques et la preuve de l'invariane par
translation des graphes du vide orientables.
4.2 Modèle et notations
Le modèle de Gross-Neveu non ommutatif (GN
2
Θ) est une théorie des hamps fermio-
nique en interation quartique sur le plan de Moyal R2Θ. La matrie antisymétrique Θ est
donnée par
Θ =
(
0 −θ
θ 0
)
. (4.2.1)
L'ation du modèle est
S[ψ¯, ψ] =
∫
dx
(
ψ¯
(−ı/∂ + Ω/˜x+m+ ıδm θγΘ−1γ)ψ + V
o
(ψ¯, ψ) + V
no
(ψ¯, ψ)
)
(x) (4.2.2)
où x˜ = 2Θ−1x et V = V
o
+V
no
est la partie interation donnée i-après. Le terme en δm sera
traité perturbativement omme un ontreterme. Il apparait à l'ordre de deux boules (voir
setion 4.5.2). Nous utilisons la métrique eulidienne et la notation de Feynman /a = γµaµ.
Les matries γ0 et γ1 onstituent une représentation bidimensionnelle de l'algèbre de
Cliord {γµ, γν} = −2δµν . Remarquons que les γµ sont alors anti-hermitiens : γµ† = −γµ.
Propagateur Le propagateur orrespondant à l'ation (4.2.2) est donné par le lemme
suivant :
a
Par  loal  nous entendons  de la forme du vertex initial .
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Lemme 4.2.1 (Propagateur 1 [GRVT06℄) Le propagateur du modèle de Gross-Neveu
est
C(x, y) =
∫
dµC(ψ¯, ψ)ψ(x)ψ¯(y) =
(−ı/∂ + Ω/˜x+m)−1 (x, y) (4.2.3)
=
∫ ∞
0
dtC(t; x, y),
C(t; x, y) = − Ω
θπ
e−tm
2
sinh(2Ω˜t)
e−
eΩ
2
coth(2eΩt)(x−y)2+ıΩx∧y
(4.2.4)
×
{
ıΩ˜ coth(2Ω˜t)(/x− /y) + Ω(/˜x− /˜y)−m
}
e−2ıΩtγΘ
−1γ
ave Ω˜ = 2Ω
θ
et x ∧ y = 2xΘ−1y.
Nous avons aussi e−2ıΩtγΘ
−1γ = cosh(2Ω˜t)12 − ı θ2 sinh(2Ω˜t)γΘ−1γ.
Si nous voulons étudier un modèle à N ouleurs, nous pouvons onsidérer e propagateur
diagonal dans les indies de ouleur.
Interations Conernant la partie interation V , rappelons tout d'abord (voir le orol-
laire 2.1.4) que ∀f1, f2, f3, f4 ∈ AΘ,∫
dx (f1 ⋆ f2 ⋆ f3 ⋆ f4) (x) =
1
π2 detΘ
∫ 4∏
j=1
dxjfj(xj) δ(x1 − x2 + x3 − x4)e−ıϕ, (4.2.5)
ϕ =
4∑
i<j=1
(−1)i+j+1xi ∧ xj . (4.2.6)
Ce produit est non loal et seulement invariant par permutations yliques. Ainsi, au
ontraire du modèle de Gross-Neveu ommutatif pour lequel il n'existe qu'une seule in-
teration (loale) possible, le modèle GN
2
Θ a, au moins, six interations diérentes : les
interations orientables
V
o
=
λ1
4
∑
a,b
∫
dx
(
ψ¯a ⋆ ψa ⋆ ψ¯b ⋆ ψb
)
(x) (4.2.7a)
+
λ2
4
∑
a,b
∫
dx
(
ψa ⋆ ψ¯a ⋆ ψb ⋆ ψ¯b
)
(x) (4.2.7b)
+
λ3
4
∑
a,b
∫
dx
(
ψ¯a ⋆ ψb ⋆ ψ¯a ⋆ ψb
)
(x), (4.2.7)
où les ψ alternent ave les ψ¯ et les interations non orientables
V
no
=
λ4
4
∑
a,b
∫
dx
(
ψ¯a ⋆ ψ¯b ⋆ ψa ⋆ ψb
)
(x) (4.2.8a)
+
λ5
4
∑
a,b
∫
dx
(
ψ¯a ⋆ ψ¯b ⋆ ψb ⋆ ψa
)
(x) (4.2.8b)
+
λ6
4
∑
a,b
∫
dx
(
ψ¯a ⋆ ψ¯a ⋆ ψb ⋆ ψb
)
(x). (4.2.8)
114 Chapitre 4  Le modèle de Gross-Neveu non ommutatif
Toutes es interations ont le même noyau en espae x par l'équation (4.2.5). Les indies
a, b sont les indies de spin et prennent des valeurs dans {0, 1} (ou {↑, ↓}). Ils peuvent aussi
ontenir des indies de ouleur entre 1 et N . Pour des raisons uniquement tehniques, nous
nous restreindrons aux interations orientables. Une telle qualiation devrait être laire
grâe au hapitre 3 et en partiulier la setion 3.1.2. En eet, à haque vertex, les signes
+ et − (de la fontion delta) alternent. Il en est de même pour les hamps ψ et ψ¯. Or un
ψ ne peut ontrater qu'à un ψ¯. Ainsi il est toujours possible de hoisir une orientation
telle que le graphe soit orientable. Ce n'est évidemment pas le as pour les interations
non orientables. En fait, tous les graphes onstruits ave les interations orientables sont
orientables mais tous les graphes orientables ne sont pas faits d'interations orientables.
En eet, les interations non orientables produisent non seulement tous les graphes non
orientables mais aussi des graphes orientables. Ce hapitre est prinipalement dédié à la
preuve du
Théorème 4.2.2 (BPHZ pour GN
2
Θ
) La théorie quantique des hamps dénie par l'a-
tion (4.2.2) ave V = V
o
est renormalisable à tous les ordres de perturbation.
Analyse multi-éhelles Enore une fois, nous utiliserons l'analyse multi-éhelles [Riv91℄.
Nous  déoupons  le propagateur :
Cl =
∞∑
i=0
C il , C
i
l =

∫ M−2(i−1)
M−2i
dtCl(t; ) if i > 1∫ ∞
1
dtCl(t; ) if i = 0.
(4.2.9)
Le lemme suivant donne une borne sur le propagateur C i dans haque tranhe i.
Lemme 4.2.3 Pour tout i ∈ N, il existe K, k ∈ R+ tels que∣∣C i(x, y)∣∣ 6KM ie−kM i|x−y|. (4.2.10)
Cette borne est également valable si m = 0 (et Ω 6= 0).
Enore une fois, tout omme pour le modèle Φ4 (voir hapitre 1), nous ne démontrons pas
diretement le théorème 4.2.2 mais la nitude ordre par ordre de la série eetive.
Orientation et variables d'un graphe Nous utiliserons toutes les dénitions de la
setion 3.1.2. Notons ependant les diérenes suivantes. Nous avons muni haque ligne
d'un graphe d'un signe (voir dénition 3.1.4). Celui-i est + si, en tournant autour de
l'arbre, la ligne va d'un − à un +. Il est − si 'est le ontraire. Dans un modèle ave
hamps omplexes, nous pouvons dénir un autre signe à priori indépendant du premier.
Il vaudra + si la ligne va d'un ψ vers un ψ¯ et − si 'est le ontraire :
Dénition 4.2.1 (Signe d'une ligne 2) Soient i < j. Pour toute ligne l = (i, j) ∈
T ∪ L,
ǫ(l) =
{
+1 si ψ(xi)ψ¯(xj)
−1 si ψ¯(xi)ψ(xj).
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Remarquons que si le graphe est orientable, pour toute ligne l ∈ G, ε(l) = ǫ(l).
Corollaire 4.2.4 (Propagateur 2) Ave les dénitions 3.1.3, 3.1.4 et 4.2.1, le propa-
gateur orrespondant à la ligne l s'érit
Cl(ul, vl) =
∫ ∞
0
dtl C(tl; ul, vl) (4.2.11)
C(tl; ul, vl) =
Ω
θπ
e−tlm
2
sinh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l−ıΩ2 ǫ(l)ε(l)ul∧vl
(4.2.12)
×
{
ıΩ˜ coth(2Ω˜tl)ǫ(l)ε(l)/ul + Ωǫ(l)ε(l)/˜ul +m
}
e−2ıΩtlγΘ
−1γ
ave Ω˜ = 2Ω
θ
et où vl sera remplaé par wℓ si le propagateur orrespond à une ligne de
boule.
Les fontions delta Nous éhangeons les fontions delta de vertex initiales pour le
système de branhes déni en 3.1.3. Toutefois, au ontraire de la théorie Φ4, nous ne
résoudrons pas es nouvelles fontions delta. Pour le modèle de Gross-Neveu, nous devons
utiliser les osillations de vertex et de propagateur ave soin. Il se trouve qu'il est plus
pratique d'exprimer les fontions delta omme des intégrales osillantes. Pour toute ligne
l d'un graphe orientable, nous érirons
δb(l)
( ∑
l′∈b(l)
ul′ +
∑
e∈X (l)
η(e)xe
)
=
∫
d2pl
(2π)2
eıpl·(
P
l′∈b(l) ul′+
P
e∈X(l) η(e)xe). (4.2.13)
Bien sûr, résoudre les longues variables de l'arbre étant la façon opimale d'utiliser les
fontions delta, nous voudrions garder le fait que l'intégration sur les vl soit d'ordre O(1).
Après quelques manipulations sur les osillations (4.2.13) (voir la setion 4.3.1), nous
obtiendrons des déroissanes pour les variables vl et pl. Pour toute ligne d'arbre l, nous
intègrerons sur vl et pl, le résultat sera borné par O(1).
4.3 Des osillations aux déroissanes
Cette setion a pour but d'expliquer omment utiliser les osillations de vertex et de
propagateurs pour obtenir assez de déroissanes pour intégrer sur toutes les variables
internes du graphe. Après avoir exploité orretement es osillations, nous prendrons
la valeur absolue de l'amplitude pour obtenir une borne supérieure qui onstituera le
omptage de puissane.
4.3.1 Les masselottes
Contrairement au as Φ4 [GMRVT06℄, le propagateur C i du modèle de Gross-Neveu
(4.2.12) ne ontient pas de termes de la forme exp−M−2iw2 que nous appellerons mas-
selottes
b
. Ii la masselotte est remplaée par une osillation du type u ∧w. Bien que les
b
MÉCAN. Petite masse métallique agissant par inertie, par gravité ou par fore entrifuge, dans divers
dispositifs. À l'extrémité de la lame est une masselotte dont le but est d'entretenir le plus longtemps
possible les osillations (A. LECLERC, Télégr. et téléph., 1924, p.249), Trésor de la Langue Française
informatisé, http ://www.lexilogos.om/.
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masselottes ne soient pas présentes dès le départ 'est-à-dire dans le propagateur, elles sont
réées au fur et à mesure des intégrations sur les variables internes u par un méanisme
du type ∫
d2u e−M
2iu2+ıu∧w = KM−2i e−kM
−2iw2. (4.3.1)
Soit G un graphe onnexe. Son amplitude vaut
AG =
∫ N∏
i=1
dxi fi(xi)δG
∏
l∈T
duldvl δb(l)Cl(ul, vl)
∏
ℓ∈L
duℓdwℓCℓ(uℓ, wℓ)e
iϕ. (4.3.2)
Les points xi, i ∈ J1, NK sont les positions externes. Conernant les fontions delta, nous
avons utilisé les notations de la setion 3.1.3. L'osillation totale ϕ des vertex est donnée
par le lemme 3.2.2. Il est pratique de séparer le propagateur en deux parties. Nous dé-
nissons, pour toute ligne l ∈ G, C¯ l(ul) par Cl(ul, vl) = C¯l(ul) e−ıΩ2 ǫ(l)ε(l)ul∧vl . Il faudra
remplaer v par w pour les lignes de boules. Cette séparation nous permet de regrouper
les osillations des propagateurs ave elles des vertex. L'osillation totale ϕΩ se déduit
simplement de ϕ en remplaçant les termes 1
2
ε(l)vl∧ul par 12ε(l)(1+ǫ(l)Ω)vl∧ul. Là enore,
nous remplaerons v par w pour les termes relatifs aux boules. L'amplitude d'un graphe
devient alors
AG =
∫ N∏
i=1
dxi fi(xi)δG
∏
l∈T
duldvl δb(l)C¯l(ul)
∏
ℓ∈L
duℓdwℓ C¯ℓ(uℓ)e
iϕΩ . (4.3.3)
Au ontraire de la théorie Φ4, nous ne résoudrons pas les fontions delta de branhes. À la
plae, nous gardons δG mais exprimons les n− 1 autres fontions delta par des intégrales
osillantes :
δb(l)
( ∑
l′∈b(l)
ul′ +
∑
e∈X (l)
η(e)xe
)
=
∫
d2pl
(2π)2
eıpl·(
P
l′∈b(l) ul+
P
e∈X(l) η(e)xe). (4.3.4)
Dans la setion 3.1.3, nous avons vu qu'il existe el ∈ X (l) tel que xel = 12(η(el)ul + vl).
Remarquons que η(el) = ε(l). Ainsi∑
l′∈b(l)
ul′ +
∑
e∈X (l)
η(e)xe =
1
2
(ul + ε(l)vl) +
∑
l′∈b(l)
ul′ +
∑
e∈X (l)\{el}
η(e)xe. (4.3.5)
Dans la suite nous utiliserons une notation suplémentaire. Pour toute ligne l ∈ T , nous
dénissons νl omme l'unique vertex tel que l = lν où lν est déni dans la setion 3.1.3. νl
est le vertex juste au-dessus de l dans l'arbre. Nous érirons ϕ′Ω pour l'osillation totale
où nous ajoutons les nouvelles osillations provenant des fontions delta

. L'amplitude du
graphe s'érit
AG =
∫ N∏
i=1
dxi fi(xi)δG
∏
l∈T
duldvldpl C¯l(ul)
∏
ℓ∈L
duℓdwℓ C¯ℓ(uℓ)e
iϕ′Ω . (4.3.6)

Notons que es osillations sont invariantes sous pl → −pl pour toute ligne l ∈ G indépendamment.
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Remarquons que nous avons omis les fateurs 2π tout omme nous l'avons fait ave les
fateurs de vertex
−λ
4π2 detΘ
. Pour obtenir les masselottes, nous pourrions tenter d'intégrer
sur les variables ul. Ce alul exat serait l'équivalent de l'équation (4.3.1). Il faudrait
intégrer 2n − N/2 gaussiennes ouplées où n est le nombre de vertex du graphe. Nous
obtiendrions des gaussiennes en des variables Wℓ qui seraient des ombinaisons linéaires
des variables wℓ′. Outre la diulté inhérente au alul lui-même, il faudrait ensuite
démontrer que les déroissanes obtenues sont indépendantes. Pour des graphes généraux,
ei est relativement diile. Ainsi, plutt que d'eetuer un alul exat, nous allons
ontourner la diulté en exploitant les osillations de propagateur et de vertex avant
d'intégrer sur les variables ul, vl et wℓ. La suite de ette setion est dédiée à la preuve du
Lemme 4.3.1 Soit G un graphe orientable à n vertex et µ une attribution d'éhelles.
Pour tout Ω ∈ [0, 1[, il existe K ∈ R tel que l'amplitude (4.3.6), amputée, intégrée ontre
des fontions tests, ave l'attribution µ soit bornée uniformément en n par
|AµG| 6Kn
∫
dx1 g1(x1 + {a})δG
N∏
i=2
dxi gi(xi)
∏
l∈G
dalM
2ilΞ(al) (4.3.7)
∏
l∈T
duldVldplM ile−M2il (ul−ε(l)al)2
1∏
µ=0
1
1 +M−2ilV2l,µ
1
1 +M2ilp2l,µ∏
ℓ∈L
duℓdWℓM iℓe−M2iℓ(uℓ+{a})2
1∏
µ=0
1
1 +M−2iℓW2ℓ,µ
ave ε(l)Vl =12(1 + ǫ(l)Ω)ε(l)vl +
∑
ℓ′⊃l
ε(ℓ′)wℓ′ − 12 p˜l −
∑
l′∈Pvl
p˜l′, (4.3.8)
ε(ℓ)Wℓ =12(1 + ǫ(ℓ)Ω)ε(ℓ)wℓ +
∑
ℓ′⊃ℓ
ε(ℓ′)wℓ′ +
∑
ℓ′⋉ℓ
ε(ℓ′)wℓ′ (4.3.9)
et p˜ = 1
2
Θp, gi, i ∈ J1, NK et Ξ sont des fontions test telles que ‖gi‖ 6 sup06p62 ‖f (p)i ‖.
Rappelons que nous nous restreignons aux graphes orientables. Nous introduisons une
fontion de Shwartz ξ ∈ S(R2) qui va mimer la déroissane du propagateur sur une
éhelle M−il . Il est lair que ette fontion, si elle remplaçait le propagateur, aurait le
même eet 'est-à-dire réerait une masselotte en wd :∫
dulM
2ilξ(ulM
il)eıul∧wl = ξˆ(M−ilw˜l) (4.3.10)
où ξˆ est la transformée de Fourier de ξ. Or S étant stable par transformation de Fourier,
ξˆ(M−iw˜l) est bien une fontion à déroissane rapide sur une éhelle M−il .
Rappelons que nous voulons obtenir une déroissane en vl sans intégrer sur ul. Nous
utilisons
1 =
∫
d2al coth(2Ω˜tl)ξ(al coth
1/2(2Ω˜tl)). (4.3.11)
d
Nous donnons ii un exemple utilisant une  borne  sur le propagateur mais nous faisons ensuite le
alul exat.
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Le ouplage entre e 1 et le reste du graphe se fait par l'intermédiaire d'un hangement
de variables ad ho. Pour le déterminer, nous avons deux impératifs. Nous devons d'une
part obtenir des déroissanes indépendantes et d'autre part il faut que pour toute ligne
l, la déroissane orrespondante soit d'éhellee M il ≃ coth1/2(2Ω˜tl).
Nous allons fabriquer les masselottes ligne par ligne. Soient x1 la position raine et l
une ligne d'arbre. Nous eetuons le hangement de variables{
ul →ul − ε(l)al,
x1 →x1 + η(1)ε(l)al.
(4.3.12)
Il n'est pas diile de vérier que ϕ′Ω → ϕ′Ω+ al ∧Vl+ al ∧ (Ul+Al+Xl) où Vl est donné
par (4.3.8) et Ul, Al et Xl sont respetivement des ombinaisons linéaires de variables u,
a et x externes. Notons que e hangement de variables laisse la fontion delta globale
inhangée. En érivant seulement les termes de l'amplitude AG dépendant de al, on a
AG,l =
∫
dal
∫ M−2(il−1)
M−2il
dtl coth(2Ω˜tl)ξ(al coth
1/2(2Ω˜tl)) (4.3.13){
ıΩ˜ coth(2Ω˜tl)(ǫε)(l)(/ul − ε(l)/al) + Ω(ǫε)(l)(/˜ul − ǫ(l)/˜al)−m
}
e−
eΩ
2
coth(2eΩtl)(ul−ε(l)al)2f1(x1 + η(1)ε(l)al) eıal∧(Vl+Ul+Al+Xl)
=
∫
daldtl coth(2Ω˜tl)ξ(al coth
1/2(2Ω˜tl)) e
− eΩ
2
coth(2eΩtl)(ul−ε(l)al)2f1(x1 + η(1)ε(l)al){
ıΩ˜ coth(2Ω˜tl)(ǫε)(l)(/ul − ε(l)/al) + Ω(ǫε)(l)(/˜ul − ε(l)/˜al)−m
}
eıal∧(Ul+Al+Xl)
1∏
µ=0
 coth1/2(2Ω˜tl) + ∂∂aµl
coth1/2(2Ω˜tl) + ıV˜l,µ
2 eıal∧Vl. (4.3.14)
Nous intégrons par parties sur al. Les termes de bords sont nuls. Nous ne donnons ii que
l'ordre de grandeur du résultat. Les détails du alul sont reportés à l'annexe A.1.
AG,l ≃
∫
daldtl coth(2Ω˜tl)e
ıal∧Vl
1∏
µ=0
(
1
coth1/2(2Ω˜tl) + ıV˜l,µ
)2
Ξ(al coth
1/2(2Ω˜tl))
e−
eΩ
2
coth(2eΩtl)(ul−ε(l)al)2eıal∧(Ul+Al+Xl)g1(x1 + η(1)ε(l)al)O
(
coth5/2(2Ω˜t)
)
.
(4.3.15)
Nous obtenons ainsi la borne suivante
|AG,l| 6KM−ile−kM2il(ul−ε(l)al)2g1(x1 + η(1)ε(l)al)
∏
µ
1
1 +M−2ilV2l,µ
. (4.3.16)
e
Dans ertains as partiuliers, une ligne de boule aura une masselotte d'éhelle supérieure à son
propre indie. Ces as forment une seule lasse de graphes que nous aratériserons en détail plus loin
(voir setion 4.3.3).
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Nous expliquons maintenant omment obtenir les déroissanes assoiées aux variables
pl. Nous ommençons par eetuer le hangement de variables vl → Vl pour toute ligne
d'arbre l. Le jaobien vaut 2−(n−1)
∏
l∈T (1 + ǫ(l)Ω). Il est non nul quelque soit Ω ∈ [0, 1[.
L'osillation totale devient
ϕ′Ω =ϕE + ϕX + ϕW +
∑
T
ε(l)Vl ∧ (ul − ε(l)al) +
∑
T
pl ·(
∑
l′∈L∩b(l)
ul +
∑
e∈X (l)\{el}
η(e)xe)
+
∑
T
(1 + ǫ(l)Ω)−1ε(l)Vl ·pl +WR1P + PR2P
+
1
2
∑
L
(1 + ǫ(ℓ)Ω)ε(ℓ)wℓ ∧ uℓ + 1
2
∑
L⋉L
ε(ℓ)wℓ ∧ uℓ′ + ε(ℓ′)wℓ′ ∧ uℓ +
∑
L⊂L
ε(ℓ′)wℓ′ ∧ uℓ
+
∑
(T ∪L)≺(T ∪L)
ul′ ∧ ul + 1
2
∑
L⋉L
uℓ′ ∧ uℓ + AR3A + AR4U + AR5X (4.3.17)
où nous avons utilisé les notations du orollaire 3.2.3 et les Ri, i ∈ J1, 5K sont des matries
anti-symétriques. En utilisant
eı(1+ǫ(l)Ω)
−1ε(l)Vl·pl =
M−il + (1 + ǫ(l)Ω)ε(l) ∂
∂Vl,µ
M−il + ıpl,µ
eı(1+ǫ(l)Ω)
−1ε(l)Vl·pl
(4.3.18)
et en intégrant par parties sur Vl, nous obtenons une déroissane en pl qui se omporte
omme (1 +M2ilp2l )
−1
. Nous nissons par les lignes de boules. Nous voulons également
obtenir des déroissanes pour leurs longues variables w. Soit ℓ = (xℓ, x
′
ℓ) ∈ L une ligne
de boule de G ave xℓ ≺ x′ℓ. Nous faisons le hangementf
uℓ →uℓ − ε(ℓ)aℓ,
wℓ →wℓ + aℓ,
x1 →x1 + η(1)ε(ℓ)aℓ.
(4.3.19)
Les hangements onernant uℓ et wℓ orrespondent à  bouger  xℓ. Il est faile de vérier
que (4.3.19) implique ϕ′Ω → ϕ′Ω + aℓ ∧Wℓ+ aℓ ∧ (Uℓ+Aℓ+Xℓ+Pℓ) où Wℓ est donné par
(4.3.9) et Uℓ, Aℓ, Xℓ et Pℓ sont respetivement des ombinaisons linéaires de variables u, a,
x externes et p. Nous pouvons alors proéder au même type d'intégrations par parties que
nous avons utilisées pour les vl et obtenir des bornes similaires à (4.3.16) e qui prouve le
lemme 4.3.1.
Indépendane des déroissanes Rappelons que la proédure de fabriation des mas-
selottes avait deux objetifs prinipaux. Tout d'abord nous voulions obtenir des déois-
sanes d'indie il pour toutes les variables vl (wl). C'est e que nous avons obtenu ave le
lemme 4.3.1. Ensuite nous devions obtenir des masselottes indépendantes. La proédure
employée i-dessus a été onçue pour rendre e point transparent.
Dans la setion 4.2, la dénition 3.1.2 donne un moyen de munir les lignes du graphe
d'un ordre partiel. Cet ordre était utile pour exprimer les osillations de vertex en fontion
f
Ce hangement de variables est quelque peu diérent de elui que nous avons utilisé pour les lignes
d'arbre (4.3.12). Cela permet une preuve simpliée de l'indépendane des masselottes.
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des variables u, v et w. Mais nous pouvons aussi dénir un ordre total. Nous érirons que
l < l′ si la première extrémité (renontrée en tournant autour de l'arbre dans le sens tri-
gonométrique) de l est renontrée avant la première extrémité de l′. Ainsi pour toute ligne
l ∈ G, Vl (Wl) ne dépend que des vl′ et wl′ ave l′ < l. Soient V (W ) et V ′ (W ′) les veteurs
ontenant respetivement les variables ε(l)vl (ε(ℓ)wℓ) et ε(l)Vl (ε(ℓ)Wℓ). Soit M−1 la ma-
trie jaobienne du hangement de variables (εv εw)→ (εV εW) : (V ′ W ′) = M(V W ).
L'ordre déni i-dessus permet de montrer que M est triangulaire. Son déterminant vaut
detM = 2−(2n−N/2)
∏
l∈G
(1 + ǫ(l)Ω). (4.3.20)
Clairement ∀Ω ∈ [0, 1[ , detM 6= 0 et M est inversible. Les déroissanes en Vl (Wℓ) sont
don indépendantes.
Remarque 10. Ave les interations non orientables (4.2.8), nous n'avons pas (enore)
été apables de trouver une proédure qui rende l'indépendane des masselottes transpa-
rente.
4.3.2 Non planarité
Dans la setion préédente, nous avons prouvé que les osillations de vertex et de
propagateurs du modèle de Gross-Neveu permettent d'obtenir des déroissanes faibles
similaires aux masselottes du propagateur de la théorie Φ4 non ommutative. Ii nous
améliorons les déroissanes dans le as d'un graphe non planaire. Pour ela, le lemme
4.3.1 est insusant. En eet, avant de prendre la valeur absolue de l'amplitude du graphe,
nous voulons enore exploiter les osillations.
Soit T−1 la matrie jaobienne du hangement de variables εw → εW : W ′ = TW .
Dénissons la matrie anti-symétrique QW par ϕW = WQWW où ϕW est donné par le
orollaire 3.2.3. Après le hangement de variables W → W ′ = TW , ϕW = W ′Q′WW ′ ave
Q′W =
tT−1QWT−1. T étant inversible, le rang de Q′W est égal à elui de QW . Remarquons
que QW est la matrie d'intersetion du graphe pour laquelle nous avons le résultat suivant
rgQW = 2g [GR, CR00℄. Considérons un graphe non planaire. Le rang de QW étant non
nul, il existe une ligne de boule ℓ telle que nous ayons une osillation Wℓ ∧ W ′ℓ ave
W ′ℓ =
∑
ℓ′ Q
′
W,ℓℓ′Wℓ+U +A+X +P . Grâe au lemme 4.3.1, nous savons que Wℓ déroît
sur une  longueur M iℓ ave la fontion (1+M−2iℓW2ℓ )−1. Par une intégration par parties
semblable à (4.3.14), nous obtenons une déroissane en W ′ℓ sur une éhelle M−iℓ . Cette
déroissane sera utilisée pour intégrer sur un Wℓ′ ontenu dans W ′ℓ. Le résultat de ette
intégration est d'ordre M−2iℓ au lieu de M2iℓ′ . Le gain est don M−2iℓ−2iℓ′ .
4.3.3 Faes brisées
Nous rappelons qu'une fae brisée est une fae à laquelle appartiennent des points
externes. Quand on ne onsidère pas de graphe du vide, il y a toujours au moins une fae
brisée. Celle-i est par dénition la fae externe. Dans l'image de la rosette, les lignes qui
boulent au-dessus de points externes forment des faes brisées supplémentaires. Celles-i
produisent des osillations du type x ∧ w (voir lemme 3.2.3). Dans le as planaire ave
B > 2 faes brisées, nous allons nous servir de es osillations pour obtenir de meilleures
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déroissanes que elles du lemme 4.3.1. Soit QXW la matrie anti-symétrique représentant
les osillations entre les x externes et les w. Après le hangement de variables W → W ′,
ette matrie devient
Q′XW = QXWT
−1. (4.3.21)
Ainsi rgQ′XW = rgQXW . Soit I un ensemble d'entiers naturels onséutifs indiçant des
variables externes xk, k ∈ I. Celles-i osillent ave les variables wℓ, ℓ ∈ BI où BI est
l'ensemble des lignes boulant au-dessus de es variables. Vérions maintenant que dans
les nouvelles variables, les xk, k ∈ I osillent seulement ave les Wℓ, ℓ ∈ BI . Pour ela,
supposons que deux ensembles X et Y de variables externes osillent ave deux ensembles
A et B diérents de lignes de boules :
QXW =
(
A 0
0 B
)
, T =
(
C 0
0 D
)
(4.3.22)
Q′XW = QXWT
−1 =
(
AC−1 0
0 BD−1
)
. (4.3.23)
En eet, dans le as planaire, les Wℓ ne sont fontion que des wℓ′ ave ℓ′ ⊃ ℓ. T (et T−1)
est don non seulement triangulaire (inférieure) mais aussi diagonale par blos. Ainsi
l'osillation entre les variables externes xk et les Wℓ est
XIQXWT
−1W ′BI =
∑
k∈I
η(k)xk ∧ CL(Wℓ, ℓ ∈ BI) (4.3.24)
où CL signie ombinaison linéaire. Après les exemples des masselottes et de la non
planarité, il devrait être lair que ette osillation permet l'obtention d'une déroissane
en les variables externes d'éhelle M−minℓ∈BI iℓ . Si es points sont de  vrais  points
externes (d'éhelle −1, intégrés ave des fontions test), nous utiliserons ette déroissane
pour améliorer le omptage de puissane. Habituellement les points externes sont intégrés
ontre des fontions test (le résultat est d'ordre 1) si bien que le gain est ii M−2min iℓ .
4.4 Comptage de puissane
Dans ette setion, nous utilisons les déroissanes obtenues dans les setions préé-
dentes en les adaptant au as multi-tranhes. Le lemme 4.3.1 stipule qu'il est possible
d'obtenir |L| déroissanes indépendantes équivalentes aux masselottes de la théorie Φ4
plus n − 1 masselottes pour les longues variables de l'arbre ouplées à n − 1 fortes dé-
roissanes (en les pl). La méthode employée pour obtenir le omptage de puissane de la
théorie dépend de la topologie du graphe onsidéré.
Nous ne onsidérons que des graphes ave au moins deux pattes externes. Les graphes
du vide sont onsidérés en appendie A.2. Nous utilisons l'arbre de Gallavotti. Nous le
parourons des feuilles vers la raine 'est-à-dire de l'éhelle de la oupure ultraviolette
à l'éhelle 0. Soit une omposante onnexe Gik orientable. Pour toutes ses lignes, nous
obtenons les masselottes par la méthode exposée dans la setion 4.3.1. Si Gik est planaire
régulier (g = 0, B = 1), nous utiliserons diretement le lemme 4.3.1. Si Gik est non pla-
naire (g > 1), nous exploitons les osillations du type W ∧ W. Grâe à la proédure
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expliquée dans la setion 4.3.2, nous obtenons une déroissane supplémentaire en un
W ′ℓ, ℓ ∈ Lik. Celle-i est au pire d'éhelle M−i. Nous proédons de la même façon pour
toutes les omposantes onnexes non planaires primitives 'est-à-dire ne ontenant pas de
sous-omposante non planaire. Les améliorations orrespondantes sont indépendantes.
Si un noeud de l'arbre de Gallavotti est planaire mais possède plusieurs faes brisées,
nous regardons le nombre de pattes externes qu'il a
g
. SiN(Gik) > 6, nous utilisons la borne
du lemme 4.3.1. Lorsque N(Gik) = 4, le nombre de faes brisées est 1 ou 2. Intéressons-
nous au as B = 2. À l'éhelle i, une ou plusieurs lignes boulent au-dessus de deux points
externes notés x′ et y′. Contrairement à la théorie des hamps ommutative, le omptage
de puissane de ette omposante onnexe dépend des éhelles entre i − 1 et 0. Soit P
l'unique hemin dans l'arbre de Gallavotti-Niolò reliant Gik à G. S'il existe une éhelle
i0 < i et une omposante onnexe G
i0
k′ dans P telle que N(G
i0
k′) = 2 alors il existe des
lignes d'éhelles entre i et i0 joignant x
′
à y′. Soient I l'ensemble de es lignes et im−1
l'éhelle du premier noeud dans P après Gik. Nous allons montrer que si card I = 1 alors
Gik est logarithmiquement divergente. Si card I > 2 alors G
i
k sera onvergente omme
M−2(i−im−1). Enn s'il n'existe pas une telle Gi0k′ alors G
i
k sera aussi onvergente omme
M−2(i−im−1).
Considérons la gure 4.1 qui est plus simple que la situation générale mais présente
toutes ses aratéristiques importantes. Nous dénissons I omme l'insertion omposée
des lignes e1, e2 et du graphe GI . Notons que I peut être vide et GI non planaire. Les
diérentes éhelles des lignes de I sont i0 < i1 < · · · < im−1(< im = i). La omposante
onnexe d'éhelle i0 est notée G
i0
k′. Nous érivons également LI l'ensemble des lignes de
boules de l'insertion I.
x yx
′ y′
e1 e2
i
i
GI
(a) Situation typique
x′ y
′
e1 e2
GI
(b) L'insertion I
Fig. 4.1: Composante onnexe (potentiellement) ritique
Nous obtenons d'abord toutes les déroissanes pour les variables vl et pl sauf pour la plus
g
Il a été remarqué dans [CR01℄ que les graphes orientables ne peuvent pas avoir N = 2 et B = 2. Un
argument simple sur la rosette de Filk le montre également.
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basse ligne d'arbre t dans I. L'osillation totale peut s'érire
ϕ′Ω =ϕE + ϕX +
∑
T \{t}
ε(l)Vl ∧ (ul − ε(l)al) + 1
2
(1 + ǫ(t)Ω)ε(t)vt ∧ ut (4.4.1)
+
∑
T \{t}
(1 + ǫ(l)Ω)−1ε(l)Vl ·pl +
∑
Lik
ε(ℓ)Wℓ ∧ (uℓ − ε(ℓ)aℓ) +W ′R1P + PR2P + PR3U
+
1
2
∑
LI
(1 + ǫ(ℓ)Ω)ε(ℓ)wℓ ∧ uℓ + 1
2
∑
LI⋉LI
ε(ℓ)wℓ ∧ uℓ′ + ε(ℓ′)wℓ′ ∧ uℓ
+
∑
(LI∪{t})⊂Lik
W ik ∧ ul +
∑
(LI∪{t})⊂LI
ε(ℓ′)wℓ′ ∧ uℓ +
∑
k⊂Lik
W ik ∧ η(k)xk +WIQWXX
+WIQWWI +
∑
(T ∪L)≺(T ∪L)
ul′ ∧ ul + 1
2
∑
LI⋉LI
uℓ′ ∧ uℓ + AR4A+ AR5U + AR6X
où nous avons éritWI (W ik) pour une ombinaison linéaire de variablesWℓ, ℓ ∈ LI (Lik).
Choisissons une variable Wℓ, ℓ ∈ Lik. Nous utilisons l'osillation Wℓ ∧
(∑
(LI∪{t})⊂ℓ ul +∑
k⊂ℓ η(k)xk
)
pour obtenir une déroissane s impliquant
∣∣∑LI∪{t} ul +∑k⊂ℓ η(k)xk∣∣ 6
M−i.
S'il y a des points externes survolés par la ligne ℓ, il existe k tel que xk
def
= z ⊂ ℓ.
Alors pour toute ligne de LI ∪ {t}, nous eetuons les hangements de variables (4.3.12)
et (4.3.19) mais où z remplae x1. Ces modiations laissent la fontion s indépendante
des variables al, l ∈ LI ∪{t}. Cei permet don d'obtenir une masselotte d'éhelle il pour
toute ligne l ∈ LI ∪ {t}.
S'il n'y a pas de points externes à part x et y dans Gi0k′ (voir gure 4.1), la fontion s
ne dépend que de
∑
(LI∪{t})⊂ℓ ul et G
i0
k′ est un graphe à deux points. Soit ℓ0 la plus basse
ligne de I, iℓ0 = i0. Notons que 'est néessairement une ligne de boule. Pour toute ligne
ℓ ∈ LI \ {ℓ0}, nous eetuons 
uℓ →uℓ − ε(ℓ)aℓ,
wℓ →wℓ + aℓ,
uℓ0 →uℓ0 + ε(ℓ)aℓ,
wℓ0 →wℓ − ε(ℓ0)ε(ℓ)aℓ.
(4.4.2)
Ces hangements laissent uℓ + uℓ0 (et s) xe(s). Ainsi pour toute ligne ℓ ∈ LI \ {ℓ0},
nous avons une déroissane en Wℓ − ε(ℓ)ε(ℓ0)Wℓ0 d'indie iℓ. Toutes es fontions sont
indépendantes. Pour ℓ0, nous faisons
uℓ0 →uℓ0 − ε(ℓ0)aℓ0,
wℓ0 →wℓ0 + aℓ0 ,
ut →ut + ε(ℓ0)aℓ0 .
(4.4.3)
Nous obtenons une déroissane permettant d'intégrer sur Wℓ0 au prix de M it > M i0 .
Enn, pour la ligne d'arbre t, nous utilisons le hangement de variables (4.3.12). Celui-i
introduit at dans s. La masselotte pour Vt est don d'éhelle M i. Heureusement la forte
déroissane assoiée à pt est d'éhelle M
−i
. Nous retrouvons le fait que les longues va-
riables de l'arbre ne oûtent rien.
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Qualions de ritique une omposante onnexe ave N = 4, g = 0, B = 2 et dont
l'insertion I est réduite à une seule ligne. Nous pouvons maintenant prouver le lemme
suivant
Lemme 4.4.1 (Comptage de puissane) Soit G un graphe onnexe orientable. Quelque
soit Ω ∈ [0, 1[, il existe K ∈ R tel que son amplitude amputée AµG intégrée ontre des fon-
tions test (voir (4.3.6)) soit bornée par
|AµG| 6Kn
∏
i,k
M−
1
2
ω(Gik)
(4.4.4)
ave ω(Gik) =

N − 4 si (N = 2 ou N > 6) et g = 0,
si N = 4, g = 0 et B = 1,
si Gik est ritique,
N si N = 4, g = 0, B = 2 et Gik non ritique,
N + 4 si g > 1.
(4.4.5)
Remarque 11. Le omptage de puissane du lemme préédent n'est pas optimal mais il
est susant pour prouver la renormalisabilité de la théorie. Après une étude du propaga-
teur de la théorie dans la base matriielle [GRVT06℄, nous pourrions obtenir le omptage
optimal notamment la dépendane en le genre. Conernant les faes brisées, la borne
(4.4.4) est presque optimale. Pour la fontion à quatre points, elle l'est. Mais pour les
fontions à six points ou plus, nous n'avons pas herhé à améliorer la borne simple don-
née par le lemme 4.3.1. Néanmoins remarquons que pour es fontions, des situations
semblables à elle renontrée pour la fontion à quatre points peuvent se produire. Les
points  externes  dans les faes brisées supplémentaires peuvent n'être joints que par
une seule ligne basse. Dans e as, la fae brisée n'améliore pas le omptage de puissane
même pour les fontions à six points ou plus. C'est l'une des diérenes entre le modèle
de Gross-Neveu et la théorie Φ4.
Démonstration. Le lemme 4.3.1 nous permet de borner l'amplitude d'un grapheG onnexe
orientable par
|AµG| 6Kn
∫
dx1 g1(x1 + {a})δG
N∏
i=2
dxi gi(xi)
∏
l∈G
dalM
2ilΞ(al) (4.4.6)
∏
l∈T
duldVldplM ile−M2il (ul−ε(l)al)2
1∏
µ=0
1
1 +M−2ilV2l,µ
1
1 +M2ilp2l,µ∏
ℓ∈L
duℓdWℓM iℓM iℓe−M2iℓ (uℓ+{a})2
1∏
µ=0
1
1 +M−2iℓW2ℓ,µ
où K ∈ R et gi, i ∈ J1, NK et Ξ sont des fontions de Shwartz. La fontion δG qui
orrespond à la raine de l'arbre, est donnée par (voir setion 3.1.3)
δG
( ∑
i∈E(G)
η(i)xi +
∑
l∈T ∪L
ul
)
. (4.4.7)
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Elle permet d'intégrer sur l'une des positions externes. Les autres sont intégrées ave les
fontions gi. La borne (4.4.6) sur la valeur absolue de l'amplitude devient don
|AµG| 6Kn
∫ ∏
l∈G
dalM
2ilΞ(al)
∏
ℓ∈L
duℓdWℓM iℓM iℓe−M2iℓ(uℓ+{a})2
1∏
µ=0
1
1 +M−2iℓW2ℓ,µ∏
l∈T
duldVldplM ile−M2il (ul−ε(l)al)2
1∏
µ=0
1
1 +M−2ilV2l,µ
1
1 +M2ilp2l,µ
. (4.4.8)
Les intégrations sur les variables aℓ oûtent O(1). Pour toute ligne l du graphe, l'intégra-
tion sur la variable ul orrespondante rapporte O(M−2il). L'intégration sur vl (resp. wl)
est d'ordre O(M2il). Mais pour les lignes d'arbre, e mauvais fateur est ompensé par
l'intégration sur pl qui donne O(M−2il). Ainsi les boules ne oûtent que O(1) alors que
les lignes d'arbre rapportent O(M−2il). Nous avons don la borne suivante
|AG| 6Kn
∏
l∈G
M il
∏
l∈T
M−2il
6K ′n
∏
l∈G
M il+1
∏
l∈T
M−2(il+1). (4.4.9)
Nous pouvons alors redistribuer le omptage de puissane dans les omposantes onnexes
en suivant [Riv91℄ :
∏
l∈G
M il+1 =
∏
l∈G
il∏
i=0
M =
∏
l∈G
∏
(i,k)∈N2|
l∈Gik
M =
∏
(i,k)∈N2
∏
l∈Gik
M, (4.4.10)
∏
l∈T
M−2(il+1) =
∏
l∈T
∏
(i,k)∈N2|
l∈Gik
M−2 =
∏
(i,k)∈N2
∏
l∈T ik
M−2. (4.4.11)
Ainsi, en hangeant K ′ en K, l'amplitude d'un graphe G onnexe orientable est bornée
par
|AµG| 6Kn(G)
∏
(i,k)∈N2
M−
1
2
ω(Gik), (4.4.12)
où ω(Gik) =N(G
i
k)− 4 (4.4.13)
e qui prouve la première partie du lemme 4.4.1.
Si une omposante onnexe Gik est non planaire, il existe ℓ, ℓ
′ ∈ Gik telles que l'inté-
gration sur Wℓ rapporte M−2iℓ′ 6 M−2i au lieu de M2iℓ (voir setion 4.3.2). Le gain par
rapport à (4.4.13) est d'au moins M−4i. Le degré superiel de onvergene devient alors
ω(Gik) = N(G
i
k) + 4.
Enn soit une omposante onnexe Gik ave quatre pattes externes et deux faes bri-
sées. En utilisant les notations dénies préedemment, si Gi0k′ a plus de deux points ex-
ternes, nous utilisons la fontion s pour intégrer sur l'un de es points e qui rapporte
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M−2i au lieu de O(1). Soit P le hemin de l'arbre de Gallavotti-Niolò qui relie Gik à
G. Le fateur M−2i améliore le degré superiel de onvergene de tous les noeuds de P
ave N = 4, B = 2. Il devient don ω(Gik) = N(G
i
k). Si G
i0
k′ est un graphe à deux points,
nous utilisons s pour intégrer sur la variable uℓ0 de la plus basse ligne ℓ0 de l'insertion
I. Cei rapporte M−2i au lieu de M−2i0 . Le gain par rapport à (4.4.13) est M−2(i−i0).
Mais l'intégration sur Wℓ0 oûte M2it au lieu de M2iℓ0 . Le gain total est don seule-
ment M−2(i−it). Ce fateur supplémentaire permet d'améliorer le omptage de puissane
de toutes les omposantes onnexes ave N = 4, B = 2 dans P entre Gik et l'éhelle it.
Leur omptage de puissane passe de N − 4 à N . Mais notons qu'entre it (l'éhelle de la
plus basse ligne d'arbre de I) et i0, seules des lignes de boules peuvent apparaître. Ainsi
le nombre de points externes ne peut que déroitre stritement dans P de l'éhelle it à
l'éhelle i0. G
i0
k′ étant un graphe à deux points, il ne peut y avoir qu'une seule omposante
onnexe divergente dans P entre it et i0. C'est un graphe à quatre points ave B = 2 à
l'éhelle i1 (l'éhelle la plus basse de I supérieure à i0). De plus, ça ne peut se produire
que s'il n'y a qu'une seule ligne de boule à l'éhelle i0. Cette omposante est ritique (par
dénition) et nous ne pouvons pas améliorer son omptage de puissane qui reste N − 4.
Cei ahève la preuve du lemme 4.4.1. 
4.5 Renormalisation
Grâe au omptage de puissane prouvé dans le lemme 4.4.1, nous savons que seuls
les sous-graphes planaires ave deux et quatre pattes externes sont divergents. Plus préi-
sément, les seuls graphes à deux points divergents n'ont qu'une seule fae brisée. D'autre
part, les graphes à quatre points divergents ont soit une seule fae brisée soit sont ritiques
'est-à-dire ont N = 4, g = 0, B = 2 et les deux points  externes  qui appartiennent à la
seonde fae brisée sont liés par une seule ligne d'éhelle plus basse. Nous allons prouver
que les parties divergentes des amplitudes orrespondant à es graphes sont de la forme
du lagrangien initial.
4.5.1 La fontion à quatre points
B = 1
Soit un sous-graphe planaire à quatre points et une fae brisée néessitant d'être
renormalisé. Il est don un noeud de l'arbre de Gallavotti-Niolò. Il existe (i, k) ∈ N2 tel
que N(Gik) = 4, g(G
i
k) = 0, B(G
i
k) = 1. Les quatre points externes du graphe amputé
seront notés xj , j ∈ J1, 4K. L'amplitude assoiée à la omposante onnexe Gik est
Aµ
Gik
({xj}) =
∫ 4∏
i=1
dxi ψ¯e(x1)ψe(x2)ψ¯e(x3)ψe(x4)δGike
ıϕ′Ω
(4.5.1)∏
l∈T ik
duldvldpl C¯
il
l (ul)
∏
ℓ∈Lik
duℓdwℓ C¯
iℓ
ℓ (uℓ)
où e est le plus grand indie externe du sous-graphe Gik et ψe, ψ¯e sont des hamps d'indies
inférieurs ou égaux à e < i. Nous allons proéder à un développement de Taylor au premier
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ordre qui permettra de déoupler les variables externes xj des variables internes u et p et
d'identier la partie divergente de l'amplitude. Nous introduisons un paramètre s en trois
endroits diérents. Tout d'abord, nous développons la fontion δGik omme
δGik
(
∆+ sU
)∣∣∣
s=1
=δ(∆) +
∫ 1
0
dsU · ∇δ(∆ + sU) (4.5.2)
où ∆ =x1 − x2 + x3 − x4 et U =
∑
l∈Gik
ul.
Dans le as d'un graphe orientable, les hamps ψ¯ sont assoiés aux positions impaires et
les ψ aux positions paires. De plus, si le graphe est planaire régulier, le orollaire 3.2.4
nous permet de xer la forme exate de la fontion delta de raine notamment l'alternane
des signes. Ce orollaire donne aussi l'osillation externe ϕE . Le reste de l'osillation ϕ
′
Ω
est également développé. Dans notre as, l'osillation totale est donnée par le orollaire
3.2.4 et par les osillations des fontions delta de branhes :
ϕ′Ω(s = 1) = ϕE +XQXUU +XQXPP + UQUU + PQPP + UQUWW + PQPWW.
(4.5.3)
Remarquons que QXW = QW = 0 pour les graphes réguliers planaires. Nous érivons
exp ı(XQXUU +XQXPP + UQUU + PQPP ) (4.5.4)
=1 + ı
∫ 1
0
ds (XQXUU +XQXPP + UQUU + PQPP )e
ıs(XQXUU+XQXPP )+ıUQUU+ıPQPP .
Finalement nous développons aussi les propagateurs internes. Pour toute ligne l ∈ Gik,
C¯l(ul, s = 1) =
Ω
θπ
∫ ∞
0
dtl e
−tlm2
sinh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
(
ıΩ˜ coth(2Ω˜tl)ǫ(l)ε(l)/ul (4.5.5)
+ sΩǫ(l)ε(l)/˜ul + sm
)(
cosh(2Ω˜tl)12 − sı θ2 sinh(2Ω˜tl)γΘ−1γ
)∣∣∣
s=1
=
2ıΩ2
θ2π
∫ ∞
0
dtl e
−tlm2
tanh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l coth(2Ω˜tl)ǫ(l)ε(l)/ul
+
Ω
θπ
∫ 1
0
ds
∫ ∞
0
dtl e
−tlm2
sinh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
×
{
(Ωǫ(l)ε(l)/˜ul +m)
(
cosh(2Ω˜tl)12 − sı θ2 sinh(2Ω˜tl)γΘ−1γ
)
− ı θ
2
sinh(2Ω˜tl)
(
ıΩ˜ coth(2Ω˜tl)ǫ(l)ε(l)/ul + sΩǫ(l)ε(l)/˜ul + sm
)
γΘ−1γ
}
.
Le ontreterme τA assoié à la omposante onnexe Gik orrespond aux termes d'ordre 0
des trois développements préédents :
τAµ
Gik
=
∫ 4∏
i=1
dxi ψ¯e(x1)ψe(x2)ψ¯e(x3)ψe(x4)δ(∆)e
ıϕE
(4.5.6)
×
∫ ∏
l∈T ik
duldvldpl C¯
il
l (ul, s = 0)
∏
ℓ∈Lik
duℓdwℓ C¯
iℓ
ℓ (uℓ, s = 0)e
ıϕ′Ω(s=0)
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où ϕE =
∑4
i<j=1(−1)i+j+1xi ∧ xj. Ainsi le ontreterme est de la forme
τAµ
Gik
=
∫
dx
(
ψ¯e ⋆ ψe ⋆ ψ¯e ⋆ ψe
)
(x) (4.5.7)
×
∫ ∏
l∈T ik
duldvldpl C¯
il
l (ul, s = 0)
∏
ℓ∈Lik
duℓdwℓ C¯
iℓ
ℓ (uℓ, s = 0)e
ıϕ′Ω(s=0).
Pour prouver que τA est de la forme du vertex initial, il reste à montrer que sa struture
spinorielle est l'une de elles de l'équation (4.2.7). Outre les osillations et les déroissanes
exponentielles des propagateurs, le ontreterme τA ontient
P =
∏
l∈G
/ul =
∏
l∈G
(
γ0u0l + γ
1u1l
)
=
22n−N/2∏
i=1
Pi. (4.5.8)
Chaun des 22n−N/2 termes Pi de P onsiste à hoisir pour haque ligne l ∈ G soit γ0u0l
soit γ1u1l . Tout Pi possède n
0
i u
0
et n1i u
1
. Remarquons que, mis à part P , le ontreterme
τA est invariant sous le hangement ∀l ∈ G, u0l → −u0l et w1l → −w1l . Ainsi seuls les Pi
ave n0i pair sont non nuls. Ave le même type d'argument, nous prouvons que n
1
i doit
également être pair. Chaque terme de τA ontient don un nombre pair de γ0 et de γ1.
Pour la fontion à quatre points, le développement de Taylor (4.5.5) est possible ar le
nombre de lignes internes est pair (il vaut 2(n − 1)). Nous introduisons maintenant la
notion de haîne et de yle.
Dénition 4.5.1 (Chaîne et yle) Nous dirons que deux hamps sont dans la même
haîne
 s'ils appartiennent à un même produit salaire à un vertex
h
,
 s'ils sont reliés par un propagateur.
Un yle est une haîne fermée.
Ainsi les hamps externes sont reliés par des haînes. Les autres hamps appartiennent à
des yles. Les matries γ0 et γ1 sont don réparties dans les haînes et les yles. Chaque
yle orrespond à un terme qui, à un signe près, vaut Tr ((γ0)p(γ1)q). Ce terme est non
nul seulement si p et q sont pairs. Sahant que le nombre total de γ0 est pair, que le
nombre total de γ1 est pair et que haque yle ontient des nombres pairs de γ0 et de γ1,
les diérentes haînes du graphe se partagent un nombre pair de γ0 et un nombre pair de
γ1. La fontion à quatre points ontient deux haînes. Il y a don quatre possibilités pour
la répartition des matries gamma dans es deux haînes. Chaune d'elles peut ontenir
un nombre pair ou impair de γ0 ou de γ1.
En fontion du nombre et du type de vertex renontrés le long de es haînes, elles
peuvent soit relier un ψ à un ψ¯ soit relier deux hamps de même nature. Nous pouvons
h
Par exemple, les deux premiers hamps de l'intertion (4.2.7a) appartiennent au même produit sa-
laire.
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ainsi avoir aaire à douze strutures spinorielles diérentes :
ψ ⋆
[(
γ0
)2p (
γ1
)2q]
ψ¯ ⋆ ψ ⋆
[(
γ0
)2p′ (
γ1
)2q′]
ψ¯ =± ψ ⋆ 1ψ¯ ⋆ ψ ⋆ 1ψ¯, (4.5.9a)
ψ ⋆
[(
γ0
)2p+1 (
γ1
)2q]
ψ¯ ⋆ ψ ⋆
[(
γ0
)2p′+1 (
γ1
)2q′]
ψ¯ =± ψ ⋆ γ0ψ¯ ⋆ ψ ⋆ γ0ψ¯, (4.5.9b)
ψ ⋆
[(
γ0
)2p (
γ1
)2q+1]
ψ¯ ⋆ ψ ⋆
[(
γ0
)2p′ (
γ1
)2q′+1]
ψ¯ =± ψ ⋆ γ1ψ¯ ⋆ ψ ⋆ γ1ψ¯, (4.5.9)
ψ ⋆
[(
γ0
)2p+1 (
γ1
)2q+1]
ψ¯ ⋆ ψ ⋆
[(
γ0
)2p′+1 (
γ1
)2q′+1]
ψ¯ =± ψ ⋆ γ0γ1ψ¯ ⋆ ψ ⋆ γ0γ1ψ¯.
(4.5.9d)
De la même façon, nous pouvons avoir
±ψ¯ ⋆ 1ψ ⋆ ψ¯ ⋆ 1ψ, (4.5.10a)
±ψ¯ ⋆ γ0ψ ⋆ ψ¯ ⋆ γ0ψ, (4.5.10b)
±ψ¯ ⋆ γ1ψ ⋆ ψ¯ ⋆ γ1ψ, (4.5.10)
±ψ¯ ⋆ γ0γ1ψ ⋆ ψ¯ ⋆ γ0γ1ψ, (4.5.10d)
±ψ¯a ⋆ ψc ⋆ ψ¯b ⋆ ψd1ab1cd, (4.5.11a)
±ψ¯a ⋆ ψc ⋆ ψ¯b ⋆ ψdγ0abγ0cd, (4.5.11b)
±ψ¯a ⋆ ψc ⋆ ψ¯b ⋆ ψdγ1abγ1cd, (4.5.11)
±ψ¯a ⋆ ψc ⋆ ψ¯b ⋆ ψd
(
γ0γ1
)
ab
(
γ0γ1
)
cd
. (4.5.11d)
Pour prouver que la divergene de la fontion à quatre points est bien de l'une des formes
des vertex originaux (4.2.7), il est pratique de les rérire d'une manière diérente.
Identités de Fierz non ommutatives Une base de MD(C) est fournie par la re-
présentation de l'algèbre de Cliord {γµ, γν} = −Dδµν de dimension D. En dimension 2,
B = {Γ0 = 1,Γ1 = γ0,Γ2 = γ1,Γ3 = γ0γ1} est une base deM2(C). Ainsi soitM ∈M2(C),
M =− 1
2
3∑
A,B=0
ηAB Tr(MΓ
A)ΓB, (4.5.12)
ave η =diag(−1, 1, 1, 1).
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Nous allons utiliser une telle déomposition pour rérire les interations du modèle sous
une autre forme. Par exemple, onsidérons l'interation (4.2.7b). Si nous dénissonsMab =
ψ¯b ⋆ ψa et utilisons (4.5.12), on a
ψ¯b ⋆ ψa =− 1
2
∑
A,B
ηABψ¯b′ ⋆ ψa′Γ
A
b′a′Γ
B
ab. (4.5.13)
Cei nous permet d'érire∫
ψa ⋆ ψ¯a ⋆ ψb ⋆ ψ¯b =
∫
ψ¯b ⋆ ψa ⋆ ψ¯a ⋆ ψb = −1
2
∑
A,B
ηAB
∫
ψ¯ ⋆ ΓAψ ⋆ ψ¯ ⋆ ΓBψ. (4.5.14)
De la même façon, pour l'interation (4.2.7), nous utilisons la déomposition
Mba =ψ¯a ⋆ ψb = −1
2
∑
A,B
ηABψ¯a′ ⋆ ψb′Γ
A
a′b′Γ
B
ba (4.5.15)
et érivons ∑
a,b
∫
ψ¯a ⋆ ψb ⋆ ψ¯a ⋆ ψb =− 1
2
∑
A,B
ηAB
∫
ψ¯ ⋆ ΓAψ ⋆ ψ¯ ⋆ tΓBψ
=− 1
2
∑
A,B
∫
g3ABψ¯ ⋆ Γ
Aψ ⋆ ψ¯ ⋆ ΓBψ (4.5.16)
ave g3AB = diag(−1, 1, 1,−1). Nous proédons de la même façon pour les trois autres
interations. Les six interations possibles sont résumées dans le tableau 4.5.1. Finalement,
les trois interations orientables (4.2.7) s'érivent omme ombinaisons linéaires de∫
ψ¯ ⋆ 1ψ ⋆ ψ¯ ⋆ 1ψ, (4.5.17a)∫
ψ¯ ⋆ γµψ ⋆ ψ¯ ⋆ γµψ et (4.5.17b)∫
ψ¯ ⋆ γ0γ1ψ ⋆ ψ¯ ⋆ γ0γ1ψ (4.5.17)
alors que les interations non orientables (4.2.8) se rérivent en fontion de∫
ψ ⋆ 1ψ¯ ⋆ ψ¯ ⋆ 1ψ, (4.5.18a)∫
ψ ⋆ γµψ¯ ⋆ ψ¯ ⋆ γµψ et (4.5.18b)∫
ψ ⋆ γ0γ1ψ¯ ⋆ ψ¯ ⋆ γ0γ1ψ. (4.5.18)
Dans les équations (4.5.17b) et (4.5.18b), la somme sur µ est impliite.
Se
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Interations du modèle de Gross-Neveu non ommutatif
Orientables Non orientables
•
∑
a,b
∫
dx
(
ψ¯a ⋆ ψa ⋆ ψ¯b ⋆ ψb
)
(x) •
∑
a,b
∫
dx
(
ψ¯a ⋆ ψ¯b ⋆ ψb ⋆ ψa
)
(x)
= −1
2
∑
A,B
∫
g1ABψ¯ ⋆ Γ
Aψ ⋆ ψ¯ ⋆ ΓBψ = −1
2
∑
A,B
∫
g1ABψ ⋆ Γ
Aψ¯ ⋆ ψ¯ ⋆ ΓBψ
•
∑
a,b
∫
dx
(
ψa ⋆ ψ¯a ⋆ ψb ⋆ ψ¯b
)
(x) •
∑
a,b
∫
dx
(
ψ¯a ⋆ ψ¯a ⋆ ψb ⋆ ψb
)
(x)
= −1
2
∑
A,B
∫
g2ABψ¯ ⋆ Γ
Aψ ⋆ ψ¯ ⋆ ΓBψ = −1
2
∑
A,B
∫
g2ABψ ⋆ Γ
Aψ¯ ⋆ ψ¯ ⋆ ΓBψ
•
∑
a,b
∫
dx
(
ψ¯a ⋆ ψb ⋆ ψ¯a ⋆ ψb
)
(x) •
∑
a,b
∫
dx
(
ψ¯a ⋆ ψ¯b ⋆ ψa ⋆ ψb
)
(x)
= −1
2
∑
A,B
∫
g3ABψ¯ ⋆ Γ
Aψ ⋆ ψ¯ ⋆ ΓBψ = −1
2
∑
A,B
∫
g3ABψ ⋆ Γ
Aψ¯ ⋆ ψ¯ ⋆ ΓBψ
g1 = diag(−2, 0, 0, 0), g2 = η = diag(−1, 1, 1, 1), g3 = diag(−1, 1, 1,−1)
∀A ∈ J1, 4K, ΓA ∈ B = {Γ0 = 1,Γ1 = γ0,Γ2 = γ1,Γ3 = γ0γ1}
Tab. 4.1: Les interations et leurs diérentes éritures
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Nous montrons que quelque soit ΓC ∈ B, ψ ⋆ ΓCψ¯ ⋆ ψ ⋆ ΓC ψ¯, ψ¯ ⋆ ΓCψ ⋆ ψ¯ ⋆ ΓCψ et
ψ¯a ⋆ ψc ⋆ ψ¯b ⋆ ψdΓ
C
abΓ
C
cd peuvent s'exprimer en fontion des interations orientables du
tableau 4.5.1 grâe à une symétrie du modèle.∫
ψ ⋆ ΓCψ¯ ⋆ ψ ⋆ ΓCψ¯ =
∫
ψ¯d ⋆ ψa ⋆ ψ¯b ⋆ ψcΓ
C
abΓ
C
cd (4.5.19)
=− 1
2
∑
A,B
ηABψ¯ ⋆ Γ
Aψ ⋆ ψ¯ ⋆ tΓCΓB tΓCψ
tΓCΓB tΓC =

ΓB si ΓC = 1
gBB′Γ
B′
ave g = diag(−1, 1, 1− 1) si ΓC = γ0γ1
gBB′Γ
B′
ave g = diag(−1,−1, 1, 1) si ΓC = γ0
gBB′Γ
B′
ave g = diag(−1, 1,−1, 1) si ΓC = γ1
(4.5.20)
On a don ∫
ψ ⋆ ΓCψ¯ ⋆ ψ ⋆ ΓCψ¯ =− 1
2
∑
A,B
gABψ¯ ⋆ Γ
Aψ ⋆ ψ¯ ⋆ ΓBψ (4.5.21)
ave g =

diag(−1, 1, 1, 1) si ΓC = 1
diag(1, 1, 1,−1) si ΓC = γ0γ1
diag(1,−1, 1, 1) si ΓC = γ0
diag(1, 1,−1, 1) si ΓC = γ1.
(4.5.22)
Si ΓC = 1 ou γ0γ1, l'interation (4.5.21) s'érit en fontion des interations (4.5.17). Par
ontre, si ΓC = γ0 ou γ1 indépendamment, 'est impossible. Heureusement il existe une
symétrie impliquant que les ontretermes assoiés à l'interation (4.5.21) pour ΓC = γ0
et γ1 sont égaux. En eet, haque terme Pi du polynme P (4.5.8) onsiste à hoisir,
pour haque ligne du graphe, soit γ0 soit γ1. À haun de es termes est anoniquement
assoié un terme P¯i = Pj, j 6= i pour lequel on a fait exatement le hoix inverse de Pi
pour haque ligne. Ainsi pour obtenir P¯i, nous onsidérons Pi et hangeons les γ
0
en γ1,
les u0l en u
1
l et vie-versa. Tout ontreterme assoié à un Pi est onstitué d'un ensemble
de matries gamma et des intégrales sur les variables ul, pl, vl et wl. La rotation
∀l ∈ G, u0l →u1l (4.5.23)
u1l →− u0l
w0l (v
0
l )→w1l (v1l )
w1l (v
1
l )→− w0l (−v0l )
montre que les intégrales de P¯i sont égales à elles de Pi (le nombre total de u
1
l est pair).
Examinons alors les produits de matries gamma. Soient N ∈ N et ∀j ∈ J0, 2N +1K, nj ∈
N.
Pγ =
N∏
i=0
(
γ0
)n2i (γ1)n2i+1
=
N∏
i=0
(−1)[n2i2 ]+[
n2i+1
2 ]
(
γ0
) 1−(−1)n2i
2
(
γ1
) 1−(−1)n2i+1
2 . (4.5.24)
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Chaque produit de γ0 (resp. γ1) a été réduit par la relation (γ0)
2
= (γ1)
2
= −1. Le
produit Pγ est don égal, à un signe près, à un produit alternant P
a
γ de γ
0
et de γ1. De la
même façon,
P¯γ =
N∏
i=0
(
γ1
)n2i (γ0)n2i+1
=
N∏
i=0
(−1)[n2i2 ]+[
n2i+1
2 ]
(
γ1
) 1−(−1)n2i
2
(
γ0
) 1−(−1)n2i+1
2 . (4.5.25)
Remarquons que les signes en fateur de P aγ et P¯
a
γ sont les mêmes. Soient n
a
0 et n
a
1 le
nombre total de γ0 (resp. γ1) dans P aγ . Ce produit P
a
γ peut être
1. γ0γ1 · · · γ0γ1, na0 = na1.
P aγ =
{
(−1)p1 si na0 = na1 = 2p
(−1)pγ0γ1 si na0 = na1 = 2p+ 1
(4.5.26)
2. γ1γ0 · · · γ1γ0, na0 = na1.
P aγ =
{
(−1)p1 si na0 = na1 = 2p
(−1)pγ1γ0 si na0 = na1 = 2p+ 1
(4.5.27)
3. γ0γ1 · · · γ0γ1γ0, na0 = na1 + 1.
P aγ =
{
(−1)pγ0 si na1 = 2p
(−1)pγ1 si na1 = 2p+ 1
(4.5.28)
4. γ1γ0 · · · γ1γ0γ1, na1 = na0 + 1.
P aγ =
{
(−1)pγ1 si na0 = 2p
(−1)pγ0 si na0 = 2p+ 1
(4.5.29)
Appliquons es résultats aux yles et haînes d'un graphe. Tout d'abord, remarquons que
les nombres respetifs de γ0 et de γ1 dans le polynme alterné ont même parité que les
nombres totaux dans Pγ. Chaque yle omporte un nombre pair de γ
0
et de γ1 et orres-
pond don à des situations du type (4.5.26) ou (4.5.27) qui sont exatement symétriques
sous l'éhange γ0 ↔ γ1. Quand les deux haînes du graphe possèdent un nombre impair
de γ0 et pair de γ1, nous sommes dans la situation 3 ou 4. Ces situations sont symétriques
sous l'éhange γ0 ↔ γ1. Le signe relatif entre les polynmes P aγ et P¯ aγ est + et (surtout)
ne dépend que des parités des nombres totaux de γ0 et γ1. Ce signe ne dépend pas de la
onguration des produits de matries 'est-à-dire qu'il ne dépend pas des nj dans (4.5.24).
Ainsi le ontreterme ψΓCψ¯ψΓCψ¯ ne peut être que de la forme ψ1ψ¯ψ1ψ¯, ψγ0γ1ψ¯ψγ0γ1ψ¯
ou ψγµψ¯ψγµψ¯. Il en est de même pour les deux autres ontretermes ψ¯Γ
Cψψ¯ΓCψ et
ψ¯aψcψ¯bψdΓ
C
abΓ
C
cd. La somme des deux dernières interations dans (4.5.22) est bien une
ombinaison linéaire des interations initiales. Nous vérierions de la même façon pour
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ψ¯aψcψ¯bψdΓ
C
abΓ
C
cd. Cei prouve que τA est bien de la forme des vertex initiaux.
Comme nous nous y attendons pour la fontion à quatre points, τA est logarithmique-
ment divergent. Pour le vérier, il sut de réitérer la proédure utilisée en setion 4.3.1
ave les hangements de variables (4.3.12) et (4.3.19) mais sans modier x1 (les variables
externes sont déouplées des variables internes dans le ontreterme). Le reste (1 − τ)A
est omposé de quatre types de termes diérents. Chaun d'eux améliore le omptage de
puissane et rend (1− τ)A onvergent quand i− e→∞ :
 U ·∇δ(∆+sU). Par intégration par parties sur une variable externe, le gradient agit
sur un hamp externe et donne au plus Me. U apporte au moins M−i.
 XQXUU , XQXPP . X apporte M
e
et U (resp. P ) M−i.
 UQUU , PQPP fournissent au moins M
−2i
.
 Le développement (4.5.5) des propagateurs apporte M−i.
En onlusion, es termes de reste améliorent le omptage de puissane d'un fateur au
moins égal à M−(i−e) e qui rend (1− τ)A onvergent et non pertinent pour la renorma-
lisation.
B = 2, ritique
Le omptage de puissane démontré en (4.4.4) laisse supposer que les omposantes
onnexes ritiques divergent logaritmiquement. Des aluls exats de graphes simples et le
omportement de la théorie dans la base matriielle montrent que 'est bien le as. Mais la
partie divergente de l'amplitude de es graphes n'est pas de la forme du lagrangien initial.
Malgré ette divergene, nous ne renormalisons pas es graphes. En fait, nous montrerons
dans la setion 4.5.2 que la renormalisation de la fontion à deux points orrespondante
est susante pour rendre le graphe omplet onvergent, y ompris la sous-divergene
ritique à quatre points. Soient i l'éhelle de la omposante ritique et j < i l'éhelle de
la sous-fontion à deux points orrespondante. Les termes de reste de la renormalisation
de ette fontion à deux points fourniront M−(i−e) (< M−(j−e)).
4.5.2 La fontion à deux points
Soit un sous-graphe planaire à deux points néessitant d'être renormalisé. Il existe
(i, k) ∈ N2 tel que N(Gik) = 2, g(Gik) = 0. Les deux points externes du graphe amputé
seront notés x, y. L'amplitude assoiée à la omposante onnexe Gik est
Aµ
Gik
(x, y) =
∫
dxdy ψ¯e(x)ψe(y)δGike
ıϕ′Ω
∏
l∈T ik
duldvldpl C¯
il
l (ul)
∏
ℓ∈Lik
duℓdwℓ C¯
iℓ
ℓ (uℓ).
Nous allons proéder à un développement de Taylor au seond ordre. Tout d'abord, nous
développons la fontion δGik omme
δGik
(
x− y + sU)∣∣∣
s=1
=δ(x− y) + U · ∇δ(x− y) +
∫ 1
0
ds (1− s)(U · ∇)2δ(∆ + sU)
(4.5.30)
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où nous avons utilisé les mêmes notations que dans la setion préédente. L'osillation
entre x et y est exp ıx ∧ y. Grâe à la fontion δGik , nous absorbons ette osillation dans
une redénition de la matrie QXU . Puis nous développons l'osillation :
exp ı(XQXUU +XQXPP + UQUU + PQPP ) = 1 + ı(XQXUU +XQXPP ) (4.5.31)
−
∫ 1
0
ds
(
(1− s)(XQXUU +XQXPP )2 − ı(UQUU + PQPP )
)
× eıs(XQXUU+XQXPP+UQUU+PQPP ).
Finalement nous développons aussi les propagateurs internes. Pour toute ligne l ∈ Gik,
C¯l(ul, s = 1) =
Ω
θπ
∫ ∞
0
dtl e
−tlm2
sinh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
(
ıΩ˜ coth(2Ω˜tl)ǫ(l)ε(l)/ul (4.5.32)
+ sΩǫ(l)ε(l)/˜ul +m
)(
cosh(2Ω˜tl)12 − s θ2 ı sinh(2Ω˜tl)γΘ−1γ
)∣∣∣
s=1
=
Ω
θπ
∫ ∞
0
dtl e
−tlm2
tanh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
(
ıΩ˜ coth(2Ω˜tl)ǫ(l)ε(l)/ul +m
)
+
Ω
θπ
∫ 1
0
ds
∫ ∞
0
dtl e
−tlm2
sinh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
×
{
Ωǫ(l)ε(l)/˜ul
(
cosh(2Ω˜tl)12 − sı θ2 sinh(2Ω˜tl)γΘ−1γ
)
− ı θ
2
sinh(2Ω˜tl)
(
ıΩ˜ coth(2Ω˜tl)ǫ(l)ε(l)/ul + sΩǫ(l)ε(l)/˜ul +m
)
γΘ−1γ
}
.
Le leteur attentif aura remarqué que le développement (4.5.32) du propagateur est dié-
rent de elui pour la fontion à quatre points (4.5.5). En eet, nous autorisons ii le terme
de masse à faire partie du développement à l'ordre 0. La raison est que le nombre de lignes
internes de la fontion à deux points est impair (il vaut 2n − 1). Pour le ontreterme de
masse, si tous les propagateurs ontribuent par un terme en u, le ontreterme est nul.
En réalité, le omptage de puissane est obtenu quand un propagateur utilise le terme
de masse et tous les autres le terme /u. Cei implique que la divergene de la masse n'est
en fait que logarithmique. Pour les ontretermes de fontion d'onde et ontribuant à Ω/˜x,
haque propagateur ontribue par l'intermédiaire du terme dominant en /u. En eet, le
ontreterme τA assoié à la omposante onnexe Gik orrespond ainsi aux termes d'ordre
0 et 1 des trois développements préédents :
τAµ
Gik
= τAm + τA/p + τA/ex, (4.5.33)
τAm =
∫
dxdy ψ¯e(x)ψe(y)δ(x− y)
∫ ∏
l∈T ik
duldvldpl C¯
il
l (ul, s = 0) (4.5.34)∏
ℓ∈Lik
duℓdwℓ C¯
iℓ
ℓ (uℓ, s = 0)e
ıϕ′Ω(s=0),
τA/p =
∫
dxdy ψ¯e(x)ψe(y)U · ∇δ(x− y)
∏
l∈T ik
duldvldpl C¯
il
l (ul, s = 0) (4.5.35)
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ℓ∈Lik
duℓdwℓ C¯
iℓ
ℓ (uℓ, s = 0)e
ıϕ′Ω(s=0),
τA/ex = ı
∫
dxdy ψ¯e(x)ψe(y)δ(x− y)(XQXUU +XQXPP ) (4.5.36)∏
l∈T ik
duldvldpl C¯
il
l (ul, s = 0)
∏
ℓ∈Lik
duℓdwℓ C¯
iℓ
ℓ (uℓ, s = 0)e
ıϕ′Ω(s=0).
Le ontreterme τAm renormalise la masse. Sa divergene est logarithmique pour les raisons
de parité évoquées plus haut. τA/p onstitue le ontreterme de fontion d'onde.
τA/p = −
∫
dx ψ¯e(x)∇µψe(x)Uµ
∏
l∈T ik
duldvldpl C¯
il
l (ul, s = 0) (4.5.37)∏
ℓ∈Lik
duℓdwℓ C¯
iℓ
ℓ (uℓ, s = 0)e
ıϕ′Ω(s=0)
Comme pour la fontion à quatre points, e terme ontient le polynme (4.5.8) ii de degré
impair. Les matries gamma de haun de ses monmes sont réparties en une haîne et en
yles (voir dénition 4.5.1). Le nombre de matries γ0 et γ1 dans haque yle est pair.
Ainsi le nombre de matries gamma dans la haîne liant les points externes est impair. Le
terme en ψ¯eU
0∂0ψe est non nul si le nombre de γ
0
est impair de telle sorte que le nombre
total de u0 soit pair. Le nombre de γ1 est alors pair. Le ontreterme orrespondant est
don de la forme ψ¯eγ
0∂0ψe. Nous lui assoions le terme en ψ¯eU
1∂1ψe où nous hoisis-
sons le monme inverse (∀l ∈ G, γ0u0l ↔ γ1u1l ). Par une rotation des oordonnées, nous
montrons que le ontreterme est bien de la forme ψ¯e /∇ψe. Sa divergene est logarithmique.
Le ontreterme τA/ex, également de divergene logarithmique, renormalise le  hamp
magnétique  Ω/˜x. Les diérents termes ontribuant à ette renormalisation sont de la
forme
∫
ψ¯eψe(x
0u1 − x1u0) · · · . Là enore, en assoiant deux monmes orrespondant à
des hoix opposés et par une rotation, nous montrons que le ontreterme est bien de la
forme ψ¯e /˜xψe. Remarquons que les termes
∫
ψ¯eψe(x
0p0 + x
1p1) · · · sont nuls par parité sur
p (attention ii pµ est le  moment  assoié à une ligne d'arbre et non une dérivée). Il
est faile de vérier, à partir de (4.5.35) et (4.5.36), que les ontretermes τA/p et τA/ex sont
anti-hermitiens. Ils sont don bien de la forme ψ¯/pψ et ψ¯/˜xψ.
Les termes de reste, regroupés dans (1− τ)A, sont onvergents. En eet,
 (U · ∇)2δ fournit M−2i grâe à U2 et M2e par intégration par partie sur un point
externe,
 (XQXUU +XQXPP )
2
donne M−2(i−e),
 UQUU + PQPP apporte M
−2i
,
 le développement des propagateurs fournit au moins M−i.
Composantes ritiques Considérons un graphe à deux points orientable d'éhelle j
ontenant un sous-graphe ritique d'éhelle i > j (voir la dénition setion 4.4). Cette
omposante à deux points est don onstituée d'un sous-graphe à quatre points d'éhelle
i ave g = 0, B = 2 et d'une unique ligne (de boule) d'éhelle j. Nous renormalisons
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l'amplitude à deux points omme nous l'avons fait i-dessus. Nous allons montrer que les
termes de reste sont d'ordre M−(i−e) (et non M−(j−e)) e qui implique la onvergene de
l'amplitude renormalisée inluant sa sous-divergene à quatre points.
Nous proédons omme expliqué dans la setion 4.4. Jusqu'à l'éhelle i, nous ob-
tenons toutes les masselottes néessaires pour les variables v et w et les déroissanes
assoiées pour les p. Nous avons ainsi une osillation Wℓ ∧ uj où iℓ = i et uj est la
variable u de l'unique ligne d'éhelle j. Nous l'utilisons pour obtenir une fontion s im-
pliquant |uj| 6M−i. Il reste à fabriquer la masselotte pour la variable wj. Son uj assoié
étant maintenant d'ordre M−i, nous ne pouvons pas obtenir une masselotte d'éhelle M j .
Nous ne pouvons atteindre que M i. Le gain obtenu ave la variable uj est perdu par la
masselotte en wj et nous remarquons une fois enore que les omposantes ritiques sont
divergentes. Cependant, toutes les variables u sont maintenant bornées par M−i e qui
implique que les termes de reste, exepté le développement des propagateurs, donnent
M−2(i−e) = M−2(i−j)M−2(j−e). Tous les restes des développements de propagateurs sauf
elui orrespondant à la ligne d'indie j donnent au moins M−i. Il y a un terme dans le
reste du propagateur le plus bas (ımθ
2
sinh(2Ω˜tℓ)γΘ
−1γ) qui ne rapporte que M−2j . Ce
n'est pas susant pour régulariser la sous-divergene à quatre points. La solution onsiste
à inlure e terme dans le ontreterme. Ainsi, seulement pour le propagateur le plus bas,
nous utilisons un développement diérent de (4.5.32) :
C¯l(ul, s = 1) =
Ω
θπ
∫ ∞
0
dtl e
−tlm2
sinh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
(
ıΩ˜ coth(2Ω˜tl)ǫ(l)ε(l)/ul (4.5.38)
+ sΩǫ(l)ε(l)/˜ul +m
)(
cosh(2Ω˜tl)12 − θ2 ı sinh(2Ω˜tl)γΘ−1γ
)∣∣∣
s=1
=
Ω
θπ
∫ ∞
0
dtl e
−tlm2
tanh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
(
ıΩ˜ coth(2Ω˜tl)ǫ(l)ε(l)/ul +m
)
× ( cosh(2Ω˜tl)12 − θ2 ı sinh(2Ω˜tl)γΘ−1γ)
+
Ω
θπ
∫ 1
0
ds
∫ ∞
0
dtl e
−tlm2
sinh(2Ω˜tl)
e−
eΩ
2
coth(2eΩtl)u2l
× Ωǫ(l)ε(l)/˜ul
(
cosh(2Ω˜tl)12 − ı θ2 sinh(2Ω˜tl)γΘ−1γ
)
.
Cei rend onvergents les sous-graphes à deux et quatre points. Le prix à payer est un
ontreterme de la forme ıδm θγΘ−1γ. La preuve de e dernier point est donné en appendie
A.3. Remarquons enn que si m = 0, τAm ≡ 0 et auun ontreterme du type ψ¯γ0γ1ψ
n'est néessaire.
Remarque 12. Il serait intéressant d'étudier et de omparer les ots de Gross-Neveu,
Φ4, LSZ modié et non modié. Ces deux derniers ont-ils des ots ayant les mêmes
aratéristiques. Et par rapport à Φ4 et Gross-Neveu ?
4.5.3 Renormalisabilité et vulanisation
Dans e hapitre, nous avons prouvé que le modèle de Gross-Neveu non ommutatif,
déni par l'ation (4.2.2) restreinte aux interations orientables, est renormalisable à tous
138 Chapitre 4  Le modèle de Gross-Neveu non ommutatif
les ordres de la théorie des perturbations. Nous avons d'abord alulé une borne sur l'am-
plitude amputée des graphes (voir lemme 4.4.1). Ce omptage de puissane est elui d'une
théorie renormalisable. Remarquons que ette borne est tout aussi valable à Ω = 0. Puis
nous avons montré que les ontretermes néessaires sont de la forme du lagrangien initial.
Cela signie que le modèle de Gross-Neveu non ommutatif ave interations orientables
est renormalisable même sans la proédure de vulanisation.
Dénissons le mélange ultraviolet/infrarouge de la façon suivante. Nous dirons qu'un
graphe à N points présente du mélange si son amplitude amputée intégrée ontre des
fontions test (ou ontre N propagateurs externes) est nie (ou onvergente au sens de
la somme sur les attributions d'éhelles) mais si, inséré dans un autre graphe, son am-
plitude diverge. Cette dénition est bien ompatible ave l'appellation de mélange ultra-
violet/infrarouge dans la mesure où, dans le adre de l'analyse multi-éhelles, les seuls
sous-graphes renontrés sont des omposantes onnexes. Ainsi une omposante onnexe
d'éhelle i présente du mélange UV/IR si sa divergene (ultraviolette) dépend des éhelles
inférieures à i (infrarouges). Nous pouvons alors avoir aaire à deux types de mélange. Le
premier est elui que nous avons renontré dans le modèle de Gross-Neveu. Il onerne les
omposantes ritiques. Ces graphes planaires à quatre points et deux faes brisées ne sont
pas renormalisables par un ontreterme du lagrangien initial. Néanmoins ils apparaissent
uniquement omme sous-graphe dans la fontion à deux points dont la renormalisation
régularise la sous-divergene à quatre points. Nous pouvons qualier e mélange de re-
normalisable. Il existe un seond type de mélange qui, lui, est non renormalisable. C'est
elui qui a empêhé la renormalisation des théories des hamps non ommutative jusqu'à
l'artile [GW05b℄. Les graphes présentant e mélange non seulement sont non renormali-
sables par un ontreterme du lagrangien initial mais enore ne peuvent pas être régularisés
par la renormalisation du graphe dans lequel ils sont insérés. L'exemple typique est elui
du  tadpole  non planaire de Φ4 qui diverge dans les fontions à 6 points ou plus.
Le modèle de Gross-Neveu non ommutatif orientable est renormalisable et ne présente
don pas de mélange UV/IR dangereux 'est-à-dire non renormalisable, même en l'absene
de vulanisation (Ω = 0). Remarquons d'ailleurs que le omptage de puissane (le lemme
4.4.1) est aussi valable pour la théorie omplète (ave V = V
o
+ V
no
) mais restreinte
aux graphes orientables. Cela suggère que le modèle omplet pourrait être renormalisable
à Ω = 0 si restreint aux graphes orientables. Bien sûr, la  loalité  des ontretermes
devrait être vériée. Cei est immédiat si on onsidère la théorie Φ4 naïve
S[φ] =
∫
d4x
(1
2
φ(−∆+m2)φ+ λ
4
φ ⋆ φ ⋆ φ ⋆ φ
)
(x) (4.5.39)
restreinte aux graphes orientables. En eet nous pourrions exploiter les osillations de
vertex exatement de la même façon que pour le modèle de Gross-Neveu montrant ainsi
que les seuls graphes divergents sont planaires réguliers ou ritiques. Puis nous démontre-
rions que les ontretermes sont de la forme du lagrangien initial. Le travail de Filk [Fil96℄
nous assure que les amplitudes des graphes réguliers planaires sont les mêmes que dans
la théorie ommutative.
Remarque 13. Filk a démontré l'équivalene de la théorie ommutative et du seteur
planaire de la théorie non ommutative en espae des moments. L'absene de ontretermes
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en x˜2 (ou d2/dp2) provient de la onservation des moments le long des lignes du graphe.
En eet, nous avons vu, en espae x, que les ontretermes en ∇ proviennent du déve-
loppement de la fontion delta globale autour d'un parallèlogramme parfait (voir setion
4.5.2). Or la onservation des moments le long des propagateurs, en espae p, nous assure
que la fontion delta globale est une onservation des moments exates. Nous savons éga-
lement que la fontion delta en moments devient l'osillation en x et vie-versa. Ainsi le
ontreterme en x˜2 doit provenir des osillations en x. C'est bien le as, il provient du dé-
veloppement des osillations du type U ∧X . Or le orollaire 3.2.4 nous fournit l'osillation
de vertex des graphes réguliers planaires. Celle-i ontient des termes u ∧ x. Si on veut
démontrer la renormalisabilité de Φ4 à Ω = 0 en espae x, es osillations ne devraient
pas être présentes ar elles donneraient naissane à des ontretermes en x˜2. En fait, nous
pouvons vérier que ϕX = 0. En eet, l'osillation totale a été érite à partir du hoix
arbitraire d'un sens de rotation autour de l'arbre. En érivant simplement que l'osillation
ϕ est la demi somme des osillations érites en tournant dans le sens horaire et le sens
trigonomètrique, nous montrons qu'il n'y a pas d'osillation du type U ∧X i.
Le fait qu'une théorie φ4 non ommutative orientable soit renormalisable sans vulani-
sation avait été onjeturé dans [CR01℄. L'orientabilité semble don être une solution au
mélange UV/IR non renormalisable et don une alternative à la vulanisation. Néanmoins,
en l'absene d'arguments généraux en faveur des interations orientables, nous devons éga-
lement onsidérer les interations non orientables pour lesquelles la seule solution onnue
pour les rendre renormalisables est la vulanisation.
i
C'est valable plus généralement pour tous les graphes orientables.
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Wir müssen wissen. Wir werden wissen.
Épitaphe de David Hilbert
Cette thèse a pour adre la renormalisation des théories de hamps non ommutatives.
Plus préisément, nous avons étudié la renormalisabilité de plusieurs modèles dénis sur
un espae de Moyal. Jusqu'à réemment, les théories non ommutatives étaient dénies à
partir de leurs homologues ommutatifs en remplaçant le produit point par point par le
produit de Moyal. Mais ette méthode ne fontionne pas à ause d'un nouveau type de
divergenes, le mélange UV/IR qui rend es modèles non renormalisables. En 2005, Harald
Grosse et Raimar Wulkkenhaar ont publié la preuve, à tous les ordres de perturbation,
de la renormalisabilité d'un modèle du type φ4 sur l'espae de Moyal quadri-dimensionnel
[GW05b℄. L'ation de e modèle est :
S[φ] =
∫
d4x
(
− 1
2
∂µφ ⋆ ∂
µφ+
Ω2
2
(x˜µφ) ⋆ (x˜
µφ) +
1
2
m2 φ ⋆ φ+
λ
4
φ ⋆ φ ⋆ φ ⋆ φ
)
(x)
ave x˜µ = 2(Θ
−1x)µ. La nouveauté réside dans le terme supplémentaire de potentiel har-
monique. À e jour, nous ne savons pas enore si la vulanisation s'applique à d'autres
espaes que le plan de Moyal. De plus, nous ne savons pas non plus interpréter onve-
nablement e terme supplémentaire. An de répondre à es interrogations, nous devons
d'abord étudier la proédure de vulanisation sur plusieurs modèles an d'en dégager les
aratéristiques prinipales. Cette thèse s'insrit dans ette démarhe.
Les propriétés nes du groupe de renormalisation sont bien apturées par l'analyse
multi-éhelles (setion 1.2). Cet outil mathématique puissant permet de larier la stru-
ture de la série perturbative. À haque ligne du graphe, nous attribuons une éhelle. Plus
elle-i est grande, plus la longueur de la ligne est ourte. Autrement dit, plus l'indie de la
ligne est haut, plus le propagateur orrespondant se trouve dans l'ultraviolet. Le premier
message de l'analyse multi-éhelles est que seuls divergent les sous-graphes dont toutes
les lignes internes sont plus hautes que toutes les pattes externes. Ces graphes-i sont
renormalisables ar ils  ressemblent  à des ontretermes loaux : ils sont quasi-loaux.
Ces omposantes onnexes sont naturellement organisées en forêt, au sens de Zimmer-
mann e qui d'ailleurs, règle le problème des divergenes enhevêtrées. Pour rendre les
graphes nis, il sut de renormaliser les sous-graphes quasi-loaux. Dans e as, l'objet
obtenu est une multi-série eetive. Celle-i développe n'importe quelle fontion de la
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théorie en puissanes d'une innité de onstantes de ouplage eetives, une par éhelle.
Cette série eetive est manifestement le bon objet à onsidérer. Du point de vue ma-
thématique, la série renormalisée (à la BPHZ) ne onverge pas en général. Pour exprimer
toute fontion omme une série entière en une unique onstante renormalisée, nous sommes
obligés de renormaliser les sous-graphes, onvergents, qui ne sont pas quasi-loaux. Ces
ontributions réent les renormalons ontribuant au omportement en Knn! de la série
des perturbations ; le rayon de onvergene de la série est alors nul. Dans les bons as
(fermions), la série est Borel sommable. Dans les mauvais (φ4), elle ne l'est pas (les renor-
malons forment une singularité sur l'axe réel positif du plan de Borel :K > 0). Si le ot est
borné, la série eetive a un multi-rayon de onvergene ni dans le as fermionique et est
Borel sommable dans le as bosonique (à ause des singularités instantoniques). Du point
de vue physique, la série eetive suit les idées de Wilson sur le groupe de renormalisation.
La onstante eetive λi est la onstante de ouplage de la théorie eetive à l'éhelle i
'est-à-dire la théorie obtenue en moyennant sur les utuations d'éhelles supérieures ou
égales à i+ 1. Les onstantes eetives forment un ot disret équivalent au ot ontinu
habituel (voir [DR00℄ pour la onstrution d'un ot ontinu non perturbatif).
Dans ette thèse, nous avons utilisé l'analyse multi-éhelles pour étudier la renormali-
sabilité de modèles non ommutatifs et en partiulier, le phénomène de mélange UV/IR.
Nous nous sommes prinipalement intéressés aux modèles Φ44 et Gross-Neveu, en espae
x et dans la base matriielle. La omplexité tehnique de la preuve originale de la re-
normalisabilité de Φ44 dans la base matriielle nous a inité à redémontrer e résultat en
espae x. Bien sûr, il s'agissait seulement de s'habituer à la théorie des hamps non om-
mutative pour pouvoir ensuite étudier d'autres modèles, e que j'ai fait ave le modèle de
Gross-Neveu non ommutatif. Le travail sur Φ4 [GMRVT06℄ nous a donné l'oasion de
généraliser les résultats de Filk au as de propagateurs qui ne onservent pas l'impulsion.
Cei nous permet d'exprimer les osillations de vertex en termes des variables de lignes,
adaptées à une méthode graphique. Ce résultat est utile ar l'essentiel de la diulté
tehnique réside dans l'exploitation des osillations. L'étude de e modèle nous a aussi
permis de dénir la notion d'orientabilité d'un graphe non ommutatif. Tous les graphes
non orientables sont onvergents.
Le modèle de Gross-Neveu quant à lui réserve quelques surprises. Tout d'abord, la non
loalité du produit de Moyal implique l'existene de six interations diérentes. En nous
restreignant aux trois interations orientables, nous avons montré qu'elles sont stables
sous l'ation du groupe de renormalisation. Le propagateur, à Ω 6= 0, est équivalent à
une dérivée ovariante en hamp magnétique uniforme. Il est alors tentant d'interpréter
le terme supplémentaire omme tel. Dans e as, omment ne pas penser à la théorie des
ordes ? En eet, la théorie eetive de hamps qui résulte de ordres ouvertes sur une D-
brane, en présene d'un hamp de fond Bµν , est non ommutative. Sa non ommutativité
est elle du plan de Moyal. La dérivée du modèle de Gross-Neveu est-elle ovariante par
rapport à e hamp B ?
La preuve de la renormalisabilité de e modèle a mis en lumière la propriété d'orien-
tabilité. Les interations orientables ne onduisent qu'à des graphes orientables. Pour
eux-i, il n'y a pas besoin de vulanisation. Les osillations de vertex susent. Ce résul-
tat n'est pas trop étonnant. En eet, le mélange UV/IR est uniquement dû aux graphes
non orientables (voir setion 4.5.3). C'est le as du tadpole non planaire. Les graphes
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qui présentent du mélange sont dangereux non pas pare qu'ils sont nis à moments non
exeptionnels et innis dans une boule mais surtout pare qu'ils ne sont pas renormali-
sables. Dans le adre de l'analyse multi-éhelles, le problème est lairement identié. Seules
les omposantes onnexes divergent. Pour une théorie ommutative, ela implique que les
graphes divergents sont quasi-loaux dans le sens où leur partie divergente est prohe d'un
ontreterme loal. Dans un modèle non ommutatif, une omposante onnexe n'est pas
foremment quasi-loale : la distane typique entre les points externes du graphe n'est
pas néessairement petite par rapport aux propagateurs externes. C'est la non loalité
du vertex qui en est responsable. En fait, nous avons montré que toutes les omposantes
onnexes orientables sont quasi-loales. Pour les graphes non orientables tels que le tad-
pole non planaire, e n'est pas le as. Voilà shématiquement pourquoi un modèle ave
interation orientable est renormalisable sans vulanisation. De plus, il semble que dans
le adre de la géométrie non ommutative, seules les interations orientables ont un sens.
Le modèle de Gross-Neveu a également révélé la présene d'un mélange UV/IR inof-
fensif 'est-à-dire renormalisable. Il apparaît seulement dans les graphes à quatre points
et deux faes brisées. Ceux-i sont nis si les points externes sont intégrés ontre des
fontions test ou des propagateurs externes mais divergent logarithmiquement quand ils
sont insérés dans un plus grand graphe. Néanmoins es graphes sont régularisés par la
renormalisation du graphe dans lequel ils sont insérés. La présene de mélange n'est pas
surprenante sur un espae dont les oordonnées obéissent à [xµ, xν ] = ıΘµν . Ce qui est
étonnant, 'est plutt l'absene totale de mélange dans le modèle Φ44.
Notons aussi que la renormalisation des sous-graphes qui présentent du mélange oblige,
pour le modèle massif, à introduire un ontreterme proportionnel à ψ¯γ5ψ dont il serait
bon d'expliquer l'apparition.
L'étude des modèles Φ44 et Gross-Neveu en espae x nous a permis de mieux aratéri-
ser le mélange UV/IR. Le prinipal atout de et espae est que nous y sommes habitués.
Des tehniques y sont développées pour lesquelles nous avons un ertain savoir-faire. C'est
d'ailleurs pourquoi l'étude onstrutive du modèle de Gross-Neveu non ommutatif sera
faite en x. Les autres avantages de et espae sont les suivants. Il permet de faire des
omparaisons ave les théories ommutatives. Il peut servir de première étape vers une
formulation (et une quantiation) des théories non ommutatives indépendante de l'es-
pae sous-jaent. Enn, la seule restrition sur Ω dont j'ai eu besoin pour l'étude du modèle
de Gross-Neveu est Ω < 1 alors que les études menées dans la base matriielle néessitent
2/3 6 Ω 6 1. Cette restrition est quelque peu gênante si nous voulons onstruire la
limite ommutative.
La deuxième partie
j
de ma thèse a été onsarée à l'étude de Φ44 ainsi que du pro-
pagateur du modèle de Gross-Neveu, dans la base matriielle. Nous y avons adapté les
méthodes de l'analyse multi-éhelles. Il se trouve qu'il n'y a que peu de hangements par
rapport à l'espae x dès lors qu'on onsidère le graphe dual (voir setion 2.2.2). Cette
notion apparaît de façon entrale pour plusieurs raisons. Le graphe dual est l'objet na-
turel pour lasser les variables indépendantes, 'est lui qui dénit la quadrangulation de
la variété sur laquelle le graphe (diret) est dessiné. Enn le graphe dual est également
important pour obtenir la représention paramétrique de Φ44 [GR℄.
j
En fait, dans l'ordre hronologique, il s'agit de la première partie.
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L'étude du propagateur de Gross-Neveu a permis de développer une méthode de type
point-ol qui fournit une borne préise. Celle-i remplae les quatre bornes néesssaires
au alul du omptage de puissane. Il serait intéressant d'appliquer ette méthode au
propagateur de Φ4 à Ω = 0. En eet, un des problèmes que j'aimerais aborder dans la suite
est elui de la aratérisation du mélange UV/IR dans la base matriielle. Dans [GW05a℄,
Grosse et Wulkenhaar ont démontré un omptage de puissane général pour un modèle de
matries d'interation Trφ4 et dont le propagateur obéit aux bornes (2.5.1) et (2.5.2) qui
dénissent les exposants δ0, δ1. On onstate qu'à Ω = 0, δ0 = 1 et δ1 = 0. Or une ondition
néessaire à la renormalisabilité du modèle est δ0+δ1 > D = 4. On est alors tenté de tenir
le raisonnement suivant. À Ω = 0, le modèle n'est pas renormalisable à ause du mélange
UV/IR. Le fait que δ1 < δ0 est équivalent au fait que le propagateur ne soit pas quasi-
loal. On peut don relier la non loalité du propagateur au mélange UV/IR. Cette image
développée en setion 2.2.3 est séduisante mais ertainement inomplète. En eet, si l'on
onsidère un modèle d'interation Tr(φ¯φ)2 ave p2 pour propagateur, on a aussi δ0 = 1
et δ1 = 0 mais le modèle est renormalisable ('est l'équivalent de Gross-Neveu débarassé
de ses diultés algébriques liées aux spineurs). Bien sûr, ii une partie de l'information
se trouve dans l'interation omplexe. Ainsi une étude omparative de e modèle et de
Trφ4 à Ω = 0 devrait permettre de mieux erner le mélange UV/IR et l'orientabilité
dans la base matriielle. Entre autres, ette étude permettra de distinguer les mélanges
renormalisable et non renormalisable.
D'ailleurs, le modèle de Gross-Neveu, renormalisable, présente du mélange UV/IR.
Bien qu'inoensif (du point de vue de la renormalisation), e mélange ouple les éhelles
de la théorie et déstabilise notre image du groupe de renormalisation allant de l'ultraviolet
à l'infrarouge. La base matriielle pourrait bien être mieux adaptée aux théories non
ommutatives que l'espae x. En eet, les indies de matries appartiennent à N et non
à Z. Pour ainsi dire, il n'y a plus qu'une seule diretion à l'inni. Au lieu d'intégrer les
ontributions de la théorie de l'inniment petit à l'inniment grand, ne vaudrait-il pas
mieux, dans un espae non ommutatif, onsidérer qu'on intègre  de l'inniment loin de
nous à nous  ?
D'autre part, dans le but de quantier la gravitation, il faudrait être apable d'érire
une théorie sans référene à l'espae sous-jaent. À plus ourt terme, nous aimerions étu-
dier une théorie des hamps sur un espae non ommutatif qui ne soit pas une déformation.
Pour ela, nous devons nous passer de l'espae x. La base matriielle fait un pas dans ette
diretion.
Enn, en plus des quelques thèmes de reherhe que j'ai mentionnés jusque là, je vou-
drais donner quatre grandes diretions que j'aimerais suivre. Tout d'abord, il me semble
important de tester la généralité de la vulanisation. Pour ela, il faut étudier la renor-
malisabilité de modèles simples sur d'autres espaes que le plan de Moyal. On pourrait
ommener par le tore non ommutatif. De plus, il serait intéressant de refaire l'analyse
très générale de [Gay05b℄ ave le bon propagateur de Φ4 et également dans le adre d'un
modèle omplexe ave dérivée ovariante an de bien diérenier les mélanges dangereux
et inoensif sur diérents espaes. En parallèle, pour essayer d'interpréter le terme de
vulanisation, nous devons nous intéresser à des modèles plus  réalistes . Bien sûr, je
pense à Yang-Mills. La tâhe est très ardue, e problème a déjà été abordé par plusieurs
groupes.
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Les théories de hamps non ommutatives ont été introduites dans l'espoir d'éviter
les divergenes ultraviolettes. Il est lair que e n'est pas le as. Cependant le terme
de potentiel harmonique de Φ4 agit omme un régulateur sur le ot de la onstante de
ouplage [GW04℄. Cette propriété de régulation du ot est-elle générique ? La première
hose à faire est de aluler la fontion beta du modèle de Gross-Neveu.
Le fait que le ot du modèle φ44 ommutatif soit non borné est le prinipal obstale à une
dénition onstrutive du modèle. Sur le plan de Moyal, le ot est borné e qui devrait
permettre de onstruire Φ44. Avant ela, nous allons étudier le modèle de Gross-Neveu
non ommutatif sous l'angle onstrutif. Les modèles fermioniques étant plus simples à
onstruire que les théories bosoniques, ette étude permettra de se familiariser ave les
méthodes onstrutives non ommutatives.
Enn, ertaines théories des hamps non ommutatives apparaissent omme limites de
théories des ordes. Jusqu'à présent, es théories ne sont pas renormalisables. Existe-t-il
des systèmes de ordes qui donnent lieu à des théories de hamps vulanisées ?
146 Conlusion et perspetives
147
Annexe A
À propos du modèle de Gross-Neveu
A.1 Intégration par parties
Nous reproduisons ii les détails du alul montrant que la proédure formée du han-
gement de variables (4.3.12) et de l'intégration par parties (4.3.14) permet d'obtenir une
fontion déroissante de l'éhelle voulue.
AG,l =
∫
daldtl coth(2Ω˜tl)ξ(al coth
1/2(2Ω˜tl)) e
− eΩ
2
coth(2eΩtl)(ul−ε(l)al)2f1(x1 + η(1)ε(l)al){
ıΩ˜ coth(2Ω˜tl)(ǫε)(l)(/ul − ε(l)/al) + Ω(ǫε)(l)(/˜ul − ε(l)/˜al)−m
}
eıal∧(Ul+Al+Xl)
1∏
µ=0
 coth1/2(2Ω˜tl) + ∂∂aµl
coth1/2(2Ω˜tl) + ıV˜l,µ
2 eıal∧Vl. (4.3.14)
Soit cl
def
= coth(2Ω˜tl).
AG,l =
∫
dal cl e
ıal∧Vl
1∏
µ=0
(
1
√
cl + ıV˜l,µ
)2(√
cl − ∂
∂aµl
)2
ξ(al
√
cl)f1(x1 + η(1)ε(l)al){
ıΩ˜cl(ǫε)(l)(/ul − ε(l)/al) + Ω(ǫε)(l)(/˜ul − ε(l)/˜al)−m
}
e−
eΩ
2
cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl).
Nous utiliserons les notations suivantes :
{l} =ıΩ˜cl(ǫε)(l)(/ul − ε(l)/al) + Ω(ǫε)(l)(/˜ul − ε(l)/˜al)−m, (A.1.1)
{l}′=− ǫ(l)
(
ıΩ˜clγ
µ + Ω˜(−1)µ+1γµ+1
)
. (A.1.2)
Calulons la première dérivée :
∂
∂aµl
e−
eΩ
2
cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl)ξ(al
√
cl)f1(x1 + η(1)ε(l)al) {l} (A.1.3)
=e−
eΩ
2
cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl)
{
{l}[Ω˜clε(l)(ul − ε(l)al)µξf1 + ı(U˜l + A˜l + X˜l)µξf1
+
√
clξ
′f1 + η(1)ε(l)ξf ′1
]
+ {l′} ξf1
}
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def
=e−
eΩ
2
cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl)
{
{l}B0Ξ0F0 + {l′}Ξ1F1
}
+ termes sous-dominants
(A.1.4)
où B0 ne dépend pas de a
µ+1
l et, en utilisant une partie de la déroissane exponentielle
en ul−ε(l)al, B0 = O(√cl). Ξi, i = 0, 1 (resp. Fi) est une ombinaison linéaire de ξ (resp.
f1) et de ses dérivées. Puis alulons la dérivée seonde :
∂2
∂(aµl )
2
e−
eΩ
2
cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl)ξ(al
√
cl)f1(x1 + η(1)ε(l)al) {l} (A.1.5)
=e−
eΩ
2
cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl)
{
{l}[(Ω˜clε(l)(ul − ε(l)al)µξf1 + ı(U˜l + A˜l + X˜l)µξf1
+
√
clξ
′f1 + η(1)ε(l)ξf ′1
)× (Ω˜clε(l)(ul − ε(l)al)µ + ı(U˜l + A˜l + X˜l)µ)
− Ω˜clε(l)ξf1 + Ω˜c3/2l ε(l)(ul − ε(l)al)µξ′f1 + Ω˜η(1)cl(ul − ε(l)al)µξf ′1
+ ı
√
cl(U˜l + A˜l + X˜l)µξ
′f1 + ıη(1)ε(l)(U˜l + A˜l + X˜l)µξf ′1
+ clξ
′′f1 + 2
√
clη(1)ε(l)ξ
′f ′1 + ξf
′′
1
]
+ 2{l′}[Ω˜clε(l)(ul − ε(l)al)µξf1 + ı(U˜l + A˜l + X˜l)µξf1 +√clξ′f1 + η(1)ε(l)ξf ′1]}
def
=e−
eΩ
2
cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl)
{
{l}(B1Ξ22F 22 +B2Ξ3F3)+ 2{l′}B3Ξ4F4} (A.1.6)
+ termes sous-dominants
où B1, B2 = O(cl), B3 = O(√cl) et les Ξi et fi sont dénis omme préédemment. Enore
une fois, les Bi ne dépendent pas de a
µ+1
l . Nous avons
1∏
µ=0
(√
cl − ∂
∂aµl
)2
ξf1{l}e−
eΩ
2
cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl)
(A.1.7)
=
(
cl − 2
√
cl
∂
∂a1l
+
∂2
∂(a1l )
2
)(
cl{l}ξf1 − 2
√
cl
({l}B0Ξ0F0 + {l′}Ξ1F1)
+ {l}(B1Ξ22F 22 +B2Ξ3F3)+ 2{l′}B3Ξ4F4)e− eΩ2 cl(ul−ε(l)al)2+ıal∧(Ul+Al+Xl)
+ termes sous-dominants.
Rappelons que pour tout i = 0, . . . , 3, Bi ne dépend pas de a
1
l . Le leteur ourageux
peut alors vérier que l'équation (A.1.7) donne des termes d'ordre O(c5/2l ) e qui implique
(4.3.15).
A.2 Les graphes du vide
Dans ette annexe, nous alulons le omptage de puissane des graphes du vide du
modèle de Gross-Neveu orientable. Rappelons que dans les théories de hamps ommu-
tatives, les graphes du vide sont innis dans une tranhe 'est-à-dire même en présene
de oupures ultraviolette et infrarouge. Cei est dû à l'invariane par translation de la
théorie. En eet, onsidérons un graphe du vide G de la théorie φ4 ommutative. Son
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amplitude s'érit
AG = λ
n
∫ n∏
v=1
dxv
∏
l∈G
Cl (A.2.1)
où n est le nombre de vertex de G. La ovariane C de la mesure gaussienne assoiée à
la théorie libre est l'inverse du Laplaien. Le noyau de et opérateur, le propagateur, est
diagonal en espae des moments, onserve l'impulsion et est don invariant par transla-
tion en espae x. Ainsi en hoisissant un vertex v0 au hasard, nous pouvons eetuer le
hangement de variables de Jaobien 1, ∀v 6= v0, xv = yv + xv0 . L'amplitude devient alors
AG = λ
n
∫
dxv0A(xv0), (A.2.2)
A(xv0) =
∫ ∏
v 6=v0
dyv
∏
l∈G
Cl.
À ause de l'invariane par translation, A(xv0) est en fait indépendant de xv0 . Ainsi l'in-
tégrale sur xv0 est innie. Au ontraire, dans le as de la théorie Φ
4
non ommutative, les
graphes du vide sont nis dans une tranhe. Cependant la somme sur l'attribution des
éhelles (l'équivalent de la limite oupure →∞ dans le formalisme multi-éhelles) est di-
vergente ommeM8i. L'interation quartique du type Moyal est invariante par translation.
En eet, elle s'érit
δ(x1 − x2 + x3 − x4) exp ı
4∑
i<j=1
(−1)i+j+1xi ∧ xj (A.2.3)
=δ(x1 − x2 + x3 − x4) exp ı (x1 ∧ (x2 − x3) + x2 ∧ x3)
=δ(x1 − x2 + x3 − x4) exp ı(x1 − x2) ∧ (x2 − x3)
Cette régularisation est don uniquement due à la brisure de l'invariane par translation
par le terme harmonique x˜2 du propagateur. Le propagateur du modèle de Gross-Neveu,
bien que brisant l'invariane par translation, permet en fait d'obtenir une amplitude inva-
riante par translation. On est tenté d'avaner l'hypothèse suivante : /p+ /˜x est une dérivée
ovariante orrespondant à une théorie dans un hamp magnétique de fond onstant. La
physique est don invariante par translation mais pour l'érire il faut xer un potentiel
veteur qui brise ette invariane. Conrètement nous vérions l'invariane par translation
de l'amplitude d'un graphe quelonque de Gross-Neveu en eetuant le hangement de
variables ∀i, xi 7→ xi + a et en vériant que le résultat est indépendant de a.
AG =λ
n
∫ ∏
l∈G
duldvl Cl(ul, vl) e
ıϕ
(A.2.4)
=λn
∫ ∏
l∈G
duldvl Cl(ul, vl + 2a) e
ıϕ
Dans l'équation (A.2.4), par soui de simpliation, nous avons érit vl quelle que soit
la ligne. Nous avons déjà remarqué que les osillations de vertex sont invariantes par
translation. C'est pourquoi sous le hangement de variables, ϕ reste indépendante de
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a. Si on onsidère une interation du type ψ¯ψψ¯ψ, les osillations de propagateurs sont
toujours exp− ıΩ
2
ul ∧ vl. Ainsi le hangement vl 7→ vl + 2al implique la dépendane en a
de l'amplitude
exp ıΩa ∧
∑
l∈G
ul = 1 (A.2.5)
qui vaut 1 ar la somme de tous les u est nulle par la fontion delta globalea (3.1.16).
Cei ne prouve pas que les graphes du vide sont innis dans une tranhe. En eet, une
symétrie pourrait les rendre nuls. Néanmoins il est faile de onstater sur l'exemple le plus
simple qu'il existe au moins un graphe du vide inni. Pour une interation non orientable,
l'invariane par translation est de nouveau brisée. Le leteur peut le vérier sur l'exemple
de la gure A.1.
−
+
−
+
Fig. A.1: Exemple de graphe du vide non orientable
A.3 Contretermes (non) modiés de la fontion à deux
points
Considérons une omposante onnexe à deux points Gjk′ ave une sous-omposante
ritique Gik. Nous allons prouver que si l'on met le terme γΘ
−1γ de la plus basse ligne ℓ0
de Gjk′ dans le ontreterme, la partie divergente de la fontion à deux points reste de la
forme du lagrangien initial (4.2.2).
Pour simplier nous utiliserons une notation allégée : exp−2ıΩtℓ0γΘ−1γ =
cosh(2Ω˜tℓ0)12− ı sinh(2Ω˜tℓ0)γ0γ1. Comme expliqué dans la setion 4.5.1, les propagateurs
d'un graphe à deux points se répartissent entre une haîne et des yles. Pour tout graphe
G, érivons C l'ensemble des yles et Ch l'ensemble des haînes. Nous dénissons éga-
lement T µ omme le nombre de variables uµ provenant des développements de Taylor
de la fontion delta et des osillations
b
. Chaque yle ou haîne ontient un produit de
propagateurs. Soit c ∈ C (Ch),
Pc =
{∏
l∈c(ıΩ˜ coth(2Ω˜tl)/ul +m) si ℓ0 /∈ c
(ıΩ˜ coth(2Ω˜tℓ0)/uℓ0 +m)e
−2ıeΩtℓ0γ0γ1
∏
l∈c\{ℓ0}(ıΩ˜ coth(2Ω˜tl)/ul +m) si ℓ0 ∈ c.
(A.3.1)
a
Pour une interation de e type, tous les graphes sont orientables.
b
Par exemple, pour le terme de masse, le développement de Taylor ne donne pas de u et T 0 = T 1 = 0.
Le ontreterme de fontion d'onde donne u0∂0+u
1∂1. Le premier terme aura T
0 = 1 et T 1 = 0, le seond
le ontraire.
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Pc est la somme de diérents termes : Pc =
∑n
i=1 P
i
c où n = 3
|c|
si ℓ0 /∈ C et n = 2.3|c|+1 si
ℓ0 ∈ C (|c| = card c). Soit |γµ|ic le nombre total de γµ dans un terme i xé de c ∈ C (Ch).
De la même façon, nous dénissons |uµ|ic. Soit ic ∈ J1, nK pour tout c ∈ C ∪ Ch. Le fait
que les matries gamma soient sans trae et les propriétés de parité des intégrales sur les
variables u impliquent deux ontraintes :
∀c ∈ C, ∀i ∈ J1, 2|c|K, ∀µ ∈ {0, 1}, |γµ|ic est pair, (A.3.2)
∀µ ∈ {0, 1},
∑
c∈C∪Ch
|uµ|icc + T µ est pair. (A.3.3)
À partir de maintenant, nous xons une suite (ic)c∈C∪Ch à valeurs dans N. Rappelons que
pour les graphes de la fontion à deux points, |Ch| = 1 et que le nombre total de lignes
internes est impair :
∑
c∈C∪Ch |c| est impair. Pour ℓ0, nous hoisirons toujours le terme
γ0γ1 sinon l'analyse est la même que dans la setion 4.5.2. Dans la suite, nous appellerons
 ontreterme de masse  l'expression (4.5.34) ave le développement (4.5.38),  ontre-
terme /p (ou /˜x)  l'équation (4.5.35) (ou (4.5.36)) enore une fois ave le développement
(4.5.38).
1. Soit c1 ∈ Ch. Si |c1| (le nombre de lignes dans la haîne) est pair
(1.a) et ℓ0 ∈ c1,
∑
c∈C |c| est impair. L'équation (A.3.2) implique ∀µ,
∑
c∈C |uµ|icc
pair. Le nombre total de lignes dans les yles étant impair, nous avons hoisi
la masse pour au moins une ligne dans C.
 Pour le ontreterme de masse, T 0 = T 1 = 0. L'équation (A.3.3) implique
|uµ|ic1c1 pair. Ainsi |γµ|ic1c1 impair pour µ = 0 et 1. Le ontreterme est propor-
tionnel à γ0γ1.
 Pour les ontretermes /p ou /˜x, soit µ ∈ Z2, T µ = 1 et T µ+1 = 0. |γµ|ic1c1 est
pair et |γµ+1|ic1c1 est impair. Le nombre de lignes dans c1 étant pair, au moins
une ligne de c1  a hoisi  la masse. Ce terme est don d'ordre M
−i
. De tels
termes donneraient
/˜p ou /x.
(1.b) Soit ℓ0 /∈ c1. L'équation (A.3.2) implique ∀µ,
∑
c∈C |uµ|icc impair. Nous avons
hoisi la masse au moins une fois.
 Contreterme de masse : |uµ|ic1c1 est impair. Ce ontreterme est proportionnel
à γ0γ1.
 Contreterme /p (/˜x) : |γµ|ic1c1 est pair et |γµ+1|ic1c1 est impair. Ce terme donne /˜p
ou /x mais est onvergent omme M−i ar |c1| est pair et au moins une ligne
de c1 porte un terme de masse.
2. Si |c1| est impair
(2.a) Soit ℓ0 ∈ c1.
∑
c∈C |uµ|icc est pair.
 Contreterme de masse : les |γµ|ic1c1 sont impairs. Cela donne ψ¯γ0γ1ψ.
 Contreterme /p (/˜x) : |γµ|ic1c1 est pair et |γµ+1|ic1c1 est impair. Ce terme donne /˜p
ou /x mais est onvergent omme M−(i−j). Le nombre de lignes dans c1 étant
impair, soit toutes les lignes de c1 portent le terme en u ou au moins deux
d'entre elles ont la masse.
(2.b) Soit ℓ0 /∈ c1. Les
∑
c∈C |γµ|icc sont impairs. Soit toutes les lignes de C portent
le terme en u (le nombre total de lignes dans C est pair) ou au moins deux
d'entre elles ont la masse. Les termes orrespondants sont d'ordre M−(i−j).
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 Contreterme de masse : les |γµ|ic1c1 sont impairs. Nous obtenons ψ¯γ0γ1ψ.
 Contreterme /p (/˜x) : |γµ|ic1c1 est pair et |γµ+1|ic1c1 est impair. Ce terme donne /˜p
ou /x.
En onlusion, le terme de masse ne donne que ψ¯γ0γ1ψ. Les ontretermes /p et /˜x donnent
ψ¯/˜pψ et ψ¯/xψ qui ne sont pas dans le lagrangian initial, mais es termes sont onvergents
et peuvent don être laissés dans l'amplitude renormalisée. Nous pouvons dénir les nou-
veaux ontretermes par
τ
′Am =
1
2
Tr(τAm), (A.3.4)
τ
′Aδm =− 1
2
γ0γ1 Tr(γ0γ1τAm), (A.3.5)
τ
′A/p =−
/p
2p2
Tr(/pτA/p), (A.3.6)
τ
′A/ex =−
/˜x
2x˜2
Tr(/˜xτA/ex). (A.3.7)
Remarquons que si m = 0, τAm ≡ 0. Cela signie que si la masse nue est nulle, la masse
renormalisée l'est aussi et auun ontreterme du type ψ¯γ0γ1ψ n'apparaît.
A.4 Les tadpoles
Nous nous proposons ii de aluler les tadpoles du modèle de Gross-Neveu. Nous
onsidèrerons les six interations possibles.
A.4.1 Interations orientables
Ave es interations, seuls les tadpoles planaires sont possibles.
ψ¯a ⋆ ψa ⋆ ψ¯b ⋆ ψb
L'amplitude amputée du graphe de la gure A.2a est
AA.2a =
∫
dx2dx3 δ(x1 − x2 + x3 − x4)eıx4∧x1+ıx2∧x3Ccd(x2, x3). (A.4.1)
ψ¯c(x1)
ψc(x2)
ψ¯d(x3)
ψd(x4)
ψa(x)
ψ¯b(y) −
+ −
+
(a) Régulier
ψ¯c(x1) ψc(x2)
ψ¯d(x3)ψd(x4)
ψa(x) ψ¯b(y)
−
+ −
+
(b) Singulier
Fig. A.2: Tadpoles planaires
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En utilisant l'expression du propagateur donnée par le lemme 4.2.1, l'amplitude s'érit
AA.2a =− Ω
θπ
∫
dtdx2
e−tm
2
sinh(2Ω˜t)
eıx4∧x1+ı(1+Ω)x2∧(x4−x1)e−
eΩ
2
coth(2eΩt)(x1−x4)2[(
ıΩ˜ coth(2Ω˜t)(/x1 − /x4) + Ω(/˜x1 − /˜x4)−m
)
e−2ı
eΩtγ0γ1
]
cd
=
θΩm
4π(1 + Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
cd
δ(x1 − x4) (A.4.2)
où nous avons utilisé, au sens des distributions, δ(Ax) = | detA|−1δ(x) pour toute matrie
A inversible.
L'amplitude amputée du graphe de la gure A.2b est
AA.2b =
∫
dx3dx4 δ(x1 − x2 + x3 − x4)eıx1∧x2+ıx3∧x4Cdd(x4, x3)
=− Ω
θπ
∫
dtdx3
e−tm
2
sinh(2Ω˜t)
eıx1∧x2+ı(1−Ω)x3∧(x1−x2)e−
eΩ
2
coth(2eΩt)(x1−x2)2[(
ıΩ˜ coth(2Ω˜t)(/x1 − /x2) + Ω(/˜x1 − /˜x2)−m
)
e−2ı
eΩtγ0γ1
]
dd
=
θΩm
4π(1− Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
dd
δ(x1 − x2).
Ii nous pouvons expliitement eetuer la somme sur l'indie d.
∑
d
AA.2b =
θΩm
4π(1− Ω)2
∫
e−tm
2
tanh(2Ω˜t)
δ(x1 − x2). (A.4.3)
Remarquons que la limite Ω→ 1 est singulière.
ψa ⋆ ψ¯a ⋆ ψb ⋆ ψ¯b
L'amplitude amputée du graphe de la gure A.3a est
AA.3a =
∫
dx2dx3 δ(x1 − x2 + x3 − x4)eıx4∧x1+ıx2∧x3Cdd(x2, x3) (A.4.4)
=− Ω
θπ
∫
dtdx2
e−tm
2
sinh(2Ω˜t)
eıx4∧x1+ı(1+Ω)x2∧(x4−x1)e−
eΩ
2
coth(2eΩt)(x1−x4)2[(
ıΩ˜ coth(2Ω˜t)(/x1 − /x4) + Ω(/˜x1 − /˜x4)−m
)
e−2ı
eΩtγ0γ1
]
dd
=
θΩm
4π(1 + Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
dd
δ(x1 − x4),
∑
d
AA.3a =
θΩm
4π(1 + Ω)2
∫
e−tm
2
tanh(2Ω˜t)
δ(x1 − x4). (A.4.5)
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ψ¯c(x1)
ψd(x2)
ψ¯d(x3)
ψc(x4)
ψa(x)
ψ¯b(y) −
+ −
+
(a) Régulier
ψ¯c(x1) ψd(x2)
ψ¯d(x3)ψc(x4)
ψa(x) ψ¯b(y)
−
+ −
+
(b) Singulier
Fig. A.3: Tadpoles planaires
L'amplitude amputée du graphe de la gure A.3b est
AA.3b =
∫
dx3dx4 δ(x1 − x2 + x3 − x4)eıx1∧x2+ıx3∧x4Ccd(x4, x3)
=− Ω
θπ
∫
dtdx3
e−tm
2
sinh(2Ω˜t)
eıx1∧x2+ı(1−Ω)x3∧(x1−x2)e−
eΩ
2
coth(2eΩt)(x1−x2)2[(
ıΩ˜ coth(2Ω˜t)(/x1 − /x2) + Ω(/˜x1 − /˜x2)−m
)
e−2ı
eΩtγ0γ1
]
cd
=
θΩm
4π(1− Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
cd
δ(x1 − x2). (A.4.6)
ψ¯a ⋆ ψb ⋆ ψ¯a ⋆ ψb
Le alul étant très prohe du as de la gure A.2, nous donnons diretement le
résultat. L'amplitude amputée du graphe de la gure A.4a est
AA.3a =
θΩm
4π(1 + Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
dc
δ(x1 − x4). (A.4.7)
ψ¯c(x1)
ψd(x2)
ψ¯c(x3)
ψd(x4)
ψa(x)
ψ¯b(y) −
+ −
+
(a) Régulier
ψ¯c(x1) ψd(x2)
ψ¯c(x3)ψd(x4)
ψa(x) ψ¯b(y)
−
+ −
+
(b) Singulier
Fig. A.4: Tadpoles planaires
L'amplitude amputée du graphe de la gure A.4b est
AA.4b =
θΩm
4π(1− Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
dc
δ(x1 − x2). (A.4.8)
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A.4.2 Interations non orientables
ψ¯a ⋆ ψ¯b ⋆ ψa ⋆ ψb
L'amplitude amputée du graphe de la gure A.5a est
AA.5a =
∫
dx1dx4 δ(x1 − x2 + x3 − x4)eıx4∧x1+ıx2∧x3Cdc(x4, x1) (A.4.9)
=− Ω
θπ
∫
dtdx1
e−tm
2
sinh(2Ω˜t)
eıx2∧x3+ı(1+Ω)(x3−x2)∧x1e−
eΩ
2
coth(2eΩt)(x2−x3)2[(
ıΩ˜ coth(2Ω˜t)(/x3 − /x2) + Ω(/˜x3 − /˜x2)−m
)
e−2ı
eΩtγ0γ1
]
dc
=
θΩm
4π(1 + Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
dc
δ(x2 − x3). (A.4.10)
ψ¯c(x1)
ψ¯d(x2)
ψc(x3)
ψd(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(a) Régulier
ψ¯c(x1)
ψ¯d(x2)
ψc(x3)
ψd(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(b) Singulier
Fig. A.5: Tadpoles planaires
L'amplitude amputée du graphe de la gure A.5b est
AA.5b =
∫
dx2dx3 δ(x1 − x2 + x3 − x4)eıx4∧x1+ıx2∧x3Ccd(x3, x2)
=− Ω
θπ
∫
dtdx2
e−tm
2
sinh(2Ω˜t)
eıx4∧x1+ı(1−Ω)x2∧(x4−x1)e−
eΩ
2
coth(2eΩt)(x1−x4)2[(
ıΩ˜ coth(2Ω˜t)(/x4 − /x1) + Ω(/˜x4 − /˜x1)−m
)
e−2ı
eΩtγ0γ1
]
cd
=
θΩm
4π(1− Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
cd
δ(x1 − x4). (A.4.11)
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L'amplitude amputée du graphe de la gure A.6a est
AA.6a =
∫
dx1dx3 δ(x1 − x2 + x3 − x4)eıx1∧x2+ıx3∧x4Ccc(x3, x1) (A.4.12)
=− Ω
θπ
∫
dtdx1
e−tm
2
sinh(2Ω˜t)
eıx1∧x2+ı(x2−x1)∧x4+ıΩ(x2+x4)∧x1e−
eΩ
2
coth(2eΩt)(2x1−x2−x4)2[(
ıΩ˜ coth(2Ω˜t)(/x2 + /x4 − 2/x1) + Ω(/˜x2 + /˜x4 − 2/˜x1)−m
)
e−2ı
eΩtγ0γ1
]
cc
=
Ω
4θπ
∫
dtdX1
e−tm
2
sinh(2Ω˜t)
e
ı
2
X1∧((1−Ω)x2−(1+Ω)x4)e−
eΩ
2
coth(2eΩt)X21[(
ıΩ˜ coth(2Ω˜t) /X1 + Ω /˜X1 +m
)
e−2ı
eΩtγ0γ1
]
cc
=
m
4
∫
dt
e−tm
2
cosh(2Ω˜t)
e−
tanh(2eΩt)
8eΩ
((1−Ω)x2−(1+Ω)x4)2
[
e−2ı
eΩtγ0γ1
]
cc
,
∑
c
AA.6a =
m
4
∫
dt e−tm
2
e−
tanh(2eΩt)
8eΩ
((1−Ω)x2−(1+Ω)x4)2 . (A.4.13)
ψ¯c(x1)
ψ¯d(x2)
ψc(x3)
ψd(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(a) Régulier
ψ¯c(x1)
ψ¯d(x2)
ψc(x3)
ψd(x4)
ψa(x) ψ¯b(y)
−
+
−
+
(b) Régulier
Fig. A.6: Tadpoles non planaires
L'amplitude amputée du graphe de la gure A.6b est
AA.6b =
∫
dx2dx4 δ(x1 − x2 + x3 − x4)eıx1∧x2+ıx3∧x4Cdd(x4, x2) (A.4.14)
=− Ω
θπ
∫
dtdx2
e−tm
2
sinh(2Ω˜t)
eıx1∧x2+ıx3∧(x1−x2)+ıΩ(x1+x3)∧x2e−
eΩ
2
coth(2eΩt)(2x2−x1−x3)2[(
ıΩ˜ coth(2Ω˜t)(/x1 + /x3 − 2/x2) + Ω(/˜x1 + /˜x3 − 2/˜x2)−m
)
e−2ı
eΩtγ0γ1
]
dd
=
Ω
4θπ
∫
dtdX2
e−tm
2
sinh(2Ω˜t)
e
ı
2
X2∧((1−Ω)x3−(1+Ω)x1)e−
eΩ
2
coth(2eΩt)X22[(
ıΩ˜ coth(2Ω˜t) /X2 + Ω /˜X2 +m
)
e−2ı
eΩtγ0γ1
]
dd
=
m
4
∫
dt
e−tm
2
cosh(2Ω˜t)
e−
tanh(2eΩt)
8eΩ
((1−Ω)x3−(1+Ω)x1)2
[
e−2ı
eΩtγ0γ1
]
dd
,
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∑
d
AA.6b =
m
4
∫
dt e−tm
2
e−
tanh(2eΩt)
8eΩ
((1−Ω)x3−(1+Ω)x1)2 . (A.4.15)
ψ¯a ⋆ ψ¯b ⋆ ψb ⋆ ψa
L'amplitude amputée du graphe de la gure A.7a est
∑
c
AA.7a =
θΩm
4π(1 + Ω)2
∫
e−tm
2
tanh(2Ω˜t)
δ(x2 − x3). (A.4.16)
ψ¯c(x1)
ψ¯d(x2)
ψd(x3)
ψc(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(a) Régulier
ψ¯c(x1)
ψ¯d(x2)
ψd(x3)
ψc(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(b) Singulier
Fig. A.7: Tadpoles planaires
L'amplitude amputée du graphe de la gure A.7b est
∑
d
AA.7b =
θΩm
4π(1− Ω)2
∫
e−tm
2
tanh(2Ω˜t)
δ(x1 − x4). (A.4.17)
L'amplitude amputée du graphe de la gure A.8a est
AA.8a =
m
4
∫
dt
e−tm
2
cosh(2Ω˜t)
e−
tanh(2eΩt)
8eΩ
((1−Ω)x2−(1+Ω)x4)2
[
e−2ı
eΩtγ0γ1
]
dc
. (A.4.18)
L'amplitude amputée du graphe de la gure A.8b est
AA.8b =
m
4
∫
dt
e−tm
2
cosh(2Ω˜t)
e−
tanh(2eΩt)
8eΩ
((1−Ω)x3−(1+Ω)x1)2
[
e−2ı
eΩtγ0γ1
]
cd
. (A.4.19)
ψ¯a ⋆ ψ¯a ⋆ ψb ⋆ ψb
L'amplitude amputée du graphe de la gure A.9a est
AA.9a =
θΩm
4π(1 + Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
dc
δ(x2 − x3). (A.4.20)
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ψ¯c(x1)
ψ¯d(x2)
ψd(x3)
ψc(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(a) Régulier
ψ¯c(x1)
ψ¯d(x2)
ψd(x3)
ψc(x4)
ψa(x) ψ¯b(y)
−
+
−
+
(b) Régulier
Fig. A.8: Tadpoles non planaires
ψ¯c(x1)
ψ¯c(x2)
ψd(x3)
ψd(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(a) Régulier
ψ¯c(x1)
ψ¯c(x2)
ψd(x3)
ψd(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(b) Singulier
Fig. A.9: Tadpoles planaires
L'amplitude amputée du graphe de la gure A.9b est
AA.9b =
θΩm
4π(1− Ω)2
∫
e−tm
2
sinh(2Ω˜t)
[
e−2ı
eΩtγ0γ1
]
dc
δ(x1 − x4). (A.4.21)
L'amplitude amputée du graphe de la gure A.10a est
AA.10a =
m
4
∫
dt
e−tm
2
cosh(2Ω˜t)
e−
tanh(2eΩt)
8eΩ
((1−Ω)x2−(1+Ω)x4)2
[
e−2ı
eΩtγ0γ1
]
dc
. (A.4.22)
L'amplitude amputée du graphe de la gure A.10b est
AA.10b =
m
4
∫
dt
e−tm
2
cosh(2Ω˜t)
e−
tanh(2eΩt)
8eΩ
((1−Ω)x3−(1+Ω)x1)2
[
e−2ı
eΩtγ0γ1
]
dc
. (A.4.23)
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ψ¯c(x1)
ψ¯c(x2)
ψd(x3)
ψd(x4)
ψa(x)
ψ¯b(y)
−
+
−
+
(a) Régulier
ψ¯c(x1)
ψ¯c(x2)
ψd(x3)
ψd(x4)
ψa(x) ψ¯b(y)
−
+
−
+
(b) Régulier
Fig. A.10: Tadpoles non planaires
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