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Abstract
Thermoelasticity theory has been used to study certain general issues pertaining
to solids that undergo reversible stress- and temperature-induced phase transforma-
tions. A complete constitutive theory that describes the behavior of such materials
consists of a Helmholtz free-energy function which describes the response of each in-
dividual phase, a nucleation criterion which determines when a phase transition is
initiated and how many nucleations occur, and a kinetic relation which characterizes
the speed at which a phase boundary moves.
This thesis is focused on the construction of an explicit one-dimensional con-
tinuum model of such materials and its application to Ni-Ti shape memory alloys,
and it can be divided into four parts. First, a complete one-dimensional constitutive
model is constructed. The Helmholtz free-energy function here has three energy wells
associated with austenite and two variants of martensite. The nucleation criterion
describes the nucleation of multiple phase boundaries based on some experimental
observations; it signals the conditions under which the transition from one phase to
another commences based on a critical value of driving force. Two examples of kinetic
relations are introduced; one is based on thermal activation theory and the other is
based on experimental observation. Secondly, the thermomechanical predictions of
the model are calculated and qualitatively compared with experiments. A numerical
algorithm is developed to solve a movin.: boundary problem associated with stress-
induced transformations by combining a standard finite difference method with a
Lagrangian interpolation equation. Thirdly, the Helmholtz free-energy function is
modified to take into account the effect of cyclic loading and unloading on the trans-
formation characteristics of the material. Two internal variables are added to the
energy function to describe the changes in the free energy of the martensite phases
during phase transformations. It turns out that this model simulates successfully
various cyclic effects such as the two-way shape memory effect. Finally, the model is
used to simulate recent experiments on NiTi shape memory wires. The predictions
of the model are in quantitative agreement with experimental observations.
Thesis Supervisor: Dr. Rohan Abeyaratne
Title: Associate Professor of Mechanical Engineering
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Chapter 1
Introduction
1.1 Thermoelastic martensitic phase transforma-
tion
Of the several solid state phase transformations occurring in alloy systems, marten-
sitic transformations have had a very special interest to researchers. In the early
years this interest arose out of the extraordinary hardness that iron-carbon marten-
site possessed. Soon it was realized that a number of alloy systems, both ferrous and
nonferrous, exhibited martensitic transformations and these have been the subject of
innumerable investigations. Special emphasis was laid on the fact that the resultant
martensite phase had a common interface with the parent phase that was both undis-
torted and unrotated. This also led to the emergence of the phenomenological the-
ories to account for the observed crystallography of the parent-product relationship.
Recently, however, the observed overall characteristics of the martensitic transforma-
tions have been used by Cohen et al. (1979) to define a martensitic transformation
as one where (a) there is a lattice deformation with an accompanying shape change,
(b) diffusion is not required and (c) the kinetics and morphology during the trans-
formation are dominated by the transformation strain energy. Therefore, martensitic
transformations can be induced by the application of stress as well as by changes in
temperature and they are crystallographically reversible. Usually, the shape deforma-
tion of a martensitic transformation is so large relative to the stiffness and strength
of the surrounding parent phase that plastic accommodation takes place during the
growth process. In this sense, the interfacial motions are not reversible. Alternatively,
in those instances where the shape deformation can be accommodated elastically, the
interfacial motions take on reversible features. In this thesis we will consider the latter
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case only, so that no plastic deformation is induced during the transformation. Then
the characteristics of martensitic transformation that are mentioned can sometimes
lead to some interesting effects: thermoelasticity, pseudoelasticity, shape memory ef-
fect and two-way shape memory effect.
A thermoelastic martensitic transformation is realized if martensite forms and
grows continuously as temperature is lowered, and shrinks and vanishes continuously
as temperature is raised. In their experiments with an In-TI single crystal alloy,
Burkart and Read (1953) observed a single interface separating the parent phase and
the product phase. On slow cooling, the specimen transformed from the face-centered
cubic structure to the face-centered tetragonal structure at the martensite start tem-
perature M. by the motion of a single plane interface which traversed the specimen
from one end to the other. Upon heating, the interface moved back in the reverse di-
rection. Other alloys which exhibit thermoelastic transformation are AgCd, CuAlNi,
NiTi, CuZn, CuSn, InTI, and so on.
Alloy systems which undergo a thermoelastic transformation on cooling can be
made to transform in a similarly reversible manner, even at temperatures above M,,
by applying an increasing stress. This type of stress-induced transformation is an
example of pseudoelasticity in view of the relatively large deformation that can be
manifested (~ 10 %) by the induced transformation, and yet this strain is "elas-
tically" recoverable on unloading due to the reversal of the transformation. Many
interesting features of the pseudoelastic behavior has been found. The shape of the
stress-strain curve depends heavily on temperature and the stress necessary for trans-
formation is found to increase with temperature (see Krishnan (1985), Kyriakides et
al. (1993)).
The shape memory effect arises if a macroscopic deformation is accompanied, as
before, by a martensitic transformation at a temperature lower than the transfor-
mation temperature; in a second step the reverse transformation and a concomitant
reversal of the macroscopic deformation are induced by heating up to a temperature
higher than the austenite finish temperature Af. The system recovers its original
shape after heating.
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Up to this point we have implied that pseudoelasticity and the shape memory
effect were associated with a martensitic transformation. The same phenomena can
occur even when the specimen is fully martensitic at the outset. In this case the
macroscopic deformation is induced by reorientation of martensites. Thus, pseudoe-
lasticity and the shape memory effect may be associated with a martensitic transfor-
mation, a reorientation of a martensitic structure or a combination of both.
The shape memory effect just considered is one-way, i.e. no appreciable change
in specimen shape occurs during the martensitic transformation on cooling; instead,
a change in shape takes place during the reverse transformation on heating above
Af which cancels the prior change of shape introduced by deforming the specimen.
In the two-way shape memory effect, an overall change of specimen shape operates
during the cooling and heating transformations. The condition can be brought about
in two ways: either after pseudoelastically cycling by loading and unloading several
times above the transformation temperature or by going through the one-way shape
memory effect a number of times. It appears that both of the above "training" meth-
ods, i.e. by stress induced martensite (SIM) cycling or by shape memory effect (SME)
cycling, involve the preferential formation of lattice defects or micro-stresses which
favor selected variants during the thermoelastic transformation on cooling.
1.2 Review of continuum modeling
Various continuum-level issues related to martensitic phase transformation in crys-
talline solids have been successfully studied using the theory of finite thermoelasticity.
For a thermoelastic material, the Helmholtz free-energy function 0i depends only on
the deformation gradient tensor F and the temperature : = p(F, 0). If the stress-
free material can exist in two phases, then the energy function 4, must have two en-
ergy wells. One corresponds to austenite, the other martensite. At the transformation
temperature = 9 T, the two phases have the same energy. For > T the austenite
minimum is smaller, while for < T, the martensite minimum is smaller. In the
presence of stress S, one must consider the potential energy function G = G(F; S, 9)
involving the energy wells, where S is the first Piola-Kirchhoff stress tensor. Now the
material can have different stable phases co
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responding to different combinations of applied stress and temperature.
Much recent activity in continuum mechanical studies on thermoelastic phase
transformation has been focused on two basic issues: the first concerns the equilib-
rium configurations of a body corresponding to the stable state; the second is related
to the non-equilibrium evolution of a body from metastable states to stable states.
Ericksen (1975) studied energy minimizing deformations for a two-phase mate-
rial within the one-dimensional mechanical setting of a tensile bar. He showed, in
particular, that for certain values of prescribed displacement, the stable equilibrium
configurations of the bar involve co-ezistent phases. The analogous issue in higher
dimensions is more complicated: typically, deformation gradient tensors Fa and Fm
corresponding to the austenite and martensite energy minima are not kinematically
compatible with each other, i.e. Fa - F, is not a rank-one tensor. Therefore an en-
ergy minimizing deformation cannot correspond to homogeneously deformed states of
austenite and martensite separated by a phase boundary. In fact, an energy minimizer
usually does not even exist, and one must contend with minimizing sequences. The
deformation pattern associated with such a sequence characterizes the underlying mi-
crostructure of the material; in Cu-Al-Ni for example, an austenite-martensite phase
boundary separates a homogeneous state of austenite from a fine mixture of twinned
martensite. These ideas were put forward by Khachaturian and Shatalov (1969) and
Roitburd (1978) using a geometrically linear theory, and by Ball and James (1987) for
the finite deformation theory; see Bhattacharya (1991b) for a comparison of these two
theories. Ball and James (1987) studied an austenite/twinned martensite interface in
detail, and showed that the consequences of their theory are in agreement with the
crystallographic theory of martensite which is a classical theory that is not based on
the idea of energy minimization. Needle-like microstructures and self-accommodating
microstructures have been explored by Bhattacharya (1991a) using similar ideas. The
fineness of the microstructure is controlled by surface energy, though the effects of
surface energy may be more subtle than this; e.g. see Gurtin and Struthers (1990)
and Kohn and Miiller (1991).
The usual continuum theory of thermoelasticity, though adequate for charac-
terizing two-phase energy minimizers, does not characterize quasi-static or dynamic
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processes of a body involving transitions from one phase to another. This is illustrated
by the tremendous lack of uniqueness of solution to particular initial-boundary-value
problems in the works of Abeyaratne and Knowles (1988, 1991). In order to solve this
uniqueness problem they adopted the view that the lack of uniqueness in the con-
ventional formulations arose from a constitutive deficiency associated with particles
on the phase interface and they supplemented the theory with further constitutive
information, which were a kinetic relation and an nucleation criterion. The kinetic
relation controls the progress of the phase transition once it has commenced and
the nucleation criterion signals the initiation of a transition. Thus a complete consti-
tutive theory which is capable of modeling processes involving thermoelastic phase
transitions consists of a Helmholtz free-energy function, a kinetic relation, and a nu-
cleation criterion. Abeyaratne and Knowles (1988, 1991) showed that the particular
initial-boundary-value problems have unique solutions when studied in this broad-
ened setting.
A number of studies have been concerned with developing explicit constitutive
models. For example, Ericksen (1986) and Silling (1989) have constructed three-
dimensional Helmholtz free-energy functions for modeling certain crystals; Falk (1980)
has studied a one-dimensional polynomial free-energy function, see also Jiang (1989).
Models of kinetic relations have been constructed, for example, by Muller and Wilman-
sky (1981) using certain statistical considerations, and by Otsuka et al. (1976), by
assuming phase-boundary motion to be similar to dislocation motion. Abeyaratne and
Knowles (1993) constructed a complete, explicit one-dimensional model for describ-
ing thermoelastic phase transformations, which consists of a Helmholtz free-energy
function having two energy wells, a kinetic relation based on the notion of thermal
activation, and the nucleation criterion signalling the initiation of transition based on
the critical value of driving force.
Recent experiments by Kyriakides and Shaw (1993) have suggested that local
heat transfer effects can be very important. For example, when they carried out iden-
tical tests at identical environment temperature, the response was found to be quite
different depending on whether the environment was water or air. This is probably due
to the different heat transfer characteristics of these two media. Some investigations
on the effect of the heat of transformation on a stress-induced phase transition have
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been carried out. For example, Petukhov and Estrin (1980) have studied the steady
state motion of a phase boundary in an infinite bar. Grujicic, Olson and Owen (1985)
measured the temperature change during the phase transformation of a Cu-AI-Ni sin-
gle crystal and carried out a theoretical analysis of a related heat transfer problem.
Rodriguez and Brown (1975) measured temperatures during the forward and reverse
transitions of a Cu-AI-Ni single crystal and discussed the effect of elongation-rate
on the stress-elongation curves. Recently, Leo, Shield and Bruno (1993) carried out
a detailed and informative study in which they conducted experiments on a Ni-Ti
shape-memory wire and used a theoretical model to explain their observations.
It has been noted by many researchers that the characteristics of thermoelastic
martensitic phase transformation are changed when the transformation is repeated
many times by thermal and stress cycling. This is because, during thermomechanical
cycling, phase boundaries travel forward and backward in the specimen and some mi-
crostructural defects such as dislocations are generated and distributed in the alloy;
for example, see Melton and Mercier (1979), Perkins and Sponholz (1984), Miyazaki
et al. (1986a, b), and so on. A continuum model to describe the cyclic behavior of
shape memory alloys was proposed by Tanaka et al. (1992, 1994). They took the point
of view that the dislocations generated are a primary cause of the accumulation of
a microscopic residual stress and strain in the alloy. They introduced three internal
variables, i.e. the microscopic residual stress and strain and the volume fraction of
the residual martensite.
1.3 Outline of thesis
This thesis is divided into four parts: the construction of a continuum model, the
thermomechanical response of the model, the incorporation of cyclic effects into the
model, and the application of the model to experiments.
The discussion on the construction of a continuum model is given in Chapters 2,
3 and 4. In Chapter 2 we outline the general theoretical framework within which the
model will be constructed. In Chapter 3 an explicit Helmholtz free energy function
having three energy wells corresponding to austenite and two variants of martensite
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is constructed. Chapter 4 is devoted to the description of a nucleation criterion and a
kinetic relation. The nucleation criterion consists of two parts: one is associated with
the instant of initiation of a transition, the other is associated with the nucleation of
multiple interfaces throughout the transition. Two kinetic relations are used in this
thesis: one is derived from thermal activation theory, the other is a linear one with
some range of driving force over which the speed of phase boundary is zero.
Next we use the explicit forms of the constitutive equations to obtain the thermo-
mechanical response of the model. In Chapter 5 we calculate the various predictions
of the model under the assumption that the thermomechanical processes considered
are so slow that the temperature at any particle on the bar is equal to that of the
environment at any time of the process. In Chapter 6 we give up the assumption of
isothermality and carry out a numerical analysis to solve a moving boundary prob-
lem associated with stress-induced phase transformations. A numerical algorithm is
developed to solve this non-trivial problem by combining a standard finite difference
scheme with a Lagrangian interpolation equation. Attention is focused on how the
response is affected by the heat generated during the transformation.
Chapter 7 deals with the incorporation of cyclic effects into our model. Some
microdefects are generated as phase boundaries migrate through the material and
they form a stress field which favors a particular phase. We take the point of view
that the free energy of the phases varies due to the introduction of the microdefects.
In order to take into account the associated changes in stability of the phases, two
internal variables are added to the Helmholtz free energy function. It turns out that
this modified model successfully simulates various cyclic effects.
Finally, in Chapter 8, the model is used to simulate the recent experiments on a
Ni-Ti shape memory wire by Kyriakides and Shaw (1993). They have done many ex-
periments under various testing conditions. The effects of temperature, environmental
conditions, elongation rates, cyclic loading on the global mechanical response of the
wire have been investigated. The temperatures and strains at different points along
the wire were measured during the phase transformation too. Their experiments give
us a good chance to verify our model.
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One-Dimensional
Continuum Model
Abstract
We construct an explicit constitutive model that is capable of describing the ther-
momechanical response of a shape-memory alloy. The model consists of a Helmholtz
free-energy function, a nucleation criterion and a kinetic relation. In Chapter 2 we re-
view some basic concepts from the continuum theory of thermomechanical processes
within a purely one-dimensional setting; in Chapter 3 we construct a free-energy func-
tion having three energy wells associated with austenite and two variants of martensite
respectively; in Chapter 4 we discuss a nucleation criterion and a kinetic relation, the
former tells us when a transition is initiated and how many interfaces are nucleated
and the latter tells us how fast a phase boundary propagates.
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Chapter 2
Theoretical Framework
Consider a uniform specimen with length L, cross-sectional area A and mass density
p in a reference configuration. The specimen is contained in an environment whose
temperature is e0(t) and it is viewed here as a one-dimensional bar that occupies the
interval [0, L] of the -axis in this configuration. When the bar is stretched to an
equilibrium state, the displacement u(z, t) is assumed to be continuous and piecewise
smooth. The bar is modeled as a thermoelastic solid, with a given Helmholtz free en-
ergy function ?k(, 0) per unit mass; = O8(, t) is the absolute temperature, assumed
to be continuous and piecewise smooth, and y = '(,t) is the longitudinal strain,
both at the particle whose Lagrangian coordinate is and at time t. We require the
strain to satisfy > -1, so that the deformation is one-to-one.
For a thermoelastic material the stress and entropy per unit mass 77 at a particle
are constitutively related to y and by
= (7, ) = pi,(, ), 77 = (IY, ) = -be( 7 , ). (2.1)
The potential energy per unit reference volume G(7 ; 8, a) of the material is defined
by
G(7; e, a)= p( 7, ) - ay, (2.2)
and its value at an extremum of G(9; 8, a) coincides with the Gibbs free energy per
unit reference volume:
g(7, 6) = p( 7, 6) - pOb,(Y, 6)7. (2.3)
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In order to model a material that can undergo a thermoelastic phase transition
G(e; 0, a) should have multiple local minima ("energy-wells") when the temperature
and stress take on suitable values; the corresponding Helmholtz free-energy potential
(., 8) will be non-convex, and the stress-strain curve characterized by a = p.,(y, 8)
will be non-monotonic. In this theory, each local minimum of the potential energy
function G, and therefore each branch with positive slope of the stress-strain curve,
is identified with a different (metastable) phase of the material.
Suppose that G(e; 8, a) has at least two local minima corresponding to a given
temperature 0 and stress oa, and let a =7=y (8, oa) and y =7=7 (8, oa) denote the val-
ues of strain at these two energy-wells. Then the strain at a particle that is subjected
to this and a could be either 7 or y depending on which energy-well (i.e. phase) the
particle is in. Let x = s(t) denote the current location in the reference configuration
of a particular particle of a bar; suppose that the particle immediately to the left of
x = s(t) has a strain 7 while the strain on its right is y; then x = s(t) denotes the
location of a phase boundary, i.e. an interface that separates two distinct phases of
the material.
At each instant t during a slow thermomechanical process, the strain 7(z, t) and
temperature gradient 8,(x, t) vary smoothly within the bar except at phase bound-
aries; across a phase boundary, they suffer jump discontinuities. The displacement
and temperature fields are assumed to remain continuous throughout the bar. Away
from a phase boundary, mechanical equilibrium and the first and second laws of ther-
modynamics require that
az = O, -q + pr = pO77t, qO < O, (2.4)
respectively, where q(x, t) is the heat flux in the +x-direction and r(z,t) is the heat
supply rate (to the bar) per unit mass. At a phase boundary x = s(t), one has the
associated jump conditions
+- = 0, q - q= f + p(t7 - [0, (2.5)
where f is the driving force on the phase boundary defined by
f = ~p( -X) ~- (t -7 ~(2.6)
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In (2.5) and (2.6) we have written h=h (t) = h(s(t)±,t) for the limiting values of a
field h(x, t) as the phase boundary x = s(t) is approached from either side. In the
present setting, the driving force also equals the jump in Gibbs free-energy across the
phase boundary:
f = G(4; 6, a)- G(7; 6, a). (2.7)
If the driving force f happens to vanish, one speaks of the states (, 0) and (, 0)
as being in "phase equilibrium" and of the quasi-static process as taking place "re-
versibly". If G(}; 0, a) > G(7; , a), then f is positive and so according to (2.5)3
one has > 0; thus if the phase boundary propagates, it moves into the positive
side and thereby transforms particles from (, 0) to (7,0). In this sense, the mate-
rial prefers the smaller minimum of G. This is also true in the reverse case when
G(';; 0, o) < G(7; 0, ). One therefore speaks of the phase associated with the lowest
energy-well as being the stable phase.
By using the first law of thermodynamics in (2.4) and (2.5) one can show that
the heat generated when a unit mass of material changes phase from (, 0) to (7, 0)
is f/p + A where A = (77 - 77) is the latent heat; if the phase change occurs under
conditions of phase equilibrium, then f = 0, and the heat generated is A.
Let x = s(t) denote the Lagrangian location of a phase boundary at time t. As
particles cross this interface, they transform from one phase to another at a rate
that is determined by the underlying "kinetics". The kinetics of the transformation
control the rate of mass flux pi across the phase boundary. If one assumes that this
flux depends only on the states (7, 0) and (', 0) on either side of the interface, then
the propagation of the phase boundary is governed by a relation of the form
A = v(7, 0,9), (2.8)
where the kinetic response function v is determined by the material. Alternatively,
since the constitutive relations a = p,(r(7,6) and = py('7,0) can be inverted
(separately) for each phase, one can express and 7 in terms of a and , and thus
re-write the kinetic law (2.8) in the form
A = v(a, ), (2.9)
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where the function v depends on the two particular phases involved in the transfor-
mation and is different for each pair of phases. Finally, by substituting the inverted
stress-strain-temperature relations into (2.6) one can express the driving force acting
on an interface between a given pair of phases as f = f(0, a); this in turn can be
inverted at each fixed , and so the kinetic law can be expressed in the form
= V(f, ). (2.10)
The basic principles of the continuum theory do not provide any further information
regarding the kinetic response functions V; in particular, explicit examples of V must
be supplied by suitable micromechanical constitutive modeling.
Next, consider a quasi-static process during which the bar involves only a sin-
gle phase of the material for some initial interval of time, and two distinct phases
at subsequent times. The kinetic law (2.10) describes the evolution of ezisting phase
boundaries and therefore is only operational once the bar is in a two-phase state. The
initial transition of the bar from a single-phase configuration to a two-phase configu-
ration and the number of phase boundaries nucleated after the initiation instant are
controlled by a nucleation criterion. The particular nucleation criterion that we shall
use in the thesis will be described in Chapter 4.
In addition we also have a heat conduction law
q = -k( 7 , 8)8,, (2.11)
which governs the flux of heat at points away from a phase boundary and the heat
conductivity k is characteristic of the material.
The heat supply term r, in the present one dimensional study, models the transfer
of heat through the lateral surface of the bar, for which there are two mechanisms:
convection and radiation. We shall take the former to be controlled by Newton's law
of cooling and the latter by Stefan-Boltzmann law. Then
r(x,t) = -¢C[(x, t) - 8o(t)] - C,[84(x,t) - eo(t)], (2.12)
where C, > 0 and 4, > 0 are constants. If ( - 0o) are sufficiently small at any time t,
then the second term in the right hand side of the above equation can be linearized
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to give
r(x,t) = -(t)[O(x,t)- Oo(t)], (2.13)
where C(t) = -[C¢ + 4¢C03(t)].
We also need to describe the thermal and mechanical boundary conditions at the
ends of the bar. With regard to the former, we suppose that the rate at which heat
is transferred from either end of the bar into the surrounding medium is governed by
Newton's law of cooling, so that
k0o(O,t) = A[e(o,t)-0o(t)],
kO(L,t) = -a[O(L,t) - o(t)], (2.14)
where > 0 is a constant and Oo(t) is the temperature of the environment; the special
cases = 0 and = oo correspond to the respective cases where the ends of the bar
are perfectly insulated and have prescribed temperature 0o(t).
Suppose that one end of the bar is always held fixed, that is,
u(0,t) = 0, (2.15)
then there are two possibilities for the boundary condition of the other end. In a hard
device the position u(L, t) is determined by an applied elongation 6(t), so that
u(L, t) = 6(t). (2.16)
In a soft device the stress a(L, t) is determined by an applied stress ao(t), so that
a(L,t) = o(t). (2.17)
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Chapter 3
Helmholtz Free-Energy Function
We start this chapter with a brief discussion of some qualitative features of the specific
one-dimensional model that is to be constructed in this chapter. Suppose for purposes
of discussion that the material at hand exists in a cubic phase (austenite or A) and an
orthorhombic phase (martensite or M); an example of this is the class of Cu-AI-Ni
shape memory alloys. The associated (three-dimensional) potential energy function
G must have seven energy-wells corresponding to the austenite phase and the six
"variants" of martensite. During a uniaxial test of a single crystal specimen, and for
suitable values of temperature , the material is found to remain in the cubic phase
(phase A) for sufficiently small values of stress, in the orthorhombic phase yielding
the largest elongation for sufficient large tensile stresses, and in the orthorhombic
phase giving the largest contraction for sufficiently large compressive stresses. In a
one-dimensional theory we model this by allowing G to have three energy-wells for
suitable and , the ones at the largest and smallest values of strain correspond to
the two variants M+ and M- of martensite just described, while the one at the inter-
mediate value of strain is identified with austenite. Since the variants of martensite
are crystallographically identical to each other when = 0, the energy-wells corre-
sponding to them are required to have the same height at all temperatures whenever
the stress vanishes. Moreover, all three energy-wells should have the same height if the
stress vanishes and the temperature coincides with the transformation temperature
aT. At higher temperatures, the austenite is preferred over the martensite, and so
the model should be such that the austenite energy-well is lower than the martensite
wells when > T; the reverse for < T. The crystallographic similarity between
the variants also suggests that the specific entropy associated with them should be
identical, and therefore that the latent heat associated with the transformation from
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one martensite variant to the other should be zero; this too is a feature of our model.
A note on terminology: for simplicity of presentation we shall sometimes speak
of "three phases" rather than the "one phase and two variants"; similarly we shall
often use the term "phase boundary" generically to refer to both an interface between
two phases and to an interface between two variants (which ought to be called a twin
boundary); also we shall sometimes use the term "forward" transformation for the
A -, M+ and A -, M- transformations, and the term "reverse" for the M+ - A
and M- - A transformations.
3.1 A single-phase thermoelastic material
Consider a uniform bar which, in a reference configuration, has length L, cross-
sectional area A and mass density p. The ends of the bar are subjected to axial
forces oa(t)A and the bar is contained in an environment whose temperature is (t).
Suppose that the bar is in a uniform state. The Helmholtz free-energy of the bar per
unit mass and the Gibbs free-energy of the bar per unit reference volume are defined
by
+(t) = (t) -(t)(t), (3.1)
g(t) = pb(t) - (t)7(t), (3.2)
where 7 (t), e(t) and 7(t) are the strain in the bar, the internal energy of the bar per
unit mass and the internal entropy of the bar per unit mass respectively. The stress
at every particle in the bar is cr(t) and all equilibrium requirements are automatically
satisfied. Applying the first and second laws of thermodynamics and rearranging terms
gives
Q = (p - j)LA, (3.3)
r = P - -p LA, (3.4)
where Q and r are the total rate of heat supply to the bar and the rate of entropy
production respectively.
Suppose next that this bar is made of a thermoelastic material:
= b(7), a), = pi/, 77 = -6.- (3.5)
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Then by using (3.1), (3.3), (3.4) and (3.5) we get
Q = peOLA, r =0. (3.6)
Using (3.5)3 in (3.6)1 gives Q = p0(-,/Oej - 9ooe)LA.
Now consider a special process during which y(t) = constant. Then Q = -po'ooeeLA.
The specific heat at constant strain, c = Q/(pLAe), can therefore be expressed as
c-, ) = -poo( 7, 0). (3.7)
Similarly differentiating (3.5)2 with respect to t gives
(3.8)
Consider a special process during which a(t) = constant. Then the coefficient of
thermal expansion, a = i/@, can be expressed as
a(-Y, ) = - , (, ) (3.9)
Now we consider a (single-phase) thermoelastic material for which the modulus
A, the coefficient of thermal expansion a and the specific heat at constant strain c
are all absolute constants:
J P --z(Y7 ) = A
-- y&(, b OWO-Y-&Y' ) = a
-0i.(rY, 0) = c
for all y, 0,
for all 7, 0, (3.10)
for all y, 0.
Integrating (3.10) leads to
pob(7y, 0) = (/2)(7 - g.) - a70 + pc(O - 0log(0/0.)) + p*. for all 7, 0, (3.11)
where g*, 0* and ,>. are constants. This Helmholtz free-energy function holds at every
point on the (, 0)-plane and has only one energy minimum on that plane.
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· = *Y-y + -00-yo
3.2 Construction of three-phase 4
In this section by using (3.11) we construct an explicit three-well Helmholtz free-
energy function ib(7, 0) that characterizes the response of a multi-phase material; the
three energy-wells are viewed as corresponding to an austenitic phase and to two
variants of martensite.
Consider a material which exists in a high-temperature phase austenite (A) and
as two variants (M+ and M-) of a low-temperature phase martensite. Suppose for
simplicity that the austenite and both martensitic variants have the same constant
elastic modulus p > 0, the same constant coefficient of thermal expansion a > 0 and
the same constant specific heat c > 0. (The model that follows can be readily gen-
eralized to describe the case wherein the different phases have different but constant
material properties.) Suppose the free-energy function (3.11) derived in the previous
section holds only on some domain of the (, 0)-plane, then the Helmholtz free-energy
function k(y, 0) associated with this material has the form
(j/2)(7 - 91g)2 - a78 + pc(9 - Elog(/ 1)) + po, on P1,
p'b = (/2)(7 - 92)2 - parT + pc(e - 0log(// 2)) + P'b2 on P2, (3.12)
(j/2)(y - g3)2 - A1a70 + pc( - l 1og(/8 3)) + p/3 on P3 ,
where p is the mass density of the material in the reference configuration, and Oi,
gi, bi, i = 1, 2, 3, are nine additional constants whose physical significance will be
made clear in what follows. The regions P1, P2 and P3 of the (Y7,0)-plane on which
the three expressions in (3.12) hold are the regions on which the respective phases A,
M+ and M- exist; they are assumed to have the form shown in Figure 3.1, where in
particular the boundaries of P1 , P2 and P3 have been taken to be straight lines. The
temperature levels ,,9 and M denote two critical values of temperature: for 0 > M
the material only exists in its austenite form, whereas for < O, the material only
exists in its martensite forms. Throughout this paper we will restrict attention to
temperatures less than aM.
We now impose a number of restrictions on ib in order that it properly model
the stress-free response of the material we have in mind. Since the potential energy
function G and the Helmholtz energy function 'b coincide when the stress vanishes,
any characteristic to be assigned to G at = 0 could be equivalently imposed on b.
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Let ,m and OM be the two critical temperatures shown in Figure 3.1, and let OT denote
the transformation temperature, 0 < Om < OT < OM. We assume that all three phases
A, M+ and M- may exist when oa = 0, 0 = T. Therefore the function ib(e, OT) must
have three local minima, with the minima occurring at the smallest, intermediate and
largest values of strain identified with M-, A and M + respectively. Since T is the
transformation temperature, the value of ?, at each of these minima should be the
same. Next, for ao = 0 and 0 close to T, we require Ib(e, 0) to continue to have three
energy-wells. Moreover, since M+ and M- are regarded as "variants" of each other,
the two martensite energy-wells must have the same height for all temperature in this
range; in addition, for > T the martensite wells must be higher than the austenite
well, while for < T they should be lower.
On enforcing these requirements on the function 0b defined by (3.12), one finds
that
1-k2 = i1 - 3 A T > 0, (3.13)
log(82/l 1) = (92 - 91) + AT (3.14)
log(0 3/0 1) = (93 - 91) + AT (3.15)pc cOT
In (3.13) we have let AT denote the common value of ,bl - ?k2 and bl1 - ~?3; one can
readily verify that AT represents the latent heat of the austenite -- martensite tran-
sitions at the transformation temperature 0T and the latent heat associated with the
M+ -+ M- transition is zero.
The stress-response function &(y, 0) = pi,y(7, 0) associated with (3.12) is
A1(71 - g) -oc0 on P,
(7,), = P( - 92) - Oe on P, (3.16)
1 (-9 3 )- °Aa on P3 .
Two graphs of a(y,8) versus are shown in Figure 3.2: Figure 3.2(a) corresponds
to a fixed value of temperature in the range O < < M and the stress-strain
curve shows three rising branches corresponding to the three phases A, M+ and M-;
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Figure 3.2(b) is associated with a temperature in the range 0 < 0 < 0, and the two
rising branches of the stress-strain curve correspond to the variants M+ and M-.
Of the three parameters 91, 92 and 93, one is fixed by the choice of reference
configuration, while the other two are determined through the transformation strains.
In particular, if we choose stress-free austenite at the transformation temperature OT
to be the reference state, then by setting &(O,OT) = 0 in (3.16)1, one obtains
91= -arT. (3.17)
Next, let 7T(> 0) denote the transformation strain (see Figure 3.2(a)) between each
martensitic variant and austenite. Then, from (3.16)
7T = 92 - 91 = 91 - 93 > 0. (3.18)
(This can be readily generalized to the case where the transformation strain between
phases A and M+ is say 7 T, and that between A and M- is T$7T.) Finally,
if (3.13), (3.15), (3.17) and (3.18) are substituted back into (3.12), one finds that
po(7, 0) contains the term p 1 + (/2)a 2 42 + pc log(O1l/T) as an inessential linear
function of temperature which may be eliminated by taking
Pi = -(i/2)a 2 92, 81 = OT- (3.19)
In summary, the material at hand is characterized by the common elastic modu-
lus , specific heat at constant strain c and coefficient of thermal expansion a of the
phases; the stress-free transformation temperature T; the mass density p in the ref-
erence state; the latent heat AT at the temperature T; and the transformation strain
7T. The Helmholtz free-energy function is given by combining (3.12) with (3.13),
(3.15), (3.17)-(3.19):
(./2)y2- -la(o - T) + PCo(1 - log(/0T)) on P,
(/2)(y - ) - a( - yT)(O - T) + pcO(1 - 1og(/oT))
pO(7,, ) = - pAT(1 - /T) on P2,
(u/2)(7 + YT)2 - /a(7 + 7T)(O - T) + pcO(1 - log(/oT))
- pAT(1 - /oT) on P3 .
(3.20)
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The various other thermo-mechanical characteristics of the material can now be de-
rived from (3.20). In particular, the stress-response function (7, 0) = p(7, 0) is
given by J i - a(O -OT) on P1,
a(yf, 0) = I( -T) -a(O - OT) on P2, (3.21)1 (7+ T)-Aa(O -OT) 07 P3 .
In order to complete the description of the Helmholtz free-energy function we
need to specify the regions P1, P2 and P3 of the (7,0)-plane shown in Figure 3.1,
i.e. we need to specify the boundary curves 7 = i(0) shown in the figure. To this
end, we first prescribe the stress-levels at the local maxima and minima of the stress-
strain curve. As indicated in Figure 3.2, we take, for simplicity, these stress-levels
to be given by ±aM(O) and am(0). In view of our earlier assumption that the
boundaries of the regions P1 , P2, P3 are straight, the functions uM(O) and (0))
must be linear in . Moreover, since according to Figure 3.1 we must have z2(0,) =
%3(Om), 3(OM) = 4(eM) and i(OeM) = 2(0M), it follows that ~oM(Om) = 0 and
oaM(Om) - am,(OM) = -IT. Thus
aM(O) = AM(O -0m) for O < < M
(3.22)
0m(0) = m( -OM) + lM(eoM-Om)- A7T fOr m < < < M,
where m and M are positive material constants. The equations 7 = i(0), i = 1, 2,3, 4,
describing the boundaries of P1, P2 and P3 are then given by ±oM(O) = &(0), ),
i = 3, 2, and ±ao,() = a(i(0),o), i = 4, 1.
Thus far, we have only described b on the ("metastable") portion P1 + P2 + P3 of
the (, )-plane. It is not necessary, for the purposes of the present chapter, to specify
an explicit form for b on the remaining ("unstable") portion of this plane; any func-
tion ih which is once continuously differentiable, is such that b., is negative on the
unshaded portion of Figure 3.1, and conforms with (3.12) would be acceptable. An
infinite number of such functions exist, provided only that the material parameters
satisfy certain inequalities; this is discussed in the appendix.
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3.3 Driving force and latent heat
Since stress is uniform throughout the bar, it will often be convenient to utilize expres-
sions for the quantities of physical interest in terms of a and 0. Because the relation
(3.21) between stress and strain at fixed 0 is not globally invertible, such expressions
must be obtained separately for each phase. Inverting (3.21) gives the strains related
to the stress through
(, O) = /h + a( - T) on P,
2(0, a) = oa/ + a( - OT)+ 7T on P2, (3.23)
3(0, a) = / + ( - T) -T on P3,
where Pi' is the image of Pi in the (0, a)-plane. Given the stress a and temperature 0
at a particle, Figure 3.3 shows all of the phases that are available to that particle.
The specific entropy is given, according to (2.1), (3.20) and (3.23), by
a/lp + (a 2/p)(0 - OT) + clog(0/0T) on P;,
7 = aa/p + (pa 2/p)(8 - OT) + clog(/0T) - AT/0T on P2, (3.24)
au/p + (,ta2/p)(6 - OT) + clog(/0T) - AT/OT on P3.
The potential energy function G(-y; 0, a) = pOb(y, 0) - y of the material at hand
can be calculated using (3.20). At each (, a), G has one or more local minima. The
values of G at the local minima coincide with the Gibbs free energy per unit reference
volume. In terms of 0 and a, the Gibbs free-energy per unit reference volume for each
phase is obtained by combining (2.3) and (3.23):
9(0, ) =
-(1/2u)[ + ai(0 - OT)1]2 + pcO(l - log(0/0T)) on P,
-(1/2A)[o + ALa(e - OT)]2 + pc(1 - log(0/0T))
- pAT(1 - 0/0T) - r7T on P2, (3.25)
-(1/2p)[o + tca(O - 0T)]2 + pCe(1 - log(0/0T))
- pAT(1 - e/e0T) + ayT on P.
27
Where G has multiple energy-wells, one can use (3.25) to determine the particular
minimum that is smallest. The result of this calculation is displayed in Figure 3.4.
The stress-level o0(0) indicated in the figure is given by
ro(0) = pAT 1), (3.26)
7T T
and is known as the Mazwell stress for the A - M+ transition. The Maxwell stress
for the A - M- and M+ - M- transitions are -ao(0) and 0 respectively. The two
states A and M + that are both associated with any particular point on the boundary
a = ao(0) both have the same value of potential energy G and both are stable; if
these states coexist and are separated by a phase boundary, the driving force on that
interface would be zero and the phases would be in phase equilibrium.
Suppose momentarily that a particle always chooses the phase that is stable from
among all phases available to it. Then the response of a particle as the stress or tem-
perature is slowly varied is fully determined by Figure 3.4. For example, consider a
fixed temperature 0 greater than the transformation temperature 0 . As the stress
oa is increased monotonically from a sufficiently negative value, the particle is in the
martensite variant M- until the stress reaches the value -o(0); it then transforms
to austenite and remains in this phase as the stress increases over the intermediate
range -o(O) < a < o(O); at a = ao(O) the particle transforms to M+ and remains
there for a > o0(O).
The immediately preceding discussion assumed that a particle is always in the
stable phase. In solids however, particles can often remain for long times in states
that are merely metastable and the transition from a metastable phase to a stable
phase is controlled by additional considerations, viz. nucleation and kinetics. We will
discuss these issues in Chapter 4.
We now turn to the driving force on a phase boundary. Suppose = s(t) denote
the location at time t of a phase boundary in a bar, and the particle on the left of
the phase boundary is in phase-i while the particle on the right is in phase-j (recall
that i = 1, 2, 3 corresponds to phases A, M +, M- respectively). The driving force
f = j(O, ar)- 9i(O, a) on an i/j phase boundary can be calculated in terms of 0 and
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a from (3.25) and (3.26):
f = T(L-O(0))
f = -YT(-OCO(O))
f = 7yT(O + ao(e))
f = -YT(a + a(8))
f = 2ayT
f = -2 ar7T
for a M+/A interface,
for an AIM+ interface,
for an A/M- interface,
for a M-/A interface,
for a M+/M - interface,
for a M-/M+ interface.
The latent heat A = 8( - 77) is the heat generated when a unit mass of material
changes phase from (, 9) to (7, ) under conditions of phase equilibrium f = 0. The
latent heat for various transitions are calculated from (2.1)2 and (3.20):
8A = AT-
A = -AT -
A = 0
for austenite --, martensite,
for martensite --. austenite,
for martensite ,-, martensite.
Thus when a unit mass of austenite transforms to martensite at the temperature 0
the amount of heat generated is AT(O/OT); in the reverse case the same amount of
heat disappears. There is neither heat generation nor disappearance associated with
the martensite -. martensite transition.
Turning next to the heat conduction law (2.11), we take the heat conductivity of
the three phases to be the same, and constant:
k(7, 0) = k = constant > 0 on P1 ,P2 and P3 . (3.29)
Finally, the positive constants in the heat supply rate (2.12) are given by
c= P 0C,pw ¢. = P 0, E,pw (3.30)
where p and w are the circumferential length and cross-sectional area of the bar
respectively; qc and b, are the convective and radiation coefficients respectively; E is
the emissivity of the lateral surface of the bar.
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(3.27)
(3.28)
Appendix: Restrictions on the material parameters.
Here we shall list all of the inequalities not displayed previously which the material
parameters must satisfy. According to the statement below (3.22), the equations of
the boundaries of the regions Pi in the (, )-plane are given by
yl(o) = -al - T + (o - T) for 0 < < M,
72(6) = -aM/ + (O- OT) for m < < M,
73(6) = M//l + a( - T) for 0 < 6 < 0M, (A.1)
74(0) = m// + 7T + o(O - OT) for 0 < 0 < 6M,
where the stress-levels a,m(8) and arM(G) are given by (3.22). In order that the cor-
responding straight lines in the (, 0)-plane be arranged as shown in Figure 3.1, it
is necessary that 4(0) > 3(0) > 2(6) > 1( 6 ) > -1 for 0m < < and that
74(0) > 1(O) > -1 for 0 < 0 < 0,. These inequalities can be expressed, upon using
(A.1), as
0 < M(O) < om,(0) + IVYT < + a(O - T) for 0, < 0 < OM,
(A.2)
0 < am(8) + 1Y7T < /X + 1a(6 - OT) for 0 < < O6.
Next, since we assumed in Section 3.2 that all three phases M-, A and M+ exist
when a = 0 and 0 = OT, it is necessary that the corresponding strains 7 = -YT, 0
and 7T lie in the appropriate strain ranges as defined by Figure 3.1. In view of (A.1)
and (A.2), one finds that this holds if and only if
wT < 1, a(OT) < 0. (A.3)
We turn finally to the issue of extending the Helmholtz free-energy function
(3.20) to the unshaded ("unstable") region of the (, )-plane shown in Figure 3.1.
Even though we do not need an expression for ,b on this region, it is still necessary to
know that (3.20) can be extended to that region in the manner previously assumed
(see paragraph below (3.22)). The ability to do this is equivalent to the ability to
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connect each adjacent pair of rising branches of the stress-strain curve in Figure 3.2
by a declining branch with prescribed area under it. Since the stress-strain curve
is to be declining for strains in the intervals ( 1(e), 7 2(e)) and ( 3 (0),'y 4(0)) when
8,m < < M, and on (71(8),74(0)) when 0 < < ,, it is necessary that
M(O) > am(8) for O, < < OM,
-am(o) > a,(o) for 0 < < o,. (A.4)
Next, as is readily seen from Figure 3.2(a), for 0,,, < 0 < 8OM, the area under the
graph of a(*, 8) between -y = 13(0) and 7 = 4(0), must necessarily lie between the
areas of the two rectangles with the same base ( 3 (0),1 4 (0)) and with heights aM(e)
and am(0). A similar restriction applies to the area between 7 = 1() and 7 = /2(0),
and for 0 < < e, to the area between 7 = 1(0) and a = j4(0). Thus it is necessary
that
-aM(O)(72(O)- 1()) < p(5 2(),)-p(l((),G) < -m(e)(5 2()-1(0))
am(o)(j4(e) - 3()) < pO(j4(0), -)-P(3(0), 8) < M(O)(%4(O)-73(O)) ,
0m(0)(74(O) - 1,()) < PO,(j4(),o)-p,(l(o),o) < -am(o)(4()-1(0)),
(A.5)
where the first two sets of inequalities in (A.5) hold for Om < < M, while the last set
holds for 0 < < Om. Conversely, given two points (3(0), M(8)) and ( 4 (0), am(@))
in the (, a)-plane, with 4(8) > 3(0), a sufficient condition for the existence of a
continuous decreasing function &(., 0) connecting these two points, which is such that
the area under it is p(4(0), 8) - p(3(8),O ), is that (A.2)1 and (A.5)2 hold. The
requirements (A.2), (A.5) are therefore necessary and sufficient for the extendability
of the Helmholtz free-energy function (3.20) to the unstable region.
The inequalities (A.5) can be expressed equivalently in terms of the stresses a,,(),
TM(O) and ao(O) as
[aM(0) - am(O)]2 < 27T [ao(8) - m(O)] for Om < < OM,
[aM() - am(O)]2 < 27T [M() - (0)] for Om < < OM, (A.6)
-j7T < m() < 0 for 0 < < m,.
31
The inequalities (A.2) - (A.4) and (A.6) must be enforced on the material model.
They can be reduced by using (3.22) and (3.26) into temperature independent in-
equalities that involve only the material parameters. We shall not display the result-
ing inequalities here. These inequalities, as well as one more restriction like (4.2), are
to be imposed on the material constants entering into our model.
One can verify that the particular values (5.6) of the material constants, together
with a range of values of the four remaining parameters m, M, m and M, do satisfy
these inequalities. For example, one possible set of values of the latter four parameters
are m = 9.7253 x 10-5 / ° K, M = 10.1371 x 10-5 / °K, 0,m = 285 OK, OM = 10000 K;
as mentioned previously, the particular values of these four material constants does
not affect the response of the material.
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Figure 3.1: Regions P1 , P2 and P3 in the (7, 8)-plane.
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Chapter 4
Nucleation Criterion and Kinetics
4.1 Nucleation criterion
The instant of time at which a new phase is nucleated, the number of associated phase
boundaries and their spatial distribution are determined by a nucleation criterion. In
this thesis we shall often encounter quasi-static processes in which the entire bar is
in a single phase for an initial interval of time and in two-phase states for subsequent
times. The criterion that determines the instant of initial nucleation we refer to as
the initiation criterion.
First we discuss the initiation criterion. We suppose that a particle which is in
phase-i will transform to phase-j by nucleation if the driving force f at the incipient
phase boundary would be at least as great as a certain materially-determined critical
value: f > fij; the associated initiation criterion is thus given by setting f(O, a) = fj
in (3.27). For simplicity, and in view of symmetry of the potential energy function
G when = 0, we shall assume that both the A -, M + and A - M- transitions
initiate at the same value of temperature if the stress vanishes; a similar assumption
for the reverse M + -- A and M- -- A transitions will also be made. The former
value of initiation temperature is denoted by M, (for "martensite start") while the
latter is denoted by A, (for "austenite start"). We will also assume that at any given
temperature 0, the initiation stress-level for the M+ - M- transition is the negative
of the initiation stress-level for the M- - M+ transformation at that temperature.
One can readily enforce these restrictions on the fij's; when combined with (3.27),
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this leads to the following initiation criteria for the various transitions:
- ao(0) -o(M.) for A M +,
a - o() < -aoo(A.) for M+ A,
a + ,o() < o(M.) for A M-,
a + o(0) < ao(A.) for M- A, (4.1)
a > for M- M+,
< - for M+ M -,
where uo(0) is the austenite-M + martensite Maxwell stress given by (3.26) and the
constants M,, A, and E are characteristic of the material.
Figure 4.1 illustrates these initiation criteria on the (, a)-plane. If the inequalities
in (4.1) hold with equality, the resulting equations describe a set of straight-lines in the
(0, a)-plane; the initiation criterion states that, as indicated in the figure, crossing one
of these lines initiates an associated transition. Figure 4.1, as shown, corresponds to
a material for which the critical initiation stress-level given by (4.1) for the M- - A
transition exceeds the corresponding stress-level for the A -- M+ transition for some
range of temperature, i.e.
E > (1/2)(pAT/7TOT)(As - M.); (4.2)
this need not necessarily be the case.
We now turn to the subject of where, when and how many phase boundaries
are nucleated, i.e. nucleation criterion. If the current state of the bar were to involve
either a temperature or stress gradient, one can determine the location in the bar at
which the first nucleation occurs. In this thesis we will consider a uniform bar that is
always subjected to uniform stress. When the temperature field is also uniform along
the bar as in Chapter 5, the location of the nucleation site in this bar is undetermined
and arbitrary. In this case we assume that the transition from a low-strain phase to
a high-strain phase would necessarily commence at the left end of the bar and the
reverse transition would occur at the right end. If the temperature field is nonuni-
form, which is the case in Chapter 6, then the transition from a low-strain phase to
a high-strain phase will initiate at the coolest point in the bar, whereas the reverse
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transition will initiate at the hottest point.
However, it is not always true, especially in a uniform bar, that the location of
nucleation depends only on the stress or temperature gradient. Imperfections in the
bar would in all likelyhood serve as nucleation sites, and because a number of nu-
cleating defects can exist even in a small bar, multiple nucleations usually happen
during phase transitions. It is believed that microstructural defects such as a group
of dislocations form a stress field in favor of the nucleation of martensite and act as
possible nucleation sites (see Cohen and Olson (1986)). A given nucleating defects
will trigger and nucleate martensite at certain critical values of stress or temperature.
That is, martensite is nucleated at the point at which the defects are located as the
value of driving force at the point reaches the critical value associated with the critical
stress or temperature. It is therefore necessary to know how many nucleations would
occur as the value of driving force varies.
A critical experiment related with martensitic nucleation is that of Cech and
Turnbull (1956) who studied the athermal nucleation in small particles of an Fe30.2Ni
alloy. The fraction of particles containing detectable martensite was determined as a
function of cooling temperature and particle size. Cohen and Olson (1976) analyzed
this experimental data to determine the potency distribution of defects in the parent
phase responsible for the nucleation of martensite. Using their own model of nucle-
ating defects, Cohen and Olson found that the cumulative number per unit volume
of pre-existing nucleating defects increase exponentially as the value of driving force
increases.
We do not expect that phase boundaries are nucleated at every nucleating defect,
but we do expect that the number of nucleating phase boundaries is proportional
to the number of nucleating defects. Therefore, it is reasonable to assume that the
number of nucleating interfaces increases exponentially as the driving force increases.
Based on the analysis of Cohen and Olson (1976) and the immediately preceding
discussion, we propose the following nucleation criterion for the phase-i - phase-j
transition:
n(f) = ni exp{cij(f - fj)} for f > fij, i,j = 1,2,3, (4.3)
where fij is the initiation driving force for the phase i -+ phase j transition, nij is
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the number of phase boundaries per unit reference length that are initially nucle-
ated when the initiation criterion f = fj is met, and is the cumulative number of
phase boundaries per unit reference length of the bar subsequently at f > fij (see
Figure 4.2). The constants nij, cj and fij are characteristic of the material.
If we assume that the nucleations of phase boundaries at both ends of the bar
occur at the same time, then the number of phase boundaries nucleated at time t
is always a multiple of two. As far as the positions of nucleation are concerned, we
do not know where nucleations happen since we do not know the defect distribution.
Therefore we arbitrarily assume that they are uniformly distributed along the parent
phase of the bar at any time of the transformation.
Consider a bar whose length is L, which consists of austenite at a high tempera-
ture, and which is subjected to a monotonically increasing tensile force o(t). Suppose
that the thermomechanical process is so slow that the value of temperature along
the bar remains constant. Suppose that the applied force (t) is increased and that
at t = tl the magnitude of driving force for the A -, M + transition reaches the
initiation value f(t 1 ) = f2. According to the nucleation criterion (4.3), 2m phase
boundaries are nucleated and are uniformly distributed along the bar, where the
value of m is given as follows. From (4.3) the number of phase boundaries nucleated
at t = t is [i(f(tl)) x L]. Since the number of phase boundaries should be a mul-
tiple of two, m is the integer which is greater than or equal to 1 and which satisfies
2m < [i(f(tl)) x L] < 2(m + 1). If the applied force is fixed at this level, then from
(4.3) there is no more nucleation. If the applied force is increased above this level,
the magnitude of driving force f(t) in the untransformed austenitic region of the bar
increases, and according to the nucleation criterion (4.3), two more phase bound-
aries are nucleated in the remaining austenitic region at the time t = t2 at which
[ii(f(t 2)) - i(f(tl))](L - (t2)) -= 2, where l(t2) is the total length of the martensitic
region at t = t2. Similarly consider the (n + 1)-th nucleation at t = t,,+l. Suppose
that f(tn) is the value of driving force when two phase boundaries are nucleated at
t = t,. Then two more phase boundaries are nucleated at the time t = t+l at which
[f(f (tn+l))- (f(tn))](L - l(tn+l)) = 2 is satisfied. As long as the applied force is in-
creased, more phase boundaries are nucleated until the bar is completely transformed
to M+ martensite. The nucleation criterion (4.3), which allows us to introduce mul-
40
tiple interfaces, is used in Chapter 8 in simulating the experiments on a Ni-Ti shape
memory wire done by Kyriakides and Shaw (1993).
Consider the special case of the nucleation criterion (4.3) with cij = 0. Then it
reduces to
n = nij for f fij, i,j = 1,2,3. (4.4)
Here the same number of phase boundaries as in (4.3) are nucleated at f = fij, but
after that no more nucleation happen even if the driving force is continuously in-
creased above the initiation level.
4.2 Kinetic relation
Once nucleated, how fast a phase boundary propagates into the parent phase is de-
termined by the kinetic relation. In this section we will give two examples of kinetic
relations: one is based on the notion of "thermally activated" phase transitions, the
other is a linear kinetic relation with some region over which the interface velocity is
zero.
The construction of the thermally activated kinetic relation depends critically
on the potential energy function G(7 ;0, a) defined in (2.2). Figure 4.3 shows two
schematic graphs of the potential energy function G(7; 9, a) plotted versus fy for fixed
(0, a). Figure 4.3(a) shows three local minima and corresponds to a pair (, a) at
which all three phases coexist (i.e. the point (, a) lies in the region common to Pi,
P2 and P3 in Figure 3.3); Figure 4.3(b) corresponds to a pair (, a) at which only the
two martensite variants coexist. Figure 4.3(a) and (b) of the potential energy function
corresponds to the respective Figure 3.2(a) and (b) of the stress-strain curve. The six
quantities bij(O, a) indicated in Figure 4.3 are the energy barriers to a transformation
from phase-i to phase-j, where it is convenient to use the subscripts 1, 2 and 3 to
refer to the phases A, M+ and M- respectively. In order to calculate these energy
barriers, we need expressions for the values of G at the local maxima, and this in turn
requires a knowledge of the Helmholtz free energy function 0 on the unshaded regions
of Figure 3.1. While we can suitably continue (3.20) into this "unstable region" in
many different ways, our present purpose is merely to construct a simple continuum
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model that describes the various features of the theory. Consequently, we will simply
extend the parabolas which describe G near its local minima in Figure 4.3 until they
intersect, and use the values of G at these intersection points as estimates for the
values of G at the local maxima. Using (3.20) to calculate G(7 ; 0, oa) = po(-y, 0)- a-y
and then carrying out this calculation leads to the following expressions for the six
energy-barriers:
b13(o0,) = (2u)-1[o + oo0() + 7T/2]2,
b3l(, ) = (2)-1 [a + c() - 7T/2]2,
b12(0, ) = (2)-1[u-[a - - 117T/2I2,
b21(0,>) = (2)-'[o - o(0) + tyT/212, (4.5)
b23(0,a) = (2L)-1[u + T]2,
b32(0, ) = (2ju)-1 [- _T]- 2,
where each bj(O,a) is defined for values of (0, u) at which the ith and jth phases
coexist, i.e. the point (0, ) lies in the region common to Pi and Pj in Figure 3.3;
aO0(O) is the austenite-M + martensite Maxwell stress introduced previously in (3.26).
As a phase boundary propagates through the bar, the particle immediately in
front of it "jumps" from one local minimum of G to another, and an explicit model
of the kinetic relation may be constructed by viewing this jumping process on an
atomic scale. In order to jump from one minimum of G to the other, an atom must
acquire an energy at least as great as that represented by the relevant energy barrier:
for an atom undergoing a phase-i -+ phase-j transition this barrier is bij(O, o'); for the
reverse phase-j + phase-i transition it is bji(O, oa). Under suitable assumptions about
the statistics of this process, the probability that the energy of an atom is at least
as great as B is exp(B/KO), where K is Boltzmann's constant. The average rate at
which atoms jump from one minimum to the other is taken to be proportional to the
probability of exceeding the corresponding energy barrier; we assume for simplicity
that the proportionality factor is the same for the phase-i -- phase-j and phase-
j -+ phase-i transitions. The velocity of the phase boundary, being the macroscopic
measure of the net rate at which atoms change from phase-i to phase-j, is then taken
to be the difference in the average rates associated with the i - j and the j -- i
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transitions:
= Rj{exp( bi rK ) - exp(- ji ) } (4.6)
where r denotes the number of atoms per unit reference volume and Rij is a positive
proportionality factor, related in part to the frequency with which atoms attempt to
crossover to the new phase.
Substituting (4.5) into (4.6) now leads to an explicit representation for the kinetic
relations of the various transitions in the form i = vij(O, o). By using (3.27), they can
be expressed in the alternative form = Vij(f, 8):
h = 2Rij exp{- f 2 + 2K1 sinh2 F K (4.7)
2prg2KO 2rK,
where g = -YT for all the interfaces between austenite and martensite, and g = 2 T
for the martensite/martensite interfaces (see Figure 4.4).
At each fixed 8, Vij(f, 8) increases monotonically with f, so that the greater the
driving force, the faster the speed of propagation. If the driving force f is small, so
that quasi-static processes take place close to phase equilibrium, one can approximate
(4.7) to obtain the following kinetic relation which is linear in f:
Rij exp{ 2
s iP Kj exp - If. (4.8)
rK8-' K (4.8)
The second type of kinetic relation, which is motivated partly by the work of Abe-
yaratne and Knowles (1988) and partly by the experiments on a Ni-Ti shape memory
wire done by Kyriakides and Shaw (1993), is shown schematically in Figure 4.5 and
is expressed by
R2(f + f2) for f < -f,
a 0 for -f2 < f < fl, (4.9)
Rl(f - fl) for f > fi,
where R 1 > 0 and R2 > 0 denote the constant mobility coefficients, respectively, for
the forward and reverse motion of a phase boundary, and f > 0 and -f2 < 0 denote
the critical driving forces at which the phase boundary starts to move to the positive
and negative direction respectively. In general, the four constants R1, R2, fi and f2
have different values for different phase transitions. According to the kinetic relation
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(4.9), a phase boundary moves to the positive direction if the driving force f on the
interface is greater than fl, it moves to the negative direction if f < -f2, and it does
not move at all if -f2 < f < fi.
The two kinetic relations illustrated in this section automatically satisfy the con-
dition fVij(f, 0) > 0, so that any motion consistent with them will conform with the
entropy inequality (2.5)3. The thermally activated kinetic relation (4.7) is used in
Chapters 5 and 6 to calculate the thermomechanical response of the model, and the
kinetic relation (4.9) is used in Chapters 7 and 8 to simulate cyclic effects and the
experiments on a Ni-Ti shape memory wire done by Kyriakides and Shaw (1993).
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Thermomechanical Response
of the Model
Abstract
In the previous chapters we have constructed an explicit constitutive model for a
shape-memory alloy, which consists of a Helmholtz free-energy function, a nucleation
criterion and a kinetic relation. Here we will use the constitutive model to calculate
the thermomechanical response of a bar when it is subjected to various thermome-
chanical loadings and compare the results with experiments: in Chapter 5 the pre-
dictions of the model under the assumption that the temperature at any particle on
the bar is equal to the environment temperature, are examined and compared with
experimental observations; in Chapter 6 we examine the stress-elongation response
of a bar undergoing a stress-induced thermoelastic phase transformation without the
isothermal assumption. Here attention is focused on how the response is affected by
the heat generated during the transformation.
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Chapter 5
Isothermal Thermomechanical
Response
5.1 An example of isothermal thermomechanical
response
In this chapter we consider the thermomechanical process that is slow enough to as-
sume the temperature at any particle on the bar is equal to that of the environment.
We will calculate the uniaxial response of a bar when it is subjected to various thermo-
mechanical loadings by utilizing the constitutive model constructed in Chapters 3 and
4. For an illustration we describe the analysis associated with one of these loadings in
some detail; the analysis corresponding to the remaining cases is conceptually similar.
Consider the mechanical loading of a uniform bar at a constant temperature
6 > A,. The bar is initially unstressed and is composed of austenite. As the stress
a(t) is monotonically increased, the bar remains in this phase for some time 0 < t < tl.
By (3.21), the elongation of the bar during this stage of loading (measured from
the reference state) is given by
6(t)IL = o(t)/ + a(O - OT) for 0 < t < t. (5.1)
From Figure 4.1 and the paragraph below (4.2) we conclude that M+ martensite is
nucleated at the left end of the bar at the instant t = tl, where tl is given by
oa(t) = O'() - Oao(M.). (5.2)
During the next stage tl < t < t2, the bar is composed of M+ martensite on the
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interval 0 < x < s(t) and austenite on s(t) < x < L. By (3.21),
6(t) = s(t)[a(t) + T + a( - T)] + [L-s(t)][u(t)/i + a( - T)] for t < t < t2 ,
(5.3)
where the phase boundary location s(t) is found by integrating the appropriate kinetic
relation in (3.27), (4.7), i.e.
= 2Rexp{_f(t ) + f24/4}sinh{( }, s(ti) = 0, (5.4)21LrT1 KO 2rKO
with the driving force f(t) = [(t)- o(9)]yT. At the instant t = t2, the phase
boundary reaches the right end of the bar, s(t2) = L. For t > t2 the bar consists
entirely of M+ martensite and its response, according to (3.21), is given by
8(t)/L = (t)// + -YT + a(O - T) for t > t2. (5.5)
A similar analysis can be used to describe the response corresponding to subse-
quent unloading, as well as to loading by compressive stress in which case the M-
variant is involved instead of M+.
5.2 Material parameters
In order to study the quantitative, as well as qualitative, suitability of our model, we
chose values for the material parameters that are of the correct order of magnitude
for a Cu-AI-Ni shape-memory alloy:
= 3 x 1010 N/m 2, p = 8000 kg/m 3, a = 16 x 10- / K,
c = 400 J/kg °K, 7T = 0.05, AT = 5.7 x 103 J/kg,
6T = 307 K, A, = 308 K, M, = 306 K, (5.6)
E = 2.5 x 107 N/m 2 , K = 1.381 x 10-23 J / °K, Rj = 1.6 m/s,
r = 9.046 x 1028 atoms/m3.
The values of the transformation and initiation temperatures T, A, and M, were
taken from Otsuka et al. (1979) and correspond to an alloy whose composition is
Cu-14.0Al-4.2Ni (wt%). By comparison, the remaining material parameters are less
sensitive to the alloy composition and the values chosen for them do not correspond
to an alloy of this precise composition. The modulus u, the transformation strain yT
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and the latent heat AT at the transformation temperature were estimated using data
in Otsuka and Wayman (1976). The values of the mass density p, coefficient of ther-
mal expansion a and specific heat c were estimated using information in the Metals
Handbook (1979). The value of the M+/ M - initiation stress was obtained from
Sakamoto et al. (1979). The value of R12 was estimated by using our kinetic relation
(4.7) in conjunction with the AiM+ interface velocities measured by Grujicic et al.
(1985) and reported in their Figure 5; the remaining Rj's were arbitrarily assumed
to have this same value. The number of atoms per unit reference volume, r, was cal-
culated by using the mass density, alloy composition and the atomic masses of Cu,
Al and Ni.
There are four other material parameters, viz. m, M, 0 m and M, that are in-
volved in the description of our model. Even though they do not affect the response of
the material, the validity of the model requires that such numbers exist in a manner
that is consistent with the various constitutive inequalities given in the appendix of
Chapter 3. One can show that there is a range of acceptable values for these param-
eters.
5.3 Results and discussion
In this section we will show the responses of the model to various thermomechanical
loadings and compare them with experiments under the isothermal condition.
(i). Figure 5.1 shows two force-elongation curves corresponding to mechanical
load cycling by the application of a prescribed stress at a constant temperature.
Figure 5.1(a) corresponds to a temperature below M,, with the bar transforming
between the M- and M+ variants without involving austenite. Figure 5.1(b) corre-
sponds to a temperature greater than A,; as the stress increases from a sufficiently
negative value, the bar transforms from M- to A and then from A to M+. The load-
ing and unloading rate underlying both of these figures is I&(t)l = 5 x 104 N/m 2 s ec.
The response depicted in these figures is similar to that observed by Nakanishi (1983)
for Au-Cd; see Figures 10, 13 in Nakanishi (1983).
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(ii). Figure 5.2 shows two elongation-temperature curves which result from cy-
cling the temperature with the stress held fixed; Figure 5.2(a) and (b) correspond
respectively to tensile and compressive values of the applied stress. The bar trans-
forms between the phases A and M+ in the former case, between the phases A and
M- in the latter. Observe that the transformation from the high temperature phase
(austenite) to the low temperature phase involves an elongation in Figure 5.2(a) and
a contraction in Figure 5.2(b). The heating and cooling rate underlying both of these
figures is ]1(t)l = 0.001 K/sec. The response depicted in these figures is similar to
the response described by Krishnan et al. (1974), Figure 13 for Cu-Zn at a constant
tensile stress and that observed by Burkart and Read (1953), Figure 6 for In-TI under
compressive stress.
If the initially austenitic bar remains stress-free as it is cooled from a high tem-
perature, the phases M+ and M- are both nucleated simultaneously at = M,,
the former at the left end of the bar, the latter at the right end; they then grow at
the same rate to their kinetic relations, and once the transformation is complete, the
bar consists of an equal mixture of M+ and M-. Since the transformation strains
involved in the A -, M+ and A -- M- transformations have been taken to be YT
and -T respectively, the length of the bar does not change due to transformation.
The elongation-temperature response in this case is therefore a straight line. This
is a trivial, one-dimensional manifestation of what is sometimes referred to as "self
accommodation".
(iii). Figure 5.3 displays the result of a calculation which attempts to model the
"shape memory effect". We begin with a martensitic bar which is composed of M+
for 0 < x < L/2 and M- for L/2 < < L and whose initial temperature is less than
M,. The bar is first subjected to a program of isothermal mechanical loading during
which time the stress is first increased and then decreased back to zero. At the end
of this stage of loading, the bar is composed of M+ only (as can be deduced from
Figure 4.1), the stress has returned to the value zero, and the bar has suffered a per-
manent elongation. During the next stage, the bar remains unstressed while it is first
heated to a temperature greater than A. (which, according Figure 4.1, transforms it
to phase A) and is then cooled back to its original temperature (which, by Figure 4.1,
leads to a configuration involving equal amounts of M+ and M-); at the end of this
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thermal loading, the state of the bar is identical to its original state. In the calcula-
tions underlying Figure 5.3 we took the mechanical loading and unloading rate to be
I&(t)l = 8 x 105 N/m2sec and the heating and cooling rate to be li(t)l = 0.08 OK/sec.
Schematic figures similar to Figure 5.3 may be found, for example, in Krishnan et al.
(1974).
(iv). Next we simulate the experiment carried out by Ehrenstein as described by
Achenbach and Miiller (1985). Consider a martensitic bar which is initially at zero
stress and at a temperature < M,; the segment 0 < x < L/2 of the bar consists of
M- while L/2 < z < L consists of M+. We consider a time interval 0 < t tF
and apply a stress (t) = Ec(1 - cos 2irt/80) while simultaneously varying the tem-
perature according to (t) = (0) + 2(1 - cos27rt/tF). We take 0 < el < /2 and
U(tF/2) < ao((tF/2)) - o(A.) which ensures that the hottest temperature O(tF/2)
is large enough to nucleate austenite. The resulting elongation history is shown in
Figure 5.4(a) and may be compared with Figure 2 in Achenbach and M'uller (1985);
the loading parameters underlying our figures are el = 5 x 105 N/rn 2 , E2 = 4 K,
0(0) = 304 K and tF = 4000 secs.
The calculations show that the macroscopic response of the bar plotted in Fig-
ure 5.4(a) is associated with the local transitions shown in Figure 5.4(b): during an
initial stage, roughly 0 < t < 978 sec, the bar consists of only phases M- and M+;
the driving force on the M-/M+ interface is negative (by (3.27)) and this causes the
interface to move leftward in accordance with the appropriate kinetic law (4.7); thus
during this stage the amount of M+ increases at the expense of M-. For the heating
rate used in our calculation, this leftward moving interface has not yet reached the
end z = 0 of the bar when t = 978 sec; at roughly this instant, the nucleation criterion
for the M- - A transition is satisfied and phase A is nucleated at the left end of
the bar. As t continues to increase, the newly emerged A/M- interface propagates to
the right (since its driving force is positive) in accordance with its kinetic law, while
the M-/M+ interface continues to move leftward; the amount of phase M- thus
continues to decrease while the amounts of phase A and M+ increase. A short while
later (t - 1026 sec) the nucleation criterion for the M + -+ A transition is satisfied
and phase A is nucleated at the right end of the bar. There are three interfaces in the
bar at this time, viz. a rightward moving A/M- interface and two leftward moving
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interfaces, one M-/M + and the other M+/A. At t 1136 sec the first two of these
interfaces meet so that during the next stage, the bar transforms from M+ -+ A
as the A/M+ interface advances towards the M+/A interface. Eventually these two
phase boundaries meet at t 1314 sec and the entire bar consists of phase A. During
the next stage 1314 < t < 3304, the bar continues to remain in phase A. The tem-
perature which was increasing for 0 < t < 2000 begins to decrease at t = 2000 sec; at
t - 3304 sec the bar is sufficiently cool for phase M+ to nucleate and begin to grow,
until eventually at t , 3834 sec the entire bar consists of M+.
The qualitative features of the elongation history shown in Figure 5.4(a) can be
understood from the preceding discussion (Figure 5.4(b)) by keeping in mind that
M- is the low-strain phase, A is the intermediate-strain phase and M + is the high-
strain phase. During the initial stages 0 < t < 978 and 978 < t < 1026, when M-
is disappearing, first due to the growth of M + and then due to the growth of both
M + and A, the bar gets longer. During the stage 1136 < t < 1314 the bar is trans-
forming from M+ to A and so the bar gets shorter. Next, for 1314 < t < 3304, the
bar remains in phase A and so its length does not change appreciably. Finally, for
3304 < t < 3834, the bar transforms from A to M+ and so it gets longer again.
(v). Finally we simulate two recent experiments carried out by Muller and Xu
(1991) on a Cu-Zn-Al shape memory alloy. Consider a bar of austenite at an ini-
tial temperature > A,. In the first simulation, the bar is subjected to an isothermal
mechanical loading during which the elongation is increased monotonically until M +
martensite has nucleated and begun to grow; then, before the bar has transformed
completely to martensite, it is unloaded by decreasing the elongation back to zero.
The experiment is now repeated, with unloading commencing at different instants.
Figure 5.5(a) shows the result of this simulation (carried out at = 330 K and
1~ = 8.333 x 10-6 m/sec) and may be compared with the experimental results re-
ported in Figure 13(b) of Miiller and Xu (1991).
In the second simulation, the bar is subjected to an isothermal mechanical loading
during which the elongation is increased until the bar has transformed completely into
M+ martensite. Next, the elongation is decreased monotonically until austenite has
been nucleated and begun to grow; then before the bar has transformed completely
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back to austenite, it is reloaded by increasing the elongation. The experiment is
now repeated, with reloading commencing at different instants. Figure 5.5(b) shows
the result of this simulation which was also carried out at = 330 K and 1S =
8.333 x 10-6 m/sec; cf. the experimental results reported in Figure 14(b) of Miiller
and Xu (1991).
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Chapter 6
Thermomechanical response with
heat transfer
6.1 Introduction
During a stress-induced thermoelastic phase transformation, the material progres-
sively transforms from one phase to another as the applied load is increased. Since
our interest here is only in the heat effect on the mechanical response of the material,
we assume that there is only one nucleation event at the initiation load-level. Then
the process occurs in two steps: first, the second phase is nucleated at some critical
load-level, and next, the interface between the two phases propagates leading to the
growth of the new phase. As particles cross the moving interface - or phase boundary
-, they transform from one phase to the other, and this is accompanied by the release
(or absorption) of heat. This leads to a change in the local temperature near the phase
boundary, and this in turn affects the relative stability of the relevant two phases.
Thus, the heat generated by the transformation can have an important influence on
the mechanical response of the body, and the purpose of this chapter is to investigate
this phenomenon.
If the loading rate is very slow, the heat generated at the moving interface will
diffuse relatively rapidly and the temperature of the body will equilibrate with that of
the surrounding environment, even as the transformation is still progressing. In this
case, the underlying thermomechanical processes can be modeled as being isothermal,
i.e. one can assume that every particle of the body remains at the environment tem-
perature at every instant of time; such modeling has been carried out in Abeyaratne
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and Knowles (1993), in the references cited therein and especially in Chapter 5 of this
chapter. On the other hand at a somewhat faster loading rate, the phase boundary
acts as a moving heat source and the temperature field in the body will be nonuni-
form; in general, the strength and velocity of this heat source are not known a priori
and have to be determined as part of solving the problem.
Such local heating can have both a quantitative and qualitative effect on, say,
the load-elongation response of a bar. Consider for example the A -- M+ transition,
keeping in mind that austenite is stable at high temperatures and M+ martensite
is stable at low temperatures. As the M+/A interface propagates into the austenite,
the heat generated will cause the local temperature near the phase boundary to rise.
Since austenite is the preferred phase at high temperatures, this heating will tend to
slow down the transformation. The interface speed will thus decrease, and the stress
needed to continue the transformation will increase.
In this chapter we study the response of a thermoelastic bar that is contained in a
constant temperature environment and which is subjected to a prescribed elongation-
history. Since we are interested only in the stress-induced A ~ M+ transformation,
in which the heat effect gets more important because of the large latent heat asso-
ciated with the transformation, we can still utilize the constitutive model developed
in Chapters 3 and 4 by focusing on the high temperature region. In next section we
derive the equations governing the macroscopic thermomechanical response of the
model using the constitutive equations.
6.2 Macroscopic thermomechanical response
Before deriving the governing equations we talk about the location of nucleation,
which makes the problem to be simpler. Initiation of the second phase will occur at
the first instant during a thermomechanical process at which (4.1) is met at some
particle in the bar; since the temperature field (z,t) is nonuniform in general, this
will usually occur at some definite particle(s). In fact, since the stress in the bar is
necessarily uniform, it follows that the A -+ M+ transition will nucleate at the coolest
point in the bar, whereas the reverse transition will nucleate at the hottest point.
63
However, this is not the major controlling mechanism which determines the lo-
cation of nucleation in an "actual" bar as discussed in Section 4.1, so that we just
assume that M + is nucleated in the midpoint of the bar and A is nucleated at both
ends. With this assumption on the location of nucleation the problem becomes sym-
metric about the midpoint of the bar, and we will consider only the right half of the
bar, i.e. the segment 0 < x < L/2.
Now we derive the basic governing equations. In view of (2.13) and (3.24), the
energy equation (2.4)2 simplifies to
yv0= = [1 + ag9]Ot + (gl)&6 + (C/c)(6 - 0o), (6.1)
which must hold at every point in the bar except at any phase boundaries that may
exist; here v is the thermal diffusivity and g is Gruneisen's constant:
v =-, g = /l. (6.2)
pc pc
At each phase boundary, the jump condition (2.5)2 must hold, which by (2.11), (3.27),
(3.29) and (3.23) can be written as
k(o - e0) = -(0r7T + PAT), (6.3)
where is its propagation velocity. As for the kinetic law, we shall take the equation
(4.7) based on thermal activation theory. Then the kinetic law at phase boundaries
requires that
= 2Rexp{- 2 + 2 9 / 4 sinh 2'f } (6.4)2purg2KO 2rKO
where the driving force f is given by (3.27) and is the temperature at the phase
boundary. Finally, by integrating 7 = u with respect to z and using (3.23) and
8(t) = u(L/2, t) - u(-L/2, t) we get
L/2
6(t) = 2T8(t) + L,(t)/j + 2a (O(, t) - OT)dx, (6.5)
where s(t) is the location of the M+/A phase boundary at time t, which is between
x = 0 and x = L/2. It is convenient for numerical purposes to differentiate (6.5) with
respect to t and to then use (6.1) to eliminate t from it. This leads to
2YT La + 2 L/2 V, - (g/v)6 - ((/c)( - 0o) (.
A Jo 1 + ago
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Observe that the nonlinear partial differential equation (6.1) involves coupling
between mechanical and thermal effects. In the special case when the coefficient of
thermal expansion a vanishes, it is linear and uncoupled from mechanical effects. It
should be noted however that even if a = 0, the mechanical and thermal effects are
coupled through the jump condition (6.3) which involves both stress and temperature.
This jump condition describes a moving heat source, where both the magnitude of the
source and its motion are not known a priori. The local heating at a phase boundary
characterized by (6.3) arises in part due to the effect of latent heat and in part due to
the fact that the material is not necessarily in phase equilibrium, i.e. f $ 0; see (2.5)2.
We end this section by outlining how these equations combine in order to char-
acterize the thermomechanical response of the bar. Suppose that initially, the entire
bar is in the austenite phase, and that the elongation 6(t) and the environment tem-
perature 0o(t) are prescribed. Note that the problem is symmetric about = 0. The
bar will remain in austenite for some period of time 0 < t < t' during which the stress
o(t) and the temperature (x, t) are governed by equation (6.1) which now holds at
every point in the bar, equation (6.6) with s(t) set equal to zero, the initial condi-
tion (x, 0) = O0(O), and the boundary condition (2.14). Suppose that the nucleation
condition (4.1)1 is satisfied at the instant t' by the particle located at = 0. The
M + martensite is nucleated at this instant and two phase boundaries : = s(t) and
x = -s(t) emerge from z = 0. During the next stage, the bar consists of austenite
on both -L/2 < x < -s(t) and s(t) < z < L/2, together with an intermediate
segment of martensite on -s(t) < x < (t). During this second stage, the stress o(t),
the locations of the phase boundaries -s(t), s(t) and the temperature field (z,t)
are controlled by equations (6.1), (6.6), subject to the boundary conditions (2.14),
the jump condition (6.3), the kinetic relation (6.4) and appropriate initial conditions.
If at some later time the entire bar happens to be composed of M+ martensite, the
reverse M + -- A transition will occur at both ends of the bar when (4.1)2 is satisfied.
In the following sections we develop a numerical algorithm based on the stan-
dard finite difference method and Lagrangian interpolation equation to solve this
non-trivial "moving boundary problem", and compare the numerical results with ex-
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periments.
6.3 Nondimensionalization
Before describing some aspects of the finite difference scheme that we will use to
solve the problem outlined in the previous section, it is convenient to introduce the
nondimensional variables
x. = z/L, t. = tv/L2 s, = I/L, O. = 6/0T,
(6.7)
a = or/LYT, 6 = 6/LT, f = fAr,
and the nondimensional parameters
C.= aT/T, C. = CL'2 cv, 8 = 0O/OT, 9* = 9g7T,
(. = L(/pcv, AT = PATI/p-T, R = LR/v, K = rKOT1',/T, (6.8)
M = M./6 T, A: = A./T.
The nondimensional kinetic response function is given by V*(f., .) = LV(f,O )/v.
It is convenient to rewrite the governing mathematical problem in terms of these
nondimensional variables. For simplicity we shall omit the asterisks from all symbols
for the remainder of this section. In view of symmetry, we need only consider half
the bar. The respective equations (3.27), (6.4), (6.6), (6.1), (6.3) and (2.14) can be
written, for the right half [0, L/2] of the bar, as
f = - T( - 1) for x = s(t),
f2+1/4 f
= 2Rexp{ f2K }sinh{ 2K }
" 2= + 2a 1/20 go' - C(o - 00) dx
o01 + ago
O., = [1 + agO]Ot + gO + (( - Oo) for z & s(t),
+ - gO. - .O= -- [o- + AT]h for =s(t),
a
(6.9)
(6.10)
(6.11)
(6.12)
(6.13)
O = for x = 0, for = 1/2.
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(6.14)0 = -( - 0)
The respective initiation criteria in (4.1) for the A M+ and the M+ -- A transi-
tions can be written as
> T(e - M), a < AT(e - A,). (6.15)
This "moving boundary problem" is similar to a classical Stefan problem but with
two important differences: (i) here, the temperature of the moving interface e(s(t), t)
is not known in advance, and instead, the kinetic relation (6.10) is to be enforced,
and (ii) the right-hand side of the energy jump condition (6.13) involves the unknown
stress a(t) as well as the latent heat A.
6.4 Finite Difference Method
In the present section we will describe the numerical algorithm that is used to solve
the moving boundary problem formulated in Section 6.3. We solved the problem at
hand by adapting to the present setting the finite difference method developed by
Crank (1957): essentially, we used a standard finite difference scheme away from the
phase boundary, we used the kinetic relation (6.10) to determine the new position of
the phase boundary, and we used a Lagrangian interpolation equation (see Ferziger
(1981)) in conjunction with (6.13) to determine the temperature at the phase bound-
ary.
The algorithm that we used is as follows: the bar is spatially discretized into
N elements of equal length; the time increment Et is not necessarily the same be-
tween all time steps. Suppose that all of the physical fields are known at the nth
time step. In particular, let = s" be the location of the phase boundary at this
instant and suppose that z = s" lies between nodes m and m + 1; see Figure 6.1(a),
(b). First, we find the new location of the phase boundary at the next time step by
forward differencing the term in the kinetic relation (6.10). Second, (6.11) is used,
by forward differencing the time derivatives and central differencing O,,, to find the
stress an+l at the new time step. Third, the new temperature at nodes i = 0, 1, 2,
... , m - 1 and i = m + 2, ... , N, i.e. the nodes away from the phase boundary,
are determined from (6.12), (6.14) by a similar differencing scheme. Finally, the new
interface temperature, as well as the temperatures at the nodes m and m + 1, are
determined by using the energy jump condition (6.13) in the manner described below.
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We begin the case where the phase boundary is in the "interior", i.e. at least
3 nodes away from x = 0 and x = 1/2. There are essentially two sub-cases to be
considered: (i) the new location s" + l of the phase boundary is between the same two
nodes m and m + 1 as was the phase boundary in the previous time step as shown in
Figure 6.1(a), and (ii) the new location s" +l of the phase boundary is between nodes
m + 1 and m + 2 as shown in Figure 6.1(b). The time increment Et is always chosen
in such a way that the phase boundary never moves further than this in one time
increment.
First consider subcase (i) (Figure 6.1(a)): we approximate the temperature field
on each side of the phase boundary Sn + l by a quadratic Lagrangian interpolation
function: the function on the left is fit to the known temperatures at the two nodes
m - 2, m - 1 and the unknown temperature at the phase boundary; the function
on the right is fit to the known temperatures at the nodes m + 2, m + 3 and the
unknown temperature at the phase boundary. The temperature gradient on each side
of the interface may now be calculated from these functions (in terms of the unknown
interface temperature). The energy jump condition (6.13) now leads to an algebraic
equation for determining this unknown phase boundary temperature. Thereafter, the
temperatures at nodes m and m + 1 can be determined using the quadratic interpo-
lation functions.
Next consider subcase (ii) (Figure 6.1(b)): in order to find the new temperature
at node m we use (6.12) with forward differencing of t and , and central differ-
encing of ,, based on nodes m - 1, m and the phase boundary s". We then follow
the same procedure as above, using quadratic Lagrangian interpolation functions on
each side of the interface based on the phase boundary and the four nodes m - 1,
m, m + 2, m + 3. Again, these interpolation functions in conjunction with the energy
jump condition (6.12) allows us to calculate the phase boundary temperature and the
temperature at node m + 1.
If the phase transformation has just nucleated, or if it is about to complete, the
moving interface will be close to one of the ends = 0 or = 1/2. In this event,
the scheme outlined above must be modified. There are essentially four sub-cases to
be considered: (iii) there is no phase boundary at time step n but there is a phase
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boundary at time step n + 1, see Figure 6.1(c), (iv) the phase boundary is located
between nodes 0 and 1 at both time steps n and n + 1, (v) the phase boundary is
located between nodes 0 and 1 at time step n, and between nodes 1 and 2 at time
step n + 1, and (vi) the phase boundary is located between nodes 1 and 2 at both
time steps n and n + 1. For brevity, we will only describe the numerical scheme in
subcase (iii), (Figure 6.1(c)): the new temperature at nodes 1, 2, ... , N, are found
by the general method described previously. Next, we approximate the temperature
field on the right-hand side of the phase boundary s8+l by a quadratic Lagrangian
interpolation function, and the temperature field on the left-hand side by a linear
interpolation function: the function on the right is fit to the known temperatures at
the two nodes 1, 2 and the unknown temperature at the phase boundary; the function
on the left is fit to the unknown temperature at node 0 and the unknown temperature
temperature at the phase boundary. The temperature gradient on each side of the
phase boundary may now be calculated from these functions (in terms of the two
unknown temperatures). The energy jump condition (6.13) and the boundary condi-
tion (6.14)1 now lead to a pair of algebraic equations for determining these unknown
temperatures.
6.5 Accuracy of program
The computer program was checked in two ways. First we considered the special case
of the problem at hand where the surrounding temperature 0o and the elongation-
rate are both constant. This problem was solved numerically for various values of
S using the material parameters given in next section. The values of temperature at
the phase boundary were obtained, which are shown in Figure 6.2(a). In the figure, as
the elongation-rate is decreased, the values of interface temperature are decreased
and finally at the slowest elongation rate shown in the figure the interface tempera-
ture is equal to the environment temperature. This shows that at a sufficiently slow
elongation-rate the numerical results coincides with the analytical results based on
the isothermal theory.
Second, we considered the following purely thermal moving boundary problem
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for an infinite bar:
kO, = pcOt + C(0 - 0o) for Zx t, (6.16)
k(8, - 0) = -A, (6.17)
0 -- 0 as z - oo, 8(x, 0) = 0o. (6.18)
Here (# 0) is a prescribed constant. The steady-state solution (z, t) = O(x - t) of
this problem can be readily determined in closed form. In order to solve the problem
(6.16)-(6.18) using our numerical scheme, we chose some arbitrary values for various
material parameters:
= 3.5 x 10 4 , 00 = 0, A = 9.12 x 107, k = 36,
(6.19)
pc = 3.2 x 106, . = 0.1, L = 0.01.
Figure 6.2(b) shows the comparison between the exact steady-state solution and the
numerical solution at large times. They are in good agreement with each other in the
middle part of the bar. The differences at the ends are because the exact solution is
obtained from an infinite bar and the numerical solution is solved for a finite bar.
We close this section with a note on the mesh size 6x and the time step t. For
reasons of numerical accuracy and stability we observed the following restrictions
during our calculations:
6t < 0.1 , 8t 0.2 (6.20)
The former inequality was imposed to ensure numerical stability; this particular con-
dition was determined through numerical experimentation. The second inequality
guarantees that the phase boundary took a minimum of five steps to move from one
node to the next. In general, the accuracy of the solution was increased by reducing
the mesh size zx. However in view of (6.20), this decreases t and thus leads to in-
creased computer time. Thus, a trade-off was made between acceptable accuracy and
computer time.
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6.6 Results and discussion
The values of the various nondimensional material parameters that we used in our
calculations were as follows:
a, = 0.098, , =6600, 8O = 1.1, g, = 0.0075, = 0,
(6.21)
AT = 0.6, R= 5700, K = 5, M* = 0.996, A = 1.004.
All of these values, except for R,, are of the correct order of magnitude for a Cu-AI-Ni
shape memory alloy. They are consistent with the values of the material parameters
given in Chapter 5. The value of the mobility R, was chosen so as to provide reason-
able response curves.
The assumption that M+ martensite is nucleated at the midpoint of the bar
can be explained in terms of the thermal boundary conditions as follows. As for the
thermal boundary conditions at the two ends of the bar, we have studied two cases.
When the boundary condition has the general form (2.14) with > 0, we find that
the coolest point in the bar during loading is always the mid-point. Thus a pair of
phase boundaries are nucleated at x = 0 during loading and they propagate outwards.
At the instant at which they reach the two ends of the bar, the hottest temperature
occurs at these two boundary points. Immediately thereafter however, the hottest
temperature no longer occurs at the ends but rather at two interior points in the bar;
this happens because of the transfer of heat out of the ends of the bar. Thus during
the unloading of pure M+ martensite, there are two points in the bar that are the
hottest and which therefore serve as the nucleation sites for the reverse transition.
For the values of ~ (and ) that we considered, these two nucleation sites were very
close to the two ends. We shall not describe the results associated with this boundary
condition.
The results presented in this section correspond to a bar with thermally insulated
ends, i.e. we enforce (2.14) with = 0. In this case, the hottest temperature during
the unloading of pure M+ martensite occurs precisely at the ends of the bar. On the
other end during the initial loading stage of austenite, the temperature field in the
bar remains uniform, and therefore there is no preferred site for nucleation. We can
overcome this difficulty by viewing the present boundary conditions as a limiting case
of the previous ones, and so we take the site of A -, M+ nucleation during loading
to be the mid-point x = 0.
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The sequence of events underlying all of the calculations to be described below
are as follows: we consider a bar with thermally insulated ends that is initially entirely
in the austenite phase. Its initial temperature is the same as that of the surrounding
environment. The bar is subjected to a constant elongation-rate +. At some later
instant the initiation criterion (4.1) is satisfied and M + martensite is nucleated at the
mid-point of the bar. Two phase boundaries emerge from this point and propagate
outwards. When they reach the ends of the bar, the specimen is completely in the
M+ martensite phase. Unloading is carried out at the constant elongation rate -.
During this process, austenite is nucleated at the two ends of the bar, and two phase
boundaries move towards the center. The temperature of the surrounding environ-
ment remains fixed at 0 throughout this process.
(i). Figure 6.3 shows the temperature distribution along the right half of the bar
at a fixed instant of time. The figure has been drawn at the particular instant during
loading at which the phase boundaries are located at z = +L/4. The three curves in
the figure correspond to three different loading rates. It is seen that as the loading
rate increases, so does the maximum temperature. This is in conformity with experi-
mental observations, e.g. Rodriguez and Brown (1975). At a very small loading rate
(smaller than any of those associated with the figure), the temperature field in the bar
is almost uniform and equal to that of the surrounding environment. At the smallest
loading rate shown in the figure, the temperature is still more-or-less uniform along
the bar, but it is higher than the temperature of the environment; this is because
the heat generated by the moving phase boundary has had sufficient time to diffuse
along the bar, but it has not as yet had time to transfer out of the bar. At the fastest
loading rate shown, there has not been sufficient time for the heat to diffuse along
the bar; the material behind the phase boundary is much hotter than the material
ahead of it.
(ii). Figure 6.4 shows how the temperature at the right hand phase boundary
varies with its location during loading. The three curves in the figure correspond
to three different elongation-rates. As expected, the phase boundary temperature
increases with loading rates. At the slowest loading rate shown, the interface temper-
ature remains roughly constant, whereas at the two faster loading-rates, the interface
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temperature increases as the phase boundary propagates through the bar. One ob-
serves, especially at the fastest loading rate, that the interface temperature rises
rapidly when the phase boundary is near one of the points x = 0 and 2 = L/2; this
can be attributed to the fact that the heat generated at the interface cannot diffuse
past these two insulated points.
(iii). In Figure 6.5 we plot, during loading, the phase boundary speed versus
the location of the phase boundary in the bar for three different elongation-rates. It
may be observed that there is an initial transient stage, followed by propagation at
a more-or-less constant velocity. This is not, however, associated with a steady state
process in the bar, since the temperature at the interface changes even though its
propagation speed does not.
(iv). Figure 6.6 shows the overall stress-elongation response of the bar at three
different elongation-rates. We observe that the hysteresis loops rotate and increase in
area as the elongation-rate increase; qualitatively similar hysteresis loops have been
experimentally observed, e.g. Rodriguez and Brown (1975), Humbeeck et al. (1978).
Considering the loading portion of these three curves, we observe that the stress
(corresponding to the same elongation-level) increases with loading rate. This maybe
explained as follows: from Figure 6.4 we know that the phase boundary temperature
increases with loading rate. Since austenite is preferred at high temperatures this
means that the stress required to continue the A -- M+ transition must increase as
the interface temperature increases.
This intuitive argument points out a close relationship between the interface
temperature and the stress. Indeed, this explains the striking similarity between the
general shape of (the loading portion of ) the stress-elongation curves in Figure 6.6
and the corresponding interface temperature curves in Figure 6.4. In particular, the
rapid increase in stress that is observed in Figure 6.6 as the transformation nears
completion, can be attributed to the associated rise in interface temperature as the
phase boundary approaches an end, as was discussed previously in association with
Figure 6.4. Such a rapid increase in stress near the end of the transformation is often
observed in experiments, e.g. Otsuka et al. (1976), Leo et al. (1993).
(v). Figure 6.7 compares two stress-elongation curves, one corresponding to the
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present theory and the other corresponding to a purely isothermal theory. In the
isothermal calculation, one ignores the energy equation and assumes that the bar is
always at the temperature of the environment. The difference between these curves
highlights the effect of heat transfer, and this difference increases with loading rate.
Though we shall not display the associated results here, we have also examined
how the stress-elongation hysteresis loop is affected by the surrounding temperature.
The principal effect of increasing the (fixed) surrounding temperature was found to
be to shift the hysteresis loop in the direction of increasing stress without significant
change in the amount of hysteresis. A similar response is predicted by the isothermal
model, see Abeyaratne and Knowles (1993). This phenomenon has been observed ex-
perimentally, e.g. Fu et al. , Muller and Xu (1991).
(vi). Figure 6.8 illustrates the effect of "time-delay". Rodriguez and Brown (1975)
have observed that, if there is some delay between the instant when loading is com-
pleted and the instant at which unloading starts, this has an effect on the unloading
stress-elongation curve. In particular, the greater the time-delay, the lower the un-
loading path is in the stress-elongation plane. This can be understood by the fact that,
during the time-delay, the temperature of the bar decreases due to the heat transfer
out of the bar; this in turn decreases the stress required to move the interface during
the reverse M + - A transformation. The curves in Figure 6.8 are associated with
loading, followed by holding the elongation fixed for a certain length of time, followed
by unloading; the three curves in the figure correspond to three different holding times.
We noted in Section 6.2 that the governing differential equation (6.1) is nonlinear
and involves coupling between stress and temperature; we also observed that this cou-
pling is due to the coefficient of thermal expansion a. We examined the importance of
these nonlinear and coupling terms by repeating the calculations leading to Figure 6.4
and 6.6, but now with a set equal to zero. We found that setting a = 0 moved the
curves in Figure 6.4 in the upward direction, whereas the curves in Figure 6.6 moved
up and to the left. The quantitative effect was quite small: at the fastest elongation-
rate considered here, the upward shift of the hysteresis loop was of the order of 2 to
5% of the height of the loop.
We also drew attention to the fact the energy jump condition (6.3) differs from
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the classical interface condition that has been used by others, the difference being
the presence in (6.3) of a term involving stress. We examined the importance of this
term by repeating, again, the calculations leading to Figure 6.4 and 6.6, but now
with a set equal to zero in (6.3). This caused the curves in Figure 6.4 and 6.6 to move
downwards; at the fastest elongation-rate considered here, the downward shift of the
hysteresis loop was about 10% of the height of the loop.
We end this section with a final closing remark. As noted previously, at very slow
rates of loading, the response of the bar can be described using an isothermal model.
However, the temperature-distribution curves in Figure 6.3 indicate that, even for
somewhat higher elongation-rates, the temperature field in the bar, while different
from the environment temperature, is still more-or-less spatially uniform. This cor-
responds to a case where the heat conduction rate is much faster than the loading
rate. In such a case, one can construct an approximate theory by assuming that the
temperature field has the form (x, t) = 0(t), and by enforcing the first law of ther-
modynamics for the entire bar (but not pointwise along the bar). Such a calculation
leads to the differential equation
1 + ago(t)(t) + (t)- 0]+ (t)@ = ( t) . (6.22)peL c A pcL
Studying the response of the bar according to this theory now reduces to analyzing
the pair of ordinary differential equations (6.22), (6.4) for a(t), O(t) and s(t), keeping
in mind that 6(t) = 27Ts(t) + La(t)/ + a(O(t) - OT)L which follows from (6.6). This
system is considerably easier to solve than the "exact" one in Section 6.2; even closed
form analytical solutions can be obtained if one is willing to set a = 0 and to consider
kinetic relations that are somewhat simpler than (6.4). We shall not pursue this here.
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Cyclic Effects
Abstract
Here we modify the Helmholtz free-energy function developed in Chapter 3 so
that it may be possible to model the effects of mechanical or thermal cycling on the
transformation characteristics of the material. The constitutive equations still consist
of three parts: a Helmholtz free-energy function, a nucleation criterion and a kinetic
relation. The difference is that the free-energy function here has two internal variables
which account for the changes in the relative stability of the three phases due to the
migration of phase boundaries. We first introduce the modified free energy function;
various isothermal cyclic responses of the material are then studied.
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Chapter 7
One-Dimensional Continuum
Model with Cyclic Effects
7.1 Modified Helmholtz free-energy function
It is well known that some lattice defects such as dislocations are generated as a
phase boundary moves transforming austenite into martensite. The dislocations are
introduced in the martensitic region to satisfy the compatibility condition of trans-
formation strain across the phase boundary. The stress-field caused by the induced
dislocations favors the variant of martensite formed during the phase transformation.
From the free-energy point of view, the free-energy of the variant is lowered by the
stress-field induced by the dislocations. Thus the free-energy of a (say) M + particle
is not completely determined by a and 0; one also needs to know its transformation
history.
For example, consider a bar whose length is L and which is composed of austenite
for 0 < < L/2 and M + martensite for L/2 < < L. We consider a quasi-static pro-
cess in which the stress is uniform along the bar and that the temperature is always
constant. Suppose that the initial values of free-energy of both phases are spatially
constant in their respective regions 0 < x < L/2 and L/2 < x < L. Suppose that the
stress is decreased and that the phase boundary moves rightwards from x = L/2 to
x = 3L/4. Then suppose that the stress is increased to the original value and that the
phase boundary moves back to x = L/2. Now the values of and are the same as
the values that they had before the process started. The bar is still composed of A for
0 < < L/2 and M + for L/2 < x < L. The value of free-energy of A in 0 < < L/2
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is not changed and neither is that of M+ in 3L/4 < < L. However, the value of
free-energy of M+ in L/2 < x < 3L/4 is changed due to the leftward migration of the
AIM+ phase boundary during which A transforms into M+. Similarly the free-energy
of M- at i. article is lowered as an A/M- or M-/A phase boundary passes through
the particle transforming A into M-. Therefore, in order to model these changes in
the stability of phases, it is necessary to introduce some internal variables that rep-
resent the changes in the free energy of phases M+ and M- caused by the migration
of the associated phase boundaries.
We now consider the modified Helmholtz free-energy function
(12)7 2 - ay(0 - OT) + pcO(1 - log(O/UT)) ao P1,
(1/2)(-y - yT)2 - L,,('Y - Y7T)(U - oT) + pcO(1 - log(/0UT))
- pAT(1 - 0/UT) -YT2 on Pa,
(1/2)(.y + T)2 - ILa(Y + YT)(U - OT) + pcO(1 - log(/UT))
- pAT(1 - /T)- YT 3 on P3,
(7.1)
where 2(z, t) and 3(, t) are internal variables and their values at a particle will
depend on how many times the associated phase boundaries have passed through
that particle transforming austenite into M+ and M- martensite respectively. A rule
for calculating J2(Xz,t) and s3(z,t) is needed and will be described in Section 7.2.
The stress-response function (y, U) = p,(-y, O), specific entropy = -bo(7t, O) and
latent heat A are still given by (3.21), (3.24) and (3.28) respectively.
The Gibbs free-energy per unit reference volume is, from (2.3), (3.23) and (7.1),
given by
-(1/2)[0 + .C(U - T)12 + pcO(1 - log(/T)) on P;,
-(1/2)[a + pa(U - T)]2 + pcO(1 - log(/UT))
(, a) = -p pT(1 - 8/T)-aOyT- -7TE2 on P, (7.2)
-(1/21)[o + jta( - T)]2 + pcO(1 - log(O/OT))
- pAT(1 -0/0T) + YT -TE 3 on P3,
where Pi' is the image of Pi in the (, o)-plane.
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PO = 
Using (7.2), we can express the driving force, f = g(4,) - g(, ), on an i/j
interface (i = 1, 2, 3 corresponds to phas
a and 0:
f = a- T( -1) + t
f = -7+PAT(- 1)- :
f = + PT(- WA
f = -07T-pAT( + 
f = 2a0'T- T( - 2)
f = -2a7T + T(3 - 2)
The Maxwell stress for the various
above:
AT 0T
0o - P 1) + I3
T T
3 - 2
2
es A, M+ and M- respectively) in terms of
for a M+/ A interface,
for an AIM+ interface,
for an AIM- interface,
for a M-/A interface, (7.3)
for a M+/M- interface,
for a M-/M+ interface.
transitions are obtained by setting f = 0
for an A t. M+ transformation,
for an A + M- transformation, (7.4)
for a M+ -, M- transformation,
and are displayed in Figures 7.1 and 7.2 for various values of I 2 and Es. Figure 7.1
shows the stable phases when 2 = 3 = 0. In the figure, the triple point, at which
the values of free energy of the three phases are equal, is located at the point (T, 0) in
the (0, o)-plane. In Figure 7.2(a), I 2 is equal to E3 and the triple point is always on
the temperature axis. As the values of E2 and E3 increase at an equal rate, the triple
point will move to the positive direction on the axis and so do the Maxwell lines. If
E2 is bigger than E3, then the triple point will be below the temperature axis; if E 2
is smaller than E3, it will be above the temperature axis. In particular, if I3 is zero
and E2 increases monotonically, then the triple point will move downwards along the
Maxwell line between the phases A and M +, which is shown in Figure 7.2(b).
7.2 Nucleation and evolution
We begin by considering the constitutive equations for E2 and s3. Perkins and Spon-
holz (1984), Miyazaki et al. (1986a) and many others have carried out numerous ex-
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periments to study the effect of tensile loading cycles on the mechanical response of
shape memory alloys, and they measured the change in the value of stress during phase
transformation. They found that the hysteresis loop of the stress-elongation curves
shifts downwards and so the stress decreases with successive cycles. The amount of
the decrement in stress is decreased exponentially and finally the stress is converg-
ing to a certain limit. It is reasonable to assume that the Maxwell stress is shifted
downwards in the same way. From this observation and (7.4)1, it is concluded that
E 2 is responsible for the decrease of stress during this tensile loading cycles. Similar
experimental observations for compressive cyclic tests are not available at present.
However, it is reasonable to assume that E3 has the same form of constitutive equa-
tion as 2. In addition we assume that there is no interaction between E 2 and S3.
Then the following constitutive equations for E2 and E3 are proposed:
E2(n2) = ,m.z(l - exp(-n2/N)),
E 3(n3) = Em.(1 - exp(-n3/N)), (7.5)
where the value of n2 at a particle represents how many times the AIM+ or M+/A
phase boundaries have passed through the particle transforming A into M+; simi-
larly, the value of n3 at a particle represents how many times the A/M- or M-/A
phase boundaries have passed through the particle transforming A into M-. Emaz
is a positive material constant which represents the maximum value of both E2 and
J3, and N is a positive constant which represents how fast the stress approaches the
limit value. Figure 7.3 shows a typical schematic curve for 22. This kind of constitu-
tive equation has already been suggested by Tanaka et al. (1992), but they did not
consider this phenomenon from the free-energy point of view as we do here, which
makes it possible to simulate the so-called two-way shape memory effect.
Since the value of free energy of martensite depends on n2 or n 3 , it is possible
that the value of free-energy of martensite at a particle is different from the value of
the same martensite at another particle in the bar.
Next we turn to the nucleation criterion. Here our interest is in the effect of cyclic
loading and so we do not consider the situation where multiple phase boundaries
are introduced. Therefore, we choose the nucleation criterion (4.4). According to the
nucleation criterion (4.4), nucleations occur when the value of driving force reaches the
85
initiation value f,. After that instant no more nucleation happens, so that the number
of interfaces remains constant during the transformation. The initiation driving force
f, is assumed to take the same value for every transition. The initiation criteria for
various transitions are obtained from (7.3):
= f PT( - 1) - 2 for A - M+,
AT AT T
'YT 7T O
f',. pAT f7T 7T OTa= f_ PAT ( - 1) + S3 for A M-
YT 'YT T
A = A 341for M- A, (7.6)
7T 7T UT
-7 LIk+ (E3 - 2 ) for M+ M-,2
=T 2
27 ( + 3- 2) for M- -M+.
2 7-yT 2
The initiation stress-levels are displayed in Figures 7.4 and 7.5 for various values of
I 2 and 3. When E2 is equal to E 3, the figures are completely symmetrical with re-
spect to the temperature axis; for example, see Figures 7.4 and 7.5(a). The initiation
stress-level for the M+ - M- transition at a low temperature is the negative of the
initiation stress-level for the M- - M+ transition at the low temperature; the initia-
tion stress-levels for the A + M+ and M+ + A transitions at a high temperature are
the negatives of the initiation stress-levels for the respective A -+ M- and M- - A
transitions at the high temperature. Figure 7.4 shows the initiation stress-levels when
E2 = E3 = 0. Figure 7.5(a) corresponds to the case in which E2 = E3 > 0. In this
case, as the values of '2 and E3 increase at an equal rate, the initiation lines between
austenite and two variants of martensite move to the positive direction parallel to
the temperature axis. Therefore, the magnitudes of initiation stress at a constant
temperature are decreased. If E2 increases and E3 remains zero, then the triple point
moves downwards along the Maxwell line between phases A and M-. All initiation
lines also move in the same way. Figure 7.5(b) corresponds to this case. In this fig-
ure the phase M- is never nucleated when the temperature is decreased under zero
stress, since M+ is the stable phase when the temperature is low and the stress is zero.
In this chapter we assume that phases M+ and M- are nucleated at the left and
right end of the austenitic bar respectively and that phase A is nucleated at the right
86
end of the segment consisting of M+ in the bar or at the left end of the segment
consisting of M- in the bar.
Finally we choose the kinetic relation (4.9) with R1 = R2 = R and f = f2 = f,.
Then it reduces to the simple form
R(f + f) for f < -f ,r
= 0 for -f < f < fr, (7.7)1 R(f - f) for f > f.,
where R is a constant mobility coefficient for the motion of a phase boundary and f,
is an initiation driving force; as before both R and f are assumed to be constant
and the same for every phase boundary. According to the kinetic relation (7.7), if the
driving force f on a phase boundary is bigger than f,, it moves rightwards; if f is
smaller than -f, it moves leftwards; if f is between -f, and f, it does not move
at all.
7.3 Results and discussion
In this section we derive the thermomechanical response of a bar subjected to me-
chanical and thermal loadings repeatedly by using the constitutive model proposed
in Sections 7.1 and 7.2. We suppose that the bar is located in an environment whose
temperature is 0o(t) and that the thermomechanical process is so slow that the tem-
perature at any particle on the bar is equal to o0 (t) at any time of the process.
Mechanical loading cycles: Consider a bar which has never been subjected to
phase transformation before so that 2 =  E = O, and which is located in an environ-
ment whose temperature is held constant at 0. Suppose that the bar is subjected to
a constant positive elongation-rate +6. In order to predict the mechanical response
of the bar to tensile loading cycles, we derive the stress (t) as a function of time
from the instant at which the M+/A phase boundary is nucleated at the left end of
the bar to the instant at which the interface reaches the right end of the bar. In the
present circumstances the elongation-rate is given by (6.6) as
6 = T8 + -a. (7.8)
A
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Combining (7.3)1, (7.7)3 and (7.8) leads to the first-order differential equation for
+ L a- L (P - (n2))= 0, (7.9)
where the constant P is
pAT (O feo fP-- -( pT -1 +-+ L (7.10)
IT OT -yT 1T2R'
and the value of n2 is 1 during this first loading cycle. Solving (7.9) with the initial
condition (0) = oai, we get
a(t) = (P - 2(n2))- [(P - 2(n2))- oil] exp(- L t), (7.11)
= (P- 2 (n2)) - R exp(- /T (7.12)22%(n2)- , R Lexp(- t). (7.12)
The equation (7.11) says that if 0 < ai < (P - 22(1)) then the stress increases ex-
ponentially with time from the initial value ai. Assuming that the exponential term
decays very fast, the value of stress during the transformation is (P - 22(1)). If
the initial stress oi is equal to the initiation stress given by (7.6)1, then the equa-
tion (7.11) reduces to (7.12). After finishing the forward transformation the negative
elongation-rate - is applied. The A/M+ phase boundary is nucleated at the right
end and moves toward the left end. By the same way, it is easily shown that the stress
decreases exponentially with time and approaches a certain limit value. During the
second loading cycle the value of n2 is 2. The value of stress during this second forward
transformation is given by (7.12) with n2 = 2. The limit value of stress at t = oo is
lower by [2(2)- 2(1)] than the corresponding value during the first transformation.
Similarly the value of stress during the second reverse transformation is lower by the
same amount than the first one, resulting the downward shift of hysteresis loop. In
general, the value of stress at t = oo during the (k + 1)-th transformation is lower
by [ 2(k + 1) - 2 (k)] than the corresponding value during the k-th transformation.
Since E 2 converges exponentially to the limit value ,maw with successive cycles, the
amount of downward shift of the loop per cycle decreases to be zero with cycles.
Figure 7.6 shows two schematic stress-elongation curves when a bar is subjected
to loading-unloading cycles at a high temperature in which phases A, M + and M-
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are involved. Figure 7.6(a) shows a stress-elongation curve during tensile loading cy-
cles. Here the positive elongatior rate + is applied first; after the forward trans-
formation is finished, the negative elongation-rate - is applied. The speed of the
M+/A phase boundary is given by (7.7); the value of stress during transformation
is given by (7.12). We assume that the exponential term in (7.12) decays very fast.
Then the stress-elongation curve is horizontal during transformation. The downward
shift of hysteresis loop is clearly seen in Figure 7.6. Figure 7.6(b) shows a schematic
stress-elongation curve during compressive loading cycles. In this case the negative
elongation-rate - is applied first; then, after the forward transformation is com-
pleted, the positive elongation-rate +8 is applied. By following the same procedure as
in the tensile case, we can show with easy that the hysteresis loop is shifted upwards
during this compressive loading cycles. The cyclic response depicted in Figure 7.6(a)
is similar to that observed by Miyazaki et al. (1986a), Figure 2 for TiNi alloys and
that observed by Kawaguchi et al. (1991), Figure 2 for TiNi alloys.
At a sufficiently low temperature, the bar usually consists of two variants of
martensite and therefore there exist M+/ M - phase boundaries only in the bar. In
this case, when it is subjected to loading cycles, the bar does not show any cyclic ef-
fects. This is because the cyclic effects due to the migration of the M +/M - interfaces
are not modeled in our model.
Figure 7.7 shows the stress-elongation curves when a bar is subjected to partial
tensile loading cycles. In the first cycle the A - M+ transformation proceeds over a
certain range of elongation and the reverse M+ -- A transition is followed until the
bar is transformed back to austenite completely. In the following cycles the range of
elongation is continually increased by the same amount and each forward transition
is followed by the complete reverse transition. After undergoing this partial load-
ing cycles, the bar has different transformation histories along the length of the bar.
That is, one part of the bar has a different transformation history from other parts
of the bar. The value of n2 varies along the length of the bar; E2 is not uniform any
more. Therefore, the value of stress is not constant along the bar and the "stair-case"
stress-elongation curves shown in Figure 7.7 are obtained; cf. the experimental results
reported in Figures 12, 13 of Kyriakides and Shaw (1993).
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Figure 7.8 shows two stress-elongation curves during mechanical loading cycles
at a constant temperature between 01 and 02 shown in Figures 7.4 and 7.5(a) respec-
tively. Consider again a bar which has never been subjected to phase transformations
and which consists of phase M- only under a negative stress. Figure 7.8(a) shows the
stress-elongation curve during the first loading cycle. The initiation stress correspond-
ing to this case is shown in Figure 7.4. When the stress is increased the bar transforms
from M- to A and then from A to M+; when the stress is decreased it transforms
exactly in the reverse order. As the loading cycle is repeated the values of E2 and E3
are increased equally due to the migration of the associated phase boundaries. The
Maxwell and initiation lines move to the right direction on the (0, a)-plane as shown
in Figure 7.5(a). Figure 7.8(b) shows the stress-elongation curve after a number of
loading cycles. Now the bar transforms between the M- and M+ variants without
involving austenite.
Thermal loading cycles: Here we calculate the temperature-elongation curves
that are obtained by measuring the elongation of a bar as it is subjected to thermal
cycling with the applied stress held constant. As before the temperature at any par-
ticle on the bar is assumed to be equal to the temperature of the environment at any
time of the process.
It is useful for
various transitions.
0=
0 =
0 =
=
future discussion to write down
Rearranging (7.6) gives
o,(1 -YT (f + ))
PAT PAT
iT(1 + f + -- YT (a + E2))
PAT PAT
O (1 f." T ( - ))
PAT PAT
T( + fr _7T (o'- E3))
PAT PAT
the initiation temperatures for
for an A -- M+,
for a M+ -- A,
for an A -- M-, (7.13)
for aM- -A.
Consider a bar which undergoes an A
cooling process with the stress held positive
6(8) as a function of temperature during the
M+ phase transformation during a
and constant. We derive the elongation
cooling process. Since the applied stress
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is constant, the equation (6.6) reduces to the form
8 = T + aL. (7.14)
We suppose that the environment temperature 0o(t) is decreased at a constant rate
a > 0. Then, since (t) = Oo(t),
0(t) = -at + 0j, (7.15)
where Oi is the temperature at t = 0. If phase M + is nucleated at the left end of
the bar at t = 0, then Oi is equal to the initiation temperature given by (7.13)1.
Combining (7.3)1, (7.7) and (7.13)1 leads us to the equation (t). By integrating (t)
with respect to time and setting the initial condition E(0) = 0, we get the equation
for E(t):
7TRPAT 26(t) = 7TRPTat - aLat. (7.16)20T
If (7.15) and (7.16) are combined to eliminate t, the desired relation (8) between
elongation and temperature is obtained:
a(8) = TRPT (0 -_ 0)2 + aL( - ,), (7.17)
20T
where the first term in the right hand side represents the elongation due to trans-
formation and the second term represents the elongation due to thermal expansion.
If the contribution of thermal expansion is negligible, then the length of the bar in-
creases quadratically as the temperature is decreased. The elongation for the reverse
M + -- A transition can be obtained in the same way. It has the same form as (7.17)
except the opposite sign on the first term of the right hand side.
Figure 7.9 shows the temperature-elongation curves during thermal cycling at a
constant positive stress. During a cooling process the initially austenitic bar is trans-
formed to M+ martensite and is elongated according to (7.17). While it is heated,
the bar consisting of M+ is transformed back to austenite and recovers its original
length. As the cooling and heating process is repeated the value of " 2 is increased and
therefore, from (7.13)1 and (7.13)2, the initiation temperatures are increased, which
results the upward shift of hysteresis loop shown in Figure 7.9.
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Figure 7.10 shows a schematic graph of the two-way shape memory effect. The
two-way shape memory effect can be brought about in two ways: either after pseu-
doelastically cycling by loading and unloading many times above the transformation
transformation or by going through the one-way shape memory effect a number of
times. Suppose that a bar is trained by one of the above methods. Then when it is
cooled under zero stress, it elongates; when heated, it shortens. In order to explain
this phenomenon using our model, consider the nucleation criterion shown in Figure
7.5(b). If it is cooled with the stress kept zero, then the bar consisting of austenite
transforms to M+ martensite and it is elongated. If it is heated, the bar consisting
of M+ martensite transforms back to austenite and recovers its original shape. That
is, the bar is appreciably elongated during a cooling process and recovers its original
length during the following heating process. This is a one-dimensional simulation of
what is called the two-way shape memory effect. According to our model, the two-way
shape memory effect is possible whenever 2 > E3. Therefore there are many ways
to train a bar for the two-way shape memory effect, for example, either by subjecting
the bar to tensile loading cycles or by subjecting it to the one-way shape memory
effect many times or by going through thermal cycling at a positive constant stress.
If E 2 = 3 = 0 then the phases M+ and M- are nucleated simultaneously at
the left and right ends of the bar during a cooling process. The two phase boundaries
move at an equal speed towards the midpoint of the bar. After the cooling process
is completed, the bar consists of an equal mixture of M+ and M- and therefore the
length of the bar does not change due to the forward transformation. Therefore the
temperature-elongation curve during this forward transformation is a straight line. In
the following heating process, the M + /A and A/M- phase boundaries are nucleated
simultaneously at the point at which the M +/M- phase boundary is located. The
length of the bar does not change due to the reverse transformation and so the
temperature-elongation curve coincides with that of the forward transformation. The
macroscopic temperature-elongation curves are the same during subsequent thermal
cycles, because E2 and E3 are always equal and the kinetics are the same. However,
since E2 and E3 increase at an equal rate, the initiation temperatures given by (7.13)
increase with cycles.
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Figure 7.1: The stable phases when 2 = E3 = 0.
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(a) E2 = E3 > O.
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(b) E2 > 0, E3 = 0.
Figure 7.2: The stable phases for various E2 and E3.
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Figure 7.3: Constitutive equation for S2 (n2).
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Figure 7.5: Initiation criteria for various F2 and F23.
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(a) Tensile loading cycles.
I~~
... .. .. .. . ... .. .."... ".....
/ ........... ..................................
IO0
6
(b) Compressive loading cycles.
Figure 7.6: Schematic stress-elongation curves during full mechanical loading cycles.
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Figure 7.7: Schematic stress-elongation curves during partial mechanical loading cy-
cles.
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(a) The first loading cycle.
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(b) After a number of loading cycles.
Figure 7.8: Schematic stress-elongation curves at a temperature between 81 and 82
during mechanical loading cycles.
100
e0
I
6
Figure 7.9: Schematic temperature-elongation curves during thermal loading cycles
under a constant positive stress.
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Figure 7.10: Schematic two-way shape memory effect.
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Experimental Verification
of the Model
Abstract
In this part of the thesis we consider the theory developed thus far and compare
the predictions of the theory with experimental observations. Recently Kyriakides and
Shaw (1993) have done many interesting experiments on a Ni-Ti shape memory wire:
they pulled the wire both at various environmental temperatures and at various elon-
gation rates; they did cyclic experiments and also made various local measurements.
Their experiments give us a good chance to verify our model.
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Chapter 8
Experimental Verification of the
Model for NiTi Wires
8.1 Material parameters
In this chapter we are going to simulate some experiments on a Ni-Ti shape memory
wire done by Kyriakides and Shaw (1993). They have done many tensile experiments
under various testing conditions: environmental temperatures, surrounding mediums,
elongation rates, and so on. They have investigated the cyclic response of the material;
they have made local measurements of temperature and strain at various points along
the length of the wire. The wires used in their experiments have a circular cross-section
and their length and diameter are respectively
L = 63.5 x 10- S m, d = 1.0668 x 10 - 3 m. (8.1)
It is not necessary for us to simulate all the experiments, because some of them
are essentially the same and produce similar results. Since we are interested in the
simulation of stress-induced A - M+ transformations, we will focus only on the tem-
perature range between 50 °C and 70 °C, where phases A and M+ only are involved.
Now we talk about what kind of constitutive equations are used and what values
of material parameters are chosen for simulation. Since we do not want to bother
with inessential cyclic effects in simulating the global response of the wire, we choose
the Helmholtz free-energy function (3.20) which does not have internal variables for
cyclic effects. The Helmholtz free-energy function is determined by several material
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parameters, whose values are given by
I = 5.16 x 10 N/m 2, p = 6450 kg/m 3 , a = 10 x 10- 6 / °K,
c = 465 J/kg OK, 7T = 0.06, OT = 284.95 K, (8.2)
AT = 1.8733 x 104 J/kg.
The values of the mass density p and coefficient of thermal expansion a were taken
from NASA report SP5110 by Jackson et al. (1972). The value of the specific heat
c was taken from Smith et al. (1991); the values of the transformation strain T
and modulus pL were obtained directly from the experiments in Kyriakides and Shaw
(1993). The temperature 9 T, at which the Maxwell stress between austenite and M +
martensite is zero, was calculated using (8.4) below; the value of latent heat AT was
calculated using the Clausius-Clapeyron equation and the given values of p, 7T and iT.
The initiation stress-levels were estimated from Kyriakides and Shaw's experi-
mental stress-elongation curves at the slowest elongation-rate in water; they are taken
to be
o(O) = 6.55025 x 106 - 1.6813458 x 109 for A --> M +
a(@) = 7.58450 x 1068 - 2.3463685 x 109 for M+ -- A. (8.3)
The Maxwell stress for the A - M+ transformation is assumed to be the average of
these two initiation stresses, i.e.
r() = 7.06738 x 108t - 2.0138572 x 109. (8.4)
In (8.3) and (8.4) the units of temperature and stress a are K and N/m2 respec-
tively. The initiation and Maxwell stress are graphically shown in Figure 8.1.
The nucleation criterion adopted here is given by (4.3), in which multiple in-
terfaces can be nucleated during phase transformation. The introduction of multiple
interfaces was observed experimentally by Leo et al. (1994), which is critically impor-
tant when the applied elongation-rate is relatively fast. According to Huo and Miiller
(1992), most of nucleations in a phase transformation occur during the initial period
of the transformation. The extreme case is that all nucleations occur at the instant
at which the phase transformation is initiated and therefore no more phase bound-
aries are nucleated after that instant. We will take this ideal nucleation criterion in
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this chapter. With this nucleation criterion, it becomes possible to use the numerical
algorithm which was developed to simulate a single-interface phase transformation
in Section 6.4. For example, consider a bar whose length is L and in which m phase
boundaries are nucleated uniformly along the length of the bar at the initiation in-
stant. Focusing on the small bar whose length is L/m, there exists only one phase
boundary which starts at the one end of the small bar and ends at the other end.
If the original bar has insulated boundary conditions, it is now possible to calculate
the stress-elongation curve of the original bar by applying our numerical code to the
small bar.
There are two material parameters, ni2 and cl2, in the nucleation criterion. The
value of n12 was obtained using the experimental observation that two phase bound-
aries are nucleated at the slowest elongation rate, and the value of c12 was determined
by numerical experimentation:
nl2 = 31.496 /mrn, C12 = 1.78 x 10- 7 m 3 /J. (8.5)
In order to find the number of interfaces nucleated at the instant of initiation, we
assumed a number of initial interfaces and carried out a calculation. If we found
that additional nucleations occur subsequently we then went back and started with
a larger number of initial interfaces. We repeatedly carried out such calculations un-
til we found the smallest number of initial interfaces for which there are no further
nucleations. This is the number of interfaces that we used. The results are given in
Table 8.1. For a reverse transformation we assume that the same number of interfaces
is nucleated.
Next we assume that the speed of every interface is controlled by the kinetic
relation (4.9). This kinetic relation is in agreement with the experimental observations
that the speed of interfaces is zero for some range of stress, e.g. Figure 8.10(a). There
are four parameters to be determined and their values are obtained by numerical
experimentation too:
R1 = 2.1058269 x 10-1 ° m 3 /Nsec, fi = 8791125 N/n 2,
R2 = 4.7381105 x 10-1° m 3 /Nsec, f2 = 6722625 N/m 2 . (8.6)
The critical driving forces fi and f2 are represented in terms of stress using (3.27),
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and is shown in Figure 8.1.
To describe the heat transfer through the lateral surface and the ends surface
of the wire, we will use (2.12) and (2.14) respectively. Various material properties
associated with the heat transfer in the wire are given by{ 2.38 W/m2 °K in air,
= (8.7)
323 W/m2 K in water,
i = 5.669 x 10o W/m 2 OK4 , k = 17.4 W/m °K, (8.8)
E = 0.4, ~ = 0, = 13902.6 W/r 2 °K. (8.9)
The value of convective coefficient Xc was calculated using the equations given in the
Handbook of Applied Thermal Design for a vertical cylinder in turbulent flow. The
emissivity E was obtained from the same handbook. The values of radiation coeffi-
cient br and thermal conductivity k were taken from Holman (1986) and NASA report
SP5110 (1972) respectively. The first value of corresponds to insulated boundary
conditions. The global response is not very sensitive to the value and so we use this
value. The second value of f is chosen in our simulation of the local measurements of
temperature near the ends of the wire.
Finally, in order to simulate the cyclic effects, we need to adjust the stress-levels
in the kinetics and initiation criterion and need to find the material parameter F2.
Since testing in water at a relatively low elongation-rate provides nearly isothermal
conditions, it will be sufficiently accurate to use the isothermal theory for the sim-
ulation of cyclic effects. All the parameters here are determined through numerical
experimentation. The initiation stress at various temperatures are given by
a(@) = 6.55025 x 1068 - 1.6572133 x 109 for A - M+ ,
ra(@) = 7.58450 x 1068 - 2.3463685 x 109 for M + - A, (8.10)
and the values of the critical driving forces fi and f2 in the kinetics are
fi = 10342500 N/m2, f2 = 4964400 N/m 2, (8.11)
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and finally the values of E,, and N in 2 are given by
]ma,, = 1.344525 x 108 N/m 2 , N = 3. (8.12)
8.2 Results and discussion
(i). Figure 8.2 shows the global stress-elongation curves at three different elongation
rates when the wire is in 70 C water. Figure 8.2(a) corresponds to experimental
curves and Figure 8.2(b) corresponds to the ones calculated using the theory. The
residual deformation in Figure 8.2(a) after each reverse transformation is completed,
is mostly due to residual martensite. Since this is not modeled in our theory we do not
worry about that any more. The magnitude of stress during the forward transition
increases as the elongation rate is increased in both experiments and calculations,
and the theoretical predictions are in good agreement with the experiments except
the residual deformation. The difference in the stress-level during reverse transfor-
mation can be attributed to the simple linear kinetics that we chose. There exists
an initiation load dip at the beginning of the reverse transformation at the slowest
elongation-rate, since the magnitude of the initiation driving force is larger than the
magnitude of driving force necessary to proceed the reverse transformation. At faster
elongation rates the magnitude of driving force necessary to run the reverse transi-
tion gets bigger, so that the initiation stress dips get smaller. The reason that there
are no load dips at the two faster elongation rates in Figure 8.2(a) would be that the
forward transformation is not complete and so no nucleation for the reverse transition
is necessary. In that case the small initiation stress dips in Figure 8.2(b) at the two
faster elongation-rates would disappear, and the simulations would be much closer to
experiments.
Figure 8.3(a), (b) and Figure 8.4(a), (b) shows the corresponding curves when the
wire is in 60 C and 50 C water respectively. The theoretical predictions in figures
(b) are in agreement with experimental observations in figures (a) except the residual
deformation and the initiation load dips at the beginning of reverse transformation.
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(ii). Figure 8.5 shows the global stress-elongation curves at different elonga-
tion rates when the wire is in 70 °C air. Figure 8.5(a) corresponds to experimen-
tal observations and Figure 8.5(b) represents the results of numerical calculation. In
Figure 8.5(a) the stress increases as the elongation rate is increased. This is mainly
because the temperature in the wire gets significantly higher for fast elongation-rates.
The results of calculation in Figure 8.5(b) show the same trend as in Figure 8.5(a).
In Figure 8.5(b) the stress peaks at the beginning of the forward transformation at
the two lower elongation rates are caused by the sharp increase in interface temper-
ature due to the insulated thermal boundary conditions; similarly the stress dips at
the beginning of the reverse transformation due to the abrupt decrease in interface
temperature. The same phenomenon is not shown in Figure 8.5(a) and so we can
conclude that the ends of the wire are not completely insulated.
(iii). Kyriakides and Shaw (1993) put thermocouples and extensometers at vari-
ous positions along the wire and made local measurements of temperature and strain
in their experiment in 70 °C air. Figure 8.6 shows the positions of three extensometers
and four thermocouples on the wire. Figures 8.7 and 8.8 show the measured values of
local strain and temperature respectively. Figure 8.9 represents the local stress-strain
curves. Since some thermocouples are located so close to the ends, we give up the
insulated boundary conditions and take = 13902.6 W/m 2 °K to simulate the real
boundary conditions. The experimental observations in Figures 8.7(a) and 8.8(a) in-
dicate that apparently two interfaces exist, starting at the ends and moving toward
the middle during forward transformation and then returning back during reverse
transformation. The two interfaces seem to meet roughly at the midpoint of the wire,
which means that our assumption of simultaneous nucleation of the two interfaces at
the ends is reasonable. The results in Figures 8.7(b) and 8.8(b) are in accordance with
experiments. Some minor differences between experiments and calculations are prob-
ably due to the incorrect values of various thermal properties, the assumption that
the two interfaces meet exactly at the midpoint of the wire, the residual deformation
which is not modeled here, and the stress concentration at the grips. From Figures
8.8 and 8.9 it is seen that the value of transformation strain used in the calculation is
slightly larger than that observed in the experiments. The jaggedness of the response
curve at extensometer E2 is due to a noise problem which occurred during the exper-
iments. Figure 8.9 shows the experimental and calculated local stress-strain curves.
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The predictions of the model are again in agreement with the experiments except the
value of transformation strain.
(iv). Figure 8.10 shows the cyclic stress-elongation curves in 70 °C water in which
the wire is subjected to cycles with successively increasing elongation amplitude.
Figure 8.10(a) corresponds to experiments and Figure 8.10(b) corresponds to the
predictions of the model. Since the applied elongation-rate is relatively slow and the
test is done in water, we use the isothermal theory to simulate the experiment. The
stress decreases with subsequent cycles and a new portion of wire is transformed on
each cycle, a "staircase" response in Figure 8.10(a) is produced. In Figure 8.10(a) the
amount of stress decrease between successive transitions is decreased as the loading-
unloading cycle is repeated. The decrease in stress is bigger in the forward transition
than in the reverse transition. Figure 8.10(b) shows the results calculated using the
isothermal theory and they are in agreement with experiments. There is a minor
difference in the amount of decrement in stress between successive unloading paths.
Some reasons for this disagreement would be that either the increase in the number of
phase boundary with cycles or the effect of generated dislocations on the free-energy
of austenite are not considered in the model.
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Table 8.1: Number of phase boundaries nucleated under various testing conditions.
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Figure 8.1: Maxwell stress, initiation stress and critical stress in kinetics.
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Figure 8.2: Stress-elongation curves in 70 °C water at different elongation rates.
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Figure 8.3: Stress-elongation curves in 60 C water at different elongation rates.
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Figure 8.4: Stress-elongation curves in 50 C water at different elongation rates.
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Figure 8.7: Variation of local temperature with position.
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Figure 8.8: Variation of local strain with position.
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Figure 8.9: Local stress-strain curves.
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Figure 8.10: Cyclic stress-elongation curves in 70 °C under sequentially increasing
applied elongation amplitude.
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Chapter 9
Concluding Remarks
In this thesis a one-dimensional continuum model for phase transitions in thermoe-
lastic solids was constructed; various thermomechanical characteristics of the model
have been studied; finally it was utilized to simulate experiments on a Ni-Ti shape
memory wire.
The constitutive model consists of three parts: a Helmholtz free energy func-
tion, a nucleation criterion and a kinetic relation. The explicit Helmholtz free energy
function developed in this thesis has three energy wells corresponding to austenite
and two variants of martensite, which is the principal generalization of the model of
Abeyaratne and Knowles (1992). This three-well energy function also allows us to
simulate some experiments such as the one carried out by Ehrenstein (see Achenbach
and Miller (1985)).
The nucleation criterion adopted in this thesis consists of two parts: one is the
initiation criterion which tells us when the transition is initiated, the other one tells
us where and how many phase boundaries are nucleated during the phase transition.
The initiation criterion is based on the critical value of driving force, which, in the
present circumstances, gives the same criterion as the initiation criterion based on a
critical energy-barrier (see Abeyaratne et al. (1993)). In order to describe multiple
nucleations during a phase transition, we assume that the number of phase boundaries
is proportional to the number of nucleating defects. Then we take as our nucleation
criterion the equation proposed by Cohen and Olson (1976), which is based on their
model of nucleating defects and the experiment on the distribution of nucleating de-
fects by Cech and Turnbull (1956). According to this criterion, the cumulative number
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of phase boundaries nucleated along an unit length of a parent phase increases expo-
nentially with the driving force calculated on that unit length.
In this thesis two different kinetic relations are used: the first one is derived us-
ing thermal activation theory by Abeyaratne and Knowles (1992), the second one is a
simple linear kinetics with some range of driving force over which the speed of a phase
boundary is zero. The latter kinetic relation agrees with experimental observations
in Kyriakides and Shaw (1993). The two kinetic relations automatically satisfy the
condition f i > 0, so that any motion consistent with them will conform with the
entropy inequality.
The predictions of the model under various thermomechanical loadings are cal-
culated and compared with experiments. First, we consider relatively slow processes,
in which the temperature at any particle on the specimen is the same as that of the
surroundings at any time during the process. Under this assumption, the pseudoe-
lastic behavior at various temperatures, thermoelastic behavior at various stresses,
and the shape memory effect are calculated using the model and are compared with
experiments qualitatively.
Then we pay attention to the non-isothermal aspect of the problem. A marten-
sitic transformation is always accompanied by heat transfer either inside the speci-
men or between the specimen and surroundings. -This is because a certain amount of
heat is released when austenite transforms into martensite and heat is absorbed in
the reverse transformation. This has a significant effect on the kinetics of the phase
boundary and therefore on the stress-elongation response of the specimen. Therefore
it is necessary to carry out a heat transfer analysis coupled with stress-induced phase
transformations especially at a fast loading rate. For this purpose we incorporate a
simple heat conduction law into our model, which leads us to a complicated moving
boundary problem. The governing mathematical problem is related to one that de-
scribes a moving heat source, except that here, the strength and speed of the source
are not known a priori and the energy field equation involves coupling between ther-
mal and mechanical effects. A finite difference solution of this moving boundary-value
problem was carried out. The heat generated by the transformation is found to have a
significant effect on the mechanical response whenever the prescribed elongation-rate
122
is moderately large.
Next we model the effect of mechanical or thermal cycling on the thermomechan-
ical response of the alloy. As the loading cycles are continued, more and more defects
are introduced in the specimen and those defects change the values of free energy of
the phases. The defects which are introduced by the migration of phase boundaries
transforming A into M+ tend to lower the free energy of the M+ phase, and those
which are introduced by the migration of the phase boundaries transforming A into
M- tend to lower the free energy of the M- phase. In order to account for the changes
in the free energy of the phases, two internal variables E2 and E3 are introduced in the
free-energy function. Various cyclic effects such as the softening in pseudoelasticity
and the two-way shape memory effect can be modeled by this modification.
Finally, our model is utilized to simulate the experiments on a Ni-Ti shape
memory wire done by Kyriakides and Shaw (1993). They pulled the wire at vari-
ous environmental temperatures: they did cyclic experiments and also made local
measurements of temperature and strain. Here we made an assumption for the conve-
nience of computation that all phase boundaries are nucleated simultaneously at the
instant at which the phase transition is initiated. The number of phase boundaries
are determined from the given nucleation criterion by numerical experimentation.
The results are in agreement with the experiments with the exception of the residual
deformation, the magnitude of transformation strain and some differences during re-
verse transformation.
Some suggestions for possible extension of this investigation are as follows. First,
one of the assumptions made to simulate the experiments on the Ni-Ti wire is that
every phase boundary is nucleated simultaneously at the instant of initiation. In a real
phase transformation, this is not exactly true. Therefore it would be interesting to
investigate theoretically and numerically the effect of nucleation at different instants
during a phase transformation on the thermomechanical response of the material. In
addition, the nucleation criterion associated with multiple nucleations, which is based
on an experiment on an Fe30.2Ni alloy, needs to be verified experimentally in a more
rigorous way.
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Secondly, one of the apparent features in the cyclic response of the wire is the
presence of residual deformation after each cycle is completed. The amount of resid-
ual deformation increases with cycles but the amount of the increment decreases with
cycles. Most of the residual deformation is due to residual martensite which is not
transformed back to austenite completely during reverse transformation. The main
reason for residual martensite is the presence of a microscopic stress field induced
near microdefects generated during phase transformation. It seems to be necessary
to introduce one more internal variable to describe this phenomenon in our model.
In addition, it is necessary to investigate the possible contribution of the residual
martensite to the increase in the number of phase boundaries nucleated during trans-
formation cycling.
Thirdly, some numerical study for dynamic phase transitions which include in-
ertial effects as well as heat transfer effects needs to be done. In this thesis we have
focused mainly on the effects of heat transfer on the thermomechanical behavior of
the material. However the inertia effect becomes critically important at fast loading
rates and some investigation is necessary.
Fourthly, an experimental and theoretical study for cyclic effects during twinning,
i.e. a martensite-martensite transformation, is necessary. Any cyclic effect in this the-
sis is caused by the migration of one of the austenite/martensite phase boundaries.
We expect that similar cyclic effects are induced by the migration of the marten-
site/martensite twin boundary. Some experimental investigations are necessary for a
theoretical modeling of this phenomenon.
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