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Abstract
Environment-assisted quantum transport (ENAQT) is the possibility of an exter-
nal environment to enhance transport efficiency of quantum particles. This idea has
generated much excitement over recent years, especially due to the experimentally-
motivated possibility of ENAQT in photo-synthetic exciton transfer complexes. Many
theoretical calculations have shown ENAQT, but the explanations for its origin differ,
and a universal explanation has been elusive. Here we demonstrate a universal origin
for ENAQT in quantum networks with a dephasing environment, based on a relation
between exciton current and occupation within a Markovian open quantum system
approach. We show that ENAQT appears due to two competing processes, namely
the tendency of dephasing to make the exciton population uniform, and the formation
of an exciton density gradient, defined by the source and the sink. Furthermore, we
find a geometric condition on the network for the appearance of ENAQT, relevant to
natural and artificial systems.
Photosynthesis is the process used by plants, algae and some bacteria to convert solar
energy into chemical energy. Different species perform photosynthesis with different machin-
ery, but despite the differences, a good model for many photosynthetic complexes is a general
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three-part structure comprising an antenna, a reaction center, and an exciton transfer com-
plex (ETC), which connects the two. The ETC is a network of chromophores embedded in
a protein environment, and its structure and size vary from one organism to another. Its
function, however, is similar: transporting the excitation energy from the antenna to the
reaction center.1
It has been accepted for many years that excitons are transported by an incoherent
hopping process, i.e. by classical diffusive dynamics, via the F o¨rster resonance energy
transfer.2 While this seems the case for many molecular aggregates ,3 it is apparently not the
whole picture in light-harvesting complexes (LHC). For instance, it cannot explain the high
efficiency of those complexes.3,4 Moreover, it cannot explain results of ultrafast nonlinear
spectroscopy experiments,5–8 showing evidence for long-lived oscillatory signals that were
conjectured to be of quantum mechanical origin.1
In natural transfer complexes, the chromophore network that the exciton is transported
through is covered by a large protein structure. Exposed to room temperature, it is far
from the ”clean” environment in which quantum systems are traditionally described. Con-
sequently, the idea that a biological system, that apparently exploit all of its resources,
may be using quantum coherence as a resource to assist energy transport has generated
much excitement (see, e.g., reviews in Refs.9–12 and many references therein). The central
phenomenon behind this idea is ”environment assisted quantum transport” (ENAQT). Ac-
cording to the principle of ENAQT, the environment interrupts the phase-coherent transport
of the quantum-mechanical excitations through the transfer complex by dephasing, in a way
that enhances the efficiency of the energy transport. While the role of quantum mechanical
transport and ENAQT in photosynthetic systems is still under debate,13–16 the concept of
ENAQT is not limited to photosynthetic complexes, and was expanded to, e.g., electronic
and molecular systems,17–22 cold atoms19 and photonic crystals.23–25
ENAQT may arise from different mechanisms, and various suggestions were made in the
theoretical literature to explain it. These include dephasing-induced delocalization,26–29 mo-
2
mentum rejuvenation,30 opening and broadening transport channels,31–33 line-broadening,32
superradiance,34,35 supertransfer and funneling,36 trapping-time crossover,37 directed flow38
and more. Here, we suggest that there is a universal mechanism for the origin of ENAQT
in quantum networks which are larger than two chromophores (the realistic situation) and
have a broad vibrational spectrum (also a realistic situation), making our theory relevant to
many of the models presented in the literature (and, presumably, to natural ETCs). Specif-
ically, we show that exciton transfer enhancement is a result of two competing processes,
namely the tendency to uniformly spread the exciton population along the network, and the
formation of a uniform population gradient.
Our results and analysis are based on calculation of exciton currents through a quantum
network, defined by the general tight-binding Hamiltonian
H =
n∑
i=1
ia
†
iai −
n∑
i,j=1
ti,ja
†
iaj , (1)
where a† and ai are creation and annihilation operators of an exciton at chromophore i, i
are on-site exciton energies, and ti,j are coupling elements between two chromophores. The
(Markovian) dynamics are described by the Lindblad equation:39
dρS
dt
= −i[HS, ρS] + Lρs , (2)
where ρS is the density matrix of the reduced system and L is the Lindbladian, defined
as
Lρs =
∑
k
Γk
(
VkρSV
†
k −
1
2
{V †k Vk, ρS}
)
, (3)
where Vk are Lindblad operators describing the action of the environment on the system,
and Γk is the respective rate of the Lindblad operator. The index k represents different
environments and/or different processes induced by these environments on the system.
Here, we consider the quantum network to be in contact with a source (the antenna), a
3
sink (reaction center), and a dephasing channel (ETC protein environment), characterized
by an exciton injection rate Γinj, extraction rate Γext and dephasing rate Γdeph, respectively.
In the presence of these environments, the Lindblad equation (Eq. 2 ) has the form
dρs
dt
= −i[H, ρs] + Linjρs + Lextρs + Ldepρs . (4)
Linj, Lext, Ldep are the injection, extraction and dephasing elements, respectively, with the
corresponding operators Vinj = a
†
inj, Vext = aext describing creation and anihilation of an
exciton in the injection and extraction sites. These operators describe the non-equilibrium
condition in which energy is constantly pumped into the system, but not the equilibrium
limit.40 Calculations were also performed with a thermodynamically consistent model,40,41
and the results are similar (see SI for details). The dephasing operator is a local measurement,
Vdep,i = a
†
iai, and the dephasing part of the Lindbladian is Ldepρs =
∑
i Ldep,iρs, where
Ldep,iρs = Γdeph
(
Vdep,iρSV
†
dep,i − 12{V †dep,iVdep,i, ρS}
)
. This form ensures that the fluctuations
(and the ensuing dephasing) are local to each chromophore and not correlated between
different chromophores.
We proceed by calculating the exciton transport at the steady-state, which seems to be the
relevant state for natural systems.38,42 Bothe energy and exciton currents can be evaluated
by noting that the total energy, E¯ = Tr (Hρs) and total exciton number,N¯e = Tr (nˆρs)
(where nˆ =
∑
i a
†
iai is the total number operator), are time-independent, which allows for a
propeper definiton of the energy and exciton currents, Jq = Tr (HLext) , Jp = Tr (nˆLext).
38,42
Solving for the steady state, i.e. dρs
dt
= 0, one finds for the heat current
Jq = Γext[nρn,n +
1
2
t(ρn,n−1 + ρn−1,n)] , (5)
and for the exciton current
Jp = Γextρn,n . (6)
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The relation between the particle current and heat current is evident from the comparison
of equations 5 and 6. To plot the currents the steady state solution of Eq. 4 is placed into
Eq. 6. Further details on the calculation are provided in the SI.
We begin our analysis with the simplest symmetric system at hand, namely a uniform
chain of n-sites and equal on-site-energies, . Each site interacts with its neighbors via a
constant hopping element t, as described by the Hamiltonian
H = 
n∑
i=1
a†iai − t
n−1∑
i=1
a†iai+1 + h.c. . (7)
The symmetry of the system is reflected not only in the uniformity of the Hamiltonian, but
also by the symmetry of the source and sink. In the case of the linear chain, we require
an inversion symmetry between the positions of the source and sink, and place them at the
edges of the chain, as depicted in the inset of figure 1a: the excitation takes place at the
first site (yellow arrow), travels through the chain, and is extracted from the last site (red
arrow).
Figure 1a shows the exciton current for this system, as a function of the dephasing rate
Γdeph. Injection and extraction rates were set to Γinj = Γext = 5 ps
−1 , on-site energies
 = 1.23×104 cm−1 and coupling elements t = 60 cm−1, in line with the realistic parameters
estimated for the Fenna-Mathiew-Olson (FMO) ETC.38,43,44 As could be expected for the
linear symmetric chain,45 increasing the rate of dephasing decreases the current.
The analytic relation between exciton current and occupation, Eq. 6, is motivation to
examine exciton occupations, a quantity rarely addressed in the literature. Figure 1b shows
the occupations of the sites (in a linear chain of 7 sites) as a function of site number, for
different values of the dephasing rate. In the limit of small dephasing rate (blue spheres),
the chain is essentially equally occupied by excitons (with the exception of the extraction
site, see SI), reflecting the ballistic nature of the system. With increasing dephasing rate, a
density gradient gradually forms, with large density at the injection (first) and low density
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extraction (last) sites. This gradient is most apparent in the fully classical limit of strong
dephasing (red triangles). The appearance of a density gradient in the presence of current
is a manifestation of Fick’s law which relates current to density gradient.46,47 In fact, one
can define the classical regime as the regime in which the density gradient is fully developed.
Note that the occupation of extraction site (site number 7) decreases while the gradient is
built, and accordingly, the exciton current decreases. Figure 1c shows the occupations of
all sites (each color represent different site number) as a function of dephasing rate; they are
uniform in the quantum limit, and spread as the dephasing rate increases.
The formation of a gradient can be understood from looking at the analytic expressions
of the occupations of an L-site chain with a side-to-side transport, (derivation is detailed in
the SI):
ni =
mi∑
imi +
Γext
Γinj
mL
,
mi = 4t
2 + (2(L− i)ΓdephΓext + Γ2ext)(1− δi,L) , (8)
where ni is the occupation of site i (the diagonal element of the density-matrix, ρii) in a
chain of L sites, and Γdeph,Γext,Γinj are the rate of dephasing, extraction and injection,
respectively. The expressions in Eq. 8 reveals the effect of dephasing on the exciton density
distribution in the chain; the second expression of mi shows the formation of the linear
slope, with a gradient which is proportional to Γdeph. Furthermore, it can be seen that
the more distant the site is to the extraction point, the more pronounced will the effect of
dephasing be on the occupation. It is clear from Eq. 8 that the density at the extraction site
is monotonously decreasing, leading to a monotonic decrease in exciton current.
So far as the symmetric linear chain is considered, no ENAQT is observed. However, it
appears upon a slight modification of the system.45 Consider the same uniform linear chain
only with a slight change: the extraction site is moved away from the edge of the chain (thus
breaking the inversion symmetry), schematically described in the inset of figure 2a. Sur-
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prisingly, this seemingly minor difference yields qualitatively different behavior. The exciton
current as a function of dephasing (main figure 2a) displays a non-monotonic dependence,
with a maximum in the current at a finite Γdeph,
45 signalling the appearances of ENAQT.
We stress here that dephasing is a dissipative process, and yet the exction current (and
consequently the energy flow) are enhanced in its presence.
Figure 2b shows the exciton occupation along a (non-symmetric) 7-site chain as a func-
tion of site number, for different dephasing rates. In contrast with the symmetric setup, here
the occupations are not uniform in the quantum limit (blue spheres), reflecting the structure
of the wave-functions and their interplay with the source and sink. With the increase in the
dephasing rate, a uniform density gradient is formed between the injection and extraction
sites. While the gradient is formed, the occupation of the extraction site increases and then
decreases, and since the exciton current is proportional to the extraction site occupation, it
acts similarly.
This can be seen more clearly in Figure 2c, which shows the exciton occupations as
a function of dephasing rate. We observe that the transition from a wide distribution of
occupations (at Γdeph = 0) to a linear gradient (Γdeph = 100ps
−1) passes through an inter-
mediate stage where occupations along the chain become similar (at Γdeph ≈ 5ps−1). This
behavior is a result of two competing processes. The first is the direct outcome of dephasing,
which can be considered the result of an instantaneous ”measurement” of the system by
the environment at a random site,39 implying a full mixing of the system eigen-states. As
a result, the real-space occupations tend to average into a narrower distribution48 (see SI
for an example). The second process is the formation of the density gradient. While the
gradient shape is determined by the positions of the extraction and the injection sites (see
figure 1b and 2b), its formation is enabled by the dephasing process. This can be deduced
from the dependence of mi in equation 8 on the dephasing rate. For a small dephasing rate,
the position-dependent term (which is responsible for the gradient) is small compared with
the first, position-independent part, while for large dephasing rate it is the dominant factor
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in determining ni. The crossover between these two regimes leads to the non-monotonic
shape seen in figure 2c.
Comparing Figure 2c with Figure 2a reveals a correlation between the exciton current
and the distribution of the occupations: the maximal current seems to appear at (or close to)
the dephasing rate at which the spread of occupations is minimal. To quantify this relation
between the distribution of exciton occupations and optimal current, we define the quantity
∆n = 1−
√√√√∑
i
(
〈ni〉 − next
)2
, (9)
where next is the occupation of the extraction site, and 〈ni〉 is the average occupation
of the i-th site. ∆n is a measure of the spread of the occupations, and as such, should
exhibit a maximum at the same dephasing rate where the spread is minimal and current
is maximal. In fact, this relation can be derived analytically within Lindblad theory under
certain limitations (see SI). In Figs. 1a and 2a, ∆n is plotted (in arbitrary units) on top of
the current (dashed lines). One can clearly see how the behavior of ∆n follows that of the
exciton current.
To demonstrate the universality of this relation, we examine it in larger and more complex
networks. Figure 3 shows the exciton current I (blue line) and ∆n (dashed orange line)
as a function of dephasing rate, for selected networks of different topologies, dimensions,
sizes and symmetries. As seen, the two quantities closely follow each other, and if there is a
maximum in the particle current, ∆n also exhibits a maximum, and at the same dephasing
rate.
The results shown insofar were obtained by evaluating the steady-state solution of the
Lindblad equation. We argue that these results do not depend on the calculation method.
To show this we have calculated the currents as a function of dephasing rate for the same
system (i.e. the symmetric and non-symmetric chains and the examples of Fig. 3) in
two additional methods. The first is the full Redfield equation, which takes into account
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the spectral properties of the environment. The second is the time-dependent Lindblad
equation, where a pulse-excitation was considered, and the current as a function of time
was evaluated (and integrated to obtain the total current). In both cases we found the
same results, namely that non-symmetric networks exhibit ENAQT, and that the behavior
of the current correlates with ∆n, thus supporting our claims (details and results of these
calculations are in the SI). We conjecture (and leave the verification to future studies) that
these features persist beyond the Markovian limit, as steady-state currents should only be
weakly affected by non-Markovianity.49–51
The question still remains, why does ENAQT only appear in non-symmetric networks,
which do not posses an inversion symmetry. In the presence of an inversion symmetry (which
includes, as mentioned above, interchanging the source and drain terms), the master equation
for inversion points (points connected by inversion, except for the source and drain sites)
are exactly the same. It follows that the density matrix itself is symmetric under inversion
and every two inversion-related sites will have the same density, thus reducing the density
fluctuations. In this case, the dephasing works only to form the density gradient, leading
to a monotonic decrease in the sink site density and, respectively, the current. Put simply,
ENAQT only occurs if the exciton density is non-uniform in the fully quantum limit, which
is never the case in a uniform system with an inversion symmetry.
Comparing between figures 2(a) and 1(a) one can see that the exciton current is actually
higher in the coherent regime for the symmetric system vs the asymmetric system. However,
if disorder, asymmetry or a dephasing environment are unavoidably present (which seems
to be the case for natural photo-synthetic complexes), the intermediate coherent-dephasing
regime delivers better performance. Comparing the transport properties of different geome-
tries can thus be an important tool for understanding transport mechanisms in artificial
ETCs,52–55 as well as in other systems where dephasing may play an important role, e.g.
electronic transport through bio-molecules and molecular junctions.56–60
9
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Figure 1: The linear symmetric chain: (a) Exciton current as a function of dephasing rate. in-
set: Schematic description of a symmetric 7-sites-chain with uniform energies and distances.
The yellow arrow points to the injection site, and the red arrow marks the extraction site.
The dashed line is ∆n (see Eq. ). (b) Exciton occupation as a function of site number,
different colors mark different dephasing rates (see legend). (c) Exciton occupations as a
function of dephasing rate, for 7-sites chain. Different colors mark different sites along the
chain (see legend).
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Figure 2: The linear non-symmetric chain: (a)-(c) Same as in Fig. 1, for the 7-site linear
non-symmetric chain. The non-symmetric chain shows a qualitative difference compared to
the symmetric chain, manifested through a non-monotonic dependence of the current on
dephasing rate, signaling the appearance of ENAQT.
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Figure 3: Correlation between exciton current and density: Exciton current (Blue lines) and
∆n (Orange dashed lines) as a function of dephasing rate for different network geometries
and topologies:(a) A 5 × 5 network of chromophores with inversion symmetry, b) A 5 × 5
network of chromophores without inversion symmetry, (c) a ring of chromophores with
uniform energies, (d) A ring of chromophores with random energies (102 − 105 cm−1), (e)
Cube of chromophores in a symmetrical setup, (f) Cube of chromophores in a non-symmetric
setup, (g) full-graph of 16 chromophores with random energies and distances, the energy
is extracted from two extraction-sites, (h) Biological setup-the FMO exciton network, (i)
A pyramid-like network of chromophores. Two features are notable: 1) Non-monotonic
behavior of the current appears only when there is no inversion symmetry, 2) in all examples,
∆n follows the same behavior as the exciton current.
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