This paper defines a multiplier pair, which is a very general setting in which the notions of multipliers and composition operators can be studied. We prove some results in this general setting, and we present many new interesting examples in which these notions can be interpreted.
Introduction
There is a great deal of activity in operator theory related to the study of composition operators and multiplication operators. Some of it is measure-theoretic [28] , some is function-theoretic [5, 27] , some interacts with number theory (i.e., via Dirichlet series) [2, 3, 9, 13, 21] , and there are noncommutative versions of the multiplier context [1, 6, 7, 15, [18] [19] [20] 24, 25] . There is also an analogue of the measuretheoretic versions in noncommutative measure theory for finite von Neumann algebras [22, 26] .
In this paper we construct a very general setting in which we discuss multipliers and composition operators. There are two benefits of this general setting. One is that it gives us a way to unify the various treatments of these concepts in a vast number of different contexts. Any theorem proved in this general setting gives us results in all of these special contexts. Another benefit is that the general treatment leads naturally to many interesting questions that have not arisen in the special contexts.
In Section 2 we introduce the notion of a multiplier pair (X, Y ), where X is a Banach space, Y is a Hausdorff topological vector space, X ⊂ Y , and there is a multiplication on X where products end up in Y . We discuss left and right multiplication operators in this context, and we prove that the sets of left and right multiplications are commutants of each other. We prove a result concerning local multipliers in this general setting. We also define left or right composition operators in terms of unital endomorphisms of the multiplier algebras. We prove a theorem about local composition operators, and we characterize composition operators as being certain "multiplicative" maps. We prove a theorem that says that every invertible, left-multiplicative unital operator is both a left and a right composition operator.
In Section 3 we introduce the notion of a cospace, which shows that a simple algebraic condition on the multiplication leads to a "natural" cospace Y for X, which creates a very nice multiplier pair (X, Y ). We give a necessary and sufficient condition for L p (µ) (µ, a finite measure) with pointwise multiplication to have a cospace. Most of the examples in the literature have a cospace, and the study of cospaces is of natural interest.
In Section 4 we present many examples that include almost all of the known contexts in which multipliers and composition operators have been studied, as well as many new examples in the function-theoretic and noncommutative settings. We also present an example from finite factor von Neumann algebras.
In the final section we discuss a few (of the many) open problems. In a sequel to this paper we consider tensor products of multiplier pairs, which will give rise to many new and interesting examples.
Definitions and basic results
We call a pair (X, Y ) a multiplier pair provided X is a Banach space, Y is a Hausdorff topological vector space, X ⊂ Y , and the inclusion map is continuous. Moreover, we suppose we have a bilinear map (multiplication) m : X × X → Y , with the notation m(u, v) = u · v such that 1. m is separately continuous. 2. The sets L 0 = {x ∈ X : x · X ⊂ X} and R 0 = {x ∈ X : X · x ⊂ X} are dense in X. 3. There is an e ∈ X such that, for every x ∈ X, x · e = e · x = x. 4. There are dense subsets E ⊂ L 0 , F ⊂ X, G ⊂ R 0 such that (u · v) · w = u · (v · w) whenever u ∈ E, v ∈ F , w ∈ G.
One example of a multiplier pair is obtained by considering a finite measure space ( , M, µ) and 1 p < ∞, and letting X = L p (µ) and letting Y be the space of (equivalence classes) of measurable functions with the topology of convergence in measure, and letting multiplication be pointwise multiplication.
If x ∈ X we define L x and R x on X by
where the domain of L x is Dom(L x ) = {w ∈ X : x · w ∈ X} and the domain of R x is Dom(
Theorem 1.
The following are true:
Proof. 1. Suppose {u n }, {v n } are sequences in X such that u n → 0 and v n → 0, and suppose U is an open subset of Y such that 0 ∈ U . Since Y is a Hausdorff topological vector space, there is an open subset W of U such that W − W ⊂ U . For each positive integer N, let
Since multiplication is separately continuous, each E N is closed in X and ∞ n=1 E N = X. It follows from the Baire category theorem that there is an N such that the interior of E N is nonempty. Hence the interior V of E N − E N is a neighborhood of 0 in X, and for every n N, we have
Hence there is an N 1 > N such that for every n N 1 , we have v n ∈ V , which means that, for every n N 1
Hence u n · v n → 0. Bilinearity and continuity at (0, 0) implies joint continuity.
2. Clearly R 0 ⊂ Dom(L x ), so L x is densely defined. Suppose {w n } is a sequence in Dom(L x ), w, v ∈ X and w n − w → 0 and x · w n − v → 0. We know from the separate continuity of · that x · w n → x · w in Y and x · w n = (x · w n ) · e → v · e = v in Y , and since Y is Hausdorff, we know x · w = v. Thus L x is closed. The proof for R x is similar.
3. This follows immediately from (2), since a closed densely defined operator on a Banach space X is bounded on a dense subset of its domain if and only if its domain is X.
4. This is immediate from (3). 5. Suppose u ∈ E, v ∈ X, w ∈ G and choose a sequence {v n } in F such that
Next suppose u ∈ X, v ∈ R 0 , w ∈ G and choose {u n } in E so that u n − u → 0. Then
Arguing as in the first part, we can show that
when u, v ∈ L 0 and w ∈ X. The rest follows in a similar fashion.
6. Suppose T ∈ B(X) and T ∈ L . Then, for every x ∈ L 0 , we have
It follows that R T e is bounded on L 0 , so, by (2) , T e ∈ R 0 and T = R T e . Hence L ⊂ R. The reverse inclusion follows from (5). The proof for R = L is similar. 7. This follows from (5).
We now consider local multipliers. A linear transformation T : X → X is a local left multiplier on X if, for every x in X, there is an a x ∈ L 0 such that T x = a x · x, i.e., for every x ∈ X, T x ∈ Lx. Similarly, T is a local right multiplier if, for every x ∈ X, T x ∈ Rx. Local multipliers were studied in [10, 11, 12] , and we have the following immediate consequences from these papers. An ideal J in a ring S is left (respectively, right) separating if, whenever s ∈ S and sJ = {0} (respectively, Js = {0}), we must have s = 0.
Theorem 2.
If L (respectively, R) has a family {J i : i ∈ I } of 2-sided ideals, with 
for every x ∈ L 0 . We can therefore focus on the restriction of T to the algebra L 0 , and we can apply the results in [10, 11, 12] . Since L 0 is isomorphic to the algebra L, we can replace L 0 with L. Since L is a Banach algebra, it follows that L is commutative and semisimple if and only if ker ϕ | ϕ : L → C is an algebra homomorphism = {0},
Ifα is bounded (closable) on L 0 , we denote its continuous extension (closure) on X by C α . We call C α the (left) composition operator induced by α. Similarly, if β : R → R is a unital algebra homomorphism, we can define a unital algebra homomorphismβ : R 0 → R 0 by
Note that the multiplicativity ofβ follows from
We denote the continuous extension (closure) ofβ on X by C β , and we call C β the (right) composition operator induced by β. The invertible right and left composition operators can be characterized by a multiplicative property. We say that an operator 
T is a left composition operator if and only if T e = e, T is left-multiplicative,
and
T is a right composition operator if and only if T is right-multiplicative, T e = e,
and T (R 0 ) ⊂ R 0 . 
T is left-multiplicative if and only if T is right multiplicative if and only
whenever v ∈ L 0 and w ∈ X. Suppose now that w ∈ R 0 and u ∈ X. Choose a sequence {u n } in L 0 so that u n → u in X. Since R w is continuous on X, we have u n · w → u · w in X. Thus, as before,
Hence T (u · w) = (T u) · (T w) when u ∈ X and w ∈ R 0 . Hence T is right multiplicative. The rest is proved in a similar fashion.
4. Suppose T is invertible, T e = e, and T is left-multiplicative. Then, by (3), for every x ∈ L 0 and every w ∈ X, we have
Since T is onto, we have, for every
and it follows from (1) that T is a left composition operator. The proof of the rest is similar or easy.
5. Suppose C α is defined. Then, for every u, v ∈ L 0 , we have
which implies
for every u ∈ L 0 . Conversely, suppose Ae = e and AL u = Lα (u) A for every u ∈ L 0 . Applying this to the vector e, we obtain, for every u ∈ L 0 ,
Henceα is bounded on L 0 , which means C α is defined. 6. This is similar to the proof of (5).
We now consider local composition operators. We say that an operator T on X is a local left (respectively, right) composition operator if and only if, for every x ∈ X, there is a left (respectively, right) composition operator A x such that T x − A x x. If the multiplication · is commutative, there is no difference between "left" and "right" and we use the term "composition operator" by itself.
Theorem 4.
Suppose the multiplication on X is commutative and L 0 is semisimple. Then every local composition operator is a composition operator.
is invertible, and hence ϕ(T x) is invertible. Hence ϕ • T is a linear functional on L 0 that sends invertible elements to nonzero numbers. Since L 0 is isomorphic to the Banach algebra L, it follows from the Gleason-KahaneZelazko theorem [8, 17] , that ϕ • T is multiplicative. Thus
Since L 0 is commutative and semisimple, the multiplicative linear functionals separate the points of L 0 . Therefore,
, then α is a unital homomorphism, and since T is bounded on X, T = C α .
Remark 1.
In the preceding theorem, when L 0 is not assumed commutative or semisimple, the proof shows, for every u, v ∈ L 0 , that
where J is the sum of the commutator ideal of L 0 and the Jacobson radical of L 0 . For example, suppose X = Y = L 0 is the C * -algebra generated by the unilateral shift operator. Every element of X can be uniquely written as the sum of a compact operator K and a Toeplitz operator T ϕ where ϕ is a continuous function on the unit circle. We define a mapping S : L 0 → L 0 by S(K + T ϕ ) = T ϕ . Then S is continuous and
S(AB) − S(A)S(B)
is a compact operator for every A, B ∈ L 0 . The commutator ideal of L 0 is precisely the set K of compact operators and the Jacobson radical is 0. Note that S is not multiplicative or even a Jordan homomorphism, since
is not generally true for continuous functions ϕ on the unit circle.
Remark 2.
Without the assumption of commutativity, Theorem 4 is not generally true. Suppose X = Y = L 0 = M n (C) with n 2, · is matrix multiplication and T : X → X is the transpose map. Then L 0 is semisimple, in fact, simple. Since every n × n matrix is similar to its transpose (look at the Jordan form), we see that, locally, T is a left composition operator. However, T is not multiplicative. Hence T is not a composition operator.
Moreover, assuming commutativity, if L lacks semisimplicity, Theorem 4 is also not generally true. For example, let
Then T is unital. Also T is not a composition operator because
However, T is a local composition operator because T (A) is similar to
We conclude this section with a result that shows that, under certain circumstances, there is a very close relationship between L and R.
Theorem 5. Suppose (X, Y ) is a multiplier pair, T : X → X is an additive mapping such that
1. T (u · v) = T (v) · T (u) if u ∈ L 0 or v ∈ R 0 , and 2. T • T = id X . Then 3. T (L 0 ) = R 0 and T (R 0 ) = L 0 , 4. T L u T −1 = R T u for every x ∈ L 0 and T R v T −1 = L T v for every v ∈ R 0 .
L and R are isomorphic as rings, and if T is linear, they are isomorphic as algebras.
Moreover, if T is linear or conjugate linear, the only other such maps satisfying 1 and 2 have the form T C α , where C a is an invertible composition operator.
Proof. It follows from (1) and the fact that T is surjective that T (L
for every x ∈ L 0 , and the second half follows from the first and the fact that T = T −1 . Statement (5) is immediate from (4). The last statement is obvious.
Cospaces
We now consider what at first seems like a more general setting, but is actually a special case.
Then there is a Banach space Y with norm Y such that We call such a pair (X, Y ) in the preceding lemma natural, and we call Y the cospace for X. To avoid confusion, we sometimes use X for the norm on X. If (X, W ) is a multiplier pair and W is a Banach space, then X has a cospace. In fact, more is true. For the L p (µ) spaces with µ a finite measure, the details concerning cospaces are all worked out in a paper of Orhon and Terzioglu [23] . 
)) contains no lines if and only if either µ is discrete or
Proof. Suppose µ is discrete, i.e., there are countably many atoms whose union's complement has measure 0. We assume = {ω 1 , ω 2 , . . .} with µ({ω k }) > 0. It follows that if Y is the space of (equivalence classes) of measurable functions with the topology of convergence in measure, then ϕ n (f ) = f (ω n ) defines a continuous linear functional and {ϕ 1 , ϕ 2 , . . .} separates the points of Y . Hence L p ( , M, µ) has a cospace when 1 p < ∞ and µ is discrete.
If p 2, it follows from Holder's inequality that
Next assume that 1 p < 2 and µ is not discrete. Then there is a subset E ⊂ such that 0 < µ(E) 1, and, for every ω ∈ E, µ({ω}) = 0. For each positive integer n, there are disjoint subsets
Since K is convex, balanced and contains 0, and since lim n→∞ n (2/p)−1 = ∞, it follows that K contains the line R X E . Hence L p ( , M, µ) has no cospace.
Remark 3.
The notion of a cospace makes it tempting to look at multiplier pairs when X is a normed space rather than a Banach space. If in Lemma 1 if X is a normed space we get the same conclusions for parts (6) and (7) . It also follows from part (7) that the inclusion map extends to a bounded map from the completion X into Y . In order to make (X, Y ) into a multiplier pair, we need that the map from X into Y is injective. It will follow from part (6) that the multiplication · can be extended to X × X into Y so that statement (6) still holds. To show the map from X into Y is injective it is necessary and sufficient to show the following:
If {x n } is a Cauchy sequence in X and x n y → 0, then x n X → 0.
We apply these ideas in Example 5.
We conclude this section with a look at operator spaces. Because X has a multiplication, we have a natural matrix multiplication on each M n (X), where the products end up in M n (Y ), i.e., If Y were an operator space, it would follow that n Y,1 1 for every n ∈ N, which is impossible.
Applications
We now look at examples of many diverse instances of multiplier spaces. We have already discussed the L p (µ) spaces with µ a finite measure. These examples give examples of multiplier spaces that have cospaces and ones that do not. Let us look more closely.
Example 1.
Suppose µ is a Borel probability measure on [0, 1], 2 p < ∞ and X = L P (µ) with pointwise multiplication. As we mentioned in Proposition 1, the natural cospace of X is L p/2 (µ). It is a standard exercise in measure theory that
dµ . It easily follows that C α extends to a bounded operator if and only if g is bounded, which is exactly when the classical composition operator C ϕ (f ) = f • ϕ is bounded, and clearly, C α = C ϕ . In this case, therefore, we get that the left composition operators are exactly the measure-theoretic composition operators that are widely studied [28] , From Theorem 3 we get the classical result that every invertible unital multiplicative map on L 2 (µ) is a composition operator. (Actually the invertibility assumption is not needed.) Since L ∞ (µ) is abelian and semisimple, we obtain from Theorem 4 that every local composition operator on L 2 (µ) is actually a composition operator and from Theorem 2 that every local multiplication is actually a multiplication.
Another simple example is the classical Hardy space H 2 on the unit disk D.
Example 2. Let X = H 2 = H 2 (D)
. We can view H 2 as the set of all square-summable power series. The natural multiplication · on H 2 is the convolution multiplication on the power series, and if we let Y be the algebra of all formal power series, we have X ⊂ Y and X · X ⊂ Y . For n 0, define ϕ n : Y → C so that
It is easy to see that {ϕ n : n 0} separates the points of Y and, for every f, g ∈ X
To see the latter statement, if f = k a k z k and g = k b k z k , then
Thus co[(ballX) · (ball(X))] contains no lines. Hence X has a cospace. It turns out that this cospace is H 1 (D)
. Since multiplication is commutative, and multiplication by z is an isometry on X, it follows that the polynomials are contained in L 0 = R 0 ; hence L 0 and R 0 are both dense in X. Moreover, X contains a multiplicative identity 1. We can figure L 0 exactly without much complex analysis. First note that if f (z) = k a k z k ∈ X, then, for every λ ∈ D we define g λ (z) = kλ k z k ∈ X, and we have f (λ) = k a k λ k converges absolutely, since
converges. Suppose h ∈ L 0 . Then we have, for each λ ∈ D,
Taking the limit as t → 1 − , we see that h ∈ L 0 and L h h ∞ . Hence L 0 = H ∞ ⊂ H 2 , and L is isometrically isomorphic to H ∞ . We can conclude now from Theorem 1 the classical result that H ∞ is a maximal abelian subalgebra of B(H 2 ). We also conclude from Theorem 3 that every invertible multiplicative operator on H 2 that sends 1 to 1 is a composition operator. Actually, it was proved by H. J. Schwartz that this result is true without the invertibility assumption (see [5] ).
What about left composition operators on H 2 ? Suppose α : H ∞ → H ∞ is a unital endomorphism. Let ϕ = α(z). Since unital endomorphisms preserve invertibility, we have ω − ϕ(z) is invertible in H ∞ for every ω with |ω| > 1. Hence |ϕ(λ)| 1 for every λ ∈ D. It is clear, for every polynomial p(z), that
If |ϕ(λ)| < 1 for every λ ∈ D, then, by a theorem of Littlewood (see [5] ) the composition operator C ϕ : H 2 → H 2 defined by
is a bounded operator on H 2 , and we have C α = C ϕ . Otherwise, it follows from the maximum modulus theorem that ϕ is constant and ϕ(λ) = e iθ for some real θ. It is easily shown that C α does not extend to a bounded operator on H 2 in this case. Hence the left composition operators coincide with the classical composition operators. Since H ∞ is commutative and semisimple, it follows from Theorem 2 that a local multiplier is a multiplier and it follows from Theorem 4 that a local composition operator on H 2 is actually a composition operator on H 2 .
The next example subsumes the preceding one and its n-dimensional analogues [5] as well as the noncommutative versions [1, 7, 18, 24, 25] . This class of semigroups contains all groups, free unital semigroups, free abelian unital semigroups, finite unital semigroups, and it is closed under finite direct products, finite free products, and taking subsemigroups. Let X = 2 (S). We can represent elements of X as formal sums s∈S A s s. We define multiplication on X by the convolution product:
Note that the coefficient of s is defined since Finally, it is easily shown that multiplication is associative on sp(S). Hence we know that L = R and R = L.
If the semigroup S has an involution, i.e., an idempotent map τ : S → S such that τ (e) = e and τ (st) = τ (t)τ (s) for all s, t ∈ S, then the mapping T : X → X defined by
defines a unitary operator on X that satisfies the hypothesis of Theorem 5. Hence T LT −1 = R, which means that L and R are unitarily equivalent.
If S is a direct sum of n copies of the additive group of nonnegative integers, then X is H 2 of the n-polydisk D n and L = R = H ∞ (D n ) (the same proof as in Example 2). Moreover, as in Example 2, we easily see that every composition operator is of the form C ϕ , where ϕ : D n → D n is analytic. Again we get that H ∞ (D n ) is maximal abelian, and because it is semisimple, every local multiplier is a multiplier and every local composition operator is a composition operator, and every invertible unital multiplicative map is a composition operator (the invertibility is actually not needed).
In the case in which S is a group satisfying the ICC condition (the conjugacy class of each element other than the identity is infinite), L turns out to be the factor von Neumann algebra L S generated by the left regular representation of S and R turns out to be the factor von Neumann algebra R S generated by the right regular representation of S. In a later example we shall identify the cospace of X in this case. Note that the mapping τ (s) = s −1 is an involution on S, so, by Theorem 5, L and R are unitarily equivalent. If S is a free group, we can define another involution σ : S → S, where σ sends a word w 1 w 2 · · · w n−1 w n to w n w n−1 · · · w 2 w 1 . It follows from Theorem 5 that τ • σ extends to an invertible composition operator on X induced from automorphisms of L and R.
If S is the free unital semigroup with generators s 1 , . . . , s n , then X is the free semigroup space studied by Popescu, Davidson, Pitts, Kribs and others (see [1, 6, 7, 18, 24, 25] ), and L and R are the free semigroup algebras. These spaces are considered to be noncommutative versions of H 2 (D n ) and H ∞ (D n ) . Perhaps the cospace could be considered a noncommutative version of H 1 (D n ) . Not much is known about the left and right composition operators in this setting, although it is not hard to show that an inner automorphism α a : L → L, with a ∈ L, given by
induces a left composition operator on X if and only if a ∈ L 0 ∩ R 0 . We do know from Theorem 3 that every invertible unital multiplicative operator on X is both a right and left composition operator. However, unlike the commutative cases, we do not know if the invertibility assumption is necessary. The unital map on S that reverses the order of products extends to an idempotent unitary operator on X such that
Thus L is unitarily equivalent to R. Note that if S is a free group, then the map on S that reverses products of reduced words extends to another unitary operator that conjugates the von Neumann algebra L S and R S .
The next example consists of semigroups of a different sort considered in the preceding example. The spaces obtained include ones that come from the study of Dirichlet series, which are related to number theory. 
is finite. Suppose µ is a discrete measure on S such that, for every s ∈ S, 0 < µ({s}) < ∞. Suppose X = L p (µ) and define · by convolution, i.e.,
Since {(a, b) ∈ S × S : a · b = s} is finite, it is clear that, for each s ∈ S, there is an M s > 0 such that
Hence X has a cospace Y .
Suppose p = 2, S = N = {1, 2, 3, . . .} and · is multiplication. This class of examples contains the spaces of Dirichlet series considered in [2, 3, 9, 13, 21] . To see this let D be the set of all functions f (z) that can be represented by a Dirichlet series, i.e.,
which is precisely the convolution multiplication from the semigroup (S, ·). For a real number α define
(When α = 0, the sum starts at n = 1.) This is precisely L 2 (µ) where µ({n}) = (log n) α . It was proved in [13, 21] 
which is commutative and semisimple. Hence, for these Dirichlet spaces, every local composition operator is a composition operator, every unital invertible left-multiplicative operator is both a right and a left composition operator, and every local multiplier is a multiplier. We get other examples by taking any finitely generated unital subsemigroups of ([0, ∞), +) or (N, ·) . Similarly we can replace [0, ∞) or N with finite direct sums of these semigroups.
Remark 5.
If we allow the semigroup S to have a zero element 0 such that 0 · s = s · 0 = 0 for every s ∈ S, and if we drop the restrictions on {(a, b) ∈ S × S : a · b = 0}, then we can identify 0 with the zero vector in 2 (S) and still use convolution as multiplication. In this way, following the methods of the preceding example, we obtain a natural multiplier pair.
Note that if S is a semigroupoid with identity, i.e., the multiplication · is not always defined, but it is associative whenever possible, we can obtain a semigroup S by adjoining a zero element 0 and defining a · b = 0 whenever a · b was previously undefined. If the semigroup S satisfies either sup a,s∈S max card{b ∈ S : ab = s}, card{c ∈ S : ca = s} < ∞, or {(a, b) ∈ S × S : a · b = s} is finite for every s ∈ S for every s ∈ S, we can, use the ideas at the beginning of this remark to obtain a natural multiplier pair. As a special instance we obtain the free semigroupoid algebras of Kribs and Power [19, 20] , also studied by Kribs and Jury [15] , in which the space X is sort of a Fock space.
Here is another example from von Neumann algebras. For a general reference about von Neumann algebras we cite [16] . One nice property that M has is that every element a ∈ M has a (not unique) polar decomposition
with u a unitary operator in M. Following the famous GNS construction, we define an inner product on M by
We define a 2 = τ (a * a) and we denote the completion of M with respect to 2 by L 2 (M, τ ). Segal [26] has defined norms p on M and developed a noncommutative version of integration theory. We only want to consider 1 . We define
It is easy to see that
The inequality follows from the polar decomposition noted above (i.e., let v = u * ). The other inequality follows from the Cauchy-Schwartz inequality:
vu(a * a) We denote the completion of M with respect to the norm 1 by L 1 (M, τ ). Suppose {a n } is a sequence in M that is 2 -Cauchy and
Since { a n 2 } bounded, it follows that {a n } converges weakly in
, and it follows from ab 1 a 2 b 2 that multiplication on M extends to a multiplication on
Composition operators have not been studied much in this setting. Note, however, that if α: M → M is a unital * -endomorphism, then
since τ is the unique tracial state on M [16] . It follows that C α : M → M is a 2 -isometry and C α is an isometry on
If α is a * -automorphism, then C α is unitary and
α . Thus every * -automorphism on M is conjugation with respect to a unitary left composition operator. Since M is a von Neumann algebra, M is the norm-closed linear span of its projections, so it follows from Theorem 2 that every bounded local left multiplier on X is a left multiplier.
The mapping A → A * is a conjugate-linear idempotent isometry on L 2 (M, τ ) that reverses products. Hence, by Theorem 5 we see that the mapping L A → R A * is a conjugate-linear isomorphism between L and R, i.e., between M and M .
We return to function theory for our next example. p ( ). This gives us a multiplier pair and X has a cospace. It follows that H ∞ ( ) acts as a maximal abelian algebra of operators on X. Again the left composition operators on X will be the classical composition operators arising from analytic maps ϕ : → . Since H ∞ ( ) is semisimple, it follows that every local multiplication is a multiplication and every local composition operator is a composition operator. Moreover every unital invertible bounded multiplicative map on X is a composition operator.
Our next example comes from the study of strictly cyclic algebras. Another way to look at this formula is by letting g = ph, and writinĝ
It is clear that this formula does not always yield a bounded operator on H 2 . For example, if ϕ(z) = −z and h(z) = 1 − z, then we havê
which is not extendable to a bounded operator on H 2 (D).
When C a is bounded, we have
which is a weighted composition operator. Thus questions of compactness change (see [4] ).
Hence we see that by changing the cyclic vector h, the composition operator induced by analytic self-maps of the disk change dramatically.
Although our generalized notion of composition operator seems natural in many of the examples, the set of operators that can be realized as a left composition operator is vast. To see this we look the finite-dimensional case. Proof. Suppose · is a multiplication on C n with some norm . Since L 0 is dense in C n , we must have L 0 = C n . Hence L 0 = R 0 = X = Y = C n . We can assume e = (1, 0, . . . , 0). Suppose α : L 0 → L 0 is a unital endomorphism. Then α : C n → C n and α(e) = e. We wish to show that the Jordan block corresponding to the eigenvalue 1 and the vector e must be 1×1. To do this it is enough to show that there is no vector f such that (α − 1)(f ) = e. This would say that α(f ) = f + e. However, by considering the spectrum, we have
which is impossible. Next let {e o , e 1 , . . . , e n−1 } be an orthonormal basis for C n , and define a multiplication · on C n so that e 0 is a multiplicative identity and e j · e k = 0 whenever Hence, by a result of Herrero [14] , the norm closure of the set of all operators that can be represented as a composition operator is precisely the set of operators whose spectrum contains 1.
Questions and comments
We conclude with a few questions and comments.
5. In which of the examples in the preceding section is it true that every left-multiplicative unital operator T on X is a left composition operator (without assuming T is invertible)? For which examples is it true that all local multipliers are multipliers? 6. If a multiplier pair has the property that every unital left multiplicative operator is a left composition operator, then it easily follows that the set of left composition operators is closed in the strong operator topology. Is this conclusion true anyway? What is the strong operator closure of the set of left (or right) composition operators?
