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ABSTRACT

This thesis documents a new approach to assess the aerodynamics of complex fluid dynamic systems using modern assessment methods associated with computational fluid dynamics (CFD). The
method is developed to extract novel and additional insight in the context of a higher-fidelity modeling tool. Although the methods are based on classical control volume techniques balancing fluid
momentum and energy, the approach uses the detailed data provided by CFD to expand on it. Classical methods typically use a fixing control volume defined at simple control surfaces, whereas this
assessment method utilizes CFD to provide complex integrals on the control surfaces and uses this
to evaluate multiple control volumes to track fluid momentum and energy. The approach refines
the aerodynamic quantification and can dramatically expand upon a singular, convenient control
volume. The benefit of the proposed methodology is demonstrated by tackling three challenges in
aero and hydrodynamics from CFD. These problems include: 1) decoupling induced from profile
drag on a wing in CFD, 2) identifying the aerodynamics contributions of a multiphase aerodynamic
system, and 3) separating energy components of oscillating and heaving hydrofoils. Overall, the
results from the new method indicated the validity of the method and novel quantification useful
for aerodynamic designs.

iii

To my mother...I wouldn’t be here without you.

iv

ACKNOWLEDGMENTS

First, I’d like to thank my advisor, Dr. Michael Kinzel, for his investment into my academic
success. His knowledge of fluid dynamics, constructive feedback, and overall support were crucial
for the development of this work. I would also like to thank the DOD SMART Scholarship for
providing the opportunity to pursue this research.
Throughout my academic journey I have had the blessing of meeting some wonderful folks. From
supporting colleagues to friends outside of academia, these friendships were crucial to my success.
To my colleagues Wayne, Renato, Kajetan, Yigit, and Sylvain - thank you for your keeping my
time at the lab enjoyable. To my friends Jason, Jake, David, Madigan, Zach, and Christian - thank
you for keeping my spirits high.

v

TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

CHAPTER 1: INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

CHAPTER 2: LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . .

4

Energy Balances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4

Measuring Induced Drag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5

Undulating Propulsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

CHAPTER 3: METHODOLOGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Mathematical Formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Example of SEC applied to a propeller . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Classical Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
SMC/SEC Variant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

CHAPTER 4: INDUCED DRAG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
vi

Example Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Adjusted Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Discussion of Wake Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Assessments of Induced Drag Predictions . . . . . . . . . . . . . . . . . . . . . . . . . 33
Variations in Aspect Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Variations in Taper Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

CHAPTER 5: SPRAYED LIQUID FLAPS . . . . . . . . . . . . . . . . . . . . . . . . . 40
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Modified Conservation Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Decomposing Thrust and Profile Drag . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Isolating Induced Drag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

CHAPTER 6: UNDULATING PROPULSION . . . . . . . . . . . . . . . . . . . . . . . 57
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Method verification: MMS Benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Axial Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
vii

Mixed Axial and Unsteady Vertical Forces . . . . . . . . . . . . . . . . . . . . . . 63
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

CHAPTER 7: CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

APPENDIX A: COMPUTATIONAL FLUID DYNAMICS: MODELS AND EQUATIONS

85

APPENDIX B: COMPUTATIONAL FLUID DYNAMICS: BENCHMARKS AND VALIDATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Sprayed Liquid Flap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
Jet Interaction using Cross-flow Experiments . . . . . . . . . . . . . . . . . . . . 90
Gas-Phase Jet Flap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Heaving and Pitching Foils . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

APPENDIX C: OVERVIEW OF SPRAYED LIQUID FLAPS . . . . . . . . . . . . . . . . 97
Two-dimensional Airfoil Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Three-dimensional Investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

viii

Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

LIST OF REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

ix

LIST OF FIGURES

3.1

Diagram of an example control volume approach in a CFD simulation . . . . 11

3.2

Conventional control volume used in propeller assessments . . . . . . . . . . 15

3.3

Modified control volume approach used in SMC and SEC assesments . . . . 19

4.1

Variation of fluid energy and momentum drag coefficients for a wing of infinite span . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.2

Comparison of finite and infinite wing energy-based drag coefficient distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.3

Comparison between momentum and energy-based drag coefficient . . . . . 26

4.4

Corrected energy balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.5

Fluid energy variation in the wake . . . . . . . . . . . . . . . . . . . . . . . 31

4.6

Q-Criterion color mapped with energy equation . . . . . . . . . . . . . . . . 32

4.7

Drag coefficient decomposition for various aspect ratios . . . . . . . . . . . . 34

4.8

Variation of CDi with CL for various aspect ratios . . . . . . . . . . . . . . . 35

4.9

Variation of CDi with CL for various taper ratios . . . . . . . . . . . . . . . . 36

4.10

Mesh refinement study focused on span-wise efficiency factor

4.11

CFD predictions of span-wise efficiency factors for varying taper ratios . . . 37

x

. . . . . . . . 37

5.1

Depiction of CFD domain utilized to study the Sprayed Liquid Flap . . . . . 43

5.2

Comparison of unflapped NACA 0012 vs a NACA 0012 equipped with an SLF 44

5.3

Momentum balance of SLF . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.4

Energy balance of SLF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.5

Adjustment of SEC assessment to include subscale dissipation of liquid droplets. 47

5.6

Expanded view of Fig. 5.5 focusing on x/c = 1 to x/c = 20 . . . . . . . . . 49

5.7

Grid refinement study of CF . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.8

Complete SEC and SMC assessments describing momentum transfer and en-

′

ergy consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.9

Identification of missing downwash term, Eqn. 4.4 . . . . . . . . . . . . . . 52

5.10

Validation of Eqn. 5.11 applies to finite wings . . . . . . . . . . . . . . . . . 54

5.11

Example of how SEC assessment can be utilized to asses SLF aerodynamics
using classical metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.1

Comparison of the Axial force evaluated from the SEC and SMC assessments. This case represents the MMS of a pure axial force. . . . . . . . . . . 60

6.2

Mesh Independence Study for MMS cases . . . . . . . . . . . . . . . . . . . 61

6.3

Comparison of the axial force evaluated from the SMC and SEC assessments.
This case represents the MMS of a pure axial force. . . . . . . . . . . . . . . 63

xi

6.4

Discrete energy of the flow given by MMS for a pure axial force. . . . . . . . 64

6.5

Comparison of axial forces as a function of x using SEC, SMC, and analytic
input. Such MMS cases indicate a potential pitfall in the SEC method due to
the combined axial and normal force energy. . . . . . . . . . . . . . . . . . . 65

6.6

Contour plot of the energy at a snapshot from the MMS solution that includes
axial and normal forces. Note the wake of the source leaves impressions of
the oscillating nature of the normal force. . . . . . . . . . . . . . . . . . . . 66

6.7

Various evaluation methods of the forces. This case represents the MMS of a
pure axial force. Part (a) indicates that lift work is consistent with or without
drag. Part (b) compares the analytic result (WM¯M S ) to the lift work which
has a dissipative character into the wake along (ϕloss ) that also needs to be
considered. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.8

Computational model utilized in simulating heaving and pitching hydrofoils.
Four snapshots show trajectory of hydrofoil over one period along with relevant kinematic parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.9

Snapshot of heaving and pitching foil (St = 0.212, αmax = 40o , h0 = 7.5 cm).
Thrust coefficient is plotted vs non-dimensional time in the bottom right. . . . 72

6.10

Chord-wise SMC and SEC assessments for viscous and inviscid flow conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.11

Assessment of energy budget for two heaving and pitching hydrofoils . . . . 74

6.12

Comparison of η and η . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

′

xii

6.13

Assessment of body drag using SEC . . . . . . . . . . . . . . . . . . . . . . 79

6.14

Assessment of self-propelling hydrofoils . . . . . . . . . . . . . . . . . . . . 79

B.1

Diagram representing numerical benchmark . . . . . . . . . . . . . . . . . . 91

B.2

Comparison of spray structure between DMP and Hybrid model. Hybrid
model is transparently shown over DMP solution. . . . . . . . . . . . . . . . 92

B.3

Rendering of DMP liquid volume fraction with streamlines colored by freestream
velocity magnitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

B.4

Results of validation study. Part (a) indicates mesh convergence at x = 0.00025m.
Part (b) figure compares DMP solver against and Hybrid-lagrange model. . . 93

B.5

Display of surface pressure distribution predicted by CFD (using 2D URANS
and 3D DES) with those measured by experiment . . . . . . . . . . . . . . . 94

B.6

Assessment of CFD for predicting carangiform hydrodynamics. Part (a)
highlights converging numerical error and part (b) details agreement between
numerics and experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

C.1

Sketch of CFD model and boundary conditions for SLF . . . . . . . . . . . . 100

C.2

Results of two-dimensional parametric studies . . . . . . . . . . . . . . . . . 101

C.3

Lift vs drag coefficient as a function of Cj . . . . . . . . . . . . . . . . . . . 101

C.4

Streamlines colored by velocity magnitude over airfoil with active SLF . . . . 102

xiii

C.5

Pressure distribution over SLF as a function of non-dimensional chord and
non-dimensional thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

C.6

Image showing streamlines over SLF wingtip . . . . . . . . . . . . . . . . . 104

C.7

Close-up view of leading edge and wing-tip showing the tip-vortex interaction with the atomized liquid jet . . . . . . . . . . . . . . . . . . . . . . . . 105

C.8

Comparison of sectional lift coefficient between SLF and plain foil . . . . . . 106

C.9

Comparison of CFD and LLT . . . . . . . . . . . . . . . . . . . . . . . . . . 107

C.10

Contour-lines of flowrate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

C.11

Comparison of vortex system for wings with matching lift coefficients . . . . 110

xiv

LIST OF TABLES

6.1

Numerical domain properties . . . . . . . . . . . . . . . . . . . . . . . . . . 61

C.1

Variables for the investigated cases . . . . . . . . . . . . . . . . . . . . . . . 99

xv

CHAPTER 1: INTRODUCTION

In vehicle design involving fluid dynamics, engineers rely on measuring forces to quantitatively
evaluate technology. Historically, engineers have aimed to develop methodologies for predicting
fluid dynamic forces in order to make design decisions. In lieu of solving the Navier Stokes equations using Computational Fluid Dynamics (CFD), simplifications to the Navier Stokes equations
and theoretical approaches are considered to reduce computational time. These approaches work
well for problems whose fluid forces can be decoupled (i.e. vortex-induced drag and skin-friction
drag) and superimposed. In some instances, theoretical models are limited and thus CFD must be
used. In these instances, the solution of the conservation equations yields a force which can be
used as said metric. Unfortunately, the principles of superimposition are handled implicitly and
are not readily available to the engineer. An example of this is the drag on finite wing predicted by
CFD, which will not readily provide separated information on viscous and inviscid forces.
Theoretical approaches provide methods for gaining insight into mechanisms of force generation at
a lower cost while allowing the engineer to separate independent force mechanisms. For example,
consider the lifting-line model proposed by Prandtl to model the downwash caused by a finite wing.
This solution is computationally inexpensive yet provides a relationship between lift distribution
and wing planform shape that is the basis for many aerodynamic models. LLT can be combined
with viscous models to provide an estimate of the total drag for the finite wing. Here we define
theoretical modeling to encompass the assembly and simultaneous solution of simplified models.
Theoretical modeling explicitly handles the superposition of forces. In the context of searching
for a global optimum, theoretical modeling is limited as the parameters that can be modified are
governed by the complexity of models utilized. This suggests that a true optimum can potentially
never be reached. So, while the computational cost is significantly reduced, so is the envelop of
validity.
1

Conversely, the solution of first-principal conservation equations through CFD can be used to
encompasses the entire operational envelope. However, CFD accomplishes this at the cost of
increased computational time (assuming satisfactory levels of numerical uncertainty). While the
computational cost of CFD can be quite high, the solutions can be rich in information unlike
solutions given by theoretical modeling. CFD solutions offer detailed information of the entire
flow field which can be used to gain further insight. Unfortunately, the problem mentioned earlier
still applies here; CFD predicts coupled forces and handles the superimposition implicitly. While
there have been successful approaches to separating forces, the methodologies are all applicationspecific and are difficult to extrapolate to other engineering problems.
There appears to be a gap in the analysis methodology between 1) theoretical modeling which
provides separate information on superimposed forces but are limited in range and 2) CFD which
encompass the entire range but implicitly handles the superimposition. This research proposes to
bridge this gap through novel assessment methodologies relevant to data-rich, CFD solutions. The
overarching hypothesis of the effort is that CFD solution details can be interrogated to provide
additional insight to the fluid dynamics, the primary insight being the separation of implicitly
superimposed forces. This insight is accomplished using momentum and energy budgets in using
flow fields predicted by CFD. As a result, this methodology allows CFD results to be probed in a
matter akin to theoretical modeling method, while simultaneously avoiding the limitations of those
modeling methods.
Our derived methodology is comprised of control volume (CV) analyses which allow for spatial
conservation of the energy and momentum equations. These are referred to as spatial energy conservation (SEC) and spatial momentum conservation (SMC) assessments. To date, this methodology has been successfully applied on the previous example of induced drag. By assessing the
energy and momentum budgets in the flow field, viscous and induced drag were separated. The
hypothesis will continue to be evaluated using two additional engineering problems: undulating
2

propulsion sprayed liquid flaps. These topics are used to demonstrate the application of this novel
methodology in two ways: 1) decomposition of coupled forces and 2) novel insights to fluid dynamics.

3

CHAPTER 2: LITERATURE REVIEW

This section provides a review of relevant information to the subject of this dissertation. Section 1
details previous applications of the conservation of energy. Sections 2 and 3 provide information
on the selected cases to be examined using SEC and how SEC aims to improve each field.

Energy Balances

There is a long history of utilizing energy equation aerodynamics, however, it appears to be mostly
limited to early theoretical development. The evaluation of the energy equation to extract insight
from CFD for aerodynamic losses is much less studied and is partially developed. Consider the
example of the propeller – although forces are estimated by conducting a momentum balance, the
momentum rise in the wake is also captured by the energy rise at the propeller disk. Hence, it is
proposed that using a combination of the momentum and energy equations, additional insight into
aerodynamic systems can be found.
Drela [1] explored balancing power sources and sinks in attempt to provide clearer drag decomposition’s of aircraft. Drela utilized control volume assessments of mechanical energy to account
for individual energy loss (and generation) to study complex, interacting flows which yield convoluted results when analyze using the conservation of momentum. His findings were applied to
integrated propulsion systems, such as boundary layer ingested propulsion. In problems like these,
conventional momentum balances struggle to locate where drag (or thrust) are being generated and
hence additional tools are required. Sato [2] later expanded Drela’s approach in his dissertation.
Sato applied the power balance method to create an analytic model for profile drag estimation and
study the performance of blended wing bodies which utilized boundary layer ingested propulsion.

4

Andersson et al. [3] investigated conducting energy balance for analyzing ship propulsion, specifically the interaction between the propulsion and the hull. This is another type of problem involving
a tight-coupled system. The propeller induces flow, a byproduct of its propulsion, which modifies
the boundary layer of the ship, hence modifying the ships drag. Like the boundary layer ingestion
problem, a conventional momentum balance provides confounding results and requires additional
help, in this case from an energy balance, to be useful in designing hull shapes. Andersson found
that an energy balance can reveal a true optimum since all energy sources and sinks were tracked.
The key point in using an energy balance is the fact that its results are less confounding compared
to a momentum balance. When considering a momentum balance, examining the sign of the force
(i.e. thrust vs drag) is not sufficient to estimate a loss term. In fact, there are additional fluid dynamic mechanisms which need to be considered to provide a clear description of the performance
of certain fluid dynamic technology.

Measuring Induced Drag

Potential flow methods serve as an excellent, computationally inexpensive option for estimating
induced drag effects. These range from low order analytical models such as Prandtl’s Lifting Line
Theory [4], lifting surface methods, to Vortex Lattice Methods [5, 6]. These methods provide
fidelities to address how shed vorticity interacts with the circulation about lifting surfaces and
enables the calculation of induced effects. These methods are also coupled to integral-boundarylayer solvers [7, 8, 9] to solve for the corresponding adjusted profile drag and provide an estimate
to the total drag distribution. A key attribute to potential flow methods is its foundation upon
elementary functions that can be superimposed, which enables the direct assessment of induced
and profile drag.

5

Navier-Stokes-based CFD methods directly include induced-drag contributions, but identifying
each component is not straightforward due to the underlying formulation approach. One estimation
approach utilizes CFD under inviscid approximations where the net body force should be equal to
the induced drag and, in the context of inviscid assumptions, provides an estimate of the inviscid
drag behavior [10]. The present method outlined by Phillips [10] requires two simulations; one
simulation requires inviscid assumptions to estimate the induced drag while the second solves
the problem with viscous assumptions and by default provides one force which is composed of
viscous and inviscid drag. Secondly, this is only an approximation to the behavior of the induced
drag as the effects of the viscous conditions are neglected. Finally, solving the Euler equations also
requires added dissipation terms [11] as the Euler equations do not naturally possess dissipation
terms like the Navier Stokes equations do. This modeled dissipation possesses the capability to
incur numerical error into the inviscid analysis.
Novel approaches on estimating individual drag contributions have stemmed from early experimental work by Betz [12], Jones [13], and Maskell [14]. In their work, far-field wake survey methods were used to estimate the profile and induced drag coefficients in a control volume approach.
Using high-fidelity CFD simulations with well refined wake regions, it is possible to replicate these
approaches with accurate results [15, 16]. Destarac et al. [17] was able to conduct a thorough drag
de- composition by individually modeling each source of drag (i.e. viscous, wave, and induced
drag) using boundary and volume integrals. Cummings et al. [18] explored utilizing a momentum
balance in CFD for both the near and far-field to decompose drag. However, a downside to using
these approaches (in the context of CFD) is the requirement of a highly refined wake region. It is of
interest to alleviate this computational load by using a method that can estimate the individual drag
coefficients in a near-field approach. A recent investigation by Schmitz and Coder [19] found that
the static-pressure field can be decomposed into viscous and inviscid components. These results
were shown to align with Maskell’s theory for induced drag.

6

Undulating Propulsion

Early methods for predicting forces associated with undulating propulsion can be traced back
to the work done by Lighthill [20]. An outcome of this research was Elongated Body Theory
(EBT) which is based on the assumption that undulating propulsion is derived from reactive forces
between the fluid and local boundary. While this method can provide preliminary results on
momentum-based propulsion by use of the reactive theory, missing elements include considerations to the boundary layer and formulation of a wake structure. Improvements have been made
to EBT to capture the effects of viscosity. These models primarily combine potential flow with
boundary layer solves to account for viscous effects. Sánchez-Caja et al. [21] combined twodimensional thin profile theory with lifting line theory and accounted for unsteady effects using
Theodorsen’s function. Liu and Bose used a three-dimensional panel method to study the thrust
and power consumption of heaving and pitching wings. Moored [22] developed a relaxed-wake
three-dimensional panel method to model the hydrodynamics of a self-propelled marine system.
Cole [6] compared potential flow methods to higher-fidelity CFD for modeling heaving and pitching foils. Unfortunately, the accuracy of these methods decay when flow separation is present.
Higher fidelity methods, which resolve the separated flow, have also been used to study marine
propulsion. Thekkethil [23] utilized CFD to study the differences in wake-pattern between a rigid
heaving and pitching hydrofoil and a morphing swimmer. Chung [24] studied the problem using a
fluid-structure-interaction model which combined a finite-volume method to a structural dynamics
code. Zhang [25] used CFD to optimize a mechanically driving undulating fin. Tian [26] utilized
CFD to design a control system to be used for a fully morphing swimmer. Xiao [27] studies the
interaction between a periodic von karman vortex wake and morphing swimmer to gain insight
into how schools of fish improve their swimming efficiency. Torre et al. [28] investigated surface
roughness with aims to examine boundary layer interactions and their effects on downstream thrust
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production. These studies have found that CFD is an adequate tool at measuring body forces and
predicting the ambient flow.
A key gap in the field of undulating propulsion is that of measuring efficiency. In cruise, the
time-averaged force on a swimmer is zero. This makes it challenging to measure efficiency, the
produced power over the consumed power,

η=

Pout
CT U ∞
=
,
Pin
CP

(2.1)

as the thrust coefficient, CT , is zero. One alternative to this was proposes by Martens [29] who
derived a quasi-propulsive efficiency which uses the rigid body drag, Fr ,

ηQP =

Fr U∞
.
Pin

(2.2)

This definition is akin to a ”mile-per-gallon” definition of efficiency. The key gap in this definition
of efficiency is that it does not provide insight to the effects of the propulsive mode (i.e. frequency,
amplitude). In order to improve efficiency metrics, efforts have been made to decompose thrust
and drag.
Gibouin [30] use experiments to build a model for thrust and drag. This process involved measuring: 1) the thrust produced by various swimming kinematics while U∞ = 0 and 2) measuring
the drag coefficient for various, static body positions of the dynamic motion while U∞ ̸= 0. This
provided a model for the thrust and drag coefficient which could be used to measure efficiency.
Bale [31] explored decoupling thrust and drag for anguilliform swimmers in a similar approach.
Bale utilized numerical simulations to investigate thrust and drag on ribbon fish. Borazjani [32]
decomposed thrust and drag by integrating pressure and shear forces on the body based on sign.
8

Depending on whether the integral of pressure and shear where positive or negative, these values
would correspond to thrust or drag, respectively.
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CHAPTER 3: METHODOLOGY

Mathematical Formulations

The overall hypothesis of this research centers around utilizing complex CVs that are not normally
considered. These variable CVs are constructed to better quantify and characterize aerodynamic
flows. Consider the example of a finite wing which is being simulated using CFD, Fig. 3.1. Using
classical CV methods, an ideal CV selection would use the inlet, outlet, and symmetry planes of
the numerical simulation. The use of the symmetry planes simplifies the analysis as no momentum
or energy fluxes are present through those boundaries. A variable control volume expands on
this CV assessments by providing information on how momentum and energy change spatially.
This is accomplished through the interrogation of the CFD solution. The variable aspect of the
control volume fixes the inlet control surface while evaluating control surface outlets across various
cross-sectional planes within the computational domain. The cross-sectional plane crosses through
the body of interest (on-body assessments) as well as the wake (off-body). Discrete evaluations
of the momentum and energy on these variable control volumes enable spatial analysis of the
integral effects on the fluid momentum and energy. They will be referred to as spatial momentum
conservation (SMC) and spatial energy conservation (SEC). When utilizing this method with true
far-field boundary conditions, the approach must also include the energy flux in/out of the domain.
The momentum equation used in conjunction with the control volume analysis is listed as follows

δ
δt

ZZZ

ρV⃗ dV +

ZZ

ρ(V⃗ · ⃗n)dA = −

ZZ

ZZZ
p⃗ndA +

ZZ
ρ⃗g +

⃗τ¯ · ⃗ndA + F⃗

The unsteady term and gravitational term are discarded leaving the following equation.
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(3.1)

Kinzel edit

Symmetry Plane

Pressure Outlet

𝑥

𝐶𝑆(𝑥)

Velocity Inlet
𝐶𝑆(𝑥)

𝑐0
𝑏

No-Slip

Sample (adaptable)
Control Volume
𝑐𝑡

Figure 3.1: Diagram of an example control volume approach in a CFD simulation

ZZ

ρ(V⃗ · ⃗n)dA = −

ZZ

ZZ
p⃗ndA +

⃗τ¯ · ⃗ndA + F⃗

(3.2)

This can be further reduced by neglecting the viscous term. In general, measuring this term is
difficult and requires a specific control volume selection. in classical control volume assessments
this term is left as an unknown and solved for via other terms in the momentum balance. Hence,
the force vector, F⃗ , can be expressed as

F⃗ =

ZZ

ρ(V⃗ · ⃗n) +

ZZ
p⃗ndA.

(3.3)

The momentum equation is written in the standard convention for measuring drag (defined as the
force acting opposes to the freestream velocity vector) as follows
11

ZZ

ρ(V∞ − Vx )(V⃗ · ⃗n) + (p∞ − p)⃗ndA

D(x) =

(3.4)

CS(x)

The subscript CS(x) signifies a surface integral on the variable outlet. The drag can then be normalized using

CD =

D

.
1
ρV∞2 S
2

(3.5)

The energy equation is listed as

ZZZ
Q̇ − Ẇs +

δ
ρ⃗g · V⃗ =
δt

ZZZ

1
ρ(e + V⃗ · V⃗ )dV +
2

ZZ
ρ(e +

p 1⃗ ⃗ ⃗
+ V · V )(V · ⃗n)dA (3.6)
ρ 2

which, in words, states that sum of the internal heat flux, shaft work, and gravitational body forces
is equal to the instantaneous change of total energy in the CV and the flux of total enthalpy out of
the CV [33]. The energy equation can be further simplified by assuming constant internal energy
per mass, e, and zero heat-flux, Q̇, here

ZZ
−Ẇs =

p 1
ρ( + V⃗ · V⃗ )(V⃗ · ⃗n)dA
ρ 2

(3.7)

This simplification states that the shaft work is equal to the change in pressure work and kinetic
energy of the fluid. Under isothermal conditions, it is assumed that the internal energy per unit
mass, e, is constant in this analysis, hence, its net flux is zero. By assuming an isothermal flow,
the pressure changes will impact the enthalpy of the fluid; however, this purely becomes a function
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of pressure and density (where density is assumed to be constant). Even in the context of the
isothermal model, the energy equation must still be satisfied in the context of any control volume.
Although under isothermal conditions there is a decoupling of energy and state equations from
momentum and mass, the energy equation still must be satisfied and the present analysis exploits
this for deeper understanding. Hence, the energy equation is still applicable and is applied in
conventional aerodynamics, for example, a propeller in an incompressible flow [34, 35]. Using our
CV, the energy equation is written in SEC form

ZZ
−Ẇs =

p 1
ρ( + V⃗ · V⃗ )(V⃗ · ⃗n)dA
ρ 2

(3.8)

This relation provides the relation between fluid energy flux evaluated on CS(x) and the total
work extracted within the control volume (CV). The work removed from the fluid energy can
be evaluated as being proportional to the fluid power. The energy reduction is a result of work
associated with the wing aerodynamics – this work term can be related to viscous dissipation or
the work required to form the tip vortex. In order to interpret the work term as a force, we use the
time-rate-of-change of work, or the power (input or output). In this case, since a steady simulation
is used, the time term is neglected yielding the following equation:

ZZ
−Ẇs =

1
( ρ(V∞2 − Vx2 ) + (p∞ − p))(V⃗ · ⃗n)dA
CS(x) 2

(3.9)

by relating a steady power consumption to a force and cruise velocity.

Ẇs = P = −F⃗ · V⃗
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(3.10)

Using Eqn. 3.10, the energy equation can be divided by the velocity vector to yeild a force vector.
In general, this velocity vector is replaced with the freestream velocity resulting in a scalar force
in the direction of drag. Hence drag can be extracted using

( 1 ρ(V∞2
CS(x) 2

RR
F (x) =

− Vx2 ) + (p∞ − p))(V⃗ · ⃗n)dA
V∞

(3.11)

This modified energy equation can be manipulated to provide a power and force coefficient using:

F

Cp =

,
1
ρV∞ S
2

CF =

.
1
ρV∞2 S
2

F

(3.12)

(3.13)

The numerical solutions used in our CV assessments are provided by a commercial CFD code,
Star-CCM+. The CFD model solves the Navier Stokes (NS) equations using the Finite Volume
Method. The CFD models rely on a SIMPLE-C algorithm to handle the pressure-coupling. When
modeling flows with turbulence, the Spalart-Allmaras (SA) turbulence model is utilized. Isothermal, constant-density flow is assumed for all application cases. For benchmarking efforts, a commercial potential flow code, XFLR5, which uses the Vortex Lattice Method.

Example of SEC applied to a propeller

An example of a fluid system which utilizes both the conservation of momentum and energy to
extract additional insight is a propeller. In this example, insights to propeller aerodynamics will be
derived using classical methods and followed by an application of the SEC methodology. These
14

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑉𝑜𝑙𝑢𝑚𝑒
𝑉0 , 𝑃0

Stream Tube

𝑉0 , 𝑃0

𝑅
𝑝 + Δp

𝑝
𝑇

𝑉1

𝑟

𝑉2 , 𝑃0

𝐴

Propeller Disk

𝑄ሶ 𝑖𝑛

Figure 3.2: Conventional control volume used in propeller assessments

following derivations are borrowed from McCormick [36] and shown in a simplified form to provide context for this discussion. In McCormick’s example the following assumptions are made:

• Viscous and induced effects are neglected
• Uniform thrust over entire propeller disk
• Pressure at control volume boundaries is equal to ambient static pressure
• The inlet and outlet planes of the control volume are far enough up- and downstream resulting in the stream tube being parallel with the axis.

Figure 3.2 shows a sketch of a cylindrical control volume of radius R drawn around a thrusting
propeller.
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Classical Approach

The thrust being generated by the propeller can be measured by evaluating the conservation of
momentum using the CV in Fig. 3.2

ZZ

ρVx (V⃗ · ⃗n)dA

T =

(3.14)

CV

which can reduced to

T = ṁ(V2 − V0 ).

(3.15)

With additional manipulation the useful power, Puse , can be measured using

Puse = T V0 .

(3.16)

At this point no more insight can be acquired. Here the energy equation can be introduced – it
provides an additional avenue to extract insights. In this propeller example, Bernoulli’s equations
(which is a simplified from of the energy equation) can be used to describe the change in pressure
along the stream tube (excluding the discontinuity at the propeller disk)

1
1
p0 + ρV02 = p1 + ρV12 ,
2
2

(3.17)

1
1
p0 + ρV22 = p1 + ρV12 + ∆p.
2
2

(3.18)
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With the addition of the energy equation, the velocity through the propeller can now be isolated

Vi =

V2 + V0
,
2

(3.19)

and an induced velocity, w, can be written as w = V1 − V0 . This discovery allows for the definition
of input power, Pi ,

Pi = T (V0 + w),

(3.20)

which measures the rise in kinetic energy of the flow due to the work done by the propeller. By
combining Eqns. 3.16 and 3.20 an efficiency can be defined as

η=

Puse
.
Pi

(3.21)

The addition of the energy equation increases the dimension of the problem. The conservation of
momentum is one equation which allows for the solution of one variable (in this case it is thrust).
Through strategic control volumes, the energy equation adds two more equations creating a system
of three equations. These equations can then be manipulated to identify two additional unknowns:
the velocity through the blade, V1 , and the input power, Pi .

SMC/SEC Variant

Now, consider assessing this problem using an SEC and SMC approach. Instead of fixing the size
of the control volume, variable control volumes are utilized to observe the spatial conservation
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of momentum and energy. This variable CV can be seen in Fig. 3.3. Next, by applying the
conservation of momentum and energy (reformulated into SMC/SEC form in Eqns. 3.4 and 3.11),
we can plot the variation of the power coefficient, CP , as a function of axial position, x. This plot
is shown underneath the variable CV in Fig. 3.3.
The nature of the SEC and SMC approach highlights the discrepancies between measured and
input power. The power coefficient measured by the momentum equation, which is determined
using P = T V0 , is lower than the power coefficient measured by the energy equation. This is consistent with the previous findings In essence, the classical assessment is recreated, albeit through
a different lens. The key variation between the classical approach and the SMC/SEC variant is
the additional insight provided by the variable control volume. In some engineering applications
where fluid dynamic insight is not fully understood, the spatial observation of momentum and energy budgets can be used to tease out unknowns. Rather than being at a loss for which control
volume to select, the SMC and SEC assessments provide a starting point.
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𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑉𝑜𝑙𝑢𝑚𝑒
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𝑥
Figure 3.3: Modified control volume approach used in SMC and SEC assesments
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CHAPTER 4: INDUCED DRAG

Introduction

It is of interest to engineers to identify individual contributions of drag to an arbitrary body because
specific design changes can be applied to lower these individual aerodynamic losses. A prime example of this is the finite wing which experiences a combination of viscous and inviscid drag.
These pressure and viscous forces can readily be computed from Computational Fluid Dynamics
(CFD) simulations at a discrete level, where surface integration provides the bulk aerodynamic
forces. In classical aerodynamics, it is conventional to decompose the two-dimensional, airfoil,
forces from the three-dimensional, induced, effects. However, in the context of CFD, such decoupling is non-trivial. This presents a gap for CFD simulations in an inability to isolate effects of
cross-sectional shape and planform shape that are critical in the design of wings. This study aims
to close that gap through a semi-analytical method to directly compute induced and profile drag
components on wings through viscous CFD simulations.
Navier-Stokes-based CFD methods directly include induced-drag contributions, but identifying
each component is not straightforward due to the underlying formulation approach. One estimation approach utilizes CFD under inviscid approximations where the net body force should be
equal to the induced drag and, in the context of inviscid assumptions, provides an estimate of the
inviscid drag behavior [10]. This particular approach is computationally inefficient as two individual simulations need to be completed and compared. The present method outlined by Phillips [10]
requires two simulations; one simulation requires inviscid assumptions to estimate the induced
drag while the second solves the problem with viscous assumptions and by default provides one
force which is composed of viscous and inviscid drag. Secondly, this is only an approximation
to the behavior of the induced drag as the effects of the viscous conditions are neglected. Finally,
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solving the Euler equations also requires added dissipation terms [11] as the Euler equations do not
naturally possess dissipation terms like the Navier Stokes equations do. This modeled dissipation
possesses the capability to incur numerical error into the inviscid analysis. Hence, it is of value to
explore the possibility of extracting both the profile and induced drag components from a single
viscous simulation to reduce computational cost and have an understanding of viscous effects on
the induced drag.
Within CFD, conventional models employ the coupled solutions of the mass, momentum, and
energy equations (and mass and momentum for incompressible flow). Forces are gathered either
by force integration or through control volume analysis using the momentum equations. When
using the momentum deficit, one determines the reactionary forces on an arbitrary body of interest.
The energy equation, however, is critical to these assessments and can provide additional insight.
Consider the example of the propeller – although forces are estimated by conducting a momentum
balance, the momentum rise in the wake is also captured by the energy rise at the propeller disk.
In the context of induced drag, the energy equation can also be utilized and it is hypothesized
that both the energy budget can directly elucidate induced drag and that the character aligns with
the flow redistribution in the tip vortices. Hence, it is proposed that using a combination of the
momentum and energy equations, additional insight into wing loading can be developed.
In the case of induced drag, control volume analysis can provide a variety of flow insights. The
induced drag is characterized by a reorganization of fluid momentum which results in an induced
velocity that creates lift-induced drag. The reorganization of this fluid momentum implies that
the energy equation has the potential to separate these effects from viscous losses. Through force
integration, computing by integrating local surface pressure and viscous forces demands integration over a closed body and cannot isolate induced from profile drag. The proposed methodology
is fundamentally different as it isolates profile drag using energy-equation-based control volume
assessments. The profile drag can be subtracted from the total drag (computed from pressure/shear
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integration) to elucidate the induced drag. Through this approach, we alleviate far-field resolution
requirements and isolate mesh resolution requirements to the near field. This paper approaches this
goal as follows. We initiate with the model formulation. We then develop a simple CFD model
to highlight the effectiveness of the derived methodology. This is followed by wing-shaped model
variations that span wing planform. The results are then compared to potential flow models.

Example Application

In order to verify that the application of the energy equation yields insight to induced drag, we first
start by conducting an SMC and SEC assessment throughout a computational domain containing
a wing of infinite span (or a 2D airfoil) in a control volume approach. The 2D airfoil used in the
simulation is an NACA 0012 which operates at a Reynolds number of 675,000 (based on chord
length, c) and a ten-degree angle of attack (α = 10◦ ). In Fig. 3.1 the cross-sectional planes
represent control surfaces that the momentum and energy equations are integrated using surface
integrals. This approach allows for the observation of spatially varying momentum and energy and
can be seen in Fig. 4.1. The plot indicates differences in the momentum and energy equation along
the free-stream axis.
In Fig. 4.1, the SEC and SMC assessments are evaluated and plotted in the context of a viscous
CFD solution for a wing with infinite span. The plot in Fig. 4.1 is a simplified version of Eqns. 3.4
and 3.11 - due to the two-dimensional simulation, an integral may be dropped in the control volume
approach. In the comparison between the SEC and SMC assessments in Fig. 4.1, it is apparent that
the different methods provide a different insight. The drag predicted from both methods are, as
expected, virtually equal to each other as x/c → ∞ (note that Cd represents the two-dimensional
drag coefficient). Such an observation verifies that the approach of utilizing the energy equation
to extract the drag is consistent with the momentum methods. Secondly, we highlight the distinct
22
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𝟏 × 𝟏𝟎𝟔

Figure 4.1: Variation of fluid energy and momentum drag coefficients for a wing of infinite span

characteristics of the two curves. The momentum equation captures reactionary forces on the
surface of the body. Hence, it provides a leading-edge suction force and the resulting negative drag
coefficient on the front sections of the airfoil, followed by positive drag components that develop
on the aft parts of the airfoil. The energy equation, conversely, displays the work done by the body
onto the fluid. Thus, its evaluation displays the overall gradual losses along the airfoil from shear
and pressure on the body. Hence, the SEC assessments eliminate the leading-edge suction force,
thus, enables a spatial evaluation of the drag coefficient. In conclusions from this plot, although
drag is predicted by both SMC and SEC the resulting profiles from the evaluations differ providing
the potential for deeper insight into the wing forces.
In order to evaluate induced drag using the energy approach, a finite wing is evaluated and com23
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Figure 4.2: Comparison of finite and infinite wing energy-based drag coefficient distribution

pared to results for the infinite wing (note: CD is used to represent the three-dimensional drag
coefficient). The finite wing has a rectangular planform with an aspect ratio of 10 while the free
stream conditions remain identical, where Re = 675, 000, α = 10◦ . The direct comparison uses
the SEC approach in Fig. 4.2 while there is an SEC comparison to the SMC approach for only the
finite wing in Fig. 4.3.
First consider a comparison between the infinite (2D) and finite wing (3D) cases in Fig. 4.2. In
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this comparison, one can observe a difference that is driven by the 3D effects associated with the
well understood vortical wake that drives induced drag. There is also a distinct trait for the finite
wing associated with the gradual rise in the drag coefficient downstream of the trailing edge. In
contrast, the infinite wing reached its loss associated with drag at the trailing edge. This additional,
off-body loss mechanism arising in the SEC assessment is associated with the work associated
with the work required to transition from shed vortex filaments to a tip vortex.
An additional observation from Fig. 4.2 is that the energy associated with drag for the finite wing
is less than that for the 2D configuration. Such an observation may be expected as suggested by
3D wing theory, implying that the 3D wing experiences an induced downwash and a resulting
reduction in the effective angle of attack. Such reductions imply reduced sectional profile drag.
In order to estimate this, we build on the previous observation from Fig. 4.1, i.e., that the energy
loss from the infinite wing at the airfoil trailing edge is equivalent to the total drag coefficient.
Continuing along this line of logic, the infinite wing is pitched down to match that the effective
angle of attack of the wing, under the assumption of a uniform downwash (consistent with an
elliptical wing, which is not the case studied). Such a test is used to evaluate if the profile drag of a
finite wing can be estimated using the energy loss from leading to trailing edge. The induced angle
of attack is calculated using

αi =

CL
πAR

(4.1)

and is subtracted from the geometric angle of attack to determine the effective angle of attack. As
observed in the 2D adjusted viscous theory case (in Fig. 4.2), the energy loss is nearly identical to
that of the finite wing at the trailing edge, or that
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CD0

2
=
ρV∞3 S




(V∞2 − V 2 )
⃗
+ (p∞ − p) V · ⃗n dA.
ρ
2
CS(x=T E)

Z Z

(4.2)

This result implies that the profile drag from the finite wing is well predicted using the evaluation
of the energy equation at the trailing edge.
Solving for CD_i

𝐶𝐷𝑖
𝐶𝐷0

-

Armed with this knowledge we can compare the
energy distribution to the momentum distribution and
extract terms.

-

As noted before, CD_i = CD – CD_0. This is shown in
the plot.

-

The CD_i,body term corresponds to the increased
body force which is caused by the adjusted lift vector.

𝐶𝐷𝑖,𝑤𝑎𝑘𝑒
𝐶𝐷

𝐶𝐷 𝑖 = 𝐶𝐷 𝑖,𝑏𝑜𝑑𝑦 + 𝐶𝐷𝑖,𝑤𝑎𝑘𝑒
-

CD_i,wake corresponds to the work required to turn
the fluid

Figure 4.3: Comparison between momentum and energy-based drag coefficient

In order to extract the induced drag coefficient, the finite wing is evaluated using SMC and SEC
assessments. The comparison is provided in Figure 4, where the various drag components are
highlighted. From the SMC assessment, the

x
c

→ ∞ result yields the overall drag component

(CD ). The SEC assessment, from the wing LE to TE, yields the profile drag coefficient of the wing
(CD0 ). The underlying deficit, i.e. CD − CD0 , yields the induced drag on the wing. Hence, we
are able to directly assess the induced drag provided we apply the SEC assessment on a control
volume spanning the LE and TE of the wing.
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Adjusted Formulation

In the context of the aforementioned observation, it can be observed that the x/c→∞ result from
the SEC assessment is not equal to the CD from the SMC assessment (Fig. 4.3). This disparity
demands additional attention and is associated with the fact that the energy balance (Eqn. 3.11)
does not account for the work associated with lift. As presented, Eqn. 3.11 accounts for both the
viscous and pressure work on the airfoil through drag. However, work also appears in terms of an
energy addition from lift being generated by the wing, which increases the energy such that the
blue line (Fig. 4.3) is shifted biased downwards relative to the red line. The overall energy budget
can be considered as an energy conversion process; where the lift is being generated (energy rise) at
the expense of drag-induced energy losses. The discussion of energy rises/losses refers to discrete
changes in the total energy in the fluid as calculated in the SEC drag assessment. Drag (both profile
and induced) are energy loss mechanisms and are independent from an energy rise associated with
lift. Thus, the overall energy budget in the SEC must also consider these mechanisms. The result
implies the observed delta occurring between the overall predictions of CD from the SMC and SEC
drag assessments.
In working with SEC, it is critical to quantify all forms of work. In order to consider the liftinduced work, an assumption extracted from wing theory is applied. It is assumed that the lifting
power is estimated as the product of lift and downwash (w), i.e.,

Py,lif t

1
= ρV∞2 S
2

Z

b/2

Cl (z)w(z)dz

(4.3)

−b/2

and is computed using results from the VLM solution. This lift-added power can be described
as an energy rise in the SEC assessment and is an error in the previous evaluation. In fact, this
term must be added to Eqn. 3.11 to complete the energy balance where, in the context of drag
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coefficient, is given as

CDy,lif t =

Plif t
.
1
ρV 3 S
2

(4.4)

The addition of this term to the energy budget is provided in Fig. 4.4, which corrects the deficit
between the SEC and SMC assessments. Note that the CDy,lif t term is, in reality, distributed along
the chord, however, here is added at the trailing edge leading to an immediate rise. This is preferred
as we want to retain energy associated with lift while simultaneously retaining our closed-form
solution of CD0 in Eqn. 4.2. It is assumed that the downwash initiates at the trailing edge and
is added there. Such an assumption is valid in the context of energy addition due to the fact that
the wing acts as a no-flux boundary. While the aerodynamic lift is being distributed over the wing
surface, the downwash caused by the vortex system is effectively zero up until the trailing edge.
Note how the final energy loss is now equal to the momentum yielded drag coefficient. This also
implies that CDi can now be explicitly solved for as follows

CDi

2
=
ρV∞3 S

"Z Z

#


Z b/2

(V∞2 − V 2 )
1
ρ
+ (p∞ − p) V⃗ · ⃗n dA + ρV∞2 S
Cl wdz
2
2
CS(x=T E)
−b/2
(4.5)
∞

or in a simplified form

CDi =


2 
C
−
C
.
D
D
i,wake
i,lif t
ρV∞3 S

(4.6)

In Eqn. (4.6) the first term in the bracket represents the work required to form the tip vortex
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Solving for CD_i

𝐿𝑖𝑓𝑡 𝑊𝑜𝑟𝑘

𝐶𝐷𝑖

𝐶𝐷𝑖,𝑤𝑎𝑘𝑒

𝐶𝐷0

𝐶𝐷

Figure 4.4: Corrected energy balance

throughout the wake and the second term is the power generated by the wing in the form of lift.
At this point, the utilization of the energy equation can be used independently of the momentum equations to decompose drag to viscous and inviscid components by conducting this energy
balance.
Overall, the method applies classical fluid dynamics principles to modern CFD to interpret wing
design. Conventionally, the net drag on a body, CD , can be computed through surface integration of
the pressure and shear forces. The first approach shows how the profile drag, CD0 , can be separated
from CD . Secondly, it can be reworked to provide a closed-form solution to calculate CDi . In the
context of mesh density, the application of Eqns. 4.2 may be more computationally efficient than
Eqn. 4.5 due to the fact that the wake must be well refined to calculate the final energy loss and
CDi . Equation 4.2 purely depends on a refined grid near the wing to calculate the pressure and
viscous work associated with the profile drag and allows for an implicit calculation of CDi . In this
study induced drag coefficient is calculated by solving the system of equations utilizing Eqn. 4.2
to close out the system.
The use of Eqn. 4.5 depends on utilizing the downwash velocity, w, which is not trivial to deter-
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mine using CFD exclusively. However, potential flow models serve as a viable and computationally
affordable method to be coupled with CFD to close out this issue. With respect to the present effort, it is important to note the purpose of Eqn. 4.5 is to evaluate the accuracy of this concept and
is used as supportive evidence.

Discussion of Wake Energy

An area of interest worth exploring is the application of an SEC assessment on an inviscid test
case. Consider the SEC inviscid to viscous comparison in Fig. 4.5 (a). The spatial variation
in the energy loss (in the terms of CD ) based on SEC assessments highlights insight on viscous
assessments. First, note that the energy loss between the viscous and inviscid solutions until near
the leading edge of the wing (x/c = 0.25) are nearly identical. This represents the wing applying
a work term to the fluid in terms of pressure. Moving downstream from the leading edge, the
inviscid CFD results divert from the viscous CFD due to the lack of viscous losses on the wing
surface. In the viscous case, the pressure and shear forces dominate the fluid losses in the region
between the leading and trailing edge. Compared to the viscous case, the energy loss in the inviscid
case between x/c = 0.25 and x/c = 1 seem to be non-existent. This is expected as the inviscid
simulation should be free of pressure and shear forces associated with profile drag. However, a
caveat appears - why does the fluid energy decrease at the leading edge for the inviscid case? This
discrepancy suggests that the inviscid case experiences energy losses along the foil boundary and
poses a contradiction. It is suspected that this discrepancy is related to numerical dissipation which
is causing the inviscid model to incorrectly record losses which represent profiled drag losses.
As one moves downstream from the trailing edge, the energy losses develop and are associated with
the formation of the wing-tip vortex. One interesting observation is that the viscous and inviscid
CFD profiles have an offset due to the discrepancy in viscous losses. Regardless, the energy
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Figure 4.5: Fluid energy variation in the wake

losses in the wake mirror each other. The observation implies that the physical loss mechanisms
in the wake are unaffected by losses upstream, which is consistent with potential flow theory and
common decoupling of viscous mechanisms. This leads to the hypothesis that the dominant energy
loss mechanism in the wakes is the formation of the wing-tip vortex.
To analyze the hypothesis that wake losses are associated with the reorganization of the flow into
a tip vortex, the results in Fig. 4.5 (a) are adjusted to highlight the energy losses aft of the trailing
edge. This is done by evaluating the viscous and inviscid energy losses concerning the trailing
edge. This approach isolates the energy losses in the wake and enables a comparison of the viscous
and inviscid wakes. Results of the wake comparison are presented in Fig. 4.5 (b).
The wake comparisons in Fig. 4.5 (b) indicate that the presence of viscous shear in the wake results
in only a subtle increase in energy loss. In fact, the slopes of both curves are nearly identical,
highlighting that the work associated with the tip vortex formation is only occurring in the near
wake. Due to the fact that the difference between the viscous and inviscid energy loss profiles is
nearly constant, this also suggests that the viscous wake does not have a continual viscous shear
loss term decreasing the fluid energy. If this were the case, the viscous energy loss profile would
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Figure 4.6: Q-Criterion color mapped with energy equation

continue to diverge from the inviscid one. The difference in the adjusted profiles is likely due to
numerical errors that increase with energy loss at the trailing edge. Ultimately, the inviscid problem
results in a re-organization of kinetic energy due to the induced flow. When viscosity is present, a
work term associated with friction is introduced which further affects the energy loss in the wake
(as well as in the viscous boundary layer). This can be seen in Fig. 4.5 (b) – here the difference in
energy loss within the wake is caused by fluid shearing which is not felt in the inviscid case. This
difference is relatively small (based on Fig. 4.5 (b) and suggests that the primary energy loss is
still an inviscid one (a re-organization of kinetic energy). The added shearing mechanism results
in a slight increase in induced-drag however the fact remains that there is a viscous component
associated with this drag in real flows though the driver for this is still an inviscid mechanism.
Figure 4.6 shows the formation of the tip vortex. Here Q-Criterion is used to capture the vortex
structure and is colored by the energy equation used in this study. The color map helps visualize the
increase in fluid energy - it is important to note that the energy equation is not integrated which is
why the fluid energy is increasing. The Q-Criterion is highlighting flow fields that are likely being
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accelerated due to the interaction with the wing and not showing the viscous losses happening
in the boundary layer or the surrounding flow. An increase in energy at the vortex is actually
representative of the wing applying work to the fluid which then formulates a tip-vortex and results
in a net energy loss. Due to the plotted energy not being the integrated energy, observed increases
in fluid energy can be balanced by another loss mechanism yet are not seen in this Q-Criterion
representation. This isosurface indicates the sharp energy loss associated with reorganizing the
flow to form the tip vortices. The effect is specifically noticeable in the color contours of total
energy on the tip vortices, where it can be observed that there is a quick decrease in total energy as
the vortex forms followed by a stabilization after it is formed.

Assessments of Induced Drag Predictions

Variations in Aspect Ratio

In this section, the energy approach is used to extract the induced drag coefficients for rectangular
wings with variations in aspect ratio (AR =

b2
S

with variations of 5, 10, and 20). The changes

in AR are achieved while maintaining a constant chord so that the chordal Reynolds number is
constant. Hence, span length (b) is varied. For completeness, the evaluations occur over a range
of angles of attack (α) from zero to ten degrees. Results from the present method are presented
and compared to predictions using a VLM (XFLR5 [37]) in Fig. 4.7 and 4.8. In general, it is clear
that there is good agreement between the present predictions of CDi for all AR. There appears
to be an increasing discrepancy in the prediction of CD0 with an increasing angle of attack that
amplifies with lower AR wings. Due to this incorrect prediction given by the energy equation,
the induced drag coefficient is over-predicted at larger angles of attack. Here it is important to
note that the global trend is predicted well predicted for the numerical fidelity used in this study.
Another worthy discussion point is the relationship between CDi and CL - based on Fig. 4.9 the
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Figure 4.7: Drag coefficient decomposition for various aspect ratios

trend is captured well over multiple angles of attack yet there are multiple outliers. These outliers
suggest that either multiple points are required to fit a trend to estimate the span-wise efficiency or
that further mesh refinement is required to capture a span-wise efficiency using one angle of attack.
The latter point on mesh refinement will be explored in further detail in the next section.

Variations in Taper Ratio

In this section, the variation of taper ratio for a fixed aspect ratio of ten is examined and compared
to theoretical calculations performed by McCormick [38] based on Eq. 4.7.
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Figure 4.8: Variation of CDi with CL for various aspect ratios

CDi =

CL2
(1 + δ)
ARπ

(4.7)

The tapered wings have a straight trailing edge to simplify the energy-based estimate of CD0 - it
was discovered that estimating CD0 for non-straight trailing edges was more convoluted due to
the ambiguous location of the “mean trailing edge.” The SEC prediction of CD0 assumes that the
energy post trailing edge is a function of induced effects - this proved difficult to locate for nonstraight trailing edges which is why all tapered wings in this study have a swept leading edge and
straight trailing edge.
Based on an earlier discussion it was found that a range of angles of attack would need to be
simulated to reach a better estimate of a span-wise efficiency. This was done for two wings of
constant aspect ratio with taper ratios of 1 and 0.5. The angle of attack was varied from zero to ten
degrees. CFD predictions were again compared to VLM predictions. The results can be observed
in Fig. 4.9 with CDi plotted on the y-axis and CL plotted on the x-axis. Note that even with a slight
delta between CFD and VLM predictions, the change in CDi and CDL due to taper modifications is
almost identical. This suggests that at a bare minimum the energy method can be used to capture
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Figure 4.9: Variation of CDi with CL for various taper ratios

span-wise efficiency by simulating multiple angles of attack.
The next step to refining this method is to utilize a single-point estimate of the span-wise efficiency.
In the previous section, it was observed that some outliers pose a threat to an accurate estimate of
the span-wise efficiency. To further understand this behavior a mesh refinement study is conducted.
The results of this study are shown in Fig. 4.10 where the cell base size is plotted on the x-axis and
the span-wise efficiency, δ, is plotted on the y-axis. This figure describes the predicted aerodynamic
as a function of computational mesh resolution. The aerodynamics are plotted as a reference base
size, or a representative cell size for each computational mesh. It is clearly seen that there is a
strong driver associated with span-wise efficiency and mesh refinement. This is most likely due
to inaccuracy in CL as that term is squared in Eqn. 4.7 and can cause large errors in predicting
span-wise efficiency.
With a better understanding of how the mesh quality affects the accuracy of span-wise efficiency,
single angles of attack will be utilized to predict span-wise efficiency for tapered wings. Two
wings of constant aspect ratio and with taper ratios of 0.5 and 0.25 are simulated at an attack of
five degrees. The results are compared to McCormick’s analytical Lifting Line Theory results in
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Figure 4.11: CFD predictions of span-wise efficiency factors for varying taper ratios

Fig. 4.11. The results show that CFD is capable of capturing changes in span-wise efficiency in a
similar manner to that of LLT however the exact magnitudes vary in error. For example, at a taper
ratio of 0.25 CFD significantly over-predicts the span-wise efficiency. Another notable point is the
early prediction of diminishing returns with respect to decreasing taper ratio. LLT predicts that
a taper ratio of 0.33 yields the smallest δ - while there are only three CFD predictions, the trend
points to a larger taper ratio which lends a minimum value of δ.

37

Conclusions

This study systematically evaluates drag from a CFD prediction using both momentum and energy
equations. The method uses this combination to separate the total drag coefficient into the profile
and induced drag components. It was shown that the energy equation provides a method to close
out a system of equations that directly identifies the induced drag. The application of this approach
provides a method to evaluate drag associated with wing planform shape. Evaluating this procedure
suggests that there are discrepancies between the final energy-drag and momentum drag. This
brings in a need to also include work added from the wing in the form of lift. An estimate for this
work was provided and balanced out the final energy. This estimate also allowed for the induced
drag coefficient to be explicitly solved for using only the energy equation. Thus, two methods were
shown to provide estimates of the induced drag coefficient.
The first form involves computing the profile drag by measuring the energy loss from leading to
the trailing edge of the wing. This profile drag is then subtracted from the total force which is a
function of both pressure and shear forces acting on the wing surface. Thus the induced drag is
calculated using CDi = CD − CD0 . The second form involves addressing the discrepancy between
the SMC and SEC assessments downstream in the wake by estimating the work generated by
the lifting wing. This is done by integrating the product of the sectional lift and downwash and
subtracting it from the SEC assessment at the trailing edge. This consideration allows for a closed
form solution of the induced drag without depending on the momentum equation.
The first form was utilized to estimate induced drag coefficients for various geometries. The induced drag coefficients were then calculated for three varying aspect ratios and a range of angles
of attack and were shown to have good agreement with predictions made by the Vortex Lattice
Method. The wing geometry was again modified to include variations in taper ratio. Instead of
only comparing CDi , the span-wise efficiency δ was used to tie in CL predictions and was com38

pared to Lifting Line Theory predictions made by McCormick. Results showed that CFD has the
capability to capture trends in δ but some uncertainty remains, primarily associated with estimates
in CD0 at lower taper ratios.
The implications of this study suggest that the use of the energy equation can be viable to separate various drag components, specifically, through estimating inviscid criteria using viscous CFD
simulations. While CFD-based design has can be costly, this method holds value in high-fidelity
simulations on aircraft at the end of the design stage. Furthermore, this method could be expanded
upon to identify viscous and inviscid forces in aircraft geometries that are non-trivial and difficult
to model using potential flow methods.
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CHAPTER 5: SPRAYED LIQUID FLAPS

Introduction

A Sprayed Liquid Flap (SLF) is a novel active flow control technology that uses atomized, highdensity liquids to modify lift and drag for an airfoil. This technology differs from conventional
blown- or jet-flap in that the high-velocity gas jet is replaced with a porous, atomized spray. Previous research efforts directed at the SLFs have been exploratory in nature and involved parametric
assessments of two-dimensional aerodynamics, attempts to model the three-dimensional aerodynamics using Lifting-Line-Theory, and CV assessment of the fluid momentum. The general consensus from these efforts is that there are multiple contributions to the total body force acting on the
airfoil and that the assessment of the SLF would benefit from a force-decomposition. SLFs are a
natural extension of the SEC approach from induced drag to display how the method can uniquely
characterize underlying interactions. In order to extend to this scenario, the SEC method must
consider secondary material phases and interphasic work. These two features demand extension of
the SEC to multiphase flows.
The application of SEC and SMC methodologies to the SLF demands framing the equations into
various force components with a focus on axial force. The axial force is broken into profile drag,
induced drag, and thrust created by the jet. This is expressed as:

CD = CD0 + CDi + CT .

(5.1)

The total body drag force components can be determined using either surface force integration
around the body or a momentum balance. This results in a system of equations comprised of one
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equation and 3 unknowns. Extending the SEC findings from studies of induced drag, we combine
the profile drag and thrust into a single term as follows

CD0 + CT = f (SEC).

(5.2)

This term can be calculated using the SEC control volume approach. Hence, the introduction of
Eqn. 5.2 creates a solvable system of equations comprising of two equations and two unknowns.

Modified Conservation Equations

Before exploring the application of Eqn. 3.11, the SEC and SMC approaches demand formulation
such that it encompasses multiphase flows. First consider the two-phase momentum equation for
drag given as

Z

ρg ϕg (Vg,∞ − Vg,x )(V⃗ · ⃗n) + (p∞ − p)dA

Dgas (x) =

(5.3)

CS(x)

and

Z
Dliquid (x) =

ρl ϕl (Vl,∞ − Vl,x )(V⃗ · ⃗n)dA

(5.4)

CS(x)

The total drag is given by the combined term given as

D(x) = Dgas (x) + Dliquid (x),
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(5.5)

Note that this multiphase CFD formulation shares the pressure terms between the phases, hence,
is only counted once in the gas phase momentum equation. The momentum equations can be
expressed in coefficient form as CD , CDg , and CDl using Eqn. 3.5.
Next, consider the phasic energy equations given for the gas phase as

R
F⃗gas (x) =

2
( 1 ρ(Vg,∞
CS(x) 2

− Vg2 ) + (p∞ − p))(V⃗g · ⃗n)dA
V⃗

,

(5.6)

for the liquid phase as

R
F⃗gas (x) =

2
( 1 ρ ϕ (Vl,∞
CS(x) 2 l l

− Vl2 ))(V⃗g · ⃗n)dA

V⃗

,

(5.7)

and in the overall state as

F (x) = Fgas (x) + Fliquid (x).

(5.8)

Note that the V⃗ term in Eqn. 5.6 and 5.7 corresponds to the freestream inlet velocity which is a
pure gas phase. The energy equations are similarly expressed in coefficient form as CF , CFg , and
CFl using Eqn. 3.13.
A depiction of the CFD model domain is provided in Fig. 5.1. The rectangular domain in Fig. 5.1
is X = 31.2m in length and Y = 20m in height. The airfoil, an NACA 0012 of c = 1m chord, is
located 10m downstream the inlet condition (relative to it’s leading edge), and it is centered in the
transverse direction. The diameter of the injection boundary, di , is c/20 or 0.05m. The airfoil angle
of attack, α, is 5 degrees. The free-stream boundary condition enforces a pure gas phase entering
the domain through the left border (inlet) with a constant normal velocity profile. The domain
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Figure 5.1: Depiction of CFD domain utilized to study the Sprayed Liquid Flap

outlet (right border) involves a mixture of gas and liquid phases leaving the domain. The outflow
condition is defined as a specified static pressure. The upper and lower surfaces are treated as inviscid walls.To model the SLF in three-dimensions, we expand on the two-dimensional model in Fig.
5.1 by extruding the airfoil and creating a wing of finite span with no taper. This three-dimensional
model has two variants: 1) a finite wing (FW) which allows for the development of a trailing vortex
system and 2) a wall-bounded (WB) wing which approximates two-dimensional flow. An aspect
ratio of ten is used for both variations. The boundary conditions are identical to those used in
the 2D model. For three-dimensional validation, the wall-bounded wing is benchmarked against
two-dimensional results (this is reported on in a future section).
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(a) Conventional NACA 0012

(b) NACA with active SLF

Figure 5.2: Comparison of unflapped NACA 0012 vs a NACA 0012 equipped with an SLF

Decomposing Thrust and Profile Drag

Figure 5.3 provides information on the axial force coefficient using the conservation of momentum.
Using the previously outlined SMC procedure, the axial force coefficient (y-axis) can be plotted as
a function of the non-dimensional chord (x-axis). Figure 5.3 is broken up into two plots: one that
details the change in momentum over the chord (Fig. 5.3 (a)) and the other detailing the change
of momentum downstream in the wake (Fig. 5.3 (b)). In contrast to the single-phase case in the
previous section, the fluid momentum is now a function of two individual material phases - these
are the gas and liquid phase momenta. Observe that the sum of the gas and liquid momentum is
constant past the trailing edge which is consistent with the conservation of momentum. While the
net momentum is constant in the wake, it is evident that an exchange of momentum between the
individual phases is occurring. The liquid phase momentum increases moving downstream into the
wake – this is due to the injected phase aligning itself with the freestream fluid ultimately resulting
in an excess of momentum downstream in the wake. This excess of momentum corresponds to a
thrust being generated by the liquid phase. The alignment process that the liquid phase undergoes
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(a) Snapshot of momentum balance from x/c = 1
to x/c = 20

(b) Snapshot of momentum balance from
x/c = 1 to x/c = 20

Figure 5.3: Momentum balance of SLF

corresponds to momentum lost by the gas phase. The gas phase (or freestream) trades its momentum to align the liquid phase and results in a momentum-deficit in the far wake region. This results
in increased drag associated with the gas phase. The sum of each phase’s momentum reveals a
similar result to prior assessments: the net momentum near the leading edge creates a suction peak
which decreases as x/c approaches unity at the trailing edge. Unlike the conventional airfoil, the
injection of liquid momentum by the SLF drives a stronger suction peak which ultimately reduces
the net drag coefficient.
Figure 5.4 provides information on the axial force coefficient using the conservation of energy.
As noted in the SEC procedure, the conservation of energy is used to show the accumulated drag
coefficient (y-axis) as a function of the non-dimensional chord (x-axis). Figure 5.4 is also broken
up into two plots detailing the changes in energy over the chord and in the far wake. In a similar
fashion to the last SMC assessment, each material phase has its energy tracked. The liquid phase
experiences a rise in energy (corresponding to a thrust coefficient) which corresponds to the alignment process. The gas phase does work on the liquid phase to accomplish this alignment. This
leads us to a glaring observation - the summation of energy in the far wake results in a drag coeffi-
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(a) Snapshot of energy balance from x/c = 1 to
x/c = 20

(b) Snapshot of energy balance from x/c = 1 to
x/c = 20

Figure 5.4: Energy balance of SLF

cient that is two orders of magnitude higher than that given by the conservation of momentum. To
resolve this, we make use of the fact that the two-phase coupling of the numerical model relies on
a drag coefficient. This drag coefficient represents a sub-scale dissipation event that is inherently
biasing the gas phase energy loss to be higher than that of the liquid phase. In essence, the axial
force coefficient in Fig 5.4 (b) is providing an accumulated force coefficient which is a function
of viscous losses in the boundary layer and sub-scale dissipation associated with the gas-liquid
interaction. In order to isolate the drag, this subscale dissipation needs to be subtracted.
The subscale dissipation coefficient, ψ, can be calculated as follows

R
ψ(x) =

CV (x)

l
ρg |Vr2 ||Vg |( 6ϕ
)CD dV
4D

1
ρ V2
2 g ∞

(5.9)

ψ represents the power consumption associated with the multiphase interaction and is an indicator
of the gaseous losses associated with the momentum exchange between the gas and liquid phase.
By subtracting ψ from the sum of gas and liquid energy, the losses associated with the viscous
boundary layer can be isolated and reveal the drag coefficient. This can be seen in Fig. 5.5 (a)
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(a) Corrected energy balance overlayed with the
momentum balance. Observe that the axial force
coefficient is identical using either an SMC or
SEC assesment.

(b) Adjustment of SEC assessment to include
subscale dissipation of liquid droplets.

Figure 5.5: Adjustment of SEC assessment to include subscale dissipation of liquid droplets.

– note that the adjusted energy matches the momentum at the trailing edge and can be used to
calculate the drag coefficient. This can be expressed using the following equation

2
CF =
ρV∞3 S
′



2
2
(Vl,∞
− Vl2 )
(Vg,∞
− Vg2 )
+ (p∞ − p) (V⃗g · ⃗n) + ρl ϕl
dA
ρ
2
2
cs( xc =1)
R
l
)CD dV
ρ |V 2 ||Vg |( 6ϕ
4D
CV ( xc =1) g r
−
.
1
ρ V2
2 g ∞

Z

(5.10)

This can be expressed in a simplified form using

′

CF = CFG,T E + CFL,T E − ψT E ,

(5.11)

where each term is calculated by selecting a control volume which uses the upstream inlet BC (x/c
= -∞) as the inlet and x/c = 1 as the outlet.
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To increase the confidence in this adjustment, we utilize a previously published dataset of twodimensional SLF simulations (Fig. C.2) to compare against. The comparison can be observed in a
parity plot shown in Fig. 5.5 (b). In Fig. 5.5 (b), the predicted drag coefficient (y-axis) is plotted
as a function of the actual drag coefficient (x-axis). The integrated surface forces are used as a
‘ground-truth’ to which the adjusted energy is compared. The conservation of momentum is also
provided for reference. The trend is replicated using the conservation of energy with an average
error of XX. This error is attributed to the integration error discussed in the methodology section
of this report. Aside from the error, the results of this comparison suggest that the body drag can
readily be calculated using the energy equation.
While using a CV which is bounded at the T.E. can yield the drag coefficient, larger CVs tell a
different story. Consider Fig. 5.6 which is an expansion of Fig 5.5 (a) and focuses on the change in
energy downstream in the wake. Observe that the drag coefficient predicted by the SEC assessment
begins to decrease and converges to a negative value (suggesting thrust) and has an error relative
to the SMC result. This result conflicts with previous findings involving single-phase flows over
2D airfoils. In the previous section, it was found that the energy remained constant signaling no
additional losses.
Our hypothesis is that the reported error is a function of numerical resolution. To clarify this, we
perform a grid refinement study using a CV bounded at the outlet. Hence, we aim to assess if the
SEC can capture the drag coefficient far downstream where the wake is highly diffused. The results
of this grid refinement study are shown in Fig 5.7. Figure 5.7 plots the axial force coefficient as a
function of average cell diameter and the results of the SMC assessment for reference – observe
that a converging behavior is present indicating a grid approaching a solution free of numerical
error. A Richardson Extrapolation, used for estimating the grid-independent solution, shows that
the SEC results are in fact sensitive to refinement int eh wake. Upon further investigation, it was
found that the ψ term was most sensitive to this refinement and was the main reason for creating
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Figure 5.6: Expanded view of Fig. 5.5 focusing on x/c = 1 to x/c = 20

an error between CD and CF in Fig. 5.6.
Using the Richardson Extrapolation, Fig. 5.6 can be updated to elicit novel findings. First, note that
the bias between CD and CF has been eliminated showing that the axial force coefficient measured
through SEC is constant in the wake – this is consistent with the two-dimensional results in the
previous section. Secondly, the axial force coefficient can now be separated into profile drag and
jet thrust. The profile drag can be calculated using

CD0 = CDG − ψ

(5.12)

Equation 5.12 states that the profile drag can be isolated by subtracting energy losses causes by
droplet interactions, from the total energy losses of the gas phase. Hence, profile drag is a function
of 1) the modified boundary layer caused by the change in circulation and 2) the downstream
energy losses caused by the gas interacting with the droplets. It can be reasoned that the modified
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′

Figure 5.7: Grid refinement study of CF

boundary layer primarily drives a viscous drag component while the droplet interaction drives a
pressure drag component. This can be seen in the behavior of CFG − ψ in Fig. 5.8 – note that
CFG − ψ continues to rise while CF remains constant. The rise in CFG − ψ is balanced by the
reduction in CFL which implies the liquid is gaining energy and momentum. Hence, the jet thrust
coefficient can be expressed as

CT = CF L ,

(5.13)

or that the thrust production comes at the expense of the gas-phase and drives pressure-based losses
on the foil.
The effects of airfoil geometry and its corresponding effects on the boundary layer can also be
independently studied using Eqn. 5.12. As the off body drag is driven by the liquid energy rise
associated with gas interaction, the summation of these terms provides insight to the viscous losses
offset by the jet thrust, Eqn. 5.13. If we assume that the energy rise of the liquid jet is not heavily
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with liquid interaction)

𝐶𝐷0
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dissipation)
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Ideal transfer of momentum to
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Figure 5.8: Complete SEC and SMC assessments describing momentum transfer and energy consumption

coupled to the boundary layer, the thrust caused by the jet would remain constant in the cases of
changing airfoil geometry. Hence, Eqn. 5.12 could be used as a metric to evaluate changes in drag
driven by the boundary layer. Consider an example where the NACA 0012 used in this study is
compared to a NACA 2412 which outfitted with an identical SLF configuration. The rise in liquid
energy for both airfoils will likely be the same. The energy drop associated with the gas interacting
with the particles will likewise also be the same. Hence, the summation of these two terms will
isolate the true profile drag coefficient and will show the difference in viscous drag between the
two foils.

Isolating Induced Drag

Now that the SEC assessment makes sense for the two-dimensional approximation, we can move
on to examine the finite wing case. In Section 1 we validated the SEC assessment by comparing
a two- and three-dimensional wing which generated the same lift. This showed that the SEC
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Figure 5.9: Identification of missing downwash term, Eqn. 4.4

assessment was able to isolate the profile drag, or more generally, two-dimensional drag. Under
this logic, we repeat the process for the SLF. The angle of attack of the finite wing is reduced to 2.5
degrees. For brevity these results are not shown as they mirror the behavior of the infinite wing in
Fig. 5.8. Instead consider Fig. 5.9 which shows an abbreviated form of the SEC assessment. Figure
5.9 compares the axial force coefficient as a function of non-dimensional chord using SEC and
SMC for the infinite and finite wing cases. We can see that at the TE, the SEC assessment reports
a drag coefficient that is nearly the drag of the infinite wing. After the TE, the drag coefficient
continues to rise before converging. The results align with the induced drag findings – the drag
coefficient recorded by SEC rises in the wake due to inviscid effects.
To complete the energy balance, the added lift work needs to be considered. In the previous section
it was identified that the SEC assessment does not capture the lift work being done by the wing and
thus requires an additional term to balance the energy budget. This was proven for a plain wing
without an active SLF using Eqn. 4.4 which estimated the lifting power by evaluating the product
of lift and downwash. In the case of an active SLF, it is not possible to calculate Eqn. 4.4 using a
VLM solution as it is not an accurate benchmark. To remedy this, we utilize Lifting Line Theory
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to calculate the downwash term for a plain wing generating the same lift coefficient as it’s SLF
counterpart. While not ideal, it provides a reasonable comparison and may be used to support the
SEC methodology. The evaluation of Eqn. 4.4 for plain wing yields a value of XX which when
added to CF in the far wake (Fig. 5.9) yields a net axial force coefficient of XX. This implies that
the induced drag can be explicitly solved for using:

′

CDi = CD − CF

(5.14)

In a similar manner to the previous induced drag example, to validate that the SEC measurement
of the 3D profile drag is consistent with the 2D body drag, CL -matched comparisons need to be
made. In the single-phase condition, this was done using analytic corrections. Due to the nature
of the SLF, this process cannot be replicated here - instead we perform parametric assessments by
changing the angle of attack for both 2D and 3D SLF models from zero to ten degrees. Using
this data, we can plot the drag coefficient (x-axis) using the SEC assessment as a function of the
lift coefficient (y-axis), Fig. 5.10. The 2D drag coefficient shown in Fig. 5.10 is consistent with
surface force integration. Observe that both 2D and 3d drag coefficients follow the same trend.
Note that the 3D drag coefficients are offset – this is a function of the effective angle of attack
caused by the trailing edge vortex system. This suggests that the SEC assessment applied to the
3D configuration is in fact capable of isolating the profile drag coefficient.
Using the SEC assessment, we can decompose the drag into viscous and inviscid components. This
can be observed in Fig. 5.11 (a) which plots each drag coefficient as a function of angle of attack.
Figure 5.11 (b) plots the induced drag coefficient as a function of lift coefficient for the SLF case
and an identical, plain wing – note that the trend of the induced drag is similar to that of the plain
wing. By strategically applying our CV methodology, we are capable of assessing the SLF in the
context of conventional aerodynamic terms.
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Figure 5.10: Validation of Eqn. 5.11 applies to finite wings

(a) Total, profile, and induced drag as a function
of angle of attack

(b) Induced drag as a function of lift coefficient

Figure 5.11: Example of how SEC assessment can be utilized to asses SLF aerodynamics using
classical metrics

Conclusions

This study expanded on the previous induced drag example by considering airfoils and wings
equipped with the novel Sprayed Liquid Flap. The addition of SLFs required the momentum and
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energy balance equations to be modified such that the gas and liquid phases could be tracked independently. The findings further reinforced that a standard momentum balance, even when modified
to track each phase, was not sufficient to decompose the drag into profile and induced components
and identify the thrust generated by the injected liquid. Ultimately, the energy equation needed to
be incorporated into the assessment to extract the quantities of interest.
A dissipation term relating to the drag of liquid particles, natural to the two-phase numerical
model, was required to complete the energy balance. Its incorporation into the energy balance
was shown to yield a closed form solution for profile drag for a finite wing, and was validated
with a 2D-parametric study. It was observed that this dissipation term was sensitive to numerical
error, especially downstream in the wake where the numerical mesh was under resolved. Using a
grid convergence study along with a Richardson Extrapolation, this numerical error was resolved
for the under-refined wake regions. This Richardson Extrapolation revealed that profile drag and
thrust coefficient were innately related - as the energy of the liquid increased do to acceleration by
the freestream, the profile drag correspondingly increases until both values converge in the wake.
′

Ultimately, a new definition of body drag, CF was used to describe the summation of the increased
′

profile drag and thrust caused by the liquid spray. CF represents the two-dimensional drag and acts
in place CD0 when examining finite wings.
′

Using the novel definition of profile drag, CF , the analysis was expanded to focus on finite wings.
As was previously discovered in the previous chapter, a downwash term needs to be estimated in
order to complete an energy balance for a finite wing. for a conventional finite wing without an
SLF, this can be accomplished with the aid of a potential flow code. At this point, the downwash
has not been estimated for the SLF-equipped wing and hence a close formed equation for induced
′

drag is not yet available, However, an implicit equation was derived: CDi = CD − CF - this
equation subtracts the profile drag from the total drag. This approach was validated by measuring
′

CF for finite and infinite wings across a range of angles of attack. The trends agreed suggesting
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that the induced drag could in fact be measured using the implicit approach.
The implications of this study further support that the use of the energy equation can be viable to
estimating inviscid criteria using viscous CFD simulations. While CFD can be costly, it is highly
useful in investigating novel technology without support of physical experiments as is the case of
the SLF.
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CHAPTER 6: UNDULATING PROPULSION

Introduction

Engineered propulsion systems are often driven by rotational devices such as propellers. Fish and
other marine animals propel through deforming and/or oscillating their bodies are known to be
efficient and quiet [39]. Although the underlying flow is complex and unsteady, the benefits drive
interest to understand and engineer these methods of propulsion. Unfortunately, quantification
of these processes are challenged due complexities in quantifying the underlying aerodynamics.
One specific challenge is the coupled behavior of output (thrust) and inefficiencies (drag) [31, 40]
which ultimately drives a challenge in quantifying propulsive efficiency. Whereas conventional
propulsive efficiency is defined by the ratio of propulsive work to shaft work, measuring propulsive
work of self-propelling bodies remains ambivalent due to the issue of decoupling thrust and drag
[41, 29].
Previous approaches to decouple thrust and drag are inherently approximate and complex. In
general, the modern approach can be separated into two methods. The first approach elucidates the
loads experimentally from various snapshots during the event [30]. Thrust is measured by setting
the freestream velocity to zero and modifying the swimming kinematics. Drag is measured for
multiple, static body positions while the freestream velocity is kept constant. The combination of
these thrust and drag measurements create a model for the axial forces of a swimming fish. The
second approach involves the use of several numerical simulations for approximation [32, 22, 42].
Simulations are conducted using viscous and inviscid assumptions to separate axial forces. The
key gaps are both the complexity in decoupling propulsive from resistive loads in a system along
with the resulting uncertainty. As a result, new methods are needed to assess the hydrodynamics.
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Control volumes (CV) assessments are a common approach to measure fluid dynamic forces when
assessing fluid systems [36, 43]. Aside from measuring forces, control volume assessments also
pose the capability to examine the transport of momentum and energy fosters understanding of
these systems. Unlike the conservation of momentum, which provides insight to reactionary forces,
the conservation of energy provides information on body forces as a function of fluid dynamic
losses. Balancing energy provides a less ambiguous description of body forces relative to the conservation of momentum [1, 3]. Although most convention suggests the results should be identical,
the authors recently published results [44] indicating that strategic assessments provide the ability
to isolate forces (such as separating induced drag from profile drag). The use of the energy equation to examine body forces has already been examined for steady fluid systems; however, less
is known of the energy equation regarding unsteady systems. This effort seeks to expand the use
of control volume assessments by investigating the energy equation for measuring time-dependent
forces.
This novel assessment methodology has several challenges. They two key challenges are characterized as: 1) CV assessments require extensive knowledge of the flow field and 2) the hypothesized
CV assessment requires verification. It is proposed that CV assessments combined with the detailed information provided from Computational Fluid Dynamics (CFD) can provide closure for
both challenges. To address the issue of verification, we formulate an analytic model by prescribing momentum source terms in a fashion akin the Method of Manufactured Solutions (MMS)
[45, 46]. This analytic result model the resolved dynamic geometry, simplifies its subsequent grid
refinement, and enables direct verification of the processes. Hence, CV assessments of the energy
equation are performed on a verified result within CFD.
The results from the analytic model are then used to assess the proposed methodology. Using
comparisons of the momentum and energy equations we find that the work associated with oscillatory lift can be isolated from drag to help focus the efficiency metrics. This hypothesis is evaluated
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using heaving and pitching, thrusting hydrofoils that are proposed as a proxy relevant to more complex scenarios such as fish. The basis of this evaluation is formed with respect to the experiments
of Read et al. [47] and corresponding CFD results from Cole et al. [6]. Using these benchmarked
CFD, the CV methodology is explored in the context of a complex scenario.
This paper develops a proposed CV methodology to refine propulsive efficiency relevant to undulating/heaving lifting surfaces. The effort first develops the control volume approach along with a
description of a method to derive more complex measures of propulsion efficiency. The analytic
model is then assessed using the energy equation in an attempt to decouple axial forces and isolate
energy losses associated with lift. The CV assessment is then repeated for a resolved heaving and
pitching foil undergoing self-propulsion. Using the developed methodology, the effort proposes a
novel efficiency metric relevant to propulsive forces.

Method verification: MMS Benchmark

In this section, the SMC and SEC assessments are applied when using prescribed source terms
in the momentum equation. Such an approach enables an MMS-style verification of the insight
gathered from SMC and SEC approaches. MMS is utilized to verify the CV approach, rather than
code verification, by specifying momentum sources in the momentum equation solved in the CFD
model through body force terms, i.e., Fi . For simplicity, these momentum sources take the form of
a trigonometric functions such as the following:

Fi (x) = Asin(2πx/c)cos(ωt)

(6.1)

This momentum source is analytically integrated to provide a spatially dependent force to which
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Figure 6.1: Comparison of the Axial force evaluated from the SEC and SMC assessments. This
case represents the MMS of a pure axial force.

the findings of the CV assessments can be verified, which can provide guidance for extension to
more complex systems. These benchmarks are introduced in increasing complexity by increasing
the direction of the loads to highlight the attributes of the method.
The numerical domain used to verify the approach is provided in Fig. 6.1. The model prescribes the
velocity at the inlet and pressure at the outlet. At the upper and lower boundaries, symmetry planes
are used. The geometric and ambient fluid properties are provided in Table 6.1. The momentum
source is centered in the transverse direction and is located 1 m downstream of the inlet.
To quantify the numerical uncertainty associated with grid density, a grid-refinement study was
conducted. The results of this refinement are shown in Fig. 6.2. Fig. 6.2 plots the axial body
force (y-axis) as a function of the non-dimensional chord (x-axis). Note that with increasing grid
density, the solution begins to converge and match the analytic prescribed result. Based on this
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Table 6.1: Numerical domain properties

Parameter
ρ
ν
w
l
wms
lms
dms
Vinlet

Value Units
1000 kg/m3
0.001 P a · s
1
m
6
m
0.012
m
0.1
m
1
m
1
m/s

Figure 6.2: Mesh Independence Study for MMS cases

study, a grid with a discretization length scale of 0.005 m was considered sufficiently refined and
utilized for consequential CFD simulations.
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Axial Force

First consider the simplest case of adding a force in 1-D (within a 2D flow solution) that includes
a region of losses and thrust yielding self-propulsion. In this assessment the force is steady and
purely a function of the x-axis

Fx (x) = −1000(

N
2πx
)
)sin(
m2
c

(6.2)

This model attempts to represent the forces experienced by an undulating swimmer. This is a
simplified assumption to the local body forces of the foil – in fact, there must also be a periodic
lift force generated by a marine swimmer, but this is neglected for now. The model suggests that
the swimmer undergoes some drag generation from the leading-edge until the mid-chord at which
point thrust has begun to be generated. The objective is to extract this analytic solution using the
SMC and SEC assessment.
Figure 6.3 plots a comparison of the force from the leading edge to axial distance obtained from
the analytic, SMC, and SEC approaches. In Fig. 3, the discrete body force (y-axis) is plotted as
a function of the non-dimensional chord (x-axis). Note that the general behavior of the analytic
solution is captured and that the SEC/SMC results have a maximum error of 3.5%. This similarity
between SMC and SEC suggests that the work done by the momentum source is directly proportional to the resultant body force suggesting that there are no other energy losses. Hence, the
SMC and SEC assessments can be used to separate the local body forces. The assertion is verified
through comparison to the analytic solution.
A corresponding snapshot of the solution is presented in Fig. 6.4. In Fig. 6.4, the momentum
source is outlined using a dashed line and the flow is colored by the discrete fluid energy. This
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• Mx = -1000 (N/m^2) *sin(x/c*2pi)
• Energy and x-momentum give same result
• In this case we see energy/velocity (input power) directly matches force in system since
there are no other losses
• Small deviation from analytic solution

Negative slope
indicates thrust

Positive slope
indicates drag

Figure 6.3: Comparison of the axial force evaluated from the SMC and SEC assessments. This
case represents the MMS of a pure axial force.

color maps aids in interpreting the change in energy shown in Fig. 6.3. The sinusoidal behavior of
Fx (x) can be seen within the dashed outline: the fluid energy first decreases to its minimum (dark
blue region) before returning back to near-ambient conditions at x/c=1. Note that the wake directly
behind the hypothetical swimmer (dark red region) has the highest energy in the entire flow but is
balanced by energy losses (yellow region) above and below. This is likely dependent on the shear
layer between the wake and freestream. For reference the ambient energy is 500 kg·sˆ(-3) which
suggests that wake, which looks like it has additional energy added to the flow, is close to ambient
energy conditions.

Mixed Axial and Unsteady Vertical Forces

The scenario with axial forces can be expanded to also include an unsteady lift similar to undulating
propulsion configurations. To represent such undulating propulsors, the resulting body forces are
described as:
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Figure 6.4: Discrete energy of the flow given by MMS for a pure axial force.

Fx (x) = −1000(

2πx
N
)sin(
)
2
m
c

(6.3)

N
)cos(5t)
m2

(6.4)

Fy (x) = 10, 000(

Results from this case are processed and depicted in Fig. 6.5 to compare an SMC and SEC assessment. Figure 6.5 plots the axial body forces (y-axis) as a function of non-dimensional chord
(x-axis). Note that the x-axis now ranges from x/c = 0 to x/c = 5 to emphasize energy character
downstream in the wake. The first notable difference from the 1-D (previous) benchmark is a significant discrepancy between energy (SEC) and momentum (SMC) evaluations. Both approaches
provide a similar trend, yet the energy equation indicates an increased force near the mid-chord
point as well as an excess force in the wake. The origin of such a difference is physical and is asso-
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Figure 6.5: Comparison of axial forces as a function of x using SEC, SMC, and analytic input.
Such MMS cases indicate a potential pitfall in the SEC method due to the combined axial and
normal force energy.

ciated with the scalar property of the SEC method which has an energy source (or sinks) from both
the axial and normal forces. The specific difference here is the SEC accounts for the normal force
energy. This differs from the previous example, where the energy and momentum were identical
which is a result of the 1-D force scenario.
The corresponding energy in the flow is displayed at a snapshot in Fig. 6.6 (similar fashion to
Fig. 6.4). The momentum source is again outlined with the dashed line and the flow is colored
by the discrete fluid energy. Observe the unsteadiness of the flow caused by the unsteady vertical
force. The wake experiences periodic packets of lower and higher energy (relative to freestream
conditions) in a similar pattern to a von Kârmân vortex wake. This is comparable to the von
Kârmân vortex wake of undulating swimmers and supports previous claims that the periodic vortex
wake is a function of unsteady lift [cite]. The time-averaged SEC assessments reveal that the
discrepancy in energy is likely a function of the added lift.
A key concept that we emphasize is that the x and y-momentum equations are decoupled, while
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Figure 6.6: Contour plot of the energy at a snapshot from the MMS solution that includes axial
and normal forces. Note the wake of the source leaves impressions of the oscillating nature of the
normal force.

the energy equation is a scalar and lift- and drag-associated energies are combined in the SEC
method. It is hypothesized that, through manipulation of the SEC and SMC results, lift work can
be isolated. This is accomplished by realizing that SEC provides the rise in energy (∆Ē) due to
work associated with lift (∆W̄Lif t ) and drag (∆W̄Drag ). Since the SMC model provides the drag,
we can directly extract the lift results from the SEC as follows:





V∞ 
∆ĒL = ∆Ē − ∆W̄Drag = F̄⃗   − D̄V∞ = SEC − SM C
w̄
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(6.5)

It may not be obvious; however, the time-averaged momentum equation does not yield lift as it
is zero (recall, the average normal force is zero). Hence, it is possible to compute work associate
from lift.
To validate this hypothesis, the mixed force benchmark is repeated while setting Fx to zero to
ensure that all work is solely input through periodic normal forces. Results from the evaluation are
shown in Fig. 6.7 (a), which plots the rise in power versus the axial position (x, that aligns with the
flow) normalized by the hypothetical chord length. The results indicate that the measured power
is identical to the implicit measurement (Wlif t ) and verifies that the lift-work can be separated
from axial-work in the SEC assessment. The proposed method therefore provides a path to predict
energy losses associated with diverting flow to the lift-direction.
The assessment is extended to compare the measured energy using SEC against the work being
done by the momentum source. This comparison should reveal any losses occurring in the system.
To compute the axial variation of work done by the momentum source, a spatially dependent
volume integral can is performed as

Rt
W̄M M S =

0

WM M S (x)dt
=
t

Z Z

¯ ¯
F⃗ · V⃗ dV.

(6.6)

CV (x)

This spatially dependent equation is akin to the SMC and SEC approach in that it uses the variable
control volume, CV (x), to perform the volume integral. Figure 6.7 (b) plots this cumulative work
(WM M S ) along with the measured lift-power (Wlif t ). At the trailing edge, the accumulated work
has reached its final value and remains constant. It is observed that the two curves are not identical
implying an underlying prediction deficit (ϕloss ) as

ϕloss = W̄M M S − W̄lif t
67

(6.7)

(a) Dissipation of lift energy (ϕloss )

(b) Dissipation of lift energy (ϕloss )

Figure 6.7: Various evaluation methods of the forces. This case represents the MMS of a pure
axial force. Part (a) indicates that lift work is consistent with or without drag. Part (b) compares
the analytic result (WM¯M S ) to the lift work which has a dissipative character into the wake along
(ϕloss ) that also needs to be considered.

The character of ϕloss is plotted in Fig. 6.7 (b), which indicates a continuous rise from the leading
edge until the outlet of the numerical domain (solid black line). It is hypothesized that this is a
power-induced loss mechanism that is ultimately the main driver of losses in this MMS configuration.
The underlying mechanism of the lift-associated losses is of specific interest. The injection of ymomentum interacts with the freestream flow causing a mixing-effect which is likely the primary
driver of the losses in Fig. 6.7 (b). In order to assess such behavior involving an oscillating
propulsor, the losses using conventional methods do not allow for the lift losses to be decoupled
from drag losses. The proposed approach, however, suggests a novel path to isolate lift loses from
losses associated with axial forces. Specifically, it is argued that the drag loses can be identified
as being the discrepancy between the input energy (or shaft work) and the measured flow energy.
Considering this approach, the following section develops a methodology to identify lift-based
losses.
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Figure 6.8: Computational model utilized in simulating heaving and pitching hydrofoils. Four
snapshots show trajectory of hydrofoil over one period along with relevant kinematic parameters.

Results

Findings from the previous section are applied to a heaving/pitching geometry relevant to hydrodynamic propulsion of marine animals. The present effort studies results from previous work [6]
that benchmarked CFD results to experiments from Read et al. [47]. The work indicated good
correlation of CFD predictions to the experimental measurements, hence, provides a reasonable
data set to expand upon beyond the previous MMS scenario. The objective here is to apply the
SMC and SEC assessments to those heaving and pitching hydrofoils and study their results with
respect to various thrust, drag, and lift values. The results will also be used to quantify efficiency
in terms of losses that include true losses as well as energy from adding force to non-propulsive
directions.
The experiments conducted by Read et al. [47] involve a heaving and pitching wing with endplates to approximate two-dimensional flow. The wing used an NACA 0012 airfoil and was pitched
and heaved about the 1/3 chord point within a tow-tank with a fixed tow-speed of 0.4 m/s. The
conditions corresponded to a Reynolds number of 40,000 and variable Strouhal numbers, St, that
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characterize the periodic, heaving motion

St =

4πh0 ω
U

(6.8)

Here h0 , is the heave amplitude, ω, is the heaving frequency, and U, is the towing velocity. The
foil height, h, and pitch angle, θ, is varied as a function of time and are characterized using

h(t) = h0 sin(ωt)

(6.9)

θ(t) = θ0 sin(ωt + ψ)

(6.10)

Here θ0 , represents the maximum pitch angle and ψ represents a phase lag between the heaving
and pitching motion. In the experiments, a 90-degree phase lag was used. The geometric angle of
attack, α, and maximum angle of attack, αmax , can be solved for using the induced velocity of the
heaving motion

α(t) = −arctan(

ḣ(t)
) = θ(t)
U

αmax = θ0 − πSt

The average thrust coefficient, Ct , is calculated using
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(6.11)

(6.12)

F¯x′
Ct = 1 2
ρU c
2

(6.13)

The hydrofoil chord length is c and F¯x′ is the time-averaged axial force per unit span. The power
coefficient, Cp , is given as

Cp =

P¯′
1
ρU 3 c
2

(6.14)

′

Where P̄ is the time-averaged power and corresponds to the input energy into the system. Additional details can be found in Read et al.17. Details of the CFD models, correlation to the
experiments, and the relevant mesh independence study are documented in Cole et al.18.
Consider a specific case that is very near self-propulsion (i.e., mean axial force coefficient is zero).
Approximate self-propulsion was observed to occur at a St = 0.212 , αmax value of 40 degrees,
and h0 = 7.5 cm. For this case, the CFD model predicted a mean thrust coefficient, Ct , of 0.0238. Figure 6.9 shows a contour of the normalized fluid energy along with a plot of thrust
coefficient (y-axis) as a function of non-dimensional time (x-axis). Note that the behavior of the
thrust coefficient is not similar to the previous axial force model-that is it indicates irregularities
and cannot be represented by a simple periodic function. These irregularities are associated with
flow separation. In the zoom-in, flow separation is observed on the lower surface of the foil. This
periodic flow separation prevents a quasi-steady thrust generation, and furthermore, highlights the
added complexity of examining a dynamic body over the previous simplified cases.
It is important to reiterate that we have moved from an analytic function (MMS) to a physical (and
dynamic) geometry which creates the difficult scenario of separating thrust from drag. The SMC
and SEC assessment for this heaving/oscillating case are provided in Fig. 6.10 which plots Ct
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Figure 6.9: Snapshot of heaving and pitching foil (St = 0.212, αmax = 40o , h0 = 7.5 cm). Thrust
coefficient is plotted vs non-dimensional time in the bottom right.

versus x/c. The SMC results for the dynamic hydrofoil suggest that there is a thrust force on the
first 90 of the chord followed by drag. Unlike the analytic results, the SMC results cannot be relied
upon to break apart thrust and drag as there is no direct validation. The SMC results, therefore,
are inconclusive. Next, consider the SEC assessment which is conducted to extract the losses.
Note that there are two models, a viscous and inviscid model, which is utilized to understand loss
mechanisms. Based on Fig. 10, it can be observed that the measured fluid energy from the inviscid
flow model matches the input work, i.e.,

δW = δWL + δWT
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(6.15)

𝐶𝑑
Inviscid SEC matches
input energy

Viscous SEC biased
from input energy

Positive slope
indicates thrust

Negative slope
indicates drag

Figure 6.10: Chord-wise SMC and SEC assessments for viscous and inviscid flow conditions.

Such a result involves a model that minimizes the profile losses (with the exception of artificial
viscosity), hence, suggests that the work added by lift and thrust balances with the input work
which is the expected result. In the context of the viscous solution, a discrepancy is observed,
which is argued to be dominated by the energy losses associated with drag, i.e.,

δWD = δW − (δWL + δWT )

(6.16)

In addition, while in self-propulsion, the work associated with thrust and drag are balanced (or
δWD = -δWT ). Hence, the energy budget suggests that the remaining work must be the work
associated with lift that can be recovered from the SEC assessment (see Fig. 6.10). Such an energy
accounting can be manipulated to shed insight on the separating thrust from drag. At this point, we
hypothesize that insights to the body drag are contained within the discrepancy between the input
work (Cp ) and can be measured through the fluid energy using an SEC assessment.
In order to evaluate the hypothesis, the predicted efficiency at the trailing edge is compared to
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Figure 6.11: Assessment of energy budget for two heaving and pitching hydrofoils

downstream values in the wake. The expectation is that all energy associated with lift will dissipate
leaving the work associated with the mean force to be remain in the wake. If efficiency is calculated
at this point in the flow, it will essentially be identical to the measurements taken in Read et al.
- a ratio of the thrust coefficient to the input power. This assessment is reported in Fig. 6.11.
Figure 6.11 displays assessments through both SEC and SMC for two swimming configurations:
one in self-propulsion (previous case) and an additional case generating a thrust coefficient of 1
(St = 0.43, αmax = 40o ). Figure 10 also displays a corresponding set of velocity profiles measured
downstream in the wake. These velocity profiles show the time-averaged axial velocity normalized
by the freestream, (Vx /V∞ ), as a function of the normalized height, y/c.
Observe that the measured energy dissipates far down-stream in the wake and matches with the
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time-averaged x-momentum result. The corresponding velocity profiles indicate a dissipative process implying that the excess measured energy at the trailing edge is directly proportional to the
lift work, CpL ) of the system. Essentially, measuring the efficiency far down-stream in the wake
is identical to taking the ratio of thrust coefficient to power coefficient. Based on this evidence,
Fig. 6.10 can be manipulated to reveal the profile drag coefficient of the body. The body drag
coefficient is calculated by measuring the difference between the shaft work and fluid energy at the
trailing edge

Cd = Cp − Cp T E .

(6.17)

CpT E is the energy measured at the trailing edge as given by the SEC assessment, Cp is the power
coefficient measured using integral body forces, and Cd is the isolated drag coefficient of the body.
Note that this drag coefficient has a corresponding, identical thrust coefficient. Thus, when the
time-averaged body force is measured, the corresponding force coefficient can be manipulated to
solve for the total thrust coefficient

Ct′ = Ct + Cd .

(6.18)

′

Essentially, Ct is the total thrusting force that is being generated using a specific foil motion.

Discussion

In the context of efficiency and ultimately energy budgets, the lift-, thrust-, and drag-induced shaft
work need to be tracked to quantify the design effectiveness of various mechanisms. For this
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reason, the discrepancies between the energy at the trailing edge and the shaft work are used as an
indicator of the mechanical losses of the system. Along these lines, we propose:

• Drag losses and can provide insight onto the drag incurred by the motion and profile shape.
• Energy added through lift is a dissipative process that occurs downstream of the trailing edge
and is not a propulsive force.
• The energy flux evaluated at the trailing edge is key to provide insight associated with the
lift-induced energy.

Based on these observations, it is proposed to evaluate several efficiencies. Specifically, there is a
global efficiency that endures losses associated with profile drag (pure loss mechanisms) combined
with losses by redirected force in an unintended direction (i.e., lift-direction losses). Hence there
are two ways to consider efficiency:

1. Global Efficiency: Defined by the ratio of the mechanical losses to the shaft work

η′ =

C′
T hrustEnergy
= t
M echanicalP owerIntoSystem
Cp

(6.19)

2. Propulsion Effectiveness: The ratio between the lift-induced work and the shaft work.

ηL′ = 1 −

F luidEnergy − (T hrustEnergy + DragLosses)
(F luidEnergy

(6.20)

Cp T E − Ct
Cp T E

(6.21)

or
ηL′ = 1 −

The Global Efficiency is a novel definition which applies to both steady and unsteady propulsion
as the static thrust can essentially be subtracted from the total rise in fluid energy. Thus, evaluating
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the performance of an undulating system is a function of both the drag losses and lifting motion.
Such an efficiency differs from the conventional measure of efficiency, expressed as

η=

T hrustEnergy − DragLosses
Ct
=
M echanicalP owerIntoSystem
Cp

(6.22)

′

as η specifically accounts for losses associated with drag while η includes energy losses from drag
and energy expenditure associated with lift. The new metric separates thrust effectiveness from
′

profile losses. Hence, η is more dependent on undulation character, and less dependent on shape
character (such as roughness, airfoil shape, etc.).
′

To highlight the behavior of these novel efficiency definitions, η and η are calculated for all experimental values of Read et al. and compared. Figure 6.12 (a) plots the efficiency, η, while Fig.
′

6.12 (b) plots efficiencies using η . This efficiency is plotted as a function of αmax (y-axis) and
Strouhal number (x-axis). Figure 6.12 (a) highlights where axial-thrust is maximized relative to
the corresponding power required to drive that motion while Fig. 6.12 (b) highlights the effect of
the associated drag incurred by that motion. In the context of self-propulsion, the proposed efficiency metric provides a more reasonable metric of efficiency. Consider the self-propulsion line
(dark blue) in Fig. 6.12 (a) – it suggests that these self-propelling foils have an efficiency of zero.
′

On the other hand, η reveals a non-zero efficiency which varies with Strouhal number and angle
of attack.
Figure 6.13 depicts how this novel assessment methodology can be used to isolate the profile drag
acting on the heaving and pitching foil. Figure 6.13 (a) shows a grid refinement study while Fig
6.13 (b) reveals the isolated body drag, Cd , as a function of Strouhal number and angle of attack.
It was found that some measurements of CpT E were larger than Cp resulting in negative drag
coefficients (Eqn. (21)). The grid refinement study indicated convergence and suggested that the
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(a) η measurements from Read et al. [47]

(b) Proposed novel efficiency, η

Figure 6.12: Comparison of η and η

′

′

drat coefficient was under predicted. Using a numerical uncertainty estimate based on Richardson
extrapolation (with a factor of safety of 2) the numerical uncertainty is approximately 14%. Figure
6.12 (b) is based on a mesh using with this uncertainty assessment. The assessment is established
in Figure 6.13 (a), where the mesh is the numerical mesh and quadrature are based on the finest
mesh. In Figure 6.13 (b), the results are expanded on to highlight how the kinematics of the
hydrofoil affect profile losses (or drag coefficient). It can be inferred that profile drag coefficient is
sensitive to increases in angle of attack and Strouhal number. This is likely due to flow separation
(shown in Fig. 6.9). In general, the profile losses appear to increase with increased angles of
attack and Strouhal numbers, but the corresponding thrust also increases and deserves additional
attention.
Figure 6.14 focuses the examination on self-propelling configurations. The plot indicates η ′ , Ct ,
and Cp as a function of Strouhal number for the self-propulsion conditions. Note that each Strouhal
number is associated with an individual angle of attack – the experiments of Read et al. modified
the Strouhal number for value of αmax such that self-propulsion was accomplished. The error bars
on η ′ and Ct are provided using the Richardson extrapolation from Fig. 6.13 (a). The minimum ef-
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(b) Isolated body drag, Cd , as a function of
Strouhal number and angle of attack

(a) Grid refinement study for drag coefficient
predictions

Figure 6.13: Assessment of body drag using SEC

Figure 6.14: Assessment of self-propelling hydrofoils

ficiency occurs at a Strouhal number of 0.125 (αmax = 25o ). The results provide additional insight
with respect to self-propulsion. Specifically, it may be noticed that drag coefficient and efficiency
initially decrease with Strouhal number. However, in this limit, the power rise is relatively larger
and that increasing the propulsion efficiency is observed with increased Strouhal numbers. Such
insight provides unique guidance in propulsion efficiency and design.
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Conclusions

The field of bio-inspired marine propulsion involves a distinct challenge in terms of quantifying performance of propulsion systems. Estimating propulsive efficiency of self-propelling vehicles continues to create a challenge. The specific challenge of defining a clear efficiency metric
stems from the inability to calculate the propulsive work and separating it from drag-based content.
The lack of a clear efficiency metrics confounds profile performance with optimal kinematics of
bio-inspired propulsion systems. Uncovering the coupled character enables specific performance
metrics that enables designs of self-propelling vehicles to be more specific to the origin of the
inefficiencies.
The present effort develops a control volume (CV) approach that combines momentum and energy
principles to define an improved measure of efficiency. The specific impact of the approach is
that it considers drag and thrust, which enables a unique metric for evaluating self-propulsion. In
order to verify the control volume methodology and establish some baseline findings, a Method of
Manufactured Solutions (MMS) approach is used to provide verify the CV approach for decoupling
thrust, drag, and lift using momentum and energy principles. The MMS approach modeled a selfpropelling swimmer by mimicking the body forces and represented them using momentum sources.
Following the MMS applied to the CV evaluations, a simulated heaving and pitching foil (validated
in a previous publication) is evaluated using similar methodology.
The MMS benchmarks revealed that energy-based CV assessments that enable the isolation of lift
work from the work associated with axial forces. Note that this is not possible through momentum
principles as the time-averaged lift is zero. There was also a discrepancy between the work done
by the momentum sources and the measured fluid energy due to the periodic lift force. While this
was a simplified model, it suggested that the discrepancy in input versus measured energy was
an indicator of losses in the system. It is therefore implied that if the lift-work dissipates in the
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far-wake region and the discrepancy must be associated with energy losses due to drag.
To explore this methodology, the CV approach was applied to the heaving and pitching foil simulation. A case which was closest to self-propulsion (i.e.one having a static thrust measurement
of approximately zero) was chosen. The first step involved verifying that the lift-work in fact dissipated in the far-wake region. It was found that at approximate 40 chord-lengths, the lift-work
dissipated. This suggested that the lift work was the only other work present in the CV assessment.
However, there was still a discrepancy between the sum of the lift and static-thrust work and the
shaft work. This discrepancy appears to be associated with viscous losses and is hypothesized to
correlate to drag losses. Verification of this hypothesis was indicated through inviscid flow models.
The result of the inviscid model showed that the lift work and thrust summed to match the shaft
work. Hence, the discrepancy in the viscous model was directly related to drag-losses on the body
which offsets the total static thrust.
The isolation thrust versus drag forces provides closure to the problem of measuring propulsive
efficiency. Using this novel force decomposition, an improved efficiency metric was derived and
used on the previously validated heaving and pitching foil experiments of Read et al [47]. The
calculated efficiencies using the novel force decomposition ranged from 30-100% as compared to
0% using conventional methods. This novel form is more reasonable for self-propelling foils than
previous measurements. In conclusion, the proposed approach appears to indicate a path to resolve
issues associated with quantifying performance of undulating/oscillating propulsion.
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CHAPTER 7: CONCLUSION

While conventional CFD methods have improved, their generalized utilization remains consistent
and, specifically, under-utilized. The nature of grid-based numerical methods requires extensive
resolution to appropriately model the fluid - yet conventional assessments only interrogate regions
surrounding bodies of interest. This work presents a novel approach to investigate such numerical
problems by providing an avenue to harvest and interpret data that is crucial to solution accuracy, but not normally interrogated. This is accomplished through control volume assessments specifically, a revised approach which involves various control volumes which are not normally
considered. these control volumes allow the engineer to track conservation equations throughout
the entire flow.
The specific conservation equations focused on in this report are the momentum and energy equations. It has been observed that a combination of the conservation of momentum and energy are
highly useful in assessing fluid dynamic technology. The addition of the conservation of energy
provides clarification to conventional results reported by the conservation of momentum. In many
cases, a combination of the momentum and energy conservation is sufficient to develop theoretical
insight into the behavior of novel fluid dynamic technology.
These observations were developed using three case studies:

• The engineering problem of measuring induced drag
• An extension of the induced drag problem including multiple fluid phases
• Investigating bio-inspired, self-propulsion

These three case studies shared a characteristic trait - their performance is dictated by multiple
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geometric parameters (i.e. span, chord, surface roughness, inter-phasic interaction, etc..) which
require individual, targeted investigations to evaluate. In these examples, among other convoluted
engineering problems, applying a momentum balance does not provide sufficient detail to drive
parametric design studies. The objective was to reduce overall computational cost by reducing the
amount of individual investigations required to evaluate these technologies. This was found to be
possible through the incorporation of an energy balance.
In the first problem, measuring induced drag, the state-of-the-art assessment approach involves
either a theoretical approach (which may be limited in range) or a numerically-driven approach
which involves boundary condition manipulation. The objective was too benchmark the ability of
the energy-balance approach while highlighting the effectiveness of such efforts. It was observed
that a singular, viscous CFD simulation could provide sufficient detail that a closed form equation
for both profile and induced drag could be derived.
In the second problem, the induced drag was modified through the addition of the novel Sprayed
Liquid Flap. This addition added 1) an additional force term, the thrust produced by the injected
liquid and 2) a second fluid phase which required it’s own conservation equations. This example highlights the ability of the novel assessment methodology to examine problems with limited
theoretical support. Without experiments, it was shown that CFD solutions could be effectively interrogated to drive understanding of the Sprayed Liquid Flaps and assess them using conventional
aerodynamic approaches.
The final problem focused on deploying the assessment methodology to a field not rooted in conventional aerodynamics while still sharing traits of the first two problems. Measuring the efficiency
in bio-inspired, self-propelling vehicles remains compelling as thrust and drag are not readily decoupled. This is because they act along the same axis. The application of the energy equation
highlighted the limited capability of a momentum balance. Unlike a momentum balance, an en-
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ergy balance directly identifies where energy is lost and provides a clearer definition of efficiency.

Future Works

An area where this work may have significant promise is in experimental settings. The proposed
methodology has been shown to be dependant on accessing pressure and velocity components
which were acquired through numerical assessments. With the recent advances in Particle Imagery
Velocimetry, interrogating experiments in a fashion akin to our numerical models may be possible.
Provided that this data can be acquired, the proposed methodology can be leveraged to interrogate
experiments. This creates 1) experimental results to which numerical tools can be validated against
and 2) an avenue to develop improved numerical models.
One simplification used in the development of this work was the exclusion of the unsteady terms in
the conservation equations. This exclusion limited the application of the proposed methodology to
steady flows. It would be useful to continue the development of this methodology by including the
unsteady terms and evaluate time-dependant flows. An example of a problem that would benefit
from this inclusion is separated flow over a finite wing and, specifically, the interaction between
the separated flow and trailing edge vortex system.
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APPENDIX A: COMPUTATIONAL FLUID DYNAMICS: MODELS AND
EQUATIONS
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The CFD solutions generated in this research are done so utilizing the commercially available program, STAR-CCM+ [48]. It utilizes a finite volume discretization scheme along with a SIMPLE-C
segregated solver to solve the Navier Stokes equations. In the context of this report, the assumptions of the fluid state include incompressible, Newtonian, and adiabatic flow. For laminar solutions, the following forms of discrete mass and momentum conservation are shown below in
indicial form:

δui
=0
δxi

(A.1)

δui δui uj
1 δp
δ 2 ui
+
=−
+µ 2
δt
δxi
ρ δxi
δxi

(A.2)

In these equations, u represents velocity, ρ represents density, p represents pressure, and µ represents kinematic viscosity. For inviscid solutions, the governing equations are reduced by setting
the kinematic viscosity to zero:

δui
=0
δxi

(A.3)

δui δui uj
1 δp
+
=−
δt
δxi
ρ δxi

(A.4)

For turbulent solutions, the Reynolds-Averaged Navier Stokes (RANS) formulation is used. The
RANS formulation of the governing equations are shown below:
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δūi δūi ūj
1 δ p̄
δ 2 ūi
+
=−
+ (µ + µt ) 2
δt
δxi
ρ δxi
δxi

(A.5)

In the modified momentum equation, µ represents dynamic viscosity The Spalart-Allmaras turbulence model is used to solve for the turbulent eddy viscosity, µt :

µt = ρfv1 ν̃

(A.6)

Here fv1 represents a damping function. The modified diffusivity, ν̃, is solved using a transport
equation

1 δ
δν̃
δρν̃ δρν̃ ūi
=
[(µ + ν̃)
] + Pν̃ + Sν̃
+
δt
δxi
σν̃ δxi
δxi

(A.7)

For an extensive review of the Spalart-Allmaras turbulence mode, refer to Spalart [49].
For simulations involving multiphase interactions (such as the SLF), a segregated multiphase
model is used to represent the flow. This model neglects the resolution of the liquid dispersion
process and instead assumed a fully atomized liquid spray. It is solved using an Euler approach. In
this approach, mass and momentum transport equations are solved for each individual phase while
sharing a common pressure field. The mass and momentum equations of the secondary phase (in
this case atomized water) are shown below:

δϕρl ui
=0
δxi
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(A.8)

δul,i δul,i ul,j
1 δp
d
+
=−
+ Fl,i
δt
δxi
ρ δxi

(A.9)

d
Fl,i
represents the drag of the liquid volume. It is solved for using based on the Schiller-Naumann

model for drag coefficients of spherical particles [50]:

Fld

CDl =
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ρl |ui,r | ui,r ,



, Rep ≤ 1000.

(A.10)

(A.11)

, Rep > 1000.

ρ̄|ur |Dl
,
µ̄

(A.12)

Two motion models are utilized to allow for motion within CFD simulations. These include rigid
and non-rigid (morphing) models. For rigid body motions, the Arbitrary Lagrangian-Eulerian
(ALE) method is used in conjunction with overset mesh techniques. For morphing motions (i.e.
non-rigid motion), a morpher algorithm native to Star-CCM+ allows for the redistribution of mesh
vertices based on user-specified functions.
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APPENDIX B: COMPUTATIONAL FLUID DYNAMICS: BENCHMARKS
AND VALIDATION
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Sprayed Liquid Flap

Due to a lack of experiments relating to SLFs, the numerical methods are grounded using two
independent cases that yield confidence in the underlying physical processes. The first benchmark focuses on the deflection and acceleration of atomized liquid structures in crossflows which
grounds the basic physics of the SLF. The second benchmark focuses on aerodynamic loads from
a gas jet flap which is caused through increased circulation.

Jet Interaction using Cross-flow Experiments

In this section, the ability to predict the interaction between crossflow and liquid jet using the dispersed multiphase approach (DMP) is established against previously validated numerical models
(Deepe [51], Fontes et al. [52]). The benchmark geometry is show in in Fig. B.1. The CFD
model simulates an experiment involving an atomizing liquid jet injected into a cross flow. Under
these conditions, the inlet volume fraction is set to unity resulting in a momentum ratio of 5.8.
The benchmark highlights the capability of the DMP model to predict liquid dispersion behavior
relevant to the flow of interest and used to benchmark the ability of the CFD model to predict cross
flow interactions with atomized spray.
The next aspect compares the physical solution between the DMP and Lagrangian solutions methods in Fig. B.2. Within the figure is an arc which represents the dispersion process predicted by the
DMP. The arc specifically plots the liquid volume fraction from [0.00005,1.0] to indicate position,
and plots this using a contour plot of the velocity magnitude. The DMP model can be compared to
the Lagrangian particles from Ref [52] and are also colored by velocity magnitude. A validation
is provided in Fig. B.4. In Fig. B.4 (a), are results potted from a mesh refinement study. The
plots indicate the nominal height of the center of the liquid structure as a function of downstream

90

54.5 mm
Wall
9.5 mm

14.2 mm

28.4 mm

y

Ø = .26 mm
z

Wall

x

Wall
z

Outlet

Gas inlet

25.4 mm

Wall
y

x

Liquid
injection

Figure B.1: Diagram representing numerical benchmark

distance from the injection port for multiple grid densities. The plot clearly indicates convergence
of the nominal spray height and an average cell diameter of 0.00025m was used for benchmarking
efforts. Fig. B.4 (b) compares the nominal height of the liquid structure between the validated
numerical model and the DMP model used in this study. The results show that the DMP model
captures the trend but overpredicts the total height by approximately 20%.
The results indicate that the general deflection of the two atomized liquid streams are quite similar.
Due to the nature of the Hybrid-Lagrangian model used by Fontes et al., the transition of the liquid
column is modeled using a critical Weber number; specifically, this transition happens away from
the inlet unlike the DMP model which immediately assumes an atomized flow. Hence, this drives
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Figure B.2: Comparison of spray structure between DMP and Hybrid model. Hybrid model is
transparently shown over DMP solution.
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Figure B.3: Rendering of DMP liquid volume fraction with streamlines colored by freestream
velocity magnitude

a discrepancy in nominal height of approximately 0.5 cm. This is likely a result of discrepancies in
the initial droplet size and its breakup leading to additional penetration for the DMP. Nevertheless,
the overall character is similar and sufficient to study aerodynamic interactions of interest.
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(a)

(b)

Figure B.4: Results of validation study. Part (a) indicates mesh convergence at x = 0.00025m. Part
(b) figure compares DMP solver against and Hybrid-lagrange model.

Gas-Phase Jet Flap

To assess the accuracy of our CFD in the context of predicting aerodynamic loads due to increased
circulation, we seek to benchmark it a gas jet flap (GJF) experiment. Analyzing experimental
and numerical results of liquid sprays and gaseous jets in crossflows, Desantes et al. [53] found
the interactions between the main flow and crossflow of gas and liquid sprays are alike. Hence,
predicting the modified loads due to a GJF provides a reasonable metric to evaluate the CFD. The
experiments of Krothapalli et al. [54] are briefly discussed to provide sufficient context of the
benchmark. The setup consisted of a wind tunnel sufficiently large to prevent wall effects near the
jet flap. To provide a near-two-dimensional flow behavior, the wing spanned the entire width of
the wind tunnel. The jet flaps spanned 89% of the wing and have a gap between them and the wall.
The exit jet was located at the mid-chord point on the lower surface and has a nozzle diameter, D of
0.66% of the chord. The airflow over the NACA 0018 airfoil resulted in a chord Reynolds number,
Re, of 500,000. The experiments aimed to reduce Re sensitivities by tripping the boundary layer
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Figure B.5: Display of surface pressure distribution predicted by CFD (using 2D URANS and 3D
DES) with those measured by experiment

at the leading-edge using surface roughness
Figure B.5 displays the surface pressure distribution predicted by CFD (using 2D URANS and 3D
DES) with those measured by Krothapalli et al. at the half-span and quarter-span for a zero-degree
angle of attack. The numerical results agree well with the experimental measurements, capturing
the general pressure distribution over the airfoil. Noticeably, the numerical simulation predicts
lower pressure values than the experiments behind the jet at the half-span. In this region, the
numerical and experimental results captured an abrupt pressure decrease due to the blockage effect
of the gas jet. While the experiments show the pressure follows the upper surface values closely,
the numerical simulations predict higher pressure reductions, like those measured at a quarter-span.
The differences between simulations and experiments suggest that a 2D URANS model might not
capture other effects in the experiments that could match pressure values at the half-span on the
upper and lower surfaces, such as wall interactions and three-dimensional flow instabilities.
To refine this examination, we directly recreate the experimental setup using Detached Eddy Simulations (DES) to resolve the separated flow. The 3D DES results in Fig. B.5 indicate that the
partial-span DES with the more accurate experimental geometry correlates better to the half-span
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measurements. This is a feature that the full-span DES (true 2D geometry) does not predict (the
true 2D geometry is not presented for brevity but correlates to the URANS). The 3D DES tends
to be within the experimental uncertainty, which when combining the 2D (geometry) DES with
URANS, provides confidence in the results. A key element of this assessment is the difference in
phase of the jet exiting the foil – note that in the previous benchmark flow separation was not found
behind the liquid jet. Hence, in the context of SLF, a 2D RANS modeling approach is likely a fast
and suitable approach to drive parametric studies of relevant parameters affecting aerodynamic
performance relating to SLFs.

Heaving and Pitching Foils

Experiments conducted by Read et al. [47], which involve heaving and pitching foils, were modeled using CFD. These kinematics, and resulting hydrodynamics, are akin to carangiform swimmers and serve as appropriate validation cases for the numerical methods used for bio-inspired
propulsion. In these experiments, thrust coefficients are measured as a function of heaving and
pitching kinematics. End plates are utilized to prevent the formation of wing-tip vortices a characteristic that would come into play for some forms of undulating propulsion.
Figure B.6 summarizes the results of this benchmarking effort. Part (a) shows a grid refinement
study with asymptotic convergence. This suggests that the CFD results have minimal numerical
error. Part (b) shows comparisons between experiment and simulation of the heaving and pitching
foil at various maximum angles of attack ranging from 10 to 35 degrees in 5-degree increments.
Observe that good agreement between experiment and numerical result is present. In general, the
CFD appears to over-predict the thrust coefficient measured in experiments.
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(a) Grid refinement study

(b) Comparison of mean thrust coefficient between experiment and CFD

Figure B.6: Assessment of CFD for predicting carangiform hydrodynamics. Part (a) highlights
converging numerical error and part (b) details agreement between numerics and experiment.
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APPENDIX C: OVERVIEW OF SPRAYED LIQUID FLAPS
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Recent studies have provided evidence that aerodynamics can be altered through introducing liquid into the aerodynamic configuration. Studies conducted by Varner [55] and Satoh et al. [56]
suggest that forest firefighting aircraft experience increased lift during the release of large amounts
of water to extinguish flames. Varner et al. observed that such lift gains do not directly correlate
to the mass exchange, but rather occur due to the underlying air-water interaction. In experiments
conducted by Varner et al. the air-water interaction was modeled using potential flow methods
which approximated the atomized liquid as a solid body. Results from the studies suggest that the
surface pressure distribution is modified due to the liquid modifying the flow results in a rise in
aerodynamic lift. Ultimately these previous efforts provide evidence that atomized liquid has potential to provide a novel form of powered lift. The present effort explores utilizing liquid injection
into an aerodynamic flow as a form of powered lift technology referred to as the Sprayed Liquid
Flap (SLF). Essentially, the SLF is a modified version of the gas jet flap (GJF) and replaces the
high velocity jet with an atomized spray. The atomized spray creates a unique, almost porous-like
obstruction to the freestream on the lower surface and modifies the surface pressure distribution.
The ultimate question is taking the concept from releasing massive amounts of water, to characterizing its effectiveness and efficiency in the context of an implementable system. The goal of
this appendix aims report some preliminary findings of SLFs using computational fluid dynamics
(CFD).

Two-dimensional Airfoil Evaluation

The two-dimensional aerodynamics of the SLF are focused on by varying Re, α, and Cj . As Cj is
a function of the U∞ , the effort consciously fixes Cj while changing the Re by µ in the CFD model.
A sketch of the corresponding CFD model can be found in Fig C.1. The physical conditions and
properties of the two phases, air and water, are presented in Table C.1.
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Table C.1: Variables for the investigated cases

Parameter
Range
Re
(0.5) × 106
α
5.0
cj
0−1
dl
0.1
ϕ0
0.1
ρl
997.561
ρ
1.225
µ
1.789 × 10−5

Units
Degrees
mm
kg/m3
kg/m3
Pa · s

Figure C.2 displays the results of this parametric study. In Fig. C.2 (a), lift coefficient (y-axis) is
plotted against drag coefficient (x-axis) as a function of Re and Cj . Experimental measurements
of Cl and Cd for an NACA 0012 at Re = 6×10ˆ6 are co plotted for reference. The first observation
emphasized is that as Cj increases, the performance of the SLF also increases. This can be observed
by the horizontal shift (to the left) in the polar. A larger Cj signifies a stronger atomized jet which
drives an increase in circulation about the airfoil thereby increasing lift. A larger Cj also results
in more ejected-momentum which, when aligning with the free-stream, results in increased drag
reduction. Increasing the Reynolds number (through decreasing viscosity) results in reductions of
drag which is consistent with classical aerodynamics. In general, the presence of the atomized
spray effectively cambers the airfoil and drives drag reductions.
Next, consider the lift curve slope. Figure C.2 (b) plots the lift coefficient on the y-axis as a
function of the angle of attack on the x-axis. Note that the lift curve slope of the SLF is unaffected
by increasing Cj , however, the lift-curve slope is less than that given by Thin Airfoil Theory (TAT).
This is consistent with other flap technologies which quote reductions in lift-curve slope []. Due to
the additional downwash created by the SLF, the effective angle of attack is reduced which reduces
the lift-curve slope. Increasing Cj also results in a uniform increase in Cl across all angles of
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Figure C.1: Sketch of CFD model and boundary conditions for SLF

attack.
Figure C.3 shows the variation in lift and drag coefficient (y-axis) (Fig. C.3 (a) and (b), respectively) as a function of Cj (x-axis), where Cj is varied from 0 to 1. The lift coefficient is most
sensitive for Cj < 0.2 where it has an exponential growth. For Cj > 0.2, the rise in lift is approximately linear. A similar behavior is seen when observing drag coefficient, Fig. C.3 (b).
Figure C.4 shows streamlines flowing over the SLF along with a contour plot of the liquid volume
fraction for Cj = 0.005, 0.01, and 0.1 for an SLF located at l/c = 0.725. These images display some
basic behavior of the SLF and are summarized as follows:

• The freestream flow experiences a blockage effect which is exaggerated with increasing Cj
which increases the pressure upstream of the atomized fluid. This also drives an increase in
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(a) Lift vs drag coefficient for various Cj and Re

(b) Lift coefficient as a function of angle of attack for various Cj and Re

Figure C.2: Results of two-dimensional parametric studies

(a)

(b)

Figure C.3: Lift vs drag coefficient as a function of Cj

suction peak strength at the leading edge.
• Streamlines are able to pass through the atomized fluid but at the cost of a reduced velocity.
This suggests that the blockage effect is porous and not a solid boundary.
• Increasing Cj adds a vertical component to the freestream velocity. This creates a downwash101

(a) Cj = 0.005

(b) Cj = 0.01

(c) Cj = 0.1

Figure C.4: Streamlines colored by velocity magnitude over airfoil with active SLF

effect and creates a non-linear lift curve slope which is lower than TAT.

The effect of the SLF indicates an increased pressure on the lower surface combined with a reduced
pressure on the upper surface, Fig C.5 (a). The lower surface experiences larger pressures due to
the atomized liquid jet acting to obstruct the flow. The resulting, downward deflecting flow, leads
to increased velocities over the leading edge, resulting in a broad reduction of pressures on the
upper surface. The combination of increased pressure on the lower surface and decreased pressure
on the upper surface yields a rise in the lift.
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Figure C.5: Pressure distribution over SLF as a function of non-dimensional chord and nondimensional thickness

Now consider plotting Cp versus y⋆ /c to develop insight on pressure-driven drag on the airfoil
which are plotted in Fig. C.5 (b). Observe that the Fig C.5 (b) has two distinct regions; one
associated with drag and another indicating a thrust associated with leading-edge suction. The
general observations indicate that for the SLF the rise in the leading-edge suction peak leads to the
reduced drag by increasing the leading-edge suction peak. It is interesting to note that the liquid
expelled from the SLF encounters a pressure force in the axial direction. This transfer of this
force to the airfoil boundary must occur through shear-force mechanisms occurring between liquid
droplets and the gas flow. Hence, there is an interesting effect where the pressure-drag felt by the
jet does not directly transfer to the airfoil, thus, the SLF can elevate the suction peak to reduce drag
without incurring added drag due to deflecting the flow.

Three-dimensional Investigation

In this section, we focus our attention on identifying the effects of finite-wing aerodynamics on the
SLF. This is accomplished by comparing a finite wing equipped with an SLF to its wall-bounded
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Figure C.6: Image showing streamlines over SLF wingtip

(or infinite wing) counterpart. These two configurations are also replicated for a plain wing with
no active SLF (Cj = 0). In these assessments, the SLF has a jet momentum coefficient of 0.1
and the wing has an angle of attack of five degrees and a Reynolds number of 500,000. The
three-dimensional model is benchmarked against the validated two-dimensional results by using
the wall-bounded (WB) configuration.
Figure C.6 shows the atomized fluid for volume fractions ranging from 0.00025 to 0.1. Streamlines originating at the inlet and pressure coefficient contours are also shown. The streamlines are
colored using the magnitude of the free-stream velocity. Observe that the formation of the wing
tip is not inhibited by the atomized fluid. In fact, the atomized fluid seems to be being manipulated
by the tip vortex such that it follows the vortices direction of rotation. This manipulation of the
atomized fluid does not seem to disrupt its lift generation (aside from changing the effective angle
of attack). What is evident is the tip vortex pulls the atomized fluid away from the root of the wing
toward the wingtip. This can be seen in more detail in Fig. C.7 which shows a zoomed-in view of
the wing tip.
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Figure C.7: Close-up view of leading edge and wing-tip showing the tip-vortex interaction with
the atomized liquid jet

Figure C.7 shows how the atomized fluid loses concentration (colors becoming darker) as it is
stretched by the vortex. The tip-vortex can be seen passing through the atomized liquid without its
trajectory being altered significantly. This seems to imply that the atomized fluid behaves like a
porous medium allowing freestream flow to move through it. This may be possible due to the low
volume fraction at the SLF inlet which is then further reduced moving away from the inlet. As the
atomized fluid is stretched and loses concentration, it’s porosity increases allowing for more flow
to pass through it.
Next, we focus on comparing the span-wise lift between an SLF and a plain wing. Figure C.8 plots
the sectional lift coefficient (y-axis) as a function of normalized span (x-axis) between a plain wing
and an SLF variant. First, consider Fig. C.8 (a) which makes comparisons for wings operating at
an angle of attack of 5 degrees. The presence of the SLF increases the lift coefficient compared to
its plain-wing counterpart - this is consistent with previous two-dimensional findings. Observe that
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(a) Comparison made for matching geometric
angles of attack

(b) Comparison made for matching lift coefficient

Figure C.8: Comparison of sectional lift coefficient between SLF and plain foil

the finite wing SLF experiences a span-wise reduction in lift in a similar fashion to the plain wing.
This suggests that the SLF is affected by three-dimensional aerodynamics in a similar manner to
conventional wings – that is the trailing edge vortex system acts to decrease the effective angle of
attack and prevents a uniform lift distribution. To validate this claim, we compare the spanwise lift
distribution between the SLF variant and a CL - matched plain wing. The angle of attack of the plain
wing was computed using a commercial Vortex Lattice Method (VLM), XFLR5 [37]. Consider
Fig. C.8 (b) – the angle of attack of the plain wing is increased to 8.35 degrees to match the lift
coefficient of the SLF. Observe that the lift distribution is nearly identical – the only difference
being the sectional lift coefficient of the SLF is slightly larger near the wingtip (0.5 < y/b < 0.9).
This implies that the atomized liquid does not interfere with the vortex system and solely alters the
effective angle of attack of the wing.
In a previously published report [57] it was shown that Lifting Line Theory (LLT) could be used to
predict the three-dimensional lift curve slope by using 2D CFD. These results are briefly reviewed
in this section. Utilizing LLT to correct two-dimensional aerodynamics instead of conducting
three-dimensional simulations has already been well explored, due to the reductions in compu106

(a) Sectional lift coefficient vs span

(b) Measurements in lift-curve slope

Figure C.9: Comparison of CFD and LLT

tational cost [58]. Common applications of this approach involve assembling look-up tables of
aerodynamic coefficients using high-fidelity, two-dimensional simulations and incorporating the
effects of the vortex system using analytic theory [4]. For brevity, the equations for the analytic
theory are not provided but the reader is encouraged to see [35, 59] for a detailed derivation and the
previous report [57] for validation studies. The comparison was made for a wing equipped with an
SLF located at l/c = 0.725, Cj = 0.1, α = 5 degrees, and at a Reynolds number of 500,000.
Fig C.9 shows the results of the comparison between 3D CFD simulations and the LLT model.
Figure C.9 (a) compares the sectional lift coefficient (y-axis) vs normalized span (x-axis) - note
that the LLT prediction is nearly identical to the CFD results and has an average over prediction of
3%. The significance of this finding is that the inviscid physics can be decoupled from the aerodynamics of the SLF which means 2D simulations are a viable alternative for driving fundamental
understanding of the SLF. Consider Fig. C.9 (b) which compares the lift curve slope predicted
by LLT against that which was recorded by CFD. The lift curve slope given by LLT is under predicted by approximately 4% but the computational cost is reduced by over an order of magnitude.
This further reinforces that 2D CFD is a rapid alternative to 3D and has the capability for rapid
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parameter exploration to drive intuitive understanding.

Applications

A key factor in the deployment of SLF technology is access to a fluid reservoir. As the density
of the operating fluid in the SLF is three orders of magnitude larger than conventional gases, it
is impractical to justify carrying enough liquid to operate an SLF in cruise conditions. However,
it may be possible to identify certain regimes which may benefit from isolated SLF deployments.
To identify this regime, we attempt to describe aerodynamic improvements as a function of mass
flow rate. Figure C.10 shows changes in Cl and Cd (∆Cl and ∆Cd , respectively) as a function of
Reynolds number (x-axis) and mass flowrate (contours). While these are based on 2D simulations,
it was previously shown that it is possible to correct the 2D aerodynamics using inviscid theory and
hence provides a useful metric for evaluating water weight. The Reynolds number acts as a proxy
for vehicle type and allows for estimation of performance. Consider an Unmanned Aerial vehicle
(UAV) (Re 1E6) which demands Short-Take-Off-Landing (STOL) ability. Assuming a wingspan
of 3m and a 30 second time limit for take-off, 1kg of liquid payload would be required. Considering
the size of the vehicle, this additional, take-off specific payload is not unfeasible. Next, consider a
steady-state implementation of the SLF. In this example, we assume the liquid supply is not being
carried on-board but instead harvested from a nearby source. Consider a Wing-In-Ground Effect
(WIG) vehicle (Re 2E6) of 15m span. The vehicle lift-to-drag ratio could be nearly doubled using
0.3 l/s ( 5 gal/min). These examples suggest that using the SLF is practical in some scenarios.
In the context of aircraft take-off, a characteristic of high-lift systems is the strength of the wingtip
vortex. In a commercial setting, the strength of the vortex system has an effect on the time between
aircraft take-off events. This time is required to dissipate the previous aircrafts vortex system in
order to prevent induced aerodynamic forces on the sequential aircraft. Consider Fig.C.11 which
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Figure C.10: Contour-lines of flowrate

compares a SLF-equipped wing and plain wing with a matching lift coefficient. Streamlines colored by velocity magnitude are shown over each wing tip. Velocity samples are taken downstream
(in the direction of the tip-vortex) and are used to create vector fields which describe the shape and
strength of the vortex at that position. It is evident that for the plain wing to generate the same lift, a
stronger vortex system exists - this suggests that the atomized liquid acts to diffuse/weaken the vortex system. Whereas the conventional wing experiences an increased downwash due to increased
circulation, the SLF is able to sustain a pressure difference along the atomized fluid boundary and
delays the presence of downwash. This results in the SLF having a weaker tip vortex. This theory
is validated when observing the vector field in Fig. C.11 – note that the plain wing vortex core is
stronger and, when paired with the fact that it sees not atomized fluid obstruction, creates a stronger
downwash.
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Figure C.11: Comparison of vortex system for wings with matching lift coefficients
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