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Abstract— In this paper, we present a reinforcement learning
approach to designing a control policy for a “leader” agent that
herds a swarm of “follower” agents, via repulsive interactions,
as quickly as possible to a target probability distribution over
a strongly connected graph. The leader control policy is a
function of the swarm distribution, which evolves over time
according to a mean-field model in the form of an ordinary
difference equation. The dependence of the policy on agent
populations at each graph vertex, rather than on individual
agent activity, simplifies the observations required by the leader
and enables the control strategy to scale with the number of
agents. Two Temporal-Difference learning algorithms, SARSA
and Q-Learning, are used to generate the leader control policy
based on the follower agent distribution and the leader’s
location on the graph. A simulation environment corresponding
to a grid graph with 4 vertices was used to train and validate
the control policies for follower agent populations ranging from
10 to 100. Finally, the control policies trained on 100 simulated
agents were used to successfully redistribute a physical swarm
of 10 small robots to a target distribution among 4 spatial
regions.
I. INTRODUCTION
We present two Temporal-Difference learning algorithms
[17] for generating a control policy that guides a mobile
agent, referred to as a leader, to herd a swarm of autonomous
follower agents to a target distribution among a small set of
states. This leader-follower control approach can be used to
redistribute a swarm of low-cost robots with limited capabil-
ities and information using a single robot with sophisticated
sensing, localization, computation, and planning capabilities.
Such a control strategy is useful for many applications in
swarm robotics, including exploration, environmental moni-
toring, inspection tasks, disaster response, and targeted drug
delivery at the micro-nanoscale.
There has been a considerable amount of work on leader-
follower multi-agent control schemes in which the leader has
an attractive effect on the followers [8], [12]. Several recent
works have presented models for herding robotic swarms
using leaders that have a repulsive effect on the swarm
[15], [5], [13]. Using such models, analytical controllers for
herding a swarm have been constructed for the case when
there is a single leader [5], [13] and multiple leaders [15].
The controllers designed in these works are not necessarily
optimal for a given performance metric. To design optimal
control policies for a herding model, the authors in [6]
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consider a reinforcement learning (RL) approach. While
existing herding models are suitable for the objective of
confining a swarm to a small region in space, many appli-
cations require a swarm to cover an area according to some
target probability density. If the robots do not have spatial
localization capabilities, then the controllers developed in
[8], [12], [15], [5], [13], [6] cannot be applied for such
coverage problems. Moreover, these models are not suitable
for herding large swarms using RL-based control approaches,
since such approaches would not scale well with the number
of robots. This loss of scalability is due to the fact that
the models describe individual agents, which may not be
necessary since robot identities are not important for many
swarm applications.
In this paper, we consider a mean-field or macroscopic
model [10]. Previous work have applied mean-field models
in designing spatial coverage and task allocation control
strategies for robotic swarms [1] [2] [4] [11]. In this work, the
mean-field model describes the swarm of follower agents as
a probability distribution over a graph, which represents the
configuration space of each agent. The individual follower
agents switch stochastically out of their current location on
the graph whenever the leader is at their location; in this
way, the leader has a “repulsive” effect on the followers.
The transition rates out of each location are common to all
the followers, and are therefore independent of the agents’
identities. Using the mean-field model, herding objectives
for the swarm are framed in terms of the distribution of
the follower agents over the graph. The objective is to
compute leader control policies that are functions of the
agent distribution, rather than the individual agents’ states,
which makes the control policies scalable with the number
of agents.
We apply RL-based approaches to the mean-field model
to construct leader control policies that minimize the time
required for the swarm of follower agents to converge to a
user-defined target distribution. The RL-based control poli-
cies are not hindered by curse-of-dimensionality issues that
arise in classical optimal control approaches. Additionally,
RL-based approaches can more easily accommodate the
stochastic nature of the follower agent transitions on the
graph. There is prior work on RL-based control approaches
for mean-field models of swarms in which each agent can
localize itself in space and a state-dependent control policy
can be assigned to each agent directly [16], [7], [19].
However, to our knowledge, there is no existing work on RL-
based approaches applied to mean-field models for herding a
swarm using a leader agent. Our approach provides an RL-
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based framework for designing scalable strategies to control
swarms of resource-constrained robots using a single leader
robot, and it can be extended to other types of swarm control
objectives.
II. METHODOLOGY
A. Problem Statement
We first define some notation from graph theory and
matrix analysis that we use to formally state our problem.
We denote by G = (V, E) a directed graph with a set of M
vertices, V = {1, ...,M}, and a set of NE edges, E ⊂ V×V ,
where e = (i, j) ∈ E if there is an edge from vertex i ∈ V
to vertex j ∈ V . We define a source map σ : E → V and
a target map τ : E → V for which σ(e) = i and τ(e) = j
whenever e = (i, j) ∈ E . Given a vector X ∈ RM , Xi refers
to the ith coordinate value of X . For a matrix A ∈ RM×N ,
Aij refers to the element in the ith row and jth column of
A.
We consider a finite swarm of N follower agents and a
single leader agent. The locations of the leader and followers
evolve on a graph, G = (V, E), where V = {1, ...,M}
is a finite set of vertices and E = {(i, j) | i, j ∈ V}
is a set of edges that define the pairs of vertices between
which agents can transition. The vertices in V represent a
set of spatial locations obtained by partitioning the agents’
environment. We will assume that the graph G = (V, E) is
strongly connected and that there is a self-edge (i, i) ∈ E
at every vertex i ∈ V . We assume that the leader agent can
count the number of follower agents at each vertex in the
graph. The follower agents at a location v only decide to
move to an adjacent location if the leader agent is currently
at location v and is in a particular behavioral state. In other
words, the presence of the leader repels the followers at the
leader’s location. The leader agent does not have a model of
the follower agents’ behavior.
The leader agent performs a sequence of transitions from
one location (vertex) to another. The leader’s location at time
k ∈ Z+ is denoted by `1(k) ∈ V . In addition to the spatial
state `1(k), the leader has a behavioral state at each time
k, defined as `2(k) ∈ {0, 1}. The location of each follower
agent i ∈ {1, ..., N} is defined by a discrete-time Markov
chain (DTMC) Xi(k) that evolves on the state space V
according to the conditional probabilities
P(Xi(k + 1) = τ(e) | Xi(k) = σ(e)) = ue(k) (1)
For each v ∈ V and each e ∈ E such that σ(e) = v 6= τ(e),
ue(k) is given by
ue(k) =

βe if `1(k) = σ(e) and `2(k) = 1,
0 if `1(k) = σ(e) and `2(k) = 0,
0 if `1(k) 6= σ(e),
(2)
where βe are positive parameters such that∑
e∈E
v=σ(e)6=τ(e)
βe < 1. Additionally, for each v ∈ V ,
u(v,v)(k) is given by
u(v,v)(k) = 1 −
∑
e∈E
v=σ(e) 6=τ(e)
ue(k) (3)
For each vertex v ∈ V , we define a set of possible actions
Av taken by the leader when it is located at v:
Av =
⋃
e∈E
v=σ(e)
{e} × {0, 1} (4)
The leader transitions between states in V×{0, 1} according
to the conditional probabilities
P(`1(k+1) = τ(e), `2(k+1) = d | `1(k) = σ(e)) = 1 (5)
if p(k), the action taken by the leader at time k when it is
at vertex v, is given by p(k) = (e, d) ∈ Av .
The fraction, or empirical distribution, of follower agents
that are at location v ∈ V at time k is given by
1
N
∑N
i=1 χv(Xi(k)), where χv(w) = 1 if w = v and 0
otherwise. Our goal is to learn a policy that navigates the
leader between vertices using the actions p(k) such that the
follower agents are redistributed (“herded”) from their initial
empirical distribution 1N
∑N
i=1 χv(Xi(0)) among the vertices
to a desired empirical distribution 1N
∑N
i=1 χv(Xi(T )) at
some final time T , where T is as small as possible. Since the
identities of the follower agents are not important, we aim
to construct a control policy for the leader that is a function
of the current empirical distribution 1N
∑N
i=1 χv(Xi(k)),
rather than the individual agent states Xi(k). However,
1
N
∑N
i=1 χv(Xi(k)) is not a state variable of the DTMC. In
order to treat 1N
∑N
i=1 χv(Xi(k)) as the state, we consider
the mean-field limit of this quantity as N →∞. Let P(V) =
{Y ∈ RM≥0;
∑M
v=1 Yv = 1} be the simplex of probability
densities on V . When N → ∞, the empirical distribution
1
N
∑N
i=1 χv(Xi(k)) converges to a deterministic quantity
Sˆ(k) ∈ P(V), which evolves according to the following
mean-field model, a system of difference equations:
Sˆ(k + 1) =
∑
e∈E
ue(k)BeSˆ(k), Sˆ(0) = Sˆ
0 ∈ P(V), (6)
where Be are matrices whose entries are given by
Bije =
{
1 if i = τ(e), j = σ(e),
0 otherwise.
The random variable Xi(k) is related to the solution of the
difference equation (6) by the relation P(Xi(k) = v) =
Sˆv(k).
We formulate an optimization problem that minimizes the
number of time steps k required for the follower agents to
converge to Sˆtarget, the target distribution. In this optimiza-
tion problem, the reward function is defined as
R(k) = −1 · E||Sˆ(k)− Sˆtarget||2. (7)
Problem II.1. Given a target follower agent distribution
Sˆtarget, devise a leader control policy pi : P(V) × V →
A that drives the follower agent distribution to Sˆ(T ) =
Sˆtarget, where the final time T is as small as possible,
by minimizing the total reward
∑T
k=1R(k). The leader
action at time k when it is at vertex v ∈ V is defined as
p(k) = pi(Sˆ(k), `1(k)) ∈ Av for all k ∈ {1, ..., T}, where
A = ∪v∈VAv .
B. Design of Leader Control Policies using Temporal-
Difference Methods
Two Temporal-Difference (TD) learning methods [17],
SARSA and Q-Learning, were adapted to generate an optimal
leader control policy. These methods’ use of bootstrapping
provides the flexibility needed to accommodate the stochastic
nature of the follower agents’ transitions between vertices.
Additionally, TD methods are model-free approaches, which
are suitable for our control objective since the leader does
not have a model of the followers’ behavior. We compare the
two methods to identify their advantages and disadvantages
when applied to our swarm herding problem. Our approach
is based on the mean-field model (6) in the sense that the
leader learns a control policy using its observations of the
population fractions of followers at all vertices in the graph.
Sutton and Barto [17] provide a formulation of the two
TD algorithms that we utilize. Let S denote the state of
the environment, defined later in this section; A denote the
action set of the leader, defined as the set Av in equation
(4); and Q(S,A) denote the state-action value function. We
define α ∈ [0, 1] and γ ∈ [0, 1] as the learning rate and
the discount factor, respectively. The policy used by the
leader is determined by a state-action pair (S,A). R denotes
the reward for the implemented policy’s transition from the
current to the next state-action pair and is defined in Equation
(7). In the SARSA algorithm, an on-policy method, the state-
action value function is defined as:
Q(S,A)← Q(S,A) + α[R+ γQ(S′, A′)−Q(S,A)] (8)
where the update is dependent on the current state-action
pair (S,A) and the next state-action pair (S′, A′) determined
by enacting the policy. In the Q-Learning algorithm, an off-
policy method, the state-action value function is defined as:
Q(S,A)← Q(S,A)+α[R+γmax
a
Q(S′, a)−Q(S,A)] (9)
Whereas the SARSA algorithm update (8) requires knowing
the next action A′ taken by the policy, the Q-learning update
(9) does not require this information.
We now define the state S that is used in the state-
action functions. This state will be defined as a vector that
contains a discretized form of the population fraction of
follower agents at each location v ∈ V and the location
`1(k) ∈ V of the leader agent. The leader’s spatial state `1(k)
must be taken into account because the leader’s possible
actions depend on its current location on the graph. Since the
population fractions of follower agents are continuous values,
we convert them into discrete integer quantities serving as
a discrete function approximation of the continuous fraction
populations. Instead of defining Fv as the integer count of
followers at location v, which could be very large, we reduce
the dimensionality of the state space by discretizing the
follower population fractions into D intervals and scaling
them up to integers between 1 and D:
Fv = round
(
D
N
∑N
i=1 χv(Xi(0))
)
,
where Fv ∈ [1, . . . , D], v ∈ V.
(10)
For example, suppose that D = 10. Then a follower popula-
tion fraction of 0.24 at location v would have a corresponding
state value Sv = 2. Using a larger value of D provides a
finer classification of agent populations, but at the cost of
increasing the size of the state S. Given these definitions,
the state vector S is defined as:
Senv = [F1, . . . , FM , `1] (11)
The state vector Senv contains many states that are inap-
plicable to the learning process. For example, the state vector
for a 2×2 grid graph with D = 10 has 10×10×10×10×4
possible variations, but only 10× 10× 10× 4 are applicable
since they satisfy the constraint that the follower population
fractions at all vertices must sum up to 1 (note that the sum∑
v Fv may differ slightly from 1 due to the rounding used
in Equation (10).) The new state Senv is used as the state S
in the state-action functions (8) and (9).
The leader’s control policy for both state-action functions
is the following -greedy policy, where X is a uniform
random variable between 0 and 1 and  is a threshold
parameter that determines the degree of state exploration
during training:
pi(Senv) = argmax
A
Q(Senv, A) if X >  (12)
III. SIMULATION RESULTS
An OpenAI Gym environment [3] was created to sim-
ulate and visualize our repulsive herding controller [9].
The open source environment can be easily modified to
simulate swarm controllers for different numbers of agents
and graph vertices, and the simulated controllers can then
be implemented in physical robot experiments. Figure 1
shows the simulated environment for a scenario with 100
follower agents, represented by the blue x symbols, that are
herded by a leader (represented by the red circle) within
a 2 × 2 grid. The OpenAI environment does not store the
individual positions of each follower agent within a grid
cell; instead, each cell is associated with an agent count. The
renderer disperses agents randomly within a cell based on the
cell’s current agent count. The agent count for a grid cell is
updated whenever an agent enters or leaves the cell, and the
environment is re-rendered. Recording the agent counts in
each cell rather than their individual positions significantly
cuts down on memory allocation and computational time
when training the leader control policy on scenarios with
large numbers of agents.
The graph G that models the simulated environment in
Figure 1, with each vertex of the graph corresponding to
a grid cell, was defined as the 2 × 2 grid graph in Figure
2. In the graph, agents transition along edges in either a
Fig. 1. The visual rendering of a simulated scenario in our OpenAI environment for iterations k = 0, 25, and 50. The leader, shown as a red circle,
moves between grid cells in a horizontal or vertical direction. It may never move diagonally. Follower agents, represented by blue x symbols, are randomly
distributed in each cell. The borders of each cell are represented by the grid lines.
Fig. 2. The bidirected grid graph G used in our simulated scenario. The
red “x” is the leader agent, which is located at vertex 2. The movement
options for the leader are Left to vertex 1 or Up to vertex 4. The leader is
also able to Stay at vertex 2, where its presence triggers follower agents at
the vertex to probabilistically transition to either vertex 1 or vertex 4.
horizontal or vertical direction, or they can stay within the
current vertex. The action set A is thus defined as:
A = [ Left, Right, Up, Down, Stay ] (13)
Using the graph in Figure 2, we trained and tested a leader
control policy for follower agent populations of N = 10,
20, 30, 40, 50, and 100. Both the SARSA and Q-Learning
paradigms were applied and trained on 5000 episodes with
5000 iterations each. The initial distribution of the follower
agents was randomized at the beginning of each episode
in an effort to train the leader policy on a large range of
initial conditions. The leader policy was also trained on some
user-defined initial distributions, including distributions that
were used for testing, as documented in the supplementary
code provided. Training the leader policy on many initial
distributions helped improve the generalizability of the pol-
icy, enabling the leader to drive the follower agents to a
target distribution irrespective of their initial distribution. The
learning rate and discount factor were set to α = 0.3 and
γ = 0.9, respectively, and the follower agent transition rate
βe was set to βe = 0.1. The target distribution Sˆtarget was
defined as:
Sˆtarget =
[
0.1 0.4 0.4 0.1
]T
(14)
The initial leader location, `1, was randomized to allow
many possible permutations of states Senv for training.
During training, an episode completes once the distribution
of N follower agents reaches a specified terminal state.
Instead of defining the terminal state as the exact target
distribution Sˆtarget, which becomes more difficult to reach
as N increases due to the stochastic nature of the followers’
transitions, we define this state as a distribution that is
sufficiently close to Sˆtarget. We use the Mean Squared Error
(MSE) to measure the difference between the current fol-
lower distribution and Sˆtarget. The terminal state is reached
when the MSE decreases below 0.0005.
After training the leader control policies on each follower
agent population size N , the policies were tested on scenarios
with the same environment and value of N . The policy for
each scenario was run 1000 times to evaluate its perfor-
mance. The policies were compared for terminal states that
corresponded to two different MSE thresholds, 0.005 and
0.0005, and were given 10000 iterations to converge within
the prescribed MSE threshold of the target distribution (14)
from the following initial distribution:
Sˆinitial =
[
0.4 0.1 0.1 0.4
]T
(15)
Figure 3 and Figure 4 summarize the performance of both
control policies for the MSE thresholds of 0.005 and 0.0005,
respectively. In the case with an MSE threshold of 0.005,
both control policies yield a consistent downward trend in
the mean and median number of iterations required to reach
convergence as N increases. When the MSE threshold is
0.0005, the mean and median number of iterations required
for convergence increase substantially as N increases from
10 to 50, and then drop to much lower values when N = 100.
These trends with respect to N , which are also evident in the
standard deviation plots, are likely due to differences in the
magnitude of the smallest possible change in MSE over an
iteration k relative to the MSE threshold for different swarm
sizes N . For example, the iteration counts for N = 10 were
the same for both MSE thresholds because the change in
the MSE due to a transition of one agent, corresponding to
a change in population fraction of 1/N = 1/10, is much
higher than both MSE thresholds (i.e., (1/10)2 > 0.005
Fig. 3. Number of iterations until convergence to Sˆtarget versus number of follower agents (N ) for leader control policies that were learned using SARSA
(red plot) and Q-Learning (blue plot). Each circle on the plots marks the mean, standard deviation, or median number of iterations until convergence over
1000 test runs of a leader policy in the simulated grid graph environment in Figure 2 with the same value of N that the policy was trained on. Convergence
to Sˆtarget is considered to have occurred once the MSE decreases below 0.005.
Fig. 4. Number of iterations until convergence to Sˆtarget versus number of follower agents (N ) for the same simulations as in Figure 3. Here, convergence
is considered to have occurred once the MSE decreases below 0.0005.
and 0.0005). Compare this to the iteration count for N =
50, which would have a corresponding change in MSE of
(1/50)2; this quantity is much smaller than 0.005 but not
much smaller than 0.0005. The iteration counts for N = 100
are much lower, since (1/100)2 is much smaller than both
MSE thresholds.
We also tested the control policies that were trained with
N = 100 follower agents on simulated scenarios with N =
10, 20, 30, 40, and 50 agents. This was done to evaluate
the robustness of the policies trained on N = 100 agents
to reductions in N . As the plots in Figure 5 show, the
policies trained on N = 100 agents required, on average,
fewer iterations for convergence than the policies trained
on the same value of N as in the tests, except for the Q-
Learning case N = 50 with an MSE threshold of 0.005. We
attribute this result to the mean-field effect: as the number N
of stochastically transitioning agents increases, the agents’
empirical distributions converge to deterministic mean-field
limits. The lower amount of uncertainty in the time evolution
of large swarms may make it easier for leader policies that
are trained on large values of N to control the distribution
of a given follower agent population than policies that are
trained on smaller values of N . We thus hypothesize that
training a leader agent with the mean-field model (6) instead
of the DTMC model would lead to improved performance in
terms of a lower convergence time and lower training time.
IV. EXPERIMENTAL RESULTS
Two of the leader control policies that were generated in
the simulated environment were tested on a physical swarm
of small robots in the Robotarium [14], a remotely accessible
swarm robotics testbed that provides an experimental plat-
form for users to validate swarm algorithms and controllers.
Experiments are set up in the Robotarium with MATLAB or
Python scripts. The robots move to target locations on the
testbed surface using a position controller and avoid colli-
sions with one another through the use of barrier certificates
[18], a modification to the robots’ controllers that satisfy
particular safety constraints. To implement this collision-
avoidance strategy, the robots’ positions and orientations in
a global coordinate frame are measured from images taken
from multiple VICON motion capture cameras.
The experimental setup for our tests is shown in Figure
6. The environment was represented as a 2 × 2 grid, as in
Fig. 5. Number of iterations (on a log scale) until convergence to Sˆtarget versus number of follower agents (N ) for leader control policies that were
learned using SARSA and Q-Learning, with convergence defined at MSE thresholds of 0.005 and 0.0005. Each circle on the plots marks the mean number
of iterations until convergence over 1000 test runs of a leader policy in the simulated grid graph environment in Figure 2. The leader policies were either
trained and tested on the same values of N (blue plots), or trained on N = 100 and tested on smaller values of N (red plots).
Fig. 6. Initial setup of a physical experiment using the Robotarium swarm
robotics testbed.
the simulations, and N = 10 robots were used as follower
agents. The leader agent, shown as the blue circle, and the
boundaries of the four grid cells were projected onto the
surface of the testbed using an overhead projector. As in the
simulations, at each iteration k, the leader moves from one
grid cell to another depending on the action prescribed by
its control policy. Both the SARSA and Q-Learning leader
control policies trained with N = 100 follower agents were
implemented, since they required fewer iterations to converge
to Sˆtarget when tested in simulations with N = 10 agents
than the policies that were trained with N = 10 agents (see
Figure 5). A supplementary video is provided that shows
the performance of both control policies. In the video, the
leader is red if it is executing the Stay action and blue if
it is executing any of the other actions in the set A (i.e., a
movement action). The current iteration k and leader action
are displayed at the top of the video frames, as in Figure
6. Each control policy was able to achieve the exact target
distribution (14). The SARSA method took 59 iterations to
reach this distribution, while the Q-Learning method took
23 iterations. These iteration counts are the same order of
magnitude as the mean iteration counts recorded for the
corresponding scenarios in the simulations (see Figure 5).
V. CONCLUSION AND FUTURE WORK
We have presented a Temporal-Difference learning ap-
proach to designing a leader-follower control policy for
herding a swarm of agents as quickly as possible to a target
distribution over a graph. We demonstrated the effectiveness
of the leader control policy in simulations and physical robot
experiments for a range of swarm sizes N , illustrating the
scalability of the control policy with N , and investigated the
effect of N on the convergence time to the target distribution.
One avenue of future work is to train the leader control
policies with the mean-field model rather than the DTMC
model, as mentioned previously. The leader control policies
could also be modified to include state estimation techniques
that enable the reduction of the state space dimensionality
for the case of large graph sizes. In addition, the control
policies could be implemented on a swarm robotic testbed
in a decentralized manner, in which each follower robot
avoids collisions with other robots based on its local sensor
information.
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