An assessment of wind forcing impact on a spectral wave model for the Indian Ocean by Remya, PG et al.
An assessment of wind forcing impact on a spectral
wave model for the Indian Ocean
P G Remya1,∗, Raj Kumar2 and Sujit Basu2
1Information Services and Ocean Sciences Group, Indian National Centre for Ocean Information Services,
“Ocean Valley”, Pragathi Nagar (BO), Nizampet (SO), Hyderabad 500 090, India.
2Atmospheric and Oceanic Sciences Group, Space Applications Centre (ISRO), Ahmedabad 380 015, India.
∗Corresponding author. e-mail: remyabijeshh@gmail.com
The focus of the present study is the assessment of the impact of wind forcing on the spectral wave model
MIKE 21 SW in the Indian Ocean region. Three diﬀerent wind ﬁelds, namely the ECMWF analyzed
winds, the ECMWF blended winds, and the NCEP blended winds have been used to drive the model.
The wave model results have been compared with in-situ observations and satellite altimeter data. This
study also evaluated the performance of the wind products during local phenomenon like sea breeze,
since it has a signiﬁcant impact on the wave prediction in the Indian coastal region. Hence we explored
the possibility of studying the impact of diurnal variation of winds on coastal waves using diﬀerent wind
ﬁelds. An analysis of the model performance has also been made during high wind conditions with the
inference that blended winds generate more realistic wave ﬁelds in the high wind conditions and are able
to produce the growth and decay of waves more realistically.
1. Introduction
The knowledge of wave conditions is vital for all
marine related activities such as shipping, ﬁshing,
oﬀshore and coastal structure constructions, and
naval operations. Wave modeling has reached sat-
isfactory level for practical applications with the
development of third generation wave models (e.g.,
Komen et al. 1994). Advances in weather forecast-
ing and remote sensing of winds over the oceans
contributed towards this as the wave models com-
pute the wave ﬁeld from surface winds, provided
mostly by atmospheric models (e.g., Bidlot et al.
2002). The performance of wave model simulations,
whether for research or operational forecasting,
depends on the quality of the driving wind ﬁelds.
Cavaleri (1994) clearly showed the direct depen-
dence of signiﬁcant wave height (Hs) on wind speed
through an empirical relation for a fully developed
sea. Past study conducted by Kumar et al. (2000),
for the Indian Ocean, conﬁrmed that wave height
and wave period predictions are dependent on
the precision of the wind forcing used to drive the
model. Kumar et al. (2000) also concluded that
the error in the wave hindcast/forecast increases
with decreasing frequency of wind forcing. Feng
et al. (2006) have conducted a very detailed study
related to the impact of wind forcing on a global
wind-wave model. The results of this study sug-
gest that the model output is critically dependent
on the choice of wind ﬁeld product. The present
work, although following the methodology of Feng
et al. (2006), diﬀers from it by aiming to study
the impact of three diﬀerent wind products on
the spectral wave model MIKE 21 SW for the
Indian Ocean region. Another diﬀering aspect of
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the present work is the study of the impact of
diurnal variation of winds in the coastal regions.
The assessment of the impact has been carried out
using in-situ observations as well as satellite data.
As far as the Indian Ocean is concerned, an accu-
rate wave prediction during tropical cyclone condi-
tion is a challenging task. Accordingly, experiments
have been conducted to evaluate the performance
of three wind products during high wind condi-
tions. Thus, the central theme of the study is iden-
tiﬁcation of the wind ﬁeld, which, in conjunction
with the wave model under consideration, would
produce the best wave predictions in the Indian
Ocean.
The MIKE21 SW model was forced with three
diﬀerent winds, and synoptic maps of wave param-
eters were generated. The study was carried out
for the Indian Ocean region for the year 2005.
Initially the model derived wave parameters were
compared with the same parameters observed by
moored buoys deployed by the National Institute
of Ocean Technology (NIOT). Unfortunately, the
available buoy data were sparse and discontin-
uous. Hence, for a comprehensive analysis, the
model derived wave parameters were compared
with collocated satellite altimeter data and statis-
tical error analysis was carried out for the Indian
Ocean.
2. Methodology
2.1 Wave model: MIKE 21 SW
MIKE 21 SW is a new generation spectral wind
wave model, based on unstructured meshes, and
is developed by Danish Hydraulic Institute (DHI
2005). The model simulates growth, decay, and
transformation of wind generated waves and swells
in oﬀshore and coastal areas. In this model, the
wind waves are represented by the action density
spectrum N (σ, θ). The independent parameters
chosen are the relative (intrinsic) angular fre-
quency, σ = 2πf , and the direction of wave prop-
agation, θ. The governing equation is the wave
action balance equation formulated in either Carte-




+∇. (vN) = s
σ
(1)
where N (x, σ, θ, t) is the action density, t is the
time, x = (x, y) is the two dimensional radius vec-
tor, x, y being the Cartesian co-ordinates, v = (cx,
cy, cσ, cθ) is the propagation velocity of a wave
group in the four-dimensional phase space formed
by x, σ and θ. Finally, s is the source term for the
energy balance equation.
MIKE 21 SW model is based on a ﬂexible
mesh, which allows for coarse spatial resolution in
the oﬀshore area and high resolution in the shal-
low coastal waters. MIKE21 SW model includes
two diﬀerent formulations: a directional decou-
pled parametric formulation and a fully spectral
formulation of the wave action balance equation.
The ﬁrst formulation is suitable only for near
shore conditions, whereas the second one is appli-
cable in both near shore and oﬀshore regions.
Hence, in this study the second formulation has
been used, as the study area contains both shal-
low and oﬀshore regions. In the fully spectral for-
mulation the source functions are based on the
WAM Cycle 4 formulation (Komen et al. 1994).
The source term for depth limited wave break-
ing is based on the formulation by Battjes and
Janssen (1978). A short description of the source
term can be found in Sørensen et al. (2004). In
the present study, the model domain covers the
Indian Ocean region (60◦S–25◦N; 40◦–100◦E). For
the model runs, the spatial resolution has been
chosen to be 0.25◦ in the coastal waters and 1◦
for the rest of the region (ﬁgure 1). This, how-
ever, does not mean that the resolution is con-
stant everywhere in this domain. MIKE21 SW
model uses a ﬂexible mesh bathymetry for model
runs. The ﬂexible mesh allows ﬁne resolution near
Figure 1. Map of the study area showing ﬂexible mesh grid
and buoy locations.
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the coast. The bathymetry is from GEBCO (Gen-
eral Bathymetric Charts of the Ocean) produced
by Intergovernmental Oceanographic Commission
(2003). The resolution of GEBCO bathymetry
grid is 1 × 1 minute. Model runs have been
made with three wind forcing ﬁelds from three
diﬀerent sources. The model was initialized over a
7-day period to arrive at a stationary model out-
put, and thereafter experiments were performed for
the entire year of 2005. The model run contains
no assimilation of altimeter or buoy wave height
observations.
2.2 Wind forcing fields
The present study used three diﬀerent wind ﬁeld
products from three diﬀerent sources. The same
temporal resolution of the three wind ﬁelds made
comparison more homogenous and meaningful.
The ﬁrst wind ﬁeld used in the study is 6-hourly
(viz., 00, 06, 12, and 18 UTC) zonal (U) and merid-
ional (V) components of winds at 10 m height
derived from European Centre for Medium-Range
Weather Forecast (ECMWF) for 2005. The hor-
izontal resolution of ECMWF analysis is 0.5◦×
0.5◦ along latitude and longitude. For generat-
ing analyzed wind ﬁelds ECMWF utilizes a four
dimensional (4-D) variational assimilation scheme
to assimilate various meteorological observations
(Persson and Grazzini 2007).
The second and third wind ﬁelds used in this
study are blended wind ﬁelds from two diﬀerent
sources. The ﬁrst blended wind ﬁeld is obtained
from IFREMER, France. This wind ﬁeld is derived
through a spatial blending of the high resolution
QSCAT scatterometer winds with ECMWF model
winds. The wind data are available at a spatial
resolution of 0.25◦ in longitude and latitude. The
quality of the blended winds showed encouraging
results in comparison with buoy winds (Bentamy
et al. 2007). They found that the correlation coeﬃ-
cients between buoy winds and blended winds were
of the order of 0.80–0.90 and RMS diﬀerences were
< 2 m/s.
The second blended wind ﬁeld product is a blend
of QSCAT scatterometer winds and NCEP reanal-
ysis surface wind datasets (Chin et al. 1998; Milliﬀ
et al. 1999). This dataset consists of global 6-hourly
maps at 0.5◦ spatial resolution. The blending
scheme provides 6-hourly global ﬁelds by retain-
ing QSCAT wind retrievals in swath regions, and
by augmenting in the unsampled regions the low-
wave number NCEP ﬁelds with a high-wave num-
ber component that is based on monthly QSCAT
statistics. For highest data quality, rain-ﬂagged
wind vector cells (WVC) in the QSCAT record
were excluded from the blending scheme. Details
of the eﬀect of rain on QSCAT wind retrievals are
described in Milliﬀ et al. (2004).
For convenience, the abbreviations EC, EQ,
NQ, and SW are used hereafter for represent-
ing ECMWF winds, QSCAT+ECMWF blended
winds, QSCAT+NCEP blended winds and MIKE
21 SW model respectively. Moreover, the abbre-
viations SW-EC, SW-EQ and SW-NQ are used
to denote the wave parameters obtained from the
model driven by one of these three wind ﬁelds,
respectively.
Figure 2. (a) Monthly mean wind speed maps for April
2005. (b) Monthly mean wind speed diﬀerence map (EQ-EC
and EQ-NQ). (c) Mean wind speed maps for the year 2005.
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2.3 Model evaluation using in-situ observations
and altimeter data
As mentioned earlier, 3-hourly wave data derived
by moored buoys deployed by the National
Institute of Ocean Technology (NIOT) have been
used for validating the model results. The locations
of buoys are shown in ﬁgure 1. Apart from in-situ
data, remotely sensed data from satellite altime-
ter have also been used. The JASON 1 satellite
system carrying a state-of-the-art altimeter sensor,
launched on December 7, 2001, was providing wind
and wave information over the global oceans reg-
ularly till 2013. Radar altimeter data have been
provided by the Delft Institute for Earth Oriented
Space Research Radar Altimeter Data base system.
Model-estimated wave data, and altimeter derived
wave data have been collocated and this collocation
resulted in more than 0.736 million data pairs. The
selected wind speed range for the comparison was
2–20 m/s. Although the altimeter does not provide
direct measurement of ocean wave period, there are
algorithms to estimate this parameter from altime-
ter observations. This study also used one such
recently developed algorithm by Govindan et al.
(2011). The zero crossing period, Tz =
√
m0/m2, is
the average time interval between similar direction
crossings of mean water level for a wave record.
The zero crossing surface wave period based on
altimeter is computed as:
Tzalt =
ξ − 5.78
ξ + (ws/ (Hs ∗ ((ws/Hs)Hs))) + Hs + 5.70
where ws is the wind speed and ξ is the wave age,
ξ = 3.25(H2s g
2/ws4)0.31.
Various statistical measures like bias, root mean
square error (RMSE), scatter index (SI), and cor-
relation coeﬃcient (R) are used to assess the model
performance by comparing the model derived
parameters with the corresponding buoy/altimeter
observations.
3. Results and discussions
The model simulations were performed for the
year 2005 using three diﬀerent wind ﬁelds and
the hourly synoptic maps of wave parameters were
generated. Before the wave parameter compari-
son, the diﬀerence in the three wind products has
to be investigated in detail for a better compre-
hension of the wave model results. Assuming that
QSCAT wind represents truth, a comparison of
the three wind ﬁelds has been done with QSCAT
winds. Although we compared the monthly means
of the three wind ﬁelds with the QSCAT monthly
means for all the 12 months, the results are shown
for only one representative month (April 2005).
Figure 2(a) shows this comparison. In the compar-
ison, both the blended winds showed the ﬁne scale
features of wind ﬁelds present in the QSCAT winds
whereas the EC wind ﬁelds completely missed
these ﬁne features. The comparison of wind speed
shows smoothed wind ﬁelds and clear underestima-
tion of wind speed all over the domain except at
the southernmost latitudes of the domain for EC
winds (ﬁgure 2b). In the southernmost latitude, EC
winds show a spread of high wind regime. Among
the two blended winds more geographical variabil-
ity was visible in EQ wind. Both NQ and EQ winds
show a good agreement with QSCAT winds and
also with each other except at the coastal regions.
At the coastal regions EQ winds were very weak.
The diﬀerence was around 2 m/s in the western
coast of India (ﬁgure 2b). This comparison also
shows how well the blending works in both winds.
Figure 2(c) shows the one year mean of the three
diﬀerent winds. The diﬀerence in the yearly mean
Figure 3. Model derived monthly mean wave height maps
for April 2005. (i) Signiﬁcant wave height (Hs); (ii) swell
height (sHs); and (iii) wind sea height (wHs).
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is also in agreement with the diﬀerences observed
in the monthly means.
An analysis of monthly means of wave parame-
ters like signiﬁcant wave height (Hs), swell height
(sHs), wind sea height (wHs) and wave period (Tm)
has been carried out to see the sensitivity of the
wave model to the diﬀerences in the wind ﬁelds.
Figure 3 shows the monthly mean of the wave
parameters. From this ﬁgure it can be seen that
the monthly mean SW-EC Hs is missing ﬁne scale
features compared to SW-EQ Hs and SW-NQ Hs
as in the case of wind ﬁelds. SW-EQ Hs and SW-
EC Hs are more or less the same whereas the SW-
NQ Hs was high compared to the other two. These
are the preliminary ﬁndings from the comparison
of monthly means. Further assessment of the
authenticity of the wind ﬁelds is done by comparing
the simulated wave parameters for the three
diﬀerent wind products with observations.
3.1 Evaluation of wave parameters using in-situ
and remote sensing observations
The model performance has been evaluated in
terms of Hs, sHs, wHs and Tm in both Arabian
Sea (AS) and Bay of Bengal (BOB) by selecting
six buoys from each basin. For the comparison
with buoy data, 3-hourly time series of simulated
wave parameters at the selected buoy locations
were used. For the buoys the wave spectrum
measurements between 0.04 and 0.1 Hz are
considered to be low frequency (swell) compo-
nents and those between 0.1 and 0.5 Hz are
labeled as high frequency (sea) components. The
same criteria are adopted for the sea–swell sep-
aration in the model spectra. The formulae of
signiﬁcant wave height and mean wave period
from the buoy are Tm =
√
m0/m2 and Hs =
4
√
m0. In table 1, the results for the Arabian
Sea and the Bay of Bengal have been shown
for the 12 buoys. There were more than 19,000
data points. From the statistics of compari-
son it can be seen that EC winds show a lower
RMSE as well as SI while at the same time show-
ing a negative bias. The negative bias signiﬁes the
underestimation of wind speed as observed in the
comparison of mean wind ﬁelds. The EQ wind had
minimum bias and maximum error. NQ had a high
positive bias but it showed a good agreement in
standard deviation with buoy. From table 1 we can
also see that the RMSE of Hs is low for the EQ
winds although the corresponding RMSE of winds
was comparatively high. The reason for this may
be the tuning of the MIKE 21 SW model with EQ
winds.
The negative bias in the EC wind speed induced
a negative bias in SW-EC Hs also. The RMSE
and SI of the SW-EQ Hs and SW-EC Hs are more
or less the same. In the case of bias, SW-EQ Hs
and SW-NQ Hs show a high positive bias. A close
look into the error statistics of swell and sea com-
ponents conﬁrms that the positive bias of Hs is
mainly because of a high positive bias present in
Table 1. Error statistics for the Buoy comparison.
Bias RMSE SI r Mean Std
Wind speed (m/s) Buoy 5.33 2.89
SW-EC −0.31 1.70 0.32 0.82 5.02 2.66
SW-EQ −0.04 2.06 0.39 0.76 5.29 3.06
SW-NQ 0.52 1.99 0.37 0.78 5.85 2.85
Hs (m) Buoy 1.46 0.91
SW-EC −0.04 0.36 0.24 0.93 1.41 0.73
SW-EQ 0.12 0.34 0.24 0.93 1.57 0.84
SW-NQ 0.26 0.43 0.30 0.93 1.72 0.86
wHs (m) Buoy 1.18 0.73
SW-EC −0.08 0.28 0.24 0.93 1.10 0.63
SW-EQ 0.01 0.26 0.22 0.93 1.19 0.69
SW-NQ 0.08 0.30 0.25 0.92 1.26 0.66
sHs (m) Buoy 0.80 0.63
SW-EC 0.03 0.37 0.47 0.81 0.83 0.56
SW-EQ 0.16 0.38 0.47 0.85 0.96 0.62
SW-NQ 0.29 0.46 0.57 0.85 1.09 0.66
Tm (s) Buoy 5.67 1.36
SW-EC 0.18 0.94 0.17 0.76 5.85 1.28
SW-EQ 0.40 1.03 0.18 0.74 6.07 1.28
SW-NQ 0.57 1.11 0.20 0.75 6.25 1.36
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the sHs. The RMSE, SI and bias for the sHs are
high in all the three cases. A time series compar-
ison with buoy for the months March–May 2005
for the two representative locations (DS5 and DS7
buoys) is shown in ﬁgure 4. The contribution of
swell towards the overestimation of Hs is very clear
from both the cases. A high degree of overestima-
tion is seen in the Arabian Sea buoy compared to
the Bay of Bengal buoy. One dimensional frequency
spectrum comparison is shown in ﬁgure 5 as an
additional support to the above-mentioned over-
estimation of the swells. As Rogers et al. (2005)
pointed out, a possible reason for this inaccuracy
in swell height prediction can be the physics of
swell attenuation, which is not expected to be
accurate in third-generation models. The work of
Ardhuin et al. (2009) shows swell dissipation using
synthetic aperture radar observations which also
supports the inaccuracies of swells in numerical
models. Interestingly, a very good agreement of
wHs can be seen in all the three cases.
Towards a detailed analysis of the performance
of the winds in diﬀerent wind conditions and its
impact on wave parameters, error statistics ana-
lysis has been performed for data bins with respect
to the buoy measured wind speed, Hs and Tm.
Figure 6 shows the bias and scatter index obtained
for data bins with respect to the buoy measured
wind speed, Hs, sHs, wHs and Tm. From the ﬁg-
ure it can be seen that, among the three winds,
EC wind shows a very small positive bias in the
range 0–5 m/s and thereafter an increasing trend
of negative bias whereas NQ wind shows a high
positive bias in the range 0–5 m/s and thereafter
a small negative bias in the high range. EQ winds
followed the trend of EC winds in the low range
and NQ winds in the high wind speed range. All
the three wind ﬁelds showed an underestimation
of wind speed for the high values. A study of the
eﬀect of observation errors by Tolman (1998) also
states that the bin averaged analysis systemati-
cally underestimates extreme wind speeds. This
bias trend appearing in wind speeds got clearly
reﬂected in bias trend of Hs. In the low wave height
range (up to 1.5 m), SW-EC Hs showed small
positive bias and thereafter negative bias with an
increasing trend. Interestingly, SW-NQ Hs showed
a very small negative bias and very small scat-
ter index in the high wave conditions. SW-EQ Hs
showed a trend very close to the trend of SW-NQ
Hs except at the low range. In the case of wave
periods SW-NQ Tm has a positive bias in low wave
period range. SW-EQ Tm and SW-EC Tm showed
almost similar trends. In the selected dataset 50%
of the data points were in the wind speed range of
0–5 m/s and Hs range of 1–1.5 m. In the low wind
speed range EC wind shows a good agreement with
buoy as well as altimeter measurements. This is the
main reason for the best results of SW-EC wave
parameters.
Figure 4. Comparison of measured and forecasted one dimensional wave spectra at DS5 buoy location during (a) April 30
09:00 UTC (b) May 05 18:00 UTC and (c) May 11 03:00 UTC.
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The buoys selected for comparison provided
sparse and discontinuous data. So, for a detailed
analysis, the model derived parameters Hs and Tm
have been compared with altimeter derived Hs and
Tm. For comparison purpose, model points within
25 km of altimeter passes and within 1 hour of
the altimeter observations have been used. Nei-
ther sHs nor wHs can be estimated from altime-
ter data. So the comparison is limited to Hs and
Tm. Error statistics analysis has been carried out
separately for the north Indian Ocean and the full
Indian Ocean. From table 2 it can be seen that the
error statistics of north Indian Ocean is quite simi-
lar to the error statistics obtained from buoy com-
parison. In the altimeter comparison the EC winds
show low RMSE, bias, and SI compared to blended
winds. It is observed that both the domains show
similar trends in all the parameters. The bias trend
of wave parameters was positive at the low wave
height and negative for the high ones for both the
domains. Figure 7 shows the bias and SI obtained
for data bins of parameters, wind speed, Hs and Tm
for north Indian Ocean. Indian Ocean also shows
similar trends.
Figure 5. Time series comparison of model simulated wave
parameters with buoy data (a) Arabian Sea (DS5) and
(b) Bay of Bengal (DS7).
3.2 Impact of diurnal variation of winds
The diurnal variation of winds has a profound
eﬀect on meteorology and oceanography of coastal
areas. After the withdrawal of the Indian summer
monsoon and until onset of the next monsoon
(November–May), winds in the coastal regions
are dominated by sea breeze. Whenever the large
scale winds are not present, the diurnal variation
of wind has an impact. However, the character-
istics of diurnal variations are very clear in the
transition months (February–April), the period
of transition between the winter and summer
monsoons (Aparna et al. 2005). The past study
of Neetu et al. (2006) for the west coast of India
also shows signiﬁcant impact of sea breeze on the
Figure 6. Bias and scatter index (SI) obtained for data bins
with respect to buoy measurements for the north Indian
Ocean.
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Table 2. Error statistics for the altimeter comparison for the North Indian Ocean.
North Indian Ocean Bias RMSE SI r Mean Std
Wind speed (m/s) Jason1 6.22 2.66
SW-EC 0.18 1.28 0.21 0.89 6.39 2.81
SW-EQ 0.38 1.32 0.21 0.89 6.60 2.77
SW-NQ 0.45 1.70 0.27 0.83 6.67 2.94
Hs (m) Jason1 1.67 0.95
SW-EC 0.04 0.34 0.21 0.93 1.72 0.84
SW-EQ 0.17 0.40 0.24 0.92 1.84 0.86
SW-NQ 0.31 0.53 0.31 0.9 1.99 0.91
Tm (s) Jason1 5.87 0.95
SW-EC 0.04 0.85 0.15 0.73 5.85 1.25
SW-EQ 0.23 0.90 0.15 0.73 6.07 1.27
SW-NQ 0.53 1.08 0.18 0.71 6.25 1.34
Figure 7. Bias and scatter index (SI) obtained for data bins
with respect to altimeter measurements for the north Indian
Ocean.
daily cycle of the sea state near the coast. In the
pre-southwest monsoon months the predominant
winds over the Arabian Sea between latitudes
5◦N and 20◦N change gradually from between
north–east and north–west to between north–
west and west. The change in the wind direction
with subsequent development of sea breeze causes
a change in the wave direction more towards
north–west during this period (Reddy 2001). High
resolution wind ﬁelds are required to resolve the
ﬁne details of land–sea breeze systems. Since it is
very diﬃcult to have the high resolution surface
winds as forcings of wave models, the impact of
diurnal variation of winds has been studied using
the above-described wind ﬁelds. The aim of this
experiment is to explore the possibility of study-
ing the impact of diurnal variation of winds on
coastal waves using numerical models. To study
the impact of the three wind products during sea
breeze phase, we have selected 4 weeks of active
sea breeze period from February 15–March 15
of the year 2005. For the comparison, 3-hourly
data of a shallow water buoy located in the Ara-
bian Sea at the latitude 15.49◦N and longitude
73.75◦E was selected (red mark in ﬁgure 1). The
sea breeze dominance was clear in this buoy dur-
ing pre-monsoon months. Figure 8(a) shows wind
speed and direction as well as the changes in Hs
and Tm observed in SW3 buoy. It is observed
that the sea breeze is most prevalent between 12
and 21 hours (local time) and typically produces
1–1.5 m high waves. Masselink and Pattiarchi
(1998) pointed out that, following the onset of sea
breeze, addition of locally generated wind waves
to background swell resulted in an increase in
wave height and a decrease in mean wave period.
The super imposition of wind sea and swell cause
a decrease in the mean wave period. During
the sea breeze the local winds are stronger than
the synoptic winds and due to that, the wave
height increases. The role of wind speed on the
wave growth decreases when the wind direction
varies with time (Komen et al. 1994). When the
wind and wave directions are opposite to each
other (land breeze), the wind applies an opposing
stress against the waves and therefore the wave
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Figure 8. Wind speed and directional change during sea breeze and corresponding wave height and wave period changes
observed in SW3 buoy.
height growth is negative. This type of variation in
Hs and Tm is very clear in ﬁgure 8(b). A compar-
ison of wind speeds has been made to see the dis-
parities in the winds during sea breeze in ﬁgure 9.
From this ﬁgure, it can be seen that only the
NQ wind was able to produce the wind speed
variations during active sea breeze. The other two
winds, namely EC and EQ winds highly underes-
timated the wind speed. The disparity in winds
might be because of the very weak winds present
in the western coastal regions of India in these
two winds (ﬁgure 2a) and was clearly reﬂected
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Figure 9. Wind speed, Hs, Tm and directional changes during sea breeze.
in the wave model results. The increase in the
wave height and decrease in the wave period asso-
ciated with sea breeze is very clear in SW-NQ
results. The directional change during sea breeze
was very clear in the SW-NQ mean wave direc-
tion (MWD). As in the case of wind speed, the EC
and EQ could not faithfully reproduce the varia-
tions in the wave parameters. This clearly shows
that the NQ wind ﬁelds can be used for studying
the impact of diurnal variation of winds on coastal
waves in the absence of high resolution wind ﬁelds.
This experiment also shows the signiﬁcant impact
of diurnal variation of winds on coastal waves.
So for an accurate wave prediction in the coastal
regions, this diurnal variation of wind has to be
included.
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3.3 Impact during high wind conditions
As far as the wave modeling is concerned,
another challenge is the wave prediction during
tropical cyclone. In the year 2005, during the
period November 28–December 22, there were two
cyclones and one deep depression in the Bay of
Bengal. The ﬁrst cyclone was ‘Baaz’ during the
period November 28–December 2 with a maximum
wind speed of 24 m/s. Four days later another
cyclone ‘Fanoos’ developed in the same region with
peak intensity 27 m/s and existed for 4 days from
December 6–10. Again after 5 days another depres-
sion was formed in the southeastern Bay of Ben-
gal. This depression existed between December 15
and 22 and the maximum wind speed was around
15 m/s. The growth and decay of waves during
these events were observed in the buoy MB10, oﬀ
Mahabalipuram, located at 84.98◦E longitude and
12.54◦N latitude. Figure 10 shows the location of
Figure 10. Cyclone tracks and location of the buoy.
buoy and the cyclone tracks. A comparison of wind
speed and wave height has been carried out to see
the impact of diﬀerent winds in the extreme con-
ditions. Figure 11 shows a time series comparison
of wind speed and wave height with buoy. In the
wind speed comparison, we can see the clear under-
estimation of wind speed in the EC winds. This
supported the conclusion drawn from the analy-
sis of error statistics that the EC wind underesti-
mates the wind speed in high wind conditions. The
comparison of blended winds shows that both the
blended winds were able to show the increase and
decrease in the wind speed very clearly. There was
not much diﬀerence in the performance. As in the
case of wind speed, the SW-EC Hs also showed a
clear underestimation of wave height of the order of
1–2 m. A good agreement at the low wave heights
has also been observed in the comparison. This
also supports our earlier conclusion. The blended
winds were able to produce the growth and decay
of waves very clearly in all the three cases. This
once again proves the capability of blended winds
to produce reasonably accurate wave model results
during high wind conditions.
4. Conclusions
The present study is concerned with an assess-
ment of the impact of various wind forcings on
wave model results. More speciﬁcally, three diﬀer-
ent wind ﬁelds were used to drive MIKE21 SW
model in the Indian Ocean region and the impact
was analyzed via a comparison of the results with
in situ observed and remotely sensed counterparts
of model-generated parameters. A high degree of
Figure 11. Wind speed and wave height variations during diﬀerent cyclonic events.
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spatial variability was evident in the blended wind
ﬁelds, which was conspicuous by its absence in the
analyzed EC winds. It could be noted that there
is an underestimation of the SW-EC wave parame-
ters, possibly due to the relative smoothness of the
EC winds. It is highly probable that the blended
winds with more variable wind ﬁelds could reduce
this negative bias in the wave model results. This is
more vividly brought to focus while analyzing the
results in the cyclonic condition. It was found
that blended wind ﬁelds generated more realistic
wave ﬁelds over the areas within the cyclonic
inﬂuence than the analyzed EC winds. During
cyclonic conditions, both the blended winds were
able to produce the growth and decay of waves
very clearly. Apart from the analysis of cyclone
cases, the impact of sea breeze was also studied.
This impact was reﬂected in the NQ wind ﬁelds,
which were able to depict the diurnal variation of
winds, dominant in the coastal regions, especially
near the west coast of India. This diurnal varia-
tion was found to have a signiﬁcant impact on wave
model results.
Considering all the pros and cons, it can be
conclusively said that the result of the study has
undoubtedly come in favour of the blended wind
ﬁelds, in an overall sense. Among the two blended
winds, EQ wind performed marginally better,
possibly because the MIKE 21 SW model is tuned
to this wind. However, the impact of sea breeze is
better picked up by the NQ winds in the west coast.
Since the EQ winds and EC winds are low in the
west coast of India, these winds could not repro-
duce the diurnal variations. The analysis has been
done only for the year 2005. These results might be
valid only for the same. Summarizing, we strongly
advocate the use of EQ winds as forcing of MIKE
21 SW in the Indian Ocean region.
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