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A long empirical literature has examined the idea that, in the absence of hedging mechanisms, currency risk should have an adverse effect on the export volumes of risk averse exporters. But there are no clear conclusions from this literature, and the current consensus seems to be that there is at most a weak negative effect of exchange rate volatility on aggregate trade flows. However, most of this literature examines the impact of exchange rate volatility on aggregate trade flows, implicitly assuming a uniform impact of this volatility on exporters across sectors. This paper explots the fact that, if exchange rate volatility is detrimental for trade, firms exporting goods that offer a natural hedge against exchange rate fluctuations-i.e. This paper is a product of the Macroeconomics and Growth Team, Development Research Group. It is part of a larger effort by the World Bank to provide open access to its research and make a contribution to development policy discussions around the world. Policy Research Working Papers are also posted on the Web at http://econ.worldbank.org. The author may be contacted at craddatz@worldbank.org. those whose international price is negatively correlated with the nominal exchange rate of the country where they operate-should be relatively benefited in environments of high exchange rate volatility, and capture a larger share of the country's export basket. This hypothesis is tested using detailed data on the composition of trade of 132 countries at 4-digit SITC level. The results show that the commodities that offer natural hedge capture a larger share of a country's export basket when the exchange rate is volatile, but there is only weak evidence that the availability of financial derivatives to hedge currency risk reduces the importance of a sector's natural hedge.
Introduction
A long literature has studied the impact of exchange rate volatility and exchange rate regimes on trade ows.
1 The initial motivation behind this literature was the idea that, in absence of access to hedging mechanisms, risk averse exporters would be adversely aected by currency risk and exports would be reduced (Clark (1973) ). This simple mechanism rests on a series of assumptions and has been challenged both theoretically and empirically. Overall, the current consensus seems to be that there is at most a weak negative eect of exchange rate volatility on aggregate trade ows.
A shortcoming with most of the literature is the focus on the impact of exchange rate volatility on the aggregate volume of trade. From a theoretical perspective, what really matters for a trading rm is the volatility of its prots. How this volatility relates to the volatility of exchange rates depends on how this rate correlates with a rm's price and costs. In other words, what really matters for a rm is the volatility of its individual real exchange rate. For instance, Clark (1973) highlights the importance of the use of imported inputs as a natural hedge against uctuations on the exchange rate. More recent papers also discuss the role of currency derivatives in reducing exposure to exchange rate risk (Wei (1999) ).
Unless the prices and costs of all rms in a country are equally correlated with the nominal exchange rate, exchange rate uctuations may have consequences for the composition of trade, even without having a large impact on the aggregate trade volume. This is consistent with recent empirical evidence showing that the impact of exchange rate volatility varies across broad groups of sectors. For instance, Broda and Romalis (2003) , Clark et al. (2004) , and Byrne et al. (2008) show that rms producing homogeneous goods tend to be relatively less aected by exchange rate volatility than rms producing dierentiated products. This paper studies the impact of exchange rate volatility on the structure of trade using detailed sectoral trade data. It starts from the simple premise that nominal exchange rate volatility should aect relatively less the trade of those rms and industries whose prots do not uctuate much as a result of exchange rate movements. In particular, industries exporting goods whose international price co-moves negatively with nominal exchange rate uctuations, which I refer to as industries with a natural hedge against exchange rate volatility, should be relatively less aected. Firms exporting goods with this characteristic are naturally protected against exchange rate risk. Therefore, if this risk matters they should be relatively less aected by exchange rate volatility.
The possibility that this natural hedge oers some protection to rms is supported by existing evidence that rms whose income is positively correlated with the exchange rate, such as those in 1 McKenzie (1999) surveys the traditional literature that used time-series methods to estimate the impact of a country's exchange rate volatility on its total trade and exports. The most recent literature has exploited detailed panel data on bilateral trade ows and used gravity equations to estimate the impact of exchange rate volatility, exchange rate regimes, and currency unions on bilateral or multilateral trade. See, for instance, Frankel and Wei (1993) , Frankel and Rose (2002) , Rose (2000) , Rose and Van Wincoop (2001) , Klein and Shambaugh (2006) , and Tenreyro (2007) , among others. Clark et al. (2004) provides a comprehensive recent survey. 1 more tradable sectors, have a higher fraction of foreign-currency denominated liabilities (Bleakley and Cowan (2008) ). If this mechanism is empirically relevant, the structure of trade should naturally shift towards industries producing goods that oer a natural hedge against exchange rate uctuations in countries with high exchange rate volatility, or as a result of sustained changes in exchange rate volatility such as those resulting from exchange rate liberalization. This is the hypothesis that is formally tested in this paper using data on the composition of exports of 129 countries across 749 commodities during [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] , and the correlation of these commodities' global-unit-values and each of these countries' nominal exchange rates.
The idea that the price of some goods may be correlated with uctuations in the nominal exchange rate has been present in the recent literature on commodity currencies (Cashin et al. (2004) , Chen and Rogo (2003) ), which are currencies whose value uctuates with the average price of the commodities exported by the country. Typical examples of commodity currencies are New Zealand and Australia. Because of this correlation, the price in local currency of these commodities and of any other sector whose price is correlated with them will be stable relative to other products.
Thus, if uctuations in the local currency price of goods matter for trade and resource allocation, rms in those sectors should become relatively more important after a sustained increase in exchange rate risk.
The importance of a commodity's natural hedge emphasized in this paper as a determinant of trade patterns may depend on the availability of other forms of hedging. For this reason, the paper controls for the availability of currency derivatives to assess the quantitative importance of the mechanism we emphasize. Moreover, in as much income uncertainty will impact nancially constrained rms the most, one would expect that un-hedged exchange rate uncertainty will have a larger eect in countries with underdeveloped nancial systems.
The results indicate that exchange rate volatility matters relatively more for those sectors that lack a natural hedge and are more exposed to it. The natural hedge against exchange rate volatility provided by a negative correlation between a commodity's international price and a country's nominal exchange rate aects its export patterns, even after controlling for other standard determinants of export composition, such as the factor content of trade and the export patterns of countries with similar income levels. An increase in exchange rate volatility from the 10th to the 90th percentile, corresponding to 57 percentage points, raises by 37 percent the ratio of the export share of a good at the 10th percentile of correlation (correlation of -0.55) relative to a good at the 90th percentile (positive correlation of 0.28). This dierence is about 15 percent of the typical within-country difference in export shares across commodities. Larger dierences in correlations are associated with proportionally larger changes in relative shares resulting from the same increase in exchange rate volatility. Without being a rst order determinant of the structure of trade, this mechanism can explain a non-trivial portion of the observed dierences in relative shares. Furthermore, instrumental variables specications controlling for endogeneity suggest that the actual coecient is likely one 2 order of magnitude larger, which would result in more meaningful quantitative impacts.
Similar results are obtained for the bilateral trade patterns across countries. For a given exporterimporter pair, an increase in bilateral exchange rate volatility raises the relative export share of a commodity with a large negative correlation. The magnitude of the eects is, however, quantitatively smaller, reaching only 10 percent of the typical dierences in relative shares within a given country pair, which is not surprising considering the larger variability of bilateral trade shares.
There is also a positive relation between the natural hedge provided by a commodity's price movements and the growth rate of its total and bilateral export shares during the sample period.
This relation can also explain about 10 percent of the typical dierences in export shares growth.
More importantly, when using the specication in growth rates to compute the long run impact of changes in natural hedge, the estimated coecient is twice as large as when directly estimating the specication in levels, and accounts for a similarly larger share of dierences in relative shares. In addition, similar results are obtained when comparing the role of natural hedging across exchange rate regimes instead of using an ex-post measure of exchange rate volatility. A commodity's natural hedge is related to its importance in a country's commodity basket mainly during exible exchange rate regime periods. A series of robustness tests show that these results are not crucially driven by specic measures, countries, or commodities.
Somewhat surprisingly, the results show that the importance of a natural hedge against exchangerate uctuations is not clearly related to the availability of formal hedging instruments. Only when looking at the growth of export shares I nd that a well developed market for foreign exchange rate derivatives weakens the relation between a commodity price's correlation with the country's exchange rate and its importance in the country's export basket in high exchange rate volatility environments. When looking directly at the composition of trade (in levels), the relation between the development of foreign exchange rate derivatives and the importance of natural share reverses. This is consistent with evidence by Wei (1999) that the availability of hedging instruments does not aect the relation between exchange rate volatility and trade. Broader measures of the development of nancial markets do not seem to have such an eect on the importance of a natural hedge for export composition, suggesting that the relevant dimension of nancial development for this mechanism, if any, is the widespread availability of exchange rate derivatives. This paper relates to several strands of literature. First and most directly, it relates to the literature on the real eects of exchange rate volatility and exchange rate regimes (see, Frankel and Wei (1993) , Frankel and Rose (2002) , Rose (2000) , Rose and Van Wincoop (2001) , Clark et al. (2004) , Klein and Shambaugh (2006), and Tenreyro (2007) , among others; Clark et al. (2004) and McKenzie (1999) also provide comprehensive surveys of the pre-and post-gravity equation literature, respectively). It contributes to this literature by emphasizing the heterogeneity of the impact of exchange rate risk across industries and by focusing on its consequences for the composition 3 of trade.
2 Second, it also contributes to the literature on commodity currencies (Cashin et al. (2004) , Chen and Rogo (2003) ) by emphasizing the implications that the comovement of nominal exchange rates with the price of goods has in terms of hedging of currency risk. Finally, this paper is also related to the empirical literature on the structure of trade that has explored the role of technology dierences and factor endowments on the composition of trade (Leamer (1980) , Romalis (2004) , Fitzgerald and Hallak (2004) , among others) by showing that factors besides these dierences can inuence the structure of exports.
From a policy perspective, the ndings of this paper remind us of the endogeneity of the composition of exports, and show that it is aected by factors beyond standard relative factor abundance and that are related to the ability of rms to cope with the risks associated with exporting. If the composition of exports matters, as conjectured by Hausmann et al. (2007) , addressing some of these nancial market imperfections may be a way to move towards a rst best export composition without engaging in industrial policy. However, the main caveat is that the results do not clearly show that the development of exchange rate derivatives weakens the relation between a sector's natural hedge and export composition. The results also highlight a potential channel between exchange rate liberalization and macroeconomic volatility. It has been shown that oating exchange rate regimes insulate output from terms of trade uctuations (Broda (2004) , Edwards and Levy Yeyati (2005) ). However, since the results show that exchange rate exibility increases export concentration by shifting activity toward sectors with a natural hedge, the stabilizing benets of oating the exchange rate may be reduced because of a simple diversication argument.
The rest of the paper is structured as follows. Section 2 describes the methodological approach used to test the hypotheses that the natural hedge provided by some goods against exchange rate uctuations increases the exports of sectors producing those goods vis-a-vis other sectors in countries with high exchange rate volatility, and that the extent of this advantage depends on the availability of formal sources of hedge for exchange rate risk. Section 3 describes the data sources and variables used. Section 4 presents the results of the paper and their robustness. Section 5 concludes.
Methodology

2.1
The composition of trade and exchange rate volatility
The empirical equations estimated in this paper are derived from a simplied version of Chaney (2008)'s version of Melitz (2003) model of trade with multiple goods and heterogeneous rms. This 2 Within this literature, this paper is closely related to Byrne et al. (2008) who nd a negative impact of exchange rate volatility in trade using data for 22 industries and six countries trading with the US. However, Byrne et al. (2008) does not consider relative sectoral prices to construct measures of sectoral exchange rate volatility because of the lack of high frequency data in the price deators considered. As it will be discussed later, this paper makes assumptions about the covariances of prices at dierent frequencies to construct measures of the components of sectoral level exchange rate volatility.
4 model predicts that total exports from country i to country j of commodity h, T h i,j , are given by
where L i and L j represent the size of each country, L is total world size, θ j is a measure of the importing country's remoteness, τ h ij captures bilateral trade resistance between the two countries and is commodity specic (this parameter will be later related to the volatility of exchange rate), and λ 3 , γ h , and σ are technological parameters capturing the dispersion of productivity in a sector and the elasticity of substitution between goods in a sector, among other characteristics.
This expression can be integrated across several dimensions to determine a country's exports of a given commodity to the world, the world exports of a given commodity, and the total exports of a commodity to a given country. These aggregates will be used to characterize a country's composition of trade. For instance, a country's total exports of commodity h,
where τ h i is a weighted average of bilateral trade resistance parameters τ h ij . Similarly, country i's total exports are
with τ i again a weighted sum of the commodity specic trade resistance parameters τ h i . This implies that the share of commodity h in a country's total exports, X h i,W , will be
This expression can be used to obtain the following equation for the log total export shares
Proceeding in a similar fashion, one can derive an equation for the (log) share of commodity h in total exports from country i to j (bilateral export shares),
Transforming the expressions above into estimable equations requires specifying the form of the trade resistance terms at dierent levels of aggregation. This paper follows Tenreyro (2007) and assumes that it is a parametric function of the volatility of the sector-specic real exchange rate:
with V REX h i,j a measure of the volatility of product h's real exchange rate between countries i and j. This is a simple, reduced-form, manner of capturing the possibility that a high degree of bilateral exchange rate volatility will aect trade between two countries.
3 Analogously, I will assume that at an aggregate level, the multilateral trade resistance is parametrically related to product h's real exchange rate relative to the world international prices
Under these assumptions, expressions (1) to (2) can be transformed into the following estimable
Derivation of the volatility of the product level real exchange rate Let R h i be the sector-specic real exchange rate of product h from country i vis-à-vis the dollar, computed as
where e i,U S is country i's nominal exchange rate against the US dollar, p h is the price of good h (in US dollars), and p i is the country's price level (in local currency). The volatility of the growth or log-deviations from steady state of this sector-specic exchange rate is, therefore,
where the hats indicate growth rates or log deviations of a variable from its steady state value.
The expression above clearly shows that, at the sectoral level, real exchange rate volatility not only depends on the volatility of the nominal exchange rate but also on the volatility of relative 3 In the model, τij measures the fraction of the exported units that is lost during transportation. From the viewpoint of the exporter, uncertainty on the exchange rate may be seen as a transportation cost. An appreciation during transportation will reduce the amount of local goods that the exporter will be able to buy. Of course, the reverse argument also applies. Which one dominates ex-ante will depend on the degree of risk-aversion of the exporter.
The specication above leaves the data speak about the sign and signicance of α.
6 prices and on the comovement between these two. A good whose international price is highly volatile relative to domestic prices will face volatility in its international competitiveness even if there is no exchange rate volatility. Similarly, a good whose international price comoves negatively with the exchange rate will face less volatility in its real exchange rate than a good whose international price comoves positively with the nominal exchange rate.
It is the last covariance term in the expression above that I associate with the natural hedge of a good against exchange rate uctuations, although in what follows I will also loosely use this term to refer to the correlation between the international price of a good and exchange rate uctuations (ρ(ê i,U S ,p h )), since this correlation determines whether the covariance term hedges or increases the exposure to exchange rate volatility. However, it is important to remember that what really matters is the whole covariance term. For a given correlation and exchange rate volatility, the intensity of hedging also depends on the variability of a the international price of a good. For instance, the price of a good may have a large negative correlation with the nominal exchange rate, but if the price uctuates little it will provide little hedging possibilities, even when the volatility of exchange rates is large.
Most existing papers on exchange rate volatility try to measure within-year volatility, because this higher frequency volatility is more likely to matter for ongoing production decisions.
4 Measuring the within-year monthly volatility of the sectoral real exchange rates requires monthly data on sectoral prices, which is typically unavailable. To make use of the monthly data available for the nominal exchange rate I will assume that the correlation between nominal exchange rates and sectoral relative prices at monthly frequency is proportional to the correlation at annual frequency. I will also assume that the variance of the relative sectoral price at monthly frequency is proportional the variance at annual frequency. These assumptions conjecture that there is not enough mean reversion to reverse the ranking of monthly volatility when moving at annual frequency. In the next section I will show these are reasonable assumptions using data from an alternative, more aggregated, data source. Under these assumptions, the within year variance of the sectoral real exchange rate can be written as
where the subscript A denotes that the moment is computed using annual data, and the parameters γ are the proportionality coecients for the relation between monthly and annual moments.
Substituting into equation (3) we obtain the following estimable expression that describes the composition of the trade of country i with the rest of the world.
where the variables V ARP i,h , CORR i,h , SDXR i , and SDP h are empirical measures of σ 2
, and σ A (p h ), respectively, and the rst two terms in equation (6) are absent because they are absorbed by the country xed-eect θ i . The variables in Z i,h include other potential determinants of a country's trade structure that may be included as controls. As it follows from the discussion in the previous paragraph, the triple interaction term CORR i,h × SDXR i × SDP h measures good h's natural hedge against exchange rate uctuations, and β captures the importance of natural hedge. However, in the discussion below I will on occasion, and when not confusing, use the term natural hedge to refer only to the correlation component (C ORR i,h ), understanding that for given volatilities of the exchange rate and international prices, it is the correlation that determines the level of hedging.
Similarly, the estimable equation for the composition of the bilateral trade with country j is given by
where some of the variables have an extra sub-index that shows that the measure also varies with the importing country. For instance, while in the aggregate specications p h is the global price of good h, in the bilateral specication it is the price of good h in country j (which is the relevant price for countries exporting commodity h to country j). The main deviation from following the exact same steps as in the derivation of equation (7) is that the bilateral sectoral real exchange rates were computed using the US dollar as reference currency. The reason is that in the data prices in all importing countries are quoted in US dollars (see the detailed description of the data below), so instead of transforming the prices into local currency and transforming the pairs of nominal exchange rates against the dollars into a bilateral exchange rate, I directly used the dollar based data. Thus, in equation (8), SDXR i is also the standard deviation of the exporter's country nominal exchange against the US dollar, and SDP j,h is the standard deviation of the average price of good h in country j in US dollars, and CORR i,j,h is the correlation between these two variables. A caveat with this approach is that the triple interaction term in equation (8) is only part of the covariance between a country-pair's bilateral exchange rate and the price of a commodity in the importing country in local currency. The other part corresponds to the covariance between the exchange rate against the dollar of each of the countries in the pair, which is non-parametrically absorbed by the country-pair xed eect θ i,j . 5 5 Notice also that while equation (4) has a non-parametric importing country-sector xed eect (η jh ), this specication has only a sector xed eect (η h ). The justication of this substitution is reducing computing time. In the 8 2.3
Measurement and other issues
The variable CORR i,h is the time-series correlation between good h's international (or bilateral) price (in US dollars),p h,t , and country i's nominal exchange rate (local currency per US dollar), e i,t , computed as
where the notation follows from above. In what follows, the term correlation and the variable CORR will be used to refer to this particular correlation measure, unless explicitly stated otherwise. The bilateral correlation CORR i,j,h is computed analogously, replacing commodity h's global price by the price in importing country j.
The volatility of nominal exchange rates is captured by their average within-year standard deviation, SDXR,
The variance of relative prices and the standard deviation of a commodity price are computed using annual data, since monthly data is unavailable at high levels of disaggregation: (7) and (8) denotes the interaction of these three variables and is the broad measure of the natural hedge provided by a god in a given country (or country-pair). According to the hypothesis that goods with natural hedging are relatively beneted in more volatile environments, the coecient on this interaction, β, should be signicantly negative.
The specication includes good and country xed eects, denoted by θ h and θ i , respectively, and in the bilateral specication it includes country-pair xed eects θ i,j that control for the fact that estimations below, the country-pair xed eects (θij ) are not estimated but properly removed from the estimation by properly de-meaning the data. A set of importing country-sector xed eects would not be orthogonal to the country-pair xed eects and would have to be directly estimating, making the estimation extremely slow. I checked the results with the full set of xed eects described in (4) for the baseline specication, obtaining estimates of β that are quantitatively and statistically similar to those obtained in this simplied version of the specication. The results are available upon request.
9 some goods are more heavily traded than others and that some countries (or pairs of countries)
trade relatively more and in more goods than the average.
The vector Z i,c includes all potential determinants of a country's trade structure that need to be controlled for, in particular, the role of countries' factor intensity in shaping its trade patterns.
Standard trade models predict that countries should export relatively more those goods that are intensive in its abundant production factors (Heckscher et al. (1991) ). Although this prediction has received mixed empirical support (Leamer (1980) , Romalis (2004) , Fitzgerald and Hallak (2004) , among others), it is important to control for it by adding the interaction of measures of the factor intensity of a good and a measure of the factor abundance of a country, to avoid wrongly attributing to exchange rate volatility the role of dierences in factor abundance. Therefore, the empirical specication in equation (7) could be considered as an extension of the quasi-Heckscher-Ohlin model estimated by Romalis (2004) , that adds the possibility that natural hedge may distort trade patterns beyond those explained by factor content. In this sense, it is also similar to the reduced form relation between sectoral output and endowments capturing the intuition of the Heckscher-Ohlin model estimated by Fitzgerald and Hallak (2004) to explain output composition among OECD countries.
Since there is no data on factor intensities for the broad set of goods considered in this paper, I construct a rough estimate of the factor intensity of a good by using actual trade patterns to compute the trade weighted average of the factor abundance of the countries that export it.
6 Under the assumption that trade patterns reect dierences in factor abundance, this measure would be akin to a revealed measure of factor intensity. If countries that are relatively abundant in a factor tend to concentrate a larger fraction of their exports in goods that are relatively intensive in the use of that factor, a revealed measure of factor intensity of commodity h for factor F , φ h (F ), can be built from the within-country composition of trade, as
where Φ i (F ) is country i's relative abundance of factor F , and X h i,W are the total export shares described above. Three measures of factor intensity are built using this procedure, capturing skilled labor intensity, capital intensity, and resource intensity. Following Romalis (2004) , I also use GDP per capita as a measure of overall factor abundance. Also following Romalis (2004) , the country level factor abundances Φ i (F ) are taken from Hall and Jones (1999) and from the World Bank (2008) but instead of expressing factor intensities relative to the US, they are expressed relative to the world average. The reason is that while Romalis (2004) tries to explain bilateral exports to the US, this paper focuses on a country's trade with the rest of the world. Notice that, when applied to the output per capita of dierent countries instead of their factor endowments, this measure 6 Romalis (2004) measures factor intensity directly from US Census of Manufactures (1992) , but this would seriously constrain the set of goods that can be considered.
corresponds to the P RODY measure introduced by Hausmann et al. (2007) .
Using these revealed factor intensity measures departs from the structure imposed by standard trade models on the coecients of the Heckscher-Ohlin equations, but it has the advantage of providing a broader, more agnostic description of trade patterns. It recognizes that, for whatever reason, some goods are typically more intensively traded by countries that are, for instance, more abundant in skilled labor, without taking a stance on whether this is due to factor endowments only or to a combination of endowments with technological dierences. Since this paper does not aim to document the validity of dierent models of trade, but to test for the role of natural hedge in the most general way, this agnostic approach is sensible.
7
The main concern with the specication described in equation (7) is the possibility of reverse causality. The argument for reverse causality is that a country's nominal exchange rate may endogenously appreciate with an increase in the price of goods that represent a large fraction of a country's exports, inducing a negative correlation between a country's nominal exchange rate and the price goods it exports the most. This reverse mechanism would only aect the correlation of a country's exchange rate with the price of dierent goods and not the volatility of the exchange rate, but it is more likely to be strong when a country has a exible exchange rate regime where the volatility of the exchange rate is likely to be higher. Therefore, the argument cannot be dismissed on these grounds. Nevertheless, there are two aspects of the specication that should ease these concerns. First, the mechanism relates the price each country gets from its most exported goods to its nominal exchange rate, but the estimated international price used in this paper is a world average of individual prices. As it will be described below, these individual prices suer important variation across countries, so the mechanic relation with the international price is less likely. Second, this argument is much weaker for bilateral trade patterns. An increase in the price paid for a commodity by a single trading partner is unlikely to aect the bilateral exchange rate between the exported and importer, which is determined in a global equilibrium.
Despite these departures from a mechanical reverse relation between export shares and correlations, it may still be the case that the correlation between global and country prices, or between global and bilateral shares are particularly strong for homogeneous goods. This concern implies that the estimated relation should be signicantly stronger among homogeneous goods, so it can be addressed by comparing the coecients obtained for homogeneous and dierentiated goods.
Furthermore, the importance of reverse causality can be further addressed by restricting the estimation to only those goods that do not represent a large share of a country's exports (e.g. below and the exchange rate of a country vis-a-vis the dollar is the correlation between the price of that good and the value of the dollar in international markets vis-a-vis other major currencies.
Stationary versus transition equations
The empirical specications in equations (7) to (8) 
where the notation is as above, except that
is the average growth rate of the global export share during the sample period of length T , and log X h i,W t is the (log) initial value of this share for each country-good pair. The long run, stationary equilibrium of this equation corresponds to equation (7), where the long run coecients correspond to the short run ones divided by −η. The long run coecient associated with the interaction would, therefore, be (−β/η). A similar transition equation applies to the bilateral export shares model of equation (8).
In addition to allow for non-stationarity, this specication is also less likely to be aected by the reverse causality problem discussed above, since it controls for initial size dierences across sectors and convergence eects. Finding similar evidence on growth rates would strongly support the view that it is the natural hedge oered by the correlation that favors certain sectors.
129 countries and 749 goods, after dropping some regions and countries with limited coverage or no mapping with exchange rate data and special SITC codes used by Feenstra et al. (2005) to make 4-digit ows compatible with 3-digit values. In particular, all countries exporting less than 10 4-digit SITC commodities and all commodities exported by less than 10 countries are excluded, as well as the US, which is the country of the anchor currency. Country-commodity pairs where the correlation between international prices and exchange rates was constructed using less than 8
annual observations or those with a correlation larger than 0.9 (in absolute value) were also dropped.
Using this dataset the export shares of a country in dierent goods was constructed as described in the previous section. The countries included in our main sample as well as their average exports at SITC level, and number of goods exported are reported in the appendix.
The international price of a good P i,t is measured by its global unit value, using data on total values and quantities exported across the world, also from the Feenstra et al. (2005) database,
where V i,t is the total value of global gross exports of good i, and Q i,t is the total global quantity exported (in tons). The price index built in this manner corresponds to a quantity weighted average of country-level unit values.
Despite is simplicity and wide availability there are several shortcomings in using unit values as measures of international prices, most importantly that they do not control for changes in quality.
Thus, an increase in the quality of goods could result in an increase in unit value that should not be captured by an ideal price index that controls for the characteristics of a good. However, since this paper focuses on global unit values, this would not be a problem if the average quality of traded goods across the world does not change signicantly. Although there is no evidence on this regard, the average quality of exported goods is more likely to be stable than the quality of individual country exports, as during the life-cycle of a good, production of the cheapest varieties shifts to poorer countries. The concerns about quality dierences are also reduced by using a highly disaggregated classication, which is the motivation for working with the lowest level of aggregation reported by Feenstra et al. (2005) . Also, problems with the level of unit values should not aect this measure because this paper focuses on the correlation between the growth rate of these global unit value indexes and the growth of the nominal exchange rates of dierent countries. Dierences between the growth of this index and that of the actual price of goods exported by a country within an SITC class may arise from dierences in the growth of the quality of a country's exports relative to global exports. However, these dierences would only introduce measurement error that would make it less likely to nd any signicant result.
A more pragmatic reason to use uctuations in global unit values as proxies for price uctuations 13 is that there are no better detailed comprehensive choices available.
The Bureau of Labor Statistics
(BLS) reports data on import and export price indexes for the US, but these indexes are available only at a fairly aggregate level: 129 commodities overall, and only 72 commodities at 3-digit SITC (Rev 3). Furthermore, the BLS indexes are reported using the third revision of the SITC, while the trade data described above use the second revision. Imputing BLS prices to trade data requires a concordance between these two classications. Since the concordance is not one to one (a 4-digit sector from SITC Rev 2 may belong to more than one 3-digit sector in Rev 3), the number of well mapped sectors would be even smaller. Working at this level of aggregation would miss the point of the paper that exposure to exchange rate risk varies across sectors. Nevertheless, to ease concerns The BLS data also shed some light on the validity of the assumption that the correlation between nominal exchange rate growth and the growth of the sectoral prices at monthly frequency is proportional to the correlation at annual frequency. Using the monthly BLS data it is possible to compute and compare the correlations at monthly (within year) and annual frequency, as well as the variance of relative prices (p h −p i ) and the standard deviation of sectoral prices (p h ) at these two dierent frequencies. The results, summarized in Table 2 , show that, within a country, the correlations, variances, and standard deviations at these two dierent frequencies are positively and signicantly related. Not surprisingly, the weakest relation is for the correlation measures, where the relation between the within and across year measures is signicant only at the 2 percent level. It is also the case that all the estimated coecients are much smaller than 1, which suggests that the coecients of the specication described in equation (7) estimated using annual frequency proxies will be smaller than the true coecients associated with the within year measures of correlations, variances, and standard deviations. Furthermore, it is clear from the gure that the relationship between annual and monthly correlations, while signicant, is imprecise and annual correlations explain only a fraction of monthly correlations (R 2 is only 0.05). This means that the annual proxies 8 I attempted using US import price indexes from BLS as an alternative, but doing so signicantly reduces the number of goods covered because of a higher level of aggregation and to an imperfect match between BLS sectors (based on SITC rev 3) and Feenstra sectors (based on SITC rev 2).
may have important measurement error, leading to attenuation bias in the estimated coecients.
This should be considered for the quantitative interpretation of the results below.
Data on nominal and real eective exchange rate at monthly and annual frequencies come from the International Monetary Fund 2008, and data on the development of foreign exchange derivatives in dierent countries, measured by the ratio of average daily turnover to total GDP and total exports come from the Bank of International Settlements (1998, 2001, 2004, and 2007) The correlation between the annual growth of dierent international good prices and the growth of the nominal exchange rates of the countries in our sample was computed as described in section 2, using the data detailed above. This procedure yields a matrix of estimated correlations where each row corresponds to a 4-digit SITC good, each column corresponds to a country, and each entry is the estimated time-series correlation between the growth rate of the price of the good described in the row and the country described in the column. The distribution of the estimated correlations is shown in Figure 2 . It shows that while the correlations cover a broad set of values, the mass of the distribution is shifted to the negative side. There are 57484 correlations in the database across 129 countries and 749 commodities with available data. Since our sample covers at most 17 observations, most of the estimated correlations are not statistically signicant, in fact only 22
and 32 percent of the estimated correlations are signicantly dierent from zero at the 10 and 20 percent level, respectively. This introduces an additional source of noise that should make even more dicult nding any signicant result.
The 20 country-good pairs with the most positive and negative correlations are reported in Table 1 This section presents and discusses the results of the estimation of the empirical specications described in equations (7), (8), and (9) that test for the qualitative and quantitative importance of a sector's natural hedge for a country's export structure. It rst presents the baseline results in levels and growth rates, addresses several concerns about these specications through a battery of robustness tests, and explores the role of the availability of formal nancial hedging instruments for exchange rate risk.
Baseline results
Countries with higher nominal exchange rate volatility tend to export relatively more goods whose international price is negatively correlated with their exchange rate uctuations, especially when this price is also volatile. This is shown in the dierent columns of Table 3 . Panel A shows the estimated coecients for three versions of equation (7) that include only the interaction of CORR, average exchange rate volatility, and average price volatility CORR × SDXR × SDP , and that sequentially adds controls for factor content and product dierentiation. In all regressions, the coecient on the interaction, β, is negative and statistically signicant. Alternatively, to gauge only the importance of exchange rate volatility, one can keep the volatility of international prices at its average level and repeat the counter-factual. In this case, an increase in exchange rate volatility from the 10th to the 90th percentile raises by 37 percent the ratio of the export share of a good at the 10th percentile level of correlation relative to a good at the 90th percentile, which corresponds to 15 percent of the standard deviation of (log) export shares. Of course, the relative dierences are larger when comparing commodities with larger dierences in natural hedge. Similar increases in combined volatility and in exchange rate volatility result in relative increases in export shares of 32 and 26 percent of the standard deviation of relative shares when comparing commodities with correlations of -0.7 and 0.7. Therefore, according to the estimates, changes in natural hedge could induce changes in relative shares of about one-fth of the within-country dispersion of export shares. While not a rst order determinant of export composition, the mechanism is quantitatively meaningful. Furthermore, as discussed above, measurement error in the use of annual correlations and variances to proxy for their within-year counterparts, as well as the evidence from BLS price data that the within-year measures have less dispersion than their annual counterparts, suggest that the true coecient for the correlation in equation (7) may be larger than the ones reported in Table 3 . Therefore, it is likely that these quantitative impacts are a conservative estimate of the true economic relevance of this mechanism.
Bilateral regressions show similar results. The coecient is also signicantly negative across specications. In this case, an increase in the volatility of a country's exchange rate against the importer's prices, the other term being the covariance between the importer and exporter exchange rates against the dollar, which is absorbed non-parametrically.
Overall, the results for the baseline specication indicate that dierences in natural hedge across commodities have a small but non-negligible impact of natural hedge on trade patterns. This is encouraging considering the typically poor t of Heckscher-Ohlin regressions.
The results presented in columns (2), (3), (5), and (6) show that the measures of revealed factor intensities matter for trade patterns. Column (2) introduces the interaction of the baseline measures of factor intensity with a country's measure of factor abundance. The regression in Column (3) replaces these interactions by the interaction of the measure of the overall factor intensity of a commodity and a country's relative output per worker, which is a measure of a country's overall factor abundance (see Romalis (2004) ). This measure is also the P RODY measure introduced by Hausmann et al. (2007) and controls in a general way for the possibility that richer countries tend to export similar products, beyond what can be explained by relative factor endowments. The results of these two columns show that, in fact, countries tend to concentrate a relatively larger fraction of their exports in goods that are intensive in their more abundant factors. All estimated coecients are positive and statistically signicant, except for the one for capital intensity in Column (2), but the sign and signicance of the main coecient remain unaected. There is, however, a decline in the magnitude of the main coecient in the regressions for global trade shares, which is about half the size of the baseline when controlling for overall factor intensity in column (3). Part of this decline is due to the smaller sample of countries for which there are data on the factor endowments.
There is no such decline in the regressions explaining bilateral trade patterns.
Adding these other controls also permit comparing the economic magnitude of the natural hedge coecient with that of other determinants of trade patterns. I use the same approach described above of comparing the impact of an increase in a country level variable on goods at the 10th and 90th percentile of the distribution of a variable to quantify the impact of the measures of factor intensities. The impact of natural hedge on trade composition is 16 percent of that of skill intensity, 80 percent of that of capital intensity, 61 percent of that of resource intensity, and 10 percent of that of overall factor intensity. Therefore, the economic size of the natural hedge mechanism is smaller, but in most cases of the same order of magnitude of other signicant determinants of trade patterns.
Estimating the growth version of equation (7) presented in equation (9) allows dealing with non-stationarity, which may be appropriate considering the length and time period of the data, and also reduces concerns about reverse causality between the export share of a good on a country and the correlation of that country's exchange rate with the price of the good (more on this below). Table 4 reports the results of estimating the same regressions presented in both panels of Table 3 , but in growth form instead of levels. The evidence is clear and the results are stronger than those in levels, easing the concerns that the bulk of the previous ndings could be due to reverse causality (more on this below). The estimated coecients for β are negative and statistically signicant regardless of whether the share of exports represented by a good is measured within or across countries. According to the estimated coecients, an increase from the 10th to the 90th percentile in the volatility of exchange rate, would increase in three percentage points the growth rate of the export share of the sector at the 10th percentile of correlations relative to that of the sector at the 90th percentile. This is about 10 percent of the typical dierences in growth rates of export shares across sectors.
In the growth equation, the magnitude of the natural hedge coecient is also large compared with the economic eect implied by the coecients associated with other determinants of trade composition, which are in most cases statistically insignicant. For instance, an increase from the 10th to the 90th percentile in either the country level of skills or capital per worker would increase the dierence in growth rates of sectors at the 10th and 90th percentile of revealed skill intensity in about three percentage points; about the same impact of natural hedge computed at the mean level of commodity price volatility. Only the coecient associated with overall factor abundance has a larger economic impact three times larger than that of natural hedge, although not statistically signicant. Thus, the natural hedge mechanism is not only statistically signicant, but also has a similar economic impact as that of more standard determinants of trade.
It is also possible to use the estimated coecients to gauge the long run relation between natural hedge, exchange rate volatility, and trade composition. As mentioned in section 2, the long run coecient associated with the main interaction is (−β/η). The value of this coecient, and its standard error are reported at the bottom of the table. The coecient is about twice as large as that obtained in the levels equation, and it implies that an increase in exchange rate volatility from the 10th to the 90th percentile would result in a relative share increase of about 82 percent, which is about 34 percent of the typical variation in relative shares across industries. Of course, the relative comparison with other determinants of trade is the same as in growth rates.
Reverse causality issues
The concern about reverse causality is addressed in the regressions reported in Table 5 . As a reminder, the concern is that changes in the international price of goods that capture a high share of exports could put pressure on the nominal exchange rate. This is what the commodity currency argument has in mind, and could induce a negative correlation between the price of a country's main exports and its nominal exchange rate. As argued above, the use of an average international price index for each good instead of a country specic price should ease concerns. However, the concern remains if there is little variation in the price paid to dierent countries for a given good. This is most likely to be the case for homogeneous goods that have a well dened international price. Thus, the regressions in columns (1) and (2) separately estimate the baseline specication for dierentiated and homogeneous goods, respectively (dened according to Rauch (1999) 
classication).
The results show that the ndings are not driven by homogeneous goods, and in fact, the results are stronger among dierentiated goods. Considering total export shares, the natural hedge coecient is even positive among homogeneous goods, although very imprecisely estimated. Considering bilateral export shares the coecient for homogeneous goods is slightly smaller than for dierentiated goods, but also insignicant. Since international prices of dierentiated goods are not mechanically related to an individual country's terms of trade, this should ease concerns about the role that an increase in the prices of heavily exported goods has on the nominal exchange rate.
These results are also consistent with those of Broda and Romalis (2003) , who nd that exchange rate volatility mattered mainly for dierentiated goods.
Another way of tackling the reverse causality issue is to exclude from the estimation those goods that represent a sizable share of a country's exports. The mechanism behind the reverse causality issue is roughly that an increase in the price of an exported good increases the local supply of dollars, putting pressure for a nominal appreciation. While this is plausible in countries that have large and very concentrated exports (e.g. commodity exporters), this macroeconomic eect is unlikely to occur for goods that represent a small fraction of a country's exports. To check for this, the regressions in columns (3) to (5) sequentially drop from the sample those goods with average export shares above 10, 5, and 1 percent. The main coecient remains largely unchanged. Finally, the regression in Column (6) reproduces the baseline specication using a country's share of global commodity exports in each commodity. That is, instead of measuring the importance of a commodity relative to a country's total exports, this regression measures the importance of a country's exports of a commodity relative to the global exports of that commodity. This specication can be easily derived in the same way that equation (7) was derived in section 2. Since a commodity may be important for a country without necessarily representing a high share of global trade in that commodity, this specication should be less aected by the reverse causality mechanism. The results again show a signicantly negative relation between natural hedge and global export share of a commodity.
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Finally, the best way of addressing any concern of reverse causality is to use instruments. Of course, the challenge is to nd relevant exogenous instruments. The regression in Column (7) show the results obtained instrumenting the correlation between a goods' international price a country's nominal exchange rate by the correlation observed for that good in the UK, France, and Japan. These instruments should capture global movements in the value of the dollar vis-a-vis major currencies, and, therefore, are not aected by the relation between individual country's main export price and its exchange rate. The triple interaction associated with the natural hedge is then instrumented by the interaction of the correlations in each of these three countries and the product of a country's exchange rate volatility and a commodity's price volatility. These IV regressions were only conducted for the global trade share specication (Eq.
[7]) because the instruments capture the correlations resulting from global uctuations of major currencies against the dollar and cannot explain the bilateral dimension of the correlations. In any case, as discussed above, the reverse causality argument does not clearly apply to bilateral trade shares.
The results yield supportive evidence for the presence of a causal link between natural hedge and export composition. The coecient for the interaction of correlation and exchange rate volatility is negative, statistically signicant, and an order of magnitude larger than those reported in Table   3 . The instruments are valid according to the Hansen J-statistic (see the p-value of this test at the bottom of the table) and they are not weak: the F statistic of the rst stage regression is 55, and the hypothesis that the actual size of the nominal 5 percent test is larger than 5 percent is rejected based on the Kleibergen and Paap (2006) LM statistic and the Stock and Yogo (2002) empirical distribution for the Cragg-Donald statistic. Similar results are obtained for the regression including the factor endowments, although the coecients for the factor endowment are similar to those obtained by OLS. Interestingly, the coecient for the variance of real commodity price is now negative and signicant.
These results, and the discussion above on the role of measurement error and the use of annual moments instead of within-year ones, indicate that the true relevance of natural hedge for the composition of exports may be signicantly higher than that obtained in the baseline OLS estimation, and that the OLS coecient could be considered a lower bound on the true importance of natural hedge. This reinforces the view that the mechanism is quantitatively relevant.
Overall, these results indicate that concerns for reverse causality are not behind the qualitative ndings of the paper. Together with the evidence on growth rates that is not mechanically aected 9 Of course, the global shares concept cannot be replicated at the bilateral level.
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by this problem, this strongly support the view that dierences in natural hedge matter for the composition of a country's exports.
Robustness
The baseline results were obtained measuring the correlation of the international prices and nominal exchange rates, as well as the volatility of the exchange rate using the growth rates of each series to remove trends. Under the assumption that the series are dierence stationary (in logs), this procedure correctly removes trends, but it may still lead to spurious correlations if the growth rates are trending, which could happen over short periods of time. An alternative procedure would be to de-trend the series by ltering their long run trends using a Hodrick-Prescott lter (HP lter).
This more complex detrending procedure allows for changes in the low frequency trends followed by the series.
10 To check for the importance of the choice of detrending procedure I also estimated the regressions for the global share specication (Eq.
[7]) using standard deviations and correlations computed from HP ltered series.
11 The results, reported in Table 6 , are somewhat smaller but very much in line with those obtained in the baseline regressions, both in sign and magnitude.
A potential concern with the results is that extreme and potentially unreliable observations for the correlation may be behind the ndings. The baseline sample already dropped country-industries with correlations larger than 0.9 in absolute value, with correlations computed using too few annual observations (less than 8), as well as countries that exported too few goods and industries exported by few countries. Still, to check the role of extreme observations, the regressions in Table 7 impose further constraints on those variables. Column (1) drops country-industries with correlations above 0.8 (in absolute value), Column (2) drops those computed with less than 12 annual observations, and Column (3) drops sectors exported by less than 20 countries and countries that export less than 20 goods. As before, the results are largely unaected.
The ndings are not crucially driven by individual countries or goods. This is shown in Figure   4 that present histograms of the values for the main coecient β obtained after dropping one country and one good at a time from the sample, respectively. The gure presents ve histograms. coecients are tightly distributed around the baseline level. For instance, the mean coecient in Panel A is -3.18 and has a standard deviation of 0.08. The situation is similar for all other panels.
Therefore, dropping individual countries or industries has little impact on the estimated coecient, which shows that the results are not crucially driven by specic dimensions of the data, but respond to a more robust pattern of variation.
The role of exchange rate regimes
An alternative way of testing for the relevance of natural hedge is to test whether it matters relatively more for the composition of exports during periods of exible exchange rates than during various types of pegs. By construction the exchange rate can uctuate more in the former than in the latter type of regime. To test this hypothesis, the regressions reported in Table 8 estimate the parameters of the baseline specication (Eq.
[7]) across dierent exchange rate regimes, classied according to Reinhart and Rogo (2004) in ve categories comprising the spectrum between full pegs and fully exible regimes. In these estimations, the triple interaction term CORR i,h × SDXR i × SDP h is replaced by the double interaction CORR i,h × SDP h because the goal is to test for dierences in the importance of natural hedge across regimes, and the dierences in exchange rate regimes are proxying for dierences in the volatility of exchange rate. The specication for the bilateral export shares were not estimated because of the diculty of dening a country's exchange rate regime against each of its trading partners.
The results for dierent regimes are presented in columns (1) to (4) by degree of exibility, from the harder pegs to free oating.
12 They show that the main coecient is clearly more negative in fully exible regimes (Column (4)) than in the other ones. In fact, the regression reported in Column (5) shows that the natural hedge coecient is signicantly more negative than in other regimes. The negative coecients during hard pegs is a bit surprising, but if the peg currency is not the US dollar there may still be important uctuations in the dollar exchange rate (remember that prices are denominated in US dollars). The export share of a sector at the 10th percentile of correlation is 41 percent larger than that of a sector at the 90th percentile level in a oating regime than during hard and soft pegs. This unambiguously shows that natural hedge is signicantly more important for export patterns in exible exchange rate regimes than during pegs.
Natural hedge and country characteristics
The natural hedge against exchange rate uctuations provided by some goods should be relatively In most cases where there is a market for exchange rate risk this takes place over the counter.
As mentioned in section 3, data on the depth of foreign exchange rate derivative markets comes from the Bank of International Settlements. The survey conducted by the BIS covers a set of 52 countries where these markets have some meaningful degree of activity. In the rest of the world, forex derivatives are largely nonexistent. However, even if there are no derivative markets that allow a rm to hedge exchange rate risk ex-ante, a well functioning nancial market may provide liquidity to exporters facing temporary diculties arising from exchange rate uctuations. Thus, even in absence of direct hedging options the role of natural hedging may be stronger in nancially underdeveloped countries.
To test the hypotheses that the degree of trade openness, and the development of forex derivatives and nancial markets reduce the importance of natural hedge, I estimate the parameters of equation (7) separately for dierent groups of countries formed according to the median level of each these characteristics, allowing therefore the natural hedge parameter β to vary with these characteristics. The results of the estimation are reported in the two panels of Table 9 . The rst two columns separately estimate the coecient among closed and open countries (i.e. those with total trade to GDP below and above the sample median, respectively). The results in both panels show a larger coecient for natural hedge among open countries (Column (2)) than among closed ones (Column (1)), but the dierence between these two groups is not signicantly dierent from zero (see the Test of Equality of Interaction row at the bottom of the table that reports the p-value for the test that the coecients in the two groups are identical).
The next two columns compare those countries where there is no forex derivatives market data and those where there is data, regardless of the size of the market (Columns (3) and (4), respectively) Surprisingly, the results clearly show that the coecient is more negative and signicant among countries where there is forex market data (Column (4)); in fact, in Panel A the coecient is one order of magnitude larger among these countries than among countries with no data on forex markets. In Panel B that looks at bilateral trade patterns the dierence between the two groups is smaller and statistically insignicant, although still the coecient is larger among countries with forex data.
The regressions in columns (5) and (6) estimate the parameters of equations (7) and (8) among those countries with data on forex derivatives. Even within this group, the coecient on natural hedge is more negative in countries with a high foreign exchange derivatives turnover, although the dierence with the coecient obtained in countries with low turnover is not signicant in either of the two panels.
Even if foreign exchange derivative markets are not well developed, natural hedge may be relatively unimportant if exporting rms can easily borrow to overcome temporary uctuations in exchange rates (Caballero and Lorenzoni (2007) ). To test for this possibility, the regressions in columns (7) and (8) To check if these results come from persistent dierences in trade patterns across countries, the specication in growth rates (Eq.
[9]) was also estimated for each of the groups of countries described above. The results, reported in Table 10 In these regressions, the coecient for natural hedge is more negative among countries with relatively lower development of derivative markets and among nancially underdeveloped countries (Columns (5) and (7), respectively). The former dierence is also signicant at the 5 percent level.
Overall, the results provide only mixed support for the view that the availability of formal hedging instruments reduces the trade impact of the natural hedge of a good against exchange rate volatility. Industries with stronger natural hedge do not capture a relatively larger share of exports in countries with low availability of hedge instruments. However, these industries' shares of a country's exports have increased during the sample period. These results can be reconciled if industries with stronger natural hedge had relatively larger initial shares in countries that developed formal hedging instruments. This could happen if the development of these instruments was an expost reaction to the role of exchange rate volatility. Since for data availability reasons the measures on the development of forex derivative markets is only available on the latest years of the sample, it could be that the results are picking on the endogenous response of forex at the aggregate level.
This would also be consistent with the growth of the sectors with natural hedge slowing down as a result of this subsequent development. Of course, an alternative interpretation is that natural and nancial hedges are complements rather than substitutes. If that is the case, sectors with natural hedge would be the ones better able to use nancial instruments and would be stronger in countries where these instruments are available. Disentangling these competing explanations is an interesting topic for future research.
Conclusion
This paper has shown evidence of an indirect causal eect of exchange rate volatility on trade by looking at the dierential eect of this volatility on the export share of sectors producing commodities whose price correlation with the home country's exchange rate oers dierent degrees of natural hedge against exchange rate uctuations. The results indicate that sectors that oer natural hedge (i.e. those whose international price comoves negatively with the country's nominal exchange rate) are indeed larger relative to others, even after controlling for standard determinants of trade composition, in countries with more volatile exchange rates. Thus, exchange rate volatility tilts the structure of trade towards sectors that produce goods that oer a natural hedge against this volatility. This dierential eect comes mainly from countries with a oating exchange rate regime.
Contrary to expectations, there is only weak evidence that the relation between natural hedge, exchange rate volatility, and export composition is stronger in countries where rms have no access to nancial instruments to hedge currency risk, such as exchange rate derivatives.
Overall, the results provide evidence that exchange rate volatility has real consequences for trade and that the structure of trade responds not only to standard factors, such as endowments, but also to other more institutionally driven constraints. If what you export matters, as suggested by Hausmann et al. (2007) , addressing these sources of ineciencies would be a better way of reaching a trade pattern that is not driven by risk hedging than engaging in some sort of industrial policy.
The analysis of this paper can be extended along several dimensions. First, using more disaggregated data may permit obtaining better proxies of international price uctuations and, therefore, better pinpoint the relevance of the natural hedge mechanism. This can be done by using other new sources of data, such as the Gaulier et al. (2007) , BACI database, which has a shorter time span but covers trade at 6-digits of the Harmonized System. Second, the hedge provided by an industry depends not only on the commodity it produces, but also on how the price of their imported inputs comoves with the nominal exchange rate. This paper has taken the stance that that source of hedging operates largely independently of the one on the product side, but of course this does not need to be the case. Addressing this issue faces some serious problems of measuring that would require further assumptions, but it is an interesting area of future research. 
Frequencies
The table shows the estimated coefficients from regressions between various statistics computed using within-year, monthly data on nominal exchange rate, CPI, and sectoral prices from BLS, and the same statistics computed using across-years, annual frequency data, after controlling for country fixed effects. In column (1) the dependent variable is the within-year correlation between a country's monthly (growth of) nominal exchange rate and a sector's price (from BLS). In column (2), the dependent variable is the within-year monthly variance of (the growth of) a sector's relative price (the difference in the growth of the BLS index and a country's CPI). In column (3), the dependent variable is the within-year monthly standard deviation of a sector's price. In each column, the explanatory variable is the corresponding statistic computed using annual data. . *, **, and *** denote significance at 10, 5, and 1 In Panel A the dependent variable is the log of a commodity's share of total global country exports, so the regressions explain a country's total trade patterns. In Panel B, the dependent variable is the log of a commodity's share of total country exports to each trading partner.
These regressions therefore explain bilateral trade patterns. Variance real commodity price is the variance of the growth rate of the ratio of a commodity's price to a country's aggregate price level. In Panel A the commodity price is the average world price and in Panel B is the price in each trading partner. Correlation is the correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data). SD Exch Rate is the standard deviation of a country's nominal exchange rate growth (within a year from monthly data) and SD commodity price is the standard deviation of the growth rate of a commodity's international prices. In panel B, the growth of a commodity price is computed within each trading partner. The symbol X denotes the interaction between variables. Skilled, Capital, Resource, and Factor Intensity are measures of a commodity's intensity of use of skilled labor, capital, resources, and all factors in general, and are computed as the weighted average of factor aboundance of countries that export a commodity. The weight is the share of a country's exports represented by a commodity. These commodity specific measures are interacted with each country's aboundance of different factors (human capital, capital, resources, and resources). Heterskedasticity robust standard errors reported in parenthesis. *, **, and *** denote significance at 10, 5, and 1 percent, respectively.
(1) Correlation is the correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data). SD Exch Rate is the standard deviation of a country's nominal exchange rate growth (within a year from monthly data) and SD commodity price is the standard deviation of the growth rate of a commodity's international prices. In panel B, the growth of a commodity price is computed within each trading partner. The symbol X denotes the interaction between variables. Skilled, Capital, Resource, and Factor Intensity are measures of a commodity's intensity of use of skilled labor, capital, resources, and all factors in general, and are computed as the weighted average of factor aboundance of countries that export a commodity. The weights are the shares of a country's exports represented by a commodity. These commodity specific measures are interacted with each country's aboundance of different factors (human capital, capital, resources, and resources). Heteroskedasticity robust standard errors reported in parenthesis. *, **, and *** denote significance at 10, 5, and 1 percent, respectively.
Diff. 
Controlling for Potential Feedback from Trade Shares to Correlations
In Panel A the dependent variable is the log of a commodity's share of total global country exports, except in column (6) where it is the log share of a country's commodity's exports on global exports of that commodity. In Panel B, it is the log of a commodity's share of total country exports to each trading partner. Variance real commodity price is the variance of the growth rate of the ratio of a commodity's price to a country's aggregate price level. In Panel A the commodity price is the average world price and in Panel B is the price in each trading partner. Correlation is the correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data). SD Exch Rate is the standard deviation of a country's nominal exchange rate growth (within a year from monthly data) and SD commodity price is the standard deviation of the growth rate of a commodity's international prices. In panel B, the growth of a commodity price is computed within each trading partner. The symbol X denotes the interaction between variables. Columns (1) and (2) report regressions estimated in the sample of differentiated and homogeneous goods respectively (according to Rauch (1995) classification). The regressions in columns (3) to (5) sequeantially exclude from the sample all commodities where a country has a total (bilateral in Panel B) export share larger than 10, 5, and 1 percent respectively. The regression in column (7) was estimated by two-stages leaste squares using as instruments for the correlation in each country-industry the correlation computed for each industry in the UK, France and Japan. Heterskedasticity robust standard errors reported in parenthesis, clustered at the country (country-pair) level in Panel A (B). *, **, and *** denote significance at 10, 5, and 1 percent, respectively.
(1) The dependent variable is the log of a commodity's share of total global country exports. Variance real commodity price is the variance of the growth rate of the ratio of a commodity's price to a country's aggregate price level. The commodity price is the average world price. Correlation is the correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data). SD Exch Rate is the standard deviation of a country's nominal exchange rate growth (within a year from monthly data) and SD commodity price is the standard deviation of the growth rate of a commodity's international prices. The symbol X denotes the interaction between variables. Skilled, Capital, Resource, and
Factor Intensity are measures of a commodity's intensity of use of skilled labor, capital, resources, and all factors in general, and are computed as the weighted average of factor aboundance of countries that export a commodity. The weights are the share of a country's exports represented by a commodity. These commodity specific measures are interacted with each country's aboundance of different factors (human capital, capital, resources, and resources). Heterskedasticity robust standard errors reported in parenthesis. *, **, and *** denote significance at 10, 5, and 1 percent, respectively. 
Robustness to Dropping Extreme Observations
In Panel A the dependent variable is the log of a commodity's share of total global country exports.
In Panel B, it is the log of a commodity's share of total country exports to each trading partner.
Variance real commodity price is the variance of the growth rate of the ratio of a commodity's price to a country's aggregate price level. In Panel A the commodity price is the average world price and in Panel B is the price in each trading partner. Correlation is the correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data). SD Exch Rate is the standard deviation of a country's nominal exchange rate growth (within a year from monthly data) and SD commodity price is the standard deviation of the growth rate of a commodity's international prices. In panel B, the growth of a commodity price is computed within each trading partner. The symbol X denotes the interaction between variables.
The regression in column (1) include only sectors where the correlation between nominal exchange rate and international price fluctuations is smaller than 0.8 in absolute value. Column (2) indludes only those country-industries where the correlation was computed with more than 12 annual observations (the baseline is 8 observations). Finally, column (3) includes only those commodities that are exported by more than 20 countries and countries that export more than 20 commodities.
Heterskedasticity robust standard errors reported in parenthesis, clustered at the country (countrypair) level in Panel A (B). *, **, and *** denote significance at 10, 5, and 1 percent, respectively. The dependent variable is the log of a commodity's share of total global country exports. Variance real commodity price is the variance of the growth rate of the ratio of a commodity's price to a country's aggregate price level. The commodity price is the average world. Correlation is the correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data). SD Exch Rate is the standard deviation of a country's nominal exchange rate growth (within a year from monthly data) and SD commodity price is the standard deviation of the growth rate of a commodity's international prices. The symbol X denotes the interaction between variables. Columns (1) to (4) show results restricted to periods where the exporting country was in each of the four main exchange rate regimes according to the classification of Reinhart and Rogoff (2004) . The degree of flexibility of the regime increases from 1 (hard pegs) to (4) flexible regimes. Column (5) nest the 4 specification including a dummy for countries with a flexible exchange rate regime and interacting it with the variables of the baseline specification. Heterskedasticity robust standard errors reported in parenthesis, clustered at the country (country-pair) level in Panel A (B). *, **, and *** denote significance at 10, 5, and 1 percent, respectively. 
Differences Across Groups of Countries
In Panel A the dependent variable is the log of a commodity's share of total global country exports. In Panel B, it is the log of a commodity's share of total country exports to each trading partner. Variance real commodity price is the variance of the growth rate of the ratio of a commodity's price to a country's aggregate price level. In Panel A the commodity price is the average world price and in Panel B is the price in each trading partner. Correlation is the correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data).
SD Exch
Rate is the standard deviation of a country's nominal exchange rate growth (within a year from monthly data) and SD commodity price is the standard deviation of the growth rate of a commodity's international prices. In panel B, the growth of a commodity price is computed within each trading partner.
The symbol X denotes the interaction between variables. Columns (1) and (2) report regressions estimated among exporting countries with average total trade to GDP below and above the sample median (Closed and open respectively). Columns (3) and (4) compare the coefficients of the model between countries with a ratio of private credit to GDP below and above the sample median (financially underdeveloped and financially developed), respectively.
Columns (5) and (6) In Panel A the dependent variable is the log of a commodity's share of total global country exports. In Panel B, it is the log of a commodity's share of total country exports to each trading partner. Variance real commodity price is the variance of the growth rate of the ratio of a commodity's price to a country's aggregate price level. In Panel A the commodity price is the average world price and in Panel B is the price in each trading partner. Correlation is the correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data).
Columns (5) and (6) (1) (2) (3) (4) (5) (6) Average export share is the average across commodities (3-digit SITC classification) of the share of a country's total exports represented by each of the commodities that a country exported between 1985 and 2000. Average global export share is the average across commodities of the share of global commodity exports represented by each of the commodities exported by a country between 1985 and 2000. Number of commodities is the number of 3 digit SITC sector exported by a country during the same period. Average standard devation of nominal exchange rate is the average of the within year standard deviation of the monthly growth of a country's nominal exchange rate against the US dollar. Average correlation is the average correlation between a country's nominal exchange rate growth and the growth the world price of each commodity (across years from annual data) across the commodities exported by a country. The minimum and maximum (within a country) of the same correlation are reported in columns (6) and (7).
