to obtain global solutions if the formal approximation is a global one. Examples include reaction-diffusion equations and phase field equations [7] .
PART I. Local Existence of Multiple Waves 1. Consider a general singularly perturbed parabolic system,
x u = f (u, ǫu x , · · · , (ǫD x ) 2m−1 u, x, ǫ), u ∈ R n , x ∈ R, (1) where f is C ∞ with bounded derivatives in all the variables. Assume that the system has regular and internal layers located alternatively along the x axis. For simplicity, we solve the system for x ∈ R, with no boundary conditions other than u ∈ H 2m,1 . Assume that there are curves Γ i = {(x, t) : x = x i (t), t ∈ [0, ∆t]}, i ∈ Z, that divide the domain x ∈ R, t ∈ [0, ∆t] into regular or singular layers Σ i , each is between Γ i−1 and Γ i . Assume that a formal approximation is given, piecewise continuous, with u =w i (x, t, ǫ) in Σ i . Using the stretched variables ξ = x/ǫ, τ = t/ǫ, let w i (ξ, τ, ǫ) = w i (ǫξ, ǫτ, ǫ) which depends slowly on τ . Assume that w i ∈ H 2m,1 (Σ i ). Let
The error terms in the followings are −g i and −δ i ,
Let an exact solution be
where ∆τ is independent of ǫ. The domain [0, ∆τ ] corresponds to a short time interval [0, ǫ∆τ ] in the t variable. Assume that ǫ is small so that a near identity change of coordinates in Σ i can be used to straighten the boundaries Γ i−1 and Γ i . In the following, we assume that ξ i = x i /ǫ is independent of τ , but may depend on ǫ, Ω i = (ξ i−1 , ξ i ), and Σ i = Ω i × I. With the new coordinates introduced above, linearizing (1) around w i at the fixed time τ = 0, we have 
We look for a sequence of solutions {u i } ∞ −∞ with u i ∈ H 2m,1 (Σ i ). Let H k (I) be the usual Sobolev space and let H k 0 (I) be the completion of C ∞ functions, which are zero in a neighborhood of τ = 0, in the H k norm. Define the product spaces From the Trace Theorem, [14] , the mapping
is continuous with
Therefore, δ i ∈ B m (I) in (3) and (5) . Let
τ . Let π j be the projection to the first j-tuples in the product space Π 2m j=1 R n , i.e., π j (u 1 , · · · , u 2m ) = (u 1 , · · · , u j ), A compatibility condition is also assumed on the initial data and the jumps,
Notice that only the first m components of δ i have well defined traces at τ = 0. We now discuss the method of solving (4)- (6) with the compatibility (7) in Sections 2-5.
with u(ξ, 0) = 0. Applying the Laplace transform, we have the so called dual system,Û
The matrix J(s) has 2m eigenvalues λ = [(−1)
. Consider a sector in C,
When s ∈ S θ (M ), the eigenvalues λ are in 2m disjoint sectors of C, with |Reλ| ≥ cos(
There are m eigenvalues with positive real parts and m with negative real parts. Each eigenvalue has an n-dimensional eigenspace spanned by (u, λu, · · · , λ 2m−1 u) τ , u ∈ R n . Let E m,ν (s) be the Banach space of points in R 2mn with an s-dependent norm,
We actually will only use ν = 0 or 1 4m in this paper. Let P s and P u be the projections in R 2mn to the stable and unstable spaces of J(s), s ∈ S θ (M ). The projections are of rank mn and can be constructed using eigenvalues and eigenvectors. Using the E m,ν (s) norm, we can show that there exist K, α 1 , α > 0, such
3. Consider
with u(ξ, 0) = 0. Using the Laplace transform, we have a dual system,
Let T i (ξ, ζ, s) be the solution matrix for system (11) . System (11) is said to have
, continuous in ξ and analytic in s, and positive constants K, α, such that
From the Roughness of Exponential Dichotomy Theorem, [3] , which is also valid in the Banach space E m,ν (s), we find that there exists M = M (C) > 0, sufficiently large, such that (11) has an exponential dichotomy in E m,ν (s) for ξ ∈ [ξ i−1 , ξ i ] and s ∈ S θ (M ). On the other hand, if M is fixed, then there exists C = C(M ) > 0, sufficiently small, such that the same conclusion holds.
A function f (s) is in the Hardy-Lebesgue class
is a Banach space with the norm defined by the left side of (ii). Based on the Paley-Wiener Theorem, [16] , if e −γt f (t) ∈ L 2 (R + ), thenf (s) ∈ H(γ), vice versa. For k ≥ 0 and γ ∈ R, define a Banach space
For any γ ∈ R, k ≥ 0, there exists C = C(γ, k) such that
It can be shown that if
We often use Banach spaces of functions with norms weighted by e −γτ . For example
0 (R+)} with obvious norms. Other spaces like L 2 (R × R + , γ), etc. can be defined similarly.
Suppose now the system (11) has an exponential dichotomy in E m,
Based on this, one can show that (11) also has an exponential dichotomy in
The definition for exponential dichotomies in a Banach space like K m (γ) is standard, and can be found in [9] . Using the definitions of the function spaces and exponential dichotomies,it is not hard to show the following. (See [13] for the case m = 1.)
and is a solution to (10) with u j (ξ, 0) = 0. Moreover
where F i is a Banach space, will be denoted by {f i }. Define the norm |{f
with jump conditions (5), initial conditions (6) and compatibilities (7) . Assume that the coefficients A i j (ξ) are extended to ξ ∈ R by constants outside Ω i . After the extension, assume that the associated homogeneous dual system (11) has exponential dichotomies in E m,ν (s), ν = 0, 1/4m, for ξ ∈ R and Re(s)
By a standard method, we can continuously extend h i and u
We first solve (12) in the domain R × R + , with an initial condition u i 0 but no jump conditions. Denote the solution byū i . From the existence of exponential dichotomy in E m,0 (s), for Re(s) > γ, we can prove that (12) defines a sectorial operator
The proof of the case m = 1 can be found in [13] . The general case can be proved similarly. It is than easy to see thatū i can be solved by the analytic semigroup e A i τ and the variation of constant formula. We have
). Let the solution to (12), (5)- (7) be
We want to solve (13) and (14) withη i ∈ K m (γ).
2mn , denote by P (M, N ) the projection with the range and kernel being M and N respectively. Assume that at each ξ i , we have
Here R stands for the range of an operator, and P i u and P i+1 s are projections associated to the exponential dichotomies in Ω i and Ω i+1 respectively. Assume that the norms of the projections associated with the above splitting are uniformly bounded with respect to i ∈ Z, Res > γ in the E m,ν (s) norm. Notice that the assumption is valid if we choose γ > 0 to be sufficiently large, due to the Roughness of Exponential Dichotomies again.
We now solve (13), (14) by an iteration method that is used to prove the Temporal Shadowing Lemma, [11] . As a first approximation, let
and is a solution for (12), with h i = 0. However, at ξ i , the jump is not exactlyη
The above process can be repeated with {η i } replaced by {η 
is the desired solution to (13) and (14) .
is an exact solution for v i . The uniqueness of {v i } can be proved by the exponential dichotomy argument and will be skipped here. Observe that by the Paley-Wiener Theorem,
This fact will be used in the next section.
Finally, the solution to the system (12), (5)- (7),
5. The nonlinear system (4)- (7) can be solved by using the result of §4 on the linear system and a contraction mapping in a suitable Banach space. The following Local Spatial Shadowing Lemma is the main result of Part I.
Theorem 2. Assume that f is C
∞ with bounded derivatives with respect to all the variables, {w i } is a formal approximation with |{w
Assume that ǫ > 0 is small so that a near identity change of coordinates can be made in
Then there exist β 0 , ǫ 0 > 0 and a positive linear function µ * (β), 0 < β ≤ β 0 . If 0 < ǫ < ǫ 0 , and
then there is a unique solution {u i } to (4)- (7), with |{u
Since γ > 0, it is easy to extend the domains of δ i and h i to τ ∈ R + , so that
Consider the associated linear system (12) . From the assumptions, it is clear that sup ξ,i,k |A i k (ξ)| < ∞. Assume that the coefficients have been extended to ξ ∈ R by constants, then from §4, there exists M 0 > 0 such that if M ≥ M 0 then (12) has an exponential dichotomy in E mν (s), ν = 0, 1 4m for ξ ∈ R and s ∈ S θ (M ).
This also implies that (12) has an exponential dichotomy in K m (γ) for γ = M , of which the exponential decay rate isα = α(1 + 2m √ M ). By choosing larger M , we have C 1 = Ce −αd ≤ 0.5, where C 1 is as in §4. The result in §4 concerning the system (12), (5)- (7) is now valid. Let the unique solution be denoted by
Restricting the solution to the finite interval I = [0, ∆τ ], in the unweighted norm, using (16), we have,
Let the solution in that finite time interval I be denoted by
Consider the mapping
We have |{u
Let β be small such that Cβ 2 < 1 3 β. Let µ and ǫ 0 be small, depending on β, such that Cµ < 1 3 β and Cǫ∆τ < 1 3 . Then F I maps Q(β) into itself. One can also verify that if β is small, then F I is a contraction mapping. Therefore, there exists β 0 > 0 such that F I : Q(β) → Q(β) has a unique fixed point {u i }. Finally, the solution {u i } does not depend on the method of extending the domain of {δ i }, {g i } to τ ∈ R + . This can be verified by using (15) .
Remark. In many formal constructions, d = inf{ξ i+1 − ξ i } → ∞ as ǫ → 0. Then the condition C 1 = Ce −αd ≤ 0.5 is valid if ǫ is small. We do not need to choose large γ = M to makeα large.
PART II. Global Existence of Multiple Waves 6. The multiple wave solutions constructed in Part I exist only for a short time t ∈ [0, ∆t], ∆t = ǫ∆τ . If {u i } is not too large, using the output of the previous interval as the input of the next time interval, the process can be repeated to obtain solutions in [j∆t, (j + 1)∆t], j = 1, 2, · · · recursively. It is shown, in [13] , that if a formal approximation is defined for t ∈ R + s, under certain conditions, it is possible to obtain global solutions for t ∈ R + . In the second part of this paper, we summarize the results in [13] .
Although the method should work for some higher order parabolic systems, such as the phase field equations, [7] , to simplify the matter, we will consider a second order system,
Assuming by the method of matched expansions , we have the formal series for the wave fronts,
and formal series solutions in the ℓ-th regular and singular layers,
Here "R" and "S" stand for regular and singular (internal) layers, and ξ = (x − η ℓ (t, ǫ))/ǫ. For convenience, assume the the following Periodicity Hypotheses.
Here x p > 0 and integer ℓ p > 0 are two constants. The periodicity hypotheses ensure that all the estimates obtained here are uniform with respect to layer index ℓ. They do not play any other rolls and are not necessary.
Let 0 < β < 1 and let the width of the internal layers be 2ǫ β−1 . Define
The family of curves Γ i = {(x, t) : x = y i (t)} divides the domain into regions Σ i , i ∈ Z, where Σ i is between Γ i−1 and Γ i . A formal approximation can be obtained from the matched expansions,
Here are the assumptions on w i : H 1. There exist C,γ > 0 such that for all small ǫ and i, ℓ ∈ Z,
Here w i (x, ∞, ǫ) = lim t→∞ w i (x, t, ǫ), etc. > N , and for 0 < ǫ < ǫ 0 , t ≥ 0,
Here the function
Letξ =ξ(ξ) be a function of ξ such that
For each t ≥ 0, i = 2ℓ, consider the operator
. The rest of the spectrum is contained in {Reλ ≤ −σ},σ as in H2. Moreover, for the limiting operator A i (∞), we have,
uniformly for all i = 2ℓ. We look for exact solution u that is of the form w i + u i in each Σ i . The limit u i (x, ∞, ǫ) describes the correction to w i (x, ∞, ǫ) that yields a stationary solution, while u i (x, t, ǫ) − u i (x, ∞, ǫ), together with w i (x, t, ǫ) − w i (x, ∞, ǫ), describes how the solution approaches its limit as t → ∞. Therefore, we define the following Banach spaces. For a constant γ < 0, let
It can be verified that for u ∈ X(Ω × R + , γ) or X 2,1 (Ω × R + , γ), the decomposition u = u 1 + u 2 is unique.
For Σ i = {(x, t) :
Similar definitions can be given to spaces
, if I is a finite time interval. The main result of Part II is the following Global Spatial Shadowing Lemma.
Theorem 3. Let {w
i } be a formal approximation of solutions for (17). Assume that the Hypotheses H1-H4 are satisfied, and the constantsγ andσ satisfy −σ < −γ < 0. Then there exist positive constants j 0 , J 2 , ǫ 0 and a negative constant γ = O(ǫ) satisfying the following properties. Assume that {w i } is a formal approximation near {w i }, with
for some C 1 > 0 and j 1 ≥ 1. Assume that for the approximation {w i }, we have
j2 , there exists a unique exact solution to (17) that satisfies u exact (x, 0) = u 0 (x), and
Here j 3 = min{j 1 , j 2 − J 2 }, J 2 > 0 is a constant that does not depends on ǫ. All the norms in this lemma are expressed by the stretched variables ξ = x/ǫ, τ = t/ǫ.
Remark.
(1) The constants j 0 and J 2 depend on {w i }. However the approximation may not satisfy (19). By adding higher order expansions, the new approximation {w i } will satisfy (18). Therefore, it has the same constants j 0 and J 2 , which are stable with respect to perturbations. Moreover, if the order of expansion is sufficiently high, {w i } will also satisfy (19). (2) The values of j 0 and J 2 are not important in applications. since j 3 = j 1 if j 2 is sufficiently large. Computing j 1 is relatively easy. One only need to compare {w i } with the next approximation. (3) Hypotheses H1-H4 are consequences of hypotheses used to construct formal expansions for system (17). See §11 for a brief discussion. 7. To prove the theorem, we use a partition of the time interval t ∈ R + ,
, where t f = r∆t. We assume that ∆t = ǫ∆τ , where ∆τ is independent of ǫ. t f is large such that e −γt = O(ǫ 2 ), whereγ is as in H1. If ǫ is small the variations of boundary curves x = y i−1 (t) and y i (t) are small such that a near identity change of coordinates can be made in each Σ 
is a near identity change of coordinates induced by the coordinates change that straightens the boundaries in each Σ i j . V i j is the constant wave speed in an internal layer, but is slowly ξ dependent in a regular layer due to the fact that the boundaries are not parallel there.
The idea of the proof is presented in the next three sections. In §8, we study the spectral properties of the linear systems and exponential dichotomies associated to the dual systems of the linear systems. In §9, we study the system in the last interval [t f , ∞). There we need to obtain asymptotic behavior of the solution {u i r }. Thus the space X 2,1 (Σ i r , γ) will be used. The result obtained there also serves as an upper bound of the accumulation error in the first r intervals [j∆t, (j + 1)∆t], 0 ≤ j ≤ r − 1. In §10, we study the system in finite time intervals. Since r is large, the estimates obtained in Part I is not accurate enough. More precise estimates will be derived which rely on the Hypotheses H1-H4, while the estimate in Part I does not.
8.
Since nonlinear systems can be solved by contraction mappings, we study a linear system first. Drooping the subscript j, we consider,
The homogeneous dual system of (23) iŝ
τ . It is crucial to study the exponential dichotomies for system (26).
We first discuss the system in regular layers. Freezing ξ = ξ 0 and consider (26) with constant coefficients. Using H2, we can verify that for Re(s) ≥ −σ 0 , σ 0 = σ/2, the system is hyperbolic, having n eigenvalues with positive (negative) real parts. Now recall that in regular layers,
. Also, from the change of coordinates, cf. [13] for details, V i (ξ) also depends slowly on ǫ in regular layers. Then a theorem from [3] indicates that (26) has exponential dichotomy for ξ ∈ R and Re(s) ≥ −σ 0 .
In [13] it is shown that if (26) has an exponential dichotomy in R 2n for ξ ∈ R and for every s ∈ {Re(s) ≥ −σ 0 }, then it has an exponential dichotomy in the space E 1, ν (s), ν = 0 or 0.25. Let the right hand side of (23) define a linear operator A i (t), t = j∆t, 0 ≤ j ≤ r − 1, or t = ∞, j = r. Using the fact that (26) has an exponential dichotomy in E 1, ν (s), ν = 0 for ξ ∈ R and s ∈ {Re(s) ≥ −σ 0 }, we can show that in regular layers, A i (t) is an exponentially stable sectorial operator in L 2 (R), i.e.,
for every t ≥ 0. We now discuss (26) in internal layers. Here the spectrum of A i (t) is given by 
If (27) were not true, we could find a solutionÛ (ξ, s) for (26) that decays exponentially as ξ → ±∞. Then s would be an eigenvalue withÛ (ξ, s) as an eigen function. This contradicts to the fact λ i (ǫ) is the only eigenvalue in the region Re(s) ≥ −σ 0 .
In [13] , it is also shown that the projections defined by the splitting (27) is
Observe that H4 also implies that for the linearization at t = ∞, (26) has an exponential dichotomy in ξ ∈ R in the region Re(s) ≥ ǫλ0 2 , wherē λ 0 < 0 is as in H4.
9. We now study (23)-(25) in the time interval [t f , ∞). The procedure of solving them is similar to that used in Part I. The right hand side of (23) defines a sectorial
As shown in §8, σA i (∞) ⊂ {Re(s) ≤ −Cǫ < 0}, both in regular and internal layers. Because of the spectra of A i (∞), with some γ = Cǫ < 0, we can show
The solution {u i } for (23)- (25) can be written as
τ , η i includes δ i and corrections from the jumps of {ū i } at boundaries. We have
Since for the dual system of (29)-(31), the exponential dichotomies exists in the region Re(s) ≥ γ, γ < 0, using the Laplace transform and the iterative scheme similar to that used in Part I, we can show that system (29)-(31) has a unique solution {v i }, with
Therefore, in the last interval, the solution {u i } satisfies
Using the above result, the nonlinear system can be solved by a contraction mapping in a ball of radius ǫ r1 , r 1 > 1.5, in X 2,1 (γ). The following result is proved in [13] .
, where r 1 > 0.5. Let t f be ǫ dependent such that e −γt f ≤ C 0 ǫ 2 , whereγ is as in H1 and C 0 is independent of ǫ. Then there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 , the nonlinear system (20)-(22) has a unique solution {u i } satisfying the following estimate,
10. We study system (20)-(22) in the finite intervals, [j∆t, (j+1)∆t], 0 ≤ j ≤ r−1. The existence of solutions in a finite interval has been discussed in Theorem 2. However, to guarantee the existence of solutions up to the last interval [t f , ∞), a stringent restriction on the accumulation errors in these finite intervals must be met. Since the critical eigenvalue λ i (ǫ) may not be negative, u The following estimate has been proved in [13] , |α
(33)
Since the spectral projections for the j and (j + 1)th interval differ by O(ǫ), |α
is also bounded by the right hand side of (33). Therefore, one can show that
Using the fact (1+Cǫ) 1/(Cǫ) < e and j ≤ r ≈ log( In particular, if M 1 is sufficiently large, in the rth (infinite) interval |{u i r (0)}| H 1 = o(ǫ r1+0.5 ), r 1 > 1.5. Therefore, Theorem 4 applies in the last infinite interval also.
To describe the idea of the proof of (33), it suffices to consider the linear system (23)-(25). For simplicity, we consider the 0th interval and drop the subscript j. The procedure of solving such system is similar to that used before. The estimate of the nonlinear system (33) can be obtained from (35) by replacing h i with N i , and using the fact that if |u i | H 2,1 < ǫ,
11. Constructions of multiple waves in singularly perturbed equations have been discussed in many papers, see for example [5] . Expansions for system of reactiondiffusion equations to any order of ǫ can be found in [12] . The following hypotheses are used in that paper.
There is a partition R = ∪ When x is in a neighborhood of x i , we look for traveling wave solutions with wave speed V i (x). It is also of interest to find out conditions to ensure that the wave front moves towards x i . Consider A i : L 2 (R) → L 2 (R), defined as
