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In this paper, we consider the issue of blind detection of Alamouti-type diﬀerential space-time (ST) modulation in static Rayleigh
fading channels. We focus our attention on a π/2-shifted BPSK constellation, introducing a novel transformation to the received
signal such that this binary ST modulation, which has a second-order transmit diversity, is equivalent to QPSK modulation with
second-order receive diversity. This equivalent representation allows us to apply a low-complexity detection technique specifically
designed for receive diversity, namely, scalar multiple-symbol diﬀerential detection (MSDD). To further increase receiver perfor-
mance, we apply an iterative expectation-maximization (EM) algorithm which performs joint channel estimation and sequence
detection. This algorithm uses minimummean square estimation to obtain channel estimates and the maximum-likelihood prin-
ciple to detect the transmitted sequence, followed by diﬀerential decoding. With receiver complexity proportional to the observa-
tion window length, our receiver can achieve the performance of a coherent maximal ratio combining receiver (with diﬀerential
decoding) in as few as a single EM receiver iteration, provided that the window size of the initial MSDD is suﬃciently long. To fur-
ther demonstrate that the MSDD is a vital part of this receiver setup, we show that an initial ST conventional diﬀerential detector
would lead to a strange convergence behavior in the EM algorithm.
Keywords and phrases: multiple-symbol diﬀerential detection, Alamouti modulation, diﬀerential space-time codes, EM algo-
rithm.
1. INTRODUCTION
Diﬀerential detection of a diﬀerentially encoded phase-shift
keying (DPSK) signal is a technique commonly used to re-
cover the transmitted data in a communication system, when
channel information (on both the amplitude and phase) is
absent at the receiver. The performance of DPSK in tradi-
tional wireless communication systems employing one trans-
mit antenna and one or more receive antennas is well doc-
umented in the literature. In recent years, this encoding-
This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.
detection concept has been extended to cover the scenario
where there is more than one transmit antenna. This leads
to diﬀerential space-time block codes (STBCs), an extension
of the STBCs originally proposed in [1]. Like conventional
DPSK, diﬀerential STBCs enable us to decode the received
signal without knowledge of channel information, provided
that the channel remains relatively constant during the ob-
servation interval [2, 3, 4, 5, 6]. Another similarity between
conventional DPSK and diﬀerential STBCs is that both suf-
fer a loss in performance when compared to their respective
ideal coherent receiver.
For conventional DPSK, one approach often used to
improve receiver performance is to make decisions based
on multiple symbols, that is, multiple-symbol diﬀerential
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detection (MSDD). Previous research has demonstrated that
when there is only a single channel, that is, only one transmit
antenna and one receive antenna, the performance of MSDD
can approach that of the ideal coherent detector when N , the
observation window length in a number of symbol intervals,
is suﬃciently large [7, 8]. This observation is true for both
the additive white Gaussian noise (AWGN) channel and the
Rayleigh fading channel. Moreover, the computational com-
plexity of MSDD is only N logN , provided that the channel
is constant over the observation window of the detector and
that the implementation procedure developed by Macken-
thun is employed [9]. For receive-diversity only systems, Si-
mon and Alouini demonstrated again that the performance
of an MSDD combiner approaches that of a coherent maxi-
mal ratio combining (MRC) receiver with diﬀerential decod-
ing, when N is suﬃciently large [10]. The application of the
MSDD concept to detect diﬀerentially encoded STBCs has
been considered by a number of authors [11, 12, 13, 14, 15].
Their results indicate that space-timeMSDD (ST-MSDD) can
provide substantial performance improvement over the stan-
dard space-time (ST) diﬀerential detector in [2]. Unfortu-
nately, for both the MSDD combiner and the ST-MSDD,
there is no known eﬃcient algorithm for the optimal imple-
mentation of these receivers. The complexity of both optimal
receivers is exponential in N . In this paper, we will use the
term scalar-MSDD to refer to the optimal MSDD for the sin-
gle channel case [7, 9], and the term vector-MSDD to refer to
either an MSDD combiner [10] or an ST-MSDD [11].
In light of the exponential complexity of the optimal
vector-MSDD, several suboptimal, reduced-complexity vari-
ants have been proposed for detecting diﬀerential STBC. For
example, Lampe et al. implemented a code-dependent tech-
nique with a complexity that is essentially independent of
the observation window length of the detector [12, 13]. The
concept of decision feedback was employed by Schober and
Lampe in their MSDD for a system employing both transmit
and receive diversity [6]. Similar ideas were also employed by
Tarasak and Bhargava in a transmit-diversity only scenario
[14], and by Lao and Haimovich in an interference suppres-
sion and receive-diversity setting [15]. In addition, Tarasak
and Bhargava investigated reducing receiver complexity us-
ing a reduced search detection approach [14].
In this paper, we propose an iterative receiver for dif-
ferential STBC employing a π/2-shifted BPSK constellation,
two transmit antennas, and an Alamouti-type code struc-
ture [16]. By employing a novel transformation to the re-
ceived signal, it is shown that this STBC is equivalent to con-
ventional diﬀerential QPSK modulation with second-order
receive diversity. As a result, selection diversity and scalar-
MSDD can be employed in the first pass of our iterative re-
ceiver. Due to the low complexity of the scalar-MSDD, a very
large window sizeN (i.e., 64) can be employed to provide the
receiver with very accurate initial estimates of the transmit-
ted symbols. Successive iterations of the receiver operations
are then based on the expectation-maximization (EM) algo-
rithm [17] for joint channel estimation and sequence detec-
tion. Our results show that the iterative receiver we introduce
can essentially achieve the performance of the ideal coherent
MRC receiver, with diﬀerential encoding, in as few as a single
EM iteration (i.e., a total of two passes).
This paper is organized as follows. Section 2 presents the
STBC adopted in this investigation, the channel model, and
the transformation employed to convert this second-order
transmit-diversity system into an equivalent second-order
receive-diversity system. Details of the receiver operations,
including that of the EM algorithm, which performs joint
channel estimation and sequence detection, are described in
Section 3. The bit error performance of the proposed receiver
is given in Section 4, while conclusions of this investigation
are made in Section 5.
2. DIFFERENTIAL ST π/2-SHIFTED BPSK AND
EQUIVALENT RECEIVE DIVERSITY
2.1. Systemmodel
We consider a wireless communications system operating
over a slow, flat Rayleigh fading channel, in which space-
time block-coded symbols are sent from two transmit anten-
nas and received by a single receive antenna. The space-time
block code employed falls into the class of the popular two-
branch transmission-diversity scheme introduced by Alam-
outi [16]. Specifically, if c1[k] and c2[k] are, respectively, the
complex symbols transmitted by the first and second anten-
nas, in the first subinterval of the kth coded interval, then the
transmitted symbols in the second subinterval by the same
two antennas are, respectively, −c∗2 [k] and c∗1 [k]. Note that
throughout this paper, the notations (·)∗ and (·)† are used
to represent the complex conjugate of a complex number
and the conjugate (Hermitian) transpose of a complex vec-
tor/matrix. The various coded symbols are taken from the
π/2-shifted BPSK constellation S = {+1,−1, + j,− j}, where
the subsets S1 = {+1,−1} and S2 = {+ j,− j} are used al-
ternately in successive subintervals at each transmit antenna.
This alternation between S1 and S2 not only reduces envelope
fluctuation, but it also enables us to transform the proposed
second-order transmit-diversity BPSK system into an equiv-
alent second-order receive-diversity QPSK system. Assuming
that c1[k] is chosen from S1, it follows that c2[k] must be cho-
sen from S2. Then, the transmitted code matrix in the kth
coded interval becomes
C[k] =
 c1[k] c2[k]
−c∗2 [k] c∗1 [k]
 =
c1[k] c2[k]
c2[k] c1[k]
 , (1)
where C[k] is a member of the set V = {V1,V2,V3,V4}, with
V1 =
[
1 j
j 1
]
, V2 =
[
1 − j
− j 1
]
,
V3 =
[
−1 − j
− j −1
]
, V4 =
[
−1 j
j −1
]
.
(2)
Note that the columns of C[k] correspond to the two trans-
mit antennas, while the rows ofC[k] correspond to the coded
subintervals.
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Table 1: Logic table showing the ST diﬀerential encoding rule for
C[k], given C[k − 1] and D[k].
C[k − 1] D[k]
U1 U2 U3 U4
V1 V1 V2 V3 V4
V2 V2 V3 V4 V1
V3 V3 V4 V1 V2
V4 V4 V1 V2 V3
Since we will be using MSDD in the first pass of our iter-
ative receiver, it is necessary for the C[k]’s to be diﬀerentially
encoded ST symbols. The C[k]’s are related to the actual data
symbols, the D[k]’s, according to
C[k] = D[k]C[k − 1], (3)
where D[k] is from the set U = {U1,U2,U3,U4}, with
U1 =
[
1 0
0 1
]
, U2 =
[
0 − j
− j 0
]
,
U3 =
[−1 0
0 −1
]
, U4 =
[
0 j
j 0
]
.
(4)
Without loss of generality, the initial transmitted symbol
C[0], which carries no information and serves only as an ini-
tialized reference, is chosen to be V1. It can be easily verified
that the Un’s are unitary matrices, and that for any Vm in set
V and any Un in the set U , the product UnVm is a member
of the set V . The relations between C[k−1],D[k], and C[k],
which arise from the diﬀerential encoding rule, are explicitly
depicted in Table 1.
The transmitted symbols at each transmit antenna will
be pulse-shaped by a square-root raised cosine (SQRC) pulse,
and then transmitted over a wireless link to the receiver. Each
link introduces fading to the associated transmitted signal,
and the receiver’s front end introduces AWGN. The compos-
ite received signal from the two links is matched-filtered and
sampled, twice per encoded interval, to provide the receiver
with suﬃcient statistics to detect the transmitted data. As-
suming the channel gains in the two links, f1 and f2, are con-
stant within the observation window of the data detector, the
two received samples in the kth interval can be modeled as
R[k] = [r1[k], r2[k]]T = C[k]F +N[k], (5)
where
F = [ f1, f2]T (6)
is the vector of complex channel gains,
N[k] = [n1[k],n2[k]]T (7)
is a noise vector containing the two complex Gaussian
noise terms n1[k] and n2[k], and (·)T denotes the trans-
pose of a matrix. The channel fading gains are assumed
to be independent and identically distributed (i.i.d.) zero-
mean complex Gaussian random variables, with unit vari-
ance. In addition, these channel gains are assumed to be con-
stant over the observation window of N symbol intervals.
The static fading channel has been frequently considered
when investigating systems with transmit and receive diver-
sity [10, 18, 19, 20, 21, 22, 23]. On the other hand,
the sequence of noise samples, {. . . ,n1[k],n2[k],n1[k +
1],n2[k + 1], . . . }, is a complex, zero-mean white Gaussian
process, with a variance of N0. It should be pointed out
that the fading gains and the noise samples are statistically
independent.
To recover the data contained in the R[k]’s, the receiver
can employ the ST diﬀerential detector in [2]. The met-
ric adopted by this simple detector can be expressed in the
form I = |R†[k]D˜[k]C˜[k − 1] + R†[k − 1]C˜[k − 1]|2, where
D˜[k] ∈ U represents a hypothesis for the data symbol D[k],
C˜[k − 1] ∈ V represents a hypothesis for transmitted sym-
bol C[k − 1], and | · | denotes the magnitude of a com-
plex vector. Since I is actually independent of C˜[k − 1], the
hypothesis on D[k] that maximizes the metric I is chosen
as the most likely transmitted data symbol. Though simple,
this detector was shown to exhibit a 3 dB loss in power ef-
ficiency when compared to the ideal coherent receiver. To
narrow this performance gap, a vector-MSDD can be used
instead [11]. This detector organizes the R[k]s into over-
lapping blocks of size N , with the last vector in the previ-
ous block being the first vector in the current block. For
the block starting at time zero, the decoding metric can be
expressed in the form J = |∑N−1k=0 R†[k](∏ki=1 D˜[i])C˜[0]|2.
Like the metric I , this vector-MSDD metric is independent
of C˜[0]. Consequently, the detector selects the hypothesis
(D˜[1], D˜[2], . . . , D˜[N − 1]) that maximizes J , as the most
likely transmitted pattern in this interval. It is clear from
the expression of J that there are altogether 4N−1 hypothe-
ses to consider. So far, there does not exist any algorithm
that performs this search in an eﬃcient and yet optimal
fashion.
The approach we adopt to mitigate the complexity is-
sue in the vector-MSDD is to first transform the received
signal vector in (5) into one that we would encounter in a
receive-diversity only system. Although the optimal vector-
MSDD in this latter case still has an exponential complexity
[10], we now have the option of using selection combining
in conjunction with a scalar-MSDD [18]. Although there is
still a substantial gap between selection combining MSDD
and the MRC, this gap can be closed by employing addi-
tional processing based on the iterative EM algorithm de-
scribed in the next section. In this case, the decisions made
by the selection combining MSDD are used to initialize the
EM processing unit. The following subsection provides de-
tails about the transformation required to turn our second-
order transmit-diversity system into an equivalent second-
order receive-diversity system.
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Table 2: Logic table showing the equivalent QPSK diﬀerential encoding rule for b[k], given b[k − 1] and D[k].
C[k − 1]
b[k − 1]
D[k], a[k]
U1, y1 = 1 U2, y2 = − j U3, y3 = −1 U4, y4 = j
V1, x1 = 1 + j x1 x2 x3 x4
V2, x2 = 1− j x2 x3 x4 x1
V3, x3 = −1− j x3 x4 x1 x2
V4, x4 = −1 + j x4 x1 x2 x3
2.2. From transmit diversity to receive diversity
To assist in the development of transformation, we first ex-
pand (5) to obtain
r1[k] = f1c1[k] + f2c2[k] + n1[k],
r2[k] = f1c2[k] + f2c1[k] + n2[k]. (8)
This equation clearly illustrates the structure of the received
signal samples. Moreover, we can deduce from the equation
that the average SNR in the received sample r1[k] is
γ = (1/2)E
{∣∣ f1c1[k] + f2c2[k]∣∣2}
(1/2)E
{∣∣n1[k]∣∣2} =
2
N0
, (9)
where E{·} is the expectation operator. The same SNR also
appears in the received sample r2[k].
Next, we introduce the new variables
p1[k] = r1[k] + r2[k] = g1b[k] +w1[k],
p2[k] = r∗1 [k]− r∗2 [k] = g2b[k] +w2[k],
(10)
where
g1 ≡ f1 + f2, g2 ≡ f ∗1 − f ∗2 (11)
are two new fading gains,
b[k] ≡ c1[k] + c2[k] (12)
is an equivalent transmitted symbol, and
w1[k] ≡ n1[k] + n2[k],
w2[k] ≡ n∗1 [k]− n∗2 [k]
(13)
are two new noise terms. It can be shown that the new fad-
ing gains g1 and g2 are independent Gaussian random vari-
ables, with a variance of 2. Similarly, it can also be shown
that the new noise samples w1[k] and w2[k] are independent
and have variance 2N0. These results mean that the SNR in
the samples p1[k] and p2[k] is also γ, in other words, the
original SNR is preserved. Of foremost interest, note the new
symbol b[k] is shared by p1[k] and p2[k]. Consequently, (10)
corresponds to the received signal encountered in a second-
order receive-diversity system. Furthermore, b[k] belongs to
the QPSK signal set X = {x1, x2, x3, x4}, where
x1 = 1 + j, x2 = 1− j,
x3 = −1− j, x4 = −1 + j. (14)
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Figure 1: Block diagram of transmitter, channel model, and EM-
based receiver performing joint channel estimation and sequence
detection. Note that the matrix multiplication and addition opera-
tions are indexed by time.
In comparing (2) with (14), we can quickly see that xi is sim-
ply the row (or column) sum ofVi. Furthermore, for allVn =
UmVk, xn = ymxk, where ym is the row (or column) sum
of the unitary matrix Um in (4). This latter property implies
that diﬀerential encoding of ST π/2-shifted BPSK symbols is
equivalent to diﬀerential encoding of scalar QPSK symbols.
The respective QPSK encoding rule is b[k] = a[k]b[k − 1],
where a[k] ∈ {1, j,−1,− j} is the equivalent data symbol
and b[k] ∈ {±1 ± j} is the equivalent transmitted symbol.
Note that xn, the row/column sum of Vn, can be expressed as
xn = 12Vn1T2 /2 or as xn = 12UmVk1T2 /2, where 12 = [1, 1]
is an all-one row vector of length two. However, we can also
deduce that 12Um = ym12 and Vk1T2 = xk1T2 , implying that
12UmVk1T2 /2 = ymxk. Table 2 shows this equivalent diﬀeren-
tial encoding rule. By comparing Table 1 and Table 2, it is ev-
ident that the indexings of the respective symbols are identi-
cal. The advantage of transforming the original STBC into an
equivalent second-order receive-diversity QPSK system will
be clearly demonstrated in the next section.
3. THEMSDD-AIDED EM-BASED ITERATIVE RECEIVER
The previous section demonstrated how an STBC π/2-
shifted BPSK system can be transformed into an equivalent
receive-diversity system. This section describes how an iter-
ative receiver based on selection diversity, scalar-MSDD, and
the EM algorithm [17] processes the equivalent received sig-
nal and attains the equivalent performance to that of an ideal
coherent receiver (with diﬀerential decoding). Figure 1 pro-
vides a quick overview of this proposed receiver.
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3.1. First pass—selection diversity and scalar-MSDD
Given the new received variables in (10), we can use, in prin-
ciple, an MSDD combiner [10] to detect the transmitted
data. The decoding metric of this receiver is of the form
K = ∣∣P†1 B˜∣∣2 + ∣∣P†2 B˜∣∣2, (15)
where
Pi =
[
pi[0], pi[1], . . . , pi[N − 1]
]T = giB +Wi, i = 1, 2,
(16)
are the equivalent received vectors, N is the window width of
the MSDD combiner,
B = [b[0], b[1], . . . , b[N − 1]]T (17)
is the equivalent transmitted pattern,
Wi =
[
wi[0],wi[1], . . . ,wi[N − 1]
]T
, i = 1, 2, (18)
are the equivalent noise patterns, and B˜ represents a hypoth-
esis of B. The MSDD combiner searches through all possible
hypotheses; the hypothesis which maximizes K is declared
the most likely transmitted pattern. This most likely hypoth-
esis is then diﬀerentially decoded to obtain the data symbols.
This operation therefore makes the decision independent of
the first symbol in B˜. Consequently, we can simply assume
all hypotheses start with the symbol x1 in (14). Thus, as with
the case of the vector-MSDD, there are 4N−1 candidates to
consider. This exponential complexity prevents the use of a
large N in (15). However, for suboptimal implementation,
we can use selection diversity followed by scalar-MSDD [18],
an option which is unavailable in vector-MSDD. It will be
shown in the next section that an EM-based iterative receiver
initiated by selection diversity scalar-MSDD has better per-
formance and convergence properties than those initiated by
conventional space-time diﬀerential detection (ST-DD).
A selection-diversity scalar-MSDD receiver obtains an es-
timate of the equivalent transmitted pattern B according to
B̂(0) = arg max
B˜∈B
∣∣Z†B˜∣∣2, (19)
where B is the collection of all possible length-N equivalent
QPSK sequences, and
Z =
P1,
∣∣P1∣∣2 > ∣∣P2∣∣2,
P2, otherwise.
(20)
The solution to (19) is easily found using the algorithm de-
veloped by Mackenthun [9], as the channel is constant over
the observation interval. It is important to stress that this al-
gorithm has a complexity of only N logN .
The decision B̂(0) in (19) is used to initialize the EM algo-
rithm described in the next section. This algorithm performs
iterative channel estimation and data detection, by passing
information back and forth between the channel estimator
and the data detector. At this point, we want to point out that
other options for initializing the EM algorithm include using
pilot symbols to acquire a channel fading estimate [19, 20],
or using diﬀerential detection to acquire a transmitted sig-
nal estimate [21]. Although using pilot symbols provides a
reliable reference to estimate the channel gains, it results in a
power loss, and even after several iterations, the performance
of coherent detection may not be reached [19, 20]. In the
case of initializing the EM algorithm with diﬀerentially de-
tected sequence [21], it was determined that the transmitted
sequence estimate reconstructed from a vector-MSDD infor-
mation sequence estimate does not yield good channel esti-
mates due to diﬀerential reencoding. Hence, there was a con-
sistent performance loss when compared to a coherent re-
ceiver.
3.2. Successive passes—joint estimation and
detection using the EM algorithm
It was shown in [18] that with a large N (i.e., 64), the
selection-diversity scalar-MSDD receiver, described in
Section 3.1, experiences a 1.5 dB degradation in power
eﬃciency when compared to MRC. To narrow this per-
formance gap, we propose to adopt the EM algorithm to
further process the initial estimate B̂(0) provided by the
selection-diversity scalar-MSDD receiver.
The EM algorithmwas first introduced byDempster et al.
[17]. It is suited for problems where there are random vari-
ables other than a desired component contributing to the ob-
servable data. The complete set of data consists of the desired
data and the nuisance data. In the context of the problem at
hand, the complete set of data is the (equivalent) transmit-
ted pattern B and the channel gains g1 and g2; the sequence
B is the desired data, and the channel gains are the nuisance
parameters. To initialize the EM algorithm, it is necessary to
provide an estimate of either component of the complete set.
In our case, this will be the decision B̂(0) in (19). The accu-
racy of this initial estimate often determines the eﬀectiveness
of the EM algorithm and the average number of iterations
necessary for convergence. An excellent description of the
algorithm and the breadth of its applications can be found
in [24]. A detailed application of the EM algorithm to joint
channel estimation and sequence detection situations can be
found in [25]. The scope of the description given below is
restricted to our joint channel estimation and sequence de-
tection problem.
The EM algorithm consists of two steps per iteration; an
expectation step (E-step) and a maximization step (M-step).
At the kth E-step, the algorithm estimates the fading gains
by computing their means when conditioned on the received
data P1 and P2, and the most recent estimate B̂(k−1) of the
equivalent QPSK symbols. Using the minimum mean square
estimation (MMSE) principle, these conditional means can
be expressed as [19, 20]
ĝ(k)i = E
{
gi|P1,P2, B̂(k−1)
}
= E{gi|Pi, B̂(k−1)}
= 1
N + 1/γ
(
B̂(k−1)
)†
Pi, i = 1, 2.
(21)
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Immediately following the kth E-step is the kth M-step.
Here the algorithm assumes the fading gain estimates in (21)
are perfect and performs MRC and data detection according
to
B̂(k) = arg max
B˜∈B
Re
{(
ĝ(k)1 P
†
1 + ĝ
(k)
2 P
†
2
)
B˜
}
, (22)
where Re{·} is the real operator. In other words, the M-step
updates the decision on B according to the most recent esti-
mates of the fading gains. It should be pointed out that (22)
can easily be solved on a symbol-by-symbol basis. Further-
more, the estimated symbols in B̂(k) are then diﬀerentially de-
coded to obtain estimates of the information symbols. If it is
desired to perform another EM iteration, the channel will be
reestimated using (21), and hence another sequence estimate
will be obtained using (22). The iterations cease when the
sequence estimate does not change during two subsequent
iterations, or after a prespecified number of iterations have
occurred. A maximum of 10 iterations are considered in this
research.
As the E-step is essentially an average of N variables,
and the M-step maps each derotated statistic to the near-
est QPSK signal, the complexity of each iteration is linearly
proportional to N . We note that while it is possible to im-
plement conventional ST-DD to initialize the EM algorithm,
our results in the next section show that it is not an eﬀective
option.
4. RESULTS
This section details the results obtained via simulation of
our system. MSDD of length N = 16, 32, 64, and 128 are
considered. The results are shown in Figures 2, 3, 4, and 5,
along with the performance of conventional ST-DD, equiv-
alent to conventional equal gain combining (EGC), and the
coherent detection lower bound (i.e., MRC with diﬀeren-
tial encoding). In these figures, the integer n in the notation
EM-n refers to the number of EM iterations. When n = 0,
we simply have a selection-diversity scalar-MSDD receiver.
Note that SNR denotes the average signal-to-noise ratio per
bit. Lastly, we remind the reader that simulations were per-
formed using a complex Gaussian, static fading channel, as
outlined in Section 2.1.
The results in Figures 2, 3, 4, and 5 indicate that there
is a significant improvement in performance from the ini-
tial selection-diversity sequence estimate, to the first esti-
mate provided by the EM algorithm. Although they are not
included, it should be known that the performance curves
of the EM-2 to EM-9 receivers lie consecutively within the
curves for the EM-1 and EM-10 receivers. For N equal to
128, the first iteration of the EM receiver essentially meets
the lower bound given by coherent reception. Further simu-
lation results not included here indicate that the EM receiver
is able to meet the lower bound within a single EM iteration,
for all N greater than 128.
The authors stress that the success of this receiver de-
pends strongly on the initial sequence estimate provided by
(19), which in turn provides an excellent channel estimate
using (21). To elaborate, note in Figures 2, 3, 4, and 5 that the
performance of the conventional diﬀerential detector is com-
parable to that of the standard selection-diversity receiver.
One might suppose an EM-based receiver using an initial
conventional ST-DD sequence estimate (obtained without
using selection diversity or MSDD) could yield the same
performance results as those shown here; however, this is
not the case. The performance curves for an EM-based re-
ceiver initialized using a conventional ST-DD sequence esti-
mate are shown in Figure 6. Clearly, the performance of the
first iteration is substantially inferior to that of the conven-
tional ST-DD initialization. In this case, the observation win-
dow for the conventional detector is only 2 symbol intervals,
and the frame length from which the channel estimates are
constructed is much larger (i.e., 64 symbol intervals). The
inferior performance can be explained by noting that the
transmitted sequence must be regenerated before the chan-
nel estimates are made. Due to the diﬀerential encoding, a
single information symbol error may result in a significant
number of incorrect transmitted symbol errors and hence
a poor transmitted sequence estimate [21]. As the number
of iterations increases, the performance improves, however
it takes many iterations to approach that of a coherent re-
ceiver, and there is still a 0.25 dB performance gap after 10
iterations. This explains why using a conventional diﬀeren-
tially detected sequence as an initialization to the EM-based
receiver does not yield such good results. When the selection-
diversity MSDD sequence estimate is used as an initialization
to the EM-based receiver, the sequence decision rule is based
on the entire received sequence, and received statistics are
derotated together in an optimal fashion (19). Hence, prop-
agated errors in the regenerated transmitted sequence do not
occur.
An assumption we have made is that the channel is con-
stant (static) over N symbol intervals. In the more general
situation of a time-varying channel, the methodology pro-
posed here can still be considered, with minor modification
to the receiver structure. Firstly, the appropriate, straightfor-
ward adjustments must be made to the channel estimation
(21) and MRC detection (22) units in the iterative section
of the receiver. Secondly, as the Mackenthun algorithm can
only be applied to static channels, the scalar-MSDD com-
ponent would need to be replaced. An appropriate replace-
ment would be a low-complexity, suboptimal MSDD, suited
for a time-varying channel [26, 27]. Compared to the opti-
mal MSDD for time-varying channels in [8], these subop-
timal detectors have much lower computational complex-
ity. Although there is a small SNR penalty (in the neighbor-
hood of 1 to 2 dB), these detectors exhibit no irreducible er-
ror floor, even when the fading rate is as high as a few per-
cent of the symbol rate. Consequently, the initial sequence
decision provided by these detectors will be of reasonable
quality, and we expect good convergence properties in subse-
quent EM iterations, similar to that seen in the static fading
case.
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Figure 2: BER comparison (conventional ST-DD, selection-
diversity EM-based receiver, MRC); N = 16.
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Figure 3: BER comparison (conventional ST-DD, selection-
diversity EM-based receiver, MRC); N = 32.
Finally, we would like to draw some qualitative com-
parisons between the proposed iterative receiver and those
based on pilot symbols [19, 20]. From a bandwidth eﬃciency
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Figure 4: BER comparison (conventional ST-DD, selection-
diversity EM-based receiver, MRC); N = 64.
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Figure 5: BER comparison (conventional ST-DD, selection-
diversity EM-based receiver, MRC); N = 128.
point of view, our pilotless (noncoherent) receiver is more
attractive as there is no need to transmit any pilot sym-
bols for channel sounding purposes. Although the gain in
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Figure 6: BER comparison (EM-based receiver initialized with con-
ventional ST-DD, MRC); frame length of 64 ST symbols.
bandwidth eﬃciency is minimal for the static fading en-
vironment, it can be significant for a time-varying chan-
nel. As mentioned in the previous paragraph, the pro-
posed receiver methodology can also be used in a fast fad-
ing environment, provided that a suitable MSDD replaces
the Mackenthun MSDD. From a power eﬃciency point of
view, we believe our noncoherent receiver and a pilot-aided
receiver [19] will have similar performance in the steady
state (i.e., after a suﬃcient number of iterations). We no-
tice a performance gap, in the neighborhood of 1.5 dB, be-
tween the receiver for a coded system in [19] and the re-
spective ideal coherent bound without diﬀerential encod-
ing. Conversely, our noncoherent receiver can attain the
performance indicated by the coherent bound with diﬀer-
ential encoding. Recall that there is a 1.5 dB diﬀerence
between the two coherent bounds for a second-order di-
versity system. The last performance measure is the com-
putational complexity. We note that the initial pass of
our noncoherent EM receiver requires approximately the
same amount of signal processing as a pilot-symbol-based
system, and the successive iterations require an identical
amount of computational resources. However, it may take
many iterations to reach the steady-state performance for
a pilot-aided system [19, 20], while the noncoherent EM
receiver can meet the coherent detection (with diﬀerential
encoding) lower bound in a single iteration. Thus it ap-
pears that the proposed receiver requires less computation,
due to its better convergence behavior arising from block
detection.
5. CONCLUSION
In summary, we present a novel transformation on a specific
Alamouti-type space-time modulation, and obtain a scalar,
receive-diversity equivalent. With this transformation, it is
simple to apply low-complexity, high-performance, receive-
diversity techniques. The results show that when using the
sequence estimate from selection-diversity scalar-MSDD as
an initialization to an iterative channel and sequence estima-
tor, it is possible to achieve the performance of coherent de-
tection.
Using STBC-MSDD to obtain the lower-performance
bound of coherent detection would require implementing an
algorithm with complexity 4N−1, where 4 is the cardinality
of the transmission symbol set and N is a large number of
transmitted space-time symbols. For the system discussed in
this paper, the coherent detection lower bound is achieved
using a receiver with complexity of essentially N logN , given
by the complexity of the scalar-MSDD [9] used to initialize
the EM algorithm. Clearly, the scalar equivalent system us-
ing the EM algorithm employed in this paper oﬀers a low-
complexity method to achieve the performance of coherent
detection.
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