Experimental and theoretical studies of polar solvation dynamics and spectral line broadening are described. Photon echo and fluorescence Stokes shift experiments are discussed, and the relationship between the information content of the two techniques clarified. The interaction of the chromophore with its solvent bath is described by a spectral density, and the connection of this spectral density with the liquid's instantaneous normal modes discussed. The ubiquity of the ultrafast phase of solvation dynamics is demonstrated, and a discussion of its physical origin given. The slower phases of solvation vary strongly from solvent to solvent. Molecular theories of liquid dynamics are able to rationalize such variations over at least a 2000-fold range of time scale. The review concludes with a brief discussion of the relevance of ultrafast solvation to chemical dynamics.
Introduction
Spectroscopic studies of chemical dynamics in the condensed phase are inevitably hindered by the spectral broadening introduced by the interaction of the electronic and nuclear degrees of freedom of the dissolved molecule with those same degrees of freedom in the solvent. On the one hand, the interactions that yield spectral broadening produce a screen behind which much of the 109 0066-426X/96/1101-0109$08.00 dynamics is masked; however, the same interactions also provide the energy and momentum for reacting systems to surmount potential barriers and allow for the dissipation of this energy and momentum once the barrier has been crossed. Solvent-solute interactions allow coupling of states and thus reactive channels that would not occur in isolated molecules.
In this review, we attempt to survey both the theoretical background and the recent experimental studies of the dynamics of spectral broadening, with particular reference to polar solvents. We hope to show that in many cases the time scales of solvation are well characterized and that substantial progress has been made toward a molecular-level description of spectral broadening.
Spectral broadening through interactions with the environment and its equivalent in the time domain-the dephasing time scale-is an effect arising from the averaging over the ensemble that is intrinsic to linear spectroscopic measurements. It is the ensemble averaging that prevents one from, for example, observing the trajectory of a reacting molecule along its reaction coordinate. Similarly, the relaxation of polar solvent molecules around a newly formed electronic state may have a large contribution from free, reversible solvent motions that only appear to produce irreversible relaxation when the average is taken over the ensemble.
Over the past few years, researchers have realized that ultrafast spectroscopy can undo the ensemble average effect and allow one to observe molecular dynamics directly in condensed phases. Two different strategies have been applied. The first follows from experimental advances that enable routine production of laser pulses that are significantly shorter than the period of many intra-(and almost all inter-) molecular nuclear motions. Pulses of 10-20 fs are routinely used in many laboratories worldwide. Abrupt excitation (1, 2) of vibrational modes produces wavepackets in the excited state and "holes" in the ground state. The classical Franck principle (1, 3) allows a mapping of the wavelength with which the wavepacket interacts with the light pulse onto the internuclear distance. This allows the trajectory to be followed for as long as the wavepacket survives (4) . In this case the obfuscation of the ensemble average is avoided by making all the molecules do the same thing (behave coherently); thus the ensemble average signal is equivalent to recording the trajectory of a single molecule. The implications of such measurements can be immediately clear. For example, in the isomerization of 11-cis retinal to all-trans retinal in rhodopsin, the product is observed to be formed with vibrational coherence present in what is believed to be the torsional coordinate (5) . Basing his argument on a simple Landau-Zener model, Mathies (6) suggests that the ballistic first passage through the surface-crossing region determines the quantum yield (0.66) of all-trans product. If the isomerizing rhodopsin lost its kinetic energy before reaching the crossing region, the quantum yield and hence sensitivity of vision would be dramatically reduced (6) . The same argument applies for systems initiated by incoherent light sources (e.g. the sun), but now no coherence is observable because of the stochastic distribution of reaction starting times for the ensemble.
In fact many similar observations show that the commonly held beliefs that vibrational phase is destroyed quickly in solution and that energy relaxation inevitably produces dephasing are frequently untenable. Coherence transfer, the medium-assisted transfer of a superposition between two levels into a superposition between two other levels (which is neglected in the often used optical Bloch two-level model), plays an important role in chemical dynamics. Jean and coworkers have addressed these issues via multilevel Redfield theory (7) (8) (9) (10) and show that the vibrational phase can survive curve crossing, anharmonicity of potential surface, and the loss of substantial amounts of energy to the surroundings. We have discussed this area in another article (11) to which the reader is referred for details. We now turn to the broadening of electronic transitions, which will lead us to the second method of defeating the ensemble average-echo spectroscopy.
In general, the spectral broadening may have both static and dynamic contributions. Over the past 10 years, much effort has been devoted to the dynamical aspects of the solvation process through fluorescence Stokes shift experiments (12-18), theory (19) (20) (21) (22) (23) (24) , and simulation (25-29). In parallel, various types of photon echo spectroscopy have been applied to chromophore-solvent systems (30-37). A goal of this review is to clarify the connection between the fluorescence and echo spectroscopies and to describe the information content of each in terms of a common solvent property, the spectral density. The use of a spectral density to represent the time scales and strength of solvent-solute coupling in electron transfer reactions has been pioneered by Warshel & Parson (38) and Chandler and coworkers (39) . This approach allows one to go beyond classical models and to assess the importance of quantum corrections to the rate. By invoking the stationary phase approximation, the rate of electron transfer is shown to be completely determined by the spectral density. In the studies of Warshel & Parson (38) and Chandler and coworkers (39) , the spectral density was obtained by computer simulation, whereas Song & Marcus (40) used the frequency-dependent dielectric response to obtain the spectral density. In this review, we describe progress towards experimental determination of solvation spectral densities, via ultrafast spectroscopy.
Computer simulations based on classical mechanics have played an important role in developing ideas about the time scales and mechanism of solute-solvent interactions. One of the striking predictions of the simulations of solvation dynamics in polar liquids was the importance of inertial motions in the accomodation of the solvent to a sudden change in the charge distribution of the solute (14, (26) (27) (28) (29) . A large number of studies have shown that in small (light) molecular solvents, such as acetonitrile (28, 29) , water (26) , and methyl chloride (27) , well over half of the solvation energy relaxes via a Gaussian component on a time scale of 50 to a few hundred femtoseconds. The prominence of inertial motions was not anticipated in early theoretical work but has subsequently been incorporated into theoretical models of solvation (20, 21) . High time-resolution fluorescence studies of dyes dissolved in acetonitrile (13) , water (15) , and methanol (14) were consistent with the simulation predictions. An interesting implication of the ultrafast component in solvation dynamics has recently been described by Bagchi and coworkers (41) . They note that the mobility of alkali metal ions in highly polar liquids such as water and acetonitrile has been considered anomalous for much of this century. They present a microscopic calculation of ionic mobility in which the ultrafast solvation dynamics plays a key role in determining the friction (41) . For both acetonitrile and water, the theory is able to quantitatively reproduce the anomalously high friction felt by small ions such as Li + and the high mobilities of large ions such as Cs + . Although not clearly realized initially, the presence of an ultrafast inertial component significantly changes the standard picture of an echo measurement, and the interpretation of the spectral broadening produced by the solvent. In the Markovian picture, a single vibronic transition of a chromophore will have a Lorentzian width resulting from fast (homogeneous) pure dephasing and population decay, dressed with a Gaussian profile resulting from a slowly varying distribution of energy gaps (inhomogeneous broadening). The standard two pulse echoes will eliminate this latter contribution. Now consider the case in which a significant amount of the spectral broadening arises from an ultrafast inertial (Gaussian) component, followed by a diffusional (multi-) exponential process. Neglect, for the present, any very slow Gaussian component. On a very short time scale, the system is homogeneous and will show only free induction decay rather than a delayed echo signal. One could, in this regime, describe the line shape as a Gaussian resulting from the fast processes, obscuring a Lorentzian arising from the slower relaxations! The picture sketched above for the early time dynamics of solvation is essentially identical to the picture of reactive dynamics involving wavepacket motion. The difference in the solvation case is that there is a broad and continuous spectrum of coupled solvent modes and that the abruptly generated wavepackets will quickly get out of phase with each other precisely because of the broad distribution. A way to make this picture quantitative is to connect the coupled modes with the instantaneous normal modes of the liquid (22) (23) (24) 42) . In general one expects a frequency-dependent set of coupling constants weighting the bare liquid density of state, the combination giving rise to the solvation spectral density. This spectral density may, or may not, be similar to spectral densities relating to other observables in the same liquid. For example, the polarizability spectral density connects the normal modes with the optical Kerr signal. For acetonitrile Ladanyi & Klein have shown that the solvation and polarizability spectral densities are very similar (43) , confirming an earlier guess of Cho et al (44) . Scherer and coworkers have followed up on this approach and used polarizability spectral densities from optical Kerr studies to describe photon echo experiments (37) . Although harmonic motion within a well appears to provide an adequate description of the initial phase of solvation in many systems, as time proceeds, the liquid clearly must restructure itself, i.e. motion takes place between wells. At the present time, such processes cannot be handled within the instantaneous normal mode approach. However, as we outline in the following section, a spectral density representation of the bath dynamics can be used for an arbitrary model of the system bath interaction, e.g. the Brownian oscillator model and the bosonic bath model (45) . Once the spectral density, ρ(ω), is characterized, all the time scales are captured and no artificial distinctions between fast (homogeneous) and slow (inhomogeneous) processes are required. The approach we outline allows a broad range of spectroscopic studies to be discussed on a common footing. In particular, we stress the direct relationship between fluorescence Stokes shift studies and photon echo measurements, which have often been analyzed from different perspectives. In order to establish this connection, a certain amount of formalism is necessary.
System-Bath Interaction: The Connection Between Fluorescence and Echo Spectroscopies
Two key physical points underlie the formal approach sketched below. The first is that it is the coupling of the electronic transition to the nuclear degrees of freedom-be they solvent or solute-that induces the dephasing, spectral broadening, and Stokes shift. At high temperatures, all that is required is that the nuclear motions have different equilibrium positions in the two states; in other words, the Franck-Condon progressions should include all the coupled modes, not just the intramolecular vibrations. This leads to a Hamiltonian that does not contain terms connecting molecular and bath modes; thus vibrational relaxation and dephasing are assumed to be of negligible importance in the line broadening. We expect this to be a good model at high temperatures, but it will certainly fail at low temperatures. Small and coworkers have recently suggested that exchange dephasing may play a substantial role in dephasing at surprisingly high temperatures (46) .
The second point is that the observation of a time-dependent shift of fluorescence spectra to lower frequencies as time proceeds clearly shows that the system modifies the bath as well as vice versa so that models based on an unalterable bath are clearly inappropriate. With these points in mind we begin with the following Hamiltonian, which describes the coupling of a two-electronic state system to the bath and the radiation field,
where the σ 's are Pauli matrices, µ is the electric dipole operator, and is the electronic transition frequency. {q α } and Q represent the bath and system coordinates, respectively, and V SB ({q α }, Q) describes the specific form of system-bath coupling that one chooses.
As demonstrated by Mukamel (45) , third-order nonlinear signals, such as photon echoes, are most conveniently expressed via nonlinear response functions, which in turn can be related [when the fluctuating potential V SB ({q α }, Q) obeys Gaussian statistics] to a line shape function g(t).
There have been numerous attempts to model a line shape function by treating V SB as a stochastic variable or by using a microscopically based Hamiltonian, such as the displaced harmonic oscillator bath model. However, in this section the most general description of the bath fluctuation based on the linear response formalism is presented without alluding to any specific bath model. Specific models are discussed in the section on System-Bath Interaction. It turns out that introduction of the chromophore-solvent spectral density defined in Equation (10) below is very useful for establishing the connection between the solvation dynamics and spectroscopies. We briefly outline this procedure via definitions of various correlation functions representing different aspects of the bath fluctuation.
If we partition V SB into an average part and a fluctuating part,
the line shape function can be written as
where δV SB (t) is the Heisenberg operator of δV SB . We take δV SB (t) to describe propagation on the ground state electronic state. function, the line shape function is complex. The real part of g(t) describes spectral broadening, whereas the imaginary part gives time-dependent spectral diffusion, e.g. the fluorescence Stokes shift. The line shape function, g(t), gives the linear absorption and emission spectra via
and
where the star denotes complex conjugate and ω eg is the electronic energy gap. Turning to the fluorescence Stokes shift, the fluorescence Stokes shift (FSS) function is defined as
where Ē (t) is the nonequilibrium energy difference between the excited state and the ground state and is proportional to the time dependence of a characteristic fluorescence frequency such as the first moment. In order to establish the connection between the nonequilibrium relaxation and equilibrium fluctuations, we divide the energy difference operator Ē into two parts
where E is the average transition energy-a constant. Linear response theory (47) then allows the mean value Ē (t), brought about by the pertubation, to be generally written as an integral over the response function. Then the FSS function S(t) becomes
where the response function G(t), according to Kubo's formula, is defined as the mean value of the commutator of the Heisenberg operator δV SB (t), the fluctuating coupling potential:
In addition to the response function defined above, it is necessary to define C(t), the mean value of the anticommutator of δV SB (t), whose Fourier transform represents the spectral distribution of the fluctuations,
As we shall show later, it is very convenient to introduce the spectral density defined as
whereG(ω) is the Fourier-Laplace transform of the response functioñ
From now on, we shall use the definition of the spectral density in Equation 10 to express various correlation functions relevant to the optical spectroscopic broadening and spectral diffusion.
For example the fluorescence Stokes shift function S(t) can be rewritten in terms of the spectral density as
where the normalization constant λ is identical to the solvation reorganization energy
From Equations 11 and 12, the physical meanings of the Stokes shift and reorganization energy become clear in the spectral density representation. The first moment of the spectral density, multiplied by Planck's constant, is equal to the reorganization energy, and the time-dependent change of the first moment corresponds to the time-dependent fluorescence Stokes shift, where the timedependence of the FSS function is completely determined by the spectral density once it is known.
Before we discuss the connection between the FSS function S(t) and the line shape function g(t), it is useful to consider the classical limit of the timedependent fluorescence Stokes shift (Equation 7). In this limit, where the spectral distribution of the fluctuation is far less than 2k B T , the response function is directly related to the classical correlation function by (48)
where the average is taken over classical phase space and δV SB is a classical variable, not an operator. 
Equation 15 is a formal expression of Onsager's regression hypothesis in the classical limit. We next focus on the line shape function, g(t), in the spectral density representation. From the definitions of the antisymmetrized and symmetrized correlation functions of the fluctuating coupling potential, the line shape function can be rewritten as
Generally, the symmetrized correlation function C(t) is not simply related to the response function G(t) via a time-derivative relation Equation 14 , as it is in the classical limit. In the classical limit, the temperature is the only bath parameter determining the fluctuation-dissipation relation. On the other hand, in the case of a quantum system, the quantum fluctuation-dissipation relation requires a complete knowledge of the spectral distribution of the fluctuation, i.e. ρ(ω), to find the relationship between the symmetrized and asymmetrized correlation functions of the fluctuation. Again, the spectral density defined in Equation 10 can play a key role in describing the line shape function:
17.
From Equations 12 and 17, it should be clear how the fluorescence Stokes shift function S(t) is related to the optical line shape function g(t) via the spectral density. In principle, if one has a complete knowledge of the timedependent fluorescence Stokes shift or solvation correlation function along with the Stokes shift magnitude-the Stokes shift magnitude is identical to two times the reorganization energy, λ-the spectral density fully scaled by λ can be obtained by the cosine transformation of the time-dependent FSS or solvation correlation function. This procedure is schematically summarized in Figure 1 . The solvation function S(t) can be obtained either from the fluorescence Stokes shift measurements or from computer simulation or theoretical studies. By using the relation in Equation 12, the spectral density can be obtained and scaled with the Stokes shift magnitude. Then the complete line shape function g(t) can be calculated by using Equation 17 , which in turn determines both the A distinction between fluorescence and echo measurements is the way they average over the inhomogeneous broadening of the optical transition frequency. If, instead of Equation 6, we write the energy difference between ground and excited states for molecule i
where ε i represents a shift of the transition energy from the mean, fluorescence measurements of S(t) are insensitive to this last term (since only population dynamics are monitored), whereas echo measurements can either eliminate this contribution or provide information on the width of the distribution of echo values. To see how this works we must describe the principles of echo spectroscopy.
Photon Echo Spectroscopies
The key idea of photon echo spectroscopy is to exploit the fact that, following excitation in an inhomogeneous ensemble, the transition frequencies ω eg "fan out" in time as a result of the distribution in ω eg but do not change for individual molecules. A second pulse is used to initiate the rephasing, and in a system in which the inhomogeneous width greatly exceeds the homogeneous width, the echo will be produced at a fixed time and be very narrow in temporal extent. Figure 2 shows double-sided Feynman diagrams for two-pulse echoes (2PEs) and three-pulse echoes (3PEs) and transient grating (TG) experiments. For the sake of brevity, not all diagrams are shown. There are four diagrams (and their complex conjugate) for each experiment, only two of which (and their complex conjugate) lead to rephasing in 2PEs and 3PEs. A description of these diagrams can be found in Mukamel (45, 49) . In the 2PEs a single time delay (τ in Figure 2 ) is under experimental control. In the 3PE experiment both periods between the pulses (τ and T in Figure 2 ) can be separately varied. For the 3PEs consider only the τ > 0 diagram for the present. In the 2PEs and τ > 0 3PE diagrams, the superposition (ρ eg ) in the second coherence period (t ) is the complex conjugate of the superposition (ρ eg ) in the first coherence period τ . This is the origin of the rephasing process. Note also that the final coherence period is not subject to experimental control and that the echo signal is detected as an intensity integrated over the t period. The diagrams also describe momentum conservation for the photons, i.e. phasematching condition. Adopting the convention that an incoming or outgoing interaction on the ket (|a ) side has a positive or negative sign (respectively) and the reverse on the bra ( b|) side, it can easily be seen that k s = 2k 2 − k 1 in the 2PE diagram and k s = k 2 + k 3 − k 1 in the 3PE diagram (τ > 0). In both cases, when τ < 0, "mirror image" echoes appear at 2k 1 − k 2 and k 1 + k 3 − k 2 , respectively. The presence of two signals is of great value in determining precisely [± 300 as in our case! (34)] the position of τ = 0. Finally, the distinction between transient grating and 3PEs is that the first two interactions occur simultaneously in the TG experiment and are separated in 3PEs.
The key difference between the 2PE and 3PE experiments is the presence of a population period denoted by T in Figure 2 in the latter. During T , the system evolves either on the excited state or ground state (diagram not shown) potential surface. Thus, the 3PEs can be used to study spectral diffusion (analogous to the fluorescence Stokes shift, though the latter probes the population evolution on the excited state potential surface only), whereas the 2PEs cannot.
Turning now to the τ < 0, i.e. k 2 precedes k 1 , diagram for 3PEs this pulse sequence does not represent an echo sequence, as the superpositions during τ and t are both |e g|-the signal is simply a free induction decay beginning after pulse three. Considering a single photon echo signal recorded by integrating the intensity along, for example, the k 2 + k 3 − k 1 direction, we would expect it to have quite different behavior on its two sides, τ < 0 and τ > 0. We refer to these as the nonrephasing and rephasing sides. For small values of population period T , the rephasing process causes the integrated echo signal to peak at delays after τ > 0. As T increases, the molecules will begin to explore the range of transition frequencies available to them. As this "spectral diffusion" process proceeds, rephasing becomes less likely; the rephasing side of the signal eventually becomes identical with the nonrephasing side, and the echo signal peaks at τ = 0. Thus, measuring both 3PE signals and determining the delay ("peak shift," τ * ) between their maxima provides a very sensitive probe of spectral dynamics with a large dynamic range because signals can be recorded for as long as the excited state lives (or indeed much longer if the excited state decays to a metastable state rather than the ground state). The close connection between the spectral diffusion process destroying the rephasing ability and the time-dependent Stokes shift should be apparent from this description. We compare results of both measurements.
It also turns out that a measurement of the three-pulse echo peak shift (3PEPS) is remarkably insensitive to pulse duration effects (50) . Relaxations on time scales shorter than the pulse width can be observed with very little distortion. In addition, oscillatory components in the response resulting from underdamped motions (usually intramolecular vibrations) are clearly visible in the 3PEPS signals with pulses that wash out all traces of oscillation in integrated echo signals (50) .
Returning now to Equation 18 , the interesting case is where the width of the inhomogeneous distribution is similar to the width produced by the fast fluctuations. In the limit of either no or very large inhomogeneous broadening, standard interpretations of echo signals apply. In the intermediate inhomogeneous broadening case, approximate formulas for the 3PEPS signal can be obtained in terms of S(t) (Equations 5 and 12) and in , which is the width of the inhomogeneous distribution in the time domain (i.e.
2 ] and ε = 2 √ 2ln2 in , where ε is the full width at half maximum of the inhomogeneous distribution in the frequency domain).
In particular when the inhomogeneous width is comparable to the mean square fluctuation amplitude (2λk B T ) in the classical (high temperature) limit, the 3PEPS τ * is given by (51)
where
, and its asymptotic value is
20.
where = 2λ/h 2 β. Thus in this case the peak shift does not decay to zero, and its long time value is related to the width of the inhomogeneous distribution, in . For inhomogeneous widths equal to or less than the dynamical contributions to the line broadening, Equation 19 is very accurate except at the shortest times [≤ 100 fs for typical S(t) curves]. To extract the short time behavior of S(T ) accurately, detailed numerical modeling is required (50, 51) .
Turning to the actual shape of the echo signal in, for example, a 2PE study, model calculations show that even though the echo profile itself is very sensitive to the detailed nature of the dynamics, the integrated echo is not. In addition, when the inhomogeneous width is not large compared to the width arising from rapid processes, the 2PE measurement can produce ambiguous results. The reason for the difficulty is that when inhomogeneity is not large, rephasing is not perfect, and the echo itself has significant width. For small values of τ (see Figure 2) , a portion of the echo may then be forbidden by causality, since it would occur before pulse two. As τ increases and the echo position moves out in time, more of the echo becomes allowed. However, the area under the echo pulse (which is what is measured in the integrated 2PE measurement) is also decreasing with time as a result of pure dephasing processes. The combination of these effects means that the echo signal is no longer insensitive to the degree of inhomogeneous broadening, i.e. it does not cleanly project out the rapid processes. In order to circumvent this difficulty, Cho & Fleming proposed a new technique involving two coherence periods whose length can be controlled (52) . This experiment, abbreviated as F3PE, works at the fifth order in the nonlinear response, and a typical double-sided Feynman diagram is also shown in Figure  2 . The system is placed in an electronic coherence (more formally off-diagonal density matrix elements are created) by the first pulse and evolves for period τ 1 . The second pulse interacts twice with the system, leaving it in an electronic coherence, which is the complex conjugate of the first. During τ 2 , the system rephases. The third pulse also interacts twice, leaving the system in a coherence, which is the same situation as that following the first pulse. Thus, if no irreversible phase loss occurs, the system will fully rephase when τ 2 = τ 1 + t . In F3PE, both τ 1 and τ 2 are controllable, allowing control over the rephasing process that is not possible in the conventional echo measurements. In F3PE, when the signal integrated over t is measured with τ 1 set equal to τ 2 (diagonal signal), the contribution from slow dynamics can be completely eliminated in the Markov limit (52) . Even in strongly non-Markovian cases over a wide range of parameters, numerical simulations show that separation of fast and slow responses is effectively complete. The off-diagonal F3PE signal, where τ 1 = τ 2 , also provides useful information. To see this, consider a system with a large inhomogeneous width. When τ 2 is scanned with τ 1 fixed, there will be no signal until τ 2 is equal to τ 1 . In this case, the signal is delayed by a time equal to τ 1 . In general the off-diagonal measurement enables the timing of the echo to be observed directly. This feature gives the technique high sensitivity to the detailed form of the dynamics.
After the demonstration of diagonal and off-diagonal F3PE measurements by Joo et al (34) , two groups demonstrated a second method of locating the echo signal. Both Wiersma and coworkers (33) and Scherer and coworkers (36) used up-conversion via an additional gate pulse to locate the echo signal. In principle this method should contain the same information as the off-diagonal F3PE method, but the precision (time resolution) of the latter is likely to be higher, and complications arising from the convolution of gate and echo fields are avoided.
The development of phase-locked pairs of femtosecond pulses by Scherer et al (53a-c), stimulated Cho et al (54) to propose several echo and related techniques in which the phases of the various pulses are controlled. Phase-controlled sequences enable the real and imaginary parts of the response function to be measured, in contrast to conventional photon echoes that probe only by the absolute square of the polarization. Recently de Boeij et al reported carrying out phase-locked pump-probe and photon echo measurements (35) and were able to obtain the line broadening function g(t) directly.
System-Bath Interaction: A Hierarchy of Models
In order to organize the discussion and relate to analysis of experiments in the literature, it is useful to discuss a hierarchy of models for solvent fluctuation correlation function, M(t) = (1/h 2 ) δV SB (t)δV SB (0) (see Equations 3 and 8 for its connection to the line shape function and the Stokes shift function, respectively). First, when M(t) is assumed to be a delta function, the bath fluctuation is delta-function correlated, and its magnitude is always real, i.e. M(t) = δ(t); a homogeneous dephasing time can be identified as , and the standard picture of Lorentzian homogeneous lines dressed by Gaussian inhomogeneous broadening is obtained. This approach is also called the Bloch approximation. Such a Bloch approximation may often be reasonable for vibrational dynamics, but for electronic transitions in liquids, it is unlikely to ever have validity. Indeed, the initial two-pulse echo studies of dye molecules in polar liquids pointed to the inadequacy of this model (30a,b, 31) . The next level is to assume an exponential form for M(t); when the imaginary portion of the line shape function is neglected, the well-known Kubo line shape function is obtained. This model also suffers from a lack of the spectral diffusion process because the line shape function is purely real, although an imaginary component can be added.
A more general approach is the multimode Brownian oscillator model introduced by Mukamel (45) . Here the transition is assumed to be linearly coupled to a set of harmonic oscillators, each of which in turn is coupled to the bath via a friction coefficient and whose motion is described by a Langevin equation. Thus, now the δ function lies at the level of the fluctuating force in the Langevin equation. A single Brownian oscillator can generate an M(t) with strong qualitative similarities to the S(t) functions obtained from fluorescence studies-a substantial Gaussian initial component followed by an exponential tail. Several Brownian oscillators can be used to parameterize a complicated M(t) obtained, for example, from computer simulation (55), and both intramolecular and solvent degrees of freedom can be incorporated on a common footing by the use of appropriate frequencies and damping constants.
An alternative and equivalent approach is to use a displaced harmonic bath without damping, but characterized by a spectral density ρ(ω) where
where c α /m α ω 2 α is the displacement of the αth mode. We briefly digress to (57), assuming that the optical transition is linearly coupled to theQ-oscillator only, that is, the energy difference operator δ Ê is linearly proportional toQ. Consequently, various correlation functions are determined by the correlation ofQ(t). Figure 3 illustrates the coupling scheme among the chromophore, main oscillator, and harmonic bath. Thus, the mainQ-oscillator plays a crucial role in connecting the chromophore and the harmonic oscillator bath as well as in exchanging information, such as energy and phase, between them.
In the case when the main harmonic coordinateQ is linearly coupled to the bath harmonic coordinates (56a-g, 57) as is often assumed, one can perform a simple normal mode transformation to find N + 1 effective harmonic coordinates that are directly coupled to the optical transition (see Figure 3) , where N is the number of bath harmonic oscillators (58). The energy difference operator δ Ê is linearly proportional to all N +1 normal mode coordinates. In this case, one does not need to identify the physical reality of the Brownian oscillator; instead the spectral density defined in Equation 11 plays a key role in describing both optical broadening and spectral diffusion processes. The difference between the two pictures is merely how the optical transition is coupled to the complicated bath degrees of freedom, either indirectly via Brownian oscillators or directly to the effective harmonic bath. Though both approaches are equivalent, the more apparent connection of ρ(ω) to molecular descriptions, such as the instantaneous normal mode picture as well as other experiments, such as the optical Kerr technique (37, 43) , may recommend the simple harmonic bath model for interpretive purposes.
Experimental Results
In previous sections we have shown that the dynamical information contained in three-pulse echo peak shift (3PEPS) and fluorescence Stokes shift should be essentially the same. Both techniques have advantages, but for systems with small Stokes shifts the 3PEPS method is superior. Figure 4 shows the fluorescence Stokes shift for Coumarin 343 in water compared with a computer simulation using a quantum chemical model for the solute electronic transition (15) . The experiment and simulation are very similar, both showing strongly bimodal character. More than 50% of the relaxation is complete in less than 55 fs. Figure 5 shows the 3PEPS data obtained with a much higher time resolution than that of the fluorescence data of Figure 4 . The figure shows 3PEPS data for a dye molecule (IR144) in two very different solvents, ethanol and the glass polymethyl methacrylate (PMMA), at room temperature. Two time ranges are shown; in the very short time region the two systems display quite similar behavior, but relaxation effectively ceases after ∼ 150 fs in PMMA, and the presence of inhomogeneous broadening becomes manifest. A Fourier transform of the curves in Figure 5 (after substraction of the asymptotic value in PMMA) gives the spectral density ρ(ω) via Equations 12 and 19.
In ethanol the peak shift shows at least four widely spaced timescales. The fastest component (of a few femtoseconds duration) results from interference between the wavepackets created in different intramolecular modes. The second phase of the relaxation (between ∼ 10 fs and ∼ 150 fs) has a time constant of ∼ 60 fs and represents the ultrafast intermolecular contribution. The break in the peak shift at ∼ 20 fs provides a direct visual answer to the question, What fraction of the spectral broadening arises from intra-and intermolecular contributions? (By the intramolecular contribution, we simply mean the length of the Franck-Condon progression). Because of the longer pulses used, the intramolecular dynamics are usually not detected in fluorescence studies. In the case of IR144 in the alkanols, the two contributions are roughly equal (50) . The importance of including intramolecular modes in the description of echo signals has been stressed by Shank and coworkers (30a,b, 59a,b) and Wiersma and coworkers (31) . Various methods of obtaining the frequencies, intensities, and phases required have been used, but perhaps the most attractive approach is to use pump-probe (37) or transient grating (50) signals. In a careful analysis of two-pulse echo data for 1, 1 , 3, 3, 3 , 3 hexamethylindotricarbocynine iodide (HITCI) in dimethyl sulfoxide, based on the polarizability spectral density from optical Kerr data, Yang et al also show that intramolecular solvent modes can play an important role in spectral broadening (37) . The authors note that use of the Kerr spectral density is a flexible way of introducing a broad range of solvent time scales. A similar perspective was adopted by Joo et al for very slow solvent motions, which they modeled by adding an exponential component to the spectral density (34) . The intensity decay of echo signals is dominated by the fastest processes (60) , which are generally those arising from high-frequency intramolecular modes. In contrast, the 3PEPS method, because of its large dynamic range and insensitivity to pulse duration effects provides information on all time scales. We therefore return to a discussion of the data in Figure 5 .
A 60-fs exponential component in the peak shift corresponds to a Gaussian time constant in S(t) of ∼ 105 fs and is in good accord with fluorescence data. Similar data for methanol can also be compared with computer simulation (29) , and again the agreement is good. The remaining time scales in the ethanol peak shift data are 3 and 27 ps (50) . These compare with 5 and 29.6 ps obtained from fluorescence studies (61) . Thus ethanol is effectively homogeneous on time scales longer than 50 ps. Finally we note that the oscillations apparent in Figure 5 also arise from intramolecular vibrations that have been abruptly excited. The ultrafast phase of solvation is common to all solvents studied so far and varies rather little from solvent to solvent in striking contrast to the slower (picosecond) phases of solvation that are exceedingly sensitive to solvent.
In contrast to the well-accepted nature of the slower, diffusive aspects of solvation (19) , the nature of the short-time response has excited considerable study and debate. In particular, an enthusiastic discussion was held on whether the initial response should be described as collective or resulting from independent single particle behavior. The discussion of Stratt & Cho (23) and the calculations of Ladanyi & Stratt (42) are illuminating on this point. Stratt & Cho showed that adopting an independent single molecule description of the initial dynamics or a collective description based on instantaneous normal modes (INMs) was simply a basis set choice: The two are rigorously related by a canonical transformation. The initial behavior does not depend on molecular interactions. It is important to point out, however, that the initial positions of the solvent molecules are, of course, controlled by the intermolecular forces so that the situation at t = 0 is determined by these forces. Thus in a simulation, the correct initial dynamics can be obtained by freezing all the molecules except one (and averaging over all the molecules) (28) or by turning off the solvent-solvent interactions (62), provided the initial conditions are generated by using the full set of interactions. If the system were to be equilibrated in either the rigid cage or zero interaction scheme, different dynamics would be subsequently obtained (23) .
At short times then, the only advantage of adopting the INM perspective is that it provides a clear molecular picture of the dynamics. Rotational motion clearly dominates the short time response in water (24, 26, 63) and acetonitrile (28, 42) , and in the latter solvent, solvation is dominated by the near neighbor molecules in agreement with simulation studies (42) . An INM calculation of solvation dynamics is shown in the inset of Figure 4 , where it is compared with the full molecular dynamics results for an atomic solute in the same model water (TIPS2). Only rotational modes are included in the INM calculation, which reproduces the initial inertial drop well and begins to show the oscillatory behavior characteristic of atomic [but not molecular (14, 29) ] solutes.
The oscillations signal the onset of collective behavior, but further relaxation is not possible in the purely harmonic INM calculation. It is not yet clear if the ultrafast solvation component will always be Gaussian. For example, if the solvent modes were strongly anharmonically coupled, the equivalent of intramolecular vibrational redistribution (IVR) could occur very rapidly, and ultrafast exponential (dissipative) initial relaxation could result. Based on a simulation of polyethers, Olender & Nitzan suggest that this is the case in these complex solvents (64) . Initial applications of the INM approach to nonpolar solvation dynamics have also been made (65) . For the system I 2 dissolved in CO 2 , the mechanism of short time solvation switches from rotational (librational) to center-of-mass translation as the solute-solvent interaction is changed from multipolar to a more symmetric form, such as Lennard-Jones (65) . The authors conclude that this arises from the symmetry of the interaction, rather than from any fundamental distinction between polar and nonpolar solvation.
In Maroncelli and coworkers' (61) careful and extensive study of the timeresolved fluorescence spectroscopy of Coumarin 153 in 24 common solvents, an important aspect is the use of an independent estimate of the zero-time spectrum, thus enabling them to show that the entire course of the solvation process has been observed. Multi-exponential fits to the solvation response function of small, polar aprotic solvents, such as acetonitrile, DMSO, DMF, THF, and nitromethane show an ultrafast component ranging from 90 to 230 fs with an amplitude varying from 45 to 69%. The n-alkanols also show an ultrafast component. Horng et al (61) also carried out a comparison with theoretical models for the solvation response function. Over the past few years, very sophisticated theories have been developed, notably by Bagchi and coworkers (21) and Raineri et al (20) . Rather than use these sophisticated approaches, Horng et al used the continuum model (SC) and the dynamical mean spherical approximation (DMSA) (66) , both in forms appropriate for ions (i) and point dipoles (d) to model their data. Calculations are based on the frequency-dependent dielectric response ε(ω), and although molecular aspects of solvation are given short shift in the calculations, a major improvement over previous modeling studies is the use of dielectric data extending into the far infrared (FIR) spectral region (THz). The FIR data contain vibrational resonances, i.e. the inertial motions, and introduce oscillatory behavior into the calculated solvation responses, but for large molecular solvents the oscillations are not expected to be large. Thus the amplitude of the response contributed by the FIR modes is the major concern. A crude, but remarkably effective, approximation, is to lump the short time behavior into a single term, arbitrarily given a Debye form (61) . This approximate approach gives 1/e and first moment relaxation times within 20% of their experimental values for acetonitrile and methanol-two solvents for which good FIR data is available (61) . Comparing the 1/e and first moment times in all solvents (which vary by almost a factor of 2000), a good correlation is found with all four predictions-SC-d, SC-i, DMSA-d, and DMSA-i. Remarkably, the DMSA-i predictions are within 10% for all solvents. Thus, as a purely empirical point, the DMSA-i predictions enable one to predict a solvation time scale, τ , to lie within the range 0.6τ -2.0τ with 90% confidence over a huge range of time scales. Even the complex set of time scales present in the solvation response are predicted with this level of confidence as Figure 6 shows for five typical solvents.
The remarkable level of agreement in Figure 6 leaves little doubt that the dielectric properties of the solvent control the response being observed. Modest variations from solute to solute will occur, but experimental complications from vibrational relaxation and multiple excited states are unimportant for wellchosen probes. In the modeling discussed so far, it has been implicitly assumed that the electronic structure of the solute remains fixed during the relaxation process. Kim and coworkers describe an interesting simulation in which the electronic structure of a diatomic solute in water is allowed to vary by using two basis states to describe the emitting state (67). The two basis states have different displacements from the ground state; thus the mixing between them varies with solvent configuration. The simulation finds that both the inertial and diffusive dynamics are significantly slowed as the solute polarizability increases and the relative contribution from inertial dynamics is reduced. Kumar & Maroncelli have also considered the influence of polarizability (29) .
Finally, we turn to the experimental demonstration of the Gaussian (i.e. timereversible) nature of the initial relaxation. Neither fluorescence Stokes shift nor third-order echo measurements are especially sensitive to the duration of the Gaussian phase of the relaxation. The fifth-order off-diagonal photon echo measurement is capable of displaying the transition from reversible to dissipative dynamics, as it records the time of appearance to the echo signal versus τ 1 (Figure 2) , the delay between the first two pulses. As a first demonstration of the method, Joo et al studied the cyanine dye HITCI in ethylene glycol and a glycerol-water mixture (34) . In both cases the dynamics were reversible for about 80 fs, at which the dissipative epoch of solvation sets in.
Concluding Remarks
Chromophore-solvent dynamics occurs over a vast range of time scales (tens of femtoseconds to tens of nanoseconds) in fluid solutions. In small, highly polar liquids the microscopic origin of the relaxation is fairly well understood. Though a much smaller amount of data exists, a similar range of time scales is found in protein-chromophore complexes. For example, using 3 PEPS data, Joo et al (68) found a 90-fs Gaussian component in S(t) for bacteriochlorophyll (B800) in the bacterial light harvesting protein LH2. At the other end of the scale, Pierce & Boxer (69) observed highly nonexponential behavior in S(t) for the fluorescence probe DANCA in apo myoglobin, with substantial relaxation occuring on the tens of nanoseconds time scale.
Both ultrafast and slow time scale relaxations have implications for basic chemical and biological processes. We earlier noted the significance of the ultrafast component in ionic diffusion (41) . As a second example, electron or energy transfer processes mediated by bridge states (i.e. where superexchange contributes to the rate) can have rates that are controlled by the time scale over which phase is retained. This is because the rate expression will have terms involving only coherences between initial and bridge and bridge and final states. The rate of destruction of such superpositions will determine the magnitude of such contributions to the overall rate (70) . The slow motion can produce highly nonexponential kinetics, as has been proposed for the primary charge separation step in bacterial photosynthetic reaction centers (71) .
As experimental access to spectral densities increases, it seems likely that they will become the standard means of incorporating the chromophore-solvent dynamics into chemical rate calculations (40, 41, (72) (73) (74) (75) .
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