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1 Introduction
Change-point detection in various stochastic models is an investigated problem of statistical
analysis. If a certain model parameter changes over time then an expired estimation of that
parameter could lead to false predictions concerning the behavior of the model. Therefore it
is an important task to detect such changes as fast as possible.
The paper is about performing change-point detection in multitype Galton–Watson pro-
cesses. The p-type Galton–Watson process Xn, n = 0, 1, . . . , p ∈ N, is a discrete time Markov
chain defined in Subsection 2.1 on the state space Np, where N is the set of nonnegative in-
tegers. We test the null hypothesis H0 that the distribution of the number of offsprings and
innovations of the process does not change over time. If H0 holds then the dynamics of the
process is unchanged. For the main properties of Galton–Watson processes see Mode (1971),
Athreya and Ney (1972) and Kaplan (1973).
We define online procedures to detect changes in such models since the online tests have
several advantages compared to the classical offline ones. It can be essential for the applica-
tions that in contrast to the offline method sequentiality enables us to detect changes shortly
after the real time of change. The applicability of the procedures also demands to consider
the case when the number of possible observations is limited. Therefore, besides the regular
open-end procedures we also define closed-end ones.
We work under the noncontamination assumption introduced in Chu et al. (1996) that
for some m ∈ N there is no model change during the observations X0, . . . ,Xm, the so-
∗“This research was realized in the frames of TÁMOP 4.2.4. A/2-11-1-2012-0001 “National Excellence
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called training sample. For every n ∈ N we reject H0 if the related statistics Sm,n =
Sm,n(X0, . . . ,Xm,Xm+1, . . . ,Xm+n) introduced later exceeds the corresponding critical level
c. We define two types of tests concerning the duration of the observation of the process.
In case of the open-end procedure the test statistics is supn≥1 Sm,n and for the closed-end
one it is max1≤n≤Tm Sm,n where T > 0 is a constant meaning that we detect changes based
on the sample X0, . . . ,Xm+⌊mT ⌋. In both cases we define the rejection time as the small-
est n ∈ N when Sm,n > c occurs or infinity if there is no such n. In the paper we define
the statistics Sm,n, n ∈ N, and determine the related critical values. As a special case the
testing procedures are applicable to the GINAR(p) (Generalized INteger-valued AutoRegres-
sive) processes. The INAR(p) (INteger-valued AutoRegressive) processes were introduced in
Du and Li (1991) as the integer-valued interpretation of the AR(p) processes. The numbers
of offsprings in an INAR(p) model are Bernoulli distributed. By resolving this assumption
we get the GINAR(p) models having a wider applicability. The main properties, stationarity,
and parameter estimators of the GINAR(p) models are investigated in Dion et al. (1995).
Change-point detection in various models is an examined problem for several years.
We only mention some papers of the topic that are directly related to our paper. In
Pap and T. Szabó (2013) offline procedures are defined in order to detect changes in INAR(p)
models. A large-scale simulation study is presented in T. Szabó (2011). The procedures in our
paper are online CUSUM-type (CUmulated SUMs) statistics motivated by the general setup
of Chu et al. (1996). The motivations of this approach are the papers Horváth et al. (2004)
and Aue el al. (2006) where open-end CUSUM-type tests are defined to perform change-point
detection in their linear regression models. Furthermore, open-end and closed-end tests are
also introduced in the paper Kirch and Tadjuidje Kamgaing (2011) to detect changes in non-
linear autoregression models. In our paper the methods seen in the latter ones are applied
to multitype Galton–Watson processes.
The organization of the paper is the following. The main results are stated in Section 2
with the proofs in Section 4. Theorem 2.1 leads to the definition of the open-end and closed-
end sequential procedures detecting model changes in multitype Galton–Watson processes and
as a special case in GINAR(p) processes. As an application of these procedures a simulation
study is detailed in Section 3.
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2 Main results
2.1 Multitype Galton–Watson processes
The process Xn = [Xn,1, . . . ,Xn,p]
⊤, n = 0, 1, . . . , is a multitype Galton–Watson process on
the state space Np with a fixed parameter p ∈ N and a random or deterministic initial vector
X0 if
Xn =
Xn−1,1∑
k=1
ξ1(n, k) + · · ·+
Xn−1,p∑
k=1
ξp(n, k) + η(n), n ≥ 1,
where all the non-negative p-dimensional random vectors
ξi(n, k), η(n), n = 1, 2, . . . , i = 1, . . . , p, k = 1, 2, . . . (1)
are independent of each other and the random vectors {ξi(n, 1), ξi(n, 2), . . . } are i.i.d for
every n = 1, 2, . . . and i = 1, . . . , p. We assume that the components of the vectors in (1) are
independent of each other. For simplicity we define the p+ 1-dimensional vector
Yn :=
[
Xn
1
]
=

Xn,1
...
Xn,p
1
 , n = 0, 1, . . .
Let us consider the null hypothesis H0 that {ξi(1, 1), ξi(2, 1), . . . } are identically dis-
tributed for any i = 1, . . . , p and {η(1),η(2), . . . } are also identically distributed meaning
that the model does not change over time. Under the null hypothesis H0 in the followings
we refer to the distributions of the vectors of the number of offsprings and innovations by
ξi, i = 1, . . . , p, and η with components ξ1,i, . . . , ξp,i, i = 1, . . . , p, and η1, . . . , ηp, respec-
tively, as they are independent of the parameters n and k. By (1) it is clear that the random
variables ξj,i, ηj are the number of j-type offsprings of an i-type individual and the number of
j-type innovations in a generation, respectively, where i, j = 1, . . . , p. We will assume that all
these components have finite second moments. Let us denote the first and second moments
of the numbers of offsprings and the innovations by
µi,j := E(ξi,j), µi,η := E(ηi), vi,j := D
2(ξi,j), vi,η := D
2(ηi).
for any i, j = 1, . . . , p. For shorter terms we introduce the matrices
m :=

µ1,1 . . . µ1,p
...
. . .
...
µp,1 . . . µp,p
 , µ :=

µ⊤1
...
µ⊤p
 :=

µ1,1 . . . µ1,p µ1,η
...
. . .
...
...
µp,1 . . . µp,p µp,η
 = [m, E(η)],
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and
V :=

v⊤1
...
v⊤p
 :=

v1,1 . . . v1,p v1,η
...
. . .
...
...
vp,1 . . . vp,p vp,η
 .
In some parts of the paper we suppose that the third and fourth moments also exist. Then
similarly to the definition of V we define the matrices A,B ∈ Rp×(p+1) of the third and
fourth central moments with rows α⊤i ,β
⊤
i , i = 1, . . . , p, respectively.
Throughout the paper for any vector we define the n-th power of the vector componentwise
and the norm of the vector as the Euclidean norm. For any matrixM the notationM⊤ stands
for the transpose of the matrix and ̺(M) is the spectral radius.
As we suppose that the variables have finite second moments we can consider the series of
martingale differencesMn := Xn−E
(
Xn|Xn−1
)
, and Nn :=M
2
n−E
(
M
2
n|Xn−1
)
, n = 1, 2, . . .
In Subsection 4.1 we show that these martingale differences are
Mn = Xn − µYn−1, Nn =M2n −VYn−1 =M2n −

v⊤1 Yn−1
...
v⊤p Yn−1
 , n = 1, 2, . . .
Let us define the 2p-dimensional vector Vn := [Mn,1, Nn,1,Mn,2, Nn,2, . . . ,Mn,p, Nn,p]
⊤ for
every n = 1, 2, . . . where Mn,i and Nn,i are the i-th elements of Mn and Nn, respectively.
By Theorem 1 of Szűcs (2014) if the process is stable — meaning that ̺(m) < 1 holds —
then there is a unique invariant distribution concentrated on an aperiodic positive recurrent
class that the process reaches within finite steps with probability 1 in case of any initial
distribution. Theorem 3 of Szűcs (2014) states that if all the random variables in (1) have
finite r-th moments for some r ∈ N then so does the invariant distribution. As the existence
of the second moments of the variables in (1) is assumed the invariant distribution also has
finite second moments. This means that E(X˜X˜⊤) < ∞ where X˜ is a random variable with
the unique invariant distribution. The notations marked with˜always refer to the invariant
distribution in the sense that if the process starts with the initial distribution meaning that
X0
D
= X˜ then Y˜, M˜, N˜, V˜, denote the variables Y0, M1, N1, V1, respectively. Let us define
the covariance matrices I˜ = Cov(M˜) and J˜ = Cov(V˜). By our Proposition 4.2 if the proper
moment conditions hold and the components of the random vectors in (1) are independent
of each other then I˜ is diagonal and J˜ is block diagonal taking the forms
I˜ =

v⊤1 E(Y˜) . . . 0
...
. . .
...
0 . . . v⊤p E(Y˜)
 , J˜ =

J˜1 . . . 0
...
. . .
...
0 . . . J˜p
 ,
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with
J˜i = Cov
[
M˜i
N˜i
]
=
[
v⊤i E(Y˜) α
⊤
i E(Y˜)
α⊤i E(Y˜) (βi − 3v2i )⊤E(Y˜) + 2v⊤i E(Y˜Y˜⊤)vi
]
, 1 ≤ i ≤ p,
where M˜i and N˜i are the i-th components of M˜ and N˜, respectively. Let R := {i = 1, . . . , p :
v⊤i 6= 0} denote the set of the types that are not deterministic respect to the past.
Let us summarize the previously mentioned conditions in the following assumption.
Assumption 1. Unless stated otherwise we assume that the multitype Galton –Watson
process fulfills the following assumptions.
(i) The process is stable meaning that ̺(m) < 1.
(ii) The initial vector X0 and the variables in (1) all have finite second moments.
(iii) The components of the random vectors ξ1, . . . , ξp,η are independent of each other.
(iv) None of the types die out. (We say that type j = 1, . . . , p dies out if (mn)j,i = 0 for
every n ∈ N and every type i = 1, . . . , p such that E(ηi) > 0.)
(v) There exists no vector c ∈ Rp, c 6= 0, such that c⊤ξi = 0 almost surely for every
i = 1, . . . , p and c⊤η is degenerate.
The assumptions (i) and (ii) result that the invariant distribution exists and has finite
second moments. Assumption (iii) is required in order to perform the parameter estimations
detailed in Subsection 4.2. Assumptions (iv)-(v) ensure that these parameter estimators exist.
The main goal of the paper is to provide sequential procedures to test the null hypothesis
H0. The online CUSUM-type tests can be used under the regular assumption that there is no
model change in X0, . . . ,Xm for some fixed m. This condition is called the noncontamination
assumption introduced by Chu et al. (1996) in their general paper on CUSUM-type tests. In
case of online tests asymptotical results are stated as the length of the training sample, m+1,
converges to infinity. Let us note that under H0 the noncontamination assumption is satisfied
for every m ∈ N.
Based on the training sample we estimate all the previously introduced objects of the pro-
cess in order to define a CUSUM test on the basis of the martingale differencesMn, Nn, n =
1, 2, . . . Let us sum up the results of the CLS (Conditional Least Squares, Klimko and Nelson
(1978)) and WCLS (Weighted Conditional Least Squares, Wei and Winnicki (1990)) esti-
mations done in Subsection 4.2. By Proposition 4.3 the estimators exist with probability
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tending to 1 as m→∞. The formulas for the CLS estimators based on the training sample
X0, . . . ,Xm are
µ̂CLSm =
[
m∑
n=1
XnY
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
]−1
, V̂CLSm =
[
m∑
n=1
(
M̂
CLS
m,n
)2
Y
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
]−1
,
ÂCLSm =
[
m∑
n=1
(M̂CLSm,n )
3
Y
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
]−1
, B̂CLSm =
[
m∑
n=1
K̂
CLS
m,nY
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
]−1
,
with K̂CLSm,n := (M̂
CLS
m,n )
4 − 3(V̂CLSm Yn−1)2 + 3(V̂CLSm )(2)Yn−1 and M̂CLSm,n := Xn − µ̂CLSm Yn−1
for any n = 1, 2, . . . where (V̂CLSm )
(2) is defined as [(v̂CLSm,1 )
2, . . . , (v̂CLSm,p )
2]⊤. We also define
the CLS estimators
N̂
CLS
m,n :=
(
M̂
CLS
m,n
)2 − V̂CLSm Yn−1, V̂CLSm,n := [M̂CLSm,n,1, N̂CLSm,n,1, . . . , M̂CLSm,n,p, N̂CLSm,n,p]⊤
for any n = 1, 2, . . . , where M̂CLSm,n,i and N̂
CLS
m,n,i stand for the i-th, i = 1, . . . , p, component of
M̂
CLS
m,n and N̂
CLS
m,n , respectively.
To avoid bias in the estimators caused by the outstanding observations we also define
the WCLS estimators in Subsection 4.2 as the CLS estimators based on the modified pro-
cess X′n := Xn/
√
1⊤Yn−1, n = 1, 2, . . . We define the weighted versions of the vectors
Mn,Nn,Vn as
M
′
n :=
Mn√
1⊤Yn−1
, N′n :=
Nn
1⊤Yn−1
, V′n :=
[
M ′n,1, N
′
n,1, . . . ,M
′
n,p, N
′
n,p
]
,
for every n = 1, 2, . . . , and the covariance matrices related to the modified process X′n, n =
1, 2, . . . as I˜′ := Cov(M˜′) and J˜′ := Cov(V˜′). We show it in Subsection 4.2 that the WCLS
estimators of the moments based on the sample X0, . . . ,Xm are
µ̂WCLSm =
[
m∑
n=1
XnY
⊤
n−1
1⊤Yn−1
] [
m∑
n=1
Yn−1Y⊤n−1
1⊤Yn−1
]−1
,
V̂WCLSm =
[
m∑
n=1
(M̂WCLSm,n )
2
Y
⊤
n−1
1⊤Yn−1
] [
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)2
]−1
,
ÂWCLSm =
[
m∑
n=1
(M̂WCLSm,n )
3
Y
⊤
n−1
(1⊤Yn−1)3/2
][
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)3
]−1
,
B̂WCLSm =
[
m∑
n=1
K̂
WCLS
m,n Y
⊤
n−1
(1⊤Yn−1)2
][
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)4
]−1
,
with M̂WCLSm,n := X
′
n − µ̂WCLSm Yn−1/
√
1⊤Yn−1 and
K̂
WCLS
m,n := (M̂
WCLS
m,n )
4 − 3(V̂
WCLS
m Yn−1)2
(1⊤Yn−1)2
+ 3
(V̂WCLSm )
(2)
Yn−1
(1⊤Yn−1)2
, n = 1, 2, . . . ,
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where (V̂WCLSm )
(2) is defined as [(v̂WCLSm,1 )
2, . . . , (v̂WCLSm,p )
2]⊤. We also define the WCLS esti-
mators
N̂
WCLS
m,n :=
(
M̂
WCLS
m,n
)2 − V̂WCLSm Yn−11⊤Yn−1 , n = 1, 2, . . .
and
V̂
WCLS
m,n := [M̂
WCLS
m,n,1 , N̂
WCLS
m,n,1 , . . . , M̂
WCLS
m,n,p , N̂
WCLS
m,n,p ]
⊤, n = 1, 2, . . .
Let us apply the notations
Y
(κ)
m :=
1
m
m∑
n=1
Yn−1
(1⊤Yn−1)κ/2
, Y
(κ)
m :=
1
m
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)κ/2
, κ ≥ 0,
and define the CLS estimators of the matrices I˜ and J˜ by
ÎCLSm :=

(v̂CLSm,1 )
⊤
Y
(0)
m . . . 0
...
. . .
...
0 . . . (v̂CLSm,p )
⊤
Y
(0)
m
 , ĴCLSm :=

ĴCLSm,1 . . . 0
...
. . .
...
0 . . . ĴCLSm,p
 ,
where
ĴCLSm,i :=
 (v̂CLSm,i )⊤Y(0)m (α̂CLSm,i )⊤Y(0)m
(α̂CLSm,i )
⊤
Y
(0)
m
[
β̂
CLS
m,i − 3(v̂CLSm,i )2
]⊤
Y
(0)
m + 2(v̂
CLS
m,i )
⊤
Y
(0)
m v̂
CLS
m,i

for every i = 1, . . . , p. Similarly, the WCLS estimators of I˜′, and J˜′ are
ÎWCLSm :=

(v̂WCLSm,1 )
⊤
Y
(2)
m . . . 0
...
. . .
...
0 . . . (v̂WCLSm,p )
⊤
Y
(2)
m
 , ĴWCLSm :=

ĴWCLSm,1 . . . 0
...
. . .
...
0 . . . ĴWCLSm,p
 ,
where the blocks of the block diagonal matrix ĴWCLSm are
ĴWCLSm,i :=
 (v̂WCLSm,i )⊤Y
(2)
m (α̂
WCLS
m,i )
⊤
Y
(3)
m
(α̂WCLSm,i )
⊤
Y
(3)
m
[
β̂
WCLS
m,i − 3
(
v̂WCLSm,i
)2]⊤
Y
(4)
m + 2(v̂
WCLS
m,i )
⊤
Y
(4)
m v̂
WCLS
m,i

for any i = 1, . . . , p. Let us define the function
gγ(m,k) :=
√
m
(
1 +
k
m
)(
k
m+ k
)γ
, m, k ∈ N, 0 ≤ γ < 1
2
.
We introduce for any m ∈ N the processes
ŶCLSm (t) :=
∑m+⌊tm⌋
n=m+1 M̂
CLS
m,n
√
m
(
1 + ⌊tm⌋m
)( ⌊tm⌋
m+⌊tm⌋
)γ , Y(t) := I˜1/2W( t1+t )
( t1+t)
γ
, t ≥ 0,
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where W(t), t ≥ 0, is a p-dimensional standard Wiener process and similary
ẐCLSm (t) :=
∑m+⌊tm⌋
n=m+1 V̂
CLS
m,n
√
m
(
1 + ⌊tm⌋m
)( ⌊tm⌋
m+⌊tm⌋
)γ , Z(t) := J˜1/2W ′( t1+t)
( t1+t)
γ
, t ≥ 0,
where W ′(t), t ≥ 0, is a 2p-dimensional standard Wiener process. We define the processes
ŶWCLSm (t), ẐWCLSm (t), t ≥ 0, similarly by replacing the CLS estimators with the WCLS ones
and the matrices I˜, J˜ with I˜′, J˜′, respectively.
These processes are the elements of Dp[0,∞) and D2p[0,∞) that are the p and 2p di-
mensional Skorohod spaces of the p and 2p dimensional vector-valued càdlàg functions de-
fined on [0,∞), respectively. For more detailes on these Skorohod spaces see Chapter VI of
Jacod and Shiryaev (2003). A detailed investigation of D[0,∞) is presented in Section 16 of
Billingsley (1999).
Theorem 2.1. The following convergences hold under H0 and Assumption 1.
(i) If for some ε > 0 the (4+ ε)-th and (2+ ε)-th moments of the variables in (1) are finite
then ŶCLSm D−→ Y and ŶWCLSm D−→ Y, respectively, in the Skorohod space Dp[0,∞) as
m→∞.
(ii) If for some ε > 0 the (6 + ε)-th and fourth moments of the variables in (1) are finite
then ẐCLSm D−→ Z and ẐWCLSm D−→ Z, respectively, in the Skorohod space D2p[0,∞) as
m→∞.
Remark 1. Note, that as a consequence of Theorem 2.1 for any measurable function ψ :
Dp[0,∞) → R that is continous on the subspace Cp[0,∞) it holds that ψ(ŶCLSm ) D−→ ψ(Y)
and ψ(ŶWCLSm ) D−→ ψ(Y) as m → ∞ under the moment conditions given in Theorem 2.1,
respectively. Therefore, under the same conditions if cα ∈ R is a continuity point of the
distribution function of ψ(Y) then
P
(
ψ(ŶCLSm ) > cα
)→ P (ψ(Y) > cα), P (ψ(ŶWCLSm ) > cα)→ P (ψ(Y) > cα),
as m → ∞. Similar results hold for the processes ẐCLSm , ẐWCLSm . By choosing such ψ
functions one can define test statistics where the proper cα values are critical values with
asymptotically α significance level. In the next subsection we show concrete examples for ψ
functions and for a simple choice we also examine the power of the related test.
In the following proposition we examine the invertibility of the matrices I˜ = Cov(M˜) and
I˜′ = Cov(M˜′) that are diagonal as (iii) of Assumption 1 holds. Note that diagonal matrices
are invertible if all their diagonal elements are non-degenerate.
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Proposition 2.2. Let Xn, n = 0, 1, . . . , be a Galton–Watson process satisfying (i)-(iv) of
Assumption 1. Then D2(M˜i) = 0 and D
2(M˜ ′i) = 0 if and only if v
⊤
i = 0. As a consequence
the matrices I˜ and I˜′ are invertible exactly if v⊤i 6= 0 for every i = 1, . . . , p.
Proof. Computing the expected value we get that
D2(M˜i) = E(M˜
2
i ) = E
(
E[M˜2i | X˜0]
)
= E(v⊤i Y˜0) = v
⊤
i E(Y˜0),
where all elements of E(Y˜0) are strictly positive by (iv) of Assumption 1. Similarly,
D2(M˜ ′i) = E
(
M˜2i
1
⊤Y˜0
)
= E
(
E
[
M˜2i
1
⊤Y˜0
∣∣∣∣ X˜0
])
= E
(
v⊤i
Y˜0
1
⊤Y˜0
)
= v⊤i E
(
Y˜0
1
⊤Y˜0
)
.
This completes the proof.
No general, satisfactory condition has been found to provide the invertibility of the matri-
ces J˜ and J˜′. One can check the invertibility of these block diagonal matrices for the concrete
model by showing that all their blocks in the diagonal are invertible.
Remark 2. If the matrices I˜ and J˜ are invertible, ÎCLSm → I˜ and ĴCLSm → J˜ almost surely as
m → ∞ — that follow under the proper moment conditions — then under the conditions
of Theorem 2.1 it holds that (ÎCLSm )
−1/2ŶCLSm D−→ I˜−1/2Y and (ĴCLSm )−1/2ẐCLSm D−→ J˜−1/2Z,
respectively, as m→∞. Similar arguments hold for the WCLS estimators.
Remark 3. In case the covariance matrix I˜ is degenerate we can consider the reduced, |R|-
dimensional process ŶCLSm |R containing only those components of the process ŶCLSm whose
indices are in R = {i = 1, . . . , p : vi 6= 0}. Let I˜|R, ÎCLSm |R ∈ R|R|×|R| be the related covariance
matrices and their estimators, the reductions of I˜ and ÎCLSm , respectively, consisting of the
rows and columns with indices in R. By Proposition 2.2 the reduced matrix I˜|R ∈ R|R|×|R|
is invertible. Similar reduction is possible for the processes ẐCLSm and ẐWCLSm by excluding
additional components. By Remark 2 this means that (ÎCLSm |R)−1/2ŶCLSm |R D−→ I˜|−1/2R Y|R as
m→∞. Similar arguments hold for the other processes as well.
An application of these reductions can be seen in Subsection 2.3 for the GINAR(p) pro-
cesses.
2.2 Test statistics and alternative hypothesis
In the previous subsection we showed that certain CUSUM-type processes converge in distri-
bution. Now we show that applying supremum type functions to these processes we develop
the testing procedures described in the Introduction. Let us introduce some ψ functions to
define test statistics. We only discuss the functions concerning the process ŶCLSm , although
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they can be extended to the processes ŶWCLSm , ẐCLSm , and ẐWCLSm as well. Fix the parameter
T ∈ (0,∞] and recall that our aim is to detect changes based on the sampleX0, . . . ,Xm+⌊mT ⌋.
We assume that the covariance matrix I˜ is invertible meaning that R = {1, . . . , p} by Propo-
sition 2.2. Otherwise, throught this subsection consider the reduction of the process defined
in Remark 3. First, we define the function
ψ
(1)
T (x) := sup
0≤t≤T
‖x(t)‖, x ∈ Dp[0,∞).
If I˜ is invertible then by Remark 2 applying this function to
(
ÎCLSm
)−1/2ŶCLSm we get that
ψ
(1)
T
((
ÎCLSm
)−1/2ŶCLSm ) = sup
1≤k≤Tm
‖(ÎCLSm )−1/2∑m+kn=m+1 M̂CLSm,n ‖
gγ(m,k)
D−→ sup
0≤t≤T
∥∥∥W ( t1+t)∥∥∥(
t
1+t
)γ
D
= sup
0≤t≤1
∣∣∣∣∣∣W ( T1+T t)∣∣∣∣∣∣(
T
1+T t
)γ D= ( T1 + T
)1/2−γ
sup
0≤t≤1
‖W(t)‖
tγ
, m ∈ N,
where the alteration of the limit distribution can be verified by checking that the covariance
functions of the two Gaussian processes are the same. For T < ∞ we get the convergence
in distribution that the closed-end, and for T = ∞ the one that the open-end procedure is
based on. (Let us define the expression T/(1 + T ) as 1 in case of T = ∞.) The difficulty
is that there is no theoretical result describing the limit distribution if the dimension of the
Wiener process is greater than 1. Although, in Horváth et al. (2004) the critical values are
determined for the one-dimensional case of the limit disribution. Therefore, in the followings
we apply functions that reduce the dimension of the Wiener process enabling us to use the
simulated critical values in Horváth et al. (2004).
Therefore, we consider a constant vector c ∈ Rp and the function
ψ
(2)
T (x) := sup
0≤t≤T
|c⊤x(t)|, x ∈ Dp[0,∞).
Assuming that I˜−1/2 exists we have that
ψ
(2)
T
((
ÎCLSm
)−1/2ŶCLSm ) = sup
1≤k≤Tm
|c⊤(ÎCLSm )−1/2∑m+kn=m+1 M̂CLSm,n |
gγ(m,k)
D−→ sup
0≤t≤T
∣∣∣c⊤W ( t1+t)∣∣∣(
t
1+t
)γ
D
=
(
T
1 + T
)1/2−γ
sup
0≤t≤1
|c⊤W(t)|
tγ
D
=
(
T
1 + T
)1/2−γ
‖c‖ sup
0≤t≤1
|W (t)|
tγ
, m→∞,
where W (t), t ≥ 0, is a one-dimensional standard Wiener process.
Consider the function
ψ
(3)
T (x) := sup
0≤t≤T
max
1≤i≤p
|xi(t)|, x ∈ Dp[0,∞).
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Let ai = ai(m) denote the i-th diagonal element of the diagonal matrix (Î
CLS
m )
−1/2 and Wi
the i-th component of W where i = 1, . . . , p. In the simulation study we apply this function
to the process resulting
ψ
(3)
T
((
ÎCLSm
)−1/2ŶCLSm ) = sup
1≤k≤Tm
max
1≤i≤p
|ai
∑m+k
n=m+1 M̂
CLS
m,n,i|
gγ(m,k)
D−→ sup
0≤t≤T
max
1≤i≤p
∣∣∣Wi ( t1+t)∣∣∣(
t
1+t
)γ D= ( T1 + T
)1/2−γ
sup
0≤t≤1
max
1≤i≤p
|Wi(t)|
tγ
, m→∞,
where M̂CLSm,n,i is the i-th component of M̂
CLS
m,n . This means that for any c ∈ R we have
P
(
sup
1≤k≤Tm
max
1≤i≤p
|ai
∑m+k
n=m+1 M̂
CLS
m,n,i|
gγ(m,k)
> c
)
→ P
((
T
1 + T
)1/2−γ
sup
0≤t≤1
max
1≤i≤p
|Wi(t)|
tγ
> c
)
= 1−
(
1− P
((
T
1 + T
)1/2−γ
sup
0≤t≤1
|W1(t)|
tγ
> c
))p
, m→∞.
Let us note that if we apply the function to the reduced process ŶCLSm |R then the exponent
p is replaced by |R|.
We are going to examine the power of the test we get by applying the function ψ
(1)
T . Let
us note that similar results can be achieved for the other functions as well. We consider the
alternative hypothesis HA that for an index k∗ = k∗(m) ∈ N the dynamics of the process
Xn, n = 0, 1, . . . , is unchanged until the (m + k
∗)-th step when it switches to another
dynamics but there is no change after that. This means that for any i = 1, . . . , p the random
vectors {ξi(1, 1), . . . , ξi(m+k∗−1, 1)} are i.i.d. and {ξi(m+k∗, 1), . . . } are i.i.d. and similary
{η(1), . . . ,η(m+ k∗ − 1)} are i.i.d. and {η(m+ k∗), . . . } are i.i.d. Furthermore, we assume
that the dynamics of the process changes in such a way that even the matrices of the expected
values before the change, µ0, and after it, µ∗, differ from each other.
The following two results are motivated by the similar theorems of Horváth et al. (2004)
and Aue el al. (2006) stated for their linear regression models.
Theorem 2.3. Assume that the process satisfies HA and Assumption 1 before and also after
the change. If for some ε > 0 the (4+ε)-th moments of the random variables in (1) are finite
then
sup
k≥1
∥∥∥∑m+kn=m+1 M̂CLSm,n ∥∥∥
gγ(m,k)
P→∞, m→∞.
It is a direct consequence that the related tests are strongly consistent. Also, the same result
holds for the WCLS estimators with the lower moment condition that the (2+ ε)-th moments
are finite for some ε > 0.
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In the next propositions we examine the time of rejection under the alternative hypothesis
HA with significance level α and related critial value xα. Let us define τm,ℓ ∈ {1, . . . ,∞} as
the time of the first rejection after the (m+ ℓ)-th observation. Precisely,
τCLSm,ℓ := inf
{
k ≥ ℓ :
∥∥∥∥∥(ÎCLSm )−1/2
m+k∑
n=m+1
M̂
CLS
m,n
∥∥∥∥∥ > xαgγ(m,k)
}
,
and we define τWCLSm,ℓ similarly by replacing the CLS estimators with the WCLS ones.
Proposition 2.4. If the conditions of Theorem 2.3 hold, for some θ > 0 and b ≥ 0 the time
of change has the form k∗ = ⌊θmb⌋ and for some ε > 0 the (4+ ε)-th moments of the number
of offsprings and the innovations are finite then the following statements hold.
(i) If 0 ≤ b < (1− 2γ)/(2 − 2γ) then τCLSm,k∗ − k∗ = OP
(
m(1−2γ)/(2−2γ)
)
.
(ii) If (1− 2γ)/(2 − 2γ) ≤ b < 1 then τCLSm,k∗ − k∗ = OP
(
m1/2−γ(1−b)
)
.
(iii) If 1 ≤ b <∞ then τCLSm,k∗ − k∗ = OP
(
mb−1/2
)
.
Similar statements hold for τWCLSm,k∗ with lower moment condition, namely if for some ε > 0
the (2 + ε)-th moments exist.
Aside from the testing we would also like to estimate the time of change. We can do so
by taking the smallest n ∈ N such that the statistics Sm,n exceeds the corresponding critical
level c. This means that our estimator of the time of change is τCLSm,1 or τ
WCLS
m,1 . Similarly,
τCLSm,k∗ and τ
WCLS
m,k∗ are the smallest n where Sm,n > c after the real time of change. Let us note
that the previous proposition concerns these times, although there could be a false alarm
occuring before the change. In the next proposition the probability of such a false alarm is
examined.
Proposition 2.5. Under the conditions of Proposition 2.4 the following statements hold.
(i) If 0 ≤ b < 1 then P (τCLSm,1 < k∗)→ 0 as m→∞.
(ii) If 1 ≤ b <∞ then P (τCLSm,1 < k∗)→ c as m→∞ where c ∈ (0, α].
The statements also hold for τWCLSm,1 under lower moment conditions, if for some ε > 0 the
(2 + ε)-th moments exist.
Corollary 2.6. As a consequence of Proposition 2.5 the statements (i) and (ii) of Proposition
2.4 also hold by replacing τm,k∗ with τm,1.
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2.3 GINAR(p) processes
The GINAR(p) process is a sequence Zn, n = −p+1,−p+2, . . . , on the state space N with
deterministic or random initial values Z−p+1, . . . , Z0 and
Zn =
Zn−1∑
k=1
ζ1(n, k) + · · ·+
Zn−p∑
k=1
ζp(n, k) + η(n), n = 1, 2, . . . ,
where
ζi(n, k), η(n), n = 1, 2, . . . , i = 1, . . . , p, k = 1, 2, . . . (2)
are independent of each other and the sequence ζi(n, k), k = 1, 2, . . . consists of i.i.d. non-
negative integer-valued random variables for any i = 1, . . . , p and n = 1, 2, . . . Further-
more, η(n), n = 1, 2, . . . , is the sequence of the independent, non-negative integer-valued
innovations, and all these sequences are independent of each other. We also assume that
E(ζp(n, 1)) > 0 for every n ∈ N. The INAR(p) process introduced by Du and Li (1991) is
the non-negative integer-valued analogous of the AR(p) process. The numbers of offsprings
are Bernoulli distributed with parameters α1, . . . , αp ∈ [0, 1]. The connection between the
two models can be seen by computing the conditional expected values of the INAR(p) process
to the generated filtration, Fn, n ∈ N. We have that
E[Zn | Fn−1] = α1Zn−1 + α2Zn−2 + · · ·+ αpZn−p + E(η(n)), n = 1, 2, . . . ,
that is the same as the one of the AR(p) process. In Dion et al. (1995) the process is discussed
in the case where the numbers of offsprings are generally distributed. Main properties and the
stationarity of the process are investigated and parameter estimations are also given in the
paper. Independently, the INAR(p) process was examined by Barczy, Ispány and Pap (2011).
An offline procedure is presented to detect changes in INAR(p) models in Pap and T. Szabó
(2013).
The GINAR(p) process is embedded in the multitype Galton–Watson process Xn =
[Zn, Zn−1, . . . , Zn−p+1]⊤, n = 0, 1, . . . , with the corresponding vectors
ξ1(n, k) =

ζ1(n, k)
1
0
...
0

, ξ2(n, k) =

ζ2(n, k)
0
1
...
0

, ξp(n, k) =

ζp(n, k)
0
0
...
0

for any k, n ∈ N and the vector of innovations is η(n) = [η(n), 0, . . . , 0]⊤. In case of the
GINAR(p) process the H0 null hypothesis introduced in Subsection 2.1 holds exactly if the
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random variables {ζi(1, 1), ζi(2, 1), . . . } are identically distributed for any i = 1, . . . , p and
{η(1), η(2), . . . } are also identically distributed. The corresponding matrices µ and V defined
in Subsection 2.1 are
µ=

E(ζ1) · · · E(ζp−1) E(ζp) E(η)
1 · · · 0 0 0
...
. . .
...
...
...
0 · · · 1 0 0
 , V=

D2(ζ1) · · · D2(ζp) D2(η)
0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
 .
We distinguish three cases of the GINAR(p) process Zn, n = −p+ 1,−p+ 2, . . . It is
subcritical
critical
supercritical
⇐⇒

µ1,1 + · · ·+ µ1,p < 1
µ1,1 + · · ·+ µ1,p = 1
µ1,1 + · · ·+ µ1,p > 1
,
where µ1,1 + · · · + µ1,p = E(ζ1) + · · · + E(ζp).
Assumption 2. We introduce the analogous of Assumption 1 for the GINAR(p) process.
(i) The process is subcritical.
(ii) The initial values Z−p+1, . . . , Z0 and the variables in (2) all have finite second moments.
(iii) There is innovation that is E(η) > 0.
We can easily verify that in case of the GINAR(p) process Assumption 2 implies As-
sumption 1. By Proposition 2.1 of Barczy, Ispány and Pap (2011) the condition ̺(m) < 1 is
equivalent to µ1,1 + · · ·+ µ1,p < 1 meaning that (i) of Assumption 2 and (i) of Assumption 1
are equivalent. It is obvious that (ii) of Assumption 2 results (ii) of Assumption 1. The com-
ponents of the vectors of (1) are independent as only the first one is non-degenerate so (iii) of
Assumption 1 holds. The validity of (iv) of Assumption 1 follows if the process does not die
out that is guaranteed as by (iii) of Assumption 2 there is innovation. The last assumption
follows by the form of µ and (iii) of Assumption 2.
In the simulation study we apply the function ψ
(3)
T introduced in Subsection 2.2 for the
GINAR(p) processes. As only the first type of the corresponding Galton–Watson process is
not deterministic respect to the past — R = {1} — then by Remark 3 and Subsection 2.2
for any T ∈ [0,∞] we have that
ψ
(3)
T
(
(ÎCLSm |R)−1/2ŶCLSm |R
)
= sup
1≤k≤Tm
|a1
∑m+k
n=m+1 M̂
CLS
m,n,1|
gγ(m,k)
D−→ sup
0≤t≤T
∣∣∣W1 ( t1+t)∣∣∣(
t
1+t
)γ (3)
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as m→∞ where a1 = a1(m) is the −1/2-th power of the first element of ÎCLSm . Similarly, if
J˜1 is invertible then we get the convergence
sup
1≤k≤Tm
1
gγ(m,k)
max
{∣∣∣∣∣b1
m+k∑
n=m+1
[
M̂CLSm,n,1
N̂CLSm,n,1
]∣∣∣∣∣ ,
∣∣∣∣∣b2
m+k∑
n=m+1
[
M̂CLSm,n,1
N̂CLSm,n,1
]∣∣∣∣∣
}
D−→ sup
0≤t≤T
max

∣∣∣W1 ( t1+t)∣∣∣(
t
1+t
)γ ,
∣∣∣W2 ( t1+t)∣∣∣(
t
1+t
)γ
 , 0 ≤ T ≤ ∞, m→∞,
(4)
where b1 = b1(m) and b2 = b2(m) are the rows of (Ĵ
CLS
m,1 )
−1/2 and W1(t),W2(t), t ≥ 0
are independent one-dimensional standard Wiener processes. (Recall that ĴCLSm,1 is the CLS
estimator of the first block of the block-diagonal matrix J˜.)
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3 Simulation study
The procedures to detect model changes are based on the convergences in distribution shown
in Theorem 2.1, and the consequences stated in Remark 1, Remark 2, and Remark 3. The
concrete test statistics that we are going to apply are introduced in Subsection 2.2. The
related testing procedures are determined by these test statistics. The corresponding critical
values are derived from the simulated critical values in Table 1 of Horváth et al. (2004) worked
out for testing procedures detecting changes in their linear models. The computation of these
derived critical values has been discussed in Subsection 2.2.
For simplicity the tuning parameter γ is set to 0.25 throughout this section.
3.1 2-type Galton–Watson process
We test for a change in a 2-type Galton–Watson process where we fix that the innovations
η1, and η2 have Poisson(1) distribution and the distribution of the number of offsprings of
the same type, ξ1,1, ξ2,2, is Bernoulli(.5). These distributions are fixed in order to focus the
simulation on the two types’ impact on each other. We consider the cases when T = 1 and
T = 5 where the test is based on the sample X0, . . . ,Xm+⌊mT ⌋. The number of repetitions
are 1000 for every parameter setup. We apply the tests based on the convergence
ψ
(3)
T (
(
ÎCLSm
)−1/2ŶCLSm ) D−→ ( T1 + T
)1/2−γ
sup
0≤t≤1
max
1≤i≤2
|Wi(t)|
tγ
, 0 ≤ T ≤ ∞, m→∞,
with T = ∞ for the open-end and T < ∞ for the closed-end procedure. In order to set the
significance level of the test to .05 the one of the componentwise tests should be 1−√1− .05 ∼
.02532 that unfortunately does not appear in the Table of Horváth et al. (2004). Instead, we
use the value .025 that does appear in the table so the exact significance level of the test we
perform is α = .049375 in this subsection.
The next tables show the percentages of rejection under H0 where m = 500 and the
number of offsprings of the opposite type, ξ1,2 and ξ2,1 are identically distributed Bernoulli(p)
with various p ∈ [0, 1] values.
T = 1 CLS CLS WCLS WCLS
open closed open closed
p = 0 1.8 5.9 1.3 5.9
p = 0.2 2.2 8.9 1.5 7.6
p = 0.4 3.4 10.0 2.5 6.8
T = 5 CLS CLS WCLS WCLS
open closed open closed
p = 0 5.1 7.5 5.6 7.1
p = 0.2 4.6 6.1 5.0 7.4
p = 0.4 8.5 11.3 6.1 8.2
Horváth et al. (2004) and Kirch and Tadjuidje Kamgaing (2011) suggested the applica-
tion of the open-end procedure even when the number of observations is limited as it has
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good results in case T is big. Although, we present the proper closed-end procedures for any
T > 0. Our tables show that for T = 5 — meaning that T is pretty big— it is true that the
open-end and closed-end procedures behave almost similarly as the fraction T/(1+T ) is near
to 1. On the contrary, for T = 1 it is obvious that the open-end procedure’s rejection rate is
low, the closed-end one’s rates approach α more accurately. This shows that the definition
of the closed-end procedures is necessary in order to perform change-point detection when T
is small.
Next, we examine the rejection rates when H0 does not hold. Let us consider the simple
alternative hypothesis introduced in Subsection 2.2 that the model is unchanged until the
(m + k∗)-th step when a change occurs and later on there is no other model change. The
dynamics are as described above with the distributions of ξ1,1, ξ2,2 and η1, η2 fixed, and
ξ1,2, ξ2,1 distributed Bernoulli(p1) before the change and Bernoulli(p2) after the change with
p1, p2 ∈ [0, 1]. The rates are the following with fixed parameters m = 500, k∗ = 500 and
T = 2 for the closed-end procedure. We show the results of the closed-end procedure as we
have already seen that it is more effective when T is small. The critical values are the same
as in the latter case with the exact significance level α = .049375.
CLS p2 = 0 p2 = 0.2 p2 = 0.4
p1 = 0 7.0 67.4 99.6
p1 = 0.2 81.7 7.4 96.6
p1 = 0.4 100 97.8 10.7
WCLS p2 = 0 p2 = 0.2 p2 = 0.4
p1 = 0 5.8 50.1 97.7
p1 = 0.2 83.4 6.3 89.8
p1 = 0.4 100 99.6 9.0
The diagonal contains the rejection rates for the models with no change, therefore the
values are around 5%. The off-diagonal elements — where H0 does not hold — increase as
the difference between the expected values before and after the change does. For example
when it changes from p1 = 0.4 to p2 = 0 then we reject in 100% of the repetitions.
3.2 GINAR(p) process
As a special case the procedures are applicable to the GINAR(p) processes. We show that
the CLS test based on the convergence in (4) — Type 2 — have an advantage compare to
the one based on (3) — Type 1. Namely, that it is more sensitive to changes not affecting
the first moments of the distributions. The critical values are α = .05 and α = .049375 for
the Type 1 and Type 2 tests, respectively, as in the first case the limit distribution is the
function of a 1-dimensional and in the second case a 2-dimensional Wiener process. The
second significance level follows as before. Let us fix m = 100, T = 2, k∗ = 100 and let the
innovation distribution be Poisson(1). As T is small we show the rejection rates related to
the closed-end procedures. We suppose that there is exactly one change in the distribution
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of the number of offsprings from Bernoulli distributions to the Poisson ones as seen in the
following table.
Type 1 Poi(0.2) Poi(0.5) Poi(0.8)
Bern(0.2) 7.0 54.0 99.8
Bern(0.5) 17.0 9.7 91.2
Bern(0.8) 66.5 43.7 19.0
Type 2 Poi(0.2) Poi(0.5) Poi(0.8)
Bern(0.2) 19.2 65.0 100.0
Bern(0.5) 24.8 29.5 96.9
Bern(0.8) 76.3 68.1 89.6
One can conclude that if the change does not occur in the expected values of the distri-
bution — as in the diagonal — then the Type 1 test behaves nearly as under H0 although
the Type 2 test has higher rejection rates in the diagonal. Let us note that the rejection rate
increases as the difference in the variances does. The variance of a Bernoulli(p) distribution
is p(1 − p) and of a Poisson(p) distribution it is p. This means that for p = .2 the variance
changes from .16 to .2 that results a modest rejection rate of 19.2%. Although, if p = .8 then
the variances are .16 and .8 causing a higher rejection rate of 89.6%. Let us recall that one
of the conditions of Theorem 2.3 — the theorem stating the strong consistency of the tests
— is the change of the expected values. Based on the simulation this condition seems to be
unavoidable.
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4 Theoretical details and proofs
4.1 Moments and martingale differences
In this subsection we examine the properties of the martingale differences introduced in
Subsection 2.1. Let us recall the definitions
Mn = Xn − E(Xn | Xn−1), Nn =M2n −E(M2n | Xn−1), n = 1, 2, . . .
For every n = 1, 2, . . . and i = 1, . . . , p the conditional expected value of the i-th component
of Xn is
E(Xn,i | Xn−1) = E
Xn−1,1∑
k=1
ξi,1(n, k) + · · ·+
Xn−1,p∑
k=1
ξi,p(n, k) + ηi(n)
 = µ⊤i Yn−1. (5)
Similarly, the conditional expected value of the i-th element of the vector M2n is
E(M2n,i | Xn−1) = E
Xn−1,1∑
k=1
(ξi,1(n, k)− µi,1) +· · ·+
Xn−1,p∑
k=1
(ξi,p(n, k)− µi,p)+(ηi(n)− µi,η)
2
= E
[Xn−1,1∑
k=1
(ξi,1(n, k)− µi,1)2 + · · · +
Xn−1,p∑
k=1
(ξi,p(n, k) − µi,p)2 + (ηi(n)− µi,η)2
]
= v⊤i Yn−1
(6)
by the independence of the random variables. This means that Mn = Xn − µYn−1 and
Nn =M
2
n −VYn−1 for any n = 1, 2, . . . The process satisfies the following proposition.
Proposition 4.1. For any γ ≥ 1 and n ∈ N the following statements hold:
(i)
E
[
‖Xn‖γ
∣∣Xn−1] ≤ pγ(p + 1)γ ‖Yn−1‖γ Mγ ,
(ii)
E
[
‖Mn‖γ
∣∣Xn−1] ≤ pγ(p + 1)γ ‖Yn−1‖γ Cγ ,
(iii)
E
[
‖Nn‖γ
∣∣Xn−1] ≤ 2γ+1p3γ(p + 1)2γ ‖Yn−1‖2γ C2γ ,
where Mγ := max
1≤i,j≤p
{E|ξi,j|γ , E|ηi|γ}, and Cγ := max
1≤i,j≤p
{E|ξi,j − µi,j|γ , E|ηi − µi,η|γ}.
19
Proof. (i) For any n ∈ N and arbitrary x = [x1, . . . , xp]⊤ ∈ Rp+ applying the Minkowski-
inequality we get that
(
E
[
‖Xn‖γ
∣∣Xn−1 = x])1/γ =
(
E
[∥∥∥∥∥
p∑
i=1
xi∑
k=1
ξi(n, k) + η(n)
∥∥∥∥∥
γ])1/γ
≤
E
 p∑
j=1
∣∣∣∣∣
p∑
i=1
xi∑
k=1
ξj,i(n, k) + ηj(n)
∣∣∣∣∣
γ1/γ
≤
p∑
j=1
(
p∑
i=1
xi∑
k=1
[
E |ξj,i(n, k)|γ
]1/γ
+
[
E |ηj(n)|γ
]1/γ)
≤
p∑
j=1
(x1 + · · ·+ xp + 1)M1/γγ ≤ p(p+ 1)
∥∥∥∥∥
[
x
1
]∥∥∥∥∥M1/γγ .
In the last step we used that
(x1 + · · ·+ xp + 1) ≤ (p+ 1)max{x1, . . . , xp, 1} ≤ (p+ 1)
∥∥∥∥∥
[
x
1
]∥∥∥∥∥ , i = 1, . . . , p.
By summing up for all possible x the proof is complete.
(ii) The proof of (ii) is analogous to the previous one after the following step where all
the notations are inherited from the proof of (i). We have that
E
[
‖Mn‖γ
∣∣Xn−1 = x] ≤ E
 p∑
j=1
∣∣∣∣∣
p∑
i=1
xi∑
k=1
(ξj,i(n, k)− µj,i) + (ηj(n)− µj,η)
∣∣∣∣∣
γ .
(iii) Let us note that for any vectors y = (y1, . . . , yp) ∈ Rp and z = (z1, . . . , zp) ∈ Rp it
holds that
‖y + z‖γ ≤
[
p∑
i=1
|yi + zi|
]γ
≤
[
p∑
i=1
(|yi|+ |zi|)
]γ
≤ 2γpγ
[
max
1≤i≤p
{|yi|, |zi|}
]γ
≤ 2γpγ [max{‖y‖, ‖z‖}]γ ≤ 2γpγ [‖y‖γ + ‖z‖γ ] .
Therefore, applying the remarks and previous statements of the proof, and the Jensen in-
equality we get that
E
[
‖Nn‖γ
∣∣Xn−1] = E [∥∥M2n − E[M2n | Xn−1]∥∥γ ∣∣Xn−1]
≤ 2γpγ (E [‖M2n‖γ | Xn−1]+ ∥∥E [M2n | Xn−1]∥∥γ) ≤ 2γ+1pγE [‖Mn‖2γ | Xn−1]
≤ 2γ+1pγp2γ(p+ 1)2γ ‖Yn−1‖2γ C2γ = 2γ+1p3γ(p + 1)2γ ‖Yn−1‖2γ C2γ ,
that completes the proof.
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In the following proposition we compute the elements of the covariance matrices of the
martingale differences. The proof of (i) has already been given in (6).
Proposition 4.2. The latter statements hold for any n = 1, 2, . . . and i, j = 1, . . . , p, i 6= j,
if (i)-(iii) of Assumption 1 are satisfied.
(i) We have that E(M2n,i|Xn−1) = v⊤i Yn−1 resulting E(M2n,i) = v⊤i E(Yn−1). Furthermore,
E(Mn,iMn,j|Xn−1) = 0.
(ii) If the third moments of the variables in (1) exist then E(Mn,iNn,i|Xn−1) = α⊤i Yn−1
and E(Mn,iNn,i) = α
⊤
i E(Yn−1). Also, E(Mn,iNn,j|Xn−1) = 0.
(iii) If the fourth moments of the variables in (1) exist then
E(N2n,i | Xn−1) = (βi − 3v2i )⊤Yn−1 + 2v⊤i Yn−1Y⊤n−1vi
and as a consequence
E(N2n,i) = (βi − 3v2i )⊤E(Yn−1) + 2v⊤i E(Yn−1Y⊤n−1)vi.
Also, E(Nn,iNn,j|Xn−1) = 0. As E(M4n,i|Xn−1) = E(N2n,i|Xn−1) + E(M2n,i|Xn−1)2
holds (i) implies that
E(M4n,i | Xn−1) = (βi − 3v2i )⊤Yn−1 + 3v⊤i Yn−1Y⊤n−1vi.
Proof. (ii) By the definitions and simple calculations
E[Mn,iNn,j | Xn−1] = E
[
Mn,i
(
M2n,j − E
[
M2n,j | Xn−1
]) | Xn−1]
= E
[
Mn,iM
2
n,j | Xn−1
]− E [Mn,i | Xn−1]E [M2n,j | Xn−1] = E [Mn,iM2n,j | Xn−1]
= E
[Xn−1,1∑
k=1
(ξi,1(n, k)− µi,1) + · · ·+
Xn−1,p∑
k=1
(ξi,p(n, k)− µi,p) + (ηi(n)− µi,η)

×
Xn−1,1∑
k=1
(ξj,1(n, k)− µj,1) + · · · +
Xn−1,p∑
k=1
(ξj,p(n, k)− µj,p) + (ηj(n)− µj,η)
2 ].
By the independence of the vectors and the components of the vectors
E(Mn,iNn,i | Xn−1) = E(M3n,i | Xn−1)
=
Xn−1,1∑
k=1
(ξi,1(n, k)− µi,1)3 + · · ·+
Xn−1,p∑
k=1
(ξi,p(n, k)− µi,p)3 + (ηi(n)− µi,η)3 = α⊤i Yn−1,
and E(Mn,iNn,j|Xn−1) = 0.
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(iii) Applying the definition of the martingale differences we have that
E[Nn,iNn,j | Xn−1] = E
[(
M2n,i − E
[
M2n,i | Xn−1
]) (
M2n,j − E
[
M2n,j | Xn−1
]) | Xn−1]
= E
[
M2n,iM
2
n,j | Xn−1
]− E [M2n,i | Xn−1]E [M2n,j | Xn−1]
where E[M2n,i|Xn−1]E[M2n,j |Xn−1] = v⊤i Yn−1Y⊤n−1vj by (i) and
E
[
M2n,iM
2
n,j | Xn−1
]
= E
[Xn−1,1∑
k=1
(ξi,1(n, k)− µi,1) + · · ·+
Xn−1,p∑
k=1
(ξi,p(n, k)− µi,p) + (ηi(n)− µi,η)
2
×
Xn−1,1∑
k=1
(ξj,1(n, k)− µj,1) + · · · +
Xn−1,p∑
k=1
(ξj,p(n, k)− µj,p) + (ηj(n)− µj,η)
2 ].
By the independence of the variables the products with a term on the first power (and
therefore with one on the third power) have 0 expected value. First, we assume that i = j.
Then the expected value of the sum of the fourth powers is β⊤i Yn−1. Next, we consider the
cases with two squared terms. The sum of the expected values of the ones with two different
offsprings of the same type and two squared terms of different types is
p∑
k=1
(
4
2
)(
Xn−1,k
2
)
v2i,k +
(
4
2
) p∑
k,ℓ=1
k<ℓ
Xn−1,kXn−1,ℓvi,kvi,ℓ +
(
4
2
) p∑
k=1
Xn−1,kvi,kvi,η
= 3
p∑
k,l=1
Xn−1,kXn−1,ℓvi,kvi,ℓ − 3
p∑
k=1
Xn−1,kv2i,k + 6
p∑
k=1
Xn−1,kvi,kvi,η
=
[
3v⊤i Yn−1Y
⊤
n−1vi − 6
p∑
k=1
Xn−1,kvi,kvi,η − 3v2i,η
]
−
[
3
(
v2i
)⊤
Yn−1 − 3v2i,η
]
+ 6
p∑
k=1
Xn−1,kvi,kvi,η = 3v⊤i Yn−1Y
⊤
n−1vi − 3
(
v2i
)⊤
Yn−1.
Then E(M4n,i|Xn−1) = β⊤i Yn−1 + 3
(
v⊤i Yn−1
)2 − 3(v2i )⊤Yn−1 that implies
E(N2n,i | Xn−1) = (βi − 3v2i )⊤Yn−1 + 2
(
v⊤i Yn−1
)2
, i = 1, . . . , p,
and E(M2n,iM
2
n,j|Xn−1) = v⊤i Yn−1Y⊤n−1vj resulting E(N2n,iN2n,j|Xn−1) = 0.
4.2 Parameter estimations
We define the CLS (Conditional Least Squares) estimators of the parameters µ, V, A and
B motivated by the method of Klimko and Nelson (1978) worked out for linear models. To
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get the estimator of µ we minimize the sum
Q2m =
1
2
m∑
n=1
[Xn − E(Xn | Xn−1)]⊤ [Xn − E(Xn | Xn−1)] = 1
2
m∑
n=1
p∑
i=1
(Xn,i − µ⊤i Yn−1)2
by taking the derivative of the expression with respect to the rows of µ = [µ1, . . . ,µp]
⊤ so
the following equation system has to be solved:
m∑
n=1
[
Xn,i − µ⊤i Yn−1
]
Y
⊤
n−1 = 0, i = 1, . . . , p. (7)
We applied formula (5) for the conditional expected value E(Xn|Xn−1). In shorter form the
equation system can be written as
0 = ∇µQ2m =
m∑
n=1
(Xn − µYn−1)Y⊤n−1 =
m∑
n=1
MnY
⊤
n−1.
Solving for µ we get that the CLS estimator of µ based on X0, . . . ,Xm is
µ̂CLSm =
[
m∑
n=1
XnY
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
]−1
.
Similarly, we define the estimator of V as the matrix that minimizes
1
2
m∑
n=1
[M2n−E(M2n | Xn−1)]⊤[M2n−E(M2n | Xn−1)]=
1
2
m∑
n=1
p∑
i=1
[
(Xn,i−µ⊤i Yn−1)2−v⊤i Yn−1
]2
where we applied (6) to extract the conditional expected value. We replace the vectors µi by
the already defined estimators µ̂CLSm,i , i = 1, . . . , p. Therefore we minimize
1
2
m∑
n=1
p∑
i=1
[(
Xn,i − (µ̂CLSm,i )⊤Yn−1
)2 − v⊤i Yn−1]2 = 12
m∑
n=1
p∑
i=1
[
(M̂CLSm,n,i)
2 − v⊤i Yn−1
]2
where (µ̂CLSm,i )
⊤ and M̂CLSm,n,i denote the i-th row of µ̂
CLS
m and M̂
CLS
m,n = Xn − µ̂CLSm Yn−1,
respectively. Applying the previously seen method after differentiation and solving for V̂CLSm
we get that the CLS estimator of V based on the training sample is
V̂CLSm =
[
m∑
n=1
(
M̂
CLS
m,n
)2
Y
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
]−1
. (8)
The formula for ÂCLSm follows similarly if we minimize
1
2
m∑
n=1
[M3n−E(M3n | Xn−1)]⊤[M3n−E(M3n | Xn−1)]=
1
2
m∑
n=1
p∑
i=1
[
(Xn,i−µ⊤i Yn−1)3−α⊤i Yn−1
]2
.
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By replacing µi with µ̂
CLS
m,i and solving for Â
CLS
m we get that
ÂCLSm =
[
m∑
n=1
(
M̂
CLS
m,n
)3
Y
⊤
n−1
] [
m∑
n=1
Yn−1Y⊤n−1
]−1
.
Finally, to determine the CLS estimator of B we minimize the sum
1
2
m∑
n=1
[M4n − E(M4n | Xn−1)]⊤[M4n − E(M4n | Xn−1)] =
1
2
m∑
n=1
p∑
i=1
[
M4n,i − E[M4n,i | Xn−1]
]2
=
1
2
m∑
n=1
p∑
i=1
[
M4n,i − 3(v⊤i Yn−1)2 − (βi − 3v2i )⊤Yn−1
]2
by (iii) of Proposition 4.2. By replacing the already estimated terms with the corresponding
estimators and solving for B we get that
B̂CLSm =
[
m∑
n=1
K̂
CLS
m,nY
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1,
]−1
with
K̂
CLS
m,n = (M̂
CLS
m,n )
4 − 3(V̂CLSm Yn−1)2 + 3(V̂CLSm )(2)Yn−1, n = 1, 2, . . .
where (V̂CLSm )
(2) is defined as [(v̂CLSm,1 )
2, . . . , (v̂CLSm,p )
2]⊤.
Remark 4. In the equation system (7) the rows of µ appear in distinct equations. Therefore
the CLS estimators of µ⊤1 , . . . ,µ
⊤
p can be computed independently as
(
µ̂CLSm,i
)⊤
=
[
m∑
n=1
Xn,iY
⊤
n−1
] [
m∑
n=1
Yn−1Y⊤n−1
]−1
, i = 1, . . . , p.
Similarly, the rows of V,A,B can also be estimated separately, namely for any i = 1, . . . , p
(
v̂CLSm,i
)⊤
=
[
m∑
n=1
(
M̂CLSm,n,i
)2
Y
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
]−1
,
(
α̂CLSm,i
)⊤
=
[
m∑
n=1
(
M̂CLSm,n,i
)3
Y
⊤
n−1
] [
m∑
n=1
Yn−1Y⊤n−1
]−1
,
(
β̂
CLS
m,i
)⊤
=
[
m∑
n=1
K̂CLSm,n,iY
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
]−1
,
(9)
where K̂CLSm,n,i is the i-th component of the previously defined vector K̂
CLS
m,n . Therefore, if some
rows of the matrices µ, V, A and B are a priori given then the rest of the rows can be
estimated as seen here. For example if the process is GINAR(p) then all we have to estimate
are µ⊤1 , v
⊤
1 , α
⊤
1 and β
⊤
1 as the rest of the rows are known.
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We also define another type of parameter estimators called the Weighted Conditional
Least Squares (WCLS) estimators. The weighted version of the CLS estimation was in-
troduced by Nelson (1980) with a general weight function to estimate the parameters in
multivariate linear regression models. The WCLS estimation used in our paper is a special
case of Nelson’s method and it is defined as the CLS estimation based on the weighted process
X
′
n := Xn/
√
1⊤Yn−1, n = 1, 2, . . . Our definition is originated fromWei and Winnicki (1990)
and Winnicki (1991) who used the WCLS estimation to estimate the mean and the variance
of the offspring and the innovation distribution in single-type Galton–Watson processes. We
also consider the weighted versions of the sequences of martingale differences
M
′
n := X
′
n − E(X′n | Xn−1) =
Mn√
1⊤Yn−1
, N′n :=M
′2
n −E(M′2n | Xn−1) =
Nn
1⊤Yn−1
for n = 1, 2, . . . , where we applied the formulas (5) and (6). The estimators are given by
µ̂WCLSm =
[
m∑
n=1
XnY
⊤
n−1
1⊤Yn−1
][
m∑
n=1
Yn−1Y⊤n−1
1⊤Yn−1
]−1
,
V̂WCLSm =
[
m∑
n=1
(
M̂
WCLS
m,n
)2
Y
⊤
n−1
1⊤Yn−1
][
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)2
]−1
,
ÂWCLSm =
[
m∑
n=1
(
M̂
WCLS
m,n
)3
Y
⊤
n−1
(1⊤Yn−1)3/2
] [
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)3
]−1
,
B̂WCLSm =
[
m∑
n=1
K̂
WCLS
m,n Y
⊤
n−1
(1⊤Yn−1)2
] [
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)4
]−1
,
(10)
with M̂WCLSm,n = Xn/(
√
1⊤Yn−1)− µ̂WCLSm Yn−1/(
√
1⊤Yn−1) and
K̂
WCLS
m,n = (M̂
WCLS
m,n )
4 − 3(V̂
WCLS
m Yn−1)2
(1⊤Yn−1)
2 + 3
(V̂WCLSm )
(2)
Yn−1
(1⊤Yn−1)2
, n = 1, 2, . . .
where (V̂WCLSm )
(2) is defined as [(v̂WCLSm,1 )
2, . . . , (v̂WCLSm,p )
2]⊤. The following proposition gives
sufficient conditions providing the existence of the parameter estimators.
Proposition 4.3. (i) If the process is stable and the variables in (1) have finite second
moments then E(Y˜Y˜⊤) is non-degenerate exactly if (iv)-(v) of Assumption 1 hold.
(ii) As a consequence the parameter estimators exist with probability tending to 1 asm→∞.
Proof. (i) Theorem 2 of Szűcs (2014) states that the components of X˜ are linearly independent
if and only if (iv)-(v) of Assumption 1 hold. Therefore, we only have to show that the positive
semi-definite matrix E
(
Y˜Y˜
⊤) is degenerate exactly if the components of X˜ are linearly
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dependent, meaning that there is a vector c ∈ Rp, c 6= 0, satisfying c⊤(X˜−E(X˜)) = 0 with
probability 1. If the matrix is degenerate then there exists a vector
d =
[
c
c′
]
∈ Rp × R = Rp+1, d 6= 0,
satisfying 0 = d⊤E(Y˜Y˜⊤)d = E(d⊤Y˜Y˜⊤d) = E(d⊤Y˜)2. This holds if and only if c⊤X˜+c′ =
d⊤Y˜ = 0 almost surely meaning that if E(Y˜Y˜⊤) is degenerate then c⊤E(X˜) + c′ = 0, so as
a consequence c⊤(X˜ − E(X˜)) = 0. Let us note that currently c 6= 0 as c = 0 results that
c′ = 0 and d = 0. This means that the components of X˜ are linearly dependent.
Let us verify the other implication. If the components of X˜ are linearly dependent with
some vector c 6= 0 then with c′ = −c⊤E(X˜) and d 6= 0 it holds that
d⊤Y˜ = c⊤X˜+ c′ = c⊤
(
X˜− E(X˜)
)
= 0 a.s.
meaning that E
(
Y˜Y˜
⊤) is not positive definite.
(ii) By ergodicity and (i) the statement obviously holds for the CLS estimators where
the first terms divided by m and the second terms multiplied with m exist with probability
tending to 1. The latter is true as by ergodicity
1
m
m∑
n=1
Yn−1Y⊤n−1 → E(Y˜Y˜⊤), m→∞.
Next we show that for a sequence of non-negative random variables Sn, n ∈ N, the limit of
1
m
∑m
n=1(Yn−1Y
⊤
n−1)/(1 + Sn) is invertible with probability 1. (Let us note that this limit
exists with probability 1.) Our aim is to show that the limit matrix is not only positive
semi-definite but also positive definite that is for any vector 0 6= v ∈ Rp+1 it holds that
v⊤
(
lim
m→∞
1
m
m∑
n=1
Yn−1Y⊤n−1
1 + Sn
)
v > 0.
By (i) we know that there is an index nv ∈ N such that v⊤Ynv−1Y⊤nv−1v > 0 and of course
v⊤Yn−1Y⊤n−1v ≥ 0 for every n ∈ N. As the denominators 1 + Sn are strictly positive for
every n ∈ N we have that with the same index nv the following inequalities hold:
v⊤
Ynv−1Y⊤nv−1
1 + Snv
v > 0, v⊤
Yn−1Y⊤n−1
1 + Sn
v ≥ 0, n ∈ N.
This completes the proof.
In the following theorem we examine the asymptotic behaviors of the introduced param-
eter estimators.
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Theorem 4.4. The following statements hold if the null hypothesis H0 and Assumption 1
are satisfied.
(i) If for some ε > 0 the (4+ε)-th, (6+ε)-th, (2+ε)-th, and fourth moments of the variables
in (1) exist then
√
m(µ̂CLSm,i −µi),
√
m(v̂CLSm,i −vi),
√
m(µ̂WCLSm,i −µi), and
√
m(v̂WCLSm,i −
vi) are asymptotically normal, respectively, for any i = 1, . . . , p as m → ∞. As a
consequence
√
m(µ̂CLSm −µ),
√
m(V̂CLSm −V),
√
m(µ̂WCLSm −µ), and
√
m(V̂WCLSm −V)
are OP (1), respectively.
(ii) If the variables in (1) have finite second, third, fourth, and fifth moments then the
estimators µ̂CLSm , V̂
CLS
m , Â
CLS
m , and B̂
CLS
m are strongly consistent, respectively.
(iii) Since Assumption 1 results that the second moments of the variables in (1) are finite
the estimators µ̂WCLSm , V̂
WCLS
m are strongly consistent. If additionally the variables in
(1) have finite third moments then the estimators ÂWCLSm and B̂
WCLS
m are also strongly
consistent.
Proof. At several points of our proof we will apply the multidimensional Martingale Central
Limit Theorem (MCLT). For reference see e.g. Jacod and Shiryaev (2003), Chapter VIII,
Theorem 3.33.
(i) Applying Remark 4 we get that
√
m
[
µ̂CLSm,i − µi
]⊤
=
[
1√
m
m∑
n=1
[
Xn,i − µ⊤i Yn−1
]
Y
⊤
n−1
][
1
m
m∑
n=1
Yn−1Y⊤n−1
]−1
=
[
1√
m
m∑
n=1
Mn,iY
⊤
n−1
][
1
m
m∑
n=1
Yn−1Y⊤n−1
]−1
.
By ergodicity as the second moments exist
1
m
m∑
n=1
Yn−1Y⊤n−1 → E
[
Y˜Y˜
⊤
]
a.s., m→∞.
Let us check that the conditions of the Martingale Central Limit Theorem are satisfied if we
apply it to the sequence 1√
m
∑m
n=1Mn,iY
⊤
n−1, m = 1, 2, . . . First of all,
E
[
1√
m
m∑
n=1
Mn,iY
⊤
n−1 | Xn−1
]
=
1√
m
m∑
n=1
E[Mn,i | Xn−1]Y⊤n−1 = 0
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for any m = 1, 2, . . . Let us check the Lindeberg condition:
m∑
n=1
E
[∥∥∥∥ 1√mMn,iY⊤n−1
∥∥∥∥2 χ{∥∥∥ 1√
m
Mn,iY⊤n−1
∥∥∥>δ} ∣∣∣Xn−1
]
≤ 1
δε
m∑
n=1
E
[∥∥∥∥ 1√mMn,iY⊤n−1
∥∥∥∥2+ε ∣∣∣Xn−1
]
≤ 1
δεm1+ε/2
m∑
n=1
E
[
|Mn,i|2+ε‖Yn−1‖2+ε | Xn−1
]
=
1
δεm1+ε/2
m∑
n=1
E
[
|Mn,i|2+ε | Xn−1
]
‖Yn−1‖2+ε ≤ C
m1+ε/2
m∑
n=1
‖Yn−1‖4+2ε → 0, m→∞,
where the last step holds by (ii) of Proposition 4.1. Also, as the third moments exist then by
ergodicity we have
1
m
m∑
n=1
E
[(
Mn,iY
⊤
n−1
)(
Mn,iY
⊤
n−1
)⊤ ∣∣∣Xn−1] = 1
m
m∑
n=1
Y
⊤
n−1E(M
2
n,i | Xn−1)Yn−1
=
1
m
m∑
n=1
Y
⊤
n−1
(
v⊤i Yn−1
)
Yn−1 → E
[
Y˜
⊤
(
v⊤i Y˜
)
Y˜
]
a.s., m→∞,
that enables us to determine the covariance matrix. So by the Central Limit Theorem
√
m
[
µ̂CLSm,i − µi
]⊤ D−→ N (0,Σ), m→∞, i = 1, . . . , p,
where
Σ =
(
E
[
Y˜Y˜
⊤
])−1
E
[
Y˜
(
v⊤i Y˜
)
Y˜
⊤
] (
E
[
Y˜Y˜
⊤
])−1
.
Next, we show that
√
m(µ̂WCLSm,i − µi) is asymptotically normal. By the formula of the
estimator
√
m
[
µ̂WCLSm,i − µi
]⊤
=
√
m
[
m∑
n=1
Xn,i − µ⊤i Yn−1
1⊤Yn−1
Y
⊤
n−1
][
m∑
n=1
Yn−1Y⊤n−1
1⊤Yn−1
]−1
=
[
1√
m
m∑
n=1
Mn,iY
⊤
n−1
1⊤Yn−1
][
1
m
m∑
n=1
Yn−1YTn−1
1⊤Yn−1
]−1
,
and as the second moments are finite we can apply ergodicity so[
1
m
m∑
n=1
Yn−1Y⊤n−1
1⊤Yn−1
]−1
→
(
E
[
Y˜Y˜
⊤
1⊤Y˜
])−1
a.s., m→∞.
Let us check that the sequence 1√
m
∑m
n=1Mn,iY
⊤
n−1/(1
⊤
Yn−1), m = 1, 2, . . . , satisfies the
conditions of the Martingale Central Limit Theorem. First of all,
1√
m
m∑
n=1
E
[
Mn,iY
⊤
n−1
1⊤Yn−1
∣∣∣Xn−1
]
=
1√
m
m∑
n=1
E [Mn,i | Xn−1]
Y
⊤
n−1
1⊤Yn−1
= 0,
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and
m∑
n=1
E
∥∥∥∥∥ 1√mMn,iY⊤n−11⊤Yn−1
∥∥∥∥∥
2
χ∥∥∥∥ 1√m
Mn,iY
⊤
n−1
1⊤Yn−1
∥∥∥∥>δ
∣∣∣Xn−1

≤ 1
δεm1+ε/2
m∑
n=1
E
[
|Mn,i|2+ε|Xn−1
]
‖Yn−1‖2+ε
(1⊤Yn−1)2+ε
≤ C
m1+ε/2
m∑
n=1
‖Yn−1‖2+ε → 0
if m→∞ as the (2 + ε)-th moments are finite. This means that the Lindeberg condition is
satisfied. Additionally,
1
m
m∑
n=1
E
(Mn,iY⊤n−1
1⊤Yn−1
)(
Mn,iY
⊤
i−1
1⊤Yn−1
)⊤ ∣∣∣Xn−1
 = 1
m
m∑
n=1
Yn−1(v⊤i Yn−1)Y
⊤
n−1
(1⊤Yn−1)2
→ E
[
Y˜(v⊤i Y˜)Y˜
⊤
(1⊤Y˜)2
]
a.s., m→∞,
so for any i = 1, . . . , p it holds that
√
m
[
µ̂WCLSm,i − µi
] D−→ N (0,Σ), m→∞,
where
Σ =
(
E
[
Y˜Y˜
⊤
1⊤Y˜
])−1
E
Y˜
(
v⊤i Y˜
)
Y˜
⊤
(1⊤ Y˜)2
(E [Y˜Y˜⊤
1⊤Y˜
])−1
.
Let us discuss the cases of the CLS and the WCLS estimators of the matrix V. First,
based on the formula (9) we have
√
m
[
v̂CLSm,i − vi
]⊤
=
1√
m
[
m∑
n=1
(
Nn,i +
((
µ̂CLSm,i − µi
)⊤
Yn−1
)2
+ 2Mn,i
(
µ̂CLSm,i − µi
)⊤
Yn−1
)
Y
⊤
n−1
]
×
[
1
m
m∑
n=1
Yn−1Y⊤n−1
]−1
=:
1√
m
[A1 +A2 +A3]
[
1
m
m∑
n=1
Yn−1Y⊤n−1
]−1
,
(11)
where as the second moments are finite by ergodicity
[∑m
n=1Yn−1Y
⊤
n−1/m
]−1 → E[Y˜Y˜⊤]−1
almost surely, as m → ∞. By the previous parts of the proof one can easily see that
A2/
√
m = oP (1) and A3
√
m = oP (1), as m→∞ if for some ε > 0 the (4 + 2ε)-th moments
of the number of offsprings and innovations all exist. We apply the Martingal Central Limit
Theorem to the sequence
∑m
n=1Nn,iY
⊤
n−1/
√
m, m = 1, 2, . . . It is clear that
m∑
n=1
E
[
Nn,iY
⊤
n−1√
m
∣∣∣Yn−1] = 0, m = 1, 2, . . .
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As the sixth moments are finite ergodicity results that
1
m
m∑
n=1
Y
⊤
n−1E[N
2
n,i|Yn−1]Yn−1=
1
m
m∑
n=1
Y
⊤
n−1
[
(βi − 3v2i )⊤Yn−1+2v⊤i Yn−1Y⊤n−1vi
]
Yn−1
→ E
[[
(βi − 3v2i )⊤Y˜ + 2v⊤i Y˜Y˜⊤vi
]
Y˜
⊤
Y˜
]
<∞, m→∞
by (iii) of Proposition 4.2. Let us verify the Lindeberg condition:
m∑
n=1
E
[∥∥∥∥ 1√mNn,iY⊤n−1
∥∥∥∥2 χ{∥∥∥ 1√
m
Nn,iY⊤n−1
∥∥∥>δ} | Xn−1
]
≤ 1
δε
m∑
n=1
E
[∥∥∥∥ 1√mNn,iY⊤n−1
∥∥∥∥2+ε | Xn−1
]
≤ 1
δεm1+ε/2
m∑
n=1
E
[
|Nn,i|2+ε‖Yn−1‖2+ε | Xn−1
]
=
1
δεm1+ε/2
m∑
n=1
E
[
|Nn,i|2+ε | Xn−1
]
‖Yn−1‖2+ε ≤ C
m1+ε/2
m∑
n=1
‖Yn−1‖6+3ε → 0, m→∞.
For the last step we applied (iii) of Proposition 4.1. As a consequence, A1/
√
m is asymptot-
ically normal so by (12) and the previous result the proof is complete.
Next, we discuss the WCLS estimator. Based on the formula (9) it holds that
√
m
[
v̂WCLSm,i − vi
]⊤
=
1√
m
 m∑
n=1
 Nn,i
(1⊤Yn−1)2
+
((
µ̂CLSm,i − µi
)⊤
Yn−1
)2
(1⊤Yn−1)2
+
2Mn,i
(
µ̂CLSm,i − µi
)⊤
Yn−1
(1⊤Yn−1)2
Y⊤n−1

×
[
1
m
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)2
]−1
=:
1√
m
[A1 +A2 +A3]
[
1
m
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)2
]−1
,
(12)
where by ergodicity[
1
m
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)2
]−1
→ E
[
Y˜Y˜
⊤
(1⊤Y˜)2
]−1
, a.s., m→∞.
By the previous parts of this proof one can easily prove, that A2/
√
m = oP (1) and A3
√
m =
oP (1), asm→∞, if for some ε > 0 the (2+ε)-th moments of the offsprings and innovations all
exist. Let us apply the Martingal Central Limit Theorem to the sequence 1√
m
∑m
n=1
Nn,iY⊤n−1
(1⊤Yn−1)2
,
m = 1, 2, . . . It is clear that
m∑
n=1
E
[
Nn,iY
⊤
n−1√
m(1⊤Y2n−1)
∣∣∣Xn−1
]
= 0, m = 1, 2, . . .
As the fourth moments are finite by ergodicity
1
m
m∑
i=1
Y
⊤
n−1Yn−1
(1⊤Yn−1)2
E[N2n,i|Yn−1]→ E
[
Y˜
⊤
Y˜
(1⊤Y˜)2
(
(βi − 3v2i )⊤Y˜ + 2v⊤i Y˜Y˜⊤vi
)]
<∞
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almost surely as m→∞. Let us verify the Lindeberg condition:
m∑
i=1
E
∥∥∥∥∥ Nn,iY⊤n−1√m(1⊤Yn−1)2
∥∥∥∥∥
2
χ{∥∥∥∥ Nn,iY
⊤
n−1√
m(1⊤Yn−1)2
∥∥∥∥>δ
}
∣∣∣Xn−1

≤ 1
δε
m∑
n=1
E
∥∥∥∥∥ Nn,iY⊤n−1√m(1⊤Yn−1)2
∥∥∥∥∥
2+ε ∣∣∣Xn−1
 ≤ 1
δεm1+ε/2
m∑
i=1
E
[ |Nn,i|2+ε‖Yn−1‖2+ε
(1⊤Yn−1)4+2ε
∣∣∣Xn−1]
=
1
δεm1+ε/2
m∑
n=1
E
[|Nn,i|2+ε | Xn−1] ‖Yn−1‖2+ε
(1⊤Yn−1)4+2ε
≤ C
m1+ε/2
m∑
n=1
‖Yn−1‖2+ε → 0, m→∞.
For the last step we applied (iii) of Proposition 4.1. As a consequence, A1/
√
m is asymptoti-
cally normal so by (12) and the previous result the proof of this asymptotic normality is also
complete.
(ii)-(iii) As the proofs are similar we only show the strong consistency of µ̂WCLSm . By the
formula (10) we have that
µ̂WCLSm − µ =
[
m∑
n=1
(Xn − µYn−1)Y⊤n−1
1⊤Yn−1
][
m∑
n=1
Yn−1Y⊤n−1
1⊤Yn−1
]−1
≤
[
1
m
m∑
n=1
(Xn − µYn−1)1⊤
][
1
m
m∑
n=1
Yn−1Y⊤n−1
1⊤Yn−1
]−1
.
(13)
Let us define
Zn =
[
Xn
Yn−1
]
, n = 1, 2, . . . , Z˜ =
[
X˜1
Y˜0
]
.
It is easy to see that the process Zn, n = 1, 2, . . . , is also ergodic with invariant distribution
Z˜. Applying the function
f
([
x
y
])
:= (x− µy)1⊤, x ∈ Rp, y ∈ Rp+1,
we have
1
m
m∑
n=1
(Xn − µYn−1)1⊤ = 1
m
m∑
n=1
f(Zn)→ E
(
f(Z˜)
)
= E
(
(X˜1 − µY˜0)1⊤
)
= E
(
E
(
X˜1 − µY˜0 | Y˜0
)
1⊤
)
= 0, a.s., m→∞.
Therefore, by (13) it holds that µ̂WCLSm − µ→ 0 almost surely if m→∞.
4.3 Limit theorems for the martingale differences
Let Mn, n = 1, 2, . . . , be a sequence of arbitrary martingale differences on the state space
R
p, p ∈ N, with respect to some filtration Fn, n = 1, 2, . . . , meaning that E[Mn|Fn−1] = 0
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holds for any n = 1, 2, . . . We are going to examine such sequences satisfying the following
assumption.
Assumption 3. (i) For some matrix I˜ ∈ Rp×p and every t > 0 it holds that
1
m
⌊mt⌋∑
n=1
E[MnM
⊤
n | Fn−1]→ I˜t a.s., m→∞.
(ii) The Lindeberg condition is satisfied meaning that for any δ > 0 we have
⌊mt⌋∑
n=1
E
[∥∥∥∥ 1√mMn
∥∥∥∥2 χ{∥∥∥ 1√
m
Mn
∥∥∥>δ}
∣∣∣Fn−1]→ 0 a.s., m→∞.
Proposition 4.5. If Assumption 3 holds then for any T ∈ (0,∞) we have that
[
X Tm(t)
]
t∈[0,1]
:=
∑m+⌊tTm⌋n=m+1 Mn − ⌊tTm⌋m ∑mn=1Mn√
m
(
1 + ⌊tTm⌋m
)( ⌊tTm⌋
m+⌊tTm⌋
)γ

t∈[0,1]
D−→
I˜1/2W
(
tT
1+tT
)
(
tT
1+tT
)γ

t∈[0,1]
=:
[X T (t)]
t∈[0,1]
in the Skorohod space Dp[0, 1] as m → ∞, where W(t), t ≥ 0, is a p-dimensional standard
Wiener process.
Proof. By Assumption 3 we can apply the functional Martingale Central Limit Theorem to
the triangular array of variables
{
M1/
√
m, . . . ,Mm(1+T )/
√
m
}
m=1,2,...
. For reference on the
multidimensional Martingale Central Limit Theorem (MCLT) see e.g. Jacod and Shiryaev
(2003), Chapter VIII, Theorem 3.33. We get that[
1√
m
⌊m(1+T )t⌋∑
n=1
Mn
]
t∈[0,1]
D−→
[
I˜1/2W((1 + T )t)]
t∈[0,1]
, T > 0, m→∞,
in Dp[0, 1]. As a result in case of t = 1/(1 + T ) we get that (∑mn=1Mn) /√m D−→ I˜1/2W(1)
as m→∞. This means that 1√
m
⌊m(1+T )t⌋∑
n=m+1
Mn − ⌊t(1 + T )m⌋ −m
m
m∑
n=1
Mn

t∈[ 11+T ,1]
=
 1√
m
⌊m(1+T )t⌋∑
n=1
Mn − m+ ⌊t(1 + T )m⌋ −m
m
m∑
n=1
Mn

t∈[ 11+T ,1]
D−→
[
I˜1/2
(
W((1 + T )t)− t(1 + T )W(1)
)]
t∈[ 11+T ,1]
, m→∞,
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where the convergence is considered in Dp[1/(1 + T ), 1]. By rescaling to the interval [0, 1]
this implies that 1√
m
m+⌊tTm⌋∑
n=m+1
Mn − ⌊tTm⌋
m
m∑
n=1
Mn

t∈[0,1]
D−→
[
I˜1/2
(
W(1 + tT )− (1 + tT )W(1)
)]
t∈[0,1]
D
=
[
I˜1/2(1 + tT )W
(
tT
1 + tT
)]
t∈[0,1]
, m→∞.
(14)
The latter equation can be proved by showing that the covariance functions of the Gaussian
processes are the same. Also, it can be shown by elementary methods that[(
1 +
⌊tTm⌋
m
)( ⌊tTm⌋
m+ ⌊tTm⌋
)γ]
t∈[0,1]
→
[
(1 + tT )
(
tT
1 + tT
)γ]
t∈[0,1]
, m→∞, (15)
in D[0, 1]. The latter statements, (14) and (15) imply that [X Tm(t)]t∈[0,1] D−→ [X T (t)]t∈[0,1] as
m→∞.
Let us define for any m ∈ N the processes
Ym(t) :=
∑m+⌊tm⌋
n=m+1 Mn − ⌊tm⌋m
∑m
n=1Mn√
m
(
1 + ⌊tm⌋m
)( ⌊tm⌋
m+⌊tm⌋
)γ , Y(t) := I˜1/2W( t1+t)
( t1+t)
γ
, t ≥ 0.
Theorem 4.6. If Assumption 3 holds then Ym D−→ Y as m → ∞ in the Skorohod space
Dp[0,∞).
Proof. By Theorem 16.7 of Billingsley (1999) the weak convergence of a process in the Sko-
rohod space D[0,∞) follows if the restriction of the process to the interval [0, T ] converges
in D[0, T ] for every T > 0. By checking the proof one can see that this statement holds for
Dp[0,∞) as well. By Proposition 4.5[
Ym(t)
]
t∈[0,T ]
=
[
X Tm(t/T )
]
t∈[0,T ]
D−→
[
X T (t/T )
]
t∈[0,T ]
=
[
Y(t)
]
t∈[0,T ]
, m→∞,
in Dp[0, T ] for any T > 0 that completes the proof.
4.4 Proofs of the main results
In this subsection we prove the main results of the paper. First we show conditions providing
Assumption 3.
Proposition 4.7. The following statements hold under H0 and Assumption 1.
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(i) If for some ε > 0 the (2+ ε)-th and (4+ ε)-th moments of the variables in (1) are finite
then the series of martingale differences Mn and Vn, n = 1, 2, . . . , satisfy Assumption
3 with the matrices I˜ and J˜, respectively.
(ii) If for some ε > 0 the (1+ ε)-th and (2+ ε)-th moments of the variables in (1) are finite
then the series of martingale differences M′n and V′n, n = 1, 2, . . . , satisfy Assumption
3 with the matrices I˜′ and J˜′, respectively.
Proof. (i) Let us show the proof of the statement concerning Mn, n = 1, 2, . . . For any t > 0
we have
1
m
⌊mt⌋∑
n=1
E(MnM
⊤
n | Xn−1) =
⌊mt⌋
m
1
⌊mt⌋
⌊mt⌋∑
n=1
E(MnM
⊤
n | Xn−1)→ tJ˜, m→∞.
For any m ∈ N it holds that
m∑
n=1
E
( ∥∥Mn/√m∥∥2 χ‖ 1√
m
Mn‖>δ
∣∣Xn−1) ≤ 1
δεm1+ε/2
m∑
n=1
E
( ‖Mn‖2+ε ∣∣Xn−1),
that converges to 0 almost surely as by (ii) of Proposition 4.1 we have that
lim
m→∞
1
m
m∑
n=1
E
(‖Mn‖2+ε∣∣Xn−1) <∞.
The rest of the proofs are similar therefore we omit them.
Lemma 4.8. Suppose that some d-dimensional, d ∈ N, process Zn, n = 0, 1, . . . , on the
state space Zp is ergodic. Let Z˜ denote the variable with the invariant distribution. If f is
a function defined on Zd satisfying E(f(Z˜)) < ∞ and am, m = 1, 2, . . . is a non-negative
sequence tending to infinity as m→∞ then
sup
k>am
∑m+k
n=m+1
[
f(Zn−1)−E
(
f(Z˜)
)]
k
=oP (1), sup
k≥1
∑m+k
n=m+1
[
f(Zn−1)−E
(
f(Z˜)
)]
k
=OP (1).
Proof. As the process is ergodic∑k
i=1
[
f(Zi−1)− E
(
f(Z˜)
)]
k
→ 0 a.s., k →∞,
that is equivalent to satisfying
sup
k>am
‖∑ki=1 [f(Zi−1)− E(f(Z˜))]‖
k
P→ 0, m→∞
with any real sequence am →∞, m→∞. Let us note that
pm,y(δ) := P
 sup
k>am
∥∥∥∑m+ki=m+1 [f(Zi−1)− E(f(Z˜))]∥∥∥
k
> δ
∣∣∣Zm = y
→ 0
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as m→∞, with δ > 0 and y ∈ Zd. As the process Zn, n ∈ N, converges in distribution there
exists a compact set Kδ ⊂ Zd for any δ > 0 such that supm∈N
∑
y/∈Kδ P (Zm = y) < δ/2. Let
us note that
P
(
sup
k>am
‖∑m+ki=m+1 [f(Zi−1)− E(f(Z˜))]‖
k
> δ
)
=
∑
y∈Kδ
pm,y(δ)P (Zm = y) +
∑
y/∈Kδ
pm,y(δ)P (Zm = y) =: S1 + δ/2.
(16)
As pm,y → 0 if m→∞ and Kδ is compact, for big enough m it holds that
∑
y∈Kδ pm,y(δ) <
δ/2 meaning that S1 ≤
∑
y∈Kδ pm,y(δ) < δ/2 for such m. This results that the formula in
(16) converges to 0 as m→∞, that completes the proof of the first statement.
By applying the same alterations we get that for any c ∈ R
P (Am,c) : = P
(
sup
k≥1
‖∑m+ki=m+1 [f(Zi−1)− E(f(Z˜))]‖
k
> c
)
=
∑
y∈Zd
P (Am,c | Zm = y)P (Zm = y) =
∑
y∈Zd
P (A0,c | Z0 = y)P (Zm = y).
Consider the previously introduced compact set Kδ ⊂ Zd for every δ > 0 which satisfies
supm∈N
∑
y/∈Kδ P (Zm = y) < δ/2. For every y ∈ Zd there is an index c = c(y) such that
P (A0,c|Z0 = y) < δ/2. As Kδ is compact, it has a finite number of points meaning that
cKδ := maxy∈Kδ c(y) exists. Then
P
(
sup
k≥1
‖∑m+ki=m+1[f(Zi−1)−E(f(Z˜))]‖
k
>cKδ
)
≤
∑
y∈Kδ
δ
2
P (Zm = y)+
∑
y/∈Kδ
1P (Zm = y)≤δ,
that completes the proof.
Proposition 4.9. If the sequence Xn, n ∈ N, satisfies Assumption 1
(i) and the (4 + ε)-th moments of the variables in (1), the number of offsprings and inno-
vations are finite for some ε > 0 then
sup
k≥1
∥∥∥∑m+kn=m+1 M̂CLSm,n − (∑m+kn=m+1Mn − km∑mn=1Mn)∥∥∥
gγ(m,k)
= oP (1), m→∞.
(ii) If for some ε > 0 the (2 + ε)-th moments of the variables in (1) exist then
sup
k≥1
∥∥∥∑m+kn=m+1 M̂WCLSm,n − (∑m+kn=m+1M′n − km∑mn=1M′n)∥∥∥
gγ(m,k)
= oP (1), m→∞.
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(iii) If for some ε > 0 the (6 + ε)-th moments of the variables in (1) exist then
sup
k≥1
∥∥∥∑m+kn=m+1 V̂CLSm,n − (∑m+kn=m+1Vn − km∑mn=1Vn)∥∥∥
gγ(m,k)
= oP (1), m→∞.
(iv) If the fourth moments of the variables in (1) exist then
sup
k≥1
∥∥∥∑m+kn=m+1 V̂WCLSm,n − (∑m+kn=m+1V′n − km∑mn=1V′n)∥∥∥
gγ(m,k)
= oP (1), m→∞.
Proof. Suppose that some d-dimensional, d ∈ N, process Zn, n = 0, 1, . . . , on the state space
N
d is ergodic with invariant distribution Z˜ and consider
Em := sup
k≥1
‖∑m+kn=m+1Zn−1 − km∑mn=1Zn−1‖√
mgγ(m,k)
We are going to show that Em = oP (1) as m → ∞. By defining Z′n := Zn − E(Z˜) we
have that
Em ≤ sup
k≥1
‖∑m+kn=m+1Z′n−1‖√
mgγ(m,k)
+ sup
k≥1
k
m
‖∑mn=1Z′n−1‖√
mgγ(m,k)
=: D1(m,k) +D2(m,k).
For some d > 0 we have the inequalities
gγ(m,k) ≥
{
dm1/2−γkγ , k < m,
dm−1/2k, k ≥ m.
(17)
By these bounds and ergodicity
D2(m,k) ≤ sup
1≤k<m
k
m
‖∑mn=1Z′n−1‖√
m(dm1/2−γkγ)
+ sup
m≤k
k
m
‖∑mn=1Z′n−1‖√
m(dm−1/2k)
≤ 2
d
‖∑mn=1 Z′n−1‖
m
= oP (1)
as m→∞. Applying Lemma 4.8 we get
D1(m,k) ≤ sup
1≤k≤√m
‖∑m+kn=m+1 Z′n−1‖√
m(dm1/2−γkγ)
+ sup√
m<k≤m
‖∑m+kn=m+1 Z′n−1‖√
m(dm1/2−γkγ)
+ sup
m≤k
‖∑m+kn=m+1Z′n−1‖√
m(dm−1/2k)
≤ 1
d
sup
1≤k≤√m
(
k
m
)1−γ ‖∑m+kn=m+1 Z′n−1‖
k
+
1
d
sup√
m<k≤m
(
k
m
)1−γ ‖∑m+kn=m+1Z′n−1‖
k
+
1
d
sup
m≤k
‖∑m+kn=m+1 Z′n−1‖
k
≤ 1
d
1√
m
1−γ sup
1≤k
‖∑m+kn=m+1 Z′n−1‖
k
+
1
d
sup√
m<k
‖∑m+kn=m+1Z′n−1‖
k
+
1
d
sup
m≤k
‖∑m+kn=m+1Z′n−1‖
k
= oP (1), m→∞.
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(i) By definition Mn = Xn − µYn−1 and M̂CLSm,n = Xn − µ̂CLSm Yn−1 for any n = 1, 2, . . . and∑m
n=1 M̂
CLS
m,n = 0, therefore
sup
k≥1
∥∥∥∑m+kn=m+1 M̂CLSm,n − (∑m+kn=m+1Mn − km∑mn=1Mn)∥∥∥
gγ(m,k)
= sup
k≥1
∥∥∥∑m+kn=m+1 (M̂CLSm,n −Mn)− km∑mn=1 (M̂CLSm,n −Mn)∥∥∥
gγ(m,k)
≤ √m
∥∥∥µ− µ̂CLSm ∥∥∥ sup
k≥1
∥∥∥∑m+kn=m+1Yn−1 − km∑mn=1Yn−1∥∥∥√
mgγ(m,k)
By the remark in the beginning and (i) of Theorem 4.4 the proof of (i) is complete.
(iii) As Nn =M
2
n −VYn−1 and N̂CLSm,n = (M̂CLSm,n )2 − V̂CLSm Yn−1, n = 1, 2, . . . , we have
sup
k≥1
∥∥∥∑m+kn=m+1 N̂CLSm,n − (∑m+kn=m+1Nn − km∑mn=1Nn)∥∥∥
gγ(m,k)
= sup
k≥1
∥∥∥∑m+kn=m+1 ((M̂CLSm,n )2 −M2n)− km∑mn=1 ((M̂CLSm,n )2 −M2n)∥∥∥
gγ(m,k)
+
√
m[V − V̂CLSm ] sup
k≥1
‖∑m+kn=m+1Yn−1 − km∑mn=1Yn−1‖√
mgγ(m,k)
=: B1(m,k) +B2(m,k).
By (i) of Theorem 4.4 we have that B2(m,k) = oP (1) as m→∞. As for any i = 1, . . . , p(
M̂CLSm,n,i
)2 −M2n,i = (µ̂CLSm,i − µi)⊤Yn−1Y⊤n−1(µ̂CLSm,i ) + µ⊤i Yn−1Y⊤n−1 (µ̂CLSm,i − µi)
− 2
(
µ̂CLSm,i − µi
)⊤
Xn,iYn−1,
Applying that
√
m(µ̂CLSm,i −µi) is asymptotically normal and term by term using the remark
in the beginning we have that B1(m,k) = oP (1). We detail the ergodicity of the last term.
Let us define
Zn =
[
Xn
Yn−1
]
, n = 1, 2, . . . , Z˜ =
[
X˜1
Y˜0
]
.
The process Zn, n = 1, 2, . . . , is also ergodic with invariant distribution Z˜ so applying the
function f(Zn) := Xn,iYn−1, i = 1, . . . , p we have
1
m
m∑
n=1
Xn,iYn−1 =
1
m
m∑
n=1
f(Zn)→ E
(
f(Z˜)
)
= E(X˜1,iY˜0), m→∞.
The proofs of (ii) and (iv) are similar, therefore we omit them.
Proof of Theorem 2.1. Theorem 2.1 immediately follows from Theorem 4.6, Proposition 4.7,
and Proposition 4.9.
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4.5 Alternative hypothesis
Proof of Theorem 2.3. By definition we have the decomposition
m+k∑
n=m+1
M̂
CLS
m,n =
m+k∗−1∑
n=m+1
M̂
CLS
m,n +
m+k∑
n=m+k∗
(Xn − µ0Yn−1) +
m+k∑
n=m+k∗
(µ0 − µ̂CLSm )Yn−1. (18)
Let us fix k = 2(m+ k∗). Applying Theorem 2.1 we get that
‖∑m+k∗−1n=m+1 M̂m,n‖
gγ(m,k∗ − 1)
gγ(m,k
∗ − 1)
gγ(m,k)
≤ ‖
∑m+k∗−1
n=m+1 M̂m,n‖
gγ(m,k∗ − 1) = OP (1).
Applying (i) of Theorem 4.4, ergodicity, and (17) we have that with some d > 0 constant
‖∑m+kn=m+k∗(µ0 − µ̂CLSm )Yn−1‖
gγ(m,k)
≤√m‖µ0 − µ̂CLSm ‖
1
d
‖∑m+kn=m+k∗ Yn−1‖
k − k∗ + 1
k − k∗ + 1
k
=OP (1).
Ergodicity and simple calculations lead to∑m+k
n=m+k∗Xn − µ0Yn−1
gγ(m,k)
=
(k − k∗ + 1)(E(X˜− µ0Y˜) + oP (1))
gγ(m,k)
≥ (k − k
∗ + 1)
√
m
2k
E(X˜ − µ0Y˜) + oP (
√
m) ≥
√
m
4
E(X˜− µ0Y˜) + oP (
√
m), m→∞.
As E(X˜− µ0Y˜) 6= 0 putting together the last three computations we get that
sup
k≥1
‖∑m+kn=m+1 M̂CLSm,n‖
gγ(m,k)
≥ ‖
∑m+2(m+k∗)
n=m+1 M̂
CLS
m,n‖
gγ(m, 2(m+ k∗))
P→∞, m→∞,
that completes the proof.
Proof of Proposition 2.4. By the decomposition in (18) and ergodicity we have that
sup
1≤k≤N
∥∥∥∑m+kn=m+1 M̂CLSm,n∥∥∥
gγ(m,k)
= OP (1) + sup
k∗<k≤N
(k − k∗ + 1)(E(X˜− µ0Y˜) + oP (1))√
m
(
1 + km
) (
k
m+k
)γ
for any N ∈ N as m → ∞. Let us choose N ∈ N such that with a constant C ∈ N it holds
that
N − k∗ =

Cm(1−2γ)/(2−2γ), 0 ≤ b < 1−2γ2−2γ
Cm1/2−γ(1−b), 1−2γ2−2γ ≤ b < 1
Cmb−1/2, 1 ≤ b <∞
.
Then it is easy to verify
lim
m→∞ supk∗≤k≤N
k − k∗ + 1
√
m
(
1 + km
) (
k
m+k
)γ ≥

C1−γ , 0 ≤ b < 1−2γ2−2γ
C
(
θ + C1{
b= 1−2γ
2−2γ
}
)−γ
, 1−2γ2−2γ ≤ b < 1
C
(1{b=1}+θ)
γ−1
θγ , 1 ≤ b <∞
.
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that converges to infinity as C →∞. We show the inequalities separately in the three cases.
Let a := (1− 2γ)/(2 − 2γ) < 1/2 and note that
sup
k∗≤k≤N
k − k∗ + 1
√
m
(
1 + km
)(
k
m+k
)γ ≥ N − k∗√
m
(
1 + Nm
) (
N
m+N
)γ = √m(N − k∗)(N +m)1−γNγ .
By the definition of N and the form of k∗ we know that
N = k∗ + (N − k∗) = ⌊θmb⌋+ (N − k∗).
The following convergences hold if m→∞.
(i) In the first case when 0 ≤ b < a we have
√
m(N − k∗)
(N +m)1−γNγ
=
Cma+1/2
(⌊θmb⌋+ Cma +m)1−γ(⌊θmb⌋+ Cma)γ
=
Cma+1/2
m1−γ
( ⌊θmb⌋
m + Cm
a−1 + 1
)1−γ
maγ
( ⌊θmb⌋
ma + C
)γ = Cma+1/2−(1−γ)−aγ(o(1) + C)γ → CCγ ,
as we can easily see that
a+ 1/2 − (1− γ)− aγ = a(1 − γ) + γ − 1/2 = 1− 2γ
2− 2γ (1− γ) + γ − 1/2 = 0.
(ii) Secondly, when a ≤ b < 1 we get that
√
m(N − k∗)
(N +m)1−γNγ
=
Cm1−γ(1−b)
m1−γ
( ⌊θmb⌋
m + Cm
− 1
2
−γ(1−b) + 1
)1−γ
mbγ
( ⌊θmb⌋
mb
+ Cm
1
2
−γ(1−b)−b
)γ
=
Cm1−γ(1−b)−(1−γ)−bγ(
θ + C1{b=a}
)γ
(1 + o(1))
→ C
(θ + C1{b=a})γ
,
as the exponent 1/2 − γ(1− b)− b is decreasing in b and for b = a it is exactly 0.
(iii) Finally, if 1 ≤ b <∞ then
√
m(N − k∗)
(N +m)1−γNγ
=
Cmb
mb(1−γ)
(
⌊θmb⌋
mb
+ Cm−
1
2 +m1−b
)1−γ
mbγ
(
⌊θmb⌋
mb
+ Cm−
1
2
)γ
=
C(
θ + 1{b=1}
)1−γ
θγ(1 + o(1))
→ C(
θ + 1{b=1}
)1−γ
θγ
.
This completes the proof.
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Proof of Proposition 2.5. (i) As b < 1, for every d ∈ R+ and large enough m ∈ N it holds
that
0 ≤ P (τCLSm,1 < k∗) ≤ P (τCLSm,1 < dm)→ 1− F
((
1 + d
d
)1/2−γ
xα
)
, m→∞,
where F is the distribution function of sup0≤t≤1 ‖W(t)‖/tγ . As for every δ > 0 there is a
d > 0 such that 1− F (((1 + d)/d)1/2−γxα) < δ this completes the proof of (i).
(ii) For b = 1 we have that
P (τCLSm,1 < k
∗) = P
 sup
0≤t≤θ
∥∥∥∥(ÎCLSm )−1/2∑m+⌊mt⌋n=m+1 M̂CLSm,n∥∥∥∥
√
m
(
1 + ⌊mt⌋m
)( ⌊mt⌋
m+⌊mt⌋
)γ > xα

→ P
((
θ
1 + θ
)1/2−γ
sup
0≤t≤1
‖W(t)‖
tγ
> xα
)
= 1− F
((
1 + θ
θ
)1/2−γ
xα
)
∈ (0, α], m→∞.
If b > 1, then for every d ∈ R+ there is an m ∈ N such that mb−1θ > d meaning that for
large enough m we have
P (τCLSm,1 < dm) ≤ P (τCLSm,1 < k∗) ≤ P (τCLSm,1 <∞)→ α, m→∞.
As we have previously seen, for every d ∈ R+ it holds that
lim
m→∞P (τ
CLS
m,1 < dm) = 1− F
((
1 + d
d
)1/2−γ
xα
)
, m→∞.
Therefore, if b > 1 then limm→∞ P (τCLSm,1 < k
∗) = α as m → ∞, and this completes the
proof.
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