To act as an alternative to existing systems, image-based fiber length measurements must yield precise results in a reasonable amount of processing time. To be used as a calibration device for current systems, the processing time becomes less important than accuracy and precision. Here, we report on the accuracy and precision of image processing applications compared with existing methods of HVI, AFIS, and hand measurements. Further, we propose preferred system parameters for these two possible applications of the technology.
There are two primary applications of image technology to fiber length determination. The first is for developing a system to calibrate current cotton fiber length measurement devices. The second deals with a competing method of cotton fiber length evaluation that could displace the current technologies.
HVI is the official USDA method: every bale in the U.S. is measured by HVI. Holding length is one of the important error sources whenever a holding device is used to scan fibers to determine length parameters. HVI holding length is about 4.06 mm. With the start of the scan set point at 3.8 to 5.1 mm from the held point, the total unmeasured length is about 7.9 mm and the proportion of short fibers in the beard is smaller than in the population [4, 51. Individual fiber evaluation is not possible, and so calibration is difficult.
There are a number of error sources in AFIS measurements. There are fiber breaks in the opening unit between I% to 4% [l]. Fiber straightening, separation, and alignment are questionable. Only 9-33% of fibers are counted in the measurement unit [ 11, so there could be n bias for longer or shorter fibers.
For calibration, hand measurements of fiber length are possible for man-made fibers, but they are prohibitive with cotton because of the numbers of fibers that need to be evaluated. Additionally, as we point out in this paper, hand evaluation contains significant errors.
Certainly, opportunities exist for improvements in the calibration of current cotton fiber evaluation methods. Additionally, opportunities exist for the development of superior cotton fiber length distribution evaluation tech-nology in general. In this paper, we discuss the accuracy and precision of a vision-based system and propose some preferred parameters of the system with these two applications in mind.
Experiment a1
We have developed our own software to measure fiber length and monitor computer processing time, and we have used our system under varying testing conditions to determine the optimum processing methods and measurement conditions. Since cotton fibers are so variable and not easy to measure by hand, we use polyester fibers listed by the manufacturer as 38.1 mm long with approximately an 1 I-micron diameter.
A Kodak Ektapro Hi-Spec motion analyzer, used for image acquisition, is a CCD camera with 256 gray levels and a 238 X 192 pixel resolution (about 25 micron pixel size) that captures 50 frames per second. Signals from the camera are digitized in the processor, and the digitized data are transferred to the computer by National Instruments GPIB hardware and software. Fibers are hand-placed between glass slides in order to facilitate depth-of-field concerns and to demonstrate which level of fiber crossovers can be effectively dealt with by processing algorithms.
Our experimental design includes an incomplete factorial design with four factors and fifty-four treatments. The factors are lighting, resolution, preprocessing, and processing algorithms. For each treatment, fiber length and processing time are recorded. Each experimental condition includes a sample size of thirty to allow a length distribution to be deterniined.
Back-lighting and front-lighting are both used for different effects. In back-lighting, fibers block incident light, creating a shadow on the image, and are seen as darker on the bright background. For this reason, a relatively high resolution must be used with this method. In front-lighting, fibers reflect light from the surface, creating bright points on the darker background and allowing a lower resolution.
A beam splitter is used in the back-lighting technique in order to make a more collimated light source. In the case of the directional front-lighting technique, two 75 Watt narrow spot halogen light sources are mounted perpendicular to each other, approximately 30 cm from the measurement surface. Our experiments show that the best angular position of the light sources to the surface is about 10". ages. Back-lighting images are converted to negative images by reversing the gray level values.
We investigated the following resolutions: 37,57, 106, 185 micron pixels wide. In the 37 micron resolution, one polyester fiber length fits into approximately five frames, as in Figure 1A . Figure 1B is an image at 57 micron resolution, Figure 1C is 106 micron, and Figure 1D is 185 micron resolution per pixel. For the case of higher resolution images, an image construction technique is used to splice frames together by adding reference points on the image and subsequently matching them frame-toframe.
To prepare an image for analysis, it is important to improve the contrast through a thresholding procedure. Non-uniform light distribution across the images requires local thresholding instead of global thresholding in our preprocessing. Our decision criterion is whether the reference pixel has a higher gray level than the predetermined threshold value of one of the four sides or eight neighboring pixels (depending whether we are using four-or eight-neighborhood thresholding). A direct comparison of four-neighborhood (4N) and eight-neighborhood (8N) local thresholding gives us the two levels of preprocessing for this experimental design. For our work, we have chosen a "best" threshold gray level as the highest gray level difference that does not result in a broken skeleton in thirty images. When we apply the adding algorithm, we use a threshold value above this "best" value since, by definition, we are not as concerned with broken skeletons because the purpose of the adding algorithm is to mend them.
We have used three different processing algorithms to measure the fiber length after the images have gone through preprocessing, including outlining, thinning, and adding. Note that we use fiber images that are free of crossovers. Dealing with crossovers is complex and will not be addressed in this paper. An actual application of image processing for fiber length measurement may require a treatment of fiber crossovers depending on the method of fiber delivery to the camera.
The outline procedure is the sitnplest and most straightforward processing procedure, and it is also the fastest. It is simply a perimeter description of detected white points on the images. Once the total perimeter length has been determined, it is halved to give the final resulting fiber length measurement. Figure 3 shows an outline algorithm applied to the iniage of Figure 2. All images have been analyzed using the outlining technique.
An iterative thinning algorithm (erosion) has also been applied to all images. In the case of thinning, each block of white pixels is scanned repeatedly to remove successive layers until the fiber image is one pixel wide. The the thinning algorithm. In our application, we used dilation only once. All images were analyzed by the adding algorithm in combination with both the outlining and thinning procedures. Our results and discussion will focus on only the preferred arrangements: high resolution, back-lighting for highest precision and accuracy, and low resolution with front-lighting for faster processing time while retaining acceptable accuracy and precision. decision criterion to eliminate a pixel that has more than one and less than seven connection pixels is whether this elimination will create two distinct groups of white pixels on the image. Thinning requires considerably more processing time than outlining and produces some unwanted noise by creating short branches on the image. A cleaning algorithm eliminates branches from the main fiber image if they are less than five pixels long (this length is arbitrary and can be adjusted shorter or longer).
The adding algorithm (Figure 4 ) comprises dilation and erosion and is used to connect broken skeletons. White pixel groups are made to expand by adding an additional row of white pixels around the perimeter of the original image. After the process is repeated several times (dilation), the reverse process (erosion) is applied an equal number of times. If two groups of white pixels are connected during dilation, the connection is retained during erosion. The erosion algorithm works the same as
In addition to evaluating the mean fiber length by means of image processing, a skilled person measured thirty individual polyester fibers by hand from a population of fibers with 38.1 mm cut lengths. The fibers were also measured with HVI and AFIS. The Zellweger Uster Spinlab 900 high volume fiber test system was calibrated for man-made fiber length measurement. A Spinlab Fibrosampler 192 was used for sampling, and two sets of data with five replications were collected. The AFIS data set included three replications with 3000 fibers for a total of 9000 fiber measurements.
Results and Discussion
Hand-measurement results of thirty individual polyester fibers averaged 36.67 mm, with a range of 36-38 mm. The 95% confidence interval was 0.265 mm. All reported measurements were shorter than the given cut length (38.1 mm). We compared these data to other historical data from the same laboratory and determined that the confidence interval was consistent with past performance.
Ten mean length measurements were collected from two replications of HVI data. Average mean length was 34.925 mm, 3.175 mm lower than the given cut length. The confidence interval was calculated as 0.65 mm.
The AFIS average mean length was 34.04 mm, and the 2.5% span length was 42.16 mm, meaning the system actually measured some fibers as 4 mm longer than the stated cut length. SFC(II) was 0.5, meaning fifteen of 3000 fibers were measured shorter than 12.7 mm. Arguably, these numbers show the ability of AFIS to measure fiber length, since AFIS was designed specifically for cotton length measurement. It is expected to give significantly more accurate and precise results for cotton, especially since cotton fibers would not have the significant crimp of the polyester fibers used in this work.
Each of these systems measured the mean fiber length significantly differently than the others. Additionally, each system resulted in a relatively small confidence interval compared to the differences in mean length as measured by the various systems. In other words, there is a definite bias in all of the measurement systems including hand measurements. Arguably, the precision of the various systems is better than the accuracy. There are consistent error sources for each system, and we have discussed the HVI and AFIS error sources. Hand measurements tend to measure a mean length shorter than the given cut length. Since, in the manual method, fiber length is measured between the two catching points of a pair of tweezers, any handling error results in a negative bias, unless stretching occurs. Additionally, curvature in the textured polyester fibers should result in a measured length shorter than the cut length if one assumes that the fiber crimp cannot be. completely removed without stretching. As a result, we expect to find the handmeasured fiber length less than the given cut length. Yet to be determined is what the actual length is, given the possibility of viscoelastic effects shortening the fiber subsequent to cutting.
Length variation is very low for man-made fibers. With our system, the narrowest confidence interval was only +/-0.141 mm. The highest individual hand-measured value was 38 mm, which is evidence that the given cut length is correct, since all fibers should be cut at approximately the same length and it should be impossible to measure, by hand, a length greater than the fiber length without stretching.
IhlAGE-BASED SYSTEhl

High Resolirtiorr with Back-Liglitirzg
Using back-lighting and 37 micron resolution, the 4N and 8N thresholding applications produced significantly different results in length measurements for outlining, while with all other algorithms, the differences were not significant. The 8N thresholding caused significantly more analysis time for the outline and outline-adding algorithms. The adding algorithm significantly improved the accuracy and precision of the outlining method, while causing about 40% more analysis time. The confidence interval was reduced by the adding algorithm.
The thinning algorithm produced results superior to the outline algorithm in terms of both accuracy and precision, while the processing time was measured as more than double. Average length was measured as less than 40 mm, and the maximum individual fiber length was 1.5 mm over the given cut length.
Low Resolirtiori with Front-Lighrirzg
Using front-lighting with 106 micron resolution, thinning combined with adding resulted in mean lengths only 0.3 mm over the given cut length. Additionally, a few fiber lengths were shorter than the given cut length. Further analysis showed that, in some cases of 106 micron resolution, the dilation procedure made intrafiber connections, causing small loops on the images, which shortened the pixel path length, resulting in erroneously short length measurements.
Generally, 185 micron resolution did not produce desirable results. With a proper fiber delivery mechanism and a dust free environment, the authors believe that 185 micron resolution (and even lower) would give acceptable results.
ANALY s IS
All image-processing algorithms measured the fiber length as greater than the given cut length with the exception of 185-micron resolution-thinning-adding algorithms. In another words, the image processing algorithms produced inaccurately longer length measurements. There are several reasons for this, which we discuss next.
The first reason for the positive bias in that length d a p is random noise because of the poor performance of the camera. In a completely black image, randomly distributed pixels were detected with a gray level of between 0 and 10; ideally, all pixels should produce a 0 gray level. Any positive bias pixel higher than the gray level threshold value creates a white point on the image during preprocessing and represents a potential fiber. Most of the best threshold values for the outline algorithm were less than 10 gray levels, so many white pixels caused by noise should be expected in the images. Any noise connected to the fiber causes a positive bias in the fiber length measurement. Higher threshold values tend to reduce this noise from the images.
A second reason for the positive bias in fiber length measurement is lighting conditions. The maximum gray level in our camera was 255. To escape saturation, we held the brightest point on the images to about 230 gray levels for back-lighting images. Uneven lighting created gradually decreasing contrast, so that the lowest gray level value dropped to about 190 in an empty image. The polyester fiber diameter is about 11 microns, which is about one-third the pixel width at a 37-micron resolution.
Considering the case of back-lighting and 37 micron resolution, for a fiber to be resolved by one pixel, it should have created at least a 56 gray level (190 gray levels X 0.30 pixel per fiber width = 56 gray levels) difference from a neighboring empty pixel in the lowest contrast area. In the worst condition, when a fiber is split between two pixels, it should create a 28 gray level difference from a neighboring empty pixel and a maximum width of two pixels. However, the best threshold value was only eight, and a combination of lighting and poor camera performance created more than a two-pixel width in some cases.
Finally, digitization caused a positive bias in the fiber length measurements. A discrete representation of continuous lines tends to be measured longer than their real lengths with a chain code algorithm, unless the pixel size is large relative to curvature detail. The chain code algorithm is simply the method used to count the length of the perimeter (outlining or thinning method) of the white pixel block that defines the fiber image. It assigns a value of 1 to the distance between neighboring pixel centers that share an edge (even connection), and assigns a value of 1.41 to the distance between centers of neighboring pixels that share a comer (odd connection). Studying this effect, Dorst and Smeulders [2] consistently found a positive bias of 6.6% in arc length measurements. These researchers presented the following formula to correct for this effect in the case of an arc where 11, is the number of even and 11, the number of odd connections:
In the case of our measurements, we used the following formula:
Proffitt and Rosen [3] found a 5.3% positive bias in the measurement of straight lines with chain code compared to the real length. Our applications fit Dorst and Smeulders' [2] criteria in that the fibers deviated from straight lines because of an imposed 2D shape (crimp), which was large relative. to the pixel size.
The outline algorithm contained all these error sources, so that the length measurement results were 6 to 27% (all sets of experimental conditions) higher than the given cut length. The thinning algorithm tended to minimize error sources caused by poor camera performance and lighting conditions, while retaining the discretization error. Length measurement results with the thinning algorithm were consistently higher than the given cut length: between 3 to 5% for 37-micron and 57-micron resolutions. A correction factor of 5.3 to 6.6% for discretization error caused the length measurement results to be slightly shorter than the given cut length. Table I shows the results of our image processing fiber length measurement using Dorst and Smeulders' coefficients (Equation 1). The results show that our system measured fiber length slightly shorter than the given cut length in the case of thinning, and slightly greater than the given cut length in the case of outlining. This negative bias might be attributable to the over-smoothing characteristics of the thinning algorithm. Another explanation could be that the true fiber length was actually shorter than the given cut length due to viscoelastic effects.
We chose to focus on these two sets of experimental conditions, since we believe they represent the preferred conditions for the two proposed applications of the system. For the case of high accuracy and precision, with no concern for processing and measurement time, we propose back-lighting, 37-micron resolution, and thinning. For the case of a quick commercial system of fiber length determination, we propose front-lighting, 106 micron resolution, and outlining. Figure 5 shows the fiber length distribution for these two sets of experimental conditions compared to the other measurement methods. The highest precision of any method was with back-lighting, 37 micron, and 8N thresholding with thinning using Dorst and Smeulders' coefficients. This method also showed the highest accuracy, assuming the actual length is 38.1 mm or slightly less. Arguably (depending on the actual length), the second most accurate method (we include only our two preferred arrangements) was the image analysis system using front-lighting, 106 micron resolution with outlining and Dorst and Smeulders' coefficients.
Conclusions
Our results show that image processing can measure fiber length more accurately and more precisely than hand measurement with high-resolution images. Image processing seems to be the logical avenue for calibrating existing systems in the future. The applicability of this technology as a replacement for current fiber length measurement methods seems tied to the successful development of a fiber delivery mechanism. Still, individual fiber length measurement by image processing is superior to current technology in terms of accuracy and precision.
Our research shows that image processing might be the next fiber length measurement method depending on the development of an instrument to provide adequate sample preparation. There are many opportunities to improve results, both with hardware and software. Technological advancements are the main driving force of image processing applications. We used a 400 MHz computer for this research. For industrial applications, these characteristics can be specified more precisely and a camera can be used that is more suited to this specific application.
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