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Spectral Properties of the General β-Hermite and β-Laguerre Ensembles in the Limit β →∞.
Thesis directed by Prof. Brian Rider
In 2002, Dumitriu and Edelman introduced three ensembles of tridiagonal random matrix
models for a general parameter β > 0. These ensembles generalized the classical ensembles cor-
responding to β =1,2, or 4. The generalization of the behavior of the spectrum for two of these
models, the β-Hermite and β-Laguerre, in the regime of the largest or smallest eigenvalue, was
proved by Ramı´rez, Rider, and Vira´g in 2007.
This thesis describes the behavior of the spectrum of these two ensembles as β → ∞. It is
found that the eigenvalues become deterministic, fixing themselves at the roots of the Hermite or
Laguerre orthogonal polynomials. When β is large, but not infinite, the eigenvalues have first order
Gaussian fluctuations around these roots.
Laws of Large Numbers, Central Limit Theorems and the covariance structure for these eigen-
values are derived. Connections between the work of Dumitriu and Edelman and Ramı´rez, Rider,
and Vira´g are examined. Directions for future research and open problems are also discussed.
Dedication
To my wife, Adrienne, and our children, Aedan and Fiona.
vAcknowledgements
The Department of Mathematics here at CU has been an amazing home for these past five
years. Thank you to everybody who made this such a memorable experience. I would like to give
special thanks to all the members, past and present, of the CU Probability Group: Prof. Janos
Englander, Prof. Sergei Kuznetsov, Prof. Brian Rider, Prof. Chris Sinclair, Ben Katz-Moses, and
William Stanton.
Professor Sergei Kuznetsov taught the classes where I first encountered Probability and
Stochastic Processes. He has been a constant presence in my mathematical journey over the past
4 years. It has been a great pleasure and an honor to learn from such a distinguished Probabilist,
and I would like to give him my deepest thanks.
Professor Brian Rider has made the research phase of my Graduate studies the most exciting
and enjoyable intellectual experience of my life. I cannot adequately thank him for his generosity
of time, ideas, and inspiration. I am truly indebted to him for not only teaching me how to do
Mathematics, but also for showing me how to be a Mathematician.
Finally, I would like to thank my family. My parents support, love, and, lately, babysitting
has been invaluable. I can’t thank enough my parents-in-law for all of their help and love. And,
of course, to my wife Adrienne and our children, Aedan and Fiona: You have kept my heart as
active as my mind. I love you and I thank you for all the beauty and joy you’ve brought to my
life.
vi
Contents
Chapter
1 Introduction 1
2 Background Material 4
2.1 Basic Results for the Gaussian Ensemble . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Basic Results for the Laguerre Ensemble . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Tridiagonal Models of Dumitriu and Edelman. . . . . . . . . . . . . . . . . . . . . . 11
2.4 Edelman and Sutton conjectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Variational argument for the soft edge. . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.6 Integral operator for the hard edge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7 Dumitriu and Edelman β →∞ paper. . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Large β: Hermite Ensemble 24
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 β-Hermite as β →∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Commuting the limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 Random Differential Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4 Large β: Laguerre Ensemble 44
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 (β, a)-Laguerre with n fixed and β →∞. . . . . . . . . . . . . . . . . . . . . . . . . . 44
vii
4.3 (β, a)-Laguerre for n→∞ and β →∞ . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Commuting the limits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5 Transition from Hard Edge to Soft as a→∞. . . . . . . . . . . . . . . . . . . . . . . 58
5 Future Work and Open Problems 62
5.1 β → 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2 Resolvent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Bibliography 76
Chapter 1
Introduction
Random Matrix Theory (RMT) began in the work of mathematical statisticians in the 1920’s
on problems involving large sample covariance matrices. The subject did not develop much until
the mathematical physicist Eugene Wigner proposed in the 1950’s that the eigenvalues of large
random hermitian matrices could be used to model the scattering resonances of neutrons off of
heavy nuclei. This matched the experimental evidence incredibly well and the subject underwent
intense development in the mathematical physics community. It wasn’t until the 1990’s that the
subject started gaining the attention of the broader mathematical community, with one of the first
and most important breakthroughs being the discovery of a new class of probability distributions
named after their discoverers, Craig Tracy and Harold Widom. These Tracy-Widom distributions
have been shown to describe the limiting behavior for a vast array of diverse objects, and much
current research is devoted to explicating as many of their properties as possible.
In the physical context, the ensembles of random matrices that were studied were parame-
terized by one of the three values β = 1, 2, 4. These arose from the quantum mechanical properties
of the system under consideration. From a mathematical point of view, these three particular
values lead to eigenvalue particle systems that are known as Integrable, which means that all of
the correlation functions are explicitly computable. From a knowledge of the correlation functions,
very fine local limit theorems can be formulated. All of the statistical quantities of interest can be
recovered from the correlation functions, so having systems that are integrable is clearly very de-
sirable. Unfortunately, only those models with β = 1, 2, 4 are, and for many years all work focused
2exclusively on these three parameter values.
It was a huge breakthrough, then, when in 2002 Ioana Dumitriu and Alan Edelman introduced
ensembles of symmetric tridiagonal matrices whose joint eigenvalue densities were generalizations
to all β > 0, of the well-known and studied densities for β = 1, 2, 4. This allowed the obstacles to
development due to the lack of integrability to be bypassed, since the focus could now be on the
matrices themselves. Many of the “classical” results have been generalized to arbitrary β > 0. A
natural question presented itself: what happens in the limit as β →∞? This thesis provides some
answers to that question in two specific ensembles, the β-Hermite and the (β, a)-Laguerre.
Here is an outline of the rest of the thesis.
Chapter 2 contains the relevant preliminary mathematical results from RMT that this thesis
builds on. Unless the proof of the stated theorems are explicitly needed later on, they are merely
referenced. After a brief introduction to the key concepts and theorems concerning the Hermite and
Laguerre ensembles, the work of Dumitriu and Edelman on the Tridiagonal models is considered.
The Stochastic Differential Operator Conjectures of Edelman and Sutton are derived, and the work
of Ramı´rez, Rider, and Vira´g in proving the Edelman and Sutton conjectures is described. Finally,
the work of Dumitriu and Edelman on the limit as β → ∞ for finite n × n matrices from the
β-Hermite and (β, a)−Laguerre ensembles is presented. This chapter also serves to fix notation.
Chapter 3 contains results for the β-Hermite ensembles after the parameter β and then, n,
the size of the matrix, goes to infinity. These results include a Law of Large Numbers and Central
Limit Theorems for the convergence of the eigenvalues to the roots of Hermite polynomials. The
vector of eigenvalues for a fixed rank matrix converges to a multivariate Gaussian random variable
with explicit covariance matrix, as β → ∞. As the size of the matrix is taken to infinity, the
vector of eigenvalues converges to an infinite Gaussian process. The (infinite) covariance matrix is
calculated, and the asymptotic decay rates of the variance and covariance of the eigenvalues are
derived. Finally, it is shown that one can take the size of the matrix to infinity first and then let
β →∞, that is, that the β and n limits commute.
Chapter 4 follows the same blueprint as chapter 3, except it examines the Laguerre Ensembles.
3These ensembles depend on two parameters, a and β. The main results again are a Law of Large
Numbers and Central Limit Theorem for the eigenvalues. Covariance matrices in both the finite
dimensional and infinite dimensional settings are obtained. The question of commuting the β − n
limits is also explored, though, it proves to be much harder to analyze than in the β-Hermite case.
Finally, the transition from the (β, a)-Laguerre covariance matrix to the β-Hermite covariance
matrix as a→∞ is presented.
In Chapter 5, two related topics are examined. The first is the limiting spectral behavior
for these ensembles as β → 0. This situation is the exact opposite of the β → ∞ case already
considered in that now the randomness is becoming infinite. The conjectured behavior is that the
repulsion (and therefore structure) built into the eigenvalues is washed-out by the randomness, and
that the eigenvalues become a Poisson point process. The second section explores the possibility
of constructing a resolvent operator which would generalize the integral operator given in [RR09].
This is closely connected to properties of orthogonal polynomials, which are investigated in some
detail. There are a few original results and conjectures in this chapter, but they do not form a
cohesive whole the way that the β →∞ results do.
The heart of this thesis is found in chapters 3 and 4. If a given result is not explicitly
referenced it is original.
Chapter 2
Background Material
Random Matrix Theory (RMT) is concerned with the statistical properties of certain families,
called ensembles, of random matrices. These are matrices, H, whose entries are random variables.
For mathematical and physical reason, the matrices are assumed to have some sort of symmetry,
usually that H is symmetric, H = HT , if the entries are real random variables, or self-adjoint,
H = H∗, if the entries are complex random variables.
The spectral theory of random matrices studies the distribution of the eigenvalues as the
size of the matrix goes to infinity. In the global regime, one is interested in the empirical spectral
measure
µH,n(A) =
1
n
# {eigenvalues of H in A} , A ⊂ R. (2.1)
As the size of the matrix goes to infinity, µH,n ⇒ µH , where µH is a deterministic measure called
the limiting spectral measure.
In the local regime, the objects of interest are the spacings between eigenvalues, and, more
generally, the joint distribution of eigenvalues in an interval of order 1/n. In this regime, a distinc-
tion is made between bulk statistics, which pertain to intervals inside the support of the limiting
spectral measure µH , and edge statistics, which pertain to intervals near the boundary of the
boundary of the limiting spectral measure.
The two ensembles considered in this thesis are the Gaussian ensembles, also called the β-
Hermite ensembles, and the Wishart ensembles, also called the (β, a)-Laguerre ensemble. The
5following will provide a brief introduction to these ensembles, the main theorems concerning the
global and local behavior of the eigenvalues, and the more recent results that the research contained
in this thesis is based on.
2.1 Basic Results for the Gaussian Ensemble
Let {xi,j , yi,j}∞i,j=1 be i.i.d. standard Gaussian random variables. Consider the two collections
of n× n matrices, denoted H(β)n with β = 1, 2, of all matrices of the following forms:
X(1) =

√
2x1,1 x1,2 x1,3 . . .
x1,2
√
2x2,2 x2,3 . . .
...
. . . . . . . . .
. . . xn−2,n xn−1,n
√
2xn,n

(2.2)
and
X(2) =

x1,1
x1,2+iy1,2√
2
x1,3+iy1,3√
2
. . .
x1,2−iy1,2√
2
x2,2
x2,3+iy2,3√
2
. . .
...
. . . . . . . . .
. . .
xn−2,n−iyn−2,n√
2
xn−1,n−iyn−1,n√
2
xn,n

(2.3)
Let the law of these matrices be denoted by P (β)n . A random matrix X(β) ∈ H(β)n with law P (β)n is
said to belong to the Gaussian Orthogonal Ensemble (GOE) when β = 1 or the Gaussian Unitary
Ensemble (GUE) when β = 2. The fundamental result about the global behavior of the spectrum
for GOE and GUE is the following.
Theorem 2.1.1. (Wigner’s Semicircle Law [Wig55]) Let λn1 ≤ λn2 ≤ · · · ≤ λnn denote the
ordered eigenvalues of 1√
n
Xn, for Xn a GOE or GUE matrix. Then, with the convergence being
weakly almost surely,
lim
n→∞
1
n
n∑
i=1
δλni = σ(x) (2.4)
where σ(x) is the probability distribution on R with density
6σ(x) =
1
2pi
√
4− x21|x|≤2.
This is called the semicircle distribution.
Remark 1. Wigner’s theorem holds in much more generality than the version presented above. In
fact, other than the symmetry condition, the only assumptions needed are that the random variables
filling the matrix be i.i.d., mean zero, the off-diagonal entries have variance 1, and all have finite
moments. If these conditions are met, then Wigner’s theorem applies and the empirical measure
converges to the semicircle distribution. This is an example of what is known as universality.
To investigate the local behavior of the eigenvalues in GOE and GUE, the starting point is
the joint distribution of the eigenvalues. For any vector x = (x1, x2, . . . , xn), let
∆(x) = det({xj−1i }ni,j=1) =
∏
1≤i<j≤n
(xi − xj).
This is called the Vandermonde determinant. The joint distribution of eigenvalues is absolutely
continuous with respect to Lebesgue measure, with density given by
fβ(λ1, . . . , λn) = Zβ,n|∆(λ)|βe−
β
4
Pn
i=1 λ
2
i for β = 1, 2. (2.5)
Zβ,n is an explicitly known normalization constant. While this density function is well-defined for
all β > 0, when β = 1, 2, 4, it has many special properties. Perhaps the most important of these
concerns the correlation functions. Define the k-point correlation function, Rk(λ1, . . . , λk), as
Rk(λ1, . . . , λk) =
n!
(n− k)!
∫
fβ(λ1, . . . , λn)dλk+1 . . . dλn. (2.6)
These functions have the following interpretation:∫
B
R1(λ1)dλ1 = expectation of the number of eigenvalues in B (2.7)∫
B×B
R2(λ1, λ2)dλ1dλ2 = expectation of the number of pairs of eigenvalues in B, (2.8)
7and so on. Then, in theory, knowledge of all n-point correlation functions allows any statistical
quantity of interest concerning the eigenvalues to be calculated.
Using the theory of orthogonal polynomials and the representation of ∆(x) as a determinant,
it can be shown that
fβ(λ1, . . . , λn) = det (Kn(λi, λj))1≤i,j≤n , (2.9)
where
Kn(x, y) =
n−1∑
j=0
φj(x)φj(y), (2.10)
is called the kernel, and where φi(x) is an arbitrary polynomial. The proper choice for the family
φj(x) are the normalized Hermite polynomials. This is because of the presence of the weight,
e−x2/2 (in the β = 2 case), for the Hermite polynomials in (2.5). Using the properties of orthogonal
polynomials and some formulas relating integrals of determinant with determinants of integrals, it
can be shown that the kernels have the following ‘reproducing property,’∫
Kn(x, y)Kn(y, z)dy = Kn(x, z). (2.11)
This, combined with (2.6), gives the explicit formula
Rk(λ1, . . . , λk) = det (Kn(λi, λj))1≤i,j≤n (2.12)
for the n-point correlation functions. With this formula in hand, the statistical properties of the
spectrum now allow for fine analysis, leading to some remarkable theorems, the most important
being the Tracy-Widom distribution for the largest eigenvalue, presented here for GUE.
Theorem 2.1.2. (Tracy-Widom Distribution for GUE [TW94a]) Let λnn denote the largest
eigenvalue of a matrix from the Gaussian Unitary Ensemble. Then
lim
n→∞P
(
n2/3
(
λnn√
n
− 2
)
< t
)
= 1 +
∞∑
k=1
(−1)k
k!
∫ ∞
t
· · ·
∫ ∞
t
det (KAiry(xi, xj))i,j=1,...,k dx1 . . . dxk
(2.13)
8= exp
(
−
∫ ∞
t
(x− t)q(x)2dx
)
, (2.14)
where KAiry is the Airy Kernel defined by
KAiry(x, y) =
Ai(x)Ai′(y)−Ai(y)Ai′(x)
x− y , (2.15)
and where q is a solution to the Painleve´ II equation.
Remark 2. There are corresponding Tracy-Widom distributions for the GOE and GSE, given
in terms of integrals of solutions to other Painleve equations. There are also general β Tracy-
Widom laws, although there are not explicit formulas when β 6= 1, 2, or 4. These laws have emerged
as important new families of probability distribution due to their appearance in a wide-range of
situations.
Remark 3. When all the n-point correlation functions are computable, the system is called Inte-
grable, as mentioned in the Introduction. There is a vast body of literature and many well-developed
techniques for analyzing such systems. The prominence of the values β = 1, 2, 4 in the classical
results of RMT is that all of these systems are Integrable, and therefore amenable to analysis. For
values of β outside of 1, 2, 4, the systems are not Integrable, and this provided the primary obstacle
to the development of a general β theory.
Since the Gaussian Ensembles have global behavior that is governed by the Semicircle Law,
the behavior of the largest and smallest eigenvalue is symmetric, which means that the Tracy-
Widom distribution describes the behavior of the smallest eigenvalue as well. For reasons that will
be better understood in the context of the next section, these are called soft edges.
2.2 Basic Results for the Laguerre Ensemble
Let M = M(n) be a sequence of positive integers such that
lim
n→∞
M(n)
n
= a ∈ [1,∞) (2.16)
9Let An be an n×M(n) matrix with i.i.d. entries of mean zero, variance 1/n and satisfying
certain moment conditions. If the entries are real, then β = 1, while if they are complex, β=2.
Then the collection of n × n matrices Wn = AnATn is called the Wishart, or Laguerre, ensemble.
Since Wn is a positive matrix, all the (real) eigenvalues are greater than zero. The global spectral
behavior is given by the following theorem.
Theorem 2.2.1. (Marchenko-Pastur Distribution [MP67]) Let 0 < λn1 < λ
n
2 < . . . λ
n
n denote
the ordered eigenvalues of a Wishart matrix, Wn. Then, with the convergence being weakly, in
probability
lim
n→∞
1
n
N∑
i=1
δλni = Fa (2.17)
where Fa is a distribution function with density
fa(x) =
√
(x− b−)(b+ − x)
2pix
1[b−,b+](x) (2.18)
with b− ≡ (1−
√
a)2 and b+ ≡ (1 +
√
a)2.
Remark 4. This fa(x) is the Marchenko-Pastur distribution. The dependence on the parameter a
is clearly visible. This is a measure of the difference in size of the rectangular matrix An. When
a = 1, the matrices An are asymptotically square, and F1 is the image of the semicircle distribution
under the transformation x → x2. This law is another example of universality since there are no
restrictions, other than certain growth conditions, put on the distribution of the matrix entries.
The joint distribution of eigenvalues for the (β, a)-Laguerre ensemble is
fβ,a(λ1, . . . , λn) =
1
Zβ,a,n
|∆(λ)|β
n−1∏
k=0
λ
β
2
(a+1)−1
k e
−β
2
Pn
i=1 λi , (2.19)
where Zβ,a,n is an explicitly known normalization constant that depends on both β and a. Due to
the positivity of these matrices, the behavior of the smallest eigenvalue is very different from the
behavior of the largest. The smallest eigenvalue is constrained to be positive, and so it feels the
hard edge at the origin. The largest eigenvalue has no similar constraint, so it is said to be at the
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soft edge, just as in the Gaussian Ensembles, and it’s behavior is governed by the Tracy-Widom
distribution. The basic result describing the behavior of the smallest eigenvalue, for β = 2, is given
by the following theorem, also due to Tracy and Widom:
Theorem 2.2.2. (Tracy-Widom Hard Edge Distribution [TW94b]) Denote by λ0,a the
smallest (positive) eigenvalue of (β, a)-Laguerre ensemble, for β = 2. Then,
P (nλ0,a > t) = 1 +
∞∑
k=1
(−1)k
k!
∫ t
0
· · ·
∫ t
0
det (KaBessel(xi, xj))i,j=1,...,k dx1 . . . dxk (2.20)
= exp
(
−1
4
∫ t
0
log
(
t
x
)
p(x)2dx
)
(2.21)
where KaBessel is the Bessel Kernel defined by
KaBessel =
√
yJa(
√
x)J ′a(
√
y)−√xJa(√y)J ′a(
√
x)
x− y , (2.22)
and p(x) is a solution to the Painleve´ V equation.
Remark 5. For β = 1, 2, 4 these systems are Integrable in the sense described above. The deriva-
tions of the correlation functions will not be presented, but it again hinges upon orthogonal polyno-
mials, in this instance the Laguerre polynomials. This is due to the presence of the Laguerre weight,
xae−x (in the β = 2 case), in (2.19). This explains the terminology (β, a)-Laguerre ensemble. When
β 6= 1, 2, 4, the systems are not Integrable.
Finally, if the parameter a is taken to infinity after n → ∞, the hard edge “pulls” away
from the origin, and one sees the semicircle distribution. Explicitly, if λ0,2a denotes the smallest
eigenvalue of the (β, 2a)-Laguerre ensemble, then, for any β > 0,
Theorem 2.2.3. (Theorem 3 of [RR09]) With λ0,2a as above and TWβ the Tracy-Widom
distribution with parameter β,
a2 − λ0,2a
a4/3
⇒ TWβ, (2.23)
as a→∞.
11
This is saying that as a → ∞, the distribution of the smallest eigenvalue converges to the Tracy-
Widom distribution.
2.3 Tridiagonal Models of Dumitriu and Edelman.
Define the β-Hermite ensemble, for arbitrary β > 0, as the ensemble of all symmetric tridi-
agonal matrices
Aβ =
1√
2

N(0, 2) χ(n−1)β
χ(n−1)β N(0, 2) χ(n−2)β
. . . . . . . . .
χ2β N(0, 2) χβ
χβ N(0, 2)

(2.24)
where χi is a chi random variable (not chi-square), and N(0, 2) denotes a Gaussian with mean zero
and variance 2. Up to symmetry, all random variables are independent. The importance of this
ensemble is contained in the following theorem.
Theorem 2.3.1. (Theorem 2.12 of [DE02]) With the notation as above, for any β > 0, Aβ has
joint eigenvalue density
fHβ (λ1, λ2, . . . , λn) =
1
Zβ,n
∏
1≤i<j≤n
|λi − λj |βe−
Pn
i=1 λ
2
i /2. (2.25)
When β = 1, 2 this is exactly the G(O/U)E eigenvalue density function seen in (2.5).
The basic idea behind the proof is easiest to see in the particular case β = 1. Let Xn be
defined as in (2.2). Set ηn = Xn(1, 1)/
√
2. Let X(1,1)n be the matrix obtained from Xn by removing
the first row and first column, and let ZTn−1 = (Xn(1, 2), . . . , Xn(1, n)). Then X
(1,1)
n is independent
of Zn−1. Chose H˜n to be an orthogonal n−1×n−1 matrix such that H˜nZn−1 = (||Zn−1||2, 0, . . . , 0),
12
and let Yn−1 = ||Zn−1||2. Let
Hn =
1 0
0 H˜n
 . (2.26)
Then, the distribution of eigenvalues of HnXnHTn is the same as of Xn, but
HnXnH
T
n =

√
2ηn Yn−1 0n−2
Yn−1
Xn−1
0n−2

, (2.27)
where Xn−1 is distributed according to GOE and is independent of ηn and Yn−1. Iterating this
construction n− 1 times leads to the desired tridiagonal form.
Remark 6. One can always chose H˜n to be the Householder reflector H˜n = Id−2uuT /||u||22, where
u = Zn−1 − ||Zn−1||2(1, 0, . . . , 0). This was originally done, for β = 1, 2, in [Tro84].
The (β, a)-Laguerre ensemble is slightly more complicated. There are now two parameters,
β > 0 and a > −1. The (β, a)-Laguerre ensemble is defined as all matrices of the form Lβ,a =
Bβ,aB
T
β,a, where
Bβ,a =

χ(a+n)β
χ(n−1)β χ(a+n−1)β
. . . . . .
χβ χ(a+1)β

(2.28)
Again, the eigenvalues of the matrix Lβ,a have joint density function which generalizes the classical
cases:
Theorem 2.3.2. (Theorem 3.4 of [DE02]) For any β > 0 and a > −1, Bβ,a has joint eigenvalue
density given by
fLβ,a(λ1, λ2, . . . , λn) =
1
Zβ,a,n
∏
1≤i<j≤n
|λi − λj |β
n∏
i=1
λ
β
2
(a+1)−1
i e
−β
2
Pn
i=1 λi (2.29)
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It is worth remarking that the weights for the Hermite and Laguerre orthogonal polynomials are
explicit in these two expressions. This allows the theory of orthogonal polynomials to be brought
to bear, and also gives rise to the alternate names of these general-β ensembles.
2.4 Edelman and Sutton conjectures
In [ES07], Alan Edelman and Brian Sutton made the following conjectures connecting the
eigenvalues of the β-Hermite and (β, a)-Laguerre ensembles to the eigenvalues and singular values
of the following random differential operators.
Conjecture 1. As n → ∞, the rescaled and centered matrix n 16 (2√n Idn − Aβ) converges to the
following stochastic differential operator
Hβ = − d
2
dx2
+ x+
2√
β
b′(x). (2.30)
This was dubbed the Stochastic Airy Operator since the β =∞ limit corresponds to the determin-
istic Airy differential equation.
Conjecture 2. Let σk denote the k-th smallest singular value of the bidiagonal matrix Bβ,a. As
n → ∞, the family of rescaled singular values {√nσk} converges in law to the singular values of
the following random differential operator
Lβ,a = −
√
x
d
dx
+
a
2
√
x
+
1√
β
b′(x). (2.31)
This was tagged the Stochastic Bessel Operator on account of the β = ∞ limit having singular
values at the roots of the Bessel function of the first kind Ja(x).
The main reason why these are formal differential operators is the presence of the white noise
term. Recall that on a formal level, white noise is defined as the derivative of Brownian motion,
b′(t). In light of the non-differentiablity of Brownian motion, this leads to immediate problems. To
make sense of this derivative, one has to consider it as a distribution (generalized function, not in
the probabilistic sense). Then, since Brownian motion is continuous, b′(t) is defined as the random
14
distribution which maps ϕ ∈ C∞0
ϕ→
∫
ϕ(t)b′(t)dt =
∫
ϕ(t)db(t). (2.32)
The final integral is a well-defined Itoˆ integral, and it is distributed as N(0,
∫
ϕ2). This distribution
definition suggests that the appropriate way to handle the white noise terms is through integration,
and specifically, integration by parts. This will be discussed in more detail below.
For the purposes of what follows, only the details of the Stochastic Airy Operator will be
considered. The derivation of the Stochastic Bessel Operator is similar, and the full details can be
found in the original paper of Edelman and Sutton.
Start with Aβ, for a fixed n. By Wigner’s Semicircle Theorem 2.1.1, on average the largest
eigenvalue of this matrix is close to 2
√
n. Denote this eigenvalue by λn. Then in order to discover
the limiting behavior of λn, the appropriate rescaling and centering turn out to be
n1/6(2
√
nIdn −Aβ). (2.33)
Since the entries of the matrix decrease along the off-diagonal, and since it is the largest eigenvalue
that is being considered, one would expect most of the contribution to come from the upper-left
corner of the matrix, where the random variables are the largest. When n >> 1 is an integer, it
follows from the Central Limit Theorem that χn ∼
√
n + G with G a Gaussian random variable
with mean zero and variance 1/2. It follows that in the upper-left corner, where n >> k, the
off-diagonal entries are of the form
1√
β
χ(n−k)β ∼
√
n− k + 1√
2β
Gk ∼
√
n− k
2
√
n
+
1√
2β
Gk (2.34)
where the family {Gi}n−1i=1 are i.i.d. random variables distributed according to N(0, 1/2). Letting
{Ni}ni=1 denote i.i.d. standard Gaussian random variables, the rescaled and centered matrix can
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be written as
n1/6(2
√
nIdn −Aβ) ∼ n2/3

2 −1
−1 2 −1
−1 . . . . . .
. . . . . . −1
−1 2

+
1
2n1/3

0 1
1 0 2
2
. . . . . .
. . . . . . n− 1
n− 1 0

(2.35)
+
n1/6√
2β

2N1 G1
G1 2N2 G2
G2
. . . . . .
. . . . . . Gn−1
Gn−1 2Nn

(2.36)
The idea now is to consider these three matrices as finite difference approximations to operators. In
order to do this, assume that f is a twice differentiable function. On the finite mesh {h, 2h, 3h, . . .},
approximate f by fk ≡ f(kh). As the mesh size becomes smaller, fi becomes a better and better
approximation.
Now consider the action of each of the three matrices above on the discretized fi. The first,
n2/3

2 −1
−1 2 −1
−1 . . . . . .
. . . . . . −1
−1 2

(2.37)
is the negative of the discretized second derivative operator with h = n−1/3. As n→∞, this matrix
converges to − d2
dx2
. This leads to the first term in the Edelman-Sutton conjecture.
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The second matrix, after moving the n−1/3 inside, is
1
2

0 1
n1/3
1
n1/3
0 2
n1/3
2
n1/3
. . . . . .
. . . . . . n−1
n1/3
n−1
n1/3
0

. (2.38)
When the mesh size is small, fk and fk+1 are close together and the terms can be moved from the
off-diagonal to the main diagonal with negligible error. After this change, the second term becomes
1
n1/3
0
0 2
n1/3
0
0 3
n1/3
. . .
. . . . . .

(2.39)
On the mesh of size h = n−1/3, this matrix is the discretized version of multiplication by x. This
leads to the second term in the conjecture.
Finally, for the random term, consider the third matrix. Again, the off-diagonal terms can
be moved to the diagonal to give
n1/6√
2β

2N1 G1
G1 2N2 G2
G2
. . . . . .
. . . . . . Gn−1
Gn−1 2Nn

∼ 2n
1/6
√
β

g1 0
0 g2 0
0
. . . . . .
. . . . . . 0
0 gn

(2.40)
where the gi are i.i.d. standard Gaussians, independent from all of the other Gaussians. The point
now is that this matrix is a discretized version of the operator that multiplies f by 2/
√
βn1/6gi.
Now, n1/6gi ∼ N(0, n1/3) = N(0, h−1), again since our mesh size is h = n−1/3. Recalling the
definitions of Brownian motion, this gives
b(x+ h)− b(x)
h
∼ N(0, h−1) (2.41)
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and formally, for h small (so n large), the left-hand side of the above is the difference quotient
for the derivative of Brownian motion, b′(x). This completes the derivation of the Stochastic Airy
Operator.
2.5 Variational argument for the soft edge.
Let L∗ = {f : f(0) = 0 and ∫∞0 (f ′)2 + (1 + x)2f2dx < ∞}. Notice that L∗ ⊂ L2. In this
space one has the natural norm
||f ||2∗ =
∫ ∞
0
(f ′)2 + (1 + x)f2dx.
Define Hβ = − d2dx2 + x+ 2√β b′x, where b′ indicates white noise. This operator acts in the following
way
Hβf = −f ′′ + 2√
β
f + xf. (2.42)
This is called the Stochastic Airy Operator on account of the β = ∞ limit corresponding to the
Airy differential equation.
An element (ψ, λ) ∈ L∗ × R is an eigenfunction/eigenvalue pair for Hβ if ||ψ||2 = 1 and
ψ′′(x) =
2√
β
ψ(x)b′x + (x− λ)ψ(x)
where the above has to be interpreted in an ’integration-by-parts sense;’
ψ′(x) =
2√
β
ψ(x)bx +
∫ x
0
− 2√
β
byψ
′(y)dy +
∫ x
0
(y − λ)ψ(y)dy.
The Edelman-Sutton Stochastic Airy Operator conjecture is then proven by the following theorem.
Theorem 2.5.1. (Theorem 1.1 in [RRV]). With probability one, for each k ≥ 0 the set of
eigenvalues of Hβ has a well-defined (k + 1)st lowest element Λk. Moreover, let λ1 ≥ λ2 ≥ · · ·
denote the eigenvalues of β-Hermite ensemble. Then the vector(
n1/6(2
√
n− λl)
)
l=1,...,k
(2.43)
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converges in distribution as n→∞ to (Λ0,Λ1, . . . ,Λk−1).
The limit law of −Λ0(β) is called TWβ, since when β = 1, 2, 4 it leads to the classical Tracy-Widom
distribution for the distribution of the largest eigenvalue.
For the variational approach, it is more convenient to introduce a weak definition of eigen-
function/eigenvalue pairs. It takes the following form:
∫
φ′′fdx =
∫
(x− λ)φfdx+
∫ [∫ x
0
byf
′(y)dy − bxf(x)
]
φ′dx.
After an integration-by-parts this can be written
∫
φ′′fdx =
∫
(x− λ)φf − bf ′φ− bfφ′dx.
Let
Λ˜0 := inf{〈f,Hβf〉∗ : f ∈ L∗ and ||f ||2 = 1}.
Then Λ˜0 = Λ0, the smallest eigenvalue of Hβ. Working with the same variational principle, one
can also show that Λ˜k exists and is equal to the k-th smallest eigenvalue of Hβ, Λk.
2.6 Integral operator for the hard edge.
In the (β, a)-Laguerre case, the scaled eigenvalues converge with probability 1 to the eigen-
values of a random differential operator, Gβ,a, given by
−Gβ,a = exp[(a+ 1)x+ 2√
β
b(x)]
d
dx
{
exp[−ax− 2√
β
b(x)]
d
dx
}
. (2.44)
Here b(x) is a Brownian motion and a > −1 and β > 0. This operator generates the diffusion with
speed and scale measures
m(dx) = e−(a+1)x−
2√
β
b(x)
dx (2.45)
s(dx) = eax+
2√
β
b(x)
dx. (2.46)
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It is possible to invert Gβ,a, which gives the integral operator
(G−1β,aψ)(x) ≡
∫ ∞
0
(∫ x∧y
0
e
az+ 2√
β
b(z)
dz
)
ψ(y)e−(a+1)y−
2√
β
b(y)
dy. (2.47)
This is the resolvent operator (λ − Gβ,a)−1 at λ = 0. With this, the Stochastic Bessel conjecture
becomes the following theorem:
Theorem 2.6.1. (Theorem 1 of [RR09]) With probability one, when restricted to the positive
half-line with Dirichlet conditions at the origin, Gβ,a has discrete spectrum comprised of simple
eigenvalues 0 < Λ0(β, a) < Λ1(β, a) < · · · ↑ ∞. Moreover, with now, 0 < λ0 < λ1, · · · < λn, the
ordered (β, a)-Laguerre eigenvalues,
{nλ0, nλ1, . . . , nλk} ⇒ {Λ0(β, a),Λ1(β, a), . . . ,Λk(β, a)} (2.48)
(jointly in law) for any fixed k <∞ as n ↑ ∞.
2.7 Dumitriu and Edelman β →∞ paper.
In the paper [DE05], Dumitriu and Edelman consider the spectrum of a fixed n × n matrix
from the β-Hermite or (β, a)-Laguerre as β → ∞. In the thermodynamical context, where β
corresponds to inverse temperature, this limit has the interpretation of the system of n particles
freezing into place. Mathematically, as β → ∞ the eigenvalues (in this case there are only n),
become deterministic, freezing at the roots of the Hermite or Laguerre polynomials, for the β-
Hermite and the (β, a)-Laguerre ensembles, respectively. When β is very large but not infinite, the
eigenvalues have a Gaussian distribution to the first order around the roots of the corresponding
orthogonal polynomials.
Most of the results in [DE05] are based on the following two lemmas:
Lemma 2.7.1. (Theorem 4.4 in [Dem97])
Let A and B be n×n symmetric matrices, and let  > 0. Assume A has all distinct eigenvalues.
Let M = A+ B + o(), where o() denotes a matrix in which every entry goes to 0 faster than .
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Let λi(X) denote the ith eigenvalue of X, for 1 ≤ i ≤ n. Finally, let Q be an eigenvector matrix
for A. Then
lim
→0
1

(λi(M)− λi(A)) = QTi BQi
where Qi is the ith column of Q.
Lemma 2.7.2. Let r > 0 and let X be a random variable with χr distribution. Then as r →∞ the
p.d.f. of X −√r converges uniformly on any fixed interval to the p.d.f. of a normal distribution of
mean 0 and variance 1/2.
While both the β-Hermite and (β, a)-Laguerre ensembles are considered in detail in [DE05],
only the main results for the β-Hermite ensemble will be presented in any detail here. The modifica-
tions to the (β, a)-Laguerre which are not straight-forward will be remarked upon in the appropriate
place.
For the β-Hermite results that follow, let n be fixed and denote by h(n)1 , . . . , h
(n)
n the roots of
the nth normalized Hermite polynomial Hn(x). Let Aβ be a matrix from the β-Hermite ensemble,
rescaled by 1/
√
2nβ:
Aβ =
1√
2
1√
2nβ

N(0, 2) χ(n−1)β
χ(n−1)β N(0, 2) χ(n−2)β
. . . . . . . . .
χ2β N(0, 2) χβ
χβ N(0, 2)

(2.49)
Let H be the n× n symmetric tridiagonal matrix which encodes the three-term recurrence for the
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normalized Hermite polynomials.
H =
1√
2

0
√
n− 1
√
n− 1 0 √n− 2
√
n− 2 0
. . .
0
√
1
√
1 0

(2.50)
The eigenvalues of H are the roots of the nth Hermite polynomial Hn(x) and the eigenvector
corresponding to the ith eigenvalue is given by
vi =

Hn−1(h
(n)
i )
−Hn−2(h(n)i )
...
(−1)n−1H1(h(n)i )
(−1)nH0(h(n)i )

(2.51)
Remark 7. In [DE05], the ±1’s are omitted from the entries of the eigenvector. Technically
speaking, in this situation Lemma 2.7.1 can’t be used. However, because these entries become the
coefficients of Gaussian random variables, this doesn’t affect the end result.
Finally, let
Z =

Mn Nn−1
Nn−1 Mn−1 Nn−2
Nn−2 Mn−2
. . .
M2 N1
N1 M1

(2.52)
where Mi ∼ N(0, 1) and Ni ∼ N(0, 1/4), with all random variables being mutually independent,
up to the symmetry.
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Theorem 2.7.3. (3.1 of [DE05]) Let λi(Aβ) be the ith largest eigenvalue of Aβ, for any fixed
1 ≤ i ≤ n. Then,
lim
β→∞
λi(Aβ) =
1√
2n
h
(n)
i (2.53)
and
lim
β→∞
√
β
(
λ1(Aβ)− 1√
2n
h
(n)
1 , λ2(Aβ)−
1√
2n
h
(n)
2 , . . . , λn(Aβ)−
1√
2n
h(n)n
)
=
1√
2n
G (2.54)
where G ≡ (G1, G2, . . . , Gn) is a n-variate Gaussian with covariance matrix
Cov(Gi, Gj) =
∑n−1
l=0 H
2
l (h
(n)
i )H
2
l (h
(n)
j ) +
∑n−2
l=0 Hl+1(h
(n)
i )Hl(h
(n)
i )Hl+1(h
(n)
j )Hl(h
(n)
j )
(
∑n−1
l=0 H
2
l (h
(n)
i ))(
∑n−1
l=0 H
2
l (h
(n)
j ))
. (2.55)
The convergence here is of p.d.f.’s, uniformly on any fixed interval in Rn.
The proof of this is based on the following lemma.
Lemma 2.7.4. (3.2 of [DE05]) With the definitions introduced above,
lim
β→∞
√
2nβAβ −
√
βH = Z. (2.56)
This follows by applying Lemma 2.7.2 to the entries of the matrix
√
2nβAβ −
√
βH. Then, entry
by entry,
lim
β→∞
√
2nβ
(
Aβ − 1√
2n
H
)
= Z. (2.57)
This is saying that the appropriately scaled and centered entries of Aβ converge in distribution to
Gaussian random variables. It then follows from the Skorohod Embedding Theorem (see [EK86])
that there exists a probability space on which all of the random variables are defined and such that
the convergence is almost sure. From this, and the fact that eigenvalues are continuous functions
of matrix entries, it follows that
λi(Aβ) = λi
(
1√
2n
H +
1√
2nβ
Z
)
+ o(1). (2.58)
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After applying (2.53) of Theorem 2.7.3 and Lemma 2.7.1 to this expression, the result is
λi(Aβ) =
1√
2n
h
(n)
i +
1√
2nβ
vTi Zvi
vTi vi
+ o(1). (2.59)
Recalling what vi and Z are leads to the following
√
β
(
λi(Aβ)− 1√
2n
h
(n)
i
)
=
1√
2n
∑n−1
l=0 H
2
l (h
(n)
i )Ml+1 + 2
∑n−1
l=1 Hl(h
(n)
i )Hl−1(h
(n)
i )Nl∑n−1
l=0 H
2
l (h
(n)
i )
+ o(1).
(2.60)
This means that the scaled and centered random variable on the left-hand side is Gaussian with
mean zero and variance σ2, with
σ2 =
1
2n
∑n−1
l=0 H
4
l (h
(n)
i ) +
∑n−1
l=1 H
2
l (h
(n)
i )H
2
l−1(h
(n)
i )(∑n−1
l=0 H
2
l (h
(n)
i )
)2 (2.61)
Note that in going from (2.60) to (2.61), the 2 in front of the second sum is absorbed into the Nl’s,
since these are Gaussian random variables with variance 1/4.
Consider now the vector
√
β
(
λ1(Aβ)− 1√
2n
h
(n)
1 , . . . , λn(Aβ)−
1√
2n
h(n)n
)
. (2.62)
The same reasoning as used above leads to the following generalization:
lim
β→∞
√
β
(
λ1(Aβ)− 1√
2n
h
(n)
1 , . . . , λn(Aβ)−
1√
2n
h(n)n
)
=
1√
2n
G (2.63)
where G is a n-variate Gaussian with covariance matric Σ given by
Σij =
∑n−1
l=0 H
2
l (h
(n)
i )H
2
l (h
(n)
j ) +
∑n−2
l=0 Hl+1(h
(n)
i )Hl(h
(n)
i )Hl+1(h
(n)
j )Hl(h
(n)
j )
(
∑n−1
l=0 H
2
l (h
(n)
i ))(
∑n−1
l=0 H
2
l (h
(n)
j ))
. (2.64)
Chapter 3
Large β: Hermite Ensemble
3.1 Introduction
After a section on the general set-up for the work that follows, LLN and CLT results for the
eigenvalues will be established. For a n×n matrix, this will give a n-dimensional vector of random
eigenvalues which will be shown to be Gaussian. The covariance matrix will be computed in terms
of sums of Hermite polynomials. Then we will take n → ∞ and compute the continuum limit
of the finite sums. This will turn out to involve integrals of Airy functions. The asymptotics of
this infinite dimensional covariance matrix will be investigated. Finally, it will be shown that the
limits in terms of the parameter β and the matrix size n commute. That is, the following diagram
commutes:
β <∞, n <∞ n→∞ //
β→∞

Theorem 2.5.1
β→∞

Theorem 2.7.3 n→∞ // Theorem 3.2.2
3.2 β-Hermite as β →∞
The main results of this chapter are presented. Throughout this chapter, n will denote a
quantity that goes to zero as n→∞.
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Theorem 3.2.1. (Law of Large Numbers) Let Aβ be a matrix from the n × n β-Hermite
ensemble, scaled by 1/
√
2nβ, and let λi(Aβ) be the ith largest eigenvalue of Aβ. Then
lim
n→∞ limβ→∞
n2/3(λi(Aβ)− 1) = ai31/32 , (3.1)
where ai is the ith largest root of the Airy function, Ai(x).
Proof. By Theorem 2.7.3, limβ→∞ λi(Aβ) = 1√2nh
(n)
i , so using the following asymptotic expansion
for h(n)i (see [Sze03]),
h
(n)
i → (2n+ 1)1/2 + 6−1/3(2n+ 1)−1/6ai (3.2)
leads to
1√
2n
hi =
1√
2n
((2n+ 1)1/2 + 6−1/3(2n+ 1)−1/6ai) (3.3)
=
(2n+ 1)1/2
(2n)1/2
+
ai
61/3(2n+ 1)1/6(2n)1/2
. (3.4)
The last expression above becomes
1√
2n
hi = 1 +
ai
61/322/3n2/3
+ n. (3.5)
Combining these results yields
λi(Aβ) = 1 +
ai
31/32n2/3
+ n, (3.6)
and the proof follows.
Theorem 3.2.2. (Central Limit Theorem) Let Aβ be a matrix from the n × n β-Hermite
ensemble, scaled by 1/
√
2nβ, and let λi(Aβ) be the ith largest eigenvalue of Aβ. Then,
lim
n→∞ limβ→∞
n2/3
√
β
(
λ1(Aβ)− 1√
2n
h
(n)
1 , λ2(Aβ)−
1√
2n
h
(n)
2 , . . . , λn(Aβ)−
1√
2n
h(n)n
)
= G˜, (3.7)
where G˜ ≡ (G˜1, . . . , G˜n, . . .) is an infinite Gaussian random vector with covariance matrix Σ˜, with
Σ˜ij = Cov(G˜i, G˜j) =
∫∞
0 Ai
2(x+ ai)Ai2(x+ aj)dx
(
∫∞
0 Ai
2(x+ ai)dx)(
∫∞
0 Ai
2(x+ aj)dx)
. (3.8)
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Since the proof of (3.7) relies on (3.8), the covariance result will be proved first. The proof
is quite long, so it will be broken into smaller pieces, as follows.
(1) Convergence of the first sum in the numerator, i = j:
lim
n→∞
n−1∑
l=0
H4l (h
(n)
i ) =
∫ ∞
0
Ai4(x+ ai)dx. (3.9)
(2) Convergence of the second sum in the numerator, i = j:
lim
n→∞
n−2∑
l=0
H2l+1(h
(n)
i )H
2
l (h
(n)
i ) =
∫ ∞
0
Ai4(x+ ai)dx. (3.10)
(3) Convergence of the sum in the denominator, i = j:
lim
n→∞
(
n−1∑
l=0
H2l (h
(n)
i )
)2
=
(∫ ∞
0
Ai2(x+ ai)dx
)2
. (3.11)
(4) Convergence of the ratio of the sums when scaled by n2/3, i = j:
lim
n→∞n
2/3
∑n−1
l=0 H
4
l (h
(n)
i ) +
∑n−2
l=0 H
2
l+1(h
(n)
i )H
2
l (h
(n)
i )(∑n−1
l=0 H
2
l (h
(n)
i )
)2 =
∫∞
0 Ai
4(x+ ai)dx(∫∞
0 Ai
2(x+ ai)dx
)2 . (3.12)
(5) Finally, it will be shown that the case i 6= j involves only a slight modification of the pre-
ceding argument, thereby completing the calculation of all terms of the covariance matrix.
The starting point in the derivation of the covariance matrix is the expression,
Cov(Gi, Gj) =
∑n−1
l=0 H
2
l (h
(n)
i )H
2
l (h
(n)
j ) +
∑n−2
l=0 Hl+1(h
(n)
i )Hl(h
(n)
i )Hl+1(h
(n)
j )Hl(h
(n)
j )
(
∑n−1
l=0 H
2
l (h
(n)
i ))(
∑n−1
l=0 H
2
l (h
(n)
j ))
. (3.13)
When i = j, this simplifies to
V ar(Gi) = Cov(Gi, Gi) =
∑n−1
l=0 H
4
l (h
(n)
i ) +
∑n−2
l=0 H
2
l+1(h
(n)
i )H
2
l (h
(n)
i )(∑n−1
l=0 H
2
l (h
(n)
i )
)2 (3.14)
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Proof of (1): The roots of Hermite polynomials have asymptotic expansion, (see [Sze03]),
h
(n)
i = (2n+ 1)
1/2 + 6−1/3(2n+ 1)−1/6ai + n. (3.15)
The terms under consideration are the lth Hermite polynomials evaluated at roots of the nth
Hermite polynomial. This means that to use the above asymptotics, h(n)i must be rewritten in
terms of h(l)i and ∆
n
l , where ∆
n
l is a correction term. Explicitly,
h
(n)
i = (2n+ 1)
1/2 + 6−1/3(2n+ 1)−1/6ai +O(n) = (2l + 1)1/2 − 2−1/23−1/3l−1/6(ai + ∆nl ),
(3.16)
from which it follows that
ai + ∆nl =
(2n+ 1)1/2 − (2l + 1)1/2 + 6−1/3(2n+ 1)−1/6ai
2−1/23−1/3l−1/6
. (3.17)
Using the Plancherel-Rotach asymptotic estimate for Hl(x) (see [Sze03]),
e−x
2/2Hl(x) =
31/321/4
pi
l−1/12(Ai(t) +O(l−2/3)) (3.18)
gives
e−(h
(n)
i )
2/2Hl(h
(n)
i ) = c× l−1/12Ai(ai + ∆nl ). (3.19)
This leads to
H2l (h
(n)
i ) = c× e(h
(n)
i )
2
l−1/6Ai2(ai + ∆nl ), (3.20)
H4l (h
(n)
i ) = c× e2(h
(n)
i )
2
l−1/3Ai4(ai + ∆nl ), (3.21)
where c is a constant that doesn’t depend on l, different in each line. For the time being, ignore
the c× e2(h(n)i )2 ; it needlessly complicates the notation and it will be addressed below.
Since the above asymptotic estimates only hold in the regime where l is close to n, the sum
should be broken into two pieces, one for large l and the other for small l. More precisely, write
n−1∑
l=0
H4l (h
(n)
i ) =
n−Cn1/3∑
l=0
H4l (h
(n)
i ) +
n−1∑
l=n−Cn1/3+1
H4l (h
(n)
i ). (3.22)
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Changing variables, l = n−m, gives
n−1∑
l=0
H4l (h
(n)
i ) =
Cn1/3∑
m=1
H4l (h
(n)
i ) +
n∑
m=Cn1/3+1
H4l (h
(n)
i ). (3.23)
Notice that the first sum now corresponds to values that are near n.
It will now be shown that
lim
n→∞
Cn1/3∑
m=1
(n−m)−1/3Ai4(ai + ∆kn−m) =
∫ C
0
Ai4(ai + x)dx, (3.24)
and
lim
n→∞
n∑
m=Cn1/3+1
(n−m)−1/3Ai4(ai + ∆nn−m) = 0. (3.25)
Letting C →∞ will complete the derivation of the integrals.
Since the transition is from sums to integrals, it will be helpful to recall the definition of a
Riemann sum ([BO99]):
lim
N→∞
N−1∑
n=0
f(t¯n)(tn+1 − tn) =
∫ b
a
f(t)dt,
where f(t) is continuous, t¯n is any point in the interval tn ≤ t¯n ≤ tn+1, and tn = a + n(b− a)/N .
In what follows, f(t) = Ai4(t), tn = n/k1/3, so tn+1 − tn = 1/k1/3, N = Ck1/3, and a = 0, b = C.
With the current notation, this becomes
lim
n→∞
Cn1/3∑
m=1
(n−m)−1/3Ai4(ai + ∆nn−m) = limn→∞
Cn1/3∑
m=1
(n)−1/3Ai4(ai + ∆nn−m) + o(n), (3.26)
since in this regime (n−m)−1/3 = n−1/3(1 +m/n+O(n−2) and m/n→ 0 as n→∞.
To complete the criteria for a Riemann sum, it must be shown that ∆nn−m = O(mn−1/3).
Now,
∆nn−m =
(2n+ 1)1/2 − (2(n−m) + 1)1/2 + 6−1/3(2n+ 1)−1/6ai
2−1/23−1/3(n−m)−1/6 − ai (3.27)
=
(2n+ 1)1/2 − (2(n−m) + 1)1/2 + 6−1/3(2n+ 1)−1/6ai − 2−1/23−1/3(n−m)−1/6ai
2−1/23−1/3(n−m)−1/6
(3.28)
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= n1/6((2n+ 1)1/2 − (2n− 2m+ 1)1/2) + o(n), (3.29)
since 6−1/3(2n+ 1)−1/6 = 2−1/23−1/3(n+ 1/2)−1/6. This gives
∆nn−m = n
1/6((2n+ 1)1/2 − (2n− 2m+ 1)1/2) (3.30)
= n2/3
((
1 +
1
2n
)1/2
−
(
1 +
1
2n
− m
n
)1/2)
(3.31)
= n2/3
m
n
+O(n−4/3) = mn−1/3 + o(n). (3.32)
using the Binomial expansion truncated at the terms of order O(n−2). Since m runs from 1 to
Cn1/3, the term ∆nn−m is t¯m.
Putting this all together,
lim
n→∞
Cn1/3∑
m=1
n−1/3Ai4(ai + ∆nn−m) =
∫ C
0
Ai4(ai + x)dx.
The final step is to let C →∞.
Now it must be shown that the other sum decays to 0. In this sum, l is small compared to n,
or in terms of the other index, m is large. If l is small ∆nl is large, so Ai(ai + ∆
n
l ) looks like Ai(x)
as x→∞. The asymptotics for the Airy function as x→∞ is given by (see [BO99])
Ai(x) ≈ 1
2
pi−1/2x−1/4e−(2/3)x
3/2
, (3.33)
so
Ai4(x) ≈ 1
16pi2
1
x
e−(8/3)x
3/2
. (3.34)
Then in this regime, the limiting sum is
lim
n→∞
n−Cn1/3∑
l=1
1
l1/3
1
l1/6((2n+ 1)1/2 − (2l + 1)1/2)e
−(8/3)(l1/6((2n+1)1/2−(2l+1)1/2). (3.35)
Since l is small compared to n, this sum is asymptotically
lim
n→∞ e
−n3/4
n−Cn1/3∑
l=1
1
l1/2((2n+ 1)1/2 − (2l + 1)1/2) , (3.36)
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Replace the summand by the term which maximizes it and sum over that constant term. The sum
will only contribute something that is polynomial in n, while the term out front is exponential in
−n. This exponential term will dominate the polynomial term and the limit will be zero.
Proof of (2): A modification of the above argument can be used on the other sum in the numerator.
Consider
lim
n→∞
n−2∑
l=0
H2l+1(h
(n)
i )H
2
l (h
(n)
i ) (3.37)
The asymptotics give
H2l+1(h
(n)
i ) = (l + 1)
−1/6Ai2(ai + ∆nl+1)⇒ (n−m− 1)−1/6Ai2(ai + ∆nn−m−1) +O(n), (3.38)
and
H2l (h
(n)
i ) = (l)
−1/6Ai2(ai + ∆nl )⇒ (n−m)−1/6Ai2(ai + ∆nn−m) +O(n). (3.39)
Putting these together gives
lim
n→∞
Cn1/3∑
m=0
(n−m− 1)−1/6Ai2(ai + (m+ 1)n−1/3)(n−m)−1/6Ai2(ai +mn−1/3). (3.40)
In the regime of interest, limn→∞(n−m− 1)/n = 1 and the ai + (m+ 1)n−1/3 corresponds
to the right endpoint of the Riemann sum interval and the ai + mn−1/3 term corresponds to the
left endpoint. Since the location of the points in the interval in Riemann sums doesn’t matter, this
is equivalent to
lim
n→∞
Cn1/3∑
m=0
n−1/3Ai2(ai + m¯)Ai2(ai + m¯) =
∫ C
0
Ai4(x+ ai)dx. (3.41)
Proof of (3): For the denominator, the argument must be modified since the sums are of the form(
n−1∑
l=0
H2l (h
(n)
i )
)2
, (3.42)
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and the summand only involves the product of two Hermite polynomials. This will change the
scaling in the Riemann sum. First, since x→ x2 is a continuous function,
lim
n→∞
(
n−1∑
l=0
H2l (h
(n)
i )
)2
=
(
lim
n→∞
n−1∑
l=0
H2l (h
(n)
i )
)2
. (3.43)
Using the same asymptotics as above, except for H2l (h
(n)
i ) instead of H
4
l (h
(n)
i ), leads to(
n−1∑
l=0
H2l (h
(n)
i )
)2
=
(∑
l−1/6Ai2(ai + ∆nl )
)2
. (3.44)
Again, the only contribution to the Riemman sum comes from the regime where l ∼ n, so this can
be written as  n∑
l=n−Cn1/3
H2l (h
n
i )
2 =
 n∑
l=n−Cn1/3
l−1/6Ai2(ai + ∆nl )
2 (3.45)
=
 n∑
l=n−Cn1/3
n−1/6Ai2(ai + ∆nl )
2 +O(n). (3.46)
Since ∆nl = O(n
−1/3), the above sum doesn’t have the right scaling. To address this, multiply and
divide by n−1/6. n∑
l=n−Cn1/3
n1/6n−1/6n−1/6Ai2(ai + ∆nl )
2 = n1/3
 n∑
l=n−Cn1/3
n−1/3Ai2(ai + ∆nl )
2 . (3.47)
Now the sum will converge to the appropriate integral. The extra n1/3 term will be dealt with next.
Proof of (4): In the Plancherel-Rotach asymptotic expansion (3.18), there is a term of the form c×
e2(h
(n)
i )
2
. The same constant arises in both sums in the numerator and the sum in the denominator.
Since this term doesn’t depend on l it can be brought out of all of the sums, and they cancel out.
This is why they have been omitted in the preceding calculations.
Recall that we are trying to prove
lim
n→∞ limβ→∞
n2/3
√
β
(
λ1(Aβ)− 1√
2n
h
(n)
1 , λ2(Aβ)−
1√
2n
h
(n)
2 , . . . , λn(Aβ)−
1√
2n
h(n)n
)
= G, (3.48)
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By Theorem 2.7.3 on page 22, the β limit leads to
lim
β→∞
√
β
(
λ1(Aβ)− 1√
2n
h
(n)
1 , λ2(Aβ)−
1√
2n
h
(n)
2 , . . . , λn(Aβ)−
1√
2n
h(n)n
)
=
1√
2n
G. (3.49)
Substituting the right-hand side into the expression containing the n limit gives
lim
n→∞
1√
2
n2/3
n1/2
G = lim
n→∞
1√
2
n1/6G (3.50)
Since G is Gaussian, the n1/6/
√
2 is squared when calculating the variance of (n1/6/
√
2)G ≡ G˜.
This then gives the following expression for the variance at finite n:
V ar(G˜i) = Cov(G˜i, G˜i) =
n1/3
2
∑n−1
l=0 H
4
l (h
(n)
i ) +
∑n−2
l=0 H
2
l+1(h
(n)
i )H
2
l (h
(n)
i )(∑n−1
l=0 H
2
l (h
(n)
i )
)2 . (3.51)
From the work above, this becomes
n1/3
2
2
∑
n−1/3Ai4(ai + ∆nl )
n1/3
(∑
n−1/3Ai2(ai + ∆nl )
)2 . (3.52)
The extra n1/3 in the denominator that was the byproduct of the Riemann sum scaling is canceled
by the n1/3 in the numerator. Taking the limit then gives
lim
n→∞
n1/3
2
2
∑
n−1/3Ai4(ai + ∆nl )
n1/3
(∑
n−1/3Ai2(ai + ∆nl )
)2 = limn→∞
∑
n−1/3Ai4(ai + ∆nl )(∑
n−1/3Ai2(ai + ∆nl )
)2 , (3.53)
but the proofs of (1), (2), and (3) above show that
lim
n→∞
∑
n−1/3Ai4(ai + ∆nl )(∑
n−1/3Ai2(ai + ∆nl )
)2 =
∫∞
0 Ai
4(x+ ai)dx(∫∞
0 Ai
2(x+ ai)dx
)2 (3.54)
This completes the proof for i = j
Proof of (5): Finally, turn to the situation i 6= j. The only difference is that at the there are now
two different Hermite roots, h(n)i and h
(n)
j . All of the asymptotics used before can still be used,
except that now there will be two Airy roots, ai and aj . Everything with the Riemann sums is
exactly the same, up to a change of indices in the appropriate places. So, the end result is
Cov(G˜i, G˜j) =
∫∞
0 Ai
2(x+ ai)Ai2(x+ aj)dx(∫∞
0 Ai
2(x+ ai)dx
) (∫∞
0 Ai
2(x+ aj)dx
) , (3.55)
and this completes the proof for all entries of the covariance matrix.
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Proof of (3.7). To prove that two infinite Gaussian vectors are the same in law, it is enough to
prove equality in law for any finite subcollection. Since the components are Gaussian, this means
showing that the mean and covariance are equal. To do this, take any k entries from the left-hand
side of (3.7), and the corresponding entries from the right hand side. Denote these as
Gk =
(
λi1(Aβ)−
1√
2n
h
(n)
i1
, λi2(Aβ)−
1√
2n
h
(n)
i2
, . . . , λik(Aβ)−
1√
2n
h
(n)
ik
)
(3.56)
G˜k = (G˜i1 , . . . , G˜ik). (3.57)
Then, by Theorem 2.7.3, the covariance of (3.56) is given by a k × k matrix of sums of Hermite
polynomials evaluated at h(n)ij for j = 1, . . . , k. By the proof of (3.8), these sums converge to
integrals of Airy functions as n → ∞. But that is precisely the covariance structure for (3.57) by
definition. Since both of the vectors have mean zero, they have the same distribution. Since this
holds for any arbitrary finite collection, the proof is complete.
Now the asymptotics of the covariance matrix will be computed.
Theorem 3.2.3. (Asymptotics of Covariance Matrix) With the same assumptions as above,
for i fixed and j →∞,
Cov(Gi, Gj) = O(j−2/3). (3.58)
Along the main diagonal, as i→∞,
V ar(Gi) = Cov(Gi, Gi) = O(i−1/3). (3.59)
The proofs of these results will be presented separately.
Proof of (3.58). For a fixed i, there are i roots of Ai2(x + ai) along the positive x-axis, including
the one at x = 0. As j → ∞, Ai2(x + aj) becomes highly oscillatory, but the oscillations are
confined to lie under an appropriate scaled version of Ai2(x + ai). Since the Airy function decays
(see [OLBC10]) as
Ai(z) =
e−
2
3
z3/2
z1/4
+ o(z2/3), (3.60)
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the only portion of the integrand that will make a contribution to the value of the integral lies
between the origin and the beginning of the exponential decay. See figures 3.1.
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Figure 3.1: Graph of Ai2(x+ a10)Ai2(x+ a2500)
The question now is to find the appropriate scaling. The behavior of aj is given by (see [OLBC10]),
aj = −T
(
3
8
pi(4j − 1)
)
(3.61)
where
T (t) = t
2
3
(
1 +
5
48
t−2 − 5
36
t−4 + · · ·
)
(3.62)
As j →∞, the asymptotic behavior of Ai2(x+ aj) is given by
1
pi(x+ aj)
1
2
sin2
(
2
3
(x+ aj)
3
2 +
1
4
pi
)
, (3.63)
but since x << aj in the region under consideration due to the exponential decay, as j → ∞, the
x+ aj terms can be replaced by the first order term of the asymptotic expansion for aj . This leads
to
Ai2(x+ aj) =
1
pi
((
3
8pi(4j − 1)
) 2
3
) 1
2
sin2
(
2
3
(x+ aj)
3
2 +
1
4
pi
)
(3.64)
=
1
pi
(
3
8pi(4j − 1)
) 1
3
sin2
(
2
3
(x+ aj)
3
2 +
1
4
pi
)
(3.65)
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Figure 3.2: Comparison of scaled Ai2(x+ a10) and Ai2(x+ a10)Ai2(x+ a2500)
Since the sine term is highly oscillatory in j and the prefactor term decays in j, the scaling should
be chosen to be this prefactor term, see figure 3.2.
Due to the highly oscillatory behavior of the integrand in j, the area under the graph of this
function is bounded between the maximum and minimum values of the sin2 term. This means that
the total area under the graph is bounded above by the scaling term. This leads to the following
estimate
∫∞
0 Ai
2(x+ ai)Ai2(x+ aj)dx
(
∫∞
0 Ai
2(x+ ai)dx)(
∫∞
0 Ai
2(x+ aj)dx)
≤
1
pi( 38pi(4j−1))
1
3
∫∞
0 Ai
2(x+ ai)dx
(
∫∞
0 Ai
2(x+ ai)dx)(
∫∞
0 Ai
2(x+ aj)dx)
(3.66)
=
1
pi( 38pi(4j−1))
1
3
(
∫∞
0 Ai
2(x+ aj)dx)
(3.67)
=
1
pi
(
3
8pi(4j − 1)
) 1
3 (Ai′(aj))2
(3.68)
To complete the asymptotic analysis, the behavior of Ai′(aj) needs to be understood. Using
the asymptotic expansion (see [OLBC10])
Ai′(aj) = (−1)j−1V
(
3
8
pi(4j − 1)
)
(3.69)
where
V (t) = pi
−1
2 t
1
6
(
1 +
5
48
t−2 − 1525
4608
t−4 − · · ·
)
(3.70)
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leads to the following first order approximation:
(Ai′(aj))2 ≈ pi−1
(
3
8
pi(4j − 1)
) 1
3
(3.71)
Putting this into (3.68) gives
σ2ij ≤
1(
3
8pi(4j − 1)
) 2
3
(3.72)
as j →∞, which completes the proof.
Proof of (3.59). Using the first mean value theorem for infinite integrals (see [GR94]), gives∫∞
0 Ai
4(x+ ai)dx(∫∞
0 Ai
2(x+ ai)dx
)2 =
∫∞
ai
Ai2(x)Ai2(x)dx(∫∞
ai
Ai2(x)dx
)2 (3.73)
=
µ
∫∞
ai
Ai2(x)dx(∫∞
ai
Ai2(x)dx
)2 (3.74)
=
µ∫∞
ai
Ai2(x)dx
(3.75)
=
µ
(Ai′(ai))2
(3.76)
where m ≤ µ ≤M , with m,M the minimum and maximum value of Ai2(x+ ai) over [0,∞).
Using again (3.71), this is
σ2ii =
µ
(Ai′(ai))2
(3.77)
=
µ
pi−1
(
3
8pi(4i− 1)
) 1
3
+ o(i−11/6) (3.78)
=
c
(4i− 1)) 13
+ o(i−11/6) (3.79)
as i→∞, which completes the proof.
3.3 Commuting the limits
The main result of this section establishes that the β and n limits commute.
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Theorem 3.3.1. Let  = 2/
√
β. Let (Λ, f) be the eigen-pair corresponding to , and let (Λ, f) be
the eigen-pair corresponding to  = 0. Then,
lim
→0
Λ − Λ

=
∫ ∞
0
f2db. (3.80)
Switching from  back to 2√
β
, this limit becomes
lim
β→∞
√
β(Λ2/√β − Λ)
2
=
∫ ∞
0
f2db. (3.81)
The right hand side of (3.81) is a Gaussian random variable with mean zero and variance∫ ∞
0
(f2)2dx =
∫ ∞
0
f4(x)dx (3.82)
Recalling that f(x) is the normalized Airy function, this is∫∞
0 Ai
4(x+ a1)dx(∫∞
0 Ai
2(x+ a1)dx
)2 (3.83)
This is the same expression that was found by taking β → ∞ and then n → ∞, establishing that
the limits commute.
Remark 8. Dumitriu and Edelman’s scaling differs from Ramı´rez, Rider, and Vira´g’s by a factor
of 1/2. This is why the 2 shows up in the denominator of the expression above. This makes the
two scalings the same.
Proof. Define
Γ(f, g) =
∫ ∞
0
f ′(x)g′(x)dx+
∫ ∞
0
xf(x)g(x)dx+ 
∫ ∞
0
f(x)g(x)b′(x)dx (3.84)
with  = 2√
β
.
Recall that a pair (Λ, f) is an eigen-pair if it satisfies
Λ
∫ ∞
0
ϕ(x)f(x)dx = Γ(ϕ, f) (3.85)
for any ϕ ∈ C∞0 .
The variational characterization is given in terms of the bilinear form 〈·, H·〉 on C∞0 × L∗.
In what follows, this bilinear form needs to be extended to act on L∗ × L∗. But this is exactly
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the content of Proposition 2.4 in [RR09]. With this bilinear form now extended to L∗ × L∗, the
variational characterization of eigen-pairs, (3.85) holds for any ϕ ∈ L∗.
Consider the family {f} with  → 0. For each value of , f ∈ L∗ and is bounded, since
it is an eigenfunction. This means that the entire family is in bounded in L∗, so there exists a
subsequence that converges to some f ∈ L∗ in the following ways: f → f in L2, f ′ → f ′ weakly in
L2, f → f uniformly on compact sets, and fn → f weakly in L∗.
Using these modes of convergence,
〈f, f〉H = ||f||2∗ − ||f||22 − 
(∫ ∞
0
F (f, bx)dx
)
(3.86)
⇒ ||f ||2∗ − ||f ||22 (3.87)
with the convergence being weakly in L∗. F (f, bx) is a function of f and bx such that for any
δ > 0, there exists a random variable X such that∣∣∣∣(∫ ∞
X
F (f, bx)dx
)∣∣∣∣ ≤ δ||f||∗. (3.88)
Now it will be shown that the limiting function f is the eigenfunction corresponding to  = 0.
Assume that f is not an eigenfunction, but that f0 is. Then by the variational definition,
Λ = 〈f0, f0〉H0 ≤ 〈f, f〉H0 . (3.89)
Using (3.86), (3.88), and Fatou’s Lemma,
〈f, f〉H0 ≤ lim inf
→0
〈f, f〉H + δK = Λ + δK, (3.90)
but since δ is arbitrary, this implies that
〈f, f〉H0 ≤ Λ. (3.91)
This combined with (3.89) and the uniqueness of eigenfunctions shows that f = f0 is an eigenfunc-
tion for  = 0. This shows that the family {f} converges weakly as  → 0 to the eigenfunction
f .
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With these two preliminary results established, turn to the following expression:
Γ(f, f − f) = Γ(f, f)− Γ(f, f) (3.92)
= Λ
∫ ∞
0
f2 dx− Λ
∫ ∞
0
ffdx (3.93)
= Λ − Λ
∫ ∞
0
ffdx. (3.94)
This is well-defined since it has been shown that the variational characterization of eigen-pairs now
holds for “test” functions taken from L∗, and f ∈ L∗ for all . This can also be expanded as
follows.
Γ(f, f − f) = Γ0(f, f − f) + 
∫ ∞
0
f2 db− 
∫ ∞
0
ffdb (3.95)
= Γ0(f, f)− Γ0(f, f) + 
∫ ∞
0
f2 db− 
∫ ∞
0
ffdb (3.96)
= Γ(f, f)− Λ
∫ ∞
0
ffdx− 
∫ ∞
0
ffdb (3.97)
= Λ − Λ
∫ ∞
0
ffdx− 
∫ ∞
0
ffdb. (3.98)
Equating these two expansions gives
Λ − Λ
∫ ∞
0
ffdx = Λ − Λ
∫ ∞
0
ffdx− 
∫ ∞
0
ffdb (3.99)
−Λ
∫ ∞
0
ffdx = −Λ
∫ ∞
0
ffdx− 
∫ ∞
0
ffdb (3.100)
(Λ − Λ)
∫ ∞
0
ffdx = 
∫ ∞
0
ffdb. (3.101)
Using the convergence established above,
lim
→0
Λ − Λ

=
∫ ∞
0
f2db. (3.102)
This convergence is almost sure. This completes the proof.
Remark 9. Recall from Theorem 2.5.1 that the largest eigenvalue of the β-Hermite ensemble
converges to the smallest eigenvalue of the Stochastic Airy Operator. That is why Λ is paired with
f ≡ f1(x) = Ai(x+ a1)/Ai′(a1) in the limit above.
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This result can be extended by considering the kth smallest eigenvalue, Λk−1, = Λ(k− 1, ).
In the above setting, the eigenvalue under consideration was Λ0,. Proceeding by the exact same
argument, it can be shown that
lim
→0
Λ(k − 1, )− Λ(k − 1, 0)

=
∫ ∞
0
f2kdb, (3.103)
where
fk(x) =
Ai(x+ ak)
Ai′(ak)
. (3.104)
The Brownian motion in all of the expressions is the same since it comes from the Brownian
term in the bilinear form. Combining this with the a.s. convergence of the individual eigenvalues
gives convergence in distribution for any finite collection of eigenvalues. Since it has been shown
that the covariance structure is given by the same integrals that arise when β → ∞ and then
n→∞, this leads to the following corollary:
Corollary 3.3.2. Let Λ,i denote the i + 1th smallest eigenvalue of the Stochastic Airy Operator.
Then, for any fixed k,
lim
→0
1

(Λ,0 − Λ0,0, . . . ,Λ,k−1 − Λ0,k−1) = G˜, (3.105)
jointly in law, where G˜ = (G1, . . . , Gk) is a k-variate Gaussian vector with covariance structure
given by (3.8). This is precisely the covariance structure found by taking β → ∞ first and then
letting n→∞.
3.4 Random Differential Operator
Given the eigenvalue problem Lf = λMf , there is a formal perturbation approach to deter-
mining the eigenvalues. Assume that L and M can be decomposed into deterministic and random
parts as L = L0 + αL1, M = M0 + βM1, where a 0 subscript indicates the deterministic part and
the 1 subscript the random part, and the α and β are the perturbation parameters. Assume that
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the following expansions are valid:
λ =
∞∑
j,k=0
λjkα
jβk (3.106)
f(x) =
∞∑
j,k=0
fjk(x)αjβk. (3.107)
Substituting the expansions into the original equation and equating coefficients gives the following
system of equations:
L0f00 = λ00M0f00 (3.108)
L0f10 + L1f00 = λ00M0f10 + λ10M0f00 (3.109)
... (3.110)
L0frs + L1fr−1,s = λrsM0f00 +
r∑
j=0
s−1∑
k=0
λjk(M0fr−j,s−k +M1fr−j,s−k−1) (3.111)
The first equation is deterministic, and λ00 and f00 correspond to an eigenvalue/eigenvector
pair for the deterministic equation. Let λ00 := µ, f00(x) := φ(x). Solving the next set of equations
gives
λ10 =
(L1φ, φ)
(M0φ, φ)
, λ01 = −µ(M1φ, φ)(M0φ, φ) , (3.112)
where
(f, g) :=
∫ b
a
f(x)g(x) dm(x), (3.113)
denotes the inner-product on the Hilbert space L2[dm(x), [a, b]].
This then gives a perturbation expansion for λ:
λ = µ+
(L1φ, φ)
(M0φ, φ)
α− µ(M1φ, φ)
(M0φ, φ)
β + . . . , (3.114)
where the dots indicate higher-order terms.
If φ is normalized with respect to the quadratic form defined by H(u) := (M0u, u), that is,
(M0φ, φ) = 1, then the above expansion reduces to
λ = µ+ (L1φ, φ)α− µ(M1φ, φ)β + . . . . (3.115)
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Remark 10. It must be noted that the material presented here constitutes a purely formal argument.
Nothing can be “proved” using it, at least not in any rigorous sense. These kinds of methods often
are helpful to get some feeling for what the correct answer should be, and then other means are
needed to actually prove that the formal answer is actually correct.
To derive the first-order behavior of the eigenvalues of the β-Hermite ensemble using this
method, start with the formal random differential operator
− d
2
dx2
+ x+
2√
β
b′ (3.116)
where  = 2/
√
β.
Let
L0 = − d
2
dx2
+ x (3.117)
and
L1 = b′. (3.118)
The eigenvalue problem for this operator is,
(L0 + L1)f = λf. (3.119)
The solution to the deterministic equation L0f = λf is given by Airy functions shifted by Airy
roots. In order to normalize the eigenfunction, we have to solve the following equation for c:
c2
∫ ∞
0
Ai2(x+ ai)dx = 1, (3.120)
and since ∫ ∞
0
Ai2(x+ ai)dx = (Ai′(ai))2, (3.121)
it follows that
c =
1
Ai′(ai)
. (3.122)
Therefore, the i-th normalized eigenfunction is
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fi(x) =
Ai(x+ ai)
Ai′(ai)
.
Using the theory outlined above,
λi = µ+ 〈L1f, f〉 (3.123)
from which it follows that
λi − µ = 〈L1f, f〉 (3.124)
= 
∫ ∞
0
b′f2(x)dx (3.125)
= 
∫ ∞
0
f2(x)db. (3.126)
Then,
lim
→0
λi − µ

=
∫ ∞
0
f2(x)db, (3.127)
which becomes
lim
β→∞
√
β(λi − µ)
2
=
∫ ∞
0
f2(x)db, (3.128)
after the change of parameter  = 2/
√
β. This the same limit found in (3.81), up to notation.
Chapter 4
Large β: Laguerre Ensemble
4.1 Introduction
This chapter will follow the same outline as the previous one. Starting with the tridiagonal
model of Dumitriu and Edelman for the (β, a)-Laguerre ensemble, LLN and CLT results for the
eigenvalues of a fixed rank matrix of size n × n as β → ∞ will be derived. This is based on the
same paper of Dumitriu and Edelman that was the main source for the results in the previous
chapter. Unfortunately, for the (β, a)-Laguerre ensemble, these results have a number of errors. As
the interested reader can find all of the original results in [DE05], this paper will not reproduce
them in any detail. What will be done is to present the correct form of the results with detailed
proof. Once the correct finite rank covariance matrix has been derived, the continuum limit will be
found in terms of integrals of Bessel functions. The asymptotic behavior of the covariance matrix
will then be investigated. Finally, the question as to whether the β and n limits commute will be
explored.
4.2 (β, a)-Laguerre with n fixed and β →∞.
In what follows, a > −1 is fixed, and l(n)1 , . . . , l(n)n are the roots of the nth Laguerre polynomial
of parameter a, which is denoted Lan. The matrices, Bβ, are drawn from the (β, a)-Laguerre
ensemble, of size n× n, and scaled by 1/nβ.
Consider the following n× n matrices:
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La =

n+ a
√
n+ a
√
n− 1
√
n+ a
√
n− 1 2(n− 1) + a √n+ a− 1√n− 2
√
n+ a− 1√n− 2 2(n− 2) + a
. . .
√
3 + a
√
2
√
3 + a
√
2 4 + a
√
2 + a
√
1
√
2 + a
√
1 2 + a

and
Ba =

√
n+ a
√
n− 1 √n+ a− 1
. . . . . .
√
2
√
a+ 2
√
1
√
a+ 1

Note that La = BaBTa .
The eigenvalues of La are the n roots of Lan(x). For notational clarity, these will be denoted
as li, 1 ≤ i ≤ n, the dependence on n and a being omitted. The corresponding eigenvector is
wi =

La+1n−1(li)
−La+1n−2(li)
...
(−1)nLa+11 (li)
(−1)n+1La+10 (li)

Using Lemmas 2.7.1 and 2.7.2 leads to,
λi(Bβ) = λi
(
1
n
La +
1
n
√
2β
(BaZT + ZBTa )
)
+ o
(
1√
β
)
(4.1)
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λi(Bβ) =
1
n
li +
1
n
√
2β
wTi (BaZ
T + ZBTa )wi
wTi wi
+ o
(
1√
β
)
(4.2)
where
Z =

Mn
Nn−1 Mn−1
. . . . . .
N2 M2
N1 M1

(4.3)
with all Mi and Nj independent standard Gaussian random variables.
From (4.2), the following result is immediate.
Lemma 4.2.1. (part of Theorem 4.1 of [DE05]) Let λi(Bβ) be the ith largest eigenvalue of
Bβ, for any fixed 1 ≤ i ≤ n. Then, as β →∞,
λi(Bβ)→ 1
n
li. (4.4)
This result will be needed below.
Returning to the derivation of the covariance matrix, since wTi BaZ
Twi = wTi ZB
T
a wi, (4.2)
can be rewritten as
λi(Bβ) =
1
n
li +
√
2
n
√
β
wTi BaZ
Twi
wTi wi
+ o
(
1√
β
)
(4.5)
A computation gives
wTi BaZ
Twi =
√
a+ 1(La+10 (li))
2M1 +
n−1∑
m=1
((
√
a+ 1 +mLa+1m (li)−
√
mLa+1m−1(li))L
a+1
m (li))Mm+1
(4.6)
+
n−1∑
m=1
((−√a+ 1 +mLa+1m (li) +
√
mLa+1m−1(li))L
a+1
m−1(li))Nm. (4.7)
Another computation gives
wTi wi =
n−1∑
m=0
(La+1m (li))
2. (4.8)
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From this, it follows that
√
β
(
λi(Bβ)− 1
n
li
)
=
√
2
n
√
a+ 1(La+10 (li))
2M1 + Sum1 + Sum2∑n−1
m=0(L
a+1
m (li))2
(4.9)
where
Sum1 =
n−1∑
m=1
((
√
a+ 1 +mLa+1m (li)−
√
mLa+1m−1(li))L
a+1
m (li))Mm+1 (4.10)
Sum2 =
n−1∑
m=1
((−√a+ 1 +mLa+1m (li) +
√
mLa+1m−1(li))L
a+1
m−1(li))Nm (4.11)
Let
λ˜i ≡
√
β
(
λi(Bβ)− 1
n
li
)
. (4.12)
Then each λ˜i is a linear combination of the 2n − 1 i.i.d. standard Gaussian random variables
{Mi}ni=1 and {Ni}n−1i=1 . Let Λ ≡ (λ˜1, . . . , λ˜n) and M = (M1, . . . ,Mn, N1, . . . , Nn−1). From the
theory of multivariate Gaussian random variables,
Λ = AM (4.13)
where the n× (2n− 1) matrix A has entries given by
aim =

(
√
a+1+m−1La+1m−1(li)−
√
m−1La+1m−2(li))La+1m−1(li)Pn−1
n=0(L
a+1
n (li))2
if 1 ≤ m ≤ n
(
√
a+1+m−nLa+1m−n(li)−
√
m−nLa+1m−n−1(li))La+1m−n−1(li)Pn−1
n=0(L
a+1
n (li))2
if n+ 1 ≤ m ≤ 2n− 1
This means that the n-variate random vector Λ is Gaussian with mean zero and covariance matrix
Σ = AAT .
Use the identity
La+1n (x) =
√
n+ a+ 2La+2n (x)−
√
nLa+2n−1(x) (4.14)
to rewrite
−√nLa+1n−1(li) = Lan(li)−
√
n+ a+ 1La+1n (li). (4.15)
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Then the covariance matrix simplifies to
Σij =
1(∑n−1
m=0(L
a+1
m (li))2
)(∑n−1
m=0(L
a+1
m (lj))2
) ((a+ 1)(La+10 (li))2(La+10 (lj))2
+
n−1∑
m=1
Lam(li)L
a
m(lj)L
a+1
m (li)L
a+1
m (lj) +
n−1∑
m=1
Lam(li)L
a
m(lj)L
a+1
m−1(li)L
a+1
m−1(lj)
)
.
This completes the proof of the following
Theorem 4.2.2. Let λi(Bβ) be the ith smallest eigenvalue of Bβ, for any fixed 1 ≤ i ≤ n. Then
lim
β→∞
√
β
(
λ1(Bβ)− 1
n
l1, λ2(Bβ)− 1
n
l2, . . . , λn(Bβ)− 1
n
ln
)
=
√
2
n
G (4.16)
where G ≡ (G1, G2, . . . , Gn) is a centered n-variate Gaussian random vector with covariance matrix
Σij =
1(∑n−1
m=0(L
a+1
m (li))2
)(∑n−1
m=0(L
a+1
m (lj))2
) ((a+ 1)(La+10 (li))2(La+10 (lj))2 (4.17)
+
n−1∑
m=1
Lam(li)L
a
m(lj)L
a+1
m (li)L
a+1
m (lj) +
n−1∑
m=1
Lam(li)L
a
m(lj)L
a+1
m−1(li)L
a+1
m−1(lj)
)
.
The convergence here is of p.d.f.’s, uniformly on any fixed product of intervals.
Remark 11. While the proof of this theorem presented above follows almost exactly the proof in
[DE05], it must be pointed out that the results presented in that paper are incorrect. This is due to
the fact that they did not use the correct eigenvector when they used Lemma 2.7.1 on page 19. The
eigenvector used in their paper is
w˜i =

La+1n−1(li)
La+1n−2(li)
...
La+11 (li)
La+10 (li)

, not wi =

La+1n−1(li)
−La+1n−2(li)
...
(−1)nLa+11 (li)
(−1)n+1La+10 (li)

(4.18)
This same simplification was made in the β-Hermite case as well, but there it caused no harm,
because the minus sign could be absorbed into the Gaussian random variables. In this case, the
minus signs affects the coefficients of the Gaussians, which aren’t single orthogonal polynomials as
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they were in the Hermite case, but instead the difference of Laguerre polynomials. This can’t be
absorbed into the Gaussian, because now the absolute value of the coefficients has been changed.
Remark 12. The order of matrix multiplication, BBT or BTB, should have no effect on the
spectrum of the resulting tridiagonal matrix. Indeed, this was one of the original indications that
the work in [DE05] was not quite right. A few words will be said here about this situation.
Start with the given eigenvalue problem: BBTwi = λwi. Multiplying on the left by BT
changes it to BTB(BTwi) = λ(BTwi). Then the eigenvector for BTB is given by vi = BTwi, which
can be simplified using Laguerre relations to
vi =

Lan−1(lai,n)
−Lan−2(lai,n)
...
(−1)nLa1(lai,n)
(−1)n+1La0(lai,n)

The eigenvalues are the same, and this eigenvector has the nice property that the order of the
Laguerre polynomials is the same as the order of the roots.
Because of the relationship between wi and vi, (4.2) can also be written as
λi(Bβ) ∼ 1
n
lai,k +
1
n
√
2β
vTi B
−1(BZT + ZBT )(B−1)T vi
vi(BTB)−1vi
∼ 1
n
lai,k +
1
n
√
2β
vTi (Z
T (B−1)T +B−1Z)vi
vi(BTB)−1vi
and this can be analyzed in the manner described above. It should be noted that B−1 is a lower
triangular matrix, so the resulting computations become much more involved.
4.3 (β, a)-Laguerre for n→∞ and β →∞
The main results of this chapter are:
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Theorem 4.3.1. (Law of Large Numbers) Let λi be the ith smallest eigenvalue of the n × n
matrix Bβ and let ji,a be the ith positive root of Ja(x). Then
lim
n→∞ limβ→∞
n2(λi(Bβ)) =
j2i,a
4
. (4.19)
Proof. From Lemma 4.2.1,
lim
β→∞
λi(Bβ) =
1
n
li. (4.20)
Using the asymptotic formula for the roots of Laguerre polynomials (see [Sze03]),
lim
n→∞nli =
j2i,a
4
. (4.21)
Combining these two limits completes the proof.
In the case of the smallest eigenvalue, the above theorem shows that it converges to the first positive
root of the Bessel function of order a. As n → ∞, this root is converging to zero while always
staying positive. This illustrates the hard constraint at the origin.
Theorem 4.3.2. (Central Limit Theorem) Let λi be the ith smallest eigenvalue of the n × n
matrix Bβ and let ji,a be the ith positive root of Ja(x). Then,
lim
n→∞ limβ→∞
n2
√
β
(
λ1(Bβ)− 1
n
l1, λ2(Bβ)− 1
n
l2, . . . , λn(Bβ)− 1
n
ln
)
= G˜, (4.22)
where G˜ ≡ (G˜1, . . . , G˜n, . . .) is an infinite Gaussian random vector with covariance matrix Σ˜, where
Σ˜ik = Cov(G˜i, G˜k) =
ji,ajk,a
∫ 1
0 Ja(ji,a
√
x)Ja(jk,a
√
x)Ja+1(ji,a
√
x)Ja+1(jk,a
√
x)dx(∫ 1
0 J
2
a+1(ji,a
√
x)dx
)(∫ 1
0 J
2
a+1(jk,a
√
x)dx
) (4.23)
As in the β-Hermite case, the proof of (4.22) follows from the proof of (4.23) and the finite
n result, Theorem 4.2.2. Since the details are exactly analogous to the previous case, they will not
be repeated here.
To prove (4.23), start with the covariance matrix for a fixed n:
Σij =
1(∑n−1
m=0(L
a+1
m (li))2
)(∑n−1
m=0(L
a+1
m (lj))2
) ((a+ 1)(La+10 (li))2(La+10 (lj))2
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+
n−1∑
m=1
Lam(li)L
a
m(lj)L
a+1
m (li)L
a+1
m (lj) +
n−1∑
m=1
Lam(li)L
a
m(lj)L
a+1
m−1(li)L
a+1
m−1(lj)
)
.
It must be shown that these sums of Laguerre polynomials converge, with the appropriate scaling,
to the integrals of Bessel functions shown in Theorem 4.3.2. As this proof follows very closely that
of Theorem 3.2.2, only the main steps will be given below.
Proof. Look at the first sum in the numerator in the situation that i = j. The following asymptotic
formula of Hilb’s type (see [Sze03]) relates Laguerre polynomials and Bessel functions:
e−x/2xa/2L˜(a)n (x) = N
−a/2Γ(n+ a+ 1)
n!
Ja(2
√
Nx) + n, (4.24)
where a > −1, N = 2n+a+12 , and x > 0. Using this, the sum becomes
n−1∑
m=1
(
Lam(li)L
a+1
m (li)
)2
≈ e2li l−(2a+1)i 22a+1 (4.25)
×
∑
(2m+ a+ 1)−a
(
Γ(m+ a+ 1)
Γ(m+ 1)
)
(2m+ a+ 2)−(a+1)
(
Γ(m+ a+ 2)
Γ(m+ 1)
)
J2a (x˜)J
2
a+1(x˜)
(4.26)
≈ e2li l−(2a+1)i 22a+1
∑
(2m)−ama(2m)−(a+1)ma+1J2a (x˜)J
2
a+1(x˜) (4.27)
= e2li l−(2a+1)i
∑
J2a (ji
(m
n
)1/2
)J2a+1(ji
(m
n
)1/2
) (4.28)
= e2li l−(2a+1)i n
∑ 1
n
J2a
(
ji
(m
n
)1/2)
J2a+1
(
ji
(m
n
)1/2)
(4.29)
= e2li l−(2a+1)i n
∑
J2a (jix˜
1/2
m )J
2
a+1(jix˜
1/2
m )∆x (4.30)
Throughout, x˜ = 2
√
Nli with N = (2m+ a)/2. This is analyzed as follows:
2
√
Nli = 2
(
(2m+ a)li
2
)1/2
(4.31)
≈ 2
(
(2m)(j2i /4n)
2
)1/2
(4.32)
= 2
(
j2im
4n
)1/2
(4.33)
= ji
√
m/n. (4.34)
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This gives ∆x = 1/n as the step size for the Riemann sum.
In going from (4.26) to (4.27), the asymptotic relation
lim
n→∞n
b−aΓ(n+ a)
Γ(n+ b)
= 1, (4.35)
was used. This standard fact can be found in [OLBC10].
For the denominator,(
n−1∑
m=0
(La+1m (li))
2
)2
≈ e2li l−2(a+1)i n2
(
n−1∑
m=0
1
n
J2a+1
(
ji
(m
n
)1/2))2
(4.36)
= e2li l−2(a+1)i n
2
(
n−1∑
m=0
J2a+1
(
jix˜
1/2
m
)
∆x
)2
(4.37)
Taking the ratio of these two Riemann sums gives
e2li l
−(2a+1)
i n
∑
J2a (jix˜
1/2
m )J2a+1(jix˜
1/2
m )∆x
e2li l
−2(a+1)
i n
2
(∑
J2a+1
(
jix˜
1/2
m
)
∆x
)2 = li∑ J2a (jix˜1/2m )J2a+1(jix˜1/2m )∆x
n
(∑
J2a+1
(
jix˜
1/2
m
)
∆x
)2 (4.38)
Finally, consider the term in the numerator in front of the sums,
(a+ 1)(La+10 (li))
2(La+10 (lj))
2(∑n−1
m=1(L
a+1
m (li))2
)(∑n−1
m=1(L
a+1
m (lj))2
) . (4.39)
The numerator is a constant that doesn’t depend on n, whereas the denominator goes to ∞ as
n → ∞. This means that this term goes to 0 in the limit and doesn’t contribute anything to the
resulting integrals.
Recall that we are trying to prove
lim
n→∞ limβ→∞
n2
√
β
(
λ1(Bβ)− 1
n
l1, λ2(Bβ)− 1
n
l2, . . . , λn(Bβ)− 1
n
ln
)
= G˜, (4.40)
From Theorem 4.2.2, the β limit is
lim
β→∞
√
β
(
λ1(Bβ)− 1
n
l1, λ2(Bβ)− 1
n
l2, . . . , λn(Bβ)− 1
n
ln
)
=
√
2
n
G (4.41)
Combining these two gives
lim
n→∞n
2 lim
β→∞
√
β
(
λ1(Bβ)− 1
n
l1, . . . , λn(Bβ)− 1
n
ln
)
= lim
n→∞
√
2n2
n
G = lim√
2n→∞
nG (4.42)
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Let G˜(n) ≡ (G˜1, G˜2, . . . , G˜n) = nG ≡ (nG1, nG2, . . . , nGn) be the first n terms of G˜. From
the Riemann sum computation above, the variance for G˜i
(n)
is given by
n2li
∑
J2a (jix˜
1/2
m )J2a+1(jix˜
1/2
m )∆x
n
(∑
J2a+1
(
jix˜
1/2
m
)
∆x
)2 = nli∑ J2a (jix˜1/2m )J2a+1(jix˜1/2m )∆x(∑
J2a+1
(
jix˜
1/2
m
)
∆x
)2 (4.43)
Using (4.21) for li as n→∞ leads to
lim
n→∞
nli
∑
J2a (jix˜
1/2
m )J2a+1(jix˜
1/2
m )∆x(∑
J2a+1
(
jix˜
1/2
m
)
∆x
)2 = limn→∞ n
j2i,a
4n
∑
J2a (jix˜
1/2
m )J2a+1(jix˜
1/2
m )∆x(∑
J2a+1
(
jix˜
1/2
m
)
∆x
)2 (4.44)
= lim
n→∞
j2i,a
∑
J2a (jix˜
1/2
m )J2a+1(jix˜
1/2
m )∆x
4
(∑
J2a+1
(
jix˜
1/2
m
)
∆x
)2 (4.45)
=
j2i,a
∫ 1
0 J
2
a+1(ji,a
√
x)J2a (ji,a
√
x)dx
4
(∫ 1
0 J
2
a+1(ji,a
√
x)dx
)2 (4.46)
By an argument analogous to the Hermite case, the second sum will also converge to the
expression given above. This gives a 2 in the numerator. The
√
2 in front of G becomes a 2 in the
variance, so together this becomes a 4. This cancels with the 4 in the denominator that came from
the asymptotics for li. This gives
V ar(G˜i) =
j2i,a
∫ 1
0 J
2
a (jix
1/2))J2a+1(jix
1/2)dx(∫ 1
0 J
2
a+1(jix1/2)dx
)2 (4.47)
Finally, when i 6= j, all that changes is the indices for half of the Laguerre roots. All of the
asymptotic results hold, as does everything involving the Riemann sums. This completes the proof.
Remark 13. The asymptotics of the covariance matrix are not as amenable to analysis as in the
β-Hermite case. The main difficulty seems to stem from the fact that, when i 6= j, the integrand in
the numerator takes both positive and negative values, and the cancelation in the resulting integral
can’t be readily quantified. From the numerical evidence, it appears that the covariance decrease
across rows to a finite, non-zero limit. The variance, on the other hand, grows rapidly as i gets
large. The cause of this seems to be the j2i,a term in front of the integrals.
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4.4 Commuting the limits.
For this section, define  = 2/
√
β, and let
K(x, y) =
∫ x∧y
0
eaz+b(z)dz. (4.48)
Then K(x, y) is the kernel of the operator
(G−1β,aψ)(x) =
∫ ∞
0
(∫ x∧y
0
eaz+b(z)dz
)
ψ(y)e−(a+1)y−b(y)dy. (4.49)
It can be shown (see [RR09]) that G−1β,a is non-negative symmetric on L
2[R+, e−(a+1)x−b(x)]. To
remove the dependence of the L2 space on the parameters a and , symmetrize the operator to get
the following
(G˜−1β,aψ)(x) =
∫ ∞
0
(∫ x∧y
0
eaz+b(z)dz
)
ψ(y)e−(a+1)/2(x+y)−/2(b(x)+b(y))dy, (4.50)
which is now defined on L2[R+] for any value of a and β. For notational clarity, the β and a
subscripts will be replaced by a single subscript for , and the operator G˜−1 will be denoted by H.
The eigenfunctions and eigenvectors corresponding to H will be denoted by f and λ.
For the rest of the section, assume that it is only the ground-state eigenvalue and corre-
sponding eigenfunction that is being considered. This means that λ0 = ja,1, the smallest root of
the Bessel function of order a, which will be denoted throughout by ja. It can be shown, either by
differentiation or direct computation, that the deterministic eigenfunctions of H0 are given by
f0(x) = ce−(a+1)/2xeax/2Ja(jae−x/2) (4.51)
= ce−x/2Ja(jae−x/2). (4.52)
In the above, c is a normalization constant.
Since H is a compact operator mapping L2 → L2,
〈f,Hf〉 = λ〈f, f〉 (4.53)
for any f ∈ L2. In particular, since f0 ∈ L2, it follows that
λ〈f0, f〉 = 〈f0, Hf〉. (4.54)
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Starting with this expression and following the technique used in the β-Hermite case gives
λ〈f0, f〉 = 〈f0, Hf〉 (4.55)
= 〈f0, (H −H0)f〉+ 〈f0, H0f〉 (4.56)
= 〈f0, (H −H0)f〉+ 〈H0f0, f〉 (4.57)
= 〈f0, (H −H0)f〉+ λ〈f0, f〉. (4.58)
The fact that H0 is a symmetric operator was used in (4.57). Rearranging the above leads to
(λ − λ)〈f0, f〉 = 〈f, (H −H0)f0〉 (4.59)
1

(λ − λ)〈f0, f〉 = 〈f, H −H0

f0〉. (4.60)
Consider just the difference of operators.
H −H0 =
∫ ∞
0
K(x, y)f0(y)e−
a+1
2
(x+y)− 
2
(b(x)+b(y))dy −
∫ ∞
0
K0(x, y)f0(y)e−
a+1
2
(x+y)dy (4.61)
=
∫ ∞
0
K(x, y)f0(y)e−
a+1
2
(x+y)− 
2
(b(x)+b(y))dy −
∫ ∞
0
K0(x, y)f0(y)e−
a+1
2
(x+y)dy (4.62)
+
∫ ∞
0
K0(x, y)f0(y)e−
a+1
2
(x+y)e−

2
(b(x)+b(y))dy
−
∫ ∞
0
K0(x, y)f0(y)e−
a+1
2
(x+y)e−

2
(b(x)+b(y))dy
=
∫ ∞
0
(K(x, y)−K0(x, y)) f0(y)e−
a+1
2
(x+y)e−

2
(b(x)+b(y))dt (4.63)
−
∫ ∞
0
K0(x, y)f0(y)e−
a+1
2
(x+y)
(
e−

2
(b(x)+b(y)) − 1
)
dy.
As → 0,
e−

2
(b(x)+b(y)) − 1

⇒ −b(x) + b(y)
2
, (4.64)
K(x, y)−K0(x, y)

=
∫ x∧y
0
eaz
(
eb(z) − 1

)
dz ⇒
∫ x∧y
0
eazb(z)dz. (4.65)
Putting this back into (4.60) and taking → 0 gives
lim
→0
λ − λ0

=
∫ ∞
0
∫ ∞
0
(∫ x∧y
0
eazb(z)dz
)
f0(x)f0(y)e−
a+1
2
(x+y)dydx (4.66)
+
1
2
∫ ∞
0
∫ ∞
0
(∫ x∧y
0
eazdz
)
f0(x)f0(y)e−
a+1
2
(x+y)(b(x) + b(y))dydx
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The integrals on the right-hand side are averages over Brownian paths, so they are mean-zero
Gaussian. To simplify the next computation, let
G1(x, y) =
(∫ x∧y
0
eazb(z)dz
)
e−
a+1
2
(x+y) (4.67)
G2(x, y) =
(∫ x∧y
0
eazdz
)
e−
a+1
2
(x+y)(b(x) + b(y)). (4.68)
Then the variance is computed as
E
[
lim
→0
λ − λ0

]2
= E
[∫ ∞
0
∫ ∞
0
G1(x, y)f0(x)f0(y)dxdy +
∫ ∞
0
∫ ∞
0
G2(x, y)f0(x)f0(y)dxdy
]2
(4.69)
= E
[∫ ∞
0
∫ ∞
0
G1(x, y)f0(x)f0(y)dxdy
]2
+ E
[∫ ∞
0
∫ ∞
0
G2(x, y)f0(x)f0(y)dxdy
]2
(4.70)
+ 2E
[∫ ∞
0
∫ ∞
0
G1(x, y)f0(x)f0(y)dxdy
∫ ∞
0
G2(x, y)f0(x)f0(y)dxdy
]
(4.71)
=
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
E[G1(x, y)G1(x′, y′)]f0(x)f0(y)f0(x′)f0(y′)dxdydx′dy′
(4.72)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
E[G2(x, y)G2(x′, y′)]f0(x)f0(y)f0(x′)f0(y′)dxdydx′dy′
(4.73)
+ 2
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
E[G1(x, y)G2(x′, y′)]f0(x)f0(y)f0(x′)f0(y′)dxdydx′dy′.
(4.74)
To get some idea of what these integrals look like, start with the E[G2(x, y)G2(x′, y′)] term given
by (4.73). Using the fact that E[b(x)b(y)] = x∧y and the symmetry of the integrand, this becomes
1
a2
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
e−
a+2
2
(x+y+x′+y′)Ja(jae−x/2)Ja(jae−y/2)Ja(jae−x
′/2)Ja(jae−y
′/2)
× (ea(x∧y) − 1)(ea(x′∧y′) − 1)(x ∧ x′)dxdydx′dy′.
There are similar expressions for the other two expectations. Due to the min’s throughout the
integrals, explicit evaluation becomes very tricky. By exploiting the highly symmetric nature of the
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integrands, some simplification is possible. For example, here is (4.72):
4
a2
∫ ∞
0
∫ x
0
∫ ∞
0
∫ x′
0
ea(y+y
′)e−(a+1)(x+y+x
′+y′)(y ∧ y′)
× Ja(jae−x/2)Ja(jae−y/2)Ja(jae−x′/2)Ja(jae−y′/2)dy′dx′dydx
− 4
2a3
∫ ∞
0
∫ x
0
∫ ∞
0
∫ x′
0
e−(a+1)(x+y+x
′+y′)(e2a(y∧y
′) − 1)
× Ja(jae−x/2)Ja(jae−y/2)Ja(jae−x′/2)Ja(jae−y′/2)dy′dx′dydx.
As a final simplification, make the change of variable u = e−x, done for all of the variables.
This leads to integrals on [0, 1] of Bessel functions of the form Ja(ja
√
x). This change results in
integrals that are tantalizingly close to those computed in Theorem 4.3.2.
From these considerations,
λ − λ

∼ N(0,Γ)
where Γ is found through explicit calculation of the above integrals. Since these are eigenvalues of
the integral operator, they are the reciprocals of the eigenvalues of the differential operators in the
Dumitriu and Edelman paper. Let Λ be the corresponding eigenvalue of the differential operator,
so that
λ =
1
Λ
.
Then, the distribution of the centered eigenvalue becomes
1

(
1
Λ
− 1
Λ
)
=
1

(
Λ− Λ
ΛΛ
)
(4.75)
1

(Λ− Λ) ∼ N(0,Λ4Γ). (4.76)
This leads to the following conjecture.
Conjecture 3. With the current notation,
lim
→0
λ − λ0

= lim
→0
Λ0 − Λ

∼ G˜, (4.77)
where G˜ is a mean-zero Gaussian random variable with variance given by
j2a
∫ 1
0 J
2
a (ja
√
x)J2a+1(ja
√
x)dx(∫ 1
0 J
2
a+1(ja
√
x)dx
)2 . (4.78)
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Since this is the same variance that was found through taking β →∞ and then n→∞, and
since Gaussian random variables with the same mean and variance are equal in law, the proof of this
conjecture would show that the limits do commute, at least in the case of the smallest eigenvalues.
Remark 14. From the above, it is plain to see that things are much more complicated in the
Laguerre ensembles when compared to the Hermite ensembles. It is natural to ask if the random
differential operator approach that lead so quickly to the correct, albeit formal, result for the Hermite
ensembles can be applied here. Unfortunately, this seems to be another place where the Laguerre
ensembles are much more resistant to analysis. For now, there are many questions which can be
answered for the Hermite ensembles which remain conjectures and open problems in the Laguerre
ensembles.
4.5 Transition from Hard Edge to Soft as a→∞.
As a → ∞, Theorem 2.2.3 shows that the smallest eigenvalue of (β, a)-Laguerre transitions
from hard edge to soft edge behavior. The following result shows that this is true when the limits
are taken in the order β →∞, then n→∞, and finally a→∞.
Theorem 4.5.1. Let Λ∞,a be the smallest eigenvalue of the (β, a)-Laguerre ensemble and λ∞ the
smallest eigenvalue of the β-Hermite ensemble, after β →∞. Then, as a→∞, the Gaussian noise
in Λ∞,a converges to the Gaussian noise in λ∞.
The proof is based on the following Lemma:
Lemma 4.5.2. Let ja be the first root of Ja(x), the Bessel function of order a, and let a1 be the
first root of Ai(x), the Airy function. Then,
lim
a→∞ a
−4/3 j
2
a
∫ 1
0 J
2
a+1(ja
√
x)J2a (ja
√
x)dx(∫ 1
0 Ja+1(ja
√
x)dx
)2 =
∫∞
0 Ai
4(x+ a1)dx(∫∞
0 Ai
2(x+ a1)dx
)2 (4.79)
Proof of Lemma. Start with the change variables y =
√
x:
j2a
∫ 1
0
J2a (ja
√
x)J2a+1(ja
√
x)dx = 2j2a
∫ 1
0
yJ2a (jay)Ja+1(jay)dy. (4.80)
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As a→∞, the mass of the integrand concentrates around values of y that are close to 1, see figure
4.1.
0.2 0.4 0.6 0.8 1.0
0.0002
0.0004
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0.0008
0.0010
Figure 4.1: Graph of J2a (ja,1
√
x)J2a+1(ja,1
√
x) with a = 50.
This suggests breaking the integral into two pieces as follows:
2j2a
∫ 1
0
yJ2a (jay)Ja+1(jay)dy = 2j
2
a
∫ 1
1− µ
a2/3
yJ2a (jay)J
2
a+1(jay)dy + 2j
2
a
∫ 1− µ
a2/3
0
yJ2a (jay)J
2
a+1(jay)dy,
(4.81)
for an appropriately chosen µ which will later be taken to infinity.
To show that the second integral above is of lower order than the first, use the expansion,
valid for a→∞ and α > 0,
Ja(a sechα) =
ea(tanhα−α)
(12pia tanhα)
1/2
+ o(a−1). (4.82)
In the regime under consideration, sechα < 1 which means that 0 < α < 1. For these values of α,
tanhα−α < 0, so the exponential term looks like e−ca, for some small positive c. For these values
of α,
lim
a→∞
ea(tanhα−α)
(12pia tanhα)
1/2
+ o(a−1) = 0, (4.83)
which shows that only the first integral on the right-hand side of (4.81) contributes in the limit.
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Turn now to the asymptotic behavior of Bessel roots of large order. Define ρa(m) = ja,m.
Then,
ρa(m) = a+ αa1/3 + o(a−1/3), (4.84)
where α in this context is defined by
Ai(α)
Bi(α)
= tan(pim). (4.85)
Since tan(pim) = 0 for m = 1, 2, . . ., this makes α = −am/. Putting this together gives,
ja = a
(
1− a1
a2/3
)
+ o(a−1/3). (4.86)
This indicates that the proper scaling for y is given by y = 1− t
a2/3
. Making this change leads to
2j2a
∫ 1
1− µ
a2/3
yJ2a (jay)J
2
a+1(jay)dy (4.87)
∼ 2j
2
a
a2/3
∫ µ
0
J2a
(
a
(
1− ai
a2/3
)(
1− t
a2/3
))
J2a+1
(
a
(
1− ai
a2/3
)(
1− t
a2/3
))
dt
∼ 2j
2
a
a2/3
∫ µ
0
J2a
(
a
(
1− t+ ai
a2/3
))
J2a+1
(
a
(
1− t+ ai
a2/3
))
dt (4.88)
The following relationship holds between Bessels of large order and Airy functions:
J2a (az) ∼
(
ζ(z)
1− z2
)1/2 1
a2/3
Ai2
(
a2/3ζ(z)
)
, (4.89)
where ζ(t) is defined as
ζ3/2(t) =
∫ 1
t
√
1− s2
s
ds. (4.90)
In the regime under consideration,
ζ3/2(1− ) ∼ 3/2, (4.91)
so ζ(1− ) ∼ . Also, for z ∼ 1, 1− z2 ∼ 1− z. Using this, the expansion becomes
J2a (a(1− η(t)/a2/3) ∼
1
a2/3
Ai2(a2/3η(t)/a2/3), (4.92)
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where η(t) = t+ a1. The same holds, as a→∞ for the J2a+1 term as well, so making these changes
to the integral gives∫ µ
0
J2a
(
a
(
1− t+ ai
a2/3
))
J2a+1
(
a
(
1− t+ ai
a2/3
))
dt ∼ 1
a4/3
∫ µ
0
Ai4(t+ a1)dt. (4.93)
Now let µ→∞. Taking the full integral, and recalling how ja behaves for large a gives
2j2a
a2/3
∫ 1
0
yJ2a+1(jay)J
2
a (jay)dy ⇒ 2
∫ ∞
0
Ai4(t+ a1)dt. (4.94)
The last thing to do is consider the ratio of the integrals. Since∫ 1
0
jJ2a (jay)dy ⇒
1
a2/3
∫ ∞
0
Ai2(t+ a1)dt, (4.95)
and since the scaling terms cancel with the roots in the numerator, there will be an extra a4/3 in
front of the Airy integrals. This leads to the scaling as given in the theorem.
With the proof of Lemma 4.5.2 complete, to prove Theorem 4.5.1, note that it has been
established that the variance of the Gaussian random variables converges. Since they are both
mean-zero, this means that they have the same distribution and the proof is complete.
Chapter 5
Future Work and Open Problems
5.1 β → 0.
After examining the limiting behavior as β → ∞, it’s natural to ask about the degenerate
case, that of β → 0. In this situation, the repulsion between the eigenvalues built into the models
by the Vandermondian term is disappearing and one would expect that the eigenvalues behavior
becomes completely random. Probabilistically, this means that the eigenvalues form a Poisson
point process. While this is still an open question, some promising directions for future research
are presented.
Both of the possible avenues proposed for exploring this question are based upon the following
consideration. Given a solution, ψ(x, λ), of the eigenvalue problem
Gβ,aψ(x, λ) = λψ(x, λ), (5.1)
Riccati’s map, p ≡ ψ′/ψ, transforms the above into a diffusion equation of the form
dp(x) =
2√
β
p(x)db(x) +
(
(a+
2
β
)p(x)− p2(x)− λe−x
)
dx. (5.2)
From Sturm’s oscillation theorem, the eigenvalues of Gβ,a are counted by the zeros of ψ,
which correspond to the places where p(x) hits −∞. Thus, if you can understand the dynamics of
the diffusion (5.2), you can understand properties of the eigenvalues. In the present context, this
way of looking at the problem leads to the following
P (Λ0(β, a) > λ) = P+∞(τ−∞(p) =∞). (5.3)
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Here, Λ0(β, a) is the smallest eigenvalue of the (β, a)-Laguerre ensemble, P+∞(τ−∞(p) =∞) is
the probability that the diffusion p(x) started at +∞ never hits −∞. If the conditional distribution
of the diffusion p(x) conditioned on it not reaching −∞ was known, then the Cameron-Martin-
Girsanov formula, which relates the measure on paths given by two diffusion, could be used to
compute P+∞(τ−∞(p) = ∞) explicitly. Unfortunately, this conditional distribution is unknown,
but the Cameron-Martin-Girsanov formula can be applied to a new diffusion Y which approximates
the given diffusion.
In [VV], Valko´ and Vira´g use the Cameron-Martin-Girsanov transformation to prove a con-
jecture about large gap probabilities for eigenvalues in the bulk of the spectrum. As it is the
technique they used rather than the result that is relevant to the problem under consideration, the
statement of the theorem will not be given. Instead, the method used will be described.
Consider two stochastic differential equations
dX =g(t,X)dt+ dB, lim
t→0
X(t) = −∞ (5.4)
dY =h(t, Y )dt+ bB˜, lim
t→0
Y (t) = −∞ (5.5)
on the interval (0, T ]. Let
Gs = Gs(X) =
∫ s
0
h(t,X)− g(t,X)dX − 1
2
∫ s
0
h(t,X)2 − g(t,X)2dt. (5.6)
Consider the process Y˜ whose density with repesct to the distribution of the process X is
given by eGT . Then Y˜ satisfies the second SDE above and never blows up to +∞ almost surely.
Moreover, for any nonnegative function φ of the path of X that vanishes when X blows up we have
Eφ(X) = E[φ(Y )e−GT (Y )] (5.7)
This means that if you know GT (Y ) and are interested in the probability that X never explodes,
you can let φ(X) be the indicator function for the diffusion not exploding:
P (Xt doesn’t explode) = E(1Yt doesn’t explodee
−GT (Y )) (5.8)
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Now recall the Ricatti transformation of the difusion describing the eigenvalues of the general
(β, a)-Laguerre ensemble,
dp(x) =
2√
β
p(x)db(x) +
(
(a+
2
β
)p(x)− p2(x)− λe−x
)
dx. (5.9)
Letting Λ0(a, β) denote the smallest eigenvalue of this ensemble
P (Λ0(a, β) > λ) = P∞(t→ Xt never hits −∞), (5.10)
where
dXt =
2√
β
Xtdbt +
((
a+
2
β
)
Xt −X2t − λe−t
)
dt (5.11)
Transform the SDE given by Xt, by first setting c = β/4 and Yt = Xct. Next, let Zt = log Yt.
Finally, let Wt = Zt + (β/8)t− 1/2 log λ. Then
dWt = dZt +
β
8
dt = dbt +
(
β
4
(
a+
1
2
)
− β
4
√
λe−
β
8
t cosh(Wt)
)
dt (5.12)
From this it follows that
P (Xt doesn’t explode to −∞) = E(e−Gt(W )) (5.13)
With this background, consider the following SDE:
dXt =dbt +
(
β
4
(
a+
1
2
)
− β
4
√
λe−
β
8
t cosh(Xt)
)
dt (5.14)
If one were able to find an appropriate function h(β, λ, a) such that the SDE
dYt = b˜t + h(β, λ, a)dt, (5.15)
fit into the framework of the Girsanov-Cameron-Martin theory developed above, then the hope is
that the technique used in [VV] could be applied. Unfortunately, all efforts to find h(β, λ, a) have
been unsuccessful.
Another possible approach is based on the following result of H.P. McKean.
65
Theorem 5.1.1. ( [McK94]) Let Λ(L) be the smallest eigenvalue of the operator D2− b′, with D
differentiation and b′ white noise, on a circle 0 ≤ x ≤ L of large perimeter L. Then,
lim
L↑∞
P [(L/pi)Λ1/2(L) exp(−8
3
Λ3/2(L)) > x] = e−x for x ≥ 0. (5.16)
This proves that, as L → ∞, the appropriately scaled smallest eigenvalue becomes an expo-
nentially distributed random variable, ∼ Exp(1).
The proof of this theorem is based upon a Riccati transformation and diffusion representation,
much like the results in [RR09]. The connection to the β → 0 case is through the identification of
L with 2/
√
β. Then, as L→∞, β → 0. This leads to the following conjecture:
Conjecture 4. Let Λ(β) denote the smallest eigenvalue of the (β, a)-Laguerre ensemble. Then,
lim
β→0
P [
2
piβ
Λ1/2(β) exp(−8
3
Λ3/2(β)) > x] = e−x for x ≥ 0. (5.17)
If this conjecture is true, then the smallest eigenvalue of the (β, a)-Laguerre ensemble behaves
like an exponentially distributed random variable as β → 0. If one were able to prove that the
k smallest eigenvalues, for any k, were distributed as independent exponential random variables,
then it would be established that the eigenvalues form a Poisson point process in the limit β → 0.
5.2 Resolvent
In [RR09], the integral operator (2.47) was found by considering the inverse of the discretized
matrix operator Mβ,a, and then passing to the continuum limit. This corresponds to evaluating the
resolvent R(z) = (Mβ,aMTβ,a − zId)−1 at z = 0. In order to motivate the work that follows in the
attempt to extend this result to a limiting resolvent for all z, the general steps in the derivation of
G−1β,a will be outlined here.
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Let
Mβ,a =
1√
β

χ(a+1)β
−χβ χ(a+2)β
−χ2β χ(a+3)β
. . . . . .
−χ(n−1)β χ(a+n)β

(5.18)
where all the chi random variables along the diagonal are independent from those along the subdi-
agonal.
If B = (bi,j) is the lower bidiagonal matrix
B =

b1,1
b2,1 b2,2
b3,2 b3,3
. . . . . .

, (5.19)
the entries of the inverse are given by
b˜i,j = [B−1]i,j =
(−1)i+j
bi,i
i−1∏
k=j
bk+1,k
bk,k
for j < i. (5.20)
The next thing to consider is the following operator which embeds any n×n matrix A = (ai,j)
into L2[0, 1] without changing the spectrum:
(Af)(x) =
n∑
j=1
ai,jn
∫ xj
xj−1
f(y)dy for xi−1 ≤ x ≤ xi (5.21)
with xi = i/n.
Consider the action of this operator on the matrix (nMβ,aMTβ,a)
−1 = (n1/2MTβ,a)
−1(n1/2Mβ,a)−1.
The second term in the product after the embedding (5.21) becomes
(
(n1/2Mβ,a)−1f
)
(x) =
bnxc∑
j=1
√
βn
χ(bnxc+a)β
bnxc−1∏
k=j
χkβ
χ(k+a)β
∫ xj
xj−1
f(y)dy. (5.22)
This shows that n−1/2M−1β,a can be thought of as an integral operator K
n
β,a with discrete kernel
knβ,a(x, y) =
√
βn
χ(i+a)β
exp

i−1∑
k=j
logχkβ − logχ(k+a)β
1L(x, y) (5.23)
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where 1L = 1{xi−1≤x<xi}1{xj−1≤y<xj} and i > j.
The convergence result that is needed to pass to the continuum limit is given by the following
lemma.
Lemma 5.2.1. (Lemma 5 of [RR09]) There is a Brownian motion b(·) such that for y < x lying
in (0, 1]
√
βn
χ(bnxc+a)β
⇒ 1√
x
(5.24)
and
bnxc∑
k=bnyc
logχkβ − logχ(k+a)β =⇒ (a/2) log(y/x) +
∫ x
y
dbz√
βz
, (5.25)
in law in the Skorohod topology.
From this result, the n→∞ continuum limit of the discrete kernel knβ,a is seen to be
kβ,a(x, y) ≡ x−
1+a
2 exp
[∫ x
y
dbz√
βz
]
ya/21y<x. (5.26)
Carrying out the same program for n−1/2Mβ,a and writing the eigenvalue problem as f(x) =
λ
(
(KTβ,aKβ,a)f
)
(x) (recall that this integral operator is the inverse of the differential operator for
which the eigenvalue problem is initially defined), the explicit form then reads
f(x) = λ
∫ 1
x
xa/2e
R y
x
dbs√
βs y−(a+1)
∫ y
0
e
R y
z
dbs√
βs za/2f(z)dzdy (5.27)
= λ
∫ 1
0
(xy)a/2
(∫ 1
x∨y
e
−2 R 1z dbs√βs z−(a+1)dz
)
e
R 1
x
dbs√
βs e
R 1
y
dbs√
βs f(y)dy (5.28)
after an integration by parts. Now, make the substitution g(x) = x−a/2e−
R 1
x
dbs√
βs f(x), the time-
change
∫ 1
x s
−1/2dbs = bˆ(log(1/x)), and the change of variables (x, y) → (e−x, e−y). Carrying out
these changes finishes the derivation of G−1β,a.
When z 6= 0, the tridiagonal matrix Mβ,aMTβ,a − zId cannot be factored into the product of
two bidiagonal matrices. This means that the tridiagonal matrix itself must be inverted, which is
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much more complicated than in the bidiagonal case. In what follows, the above derivation will be
considered from this point of view. Since the z = 0 case is easier, it will considered first. The the
general z 6= 0 situation will be addressed.
Return to the formula for the inverse of a bidiagonal matrix, (5.20). From this it follows that
(BBT )−1i,j =
n∑
k=i∨j
b˜k,ib˜k,j . (5.29)
Consider the following sequences connected to B and BT :
p1(0) = 1, p2(0) =
b1,1
b2,1
, and pi(0) =
i−1∏
l=1
bl,l
bl+1,l
(5.30)
q1(0) =
1
b1,1
, q2(0) =
b2,1
b2,2b1,1
, and qi(0) =
1
bi,i
i−1∏
l=1
bl+1,l
bl,l
. (5.31)
It can be checked that
(B−1)i,j = (−1)i+jpi(0)qj(0), i ≥ j, (lower triangular) (5.32)
(BT )−1i,j = (−1)i+jpi(0)qj(0), j ≥ i, (upper triangular). (5.33)
From this, the following relationship exists:
(BBT )−1i,j =
n∑
k=i∨j
b˜k,ib˜k,j . (5.34)
= pi(0)pj(0)
n∑
k=i∨j
q2k(0). (5.35)
Let B = Mβ,a, and embed the matrix (nBBT )−1 into L2[0, 1] using (5.21). This gives
((nBBT )−1f)(x) =
n∑
k=1
β(BBT )−1i,k f(yk)∆k, (5.36)
where (i− 1)/n ≤ x < i/n, ∆k = 1/n, and f(yk) is the discretization of f. Now
(BBT )−1i,k = ((B
T )−1B−1)i,k =
n∑
j=i∨k
b˜j,ib˜j,k
=
n∑
j=i∨k
(
(−1)i+j
bj,j
j−1∏
l=i
bl+1,l
bl,l
)(
(−1)k+j
bj,j
j−1∏
l=k
bl+1,l
bl,l
)
(5.37)
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where b˜i,j is the (i,j)-th entry of B−1 which is given in terms of the entries bi,j of B. This gives
((nBBT )−1f)(x) =
n∑
k=1
β(BBT )−1i,k f(zk)∆k
=
n∑
k=1
β
n∑
j=i∨k
(
(−1)i+j
bj,j
j−1∏
l=i
bl+1,l
bl,l
)(
(−1)k+j
bj,j
j−1∏
l=k
bl+1,l
bl,l
)
f(yk)∆k
=
n∑
k=1
 n∑
j=i∨k
(√
βn
bj,j
j−1∏
l=i
bl+1,l
bl,l
)(√
βn
bj,j
j−1∏
l=k
bl+1,l
bl,l
)
∆j
 f(yk)∆k
Remembering that i = bnxc, k = bnyc, and j = bnzc and what the entries of the original
bidiagonal matrix B are, the inner sum becomes
n∑
j=i∨k
(√
βn
bj,j
j−1∏
l=i
bl+1,l
bl,l
)(√
βn
bj,j
j−1∏
l=k
bl+1,l
bl,l
)
∆j =⇒
(xy)a/2 exp
(∫ 1
x
dbs√
βs
)
exp
(∫ 1
y
dbs√
βs
)∫ 1
x∨y
z−(a+1) exp
(
−2
∫ 1
z
dbs√
βs
)
dz (5.38)
which is exactly the integrand in (5.28). It’s interesting to note that this expression was originally
derived after doing an integration by parts, but that step is bypassed here.
For the z 6= 0 case, some theory on the inversion of symmetric tridiagonal matrices must first
be presented. Start with an infinite symmetric tridiagonal matrix H:
H =

a0 b0
b0 a1 b1
b1 a2
. . . . . .

(5.39)
The an are assumed to be real and the bn to be real and positive.
To invert this matrix, construct two sets of orthogonal polynomials {Pn(z)} and {Qn(z)}
that satisfy the following three-term recurrence
zsn(z) = bn−1sn−1(z) + ansn(z) + bnsn+1(z), (5.40)
with the following initial conditions:
P0(z) = 1, P1(z) =
z − a0
b0
(5.41)
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n Pn(z) Qn(z)
0 1 0
1 z−a0b0
1
b0
2 1b0b1 ((z − a1)(z − a0)− b20) 1b0b1 (z − a1)
3 1b0b1b2 ((z − a0)(z − a1)(z − a2)− b20(z − a2)− b21(z − a1)) 1b0b1b2 ((z − a1)(z − a2)− b21)
Table 5.1: Polynomials generated by tridiagonal recurrence
Q0(z) = 0, Q1 =
1
b0
. (5.42)
In the language of orthogonal polynomials, the Pn(z)′s and Qn(z)′s are the orthogonal polynomials
of the first and second kind, respectively. The first few of these polynomials are given in Table 5.1.
Define the resolvent, or Green’s function, G(z) through the identity
(H − zId)G(z) = Id, (5.43)
from which it follows that G(z) = (H − zId)−1. The entries of G(z) are given by (see [YA97])
Gnm(z) = Pn(z)Pm(z)
(
G00(z) +
Qn∨m(z)
Pn∨m(z)
)
, (5.44)
where x ∨ y is the maximum of x and y, and
G00(z) = − lim
n→∞
(
Qn(z)
Pn(z)
)
. (5.45)
By truncating the infinite matrix, the resolvent for a finite symmetric tridiagonal matrix can
be obtained. Starting now with the N ×N matrix HN with {an}N−1n=0 along the main diagonal and
{bn}N−2n=0 along the off-diagonals, the resolvent GN (z), which is symmetric, has entries
(GN (z))nm = Pn(z)Pm(z)
(
Qm(z)
Pm(z)
− QN (z)
PN (z)
)
with 0 ≤ n ≤ m ≤ N − 1. (5.46)
Notice that this decouples into two matrices G(1)N (z) and G
(2)
N (z), with
GN (z) = G
(1)
N (z) +G
(2)
N (z) (5.47)
(G(1)N (z))nm = Qm(z)Pn(z) (5.48)
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(G(2)N (z))nm = −
QN (z)
PN (z)
Pn(z)Pm(z). (5.49)
Written as matrices, this gives
GN (z) =

Q0(z)P0(z) Q1(z)P0(z) · · ·
Q1(z)P0(z) Q1(z)P1(z) · · ·
Q2(z)P0(z) Q2(z)P1(z) · · ·
...
. . . . . .

− QN (z)
PN (z)

P 20 (z) P0(z)P1(z) · · ·
P0(z)P1(z) P 21 (z) · · ·
P0(z)P2(z) P1(z)P2(z) · · ·
...
. . . . . .

Using this and the embedding (5.21) gives(
1
n
(
Mβ,aM
T
β,a − zId
)−1
f
)
(x) =
N−1∑
k=0
β
(
Mβ,aM
T
β,a − zId
)−1
i,k
f(yk)∆k (5.50)
=
N−1∑
k=0
β(GN )i,kf(yk)∆k. (5.51)
This can be rewritten as
β
(
Qi(z)
i∑
k=0
Pi(z)f(yk) + Pi(z)
N−1∑
k=i+1
Qk(z)f(yk)− Pi(z)QN (z)
PN (z)
N−1∑
k=0
Pi(z)f(yk)
)
∆k (5.52)
If there is enough structure in the sums of these orthogonal polynomials, the hope is that this will
converge to an integral operator in a similar manner to the z = 0 case. The next result shows that
there is some nice structure to these sums.
Lemma 5.2.2. Let Pi(z) and Qi(z) be the orthogonal polynomials of first and second kind associated
with the matrix (5.39). Then
∑n
i=0 Pi(z) = det P˜n, where
P˜n =

z − a0 −1 0 · · · 0
−b20 z − a1 −1 0 · · ·
0 −b21 z − a2 −1 · · ·
...
. . . . . . . . . 0
0 · · · −b2n−1 z − an−1 −1
1 1 · · · 1 1

(5.53)
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and
∑n
i=0Qi(z) = det Q˜n, where
Q˜n =

1 0 0 · · · 0
0 z − a1 −1 0 · · ·
0 −b21 z − a2 −1 · · ·
...
. . . . . . . . . 0
0 · · · −b2n−1 z − an−1 −1
1 1 · · · 1 1

. (5.54)
Proof. The proof is based on a recursion given in [Smi65]. Let the orthogonal polynomials pi(z) be
given by the following three-term recurrence:
pi(z) = (γiz − αi)pi−1(z)− βipi−2(z) for i ≥ 2,
and
p0(z) = γ0, p1(z) = (γ1z − α1)p0(z).
Define {Bi} as follows:
Bi = 0 for i > n,
Bi = ci + (γi+1z − αi+1)Bi+1 − βi+2Bi+2 for 0 ≤ i ≤ n.
Then
f(z) :=
n∑
i=0
cipi(z) = γ0B0.
Changing notation to match with the notation used above and performing induction on the Laplace
expansion for determinants leads to the result.
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Finally, it should be noted that these polynomials can also be realized as the sum of paths
along certain weighted graphs. This leads to a graph-theoretic representation. It would not be
hard to believe that the Gessel-Viennot Lemma [Aig07, p. 217] is lurking somewhere just below the
surface.
It is probably easiest to understand the graph-theoretical representation by giving a few
examples. For Pn(z), draw a vertical graph with n+1 nodes labelled 0, 1, . . . , n increasing vertically.
When the node labelled 2 is reached, start a new column, with n− 1 nodes, labelled 0, 1, . . . , n− 2
increasing vertically. Treat this column exactly the same as the first column. Repeat this process
until no more columns can be added. Each node is connected to the one above it by 2 edges, while
each nore is connected to the node to the left of it by 1 node. All nodes labelled 0are starting
points. The node labelled n is the ending point. Vertical paths can be travelled in two possible
ways; horizontal paths in only one. As you move up paths, the terms are multiplied; as you move
across oaths, the terms are added. The polynomial Pn(z) is found by summing all possible paths
from all nodes labelled 0 to the node labelled n. The number of paths from all nodes labelled 0
and the node labelled n, corresponding to the number of terms in the sum for Pn(z), grows as
An−1, where An are the Pell numbers, given by the recursion A0 = 0, A1 = 1, An = 2An−1 +An−2.
Examples follow.
To compute P1(z), refer to the following graph and sum the paths from 0 to 1. This gives
P1(z) =
z
b1
+
−a1
b1
=
z − a1
b1
.
1
0
z/b1
JJ
−a1/b1
TT
For P2(z), use the following graph. Again, sum along all possible paths from 0 to 2. This
gives
P2(z) =
z2
b1b2
+
−a1z
b1b2
+
−a2z
b1b2
+
a1a2
b1b2
+
−b1
b2
=
1
b1b2
(
(z − a1)(z − a2)− b21
)
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2 0
−b1/b2oo
1
z/b2
JJ
−a2/b2
TT
0
z/b1
JJ
−a1/b1
TT
For P3(z), use the following figure. Notice that this illustrates the addition of a new column.
Summing along the paths according to the prescribed rules gives
P3(z) =
z3
b1b2b3
+
−a1z2
b1b2b3
+
−a2z2
b1b2b3
+
−a3z2
b1b2b3
+
a1a2z
b1b2b3
+
a1a3z
b1b2b3
+
a2a3z
b1b2b3
+
−b1z
b2b3
+
−b2z
b1b3
+
−a1a2a3
b1b2b3
+
a1b2
b1b3
+
a3b1
b2b3
=
1
b1b2b3
(
z3 + (−a1 − a2 − a3)z2 + (a1a2 + a1a3 + a2a3 − b21b22)z − a1a2a3 + a1b22 + a3b21
)
=
1
b1b2b3
(
(z − a1)(z − a2)(z − a3)− b22(z − a1)− b21(z − a3)
)
3 1
−b2/b3oo
2
z/b3
JJ
−a3
b3
TT
0
z
b1
JJ
−a1/b1
TT
−b1/b2oo
1
z/b2
JJ
−a2/b2
TT
0
z/b1
JJ
−a1/b1
TT
As can be seen from referring to Table 5.1, this produces the correct Pn(z). This reveals
more of the combinatorical and graph-theoretical structure of these orthogonal polynomials. The
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hope is that this structure can be utilized in the analysis of the resolvent, (5.52). So far this has
not been realized, although these methods have reproduced the z = 0 case in perhaps a more
straight-forward manner.
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