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Abstract 
Ciiven a complete weighted graph on vertex set X and subsets XI,. ,X, of X, we consider 
the problem of finding a minimum total weight subgraph G such that for every i = 1,. , m, G 
contains a spanning tree for X,. The NP-hardness of this problem was established in 1985 under 
Ronald V. Book’s supervision. In this note, we present some results about its polynomial-time 
approximation. @ 1998 Published by Elsevier Science B.V. All rights reserved 
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1. Introduction 
Given a complete weighted graph on the set X of n vertices and subsets Xl,. . . ,X, 
of X, we consider the problem of finding a minimum total weight subgraph G such 
that for every i = 1,. . . , m, G contains a spanning tree for Xi. We will refer this prob- 
lem as the SID (subset interconnection designs). The SID has applications in com- 
puter science and statistics [8,9, 1] and has been studied extensively in the literature 
[2,4-7,11, 121. The NP-hardness of the SID was first proved in a Ph.D. thesis [3] un- 
der Ronald V. Book’s supervision. Prisner [ 1 I] introduced a polynomial-time heuristic 
with performance ratio In m + 0( 1), that is, the heuristic produces an approximation 
within a factor of In m + 0( 1) from the optimal. However, his proof is incorrect. 
In this note, we will give a correct proof. In addition, we show that the SID has no 
polynomial-time approximation with performance ratio p log m for 0 < p < l/4 unless 
NP c DTIME(np”‘J”“a” ). This means that Prisner’s heuristic has almost best possible 
performance ratio. We also present another heuristic with performance ratio depending 
on only the maximum size of Xi’s, 
Let c( .) be a weight function on the set of edges between vertices in X. A graph G 
with vertex X is called a ,feasible graph for (X1,X?, . . . ,X,,,) if for any i = 1,2,. . . ,m, 
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the subgraph G[Xi] induced by Xi is connected. A feasible graph is minimum if G is 
an optimal solution for the SID with weight function c(.). For a graph G, we denote 
by c(G) the total weight of edges in G. For any set Y, we denote by IY[ the number 
of elements in Y. For any edge e, we denote by 1(e) the set of indices i such that Xi 
contains both endpoints of e. 
2. Prisner’s approximation 
If the two endpoints of an edge belong to more X’s, then the edge is more likely 
to appear in a minimum feasible graph. From this observation, Prisner [ 1 I] proposed 
the concept of “benefit” as follows. 
For a graph G and a set system (Xl , . . .,X,), define the benefit function by 
u(e, G) = 5 ui(e, G), 
i=l 
where 
ui(e, G) = 
1 if the edge e connects two connected components of G[&], 
0 otherwise. 
The benefit-cost ratio of e to G is u(e, G)/c(e) where c(e) is the weight of the edge e. 
Using this concept, Prisner [ 1 l] discovered a Cl”=, i-heuristic for the SID where K is 
the maximum number of indices belonging to an edge, that is, K = maxX,,Ex (1(x, y)l. 
His approximation algorithm runs in time O(n4 + mn2) as follows. 
Algorithm P 
begin 
G := 0; 
while there is an edge of positive benefit do 
choose an edge e with the largest benefit-cost ratio u(e, G)/c(e) and 
set G:= GUe. 
end. 
Prisner [ 1 l] also proved the following. 
Theorem 2.1. Algorithm P produces an approximation solution within a factor of 
Cz, Ifi from the optimal. 
However, his proof is incorrect. To see this, let us follow his notation and argument 
as follows. 
Let G be the graph obtained by Algorithm P. Let et, e2,. . . , e, be the edges of G in 
the order of their appearance. For every 1 < t Gr, denote by Gt the graph with vertex 
set X and edge set {et, e2,. . . , et}. Define 
1, = {i E Z(e,) 1 ui(et, G,_1) = 1). 
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Fig. 1. Counterexample 
Let G” be the minimum feasible graph. Let e;,e;, . . . ,e,’ the edges of G* in an 
arbitrary order. For every 1 <j <s, denote by GT the 
edge set {e;,e; ,..., e;}. Define 
Z;” = {i E Z(ej’) ( q(e~,G~_,) = I}. 
For each .j = 1,2 , . . . ,s, the two endpoints of ey are connected in G[Xi] for every 
i E I(ey ). Thus, for each i, there is the smallest integer pi for which they are already 
graph with vertex set X and 
connected in G,i[Xi]. Let f(j, 1) < Z(j, 2) < . . . < l(j, II,! 1) denote these pi’s. 
Prisner proved that “for any 1 f t 6 Y there are exactly IIt) airs (j, q) with 1 <j <s, 1 ,< 
q < 11; 1, and l(j, q) = t.” This fact then becomes a crucial tool to prove the theorem. 
However, this fact is incorrect. The following is a counterexample. 
Counterexample. Consider six points Xi for i = I,. . . ,6. Define 
Xl = {x1,x2,x3}, x2 = {~2,~3,~4,~5}, .G = {~3,W6} 
and assign weights by 
+1,x3) = &3,x6) = &2,x4) = &, 
c(x,,x2) = 1 - E, +5,x6) = 1, 
c(x4,xs) = 1 + 2E, @3,x4) = 1 + 36, 
&3,x2) = ‘dx3,%) = 2, 
c(xi,xj) = 6 for other edges (x;,xj), 
where E is a sufficiently small positive number. 
The feasible graph G obtained from Algorithm P is shown in Fig. 1 (a) and the 
minimum feasible graph G* is shown in Fig. l(b). Tbe edges of G in the order of their 
appearance are el = (x1,x3), e2 = (x3,x6), e3 = (x2,x4), e4 = (x1,x2)t e5 = (%x6), 
e6 = (x4,x5), e7 = (x3,x4). The edges of G’ are e; = el, e; = e2, e; = es, e: = 
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(x3,x2), et = (x3,x5). Clearly, Ii = {l}, Z2 = {3}, 13 = {2}, 14 = {l}, 1s = {3}, 
16 = {2}, 17 = (2) and 1; = {l}, 1; = {3}, Z; = {2}, 1; = {1,2}, Z; = {2,3}. Thus, 
1161 = (IT] = 1. H owever, for each edge e;, the integers l(j, 1) d I(j, 2) < . . . < l(j, IT; ( ) 
are as follows: 
For e;,l(l, 1) = 1. For et, 1(2,1) = 2. For e;, 1(3,1) = 3. 
For ei, 1(4,1) = 4 and 1(4,2) = 7. For el, 1(5,1) = 5 and 1(5,2) = 7. 
Therefore, for t = 6, no pair G,q) exists with 1 <j<s, 1 <q< &+I, and I(‘j,q) = 6, 
and for t = 7, there are two pairs (j, q) with 1 <j <<s, 1 6q < 1’;” 1, and l(j, q) = 7. 
(These two pairs are (4,2) and (5,2).) 
In the following, we give a correct proof. 
Proof of Theorem 2.1. Let G be the approximation solution produced by Algorithm P 
and ei,ez,..., eg all edges of G in the order of appearance in the algorithm. For every 
t = 1,2,. . . ,g, denote by Gt the graph with vertex set V and edge set {ei,ez,. . . ,e,}. 
By the greedy rule, we have 
u(ei, G) , u(e2, Gi) , . 
co’ 
, u(ey, Gq-i) 
c(e2) ” ” c(ey) . 
We define a weight function w as follows: For every et and every index i E Z(e,), 
with ui(el,G,_i) = 1, we define 
w(e,, i) = I c(et>lu(et,Gt-1) if det,Gt-1) = 1, 0 otherwise. 
Suppose G” is a minimum feasible graph. For every edge e in G* and every index 
i E I(e), define w*(e, i) = w(e,, i) if t is the smallest integer such that the two endpoints 
of e are already connected in G,[k;]. 
Our first claim is that 
C w*(e, i) 6 (1 + log, K)c(e). 
IEKe) 
To show this claim, suppose that Z(e) = { 1’,2’, . . . ,k’} and w*(e, i’) = w(ep,i’) (i.e., 
i’ is the smallest index such that the two endpoints of e are already connected in 
Gj, [&,I). Without loss of generality, assume 1” 22” > . . . >k”. Then we must have 
u(e, Gi,,-i) 3i. By the greedy rule, we have 
u(ep, G;tt_l), u(e, Gift-l) , J_, 
c(ep ) ’ c(e) ’ c(e) 
Therefore, 
C w*(e,i) = $ w*(e,i’) = l$ W(ei”,i’) = 5 c(ei”) 
iEl(e) i=l u(ept, Gift-l) 
6 -$ c(e) d (1 + log, K)c(e). 
i=l 1 
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Our second claim is that for any i = 1,2,. . . , m, 
c w(et,i)d C w*(e, 4, 
I <t<q,u,(e,.G,-I )=I eWG*[Xl) 
where E(G* ) denotes the edge set of a graph G* . To see this, we note that all 
edges e, with ui(e,, G,_t ) = 1 form a spanning tree for si. Suppose that those edges 
are ell,e2l,...,ehf with 1’ < 2’ < ... < h’ and h = lXi\ - 1. Then G,f_1[Xi] 
(1 <j bh) must have exactly h - j + 1 connected component. This means that there 
are at least h - j edges in G*[X,] whose endpoints have not been connected in 
Gil-t. For each of those edges e in G[Xi], we have w*(e, i) >w(ej/, i). Note that 
w(el I, i) < w(e2!, i) < . . . < w(eh’, i). Moreover, we already proved that G” [Xi] has at 
least one edge e with w*(e, i)>w(eh,,i), at least two edges e’s with w*(e,i)b w 
(e(h--l)/,i),..., at least h edges e’s with w*(e, i)>w(elr, i). Therefore, CeEE(G*,X,,) w* 
(e, i) 3 E;=r W(ejc, i>. 
Now, by our two claims, we have 
c(G) = 5 c w(e(,i) = 5 c w(e, i> 
t=l iEl(e,),u,(e,.G,_i)=I 1=1 I <f<g.u,(e,,G,_, )=I 
&I? c w*(e,i) = C C w*(e,i)< C (1 + log, K)c(e) 
i=l eEE(G*[s,]) e&F(G*) in/ eEE(G*) 
= (1 + log,K)c(G*). 0 
Next, we show a lower bound for the performance ratio of any polynomial-time 
approximation for SID. 
Theorem 2.2. For 0 < p < l/4, the SID has no polynomial-time heuristic which 
produces an approximation solution within a factor of p log m from the optimal unless 
NP c DTIME(nPOIJ”og”). 
The proof is based on a recent result of Lund and Yannakakis [lo]. Consider the 
following problem. 
Set Covering: Given a (finite) collection 9’ of subsets of a set U of m elements, find 
a minimum cardinality subcollection of 9’ such that the union of all subsets in the 
subcollection covers U. 
They proved the following. 
Theorem 2.3 (Lund and Yannakakis [lo]). For any 0 < p < l/4, there is no poly- 
nomial-time approximation algorithm with performance ratio p log m for Set Covering 
problem unless NP c DTIME (n@y”‘gn). 
Now, we use their result to prove our theorem. 
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Proof of Theorem 2.3. We reduce Set Covering to SID as follows. For each instance 
Y of Set Covering, assume that U = { 1,2,. . . , m} and Y = {Si,. . . ,S,}. We construct 
an instance of SID by setting 
Xi = {j 1 i E Sj} U (0) 
and assigning weights as follows: 
cCj,k) = E, l<j < k<n, 
c(O,j) = 1, 1 djdn, 
where E<&. For each set cover {A’,,,. . .,5”$}, we can construct a feasible graph 
by connecting edges (0,jt ), . . . , (OJ,) to the complete graph on { 1,. . . , n}. 
Clearly, if the optimal solution for Set Covering is Yopr, a subcollection of s sets, 
then the minimum feasible graph for (Xt , . . . ,X,) has total weight between s and 
s+ +z(,- 1)E. 
Suppose to the contrary that there exists a polynomial-time approximation algorithm 
with performance ratio p log m for SID where 0 < p < l/4. Let G be the feasible graph 
obtained by this approximation algorithm. Define 
Y’ = (5” 1 edge (0,j) is in G}. 
Clearly, Y’ is a set cover of U and 
c(G) - +n(n - l)s6JY’(<c(G). 
Therefore, 
I9”I 6 c(G) 
Now, we compute an approximation solution for Set Covering as follows: 
Step 1: Check all subcollections of size at most l/(0.25 - p). If there exists a set 
cover of U among them, then choose the one with minimum cardinality as solution; 
else, go to step 2. 
Step 2: Find an approximation solution through the above reduction and the poly- 
nomial-time approximation algorithm for SID. 
Clearly, if the solution comes from Step 1, then it is optimal; if the solution comes 
from Step 2, then we must have lYOptI = s> 1/(0.25-p). Therefore, this approximation 
solution is within a factor of (0.25 t p)/2 . logm from the optimal. By Theorem 2.4 
NP c DTIME (,O’J”osn). 0 
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3. Approximations for small size Xi’s 
It is interesting to point out that there exist heuristics with performance ratio not de- 
pending on m. Suppose /Xii d VI for every i = 1 , . . , m. We present heuristics depending 
on only q in this section. 
Suppose X = { 1 , . . . , n}. Let xii be a variable representing edge (i,j) in the way that 
if x;j = 1, then edge (i,j) exsits and if Xij = 0, then edge (i,j) does not exist. Then 
any graph on X can be given by an assignment to all variables xii for i,j E X. That 
the subgraph induced by Xi is connected is equivalent to that the assignment satisfies 
the following system of inequalities: 
c c 4, > 1 
iEA jEB 
for all partition (A,B) of &. ((A,B) is a partition of Xi if A U B = Xi and A n B = 0.) 
Therefore, the SID is equivalent to the following problem. 
minimize c CijXij 
I <i<j$n 
subject to & ,gBxij > 1 for all k E { 1,. . . , m} and all partition (A, B) of X, 
x,=0 or 1 for l<i < j<n 
where cij = c(i,j). Assume that (Xk 1 d 9 for all k = 1,. . . , m. Define r = iq2/4J. Based 
on the above formulation, we can give the following heuristic. 
Algorithm Ll 
Step 1: Solve the following linear programming. 
minimize c C;jXij 
I Gi<j<n 
subject to lg ,gBxq> 1 for all k E { 1,. . .,m} and all partition (A,B) of& 
O<Xij<l for l<i < j<n. 
Suppose that the solution is (x$)tGiCjGn. 
Step 2: Set 
1 if x$21/r, 
0 otherwise. 
Take (x$)1 z;i<j<n to be an approximation solution for the SID. 
Theorem 3.1. For fixed q, Algorithm Ll runs in polynomial time and produces an 
approximation solution for the SID within a factor of z from the optimal. 
178 X. Du et al. I Theoretical Computer Science 207 (1998) 171-180 
Proof. The number of constraints in the linear programming is O(m2’r). Thus, for fixed 
q, the algorithm runs in polynomial time. Now, we show that (xb)i <i<j<n is a feasible 
solution for the O-l programming equivalent to the SID. Note that for any k = 1,. . . , m 
and any partition (A,B) of &, 
Since ]A 1. (B 1 is an integer, we have (A 1. IllI d z. Thus, from CiEA xjEB xZT > 1, we know 
that at least one x$ in this sum is not smaller than l/r. It follows from the definition 
of XL that xi,-- cjCBx,$ 2 1. This means that (xh)i <i<j<n is a feasible solution for 
the O-l programming. Let G’ be the feasible graph consisting of all edges (i,j) for 
xi = 1. Then c(G’) = CIgiCj_ ?I. x!. Let G” be a minimum feasible graph for SID. 
Then c(G*)a C, bi<jG’n c+x,$ Thus 
c(G')d C c& < z 
1 <i<j<n 
c cijxl+c(G*). 0 
14i<jdn 
Du and Miller [6] showed that the SID with unit weight function in the case that 
]xk)<3 for all k = l,..., m is still NP-hard and has a polynomial-time approximation 
within a factor of 2 from the optimal. The following is an extension of their result 
from unit weight function to the general weight function. 
Corollary 3.2. Zf JXj I6 3 for all i = 1,. . . , m, then there exists a polynomial-time 
approximation for SID within a factor of 2 from the optimal. 
If ]Xi(<4 for all i = l,..., m, then by Theorem 3.1, there exists a polynomial-time 
approximation for SID within a factor of 4 from the optimal. Next, we provide a better 
result. 
First, note that a graph on h <4 vertices is connected if and only if the graph contains 
at least h - 1 edges and every vertex is incident o at least one edge. Thus, in the case 
that IXi]<4 for all i = l,..., m, the SID is equivalent o the following. 
minimize c CijXij 
lBi<jQn 
subject o c xii81 foralli~X,andallk=l,...,m 
iE&\{iI 
c X;j>I&I - 1 for all k = l,...,m 
ijGk,i#j 
Xij=O or 1 for l<i < j<n 
Based on this formulation, we can give the following heuristic. 
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Algorithm L2 
Step 1: Solve the following linear programming. 
minimize c CjjXij 
l<lcjSn 
subject to c Xij>l foralli~&andallk=l,...,m 
j%\(i) 
c xii>]&1 - 1 for all k = l,...,m 
i,jGG,i#j 
O<Xij<l for l<i <j<n 
Suppose that the solution is (x;)i <i<j<n. 




if x,; 2 l/3, 
0 otherwise. 
Take (xh)i dl<jSn to be an approximation solution for the SID. 
Theorem 3.3. Algorithm L2 produces an approximation solution for the SID within 
a factor of 3 from the optimal. 
Proof. First, we show that (~$)lGi<j$,, is a feasible solution for the above O-l pro- 
gramming equivalent to the SID in the case that IX, / <4 for all k = 1,. . . , m. 
(1) For any k = l,..., m and any i E &, since c. ,EXk,lil~l; > 1, there exists at least 
one j in & \ {i} such that xc 3 l/3. This means that cj6Xk,1i1 xb > 1. 
(2) For any k = 1,. . . ,m, since GijEXk,ifj ,, xl*. 3 Ixkl - 1, there exists at least (xk( - 1 
x:‘s, in the sum, not smaller than l/3. This implies that ~i,i,_Xk,i+jx~j 3 (xk( - 1. 
BY (1) and (2), (X$)l<i<j<n is feasible for the O-l programming. Let G’ be the 
feasible graph consisting of all edges (i, j) for XL = 1. Then c( G’) = C, ,<i.,,Gn xt. 
Let G* be a minimum feasible graph for SID. Then c(G*)> CIQi<i4n~ij~t. 
Thus 
C(G’)= c &63 c cijx;<3c(G*). 0 
lSi<j<n I ii<j<n 
4. Final remark 
After we completed this paper, L.A. Wolsey pointed out that the problem of find- 
ing a minimum weight set that is a spanning set in each of n matroids has been 
studied in [ 131 and his result about greedy algorithm for this problem contains Pris- 
ner’s theorem as a special case, however, our proof in this paper is different from his 
one. 
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