Abstract: Evolutionary Algorithms (EAs) have been applied to many optimisation problems, among which those with high order are difficult for EAs. The higher the order, the steeper the curve around the optimum is, therefore the more difficult it is. This paper introduces Transfer Learning (TL) aided EAs to conquer the high-order problems more efficiently and effectively by optimum transfer from the low-order problem (as source domain) to high-order problem (as the target domain). The experiments validated this method by comparison of the average number of the convergence generation and an impressive feature was observed: this method is robust against the difficulties of the problems. This method is not only significant for high-order problems, but also useful for other difficult problems by borrowing optimum from other feature-similar easy problems.
Introduction
Evolutionary Algorithms (EAs) are problem independent and have been reported to perform relatively well on problems such as: search (Li and Hu, 2016) , optimisation (Ying-Li and Wen-De, 2016; Shu and Ke, 2016) , and artificial intelligence (Wang, 2016; Wang and Yin, 2016) . Despite the successes of EAs in optimisation, many problems remain hard for EAs to conquer. Many measurements have been made to describe the problems' difficulty, such as fitness landscape analysis (Borenstein and Poli, 2004; Jones and Forrest, 1995; Lu et al., 2014) , epistasis variance (Li and Li, 2004) , deception and modality (Xin et al., 2009) , density of states (Rosé et al., 1996) and so on.
The deception is proportional to the order of the problem. Here, the order means the power value of the functions of the decision variables in the optimisation.
From the viewpoint of the order of problems, the higher the order, the more deceptive it is, therefore, the more difficult it is. In other words, with the increasing of the order, the rate for EAs to hit the global optimum decreases and the number of generation to satisfy the stop criteria increases. It may be argued that by tuning the parameters or using more tricks in evolution operators, EAs can reach the global optimum in an acceptable period. But, the tricks to tune parameters or operators are problems-dependent, and it is a new challenge for the application users. Then an intuitive question is: are there any other methods besides these tricks? For this question, we put forward borrowing achievement in machine learning to conquer the high-order problems. This is the motivation of this paper.
Transfer Learning (TL), which makes use of knowledge and skills that learned from the previous tasks to new tasks, is selected as the method to accelerate the optimisation of highorder problems. This paper proposes a new method to conquer the difficult problems by borrowing knowledge from other previously conquered problems but not by parameters tuning or tricks for evolutionary operators.
Although both EAs and TL have received considerable attention in their own areas, few researchers in EAs studied the methods by introducing TL for difficult problem optimisation. For example, TL was introduced in Genetic Programming (GP) by taking some solutions (such as the best, middle and the worst) as the knowledge feature from the source optimisation problem to target optimisation problems by replacing some randomly generated solutions (Kocer and Arslan, 2010) or by transferring good individuals or subindividuals (sub-tree in GP) to the target problems (Dinh et al., 2015) . However, both of these studies only focused on the issue in TL: 'what to transfer', but the other two issues 'how to transfer' and 'when to transfer' were not studied. For dynamic TSP problem, TL was introduced for the optimisation and got competitive results (Kocer and Arslan, 2011) . EAs are also applied to the optimisation of TL; one is referred to Lu et al. (2015) . This paper is organised as follows: indices of problem difficulty and high-order problems are introduced in Section 2. Then the notion for model of problems is given and is followed by model repository, model training, model matching and the TL aided EAs in Section 3. The experimental setting and results are detailed in Section 4. Then this paper is concluded in Section 5.
Problem difficulties and high-order problems
Based on the building block (BB) hypothesis (Goldberg, 1989) , which states that a GA tries to combine low, highly fit schemata, the notions of deception (Forrest and Mitchell, 1993; Goldberg, 1989) , isolation (Goldberg, 2002) and multimodality (Rosé et al., 1996) were introduced as the indices of problem difficulty. Except for these indices, epistasis (Davidor, 1990; Naudts, 1998) was also defined to estimate the difficulty. Another measurement for problem difficulty is by the distance between a function and the easiest possible function for an algorithm (Borenstein and Poli, 2007) . Multimodality is neither necessary nor sufficient for a difficult landscape (Kallel et al., 2001) , NK landscapes (Altenberg, 1997; Kauffman, 1993) , working as a tunable degree of difficulty, are interesting, but their practical use is questionable (Jansen, 2001) .
Unfortunately, these studies did not succeed in giving a reliable measure of GA-difficulty (Borenstein and Poli, 2004) . In fact, the issue to judge whether an optimisation problem is difficult is still open to researchers. But it is unquestionable that problem difficulty increases with the problem order. Considering a cluster minimum optimisation problem:
Here, we use z but not x to denote the variable to avoid the conflicting with term feature in transfer learning, which is denoted by X or x. The plot of F(z, 809) is shown in Figure 1 , in which (a) the curve is in [-1, 2] , while (b) more details are given in [1.945, 1.955 ] that cannot been seen in (a) for the steepness around 1.95. Furthermore, because F(z, 809) is a periodicity-similar function, many other peaks and valley are not depicted out in Figure 1 (a) either. Figure 2 depicts the similar problems with different orders: 1, 9, 39, 509 and 809. We can see that the steeper the curve, the more peaks and valleys of the curve were not plotted in it. It is easy to know that for the problems with different order k = 1, 39, 509, 809, they have the same optimum.
From the viewpoint of problem difficulty, the steeper the curve, the more difficult the problem is. Figure 3 compares the performance of generational GA (gGA) (Vavak and Fogarty, 1996) for min F(z, k), k = 1, 39, 509, 809. The generation number and the fitness value are averaged over 500 runs of gGA. We can see that within the same generation number, the lower the order of the problem, the better the optimum is.
Application of transfer learning in evolutionary algorithms
In this section, first, we describe the optimisation with Transfer Learning (TL) style, which is helpful to regularise EAs to TL. Secondly, we give the method to apply TL into EAs. The first part mainly focuses on the source and target domain in EAs. The second part includes the model of the optimisation problems, the construction of the model repository, the training and the matching of the models. Then the feature transfer, i.e. the optimum transfer from the most matched model to current optimisation problem, is given.
Source and target domain
Taking min F(z, 1) as the source problem, and min F(z, 809) as target problem, the fitness F(z, k) acts as the feature x in TL, and accordingly the distribution of fitness F(z, k) is corresponding to the distribution P(X) in TL.
In EAs, what is f( ) in task T = {y, f( )}? In TL, f( ) means the predictive function, i.e. the expression for regression model or classification model. When we utilise TL in EAs, f( ) means the function of generation of new solutions. Therefore, we can take it as new model and here name it as evolution model, which is the regression or classification as the evolution mechanism or swarm behaviour. If we label a solution with 0 or 1 according to the fact that whether it is the global optimum or not, we can sketchily say {0, 1} is the label.
Based on the above description, we can now study the relationship between F(z, 1) and F(z, 809). The source problem is min F(z, 1) . The task  S of source problem has been finished, i.e. many solutions z i in the search space [-1, 2] has been labelled with either 0 or 1 according to its feature F(z i , 1). The source feature space X S = F(z, 1). P{X S } can be described by F(z, 1). Similarly, the target task  T min F(z, 809) is currently in processing, and only small number of solutions has its feature value F(z i , 809). The target feature space X T = F(z, 809). P{X T } is described by F(z, 809).
By knowledge transfer from source domain, the performance of EAs for the target problem is expected to be improved, i.e. the quality of new population is improved. Let
the fitness of t-th
population P(t). Let P TL (t) denote the population in TL aided EAs, and P(t) denote the population in the original EAs. Then it is expected that F(P TL (t)) is better than F(P(t)), i.e. the transfer is positive transfer. In this case, the labelled data F(z, 1) is the evolution history data, and that for F(z, 809) is the evolution history data till current t-th generation. Because it is expected to accelerate the evolution, therefore, t is far less than the convergence generation of F(z, 1).
Model repository
The model for the optimisation problems both in source domain and target domain is constructed based on the evolution history data, formally {(z, F(z, k))}.
We here emphasise that the label is for feature, but not for data. { (z, F(z, k) )} is the set of data, but not the feature. In this paper, the domination relationship, which plays the important role in the competition among solutions and was made use to describe EAs with graph according to the partial order among solutions (Hao et al., 2010) , is selected as the feature. Based on its natural characteristic that the concrete fitness is omitted and those solutions with different fitness value may have the same domination landscape, it is made use of as the feature for the model construction and the feature is denoted as
To this end, it is easy to understand that during our usual experiments, it is necessary to store the evolution history data and process them to construct models to fill in a repository, which can be retrieved and transfer the optimum to those feature-similar optimisation problems to accelerate the algorithm.
The flow chart to construct model repository can be seen in Figure 4 . During the evolution process, the evolution history data {(z, F(z, k))} is collected and pre-processed to get its features. Then these features data are made use of as training data for the construction of problem model. Then at the end of the evolution, the global optimum, as a feature, is also stored. The models in the repository will be made use of for the problem comparison and the stored optimum will be transferred to the current problem to accelerate the algorithm.
Considering the problems in (1) where k = 1 and k = 809, they have the same domination landscape. Therefore, the models constructed based on this feature for both are theoretically the same. Accordingly, when they are compared by their real model, the difference between the models is almost zero. 
Model training
The training data to construct model includes the calculation of where DL(F(z,k) ) is the domination landscape. Because domination landscape is linear segmented function, therefore, what the machine has to learn is the turning points, which is easy to get by the comparison of domination.
Suppose the number of turning point is m, then the number of segments of linear function for DL is m + 1.
According to beginning and the end points in each segment, it is easy to get the parameters of the linear function. The generalised segmented function can be expressed as: 
For the optimisation of source domain min F(z, 1), the process of evolution is the process to generate training data. After the global optimum being attained, the model is constructed.
Model matching
The model matching is carried out between models of source and target problems. Both models are linear segmented function as given in equation (3). Therefore, the matching could be carried out based on the distance calculation of parameter matrix.
Denote the parameter matrix of source and target domain as A S and A T , respectively, i S A as the parameter matrix of i-th model M i , which is in the model repository R M . Then the most matching model is with the nearest distance. More formally, the matched model is:
And the optimum candidate to be transferred is the one corresponding to the matched model.
Feature transferred
There are different strategies for transfer learning, including instance transfer (Jakob and Gurevych, 2010) , feature transfer (Blitzer et al., 2006; Pan et al., 2008) and knowledge transfer (Gao et al., 2008) . As mentioned above, for the EAs TL model, the features to be made use to train the model is
After we get
, as the common part of source domain min F(z, 1) and target domain min F(z, 809), it can be the transferred feature. It is true that
It is easy to understand that the performance of algorithm for the problem min F(z, 809) will be increased caused by the aid of feature transfer.
The storing and the retrieving of the model can borrow the techniques of big data, which is sophisticated supported nowadays. The flow chart of optimum transfer in TL aided EAs can be seen in Figure 5 . During the evolution of the current problem, the evolution data is pre-processed and taken as training data to set up model, which is made use to compare with models in repository. The comparison is based on the matrix distance. Then the stored optimum of the nearest model is transferred to the current evolution as a new promising solution with the expectation to accelerate the algorithm. 
Experiments
In order to validate TL aided EAs, experiments were carried out to compare the performance and the output of the algorithms.
Experiments set-up
A group of function optimisation problems in (1) were adopted and k = 1, 39, 509, 809 which are depicted in Figure 2 .
The experiments were carried out based on jMetal (Nebro et al., 2015) , which is an object-oriented Java-based framework for single and multi-objective optimisation and a number of classic and modern optimisation algorithms were implemented, such as GA, Evolutionary Strategy (ES), Differential Evolution (DE), Particle Swarm Optimisation (PSO), NSGAII (Deb et al., 2002) , MOEA/D (Li and Zhang, 2009 ) and so on. We select the generational genetic algorithm (gGA) (Vavak and Fogarty, 1996) as a representative of EAs to compare it with TL aided gGA (TL_gGA). For the model establishment of source and target problems, we select steady-state GA (Smith and Fogarty, 1996) .
The same set-up of parameters for both gGA and TL_gGA are as follows: (1) Population size is 20; (2) crossover operator is the simulated binary-crossover (Deb and Agrawal, 1994) , which is useful in problems with a narrow global basin, with the probability of 0.9 and distribution index of 20; (3) mutation operator is polynomial mutation (Deb and Goyal, 1996) with the probability of 0.1 and distribution index of 20; (4) selection operator is the binary tournament selection (Chakraborty and Chakraborty, 1997) ; (5) the termination criterion being access to the maximum evaluations of solutions being more than 250,000 or the fitness of the current optimum is less than -1.95; and (6) experiments being carried out 500 times.
Experiment results
The average numbers of generations over the 500 times experiments for gGA and TL-gGA to access the global optimum of problems is compared. The smaller the number of generations, the better the performance is.
For gGA, the results of experiments are divided into two classes A and B. The first class A consists of the case that the global optimum has been attained by the algorithm, and the second class B consists of the case that the global optimum is not attained.
The average number of convergence generations is summarised in Table 1 . Two indices are compared: the average number of convergence generations and the proportion of algorithm to access the global optimum. It shows that TL_gGA can access the global optimum with proportion 100%, while this index for canonical gGA decreases with the increase of the order. The number of convergence is significantly improved almost a thousand times.
The average time used for gGA and TL_gGA to stop the evolution is summarised in Table 2 . Firstly, from the results, we can see that the consumed time is not proportion to the generation number. This is because the number of objects in memory accumulated with the evolution and more time is consumed by algorithm to manage them. Secondly, we can see that TL_gGA obtains the global optimum much faster than gGA.
Another impressive phenomenon is that TL_gGA is robust against problem difficulty. Generally speaking, for traditional EAs, the higher order in the problem F(z, k) , the more difficult it is. But for TL_gGA, the performance is almost unrelated to the order, which is an index of the difficulty in traditional EAs. To our best knowledge, this phenomenon has not been reported before.
It is easy to know that when the same or similar model is contained in the model repository, the performance of the algorithm is less related with problem difficulty. In other words, if there are not the same or similar models, TL aided EAs are not sure to perform better than traditional EAs. Therefore, we can say that, the performance of the method is related to the volume of the repository of models. This observation again supports the usefulness of big data. 
Conclusion
This paper studies TL aided EAs. By optimum transferring from the low-order problems to the high-order ones, the performance of the algorithm is increased significantly. The impressive feature of this method is that it is robust against the problem order.
Here, we study the method to conquer a difficult (high order as an example) problem by transfer optimum from an easy problem. However, the condition for the optimum transfer is not limited by from the easy to difficult. Only if the similarity exists, TL can work to accelerate the optimisation.
The many-years accumulated data set of the evaluation in EAs could be the pool of information about problems' information, and the method in this paper could be used to accelerate the evolution.
