On spectral properties of a fourth-order boundary value problem  by Şen, Erdoğan
Ain Shams Engineering Journal (2013) 4, 531–537Ain Shams University
Ain Shams Engineering Journal
www.elsevier.com/locate/asej
www.sciencedirect.comENGINEERING PHYSICS AND MATHEMATICSOn spectral properties of a fourth-order boundary
value problemErdog˘an Sen *Department of Mathematics, Faculty of Science and Letters, Namık Kemal University, 59030 Tekirdag˘, Turkey
Department of Mathematics Engineering, Istanbul Technical University, Maslak, 34469 Istanbul, TurkeyReceived 10 August 2012; revised 16 October 2012; accepted 5 November 2012
Available online 3 January 2013*
E-
Pe
20
htKEYWORDS
Asymptotics of eigenvalues
and eigenfunctions;
Transmission conditions;
Fourth-order differential
operator;
SpectrumTel.: +90 505 8823880.
mail address: erdogan.math@
er review under responsibilit
90-4479  2012 Ain Shams
tp://dx.doi.org/10.1016/j.asejgmail.co
y of Ain
Universit
.2012.11.0Abstract In this work, we study a fourthorder boundary value problem with eigenparameter
dependent boundary conditions and transmission conditions at a interior point. A self-adjoint lin-
ear operator A is deﬁned in a suitable Hilbert space H such that the eigenvalues of such a problem
coincide with those of A. We discuss asymptotic behavior of its eigenvalues and completeness of its
eigenfunctions.
 2012 Ain Shams University. Production and hosting by Elsevier B.V.
All rights reserved.1. Introduction
It is well-known that many topics in mathematical physics re-
quire the investigation of eigenvalues and eigenfunctions of
Sturm–Liouville type boundary value problems. In recent years,
more and more researches are interested in the discontinuous
Sturm–Liouville problem (see [1–5]). Various physics applica-
tions of this kind problem are found in many literatures, includ-
ing some boundary value problem with transmission conditions
that arise in the theory of heat and mass transfer (see [6,7]). The
literature on such results is voluminous and we refer to [1–9].
Fourth-order discontinuous boundary value problems with
eigen-dependent boundary conditions and with two supple-m
Shams University.
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06mentary transmission conditions at the point of discontinuity
have been investigated in [10,11]. Note that discontinuous
Sturm–Liouville problems with eigen-dependent boundary
conditions and with four supplementary transmission condi-
tions at the points of discontinuity have been investigated in [3].
In this study, we shall consider a fourth-order differential
equation
Lu :¼ ðaðxÞu00ðxÞÞ00 þ qðxÞuðxÞ ¼ kuðxÞ; ð1:1Þ
in I= [1,0) [ (0,1], with boundary conditions at x= 1
L1u :¼ u000ð1Þ ¼ 0; ð1:2Þ
L2u :¼ u0ð1Þ ¼ 0; ð1:3Þ
with four transmission conditions at the points of discontinuity
x= 0,
L3u :¼ uð0þÞ  uð0Þ ¼ 0; ð1:4Þ
L4u :¼ u0ð0þÞ  u0ð0Þ ¼ 0; ð1:5Þ
L5u :¼ u00ð0þÞ  u00ð0Þ þ kd1u0ð0Þ ¼ 0; ð1:6Þier B.V. All rights reserved.
;532 E. SenL6u :¼ u000ð0þÞ  u000ð0Þ þ kd2uð0Þ ¼ 0; ð1:7Þ
and the eigen-dependent boundary conditions at x= 1
L7u :¼ kuð1Þ þ u000ð1Þ ¼ 0; ð1:8Þ
L8u :¼ ku0ð1Þ þ u00ð1Þ ¼ 0; ð1:9Þ
where aðxÞ ¼ a41, for x 2 ½1; 0Þ; aðxÞ ¼ a42, for x 2 (0,1],
a1 > 0 and a2 > 0 are given real numbers, q(x) is a given
real-valued function continuous in [1,1]; k is a complex
eigenvalue parameter; d1 and d2 are real numbers such that
Œd1Œ+ Œd2Œ „ 0.
2. Preliminaries
Firstly we deﬁne the inner product in L2 for every f, g 2 L2(I)
as
hf; gi1 ¼
1
a41
Z 0
1
f1g1dxþ
1
a42
Z 1
0
f2g2dx;
where f1(x) = f(x)Œ[1,0), f2(x) = f(x)Œ(0,1]. It is easy to see that
(L2(I), [Æ, Æ]) is a Hilbert space. Now we deﬁne the inner product
in the direct sum of spaces L2ðIÞ  C C Cd1  Cd2 by
½F;G :¼ hf; gi1 þ hh1; k1i þ hh2; k2i þ hh3; k3i þ hh4; k4i;
for F :¼ ðf; h1; h2; h3; h4Þ;G :¼ ðg; k1; k2; k3; k4Þ 2 L2ðIÞ  C
C Cd1  Cd2 . Then Z :¼ ðL2ðIÞ  C C Cd1  Cd2 ; ½; Þ is
the direct sum of modiﬁed Krein spaces. A fundamental sym-
metry on the Krein space is given by
J :¼
J0 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 sgnd1 0
0 0 0 0 sgnd2
26666666664
37777777775
;
where J0:L
2(I)ﬁ L2(I) is deﬁned by (J0f) (x) = f(x). We deﬁne
a linear operator A in Z by the domain of deﬁnition
DðAÞ :¼ ðf;h1;h2;h3;h4Þ2ZjfðiÞ1 2AClocðð1;0ÞÞ;
n
f
ðiÞ
2 2AClocðð0;1ÞÞ;i¼0;3;
Lf2L2ðIÞ;Lkf¼0;k¼1;4;h1¼ fð1Þ;h2¼ f0ð1Þh3¼d1f0ð0Þ;h4¼d2fð0Þ

;
AF¼ðLf;f000ð1Þ;f00ð1Þ;f00ð0þÞ f00ð0Þ;f000ð0þÞ f000ð0ÞÞ;
F¼ðf;fð1Þ;f0ð1Þ;d1f0ð0Þ;d2fð0ÞÞ2DðAÞ:
Consequently, the considered problem (1.1)–(1.9) can be
rewritten in operator form as
AF ¼ kF;
i.e., the problem (1.1)–(1.9) can be considered as the eigenvalue
problem for the operator A. Then, we can write the following
conclusions:
Theorem 2.1. The eigenvalues and eigenfunctions of the problem
1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9 are deﬁned as the
eigenvalues and the ﬁrst components of the corresponding
eigenelements of the operator A respectively.
Theorem 2.2. The operator A is self-adjoint in Krein space Z
(cf. Theorem 2.2 of [10]).3. Fundamental solutions
Lemma 3.1. Let the real-valued function q(x) be continuous in
[1,1] and fi(k)(i= 1,4) are given entire functions. Then for
any k 2 C the equation
ðaðxÞu00ðxÞÞ00 þ qðxÞuðxÞ ¼ kuðxÞ; x 2 I;
has a unique solution u= u(x,k) such that
uð1Þ ¼ f1ðkÞ; u0ð1Þ ¼ f2ðkÞ; u00ð1Þ ¼ f3ðkÞ; u000ð1Þ ¼ f4ðkÞ
ðor uð1Þ ¼ f1ðkÞ; u0ð1Þ ¼ f2ðkÞ; u00ð1Þ ¼ f3ðkÞ; u000ð1Þ ¼ f4ðkÞÞ:
and for each x 2 [1,1], u(x,k) is an entire function of k.
Proof. In terms of existence and uniqueness in ordinary differ-
ential equation theory, we can conclude this conclusion. h
Let /11(x,k) be the solution of Eq. (1.1) in [1,0) which satis-
ﬁes the initial conditions
/11ð1Þ ¼ 1;/011ð1Þ ¼ /0011ð1Þ ¼ /00011ð1Þ ¼ 0:
After deﬁning this solution, we may deﬁne the solution
/12(x,k) of Eq. (1.1) in (0,1] by means of the solution
/11(x,k) by the initial conditions
/12ð0Þ ¼ /11ð0Þ;/012ð0Þ ¼ /011ð0Þ; /0012ð0Þ ¼ /0011ð0Þ  kd1/011ð0Þ
/00012ð0Þ ¼ /00011ð0Þ  kd2/11ð0Þ:
ð3:1Þ
After deﬁning this solution, we may deﬁne the solution
/21(x,k) of Eq. (1.1) in [1,0) which satisﬁes the initial
conditions
/21ð1Þ ¼ /021ð1Þ ¼ 0; /0021ð1Þ ¼ 1; /00021ð1Þ
¼ 0: ð3:2Þ
After deﬁning this solution, we may deﬁne the solution
/22(x,k) of Eq. (1.1) in (0,1] by means of the solution
/21(x,k) by the initial conditions
/22ð0Þ¼/21ð0Þ; /022ð0Þ¼/021ð0Þ; /0022ð0Þ¼/0021ð0Þkd1/021ð0Þ;
/00022ð0Þ¼/00021ð0Þkd2/21ð0Þ:
ð3:3Þ
Analogically we shall deﬁne the solutions v11(x,k) and
v12(x,k)in the intervals [1,0) and (0,1] respectively by the ini-
tial conditions
v12ð1Þ ¼1;v012ð1Þ ¼ v0012ð1Þ ¼ 0; v00012ð1Þ ¼ k; v11ð0Þ ¼ v12ð0Þ;
v011ð0Þ ¼ v012ð0Þ; v0011ð0Þ ¼ v0012ð0Þþ kd1v012ð0Þ;
v00011ð0Þ ¼ v00012ð0Þþ kd2v12ð0Þ:
ð3:4Þ
Moreover, we shall deﬁne the solutions v21(x,k) and v22(x,k) in
the intervals [1,0) and (0,1] respectively by the initial
conditions
v22ð1Þ¼ 0;v022ð1Þ¼1; v0022ð1Þ¼ k; v00022ð1Þ¼ 0;v21ð0Þ¼ v22ð0Þ;
v021ð0Þ¼ v022ð0Þ; v0021ð0Þ¼ v0022ð0Þþkd1v022ð0Þ;
v00021ð0Þ¼ v00022ð0Þþkd2v22ð0Þ:
ð3:5Þ
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W1ðkÞ :¼
/11ðx; kÞ /21ðx; kÞ v11ðx; kÞ v21ðx; kÞ
/011ðx; kÞ /021ðx; kÞ v011ðx; kÞ v021ðx; kÞ
/0011ðx; kÞ /0021ðx; kÞ v0011ðx; kÞ v0021ðx; kÞ
/00011ðx; kÞ /00021ðx; kÞ v00011ðx; kÞ v00021ðx; kÞ


;
and
W2ðkÞ :¼
/12ðx; kÞ /22ðx; kÞ v12ðx; kÞ v22ðx; kÞ
/012ðx; kÞ /022ðx; kÞ v012ðx; kÞ v022ðx; kÞ
/0012ðx; kÞ /0022ðx; kÞ v0012ðx; kÞ v0022ðx; kÞ
/00012ðx; kÞ /00022ðx; kÞ v00012ðx; kÞ v00022ðx; kÞ


;
which are independent of x and entire functions. This sort of cal-
culation gives W1(k) =W2(k). Now we may introduce in con-
sideration the characteristic functionW(k) asW(k) =W1(k).
Theorem 3.2. The eigenvalues of the problem 1.1, 1.2, 1.3, 1.4,
1.5, 1.6, 1.7, 1.8, 1.9 are the zeros of the function W(k).
Proof. Let W(k) = 0. Then the functions /11(x,k), /21(x,k)
and v11(x,k), v21(x,k) are linearly dependent, i.e.,
k1/11ðx; kÞ þ k2/21ðx; kÞ þ k3v11ðx; kÞ þ k4v21ðx; kÞ ¼ 0;
for some k1 „ 0 or k2 „ 0 or k3 „ 0 or k4 „ 0. From this, it fol-
lows that k3v11(x,k) + k4v21(x,k) satisﬁes the boundary condi-
tions (1.2) and (1.3). Therefore
k3v11ðx; kÞ þ k4v21ðx; kÞ; x 2 ½1; 0Þ;
k3v12ðx; kÞ þ k4v22ðx; kÞ; x 2 ð0; 1

is an eigenfunction of the problem (1.1)–(1.9) corresponding to
eigenvalue k.
Now we let u(x)be any eigenfunction corresponding to
eigenvalue k, butW(k) „ 0. Then the functions /11, /21, v11, v21
would be linearly independent on (0,1]. Therefore u(x) may be
represented as
uðxÞ¼
c1/11ðx;kÞþc2/21ðx;kÞþc3v11ðx;kÞþc4v21ðx;kÞ; x2 ½1;0Þ;
c5/12ðx;kÞþc6/22ðx;kÞþc7v12ðx;kÞþc8v22ðx;kÞ; x2ð0;1;
(
where at least one of the constants c1, c2, c3, c4, c5, c6, c7 and c8
is not zero. Considering the equations
LtðuðxÞÞ ¼ 0; t ¼ 1; 8 ð3:6Þ
as a system of linear equations of the variables c1, c2, c3, c4, c5,
c6, c7, c8 and taking (3.1)–(3.5) into account, it follows that the
determinant of this system is
0 0 L1v11 L1v21 0 0 0 0
0 0 L2v11 L2v21 0 0 0 0
0 0 0 0 L3/12 L3/22 0 0
0 0 0 0 L4/12 L4/22 0 0
/12ð0Þ /22ð0Þ v12ð0Þ v22ð0Þ /12ð0Þ /22ð0Þ v12ð0Þ v22ð0Þ
/012ð0Þ /022ð0Þ v012ð0Þ v022ð0Þ /012ð0Þ /022ð0Þ v012ð0Þ v022ð0Þ
/0012ð0Þ /0022ð0Þ v0012ð0Þ v0022ð0Þ /0012ð0Þ /0022ð0Þ v0012ð0Þ v0022ð0Þ
/00012ð0Þ /00022ð0Þ v00012ð0Þ v00022ð0Þ /00012ð0Þ /00022ð0Þ v00012ð0Þ v00022ð0Þ


¼WðkÞ3–0:Therefore, the system (3.6) has only the trivial solution
ci ¼ 0ði ¼ 1; 8Þ. Thus we get a contradiction, which completes
the proof. h4. Asymptotic formulae for eigenvalues and fundamental
solutions
We start by proving some lemmas.
Lemma 4.1. Let /(x,k) be the solution of Eq. (1.1), and let
k= s4, s= r+ it. Then the following integral equations hold
for k ¼ 0; 3 in [1,0) [ (0,1]:
dk
dxk
/11ðx; kÞ ¼
1
2
dk
dxk
cos
sðxþ 1Þ
a1
þ d
k
dxk
e
sðxþ1Þ
a1 þ esðxþ1Þa1
4
þ a
3
1
2s3
Z x
1
dk
dxk
sin
sðx yÞ
a1
 esðxyÞa1 þ esðxyÞa1
 
 qðyÞ/11ðy; kÞdy: ð4:1Þ
dk
dxk
/12ðx;kÞ¼
/12ð0Þ
2
a
2
2/
00
12ð0Þ
2s2
 
dk
dxk
cos
sx
a2
þ a2/
0
12ð0Þ
2s
a
3
2/
000
12ð0Þ
2s3
 
 d
k
dxk
sin
sx
a2
þ /12ð0Þ
4
þa2/
0
12ð0Þ
4s
þa
2
2/
00
12ð0Þ
4s2
þa
3
2/
000
12ð0Þ
4s3
 
 d
k
dxk
e
sx
a2 þ /12ð0Þ
4
a2/
0
12ð0Þ
4s
þa
2
2/
00
12ð0Þ
4s2
a
3
2/
000
12ð0Þ
4s3
 
dk
dxk
e
sxa2
þ a
3
2
2s3
Z x
0
dk
dxk
sin
sðxyÞ
a2
esðxyÞa2 þesðxyÞa2
 
qðyÞ/12ðy;kÞdy:
ð4:2Þ
dk
dxk
/21ðx; kÞ ¼
a21
2s2
dk
dxk
cos
sðxþ 1Þ
a1
 a
2
1
4s2
dk
dxk
e
sðxþ1Þ
a1 þ esðxþ1Þa1
 
þ a
3
1
2s3
Z x
1
dk
dxk
sin
sðx yÞ
a1
 esðxyÞa1 þ esðxyÞa1
 
 qðyÞ/21ðy; kÞdy: ð4:3Þ
dk
dxk
/22ðx;kÞ¼
/22ð0Þ
2
a
2
2/
00
22ð0Þ
2s2
 
dk
dxk
cos
sx
a2
þ a2/
0
22ð0Þ
2s
a
3
2/
000
22ð0Þ
2s3
 
 d
k
dxk
sin
sx
a2
þ /22ð0Þ
4
þa2/
0
22ð0Þ
4s
þa
2
2/
00
22ð0Þ
4s2
þa
3
2/
000
22ð0Þ
4s3
 
 d
k
dxk
e
sx
a2 þ /22ð0Þ
4
a2/
0
22ð0Þ
4s
þa
2
2/
00
22ð0Þ
4s2
a
3
2/
000
22ð0Þ
4s3
 
dk
dxk
e
sxa2
þ a
3
2
2s3
Z x
0
dk
dxk
sin
sðxyÞ
a2
esðxyÞa2 þesðxyÞa2
 
qðyÞ/22ðy;kÞdy:
ð4:4Þ
Proof. Regard /11(x,k) as the solution of the following non-
homogeneous Cauchy problem:
ðaðxÞ/0011ðxÞÞ00 þ s4/11ðxÞ ¼ qðxÞ/11ðx; kÞ;
/11ð1; kÞ ¼ 1;/011ð1; kÞ ¼ 0;
/0011ð1; kÞ ¼ 0;/00011ð1; kÞ ¼ 0:
8><>:
Using the method of variation of parameters, /11(x,k) satisﬁes
534 E. Sen/11ðx;kÞ¼
1
2
cos
sðxþ1Þ
a1
þe
sðxþ1Þ
a1 þ esðxþ1Þa1
4
þ a
3
1
2s3

Z x
1
sin
sðxyÞ
a1
 esðxyÞa1 þ esðxyÞa1
 
qðyÞ/11ðy;kÞdy:
Then differentiating it with respect to x, we have (4.1). The
proof for 4.2, 4.3 and 4.4 is similar. h
Lemma 4.2. Let k= s4, s = r+ it. Then the following asymp-
totic formulae hold for k ¼ 0; 3:
dk
dxk
/11ðx; kÞ ¼
1
2
dk
dxk
cos
sðxþ 1Þ
a1
þ 1
4
 d
k
dxk
e
sðxþ1Þ
a1 þ esðxþ1Þa1
 
þO jsjk1ejsjðxþ1Þa1
 
: ð4:5Þ
dk
dxk
/12ðx; kÞ ¼
a22s
2d1/
0
11ð0Þ
2
dk
dxk
cos
sx
a2
þ a
3
2sd2/11ð0Þ
2
 d
k
dxk
sin
sx
a2
 a
2
2s
2d1/
0
11ð0Þ
4
 d
k
dxk
e
sx
a2 þ esxa2
 
 a
3
2sd2/11ð0Þ
4
 d
k
dxk
e
sx
a2  esxa2
 
þO ejsj
k a1xþa2
a1a2
  !
: ð1Þ ð4:6Þ
dk
dxk
/21ðx; kÞ ¼ O jsjk2ejsj
xþ1
a1
 
:
dk
dxk
/22ðx; kÞ ¼ a
2
2
s2d1/
0
21ð0Þ
2
dk
dxk
cos sx
a2
þ a32sd2/21ð0Þ
2
dk
dxk
sin sx
a2
ð2Þ
 a22s2d1/021ð0Þ
4
dk
dxk
e
sx
a2 þ esxa2
 
 a32sd2/21ð0Þ
4
dk
dxk
e
sx
a2  esxa2
 
þO ejsj
k1 a1xþa2
a1a2
  !
: ð3Þ
Each of these asymptotic formulae hold uniformly for x as
ŒkŒ ﬁ1.
Proof. Let F11ðx; kÞ ¼ ejsj
xþ1
a1 /11ðx; kÞ. It is easy to see that
F11(x,k) is bounded. Therefore /11ðx; kÞ ¼ O ejsj
xþ1
a1
 
. Substi-
tuting it into (4.1) and differentiating it with respect to x for
k ¼ 0; 3, we obtain (4.5). According to transmission conditions
(1.4)–(1.7) as ŒkŒ ﬁ1, we get
/12ð0Þ ¼ /11ð0Þ; /012ð0Þ ¼ /011ð0Þ;/0012ð0Þ
¼ s4d1/011ð0Þ; /00012ð0Þ ¼ s4d2/11ð0Þ:
Substituting these asymptotic formulae into (4.2) for k= 0, we
obtain/12ðx;kÞ ¼
a22s
2d1/
0
11ð0Þ
2
cos
sx
a2
þ a
3
2sd2/11ð0Þ
2
sin
sx
a2
 a
2
2s
2d1/
0
11ð0Þ
4
e
sx
a2 þ esxa2
 
 a
3
2sd2/11ð0Þ
4
e
sx
a2  esxa2
 
þ a
3
2
2s3

Z x
0
sin
sðx yÞ
a2
 esðxyÞa2 þ esðxyÞa2
 
qðyÞ/12ðy;kÞdy
þO ejsj
a1xþa2
a1a2
  !
:
ð4:7Þ
Multiplying through by jsj3ejsj
a1xþa2
a1a2
 
, and denoting
F12ðx; kÞ :¼ O jsj3e
jsj a1xþa2a1a2
  !
/12ðx; kÞ:
Denoting M: = maxx2[0,1]ŒF12(x,k)Œ from the last formula, it
follows that
MðkÞ 6 3jd1j
4a1
þ jd2j
4jsj2 þ
MðkÞ
2jsj3
Z x
0
qðyÞdyþM0
for some M0 > 0. From this, it follows that M(k) = O(1) as
ŒkŒ ﬁ1, so
/12ðx; kÞ ¼ O jsj3e
jsj a1xþa2a1a2
  !
:
Substituting this back into the integral on the right side of (4.7)
yields (4.6) for k= 0. The other cases may be considered ana-
logically. h
Similarly one can establish the following lemma. for
vij(x,k)(i= 1,2, j= 1,2).
Lemma 4.3. Let k= s4, s = r+ it. Then the following asymp-
totic formulae hold for k ¼ 0; 3:
dk
dxk
v11ðx;kÞ¼
a21s
2d1v012ð0Þ
2
dk
dxk
cos
sx
a1
þa
3
1sd2v12ð0Þ
2
dk
dxk
sin
sx
a1
þa
2
1s
2d1v012ð0Þ
4
dk
dxk
e
sx
a1 þesxa1
 
þa
3
1sd2v12ð0Þ
4
dk
dxk
e
sx
a1 esxa1
 
þO jsjkþ1ejsj
a1a2x
a1a2
  !
:
dk
dxk
v12ðx;kÞ¼
a32s
2
dk
dxk
sin
sðx1Þ
a2
þa
3
1sd2
4
dk
dxk
e
sðx1Þ
a2 esðx1Þa2
 
þO jsjkþ1ejsjð1xÞa2
 
:
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dxk
v21ðx;kÞ¼
a21s
2d1v022ð0Þ
2
dk
dxk
cos
sx
a1
þa
3
1sd2v22ð0Þ
2
dk
dxk
sin
sx
a1
þa
2
1s
2d1v022ð0Þ
4
dk
dxk
e
sx
a1 þesxa1
 
þa
3
1sd2v22ð0Þ
4
dk
dxk
e
sx
a1 esxa1
 
þO jsjkþ2ejsj
a1a2x
a1a2
  !
:
dk
dxk
v22ðx;kÞ¼
a22s
2
2
dk
dxk
cos
s x1ð Þ
a2
þa
2
2s
2
4
dk
dxk
e
s x1ð Þ
a1 esðx1Þa1
 
þO jsjkþ1ejsjð1xÞa2
 
;
where k ¼ 0; 3. Each of these asymptotic formulae holds uni-
formly for x.
Theorem 4.4. Let k= s4, s = r+ it. Then the characteristic
functions Wi(k)(i = 1,2) have the following asymptotic
formula:
W1ðkÞ ¼ W2ðkÞ ¼ O jsj11e
2jsj a1þa2a1a2
  !
:
Proof. Substituting the asymptotic equalities d
k
dxk
v11ð1; kÞ and
dk
dxk
v21ð1; kÞ into the representation of W1(k), we get
W1ðkÞ¼
1 0 v11ð1;kÞ v21ð1;kÞ
0 0 v011ð1;kÞ v021ð1;kÞ
0 1 v0011ð1;kÞ v0021ð1;kÞ
0 0 v00011ð1;kÞ v00021ð1;kÞ


¼ a51d1d2s3
8
v012ð0Þv22ð0Þv12ð0Þv022ð0Þ
	 


1 0 cos s
a1
e
 sa1 e sa1
0 0  s
a1
sin s
a1
s
a1
e sa1 e sa1
 
0 1  s2
a2
1
cos s
a1
s2
a2
1
e
s
a1 e sa1
 
0 0  s3
a3
1
sin s
a1
s3
a3
1
e sa1 e sa1
 


0BBBBBBBBB@
1CCCCCCCCCA
þ
1 0 sin s
a1
e
 sa1 þe sa1
0 0 s
a1
cos s
a1
s e sa1 þe sa1
 
0 1  s2
a2
1
sin s
a1
s2 e
s
a1 þe sa1
 
0 0  s3
a3
1
sin s
a1
s3 e sa1 þe sa1
 


þO jsj15e2jsj
a1þa2
a1a2
  !
¼0:
Analogically, we can obtain the asymptotic formulae of
W2(k). h
Corollary 4.5. The real eigenvalues of the problem 1.1, 1.2, 1.3,
1.4, 1.5, 1.6, 1.7, 1.8, 1.9 have a lower bound.
Proof. Putting s2 = it2 (t> 0) in the above formulas, it fol-
lows that W(t2)ﬁ1 as tﬁ1. Therefore, W(k) „ 0 for k
negative and sufﬁciently large in modulus. h
Now we can obtain the asymptotic approximation formu-
lae for the eigenvalues of the considered problem (1.1)–(1.9).
Since the eigenvalues coincide with the zeros of the entire
function W(k), it follows that they have no ﬁnite limit. More-over, we know from Corollary 4.5 that all real eigenvalues are
bounded below. Hence, we may renumber them as
k0 6 k1 6 k2 6 . . ., listed according to their multiplicity.
Theorem 4.6. The eigenvalues kn ¼ s4n; n ¼ 0; 1; 2; . . . of the
problem 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9 have the
following asymptotic formulae for nﬁ1:
ﬃﬃﬃﬃ
k0n
4
q
¼ a1pð2n 1Þ
2
þO 1
n
 
;
ﬃﬃﬃﬃﬃ
k00n
4
q
¼ a2pð2nþ 1Þ
2
þO 1
n
 
:
Proof. By applying the well-known Rouche´’s theorem, which
asserts that if f(s)and g(s)are analytic inside and on a closed
contour C, and Œg(s)Œ< Œf(s)Œon C, then f(s)and f(s) + g(s)
have the same number zeros inside C provided that each zero
is counted according to their multiplicity, we can obtain these
conclusions. h5. Spectrum properties of the operator A
Theorem 5.1. The residual spectrum of the operator A is empty,
i.e., rr(A) = ;.
Proof. It sufﬁcies to prove that if c is not an eigenvalue of A,
then (A  cI)1 is dense in Z. Therefore we examine the equa-
tion (A  cI)Y= F 2 Z, where F= (f, f1, f2, f3, f4).
Since c is not an eigenvalue of (1.1)–(1.9), we have
cuð1Þ þ u000ð1Þ ¼ ef1–0;
or
cu0ð1Þ þ u00ð1Þ ¼ ef2–0;
or
u00ð0þÞ  u00ð0Þ þ cd1u0ð0Þ ¼ ef3–0; ð5:1Þ
or
u000ð0þÞ  u000ð0Þ þ cd2uð0Þ ¼ ef4–0: ð5:2Þ
For convenience, we assume that (5.1) or (5.2) be true.
Consider the initial-value problem
Ly cy ¼ f; x 2 I;
y000ð1Þ ¼ 0;
y0ð1Þ ¼ 0;
yð0þÞ  yð0Þ ¼ 0;
y0ð0þÞ  y0ð0Þ ¼ 0;
y00ð0þÞ  y00ð0Þ þ cd1y0ð0Þ ¼ ef3 ;
y000ð0þÞ  y000ð0Þ þ cd2yð0Þ ¼ ef4 :
8>>>>>>>>><>>>>>>>>>:
ð5:3Þ
Let u(x) be the solution of the equation Lu  cu= 0 satisfying
536 E. Senuð1Þ¼1; u0ð1Þ¼0;u00ð1Þ¼1; u000ð1Þ¼0;
uð0þÞuð0Þ¼0; u0ð0þÞu0ð0Þ¼0;
u00ð0þÞu00ð0Þþcd1u0ð0Þ¼ ef3 ;u000ð0þÞu000ð0Þþcd2uð0Þ¼ ef4 :
In fact
uðxÞ ¼ u1ðxÞ; x 2 ½1; 0Þ;
u2ðxÞ; x 2 ð0; 1;

where u1(x) is the unique solution of the initial-value problem
a41u
ð4Þ
1 þ qðxÞu1 ¼ cu1; x 2 ½1; 0Þ;
u1ð1Þ ¼ 1; u01ð1Þ ¼ 0;
u001ð1Þ ¼ 1; u0001 ð1Þ ¼ 0;
8><>:
u2(x) is the unique solution of the problem
a42uð4Þ2 þ qðxÞu2 ¼ cu2; x 2 ð0; 1;
u2ð0þÞ  u1ð0Þ ¼ 0;
u02ð0þÞ  u01ð0Þ ¼ 0;
u002ð0þÞ  u001ð0Þ þ cd1u01ð0Þ ¼ ef3 ;
u0002 ð0þÞ  u0001 ð0Þ þ cd2u1ð0Þ ¼ ef4 :
8>>>><>>>>:
Let
xðxÞ ¼ x1ðxÞ; x 2 ½1; 0Þ;
x2ðxÞ; x 2 ð0; 1

be a solution of Lx  cx= f satisfying
x0ð1Þ ¼ 0; x000ð1Þ ¼ 0;
xð0þÞ  xð0Þ ¼ 0; x0ð0þÞ  x0ð0Þ ¼ 0;
x00ð0þÞ  x00ð0Þ þ cd1x0ð0Þ ¼ ef3 ; x000ð0þÞ  x000ð0Þ
þ cd2xð0Þ ¼ ef4 :
Then (5.3) has the general solution
yðxÞ ¼ du1 þ x1; x 2 ½1; 0Þ
du2 þ x2; x 2 ð0; 1;

ð5:4Þ
where d 2 C.
Since c is not an eigenvalue of (1.1)–(1.9), we have
cu2ð1Þ þ u0002 ð1Þ–0 ð5:5Þ
or
cu02ð1Þ þ u002ð1Þ–0: ð5:6Þ
The second component of (A  c)Y= F involves the equation
y000ð1Þ þ cyð1Þ ¼ h: ð5:7Þ
Substituting (5.4) into (5.7), we get
d u0002 ð1Þ þ cu2ð1Þ
	 
 ¼ h x0002 ð1Þ  cx2ð1Þ:
In view of (5.5), we know that d is a unique solution.
The third component of (A  c)Y= F involves the
equation
y00ð1Þ þ cy0ð1Þ ¼ k ð5:8Þ
Substituting (5.4) into (5.8), we get
d u002ð1Þ þ cu02ð1Þ
	 
 ¼ k x002ð1Þ  cx02ð1Þ:In view of (5.6), we know that d is a unique solution.
Thus if c is not an eigenvalue of (1.1)–(1.9), d is uniquely
solvable. Hence y is uniquely determined.
The above arguments show that (A  cI)1 is deﬁned on all
of Z. So c R rr(A), i.e., rr(A) = ;. h
Theorem 5.2. If d1 > 0 and d2 > 0, then the operator A has
only real point spectrum, i.e., rðAÞ ¼ rpðAÞ  R.
Proof. If d1 > 0 and d2 > 0, a.e., then Z is a Hilbert space. By
Theorem 2.2, the spectrum of the operator A are all real, i.e.,
rðAÞ  R.
Moreover, if c is not an eigenvalue of A, then the arguments
of Theorem 5.1 show that (A  cI)1 is bounded by Theorem
2.2 and the Closed Graph Theorem. Thus c 2 rp(A). Hence,
r(A) = rp(A). h
Theorem 5.3. If B = JA> 0, then the point spectrum of the
operator A are all real, i.e., rpðAÞ  R.
Proof. Let k ¼ aþ ib 2 rpðAÞ; a; b 2 R and b „ 0. There exits
F= (f,0,0,0,0) 2 D(A) s.t., AF= (a+ ib)F. By B> 0, we
have
hBF;Fi ¼ ½AF;F ¼ ðaþ ibÞhf; fi1 > 0:
Here hf; fi1 2 R and b „ 0. Thus we get a contradiction. hReferences
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