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Abstract. We present a pedagogical introduction to the In-Medium Similarity
Renormalization Group (IMSRG) framework for ab initio calculations of nuclei.
The IMSRG performs continuous unitary transformations of the nuclear many-body
Hamiltonian in second-quantized form, which can be implemented with polynomial
computational effort. Through suitably chosen generators, it is possible to extract
eigenvalues of the Hamiltonian in a given nucleus, or drive the Hamiltonian matrix in
configuration space to specific structures, e.g., band- or block-diagonal form.
Exploiting this flexibility, we describe two complementary approaches for the
description of closed- and open-shell nuclei: The first is the Multireference IMSRG
(MR-IMSRG), which is designed for the efficient calculation of nuclear ground-state
properties. The second is the derivation of nonempirical valence-space interactions
that can be used as input for nuclear Shell model (i.e., configuration interaction
(CI)) calculations. This IMSRG+Shell model approach provides immediate access
to excitation spectra, transitions, etc., but is limited in applicability by the factorial
cost of the CI calculations.
We review applications of the MR-IMSRG and IMSRG+Shell model approaches to
the calculation of ground-state properties for the oxygen, calcium, and nickel isotopic
chains or the spectroscopy of nuclei in the lower sd shell, respectively, and present
selected new results, e.g., for the ground- and excited state properties of neon isotopes.
Submitted to: Phys. Scr.
1. Introduction
More than 60 years have passed since Rainwater, Bohr, and Mottelson published
the seminal works that led to them winning the 1975 Nobel Prize in Physics [1–5].
The collective model developed in these publications is an essential tool for nuclear
physicists, and it qualifies as one of the most successful data-driven approaches to
nuclear structure. A variety of approaches exist in this category, ranging from local
to global applicability, and from microscopic to macroscopic views of nuclei: Collective
Bohr-Mottelson Hamiltonians are fine-tuned to specific nuclei or limited regions of the
nuclear chart, and do not treat the dynamics of all nucleons on a fully microscopic level.
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The traditional nuclear configuration interaction (CI) approach (see, e.g., [6, 7]) uses
phenomenological interactions that are highly optimized, e.g., to sd-shell data [8], and
treats only the dynamics of valence nucleons on top of an inert core in fully microscopic
fashion. Finally, nuclear Density Functional Theory (DFT) takes a global perspective,
and aims for a microscopic description of the entire nuclear chart based on energy density
functionals (EDFs) that are optimized to data [9–12].
The philosophy behind data-driven models is complementary to that of ab initio
nuclear many-body theory, although the lines are somewhat blurry. An ab initio
approach attempts to describe nuclear structure and dynamics based on fundamental
degrees of freedom and their interactions. In the Standard Model, the fundamental
theory of strong interactions is Quantum Chromodynamics (QCD), but a description
of nuclear observables on the level of quarks and gluons is not feasible, except for
the lightest few-nucleon systems (see, e.g., [13]). Instead, we start from nuclear
interactions that describe low-energy QCD observables in the NN and 3N systems,
like scattering data or binding energies. Nowadays, such interactions are derived
in Chiral Effective Field Theory (EFT), which provides a constructive framework
and organizational hierarchy for NN , 3N , and higher many-nucleon forces, as well
as consistent electroweak operators (see, e.g., [14–25]). Since Chiral EFT is a low-
momentum expansion, high-momentum (short-range) physics is not explicitly resolved
by the theory, but parametrized by the so-called low-energy constants (LECs).
In principle, the LECs can be determined by matching calculations of the same
observables in chiral EFT and (Lattice) QCD in the overlap region of the two theories.
Since such a calculation is currently not feasible, they are fit to experimental data,
typically in the piN , NN , and 3N sectors. Recently, Ekstro¨m et al. have developed an
optimization protocol for chiral interactions that gives up on the reductionist approach
of fixing the LECs in the few-nucleon system, and includes certain many-body data in
the fit as well. The many-body data, e.g., selected radii, are chosen in order to improve
the deficient saturation behavior of chiral interactions that are used as input for nuclear
many-body calculations. The first interaction optimized with this protocol is NNLOsat
[26], which is able to accurately describe the ground-state energies and charge radii of
40,48Ca at the same time. Following the same philosophy but not the same approach,
Shirokov et al. have produced Daejeon16, a softened chiral NN interaction that has
been tuned for the description of light nuclei without explicit 3N forces [27–30].
Renormalization group (RG) methods are natural companions for EFTs, because
they make it possible to smoothly connect theories with different resolution scales and
degrees of freedom. Since they were introduced in low-energy nuclear physics around
the start of the millennium [31–34], they have provided a systematic framework for
formalizing many ideas on the renormalization of nuclear interactions and many-body
effects that had been discussed in the nuclear structure community since the 1950s. For
instance, soft and hard-core NN interactions can reproduce scattering data equally well,
but have significantly different saturation properties, which caused the community to
move away from the former in the 1970s (see, e.g., [35]). What was missing at that
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time was the recognition of the intricate link between the off-shell NN interaction and
3N forces that was formally demonstrated for the first time by Polyzou and Glo¨ckle in
1990 [36]. From the modern RG perspective, soft- and hard-core interactions emerge as
representations of low-energy QCD at different resolution scales, and the dialing of the
resolution scale necessarily leads to induced 3N forces, in such a way that observables
(including saturation properties) remain invariant under the RG flow (see section 2 and
[33, 34]). In conjunction, chiral EFT and nuclear RG applications demonstrate that one
cannot treat the NN, 3N, . . . sectors in isolation from each other.
During the 1960s, Kuo and Brown pioneered work on the ab initio derivation
of effective interactions for nuclear valence-space CI calculations, culminating in the
publication of Hamiltonians for the sd and pf shells [37, 38]. Their approach relied
on Brueckner’s G matrix to treat short-range correlations induced by the free-space
NN interaction, and employed the so-called hole-line expansion to second order [39–
41]. After some initial successes, Barret, Kirson, and others demonstrated a lack
of order-by-order convergence of this expansion [42–46], and Vary, Sauer and Wong
found a disturbingly strong model-space dependence in intermediate-state summations,
with larger model spaces actually degrading the agreement with experimental data [47].
Bogner et al. revisited this issue with the help of the Similarity Renormalization Group
(SRG) [48, 49], and demonstrated that the G matrix retains significant coupling between
low- and high-momentum nodes of the underlying interaction [33], so the convergence
issues are not surprising from a modern perspective. In the SRG and other modern
RG approaches, low- and high-momentum physics are decoupled properly, and the
resulting low-momentum NN + 3N interactions are indeed perturbative [33, 50]. For
such interactions, results from finite-order many-body perturbation theory (MBPT) are
in good agreement with non-perturbative results if the expansion is based on a Hartree-
Fock reference state [51, 52].
Of course, low-momentum NN + 3N interactions are well-suited inputs not just
for MBPT, but for all methods that work in truncated configuration spaces. The
decoupling of low- and high-momentum modes of the interaction leads to a greatly
improved convergence behavior, which in turn extends the range of nuclei a many-body
method can be applied to. With SRG-evolved interactions, the No-Core Shell Model
(NCSM) and related large-scale diagonalization methods can be extended into the lower
sd−shell [53–56], and methods with systematic many-body truncations like Coupled
Cluster (CC) are nowadays applied to nuclei as heavy as tin [57–59].
Instead of merely using the SRG as a tool to “pre-process” the nuclear interactions
that are used as inputs for other many-body methods, we can turn it into a method
for solving the many-body Schro¨dinger equation itself. This leads us to the so-
called In-Medium SRG (IMSRG), which is the main focus of the present work [60–
62]. In a nutshell, we want to use SRG-like flow equations to decouple physics at
different excitation energy scales of the nucleus, and render the Hamiltonian matrix
in configuration space block or band diagonal in the process. This can also be
viewed as a re-organization of the many-body expansion, in which correlations that
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are described explicitly by the configuration space are absorbed into an RG-improved
Hamiltonian. With an appropriately chosen decoupling strategy, it is even possible
to extract eigenvalues and eigenstates of the nuclear Hamiltonian, and therefore, the
IMSRG qualifies as an ab initio method for solving quantum many-body problems.
In this work, we will discuss two distinct implementations of the IMSRG ideas.
The first is the so-called Multireference IMSRG (MR-IMSRG), which is designed for
calculations of the ground-state properties of closed- and open-shell nuclei. Like
most many-body approaches, it relies on the organization of the many-body basis in
terms of a reference state and its excitations. Contrary to approaches like MBPT
or CI, which employ Slater determinant reference states, the MR-IMSRG is built for
arbitrary correlated reference states. This gives us the greatest possible flexibility in
the description of correlations: Static correlations, e.g., due to intrinsic deformation,
can be built into the reference state, while dynamic correlations due to the excitation
of nucleon pairs, triples, etc. are described by the MR-IMSRG transformation.
The second approach uses the IMSRG to construct RG-improved Hamiltonians
for nuclear valence CI calculations. These interactions are subsequently used as input
for existing Shell model codes like NuShellX [63]. Such a combined approach gives us
immediate access to a much larger number of observables than the MR-IMSRG, but it
is limited by the computational effort of the CI part of the calculation.
The idea of using flow equations to solve quantum many-body problems was already
discussed in Wegner’s initial work on the SRG [49] (also see [64] and references therein).
In the solid-state physics literature, the approach is also known as continuous unitary
transformation (CUT) theory, see [65–69]. When we discuss our decoupling strategies
for the nuclear many-body problem, it will become evident that the IMSRG is related
to CC [58, 70], canonical transformation theory (CT) [71–73], and the Irreducible (or
Anti-Hermitian) Contracted Schro¨dinger Equation (ICSE) approach [74–80], and there
is even some overlap with purely variational methods (see section 4.3). What sets
the IMSRG apart from these methods is that the Hamiltonian instead of the wave
function is at the center of attention, in the spirit of RG methodology. This seems to
be a trivial distinction, but there are practical advantages of this viewpoint, e.g., the
simultaneous decoupling of ground and excited states (see section 4.2), the avoidance of
N -representability issues [81], and more. Inspired in part by our work on the IMSRG in
nuclear physics, Evangelista and co-workers have recently presented the Driven SRG for
ab initio calculations in quantum chemistry, which implements IMSRG transformations
in terms of inhomogeneous nonlinear equations rather than flow equations [82–85].
Organization of this work: Let us conclude our introduction of the IMSRG with a
look ahead at the main body of this work. In section 2, we briefly review the essential
concepts of the free-space SRG, and how it is used to dial the resolution scale of (nuclear)
interactions and operators. To set up the IMSRG formalism, we first discuss normal-
ordering techniques and Wick’s theorem for arbitrary reference states in section 3. This
will be followed by the presentation of the MR-IMSRG flow equations in section 4, which
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also discusses the choice of decoupling scheme and generators. The single-reference
IMSRG equations are obtained as a limit of the more general MR-IMSRG framework.
In section 5, general features of (MR-)IMSRG flows are discussed, and section 6 reviews
applications of the MR-IMSRG to the ground-state properties of closed- and open-shell
nuclei. In section 7, we describe the derivation of nonempirical interactions for the
nuclear valence-space CI approach. Salient points are summarized in section 8, and we
look ahead at new developments. Expressions for products and commutators of normal-
ordered operators are collected in Appendix A, and Appendix B recapitulates elements
of the Hartree-Fock Bogoliubov theory and particle-number projection, which are used
in the construction of reference states for the MR-IMSRG.
2. The Similarity Renormalization Group
2.1. General Concept
The Similarity Renormalization Group (SRG) was first formulated independently by
Wegner [49] and Glazek and Wilson [48], for applications in condensed matter physics
and light-front quantum field theory, respectively. The general concept of the method
is to simplify the structure of the Hamiltonian in a suitable representation through the
use of a continuous unitary transformation,
H(s) = U(s)H(0)U †(s) . (1)
Here, H(s = 0) is the starting Hamiltonian and s denotes the so-called flow parameter,
which parameterizes the unitary transformation. Taking the derivative of equation (1)
with respect to s, we obtain the operator flow equation
d
ds
H(s) = [η(s), H(s)] , (2)
where the anti-Hermitian generator η(s) is related to U(s) by
η(s) =
dU(s)
ds
U †(s) = −η†(s) . (3)
By rearranging this relation, we obtain a differential equation for U(s) whose formal
solution is given by the path-or S-ordered exponential [86, 87]
U(s) = S exp
∫ s
0
ds′η(s′) ≡
∑
n
1
n!
∫ s
0
ds1
∫ s
0
ds2 . . .
∫ s
0
dsnS{η(s1) . . . η(sn)} . (4)
Here, the S-ordering operator S ensures that the flow parameters appearing in the
integrands are always in descending order, s1 > s2 > . . .. Since our continuous unitary
transformation preserves the spectrum of the Hamiltonian and any other observable of
interest, it is an example of a so-called isospectral flow, a class of transformations which
has been studied extensively in the mathematics literature (see, e.g., [88–90]).
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Figure 1. Schematic illustration of two types of RG evolution for NN potentials in
momentum space: (a) Vlow-k running in Λ, and (b) SRG running in λ (see main text).
Here, k and k′ denote the relative momenta of the initial and final state, respectively.
At each Λi or λi, the matrix elements outside of the corresponding blocks or bands are
negligible, implying that high- and low-momentum states are decoupled.
With a suitable choice of generator η(s), we can smoothly transform the
Hamiltonian to almost arbitrary structures as we integrate the flow equation (2) for
s → ∞. Inspired by the work of Brockett [88] on the so-called double-bracket flow,
Wegner [49] proposed the generator
η(s) ≡ [Hd(s), Hod(s)] , (5)
which is constructed by splitting the Hamiltonian into suitably chosen diagonal (Hd(s))
and offdiagonal (Hod(s)) parts. It can be shown analytically that the generator (5) will
monotonically suppress Hod(s) as the Hamiltonian is evolved via equation (2) (see, e.g.,
[49, 62, 64]). Note that the label diagonal does not need to mean strict diagonality here,
but rather refers to a desired structure that the Hamiltonian will assume in the limit
s → ∞. By working in bases that are ordered by momenta or energies, the capability
to impose structure on the Hamiltonian allows us to make an explicit connection with
renormalization group (RG) ideas.
2.2. SRG Evolution of Nuclear Interactions
In figure 1, we show schematic examples of RG evolutions that are applied to nucleon-
nucleon interactions in momentum-space representation. Figure 1(a) implements the RG
as a decimation: The interaction is evolved to decreasing cutoff scales Λ0 > Λ1 > Λ2,
and we end up with a low-momentum interaction Vlow-k that only has non-zero matrix
elements between states with initial and final relative momenta k, k′ ≤ Λ [31, 33].
In contrast, figure 1(b) results from a continuous unitary transformation via the flow
equation (2), using a Wegner-type generator built from the relative kinetic energy in the
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two-nucleon system:
η(λ) ≡
[ ~k2
2µ
, v(λ)
]
. (6)
Here, ~k = 1
2
(~p1 − ~p2), and µ is the reduced nucleon mass. We have parametrized
the transformation with λ = s−1/4, which has the dimensions of a momentum (in
natural units). As suggested by figure 1(b), λ is a measure for the “width” of the
band-diagonal Hamiltonian in momentum space, i.e., it controls the scale of momentum
transfers between nucleons. Because
|~q| = |~k′ − ~k| . λ (7)
low- and high-lying momenta are decoupled in a proper RG sense as λ is decreased.
The decoupling of low- and high-lying momenta significantly improves the
convergence properties of configuration-space based many-body methods, because it
prevents the Hamiltonian from scattering nucleon pairs from low to high momentum
states. Methods like the NCSM or the IMSRG discussed below yield converged results
in much smaller many-body Hilbert spaces, which in turn makes it possible to apply
these methods to heavier nuclei [53–57, 61, 62, 91–99]. However, this improvement comes
at a cost, which is best illustrated by considering the Hamiltonian in a second-quantized
form, assuming only a two-nucleon interaction for simplicity:
Hint = Trel + V =
1
4
∑
pqrs
〈pq|
~k212
2µ
+ v12 |rs〉a†pa†qasar . (8)
If we plug Trel and V into the commutators in equations (6) and (2), we obtain
[a†ia
†
jalak, a
†
pa
†
qasar] = δlpa
†
ia
†
ja
†
qasarak + {a†a†a†aaa} − δlpδkqa†ia†jasar + {a†a†aa} , (9)
where the bracketed terms with suppressed indices schematically stand for additional
two- and three-body operators. Thus, even if we start from a pure two-body interaction,
the SRG flow will induce operators of higher rank, i.e., three-, four-, and in general up
to A-nucleon interactions. Of course, these induced interactions are only probed if we
study an A-nucleon system. If we truncate the SRG flow equations at the two-body
level, we preserve the properties of the two-nucleon system, in particular phase shifts
and the deuteron binding energy. A truncation at the three-body level ensures the
invariance of observables in A = 3 nuclei, e.g. 3H and 3He ground-state energies, and so
on. Truncations in the SRG flow equation cause a violation of unitarity that manifests
as a (residual) dependence of many-body results on λ. By varying this parameter, the
size of the missing contributions can be assessed (see, e.g., [33, 55, 57, 61, 91, 99–102]).
State-of-the-art SRG evolutions of nuclear interactions are nowadays performed
in the three-body system, using relative (Jacobi) harmonic oscillator [54, 100, 103],
relative momentum plane wave [101], or momentum-space hypherspherical harmonics
representations [104]. Pioneering work on implementing the SRG evolution in the lowest
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Figure 2. SRG evolution of a chiral NNLO NN+3N Hamiltonian with cutoffs 550/600
MeV [106, 107] in a three-body hyperspherical momentum basis. The figure shows
contour plots of the matrix elements as a function of λ in the lowest hyperspherical
partial wave, both for the 3N interaction (top panel) and the embeddedNN interaction
in that partial wave (lower panel). See [109] for additional details. Figure courtesy of
K. Wendt.
partial waves of the four-body system has been carried out by A. Calci and co-workers
[105], again working in Jacobi HO representation.
Figure 2 shows the evolution of NN and 3N matrix elements of a chiral NNLO
interaction by Epelbaum, Glo¨ckle, and Meißner [106, 107], with cutoffs 550/600 MeV.
As discussed for our schematic example, both the NN and 3N interactions become band
diagonal and the SRG decouples the low- and high-momentum regimes as we evolve to
lower values of λ. In figure 3, the same family of SRG-evolved interactions is used to
calculate the ground-state energy of the triton, as a function of λ. If only the NN part of
the chiral interaction is used as input, and the SRG generator and flowing Hamiltonian
are truncated at the two-body level (curve ‘NN -only’), the SRG evolution is not unitary
in the three-body system. The energy exhibits a significant dependence on λ, on the
order of 5–6%. If the flow equations are truncated at the three-body level instead,
induced 3N interactions are properly included and the unitarity of the transformation
is restored (‘NN+3N -induced’): The energy does not change as λ is varied. Finally, the
curve ‘NN+3N -full’ shows the result for a calculation with initialNN and 3N forces that
are consistently SRG-evolved at the three-body level. The triton ground-state energy is
again invariant under the SRG flow, and closely reproduces the experimental value that
is used as a constraint in the adjustment of the 3N force’s low-energy constants (see,
e.g., [14, 15, 108]).
The SRG flow equations force us to manipulate large sections (or the entirety) of
the Hamiltonian’s spectrum in order to avoid basis truncation artifacts (also cf. [56, 57])
We may ask, then, if it might be possible to avoid the use of matrix representations
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λ [fm−1]
−8.5
−8.4
−8.3
−8.2
−8.1
E 
 [M
eV
]
NN-only
NN + 3N-induced
NN + 3N-full
Exp.
EGM NNLO 
550/600 MeV
Figure 3. Ground state energy of 3H as a function of the flow parameter λ for a chiral
NNLO NN+3N interaction with cutoffs 550/600 MeV (cf. Fig. 2 and [106, 107]). NN -
only means initial and induced 3N interactions are discarded, NN+3N -induced takes
only induced 3N interactions into account, and 3N -full contains initial 3N interactions
as well. The black dotted line shows the experimental binding energy [110]. Data
courtesy of K. Hebeler.
entirely by solving the operator flow equation (2) directly in the algebra of operators.
This is the strategy that we will explore in the following, which will ultimately lead us
to the formulation of the In-Medium SRG. First, we have to lay some groundwork on
normal ordering techniques and Wick’s theorem.
3. Normal Ordering and Wick’s Theorem for Arbitrary Reference States
3.1. References States and Many-Body Bases
To describe the structure and dynamics of an atomic nucleus of mass A, we need to work
in an A-body Hilbert space‡, and choose a suitable A-body basis. Since we are dealing
with a system of fermions, a straightforward choice are antisymmetrized product states,
or Slater determinants. Introducing fermionic creation and annihilation operators a†i
and aj that satisfy the canonical anticommutation relations{
a†i , a
†
j
}
=
{
ai, aj
}
= 0 ,
{
a†i , aj
}
= δij , (10)
‡ To include continuum degrees of freedom, i.e., resonant and scattering states, we would have to treat
the nucleus as an open quantum system in a so-called rigged Hilbert space [111, 112]. This setting also
creates opportunities for a completely microscopic description of nuclear reactions, see, e.g., [113, 114].
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we can write a generic A-particle Slater determinant as
|Φ〉 =
A∏
k=1
a†ik |vac〉 , (11)
where |vac〉 refers to the particle vacuum. Here, the indices run over a suitably chosen
single-particle basis, e.g., spatially localized orbitals if we plan to describe a finite system
like a nucleus. A complete basis for the many-body Hilbert space can be obtained by
distributing A nucleons over the available single-particle states in all possible ways.
Of course, not all of the states in this naively chosen basis are created equal. As
alluded to in section 2, nuclear interactions and the nucleus itself have characteristic
energy or momentum scales. The ground state and low-lying excitation spectrum of an
A-body nucleus is typically dominated by excitations of particles in the vicinity of its
Fermi energy. Thus, we can find a Slater determinant |Φ〉 that is a fair approximation
to the nuclear ground state, and use it as a reference state for the construction
and organization of our many-body basis. Slater determinants that are variationally
optimized through a Hartree-Fock (HF) procedure have been shown to be reasonable
reference states for interactions with low resolution scales around λ = 2.0 fm−1 (see,
e.g., Refs. [33, 51, 53, 58, 62, 115] and references therein), allowing post-HF methods
like MBPT, CC, or the IMSRG discussed below to converge rapidly to the exact FCI
result. Starting from such a HF reference state |ΦHF〉, we can obtain a basis consisting
of the state itself and up to A-particle, A-hole (ApAh) excitations:
|ΦHF〉, a†p1ah1 |ΦHF〉, . . . , a†p1 . . . a†pAahA . . . ah1 |ΦHF〉 . (12)
Here, indices pi and hi run over all one-body basis states with energies above (particle
states) and below the Fermi level (hole states), respectively.
Many-body bases built from such a single Slater determinant and its particle-hole
excitations work best for systems with large gaps in the single-particle spectrum, e.g.,
closed-shell nuclei. If the gap is small, particle-hole excited basis states can be near-
degenerate with the reference state, which usually results in spontaneous symmetry
breaking and strong configuration mixing. At best, these phenomena impede the
convergence of a many-body calculation by forcing us to use model spaces that contain
npnh excitations with large n, e.g., in a CI framework. At worst, the behavior of a
truncated many-body method like IMSRG or CC may be completely uncontrolled. We
want to overcome these problems by building correlations from configuration mixing
into the reference state, and constructing a basis of generalized ApAh excitations on
top of this state. A key element of such an approach are generalized normal ordering
techniques.
3.2. Normal-Ordered Operators and Wick Contractions
In Ref. [116], Kutzelnigg and Mukherjee developed a generalized normal ordering for
arbitrary reference states. Here, we present the essential elements of their discussion
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that we will need in the following, but use the slightly different notation of Kong et
al. [117].
First, we introduce a pseudo-tensorial notation for strings of creation and
annihilation operators, to facilitate book-keeping and make the formalism more compact.
A particle-number conserving product of k creators and annihilators each is written as
Ai1...ikj1...jk ≡ a†i1 . . . a†ikajk . . . aj1 . (13)
We do not consider particle-number changing operators in the present work, because
they cause ambiguities in the contraction and sign rules for the A operators that are
defined in the following. The anticommutation relations imply
A
P(i1...ik)
P ′(j1...jk) = (−1)pi(P)+pi(P
′)Ai1...ikj1...jk , (14)
where pi(P) = ±1 indicates the parity (or signature) of a permutation P . A general k-
body operator in second quantization can now be written in terms of the basis operators
as
O(k) =
1
(k!)2
∑
i1...ik
j1...jk
oi1...ikj1...jkA
i1...ik
j1...jk
, (15)
where we assume that the coefficients oi1...ikj1...jk are antisymmetrized, and therefore also
obey equation (14) under index permutations.
Next, we introduce irreducible k-body density matrices λ(k). In the one-body case,
we have the usual density matrix
λij ≡ 〈Φ|Aij |Φ〉 , (16)
and for future use, we also define
ξij ≡ λij − δij . (17)
Up to a factor (−1) that unifies the sign rules for one-body contractions presented below,
ξ(1) is simply the generalization of the hole density matrix for a correlated state. In the
natural orbital basis, i.e., the eigenbasis of λ(1), both one-body density matrices are
diagonal:
λij = niδ
i
j , ξ
i
j = −n¯iδij ≡ −(1− ni)δij . (18)
The fractional occupation numbers 0 ≤ ni ≤ 1 are the eigenvalues of λ(1).
For k ≥ 2, we denote full density matrices by
ρi1...ikj1...jk = 〈Φ|Ai1...ikj1...jk |Φ〉 , (19)
and define
λijkl ≡ ρijkl −A{λikλjl } , (20)
λijklmn ≡ ρijklmn −A{λilλjkmn} − A{λilλjmλkn} , (21)
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etc., where A{. . .} fully antisymmetrizes the indices of the expression within the
brackets, e.g.,
A{λikλjl } = λikλjl − λilλjk . (22)
From equation (20), it is easy to see that λ(2) encodes the two-nucleon correlation
content of the reference state |Φ〉. If the reference state is a Slater determinant, i.e., an
independent-particle state, the full two-body density matrix factorizes, and λ(2) vanishes:
λijkl = ρ
ij
kl −A{λikλjl } = λikλjl − λikλjl −
(
λikλ
j
l − λikλjl
)
= 0 . (23)
Equation (21) shows that λ(3) is constructed by subtracting contributions from
three independent particles as well as two correlated nucleons in the presence of an
independent spectator particle from the full three-body density matrix, and therefore
encodes the genuine three-nucleon correlations. This construction and interpretation
generalizes to irreducible density matrices of rank k.
Now we consider the expansion of a (number-conserving) string of creation and
annihilation operators in normal-ordered components. First, we define a normal-ordered
one-body operator by subtracting from a given one-body operator its expectation value
in the reference state:
:Aab :≡ Aab − 〈Φ|Aab |Φ〉 = Aab − λab . (24)
This implies that the expectation value of the normal-ordered operator in the reference
state vanishes by construction:
〈Φ| :Aab : |Φ〉 = 0 . (25)
For a two-body operator, we have the expansion
Aabcd =:A
ab
cd : +λ
a
c :A
b
d : −λad :Abc : +λbd :Aac : −λbc :Aad : +λacλbd − λadλbc + λabcd . (26)
As a consequence of equation (14), the sign of each term is determined by the product
of the parities of the permutations that map upper and lower indices to their ordering in
the initial operator. Except for the last term, this expression looks like the result for the
regular normal ordering, with pairwise contractions of indices giving rise to one-body
density matrices. The last term, a contraction of four indices, appears because we are
dealing with an arbitrary, correlated reference state here.
Taking the expectation value of equation (26) and using equation (25), we obtain
ρabcd = 〈Φ| :Aabcd : |Φ〉+ λacλbd − λadλbc + λabcd︸ ︷︷ ︸
=ρabcd
, (27)
and see that
〈Φ| :Aabcd : |Φ〉 = 0 . (28)
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The normal ordering procedure can be extended in analogy to the one- and two-body
cases, e.g.,
Aabcdef =:A
abc
def : +A{λad :Abcef :}+A{λadλbe :Acf :}+A{λabde :Acf :}
+ λabcdef +A{λadλbcef}+A{λadλbeλcf} , (29)
yielding normal-ordered operators of arbitrary rank k that satisfy
〈Φ| :Ai1...ikj1...jk : |Φ〉 = 0 . (30)
Finally, a generalized Wick’s theorem for arbitrary reference states can be
formulated: Any product of two normal-ordered operators can be expanded in a sum
of normal-ordered terms, with Wick contractions and operators containing at least one
index from each of the original operators. For example, the basic contractions appearing
in the expansion of a product of normal-ordered two-body operators are (notice the signs)
:Aa bcd ::A
ij
k l
: = −λ b
k
:Aaijcdl : , (31)
:Aabc d ::A
i j
kl : = −ξ
j
c :A
bia
dkl : , (32)
:A abcd ::A
ij
kl
: = +λ ab
kl
:Aijcd : , (33)
:Aa bcd ::A
i j
kl
: = −λ ib
kl
:Aajcd : , (34)
:Aabc d ::A
ij
k l
: = −λ ij
ck
:Aabdl : , (35)
:A ab
c d
::A i j
kl
: = −λ abi
dkl
:Ajc : , (36)
:A ab
cd
::A
ij
kl
: = +λ
abij
cdkl
. (37)
Only the first two contraction types, equations (31) and (32), appear in the regular
Wick’s theorem for uncorrelated reference states. The additional contractions (33)–(37)
increase the number of terms when we expand operator products using the generalized
Wick’s theorem — examples are shown in appendix Appendix A. Fortunately, we will
see in section 4 that the overall increase in complexity is manageable.
3.3. Normal-Ordered Hamiltonian and Normal-Ordered Two-Body Approximation
We conclude this section by applying the generalized normal ordering to an intrinsic
nuclear A-body Hamiltonian containing both NN and 3N interactions, which will be
relevant for the applications discussed later in this work. Let
H =
(
1− 1
A
)
T (1) +
1
A
T (2) + V (2) + V (3) , (38)
where
T (1) ≡
∑
i
~p2i
2m
, T (2) ≡ −
∑
i<j
~pi · ~pj
m
(39)
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(see, e.g., [118]). Choosing a generic correlated reference state |Φ〉, we rewrite the
Hamiltonian as
H = E +
∑
ij
f ij :A
i
j : +
1
4
∑
ijkl
Γijkl :A
ij
kl :
+
1
36
∑
ijklmn
W ijklmn :A
ijk
lmn : , (40)
where the labels have been chosen for historical reasons. The individual normal-ordered
contributions in equation (40) are given by
E =
(
1− 1
A
)∑
ab
tabλ
a
b +
1
4
∑
abcd
(
1
A
tabcd + v
ab
cd
)
ρabcd
+
1
36
∑
abcdef
vabcdefρ
abc
def , (41)
f ij =
(
1− 1
A
)
tij +
∑
ab
(
1
A
tiajb + v
ia
jb
)
λab
+
1
4
∑
abcd
viabjcdρ
ab
cd , (42)
Γijkl =
1
A
tijkl + v
ij
kl +
∑
ab
vijaklbλ
a
b , (43)
W ijklmn = v
ijk
lmn . (44)
Here, we use the full density matrices for compactness, but it is easy to express equations
(41)–(43) completely in terms of irreducible density matrices by using equations (20) and
(21). Note that the normal-ordered zero-, one-, and two-body parts of the Hamiltonian
all contain in-medium contributions from the free-space 3N interaction. It has been
shown empirically that the omission of the normal-ordered three-body piece of the
Hamiltonian causes a deviation of merely 1–2% in ground-state and (absolute) excited
state energies of light and medium-mass nuclei [91, 94, 119–121]. This normal-ordered
two-body approximation (NO2B) to the Hamiltonian is widely used nowadays, because
it provides an efficient means to account for 3N force effects in nuclear many-body
calculations without incurring the computational expense of explicitly treating three-
body operators. In the next section, we will also see that the NO2B approximation
meshes in a natural way with the framework of the MR-IMSRG, which makes it
especially appealing for our purposes.
4. The Multireference In-Medium Similarity Renormalization Group
4.1. MR-IMSRG Flow Equations
We are now ready to formulate the MR-IMSRG flow equations by applying the tools
discussed in the previous section to the operator differential equation (2). We express
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all operators in terms of normal-ordered strings of creation and annihilation operators.
As discussed in section 2, each evaluation of the commutator on the right-hand side will
induce operators of higher rank,
[:Aabcd :, :A
ij
kl :] = δci :A
abj
dkl : + . . . , (45)
and we would need to include operators up to rank A if we want the MR-IMSRG flow to
be unitary in an A-body system, which is not feasible. However, in contrast to equation
(9), we are now working with normal-ordered operators whose in-medium contributions
have been absorbed into terms of lower rank. Consequently, we expect the induced
operators to be much weaker than in the free-space SRG case. The empirical success of
the NO2B approximation discussed at the end of section 3 certainly seems to justify this
expectation in the case of nuclear NN+3N Hamiltonians with low resolution scales.
Following this line of reasoning further, we choose to truncate all flowing operators
at a given particle rank n ≤ A in order to obtain a closed system of flow equations. For
n = 2, we demand that for all values of the flow parameter s
η(s) ≈ η(1)(s) + η(2)(s) , (46)
H(s) ≈ E(s) + f(s) + Γ(s) , (47)
d
ds
H(s) ≈ d
ds
E(s) +
d
ds
f(s) +
d
ds
Γ(s) . (48)
This is the so-called MR-IMSRG(2) truncation, which has been our primary workhorse
in past applications [55, 60–62, 92, 122, 123]. It is the basis for all results in this work.
We note that the MR-IMSRG(2) at this specific level of truncation is a cousin to a
variety of other truncated many-body schemes, e.g., Canonical Transformation theory
with Singles and Doubles excitations (CTSD) [71–73], the two-body Antisymmetrized or
Irreducible Contracted Schro¨dinger Equation approach (ICSE(2)) [74–80] and of course
CCSD (Coupled Cluster with Singles and Doubles) (see, e.g., [70]), although the latter
is based on non-unitary similarity transformations.
Plugging equations (46)–(48) into the operator flow equation (2) and organizing
contributions by particle rank, we obtain the system of MR-IMSRG(2) flow equations:
dE
ds
=
∑
ab
(na − nb)ηab f ba +
1
4
∑
abcd
(
ηabcdΓ
cd
ab − Γabcdηcdab
)
nanbn¯cn¯d
+
1
4
∑
abcd
(
d
ds
Γabcd
)
λabcd +
1
4
∑
abcdklm
(
ηabcdΓ
kl
am − Γabcdηklam
)
λbklcdm , (49)
d
ds
f ij =
∑
a
(
ηiaf
a
j − f iaηaj
)
+
∑
ab
(
ηabΓ
bi
aj − fab ηbiaj
)
(na − nb)
+
1
2
∑
abc
(
ηiabcΓ
bc
ja − Γiabcηbcja
)
(nan¯bn¯c + n¯anbnc)
+
1
4
∑
abcde
(
ηiabcΓ
de
ja − Γiabcηdeja
)
λdebc +
∑
abcde
(
ηiabcΓ
be
jd − Γiabcηbejd
)
λaecd
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− 1
2
∑
abcde
(
ηiajbΓ
cd
ae − Γiajbηcdae
)
λcdbe +
1
2
∑
abcde
(
ηiajbΓ
bc
de − Γiajbηbcde
)
λacde , (50)
d
ds
Γijkl =
∑
a
(
ηiaΓ
aj
kl + η
j
aΓ
ia
kl − ηakΓijal − ηal Γijka − f iaηajkl − f jaηiakl + fak ηijal + fal ηijka
)
+
1
2
∑
ab
(
ηijabΓ
ab
kl − Γijabηabkl
)
(1− na − nb)
+
∑
ab
(na − nb)
((
ηiakbΓ
jb
la − Γiakbηjbla
)
− (ηjakbΓibla − Γjakbηibla)) . (51)
All single-particle indices and occupation numbers (cf. section 3) refer to natural orbitals,
and the s-dependence has been suppressed for brevity. The single-reference limit is
readily obtained by setting the irreducible density matrices λ(2) and λ(3) to zero in the
previous expressions.
We solve the flow equations (49)–(51) by integrating from s = 0 to s → ∞, using
the components of the normal-ordered input Hamiltonian (equations (41)–(43)) as initial
values. In this process, the flow equations will re-shuffle the correlations in the A-body
system, generating a highly nonperturbative resummation of the many-body expansion
(see section 5.2 for numerical examples).
To interpret the multireference flow equations, we associate the fractional
occupation numbers n¯i and ni with particle- and hole-like states, respectively
(cf. equation (18)), and note that
1− na − nb = n¯an¯b − nanb , (52)
na − nb = nan¯b − n¯anb . (53)
For the typical ansa¨tze that we use for η(s) (see section 4.3), the generator is proportional
to the (offdiagonal) Hamiltonian, and we see the first two terms of the zero-body
flow equation have the structure of second-order energy corrections, but evaluated for
the flowing Hamiltonian H(s). Furthermore, we recognize that the second and third
lines of equation (51) have the structure of ladder (particle-particle / hole-hole) and
ring (particle-hole) skeleton diagrams, respectively. They generate ladder and ring
summations in the limit s → ∞, but also ring-ladder interference diagrams with rich
topologies that go far beyond traditional re-summation methods [41, 124, 125]. A
detailed perturbative analysis is presented in [62].
For general reference states, the MR-IMSRG flow equations also include couplings
to correlated pairs and triples of nucleons through the irreducible density matrices λ(2)
and λ(3). It is noteworthy that the MR-IMSRG(2) flow equations do not depend on λ(4)
or nonlinear powers of λ(2). While such contractions appear in the products of normal-
ordered two-body operators, they cancel in the commutators (see Appendix A). This
ensures that the MR-IMSRG only sums so-called connected many-body diagrams (i.e.,
diagrams which do not contain intermediate insertions of the reference state) [70, 124].
Let us conclude this section by briefly considering the numerical implementation
of the MR-IMSRG(2) scheme. The computational effort is dominated by the two-body
In-Medium Similarity Renormalization Group for Closed and Open-Shell Nuclei 17
S
in
g
le
-R
e
fe
re
n
ce
IM
-S
R
G
〈i|H(0) |j〉 〈i|H(∞) |j〉
s→∞−→
|Φ
p
p
′ p
′′
h
h
′ h
′′〉|
Φ
p
p
′
h
h
′〉
|Φ
p h
〉
|Φ
〉
|Φ〉 |Φph〉 |Φpp
′
hh′〉|Φpp
′p′′
hh′h′′〉
|Φ
p
p ′p ′′
h
h ′h ′′ 〉
|Φ
p
p ′
h
h ′ 〉
|Φ
ph 〉
|Φ〉
|Φ〉 |Φph〉 |Φpp
′
hh′〉|Φpp
′p′′
hh′h′′〉
Figure 4. Schematic view of single-reference IMSRG decoupling in a many-body
Hilbert space spanned by a Slater determinant reference |Φ〉 and its particle-hole
excitations |Φp...h...〉.
flow equation (51), which naively requires O(N6) operations, where N denotes the
single-particle basis size. This puts the MR-IMSRG(2) in the same category as its
aforementioned “cousins” CCSD [58, 70], CTSD [71–73], and ICSE(2) [74–80], as well as
the Self-Consistent Green’s Function Approaches (SCGF) [97, 98, 126–128]. Fortunately,
the flow equations can be expressed in terms of matrix products and traces, allowing
us to use optimized linear algebra libraries provided by high-performance computing
vendors.
Moreover, we can reduce the computational cost in the single-reference case by
distinguishing particle and hole states, because the number of hole states Nh is typically
much smaller than the number of particle states Np ∼ N . The best scaling we can
achieve in the IMSRG(2) depends on the choice of generator (see section 4.3). If the one-
and two-body parts of the generator only consist of ph and pphhh type matrix elements
(and their Hermitian conjugates), respectively, the scaling is reduced toO(N2hN4p ), which
matches the cost of solving the CCSD amplitude equations.
4.2. Decoupling Strategy
Having set up the flow equations in the previous section, we now need to specify our
decoupling strategy, i.e., how we split the Hamiltonian into diagonal parts that we
want to keep, and offdiagonal parts that we want to suppress through the MR-IMSRG
evolution (cf. section 2). To do this, we refer to the matrix representation of the
Hamiltonian in a given A-body basis, which is shown schematically for single- and
multireference cases in figures 4 and 5, respectively. We stress that we do not actually
need to construct the Hamiltonian matrix in this representation.
4.2.1. IMSRG Decoupling in the Single-Reference Case Let us consider the simpler
single-reference case first. We choose a Slater determinant reference and construct a
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basis by considering all possible particle-hole excitations (cf. section 3):
|Φ〉, :Aph : |Φ〉, :App
′
hh′ : |Φ〉, . . . . (54)
Note that : Ap1...pih1...hi := A
p1...pi
h1...hi
because contractions of particle and hole indices vanish
by construction. Using Wick’s theorem, it is easy to see that the particle-hole excited
Slater determinants are orthogonal to the reference state as well as each other. In the
Hilbert space spanned by this basis, the matrix representation of our initial Hamiltonian
in the NO2B approximation (or any two-body operator) has the structure shown in
the left panel of figure 4, i.e., it is band-diagonal, and can at most couple npnh and
(n± 2)p(n± 2)h excitations.
We now have to split the Hamiltonian into appropriate diagonal and offdiagonal
parts on the operator level, which is a non-trivial task (see, e.g., the extensive discussion
in Refs. [129–131] ). Using a broad definition of diagonality is ill-advised because we
must avoid to induce strong in-medium 3N, . . . interactions to maintain the validity of
the IMSRG(2) truncation. We choose what we call a minimal decoupling scheme that
aims to decouple the one-dimensional block spanned by the reference state from all
particle-hole excitations, as shown in the right panel of figure 4.
If we could implement this decoupling without approximations, we would extract a
single eigenvalue and eigenstate of the many-body Hamiltonian for the nucleus of interest
in the limit s → ∞. The eigenvalue would simply be given by the zero-body piece of
H(∞), while the eigenstate is obtained by applying the unitary IMSRG transformation
to the reference state, U †(∞) |Φ〉. In practice, we end up with an approximate eigenvalue
and mapping.
An important caveat is that we cannot guarantee a priori that we will target the
true interacting ground state and its energy eigenvalue in this way. Empirically, the
IMSRG flow is found to connect the reference state to the eigenstate with which it has
the highest overlap. In single-reference scenarios, a HF Slater determinant will typically
have the highest overlap with the exact ground state because it minimizes both the
absolute energy and the correlation energy, the latter being due to admixtures from
particle-hole excitations. In the multireference case, we have found examples where the
MR-IMSRG flow targets excited states, as discussed in sections 6.3 and 7.4.
Analyzing the matrix elements between the reference state and its excitations with
the help of Wick’s theorem, we first see that the Hamiltonian couples the 0p0h block to
1p1h excitations through the matrix elements
〈Φ|H :Aph : |Φ〉 = E〈Φ| :Aph : |Φ〉+
∑
ij
f ij〈Φ| :Aij ::Aph : |Φ〉+
1
4
∑
ijkl
Γijkl〈Φ| :Aijkl ::Aph : |Φ〉
=
∑
ij
f ijδ
i
hδ
p
jnin¯j = f
h
p (55)
and their Hermitian conjugates. The contributions from the zero-body and two-body
pieces of the Hamiltonian vanish because they are expectation values of normal-ordered
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operators in the reference state (cf. equation (28)). Likewise, the 0p0h and 2p2h blocks
are coupled by the matrix elements
〈Φ|H :App′hh′ : |Φ〉 = Γhh
′
pp′ (56)
and their conjugates. It is precisely these two-body matrix elements that couple npnh
and (n±2)p(n±2)h states and generate the outermost side diagonals of the Hamiltonian
matrix. This suggests that we can transform the Hamiltonian to the shape shown in
the top right panel of figure 4 by defining its offdiagonal part as
Hod ≡
∑
ph
fph :A
p
h : +
1
4
∑
pp′hh′
Γpp
′
hh′ :A
pp′
hh′ : +H.c. . (57)
In section 5, we will show that the IMSRG flow does indeed exponentially suppress the
matrix elements of Hod and achieve the desired decoupling in the limit s→∞.
4.2.2. Variational Derivation of Minimal Decoupling Our minimal decoupling scheme
is of course very reminiscent of the strategy followed in Coupled Cluster approaches
[58, 70], except that we specifically use a unitary transformation instead of a general
similarity transformation. It is also appealing for a different reason: As we will discuss
now, it can be derived from a variational approach, tying the seemingly unrelated ideas
of energy minimization and renormalization in the many-body system together. To this
end, we consider the energy expectation value of the final IMSRG evolved Hamiltonian,
H ≡ H(∞) , (58)
in the reference state (which is assumed to be normalized):
E = 〈Φ|H |Φ〉 . (59)
Next, we introduce a unitary variation, which we can choose to apply either to the
reference state ,
|Φ〉 → eZ |Φ〉 , Z† = −Z , (60)
or, equivalently, to the Hamiltonian:
eZ
†
HeZ = e−ZHeZ . (61)
The variation of the energy is
δE = 〈Φ| e−Z(H − E)eZ |Φ〉 = 〈Φ|H − E |Φ〉+ 〈Φ| [H − E,Z] |Φ〉+O(||Z||2) , (62)
with a suitable operator norm || · ||. The first term obviously vanishes, as does the
commutator of Z with the energy. Thus, the energy is stationary if
δE = 〈Φ| [H,Z] |Φ〉 = 0 . (63)
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Figure 5. Schematic view of MR-IMSRG decoupling in the many-body Hilbert space.
|Φ〉 denotes an arbitrary reference state, and |Φp...s...〉 are suitably defined quasi-particle
excitations.
Expanding
Z =
∑
ph
Zph :A
p
h : +
1
4
∑
pp′hh′
Zpp
′
hh′ :A
pp′
hh′ : +H.c. + . . . , (64)
and using the independence of the expansion coefficients (save for the unitarity
conditions), we obtain the system of equations
〈Φ| [H, :Aph :] |Φ〉 = 0 , (65)
〈Φ| [H, :Ahp :] |Φ〉 = 0 , (66)
〈Φ| [H, :App′hh′ :] |Φ〉 = 0 , (67)
〈Φ| [H, :Ahh′pp′ :] |Φ〉 = 0 , (68)
. . .
which are special cases of the so-called irreducible Brillouin conditions (IBCs) [76–79].
Writing out the commutator in the first equation, we obtain
〈Φ| [H, :Aph :] |Φ〉 = 〈Φ|H :Aph : |Φ〉 − 〈Φ| :Aph : H |Φ〉 = 〈Φ|H :Aph : |Φ〉 = 0 , (69)
where the second term vanishes because it is proportional to npn¯h = 0. The remaining
equations can be evaluated analogously, and we find that the stationarity conditions are
satisfied if the IMSRG evolved Hamiltonian H no longer couples the reference state and
its particle-hole excitations, as discussed above. This connection between the decoupling
conditions and the stationarity conditions of an energy functional will prove useful in
the multireference case.
4.2.3. MR-IMSRG Decoupling for Correlated Reference States In the multireference
case, we choose a suitable correlated reference state, and construct its excitations by
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applying all possible one- and two-body operators:
|Φ〉, :Aij : |Φ〉, :Aijkl : |Φ〉, . . . . (70)
The properties of the normal ordering ensure that the excited states are orthogonal to
the reference state, but they are in general not orthogonal to each other: for instance,
〈Φ| :Aij ::Akl : |Φ〉 = −λilξkj + λijkl = nin¯jδilδkj + λijkl , (71)
where 0 ≤ ni, n¯i ≤ 1. Moreover, there can be linear dependencies between the
excitations of the correlated reference state, so the matrix representations of the
Hamiltonian and other operators in this basis can be rank deficient. This poses a major
challenge for multireference CC and related schemes that obtain solutions of the many-
body Schro¨dinger equation by iterating a system of nonlinear equations. Numerical
algorithms for solving systems of nonlinear equations fail if the Jacobian of the system
is singular, and therefore one first must construct linearly independent excitations, e.g.,
through a costly diagonalization of the overlap matrix. For the MR-IMSRG, in contrast,
the linear dependencies merely imply that the flow is implicitly operating on a rank-
deficient matrix that has additional spurious zero eigenvalues. These eigenvalues are
usually far removed from the low-lying part of the spectrum that interests us most.
As shown in figure 5, the matrix representation of the initial NO2B Hamiltonian in
the chosen excited states is again band-diagonal, just like in the single-reference case.
Following the minimal decoupling approach discussed before, we want to transform the
Hamiltonian to the shape that is shown in the right panel of figure 5, with
〈Φ|H :Aij : |Φ〉 = 0 , (72)
〈Φ|H :Aijkl : |Φ〉 = 0 , (73)
. . .
and corresponding conditions for the conjugate matrix elements. The matrix elements
can be evaluated with the generalized Wick’s theorem (see section 3), e.g.,
〈Φ|H :Aij : |Φ〉 = n¯injf ji +
∑
ab
fab λ
ai
bj +
1
2
∑
abc
(
n¯iλ
bc
jaΓ
bc
ia − njΓjabcλiabc
)
+
1
4
∑
abcd
Γabcdλ
iab
jcd .
(74)
Note that the first term is merely the generalization of the one-body particle-hole matrix
element, equation (55): In the single-reference limit, the occupation number prefactor
is nonzero if i and j are particle and hole indices, respectively. In addition, the matrix
element depends on the irreducible densities λ(2) and λ(3) in a nontrivial manner due
to the coupling of the Hamiltonian to correlated pairs and triples of nucleons in the
reference state. The matrix element between the reference state and the two-body
excitation is even more complicated:
〈Φ|H :Aijkl : |Φ〉
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= n¯in¯jnknlΓ
kl
ij + (1− Pkl)nl
∑
b
f lbλ
ij
bk − (1− Pij)n¯j
∑
a
faj λ
ai
kl
+
1
2
n¯in¯j
∑
ab
Γabij λ
ab
kl +
1
2
nknl
∑
cd
Γklcdλ
ij
cd
− (1− Pij)(1− Pkl)nkn¯i
∑
ad
Γakid λ
aj
dl
+
1
4
∑
abcd
Γabcdλ
ab
klλ
ij
cd +
1
4
(1− Pij)
∑
abcd
Γabcd
(
λajklλ
bi
cd − λaicdλbjkl
)
− 1
2
(1− Pkl)
∑
abcd
Γabcdλ
ab
ckλ
ij
dl +
1
2
(1− Pij)(1− Pkl)
∑
abcd
Γabcdλ
ai
ckλ
bj
dl
+
∑
ab
fab λ
aij
bkl +
1
2
(1− Pkl)nk
∑
bcd
Γkbcdλ
bij
cdl −
1
2
(1− Pij)n¯i
∑
abd
Γabidλ
abj
dkl
+
1
4
∑
abcd
Γabcdλ
abij
cdkl , (75)
with the permutation symbol Pab defined by (cf. Appendix B)
Pijg(. . . , i, . . . , j) ≡ g(. . . , j, . . . , i) . (76)
Again, only the first term appears in the single-reference limit. While the storage and
manipulation of λ(3) is feasible for certain types of reference states, treating λ(4) is
essentially out of the question. Thus, we are forced to introduce truncations in equations
(74) and (75), and any decoupling we can achieve will no longer be exact, in general.
This is where the variational perspective introduced before becomes useful.
Formally, we can write,
〈Φ|H :Aij : |Φ〉 =
1
2
〈Φ|{H, :Aij :} |Φ〉+ 12〈Φ| [H, :Aij :] |Φ〉 , (77)
〈Φ|H :Aijkl : |Φ〉 =
1
2
〈Φ|{H, :Aijkl :} |Φ〉+ 12〈Φ| [H, :Aijkl :] |Φ〉 , (78)
and suppress the second term in a clean and controlled manner through what amounts
to a minimization of the ground-state energy through unitary variation. As discussed
above, the energy is stationary if the IBCs for the multireference case are satisfied [76–
79]:
〈Φ| [H, :Aij :] |Φ〉 = 0 , (79)
〈Φ| [H, :Aijkl :] |Φ〉 = 0 . (80)
Evaluating the commutators with the generalized Wick’s theorem of section 3, we obtain
〈Φ| [H, : Aij :] |Φ〉 = (nj − ni)f ji −
1
2
∑
abc
(
Γjabcλ
ia
bc − Γabic λabjc
)
, (81)
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〈Φ| [H, : Aijkl :] |Φ〉
= Γklij (n¯in¯jnknl − ninjn¯kn¯l)
+
∑
a
(
(1− Pij)fai λajkl − (1− Pkl)fkaλijal
)
+
1
2
(
(λΓ)klij (1− ni − nj)− (Γλ)klij (1− nk − nl)
)
+ (1− Pij)(1− Pkl)
∑
ac
(nj − nk) Γakcj λaicl
+
1
2
∑
abc
(
(1− Pkl)Γkabc λaijbcl − (1− Pij)Γabic λabjckl
)
. (82)
Like the MR-IMSRG(2) flow equations (49)–(51), these expressions only depend linearly
on λ(2) and λ(3), which makes untruncated implementations feasible.
By driving the Hamiltonian to a shape that satisfies the IBCs, we will achieve
at least some reduction of the coupling between the reference state and excitations.
The same also holds for the side diagonals to some extent, although they have a much
richer structure than in the single-reference case. We also note that this is achieved by
evolving the individual one-body and two-body pieces of the Hamiltonian, not just the
specific linear combinations that enter into the decoupling conditions and IBCs. Thus,
〈Φ|{H, :Aij :} |Φ〉 and 〈Φ|{H, :Aijkl :} |Φ〉 will also be altered by the flow, and there
is empirical evidence for their reduction. A detailed investigation will be presented
elsewhere.
4.3. Generators
In the previous subsection we have specified the decoupling we want to achieve, leading
us to a definition of the offdiagonal part of the Hamiltonian that must be suppressed
by the MR-IMSRG evolution. However, we still have enormous freedom in choosing
generators that implement this decoupling, especially if we are only interested in the
limit s → ∞ [62]. Here, we restrict ourselves to those generators that we found to be
most useful in practical applications. Let us discuss the single-reference case first.
4.3.1. Construction of Generators for Single-Reference Applications A wide range of
suitable generators for the single-reference case is covered by the ansatz
η =
∑
ph
ηph :A
p
h : +
1
4
∑
pp′hh′
ηpp
′
hh′ :A
pp′
hh′ : −H.c. , (83)
constructing the one- and two-body matrix elements directly from those of the
offdiagonal Hamiltonian and an object G that ensures the anti-Hermiticity of η:
ηph ≡ Gphfph , (84)
ηpp
′
hh′ ≡ Gpp
′
hh′Γ
pp′
hh′ . (85)
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To see possible options for G, we consider the single-reference flow equations in
perturbation theory (see Ref. [62] for a detailed discussion). We assume a Hartree-Fock
reference state, and partition the Hamiltonian as
H = H0 + gHI , (86)
with
H0 ≡ E +
∑
i
f ii :A
i
i : +
1
4
∑
ij
Γijij :A
ij
ij : , (87)
HI ≡
i 6=j∑
ij
f ij :A
i
j : +
1
4
ij 6=kl∑
ijkl
Γijkl :A
ij
kl : . (88)
In the space of up to 2p2h excitations, this corresponds to a second-quantized form of
Epstein-Nesbet partitioning [132, 133], and treats the proper diagonal matrix elements
in the aforementioned blocks of the Hamiltonian matrix as unperturbed. Note that the
one-body piece of the initial Hamiltonian is diagonal in the HF orbitals, which implies
fph , η
p
h = 0. Inspecting the one-body flow equation, we see that corrections to f that are
induced during the flow are at least of order O(g2), because no diagonal matrix elements
of Γ appear:
d
ds
f ij
∣∣∣∣
s=0
=
1
2
∑
abc
(
ηiabcΓ
bc
ja − Γiabcηbcja
)
(nan¯bn¯c + n¯anbnc) = O(g2) . (89)
Using this knowledge, the two-body flow equation for the pphh matrix elements of the
offdiagonal Hamiltonian reads
d
ds
Γpp
′
hh′ = −
(
fpp + f
p′
p′ − fhh − fh
′
h′
)
ηpp
′
hh′ −
(
Γhh
′
hh′ + Γ
pp′
pp′
)
ηpp
′
hh′
+
(
Γp
′h′
p′h′ + Γ
ph
ph + Γ
ph′
ph′ + Γ
p′h
p′h
)
ηpp
′
hh′ +O(g2)
= −∆pp′hh′ηpp
′
hh′ +O(g2) . (90)
Note that the factors 1
2
in the particle-particle and hole-hole ladder summation (line 2 of
equation (51)) are canceled by factors 2 from the unrestricted summation over indices,
e.g.,
1
2
∑
h1h2
ηpp
′
h1h2
Γh1h2hh′ (1− nh1 − nh2) = −
1
2
ηpp
′
hh′Γ
hh′
hh′ −
1
2
ηpp
′
h′hΓ
h′h
hh′ = −ηpp
′
hh′Γ
hh′
hh′ . (91)
In equation (90), we have introduced the quantity
∆pp
′
hh′ ≡ fpp + fp
′
p′ − fhh − fh
′
h′ + Γ
hh′
hh′ + Γ
pp′
pp′ − Γphph − Γp
′h′
p′h′ − Γph
′
ph′ − Γp
′h
p′h
= 〈Φ| :Ahh′pp′ : H :App
′
hh′ : |Φ〉 − 〈Φ|H |Φ〉
= 〈Φ| :Ahh′pp′ : H0 :App
′
hh′ : |Φ〉 − 〈Φ|H0 |Φ〉 , (92)
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i.e., the unperturbed energy difference between the two states that are coupled by the
matrix element Γpp
′
hh′ , namely the reference state |Φ〉 and the excited state :App
′
hh′ : |Φ〉.
Since it is expressed in terms of diagonal matrix elements, ∆pp
′
hh′ would appear in precisely
this form in appropriate energy denominators of Epstein-Nesbet perturbation theory.
Plugging our ansatz for η into equation (90), we obtain
d
ds
Γpp
′
hh′ = −∆pp
′
hh′G
pp′
hh′Γ
pp′
hh′ +O(g2) , (93)
Neglecting O(g2) terms in the flow equations, the one-body part of H remains
unchanged, and assuming thatG itself is independent of s at orderO(g), we can integrate
equation (90):
Γpp
′
hh′(s) = Γ
pp′
hh′(0)e
−∆pp′
hh′G
pp′
hh′s . (94)
Clearly, the offdiagonal matrix elements of the Hamiltonian will be suppressed for
s → ∞, provided the product ∆pp′hh′Gpp
′
hh′ is positive. G
pp′
hh′ also allows us to control
the details of this suppression, e.g., the decay scales. To avoid misconceptions, we stress
that we do not impose perturbative truncations in practical applications, and treat all
matrix elements and derived quantities, including the ∆pp
′
hh′ , as s-dependent.
4.3.2. The Imaginary-Time Generator Using Gpp
′
hh′ to ensure that the energy
denominator is always positive, we obtain the so-called imaginary-time generator
[62, 92, 123], which is inspired by imaginary-time evolution techniques that are frequently
used in Quantum Monte Carlo methods, for instance (see, e.g., [134] and references
therein). Explicitly indicating the flow parameter dependence of all quantities, we define
ηIT(s) ≡
∑
ph
sgn (∆ph(s)) f
p
h(s) :A
p
h :
+
1
4
∑
pp′hh′
sgn
(
∆pp
′
hh′(s)
)
Γpp
′
hh′(s) :A
pp′
hh′ : −H.c. , (95)
where
∆ph ≡ fpp − fhh + Γphph = 〈Φ| :Ahp : H :Aph : |Φ〉 − 〈Φ|H |Φ〉 . (96)
For this generator, the perturbative analysis of the offdiagonal two-body matrix
elements yields
Γpp
′
hh′(s) = Γ
pp′
hh′(0)e
−|∆pp′
hh′ |s , (97)
ensuring that they are driven to zero by the evolution. We also note that the energy
difference ∆pp
′
hh′ controls the scales of the decay. Matrix elements between states with
large energy differences are suppressed more rapidly than those which couple states that
are close in energy. This means that ηIT generates a proper renormalization group flow
[62, 64].
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4.3.3. The White Generator A generator that is particularly powerful in numerical
applications goes back to the work of White on canonical transformation theory in
quantum chemistry [60, 62, 71]. In the language we have set up above, it uses Gpp
′
hh′ to
remove the scale dependence of the IMSRG flow. The White generator is defined as
ηW(s) ≡
∑
ph
fph(s)
∆ph(s)
:Aph : +
1
4
∑
pp′hh′
Γpp
′
hh′(s)
∆pp
′
hh′(s)
:App
′
hh′ : − H.c. , (98)
where the Epstein-Nesbet denominators use the energy differences defined in equations
(92) and (96).
Referring again to our perturbative analysis of the offdiagonal two-body matrix
elements, we find
Γpp
′
hh′(s) = Γ
pp′
hh′(0)e
−s , (99)
i.e., the White generator suppresses all offdiagonal matrix elements simultaneously with
a decay scale identical (or close to) 1 [62]. While this means that ηW does not generate a
proper RG flow, this is inconsequential if we are only interested in the final Hamiltonian
H(∞), because all unitary transformations which suppress Hod must be equivalent up
to truncation effects [62].
A benefit of the White generator is that its matrix elements are defined as ratios of
energies, and therefore the Hamiltonian only contributes linearly to the magnitude of the
right-hand side of the flow equations (49)– (51). This leads to a significant reduction
of the ODE system’s stiffness compared to the other generators discussed here or in
Ref. [62], and greatly reduces the numerical effort for the ODE solver. However, the
dependence of ηW on energy denominators can also be a drawback if ∆ph and/or ∆
pp′
hh′
become small, and cause some of its matrix elements to diverge. This can be mitigated
by using an alternative ansatz that is also inspired by White’s work [71]:
ηW’(s) ≡ 1
2
∑
ph
arctan
2fph(s)
∆ph(s)
:Aph : +
1
8
∑
pp′hh′
arctan
2Γpp
′
hh′(s)
∆pp
′
hh′(s)
:App
′
hh′ : − H.c. . (100)
This form emphasizes that the unitary transformation can be thought of as an abstract
rotation of the Hamiltonian. The matrix elements of ηW’ are regularized by the arctan
function, and explicitly limited to the interval ] − pi
4
, pi
4
[. Expanding the function for
small arguments, we recover our initial ansatz for the White generator, equation (98).
4.3.4. Generators for the Multireference Case The imaginary-time and White
generators introduced in the previous subsections can be generalized to the
multireference case by evaluating 〈Φ|H :Aij : |Φ〉, 〈Φ|H :Aijkl : |Φ〉 and the diagonal
matrix elements 〈Φ| :Aji : H :Aij : |Φ〉 〈Φ| :Aklij : H :Aijkl : |Φ〉 that enter equations (96)
and (92) with the Wick’s theorem for correlated reference states. As we have seen
in section 4.2, the offdiagonal matrix element, equation (75), depends on λ(4), and the
diagonal matrix elements contain terms that are proportional to λ(5) and λ(6), in general.
This forces us to introduce approximations that may adversely impact the behavior of
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the MR-IMSRG flow for the ground-state energy, e.g., by causing oscillations (see section
5.3 for an example).
In section 4.2.3, we argued that a formally cleaner approach can be devised where
we forego the decoupling conditions (72) and (73) in favor of the IBCs (79) and (80),
tying the MR-IMSRG flow to a variational minimization of the energy under unitary
transformations. We define our so-called Brillouin generator as
ηB ≡
∑
ij
ηij :A
i
j : +
1
4
∑
ijkl
ηijkl :A
ij
kl : , (101)
with the one- and two-body matrix elements given by
ηij ≡ 〈Φ| [H, : Aij :] |Φ〉 = (nj − ni)f ji −
1
2
∑
abc
(
Γjabcλ
ia
bc − Γabic λabjc
)
, (102)
ηijkl ≡ 〈Φ| [H, : Aijkl :] |Φ〉
= Γklij (n¯in¯jnknl − ninjn¯kn¯l)
+
∑
a
(
(1− Pij)fai λajkl − (1− Pkl)fkaλijal
)
+
1
2
(
(λΓ)klij (1− ni − nj)− (Γλ)klij (1− nk − nl)
)
+ (1− Pij)(1− Pkl)
∑
ac
(nj − nk) Γakcj λaicl
+
1
2
∑
abc
(
(1− Pkl)Γkabc λaijbcl − (1− Pij)Γabic λabjckl
)
. (103)
Like the MR-IMSRG(2) flow equations (49)–(51), ηB only depends on λ(2) and λ(3), and
higher-rank irreducible density matrices appear only linearly.
Because the matrix elements of ηB are directly given by the residuals of the IBCs,
it can be interpreted as the gradient of the energy with respect to the parameters of the
unitary transformation at each step of the flow. At the fixed point of the flow, ηB = 0,
and the flowing zero-body part of the Hamiltonian, E(∞), will be an extremum of the
energy. Indeed, ηB has behaved in this manner in all numerical applications to date,
generating a monotonic flow of the energy towards the converged results (see section
5.2).
We conclude this section by elucidating the relation between the Brillouin and
imaginary-time generators. The multireference version of the latter has the matrix
elements (
ηIT
)i
j
= sgn
(
∆ij
) 〈Φ|H :Aij : |Φ〉 − sgn (∆ji) 〈Φ|H :Aji : |Φ〉∗ , (104)(
ηIT
)ij
kl
= sgn
(
∆ijkl
) 〈Φ|H :Aijkl : |Φ〉 − sgn (∆klij) 〈Φ|H :Aklij : |Φ〉∗ . (105)
Note that it is not possible to express ∆ij in terms of ∆
j
i , because they are matrix
elements of the Hamiltonian in the unrelated states :Aij : |Φ〉 and :Aji : |Φ〉. The same
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is the case for the two-body excitation. However, if all basic excitations have higher
energies than the reference state for all values of s, i.e., ∆ij,∆
ij
kl > 0, the matrix elements
read (
ηIT
)i
j
= 〈Φ|H :Aij : |Φ〉 − 〈Φ|H :Aji : |Φ〉∗
= 〈Φ|H :Aij : |Φ〉 − 〈Φ| :Aij : H |Φ〉 = 〈Φ| [H, :Aij :] |Φ〉 , (106)(
ηIT
)ij
kl
= 〈Φ| [H, :Aijkl :] |Φ〉 , (107)
and the Brillouin and imaginary-time generators are identical. Of course, is it difficult to
ascertain in general that the condition ∆ij,∆
ij
kl > 0 is satisfied in the multireference case.
In the single-reference limit, on the other hand, the condition reduces to ∆ph,∆
pp′
hh′ > 0,
which is typically satisfied if we start from HF reference states for nuclei with strong
shell closures.
5. Features of IMSRG and MR-IMSRG Flows
Before we launch into the discussion of prior and new MR-IMSRG ground state results
in section 6, we want to illustrate some of the features of MR-IMSRG flows with concrete
numerical examples. More details can also be found in Ref. [62].
5.1. Interactions and Implementation
Let us start by providing some details on the implementation and typical interactions,
for use both here and in later sections.
As made evident in section 3, we use the intrinsic nuclear Hamiltonian in our
calculations, and employ interactions from chiral EFT both with and without free-space
SRG evolution (section 2). Our primary choice for theNN sector is the N3LO interaction
by Entem and Machleidt, with cutoff ΛNN = 500 MeV/c [15, 135]. Unless specifically
stated otherwise, this interaction will be supplemented by a local NNLO 3N interaction
with cutoff Λ3N = 400 MeV/c [91, 108]. This Hamiltonian, referred to as NN+3N(400)
in the following, has been used widely in the ab initio nuclear structure literature in
recent years, serving as the “parent” for families of interactions that are generated by
varying ΛNN , Λ3N and the SRG resolution scale λ.
The shortcomings of the NN + 3N(400) Hamiltonian, e.g., the underestimation
of nuclear charge radii or the overbinding of pf -shell nuclei (see section 6 and
[57, 61, 92, 95, 99]), have sparked efforts to derive and optimize next-generation chiral
forces [17–20, 26, 136–139]. In section 6, we will present MR-IMSRG results with one of
the first new NN+3N interactions that resulted from these efforts, NNLOsat [26]. By
taking select many-body data into account in the optimization procedure, the creators
of NNLOsat were able to improve the interaction’s saturation properties, allowing an
accurate description of the ground-state energies and radii of 40,48Ca [140, 141].
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We perform our calculations in a spherical harmonic oscillator (SHO) configuration
space, with a truncation in the energy quantum number:
e = (2n+ l) ≤ emax . (108)
While mature techniques to extrapolate results to infinite HO bases are available [142–
148], we limit ourselves to finite bases here, using sufficiently large emax values to
eliminate the single-particle basis truncation as a relevant source of uncertainty, typically
up to emax = 14 (15 major HO shells). An additional truncation is necessary to manage
the enormous memory requirements of 3N interaction matrix elements. We only keep
matrix elements involving three-body HO states that satisfy
e1 + e2 + e3 ≤ E3max . (109)
For nuclei up to the calcium and nickel region, careful analyses have shown that it is
sufficient to use E3max = 14 or 16 [57, 92] for soft interactions like NN+3N(400). These
E3max require ∼ 5GB and ∼ 25 GB of memory, respectively, to store matrix elements in
single precision. This exponential growth makes it challenging to push calculations to
heavier nuclei, and it is clearly not feasible to store the entirety of the 3N interaction
for a given emax, which would require E3max = 3emax.
Reference states for closed- and open-shell nuclei are obtained by solving spherical
Hartree-Fock and Hartree-Fock-Bogoliubov equations, respectively, using the code
described in Ref. [149]. In this calculation step, 3N interactions can be included exactly
(up to emax and E3max truncations). The HFB solutions are projected on good proton and
neutron numbers, yielding a correlated state that must be treated in the multireference
formalism. Details on the calculation of the irreducible density matrices of particle-
number projected HFB states, referred to as PNP reference states in the following, can
be found in Appendix B.
With the reference state and its density matrices at our disposal, we normal-order
the Hamiltonian using the techniques discussed in section 3, discard the residual 3N
interaction, and eventually perform the IMSRG(2) or MR-IMSRG(2) evolution.
5.2. Ground-State Calculations
As a first example, we consider IMSRG(2) ground-state calculations for the magic
nucleus 40Ca, using the single-reference version of the Brillouin ηB generator, equation
(101), and different chiral NN+3N interactions (figure 6). Globally, sizable amounts
of correlation energy are re-shuffled into the zero-body piece of the Hamiltonian. We
note that the specific size of these contributions changes significantly with the resolution
scale. For NN+3N(400) with λ = 2.24 fm−1, we gain about 130 MeV of binding. For
the Hamiltonian with the lower resolution λ = 1.88 fm−1, the HF reference state is
already significantly lower in energy, so the energy gains from many-body correlations
are less pronounced. This behavior is expected as interactions become increasingly
soft, and thereby more perturbative (see, e.g., [33]). Note that the final ground-state
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Figure 6. IMSRG(2) flow for 40Ca using different chiral NN + 3N interactions,
obtained with the single-reference version of the Brillouin generator, equation (101)
(emax = 14, E3max = 14, optimal ~ω). We show the flowing ground-state energy E(s),
and the sum of E(s) and perturbative energy corrections evaluated with the flowing
Hamiltonian H(s), to illustrate the re-shuffling of correlations into the Hamiltonian
(see text). The dashed lines indicate the final IMSRG(2) energies.
energies for λ = 2.24 fm−1 and 1.88 fm−1 are almost identical, namely −376.1 MeV and
−378.0 MeV. As discussed in section 2, in ideal implementations, all results should be
invariant under arbitrary changes of λ, which appears to be satisfied to a high degree
here. However, we caution that the NN+3N(400) is tuned to minimize induced 4N, . . .
forces [56, 91], so we have to reconsider the uncertainties due to these omitted terms for
other interactions and observables (see, e.g., [150]).
In the rightmost panel of figure 6, we show the result of a calculation with NNLOsat,
which is considerably different from the NN+3N(400) Hamiltonian. For instance, the
HF ground-state energy of 40Ca is merely −96.4 MeV, and the binding energy gain
due to the IMSRG(2) evolution is about 200 MeV, which is a first indicator that its
resolution scale is higher than that of the other two interactions used in the figure.
The softened NN+3N(400) Hamiltonians overestimate the binding energy compared
to the experimental value of −342 MeV [110] (cf. section 6.2), and yield a charge radius
of 3.0 fm, which is about 15% smaller than the experimental one [151]. In contrast,
NNLOsat is underbound at the IMSRG(2) level, and the charge radius is about 0.1 fm
too large. In CC calculations with NNLOsat, the binding energy at the CCSD(T) level
is −326 MeV, [26], and we expect a comparable result from a similar approximate
treatment of the next-level IMSRG truncation, denoted IMSRG(3). Work in this
direction is in progress.
The mechanism by which the flowing ground-state energy is absorbing correlation
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energy can be understood if we consider the zero-body flow equation (49) in the
perturbative approach we introduced in section 4.3. In the single-reference case, we
have
dE
ds
=
∑
ab
(na − nb)ηab f ba︸ ︷︷ ︸
O(g4)
+
1
4
∑
abcd
(
ηabcdΓ
cd
ab − Γabcdηcdab
)
nanbn¯cn¯d︸ ︷︷ ︸
O(g2)
. (110)
Assuming an imaginary-time (or Brillouin) generator, and recalling
Γpp
′
hh′(s) = Γ
pp′
hh′(0)e
−|∆pp′
hh′ |s , Γhh
′
pp′ (s) = Γ
hh′
pp′ (0)e
−|∆pp′
hh′ |s , (111)
we have to O(g2)
dE
ds
=
1
2
∑
pp′hh′
|Γpp′hh′(0)|2e−2|∆
pp′
hh′ |s . (112)
Integrating over the flow parameter, we obtain
E(s) = E(0)− 1
4
∑
pp′hh′
|Γpp′hh′(0)|2
|∆pp′hh′ |
(
1− e−2|∆pp
′
hh′ |s
)
. (113)
We recognize the second-order energy correction, evaluated with the initial Hamiltonian,
and see that E(s) will decrease with s (i.e., the binding energy increases). In the
limit s → ∞ the entire correction is shuffled into the zero-body piece of the evolved
Hamiltonian. The complete IMSRG(2) obviously performs a more complex resummation
of correlations, but we can see from figure 6 that it encompasses the complete second
order. In fact, we see that the third-order correction is completely absorbed into the final
E(∞) as well. An extensive discussion of how higher-order corrections are resummed
can be found in Ref. [62] (also see [123]).
The perturbative analysis also gives us a rough understanding of the three
characteristic regions in the flowing energy shown in figure 6. From s = 0 MeV−1
to about s = 10−3 MeV−1, the energy is renormalized only weakly, followed by a
rapid drop from 10−3 to 10−2 MeV−1, and an eventual slow decay from 10−2 MeV−1
onward. At a given value of s, the offdiagonal matrix elements that couple states
with energy differences ∆pp
′
hh′ = 1/s have been suppressed by a factor 1/e. Thus the
transitions in the energy flow occur when 2p2h excitations up to 1 GeV and 100 MeV,
respectively, have been suppressed. For the softer NN + 3N(400) interaction with
λ = 1.88 fm−1, the coupling between the reference state and such excitations is weaker
than for λ = 2.24 fm−1 (or NNLOsat), and less correlation energy is gained by evolving.
As another example, we consider an MR-IMSRG(2) calculation for the semi-
magic open-shell nucleus 44Ca, using a PNP reference state and the NN + 3N(400)
Hamiltonian with λ = 1.88 fm−1. In the top panel of figure 7, we show the flow of the
ground-state energy for the multireference Brillouin generator ηB, and an approximate
version of the multireference imaginary-time generator where terms involving λ(k≥2)
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Figure 7. Flow of the MR-IMSRG(2) ground-state energy for 44Ca, generated by the
multireference Brillouin (equation (101), solid lines) and imaginary-time generators
(equation (95), dashed lines). In the latter, λ(k≥2) terms have been truncated (see
text). Both calculations use the chiral NN+3N(400) Hamiltonian, SRG-evolved to
λ = 1.88 fm−1 (cf. section 5.1), a PNP reference state, and a single-particle basis of 15
major HO shells (emax = 14, ~ω = 24 MeV).
have been truncated. Superficially, the flow of the energy is similar to the 40Ca single-
reference examples discussed above, and the two generators seem to perform equally
well. However, the inset in the panel reveals differences for s > 0.1 MeV−1. The flow
generated by ηB is causing a monotonic decrease of the energy, while the approximate
ηIT exhibits oscillatory behavior. These oscillations die out if we evolve to sufficiently
large s, and a converged energy of −419.0 MeV is obtained, compared to −419.8 MeV
for the Brillouin generator. The inclusion of the terms that are linear in λ(2) and λ(3)
removes the oscillation and brings the ηIT flow in agreement with ηB, suggesting that
the sign factors are consistently positive and the relation (107) holds. Terms that are
quadratic in λ(2) or linear in λ(4) cancel.
5.3. Decoupling
In section 4.2, we discussed in detail how we have to define the offdiagonal Hamiltonian to
ensure that the reference state is decoupled from excitations by the (MR-)IMSRG flow.
Let us now demonstrate that the matrix elements in question are indeed suppressed as
intended. Since only approximate decoupling can be achieved in the multireference case
if we want to avoid the extremely costly inclusion of irreducible density matrices λ(k≥4),
we use a single-reference calculation for 40Ca as our example. For this doubly magic
nucleus, we can use the White generator, equation (98). Based on our perturbative
analysis in section 4.3, we expect offdiagonal matrix elements to decay according to
Γpp
′
hh′(s) = Γ
pp′
hh′(0)e
−s (114)
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Figure 8. Decoupling for the White generator, equation (98), in the Jpi = 0+
neutron-neutron interaction matrix elements of 40Ca (emax = 8, ~ω = 20 MeV, Entem-
Machleidt N3LO(500) evolved to λ = 2.0 fm−1, no induced or initial 3N forces). Only
hhhh, hhpp, pphh, and pppp blocks of the matrix are shown.
(note that the flow parameter is dimensionless for the White generator).
In figure 8, we show the pppp, hhhh, pphh and hhpp matrix elements of the normal-
ordered Hamiltonian in the Jpi = 0+ neutron-neutron partial wave (the phph and hphp
matrix elements are omitted to avoid clutter). As we integrate the IMSRG(2) flow
equations, the offdiagonal matrix elements (Γpp
′
hh′ and Γ
hh′
pp′ ) are suppressed rapidly, as
suggested by equation (114). We stop the evolution at s = 18.3, where the second-order
energy correction calculated with H(s), falls below 10−6 MeV.
5.4. Effective Hamiltonians
With the suppression of pphh and hhpp matrix elements, the matrix representation
of the Hamiltonian in our many-body Hilbert space is driven to the simplified form
shown in figure 4, eliminating the outermost diagonals that are coupling npnh and
(n ± 2)p(n ± 2)h excitations. In the MR-IMSRG, we can at least reduce the strength
of the couplings between generalized excitations. At any finite value of s, correlations
due to such couplings have been reshuffled into the diagonal Hamiltonian. Thus, we can
also view the MR-IMSRG as a tool to generate RG-improved effective Hamiltonians,
analogous to the free-space SRG discussed in section 2.
Formally, all quantum many-body methods either implicitly or explicitly
approximate the eigenvalues and eigenvectors of an initial Hamiltonian that are given
by
H(0) |Ψn〉 = En |Ψn〉 . (115)
For an “exact” method like FCI, the only approximation is the use of a finite basis
to represent the Hamiltonian matrix, while approaches like CI, CC or MR-IMSRG
also introduce systematic truncations. Let us write the approximate eigenvalues and
eigenstates of a real many-body calculation as
H(0) |Φn〉 = E ′n |Φn〉 , |Φn〉 ≈ |Ψn〉 , E ′n ≈ En . (116)
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The eigenvalues are invariant under a unitary transformation, e.g., an untruncated MR-
IMSRG evolution,
H(s)U(s) |Ψn〉 ≡ U(s)HU †(s)U(s) |Ψn〉 = EnU(s) |Ψn〉 . (117)
Thus, it may be fruitful to use an effective Hamiltonian that has absorbed many-body
correlations, e.g., through IMSRG or MR-IMSRG improvement, as input for a quantum
many-body calculation. In this case, the many-body method would need to approximate
the transformed eigenstate,
|Φn〉 ≈ U(s) |Ψn〉 (118)
instead of |Ψn〉, which may be a less demanding task. For example, the momentum-space
decoupling achieved by the free-space SRG allows us to use low-energy (low-momentum)
model spaces to accurately describe low-lying nuclear spectra (cf. section 2). Similarly,
the IMSRG can be used to build correlations into the Hamiltonian that are not accessible
by a truncated many-body method, improving the quality of the approximation (118).
Examples are a CI method with up to npnh excitations that can probe (n+ 2)p(n+ 2)h
excitations if an IMSRG(2) Hamiltonian is used (cf. section 4.2), the physics of the inert
core and excluded space in the interacting Shell model / valence-space CI (see section
7), or excitations beyond a specific Nmax model space used in the NCSM [152].
For numerical illustration, we use the IMSRG Hamiltonian H(s) from a single-
reference ground-state calculation of 40Ca as input for second-order MBPT (denoted
MBPT(2)) and CC with singles and doubles excitations (CCSD, [70]), as well as
non-iterative triples corrections (Λ-CCSD(T), [153, 154]). The resulting ground-state
energies are compared to the flowing IMSRG(2) energy in figure 9. Once we reach
s = 2.0, the offdiagonal matrix elements of the Hamiltonian have been strongly
suppressed (cf. figure 8), and the ground-state energies of all methods collapse to the
same result, namely the IMSRG(2) ground-state energy. The CC results can be viewed
as an extension of our discussion of figure 6, showing that for s > 2.0 there is practically
no more correlation energy to be gained from MBPT corrections, not even when terms
are summed to infinite order.
While the FCI ground-state energy is independent of s under exact IMSRG
transformations of the Hamiltonian (also see section 2), we have to carefully assess
the interplay of all practical truncations if we use IMSRG evolved Hamiltonians as an
input for non-exact many-body methods [62]. If an approximate many-body method
is less complete than the IMSRG in a specific truncation, we will obtain an RG
improvement towards the exact result, as discussed above. However, if the many-body
method contains terms beyond the truncated IMSRG, the final result can be an inferior
approximation of the true eigenvalue and eigenstate than the one obtained with the
unevolved Hamiltonian. Figure 9 contains examples for both cases: MBPT(2) is less
complete than the IMSRG(2), so the MBPT(2) energy is improved towards the exact
energy. Note that the improvement in the energy can amount to an attractive or a
repulsive correction, depending on the initial Hamiltonian. For soft interactions like
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Figure 9. IMSRG(2) ground-state energy of 40Ca as a function of the flow parameter
s, compared to MBPT(2), CCSD, and Λ-CCSD(T) energies with the IMSRG-evolved
Hamiltonian H(s). We only show part of the data points to avoid clutter. Calculations
were done for emax = 10 and optimal ~ω = 24 MeV, using our standard N3LO
interaction (cf. section 5.1) at λ = 2.0 fm−1, without initial or induced 3N forces.
The dashed lines indicate the final IMSRG(2) energies.
the one used here, MBPT(2) tends to provide too much binding [33, 51, 52, 60, 155–
158], hence the final IMSRG(2) ground-state energy increases (the binding energy
decreases). On the other hand, the Λ-CCSD(T) energy contains fourth-order 3p3h
(triples) correlations that are missing in the IMSRG(2) [62], hence it is a better
approximation to the true ground-state energy of the initial Hamiltonian than the result
obtained with the IMSRG(2) Hamiltonian for large s.
In general, the capability to “split” correlations between the wave function and
the effective Hamiltonian can be used to greatest effect if complementary types of
correlations are handled better by each ingredient. For instance, reference states that are
projected from symmetry-broken mean fields offer a very efficient way to capture static
correlations that would require an explicit treatment of up to ApAh (or generalized
A-body) excitations in the many-body bases we have discussed so far. Conversely,
these latter bases are well-suited for the description of dynamical correlations (i.e., the
dynamics of nucleon pairs, triples, . . . ) inside the nucleus. The MR-IMSRG offers
us a framework that can harness both types of correlations, by building dynamical
correlations on top of statically correlated reference states. A concrete example are the
calculations based on PNP reference states discussed above and in section 6.
6. Ground-State Calculations for Closed- and Open-Shell Nuclei
In recent years, we have applied the MR-IMSRG to study the ground-state energies of
semi-magic isotopic chains and gauge the quality of chiral interactions like NN+3N(400)
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Figure 10. Ground-state energies of the oxygen isotopes from MR-IMSRG(2) and
other many-body approaches, using the NN+3N(400) interaction at λ = 1.88 fm−1.
Some data points were offset horizontally to enhance the readability of the figure.
MR-IMSRG(2) calculations were performed using the Brillouin generator (emax =
14, E3max = 14, and optimal ~ω), updating earlier results shown in Refs. [55, 62]. Note
that the ADC(3) Self-Consistent Green’s Function results [128, 159] were obtained for
λ = 2.0 fm−1, but the dependence of energies on λ is very weak. Black bars indicate
experimental data [110].
through their confrontation with experimental data [55, 61, 92]. We will review the
salient findings of these investigations in the following, using the opportunity to repeat
the MR-IMSRG(2) calculations with the Brillouin generator (101) instead of our earlier
choices. Thus, the present work serves as a benchmark for the new generator. The
outcome of this benchmark process can be anticipated based on our discussion in sections
4.3 and 5.2: Results obtained with ηB agree with those for (approximate) multireference
imaginary-time and White generators on the level of 0.1 − 0.2%, which is currently a
negligible contribution to the uncertainties of our calculations. On the many-body side,
these uncertainties are due to truncation effects (i.e., the omission of three- and higher-
body terms that are induced by the MR-IMSRG flow) and the NO2B approximation.
As discussed in Refs. [55, 61, 92] and the remainder of this section, these uncertainties
can be quantified and controlled reasonably well, so that the main source of uncertainty
are the input Hamiltonian and the impact of changing the resolution scale λ.
6.1. Oxygen Isotopes
The oxygen isotopic chain has become a testing ground for ab initio nuclear structure
methods in recent years [55, 91, 128, 159–165], mainly for two reasons: First, Otsuka
et al. [160] showed the impact of 3N forces on the location of the neutron drip
line, and second, exact results from the importance-truncated NCSM (IT-NCSM)
[56, 91, 166, 167] are available for the ground states and low-lying excitations, allowing
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us to assess the many-body uncertainties of our calculations.
The semi-magicity of the oxygen isotopes also allows us to enforce spherical
symmetry in our calculations to boost the numerical efficiency. For instance, an
IMSRG(2) calculation for a closed-shell oxygen isotope, using a spherical HF reference
state and 15 major HO shells, requires about 20 core hours on current high-performance
computing hardware. An MR-IMSRG(2) calculation for an open-shell isotope, based
on a spherical PNP reference state, takes about 500-1000 core hours to converge.
In contrast, an IT-NCSM calculation requires on the order of 100,000 core hours for
neutron-rich oxygen nuclei [55].
In figure 10, we compare MR-IMSRG(2) results for the oxygen ground-state energies
with a variety of configuration-space many-body methods. In addition to IT-NCSM,
CCSD, and Λ-CCSD(T) (cf. 5.4), we also include results from the Self-Consistent Green’s
Function (SCGF) approach in the ADC(3) scheme [128, 159]. The latter are obtained at
a slightly different resolution scale λ = 2.0 fm−1, but the dependence of the ground-state
energies on λ is very weak, at least in the range λ = 1.88, . . . , 2.24 fm−1. For example,
the ground-state energy of 24O changes by 0.2% under this variation (cf. figure 11). The
insensitivity of the ground-state energies to variations of λ is due to a cancellation of 4N
forces that are induced by lowering the resolution scale of the initial NN and 3N forces,
respectively (see section 5.2 and [55, 95]). We will illustrate below that this tuning does
not hold for general observables.
For the same NN+3N(400) input Hamiltonian, all used methods give consistent
results that agree within a few percent with experimental ground state energies.
The systematically truncated methods, i.e., MR-IMSRG(2), CCSD, Λ-CCSD(T) and
ADC(3), agree very well with the exact IT-NCSM results, on the level of 1%–2%. Since
the IT-NCSM includes the complete 3N interaction, in accordance with its model space
truncation, this deviation is due to the combined effects of the NO2B approximation
[94, 95, 120], as well as truncated many-body correlations. The Λ-CCSD(T) method
gains about 2% of additional binding energy compared to CCSD through the inclusion
of triples correlations, giving us an in-method measure of the scheme’s many-body
uncertainty, and indicating the rapid convergence of the many-body expansion for
low-momentum Hamiltonians [33, 50, 51]. However, this particular CC method is
known to over-predict ground-state energies in quantum chemistry compared to exact
diagonalization methods like FCI, which is the counterpart to the IT-NCSM in our
case. For this reason, improved triples approaches like the completely renormalized
CR-CC(2,3) scheme have been introduced in the literature [120, 168], which we will use
for comparison in section 6.2. For an approximate or complete implementation of MR-
IMSRG(3), we can expect binding energy gains of comparable size because it will probe
dynamical correlations due to nucleon triples in a similar fashion. For more details, we
refer the reader to the in-depth analysis published in Ref. [62].
The MR-IMSRG(2) ground-state energy of 16O, −130.1 MeV, also agrees well
with the result of a recent Nuclear Lattice EFT (NLEFT) calculation, which is
−131.3(5) MeV. This ground-state energy is obtained with an NNLO Lagrangian,
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Figure 11. MR-IMSRG(2) ground-state energies and charge radii of the oxygen
isotopes for NNLOsat and NN + 3N(400) at λ = 1.88, . . . , 2.24 fm
−1 (emax =
14, E3max = 14, and optimal ~ω). Black bars indicate experimental data [110, 151].
including NN and 3N interactions, as well as a tuned regularized 4N contact force
[162]. The net effect of the 4N term is repulsive; without it, the ground-state energy is
−138.8(5) MeV. Since the treatment of the nuclear many-body problem in NLEFT is
completely different from all the other approaches compared here [169], the consistency
of the results for comparable inputs is very encouraging.
The ab initio calculations clearly predict the neutron drip line at 24O, matching
experimental findings [170]. While absolute ground-state energies can change
significantly under variations of the 3N cutoffs or other modifications of the initial
Hamiltonian, the drip line signal turns out to be rather robust [55]. All methods predict
the 26O resonance at an energy Ex ≈ 1 − 2 MeV above the 24O ground state, which
is considerably higher than the current experimental limits Ex ≈ 50 keV [171–173].
In part, this is due to the omission of continuum effects in all calculations that are
shown here. However, we also see indications that while the NN+3N(400) Hamiltonian
reproduces the ground-state energy trends along the isotopic chain quite well, it enhances
certain shell closures compared to experiment. This causes an overestimation of the
experimental 16O binding energy, for instance. We will find further examples of enhanced
shell closures in other isotopic chains. The interplay of nuclear interactions, many-
body and continuum effects that causes the flat trend of the experimental ground-
state resonance energies beyond 24O suggests that the oxygen isotopes will remain an
important testing ground for nuclear Hamiltonians and many-body methods for the
foreseeable future.
While NN+3N(400) gives a good reproduction of the oxygen ground-state energies,
an issue with the Hamiltonian’s saturation properties is revealed by inspecting the
oxygen charge radii (see figure 11). The theoretical charge radii are about 10% smaller
than the experimental charge radius of 16O, Rch = 2.70 fm [151], and the sharp increase
for 18O is missing entirely.
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The underestimation of nuclear radii was one of the deficiencies that inspired efforts
by multiple groups to improve the construction and optimization of chiral interactions.
One of the first new interactions to come out of these efforts is NNLOsat by Ekstro¨m
and collaborators [26]. As the name suggests, it is defined at chiral order NNLO, and
contains NN and 3N interactions. The creators of this interaction chose to include select
many-body data in the optimization protocol for the interaction’s low-energy constants
(LECs), including the 16O ground-state energy and charge radius. Note that perfect
agreement with experimental data is not enforced, because the optimization procedure
aims to account for uncertainties due to truncation at chiral order NNLO, and the
many-body approach used for accessing the medium-mass nuclei (CCSD).
In figure 11, we compare MR-IMSRG(2) results for NNLOsat and NN+3N(400).
For the latter, we indicate the effects of varying λ from 1.88 fm−1 to 2.24 fm−1 through
a shaded band. As discussed above, the ground-state energies only vary by 0.2% due to
a fine-tuned cancellation, but the change in the radii is as large as 1%. Interestingly, Rch
grows larger as λ decreases. This is consistent with a recent study in light nuclei [174],
which found that two- and three-body terms that are induced by consistently evolving
the charge radius operator to lower λ have the opposite effect and reduce its expectation
value. These terms have not been included here.
The MR-IMSRG(2) ground-state energies obtained with NNLOsat are slightly
lower than those for NN+3N(400) in the proton-rich isotopes 12,14O, and above the
NN +3N(400) energies in 16−28O. From 16−22O, the NNLOsat ground-state energies
exhibit a parabolic behavior as opposed to the essentially linear trend we find for
NN +3N(400). A possible cause is the inclusion of the 22,24O ground-state energies
in the optimization protocol, which constrains the possible energy deviation in these
nuclei. NNLOsat predicts the drip line at
24O, and the trend for the 26,28O resonance
energies is similar to the NN+3N(400) case.
For NNLOsat, the charge radii for the bound oxygen isotopes are about 10% larger
than for NN+3N(400), which is expected given the use of the 16O charge radius in the
optimization of the LECs (also see Ref. [175]). For the resonant states, the increase is
even larger, but continuum effects must be considered to make a meaningful comparison.
We note that NNLOsat also fails to describe the sharp jump in Rch at
18O.
6.2. Calcium and Nickel Isotopes
In Ref. [92], we applied the MR-IMSRG(2) to study the ground-state energies of calcium
and nickel isotopes. As for the oxygen isotopes reviewed in the previous subsection, we
exploited the semi-magicity of these nuclei and enforced spherical symmetry in our
calculations.
Figure 12(a) shows the MR-IMSRG(2) ground-state energies for the calcium
isotopic chain. The deficient saturation properties of the NN+3N(400) interaction are
now fully apparent, causing an overbinding compared to experiment that increases from
8% to 12% along the known isotopes 36,54Ca. In nuclei with sub-shell closures, the MR-
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Figure 12. MR-IMSRG(2) ground-state energies (top) and two-neutron separation
energies (bottom) of the calcium isotopes, for the NN+3N(400) Hamiltonian with
λ = 1.88, . . . , 2.24 fm−1 (emax = 14, E3max = 14, optimal ~ω). All calculations
were performed with the Brillouin generator, updating the previous work [92]. For
nuclei with neutron sub-shell closures, we show ground-state energies from CCSD
and CR-CC(2,3) calculations for comparison (see text and Refs. [57, 120]). Two-
neutron separation energies are compared to results from self-consistent second-order
Gor’kov Green’s Function (GGF) calculations with the NN+3N(400) Hamiltonian at
λ = 2.0 fm−1 [92, 99]. Black bars indicate experimental data [110, 176].
IMSRG(2) energies are consistent with results from CCSD and CR-CC(2,3) calculations
with the same Hamiltonian, just as in the oxygen case. The ground-state energy gains
from the inclusion of triples are on the order of 2% for the Hamiltonian used here,
which can serve as an indicator of the uncertainty due to the many-body truncation.
The energies are insensitive to variations of the resolution scale λ in a window around
2.0 fm−1, which suggests that the cancellation of induced 4N interactions works as in the
oxygen chain. The residual changes are about 0.2% for MR-IMSRG(2), 2% for CCSD,
and 1% for CR-CC(2,3).
The presence of the 3N force in our Hamiltonian causes the appearance of a flat
trend in the ground-state energies beyond 54Ca [92]. Similar behavior was found in
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CC calculations that used a more phenomenological treatment of the 3N force, normal
ordering it in symmetric nuclear matter to derive the in-medium contributions to lower-
rank parts of the Hamiltonian, and readjusting the LECs [177]. It will be interesting
to see if this trend will be confirmed experimentally in the coming years, since it would
have strong implications for the location of the neutron drip line in calcium.
In figure 12(b), we show the MR-IMSRG(2) results for the two-neutron separation
energies, defined as
S2n(Z,N) ≡ E(Z,N − 2)− E(Z,N) . (119)
Despite the overestimation of the calcium binding energies, the NN + 3N(400)
Hamiltonian gives a reasonable reproduction of the experimental trends. Most notably,
the major shell closure at the magic neutron number N = 20 is too pronounced,
continuing behavior we saw in the oxygen isotopes. The drops in the theoretical S2n in
48,52,54Ca, corresponding to the hypothetical shell closures N = 28, 32, 34, suggests that
these nuclei are magic for the used interaction, matching predictions from Shell model
calculations with interactions derived from chiral NN+3N forces in MBPT [178, 179].
While this view was supported by precision mass measurements [176, 180, 181], a recent
experiment found an unexpectedly large charge radius of 52Ca, which puts the magicity
of the neutron number N = 32 in question [141] (also see [182]).
The flat trend of the calcium ground-state energies is reflected by the small values
of the separation energies in isotopes beyond 54Ca. In fact, our calculations predict the
S2n to be negative, rendering these isotopes unbound with respect to
54Ca. Taking into
account the uncertainties of our calculation, including the missing continuum effects,
the S2n may well be positive in a more refined treatment. Thus, we cannot presently
identify the drip line location for the NN+3N(400) Hamiltonian.
Since CCSD and CR-CC(2,3) are single-reference methods, they can only be applied
in nuclei that have good sub-shell closures. Thus, we cannot obtain S2n values from these
methods for comparison with our MR-IMSRG(2) results. However, in recent years, Soma`
et al. have extended the SCGF approach to open-shell nuclei by using the Gor’kov
formalism for systems with broken particle number symmetry [96–99]. In figure 12(b),
we compare S2n results from this self-consistent second-order Gor’kov Green’s Function
(GGF) method with those from the MR-IMSRG(2). While the GGF scheme contains
less many-body correlations than the MR-IMSRG(2), the differences primarily affect
absolute energies, as is evident from the agreement we see in figure 12(b). The main
discrepancy between the two methods are seen near the sub-shell closures, where the
S2n from the GGF approach behave more smoothly. This is a consequence of the broken
particle number symmetry, which causes a mixing of neighboring even-even nuclei if the
sub-shell closures are sufficiently weak (note that there is no smooth transition in the
GGF results at the major shell-closure N = 20). Thus, the S2n from both methods are
consistent when the same input Hamiltonian is used.
Moving on to the nickel isotopes, we show the MR-IMSRG(2) ground-state energies
and two-neutron separation energies in figure 13. The binding energies of the known
nickel isotopes are overestimated by about 13%. The variation of the 48−78Ni ground-
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Figure 13. MR-IMSRG(2) ground-state energies (top) and two-neutron separation
energies (bottom) of the nickel isotopes, for the NN + 3N(400) Hamiltonian with
λ = 1.88, . . . , 2.24 fm−1 (emax = 14, E3max = 14, optimal ~ω). All calculations were
performed with the Brillouin generator, updating the previous work [92]. For nuclei
with neutron sub-shell closures, we show ground-state energies from CCSD and CR-
CC(2,3) calculations for comparison (see text and Refs. [57, 120]). Black bars indicate
experimental data [110].
state energies with λ is again very weak. For CCSD and CR-CC(2,3), it is comparable
to the variation in the calcium energies, while the variation of the MR-IMSRG(2) results
grows to 0.5% in 78Ni, and eventually to 0.7% in 86Ni. The nickel isotopes also exhibit
a flat trend in the neutron-rich region, although it is not quite as pronounced as in the
calcium isotopic chain. Consequently, the S2n are quite small. Figure 13(b) shows that
they become negative in 86Ni, but the uncertainties of our calculations are too large for
a conclusive identification of the neutron drip line for the NN+3N(400) Hamiltonian.
The S2n also indicate the presence of sub-shell closures in
60Ni and 62Ni that are
not seen in the experimental data. These isotopes have neutron numbers N = 32 and
34, respectively, placing them in the same isotonic chains as 52,54Ca, where we first
saw these sub-shell closures. This is another example of enhanced shell closures with
NN+3N(400). The mounting evidence suggests deficiencies in the tensor and spin-
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orbit structures of the Hamiltonian, which are the main drivers for the details of the
shell evolution.
In our original study in Ref. [92], we experienced numerical problems with the MR-
IMSRG(2) flow of the 64,66Ni ground-state energies. Using an approximate imaginary-
time generator, the 64Ni energy exhibited energy oscillations in the several-percent range
that did not fall off over large ranges of the flow parameter (cf. section 5.2), while the
energy of 66Ni diverges around s ≈ 1 MeV−1. The complete Brillouin generator we
use here fixes the issue in 64Ni, but the divergence in 66Ni remains. A possible reason
could be the enforcement of spherical symmetry in our calculations. Recent experiments
have revealed the coexistence of spherical ground states and axially deformed states
with excitation energies below 3 MeV in 68Ni and its vicinity [183–185]. In the next
subsection, we will discuss examples in which the MR-IMSRG(2) successfully deals with
the presence of both spherical and deformed states in the spectrum of neon isotopes, but
we note that the states in question have much larger energetic separations of 7−8 MeV.
6.3. Towards Doubly Open-Shell Nuclei: Neon Isotopes
We want to conclude our discussion by addressing applications of the MR-IMSRG(2)
away from the semi-magic chains. The biggest obstacle is the tendency of doubly open-
shell nuclei to undergo transitions in their intrinsic shapes. In our calculation for semi-
magic isotopic chains, we enforce spherical symmetry when we calculate HF and PNP
reference states, which greatly facilitates the handling of the full 3N interaction at that
stage. These reference states have Jpi = 0+, which implies that their density matrices
are scalars under rotations and block-diagonal in angular momentum in the individual
one-body, two-body, . . . sectors. As a consequence, the normal-ordered Hamiltonian will
be represented by block-diagonal matrices in each sector as well, and η and dH
ds
inherit
this structure through their relation with the Hamiltonian §. The block-diagonal form
of the MR-IMSRG flow equations holds for general Jpi = 0+ reference states, not just
intrinsically spherical ones. We can just as well start from an intrinsically deformed state,
e.g., from a symmetry-broken HF or HFB calculation, and project it on good angular
momentum — the strategy is the same as in the PNP case. The actual computational
challenge is the implementation of a converged deformed HFB calculation with 3N
forces, which we defer for now.
Let us consider the neon isotopic chain as an example. As we can see in figure
14(a), the theoretical ground-state energies lie within a few MeV of experimental data,
and they are insensitive to variations of λ. There are significant deviations between
the theoretical and experimental energy trends along the isotopic chain, with the MR-
§ For reference states with Jpi 6= 0+, the density matrices have non-scalar components that ultimately
cause angular-momentum changing blocks in the f and Γ to be non-zero. Of course, these are coupled
with the tensorial densities and creation / annihilation operators so that the H is a scalar overall. In the
MR-IMSRG flow equations, we would have to couple terms consisting of three spherical tensors, namely
η(1) or η(2), f or Γ, and a density matrix. Because of the complicated angular momentum algebra that
results, it is most likely an easier option to solve the flow equations in an M -scheme approach instead.
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Figure 14. MR-IMSRG(2) ground-state energies (top) and two-neutron separation
energies (bottom) of the neon isotopes, for the NN + 3N(400) Hamiltonian with
λ = 1.88, . . . , 2.24 fm−1 (emax = 14, E3max = 14, optimal ~ω). Spherical symmetry
is enforced for the reference states in the calculation. Red bars indicate the absolute
energies of 0+2 excited states from Shell model calculations with IMSRG-derived
effective interactions that are based on the same NN+3N(400) initial Hamiltonian.
Black bars indicate experimental data [110].
IMSRG(2) energies alternating between lying above and below the experimental data.
The reason for this behavior is the explicit spherical symmetry of the PNP reference
states that we use in these calculations. As discussed in section 4.2, it is not guaranteed
that the MR-IMSRG flow will extract the ground state, and in practice, we find that
the overlap between our chosen reference state and the targeted eigenstate plays an
important role. This is illustrated beautifully in the examples of 20Ne and 22Ne, which
both have intrinsically deformed ground states [186]. In section 7, we will show that
Shell model calculations with IMSRG effective interactions based on the NN+3N(400)
Hamiltonian [164, 165] yield deformed ground states for 20,22Ne. In these calculations, we
also find intrinsically spherical 0+2 excited states whose absolute energies are in excellent
agreement with the MR-IMSRG(2) energies. We indicate these states by red bars in
figure 14(a). Thus, the MR-IMSRG(2) appears to target the eigenstate whose overlap
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with the spherical reference state is largest.
Finally, we show the neon S2n in figure 14(b). In
22−26Ne, the trend actually follows
experimental data rather well, although the NN+3N(400) results are offset by an almost
constant shift. The drops of the theoretical S2n at
18Ne and 26Ne are further examples of
over-pronounced sub-shell closures, namely for N = 8 and 16 (also see [187, 188]. This
supports our argument that the discrepancy between the experimental and theoretical
energies for the 26O resonance is not entirely due to absence of continuum effects in our
calculations.
7. Non-empirical Shell Model Interactions from the IMSRG
In the previous section, we have reviewed MR-IMSRG results for ground state energies
of semi-magic isotopic chains, i.e., singly open-shell nuclei, and presented a first look
at doubly open-shell nuclei. The neon chain which served as an illustrative example
is actually one of the harder cases we could have investigated, because it contains
several isotopes with considerable intrinsic deformation, including clustering in the
N = Z nucleus 20Ne. As discussed in Sec. 6.3, the MR-IMSRG is formally capable
of dealing with intrinsic deformation, but a practical implementation is very challenging
and computationally demanding, and ultimately, we are still only considering ground
states (or individual excited states selected by the MR-IMSRG flow).
The IMSRG framework provides us with another route for attacking the nuclear
many-body problem, building on our considerations of the effective Hamiltonian in
section 5.4. As we have shown in a series of publications [122, 164, 165], we can
use IMSRG flows to construct nonempirical interactions for use in valence-space CI
approaches like the interacting Shell model. In this way, we can systematically link
Shell model phenomenology to the underlying nuclear interactions in the vacuum, and
through them to QCD if we start from chiral NN and 3N interactions. The Shell model
gives us immediate access to intrinsically deformed nuclei, excited states, transitions,
etc., with the added benefits that we can systematically study the mechanisms by which
many-body correlations are absorbed into the valence-space interactions, and maintain
control over the input and many-body uncertainties. The drawback of such a combined
IMSRG+Shell model (IMSRG+SM) approach is that we remain bound to the factorial
computational scaling of the exact diagonalization in the valence space.
In the following, we will discuss the implementation of valence-space decoupling via
a straightforward modification of the ground-state decoupling, and review results from
recent applications [164, 165, 189].
7.1. Valence-Space Decoupling
In section 4.2, we discussed in depth how we can use the (MR-)IMSRG evolution to
decouple a suitable reference state from npnh or general n-body excitations. From a
more general point of view, we actually decouple different sectors of the many-body
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Figure 15. Separation of the single-particle basis into hole (h), valence particle (v)
and non-valence particle (q) states. The Fermi energy of the fully occupied core, εF ,
is indicated by the red dashed line.
Hilbert space by driving the matrix elements of the Hamiltonian that couple these
sectors to zero. To decouple multiple states in a valence space, we only need to extend
our previous definition of the offdiagonal Hamiltonian from section 4.2 in a suitable
manner!
Let us follow established conventions and split the single-particle basis in our
calculation into core or hole (h), valence particle (v) and non-valence particle (q) orbitals
(see figure 15). The actual Shell model calculation for a nucleus with A nucleons is an
exact diagonalization of the Hamiltonian matrix in a subspace of the Hilbert space that
is spanned by configurations of the form
|a†v1 . . . a†vAv 〉 ≡ a†v1 . . . a†vAv |Φ〉 , (120)
where |Φ〉 is the wave function for a suitable core with Ac nucleons, and the Av valence
nucleons are distributed over the valence orbitals vi in all allowed ways. Since the Shell
model assumes the core to be inert, it can be viewed as a vacuum state for the valence
configurations. The matrix representation of the Hamiltonian in the space spanned by
these configurations is
〈v′1 . . . v′Av |H |v1 . . . vAv〉 = 〈Φ| av′Av . . . av′1Ha
†
v1
. . . a†vAv |Φ〉 . (121)
For our purposes, this suggests that we normal order the Hamiltonian and other
operators with respect to the core wave function |Φ〉, which will take on the role of
the reference state for the IMSRG flow. We obtain |Φ〉 by solving the HF equations
for the core, but use the mass number A of the target nucleus (instead of Ac) in the
intrinsic Hamiltonian (38). This is appropriate, because the IMSRG+SM calculation is
supposed to replicate the results of an FCI calculation for the target nucleus.
We want to use the IMSRG evolution to decouple the configurations (120) from
states that involve excitations of the core, just as in the ground-state calculations. In
addition, we need to decouple them from states containing nucleons in non-valence
particle states. To illustrate the decoupling and identify the offdiagonal matrix elements,
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Figure 16. Schematic view of IMSRG valence-space decoupling for two valence
nucleons (p = v, q).
we consider two particles in the valence space, and show a schematic representation of
the many-body Hamiltonian in a basis spanned by (n+2)pnh excitations of the reference
state |Φ〉 in figure 16. In table 1, we classify the matrix elements of H which couple
2v to 1q1v, 2q, 3p1h, and 4p2h excitations, respectively, where p=v,q. For each type of
matrix element, we show antisymmetrized Goldstone diagrams (see, e.g., [70]) involving
the one- and two-body vertices f and Γ (three-body vertices are omitted because of the
NO2B approximation). Additional diagrams due to permutations of the nucleons or
taking Hermitian adjoints are suppressed for brevity.
Diagrams (I) and (II) are eliminated if matrix elements of f and Γ that contain at
least one q index are chosen to be offdiagonal. Diagrams (III) and (V) are eliminated
by the reference state decoupling condition, which defines fph and Γ
pp′
hh′ as offdiagonal
(cf. section 4.2). This only leaves diagram (IV), which vanishes if matrix elements of
the type Γpp
′
vh vanish. Thus, we define [122]
Hod ≡
∑
i 6=i′
f ii′ :A
i
i′ : +
1
4
(∑
pp′hh′
Γpp
′
hh′ :A
pp′
hh′ : +
∑
pp′vh
Γpp
′
vh :A
pp′
vh : +
∑
pqvv′
Γpqvv′ :A
pq
vv′ :
)
+ H.c. .
(122)
This definition of the offdiagonal Hamiltonian holds for an arbitrary number of valence
particles Av. For Av = 1, diagram (II) vanishes, while diagrams (I) and (III)-(V)
have the same topology, but one less spectator nucleons. Analogously, diagrams (I)-(V)
merely contain additional spectator nucleons for Av > 2.
Using Hod in the construction of generators, we evolve the Hamiltonian by solving
the flow equations (49)–(51) in IMSRG(2) truncation. Since the core wave functions are
HF Slater determinants, we can work in the single-reference limit. The final Hamiltonian
is given by
H = U(∞)HU †(∞) = E +
∑
v
f vv :A
v
v : +
1
4
∑
vi,vj ,vk,vl
Γvivjvkvl :A
vivj
vkvl
: + . . . , (123)
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no. type diagram energy difference ∆
I 〈2p|H |2p〉
p
p′
fpp − fp
′
p′
II 〈2p|H |2p〉
p p′
p′′ p′′′
fpp + f
p′
p′ − fp
′′
p′′ − fp
′′′
p′′′ + Γ
pp′
pp′ − Γp
′′p′′′
p′′p′′′
III 〈3p1h|H |2p〉
p h
fpp − fhh − Γphph
IV 〈3p1h|H |2p〉
p p′ h
p′′
fpp + f
p′
p′ − fp
′′
p′′ − fhh + Γpp
′
pp′ − Γphph − Γp
′h
p′h
V 〈4p2h|H |2p〉
p h p′ h′
fpp + f
p′
p′ − fhh − fh
′
h′ + Γ
pp′
pp′ + Γ
hh′
hh′ −Γphph−
Γp
′h′
p′h′ − Γph
′
ph′ − Γp
′h
p′h
Table 1. Classification of matrix elements of the many-body Hamiltonian in
the many-body Hilbert space spanned by (n + 2)pnh excitations of the reference
state (cf. 16). For each matrix element, we show the corresponding antisymmetrized
Goldstone diagrams [70] involving the one- and two-body parts of H (permutations
involving spectator particles which are required by antisymmetry are implied), as well
as the energy differences appearing in the matrix elements for η(s) in each case (see
text).
where the explicitly shown terms are the core energy, single-particle energies, and two-
body matrix elements that are used as input for a Shell model diagonalization. The
solutions of that diagonalization are given by
|Ψn〉 =
∑
v1,...,vAv
C(n)v1...vAva
†
v1
. . . a†vAv |Φ〉 , (124)
and they are related to the eigenstates of the initial Hamiltonian (up to truncation
errors) by
|Ψn〉 = U †(∞) |Ψn〉 . (125)
The naive computational scaling for the valence-decoupling procedure described
here is O(N6), just like that of MR-IMSRG(2) or IMSRG(2) ground-state calculations.
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Figure 17. Ground-state energies of the oxygen isotopes, calculated from
nonempirical IMSRG Shell model interactions derived from NN + 3N(400) at a
resolution scale λ = 1.88 fm−1 and ~ω = 24 MeV. We compare results from the
original IMSRG+SM approach discussed in [164] and an improved version using the
so-called targeted normal ordering (TNO, [165]), using 22O and 24O as reference states.
Black bars indicate experimental data [110].
In practice, individual calculations require about 100-1000 core hours, putting the effort
between that of single-reference and multireference ground-state calculations. Compared
to other nonperturbative approaches for the construction of nonempirical Shell model
interactions, this effort is low [190–192]. Moreover, we note that we obtain consistent
neutron-neutron, proton-neutron, and proton-proton interactions from the same IMSRG
evolution.
7.2. Ground-state Energies and Targeted Normal Ordering
As a first application [164], we tested the IMSRG+SM approach in the oxygen isotopic
chain, where results from large-scale MR-IMSRG ground state calculations and a
variety of other exact and approximate ab initio methods are available for comparison
(cf. section 6).
In figure 17 we show the oxygen ground-state energies, calculated with effective
interactions derived from the NN+3N(400) Hamiltonian (see section 5.1) at a resolution
scale λ = 1.88 fm−1. Note that we include ground-state energies for the odd oxygen
isotopes, which are easily obtainable from a Shell model calculation. In the vicinity
of 16O, the ground-state energies obtained from IMSRG+SM and MR-IMSRG(2)
calculations agree well with each other and experimental data, but for growing neutron
number N , the IMSRG+SM solutions are increasingly overbound.
The origin of this discrepancy can be traced back to the reference state we use
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Figure 18. Excitation spectra of 22−24O from IMSRG+SM calculations with (solid
lines) and without targeted normal ordering (dotted lines, see text). All effective
interactions are derived from the chiral NN+3N(400) interaction at resolution scale
λ = 1.88 fm−1 (emax = 14, E3max = 14, ~ω = 24 MeV). The gray dashed and dash-
dotted lines indicate the neutron separation energies.
for both the normal ordering and the IMSRG valence-space decoupling. Initially, we
used HF solutions for the 16O core, only changing the mass number of the intrinsic
Hamiltonian to that of the target nucleus, as explained in the previous subsection.
When we normal order the Hamiltonian and perform the IMSRG evolution, we miss
contributions from the valence nucleons that are taken into account fully in the MR-
IMSRG ground-state calculations. In Ref. [165], we took a first step towards remedying
this deficiency by means of a so-called targeted normal-ordering (TNO) procedure, in
which the reference state for the normal ordering and decoupling is a HF solution
for a closed sub-shell nucleus in close proximity to the target nucleus. Then, the
Hamiltonian is re-normal ordered with respect to the 16O core that is assumed by the
Shell model calculation. As shown in figure 17, this procedure essentially eliminates
the difference between the IMSRG+SM and MR-IMSRG(2) ground-state energies,
reducing the overbinding of the neutron-rich oxygen isotopes by several MeV. For 24O,
we can use both 22O and 24O as reference states for the TNO and decoupling. The
resulting ground-state energies are −169.874 MeV and −169.956 MeV, respectively, in
excellent agreement with each other and the MR-IMSRG(2) result for the same initial
Hamiltonian, which is −169.491 MeV.
In figure 18, we show the effect of the TNO on the low-lying excitation spectra of
22−24O and the neutron separation energies
Sn(Z,N) = E(Z,N − 1)− E(Z,N) . (126)
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Figure 19. Excitation spectra of 22−24O based on the chiral NN+3N(400) interaction
at resolution scale λ = 1.88 fm−1. We compare results for effective interactions
derived by IMSRG valence-space decoupling (emax = 14, E3max = 14, ~ω = 20 MeV
(dashed lines) and 24 MeV (solid lines)), the A-dependent CCEI approach of [190]
(emax = 12, E3max = 14, ~ω = 20 MeV), and the phenomenological USDB interaction
[8] to experimental data [193]. The dashed lines represent the neutron separation
energies.
Calculations were performed with an 22O reference state. If we use an 24O reference
state instead, both the excitation energies and neutron separation energies change by
80 keV or less (not shown). Figure 18 illustrates that the TNO improves the core
energy, single-particle energies, and two-body matrix elements, in decreasing order of
importance. For the nuclei shown here, the core energy is raised by 3.5− 4 MeV, which
accounts for the bulk of the ground-state energy improvement. The input single-particle
energies for protons and neutrons are increased by up to 1.3 MeV (pi0d3/2) and 200 keV
(ν1s1/2), respectively. The Sn decrease rather uniformly by 600 keV for our sample
nuclei. Finally, the effect of the TNO on the two-body matrix elements is weak, so the
orderings and level spacings of the excitation spectra are hardly affected. The largest
change in excitation energy is about 250 keV.
7.3. Spectroscopy of sd-shell nuclei
Let us now discuss IMSRG+SM results for the spectra of selected sd-shell nuclei, starting
with 22−24O. In figure 19, we show results obtained with the NN+3N(400) interaction
at a resolution scale λ = 1.88 fm−1. The shaded band results from varying the oscillator
basis parameter from ~ω = 20 MeV to 24 MeV, which serves as an indicator for the
convergence of a specific excited state. Factors that can affect the convergence are
complex intrinsic shapes, the extension of the wave function’s tail, etc. Overall, the
convergence is satisfactory for the nuclei shown here. The IMSRG+SM results agree
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impressively well with experimental data, given that the parameters of our Hamiltonian
have not been adjusted to the oxygen isotopes at all (see Ref. [164] for a more detailed
analysis). The inclusion of 3N interactions in the initial Hamiltonian is crucial for
achieving this good reproduction of the experimental level data: It stabilizes the spacing
between the neutron 0d3/2 orbital and the other levels in the sd-shell as neutrons are
added, which governs the energies of low-lying excitations and the location of the neutron
drip line [55, 128, 160, 163]. We note that the excited states in 23,24O are overestimated to
some degree, but this is expected because our Shell model calculations do not explicitly
treat the continuum coupling at present, and the NN+3N(400) Hamiltonian produces
a too-pronounced shell closure at N = 16 (see section 6.1).
In figure 19, we also compare our spectra to results obtained with the
phenomenological USDB interaction [8], as well as nonempirical valence-space
Hamiltonians obtained within the Coupled Cluster Effective Interaction (CCEI)
approach [190, 194]. We note that the former depends on the mass number A of the
target nucleus through a scaling of the two-body matrix elements [8]. In the latter,
interactions for specific target masses were constructed for use in the oxygen isotopes,
starting from the same Hamiltonian that we used for the IMSRG+SM here. The CCEI
and IMSRG results for ~ω = 20 MeV are in very good agreement. Since CCEI is built
from CCSD and its Equation-of-Motion extension to excited states [93, 190, 195], the
reshuffling of correlations into the valence-space effective interaction should be similar to
that of IMSRG(2) valence decoupling, and therefore reflect the similarity of CCSD and
IMSRG(2) ground-state results (see sections 5.4, 6). The biggest discrepancy occurs for
the neutron separation energies, which are lower for CCEI because neutron-rich oxygen
isotopes are increasingly underbound (see [190]).
The USDB interaction is optimized to simultaneously describe more than 600
excited states in sd-shell nuclei [8], hence it is not surprising that the USDB spectra
agree very well with experiment. We observe the most notable deviation for the second
0+ and the 3+ state in 22O, which are nearly degenerate and whose ordering is inverted
compared to experiment. The CCEI and IMSRG interactions describe the level ordering
correctly. The latter even seems to give the correct level spacing for ~ω = 24 MeV,
although it is necessary to reduce the ~ω variation of the 3+ state to make a conclusive
claim here.
As mentioned in section 7.1, the IMSRG valence-space decoupling provides us with a
consistent set of proton-proton, proton-neutron, and neutron-neutron interaction matrix
elements at the same time, so we can easily extend our calculations into the sd-shell. For
instance, we calculated the excitation spectrum of 24F in support of a recent experiment
at GANIL [189]. In figure 20, we again compare IMSRG+SM (with ~ω variation) to
experimental data and other theoretical results. States below 3 MeV are described well
by the IMSRG, and aside from the 0+ and 1+ states, very well converged. The IMSRG
interaction exhibits a gap in the spectrum between the 3+2 and 2
+
2 states, which USDB
fills with a group of states that has not been observed at the corresponding energy in
the experiment.
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Figure 20. Excitation spectrum of 24F based on the chiral NN+3N(400) interaction
at λ = 1.88 fm−1. We compare results for effective interactions derived by IMSRG
valence-space decoupling (emax = 14, E3max = 14, ~ω = 20 MeV (dashed lines) and
24 MeV (solid lines)), the A-independent CCEI interaction [194] (emax = 12, E3max =
14, ~ω = 20 MeV), and the phenomenological USDB interaction [8] to experimental
data [189, 193]. The dashed lines represent the neutron separation energies.
The CCEI results we show in figure 20 were obtained with the A-independent
interaction that was recently published in Ref. [194]. While the ordering of the low-
lying states is the same as for the IMSRG interactions, the positions and spacings of
the levels are notably different. We assume that this is caused by fixing A to the
mass number of the 16O core (and its vicinity) instead of the target nucleus when the
interaction is constructed [190, 194]. This issue will be investigated further elsewhere.
Encouraged by the good agreement of our excitation energies with results for the
USDB interaction, we decided to broaden our perspective beyond individual nuclei. In
figure 21, we compare the deviations of theoretical and experimental excitation energies
of 144 excited states in the O,Fe,Ne,Na and Mg isotopes, for both USDB and the
A-dependent IMSRG valence-space interactions discussed here. For USDB, the root-
mean-square (rms) deviation is a mere 195 keV, with individual deviations ranging from
−1 MeV to 1 MeV. Aside from a few outliers, the bulk of the deviations for the IMSRG
interactions fall in a similar range, but the distribution is wider, leading to an rms
deviation of 589 keV. The “error bars” on the IMSRG results indicate the uncertainty
of the excitation energies due to a variation of ~ω from 20 MeV to 24 MeV — we remind
the reader that the effect of such variations depends on the structure and convergence of
individual states, as mentioned above. In summary, while the description of the states in
the lower sd-shell with IMSRG derived interactions is not on the same level of accuracy
as with USDB, it is very encouraging that an rms of 589 keVcan be achieved without
In-Medium Similarity Renormalization Group for Closed and Open-Shell Nuclei 54
−3.0
−2.0
−1.0
0.0
1.0
2.0
−1.0 −0.5 0.0 0.5 1.0
∆Ex [ MeV] for USDB
(rms = 195 keV)
∆
E
x
[M
eV
]
fo
r
IM
-S
R
G
,
N
N
+
3N
(4
0
0)
(r
m
s
=
5
8
9
ke
V
)
Figure 21. Deviation of theoretical excitation energies from experimental data for
144 levels in O,Fe,Ne,Na,Mg, calculated with USDB and IMSRG effective interactions
derived from NN+3N(400) at λ = 1.88 fm−1. The error bars indicate the uncertainty
of IMSRG excitation energies from varying ~ω of the underlying oscillator basis (see
text).
adjusting the parameters of the Hamiltonian to the nuclei in the region.
7.4. Deformation and Rotational Bands
As discussed above, the Shell model gives us access to nuclei with intrinsic deformation.
The ground-state rotational bands of 20Ne and 24Mg are shown in figure 22. The levels
obtained with the IMSRG and the A-independent CCEI interactions, both based on the
NN+3N(400) Hamiltonian (λ = 1.88, fm−1), are in good agreement with each other as
well as the USDB interaction. While rotational bands emerge naturally in these nuclei
even without an initial chiral 3N force, its inclusion markedly improves the agreement
of the theoretical excitation energies and level spacings with experimental data [165].
The Shell model’s capability to describe intrinsically deformed nuclei allows us to
follow up on our discussion of 20Ne from section 6.3 now. There, we claimed that
the MR-IMSRG(2) extracts an excited state with spherical intrinsic structure. In the
left panel of figure 23, we show the absolute energies of the four lowest 0+ states in
20Ne, and the MR-IMSRG(2) energy for the same Hamiltonian. The MR-IMSRG(2)
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Figure 22. Ground-state rotational bands of 20Ne and 24Mg, based on the NN+
3N(400) interaction at λ = 1.88 fm−1. We compare results for effective interactions
derived by IMSRG valence-space decoupling (emax = 14, E3max = 14, ~ω = 20 MeV
(dashed lines) and 24 MeV (solid lines)), the A-independent CCEI interaction [194]
(emax = 12, E3max = 14, ~ω = 20 MeV), and the phenomenological USDB interaction
[8] to experimental data [189, 193]. The dashed lines represent the neutron separation
energies.
energy is in excellent agreement with that of the 0+2 state. The middle column of the
panel shows the overlap of the Shell model eigenstate with the spherical configuration
(suppressing the core wave function) |[pi0d5/2]2Jpi = 0, [ν0d5/2]2Jν = 0; J = 0〉, which is
a fair approximation to the spherical PNP reference state we use for the MR-IMSRG(2).
This overlap is indeed largest for the 0+2 state, but also considerable for the 0
+
1 state.
As another example, we consider 28Si. For the Hamiltonian we use here, there is
a stable HF solution with closed proton and neutron subshells and spherical intrinsic
structure. The MR-IMSRG(2) energy (or rather, IMSRG(2) energy because of the
HF reference state) is within 400 keV of the 0+4 state, but that specific Shell model
solution has practically no overlap with the |[pi0d5/2]6Jpi = 0, [ν0d5/2]6Jν = 0; J = 0〉
configuration that is identical to the reference state used for both the IMSRG(2)
calculation and the (TNO) valence decoupling. The overlap is largest for the 0+2 state
(24%), whose absolute energy is −243.2 MeV, compared to the IMSRG(2) energy of
−240.2 MeV.
An absolute energy difference of 3 MeV between the IMSRG+SM and IMSRG(2)
results is well within the realm of possibility, given the estimated uncertainties due to the
many-body truncation. This is especially relevant because 28Si is an N = Z nucleus,
and therefore exhibits α-cluster correlations in excited states [196]. The IMSRG(2)
energy contains only limited contributions from 4p4h excitations, which appear first as
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Figure 23. Absolute energies of the 0+ states in 20Ne and 28Si
from Shell model calculation with an IMSRG derived interaction, compared to
the result of MR-IMSRG(2) ground-state calculations. The NN + 3N(400)
Hamiltonian at λ = 1.88 fm−1 served as input in all cases. The middle
column shows the overlap of the Shell model solutions with intrinsically spherical
Shell model configurations: |[pi0d5/2]2Jpi = 0, [ν0d5/2]2Jν = 0; J = 0〉 for 20Ne, and
|[pi0d5/2]6Jpi = 0, [ν0d5/2]6Jν = 0; J = 0〉 for 28Si.
immediate excitations in fourth-order MBPT diagrams (see [62]). A complete treatment
of 4p4h excitations would make it necessary to work in IMSRG(4) truncation (or use
a reference state with α correlations in the MR-IMSRG). In contrast, the Shell model
diagonalization can readily access 4p4h excitations in the valence space. From this
perspective, it is perhaps more surprising that the IMSRG+SM and MR-IMSRG(2)
energies for the 0+2 state in the
20Ne are practically identical, because that nucleus
should exhibit α correlations as well. We conclude our discussion here, and defer further
investigations of this issue to a future publication.
8. Conclusions and Outlook
Over the course of this article, we have strived to give a pedagogical introduction to
the description of nuclear many-body physics in the In-Medium SRG framework. The
IMSRG belongs to a family of efficient, systematically extendable many-body approaches
that have extended the reach of ab initio nuclear structure theory well into the medium-
mass region of the nuclear chart in recent years (see, e.g., [57, 62]). The MR-IMSRG and
IMSRG+SM, specifically, are ideally suited to investigate the properties of open-shell
nuclei with a systematic assessment of the theoretical uncertainties. The consistency of
the results from these two different approaches that are rooted in the same framework is
highly encouraging, promising many opportunities for cross-validating and interpreting
nuclear structure results in future applications (cf. sections 6 and 7). The capability to
confront nuclear interactions from Chiral EFT with a wealth of new many-body data
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will be of great importance in the ongoing effort of understanding and improving these
interactions, which are currently the dominant source of uncertainty in all ab initio
many-body calculations (see section 6).
Of course, there is much work to be done. A variety of efforts are underway to
further extend the capabilities of the MR-IMSRG and IMSRG+SM approaches. The
MR-IMSRG allows us to explore both dynamic and static correlations. The former
are due to the dynamics of correlated nucleon pairs, triples, etc. in the nucleus, which
is captured well by the (generalized) particle-hole expansion that underlies the MR-
IMSRG flow equations. In contrast, static correlations are collective and would require
us to treat up to ApAh correlations, in exact and numerically unfeasible IMSRG(A)
or MR-IMSRG(A) truncation schemes. However, collective correlations can be treated
efficiently by breaking and restoring symmetries of the nuclear wave function, and using
the Generator Coordinate Method to mix various projected configurations (see, e.g.,
[197]). We can calculate the density matrices of such many-body wave functions, and
use them as reference states for the MR-IMSRG(2), combining dynamic and static
correlation. The use of PNP reference states in our applications of the MR-IMSRG(2)
to open-shell nuclei (see section 6) is the simplest possible example of such a combined
approach, and the use of GCM reference states with richer collective structures is being
explored now.
Another important new development is the successful use of Magnus expansion
techniques to explicitly construct the unitary transformation that is generated by the
IMSRG [123]. This greatly simplifies the evaluation of general observables, which can
be obtained with a simple application of U(s) to the operator of interest rather than
a concurrent evolution alongside the Hamiltonian by means of additional sets of flow
equations. Moreover, the Magnus methods make it possible to construct systematic
approximations to the complete IMSRG(3) flow, analogous in many-body content and
computational efficiency to non-iterative triples methods in CC [120, 153, 154, 168]. The
extension of this approach to the MR-IMSRG is in progress.
The triples corrections to IMSRG Hamiltonians will also be extremely valuable
for the IMSRG+SM approach, allowing us to test the many-body convergence of the
valence-space interaction and operators. The construction of valence-space transition
operators is now in full swing, with the prospect of shedding new light on the emergence
of the phenomenological effective charges. A new refinement of the targeted normal
ordering procedure was presented in Ref. [198], improving once again the agreement
between IMSRG+SM and large-scale MR-IMSRG calculations.
As an alternative to the exact valence-space diagonalization in the IMSRG+SM
approach, we are working on combining the IMSRG with Equation-of-Motion (EoM)
methods (cf. [70]). The basic framework has been developed and tested for the single-
reference case [199], and we aim to generalize it to multireference applications as a next
step, incorporating triples corrections to the (MR-)IMSRG evolved Hamiltonian at the
same time.
Last but not least, the IMSRG+SM and IMSRG based EoM approaches are, in
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essence, established techniques for many-body calculations whose results are (possibly)
enhanced through the use of an IMSRG improved effective Hamiltonian. We have begun
to explore the use of such IMSRG and MR-IMSRG improved Hamiltonians as input for
other methods. A promising combination of MR-IMSRG and NCSM is discussed in
[152].
The RG perspective is a key element that is woven into all of the applications
discussed in this review, and the future directions mentioned in our look ahead. In my
(admittedly biased) view, this is a unique feature of the IMSRG framework that sets
it apart from the other many-body methods that we touched upon during this work.
When the comparison with those other methods and experimental data is our first and
foremost concern, we are primarily interested in the s → ∞ limit of the IMSRG or
MR-IMSRG evolution, but the flow trajectory offers a wealth of additional insight. By
considering points along the trajectory, we can gain a new understanding of how many-
body correlations are reshuffled between the wave function and the Hamiltonian, or
different pieces of the Hamiltonian, making transparent what is only implicitly assumed
in other methods. Like in the free-space SRG (or other RG methods), we have the
freedom to work at intermediate values of s if this is more practical than working at
s = 0 (in appropriate units) or in the limit s → ∞, especially if we would incur
unacceptable numerical errors at either of these extremes (see, e.g., [83, 84, 152]). This
is the inherent power of a framework that integrates many-body and renormalization
group techniques, and the reason why the IMSRG is an extremely versatile and valuable
tool for quantum many-body theory.
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Appendix A. Products and Commutators of Normal-Ordered Operators
We introduce the permutation symbol Pij to interchange the attached indices in any
expression, i.e.,
Pijg(. . . , i, . . . , j) ≡ g(. . . , j, . . . , i) . (A.1)
Appendix A.1. Operator Products
: Aab :: A
k
l : =: A
ak
bl : −λal : Akb : −ξkb : Aal : −λal ξkb + λakbl (A.2)
: Aab :: A
kl
mn : =: A
akl
bmn : + (1− Pmn)λan : Aklbm : + (1− Pkl) ξlb : Aakmn :
+ (1− Pkl) (1− Pmn)λalbn : Akm :
+ (1− Pkl)λakmn : Alb : + (1− Pmn)λklbm : Aan :
+ (1− Pkl) (1− Pmn)λamξlb : Akn :
+ (1− Pmn)λanλklbm + (1− Pkl)λakmnξlb + λaklbmn (A.3)
: Aabcd :: A
kl
mn :
=: Aabklcdmn :
+ (1− Pab)(1− Pmn)λam : Abklcdn : +(1− Pcd)(1− Pkl)ξkc : Aabldmn :
+
(
λabmn + (1− Pmn)λamλbn
)
: Aklcd : +
(
λklcd + (1− Pcd)ξkc ξld
)
: Aabmn :
+ (1− Pab)(1− Pcd)(1− Pkl)(1− Pmn)
(
λakcm − λamξkc
)
: Abldn :
+ (1− Pab)(1− Pkl)λalmn : Abkcd : +(1− Pab)(1− Pkl)λbkcd : Aalmn :
+ (1− Pcd)(1− Pmn)λklcn : Aabdm : +(1− Pcd)(1− Pmn)λabdm : Aklcn :
+ (1− Pab)(1− Pmn)
(
λbklcdn − (1− Pcd)(1− Pkl)ξkcλbldn + λbn
(
λklcd + ξ
k
c ξ
l
d − ξkdξlc
))
: Aam :
+ (1− Pcd)(1− Pkl)
(
λabldmn − (1− Pab)(1− Pmn)λamλbldn + ξld
(
λabmn + λ
a
mλ
b
n − λanλbm
))
: Akc :
+ (1− Pab)(1− Pcd)
(
λbkldmn + (1− Pmn)λbnλkldm + (1− Pkl)ξldλblmn
)
: Aac :
+ (1− Pkl)(1− Pmn)
(
λablcdn + (1− Pab)λanλblcd + (1− Pcd)ξlcλabdn
)
: Akm :
+ λabklcdmn + (1− Pab)(1− Pmn)λamλbklcdn + (1− Pcd)(1− Pkl)ξkcλabldmn
− (1− Pcd)(1− Pmn)λabcmλkldn + (1− Pcd)(1− Pkl)(1− Pmn)λakcmλbldn
+ (1− Pkl)
(
λalmnλ
bk
cd − λakcdλblmn
)
+ (1− Pab)(1− Pcd)(1− Pkl)(1− Pmn)λbmξkcλaldn
+
(
λabmn + λ
a
mλ
b
n − λanλbm
) (
λklcd + ξ
k
c ξ
l
d − ξkdξlc
)
(A.4)
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Appendix A.2. Commutators
[: Aab :, : A
k
l :] = δ
k
b : A
a
l : −δal : Akb : +λal δkb − λkbδal (A.5)
[: Aab :, : A
kl
mn :] = (1− Pkl) δkb : Aalmn : − (1− Pmn) δam : Aklbn :
+ (1− Pkl) (1− Pmn)
(
δlbλ
a
n − δanλlb
)
: Akm :
+ (1− Pkl) δkbλalmn − (1− Pmn) δamλklbn (A.6)
[: Aabcd :, : A
kl
mn :]
= (1− Pab) (1− Pmn) δam : Abklcdn : − (1− Pcd) (1− Pkl) δkc : Aabldmn :
+ (1− Pcd)
(
ξkc ξ
l
d − λkcλld
)
: Aabmn : +(1− Pab)
(
λamλ
b
n − ξamξbn
)
: Aklcd :
+ (1− Pab)(1− Pcd)(1− Pkl)(1− Pmn)
(
δldλ
b
n − δbnλld
)
: Aakcm :
+ (1− Pab)(1− Pmn)
(
δbnλ
kl
cd + (1− Pcd)
(
(1− Pkl)δkcλbldn + λbnξkc ξld − ξbnλkcλld
))
: Aam :
− (1− Pcd)(1− Pkl)
(
δldλ
ab
mn + (1− Pab)
(
(1− Pmn)δamλbldn + λldξamξbn − ξldλamλbn
))
: Akc :
− (1− Pab)(1− Pcd)
(
(1− Pmn)δbmλkldn − (1− Pkl)δkdλblmn
)
: Aac :
+ (1− Pkl)(1− Pmn)
(
(1− Pab)δanλblcd − (1− Pcd)δlcλabdn
)
: Akm :
+ (1− Pab)(1− Pmn)δamλbklcdn − (1− Pcd)(1− Pkl)δkcλabldmn
+ (1− Pcd)λabmn
(
ξkc ξ
l
d − λkcλld
)
+ (1− Pab)λklcd
(
λamλ
b
n − ξamξbn
)
+ (1− Pab)(1− Pcd)(1− Pkl)(1− Pmn)
(
δldλ
b
n − δbnλld
)
λakcm
+ (1− Pab)(1− Pcd)
(
λamλ
b
nξ
k
c ξ
l
d − λkcλldξamξbn
)
(A.7)
Appendix B. Particle-Number Projected HFB Reference States
In this appendix, we summarize the essential properties of particle-number projected
Hartree-Fock-Bogoliubov (HFB) states. More details can be found, e.g., in [197, 200].
We introduce fermionic quasiparticle operators ατk, α
†
τk that are superpositions of
creation and annihilation operators by means of a Bogoliubov-Valatin transformation:
α†k = uka
†
k − vkak¯ , (B.1)
α†
k¯
= uka
†
k¯
+ vkak , (B.2)
αk = ukak − vka†k¯ , (B.3)
αk¯ = ukak¯ + vka
†
k . (B.4)
Here k is a collective index for the single-particle states in the so-called canonical basis,
i.e., the eigenbasis of the HFB density matrix. The bars indicate time-reversed states.
The occupation coefficients can be chosen to be real if only like-particle (i.e., proton-
proton and neutron-neutron) pairing is considered, and they satisfy
u2k + v
2
k = 1 . (B.5)
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In terms of these coefficients, a solution of the HFB equations can be written as
|Φ〉 =
∏
k
αk |vac〉 =
∏
k>0
(
uk + vka
†
ka
†
k¯
)
|vac〉 , (B.6)
where |vac〉 refers to the particle vacuum state. It is clear from equation (B.6) that
|Φ〉 is a superposition of states with even proton and neutron number, and therefore
not an eigenstate of the corresponding proton, neutron, or nucleon number operators.
The HFB equations are solved under the constraint that the expectation values of these
number operators match a given nucleus.
The broken particle-number symmetry can be restored by projecting |Φ〉 on good
Z and N with the operator
PZN = PZPN =
1
(2pi)2
∫ 2pi
0
dφp
∫ 2pi
0
dφn e
iφp(Zˆ−Z)eiφn(Nˆ−N) . (B.7)
Expectation values in the projected HFB states are formally given by
〈ΦZN |O |ΦZN〉 = 〈Φ|OPZN |Φ〉〈Φ|PZN |Φ〉 . (B.8)
Under the unitary transformations generated by the number operators, the particle
creation and annihilation operators transform as
eiφkAˆka†ke
−iφkAˆk = eiφka†k , (B.9)
eiφkAˆkake
−iφkAˆk = e−iφkak , (B.10)
where φk ∈ {φp, φn} and Aˆk ∈ {Zˆ, Nˆ} are the appropriate gauge angle and number
operator for the single-particle state k. Using these relations, we can write the gauge-
rotated quasi-particle state as
|Φ(φp, φn)〉 ≡ ei(φpZˆ+φnNˆ) |Φ〉 =
∏
k>0
(
uk + vke
2iφka†ka
†
k¯
)
|vac〉 (B.11)
and introduce the proton and neutron norm kernels (τ = p, n)
xτ (φτ ) ≡ 〈Φ| eiφτ(Aˆτ−Aτ) |Φ〉 = e−iφτAτ
∏
k>0
(
u2k + v
2
ke
2iφk
)
. (B.12)
The overlap between the particle-number projected state and the initial HFB state is
now given by
〈Φ|PZN |Φ〉 = 1
(2pi)2
∫ 2pi
0
dφp
∫ 2pi
0
dφn 〈Φ| eiφp(Zˆ−Z)eiφn(Nˆ−N) |Φ〉
=
1
(2pi)2
(∫ 2pi
0
dφp xp(φp)
)(∫ 2pi
0
dφn xn(φn)
)
. (B.13)
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The numerator of equation (B.8) can be expressed in terms of the norm kernel and the
gauge-rotated state as
〈Φ|OPZN |Φ〉 = 1
(2pi)2
∫ 2pi
0
dφp
∫ 2pi
0
dφn e
−i(φpZ+φnN)〈Φ|Oei(φpZˆ+iφnNˆ) |Φ〉
=
1
(2pi)2
∫ 2pi
0
dφp
∫ 2pi
0
dφn 〈Φ| ei(φp(Zˆ−Z)+iφn(Nˆ−N)) |Φ〉〈Φ|Oe
i(φpZˆ+iφnN) |Φ〉
〈Φ| ei(φpZˆ+iφnN) |Φ〉
=
1
(2pi)2
∫ 2pi
0
dφp
∫ 2pi
0
dφn xp(φp)xn(φn)
〈Φ|O |Φ(φp, φn)〉
〈Φ|Φ(φp, φn)〉 . (B.14)
Defining the operator kernel
O(φp, φn) ≡ 〈Φ|O |Φ(φp, φn)〉〈Φ|Φ(φp, φn)〉 (B.15)
and the auxiliaries
yτ (φτ ) =
xτ (φτ )∫ 2pi
0
dφτ xτ (φτ )
,
∫ 2pi
0
dφτyτ (φτ ) = 1 , (B.16)
we can combine equations (B.13) and (B.14) into the following compact expression for
the expectation value of O in the particle-number projected state:
〈ΦZN |O |ΦZN〉 =
∫ 2pi
0
dφp
∫ 2pi
0
dφn yp(φp)yn(φn)O(φp, φn) . (B.17)
As we have seen above, the inital and gauge-rotated HFB states have essentially the
same structure, because the transformation of the basis operators only introduces simple
phase factors. This implies that a simple extension of Wick’s theorem for non-orthogonal
product states can be applied to express the operator kernel (B.15) in terms of the basic
contractions [197], the so-called transition density matrix and transition pairing tensors:
ρkl(φk) =
〈Φ| a†lak |Φ(φp, φn)〉
〈Φ|Φ(φp, φn)〉 , (B.18)
κkl(φk) =
〈Φ| a†ka†l |Φ(φp, φn)〉
〈Φ|Φ(φp, φn)〉 , (B.19)
κkl(φk) =
〈Φ| alak |Φ(φp, φn)〉
〈Φ|Φ(φp, φn)〉 . (B.20)
For φp = φn = 0, the standard density matrix and pairing tensor of non-projected
HFB theory are obtained. Since we do not allow proton-neutron pairing here, the
contractions only depend on the gauge angle matching the isospin projection contained
in the collective indices, because the HFB product state factorizes into proton and
neutron parts (cf. equations (B.6), (B.11)):
|Φ(φp, φn)〉 = |Φp(φp)〉 ⊗ |Φn(φn)〉 . (B.21)
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For instance, if k and l are proton indices, we have
ρkl(φp) =
〈Φ| a†lak |Φ(φp, φn)〉
〈Φ|Φ(φp, φn)〉 =
〈Φp| a†lak |Φp(φp)〉〈Φn|Φn(φn)〉
〈Φp|Φp(φp)〉〈Φn|Φn(φn)〉 =
〈Φp| a†lak |Φp(φp)〉
〈Φp|Φp(φp)〉 .
(B.22)
Switching to the tensorial notation we use for the MR-IMSRG, the transition density
matrices and pairing tensors in the canonical basis representation are given by
ρkl (φτ ) =
v2ke
2iφτ
u2k + v
2
ke
2iφτ
δkl , (B.23)
κ¯kl(φτ ) =
ukvk
u2k + v
2
ke
2iφτ
δkl¯ , (B.24)
κkl(φτ ) =
ukvke
2iφτ
u2k + v
2
ke
2iφτ
δkl¯ . (B.25)
The one-body density matrix of the projected state is obtained by integration:
ρkl =
∫ 2pi
0
dφk yk(φk)ρ
k
l (φk) =
∫ 2pi
0
dφk yk(φk)
v2ke
2iφτ
u2k + v
2
ke
2iφτ
δkl . (B.26)
We see that all of the density matrices are diagonal in the canonical basis, which is
identical to the natural orbital basis that is most convenient for the formulation of the
MR-IMSRG flow. We can also directly read off the projected occupation numbers nk
from equation (B.26).
The full two-body and three-body density matrices are given by
ρklmn =
∫ 2pi
0
dφp
∫ 2pi
0
dφn yp(φp)yn(φn)
(
v2ke
2iφk
u2k + v
2
ke
2iφk
v2l e
2iφl
u2l + v
2
l e
2iφl
(
δkmδ
l
n − δknδlm
)
+
ukvk
u2k + v
2
ke
2iφk
umvme
2iφm
u2m + v
2
me
2iφm
δkl¯δmn¯
)
(B.27)
and
ρpqrstu =
∫ 2pi
0
dφp
∫ 2pi
0
dφn yp(φp)yn(φn)
×
(
v2pe
2iφp
u2p + v
2
pe
2iφp
v2qe
2iφq
u2q + v
2
qe
2iφq
v2re
2iφr
u2r + v
2
re
2iφr
× (δpsδqt δru + δpt δquδrs + δpuδqsδrt − δpt δqsδru − δpsδquδrt − δpuδqt δrs)
+
v2pe
2iφp
u2p + v
2
pe
2iφp
uqvq
u2q + v
2
qe
2iφq
utvte
2iφt
u2t + v
2
t e
2iφt
δpsδ
qr¯δtu¯
− v
2
pe
2iφp
u2p + v
2
pe
2iφp
uqvq
u2q + v
2
qe
2iφq
usvse
2iφs
u2s + v
2
se
2iφs
δpt δ
qr¯δsu¯
+
v2pe
2iφp
u2p + v
2
pe
2iφp
uqvq
u2q + v
2
qe
2iφq
usvse
2iφs
u2s + v
2
se
2iφs
δpuδ
qr¯δst¯
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− v
2
qe
2iφq
u2q + v
2
qe
2iφq
upvp
u2p + v
2
pe
2iφp
utvte
2iφt
u2t + v
2
t e
2iφt
δqsδ
pr¯δtu¯
+
v2qe
2iφq
u2q + v
2
qe
2iφq
upvp
u2p + v
2
pe
2iφp
usvse
2iφs
u2s + v
2
se
2iφs
δqt δ
pr¯δsu¯
− v
2
qe
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)
. (B.28)
From these, the irreducible two-body and three-body density matrices are obtained by
subtacting all antisymmetrized products of lower-rank density matrices:
λklmn = ρ
kl
mn − λkmλln + λknλlm , (B.29)
λpqrstu = ρ
pqr
stu −A (λpqstλru)−A (λpsλqtλru) . (B.30)
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