An algorithm is presented which calculates invariant rings of nite linear groups over an arbitrary eld K. Up to now, such algorithms have been available only for the case that the characteristic of K does not divide the group order.
Introduction
If G is a nite linear group over a eld K such that char(K) -jGj, there are various e ective methods to calculate the invariant ring I of G, i.e., to nd a nite system of generators of I as an algebra over K (see Sturmfels 17] , McShane 10 ], Kemper 8 and 9] ). These methods make use of Noether's degree bound (Noether 13] ), the Reynolds operator, Molien's formula and the Cohen-Macaulay property for invariant rings.
If, on the other hand, jGj is a multiple of char(K) (which we shall call the modular case), none of these techniques are available. In fact, G is not a linearly reductive group in this case. Nevertheless, the invariant ring is nitely generated as a K-algebra (see Benson 3 , Theorem 1.3.1]). But at the moment there is no algorithm available to nd a nite set of generators, and invariant rings of modular linear groups are calculated by ad hoc methods (see Benson 3 ], Wilkerson 18 ], Adem and Milgram 1] ). The purpose of this paper is to ll this gap.
One of the reasons why it is important to be able to calculate modular invariant rings is that with the knowledge of the invariant ring of a group, one is able to check the CohenMacaulay property. At present there is almost nothing known about the question which modular linear groups have invariant rings that are Cohen-Macaulay. Hence a criterion for this property is useful to gain some experience and to test hypotheses.
The rst section of this paper is concerned with the calculation of primary invariants, which serve as a kind of rst approximation to the invariant ring. A new algorithm to nd primary invariants is proposed. Section 2 contains the main algorithm which does the step from the primary invariants to the full invariant ring for arbitrary ground elds. The last section is devoted to some applications. Here we probe into the question of the Cohen-Macaulay property mentioned above, and give a simple algorithm to decide whether the invariant ring of a given group is isomorphic to a polynomial ring. The last question has its background in another \defect" of modular linear groups, that their invariant rings are not always polynomial rings if the group is a re ection group.
The author is planning to incorporate the algorithms presented in this paper into a new version of the Invar-package for Maple (Kemper 8] ).
Let us x some notation. During the whole paper, K is an arbitrary eld and G GL n (K) is a nite matrix group of degree n over K. G operates on the polynomial ring K x 1 ; : : : ; x n ] by linear transformations of the indeterminates x i . We write I for the invariant ring: I = K x 1 ; : : : ; x n ] G = ff 2 K x 1 ; : : : ; x n ] j (f) = f 8 2 Gg: This is a graded subalgebra of K x 1 ; : : : ; x n ].
Calculating Primary Invariants
Let R be any graded K-algebra of Krull dimension m with R 0 = K, then by Noether's normalization lemma (see, for example, Benson If R is the invariant ring I, then m = n and f 1 ; : : : ; f n are called primary invariants. Applying the normalization lemma to R = I=(f 1 ; : : : ; f i ) with homogeneous f i 2 I, we obtain the following proposition, which is the key to the calculation of primary invariants: Proposition 1. A set ff 1 ; : : : ; f i g I of homogeneous invariants can be extended to a system of primary invariants if and only if dim(f 1 ; : : : ; f i ) = n ? i: In particular, homogeneous f 1 ; : : : ; f k 2 I form a system of primary invariants if and only if k = n and V K (f 1 ; : : : ; f k ) = f0g; (1) where V K denotes the set of zeros over the algebraic closure of K. Remark. Proposition 1 implies that if f 1 ; : : : ; f n is a system of primary invariants for a group G, then also for any subgroup H G. /
The rst algorithm for the computation of primary invariants was given by Sturmfels 17] . He proposed that as a rst step one should collect invariants of increasing degrees until arriving at a set ff 1 ; : : : ; f k g having the property (1). This set is obtained by successively calculating K-bases for the vector spaces of homogeneous invariants of degree 1; 2; : : : and including a basis element into the set if it does not lie in the radical of the ideal spanned be the f i gotten so far. In the next step, one tries to delete elements f i from the set while retaining (1) . Experience shows that in most cases this will lead to a set of n elements, i.e., a system of primary invariants. If it does not, we are left with k polynomials f i , k > n, which satisfy (1), and must apply a third step which consists of rst converting all f i to invariants of the same degree by taking suitable powers and then choosing random n k-matrices (a i;j ) and checking condition (1) for e f i = P k j=1 a i;j f j (i = 1; : : : ; n), until the e f i form a system of primary invariants.
It is especially the third step of this algorithm that is unsatisfactory since it involves a random search and since the conversion to equal degrees makes the degrees explode. But even in the majority of the cases when this step is unnecessary, the algorithm often yields primary invariants whose degrees are not the lowest possible. But as we shall see, it is crucial for the passage from A = K f 1 ; : : : ; f n ] to I to have primary invariants of small degrees. Let us look at a typical example for this. 
/
While the algorithm of Sturmfels always tries to nd systems of primary invariants as a whole, Proposition 1 suggests a strategy of successively adding primary invariants to the system, the condition for a new primary invariant f i+1 being that it decreases the dimension of the ideal (f 1 ; : : : ; f i ), or, equivalently, that it lies in none of the associated prime ideals of (f 1 ; : : : ; f i ). This brings us to propose the following algorithm: Algorithm 3 (Finding primary invariants). Since the r k are the complete residues of I d w.r.t. the P k , the condition r k ( 1 ; Before turning to the computation of associated prime ideals involved in Algorithm 3, we shall look at how it would handle the group considered in Example 2:
Example 4. Let G be as in Example 2. Then the rst primary invariant taken by Algorithm 3 is f 1 = x 1 x 2 , yielding associated primes (x 1 ) and (x 2 ). Passing to degree 4, we 2 as the second primary invariant.
We remark that Algorithm 3 is very likely to produce a system of primary invariants of smallest possible degrees, but it is not guaranteed to do so, as there are counter examples.
The most expensive part of the algorithm is the computation of the associated prime ideals of (f 1 ; : : : ; f i?1 ). Algorithms which perform this are given (for any eld K that is nitely generated over its prime eld) in Gianni et al. 7] . These algorithms automatically yield Gr obner bases for the associated primes. For the characteristic zero case see also Becker and Weispfenning 2]. The complete computation of the associated primes can in most cases be circumvented by using the \Gr obner factorization algorithm", which is likely to produce the associated primes. This algorithm is implemented as the function gsolve in Maple (Char et al. 5] ). Since this algorithm always yields ideals which lie between (f 1 ; : : : ; f i?1 ) and an associated prime, the condition in Algorithm 3 will be necessary for the existence of another primary invariant of degree d, if the P k are the output of the Gr obner factorization algorithm. After having found a candidate f i = I d ( 1 ; : : : ; m d ),
we have to check if this really decreases the dimension of the ideal by a Gr obner basis method which is much simpler than the calculation of associated primes (see Becker and Weispfenning 2]). Only if f i does not qualify, we will have to calculate the associated primes rigorously.
In the non-modular case, i.e., if char(K) -jGj, we have Molien's formula to calculate the Poincar e-series of the invariant ring. From this, we can make good guesses at the degrees of the primary invariants (see, e.g., Sloane 15] ). So another variant of Algorithm 3 would be to incorporate guesses for complete systems of primary invariants by taking any homogeneous invariants of the \right" degrees and checking condition (1) before entering the full Algorithm 3. With both these modi cations, Algorithm 3 performs reasonably well and is, in the author's opinion, the best algorithm available at the moment for calculating primary invariants.
Calculating Secondary Invariants
The next task is to nd a system of generators of I as a module over A = K f 1 ; : : : ; f n ], where f 1 ; : : : ; f n are primary invariants. Such generators are called secondary invariants.
In the non-modular case, Molien's formula provides complete information about the number and degrees of the secondary invariants. This reduces their calculation to a simple exercise of lling up homogeneous subspaces of invariants (see McShane 10], Sturmfels 17] or Kemper 9] ). Before turning to the general case, we shall mention another method for nding secondary invariants in the non-modular case, which depends on the following 
A simple induction argument (which is employed in various contexts in almost any book on invariant theory) yields that g 1 ; : : : ; g r generate I as an A-module i they generate I/ F 0 as a K-vector space, which together with the above completes the proof. Starting with primary invariants f 1 ; : : : ; f n , we can thus calculate secondary invariants in the non-modular case by applying the Reynolds operator to a K-basis of K x 1 ; : : : ; x n ]=(f 1 ; : : : ; f n ), which can be obtained in a straight-forward way from a Gr obner basis of (f 1 ; : : : ; f n ). This method should perform well for small groups G.
The idea for the general case now is to calculate secondary invariants g 1 ; : : : ; g r for a subgroup H G with char(K) -jHj (the trivial group will always do) rst. Imposing G-invariance conditions on a general element of K x 1 ; : : : ; x n ] H will then lead to a system of linear equations with coe cients in K x 1 ; : : : ; x n ], for which we have to calculate the solutions which lie in A r , where as before A = K f 1 ; : : : ; f n ]. So we need an algorithm which intersects a submodule of K x 1 ; : : : ; x n ] r with A r . 
Begin
Take additional indeterminates t 1 ; : : : ; t k and set S = K x 1 ; : : : ; x n ; t 1 ; : : : ; t k ].
Form the submodule M S r generated by the b i (i = 1; : : : ; s) and by the (t j ?f j ) e i (j = 1; : : : ; k, i = 1; : : : ; r). Calculate a Gr obner basis B of M w.r.t. a term order with the property that every x i is greater than any monomial in the t j .
(See below for Gr obner bases of modules.) Form B \ (K t 1 ; : : : ; t k ]) r and substitute t j 7 ! f j in its elements. Let fc 1 ; : : : ; c m g be the resulting set.
End.
In the above algorithm we are using Gr obner bases of modules. These were introduced by M oller and Mora 11], who also extended Buchberger's algorithm to this case. This algorithm is implemented in Macaulay (see Stillman et al. 16] ). The elimination property for these Gr obner bases, which was used in the algorithm, follows easily and can be found in loc cit.].
Also implemented in Macaulay and described in M oller and Mora 11] are algorithms to nd syzygy modules, i.e., solution modules for systems of linear equations over a polynomial ring. These constitute the second computational ingredient of the general algorithm to nd secondary invariants, which follows now.
Algorithm 8 (Calculating secondary invariants).
Input: A set S of generators of G and homogeneous f 1 ; : : : ; f k 2 I such that I isnitely generated as a module over A = K f 1 ; : : : ; f r ] (optimally, a system of primary invariants of small degrees). 
/
Let us look at an example now.
Example 9. Consider the cyclic group G = Z 4 with its regular representation over K = F 2 .
We nd primary invariants 
Clearly, the Gr obner basis calculation involved in Algorithm 7 is the most time consuming part of Algorithm 8. It will set the limit to the practical scope of the algorithm.
Checking Properties of Invariant Rings
We shall now apply the above methods to nd decision criteria for two important properties of invariant rings, namely the Cohen-Macaulay property and the property of being isomorphic to a polynomial ring.
The Cohen-Macaulay Property
In Example 9 we saw that the invariant ring is in general not a Cohen-Macaulay ring in the modular case. The following proposition provides a criterion to decide this property for a given group. Proof. The invariant ring K x 1 ; : : : ; x n ] of the trivial group is Cohen-Macaulay and generated by Q n i=1 d i polynomials over A (see, e.g., Sturmfels 17] Remark. This proposition suggests that one might calculate I by using Algorithm 8 to 
There are primary invariants of degrees 1, 1, 2, 2, 4 and secondary invariants of degrees 0, 2, 3, 3, 4, hence the invariant ring is not Cohen-Macaulay by Proposition 10. But the invariant rings for the groups generated by the blocks of G are found to be Cohen-Macaulay.
Polynomial Rings
In the modular case, it still holds that if I is a polynomial ring, then G must be a re ection group, but the converse is no longer true in general. It is thus an interesting question to assess the exact scope of validity of this converse. Examples of groups whose invariant rings are polynomial rings are, to name a few, the general and special linear groups GL n (F q ) and SL n (F q ) (see Dickson 6] or Wilkerson 18] ), the group U GL n (q) of unipotent upper triangular matrices (Wilkerson 18] ), the orthogonal and unitary groups On(q) and Un(q 2 ) for n 3 and n 2, respectively (Nakajima 12], Kemper 9] ), and the complex re ection groups G 29 and G 31 of Shephard The following algorithm reduces the question whether the invariant ring of a given group is a polynomial ring to pure linear algebra.
Algorithm 12 (Check if I is a polynomial ring).
Input: A set of generators of G. The ground eld K is assumed to be perfect. Output: False if I is not a polynomial ring, otherwise generators f 1 ; : : : ; f n of I as an algebra over K.
Begin
Calculate the group order jGj. Calculate the Jacobian determinant J = det(@f i =@x j ).
Else Return(f 1 ; : : : ; f n ).
If I is a polynomial ring, then the above procedure of building up the invariant ring degree by degree will clearly produce generators f 1 ; : : : ; f n , and the product of the degrees of such f i equals jGj by Proposition 10. If, conversely, the algorithm yields invariants f 1 ; : : : ; f n with non-vanishing Jacobian determinant and degree product jGj, they are algebraically independent by Benson respectively, whose Jacobian determinant does not vanish. Reducing the above matrices modulo p for p = 3 or p = 5, we obtain a linear group G de ned over K = F 9 or F 5 , respectively, which remains isomorphic to f 1g A 5 . Reducing the Jacobian determinant modulo p yields non-zero polynomials, hence I is a polynomial ring. Reducing modulo 2 (and sending to a root of X 2 +X +1) yields a group G GL 3 (F 4 ) which is isomorphic to A 5 . Here we nd an additional invariant f 5 of degree 5. The Jacobian determinant of f 2 , f 5 and f 6 does not vanish modulo 2, hence these three invariants generate I.
Similarly, we can take G 27 = f 1g f A 6 , where f A 6 is a non-split group extension of A 6 with kernel Z 3 , and reduce this modulo 2 to obtain a group G GL 3 (F 4 ) which is isomorphic to f A 6 . Here Algorithm 12 produces invariants of degrees 6, 12 and 15 with non-vanishing Jacobian determinant, hence I again is a polynomial ring. /
The last example is a counter example. is an invariant which is not of the above form. This contradiction shows that I is not a polynomial ring. Nakajima 12] stated this result without proof.
/
