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Abstract 
We provide three new results about interpolating 2-r.e. (i.e. d-r.e.) or 2-REA (recursively 
enumerable in and above) degrees between given r.e. degrees: 
Proposition 1.13. If c < h are r.e., c is low and h is high, then there is an a < h which is 
REA in c but not r.e. 
Theorem 2.1. For all high r.e. degrees h < g there is a properly d-r.r. degree a such that 
h<a<gandaisr.e. inh. 
Theorem 3.1. There is an incomplete nonrecursive r.e. A such that every set REA in A and 
recursive in 0’ is of r. e. degree. 
The first proof is a variation on the construction of Soare and Stob (1982). The second 
combines highness with a modified version of the proof strategy of Cooper et al. (1989). The 
third theorem is a rather surprising result with a somewhat unusual proof strategy. Its proof is 
a 0”’ argument that at times moves left in the tree so that the accessible nodes are not linearly 
ordered at each stage. Thus the construction lacks a true path in the usual sense. Two substitute 
notions fill this role: The true nodes are the leftmost ones accessible infinitely often; the semitrue 
nodes are the lefimost ones such that there are infinitely many stages at which some extension is 
accessible. Another unusual feature of the construction is that it involves using distinct priority 
orderings to control the interactions of different parts of the construction. 
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1. Introduction 
This paper is a contribution to the investigation of the relationship between the r.e. 
degrees (the complexity classes under Turing reducibility of sets which can be effec- 
tively enumerated) and those of two important generalizations of recursive (effective) 
enumerability. The first generalization starts with the characterization of the r.e. sets 
as those sets A that can be effectively approximated with at most one change in the 
approximation: We begin by guessing that x is not in A and we may change our mind 
at most once to put x into A (when it is enumerated in A in the usual definition of an 
r.e. set). The natural generalization of this property (introduced by Putnam [28] and 
Gold [20]) is to allow the approximation to change more often. 
Definition 1.1. A set A is n-r.e. if there is a recursive function f(x,s) such that for 
every x 
1. j&O) = 0. 
2. lim, f(x,~) = A(x). 
3. I{s: f(x,s) # f(X,S + 1)}1 <n. 
So, in particular, the 1-r.e. sets are precisely the r.e. sets. The 2-r.e. sets are also 
known as the d-r.e. sets as they are the differences of r.e. sets, i.e. the ones of the form 
B-C with both B and C r.e. Similarly the n-r.e. sets are those given by starting with r.e. 
sets and alternating the Boolean operations of difference and union. These sets form a 
true hierarchy even in terms of degree: There are, for each n > 0, (n+l)-r.e. sets which 
are not of n-r.e. degree, i.e. not of the same degree as any n-r.e. set (Cooper [5]). This 
hierarchy can be carried into the transfinite (Ershov [ 17-191) to define a-r.e. sets for 
recursive ordinals CI by associating the changes allowed in the recursive approximation 
with elements of a recursive system of notations for ~1. Two remarkable facts here are: 
first the o-r.e. sets are precisely those truth table reducible to the complete r.e. set K 
and also those A for which there are recursive functions f,g with f as in the above 
definition except that (3) becomes 1 {s: f(x, s) # f(x, s + 1 )} 1 < g(n). Second, if we fix 
any path through Kleene’s 0 (i.e. any system of notations for all the recursive ordinals) 
then the union of the classes of cc-r.e. sets for all tl in this system is precisely the class 
of sets recursive in K, i.e. the di sets (Ershov [ 191) The appropriate definitions for 
the a-r.e. sets and proofs of all of these results and more can be found in the paper 
by Epstein et al. [16] which is a fine introduction to the a-r.e. degrees. 
The second generalization of recursive enumerability that we want to consider is the 
hierarchy of REA sets and operators introduced by Jockusch and Shore [22]. Here the 
motivating ideas were the jump operator and relative recursive enumerability. 
Definition 1.2. We define the sets REA in X by induction. 
1. X is 0-REA in X. 
2. If Y is n-REA in X and e E o, then Y @ W,’ is (n + l)-REA in X. The n-REA 
sets are those which are n-REA in the empty set. 
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Once again, the l-REA degrees are precisely the r.e. degrees; the hierarchy is non- 
degenerate even in terms of degrees and it can be extended into the transfinite along 
notations for recursive ordinals. The co-REA in X sets, for example, are the ones of 
the form $Ai, where Aa =X and Aj = Ai-1 @ w;‘i;’ for some recursive function f. 
This generalization is strictly stronger than the first: every n-r.e. degree is n-REA for 
each n, but there is a 2-REA set recursive in K which is not of n-r.e. degree for any 
n. (Indeed, given a fixed notation system for any recursive ordinal tl, there is a 2-REA 
set recursive in K which is not of cc-r.e. degree.) (All these results are in [22].) 
There are a number of applications of REA operators to other questions in degree 
theory in [22] but clearly the most striking is the natural definition in the structure 
9 (the Turing degrees of all sets with just the relation of Turing reducibility) of the 
binary relation “c is arithmetic in a”. For example, c is arithmetic (i.e. c < Ocn) for 
some n < o) if and only if 3y > cVz(z V y is not a minimal cover of z). (x is a 
minimal cover of z < x iff there is no w strictly between them. The relativization 
of this definition to the degrees above a defines when a degree c 2 a is arithmetic 
in a. As an arbitrary c is arithmetic in a iff c V a is, we have the desired definition 
of “c is arithmetic in a”.) Combining this result with general definability arguments 
from [26,27] and [33] gives many corollaries on definability and automorphisms of 8. 
For example, every relation on degrees above 0 (w) which is definable in second order 
arithmetic is definable in 9 and every automorphisms of G8 is the identity on every 
degree above 0’“‘. 
An even more remarkable application of these hierarchies is Cooper’s natural def- 
initions of the binary relations “c is recursively enumerable in a” (Cooper [lo]) and 
“c is the Turing jump of a” (Cooper [6, 9, 111). For example, 0’ is the largest de- 
gree x such that da, b(x V a is unsplittable over a avoiding b). (We say that c is 
unsplittable over a avoiding b if c > a, b but there do not exist co,ct such that 
a < CO,CI < c,c = CO Vcl and b +J co,q.) Once again applying the results of Nerode 
and Shore [27] and Shore [33], these results have immediate corollaries for definabil- 
ity and automorphisms strengthening the ones above. For example, every relation on 
degrees above 0”’ definable in second order arithmetic is definable in 9 and every 
automorphism of 9 is the identity on degrees above 0”‘. (With some additional care 
(or by work of Slaman and Woodin [34]) one can replace 0”’ by 0” in these results.) 
Both of these basic definability results are proved in the same style. First some local 
structural property P, of tx-r.e. sets is isolated which distinguishes them from fl-REA 
sets for p < u in the sense that every /I-REA set has property P, (even relative to 
any degree below it) for p < a but there is an cr-r.e. set which does not have P,. 
Then a generalization of both the Friedberg completeness theorem and the Posner- 
Robinson cupping theorem for aREA operators derived from a-r.e. ones proved in 
[22] is applied to see that every X 6 O(fi) for any p < c1 joins OcZ) up to a degree 
which has the property P, relative to some degree below it. For defining “arithmetic 
in”, o! = cc) and P, is the property of not being a minimal degree. For the definition of 
0’, CI = 2 and P2 is the property of having a splitting which avoids any given smaller 
degree b. 
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That, for any /? < cx, every P-REA set A has property P, (even relative to C <T A) 
follows in each case from one of the basic structural properties of the r.e. degrees: 
Theorem 1.3 (Density Theorem, Sacks [32]). 1s a < c are r.e. degrees then there is 
an r.e. degree c such that a < b < c. 
Theorem 1.4 (Splitting Theorem with cone avoiding, Sacks [31]). If c 3 b and c is 
r.e. then there are r.e. degrees co,cI < c such that neither is above b and their join 
is equal to c. 
The structural results on the a-r.e. side are the following: 
Theorem 1.5 (Minimal degrees, Sacks [30]). There is an c.+r.e. set M of minimal 
degree. 
Theorem 1.6 (Unsplittable degrees, Cooper [6, 111). There is a 2-r.e. degree c and u 
degree b -c c such that c is unsplittable (over 0) avoiding b. 
Now even without the striking applications to definability, these basic properties of 
the r.e. degrees, particularly density, have been the center of structural investigations 
of the generalizations to n-r.e. and n-REA degrees. An early unpublished result of 
Lachlan showed that no 2-r.e. degree could be minimal. (See also [16] for a direct 
proof of the nonminimality of n-r.e. degrees.) Of course, from our current vantage 
point, this follows directly from the facts that the 2-r.e. degrees are 2-REA and that 
the n-REA degrees are dense (for each n separately and for the union over all n). This 
density result in turn is an easy corollary of the Density Theorem for the r.e. degrees. 
Much work was devoted to the questions of density and splitting in the 2-r.e. degrees 
themselves. Partial positive results can be found in [l-3] and [21]. Important related 
results on branching and nonbranching degrees in the 2-r.e. degrees can be found in 
[23,24]. We also mention the following specific theorems: 
Theorem 1.7 (Weak Density Theorem, Cooper et al. [S]). Given any r.e. degrees a < 
c there is a properly 2-r.e. degree b between them. (b is properly 2-r.e. if it is 2-r.e. 
but not r.e.) 
Theorem 1.8 (Splitting Theorem, Cooper [S]). 1f c is a 2-r.e. degree then there are 
incomparable 2-r.e. degrees co,cl such that CO V cl = c. 
Theorem 1.9 (Low2 density and splitting, Cooper [7]). The low2 2-r.e. degrees are 
dense and each is splittable above any lower 2-r.e. degree. 
As described above, the failure of density in the REA hierarchy occurs at level 
o (Theorem 1.5) and of splitting with cone avoiding at level 2 of the r.e. hierarchy 
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(Theorem 1.6). A long awaited and difficult result was the failure of density for the 
2-r.e. degrees. 
Theorem 1.10 (Nondensity, Cooper et al. [12]). There is a 2-r.e. degree d < 0’ such 
that there is no 2-r.e. (or even o-r.e.) degree e with d < e < 0’. 
On the other hand, there is an older important result dealing with a version of the 
density problem combining both the n-REA and n-r.e. hierarchies. 
Theorem 1.11 (Soare and Stob [36]). 1f c > 0 is r.e. then there is an a REA in c 
which is not of r.e. degree. Of course, if c is low then a < 0’. 
Soare and Stob [36] also claimed that a modification of their strategy for low c 
would make a 2-r.e. They have since withdrawn this claim (personal communication) 
but it and other results mentioned above suggest a general question about density and 
the r.e., 2-r.e. and 2-REA degrees which we address in this paper: 
Question 1.12. When, given two r.e. degrees a < c, cm we find a 2-r.e. degree b 
which is both REA in a and below c? 
Now several of the previously cited results give partial answers to this question. In 
particular, Theorem 1.7 says that we can always do it if we give up the requirement 
that b be REA in a. Indeed, by Cooper and Yi [14], there is always a 2-r.e. degree b 
between a and c as long as a is r.e. and c is 2-r.e. Theorem 1.11 says that the answer 
is yes if we give up the requirement that b be 2-r.e. but assume that a is low and c is 
0’. We do not know if it is possible to also make b 2-r.e. We can instead describe an 
argument that will produce b REA in a and below c if a is low and c is high: 
Proposition 1.13. Zf c < h are r.e., c is low and h is high, then there is an a < h 
which is REA in c but not r.e. 
Proof. We describe the modifications needed in the construction of Soare and Stob [36]. 
First note that c” = h’. Thus there is a function k recursive in h such that k dominates 
every function recursive in c. Let H be an r.e. set of degree h and e be such that 
Q$’ = k. Let g(n,s) = @,(H;x)[s], if it is convergent and 0 otherwise (with the usual 
convention that @,(H;x)[s] < s). Of course, g is recursive, lim, g(x,s) = k(x), the 
limit is reached only after k(x) (i.e. ps(Vt > s{g(x,s) = g(x, t)}) > k(x)) and, recur- 
sively in H, we can find a stage s after which g(x,s) never changes. We adjust the 
construction as follows. When we seem to have a situation in which we would want 
to put x;_, into A(B) (remember, Soare and Stob construct two sets, A and B, one of 
which is of the desired degree a) with some associated axiom, we preserve A(B) on 
the axiom use and wait for g(xf_, , t) to change. If it changes before C changes on the 
axiom, we put JC_, into A(B). Otherwise, we proceed as in [36]. To verify that the 
construction works, suppose each oracle question about getting C-correct computations 
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as needed to trigger our wanting to put each $_, into A(B) is eventually answered yes. 
(If not then we satisfy the requirement by some finite action or a divergence attested 
to by this answer.) In this case, we argue that C is recursive for a contradiction. The 
function of i giving the stages at which we get C-correct computations for wanting 
to put xf_, into A(B) is recursive in C. Thus for almost every i, we actually do put 
x;- , into A(B) after the associated axiom is C-correct. Thus we can argue as in the 
original paper that C is recursive except that we begin at the point after which every 
x;- , gets into A(B) after the previous use is correct. (The inductive argument proceeds 
by showing that, once C is correct on the interval determined by Xi_, ,xi, the next 
stage at which W(V) changes on the interval determined by xi,x;+r gives a stage after 
which C itself cannot change on the interval determined by xi,xi+i ,) Of course, the 
sets A, B constructed are recursive in H by the permitting restriction on enumerating 
numbers into them as (uniformly in x) H can compute a stage after which g(x,s) 
never changes. 0 
In the two remaining sections of the paper, we provide two other pieces of informa- 
tion about this question. The first says that the answer is yes if a is high. The second 
says in a very strong way that, in general, the answer is no. Indeed, it is no even if 
we drop the requirement that b be 2-r.e. and even if we fix c to be 0’. 
Theorem 2.1. For all high r.e. degrees h =c g there is a properly d-r.e. degree a such 
thath<a<gandaisr.e. inh. 
Theorem 3.1. There is an incomplete nonrecursive r.e. A such that every set REA in 
A and recursive in 0’ is of r.e. degree. 
The proof of the first of these results combines highness with a modified version of 
the proof strategy of Cooper et al. [13]. A description of the needed modifications is 
given in Section 2. The second theorem is a rather surprising result with a somewhat 
unusual proof strategy. It is a 0”’ argument that at times moves left in the tree so that 
the accessible nodes are not linearly ordered at each stage. Thus the construction lacks 
a true path in the usual sense. Two substitute notions fill this role: The true nodes 
are the leftmost ones accessible infinitely often; the semitrue nodes are the leftmost 
ones such that there are infinitely many stages at which some extension is accessible. 
Another unusual feature of the construction is that it involves using distinct priority 
orderings to control the interactions of different parts of the construction. 
An intuitive description of the construction and a description of these orderings along 
with a formal definition of the construction and full proof is in given in Section 3. 
We just note here that by Proposition 1.13 and Theorem 2.1 the set A constructed in 
Theorem 3.1 cannot be either low2 or high, so in particular 8’ < r A’ <T 0”. (The 
theorem immediately rules out the possibility that A could be high. On the other hand, 
if A” Z_T 0”, choose a D <T A with D’ =_T A’. Then 0’ is high over D and A is low 
over it. By the Proposition relativized to D, there would be a set B REA in A and 
below 0’ but not of degree REA in D and so certainly not of r.e. degree.) 
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It is tempting to suggest that Theorem 1.11 might be improved by changing the top 
degree 0’ to any r.e. degree b > a (as long as a is low) in analogy with Theorem 
2.1 where we only require that the bottom degree h be high. Proposition 1.13 does 
this for b high but it does not seem possible to make b an arbitrary r.e. degree above 
a. More precisely, we can use Theorem 3.1 to prove that this proposal fails relative to 
some degree: Let a be the degree of the r.e. set A of Theorem 3.1 and let c < a be 
such that c’ = a’. Thus a is low with respect to c and a < 0’ but there is no degree 
d which is REA in a and below 0’ which is not of r.e. degree and so, of course, r.e. 
in c. 
Another interesting notion related to density connecting the r.e. and 2-r.e. degrees 
has been introduced by Cooper and Yi [14]: 
Definition 1.14. A 2-r.e. degree d is isolated by the r.e. degree a if a < d and every 
r.e. b < d is also less than or equal to a. 
Cooper and Yi [14] prove that there are such degrees and that there are 2-r.e. degrees 
d which are not isolated by any r.e. degree a. They also raise a number of interesting 
questions about the isolated and isolating degrees which are answered in forthcoming 
papers by LaForte [25], Ding and Qian [15] and Arslanov et al. [4]. 
Our notation is generally standard and follows Soare [35]. We note, however, that 
we append [s] to various functionals such as @,(A;x)[s] to indicate the state of affairs 
at stage s. In particular, if A is r.e. (or otherwise being approximated) we mean by 
this notation the result of running the eth Turing machine for s steps on input x 
with oracle A[s], the subset of A enumerated by stage s (the approximation to A 
at stage s). We take the use of this computation to be the greatest number about 
which it queries the oracle and denote it by $e(A;x)[s]; so changing the oracle at 
$e(A;x)[s] destroys the computation. In particular, if A is r.e. we may assume that 
c$,(A;x)[s] is not in A[s] and so putting it in destroys the computation. We also use 
a modified version of the restriction notation for functions to mesh with this definition 
of the use: f TX means the restriction of the function f to numbers y d x. Thus, if 
@,(A;x) is convergent, then the use is A[c$,(A;x) and changing A at 4e(A;x) destroys 
this computation (and similarly for computations and approximations at stage s of a 
construction). 
2. Interpolation between high degrees 
Theorem 2.1. For all high r.e. degrees h < g there is a properly d-r.e. degree a such 
thath<acgandaisr.e. inh. 
Proof. Let H E h and G E g be fixed r.e. sets. We will construct a d-r.e. set D so 
that A = H CB D has the desired properties, namely, A is r.e. in H, A d T G and A does 
not have r.e. degree. 
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To satisfy the last property we meet the following requirements for all e, 
where {(We, Qe, Ye))e~w is some enumeration of all possible triples consisting of an 
r.e. set W and partial recursive functionals @ and Y. In addition, we will ensure that 
A 6 r G by a permitting argument. 
To meet these requirements we use the strategy for the Weak Density Theorem from 
[ 131 with some modifications. 
The basic strategy for R, without the requirement A 6 T G and in the absence of any 
H-changes is the one developed by Cooper [15] to prove the existence of a properly 
d-r.e. degree. To attack R, we choose an unused witness x and wait for a stage s such 
that 
D,(x) = <pF [cpe(x)[s] A W,[cp,(x)[s] = Y~H@D)‘~~~i~(“) [(P (x)[s]; 
preserve D[I+&~~,~(x) from injury by other strategies; put x into D and wait for a 
stage s’ at which 
OS,(x) = @F [qe(x)[s’] A We [(P~(x)[s’] = Y~~~D)‘~,,cp,(x)[~e(~)[~‘]. 
We then remove x from D and preserve D[I,& c~~,~f(x). 
If H [$e,scpe,s(~) does not change after stage s then x is a witness to the success 
of R,. As in [13], we now impose “indirect” restraint on H by threatening to show 
that G 6 r H via a functional r,. We make infinitely many such attacks on R, by an 
w-sequence of “cycles”, where each cycle k proceeds as follows: 
1. Choose an unused candidate Xk greater than any number mentioned thus far in 
the construction. 
2. Wait for a stage s at which 
(If this never happens then Xk is a witness to the success of R,.) 
3. Preserve D~~e,,e&k ). 
4. Set T!(k) = G,(k) with use ye(k) = $&pe,&k), and start cycle k + 1 to run 
simultaneously with cycle k. 
5. Wait for G(k) to change (at a stage s’, say). 
6. Stop cycles k’ > k, put Xk into D. 
7. Wait for a stage s” at which 
8. Remove Xk from D and preserve D [I+!&~~ (P&t(Xk ). 
Whenever some cycle sees an H [&qe,J)ck)-change after stage s, it will kill the 
cycles k’ > k, make their functionals undefined, and go back to step 2. 
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The module has the following possible outcomes: 
(A) Eventually each cycle k gets stuck at step 5 waiting for a G(k)-change, or gets 
an H[&,,cpJxk)-change after step 6. In this case, rq = G, contrary to hypothesis. 
(B) Some (least) cycle ks gets stuck at step 2, 7, or 8. Then we were successful in 
restraining H and satisfy R, through cycle I&J. 
(C) Some (least) cycle ka gets infinitely many H-changes after step 2. Then @F or 
YfeD is partial, and R, is again satisfied by cycle k~. 
Therefore, either we were successful in satisfying R, through outcomes (B) or (C), 
or there are infinitely many cycles with a G-change such that H [&,scpe,s(~k) does not 
change after step 6. Keeping this in mind let us now turn to the requirement that A is 
r.e. in H. 
To ensure this result we use a common method which works as follows. When a 
witness xk is enumerated into D at stage s we appoint a certain marker a(xk). Then 
we allOW xk t0 be removed from A at a later Stage t Only if H [a&) # Ht [a($). 
Obviously, this ensures that A is r.e. in H. But now the difficulty is that the H [a(xk)- 
change may entail an H[t,!&s(Pe,s(xk)-change after stage s’ and so after step 6 (if 
M(XI,)<~,~(P~,~(xk)) which ruins our attack of R, by the witness xk. 
As we saw before, if we are not successful via outcome (B) or (C), then we must 
have infinitely many cycles k such that G(k) changes after stage s but H ~t,!&(p&k) 
does not change after step 6. We define a partial recursive function a such that in this 
case, by a characterization of high degrees, beginning with some ko, any cycle k > k,, 
gets an H [a(xk)-change after the stage m = s” of step 7. 
Therefore, for some cycle k > ko we will have a G(k)-change at step 5, no 
H [&,s(Pe,s(xk)-change after step 6, and an H [a(xk)-change after step 7. This will be 
sufficient to win R, through cycle k. 
By a theorem of Robinson [29], we may choose a r.e. set H E h and an effective 
enumeration {Hs}sGo of H so that the computation function 
Mx) = (P > x)[H,Tx = H[xl 
dominates all recursive functions. 
Now we define functions a and m in the following way: Each cycle k proceeds as 
above but with the following step inserted after step 6: 
6;. (a) Let a(xk) be a number greater than any mentioned thus far in the construction, 
in particular greater than the maximum of all current Y,-uses. 
(b) Suppose p is the least integer such that m(p) is undefined. We will define 
m(p) to be the first stage t > s (if there is one) such that either 
fiNw~e,s(Xk) # Ht-1 bb&%,s(Xk), 
or 
Q(x) = ~$?rqe(~) (x)[t] A w, [cp,(x)[t] = Y;H@D)r~*@(x) [(Pe( [t]. 
(which is step 7 of the k-cycle). 
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Clearly, X(Q) > p. Notice also that if m(p) is not defined for some (least) p, 
then the requirement R, is satisfied by the cycle k at which the search for m(p) was 
begun. 
If m is total then CH( p) > m(p) for all p > some PO. For any such p we 
have Hmcp) [p # Hrp. If m(p) was defined by cycle k then CI(X~) 2 p. It follows 
that %Q) Mxk) # HT&) f or all k 2 some ko. We have already mentioned that 
H [I+&(P~,~(x~) does not change after step 6 for infinitely many k. For any such k we 
have m(p) = s” (the stage of step 7). This means that all these cycles receive the 
desired H [M(Q)-change after step 7. 
Now each cycle k proceeds as above but with step 64 inserted after step 6 and the 
following step inserted after step 7: 
7;. Wait for H [cI(x~) to change and then proceed. 
This ensures that A is r.e. in H. 
Now we have to ensure that A d T G through a permitting argument. The strategy 
again is essentially the same as in [ 131. 
We need G to permit x to enter D at step 6 as well as to leave D at step 8. The 
former permission is already given by the G(k)-change at step (6). As in [13], the 
latter has to be built into the strategy (by asking for permission j many times for larger 
and larger j). 
The basic module for the R,-strategy consists of an (o x w)-sequence of cycles (j, k) 
for j, k E co. Cycle (0,O) starts first, and each cycle (j, k) can start cycles (j, k + 1) or 
(j + 1,0) and stop, or cancel, cycles (j’, k’) for (j, k) < (j’, k’) (in the lexicographical 
ordering). Each cycle (j,k) can define f’y(k) and AH(j). (rj and A are functionals 
that are threatening to compute G from H.) We also define functions m and CI. Each 
cycle (i, k) may define values X(X) and m(p) for the current witness x and the least 
p such that m(p) is undefined, respectively. The cycle proceeds as follows: 
1. Choose an unused candidate x greater than any number mentioned thus far in the 
construction. 
2. Wait for a stage s at which 
(If this never happens then x is a witness to the success of Re.) 
3. Preserve D[&,s(pe,s(x) from injury by other strategies from now on. 
4. Set I’T(k) = G,(k) with use yj(k) = &,sqe,s(~), and start cycle (j,k + 1) to run 
simultaneously with cycle (j, k). 
5. Wait for H[&,,v~,,( x or G(k) to change (at a stage s’, say). If H changes first ) 
then cancel cycles (j’, k’) > (j, k), drop the D-restraint of cycle (j, k) to 0, and 
go back to step 2. If G changes first then stop cycles (j’, k’) > (j, k) and proceed 
to step 6. 
6. Put x into D. 
7. Let a,(x) be a number greater than all mentioned thus far in the construction, in 
particular greater than the maximum of all current Y,-uses. Suppose p is the least 
integer such that m(p) is undefined. Define m(p) to be the first stage t > s (if 
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one exists) such that either Ht [I/I~,~(P~,~(x) # H,_I [$e,e,sqe,s(x)r or 
Q(x) = q&P’(X) (x)[t] A IV, [C&(X) = YLH@o)‘$e,q@(x) [cp,(x)[t]. 
8. Wait for a stage s” at which 
D@) = @?T(PP(X) (X) A W&J [q,(x) = Y$H@D)‘$t@,(X) [q,(x). 
9. Preserve D[&s// qDe,s~f(~) f rom injury by other strategies from now on. 
10. Set AH(j) = G,!!(j) with use S(j) = &q,(x) and start cycle (j + 1,O) to run 
simultaneously with the (j, k) cycles now running. 
11. Wait for H [I,!I~,~II (P~,~~((x) or G(j) to change. If H changes first then cancel cycles 
(j’, k’) > (j + l,O), drop the D-restraint of cycle (j, k) to I+&(P&x), and go back 
to step 8. If G changes first then stop cycles (j’, k’) > (j + 1,O) and proceed to 
step 12. 
12. Wait for H[a,(x) to change. 
13. Remove x from D. 
14. Wait for 
H ~lC/e,s(~e,s(x) # Hlki~e( x s or H~$e,s~~~e,s4x) # H~k~&)b”l. )I 1 
Proceed to step 15 or 16, respectively. 
15. Reset ry(k) = G(k), cancel cycles (j’, k’) > (j, k), start cycle (j, k + 1 ), and halt 
cycle (j, k). 
16. Reset AH(j) = G(j), cancel cycles (j’, k’) 2 (j + l,O), start cycle (j + l,O), and 
halt cycle (j, k). 
Whenever a cycle (j, k) is started, any previous version of it has been cancelled 
and its functionals have become undefined through H-changes. Therefore rj and A are 
defined consistently. 
The explicit construction and the remaining parts of the proof of Theorem 2.1 are 
now essentially the same as in [ 131 with only obvious changes. So we will not give 
them here except for the proof of the claim that A d r G which now is a little more 
delicate. 
Lemma 2.2. D d T G. 
Proof. To G-recursively compute whether x E D, first find a stage s such that G, [x = 
G lx. If IX,(X) is not defined then x @ D. Otherwise, find a stage t such that Ht rq(x) = 
H [q(x). (Remember, H d T G.) Now x E D if and only if x E Dt. 0 
3. A noninterpolation result 
Theorem 3.1. There is an incomplete nonrecursive r.e. A such that every set REA in 
A and recursive in 0’ is of r. e. degree. 
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We will build the desired r.e. set A along with an auxiliary r.e. set C and various 
r.e. sets B,. There are three types of requirements for our construction. 
l P,: Qe # A (for each partial recursive functional @,). 
l N,: @ # C (for each partial recursive functional @,). 
l R,: If Wt = Yf then Wt G T B, $ A & B, 6 T W,” $ A (for each partial recursive 
functional Ye and each r.e. in A set Wt = dam(@) we build an associated r.e. set 
Be). 
The first two types of requirements are handled in the usual way. For P, we will 
choose a follower x from the column associated with the requirement which is larger 
than all higher priority restraints. When the follower is realized (Qe(x) 1. = 0), we will 
put x into A. For N, we will choose a follower x from the column associated with the 
requirement, wait for Qe(A;x) to converge and then put x into C and attempt to preserve 
A on 4e(~), the use of the computation. (This preservation will be interconnected with 
the actions for requirements related to various Ri.) 
The basic plan for R, is that, when the length of agreement between Wi and !Pf 
becomes larger than y, we will appoint markers b,, and ae,y targeted for B, and A, 
respectively. If, at a later stage S, it appears that y E Wt and Y’f [y = Wt ry, we would 
expect to put be,, into B, and protect the use c#J~(A; y)[.s] of the computation putting y 
into Wt. With an eye towards showing that Wt d T A@B, we would then promise to put 
ue,y into A if y leaves W,” because of a change in A[$,(y)[s] to record, in A@B, the fact 
that y does not seem to be in Wt. Of course, this would immediately impose infinitary 
restraint on the construction and prevent us from satisfying the positive requirements. 
The natural procedure now is to break R, up into subrequirements. We phrase them 
so as to also make our intended reductions between W,” ED A and B, CE A explicit: 
l &: If W:(y) = YY,(K; y) = 1 then [there is eventually a pair of markers such 
that1 be,, E B, and ue,y 4 A. If W:(y) = Ye(K;y) = 0 then [there is eventually a 
marker] be,, # B,. 
Thus our procedure for R, will measure the length of agreement between W,” and 
Yf and appoint markers L+, be,,, but it will be R,, that starts our action by putting 
be,, into B, when appropriate. R,, will then impose restraint on A[&(y)[s]. It is the 
interaction of these restraints, and that of the overtly negative requirements Ni, with 
our overarching commitment to put other ae/,yr into A if bet,y/ is put into B,! at s’ 
and A later changes, say at s”, on &(y’)[s’] that is the source of the real difficulty 
in satisfying the requirements. For example, suppose uej,yf < 4&)[s] but s’ > s. 
At s” we would have to put aef,yl into A and so injure R,,. If we attempt to simply 
increase the restraint imposed by Re,y to prevent the A change on 4,t(y’)[s’], we will 
eventually impose larger and larger restraint in this effort: When we put be/,y into 
B,I at s’, R,, will impose restraint on &(y’)[~‘], but then some new Q~,P may be 
smaller than 4e,(y’)[~‘]. If we then must put b,~~,y~~ into B,J/ at s” > s’ we will have to 
impose restraint $~~~(y”)[s”]. For, if not, when some lower priority Pi puts some x < 
&,(y”)[s”] into A we will have to put Q~,~ II into A. This will force us to put uef,yt 
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into A and injure R,, ‘s restraint. (We will call this sequence of numbers that we are 
successively forced to put into A because of x’s entry the cascade (of elements into A) 
initiated by x’s entry into A.) Of course, the positive requirements cannot live with the 
infinitary restraint that would be imposed in this way by even a single subrequirement 
R,,. 
The solution to this conflict has two components. On the one hand, we allow the 
restraint to grow as described above but only for ael,y’ of “higher priority” than R,,. 
On the other hand, before putting b,, into B, at s and imposing our restraint, we act to 
preempt the possible actions of “lower priority” aet,y j that might later injure @e(y)[~]. 
We do this by immediately putting these markers into A ourselves. In this case, we 
ourselves may destroy the computation of @,(A; y) and so obviate the need to put b,, 
into B, and impose restraint. The price we pay for this security is that we may be 
forced to do this infinitely often (y may enter and leave W,” infinitely often) and so 
R,, or Ni may become an infinitary positive requirement. 
Initially, we deal with this in the usual way by employing a tree argument with nodes 
c( assigned to the various requirements P,, N,, R,, R,,. On each path of our priority tree 
T we will have a node E assigned to R, before any assigned to an R,,. It is at such 
nodes E that we assign markers b,, and as,Y. If CI is assigned to some Re,? then it 
works on the associated set B, being built at the last (i.e. longest) node E c c( assigned 
to R, by dealing with the markers aB,Y, b,,. In this situation, we will say that LX is 
associated with E, y. We begin the construction by associating with 0, the root of T, 
any o-type ordering of these requirements, ~0, such that R, precedes every R,, and 
the requirements Pi occupy every other place in this ordering. [The second condition 
is a technical convenience that prevents two similar types of requirements from being 
assigned to successive nodes on the tree.] 
The crucial point about our action for R,, is that if we do actually act positively 
for it infinitely often, then the hypotheses of R, fail: y $ W,” but Y,(K; y)[t] = 1 for 
infinitely many t and so W:(y) # Y,(K; y). Thus we satisfy the overall requirement R,. 
We will then restart all requirements R e~ of lower priority than R, below this outcome 
in the usual 0”’ fashion. We phrase this in terms of defining a priority ordering <nor 
associated with outcome z of node CI and assigning the first element of this ordering 
to a^z. One somewhat unusual point to keep in mind is that the preemptive positive 
action for R,, may well be directed by some higher priority requirement wishing to 
keep aC,y out of A. In this case, we assign the outcome corresponding to the infinitary 
positive action that shows that R, is satisfied to the node of highest priority restraining 
a E,.,’ . It is this procedure that at times forces us to jump to the left in the priority tree 
when determining the next accessible node. 
The final issue to be considered is the appropriate priority ordering to be used to 
decide if action for a node a assigned to R,, and associated with some incarnation of 
R, at some earlier node E can preempt another requirement assigned to some ReJ,YJ by 
putting ac~,Y~ into A. The ordering that correctly takes into account the idea that actions 
for IX assigned to R,, cannot ruin the intended reductions for R,? of higher priority (for 
example, by sending the markers aC,Y and bE,Y to infinity) and still manages to spread 
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the restraint out in such a way as to keep it finite is the lexicographic ordering of pairs 
(a, v) with which a is associated. Here, the first coordinates are themselves nodes on 
the tree and are given the usual priority ordering of a tree construction. The second 
coordinates are just numbers with the usual ordering on w. We can now describe the 
formal construction. 
3.1. Construction 
We will define a tree construction priority argument that is somewhat different from 
the standard arguments like those in [35, Ch. XIV]. We use < to denote the usual 
priority ordering on the sequences (of outcomes) which are the nodes of our priority 
tree T. We use <L to denote the usual left-to-right ordering on the priority tree that 
corresponds to the lexicographic ordering on nodes incomparable in the subsequence 
relation. At each stage s we will proceed through a sequence of substages u at each 
of which we will define an accessible node CL (When it is necessary to distinguish 
the substage u of stage s at which we are acting, as for example, to indicate the 
current value of the restraint function for IX, we write r(a,u) in place of r(a,s). In 
such cases, the stage s of which u is a substage will be determined by the context.) If 
a is accessible at some substage u of s, we call s an E-stage as usual. However, the 
accessible nodes will not necessarily be nested in the subsequence ordering C; there 
may be jumps to the left. We terminate stage s when we reach a node of length s. 
Until such a substage, we act for each node (x when it becomes accessible in some way 
which may include adding to the possible outcomes of a node of higher priority. We 
will also declare some node fl to be the next accessible node and define an ordering 
<b of (a subset of the) initial requirements and assign the first requirement in <p to 
this node. The other specific actions for an accessible node x at substage u of stage 
s are determined by the type of requirement assigned to SI and are specified below. 
[Remarks in square brackets [ ] are to help explain the construction. They are not 
part of the formal procedure.] Before defining the specific actions for each type of 
requirement we give some general rules for our construction. 
We will put a marker b,, into B, only at a stage s when some y assigned to 
R,, and associated with r,y is accessible and @,(A; y) 1 [s]. We will then put a,,), 
into A whenever A later changes on 4,(A; y)[s]. Thus, when any number z is put 
into A, we immediately check to see if this action necessitates putting any mark- 
ers a”,), into A and then continue this process until it stops (as it must, as there are 
only finitely many markers defined at any stage). We call this the cascade (of ele- 
ments into A) initiated by z’s entering A. The markers b,, and ac,Y, once defined, 
become undefined if and only if a,,, enters A or E is initialized. Initialization of a 
node E assigned to a requirement R, consists of canceling all markers Us,,“, b,;,,. Such 
a node E is initialized whenever a node y <L E becomes accessible and at certain 
other times described in the construction. Initialization for a node CI assigned to a 
requirement Ne or R,, at substage u of stage s consists of canceling the current fol- 
lower (for N,), setting the associated restraint r(a,u) = 0, and so the auxiliary set 
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S(cl,u) = 0 (but not cancelling the markers CZ~,~, b, for the (E, Y) associated with CI). 
The auxiliary set S(or, u) is introduced for notational convenience and is defined as 
((6 Y) I h.y I [ u < Y( x, u)}. These nodes are initialized whenever a y CL LX becomes 1 
accessible and only then. We now describe the actions at the node CI which becomes 
accessible at substage u of stage s according to the type of requirement assigned 
to CC. 
R,: For notational convenience, we denote by E the node assigned to R, that has just 
been declared accessible. At this node we measure the length of agreement 8 between 
W,” and Yf To do this appropriately for the s-stages, we incorporate the idea of the 
“hat trick” into the definition of the versions G$‘, W,” and Yq of @, W,” and Yt, 
respectively, that we use at E. Let t be the last a-stage before s (0 if s is the first 
c-stage). We define @, Wt and Yf as follows: 
If K, [&&) = K1 [&&) then yY,(K;x)bl = Y,W;x)bl; 
otherwise Y,(K; x)[s] is divergent. 
If &[4,&) = 4 r4e,s(x), then Qi&%x)bl = @,Mx)bl; 
otherwise @,(A; x)[s] is divergent. 
x E W,“bl * @c(-kx)[sl 1 .
We define the length of agreement function as usual: 
/(E,s) = /CCW-( W,e(x)[.s] = Y,(K;x)[s] ). 
The possible outcomes for E are cc and 0 (in left to right order). If ~(E,s) has 
reached a new maximum, i. e. ~(E,s) > e(s, t) for every previous s-stage t, then the 
outcome of E is 00 and we declare E*CC accessible. Its associated priority ordering 
<E-w is the same as that for E with R, removed from the beginning of the ordering. If 
any of the markers bs+ ae,y are undefined for y < ~(E,s), we define them to be new 
distinct large numbers in o181. [This happens only when ~(E,s) > y for the first time or 
we have put us,y into A or initialized E since the last s-stage. The actions enumerating 
elements b,, into B, take place after we reach a node below E~CC associated with the 
subrequirements Re,y.] Otherwise, E’S outcome is 0; its associated priority ordering ~~:.a 
is the same as that for E except that R, and all its subrequirements R+ are removed 
from the list. 
R,,.,: Suppose E is the longest node c CI assigned to R,. We say that a is associated 
with (6,~). [We shall see that for CY to be accessible at U, E-CC must have already have 
been accessible at some previous substage of s.] The initial possible outcomes of a are 
1,O (in left-to-right order). At any later point t of the construction the set of possible 
outcomes will be S(cc, t)U{ 1,O). (Remember that S(a, t) = {(F, y) 1 u6,y J, [t] < ~(a, t)}.) 
The elements of S(a, t) are ordered from left to right by the lexicographic ordering on 
pairs (E’, y’) (where the first coordinates are ordered by the tree priority ordering and 
the second by the natural ordering on 0). The outcomes 1,0 are then added in order to 
the (right-hand) end of this ordering. Our action depends on the status of the markers 
b,, and aa,y and whether y E WA. 
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(1) If Q,,~ is undefined then the outcome of a is 0; $0 is accessible and < am~ is the 
final segment of c1 with R,, removed. [This situation cannot “really” occur infinitely 
often if the hypotheses of R, are satisfied and so the outcome is not essential except 
for the completeness of our description of the construction.] 
(2) If y 6 W,” at s (i.e. @,(A; y) T [s]) [ an so Y,(K;y) = Y,(K; y) = 0] then d 
the outcome of c( is 0 [the expected value of Y,(K; y)], cx^O is accessible and <a~~ is 
c U with R,, removed. [Note that if Q, is defined then y < /(a,~) as we are at an 
a-expansionary stage and aF+ gets defined only for y’ < ~(E,s).] 
(3) Y E Tf ats (i.e. %@;y) L [$I= @,MY) I bl) [and so ~G;Y) = 'J'dK;y) 
= l] but b,;,, $ B,: (at u). 
We first see if, for the sake of some requirement of higher priority, we need to try 
to force y out of W,” and preempt future actions that might make us put a,:,, into A. If 
not, i.e. there is no b < c( such that ac,y E S(/?, u), we put b,, into B, and let Y(c(, u) be 
a new large number. [The purpose of this restraint will be to keep y in Wt and so the 
computation associated with /I convergent.] The outcome of r is 1 [for convergent], 
cc*1 is accessible and ~~“1 is just cr with its first element, Re,+ removed. On the 
other hand, if there is a p < B such that a,:,y E S(a,u), we let p < x be the highest 
priority requirement such that a F,Y E S(p,u) [and so (E, y) is a possible outcome of /I]. 
We put into A every aEf,l.j such that (s, y) < (E’, y’) unless 
(i) there is a y d /I such that r(y, u) > ac/,y/, or 
(ii) s’ > /Y(q,z) for some (q,z) < (c, y). 
If the cascade initiated by putting all of these elements into A includes a number less 
than &(A; y)[s] [and so kills the computation], we jump to /I^(&, y) and declare it to 
be accessible. We restart all requirements Ri > ,; R, by defining < F(~,~) to be the final 
segment of ce beginning immediately after R, with all requirements Re,yf removed. If 
not, the outcome of c( is again 1 [for convergent], cx^l is accessible and ~~“1 is just cr 
with its first element, R,,, removed. In this case, we initialize all E’ with a’ > P”(Qz) 
for any (ye, z). Next, we redefine the restraint function r(P, U) to be a number larger than 
any used so far in the construction. [The purpose of this restraint will be to preserve 
the computation associated with B by keeping y in Wt.1 If the original computation 
associated with (E, y) is ever injured, i.e. a number z < 4e(A; y)[s] enters A at some 
later point t, we put ac,y into A and declare the markers b,, and ae,? to be undefined, 
as described by the general rules of our construction. 
(4) y E Wt at s (i.e. Q&&y) 1 [sl = @,(A;Y) I bl) [so y,(K;y) = 'J'O;y) = 11 
and b,, is defined and in B,. 
We maintain the situation initiated when we put b,, into B,: The outcome of CI is 1; 
Cl is accessible and < anl is <I with R,, removed. If ~(a, u) is not already defined, 
we let ~(a, U) be a new large number and so let S(a, U) consist of all (E’, y’) such that 
aef,y/ is defined. 
N,: If CI has no current follower [this is the first a-stage or its follower has been 
canceled by initialization or injury since the last u-stage], we appoint a large number 
from ~1~1 as the current follower of CI and let 1, 0, in left-to-right order, be the possible 
outcomes of CI. Now suppose x is the current follower of tl. If @,(A;x) L = 0 and 
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x $ C, then we put x into C. In this case, we impose restraint r(a,u) on A equal 
to a new large number. The possible outcomes for (x are S(cr, U) U { 1, 0} ordered as 
for 4, in case (3). The outcome of a is 1, SI^ 1 is accessible and < aei is just < 1 
with the first element, N,, removed. If ~(a, t) is injured at some later point t, i.e. some 
z < r(a, t) enters A, we cancel a’s current follower. If, at s, l(Qe(A;x) 1 = 0), then 
the outcome of rx is 0, a^0 is accessible and < r*e is also just < 2 with the first element, 
N,, removed. [s(a, t) may have new pairs added in and the outcomes in S(cx, t) may 
become accessible when we consider jumping to them from a node y associated with 
some (E, y) with (E, y) E S(a,t).] 
P,: The possible outcomes of LX in left-to-right order are l,O. Let x be the least 
element of 01’1 larger than all restraints r(fl, U) for fl < X. We say that CI is satisfied 
if there is a z such that Qe(z) = 0 and z E A. If (x is not satisfied and Qp,(x) = 0, we 
put x into A. Now, if a is satisfied then its outcome is 1; otherwise, it is 0. In either 
case, (x concatenated with its outcome is accessible and the associated ordering is cx 
with its first element, P,, removed. 
3.2. Veri$cations 
We must now verify that the construction satisfies the requirements. As the con- 
struction is somewhat unusual, there are a number of auxiliary lemmas that must be 
proven to show that it behaves at all the way we might expect. 
Lemma 3.2. If some fl> CC~(E, y) is accessible at t, then there is an s d t at kvhich 
CI^(E, y) becomes accessible by jumping to it from a node 1/ to its right. 
Proof. The only way to get below CI^(E, y) without first going through it is to jump to 
some node of the form F(v,z) > ~~(8, y). However, no 6 can have an outcome of the 
form (v,z) before it is accessible. Thus there is a stage at which x*(E,~) first becomes 
accessible. It can do so only by our jumping to it from its right. q 
Lemma 3.3. (i) If (E, y) E S(a, s), then E < CL 
(ii) Moreover, if any p > SI*(E, y) is ever accessible, then E c ‘x. 
Proof. (i) We prove the first assertion of the lemma for all CI, c simultaneously by 
induction on the (sub)stages of the construction. Suppose s is the first time we produce 
a counterexample. If r(a,s) is now defined for the first time since r was last initialized, 
say at t, then if any successor of a has been accessible since t, it must be an extension 
of a-0. Thus when r(a,s) is defined, a-1 becomes accessible and all nodes to its right 
are initialized. In particular, no marker a,/,,( remains defined for a < E’. (Markers 
with E’ to the right of a-1 are initialized now; markers with a’ > cr^1 were initialized 
at t and have not been accessible since then; and a # a’ as they are assigned different 
requirements.) Thus no such pair is put into S(cr,s) contrary to the assumption that R 
becomes a counterexample at s. If r(a,s) increases at s, then we considered jumping to 
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CI*(E’, y’) from some y associated with a (a’, y’) already in S(a,s). By the minimality 
of s, E’ < a. The construction now directs us to put every CZ~,~ with (8,~) > (a’,~‘) 
into A (and so make these markers undefined) unless aC,y < r(y,s) for some y < OL 
or E > CY”(~, z) for some (v,z) d (E’, y’). If CZ~,~ satisfies the first restriction, E < y by 
induction and so E < CI as required. If ae,y satisfies the second restriction, then E is 
initialized before we redefine T((x, s) and so again (E, y) is not eligible to be put into 
S(a,s) and we have no counterexample to the lemma for a at s. 
(ii) By Lemma 3.2, there is a stage s at which LX*{&, y) becomes accessible by 
jumping to it from a node y associated with (F, y) which is to the right of cl-(&, y). As 
-Jo is associated with (E, y), E c y by definition, but, by (i) of our lemma, E < a and so 
E c LX as required. 0 
Lemma 3.4. (i) If ~12 /Y(s,y), (v,z) E S(a,s> and (v,z) 6 S(y,s) for any 7 < /I, then 
(v,z) G (E, Y) or v > B^(E, Y). 
(ii) Moreover, if any 6 > c(“(v,z) is ever accessible then v C E or v > /T(E, y). 
Proof. (i) Let P^(E, y) be fixed. We prove part (i) of the lemma for all (x > P^(E, y) by 
induction on the (sub)stages of the construction. Suppose for the sake of a contradiction 
that substage u of stage s is the first point at which a counterexample occurs and it 
does so by (v,z) entering S(a, u) for M > F(E, y) with (v,z) 6 (E, y) and v f! P^(E, y}. 
By our convention on the priority ordering ~0, a > /Y(.s, y) since B*(E, y) is assigned 
a requirement of the form Pi. In order for any pair to enter S(cr, U) at U, u must be 
accessible or we must be considering a jump to an immediate extension c(^(E’,~‘) of CI 
from some accessible node y > r associated with (E’, y’) E S(a, u). Thus there must 
be a substage v < u of stage s at which we actually jump to a node F(E’, y’) > 
P^(E, y) from a y associated with (E, y) which is to the right of /?*(a y) or we consider 
jumping to some CC-(&‘, y’) from a y associated with some (E’, y’) which is to the right 
of P”(E, y) at u itself. 
We first deal with the case that we jump to F(E, y) at v < u. If a,l,r is undefined 
when we jump to /3*(c, y), it cannot be (re)defined as long as we remain below P”(E, y), 
as v @ /?” (a, y) and so we cannot produce the assumed counterexample at u. If we do 
not remain below /I”(&, y) for the rest of stage s, we must move to its left. Once we have 
moved to the left of P”(F, y) and so of ~1, CI can never again become accessible or have 
S (CC, w) increase at any later substage of stage s for a contradiction. If aV,Z is still defined 
when we jump to P^(E, y), (v,z) is put into S(p,u). It can only leave S(/I,w) by B or 
v being initialized. If v is initialized the marker uv,= becomes undefined and we are in 
the situation just analyzed. On the other hand, /3 can be initialized only by our moving 
to its left which again prevents S(a, w) from increasing at any later substage of stage s. 
We next deal with the case that, at v < U, we jump to some K(E’, y’) > F(E, y) 
from a y associated with (F’, y’) which is to the right of P^(E, y). As y is to the right 
of /?*(a y) and y > E’, E’ @ /?I(&, y). Moreover, (E’, y’) cannot be in S(y’, v) for any 
y’<fi or we would have considered jumping to Y’~(E’, y’) # K(E’, y’) instead. Thus, by 
our inductive hypothesis at v (with c1 = 6 and (v,z) = (E’, y’)), (E’, y’) <(E, y). 
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Now we show that, in this case, if a,,,z is defined at v, and not restrained with 
priority at least fi, it enters A and so the marker becomes undefined. By our assump- 
tion that (v, z) supplies the assumed counterexample, (F, y) < (v, z) and v +ZJ ,Y(E, y). 
The first inequality, together with the established fact that (E’, y’) G (e, y), implies that 
(E’, y’) < (v,z). The second together with the fact that K(E’, y’) > P*(E, y), implies 
that v $ 6^(q,w) for any (y~,w) < (E’, y’). (Indeed, they guarantee that v Z 6 at all.) 
Thus the instructions for the construction at substage v direct us to put av,z into A 
and so make the marker undefined unless it is restrained with priority at least that 
of 6. Of course, if a,; is restrained with priority at least that of 6, (v,z) E S(q, u) 
for some q < 6 where we may assume that q is the highest priority node such that 
(v,z) E S(v, v). If v] 6 /I then, as S*(E’, y’) > /?(E, y), ~2 P^(E, y) which would con- 
tradict the induction hypothesis with r for a. Thus if a,,,, is defined at v and not 
restrained with priority at least fi, it is put into A and so the marker becomes unde- 
fined. 
We are now in the same situation as when we jumped to /3*(s, y): a node extending 
/?^(a, y) is accessible and either aV,z is undefined or restrained with priority at least fi. 
As before, this produces a contradiction to the assumption that a counterexample is 
produced at substage u. 
Finally, we deal with the case that, at U, we consider jumping to some x^(E’, y’) 
from a y associated with some (E’, y’) which is to the right of P^(E, y). The argument 
proceeds as in the previous case (with CI for 6 and u for v) until we reach the conclusion 
that (at u) av,z is undefined when we are about to redefine CC’S restraint and so its S 
set or it is restrained with priority at least /3 for the required contradiction. 
(ii) By Lemma 3.2, there is a point t at which CX^(V,Z) becomes accessible by jumping 
to it from a node y associated with (v,z) which is to the right of a*(v,z). As y is 
associated with (v,z), v c y by definition, and so if (v,z) < (E, y), v 2 E as required. Of 
course, (v,z) 6 S(r,t) for any y < x (and so, a fortiori, for any y < /Y(s, y) < cc) or 
we could not have jumped to tx^(v,z). Thus v C E or v > /I”(&, y) as required. 0 
Lemma 3.5. If a 2 /j”(c, y) and c( is assigned to requirement Rel+.t and is associated 
with (E’, y’) then either E’ c E or E’ 2 P^(E, y). 
Proof. Suppose E and E’ are assigned to R, and Ret, respectively. By the definition 
of the pair associated with M, E’ C a. By Lemma 3.3(ii), E c fl (there is a stage at 
which /?^(E, y) is accessible since CI > /Y(E, y) is assigned a requirement.) Thus the 
only concern is that E C E’ C p. Suppose first that e’ < e. By construction, a node E’ 1 E 
can be assigned to R,/ with e’ < e only if there is some 6^ (v, z) with E C 6^ (v,z) c E’ 
such that v is assigned to a requirement R, with n < e. Let 6^ (v,z) be the first such 
node. Let t be a stage at which /?^(E, y) is accessible. Now, by Lemma 3.4, EC v 
or E > B*(v,z). The latter possibility contradicts our assumption that E c 8 (v, z). The 
former contradicts our assumption that 6” (v,z) is the first instance of the phenomenon 
that would allow us to have a node between E and /I assigned to an Ri with i < e 
(since v c 6 by Lemma 3.3 applied to (v,z) E S(6, s)). 
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Now consider the possibility that e < e’ and let /I*(&, y) be the longest node con- 
tained in LX which provides a counterexample to the lemma. By definition, <F(~,~) 
is the final segment of <E starting after R, with all R,,, removed. Of course, R,I 
precedes any Re,,y, by our conventions on the original priority ordering. (Changes in 
the ordering always produce a final segment of a previous ordering with perhaps some 
Ri and all its subrequirements removed.) Thus as long as we stay inside this order- 
ing, we must have a node 6 assigned to R,I before a and so a would be associated 
with (6, y’) and not (E’, y’). The only way we can get outside this ordering is for 
us to restart at a higher point, i.e. to get a F(v,z) with F(E, y) C iSA (v,z) c CI with 
v c P^(E, y). In this case, Lemma 3.4 would tell us that v G E. This would then contra- 
dict the choice of /I^(E, y) as the last node contained in (x providing a counterexample 
with CI. 0 
Lemma 3.6. If we jump from a node c( to a node /?“(E’, y’) at stage s, then /?“(E’, y’) cL 
IX. Thus if 6 is accessible after y at stage s, then 6 -=CL y or 6 > y. 
Proof. Of course, we can only jump to P”(E’, y’) from CI if c( is associated with (E’, y’). 
Now, the second claim is immediate from the first which we now prove. If /3 <L CI, 
the first assertion is clear. Otherwise, p c ct as we only jump to successors of nodes of 
higher priority. If p^l C LX or FO & a, then the claim is again obvious as F(E’, y’) <L 
p^l <L p^O. The only other possibility is that P^(E, y) & c( for some (8, y). By Lemma 
3.5, E’ c E or E’ 2 /I^(&, y). Lemma 3.3, however, tells us that E’ < /3 and so E’ C E. 
Thus (E’, y’) < (E, y) an d so by definition of the ordering F(E’, y’) <L F(E, y) & c1 as 
required. 0 
Lemma 3.7. Each stage s of the construction eventually terminates. 
Proof. We proceed by induction on s. Assume we have finished every stage less than 
s and the current priority tree is T which is necessarily finite. As all new nodes 
added to the priority tree during stage s must be below nodes in T by construction, 
there is a leftmost node CQ in T which is ever accessible at stage s. Suppose it is 
accessible at substage vs. By our choice of ~10 and Lemma 3.6, all nodes accessible 
at substages v > vg must extend MO. Let To be the finite priority tree constructed by 
substage vg. Again all nodes added after vg must extend nodes in To and so there is a 
leftmost node cxi in To that is ever accessible during stage s. If we did not terminate 
the construction upon reaching ~10, czl 3 ~0. Continuing on by induction we must either 
terminate stage s or build a strictly increasing sequence of accessible nodes. Of course, 
we must then terminate stage s as well as the nodes must eventually become longer 
than s. 0 
Lemma 3.8. A node a associated with (E, y) can be accessible at some substage u of 
stage s only if E~OO (and so also E) was previously accessible at s. 
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Proof. First, we note that it is clear from the construction that s-cc can become ac- 
cessible only immediately after E becomes accessible. We now prove the lemma by 
induction on the (sub)stages of the construction. Suppose for the sake of a contradic- 
tion that substage u of stage s is the first point at which a counterexample occurs. 
By definition, CI 2 E. If c( 2 ~~0, then GI could be assigned to requirement R,, only if 
we first restart the priority ordering at some point before R,. In this case, some node 
6 would be assigned to R, before any to R,, and so cx would be associated with 
(6, y). Thus M > E*OO. Consider the first substage v d u of stage s at which some b > 
E^OO becomes accessible before E^W has become accessible. We must have jumped 
to /? 1 E~CO from a node y to the right of E-CO. y is associated with some (a’, y’) E 
S(S, v) and /? = X(2, y’) for some 6 2 .s^co. So by Lemma 3.3, E’ c 6. As no node 
extending 1-0;) has been previously accessible at s by our choice of p > E, and E’ 
has been accessible by our inductive hypothesis (after all y which is associated with 
(E’, y’) is already accessible), E’ C E. Now, by Lemma 3.5, no node extending b is 
associated with (E, y). Thus, as long as the accessible nodes continue to be extensions 
of p, we cannot produce the assumed counterexample. If any node p’ = S’*(E”, y”) 
not extending p ever later becomes accessible at a substage t of stage s, it does 
so because we jumped to it from some y’ > /? with y’ associated with (E”, y”) and 
(c”, y”) E S(6’, t). Now, by Lemma 3.3 again, E” c E’ and we are in the same situa- 
tion as with b and E’. The Lemma now follows by induction (on the number of such 
jumps). 0 
Lemma 3.9. Suppose p is assigned to a requirement of the jbrm N, or R,, and there 
is a stage SO of the construction after which no node to the left of p is ever accessible. 
Then there is a stage s1 2 SO after which p is never initialized or injured and a stage 
s2 >, s1 after which both r(p, t) and S(p, t) are constant. 
Proof. We begin by noting that no node y < p assigned to any requirement Pi can 
act to put a number into A after SO as that would make y^l accessible when it had not 
been so before (we act at most once for any Pi by construction). 
Next, we note that there are only finitely many nodes c( <L p on T by se. Although 
we may add immediate successors to these nodes CI after SO none of these successors are 
ever accessible and so none of them define restraints or auxiliary sets or get successors 
of their own. Of course, there are also only finitely many nodes x C p. Thus we may 
prove the lemma for the nodes c( < p by induction on the priority ordering. Suppose 
therefore that we have established the lemma for all y < CI < p with the point t’ (after 
SO) of the construction as the least witness to the fact that never again is such a y 
initialized or its restraint r(y, v) injured or increased (and so its auxiliary set S(y,v) 
also never changes again). We now wish to prove the lemma for c( which is assigned 
a requirement N, or R,,. 
First of all, CI can be initialized only when some node to the left of a is accessible 
and so never after SO. We next prove that r(a, v) is never injured after t’. 
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If there is no point in the construction after t’ at which T(c(, v) is defined, there 
is nothing to prove. So suppose substage uo of stage to is the first point after t’ at 
which r(a, v) is defined. As no node of higher priority than c( which is assigned to a 
requirement of the form Pi ever acts again and all of lower priority ones are prohibited 
from putting a number less than r(cI, v) into A, no action for any requirement Pi can be 
the first to directly injure ~(a, v) (i.e. by putting in a follower less than this restraint). 
The only other nodes y that initiate putting elements into A are nodes associated with 
some (E’, y’). Suppose such a node y is accessible at a substage v1 (of stage ti > to) 
after 00. Let p be the highest priority node such that (E’, y’) E S(p, VI). If c( < ,8 
then the dumping action for y cannot directly put any number less than ~(cx, ~1) into 
A by construction. Suppose p < CI. In this case, we either increase r(/I, v) or declare 
/Y(E’, y’) accessible. The former is not possible by our inductive assumption that the 
/3 restraint has settled down for all p < CC In the latter case, /Y(E”, y”) C a for some 
(s”, y”) 6 (6 y’) since no node to the left of a can be accessible. Remember that we 
are concerned that some a E,y <r(cc, vi ) is about to be put into A by our immediate 
action for y. Thus by definition, (E, y) E S(cx, vi ). So, by Lemma 3.4, us,Y is restrained 
with priority at least /I or (E, y) d (E", y") (and so (E, y) d (E’, y’) ) or E > F(E", y"). In 
each of these cases our dumping action for y cannot directly put such a number aE,Y 
into A by the definition of this action (case (3) of &). 
Thus to show that r(n, U) is never injured after t’ it suffices to prove that if only 
numbers greater than r(a, o) are put into A directly by any requirement at points v 
after a0 then the cascade they initiate also puts only numbers greater than ~(a, u) 
into A. 
The crucial claim here is that if any Q~,~~ is less than T(CI,V) and bs~,Yt was put into 
B,, by y (assigned to Ret,y/) at substage u’ of stage s’ before v then &(A; y)[s’] <r(cr, t) 
for every point t of the construction that is after v. This claim clearly suffices for our 
purposes by the definition of the cascade procedure. It is certainly true at vg when 
we define T(CI, v) as it is set to be a new large number. The only worry is that for 
some a E,,y, <~(a, u), some y may put a be,,y I into B,I at some substage v’ of a stage t 
after v with 4e/(A; y’)[t] larger than ~(a, v’). As (E’, y’) E S(a, v) C S(a, a’) (it has not 
been initialized by induction) and no higher priority ye can have its restraint increased 
by assumption, c( must be the highest priority node with (E’, y’) E S (c(, II’) and so 
we set r(cx,u’) to be a new large number (and so bigger than &(A; y’)[t]) at v’ by 
construction. Thus Y(c(, v) is never injured after t’. 
Now Y(CI, v) changes only when some b Et,y/ enters B,I for some (E’, y’) E S(cc, u). 
Once bE/,y/ enters B,, at substage u of stage t, &(A; y’)[t] <r(cc,u). As this restraint 
is never injured, a E,,y, is never put into A and so b,,,,f never becomes undefined. (The 
only other way for b,l,yj to become undefined is for E’ to be initialized. However, 
(E', y') E S(a, v) and so E’ < CI by Lemma 3.3 and, by our assumption, no node of 
higher priority than tl is ever initialized again.) Thus, for each (E’, y’) E S(a,t), bEj,yt 
can enter B,I at most once. As r(a, u) changes only when such a bel,yl enters B,J, to 
prove that Y(IX, u) eventually stabilizes, it clearly suffices then to show that S(a, a) is 
eventually constant. 
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When first defined S(cl, v) consists of a finite set. It expands at a later point t by our 
putting in those (E”, v”) for which a F,,,y,, is defined only when some b8/,Y, is put into 
B,/ by some y where (a’,$) E S(a, t). Remember that, by Lemma 3.3, this implies 
that E’ < CX. Now, by construction, before we put bi:l,Yf into B,:I we put into A every 
u~~~,~,,/~ with E” g cx^(~,z) for any (q,z) such that (a”,_~“) > (E’, y’) and Q~,~// is not 
restrained by requirements of priority at least a and so make such CZ~/~,~J~ undefined. 
The markers with a” 2 cc^(q,z) for some (QZ) are then initialized by the construction 
and so do not make any contribution to S(a, u). Of course, the restraints of strictly 
higher priority than M have already stabilized by our choice of ua and so (E”, y”) is 
already in S(cc, t) for all ag~/,Y~~ ever restrained by any requirement with strictly higher 
priority than CC. Thus every new (E”, y”) put into S(cr, u) is strictly smaller than (a’, y’) 
in the lexicographic ordering of such pairs. As there are only finitely many E’ < CC, 
there are only finitely many such pairs that can ever be put into S(or, v). Thus this 
process of putting a new bc/l,ytl into B,u and new pairs into S(a, o) must eventually 
stop and so S(a, u) is eventually constant as required. 0 
We would now like to argue that the requirements are satisfied along the true path. 
However, because of the possibility of jumping to the left there may be gaps in the 
set of leftmost nodes visited infinitely often. We consider instead the classes TN of 
true nodes and STN of semitrue nodes rather than the true path. We must prove that 
such exist and that every requirement is assigned to some true node. 
Definition 3.10. The set of true nodes, TN, is defined as follows: 
TN = {E ( IX is accessible infinitely often but no b <L c( has this property}. 
The set of semitrue nodes, STN, is defined as follows: 
STN = {a 1 infinitely often some y 2 c( is accessible 
but no b CL u has this property}. 
Lemma 3.11. TN C STN which is an injinite path in T. 
Proof. It is clear from the definitions that TN C STN which is linearly ordered by C. 
Suppose cx E STN. We must show that some immediate successor of CI is in STN. If 
CI has only finitely many immediate successors, this is immediate from the definition 
of STN. If a is assigned to a requirement of the form P; or Ri then it has only two 
possible immediate successors. If it is assigned to some N, or Ri,y then it has only 
finitely many immediate successors by Lemma 3.9. 0 
Lemma 3.12. If F(v,z) E Sl’N, then there is an E 2 v c 6 and a /I^(&, y) 2 F(v,z) 
such that E,F(E, y) E TN. 
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Proof. First, note that, by Lemma 3.3, v c 6. At the first substage u of any stage 
s at which some node p 2 8(v,z) in STN becomes accessible, we must jump to p 
from a node y to the right of 6^(v, z). Thus p must be of the form P*(E, y) and y 
must be associated with (E, y). By Lemma 3.4, E G v. (We cannot have E 2 K(v,z) 
because y is associated with (E, y) (which implies that EC y) and is to the right of 
~^(v,z).) If there is a single such node p that is accessible infinitely often, it supplies 
the desired witness for the lemma. Otherwise, there must be an infinite sequence of 
distinct such Pi*(Ei, yi) E STN and we must jump to each of them from some y; to 
the right of 6^(v,z). As STN is linearly ordered by extension, we may assume that 
B;^(s;, .Y;) C P;+i*(c;+I, Y;+I). A s a b ove, each pi C v. As there are only finitely many 
nodes contained in v, there is a node E which is the value of E; for infinitely many i. 
By Lemma 3.4, we would then have an infinite nonascending sequence (E, yj) in the 
lexicographic ordering. This can only happen if the yj are eventually constant. This 
would mean that there are B; C pj such that (E;, y;) = (Ej, yj) = (E, y). This cannot 
happen for we can never jump to /JiA(~, y) as the instructions of the construction would 
always send us to Pi*(E, y) instead. q 
Lemma 3.13. Every requirement of the form Pi,Ni or Ri is assigned to some node 
M E TN. Every requirement of the form R,, is assigned to a node a E 7iV; or some 
node of the form F(E, y) is in TN; or ~~0 with E assigned to R, is in TN. Moreover, 
for each requirement Q assigned to a node u E TN there is a last node a E TN which 
is assigned to Q. 
Proof. We define two sequences of nodes Ei,/IiA(Ei,yi) in TN as follows: EO = 8; if E; 
is defined and in TN, we let Ei+l be the first node in TN extending /Iil(Ei, yi) such that 
some P;+L~(E~+I, y’) E lYJ and let y;+i be the least such y’. (We consider ,!&^(Eo, yo) 
to be 8 for technical convenience.) If there is no such node, the sequence terminates. 
Suppose the nodes Ei are assigned to the requirements R,. 
We claim that the nodes in the interval (P;,s;+i] are all in TN and are assigned 
requirements from < p,-ts ,Y, ) in order except that if a node v is assigned to R, and 
v-0 is in the interval, then all requirements R,, are left out. Moreover, <c,+, (if it 
exists) is just <P,*+~,~,) starting immediately after R,,, with all such R,, omitted. (Of 
course, < B~-(~,,+,) itself was just <C, starting after R, with all R,,Y omitted.) If Ei+l 
does not exist, we simply claim that, after p;, STN = TN and we just keep assigning 
requirements from < P,u,-(c,sYz) in this way. 
We proceed by induction through the nodes in the interval (which are all in STN 
by definition if .s;+i exists). We start with Pi"(Ei, yi). It is in TN and assigned the 
first element of <b,~(~,,~,) by definition. Suppose we have reached y E i?Q but not 
yet Ei+l. If y is assigned some requirement of the form Pi or R; then the immediate 
successor y-w in STN is accessible infinitely often and so in 7iV. Unless y is assigned 
to Ri and w = 0, the priority ordering <:,mw is just that cL’ with the first element 
removed and we continue the induction. Otherwise, <?a,,, is <Y with Ri and all Ri,y 
removed and we also continue the induction. Suppose then that y is assigned to a 
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requirement of the form Ni or Ri,,. Let w be such that y*w E Si’W. If w = 0, 1, 
y-w E TN and we are in the same situation as for Pi. If w is of the form (v,z) 
then, by Lemma 3.12, there are E c y and /I-(&, y) > y-w such that .s,pl(&, y) E TN. 
If E > pj”(si, yi), then si+t exists by definition and E > si+i by minimality of si+r. In 
this case, we have finished the induction argument by arriving at Ei+r. Otherwise, we 
argue for a contradiction. By Lemma 3.4, EC Et and (a, y) < (si, yi). Let j < i be 
least such that sj c E c Ej+l . By minimal@ of Ej+t , E = &j+l. By Lemma 3.4 again, 
(E, y) 6 (~~+i, yi+r) but as E = si+r and yi+i was chosen least, y = yi+i. In this case 
p^( E, y) could never be accessible (we would always jump to pi+1 ^ (cj+t , yj+l) ) for the 
desired contradiction. 
Thus, as we proceed through the nodes in the intervals (/Ii, si+r ] in TN (if there is 
a last node ci we understand the interval (bi,si+i] to be all of STN = TN after si), we 
assign all requirements in order except those R,, such that e = ei for some i or such 
that one of these nodes y is assigned to R, and y-0 is also one of these nodes and so 
in TN. Moreover, it is clear that, once we have assigned a requirement Q to a node CI 
in some interval (pi,si+t], we never again assign Q to any other node /I E TN. 0 
We are now ready to prove that the requirements are satisfied and the construction 
succeeds. 
Lemma 3.14. Each requirement Pe and N, is satisfied, i.e. A # Qp, and @f # C. 
Proof. Consider a node tx E TN assigned to Pe. By Lemma 3.9, the restraints r(y,s) 
for y < CI are eventually constant. Thus it is immediate from the instructions for c( that 
there is some x such that Q&X) # A(x) by tl’s actions if not by some other means. 
Next, consider an a E TN assigned to N,. Suppose x is a follower of c1 after all action 
for higher priority nodes has ceased and so appointed after c( is initialized in that way 
for the last time. If @#;x)[s] = 0 at any later stage, we put x into C and preserve 
the computation. It is never injured by Lemma 3.9 and so @,(A;x) = 0 # C(x). 
If @,(A;x)[s] # 0 for any later stage s, @,(A;x) # 0 = C(x). Thus in either case, 
@#Cc. q 
Lemma 3.15. Zf the hypotheses of R, hold, i.e. W/ = Yf, and E E TN is assigned to 
R, then neither ~“0 nor any node fi*(~, y) is in TN. 
Proof. Suppose W,” = !Yt and E E l?iV is assigned to R,. We first show that for any 
x there is an s-stage s such that QE,s) > x. By our assumptions, there is an s-stage 
r such that, for every t 2 r and y d x, Y,(K; y)[t] = Y,(K; y) with use &(y) and, 
if y E IV,” (i. e. @,(A; y) J), then @,(A; y)[t] = QP,(A; y) with use &(y). Thus for 
y < x,y E W,“, Y,(K; y)[t] = YY,(K; y) = QE(A; y)[t] = @,(A; y) = 1 for every 
a-stage t > r. Let u be the first A-true stage after r. (Recall that ZJ is an A-true stage if 
no number less than that enumerated in A at u is ever enumerated in A after u.) Let s 
be the first s-stage greater than or equal to U. It is now immediate from the definitions 
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that Wt(y)[s] = Y@;y)[s] for every y 6 x and so {(a,~) > x as required. (The 
only possible concern is for y 6 Vi. Of course, YY,(K; y)[s] = YY,(K; y) = 0 by 
assumption. If, however, @,(A; y)[s] I, then the use of this computation at s is the 
same as at the previous s-stage t. As Y d t d u G s and u is an A-true stage, this could 
happen only if the computation at s is actually A-correct, contradicting our assumption 
that y $4 W,“. Thus E^OO is accessible infinitely often as required.) 
Next, suppose that some /?“(E, y) E 27V for the sake of a contradiction. P^(E, y) can be 
accessible only when there is a node y 2 E~OO associated with (E, y) which is accessible 
at a stage s such that @,(A; y) J, and CZ~,~ is defined and so Y,(K; y) = 1 (as u~,_~ is 
defined and so ~(E,s) > y). In order for /Y(E,~) to become accessible our action at y 
must kill the computation @,(A;x). As /?^(E, y) E TN, this happens infinitely often and 
so x C$ W,” but there are infinitely many stages at which YY,(K;x) = 1 for the desired 
contradiction. 0 
We can now conclude the proof of the theorem with the following lemma. 
Lemma 3.16. If W,” = YF and E is the last node on TN assigned to R, then 
W,” <TB,cDA andB, <T W,A@A. 
Proof. First, by Lemma 3.13, there is a last node E E TN assigned to R,. By Lemmas 
3.13 and 3.15 there is, for each y, a node a E TN associated with (E, y). Moreover, 
for each y we eventually define markers b,,, ue,y and, if they ever become undefined, 
we redefine them at the next E^oo-stage. Let a be the node on TN below E assigned 
to 4, and s, the stage s2 proved to exist Lemma 3.9. Now if b,, is ever in B, at 
an a-stage s after s,, Lemma 3.9 states that the restraint now imposed (by x if not 
by some requirement of higher priority) that protects the computation associated with 
@,(A; y) because of which we put b,, into B, is never injured and so Q, $! A and 
y E W,“. On the other hand, it is obvious from the construction that if y E Wt then 
we must eventually have b,, E B, at an cc-stage s > se. 
Now, in general, b,, may enter B, at some stage s > s, which is not an a-stage 
[it can be put in by some y assigned to R,, which is to the right of the true path]. 
However, this can only happen if @,(A; y)[s] is convergent and Y&K; y) = l[s]. If 
A is not correct on the use &(A; y)[s] then, when A changes, we put u”,~ into A 
by construction. If this happens infinitely often then y $! Wt but YY,(K; y) = l[t] 
for infinitely many t and so Wt # Yf for a contradiction. Thus y E W,” if and 
only if we eventually have a pair of markers such that b,, E B, and ae,y 6 A while 
y $ Wt if and only if there is eventually a marker be,_” @ B,. This shows that Wt <T 
B,@A. 
Finally, we prove that B, d T W,” @ A. To decide if some b is in B, we wait until 
stage b to see if b has been appointed as a marker b,, for some y. If not then b 6 B,. 
If so then we see if y E W,“. If so then the construction guarantees that b,, E B,. If 
not then b,, can enter B, at t > b only if a”,+ is later put into A (at a stage when the 
computation @,(A; y)[t] is seen to be incorrect). Thus we ask if C+ E A. If so then 
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b = b,, is in B, if and only if it has entered by the stage at which ae,y is put into A. 
If as,y @ A then b = b,, $! B,. 0 
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