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Abstract
This thesis is a computer simulation project to calculate the phase diagram
of potassium as a function of pressure from 0 to 100 GPa and temperature
from 0 to 1200 K. The project required the application of both electronic struc-
ture techniques and classical molecular dynamics simulations to compute the
free energies of solid and liquid phases. To compute the melting properties,
the coexistence was used, either with a classical potential ﬁtted to the ab initio
data or directly with the ab initio potential. Tests were also carried out using
the Z method, however, this method cannot compute melting properties but
can provide an estimate of the upper bound of the melting temperature. The
phase transitions of the solid structures of potassium were determined from
0 to 100 GPa at temperatures ranging from 0 to 450K using ﬁrst-principles
calculations of the free energies. The calculations were carried out within the
density functional theory framework with the generalised gradient approxima-
tion and the projector augmented wave method as implemented in VASP. The
quasi-harmonic contribution to the free energy of the solids was calculated us-
ing the small displacement method. To determine the melting temperature of
each solid phase of potassium, the coexistence method with a potential was
used but proved unsuccessful for most phases. Therefore, the direct coex-
istence was used but was deemed computationally too expensive. As afore-
mentionned, the Z method was tested in order to obtain an approximation of
4
the melting temperature and assess the performance of the method.
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1 Introduction
High pressure and temperature studies of elements are of great interest given
the various possible applications such as those in geophysics and astrophysics.
For instance when bombarded by neutrons the stable isotopes of lithium (Li)
produce tritium, which can then used in deuterium-tritium fuel; sodium (Na) is
being used in vapor lamps; rubidium (Rb) and cesium (Cs) are produced when
the nuclei of heavy elements in stars capture free neutrons and francium (Fr)
is synthesized in supernovae. Potassium (K) is present in meteorites, stars
and dust in the interstellar medium. Brown dwarfs are also known to have an
excess of K in their atmospheres at temperatures ranging from 600 to 3000K
[1]. The study of the phase diagram of K also presents interest in two other
ﬁelds. First, this thesis was sponsored by the Atomic Weapon Establishment
(AWE). Since the UK signed the Comprehensive Test Ban Treaty in 1996 all
nuclear testing ended thus rendering computer simulations invaluable to insure
the safety and predictability of the UK's nuclear deterrent. Indeed, the AWE
relies on these computer simulations to be able to predict how systems will
react under extreme conditions. This study therefore can contribute to bench-
marking computational methods for the AWE.Second, a potential application
of this study is Geophysics. The Earth's magnetic ﬁeld is generated from the
liquid outer core composed of iron and other impurities and spans about 2400
km. The magnetic ﬁeld, which protects the Earth from solar winds, is con-
stantly changing but recently has shown signs of weakening. ESA launched
the Swarm Mission in 2013 to study the weakening of the magnetic ﬁeld. The
geodynamo mechanism which produces the magnetic ﬁeld relies on convec-
tive currents. One of the many energy sources of the liquid outer core is ra-
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diogenic heating which is thought to be due to potassium [2], uranium and
thorium. Both experiments and ab initio calculations have shown that at high
temperature and pressure, potassium and iron form a liquid solution [3, 4].
The understanding of the Earth's magnetic ﬁeld therefore relies on our better
understanding of these energy sources and hence determining the amount of
potassium in the core. The phase diagram of potassium will give a ﬁrst insight
into the conditions under which it is stable.
There is a consensus that at ambient conditions the alkali metals are well
described by the nearly free electron model (see for e.g. [5]). Under these
conditions alkali metals crystallize in the body-centered cubic structure (bcc)
with lattice parameters a = 3:5091 Å (Li), a = 4:2906 Å (Na), a = 5:703 Å
(Rb) and a = 6:141 Å (Cs) at room temperature [6]. Upon compression they
transform into a face-centered cubic structure (fcc) with lattice parameters a =
3:9 Å at 8 GPa (Li), a = 3:5348 Å at 85.6 GPa (Na), a = 5:224 Å at 11.9 GPa
(Rb) and a = 5:984 Å at 4.1 GPa (Cs) [6]. Alhough the group I elements are
considered as simple metals due to the fact that they only have one electron in
the conduction band, upon further pressure increase there is a departure from
the nearly free electron model as the alkali metals transform into open and
complex structures as seen in Figure 1. It is clear from Figure 1 that K shares
atomic arrangements with both the lighter Na and the heavier Rb but also has
unique features especially the post-fcc phase, which is not a distortion of the
bcc structure as Na and Rb but a composite one (a hexagonal hP4 structure
has also been observed at these pressures).
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Figure 1: Sequences of phase transformations upon pressure increase of the
alkali metals. The crystal structures are denoted by the Pearson symbols ex-
cept for bcc and fcc deﬁned above. h-g stands for host-guest and * stands for
the rounding up of the non-integer number of atoms. Bold arrows stand for
supposed core ionization. Numbers above the arrows specify the transition
pressures in GPa.Figure taken from [7]
Experimentally, K has been studied up to 112 GPa at 0 K, where the vol-
ume is 0.15 of the initial atomic volume making it the largest compression
amongst elements [7]. This large compression stems from the fact that the
larger the element's volume at ambient conditions the higher the compressibil-
ity and Figure 2 shows how much larger the volume of K at ambient pressure
is compared to other elements. Furthermore, compression leads to changes
in the electronic structure making the electron levels overlap. The latter has
been used to explain the structural peculiarities of K aforementioned - the 3d
electron band in K is just above the valence band 4s and hence under pres-
sure there is an s  d transition whereas for the heavier Rb the d levels are in
their cores so the transitions start at a lower pressure and the fcc phase of the
lighter Na is stable until a much higher pressure as the 3d level is much further
away from its 3s valence band.
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Figure 2: Atomic volumes with respect to the group number for the elements
in the IV period at two pressures which shows that K has a very large com-
pressibility. Figure taken from [7]
1.1 bcc phase
Experiments (see for e.g, [8], [9], [10]) have shown that K adopts a bcc struc-
ture at ambient conditions with lattice parameter a = 5:32 Å [11]. Various
calculations have also been carried out in order to determine the structural
properties of the bcc phase of K and a summary of those are given in Table 1.
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Table 1: Structural properties for bcc K at T=0K determined by ab initio calcu-
lations
a (Å) B0 (GPa) Method [Reference]
5.29 3.68
Full-potential linear augmented
plane-wave [12]
5.22 4.30
Pseudopotential plane-wave
[12]
5.30 6.08
Projector augmented wave
method [12]
5.03 5.4
Full potential linearized
augmented plane-wave [13]
5.04 4.8 LDA [14]
5.27 3.6 GGA PBE [14]
5.10 4.3 Pseudopotential method [15]
5.05 4.7
Augmented plane-wave with
LDA [16]
5.33 2.96
Experimental x-ray diffraction
[10]
Upon compression the bcc structure transforms into a fcc one at about 11
GPa [8]. These results have also been conﬁrmed by ab initio studies (e.g,
[17] found the transition pressure to be at 11.6 GPa using a full-potential lin-
ear mufﬁn-tin orbital method [18] and the generalised-gradient approximation
(GGA PBE) [19])
Xie et al. [12] studied the electronic structure, lattice dynamics and elas-
tic constants of the bcc phases of the alkali metals in order to examine the
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mechanisms responsible for the phase transition to fcc, which was previously
explained mainly by electronic structure studies [20]. The calculations of Xie
et al. [12] were conducted within the framework of the density-functional theory
(DFT) [21] with the electron-correlation described by the GGA PBE. The full-
potential linear augmented plane-wave method was adopted along with 32 768
k-points to determine the energies, density of states (DOS) and Fermi surfaces
(FS). For the lattice dynamics calculation they employed two methods: ﬁrst,
the linear response method within the density functional perturbation theory
via the pseudopotential plane-wave method with a kinetic energy cutoff of 80
Ry and a 20x20x20 Monkhorst-Pack grid; second, the direct 4x4x4 supercell
calculation with 64 atoms where the electron-ion interaction was expressed via
the projector augmented wave (PAW) method [22] and the plane-wave cutoff
was of 800 eV. Their results for the 3D FS are shown in Figure 3, from which it
can be seen that at ambient pressure, the nearly free electron model is indeed
valid given the spherical nature of the FS. At 10 GPa the FS starts touching
the Brillouin Zone (BZ) at the point N. At the same point it was shown that
there was an increase of the optical conductivity under pressure increase, at-
tributed to the formation of nearly parallel bands near the point N [20]. Figure
3 also shows that at 15 GPa there are increased necks along the  N direction,
which was described by Degtyareva [23] as the indication of a Hume-Rothery
effect where, when the planes of the BZ form near the Fermi level, it allows a
pseudogap to open thus reducing the overall electronic energy.
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Figure 3: FS of bcc K at 0, 10 and 15 GPa. This Figure shows that at 0 GPa
the FS is spherical and thus represents well the nearly free electron model,
however, at 15 GPa it is no longer spherical which indicates a departure from
that model. Figure taken from [12]
The deformation of the FS was explained by an s   d transition, which is
clearly evident from the results of [12] in Figure 4 showing the DOS, where the
d contribution starts to dominate at 10 GPa.
Figure 4: Angular momentum-decomposed DOS / total DOS at Fermi level for
bcc K as a function of pressure. Figure taken from [12]
Furthermore, Figure 5 shows their calculated phonon frequencies where
there is a softening along the [0] direction and at 15 GPa the frequencies be-
come imaginary suggesting a structural instability. As the slope of the phonon
dispersion (as q goes to 0) is correlated with the elastic constants, Xie et al. [12]
calculated the latter for bcc K at ambient pressure. Their results are shown in
Figure 6 where C' beomes negative at 15 GPa, which is thus associated with
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the phonon softening.
Figure 5: Transverse acoustic phonon frequencies of bcc K as a function of
pressure along the [0] direction. The left panel shows the results from the
DFPT method and the right panel shows the results from supercell method.
Figure taken from [12]
Figure 6: Elastic constants of C' and C44 for bcc K as a function of pressure.
The open squares (C') and circles (C44) are from previous studies for compar-
ison and the solid ones are the results of [12]. Figure taken from [12]
They conclude that as a result of this C' instability associated with the soft-
ening of the phonon modes, there is a transition from bcc to fcc as described
by Bain's path [24], that is there is a martensitic phase transition due to a
continuous displacement of atoms in the unit cell. In other words there is a
continuous change of the ratio c/a [13] so that c/a =
p
2 for fcc and c/a = 1
for bcc. Figure 7 shows the total energy as a function of the ratio c/a: at 0
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GPa there are two minima (at c/a =
p
2 and c/a = 1 ) and it was found that
fcc was more energetically favourable at zero pressure and temperature but
at ambient temperature bcc was found to be the most stable; upon pressure
increase the minimum at c/a = 1 vanishes as fcc is again more favourable
[12].
Figure 7: Total energy as a function of the ratio c/a at 0, 10 and 15 GPa. Figure
taken from [12]
It is worth noting that although experimentally the bcc structure has been
found to be the most stable these results were obtained at room temperature
and ab initio studies have shown that at zero temperature different phases
are more stable. For instance, Kang et al. [14] calculated the energies (at
zero pressure and temperature) of the bcc, fcc and hcp structures of K by
the means of DFT with both the local-density approximation (LDA) [25] and
GGA. Their results show that for both methods the most stable structure is the
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hcp one. Moreover, Alouani et al. [20] calculated the enthalpy of the bcc and
fcc phases of K using the linear mufﬁn-tin orbitals [26] including the scalar-
relativistic effects. Their results are shown in Figure 8 where it can be seen
that the transition bcc-fcc occurs at 10.74 GPa and that at zero temperature the
bcc phase is the most stable one. They found the equilibrium lattice constant
to be 5:14 Å for the bcc lattice at T = 0 K and the bulk modulus at the same
temperature was found to be B0 = 3:97 GPa.
Figure 8: Enthalpy as a function of pressure for the bcc, fcc, hcp and Sm-type
structures for K. Figure taken from [20]
1.2 fcc phase
Experiments have shown that the fcc structure of K has a lattice parameter of
a = 5:13 Å at 11.7 GPa [8]. As for the bcc phase many ab initio studies have
investigated the properties of the fcc structure of K and some of their ﬁndings
are summarised in Table 2.
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Table 2: Structural properties for fcc K at T = 0 K determined by ab initio
calculations
a (Å) B0 (GPa) Method [Reference]
7.16 3.23
Full-potential linear augmented
plane-wave [27]
6.52 4.52
Pseudopotential plane-wave
[27]
6.34 5.2
Full potential linearized
augmented plane-wave [13]
6.36 4.5 LDA [14]
6.65 3.5 GGA PBE [14]
6.40 4.4 Pseudopotential method [15]
6.35 4.6
Augmented plane-wave with
LDA [16]
6.58 4.25
Experimental x-ray diffraction
[10]
Xie et al. [27] investigated the fcc structure of K by studying the evolution
of the FS and lattice dynamics with pressure. They carried out the lattice dy-
namics calculation within the framework of DFT with the exchange-correlation
described by the LDA. The FS calculations were performed within the DFT
framework using the full-potential linearized augmented plane wave method,
the exchange-correlation functional was described using the GGA and 32 768
k points were utilised. Figure 9 shows the evolution of the 2D FS of K with
pressure.
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Figure 9: 2D FS of K for different pressures and on reciprocal lattice planes
(001) (lower panel) and (110) (upper panel).Figure taken from [27]
These results conﬁrm what was found in Xie et al. [12] (see Figure 3) until
11 GPa where the bcc-fcc transition occurs. However at 18 GPa, Figure 9
shows the disappearance of a Fermi surface nesting (FSN) in (110) and the
appearance of a second parallel feature of Fermi surface nesting (FSN) in
(100) along the  K direction with a nesting vector of 0.58, which coincides with
the structural transition at 19 GPa (see Section 3). The FSN is accompanied
by an increase of the d state contribution as well as a phonon softening along
the  K direction and hence these electronic and phonon instabilities were
deemed to be the possible source of a structural instability [12].
Further ab initio studies were carried out by Sanna et al. [28] in order to
investigate the possible superconductivity of fcc K. Their study was based on
the DFT for the superconducting state (SCDFT) [29]. They found fcc K to be
a superconductor with a critical temperature of 2 K under which it loses all
its electrical resistance. They attributed this superconductivity with the typical
association of electronic changes with unstable phonon frequencies in alkali
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metals, which in turn leads to strong electron-phonon couplings yielding super-
conductivity. Shi and Papaconstantopoulos [30] argued that the latter was not
a sufﬁcient explanation as the strong electron-phonon couplings were mainly
due to the slow increase of the bulk modulus of K with pressure, causing the
Hopﬁeld parameter (which measures the electron-phonon coupling [31] - to be
larger and hence the electron-phonon coupling constant as deﬁned by McMil-
lan [32] to be larger as well.
1.3 Host-guest structure
The third phase of K (K-III) is an incommensurate host-guest structure which
is deﬁned as "two interpenetrating components, a 'host' and a 'guest', which
are incommensurate with each other along one or more axes [6]" It was ﬁrst
observed in 1990 in barium and has since then been observed in many other
elements although it has never been observed at ambient pressure for any
of them. Furthermore, because the host and guest are incommensurate, the
host unit cell has a non-integer number of atoms and so in K there are 16 host
atoms and 2x( cH
cG
) guest atoms [33], as shown in Figure 12.
McMahon et al. [6] carried out a study of K-III up to 25 GPa via x-ray powder
diffraction and single dispersive methods. The transition of K-II to K-III was
determined at 19 GPa and T = 300 K. They found that their diffraction pattern
at 22.1 GPa showed strong peaks, which were indexed on a body-centred unit
cell with a = 9:767 Å and c = 4:732 Å. However weaker peaks, which could not
be accounted for by the latter, were also present and were explained by a host-
guest composite structure with a 16 atom host structure and a C-face-centred
tetragonal guest structure with a = 9:767 Å, cH = 4:732 Å and cG = 2:952 Å;
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yielding a ratio  = cH
cG
= 1:603. Figure 10 shows the lattice parameters and
coordinates of the atoms at different pressures determined experimentally by
[6].
Figure 10: Table of the lattice parameters and atom coordinates for K-III. Figure
taken from [6]
The transition from fcc to K-III is accompanied by a drop in volume of 10 %
and a decrease in coordination number from 12 to 9 [33]. Electrical resistance
and optical resistivity of K were measured [34] and signiﬁcant changes in these
properties were experimentally observed at this phase transition. Indeed the
resistance was found to increase by a factor of 50 in a pressure range up to
60 GPa and this was associated with core ionization [33]. On the contrary a
decrease in the optical reﬂectivity was observed suggesting the presence of
an optical gap over wide regions of the BZ [33]. Degtyareva [33] explained
the changes in the optical properties by the change in the interaction of the BZ
and the Fermi sphere as well as the ﬁlling of the BZ. Indeed, Degtyareva [33]
determined that the ﬁlling of the BZ increased from 0.5 (for K-fcc) to 0.95 (for
K-III) and that the total number of BZ planes in contact with the Fermi sphere
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increased from 14 (for K-fcc) to 48 (for K-III). As noted by Degtyareva [33]
the incommensurate nature of the crystal yields additional planes compared
to a commensurate structure contributing in a gain in electron band structure
energy to the detriment of the electrostatic term that favours more symmetrical
conﬁgurations. It was also found that the shortest distance between two host
atoms at 22.1 GPa is 2.832 Å(10), which is smaller than double the ionic radii
thus implying an increase in the number of valence electrons [33]. Using the
BRIZ program [35], which allows a visualisation of the BZ and Fermi sphere
interaction, Degtyareva [33] determined the number of valence electrons to
be 2.6 and attributed this non-integer number of electrons per atom to the
overlap of s and d levels. Furthermore she noted that different number of
valence electrons should be expected for host and guest atoms with a bigger
participation from the d electrons for the guest atoms [33].
Given the incommensurate nature of the crystal the host-guest distances
vary from one unit cell to another. McMahon et al. [6] determined the closest
approach to be 2:948 Å, which takes place when the chain of guest atoms are
in the centre of squares formed by the host structure and the largest host-guest
distance is 3:176 Å, which occurs when the guest atoms are in the centre of
square anti-prisms of the host framework. However, McMahon et al. [6] plotted
 as a function of pressure (see Figure 11) and noticed that it passed through
the commensurate value of 8
5
with no discontinuities and hence, allowing cal-
culations to be carried out.
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Figure 11: Ratio  as a function of pressure for K-III with the same graph for
Rb-IV in the inset. Figure taken from [6]
The most recent study of K-III was carried out by Lundegaard et al. [36],
who performed x-ray powder and single crystal diffraction with a 99:9% pure
sample of K and the diffraction data was collected from six different samples.
The transition from K-II to K-III was observed at 18.8 GPa, consistent with the
previous reported results. This study focused on the phase transitions of the
guest structure of K-III from 18.8 GPa to 54 GPa (pressure of the transition K-
III to K-IV). It was determined that from 18.8 GPa to 30 GPa, a ﬁrst 'subphase'
of K-III, K-IIIa, consisted of an I-centred host lattice (I4/mcm) with aH = 9:536
Å and cH = 4:543 Å and a C-centred guest lattice (C4/mcm) with aH = aG
and cG = 2:865 Å. At 32.7 GPa, a second 'subphase', K-IIIb, was observed
as the host reﬂections were unchanged but an obvious shift in the guest's
reﬂections positions relative to the host was observed. The host structure
remained an I-centred lattice with aH = 9:322 Å and cH = 4:417 Å and the
guest reﬂections were indexed on an A-centred orthorhombic lattice (Ammm)
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with aG = 6:570 Å bG = 13:174 Å and cG = 2:789 Å. Upon further pressure
increase to 40.2 GPa, Lundegaard et al. [36] observed a second reversible
change in the positions of the guest reﬂections without changes to the host
reﬂections. The guest structure was found to be a C-centred tetragonal lattice,
thus making it isostructural with K-IIIa. These transitions of the guest structure
at 30 GPa and 39.7 GPa, which were found to be reversible upon pressure
decrease, results in K being the ﬁrst element to undergo a re-entrant phase
transition back to a lower pressure form as shown in the phase diagram in
Figure 13. Also unique to K, are the C-centred guest structure of K-IIIa and
the A-centred structure of K-IIIb, which have never been observed in any other
alkali metal [36] (see Figure 12).
Figure 12: (a) Structure of K-IIIa in projection down the c-axis where the host
atoms are in light gray and the guest atoms in dark gray. (b) shows the C-
centred tetragonal guest structure of K-IIIa and (c) shows the A-centred or-
thorombic guest structure of K-IIIb. Figure taken from [36]
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Figure 13: Phase diagram of K up to 100 GPa where the black squares de-
note the transition pressures at room temperature. The inset shows the phase
diagram of Na. Figure taken from [36]
1.4 hP4 structure
Marques et al. [37] carried out x-ray powder diffraction experiments with a high-
purity sample of K in a diamond anvil cell. They found the previously mentioned
host-guest structure present in six samples but in two samples they observed
a different phase between 25 and 35 GPa. From the diffraction pattern of this
phase they concluded that it was hexagonal, spacegroup was P63/mmc, with
4 atoms per unit cell located on the 2a and 2c sites at (0,0,0) (K1) and (13 , 23 , 14 )
(K2), respectively. The lattice parameters at 25 GPa are a = 4:2180(5) Å and
c = 5:7369(3) Å with a c/a ratio of 1:3601(2) [37].
Marques et al. [37] then carried out ab initio calculations in order to deter-
mine the enthalpy of K using DFT with a plane-wave pseudopotential approx-
imation, the PBE exchange-correlation functional and the PAW description of
the electron-ion-core interaction. Brillouin zone integrals were converged with
plane-wave cutoff (390 eV) and k-point density (183 meshes) using tetrahedron
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method with Blöchl correction and neglecting zero point vibrational contribu-
tions. Their results are shown in Figure 14.
Figure 14: Calculated enthalpies for different structures of K as a function of
pressure. Figure taken from [37]
Inspection of the calculated c/a ratio in the pressure range 20-50 GPa,
where hP4 was observed, showed that it was very close to the experimental
value of 1.36. Marques et al. [37] also noted that this same ratio was very sim-
ilar to the c/a ratios of some di-alkali-metal monochalcogenides and their cor-
responding sulfates, which led them to note that the atoms in the hP4 structure
are arranged as the cations of these structures. However, they also pointed
out that the interstitial 2d site (1/3, 2/3, 3/4) of the Ni2-In-type structures are
occupied by anions whereas they are unoccupied in the hP4 structure. They
therefore applied the metallic matrices model (AMM) to the hP4 structure, as
the AMM states that the crystal structure of inorganic compounds can be de-
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scribed by a metallic matrix that acts as a host lattice for the non-metallic atoms
and the electron density of the metal therefore determines the location of the
non-metallic atoms. When applying the AMM to the hP4 structure, the latter
was treated as an electride (an ionic compound in which an electron is an
anion) and hence the valence electrons were located in interstitial positions:
this increased interstitial localization is responsible for the stabilization of this
phase [37].
1.5 oP8 structure
The phase oP8 was observed at 54 GPa until 90 GPa at 300 K with a coor-
dination number of 8 and the shortest interatomic distances are 2:46  2:51 Å
which is smaller than double the ionic radii (2ri = 3:05 Å) [33]. The number of
valence electrons was found to be 2, the total number of BZ planes is 34 and
the ﬁlling of the BZ by occupied electron states is 93.2 % [33]. Figure 15 shows
the crystal structure of oP8 at 58 GPa along with the interatomic distances.
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Figure 15: Structure of the oP8 phase of K viewed down the b axis. Interatomic
distances are given in Å beside each bond which are shown between nearest
and next-nearest neighbours. Figure taken from [38]
Lundegaard et al. [38] investigated the possibility of oP8 being a stable
phase of K. Electronic structure calculations were achieved within the DFT
framework with a plane-wave pseudopotential. They made use of the GGA
for the exchange-correlation functional and the PAW all-electron description
of the electron-ion-core interaction. To avoid core overlap the 3s, 3p and 4s
states were treated as valence electrons. The method of Monkhorst and Pack
was used to approximate the BZ integral and the energy converged with a 13
x 15 x 9 k mesh and a plane wave cutoff of 290 eV. Structural relaxations were
carried out using a conjugate-gradient minimization of the total energy and for
the ﬁnal calculation, the tetrahedron method with Blöchl correction was used.
The enthalpy was determined at zero temperature and by neglecting the zero
point contributions. Figure 16 shows the results for the enthalpy of structures
oP8, tI4 and oC16 for pressures ranging from 25 to 100 GPa. Assuming K-III to
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have the lowest enthalpy where it was experimentally observed (that is up to to
54 GPa) they found that the oP8 phase was more stable than tI4 for pressures
up to 58 GPa. Furthermore Lundegaard et al. [38] found that the electronic
band structure of oP8-K at 58 GPa shows it to be a semi-metal with an indirect
E-Y band overlap of 1.2 eV and a low density of states and a pseudogap near
the Fermi level.
Figure 16: Enthalpies (relative to that of fcc K) as a function of pressure for
the phases oP8, tI4 and oC16. Figure taken from [38]
They also carried out experiments in diamond-anvil cells to determine the
existence of the oP8 phase in K. They found the oP8 phase to appear at 56
GPa up to 90 GPa where the appearance of new diffraction peaks suggested a
new phase transition. The lattice parameters, volume and atomic coordinates
are shown in Figure 17.
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Figure 17: Lattice parameters, volume and fractional coordinates of the oP8
structure of K. Table taken from [38]
Calculations of the optical properties of K were carried out within the frame-
work of DFT along with PAW pseudopotentials and the LDA by Adebayo [39].
Results from the latter were found to be in fairly good agreement with the pre-
vious calculations and experimental data of optical conductivity [34]. Adebayo
[39] found that the optical properties of the oP8 phase of K showed that the
latter is an insulator in certain frequency ranges.
1.6 tI4 structure
The body-centered tetragonal structure tI4 has only been seen in alkali metals
[33] found for Cs above 4.3 GPa and above 20 GPa for Rb. The uniqueness for
K is the transition from the oP8 phase to tI4, not seen in the other alkalis. The
latter has the following lattice parameters for K: a = 2:322 Å and c = 8:669 Å
with atoms positioned at 4a(0,0,0) [38]. This phase was found experimentally
from 90 to 96 GPa with a volume change from the oP8 phase of about 1%
[38]. This transition is accompanied by a decrease in coordination number
from 8,10 to 4; an increase of the number of valence electrons to 2.5 and a
decrease of the ﬁlling of the BZ with electron states to 79.2 % [33]. One of the
explanations for the stability of the tI4 phase has been proposed as due to the
s  d transfer and the formation of electride-like compounds with high electron
47
density in the anion positions [33].
Ma et al. [40] looked for the lowest free energy structure using ab initio
evolutionary simulations for a given pressure and temperature. Evolutionary
algorithms were set in place to mimic evolution as described by Darwin using
natural selection, heredity and mutations. Oganov and Glass [41] developped
the method used in Ma et al. [40] which searches the entire free energy land-
scape to ﬁnd the global minima and only requires the chemical composition
as an input to predict the most stable structure as well as a set of metastables
ones. Oganov and Glass [41] have implemented their algorithm in the USPEX
code (Universal Structure Predictor: Evolutionary Xtallography). Ma et al. [40]
used VASP (DFT within the GGA) for structure relaxations and the all-electron
projector-augmented wave method was used. They treated the 3s, 3p and 4s
electrons as valence and used a plane-wave kinetic energy cutoff of 390 eV.
All the calculations were performed at T = 0K and at 40, 100, 150 and 300
GPa with systems of 4, 6, 8, 12 and 16 atoms in the simulation cell. They
identiﬁed the following phases after the K-III structure: tI4, which transitions to
oC16 at 80 GPa. They also observed the same sequence for both Rb and Cs
but not for the lighter alkali metals Li and Na. They explain this similarity be-
tween larger alkali metals to their d electrons dominance due to the s-d charge
transfer under pressure.
It is worth noting that the phase oP8 was not predicted by this algorithm,
as opposed to the results of Lundegaard et al. [38] but given the relatively sim-
ilar methods the reason as to why their results are so different have not yet
been determined. However the two ab initio studies agree on the transition
pressure of tI4 to oC16 as Ma et al. [40] determined it to be 80 GPa and Lun-
degaard et al. [38] found tI4 to be stable from 58 to 81 GPa but experimentally
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it has been predicted stable between 90 and 96 GPa as mentioned previously;
which raises the question of the possible sources of errors in both their ab ini-
tio studies and experiments. It was suggested by Lundegaard et al. [38] that
ﬁrstly the calculations were performed at 0 K whereas the experiments were
carried out at room temperature but although this may be a contributing factor
the discrepancies are too large to solely be attributed to temperature differ-
ences. So Lundegaard et al. [38] added that the differences may arise from
the ill description of the energy differences by the GGA functional when the
type of bonding is extremely different between the two phases, which seems
to be the case as the oP8 phase has a much lower metallicity indicating a
much stronger electron correlation [42].
1.7 oC16 and dhcp
The seventh phase of K refered to as oC16 is a C-face centred orthorombic
structure (space group Cmca). Diamond-anvil cells experiments [38] deter-
mined the transition pressure from the tI4 structure to be 96 GPa, the lattice
parameters a = 8:03 Å b = 4:753 Å c = 4:716 Å and an atomic volume of
11.25 Å3 . However ab inito calculations [38] showed the transition to occur
at 81 GPa as seen in Figure 16 (for the possible explanations of this discrep-
ancy refer to the discussion in Section 7). Ma et al. [40] also calculated the
enthalpies of oC16, as shown in Figure 18, which indicates that at 250 GPa
the oC16 structure becomes unstable with respect to the double hexagonal
close packed (dhcp) structure.
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Figure 18: Enthalpy differences with respect to the fcc structure for K. Figure
taken from [40]
1.8 Liquid Potassium
Zha and Boehler [43] studied the melting curve of K using a diamond anvil cell
method up to 14.5 GPa. Their results are shown in Figure 19 where it can
be seen that at low temperatures they are in good agreement with previous in
situ experiments using the hydrostatic ﬂuid cell method [44] and using modi-
ﬁed single-stage piston-cylinder apparatus [45]. Figure 19 shows a practically
constant melting temperature above 7 GPa and a change in slope at 11 GPa
going from close to 0 degrees per kilobar to about 3 degrees per kilobar. Given
that this change of slope coincides with the phase transition pressure Zha and
Boehler [43] estimated the bcc-fcc-liquid triple point at 11 GPa and 568 K.
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Figure 19: Temperature against pressure for K compared to previous results.
Figure taken from [43]
A theoretical study [46] used an experimentally ﬁtted two-parameters local
pseudopotential (indicated in Figure 19 by Young and Ross) and predicted a
melting maximum at around 6 GPa. Although it was not observed experimen-
tally in [43], it was observed more recently in [9]. Indeed McBride et al. [9]
conducted experiments using in situ x-ray diffraction and diamond anvil cell to
determine the melting curve of K up to 22 GPa. Figure 20 shows their results
where there is an obvious maximum in the bcc phase. Given the good agree-
ment with the two previous experimental results ([45], [43]) they combined the
latter with their own measurements and their bcc-fcc-liquid triple point at 13.6
GPa and 466 K to get a ﬁt using the Kechin equation [47]. This approach
yielded a maximum in the bcc phase at 530 K and 5.8 GPa. They also did
not rule out the possible presence of a second maximum as it was previously
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found in Cs [48], but it was not observed in this study. Moreover they noted
the presence of a sharp minimum at 19 GPa and 390 K which coincides with
the phase transition from the fcc structure to the K-III phase, during which the
melting temperature rises very quickly at a rate of 65 K/GPa. They attributed
the change of sign of the gradient to both structural and electronic transitions in
the liquid phase. It was also observed by McBride et al. [49] that upon heating
the guest chains melted before the sample as can be seen in Figure 21
Figure 20: Temperature against pressure for K determined by McBride et al.
[9]. Green triangles represent bcc, the black squares represent fcc, the blue
triangles represent KIIIa and the red circles represent the liquid.The results
are compared to previous studies. Figure taken from [9]
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Figure 21: Phase diagram of potassium determined by McBride et al. [49]. The
solid line represents the melting curve, the blue circles represent the liquid,
the red diamonds represent the fcc phase, the black triangles represent the
disordered guest chains of KIIIa and KIIIb, the white triangles represent the
ordered guest chains. Figure taken from [49]
Katsnelson et al. [17] produced a phase diagram of K (see Figure 22) us-
ing different melting criteria and compared it to the experimental results of [43].
They used the empirical Lindeman criterion, which was found relatively inac-
curate on wide pressure ranges; they also used the Varshni melting criterion
[50] (which gives the relation between band gap energy and temperature),
which appeared much more accurate and ﬁnally they used the equally accu-
rate Debye model from which they extracted the thermodynamic quantities and
the temperature was determined using the ab initio elastic moduli. Figure 22
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shows that the results ﬁt the experiment of Zha and Boehler [43] but are not in
agreement with the expected melting maximum from both experiment [9] and
theory [46].
Figure 22: Phase diagram of K using the Lindeman criterion (dash-dotted line),
the Varshni criterion (dashed line), the Debye model (dotted line) and the ex-
perimental results from [43]. Figure taken from [17]
Belashchenko and Smirnova [51] described liquid K using the molecular
dynamics model of the embedded atom (EAM) [52] with data on static K com-
pression for T=300 K and pressures ranging from 0 GPa to 52.9 GPa as well
as data from shock compressions for pressures ranging for 0 GPa to 86 GPa.
The potential energy in the EAM is the sum of the embedding potential of the
i th atom and the pair potential previously described in [51]. Various states of
liquid K were considered with pressure of about 0 GPa and density at tem-
peratures up to 2200 K. Their model contained 2000 atoms, the interaction
cutoff radius was 9.57 Å and the Verlet algorithm was used. Their results are
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shown in Figure 23 for the temperature, density, pressure, potential energy,
bulk modulus and diffusion constant. They did point out that the results yielded
an overstating of the bcc phase for K given that the pressure found is of 0.12
GPa when it should be zero. Their results also showed that the inner energy
was not in very good agreement with the experiments and attributed this to
a calculated heat capacity lower than the experimental values, which are re-
ported to be very close to the classical value of 3R until it falls off from 27.5
J/ (mol K) at 400 K to 22 J/(mol K) at 1800 K and the understating of the bulk
modulus was determined to be the cause of the understating of the calculated
heat capacity.
Figure 23: Properties of liquid K calculated by MD (with EAM potentials). Ref-
erence to experiments [7] refers to [53] and [8] refers to [54]. Figure taken
from [51]
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Furthermore they used the Grüneisen model with the data on shock com-
pression up to 86 GPa to determine the temperatures on the Rankine-Hugoniot
curve. They found that the Grüneisen model, which assumes the heat capac-
ity and the Gruneisen parameter to be temperature independent, to be in good
agreement with the experiments for pressures ranging from 10-15 GPa. Be-
lashchenko and Smirnova [51] also estimated the melting temperature of K at
high pressures using the reheating method [55] and their results are shown in
Figure 24, which they found to be in good agreement with experiments up to
5 GPa but then the calculated curve lies about 100 K above the experimental
curve due to the fact that the potential used cannot describe properly both the
liquid and solid states.
Figure 24: Pressure and melting temperatures of K using the reheating
method. Data taken from [51]
1.9 Conclusion
This review clearly shows that there are many areas that require further in-
vestigation. First of all, it has yet to be determined which phase is stable at
zero temperature and pressure. As it was pointed out in sections 2 and 3,
different studies yielded different results and it would be useful to determine
the accuracy of the method used by investigating wether the stable phase is
bcc or fcc. Second of all there were more ab initio studies on high pressure
solid phases than experimental results, perhaps due to the difﬁculty of carry-
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ing out experiments at very high pressures. Similar difﬁculties occur at high
temperatures resulting in a sparsity of studies made and the phase diagram of
potassium has not yet been determined accurately. Third of all the enthalpy of
the host-guest structure has not been determined but as it has been recently
found that  passes through a commensurate value of 8
5
, enthalpy calcula-
tions can be carried out. Fourth, the discrepancy between the experimental
and calculated transition pressures also need to be addressed. Finally, no
ﬁrst-principles study of the anharmonicity or the melting have been carried
out. For clariﬁcation, the sequence of the structures of K mentioned in this
chapter is shown in Figure 25
57
Figure 25: Summary of the sequence of the strutures of K along with the the-
oretical transition pressures. 58
This thesis will ﬁrst give an overview of the computational methods used,
then the results of the static calculations will be given in Part 3 followed by the
solid phase diagram study using the quasi-harmonic approximation in Part 4
and the anharmonicity study in Part 5. Finally Part 6 will show the study of the
melting
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2 Computational Method
2.1 Electronic structure problem
2.1.1 Schrödinger's equation
Quantum mechanics is based on the description of the electrons and the nu-
clei in a system in terms of a wavefunction 	(r,R), where r and R represent the
electronic and ionic coordinates, respectively. The latter does not represent an
observable physical quantity but its square represents the probability of ﬁnd-
ing an electron at any point r. The time-independent Schrödinger's equation
describes the energy and dynamics of a system as follows [56]:
bH	(r) = E	(r) (1)
where E is the energy and bH is the Hamiltonian operator:
bH =  1
2
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where the subscript i and j refer to the electrons, N is the number of electrons
in the system, the subscripts A and B refer to the nuclei, M is the number of
nuclei in the system, MA (MB) is the mass of nucleus A (B), ZA (ZB) is the
nuclear charge, ri and rj are the spatial coordinates of the electrons, RA and
RB are the spatial coordinates of the nuclei and rab is the distance between
the electrons a and b and RAB is the distance between two nuclei A and B.
The ﬁrst and second terms of Equation 2 represent the kinetic energy of the
electrons and the nuclei, respectively. The third terms denotes the attractive
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interaction between the electrons and the nuclei. The fourth and ﬁfth term
give the repulsive interaction between any two electrons and any two nuclei,
respectively. Theoretically, all the properties of a system can be derived from
the many-body Schrödinger's equation. In practice, only a few cases have full
analytical solutions. The difﬁculty in solving this equation is due to various fac-
tors, mainly the electrons and the nuclei obey different statistics and there are
(3M+3N) coupled degrees of freedom. It is therefore necessary to introduce
approximations to render the problem approachable.
2.1.2 Born-Oppenheimer approximation
Although the Schrödinger's equation can be solved exactly for one-electron
systems such as the hydrogen atom, approximations are required in order to
ﬁnd solutions to the Schrödinger's equation for many electron systems. Given
that the mass of the nuclei is much larger than that of the electrons, the Born-
Oppenheimer approximation assumes that the atomic nuclei are stationary
with respect to the electrons, which therefore move adiabatically in a potential
of ﬁxed nuclei [56]. This approximation yields the separation of the wavefunc-
tion as follows:
	(x;R) = (r;R)(R) (3)
Where (r;R) is the electronic wavefunction and (R) is the nuclear wavefunc-
tion. One thus obtains an electronic eigenvalue equation with an electronic
Hamiltonian:
[Te + Vee + VeN(r;R)](r;R) = n(R)(r;R) (4)
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The latter yields eigenvalues n(R) of the nth state which depend parametri-
cally on R. Each solution, n(R) gives rise to a Born-Oppenheimer surface on
which a nuclear eigenvalue equation can be solved:
[TN + VNN(R) + n(R)](R) = E(R) (5)
The Born-Oppenheimer approximation does not allow for non-adiabatic effects
such as excitations of the electrons, however there will be no excitation if the
difference in energy between the ground state and the ﬁrst excited state is
larger than kT , thus this approximation is valid if the surfaces have energy
spacings larger than kT [57]. Furthermore, in many cases it is not necessary
to solve the quantum nuclear equation and the classic nuclei approximation is
thus valid.
2.1.3 Exchange and correlation
When describing electron interactions one must take into account two impor-
tant properties. Firstly, in a many electron system, electrons repel each other
due to their charges, which is expressed in the fourth term of Equation 2 but
this repulsion also gives rise to a correlation between the motion of one elec-
tron and the motion of the other electrons in the system, for which there is no
analytical expression [58]. Secondly because electrons are indistinguishable
they obey the Pauli principle so the probability of ﬁnding two electrons must
stay the same upon position exchange - that is:
j 	(r1; r2) j2=j 	(r2; r1) j2 (6)
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This can be achieved by having two wavefunctions that are identical (sym-
metric) or have opposite sign (antisymmetric). Bosons, and more generally
particles with integer spin must satisfy the ﬁrst condition but fermions (or par-
ticles with half spin) must have antisymmetric wavefunctions. Electrons being
fermions their wavefunctions satisfy:
	(r1; r2) =  	(r2; r1) (7)
The reduction in energy due to this exchange symmetry is called the ex-
change energy, EX .
2.1.4 Hartree-Fock
Hartree proposed a method in 1928 [59] to solve the Schrödinger's equation for
multiple-electron systems which relies on the independent electron approxima-
tion. Therefore the Hamiltonian is represented by the sum of the Hamiltonians
of each electron and the wavefunction is the product of the different electronic
wavefunctions. This representation yields a one electron Schrödinger equa-
tion for the i-th electron:
 O
2
2
 i(r) + V (r) i(r) = i i(r) (8)
Where V (r) represents the potential, which includes the electron-nuclear in-
teractions (VeN(r) =  Ze2
P
R
1
jr Rj) and the mean ﬁeld arising from the other
electrons (VH(r) =  e
R
dr'(r') 1jr r'j), known as the Hartree potential. The po-
tential therefore depends on the wavefunctions of the other electrons, that is,
it depends on the solution to the equation. The Hartree method must there-
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fore be solved using a self-consistent ﬁeld (SCF) method. The procedure is
as follows [58] :
• Provide an initial guess for the electronic orbitals  i
• Compute the Hartree potential, VH(r)
• Solve the one-electron Schrödinger equation
• If the new orbitals are the same (within a threshold) as those in step
1 then the procedure ends. If they are different, the new orbitals are
then used as the new input in step 1. The procedure is repeated until
convergence.
Evidently, the rawness of the Hartree approximation produces fairly inaccu-
rate results as it neglects fundamental physical principles such as the Pauli
exclusion principle, which requires the wavefunction to be antisymmetric with
respect to the change of any two electrons. The latter is clearly not respected
in the Hartree approximation. This can be remedied by introducing a Slater
determinant of single electron orbitals, which was done by Fock in 1930 [60].
This leads to the Hartree-Fock method. As per the Pauli exclusion principle,
the wavefunction must be antisymmetric; condition that is satisﬁed when the
wavefunction is built as a Slater determinant. The Hartree-Fock equation is
derived as: bFi = ii (9)
Where bF is deﬁned as:
bF = bh+ nX
j
(2 bJj   bKj) (10)
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where bJj is the Coulomb operator and bKj is the exchange operator:
Jj(r1)i(r1) =
Z
d3r2j(r2)j(r2)
1
r12
i(r1) (11)
Kj(r1)i(r1) =
Z
d3r2j(r2)i(r2)
1
r12
j(r1) (12)
The total electron energy is therefore:
E = 2
nX
i
(i + hi) (13)
Similarly to the Hartree method, the Hartree-Fock equation is non linear and
must therefore also be solved by the SCF method.
2.2 Density Functional Theory
2.2.1 Hohenberg-Kohn theorems
Density functional theory (DFT) [21] computes the ground state properties of
a system using the electron density rather than the wavefunction. It relies on
the two Hohenberg-Kohn theorems [61]:
Theorem 1: Assuming a non-degenerate ground state, the total energy of
the ground state is a functional of the electron ground state density.
This ﬁrst theorem introduces a one-to-one mapping between the ground
state wavefunction and density. Furthermore, the Schrödinger's equation can
now be solved by ﬁnding a function of 3 spatial variables instead of 3N vari-
ables.
Theorem 2: The true electron density is the one which minimizes the en-
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ergy of the functional.
This theorem provides a variational treatment of the electron density to de-
termine the ground state and only the functional E[n] is sufﬁcient to determine
the ground state density. Using these theorems, the total energy can be split
as:
E[n(r)] = T [n(r)] + Eee[n(r)] + ENe[n(r)] (14)
where n(r) is the electron density, T is the kinetic energy, Eee is due to the
electron-electron interaction and ENe is due to the nuclear-electron interaction.
Equation 14 can be re-written as:
E[n(r)] = F [n(r)] +
Z
n(r)Vext(r)dr (15)
where the ﬁrst term is called the Hohenberg and Kohn universal functional be-
cause it applies to any system and comprises the kinetic and electron-electron
energy terms; the last term gives the interaction of the electron density with an
external potentia Vext(r) and this term is system dependent [62].
The two Hohenberg-Kohn theorems, though groundbreaking, have a few
limitations. First, they are restricted to non-degenerate ground states. Sec-
ond, they do not provide any guidance on the treatment of excited states and
third, they are only deﬁned for v -representable densities [61]. However, this
limitation does not usually affect practical applications.
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2.2.2 Kohn-Sham equations
The method of Kohn-Sham [63] presumes that the ground state density of the
interacting system is the same as that of a ﬁctitious non-interacting system.
This leads to the splitting of the kinetic energy into two terms as follows:
T [n(r)] = Ts[n(r)] + Tc[n(r)] (16)
where Ts is the kinetic energy of the non-interacting system (that is the ﬁrst term
in Equation 2) and a correction Tc due to the electron-electron interactions.
Although there is no exact expression of Ts as a functional of n(r), it is possible
to express it as a functional of single particle orbitals, which are themselves
functionals of n(r). Secondly, Kohn and Sham [63] split the Eee[n(r)] term in
two:
Eee[n(r)] =
e2
2
Z Z
n(r)n(r0)
j r   r0 j drdr
0 + ENC [n(r)] (17)
where the ﬁrst term is the classical Hartree energy and the second term gives
the non-classical part of the electron-electron interactions. Therefore Kohn
and Sham [63] inferred that the universal functional has the following form:
F [n(r)] = Ts[n(r)] + V [n(r)] + EXC [n(r)] (18)
where the second term is the classical Coulomb interaction and the third term
is the exchange correlation energy, which gives the non-classical part of the
electron-electron interaction and is given by:
EXC [n(r)] = (T [n(r)] Ts[n(r)]) + (Eee[n(r)] V [n(r)]) = TC [n(r)] +ENC [n(r)]
(19)
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This leads to a total energy as follows:
E[n(r)] = Ts[n(r)] + (UH [n(r)] + V [n(r)]) + EXC [n(r)] (20)
Solutions of the Kohn-Sham system can be viewed as a minimization problem
but as mentioned previously, Ts is not an explicit functional of the electron
density and therefore Equation 20 cannot be minimized directly with respect
to n(r). One can thus apply a scheme devised by Kohn and Sham [63]. First,
one writes the minimization as:
@E[n(r)]
@n(r)
=
@Ts[n(r)]
@n(r)
+
@(UH [n(r)]
@n(r)
+
@V [n(r)])
@n(r)
+
@EXC [n(r)]
@n(r)
= 0 (21)
Where @V [n(r)])
@n(r)
= v(r) is the 'external' potential the electrons move in, @(UH [n(r)]
@n(r)
=
vH(r) is the Hartree potential and @EXC [n(r)]@n(r) is written as vXC(r). Second, one
considers now a system of noninteracting particles moving in a potential vs(r),
which therefore no longer have Hartree and exchange-correlation terms. The
minimization is now:
@Es[n(r)]
@n(r)
=
@Ts[n(r)]
@n(r)
+
@Vs[n(r)])
@n(r)
= 0 =
@Ts[n(r)]
@n(r)
+ vs(r) (22)
Solving Equation 22 yields the density ns(r) and if one chooses the potential
as vs(r) = v(r) + vH(r) + vXC(r) then both minimizations must have the same
solution: ns(r)  n(r) Finally this yields a set of single particle equations:
( 1
2
O2 + vs(r))i = "ii (23)
where Veff(r) =
R n(r)
r12
dr2+VXC(r) 
PM
A
ZA
r1A
; i are the orthonormal molec-
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ular orbitals. To solve the Kohn-Sham equations, one must ﬁrst deﬁne the
Hartree potential for which the electron density is required. Determining the
electron density necessitates the single electron wavefunctions, which in turn
are known when solving the Kohn-Sham equations. It is therefore a non-linear
problem which must also be solved by the SCF method:
• Deﬁne initial trial density n(r)
• Solve Kohn-Sham equations to ﬁnd the single electron wavefunction
• Calculate the electron density n1(r) using the single particle wavefunc-
tions
• If n1(r) = n(r) then the cycle ends and n1(r) is the ground state density.
If n1(r) 6= n(r) then the trial density is updated and the cycle starts again.
2.2.3 Mermin formulation ﬁnite temperature
Mermin [64] proved a generalization of the DFT at ﬁnite temperatures. To do
so, a statistical average is produced to ﬁnd the energy of the equilibrium state.
Mermin [64] constructed a grand potential functional, which must be minimized
to obtain the equilibrium density [65]:

[b] = Trb[( bH    bN) + kBT lnb] (24)
whose minimum is the equilibrium grand potential:

[b0] =  kBT lnTre kBT ( bH  bN) (25)
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with the density matrix:
0 =
e ( bH  bN)
Tre ( bH  bN) (26)
This generalization allows for the entropy and other thermodynamic properties
to be deﬁned as density functionals. In order to apply Mermin's formulation,
the occupation numbers ni must be expressed in accordance with the Fermi-
Dirac distribution:
ni = [e
( ) + 1] 1 (27)
2.3 Implementation of DFT
2.3.1 Plane Wave Basis Set
In the Kohn-Sham equations the wavefunctions are represented as a linear
combination of basis functions. The repetition of the unit cell of a periodic
crystal leads to the application of periodic boundary conditions, therefore the
simulation cell will interact with images of itself in all directions. Hence the po-
tential felt by an electron will be periodic and according to Bloch's theorem [66],
the wavefunction of an electron within a periodic potential can be expressed
as:
 j;k(r) = uj(r)eikr (28)
Where j refers to the band index, k is a wavector conﬁned to the ﬁrst Brillouin
Zone (BZ), uj(r) is a periodic function with the periodicity of the lattice. There-
fore plane waves are a natural choice of basis functions to expand uj(r) with
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wavectors G, which are the reciprocal lattice vectors of the crystal:
uj(r) =
X
G
cj;Ge
iGr (29)
where G  R = 2m, with m an integer, R the lattice vectors and cj;G the plane
wave coefﬁcients. Hence the electron wavefunctions can be expressed as:
 k(r) =
X
G
ck;Ge
i(k+G)r (30)
The number of plane waves required to expand a wavefunction is determined
by the parameter Ecut, which is the maximum kinetic energy a plane wave can
have:
(k + G)2
2
 Ecut (31)
Using planewaves as a basis set offers advantages as the planewaves are
orthogonal and independent of atomic positions thus yielding no basis set su-
perposition error (BSSE occurs as the interatomic distance decreases - the
basis sets of two atoms can overlap, which impacts the energy of the atoms.)
Planewaves do, however, present a few drawbacks; mainly the very quick
variations of the inner wavefunctions, which require a very large number of
planewaves.
2.3.2 Pseudopotentials
A solid can be regarded as a collection of valence electrons and ion cores.
The ion cores are comprised of nuclei and tightly bound core electrons. The
wavefunctions of the valence electrons are orthogonal to the core electrons
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wavefunction. All-electron DFT methods treat both valence and core elec-
trons equally. The closer electrons are to the nucleus, the higher their kinetic
energies and therefore an extremely large number of planewaves would be re-
quired to model the rapid oscillations close to the nucleus. Including these high
energy plane waves is computationally expensive, hence the solution to that
problem is to take into consideration the fact that only valence electrons par-
ticipate in chemical bonding, whereas the core electrons are too tightly bound
to contribute signiﬁcantly to bonding. The pseudopotential approach therefore
assumes the ion cores to be frozen [67]. Core electrons are thus represented
by a pseudopotential. Pseudo wavefunctions will not have nodes inside the
core regions so they only require a small basis set.The norm conserving po-
tential [68] introduces a core radius where the all-electron wavefunction is re-
placed by a soft, nodless pseudo wavefunction. The latter must have the same
norm as the all-electron wavefunction within the core radius and outside both
wavefunctions must be identical. The scattering properties of the full ionic po-
tential should be the same as that of the pseudopotentials. The total charge
of each pseudo wavefunction must equal the charge of the all electron wave-
function (norm conserving criteria). The norm conserving pseudopotential can
be fairly hard (i.e it requires a lot of Fourier components). A larger core radius
results in a softer pseudopotential, (therefore more efﬁcient in terms of num-
ber of plane waves) and a smaller radius provides more transferability and
reliability [69]. Vanderbilt [70] introduced the ultrasoft pseudopotential, which
is no longer required to obey the norm conservation thus reducing the cutoff
energy. Indeed, a high cutoff energy is necessary when tightly bound orbitals
have a signiﬁcant weight inside the core region and to reduce the basis set
the norm conserving criteria must be violated by removing the charge of these
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orbitals from the core achieved by introducing a generalized orthonormality
condition.They also guarantee the appropriate scattering properties making
them more transferable and accurate.
2.3.3 Projector Augmented Wave method
Pseudopotentials, albeit simple, do present drawbacks. Indeed, assuming the
core to be frozen results in losing information on the charge density and the
wave function near the nucleus.Augmented Waves Methods [71] introduced
basis functions based on atom like wavefunctions thus rendering it possible to
study bonding.The Projector Augmented Wave (PAW) method was ﬁrst intro-
duced by Blöchl [72] and is a combination of pseudopotential and augmented
wave methods. The PAW method seeks a linear transformation which maps
the true all-electron wavefunction  (r) and exhibits strong oscillations near the
nucleus, to an auxiliary smooth wavefunction.
 (r) = bT e (32)
The transformation operator is determined using the fact that the real wave-
functions are already smooth far from the core and therefore should only mod-
ify the wavefunctions near the core. To determine the transformation operatorbT , non overlapping spheres centered on atoms are deﬁned. In each sphere
R, a pseudo partial wave i is constructed as the solution of the Schrödinger
equation for the isolated atom. The transformation operator is then deﬁned as:
bT = 1 +X
i
(j i >   j ei >) < epi j (33)
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Where i is the all electron partial wave and epi is the projector function. bT
therefore gives access to the true wavefunction via the auxiliary wavefunction
as follows, where the equation is illustrated in Figure ??.
j  n >=j f n > +X
i
(j i >   j ei >) < epi j f n > (34)
The PAW method relies on the frozen core approximation and presents
many advantages as it outputs the real density of the system and provides
high accuracy.
2.3.4 Exchange-Correlation Functionals
Local Density Approximation An approximation to the exchange-correlation
energy was introduced by Kohn and Sham [63] called the local density approx-
imation (LDA), which is based on the exchange-correlation energy of a uniform
electron gas. A uniform electron gas is deﬁned in Burke [73] as a system in
which 'the electrons sit in an inﬁnite region of space, with a uniform positive ex-
ternal potential, chosen to preserve overall charge neutrality'. The exchange
energy for a homogeneous electron gas is known exactly:
ELDAx [n] =  
3q2
4

3

Z
d3rn(r)4/3 (35)
The correlation energy of a uniform electron gas, however, is not known.
Ceperley and Alder [74] carried out quantum Monte-Carlo calculations to ob-
tain the total energy of a uniform electron gas. Correlation energies are now
parametrizations of this data, the most common one is that of Perdew and
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Zunger [25] eLDAc . Hence the total LDA exchange correlation energy is:
ELDAXC [n] =
Z
d3r ehomXC [n(r)] (36)
Equation 36 illustrates the 'local' character of this approximation given that
the exchange correlation energy at r depends only on the electron density at
r. The LDA presents some further disadvantages beyond its local character
such as the underestimation of the band gap for semiconductors and insu-
lators, overestimation of the binding energies and incomplete cancellation of
the self-interaction [75] (i.e. the artiﬁcial interaction of an electron with itself),
to cite a few. Nevertheless, the LDA has been successful, partially due to
its cancellation of errors as the correlation energy is underestimated and the
exchange energy is overestimated. A variation of the LDA, called the local
spin density approximation (LSDA) [76], was developed using the energy of a
polarised uniform electron gas.
Generalised Gradient Approximation Although the LDA proved to be suc-
cessful for many systems, any real system is inhomogeneous as its den-
sity varies spatially. The generalised gradient approximation (GGA) includes
terms with the gradient of the density:
EGGAXC [n] =
Z
d3rf(n(r);5n(r)) (37)
Various GGAs have been developed and they differ in the choice of f . For
instance, Becke's exchange functional (B88) [77] is a parametrised one (it's
also been called semi-empirical given that parameters are ﬁtted to experimen-
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tal data). The latter is a functional of the density and the density gradient. In
1991, Perdew and Wang derived the PW91 exchange correlation functional
Perdew et al. [19], which is a correction to the LSDA . In 1996, Perdew, Burke
and Ernzerhof derived the PBE exchange-correlation functional [78], which
has replaced PW91.
It is worth noting that GGA is deﬁnitely an improvement to the LDA but even
though the density gradient is included it is still thought of as local given that
both the density and its gradient are evaluated at a single point. GGA should
therefore be considered semi-local rather than non-local as the gradient and
the density are still taken at a single point r. Both the GGA and LDA fail to
describe adequately Van der Waals interactions [79].
Van der Waals functionals As aforementioned, both the LDA and the GGA
do not accurately describe dispersion interactions, mainly due to their local
character. New functionals were developed by [80, 81] specially to include
non local effects and thus attempt to describe Van der Waals effects. The two
functionals that will be described here have the same form:
EXC = E
GGA
X + E
LDA
C + E
NL
C (38)
Where EGGAX is the GGA exchange energy, ELDAC is the local correlation en-
ergy from the LDA and ENLC is the non-local correlation energy. J. Klimes [80]
studied the implementation of various alternatives of the EGGAX term, mainly
the exchange energy of GGA-PBE and of B88. Both have shown good perfor-
mances on the calculations of bulk modulus, atomization energies and lattice
constants.
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2.3.5 K-point sampling
Observables, (such as the energy, charge density, density of states...) are in-
tegrals over all k-points within the ﬁrst Brillouin Zone. In an inﬁnite system, the
states are grouped in bands and inside each band the states are continuous.
As the simulation cell is ﬁnite, the states are discrete. In a periodic system, a
primitive cell can be used but there woud still be an inﬁnite number of states,
however, an inﬁnite number of k-points would need to be included. Therefore
to evaluate computationally it is necessary to replace the integral with a dis-
crete sampling of k space. The number of plane waves,in principle inﬁnite, is
limited by the energy cutoff. It is worth noting that the states are discrete as
the simulation used is small so one can trade k-points for cell size. The most
widely used approach is that of Monkhorst and Pack [82]. The latter only re-
quires the total number of k points in each direction as input Ni and the formula
spreads out the points as follows:
kn1;n2;n3 =
3X
i=1
2ni  Ni   1
2Ni
G (39)
Where Ni is the number of k-points in each direction, ni = 1; :::; Ni and G
are the reciprocal lattice vectors of the crystal.This yields a rectangular grid of
points spaced evenly throughout the BZ. Increasing the dimensions of the grid
makes the sampling ﬁner and more accurate. The appropriate grid size can
be determined by carrying out convergence tests.
Partial occupancies and metallic systems For metallic systems the func-
tions being integrated are discontinuous at the Fermi level as the occupancies
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jump from 1 to 0, which means a denser k-point grid is required to get well con-
verged results. Indeed many k-points are needed to reproduce the fact that for
the highest band there is a sharp discontinuity in k space between occupied
and unoccupied states. To integrate this discontinuous function, one solution
is to smear it out by replacing the step function by a smoother function. The
latter can be achieved by introducing an electronic temperature. Regardless
of the method chosen, the results should be comparable as in all cases the oc-
cupation numbers will become fractional and the energy functional is no longer
the 0K one but the total free energy E-TS.
Fermi Smearing The ﬁrst method consists in using the physical Fermi-
Dirac function in lieu of the step function thus leading to the grand canonical
extension of DFT by Mermin:
f(
  

) =
1
e
 
 + 1
(40)
Where  is the smearing factor, which represents the electronic temperature
of the system. The issue with this method is that to increase the convergence
speed, the value of  must be fairly large (0.1-0.5 eV), corresponding to thou-
sands of degrees.
Linear tetrahedron method In this case the one electron energies are
interpolated between k-points and the integral is calculated analytically within
each tetrahedron [83]. Later Blöchl et al. [84] introduced a correction formula
to the linear approximation by taking into account the curvature of the bands at
the Fermi surface. This method is known to converge very fast and is widely
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used to determine the energy of bulk materials, though it is less adequate for
supercells as a minimum number of k-points is required. Moreover it is not
applicable to calculate exact forces.
Gaussian Smearing Here, the step function is replaced by a Gaussian
one:
f(
  

) =
1
2
(1  erf[  

]) (41)
Where erf is the error function. The method of Methfessel and Paxton [85] is
a generalization of the Gaussian smearing by expanding the step function as
a set of orthogonal Hermite polynomials.
2.3.6 VASP: inputs
VASP [86] was used to perform the calculations in this thesis. VASP is a
software package to carry out ﬁrst principles electronic structure and quan-
tum molecular dynamics calculations by computing an approximation of the
Schrödinger equation with DFT. VASP requires four input ﬁles: POTCAR,
POSCAR, KPOINTS and INCAR.
POTCAR This ﬁle contains the potentials of each atomic species as well as
information about each element such as their mass, valence etc. The POT-
CAR ﬁle also contains a default energy cutoff, ENMAX. Both hard and soft
potentials are provided for some elements.
POSCAR It speciﬁes the geometry of the unit cell as well as the position of
the atoms within that unit cell. After each run, VASP outputs a ﬁle CONTCAR,
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which has the same format as POSCAR as it contains the ionic positions of
the last step of relaxation and is therefore often used as a POSCAR input ﬁle
if the relaxation has not converged.
KPOINTS This ﬁle gives the k-point sampling of the BZ.
INCAR It determines how and what to do by specifying a large number of
parameters. A list and description of these parameters can be found in the
VASP manual [87].
2.4 Quasi-Harmonic Approximation
At low temperatures, atomic vibrations are much smaller than interatomic dis-
tances thus the harmonic approximation assumes the ground state energy
depends quadratically on these deviations from equilibrium [88]. Therefore,
in the harmonic approximation, the vibrational contribution to the free energy
does not depend on volume. The harmonic approximation, however, suffers
from shortcomings such as inﬁnite thermal conductivity and phonon lifetimes
and the independence of vibrational spectra on temperature to cite a few. To
remedy to these drawbacks one would have to calculate all phonon-phonon
interactions [89]. The quasi-harmonic approximation (QHA) [88] avoids doing
the latter to correct these failings by introducing volume dependent frequen-
cies.
The potential energy of a crystal can be expressed as a function of atomic
positions. If one takes a Taylor expansion around its equilibrium value then
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the following is obtained [90]:
Uharm(V;R) = Ueq +
X
i
@U(V; 0)
@ui;
ui; +
1
2
X
i;j;;
@2U(V; 0)
@ui;@uj;
ui;uj; +O[u
3] (42)
Where ui; is the displacement of the ith atom in the  direction The second
term on the right hand side is null since it is evaluated at the equilibrium po-
sition, where the potential energy will be minimum. The QHA is obtained by
only retaining the terms up to second order. The potential energy function
Uharm then determines the Helmholtz free energy:
F (V; T ) = Eperf + Fharm(V; T ) (43)
Where Eperf is the energy of the static lattice and Fharm(V; T ) is the quasi-
harmonic contribution to the free energy, which can be expressed as:
Fharm =
kBT


Z
BZ
dq
X
s
ln(2sinh~!qs/2kBT ) (44)
Where 
 is the volume of the Brillouin Zone (BZ), !qs is the frequency of the s-
th vibrational mode at wave vector q. The difﬁculty of QHA thus lies within the
determination of the phonon density of states, which is a continuous function
of the speciﬁc volume [88]. To obtain the phonon frequencies, there are two
ab initio approaches to phonon calculations: the linear response method and
the direct method. The former introduces a lattice perturbation yielding the
inverse dielectric matrix , which is then used to get the dynamical matrix [91].
The direct approach has two variants: ﬁrst, the frozen-phonon method [92]
and second, the method relies on the forces induced on all atoms following
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the displacement of atoms in a supercell with periodic boundary conditions.
Only the latter will be described here. The phonon frequencies are the square
root of the eigenvalues of the dynamical matrix:
Di;;j;(k) =
X
t
i;;jt;p
MiMj
expikxt (45)
Where Mj and Mi are the masses of the atoms j and i in the primitive cell, jt is
the equivalent atom of j in cell t and xt is the displacement of cell t with respect
to the primitive unit cell and i;;jt; is the force-constant matrix. The dynam-
ical matrix is the Fourier transform of the force constant matrix at wavevector
k. The small displacement method aims to compute i;;jt; by displacing one
atom i in cartesian direction , whilst keeping all other atoms ﬁxed at equilib-
rium. The force ﬁeld is then calculated via the Hellman-Feynamn theorem [93]
and the restoring forces on all other atoms yield elements of the force constant
matrix:
i;;j; =
@2U
@ui;@uj;
'  Fj;
ui;
(46)
The smaller the displacement, the better the harmonic approximation, how-
ever, if the displacements are too small then the numerical error becomes non-
negligible. Translational invariance means that there are at most 3N calcula-
tions needed, where N is the number of atoms in the primitive cell. Symmetry
relations, however, can reduce this number drastically. Also, in principle, the
elements of the force constant matrix are not null for large separations so care
must be taken when setting a cutoff distance beyond which these elements
are negligible. Furthermore, the force constant matrix represents that in the
inﬁnite lattice but it is calculated in a supercell thus generating information only
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at wavevectors that are reciprocal vectors of the supercell. Hence, a further
assumption must be introduced [94]; assuming that the Wigner-Seitz (WS) cell
is centred on the cell of the displaced atom (R) then it is assumed that the in-
ﬁnite force constant matrix is zero if R lies within a different WS, it is equal to
the supercell force constant matrix if R lies within the same WS and is equal
to the supercell force constant matrix divided by an integer P if R lies on the
boundary of the same WS, where P is the number of WS cells with R on its
boundary. Under this assumption the force constant matrix will converged to
the inﬁnite one as the dimensions of the supercell are increased [90]. Also,
given that the crystal is not truly harmonic the expression for the force constant
is only an approximation and in such is not necessarily invariant under symme-
try relations of the crystal. It must, therefore, be symmetrised with respect with
the point group operations of the crystal, which can also remove lowest-order
anharmonicities [90]. There are other sources of errors when calculating the
forces: errors due to the ﬁnite basis sets and k-point grid are inherent to all
ab initio calculations, however, the Hellmann-Feynman theorem shows that
errors in the wavefunctions will only yield second order errors in the energy
but ﬁrst order errors will be induced in the forces [90]. Errors can also arise
from the relaxation of structures or anharmonicity.
2.5 Molecular Dynamics
Ab Initio Molecular Dynamics (AIMD) relies on a key principle that is ergod-
icity, which assumes that in the limit of inﬁnite trajectory, thermal ensemble
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averages are equivalent to time averages [95]:
< A >time=< A >ensemble (47)
Two further assumptions must also be made; ﬁrstly, the nuclei are treated
as classical particles and thus their positions and momenta follow Newton's
equations of motion [66]:
_x =
@H
@px
=
px
m
= vx (48)
_px =  @H
@x
=  @V (x)
@x
= F = max (49)
Secondly, the forces on the nuclei are due to the electrons in their ground
state (the latter refers to the Born-Oppenheimer approximation aforementioned).
The AIMD scheme, therefore, computes the forces using the Hellmann-Feynman
theorem at each time step and then integrates Newton's equations of motion
using the Verlet algorithm [96] to generate the trajectory of the ions. The Verlet
algorithm combines a backward and forward Taylor expansion of the positions
r(t):
r(t+t) = r(t) + v(t)t+
1
2
a(t)t2 +
1
6
...
r (t)t3 +O(t4) (50)
r(t+t) = r(t)  v(t)t+ 1
2
a(t)t2   1
6
...
r (t)t3 +O(t4) (51)
Where v(t) is the velocity, a(t) is the acceleration and ...r (t) is the third time
derivative of r(t) Adding these two Taylor expansions then gives:
r(t+t) = 2r(t)  r(t t) + a(t)t2 +O(t4) (52)
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This form of the Verlet algorithm provides a reasonable approximation for the
trajectories, if the time step is small enough.
The electrons are relaxed at each time step in order for them to remain in
the self-consistent ground state. The calculations in this work were performed
in the canonical ensemble where the number of particles (N), the volume (V)
and the temperature (T) are ﬁxed and is thus referred to as the NVT-ensemble.
The temperature was controlled by using an Andersen thermostat [97], which
introduces random collisions of the particles with an imaginary heat bath at
the set temperature. This is done by periodically, randomly reassigning the
atomic velocities from a Maxwell-Boltzmann distribution at the same temper-
ature and therefore this generates the canonical ensemble. When calculating
thermal averages for a harmonic system (or similar to harmonic), the degrees
of freedom do not exchange energy thus rendering the calculations very long
in order to scan the whole phase space. The statistical sampling introduced
by the Andersen thermostat resolves this problem.
2.6 Thermodynamic Integration
The Helmholtz free energy of a system is expressed as [98]:
F =  kBT ln

1
N !3N
Z
dR1:::dRn exp[  1
kBT
U(R1:::Rn;T)

(53)
Where  = h
(2MkBT )1/2
is the thermal wavelength, N is the number of atoms
in the system, M is the nuclear mass, U(R1:::Rn;T) is the free energy of the
electrons, h is the Planck constant, kB is the Boltzmann constant and T is
the temperature. This equation cannot be calculated directly as knowledge
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of U(R1:::Rn;T) for every position of the atoms would be required. A method
commonly used to calculate the Helmholtz free energy is thermodynamic in-
tegration [99]. Generally speaking, this scheme yields the difference of free
energies F1 F0. The anharmonic contributions to the free energies were cal-
culated using thermodynamic integration. This method is founded on the idea
that F1   F0 is the work done when reversibly, continuously and isothermally
switching the corresponding energy functions from U0 to state U1.To achieve
the latter, a switching parameter  is introduced thus deﬁning a new poten-
tial energy function, U = h()U1 + f()U2 where h() and f() are arbitrary
switching functions that must fulﬁl the following conditions:
8<:h(0) = 1; h(1) = 0f(0) = 0; f(1) = 1 (54)
A simple choice for the switching functions is h() = 1    and f() = .
According to statistical mechanics, the work done in an inﬁnitesimal change
d is [94]:
dF =<
dU
d
> d =< U1   U0 > d (55)
Thus yielding the following formula:
F = F1   F0 =
Z 1
0
< U1   U0 > d (56)
Where F represents the work done and < : > is the thermal average in
the ensemble generated by U. U1 is chosen as the ab initio energy function
whose free energy we aim to calculate and U0 is chosen as the total energy
function of a "reference system'', Uref, whose free energy can be calculated.
When phonons are stable, the reference system can be chosen to be the total
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energy of the ab initio system calculated in the QHA. It is worth noting that
the required computational effort is considerably reduced if the ﬂuctuations of
the energy differences between the reference and the ab initio systems are
small given that it reduces the amount of sampling. Subsequently, M values
of  are chosen from the interval [0,1] and at each value an AIMD simulation
is performed in the NVT-ensemble governed by the energy function U to get
the average < U1   U0 >. These averages were thus plugged into Eq. 56,
which was then integrated numerically using the trapezium rule yielding F .
Errors associated with this method are mainly due to integration errors if the
number of  is too small and statistical errors.
In practice, two steps were introduced in order to render the procedure
computationally efﬁcient. Essentially, the method above was applied to the ab
initio system with non-converged parameters, Ulow (i.e. k-points grid, plane
wave cutoff, number of valence electrons, smearing parameters). The second
step calculated the difference between Ulow and the now ab initio system with
converged parameters, U . Given that the ﬂuctuations of the energy differences
between Ulow and U were small enough, the following perturbative approach
to TI was applied:
F ' Elow+ < U >0 + 1
2kBT
< (U)2 >0 (57)
Where U = U1   U0  < U1   U0 >0. This perturbative approach can
be applied by sampling the phase space with the reference system and then
extracting statistically independent conﬁgurations to perform an ab initio static
calculation on each of them.
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2.7 Coexistence
There are mainly two experimental approaches to measure the melting tem-
perature of materials: static compression and shock experiments [100]. There
have been large discrepancies between the two, indicating the difﬁculty of car-
rying out such experiments. Furthermore, neither approach can accurately
determine the melting properties of materials at very high pressures. First-
principles calculations can provide reliable results of melting properties. There
are two possible techniques: the free energy approach and the coexistence
method [98]. Both methods can either be used as a direct method or using
an empirical model to mimic the liquid and the solid. Direct coexistence and
coexistence using a potential are both detailed below.
2.7.1 Direct coexistence
The direct coexistence [101] method consists in simulating both liquid and solid
in a cell. Once the liquid and the solid are in equilibrium, the average value
of the pressure and temperature yield a point on the melting curve. To pre-
pare the simulation, the perfect crystal is ﬁrst thermalized at a temperature
slightly below the expected melting temperature. Afterwards, half the atoms
are free to evolve at a very high temperature until this half melts. The liquid is
then rethermalized back to the initial guessed temperature. Finally, the sys-
tem is allowed to evolve freely in the NVE ensemble. The system can either
completely melt or soliﬁdy, if E is not within the right range. Therefore, 'trial
and error' steps are necessary to identify a coexistence range. This method
is, however, extremely computationally expensive as it requires a very large
number of atoms (i.e. a few hundred or thousand atoms are needed). An
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alternative to reduce the computational price is to use an empirical potential.
2.7.2 Coexistence method with a reference model
Initially, an empirical reference model is ﬁtted to the ab initio simulations, which
are carried out under conditions close to the melting. Then, this reference
model is used in simulations on very large systems to determine points on the
melting curve. In practice, both the embedded atom model (EAM) [102] and
the Stillinger-Weber model [103] were tested as reference models. The EAM
can be expressed as:
Uref(r1; :::rN) =
1
2
"
X
i 6=j

a
rij
n
  C"
X
i
"X
j 6=i

a
rij
m# 12
(58)
Where the ﬁrst term on the right hand-side is a repulsive term and the second
one is the embedding term. The reference model is chosen to mimic the ab
initio system by adjusting the parameters a (characteristic length) , " (energy
scale), m (embedding exponent), n (repulsive component) and C (dimension-
less coefﬁcient) [104]. The Stillinger-Weber model can be expressed as:
V = A[
X
<ij>
v
(2)
ij rij +

A
X
<ijk>
v
(3)
ijk(rij; rik)] (59)
Once the ﬁt has been performed, a supercell is thermalized slightly below
the expected melting temperature. Half the atoms are then ﬁxed and the other
half is melted by heating it to a very high temperature. To monitor the state of
the cell, the density number is calculated. With half the atoms still ﬁxed, the
molten half is rethermalized to a temperature close to the expected melting
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temperature. Finally, the ﬁxed atoms are released and thermal velocities are
assigned. The system is then allowed to evolve freely for a long time until
both the solid and the liquid come into equilibrium thus yielding a point on the
melting curve.
2.7.3 Correction to the coexistence
The coexistence method described above generates errors which can be due
for instance to insufﬁcient k-point sampling or incomplete basis sets. The use
of a reference model introduces a new source of error due mainly to the dif-
ferences between full ab initio and reference model calculations and this will
necessarily incur errors in the melting temperature, which can be evaluated
[105]. Gls is the difference between the Gibbs free energy of the liquid and the
Gibbs free energy of the solid at a given pressure and temperature. Therefore:
GlsAI(P; T ) = G
ls
ref(P; T ) + G
ls(P; T ) (60)
Where  refers to a shift caused by changing Uref to UAI , Gls(P; T ) represents
the difference between the Gibbs free energies of the liquid and the solid and
 is a parameter introduced to expand the T refm as a power series [105]:
T AIm = T
ref
m + T
'
m + 
2T ''m + ::: (61)
The ab initio melting temperature T AIm is the solution of GlsAI(P; T ) = 0, which
can be solved using the expansion in Equation 61. To ﬁrst order, the melting
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temperature shift is [106]:
Tm ' G
ls(T refm )
Slsref
(62)
Where Slsref is the entropy of fusion. The latter can be obtained by performing
AIMD simulations of the solid and the liquid separately in the NVT ensemble
using the same T as that of the coexistence simulations. These simulations
generate the enthalpy of fusion Href, which can be inserted into: H lsref=T refm Slsref
to get the reference entropy of fusion [104]. For calculations performed in the
isothermal-isobaric ensemble, the shifts of the Gibbs free energies of the liquid
and the solid can readily be evaluated using:
G '< U >ref  1
2
 < U2 >ref (63)
Where U2  U  < U >ref and averages are taken in the reference
ensemble. It is convenient to perform calculations at constant volume and
temperature and for that reason, one can compute the shift of the Helmholtz
free energy energy instead using Equation 63. To revert to the Gibbs free
energy, one must use the following relation [105]:
G = F   1
2
V T (P )
2 (64)
Where T is the isothermal compressibility and P is the pressure change
upon replacing Uref by UAI at constant volume and temperature.
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2.8 Z method
The Z method attempts to recreate how melting is measured in experiments.
The method starts with a solid and the temperature is gradually increased.
When the temperature is high enough the solid melts and it is readily observ-
able as latent heat causes a temperature drop. There are drawbacks to this
method which is why the theory of the Z method is not fully understood. Indeed,
melting occurs usually from surfaces and defects in experiments whereas in a
computational study the solid will remain in a metastable state after the tem-
perature goes above the melting temperature. The Z method was introduced
for the ﬁrst time in [107] on Molybdenum where the initial conﬁguration is a
solid whose ﬁnal state lies on the isochore corresponding to the ﬁxed volume.
The isochore is composed of 4 parts [107] : ﬁrst, a solid which transforms into
a superheated solid, a transition from the superheated solid state to the melt-
ing curve and ﬁnally, a liquid part. In theory, there is a maximum energy ELS
which can be given to a solid before it melts in the microcanonical ensemble
(NVE - with N being the number of particles, V the volume and E the energy
of the system). This energy corresponds to the limit of superheating temper-
ature TLS. If the energy is increased above Em the solid then spontaneously
melts. The latter leads to an increase in potential energy thus the tempera-
ture decreases [108]. After melting has occured the ﬁnal temperature is the
melting temperature Tm. At a ﬁxed volume the various (E,T) points present a
Z shape as shown in Figure 26. In practice, a molecular dynamics simulation
is performed on a solid at different initial kinetic energies. The system is then
allowed to evolve freely under the classical equations of motion until the tem-
perature drops to Tm at the chosen pressure [109]. The Z method requires
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long simulations and directly yields points (P, Tm) on the melting curve.
Figure 26: Schematic representation of the Z method. Figure taken from [108]
It is worth noting that a study [110] showed that the elapsed time ! before
melting is not correlated to initial conditions and therefore will differ in each
run.The same study also concluded that the mean waiting time depends on the
difference between the mean solid temperature Tsol and TLS. Indeed melting
occurs more rapidly as this difference gets larger. Furthermore, Alfè D. and
Gillan [110] also showed that the mean waiting time can approximately be
represented by< ! >= A/(Tliq Tm)2 where Tm does not depend on Tliq nor N
but A is inversely proportional to N. It is worth noting that the main assumption
behind the Z method is that it only works if the simulation can be done for an
inﬁnite amount of time. Finally, caution is to be exercised as the Z method
assumes that the ﬁnal state of melting will be solely composed of liquid when
in fact it could also be composed of a mix of solid and liquid [110].
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3 Static Calculations
3.1 Method
In order to establish which phases are stable at zero temperature and ﬁnite
pressures, one must ﬁrst determine each phase's enthalpy F0. The phase
with the lowest enthalpy is thus the most stable one. Therefore, energy versus
volume curves were produced and then ﬁtted to a third order Birch-Murnaghan
equation of state (Eq. 65), which then yielded the equilibrium volume V0, bulk
modulus B0, minimum energy E0 and ﬁrst derivative of the bulk modulus B
0
0.
E(V ) = E0 +
9V0B0
16
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The pressure was then found using:
P (V ) =
3B0
2
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The enthalpy is deﬁned as:
H = E(V ) + PV (67)
The enthalpies of various phases are then plotted as a function of pressure
yielding the most stable one.
3.2 Structural properties of bcc and fcc
Given the large number of previous work done on bcc and fcc, calculations
on these two phases were used as an initial test of the method's robustness.
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Calculations on both bcc and fcc were performed using both the LDA and the
GGA PBE. Two different number of valence electrons were also tested within
the GGA (7 and 9 valence electrons). Fermi smearing was used throughout
with a smearing parameter  = 0.05 eV. Convergence was achieved using a
20x20x20 Monkhorst-Pack k-point grid and a plane wave cutoff of 400 eV. A
plane wave cutoff of 800 eV and a k-point grid of 25x25x25 were tested to
check convergence and energies were converged within 0.18 meV and 2.22
meV for bcc and fcc, respectively, as shown in Appendix A.1. The latter yielded
a bulk modulus converged within 0.03 GPa, a lattice parameter converged
within 0.002 Å, the minimum energy converged within 0.3 meV and the ﬁrst
derivative of the bulk modulus converged within 0.1 GPa as shown in Appendix
A.1.The results obtained for the lattice parameter a, B0, E0 and B
0
0 for bcc and
fcc are shown in Table 3 and 4, respectively.
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Table 3: Calculated structural properties for bcc K at T = 0 K compared to
previous theoretical and experimental data
a (Å) B0 (GPa) B0' Reference
5.29 3.68 3.66 Full-potential linear aug-mented plane-wave [12]
5.22 4.30 2.79 Pseudopotential plane-wave [12]
5.30 6.08 1.87 Projector augmented wavemethod [12]
5.03 5.4 -
Full potential linearized
augmented plane-wave
[13]
5.04 4.8 - LDA [14]
5.27 3.6 - GGA PBE [14]
5.10 4.3 - Pseudopotential method[15]
5.05 4.7 - Augmented plane-wavewith LDA [16]
5.33 2.96 4.06 Experimental [10]
5.22 3.4 - Experimental [13]
5.29 3.6 5.6 This work - GGA
5.04 4.5 5.6 This work - LDA
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Table 4: Calculated structural properties for fcc K at T = 0 K compared to
previous theoretical and experimental data
a (Å) B0 (GPa) B0' Reference
7.16 3.23 3.38 Full-potential linear aug-mented plane-wave [27]
6.52 4.52 2.8 Pseudopotential plane-wave [27]
6.34 5.2 -
Full potential linearized
augmented plane-wave
[13]
6.36 4.5 - LDA [14]
6.65 3.5 - GGA PBE [14]
6.40 4.4 - Pseudopotential method[15]
6.35 4.6 - Augmented plane-wavewith LDA [16]
6.58 4.25 3.63 Experimental [10]
6.67 3.5 5.5 This work - GGA
6.36 4.5 5.5 This work - LDA
The results for both GGA and LDA were found to be in excellent agreement
with previous calculations, thus providing an initial validation of the method
used. It is worth noting, however, that the LDA signiﬁcantly underestimates
the equilibrium lattice parameter compared to experimental results whereas
GGA slightly overestimates it. As for the bulk modulus, it was found that GGA
calculations yielded a value closer to the one determined experimentally as
was previously found by [14].
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3.3 Transition pressure bcc-fcc
The transition pressure at which bcc transforms into fcc was obtained by plot-
ting the enthalpy of both structures with respect to pressure, which is shown in
Figure 27, which exhibits a transition pressure of 11.3 GPa. There has been
some debate as to whether bcc or fcc was more stable at zero pressure and
temperature. Figure 27 exhibits bcc as the most stable one albeit very small
energy differences.
Figure 27: Enthalpy of fcc with respect to the enthalpy of bcc plotted against
pressure where the blue line represents the enthalpy of fcc and the orange line
is the enthalpy of bcc. It can be seen that the transition from fcc to bcc occurs
at 11 GPa.
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The transition pressures obtained with the GGA PBE and the LDA are
shown in Table 5 below, along with previous experimental and theoretical re-
sults.
Table 5: Calculated transition pressures for fcc K at T = 0 K compared to
previous theoretical and experimental data. (PV and SV stand for 7 and 9
valence electrons, respectively)
Parameters Transition pressure (GPa)
PV GGA 11.4
SV GGA 11.3
PV LDA 10.7
SV LDA 10.9
Experimental [8] 11
Experimental [111] 11.4
Previous calculations [17] 11.6
Previous calculations [20] 10.74
As shown in Table 5, the difference between 7 and 9 valence electrons is
very small, however, the difference between the use of GGA and LDA is more
noticeable and GGA yields results closer to the experimental ones.Therefore,
it was deemed reasonable to use the GGA for the subsequent calculations.
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3.4 Bain Path
Experiments found bcc to be the most stable structure at 0 GPa and most
theoretical studies [20] also found bcc to be the most stable at 0 GPa and 0
K. Nevertheless, some theoretical studies [12] found fcc to be more stable.
This difference was attributed to the temperature difference between experi-
ments and calculations. To reinforce results the bcc-fcc transition was inves-
tigated as a Bain path. The latter describes the phase change as martensitic
change where the initial cell is a body centered tetragonal (bct) whose c/a ratio
changes continuously. The calculations for the bct unit cell containing 2 atoms
were performed using a 19x19x19 Monkhorst-Pack set of Brillouin-zone sam-
pling wavevectors within the GGA which resulted in energy converged to 5
meV. The results can be seen in Figure 28, which shows the calculated en-
ergy as a function of the c/a ratio at 3 different volumes 61, 70 and 112 Å3
corresponding approximately to pressures of 0, 10 and 16 GPa, ( 1 GPa)
respectively. There are two minima, one at c/a = 1 and c/a =
p
2 correspond-
ing to the bcc and fcc structures, respectively. At 0 GPa, Figure 28 shows that
bcc is in fact more stable, validating our ﬁrst approach although uncertainties
could allow fcc to be more stable. Previous calculations of this Bain path [12] it
was found that at 0 GPa, the fcc structure was more energetically favourable,
which could be due to the fact that the work of [12] was performed at constant
pressure whereas this work was done at constant volume. Be that as it may,
both works exhibit two minima at zero pressure and temperature and with in-
creasing pressure the local minimum at c/a = 1 disappears and the minimum
at c/a =
p
2 dominates, meaning the bcc structure is no longer stable.
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Figure 28: Energy as a function of the c/a ratio of bct illustrating Bain path
from which it can be seen that the bcc phase is more stable at 0 GPa but as
the pressure increases fcc becomes more stable.The curves are offset for a
better view.
3.5 Incommensurate host-guest structure
3.5.1 Introduction
As mentioned previously, the third phase of potassium, referred to as KIIIa
hereafter, is an incommensurate host-guest structure with a body-centered
host cell with aH = 9:767 Å and cH = 4:732 Å at 22.1 GPa and the guest
structure was identiﬁed as a C-face centered tetragonal structure with aH = aG
and cG = 9:767 Å as determined experimentally [36]. The structure is shown
in Figure 29.
A transition to a second composite host guest structure (KIIIb) was also
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Figure 29: KIIIa structure, where the host atoms are shown in grey and the
guest atoms are shown in blue.
observed at 30 GPa using x-ray powder and single-crystal diffraction [36].
This second phase consists of the same host as KIIIa but a guest structure,
which was indexed on an A-centered orthorombic lattice with aG = 6:57 Å ,
bG = 13:174 Å and cG = 2:789 ÅṪhe same experimental study also observed
a reentrant phase transition at 39.7 GPa back to the guest structure of KIIIa.
There are no theoretical work on KIIIa and KIIIb therefore there is no calcula-
tion of their enthalpies due to their incommensurate nature.
3.5.2 Enthalpies of KIIIa and KIIIb
Lundegaard et al. [36] showed that the cH/cG goes through the commensu-
rate value of 8/5 thus allowing enthalpy calculations. The approximate periodic
structure was therefore constructed by merging a 1x1x5 supercell of the guest
lattice and a 1x1x8 supercell of the host lattice, which resulted in a primitive
cell of 48 atoms. The enthalpies of both host guest structures were thus calcu-
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lated using a plane wave cutoff of 400 eV, a 2x2x2 k-point grid, which yielded
energies converged to better than 5 meV as shown in Appendix A.2. Fermi
smearing was used with a smearing parameter of 0.05 eV and calculations
were carried out using the GGA. The results exhibit a ﬁrst transition at 29 GPa
as shown in Figure 30, followed by a second transition at 48 GPa as shown
in Figure 31. Hence, the reentrant transition KIIIa ! KIIIb ! KIIIa is
readily observed theoretically, which concurs with the experimental data.
Figure 30: Enthalpy as a function of pressure for KIIIa and KIIIb exhibiting the
ﬁrst transition at 29 GPa
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Figure 31: Enthalpy as a function of pressure for KIIIa and KIIIb exhibiting the
second transition at 48 GPa
3.5.3 Comparison with ferromagnetic phases and hP4
There has been some debate as to whether KIIIa was truly the post-fcc most
stable phase. In the same pressure range, some samples [37] experimen-
tally identiﬁed a metastable phase hP4, as was previously found in Na [112].
Furthermore, at pressures between 18.5 and 22 GPa a ferromagnetic ground
state was also suggested justiﬁed by the possible lowering of the electronic
energy by magnetic ordering [113]. Therefore, to verify which phase is indeed
most stable after fcc, the enthalpy of hP4 was calculated. Spin-polarised cal-
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culations of the simple cubic (scFM) and cI16 were also performed to compare
them to the enthalpy of KIIIa. Calculations were performed with a plane wave
cutoff of 400 eV using the GGA and Fermi smearing with  = 0:05 eV. The
k-point grid used was 20x20x12 for hP4 and 15x15x15 for the spin polarised
calculations on sc and cI16. Energies were converged within 1 meV as shown
in Appendix A.2. Results are shown in Figure 32. As can be seen, the enthalpy
curves cross at shallow angles, thus illustrating why some studies found these
phases stable. Nevertheless,this study shows KIIIa still remains the most sta-
ble structure at these pressures.
Figure 32: Enthalpies of fcc (black dashed), scFM (solid blue), KIIIa (dashed
red), hP4 (orange solid) and cI16 (yellow solid) showing KIIIa to be the most
stable
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3.6 Phase transitions above 40 GPa
The post-KIII phases, as determined experimentally, are oP8, tI4 and oC16
and transitions were observed at 54 GPa, 90 GPa and 96 GPa, respectively.
Ab initio calculations were also carried out to determine these transition pres-
sures and two studies [38, 40] found very similar results, that is, a transition
from oP8 to tI4 at 66 GPa followed by a transformation from tI4 to oC16 at 81
GPa. Evidently, there are discrepancies between theoretical and experimental
results, which will be discussed later.
3.6.1 Calculation details
Calculations on these phases were done using the GGA PBE, a planewave
cutoff of 400 eV and Fermi smearing with a smearing parameter of 0.05 eV.
The k-point grids used were 16x10x8, 16x16x10 and 12x12x12 for oP8, tI4
and oC16, respectively.These parameters showed energies converged within
2, 0.5 and 0.2 meV for oP8, tI4 and oC16, respectively, as shown in Appendix
A.3. The enthalpy of oP8 was compared to those of KIIIa and KIIIb as seen in
Figure 33. The corresponding energy-volume curves are shown in Figure 34.
This shows that KIIIa transforms into KIIIb at 29 GPa but before the reentrant
transition from KIIIb to KIIIa can occur at 48 GPa, oP8 becomes more stable
at 41.7 GPa. Hence, the order of the phases previously reported [38, 40] is
now changed.
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Figure 33: Enthalpies of KIIIa, KIIIb and oP8 as a function of pressure showing
oP8 becomes more stable at 41.7 GPa, before the reentrant transition from
KIIIb to KIIIa at 48 GPa.
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Figure 34: Energy-volume curves of KIIIa, KIIIb and oP8
The enthalpies of tI4, oC16 and oP8 were also determined and the results
show that oP8 has a lower enthalpy than tI4 until 57 GPa as shown in Figure
35. The energy volume curves of oP8 and tI4 are also shown in Figure 36.
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Figure 35: Enthalpies of oP8 and tI4 as a function of pressure showing the
transition at 57 GPa.
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Figure 36: Energy-volume curves of oP8 and tI4
At 81 GPa, our calculations clearly show that the enthalpy of tI4 becomes
unfavourable with respect to the oC16 structure as seen in Figure 37. These
results are in excellent agreement with previous studies hence fairly distant
from experimental results.
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Figure 37: Enthalpies of tI4 and oC16 as a function of pressure showing the
transition at 81 GPa.
3.6.2 Disagreement with experiments
The differences between experiments and these theoretical calculations yield
a rearranging of the phase order. Indeed, the ordering of the transitions differ
from that found experimentally. Instead of the following found via previous
calculations and experiments:
fcc! KIIIa! KIIIb! KIIIa! oP8! tI4! oC16 (68)
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Enthalpy calculations in this study yielded the following order:
fcc! KIIIa! oP8! tI4! oC16 (69)
It is worth noting that the transition from KIIIb back to KIIIa found here at 48
GPa was experimentally found at 39.7 GPa [36] hence if these results had
found a value closer to the experimental one then the order would be un-
changed. It was suggested that the discrepancies between experiments and
theory might be due to the fact that the GGA poorly describes the energy dif-
ferences when the type of bonding is quite different as seems to be the case
between oP8 and tI4. To address the latter, other functionals were used to
recalculate the enthalpies of all phases (excluding bcc and fcc) and the re-
sulting transition pressures are shown in Table 6. Although the functionals do
have an impact on the transition pressures, none adequately represents the
experimental results.
Table 6: Transition pressure between the phases oP8, tI4 and oC16 with re-
spect to different exchange correlation (XC) functionals
Transition Pressure (GPa)
XC
Functional oP8-tI4 tI4-oC16
optPBE-vdw [81] 68 78
optB88-vdw [81] 66 76
PBEsol 43 71
LDA 25 74
PBE 57 81
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3.7 Conclusion
This chapter show the results of calculations at 0 GPa, more speciﬁcally, bcc
transforms into the fcc structure at 11 GPa, then KIIIa becomes more stable
at 19 GPa. The reentrant transition KIIIa - KIIIb - KIIIa is readily observed
as was in experiments, however, oP8 becomes energetically more favourable
than KIIIb before the reentrant transition can occur thus the order of the phase
transition observed is: bcc - fcc - KIIIa - KIIIb - oP8. At 57 GPa, tI4 becomes
more stable until 81 GPa, at which point it transforms into oC16. The transi-
tions oP8 - tI4 - oC16 are in excellent agreement with previous calculations
but differ from experimental ﬁndings. The next chapter will study the same
transitions at ﬁnite temperatures using the quasi-harmonic approximation.
113
4 Quasi-Harmonic Calculations
4.1 Calculations details
Calculations were carried out within the framework described in Part I.4. The
force constant matrix was determined using the small displacement method
thus yielding the dynamical matrix and hence the phonon frequencies, which
are the square root of the eigenvalues of the dynamical matrix.
Tests were carried out on bcc and fcc with respect to cell size (8 - 64 atoms),
number of k-points (up to 8x8x8) and displacement size (0.00423 - 0.043 Å)
at a volume per atom of 68 Å3 and 0 K.
Table 7: Supercell sizes and k-point grid tested for the calculation of the har-
monic contribution to the free energy of oP8, tI4 and oC16
Phase Supercell size Gamma centered k-point grid
oP8 1x1x1 12x8x6
2x1x1 6x8x6
tI4 2x2x1 8x8x10
4x4x2 4x4x5
oC16 1x1x1 12x12x12
2x2x2 6x6x6
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4.2 Phonon frequencies of bcc and fcc
Convergence of the phonon frequencies to within less than 6 GHz was achieved
using a 4x4x4 supercell with a 4x4x4 MP k mesh in the BZ along with a dis-
placement of 0.04 Å and a plane-wave cutoff of 500 eV. Figure 38 shows the
calculated phonon frequencies plotted with the experimental inelastic neutron
scattering from [114].
Figure 38: Calculated phonon frequencies for bcc K (line) along with experi-
mental results [114] (squares) and previous calculations [12] (circles)
It is evident from Figure 38 that the agreement with previous calculations
[12] is excellent and it agrees with the experimental results within 6 % or less.
Given the good agreement with previous work, both experimental and theoret-
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ical, calculations were also carried out at a higher pressure of 15 GPa for the
bcc phase with conﬁdence and the results can be seen in Figure 39. Using
Fermi smearing with a smearing parameter of 0.2 yields an excellent agree-
ment with previous calculations [12], which are shown in Figure 5. Indeed
upon pressure increase TA phonon instabilities occur as they become imagi-
nary around 15 GPa, which illustrates a structural instability.
However, smaller smearing parameters lead to different phonon frequen-
cies along the  N path as can be seen in Figure 39. When  is decreased,
there is still a softening of the phonons but they are no longer imaginary.
Figure 39: Calculated phonon frequencies for bcc K at 15 GPa for different
smearing parameters =0.004, 0.05, 0.1 and 0.2.
Calculations were carried out on fcc at different pressures. The results are
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in fairly good agreement with previous calculations [27] when  = 0:2 as, sim-
ilarly to the bcc phase, phonon softening occurs upon pressure increase and
become imaginary, which can be an indicator of structural change as shown
in Figure 40.
Figure 40: Phonon dispersion curves of fcc for different pressures (10, 24
and 29 GPa). Obtained with a 4x4x4 SC within the GGA PBE and with a
displacement of 0.04 Å
Convergence tests with respect to  were carried out for fcc and results
are shown in Figure 41, which proves that the softening previously reported
by [27] was indeed an artefact caused by using a large .
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Figure 41: Phonon dispersion curves of fcc for different smearing parameters
( =0.2, 0.02 and 0.004 eV). Obtained with a 4x4x4 SC within the GGA and
with a displacement of 0.04 Å at 29 GPa
Using these frequencies, the harmonic contribution to the free energy of
both bcc and fcc were obtained and results are shown in Figure 42 along with
previous experimental and theoretical work. It can be seen from the nearly
straight lines obtained that the phonon contribution to the free energy differ-
ence between neighbouring phases is negligible at such pressures and tem-
peratures.Indeed the transition pressure at 0 K is essentially the same at 400
K. These results also agree well with those of Fabbris et al. [115], who found
the transition from bcc to fcc to be 13 GPa  1 GPa at 10 K and 11 GPa at
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300 K. Here we ﬁnd 11.4 GPa at 0 K and 11.3 at 300 K.
Figure 42: Solid phase boundaries calculated in this study (orange) with 4x4x4
supercells, 4x4x4   centered k-point grid and a plane wave cutoff of 500 eV.
These results are compared to previous experimental and theoretical studies.
4.3 Phonon DOS of higher pressure phases
The harmonic contribution to the free energy of the higher pressure phases
were also calculated using the GGA to the exchange correlation functional
with 9 valence electrons and a plane wave cutoff of 400 eV. Convergence
tests were carried out on the supercell sizes and k-points grid as shown in Ta-
ble 8. Comparisons with previous calculations and experimental results were
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unfeasible in this case as these transitions were not previously established
at ﬁnite temperatures though our results found the phonon contribution to the
free energy difference to be negligible.
Table 8: Supercell sizes and k-point grid tested for the calculation of the har-
monic contribution to the free energy of KIIIa, KIIIb, oP8, tI4 and oC16
Phase supercell size Gamma centered k-point grid
KIIIa 1x1x1 4x4x4
KIIIb 1x1x1 2x2x2
oP8 2x1x1 6x8x6
tI4 4x4x2 4x4x5
oC16 2x2x2 6x6x6
The phonon frequencies of the KIII, oP8, tI4 and oC16 structures were
determined using the quasi-harmonic approximation with central differences
instead of forward differences in order to reduce numerical noise. The results
are shown in Figure 43 from which we can see there are no imaginary phonons
thus eliminating the possibility of mechanical instability.
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(a) Phonon DOS of KIIIa (b) Phonon DOS of oC16
(c) Phonon DOS of tI4 (d) Phonon DOS of KIIIb
(e) Phonon DOS of oP8
Figure 43: Phonon DOS of KIIIa, KIIIb, oP8, tI4 and oC16 showing there are
no negative frequencies.
Using these phonon calculations yielded the Gibbs free energies of all
phases at temperatures ranging from 0 to 400 K thus allowing the determi-
nation of the solid phase diagram at ﬁnite temperatures as shown in Figure
44 for KIIIa and KIIIb and Figure 45 for oP8, tI4 and oC16. The discrepancy
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with experimental results remains as the differences in transition pressures is
causing the phases to switch order. Moreover, the phase diagram shows that
the transition lines are essentially vertical, indicating that phonons contribute
very little if at all to the free energy differences between neighbouring phases.
Figure 44: Phase diagram of solid potassium for pressures and temperatures
ranging from 30 to 55 GPa and 0 to 450 K. The solid phases shown are KIIIa
and KIIIb.
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Figure 45: Phase diagram of solid potassium for pressures and temperatures
ranging from 60 to 85 GPa and 0 to 450 K, respectively. The solid phases
shown are the orthorombic oP8, tetragonal tI4 and orthorombic oC16
The full converged solid phase diagram is shown in Figure 46 below:
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Figure 46: Phase diagram of solid potassium for pressures and temperatures
ranging from 25 to 85 GPa and 0 to 450 K, respectively. The solid phases
shown are KIIIa, KIIIb, oP8, tI4 and oC16
4.4 Conclusion
This chapter used the quasi-harmonic approximation to study the phase tran-
sitions at ﬁnite temperature. Previous work had been carried out on bcc and
fcc, however, no work was previously done on the other solid phases of potas-
sium. The phonon density of states were obtained for each phase and their
Gibbs free energies were computed in order to observe the phase transitions
at ﬁnite temperature. It is evident from the results above that the harmonic
contribution to the free energies differences between neighbouring phases
is negligible. The use of the quasi-harmonic approximation neglects anhar-
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monicity. Anharmonicity can stabilise some structures and therefore the next
chapter will determine the anharmonic contribution to the free energy of each
phase using thermodynamic integration.
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5 Anharmonicity
5.1 Calculations details
The anharmonic contribution to the free energy for each phase was calculated
using thermodynamic integration as described in Part 2.6. To recall, the free
energy can be expressed as:
F = E0 + Fharm + Fanharm(low) + [Fanharm(high)  Fanharm(low)] (70)
Fanharm(low) was calculated using thermodynamic integration that is:
Fanharm(low) =
Z 1
0
d < Ulow   (Uharm + Elow) > (71)
Where Ulow corresponds to the energy of the system with low convergence
parameters (which will be speciﬁed later for each phase), Uharm is the energy
of the harmonic system, Elow is the static energy with low convergence param-
eters and < ::: > represents the thermal average in the ensemble generated
by U = Ulow + (1  )Uharm.
The difference [Fanharm(high) Fanharm(low)] was then calculated using the
perturbative approach to thermodynamic integration, which can be expressed
as:
[Fanharm(high) Fanharm(low)] =< U Ulow >low   1
2kBT
< [U Ulow  < U Ulow >low]2 >low
(72)
In practice, the right hand side of Equation 71 was calculated using ther-
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modynamic integration with the constant switching of parameter . Each cal-
culation yielded the difference Uharm  Ulow for different  and speciﬁc volume
and temperature. Once the calculation had equilibrated, the average of these
differences was obtained before adding Elow. After this was done for each 
at one volume V , the integral was calculated using the trapezium rule:
Z xn
x0
f(x)dx =
1
2
h[(y0 + yn) + 2(y1 + y2 + :::+ yn 1)] (73)
Where h = (xn x0)
n
and n is the number of intervals.
To calculate the right hand side of Equation 72, ﬁrstly, a MD run with low
convergence parameters was carried out after which conﬁgurations were ex-
tracted every 200 steps. On each of these conﬁgurations, static calculations
were carried out with both high and low convergence parameters.
Finally, the errors of the calculations were calculated using the blocking
method [116],[99]. As MD calculations produce quantities which ﬂuctuate over
time, the quantity of interest is the average m over time steps. Therefore in
order to calculate the errors of these correlated quantities one must obtain the
variance of the mean 2(m):
2(m) =< m2 >   < m >2 (74)
The blocking method involves splitting the dataset into N blocks after the
system was equilibrated. If all blocks were uncorrelated, the variance of the
mean of the system could be calculated directly using the classic equations of
statistics, however, blocks in an MD simulation are correlated. The average
of this new dataset xi must be equal to x thus both the average and 2(m)
are invariant under the blocking transformation. The average of each block is
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then computed and the standard deviation of the mean of each block can be
written as:
b =
vuut 1
N   1
NX
i=1
(< X2i >   < X >2N) (75)
Where Xi is the average of block i, < X >N is the average over all blocks
and N is the number of blocks. As the length of the blocks increases, the
standard deviation of each block will increase until a limiting value is reached.
The latter can be read of a plot as shown in Figure 47 where the error estimate
converges as the block size increases.
Figure 47: Standard deviation of each block as a function of block length.
An additional information can be obtained from this method which is the
uncertainty in  as it is dependent on the number of block averages.
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5.2 Convergence with respect to 
In order to determine how many  were necessary for the constant switch-
ing thermodynamic integration, calculations were carried out on bcc. The MD
calculations were carried out using the Andersen thermostat, the planewave
cutoff was set to 400 eV, MP smearing was used with a smearing parameter of
0.2 and only 7 valence electrons were used. A supercell of 64 atoms was used
with V=30 Å3 per atom.The same parameters were used to determine Elow
which was found to be 0.207 eV per atom. In order to test the convergence,
nine different values of  were used to obtain DF =< Ulow Uharm Elow > and
Figure 48 shows these results for 100 K (at which the anharmonic contribution
is expected to be small).
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Figure 48: DF=< Ulow Uharm Elow > as a function of  for bcc at 100 K. Most
error bars are not visible as they are smaller than the markers.
Convergence tests showed that 3  points, equally spaced, were enough
to ensure energy differences converged to better than 3 meV as can be seen
in Table 9. In this case the 3  points chosen for future calculations were
 = 0; 0:5; 1.
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Table 9: Convergence test with respect to the number of . The free energy
differences are in eV. The errors ( ) were calculated using the blocking method
Number of lambdas < Ulow   Uharm > 
3 -0.011251714 -0.011251714
5 -0.010992993 9.44462E-05
6 -0.011131060 9.09092E-05
5.3 Calculation results for bcc
Thermodynamic integration calculations were performed to obtain Fanharm(low)
for bcc for V=30-60 Å3 per atom and temperatures spanning from 100 to 400
K (above which melting occurs according to experiments). This ﬁrst part was
determined using a 64-atom supercell with low convergence parameters: the
planewave cutoff was 116 eV, Methfessel-Paxton smearing was used with  =
0:2eV , only 7 valence electrons were included and ﬁnally, only the Gamma
point was used. Figure 49 shows DF obtained for the different volumes and
temperatures.
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(a) V=50 Å3 - 100 K (b) V=50 Å3 - 200 K
(c) V=50 Å3 - 300 K (d) V=50 Å3 - 400 K
(e) V=60 Å3 - 100 K (f) V=60 Å3 - 200 K
(g) V=60 Å3 - 300 K (h) V=60 Å3 - 400 K
Figure 49: DF with respect to  for bcc for volumes 50-60 Å3 per atom and
temperatures ranging from 100K to 400K
To obtain the difference Fanharm(high)  Fanharm(low), the perturbative ap-
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proach was employed:
F ' Elow+ < U >low + 1
2kBT
< (U)2 >low (76)
Where U = U1   Ulow  < U1   Ulow >low. In practice, a MD run was per-
formed with low convergence parameters at different temperatures. For each
temperature, 25 statistically independent conﬁgurations were extracted. One
static run with low convergence parameters was performed on each of these
conﬁgurations and one static run with high convergence parameters. These
high convergence parameters for bcc are a planewave cutoff of 400 eV, 9 va-
lence electrons, Fermi smearing with  = 0:05 and a Gamma centered k-point
grid of 4x4x4 was used. Once the difference Fanharm(high) Fanharm(low) was
obtained, Fanharm was determined as follows:
Fanharm =
Z 1
0
DF+ < U >low +
1
2kBT
< (U)2 >low + Elow   E0 (77)
Fanharm = DF1+ < U >low +Term2 + Elow   E0 (78)
The results of the perturbative approach for bcc along with the resulting
Fanharm are shown in Table 10.
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Table 10: Anharmonic contributions to the free energy of bcc for various vol-
umes and temperatures where DF1 =
R 1
0
DF , Term2 = 12kBT < (U)
2 >low
and DF2 =< U >low +Term2.Unless speciﬁed otherwise, units are in eV
Volume (Å3 /atom) Temperature (K) DF1 (eV) < U >low Term2 DF2 Elow E0 Fanharm
30 100 -0.018 -0.118 -1.2E-4 -0.118 0.207 0.077 1.12E-3
40 100 -0.012 -0.1455 -4.76E-5 -0.1456 -0.453 -0.602 -7E-3
200 -0.006 -0.1455 4.76E-5 -0.146 -0.453 -0.602 -2.54E-3
50 100 -0.14 -4.76E-5 -0.15 -0.7671 -0.89
200 -0.0083 -0.1226 6.67E-7 -0.123 -0.7671 -0.89 -7.89E-3
300 -0.0098 -0.1209 3.26E-5 -0.121 -0.7671 -0.89 -7.6E-3
400 -0.0127 -0.1198 4.43E-5 -0.12 -0.7671 -0.89 -9.52E-3
60 100 -0.0082 -0.108 -1.73E-6 -0.108 -0.8988 -1.0076 -7E-3
200 -0.0097 -0.1068 6.46E-6 -0.107 -0.8988 -1.0076 -7.68E-3
300 -0.0115 -0.1059 9.76E-6 -0.106 -0.8988 -1.0076 -8.65E-3
400 -0.0097 -0.105 2.15E-5 -0.105 -0.8988 -1.0076 -5.92E-3
70 100 -0.0087 -0.098 -2.49E-6 -0.944 -1.045 -6.12E-3
80 100 -0.0075 -0.09 -3E-4 -0.09 -0.95 -1.04 -6E-3
Results show that for all pressures and temperatures the anharmonic con-
tribution to the free energy is only of a few meV and hence was not included
in the free energy calculations.
5.4 Calculation results for fcc
The same method was applied to fcc with the same low and high convergence
parameters as bcc. A 4x4x4 supercell was also built yielding a cell with 64
atoms. Figure 50 shows DF for fcc with volumes spanning from 40 Å3 to 80
Å3 per atom and temperatures ranging from 100 to 400 K.
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(a) V=40 Å- 200 K (b) V=40 Å- 300 K
(c) V=40 Å- 400 K (d) V=50 Å- 200 K
(e) V=50 Å- 300 K (f) V=70 Å- 200 K
(g) V=70 Å- 300 K (h) V=80 Å- 200 K
(i) V=80 Å- 300 K
Figure 50: DF with respect to  for fcc for volumes 40-80 Å3 per atom and
temperatures ranging from 100K to 400K
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Table 11 shows the results for the pertubative approach and the resulting
Fanharm for fcc. Similarly to bcc, the anharmonic contributions to the free energy
are negligible.
Table 11: Anharmonic contributions to the free energy of fcc for various vol-
umes and temperatures where DF1 =
R 1
0
DF , Term2 = 12kBT < (U)
2 >low
and DF2 =< U >low +Term2.Unless speciﬁed otherwise, units are in eV
Volume (Å3 /atom) Temperature (K) DF1 (eV) < U >low Term2 DF2 Elow E0 Fanharm
30 100 0.0022 -0.117 0.187 0.07 2.2E-3
40 100 -0.0019 -0.1202 -1.72E-6 -0.1202 -0.481 -0.6015 -1.6E-3
200 -0.0031 -0.12 10E-5 -0.11 -0.48 -0.6 -2.43E-3
300 -0.0051 -0.118 0.0037 -0.1142 -0.48 -0.6 0.7E-3
400 -0.0024 -0.1139 0.0017 -0.1122 -0.48 -0.6 5.4E-3
50 100 -0.0062 -0.113 -4.98E-6 -0.113 -0.774 -0.889 -4.7E-3
200 -0.0078 -0.1116 1.15E-5 -0.111 -0.774 -0.8891 - 4.2E-3
300 -0.0097 -0.1104 1.63E-5 -0.1104 -0.774 -0.8891 -4.9E-3
400 -0.011 -0.1092 1.91E-5 -0.1091 -0.774 -0.8891 5.5E-3
60 100 -0.0064 -0.106 -1.23E-6 -0.106 -0.899 -1.01 -4.2E-3
70 100 -0.0047 -0.095 -3.6E-6 -0.095 -0.9499 -1.04 -4.12E-3
200 -0.0059 -0.094 6.2E-6 -0.0942 -0.9499 -1.04 4.6E-3
300 -0.0077 -0.096 0.02 -0.077 -0.9499 -1.04 10E-3
400 -0.0033 -0.092 4E-5 -0.092 -0.9499 -1.04 6.2E-3
80 100 -0.005 -0.089 -1.98E-5 -0.089 -0.9525 -1.04 -3.6E-3
200 -0.0066 -0.088 3.6E-5 -0.9525 -1.04 - 3.5E-3
300 -0.0091 - 0.086 4.8E-5 -0.9525 -1.04 -4.5E-3
400 -0.0034 - 0.084 1.3E-4 -0.9525 -1.04 3.8E-3
5.5 Calculation results for oP8
Anharmonic contribution to the free energy was also calculated for oP8. The
'low convergence' parameters runs were carried out using 7 valence electrons
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and the Methfessel-Paxton smearing method with a default value of  = 0:2
eV. Furthermore, as for bcc, only the Gamma point was used during the calcu-
lations along with a plane wave cutoff of 116 eV. As for the 'high convergence'
parameters run, all calculations were carried out using a planewave cutoff of
400 eV with Fermi smearing ( = 0:05 eV) and 9 valence electrons. The
Gamma-centered k-points used for oP8 was 3x4x3
Results of the calculations of DF =< Ulow   Uharm   Elow > with low con-
vergence parameters for oP8 are shown below in Figure 51.
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(a) 15 Å3 - 100 K (b) 15 Å3 - 200 K
(c) 15 Å3 - 300 K (d) 15 Å3 - 400 K
(e) 16 Å3 - 100 K (f) 16 Å3 - 200 K
(g) 16 Å3 - 300 K (h) 16 Å3 - 400 K
Figure 51: DF with respect to  for oP8 from 100 K to 400 K
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Table 12 shows the complete results for thermodynamic integration for oP8
from which it can be seen once more the anharmonic contribution to the free
energy is negligible as it only accounts for a few meV. Given the negligible
results of the anharmonic contributions for bcc, fcc and oP8, it can be assumed
that the contributions will be negligible for all phases.
Table 12: Anharmonic contributions to the free energy of oP8 for various vol-
umes and temperatures where DF1 =
R 1
0
DF , Term2 = 12kBT < (U)
2 >low
and DF2 =< U >low +Term2.Unless speciﬁed otherwise, units are in eV.
Volume (Å3 /atom) Temperature (K) DF1 (eV) < U >low Term2 DF2 Elow E0 Fanharm
15 100 0.13886 -0.338 -4.8E-5 2.92 2.71 6.96E-3
200 0.142 -0.3384 -9.4E-5 2.92 2.71 8.45E-3
300 0.144 -0.34 -1.3E-4 2.92 2.71 8.27E-3
400 0.148 -0.342 -1.8E-4 2.92 2.71 11E-3
16 100 0.229 -0.268 -4.62E-5 -4.079 4.113 -4.17E-3
200 0.232 -0.27 -8.93E-5 -4.079 4.113 -2.61E-3
This chapter determined the anharmonic contribution to the free energy of
each phase using thermodynamic integration. The reference system chosen
was the harmonic potential and the results show that the anharmonic contri-
butions are in the order of meV, therefore it is not necessary to include this
contribution moving forward. The next chapter will look at melting. This will
be done using 3 methods: the direct coexistence method, the coexistence
method with a potential and the Z method. Previous work done on melting
was carried out until 700 K and 25 GPa.
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6 Melting
6.1 Coexistence with a potential
6.1.1 Introduction
As mentioned in part 2.7.2, the coexistence method was used with a potential.
Initially, the EAM was used as a reference model for bcc in order to test the
method. The ﬁts can be done on the solid, the liquid or both. The ﬁt is done
using the least squares method. The ﬁtted energies, the actual energies and
the difference between the two were plotted. Both a visual inspection of the
energies and the value of 2 were necessary to evaluate the goodness of the
ﬁts. Once the ﬁt completed, a supercell was built, and after thermalization, the
aim was to obtain a cell half liquid and half solid to determine the melting tem-
perature. The results for bcc are shown in Section 6.1.2 and the inconclusive
results for the other phases are shown in Section 6.1.3.
6.1.2 Results for bcc
The reference model EAM was ﬁtted to both the liquid and the solid for bcc.
First, a ﬁt was performed on the liquid at 400K as shown in Figure 52 and
second, on the solid as shown in Figure 53.
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Figure 52: Fit of EAM with liquid K
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Figure 53: Fit of EAM with solid bcc K
Finally, the solid and the liquid were ﬁtted together as shown in Figure 54
which shows that the ﬁt is particularly good as it described the ab initio potential
even in the equilibration part of the simulation, which is sampling a phase
space not relevant to the chosen thermodynamic conditions. The parameters
of each ﬁt are shown in Table 20.
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Figure 54: Fit of EAM with both solid and liquid
Table 13: Parameters of the ﬁt for bcc with the EAM
State "(eV) a(Å) n m C 2
Liquid 0.74 3.803 3.688943 2.34 2.72 0.277E-3
Solid 1.10 3.35 3.62 2.16 1.66 0.25E-4
Solid and Liquid 1.03 3.39 3.64 2.21 1.85 0.27E-3
After the ﬁt, a supercell of 2000 atoms was constructed from the solid static
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relaxed conﬁguration of bcc. The ﬁrst step was to thermalize the supercell at
300 K so that the whole supercell remains solid as is shown in Figure 55.
Figure 55: Number density of solid bcc K at T=300 K.
The second step consisted in freezing half the atoms and set the temper-
ature at 3000K in order to melt half the cell. As shown in Figure 56, the cell
then becomes half solid and half liquid.
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Figure 56: Number density of half frozen solid bcc K and half liquid K at T=3000
K.
The third step consisted in rethermalizing the cell close to melting temper-
ature all the whilst taking care that it did not freeze or melt entirely. To do so
the temperature was set to 600K and Figure 57 shows both liquid and solid
coexist.
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Figure 57: Number density of half solid bcc K and half liquid K at T=600 K.
The ﬁnal step consisted of trial and error in order to maintain both the liquid
and solid and run long enough simulations for both states to coexist (typically
over 100 ps). A range of temperatures from 400K to 600K were tried to ﬁnally
yield a melting temperature of 477K at 2GPa as shown in Figure 58.
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Figure 58: Number density of half solid bcc K and half liquid K at T=477 K.
This melting temperature is in very good agreement with previous experi-
mental results - Zha and Boehler [117] found the melting temperature at 2 GPa
to be 450 K as shown in Figure 22. The results from previous calculations are
in excellent agreement as two previous studies [9, 17] found Tm=480 K as
seen in Figure 20 and 22.
6.1.3 Inconclusive results for other phases
For the fcc phase, the same procedure as described above was used. In-
deed, an AIMD run on the relaxed supercell of fcc was performed using low
convergence parameters. The volume used was of 30 Å3 per atom, which
corresponds approximately to a pressure of about 14 GPa. At this pressure,
fcc is stable and the phonon density of states shows no imaginary phonons.
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Initially, the AIMD run was carried out at 300 K and the supercell remained
solid. The energy proﬁle was then ﬁtted using the EAM model as shown in
Figure 59 along with the resulting parameters in Table 14
Figure 59: Fit of solid fcc at 300 K with the EAM
Table 14: Parameters of the solid fcc ﬁt with the EAM
 (eV) 1.23
a (Å) 2.87
n 3.51
m 1.41
C 1.614
2 0.634E-4
As can be seen in Figure 59, the ﬁt is not particularly good as the inter-
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val difference between ﬁtted and actual energies represents over 30% of the
interval over which actual and ﬁtted energies vary as opposed to 10% in the
case of bcc.
The same procedure was applied to the other phases of K without suc-
cess as the ﬁts were considerably worse. The chosen volumes of each phase
corresponded to a pressure at which the phase was stable and it was en-
sured no imaginary phonons were present for these volumes. For oC16, oP8
and tI4 the volumes chosen were 12 Å3 per atom (94 GPa), 16 Å3 per atom
(49 GPa) and 14 Å3 per atom (63 GPa), respectively. The low conver-
gence MD runs on all three phases were carried out using a planewave cut-
off of 400 eV, 9 valence electrons and a smearing parameter of 0.05. For
oC16, a 2x2x2 supercell was generated and calculations were performed us-
ing a 2x2x2 Gamma-centered k-points grid, For oP8, a 2x1x1 supercell was
generated and calculations were performed using a 6x8x6 Gamma-centered
k-points grid. Finally, for tI4, a 2x2x1 supercell was generated and calcula-
tions were performed using a 1x1x2 Gamma-centered k-points grid. Figure
60 shows the ﬁts for each solid phase and Table 20 shows the parameters of
each ﬁt.
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(a) oC16 (b) oP8
(c) tI4 (d) KIIIa
Figure 60: Fits of solid phases with the EAM
Table 15: Parameters of the ﬁt for bcc with the EAM
Phase "(eV) a(Å) n m C 2
oP8 2.15 2.27 4.29 1.77 1.20 0.2821E-1
tI4 5.17 2.10 2.0 2.1 -0.35 0.7026E-2
KIIIa 0.87 2.40 4.34 3.71 2.21 0.1806E-2
oC16 0.71 0.06 5.52 2.82 -1.11 0.4221E-3
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In order to remediate the inadequate ﬁts, the following was tested:
• Setting different initial values for all parameters
• Increasing the number of increments
• Fitting the liquid
• Fitting both the liquid and the solid together
• Using a different model - in this case the Stillinger-Weber was used
• Fitting the pressure as well
Nevertheless, none of these tests yielded good enough ﬁts to use this
method to determine the melting curve. This conclusion concurs with the re-
sults previously found by Belashchenko and Smirnova [51], which also ﬁnd
that the EAM potential could not describe well both the solid and liquid states
above 5 GPa.
6.2 Direct Coexistence
As the calculations using a coexistence with a potential did not yield any re-
sults aside from the bcc phase, the direct coexistence was then employed by
obtaining a large supercell (1000 atoms) of fcc and KIIIa, which was thermal-
ized. Then, half the atoms were ﬁxed and a very high temperature was applied
(3000K) in order to melt the other half. The supercell is then rethermalized at
the expected melting temperature (500K for fcc and 750K for KIIIa). The cell
was then left to evolve freely for 10000 steps. Care was taken to check that the
energy did not increase (decrease) which would have indicated that the cell
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had melted (solidiﬁed). MP smearing was used with a smearing parameter of
0.2, a planewave cutoff of 113 eV and only the Gamma point was used with 7
valence electrons. The results shown in Figure 61 are in good agreement with
previous experiments from McBride et al. [49] as shown in Figure 21, however,
direct coexistence calculations require a large number of atoms and proved to
be computationally too expensive. Therefore the method was not applied to
other phases.
Figure 61: Temperature-pressure graph obtained with the direct coexistence
where the red cirlcles represent the liquid, the blue triangles represent KIIIa
and the black squares represent fcc. All three are from experimental results
[49].
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6.3 Z Method
6.3.1 Introduction
The Z method, which was introduced by Belonoshko et al. [107], has proven
successful [118, 119, 120] in many cases to dermine melting curves. Its re-
liability, however, has nonetheless not yet been fully determined. Indeed,
the original study [107] prescribes a large enough number of atoms and long
enough simulations to achieve relevant results. Both the required simulation
time and number of atoms will vary depending on the system studied. An ex-
tensive study [110] on the reliability of the Z method was carried out, which
included investigating the evolution of the mean waiting time as a function of
(Tinitial   TLS). The study reported that the Z method could only, at best, yield
an upper bound to the melting temperature. The reason being, melting may not
be observed should (Tinitial TLS) be such that the mean waiting time be larger
than the simulation time. With that in mind, the Z method was used only for the
purpose of ﬁnding the upper bound of the melting temperature of Potassium.
Consequently, all melting temperatures hereafter may only be considered as a
starting point to use with other more reliable methods. This ﬁrst step using the
Z method can be useful if, as is the case for potassium, there is no previous
experimental or theoretical studies of the melting temperature as other meth-
ods (e.g. coexistence) require an initial guess of the melting temperature. All
Z method calculations were carried out with low convergence parameters that
is, the GGA with 7 valence electrons, MP smearing with  = 0:2 and only the
Gamma point. The number of atoms will be speciﬁed when appropriate.
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6.3.2 Z method for bcc and oP8
The Z method was ﬁrst applied to bcc as there were previous studies on the
melting of this phase [9], it could be used to assess the quality of the results
yielded by the Z method. The calculations were carried out using a supercell
of 216 atoms and a time step of 2 fs. A range of temperatures (1000K, 5000K,
1500K, 2500K) were tested for different simulation times as shown in Table
16.
Table 16: Temperatures and simulation times for bcc using the Z method
Initial Temperature (K) Simulation Time (ps)
1000 50
1500 29
2500 47
5000 40
As mentioned in Part 6.3, we are expecting a drop in temperature (and
increase in pressure) at a certain temperature, which would indicate the limit
of superheating has been reached and the melting temperature can be readily
obtained. Nevertheless, as shown in Figure 62, a ﬁrst drop is observed at
about half the initial temperature due to equipartition [118] but none of the
runs show a second temperatures drop which could be attributed to melting
which may be due to the fact that that the initial temperature is too far or too
close from TLS thus indicating that the simulations were not long enough.
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Figure 62: Temperature proﬁles after the Z method runs for bcc at 1000K,
1500K, 2500K and 5000K
At each temperature, both the mean squared displacement and the diffu-
sion coefﬁcient were used to determine whether the cell was liquid or solid and
conﬁrm melting had not occurred. The results for each temperature are shown
in Figure 64.
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(a) 1000 K (b) 1500 K
(c) 2500 K (d) 5000 K
Figure 63: Mean square displacement (Å2/ps) for bcc at 1000, 1500, 2500 and
5000 K
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(a) 1000 K (b) 1500 K
(c) 2500 K (d) 5000 K
Figure 64: Diffusion coefﬁcient for bcc at 1000, 1500, 2500 and 5000 K
Figure 64 shows that at 1000K, the cell is still solid whereas at 2500K and
5000K, it has melted. For 1500 K, the last conﬁgurations of the simulation
show that the cell has melted, however, it was difﬁcult to decide whether the
beginning of the simulation was liquid or solid. This illustrates the essence of
the Z method that is trial and error. As shown in Figure 65, a wide range of
temperatures must be tested which will be too low, too high or inconclusive,
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from which the range of temperatures can be narrowed.
Figure 65: Schematic representation of the trial and error method used for bcc
As shown in Figure 65,it was decided to run a simulation at 1300 K for 40
ps. The temperature proﬁle at 1300 K shows a drop in temperature after 13000
steps as shown in Figure 66. Calculating both the mean square displacement
and the diffusion coefﬁcients showed that during the ﬁrst 13000 steps, the cell
is still solid whereas it becomes liquid after the drop, hence melting occurs.
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Figure 66: Temperature proﬁle of bcc at 1300 K where a drop is observed thus
exhibiting when homogeneous melting occurs
The temperature-pressure graph in Figure 67 was obtained by taking the
averages of both the temperatures and pressures for 1000,1300 and 1500
K. At 1300K, the drop in temperature occurs after 13000 steps therefore av-
erages were taken separately, once for the ﬁrst 13000th steps and once for
the last 7000 steps. As shown in Figure 67: Tm = 591:8 K at P = 2:5 GPa
which conﬁrms the Z method does yield an upper bound as the melting tem-
perature at that pressure was experimentally determined to be T = 480K [9].
The discrepancy may also be due to the calculations being performed with
low convergence parameters and thus further work could include carrying out
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corrections to this method.
Figure 67: Temperature pressure graph for bcc obtained using the Z method.
The ﬁrst and last points were obtained using the average temperature and
pressure of the 1000K and 1500 K runs shown in Figure ??. The two middle
points were obtained using the 1300K run by taking the average temperature
and pressure before melting for one point and after melting for another point
as shown in Figure ??
The Z method was also applied to oP8 using a supercell of 256 atoms and
a time step of 2 fs. The temperatures tested initially were 500, 1000K, 5000K
and 10000K and the simulation times are shown in Table 21. The evolution of
temperatures with time steps is shown in Figure 68.
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Table 17: Temperatures and simulation times for oP8 using the Z method
Initial Temperature (K) Simulation Time (ps)
500 14
1000 15
5000 12
10000 20
Figure 68: Temperature proﬁles of Z method runs for oP8 at 500K, 1000K,
5000K and 10000K
Similarly to bcc, at each temperature, both the mean squared displacement
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and the diffusion coefﬁcient were used to determine whether the cell was liquid
or solid, which shows that at 500K, 1000K and 3000K, the cell is still solid
whereas at 5000K and 10000K, it has melted. Consequently, as per Figure
69 the following temperatures, 3500, 4000 and 4500 K were tested for 35, 11,
and 12 ps, respectively. The results are shown in Figure 70.
Figure 69: Schematic representation of the trial and error method used for oP8
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Figure 70: Temperature proﬁles after Z method runs for oP8 at 4500K, 4000K,
3500K
It is evident from Figure 70 there is a drop in temperature after 10000 steps
when the simulation was ran at 3500K. The mean squared displacement and
the diffusion coefﬁcient for the ﬁrst 10000 steps show that the cell is still solid
whereas the same parameters for the last steps of the simulation show tthat
after the drop the cell is clearly liquid. Hence, the temperature-pressure graph
was obtained using the same method as previously explained for bcc and is
shown in Figure 71, which shows Tm = 1294 K at P = 60 GPa
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Figure 71: Temperature pressure graph for oP8 obtained using the Z method.
This graph was constructed by using the average temperature and pressure
of the runs at 500, 1000, 3500, 4000, 4500 and 5000 K as shown in Figures 68
and 70. For the 3500K run where melting is observed the average temperature
and pressure were taken before and after melting occurs yielding two different
points for this temperature.
6.3.3 Inconclusive results
The Z method was also applied to the other phases of K - fcc, KIIIa, KIIIb and
oC16. The number of atoms used were 216 for fcc, 384 for KIIIa, 216 for oC16
and 768 for KIIIb with a time step of 2 fs. Apart for fcc, no previous work was
done on the melting of these phases hence the same trial and error method
was used as for oP8 and the results are shown in Appendix B. Table 18 shows
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the simulation times of all runs.
Table 18: Temperatures and simulation times for fcc, KIII and oC16 using the
Z method
Phase Initial Temperature (K) Simulation Time (ps)
fcc 800 55
1000 15
1100 19
1200 12
1300 19
1500 18
2500 35
5000 15
KIIIa 500 6
750 5.5
1000 6
2000 12
3000 3
KIIIb 100 6.6
500 6.6
1000 0.6
2500 0.6
5000 1.2
oC16 500 60
3000 51
5000 34
6000 15
7000 15
8000 30
9000 15
10000 15
Table 19 shows the conclusion drawn from the runs on these phases. Al-
though it was not possible to obtain clear melting temperatures, it was possible
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to determine an upper bound or a range of temperatures within which the melt-
ing temperature could fall in.
Table 19: Upper bounds of Tm for KIIIa, fcc and oC16
Phase Number of
atoms
Pressure
(GPa)
Outcome
KIIIa 384 22 As it is unclear whether the cell is
solid or liquid between 500 and
2000 K it is appropriate to expect
the upper bound of the melting
temperature to be 1000 K
oC16 216 96 at 6000 K the cell is solid
whereas at 9000 K it is liquid,
therefore the upper bound of the
melting temperature should be
4500 K.
fcc 216 15 cell is solid at 1000 K but liq-
uid at 1300 K therefore the up-
per bound of the melting temper-
ature should be 650 K
6.3.4 Conclusion
Results obtained with the Z method are evidence of its volatility in terms of re-
sults. As the theoretical basis for using the Z method has not yet been estab-
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lished it therefore proves quite challenging to estimate the importance of each
initial parameter (e.g. temperature, number of atoms...) and the impact they
will have on ﬁnding the melting point. It was also noted from the inconclusive
results that some simulations were unclear as the mean square displacement
and the diffusion coefﬁcient did not show clearly phase was present, hence
the difﬁculty of identifying the correct temperature at which simulations should
be done. Finally, this study concurs with the results shown in [110] which as-
sessed the reliability of the Z method and concluded that it could only provide
an upper bound on the melting temperature and ﬁnally, that results from the Z
method could incur very large errors should the initial conditions not be large
enough.
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7 Conclusion
The aim of this thesis was to provide an ab initio study of the phase diagram
of potassium. Previously there had been both theoretical and experimental
studies of the ﬁrst two phases of potassium (bcc and fcc), both on the tran-
sition at 0 K and melting of the two phases. The post fcc phases had been
observed experimentally but their enthalpies had not been determined due to
their incommensurate nature. The three phases post KIIIb were also exper-
imentally observed and their enthalpies were calculated in 2 studies but no
high temperature studies were done. A summary of the ﬁndings is shown in
Figure 72, where the results from the QHA, the coexistence and the Z method
are shown.
Figure 72: Full phase diagram as determined by ﬁndings in this study.
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This thesis aimed to provide a full picture as the previous work was in-
complete and inconsistencies arose. Static calculations were carried out on
bcc and fcc in order to assess the robustness and adequacy of the method
used as previous work was readily available for comparison. Results were
in good agreement with previous studies which provided a good validation of
the method used. Hence the enthalpies of all other phases were calculated.
The transitions found at 0 K for KIIIa and KIIIb concured with what was ob-
served experimentally. The enthalpies of oP8, tI4 and oC16 are in excellent
agreement with previous calculations, however, experiments differ with those
results. Given that there were only 2 experiments carried out it is difﬁcult to de-
termine whether theory or experiments are wrong or if the discrepancy is solely
due to theoretical methods not being able to reproduce experimental results.
Further work could include experimental work done in parallel with theoretical
work to assess this discrepancy. Quasi-harmonic calculations were also car-
ried out on bcc and fcc and once more the results were in accordance with
previous studies. Therefore the same method was applied to all phases up
to 400 K. The results showed that the quasi-harmonic contribution to the free
energy differences between neighbouring phases are negligible. As no similar
studies were done before, these results could not be compared. The anahar-
monic contribution of all phases were also calculated in this work up to 400 K
and it was found that this contribution is negligible. In order to study melting of
each phase, the coexistence method using a potential was employed. Results
on bcc were in excellent agreement with previous work, however, the use a
potential was compromised as other phases did not present a good ﬁt. There-
fore the direct coexistence was tested, which although it proved successful
proved to be too expensive computationally. Finally, the Z method was used
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to determine the melting temperature of each phase, but given the unreliability
and unpredictability of the method, only upper bounds to the melting tempera-
tures were determined. Further work could use these upper bounds as starting
points to determine melting using more reliable methods such as coexistence.
This study can contribute to three areas. First, from a pure chemistry stand-
point, the phase diagram of K remains to be fully known both from theoretical
and experimental studies. Before this study, the enthalpies of KIIIa and KIIIb
had not been determined, the solid transitions at ﬁnite temperatures had not
been studied, the anharmonicity of all phases were not known and melting tem-
peratures were only known for bcc and fcc. This study has provided a study of
the enthalpies of KIIIa and KIIIb, the solid transitions at ﬁnite temperature and
anharmonicity. As for melting, this thesis presents an extensive comparison
of three different methods to study the melting of potassium. Further work in
chemistry could include new experiments to understand the source of the dis-
crepancies between the theoretical and current experimental enthalpies. This
could provide insight into experimental and theoretical shortcomings. These
insights could be a beneﬁt for the study of other materials. In order to continue
work on the melting of K, the different methods used in this study provides a
potential roadmap for further studies. Indeed, it is proposed to use the upper
bounds on the melting temperature found using the Z method to conduct direct
coexistence calculations and determine the melting temperatures accurately.
This will therefore also provide more insights into the Z method which can
beneﬁt studies of other elements. Second, this study can be used by AWE
in order to benchmarks computational methods and gain more insights into
the behaviour of K, which may be used in some form for the preservation of
nuclear warheads. Finally, in geophysics, as mentioned in the introduction,
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the study of K is one of the components necessary to understand further the
energy sources of the liquid outer core and hence the weakening of our mag-
netic ﬁeld. The phase diagram of K can therefore be used to understand under
which conditions K is stable and its thermodynamics. This can therefore be
used to assess the abundance of K in the Earth's core and be of use to study
solubility.
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A Convergence
A.1 bcc and fcc
Table 20: Convergence calculations for bcc at 0K
400 eV and 20x20x20 kpts 400 eV and 25x25x25 kpts 800eV and 20x20x20kpts
V0 (Å3) 73.4454 73.5266 73.3815
B0 (GPa) 3.75334 3.72214 3.76886
 0.238233 0.233198 0.238858
E0 (eV) -1.04718 -1.04696 -1.04696
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Figure 73: Convergence with respect to planewave cutoff and k-points for bcc
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A.2 Host-guest incommensurate phase
Table 21: Temperatures and simulation times for fcc, KIII and oC16 using the
Z method
Phase Volume (Å3 / atom) K-Points Planewave Cutoff (eV) Energy (eV)
KIIIa 19 2x2x2 400 1.627
19 4x4x4 400 1.623
19 2x2x2 600 1.627
18 2x2x2 400 1.863
18 4x4x4 400 1.859
18 2x2x2 600 1.863
17 2x2x2 400 2.132
17 4x4x4 400 2.128
17 2x2x2 600 2.132
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Figure 74: Convergence with respect to planewave cutoff and k-points for KIIIb
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Figure 75: Convergence with respect to planewave cutoff and k-points for cI16
176
Figure 76: Convergence with respect to planewave cutoff and k-points for sc
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A.3 oP8, tI4 and oC16
Figure 77: Convergence with respect to planewave cutoff and k-points for
oC16
178
Figure 78: Convergence with respect to planewave cutoff and k-points for tI4
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Figure 79: Convergence with respect to planewave cutoff and k-points for oP8
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B Z method
Figure 80: Temperature proﬁles after Z method runs for fcc at 800, 1000, 1100,
1200, 1300, 1500, 2500 and 5000 K
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Figure 81: Temperature proﬁles after Z method runs for KIIIa at 500, 750,
1000, 1500, 2000 and 3000 K
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Figure 82: Temperature proﬁles after Z method runs for KIIIb at 100, 500,
1000, 2500, 5000 K
183
Figure 83: Temperature proﬁles after Z method runs for oC16 at 500, 3000,
5000, 6000, 7000, 8000, 9000 and 10000 K
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