General aims: (1) Indentify and quantify factors that determine farm structural change (2) Predict structural change in response to these factors • Often modeled as a Markov Process (Zimmermann et. al 2009) • But current estimation techniques do not allow using available micro and macro data in a satisfying way
• A Markov process allows to model the movement of individuals between a finite number of predefined states, i=1,...,k , as a stochastic process • A Markov process is characterized by a transition probability matrix P t • The vector n t denotes the number of individuals in each state and develops over time, t, according to a (first order) Markov process: Definition:
• The number of individuals in each class, n t , is observed over time • Individual transitions are not observed and many different transitions could result in the observed data • P t needs to be estimated Example: Macro data Definition:
• The movements between classes is observed for each individual over time • The micro transition matrix give the number of individuals transiting from a specific state in t-1 to a state in t • P t can be calculated directly Macro data based likelihood: n t are distributed as weighted sum of independent multinomials (MacRae 1977) in Bayesian estimation of Markov models A micro data based likelihood function is specified for the prior weights Micro transitions are multinomial distributed with size equal the number of individuals in the corresponding class in t-1 and probabilities of P t
• A sample from the posterior density is obtained via a random walk Metropolis Hastings algorithm • The posterior mean, which is the optimal Bayesian estimator under squared error loss, is approximated by the mean of the posterior sample 
