1. Introduction. The successful application of the method of conjugate gradients for the numerical solution of sparse symmetric positive-definite linear systems, especiallyin connection with preconditioning, has prompted an intensive search for extensionsof this method, which would perform equally well for nonsymmetric matrices (fora survey, see [3] ). The three properties that make the method of conjugate gradients (CG hereafter) so useful and interesting are the finite termination property, the minimizationproperty, and the fact that the method is based on a three-term recurrence. These properties imply that CG is guaranteed to terminate after a finite number of steps(in exact arithmetic), that some measure of the error is decreased at every step of the method, and that the computational requirements for each step are constant. Eventhough the finite termination property is rarely of importance in the ptactical applications of CG, it distinguishes CG theoretically from methods such as SOR, whichdo not possess this property.
methods. We discuss the choice of the starting vectors and the relationship to other methods in § 4.
Section 5 presents the practical implementation of the new methods. Using the LQ factorization of the tridiagonal matrix we obtain the algorithm USYMLQ in an analogous manner to the derivation of SYMMLQ from the symmetric Lanczos process by Paige and Saunders [13] . We use the QR factorization to obtain USYMQR, which can be considered as a generalization of MINRES [13] . Some numerical results are presented in § 6.
2. Atridiagonalization process for unsymmetric matrices. In this section we present a tridiagonalization process for a general unsymmetric real n x n matrix A. We consider only the real case here, and * will always mean "transpose," but the algorithm can be easily extended to complex matrices. The tridiagonalization process can be derived by constructing the following transformation of A: (2.1)
P*AQ= T,
where P and Q are orthogonal matrices and T is a tridiagonal matrix. If A is symmetric we can choose P = Q. Then T is symmetric as well and the symmetric Lanczos algorithm will be obtained (see [13] ). We note that (2.1) is quite different from the Lanczos biorthogonalization algorithm for unsymmetric matrices (see [9] , [25] ), which is based ,. on the similarity transformation (2.2) P*AQ= T.
T is again tridiagonal, but P* = Q-I. Whereas (2.2) preserves the eigenvalues of A, (2.1) preserves the singular values of A, which is quite appropriate for solving linear equations. The proposed tridiagonalizationproc~ss therefore can also be used for determining the singular values of large matrices. This will be discussed further in §4. THEOREM1. Let A be a general n x n matrix. There exist orthogonal matrices P and Q and a tridiagonal matrix T with positive offdiagonal elements such that Hence the matrices Q= Qn = (ql, q2, . . . qn), P = Pn = (Pi> P2, . . . ,Pn), and Because of the choice of ai we have immediately that qj+1qj = 0 and pj+IPj = 0 for j = 1,2, . . . , n -1. Also it can be verified that (2.5) is true for j = 1. We will show by induction that (2.5) holds in general. Suppose that (2.5) has been shown for j; then weobtain by multiplying(2.4b) with q[, k <j -1 that
Here we also used (2.4b) for Aqk' Similarly, (2.5b)-(2.5d) can be obtained using induction and formulas (2.4a), (2.4b ). In order to show (2.5a) for k =j we compute
Similarly(2.5b) can be shown for k = j. Because of these similarities we might suspect that our new algorithm is closely related, if not identical, to the application of the symmetric Lanczos algorithm to the matrix of the normal equations. However, the distinct character of the tridiagonalization algorithm is apparent from the subspaces involved in the computation. From (2.6) it follows for k = 1,2, . . . that The underlying subspaces are therefore not Krylov subspaces. They can be viewed as the union of two Krylov subspaces generated with the normal equations matrices AA * (or A *A) with starting vectors band Ac (or c and A *b). If b = c then these spaces can also be seen as modified Krylov subspaces in the sense that a multiplication by A is followed by a multiplication by A *. Thus the subspaces span (Qzd and span (QZk+I) contain the Krylov subspace generated by k steps of the symmetric Lanczos algorithm applied to the normal equations. In addition they contain the space spanned by the intermediate vectors obtained if the matrix of the normal equations is not formed explicitly, but the multiplications by A and A* are carried out in sequence.
Finally we have to address the question of a breakdown of formulas (2.4). It is possiblethat
3. Solving linear systems. We now consider the application of the tridiagonaliz. ation algorithm from the previous section to the solution of linear systems of the form
where A is a general, unsymmetric n x n matrix. The superscript cg stands for conjugate gradients. Indeed, for a symmetric positivedefinite matrix A the approximate solution computed from (3.2) is identical to the approximate solution vector computed after} steps of the conjugate-gradient method. This follows from the fact that our algorithm reduces to the symmetric Lanczos algorithm for a symmetric matrix A, and the equivalence of the Lanczos algorithm and the conjugate-gradient method for positive-definite matrices (see [13] ). Formula (3.2) is the obvious generalization of the construction of a solution vector in the symmetricLanczos algorithm (see [16] ) to the unsymmetric case.
For the residual vector r? we obtain by using (2.6):
= Thepractical implementation of the computation of x? via the LQ factorization of Tj willbe discussed in § 5. We will call the resulting method USYMLQ. Methods that are guaranteed to reduce some measure of the error at every step are sometimes preferable in practical situations to methods such as the above that satisfyonly a Galerkin condition p*(b -AXj) = 0 for all vectorsPEspan (P;) (see also the numerical results in [4] ). We therefore want to consider a different approximate solutionvector which can also be constructed easily from span (Qj).
An approximate solution vector xjr that minimizes the residual norm can be obtained as follows: let S; be the U+ 1) X} matrix obtained by augmenting Tj by the extrarow f3j+1ef , i.e.,
Let h'j' be the solution to the least-squares problem
(el is a}+I-vector), and let
Then we have the following theorem. THEOREM2. If x'j' is determined by (3.6), then
where q E span (Qj).
Proof. If q is an arbitrary vector from span (Qj), then q = Qjh for some hE Rj.
Also, from (2.6a) and (3.5) we have AQj =~+lSj' Hence
which by definition is minimized by the choice h = hi'. 0 The superscript cr refers to the conjugate residual method, to which the above method reduces for symmetric A. Theorem 2 also implies that the residuals are monotonically decreasing, Le., that for j = 1, 2, 3, . . . Set yi' = Yo+~hj.
By reversing the roles of~and Qj and transposing all other quantities we can show that the associated residual norms are also monotonically decreasing. An approximate' solution yJ8 can be computed in the obvious way using Tj.
A final question to be discussed is the possible breakdown of the algorithm, i.e., the situation where fh+1=0 (or Pj+1= 0). The proof of Theorem 1 shows that the tridiagonalization can be continued, but we show that there is no need when solving linear systems, so that we can talk about a "lucky breakdown." solution has been found. If a breakdown with qj+l= 0 occurs, the exact solution to the transposed system has been found. Since the tridiagonalization algorithm terminates after at most n steps for an n x n linear system we have the following corollary.
COROLLARY. USYMLQ and USYMQR determine the exact solution to (3.1) in at most n steps.
Hence the algorithm USYMQR extends the three desirable properties of finite termination, a three-term recurrence, and the minimization property to the unsymmetric case. USYMLQ, in general, has no obvious minimization property; however, we show in the next section that USYMLQ does minimize a certain norm of the error for a special choice of the starting vector.
4. Choice of starting vector and relation to other methods. Theorem 3 in the previous section indicates that a good choice of the starting vector is PI = ql = ro/ IIroll. If we choose ql arbitrarily we may encounter the situation that the transposed system can be solved before the original system and thus an unwanted breakdown would occur. Aswith the symmetric Lanczos algorithm, however, an exactly zero {3j+1 is unlikely to occur in practice. Theorem 3 is therefore primarily of theoretical interest.
We might ask whether other choices for ql would lead to desirable properties of USYMLQ and USYMQR. For example, since PI and q. together with A determine T; uniquely, we might try to determine ql such that T; is symmetric. This is at least theoretically possible since we have the following.
THEOREM4. Ifql=JA*AA-1pI' then the tridiagonalization algorithm yields a symmetric matrix T. Furthermore, the approximate solution x? computed by (3.6) minimizes the .JA *A -norm of the error over the affine subspace Xo+ span (Qj) ' Proof Let the singular value decomposition of A be given by A= UDV*, wherePk= UV* qk, for k = 1, 2, . . . ,j + 1. This is precisely(2.6a) with a symmetricT;.
In particular, we have
Thusbecause of the uniqueness of the tridiagonalization process we obtain a symmetric 1]for an arbitrary PI, if ql is chosen as above.
Since JA *A is symmetric positive-definite the solution x? computed using (4.2)
isthe conjugate-gradient solution to
Le.,to Ax = {3IPI' Because of the minimization property of the conjugate-gradient algorithmthe second part of the theorem follows as well. 0 Obviously Theorem 4 has little practical value since the computation of JA*A A -IPI is more difficult than the simple solution of the original linear system. Theorem4, however, does suggest two things: First, an approximation to JA *A A -tPI mightbe a good second starting vector, although we do not know of any method to computesuch an approximation cheaply. Second, the algorithm USYMLQ contains some similarities to methods derived from the bidiagonalization process such as LSQR [14] . (For a survey of other mathematically equivalent methods, see [14] .) All these methods are based, however, on applying conjugate gradients tothe normal equations, whereas USYMLQ uses a different approach. The difference becomes clearer if we consider the augmented symmetric 2n x 2n matrix B= [;*~].
The Golub-Kahan bidiagonalization is mathematically equivalent to the symmetric Lanczos process applied to B with the starting vector [~o] . Because of the special structure of the matrix and starting vector, the last n components of the odd Lanczos vectors and the first n components of the even Lanczos vectors are zero. The nonzero components of the even and of the odd Lanczos vectors thus form two sequences of orthogonal vectors which are used analogously to P and Q in USYMLQ for the computation of an approximate solution to (3.1).
In contrast, we consider in USYMLQ a starting vector of the form u\ = C:].With this starting vector no similar pattern of zero entries will be encountered in the sequence of vectors Bku" k = 1, 2, . . '. Furthermore, our tridiagonalization algorithm is equivalent to constructing a sequence of vectors such that the top n and the bottom n components separately form sequences of orthogonal vectors. These vectors are thus different from the top and bottom half of the Lanczos vectors computed with Band ul. So although we are using the operator B in a particular way, we do not apply conjugate gradients to the normal equations. Here we use extra information from the intermediate nonzero components in the quasi-Krylov vectors. This information is not used in the normal equations, where these components are zero. Methods based on the use of the operator B with a generalstarting vectorare discussedby lea and Young [8] .
Another interesting observation (due to Beresford Parlett) relates some of the subspaces used here to block Krylov subspaces obtained with the symmetric block It is also possible to show the following result (for a proof, see [2] ).
THEOREM5. If m is the number of distinct singular values of A, then USYMLQ and USYMQR converge in at most min (2m, n) steps to the exact solution, assuming exact arithmetic.
It should be noted that if m < n this result is actually worse than a corresponding theorem for the normal equations, which would compute the exact solution in at most m steps, with a comparable amount of work per step. This theoretical limit indicates potential disadvantages of the new algorithms in comparison to LSQR [14] , which is based on the normal equations approach.
Finally we want to point out that the singular values of~approximate the singular values of A. It is thus conceivable to use the tridiagonalization algorithm for the computation of the singular values of large matrices in a manner analogous to [11] or [1] .
5. The implementation of USYMLQ and USYMQR. The practical implementations of USYMLQ and USYMQR are based on ideas used in [13] for the derivation of the algorithms SYMMLQ and MINRES for symmetric indefinite matrices.
Let us first consider the solution of the tridiagonal system (3. The matrix~is a product of plane rotations designed to eliminate the superdiagonal elements 12,13, . . . , 1j' The tridiagonal system becomes h? = Lj~h? = 13lel.
We note that h? has no elements in common with hj~I' However, it is not really h? that we are interested in, but rather x? as defined by equation (3.2) . If Zj= U;h'? and W;= QjUj, then x? = xo+ ""fZj'From here on we can proceed as in [13] , and compute Zjand the columns of ""f by simple recursions. We omit the details, which can be found in the literature [13] . The resulting algorithm USYMLQ can be implemented using only six n-vectors of storage: four for the generalized Lanczos vectors in the tridiagonalization algorithm and one each for x and w. This assumes that the right-hand side vector is overwritten and that both the multiplication of a vector by the matrix A and its transpose A * can be performed as an update of the form y~y + Ax. A total of 13n operations are needed per step plus the demands of the matrix vector multiplications. The tridiagonalization requires 9n operations and the updates to x and w require 4n operations. In a more careful implementation we might recompute Q'in two different ways, and thus obtain 14n operations per step.
Let us now consider the solution of the least-squares problem (3.6):
Using the QR factorization of 5j, let
where \j+1 is a j + 1 x j + 1 orthogonal matrix and the upper triangular matrix Rj is actuallyof upper trapezoidal form, with three nonzero diagonals.
The reduction of Sj to upper triangular form is achieved by a sequence of plane rotations which at each step reduce the {3j+1 entry in Sj to zero. The orthogonal matrix \.-)+1is the product of these rotations. Now define the n xj matrix~= QjRjl . Then x'j' can be computed by a simple updating process, using the columns of~. The columns of~in turn can be computed by a three-term recurrence. Again we omit the details, which are analogous to the implementation of MINRES in [13] . The resulting algorithm is called USYMQR.
This implementation of USYMQR needs 12n operations per step in addition to the requirements for computing Ap and A*q. The double Lanczos recurrence requires 9n operations, and the updates to the direction vector m and the solution vector x require 2n and n operations, respeCtively. Compared to USYMLQ, one extra n-vector of storage is needed for the update of m; hence the total storage requirement is seven n-vectors.
Although the operation count per step for both USYMLQ and USYMQR appears high in comparison to methods for symmetric matrices, it is comparable to other methods for unsymmetric matrices. For example, if the matrix A is the five-point discrete Laplacian, then the number of operations per step for USYMLQ is about the same as for ORTHOMIN (5) [24] . On the other hand, USYMLQ requires storage for only six vectors of length n, whereas ORTHOMIN(5) would require 13 n-vectors. Generally speaking all comparisons made here are highly hypothetical, since we do not know how the rates of convergence of these methods compare.
6. Numerical results. The following three numerical examples demonstrate that both USYMLQ and USYMQR are viable numerical methods for the solution of unsymmetric linear systems. They also shed some light on specific areas of applications for which the use of USYMLQ and USYMQR may be particularly advantageous. For Examples 1 and 2 no preconditioning was used. In Example 3 we used an incomplete LU factorization of the coefficient matrix as preconditioner. All results were obtained on a Cray-lS, which provides about 13 decimal digits of accuracy.
Example 1. This is a model problem, which allows us to study the influence of unsymmetry on the solution behavior of some iterative methods. It has been used before by Saad [18] and others (see references in [18] ). The matrix A is given by the. block tridiagonal matrix~f solution vector were chosen to be uniformly distributed random numbers between 0 and 1. We solved the resulting linear system of equations with the methods ORTHOMIN(5), GCR(5), and LSQR [24] , [4] , [20] , [14] as well as with USYMLQ and USYMQR. For each method the iteration was stopped when the residual norm was reduced by a factor of 10-6. For various 5 the results in Table 1 were obtained. The number of iteration steps does not provide full information on the amount of computational work of these methods, since the number of operations per step varies. Therefore we also list the total number of floating-point operations in Table 2 .
Obviously USYMLQ and USYMQR become more competitive the more unsymmetric the matrix becomes. However, the same is true for LSQR, and for this example LSQR is more efficient than either USYMLQ or USYMQR for all 5. On the other hand, for a symmetric matrix, all methods perform about the same, although LSQR takes twice as many steps as the other methods.
The most interesting behavior can be observed for a nearly symmetric matrix (5 =0.01). A small perturbation away from symmetry increases the number of iteration steps considerably. If the coefficient matrix is symmetric, USYMLQ and USYMQR reduce to SYMMLQ and MINRES from [13] . Then the equivalent to Theorem 5 suddenly says that the number of steps is at most min (m, n). Hence USYMLQjSYMMLQ and USYMQRjMINRES exploit symmetry in a special way. Thus for nearly symmetric matrices both USYMLQ and USYMQR are relatively inefficient.
It is interesting to note that the break-even point between the ORTHOMIN-type methods and USYMLQ and USYMQR occurs for a value of 5 for which (A -A*)j2, the unsymmetric part of the matrix, becomes comparable in size to the symmetric part. A further investigation of this observation, especially the precise relation between symmetry and convergence behavior, appears to be a worthwhile research topic.
In this numerical example we did not attempt to find the optimal values for K1 and K2 such that the methods ORTHOMIN (K1) and GCR (K2) would deliver the solutionwith the required accuracy in a minimal number of operations. Other numerical results [3] , [20] show that a different choice of these parameters can influence the convergence behavior of the ORTHOMIN-type methods considerably. The choice of these parameters is also very significant for the practical performance of these methods, since it determines storage requirements and the number of arithmetic operations per step. It is an advantage of USYMLQ and USYMQR (and LSQR) to be independent of the choice of any parameter. The convergence for ORTHOMIN(K) and GCR (K) can only be shown for matrices with a positive-definite symmetric part [3] , [20] . For Example 1 this was the case independent of B. If the diagonal entries of the matrix A are set to two instead of four, the symmetric part of this matrix is no longer positive-definite. For B = 1.1 the following results are obtained: ORTHOMIN (5) and GCR (5) stagnate and are unable to achieve the requested reduction in the residual norm, whereas USYMLQ, USYMQR, and LSQR converge in 102, 101, and 86 steps, respectively. Hence these methods behave well also in the presence of an indefinite symmetric part of the matrix.
Example 2 (see [3, p. 135] ). Consider the matrix arising from the discretization of the elliptic partial differential equation Case (b). {}= 50.0with a right-hand side chosen as in [3] .
Here all methods achieved the required reduction of the residual norm by a factor of 10-6. The parameters for the ORTHOMIN-type methods were chosen such that the amount of work per step is about the same for all methods listed. The necessary number of steps was Again Cases (a) and (b) can be considered as opposite extremes. In Case (a) none of the ORTHOMIN-type methods converged to the required accuracy, whereas USYMLQ and USYMQR had no difficulty computing the solution. In Case (b) USYMLQ and USYMQR took about twice as long to find the solution as the ORTHOMIN-type methods,which all performed about the same. Thus USYMLQ and USYMQR offer the advantage of guaranteed convergence at the price of a possible inefficiency for the cases where ORTHOMIN-type methods do perform well. Example 3. Both ORTHOMIN and USYMLQ have been implemented in a code for the solution of transonic flow problems. The details of this work are reported in [2] . Here we present an extreme example of the behavior of both methods, which confirms the observations made above.
ORTHOMIN (5) and USYMLQ were used in the inner loop of an inexact Newtontype iteration for the nonlinear problem. The initial guess for the outer Newton iteration was subsonic, and the final solution corresponded to a transonic state. In Table 3 we list for a problem of order 1536 the number of inner iteration steps required by both ORTHOMIN (5) and USYMLQ in the course of one Newton iteration.
TABLE3
Number oj iteration steps in a Newton iteration Jor a transonic flow problem.
ORTHOMIN (5) fails in the difficult transition from subsonic to transonic flow, which occurs during Newton step 3.
Some related numerical experiments with BIORTH, a mathematically equivalent implementation of USYMQR, are reported in [10] . On some large problems derived from the discretization of three-dimensional elliptic partial differential equations BIORTH was compared to conjugate-gradients on the normal equations and to biconjugate-gradients. On these problems the USYMQR equivalent method did not perform as well as either of its competitors.
7. Conclusions. The numerical results show that USYMLQ and USYMQR are not only theoretically interesting new methods, but also provide a valuable tool for solvingsparse unsymmetric linear systems. Since USYMLQ and USYMQR are working with the same subspace, we did not observe any significant differences in the convergence behavior of USYMLQ and USYMQR, as was to be expected. Comparing both methods to ORTHOMIN-type methods we observed that USYMLQ and USYMQR .have better convergence behavior than ORTHOMIN (K) and related methods for strongly unsymmetric problems or problems with indefinite symmetric part,
.have the advantage of not requiring the choice of any parameters, but .requi re multiplication by the transposed matrix, .are less efficient than ORTHOMIN (K)-type methods for nearly symmetric problems, and problems with positive-definite symmetric part.
Unfortunately, we were not able to find a type of problem in the spectrum of unsymmetric sparse matrices for which the new methods offer clear performance advantages. For nearly symmetric problems, and problems with symmetric positivedefinitepart, Krylov subspace-type methods remain superior. For strongly unsymmetric problems, LSQR achieves about the same results as USYMLQ and USYMQR, but doesso usually with a smaller number of operations. Further research into USYMLQ andUSYMQR thus may be only of theoretical interest. USYMLQ Newton step 1 6 27
Newton step 2 27 71
Newton step 3 stagnation 97
