Abstract-The existence of quantum LDPC codes with minimal distance scaling linearly in the number of qubits is a central open problem in quantum information. Despite years of research good quantum LDPC codes are not known to exist, but at the very least it is known they cannot be defined on very regular topologies, like low-dimensional grids. In this work we establish a complementary result, showing that good quantum CSS codes which are sparsely generated require "structure" in the local terms that constrain the code space so as not to be "too-random" in a well-defined sense. To show this, we prove a weak converse to a theorem of Krasikov and Litsyn on weight distributions of classical codes due to which may be of independent interest: subspaces for which the distribution of weights in the dual space is approximately binomial have very few codewords of low weight, tantamount to having a non-negligible "approximate" minimal distance. While they may not have a large minimal non-zero weight, they still have very few words of low Hamming weight.
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I. INTRODUCTION
A. General Q UANTUM error correction studies the ability to efficiently encode quantum information in a way that is robust against errors induced by environment [3] , [4] , and it is believed to be an essential component of any future quantum computer via the fault-tolerance paradigm [5] , [6] . As in classical error-correction one would like a quantum code to have good (linear) distance and rate, and preferably also be constrained by a locally-defined quantum system (or Hamiltonian), i.e. be a quantum Low-Density Parity-Check code (qLDPC).
However, the question of whether or not there exist good quantum LDPC codes with positive rate is tantalizingly difficult and has alluded researchers for many years now [7] - [13] . It is even not known whether such codes with vanishing rate exist. On the other hand, in the classical world, LDPC codes can be easily constructed [14] and even efficiently decoded [15] .
To further aggravate matters, contrary to classical LDPC codes where upper bounds on the minimum error-correcting distance are known and improve general upper bounds on the minimum distance of linear codes [16] - [18] , i.e. there is a notion of "penalty" paid for locality, such a result is not known for quantum LDPC codes. Moreover the proof techniques used to obtain such bounds for classical LDPC codes seem difficult to generalize to the quantum case.
Arguably the most important question in the field of quantum error correction is whether or not there exist good quantum LDPC codes (see Section II-B for a formal definition).
Conjecture 1 (qLDPC). There exists a family of quantum codes {C
where C n is a code on n qubits with distance linear in n and C n lies in the 0-eigenspace of a local Hamiltonian.
The conjecture about quantum LDPC codes is not merely a question of parameters. It relates to a deep notion in condensed matter physics and quantum information. Can one impose long-range entanglement involving a linear number of qubits, using local checks or Hamiltonians, i.e. obtain "global" entanglement from "local" constraints? Indeed it has been shown in [19] that quantum LDPC codes which are also quantumly locally-testable [20] would imply long-range entanglement even in high energy ensembles of quantum states, resolving in the affirmative the important NLTS conjecture due to Freedman and Hastings [21] .
Given the apparent difficulty in constructing and characterizing quantum LDPC codes, research has focused on the topology of the hypergraph of the local constraints with the following question in mind.
Question 2.
Can we characterize which topologies are suitable for good quantum LDPC codes, and no less importantly, which topologies should be avoided because they cannot give rise to such codes?
A seminal paper by Bravyi and Terhal [1] shows that for low-dimensional grids one cannot hope to find good quantum LDPC codes: a d-dimensional grid of n qubits with spatially-local code checks (according to this grid) have a minimal distance scaling as O(n 1−1/d ). This result implies that for regular grids locality and minimal distance are adversely coupled: increasing the distance requires increasing the locality. So, one cannot hope to achieve both linear distance and O n (1) locality simultaneously. Here, and throughout the paper, we will use the notation O x (y) to indicate a function of x and y which is upper bounded by cy, for some constant c > 0,
Given the quantitative bound on the minimal distance for regular grids, it is natural then to look at more disorganized, or pseudorandom constructions. Indeed, recent studies [22] , [23] suggest that deviating from regular grids towards random ensembles may provide improved minimal quantum error-correcting distance. Is it then possible that the more random-looking the topology of the local quantum constraints (parity-checks), the better the quantum distance?
B. Main Results
Our study reveals a surprising result. One cannot leverage mere pseudorandom behavior to construct quantum LDPC codes with large distance, at least when it comes to CSS codes. We consider a family of hypergraphs with a certain property of pseudorandomness: any word in the span of the check terms of any fixed weight has an overlap with a random check that mimics uniform independent sampling. To formalize this, we identify the hyperedges of an n-vertex hypergraph with vectors in F n 2 . For a given set of hyperedges E and for any e ∈ F n 2 , we let E(e, j) ⊆ E denote the set of those hyperedges in E that have exactly j vertices in common with e:
E(e, j) := {h ∈ E : |e ∩ h| = j}.
(1)
Z )} n∈N be a family of quantum CSS codes 1 The results apply to families of hypergraphs with some fixed but small ε. In other words, we do not expect ε to go to zero with hypergraph size.
where C Z is (d, K)-regular and C X is d-uniform. Let G n be the hypergraph on n vertices corresponding to the minimal weight words of C (n) X , and suppose the family G = {G n } n is ε-pseudorandom. For a sufficiently small constant ε < ε 0 , the minimum distance of the code is given by
Note that the above also holds with C X and C Z switched. The proof is based on a pair of orthogonal subspaces in F n 2 , so it does not matter whether the pseudorandom subspace corresponds to the X or Z generators.
1) Applicability of our Bounds:
The above theorem implies that quantum minimal error-correcting distance decays rapidly with the pseudorandomness parameter ε. It is insightful to note that one can trivially show that
by assuming that the bipartite graph corresponding to the check terms is biregular. However, such a bound, in addition to being loose, also holds for classical codes [16] - [18] and hence does not provide insight into behavior of quantum systems.
Usually, one is interested in hypergraphs that are K-regular, for K = O n (1). In such a case, one should apply care in the choice of parameters K, d. If we assume that both C X and C Z are regular, for our bound to be meaningful it is likely necessary to fix K = 2 Ω(d) . This follows by conjecturing a reasonable generalization of the Alon-Boppana theorem [25] and a converse of the expander mixing lemma due to Bilu and Linial [26] . These two theorems together imply that, for a K-regular graph G = (V, E), any two vertex sets S, T ⊆ V satisfy the following property. The fraction of edges between S and T cannot be too close to what one would expect if the edges were sampled uniformly at random, i.e.
|E(S,
We conjecture that a similar theorem also holds for d > 2, for a slightly more relaxed condition in which the above is required only for subsets S, T in the image of the hypergraph E (the code over F 2 generated by the characteristic vectors of the edges). 2 Since the bound on the minimal distance of our theorem scales as ε 1/d , it then follows assuming this conjecture that K needs to be at least 2 Ω(d) for our bounds to provide a meaningful statement, i.e. to have ε 1/d < 1. Intuitively, to generate pseudorandom behavior one needs many more checks per bit (K) than bits per check (d).
This connection also means that our results do not immediately imply a sublinear upper bound on the minimal quantum error-correcting distance, because the pseudorandomness parameter ε is lower bounded by a constant, for any fixed K.
C. Prior Work
Recalling the result of Bravyi and Terhal [1] that places a sublinear limit on the distance of quantum codes whose underlying topology is a regular grid, our result can be viewed as the "other end" of this limit. We show that codes which are in a sense "strongly" not embeddable into a lattice also have small distance. We note, however, that our bounds can only show a small constant linear distance upper bound, and not a sublinear distance bound, which would have ruled out linear distance quantum codes on highly pseudorandom hypergraphs altogether.
Interestingly, Hastings [23] recently conjectured the existence of a quantum CSS code with distance n 1−ε , for arbitrarily small ε > 0, whose parity-check matrices have sparsity log(n). These codes are constructed from a cellulation of a family of random lattices, called LDA. Given the regular structure of lattices we conjecture that the 2-complex of his code would be somewhat far from pseudorandom. This suggests that perhaps the "right" way to resolve the qLDPC conjecture is to look for high-dimensional manifolds that avoid pseudorandomness.
Perhaps more fundamentally, our work suggests that quantum multiparticle entanglement may be inherently limited on random-looking topologies, contrasting the intuition stemming from the classical theory of computer science that random-looking topologies are more "robust". The notion that highly pseudorandom topologies are not compatible with large-scale quantum entanglement resonates with a sequence of results in a somewhat different context. In [22] the authors show that the ground states of 2-local Hamiltonians whose graph is expanding can be approximated by tensor-product states. A similar result in [29] shows this for k-local commuting Hamiltonians with a bipartite form of expansion, using a more stringent criterion called local expansion. These results impose a restriction on the structure of the quantum system in question (namely 2-locality, or local expansion) and derive not only a minimal distance upper bound for a corresponding quantum code, but in fact an upper bound on the locality of entanglement. Our definition is more general, but only places a bound on the formal quantum minimal error-correcting distance without ruling out global entanglement altogether.
Our result is hence also relevant in the context of high-dimensional expanders. Evra and Kaufman recently showed [30] that the (d − 1)-skeletons of Ramanujan d-complexes are so-called "co-systole" expanders. Since there exists a natural map from F 2 -complexes to CSS codes (see Section II-C for the formal connection) our main theorem can be used to place a lower bound on the pseudorandomness of such skeletons. This is an example where the quantum perspective may help shed light on questions in other fields.
D. Overview of the Proof
Placing bounds on the minimal quantum error-correcting distance of LDPC codes is usually a difficult task [16] - [18] , and as mentioned above, these classical techniques are generally not useful in the quantum regime. Even in the context of CSS codes, which are arguably the most "classical" quantum codes we know of, arguing about the minimal quantum error-correcting distance is a challenging task because the quantum distance is not merely a property of the dual subspace of a binary vector space (as in classical error correction) but rather a property of the set difference between subgroups of the Pauli group (the normalizer minus the stabilizer) and hence a more complex object to analyze.
The strategy we use in this paper is to find a way to employ classical techniques to study CSS codes (more specifically, Kravchuk polynomials and MacWilliams identities). 3 A central concept in our proof is the notion of a weakly binomial subspace. This is a linear subspace C ⊆ F n 2 whose weight enumerator, i.e. the vector (B 0 , . . . , B n ) of n + 1 bins specifying the number of words in C of any given weight, is upper bounded by the binomial distribution, up to a mild exponential factor.
Definition 5 (Weakly binomial subspace).
of n-bit words is (ζ, η)-weakly binomial, for some constants
where {B k } is the weight enumerator of C, C ⊥ is the dual space of C, and |X| is the dimension of subspace X. A family of codes {C n } n is said to be (ζ, η)-weakly binomial if C n is (ζ, η)-weakly binomial for sufficiently large n.
Our proof consists of two main steps.
1) We show that the subspace C ⊆ F n 2 spanned by the hyperedges of an ε-pseudorandom hypergraph (see Definition 3) is weakly binomial. 2) We show that any weakly binomial subspace C for which, in addition, the dual code C ⊥ also contains a LDPC code, must have a relatively small dimension. Hence, for a CSS code C = (C X , C Z ) where C X corresponds to an ε-pseudorandom hypergraph, the relative dimension of C X must be small, implying that the quantum code dimension k = n − dim(C X ) − dim(C Z ) must be large. This implies an upper bound on the minimal quantum error-correcting distance of C by standard distance-rate trade-offs.
1) An ε-Pseudorandom Hypergraph Spans a Weakly Binomial Subspace:
In the first step of the proof, we would like to approximate the weight enumerator of a code C X whose generators satisfy the ε-pseudorandom condition from Definition 3. We do this by considering a random walk M 1 on the Cayley graph of the code space of C X with the sparse and ε-pseudorandom generators of C X used as generators of the Cayley graph. When summed up over words of fixed Hamming weight, the stationary distribution of M 1 provides exactly the weight enumerator of C X .
We would hence like to project down M 1 to a random walk M 2 defined on n+1 nodes corresponding to Hamming weights of n-bit words, and define transition probabilities between these weight bins so that they are independent of which word we choose in a fixed-weight bin. We do this by introducing the notion of a corase-grained Markov chain and use it to define M 2 as a coarse-graining of M 1 .
The Markov chain M 2 is a random walk on a line comprised of n + 1 bins, with non-zero transition probabilities between nodes at distance of at most d, the locality of the generators. We consider a bin B k , i.e. the set of all weight-k words in the code space of C X , with the following question in mind. If a uniformly random generator g is sampled from the rows of C X and added to a random w ∈ B k , what is the distribution of |w + g|?
While generally this can be a hard problem, using the ε-pseudorandom condition makes it simpler. When interpreted in the appropriate way, this condition tells us that the probability that |w + g| = k + j, where j ≤ d and d is the locality of each generator, behaves approximately as if a word of weight d would be sampled uniformly at random and added to w. As a result, M 2 assumes the form of a Markov chain whose transition probabilities, up to an additive error of at most ε, are governed by the binomial distribution, i.e. the distribution of Hamming weights when adding uniformly random words of weight d. We show that the stationary distribution of this perturbed Markov chain deviates from the unperturbed chain by a modest multiplicative exponential error, for those bins that are sufficiently close to the central bin whose weight is n/2. Since we have no control far from the center, this translates into a small exponential additive error. Together these observations imply that the code space of C X is a weakly binomial subspace (see Definition 5).
2) Weakly Binomial Subspaces With LDPC Duals Have
Large Dimension: In the second part of the proof we are given a weakly binomial subspace, C X , such that C ⊥ X contains an LDPC code, namely C Z . We think of the first subspace as the span of Pauli X parity checks, C X , of a CSS code, and hence C ⊥ X contains the space spanned by a set of LDPC parity checks of C Z . By the assumption of the theorem, the hypergraph of
To place an upper bound on the dimension of C X we invoke the Sloane-MacWilliams transform [34] which translates the weight enumerator of C X to the weight enumerator of the dual code C ⊥ X . The crux of the argument is a weak converse to previous results by Krasikov and Litsyn [35] who use the same transform in the context of classical codes.
Consider a classical code of large distance. By definition, its weight enumerator, (B 0 , . . . , B n ), has B 0 = 1 (the zero vector) and B i = 0 for all 0 < i ≤ d min . The result by Krasikov and Litsyn [35] shows that in such case the weight enumerator of the dual code, (B ⊥ 0 , . . . , B ⊥ n ), has an upper bound that is very close to being binomial: in a linear-size interval around n/2, say [n/3, . . . , n/2, . . . , 2n/3], each B k is at most n k /|C X |, up to a multiplicative polynomial factor. In our case, we consider a quantum code, namely a CSS code, and argue a weak converse. We show that if the weight enumerator (B 0 , . . . , B n ) of one of the classical codes comprising the CSS code is weakly binomial (in the sense of Definition 5), then the weight enumerator
of the dual code may not have prefix 1, 0, . . . , 0, as in the case of a large-distance classical code, but the first αn entries of B ⊥ are still very small, for some constant α > 0.
On the other hand, and this happens only for weakly self-dual codes such as quantum CSS codes, the dual code, C ⊥ X , contains an LDPC code namely C z . Any LDPC code, whether it is ε-pseudorandom or not, has the property that B k effectively grows exponentially with k, at least for sufficiently small k = βn. Now we can summarize our argument. On one hand, the prefix of B ⊥ must entry-wise be very small due to the code space of C X being weakly binomial; on the other hand, the prefix must blow up exponentially because it contains an LDPC code, i.e. the code spanned by the Z generators. These counteracting requirements put very stringent limits on code space dimensions and hence a lower bound on the code rate, which in turn implies an upper bound on the distance of the corresponding quantum code.
II. PRELIMINARIES

A. Notation
We adopt the following conventions and notation throughout the paper. Even though some of the machinery we use (e.g. MacWilliams identity) holds in a more general setting, we restrict our attention to binary linear codes in the classical case and binary (qubit) codes based on the CSS construction in the quantum case.
A hypergraph G = (V, E) consists of a set of vertices, V , and a set of hyperedges, E, where each hyperedge is a subset of V . Let n = |V | denote the number of vertices and d the size of the largest hyperedge of G. A hypergraph is d-uniform if each hyperedge is incident to exactly d vertices. A d-uniform hypergraph is K-regular if each vertex is incident to exactly K unique hyperedges. We will call such hypergraphs
spanned by the hyperedges E n as vectors in F n 2 . For x ∈ F n 2 , |x| denotes the Hamming weight of x. We set log(x) ≡ log 2 (x) and use H(p) := −p log p−(1−p) log(1−p) to denote the binary entropy function.
Definition 6. Let g(n) and h(n) be two functions of n. We write g(n)
We reserve ε for the parameter of ε-pseudorandom hypergraphs in Definition 3. Furthermore, we let θ = 0.04, and ε 0 = θ 2d /9, where d is the hypergraph edge size. We will assume throughout that 0 < ε < ε 0 , defined in Theorem 4, and d ≥ 4.
B. Quantum Error Correction
The study of quantum error correcting codes is driven by the high-level goal of making quantum information robust against environment-induced errors. A quantum error correcting code (QECC) for encoding k qubits into n, with n ≥ k, is an isometry, V , from (C) ⊗k to (C 2 ) ⊗n . Intuitively, it protects quantum states by "spreading" them out over a larger space. More specifically, let E := E 1 ⊗ · · · ⊗ E n where each E i ∈ {I, X, Y, Z} is one of the four Pauli matrices and at most d min − 1 of the terms are different from the identity matrix I. For any such Pauli error, any two orthogonal states |ψ i , |ψ j ∈ (C 2 ) ⊗k should remain orthogonal with respect to V † EV :
Due to this condition, any logical state |ψ, after being encoded as V |ψ, can recover from any error that acts on at most
qubits. As in the study of classical error correcting codes, one looks for efficient ways to encode and decode quantum states, and to achieve optimal parameters in terms of rate ρ := k/n and distance d min . We call δ min := d min /n the relative distance of the code. We denote a binary quantum code that encodes k qubits into n qubits and has distance
A special subclass of QECC's, called stabilizer codes [5] , are defined by a subgroup S of tensor-product Pauli terms that pair-wise commute. For such codes, one can define the code space as the set of states that are simultaneous eigenvectors of S with eigenvalue 1:
∀s ∈ S, ∀|ψ ∈ C : s|ψ = |ψ.
Stabilizer codes are the quantum analog of parity-check codes (and in fact can be viewed as homogeneous equations modulo F 4 ). A stabilizer code is said to be Low-Density ParityCheck, or LDPC for short, if the group S has a generating set G in which each generator g ∈ G is sparse, namely
where the number of P i = I is bounded above by some
The qLDPC conjecture (recall Conjecture 1) then posits the existence of LDPC stabilizer codes with distance that is linear in the number of qubits. One can also state the conjecture more broadly for general quantum error-correcting codes.
We will need the following bound on quantum codes for our proofs.
Proposition 7 (Quantum singleton bound [37] ). An
C. CSS Codes and High-Dimensional Expanders
CSS codes, invented by Calderbank, Shor, and Steane (see [4] or the original papers [38] - [40] ), are one of the earliest and most influential type of quantum codes. Arguably, their greatest advantage is that they can be defined using pairs of classical codes, which then allows one to think of these quantum codes as classical codes with certain restrictions.
Definition 8 (CSS code).
A quantum [[n, k, d min ]] CSS code is a pair of classical linear codes C X , C Z ⊆ F n 2 such that C Z ⊆ C ⊥ X and C X ⊆ C ⊥ Z ,
with the parameters of the code given by
The classical codes C X and C Z describe the X and Z stabilizers of the quantum codeword states, respectively. In the language of stabilizer quantum error correcting codes [4] , we can specify a complete independent set of generators for the stabilizers by specifying a complete basis for the code spaces C X and C Z .
Hence, to find a good quantum CSS code, we are required to find a pair of classical codes that contain the dual of each other and result in large rate and distance, as defined by equation (4) . In addition, for this code to be LDPC, both codes C X and C Z must have sparse generators. While constructing good classical LDPC codes is an easy task [14] , [15] , [41] , [42] , since random sparse parity-check matrices yield such codes asymptotically, it is not even clear how to uniformly sample pairwise orthogonal and sparsely generated linear codes.
One of the many elegant features of CSS codes, that has been long recognized [9] , [43] , is that CSS codes naturally arise from chain complexes that are induced by a cellulation of a manifold [44] , or more generally, from abstract chain complexes in homological algebra.
Definition 9 (CSS code of a 2-complex).
Let X 0 , X 1 , X 2 be finite-dimensional linear spaces over F 2 equipped with linear maps ∂ 1 : X 0 → X 1 and ∂ 2 : X 1 → X 2 between them, also called boundary maps.
Indeed, many well known constructions can be thought of in this way [44] - [46] . The parameters of the corresponding code are given by [[n, k, d min ]] where n = dimX 1 and
D. Kravchuk Polynomials and the Sloane-MacWilliams Transformation
Kravchuk polynomials are a special set of orthogonal polynomials with many applications in error correction [34, p. 130] . For any integer l ≥ 0 and formal variable x, we define the binomial coefficient as a degree l polynomial according to the standard definition:
For integers l < 0 the binomial coefficient is taken to be zero. Using this, we can define the Kravchuk polynomials. The m-th Kravchuk polynomial, for m ∈ {0, . . . , n}, is a degree-m polynomial in x ∈ R given by 
where δ ij is the Kronecker delta.
2) Kravchuk decomposition [34]: If g(x) is a polynomial of degree at most n, its Kravchuk decomposition is
where
3) Decomposition of the square [2] : For any m ∈ {0, . . . , n/2},
4) Elementary upper bound [34] : For any k ∈ {0, . . . , n},
We will use an important relation known as MacWilliams identity [34] . Suppose we have some linear code C ⊆ F n 2 . We define its weight enumerator as the list of coefficients (B 0 , . . . , B n ) where B k is the number of vectors of weight k in the code:
The dual code of C is denoted by C ⊥ and consists of all vectors in F n 2 that are orthogonal to all vectors in C:
We denote the weight enumerator of
The MacWilliams identity provides a way to write the weight enumerator of the dual code C ⊥ in terms of the weight enumerator of C and Kravchuk polynomials. [34] ). Let C be a linear code over F 
Theorem 11 (MacWilliams identity
where |C| denotes the number of codewords in C and P k is the k-th Kravchuk polynomial.
We will also require the following well known lemma. 
Proof. This identity is obtained as follows:
where we used the MacWilliams identity for the first equality and the definition of α(x) for the last equality.
This identity has many applications in error correction. In particular, it is a useful tool for establishing interesting bounds on quantum codes [33] .
E. Markov Chains
We will use coarse-grained Markov chains in our analysis. For this we need to partition the discrete state space of a Markov chain and analyze the coarse-grained dynamics.
Let M be a Markov chain with state space Ω. For any i, j ∈ Ω, we denote by M i,j the probability to transition from i to j. The Markov chain M is irreducible if, for any i, j ∈ Ω, there exists k ≥ 0 such that (M k ) i,j > 0, i.e. one can transition from i to j with a non-zero probability after some number of steps. A probability distribution π over Ω is stationary for M if πM = π. By the Perron-Frobenius theorem, an irreducible Markov chain has a unique stationary distribution π and all the entries of π are strictly positive. A partition of Ω is a collection of subsets
For any subset, A ⊆ Ω, and a probability distribution, π, over Ω, we let 
where A, B are any two subsets included in the partition P.
Note that the transition probabilities in equation (17) are well-defined since M is irreducible and hence π A = 0.
Furthermore, the stationary distribution π is unique, so we only need to specify M and P when defining M . 
Proof. Let B ∈ P. Then,
where we used the fact that π is stationary for the original Markov chain M to obtain the last line. This holds for any B ∈ P, so π is stationary for the coarse-grained Markov chain M .
Definition 15 (Reversible Markov chain). Let M be a Markov chain on space Ω with a stationary distribution
Let G be a finite group and A ⊆ G a generating set of G. The Cayley graph corresponding to G with generating set A is a directed graph with vertex set G and edges of the form (g, ag), for all g ∈ G and a ∈ A. A uniform random walk on the Cayley graph corresponds to multiplying a given group element by a uniformly random a ∈ A. Thinking of a linear subspace of F n 2 as an abelian group, the following proposition shows that the uniform random walk on the Cayley graph of this group is a reversible Markov chain.
Proposition 16. Let G be a finite group and A ⊆ G a generating set of G. Let M denote the uniform random walk on the Cayley graph of G generated by A. Then M is irreducible and the uniform distribution is stationary for M . If each element of A has order two then M is reversible.
Proof. Since A is a generating set, the Cayley graph is connected and has a directed path from any vertex to any other, hence M is irreducible. Moreover, the uniform distribution is stationary for M since the Cayley graph is regular, i.e. each vertex has degree |A|. Finally, if each element of A has degree two, i.e. a 2 is the identity element for any a ∈ A, then the Cayley graph is effectively undirected: for every directed edge there is also a directed edge in the opposite direction. Hence M i,j = M j,i since all vertices have the same degree, which means that M is reversible. 
where we used the reversibility of M , see equation (23), in the last equality. Repeating the same calculation backwards we arrive at the following expression:
This completes the proof.
III. AN ε-PR HYPERGRAPH SPANS A WEAKLY BINOMIAL SUBSPACE
The goal of this section is to show that the hyperedges of a d-uniform hypergraph span a weakly binomial space if the hypergraph is ε-pseudorandom.
Lemma 18 (An ε-PR hypergraph spans a weakly binomial subspace). Let G = (V, E) be a d-uniform hypergraph. If G is ε-pseudorandom (see Definition 3) then the subspace spanned by E as binary vectors is (ζ, η)-weakly binomial (see Definition 5) where ζ = 3ε
1/2 and η = H(3
A. Weight Enumerators as Stationary Distributions
We analyze the weight enumerator of an ε-pseudorandom hypergraph by associating it to certain Markov chains and then analyzing their stationary distributions. 
where w ∼ S i means that w is chosen uniformly at random from S i , and E(w, j) ⊆ E is the set of hyperedges of G that have exactly j vertices in common with w, see equation (1) .
Proof. Let us first derive the transition probabilities of M (G).
The Cayley graph on which M (G) is defined has degree |E|, so the transition probability from any w ∈ span(E) to w + v is
Consequently, for any w ∈ span(E) and j ∈ {0, . . . , d},
We can use this to derive the transition probabilities of the coarse-grained Markov chain M (G). If π(G) denotes the stationary distribution of M (G) then, according to equation (17),
/|S i | and we can replace the sum by an expectation.
Proposition 21 (Entry-wise closeness of M (G) and M (C)). Let G = (V, E) be a d-uniform hypergraph on n = |V | vertices and M (G) be the coarse-grained Markov chain on the Cayley graph of G (see Definition 19). Similarly, let C = (V, E ) be the complete d-uniform hypergraph on V (its hyperedges are all subsets of V of size d) and define M (C) accordingly. If G is ε-pseudorandom and n is sufficiently large then
∀i ∈ {0, . . . , n}, j ∈ {0, . . . , d} :
Proof. According to Proposition 20, the transition probabili-
where E are the hyperedges of C and S i := {w ∈ E : |w| = i}. Since C contains all hyperedges of size d,
These quantities do not depend on w but only on |w| = i, so we can omit the expectation in equation (33) and get
This can also be written as follows:
The transition probabilities of M (G) are given by equation (28) in Proposition 20. Since G is ε-pseudorandom (see Definition 3), each term in this convex combination is within ε from the expression in equation (37) . For n large enough, the o (1) term is negligible and the triangle inequality implies that
which is the desired inequality.
1) Accounting for the Parity of d:
There is a technical point to make here regarding the walks M (C) and M (C). If d is even then starting at the all-zeros word and adding words of even weight, we can only obtain even-weight words in F n 2 . Hence, the walk has non-zero probabilities of landing on even weight words, but zero probability of ever having odd weight. If d is odd then we can obtain any word of any weight. For our analysis to make sense in both the d is even and d is odd case, we define the following quantity: 
B. Stationary Distributions
Having established in Proposition 21 that the transition probabilities of M (G) and M (C) are additively close, we now prove that, for a pseudorandom G, the stationary distribution π (C) of M (C) entry-wise upper bounds π (G), up to a modest exponential factor. 
Proof. For the sake of readability, let us use the following notation:
where i, j ∈ {1, . . . , k}. The interval I is chosen so that, for any i ∈ I and j ∈ {0, . . . , d},
Together with equation (37) this implies that, for any i, j ∈ {1, . . . , k} such that |i − j| = 1,
On the other hand, by Proposition 21 the transition probabilities of M (G) deviate by a small additive factor from those of M (C):
whenever |i − j| = 1. Combining equations (45) and (46),
whenever |i − j| = 1. This implies a small multiplicative error between the transition probabilities of M (G) and M (C) in the interval I:
for any i ∈ {1, . . . , k−1}. Recall from Propositions 16 and 17 that M (G) and M (C) are reversible:
These identities together with equations (48) and (49) imply the following upper bound on the stationary distribution of M (G):
where the last inequality follows from equation (102) of Claim 32. Let n 0 be the closest index in I ∩ S to n/2 and let z ∈ [n] be such that σ(z) = n 0 . Then
Now we apply equation (103) from Claim 32:
where in the last step we used π
, and since π C corresponds to the complete graph, it can be expressed as:
where we used Claim 35 for the last equality. So, π
which completes the proof.
C. Proof of Lemma 18
Let M (G) and M (C) denote the Markov chains of an ε-PR hypergraph G and the complete d-uniform hypergraph C, respectively. Let π(G) and π(C) denote their respective stationary distributions. Let B j denote the weight enumerator of span(E) and let m := dim(span(E)). Then
Proposition 22 implies that, for
For j outside the interval, we know nothing. We can then write the general upper bound for all j by including an additive "error floor term". This error floor term is upper bounded by the largest possible term in the interval:
So we can write the following general upper bound:
Hence C is weakly binomial with parameters
IV. WEAKLY BINOMIAL SPACES HAVE BOUNDED MINIMAL DISTANCE
In this section we use the definition of weakly binomial spaces to argue an upper bound on the minimal distance of quantum codes.
CSS codes as described in Definition 8, and
Proof. For integer t consider the t-th Kravchuk polynomial P 2 t (x). Using equation (9) express P 2 t (x) in the Kravchuk basis:
and denote the following:
Let {B k } be the weight enumerator of C X from Definition 11 and {B ⊥ k } be the weight enumerator of C ⊥ X from Definition 12. By MacWilliams Theorem 12 and equation (64),
Since the RHS is a linear combination of B k 's with positive coefficients, we can apply the upper bound we have on B k assuming weak-binomiality:
Now apply equation (64) to the first term:
Reversing the order of summation yields the following:
Now observe that we can interpret the inner sum in the left summand as an inner product between P 2i and P 0 , i.e. the constant function. By Proposition 10 it must be zero unless i = 0:
Now we can apply Proposition 10:
By equation (65) we derive the following:
Now we can divide by |C X |:
Since each of the α i and B ⊥ i are positive, we have that for all i ≤ t:
Let 
≥ η d + H(η) > ζ + H(η).
Therefore, together with equation (78) this implies the following upper bound:
Since
Since m X ≥ m Z ,
where ρ is the quantum code rate. We derive the following:
By equation (83),
Now we apply the quantum singleton bound Proposition 7: 
The first inequality follows because ε 1/(2d) < 1/2 ⇔ ε < 2 −2d and ε ≤ By applying Lemma 23 we upper bound the distance as follows:
For 3 
Therefore, the term inside the entropy function in equation (92) is less than 1/2. It follows that we can apply Claim 31 once more to obtain an upper bound on δ min :
· log 1 2 · 3 1/d ε 1/(2d) log where x ∈ [0, β]. Then
