This article is concerned with two sequences and the matrices they induce. The first, the Derangement sequence is well known to readers of the Gazette. It has been written about and its properties derived in many ways and on many previous occasions [1 -11]. In contrast the second sequence, the Deadend sequence, is not well known -and certainly not the name since I made that up while writing this article. However, I want to explore these sequences in a single, systematic way. For the former it gives a fresh account of its properties, and for the latter it sets out corresponding results. The surprise is that they tum out to be closely related; surprising since their very different definitions mask such a connection. More than this, most of these properties may be established in the most fundamental way, based on elegant enumerative arguments. So they are free of specialised expertise or technique and may be enjoyed just as they are.
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This doesn't come entirely without cost however. We need some notation and some basic ideas concerning the nature and notation of permutations. I will take it for granted that readers are familiar with sequences (uo, Uh U2, ... ) and their (ordered) notation (ur). We write This definition leaves undefined the number of permutations of the empty set. We therefore define this to be 1. We shall be interested in the image of the permutation bijection, that is the bottom line of this representation of a permutation:
It is certain properties of this image that will define the two sequences of interest. Note, finally, that the number of permutations of [r] is simply r!. 
Derangements
Think of a derangement as the outcome of a cloakroom that hands out coats so that no one receives their own coat -so if you see a mathematician in an ill-fitting coat, then he is probably deran~ed. 
Using this result and other initial values, the coincidence matrix starts in this way:
Our first task is to find ways of determining other terms in this (infinite) matrix.
Lemma I: Each term in the coincidence matrix is the product of a binomial coefficient and a term in the first column That completes the proof.
This means that once we know the terms in the first column -the derangement numbers -we know all the terms in the matrix. 
using the symmetry properties of binomial coefficients. This result has two uses: it means that a given derangement number can be calculated from those before it in the sequence, but it's not very efficient -try it. However, there is a way of 'inverting' a sum like that in (1): inverting it to make the term in the derangement number the subject of another sum. It works in this way. Equation (1) 
In order to make the column vector on the right the 'subject' of this equation, we need to find the matrix inverse to the Pascal matrix P. That turns out to be very simple. We start with the way that Pascal's triangle is usually generated:
Suppose the terms in the inverse Pascal matrix r l are written (:f The 'inverse' of the generating equation must be of the form
k=O we achieve this by using the transformation x~-x -I in the generating equation:
This must mean that using properties of even powers of -I and the symmetry of binomial coefficients. (Note that we have only shown what the inverse must be -
given that it exists. See [12] for a justification that it does indeed exist.)
Using this result we now have
The derangement numbers are given by
1=0
Proof From the inverse matrix equation, we have
This result leads to a corresponding explicit form for each term of the Coincidence matrix.
Corollary 4: The terms of the coincidence matrix have the explicit form
Although we have an explicit form for derangement numbers (and coincidence numbers) they are not simple and certainly not very revealing.
But there is such a representation that also has the added benefit of providing an astonishing approximation. 
Proof
Using Theorem 3, following simple expansion of the binomial coefficient followed by cancellation, we have
The bracketed term on the right depends on r and we denote it R,.. The (positive) value of the expression R,.is such that ,Oe which is accurate to the nearest integer: it is alternately greater and smaller according to the sign that precedes R,., Adding the half, means that this estimate is always an over-estimate. Using it as the argument in the floor function then gives the exact value as required, This result may be used to give corresponding values of the terms of the coincidence matrix, using Lemma 1. There is also a powerful recurrence at work between such entries.
Theorem 6: The coincidence numbers satisfy the recurrence The required result follows. 
Deadends
The second sequence is based on a totally different idea: the appearance, or otherwise, of successions in the image of a permutation. A permutation a of [r] has a succession if
We say that the succession occurs at k + Using this result (and other initial values) the succession matrix starts in this way:
Our second task is to find ways of determining the terms in this (infinite) matrix. We tackle this in a way that seems to reverse the order of results in the last section. So it begins with a recurrence between the terms of this matrix; the form it takes is the first surprise. The proof will be complete if we can establish that
The strategy is straightforward: we will show that there is a bijection between the permutations counted on the left and the right of this expression. We construct this bijection by starting with a permutation of [r + 1] with precisely one succession -so one succession has been counted on the left. First we classify it according to the starting element of the succession. Then we remove this element, and renumber the elements remaining, retaining their 'no successors' property:
The result in each of the r cases is a unique permutation that has had its succession removed -so it is now a deadend. Moreover, the process used in this construction is reversible, and it now follows that Sr,l = rs; -1,0, as required.
Using the seed values of so,o progressively more terms:
(s"o) = (1, 1, 3, 11, 53, 309, 2119, . . .}. exactly the same way that the corresponding terms in the coincidence matrix are constructed.
Theorem 10: The succession numbers are the product of a binomial coefficient and a term in the first column
Proof We use induction on the index k. In the last proof we established that
so the result is true for k = 1. Assume as the inductive hypothesis, that the theorem is true for all values up to k. Theorem 8 states that
and a simple rearrangement gives
using the inductive hypothesis, this becomes: However this result means that we can now proceed just as we did in the first section -the proofs mirror those of Lemma 2 and Theorem 3 respectively and hence are we omit them. 
The similarity between this explicit formula and that for the derangement numbers (Theorem 3) is remarkable.
Corollary 13: We have The required result follows.
So how many deadends are there in a derangement?
There is a final twist to our tale. First, the deadend numbers have another enumerative role; secondly, there is an intimate relation between the terms of the coincidence and succession matrices. The result follows.
Next we prove that the sum of two successive derangements is, surprisingly, a deadend number. We do this in two stages: first we show that they obey the same recurrence and then that they have the same initial terms. Who could have imagined that a deadend nwnber consisted of the sum of two derangement numbers? There certainly doesn't seem to be a simple enwnerative argument for it. One final result, the connection between terms of the coincidence and succession matrices. 
However, If we insert these values in (2) above the result follows.
This leads neatly back to our title -how many deadends In a derangement?
