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ABSTRACT
School of Graduate Studies
The University of Alabama in Huntsville
Degree

Master of Science

College/Dept. Science/Atmospheric Science

in Atmospheric Science
Name of Candidate
Title

Jordan R. Bell

The Development of a Near-Real Time Hail Damage
Swath Identification Algorithm for Vegetation

The central United States is primarily covered in agricultural lands with a
growing season that peaks during the same time as the region’s climatological maximum for severe weather. These severe thunderstorms can bring large hail that can
cause extensive areas of crop damage, which can be difficult to survey from the ground.
Satellite remote sensing can help with the identification of these damaged areas. This
study examined three techniques for identifying damage using satellite imagery that
could be used in the development of a near-real time algorithm formulated for the
detection of damage to agriculture caused by hail.
The three techniques: a short term Normalized Difference Vegetation Index
(NDVI) change product, a modified Vegetation Health Index (mVHI) that incorporates both NDVI and land surface temperature (LST), and a feature detection
technique based on NDVI and LST anomalies were tested on a single training case
and five case studies. Skill scores were computed for each of the techniques during
the training case and each case study. Among the best-performing case studies, the
probability of detection (POD) for the techniques ranged from 0.527 - 0.742. Greater
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CHAPTER 1

INTRODUCTION

The central portions of the United States are covered mostly by agricultural
fields and wide open grasslands, with urban centers spread throughout the region.
Vegetation in these agricultural and grassland areas reach their peak from mid-July
to August (Adegoke and Carleton 2002; Kogan et al. 2012). The peak in the growing
season coincides with the frequent occurrence of severe thunderstorms that bring
damaging winds, large hail, and occasional tornadoes, which can result in damage to
crops or surface vegetation (Figure 1.1).
The occurrence of severe thunderstorms near the peak of the growing season
has led to well documented cases of significant crop damage. Documentation first began by using aerial photography in both true color and infrared film. Changnon and
Barron (1971) provided detailed mapping and analysis of hail-damaged crops through
changes in their near-infrared reflectance. As satellite remote sensors have evolved
to include the visible, near-infrared, and thermal infrared wavelengths, they have led
to an increase in the identification of hail damage swaths from space. Over the past
decade, several case studies have documented severe hail events that have resulted in
widespread damage to vegetation. In 2003, the Moderate Resolution Imaging Spectro-

1

(a) 15 July

(b) 25 August

Figure 1.1: Severe weather climatology from the Storm Prediction Center valid for
(a) 15 July and (b) 25 August. Maps were created using storm reports from 1982 to
2011. Reproduced from Storm Prediction Center (2015).

radiometer (MODIS) was used to observe hail damage in southeastern North Dakota
and northeastern South Dakota that resulted from multiple rounds of supercells which
brought damaging winds and hail that occurred on 4 July and 20 July 2003. Using
the Normalized Difference Vegetation Index (NDVI) derived from MODIS imagery,
Parker et al. (2005) observed areas of “abrupt decreases” in the vegetation health.
A surface station, located in the middle of the area of abrupt vegetation change,
recorded higher temperatures than stations in the surrounding, undamaged vegetation. Parker et al. (2005) hypothesized that these temperature differences would then
affect the surface fluxes in and around damage swaths. These surface flux differences
would impact the temperature, dewpoint, and the buoyancy of the atmosphere which
could in turn affect any convection that moved over the area. Parker et al. (2005)
then modeled these flux differences to observe the impacts on potential convection.
Jedlovec et al. (2006) used MODIS and other Earth Observing System (EOS) sensors

2

to analyze the impacts of hail damage as a result of severe storms that moved through
southeastern Missouri. Gallo et al. (2012) differenced weekly MODIS NDVI composites to identify damage to vegetation caused by damaging hail associated with severe
storms that moved through central Iowa. Molthan et al. (2013) identified hail damage
swaths along the Missouri River in Nebraska, southwestern Iowa and northwestern
Missouri using MODIS, the Landsat-7 Enhanced Thematic Mapper Plus (ETM+),
the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)
and Systeme Pour l ’Observation de la Terre (SPOT) 4 and 5 observations. By using
satellites of various resolutions, Molthan et al. (2013) repeated Gallo’s methodology,
but used a 14-day maximum NDVI composite to represent pre-event conditions and
“clear-sky” single day NDVI imagery to represent post-event conditions. Both Gallo
et al. (2012) and Molthan et al. (2013) compared changes in the vegetation to radar
estimated hail size to examine relationships between estimated hail size and vegetation change. These studies and others described in the subsequent chapters detail the
use of satellite imagery for the detection of damage caused by severe hail, but all have
been completed by manual analysis. This manual analysis can be tedious, subjective
and time consuming, but made more effective with current technology and computing
power. Automated and objective approaches can take advantage of modern satellite
technology, provide more consistent and spatially coherent results, and detect damage
in a more time-efficient manner.
This study explores various techniques to identify areas of hail damage in
Aqua MODIS imagery, with the end goal of developing an objective and automated
algorithm to identify hail damage to vegetation as a near-real time product. This al3

gorithm will provide end users with a product for assistance in mapping and decision
making when quantifying the damage done by these severe storms. This algorithm
is applicable to the remaider of the Aqua mission and MODIS sensor, but can be
extended to the next generation of polar-orbiting satellites and sensors: the Suomi
National Polar-orbiting Partnership (Suomi-NPP), launched in October 2011, and the
first Joint Polar Satellite System (JPSS-1), scheduled to launch in March 2017. The
Suomi-NPP and JPSS-1 satellites each carry the Visible Infrared Imaging Radiometer
Suite (VIIRS), which provides continuity of the MODIS land surface measurements.
The Geostationary Operational Environmental Satellite (GOES)-R Advanced Baseline Imager (ABI), to launch in March 2016, provides another opportunity to extend
this algorithm as the ABI will be the first GOES imager to have a near-infrared band
required to compute various vegetation indices.
Three techniques are explored for the development of the automated algorithm.
The first method, NDVI change, incorporates concepts from previous work such as the
use of NDVI compositing and differencing of both composites and single-day imagery
(Gallo et al. 2012; Molthan et al. 2013). The second method combines NDVI and land
surface temperature (LST) in the Vegetation Health Index (VHI), which was originally
designed to monitor for drought conditions in vegetation (Kogan 1995). The third
and final method considered is feature detection, which identifies local anomalies in
single-day NDVI and LST imagery. Each of the three techniques are evaluated in
a single training case using various thresholds that affect their sensitivity to detect
possible areas of damage. Each threshold output is then tested against a ground
validation dataset to compare how each threshold compares against one another, and
4

to measure their performance in detecting areas of damage. Based upon performance,
an optimal threshold for each technique is identified. The three techniques are furter
tested on five additional case studies using their optimal thresholds. The performance
of the techniques for these case studies are analyzed to determine that technique that
is most appropriate for operational use.
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CHAPTER 2

BACKGROUND AND LITERATURE REVIEW

In order to accurately detect agricultural damage from satellite remote sensors
in an automated way, a background on the remote sensing works on vegetation is
needed. This chapter provides a brief review of concepts, theory, and procedures that
will be used in the development of an automated method.

2.1

Satellite Characteristics and Derived Products

An increase in the number of satellite platforms has expanded the opportunities available for scientists to view the Earth’s surface and atmosphere. Many remote
sensors now include channels sensing the visible and near-infrared spectrums, both
key to observing change of vegetation. This increase in the number of platforms and
increase in spatial resolution has improved our observation of the Earth’s surface.
Launched in 1999 and 2003, respectively, the NASA Terra and Aqua satellites
each carry a MODIS instrument to provide observations of the atmosphere and land
surface. The orbit of Terra was designed for a pass over time of 10:30 local standard time to maximize observations of the land surface whereas the orbit of Aqua
is designed for a 13:30 local standard time overpass to optimize data collection of
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clouds and the atmosphere. MODIS has a swath width of 2330 km, which allows for
gaps near the equator. MODIS has two channels at 250 m spatial (nadir) resolution,
sensing within the red visible (0.620-0.670 µm) and near-infrared (0.841-0.876 µm)
wavelengths. There are five channels at 500 m spatial (nadir) resolution, including the
blue visible (0.459-0.479 µm), green visible (0.545-0.565 µm), and three shortwaveinfrared wavelengths. The remaining 29 channels have a spatial resolution of 1 km
(nadir) and cover a wide spectrum of wavelengths, from visible light (0.405-0.683 µm)
to thermal infrared (8.4-14.835 µm).
With the MODIS instruments operating in an extended phase beyond their
original missions, their replacements are now being launched in order to continue
similar observations. The S-NPP satellite was launched in 2011, carrying the VIIRS
instrument equipped with 22 spectral channels and nadir spatial resolutions of 375
or 750 m. VIIRS is able to provide full global coverage with a swath width of 3,040
km. A second and third VIIRS imager will be launched in 2017 and 2021 aboard the
JPSS-1 and JPSS-2 satellites, respectively.
One parameter that can be derived from MODIS and VIIRS is NDVI (Tarpley
et al. 1984). This index provides a means to monitor vegetation health and is computed from satellite remote sensing observations in the red and near-infrared spectral
regions. On MODIS the red visible (0.650 µm) and near-infrared (0.876 µm) bands
are used in calculating NDVI. These two bands also have the finest spatial resolution
(250 m) of all 36 MODIS channels.
Red visible and near-infrared wavelengths are key to NDVI because vegetation
absorbs the red (and blue) wavelengths of visible light in the electromagnetic spec7

trum, while reflecting the green visible and near-infrared wavelengths. Healthy, dense
vegetation will produce high near-infrared reflectance values and low reflectance values
at red visible wavelength (Figure 2.1). For example, Figure 2.2 shows the reflectance
of various crop types across the visible and near-infrared portion of the electromagnetic spectrum. Soybeans and corn are both commonly found in the central United
States, and at peak growing season produce high near-infrared reflectance values (>
0.6) and low visible red reflectance values (< 0.1). Differences in the near-infrared
(NIR) and red visible (VISR ) reflectance values are used to calculate NDVI (2.1):

N DV I =

N IR − V ISR
.
N IR + V ISR

(2.1)

These high near-infrared and low red reflectance values result in high NDVI values (0.6-1.0) for these crops, especially during the peak growing season (Figure 2.3).
Healthy, dense, and green vegetation produces surface reflectance values in the nearinfrared while increasing higher amounts of red visible light will be absorbed. Therefore, the calculation of NDVI is primarily based on the strength of the surface reflectance of the near-infrared wavelengths compared to the surface reflectance of the
red visible wavelengths.
NDVI values range from -1 to 1 with positive values greater than 0.2 indicating
some sort of healthy, green vegetation present. NDVI values that are in the 0 to 0.2
range usually are indicative of urban areas, which have higher visible reflectance
values than the non-urban areas. NDVI values that are closer to 1 indicate greener
vegetation. Values are also dependent on the amount of vegetation filling the pixel.
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Figure 2.1: Reflectance properties of vegetation, soil, and water in the visible and
near-infrared portions of the electromagnetic spectrum. Reproduced from Richards
(2013).

Urban areas can have a large amount of green vegetation, but because of the low
density of vegetation, the pixel may have a lower NDVI value. At the end of the
growing season it is common to see values of 0.6 to 0.8 across the Midwest and Great
Plains when crops, such as corn and soybeans, are at their peak maturity (Figure 2.3).
Negative NDVI occurs when there is water, snow or ice present as these surfaces do
not reflect near-infrared light well, but are highly reflective of visible light (Figure
2.1).
Changes in land cover, such as damage to vegetation by hail, can also be detected by changes in temperature, specifically temperatures at the surface. Satellites
are able to to infer surface temperature through the calculation of brightness temperature. Brightness temperature (BT) is calculated by measuring the emitted intensity
of radiation from a source blackbody, assuming the blackbody has an emissivity of
one, and using Planck’s function to solve for the BT (Petty 2006). Using thermal
infrared bands (Bands 31-32, 10-13 µm) from MODIS, BT can give a close approxi9

Figure 2.2: Comparison of spectral signatures for different agricultural crops commonly found in the central United States. Reproduced from Nowatzki et al. (2004).

mation of the temperature at the surface of the Earth. For a more accurate measure
of the surface temperatures measured by satellites, retrievals of land surface temperatures (LST) can be used. Land surface temperatures are derived from Planck’s
Law in similar fashion as BT, but undergo additional corrections in order to be more
representative of the actual surface temperature (Li et al. 2013). These corrections
include accounting for the emissivity of the surface, correcting for the the temperature
and relative humidity of the column of the atmosphere above, and accounting for the
presence of aerosol that will impact the scattering and absorption of the long-wave
radiation.
Vegetation health can be also inferred through a combination of NDVI and
temperature. The Vegetation Health Index (VHI) was initially designed by an individual at the National Oceanic and Atmospheric Administration (NOAA) to be a
drought detection and monitoring tool (Kogan 1995). The VHI is comprised of two
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Figure 2.3: Comparison of time series of NDVI for various agricultural crops found
in the central United States. Reproduced from Jones and Vaughan (2010).

indices: the Vegetation Condition Index (VCI) and the Temperature Condition Index
(TCI). The VCI (2.2) is calculated using NDVI values:


V CI = 100 ∗

N DV I − N DV Imin
N DV Imax + N DV Imin


,

(2.2)

where NDVI is a smoothed weekly value obtained by removing the noise from daily
NDVI through a compound median filter and least squares technique (Kogan 1995).
The NDVImax and NDVImin are multiyear maximums and minimums. These multiyear maximums and minimums give a range of values that have been observed over
a period of record to provide perspective on the current NDVI value. VCI values
range from 0 to 100, indicating the overall health of the vegetation from “extremely
bad” to “optimal” (Kogan 1995). Low VCI values correspond to areas of vegetation
that are being stressed by comparing the current observations to the normal range
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of NDVI, while higher VCI values indicate that the vegetation is not being stressed
by the current meteorological conditions. Temperature is used to help detect “subtle
changes” in the health of the vegetation, as drought can be more dramatic if there is
a shortage of moisture and extremely warm temperatures occurring at once (Kogan
2002). Wilting of vegetation from a reduction of water content helps to expose soil
underneath, which warms due to increased exposure to the sun and a change in heat
capacity due to the loss of water by the wilting vegetation. The TCI (2.3) is designed
to help bring out these “subtle changes” related to drought conditions:


T CI = 100 ∗

BTmax − BT
BTmax + BTmin


,

(2.3)

where BT represents a smoothed, weekly BT value using a median filter similar to
the calculation of VCI and use of NDVI. The BTmax and BTmin are the multiyear
maximum and minimum, respectively. TCI also is evaluated on a scale from 0 to
100, where low means “extremely bad” and high means “optimal conditions”. Kogan
(1995) used these indices individually, but also combined them into the VHI (2.4):

V HI = α ∗ V CI + (1 − α) ∗ T CI

(2.4)

where the alpha parameter can be adjusted to accommodate various weightings of
VCI and TCI. Alpha was originally set to 0.7 as NDVI values are an indication of how
the vegetation is responding to present temperature and precipitation trends (Kogan
1995). Several years later, both Kogan (2000) and Karnieli et al. (2010) agreed that
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unless one monitors the temperature and precipitation trends of a region, both the
VCI and TCI should be weighted evenly, with alpha being equal to 0.5. Therefore,
alpha is set to 0.5 through this study.

2.2

Radar Remote Sensing and Derived Parameters

In addition to using satellite imagery for damage detection, Gallo et al. (2012)
and Molthan et al. (2013) incorporated radar data into their analysis to spatially
constrain potential damage to ares that were believed to have been impacted by hail.
Gallo et al. (2012) used a technique that compared the 65-dBZ radar echoes found
at altitudes of 9140 m (30,000 ft.) or higher and compared their location to MODIS
NDVI imagery. This “65-dBZ above 30,000 ft.” threshold was known to produce very
large hail (>70 mm, 2.75 in.) in several case studies across the Midwest (Donavon
and Jungbluth 2007). The location of the 65-dBZ radar echoes lined up well when
overlaid with regions of NDVI decreases less than or equal to 0.15 (≤ -0.15). Gallo
et al. (2012) did note that while this hail threshold was successful in this case, use of
a specific threshold could be problematic with a different environment.
Storms that have a high value of radar reflectivity are most likely accompanied
by hail varying size. It is this distribution of hail sizes within thunderstorms that
motivated development of a better hail detection algorithm (HDA) for end users
of Weather Surveillance Radar 1988-Doppler (WSR-88D) radar data (Witt et al.
1998). Using this new HDA, the Severe Hail Index (SHI) was derived. The SHI
is a running total of radar reflectivity that can be integrated for the computation
of additional products is formed in a similar fashion as the vertical integration of
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reflectivity (VIL) product, except with a cell-based approach that applies a weight to
various temperatures associated with hail growth (Witt et al. 1998).
Using the SHI product as a baseline, a model to estimate the maximum hail
was formed by comparing SHI values to observed hail sizes. Witt et al. (1998) noted
that storms that produce large hail stones will also have smaller sized hail falling at
the same time. Witt et al. (1998) argued that the most likely hail size reported was
for a smaller size that fell over a larger spatial area rather than the size of the largest
stone. Witt et al. (1998) defined MESH as the size of hail that would be bigger than
75% of the hail actually falling from the thunderstorm. MESH was calculated by
taking the square root of the SHI (2.5):

M ESH(mm) = 2.54 ∗

√
SHI.

(2.5)

All MESH values are rounded to the nearest 6.35 mm (0.25 in) to account for uncertainty in the algorithm and to align with official measurements of hail size (Witt et
al. 1998). MESH is defined such that 75% of the hail that falls will be less than the
size indicated, this provides justification of why areas that are MESH of 2.54 cm (1
in.) or greater often do not see damage in NDVI. While using storm reports is the
perhaps the best way to correlate surface vegetation damage and the occurrence of
hail, there is no standard to the number of reports that will be generated with an
event, especially in sparsely populated areas of the country. These ground observations can also be delayed, which would allow for melting of the hail to occur, reducing
the size reported and error in the locations of the reports.
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2.3

Previous Studies of Severe Storm Damage to Vegetation

Previous studies provided a foundation for this study to determine possible
techniques could be applied in an automated approach to the detection of hail damage in vegetation. Henbry and Ratcliffe (2003) performed an in-depth analysis on
attempting to characterize hail damage swaths that occurred throughout the Great
Plains and the Midwest from 1990-1999. Using biweekly maximum NDVI composites from the Advanced Very High Resolution Radiometer (AVHRR), difference images were created. These composites along with storm reports, were brought into a
geographic information system (GIS) platform, where identifiable hail streaks were
digitized into shapfiles. From these shapefiles, Henbry and Ratcliffe (2003) identified
112 hail streaks that predominately occurred in the months of June and July. Henbry
and Ratcliffe (2003) found the median length and area of the hailstreaks to be 66 km
and 408 km2 , respectively.
In July 1998, Klimowski et al. (1998) identified a large hail swath in South
Dakota through analysis imagery from the Geostationary Operation Environmental
Satellite-8 (GOES-8) imager. Analysis of this damage was limited to visual inspection
because GOES-8 lacked a near-infrared band. The damage swath was observed to be
120 km long, had varying widths between 7-11 km, and was visible for a month. This
amounted to over 200,000 acres of range and farmland destroyed and another 300,000
acres that were significantly damaged. In July 2003, two rounds of severe thunderstorms left multiple hail swaths visible in MODIS imagery in southeastern North
Dakota, northeastern South Dakota and western Minnesota (Parker et al. 2005).
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These hail swaths were measured using NDVI difference imagery created from seven
day composites of maximum NDVI. The hail swath that was caused by storms on July
4th measured 230 km in length and 12.5 km wide, while storms on 20 July caused a
swath 127.6 km in length and 10.3 km wide. Parker et al. (2005) examined the impact
that these large swaths had on surface fluxes and temperature perturbations. Using
the GOES imager, Parker et al. (2005) was able to show that the areas of damaged
vegetation had a warmer brightness temperature than the undamaged areas around
the swath. These increased temperatures also increased the sensible heat flux and
decreased the latent heat flux, as there was less moisture inferred from the dewpoint
temperatures over the damaged areas. Numerical simulations were performed with
a portion of the 4 July damage swath replicated in the vegetation dataset used by
the model simulation. The results from these simulations showed that the damage
swath may have helped to “facilitate the development of deep convection,” especially
events with “modest convective inhibition (CIN)”, as parcels over the swath could
warm and break through the cap. Parker et al. (2005) noted that this 4 July swath
may have also affected the storm motion of one of the severe storms that occurred on
20 July. As one of the storms from 20 July traveled over the hail swath generated on
4 July, a change in storm motion occurred to align with the orientation of the swath,
in addition to a decrease in forward propagation speed.
In April 2006, severe storms generated two tornadoes and a swath of severe
hail through portions of southeastern Missouri and caused damage to densely forested
areas. Jedlovec et al. (2006) used 16-day composites from pre-event and post-event
conditions to create an NDVI difference product. Jedlovec et al. (2006) noted that the
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hail damage track of 65 km in length and 5 km in width was more “readily detected”
because of the underlying vegetation. The land cover in the damaged areas consisted
mostly of hardwood and evergreen forests, providing a more consistent and uniform
land cover.
Gallo et al. (2012) analyzed hail damage swaths that resulted from severe
storms in northern Iowa and attempted to relate vegetation change in MODIS imagery with radar data and ground reports of hail. Gallo et al. (2012) compared preand post-storm NDVI values to locations of reported hail and radar-based (MESH)
estimates of hail. These locations experienced NDVI decreases in the week after the
storms ranging from -0.021 to -0.357. Pre-storm imagery showed a uniform, very
green vegetation pattern across central Iowa, with sporadic lower values representing
urban areas. Post-storm imagery showed multiple, large areas of lower NDVI as a
result of the severe storms. Gallo et al. (2012) noted that 77% of the pixels that
saw positive MESH values also saw a decrease in NDVI values between the pre- and
post-storm composites. When increasing this MESH threshold to 2.54 cm (1 in.) and
5.08 cm (2 in.), these percentages increased to 87% and 92%, respectively.
Molthan et al. (2013) examined hail swaths from severe thunderstorms on
18 August 2011 that occurred across southwest Iowa and northwest Missouri and
performed an analysis similar to Gallo et al. (2012), but also incorporated observations
with higher spatial resolutions from additional NASA instruments: Landsat-7 ETM+
(30 m), Terra ASTER (15 m) SPOT-4 (20 m) and SPOT-5 (10 m). Molthan et al.
(2013) obtained similar results to those found in Gallo et al. (2012) with seeing
larger NDVI decreases in pixels that had larger MESH values. Molthan et al. (2013)
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used higher resolution sensors to confirm field scale damage and NDVI reductions in
areas that corresponded to the MESH hail fall streaks and coarser-resolution MODIS
observations. Additional studies (Barrett and Dixon 2012; Bentley et al. 2002; Peters
et al. 2000) specifically used Landsat-5 to create NDVI imagery and analyze the
impacts of hail storms using this higher resolution imagery. Barrett and Dixon (2012)
implemented GIS software to measure the length and width of the hail swaths and
relate NDVI changes to radar reflectivity values.
Gallo et al. (2012) and Molthan et al. (2013) each noted that there were slight
offsets in the area of damage in the MODIS NDVI difference imagery and the radarbased MESH. Areas of hail damage inferred by NDVI change may be spatially offset
due to differences in radar-estimated hail locations and where the hail actually lands
on the surface. These differences and damage may be also further influenced by
straight-line winds or wind-driven hail, however there are currently no radar composite products that provide measurements of horizontal wind speeds.
In addition to using satellites for detecting damage to vegetation caused by
hail, other aspects of severe weather, such as tornadoes, have led to an abrupt change
in NDVI. Yuan et al. (2002) used the Indian sensor, Linear Imaging Self-Scanning
III (LISS-3) with a 23.5 m spatial resolution to evaluate principal components, NDVI
analysis, and NDVI change related to specific F-Scale damage contours after the
Oklahoma City F5 tornado of 3 May 1999. The LISS-3 imagery was acquired five
days after the 3 May tornadoes. The NDVI analysis the capability to detect at least
some damage in the F1 and F2 regions but improved detection for F2 and F3 damage
in rural and urban areas.
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Jedlovec et al. (2006) used Terra and Aqua MODIS, Landsat-7 ETM+, and
Terra ASTER observations to evalute the extent of tornado tracks that resulted from
the April 2002 tornadoes in La Plata, Maryland (F4) and other tornadoes in southeaster Missouri (F2-F4). Jedlovec et al. (2006) used MODIS NDVI composites to
compare the means and standard deviations of NDVI within and immediately surrounding the tracks. Areas that were considered to be part of the damaged tracks
had had a lower mean NDVI than those areas that were not impacted by the tornadoes. Jedlovec et al. (2006) used these datasets of varying resolution to obtain
satellite-derived lengths and widths of the tornado damage and compared them to
the official NWS surveys. The satellite derived lengths lagged greatly behind those
of the official surveys due to the beginning and end of the tornado track not being
identifiable in the imagery, with the widths being closer to the actual official surveys.
On 27 April 2011, 62 tornadoes impacted parts of central and northern Alabama, creating numerous challenges for the storm survey process. Imagery from
NASA EOS instruments were used to help with this coordination by providing products identifying short-term changes in MODIS surface reflectance and higher-resolution,
false color composites from ASTER (Molthan et al. 2011). After the event, Molthan
et al. (2014) examined NDVI imagery from Terra and Aqua MODIS, Terra ASTER,
and Landsat-7 ETM+ to quantify their ability to detect tornado damage tracks across
the state. All of the imagery used by Molthan et al. (2014) was collected throughout the months of May and June 2011. Of the 62 tornadoes that occured, 22 were
identifed using satellite imagery, most of them being long-tracked, violent tornadoes.
Tornadoes that were rated on the Enhanced Fujita (EF) scale from EF-1 to EF-5
19

were detected, while no EF-0 tornadoes were detected (Molthan et al. 2014). Using GIS software to outline all the tracks that appeared in each of the datasets,
satellite-measured lengths and widths were compared to the official NWS surveys.
The satellite-derived lengths compared favorably to the lengths of the official surveys
(R2 = 0.88-0.93). Comparison of widths were not as reliable as these measurements
only ended up being roughly half of what the actual tornado widths were (R2 =
0.39-0.52). There were slight improvements in the width measurements with increasing spatial resolution of the various sensors. Damage tracks detected in the NDVI
imagery were associated with the center-most portion of the tornado. The further
away from the center of the tornado, wind speeds and damage categories decreased,
resulting in reduced vegetation and smaller NDVI change. Areas with EF-0 and EF-1
winds were difficult to detect using single-day NDVI imagery. These areas of reduced
wind speeds do not impact the vegetation in the same fashion as the higher end wind
speeds. The terrain and landscape of northeastern Alabama made portions of certain
tracks difficult to follow or identify. The underlying vegetation throughout most of
Alabama was just beginning to green up, which may have contributed to the low
detection rate given that the analysis focused solely on use of NDVI.
Given that both hail damage and tornado damage can be identified through
changes in surface reflectance, NDVI, and land surface temperature, the algorithm resulting from this study will help to identify tornado tracks as well. However, Molthan
et al. (2014) showed that it can be very hard to detect this damage if there is little
to no vegetation. Climatologically speaking, this can be further complicated by the
peak of regional tornado seasons occurring prior to or during the spring green up.
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For these various reasons, this thesis focused on detecting hail damage in the Great
Plains and Midwest, and an analysis of tornado tracks is deferred for a future study.

2.4

Conclusion

Satellite remote sensing has provided an expanded view of our Earth from
space. Each satellite and sensor provide a range of spectral bands across the electromagnetic spectrum,with varying spatial and temporal resolution. Instruments like
MODIS can provide consistent, daily views of the same areas for long-term monitoring of the surface, whereas sensors of higher spatial resolution such as Landsat-7
ETM+ and the recently launched Landsat-8 Operational Land Imager (OLI) can
confirm damage on field scales. Single channel imagery, derived products like NDVI,
or products that feature a combination of NDVI and BT/LST can be used for identifying areas that have been impacted by hail and severe storms. The next chapter
will provide an in-depth look at how three of these satellite based techniques were
applied in the identification of the hail damage within a detailed case study.
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CHAPTER 3

DATA AND METHODOLOGY

This chapter provides a review of the various datasets and methodologies that
contribute to the development of an automated hail detection algorithm and validation process.

3.1

MODIS Satellite Data

MODIS surface reflectance was obtained through the NASA Land Processes
Distributed Active Archive Center (LP-DAAC). This study uses the MYD09GQ product, which provides daily observations of reflectance from the 250 m red and nearinfrared Aqua MODIS bands, and quality control bands for processing cloud and other
anomalies that have occurred with the data. This Level 2 data is atmospherically corrected and projected on a global sinusoidal grid. This allows an end user to select the
areas (tiles) that are needed for their analysis. Atmospherically corrected products
are corrected for aerosol scattering and absorption and for any effects caused by the
variation of the land surface (Vermote and Vermeulen 1999). Aqua MODIS products
were used in order to allow for an easier extension to the S-NPP and JPSS satellite
and VIIRS sensors as Aqua and S-NPP have similar afternoon orbits. This afternoon
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orbit also allows for observations to occur closer to the daily peaking heating, which
provides for greater contrast of temperatures across damaged and undamaged areas
when viewed using brightness temperature or land surface temperature products. All
NDVI composites and single-day imagery were created using the MYD09GQ product.
Various Red-Green-Blue (RGB) true and false color composites were created to
allow for visual inspection and identification of hail-damaged areas. Creation of these
composites included the MYD09GA product, which is gridded like the MYD09GQ
product and includes the first seven channels of the Aqua MODIS sensor at 500 m
resolution. This included the red and near-infrared bands, which are natively 250 m,
but were resampled to match the other bands at 500 m.
For land surface temperature (LST) products, the MYD11A1 product was
used. The LSTs are derived from MODIS bands 31 (11.03 µm) and 32 (12.02 µm),
with a spatial resolution of 1 km. The MYD11A1 product contains quality assurance
(QA) flags to help denote clouds, poor retrievals, and any other potential problems
with pixels in the data. The QA dataset from the MYD11A1 product was used to
identify and remove clouds from each of the datasets used by the various techniques.
Coverage area for this study focused on the Central Plains and Upper Midwest (Figure
3.1), and use of tiles ranging from the Rocky Mountains to the East Coast and from
southern Canada to the Gulf of Mexico. This work used tiles v10h04, v10h05, v11h04,
and v11h05 tiles from the sinusoidal grid to which the aforementioned products are
projected (Figure 3.1).
The MODIS Reprojection Tool (MRT) was used to merge multiple tiles and to
provide nearest neighbor resampling of the MYD11A1 products (LST, QA) to 250 m
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Figure 3.1: Global view of the the sinusoidal grid used to distribute all LP-DAAC
products. Tiles h10v04, h10v05, h11v04, and h11v05 were used for this study. Reproduced from NASA Goddard Space Flight Center (2015).

to match the resolution of the MYD09GQ products (NDVI). This retained the NDVI
product at the highest spatial resolution while remapping and resampling the lower
resolution LST and cloud mask products.

3.2

Maximum Estimated Size of Hail

Hail occurrence was estimated from radar observations using the National Severe Storm Laboratory (NSSL) Maximum Expected Size of Hail (MESH) product,
which provides composited radar data over the entire United States (Stumpf et al.
2004). This 1 km by 1 km gridded composite comes from the SHI (Witt et al. 1998).
Archived MESH data was provided by the OnDemand System run by NSSL (ondemand.nssl.noaa.gov). Using this system, a twenty-four hour composite (1200 UTC to
1200 UTC) was generated for each event, which corresponded to the same times that
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SPC Storm Reports are generated daily. The MESH data was interpolated to a 250 m
spatial resolution using a nearest neighbor approach to match the other datasets. The
MESH data are used to constrain the techniques to areas that potentially received
hail, similar to Molthan et al. (2013).

3.3

National Land Cover Dataset

The National Land Cover Dataset (NLCD) provides a comprehensive database
of the land classifications across the United States based upon classification of scenes
from the Landsat missions, with first release beginning in 1992 (Homer et al. 2015).
There have been three updates since the initial update release with the latest update
being compiled using data from 2006 to 2011. The NLCD classifies every 30 m pixel
across the United States into one of a possible eight categories, with subcategories of
classification possible into one of 20 sub-classes.
The NLCD was incorporated to mask urban and water areas in this study
by resampling the 30 m NLCD product to 250 m, using nearest neighbor approach,
matching the same spatial resolution as the MODIS and resampled MESH data sets.
All urban (4 classes) and water (2 classes) areas were masked as these predominately urban areas and water have relatively sparse vegetation present where use of
a vegetation-based algorithm would be inappropriate (Figure 3.2).

3.4

Case Studies

This study investigated three techniques: NDVI Differencing, mVHI, and feature detection, using the 18 August 2011 event examined by Molthan et al. (2013) as
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(a)

(b)

Figure 3.2: (a) Legend for 2011 NLCD product. (b) Urban and water mask created
to mask areas where techniques would not be appropriate.
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Figure 3.3: Aqua MODIS True Color RGB from 3 July 2014 with the coverage areas
for subsequent training case and subsequent case studies.

a training case. Using this training case, three thresholds relevant to each technique
were evaluated by skill scores. The three thresholds were determined by assigning
hail damage to pixels based upon a threshold value of NDVI differencing, assigning
hail damage to pixels upon a threshold value of mVHI, and assigning hail damage to
pixels using a feature detection technique that identifies damaged pixels based upon
how they compare to local backgrounds of varying size.
After identifying and documenting the sensitivity of algorithm skill to specified thresholds, the threshold that produced the highest skill score was selected and
tested on an additional five cases (Figure 3.3). One case study re-examines the hail
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event studied by Gallo et al. (2009), while the other four were identified using individual National Weather Service (NWS) Weather Forecast Offices (WFO) top news
archives, media reports, SPC Storm Reports, and perusing MODIS imagery for scarlike features. The case studies occurred from early June to early August, allowing for
various vegetative growth stages to be examined (Table 3.1).

Table 3.1: Listing of events with date of occurrence and geographic locations that
were used for this study.

3.5

Case Study Date

Case Study Type

18 August 2011

Training Case

9 July 2014
3 June 2014

Case Study
Case Study

9 August 2011

Case Study

9 August 2009

Case Study

24 July 2009

Case Study

Location
Southeastern South Dakota,
Eastern Nebraska, Southwestern
Iowa, Northwestern Missouri,
as in Molthan et al. (2013)
Central Nebraska
Eastern Nebraska
Western Kansas,
Southwestern Nebraska
Central Iowa as
in Gallo et al. (2012)
Eastern Nebraska

Training Case: 18 August 2011

During the late afternoon and evening hours of 18 August 2011, several supercells formed in South Dakota and propagated southeast into Nebraska, Iowa and
eventually into Missouri. The SPC Convective Outlook issued at 1630 UTC had this
region under a slight risk of severe weather with the highest probability of specific
severe weather impact being damaging winds, and a slightly lower probability of severe hail (Figure 3.4). The first storms began to fire in southeastern South Dakota
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and northeastern Nebraska and move southeastward beginning at 1800 UTC (Figure
3.5a). By 2200 UTC, multiple rounds of supercells developed (Figure 3.5b). This
would continue for the next four hours or so (Figure 3.5c), before the final line of
storms began moving into the Omaha metro area around 2359 UTC (Figure 3.5d).
SPC Storm Reports would receive nearly 200 reports for damaging winds and over
150 reports of severe hail (≥ 2.54 cm, 1 in). There were a total of 19 large hail reports
(≥ 5.08 cm, 2 in), with the largest being 10.8 cm (4.25 in.).

3.5.1

NDVI Differencing
Previous studies identified vegetation damage from severe weather by focusing

on the changes observed in vegetation indices, specifically NDVI. The methodology
used for this study was modeled after the methodology used by Gallo et al. (2012)
and Molthan et al. (2013) by creating a 14-day maximum NDVI composite, similar to
Molthan et al. (2013), to be used as the pre-event dataset. The composite would be
valid for the day of the severe storms and would include the data from that day and
the previous thirteen days (Figure 3.6a). This maximum NDVI composite creates
a uniform, green, pre-event dataset that will improve detection of post-event NDVI
change. Compositing over a 14-day period is designed to allow for multiple cloud free
views of each pixel when determining the maximum NDVI.
Single-day NDVI imagery was created from daily MYD09GQ products for
days following the event (Figure 3.6b) and the surface reflectance values of each band
(Figure 3.6c). The MYD11A1 product provided a cloud mask in order to mask any
pixels that were thought to be cloud contaminated. The cloud mask may not detect
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(a)

(b)

(c)

Figure 3.4: (a) Day one Convective Outlook from the Storm Prediction Center
issued on 18 August 2011 at 1630 UTC. (b) Damaging wind outlook issued at 1630
UTC on 18 August 2011. (c) Damaging hail outlook issued at 1630 UTC on 18
August 2011.

some clouds or pixels contaminated by cloud shadows. Single day NDVI imagery
(post-event) was then differenced against the fourteen-day pre-event NDVI composite.
This daily differencing would occur for up two weeks after the event (Figure 3.6d). In
Figure 3.6d the clouds in central Iowa not masked by the QA dataset give a similar
NDVI change signal as that of actual damage.
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Figure 3.5: Radar reflectivity images from severe storms on 18 August 2011. (a)
Radar reflectivity from the Sioux Falls, South Dakota radar at 1802 UTC. The other
three images were taken from the Omaha, Nebraska radar at (b) 2203 UTC, (c) 2259
UTC, and (d) 2359 UTC. Reproduced from Molthan et al. (2013).

3.5.2

mVHI
The original equations that make up the VHI are highly successful in detecting

stressed vegetation that may be due to drought conditions. Damage and stress caused
to vegetation as a result of severe storms, specifically hail, occurs on a much shorter
temporal scale than drought. Instead of using weekly averaged values and multiyear minimums and maximums as in Kogan (1995), the equations (2.3, 2.4, 2.5) are
modified to examine the VHI on shorter time scale.
Instead of period-of-record extremes, values in the equations are replaced with
percentiles that are calculated over the previous two weeks. While brightness temper-
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(a)

(b)

(c)

(d)

Figure 3.6: (a) 14-day NDVI composite valid for 18 August 2011. (b) Hail sizes
from MESH from 1200 UTC 18 August to 1200 UTC 19 August 2011. (c) Single-day
NDVI image acquired on 31 August 2011. (d) Difference image of single-day and
composite images. In each figure, blue pixels are rivers and white pixels are clouds
that have been masked.
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atures were originally used by Kogan (1995), the MYD11A1 LST dataset was used
here. This provides a better representation of the actual temperature being observed,
as LST calculations factor in land cover and surface type for each pixel. These new
equations are referred to mVCI (3.1, Figure 3a), mTCI (3.2, Figure 3b), and mVHI
(3.3, Figure 3c) where the m stands for modified:


mV CI = 100 ∗

N DV I50 − N DV I10
N DV I90 + N DV I10


mT CI = 100 ∗

BT90 − BT50
BT90 + BT10


,

(3.1)


, and

mV HI = (0.5 ∗ mV CI) + (0.5 ∗ mT CI).

(3.2)

(3.3)

The 10th and 90th percentiles now replace the multi-year minimum and maximum of
NDVI and LST. The 50th percentile (median) replaces the smoothed weekly values
that were used in the original equations. Pixels which were determined to be cloudy
on a particular day were omitted and not factored into the percentile calculations.

3.5.3

Otsu’s Method
The third and final technique used in this study was classification. Unlike the

previous two techniques, classification does not require any compositing or differencing of data. Instead, the technique used here focused on using anomalies against a
local background to identify “hot spots” in the imagery in terms of locally reduced
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(a)

(b)

(c)

Figure 3.7: (a) mVCI observed on 31 August 2011. (b) mTCI observed on 31 August
2011. (c) mVHI observed on 31 August 2011.
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NDVI and LST values. Unsupervised classification is widely used with techniques focusing on a previous knowledge of spectral signatures and other techniques focusing
on image processing. In this study, thresholding is used as a type of unsupervised
classification to assist in the detection of hail swaths.
Thresholding is used to segment images into multiple parts and can be relatively simple. There are two types of thresholding both of which work off of grayscale
images: local and global. Global thresholding separates an image into two or more
classes using threshold values applied to the entire scene (Sahoo et al. 1988). Local
thresholding subsets a larger image into smaller images and determines thresholds on
each of the smaller images (Sahoo et al. 1988).
Otsu’s Method (Otsu 1975) automatically determines a threshold, based upon
a histogram of a a grayscale image. Otsu’s Method sees the histogram as a probability distribution and determines to which of two classes each pixel belongs. Otsu
(1975) was able to determine these two classes by using variances and discriminates
to determine the threshold that would separate the two classes. The two classes are
routinely labeled as the background and objects (Otsu 1975). For this thesis the background represents undamaged areas and the objects are identified as damaged areas
as they sharply contrast against the background. Using single-day NDVI (Figure
3.8a) and LST (Figure 3.8b) imagery, anomaly images for each product are created.
These anomaly images (Figure 3.8c-d) are created by using two moving kernels: one
“outer” kernel and one “inner” kernel. The median is calculated for all the cloud
free pixels in the outer kernel and then subtracted from the each pixel inside the
inner kernel to calculate anomaly values for the inner kernel pixels. Various sizes of
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the outer kernel were tested, with the inner kernel being a quarter of the size of the
outer kernel. Grayscale images of both the NDVI (Figure 3.9a) and LST anomalies
(Figure 3.9b) were created at the same time. The NDVI anomalies of -0.3 to 0.0 and
the LST anomalies from 0-3 K were stretched from 0 to 255 with the lower (higher)
NDVI (LST) anomalies being closer to 255. This resulted in potential damage areas appearing bright in contrast to darker, undamaged pixels. Otsu’s Method was
then performed on the individual grayscale images. The individual NDVI and LST
anomaly classifications from the Otsu’s Method can be quite noisy from the subtle
anomalies within the data; therefore in order to reduce the noise a final Otsu image
is created (Figure 3.10). This final image is created by identifying pixels that have
been identified as damaged areas in both the NDVI and LST Otsu’s Method results.

3.5.4

Validation
Ground surveys are not formally conducted by the NWS for hail damage

swaths as they are when trying to identify whether damage is related to straightline winds or tornadoes. In order to assess the performance of each technique and
thresholds, a ground survey dataset was created for each event examined in this
study. This ground survey dataset was created by subjectively identifying damaged
areas using multispectral RGB composites, SPC Storm Reports and NSSL MESH
data.
Using a True Color (Bands 1-4-3), Color Infrared (Bands 2-1-4), and False
Color (7-2-4) RGB image (Figure 3.11) from the clearest day between eleven and
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(a)

(b)

(c)

(d)

Figure 3.8: (a) Single-day NDVI image valid for 31 August 2011. (b) Single-day LST
image valid for 31 August 2011. (c) NDVI anomaly valid for 31 August 2011. (d) LST
anomaly image valid for 31 August 2011. The anomalies picked up in northeastern
Kansas were from a different event (19 August 2011) as noted by Molthan et al.
(2013).
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(a)

(b)

(c)

(d)

Figure 3.9: (a) NDVI grayscale image valid for 31 August 2011. (b) LST grayscale
image valid for 31 August 2011. (c) The classifier (background white, damage black)
as a result of Otsu’s Method as applied to the NDVI anomaly. (d) Same as (b) but
for the LST anomaly.
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Figure 3.10: Final Otsu product valid for 31 August 2011. The final product is
created by areas that are identified as anomalies both the NDVI and LST Otsu
images (Figure 5b and 5d).

fifteen days after the event, potential damaged areas were identified and outlined in
a polygon shapefile using ArcGIS. The eleven to fifteen day time period encapsulates
the fourteen days after an event that farmers will give their crops to see if any part
of them can be salvaged (R. Connelly, personal communication). To confirm that
hail occurred in these areas, the NSSL MESH product was used in conjunction with
NWS hail size criteria for a severe thunderstorm warning. A 5 km buffer was added
around all MESH values greater than 2.54 cm (1 in.) to account for any possible radar
sampling and displacement errors. Gallo et al. (2012) and Molthan et al. (2013) each
noted minor displacements in the sampling of hail aloft by radar, and actual damage
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on the surface. A more precise buffer that could be created would occur downwind of
the storms, but that more complicated approach is beyond the scope of the study. It
is important to note that a 5 km buffer around the MESH data was only implemented
when creating the ground surveys. This buffer accounts for potential displacement
that may occur between where the hail is observed by the radar and where it actually
lands on the surface. Each polygon shapefile was then converted to a raster with the
same 250 m spatial resolution as the RGBs and other datasets.
Using this raster as a mask, several skill scores were calculated to quantify
the performance of each technique. In order to calculate these scores, the definitions
of a hit, miss, false alarm and correct null were resolved (Figure 3.12). A pixel was
determined to be a hit if it met threshold criteria of the technique being evaluated
and was inside the ground survey mask. A miss was classified as all pixels inside
the ground survey mask that were not identified as damage by the technique being
evaluated. A false alarm was determined to be a pixel that was classified as meeting
the threshold criteria of the technique being evaluated, but not within the boundaries
of the ground survey mask, and was identified to have experienced MESH values of
2.54 cm (1 in.) or greater. The buffered MESH was not used in when computing
skill scores. Only the raw NSSL MESH values that were greater than 2.54 cm (1
in.) were used. This was done to simulate what datasets would be available to be
used in the NRT algorithm and what concerns may arise with using the raw MESH
product. Correct nulls were identified by pixels that were identified as having received
severe hail according to MESH (≥ 2.54 cm or 1 in.), not identified as damage using
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(a)

(b)

(c)

Figure 3.11: (a) Aqua MODIS True Color RGB valid for 31 August 2011. (b) Aqua
MODIS Color Infrared RGB valid for 31 August 2011. (c) Aqua MODIS False Color
RGB valid for 31 August 2011.
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Figure 3.12: Diagram visually describing how each component of the skill score are
determined. Black (damaged) pixels represent damage detected by a hypothetical
technique.

the threshold of the technique being evaluated, and did not occur inside the ground
survey.
Skill scores (Table 3.2) such as probability of detection (POD), false alarm
rate (FAR) and critical success index (CSI) were calculated following the techniques
of Schaefer (1990). POD (3.4) describes the ratio of correct hits to the total number of
hits and misses, or how well the techniques are accurately predicting damage within
the ground surveys. FAR (3.5) is the ratio of the false alarms to hits plus false
alarms or a measure on how the techniques are doing at predicating damage outside
the ground surveys. The final skill score, CSI (3.6), is the verification score as it
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Table 3.2: Table identifying the series of successful detections and null events that
comprise skill scores, reproduced from Schaefer (1990).

Ground
Survey

Yes
No

Algorithm
Yes
No
Hit
Miss
False Correct
Alarm
Null

compares the number of hits to the number of hits, misses and false alarms detected
by the algorithms proposed here. In summary, the equations for each skill score
parameter are defined as:

Hits
,
Hits + M isses

(3.4)

F alse Alarms
, and
Hits + F alse Alarms

(3.5)

Hits
.
Hits + M isses + F alse Alarms

(3.6)

P OD =

F AR =

CSI =

The NLCD was also used to create a mask of known water and urban areas.
These masked pixels did not factor into the skill scores, as damaged areas in the
satellite imagery have a lower NDVI values and higher LSTs, which are similar to
spectral signatures of urban areas and will not be detected by algorithms proposed
here.
Potential cloud cover limited the number of skill scores available for each time
period. In addition, the number of cloud-free days prior to and following a hail
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event varied. To develop skill scores for each variant, cloud free scenes are needed,
and vegetation signals may become more apparent with time as damaged vegetation
decays and leaves behind an area of lower NDVI. Decaying vegetation will also allow
the LST to increase over time. Imagery was examined for three multi-day periods
following each event to find ideal scenes for scoring, focusing on cloud-free imagery
over the area of interest, and with a preferred satellite viewing angle. The clearest
day from each of the three multi-day periods (Table 3.3) were used for in assessing
skill scores.

Table 3.3: Validation periods, names, and days following an event that comprise
each period.
Time Period Name
Short-term
Medium-term
Long-term

3.5.5

Days After Event
1 to 5 days
6 to 10 days
11 to 10 days

Discussion of Training Case
The training case was designed to perform an in-depth exploration into each

of the three techniques. Results of the training case were used to select a threshold
to apply to five additional case studies. The damage done by the severe storms on
18 August 2011 provided an adequate training case to determine the best-performing
threshold for each technique for testing in additional case studies.
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3.5.5.1

NDVI Differencing

Gallo et al. (2012) only considered a pixel damaged if the NDVI had a decrease
of 0.15 or greater in magnitude (≤ -0.15). This threshold was used as starting point,
with additional values of 0.20 (≤ -0.20) and 0.25 (≤ -0.25). The remaining two
thresholds were chosen as gradual increases in magnitude from this initial -0.15 value.
Visual inspection of the NDVI difference for the three validation periods showed that
the areas of damage appeared to have a greater magnitude of NDVI change with time.
Figure 3.13a shows the NDVI difference for the entire domain for the day immediately
after the storms, 19 August 2011. Several swaths are present, but the magnitude of
NDVI change is small. Areas of damage appear in far northeastern Nebraska near
the South Dakota border and in southwest Iowa near the Missouri border. Figure
3.13b shows the outlines for the ground surveys along with areas of where MESH
was observed (light gray). Pixels where the NDVI difference is less than -0.15 are
present in the image as well, to help highlight the hits, misses, and false alarms of the
threshold. The swaths become more apparent on 25 August 2011 (Figure 3.13c). The
CSI score (Table 3.4) for the -0.15 threshold increased by 0.126 from the short-term
validation (19 August 2011) to the medium-term period (25 August 2011, Figure
3.13d). For the same period, the POD increased and the FAR decreased. The areas
of NDVI change in central Iowa are portions of a cumulus field that were not flagged
by the QA dataset (Figure 3.13e). The CSI score increased to 0.380 for the longterm validation period (31 August), but only by 0.011 (Figure 3.13f). All three POD
scores would increase with the final POD being 0.497, meaning that half of the pixels

45

Table 3.4: Skill scores for the NDVI differencing technique for the training case on
18 August 2011.
Short- Medium- Longterm
term
term
Date 19 Aug 25 Aug
31 Aug
NDVI Difference ≤ -0.15
POD 0.284
0.404
0.497
FAR
0.373
0.188
0.384
CSI
0.243
0.369
0.380
NDVI Difference ≤ -0.20
POD 0.144
0.280
0.359
FAR
0.356
0.188
0.234
CSI
0.134
0.270
0.323
NDVI Difference ≤ -0.25
POD 0.069
0.200
0.255
FAR
0.394
0.087
0.148
CSI
0.066
0.196
0.244
identified in the ground surveys were also identified by the algorithm. The FAR
dropped significantly between the short (0.373) and medium-term periods (0.188),
but increased for the long term score (0.384).
Noticeable differences in the number of pixels that are flagged as damage occur
when the threshold changed to -0.20 and -0.25. The short-term POD for the -0.20
threshold (Figure 3.14a) did not perform as well as the short-term POD for -0.15 as
noted by a change in POD of 0.144 and CSI of 0.134. The -0.25 threshold (Figure
3.14b) did not perform well at all, especially in the short-term period. The shortterm POD and CSI for this threshold were 0.069 and 0.066, with a FAR of 0.394.
The -0.20 medium-term POD would increase to 0.280 and the CSI would increase
to 0.270 as well (Figure 3.14c). The -0.20 medium term FAR would fall to 0.188 as
most of the vegetation that was identified as receiving hail by MESH saw little NDVI
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(a) 19 August 2011

(b) 19 August 2011

(c) 25 August 2011

(d) 25 August 2011

(e) 31 August 2011

(f) 31 August 2011

Figure 3.13: (a) NDVI difference value for 19 August 2011. (b) NDVI differences
≤ -0.15 with MESH locations ≥ 2.54 cm (1 in.) in grayscale. Ground surveys are
shown as an outline. (c) As in (a) but for the medium-term validation period of 25
August 2011. (d) As in (b) but for the medium-term validation period of 25 August
2011. (e) As in (a) but for the long-term validation period of 31 August 2011. (f) As
in (b) but for the long-term validation period of 31 August 2011.
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(a) 19 August 2011

(b) 19 August 2011

(c) 25 August 2011

(d) 25 August 2011

(e) 31 August 2011

(f) 31 August 2011

Figure 3.14: (a) NDVI differences for 19 August 2011 ≤ -0.20 with MESH locations
≥ 2.54 cm (1 in.) in grayscale. Ground surveys are shown as an outline. (b) NDVI
differences ≤ -0.25. (c) As in (a) but for the medium-term validation period of 25
August 2011. (d) As in (b) but for the medium-term validation period of 25 August
2011. (e) As in (a) but for the long-term validation period of 31 August 2011. (f) As
in (b) but for the long-term validation period of 31 August 2011.
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change outside the survey areas. By the medium-term period for the -0.25 threshold,
the POD and CSI would increase, while the FAR dropped to 0.087 (Figure 3.14d).
The POD for the -0.20 threshold and long-term period would continue the trend of
increasing to 0.359, despite a rise in FAR to 0.234 (Figure 3.14e). The POD, FAR,
and CSI for the -0.25 threshold would rise for the long-term scores, but still well
behind the other two thresholds (Figure 3.14f).
Figure 3.14b shows the -0.25 threshold for short-term period and it is very
difficult to make out damaged areas inside the ground surveys. Relatively few pixels
are identified as suspected as damaged and this improves by the medium-term (Figure
3.14d) and long-term images (Figure 3.14f). The -0.25 threshold constrained the
amount of damage detected to a spatially limited area. The majority of damaged
pixels that were validated experienced an NDVI change of -0.15 to -0.24. Visually,
as time moved further past the event date, the storm damage became more apparent
as the damaged vegetation continued to wilt and decay. NDVI difference values
inside the damage surveys continued to overall lower values throughout the validation
periods.

3.5.5.2

mVHI

The training case provided the first opportunity to evaluate the mVHI technique, and it helped to expose some of the strengths and limitations that could be
seen in the additional case studies. Kogan (2001) discussed that vegetation with VHI
values lower than 40 were considered stressed. Since this study is working with a
modified form of Kogan (1995), it was determined that one of the thresholds for this
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technique would mVHI values equal to or lower than 40 (mVHI40) to keep consistency
from the original work. The remaining two thresholds were chosen by seeing how this
modified technique would perform with one threshold higher at mVHI values equal
to or less than 45 (mVHI45) and one threshold using values equal to or less than 35
(mVHI35). These thresholds were chosen after seeing the results of slight changes in
the NDVI differencing thresholds. The minor change in the thresholds in the NDVI
differencing technique had a large impact skill scores. Since half of the mVHI product
(α = 0.5) is based on NDVI observations, the decision was made to choose thresholds
that were not drastic changes from the mVHI40 threshold.
The mVHI35 product for the short-term period showed no signs of any of
damaged vegetation being present (Figure 3.15a). The mVHI was instead rather
noisy with widespread low mVHI values across the domain of the training case. This
noise was a result of limited cloud free days (one to three in some areas) being factored
into the individual mVCI and mTCI equations. This high amount of noise resulted
in a short-term mVHI35 FAR of 0.832 (Table 3.5). This high FAR was because of
the many pixels meeting the sensitivity thresholds that occurred within the regions
identified by the NSSL MESH, but were not actually damaged by the storms. The
validation of ground surveys using mVHI35 values only achieved a POD of 0.183
and CSI of 0.096 (Figure 3.15b). The medium-term mVHI product showed no areas
of organized damage (Figure 3.15c) with the image continuing to be noisy, like the
short-term mVHI image. Depending on the number of cloud-free observations that
were taken prior to the damage becoming apparent, the timing when the damage
begins to appear will be affected. The POD and CSI increased to 0.264 and 0.117
50

Table 3.5: Skill scores for the mVHI technique for the training case on 18 August
2011.

Date
POD
FAR
CSI
POD
FAR
CSI
POD
FAR
CSI

Short- Mediumterm
term
19 Aug 25 Aug
mVHI ≤ 35
0.183
0.264
0.832
0.826
0.096
0.117
mVHI ≤ 40
0.257
0.356
0.831
0.825
0.113
0.133
mVHI ≤ 45
0.356
0.459
0.828
0.825
0.131
0.145

Longterm
31 Aug
0.445
0.675
0.231
0.558
0.694
0.246
0.673
0.715
0.250

respectively, while the FAR decreased to 0.826 (Figure 3.15d). By the long-term
period the damaged areas were apparent in mVHI product (Figure 3.15e-f). VHI is
a product that is used to monitor vegetation for signs of stressing due to drought
conditions, which does not cause damage over a short temporal scale like severe
thunderstorms.
While the damaged areas in NDVI and LST may immediately appear the next
day in satellite imagery (Figure 3.16), because the mVHI product is a 14-day product
that uses percentiles, there may be a delay in the appearance of damage. This delay
will be dependent on the number of good observations with a magnitude of change
significant enough to modify the percentiles. Assuming that there are thirteen clear
days of consistent observations and one day of observations containing damage (lower
NDVI values or higher LST values), then the individual mVCI and mTCI products
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(a) 19 August 2011

(b) 19 August 2011

(c) 25 August 2011

(d) 25 August 2011

(e) 31 August 2011

(f) 31 August 2011

Figure 3.15: (a) mVHI product for 19 August 2011. (b) mVHI values ≤ 35 with
MESH locations ≥ 2.54 cm (1 in.) in grayscale. Ground surveys are shown as an
outline. (c) As in (a) but for the medium-term validation period of 25 August 2011.
(d) As in (b) but for the medium-term validation period of 25 August 2011. (e) As
in (a) but for the long-term validation period of 31 August 2011. (f) As in (b) but
for the long-term validation period of 31 August 2011.
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(a)

(b)

Figure 3.16: (a) 19 August 2011 single-day NDVI image. (b) 19 August 2011 singleday LST image.

will not see any change. The key to getting the mVCI and mTCI to respond to changes
relies upon the denominator (range) becoming larger, while getting the numerator to
have a smaller range. Examples of how a time series of NDVI and LST observations
impact the calculation of mVHI are shown in Appendix A. The mVHI35 skill scores
increased with the POD rising to 0.445 and the CSI rising to 0.231. The FAR dropped
to 0.675.
As the mVHI threshold increased to mVHI40 and mVHI45, the POD and CSI
rose, but the FAR remained very high. The mVHI40 (Figure 3.17a) and mVHI45
(Figure 3.17b) both failed to make any significant gains in detecting apparent damage
in the short-term period, achieving CSIs of 0.113 and 0.131, respectively. With an
increase in the mVHI thresholds, the ratio of hits to false alarms stayed roughly
the same, allowing the FAR and CSI scores to remain fairly consistent from the
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(a) 19 August 2011

(b) 19 August 2011

(c) 25 August 2011

(d) 25 August 2011

(e) 31 August 2011

(f) 31 August 2011

Figure 3.17: (a) mVHI values for 19 August 2011 ≤ 40 with MESH locations ≥
2.54 cm (1 in.) in grayscale. Ground surveys are shown as an outline and (b) mVHI
values ≤ 45. (c) As in (a) but for the medium-term validation period of 25 August
2011. (d) As in (b) but for the medium-term validation period of 25 August 2011.
(e) As in (a) but for the long-term validation period of 31 August 2011. (f) As in (b)
but for the long-term validation period of 31 August 2011.
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previous period. The POD scores increased for the short-term period for these two
thresholds though as the number of hits increased, the number of misses in the ground
surveys went down. The medium-term mVHI40 (Figure 3.16c) and mVHI45 (Figure
3.17d) CSIs, 0.133 and 0.145 respectively, minimally improved over the mVHI35 CSI
of 0.117, at the same time. The long-term period for mVHI40 (Figure 3.17e) and
mVHI45 (Figure 3.17f) saw increases of 0.113 and 0.105 in CSI from the mVHI35
score. These were jumps of 0.133 and 0.119 between the short-term and long-term
CSI scores. The long-term POD and FAR continued similar trends between the midand long-term periods that had been seen throughout this technique. The mVHI
POD increased to 0.673 and the mVHI45 FAR dropping to 0.715. Overall, the mVHI
product was very noisy, due to an inconsistent cloud free observations available from
pixel to pixel, through all three validation periods. By the long-term period, enough
cloud-free observations had made it into the statistics, which allowed for damage to
appear visually.

3.5.5.3

Otsu’s Method

Otsu’s Method is an unsupervised classification technique. Like the previous
two techniques, the success of detection varied with the changes in how the technique
was applied. Thresholds were chosen by varying the kernel sizes selected for the outer
box which then automatically resized the inner box to one-quarter of the outer kernel
size. Outer kernel sizes smaller than 50 were tested, but the individual NDVI and
LST images became too noisy, with too many objects being identified by the filter.
Kernel size values that were too big caused the background field to become too large
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and difficult to isolate changes for small areas of pixels. The final outer-box kernels
that were chosen were 50 (Otsu50), 100 (Otsu100) and 200 (Otsu200) pixels with
corresponding inner kernel sizes of 6, 12, and 25 pixels.
Despite the short-term Otsu50 image being noisy from a large number of small
objects being detected, portions of the damage swaths were visible in southwest Iowa
into Missouri (Figure 3.18a). Increasing the outer box size (Otsu100) for the shortterm period helped to reduce the noise and improved detection of the areas of damage
around the Iowa-Missouri border (Figure 3.18b). The short-term Otsu200 image
had the best-defined damaged areas around the Iowa-Missouri border as well as the
damage just to the west of those streaks (Figure 3.18c). Otsu50 and Otsu100 had
missed the damage in northeastern Nebraska along the South Dakota border, but
Otsu200 did not. The missed areas of damage in far northeastern Nebraska are likely
attributed to the kernels not being able to detect anomalies, which means they would
not detected by Otsu’s Method.
The medium-term Otsu images did, however, did pick up on this area of missed
damage, while maintaining the identification of the other damaged areas down on the
Iowa-Missouri border (Figure 3.18d-f). The increasing box sizes once again reduced
the amount of noise present in the image and allowed the areas of damage to be
exposed. The areas of damage remained consistent from the medium-term to the
long-term, due to the NDVI and LST anomaly signals staying consistent. There was
not much change in the long-term images The Otsu50 image remained quite noisy
(Figure 3.18g) and that noise was reduced in results from Otsu100 (Figure 3.18h) and
Otsu200 (Figure 3.18i).
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(a) 19 August 2011

(b) 19 August 2011

(c) 19 August 2011

(d) 25 August 2011

(e) 25 August 2011

(f) 25 August 2011

(g) 31 August 2011

(h) 31 August 2011

(i) 31 August 2011

Figure 3.18: Results of Otsu’s Method technique valid for the (a-c) 19 August 2011,
(d-f) 25 August 2011, and (g-i) 31 August 2011. Images in the left column are based
upon a kernel size of 50, the center column a kernel size of 100, and the right column a
kernel size of 200. Areas of identified anomalies in are in black, while the background
is white.
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The noise that was picked up, especially by the Otsu50, was a result of the
median of the smaller outer kernel sizes being compared on an even smaller scale
with the pixels of the inner kernel. These smaller areas allowed for more localized
anomalies to occur in the NDVI and LST imagery. As the outer box size increased,
these smaller local anomalies being to fade. Additional noise can occur from the
edges of the cloud mask occurring in parts of the imagery (e.g. Figure 3.18i on the
Minnesota-Iowa border).
The POD and CSI for each threshold improved between the short- and mediumterms (Table 3.6, Figure 3.19). The three thresholds achieved their highest POD and
CSI during the medium-term period before seeing a slight decline in scores in the
long-term period. The slight decline in POD and CSI was attributed to increase in
cloud cover present on the long-term day. When compared to the 25 August, the
31 August result has an area of clouds present in extreme southwestern Iowa, which
affects part of the ground surveys in the area. The cause of this slight decline for
Otsu50 is resulted in an increase in the long-term FAR from 0.455 to 0.467. The slight
decline for the Otsu100 and Otsu200 thresholds is unclear as both of these thresholds
saw a decline in FAR. Visually, it was difficult to see these minor changes. Otsu200
achieved the highest POD (0.301) and CSI (0.265) for the short-term, and 0.350 and
0.317 respectively for the medium-term period. Otsu200 had the best long-term performance as well. The Otsu100 threshold would finish second with its long-term POD
being 0.275 and a CSI of 0.170. Otsu50 finished in last place, resulting in a higher
FAR that limited success of the threshold. The larger box size helped to get rid of a
lot of minor noise associated with many localized anomalies that may not be associ58

(a) 19 August 2011

(b) 19 August 2011

(c) 19 August 2011

(d) 25 August 2011

(e) 25 August 2011

(f) 25 August 2011

(g) 31 August 2011

(h) 31 August 2011

(i) 31 August 2011

Figure 3.19: Results of Otsu’s Method technique with outlined ground surveys and
MESH locations ≥ 2.54 cm (1 in.) in grayscale valid for (a-c) 19 August 2011, (d-f)
25 August 2011, and (g-i) 31 August 2011. Images in the left column are the using a
kernel size of 50, a kernel size of 100 for the center column, and a kernel size of 200
for the right column. Inner kernel sizes are one quarter the size of the outer kernel.
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Table 3.6: Skill scores for Otsu’s Method for the training case on 18 August 2011.

Date
POD
FAR
CSI
POD
FAR
CSI
POD
FAR
CSI

Short- Mediumterm
term
19 Aug 25 Aug
Otsu 50
0.182
0.217
0.507
0.455
0.154
0.183
Otsu 100
0.246
0.297
0.428
0.309
0.208
0.262
Otsu 200
0.301
0.350
0.312
0.226
0.265
0.317

Longterm
31 Aug
0.200
0.467
0.170
0.275
0.299
0.246
0.338
0.189
0.314

ated with the damaged areas. The larger kernel sizes captured the damaged areas in
a full manner.

3.5.5.4

Conclusions from Training Case

This training case evaluated the different techniques each with of three thresholds performed against one another for a total of nine tests. This was to determine
the optimal threshold for each technique.
The threshold chosen for NDVI Differencing was pixels with NDVI differences
of -0.15 or less. This threshold was chosen as it had the highest POD and CSI for the
technique. Using this threshold allowed for better detection of the areas of suspected
damage, but did come with the risk of detecting more false alarms, as this threshold
had the highest FAR. The other two thresholds, especially the -0.25 threshold, were
not able to detect the same degree of damage as the chosen threshold. The -0.20 and
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-0.25 thresholds performed poorly in the short-term time frame when compared to
the -0.15 threshold, which was established by Gallo et al. (2012). The lack of success
from these two thresholds in the short-term validation period was due to vegetation
not being initially damage enough the meet the thresholds. As time moved past the
event, the vegetation would decay and wilt enough to meet these thresholds.
The threshold chosen for mVHI was selected less than or equal to 45. All
three thresholds for mVHI did not perform well for the short-term and medium-term
validation periods. As mentioned previously no portions of the damage swaths began
to appear until the long-term validation period. The mVHI is also very noisy due to
the limited number of cloud free observations, which limits the sampling and statistics
and contributes to high FAR, especially for the mVHI40 and mVHI45 thresholds. The
damage swaths eventually appeared in long-term validation image (Figure 3e). When
determining which threshold to choose, the mVHI35 and mVHI40 threshold had a
lower POD and CSI when compared to mVHI45. The higher mVHI45 POD and CSI
made it the obvious mVHI threshold for continued testing, despite having high FAR
scores.
The threshold outer kernel that was chosen for Otsu’s Method was 200. This
threshold, like the threshold chosen for the NDVI differencing, performed the best
of the thresholds during the three periods. The Otsu200 threshold had the highest
POD and CSI scores for the short-term period and achieved the highest CSI score of
all the three Otsu Method tests. The Otsu200 threshold also had the lowest drop off
in CSI scores between the medium-term and long-term periods. The POD from the

61

Otsu200 threshold was also the highest of all the Otsu thresholds, while FAR scores
were the lowest.
In summary, the thresholds chosen were NDVI differences less than or equal
to -0.15 (≤ -0.15), mVHI values less than or equal to 45 (≤ 45) and the kernel size of
200 for Otsu’s Method (outer kernel = 200 pixels, inner kernel = 25 pixels). These
thresholds provided the best skill scores for their respective techniques during the
training case and are evaluated further for an additional set of cases in the next
chapter.
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CHAPTER 4

CASE STUDY RESULTS

The three selected thresholds, NDVI difference ≤ -0.15, mVHI ≤ 45, and
Otsu200, were chosen to be tested on five additional case studies (Figure 3.3). The
results of those case studies are presented here. The tables of skill scores: POD,
FAR, and CSI, and all figures associated with skill scores in this chapter are found
in Appendix B. While every attempt was made to achieve three skill scores for each
event, as was done in the training case, clouds prevented this in three of the case
studies. Due to cloud contamination, there are three of five events available with
short-term validation (one to five days post-event), three of five case studies with
medium-term validation (six to ten days post-event) and all five case studies had
long-term validation (eleven to fifteen days post-event) available.

4.1

9 July 2014

On 9 July 2014, severe storms moved through central Nebraska. Storms developed in north central Nebraska after 1700 UTC and moved to the southeast. Multiple
rounds of severe storms moved through these areas, bringing with them over 100 storm
reports of hail with a maximum size of 7 cm (2.75 in.) These storms were the sec-
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ond in a series of three rounds of storms that left hail damage swaths in Nebraska
during the late spring and summer of 2014. There were sufficient cloud-free views to
perform at least some validation at all periods though portions of the damage areas
were obscured by clouds in the short-term case.
The short-term validation period was impacted by a moderate amount of
clouds over the damaged areas. The clear sky portions of the short-term NDVI difference image showed areas of negative NDVI change in southern portions of central
Nebraska (Table B.1, Figure B.1a). These areas achieved a high POD of 0.707 and
CSI of 0.515 (Figure B.1b). Both of these skill scores were higher than the short-term
NDVI differencing FAR of 0.345, indicating that there were not many false alarms
present at this validation period. The short-term mVHI (Figure B.1c) did not perform well, resulting in a POD of 0.223 and CSI of 0.090. Despite the reduced area of
the ground surveys and a very low number of hits, FAR for the short-term mVHI was
0.869 (Figure B.1d). Otsu’s Method performed well (POD = 0.607, CSI = 0.424), but
not to the same level as the NDVI differencing product (Figure B.1e). Otsu’s Method
did have a higher FAR (0.416) than the NDVI differencing, which was attributed false
alarms identified near areas where masked clouds were present, north of the surveys.
These areas were identified by the algorithm because of the change between the edge
of the cloud masks and the actual data. (Figure B.1f).
The medium-term validation images (15 July 2014) were cloud free over the
damaged areas. Clouds were observed on the eastern and western portion of the
domain, leaving clear skies to observe the areas of damage (Figure B.2a). The POD
for the NDVI differencing technique rose to 0.742 while the CSI fell to 0.455 because
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of an increase in FAR to 0.490. Despite the high POD, a high number of pixels that
met the threshold were identified along portions of the MESH swaths to the north of
the surveys (Figure B.2b). The mVHI (Figure B.2c) product identified a very high
FAR (0.869) along these northern portions of MESH, leading to a low POD (0.218)
and lower CSI (0.077) (Figure B.2d). Otsu’s Method continued the trend of picking
up false alarms along these northern portions of MESH, despite no surveys being
present there (Figure B.2f). The FAR for the medium-term Otsu’s Method increased
to 0.460 while at the same time its medium-term POD rose to 0.646 and CSI dropped
to 0.416.
Cloud cover limited observations over the southern portions of the damaged
areas for the long-term scoring. The NDVI difference image still showed visible damage in the middle of the scene (i.e. southern Nebraska) (Figure B.3a). The POD was
0.733, which was between the previous two PODs: 0.707 and 0.742. The long-term
FAR increased to 0.610 for this technique. This increase in false alarms was due to
a swath of pixels being detected as damage on the western edge of the scene (Figure
B.3b). The long-term POD and CSI for the mVHI technique rose to 0.389 and 0.124
respectively, which in turn lowered the FAR to 0.847 (Figure B.3c-d). The mVHI still
picked up large number of pixels along the northern portions of the MESH swaths.
The long-term FAR for Otsu’s Method (Figure B.3e) had a score of 0.552, despite
having its largest POD of 0.660, indicating this technique began to pick up on a larger
number of false alarms within the MESH data. The CSI for the long-term validation
of Otsu’s Method was the lowest for this technique and case study at 0.364 (Figure
B.3f).
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4.2

3 June 2014

Multiple rounds of severe storms moved southeastward from south central
South Dakota through the eastern third of Nebraska on 3 June 2014. The storms
began around mid-morning with the last round occurring during the evening hours.
Local weather service offices received multiple reports of hail over 10.16 cm (4 in.).
Several hail damage swaths were seen over the area in the following weeks. An
attempt was made to detect damage for all swaths for each the validation periods,
but the daily cloud cover over portions of two of the swaths made that impossible
using Aqua MODIS. This case study was able to focus one streak that was observed
under mostly clear skies, except the short-term validation period. The 3 June 2014
case was one of the two more challenging cases for all the techniques, especially the
NDVI differencing technique as this event took place early in the season and the
vegetation was still greening up.
The medium-term validation (13 June 2014) was the first evaluation of the
techniques on this case study (Table B.2). Clouds obscured the view for a small
portion of the NDVI difference image (Figure B.4a). The clouds and areas that
did not have pre-event maximum NDVI values have been masked. These areas were
missing NDVI values due to a lack of clear observations in those areas for the fourteen
days that were factored into the composite. In the middle of the scene are several
small areas of negative NDVI change. The damaged areas are with the ground surveys
(Figure B.4b). The NDVI technique performed poorly with a POD of 0.078 and CSI
of 0.065. The FAR was very high with a score 0.727, indicating any pixels were
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identified by this technique were primarily outside the ground surveys. The mVHI
dealt with noise again throughout the image as well as high mVHI values in some of
the same that were masked for not having pre-event NDVI data (Figure B.4c). These
areas were not masked in the mVHI as this product is valid for the day of and the
previous thirteen days, which may include one to two days of clear conditions. This
can be a challenge if those limited days of observations were cloud free and with no
damage present, as they will produce high mVHI values. There were also two streaks
present in the mVHI image that are in the same area as the ground surveys. This
medium-term mVHI product scored a POD of 0.514, but had a FAR higher than the
NDVI difference technique at 0.881 (Figure B.4d). While the streaks did match up
with the ground surveys, there were a large number of pixels that met the threshold
and fell outside the survey, but within areas of MESH. This high FAR was the major
contributor to a low CSI of 0.107. Otsu’s Method for the medium-term period was the
best performing technique with the lowest FAR for this period (0.649, Figure B.4e).
Otsu’s Method scored a POD of 0.413 and a higher CSI of 0.234. Otsu’s Method was
successful during this validation period as it was able to pick up on the small NDVI
anomalies and LST anomalies that were present. This technique identified similar
areas as the previous two techniques, but also was the only technique to identify
the majority of the most southeastern polygon associated with the ground surveys
(Figure B.4f).
The damaged areas did not become more apparent in the long-term (17 June
2014) NDVI differencing image as they have in other cases (Figure B.5a). The further
away from an event, damaged vegetation will undergo wilting, creating a stronger
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signal for detection. In this case, wilting did not occur because vegetation in early
June continued to grow and not be as green as vegetation that is present in late July
and early August. The lack of damage present lowered the POD to 0.067 and CSI
to 0.060 (Figure B.5b). The long-term mVHI image appeared to no longer bring out
the damage streaks as were seen in the medium-term period (Figure B.5c). Figure
B.5d confirmed that the ground surveys did not appear to be as full as they were in
the medium-term. The POD fell to 0.411 while the CSI rose to 0.127 (Figure B.5d).
This rise in CSI was linked to the FAR, which fell to 0.844 during this time period.
Otsu’s Method saw its scores all improve during the long-term period (Figure B.5e)
Otsu’s Method once again captured damage in more parts of the ground surveys than
the other two techniques (Figure B.5f). The POD and CSI both rose to 0.421 and
0.305 respectively, while the FAR dropped to 0.474. Otsu’s Method continued to be
successful by using local anomalies to identify areas in both NDVI and LST single-day
imagery that was in contrast against the background.

4.3

9 August 2011

Multiple rounds of severe storms moved through southwestern Nebraska and
western Kansas during the afternoon and evening hours. These storms produced
damaging winds and largest hail measuring 7 cm (2.75 in) in size. The 9 August 2011
event was the second case study that had scores for all three of the validation periods.
The short-term (11 August 2011) NDVI differencing image had a wide coverage
of clouds present, but portions of the possible damage areas, especially the northwest
portion of the scene (Table B.3, Figure B.6a). It was very difficult to visually identify
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areas of potential damage, which wer influenced by areas of “damage” identified in
the central portions of the surveys, but these were actually a result of clouds missed
by the cloud mask (Figure B.6b). The influence of cloud did give a modest POD
of 0.300 to this validation period. Clouds and cloud shadows not detected in the
cloud mask made using short-term NDVI differencing difficult, as skill scores can be
created that are not really representative of the actual skill of the techniques. These
areas also contributed the high FAR (0.764) and low CSI (0.152) as there were a high
number of pixels of identified damage areas that occurred under the MESH swaths.
The short-term mVHI did not show any areas of consistent damage (Figure B.6c)
but had a POD of 0.358, which was higher than the short-term NDVI differencing
technique. This number was increased because additional pixels within the ground
survey that met the damage threshold (Figure B.6d). This also increased the FAR as
it rose to 0.786. Despite the rise in FAR, the CSI increased to 0.155. Otsu’s Method
was the worst performing method throughout this case study. The short-term Otsu’s
Method identified areas of noise in the cloud-free areas (Figure B.6e), but none of
the objects were seen as consistent areas of damage (Figure B.6f) The POD and CSI
were case-study lows at 0.135 and 0.097. The amount of noise contributed to a FAR
of 0.744. This case study was the most challenging for all three techniques as well,
as they each had very high FARs throughout all three scoring periods.
The medium-term (15 August 2011) NDVI differencing saw minor improvements, as there were fewer clouds over the scene (Figure B.7a). Streaks of minor
NDVI change were noticed, but they were not as apparent as streaks in other case
studies. These areas did help to increase the POD to 0.354 and raised the CSI to
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0.168. A large number of false alarms can be seen surrounding the ground surveys as
there appeared to be pixels meeting the differencing threshold consistently throughout the MESH swaths (Figure B.7b). Despite a large number of false alarms being
detected, the FAR did drop by 0.006 to 0.758. Agricultural areas of southwestern Nebraska and western Kansas are more center-pivot irrigation areas than those further
east (Figure 4.1).

Figure 4.1: Aqua MODIS True Color RGB zoomed into portions of eastern Colorado
and western Kansas and Nebraska highlighting areas of center-pivot agricultural areas
(arrows).

These center-pivot irrigations create circular fields of crops, with bare corners,
as opposed to eastern Nebraska and Kansas where other irrigation styles and additional rainfall helps fields to be filled completely with crops or other green vegetation.
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Natural vegetation in western Kansas and Nebraska is mostly brown, as shown by
Figure 4.1, and only becomes green in the agricultural areas that used circular irrigation. This could have affected the amount of vegetation present for all NDVI
related products, including mVHI. The performance of the mVHI in the mediumterm did not improve from the short-term period (Figure B.7c). The trend of a large
amount of false alarms being detected continued in the medium-term mVHI image
(Figure B.7d). This raised the FAR to 0.805, which dropped by 0.004 to 0.354. The
CSI also fell to 0.144. The skill scores for Otsu’s Method increased, but were still
in third place. It was very difficult to identify any areas of coherent damage in the
medium-term Otsu image (Figure B.7e). A large number of objects were identified
but did not validate (Figure B.7f). The POD and CSI rose to 0.246 and 0.150 while
the FAR dropped to 0.723. These center-pivot irrigation areas can go from healthy
green vegetation to bare ground rather quickly, which can cause false alarms in the
Otsu’s Method. These areas will trigger anomalies in the NDVI datasets and LST
as vegetation and bare dirt have temperature fluctuations as pointed out by Parker
et al. (2005).
The long-term (24 August 2011) NDVI differencing image was completely clear
over the areas of damage, but it was still difficult to pick out damaged areas other
than those visible in southern Nebraska, the northwest portion of the image (Figure
B.8a). The POD rose to 0.360 and the FAR rose to 0.820 (Figure B.8b). Areas
surrounding the ground surveys (i.e. southern Nebraska) saw an increase in pixels
that qualified as damage. Since this was consistent in the medium-term and long-term
NDVI differencing imagery, it is possible that the damage surveys were constrained
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by the amount of damage visible in the RGB composites. The actual damage swaths
were very difficult to make out in RGB composites for this case which made it difficult
to trace the visible portions of damage. The long-term mVHI (Figure B.8c) saw a
drop in POD and CSI to 0.234 and 0.107 as no damage was visible. Once again a
large number of false alarm pixels were identified, raising the FAR to 0.835 (Figure
B.8d). The long-term Otsu’s Method was much noisier than the previous two Otsu
images, making it even more difficult to identify damaged areas (Figure B.8e-f). This
noise caused the POD to fall to 0.174, while the FAR remained nearly unchanged
with a 0.722. The CSI fell to 0.120 (Table B.3).
Additionally, Figure 4.2 shows the difference among the NLCD classifications
with the ground surveys outlined for all the case studies. The 9 August 2011 case
study saw the majority of the survey also covering grasslands in conjunction with
agricultural lands. All the remaining cases had a higher percentage of their ground
surveys occur over agricultural regions. The case studies that occurred over these
areas of higher agricultural areas, saw better identification of damaged areas when
compared to this case study.

4.4

9 August 2009

During the mid-morning hours of 9 August 2009, severe storms with damaging
winds and large hail moved from west to east across the state of Iowa. Most of the
storm reports were below 5.08 cm (2 in.) but there was one report in central Iowa
of 7.62 cm (3 in.). These storms produced hail damage swaths that were analyzed in
depth by Gallo et al. (2012) and were summarized in a previous chapter.
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(a) 9 July 2014

(b) 9 August 2011

(c) 3 June 2014

(d) 24 July 2009

(e) 9 August 2009

Figure 4.2: Maps of NLCD classifications with ground surveys for the five case
studies: (a) 9 July 2014, (b) 9 August 2011, (c) 3 June 2014, (d) 24 July 2009, and
(e) 9 August 2009. Colors of pixels map to NLCD classes as shown in Figure 3.2a.
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The short-term (12 August 2009) NDVI difference image shows several streaks
of negative NDVI change in a west-to-east orientation (Table B.4, Figure B.9a). These
streaks lined up with ground surveys (Figure B.9b) and led to a POD of 0.428, FAR
of 0.397, and CSI of 0.334. Most of the false alarms were identified along the MESH
swaths east of the ground surveys. The short-term mVHI did not reveal any consistent
areas of damage short-term validation period occurring just three days after the event
(Figure B.9c), which is similar to results of the short-term mVHI product in the
training case. Like the training case, there were still pixels that met the threshold
and were within the constraints of the MESH dataset (Figure B.9d). Only a fraction
of these pixels were inside the ground surveys as the mVHI product had a POD
of 0.264 and CSI of 0.136. This low CSI value was impacted by a high number of
pixels outside the ground surveys, leading to a FAR of 0.781. The short-term Otsu’s
Method identified most of the damaged areas, but struggled to identify damage areas
on the western extent (Figure B.9e). These missing portions of the damage area led
to Otsu’s Method having a POD of 0.393 and CSI of 0.338. Otsu’s Method had the
lowest short-term FAR at 0.292, indicating that the technique was not picking up
many extra objects outside the survey areas (Figure B.9f).
The damaged areas in the long-term (24 August 2011) NDVI difference image
were more apparent (Figure B.10a) than in the short-term image. This was confirmed
by the ground surveys, where POD rose to 0.647 and the CSI rose to 0.571 (Figure
B.10b). With a rise in CSI, the FAR dropped to 0.170, the lowest FAR of the five
case studies. The long-term mVHI product did not show improvements in detecting
areas of damage, as there appeared to be little change between the short-term and
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long-term mVHI images (Figure B.10c). The minimal change is most likely due to
little variation in the observations that went into the statistics for the creation of
the mVHI product. The mVHI POD increased to 0.386 and the CSI rose to 0.141.
Despite these two scores rising, the FAR increased to 0.818. Figure B.10d shows an
increase in the coverage of pixels in the MESH swaths to the east contributing to
the increase in FAR. The long-term Otsu’s Method saw an increase the amount of
damage detected as the technique identified the western edge damaged areas (Figure
B.10e). The identification of these western damage areas raised the POD to 0.579
and the CSI to 0.507. The FAR was the second lowest of the five case studies at 0.197
(Figure B.10f).

4.5

24 July 2009

The final case study that was examined occurred on 24 July 2009 in eastern
Iowa. Like most of the previous case studies, multiple rounds of severe weather
occurred across the region. The largest hail reported for the day was larger than
10.16 cm (4 in.) with numerous 5.08 cm (2 in.) reports as well.
The medium-term (2 August 2009) NDVI differencing image showed areas of
negative NDVI change present in northeastern Iowa, just south of the Minnesota
border (Table B.5, Figure B.11a). The medium-term NDVI differencing technique
had a POD of 0.386 and CSI of 0.287. The FAR for this technique was 0.473, which
was impacted by a several pockets along the MESH swaths (Figure B.11b). The
pocket of negative NDVI change in extreme northeastern Iowa, near the MinnesotaWisconsin-Iowa, border is related to the QA dataset missing portions of the cloud
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shadows from nearby clouds. The mVHI image was scattered with areas of very low
mVHI values in places, different than those areas of high NDVI change in the previous
technique (Figure B.11c). These areas of low mVHI values are most likely related to
those areas having very few observations, and in this case those observations are very
low values. Several of these areas overlapped with the ground surveys, allowing them
to be factored into the validation scores, which resulted in a POD of 0.527 that results
from incorrect assignment by low mVHI values that result from a lack of high quality
observations (Figure B.11d). These areas of low mVHI created a FAR of 0.834, which
in turn resulted in a CSI of 0.144. The medium-term Otsu’s Method produced the
best skill scores for this validation period (Figure B.11e). Otsu’s Method POD scored
a case study high of 0.486, with a CSI of 0.376 (Figure B.11f). Most of the false alarms
in Otsu’s Method were found along a MESH swath near the Wisconsin-Illinois border,
allowing the FAR for this technique to be the lowest score of 0.375.
The long-term (8 August 2009) NDVI difference image continued to identify
the damaged areas between clouds to the north and south (Figure B.12a). The
detection of the damaged areas increased the POD to 0.450, lowered FAR to 0.248,
and the CSI to 0.392. As seen in the training case, the further in time from an event,
the more time the vegetation has to wilt and decay, creating greater NDVI change
(Figure B.12b). The areas of very low mVHI values in the long-term mVHI image
decreased in size but did not completely disappear (Figure B.12c) as it appears the
mVHI product obtained a sufficient of observations to create more consistent values.
This reduction in ground survey area meant a reduction in POD as it fell to 0.308
(Figure B.12d). The FAR also decreased to 0.766 for this case study, which allowed for
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the CSI to increase by 0.009 to 0.153. The long-term Otsu’s Method was narrowly
overtaken by the NDVI differencing technique in this period. The damaged areas
remained visibly present in the Otsu image (Figure B.12e). The POD of Otsu’s
Method decreased in all three skill scores, with the POD dropping to 0.419 and the
CSI dropping to 0.360 as well. The FAR also dropped to 0.281 as there was not as
much damage detected near the Wisconsin-Illinois border (Figure B.12f).

4.6

Discussion

Five case studies were used to further explore the three techniques that could
be successful in identifying hail damage based upon techniques explored in the training
case. These case studies clarified several strengths and limitations of the techniques
that could be a factor when determining which to implement in a near-real-time
setting.
The NDVI differencing technique produced positive results in four of the five
case studies. These four case studies showed potential damage areas being visually
present in their images closest to the storm events. These areas were confirmed
as damage areas using the ground surveys. Each of the four cases saw their POD
increase from their short-term (1-5 days post event) or medium-term (6-10 days)
scores to their long-term (11-15 days) scores. This increase in POD reaffirmed that
further in time from when an event occurs that the damaged areas will have more
vegetation decay/wilt, allowing for a stronger NDVI differencing signal to appear.
Overall, the NDVI differencing had the second highest POD and CSI with values of
0.379 and 0.239, respectively (Table 4.1). Specifically the 9 July 2014 and 9 August
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Table 4.1: Combined skill scores resulting from results of all five case studies.
Technique
NDVI Differencing
mVHI
Otsu’s Method

POD
0.379
0.347
0.381

FAR
0.606
0.831
0.618

CSI
0.239
0.127
0.263

2009 events had very high POD scores (0.742 and 0.647) for this technique. The
NDVI differencing technique had the lowest FAR at 0.606.
The one case study that the NDVI differencing threshold did not perform well
in was the 3 June 2014 event. A negative NDVI change was faintly visible in the
NDVI differencing image (Figure B.4a), but the -0.15 threshold made it difficult to
validate any of the change as damage. This threshold is looking for negative NDVI
change that may not be achieved in early season events, especially as the vegetation is
continuing to green up. Earlier in the season, agricultural areas will not see the same
pre- and post-event NDVI signal as they would later in the season (e.g. 9 August
2009), which could contribute to low POD with detecting damage at this threshold
early in the season.
The mVHI technique was the poorest performer of the three techniques among
all five of the case studies. This comes after the technique showed some positive
results in the training case. The long-term validation image from the 18 August 2011
training case showed areas of damage similar to those seen in the other two techniques.
Unfortunately, none of the case studies were able to replicate the success of this result,
as all five failed to provide any identifiable damage swaths by the long-term period.
The 3 June 2014 medium-term mVHI product did have some identifiable damage,
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but did not persist into the long-term period. Instead, all of the images in the case
study were rather noisy, a trend noticed in the training case as well. While there
were no coherent damage signals, there were some positive signs for the mVHI when
it came to POD as it generally trended up as time went on. These high PODs indicate
that pixels within the boundaries of the ground surveys were meeting the threshold,
but no in an consistent manner to visually identify swaths. The mVHI technique
had the highest FAR of 0.831. The higher FARs were to be expected, as a large
number of pixels that met the mVHI threshold were identified outside the ground
surveys and were identifed as potential hail damage as MESH. The mVHI product
takes up to fourteen data points per pixel of NDVI and LST data to compute various
percentiles. If any of those observations have QA issues they are not factored into
the statistical calculations. This reduces the number of observations to calculate the
percentiles, allowing the dataset to become noisy and inconsistent. Similar problems
were seen in the pre-event maximum NDVI composite that was used for the NDVI
differencing technique. Expanding the number of NDVI observations (i.e. Terra
MODIS/S-NPP VIIRS) included in the mVCI equation and the pre-event composite
would help to ensure that there are enough observations to create a smooth product.
The challenge is trying to smooth the mTCI portion as observations that capture
the peak heating are needed and those are only attainable from Aqua MODIS once
per day. S-NPP VIIRS could also be used when trying to increase the number of
afternoon observations.
Otsu’s Method also produced overall, positive results when evaluated over
the course of the five case studies. Like the NDVI differencing technique, Otsu’s
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Method identified areas of damage that were visually apparent in all of the short-term
validation periods. These damaged areas continued to remain present throughout the
mid- and long-term periods. The Otsu’s Method results saw an increase in POD for
three of the five events, with one event seeing a slight decline in score. Otsu’s Method
excelled in the 9 July 2014 and 9 August 2009 cases, just like the NDVI differencing
technique. These two cases saw their POD (Table B.1 & B.4) both improve from
their short-term validation score to the long-term score indicating that the anomalies
became more apparent in both the single-day NDVI and LST imagery. In these two
cases, the individual NDVI and LST anomalies became more apparent in the same
areas in later imagery as the vegetation wilted and decayed, exposing the surface.
This allowed the final Otsu image to see more objects identified in the correct areas
before being identified as damage as ground surveys. Otsu’s Method had the highest
POD and CSI at 0.381 and 0.263 respectively.
Otsu’s Method did not perform as well with the 9 August 2011 event. The
short-term and medium-term validation periods were impacted by clouds, which
helped to create additional noise that triggered high FAR scores. The underlying
land vegetation, especially areas of center-pivot irrigation, can cause sharp contrasts
in the land cover, contributing to additional noise within in the bounds of MESH. The
NDVI differencing technique also performed poorly during this event raising concerns
about the lack of consistent, widespread greenness and amount of vegetation present
having an effect on the performance of this technique.
Based upon the performance of the various techniques, Otsu’s Method would
be recommended for near-real time processing based upon consistent performance
80

over the entire warm-season. Both Otsu’s Method and NDVI differencing performed
well with the late season events (i.e. July and August) but Otsu’s Method was
able to outperform the NDVI differencing technique in the early season case (i.e.
3 June 2014). Otsu’s Method of searching for local anomalies in the imagery was
able to detect the very small NDVI and LST changes, making it easier for Otsu’s
filter to determine areas of damage from non-damaged areas. The methodology for
Otsu’s Method in this study incorporated both NDVI and LST data, which have
both identified as ways to detect hail damage in vegetation (Parker et al. 2005). This
technique would benefit from better cloud detection, as the QA dataset that came
from the LP-DAAC missed several areas of clouds, which returned false alarms. The
technique could also benefit from potentially using NDVI change image to replace the
single-day NDVI imagery. This change could help to identify potentially areas that
seen areas of smaller NDVI change, but still have experienced a change.
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CHAPTER 5

CONCLUSIONS

Satellite remote sensing has been used to identify areas of vegetation damage
that were caused by severe thunderstorms that bring damaging winds and large hail.
These areas of damage are prevalent over the central United States during the peak
growing season. Previous studies have identified these areas through manual analysis
that is inefficient and time-consuming. This study attempted to automate the identification of these damaged areas by examining strengths and weaknesses of various
techniques for an NRT algorithm.
In order to create an NRT algorithm, three techniques were developed and evaluated on a single training case. This training case used various thresholds of each technique to determine the optimal detection threshold. Artificial ground surveys were
created using RGBs and radar data to evaluate the accuracy of the techniques and
skill scores were used to evaluate the thresholds before picking the best-performing
one from each technique. All techniques were constrained to looking only in areas
where hail fell by using MESH, a product that estimates maximum hail sizes from
available radar data. These chosen thresholds were then evaluated on five additional
case studies to determine which should be selected to be used in an NRT algorithm.
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The first technique looked at short-term changes in NDVI, a common vegetation monitoring index. NDVI differencing was the most commonly used technique
in previous work. A fourteen-day maximum NDVI composite was created and then
differenced against a post-event single-day NDVI image. The NDVI differencing technique, NDVI change ≤ -0.15, was successful in four of the five case studies. The POD
increased in these four case studies indicating that as time got further away from the
actual event, the effects of damage on vegetation were more easily identifiable.
The second technique attempted to use NDVI and LST in a single product.
The mVHI was an altered version of the VHI, by replacing long-term statistics with
those gathered over a 14-day period and unfortunately only succeeded in the training
case. This altered temporal scale limited the number of good and cloud-free observations available to the calculation mVHI. These limited observations made for a very
noisy dataset throughout this study. This noise created high FARs for the training
case and case studies, despite the there being some fair POD values.
The third technique used was Otsu’s Method. Single-day NDVI and LST
imagery used kernel filters to determine areas of local anomalies. Otsu’s Method
takes a grayscale image and divides the pixels of the image into two categories. The
pixels are determined to be part of background or declared an object (damage) in
the image. This study used single day NDVI and LST imagery to create anomaly
images through kernels of varying size. These anomaly images showed how pixel’s
value compared to the rest of immediate background. Damaged areas would have a
lower (higher) NDVI (LST) values when compared to the immediate background. The
images were then converted to grayscale before being fed through the Otsu filter, with
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the goal of the damaged areas being identified as objects. This technique performed
very well in four of the five case studies, keeping pace with the NDVI differencing
technique in POD and CSI.
Otsus Method was chosen as the best performing technique out of the three.
NDVI differencing and Otsu’s Method were very close in POD, FAR, and CSI scores,
but the results from the 3 June 2011 case study lead to the selection of Otsu’s Method.
This early season case was difficult for the NDVI differencing technique to identify
areas of damage based on the threshold used, but Otsus Method was able to use
anomalies in both NDVI and LST imagery to identify areas of damage. This was
encouraging for events that may take place when the vegetation is not as mature as
it would be late in the growing season.
This study examined areas impacted by hail damage, but can easily be expanded to other natural disasters. Several of the previous case studies identified in
Chapter 2 used satellite imagery to look at the impacts caused by tornadoes. Expanding this automated NRT algorithm to the identification of vegetation damage caused
by tornadoes can be done by using additional radar products, such azimuthal shear
and rotation tracks from NSSL. Additional future work may include development on
Landsat-7/8 and S-NPP VIIRS data, as these two datasets, in addition to MODIS,
are commonly used in detection of land surface changes following natural disasters.
However, this study did encounter some limitations. Several of these limitations were: the number of case studies found to be included for analysis, only two of
the three techniques were successful in consistently providing detection of damage,
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and the lack of truthful ground validation. Future work will consider the following
concepts to help address several of the limitations and strengthen the NRT algorithm:
• The 3 June 2014 case study showed how vegetation can vary within the growing
season, and this potential problem can be enhanced during the spring, fall,and
winter. During these times, the there is noticeable lack of vegetation present
across the majority of the country, but severe weather is a threat. It will be
important to create an NRT algorithm that can flexible but successful during
various times of the year and for all possible stages of vegetation.
• This study used NDVI, but many other vegetation indicies are available, with
various strengths and weaknesses. Jones and Vaughan (2010) provide a great
list of other potential indices that can be used when analyzing the surfaces
for changes in vegetation health. The Enhanced Vegetation Index (EVI) and
the Soil-Adjusted Vegetation Index (SAVI) are indices that could enhance the
detection of damage.
• The transition of the technique identified in this thesis to an NRT application
will need to be optimized to not only create a work-flow that is computationally
efficient, but creates the best product possible. This includes figuring out how
to optimize a product that can be updated daily, while considering that on any
given day that damage identified by the algorithm may be both three days and
thirteen days old. The NRT algorithm will also be ingesting datasets that are
beyond satellite imagery (NLCD, MESH, etc.) making sure that these datasets
do not computationally weight down the algorithm.
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• Several of the case studies (Henbry and Ratcliffe 2003; Parker et al. 2005;
Jedlovec et al. 2006) from Chapter 2 described physical characteristics of hail
damage swaths, such as length and width. Image processing techniques have
the capability to identify features based on size, shape, and aspect ratio. These
techniques could be helpful in reducing false alarms, by only confirming areas
of suspected damage that meet certain size and shape thresholds.
• Future work should always be aware of the potential end users and their missions. The NWS and other government agencies will most likely use the output
from the automated algorithm to measure the impacts and gauge the appropriate response, while insurance companies may use the output to estimate
and confirm losses. These end users could possibly offer additional information
which could help to provide additional ground validation of the NRT algorithm.

Future work will focus on continued development, implementation, and improvement
of the automated NRT algorithm. The results of this study show that there can
be success in identifying areas of vegetation that have been damaged by hailstorms
beyond manual analysis. There results also showed that there are multiple methodologies possible for being successful in the detection of these damaged ares, and future
work should continue to explore all combinations of methodologies, satellite imagery
and non-satellite datasets to create and maintain the best detection possible.
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APPENDIX A

mVHI MATHEMATICAL EXPLANATION

This appendix serves as a detailed explanation of the mathematics behind
the creation of the mVHI technique. This appendix is intended to provide a further
explanation behind the limitations of the current methodology.
The mVHI product created for the training case did not show consistent areas
of damage during short-term validation period (Figure A.1a). The product instead
showed widespread noise throughout the domain with no uniformity present. The
medium-term validation also failed to show areas of damage being persistent throughout the domain (Figure A.1b). Instead, during the medium-term period, pockets of
higher mVHI (black arrows) values were visible in the areas that would be lower
mVHI values in the long-term validation image (Figure A.1c).
In order to understand how the mVHI calculations broke down, all the observations of NDVI and LST that went into the mVCI and mTCI indices were needed
at a point of interest. The point of interest was selected from the region of anomalously high mVHI in the medium-term validation period and subsequently this same
are would appear as damage by the long-term validation period (Figure A.2). Table
A.1 shows both NDVI and LST values and for which day in the 14-day composite
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(a)

(b)

(c)

Figure A.1: (a) mVHI observed on 19 August 2011. (b) mVHI observed on 25
August 2011. (c) mVHI observed on 31 August 2011.
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these values were obtained. The three validation periods had between eight and ten
cloud-free observations available. The values were then sorted from least to greatest
in order to determine the 10th , 50th (median) and 90th percentiles (Table A.2).
After determining the percentiles that would be used, they would be inserted
into the mVCI and mTCI equations found in Chapter 3, then used to calculate
the mVHI (Table A.3). The short-term mVHI value was 37.41, which would have
identified as damage using two of the three thresholds from the training case. The
mVHI value would rise to 48.66 during the medium-term validation period. This
value would have met the threshold for being identifed as “not damage” because it
was > 45. The mVHI would fall back to 42.84 for the long-term validation period,
meeting the criteria for one damage threshold. Unlike the NDVI differencing product,
which showed an overall steady decline, the mVHI product showed several areas that
increased in value between the short- and medium-term periods before lowering for
the long-term period.
This rise in mVHI values can be explained by the large change in mVCI values
between the short-term and medium-term validation period. In order to create a low
mVCI value, a large denominator will create a ratio of lower values more quickly.
In order to achieve this large denominator, a large range between the 10th and 90th
NDVI percentiles is needed. The short-term difference in these percentiles was 0.074,
while the difference in the medium term was 0.049. The closer to numerator is the
the denominator, the higher the mVHI will be, which is why the medium-term period
(0.042) was much higher than the short-term period (0.027). The long-term mVHI
did have the smallest denominator (0.032) but the numerator (0.021) was not as close
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Table A.1: Table of all NDVI and LST (K) values that went into the mVCI and
mTCI calculations for the three validation periods of the training case of 18 August
2011. “QA” represents no observations as the QA dataset determined an issue within
that pixel for that day.

Days
Before
0
1
2
3
4
5

Shortterm

Mediumterm

Longterm

19 Aug

25 Aug

31 Aug

0.831
302.62
0.820
303.24
0.800
303.18

0.821
302.62
0.799
303.30
0.821
303.92
0.814
297.44

0.832
300.88

QA

QA

QA
0.772
298.70
0.784
301.64

6

QA

7

QA

8

QA

0.789
297.52
0.831
302.62
0.820
303.24
0.800
303.13

0.772
300.40
0.787
301.550
0.757
301.46

0.772
298.70
0.784
301.64

12

QA

QA

13

0.775
299.40

QA

9
10
11

QA
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QA
QA
QA

QA
0.821
302.62
0.799
303.30
0.821
303.92
0.814
297.44
QA
0.789
297.52
0.831
302.62
0.820
303.24

Figure A.2: mVHI valid for 25 August 2011 with point of interest as black dot.

to the denominator as those values in the medium-term. The mTCI values remained
low throughout the three periods, therefore, when calculating the mVHI, the large
spike in mVCI contributed most to the overall mVHI values.
The sensitivity to small changes in mVCI demonstrated the importance of
getting high-quality observations for calculating mVHI. This sensitivity was further
hampered by there only being eight to ten observations present during the calculations. When working with percentiles, cloud cover may result in a sample that is too
small to derive relevant statistics from. The noise of the images and large swings in
calculations could be reduced by obtaining more observations over a period longer
than 14 days.
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Table A.2: Observations for NDVI and LST, sorted from smallest value to greatest
value prior to percentiles being calculated.

Least

Short-term
NDVI LST
0.757 298.70
0.772 299.40
0.772 300.40
0.775 301.46
0.784 301.50
0.787 301.64
0.800 302.62
0.820 303.18
0.831 303.24

Greatest

Medium-term
NDVI LST
0.772 297.44
0.784 297.52
0.789 298.70
0.799 301.64
0.800 302.62
0.814 302.62
0.820 303.18
0.821 303.24
0.821 303.30
0.831 303.92

Long-term
NDVI LST
0.789 297.44
0.799 297.52
0.814 300.88
0.820 302.62
0.821 302.62
0.821 303.24
0.831 303.30
0.832 303.92

Table A.3: Percentiles for the three validation periods along with mVCI, mTCI, and
mVHI calculations.
Short-term
NDVI LST
10th
Percentile
50th
Percentile
90th
Percentile
mVCI
mTCI
mVHI

Medium-term
NDVI LST

Long-term
NDVI LST

0.757

298.70

0.772

297.44

0.789

297.44

0.784

301.50

0.814

302.62

0.820

302.62

0.831

303.24

0.821

303.30

0.831

303.30

36.49
38.33
37.41

85.71
11.60
48.66
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65.63
11.60
42.84

APPENDIX B

FIGURES AND TABLES FOR CHAPTER 4

Table B.1: Skill scores for the 9 July 2014 case study.
NDVI
mVHI Otsu
Diff
Short-term: 13 July 2014
POD 0.707
0.223
0.607
FAR
0.345
0.869
0.416
CSI
0.515
0.090
0.424
Medium-term: 15 July 2014
POD 0.742
0.218
0.646
FAR
0.459
0.893
0.460
CSI
0.455
0.077
0.416
Long-term: 22 July 2014
POD 0.733
0.389
0.660
FAR
0.610
0.847
0.552
CSI
0.341
0.124
0.364
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(a) 13 July 2014

(b) 13 July 2014

(c) 13 July 2014

(d) 13 July 2014

(e) 13 July 2014

(f) 13 July 2014

Figure B.1: Techniques examined for the short-term period following severe storms
in central Nebraska on 9 July 2014. (a) NDVI difference with cloudy areas masked
in white. (b) Pixels constrained to NDVI difference ≤ -0.15, outline of ground survey
(red), and MESH values greater than 2.54 cm (1 in.) in grayscale. (c) mVHI product
for the same date and coverage area. (d) As in (b), but constrained to pixels with
mVHI ≤ 45. (e) The result of the Otsu’s Method technique with an outer box size
of 200 pixels and damage areas in black. (f) As in (e) but constrained to areas of the
damage survey.
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(a) 15 July 2014

(b) 15 July 2014

(c) 15 July 2014

(d) 15 July 2014

(e) 15 July 2014

(f) 15 July 2014

Figure B.2: As in Figure B.1, but for the case study on 9 July 2014 and validation
for the medium-term period on 15 July 2014.
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(a) 22 July 2014

(b) 22 July 2014

(c) 22 July 2014

(d) 22 July 2014

(e) 22 July 2014

(f) 22 July 2014

Figure B.3: As in Figure B.1, but for the case study on 9 July 2014 and validation
for the long-term period on 22 July 2014.
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Table B.2: Skill scores for the 3 June 2014 case study.
NDVI
mVHI Otsu
Diff
Medium-term: 13 June 2014
POD 0.078
0.514
0.413
FAR
0.727
0.881
0.649
CSI
0.065
0.107
0.234
Long-term: 17 June 2014
POD 0.067
0.411
0.421
FAR
0.642
0.844
0.474
CSI
0.060
0.127
0.305

Table B.3: Skill scores for the 11 August 2011 case study.
NDVI
mVHI Otsu
Diff
Short-term: 11 August 2011
POD 0.300
0.358
0.135
FAR
0.764
0.786
0.744
CSI
0.152
0.155
0.097
Medium-term: 15 August 2011
POD 0.354
0.354
0.246
FAR
0.758
0.805
0.723
CSI
0.168
0.144
0.150
Long-term: 24 August 2011
POD 0.360
0.234
0.174
FAR
0.820
0.835
0.722
CSI
0.136
0.107
0.120
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(a) 13 June 2014

(b) 13 June 2014

(c) 13 June 2014

(d) 13 June 2014

(e) 13 June 2014

(f) 13 June 2014

Figure B.4: As in Figure B.1, but for the case study on 3 June 2014 and validation
for the medium-term period on 13 June 2014.

99

(a) 17 June 2014

(b) 17 June 2014

(c) 17 June 2014

(d) 17 June 2014

(e) 17 June 2014

(f) 17 June 2014

Figure B.5: As in Figure B.1, but for the case study on 3 June 2014 and validation
for the long-term period on 17 June 2014.

100

(a) 11 August 2011

(b) 11 August 2011

(c) 11 August 2011

(d) 11 August 2011

(e) 11 August 2011

(f) 11 August 2011

Figure B.6: As in Figure B.1, but for the case study on 9 August 2011 and validation
for the short-term period on 11 August 2011.
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(a) 15 August 2011

(b) 15 August 2011

(c) 15 August 2011

(d) 15 August 2011

(e) 15 August 2011

(f) 15 August 2011

Figure B.7: As in Figure B.1, but for the case study on 9 August 2011 and validation
for the medium-term period on 15 August 2011.
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(a) 24 August 2011

(b) 24 August 2011

(c) 24 August 2011

(d) 24 August 2011

(e) 24 August 2011

(f) 24 August 2011

Figure B.8: As in Figure B.1, but for the case study on 9 August 2011 and validation
for the long-term period on 24 August 2011.
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Table B.4: Skill scores for the 9 August 2009 case study.
NDVI
mVHI Otsu
Diff
Short-term: 12 August 2009
POD 0.428
0.264
0.393
FAR
0.397
0.781
0.292
CSI
0.334
0.136
0.338
Long-term: 24 August 2009
POD 0.647
0.386
0.579
FAR
0.170
0.818
0.197
CSI
0.571
0.141
0.507
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(a) 12 August 2009

(b) 12 August 2009

(c) 12 August 2009

(d) 12 August 2009

(e) 12 August 2009

(f) 12 August 2009

Figure B.9: As in Figure B.1, but for the case study on 9 August 2009 and validation
for the short-term period on 12 August 2009.
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(a) 24 August 2009

(b) 24 August 2009

(c) 24 August 2009

(d) 24 August 2009

(e) 24 August 2009

(f) 24 August 2009

Figure B.10: As in Figure B.1, but for the case study on 9 August 2009 and validation for the long-term period on 24 August 2009.
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Table B.5: Skill scores for the 24 July 2009 case study.
NDVI
mVHI Otsu
Diff
Medium-term: 2 August 2009
POD 0.386
0.527
0.486
FAR
0.473
0.834
0.375
CSI
0.287
0.144
0.376
Long-term: 8 August 2009
POD 0.450
0.308
0.419
FAR
0.248
0.766
0.281
CSI
0.392
0.153
0.360
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(a) 2 August 2009

(b) 2 August 2009

(c) 2 August 2009

(d) 2 August 2009

(e) 2 August 2009

(f) 2 August 2009

Figure B.11: As in Figure B.1, but for the case study on 24 July 2009 and validation
for the medium-term period on 2 August 2009.
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(a) 8 August 2009

(b) 8 August 2009

(c) 8 August 2009

(d) 8 August 2009

(e) 8 August 2009

(f) 8 August 2009

Figure B.12: As in Figure B.1, but for the case study on 24 July 2009 and validation
for the long-term period on 8 August 2009.
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