Near-future large galaxy surveys will encounter blended galaxy images at a fraction of up to 50% in the densest regions of the universe. Current deblending techniques may segment the foreground galaxy while leaving missing pixel intensities in the background galaxy flux. The problem is compounded by the diffuse nature of galaxies in their outer regions, making segmentation significantly more difficult than in traditional object segmentation applications. We propose a novel branched generative adversarial network (GAN) to deblend overlapping galaxies, where the two branches produce images of the two deblended galaxies. We show that generative models are a powerful engine for deblending given their innate ability to infill missing pixel values occluded by the superposition. We maintain high peak signal-to-noise ratio and structural similarity scores with respect to ground truth images upon deblending. Our model also predicts near-instantaneously, making it a natural choice for the immense quantities of data soon to be created by large surveys such as LSST, Euclid and WFIRST.
INTRODUCTION
Large galaxy surveys necessarily encounter galactic blends due to projection effects; these blends are often severe enough to warrant discarding the images. Current surveys such as DES (Dark Energy Survey) (Abbott et al. 2018) , KiDs (Kilo-Degree Survey) (de Jong et al. 2013 ) and HSC (Hyper Suprime-Cam) (Satoshi Miyazaki 2012) as well as future surveys such as LSST (Large Synoptic Survey Telescope) (LSST Science Collaboration et al. 2009 ), Euclid (Amiaux et al. 2012 ) and WFIRST (Wide-Field Infrared Survey Telescope) (Gehrels et al. 2015) will be generating immense amounts of imaging data within the next decade. Thus, a robust and high-throughput solution to galaxy image deblending is vital for drawing maximal value from nearfuture surveys.
This issue is especially pressing given the details of LSST. Beginning full operation in 2023, LSST is expected to retrieve 15 PB of image data over its scheduled 10-year operation. In the densest regions of the sky (100 galaxies per square arc-minute), up to half of all images are blended with center-to-center distance of 3 arc-minutes, with onetenth of all galaxy images blended with center-to-center distance of 1 arc minute. Even considering the most typical regions of sky (37 galaxies per square arc-minute), simulation estimates suggest around 20 percent of galaxies will be superimposed at 3 arc-minute separation and up to 5 percent at 1 arc-minute separation. (Chang et al. 2013) . At 1.5 PB per year and image sizes of around 6 GBs, conservative estimates predict the LSST capable of producing 200,000 widefield images. This results in 1 Billion postage stamp galaxy images per year (LSST Science Collaboration et al. 2009 ). Improved handling of blended images is expected to save up to 200 Million galaxy images from being discarded every year. 50 Million of these galaxy images are predicted to be at blended with 1 arc-minute center-to-center separation, posing an extremely difficult task for currently used deblending approaches (Pearson et al. 2017) . Current approaches alleviate computational demand by sacrificing accuracy (Zhang et al. 2015) .
Here, we introduce an algorithm which offers progress on both the task of deblending conspicuously blended galaxies as well as the challenge of fast, end-to-end inference of galaxy layers: a branched generative adversarial network. After training the network, a forward pass of input to deblended outputs takes a trivial amount of time on a modern laptop. With this work, we intend to make usable hundreds of millions more galaxy images, while saving time and effort for astronomers to spend on other pertinent questions.
METHODS
Generative adversarial networks (GANs) are a family of unsupervised learning models used to learn a map between two probability distributions (Goodfellow et al. (2014) , Goodfellow (2017) ). Often, these probability distributions live in high-dimensional space. For example, images are realizations of a high-dimensional joint probability distribution over the pixel intensities. Instead of positing a parametric family of functions and using maximum likelihood methods to determine an analytic form for these complex distributions, GANs use an artificial neural network to learn the map between a known (hereafter latent) probability distribution and the target data distribution. This map is called the generator. The generator is trained by a second network which learns to discriminate between samples from the target distribution and samples from the generator's approximate distribution. This second network is called the discriminator. The generator and discriminator share a loss function in which the discriminator aims to maximize its ability to discriminate between true and generated samples while the generator aims to maximize its ability to generate samples indistinguishable from the true distribution samples and therefore "trick" the discriminator. This back-and-forth training can be viewed as a zero-sum game between neural networks where the goal is to reach Nash equilibrium (Goodfellow et al. 2014) . It is important to note that the generator relies upon the discriminator's signal (and hence its accuracy) to adjust its parameters and increase the quality of its generated outputs. For this reason, it is crucial that both networks train in tandem with one network not overpowering the other.
In the problem of deblending images of galaxies, we treat the joint distribution over pixel intensities of the blended images as the latent distribution. Samples from the latent distribution are denoted I BL . The generator's purpose is to map samples from this latent distribution to corresponding samples in the deblended galaxy image distribution. Samples from the target distribution are denoted I PB , preblended galaxy images. Our goal is to train a generator using a training set of blended images (see Data section below), I BL , and their corresponding original images, I PB . The discriminator provides gradient information to the generator to ensure that the generated deblended images lie on the natural image manifold. The training of the generator is also guided with supervision in the form of a pixel-wise mean squared error (see Loss section below) which further coaches the generator to closely reproduce explicit ground truth galaxy images used to make an artificial blend. After training, the generator is capable of inferring the unseen independent layers of galaxy images with high fidelity (see Results section below).
Architecture
The architecture of our GAN is a modified version of the successful SRGAN (super resolution GAN) architecture (Ledig et al. 2016) . Our generator is a very deep, branched residual network (He et al. 2015a ) consisting of a large number of residual blocks and skip-connections. We reference the generator as G and denote the learnable parameters of the generator network as θ G . Residual networks (ResNets) have performed impressively on a variety of image detection and segmentation problems. The ResNet architecture alleviates the vanishing gradient problem by including a large number of skip-connections wherein gradient information can flow undegraded to shallow network layers, allowing for very deep network architectures. The building blocks of residual networks are residual blocks: a standard convolution with kernel size k = [3, 3] followed by batch normalization (Ioffe & Szegedy 2015) , activation, another convolution, batch normalization and finally an elementwise sum with the original input of the block. We refer to the first M residual blocks as the "root" layers whereafter the network splits into two "branches" with N residual blocks each. For the results presented herein, we have chosen (M, N) = (10, 6). Larger values of (M, N) are generally preferable though training times can be prohibitively expensive for large values of either. For activation functions we've chosen parametric rectified linear units (PReLU), an adaptation of leaky ReLU wherein the slope parameter α becomes a learnable parameter (He et al. 2015b ).
The discriminator is a deep convolutional neural network consisting of many convolutional blocks. A single convolutional block consists of a convolution with kernel size k = [3, 3] and unit stride followed by batch normalization and an activation layer; we employ standard leaky ReLU activations throughout with α = 0.2. We reference the discriminator as D and denote the learnable parameters of the discriminator as θ D .
For network regularization, we rely on our batch normalization layers in place of common alternatives such as dropout. In essence, batch normalization layers regularize by multiplying the hidden units by a random value (one over the batch standard deviation) and subtracting a random value (the batch mean). Since these values are different for each mini-batch, the layers must learn to be robust to added noise.
We used TensorFlow (Abadi et al. 2016 ) to build and run our computational graph; training was executed on a single Nvidia GTX 1080 Ti Founder's Edition video card with 11 GB of VRAM and 3584 Nvidia CUDA cores.
Loss
The loss function of the generator is made of three components. As in the SRGAN prescription, these losses can be broken up into two classes: (i) the adversarial loss and (ii) the content loss.
Adversarial Loss
The adversarial loss is based on the discriminator's ability to differentiate the generator's samples from true data samples. In essence, this part of the loss ensures the generator's samples lie on the natural image manifold (i.e. they look convincingly like galaxies).
In deblending use cases, this loss alone is not enough since we aim to faithfully deblend an image into its exact components (not simply any two images that look like galaxy images). To ensure this, we employ content losses.
Content Loss
We compute the pixel-wise mean squared error (MSE) between the generator's sample (I DB ) and the corresponding ground truth images (I PB ). This is equivalent to maximizing the log-likelihood of the data (in this case pixel intensities) conditional upon the network parameters given a Gaussian likelihood function. This is justified by a combination of the central limit theorem and the observation that pixel intensities arise from a very large amount of uncertain physical factors.
The second component of the content loss uses deep feature maps of the pre-trained VGG19 19-layer convolutional neural network (Simonyan & Zisserman 2014) . We chose the activations of the deepest convolutional layer (corresponding to the fourteenth overall layer of VGG19).
(5) The ground truth images and generator output images are both passed through VGG19 and their corresponding feature maps at the last convolutional layer are extracted. We compute the pixel-wise mean squared error between these feature maps and include this in the total generator loss function.
In the original SRGAN implementation, the VGG feature maps were used as a content loss which resulted in perceptually satisfying images at the cost of exact similarity to the ground truth image. For our purposes, we employ the VGG loss as a "burn-in" loss function to break out of otherwise difficult to escape local minima. In the case of galaxy images, these local minima resulted in entirely black images for the first few hundred thousand batches. Using the VGG loss, we were able to escape the local minima in fewer than a thousand batches. To explain this improvement, note that entirely black images share much in common with images of galaxies in the dark surrounding sky, but those same flat dark images have no meaningful structural features. Because the VGG loss sets the target as deep layers of a CNN trained for image processing tasks, it effectively measures and penalizes the lack of pattern found in the predominately black images.
Following the SRGAN prescription, we scale the adversarial loss by 10 −3 to approximately match its magnitude to the mean squared error content loss. We used a discriminator-to-generator training ratio of one: for each iteration, both the discriminator's parameters and the generator's parameters were updated once. It should be noted that we have to compute the MSE and adversarial losses twiceonce for each image output of the generator. The total loss is the average of the losses computed for each output image.
The composite loss function for the generator may be interpreted as a local Maximum a posteriori estimator of the generator's parameters. Data likelihood is fixed at each training step for updating the generator networks weights, but the prior distribution is non-stationary. The discriminator is the stand-in prior at each local MAP step, and becomes more representative of our true prior while it is jointly trained. It is extremely challenging to hand engineer the features that describe what makes a galaxy appear real. We need to competitively train to approximate the ideal prior. The discriminator learns to better discern which weight configuration in the generator yields a mapping that creates realistic images. From a Bayesian perspective, the GAN term can therefore be interpreted as a moving log-prior assigning more probabilistic weight to generators that can fool the increasingly trained discriminator.
Data
As noted in Dawson et al. (2016) , large near-future surveys such as LSST will encounter three classes of blends: ambiguous blends, conspicuous blends and innocuous blends. Here, Figure 2 . Deep convolutional network architecture for the deblender GAN discriminator. All convolutions use a kernel size of (3, 3) whereas strides alternate between (2, 2) and (1, 1). The number of convolutional blocks is a hyperparameter though it is constrained by the requirement that images maintain integer dimensions given that non-unity convolutional strides reduce this dimensionality by a factor of the stride assuming zero padding. Although all convolutional blocks share a common structure, here we only explicitly show the inner-workings of the first.
we focus primarily on the conspicuous (confirmed blends) and innocuous (near blends) classes. Future work may include classifying ambiguous blends.
We Each image is originally of dimension (H, W, C) = (424, 424, 3) where H, W and C are the height, width and channel dimensions, respectively. We first crop the center of these images to dimension (H, W, C) = (240, 240, 3) and then downsample them using a bicubic sharpener to (H, W, C) = (80, 80, 3). Leaving one image centered, we then perturb the second image by flipping it both horizontally or vertically according to a Bernoulli distribution with p = 0.5, rotating uniformly on the interval θ ∈ [0, 2π], displacing both horizontally or vertically uniformly on the interval dx, dy ∈ [10, 50] pixels and finally scaling log-uniformly on the interval r ∈ [1/e, √ e] where r is the scale ratio. These images serve as our pre-blended ground truth images (I PB ); we scale their pixel values to the interval I ∈ [−1, 1].
The images are then blended by selecting the pixelwise max between the two images. This blending prescription was inspired by the catalog of true blended Galaxy Zoo images presented in Keel et al. (2013) . We find that pixelwise max blended images closely match selections from the catalog of true blends though we discuss improvements on this schema later on (see Discussion section below). We scale the blended image pixel values to the interval I ∈ [0, 1] as recommended in the SRGAN paper. These blended images are realizations of the latent distribution of images (I BL ).
Note that it is a necessary requirement for our method that the image is centered upon one galaxy; this spatial information informs the independent behavior of each branch. During training, the network learns that one branch corresponds to the deblended central galaxy, while the other branch corresponds to the deblended off-center galaxy. Without such a feature (which should always be possible in true blends with a simple image crop), the network may be confounded by which branch to assign to which galaxy, and for example create the same deblended galaxy image in each branch. By using a principled centering scheme, this problem is largely diminished. This scheme should be easily extended to more than two layers by deblending the center galaxy from all other galaxies, then sending the deblended output centered on a remaining galaxy back into the generator.
Training
During training, the generator network is presented with a batch of blended inputs (I BL ); we use a batch size of 16 samples. The generator predicts the deblended components (I DB ) of each blended input. The discriminator is given both a batch of generated deblended images and their corresponding preblended ground truth images. The discriminator updates its parameters to maximize its discriminative ability between the two distributions. Mathematically speaking, minimization of the adversarial loss is equivalent to minimization of the Jenson-Shannon divergence between the generated distribution (I DB ) and the data distribution (I PB ) whereas minimization of the mean squared error term equates to maximization of a Gaussian likelihood over pixel intensities. In reality, the generator is trained to minimize the sum of these components by averaging the gradient signals from each. This is done via stochastic gradient descent on the network's high-dimensional error manifold defined by its compound loss function with respect to its learnable network parameters.
Both the generators and discriminator loss functions are optimized in high-dimensional neural network weight space via adaptive moment estimation, combining classical momentum with RMSProp, colloquially known as the Adam optimizer (Kingma & Ba 2014) . With momentum, it uses past gradients to influence current gradient-based steps, accelerating learning in valleys of the error manifold. Following the running-average style of RMSProp, it emphasizes the most recent gradients while decaying influence from much earlier ones, hence adapting better to the present loss surface curvature.
The steps down the error manifold are further scaled by a hyperparameter referred to as the learning rate (although the true rate is also naturally scaled by adaptive momentum). We choose an initial learning rate of 10 −4 . After 100,000 update iterations (1.6 million individual images or five epochs), we decrease the learning rate by an order of magnitude to 10 −5 . We then train for another 100,000 update iterations after which the network parameters are saved and can be used for inference on unseen images.
RESULTS
To evaluate our model, we infer upon blended images withheld from the training dataset. For these blends, we have access to the to the true preblended images and therefore are able to quote relevant metrics for image comparison (see below). It should be noted that the galaxies which make up the testing set blended images have also been withheld in the creation of the training set. That is, the deblender GAN has never seen this particular blend nor the underlying individual galaxies during training. A selection of results will be presented here, with a more extensive catalog of predictions in a GitHub repository available at https://github.com/davidreiman/deblender-gan-images.
We chose two useful metrics for determining the quality of the deblended images in relation to the ground truth images: the peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM).
The peak signal-to-noise ratio is often used as an evaluation metric for compression algorithms. It is a logarithmic measure of the similarity between two images, in our case the ground truth preblended image (I PB ) and the deblended recreation (I DB ). The equation for PSNR is written in terms of the maximum pixel intensity (MAX) of the truth image and the mean squared error (MSE) between the test and ground truth images. PSNR = 20 log 10 (MAX) − 10 log 10 (MSE)
The structural similarity index (Wang et al. 2004 ) is a method for evaluating the perceptual quality of an image in relation to an unaltered, true image. It was invented as an alternative to PSNR and MSE methods which measure error. Instead, SSIM measures the structural information in an image where structural information is understood as the relation to and correlation of one pixel to its nearby pixels. SSIM scores are measured via sliding windows of userdefined width in which the means (µ x , µ y ), variances (σ 2
x , σ 2 y ) and covariance (σ xy ) of pixel intensities are computed in the same windowed region of each image being compared, the window in one image denoted x and the other denoted y. Included are the constants c 1 and c 2 which stabilize the division to avoid undefined scores. A single SSIM score between two images is the mean of all windowed SSIM values across the extent of the images.
SSIM =
(2µ x µ y + c 1 )(2σ xy + c 2 ) We tested on 3,200 blends withheld from the training set. This corresponds to 6,400 individual galaxy images. We computed 6,400 PSNR and SSIM scores and quote their mean, median, mininum, maximum and variance in Table 1 . Their full distributions are displayed in Figure 5 and Figure 6 .
The deblender GAN performs impressively with respect to both metrics. For reference, values of PSNR above 30 dB are considered acceptable for lossy image compression. Considering that these images were completely reconstructed out of a blended image (rather than compressed) the scores set a high benchmark for deblending. The standard deviations in PSNR and SSIM are quite low as well (roughly 2.2 and 0.03, respectively).
DISCUSSION
We've shown promising initial results for the application of a novel generative adversarial network architecture to the problem of galaxy deblending. Deep generative models are natural solutions to deblending for their ability to infill missing pixel values behind blends using information learned about the distribution of natural images provided during training. The discriminative loss ensures that all deblended images lie on the natural image manifold of galaxies. In addition, the branched structure allows our model to identify separate galaxies and segment them accordingly without human intervention or labeling; our approach only requires that one of the galaxies lie at the center of the image. Our branched GAN naturally handles the large incoming quantities of data from surveys like LSST and DES, deblending images nearly instantaneously.
We've used the peak signal to noise ratio (PSNR) and structural similarity index (SSIM) as a metrics of quality in the segmentation. Though we've found no other applications of deep learning to the problem of deblending, we have quoted our PSNR and SSIM scores here as a benchmark for future comparisons with our own branched GAN revisions and the deblenders of others.
We encountered a variety of issues while training our branched deblender GAN. Most notable of these is the tendency to fall into local minima near the start of training. Since galaxy images are largely black space the GAN learns that it can initially trick the discriminator by making all black images. We broke out of the minima by including a "burn-in" period of a few thousand batches using only a mean squared error loss between the deep activations of the pre-trained VGG19 network. Another solution to this issue may be to pre-train the discriminator though there exists the possibility of mode collapse wherein the generator and (1) incomplete deblends wherein artifacts of one galaxy are left in the prediction for the other galaxy. (2) Incomplete galaxy generation due to our blending prescription. In selecting the pixelwise maximum value during the blending process, foreground galaxies that eclipse bright regions like the core of the background galaxy often are non-realistically "cutoff" by the overwhelming background flux. This leaves our network very little with which to predict from and often results in predictions that appear to be only a part of the associated preblended galaxy. (3) Associating background galaxies with the incorrect blended galaxy. This negatively biases the PSNR scores for otherwise acceptable predictions-a representative example is given in the bottom right of the above figure. (4) Deblending artifacts: in a handful of predictions, we notice random artifacts of unnatural color such as the green aberration in the bottom left image above. discriminator performance are highly unequal and learning ceases.
There is great room for improvement in our branched GAN. Our blending schema was chosen to match the curated catalog of true blends in the Galaxy Zoo catalog presented in Keel et al. (2013) though it certainly could be improved upon. In truth, galaxy blends consist of a combination of pixelwise sum (generally in more diffuse regions) and pixelwise max/min (generally where dense regions of the foreground galaxy obstructs the background galaxy flux). Pure pixelwise max blending tends to create unrealistic blended images where low flux foreground galaxies fall upon bright regions of the background galaxy-this generally leads to blends with artificially incomplete foreground galaxies which have been "cutoff" by the high flux pixels of the background images. Images of this type bias our estimates of both PSNR and SSIM scores. Indeed, pixelwise max blending is in some sense the worst case for deblending wherein precisely zero information about the background galaxy is encoded in the pixel intensities in regions where the foreground galaxy eclipses it. On the other hand, a variety of generated blends exhibit artificially hard lines between overlapping galaxies which likely makes the galaxies easier to deblend. Moreover, the presence of unmasked background galaxies in the Galaxy Zoo images give rise to artificial penalties in the mean squared error loss function when they are assigned to the incorrect deblended galaxy image. We propose to address issues in our blending schema and issues in data creation in general in future work (see below).
The deblender model presented herein would likely benefit from multiband input data spanning a larger range of the electromagnetic spectrum. Deep neural networks have proven powerful tools for estimating photometric redshifts from multiband galaxy images alone with no manual feature extraction (Pasquet et al. 2018) . The ability to learn approximate photometric redshift estimates from input images would likely strengthen the deblending performance of our network. To this end, future iterations of our deblender GAN will utilize multiband inputs. Moreover, our model is restricted to inference on solely nearby (low-redshift) galaxies. In deep learning, we assume that examples from the training and testing sets are drawn from the same distribution. For our deblender, this limits feasible test images to those composed of galaxies from the same redshift and mass bin as the training images. It is commonly understood that galaxy morphology evolves with redshift and therefore galaxy images at high-redshift will look largely different than nearby galaxies (Abraham & van den Bergh 2001) , i.e. they belong to a different image manifold. Though the galaxy distributions are distinct, the distribution of pixel intensities in the images share a great deal of similarities such as dark backgrounds populated by luminous, diffuse objects. This observation makes it an area of interest apt for transfer learning which is a topic we will explore in future work.
In future work, we will apply our branched deblender GAN to data generated from GalSim (Rowe et al. 2015) in which we can robustly blend any number of galaxies and apply a variety of PSFs. With this, we hope to generalize our results to galaxy images from a wide variety of potential surveys and thereby salvage an increasing number of blended images which would otherwise be unused in the study of galaxies and galaxy evolution. Moreover, we plan to implement a variable number of GAN branches, allowing any blended object to be deblended after estimating the number of objects involved in the blend. An ultimate goal is the full deep learning pipeline from source identification via object segmentation, blending classification (to identify the number of blended objects) and finally deblending.
