A theoretical model of classical mechanical atom-surface scattering which includes both single and double collisions from a many-body target is applied to the determination of surface composition of molten metal alloys by rare gas scattering. Explicit calculations are compared with recently measured data for the scattering of monoenergetic beams of Ar atoms from the surface of liquid Ga-Bi alloys. These calculations indicate that rare gas scattering can provide a precise measure of surface segregation in the outermost layer of dilute liquid alloys.
I. INTRODUCTION
Atom-surface scattering, particularly using rare gas atoms, has been very useful for obtaining important physical information about surfaces. The scattering of rare gas atoms from solid surfaces is a highly developed experimental method. [1] [2] [3] [4] The choice of a rare gas as the probing projectile provides the least complicated atom-surface interaction and hence can produce surface sensitive information with the simplest analysis. 5, 6 For example, He atom scattering at thermal and hyperthermal energies has produced enormous amounts of detailed information on surface structure and dynamics for metals, semiconductors, and insulators. 4 On the other hand, the more massive rare gases at these same incident energies can often be treated with classical mechanics, yet the energy is still sufficiently low that the probability of excitation of atomic states or creation of surface damage is negligible. 7 Thus the heavier rare gases such as Ar are potentially a highly useful tool as a probe of surface structure and dynamics.
As compared to the case for crystal surfaces, atom scattering from liquid surfaces is much less developed but certainly has the potential of providing similar surface-specific information on structure and dynamics. During the last few years, in a well designed series of experiments, Nathanson and co-workers have made extensive and precise measurements of the scattering of beams of rare gas atoms from molten metal surfaces. They investigated the scattering of Ne, Ar, and Xe from liquid Ga, In, and Bi. 9 For fixed incident angle and nearly monoenergetic beams they measured total scattering angular distributions for a large span of incident energies ranging from thermal to hyperthermal velocities. 9, 10 With both incident and final angles at fixed positions, time-of-flight ͑TOF͒ detection methods were used to measure energy-resolved spectra. 9 These rare gas scattering data have been analyzed using a variety of classical scattering theories which were developed from semiclassical quantum mechanics in the correspondence principle limit of very large numbers of transferred phonon quanta, 7, 11 and they have been analyzed using first-principles molecular dynamics calculations in which the liquid surface is represented by a pairwise summation of potentials. 10, 12 The combination of carefully executed and precise experiments together with the theoretical analysis has led to an improved understanding of the scattering process, the dynamics of the liquid surface, and the nature of the gas-surface interaction potential.
Very recently, Morgan and Nathanson have extended their experiments to investigations of atom scattering from liquid metal alloys. In particular, they have carefully examined the scattering of Ar and Xe beams from Ga-Bi alloys containing very small fractions ͑0.02 atom % and 0.2 atom %͒ of Bi, with measurements carried out at surface temperatures ranging from just above the melting point of Ga to nearly 900 K. 12, 13 Liquid metal alloy surfaces are currently subjects of interest because of the interesting nature of selective surface segregation of the alloy components and for their wetting properties. 14 -18 A wetting transition has thus far been exhibited in two metal systems, Ga-Bi 15 and Ga-Pb. 14 The specific experiments of Morgan and Nathanson were designed to examine collisions of inert gas atoms with Ga-Bi alloys with very small Bi fractions in the bulk, in the regions in which at low temperatures the topmost surface layer is composed of nearly all Bi atoms, while at higher temperatures it is nearly entirely Ga. Atom scattering in the hyperthermal energy region, with its extreme sensitivity to the atomic mass of the target, is an ideal experimental tool for examining the surface segregation properties of such weakly doped alloys. For Ga-Bi alloys with larger Bi fractions, where at low temperatures there are many layers of pure surface segregated Bi, other experimental techniques such as x-ray scattering and ellipsometry have been successfully applied. 19 In the atom scattering experiments, a nearly monoenergetic and well collimated beam of rare gas is directed toward the surface at a fixed angle of incidence. The energysensitive TOF detector is placed in the same plane as the incident beam and surface normal ͑the sagittal plane͒ and is also at a fixed polar angle. The TOF distributions from a pure liquid metal, when converted to an energy scale, consist of a single broad peak with a most probable intensity positioned at a net energy loss compared to the incident energy, and with rather long tails on both the low and high energy side. The scattering distribution is sensitive to the surface temperature, with the most probable intensity becoming smaller with increasing temperature while the peak width becomes broader. However, for a pure liquid metal the energy-loss position of the most probable intensity tends to have a nearly negligible shift as a function of temperature.
The sensitivity to the atomic mass of the liquid metal does give a shift in the energy loss position of the most probable intensity if the mass of the liquid atoms is changed. For example, a small mass liquid atom such as Ga ͑atomic massϭ69.72͒ exchanges a large amount of recoil energy with an incoming Ar projectile and exhibits a large average energy loss, while the much heavier Bi ͑atomic massϭ208.98͒ produces a significantly smaller average energy loss. Thus in the Ga-Bi alloys, as the surface layer becomes less rich in Bi with increasing temperature, the most probable intensity and the average energy loss will experience a shift in position towards larger energy loss. The shape of the broad scattering distribution should also change with temperature, but this effect is complicated by the fact that the total scattering intensity consists of both single and multiple scattering events from two different surface species.
In this paper we analyze the complete energy-resolved scattering distributions for this Ga-Bi alloy using an extension of a classical scattering theory that has been demonstrated to explain similar scattering data for pure liquid metal systems. 7, 10 For single scattering between the incoming projectile and a liquid metal surface atom, the theory is expressed as an analytical closed-form expression which includes the effect of recoil and the initial thermal motion of the liquid atoms. Multiple scattering is included as a convolution of successive single scattering events. The single scattering contribution, taken alone, explains many of the essential features of the observed scattering distribution. Inclusion of the multiple scattering introduces additional intensity into the high and low energy tails of the distribution and can give small shifts to the position of the most probable intensity.
The results of our analysis provide a reasonable theoretical interpretation of all of the measured scattering distributions. Our calculations confirm the accuracy of the AES experimentally assigned percentages of Bi in the topmost surface layer as a function of surface temperature, and indicate that atom scattering may be a more precise method than the Auger analysis. The most probable final energies and average energy losses as a function of surface temperature ͑and consequently also as function of Bi segregation fraction͒ are in good agreement with experiment. A model of the multiple scattering events allows for ready analysis of which types of scattering paths ͑for example, backward double scattering versus forward double scattering͒ most strongly influence the high and low energy parts of the scattered distribution.
The remainder of this paper is organized as follows: In Sec. II, the theory is developed. The results are given in Sec. III, and a discussion of the results and concluding remarks are given in Sec. IV.
II. THEORY
The basic theory for the classical scattering of atomic projectiles from liquid metal surfaces has been developed previously for the case of pure metals. 7 Here we wish to extend this work to include alloy targets. In the classical limit, the single-collision scattering of an atomic-like projectile from a surface at temperature T S , in which the collision time is short compared to a vibrational period, is completely solved in terms of closed-form analytic expressions. We express these here in terms of the differential reflection coefficient dR (1) /d⍀ f dE f which gives the fraction of particles scattered into the small solid angle d⍀ f and into the small energy interval dE f centered at the final energy E f . If the surface is regarded as a collection of discrete scattering centers with an initial equilibrium distribution of velocities corresponding to the temperature T S , this differential reflection coefficient is
͑1͒
where p q is the momentum of a particle in state q ͑which we will decompose into components as p q ϭ(P q ,p qz ) with components P q parallel and p qz perpendicular to the surface͒, ͉ f i ͉ 2 is the form factor of the scattering center, m is the projectile mass, ⌬E 0 is the binary collision recoil energy. The recoil energy appearing in Eq. ͑1͒ is, in the simplest case, given by ⌬E 0 ϭp 2 /2M where M is the mass of a surface atom and pϭp f Ϫp i .
The form factor ͉ f i ͉ 2 in Eq. ͑1͒ depends on the nature of the interaction potential. For this work we will take ͉ f i ͉ 2 to be constant, which corresponds to hard-sphere scattering. This approximation has been shown to be adequate in previous calculations for similar systems. The ''discrete model'' expression in Eq. ͑1͒ can be derived by beginning with semiclassical quantum theory for the scattering transition rate and then taking the classical limit of multiple quantum phonon exchanges, [19] [20] [21] or it can be derived from classical physics starting from the necessary conditions of conservation of energy and momentum in the collision process. 22 Equation ͑1͒ is only one of a series of classical singlescattering expressions which arise depending on the nature of the atom-surface interaction. If the surface is considered to be a smooth repulsive barrier instead of a collection of discrete scattering centers, a somewhat different expression is obtained which is similar to Eq. ͑1͒ but has an additional Gaussian-like multiplicative factor in the parallel momentum transfer P. [23] [24] [25] The ''discrete model'' of Eq. ͑1͒ and the ''smooth surface model'' represent two extreme cases of surface corrugation. The ''smooth surface model'' describes a system in which the time-averaged surface is basically a flat repulsive barrier with small time dependent vibrational corrugations due to the thermal motions of the underlying atoms. The ''discrete model,'' on the other hand, describes a surface barrier that is so strongly corrugated that the surface atoms appear as discrete scattering centers. By including varying degrees of surface corrugation, a series of single scattering expressions similar in form to Eq. ͑1͒ can be developed which bridge the transition between the discrete and smooth models. 26 In previous work on comparisons of theoretical calculations with experimental data for the scattering of rare gases from pure metal surfaces, the ''discrete model'' was used to describe the TOF energy-resolved spectra, 8 taken at fixed incident and final angles. 7 However, the analysis of the temperature dependence of the available energy-resolved data indicated that the surface was not discrete, but rather was corrugated. Subsequent work which examined, for the same system, the measured total scattering angular distributions for a fixed incident beam could not be adequately explained by the ''discrete model,'' but were reasonably matched by calculations using the smooth surface model. 27 This discrepancy is resolved by the fact that all of these models give quite similar results for the energy-resolved scattering distributions as long as the final angle is fixed in the region near the maximum intensity in the angular distribution lobe. However, the angular distribution lobes sample the surface potential over a much longer range of final momenta, and consequently the different theoretical models produce rather different results for this case.
For the present case of rare gas scattering from liquid metal alloys, the available data consist of energy resolved measurements taken at final angles near the predicted maximum of the angular lobes. Since the ''discrete model'' has been shown to be adequate for describing this class of data, we use it exclusively in this analysis.
For the systems considered here, successive multiple scattering between the incoming atomic projectile and other surface atoms is expected to make significant contributions in addition to the single scattering term of Eq. ͑1͒. The multiple scattering can readily be developed as a convolution of single scattering events as follows:
The full multiple scattering differential reflection coefficient
begins with the single scattering term as in Eq. ͑1͒ with the addition of a double scattering contribution which is the product of two successive single scattering intensities which are summed over all possible intermediate energies and angles. The intermediate sum over angles depends on the parameter ⌬⍀ n which is the solid angle subtended by the second target atom as viewed by the projectile from the position of the initial collision. This solid angle depends on the atomic radius of the target atom and projectile and on the mean interatomic distance in the liquid.
In the surface layer of a liquid, each atom is on average surrounded by six other atoms positioned roughly at the mean interatomic distance. The summation ͚ nϭ1 6 in Eq. ͑2͒ includes the multiple scattering from all six of these in-plane next nearest neighbors. Since in a liquid the relative orientation of the neighbors is random, this is accounted for by averaging over the in-plane azimuthal angle of the hexagon of six nearest neighbors and this operation is represented by the large brackets ͗ ͘ in Eq. ͑2͒.
One can readily include triple and higher order multiple scattering in a manner similar to the double scattering in Eq. ͑2͒. 28 For the purpose of this work we include only double scattering, and ignore the higher order events. As another simplifying assumption, we assume that the angular dependence of the intermediate differential reflection coefficients can be ignored, and the intermediate angular integration in Eq. ͑2͒ is replaced by a multiplicative factor of ⌬⍀ n . This simplifying approximation has been verified by comparing calculated results with the full angular integrations in the case of scattering from pure metals. 7 The multiple scattering model depends on only a single physical parameter, the classical cross section of the target atom which we express in terms of ⌬⍀/4, the fractional solid angle subtended by the cross section at the nearest neighbor distance. In the scattering from binary alloy liquids, the process of averaging over multiple collisions, as in Eq. ͑2͒ must also account for the average fraction of each of the binary species encountered. This is most readily accomplished by carrying out separate calculations of the differential reflection coefficient of Eq. ͑2͒ for each possible combination of single and double scattering species. In shorthand notation, the calculation involving only liquid Ga atoms and no Bi can be written as
where S(Ga) is the single scattering term of ͓Eq. ͑1͔͒ for a pure Ga target, and D(Ga→Ga) is the double scattering term of Eq. ͑2͒ in which both target atoms are also Ga. For the situation in which the single scattering is with a Ga atom but the double scattering collision is with Bi atoms we have
Similarly, there are two more processes both involving the single scattering with a Bi atom S(Bi) and double scattering with either a Bi atom D(Bi→Bi) or with a Ga atom D(Bi→Ga).
If the average atomic fraction of Bi in the topmost layer of the liquid is denoted by ⌰, then the appropriate combination of single and double scattering terms which preserves the correct average number of collisions with both of the binary alloy species is
Equations ͑1͒-͑5͒ present the theoretical model that we have used to analyze the Ga-Bi alloy data. Results of this analysis are presented in the next section.
III. RESULTS
We have carried out calculations using the theory of Sec. II above for the scattering of Ar atoms from surfaces of pure molten Ga, pure Bi, and the Ga-Bi alloy. This system, with two different bulk alloy fractions of 0.2 atom % and 0.02 atom % Bi was experimentally investigated by Morgan and Nathanson using Ar scattering and Auger electron spectroscopy. 12 The AES studies were used to determine the surface composition of the Ga-Bi alloy, and this information was then used to investigate the dynamics of the argon-alloy collisions. The AES analysis allowed the determination of the relative surface segregation of the Bi as a function of surface temperature. They reported this in terms of the Bi surface coverage ⌰(T S ) which is the fraction of a Bi monolayer that is present at the surface of the alloy, the same as the ⌰ appearing in Eq. ͑5͒ above. Table I gives the values determined for the Bi coverage ⌰(T S ) as a function of T S for the 0.2% Bi alloy, and Table II shows the same for the 0.02% Ga-Bi alloy. Figure 1 shows calculations of an energy-resolved intensity spectrum compared with experimental data for Ar with incident energy E i ϭ92 kJ/mol, incident and final polar angles i ϭ f ϭ55°scattering from a pure Ga surface at a temperature T S ϭ673 K, about 370 K above the melting point. The experimentally measured TOF data have been converted to an energy scale and the intensity is plotted as a function of final energy. Table III lists a number of properties and physical constants for Ar, Ga, and Bi. 29, 30 The experimental data were normalized such that the maximum intensity data point has an intensity of unity. The short dashed curve is the calculated data for single scattering, i.e., an Ar making a single collision with a single Ga atom at thermal equilibrium with the bulk. This single collision curve has the same qualitative behavior as the experimental data but is not sufficiently intense in the high and low energy tails of the distribution. The long dashed curve is the calculation for double collision contributions, calculated as explained in Sec. II above. Clearly, the double scattering is larger in the tails of the distribution, especially in the low energy tail. The dash-dot curve is the sum of the single plus double scattering intensity, i.e., the total calculated intensity.
The calculated total intensity curve matches the peak position of the experimental data rather well. On the low energy side of the peak, the shoulder at very small energies ͑which we later ascribe to double backward scattering͒ is well represented, and the calculation gives a slightly narrower overall peak distribution than the experiment. On the high energy side of the peak maximum, the theory fails to predict sufficient intensity in the tail of the distribution. This is most likely due to the absence of triple and higher order multiple collisions in the forward scattering directions. Interestingly, several multiple collisions in the forward direction tend to give contributions to the intensity with significantly smaller total energy loss than a single collision between the same incident and final angles. The reason for this is that this experiment is essentially a backscattering configuration, with a very large total scattering angle for the single scattering events. In the case of multiple forward scattering, although there are more collisions, each of these collisions has a smaller scattering angle causing the total sum of the individual energy losses to be on average smaller than that of a single collision.
The value of ⌬⍀/4ϭ0.162 used in the calculation of Fig. 1 is the larger of the two values reported in Table III . This value is determined using the known covalent radii of Ar and Ga 30 together with the mean interatomic spacing in liquid Ga. 29 It is possible to mimic the effect of higher order multiple scattering by using an even larger value of ⌬⍀/4 and this would bring the calculations into closer agreement with the experiment. This question of using larger values of the parameter ⌬⍀/4 is discussed in more detail below ͑in connection with Fig. 11͒ . Once the value of ⌬⍀/4 is determined from the pure Ga data, the corresponding parameter for Bi and the parameters for determining multiple scattering in the alloys are completely specified through purely geometric considerations, as given in Table III .
In this case, as well as in the previous analysis of Ar/Ga scattering at somewhat different energies and temperatures, the calculations could be made to match the data only by choosing an effective mass for Ga which is somewhat larger TABLE I. The fraction ⌰ of Bi atoms in the topmost atomic layer of the liquid surface as a function of temperature for the 0.2% Bi-Ga alloy, as determined by Auger spectroscopy experiments ͑Ref. 12͒ ͑Auger͒, and as determined by matching the present theory to the Ar inelastic scattering data ͑Argon͒. than its atomic mass. For the calculations of Fig. 1 , a value M e f f ϭ1.65M Ga was used, which is quite close to the previously determined value of 1.75M Ga . 7 This need for an effective mass is ascribed to the non-negligible influence of simultaneous collisions with several substrate atoms, and the choice of a larger effective mass compensates for this effect.
An example of the detailed comparisons between experiment and theory for Ar scattering from the Ga-Bi alloy surfaces is shown in Fig. 2 for the 0.02% alloy. The temperature is T S ϭ528 K and three calculated curves are shown for three different values of the topmost layer fraction ⌰ϭ0.22, 0.33, and 0.42. The experimentally estimated fraction determined from an interpolation of the Auger analysis from Table I is approximately ⌰ϭ0.3. The calculated curves give agreement with data which is quite similar to the agreement seen for scattering from the pure liquid metals in Fig. 1 . The position of the calculated most probable intensity most closely matches that of the experimental data for ⌰ very near to 0.33. As expected, for smaller fractions of Bi, the calculated most probable intensity shifts towards greater values of energy loss ͑i.e., shifts to smaller final energy͒ because of the increasing number of collisions with Ga atoms whose lighter mass gives rise to greater recoil energy transfer. The calculations give a somewhat narrower peak shape, especially on the high energy side, just as observed for the pure metals. At very low energies the shoulder appears due to the double backwards collisions. Clearly, however, the overall comparison of calculations with experiment shown in Fig. 2 confirms the experimental AES assignment of a Bi fraction in the topmost layer of about 0.3. Table II. temperatures at which energy-resolved spectra were experimentally measured. Auger measurements of the Bi fraction ⌰ were made at only five of those temperatures as shown in Table II . In Fig. 3 the Bi fraction used in the calculations was taken to be the same as the experimental Auger measurement for those five temperatures. For the other temperatures interpolated values of ⌰ were used. The calculations are plotted with their correct relative intensities. Clearly exhibited in this figure as a function of T S are the decrease of the most probable intensity, the increase in width, the increase of intensity in the low and high energy tails of the distributions, and the shift of the most probable energy loss to lower energies ͑i.e., to greater values of energy loss͒. The decrease in peak maximum concurrently with the increase in width is the behavior expected to preserve unitarity, i.e., in order to insure that the integrals over all final energies and angles preserve the total number of scattered particles. Figures 4 -6 show analysis of these calculations and comparisons with experimentally measured quantities. Figure 4 nicely illustrates the energy shift of the most probable intensity as a function of the surface temperature. The calculated values are determined from the energyresolved intensity curves plotted in Fig. 3 . The positions of the experimental points for the most probable intensities ͑the peak positions͒ were determined by fitting the experimental peaks, such as shown in Fig. 2 , to Gaussian functions. The calculations based on the experimental Auger Bi coverage determinations agree rather well with the measurements, with the biggest discrepancy of about 3% appearing at the highest temperature where the surface is nearly all Ga. Figure 5 shows the calculated mean energy transfer compared with the mean energies determined from the experimental data. The calculations give values slightly smaller in magnitude than the measurements, but the slope of the curve is in basic agreement. Figure 6 shows the full widths at half maximum ͑FWHM͒ of the calculated curves of Fig. 3 compared with experimentally measured FWHMs. Both the calculation and the theory show an increase with increasing T S . The calculated data are smaller than the experimental data by a nearly constant amount at all temperatures. The smaller widths of the calculated peaks are evident in Figs. 1 or 2 , and are mainly due to the discrepancies between theory and experiment on the high energy side of the peak. Figures 7-9 show an analysis, similar to the above, for the 0.2% Ga-Bi alloy with the beam energy at the slightly smaller value of 92 kJ/mol. Figure 7 shows the most probable final energy for the 0.2% case plotted as a function of T S . As for the case of the 0.02% alloy shown in Fig. 4 the calculated most probable energies, using the Augerdetermined Bi coverages of Table I , show reasonable agreement with the experimental data. Figure 8 is similar to Fig. 7 , but shows the mean final energy. As in Fig. 5 the calculated mean energy is somewhat smaller than measured, except for the lowest temperatures. Figure 9 shows the comparison of experiment with calculation of the FWHMs as a function of surface temperature for the 0.2% alloy. As before in Fig. 6 for the 0.02% alloy, the measured and calculated values of the FWHM increase with temperature with roughly the same slope, but there is an approximately constant difference in their absolute values at all temperatures, reflecting the smaller widths of the calculations. Figures 4 and 7 show that the calculated intensities, using the Auger-derived surface layer Bi fractions, come very close to matching the most probable final energies of the energy-resolved Ar scattering experiments. However, we have also derived a different set of Bi coverages, called Arscattering coverages, based solely on the Ar scattering measurements. These are obtained by adjusting the coverage so that the calculated most probable final energies are fit to those of the measured values shown in Figs. 4 and 7. These coverages, derived solely from Ar scattering, are given for the two alloy compositions in Tables I and II in the row labeled ''Argon.'' The close agreement of the Auger-derived coverages and the Ar-scattering coverages confirms the validity of the Auger spectroscopy measurements, but it also points out the high degree of sensitivity of Ar scattering. This sensitivity, combined with the fact that Ar is scattered only by the outermost layer of the surface, indicates that for some systems such as those considered here Ar scattering combined with an adequate theoretical analysis has the potential of ultimately being a more precise and accurate method for measuring surface coverage than Auger spectroscopy. Figure 10 is a detailed presentation of the intensity for scattering of Ar from the 0.2% Ga-Bi alloy at the lowest temperature T S ϭ313 K. In this case the surface is almost entirely Bi, and the intensity has been decomposed to illustrate the relative contributions of forward and backward multiple scattering to the intensity observed in the sagittal plane. In Fig. 10 the calculated total scattering intensity is shown as a solid line. The three other curves in Fig. 10 give multiple scattering contributions only. The short dashed curve is the complete double scattering contribution from the ring of six in-plane nearest neighbors and averaged over their azimuthal angular positions, similar to that shown in Fig. 1 for somewhat higher temperature pure Bi. The long dashed curve shows the double scattering contribution coming from forward scattering events. The way this was calculated was to simply remove from the calculation the three liquid atoms which are behind the initial target atom ͑i.e., the three atoms removed were those which most completely fall within the azimuthal angle of between /2 and 3/2 with respect to the incident and scattered beams, both of which have ϭ0͒. The dash-dot curve, conversely, shows the double scattering contribution coming from backward scattering events. Similarly, this was calculated by removing the three atoms most directly in front of the initial target atom, i.e., by removing from the calculation the three atoms most completely falling into the azimuthal angle between Ϫ/2 and /2. The sum of the forward and backward contributions is then the total double scattering exhibited in the short-dashed curve.
The calculations in Fig. 10 make it evident that the backward double scattering gives rise to larger energy loss and contributes almost exclusively to the low energy tail of the total scattering distribution. Clearly, the double backward scattering is the cause of the low energy ''shoulder'' seen in the scattering data at low energies. The double forward scattering, on the other hand, gives rise to smaller energy losses and contributes largely to the high energy tail of the total scattering spectrum. However, the integrated intensity of the forward scattering contribution is significantly larger than the backward scattering contribution. Figure 11 provides a platform for discussion of the effects of the multiple scattering parameter ⌬⍀/4. It shows an intensity spectrum for an incident beam of Ar on a pure liquid Ga surface at T S ϭ673 K with E i ϭ92 kJ/mol and i ϭ f ϭ55°. Calculations are also exhibited for four values of ⌬⍀/4 ranging from 0.125 which is the value chosen in earlier calculations, 7 to 0.35 which is considerably larger than the value ⌬⍀ max /4ϭ0.162 used for all of the other Ga calculations in this paper. It is only in the very low energy range, where there is a distinct shoulder in the intensity, that the choice of ⌬⍀/4 makes a substantial difference. The most probable final energy, or peak position, of all the calculations is nearly the same, and there is only a slight increase of the width of the spectra on the high energy side with increasing ⌬⍀/4. Thus, it is apparent that the calculations presented in this paper are not strongly dependent on the multiple scattering parameter ⌬⍀/4.
IV. CONCLUSIONS
In this paper we have applied classical scattering theory, extended to include multiple collisions, to the analysis of scattering of rare gas beams from liquid alloy mixtures. We have compared this theory to recent high precision experimental measurements 12 of the TOF energy-resolved scattering intensity spectra for a Ga-Bi alloy mixture whose surface is bombarded by a monoenergetic and well collimated beam of Ar atoms. In the two very dilute alloys examined here, the topmost layer of the liquid is almost entirely Bi at low temperatures just above the Ga melting point, while at the highest temperatures measured the Bi fraction in the topmost layer was reduced to less than 0.2 for the case of a 0.2% bulk fraction alloy sample, and to less than 0.01 in the case of a 0.02% alloy.
In the experimental work, Auger electron spectroscopy was used to produce an assignment of a functional relationship between Bi fraction in the topmost layer and surface temperature. The purpose of this investigation was to confirm this assignment by comparing calculated intensities with the measured intensity versus final energy spectra, and also to see if the theory, which has been applied previously to rare gas scattering from pure metals, is equally applicable when extended to the case of binary liquid metal alloys.
The theoretical comparisons with the measured energyresolved Ar scattering spectra show that the theory is capable of predicting rather well the temperature dependence of the observed intensities. The agreement with this liquid alloy data is as good as previous results obtained for pure metals. 7 Clearly the Auger experiment assignments of Bi fraction in the top layer are confirmed by these calculations. Furthermore, fitting the theoretical calculations to the peak positions of the energy-resolved Ar scattering data produces coverages in good agreement with the Auger measurements, indicating that Ar scattering alone is an excellent method of determining surface segregation in the outermost layer of these alloys.
Although the agreement between calculated and measured intensity versus final energy spectra were reasonable, especially the prediction of the most probable energies, the systematic differences point to evident deficiencies in the current theory. In particular, the FWHM widths of the calculated distributions were too narrow. The present theory was limited to single and double scattering events between the incoming projectile and the target atoms. It is suspected that triple and higher order multiple scattering events make nonnegligible contributions and would produce broader calculated intensity spectra.
One can also pose the question as to whether some of the discrepancies between experiment and theory are due to foreign impurities on the surface. Every possible care was taken to eliminate sources of contamination in the experiment, and no surface impurities were observed within the Auger limit of about 1%. However, small concentrations of impurities can have a large influence on atom scattering measurements as evidenced by He atom scattering from crystalline surfaces, where impurities can be routinely detected via examination of the scattered atomic spectra. The presence of impurities produces detectable degradation of the surface order which can be measured as changes in diffraction intensities, or impurities can cause enhancements in the incoherent elastic or inelastic scattering which leads to recognizable changes in the background intensity. 4, 21, 25 Such distinctions are not possible in the present experiments on liquid surfaces since there is no quantum diffraction. However, there is indirect evidence drawn from these present theoretical comparisons with data which indicate that the alloy surfaces are indeed clean and free of excessive impurities. This evidence is the fact that the parameters ⌬⍀/4 and the Ga effective mass are constant and independent of the surface temperature. If at low temperatures the surface were contaminated with a significant coverage of foreign impurities, and if these impurities were driven off at the extremely hot temperatures used ͑highest T S greater than 800 K͒, then it would be expected that the apparent ⌬⍀/4 and the apparent Ga effective mass would change with temperature as the foreign impurities evaporate. The fact that temperature dependence of these parameters is not observed can be taken as indirect evidence for the absence of a significant coverage of volatile impurities at low surface temperatures.
The present calculations, when compared with the experimental spectra clearly show the relative importance of multiple scattering in different directions on the surface relative to the sagittal plane. This is clear from Fig. 10 which, among other features, demonstrates significant contribution to the scattered intensity due to double backward scattering. This double backward scattering produces large energy losses for the incoming projectile as compared to single scattering events.
This analysis demonstrates the effectiveness of straightforward, closed-form expressions such as Eq. ͑1͒ for describing the observed surface scattering spectra in atomic collisions under classical conditions. In particular it shows that such analysis can be quite effective for describing the essential physics of beams of rare gas atoms scattering from liquid binary alloy surfaces. The combination of theoretical predictions compared with the presently available experimental data clearly demonstrates the sensitivity of atom scattering to the elemental composition of the topmost surface layer.
