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Abstract
We characterize the support G of the Fourier transform of the band-limited scaling function and give an approach to the con-
struction of the scaling function. Based on the relations of translates of three point sets G, 12G and G \ 12G, we reveal an essential
difference of scaling functions corresponding to MRA, weakly translation invariant MRA and translation invariant MRA. More-
over, we consider the case that support of the Fourier transform of the scaling function is a convex set. Finally, we show that the
support of Fourier transform of any scaling function cannot be a closed ball.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In 1988, Mallat introduced a concept of multiresolution analysis (MRA) which is a fundamental concept in wavelet
analysis.
Definition 1.1. [1,2,6] Let {Vm}m∈Z be a sequence of closed subspaces of L2(Rd) satisfying:
(a) Vm ⊂ Vm+1 (m ∈ Z), ⋃m Vm = L2(Rd), ⋂m Vm = {0}.
(b) f ∈ Vm if and only if f (2·) ∈ Vm+1 (m ∈ Z).
(c) There exists a ϕ ∈ V0 such that {ϕ(· − n)}n∈Zd is an orthonormal basis of V0.
Then {Vm} is called an MRA and ϕ a scaling function.
In 1991, Madych introduced the concept of translation invariant MRAs.
Definition 1.2. [5] Let {Vm} be an MRA. If for any f ∈ V0 and α ∈ Rd , we have f (t − α) ∈ V0, then {Vm} is called a
translation invariant MRA and the corresponding scaling function is called an M-type scaling function.
Replacing f (t − α) ∈ V0 by f (t − α) ∈ V1, Walter extended the above concept in 1994.
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a weakly translation invariant MRA and the corresponding scaling function is called a W-type scaling function.
One easily see that if ϕ is an M-type scaling function, then ϕ must be a W-type scaling function and if ϕ is a W-type
scaling function, then ϕ must be a scaling function. Conversely, it is not true. For example, Meyer’s scaling function
is a W-type scaling function, but it is not an M-type scaling function [3,7]. Any scaling function ϕ with supp ϕˆ = Rd
is not a W-type scaling function. Up to now there is not a function available which is a band-limited scaling function
but is not a W-type scaling function, we present such an example (Example 2.10 of this paper).
Madych [5] showed that there exists an M-type scaling function ϕ with supp ϕˆ = G if and only if
(i) G ⊂ 2G, (ii)
⋃
m
2mG  Rd, (iii) G + 2πZd  Rd,
(iv) G ∩ (G + 2πν)  ∅ (ν ∈ Zd \ {0})
hold. In this case, |ϕˆ| = XG, where XG is the characteristic function of G.
Walter [7] showed that if ϕ is a W-type scaling function with supp ϕˆ = G, then (i)–(iii) and (v) hold, where
(v) 1
2
G ∩
(
1
2
G + 2πν
)
 ∅ (ν ∈ Zd \ {0}).
Remark 1.4. From the proofs of Madych’s and Walter’s theorems [5,7], one see clearly that in order to obtain the
above conclusions (i)–(iii), they only use the condition that ϕ is a scaling function. So if ϕ is a scaling function, then
(i)–(iii) hold.
In this paper, we will present the necessary and sufficient conditions for G to be the support of the Fourier transform
of a scaling function or a W-type scaling function. Our main results are as follows:
(a) Let G be a bounded closed set in Rd . Then there exists a scaling function ϕ with supp ϕˆ = G if and only if (i)–(iii)
and (vi) hold, where
(vi)
(
G
∖1
2
G
)
∩
(
1
2
G+ 2πν
)
 ∅ (ν ∈ Zd) (see Theorem 2.1).
(b) Let G be a bounded closed set in Rd . Then there exists a W-type scaling function ϕ with supp ϕˆ = G if and only
if (i)–(iii) and (vii) hold, where
(vii) G ∩
(
1
2
G + 2πν
)
 ∅ (ν ∈ Zd \ {0}) (see Theorem 3.1).
Combining Madych’s result with our results, we see clearly that (vi), (vii) and (iv) reflect the essential difference
of three kinds of scaling functions.
In the proof of Theorem 2.1, we give an approach to the constructions of the general band-limited scaling functions,
and in Example 2.10, we use this method to construct a band-limited scaling function which is not a W-type scaling
function.
In addition, in Section 3, we further discuss the case that the support of the Fourier transform of the scaling function
is convex set (Theorem 3.3). For a band-limited scaling function ϕ, when the support of ϕˆ is convex and completely
symmetric about the origin, we derive a formula:
[−π,π]d ⊂ supp ϕˆ ⊂
[
−4
3
π,
4
3
π
]d
(Theorem 3.5)
and this result cannot be improved. We also discuss the relation between the support of the Fourier transform of the
scaling function and the origin.
Finally, we find that any closed ball in Rd (d > 1), whether its center is the origin or not, cannot be the support of
the Fourier transform of some scaling function (Theorem 4.1).
Throughout this paper, we need the following notations and definitions about the point sets in Rd .
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the measure of E. For the point sets E and F in Rd , E  F means |E \ F | = 0 and |F \ E| = 0, and E + h =
{ω + h, ω ∈ E} (h ∈ Rd), kE = {kω, ω ∈ E} (k > 0), E + 2πZd =⋃ν∈Zd (E + 2πν).
If E +2πZd = E, then we say that E is a 2π -periodic point set. If for any a, b ∈ E, a +λ(b−a) ∈ E (0 λ 1),
then we say E is a convex set. If for any ω = (ω1, . . . ,ωd) ∈ E, the 2d points (±ω1, . . . ,±ωd) all belong to E, then
we say that E is completely symmetric about the origin. For a bounded convex set E, clearly, |∂E| = 0 and any
straight line through an interior point of E only intersects ∂E at two points.
By D(a, δ) denote a ball with center a and radius δ. By T d denote the cube [−π,π]d and by {0,1}d denote all
vertices of [0,1]d . XE is the characteristic function of E.
By fˆ denote the Fourier transform of f ∈ L2(Rd). If
G := clos{ω ∈ Rd, fˆ (ω) = 0} and fˆ (ω) = 0 for a.e. ω ∈ G,
then G is called the support of fˆ and write G = supp fˆ . If supp fˆ is bounded, then f is called a band-limited function.
2. General scaling functions
We give a characterization of supports of Fourier transforms of scaling functions as follows.
Theorem 2.1. Let G be a bounded closed set in Rd . Then there is a scaling function ϕ with supp ϕˆ = G if and only if
(i) G ⊂ 2G, (ii)
⋃
m
2mG  Rd, (iii) G+ 2πZd  Rd and
(vi)
(
G
∖1
2
G
)
∩
(
1
2
G+ 2πν
)
 ∅ (ν ∈ Zd)
hold.
In order to prove this theorem, we introduce some notations: for m = 0,1, . . . ,
G∗0 = G
∖1
2
G, G∗m = 2−mG∗0, Gm = 2−mG; E∗m = G∗m + 2πZd, Em = Gm + 2πZd.
Since G is bounded, we can choose a k ∈ Z+ such that G ⊂ [−2kπ,2kπ]d .
First we discuss the decomposition of G.
Lemma 2.2. If G satisfies (i) and (vi), then we have
(a) G =
(
k−1⋃
m=0
G∗m
)
∪ Gk, where G∗0, . . . ,G∗k−1,Gk are mutually disjoint.
(b) 1
2
G + 2πZd =
(
k⋃
m=1
E∗m
)
∪ Ek+1, E∗m ∩ E∗n  ∅ (m = n, m,n 0),
E∗m ∩ En  ∅ (0m < n).
Proof. By (i), we have
G =
(
G
∖1
2
G
)
∪ 1
2
G = G∗0 ∪ G∗1 ∪
1
4
G = · · · =
(
k−1⋃
m=0
G∗m
)
∪ Gk
and clearly this is an union of k + 1 disjoint point sets, we get (a).
By (a), we have 12G = (
⋃k
m=1 G∗m) ∪ Gk+1. Furthermore,
1
2
G + 2πZd =
(
k⋃(
G∗m + 2πZd
))∪ (Gk+1 + 2πZd).m=1
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G∗m ∩
(
Gm+1 + 2π2−mν
) ∅ (ν ∈ Zd).
Letting ν = 2mμ (μ ∈ Zd), we get G∗m ∩ (Gm+1 + 2πμ)  ∅ (μ ∈ Zd). Again by Gn ⊂ Gm+1 (m < n),(
G∗m + 2πZd
)∩ (Gn + 2πZd) ∅ (m < n). (2.1)
From this and E∗n ⊂ En, we get (b). 
Lemma 2.3. Under the conditions of Lemma 2.2, we have
(a) (E∗m \ G∗m) ∩ G  ∅ (m 0), (b) G ∩ (Gk + 2πν)  ∅ (ν = 0).
Hereafter ν ∈ Zd \ {0} is written simply as ν = 0.
Proof. For m 0, by Lemma 2.2(b) and Gn ⊂ En, G∗n ⊂ E∗n , we conclude that
(E∗m \ G∗m) ∩ G∗n  ∅ (n,m 0), (E∗m \ G∗m) ∩ Gn  ∅ (0m < n).
So
(E∗m \ G∗m) ∩
((
l−1⋃
n=0
G∗n
)
∪ Gl
)
 ∅ (0m < l).
Similar to the argument of Lemma 2.2(a), we have (⋃l−1n=0 G∗n) ∪ Gl = G. So we get (a).
By G ⊂ [−2kπ,2kπ]d , we see that Gk ⊂ [−π,π]d . So we obtain that Gk ∩ (Gk + 2πν)  ∅ (ν = 0). On the other
hand, by (2.1), we have G∗m ∩ (Gk + 2πν)  ∅ (m < k, ν ∈ Zd). Hence we have((
k−1⋃
m=0
G∗m
)
∪ Gk
)
∩ (Gk + 2πν)  ∅ (ν = 0).
So we get (b). 
Next we discuss the decomposition of each G∗m (m 0).
Definition 2.4. For arbitrarily finitely many distinct points ν0, ν1, . . . , νr (0 ∈ {νl}r0 ⊂ Zd), define a point set Fmν0,...,νr
as follows
Fmν0,...,νr :=
{
ω ∈ G∗m: ω + πν ∈ G∗m
(
ν ∈ {νl}r0
)
and ω + πν /∈ G∗m
(
ν ∈ Zd \ {νl}r0
)}
.
Let ω ∈ G∗m. Since G is bounded and G∗m ⊂ G, there only exist finitely many ν ∈ Zd such that ω+πν ∈ G∗m, so ω
lies in some Fmν0,...,νr . Finally, we have
G∗m =
∞⋃
r=0
⋃
0∈{νj }r0⊂Zd
Fmν0,...,νr (2.2)
and the right-hand side in (2.2) is a disjoint union.
Below we indicate that the union in (2.2) consists of finitely many nonempty point sets. Let
Pm := {Fmν0,...,νr : 0 ∈ {νl}r0 ⊂ Zd, r  0 and Fmν0,...,νr = ∅}. (2.3)
Note that G ⊂ [−2kπ,2kπ]d . If some νl in ν0, . . . , νr (0 ∈ {νl}r0 ⊂ Zd) satisfies |νl | > 2k+1
√
d , then for any ω ∈ G,
we have ω+πνl /∈ G. Again by G∗m ⊂ G, for any ω ∈ G∗m, we have ω+πνl /∈ G∗m. So, by Definition 2.4, Fmν0,...,νr = ∅.
Finally, we see that Pm consists of finitely many point sets.
Lemma 2.5. Let Fmν ,...,ν ∈ Pm. Then Fmν ,...,ν + πνs ∈ Pm (s = 0, . . . , r) and they are mutually disjoint.0 r 0 r
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αl,s = νl − νs (l = 0, . . . , r).
Then αs,s = 0. So 0 ∈ {αl,s}r0 ⊂ Zd . By Definition 2.4, ω − πνs ∈ Fmν0,...,νr is equivalent to
ω ∈ G∗m, ω + πν ∈ G∗m
(
ν ∈ {αl,s}rl=0
)
and ω + πν /∈ G∗m
(
ν ∈ Zd \ {αl,s}rl=0
)
, (2.4)
and (2.4) is equivalent to ω ∈ Fmα0,s ,...,αr,s . So
Fmν0,...,νr + πνs = Fmα0,s ,...,αr,s ∈ Pm. (2.5)
Let s1 = s2. Then νs1 = νs2 and αl,s1 = αl,s2 (l = 0, . . . , r). So, by (2.5), we have(
Fmν0,...,νr + πνs1
)∩ (Fmν0,...,νr + πνs2)= ∅. 
Lemma 2.6. There exist finitely many point sets Amj := Fmν(j)0 ,...,ν(j)rj
(j = 1, . . . , λ) in Pm such that the decomposition
G∗m =
⋃λ
j=1
⋃rj
l=0(A
m
j + πν(j)l ) holds and this is a disjoint union.
Proof. Take a point set Am1 = Fmν(1)0 ,...,ν(1)r1
∈ Pm. By Lemma 2.5, the point sets Am1 + πν(1)l ∈ Pm (l = 0, . . . , r1) and
they are mutually disjoint. Denote
Sm1 :=
{
Am1 + πν(1)l (l = 0, . . . , r1)
}
. (2.6)
Let Pm1 := Pm \ Sm1 . Take a point set Am2 = Fmν(2)0 ,...,ν(2)r2
∈ Pm1 . We can prove that
Am2 + πν(2)l /∈ Sm1 (l = 0, . . . , r2). (2.7)
If it is not true, then there exist l and n (0 l  r2, 0 n r1) such that
Am2 + πν(2)l = Am1 + πν(1)n . (2.8)
By Am2 ⊂ G∗m, we see that
Am1 + π
(
ν(1)n − ν(2)l
)⊂ G∗m. (2.9)
Since Am1 := Fmν(1)0 ,...,ν(1)rj , by Definition 2.4, we know that there is s (0 s  r1) such that ν
(1)
n − ν(2)l = ν(1)s . Again by
(2.8) and (2.6), we get
Am2 = Am1 + πν(1)s ∈ Sm1 .
This is contrary to Am2 ∈ Pm1 = Pm \ Sm1 . So (2.7) holds. Denote Sm2 = {Am2 + πν(2)l (l = 0, . . . , r2)}.
Since Pm consists of finitely many point sets, repeating the above process, we finally can choose finitely many
point sets {Amj }λ1 ⊂ Pm (λ is some natural number) such that
Pm =
λ⋃
j=1
Smj , where S
m
j =
{
Amj + πν(j)l (l = 0, . . . , rj )
}
. (2.10)
Namely, Pm = {Amj + πν(j)l , l = 0, . . . , rj ; j = 1, . . . , λ}. By (2.2) and (2.3), we get the desired result. 
We need also the following lemma.
Lemma 2.7. Let ϕ ∈ L2(Rd) and a closed set G satisfy the following:
supp ϕˆ = G, (2.11)
ϕˆ(2ω) = H(ω)ϕˆ(ω) a.e. ω ∈ Rd (H ∈ L∞(T d)), (2.12)∑
ν
∣∣ϕˆ(ω + 2πν)∣∣2 = 1 a.e. ω ∈ Rd (2.13)
and
⋃
2mG  Rd . Then ϕ is a scaling function.m
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Vm := span
{
ϕ
(
2mt − n), n ∈ Zd} (m ∈ Z).
By (2.12), Vm ⊂ Vm+1. Again by (2.11) and ⋃m 2mG  Rd , we get⋃
m
⋃
f∈Vm
supp fˆ =
⋃
m
supp ϕˆ
(
2−m·)=⋃
m
2mG = Rd.
Applying a known result [4, p. 67], we obtain that ⋃m Vm = L2(Rd). Again by (2.13), we conclude that ϕ is a scaling
function. 
Proof of Theorem 2.1. Sufficiency. Suppose that (i)–(iii) and (vi) hold.
Since G is bounded, we can choose a k ∈ Z+ such that G ⊂ [−2kπ,2kπ]d . By Lemma 2.7, it is enough that we
directly construct ϕ ∈ L2(Rd) and H ∈ L∞(T d) satisfying (2.11)–(2.13). This process of construction is split into the
following five steps:
Step 1. Define ϕˆ(ω) = 0 (ω /∈ G).
Step 2. Define ϕˆ(ω) = 1 (ω ∈ Gk). For ω ∈ Gk , by Lemma 2.3(b), we see that ω + 2πν /∈ G (ν = 0). So
ϕˆ(ω) =
{
0, ω ∈ Gk + 2πν (ν = 0),
1, ω ∈ Gk. (2.14)
Hence ϕˆ(ω) has been defined on Ek and
∑
ν |ϕˆ(ω + 2πν)|2 = |ϕˆ(ω)|2 = 1 (ω ∈ Gk), i.e., (2.13) holds for ω ∈ Gk .
Define H(ω) = 1 (ω ∈ Ek+1). If ω ∈ Gk+1, then 2ω ∈ Gk . By Gk+1 ⊂ Gk and (2.14), ϕˆ(2ω) = ϕˆ(ω) = 1. Hence
(2.12) holds for ω ∈ Gk+1. If ω ∈ Gk+1 +2πν (ν = 0), then 2ω ∈ Gk +4πν (ν = 0), so, by (2.14), ϕˆ(2ω) = ϕˆ(ω) = 0,
clearly, (2.12) holds for ω ∈ Gk+1 + 2πν(ν = 0). Therefore, (2.12) holds for ω ∈ Ek+1.
Step 3. Let P(n) be the following proposition:
Proposition. For each n (0 n k), we can define a function ϕˆ(ω) on G∗n and a function H(ω) with period 2π on
2π -periodic point set E∗n+1 such that (2.13) holds on G∗n and (2.12) holds on E∗n+1, and
0 < Cn  ϕˆ(ω)Dn < ∞ for ω ∈ G∗n; 0 < C˜n H(ω) D˜n < ∞ for ω ∈ E∗n+1,
where Cn, Dn, C˜n and D˜n are constants.
By Lemma 2.3(a) and ϕˆ(ω) = 0 (ω /∈ G), we know that for ω ∈ E∗n \ G∗n, ϕˆ(ω) = 0. Hence if we define ϕˆ(ω) on
G∗n, then we have defined ϕˆ(ω) on E∗n .
Since G∗k ⊂ Gk and E∗k+1 ⊂ Ek+1, by Step 2, we see that Proposition P(k) is true and
Ck = Dk = C˜k = D˜k = 1.
Now suppose that 0 < m k and that P(m) is true, we will prove that P(m − 1) is true.
First we define H(ω) on G∗m. By Lemma 2.6, we only need to define H(ω) on each Amj + πν(j)l .
Since P(m) is true, ϕˆ(ω) has been defined on G∗m and Cm  ϕˆ(ω)Dm. Again by Lemma 2.6, we know that for
ω ∈ Amj , l = 0, . . . , rj , the values of ϕˆ(ω + πν(j)l ) have been defined and Cm  ϕˆ(ω + πν(j)l )Dm. Write
ν
(j)
l = 2u(j)l + α(j)l , where u(j)l ∈ Zd and α(j)l ∈ {0,1}d . (2.15)
We can define the functions H(ω + πα(j)l ) (ω ∈ Amj ) such that for ω ∈ Amj ,
rj∑
l=0
b
(j)
l (ω)
∣∣H (ω + πα(j)l )∣∣2 = 1, where b(j)l (ω) = ∣∣ϕˆ(ω + πν(j)l )∣∣2 (2.16)
and
0 < C˜(j) H
(
ω + πα(j)) D˜(j) < ∞ (l = 0, . . . , rj ), where C˜(j) , D˜(j) are constants. (2.17)m−1 l m−1 m−1 m−1
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Again define
H
(
ω + πν(j)l
)= H (ω + πα(j)l ) (ω ∈ Amj ), l = 0, . . . , rj . (2.18)
By Lemma 2.6, H(ω) has been defined on G∗m and
C˜m−1 H(ω) D˜m−1 (ω ∈ G∗m), where C˜m−1 = min1jλ
{
C˜
(j)
m−1
}
, D˜m−1 = max
1jλ
{
D˜
(j)
m−1
}
,
where λ is stated in Lemma 2.6.
Below we will prove that if ω ∈ G∗m and ω + 2πν˜ ∈ G∗m for some ν˜ ∈ Zd , then H(ω + 2πν˜) = H(ω).
By ω ∈ G∗m and Lemma 2.6, we know that there exist j and n such that
ω = ω0 + πν(j)n , where ω0 ∈ Amj . (2.19)
Since ω+ 2πν˜ = ω0 +π(2ν˜ + ν(j)n ) and ω+ 2πν˜ ∈ G∗m, we have ω0 +π(2ν˜ + ν(j)n ) ∈ G∗m. Again since ω0 ∈ Amj , by
Definition 2.4, we know that there is some s (0 s  rj ) such that
2ν˜ + ν(j)n = ν(j)s . (2.20)
Again by (2.18)–(2.20), we get
H(ω) = H (ω0 + πν(j)n )= H (ω0 + πα(j)n ),
H(ω + 2πν˜) = H (ω0 + π(2ν˜ + ν(j)n ))= H (ω0 + πν(j)s )= H (ω0 + πα(j)s ).
But by (2.15) and (2.20),
ν
(j)
s = 2
(
ν˜ + u(j)n
)+ α(j)n (ν˜ + u(j)n ∈ Zd, α(j)n ∈ {0,1}d),
ν
(j)
s = 2u(j)s + α(j)s
(
u
(j)
s ∈ Zd, α(j)s ∈ {0,1}d
)
.
By uniqueness of decomposition in (2.15), we have α(j)n = α(j)s . From this, we have H(ω) = H(ω + 2πν˜).
Define H(ω + 2πν) = H(ω), ω ∈ G∗m (ν ∈ Zd). So H(ω) is well defined on E∗m and H(ω) is a function with
2π -period on 2π -periodic point set E∗m and C˜m−1 H(ω) D˜m−1 (ω ∈ E∗m).
Now we define ϕˆ(ω) on G∗m−1. Since P(m) is true, Cm  ϕˆ(ω)Dm on G∗m. Let
ϕˆ(2ω) = H(ω)ϕˆ(ω) (ω ∈ G∗m). (2.21)
Then the function ϕˆ(ω) is defined on G∗m−1 (G∗m−1 = 2G∗m) and
Cm−1  ϕˆ(ω)Dm−1 on G∗m−1, where Cm−1 = CmC˜m−1, Dm−1 = DmD˜m−1.
By Step 1 and Lemma 2.3(a), we get ϕˆ(ω) = 0 (ω ∈ E∗m−1 \ G∗m−1). So the function ϕˆ(ω) has defined on E∗m−1.
We prove that (2.12) holds on E∗m. Let ω ∈ E∗m. If ω ∈ G∗m, then by (2.21), we know that (2.12) holds. If ω /∈ G∗m,
then ω ∈ E∗m \ G∗m, by Lemma 2.3(a), ω /∈ G. By G ⊂ 2G, we have 2ω /∈ G, so ϕˆ(2ω) = ϕˆ(ω) = 0, (2.12) also holds.
Finally we prove that (2.13) holds on G∗m−1.
Let ω ∈ Amj = Fmν(j)0 ,...,ν(j)rj
. By Definition 2.4, we have
ω ∈ G∗m, ω + πν ∈ G∗m
(
ν ∈ {ν(j)l }rj0 ), ω + πν /∈ G∗m (ν /∈ {ν(j)l }rj0 ). (2.22)
Again by 2G∗m = G∗m−1, we obtain that 2ω ∈ G∗m−1, so
2ω + 2πν ∈ E∗m−1
(
ν ∈ Zd).
On the other hand, by the third formula in (2.22), we get
2ω + 2πν /∈ G∗ (ν /∈ {ν(j)}rj ).m−1 l 0
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rj
0 ). By Lemma 2.3(a), we see that 2ω + 2πν /∈ G (ν /∈ {νl}
rj
0 ), so ϕˆ(2ω +
2πν) = 0 (ν /∈ {ν(j)l }
rj
0 ). Furthermore
∑
ν
∣∣ϕˆ(2ω + 2πν)∣∣2 = rj∑
l=0
∣∣ϕˆ(2ω + 2πν(j)l )∣∣2. (2.23)
Noticing that the second formula in (2.22), we conclude by (2.21) and (2.18) that
ϕˆ
(
2ω + 2πν(j)l
)= H (ω + πν(j)l )ϕˆ(ω + πν(j)l )= H (ω + πα(j)l )ϕˆ(ω + πν(j)l ).
From this and (2.23), (2.16), we obtain that for ω ∈ Amj ,∑
ν
∣∣ϕˆ(2ω + 2πν)∣∣2 = 1. (2.24)
Again by the periodicity of the sum
∑
ν |ϕˆ(2ω + 2πν)|2, (2.24) also holds for ω ∈ Amj + πν(j)l . So, by Lemma 2.6,
(2.24) holds for ω ∈ G∗m. Noticing that 2G∗m = G∗m−1, we know that (2.13) holds on G∗m−1. So P(m − 1) is true.
We have shown that P(m) implies P(m − 1). Hence Proposition P(n) is true for 0 n k.
Step 4. By Proposition P(n) (0 n k) and Steps 1 and 2, using Lemma 2.2, we see that ϕˆ(ω) has been defined
on Rd and the function H(ω) with period 2π has been defined on 2π -periodic point set 12G+ 2πZd and (2.13) holds
on G and (2.12) holds on 12G + 2πZd .
By Proposition P(n) and Step 2, we have Cn  ϕˆ(ω)  Dn on G∗n (n = 0, . . . , k − 1) and ϕˆ(ω) = 1 on Gk . By
Lemma 2.2(a), we see that ϕˆ(ω) is bounded on G and ϕˆ(ω) > 0 on G. Again since G is a bounded closed set and
ϕˆ(ω) = 0 (ω /∈ G), we know that ϕˆ(ω) ∈ L2(Rd) and supp ϕˆ(ω) = G, i.e., (2.11) holds. Similarly, we know that H(ω)
is bounded on 12G+ 2πZd .
Step 5. Define H(ω) = 0 (ω ∈ G∗0 + 2πZd). By (iii) and (vi), we have(
G∗0 + 2πZd
)∪(1
2
G+ 2πZd
)
= G+ 2πZd  Rd, (G∗0 + 2πZd)∩
(
1
2
G+ 2πZd
)
 ∅. (2.25)
From this, we know that H has been well defined on Rd and H ∈ L∞(T d).
Below we prove that both (2.12) and (2.13) hold on Rd .
From Step 4, we have known that (2.12) holds on 12G+ 2πZd . For ω ∈ G∗0 + 2πZd , we have 2ω ∈ 2G∗0 + 4πZd .
By the second formula in (2.25), we have (2G∗0 + 4πZd) ∩ G  ∅. Hence ϕˆ(2ω) = 0. Again by H(ω) = 0 (ω ∈
G∗0 + 2πZd), we know that (2.12) holds also on G∗0 + 2πZd . Therefore by the first formula in (2.25), we conclude
that (2.12) holds for ω ∈ Rd .
From Step 4, we have known that (2.13) holds on G. Since the sum ∑ν |ϕˆ(ω + 2πν)|2 is a 2π -periodic function,
we easily conclude by (iii) that (2.13) holds on Rd .
Up to now, we have constructed ϕ ∈ L2(Rd) and H ∈ L∞(T d) satisfying (2.11)–(2.13). Sufficiency is proved.
Necessity. Suppose that ϕ is a scaling function with supp ϕˆ = G. We have known that (i)–(iii) hold (see Re-
mark 1.4). For a.e. ω ∈ G \ 12G, we see that 2ω ∈ 2G \ G, so ϕˆ(2ω) = 0, ϕˆ(ω) = 0. Again by the refined equation
ϕˆ(2ω) = H(ω)ϕˆ(ω) (H ∈ L2(T d)), we get
H(ω) = 0 for a.e. ω ∈ G \ 1
2
G. (2.26)
For a.e. ω ∈ 12G, by 2ω ∈ G and (i), we have ϕˆ(2ω) = 0, ϕˆ(ω) = 0. Again by ϕˆ(2ω) = H(ω)ϕˆ(ω), we know that
H(ω) = 0 a.e. ω ∈ 12G. Since H(ω) is a periodic function with period 2π ,
H(ω) = 0 for a.e. ω ∈ 1
2
G+ 2πν (ν ∈ Zd). (2.27)
Combining (2.26) with (2.27), we have (G\ 12G)∩ ( 12G+2πν)  ∅ (ν ∈ Zd), i.e., (vi) holds. Necessity is proved. 
Remark 2.8. Here we construct the functions H(ω + πα(j)) (ω ∈ Am) such that (2.16) and (2.17) hold.l j
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Nj(β) =
{
l ∈ {0, . . . , rj }; α(j)l = β
} (
β ∈ {0,1}d).
Denote the set of β satisfying Nj(β) = ∅ by {βτ }hj1 . It is clear that
{0, . . . , rj } =
hj⋃
τ=1
Nj(βτ ), α
(j)
l = βτ
(
l ∈ Nj(βτ )
)
.
Let Qj,τ (ω) =∑l∈Nj (βτ ) b(j)l (ω), where b(j)l (ω) = |ϕˆ(ω + πν(j)l )|2. In view of
Cm  ϕˆ
(
ω + πν(j)l
)
Dm
(
ω ∈ Amj
)
, Nj (β) ⊂ {0, . . . , rj },
we obtain that
C2m Qj,τ (ω) (rj + 1)D2m
(
ω ∈ Amj
)
.
For ω ∈ Amj , define
H(ω + πβτ ) = 1√
hjQj,τ (ω)
(τ = 1, . . . , hj ).
By α(j)l = βτ (l ∈ Nj(βτ )), we have
H
(
ω + πα(j)l
)= H(ω + πβτ ) = 1√
hjQj,τ (ω)
(
ω ∈ Amj
)
, l ∈ Nj(βτ ).
In view of {0, . . . , rj } =⋃hjτ=1 Nj(βτ ), for ω ∈ Amj , we have
1√
(rj + 1)hjDm
H
(
ω + πα(j)l
)
 1
Cm
and
rj∑
l=0
b
(j)
l
∣∣H (ω + πα(j)l )∣∣2 =
hj∑
τ=1
( ∑
l∈Nj (βτ )
b
(j)
l (ω)
)∣∣H(ω + πβτ )∣∣2 =
hj∑
τ=1
Qj,τ (ω)
∣∣H(ω + πβτ )∣∣2 = 1.
Namely, (2.16) and (2.17) are valid.
Remark 2.9. In the proof of sufficiency in Theorem 2.1, we present a general “approach” to the construction of the
scaling function ϕ with supp ϕˆ = G.
There is no function available which is a band-limited scaling function but is not a W-type scaling function, below
we present such an example.
Example 2.10. Let G ⊂ R2 and
G = E˜1 ∪ E˜2 ∪ E˜3, where E˜1 = [−π,π]2, E˜2 =
[
3
2
π,
7
4
π
]
×
[
−1
8
π,
1
8
π
]
, E˜3 = 2E˜2.
It is easy to check directly that G satisfies the following formulas:
G ⊂ 2G,
⋃
m
2mG = R2, G+ 2πZ2 = R2 and
(
G
∖1
2
G
)
∩
(
1
2
G + 2πZ2
)
 ∅.
By Theorem 2.1, there is a scaling function ϕ ∈ L2(R2) with supp ϕˆ = G. However, since 12G ∩ ( 12G + 2πe1) =
E˜2  ∅ (e1 = (1,0)), by Walter’s theorem, ϕ is not a W-type scaling function.
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By G ⊂ [−4π,4π]2, we can choose k = 2. We decompose G into three disjoint point sets:
G = G∗0 ∪ G∗1 ∪ G2,
where G∗0 = G \ 12G = ((E˜1 \ 12 E˜1) \ 12 E˜2) ∪ 2E˜2 and G∗1 = 12G∗0 and G2 = 14G.
Let G∗2 = 14G∗0. We again decompose G∗1 and G∗2. By Definition 2.4, it is easy to check that
F 10,−2e1 = E˜2, F 10,2e1 = E˜2 − 2πe1, F 10 = G∗1 \ B,
F 20,−e1 =
1
2
E˜2, F
2
0,e1 =
1
2
E˜2 − πe1, F 20 = G∗2 \
1
2
B, (2.28)
where B = E˜2 ∪ (E˜2 − 2πe1) and B ⊂ G∗1. From this, we get
G∗1 = F 10,−2e1 ∪
(
F 10,−2e1 − 2πe1
)∪ F 10 , G∗2 = F 20,−e1 ∪ (F 20,−e1 − πe1)∪ F 20 . (2.29)
Let
ϕˆ(ω) = 0 (ω /∈ G), ϕˆ(ω) = 1 (ω ∈ G2). (2.30)
Now we define ϕˆ(ω) on G∗1. According to the method given in Theorem 2.1, based on the decomposition of G∗2 in
(2.29), we first define H(ω) on G∗2 as follows.
Let ω ∈ F 20,−e1 . By (2.29) and G∗2 ⊂ G2, we see that ω ∈ G2 and ω − πe1 ∈ G2. From this and (2.30), we have
ϕˆ(ω) = ϕˆ(ω − πe1) = 1. We choose H(ω) = H(ω − πe1) = 1√2 (ω ∈ F 20,−e1), so∣∣ϕˆ(ω)∣∣2∣∣H(ω)∣∣2 + ∣∣ϕˆ(ω − πe1)∣∣2∣∣H(ω − πe1)∣∣2 = 1 (ω ∈ F 20,−e1).
Let ω ∈ F 20 . Since F 20 ⊂ G∗2 ⊂ G2, by (2.30), ϕˆ(ω) = 1. We choose H(ω) = 1 (ω ∈ F 20 ), so∣∣ϕˆ(ω)∣∣2∣∣H(ω)∣∣2 = 1 (ω ∈ F 20 ).
By (2.28), we see that F 20,−e1 ∪ (F 20,−e1 − πe1) = 12B and F 20 = G∗2 \ 12B . Hence we have
H(ω) =
{
1, ω ∈ G∗2 \ 12B,
1√
2
, ω ∈ 12B.
(2.31)
Let ϕˆ(2ω) = H(ω)ϕˆ(ω) (ω ∈ G∗2).
By (2.30) and G∗2 ⊂ G2, we have ϕˆ(ω) = 1 (ω ∈ G∗2). So ϕˆ(2ω) = H(ω) (ω ∈ G∗2). Again by (2.31) and G∗1 = 2G∗2,
we get
ϕˆ(ω) =
{
1, ω ∈ G∗1 \ B,
1√
2
, ω ∈ B. (2.32)
Similar to the above process, based on the decomposition of G∗1 in (2.29) and G∗0 = 2G∗1, we can define ϕˆ(ω) on
G∗0 as follows
ϕˆ(ω) =
{
1, ω ∈ G∗0 \ 2B,
1√
2
, ω ∈ 2B. (2.33)
Since (G∗0 \ 2B) ∪ (G∗1 \ B) ∪ G2 = G \ (B ∪ 2B), combining (2.30), (2.32) with (2.33), we have constructed the
scaling function ϕ with supp ϕˆ = G as follows
ϕˆ(ω) =
⎧⎪⎨
⎪⎩
1, ω ∈ G \ (B ∪ 2B),
1√
2
, ω ∈ B ∪ 2B,
0, ω /∈ G,
where B = E˜2 ∪ (E˜2 − 2πe1), e1 = (1,0).
Below we discuss further the necessary conditions for G to be the support of the Fourier transform of the scaling
function. These necessary conditions will be used in Sections 3 and 4.
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(a) 0 ∈ G, (b) G + 2πZd = Rd, (c)
(
Go
∖1
2
G
)
∩
(
1
2
Go + 2πZd
)
= ∅ if |∂G| = 0,
where Go is the interior of G and ∂G is the boundary of G.
Proof. Since ϕ be a scaling function with supp ϕˆ = G, by Theorem 2.1, (i)–(iii) and (vi) hold.
If (a) is not true, then 0 /∈ G. Since G is a closed set, there must be a point ω0 ∈ G such that ρ(0,ω0) = ρ(0,G)
and ω0 = 0, where ρ is the distance. Hence ω02 /∈ G. On the other hand, by (i) and ω0 ∈ G we see that ω02 ∈ 12G ⊂ G.
This is a contradiction. So we get (a).
If a point p /∈ G + 2πZd , then by (iii), we see that p is a limit point of G + 2πZd . Since G is bounded, for
any ball D¯(p, δ) with center p, there exists an integer k > 0 such that (G + 2πν) ∩ D¯(p, δ) = ∅ (‖ν‖ > k), where
‖ν‖ =
√
ν21 + · · · + ν2d (ν = (ν1, . . . , νd)). So p is a limit point of Hk :=
⋃
‖ν‖k(G + 2πν). Since Hk is an union of
finitely many closed sets, Hk is a closed set, further p ∈ Hk . So there exists ν0 (‖ν0‖ k) such that p ∈ G + 2πν0.
This is contrary to p /∈ G+ 2πZd . So we get (b).
By (vi) and |∂G| = 0, we have(
Go
∖1
2
G
)
∩
(
1
2
Go + 2πν
)
 ∅ (ν ∈ Zd),
also, (Go \ 12G) ∩ ( 12Go + 2πν) = ∅ (ν ∈ Zd) since (Go \ 12G) ∩ ( 12Go + 2πν) is an open set. So we get (c). 
3. W-type scaling functions and convex supports
3.1. W-type scaling functions
We give a characterization of the supports of Fourier transforms of W-type scaling functions as follows.
Theorem 3.1. Let G be a bounded closed set in Rd . Then there exists a W-type scaling function ϕ with supp ϕˆ = G if
and only if
(i) G ⊂ 2G, (ii)
⋃
m
2mG  Rd, (iii) G+ 2πZd  Rd and
(vii) G ∩
(
1
2
G + 2πν
)
 ∅ (ν ∈ Zd \ {0})
hold.
In order to prove Theorem 3.1, we need the following lemma.
Lemma 3.2. Let G be a bounded closed set and ϕ be a scaling function with supp ϕˆ = G. If (vii) holds, then ϕ is a
W-type scaling function.
Proof. For a.e. ω ∈ G, by (vii), we get ω2 + 2πν /∈ G (ν = 0). From this and supp ϕˆ = G, it follows that
ϕˆ
(
ω
2
+ 2πν
)
= 0, a.e. ω ∈ G (ν = 0).
Again since ϕ is a scaling function, we have∣∣∣∣ϕˆ
(
ω
2
)∣∣∣∣
2
+
∑
ν =0
∣∣∣∣ϕˆ
(
ω
2
+ 2πν
)∣∣∣∣
2
=
∑
ν
∣∣∣∣ϕˆ
(
ω
2
+ 2πν
)∣∣∣∣
2
= 1 (a.e. ω ∈ Rd).
This implies that∣∣∣∣ϕˆ
(
ω
)∣∣∣∣= 1 a.e. ω ∈ G. (3.1)2
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g(ω) := Arg ϕˆ(ω). (3.2)
For any α ∈ Rd , let
mα
(
ω
2
)
:=
∑
ν
ϕˆ(ω + 4πν)e−iα·(ω+4πν)e−ig( ω2 +2πν) (ω ∈ Rd).
Since ϕ is band-limited, the above sum has only finitely many nonzero terms and so mα ∈ L2(T d). From the above
formula, we get
ϕˆ
(
ω
2
)
mα
(
ω
2
)
=
∑
ν
ϕˆ(ω + 4πν)ϕˆ
(
ω
2
)
e−iα·(ω+4πν)e−ig(
ω
2 +2πν) (ω ∈ Rd). (3.3)
By (vii), we get 2G ∩ (G + 4πν)  ∅ (ν = 0) which is equivalent to (2G + 4πν) ∩ G  ∅ (ν = 0). So for a.e.
ω ∈ 2G, we see that ω + 4πν /∈ G (ν = 0). By supp ϕˆ = G, we have ϕˆ(ω + 4πν) = 0 (a.e. ω ∈ 2G). For a.e. ω /∈ 2G,
we have ϕˆ
(
ω
2
)= 0. Therefore,
ϕˆ(ω + 4πν)ϕˆ
(
ω
2
)
= 0 a.e. ω ∈ Rd (ν = 0).
From this and (3.2) and (3.3), it follows that
ϕˆ
(
ω
2
)
mα
(
ω
2
)
= ϕˆ(ω)ϕˆ
(
ω
2
)
e−iα·ωe−ig(
ω
2 ) = ϕˆ(ω)
∣∣∣∣ϕˆ
(
ω
2
)∣∣∣∣e−iα·ω a.e. ω ∈ Rd. (3.4)
Combining this with (3.1),
ϕˆ
(
ω
2
)
mα
(
ω
2
)
= ϕˆ(ω)e−iα·ω for a.e. ω ∈ G.
Noticing that ϕˆ(ω) = 0 for a.e. ω /∈ G, we obtain by (3.4) that ϕˆ(ω2 )mα(ω2 )= 0 = ϕˆ(ω)e−iα·ω for a.e. ω /∈ G. So
ϕˆ
(
ω
2
)
mα
(
ω
2
)
= ϕˆ(ω)e−iα·ω for a.e. ω ∈ Rd.
Namely, ϕˆ
(
ω
2
)
mα
(
ω
2
) = (ϕ(· − α))(ω), so ϕ(t − α) ∈ V1. Since α is arbitrary, from this we can conclude that for
any f ∈ V0 and α ∈ Rd , we have f (t − α) ∈ V1. By Definition 1.3, ϕ is a W-type scaling function. 
Proof of Theorem 3.1. If ϕ is a W-type scaling function, then by Walter’s theorem, (i)–(iii) and (v) hold. Again
since a W-type scaling function must be a scaling function, by Theorem 2.1, we get (vi). Combining (v) with (vi), we
get (vii).
Conversely, suppose that G is a bounded closed set and (i)–(iii) and (vii) hold. Since (vii) implies (vi), by Theo-
rem 2.1, we know that there exists a scaling function ϕ with supp ϕˆ = G. Again by (vii) and Lemma 3.2, ϕ is a W-type
scaling function. 
3.2. Convex supports
Here we discuss the case that the supports of Fourier transforms of scaling functions are convex sets.
Theorem 3.3. Let ϕ be a scaling function with supp ϕˆ = G. If G is a convex set, then
(a) 0 ∈ Go (0 is an interior point of G),
(b) ϕ is a W-type scaling function.
Proof. Since ϕ is a band-limited scaling function with supp ϕˆ = G, by Theorem 2.1, (i)–(iii) and (vi) hold.
By (ii), we can take a point ω1 lying in the first quadrant: {ω = (ω1, . . . ,ωd): ωi > 0 (i = 1, . . . , d)} of Rd such
that ω1 ∈⋃ 2mG, further there exists m1 ∈ Z such that ω1 ∈ 2m1G. Denote b(1) := 2−m1ω1. So the point b(1) ∈ Gm
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Rd , respectively. Let Q be the polyhedron with the 2d vertexes {b(l)}2dl=1. Then 0 ∈ Qo. Since G is a convex set and
{b(l)}2dl=1 ∈ G, we see that Q ⊂ G. So 0 ∈ Go. We get (a).
By |∂G| = 0 and Theorem 2.11(c), we have(
Go
∖1
2
G
)
∩
(
1
2
Go + 2πν
)
= ∅, ν ∈ Zd. (3.5)
For any ω∗ ∈ 12Go and any ν∗ ∈ Zd \ {0}, take the straight line through ω∗
L: ω = ω(λ) = ω∗ + 2πν∗λ (−∞ < λ < ∞). (3.6)
By 12G ⊂ G, we have ω∗ ∈ Go. Again since G is a bounded convex set, we see that the straight line L intersects
∂G at two points ω1 := ω(λ1) and ω4 := ω(λ4) (λ1 < λ4) and the straight line L intersects ∂( 12G) at two points
ω2 := ω(λ2) and ω3 := ω(λ3) (λ2 < λ3). Since G is convex and 0 ∈ Go, we have ∂G ∩ ∂( 12G) = ∅, 0 ∈ 12Go. So
λ1 < λ2 and λ3 < λ4. Again by ω∗ = ω(0), we see that
λ1 < λ2 < 0 < λ3 < λ4. (3.7)
By A(α,β) denote the open line segment connecting the points α and β except two end points. Since A(ω3,ω4) ⊂
Go \ 12G and A(ω2,ω3) ⊂ 12Go, by (3.5), we conclude that
A(ω3,ω4) ∩
(
A(ω2,ω3) + 2πν∗
)= ∅. (3.8)
From this, we can prove that
Go ∩ (A(ω2,ω3) + 2πν∗)= ∅. (3.9)
In fact, by (3.6) and ωi = ω(λi), we have ωi + 2πν∗ = ω∗ + 2πν∗(λi + 1) = ω(λi + 1) (i = 2,3). From this and
A(ω2,ω3) + 2πν∗ = A(ω2 + 2πν∗,ω3 + 2πν∗),
it follows by (3.8) that
A
(
ω(λ3),ω(λ4)
)∩ A(ω(λ2 + 1),ω(λ3 + 1))= ∅.
Again by (3.7), we see that this is equivalent to
λ2 + 1 λ4. (3.10)
Now if ζ = ω(λ˜) ∈ A(ω2,ω3) + 2πν∗, then λ2 + 1  λ˜  λ3 + 1. From this and (3.10), we have λ˜  λ4. Since
ω4 = ω(λ4) ∈ ∂G ∩ L, we see that ζ /∈ Go, i.e., (3.9) holds.
By (3.7), ω∗ ∈ A(ω2,ω3). From this and (3.9), it follows that ω∗ + 2πν∗ /∈ Go. Noticing that ω∗ is any point in
1
2G
o and ν∗ is any point in Zd \ {0}, we have
Go ∩
(
1
2
Go + 2πν
)
= ∅ (ν = 0).
Again by |∂G| = 0, we get (vii). Using Lemma 3.2, ϕ is a W-type scaling function. 
Let G be the support of the Fourier transform of a band-limited scaling function. By Theorem 2.11, we know that
0 ∈ G. Especially, if G is convex, by Theorem 3.3, we know that 0 ∈ Go. It is natural to ask whether there exists a
scaling function ϕ such that 0 ∈ ∂G. The answer is positive.
Example 3.4. Let G ⊂ R2 and
G = ([−π,π]2 \ E0)∪ (E − 2πe1),
where E = [0,π]2 \D(πe1,π) and e1 = (1,0). Let ϕˆ = XG. Then supp ϕˆ = G and it is easily check that (i)–(iii) and
(iv) hold. By Madych’s theorem, ϕ is an M-type scaling function for L2(R2). Here 0 ∈ ∂G.
If G is bounded convex and completely symmetric about the origin, we have
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about the origin, then
[−π,π]d ⊂ G ⊂
[
−4
3
π,
4
3
π
]d
. (3.11)
Proof. Let ek = (μ1, . . . ,μd), where μj = 0 (j = k) and μk = 1. Take a straight line through the origin
Lk: ω = λek (−∞ < λ < ∞), k = 1, . . . , d. (3.12)
By Theorem 3.3, 0 ∈ Go, so the line Lk intersects ∂G at two points ξk and ηk . Denote
ξk = xkek, ηk = ykek (xk, yk ∈ R). (3.13)
Without loss of generality, we assume yk > 0. Since G is completely symmetric about the origin, we have xk = −yk ,
ξk = −ηk , and
−ηk, ηk ∈ Lk ∩ ∂G, −12η
k,
1
2
ηk ∈ Lk ∩ ∂
(
1
2
G
)
. (3.14)
By Theorem 3.3(b), we know that ϕ is a W-type scaling function. Hence, by Theorem 3.1,
G ∩
(
1
2
G+ 2πν
)
 ∅ (ν = 0).
Similar to the argument of Theorem 2.11(c), we can conclude from |∂G| = 0 that
Go ∩
(
1
2
Go + 2πν
)
= ∅ (ν = 0).
For each k, from this and (3.14), we have
A
(−ηk, ηk)∩(1
2
A
(−ηk, ηk)+ 2πek
)
= ∅,
where A(α,β) is stated in Theorem 3.3. Again by (3.13), we get
A(−ykek, ykek) ∩ A
((
−1
2
yk + 2π
)
ek,
(
1
2
yk + 2π
)
ek
)
= ∅.
This implies − 12yk + 2π  yk . So we have
yk 
4
3
π. (3.15)
For any ζ = ∑dj=1 ζj ej ∈ G, take τ = ζkek −∑j =k ζj ej . Since G is completely symmetric about the origin,
τ ∈ G. Again since G is convex, 12 (ζ + τ) = ζkek ∈ G. By (3.12)–(3.14), we have
ζkek ∈ Lk ∩ G, −ykek, ykek ∈ Lk ∩ ∂G.
So −yk  ζk  yk . From this and (3.15), we have
−4
3
π  ζk 
4
3
π.
Since k is arbitrary, we have ζ ∈ [− 43π, 43π]d . Namely, G ⊂ [− 43π, 43π]d .
Below we prove [−π,π]d ⊂ G. Since G is convex, we know that if all vertexes of [−π,π]d lie in G, then
[−π,π]d ⊂ G. Hence it is enough to prove that all vertexes of [−π,π]d lie in G.
Suppose that there exists a vertex p of [−π,π]d such that p /∈ G. Since G is completely symmetric about the
origin, we know that all vertexes of [−π,π]d do not belong to G. It is clear that for any ν ∈ Zd , the point p + 2πν
either is still a vertex of [−π,π]d or lies outside [− 43π, 43π]d . If the first case occurs, since all vertexes do not belong
to G, we have p + 2πν /∈ G. If the second case occurs, by G ⊂ [− 4π, 4π]d , we have also p + 2πν /∈ G. Therefore,3 3
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Theorem 2.11(b), we have G+ 2πZd = Rd . This is a contradiction. So all vertexes of [−π,π]d lie in G. 
Since the support of the Fourier transform of Shannon’s scaling function is [−π,π] and the support of the Fourier
transform of Meyer’s scaling function is
[− 43π, 43π], (3.11) cannot be improved.
Conversely, if a closed set G satisfies (3.11), then [−π2 , π2 ]d ⊂ 12G ⊂ [− 23π, 23π]d , so (i) and (vii) hold. Again by
[−π,π]d ⊂ G, we have (ii) and (iii) hold. Applying Theorem 3.1, we have
Corollary 3.6. If a closed set G satisfies (3.11), then there is a W-type scaling function ϕ with supp ϕˆ = G.
4. Can the support of ϕˆ be a closed ball?
We know that the support of Meyer’s scaling function is a closed interval, which is a closed ball in the one-
dimensional case, however, for d > 1, we have
Theorem 4.1. The support of the Fourier transform of any scaling function of L2(Rd) cannot be a closed ball in Rd
(d > 1).
Proof. If it is not true, then there is a scaling function ϕ such that supp ϕˆ = D¯(a, r). By Theorem 2.11(b), we have⋃
ν∈Zd
(
D¯(a, r) + 2νπ)= Rd. (4.1)
From this, we can conclude that
r  π
√
d. (4.2)
If (4.2) is not true, then 2π > 2r√
d
. Hence there exists  > 0 such that
2π >
2(r + )√
d
. (4.3)
Let σ = (1, . . . ,1). Take the points
pν = a − π(2ν − σ)
(
ν ∈ Zd). (4.4)
Let ν = (η1, . . . , ηd) ∈ Zd . Since ηi is an integer, |2ηi − 1| 1, further, we have
|2ν − σ | =
(
d∑
i=1
(2ηi − 1)2
) 1
2

√
d
(
ν ∈ Zd).
Again by (4.3) and (4.4), we have |pν − a| > r + , and so D¯(pν, )∩ D¯(a, r) = ∅. Noticing that pν = p0 − 2πν, we
have D¯(p0, ) ∩ (D¯(a, r) + 2πν) = ∅ (ν ∈ Zd). Hence
D¯(p0, ) ∩
( ⋃
ν∈Zd
(
D¯(a, r) + 2πν)
)
= ∅,
this is contrary to (4.1). Hence (4.2) holds.
On the other hand, since supp ϕˆ = D¯(a, r) is convex, by Theorem 3.3(b), we know that ϕ is a W-type scaling
function. Again by Theorem 3.1, (vii) holds. So
D¯(a, r) ∩ D¯
(
a
2
+ 2πν, r
2
)
 ∅ (ν = 0).
From this, we can see that∣∣∣∣a − 2πν
∣∣∣∣ 3 r (ν = 0). (4.5)2 2
156 Z. Zhang / Appl. Comput. Harmon. Anal. 22 (2007) 141–156Let a = (a1, . . . , ad) and |ak| = max{|a1|, . . . , |ad |}. Denote ‖a‖ =
√
a21 + a22 + · · · + a2d . Then ‖a‖2  d|ak|2. Set
μ(ak) =
{
1, ak  0,
−1, ak < 0,
we have∥∥∥∥a2 − 2πμ(ak)ek
∥∥∥∥
2
=
∑
i =k
∣∣∣∣ai2
∣∣∣∣
2
+
(
ak
2
− 2πμ(ak)
)2
= 1
4
‖a‖2 − 2π |ak| + 4π2, (4.6)
where ek is stated in Theorem 3.5. From this and ‖a‖2  d|ak|2, we get∥∥∥∥a2 − 2πμ(ak)ek
∥∥∥∥
2
 g
(‖a‖), (4.7)
where
g(x) = 1
4
x2 − 2π√
d
x + 4π2. (4.8)
Since supp ϕˆ = D¯(a, r) is convex, by Theorem 3.3(a), the origin is an interior point of D¯(a, r), so ‖a‖ < r . From this
and (4.8), we have g(‖a‖)max{g(0), g(r)}. Again by (4.7) and (4.8), we get∥∥∥∥a2 − 2πμ(ak)ek
∥∥∥∥
2
max
{
4π2,
1
4
r2 − 2π√
d
r + 4π2
}
. (4.9)
Noticing that μ(ak)ek ∈ Zd \ {0}, by (4.5) and (4.9), we conclude that either r  43π or
r2 + π√
d
r  2π2. (4.10)
Since d > 1, it is clear that r  43π is contrary to (4.2). By (4.10) and d > 1, we have
r2 + π√
d
r < (π
√
d )2 + π√
d
· π√d,
this is equivalent to r < π
√
d . This is also contrary to (4.2).
Therefore, for d > 1, there does not exist any scaling function such that the support of its Fourier transform is a
closed ball in Rd . 
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