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We have reconstructed campus LAN of Aramaki at March, 2010 in Gunma University. The new
network has great new feature that can transport from desktop to network hub by 1Gbps because
of direct connection of optical ber. In this paper, we report the construction, administration and
future task of the new network.




チャである．全国の国立大学法人では平成 12 ～ 13
年度補正予算で Gigabit Ethernet が構築されてい
るものの，構築からの経年変化で学内 LAN が老朽
化していることが問題視されており [1]，平成 21 年
度学術情報基盤実態調査で， 86 ある国立大学法人





ワーク (Fiber to the desk ，以下「 FTTD ネット








2.1 これまでの学内 LAN の問題点
図 1に，旧来の学内 LAN と FTTD ネットワー
クを比較した図を示す．本学の学内 LAN (群馬大
学学術情報ネットワーク， Gunet) の歴史は 1989
年にさかのぼる． FTTD ネットワーク導入前まで
には各キャンパスごとにコアのルータそれぞれ 1





ワークの帯域はこの 10 年で 10Mbps から 1Gbps
と 100 倍になった．しかしながらインフラ側の






































り，「 A キャンパスでは○○ができるが，B キャン
パスではできない」．「 C キャンパスと D キャンパ




























































FTTD ネットワークの構築は平成 21 年 6 月か




























































図 4 FTTD ネットワークの概要: 各部屋ごとに
1Gbps を占有できる高速ネットワークを日本で初
めて実現した．
Alcatel-Lucent 社 OmniSwitch 9800 を計 3 台採
用した．既存コアはルーティングと旧来の LAN の













図 5 新規追加したコアスイッチ (下) と Radius
サーバ (上):670 個の SFP が実装されている．既
存コアとは 20G で接続されている．
3.2.3 ネットワーク層














FTTD ネットワークの構築により，学内 LAN を
可用性の高いインフラストラクチャとして再構築す
ることができたと言えるだろう．
3.3 MAC アドレスベース認証 VLAN の実現
FTTD ネットワークの利点はルーティングと
VLAN の割り当てを集中管理できることである．
加えて，OmniSwitch には 1 ポートで複数 VLAN
を割り当てることができるため， MAC アドレス
を認証に用い，かつ端末をその MAC アドレスに
応じた VLAN に所属させる MAC アドレスベー





サーバに登録された MAC アドレスと VLAN の
対応づけに基づいて認証成功したネットワーク機
器を VLAN にバインドする． Radius サーバには
FreeRADIUS[4] を使用しており，バックエンドに
は MySQL を動作させている．










テムを開発した (図 7) ．アドレスとサブネットの
登録が完了すれば，MySQL のレプリケーション機
能により，Radius サーバの MySQL データベース
に登録情報が伝搬し， FTTD ネットワークに接続
可能な状態となる．該当サブネットに DHCP サー
バが存在すれば，情報コンセントに UTP で PC
を接続するだけで FTTD ネットワークを利用でき
る． MAC アドレスを登録していない場合，情報コ



































旧来の LAN FTTD ネットワーク
将来性 低 (最大 1Gbps を共有) 高 (1Gbps を占有可能)















平成 22 年 3 月 23 日 耐震改修工事の関係上，
FTTD しか LAN がない建屋のユーザに運
用開始当日に説明会を開催




4.2 事務ネットワークの FTTD 移行
本学の事務系ネットワークは端末を Active Di-
rectory により管理している．また，各キャンパス




いては徐々に FTTD ネットワーク へ移行するとい
うことはできず， 完全な移行が必要であった．
そこで，平成 22 年 5 月の GW に移行作業を行
うこととなった．移行にあたりすべての事務系の端
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