This paper investigates the problem of global existence of small solutions to semi-linear wave equations with radially symmetric data of critical regularity. Under radial symmetry we focus on the case where the power of nonlinear term is somewhat smaller than the conformal power. Our result covers the case where the power is strictly larger than the John-Glassey exponent in two or three space dimensions. In higher dimension it applies to the equation whose power is strictly larger than the L 2 -critical exponent. The main theorem is therefore an improvement over a previous result due to Lindblad and Sogge. The new ingredient in our proof is an effective use of some weighted estimates of radially symmetric solutions to inhomogeneous wave equations.
Introduction and Result
In this paper we study the Cauchy problem for the semi-linear wave equation
subject to initial data (u(0),
. Herė H σ (R n ) (−n/2 < σ < n/2) denotes the homogeneous Sobolev space defined as {v ∈ S (R n ) : 
(n ≥ 4), they proved that, for any (f, g)
small, the associated integral equation has a unique global solution (Theorem 2.2 of [11] ). From the point of view of the H s -theory for nonlinear evolution equations, this result concerns the critical case and is a natural extension of the results due to Pecher (Theorem 2 of [14] ), Ginibre and Velo (Proposition 3.3 of [2] ) who handled the H 1 -critical case (i.e., s = 1, p = 1+4/(n−2)) for small data. We note that Theorem 2.2 of [11] also covers the case n ≥ 4 and 3/2 < s < n/2 if p − 1(= 4/(n − 2s)) is an even integer. Later, their result for higher dimension n ≥ 4 was improved by Nakamura and Ozawa [13] , whose result covers the case of n ≥ 4, 3/2 < s < n/2 and [s] < p − 1 = 4/(n − 2s) ([s] denotes the greatest integer not greater than s ≥ 0).
Next let us review the previous results concerning the global existence of smallḢ s -solutions for s < 1/2. Assuming
or, equivalently
for radially symmetric data, Lindblad and Sogge proved that the associated integral equation has a unique global solution if [11, Theorem 8.1] ). In the present paper we intend to show that this result for radially symmetric data holds in a wider range of s. Let K(t) = (sin t|D x |)/|D x | anḋ K(t) = cos t|D x |. We will prove the following Theorem 1.1. Suppose n ≥ 2, p − 1 = 4/(n − 2s), and
There exists a positive constant δ depending on n, p, and λ such that if
then the integral equation
for a suitable constant C > 0. Here q 0 > 2 and α 0 ∈ R are the exponents given (3.2), (3.3) below.
Remark 1.2. Since the way of choosing q 0 > 2 is too involved to explain at this stage, we postpone the explanation till Section 3.
The condition in Theorem 1.1 can be restated in terms of p, namely, s = n/2 − 2/(p − 1) and
where p 0 (n) is the larger root of the quadratic equation
(It is easily seen that p 0 (n) > 1 + 4/n (n = 2, 3), p 0 (4) = 2, and p 0 (n) < 1 + 4/n (n ≥ 5).) In fact, a result similar to Theorem 1.1 was obtained by Sogge (Theorem 6.1 of Chapter III of [17] ) for n = 3, later by the present author for n = 2, 3, 4 [7] . Hence it is for n ≥ 5 that Theorem 1.1 is essentially new and its proof needs some new ingredients. In this paper we devise how to solve the problem for all n ≥ 2 at once. To this end, we fully exploit the advantages of some weighted estimates in [7] which have played an essential role in generalizing Theorem 6.1 of Sogge [17] and showing a result similar to Theorem 1.1 for n = 2, 3, 4. Though it is elementary, our key observation in the present paper is that the weighted estimate (2.1) below for e it|Dx| ϕ does hold for α < 0 as well as α ≥ 0 under certain condition, whereas in the previous paper [7] the importance of the weighted estimate for α < 0 was overlooked. Using the Christ-Kiselev lemma [1] along with the standard T T * argument, we derive a useful weighted estimate (see (2.11) below) for the inhomogeneous wave equation from (2.1). Specifically, the estimate (2.11) for αα ≤ 0 works very well in the contraction-mapping argument, and we will prove our main result for all n ≥ 2 at once using these weighted estimates.
We remark that the condition p > p 0 (n) (n = 2, 3) in Theorem 1.1 is just the same as in the classics of John [9] for n = 3 and Glassey [4] for n = 2 concerning the existence of global C 2 -solutions with small, smooth data of compact support. It was also proved by John (n = 3) and Glassey (n = 2) that there exist finite-time blow-up solutions even for small, smooth data of compact support if λ > 0 and p < p 0 (n) [9] , [3] . (See, e.g., Schaeffer [15] for the blow up for p = p 0 (n), n = 2, 3.) Interestingly, the number p 0 (n) plays a prominent role also in the theory of well-posedness for low-regularity, radially symmetric solutions. Indeed, in Chapter III of [17] Sogge proved local-in-time existence of unique solutions for radially symmetric data iṅ
See also [7] where a different proof of this fact was given. 1 We note that, under the condition
Sogge also showed that the order 1/2 − 1/p is necessary as well as sufficient for local-in-time well-posedness (see page 122 of [17] ). This paper is organized as follows. Section 2 is devoted to the proof of weighted space-time L q estimates for the free wave equation and the inhomogeneous wave equation. In Section 3, using these key estimates and the contraction mapping principle, we prove Theorem 1.1.
Weighted space-time
Reviewing the proof in [7] of the weighted L q estimate of W (t)ϕ for radially symmetric data ϕ, we begin with showing Theorem 2.1. Suppose n ≥ 2. There exists a constant C > 0 depending on n, q, α, and the estimate
Remark 2.2. In the previous paper [7] the estimate (2.1) was shown under the condition
(the last condition q < n/α is interpreted as q < ∞ for α = 0), instead of (2.2). It turns out below that we should make much account of the estimate (2.1) also for α < 0, which, together with the Christ-Kiselev lemma [1] , plays a crucial role in the proof of our useful estimate for radially symmetric solutions to inhomogeneous equations (see (2.11)).
Proof . Though its proof is essentially the same as that of Theorem 2.1 of [7] , we prove Theorem 2.1 above to make this paper self-contained. Our proof is obviously inspired by that of Proposition 6.6.3 of Sogge [17] . Let dσ denote the Lebesgue measure on the unit sphere S n−1 ⊂ R n , and let dσ denote the Fourier transform of dσ, that is,
Since ϕ is radially symmetric and so isφ(= F ϕ), we may writeφ(ξ) as ψ(|ξ|). Using the Heaviside function H(ρ), we have
We may view the right-hand side of (2.5) as an inverse Fourier transform in t. Using the Sobolev embedding theorem first and then the Plancherel theorem, we have
for any fixed x ∈ R n .
To proceed, we recall that dσ is a smooth function on R n satisfying
.g., Stein [18] on page 348). Using the Minkowski inequality and making the change of variables y = ρx, we obtain
Here we have handled the
using the decay property of dσ and the last condition in (2.2). We have finished the proof.
In what follows we denote by q the Hölder conjugate exponent of q: 1/q + 1/q = 1. By virtue of the Christ-Kiselev lemma (see Theorem 1.2 of [1] , see also Smith and Sogge [16] , Tao [20] ) we can derive the following key estimates for radially symmetric solutions to inhomogeneous equations directly from the estimate (2.1) for W (t)ϕ.
Radial solutions to semi-linear wave equations 699 Theorem 2.3. Suppose n ≥ 2, 2 ≤ q < ∞, 2 ≤q < ∞, (q,q) = (2, 2), and
The estimate
holds for radially symmetric (in x) F .
Theorem 2.4. Suppose n ≥ 2, 2 ≤q < ∞, and
The estimate (2.10)
and
Proof of Theorem 2.3. As is well-known, we have (2.12)
Theorem 2.1 therefore yields (2.13)
Taking account of the assumption (q,q) = (2, 2), we may apply the ChristKiselev lemma [1] and we obtain the estimate (2.9). The proof of Theorem 2.3 has been finished.
Proof of Theorem 2.4. By the conservation law and (2.13) we have for any fixed t ∈ R
which leads to (2.15)
Again we can use the Christ-Kiselev lemma to derive the estimate (2.10) directly from (2.15). The proof of Theorem 2.4 has been finished.
Proof of Corollary 2.5. Since Remark 2.5. We make three remarks on the estimate (2.11). In the previous paper [7] the author showed as an immediate consequence of (2.1)
for n ≥ 2 and q, s, α satisfying (2.3). Combined with the inequality
which is a dual version of the trace lemma (see e.g., Li and Zhou [10] , Hidano [6] )
the inequality (2.16) leads to
if 1/2 < 1 − s < n/2, in addition. Actually, the estimates (2.16) obviously holds for n ≥ 2 and q, s, α satisfying (2.2). Since s = n/2 − (n + 1)/q + α (see (2.2)), the condition 1/2 < 1 − s < n/2 in (2.18) is equivalent to −(n − 1)/2 < −(n/2) + (1 − s) < 0. Hence we find that the estimate (2.11) is valid also in the limiting caseq = ∞ for radially symmetric (in x) F .
The second remark on the estimate (2.11) is made for the case (q,q) = (2, 2). In the framework of the L 2 theory Sugimoto established some weighted estimates for the wave equation. It follows from Corollary 2.6 of [19] that (2.19) |x|
if 1/2 < α < n/2, 1/2 <α < n/2, α +α = 2. Indeed, we obtain this inequality (2.19) just by taking σ = η = 0 and s + α = 0 in Corollary 2.6
of [19] . Actually, Sugimoto studied the problem without the radial symmetry of F and the L 2 -estimate he proved is much more general in the sense that it states the property of regularity in the angular variables. Since the radial estimate (2.10) is true forq = 2, we conclude that the estimate (2.11) in fact holds also for (q,q) = (2, 2) when F is radially symmetric in x.
The final remark is made on the relation between our estimate (2.11) and the Harmse estimate used in the proof of Theorem 8.1 of [11] . In [5] Harmse proved the estimate
without the assumption of radial symmetry of F . See Theorem 2.3 of [5] . As far as radially symmetric solutions are concerned, we can derive (2.20) directly from (2.11) by taking α =α = 0. Thus our estimate (2.11) may be regarded as a weighted version of the Harmse estimate (2.20).
Proof of Theorem 1.1
We recall that p 0 (n) is the larger root of the equation (n−1)p 2 −(n+1)p−2 = 0, and it satisfies p 0 (n) > 1 + (4/n) (n = 2, 3), p 0 (4) = 2, p 0 (n) < 1 + (4/n) (n ≥ 5). We start with the following observation.
Proposition 3.1. Suppose n ≥ 2. The inequality
holds for any p with max{p 0 (n), 1 + (4/n)} < p < 1 + 4/(n − 1).
Proof . We note
.
To proceed, we must make sure of the following conditions:
Let us start with the verification of 2 ≤ q 1 < ∞. By the definition of q 1 (see (3.5)) we see 0 < 1/q 1 ≤ 1/2 ⇐⇒ 1/(2p) ≤ 1/q 0 < 1/p, and the last condition is indeed satisfied (see (3.2) ). We next verify (3.6) for j = 0. By the definition of α 0 (see (3. 3)) we find that the condition (3.6) for j = 0 is equivalent to
Because of 1/p < 2/(p − 1) we find that the condition (3.6) is surely satisfied for j = 0 (see (3.2) ). In order to verify (3.6) for j = 1 we recall the definition of α 0 , q 1 and α 1 (see (3. 3), (3.5)). It is seen that the condition (3.6) for j = 1 is equivalent to
we find that the condition (3.6) is satisfied also for j = 1 (see (3.2) ). Finally, the exponent α 0 has in fact been defined in (3.3) so that the condition (3.7) is satisfied. Hence we have finished the verification of the conditions in Corollary 2.4.
We are ready to solve the integral equation (1.6) by using the estimates (2.1) and (2.11) . In what follows we always assume n ≥ 2 and max{p 0 (n), 1 + (4/n)} < p < 1 + 4/(n − 1). An application of (2.1) shows
If f and g are radially symmetric, thenK(t)f , K(t)g ∈ X and the estimate
holds for a suitable constant C > 0 independent of f , g.
, and they are radially symmetric. We note thaṫ
We also note that the result of Theorem 2.1 is valid also for e −it|Dx| . Since the condition (2.2) is satisfied by q 0 , s 0 and α 0 , the estimate (3.8) is an immediate consequence of Theorem 2.1 and the energy conservation.
Moreover, the estimate
Proof . First of all, we recall the definition (3.5) of two exponents q 1 and α 1 . For the purpose of showing Proposition 3.3 we need to verify the fact
To make sure of the continuity in the time variable, we choose a sequence of radially
for the verification of the claim. We see
Here the last equivalence is due to s 0 = (n/2) − (n + 1)/q 0 + α 0 . Moreover, using (3.7), we see that
Since 1/q 1 = 1 − (p/q 0 ) (see (3.5) ), the last inequality may be rewritten as
Because of 1/(2p) < 1/q 0 (see (3.2)) the condition (3.12) is obviously satisfied, and our claim has been verified. By virtue of our claim
we find by the standard argument
(j = 1, 2, . . . ), and by the estimate (2.11)
as j, k → ∞. Due to the completeness of (C ∩ L ∞ )(R; L 2 (R n )) the limit function
, which shows (3.11). Now we are ready to complete the proof of Proposition 3.3. The radial symmetry of the integral in (3.9) is obvious. The exponents q 1 and α 1 have been chosen in (3.5) so that the property (3.9) is a direct consequence of (2.11) and (3.11) . Using the basic inequality
we can obtain the estimate (3.10) in quite the same way. The proof of Proposition 3.3 has been finished.
We are in a position to complete the proof of Theorem 1.1. For M > 0 let us define
Endowed with the metric
the set X M is a complete metric space. Defining the operator
we find by Propositions 3.2 and 3.3 that there exists a constant δ > 0 depending on n, p, and λ such that if
R n ) ≤ δ, then the operator N has a unique fixed point in X Cδ . Here C is a suitable positive constant, and the fixed point is a solution to the integral equation (1.6) which is unique in X Cδ . We have finished the proof of Theorem 1.1.
