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This paper presents an algorithm model for the analysis of penalty functions type 
algorithms. Two optimization procedures are studied using the model. The first one 
is the classical exterior penalty functions method and the second one is a conceptual 
algorithm for solving nonlinear programming problems. 
INTRODUCTION 
It is now well established that the theory of algorithm models is a valuable tool for 
the study of iterative procedures (see, e.g., [12, 13, 16, 18, 21, 24, 25]). The theory 
is most often use to simplify the proof of convergence of algorithms. In fact the theory 
was first developed for this purpose. It turns out that the theory has another useful 
feature which is fast becoming one of its main assets. It puts in evidence some of the 
relationships which exist between different classes of algorithms. These relationships 
can then be use to synthesize algorithms which bridge the gap between different 
classes of iterative procedures. 
In this paper a specific algorithm odel is presented. This model was motivated by 
the structure of the penalty functions method. It will therefore come as no surprise 
that the results concerning this algorithm model are particularly well suited to study 
exterior, interior and mixed penalty functions algorithms. What may be more startling 
is that these results also considerably simplify the study of a conceptual lgorithm 
for nonlinear programming problems. When implemented, this algorithm yields 
some well known methods of feasible directions [14, 15]. 
The first section of the paper is devoted to the precise definition of the algorithm 
model and the presentation of some of its properties. The exterior penalty functions 
method is then analyzed in Section II. It is seen that the study of such algorithms i
greatly simplified by the use of the theory developed in Section I. Finally a conceptual 
algorithm for solving a general nonlinear programming problem is given in Section III. 
This conceptual lgorithm is characterized by the fact that it generates a sequence 
of points inside the constraint set and that the "penalty" is applied on the necessary 
conditions of optimality. 
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I. ALGORITHM MODEL 
Throughout his paper it is assumed that, given a topological space f and a subset 
T of f ,  one wants to find points in T with a specific property ~r. The points in T with 
the property zr are called desirable. 
Let R 1 be the real line, let R+ t be the positive real line, let/~+x be the complete 
positive real line, i.e., R+I= [0, oo] and let R 1 be the complete real line, i.e., 
= oo] .  
In order to find desirable points, algorithms of the form below are investigated. 
They consist of a subset Q of f ,  of a map 7(', ") from Q ;4 _~+1 into/~1, of a map 
a(.) from R+I into R 1 and of a map 1(') from R+ a into R+ 1. 
ALGORITHM MODEL l. 
Step O: 
Step 1 : 
Step 2: 
Set i = O. 
Compute a point zl in Q such that 
7(zi ,  1(i)) ~ a(l(i)). 
Set i = i + 1 and go to Step l. 
The following assumption ensures that (1) is well defined. 
HYPOTHESIS 2. Given any point i in R J ,  there exists at least one point z in Q such 
that 7(z, i) ~ c~(i). 
DEFINITION 3. An iterative procedure of the form of 1 is convergent if it is well 
defined and if every cluster point z* of any sequence {zi} it generates i desirable. 
The reader should be careful not to read more into the statement of Definition 3 
than it actually states. A convergent algorithm may generate sequences which are not 
convergent, i.e., sequences which have no cluster points or sequences which have 
more than one cluster point. 
In the remainder of this paper, it is supposed that a point z is desirable if it is in T 
and satisfies y(z, or) ~ a(oo). It follows that (1) is convergent if every cluster point z* 
of any sequence {zi} it generates i in T and satisfies y(z*, oo) ~ e~(c~). 
There exist several sets of assumptions on T,Q, a(-), r( ' ,  ") and 1(') which are 
sufficient to ensure that 1 is convergent. The assumptions which are the most 
useful are now given. 
HYPOTHESIS 4. Given any scalar m in R+ 1, there exists k in R+ 1 depending on m 
such that 1(i) ~ m for all k >/m. 
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HYPOTHESIS 5. 
(i) The set Q is sequentially closed and contains T; 
(ii) Given z in T and 6 > O, there exists k which may depend on z and 6, such 
that ~(z, ~) -- 7(z, i) ~ 6 for all i ~ k; 
(iii) Given z in Q, i in R+ 1 and 6 > O, there exists N(z), a neighborhood of z 
which may depend on z, i and 6, such that 7(z, i) -- 7(z', i) ~ ~ for all z' in Q N N(z); 
(iv) Given z in Q but not in T, and 6 > O, there exists k, which may depend on z 
and 6, such that ~(z, i) >~ 6 for all i >~ k; 
(v) Given z in Q, there exist k and N(z) a neighborhood fz, both of which may 
depend on z, such that 7(z', i) ~ 7(z',j) for all z' in N(z) n Q, for all k ~ i ~ j ;  
(vi) Given 6 > O, there exists k, which may depend on 6, such that ~(i) ~ ~( ov) + 6 
for all i ~ k. 
To get an intuitive understanding of Hypothesis 5, the reader might digress for a 
moment and have a look at Section II. 
Given an infinite sequence {zi} and an infinite subset K of the integers, {zi}K denotes 
the subsequence {zi I i in K}. 
THEOREM 6. If Hypotheses 2, 4 and 5 are satisfied, then algorithm model 1 is 
convergent. 
Proof. Let {zi} be an infinite sequence generated by (1) and let z* be a cluster 
point of this sequence, i.e., let K be an infinite subset of the integers uch that the 
sequence {zi)K converges to z*. By construction, z i is in Q for all i and Q is sequentially 
closed by assumption. It follows that z* is in Q. Now to show that z* is in T. Suppose 
that z* is not in T and let 8 > 0 be given. From part (iv) of Hypothesis 5, there 
exists k 2 such that 7(z*, k) /> c~(ov) + 6 for all k ~> k 2 . Part (v) of Hypothesis 5
implies that there exists k 1 /> k 2 and Nx(z*), a neighborhood of z*, such that 
7(z', kl) <~ 7(z',j), for all z' in Nl(Z* ) n Q, for all j ~> k I . Part (iii) of Hypothesis 5 
implies that given 6 > 0 there exists N~(z*) such that ~(z*, kl) <~ 7(z', kl) + 6/2, 
for all z' in N~(z*) n Q. It follows that 7(z*, kl) ~ 7(z',j) + 8/2, for all j ~> kl, 
for all z' in Na(z* ) n Q, with Nz(z* ) = Nl(Z* ) n Nz(z*). But, ),(z*, kl) ~> ~(ov) + 6, 
then ~,(z',j) >~ a(oo) + 6/2, for all z' in N3(z* ) n Q, for all j ~> k I . This implies 
that there exists ~ such that a(l(i)) ~ ~,(z,, 1(i)) ~> ~(~) + 5/2, for all i ~>/~, i in K. 
Since this contradicts part (vi) of Hypothesis 5, it follows that z* is in T. 
Now to show that V(z*, c~) ~< a(oo). Part (v) of Hypothesis 5 implies that there 
exist k 1 and Nl(z* ) such that 7(z', i) <~ V(z',j), for all z' in Nl(z* ) n Q, for all 
k 1 ~< i ~ j. Part (ii) of Hypothesis 5 implies that given 6 > 0 there exists k 2 > kx, 
such that ),(z*, or) ~< ),(z*, i) + 6/3, for all i >~ k2. Part (iii) of Hypothesis 5 implies 
that given 3 > 0 and k2, there exists N2(z* ) such that ~,(z*, k2) ~< ~,(z', k2) + 6/3, 
for all z' in N~(z*) n Q. It follows that ),(z*, ao) ~< ~,(z',j) + 26/3, for all z' in 
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N3(z* ) N Q, for all j ) k2, where Na(z* ) = Nl(Z* ) N N2(z* ). The sequence {z~) K
converges to z* and therefore there exists k 3 such that 7(z*, oo) ~< 7(z~, 1(i)) + 23/3, 
for all i >/k a , i in K. Part (vi) of Hypothesis 5 shows that there exists k 4 such that 
cr ~< a(oo) + 3/3, for all i ) k 4. Let ka = max(ka,k4), then 7(z*, oo) 
7(z~, 1(i)) + 23/3 ~ ~(1(i)) + 23/3 ~ ~(~) + 3, for all i >~ k 5 , i in K. It follows 
that 7(z*, or) ~ ~(oo) + 3. This is true for all 3 > 0 and therefore 7(z*, ~) ~ ~(ov). 
The following proposition is useful when one wants to construct complicated maps 
7(., .). Its proof is obvious and has been omitted. 
PROPOSITION 7. For each h = 1, 2,..., m, let the sets Q and T k and the map 7k(', ") 
satisfy Hypothesis 5. Let v 1 , v 2 .... , vm be strictly positive scalars. Then the sets Q and T 
and the map 7(', ") as defined below satisfy Hypothesis 5. 
(i) T = 5 Te, 7(z, i) = ~ vkT~(z, i), for all z in Q and i in/~+1; 
(ii) T= 5 T~, 
k=l 
(iii) T= U T~, 
k--1 
7(z,i) = max{vkTkCz, i) I k = 1, 2, .... m} 
for all z in Q and i in/~+a; 
7(z, i) = min{vk~k(z, i) I k = 1, 2 ..... m} 
for all z in Q and i in R+ 1. 
The theory presented in this section may be used to prove the existence of solutions 
to a given problem. This is indicated by the following theorem whose proof is straight- 
forward. 
THEOREM 8. I f  sets T and Q and maps c~(.) and ~,(., .) satisfy Hypotheses 2 and 5, 
and if Q is sequentially compact, then there exists a point z* in T satisfying 
~,(z*, o0) <~ ~(~). 
II. EXTERIOR PENALTY FUNCTIONS METHOD 
Now it is shown how the theory developed in the preceding section considerably 
simplifies the study of a classical algorithm, namely the exterior penalty functions 
method [3, 11]. 
Considering the following problem. 
Problem 9. Given U, a nonempty and closed subset of R n, and f(.), a continuous 
map from R ~ into R 1, such that for some u in U the set {z I f(z) ~ f(u)} is bounded, 
find a point z* in U, such that f (z*)  ~ f(z),  for all z in U. 
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The exterior penalty functions method for solving Problem 9 consists in using a 
map p(', .) from R n • R+ 1 into R+ 1 and a map 1(-) from R+ 1 into R+ 1 in the following 
way. 
ALGORITHM ]0. Let 1(') be a map from R+ 1 into R+ 1. 
Step 0: Set i = O. 
Step 1: Compute apoint zi in R n such that f(z,) + p(z, , 1(0 ) ~< f(z) + p(z, 1(i)) 
for all z in R n. 
Step 2: Set i = i + 1 and go to Step l. 
Algorithm 10 can be seen to be of the form of 1 by defining the following maps 
and sets. 
DEFINITION 11. Let the sets T and Q and the maps a(.) and 7(', ") be defined as 
follows: 
(i) r = U; 
(ii) Q -- R"; 
(iii) ~,(z, i) --~ f(z) + p(z, i); 
(iv) ~(i) = inf{7(z, i) I z e Q}. 
The assumptions below ensure that the maps a(.) and 7(', ") given by Definition 11 
are well defined and satisfy Hypotheses 2 and 5. 
HYPOTHESIS 12. 
(i) p(z, i) is continuous in z for all i in R+I; 
(ii) p(z, i) = 0 for all z in U and for all i in R+I; 
(iii) p(z, i) > O for all z not in U and for all i in/~+x; 
(iv) p(z, i) ~ p(z,j) for all z in R n and for all 0 ~ i < j, i and j in R+I; 
(v) Given z not in U and 3 > O, there exists k >/0 such that p(z, k) ~ 3. 
LEMMA 13. Let T,Q, ~(') and 7(', ") be given by Definition 11 and suppose that 
Hypothesis 12 is satisfied. Then, a point z* is a solution of Problem 9 if and only if it is 
desirable. 
Proof. Suppose that z* is a solution of Problem 9. Then z* is in T andf(z*) ~f(z) ,  
for all z in T. By assumptionp(z, oo) >~ 0 for all z in R n andp(z*, oo) = 0. It follows 
that f(z*) + p(z*, oo) ~ f(z) + p(z, oo) for all z in R '~, i.e., 7(z*, oo) ~< a(oo). 
Now suppose that z* is in T and that 7(z*, ~)  ~ ~(oo). Then, f(z*) + p(z*, oo) <~ 
f(z) + p(z, oo), for all z in R n. By assumptionp(z, oo) = 0 for all z in T, and therefore 
f(z*) ~ f(z)  for all z in T. But U = T so it follows that z* is a solution of Problem 9. 
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LEMMA 14. I f  the set U and the map f(') satisfy the assumptions of Problem 9 and 
the map p(', ") satisfies Hypothesis 12, then T, Q, ~(') and 7(', "), given by Definition 11, 
satisfy Hypotheses 2 and 5. 
Proof. Let i be given in R+ 1. Pick u in U such that the set W = {z If(z) ~ f(u)} 
is bounded. The set S( i )= {z i f ( z )+p(z , i )~f (u )}  is nonempty, closed and 
contained in W. It follows that S(i) is compact. Now a(i) ~- inf{f(z) + p(z, i) ] z ~ S(i)}, 
i.e., a(i) is the infimum of a continuous function over a compact set. Therefore, there 
exists z in S(i) such that 7(z, i) ~ a(i) and Hypothesis 2 is satisfied. 
By inspection, part (i), (ii), (iii), (iv) and (v) of Hypothesis 5 are satisfied. We only 
prove part (vi). By assumption f(z) + p(z, i) ~ f(z) + p(z,j) for all z and for all 
0 ~ i < j .  It follows that c~(i) ~ a(oo) for all i, thus ending the proof. 
COROLLARY 15. Let the maps 1(') and p(', ") satisfy Hypotheses4 and 12. Then any 
infinite sequence {zi}, generated by Algorithm 10 when applied to Problem 9, satisfies: 
(i) {zi} has at least one cluster point z*; 
(ii) Any cluster point of {z,} is solution of Problem 9. 
Proof. Let u in U be such that the set W = {z If(z) <~ f(u)} is bounded. It is 
easy to see that, for every i = 0, l, 2 ..... the point z i is in 
S(I(i)) = {z If(z) + p(z, 1(i)) ~< f(u)}, 
which in turn is contained in W. It follows that the infinite sequence {zi} is contained 
in a bounded set and therefore possesses at least one cluster point z*. 
Now, Lemma 14 implies that Algorithm l0 is convergent, i.e., that any cluster 
point z* of an infinite sequence it generates is desirable. Lemma 13 then ensures 
that such a cluster point is also a solution of Problem 9. 
I I I .  CONCEPTUAL ALGORITHM 
In this section, a conceptual algorithm to solve a class of nonlinear programming 
problems is proposed. The algorithm is conceptual in the sense that, in the form 
given, it cannot be implemented on a digital computer. 
Consider the following problem. 
Problem 16. Given m + 1 continuously differentiable and convex maps fo(.), 
fl(.),..., fro(.) from R n into R 1, let V be the subset of R n defined by V ~ {z Iff(z) ~ O, 
j ~-- 1, 2,..., m}. Suppose that V is compact and that, for every z in V, the set of vectors 
{Vff(z) ]if(z) ~ 0, j ~- 1, 2 ..... m} is linearly independent. Find a point z* in V, 
such that f~ ~ f~ for all z in V. 
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Let Jo be the set {1, 2,..., m}, let J be the set J0 U {0} and let ~( : )  be the power 
set of J ,  i.e., let ~( J )  be the family of all subsets of J .  Finally, given a subset I of J ,  
let i be its complement with respect o J ,  i.e., i = { j~ J  [ j6 I}.  
DEFINITION 17. Let J(', ") be the map from V X l~+ 1into ~( J )  defined by: 
j (z, i )  = { je  d 0 [if(z) + 1/i >1 0} t3 {0}. 
Given a point z in R ", a neighborhood of z is any subset N(z) of R ~ such that 
z e 0 C N(z), for some open set O in R '~. The basic properties of R** imply that, given 
any point z in R '~ and neighborhood N(z) of z, there exists a compact neighborhood 
C(z) of z such that C(z)C N(z). ([6] or Kelley, J .L. ,  General Topology). The 
following result is classical and its proof is not repeated [3, 18]. 
LEMMA 18. A point z* in V is a solution of Problem 16 if and only if for some fixed 
compact neighborhood S of the origin in R n, minhes max~s(,..~o)(Vff(z*), h) = O. 
The algorithm which is proposed for solving Problem 16 consists in using a set S, 
compact neighborhood of the origin in R ~, and a map 1(') from R+ 1 into R+ 1. This is 
done in the following way. 
ALGORITHM 19. Let 1(') be a map from R+ 1 into R+ 1 and S be a compact neighborhood 
of the origin in R". 
Step 0: Set i = O. 
Step 1 : Compute a point zi in V such that 
-- min max <VfJ(zi), h) <~ O. 
h~S j~J(zi, l(i) )
Step 2: Set i = i + 1 and go to Step 1. 
Algorithm 22 can be seen to be of the form of (1) by defining the following maps 
and sets. 
DEFINITION 20. Let the sets T and Q and the maps a(') and y(., .) be defined as 
follows. 
(i) 
(ii) 
(iii) 
T=Q=V 
y(z, i) = -- rain max <Vff(z), h) 
hES jeJ(z,i) 
~(i) = 0 for all i. 
It is remarked that in view of Lemma 18, a point z* in V is desirable if and only 
if it is a solution of Problem 16. 
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Using the theory presented in Section I, it is clear that in order to show that 
Algorithm 19 is convergent i  is sufficient to verify that the sets T and Q and the maps 
a(.) and Y(', ") satisfy Hypotheses 2 and 5. 
Before attempting togive the necessary proofs one auxiliary map ~b(', -) is introduced. 
DEFINITION 21. Let ~b(', ') be the map from V • ~( J )  into R 1 defined by: 
~b(z, I) = -- min max <Vff(z), h). 
heS je l  
The reader may notice that y(z, i) = ~b(z, J(z, i)) for all z in O and i in R+L 
Some of the properties of the maps J(', ") and ~b(., .) are contained in the two 
lemmas below. These properties are not difficult to see and the lemmas are given 
without proof. 
LEMMA 22. The map J(', ") given by Definition 17 has the following properties. 
(i) {0}C J(z, ~)C J (z , j )C j(z, i) ,  for all z in V and for all i andj  in R+ 1 
such that i < j; 
(ii) Given z in V, there exists k in R+ 1 which may depend on z such that 
J(z, oo) D J(z, i) for all i ~ k. 
(iii) Given z in V and i in ~+1, there exists a neighborhood N(z) of z which may 
depend on i such that J(z', i) C J(z, i) for all z' in N(z) N V. 
LEMMA 23. The map ~b(., .) given by Definition 21 has the following properties. 
(i) ~b(z, 11) ~ $(z, 12).for all z in V and all sets I 1 and I 2 in ~( J )  such that I I C I 2 ; 
(ii) the map ~(., 1) is continuous in z on V for I in ~( J ) .  
Now that the preliminary results have been given, one uses the theory presented 
in Section I to prove the convergence of Algorithm 19. 
LEMMA 24. I f  the assumptions of Problem 16 are satisfied, then Q, T, ~(.) and 
y(-, -), given by Definition 20, satisfy Hypothesis 2. 
Proof. Problem 16 has a solution z* which, in view of Lemma 18, satisfies 
min max (V f (z* ) ,h )= O. 
h~S jeJ(z*,~) 
It follows that y(z*, oo) - O, i.e., 7(z*, ~) ~ ~(~). The definition of the maps 
~b(., .) and jr(', ') shows that ~b(z*, J(z*, ~)) - 7(z*, ~). 
From Lemma 22 we get 
j(z*, ~)  c j(z*, i) for all i. 
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Part (i) of Lemma 23 shows that 
~b(z.*, J(z*, oo)) >~ ~(z*, J(z*, i)). 
It follows that ~,(z*, oo) ~> 7(z*, i) for all i, i.e., 7(z*, i) = 0, and 7(z*, i) ~< e(i) 
for all i. 
LEMMA 25. I f  the assumptions ofProblem 16 are satisfied, then T, Q, ~(.) and ~(', "), 
given by Definition 20, satisfy Hypothesis 5. 
Proof. (i) The maps fJ(') are continuous for j ---- 0, 1, 2,..., m and therefore the 
set Q = U = [z f f~(z) ~ O, j = 1, 2,..., m) is closed. 
(ii) Lemma 22 shows that given z in V there exists k such that J(z, oo) = J(z, i) 
for all i /> k. This implies that 7(z, oo) = 7(z, i) for all i /> k. 
(iii) Let z in Q, let i in R+ 1 and ~ > 0 be given. Part (ii) of Lemma 23 shows that 
there exists Nl(z ), a neighborhood of z such that 
r J(z, i)) <~ ~b(z', J(z, i)) q- 
for all z' in Na(z ) n V. Part (iii) of Lemma 22 shows that there exists N2(z )
a neighborhood ofz such that J(z', i) C j(z, i) for all z' in N2(z ) n V. Finally, part (i) 
of Lemma 23 shows that 
~b(z', J(z', i)) >~ ~b(z', J(z, i)). 
It follows that ~b(z, J(z, i)) <~ ~b(z', J(z', i)) -Jr ~ for all z' in N(z) t3 V, with N(z) -= 
Nx(z ) n N~(z). This implies that ~,(z, i) ~< ~,(z', i) -Jr ~ for all z' in N(z) n V. 
(iv) This condition is void. 
(v) Let z be in V and i andj be in R+ a such that 0 < i < j. Then J(z,j) C j(z, i) 
and Part (i) of Lemma 23 implies that ~b(z, J(z,j) ) >~ ~b(z, J(z, i)), i.e., ~(z,j) >~ ~,(z, i). 
(vi) ~(i) = 0 for all i in/~+a nd therefore part (vi) of Hypothesis 5 is trivially 
satisfied. 
THEOREM 26. Let the map 1(') satisfy Hypothesis 4 and let the set S be a compact 
neighborhood of the origin. Then every infinite sequence {z~} generated by Algorithm 19 
when applied to Problem 16, satisfies: 
(i) {z~} has at least one cluster point z*; 
(ii) Every cluster point of {,,} is a solution of Problem 16. 
Proof. Let {zi} be an infinite sequence generated by Algorithm 19 when applied to 
Problem 16. By construction, z~ is in V for each i. By assumption, the set V is compact. 
It follows that {zi} possesses at least one cluster point. Now, Lemmas 14 and 25 and 
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Theorem 6 imply that Algorithm 19 is convergent, i.e., that any cluster point of an 
infinite sequence it generates i desirable. It follows from Lemma 18 that z* is a 
solution of Problem 16. 
IV. CONCLUSION 
The algorithm model presented in Section I is of great interest. Its use for the 
analysis of penalty functions type algorithms is amply demonstrated. Two specific 
algorithms are used as test cases and indeed the theory developed in Section ! 
considerably simplifies these algorithms' proof of convergence. The fact that 
Algorithms 10 and 19 can be patterned after the algorithm model indicates an analogy 
of structures. This knowledge can then be used to synthesize new algorithms. Work 
is actually in progress towards the description of a family of iterative procedures 
"between" the penalty functions method and the method of feasible directions. 
One may be suspicious of Algorithm 19, i.e., one may have the impression that the 
algorithm was proposed only to illustrate the algorithm model. This would be an 
incorrect impression. The implementation of Algorithm 19 yields a class of feasible 
directions methods. It is shown in [15] that the well-known Zoutendijk [27] and 
Polak [18] versions of the method of feasible directions are particular cases of an 
implementation of Algorithm 19. 
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