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Lp REGULARITY OF THE BERGMAN PROJECTION ON DOMAINS
COVERED BY THE POLYDISK
LIWEI CHEN, STEVEN G. KRANTZ, AND YUAN YUAN
Abstract. If a bounded domain can be covered by the polydisk through a rational proper
holomorphic map, then the Bergman projection is Lp-bounded for p in a certain range
depending on the ramified rational covering. This result can be applied to the symmetrized
polydisk and to the Hartogs triangle with exponent γ.
1. Introduction
For a bounded domain Ω in Cn, denote the Bergman space by A2(Ω) = L2(Ω) ∩ O(Ω).
The Bergman projection is the orthogonal projection BΩ : L
2(Ω) → A2(Ω). The mapping
properties of the Bergman projection on Lp spaces have been studied for many years.
In the late 1970s and early 1980s, people considered smoothly bounded domains with
various convexity conditions on the boundary, see for example [PS77, NRSW89, MS94,
CD06]. To show the Lp-boundedness, the general recipe is to construct a quasi-distance and
control the Bergman kernel in terms of the quasi-distance and its derivatives. Considering
the Bergman projection as an integral operator, one can prove the Lp-boundedness for
the Bergman projection for 1 < p < ∞. However, Barrett in [Bar84, Bar92] discovered
that there are smooth domains on which the Bergman projection behaves irregularly on Lp
spaces.
Later in the 21st century, people also discovered that the Lp-regularity of the Bergman
projection has degenerate p range, when considering non-smooth domains, see for example
[LS04, KP08, Zey13, Che17, CZ16a, EM16, Huo18]. In particular, the boundary geometry
of these non-smooth domains plays an essential role. While in [LS04] Lanzani and Stein
focus on simply connected planar domains and show that the p ranges are certain intervals
depending on the regularity of the boundary of the domain, it is a different story when
one considers higher-dimensional, non-smooth domains—the p range can even degenerate
to the singleton {2} (cf. [Zey13, CZ16b, EM17]). What kind of geometry forces such a
degeneracy of the p range is still a mystery.
In this article, a certain class of domains in Cn is considered. Namely, a class of bounded
domains that can be covered by the polydisk Dn through a rational proper holomorphic
map. It is shown that these domains are of the first type: the p range is always an interval
with conjugate exponent endpoints (cf. Theorem 3.1 in §3). It should be emphasized
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that the property of being covered by Dn through a rational proper holomorphic map is a
geometric property of the domain, whereas Lp-regularity of the Bergman projection for a
certain range of p is an analytic property of the function spaces on the domain.
The idea of the proof is based on the Bergman projections transform in [Bel81] and an
application of the result in [LS04]. The Bergman projection on the base domain is pulled
back to the polydisk Dn, and then is transferred to the product of upper half planes. From
there, the Lp-regularity is reduced to a weighted integral inequality (see (3.4) in §3). By
the basic facts of the class A+p (see §2 for the definition of the class A+p ), the weighted
integral inequality is proved by showing that the weight belongs to the class A+p . This
powerful technique was first introduced by Lanzani and Stein in [LS04] in one-variable.
Their technique is applied to the higher dimensional case in this article. Here, the covering
map being rational plays an important role. By the fundamental theorem of algebra and
the factorization property (cf. Lemma 2.4), it suffices to verify that each factor of the
weight is in the class A+p (see §3 for details).
In the past 20 years, the symmetrized bidisk
G = {(z1 + z2, z1z2) ∈ C2 | (z1, z2) ∈ D× D}
has been studied intensively by the functional analysts (see for example [AY00, AY04,
ALY18]). It is natural to ask what the Bergman theory on the symmetrized bidisk G
is. Note that the symmetrized bidisk has the structure “z1 + z2”, which crosses the two
components of D2. So the Bergman theory on G cannot simply reduce to the “one-variable”
problem as on D2. However, we shall see in §4 that G can be covered by D2 through
a rational proper holomorphic map. Indeed, symmetrized polydisk, the n-dimensional
generalization of G is considered there. By employing the fundamental idea developed by
Lanzani and Stein in [LS04] and its generalization (cf. §3), the Lp boundedness for the
Bergman projection on the n-dimensional symmetrized polydisk is obtained. Moreover,
as an example, under this “covering mapping method”, the largest possible interval for p
so that the Bergman projection is Lp-bounded has been computed for the symmetrized
polydisks (cf. Theorem 4.9 in §4).
Recently, Edholm and McNeal considered the Hartogs triangle
Hγ = {(z1, z2) ∈ C2 : |z1|γ < |z2| < 1}
with exponent γ ∈ R+ in [EM16, EM17], where they call them “fat Hartogs triangles”. It
is shown in §5 that, when γ is rational, Hγ can be covered by D × D∗ through a rational
proper holomorphic map, where D is the unit disk and D∗ = D \ {0}. Since the Bergman
spaces A2(D) and A2(D∗) are the same, our main result (Theorem 3.1) also applies. This
is consistent with the result in [EM16]. Edholm and McNeal gave a sharp range of p
there. On the other hand, when γ is irrational, Edholm and McNeal showed in [EM17]
that the Bergman projection is Lp-bounded only if p = 2. Combining this result with our
main theorem, one can derive an interesting fact (Corollary 5.3 in §5) about the geometric
mapping property of Hγ—the Hartogs triangle with irrational exponent cannot be covered
by D× D∗ through a rational proper holomorphic mapping.
In addition to the Lp-regularity of the Bergman projection on G, the mapping properties
of the Friedrichs operator on G are also considered in this article (see §6.2 for the definition
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of the Friedrichs operator and its relation with the Bergman projection). The Friedrichs
operator is first introduced in [Fri37], and has been studied on planar domains in [Sha87,
Sha92, PS00, PS01]. It is well-known that a planar domain is a quadrature domain if and
only if its Friedrichs operator is of finite rank. In particular, if it is of rank one, then the
domain is the unit disk D (cf. for example [PS00]). Recently, the Friedrichs operator has
been studied on higher dimensional domains. It is noticed that the Friedrichs operator
possesses different types of smoothing properties (cf. [HM12, HMS13, RZ16, CZ18]). In
particular, Ravisankar and Zeytuncu consider some holomorphic extension properties of
the Friedrichs operator on higher dimensional domains with some rotational symmetry in
[RZ16]. Namely, every output function under the Friedrichs operator has a holomorphic
extension on a larger domain. It is natural to ask whether it is because of the rotational
symmetry of the domain that the Friedrichs operator possesses this smoothing property.
However, the symmetrized bidisk is a counterexample to this question—it lacks rotational
symmetry but its Friedrichs operator is of rank one (cf. Proposition 6.2 and Theorem 6.3
in §6.2). This suggests that a symmetric proper covering from D2 can probably do the job
as well.
The article is organized as follows. In §2, some basic facts about the A+p class are proved.
In §3, the main result is stated and is proved. The applications to symmetrized polydisks
and to Hartogs triangles with exponent are considered in §4 and §5 respectively. The
Bergman space on G and the corresponding Friedrichs operator are studied in §6.
2. Analysis of the Class A+p
Let U be the upper half plane and let dA denotes the standard Euclidean area measure
in C.
Definition 2.1. For 1 < p <∞, a weight µ > 0 belongs to the class A+p (U) if there exists
C > 0, such that
(2.2) ND(µ) :=
(
1
piR2
∫
D∩U
µ(z)dA(z)
)
·
(
1
piR2
∫
D∩U
µ(z)−
q
pdA(z)
) p
q
≤ C
for any disk D = D(x,R) = {z ∈ C : |z−x| < R, x ∈ R} centered at a point on the x-axis,
where 1
p
+ 1
q
= 1.
Lemma 2.3. Let 1 < p < ∞. For w ∈ C, if µ ∈ A+p (U), then wµ ∈ A+p (U) with
upper bound independent of w, i.e., ND(wµ) is bounded from above by a uniform constant
independent of w and D.
Proof. The conclusion is trivial if w = 0. Assume w 6= 0. Since
1
piR2
∫
D∩U
wµ(z)dA(z) =
w
piR2
∫
D∩U
µ(z)dA(z)
and (
1
piR2
∫
D∩U
(
wµ(z)
)− q
pdA(z)
) p
q
= w−1
(
1
piR2
∫
D∩U
µ(z)−
q
pdA(z)
) p
q
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for any D = D(x,R) with x ∈ R, (2.2) is verified by
ND(wµ) = ND(µ) ≤ C.

Lemma 2.4. Let 1 < p < ∞. If µj ∈ A+p (U) for j = 1, 2, then µθ1µ1−θ2 ∈ A+p (U) for any
θ ∈ [0, 1].
Proof. There is nothing to prove if θ = 0, 1. So assume θ ∈ (0, 1). Let r = 1/θ. If
1/r + 1/r′ = 1, then r′ = 1/(1− θ). Let q be the conjugate exponent of p. For any disk D
as in (2.2), applying Ho¨lder’s inequality, one obtains
1
piR2
∫
D∩U
µθ1(z)µ
1−θ
2 (z)dA(z) ≤
(
1
piR2
∫
D∩U
µ1(z)dA(z)
)1/r
·
(
1
piR2
∫
D∩U
µ2(z)dA(z)
)1/r′(2.5)
and (
1
piR2
∫
D∩U
[µθ1(z)µ
1−θ
2 (z)]
− q
pdA(z)
) p
q
≤
(
1
piR2
∫
D∩U
µ1(z)
− q
pdA(z)
) 1
r
· p
q
·
(
1
piR2
∫
D∩U
µ2(z)
− q
pdA(z)
) 1
r′
· p
q
.
(2.6)
Since µ1, µ2 ∈ A+p (U), ND(µ1), ND(µ2) ≤ C for some C > 0. Multiplying (2.5) and (2.6),
one obtains
ND(µ
θ
1µ
1−θ
2 ) ≤ ND(µ1)1/rND(µ2)1/r
′ ≤ C.
Since D is arbitrary, this completes the proof. 
Proposition 2.7. Let µ(z) = |z − w|α(2−p)θ be a weight on U, where θ ∈ (0, 1), α > 0,
p ∈ (1,∞), and w ∈ C. If p ∈ (2α+2θ
α+2θ
, 2α+2θ
α
)
, then µ ∈ A+p (U) with an upper bound
independent of w, i.e. ND(µ) is bounded from above by a uniform constant independent
of w and D.
Proof. The inequality (2.2) will be proved for different types of disks D = D(x,R), where
x ∈ R and R > 0. Let d(x, w) = L.
Now assume that L ≥ 10R. If z ∈ D, then L − R ≤ |z − w| ≤ L + R. It follows from
the definition that
ND(µ) ≤
(
1
2
) p+q
q maxz∈D µ(z)
minz∈D µ(z)
≤
(
1
2
) p+q
q
(
L+R
L− R
)α|2−p|
θ
≤
(
1
2
) p+q
q
(
11
9
)α|2−p|
θ
for any given w ∈ C.
Assume that L < 10R. Let D′ = D(w, 20R). Then D ⊂ D′. Therefore∫
D∩U
µ(z)dA(z) ≤
∫
D′
µ(z)dA(z)
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and ∫
D∩U
µ(z)−
q
pdA(z) ≤
∫
D′
µ(z)−
q
pdA(z).
On the other hand,∫
D′
µ(z)dA(z) = 2pi
∫ 20R
0
r
α(2−p)
θ rdr =
2pi
2 + α(2−p)
θ
(20R)2+
α(2−p)
θ
provided 2 + α(2−p)
θ
> 0 and∫
D′
µ(z)−
q
pdA(z) = 2pi
∫ 20R
0
r−
α(2−p)q
pθ rdr =
2pi
2− α(2−p)q
pθ
(20R)2−
α(2−p)q
pθ
provided 2− α(2−p)q
pθ
> 0. Therefore, when 2 + α(2−p)
θ
> 0 and 2− α(2−p)q
pθ
> 0,
ND(µ) ≤ 1
(piR2)1+
p
q
(∫
D′
µ(z)dA(z)
)
·
(∫
D′
µ(z)−
q
pdA(z)
) p
q
≤ 1
pi
p+q
q
2pi
2 + α(2−p)
θ
· 2pi
2− α(2−p)q
pθ
· 202(1+ pq )R2+α(2−p)θ −2R(2−α(2−p)qpθ −2)pq
=
1
pi
p+q
q
2pi
2 + α(2−p)
θ
· 2pi
2− α(2−p)q
pθ
· 202(1+ pq ).
Combining 2+α(2−p)
θ
> 0 and 2−α(2−p)q
pθ
> 0 with 1
p
+ 1
q
= 1, one sees that p ∈ (2α+2θ
α+2θ
, 2α+2θ
α
)
.
This completes the proof. 
Proposition 2.8. Let µ(z) = |z − w|−β(2−p)σ be a weight on U, where σ ∈ (0, 1), β > 2σ,
p ∈ (1,∞), and w ∈ C. If p ∈
(
2β−2σ
β
, 2β−2σ
β−2σ
)
, then µ ∈ A+p (U) with a bound independent
of w.
Proof. By a similar argument as in the proof of Proposition 2.7, one can prove that µ ∈
A+p (U) with a bound independent of w if 2 +
−β(2−p)
σ
> 0 and 2 − −β(2−p)q
pσ
> 0. When
β > 2σ > 0, one can derive p ∈
(
2β−2σ
β
, 2β−2σ
β−2σ
)
. 
For the later application, we state the result [LS04, Proposition 4.5] at the end of this
section. For a proof, see [LS04, §4] for details.
Theorem 2.9 (Lanzani-Stein 04). Suppose that 1 < p < ∞. Let BU be the Bergman
projection on U and µ be a weight on U. Then BU is bounded on L
p(U, µ) if and only if
µ ∈ A+p (U). Here Lp(U, µ) is the space consisting all measurable functions f on U such
that
‖f‖Lp(U,µ) :=
(∫
U
|f(z)|pµ(z)dA(z)
)1/p
<∞.
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3. Main Theorem
Let Dn ⊂ Cn be the polydisk and let Ω ⊂ Cn be a bounded domain. Assume that Φ :
Dn → Ω is a surjective proper rational holomorphic mapping. Then Φ is a ramified covering
map of finite order and each component of Φ is a rational function whose denominator is
nonzero. We will show that the p-range for the Lp-boundedness of the Bergman projection
BΩ never degenerates to just p = 2.
Theorem 3.1. The Bergman projection BΩ on Ω is L
p(Ω)-bounded for p ∈ (r, r′), where
r < 2 and r′ > 2 are two conjugate exponents depending on the ramified rational covering.
Proof. By [Bel81, Theorem 1], the Bergman projections transform in the following form
BDn(JCΦ · (h ◦ Φ)) = JCΦ · (BΩ(h) ◦ Φ) for h ∈ L2(Ω),
where JCΦ is the complex Jacobian determinant of Φ. So, to prove the L
p-estimate of BΩ,
‖BΩ(h)‖Lp(Ω) ≤ C‖h‖Lp(Ω) for h ∈ L2(Ω) ∩ Lp(Ω),
it is equivalent to show that
(3.2)
∫
Dn
∣∣∣∣BDn(JCΦ · (h ◦ Φ)) · (JCΦ)−1
∣∣∣∣
p
· |JCΦ|2 dV ≤ Cp
∫
Dn
|h ◦ Φ|p|JCΦ|2dV,
where dV is the standard Euclidean volume measure. Let g = JCΦ · (h◦Φ). To prove (3.2),
it suffices to show that
(3.3)
∫
Dn
|BDn(g)|p · |JCΦ|2−p dV ≤ Cp
∫
Dn
|g|p · |JCΦ|2−pdV
for g ∈ Lp(Dn, |JCΦ|2−p), the Lp space on Dn with weight |JCΦ|2−p.
Consider the Cayley transform ψ : U→ D given by
ψ(z) =
i− z
i+ z
,
where z ∈ U = {z ∈ C : Im(z) > 0}. Let Ψ = ⊗nj=1ψ : Un → Dn be the biholomorphism.
Apply the Bergman projections transform [Bel81, Theorem 1] to Ψ : Un → Dn and pull
back from Dn to Un as in (3.2). Let f = JCΨ · (g ◦ Ψ). To prove (3.3), it suffices to show
that
(3.4)
∫
Un
|BUn(f)|p · |Q|2−p dV ≤ Cp
∫
Un
|f |p · |Q|2−pdV,
for f ∈ Lp(Un, |Q|2−p), where Q = JCΨ · ((JCΦ) ◦Ψ).
Note that BUn = ⊗nj=1BU. Repeatly apply Theorem 2.9 n times. To prove (3.4), it
suffices to check:
(1) |Q|2−p as a weight in the variable z1 is in A+p (U) with a uniform bound independent
of z2, . . . , zn;
(2) |Q|2−p as a weight in the variable z2 is in A+p (U) with a uniform bound independent
of z1, z3, . . . , zn;
. . .
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(n) |Q|2−p as a weight in the variable zn is in A+p (U) with a uniform bound independent
of z1, . . . , zn−1.
Without loss of generality, it suffices to check (1) above. Namely, for a.e. z2, . . . , zn,
|Q(·, z2, . . . , zn)|2−p ∈ A+p (U) with a uniform bound C independent of z2, . . . , zn.
Since Φ and Ψ are rational, so is Q. Let Q(z) = P1(z1,...,zn)
P2(z1,...,zn)
, where P1 and P2 are
polynomials in z1, . . . , zn. For a.e. z2, . . . , zn ∈ U, consider P1 and P2 as polynomials in z1.
By the fundamental theorem of algebra, these polynomials can be written as
P1(z) = a0(z1 − a1)α1 . . . (z1 − ak)αk and P2(z) = b0(z1 − b1)β1 . . . (z1 − bl)βl,
where α1, . . . , αk, β1, . . . , βl ∈ Z+ and a0, . . . , ak, b0 . . . , bl depend on z2, . . . , zn but are
independent of z1.
Since a0/b0 is independent of z1, by Lemma 2.3 and 2.4, it suffices to assume a0/b0 = 1
and check
(3.5) |z1 − a1|
α1(2−p)
θ1 , . . . , |z1 − ak|
αk(2−p)
θk , |z1 − b1|
−β1(2−p)
σ1 , . . . , |z1 − bl|
−βl(2−p)
σl ∈ A+p (U)
for some θ1, . . . , θk, σ1, . . . , σl ∈ (0, 1) independent of z2, . . . , zn with (θ1 + · · ·+ θk) + (σ1 +
· · · + σl) = 1. Since β1, . . . , βl ∈ Z+, take σ1, . . . , σl ∈ (0, 1/2). By Propositions 2.7 and
2.8, the condition (3.5) holds when
p ∈
(
k⋂
j=1
(
2αj + 2θj
αj + 2θj
,
2αj + 2θj
αj
))⋂( l⋂
s=1
(
2βs − 2σs
βs
,
2βs − 2σs
βs − 2σs
))
=: I1.
Note that each interval above contains 2 and its endpoints are conjugate exponents. Hence
I1 is nonempty and write I1 = (r1, r
′
1), where r1 < 2 and r
′
1 > 2 are conjugate exponents.
In a similar fashion, conditions (2)–(n) hold when p ∈ I2, . . . , p ∈ In, respectively. Here
for each j = 2, . . . , n, Ij = (rj , r
′
j) where rj < 2 and r
′
j > 2 are conjugate exponents. Write
I = ∩nj=1Ij = (r, r′), where r < 2 and r′ > 2 are conjugate exponents. Therefore, BΩ is
Lp(Ω)-bounded for p ∈ I. 
4. Application to Symmetrized Polydisks
For w = (w1, w2, . . . , wn) ∈ Cn, we denote the symmetric polynomials by
p1(w) =
n∑
j=1
wj,
p2(w) =
∑
j<k
wjwk,
p3(w) =
∑
j<k<l
wjwkwl,
· · ·
pn(w) = w1w2 · · ·wn.
8 LIWEI CHEN, STEVEN G. KRANTZ, AND YUAN YUAN
Definition 4.1. The n-dimensional symmetrized polydisk is defined by
Gn = {z = (p1(w), p2(w), . . . , pn(w)) ∈ Cn : w ∈ Dn}.
Proposition 4.2. Let Φn : D
n → Gn be the holomorphic mapping defined by
Φn(w) = (p1(w), p2(w), . . . , pn(w)).
Then Φn is a ramified rational proper covering map of order n! with complex Jacobian
determinant
(4.3) JCΦn(w) =
∏
j<k
(wj − wk).
Proof. Since p1, . . . , pn are polynomials, Φn is rational and proper. Note that G
n = Φn(D
n).
As a proper holomorphic surjective mapping, Φn : D
n → Gn is a ramified covering. If τn is
a permutation on {1, 2, . . . , n}, then
Φn(w1, . . . , wn) = Φn(wτn(1), . . . , wτn(n)).
So Φn is of order n!.
Next, we prove (4.3) by induction on n. When n = 1, (4.3) is trivially
JCΦ1(w) = 1.
Assume that (4.3) holds for n = m. We show (4.3) holds for n = m+ 1 as well. Note that
if wj = wk for any 1 ≤ j < k ≤ m+ 1, then JCΦm+1(w) = 0. So JCΦm+1(w) is divisible by∏
j<k(wj −wk). On the other hand, for j = 1, . . . , m+1 the function JCΦn is a polynomial
in wj with leading power m, which is the same as
∏
j<k(wj − wk). So
(4.4) JCΦm+1(w) = c
∏
1≤j<k≤m+1
(wj − wk)
for some constant c 6= 0.
In (4.4), let wm+1 = 0. The last row of the determinant on the lefthand side of (4.4) be-
comes (0, . . . , 0, w1 · · ·wm). Expanding this row from the determinant gives w1 · · ·wmJCΦm(w).
On the other hand, the righthand side of (4.4) becomes cw1 · · ·wm
∏
1≤j<k≤m(wj − wk).
Therefore, (4.4) becomes
JCΦm(w) = c
∏
1≤j<k≤m
(wj − wk).
By the inductive hypothesis, c = 1. So (4.3) holds for n = m + 1. This completes the
proof. 
As in the proof of Theorem 3.1, let Ψ = ⊗nj=1ψ : Un → Dn be a biholomorphism, where
ψ : U→ D is the Cayley transform
ψ(z) =
i− z
i+ z
.
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Then the Bergman projection BGn on G
n is Lp(Gn)-bounded if (3.4) holds with
Q(z) = JCΨ(z) · ((JCΦn) ◦Ψ(z)) =
c
∏
j<k(zj − zk)∏n
j=1(i+ zj)
n+1
for some universal constant c.
Since Q is symmetric in z1, . . . , zn, it suffices to check any of conditions (1)-(n) in the
proof of Theorem 3.1. Without loss of generality, we check (1). As in (3.5), it suffices to
check that
(4.5) |i+ z1|
−(n+1)(2−p)
θ1 , |z1 − z2|
2−p
θ2 , . . . , |z1 − zn|
2−p
θn ∈ A+p (U)
with a bound independent of z2, . . . , zn for some θ1, . . . , θn ∈ (0, 1) with θ1 + · · ·+ θn = 1.
By Propositions 2.7 and 2.8, the condition (4.5) holds when
(4.6)
p ∈
(
2(n+ 1)− 2θ1
n+ 1
,
2(n+ 1)− 2θ1
n + 1− 2θ1
)⋂(2 + 2θ2
1 + 2θ2
, 2 + 2θ2
)⋂
· · ·
⋂(2 + 2θn
1 + 2θn
, 2 + 2θn
)
.
Note that the last n− 1 intervals are symmetric in θ2, . . . , θn. Given θ1 ∈ (0, 1), the largest
possible intersection of these n − 1 intervals occurs when θ := θ2 = · · · = θn. So (4.6)
becomes
(4.7) p ∈
(
2 + 2θ
1 + 2θ
, 2 + 2θ
)⋂(2n+ 2(n− 1)θ
n+ 1
,
2n+ 2(n− 1)θ
n− 1 + 2(n− 1)θ
)
,
since θ1 + (n − 1)θ = 1. As θ varies from 0 to 1, in (4.7) the first interval is expanding
while the second interval is shrinking. Since the endpoints are conjugate exponents, the
largest possible intersection occurs when the two intervals are identical. This is achieved
by setting
θ =
√
n2 − 1− n+ 1
2n− 2
and (4.7) becomes
(4.8) p ∈
(√
n2 − 1 + n− 1√
n2 − 1 ,
√
n2 − 1 + n− 1
n− 1
)
.
We summarize what we have proved in the following.
Theorem 4.9. The Bergman projection BGn on the n-dimensional symmetrized polydisk
Gn is Lp(Gn)-bounded if (4.8) holds.
In particular, when n = 2, the classical symmetrized bidisk
G := G2 = {(z1 + z2, z1z2) ∈ C2 | (z1, z2) ∈ D× D}
is of particular interest in the geometric function theory (cf. [ALY18, AY00, AY04]).
Corollary 4.10. The Bergman projection BG is L
p(G)-bounded for p ∈
(√
3+1√
3
,
√
3 + 1
)
.
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5. Application to Hartogs Triangles
For γ ∈ R+, let
Hγ = {(z1, z2) ∈ C2 : |z1|γ < |z2| < 1}
be the Hartogs triangle with exponent γ. Since the Bergman space A2(D) is the same as
A2(D∗), the result in §3 applies to any domain Ω ⊂ C2 with a rational proper covering
mapping Φ : D× D∗ → Ω.
When γ ∈ Q+, let γ = m
n
for some m,n ∈ Z+ with gcd(m,n) = 1. The holomorphic
mapping Φ : D× D∗ → Hm/n given by
Φ(w1, w2) = (w1w
n
2 , w
m
2 ) for (w1, w2) ∈ D× D∗
is a rational proper covering map.
Corollary 5.1. The Bergman projection BHm/n is L
p(Hm/n)-bounded for p ∈ (r, r′), where
r < 2 and r′ > 2 are conjugate exponents.
Remark 5.2. Edholm and McNeal obtained in [EM16] the precise nondegenerate interval
of p for which the Bergman projection is Lp-bounded.
When γ is irrational, Edholm and McNeal showed that the Bergman projection BHγ is
Lp(Hγ)-bounded only when p = 2. Their result together with Theorem 3.1 implies the
following result.
Corollary 5.3. There is no rational proper covering map from D × D∗ to Hγ when γ is
irrational.
Remark 5.4. This geometric property of Hγ is obtained by an analytic method. Namely, the
geometric mapping properties of Hartogs triangles with rational and irrational exponent
are significantly different.
This idea can be applied to higher dimensional domains as well.
Corollary 5.5. For any bounded domain Ω ⊂ Cn, if its Bergman projection BΩ is Lp(Ω)-
bounded only when p = 2, then it cannot be covered by Dn through a rational proper
holomorphic map.
Remark 5.6. There are examples in C2 in [CZ16b, Zey13] other than Hγ mentioned above.
6. The Friedrichs operator on G
6.1. The Pull-Back Bergman Space. Let
G := G2 = {(z1 + z2, z1z2) ∈ C2 | (z1, z2) ∈ D× D}
be the symmetrized bidisk in C2. By Proposition 4.2,
Φ : D2 → G
where Φ(z) := Φ2(z1, z2) = (z1+ z2, z1z2) is a rational proper covering map of order 2 with
Jacobian determinant JCΦ(z) = z1 − z2.
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Define a symmetrization map on D2 by
τ : D2 → D2
with τ(z1, z2) = (z2, z1). A measurable function f on D
2 is called τ -invariant if f ◦ τ = f .
We denote the set of τ -invariant functions by Iτ (D2). If g ∈ A2(G), then g ◦ Φ = g ◦ Φ ◦ τ ,
so g ◦ Φ ∈ Iτ (D2). Let ν(z) = |z1 − z2|2 on D2 and let A2(D2, ν) = L2(D2, ν) ∩ O(D2) be
the weighted Bergman space with norm
‖f‖A2(D2,ν) :=
(∫
D2
|f(z)|2ν(z) dV (z)
)1/2
,
where dV (z) is the standard Euclidean volume measure in z. By change of variables, if
g ∈ A2(G), then g ◦ Φ ∈ A2(D2, ν) and ‖g‖2L2(G) = 12‖g ◦ Φ‖2L2(D2,ν). On the other hand, if
f ∈ A2(D2, ν) ∩ Iτ (D2), then f ◦Φ−1 is a well-defined holomorphic function on G and thus
f ◦ Φ−1 ∈ A2(G) since
∫
G
|f ◦ Φ−1|2 dV = 1
2
∫
D2
|f(z)|2ν(z) dV (z) <∞.
Therefore there is a 1-1 correspondence between A2(G) and A2(D2, ν) ∩ Iτ (D2) through Φ.
For each f ∈ A2(D2, ν) ∩ Iτ (D2), let h(z) = f(z) · (z1 − z2). Then h ∈ A2(D2) and
h ◦ τ = −h. Write
h(z1, z2) =
∑
j,k≥0
cj,kz
j
1z
k
2 .
It follows from h ◦ τ = −h that ck,j = −cj,k for all j, k ≥ 0. Therefore, h can be written as
h(z1, z2) =
∑
j>k
cj,k
(
zj1z
k
2 − zk1zj2
)
.
A direct computation shows that
∫
D2
|zj1zk2 − zk1zj2|2 dV (z) =
2pi2
(k + 1)(j + 1)
.
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Hence
{√
(k+1)(j+1)
2pi2
(zj1z
k
2 − zk1zj2)
}
j>k
is an orthonormal basis for the space {h ∈ A2(D2)|h ◦ τ = −h},
and therefore
{√
(k+1)(j+1)
2pi2
zj1z
k
2−zk1 zj2
z1−z2
}
j>k
is an orthonormal basis for A2(D2, ν)∩Iτ (D2). An-
other computation shows that the Bergman kernel of the space A2(D2, ν) ∩ Iτ (D2) is
Bν(z1, z2, ζ1, ζ2) =
∑
j>k
(k + 1)(j + 1)
2pi2
· z
j
1z
k
2 − zk1zj2
z1 − z2 ·
ζ¯j1 ζ¯
k
2 − ζ¯k1 ζ¯j2
ζ¯1 − ζ¯2
=
1
4pi2
· 1
z1 − z2 ·
1
ζ¯1 − ζ¯2
∑
j 6=k
(k + 1)(j + 1)(zj1z
k
2 − zk1zj2)(ζ¯j1 ζ¯k2 − ζ¯k1 ζ¯j2)
=
1
4pi2
· 1
z1 − z2 ·
1
ζ¯1 − ζ¯2
∑
j,k
(k + 1)(j + 1)
[
(z1ζ¯1)
j(z2ζ¯2)
k − (z1ζ¯2)j(z2ζ¯1)k
− (z1ζ¯2)k(z2ζ¯1)j + (z1ζ¯1)k(z2ζ¯2)j
]
=
1
2pi2
· 1
(z1 − z2)(ζ¯1 − ζ¯2)
[
1
(1− z1ζ¯1)2(1− z2ζ¯2)2
− 1
(1− z1ζ¯2)2(1− z2ζ¯1)2
]
.
Remark 6.1. Using Bell’s result [Bel82], one can also obtain the Bergman kernel of the
space A2(D2, ν)∩ Iτ (D2). But we will need the computation of the orthonormal basis later.
6.2. Mapping Properties of the Friedrichs Operator. Let
FG : A
2(G)→ A2(G)
be the Friedrichs operator on G defined by FG(g) = BG(g¯) for g ∈ A2(G), where g¯ is the
complex conjugate of g.
Proposition 6.2. The symmetrized bidisk is not a Hartogs domain in C2.
Proof. Let z = (z1, z2) ∈ G with z1 = w1+w2 and z2 = w1w2 for w1, w2 ∈ D. Then |z1| ≤ 2
and (±2, 1) ∈ G by taking w1 = w2 = ±1. If G is circular in z1, the only possibility
is that z1 is symmetric about 0. If it is the case, then rotating (2, 1) in the z1-direction
counterclockwise by pi/2 implies (2i, 1) ∈ G. This is a contradiction, since w1 + w2 = 2i
forces w1 = w2 = i which gives z2 = w1w2 = −1.
On the other hand, (0,−1), (0, 1) ∈ G by taking w1 = −w2 = 1 and w1 = −w2 = i.
Also, |z2| ≤ 1. If G is circular in z2, the only possibility is that z2 is symmetric about 0.
If it is the case, then rotating (2, 1) in the z2-direction counterclockwisely by pi/2 implies
(2, i) ∈ G. This is a contradiction, since w1 + w2 = 2 forces w1 = w2 = 1 which gives
z2 = w1w2 = 1. So G is not circular in z1 nor z2. This completes the proof. 
By Proposition 6.2, G is not a Reinhardt domain, nor a Hartogs domain. However, the
Friedrichs operator FG is of rank one even if there is a lack of rotational symmetries on G.
Theorem 6.3. The Friedrichs operator FG on G is of rank one. Moreover,
FG : A
2(G)→ H∞(G) := L∞(G) ∩O(G)
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and there exists C > 0 such that ‖FG(g)‖L∞ ≤ C‖g‖L2 for any g ∈ A2(G).
Proof. By the 1-1 correspondence between A2(G) andA2(D2, ν)∩Iτ (D2), it suffices to look at
the Friedrichs operator Fν onA
2(D2, ν)∩Iτ (D2). In §6.1, it is shown that
{√
(k+1)(j+1)
2pi2
zj1z
k
2−zk1 zj2
z1−z2
}
j>k
is an orthonormal basis for the Bergman space A2(D2, ν) ∩ Iτ (D2). So, for f ∈ A2(D2, ν) ∩
Iτ (D2), write
f(z) =
∑
m>n
am,n
zm1 z
n
2 − zn1 zm2
z1 − z2 .
Note that the Bergman kernel of A2(D2, ν) ∩ Iτ (D2) has the form
Bν(z1, z2, ζ1, ζ2) =
∑
j>k
(k + 1)(j + 1)
2pi2
· z
j
1z
k
2 − zk1zj2
z1 − z2 ·
ζ¯j1 ζ¯
k
2 − ζ¯k1 ζ¯j2
ζ¯1 − ζ¯2
.
So, by definition,
Fν(f)(z) =
∫
D2
Bν(z, ζ)f(ζ)ν(ζ) dV (ζ)
=
∫
D2
∑
j>k
(k + 1)(j + 1)
2pi2
· z
j
1z
k
2 − zk1zj2
z1 − z2 ·
ζ¯j1 ζ¯
k
2 − ζ¯k1 ζ¯j2
ζ¯1 − ζ¯2
∑
m>n
a¯m,n
ζ¯m1 ζ¯
n
2 − ζ¯n1 ζ¯m2
ζ¯1 − ζ¯2
ν(ζ) dV (ζ)
=
∑
j>k,m>n
(k + 1)(j + 1)a¯m,n
2pi2
· z
j
1z
k
2 − zk1zj2
z1 − z2 ·∫
D2
(ζ¯1ζ¯2)
k+n · (ζ¯
j−k
1 − ζ¯j−k2 )(ζ¯m−n1 − ζ¯m−n2 )
(ζ¯1 − ζ¯2)(ζ¯1 − ζ¯2)
ν(ζ) dV (ζ).
(6.4)
Note that, if j > k and m > n, the term
(ζ¯j−k1 − ζ¯j−k2 )(ζ¯m−n1 − ζ¯m−n2 )
(ζ¯1 − ζ¯2)(ζ¯1 − ζ¯2)
in the integrand must be a polynomial in ζ¯1 and ζ¯2. On the other hand, expand the norm
square of the weight function
ν(ζ) = |ζ1 − ζ2|2 = |ζ1|2 − ζ¯1ζ2 − ζ1ζ¯2 + |ζ2|2.
Therefore, by rotational symmetry of integration on D2, the only surviving term in (6.4)
will be k = n = 0 and j = m = 1. Therefore
Fν(f)(z) =
a¯1,0
pi2
∫
D2
(|ζ1|2 + |ζ2|2) dV (ζ) = a¯1,0.
This shows that Fν is of rank one. Hence the same property holds for FG.
Note that a¯1,0 = f(0). By the 1-1 correspondence between A
2(G) and A2(D2, ν)∩Iτ (D2),
(6.5) FG(g)(z) = g(0)
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for g ∈ A2(G). By definition, it is always true that ‖FG(g)‖L2 ≤ ‖g‖L2. So (6.5) gives(∫
G
|g(0)|2 dV (ζ)
)1/2
= ‖FG(g)‖L2 ≤ ‖g‖L2,
which implies
‖FG(g)‖L∞ = |g(0)| ≤ C‖g‖L2
for some C > 0 depending only on G. 
7. Concluding Remarks
The symmetrized polydisk is a relatively new domain of study. It exhibits some re-
markable geometric phenomena and has demonstrated interesting new properties. The
higher-dimensional generalization of this idea looks particularly promising, and we hope to
explore this idea in subsequent papers.
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