Physicists use differential equations to describe the physical dynamical world, and the solutions of these equations constitute our understanding of the world. During the hundreds of years, scientists developed several ways to solve these equations, i.e., the analytical solutions and the numerical solutions. However, for some complex equations, there may be no analytical solutions, and the numerical solutions may encounter the curse of the extreme computational cost if the accuracy is the first consideration. Solving equations is a high-level human intelligence work and a crucial step 
Introduction
Differential equations, including ordinary differential equations (ODEs) and partial differential equations (PDEs), formalize the description of the dynamical nature of the world around us.
However, solving these equations is a challenge due to extreme computational cost, although limited cases have analytical or numerical solutions [1] [2] [3] .
Solving equations is a high-level human intelligence work and a crucial step towards general artificial intelligence. Therefore, the obstacle of extreme computational cost in numerical solution may be bypassed by using general AI techniques, such as deep learning and reinforcement learning 4, 5 , which are rapidly developed during the last decades. Recent years such efforts have been made, and three main kinds of the existed efforts using deep learning can be categorized into: 1) directly map to the solution represented by the deep neural network in the continuous manner as in the analytical solution 6 , data used to train the network is randomly sampled within the entire solution domain in each training batch, including initial conditions and boundary conditions; 2) directly map to the solution in the discretized manner as in the numerical solution [7] [8] [9] ; and 3) indirectly map to the internal results or parameters of the numerical solutions, and use the internal results to derive the numerical solutions 6, 10 .
The essence is to take advantage of the nonlinear representing ability of deep neural networks.
The solutions are either directly output by the network or numerically derived from the outputs of the neural network, and the solution task is regarded as a weak-label task while the governing equation is treated as the weak-label to calculate the loss function of the network. The term 'weaklabel' is emphasized to make difference with the label in supervised learning, i.e., the true solutions are not known in these tasks, however, when we get a candidate solution by the neural network output, we can tell how far the output solution is to the true solution by the imbalance of the physical law.
Because of the weak-label property, the solution using deep learning may be unstable for highdimensional ODEs/PDEs tasks. Hence, we propose a deep reinforcement learning (DRL) paradigm for the ODEs/PDEs solution. DRL is naturally suitable for weak-label tasks by the trial-error learning mechanism 5, 11 . Take the game of Go for example 12 , the only prior information about the task is the playing rules that defines win or lose, the label (or score) of each step is whether win or lose after the whole episode of playing rather than an exact score.
While employing reinforcement learning, we are essentially treating the solving of differential equations as a control task. The state is the known current-step solution (either the given initial condition or the intermediate DRL solution) of the differential equations, the action is the solution of the task, and the goal is to find a proper action to balance the governing equation with an acceptable error. A deep deterministic policy network is used to output action policy given a state, and the governing equation is used as the critic, gradients of the policy network is calculated based on the critic.
Results

Nonlinear differential equations
A general nonlinear differential equation form is written as:
where   , u x t denotes the state, and in the solution task, it is also the latent solution of the equation; t u is the derivative with respect to time;
is a nonlinear operator parameterized by  .
Following lists some well-known ODEs and PDEs in the general form that used as examples in this paper.
(1) Van der Pol equation
Van der Pol equation is an oscillator with nonlinear damping governed by the second-order differential equation 13
where tt u is the second-order derivative, , 0    are the scalar parameter, and ( ) p t is the external excitation. High-order differential equations can always be rewritten in the state representation form to be consistent with Eq. (1) like
Therefore, in the following of this paper, we use their most well-known high-order form. 
where   ,t u x is a given field and  is the diffusion coefficient.
The Schrödinger equation describes the changes of the quantum state of a physical system over time 16 , and the nonlinear Schrödinger equation involved in this study is,
(5) Navier-Stocks equations
For a Newtonian incompressible fluid, the governing Navier-Stocks (N-S) equations are,
is the velocity field,   , p t x is the pressure,  is the density of the fluid and  is the viscosity coefficient.
Deep reinforcement learning framework
Deep neural networks have shown remarkable success in the learning of high-dimensional nonlinear functions 17, 18 , although without a solid theoretical framework for understanding what is inside the black box. Given the necessary condition for solving the differential equations, i.e., the initial condition and boundary condition (which is also the solution of the equations in initial and boundary state), the solution of the equation is a nonlinear mapping from the initial and boundary solutions to the temporal-spatial field solutions. This enables the deep neural network approximator parameterized by  to represent the solution of the differential equations.
The intuitive of employing DRL to solve differential equations is that the process of solving equations can be dealt as a trail-error process, the process contains two periods: first guess a candidate solution  a  under the given state  s  ; then criticize and improve it by calculating the loss function using the governing equation, where  and  are the continuous domain of the solution, therefor    .
As illustrated in Fig. 2 As the governing equation is the prior knowledge, the solving task can be handled as a one-step Markov Decision Process (MDP) task. The loss function of the policy network over the continuous solution action space is written as (for convenience, symbols used are from the classic reinforcement learning; however, one can correspond to the specific solution problem according to the diagram in 
Silver et.al shows an outperformed power of the deterministic version of the policy gradient (DPG) that requires less sample to train 19 , i.e., parameterize the policy by a deterministic policy (12) and the error threshold is set as 1E-4, 
where g u  is the external earthquake excitation, and is chosen as the El Centro signal. The inputs of the policy network is set as 
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Temporal interval is set as 0.01s, and the threshold of critic is set as 1E-3. Fig. 4 illustrates the solution result. 
The critic for this equation is,
  
The diffusion coefficient is a critical parameter which influences the solution topology of the Burgers' equation, and three diffusion coefficients are considered in this study. Take onedimensional Burger's equations as an example, the diffusion coefficient, the computational domain, the initial and boundary conditions are set as follows, 0.1, 0.05 and 0.01
The number of spatial-temporal points sampled in this example are 50
i N  and 10 000 e N  ， , respectively. The learning rate is set to exponential decay, with an initial value of 0.005 and decay rate 0.9995 (decaying every 100 steps, but no less than 1E-5). It should be noted that the solutions of this PDE is governed by its boundary conditions and initial conditions. Hence,  and  are set large values at the beginning to accelerate the training process, the exponential decay is applied to these two parameters, with an initial value of 50 and decay rate 0.9 (decaying every 100 steps, but no less than 2).
After iterations the mean square error b i e r r r   converges to less than 6E-5 for all the diffusion coefficients cases. The comparisons between the DRL solutions and the solutions derived by Cole 1 are shown in Fig. 5 . The DRL solutions, i.e., the spatial-temporal cloud map of the solution and the solutions selected at some spatial and temporal points, agree well with Cole 's results. As shown in Fig. 5d , shock wave appears as the decrease of  , and the absolute value of the first derivative is quite large. However, the DRL solutions can accurately capture the shock wave. 
A deep neural network consisting of seven hidden is used for inferring the policy. The architecture of hidden layers is the same as that used for solving the Burgers' equation. The loss function is similar as Eqs. (14) and (15) Comparisons between the DRL solutions and the numerical solutions obtained by a high-order numerical method, i.e., the fourth-order Runge-Kutta exponential time differencing method (ETD4RK) 21, 22 , are shown in Fig. 6 . Both real part and imaginary part of DRL solutions, i.e., the spatial-temporal cloud map of the solution and the solutions selected at some spatial points, agree well with ETD4RK solution. Couette flow. To test the possible application of DRL approach to fluid dynamics, the steady Couette flow in Fig. 7 is taken as an example. The governing equations are formulated as, 
Methods
Setting of DRL hyperparameters. Adam (adaptive moment estimation) 23 is employed as the optimization algorithm for training the policy network, in which learning rate is an essential hyperparameter. Meanwhile, the selection of activation functions, the number of hidden layers, the number of nodes of each hidden layer in the deep policy network and the discretized time-step for the discretized form of DRL approach are also hyperparameters to be set. The decay rate of the deviation  0.9995 for every 100 training steps. The selection of these hyperparameters can be found above.
Code availability. Python and MATLAB codes for the examples appeared in this research are available from https://github.com/HIT-SMC/DRL_solver.
