Abstract. We prove logarithm laws and shrinking target properties for unipotent flows on the homogenous space Γ\G with G = SL 2 (R) r1 × SL 2 (C) r2 and Γ ⊆ G an irreducible non-uniform lattice. Our method relies on certain estimates for the norms of (incomplete) theta series in this setting.
Introduction
Let G denote a semisimple Lie group and Γ ⊆ G a non-uniform irreducible lattice. Consider the action of an unbounded one parameter subgroup {g t |t ∈ R} ⊆ G on the space X = Γ\G endowed with the probability G-invariant Haar measure σ. By Moore's Ergodicity Theorem this action is ergodic on Γ\G and hence the orbit of σ-a.e. x ∈ X becomes equidistributed. In particular, these orbits make excursions far out into the cusps. A natural way of measuring the rate of these excursions is considering the distances dist(o, xu t ) from a fixed point o ∈ X and asking what is the fastest rate at which they grow for a typical point x ∈ X; note that the ergodicity of the action implies lim t→∞ dist(o, xg t ) = ∞ for σ-a.e. x ∈ X.
This problem can be treated as an instance of a shrinking target problem and, as such, an upper bound for the rate of excursions follows from the Borel-Cantelli Lemma. We recall that the Borel-Cantelli Lemma implies that for any sequence {B ℓ } ℓ∈N of shrinking targets in X, if ℓ σ(B ℓ ) < ∞, then for σ-a.e. x ∈ X the set {ℓ|xg ℓ ∈ B ℓ } is finite. If we also assume that the events xg ℓ ∈ B ℓ and xg k ∈ B k are independent (i.e, σ(B ℓ g −ℓ ∩ B k g −k ) = σ(B ℓ )σ(B k )), then the converse is also true. In general, the converse is not true without the independence assumption. However, it may hold under additional assumptions on the shrinking sets. A family B of subsets of X is called a Borel-Cantelli family for {g ℓ } if the converse holds for all sets from B. That is, B is Borel-Cantelli for {g ℓ } if for any countable collection of shrinking targets {B ℓ } ⊂ B with ℓ σ(B ℓ ) = ∞, for σ-a.e. x ∈ X the set {ℓ|xg ℓ ∈ B ℓ } is infinite.
In our setting, we consider targets shrinking to infinity given by B r = {x ∈ X|dist(o, x) > r}.
Under an appropriate normalization of the distance function we have that σ(B r ) ≍ e −r and hence, the first half of the Borel-Cantelli Lemma together with a standard continuity argument imply that lim t→∞ dist(o,xgt) log(t)
≤ 1 for σ-a.e. x ∈ X. If the family of neighborhoods of infinity B = {B r |r > 0} is Borel-Cantelli for {g ℓ } then this bound is sharp and the flow {g t } t∈R satisfies the logarithm law, lim t→∞ dist(o,xgt) log(t)
= 1 for σ-a.e. x ∈ X. We note that if this holds for a lattice Γ, then it also holds for any commensurable lattice Γ ′ (as the difference between the corresponding distance functions is uniformly bounded).
1
The case of the geodesic flow on finite volume non-compact hyperbolic manifolds (that is, Γ\H m+1 with Γ ⊆ SO(m + 1, 1) a non-uniform lattice) was studied by Sullivan [Su82] . Sullivan utilized a geometric proof Khinchin's theorem on approximation of reals by rationals to prove that the family B = {B r |r > 0} is Borel-Cantelli for the geodesic flow.
The general case of locally symmetric spaces of noncompact type and {g t |t ∈ R} a one parameter diagonalizable subgroup was proved by Kleinbock and Margulis [KM99] . Using the exponential rate of mixing of such flows they show that the events xg ℓ ∈ B r ℓ and xg k ∈ B r k are (exponentially close to being) independent. Then, using an effective version of the second half of the Borel-Cantelli Lemma they proved that the family B is Borel-Cantelli for these flows, and hence, diagonalizable flows satisfy the logarithm law. In fact, for this result one can use other distance like function ∆ : X → [0, ∞), instead of the function ∆(x) = dist(o, x), where we call a function distance like if (after appropriate normalization) it satisfies σ{x|∆(x) ≥ r} ≍ e −r .
More recently the case of one parameter unipotent groups has attracted some attention. For unipotent flows, the (polynomial) rate of mixing is not fast enough to obtain the desired effective independence used in the case of diagonalizable flows. Nevertheless, in [AM09] Athreya and Margulis proved logarithm laws for one parameter unipotent groups acting on X n = SL n (Z)\SL n (R), with respect to a distance like function α 1 : X n → [0, ∞), given in terms of the length of the shortest vector in Λ = Z n g. To obtain this result they use the interpretation of this space as the space of lattices in R n and prove a random version of Minkowski's theorem, showing that a large set in R n intersects most lattices (with respect to normalized Haar measure on X n ).
If one considers the action of the full horospherical group (rather than a one parameter unipotent group) it is possible to get much sharper results. Indeed, in [At11] Athreya studied the action of full horospherical group on X n . In this setting, he was able to give a precise result for the rate of excursions for every x ∈ X n , in terms of certain Diophantine properties of x. In the special case where G = SL 2 (R) the horospherical group is a one parameter group, and hence in these cases the logarithm laws follow from this analysis (for any lattice Γ ⊆ SL 2 (2, R)).
In this paper, we generalize the approach in [AM09] to prove logarithm laws for one parameter unipotent flows on more general homogenous spaces Γ\G. Though this approach should work in general (at least for lattices of Q-rank one) it relies on estimates of certain theta functions that we were able to establish so far only for the case where Γ is an irreducible lattice in G = SL 2 (R)
Before we state our results we introduce the following notation. We write A B or A = O(B) to indicate that A ≤ cB for some constant c. If we wish to emphasize that constant depends on some parameters we use subscripts, for example A ǫ B. We also write A ≍ B to indicate that A B A.
We can now state our main result.
r 2 , Γ ⊆ G an irreducible lattice, and K ⊂ G a maximal compact. Let dist denote a distance function on X = Γ\G obtained from a left Ginvariant, bi K-invariant Reimannian metric on G, normalized so that σ(B r ) ≍ e −r . Then, for any one-parameter unipotent group {u s } s∈R ⊆ G (0.1) ∀o ∈ X, for σ-a.e. x ∈ X, lim
Remark 1. If we assume that Γ is arithmetic, then our proof implies the stronger statement that the family B of neighborhoods of infinity is Borel-Cantelli for {u ℓ }.
For the reader's convenience we give a brief outline of the proof. As a first step we note that it is enough to find for every ǫ > 0 a set Y = Y ǫ of positive measure such that
Indeed, the set {x| lim t→∞ dist(o,xut) log t ≥ 1 − ǫ} is invariant under the flow and hence, from ergodicity, if it has positive measure it must have full measure. Next, in order to construct such a set, it is enough to find a sequence of sets Y k ⊆ X satisfying that their measures are uniformly bounded from below, and that
Indeed, in that case the set
k=ℓ Y k will have positive measure and satisfy (0.2). Finally, we construct the sets Y k explicitly by taking appropriate unions of translations of neighborhoods of the cusp at infinity. To describe this construction we need some additional notation. Let P ⊆ G denote the maximal parabolic subgroup of upper triangular matrices and let Γ ∞ = Γ ∩ P denote the stabilizer of the cusp at infinity. Let Q ⊆ P be the maximal subgroup containing Γ ∞ such that Γ ∞ \Q is relatively compact; see (1.4) below. In section 3.1 we construct an explicit sequence of sets D k ⊆ Q\G such that the sets Y D k satisfy (0.3) where for any D ⊆ Q\G we let
Moreover, it follows from our construction that |D k | → ∞ where |D k | denotes the measure of D k with respect to the Haar measure on Q\G. It is worth mentioning that this is where unipotent flow is used most crucially. Indeed if one carries the same construction for diagonalizable flows then |D k | will remain "small". The reason we get large measure sets for unipotent flow is that the K-parts of the unipotent group in the Iwasawa decomposition, G = KP, are "far" from each other. This prevents large overlaps of the translate of a small region and results in large measure sets, see Section 3 for more details.
In order to complete the proof, all we need to show that the sets Y D k constructed above do not have measures shrinking to zero. A standard way to control the measure of sets Y D ⊆ Γ\G obtained from sets D ⊆ Q\G by lifting to G and then folding back into Γ\G, comes from analysis of a corresponding incomplete theta series. Specifically, to any compactly supported function f ∈ C c (Q\G) the corresponding theta function
Note that if f is supported on D ⊆ Q\G, then Θ f is supported on Y D . In order to exclude the possibility that σ(Y D ) → 0 while |D k | → ∞, it is enough to show that the theta functions corresponding to the indicator functions of D k do not become to large. To do this we bound the growth of Θ 1 1 D in terms of |D|, where Θ f 2 = Γ\G |Θ f (g)| 2 dσ(g). In fact, we prove the following general bound for the L 2 norm of these theta functions that is of independent interest.
, where the norms on the right are with respect to Haar measure on Q\G.
It is worth mentioning that this is the same strategy used in [AM09] . There, they get an estimate, similar to the one in Theorem 2, using a result of C. A. Rogers [Ro56] , based on so called spherical symmetrization of the theta function above. However, the result of Rogers is quite specific to the case that is handled in [AM09] and does not seem to generalize to other cases; in particular it does not generalize to the case in hand.
Our proof of Theorem 2 relies on a formula for Θ f 2 in terms of the poles of corresponding Eisenstein series (see Proposition 2.3), together with a comparison of the norms of theta functions constructed with respect to different lattices. In particular, for Γ = SL 2 (O K ) the Eisenstein series has no exceptional poles and the bound (0.4) easily follows from this formula. Next, we show that if the bound (0.4) holds for Γ, then it holds for any finite index subgroup (see Lemma 2.5). Since any arithmetic lattice is commensurable to SL 2 (O K ) we can prove Theorem 2 for all arithmetic lattices.
We note that the assumption that Γ is arithmetic is probably not needed. When r 1 +r 2 ≥ 2 any irreducible lattice is arithmetic so this is only an issue when G = SL 2 (R) or G = SL 2 (C). In those cases, even without the arithmeticity assumption, we prove (0.4) for a specific family of positive functions, approximating the indicator functions of D k . Specifically, for G = SL 2 (R) or SL 2 (C) we consider the family of functions f (λ) ∈ C ∞ c (Q\G) for λ ∈ [1, ∞) as follows (see section 1.1 for the coordinate used for this definition).
• When G = SL 2 (R) we let
where v λ (t) approximates the indicator function of [−(1+ǫ) log(λ), 0] and ψ ∈ C ∞ c (R) is a fixed smooth compactly supported function.
• When G = SL 2 (C) we let
where v λ (t) approximates the indicator function of [−(3+ǫ) log(λ), 0] and ψ ∈ C ∞ c (R 2 ) is a fixed smooth compactly supported function.
Theorem 3. For any lattice Γ ⊆ G with G = SL 2 (R) or SL 2 (C) and f (λ) as above,
Remark 2. It is an interesting question for what groups G and lattices Γ can one show the bound (0.4) for all theta functions. We note that a formula for the norms of theta functions in terms of poles of Eisenstein series can be obtained in general for arithmetic lattices in semi-simple algebraic groups (see [Ha78] ). Moreover, the fact that the bound (0.4) for a lattice Γ implies the same bound (with perhaps a different constant) for any finite index subgroup, can also be proved in this generality. The main ingredient that is missing in order to prove Theorem 2, and hence also Theorem 1, for (arithmetic) hyperbolic manifolds in higher dimensions, is the existence of a nice family of lattices for which the Eisenstein series is known not to have exceptional poles.
1. Notation and preliminaries 1.1. Coordinates. Let G = n j=1 G j with G j = SL 2 (R) for j ≤ r 1 and G j = SL 2 (C) for j > r 1 . We fix coordinates on G and use them to fix a normalization of the Haar measure.
On each G j we have a decomposition G j = N j A j K j with N j upper triangular, A j diagonal with real coefficients and K j maximal compact (so K j = SO(2) for j ≤ r 1 and K j = SU(2) for j > r 1 ). We denote by N = j N j , A = j A j , and K = j K j . Define the group M ⊆ G to be the centralizer of A in K, so that M = j M j with M j = {±1} for j ≤ r 1 and M j is the group of diagonal unitary matrices for j > r 1 .
For t ∈ R n and x ∈ R r 1 ×C r 2 we denote by a t = (a t 1 , . . . , a tn ) ∈ A and n x = (n x 1 , . . . , n xn ) ∈ N, where a t = e t/2 0 0 e −t/2 ∈ A j and n x = 1 x 0 1 ∈ N j . Let µ = (µ 1 , . . . , µ n ) with µ j = 1 for j ≤ r 1 and µ j = 2 for j > r 1 . We fix once and for all a normalization for the Haar measure of G such that in the coordinates g = n x a t k we have
where dk is normalized to be a probability measure on K. Namely, for j ≤ r 1 and
and for j > r 1 and k θ,α,β = cos(θ)e iα sin(θ)e iβ − sin(θ)e −iβ cos(θ)e −iα , we have dk θ,α,β = 1 16π 2 | sin(2θ)|dθdαdβ.
1.2.
Coordinates at the cusp. Let G be as above and let Γ ⊆ G denote an irreducible lattice. We say that Γ has a cusp at infinity if Γ ∞ = Γ ∩ P is non trivial where P ⊆ G denotes the group of upper triangular matrices.
From the work of Shimizu [Sh63] we have that a typical element of Γ ∞ is of the form
with j |u j | µ j = 1. In fact, if n ≥ 2 then Γ is arithmetic and hence commensurable to SL 2 (O K ) with K a number field with r 1 real places and r 2 = n − r 1 (pairs of) complex places and O K is the ring of algebraic integers. In particular, in that case (perhaps after conjugating Γ) we may assume that α ∈ O K is an algebraic integer and u ∈ O * K is in the group of units.
We introduce new coordinates that are more suitable for working with the cusp at infinity.
and let U Γ ⊆ R n denote the image of the homomorphism ι :
Fix an integral basis v 1 , . . . , v n−1 of U Γ and complete it to a basis of R n by adding the vector η = 1 n (µ −1 1 , . . . , µ −1 n ). Definition 1.1. We define the regulator R Γ of Γ as the determinant of the matrix
This does not depend on our choice of basis.
We define our coordinates at the cusp as g(x, t, k) = n x a Dt k. Note that ift = Dt then j µ jtj = t n , consequently, in these coordinates the Haar measure is dg = R Γ e −tn dtdxdk.
Cusp neighborhood.
Using the coordinates at the cusp is easy to see that the set
, is a fundamental domain for Γ ∞ \G (to be precise, when r 1 = 0 it is possible that Γ ∞ ∩ K = {1} in which case we need to replace K by a fundamental domain for (Γ ∞ ∩ K)\K).
For τ ∈ R we define the cusp neighborhoods
We now give a coordinate free description of these sets. For this, let A 1 ⊆ A denote the one parameter group generated by a η with η = 1 n (µ −1 1 , . . . , µ −1 n ) as above, and let Q ⊆ P denote the subgroup given by
Note that Γ ∞ ⊆ Q and the quotient Γ ∞ \Q is relatively compact. In fact, using the coordinates at the cusp we see that the (relatively compact) set
is a fundamental domain for Γ ∞ \Q. Using this notation we can write the cusp neighborhood as the Siegel set
Lemma 5] we have that for τ sufficiently large γF i ∩ F j = ∅ for any γ ∈ Γ and any 1 ≤ i, j ≤ h. Moreover, for such τ we have a Siegel fundamental domain of the form
with C relatively compact, satisfying that ΓF Γ = G, and that the set {γ ∈ Γ|γF Γ ∩ F Γ = ∅} is finite. Indeed, for n ≥ 1 we have that Γ is arithmetic and this follows from the reduction theory of Borel and Harish-Chandra [BH62] . When n = 1, Γ might not be arithmetic, however, in this case G = SL 2 (R) or SL 2 (C) and this is well known (see e.g., [EGM, Proposition 3.9]).
Let dist denote a distance function on X coming from a left G-invariant bi K-invariant Riemannian metric on G. Specifically, denote by dist G the distance function on G induced from the Riemannian metric and let dist = dist X denote the distance function on X = Γ\G given by dist(Γg, Γh) = inf
.
for any choice of representatives x = Γg, y = Γh; the converse, where the representatives g, h are taken from a Siegel set is known as Siegel's conjecture. It's proof is due to Ding [Di94] for the case of G = SL n (R) and to Leuzinger [Le04] and Ji [Ji98] , independently, for a general group and an arithmetic lattice. The case at hand however is simpler, as Γ is either arithmetic of Q-rank one, or that G is of real rank one; in these cases there is no gap in the original proof of Borel [Bo72, Theorem C]. Applying these results to our setting we get the following Lemma 1.1. For o ∈ F Γ and τ 0 ∈ R fixed, there exists a constant C, such that for any g ∈ F j (τ ), j = 1, . . . , h with τ > τ 0 and any γ ∈ Γ,
In particular, this implies that for any g ∈ F j (τ ) with τ > τ 0 we have
Moreover, any g ∈ F j (τ ) can be written as g = ξ j qa ηt k with q ∈ ω, k ∈ K and t ≥ τ . Since ω is relatively compact we have that
. Consequently, we have that any x = Γg ∈ Γ\G with g = ξ j qa ηt k ∈ F j (τ ) satisfies
Remark 3. We note that Theorem 1 (with the same proof ) holds for a more general distance like function ∆ (instead of the standard ∆(x) = dist(o, x)), as long as it can be evaluated on Siegel sets in the sense of (1.7) and behave nicely under the right action of K in the sense that ∆(xk) = ∆(x) + O(1) uniformly for k ∈ K.
1.5. Normalization. We normalize the Haar measure σ = σ Γ to be a probability measure on Γ\G. That is, we set dσ(g) =
We also fix compatible normalization of the Haar measures on Q and on Q\G. First, we identify Q\G = M\A 1 K and we normalize the Haar measure on Q\G so that for any f ∈ C c (Q\G) lifted to a Q-invariant function on G we have
We normalize the Haar measure on Q so that for any compactly supported function f on G we have
Specifically, in the coordinates, q = n x a Dt m with t ∈ R n−1 × {0} we have dq = R Γ dtdxdm. For future reference we note that, with this normalization, the fundamental domain (1.5) has measure (1.9)
Finally, we fix a normalization for the metric dist G . For any r > 0 let
We recall that by [KM99, Section 5] for any metric, dist, on Γ\G arising as above from a metric, dist G , there is a constant k > 0 such that σ(B r ) ≍ e −kr . We can always re-normalize the metric dist G to make k = 1, and this is precisely the normalization we fix. That is, with this normalization we have that
Note that if dist(o, x) is sufficiently large, then x has a unique representative x = Γg with g in one of the cusp neighborhoods F j (τ ). Consequently, from (1.7) and (1.11) one sees that this normalization of dist G imply that
Theta functions
Let G be as above and Γ ⊆ G an irreducible lattice with a cusp at infinity. To any smooth compactly supported function f ∈ C c (Γ\G) we attach the theta function
where the sum is over a full set of representatives for Γ ∞ \Γ. We will sometimes consider theta functions of the same f ∈ C ∞ c (Q\G) constructed with respect to different lattices. We write Θ Γ f (g) when we want to emphasize the dependence on the lattice. Note that (since f is compactly supported) the infinite sum over Γ ∞ \Γ is actually a finite sum. In particular it converges pointwise to a continuous function. Also, since f is already invariant under Γ ∞ , the resulting function is invariant under Γ. We can thus think of Θ f as a function on Γ\G and we define its norm by
This section is devoted to the proof of Theorem 2 and Theorem 3, that is, to prove the bound Θ f 
In particular, taking F = Θ f = Θf we get
This identity (together with the fact that f is compactly supported and Θ f is continuous) shows that Θ f is finite so that indeed Θ f ∈ L 2 (Γ\G).
Next, in order to get an estimate on this norm, we express Θ f itself as an integral over Eisenstein series; but before we can do that, we need to recall some of the theory of Eisenstein series. For details we refer to [Ef87, He83, Sa83] in the spherical case, to [Wa79] in the nonspherical real rank one case, and to [Ha78] in general.
2.1. Spherical Eisenstein series. For each of the factors G j = SL 2 (R) or SL 2 (C) let Ω j denote the Casimir operator, this is a second order differential operator acting on C ∞ (G j ) commuting with the left action of G j (see e.g., [La75, Page 198] and [JL08, Page 62] for explicit formulas for these operators on SL 2 (R) and SL 2 (C) respectively).
For any s ∈ C, define the function ϕ s ∈ C ∞ (Q\G/K) by
This is a joint eigenfunction of the Casimir operators Ω G j with eigenvalues µ 2 j s(1 − s) respectively; note that ϕ 1−s is also an eigenfunction with the same eigenvalues. In the cusp coordinates this function looks like
Given a lattice Γ (with a cusp at infinity), the spherical Eisenstein series (at infinity) is defined by
This series absolutely converges for ℜ(s) > 1, it is right K-invariant and (since the operators Ω j commute with the left action of G) it is also a joint eigenfunction of the Casimir operators with the same eigenvalues. The constant term of the Eisenstein series is defined as
and satisfies
The function C(s) = C Γ (s) can be continued to a meromorphic function having no poles on the half plane ℜ(s) ≥ 1/2, except for possibly finitely many simple poles in the interval ( 1 2
, 1] (see [Ef87, Proposition 6 .1]). The residues at the exceptional poles are all positive, moreover, the residue at s = 1 is related to the volumes of the fundamental domains as follows (see, e.g. [Sa83, Lemma 2.15]) (2.5)
In the case where there are h > 1 cusps, the function C(s) = C 1,1 (s) is one of the diagonal coefficients of the scattering matrix Φ(s). The scattering matrix itself has a meromorphic continuation and satisfies the functional equation Φ(s)Φ(1 − s) = I and Φ(s) * = Φ(s). In particular, on the critical strip ℜ(s) = Remark 4. We note that our normalization of the Eisenstein series is not the standard one for SL 2 (C). In particular, in our normalization the critical strip is 0 ≤ ℜ(s) ≤ 1 rather than the standard 0 ≤ ℜ(s) ≤ 2. However, we find that this choice is more suitable for working with products of SL 2 (R) and SL 2 (C) simultaneously. The reader should be cautioned that whenever comparing to the literature dealing with SL 2 (C) one should replace s by 2s.
Remark 5. When Γ = SL 2 (O K ) the constant term (respectively the determinant of the scattering matrix) can be expressed explicitly in terms of the Dedekind Zeta function of K (respectively, the Class field of K); see [Ef87, ES85] . In particular, in these cases there are no poles in the half plane ℜ(s) ≥ 1 2 except for the pole at s = 1.
2.2. Raising and lowering operators. We will need to consider also Eisenstein series that are not right K-invariant. Using suitable raising and lowering operators we can obtain all the information we need from the spherical case. We briefly recall how to construct these operators for G = SL 2 (R) and G = SL 2 (C) separately.
We start with the (simpler) case where G = SL 2 (R) and K = SO(2)
Let π denote the right regular representation of G. We also denote by π the corresponding representation of the Lie algebra g = sl 2 (R) on C ∞ (G). Fix a basis h = (
, e = ( 0 1 0 0 ) , f = ( 0 0 1 0 ) for g and define raising and lowering operators by
These operators send a vector of K-weight m to a vector of K-weight m ± 1. In particular, a ± ϕ s,m is of weight m±1 and is also an eigenfunction with the same eigenvalue. In particular, we get that a ± ϕ s,m is a scalar multiple of ϕ s,m±1 .
To compute this scalar (and its dependence on s and m) we identify C ∞ (N\G) ∼ = C ∞ (R 2 ) (with G acting on the right). In this realization, with the coordinates
we have that ϕ s,m = (x 1 +ix 2 ) 2m (x 2 1 +x 2 2 ) s+m and the raising and lowering operators are given by (2.6)
With these formulas it is not hard to check that
We now treat the case G = SL 2 (C); here, K = SU(2) and M is the group of diagonal unitary matrices. Consider the representation of K on L 2 (M\K) acting on the right. We say that a vector ϕ ∈ L 2 (M\K) is of M-weight ℓ if it satisfies ϕ(k e iθ 0 0 e −iθ ) = e 2iℓθ ϕ(k).
We can decompose L 2 (M\K) into irreducible invariant subspaces
where L 2 (M\K, m) is isomorphic to the irreducible representation of SU(2) of dimension 2m + 1 and it contains a unique (up to scalar multiplication) vector of M-weight l for any |l| ≤ m. We further note that every irreducible representation of SU(2)/{±I} occurs in this decomposition exactly once.
Let π denote the right representation of G on L 2 (M\G). We say that a vector ϕ ∈ L 2 (M\G) is of M-weight ℓ if it is of M-weight ℓ for the restriction of the representation to K (i.e, if ϕ(g e iθ 0 0 e −iθ ) = e 2iℓθ ϕ(g)).
We use the basis h, e, f, ig, ie, if for g = sl 2 (C) (where h, e, f are as above) and note that ih, w = e − f, v = i(e + f ) is a basis for the subspace su(2) ⊆ sl 2 (C). We then have that a vector ϕ is of M-wight ℓ if π(ih)ϕ = 2lϕ (where π denotes the representation of sl 2 (C) on C ∞ (M\G) corresponding to the right regular representation).
We define the following raising and lowering operators.
By looking at the commutation relation with π(ih) we see that each of these operators sends a vector of M-weight ℓ to a vector of M-weight ℓ ± 1 (or to zero). Moreover, the operator a
We say that a vector ϕ ∈ C ∞ (M\G) is a vector of highest weight m if it is of M-weight m and a + K v = 0 (such a vector is contained in an irreducible K-invariant subspace isomorphic to L 2 (M\K, m)). We also note that if ϕ is of highest weight m, then a + ϕ = b + ϕ is either zero or a vector of highest weight m + 1 (this is also a direct consequence of the commutation relation).
For any m ∈ N let φ m ∈ L 2 (M\K, m) denote a vector of highest weight m and extend it to a function on G by φ(nak) = φ(k). Let ϕ s ∈ C ∞ (N\G/K) (extended to a function on G) be defined by ϕ s (na t k) = e 2st , and let ϕ s,m (g) = ϕ s (g)φ m (g). Then ϕ s,m , ϕ 1−s,m ∈ C ∞ (N\G) are both eigenfunction of the Casimir operator with eigenvalue 4s(1 − s) and are vectors of highest weight m. Consequently a + ϕ s,m = b + ϕ s,m is a vector of highest weight m + 1 and is also an eigenfunction with the same eigenvalue, and hence, a scalar multiple of ϕ s,m±1 .
In order to compute this scalar we identify N\G ∼ = C 2 and use the coordinates z 1 ,z 1 , z 2 ,z 2 on C 2 ∼ = R 4 . In these coordinates, with G acting on the right on C ∞ (N\G) ∼ = C ∞ (C 2 ) the rasing and lowering operators are given by (2.8) where κ m = 0 is a constant depending only on m (but not on s).
2.3.
Non-spherical Eisenstein series. We now go back to the general setting where G = j G j with G j = SL 2 (R) for j ≤ r 1 and G j = SL 2 (C) for j > r 1 and define the non-spherical Eisenstein series (cf. [Ha78, Chapter II section 2]).
We decompose the representation of K given by the right action on
Note that every irreducible representation of j (K j /{±I}) occurs in this decomposition exactly once.
For any φ ∈ L 2 (M\K, m) (extended to a function on G by φ(nak) = φ(k)) we attach the Eisenstein series E(φ, s, g) = γ∈Γ∞\Γ ϕ s (γg)φ(γg), and define the constant term E o (φ, s, g) in the same way. We use the raising and lowering operators to obtain the analogue of (2.4).
where C(s) is as in (2.4) and
it is enough to prove this for functions of the form
We first show this for the specific case when φ m = j φ m j where each φ m j is of K j -weight m j for j ≤ r 1 and maximal weight m j for j > r 1 . For simplicity, we assume that m j ≥ 0 for j ≤ r 1 (otherwise the argument is the same with the lowering operator instead of the raising operator). When m = 0 this is (2.4). Next, applying the raising operators a + j (see (2.7) and (2.10)) we get a
Since the action of a + j commutes with the left action of G, it commutes with the Γ action, implying that
and it commutes with the action of N so that
Now, by induction, we have that
Comparing the two we get
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This proves the result for φ = j φ m j with each φ m j of maximal weight. Next, applying the lowering operators a − K j (for j > r 1 ) we get that the same formula is satisfied by any φ = j φ j with φ j ∈ L 2 (M j \K j , m j ) of arbitrary M-weights.
Explicit formula.
We are now in a position to give upper and lower bounds for Θ f 2 that depend explicitly on the poles of the constant term C(s) (cf. [Ha78, Page 108]).
For each one of the spaces L 2 (M\K, m) we fix an orthonormal basis
and define the following function
with P m (s) as in (2.11). We then have (2) For all positive f ∈ C ∞ c (Q\G) we have the lower bound
We will postpone the proof of Proposition 2.3 to the end of this section. We now show how it implies Theorem 2 and Theorem 3. , 1) (see remark 5). In particular for these lattices Proposition 2.3 directly implies
We note that (for n = 1) there are non arithmetic lattices, and there are also arithmetic (non-congruence) lattices for which C Γ (s) has nontrivial poles in ( 1 2 , 1). In fact, as noticed by Selberg [Se65] , there are arithmetic lattices with poles arbitrarily close to 1. For these we need to control the contribution of the terms M f (s j ). That is, we need a bound of the form (2.14)
∀s ∈ (
14 Though we suspect that such a bound should hold in general, we were not able to prove it by analyzing the terms M f (s) directly. Instead, we can get the desired estimate by comparing the norms of theta functions corresponding to different lattices. To do this we need the following simple lemma.
Lemma 2.5. Let Λ ⊆ Γ be a subgroup of finite index. Then any positive f ∈ C ∞ c (Q\G) satisfies
where the norms are taken in L 2 (Λ\G, σ Λ ) and L 2 (Γ\G, σ Γ ) respectively.
Proof. From positivity of f we have,
Plugging this positivity bound in the identity (2.1) we get
where the last equality can be seen by writing the fundamental domain for Λ ∞ \G is a union of [Γ ∞ : Λ ∞ ] translations of a fundamental domain for Γ ∞ \G and noting that both f and Θ Γ f are invariant under Γ ∞ . Using (2.1) again, this time for Γ, concludes the proof.
We can now prove the bound (2.14) for any value of s ∈ ( 1 2 , 1) that occurs as a pole for some arithmetic lattice. Proposition 2.6. LetΓ ⊆ G denote an arithmetic lattice and let s 1 ∈ ( 1 2 , 1) be a pole of CΓ(s). We then have that for all positive
Proof. The condition thatΓ is arithmetic implies that it is commensurable to Γ = SL 2 (O K ). Let Λ = Γ ∩Γ, then Λ is of finite index in both. In particular, if s j ∈ ( 1 2 , 1) is a pole of CΓ(s) then it is also a pole of C Λ (s) with a positive residue c j > 0. We then have, from the second part of Proposition 2.3 together with Lemma 2.5 and Corollary 2.4, that for any positive f ∈ C ∞ (Q\G)
Theorem 2 now follows directly from Propositions 2.6 and the first part of Proposition 2.3. 15 2.6. Proof of Theorem 3 (the SL 2 (R) case). Here we allow Γ ⊆ G = SL 2 (R) to be an arbitrary non-uniform lattice and we consider the following family of functions: For any large λ > 1 and small ǫ > 0 we let Note that for these functions f
, 1). For our specific family of functions we also have
We can estimate for s ∈ ( 1 2 , 1)
We thus get that
For any m ≤ 2λ estimate |ψ(
, 1).
Remark 6. We note that this bound is optimal. Indeed, if we assume that both ψ andψ are positive then the same argument also gives a lower bound M f (λ) (s) s λ 2ǫ . Moreover, for the end point s = 1 we get M f (λ) (1) λ 2ǫ log(λ) so the condition that s < 1 is crucial. 2.7. Proof of Theorem 3 (the SL 2 (C) case). Let Γ ⊆ G = SL 2 (C) be an arbitrary nonuniform lattice and consider the following family of functions: For any large λ > 1 and small ǫ > 0 we let
where v λ (t) is supported on [−(3 + ǫ) log(λ), 0] takes values in [0, 1] and equals 1 on the interval [−(3 + ǫ) log(λ) + 1, −1], and φ (λ) ∈ C ∞ (M\K) is given by
where ψ is a smooth compactly supported function on R 2 and ψ λ (x 1 , x 2 ) = ψ(λx 1 , λx 2 ). (Note that any smooth function on M\K can be written as φ(k θ,α,β ) = ψ(sin(θ), α − β).)
As above, in order to prove the theorem it is enough to show that
, 1). Here we were not able to prove it directly as before. Instead, we will show that for λ sufficiently large M f (λ) (s) is an increasing function of s. The result will then follow from the bounds for arithmetic lattices and the fact that there are arithmetic lattices with poles arbitrary close to one.
We first need a few preliminary estimates.
where φ m denotes the projection of φ to L 2 (M\K, m).
Proof. We can write the projection φ m as
The factorization of f implies that
As before we can estimate the function
and the integral R v λ (t)e −st dt ≍ s λ s(3+ǫ) to get that
In particular, we have
Proof. Let Ω K denote the Casimir operator for K = SU(2) and note that
On the other hand, Ω K + 1 is a second order differential operator implying that
λ.
Remark 7. Using this argument with powers of Ω K and interpolating, for any real d > 0 one can show that ||φ
(m+1) d . However, for our purpose the above bound with d = 4 is sufficient.
Lemma 2.9. There is a constant λ 0 such that for any
Proof. We will show that for all s ∈ [s 0 , 1) the derivative
For any L > 2 we can bound the sum in the second term by
Using the bound ||φ 
so there is a constant C > 0 (independent on s or on λ) such that
Let λ 0 be large enough so that Cλ We can now conclude the proof of Theorem 3. As mentioned above, it is enough to show thatM(λ, s) s f , 1) for which this is false. That is, there is a sequence λ ℓ → ∞ for whichM(λ ℓ , s 0 )/||f (λ ℓ ) || 2 1 → ∞. In particular, we have thatM (λ ℓ , s 0 ) ≥ 1 for all ℓ sufficiently large (recall that f
Consequently, Lemma 2.9 tells us thatM (λ ℓ , s)/||f (λ ℓ ) || 2 1 → ∞ for all s ∈ (s 0 , 1). On the other hand, we can find an arithmetic lattice Γ * ⊆ SL 2 (Z[i]) such that C Γ * (s) has a pole s 1 ∈ (s 0 , 1) (see e.g., [Se65] ). For this pole, Proposition 2.6 tells us thatM(λ,
in contradiction. 
Proof. Letv(r) = 1 √ 2π R v(t)e −irt dt denote the Fourier transform of v; for any σ ∈ R we have
Consequently we can write,
and summing over Γ ∞ \Γ we get
Integrating this over F O Γ gives
and using Proposition 2.2 for E o (φ, s, g) we get
Now shift the contour of integration to the line σ = 1 2
(picking up possible poles) to get
We recall the formula (2.1), that when written in the coordinates at the cusp reads
Plugging (2.15) in this formula, noting that
recalling that c 0 =
Now, for the first term, by Plancherel, we have + ir)| = 1, we see that the absolute value of the second term is bounded by the first term. For the last term we have for each pole 2π|v(−is j )| 2 = R v(t)e −s j t dt 2 , implying the upper and lower bounds for Θ f 2 .
We can now conclude the proof of Proposition 2.3. For any f ∈ C ∞ c (Q\G) let f m,l (ak) = f m,l (a)φ m,l (k) withf m,l defined in (2.12). From orthogonality we get that
and we can use Proposition 2.10 to estimate each of the terms Θ f m,l 2 separately and sum all the contributions.
First, for the L 2 -norms we have 2 m,l f m,l 2 2 = 2 f 2 2 . Next, the contribution of the exceptional poles 1 2 < s j < 1 (if they exist) is j c j M f (s j ). Finally, since P m (1) = 0 unless m = 0, the pole at s 0 = 1 only contributes for m = l = 0 and its contribution is precisely
If we further assume that f is positive, then the last inequality is an equality implying the lower bound.
Logarithm laws
Let X = Γ\G be as above and let {u s } s∈R ⊂ G denote a one parameter unipotent subgroup. The goal of this section is to prove Theorem 1, that is, to show that
log(s) = 1 for σ-a.e. x ∈ X.
Note that for any conjugated and rescaled flow of the formũ s = ku λs k −1 with k ∈ K and λ > 0 we have that
wherex = xk. Consequently, we may assume without loss of generality that Γ has a cusp at infinity and that the unipotent flow is given by
where n − x = 1 0 x 1 , and y ∈ [0, 1] n is fixed and satisfies max{y j |1 ≤ j ≤ n} = 1. Throughout the rest of this section we will fix such a y and a unipotent flow u t as above. 
We will work in slightly greater generality, and fix an arbitrary increasing sequence of real numbers r ℓ → ∞ satisfying that ℓ e −r ℓ = ∞. For any k ∈ N let p(k) ∈ N such that
Eventually, we will take r ℓ = (1 − ǫ) log(ℓ) in which case we can take p(k) = 2k.
Definition 3.1. Let A 1 (τ ) = {a ηt |t ≥ τ } and define the sets
Proof. From the construction, any x ∈ Y D k can be written as x = Γgu −ℓ for some ℓ ≥ k and g ∈ QA 1 (r ℓ )K. Moreover, replacing g if necessary with γg for a suitable γ ∈ Γ ∞ we can take g from the Siegel set ωA 1 (r ℓ )K. Now write g = qa ηt k with q ∈ ω, k ∈ K and t ≥ r ℓ , then from (1.7) and (1.12) we have that indeed
Proof. Let N − ⊆ G denote the group of lower triangular matrices. We note that ≤ k sin(θ) ≤ 1, k|α − β| ≤ 1 ⊂D k .
In both cases these sets can be approximated by f (λ k ) with λ k ≍ k. We thus get the following Lemma 3.4. Let G = SL 2 (R) or SL 2 (C) and let Γ ⊂ G denote a non uniform lattice. For any ǫ > 0 let r ℓ = (1 − ǫ) log(ℓ) and let D k = Q\ 2k ℓ=k QA 1 (r ℓ )Ku −ℓ ⊆ Q\G. Then there is a constant κ > 0 such that σ(Y D k ) > κ for all k ∈ N.
3.2. Proof of Theorem 1. We now complete the proof of Theorem 1. For the sake of completeness we will prove both the upper and lower bound. Consequently, by Borel-Cantelli for σ-a.e. x ∈ X we have that #{ℓ|xu ℓ ∈ B r ℓ } < ∞ and hence lim ℓ→∞ dist(o, x u ℓ ) log ℓ ≤ 1 + ε for σ-a.e. x ∈ X.
Since for all x ∈ X all s ∈ R we have for ℓ = [s]
we may replace the discrete limit over ℓ ∈ N with a continuous limit over s ∈ R. Finally, since this holds for every ε > 0 we get that lim s→∞ dist(o, x u s ) log s ≤ 1 for σ-a.e. x ∈ X.
Next for the lower bound. Fix ε > 0 and let r ℓ = (1 − ǫ) log(ℓ). Let D k and Y D k be as above. We then have that, by Lemma 3.2, |D k | > 1 for k sufficiently large and hence by Lemma 3.3 (or Lemma 3.4 in the non-arithmetic case) there is some κ > 0 such that σ(Y k ) ≥ κ > 0 for all k. Moreover, by lemma 3.1, for any x ∈ Y k there is some ℓ > k such that dist(o, xu ℓ ) ≥ r ℓ .
Let Y = ∩ But the latter set is invariant under the action of the flow {u s } s∈R and hence must have full measure. Consequently, for σ-a.e. x ∈ X we have that lim ℓ→∞ dist(o,x u ℓ ) log ℓ ≥ 1 − ε and since this is true for any ε > 0 we get that indeed lim s→∞ dist(o, x u s ) log s = 1 for σ-a.e. x ∈ X.
Remark 9. We remark that, in the arithmetic setting, we can repeat the same arguments with any increasing sequence of real numbers {r ℓ } ℓ∈N (instead of r ℓ = (1 ± ǫ) log(ℓ)). Consequently, the same proof shows that for any such sequence the set {ℓ|xu ℓ ∈ B r ℓ } is finite (respectively infinite) for σ-a.e. x ∈ X if and only if the sequence ℓ σ(B r ℓ ) converges (respectively diverges). That is, we show that the family of cusp neighborhoods B = {B r |r > 0} is Borel-Cantelli for the unipotent flow.
