A generalization of the Entropy Power Inequality to Bosonic Quantum
  Systems by De Palma, Giacomo et al.
A generalization of the Entropy Power Inequality to Bosonic Quantum Systems
G. De Palma,1, 2 A. Mari,1 and V. Giovannetti1
1)NEST, Scuola Normale Superiore and Istituto Nanoscienze-CNR, I-56127 Pisa,
Italy.
2)INFN, Pisa, Italy
In most communication schemes information is transmitted via travelling modes of
electromagnetic radiation. These modes are unavoidably subject to environmental
noise along any physical transmission medium and the quality of the communication
channel strongly depends on the minimum noise achievable at the output. For classi-
cal signals such noise can be rigorously quantified in terms of the associated Shannon
entropy and it is subject to a fundamental lower bound called entropy power in-
equality. Electromagnetic fields are however quantum mechanical systems and then,
especially in low intensity signals, the quantum nature of the information carrier
cannot be neglected and many important results derived within classical information
theory require non-trivial extensions to the quantum regime. Here we prove one pos-
sible generalization of the Entropy Power Inequality to quantum bosonic systems.
The impact of this inequality in quantum information theory is potentially large and
some relevant implications are considered in this work.
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I. INTRODUCTION
In standard communication schemes, even if based on a digital encoding, the signals
which are physically transmitted are intrinsically analogical in the sense that they can as-
sume a continuous set of values. For example, the usual paradigm is the transmission of
information via amplitude and phase modulation of an electromagnetic field. In general, a
continuous signal with k components can be modeled by a random variable X with values
in Rk associated with a probability measure dµ(x) = p(x)dkx on Rk. For example, a single
mode of electromagnetic radiation is determined by a complex amplitude and therefore it
can be classically described by a random variable X with k = 2 real components. The
Shannon differential entropy1,2 of a general random variable X is defined as
H(X) = −
∫
Rk
p(x) ln p(x) dkx , x ∈ Rk , (1)
and plays a fundamental role in information theory. Indeed depending on the context H(X)
quantifies the noise affecting the signal or, alternatively, the amount of information poten-
tially encoded in the variable X.
Now, assume to mix two random variables A and B and to get the new variable C =
√
λ A +
√
1− λ B with λ ∈ [0, 1] (see Fig. 1). For example this is exactly the situation
in which two optical signals are physically mixed via a beam–splitter of transmissivity λ.
What can be said about the entropy of the output variable C? It can be shown that, if the
inputs A and B are independent, the following Entropy Power Inequality (EPI) holds3,4
e2H(C)/k ≥ λ e2H(A)/k + (1− λ) e2H(B)/k , (2)
stating that for fixed H(A), H(B), the output entropy H(C) is minimized taking A and B
Gaussian with proportional covariance matrices. This is basically a lower bound on H(C)
and the name entropy power is motivated by the fact that if p(x) is a product of k equal
isotropic Gaussians one has 1
2pie
e2H(X)/k = σ2, where σ2 is the variance of each Gaussian which
is usually identified with the energy or power of the signal1. In the context of (classical)
probability theory, several equivalent reformulations2 and generalizations5–7 of Eq. (2) have
been proposed, whose proofs have recently renewed the interest in the field. As a matter of
fact, these inequalities play a fundamental role in classical information theory, by providing
computable bounds for the information capacities of various models of noisy channels1,8,9.
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FIG. 1. Graphical representation of the coherent mixing of the two inputs A and B. For the
quantum mechanical analogue the two input signals correspond to electromagnetic modes which
are coherently mixed at a beam–splitter of transmissivity λ. The entropy of the output signal
is lower bounded by a function of the input entropies via the quantum entropy power inequality
defined in Eq. (5).
The need for a quantum version of the EPI has arisen in the attempt of solving some
fundamental problems in quantum communication theory. In particular the EPI has come
into play when it has been realized that a suitable generalization to the quantum setting,
called Entropy Photon number Inequality (EPnI)10,11, would directly imply the solution of
several optimization problems, including the determination of the classical capacity of Gaus-
sian channels and of the capacity region of the bosonic broadcast channel12,13. Up to now
the EPnI is still unproved and, while the classical capacity has been recently computed14,15
by proving the bosonic minimum output entropy conjecture16, the exact capacity region of
the broadcast channel remains undetermined. In 2012 another quantum generalization of
the EPI has been proposed, called quantum Entropy Power Inequality (qEPI)17,18, together
with its proof valid only for the 50 : 50 beam–splitter corresponding to the case λ = 1
2
. The
contribution of this paper is to show the validity of this inequality for any beam–splitter
and to extend it also to the quantum amplifier.
The qEPI proved in this work, while directly giving tight bounds on several entropic
quantities, also constitutes a potentially powerful tool which could be used in quantum
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information theory in the same spirit in which the classical EPI was instrumental in deriving
important classical results like: a bound to the capacity of non–Gaussian channels1, the
convergence of the central limit theorem19, the secrecy capacity of the Gaussian wire–tap
channel9, the capacity region of broadcast channels8, etc.. In this work we consider some of
the direct consequences of the qEPI and we hope to stimulate the research of other important
implications in the field.
II. THE QUANTUM ENTROPY POWER INEQUALITY AND ITS PROOF
In order to define the quantum mechanical analogue of Eq. (2), we follow the reasoning
line of Ref.s 10, 11, 17, and 18 where the classical random variable X is replaced by a
collection of independent bosonic modes. Specifically consider n optical modes described by
a1, a2, ..., an annihilation operators obeying the bosonic commutation rules
[
ai, a
†
j
]
= δij
20,21.
This system represents the quantum analogue of the classical random variable A. We observe
that, since the phase space of each mode is 2-dimensional, the total number of phase space
variables is 2n and this should be identified with the number k appearing in the classical
EPI (2). A similar collection of bosonic modes b1, b2, ..., bn will play the role of system
B. The natural way of mixing the two signals is via a beam–splitter of transmissivity
λ22, which in the quantum optics formalism is represented by the unitary operation U =
earctan
√
1−λ
λ
∑
j(a
†
jbj−ajb†j). This produces n output modes with bosonic operators
cj =
√
λ aj +
√
1− λ bj, j = 1, 2, ..., n . (3)
In the Schro¨dinger picture the above transformation corresponds to a quantum channel23
mapping the input state ρAB to the output state
ρC = E(ρAB) = TrB
[
UρABU
†] , (4)
where the partial trace TrB stems for the fact that we discard one of the two output ports
of the beam–splitter. We consider the case of independent inputs A, B, with a factorized
density matrix ρAB = ρA ⊗ ρB. The quantum Entropy Power Inequality (qEPI) reads then
eS(ρC)/n ≥ λ eS(ρA)/n + (1− λ) eS(ρB)/n , (5)
where the classical Shannon entropy has been replaced by the quantum von Neumann en-
tropy S(ρ) = −Tr [ρ ln ρ]. Unlike the classical case, the qEPI is not saturated by Gaus-
sian states with proportional covariance matrices, unless they have the same entropy. The
4
qEPI (5) was conjectured in Ref. 18 where it was shown to hold only for the special case
of λ = 1
2
. In this work we prove that inequality (5) is indeed valid for every λ. More-
over we extend the qEPI to the case in which the two input states are mixed via a quan-
tum amplifier, i.e. when the unitary U is replaced by the two-mode squeezing22 operation
U ′ = earctanh
√
κ−1
κ
∑
j(a
†
jb
†
j−ajbj) with κ ∈ [1,∞]. In this case the modes aj are amplified and
the modes bj are phase-conjugated. In the Heisenberg picture we get
cj =
√
κ aj +
√
κ− 1 b†j, j = 1, 2, ..., n , (6)
and the amplifier version of the qEPI becomes
eS(ρC)/n ≥ κ eS(ρA)/n + (κ− 1) eS(ρB)/n . (7)
In the rest of the paper we are going to prove the validity of both inequalities (5) and
(7) and to show some of their direct implications.
A. Properties of quantum Fisher information
Almost all classical proofs6 of the EPI are based on two properties of the Fisher informa-
tion: the Fisher information inequality (or Stam inequality4,24) and the de Bruijn identity3.
Here we follow the approach of 17 in order to generalize such properties to quantum systems.
Given a smooth family of states θ 7→ ρ(θ) the associated quantum Fisher information can be
defined in terms of the relative entropy:
J
(
ρ(θ); θ
)∣∣
θ=0
≡ d
2
dθ2
S
(
ρ(0)
∥∥ ρ(θ))∣∣∣∣
θ=0
, (8)
where S(ρ1||ρ2) ≡ Tr [ρ1 (ln ρ1 − ln ρ2)]. Since the relative entropy is non-negative and van-
ishes for θ = 0, we necessarily have J
(
ρ(θ); θ
) ≥ 0 and from the definition it is clear that
J
(
ρ(cθ); θ
)
= c2J
(
ρ(θ); θ
)
. Moreover, from the data processing inequality for the relative
entropy its counterpart for the quantum Fisher information follows: for every quantum
channel E , one has J (E (ρ(θ)) ; θ) ≤ J (ρ(θ); θ)17. For our purposes, the relevant cases are
when θ is associated with translations along the phase space axes, i.e. ρ(q,Pj) = eiqPjρ e−iqPj
and ρ(p,Qj) = e−ipQjρ eipQj , where as usual Qj ≡
(
aj + a
†
j
)/√
2, Pj ≡ i
(
a†j − aj
)/√
2.
In this situation one can generalize important results form classical information theory. In
particular if two input states are mixed via a beam–splitter or via a quantum amplifier as
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described in Eq. (4), one can derive from the data processing inequality the quantum version
of the Stam inequality:
1
JC
≥ λA
JA
+
λB
JB
, (9)
where J =
∑
j J
(
ρ(p,Qj); p
)
+ J
(
ρ(q,Pj); q
)
and
λA ≡ λ λB ≡ 1− λ (beam–splitter) (10)
λA ≡ κ λB ≡ κ− 1 (amplifier) . (11)
The proof of (9) for the beam–splitter in the special case λ = 1
2
was given in Ref. 17. The
key point of this paper is the generalization of this proof to any beam–splitter and amplifier,
crucial for the derivation of the qEPIs (5) and (7). In 17, (9) is derived from the inequality
w2CJC ≤ w2AJA + w2BJB ∀ wA, wB ∈ R , (12)
wC =
√
λA wA +
√
λB wB , (13)
proven for any beam–splitter (see Methods for the proof in the amplifier case). Our main
idea is to choose wA and wB in order to get from (12) the strongest possible inequality. For
this purpose, we can rewrite w2C as
w2C =
(√
λA
JA
wA
√
JA +
√
λB
JB
wB
√
JB
)2
≤
≤
(
λA
JA
+
λB
JB
)(
w2AJA + w
2
BJB
)
, (14)
where we have used the Cauchy–Schwarz inequality. Equality holds iff
wA = k
√
λA
JA
, wB = k
√
λB
JB
, k ∈ R , (15)
and with this choice (12) becomes exactly the generalized Stam inequality (9).
Another important and useful property is the quantum analogue of the de Bruijn identity
which relates the Fisher information to the the entropy flow under additive Gaussian noise,
J ≡
∑
j
J
(
ρ(t)(q,Pj); q
)
+ J
(
ρ(t)(p,Qj); p
)
= 4
d
dt
S(ρ(t)) , (16)
where ρ(t) = eLtρ(0) and
L(ρ) ≡ −1
4
n∑
j=1
([Qj, [Qj, ρ]] + [Pj, [Pj, ρ]]) . (17)
The proof, repeated in the Methods, simply follows from the definition of the ensembles
ρ(p,Qj) and ρ(q,Pj)17.
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B. Proof of quantum Entropy Power Inequality
The argument is similar to the one used in the derivation of the classical EPI. This tech-
nique, which is based on the addition of white Gaussian noise in the system, was extended
to the quantum domain in Ref. 17 in order to prove the qEPI for the special case of λ = 1
2
.
Here we use the properties (9) and (16) of the quantum Fisher information and we show
that the qEPI is valid for all λ ∈ [0, 1] (beam–splitter) and for all κ ≥ 1 (amplifier).
The key idea borrowed from the classical proof is to notice that, for highly entropic
thermal states, inequalities (5) and (7) are almost saturated. Then if we evolve the inputs
adding classical Gaussian noise, (5) and (7) will asymptotically hold in the infinite time
limit, and we just need to prove that the added noise has not improved the inequalities.
This can be achieved in the quantum setting by the application of the Gaussian additive
noise channel
ρ(t) ≡ etLρ , (18)
where the Liouvillian operator L is the one defined in Eq. (17). We need an asymptotic
estimate for the entropy of ρ(t) as t→∞. Intuitively, one can guess that for large times the
memory of the input state is washed out and that the leading contribution to the entropy
comes from the Gaussian noise alone. Indeed it can be shown (see Methods) that, for every
input state ρ(0),
eS(ρ(t))/n =
et
2
+O(1) . (19)
We then consider as input states the evolved ρA(tA) and ρB(tB), where we still have the
freedom to let A and B evolve with different speeds by suitably choosing the dependence of
their times tA(t) and tB(t) on a common time t, with the conditions:
tA(0) = tB(0) = 0 , (20)
tA, tB →∞ for t→∞ . (21)
From the composition laws of Gaussian channels, it follows that evolving ρA and ρB by times
tA and tB before the application of the beam–splitter (or of the amplifier) produces at the
output the state ρC evolved by a time
tC = λAtA + λBtB . (22)
The corresponding time dependent version of the qEPIs (5) and (7) can be rearranged in
the following form:
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1
?≥ λAe
S[ρA(tA)]/n + λBe
S[ρB(tB)]//n
eS[ρC(tC)]/n
. (23)
Now if we plug in the asymptotic behavior (19), we see that the inequality is saturated for
t → ∞. The qEPI that we need to prove is simply (23) for t = 0 and this can be achieved
if we are able to show that the RHS of (23) is monotonically increasing in time, i.e. that
d
dt
λAe
SA
n + λBe
SB
n
e
SC
n
?≥ 0 , (24)
where we have put for simplicity
SX = S[ρX(tX)] for X = A,B,C . (25)
From the quantum de Bruijn identity (16), the positivity of the derivative in (24) can be
expressed as
λAe
SA
n JAt˙A + λBe
SB
n JB t˙B
?≥
(
λAe
SA
n + λBe
SB
n
)
JC t˙C . (26)
Now we make use of the freedom that we have in choosing the functions tA(t), tB(t) and we
impose them to satisfy the differential equation
t˙X = e
S(tX)/n , X = A,B , (27)
with initial condition
tX(0) = 0 . (28)
Since the entropy is nonnegative, t˙X ≥ 1 and (21) is satisfied. From Eq. (22) we have
t˙C = λAt˙A + λB t˙B and so the condition (26) reduces to
(
λAe
SA
n + λBe
SB
n
)2
JC
?≤ λAe
2SA
n JA + λBe
2SB
n JB . (29)
At this point our quantum version of the Stam inequality (9) comes into play providing a
useful upper bound to JC ,
JC ≤ JAJB
λAJB + λBJA
. (30)
By plugging it into (29) and rearranging the terms we get
λAλB
(
JAe
SA/n − JBeSB/n
)2
λAJB + λBJA
≥ 0 , (31)
which is trivially satisfied because of the non-negativity of the Fisher information. This
concludes the proof of both inequalities (5) and (7) and we can now focus on some of their
direct implications.
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C. Linear inequalities
One of the features of the qEPI is that it is a significantly strong bound. For example
from the concavity of the logarithm we directly get from (5) and (7) the respective linear
relations, i.e.
S(ρC) ≥ λS(ρA) + (1− λ)S(ρB), (32)
S(ρC) ≥ κS(ρA) + (κ− 1)S(ρB)
2κ− 1 + ln (2κ− 1) . (33)
In the classical setting, the analogue of the first of these expressions is known to be formally
equivalent to Eq. (2). For the quantum case however, such correspondence is no longer valid
and Eqs. (32) and (33) appear to be weaker than (5) and (7), respectively. We remind also
that Eq. (32) was originally conjectured in 10 and proven by Ko¨nig and Smith in 17 for all
λ ∈ [0, 1].
a. Bound on the EPnI.– It turns out that Eq. (5) is not the only way of generalizing
the classical inequality (2). Another possible generalization was proposed and conjectured
in Ref. 10 and 11. This is the Entropy Photon number Inequality (EPnI):
N(ρC)
?≥ λ N(ρA) + (1− λ) N(ρB) , (34)
where g(N) = (N + 1) ln(N + 1)−N lnN is the entropy of a single mode thermal state with
mean photon number N , and N(ρ) = g−1 (S(ρ)/n) is the mean photon number per mode of
an n–mode thermal state with the same entropy of ρ. The EPnI states that fixing the input
entropies SA, SB, the output entropy SC is minimum when the inputs are thermal. Since
the qEPI (5) is not saturated by thermal states (unless they have the same entropy), it is
weaker than (and it is actually implied by) the EPnI (34), so our proof of qEPI does not
imply the EPnI, which still remains an open conjecture. However, as we are going to show,
the validity of the qEPI imposes a very tight bound (of the order of 0.132) on the maximum
allowed violation of the EPnI (34).
The map eS(ρ)/n 7→ N(ρ) from the entropy power to the entropy photon-number is the
function f(x) ≡ g−1(ln(x)) defined on the interval [1,∞]. Unfortunately it is convex and we
cannot obtain the EPnI (34) from (5). Fortunately however, f(x) is not too convex and is well
approximated by a linear function. It is easy to show indeed that f(x) = −1/2 +x/e+ δ(x),
where 0 ≤ δ(x) ≤ δ(1) = 1/2− 1/e ' 0.132. This directly implies that the entropy photon
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number inequality is valid up to such a small error,
N(ρC)− λN(ρA)− (1− λ)N(ρB) ≥ 1/e− 1/2 . (35)
As a side remark on the EPnI, we conjecture that an inequality similar to (34) should hold
also in the case in which the mixing channel is the quantum amplifier,
N(ρC)
?≥ κ N(ρA) + (κ− 1) (N(ρB) + 1) , (36)
but even in this case we do not have a proof.
D. Generalized minimum output entropy conjecture
Recently the so called minimum output entropy conjecture has been proved14,15,25. It
claims (in the notation of this work) that when ρA is a Gaussian thermal state, the minimum
output entropy S(ρC) is achieved when the input ρB is the vacuum. The dual problem
10,11
is to fix ρB = |0〉〈0| and to ask what is the minimum of S(ρC) with the constraint that
the input entropy is fixed S(ρA) = S¯ > 0. In Ref. 10 and 11 it was proved that the
EPnI (34) implies that the minimum is achieved by the Gaussian centred thermal state with
entropy S¯, corresponding to an output entropy of g
(
λg−1
(
S¯
))
. Together with the EPnI,
this generalized conjecture is still an open problem, however we can use our qEPI to obtain
a tight lower bound on S(ρC). The bound follows directly from (5) for S(ρB) = 0 and can
be expressed as
S(ρC) ≥ ln
[
λ eS¯ + (1− λ)
]
. (37)
The RHS of (37) is extremely close to the conjectured minimum g
(
λg−1
(
S¯
))
. Indeed the
error between the two quantities ∆(S¯, λ) = g
(
λg−1
(
S¯
))− ln [λeS¯ + (1− λ)] is bounded by
∼ 0.107 and moreover it decays to zero in large part of the parameter space (S¯, λ) (see Fig.
2). The plot in Fig. 2 provides also a useful hint about the small parameter region where a
potential counter-example disproving the conjecture should be looked for.
Our qEPI (5), and in particular inequality (37), are also useful for bounding the capacity
region of the bosonic broadcast channel. As explicitly discussed in the Methods, this bound
is very close to the optimal one12,13, which however relies on the still unproven conjecture10,11
mentioned above.
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FIG. 2. a Plot of the output entropies as functions of λ and for different input entropies
S¯ = 0.5, 1, 1.5. In full lines are the entropy achievable with a Gaussian input state while the
dotted lines represent the lower bound (37). The corresponding minimum output entropies are
necessarily constrained within the green regions. Notice that larger values of input entropies S¯ are
not considered in this plot because the Gaussian ansatz and the bound becomes practically indis-
tinguishable. b Maximum allowed violation ∆(S¯, λ) of the generalized minimum output entropy
conjecture. The two axes are the input entropy S¯ and the beam–splitter transmissivity λ. It is
evident that the a potential violation of the conjecture is necessarily localized in the parameter
space.
III. DISCUSSION
Understanding the complex physics of continuous variable quantum systems20 represents
a fundamental challenge of modern science which is crucial for developing an information
technology capable of taking full advantage of quantum effects21,26. This task appears now to
be within our grasp due to a series of very recent works which have solved a collection of long
standing conjectures. Specifically, the minimum output entropy and output majorization
conjectures (proposed in Ref. 16 and solved in Ref.s 14 and 25 respectively), the optimal
Gaussian ensemble and the additivity conjecture (proposed in 27 and solved in Ref. 14), the
optimality of Gaussian decomposition in the calculation of entanglement of formation28 and
of Guassian discord29,30 for two-mode gaussian states (both solved in Ref. 15), the proof of
the strong converse of the classical capacity theorem31. Our work represents a fundamental
further step in this direction by extending the proof of 17 for the qEPI conjecture to include
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all beam splitter transmissivities and by generalizing it to active bosonic transformations
(e.g. amplification processes).
IV. METHODS
A. Proof of inequality (12)
In this section we will prove the inequality (12)
w2CJC ≤ w2AJA + w2BJB (38)
for the quantum amplifier. Since the proof is analogue to the beam–splitter case, for clarity
we present both.
We start recalling some basic characteristics of these channels. Their n output modes
have annihilation operators
ci =
√
λA ai +
√
λB bi i = 1, . . . , n (beam–splitter) , (39)
ci =
√
λA ai +
√
λB b
†
i i = 1, . . . , n (amplifier) , (40)
with λA, λB ≥ 0 such that
λA + λB = 1 (beam–splitter) , (41)
λA − λB = 1 (amplifier) . (42)
Let T be the time reversal matrix acting on the phase space, which reverses the signs of the
quadratures Pi and satisfies
T = T t = T−1 . (43)
Let γA and γB be the covariance matrices of the two inputs; then the output will have a
covariance matrix
γC = λAγA + λBγB (beam–splitter) , (44)
γC = λAγA + λBTγBT (amplifier) . (45)
For the displacement vectors we have instead
dC =
√
λA dA +
√
λB dB (beam–splitter) , (46)
dC =
√
λA dA +
√
λB TdB (amplifier) . (47)
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1. Compatibility with the Liouvillian
We recall Lemma III.1 of 17: for any t ≥ 0, the CPTPM etL is a Gaussian map acting
on covariance matrices and displacement vectors by
γ 7→ γ′ = γ + t12n ,
d 7→ d′ = d .
(48)
Then, if we choose as inputs the states ρA(tA) and ρB(tB) evolved with times tA and tB, the
output will have covariance matrix and displacement vector
γC(t) = λAγA + λBγB + λAtA12n + λBtB12n =
= γC(0) + tC12n , (49)
dC(t) =
√
λA dA +
√
λB dB = dC(0) , (50)
in the case of the beam–splitter, and
γC(t) = λAγA + λBTγBT + λAtA12n + λBtB12n =
= γC(0) + tC12n , (51)
dC(t) =
√
λA dA +
√
λB TdB = dC(0) , (52)
in the case of the amplifier, where we have used T 2 = 12n and we have put
tC = λAtA + λBtB . (53)
Then, first evolving the inputs with times tA, tB and then applying the beam-splitter /
amplifier is the same as first applying the beam–splitter/amplifier and then evolving the
output with time tC as in (53).
2. Properties of quantum Fisher information
To prove inequality (38), we will follow the proof of the beam–splitter version for λ = 1
2
in 17. First, given a smooth parametric family of states θ 7→ ρ(θ), one can define (see Eq.
(69) in 17) the associated quantum Fisher information with
J
(
ρ(θ); θ
) ≡ d2
dθ2
S
(
ρ(0)
∥∥ ρ(θ))∣∣∣∣
θ=0
. (54)
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It is linear in the parameter (17 Lemma IV.1):
J
(
ρ(cθ); θ
)
= c2J
(
ρ(θ); θ
)
, (55)
and additive on product states (17 Lemma IV.3):
J
(
ρ
(θ)
A ⊗ ρ(θ)B ; θ
)
= J
(
ρ
(θ)
A ; θ
)
+ J
(
ρ
(θ)
B ; θ
)
. (56)
It is also always nonnegative (17 Lemma IV.2):
J
(
ρ(θ); θ
) ≥ 0 , (57)
and vanishes for θ = 0, where it has a minimum. Then the data processing inequality for
the relative entropy
S(E(ρˆ)‖E(σˆ)) ≤ S(ρˆ‖σˆ) (58)
implies that the quantum Fisher information is non–increasing under the application of any
CPTP map E (17 Theorem IV.4):
J
(E (ρ(θ)) ; θ) ≤ J (ρ(θ); θ) . (59)
If the family is generated by conjugation with an exponential as in formula (76) of 17:
ρ(θ) = eiθHρ(0)e−iθH , (60)
then (17 Lemma IV.5)
J
(
ρ(θ); θ
)
= Tr
(
ρ(0)
[
H,
[
H, ln ρ(0)
]])
=
= Tr
([
H,
[
H, ρ(0)
]]
ln ρ(0)
)
. (61)
For R ∈ {Qj, Pj} we define the displacement operator in the direction R as in 17, formula
(79):
DR(θ) =
e
iθPj if R = Qj ,
e−iθQj if R = Pj .
(62)
For a state ρ, we consider the family of translated states
ρ(θ, R) = DR(θ)ρDR(θ)
† , (63)
14
and its Fisher information J
(
ρ(θ, R); θ
)
. We define the quantity J(ρ) as the sum of the
quantum Fisher information along all the phase space directions:
J(ρ) ≡
2n∑
k=1
J
(
ρ(θ,Rk); θ
)
. (64)
Using (61), we get
J(ρ) =
n∑
i=1
Tr
(([
Pi,
[
Pi, ρ
(0)
]]
+
+
[
Qi,
[
Qi, ρ
(0)
]])
ln ρ(0)
)
, (65)
and since
d
dt
S
(
etLρ
)∣∣∣∣
t=0
= −Tr (L(ρ) ln ρ) , (66)
we finally get
dS(ρ(t))
dt
=
1
4
J(ρ) , (67)
as in Theorem V.1 of 17. The key point here is that if we define J˜ with the time inverted
quadratures
J˜(ρ) ≡
2n∑
k=1
J
(
ρ(θ,TRk); θ
)
, (68)
the two definitions coincide:
J˜(ρ) = J(ρ) , (69)
since the Pj appear always quadratically in (65).
We now want to apply the data processing inequality (59) to our beam–splitter/amplifier
channel to obtain the quantum Fisher information inequality.
3. Compatibility with translations
Let E be the channel associated with the beam–splitter/amplifier. Then
E
(
ρ
(wAθ,R)
A ⊗ ρ(wBθ,R)B
)
= E (ρA ⊗ ρB)(wCθ,R) , (70)
for the beam–splitter, and
E
(
ρ
(wAθ,R)
A ⊗ ρ(wBθ,TR)B
)
= E (ρA ⊗ ρB)(wCθ,R) , (71)
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for the amplifier, i.e. translating the inputs by
dA = wAθdR dB = wBθdR (beam–splitter) , (72)
dA = wAθdR dB = wBθTdR (amplifier) , (73)
(notice the time reversal) and then applying the beam–splitter/amplifier is the same as
applying the beam–splitter/amplifier and translating the output by wCθdR, where dR is the
phase space vector associated to the operator R and
wC =
√
λA wA +
√
λB wB . (74)
The proof follows straightforwardly evaluating the displacement vectors with (46), (47):
if we translate the inputs and then apply the beam–splitter we have
dA(θ) = dA + wAθdR , (75)
dB(θ) = dB + wBθdR , (76)
dC(θ) =
√
λA dA(θ) +
√
λB dB(θ) =
=
√
λA dA +
√
λB dB +
√
λA wAθdR+
+
√
λB wBθdR =
= dC(0) + wCθdR , (77)
which is what we would get translating the output by wCθdR. The same happens for the
amplifier:
dA(θ) = dA + wAθdR , (78)
dB(θ) = dB + wBθTdR , (79)
dC(θ) =
√
λA dA(θ) +
√
λB TdB(θ) =
=
√
λA dA +
√
λB TdB +
√
λA wAθdR+
+
√
λB wBθdR =
= dC(0) + wCθdR . (80)
Now we can apply the data processing inequality (59) to (70) and (71). Using the additivity
(56) and the linearity (55) of the Fisher information, we get
w2CJ
(
ρ
(θ,R)
C ; θ
)
≤ w2AJ
(
ρ
(θ,R)
A ; θ
)
+ w2BJ
(
ρ(θ,R); θ
)
, (81)
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for the beam–splitter, and
w2CJ
(
ρ
(θ,R)
C ; θ
)
≤ w2AJ
(
ρ
(θ,R)
A ; θ
)
+ w2BJ
(
ρ(θ,TR); θ
)
, (82)
for the amplifier. These two results are identical, apart from the time reversal in B in the
amplifier case. Finally, summing over the phase space direction we get in both cases the
desired inequality
w2CJC ≤ w2AJA + w2BJB , (83)
since we have proved in (69) that the time reversal does not affect the sum.
B. Proof of the asymptotic scaling (19)
In 17, Corollary III-4 it is shown that
exp
(
1
n
S
(
etLρˆ
)) ≥ et
2
+O(1) ; (84)
here we prove the upper bound.
Let ρˆG be the Gaussianized version of ρˆ, i.e. the Gaussian state with the same first
and second moments. Since Gaussianization always increases entropy32 and commutes with
the Liouvillean L17, S (etLρˆ) ≤ S (etLρˆG). The covariance matrix of etLρˆ and etLρˆG is (17,
Lemma III.1) σ + t12n, where σ is the one of ρˆ. Let λ0 be the maximum eigenvalue of
σ. Then σ + t12n ≤ (λ0 + t)12n, i.e. the Gaussian thermal state with covariance matrix
(λ0 + t)12n can be obtained adding (non–white) Gaussian noise to e
tLρˆG. Since the additive
noise channel is unital, it always increases the entropy, and
S
(
etLρˆG
) ≤ ng(λ0 + t− 1
2
)
. (85)
Since
g
(
x− 1
2
)
= ln(ex) +O
(
1
x2
)
for x→∞ , (86)
putting all together we get
exp
(
1
n
S
(
etLρˆ
)) ≤ et
2
+O(1) . (87)
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C. Capacity region of the bosonic broadcast channel
In Ref. 12 and 13 it is proven that, trusting the minimum output entropy conjecture of
10 and 11 (which is a particular case of the still unproven EPnI), the capacity region for a
lossless bosonic broadcast channel is parametrically described by the inequalities
RB ≤ g
(
λβN¯
)
, (88)
RC ≤ g
(
(1− λ)N¯)− g ((1− λ)βN¯) ,
with RB and RC representing the achievable communication rates the sender of the infor-
mation can establish when signaling simultaneously to two independent receivers B and C,
respectively, when coding his messages into a single bosonic mode which splits at a beam
splitter of transmissivity λ ≥ 1
2
(the transmitted signals being routed to B and the reflected
ones to C, see 12 and 13 for details). In this expression β ∈ [0, 1] represents the fraction
of the sender’s average photon number that is meant to convey information to B, with the
remainder to be used to communicate information to C. N¯ ≥ 0 instead is the maximum
average mean input photon number employed in the communication per channel uses. Our
qEPI inequality (5) provides instead the weaker bound
RB ≤ g
(
λβN¯
)
, (89)
RC ≤ g
(
(1− λ)N¯)− ln (1− λ)eg(λβN¯) + 2λ− 1
λ
.
A comparison between Eq. (89) and the conjectured region (88) is shown in Fig. 3: the
discrepancy being small.
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VI. SUPPLEMENTARY MATERIAL
A. Linear inequality for the quantum amplifier
The proof of the inequality (33)
S(ρC) ≥ κS(ρA) + (κ− 1)S(ρB)
2κ− 1 + ln (2κ− 1) , (90)
for the amplifier is straightforward: the entropy power inequality (7) can be rewritten as
SC ≥ ln
(
λA
λA + λB
eSA +
λB
λA + λB
eSB
)
+ ln (λA + λB) , (91)
which for the concavity of the logarithm implies
SC ≥ λASA + λBSB
λA + λB
+ ln (λA + λB) , (92)
i.e. (33).
This result can also be proven without recurring to the qEPI: let us evolve with the
Liouvillian the inputs with equal times
tA = tB = t . (93)
The corresponding evolution time for the output will be
tC = (λA + λB)t . (94)
Recalling the asymptotic behaviour of the entropies (19), both sides of (33) behave as
ln
et
2
+ ln (λA + λB) +O
(
1
t
)
(95)
for t→∞, and (33) is asymptotically saturated. Then we have only to check that
d
dt
SC ≤ d
dt
λASA + λBSB
λA + λB
, (96)
i.e. that
JC ≤ λAJA + λBJB
(λA + λB)2
, (97)
where we have used
d
dt
SC = (λA + λB)JC . (98)
But (97) is exactly what we get if we plug in the quantum Fisher information inequality
(38)
wA =
√
λA , (99)
wB =
√
λB . (100)
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B. Bound on EPnI
We want to evaluate how close is qEPI (5) to EPnI (34) and prove (35). (5) implies for
the output entropy photon number
NC ≥ g−1
(
ln
(
λAe
g(NA) + λBe
g(NB)
))
. (101)
(34) is stronger than (5), and in fact
g−1
(
ln
(
λAe
g(NA) + λBe
g(NB)
)) ≤ λANA + λBNB , (102)
since the function g−1 (ln (x)) is increasing and convex. Since eg(N) for N →∞ goes like
eg(N) = e
(
N +
1
2
)
+O
(
1
N
)
, (103)
we have for x→∞
g−1 (lnx) =
x
e
− 1
2
+O
(
1
x
)
. (104)
If we define as in the main text
δ(x) ≡ g−1 (lnx)− x
e
+
1
2
, (105)
δ is convex, decreasing and
lim
x→∞
δ(x) = 0 . (106)
We can also evaluate
δ(1) =
1
2
− 1
e
, (107)
and for any xA, xB ≥ 1 we have
δ(λAxA + λBxB) ≥ λAδ(xA) + λBδ(xB)−
(
1
2
− 1
e
)
. (108)
Since
g−1 (ln (λAxA + λBxB))−
− λAg−1 (lnxA)− λBg−1 (lnxB) =
= δ (λAxA + λBxB)− λAδ(xA)− λBδ(xB) , (109)
in the case xA = e
SA , xB = e
SB we get
g−1
(
ln
(
λAe
SA + λBe
SB
))− λANA − λBNB =
= δ
(
λAe
SA + λBe
SB
)− λAδ(eSA)− λBδ(eSB) , (110)
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and we can conclude from (101) that
NC ≥ λANA + λBNB+
+ δ(λAe
SA + λBe
SB)− λAδ(eSA)− λBδ(eSB) ≥
≥ λANA + λBNB −
(
1
2
− 1
e
)
, (111)
so the (34) violation can be at most
1
2
− 1
e
' 0.132 . (112)
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