Our main objective is to present a coordinate independent approach to the study of operator polynomials (i.e., polynomials over endomorphism algebras of vector spaces). It works for finite dimensional vector spaces V over any perfect field k (e.g., char k = 0 or k finite) and is based on the observation that the coordinate free version of a Jordan matrix pair in the sense of [4, 71 is that of a finite dimensional subcomodule of the comodule V[ xl0 of linearly recursive sequences in the linear dual V * of V. The subcomodule associated with an operator polynomial P contains all the information required to recover P up to unit factors. Our approach also
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Our main objective is to present a coordinate independent approach to the study of operator polynomials (i.e., polynomials over endomorphism algebras of vector spaces). It works for finite dimensional vector spaces V over any perfect field k (e.g., char k = 0 or k finite) and is based on the observation that the coordinate free version of a Jordan matrix pair in the sense of [4, 71 is that of a finite dimensional subcomodule of the comodule V[ xl0 of linearly recursive sequences in the linear dual V * of V. The subcomodule associated with an operator polynomial P contains all the information required to recover P up to unit factors. Our approach also AND M. OMLADIE provides an effective method to construct divisors of operator polynomials.
The exposition is self-contained in the sense that no advance knowledge of the theory of coalgebras and comodules is needed. General definitions are given in Section 1, and whatever special knowledge is required will be developed in Sections 3 and 4.
A basic fact, established in more general form in Section 1, is inclusion reversing bijective gives bijective correspondences between equivalence classes of regular operator polynomials (i.e., polynomials P with det P z 01, submodules of finite codimension of V [ x] , and finite dimensional subcomodules of V [x] ". These bijective correspondences lead to a useful characterization of manic (the leading coefficient is the identity endomorphism) and of comonic (the constant term is the identity) operator polynomials in terms of the corresponding subcomodules (which are called manic and comonic, respectively). A manic operator polynomial P and its manic divisors are completely determined by (and can be constructed from) the corresponding subcomodules.
The standard method of avoiding the eigenvalue zero reduces the general divisor problem (i.e., that of finding divisors) to that of comonic divisors of comonic polynomials. An intrinsic "extension to monies" process in Section 6 establishes a bijective correspondence between comonic subcomodules of V[ x]" and manic subcomodules not containing all of V *, which reflects the correspondence Q = xdeg ' P(l/x) between comonic polynomials P and manic polynomials Q not divisible by r. It allows, together with the results for the manic case, the explicit construction of a comonic operator polynomial of least degree associated with a comonic subcomodule of V[x]".
COALGEBBAS AND COMODULES

1.1
A cocommutative coalgebra C is a vector space with a structure "dual" to that of a commutative algebra, i.e., a counit E : C + k and a comultiplication S : C + C 8 C satisfying (a> the counit law: (E 8 C)6 = C = (C 8 ~16, (b) coassociativity: (6 8 C>S = (C @ S>S, (c) cocommutativity: u6 = S, where u switches tensor factors.
Note that the symbol C is used in the dual role of the underlying vector space and of its identity automorphism. Every coalgebra has a canonical decomposition into a direct sum (coproduct) of irreducible (indecomposable) subcoalgebras. This is easy to see in the finite dimensional case and follows in the general case from the fact that every element of a coalgebra is contained in a finite dimensional subcoalgebra [l, 5, 91. A C-comodule N is a vector space together with a coaction of C on N, that is, a linear map CY : N -+ N 8 C such that 
1.2
If V and W are vector spaces, then we have a canonical linear map V * @ W * 9 (V 8 W )*, which is an isomorphism if and only if one of the factors V or W is finite dimensional. From this we see that the linear dual C" of a coalgebra C is an algebra and that of a C-comodule N is a C*-module. 
The A-module structure on M * defined by (ufXm> =f(am) clearly restricts to M ', and the A'-comodule structure is its "adjoint" in the following sense. If L is a submodule of finite codimension of M, then
actually an A/J-module structure.
The ( A/J)*-comodule structure on (M/L)* is then given by the adjoint map
Thus M" is the sum of the finite dimensional submodules of M*, and a finite dimensional subspace of M * is an A-submodule of M" if and only if it is an A'-subcomodule. This applies in particular to A itself.
1.3
The 
1.4
A commutative and cocommutative Hopf algebra H is a cocommutative coalgebra with (1) a commutative algebra structure such that counit and comultiplication are algebra maps, and (2) something called an antipode w : H + H, which is an automorphism of order two for the coalgebra structure as well as the algebra structure of H and which satisfies the equation &C @ w)6 = KE = ~(w @ C)6.
The representative functionals on a Hopf algebra H form again a Hopf algebra H ', since the product of representative functionals in the algebra H * is again representative.
A Hopf algebra whose underlying coalgebra is irreducible is called connected. Every submodule M of a free module F is free.
Moreover, rank M < rank F. The results of this section depend on this fact alone and are formulated for a general principal ideal domain A, postponing everything that is specific to k[ x] to Section 3. Here is a description of the relationship between submodules of a free A-module F and endomorphisms of F. 
Proof.
Let {fi, fi,. . . , fJ be a basis of F. Then M, as a submodule of F, is free, and r = rank M < rank F = n. 
where Z is the identity map. This implies that 0 # un = det al 
Let M = PF be a submodule of maximal rank in the free A-module F, i.e., a submodule such that F/M is torsion. Then M = QF if and only if P = QU for some automorphism U E A&F).
Proof.
If PF = M = QF, th en by Proposition 2.2(b), P = QE and Q = PG for some E and G in End(F).
Thus, P = PEG, and from 0 Z det P
The converse is obvious. n This can be used to show that the map which sends P to P End(F) establishes a bijective correspondence between the orbits under the above action and the right ideals of maximal rank in End(F).
Remarks
As a consequence of this fact we get the following analog to Proposition 2.2.
(3) Let J be a right ideal of End(F).
Then:
(a) J = P End(F) f or some P E End(F), i.e., the right ideals of End(F) are
principal. (b) J _C Q End(F) if and only if P = QE for some E E End(F).
(c) End( F)/J is t orsion exactly when det P # 0, i.e., when P is regular. 
Proof. Bs).
Consider the inclusion N c V[ xl0 = V * 8 k[ xl0 = @$V * 8
The first assertion can be proved in several ways. A direct sum decomposition of a coalgebra induces a direct sum decomposition of any module over that coalgebra [5] . In our case the decomposition of N also follows from the fundamental theorem of finitely generated torsion modules over a principal ideal domain, since N is a finitely generated k[ xl-module. 
Remarks
(a) Among polynomials of minimal degree in their orbits (under the action described in Sections 2.4 and 5.1) a manic operator polynomial P is unique up to a constant invertible operator factor. This is because the leading coefficient of a nonconstant invertible operator polynomial U must be singu- Our representation theorem for comonic operator polynomials will grow out of an "extension to monies" process. We would like to thank the referee for all the helpful suggestions and comments.
