Abstract. In order to approximate the set of Pareto optimal solutions, several evolutionary multi-objective optimization (EMO) algorithms transfer the multiobjective problem into several independent single-objective ones by means of scalarizing functions. The choice of the scalarizing functions' underlying search directions, however, is typically problem-dependent and therefore difficult if no information about the problem characteristics are known before the search process. The goal of this paper is to present new ideas of how these search directions can be computed adaptively during the search process in a cooperative manner. Based on the idea of Newton's law of universal gravitation, solutions attract and repel each other in the objective space. Several force-based EMO algorithms are proposed and compared experimentally on general bi-objective ρMNK landscapes with different objective correlations. It turns out that the new approach is easy to implement, fast, and competitive with respect to a (μ + λ)-SMS-EMOA variant, in particular if the objectives show strong positive or negative correlations.
Introduction
Besides established Pareto-based EMO algorithms, such as NSGA-II, SPEA2, or ε-MOEA, and the recently proposed indicator-based algorithms such as IBEA, SMS-EMOA, MO-CMA-ES, or HypE, a third group of aggregation-based algorithms, containing e.g. MSOPS [5] and MOEA/D [17] , for solving multi-objective optimization problems can be identified [14] . Aggregation-based algorithms reformulate the multiobjective optimization problem as a set of single-objective problems by means of multiple scalarizing functions [10] that are typically solved independently from each other. Standard scalarizing functions such as weighted sum or achievement functions are thereby defining a search direction in the objective space in which the solutions evolve during the search process. As the a priori definition of these search directions is difficult if no further information is known about the problem at hand, this paper proposes a new force-based approach to cooperatively adapt the (single-objective) search directions.
Throughout the paper, we assume the maximization of a vector-valued objective function φ : X → Z that maps a solution x from the feasible search space X to φ(x) = (φ 1 (x), . . . , φ M (x)) in the objective space Z ⊆ IR M . We say, an objective vector z ∈ Z is dominated by objective vector z ∈ Z, denoted by z ≺ z , if for all i ∈ {1, . . . , M} z i ≤ z i and there exists a j ∈ {1, . . . , M} such that z j < z j . Similarly, a solution x ∈ X is dominated by x ∈ X, denoted by x ≺ x , if φ(x) ≺ φ(x ). An objective vector z ∈ Z is non-dominated with respect to a set S if there does not exist any other objective vector z ∈ S such that z ≺ z . A solution x ∈ X is Pareto optimal if φ(x) is non-dominated with respect to Z. The set of all Pareto optimal solutions is the Pareto set and its mapping in the objective space is the Pareto front of which an approximation is sought.
Contribution Overview. Generally speaking, we consider to evolve a set of solutions towards the Pareto front by computing, dynamically at each generation, a force-based direction in the objective space with respect to each solution. Each direction is used to define a single-objective optimization problem to be optimized by each solution independently of the others. Inspired by particle physics and more precisely by Newton laws, we define the direction relative to a solution as an aggregation of forces exerted by other solutions in the objective space. For each pair of solutions, we propose to compute their respective forces according to their dominance relation, while adjusting force magnitudes according to the distance between solutions in the objective space. One specificity of this approach is to evolve a set of solutions in a dynamic and local manner. In fact, search directions are not fixed and evolve throughout generations in an attempt to adaptively fit the search process and better approach the Pareto front. Furthermore, while search directions are computed in a cooperative manner depending on the relative position of solutions at some point of the search, each solution uses its own direction in parallel to other solutions in order to evolve towards a new solution. Thus, maintaining the set of solutions is done in a straightforward manner while avoiding sophisticated data structures and costly operations. Besides being extremely simple to implement, and through extensive experiments on ρMNK landscapes, our approach is also proved to be efficient in dynamically finding good directions leading to a good approximation of the Pareto front.
Related Work. While the force-based approach presented in this paper share similarities with particle swarm optimization, there are few other studies that are even more related and also compute forces among solutions to steer the search and maintain diversity. In [15, 16] , for example, the authors present a constraint multi-objective artificial physics optimization algorithm for continuous problems extending on previous singleobjective techniques based on virtual force computations. Such an algorithm considers to move each individual using a velocity vector driven by the total force from other individuals in the search space. Similar ideas are investigated in the so-called gravitational search algorithm [4, 11, 12] . One can also find other related studies where forces are used in a problem-specific manner in order to move solutions in the search space [3, 8] . However, the way forces are computed and used by those algorithms differ mainly in the fact that the approach proposed here is problem-independent. Indeed, it computes the forces and search directions in the objective space and then evolves individuals adaptively in a cooperative manner on the basis of those computed directions.
Outline. The paper is organized as follows. Section 2 proposes the general template of the force-based EMO algorithm together with different instantiations of its components. In particular, a number of force-based search direction schemes and different selection and replacement strategies are introduced. Section 3 presents the setup of the experimental analysis. Section 4 discusses the dynamics of the algorithm with the aim Algorithm 1. Force-Based EMO generic scheme 
of better understanding its general behavior. Section 5 gives a detailed experimental analysis. Finally, Section 6 concludes the paper and discusses further research.
Algorithm Description
The basic idea behind our approach is to view the evolution of individuals from one generation to another as a set of particles moving in the objective space due to virtual forces exerted by other particles in the population. Algorithm 1 gives a high-level description of such a force-based EMO algorithm. Starting with an initial population, the algorithm proceeds in generations in which the population is evolved by means of three main steps. First, for each individual x i , we compute a search direction − → d i using function Force and the position of other particles in the objective space. Then, for each individual x i , a sample of candidate solutions S i is, independently of the computed search directions, generated by means of some variation operator(s), denoted by Pool. Finally, the selection of the new candidate solution from the old individual x i and its offsprings S i , denoted by Select, is based on an underlying scalar sub-problem defined by the force-based direction − → d i previously computed for x i . In the following, we give a detailed description of the functions Force and Select. Function Pool is independent of the direction and typically problem-specific.
Force-Based Search Direction Strategies
The way we define the search directions
. . , μ}, is crucial to control the movement of particles, and to efficiently guide them towards the Pareto front. Compared against a simple strategy where search directions are fixed initially, for instance following a random distribution, we consider to dynamically and adaptively compute search directions following some attraction-repulsion force-based rules. Roughly speaking, the closer particles corresponding to non-comparable individuals are in the objective space, the more particles should move away from each others to increase diversity-meaning that search directions of individuals should, in general, be relatively repulsive. On the other hand, particles should also move towards better objective function values and
Selection and Replacement Strategies
Once the direction of each particle is computed, Algorithm 1 proceeds to the computation of the next generation. Each solution x i is replaced by a new one from set S i , using its direction − → d i and function Select. We shall consider several strategies, which are essentially a mix between two ideas. Firstly, we shall use one of two scalarizing (single-objective) functions denoted by W and A to evaluate the candidate solutions. These two functions are based on a weighted sum and an achievement scalarizing function [10] , where the weighting coefficient vector used for each solution x i is determined by the corresponding direction
where w Secondly, we shall choose from a subset S i ⊆ S i of candidate solutions, the solution that optimizes the so-defined scalar problem. We here consider three different possibilities with an increasing inherent focus towards the Pareto front, (see also Fig. 3 for an example):
} the set of candidate solutions from S i which are not dominated. The output of function Select can then be formalized using the simple single-objective problem:
where G ∈ {W, A} and S i is one of the previously defined subsets. Notice that overall we have six possible combinations leading to six variants of function Select.
Experimental Design
In order to better understand and compare the different force, selection, and replacement strategies, we follow two separate lines of presentation. In Section 4 we show some exemplary runs in detail while Section 5 presents quality performance from 30 independent runs and the results of statistical tests. With this section, we provide details on the experimental design of those comparisons with respect to the used algorithms and test problem instances, the parameter setting, and performance assessment.
Competing Algorithms. Besides the five force variants R-D, RA-D, NB-D, D-D, and
BH-D with their two different scalarizing functions (weighted sum, achievement) and the three proposed selection and replacement strategies, we use two baseline algorithms in our comparisons. On the one hand, we have a simple strategy, denoted by I-D, which assigns a fixed search direction to each of the μ population members. The search directions are initially fixed to a set of μ direction vectors chosen with equal distances in the weight space. The same functions Pool and Select as for the force-based strategies are used for algorithm I-D, except that the weights of the functions W and A are fixed throughout the search and instead of z i in Eq. 6, a utopian point z is used. This corresponds to the classical way of defining multiple independent scalarizing functions and allows us to appreciate the gain we get when adapting search directions.
The second baseline algorithm is a (μ + λ)-SMS-EMOA [2] variant with one-shot replacement strategy-denoted by SMS. At each iteration of the algorithm, λ solutions are selected (with replacement) and mutated. The μ solutions forming the population of the next iteration are chosen from the old μ and the new λ solutions by means of their hypervolume contributions after a non-dominated sorting and using the contributing hypervolume as the second-level sorting criterion. All μ solutions are chosen at once without new hypervolume calculations (one-shot scenario). Compared to our local approach where each solution of the population is replaced independently of the other ones, SMS uses a global strategy to evolve the whole population of individuals-thus allowing us to better appreciate the locality property of our approach.
ρMNK-landscapes. The family of ρMNK-landscapes is a problem-independent model used for constructing multi-objective multi-modal landscapes with objective correlation [13] . It extends single-and multi-objective NK-landscapes [1, 7] . Feasible solutions are represented as binary strings of size N , ie. the decision space is X = {0, 1}
N . Parameter K refers to the number of variables that influence a particular position from the bit-string (the epistatic interactions). Each objective function φ m : {0,
K+1 → [0, 1) defines the multidimensional component function associated with variable i ∈ {1, . . . , N}, and where K < N [13] . By increasing the number of variable interactions K from 0 to (N − 1), ρMNK-landscapes can be gradually tuned from smooth to rugged. In this work, we choose the positions of these interactions uniformly at random and the same for all objective functions. Component values are distributed in the range [0, 1) and follow a multivariate uniform distribution of dimension M , defined by a correlation coefficient ρ >
The positive (resp. negative) data correlation decreases (resp. increases) the degree of conflict between objectives.
Parameter Setting. In this paper, we consider three bi-objective (M = 2) ρMNK-landscapes of size N = 128, non-linearity K = 4, and correlation ρ ∈{−0.7, 0.0, +0.7}. One instance, generated at random, is considered per parameter setting. For all competing algorithms, we consider an independent bit-flip mutation operator, where each bit is mutated at random with a probability 1/N . We use the Euclidean distance and α = 2 to compute forces. The utopia point z is set to (1, 1) . For R-D, RA-D, NB-D, D-D, BH-D, and I-D, the candidate solution set, i.e., Pool, is obtained by mutating each solution N times. For algorithm SMS, λ is set to N . All force-based algorithms are run for a fixed number of generations denoted by gen ≤ 128. In order to compare the algorithms in terms of function evaluations fairly, one generation of Algorithm 1 is equivalent to μ generations of SMS. For each algorithm run, we use an unbounded archive to record the computed Pareto front approximations. We shall use μ ∈ {8, 16, 32, 64, 128, 256, 512} as population sizes. We use the notation F ∈ {W, A} to refer to weighted sum (F = 0) and achievement scalarizing function (F = 1). Similarly, S ∈ {0, 1, 2} indicates which selection strategy of Section 2.2 is used (S = 0: all, S = 1: solutions not dominated by the parent, S = 2: solutions not dominated by the parent and the offspring).
Performance Assessment. A set of 30 runs per instance is performed for each algorithm using a randomly generated initial population. For each ρMNK-landscape and a given number of function evaluations, we compute a reference set Z N containing the To explore the difference between the multiple variants of the competing algorithms, we also consider their empirical attainment functions (EAFs) [9] . The EAF provides the probability, estimated from several runs, that an arbitrary objective vector is dominated by, or equivalent to, a solution obtained by a single run of the algorithm. The difference between the EAFs for two different algorithms enables to identify the regions of the objective space where one algorithm performs better than another. The magnitude of the difference in favor of one algorithm is plotted within a gray-colored graduation.
Understanding the Algorithm
In this section, we report some exemplary runs to better understand the idea of our approach and the role of the different selection strategies and search directions. generations. The polygons in the background show the spread 1 of gen · N · μ = 65, 536 random samples which correspond to the same amount of function evaluations as for the force-based strategies after gen = 64 generations.
Feasible Objective Space vs. Non-dominated Set Approximation
We can make two main observations. First, the attracting forces of the RA-D strategy seem to "boost" the population towards the Pareto front while only using repelling forces in R-D allows to get a good idea about the feasible objective space region which can be considered as of independent interest [6] . Secondly, Fig. 4 shows how much more efficient the force-based algorithms are when compared to naive random sampling. In the exemplary results, the R-D strategy covers an objective space area more than four times larger when compared to random sampling while the RA-D variant roughly halves the distance to the best known Pareto front approximation-independently of the objective correlation ρ. Note that the plots are conceptionally similar when looking at different runs or different settings of μ, F, or S.
Comparing Force-Based Search Directions
In Fig. 5 , we report exemplary runs showing how solutions and their directions evolve through generations. We can observe that the direction distribution of all strategies is rather stable over time-except for D-D where directions get clustered around the diagonal as soon as some dominating solutions are found. However, between the considered strategies, differences can be noticed with respect to both population distribution and directions. It appears that the strategies RA-D and NB-D cover a larger area of the objective space when compared to BH-D and D-D. The directions produced by RA-D and NB-D also appear to be more diversified. The D-D strategy has a tendency to cluster solutions in the middle, while solutions near the extremes of the reference set Z N are rare. This is without surprise since the D-D strategy follows the idea that solutions are attracted by the dominating ones. Another interesting observation is that for BH-D and NB-D, the search directions appear to be well correlated with the solution positionspointing right towards the closest solutions in the reference set. However, compared to RA-D, solutions are more clustered near the center. As it will be shown later, the relative performance of our different force strategies are directly related to the behaviors observed informally in this set of exemplary runs.
Experimental Analysis
In this section, we go into a deeper and more detailed experimental analysis of our approach by considering its performance over multiple runs. We first start with Table 1 
Influence of the Neighborhood Selection Strategy.
A very first observation can be made on the minor effect of the neighborhood selection strategy. In fact, only in exceptional cases does the strategy have a strong influence on the indicator values and the algorithm ranking. For instance, this is the case for a low number of generations or for the I-D strategy (fixed independent weights) where the strategy of selecting the nondominated solutions (S = 2) appears to be better than the two others. When examining the results for correlations ρ = 0.0 and ρ = 0.7, essentially the same observation can be made. Thus, for these correlations we show in Table 2 the results using the most simplest implementation only (S = 0, i.e., selection among all candidates).
Weighted Sum Vs. Achievement Scalarizing Function. When comparing the algorithm variants employing weighted sum (F = 0) with the ones using achievement function (F = 1), we can clearly see that the weighted sum consistently yields better results in terms of hypervolume and ε-indicator differences (see Tables 1 and 2 ). To understand this outperformance, let us again consider the lines of equal utility in Fig. 2 . For a search direction pointing towards the Pareto front, it can be observed that the weighted sum allows a particle to move to incomparable solutions while with the achievement function, a particle can only move to a dominating solution. Thus, assuming that for the ρMNK landscapes, the bit-flip operator is likely to produce more incomparable neighbors than dominating ones, we can reasonably claim that it is more difficult for our algorithms to escape local optima using the achievement scalarizing function.
Comparison Between the Five Scalarizing Strategies. One observation is that the algorithm based on N independently fixed scalarizing functions results in the worst hypervolume and ε-indicator values-except for low and medium numbers of function evaluations if only the non-dominated portion of the offspring is considered for = 128 and gen ∈ {8, 16, 32, 64, 128} . Column r is the rank of the algorithm under consideration-computed as the number of algorithms that statistically outperform it with the given indicator. Bold style refers to algorithms that are not outperformed by any other. Gray cells refer to algorithms which are analyzed in Fig. 8 and Fig. 9 . gen=8 gen=16 gen=32 gen=64 gen=128 F S I Table 2 . Comparison of the different algorithms for instance correlation ρ ∈ {0.0, 0.7}. Same settings and notations than in Table 1 When looking closer at the typical algorithm behavior (Fig. 6 and Fig. 8 ), one can also observe another obvious difference between the four force-based strategies: The BH-D variant produces consistently more solutions in the middle of the Pareto front while the other strategies, in particular RA-D, are more balanced and outperform the BH-D variant at the extremes (Fig. 8) . Overall, we therefore recommend to use BH-D when a focus on the middle of the front is desired and RA-D otherwise because of its simple implementation and the resulting more uniform distribution.
Distribution of the Population Over the Objective Space. Several interesting observations can be made about the dynamics of the population in polar coordinates. In , searching along more than one fixed search direction results in reaching the extreme points of the Pareto front, especially for anti-correlated instances. All this is not only observed after the specific generations of Fig. 6 but it can also be seen in Fig. 7 that the point distribution converges rather quickly with time and stays roughly the same after about 60 generations. Comparison with SMS. From Tables 1 and 2 , it appears that SMS outperforms the other algorithms for few generations while for a larger number of generations, the forcebased approach is competitive with SMS on all instances, and it even outperforms it for the two instances with positive and negative correlation-although the force-based approach uses a simpler selection strategy compared to the global one of SMS. Notice that the differences between SMS and the proposed approach are rather small for both indicators. When examining the EAF differences between SMS and our approaches, as depicted in the examples of Fig. 9 , we observe that SMS produces substantially less solutions at one side of the front while performing substantially better at the rest. In addition, our comparison between SMS and the force-based approach uses the same number of function evaluations while ignoring the actual costs of maintaining the population and any other complexity issues. In the current implementation, the actual runtimes of the two approaches differ by a factor of about two as SMS needs more costly global operations to evolve the population such as sorting and hypervolume computations while in the force-based approach the population replacement can be done locally at the level of each solution once the forces are computed.
Conclusion
In this paper, we proposed a force-based EMO paradigm, and we studied its properties in different configurations. The originality of our approach stems from the fact that each solution computes, dynamically at each generation, a search direction in the objective space cooperatively, and in parallel with other solutions. Some variants of our approach are proved to be efficient in finding those directions that lead to a good covering of the Pareto front. However, defining what would be the optimal directions that solutions should follow at each step of the search process is a difficult open question. Furthermore, our approach is inherently local, in the sense that, although the computation of the directions are "synchronized" for all solutions, the selection is performed locally in parallel for the population members. An interesting open question is to design better direction-based localized strategies, and to come up with inherently distributed approaches. Last but not least, while being in general directly applicable to problems with more than two objectives, further investigations on those problems are needed.
