In this paper, we are interested in the periodic homogenization of quasilinear elliptic equations. We obtain error estimates O(ε 1/2 ) for a C 1,1 domain, and O(ε σ ) for a Lipschitz domain, in which σ ∈ (0, 1/2) is close to zero. Based upon the convergence rates, an interior Lipschitz estimate, as well as a boundary Hölder estimate can be developed at large scales without any smoothness assumption, and these will implies reverse Hölder estimates established for a C 1 domain. By a real method developed by Z.Shen [26], we consequently derive a global W 1,p estimate for 2 ≤ p < ∞. This work may be regarded as an extension of [5, 24] to a nonlinear operator, and our results may be extended to the related Neumann boundary problems without any real difficulty.
Instruction and main results
The aim of the present paper is to study the error estimates and W 1,p (Ω) estimates with 2 ≤ p ≤ ∞ for quasilinear elliptic equations, arising in the periodic homogenization theory. More precisely, let Ω ⊂ R d be a bounded domain, and consider the following elliptic equations in divergence form depending on a parameter ε > 0, L ε u ε ≡ −divA(x/ε, ∇u ε ) = F in Ω, u ε = g on ∂Ω.
(1.1)
Given three constants µ 0 , µ 1 , µ 2 > 0, let us fix a function A :
which satisfies the following conditions.
• For every z ∈ R d , A(·, z) is 1-periodic and Lebesgue measurable, and A(y, 0) = 0 for a.e. y ∈ R d .
(1.2)
• There hold the coerciveness and growth conditions The following qualitative homogenization results are well known (see for example [4, 19] ). Let F ∈ H −1 (Ω) and let u ε be the weak solution to problem (1.1). Then we have u ε ⇀ u 0 weakly in H 1 (Ω), and A(x/ε, ∇u ε ) ⇀ A(∇u 0 ) weakly in L 2 (Ω; R d ), where u 0 is the solution to the effective (homogenized) equation
(1.5)
The function A : , where |Ω| represents the volume of Ω. Let r 0 denote the diameter of Ω throughout the paper.
We now state the main results of the paper.
Theorem 1.1 (convergence rates).
Suppose that L ε satisfies the conditions (1.2) and (1.3). Let u ε , u 0 ∈ H 1 (Ω) be the weak solution of (1.1) and (1.5), respectively.
(1). Let Ω ⊂ R d be a bounded C 1,1 domain with r 0 = diam(Ω), and F ∈ L 2 (Ω) and g ∈ H 3/2 (∂Ω), then we have 8) in which C depends on µ 0 , µ 2 , d, r 0 and the character of Ω.
(2).
If Ω is a bounded Lipschitz domain, then there exists p > 2, such that 9) where σ = 1/2 − 1/p, and C p depends on µ 0 , µ 2 , d, p, r 0 and the character of Ω. Let Ω be a bounded C 1 domain and 2 ≤ p < ∞. Suppose that L ε satisfies (1.2), (1.3) and (1.4). Let F ∈ W −1,p ′ (Ω) and g ∈ W 1−1/p,p (∂Ω) with 1/p + 1/p ′ = 1. Then the weak solution u ε of (1.1) admits the following estimate ∇u ε L p (Ω) ≤ C F W −1,p ′ (Ω) + g W 1−1/p,p (∂Ω) , (1.11) where C depends on µ 0 , µ 1 , µ 2 , τ, d, p, r 0 and the character of Ω.
A few remarks are in order. [6, 16] . Remark 1.5. Although the estimate (1.8) has already been shown by S. Pastukhova [32] , our arguments do not rely on the related error estimate in the whole space as a precondition compared to his, and are also valid for deriving the estimate (1.9) in terms of a bounded Lipschitz domain. The key ingredient is to reduce the corresponding problem to the so-called "layer" and "co-layer" type estimates
where Σ 4ε = x ∈ Ω : dist(x, ∂Ω > 4ε) , and then we employ H 2 , and Meyers estimates (see Theorems 2.13,2.16) to obtain the stated estimates (1.8) and (1.9), respectively. To begin the proof, we define the first order corrector as
where S ε is a smoothing operator (see Definition 2.9), and ψ 4ε is a cut-off function (see (3.5) ). We mention that the idea is inspired by the so-called shift argument introduced by V. Zhikov, S. Pastukhova in [33] . Here, we substitute smoothing operator S ε for the Steklov averaging, which was first suggested by Z. Shen [24] . In terms of linear operators, error estimates have been studied extensively, and we refer the reader to [15, 18, 24, 28, 29, 30, 33, 34] and their references therein for more results. Remark 1.6. If the monotone operator L ε additionally satisfies the condition (1.4), then the estimate (1.10) will imply the uniform Lipschitz estimate
for any 0 < r < (1/4). This type result was first obtained by M. Avellaneda, F. Lin [5] for the linear case A(y, ξ) = A(y)ξ, in which a compactness method had been well developed. 
) with w = u ε on ∂B(0, r 0 ), and r < r 0 < 2r. Then we use the iteration argument (see Lemma 4.4) to prove our result, which was proved by Z. Shen in [24] , originally shown in [1, 2] . To carry out this program, we define the following quantity
in which it is not hard to see that the requirement p > d is natural assumption. Although the quantity w − Mx − c is not a solution of L 0 w = F in B(0, r 0 ) in general, the key observation is that it verified the same linearized equation as w did. Thus we can show there exists θ ∈ (0, 1/4), depending on µ 0 , µ 2 , d, such that G(θr, w) ≤ (1/2)G(r, w) for any 0 < r < 1 (see Lemma 4.2) . Then the rest of the proof is standard. We point out that due to the above result depending on De Giorgi-Nash-Moser theorem, we can not extend the estimate (1.10) to the corresponding systems. We also mention that if we use the error estimate (2.5), the estimate (1.10) may hold for ε ≤ r < (1/4). The sharp quantitative estimates received a great amount of interest recently, and without attempting to exhaustive, we refer the reader to [11, 15, 17, 20, 21, 25, 29, 31] and references therein for more results.
Remark 1.7. The estimate (1.11) may be divided into the corresponding interior and boundary estimates. The first step is to derive the reverse Hölder estimates for the homogeneous case (see the estimates (4.20) and (5.11)), which are based upon classical results [8, Theorem 1.4] in small scales and the Lipschitz estimate (1.10), the boundary Hölder estimate (5.6), at large scales, respectively. Then one may extend reverse Hölder estimates to the nonhomogeneous cases (also including nonhomogeneous boundary condition), which requires a real method developed by Z. Shen [26] , inspired by [9] . We need to mention that the estimate (4.20) for a linear operator has been shown by L. Caffarelli and I. Peral in [9] . Although the real method has been applied to studying W 1,p estimates or L p boundary value problems by a lot of papers (see for example [14, 17, 21, 25, 24, 26, 31] ), to our best acknowledge, it is the first time to be used to a nonlinear operator. Due to Theorems 1.1 and 1.2, we also mention that it is possible to derive the related results for Reifenberg flat domains, via the arguments introduced by S. Byun and L. Wang [7, 8] . 
where C depends only on µ 0 , µ 2 and d.
Proof. These results have already been in [22] , and we provide a proof for the sake of the completeness. Multiplying both sides of (1.7) by N(y, ξ) and then integrating by parts, we have
where we use the assumptions (1.3) and (1.4) in the last inequality. By Young's inequality,
Thus this together with Poincaré's inequality will give the stated estimate (2.1).
To show the estimate (2.2), we start with the following identity
where we use the fact that N(·, ξ), N(·, ξ
. By the assumption (1.3), the left-hand side above is greater than
while it follows from (1.4) and Young's inequality that its right-hand side is less than
Thus it is not hard to derive that 
where C depends on µ 0 , µ 2 and d.
Proof. The proof may be found in [22] , and we provide a proof for the sake of completeness. Due to the formula (2.3), we have
where we use the fact that ∂Y N(y, ξ) − N(y, ξ
per (Y ) have the same periodicity. Note that
in which the last step is due to the estimate (2.2). In view of Remark 2.2, we may have the third line of (2.5) and the proof is complete.
Remark 2.4. Due to the second line of (2.5), it is known that ∇ A(z) exists for a.e. z ∈ R d . Moreover, there holds
for any ξ ∈ R d and for a.e. z ∈ R d , and this property will guarantee that the H 2 theory is still valid for the effective operator L 0 .
Lemma 2.5 (Flux correctors
, where y ∈ Y and ξR d . Then we have two properties:
Proof. The proof is quite similar to the linear case (see for example [23, 34] ). It is clear to see that (i) and (ii) follow from the formula (1.6) and the equation (1.7), respectively. By (i), there exists
. Thus E ji = −E ij , and one may derive the first expression in (2.7) from the fact (ii). Then, the rest thing is to show the estimate (2.8). For any ξ, ξ
where we employ H 2 theory in the second step, and (1.4) and (2.4) in the last one. This together with Poincaré's inequality finally leads to the desired estimate (2.8), and we end the proof here. 
where
where C depends on ζ and d.
Proof. See [24, Lemma 2.1].
where C depends only on d.
, and then we have
where C depends on d and η.
Proof. The main idea has been in [24, Lemma 2.2], and we provide a proof for the sake of the completeness. By the definition, one may have
in which the notation " g" represents the Fourier transformation of g. It suffices to show
where C depends on d and η. Here we use the fact that ∇η(δξ) = 2πiδξ η(δξ) and
To obtain (2.14), it suffices to derive
where we notice that η(0) = 1 and η ∈ W 1,∞ (R d−1 ) in the first inequality, and we are done.
in which the constant C is independent of r. This estimate is based upon the above results (2.13) and (2.14), respectively. We mention that it has already been given in [27] without a proof. Similarly, inspired by the estimate (2.12) we may have
Lemma 2.10 (interior Caccioppoli's inequality). Assume that L ε satisfies the conditions (1.2), (1.3), and (1.4). Let u ε ∈ H 1 (B(0, 2r)) be a weak solution of L ε u ε = F in B(0, 2r) with r > 0. Then we have
17)
Proof. The proof may be found in [12] . By the definition of the weak solution, , 2r) ) is a cut-off function, satisfying ψ r = 1 in B(0, r) and ψ r = 0 outside B(0, 3r/2) with |∇ψ r | ≤ C/r. The stated estimate (2.17) follows from the assumptions (1.2), (1.3) and (1.4) coupled with Young's inequality, and the details will also be found in the later discussion.
Remark 2.11. Let c = − B(0,2r) u ε in the estimate (2.17), and it follows from the Sobolev-Poincaré inequality that
Using the reverse inequality (see [12, Chapter V, Theorem 1.2]), we can obtain higher integrability, and there exists p 0 > 2, depending on µ 0 , µ 2 , d, such that
holds for any 2 ≤ p < p 0 , where C depends on µ 0 , µ 2 , d and p.
Theorem 2.12 (H 1 theory).
Let Ω be a bounded Lipschitz domain. Assume that L ε satisfies the conditions (1.2), (1.3), and (1.4). Let u ε ∈ H 1 (Ω) be the solution of (1.1). Then we have
where C depends on µ 0 , µ 2 , d and the character of Ω.
Proof. The proof is standard, and we provide a proof for the sake of the completeness. By the definition of the weak solution, one may have
It is well known that
where C depends on d and the character of Ω. Then by the assumptions (1.2), (1.3) and (1.4) we have
in which we use Young's inequality, and
where we employ Poincaré's inequality in the first step. Thus we have
Consequently, this together with the estimate (2.22) leads to the desired estimate (2.24), and we are done.
Theorem 2.13 (L p estimates). Assume the same conditions as in Theorem 2.12. Given F ∈ L p (Ω) for some p > 2 and g ∈ W 1−1/p,p (∂Ω), let u ε ∈ H 1 (Ω) be the solution of (1.1) and (??). Then we have the following uniform estimate
24)
where C p depends on µ 0 , µ 2 , d, p and the character of Ω.
Lemma 2.14 (reverse Hölder inequality). Assume the same conditions as in Theorem 2.12. Then, there exist positive constants δ 0 , R 0 and C, depending on µ 0 , µ 2 , d and the character of Ω, such that |∇u ε | ∈ L p loc (Ω) with p = 2(1 + δ 0 ) and, we have the following estimate 26) where C depends on µ 0 , µ 2 and d. Definẽ 
By noting that there exists a constant c 0 ∈ (0, 1), such that c 0 |B(x, r)| ≤ |Ω(x, r)| ≤ |B(x, r)| for any x ∈ Ω and 0 < r < (R 0 /4), a routine computation leads to the desired estimate (2.25). The proof is reduced to show the estimate (2.26). In the case of B(x, r) ⊂ R d \ Ω, the left-hand side of (2.26) will vanish and there is nothing to prove.
We now turn to the case B(x, 3r/2) ⊂ Ω, and it follows from the interior estimate (2.19) that
where we also use Hölder's inequality in the last step. The third case is B(x.3r/2) ∩ ∂Ω = ∅. Rewriting (2.18) as (B(x, 2r) ) is a cut-off function.
LHS of (2.28) =
where we use the assumptions (1.2), (1.3) and (1.4), as well as Young's inequality. Moreover, we have
where we use the Sobolev-Poincaré inequality in the computation. Similarly, the right-hand side of (2.28) is controlled by
Finally, this together with (2.29) implies the desired estimate (2.26), in which we note that |∇u ε − ∇g| = 0 on B(x, r) \ Ω. We have completed the whole proof.
Proof of Theorem 2.13. The proof is based upon Lemma 2.14. Note that the estimate (2.16) is in fact unified the interior estimate (2.20) and the related boundary estimate. Let δ, R 0 be given as in Lemma 2.14, and we have
for any x ∈ Ω and 0 < r < (R 0 /4). On account of a covering argument, the above estimate implies
where we employ Hölder's inequality and the estimate (2.23) in the second step. In fact, we may choose r ∈ (0, R 0 /4) such that the radius r and r 0 are comparable, and by setting p = 2(1 + δ), we will obtain the stated estimate (2.24), in which the estimate g W 1,p (Ω) ≤ C g W 1−1/p,p (∂Ω) is used andΩ ⊇ Ω. We have completed the proof.
Remark 2.15. In Theorems 2.12, 2.13, we do not use the periodicity condition in the proof.
Proof. The main idea of the proof is standard, and we provide a proof for the sake of the completeness.
The interior H 2 estimate follows from [12, pp.46 ], while we focus on the boundary estimate and first study the special case Ω = B + (0, R) = B(0, R) ∩ R d + with R > 0, and g = 0. For the ease of the statement, it is fine to assume u 0 ∈ H 2 (B + (0, R)), and we have
is a cut off function satisfying ψ = 1 in B(0, R/2) and ψ = 0 outside B(0,2R/3) with |∇ψ| ≤ C/R. Then it follows from the condition (2.6) that
On the other hand, we observe that
which implies
where we use the condition (2.5). By the above formula, we have
Next, we handle the case of g = 0. To do so, we construct a Lipschitz domainΩ such that T (0, 2R) ⊂ ∂Ω and B + (0, R) ⊂Ω, and an extension of ∇ k g in the sense of 0,T ) ) , where k = 1, · · · , d − 1. Then there exists Z ∈ H 1 (Ω) satisfying ∆z = 0 inΩ with Z = ∇ k g on ∂Ω, and one may derive that
where C is independent of R. Let w = ∇ k u 0 − z, and in view of (2.31) we have 
and this together with (2.32) gives
where C is independent of R. Now we have figured out the right space that the boundary data g belongs to. The remainder of the proof is to employ the so-called straightening the boundary arguments to handle the case of a general C 1,1 domain, and proceeding the proof is too complicated to be given here. We have completed the proof.
Convergence rates
, the first-order approximating corrector is given by
where C depends only on µ 2 and d.
Proof. Our proof is inspired by [22] , and in view of L ε u ε = L 0 u 0 in Ω, the left-hand side of (3.2) is equal to
where y = x/ε. Then we calculate the right-hand side above term by term. On account of (2.5),
By (1.4), we have
Recalling that b(y, ϕ) = A(ϕ) − A(y, ϕ + ∇ y N(y, ϕ)), it follows from (2.7) that
This together with (3.3) and (3.4) gives the stated estimate (3.2) and we are done.
We impose the following cut-off function ψ r ∈ C 1 0 (Ω) associated with Σ r :
where we recall the notation Σ r = {x ∈ Ω : dist(x, ∂Ω) > r}.
Lemma 3.2. Assume the same conditions as in Lemma 3.1, and u ε = u 0 on ∂Ω. Let ϕ = S ε (ψ 4ε ∇u 0 ) in (3.1), and w ε = u ε − v ε . Then we have the following estimate
where r 0 = diam(Ω), and C depends only on µ 0 , µ 2 and d.
Proof. We first claim that w ε vanishes on ∂Ω in the sense of the trace. In view of Remark 2.2, one may have N(x/ε, S ε (ψ 2ε ∇u 0 )(x)) = 0 for any x ∈ R d \ Σ ε . This coupled with u ε = u 0 on ∂Ω leads to the fact w ε ∈ H 1 0 (Ω). Thus, the left-hand side of (3.2) and the assumption (1.4) give
where ̟(·/ε) = ∇ ξ N(·/ε, ϕ) or ∇ ξ E(·/ε, ϕ). Moreover, it follows from the estimates (2.2) and (
). This together with the estimates (2.11) and (2.12) consequently implies the stated estimate (3.6).
To show the estimate (3.7), it suffices to prove
and we recall that ϕ = S ε (ψ 2ε ∇u 0 ). To do so, we collect a family of small cubes by
where we employ the estimate (2.1) and the fact that
2) in the second inequality, Here we take ϕ i = inf x∈Y i ε |S ε (ψ 2ε ∇u 0 )(x)|, and the last step is due to Chebyshev's inequality. Therefore, the estimate (3.8) consequently follows from
and we have completed the proof. 3) and (1.4) . Given F ∈ L 2 (B) and g ∈ H 3/2 (∂B), let u ε , u 0 ∈ H 1 (B) be the weak solutions of (1.1) and (1.5) with u ε = u 0 = g on ∂B. Then we have
where C depends on µ 0 , µ 2 , d, but independent of R.
Proof. In view of the estimates (3.7) and (2.30), one may have
To complete the proof, it suffices to show
where we use the trace theorem
in which we employ the estimates (2.30) and (2.24), and the fact that g H 1/2 (∂B) ≤ C g H 3/2 (∂B) . Consequently, the desired estimate (3.9) follows from (3.10) and (3.11) by noting that ε/R ≤ 1, and we have completed the proof.
Theorem 3.4.
Let Ω be a bounded Lipschitz domain with ε ≤ r 0 ≤ 1. Assume that u ε , u 0 ∈ H 1 (Ω) are the weak solutions of (1.1) and (1.5) with u ε = u 0 = g on ∂Ω, respectively. Let F ∈ L p (Ω) for some p > 2 and g ∈ W 1−1/p,p (∂Ω). Then exists C > 0, depending on µ 0 , µ 2 , d, p and the character of Ω, such that 12) where σ = 1/2 − 1/p.
Proof. Due to the estimate (3.7), our task is to estimate the layer and co-layer type quantities in the right-hand side. The easy one is 
|F | 2 dy (3.14)
for any x ∈ Σ p 2 ε , where δ(x) = dist(x, ∂Ω). Since |y − x| ≤ δ(x)/4, it is not hard to see that |δ(x) − δ(y)| ≤ |x − y| ≤ δ(x)/4 and this gives that (4/5)δ(y) < δ(x) < (4/3)δ(y). Therefore,
Then integrating both sides of (3.14) over co-layer set Σ p 2 ε leads to
and this further gives
where we use the estimates (2.24) and (2.23), as well as Hölder's inequality. Combining the estimates (3.7), (3.14) and (3.15) gives the stated estimate (3.9), by setting σ = 1/2 − 1/p. We have completed the proof.
Proof of Theorem 1.1. If replacing B(0, R) in Theorem 3.3 by a bounded C 1,1 domain, then we can derive that
where C Ω depends on µ 0 , µ 2 , d, r 0 and the character of Ω. This in fact proved the estimate (1.8), while the proof of Theorem 3.4 gives the estimate (1.9). We have completed the proof. 
Interior estimates
Proof. The main idea may be found in [27, Lemma 11.2] . However, this result can not be obtained by rescaling arguments due to the nonlinearity of L ε . On account of Caccioppoli's inequality (2.17) and co-area formula, it is true that there exists r 0 ∈ [r, 3r/2] such that
Then for some 0 < δ ≤ r, we consider L ε v ε = F in B(0, r 0 ) with v ε = (u ε ) δ on ∂B(0, r 0 ), and let L 0 w = F in B(0, r 0 ) with w = (u ε ) δ on ∂B(0, r 0 ), where (u ε ) δ ∈ H 3/2 (∂B(0, r 0 )) satisfies the estimate (2.15). Consider
where z ε ∈ H 1 (Ω) satisfies
We first handle I 2 , and it follows from the estimates (3.9) and (2.15) that 4) in which the last step follows from the estimate (4.2). Before estimating I 1 , we claim that
where C depends only µ 0 and µ 2 . In fact,
for any φ ∈ H 1 0 (Ω). Set φ = u ε − v ε − z ε , and then by applying the assumptions (1.3) and (1.4) to the above equation, we can arrive at the claim (4.5) immediately. Hence, from Poincaré's inequality and (4.5), it follows that
where we also use the estimates (2.15) and (4.2), and the second line is due to the fact z ε H 1 (B(0,r 0 )) ≤ C z ε H 1/2 (∂B(0,r 0 )) . The computation for I 3 relies on some properties of harmonic functions, and
in which the notation (z ε ) * represents the nontangential maximal function of z ε (see for example [30, Definition 2.19] ). Here the second inequality follows from [17, Remark 9.3] , and the third one is the so-called nontangential maximal function estimate (see for example [23, Theorem 7.5.14] ). We employ the estimate (2.16) in the fourth inequality and the estimate (4.2) in the last step.
Consequently, plugging the estimates (4.4), (4.6) and (4.7) back into (4.3), we have
in which the second line asks for δ = (ε/r) 1/2 , and the assumption 3 √ ε ≤ r < (1/2) meets this requirement. By multiplying r −d/2 in both sides of the above inequality, the desired estimate (4.1) follows, and we have completed the proof.
Before we proceed further, for any matrix M ∈ R d , we denote G(r, v) as the following
holds for any r ∈ (0, 1).
Proof. It is fine to assume u 0 ∈ H 2 (B(0, r)) and we have the following equation
for any φ ∈ H 1 0 (B(0, r)), and k = 1, · · · , d. Letã ij (x) = ∇ ξ j A i (∇u 0 ), which will give a linear operator with the uniform ellipticity on account of (2.5) and (2.6). Hence, the De Giorgi-Nash-Moser theorem tells us that for any p > d, there exists α ∈ (0, 1) and C > 1, depending only on µ 0 , µ 2 , d and p, such that
(see for example [13, Theorem 8.13] ). By the definition of G(θr, u 0 ), we see that |u ε − w|
where we use the estimate (4.9) in the second inequality, and (4.1) in the last one. Note that for any c ∈ R, u ε − c is still a solution of L ε u ε = F in B(0, 2r), and the proof is complete. . Suppose that there exists a constant C 0 such that
14)
We further assume that
holds for any ε ≤ r < (1/4), where θ ∈ (0, 1/4) and w is a nonnegative increasing function in [0, 1] such that w(0) = 0 and
Then, we have max 16) where C depends only on C 0 , θ and w.
Proof. The proof may be found in [24, Lemma 8.5 ].
Proof of Theorem 1.2. It is fine to assume 0 < ε < 1/4, otherwise it follows from the classical theory. In view of Lemma 4.4, we set Ψ(r) = G(r, u ε ), w(t) = t 1/4 . To prove the desired estimate (1.10), it is sufficient to verify (4.14) and (4.15). Let ψ(r) = |M r |, where M r is the matrix associated with Ψ(r), respectively. 17) where the second and the last steps are based on the fact that s, t ∈ [r, 2r]. Due to the same reason, it is easy to obtain Ψ(r) ≤ CΨ(2r), where we use the assumption p > d. 
Hence, the desired estimate (1.10) consequently follows from the above estimate and Caccioppoli's inequality (2.17), and we have completed the proof. 0, 2) ), and there holds
for any 0 < r < (1/2), where C p depends only on µ 0 , µ 1 , µ 2 , τ, d and p.
Proof.
Step 1. Consider the estimate (4.19) in the case of f = 0 and F = 0. Since the assumption (2.6) satisfies (δ, R)-vanishing condition of A(·, ξ), it follows from [8, Lemma 2.5] and the Lipschitz estimate (1.10) that
, where 2
Then by a simple covering argument we may have
for any 0 < r < (1/2), where C p depends on µ 0 , µ 1 , µ 2 , τ, d and p.
Step 2. We plan to apply a real method (see [23, Theorem 3.2.3] ) to handle the case of f = 0. To do so, construct a solution v ε ∈ H 1 (B(0, 2r)) such that
Thus by definition there holds 0, 2r) ). Set ϕ = u ε − v ε , and then in view of H 1 theory (see Theorem 2.12) one may derive where C α depends on µ 0 , µ 2 , d, α and the character of Ω.
Proof. The proof of this result is quite similar to that given earlier for the interior one (see Lemma 2.10), and so is omitted. Then we construct w ∈ H 1 (D r 0 ) such that L 0 w = F in D r 0 and w = u ε on ∂D r 0 . Note that we choose p > 2 such that u ε W 1−1/p,p (∂Dr 0 ) ≤ C u ε H 1 (∂Dr 0 ) , and we have
where σ = 1/2 − 1/p, and we use the estimate (5.3) in the last step. This implies the stated estimate (5.2), and we have completed the proof. where C β depends on µ 0 , µ 2 , d, β and the character of Ω.
Proof. In the case of F = 0, by [8, Theorem 3.8] , for any 2 ≤ p < ∞ it is not hard to derive Then the case of F = 0 will follows from a real method as we did for Theorems 4.5 and 5.7, and therefore no proof will be given for the following estimate for any 0 < r < (1/2), where C β depends on µ 0 , µ 2 , d, α and the character of Ω.
Proof. The main idea may be found in [24, Theorem 5.2] , which actually could be extended to the nonhomogeneous cases, and we provide a proof for the sake of the completeness. To do so, we set α ∈ (0, 1), and H(r, σ, v) = r 
