Let Ω be a domain with noncompact boundary. It is known that the Helmholtz decomposition is not always valid in L p (Ω) except for the energy space L 2 (Ω). In this paper we consider a typical unbounded domain whose boundary is given as a Lipschitz graph, and show that the Helmholtz decomposition holds in certain anisotropic spaces which include some infinite energy vector fields.
Introduction
Let Ω ⊂ R d+1 (d ≥ 1) be a domain with Lipschitz boundary. The Helmholtz decomposition, the decomposition of a given vector field into a solenoidal field and a potential one is the fundamental tool in the mathematical analysis of the incompressible flow. In the energy space (L 2 (Ω)) d+1 this decomposition is easily derived for any domain Ω from the standard theory of the Hilbert space. On the other hand, if the space (L 2 (Ω)) d+1 is replaced by other function spaces such as (L q (Ω)) d+1 , then the verification of the Helmholtz decomposition requires detailed analysis in general. In the case when Ω is a bounded domain or an exterior domain with smooth boundaries, the validity of the decomposition in (L q (Ω)) d+1 , 1 < q < ∞, is shown by [13] and [24] respectively, and then their results are extended to these domains but with C 1 -boundary by [28] . Moreover, for the bounded Lipschitz domains, the validity is proved around 3/2 < q < 3 in [8] , and for any 1 < q < ∞ by [14] when the domain is convex. However, even if the boundary is smooth enough, the problem becomes subtle when the boundary is noncompact. Although the decomposition is still valid for 1 < q < ∞ for some special cases, e.g., aperture domains [9] , layers [25] , cylinders [29] , half spaces and their small perturbations [28] , it is known that the domain of simple form
with a given function η does not always admit the Helmholtz decomposition in (L q (Ω)) d+1 if q = 2, even if η is smooth, see [6] and [16, III.1] . Hence it is an important question to ask which function space, other than (L 2 (Ω)) d+1 , admits the Helmholtz decomposition. In [10, 11] , the authors consideredL q (Ω) defined bỹ
and showed that general domains with uniform C 1 boundaries admit the Helmholtz decomposition in these spaces. In this paper, we will give an alternative approach for this question in the domain of the form (1.1). Before stating the result, it would be convenient to formulate our problem more systematically. Let X(Ω) be a Banach space of functions in Ω satisfying
Here C ∞ 0,σ (Ω) is a set of all smooth, compactly-supported, and divergence-free vector fields in Ω. For simplicity of the notation we write · X(Ω) for · (X(Ω)) d+1 . Definition 1.1. We say that the space (X(Ω)) d+1 admits the Helmholtz decomposition if each f ∈ (X(Ω)) d+1 has a unique decomposition f = u + ∇p, u ∈ X σ (Ω), ∇p ∈ X G (Ω), satisfying u X(Ω) + ∇p X(Ω) ≤ C f X(Ω) .
(
1.3)
Here C is a positive constant independent of f .
In order to consider the domain Ω of the form (1.1) we define the standard isomorphism Φ : Ω ∈x →ỹ = Φ(
Let 1 < q, r < ∞ and let Y q,r (Ω) be the Banach space defined by
As is well-known, the verification of the Helmholtz decomposition is reduced to the unique solvability of the weak Neumann problem in (Y q,2 (Ω)) d+1 :
which is a weak formulation of
Here n stands for the exterior unit normal to ∂Ω. Through the isomorphism Φ defined by (1.4), the problem (1.6) or (1.7) is transformed to the Neumann problem for an elliptic partial differential equation of the divergence form in R d+1 + . Then our task is to look for the solution of the transformed problem in L q (R + ; L 2 (R d )). For the purpose, we will make use of an approach proposed in the companion work [22] , where we gave a solution formula for the boundary value problem to divergence form elliptic equations in R d+1 + in terms of the Poisson semigroups; see Theorem 2.3 for details. This solution formula combined with the semigroup theory yields a sufficient condition for function spaces to ensure the solvability of the Neumann problem, and it will be verified that Y q,2 satisfies this condition.
Before concluding the introduction, we would like to point out the difference of our approach from previous works on the Neumann problem in the domain with regular (e.g. uniformly C 1 ) boundary. In [28, 10, 15] , they employed localization procedure for the Neumann problem to reduce the problem to a countable number of the Neumann problems in R d+1 + or R d+1 . Then thanks to the regularity assumption of the boundary, each problem can be dealt with as a small perturbation of the Neumann problem for the Poisson equation. On the other hand, our approach is not relied on this perturbation technique, and therefore one can handle even large perturbation of the Neumann problem for the Poisson equation in R d+1 + with respect to the Lipschitz norm of η. Instead, we need to use the L 2 space in the x direction.
In the next section we will recall the solution formula for the Neumann problem, which is based on the factorization of the elliptic operators in [22] . Then we will prove the main theorem in Section 3.
2 Solution formula for the Neumann problem in R d+1 + Consider the second order elliptic operator of divergence form in
and each a i,j is always assumed to be t-independent. We further assume that A is a real symmetric matrix and each component a i,j is a measurable function satisfying the uniformly elliptic condition
for all η, ζ ∈ R d+1 and for some constants ν 1 , ν 2 with 0 < ν 1 ≤ ν 2 < ∞. Here ·, · denotes the inner product of R d+1 , i.e., η, ζ = d+1 j=1 η j ζ j for η, ζ ∈ R d+1 . For later use we set b = a d+1,d+1 , which satisfies ν 1 ≤ b ≤ ν 2 due to (2.2). We also denote by a the vector
We denote by D H (T ) the domain of a linear operator T in a Banach space H. Under the condition (2.2) the standard theory of sesquilinear forms gives a realization of A in L 2 (R d+1 ), denoted again by A, such as
and
+ ) the A-extension operator, i.e., w = E A ϕ is the solution to the Dirichlet problem
The one parameter family of linear operators
associated with A, which is defined through the sesquilinear form 
The following result plays a fundamental role in the derivation of the solution formula for the Neumann problem. 
with equivalent norms and the operator −P A defined by
generates a strongly continuous and bounded analytic semigroup in
are respectively factorized as
Remark 2.4. The operator P A is nothing but the Poisson operator P A associated with A.
Now we consider the inhomogenuous Neumann problem
+ .
(2.9)
By a direct application of the factorization (2.8), one can easily derive the formal representation of the solution to the Neumann problem (2.9) as follows.
(2.10)
We note that e −tQ A is related with e −tP A through the formula
Then the representation (2.10) reduces the inhomogeneous problem (2.9) to the analysis of the semigroup {e −tP A } t≥0 and the operator Λ A .
Helmholtz decomposition in (Y
As stated in the introduction, the Helmholtz decomposition for a given vector field is reduced to the Neumann problem (1.7). Let Φ : Ω → R d+1 + be the isomorphism defined by (1.4) . By taking the push-forward
the problem (1.7) is transformed to the Neumann problem in R d+1 + :
Here the matrix A in this case is real symmetric and positive definite with a = −∇ x η, b = 1 + |∇ x η| 2 , and A ′ = (a i,j ) 1≤i,j≤d = I ′ (the identity matrix). Let 1 < q, r < ∞ and set
The weak formulation of (3.2) is then to look for w ∈
. In the following paragraphs we abbreviate P A (Q A , Λ A ) to P (Q and Λ as well) for simplicity of the notation. The most important step in the analysis of (3.2) is to derive the estimate corresponding with (1.3), which is closely related to the spectral properties of P and Λ. To make the essence of our arguments clear, we will give in Section 3.1 natural sufficient conditions for the Helmholtz decomposition to hold in (Y q,r (Ω)) d+1 in terms of the properties of P and Λ in L r (R d ). Roughly speaking, the following three conditions are required: Let 1 < m < ∞ and set m ′ = m/(m−1). (i) boundedness of the semigroups {e
As long as ∇ x η is uniformly bounded, these conditions are shown to hold at least for m = 2, which leads to Theorem 1.2; see Section 3.2.
Sufficient condition for solvability of the Neumann problem
In this section we investigate the relation between the boundedness of the Helmholtz decomposition and the spectral properties of P, Λ. Let 1 < m < ∞ and m ′ = m/(m − 1). Let us recall that both P and Λ generate strongly continuous and bounded analytic seimgroups in L 2 (R d ). To develop our argument within the general L r framework we first assume that
In fact, the statement in (i) is always verified at least for {e −tΛ } t≥0 . While the behavior of the Poisson semigroup in L r (R d ) seems to be more difficult to analyze, and the estimate (3.5) for {e −tP } t≥0 can be obtained at least for the case r ∈ [2, ∞). We will sketch their proofs in the appendix for reader's convenience. In addition to (i) we assume in this section the following estimates (ii) -(iii):
As is well-known, (3.5) and (3.8) imply the analyticity of
Remark 3.2. Set e −tP = 0 for t < 0 and define the operatorΨ P byΨ P [φ](t) = R e −(t−s)P φ(s) ds. Then (3.8) implies the estimate
From (3.9) and (3.10) the theory of singular integral operators [5] implies that Remark 3.4. In Section 3.2 we will see that (ii) and (iii) are always satisfied at least for r = 2.
(3.12)
, and the constants in the estimates of (i) -(iii).
Note that it suffices to show (3.12) for r = m, m ′ by the interpolation. We start from the following lemma.
Proof. We appeal to the duality argument. Since e −tQ = M 1/b (e −tP ) * M b , we have for any
Hereφ(t) = φ(−t) andψ(t) = ψ(−t). Then (3.13) follows from (3.11) and the duality. The proof is complete.
Moreover, it follows that
Here
Proof. We first prove that
To this end we take any λ > 0 and ϕ ∈ C ∞ 0 (R d ) and then use the relation
by the assumptions (cf. Remark 3.3), and since
This proves the claim. Next we consider M b PΛ −1 F d+1 . As above, we take λ > 0 and note that (
by Theorem 2.3, we have for any ϕ ∈ C ∞ 0 (R d ),
As state in Remark 3.3 the operator
Thus we see
with C independent of λ > 0. By the assumptions (i) and (iii) this estimate implies (Λ + λ) −1 F d+1 ∈ D L r (P), and we have
For any λ, t > 0 we see
As is proved above, (Λ + λ) −1 ϕ ∈ D L r ′ (P) and we have P(
with C independent of λ > 0 as well as
and from the reflexivity of L r (R d ) we have
It is now easy to see the limit lim
satisfies the desired estimate. The proof is complete.
Remark 3.8. From the proof we have Λ
−1 M b Qe −tQ ψ L r (R d ) = (I + L * )e −tQ ψ L r (R d ) ≤ C ψ L r (R d ) for any ψ ∈ L r (R d ) by the density argument. In particular, M b Qe −tQ ψ ∈ Ran(Λ) in L r (R d ) for any ψ ∈ L r (R d ). Lemma 3.9. Let F = (F ′ , F d+1 ) ∈ (C ∞ 0 (R d+1 + )) d ×C ∞ 0 (R d+1 + ) and set G = −(F d+1 +M a ·F ′ ).
Let γ be the trace operator to the boundary ∂R
Proof. By the integration by parts with respect to the time variable, we see
Here we have used Lemma 3.7. Again from Lemma 3.7 and Remark 3.8 the expression (3.16) implies the assertion of Lemma 3.9. The proof is complete.
Corollary 3.10. The conclusion of Lemma 3.9 holds for r = 2.
Proof. Proposition 3.14 in the next section and Lemma 3.9 prove the claim. The proof is complete.
Proof of Proposition 3.5.
, there exists a unique weak solution w ∈ H 1 (R d+1 + ) to (3.2). Then Corollary 3.10 and Theorem 2.5 lead to the following representation:
Here we have also used (3.16), Lemma 3.7, and the integration by parts. Set
, and thus, we have γv = Q
Then the solution of (3.2) is written in the form w = w 1 + w 2 , where each w i is given by
By the assumption (3.6) it suffices to estimate ∂ t w i and Pw i .
Step 1: Estimate of w 1 . From the maximal regularity (3.11) and Lemma 3.6 we have
. The estimate of ∂ t w 1 is obtained in the same manner.
Step 2: Estimate of w 2 . We decompose γv as γv = v 1 + v 2 , where
Motivated by this decomposition we introduce the linear operators T i , i = 1, 2, defined by
Each of T i makes sense for φ ∈ L q (R + ; L r (R d )) due to Lemma 3.7 and the density argument. Clearly we have .9) and (3.5) yield for 1 < q < ∞,
The estimates (3.21)- (3.22) show that each T i is a bounded operator from
. The estimate of ∂ t w 2 is the same as Pw 2 . The proof of Proposition 3.13 is complete.
Let us recall that the weak formulation of the Neumann problem (1.7) is equivalent with (3.4) through the transformation (3.
, we obtain from Proposition 3.5 the following Theorem 3.11. Let η be a globally Lipschitz function and let Ω be a domain given in (1.1).
(3.23)
and the constants of the estimates in (i) -(iii).
Proof. The proof of the existence proceeds as described above, and we omit the details. The uniqueness follows from the solvability of (3.4) in the adjoint space 
Then there exists a scalar function p ∈ W 1,1
Theorem 3.13. Under the assumptions of Theorem 3.11, the space (Y q,r (Ω)) d+1 admits the Helmholtz decomposition.
Proof. For f ∈ (Y q,r (Ω)) d+1 let p ∈ L 1 loc (Ω) be the weak solution to (1.7) given in Theorem 3.11 which satisfies ∇p ∈ Y q,r G (Ω), and set u = f − ∇p. Then, we have u ∈ (Y q,r G (Ω)) ⊥ where X ⊥ denotes the annihilator of the set X. On the other hand, by Lemma 3.12, we see
Thus we have proved that u ∈ Y q,r σ . It remains to show that the representation f = u + ∇p is unique. This is equivalent to show that the equality
holds if and only if u ≡ ∇p ≡ 0. To this end, we observe that
By the uniqueness of weak solutions to (1.7), we have u ≡ ∇p ≡ 0. The proof is complete.
Proof of Theorem 1.2
In this section we prove the next proposition, which immediately leads to Theorem 1.2 thanks to Theorem 3.13 in the previous section. Proof. It is well-known that Λ is self-adjoint in L 2 (R d ), and (2.5) implies the boundedness of
and P generates a strongly continuous and bounded analytic semigroup in L 2 (R d ). Then it suffices to check the estimates (3.6), (3.7), and (3.8) for r = 2. In fact, these estimates are already known as a consequence of the Rellich type identity, which is a classical tool in the study of the Dirichlet and Neumann problems for the Laplace equations; see Remark 3.15 below for references. Here we give the detailed proof of them including (3.5) in order to make this paper self-contained as much as possible.
Step 1: Proof of (ii). We will prove 26) where C 1 and C 2 are positive constants depending only on ∇ x η L ∞ (R d ) . Let us recall that in our case Theorem 2.3 holds with A ′ = −∆ x . Thus (2.7) yields (3.25) . Next by the relation
Thus (3.25) and (3.27) immediately yield
While, we derive from (3.27) that
Hence, combining this with (3.25) implies
Step 2: Proof of (iii). From Remark 3.2 it suffices to show (3.10) with r = 2. Set w(t) = 
Here we have used the boundary condition w = 0 on t = 0. By the uniform ellipticity the left-hand side of (3.29) is bounded from below by c ∇w 2
with some c > 0 depending
On the other hand, the right-hand side of (3.29) is calculated as
.
This complete the proof of (iii). Finally, we also give the proof of (3.5) for {e −tP } t≥0 for reader's convenience. It suffices to consider the case ϕ ∈ C ∞ 0 (R d ). Set u 0 (t) = e −tP ϕ. Then we see from (3.8) with r = 2 (which is proved in Step 2 above) that
where C > 0 is independent of T and ϕ. Set u k (t) = (tP) k u 0 (t) for k = 1, 2. Then u k satisfies ∂ t u k − Pu k = kPu k−1 with the zero initial data. Hence we have the representation u k (t) = k t 0 e (t−s)P Pu k−1 ds = kP t 0 e (t−s)P u k−1 ds. Thus (3.8) with r = 2 yields
In particular, (3.30) and (3.31) with k = 1 imply that for any T > 0 there exists
with C independent of T and ϕ. Next we calculate the evolution of
Here we have used the definition of u k , u 1 , Λu 1 L 2 (R d ) ≥ 0, and (3.6) with r = 2. Then by integrating over [T 1 , T ] and by using the Gronwall inequality, we arrive at
Combining this with (3.32) and the equality
Pe −sP ϕ ds, we obtain (3.5). The proof of Proposition 3.14 is complete. Remark 3.15. As mentioned above, for the case r = 2, the coercive estimates for P and Λ as in (3.6) -(3.7) are obtained from a variant of the Rellich identity [27] . These estimates are used to study the behavior of harmonic functions near the boundary [26, 18, 19] . In particular, it works even for nonsmooth domains, and in [18, 19] the Rellich type identity was used in solving the Dirichlet and Neumann problems in bounded Lipschitz domains. We also note that (3.6) and (3.7) are the key to obtain the characterization D L 2 (P) = H 1 (R d ) and D L 2 (Λ) = H 1 (R d ) for real symmetric but nonsmooth A. For a matrix A of the form in Section 3, called the Jacobian type, the relation D L 2 (P) = H 1 (R d ) is proved in [7] . The relation D L 2 (Λ) = H 1 (R d ) is related with the solvability of the Neumann problem for L 2 boundary data, and it is solved by [18] in bounded Lipschitz domains. For results in more general class of A including real symmetric or Hermite ones, see [19, 21, 3, 4, 2, 22] and references therein.
Concluding remark
Recent works [1, 15] revealed that the solvability of the weak Neumann problem in L p ensures the analyticity of the Stokes semigroup in L p even if the boundary in noncompact. In view of their results, it is expected that the Stokes semigroup is analytic in the space Y q,2 at least when the boundary is smooth enough. We will address this question in the forthcoming work. Proof. Here we give only a sketch of the proof. We first consider the case r ∈ [2, ∞). Set u(t) = e −tΛ f , f ∈ H 1 (R d .
A Appendix
In particular, we have e −tΛ f L r (R d ) ≤ f L r (R d ) when r ∈ [2, ∞), and thus, when r ∈ [2, ∞] (by taking the limit r → ∞). By the dual relation e −tΛ f, g L 2 (R d ) = f, e −tΛ g L 2 (R d ) we have this uniform bound also for r ∈ [1, 2] . Hence, by the density argument {e −tΛ } t≥0 is extended as a bounded semigroup acting on L r (R d ) for all r ∈ [1, ∞] (note that this uniform bound holds also for r = 1, ∞). As for the strong continuity, let r ∈ (2, ∞), and for any f ∈ L r (R d ) we take {f n } ⊂ C ∞ 0 (R d ) such that f n → f as n → ∞ in L r (R d ). Then we see
Since we have already known that {e −tΛ } t≥0 is strongly continuous in L 2 (R d ), the last estimate implies the strong continuity in L r (R d ) for r ∈ (2, ∞). The case r ∈ (1, 2) is proved in the same manner. The proof is complete. Proof. Again we give only a sketch of the proof. Let f ∈ L 2 (R d ) ∩ L ∞ (R d ) and set u(t) = e −tP f . Then, since u satisfies Au = 0 in R d+1 + , the maximum principle implies that
A.2 Semigroup {e
This estimate gives the boundedness of e −tP in L ∞ (R d ). Since e −tP is bounded in L 2 (R d ), the interpolation inequality yields the boundedness of e −tP in L r (R d ) for each r ∈ (2, ∞).
The strong continuity in L r (R d ) is shown as in the proof of Proposition A.1. The proof is complete.
