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Abstract
We treat observable operator models (OOM) and their non-commutative generalisation, which we call
NC-OOMs. A natural characteristic of a stochastic process in the context of classical OOM theory is the
process dimension. We investigate its properties within the more general formulation, which allows to
consider process dimension as a measure of complexity of non-commutative processes: We prove lower
semi-continuity, and derive an ergodic decomposition formula. Further, we obtain results on the close
relationship between the canonical OOM and the concept of causal states which underlies the definition
of statistical complexity. In particular, the topological statistical complexity, i.e. the logarithm of the
number of causal states, turns out to be an upper bound to the logarithm of process dimension.
Keywords: complexity, observable operator models, finitely correlated states, algebraic states, ergodic
decomposition, non-commutative processes
1 Introduction
The main idea behind various complexity measures, such as statistical complexity, is the same that gave rise to
the famous Kolmogorov complexity. Namely, the complexity is the “size” of some minimal “representation”
of the object of interest. Different complexity measures are based on different exact definitions of these
terms. For Kolmogorov complexity, for instance, representations are Turing machine programs computing
individual binary strings, and the size is their length. For statistical complexity ([3]), on the contrary, the
objects of interest are probability distributions of stochastic processes instead of individual strings, and the
representations are particular kinds of predictive models in the sense of partially deterministic hidden Markov
models (HMM). Their size is measured by the Shannon entropy of the internal states of the model.
Observable operator models (OOM) are generative algebraic models that represent a stochastic process.
The natural measure of size of an OOM is the dimension of the corresponding real vector space. It is minimal
for canonical OOMs of a given stochastic process and was already identified as a characteristic of the process
called process dimension. In the present contribution, following the above mentioned reasoning, we want to
consider the process dimension as a complexity measure for stochastic processes. We give further indication
that this might be appropriate. First, we show the close relation of the canonical OOMs to the concept of
causal states which are used to define statistical complexity. Second, we prove that the process dimension,
considered as function of the process, is lower semi-continuous. Although there exists no generally accepted
axiomatic characterisation of functionals on the space of stochastic processes that quantify complexity, we
argue that every complexity measure should feature this property. Indeed, it would be strange to consider
a process complex if there is an approximating sequence with (uniformly) simple processes. The natural
topology for processes is in this context weak-∗ topology as opposed to the much stronger variational topology,
and lower semi-continuity w.r.t. weak-∗ topology is a much stronger result.
The construction of causal states relies heavily on conditional probabilities. This makes it difficult to
extend the corresponding notion of statistical complexity to the domain of non-commutative processes un-
derstood to be states on a quasi-local C*-algebra. The algebraic formulation of OOMs, however, allows to
extend the concept of process dimension to the non-commutative setting. Indeed, the construction of finitely
correlated states introduced by Fannes et al. in [4] provides OOMs for a class of shift-invariant states on
a quasi-local C*-algebra. In the literature, these states are also known as algebraic states. In this paper,
however, we refer to their original name. We show lower semi-continuity of the process dimension also in this
more general setting.
The outline of our paper is as follows. In Section 2 we present main concepts in the context of classical
OOM theory using the terminology introduced by Herbert Jaeger. In particular, process dimension is defined.
In Section 3 we review the concept of statistical complexity and the underlying notion of causal states which
are defined for classical stationary process. In Proposition 6 we specify the way in which process dimension and
causal states are related. As direct implication we obtain an upper bound for, and an ergodic decomposition of
the process dimension in the classical case (Corollaries 7 and 8). In Section 4 and 5 we treat non-commutative
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extensions. We start with the definition of NC-OOMs referring to finitely correlated states. As in the classical
special case the corresponding process dimension is naturally associated with canonical NC-OOMs. Our main
results are contained in Section 5. There we prove lower-semicontinuity and provide an ergodic decomposition
formula for the process dimension in the general case.
2 Classical OOMs (Stochastic Modules)
Fix a finite set ∆. We consider ∆-valued stochastic processesXN := (Xk)k∈N, described by their distributions
P ∈ P(∆N), and stationary processes XZ, described by their shift-invariant distributions P ∈ Ps(∆
Z).
In [6], Alex Heller introduced a generalisation of functions of Markov chains, called stochastic modules.
Later, Herbert Jaeger extended and reformulated this theory in the language of linear algebra ([7]). We use
his terminology.
Definition 1. An observable operator model (OOM) with alphabet ∆ is a quadruple (V, T, v, ℓ), where
V is a real vector space, T : ∆ × V → V is linear in the second argument, v is an element of V , and ℓ is a
linear form on V , such that for Td(v) := T (d, v), n ∈ N and d1, . . . , dn ∈ ∆,
1. ℓ(v) = 1, 2. ℓ ◦
∑
d∈∆
Td = ℓ, 3. Pd1,...,dn := ℓ ◦ Tdn ◦ · · · ◦ Td1(v) ≥ 0.
The vector v is called initial vector, the operators Td are called observable operators and the linear form
ℓ is called evaluation form1. The process P ∈ P(∆N), defined by P
(
[d1, · · · , dn]
)
:= Pd1,...,dn (n ∈ N), is
called generated by the OOM and the dimension dim(V ) of V is called dimension of the OOM.
It is easy to check that the Pd1,...,dn are a consistent set of finite-dimensional probabilities. Therefore, by
the Kolmogorov extension theorem, the process P well-defined. Every hidden Markov model (HMM) with n
internal states canonically induces an n-dimensional OOM. For more details, see [7].
Remark. More generally, an HMM with set Γ of internal states can be interpreted as OOM with vector
space M(Γ) of signed measures of bounded variation on Γ.
There is a canonical construction of an OOM of a given process P ∈ P(∆N). Let M(∆N) be the space
of signed measures of bounded variation on ∆N, i.e. M(∆N) = span
(
P(∆N)
)
, where span denotes the linear
hull. Define the linear maps τ∆d : M(∆
N)→M(∆N) by
τ∆d (µ) := µ
(
[d] ∩ σ−1( · )
)
where σ is the left-shift on ∆N. Further define ℓ∆ : M(∆
N)→ R by ℓ∆(µ) = µ(∆
N), i.e. the evaluation form
ℓ∆ associates to a measure its total mass. For convenience we define
τ∆d1···dn := τ
∆
dn
◦ · · · ◦ τ∆d1 .
Definition 2. For P ∈ P(∆N), let
QP :=
{
τ∆d1···dn(P )
∣∣ n ∈ N0, d1, . . . , dn ∈ ∆} and VP := span(QP ).
For d ∈ ∆, denote the function VP → VP , µ 7→ τ
∆
d (µ) with a slight abuse of notation again by τ
∆
d . Set
τ∆(d, µ) := τ∆d (µ). Then (VP , τ
∆, P, ℓ∆) is called canonical OOM of P .
Since τ∆d (VP ) ⊆ VP , the canonical OOM is well-defined, and it generates P . It has minimal dimension
among all OOMs generating P , and is, up to isomorphism, unique with this minimality (see [7]). In particular,
the dimension of VP is not bigger (but may be essentially smaller) than the minimal number of internal states
required for any HMM generating P . Another characterisation of VP is in terms of conditional probabilities:
VP = span
{
P
(
σ−n( · )
∣∣ [d1, . . . , dn]) ∣∣∣ n ∈ N0, d1, . . . , dn ∈ ∆, P ([d1, . . . , dn]) > 0}.
This is true because if we normalise τ∆d pointwise, we obtain the corresponding conditional probability. Note
that the normalised version of τ∆d is not linear.
If A is a finite dimensional cylinder set, the same holds for [d]∩σ−1(A). Therefore, τ∆d is weak-∗ continuous
and, consequently, τ∆d maps the weak-∗ closure VP
w∗
to itself. Thus
(
VP
w∗
, τ∆, P, ℓ∆
)
is an OOM of P , which
we call the closed canonical OOM. In the case of finite process dimension, which we are mostly interested
in, the canonical OOM and the closed canonical OOM coincide. For considering infinite pasts in the following
section, however, the weak-∗ closure of VP in M(∆
N) plays a crucial role.
1Jaeger fixes a basis of V instead of an evaluation form and defines ℓ to be the sum of coefficients in the basis expansion.
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Example 3 (Canonical OOM and Shift HMM). The (one-sided) shift HMM of P ∈ P(∆N) is a deterministic
HMM with set Γ := ∆N of internal states. It is in general by no means minimal and it is not possible to
restrict it to a smaller subset of Γ such that it still generates P . If we interpret it as OOM, the internal
Vector space is V =M(∆N), the associated operators Td are equal to the canonical ones, i.e. Td = τ
∆
d , the
initial vector is the initial distribution of the shift HMM, i.e. v = P and the evaluation form is µ 7→ µ(∆N).
Now it is obvious that we can reduce every OOM to a “cyclic” version by restricting V to span
{
Td1...dn(v)
∣∣
n ∈ N0, d1, . . . , dn ∈ ∆
}
. This reduced shift OOM is just the canonical OOM and thus minimal, but it can
in general not be interpreted as HMM. ♦
Definition 4. The process dimension of P ∈ P(∆N) is the dimension of its canonical OOM (VP , τ
∆, P, ℓ∆):
dim(P ) := dim(VP ) ∈ N ∪ {∞}.
The process dimension is derived from a canonical construction and at the same time the minimal di-
mension necessary for an OOM-representation. Therefore, it is an important internal characteristic of the
process and might be considered a complexity measure. As we see in the following section, it is related to
statistical complexity.
3 Infinite Pasts and Causal States
Now assume we are interested in a stationary process with infinite past, i.e.XZ, described by its shift-invariant
distribution P ∈ Ps(∆
Z). For simplicity assume that Xk is the canonical projection on ∆
Z. We define the
canonical OOM of P to be the canonical OOM of its restriction to positive times, i.e. if PN := P ◦X
−1
N
is
the distribution of XN then
dim(P ) := dim(PN) = dim(VPN).
In [3], the causal states of such a stationary process were introduced and used to define statistical complexity.
Causal states are equivalence classes of past trajectories, where two of them are identified if they induce
the same conditional probability distribution on the future XN. In this paper we prefer the alternative
definition of causal states, where they are measures on the future, i.e. elements of P(∆N). This viewpoint
was introduced in [8].
If we observe the pastX−N0 ofXZ, the observationX−N0 = x−N0 induces a certain conditional probability
distribution P (XN | X−N0 = x−N0) ∈ P(∆
N) on the future XN of the process. The causal state distribution
of P ∈ Ps(∆
Z) is the distribution of these conditional probabilities. In particular, it is a measure on measures.
More precisely we define
Definition 5. Let P ∈ Ps(∆
Z). The causal state distribution µP
C
∈ P
(
P(∆N)
)
of P is defined by
µP
C
:= P ◦
(
P (XN | X−N0)
)
−1,
where we consider P (XN | X−N0) to be a (measurable) function from ∆
Z to P(∆N). Further, we define
CP := supp
(
µPC
)
⊆ P(∆N).
Remark. a) µP
C
is the distribution of the P(∆N)-valued random variable P (XN | X−N0).
b) The causal states correspond to the elements in the image of P (XN | X−N0). Thus, the set of causal states
depends on the version of conditional probability. CP , on the other hand, is independent of the choice of
conditional probability.
c) The statistical complexity CC(P ) := H(µ
P
C
) is the (Shannon) entropy of the causal state distribution. It
was originally introduced by Grassberger as true measure complexity in [5].
We obtain the following relation between the causal state distribution and the closed canonical OOM
vector space. The weak-∗ closure of the canonical OOM vector space is equal to the weak-∗ closure of the
vector space spanned by the support CP of the causal state distribution. In the finite dimensional case, this
means that the two vector spaces are equal. Because the OOM vector space is defined with finite-length
pasts and infinite pasts are used for the definition of the causal state distribution, we can interpret this result
as follows. Unlike the set of causal states, the canonical OOM vector space is the same if we consider finite
or infinite pasts, provided it is finite dimensional. For the infinite dimensional case, the situation is more
subtle (see Example 9). Note that V
w∗
denotes the closure of V w.r.t. the weak-∗ topology. Recall that
VP = span(QP ).
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Proposition 6. Let P ∈ Ps(∆
Z). Then
VP
w∗
= span(CP )
w∗
.
In particular, because finite-dimensional spaces are closed, dim(P ) = dim
(
span(CP )
)
.
Proof. “⊆”: Let ν ∈ QP . Then ν = τ
∆
d1···dn
(PN) for some d1, . . . , dn ∈ ∆. Define A to be the event that the
past is d1, . . . , dn, i.e. A := {X1−n+k = dk, k = 1, . . . , n } ⊆ ∆
Z. We assume P (A) > 0, as otherwise ν = 0.
Further define the non-normalised measure P̂ := P (A∩ · ) ∈M+(∆
Z) and denote µ = P̂ ◦
(
P (XN | X−N0)
)
−1.
Note that the conditional probability P (XN | X−N0) in the definition of µ is w.r.t. to P not P̂ . Using
stationarity of P we obtain
ν = PN
(
[d1, . . . , dn] ∩ σ
−n( · )
)
=
∫
P
(
A ∩ {XN ∈ · }
∣∣∣ X−N0) dP =
∫
A
P (XN | X−N0) dP
=
∫
P (XN | X−N0) dP̂ =
∫
idP(∆N) dµ = ‖µ‖ · r
( µ
‖µ‖
)
,
where id is the identity, ‖µ‖ = µ
(
P(∆N)
)
is the norm of total variation and r : P
(
P(∆N)
)
→ P(∆N) is
the resultant (also called barycentre map) from integral representation theory. Because P̂ ≪ P , and thus
µ ≪ µP
C
, the support of µ is contained in CP . Due to compactness of CP , this implies that the barycentre
lies in the closed convex hull of CP ([2]), i.e.
r
(
1
‖µ‖µ
)
∈ conv(CP )
w∗
and ν ∈ span(CP )
w∗
.
“⊇”: We have to show that VP
w∗
has full µP
C
-measure, in other words that P (XN | X−N0) ∈ VP
w∗
P -a.s.
By the martingale convergence theorem we have for all B ∈ B(∆N) a.s.:
P
(
{XN ∈ B }
∣∣ X−N0)(ω) = lim
n→∞
P
(
{XN ∈ B }
∣∣ X[−n,0])(ω) = lim
n→∞
τ∆
X1(ω)···Xn(ω)
(PN)(B)
P
(
[X1(ω), . . . , Xn(ω)]
)
Because B(∆N) is countably generated and setwise (pointwise) convergence of a sequence of probability
measures implies weak-∗ convergence, we obtain P (XN | X−N0) ∈ R ·QP
w∗
P -a.s.
Corollary 7. The logarithm of the process dimension is upper bounded by the topological statistical complexity
(the logarithm of the number of causal states).
As a second corollary, we obtain an ergodic decomposition formula for process dimension. Namely, the
dimension of a process is the sum of the dimensions of its ergodic components. This is not too surprising,
because ergodic measures are mutually singular. We prove this formula more generally in the not necessarily
commutative case in Section 5. Nevertheless, we give an alternative proof for the classical case here.
Corollary 8. Let P ∈ Ps(∆
Z) with ergodic decomposition ν ∈ P
(
Pe(∆
Z)
)
. Then
dim(P ) =
∑
µ∈supp(ν)
dim(µ),
where we use the convention that sums over uncountably many strictly positive elements are infinite.
Proof. We use that dim(P ) = dim
(
span(CP )
)
by Proposition 6. It is evident that dim(P ) cannot exceed the
sum. Let P1, . . . , Pn ∈ supp(ν) be distinct ergodic components of P . Then there are disjoint A1, . . . , An ∈
B(∆N) s.t. Pk
(
{XN ∈ Ak }
)
= 1. Consequently, Pk
(
{XN ∈ Ak }
∣∣ X−N0) = 1 Pk-a.s. and, because Mk =
{µ ∈ P(∆N) | µ(Ak) = 1 } is closed, CPk ⊆ Mk. The vector spaces span(Mk) are obviously linearly
independent and thus the vector spaces Vk = span(CPk) are linearly independent as well. As span(CP ) ⊇⋃
k Vk, we obtain dim(P ) ≥
∑
k dim(Pk).
Remark. Assume that CP is countable and all elements have non-zero µ
P
C
-probability, so that we can identify
CP with the set of causal states. The ε-machine of computational mechanics is an HMM with the set of causal
states as internal states. The vector space corresponding to this HMM (if we interpret it as OOM) isM(CP )
as opposed to the canonical OOM vector space VP = span(CP ). The latter can be much lower dimensional,
because it utilises the linear structure of CP .
4
The closures in Proposition 6 are really necessary, as we see in the next example. Although CP is closed,
span(CP ) is not (in general). Also, in general, neither does span(CP ) contain VP nor the other way round.
Example 9. Let ∆ = { 0, 1 } and for p ∈ [0, 1] let Pp ∈ Ps(∆
Z) be the Bernoulli process with parameter p,
i.e. Pp is i.i.d. with Pp
(
{X1 = 1 }
)
= p. Consider the uncountable mixture P =
∫
Pp dp, where integration
is w.r.t. Lebesgue measure. Then µP
C
is the image of Lebesgue measure under the map p 7→ Pp ◦X
−1
N
, and
CP =
{
Pp ◦X
−1
N
∣∣ p ∈ [0, 1]} is the set of i.i.d. processes. We make the following observations:
1. span(CP ) ∩ P(∆
N) is the set of finite mixtures of i.i.d. processes, in particular span(CP ) is not closed.
2. VP has countable algebraic dimension, i.e. it is the linear hull of a countable set, while a basis of span(CP )
has to be uncountable (the family (Pp)p∈[0.1] is linearly independent). Thus, VP cannot contain span(CP ).
3. All elements of VP ∩ P(∆
N) have an uncountable number of ergodic components. Therefore, span(CP )
and VP are even disjoint. ♦
4 Non-Commutative OOMs
Since OOMs are, unlike the concept of causal states, formulated algebraically, they have a rather natural
generalisation to the setting of non-commutative algebras: Intuitively, we have to replace symbols from
an alphabet ∆ by operators representing observables. More precisely, we pass from the algebra C(∆) of
(continuous) complex functions on Delta to an operator algebra A with their self-adjoint operators usually
associated with observables of a quantum system. In [4], corresponding models, here referred to as NC-OOMs,
have been introduced and investigated in detail for a class of stationary states on quasi-local C*-algebra that
feature finite process dimension as introduced in Definition 13 below. In what follows we do not impose this
restriction.
Let A be a finite-dimensional C*-algebra with unit 1A and positive cone A+ = { a ∈ A | a ≥ 0 }. With
AN := A
⊗N, we denote the C*-algebraic tensor product (i.e. the norm completion of the algebraic tensor
product), and similarly, AI := A
⊗I for I ⊆ Z. Let S(A) denote the set of states on A, i.e. S(A) =
{
ρ ∈
A∗
∣∣ ρ positive, ρ(1A) = 1}, where A∗ denotes the dual space of A. Note that if A = C(∆) = C∆, then
AN = C(∆
N) and S(AN) can be identified with P(∆
N).
Definition 10. (V, T, v, ℓ) is an NC-OOM with output algebra A if V is a vector space, T : A × V → V ,
(a, w) 7→ Ta(w) is bilinear, v ∈ V and ℓ ∈ V
∗ such that for n ∈ N, a1, . . . , an ∈ A+
1. ℓ(v) = 1, 2. ℓ ◦ T1A = ℓ, 3. ℓ ◦ Tan ◦ · · · ◦ Ta1(v) ≥ 0.
The state ϕ on AN obtained by linear extension of ϕ(a1⊗· · ·⊗an) := ℓ◦Tan ◦· · ·◦Ta1(v) is called generated
by the NC-OOM.
Remark. a) The state ϕ generated by an NC-OOM is a well defined state on AN. Note that it is not
necessarily translation invariant.
b) We adapted the definition of finitely correlated states given in [4], to fit the classical OOM definition, see
Definition 1. In [4], the Tak are applied in reverse order and ℓ need not be normalised: there ϕ(a1 ⊗ · · · ⊗
an) =
1
ℓ(e) · ℓ ◦Ta1 ◦ · · · ◦ Tan(v). Note that as a consequence of the reverse order combined with condition
2. the associated finitely correlated states in [4] are translation invariant by construction:
ϕ(1A ⊗ a1 ⊗ · · · ⊗ an) =
1
ℓ(v)
ℓ ◦ T1A ◦ Ta1 ◦ · · · ◦ Tan(v)
=
1
ℓ(v)
ℓ ◦ Ta1 ◦ · · · ◦ Tan(v)
= ϕ(a1 ⊗ · · · ⊗ an)
Let MC(∆
N) be the set of complex-valued measures of bounded variation on ∆N, and ψ : MC(∆
N) →
C(∆N)∗ the natural isomorphism. Then every probability measure P ∈ P(∆N) corresponds to the state ψ(P )
on the commutative C*-algebra C(∆N). In the same vein, OOMs with output alphabet ∆ can be interpreted as
the special case of NC-OOMs with commutative output algebra A = C(∆). More precisely, there is a natural
one-to-one correspondence ι as follows. If O =
(
V, (Td)d∈∆, v, ℓ
)
is an OOM, the corresponding NC-OOM is
ι(O) = (V˜ , T, v, ℓ˜), where V˜ = V ⊕ iV is the complexification of V , and ℓ˜ is the complex-linear extension
of ℓ to V˜ . T is given by T (f, w) :=
∑
d∈∆ f(d)Td(w) for f ∈ A = C(∆), w ∈ V , and extended linearly to
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w ∈ V˜ . Obviously, dimR(V ) = dimC(V˜ ). Furthermore, it is straight-forward to check that if O generates
P ∈ P(∆N), denoted by gen(O) = P , then ι(O) generates ψ(P ) ∈ S(AN), denoted by gen
(
ι(O)
)
= ψ(P ).
This means that the following diagram commutes:
OOMs(∆)

 ι
// //
gen


NC-OOMs
(
C(∆)
)
gen


P(∆N)

 ψ
// // S
(
C(∆N)
)
The canonical NC-OOM of a state ϕ ∈ S(AN) is defined similarly to the canonical OOM of a classical
probability distribution, cf. Definition 2. In more detail, the dual A∗
N
of AN corresponds to the spaceM(∆
N)
of signed measures used in the classical construction. The initial vector is ϕ itself, and the evaluation
functional ℓA is the evaluation at 1AN , i.e. ℓA(ρ) = ρ(1AN). The map τ
A : A×A∗
N
→ A∗
N
is defined by
τA(a, ρ) := τAa (ρ) := ρ(a⊗ · ) :=
(
X 7→ ρ(a⊗X)
)
,
and again we set
τAa1···an := τ
A
an
◦ · · · ◦ τAa1 . (1)
Definition 11. For ϕ ∈ S(AN) let
Vϕ := span
{
τAa1···an(ϕ)
∣∣ n ∈ N0, a1, . . . , an ∈ A} ⊆ A∗N
and denote the function A × Vϕ → Vϕ, (a, ρ) 7→ τ
A
a (ρ) with a slight abuse of notation again by τ
A. Then
(Vϕ, τ
A, ϕ, ℓA) is called canonical NC-OOM of ϕ.
Remark. a) Vϕ is a vector space and τ
A
a , for all a ∈ A, maps Vϕ into Vϕ.
b) The discussion in [4] is about translation invariant states on AZ. There, the image Wϕ of the map
A−N0 → A
∗
N
, a 7→ ϕ(a ⊗ · ) is used instead of Vϕ. In general, we have the relation Vϕ ⊆ Wϕ ⊆ Vϕ
w∗
. In
the finite-dimensional case, however, the two spaces coincide.
c) Let P ∈ P(∆N), and O the canonical OOM of P . Then the corresponding NC-OOM ι(O) is the canonical
NC-OOM of ψ(P ) up to the identification ofMC(∆
N) with C(∆N)∗ by the isomorphism ψ. In particular,
τAa =
∑
d∈∆ a(d) · ψ ◦ τ
∆
d ◦ ψ
−1 and
dim(P ) = dim
(
ψ(P )
)
.
d) Note that τAa is weak-∗ continuous.
Lemma 12. The canonical NC-OOM of ϕ ∈ S(AN) generates ϕ.
Proof. Let a1, . . . , an ∈ A. We obtain
ℓA ◦ τ
A
a1...an
(ϕ) = τAan
(
τAa1...an−1(ϕ)
)
(1AN) = τ
A
a1...an−1
(ϕ)(an) = · · · = ϕ(a1 ⊗ · · · ⊗ an).
Similarly to the definition of process dimension of a probability distribution as given in Definition 4, we
propose:
Definition 13. The process dimension of ϕ ∈ S(AN) is the dimension of its canonical NC-OOM:
dim(ϕ) := dim(Vϕ) ∈ N ∪ {∞}.
5 Properties of Process Dimension
In this section we present our main results: lower semi-continuity and an ergodic decomposition formula for
process dimension. In the classical special case, corresponding results for a class of complexity measures have
been obtained in [9, 8]. For the technical prerequisits that are required for our non-commutative extension
we refer to the books [1, 10].
Theorem 14. The process dimension dim: S(AN)→ N ∪ {∞} is weak-∗ lower semi-continuous.
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Proof. Because AN is separable, S(AN) is weak-∗ metrisable and thus sequential semi-continuity implies
semi-continuity. Let ϕ be the weak-∗ limit of a sequence (ϕn)n∈N in S(AN) and dim(ϕ) ≥ d. We have to
show that dim(ϕn) ≥ d for sufficiently large n. Let (Vϕ, τ
A, ϕ, ℓA) be the canonical NC-OOM of ϕ. Since,
by Definition 11, dim(Vϕ) = dim(ϕ), we can choose linearly independent v1, . . . , vd ∈ Vϕ. Moreover, by
definition of Vϕ, there exist akj ∈ A, 1 ≤ k ≤ d, 1 ≤ j ≤ mk, such that vk = τ
A
Ak1...Akmk
(ϕ). For n ∈ N,
we define vectors vnk := τ
A
Ak1...Akmk
(ϕn) in Vϕn , respectively. Due to continuity of τ
A
A , we have v
n
k
∗
⇀ vk. If
vn1 , . . . , v
n
d are linearly independent for all sufficiently large n, the proof is finished. Suppose this is not the
case and w.l.o.g. that they are dependent for all n. Then there are λnk ∈ [−1, 1] with maxk |λ
n
k | = 1 and∑d
k=1 λ
n
kv
n
k = 0 for all n. Because [−1, 1]
d is compact, we may assume by passing to a subsequence that
λnk
n→∞
−→ λk for some λk. Due to weak-∗ continuity of addition and scalar multiplication,
∑
k λkvk = 0 and
hence λk = 0 for all k, in contradiction to maxk |λ
n
k | = 1.
Due to the one-to-one correspondence between canonical OOMs of classical processes and canonical NC-
OOMs of associated states on (abelian) C*-algebras the above theorem has the following corollary.
Corollary 15. The classical process dimension dim: P(∆N)→ N ∪ {∞} is weak-∗ lower semi-continuous.
We now derive an ergodic decomposition formula for process dimension in the stationary case. Let Ss(AN)
be the convex set of translation invariant states, and Se(AN) ⊆ Ss(AN) the set of ergodic states, i.e. extreme
points in Ss(AN). Since AN is asymptotically abelian (w.r.t. the shift) and Ss(AN) is metrisable, Ss(AN)
is a simplex and the set Se(AN) of ergodic states is measurable in Ss(AN). In particular, every translation
invariant state ϕ has a unique ergodic decomposition ν ∈ P
(
Ss(AN)
)
, which is supported by the ergodic
states, ν(Se(AN)) = 1, and ϕ is the barycentre of ν,
ϕ =
∫
Se(AN)
id dν.
Moreover, in what follows, we make use of the important fact that in our situation the ergodic decomposition
is orthogonal. For details, see [1, Sec. 4.1, 4.3.1]. We obtain the following ergodic decomposition formula for
process dimension.
Theorem 16. Let ϕ ∈ Ss(AN) be a translation invariant state with ergodic decomposition ν ∈ P
(
Se(AN)
)
.
Then
dim(ϕ) =
∑
ψ∈supp(ν)
dim(ψ).
For the proof, we use the following two lemmas.
Lemma 17 (representation on Hilbert space). Let ϕ ∈ Ss(AN) and (Hϕ, πϕ, ξϕ) be the GNS-representation
of AN w.r.t. ϕ. Then there is a linear injection ιϕ from Vϕ into Hϕ with
ρ(X) =
〈
πϕ(X)ιϕ(ρ), ξϕ
〉
ϕ
∀X ∈ AN, ρ ∈ Vϕ
Proof. Let u be the unitary representation of the shift on AN. Then stationarity of ϕ implies uξϕ = ξϕ. For
a1, . . . , an ∈ A and A = a1 ⊗ · · · ⊗ an let
ξA := uπϕ(an) · · ·uπϕ(a1)ξϕ = u
nπϕ(A)ξϕ ∈ Hϕ
and extend the definition to A ∈ A{1,...,n} linearly. Then we have for A =
∑m
i=1 ai1 ⊗ · · · ⊗ ain
τAA (ϕ)(X) :=
∑
τAai1···ain(ϕ)(X) =
〈
(un)∗πϕ(X)u
nπϕ(A)ξϕ, ξϕ
〉
ϕ
(uξϕ = ξϕ)
=
〈
πϕ(X)ξA, ξϕ
〉
ϕ
, (2)
where τAai1···ain is defined in (1). For every ρ ∈ Vϕ, there is an n ∈ N and A ∈ A<∞ :=
⋃
n∈NA{1,...,n}
with ρ = τAA (ϕ). Define ιϕ(ρ) := ξA. Because ξϕ is cyclic and A<∞ is dense in AN,
〈
πϕ(X)ζ1, ξϕ
〉
ϕ
=〈
πϕ(X)ζ2, ξϕ
〉
ϕ
for all X ∈ A<∞ implies that ζ1 = ζ2. Thus ιϕ is well-defined. Injectivity is obvious,
because ρ can be recovered from ξA by (2).
Lemma 18. Let ϕ ∈ Ss(AN) and ϕ =
∑
ψ∈Ψ ν(ψ)ψ, where Ψ ⊂ Ss(AN) is countable and ν(ψ) > 0. Then
Vϕ
w∗
=
∑
ψ∈Ψ
Vψ
w∗
,
where Vϕ is defined in Definition 11.
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Proof. “⊆”: By linearity of τAa , we obviously have Vϕ ⊆
∑
ψ Vψ.
“⊇”: Because ν(ψ)ψ ≤ ϕ, there is a ξψ ∈ Hϕ with uξψ = ξψ and ψ(X) =
〈
πϕ(X)ξψ, ξϕ
〉
ϕ
. As ξϕ is cyclic
and A<∞ is dense in AN, there is a sequence An ∈ A{1,...,n} with πϕ(An)ξϕ → ξψ. Let ρn := τ
A
An
(ϕ). Then
ρn ∈ Vϕ, and for all X ∈ AN
ρn(X) =
〈
πϕ(X)u
n︸ ︷︷ ︸
‖·‖=‖πϕ(X)‖<∞
πϕ(An)ξϕ, ξϕ
〉
ϕ
n→∞
−→
〈
πϕ(X)ξψ, ξϕ
〉
ϕ
= ψ(X).
Thus ρn
∗
⇀ ψ and ψ ∈ Vϕ
w∗
. As τAa is weak-∗ continuous, τ
A
a
(
Vϕ
w∗)
⊆ Vϕ
w∗
, hence Vψ ⊆ Vϕ
w∗
.
The lemma shows that in order to represent ϕ in terms of NC-OOMs, we have to represent all ergodic
components ψ of ϕ (and not more). We still have to show that they have to be represented independently
without synergies. This follows easily from the orthogonality of the ergodic decomposition.
Proof of Theorem 16. 1. Finitely many ergodic components: In this case, Lemma 18 directly implies “≤.”
For “≥,” we may assume that dim(Vϕ) <∞ and thus also dim(Vψ) <∞ for all ergodic components ψ.
In particular, Vϕ =
∑
ψ Vψ by Lemma 18. We can identify the GNS-Hilbert space Hψ with a subspace
of Hϕ and because the ergodic decomposition is orthogonal, the Hψ are mutually orthogonal. Since
ιϕ(Vψ) ⊆ Hψ, by Lemma 17, the sum of vector spaces is direct, i.e. Vϕ =
⊕
ψ Vψ , and dim(Vϕ) =∑
ψ dim(Vψ).
2. Infinitely many ergodic components: The sum on the right-hand side is infinite. To see that also
dim(ϕ) = ∞, fix n ∈ N and choose a decomposition of supp(ν) into disjoint measurable subsets Ψk,
k = 1, . . . , n with positive ν-measure. Define ψk :=
∫
Ψk
id dν to be the barycentre of ν↾Ψk . Then the
decomposition ψ =
∑
k ψk is orthogonal and by the above argument dim(Vϕ) =
∑
k dim(Vψk) ≥ n.
Note that Theorem 16 provides an alternative proof of Corollary 8.
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