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Abstract
For a square matrix we present one or two matrices whose determinant equals the discri-
minant. In certain cases this leads to the expansion of the discriminant as a sum of squares.
The real symmetric and real skew-symmetric cases are treated in detail with an elementary
proof of a result of Ilyushechkin.
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1. Preamble
In the beginning the notion of discriminant was applied to a polynomial, say p, in
one variable and was defined as the Sylvester resultant, see [3], of p and its derivative
p′:
disc(p) =
∏
i<j
(λi − λj )2
over the zeros {λi} of p. The attraction of disc(p) is that it is a polynomial in p’s
coefficients whereas the zeros {λi} are, in general, algebraic functions of those coef-
ficients and thus less easily known than disc(p) itself. Since the Sylvester resultant is
the determinant of a matrix constructed from the coefficients of p and p′ the title of
this paper calls for a clarification.
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The discriminant of a square complex matrix B, disc[B], is defined as the discri-
minant of its characteristics polynomial χB . However we wish to avoid use of χB and
seek a matrix, defined directly from B’s entries, whose determinant yields disc[B].
This paper was inspired by Ilyushechkin’s demonstration in [1], that when B is
normal (B∗B = BB∗) then |disc[B]| may be written as a sum of squares. Our ap-
proach is more elementary than his and we cover more ground.
In the following section we present the desired matrix and also express its determi-
nant as a sum. As expected, the matrix is invariant under similarity transformations of
B. In subsequent sections we focus on the inner product space aspects of the task and
cover normal, real symmetric, and skew-symmetric matrices. We determine the num-
ber of nonzero terms in the expansions and discuss the structure of the terms in the sum.
We use the notation
(
p
q
)
for the binomial coefficient ‘p choose q’.
For a matrix M we write M t for its transpose and M∗ for its conjugate transpose.
I thank Peter Lax for awakening my interest in discriminants and I thank my collea-
gue Bernd Sturmfels who provided the right help at the right time and then wrote [4].
2. The general case
Let Cn×n denote the plain vector space of complex n× n matrices with no inner
product. Consider B ∈ Cn×n with eigenvalues {λ1, λ2, . . . λn},
disc[B] =
∏
i<j
(λi − λj )2,
and look for a description of disc[B] in terms of B’s entries. We define a (nonlinear)
operator on Cn×n : B → ooB , by
oo
Bij := trace[Bi+j−2], i, j = 1, 2, . . . , n.
Lemma 1. disc[B] = det[ooB].
Proof. Since the spectrum of Bk is {λk1, λk2, . . . , λkn}, and the trace equals the sum
of eigenvalues,
oo
Bij =
n∑
m=1
λ
i+j−2
m , i, j = 1, 2, . . . , n.
It may be verified that this
oo
B may be factored as follows:
oo
B = V tV, V the (column) Vandermonde for ,
(V)i,j = λj−1i ,  := diag(λ1, λ2, . . . , λn).
Since the determinant is invariant under transposition,
det[ooB] = det[V tV] = det[V]2,
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and a well-known property of a Vandermonde is
det[V] =
∏
i<j
(λi − λj ). 
Remark 1.
oo
Bij is a polynomial in B’s entries, homogeneous of degree i + j − 2.
If we express det[ooB] as a sum of products ∑r sign(τ )oob 1,τ1oob 2,τ2 · · · oob n,τn , τ a per-
mutation of {1, 2, . . . , n}, then each product has degree
(1 + τ1 − 2)+ (2 + τ2 − 2)+ · · · + (n+ τn − 2)
=
(
n+ 1
2
)
+
∑
τi − 2n = n(n− 1).
Remark 2.
oo
B is invariant under similarities: B −→ CBC−1 since
trace
[
(CBC−1)k
] = trace[CBkC−1] = trace[Bk].
2.1. Expansion
We can express disc(B) as a special sum by factoring ooB in another way. Let b[k]αβ
denote (Bk)αβ so that
oo
Bij = trace[Bi−1Bj−1]
=
∑
α

∑
β
b
[i−1]
αβ b
[j−1]
βα


= vec[(B t)i−1] · vec[Bj−1], (1)
where vec[M] is the coefficient vector of M in the canonical basis of Cn×n. From B
create two n2 × n complex matrices (O for orbit)
OB :=
[
vec I, vecB, vecB2, . . . , vecBn−1
]
,
OB t :=
[
vec I, vecB t, vec (B t)2, . . . , vec (B t)n−1
]
,
Then, by (1),
oo
B = (OB)tOB.
Invoke the Cauchy–Binet expansion of the determinant of a product to find
det [ooB] =
∑
σ
det [OB t(σ )] det [OB(σ )]
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where σ is a multi-index of n increasing elements from {1, 2, . . . , n2} and the sum is
over all such σ . For M ∈ Cn2×n,M(σ) is the n× n submatrix formed from the rows
of M indicated by σ . Each σ corresponds to n distinct entries in an n× n matrix
σ = {(i1, j1), (i2, j2), . . . , (in, jn)}.
Let us define
σ ′ = {(j1, i1), (j2, i2), . . . , (jn, in)},
the ‘transpose’ of σ .
By construction
OB t(σ ) = OB(σ ′)
so that
det[ooB] =
∑
σ
det[OB(σ ′)] det [OB(σ )]. (2)
In the general case there are
(
n2
n
)
choices for σ but first column of OB(σ ) will be null
if σ contains no diagonal positions. Hence there are(
n2
n
)
−
(
n2 − n
n
)
nonzero terms in the expression (2). However σ and σ ′ yield the same polynomial
and this halves the number of terms that are not squares. Thus
disc(B) =
∑
σ=σ ′
det[OB(σ )]2 + 2
∑
σ<σ ′
det[OB(σ ′)] det[OB(σ )]. (3)
Here an ordering (e.g. lexicographic) must be imposed on the multi-indices σ to give
meaning to σ < σ ′.
As it stands (3) is of limited interest but in special circumstances (including real
symmetric B) it yields a sum of nonnegative terms. A necessary condition for this
situation, when B is real, is that b[k]ij b
[k]
ji  0 for all i, j, k.
Before proceeding we illustrate the expansion when n = 2 and n = 3.
Case n = 2.
OB =


1 b11
0 b21
0 b12
1 b22

 , OB ′ =


1 b11
0 b12
0 b21
1 b22

 ,
disc(B)= det[ooB] = det
[
2 b11 + b22
b11 + b22 b211 + 2b12b21 + b222
]
= (b11 − b22)2 + 4b12b21.
The expansion (2) has (42)− (22) nonzero terms. One is (b11 − b22)2 and the other
four all equal b12b21.
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Case n = 3.
The expansion (2) has (93)− (63) = 64 nonzero terms. These 64 terms are parti-
tioned into three categories according to the number of diagonal positions in the
multi-index σ :
• Three diagonal positions: one term, σ = {(1, 1), (2, 2), (3, 3)}.
term = det


1 b11 b[2]11 = b211 + b12b21 + b13b31
1 b22 b[2]22 = b222 + b21b12 + b23b32
1 b33 b[2]33 = b233 + b31b13 + b32b23


2
.
• Two diagonal positions: 18 = 2 × (9 terms).
Typical case, σ = {(1, 1), (2, 2), (i, j)}.
det[OB(σ )] = b[2]ij (b22 − b11)+ bij
(
b
[2]
11 − b[2]22
)
,
det[OB(σ ′)] = b[2]ji (b22 − b11)+ bji
(
b
[2]
11 − b[2]22
)
.
If B is real and b[2]ij b
[2]
ji  0 then the product of determinants above is also non-
negative.
• One diagonal position: 3 × (62) = 45 terms. Of these 45 nine are squares (σ ′ =
σ) and the other 36 are 2 × 18 different terms, since σ and σ ′ yield the same
polynomial.
Typical case, σ = {(1, 1), (1, 2), (1, 3)}.
OB(σ ) =


1 b11 b[2]11
0 b12 b[2]12
0 b13 b[2]13

 ,
term = (b12b[2]13 − b13b[2]12 )(b21b[2]31 − b31b[2]21 ).
3. Notation for M(n)
In the rest of the paper we make use of the inner product spaces M(n,R) and
M(n,C) of n× n matrices endowed with the inner product
〈X, Y 〉 = trace[Y ∗X].
The associated norm, ‖X‖ = 〈X, Y 〉1/2, is the Frobenius matrix norm. In particular
‖I‖ = √n. It is well known that
M(n) = Sym(n)⊕ Skew(n),
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where, for C, Sym(n) is the subspace of Hermitian matrices and Skew(n) is the sub-
space of skew-Hermitian (or anti-Hermitian) matrices. Their dimensions are (n+12 )
and
(
n
2
)
respectively. The natural orthonormal basis for Sym(n) is{
1√
2
e+ij , i < j
}
∪ {ejj , j = 1, 2, . . . , n}.
Here e+ij is zero except for 1’s in entries (i, j) and (j, i), ejj is zero except for 1 in
position (j, j). The natural orthonormal basis for Skew(n) is{
1√
2
e−ij , i < j
}
.
Here e−ij differs from e
+
ij by having −1 in position (j, i).
4. The real symmetric case
Here B t = B = A ∈ Cn×n. We switch from B to A because we prefer to use a
symmetric letter to denote a symmetric matrix. From the general case disc[A] =
det[ooA] and symmetry permits some simplification in the expansion (3). All terms are
real squares and thus nonnegative. For unsymmetric σ , σ = σ ′, we now have
det[OA(σ ′)] = det[OA(σ)].
We can redefine OA in order to avoid the distinction between σ ′ and σ . For M ∈
Sym(n), vec(M) is now the column vector of coefficients of M in the basis given in
Section 3. Thus
OAt = OA =
[
vec I, vecA, vecA2, . . . , vecAn−1
]
is
(
n+ 1
2
)
× n.
For n = 3,
OA =


1 a11 a[2]11
0
√
2a12
√
2a[2]12
1 a22 a[2]22
0
√
2a13
√
2a[2]13
0
√
2a23
√
2a[2]23
1 a33 a[2]33


.
Thus
disc[A] = det[OtAOA] =∑
σ
[
detOA(σ)
]2 (4)
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over all selections σ of n rows from OA. The number of nonzero terms is

(
n+ 1
2
)
n

−


(
n
2
)
n

 .
In the symmetric case there is an alternative representation of disc[A], as a deter-
minant, that may be derived from an observation of Peter Lax that A has a multiple
eigenvalue if, and only if, A commutes with a nontrivial skew-symmetric matrix, see
[2]. In order to derive the matrix we need some preparation.
4.1. The commutator
For any A = O in Sym(n) we consider the linear transformation
ComA : Skew(n)→ Sym(n),
ComA(K) := AK −KA ∈ Sym(n), K ∈ Skew(n). (5)
For future reference we note that
trace[ComA(K)] = 0. (6)
The adjoint of ComA is Com∗A : Sym(n)→ Skew(n),
Com∗A(H) := AH −HA, H ∈ Sym(n). (7)
Proof of (7). By definition, for H ∈ Sym(n), L ∈ Skew(n),
〈Com∗A(H), L〉 = 〈H,ComA(L)〉.
So
trace
[
LtCom∗A(H)
]= trace[(AL− LA)H ]
= trace[(LHA− LAH)],
since trace[XY] = trace[YX].
Since Lt = −L negate each side of the equation to find
trace
[
LCom∗A(H)
] = trace[L(AH −HA)]
for all L ∈ Skew(n). Thus on Sym(n),
Com∗A(H) = AH −HA. 
By definition ker(Com∗A) is the set of all symmetric matrices that commute with
A. We will show that the determinant of the composition Com∗A ◦ ComA is the discri-
minant of A. To this end we list some properties of Com∗A ◦ ComA, a linear operator
on Skew(n).
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Action.
Com∗A ◦ ComA(K)= A(AK −KA)− (AK −KA)A
= A2K − 2AKA+KA2 ∈ Skew(n). (8)
Orthogonal invariance. Consider an orthogonal change of basis inM(n);C→QtCQ
with (fixed) Q satisfying Qt = Q−1. Then an easy calculation shows(
Com∗QtAQ ◦ ComQtAQ
)
(QtKQ) = Qt(Com∗A ◦ ComA)(K)Q. (9)
Positive semi-definite. By construction. Recall that
(ker Com∗A◦ ComA)=ker(ComA).
Special decomposition. Consider  = diag(λ1, . . . , λn). By (8),(
Com∗ ◦ Com
)
(K)ij = λ2i kij − 2λiλj kij + λ2j kij
= kij (λ1 − λj )2. (10)
By taking K = e−ij for all pairs (i, j), i < j , (10) yields(
Com∗ ◦ Com
)
(e−ij ) = e−ij (λi − λj )2. (11)
Since {e−ij , i < j} forms an orthogonal basis for Skew(n), ‖e−ij‖ =
√
2, we have
found all the eigenpairs of Com∗ ◦ Com. Thus
det
(
Com∗ ◦ Com
) =∏
i<j
(λi − λj )2 = disc().
By orthogonal invariance, see (9), for all A orthogonally similar to , A = QtQ,
det
(
Com∗A ◦ ComA
) = det(Q)2 ·∏
i<j
(λi − λj )2 = disc(A). (12)
4.2. Dual expansions
Let CA denote the matrix of ComA in the given orthogonal bases of Skew(n) and
Sym(n). CA is
(
n+1
2
)× (n2). It may be verified that each nonzero entry in column
(i, j) of CA is either
±aki or ± akj , k = i, j, or
aii − ajj for row (i, j), or
−√2aij for row (i, i), +
√
2aij for row (j, j).
In particular each entry of CA is linear in the entries of A. This is in stark contrast
withOA above. The representation of Com∗A isCtA. SoCtACA represents Com
∗
AComA.
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Every entry of CtACA is a homogeneous quadratic expression in A’s entries
and thus det(CtACA) is homogeneous of degree 2 ×
(
n
2
) = n(n− 1) in those entries.
By (12)
disc(A) = det(CtACA). (13)
For each multi-index τ of
(
n
2
)
distinct indices from {1, 2, . . . , (n+12 )} let CA(τ) de-
note the maximal submatrix of CA using rows indicated by τ . By the Cauchy–Binet
expansion,
det
[
CtACA
] =∑
τ
det
[
CA(τ)
t] det[CA(τ)].
So
disc(A) =
∑
τ
det[CA(τ)]2 (14)
over all the multi-indices τ given above. The expansion (14) was given in [1] in
1992 but without using, or noting (13), using instead the fact that CA = UC for an(
n+1
2
)× (n+12 ) orthogonal matrix U.
Expansion (14) is formally different from (4) but there is a one–one correspon-
dence between them. One has

(
n+ 1
2
)
n


terms while the other has

(
n+ 1
2
)
(
n
n
)


terms but these are equal!
We exhibit OA and CA for n = 3 using the ordering (1,1),(2,2),(3,3),(1,2),(1,3),
(2,3).
OB =


1 a11 a[2]11
1 a22 a[2]22
1 a33 a[2]33
0
√
2a12
√
2a[2]12
0
√
2a13
√
2a[2]13
0
√
2a23
√
2a[2]23


,
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CA =


−√2a12 −
√
2a13 0√
2a12 0 −
√
2a23
0
√
2a13
√
2a23
a11 − a22 −a23 −a13
−a23 a11 − a33 a12
a13 a12 a22 − a33


.
This case is misleading because it is the only one in which OA and CA have the same
shape (or order). The ‘dominant’ term comes from σ = (1, 2, 3) in (4) but from
τ = (4, 5, 6) in (14). The fact that τ is the complement of σ is no accident.
In the general case the one–one correspondence between the terms in (4) and (14)
comes from the remarkable relation.
Theorem 1 [1]. For each n-length multi-index σ,∣∣det[OA(σ)]∣∣ = ∣∣det[CA(∼ σ)]∣∣,
where ∼ σ denotes the complement of σ in {1, 2 . . . , (n+12 )}.
We present a more elementary proof than the one sketched in [1].
Proof. Recall form (7) that Com∗A(H) = AH −HA, H ∈ Sym(n). Clearly
Com∗A(Ak) = O, for all k, and in terms of matrices this yields
CtAOA = O. (15)
The key is to consider the square matrix
PA = [OACA]
and its determinant. By (15),
P tAPA =
[
OtAOA O
O CtACA
]
.
Take determinants and invoke (4) and (13) to find
det[PA]2 = disc(A)2.
Thus
det[PA] = ±disc(A).
We impose the ordering (1, 1), . . . , (n, n) followed by the lexicographic order of
(i, j), i < j , on the rows of OA and CA. To determine the sign use = diag(λ1, . . . ,
λn) to find
P =
[
V O
O diag({λi − λj })
]
,
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where V is the Vandermonde matrix built from . Thus, in general,
det[PA] = disc(A). (16)
Next use the Laplace expansion of det[OACA] by the first n columns.
det[PA] =
∑
σ
εσdet[OA(σ)] det[C(∼ σ)], (17)
εσ = (−1)(n+12 )+|σ |, |σ | = σ1 + · · · + σn,
over all n-length multi-indices σ chosen from {1, 2, . . . , (n+12 )}. We now have three
expansions of disc(A). Since |αβ|  12 (α2 + β2),
disc(A)=
∑
σ
εσdet
[
OA(σ)
]
det
[
CA(∼ σ)
]
 1
2
(∑
σ
det
[
OA(σ)
]2 +∑
σ
det
[
CA(∼ σ)
]2)
= disc(A)
with equality if, and only if, for each σ ,
det
[
OA(σ)
] = εσ det[CA(∼ σ)]. 
4.3. Repeated terms
Let us consider the number of terms in (14). Formally there are

(
n+ 1
2
)
n


distinct τ but

(
n
2
)
n


of the corresponding minors vanish. Other distinct index sets yield equal values for
|detCA(τ)|.
Recall property (6) above, trace [ComA(K)] = O. There are n row of CA cor-
responding to diagonal entries of ComA(K) and we may take them as the leading
n rows of CA. Then (6) says that the sum of these rows vanish, they are linearly
dependent. Thus all τ of the form(
1, 2, . . . , n, ∗, ∗, . . . , ∗)
yield det CA(τ) = 0. To complete τ there are
(
n
2
)− n choices from the remaining(
n
2
)
rows; thus
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
(
n
2
)
n


terms vanish.
The discriminant is invariant under translation and so diagonal entries should ap-
pear in an invariant form. The expansion may be written as a function of the
(
n
2
)
off-diagonal entries and the
(
n
2
)
differences among the n diagonal entries.
Next we consider multi-indices τ1 and τ2 such that
det
[
CA(τ1)
] = ±det[CA(τ2)].
In general the trace condition (6) is the only dependency among the first n rows of
CA.
Consider two τ values, denoted by τ 〈j〉 and τ 〈n〉, j < n, that agree on a (fixed)
selection of
(
n
2
)−n+1 indices exceeding n, and τ 〈j〉 includes all but j from {1, . . . , n}
while τ 〈n〉 includes all but n from this set.
Proposition. With the notation given above
det
[
CA(τ 〈j〉)
] = ±det[CA(τ 〈n〉)].
Proof. CA(τ 〈j〉) includes rown of CA, but rown = −∑n−1i=1 rowi by (6). Without
changing det[CA(τ 〈j〉)] we may add rowi to rown for all i = 1, 2, . . . , n− 1 except
for rowj which is missing. Thus det[CA(τ 〈j〉)] equals the determinant of the sub-
matrix that replaces rown (of CA) with −rowj (of CA). By a permutation π of rows
we may put the first (n− 1) rows of this matrix in natural (monotone) order and
recover CA(τ 〈n〉) except that rowj is negated. Thus,
if  is odd then det
[
CA(τ 〈j〉)
] = det[CA(τ 〈n〉)],
if  is even then det
[
CA(τ 〈j〉)
] = −det[CA(τ 〈n〉)]. 
Thus |det[CA(τ 〈j〉)]| is constant for j = 1, 2, . . . , n. There are

(
n
2
)
n− 1


ways to select
(
n
2
)
n+ 1 indices from {n+ 1, . . . , (n+12 )} and each of these selections
yields n τ ’s that give minors of equal absolute value.
Case n = 3.
There are
(6
3
)− (33) nonzero squares. Moreover, by the Proposition above, 3 × 3 of
these 19 reduce to 3 terms each repeated three times. This gives a bound of (19 − 9)+
3 = 13 different squares. In fact there are only 10 because for each τ (a triple index)
its complement ∼ τ in {1, 2, . . . , 6} yields a minor with the same absolute value,
det
[
CA(τ)
] = ±det[CA(∼ τ)].
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This relation seems to be special to the case n = 3. It follows that there are 3 minors
which occur 4 times (not 3) and there are (19 − 4 ∗ 3)+ 3 = 10 different terms.
The dominant term comes from the minor CA(4, 5, 6) or OA(1, 2, 3), see the
display above Theorem 1, and is[
(a11 − a33)
(
a213 − a222
)+ (a33 − a22)(a223 − a211)+ (a22 − a11)(a212 − a233)]2
= [(a11 − a22)(a22 − a33)(a33 − a11)+ a212(a11 − a22)
+ a223(a22 − a33)+ a213(a33 − a11)
]2
.
This is the only term involving all six variables.
There are six terms, grouped as three pairs, with only two diagonal differences
and they are shown below with the index σ that determines the minor of OA. The
complement ∼ σ gives the corresponding minor of CA.

2
{
a12
[
(a33 − a11)(a22 − a33)+ a212 − a223
]+ a13a23(a33 − a11)}2, (1,3,4)
2
{
a12
[
(a33 − a11)(a22 − a33)+ a212 − a213
]− a13a23(a22 − a33)}2, (2,3,4)

2
{
a23
[
(a11 − a22)(a33 − a11)+ a223 − a213
]+ a12a13(a11 − a22)}2, (1,2,6)
2
{
a23
[
(a11 − a22)(a33 − a11)+ a223 − a212
]− a12a13(a33 − a11)}2, (1,3,6){
2
{
a13
[
(a22 − a33)(a11 − a22)+ a213 − a212
]+ a12a23(a22 − a33)}2, (2,3,5)
2
{
a13
[
(a22 − a33)(a11 − a22)+ a213 − a223
]− a12a23(a11 − a22)}2. (1,2,5)
Finally there are three terms with a single diagonal difference and each occurs
four times, thrice with a factor of 4 and once with a factor of 2.
14
{
(a11 − a22)a13a23 − a12
(
a213 − a223
)}2
, (•, 5, 6) and (1, 2, 4)
14
{
(a22 − a33)a12a13 − a23
(
a212 − a213
)}2
, (•, 4, 5) and (2, 3, 6)
14
{
(a33 − a11)a12a23 − a13
(
a223 − a212
)}2
. (•, 4, 6) and (1, 3, 5)
The conal variety of symmetric matrices with multiple eigenvalues is the intersection
of ten cubic subvarieties in the six independent entries. When diag[A] = O then the
ten conditions necessary for multiple eigenvalues reduce to a212 = a213 = a223.
5. The real skew-symmetric case
There is no loss of generality in restricting attention to invertible skew-symmetric
matrices. This assumption ensures that n = 2m is even and the eigenvalues are of
the form ±λj
√−1, j = 1, 2, . . . , m,
0 < λ1  λ2  · · ·  λm.
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Consider invertible K ∈ Skew(2m). Clearly
I,K2,K4, . . . ∈ Sym(2m),
K,K3,K5, . . . ∈ Skew(2m).
The trace of skew-symmetric matrices vanishes and so the matrix
oo
K of Section 2 has
a checker board pattern of zeros that suggests the use of a smaller matrix.
5.1. The reduced discriminant
Without risk of confusion we define
o
K by
o
Kij = trace
(
K2(i+j−2)
)
, (18)
o
K = 2


m −∑ λ2j ∑ λ4j −∑ λ6j ·
−∑ λ2j ∑ λ4j −∑ λ6j ·∑
λ4j −
∑
λ6j ·
−∑ λ6j ·
·


= 2V t
2
V2 , V is a Vandermonde matrix,
2 = diag(− λ21,−λ22, . . . ,−λ2m),
det[ oK] = 2mdet[V2 ]2 = 2m

∏
j<k
(
λ2j − λ2k
)
2
with 1  j  m, 1  k  m. (19)
On the other hand, by definition,
disc(K)=
∏
j<k
(±√−1λj ±√−1λk)2 m∏
p=1
(
2λp
√−1)2
=
∏
j<k
(λj − λk)2(λj + λk)2(λj − λk)2(λj + λk)2(−4)m
m∏
p=1
λ2p
= (−4)m
∏
j<k
(
λ2j − λ2k
)4 m∏
p=1
λ2p.
By assumption K is invertible and thus
det[K] =
m∏
p=1
λ2p > 0.
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So
det[ooK] = disk[K] = (−1)mdet[K] det[ oK]2
and we may call det[ oK], shown in (19), the reduced discriminant, redisc. Note that
redisc is a polynomial in the kij , i < j , homogenous of degree 2m(m− 1). We have
shown:
Lemma 2. An invertible skew-symmetric matrix has multiple eigenvalues if, and
only if, det[ oK] = 0. oK is defined in (18).
Lemma 3. Invertible skew-symmetric 2m× 2m K has multiple eigenvalues if, and
only if,
{1,K2,K4, . . . , K2m−2}
is linearly dependent.
Proof. The minimal polynomial ϕ(t) = ϕK(t) is of the form ∏j (t2 + λ2j ) over dis-
tinct eigenvalues
√−1λj in the upper half plane. Thus ϕ has only even powers of t.
The degree of ϕ < 2m if, and only if, {I,K2,K4, . . . , K2m−2} is linearly dependent.

5.2. Expansion
Lemma 3 suggests a way to express the reduced discriminant, redisc, as a sum of
squares.
o
K = OtK2OK2 ,
OK2 =
[
vec l, vecK2, . . . , vecK2(m−1)
]
,
and vecK2j is the vector of coefficients of K2j in the orthonormal basis of Sym(2m)
given in the previous section. Thus OK2 is
(2m+1
2
)×m. So
redisc[K] = det[Ot
K2
OK2
]
,
=
∑
σ
det
[
OK2(σ )
]2
, (20)
σ ranges over all distinct choices of ordered rows from OK2 . By reasoning as in the
general case, given in Section 2, the number of nonzero squares in (20) is

(
2m+ 1
2
)
m

−


(
2m
2
)
m

 . (21)
However many of these terms yield the same value. For example there are

(
2m
2
)
m− 1


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different terms each of which appears 2m times when we consider those σ which
include only one ‘diagonal’ (e.g. (j, j)) pair.
Case m = 2.
OK2 =
(
1 1 1 1 0 · · 0
k
[2]
11 k
[2]
22 k
[2]
33 k
[2]
44
√
2k[2]12 · ·
√
2k[2]34
)t
,
k
[2]
11 = −
(
k212 + k213 + k214
)
,
k
[2]
12 = −
(
k13k23 + k14k24
)
, k
[2]
13 =
(
k12k23 − k14k34
)
,
redisc[K] = det[ oK] = det
[
4 −∑ k[2]ii
−∑ k[2]ii ‖K2‖2F
]
,
= 3
4∑
j=1
(
k
[2]
jj
)2 − 2∑
j<p
k
[2]
jj k
[2]
pp + 8
∑
j<p
(
k
[2]
jp
)2
.
Formula (21) yields 30 nonzero terms when redisc[K] is expressed as a sum of
squares. With the repetitions mentioned just below (21) the expansion may be written
compactly with 12 nonnegative terms,
redisc[K] =
∑
j<p
{(
k
[2]
jj − k[2]pp
)2 + 4(√2k[2]jp )2} . (22)
The expansion (22) confirms Lemma 3’s claim that, when m = 2, K has multiple
eigenvalues if, and only if, K2 is a multiple of I4. It may be verified that a necessary
condition for K2 = −3µ2I is that
|kij | = µ > 0, all (i, j), i < j.
Various sign patterns are admissible among the kij . Neither for m = 2 nor for m > 2
have we been able to find a commutator operator which also yields (22), but dual to
OK2 , as Ilyushechkin did in the real symmetric case.
6. Normal matrices
In order to have nonnegative expressions in the complex case we may use the
Vandermonde matrix V in the following way:∣∣∣∣∣∣
∏
i<j
(λi − λj )
∣∣∣∣∣∣
2
= det[V ∗ ] det[V] = det[V ∗V],
(
V ∗V
)
jk
=
n∑
i=1
λ¯
j−1
i λ
k−1
i .
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In general
〈
Bk−1, Bj−1
〉 = trace[(B∗)j−1Bk−1] /= n∑
i=1
λ¯
j−1
i λ
k−1
i .
However for normal matrices (B∗B = BB∗) equality holds since (B∗)j−1Bk−1 =
Q¯
j−1
k−1Q∗ for unitary Q. Thus, for normal matrices N,
|disc[N]| = det[ooN],
oo
Njk =
〈
Nk−1, Nj−1
〉
,
oo
N = O∗NON, see Section 2 for ON.
By the Cauchy–Binet expansion of det[O∗NON ],
|disc[N]| =
∑
σ
det[ON(σ)]det[ON(σ)]
=
∑
σ
|det[ON(σ)]|2 (23)
over all multi-indices σ = (σ1, . . . , σn) drawn from {1, 2, . . . , n2}. The number of
nonzero terms in (23) is bounded by(
n2
n
)
−
(
n(n− 1)
n
)
.
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