Abstract. In this paper our aim is to show some new inequalities of Redheffer type for Bessel and modified Bessel functions of the first kind. The key tools in our proofs are some classical results on the monotonicity of quotients of differentiable functions as well as on the monotonicity of quotients of two power series. We use also some known results on the quotients of Bessel and modified Bessel functions of the first kind, and by using the monotonicity of the Dirichlet eta function we prove a sharp inequality for the tangent function. At the end of the paper a conjecture is stated, which may be of interest for further research.
Functional inequalities for Bessel and modified Bessel functions
Bessel and modified Bessel functions appear frequently in various problems of applied mathematics. Because of this their properties worth to be studied also from the point of view of analytic inequalities. For a long list of applications concerning inequalities involving Bessel and modified Bessel functions of the first kind we refer to the papers [Ba3] , [Ba4] , [Ba5] and to the references therein. Some of recent properties of Bessel and modified Bessel functions of the first kind arise naturally from the fact that they are the generalizations of the trigonometric functions sine and cosine as well as of hyperbolic sine and cosine. Motivated by the papers [Ba3] , [BW] , [Me] , [Zh] and [ZS] , in this paper our aim is to present some new inequalities of Redheffer type for Bessel and modified Bessel functions of the first kind. The key tools in our proofs are some classical and frequently used results on the monotonicity of quotients of differentiable functions as well as on the monotonicity of quotients of two power series. We use also some known results on the quotients of Bessel and modified Bessel functions of the first kind, and by using the monotonicity of the Dirichlet eta function we prove a sharp inequality for the tangent function. At the end of the paper a conjecture is stated, which may be of interest for further research. The paper is organized as follows: this section contains the main results, section 2 is devoted for proofs, while section 3 contains the conjectured inequality, which is actually proved there for a particular case.
We begin with the following Redheffer type inequality for Bessel functions of the first kind.
Theorem 1. If ν > −1 and |x| < j ν,1 , where j ν,1 stands for the first positive zero of the Bessel function of the first kind J ν , then the following sharp exponential inequalities hold
with the best possible constants α ν = j 2 ν,1 4(ν+1) and β ν = 1.
Taking in (1.1) the values ν = ± 1 2 , and since j 1 2 ,1 = π and j − 1 2 ,1 = π 2 , we obtain the following inequalities in the next corollary. We note that the right-hand side of (1.1) when ν = 1 2 is actually a Jordan inequality, which was studied intensively in the last ten years by many researchers. For more details see, for example, [QNG] and the references therein.
Corollary 1. The following inequalities hold
It is worth to mention here that the left-hand side of the inequality in Corollary 3 is called as Lazarević inequality and its extension, that is, the left-hand side of (1.5) has been already considered in [Ba3] . Now, we are going to show that the analogues of the inequalities (1.1) and (3.2) hold for the modified Bessel functions of the first kind.
Theorem 4. If ν > −1, r > 0 and |x| < r, then the following inequalities
hold, where ρ ν = 0, and ̺ ν = − r 2 4(ν+1) are the best possible constants. It is worth to mention that by using a similar approach as we did in the proof of (1.6), Zhu [Zh, Theorem 1] proved that if ν > −1, r > 0 and x ∈ (0, r), then the following Redheffer type inequality
β is valid with the best possible constants α = 0 and β = r 2 8(ν+1) . It can be seen that the right-hand side of (1.6) is weaker than the right-hand side of the above inequality of Zhu. Now, choosing in (1.6) the values ν = ± 1 2 and r ∈ π, π 2 we obtain the next result.
Corollary 4. The following inequalities hold
for all |x| < π, where ς 1 2 = 0 and τ 1 2 = π 2 6 are the best possible constants, and π
8 are the best possible constants. Now, we present the analogous of (3.2) for modified Bessel functions.
Theorem 5. If ν > −1, r > 0 and |x| < r, then the following inequalities hold
with the best possible constants κ ν = r 2 4(ν+1)(ν+2) and λ ν = 0. In particular, we obtain 
Proof of the main results
In the proof of the main results we will need the following two lemmas. The first lemma is about the monotonicity of two power series, see [PV] for more details. Lemma 1. Let {a n } n≥0 and {b n } n≥0 two sequences of real numbers, and let the power series f (x) = n≥0 a n x n and g(x) = n≥0 b n x n be convergent for |x| < r. If b n > 0 for n ≥ 0 and if the sequence {a n /b n } n≥0 is (strictly) increasing (decreasing), then the function
The second lemma is the so-called monotone form of l'Hospital's rule, see [AVV] for a proof.
are also increasing (decreasing) on (a, b).
4Á. BARICZ AND K. MEHREZ
Now, we are ready to present the proofs of the main results.
Proof of Theorem 1. Since the expressions in (1.1) are even in x, in what follows we suppose without loss of generality that x ∈ (0, j ν,1 ). We consider the function ϕ ν : (0, j ν,1 ) → R, defined by
Since for all x ∈ (−j ν,1 , j ν,1 ) and ν > −1 we have J ν (x) > 0 (see [Ba3, Theorem 3] ), it follows that the function ϕ ν is well defined. By using the differentiation formula [Wa, p. 18] (2.1)
we get
, m ∈ N, is the Rayleigh function of order 2m defined by σ
and we used the Kishore formula [Ki] (2.2)
x 2
for all ν > −1 and m ∈ N. By using Lemma 1 we clearly have that f
, and consequently the function ϕ ν is also decreasing on (0, j ν,1 ), by means of Lemma 2. On the other hand, by using the first Rayleigh sum σ
we obtain by the Bernoulli-l'Hospital's rule
It is important to mention here that there is another proof of the inequalities (1.1). Namely, if we consider the function φ ν : (0, j ν,1 ) → R, defined by
then taking into account the inequality [BW, IS] 
j 2 ν,1 − x 2 , which holds for all ν > −1 and x ∈ (0, j ν,1 ), we obtain that
where ν > −1 and x ∈ (0, j ν,1 ). Consequently, the function φ ν is decreasing on (0, j ν,1 ), which in turn implies that φ ν (x) ≤ φ ν (0) = 0. This proves the left-hand side of (1.1). Finally, observe that in view of the infinite product representation of J ν (x) the right-hand side of (1.1) can be written as
, which is true since every factor in the above product is strictly less than 1 when ν > −1 and |x| < j ν,1 .
Proof of Theorem 2. We consider the function Φ ν : (0, j ν,1 ) → R, defined by
By using the differentiation formula (2.1), in view of Kishore's formula (2.2) we get
Now, we define the sequence β m,ν = j
We have
On the other hand, we known that (see for example [Mu, p. 317] ) for each n ∈ N fixed, the function ν → j 2 ν,n is increasing on (−1, ∞). Consequently, the sequence {β m,ν } m≥1 is decreasing. Thus the function q ′ ν /r ′ ν is decreasing on (0, j ν,1 ), in view of Lemma 1. So, the function Φ ν is also decreasing on (0, j ν,1 ), by using Lemma 2. Moreover,
4(ν + 2) and lim
Proof of Theorem 3. The left-hand side of (1.5) is known, it can be found in [Ba3, Theorem 3] . Thus, using this and the fact that
in view of the inequalities (1.1) and the right-hand side of (3.2) we deduce that
j 2 ν,1 − x 2 . Thus, we just need to show that the constants ǫ ν and ε ν are the best possible. For this we consider the function Ω ν : (0, j ν,1 ) → R, defined by
Using the Bernoulli-l'Hospital rule and the Mittag-Leffler expansion (2.3), we get
Proof of Theorem 4. We consider the function Ψ ν : [0, r) → R, defined by
Using the differentiation formula
and the Mittag-Leffler expansion for the modified Bessel functions of first kind
together with the first Rayleigh sum σ
Therefore the function Ψ ν is decreasing on [0, r), and hence Ψ ν (x) ≤ Ψ ν (0) = 0, which implies the right-hand side of (1.6). To prove the left-hand side of (1.6), from the above differentiation formula we conclude that the function x → I ν (x) is increasing on [0, r) and hence I ν (x) ≥ 1. This yields the left-hand side of (1.6). Alternatively, the inequalities in (1.6) can be proved in the following way. We consider the function Γ ν : (0, r) → R, defined by
, where u ν (x) = log I ν (x) and v ν (x) = log r 2 r 2 − x 2 .
We have that u
where
Using the notation P ν (x) = n≥0 a n x 2n+1 and Q ν (x) = n≥0 b n x 2n+1 we obtain that the sequence {c n } n≥0 , defined by
is decreasing, which in turn implies that (in view of Lemma 1) the function u ′ ν /v ′ ν is decreasing on (0, r). Thus, by using Lemma 2 we get that Γ ν is decreasing on (0, r), which implies the inequalities in (1.6).
It remained to show that the corresponding constants in the theorem are the best possible ones. For this we note that lim xրr Γ ν (x) = ρ ν = 0 and using the Bernoulli-l'Hospital's rule we have
So, indeed ρ ν = 0 and ̺ ν = r 2 4(ν+1) are the best possible constants.
Proof of Theorem 5. Since the function ν → I ν (x) is decreasing on (−1, ∞) for all x ∈ R, (see [Ba3,  Theorem 1]), in particular I ν+1 (x) ≤ I ν (x), and thus the right-hand side of (1.7) is true. Now, we prove the left-hand side of (1.7). By using the inequality [Ba3, Theorem 1]
which holds for all ν > −1 and x ∈ R, in view of the right-hand side of (1.6) we obtain that
Alternatively, we can consider the function Θ ν : (0, r) → R, defined by
Since the function
is decreasing as a product of two negative and increasing functions, by using the monotone form of l'Hospital's rule, that is Lemma 2, we obtain that Θ ν is also decreasing, and thus we have the inequalities in (1.7). Here we used again that for every fixed n ∈ N we have that ν → j 2 ν,n is increasing on (−1, ∞). By using the Bernoulli-l'Hospital rule and the Mittag-Leffler expansion we get
On the other hand, lim
These limits show that the constants κ ν and λ ν are the best possible.
A conjectured inequality for Bessel functions
Now, consider the function ψ ν : (0, j ν,1 ) → R, defined by
Since for all |x| < j ν,1 and ν > −1 we have J ν (x) > 0 it follows that J ν+1 (x) > 0 for each |x| < j ν+1,1 , and since (−j ν,1 , j ν,1 ) ⊂ (−j ν+1,1 , j ν+1,1 ) we conclude that the function ψ ν is well defined. By using the differentiation formula (2.1) and the Kishore formula (2.2) it follows that
We believe but were unable to prove (except in the case when
, m ∈ N, is increasing in m for each ν > −1. If this result would be true, then in view of Lemma 1 the above quotient (which we denote by ω ν (x)) would be increasing on (0, j ν,1 ) which by using the monotone form of Bernoulli-l'Hospital's rule (that is, Lemma 2) would imply that the function ψ ν is also increasing on (0, j ν,1 ). However, in order to show the monotonicity of the sequence {ω m,ν } m≥1 we were not able to show that the inequality
is valid for all ν > −1 and m ∈ N. Observe that by using the Bernoulli-l'Hospital rule we have that
4(ν + 1)(ν + 2) and
These limits can be obtained also by noticing the fact that the above quotient ω ν (x) can be rewritten as
The first representation follows simply from Mittag-Leffler expansion (2.3), while the second representation from the formula of Skoovgard [Sk] on the Turánian of Bessel functions of the first kind
Thus, if the inequality (3.1) would be true we would get the following result of which left-hand side we state as a conjecture: Conjecture 1. If ν > −1 and |x| < j ν,1 , then the following inequalities are valid
4(ν+1)(ν+2) and η ν = 1 are the best possible constants. The above results would reduce to the following: Theorem 6. For |x| < π 2 the following inequality
holds, where ϑ − It is worth mentioning that the right-hand sides of (3.2) and (3.3) are not new. The right-hand side of (3.2) was deduced by Ifantis and Siafarikas [IS] , and by using a completely different method by Baricz and Wu [BW] . Now, we are going to show that the sequence ω m,− 1 2 is indeed increasing, which -following the above argument -implies that the left-hand side (and also the right-hand side) of (3.3) is indeed true. According to Kishore [Ki] if B m denotes the mth Bernoulli number in the even suffix notation and
In view of these expressions and B 2m = (−1) m+1 2(2m)! (2π) 2m ζ(2m) we get β m+1,− where m ∈ N, ζ stands for the Riemann zeta function, η stands for the Dirichlet eta function (or alternating zeta function) and can be written as η(s) = (1 − 2 1−s )ζ(s). Here we used the fact that the Dirichlet eta function is increasing on (0, ∞), according to van de Lune [Lu] .
We note that following the proof of Theorem 3 it would be possible to give a short and elegant proof of the left-hand side of (1.5) by using the left-hand side of the proved result (1.1) and the left-hand side of the conjectured result (3.2).
Finally, it is worth to mention that the conjectured left-hand side of the inequality (3.2) improves a known result from the literature. Namely, Baricz and Wu [BW] proved recently the following inequalities 8(ν+1)(ν+2) is the best possible constants. The left-hand side of the inequality (3.2) is better than (3.4). This is justified by the following inequality ϑ ν log j 4 ν,1
(j 2 ν,1 − x 2 ) 2 − log j 2 ν,1 + x 2 j 2 ν,1 − x 2 > 0, which holds for all ν > −1 and |x| < j ν,1 .
