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Abstract
In this paper we construct constant scalar curvature metrics on the
generalized connected sum M = M1 ♯K M2 of two compact Riemannian
manifolds (M1, g1) and (M2, g2) along a common Riemannian subman-
ifold (K, gK), in the case where the codimension of K is ≥ 3 and the
manifolds M1 and M2 carry the same nonzero constant scalar curvature
S. In particular the structure of the metrics we build is investigated and
described.
1 Introduction and statement of the result
Connected sum of solutions of nonlinear problems has revealed to be a very
powerful tool in understanding solutions of many geometric problems (minimal
and constant mean curvature surfaces [7], [8], constant scalar curvature metrics
[4], [9], [6], and recently even Einstein metrics [1]). However, generalized con-
nected sums along a submanifold have not been addressed so much, probably
because these constructions are less flexible.
In this paper we consider the problem of constructing solutions to the Yam-
abe equation (i.e. conformal constant scalar curvature metrics) on the gener-
alized connected sum M = M1 ♯K M2 of two compact Riemannian manifolds
(M1, g1) and (M2, g2) along a common (isometrically embedded) submanifold
(K, gK) of codimension ≥ 3. We are able to perform this generalized connected
sum under the assumptions that the two initial Riemannian metrics have the
same constant scalar curvature S and the linearized Yamabe operator about
the metrics gi (i.e. the operators ∆gi + S/(n − 1)) have trivial kernels, for
i = 1, 2.
To put this result in perspective, let us recall the classical result of Schoen-
Yau [11] and Gromov-Lawson [10] which ensures that if the manifolds M1 and
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M2 carry positive scalar curvature metrics, then so does the generalized con-
nected sum M = M1 ♯K M2 along a submanifold K of codimension ≥ 3 and,
thanks to the resolution of the Yamabe problem by T. Aubin and R. Schoen,M
can be endowed with a constant positive scalar curvature metric. This result
however does not give the precise structure of the constant scalar curvature
metric one obtains on the generalized connected sum M . In particular, one
would like to know how does the constant scalar curvature metric on the con-
nected sum looks like in terms of the constant scalar curvature metric on the
summands. Our result does not cover all cases covered by the above mentioned
result but, as it is typical for most of the gluing results, we have a very precise
description of the metric on the connected sum in terms of the metric on the
summands. Indeed, away from the region where the generalized connected sum
takes place, we obtain metrics onM which are conformal to the metrics gi with
some conformal factor as close to the constant function 1 as we want.
In the case of connected sum at points a result analogous to ours had been
obtained by D. Joyce [4]. Our strategy is roughly speaking the same : we
first write down a one dimensional family of approximate solutions metrics
(gε)ε∈(0,1) (where the parameter ε represent the size of the tubular neighbor-
hood we excise from each manifold in order to perform the generalized con-
nected sum), then, we study the linearized scalar curvature operator about the
metric gε and, for all sufficiently small ε, we find suitable conformal factors uε
such that the metrics g˜ε = u
4
n−2
ε gε have constant scalar curvature S using a
simple fixed point argument. Let us now describe our result more precisely.
Let (M1, g1) and (M2, g2) be twom-dimensional compact Riemannian man-
ifolds with constant scalar curvature S, and suppose that there exists a k-
dimensional Riemannian manifold (K, gK) which is isometrically embedded in
each (Mi, gi), for i = 1, 2, m ≥ 3, m− k ≥ 3. We also assume that the normal
bundles ofK in (Mi, gi) can be diffeomorphically identified. Finally, we assume
that on both manifolds, the operator
Lgi := ∆gi +
S
n− 1
is injective.
Let M = M1 ♯K M2 be the generalized connected sum of (M1, g1) and
(M2, g2) along K which is obtained by removing an ε-tubular neighborhood
of K from each Mi and identifying the two boundaries.
Our main result reads :
Theorem 1.1. Under the above assumptions, it is possible to endow M with
a family of constant scalar curvature metrics g˜ε, ε ∈ (0, ε0) whose scalar cur-
vature Sg˜ε is constant equal to S. In addition, the following holds
(i) - The metric g˜ε is conformal to the metrics gi away from a fixed (small)
tubular neighborhood of K in Mi, i = 1, 2 for a conformal factor uε which can
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be chosen so that
‖uε − 1‖L∞(M) ≤ c ε
n−2
2
−δ,
where max{0, (n−4)/2} < δ < (n−2)/2, n = m−k and c > 0 does not depend
on ε.
(ii) - As ε tends to 0, the metrics g˜ε converge to gi on compacts of Mi\ιi(K),
i = 1, 2.
A typical case where our result applies is when both (M1, g1) = (M2, g2)
and K is any submanifold of codimension ≥ 3, provided the operator Lgi has
no nontrivial kernel.
There are some main technical differences between our construction and D.
Joyce’s construction in the connected sum case. Our construction seems to be
less flexible in the sense that more hypothesis are needed on the summands
to obtain the result. In particular (so far) the construction only holds when
(K, gK) is isometrically embedded in both (Mi, gi) and if this is not the case
it seems harder to construct a reasonable approximate solution gε to our prob-
lem. The second difference comes from the analysis of the operator Lgε , the
linearized scalar curvature operator about the metric gε. As in the connected
sum case, the derivation of the estimates of the solution of Lgε u = f follows
from application of the maximum principle. However, in the generalized con-
nected sum case, the estimates for the partial derivatives of the solution u are
not as nicely behaved as in the connected sum case. Hopefully, the scalar cur-
vature equation is a semilinear elliptic equation and hence, the nonlinear part
of this equation only involves the function u and not its partial derivatives.
It is possible to extend our result to the case where S = 0 relaxing the fact
that the scalar curvature one obtains on the summand is equal to 0. Indeed,
in this case, the scalar curvature obtained on M might not be equal to 0 but
will be a constant close to 0.
2 Building the metrics
Let (K, gK) be a k-dimensional Riemannian manifold isometrically embedded
in both the n-dimensional Riemannian manifolds (M1, g1) and (M2, g2),
ιi : K →֒Mi
We assume that the isometric map ι−11 ◦ ι2 : ι1(K) → ι2(K) extends to a dif-
feomorphism between the normal bundles of ιi(K) in (Mi, gi), i = 1, 2. We
further assume that the metrics g1 and g2 have the same constant scalar cur-
vature S. In this section our aim is to perform a generalized connected sum
of (M1, g1) and (M2, g2) along (K, gK) and to construct on the new manifold
M = M1 ♯K M2 a family of metrics (gε)ε∈(0,1), whose scalar curvature is close
to S.
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For a fixed ε ∈ (0, 1), we describe the generalized connected sum construc-
tion and the definition of the metric gε in local coordinates, the fact that this
construction yields a globally defined metric will follow at once.
Let Uk be an open set of Rk, Bm−k the (m − k)-dimensional open ball
(m− k ≥ 3). For i = 1, 2, Fi : Uk ×Bm−k →Wi ⊂Mi given by
Fi(z, x) := exp
Mi
z (x)
defines local Fermi coordinates near the coordinate patches Fi(·, 0) (U) ⊂ ιi(K) ⊂
Mi. In these coordinates, the metric gi can be decomposed as
gi(z, x) = g
(i)
j1j2
dzj1 ⊗ dzj2 + g(i)αβdxα ⊗ dxβ + g(i)jαdzj ⊗ dxα
and it is well known that in this coordinate system
g
(i)
αβ = δαβ +O
(|x|2) and g(i)jα = O (|x|)
In order to perform the identification between W1 and W2 and in order
to glue the metrics together and define gε, we partially change the coordinate
system, by setting
x = ε e−t θ
on F−11 (W1) and
x = ε etθ
on F−12 (W2), for ε ∈ (0, 1), log ε < t < − log ε, θ ∈ Sm−k−1.
Using these changes of coordinates the expressions of the two metrics g1 and
g2 on U
k ×A1ε2 , where A1ε2 is the annulus {ε2 < |x| < 1} become respectively
g1(z, t, θ) = g
(1)
ij dz
i ⊗ dzj
+ u(1)ε
4
n−2
[(
dt⊗ dt+ g(1)λµdθλ ⊗ dθµ
)
+ g
(1)
tθ dt⋉ dθ
]
+ g
(1)
it dz
i ⊗ dt+ g(1)iλ dzi ⊗ dθλ
and
g2(z, t, θ) = g
(2)
ij dz
i ⊗ dzj
+ u(2)ε
4
n−2
[(
dt⊗ dt+ g(2)λµdθλ ⊗ dθµ
)
+ g
(2)
tθ dt⋉ dθ
]
+ g
(2)
it dz
i ⊗ dt+ g(2)iλ dzi ⊗ dθλ
where by the compact notation gtθ dt⋉ dθ we indicate the general component
of the normal metric tensor (that is, it involves dt⊗ dt, dθλ⊗ dθµ and dt⊗ dθλ
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components).
Remark that for j = 1, 2 we have
g
(j)
λµ = O (1) g(j)tθ = O
(|x|2)
g
(j)
it = O
(|x|2) g(j)iλ = O (|x|2)
and
u(1)ε (t) = ε
n−2
2 e−
n−2
2
t and u(2)ε (t) = ε
n−2
2 e
n−2
2
t
We choose a cut-off function χ : (log ε,− log ε) → [0, 1] to be a non in-
creasing smooth function which is identically equal to 1 in (log ε,−1] and 0 in
[1,− log ε) and we choose another cut-off function η : (log ε,− log ε) → [0, 1]
to be a non increasing smooth function which is identically equal to 1 in
(log ε,− log ε−1] and which satisfies limt→− log ε η = 0. Using these two cut-off
functions, we can define a new normal conformal factor uε by
uε(t) := η(t)u
(1)
ε (t) + η(−t)u(2)ε (t)
and the metric gε by
gε(z, t, θ) :=
(
χg
(1)
ij + (1 − χ)g(2)ij
)
dzi ⊗ dzj
+ u
4
n−2
ε
[
dt⊗ dt+
(
χg
(1)
λµ + (1− χ)g(2)λµ
)
dθλ ⊗ dθµ
+
(
χg
(1)
tθ + (1− χ)g(2)tθ
)
dt⋉ dθ
]
(1)
+
(
χg
(1)
it + (1 − χ)g(2)it
)
dzi ⊗ dt
+
(
χg
(1)
iλ + (1 − χ)g(2)iλ
)
dzi ⊗ dθλ
Closer inspection of this expression shows that the only objects that are not
a priori globally defined on the identification of the tubular neighborhoods of
ι1(K) in M1 and ι2(K) in M2 are the functions χ and uε (since η is used in
the construction). However, observe that both cut-off functions can easily be
expressed as functions of the Riemannian distance to K in the respective man-
ifolds. Hence they are globally defined and the metric gε - whose definition can
be obviously completed by putting gε ≡ g1 and gε ≡ g2 out of the ”polyneck”
- is a Riemannian metric which is globally defined on the manifold M .
3 Estimate of the scalar curvature
Now we want to estimate the difference Sgε − S on the ”polyneck” (which, in
the above coordinates, corresponds to log ε + 1 ≤ t ≤ − log ε − 1). To begin
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with, we restrict our attention to the case where log ε ≤ t ≤ −1. Here the
normal conformal factor can be written down as uε = u
(1)
ε
(
1 + u
(2)
ε /u
(1)
ε
)
so,
if we define h = u
(2)
ε /u
(1)
ε the metric gε looks like
gε(z, t, θ) = g
(1)
ij dz
i ⊗ dzj + (1 + h) 4n−2 g(1)αβdxα ⊗ dxβ + g(1)iα dzi ⊗ dxα
where in fact h = e(n−2)t = ε(n−2)|x|2−n.
In order to simplify the notations, let us drop the upper (1) indices and
simply write
g(z, x, h) = gijdz
i ⊗ dzj + (1 + h) 4n−2 gαβdxα ⊗ dxβ + giαdzi ⊗ dxα
Recall that the following expansions hold
gij = g
K
ij (z) +O (|x|)
gαβ = δαβ +O
(|x|2)
giα = O (|x|)
In the following computation we will use the notations
gh(z, x) := g(z, x, h)
g0(z, x) := g(z, x, 0)
g˜h(z) := g(z, 0, h)
g˜0(z) := g(z, 0, 0)
and their respective scalar curvature will be denoted by
Sh := Sgh
S0 := Sg0
S˜h := Sg˜h
S˜0 := Sg˜0
The idea is to estimate the difference between the scalar curvatures of the
metrics gh and g0 by first estimating the differences with the scalar curvature
of the Riemannian product metrics g˜h and g˜0. In fact, we can easily obtain
S˜h = S˜0 + (1 + h)
4
n−2 ∆
(x)
euclh
Next we consider the term Sh− S˜h. To keep notations short, we agree that
A
(j)
k = A
(j)
l (z, x, h), j, l ∈ N is a function, a row vector or a matrix whose
coefficients satisfy ∣∣∣A(j)l (z, x, h)∣∣∣ ≤ C |x|l∣∣∣A(j)l (z, x, h)−A(j)k (z, x, 0)∣∣∣ ≤ C |x|l |h|
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for some positive constant C = C(j).
We start with the expansions of the coefficients of the metrics gh (and hence
also g0 which corresponds to gh when h = 0) and their inverses in terms of |x|
g
(h)
ij = g˜
(h)
ij (z) +O (|x|)
g
(h)
αβ = g˜
(h)
αβ +O
(|x|2)
g
(h)
iα = O (|x|)
and
gij(h) = g˜
ij
(h)(z) +A
(1)
1
gαβ(h) = g˜
αβ
(h) +A
(2)
1
giα(h) = A
(3)
1
We estimate the Christoffel symbols of the metric gh. Observe that
g...(h)
∂g(h)...
∂ . . .
=
(
g˜...(h) +A
(4)
1
)(∂g˜(h)...
∂ . . .
+A(5) +A
(6)
1 [∇h]
)
= g˜...(h)
∂g˜(h)...
∂ . . .
+A
(7)
0 +A
(8)
1 [∇h]
As a consequence we have that
Γ(h,∇h) = Γ˜(h,∇h) +A(9)0 +A(10)1 [∇h]
Moreover, it is straightforward to check that
Γ˜(h,∇h) = A(11)0 +A(12)0 [∇h]
Proceeding with the computation we get
∂Γ
∂ . . .
(h,∇h) = ∂Γ˜
∂ . . .
(h,∇h) +A(13)0 [∇h] +A(14)1 [∇h,∇h] +A(15)1
[∇2h]
∂Γ˜
∂ . . .
(h,∇h) = A(16)0 [∇h] +A(17)0 [∇h,∇h] +A(18)0
[∇2h]
while for the product of Christoffel symbols, we get
ΓΓ(h,∇h) = Γ˜ Γ˜(h,∇h) +A(19)0 +A(20)0 [∇h] +A(21)1 [∇h,∇h]
and hence we get for the coefficients of the curvature tensors
R(h,∇h,∇2h) = R˜(h,∇h,∇2h) +A(22)0 +A(23)0 [∇h]
+ A
(24)
1 [∇h,∇h] +A(25)1
[∇2h]
R˜(h,∇h,∇2h) = A(26)0 +A(27)0 [∇h] +A(28)0 [∇h,∇h] +A(29)0
[∇2h]
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Finally, observing that
g...h g
...
h = g˜
...
h g˜
...
h +A
(30)
1
and contracting twice the Riemann tensor, we get the expression for the scalar
curvature
Sh = S˜h +A
(31)
0 +A
(32)
0 [∇h] +A(33)1 [∇h,∇h] +A(34)1
[∇2h]
Choosing h ≡ 0 in the previous computation we obtain immediately
S0 = S˜0 +A
(35)
0 (z, x, 0)
Hence we have obtained
Sh = S0 + (1 + h)
− n+2n−2∆
(x)
euclh+A
(36)
0 (z, x, h)−A(36)0 (z, x, 0)
+ A
(37)
0 [∇h] +A(38)1 [∇h,∇h] +A(39)1
[∇2h]
Since h = εn−2|x|2−n is ∆(x)eucl-harmonic we conclude that
Sh − S0 = A(40)0 +A(41)0 [∇h] +A(42)1 [∇h,∇h] +A(43)1 [∇2h]
= O (εn−2|x|1−n)
= O
(
ε−1e(n−1)t
)
We remark that, when t = log ε+ 1, we get the estimate Sgε − Sg1 = O(εn−2).
Let us now treat the case where −1 ≤ t ≤ 0. The action of the cut-off
function is effective here, so a priori we have to handle the full expression of
gε. In any case, it is easy to see that one can always write for −1 ≤ t ≤ 0
gε(z, t, θ) =
(
g1ij +O (|x|)
)
dzi ⊗ dzj
+ (1 + h)
4
n−2
(
g
(1)
αβ +O (|x|)
)
dxα ⊗ dxβ
+
(
g
(1)
iα +O (|x|)
)
dzi ⊗ dxα
Hence, if we take g(z, x, h) = gε and g(z, x, 0) = g1 + O (|x|) in the previous
computation we get immediately Sgε − Sg1+O(|x|) = O
(
εn−2|x|1−n).
Now we observe that in general if we have two metrics g and gˆ such that
gˆ = g + O (|x|), then Γˆ = Γ + O (1) and Rˆ = R + O (|x|−1), so the scalar
curvatures of g and gˆ are related by Sˆ = S +O (|x|−1).
To conclude, we have that
Sgε − Sg1 = O
(|x|−1) = O (ε−1et)
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for −1 ≤ t ≤ 0. In particular, when t = 0 we get Sgε − Sg1 = O
(
ε−1
)
. Similar
estimates hold for Sgε − Sg2 when 0 ≤ t ≤ − log ε − 1 and hence we have
obtained the
Lemma 3.1. There exists a constant c > 0 independent of ε ∈ (0, 1) such that
|Sgε − S| ≤ c ε−1 (ch t)1−n
for |t| ≤ | log ε| − 1.
4 Analysis of a linear operator
In order to obtain the proof of the main Theorem, we want to solve, using a
perturbation argument, the Yamabe equation
∆gεu+ cnSgεu = cnSu
n+2
n−2 (2)
where cn = −(n− 2)/4(n− 1).
If we are able to find such a function u, then, by performing the conformal
change g˜ε = u
4
n−2 gε we get a metric g˜ε, whose scalar curvature is the constant
equal to S.
We write u = 1 + v where v is a small function (|v| ≤ 1/2) so that the
equation becomes
∆gεv −
4cn
n− 2Sgεv = cn (S − Sgε) + cn
n+ 2
n− 2 (S − Sgε) v (3)
+ cnS
(
(1 + v)
n+2
n−2 − 1− n+ 2
n− 2v
)
We define the linearized scalar curvature operator by
Lgε := ∆gε −
4cn
n− 2Sgε = ∆gε +
Sgε
n− 1
Our aim is to study the operator Lgε and provide an a priori estimate for the
solutions of the linear problem
Lgεv = f
This is the starting point and the key-tool for the nonlinear perturbation ar-
gument.
Unfortunately a global a priori estimate is not immediately available. We
will be able to obtain such an estimate using an argument by contradiction,
once a local a priori estimate is obtained for the solutions of the linearized
problem on the ”polyneck”.
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4.1 Local expression for ∆gε on the ”polyneck” and bar-
rier functions
The first step is to write down the local expression for the gε-laplacian, which is
the principal part of our operator, on the ”polyneck”. Clearly, we can restrict
ourselves to the set {log ε+ 1 ≤ t ≤ 0} where |x| = εe−t. We have at hand the
expansions
gεij = g
K
ij (z) +O (|x|)
gεit = O
(|x|2)
gεiλ = O
(|x|2)
gεtt = u
4
n−2
ε
(
1 +O (|x|2))
gεtλ = u
4
n−2
ε O
(|x|2)
gελµ = u
4
n−2
ε
(
gλµ(θ) +O
(|x|2))
where gλµ(θ) is the common value of g
(1)
λµ (θ) and g
(2)
λµ (θ). Hence
√
gε =
√
det(gKij (z))
√
det(gλµ(z)) u
2n
n−2
ε (t) [1 +O (|x|)]
So, for coefficients of the inverse matrix we have the expansions
gijε = g
ij
K(z) +O (|x|)
gitε = O
(|x|2)
giλε = O
(|x|2)
gttε = u
− 4n−2
ε [1 +O (|x|)]
gtλε = O
(|x|2)
gλµε = u
− 4n−2
ε g
λµ [1 +O (|x|)]
A straightforward computation yields the expression we were looking for
∆gε = u
− 4n−2
ε
[
∂2t + (n− 2) th
(
n− 2
2
t
)
∂t +∆
(θ)
Sn−1 + u
4
n−2
ε ∆
(z)
K +O (|x|) Φ(∇,∇2)
]
(4)
where Φ(∇,∇2) is a nonlinear differential operator involving first order and
second order partial derivatives with respect to t, θλ and zj and whose coeffi-
cients are bounded uniformly on the ”polyneck”, as ε ∈ (0, 1).
To obtain the local a priori estimates, the key tool is the maximum principle
for the gε-Laplacian and the construction of barrier functions. In order to find
the later, let us remark that(
∂2t +
(
n− 2
2
)2)(
ch
(
n− 2
2
t
)
u
)
=
(
ch
(
n− 2
2
t
)
∂2t + (n− 2)sh
(
n− 2
2
t
))
u
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So we can conjugate the gε-Laplacian by a multiple of the function ch(t(n−2)/2)
- in particular, of course, by uε - to obtain the following identity
∆gε = u
− n+2n−2
ε Lε (uε ·) (5)
where
Lε = ∂2t −
(
n− 2
2
)2
+ ∆
(θ)
Sn−1 + u
4
n−2
ε ∆
(z)
K + O (|x|) Φ˜(∇,∇2)
where the linear second order differential operator Φ˜(∇,∇2) enjoys similar
properties as the operator Φ above. For (n− 2)/2 ≤ δ ≤ 0 we have that
Lε(cht)δ =
[
δ2 −
(
n− 2
2
)2
+O (|x|)
]
(cht)δ +
(
δ − δ2) (cht)δ−2
By our choice of the parameter δ we have immediately
δ − δ2 ≤ 0 and δ2 −
(
n− 2
2
)2
≤ 0
In order to estimate the term O (|x|) let us take α > 0 and let εα ∈ (0, 1) be
chosen so that log εα + α < 0 or equivalently εαe
α < 1, then it is easy to see
that |x| ≤ e−α for every ε ∈ (0, εα) and every t ∈ [log ε + α, 0]. Finally, by
choosing α > 0 such that
e−α ≤ −1
2
(
δ2 −
(
n− 2
2
)2)
we obtain that, for every ε ∈ (0, εα) and for t ∈ [log ε+ α, 0]
Lε(cht)δ ≤ 1
2
(
δ2 −
(
n− 2
2
)2)
(cht)δ
When 0 ≤ δ ≤ (n− 2)/2 we use the function ch(δt) and we get
Lεch(δt) =
(
δ2 −
(
n− 2
2
)2
+O (|x|)
)
chδt
≤ 1
2
(
δ2 −
(
n− 2
2
)2)
chδt
with similar restrictions on ε and t.
We define the function ϕδ by
ϕδ = u
−1
ε (cht)
δ if
n− 2
2
≤ δ ≤ 0
ϕδ = u
−1
ε chδt if 0 ≤ δ ≤
n− 2
2
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and taking into account the conjugation (5) described above, we can state the
following
Lemma 4.1. Given δ ∈ (−n−22 , n−22 ) there exist a real number α = α(n, δ) > 0
and a constant C = C(n, δ) ≥ 0 such that for every ε ∈ (0, εα) we have
∆gεϕδ ≤ −Cu
− 4n−2
ε ϕδ (6)
in the set T εα = {log ε+ α ≤ t ≤ − log ε− α}.
In particular the functions ϕδ can be used as barrier functions in the set
T εα = {log ε+ α ≤ t ≤ − log ε− α}.
4.2 Local a priori estimate using the maximum principle
We first provide a local a priori estimate for the gε-Laplacian, then we will
observe that a similar estimate holds for the operator Lgε . This later estimate
uses the scalar curvature estimate of the previous section since the term Sgε
appears in the expression of Lgε .
Let us assume that v, f are bounded functions satisfying ∆gεv = f in T
ε
α.
The inequality found in Lemma 4.1 multiplied by a nonnegative real constant
a ≥ 0 yields
∆gε (aϕδ − v) ≤ −aCu
− 4n−2
ε ϕδ − f
If we chose
a = C′
(
sup
T εα
∣∣∣∣u 4n−2ε ϕ−1δ f
∣∣∣∣ + sup
∂T εα
∣∣ϕ−1δ v∣∣
)
where C′ = max{1, C−1} and ∂T εα = {t = ± log ε± α}, we obtain immediately
∆gε (aϕδ − v) ≤ 0 in T εα
aϕδ − v ≥ 0 on ∂T εα
Hence, by the maximum principle aϕδ − v ≥ 0 on T εα. In particular, we get
sup
T εα
∣∣ϕ−1δ v∣∣ ≤ C′
(
sup
T εα
∣∣∣∣u 4n−2ε ϕ−1δ f
∣∣∣∣ + sup
∂T εα
∣∣ϕ−1δ v∣∣
)
In order to simplify the above expression, which is the estimate we were looking
for, it is sufficient to replace uε by its expression and to observe that for every
λ ∈ R there exist two constants K1(λ),K2(λ) ≥ 0 such that
K1(λ) (cht)
λ ≤ chλt ≤ K2(λ) (cht)λ
for t ∈ R.
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Performing simple manipulations, the above estimate can be written as
sup
T εα
∣∣∣ψ n−22 −δε v∣∣∣ ≤ Cn,δ
(
sup
T εα
∣∣∣ψ n+22 −δε f ∣∣∣ + sup
∂T εα
∣∣∣ψ n−22 −δε v∣∣∣
)
where ψε = ε cht.
Now let us assume that v, f ∈ C∞(T εα) are functions verifying Lgεv = f . By
the previous result we immediately have
sup
T εα
∣∣∣ψ n−22 −δε v∣∣∣ ≤ Cn,δ
(
sup
T εα
∣∣∣ψ n+22 −δε f ∣∣∣ + sup
T εα
∣∣∣ψ n+22 −δε Sgεv∣∣∣ + sup
∂T εα
∣∣∣ψ n−22 −δε v∣∣∣
)
Now let us look at the term
∣∣∣ψ n+22 −δε Sgεv∣∣∣, which can be obviously written as∣∣ψ2εSgε∣∣ ∣∣∣ψ n−22 −δε v∣∣∣. The only term to control is the factor ∣∣ψ2εSgε ∣∣, but thanks
to the scalar curvature estimate we can say that, for a suitable constant C′′ > 0∣∣ψ2εSgε∣∣ ≤ C′′ (ε+ e−α)
for all ε ∈ (0, εα). Hence, if α > 0 is fixed large enough, we get
Cn,δ sup
T εα
∣∣∣ψ n+22 −δε Sgεv∣∣∣ ≤ 12 supT εα
∣∣∣ψ n−22 −δε v∣∣∣
Introducing this information back in the above estimate, we get
Proposition 4.2. Given δ ∈ (−n−22 , n−22 ), there exist a real number α =
α(n, δ) > 0 and a constant Cn,δ ≥ 0 such that for all ε ∈ (0, εα) and all
v, f ∈ C0(T εα) satisfying Lgεv = f , the following estimate holds
sup
T εα
∣∣∣ψ n−22 −δε v∣∣∣ ≤ Cn,δ
(
sup
T εα
∣∣∣ψ n+22 −δε f ∣∣∣ + sup
∂T εα
∣∣∣ψ n−22 −δε v∣∣∣
)
(7)
where ψε = ε cht.
4.3 Global a priori estimate
Thanks to the previous local result, we will be able to prove a global a priori
estimate. To introduce the result, we define a smooth function ψε by
ψε :=
{
εcht in T εα
1 in M \ T ε0
where T ερ := {log ε+ρ ≤ t ≤ − log ε−ρ}, for ρ > 0 and ψε interpolate smoothly
between these definitions in T ε0 \ T εα.
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Proposition 4.3. Let M = M1 ♯K M2 be the generalized connected sum ob-
tained by removing an ε-tubular neighborhood V εi of ιi(K) from each Mi, i =
1, 2 and identifying the two boundaries. Suppose that both Lg1 and Lg2 have
trivial kernels on M1 and on M2 respectively, then for every δ ∈
(−n−22 , n−22 )
there exist a real number α = α(n, δ) > 0 and a constant Cn,δ ≥ 0 such that
for every ε ∈ (0, εα) and every functions v, f ∈ C0(M) satisfying Lgεv = f , the
following estimate holds
sup
M
∣∣∣ψ n−22 −δε v∣∣∣ ≤ Cn,δ
(
sup
M
∣∣∣ψ n+22 −δε f ∣∣∣
)
(8)
The proof is by contradiction. Let us assume that the statement is false.
Then for every j ∈ N we can find a triple (εj , vj , fj) such that
1. εj < e
−j
2. Lgεj vj = fj
3. supM
∣∣∣ψ n−22 −δεj vj∣∣∣ = 1
4. limj→∞ supM
∣∣∣ψ n+22εj fj∣∣∣ = 0
For every j ∈ N we consider a point pj such that
∣∣∣ψ n−22 −δεj (pj)vj(pj)∣∣∣ = 1,
then (up to a subsequence) we have to distinguish two cases :
Case 1 pj ∈M \ T εjα for every j ∈ N
Case 2 pj ∈ T εjα for every j ∈ N
Without loss of generality we can assume (up to a subsequence) that pj ∈
M1 \ V εj1 , for all j ∈ N, so, in the first case all the pj ’s are in the com-
pact set Qe
−α
1 = M1 \ V e
−α
1 , then (up to a subsequence) they must con-
verge to a point p∞ ∈ Qe−α1 . We prove now that, for every compact set
Qσ = Qσ1 ∪ Qσ2 = (M1 \ V σ1 ) ∪ (M2 \ V σ2 ), σ > 0, the sequence of functions
{vj}j∈N converges (up to a subsequence) to a function v∞ in L∞(Qσ). This
will in particular imply that |v∞(p∞)| > 0.
In order to prove the uniform convergence of the vj ’s on the compact Q
σ,
we start by observing that
|vj | ≤
(
inf
Qσ
∣∣∣ψ n−22 −δj ∣∣∣
)−1
≤ 2
σ
and hence ‖vj‖L∞(Qσ) ≤ 2/σ.
The next step is to get a L∞(Qσ)- uniform bound for ∇vj . To do that
we need the following Lp-regularity result [3] for solutions of linear elliptic
equations
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Theorem 4.4. Let be L = aij∂ij + b
i∂i + c, where the a, b, c’s are functions
defined on an open domain Ω ⊂ Rm, let be 1 < p <∞ and let be u ∈ W 2,ploc (Ω)∩
Lp(Ω). Moreover suppose that:
1. aij ∈ C0(Ω); bj, c ∈ L∞(Ω); f ∈ Lp(Ω)
2. There exist λ,Λ > 0 such that |aij |, |bj |, |c| ≤ Λ and aijξiξj ≥ λ|ξ|2 for
every ξ ∈ Rn
3. Lu = f
then, for every Ω′ ⊂⊂ Ω, the following estimate holds:
‖u‖W 2,p(Ω′) ≤ C
(‖u‖Lp(Ω) + ‖f‖Lp(Ω))
for a suitable constant C.
This result can be restated in our context by saying:
Corollary 4.5. Let be σ > 0 and suppose that the linear elliptic differential
operator Lg = ∆g + c is defined on a geodesic ball Bσ/2 of the Riemannian
manifold (M, g), where c is a continuous bounded function on Bσ/2. Moreover
let be 1 < p < ∞ and let be u ∈ W 2,ploc (Bσ/2) ∩ Lp(Bσ/2), f ∈ Lp(Bσ/2) such
that Lgu = f , then for every 0 < r < σ/2 the following estimate holds
‖u‖W 2,p(Br) ≤ C
(
‖u‖Lp(Bσ/2) + ‖f‖Lp(Bσ/2)
)
for a suitable constant C (depending on σ).
In our case it is convenient to cover the compact set Qσ by finitely many
geodesic balls of radius r = σ/4. We can state
‖vj‖W 2,p(Bσ/4) ≤ C
(
‖vj‖Lp(Bσ/2) + ‖fj‖Lp(Bσ/2)
)
≤ C′
(
‖vj‖L∞(Bσ/2) + ‖fj‖L∞(Bσ/2)
)
≤ C
′′
σ
Thanks to Sobolev Embedding Theorem with p > m/2, W 2,p is continuously
embedded in L∞, so ‖∇vj‖L∞(Bσ/4) ≤ C′′′/σ. Now, by Ascoli’s Theorem, we
conclude that (up to a subsequence) the sequence {vj}j∈N converges uniformly
to a function v∞ on every Bσ/4. Using a classical diagonal argument we have
the convergence on each Qσ.
To summarize, in the Case 1, we have found a subsequence such that
vj → v∞ with respect to the L∞-norm on any Qσ, in particular v∞ ∈ C0(Qσ),
and, for σ = e−α, we get |v∞(p∞)| > 0, as we have already remarked.
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Now, let us consider Case 2. Since each pj is in T
εj
α , we can apply the local
a priori estimate (7) obtained in the previous section to get
C−1n,δ ≤ sup
T
εj
α
∣∣∣ψ n+22 −δεj fj∣∣∣ + sup
∂T
εj
α
∣∣∣ψ n−22 −δεj vj∣∣∣
≤ sup
M
∣∣∣ψ n+22 −δεj fj∣∣∣ + max
∂V e
−α
1
∣∣∣ψ n−22 −δεj vj∣∣∣+ max
∂V e
−α
2
∣∣∣ψ n−22 −δεj vj∣∣∣
This shows that we can choose a sequence of points qj ∈ ∂V e−α1 ∪ ∂V e
−α
2 such
that
lim
j→∞
∣∣∣ψ n−22 −δεj (qj)vj(qj)∣∣∣ = C−1n,δ
In particular we have that limj→∞ |vj(qj)| = 2C−1n,δeα, then by using the L∞-
convergence to v∞ on the compact set Q
e−α , it is easy to see that |v∞(q∞)| > 0,
where q∞ ∈ ∂V e−α1 ∪ ∂V e
−α
2 is the limit (up to a subsequence) of the sequence
{qj}.
Hence, in both the cases, we have found a point P ∈ M \ T εα such that
v∞(P ) 6= 0. Without loss of generality we can suppose that P ∈M1 \ ι1(K): if
we prove that Lg1v∞ = 0 on M1, then by the hypothesis on the kernel of Lg1 ,
v∞ must be identically zero and we have a contradiction.
Hence, it remains to prove that v∞ is in the kernel of Lg1 . This will be
achieved in two steps. The first one amounts to say that Lg1v∞ = 0 on M1 \
ι1(K) in the sense of distributions, the second one amounts to estimate the
growth of v∞ near ι1(K) and then to conclude by means of the following
classical result.
Proposition 4.6. Suppose that

Lg1 u = 0 inD′(M1 \ ι1(K))
|u| ≤ C |dg1(·, ι1(K))|−γ inV ρ1
For 0 < γ < n − 2, a suitable real number ρ > 0 and a constant C ≥ 0, then
u ∈ C∞(M1) and satisfies Lg1u = 0 on M1.
We choose ϕ ∈ D(M1 \ ι1(K)) and σ > 0 such that suppϕ ⊂ Qσ. We claim
that ∫
M1
v∞Lg1ϕdvolg1 = 0
This identity is obtained by taking the limit, as εj tends to 0 in the expression∫
M
vj Lgεjϕdvolgεj =
∫
M
fj ϕdvolgεj
Clearly, the right hand side of this expression tends to zero as εj tends to 0.
As far as the right hand side is concerned gεj converges (in C2 topology) to g1
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on Qσ and hence Lgεjϕ converges to Lg1ϕ in this set so that the left hand side
converges to the required expression as εj tends to 0.
Finally we have to control the growth of v∞ near ι1(K). We remark that,
on V ρ1
1
2
|x| ≤ ψεj ≤ 2 |x|
for every j, in particular
|x|n−22 −δ|vj | ≤ C
Hence
|v∞| ≤ C|x|δ−
n−2
2 = C|x|−γ
where γ = n−22 − δ. Since −n−22 < δ < n−22 , then 0 < γ < n− 2, as needed.
5 The nonlinear fixed point argument
We are now ready to solve equation (3). Observe that, as a consequence of
the Proposition 4.3 , the operator Lgε is injective for sufficiently small ε. Since
it is also self-adjoint, then it is invertible. Now we are looking for a function
vε ∈ L∞(M), ‖v‖L∞(M) ≤ 1/2 such that
vε = L
−1
gε ◦ Fε(vε) (9)
where
Fε(v) := cn(S − Sgε) + cn(S − Sgε)v + cn
(
(1 + v)
n+2
n−2 − 1− n+ 2
n− 2v
)
In other words we are looking for a fixed point for the operator L−1gε ◦ Fε.
We claim that, for a suitable choice of δ and for sufficiently small ε there
exists a real number rε > 0 such that
‖v‖L∞(M) ≤ rε =⇒ ‖L−1gε ◦ Fε(v)‖L∞(M) ≤ rε
Indeed, using the scalar curvature estimates it is easy to see that
sup
M
∣∣∣ψ n+22 −δε Fε(v)∣∣∣ ≤ C′ (εn−2 + εn2−δ + ‖v‖2L∞(M))
Now
ψ
δ−n−2
2
ε
∣∣∣εn−2 + εn2−δ + ‖v‖2L∞(M)∣∣∣ ≤ C′′ (εn−22 +δ + ε+ εδ−n−22 ‖v‖2L∞(M))
Therefore, using the estimate (8) and the hypothesis of the claim we get
‖L−1gε ◦ Fε(v)‖L∞(M) ≤ C′′′
(
ε
n−2
2
+δ + ε+ εδ−
n−2
2 r2ε
)
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where C′′′ = CC′C′′. To prove the claim it is sufficient to choose rε > 0 such
that
εδ−
n−2
2 r2ε ≤ rε/(2C′′′) and ε
n−2
2
+δ + ε ≤ rε/(2C′′′)
The first condition is satisfied if we choose rε = ε
n−2
2
−δ/(2C′′′). By this choice
the second inequality becomes
ε2δ + εδ−(
n−2
2
−1) ≤ 1/(2C′′′)2
Now it is clear that if max{0, (n−2)/2 −1} < δ < (n−2)/2, then it is possible
to find ε0 ∈ (0, εα) such that the last inequality is verified for all ε ∈ (0, ε0).
For those ε’s, we can choose rε = ε
n−2
2
−δ/(2C′′′) and the claim follows, hence
‖L−1gε ◦ Fε(v)‖L∞(M) ≤ rε
It is easy to check that the mapping
v ∈ L∞(M) 7−→ L−1gε ◦ Fε(v) ∈ L∞(M)
is continuous and compact. This later property follows from the fact that the
equation we want to solve is a semilinear equation and hence, if v ∈ L∞(M)
then L−1gε ◦ Fε(v) ∈ W 2,p(M) for all p > 1. The claim follows from the fact
that the embedding W 2,p(M) −→ L∞(M) is compact, provided p > m/2.
Applying Schauder’s fixed point Theorem yields the existence of a fixed point
vε ∈ L∞(M) to
vε = L
−1
gε ◦ Fε(vε)
which satisfies ‖vε‖L∞(M) ≤ rε.
A priori the function vε is only bounded but, by a simple boot-strap argu-
ment (based on Corollary 4.5), one can easily checks that vε ∈ C∞(M).
Finally, observe that as ε → 0, then rε → 0 and consequently so does
‖vε‖L∞(M). This shows that the conformal factor uε = 1 + vε is as close to 1
as we want. This completes the proof of the main Theorem. The estimate in
the statement of the Theorem follows at once from the definition of rε.
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