Near-surface wavefield perturbations can be very complex and completely mask the target reflections. Despite this complexity, conventional methods rely on parameterizations characterized by simple time and amplitude anomalies to compensate for these perturbations. Determining and compensating for time shifts is generally referred to as ͑residual͒ static corrections, whereas surface-consistent deconvolution techniques deal with amplitude anomalies. We present an approach that uses the full waveform to parameterize near-surface perturbations. Therefore, we refer to this method as waveform statics. Important differences from conventional static corrections are that this approach allows time shifts to vary with frequency and takes amplitude variations directly into account. Furthermore, the procedure is fully automated and does not rely on near-surface velocity information. The waveform static corrections are obtained using blind channel identification and applied to the recordings using multichannel deconvolution. As a result, the method implicitly incorporates array forming. The developed method is validated on synthetic data and applied to part of a field data set acquired in an area with significant near-surface heterogeneity. The source and receiver responses obtained are strongly correlated to the near-surface conditions and show changes, both in phase and frequency content, along the spread. The application of the waveform statics demonstrates that they not only correct for near-surface wavefield perturbations, but also strongly reduce coherent noise. This results in substantial improvements, both in trace-totrace coherency and in depth resolution. In addition, the procedure delineates reflection events that are difficult to detect prior to our proposed correction. Based on these results, we conclude that complex near-surface perturbations can be successfully dealt with using the multichannel, full-waveform, static-correction procedure.
INTRODUCTION
Static corrections are applied to compensate seismic data for the complex interaction between the incident wavefield and the near surface. Near-surface complexities include topographic variations, near-surface irregularities, variations in soil conditions, and the weathered layer ͑Marsden, 1993͒. These perturbations generally have a significant impact on seismic recordings, because of large velocity contrasts in the near surface: P-velocities may increase up to one order of magnitude upon saturation, and both P-and S-velocities are observed to be very low in the unconsolidated weathered layer ͑e.g., Goforth and Hayward, 1992; Cox, 1999; van Vossen et al., 2005͒ .
The near surface not only distorts the incident wavefield, it also directly influences the source and receiver behavior within a given survey. For example, the source strength and signature are mainly determined by the material properties of the near-source region. As a consequence, changing near-surface conditions could seriously deteriorate the so-called repeatability of the source ͑Karrenbach, 1994; Aritman, 2001; van Vossen et al., 2006a͒ . On the receiver side, several authors report discrepancies between recordings that are only a few meters apart ͑Berni and Roever, 1989; Blacquière and Ongkiehong, 2000͒ . Some of the causes are imperfect geophone coupling ͑Krohn, 1984͒, near-receiver scattering ͑Regone, 1998; Campman et al., 2006͒ , and variations of the ambient or recording-equipment noise. It was already noted decades ago that these types of perturbations limit the efficacy of seismic processing. For example, the performance of source and receiver arrays, which are traditionally used to suppress ground roll ͑Anstey, 1986; Morse and Hildebrandt, 1989͒ , strongly deteriorates in the presence of intra-array perturbations ͑Newman and Mahoney, 1973; Berni and Roever, 1989; Muyzert and Vermeer, 2004͒. For 
this reason, there is a renewed interest in
Manuscript received by the Editor December 11, 2006; revised manuscript received February 27, 2007; published online June 20, 2007. 1 acquiring and processing single-sensor data ͑e.g., Baeten et al., 2000͒ . This allows for more flexibility in dealing with specific noise problems during digital group forming and in addressing intra-array perturbations before group forming ͑e.g., Burger et al., 1998͒. Although there is a general agreement that near-surface wavefield distortions are very complex, we usually rely on a rather simplified parameterization to compensate for these perturbations. Near-surface perturbations are described by static time shifts ͑Taner et al., 1974; Wiggins et al., 1976͒ and frequency-dependent amplitude perturbations. Underlying the concept of static corrections is the assumption that a simple time shift of an entire seismic trace will yield the seismic record that would have been observed if the geophones had been placed on the reference datum. Similarly, the amplitude corrections are assumed to be applicable to the complete seismic trace. Hence, both static time shifts and amplitude corrections are assumed to be surface consistent. Surface consistency means that effects associated with a particular source or receiver affect all wave types similarly, regardless of the direction of propagation. Correcting for the near-surface amplitude anomalies is commonly referred to as surface-consistent deconvolution ͑Taner and Koehler, 1981; Cambois and Stoffa, 1992͒. So far, there has been little effort to determine full-waveform static corrections, i.e., allowing both amplitude and time shifts to vary with frequency. In practice, amplitudes and time shifts are treated independently, and time shifts are not assumed to vary with frequency. Cambois and Stoffa ͑1993͒ attempted to solve for frequency-dependent time shifts using the most straightforward method, estimating the phase in the log/Fourier domain. However, this method requires phase-unwrapping procedures that are sensitive to noise. In addition, this procedure limits the maximum phase distortions that can be taken into account, i.e., the perturbations are restricted to the principal value of the phase. Calvert and Perkins ͑2001͒ propose an alternative approach, which avoids phase unwrapping. They decompose transfer functions between prestack and CMP-stacked traces into offset, source, and receiver terms.
In this paper, we develop an approach to compensate for complex near-surface wavefield distortions using blind channel identification ͑Moulines et Tong and Perreau, 1998͒ . The term blind has its origin in data-communication systems. It deals with the recovery of either the input signal or the channel response from the observed transmitted signal only. In conventional approaches for communication system design, training signals are used to determine the channel-response. The blind channel-identification methods differ from conventional methods for seismic deconvolution. The latter resolve the undetermined nature of the problem by making assumptions about the reflectivity sequence ͑e.g., whiteness, sparsity͒ and/or the seismic wavelet ͑minimum phase/zero phase͒ ͑e.g., Robinson, 1967; Wiggins, 1978; Taylor et al., 1979; Debeye and van Riel, 1989; Porsani and Ursin, 1998; Larue et al., 2006͒ . The blind channel-identification method proposed by Moulines et al. ͑1995͒ does not rely on these assumptions. It uses multichannel recordings to fully constrain the problem and is therefore purely data driven. Lin and Waag ͑2002͒ applied blind channel estimation to estimate and correct for wavefront distortions in medical imaging. Rietsch ͑1997a, b͒, Luo and Li ͑1998͒, and Mazzucchelli and Spagnolini ͑2001͒ demonstrate the applicability of blind channel estimation to the seismic deconvolution problem.
We use blind channel identification to estimate and compensate for near-surface source and receiver waveform perturbations. These perturbations are parameterized as finite-impulse response ͑FIR͒ filters, and are referred to as the channels. Because the channels describe the near-surface wavefield perturbations, deconvolving with these channels compensates the recorded data for the near-surface perturbations. Best results were obtained using a multichannel implementation combining waveform static corrections with array forming, i.e., multichannel deconvolution compares favorably to the performance of classical single-channel deconvolution ͑Berenstein and Patrick, 1990͒. The array forming can be implemented using a moving-window operator. Therefore, it does not necessarily influence the spatial sampling interval. This approach is especially attractive for processing single-sensor recordings ͑e.g., Burger et al., 1998; Baeten et al., 2000͒. This paper is organized as follows. First, we review the channel estimation and equalization procedure. Then, we discuss the application of this formalism to compute residual static-waveform corrections. Next, we validate the method on a synthetic example, and illustrate the approach with a field-data example.
BLIND CHANNEL IDENTIFICATION TO COMPENSATE FOR NEAR-SURFACE PERTURBATIONS
We first introduce the channel model. We further review the channel identification and equalization procedure developed by Moulines et al. ͑1995͒, and discuss the practical application of this procedure to the problem of determining waveform statics.
Channel model
The channel model forms the basis for the procedure to estimate near-surface perturbations. Here, we consider the linear single-input, multiple-output ͑SIMO͒ channel model ͑Figure 1͒. Let a k denote the discretized input signal emitted at time k⌬t, with ⌬t the time sampling interval. The discrete-time, channel-impulse response h ͑i͒ characterizing the ith channel is denoted with
where ͓.͔ T is the transpose operator, and the superscript ͑i͒ indicates the channel number ͑1 Յ i Յ P͒. The resulting noiseless channel output x ͑i͒ is obtained by convolving the input a k with h k ͑i͒ : 
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The received ͑noisy͒ signal y k ͑i͒ is given by
where n k ͑i͒ is the additive noise.
Blind channel estimation using subspace decomposition
The multichannel, blind channel estimation problem involves the channel model shown in Figure 1 , where only the observation signal y k ͑i͒ is available for processing in the identification and estimation of the channels h
͑i͒ . An extensive review on blind channel estimation techniques is given by Tong and Perreau ͑1998͒. We use the signal/ noise subspace approach developed by Moulines et al. ͑1995͒ . This channel-identification procedure has the following main characteristics:
• It is deterministic and operates in the time domain.
• Contrary to conventional seismic-deconvolution approaches, the subspace approach does not rely on assumptions about the reflectivity sequence ͑contained in the Green function͒ or on zero-or minimum-phase assumptions of the source and receiver terms ͑e.g., Robinson, 1967; Wiggins, 1978; Taylor et al., 1979; Debeye and van Riel, 1989; Porsani and Ursin, 1998͒. • The method is based on second-order statistics. Therefore, it has potentially a faster convergence rate compared to the classical methods, which are based on higher-order statistics ͑e.g., Sato, 1975; Godard, 1980; Mendel, 1991͒. • The procedure yields channel estimates within the baseband of the recorded signal up to a scaling factor. This scaling factor may be complex. Remaining degrees of freedom are the instantaneous amplitude and phase.
• The channel order L must be determined in advance.
• The identification of the channels via blind deconvolution requires some conditions on the channels themselves and on the complexity of the input signal. The sufficient conditions ͑Xu et al., 1995͒ are: ͑1͒ the channel impulse responses h ͑i͒ must be coprime, or they do not share any common roots; ͑2͒ the input to the SIMO system must have a Hankel matrix whose rank is equal or larger than 2L + 1, where L is the channel order.
The signal/noise subspace approach is discussed in further detail in Appendix A
Application to waveform static corrections
In the following, we consider 2D single-component data with equidistant sources and receivers. It is assumed that the data are acquired at ͑nearly͒ coincident source and receiver positions. We denote the vertical component of the recorded particle velocity by v͑t͒ ͑i,j͒ , where the indices ͑i, j͒ refer to the source-and receiver-position numbers, respectively. We further use the index ͑k͒ = ͉i − j͉ to indicate the absolute source-receiver offset. Considering the earth as a linear system for the propagation of seismic waves, the recorded traces satisfy the convolutional model
where R ͑j,k͒ ͑t͒ is the receiver response for the vertical-component recordings at the jth position with offset k; S ͑i,k͒ ͑t͒ is the source signature at the ith surface location with source-receiver offset k; G ͑i,j͒ ͑t͒ is the corresponding medium response; and n ͑i,j͒ ͑t͒ contains additive noise. Note that we allow the source and receiver responses to vary with the source-receiver offset.
Because our goal is to correct the recorded data for near-surface perturbations, both source and receiver perturbations must be taken into account. However, we cannot apply the blind channel estimation procedure directly to each individual recording, because the procedure needs multichannel data. Moreover, the performance of the estimation procedure deteriorates when only a limited amount of data is available. Furthermore, some redundancy is required to constrain the scaling factors that are not resolved by the channel-estimation procedure ͑see Appendix A͒.
To fulfill these requirements, we construct supertraces both in the common-source and in the common-receiver domains. Note that supertraces are commonly used for the computation of residual, static time shifts by optimizing the stack power ͑Ronen and Claerbout, 1985͒. The construction of the common-source supertraces is illustrated in Figure 2a . The highlighted area in the stacking chart indicates the traces that are collected in the common-source supertraces for the source positions ͑i − N͒ to ͑i + N͒. These supertraces have the offset plane as common-trace plane, i.e., the first trace collected in the supertraces has offset ͑k͒, the second trace has offset ͑k + 1͒, and the last trace has offset ͑k + Q͒, respectively.
Consider again the SIMO channel model ͑Figure 1͒. Assuming that the variations between the supertraces ͑i − N͒ to ͑i + N͒ can be attributed to the source responses S ͑i − N͒ , . . .,S ͑i + N͒ , we can decompose the data according to the channel model. This assumption is reasonable because the perturbations of the common source will be dominant to those of individual receivers. The supertrace concatenating the common-offset responses G ͑i,k͒ to G ͑i,k + Q͒ acts as input to the SIMO model ͑Figure 2a͒. A convolution with the different source responses, the channels, yields then the common-source supertraces. For example, the common-source supertrace y S ͑i͒ can be written as
where G S ͑i͒ ͑t͒ contains the Green functions ͓G ͑i,k͒ ͑t͒, . . .,G ͑i,k+Q͒ ͑t͔͒ convolved with the corresponding receiver terms, and n S ͑i͒ ͑t͒ is the additive-noise term. We explicitly drop the offset dependency in the Source number
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Figure 2. Stacking charts showing the construction of the output data in the SIMO model; the highlighted area in ͑a͒ indicates the traces concatenated in the common-source supertraces for locations ͑i − N͒ to ͑i + N͒, and the corresponding area in ͑b͒ shows the reciprocal traces collected in the corresponding common-receiver supertraces.
source term, because we assume that it does not change within the partial-offset range between ͑k͒ to ͑k + Q͒. Imposing the channel model has the following implications: First, the offset response is assumed to be constant for the source positions ͑i − N͒ to ͑i + N͒. In practice, N can be chosen to be small ͑N = 2 is used here͒, and this implies only weak lateral smoothing of G S . Second, the variations between the common-source supertraces can be fully explained by the source terms. The contribution of the individual receiver terms are assumed not to leak into the source terms, and can, therefore, be neglected. This leakage is expected to be small if we include a sufficient number of offsets in the estimation procedure, i.e., fixing the source position and varying the receiver position. The source perturbation is shared by all traces in the commonsource supergather, whereas the receiver perturbations are variable and should average out. Offset ranges should, however, not be taken too large, because of variations in the source radiation pattern. To balance these two aspects, we use supertraces concatenated from Q = 20 traces.
In a similar fashion, we construct common-receiver supertraces ͑Figure 2b͒. Again, assuming that the variations between the common-receiver supertraces for the receiver positions ͑i − N͒ to ͑i + N͒ can be attributed to the receiver responses R ͑i − N͒ , . . .,R ͑i + N͒ , the channel model can be imposed on these data. The supertrace concatenating the common-offset responses G ͑k,i͒ to G ͑k + Q,i͒ acts as input in the SIMO model, and the receiver terms R ͑i − N͒ to R ͑i+N͒ are the channels to be estimated. The common-receiver supertrace y R ͑i͒ can be decomposed according to
where G R ͑i͒ ͑t͒ contains the Green functions ͓G ͑k,i͒ ͑t͒, . . .,G ͑k + Q,i͒ ͑t͔͒ convolved with the corresponding source terms, and n R ͑i͒ ͑t͒ contains the additive noise. We also construct the common-receiver supertraces using N = 2 and Q = 20.
As demonstrated by Karrenbach ͑1994͒ and van Vossen et al. ͑2006a, b͒, reciprocity is a useful indicator for detecting source and receiver perturbations. Therefore, we further constrain the source and receiver terms including both common-source and common-receiver supertraces in the channel model. Assuming that the terms G S ͑j͒ ͑t͒ and G R ͑j͒ ͑t͒ are reciprocal, the variations between y S ͑j͒ ͑t͒ and y R ͑j͒ ϫ͑t͒ can be attributed to S ͑j͒ ͑t͒ and R ͑j͒ ͑t͒, where ͑j͒ ranges from ͑i − N͒ to ͑i + N͒. The supertrace concatenated from the common-offset responses is the input to the channel model. Thus, we can apply the channel model to estimate the source and receiver responses using reciprocity and a limited amount of lateral smoothing of the Green's function.
The channel estimation procedure is repeated for different offset ranges and for different common-source/common-receiver subarrays. Because blind channel identification retrieves the source and receiver responses up to a complex scaling factor, amplitude and instantaneous phase jumps can still exist in the estimated responses between subarrays. In addition, time shifts can be introduced between these subarray responses because we do not have control on absolute timing. Only differences within each subarray are resolved. This means that considerable amplitude and phase differences can arise in the response retrieved for a source or receiver shared by two subarrays. Corrections for these differences are necessary to make the estimates for the source and receiver responses consistent with each other ͑Lin and Waag, 2002͒.
By using a moving-window operator to form the subarrays ͑Fig-ure 3͒, we create redundancy in the channel estimates to determine the unknown scaling factors and time shifts. The time shift between two adjacent ͑overlapping͒ subarrays can be determined from the time shifts in the estimated channel responses within each subarray. The instantaneous phase difference is determined by optimizing the crosscorrelation of the source and receiver responses shared by two adjacent subarrays. The amplitude differences are subsequently retrieved using the energy differences between these responses.
Equalization procedure
In conventional static approaches, the source and receiver terms are time shifts that need to be compensated for to optimize the stack power ͑Ronen and Claerbout, 1985͒. In the newly developed approach, the source and receiver terms are parameterized as FIR filters. Compensating for these filter responses yields the input to the SIMO model. As in conventional statics, this can be interpreted as optimizing the stack power. The parameters of interest are thus the coefficients of a linear inverse of the estimated channel, or, more accurately, the input to the SIMO model. This allows us to use a multichannel-deconvolution procedure instead of inverting each source and receiver response individually. Multichannel deconvolution has two attractive properties ͑Berenstein and Patrick, 1990; Moulines et al., 1995͒: ͑1͒ The existence of finite-impulse, response inverse operators that are exact in the absence of noise. This property does not hold in the classical monochannel case, where the channel inverses have infinite length. ͑2͒ The inverse operators are less sensitive to noise compared to the classical monochannel case. The deconvolution procedure is detailed in Appendix B.
Figure 3 schematically represents the equalization procedure. We apply the channel equalizers to the data and consequently stack the results to obtain the common-offset Green's functions, which are the input to the SIMO model ͑Figures 1 and 2͒. This operation compensates for both amplitude and phase perturbations and is robust to noise. Large-amplitude perturbations can also be taken into account as a preprocessing procedure using a surface-consistent deconvolution procedure, for example, using the methodology developed by van Vossen et al. ͑2006a,b͒.
Thus, the waveform static-correction procedure incorporates two steps:
1͒ Estimating and compensating for intra-array waveform perturbations 2͒ Array forming in partial common-offset gathers to increase the signal-to-noise ratio
The multichannel-equalization procedure is repeated for each offset range and each source/receiver position to compensate the entire data line for the source and receiver perturbations. As shown in Fig 
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ure 3, the ͑digital͒ array forming does not influence the spatial wavefield sampling.
SYNTHETIC EXAMPLE
Consider the models shown in Figure 4 . The model in Figure 4a serves as a reference model. The corresponding synthetic data, computed with a 2D, viscoelastic finite-difference code ͑Robertsson et al., 1994͒, are shown in Figure 5 . The data contain a relatively strong first arrival, followed by the signal from the bottom reflector, and include near-surface reverberations. The model in Figure 4b has additional near-surface complexities, including a channel-type feature and an additional dipping reflector. The corresponding data are shown in Figure 5b . These data clearly show the signature of the channel feature. The dipping layer changes the moveout characteristics with respect to the reference data.
The goal of the synthetic experiment is to illustrate the performance of the algorithm. The fundamental question is whether it is able to compensate for near-surface complexities, allowing us to resolve subsurface features; in this example, the signal of the bottom reflector. For clarity, we only consider receiver perturbations induced by the near-surface complexity. The source strength and wavelet are not varied in this experiment. Both the source and receiver spacing are 10 m. The source central frequency is 50 Hz; the time sampling interval is 1 ms.
We estimate the receiver responses using the procedure described in the previous sections. Note, however, that we cannot use reciprocity in this configuration. Reciprocity can only be used as a constraint when both sources and receivers are deployed at coincident locations at the free surface. The estimates are thus obtained using the common-receiver supertraces only. The receiver subarrays consists of five receivers, and each supertrace contains data concatenated from 11 source positions. The channel length is 40 ms in the estimation procedure. Postprocessing, determining the time shifts and scaling factors between the individual subarray responses, yields the receiver channels for the entire receiver array ͑Figure 6͒. These clearly show that both the channel feature and the signature of the near-surface dipping reflector are identified. Figure 5c shows the result of compensating the data in Figure 5b for the near-surface perturbations using the multichannel-deconvolution procedure. Comparing the compensated data to the reference data ͑Figure 5a͒ shows that the moveout characteristics of both the direct arrival P1 and the signal from the bottom reflector P2 are retrieved correctly. As expected, the receiver-side reverberations M1 and M2 differ from those in the reference model, because of multiple scattering. Furthermore, the multichannel deconvolution results in changes in the waveform. Note as well, some amplitude loss at both edges of the scatterer in the compensated data.
These results indicate that the presented algorithm is able to compensate for near-surface complexities and allows a better identification of the signal from subsurface reflectors. Rather than showing more complex synthetic examples, we illustrate the performance of the methodology in a ͑more realistic͒ geometry with both sources and receivers deployed at/close to the free surface on field data.
APPLICATION TO MICHIGAN DATA
Next, we illustrate the method on a seismic line acquired by WesternGeco in Michigan. This is an interesting application because near-surface conditions change along the acquisition line from moist-to-wet sediments between 0 and 600 m to dry sands beyond that point ͑noted at time of acquisition͒. The location of the dry sands coincides with the more elevated sections along the acquisition line ͑Figure 7͒. As shown by van Vossen et al. ͑2006a͒, these changes in near-surface conditions significantly distort the recorded data. Furthermore, Campman et al. ͑2006͒ identified substantial near-receiver scattering.
Geometry
A subset of the data is used comprising recordings of 100 shots by 100 receivers. Each shot was recorded by the entire line of receivers, which were deployed at a fixed surface location. Both source and re- . ͑a͒ Shot gather in reference model ͑Figure 4a͒. The labels indicate the direct arrival ͑P1͒, the corresponding reverberation ͑M1͒, the arrival of the bottom reflector ͑P2͒, and its corresponding free-surface multiple ͑M2͒, respectively. ͑b͒ Corresponding shot gather in model with near-surface complexities ͑Figure 4b͒. ͑c͒ The shot gather shown in ͑b͒ compensated for near-surface complexities using blind channel identification. 
Preprocessing
The following preprocessing steps are applied to the data: ͑1͒ spherical divergence corrections to compensate for energy decay with offset, and ͑2͒ surface-consistent amplitude corrections ͑van Vossen et al., 2006a͒. These two steps are included to reduce the bias in the channel estimates caused by either receiver perturbations in the common-source supertraces and vice versa. Recall that both source and receiver amplitude corrections were significant for these data ͑van Vossen et al., 2006a͒. An example of the preprocessed input data is shown in Figure 8 . The trace-to-trace variations in this common-shot gather are indicative for the near-surface perturbations. Another problem in the data is the source-generated noise, i.e., ground roll and guided waves. The guided waves coincide in time and can completely mask reflection events.
The source-generated noise is very sensitive to differences between the source radiation pattern and the sensitivity kernel of the vertical-component receiver. As a result, the validity of reciprocity is not garanteed for these events. Therefore, we selected data windows that excluded most of this energy, while keeping most energy of the refracted and reflected waves.
Because most of the recorded data are contained in the frequency range between 10 and 100 Hz, we can enhance the performance of the channel-identification procedure exploiting oversampling of the recorded data ͑Moulines et al., 1995͒. Virtual traces are created with a sampling interval of 4 ms.
Channel estimates
The channel estimation procedure requires an estimate for channel order L, i.e., we need to determine the length of the channels. For this purpose, we use L-curve analysis ͑Hansen, 1992͒. This analysis allows us to determine the channel length based on error analysis. In the channel-estimation procedure, the error is given by the eigenvalue of matrix Q ͑equation A-16͒ normalized by its largest eigenvalue. This value indicates the relative projection of the estimated channels onto the noise subspace, i.e., the value of 0.05 means that 5% of the magnitude of the estimated channels are in the noise subspace. Figure 9 shows a typical L-curve for the source/receiver group centered around location ͑i = 4͒, including traces recorded at the positions k = 31 to k + Q = 50. As expected, the error decreases when more degrees of freedom are allowed, i.e., increasing the filter length. The typical L-shape of this curve is easily recognized: For short filters, the error decreases rapidly when the channel order is increased. For increasing channel order, the error decreases only marginally, which can be attributed to fitting the noise instead of the signal. In that case, the difference between the smallest eigenvalues also becomes smaller ͑see Figure 9͒ , which indicates that the estimated channels become nonunique. Nonuniqueness is a potential problem because it can result in inconsistent estimates for the source and receiver perturbations. This is referred to as channel-order overestimation. Based on several L-curve experiments, we decided to work with a filter length of 36 ms.
We further test the consistency of the estimated channels by analyzing the similarities between the channel estimates at identical surface positions using different data subsets. For example, by shifting the surface location from position ͑i͒ to ͑i + 1͒, estimates are obtained for four common-source/ receiver positions. In addition, 
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channels are estimated for different offset ranges. The maximum of the normalized crosscorrelation is a suitable measure for the channel consistency. Figure 10 shows that the estimated channels are consistent except in the near-source region represented by the diagonal with low correlations. In this region, we cannot assume that the wavefield is reciprocal. Furthermore, we cannot select a data window that dominantly contains reflected waves in this offset range. Figure 11 shows the source and receiver responses obtained along the spread. These results were obtained using the recordings from the first 20 receivers in the common-source supertraces and the data generated by the first 20 sources in the common-receiver supertraces.
The source and receiver responses demonstrate that both are sensitive to changing near-surface conditions ͑see Figure 7͒ . Both the phase and the frequency content of the wavelets are influenced. The timing changes because of the elevation differences along the spread ͑Figure 7͒. The frequency content changes because the noise-subspace approach yields channel estimates within the bandwidth of the recorded signal. For the explosive sources located in the dry sands, especially the high-frequency content of the generated signal is strongly attenuated. This explains the low-frequency content of the estimated channels for the sources in this region.
We also observe phase differences between the source and receiver terms, e.g., compare the source and receiver responses in the interval between 0 and 500 m to those in the interval between 600 and 1000 m. This is a result of the different responses of the explosive sources and the receivers to the changing near-surface conditions. Furthermore, we observe that especially the responses for adjacent receivers are variable, whereas the source responses are relatively smooth. This was also observed for the amplitude corrections ͑van Vossen et al., 2006a͒. Finally, no source and receiver responses are computed for the void records, which are displayed as white traces.
Results on prestack data
Source and receiver perturbations affect the trace-to-trace consistency, especially in CMP gathers, since both the source and the receiver locations change from trace to trace. Therefore, we illustrate the performance of waveform static corrections on prestack CMP data. Figure 12 shows the data collected in the CMP at 500 m, and Figure 13 zooms in on a detail of the CMP gather. For display purposes, we applied a high-pass filter to reduce the effects of ground roll, and exponential amplitude scaling with time. We applied a lowpass filter to the uncorrected data to equalize the bandwidth.
A comparison between Figures 12a and b shows that the waveform static corrections have greatly improved the continuity of the events in the CMP gather. In addition, the depth resolution of the prestack data has been significantly enhanced. The application of the waveform statics enables us to observe coherent events that were completely masked by the source and receiver perturbations.
Similarly, a comparison between the details of the CMP gathers in Figure 13a and b shows that the waveform statics increase the traceto-trace consistency in the data, indicating that we successfully correct for near-surface waveform perturbations.
Besides, it can be observed that the method is also able to reconstruct missing traces or void records. This is a result of the multichannel implementation for the waveform static corrections. By imposing smoothness constraints on the common-offset Green's functions, we implicitly interpolate the wavefield.
Results on poststack data
We evaluate the performance of the waveform static corrections on poststack data. The basic stacking sequence comprises the fol- lowing steps: ͑1͒ mute ground roll, air blast, and refractions ͑per-formed in common-receiver domain͒; ͑2͒ normal moveout correction; and ͑3͒ CDP stack. Figures 14 and 15 show the application of waveform static corrections on poststack data. The application of the waveform static corrections greatly improves both the depth resolution and the continuity of reflectors. The spurious dipping events, presumably related to the guided waves, are effectively suppressed, unmasking the signature of structures at depth. The application of waveform statics yields a substantial improvement in the image of the subsurface.
We compare the poststack results with the stack obtained with static time-shift corrections only. Application of the conventional approaches required a two-step approach, since residual static-correction methods only could not resolve the step feature in the timing caused by the topography. Hence, conventional static-correction methods need information on local near-surface velocities to determine the time shifts caused by elevation differences along the spread. This information can be obtained using refraction experiments or from uphole surveys. In contrast, the waveform static approach is able to resolve long-wavelength static features ͑see Figure  11͒ and, therefore, does not require additional information on nearsurface velocities.
Here, we determined the static time shifts from the source-and receiver-waveform responses ͑Figure 11͒, and, consequently, we applied residual static corrections based on optimizing the stack power ͑Ronen and Claerbout, 1985͒. Comparing panels a and c in Figure 14 shows that application of the static time shifts flattens the shallow reflectors. However, the spurious dipping events, which are effectively removed by the multichannel waveform static-correction procedure, are not suppressed by static time-shift corrections. As a result, deeper structures are not well resolved.
The excellent performance of the new approach is thus a result of combining ͑1͒ waveform static corrections, and ͑2͒ array forming in the common-offset domain.
DISCUSSION
A critical issue is that the presented waveform static-correction method puts constraints on the acquisition geometry. We assumed a geometry with identical source and receiver sampling. This allows us to use reciprocity as a constraint for determining source and receiver perturbations. This sampling is also required for the construction of the supertraces ͑Figure 2͒; i.e., we use the common-offset plane as the common-trace plane. We cannot operate in the commonoffset plane when the source and receiver samplings are not identical.
Even when the source and receiver samplings are identical, there are limitations to the applicability of reciprocity in practical situations. First, the seismic source is strong enough to excite nonlinear wave-propagation effects in the near-field. Hence, in this region, the convolutional model and reciprocity cannot be used to decompose the seismic trace into its individual components. Indeed, we observe that the source and receiver estimates in the near-source region deviate from estimates obtained in the far-field ͑see Figure 10͒ . Second, Figure 12 : ͑a͒ shows the data before the application of waveform statics; ͑b͒ shows the data with waveform static corrections.
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van Vossen and Trampert the source directivity or radiation pattern usually deviates from the sensitivity kernel of the receiver component considered, in this case, the vertical component. Especially source-generated noise, such as ground roll and guided waves, is very sensitive to differences between the source radiation pattern and the sensitivity kernel of the vertical-component receiver. As a result, the validity of reciprocity is not guaranteed for these events. Therefore, the selection of a suitable data window excluding most of this energy, while keeping most energy of refracted and reflected waves, is essential in the presented methodology.
It should be noted that the common-offset approach presented in this paper does not strictly require that the data are acquired using ͑nearly͒ coincident source/receiver positions. Under the smoothness assumption for the common-offset medium response, we can still use reciprocity of the common-offset medium response as an indicator to detect the source and receiver perturbations when receivers are, for example, positioned half-way between the sources. Furthermore, based on the synthetic experiment, we expect that it is not necessary to invoke reciprocity at all of the source and receiver positions.
More flexibility in the acquisition geometry is allowed, implementing the waveform statics in the CMP domain, i.e., using, instead of the common-offset plane, the CMP plane as a common-trace plane ͑Figure 2͒. This approach generalizes the conventional CMPbased static time-shift corrections to CMP-based waveform static corrections. This approach does not require identical source/receiver sampling.
A drawback of CMP-based methods is that they perform best when applied to primary-reflection data only. After NMO and spherical-divergence corrections, variations in a CMP gather are attributed to the source and receiver perturbations. However, the offset response still varies for multiples, which could bias the estimates for the source and receiver responses. Thus, the application of waveform static corrections in the CMP domain would require a larger processing effort to remove multiples and guided waves from the data prior to the application of the statics. It must be realized, however, that the performance of the multichannel filter operators that are Figure 14 : ͑a͒ shows the data without static corrections; ͑b͒ shows the data with the waveform static corrections applied.
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commonly used to suppress guided waves strongly deteriorates in the presence of ͑intra-array͒ static perturbations. The common-offset approach as presented in the paper, on the other hand, potentially allows the use of more data because the common-offset response is relatively smooth for both primaries and multiples. Therefore, it enables us to use, potentially, a larger part of the wavefield to compute the static waveform corrections. Because guided waves are a significant problem in the data example shown in this paper, we decided to operate in this domain to compute the waveform statics. Because of increased flexibility in acquisition geometry, the application of waveform statics in the CMP domain remains, especially for 3D land-seismic surveys. In such acquisition geometries, the conditions for identical source/receiver sampling are not likely to be met.
CONCLUSIONS
Near-surface wavefield perturbations are very complex and compromise both processing and imaging in land seismics. Hence, successful imaging requires corrections for these near-surface wavefield perturbations. Conventional methods parameterize these perturbations as surface-consistent time and amplitude anomalies and need information on near-surface velocities. We developed a procedure to determine full-waveform static corrections. The waveform statics are obtained using blind channel identification. This method is fully automatic and purely data-driven. Contrary to conventional methods, it does not require information on near-surface velocities. Furthermore, static corrections are applied as a multichannel-filter operation.
We applied the method to synthetic data and to part of a field data set acquired in an area with significant near-surface heterogeneity. The application of waveform static corrections greatly improves the trace-to-trace consistency in prestack data. Furthermore, the method is very effective in suppressing coherent noise. The procedure delineates reflection events that are difficult to detect prior to the application of waveform statics. Based on these results, we conclude that full-waveform static corrections can successfully remove complex near-surface wavefield distortions from land-seismic data. The field-data example demonstrates that the waveform static corrections can greatly enhance the imaging capabilities of land-seismic data.
where the matrix F q reads,
The goal of channel identification is to determine the channel coefficients h ជ from the multichannel measurements y ជ.
Subspace-based channel estimation
The channel estimation procedure developed by Moulines et al. ͑1995͒ uses the autocorrelation matrix R y of the measurement vector y ជ q :
where E͑.͒ denotes mathematical expectation. Since the additive noise is assumed to be independent of the transmitted sequence, R y can expressed using equation A-5 as ͑Gardner, 1986͒
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where R a = E͑a q+L a q+L T ͒, R n = E͑n ជ q n ជ q T ͒.
͑A-9͒
The source correlation matrix R a has dimensions ͑q + L͒ ϫ ͑q + L͒. The noise is assumed to be uncorrelated and has zero mean. The noise covariance matrix R n has dimensions ͑qP͒ ϫ ͑qP͒, and is assumed to be R n = 2 I.
͑A-10͒
The signal and noise subspaces can be determined using the eigenvalue decomposition of R y :
where 1 Ն 2 Ն . . . Pq denote the eigenvalues of R y , and v ជ i are the unit-norm eigenvectors associated with the eigenvalues. The identification of the channels via blind deconvolution requires some conditions on the channels themselves and on the source. The sufficient identifiability conditions ͑Xu et al., 1995͒ are: ͑1͒ the channel-impulse responses h ͑i͒ are coprime or do not share common zeros, and ͑2͒ the input to the SIMO system must have a Hankel matrix whose rank is equal to or larger than L + q; the matrix F q ͑h ជ ͒ is full rank. If these conditions are satisfied, then rank ͓F q ͑h ជ ͔͒ = q + L. Furthermore,
• The qP − ͑q + L͒ minimal eigenvalues of R y are equal to 2 :
q + L + 1 = q + L + 2 = ... = qP = 2 . ͑A-12͒
• The eigenvectors corresponding to these minimal eigenvalues are orthonormal to the columns of the matrix F q ͑h ជ ͒:
v ជ i T F q ͑h ជ ͒ = 0 for i = q + L + 1, ... ,qP. ͑A-13͒
The eigenvectors corresponding to the qP − ͑q + L͒ smallest eigenvalues form the basis of the so-called noise subspace. Its orthogonal component is referred to as the signal subspace.
In practice, only sample estimates of R y and thus v i are available, and equation A-13 is solved in the least-squares sense. This leads to the minimization of the following quadratic form:
͑A-14͒
Since convolution is a commutative operator, the filtering-matrix structure can also be imposed on the noise-subspace eigenvectors ͑Moulines et al., 1995͒. Equation A-14 may thus be expressed as
͑A-16͒
Note that F q ͑v ជ i ͒ is partitioned in a similar form as F q ͑h ជ ͒. The filtering-matrix structure is imposed on the coefficients corresponding to each individual channel ͑equations A-3 and A-6͒.
Estimates of h ជ can be obtained by minimizing equation A-15 subject to a quadratic constraint: Minimize q͑h ជ ͒ subject to ͉h ជ ͉ = 1. The solution is the unit-norm eigenvector associated to the smallest eigenvalue of matrix Q. The magnitude of the smallest eigenvalue is an error measure. Information on the performance and computational cost of the subspace algorithm can be found in Qiu and Hua ͑1996͒.
APPENDIX B EQUALIZATION
Having obtained the channel coefficients by the procedure described in Appendix A, the inverse filter or equalizer is defined by ͑Moulines et al., 1995͒ E = ͓F q T ͑h ជ ͒F q ͑h ជ ͔͒ −1 F q T ͑h ជ ͒.
͑B-1͒
In order to stabilize the multichannel deconvolution, we use truncated singular-value decomposition ͑Lanczos, 1961͒ to compute the inverse ͓F q T ͑h ជ ͒F q ͑h ជ ͔͒ −1 . We truncate the singular values i of ͓F q T ͑h ជ ͒F q ͑h ជ ͔͒, which are smaller than c 1 , where 1 is the maximum singular value and c is a positive constant. Truncation of the singular values can be considered as prewhitening. We use the following value for the prewhitening factor: c = 0.01.
