The Dreyfus-Wagner algorithm is a well-known dynamic programming method for computing minimum Steiner trees in general weighted graphs in time O * (3 k ), where k is the number of terminal nodes to be connected. We improve its running time to O * (2.684 k ) by showing that the optimum Steiner tree T can be partitioned into T = T 1 ∪ T 2 ∪ T 3 in a certain way such that each T i is a minimum Steiner tree in a suitable contracted graph G i with less than k 2 terminals. In the rectilinear case, there exists a variant of the dynamic programming method that runs in O * (2.386 k ). In this case, our splitting technique yields an improvement to O * (2.335 k ).
Introduction
The Steiner tree problem is one of the most well-known NP-hard problems: Given a graph G = (V, E) of order n = |V |, edge costs c ∈ R E + and a set * Email: bfuchs@zpr.uni-koeln.de † Email: kern@math.utwente.nl ‡ Email: xinhuiw@math.utwente.nl S ⊆ V of k = |S| terminal nodes, we are to find a minimum cost subtree T = T (S) of G connecting (spanning) all terminal nodes. Obviously, we may assume w.l.o.g. that C satisfies the triangle inequality and G is a complete graph (define edge costs by shortest paths).
The Steiner tree problem has been investigated extensively with respect to approximation (for a recent survey, see [1] ) and computational complexity, both from a theoretical and practical point of view, cf., e.g., [3] for an overview and [7] . Particular attention has been paid to the rectilinear Steiner tree problem, i.e., the case where the graph is a grid graph in the plane. For this case, which remains NP-complete [5] , so-called exact algorithms have been designed [3] , solving the problem in The goal of this paper is to present a modification of the well-known Dreyfus-Wagner algorithm(cf. [2] or section 2). In addition, the worst case complexity of O * (3 k ) of the Dreyfus-Wagner algorithm is -as far as we know -currently still the best for solving the problem in general graphs. We shortly describe the Dreyfus-Wagner algorithm in section 2. Section 3 then presents our modification, yielding an improved worst case complexity of order O * (2.684 k ). In section 4, Fößmeier and Kaufmann's algorithm is slightly modified and used as a subroutine in our algorithm to obtain a runtime of O * (2.335 k ) for the rectilinear case.
The Dreyfus-Wagner Algorithm
The Dreyfus-Wagner algorithm solves the Steiner tree problem for S ⊆ V by dynamic programming. More precisely, it computes optimal trees T (X ∪ v) for all X ⊆ S and v ∈ V recursively.
The crucial observation is as follows. Assume first that v is a leaf of the (unknown) optimal tree T (X ∪ v). Then v is joined in T (X ∪ v) to some node w of T (X ∪ v) along a shortest path P vw , such that either w ∈ X or w / ∈ X, i.e., w is a Steiner node in T (X ∪ v). In both cases we have
In case w is a Steiner node, it splits T (X ∪ w), i.e., we can decompose T (X ∪w) = T (X ∪w)∪T (X ∪w) for some nontrivial bipartition X = X ∪ X . We may thus write (abusing the notation slightly in an obvious way)
where the minimum is taken over all w ∈ V and all nontrivial bipartitions X = X ∪ X . Note that (1) also holds in case w ∈ X if we let X = X \ {w} and X = {w}. Finally, note that (1) also remains valid without our assumption of v being a leaf in T (X ∪ v). Indeed, if v is an internal node of T (X ∪ v), we may simply take w = v (and P vw = ∅).
The recursion (1) thus allows us to compute all optimal trees T (X ∪v) for v ⊆ V and X ⊆ S of size |X| = i recursively for i = 1, 2, · · · , k. Assuming that we have already computed all these trees up to level i − 1, the minimum in (1) for a given X ⊆ S of size |X| = i can be computed in time O * (2 i ). Hence, in total the algorithm takes
3 Improving the Dreyfus-Wagner Algorithm
The basic idea for improvement is as follows. We use the Dreyfus-Wagner algorithm to compute minimum Steiner tree for all subsets of S of size at most k 2 (or even less), and then seek to compose the minimum Steiner tree for S from these smaller trees. The basic difficulty to overcome is the following. Assume we knew that the minimum Steiner tree T for S contains some point v whose removal splits T into three branches T , T and T , connecting three corresponding subsets S , S and S of S of size approximately 
due to Stirling's formula.
For this reason, the standard way of decomposing T (as in the DreyfusWagner algorithm) turns out to be inadequate. We use instead the following kind of decomposition.
Definition. An r-split of a tree T ⊆ E is a partition
is connected. Now consider a fixed minimum Steiner tree T for S ⊆ V and an r−split T = T 1 ∪ · · · ∪ T r as above. So, T 1 is a subtree of T and for i ≥ 2, T i ⊆ E consists of several components, each of them containing exactly one node in the set
More precisely, let us define
. . , n are pairwise disjoint and if |A| is "small" compared to k = |S|, the S i are close to forming a partition of S. Using this kind of split-decomposition, it can be shown that T has a 2-split with
. As we will see, a (theoretically) even faster algorithm is obtained by considering certain 3-splits of T . Before analyzing these in detail, however, let us first state some simple facts.
Recall that we assume G to be complete. For B ⊆ V , we denote G/B the graph obtained from G by identifying all vertices b ∈ B with a new vertex v B (i.e., contracting all the |B|(|B| − 1)/2 edges induced by B). Edge costs in G/B are again defined via shortest path distances.
Lemma 1 Let T ⊆ E be a minimum Steiner tree for S ⊆ V and let
Then it is straightforward from the definition of r−split that
We are left to prove minimality of T i . LetT i ⊆ E be any Steiner tree for
is connected (asT i connects to v A i ) and spans
In what follows, we focus on 3-splits of the minimum Steiner tree T for S ⊆ V , |S| = k. Note that any 3-split T = T 1 ∪T 2 ∪T 3 may also be considered as a 2-split T = T 1 ∪ (T 2 ∪ T 3 ). So, in particular, the following result implies the existence of a 2-split T = T 1 ∪ T 2 with |S 1 | ≈ |S 2 | ≈ such that each component C j of T \ A 0 is "small" in the sense that it connects a subset S 0 j ⊆ S of at most k elements.
We now construct T 1 by successively adding such small components, one at a time, together with the corresponding connecting nodes a ∈ A 0 , say,
holds. We then construct T 2 by extending T 1 in a similar way, i.e.,
Note that, by construction, T = T 1 ∪T 2 ∪T 3 is a 3-split with corresponding set of split nodes A ⊆ A 0 . The set S 1 consists of all S
holds, establishing the proof of the claim.
The algorithm. After these preliminaries, it should now be clear how to proceed. Given > 0 and a suitable α ≤ 1 2 (to be determined below), we apply the Dreyfus-Wagner algorithm to compute minimum Steiner trees for all subsets of type 
, this takes time of order
which also gives the total time bound for the second phase of the algorithm. Setting = 0, we obtain an upper bound on the total computation time by solving k αk 2
or, according to Stirling's Formula 
The rectilinear case
Given a set S = {s 1 , . . . , s k } of points in the plane, the rectilinear Steiner tree problem asks for a shortest tree connecting the points in S, relative to the so-called Manhattan-metric (where the distance between two points is, by definition, the sum of the differences of their x-and y-coordinates). Equivalently, we may define an instance of the Steiner tree problem rectilinear, if the underlying graph G = (V, E) is a grid graph (the so-called "Hannan-grid") in the plane (with the grid being generated by the x-resp. y-coordinates of the points in S). We refer the reader to [8] for an introduction to the rectilinear case.
According to Ganley and Cohoon [4] and Fößmeier and Kaufmann [3] , the dynamic programming approach for computing minimum Steiner trees can be implemented more efficiently in the rectilinear case as follows. The basic notion is that of a full Steiner tree: If X ⊆ S is given, a minimum Steiner tree T = T (X) for X is full if each node in X is a leaf of T . We call X ⊆ S a full set if every minimum Steiner tree for X is full.
Clearly, every minimum Steiner tree T = T (X) for X ⊆ S decomposes uniquely into full components, i.e., edge-disjoint full subtrees. A crucial result of Hwang [6] states that, in the rectilinear case, full components (sets) can be assumed to have a certain simple topological structure. Subsets X ⊆ S with this particular structure are called candidate full sets. The set of all candidate full sets X ⊆ S is denoted by F(S). Given a candidate full set X ∈ F(S), one can (due to the particular simple structure of full components) easily compute (in linear time) a corresponding candidate full tree T f ull (X), which is guaranteed to be a minimum Steiner tree for X in case X is a full set. Adopting the notation
, we may thus compute minimum Steiner trees for all X ⊆ S by means of the recursion
where the minimum is taken over all decompositions X = X 1 X 2 with X 1 ∈ F (S) and |X 1 | ≥ 2. Note that when X ⊆ S itself is a full set, then X ∈ F(S), so we may take X 1 = X and let X 2 be a singleton.
The running time of this procedure depends on the number of candidate full sets. Indeed, letting
we find that computing the minimum in (3) takes time O * (|F(X)|) -assuming recursively that T (X 2 ) is known already for all subsets X 2 ∈ S of size
The main result of Ganley and Cohoon [4] states that (due to the specific topological structure of full sets), only very few subsets of X are candidate full sets. More precisely, they show that for |X| = i we have |F(X)| ≤ 1.62 i . This bound is further improved by Fößmeier and Kaufmann [3] to |F(X)| ≤ 1.386 i . As a consequence, the total running time of the recursion, applying (3) to all sets X ⊆ S with increasing size |X| = i, can be bounded by
Applying our splitting technique to this recursion, we would-just like in section 3-compute the minimum Steiner trees only up to a certain level i = αk, α < 1 2 . The time consumed by this computation is
On the other hand, searching for the unknown 3-split would roughly (we set = 0) take
Again, the best upper bound on the running time of our algorithm is obtained by balancing (5) and (6) . For α ≈ 0.477, we obtain an upper bound of O * (2.335 k ) -a minor improvement over the original bound (4). There is one problem that we are left to solve: Recall that in "phase 1" of our algorithm we compute small Steiner trees up to level i = αk not only in G, but also in certain contracted graphs. But these graphs are in general not rectilinear anymore! A moment's thought, however, reveals that this problem as simply non-existent. Indeed, the only reason for considering contracted graphs in section 3 is notational convenience: Assume, for example, that we are to compute (recursively) the minimum Steiner tree for a certain subset
This is tantamount to looking for a minimum Steiner A-forest for X in G, i.e., a minimum length forest F ⊆ E, connecting all of X to A. In other words, a Steiner A-forest for X consists of |A| tree components (|A| ≥ 1), each containing exactly one node of A. Thus a minimum Steiner A-forest F ⊆ E gives rise to a minimum Steiner tree F in G/A and conversely.
Rather than computing minimum Steiner trees for various sets X ∪ v A in certain contracted graphs G/A, we compute minimum Steiner A-forests in G for various sets X and A. In the rectilinear case, this can be done in complete analogy to the full set dynamic programming approach described above.
For X ⊆ S \ A, |A| ≥ 1, let F A (X ∪ A) denote the minimum Steiner A-forest for X. Then F A (X ∪ A) consists of at most |A| nonempty tree components. (Recall that we always consider a tree as a set of edges. So a tree component consisting of a single vertex a ∈ A is empty.) Each such nonempty tree component contains exactly one node a ∈ A and decomposes into one or more full components. Thus we can compute F A (X ∪ A) recursively from F A (A) = ∅ and
where the minimum is taken over all candidate full sets X 1 ∈ F(X ∪ A) with X ∪ A = X 1 (X 2 ∪ A). Note that the dynamic program (7) is (for fixed A) very similar to (3). (Indeed, we formally obtain (4) from (7) by setting A = ∅.) This completes our proof of the upper bound on the running time.
Concluding remarks
We presented a splitting technique to speed up the dynamic programming approach to minimum Steiner tree computation. We do not claim that our improvements as presented in sections 3 and 4 are of any practical use. Yet it might turn out that already for small values of |A|, say |A| < 4, the existence of 2-splits with |S i | fairly close to k/2 can be guaranteed. This needs to be further investigated, as it might well be of practical interest.
