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Abstract
Integrating datasets from different disciplines is hard because the data are often qualitatively different in
meaning, scale, and reliability. When two datasets describe the same entities, many scientific questions can be
phrased around whether the similarities between entities are conserved. Our method, CLARITY, quantifies
consistency across datasets, identifies where inconsistencies arise, and aids in their interpretation. We explore
three diverse comparisons: Gene Methylation vs Gene Expression, evolution of language sounds vs word use,
and country-level economic metrics vs cultural beliefs. The non-parametric approach is robust to noise and
differences in scaling, and makes only weak assumptions about how the data were generated. It operates by
decomposing similarities into two components: the ‘structural’ component analogous to a clustering, and
an underlying ‘relationship’ between those structures. This allows a ‘structural comparison’ between two
similarity matrices using their predictability from ‘structure’. The software, CLARITY, is available as an R
package from github.com/danjlawson/CLARITY.
1 Introduction
The need to compare different sources of information about the same subjects arises in most quantitative
sciences. With sufficient effort, it is always possible to construct a model that accounts for data of arbitrary
complexity. But without this work, can we visualise the data to determine whether the different sources
describe the same qualitative phenomena?
Many datasets are best expressed in terms of similarities or differences between subjects, and are frequently
compared by plotting the resulting matrices side by side. Examples include the co-evolution of language
and culture [Sokal, 1988], as well as with genetics and phenotype [Creanza et al., 2015], which are all linked
through their geographical constraints and shared history. Further uses include identifying brain function using
neural activity patterns [Kriegeskorte et al., 2008], understanding disease through comparing the expression
of genes with biomarkers [Grigoriadis et al., 2012], toxicology prediction comparing the activation of biological
pathways [Ro¨mer et al., 2014] and understanding bacterial function by comparing nucleotide variation to
that of amino acids [Zhang et al., 2018].
We describe a new method that is computationally efficient and can be applied whenever similarities
can be defined. We present two diverse examples with careful detail - comparing lexical to phonetic data in
linguistics, and examining the interaction between culture and economics. Beyond providing a new method
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with extremely wide applicability, this paper aims to focus attention on the problem area of structural
comparisons in general.
1.1 The purpose of CLARITY
Figure 1 is a ‘graphical abstract’ to illustrate what CLARITY is designed to detect. Rather than learning a
model-based structure, it identifies features of one dataset that are anomalous in the second - marginalising
out structures present in both.
CLARITY works with similarities. A ‘similarity’ is a general measure of how close two elements are. A
dissimilarity is treated as mathematically equivalent to a similarity in our representation. Unlike distances,
dissimilarities need not be symmetric, nor satisfy other useful properties such as the triangle inequality.
However, the better chosen a similarity measure is, the better empirical performance can be expected.
Comparison of similarity between entities is a general purpose tool. Similarities can often be defined even
when the data does not form a convenient space, e.g. in neural spike trains [Victor and Purpura, 1997] or
genetic relatedness [Lawson et al., 2012]. Similarities are more general than covariances and make a richer
representation than a tree - all trees can be represented as a distance, but the converse is not true. They can
be defined on regular feature matrices, or on richer spaces, and are robust to the inherent complexity of the
data.
CLARITY should have wide application across many disciplines. The paper is written to allow non-
specialists to gain insight into the approach and its correct interpretation. Users of the methodology should
read the Results and Discussion section, which include a simulation as well as real examples that should be
insightful for specialists and non-specialists of the application area. Further mathematical justification and
technical details are available in Methods.
1.2 Overview of comparison approaches
How different is the information provided about the same subjects in two datasets? For what follows, we are
interested in the relationship between the subjects, rather than particular features in the datasets, and we
assume that we have enough information to build a meaningful similarity matrix between the subjects.
The gold standard approach involves generative modelling, in which the joint model for both datasets is
specified. Examples include host-parasite coevolution [Brooks, 1979] and comparing linguistic and genetic
data [Amorim et al., 2013]. However, each analysis is bespoke, requiring an expert modeller able to specify a
joint model for the two datasets.
If the datasets take a matrix form then testing whether two matrices are statistically equivalent is another
natural starting point. For this, Mantel’s test [Mantel, 1967] and related approaches [Smouse et al., 1986],
can be used. However, for the sort of scientific investigation that we are considering here, the null hypothesis
that the two datasets have ‘the same’ distribution can often be rejected a-priori.
Data can be directly compared by transforming one to look like the other. When applied to matrices, the
important class are Procrustes transformations [Hurley and Cattell, 1962], which use rotation, translation
and scaling [Schneider and Borlund, 2007] to perform the matching. Procrustes transformations have been
used for testing matrix equality [Jackson, 1995], and are often combined by first performing rank reduction
via Spectral decomposition for matrix comparison, e.g. [Peres-Neto and Jackson, 2001].
If we are not constructing an explicit model of both datasets, nor testing whether they are identical,
then the remaining options revolve around constructing summaries that can be compared. Many methods
exist to compare covariance matrices. Testing [Steiger, 1980] is again straightforward. Metrics comparing
covariance matrices exist [Fo¨rstner and Moonen, 2003], while spectral methods, such as common principal
component analysis [Flury, 1988], allow theoretical statements to be made about the results of a comparison
[Flury, 1986].
Another important class of summary are tree-based methods that represent each dataset as a tree, which can
be compared using standard metrics. These include topological distance [Penny and Hendy, 1985, Bille, 2005],
and tree-space [Nye et al., 2017], and the approach is implemented in popular packages such as ‘phangorn’
[Schliep, 2011] in R. The downside is that handling model uncertainty is difficult, with only some types of tree
being stable to small changes in the data [Carlsson and Me´moli, 2010]. Often the data are not completely
hierarchical - for example, tree-based methods can be misleading when the data have a mixture element to
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Figure 1: What is CLARITY For? CLARITY analyses a target dataset to find structural differences from
a reference dataset describing the same set of subjects. a) A simulated Methylation/Expression heatmap
comparison from [Gu et al., 2016] with added anomalies (see Methods 4.5). i. A reference dataset is used to
learn structure; here, simulated Methylation patterns across the genome. ii. The structure is used to predict
the similarities in the target dataset; here, gene expression data at the same loci, with inserted anomalies. The
data need not describe the same features (here, samples with Tumor/Control status). iii) CLARITY presents
results as a ‘persistence chart’, indicating residuals of the model fit at different complexity K. Poor model fit
for low K indicates that clusters in the datasets may have different importances, whereas persistent residuals
over a range of K indicate which subjects (here, loci) are structurally different between the target data
and the reference data. What is complexity in CLARITY? Illustrated with a (different) hierarchical
simulated dataset (see Section 4.6). i) Data samples are generated as observed with features, belonging to
clusters under a ‘true structure’, all hierarchical clusterings in the data. Clarity models the Similarity Y
between samples. ii) In a hierarchical dataset the inferred ‘structure’ at each complexity k relates to a ‘soft
hierarchy’, a set of mixtures Ak with k components. Adding components explains more substructure until
eventually only noise is explained. (Parameters: d = 100, true K = 10, σ = 0.005.)
them [Mossel, 2005]. Conversely, whilst mixtures might be compared using fixed-dimensional mixture based
methods [Tipping, 1999, Mahalanabis and Sˇtefankovicˇ, 2009], this can be misleading when the data have an
hierarchical element to them [Lawson et al., 2018].
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We are addressing scientific questions that relate to which similarity structures are present in two datasets.
There are other scientific questions that might be asked. For example, Canonical Correlation Analysis (CCA)
[Hotelling, 1936, Seber, 2009] and related approaches can be applied on datasets with matched features,
as in e.g. ecology [Ter Braak, 1987] and machine learning [Hardoon et al., 2004, Raghu et al., 2017]. CCA
addresses the question of which features in one dataset are important for understanding another. Because
of this focus on features, CCA cannot be used directly in any of the simulations or real datasets that we
consider below. Qualitatively this is because the datasets can match perfectly if the number of features is
higher than the number of subjects.
2 Results
2.1 High level view of CLARITY for comparing data from different sources
This section contains a high-level mathematical description of the sort of comparison CLARITY is useful for.
Technical mathematics is left for the Methods, Section 4.2.
CLARITY allows comparison of arbitrary datasets as long as the same set of d subjects are described by
each. It describes the similarity of a first ‘reference’ dataset Y1 in order to predict the similarity of a second
‘target’ dataset Y2. It uses a non-parametric decomposition of the reference using a sequence of increasingly
rich data reductions. At each complexity k ≤ d we decompose Y1 into:
a its structure Ak, which is a d× k matrix,
b the relationship X(k) between the structures, which is a k × k matrix.
This is used to make a structural comparison between the reference (dis)similarity Y1 and the target Y2,
by keeping the same structure but fitting a new relationship. The procedure can be described as:
0 Construct (dis)similarity matrices: Y1 and Y2, which are matrices of size d × d, from functions that
take pairs of subjects and return (dis)similarities.
1 Learn structure: Yˆ1,k = AkX
(k)
1 A
T
k for a range of complexities k.
2 Predict conditional on structure: Yˆ2,k = AkX
(k)
2 A
T
k at each complexity.
3 Evaluate prediction: examine the residuals R2,k =
(
Y2 − Yˆ2,k
)
as a function of d and k.
This is defined in detail in Methods (Section 4.2). However, at a high level, the key concepts are:
Structure Ak: Our concept of structure includes the top k eigenvectors, as used in Spectral methods
(Singular Value Decomposition, SVD and Principal Components Analysis, PCA). It also includes clusterings
and mixtures. SVD has also been theoretically linked to Kernel K-means clustering [Ding et al., 2005]. By
considering a range of model complexities, in Section 2.3 we show that if the data are generated under a
tree, the structure can be interpreted in terms of a ‘soft tree’, which can capture deviations from a strict tree
model.
Relationship Xk: Our concept of the relationship between structures covers properties (i.e. locations)
of the clusters; and the ‘branch lengths’ of a tree. In a PCA, the relationship is constructed from the matrix
of singular values by rotating, translating and scaling.
Structural comparison: The structure and relationship are defined in this way so that we can use
the structure from Y1 to predict Y2. Y2 may be numerically quite different if the relationships are different.
However, as long as the datasets can be predicted in this sense then we say that the matrices are structurally
similar ; this will happen if the same clusters and mixtures are important in both datasets.
Residual persistence charts: We use graphical summaries to present useful scientific insights, focussing
on structures that persist over a range of model complexity. These are inspired by the concept of persistent
homology from Topological Data Analysis [Wasserman, 2018]. When the complexity k is sufficiently high,
every (full rank) dataset can predict every other, so the important focus is on which structures in Y2 appear
late in the sequence defined by Y1. This is captured by the residual persistence Pik, a matrix whose entries
are the sum of the squared residuals of rows of Y , for each data subject i and complexity k.
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2.2 What does it mean to be structurally similar?
Two similarity matrices are structurally similar if one can be predicted from the other, using the partial
representation we have defined as structure. CLARITY is comparing similarity matrices Y which requires a
quadratic rather than linear model, which in its most simple form is:
Yˆ = AXAT ,
where A and X are intended to be ‘simpler’ (rank k) approximations to Y . If we seek to minimise a loss
L(A,X) which is the sum of the squares of the residuals:
L(A,X) =
d∑
i=1
d∑
j=1
R(i, j)2
where R(i, j) = Y (i, j)− Yˆ (i, j), then (see Methods Section 4.2) A is the matrix of the (first k) eigenvectors
and X the diagonal matrix of (first k) singular values of Y .
Y2 is structurally similar to Y1 if it can be predicted using this learned A and a new X2. Technically, if
Y2 is poorly predicted at complexity k then it is not close to the subspace spanned by the first k principal
components of variation in Y1.
A more interpretable model can be linked to this model. When A is instead chosen to be a mixture (that
is, its elements are non-negative and sum to one), X describes the similarity between ‘latent clusters’ and the
rows of A describe mixtures between these clusters. Similarity matrices are hence ‘structurally similar’ if
they can be described by the same mixture.
This mixture model is interpretable, as we demonstrate in the simulation study. Specifically, a ‘structural
difference’ at complexity k means that the cluster structures in Y2 are not in the k most important clusters
in Y1. Further, the subjects that are poorly predicted, i.e. whose cluster membership is not captured, can be
read off from the residual matrix.
Persistences and residuals decrease with model complexity and are affected by correlations between
similarities. Despite the complexities of working with a similarity matrix, in Theorem 2 (Methods Section
4.8) we prove that the model is stable in the presence of noise, so that if two datasets were resampled then
their structural similarities are not expected to change by a large amount. The theoretical and simulation
results together demonstrate that the CLARITY paradigm is performing a meaningful comparison.
2.3 Simulation study
Hierarchical data is common and naturally interpretable using CLARITY. In this section we simulate subjects
related by a tree and insert an interpretable structural difference between two datasets. The relationship
between structures includes features such as the branch lengths of the tree. The structure itself is defined
by the membership of subjects in the clusters. Both are detectable with CLARITY but changing structure
creates a much larger effect in the data.
2.3.1 Simulation model
The model creates data that is generated with N = 100 subjects observed at L = 2000 features, grouped
into K = 10 clusters related via a tree. This data is used for learning a CLARITY model. In Scenario A we
change the relationship only by regenerating the tree with the same topology but altering the branch lengths,
and resimulating data. In Scenario B we use the same changed branch lengths but additionally change the
structure A. See Section 4.6 for details.
2.3.2 Simulation results
Fig. 1b) shows how the CLARITY mixture model infers detailed structure of Ak capturing the clusters
present in the data when the tree is ‘cut’ at different heights. Fig. 1a) show that CLARITY is insensitive to
changes in the heatmaps themselves, but remains sensitive to changes in structure. Fig. 2 illustrates how this
is achieved.
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When we use the T1 structure (Fig. 2a) for prediction of a second similarity matrix formed from T2 (Fig.
2c and e), several situations may occur. In Case 1, T2 has the same node ordering as T1, any differences will
be completely absorbed by differences between X1 and X2, and the residuals and persistences of Y2 will be
distributed as for Y1 (see Section 4.4 for how this is estimated). In Case 2, T2 has the topology as T1 but the
node order differs, and so the required structures may not appear in exactly the same order but still all appear
in the PCs that represent the tree. The residuals and persistences may be larger at lower complexity, as
happens in Fig. 2c-d) and Fig. 1a-iii, but the entire difference can be explained at some complexity threshold.
Things are different in Case 3 when T2 has a different topology to T1 – perhaps containing mixtures as in Fig.
2e-f) or new clusters, such as Fig. 1a). Only then will important structure be absent until much higher k and
this will result in high and persistent residuals for the affected data (Fig. 2c, Fig. 1a).
The persistence P in Fig. 2f) identifies the clusters that are affected by the structural change: cluster group
t2 has significantly inflated P . Examining the residuals themselves at a specific k, Fig. 2e) identifies the two
clusters affected, which have highest off-diagonal shared residuals. In addition, they show that the ‘recipient’
cluster t2 has consistently high pairwise residuals. The ‘donor’ cluster t9 does not have exceptional residuals
overall, but does have the highest pairwise residual with the ‘recipient’ t2. Of note is that low-dimensional
representations (k = 1, 2) are not helpful because there is high intrinsic variability (i.e. these persistences are
large but not significant). We must have a ‘good enough model’ of Y1 before it is useful to understand Y2.
This interpretation is robustly replicated in simulations, as is shown in Fig. 2g-h) for 200 different
mixture-of-tree simulations. Specifically,
• Persistence is high in ‘recipient’ clusters of Y2 containing a mixture of two different signals of the
structure found in Y1.
• Squared residuals of the recipient cluster are high with all clusters that are topologically close, both
under the original structure and the ‘new’ structure in which the ‘recipient’ and ‘donor’ clusters are
close.
• Persistence for ‘donor’ clusters is not exceptional, but they are identifiable from their very high residuals
with the recipient cluster.
In this way, the residuals for tree-like data can be interpreted topologically by first identifying clusters
experiencing a high residual persistence and then identifying which clusters (which should be dissimilar in
the data Y1) are responsible for the increased residuals.
Whilst the Mixture model allows interpretation of how structural differences can be detected, both the
Mixture model and SVD model make comparable predictions. Fig. 3 shows that the same structural similarity
information is learned from the SVD model as in the Mixture model. The models predict Y1 with near
identical performance. Further, they both agree that the presence of different structure leads to poorer
prediction of Y2 from Y1 for a wide range of k.
In terms of computational complexity, the SVD method is dominated by the SVD (O(d3)). For reference,
it takes 6.75 minutes to run our SVD model for d = 5000 on a personal laptop, most of which is computing
the SVD. The mixture model is dominated by a d× d matrix inversion (O(d3) or better) but is in practice
slower as the convergence time of the iterative algorithm scales with d.
2.4 Two types of language change
Human languages change all the time in different ways. Some words that express one meaning get replaced by
others: Old English beorg and modern German Berg ‘mountain’ descend from one proto-word in their common
ancestor language, Proto-Germanic [Mallory, 1989], but modern English uses mountain that it borrowed
from Old French in the 13th century [MED, 2002]. At the same time, the way words are pronounced also
changes gradually: English mountain and French montagne ultimately stem from the same ancestral word,
but sound different today. There is no question that sound (i.e. phonetic) change and word-replacement (i.e.
lexical) change are correlated. Here, we use CLARITY to demonstrate that despite this high correlation,
there are clear structural differences between the two types of change. This indicates that there must be
subtle differences in how the two types of change operate in human communities.
There are two general sources for both types of change. First, each language changes on its own as time
proceeds, even in complete isolation from external influences [Trask and Millar, 2015]. Languages like English
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Figure 2: Interpreting residuals and persistences using simulated data, for d = 100 subjects from K = 10
clusters. Dissimilarities shown are averaged within clusters, whilst residuals and persistences are summed
to create population values. a) Learned tree and dissimilarity matrix. b) Residual persistence chart for the
learned data. c) Squared residuals and d) residual persistence, for new simulated data with the same structure
as in a). e) Squared residuals and f) residual persistence, for simulated data with a different structure to
a), for which some subjects in cluster t2 are a mixture with t9. For c-f) lack of significance at p = 0.01 is
illustrated by drawing a smaller rectangle. g-h) Replicated results averaged over 200 simulations. g) ‘excess
persistence’ which is the residual persistence of samples in the recipient cluster – i.e. t2 in the tree in e) –
with the mean residual persistence of the other samples subtracted. h) Summed squared residuals for different
parts of the residual matrix. Shown is the ‘recipient’ compared to the ‘donor’ – t9 in e) – as well as the
recipient compared to all non-donor samples, and the average residuals for all pairs of samples that were
neither recipient nor donor. Simulation settings: σ = 0.05, β = 0.5, for which in ‘Different Structure’, half of
the recipient cluster is affected by the mixture.
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Figure 3: The SVD model and mixture models have the same prediction. The plots show the norm of the
residuals ‖Y − AkX(k)ATk ‖F for the simulated data as a function of k. ‘learned’ is for Y1, ‘direct’ is when
we learn Y2 directly, and ‘predicted’ is when we predict Y2 from the structure of Y1. ‘Same structure’ is
Scenario A in which the topology is unchanged whilst the relationships between the clusters are randomised,
and ‘different structure’ is Scenario B in which the structure is also changed by changing the topology of
the generating tree. a) shows the Mixture model and b) the SVD model. (Simulation settings: d = 20, true
K = 20, σ = 0.01.)
and German still carry many of the changes that accumulated in their common ancestor, but in addition
each has been adding its own independent changes since they split from each other. Second, languages can
influence each other when there are multilingual people, this process is called language contact [Matras, 2009].
Thus medieval Old French influenced English in many ways, including the borrowing of mountain.
The true history of both phonetic and lexical change can be conceptualized as a graph that consists of
a “vertical” backbone tree that captures independent change, and “horizontal” edges that capture change
through language contact. Such a graph induces a similarity matrix between languages. Many graphs
may induce the same matrix, making direct inference of the history graph impossible in the general case,
Fig. 4(a-b). But the similarity matrix does allow us to distinguish between classes of graphs, cf. Fig. 4a-b)
and Fig. 4c). With CLARITY, we can infer from a similarity matrix a representation — the structure — of
the underlying graph, and check whether it can predict another matrix well. With two matrices representing
similarity due to phonetic vs. lexical change, we can use CLARITY to find out whether phonetic and lexical
change go hand in hand. Our null hypothesis is that lexical and phonetic change are aligned, because they
ultimately stem from the same interactions between speaker communities. It is the rejection of this null
hypothesis that would be scientifically interesting. This is the appropriate setup for applying CLARITY,
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which looks for evidence of differences between two (dis)similarity matrices.
a)
A B C
A B C
A 0.18 0.45
B 0.45
C
t(AB,C split) = 0.3
t(A,B split) = 0.1
b)
A B C
α
A B C
A 0.18 0.45
B 0.45
C
t(AB,C split) = 0.3
t(A,B split) = 0.15
t(A,B admix) = 0.05
α = 0.48
c)
A B C
β
pA 6=B < pA 6=C
pA 6=B < pB 6=C
pA 6=C = pB 6=C
pA 6=B < pA 6=C
pA 6=B ? pB 6=C
pA 6=C > pB 6=C
A B C
A 0.18 0.45
B 0.38
C
t(AB,C split) = 0.3
t(A,B split) = 0.1
t(B,C admix) = 0.05
β = 0.2
1Figure 4: Some history-of-change graphs are not distinguishable from dissimilarity matrices, and others are.
Let each of A, B, C be a feature descending from the root node, with a constant rate of change. Then the
probability of mismatch between X and Y, pX 6=Y , is a weighted sum of terms 1− e−t, where t is the length
of a path between X and Y in the graph, and the weights are given by the probabilities a given path was
taken, determined by admixture proportions α and β in b) and c). Graphs a) and b) differ, but with specific
values for the times of splits and α can lead to exactly the same probabilities of mismatch, and thus the same
dissimilarity matrices. Graph c), in contrast, leads to a different dissimilarity matrix over any choice of split
times and β as long as β is not 0.
Though in the limit of an infinite number of linguistic features, there exists a “true” matrix induced
by the history-of-change graph, in practice we have to work with estimates of such true matrices from a
finite amount of data. To achieve a reasonable estimate, we need many individual features, which in practice
requires automatic methods for inferring both phonetic and lexical similarity. As our data, we use one of
the largest existing historical-linguistic datasets, NorthEuraLex v0.9 [Dellert and Ja¨ger, 2017], which stores
phonetic transcriptions of words expressing 1016 different meanings in over a hundred languages. We focus
on the 36 Indo-European languages in NorthEuraLex, for which we computed measures of both phonetic and
lexical dissimilarity using a state-of-the-art method [Dellert, 2018], as discussed in more detail in Sec. 4.7.
Fig. 5a-b) illustrates that the resulting dissimilarity matrices for Phonetic and Lexical look very much alike.
This is due both to the two real-world processes of change being correlated, and to additional method-specific
source of correlation, namely the fact that our computational methods ultimately recover both Phonetic and
Lexical change from the same low-level phonetic data.
Despite the Phonetic and Lexical matrices being so similar, CLARITY uncovers considerable structural
differences, Fig. 5c-d). While the persistences are low across the board, most of the cells for predicting Lexical
from Phonetic, and many of the cells for Phonetic from Lexical, are significant at p = 0.05. The number of
significant cells expectedly falls at p = 0.01, SFig. 1. We have therefore conducted further checks to make sure
the mismatch between the two matrices discovered by CLARITY is real. We examined all p-values in both
directions of prediction, and found them generally low (SFig. 1). We also examined persistences not just from
the main analysis (shown in Fig. 5c-d), but from the resampling procedure (see Sec. 4.4), shown in SFig. 2.
They demonstrate an across-the-board difference in prediction quality for the same process of change vs. the
other process of change in most languages and prediction directions, thus providing a more fine-grained
back-up for our general mismatch conclusion than the point-estimates for p-values. Finally, we checked that
as we increase complexity K in CLARITY, we capture the real signal in the data rather than noise due to
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sampling. For that, we applied 2-fold cross-validation, observing considerable increases in prediction quality
up to around K = 20, and small further increases at higher K. Because we find many significant persistence
cells already at K < 20, we conclude that the effect we observe must be real. There must be real structural
differences between sound change and word-replacement change. This suggests that the two types of change
are subject to subtly different governing forces, be they language-internal, cognitive or social.
This result obtained by CLARITY is striking because it is based on very subtle distinctions in the observed
data. To the bare eye, the Phonetic and Lexical distance matrices Fig. 5a-b) are quite similar, and they
return high significance on Mantel’s test [Mantel, 1967], a formal measure of correlation for dissimilarity
matrices. However, CLARITY allowed us to discover a subtle but clear difference between the two processes
of change.
2.5 Predicting Culture from Economics
The World Bank [World Bank, 2018] provides economic data primarily relating to wealth, inequality, trade
and economic structure for over 200 countries. The World and European Values Surveys (WEVS) [WVS, 2017,
EVS, 2011] provides information on Culture - that is, people’s attitudes and beliefs regarding topics like
religion, prosociality, openness to out-groups, justifiability of homosexuality, political engagement and trust
in national institutions. Comparing culture and economics is an essential first step towards unpicking the
direction of causality. Correlating culture and economics, whilst accounting for shared history, is incredibly
difficult as they are quantified very differently.
Following [Ruck et al., 2018] we constructed a dimensionality-reduced dataset of nine cultural factors
from WEVS from circa 2000CE and constructed the ‘Cultural’ pairwise distance between the 104 countries
for which economic data was available. Cultural values are known to predict economic outcomes such as GDP
per capita [Gorodnichenko and Roland, 2016, Ruck et al., 2018], economic inequality [Nikolaev et al., 2017]
and the balance of agriculture-industrial-service sectors within the economy [Inglehart and Welzel, 2005]. We
therefore downloaded the set of World Bank indicators that were available for this same year, retaining the
284 with less than 40% missingness. We then standardize them to unit variance and cap extreme values at
10s.d.s, mean imputed, and computed the ‘Economic’ pairwise distance and applied CLARITY to predict
Culture shown in Fig. 6a), from Economics.
The persistence chart (Fig. 6b) makes it clear that Culture is incompletely predicted from Economics, as
almost all Persistences are significant. However, the scale of this chart is still helpful for identifying interesting
countries. For example, Sweden and Andorra are both similar, yet Andorra’s culture is much more surprising.
Similarly Poland has persistant residuals compared to the other Eastern European countries that it clusters
with. Conversely, Vietnam has a unique cultural profile which is also poorly predicted. The residuals (Fig.
6c) identify those relationships that are surprising, when predicted by economic indicators. Andorra is more
culturally similar to the rest of Europe, and further from the Middle East, than predicted, based on features
of its economy. Vietnam remains uniformly poorly predicted, whereas historically Catholic Poland is more
culturally similar to Northern Europe than expected.
Countries in Latin America, such as Argentina, Uruguay and Puerto Rico, have large European descended
populations [CIA, 2018, Putterman and Weil, 2010]. These countries are culturally similar to Europe because
cultural values percolate along linguistic and religious pathways [Matthews et al., 2013, Matthews et al., 2016,
Spolaore and Wacziarg, 2013]. However, Latin American countries during the 20th century have been subject
to the same political instability [Marshall et al., 2017], leading to lower economic growth and high economic
inequality; they are therefore more Culturally similar to Europe than Economics predict.
China and Vietnam both have authoritarian communist governments and their citizens report very high
levels of confidence in these institutions when compared to other countries [Norris, 2011]. However, they diverge
economically because China has pursued several decades of effectively market-based economics, hence they
have higher GDP per capita and higher economic inequality when compared to Vietnam [World Bank, 2018].
Examining the pairwise residuals also generates hypotheses; for example, Great Britain and Hong Kong are
culturally closer than predicted, perhaps due to shared history. Current economic powers also stand out
with respect to one another: Germany is culturally closer to China and further from the United States than
predicted from economics alone.
Since CLARITY is an exploratory data analysis tool, these interpretations should be seen as hypotheses
that could be tested in follow up analyses.
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c) Persistences for Lexical predicted from Phonetic
Languages (ISO 639−3 codes)
K
be
n
hi
n
pb
u
pe
s
km
r
o
ss hy
e e
ll
sq
i
bu
l
hr
v
sl
v
sl
k
ce
s
po
l
u
kr be
l
ru
s lit la
v is
l
n
o
r
sw
e
da
n
de
u
n
ld
e
n
g
gl
e
cy
m br
e fra ca
t
sp
a
po
r
ita ro
n
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
0.17
0.15
0.14
0.04
0.04
0.04
0.04
0.04
0.04
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0.3
0.27
0.25
0.07
0.07
0.04
0.04
0.04
0.04
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0.27
0.24
0.22
0.04
0.04
0.02
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.3
0.26
0.25
0.06
0.06
0.03
0.03
0.03
0.03
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.19
0.17
0.16
0.03
0.03
0.02
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.11
0.1
0.1
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.1
0.07
0.07
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.08
0.06
0.04
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.08
0.05
0.03
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.81
0.05
0.04
0.02
0.02
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.8
0.09
0.08
0.06
0.04
0.04
0.04
0.04
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0.92
0.05
0.03
0.01
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
1.18
0.11
0.09
0.07
0.03
0.03
0.03
0.03
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
1.13
0.1
0.07
0.05
0.03
0.03
0.03
0.03
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
1.13
0.06
0.04
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
1.32
0.14
0.12
0.09
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
1.34
0.14
0.12
0.09
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
1.08
0.09
0.07
0.05
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0.19
0.17
0.17
0.14
0.14
0.07
0.04
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0.01
0
0
0
0
0
0
0
0
0.15
0.13
0.13
0.11
0.11
0.06
0.04
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.56
0.34
0.03
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1.33
0.97
0.16
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1.17
0.81
0.12
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1.32
0.94
0.13
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.83
0.53
0.12
0.08
0.07
0.07
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0.01
0.01
0
0
0
0
0
0
0.75
0.46
0.12
0.08
0.08
0.08
0.02
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.34
0.12
0.05
0.03
0.03
0.03
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.14
0.08
0.07
0.04
0.04
0.04
0.04
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0.17
0.12
0.1
0.09
0.09
0.07
0.07
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.21
0.13
0.09
0.08
0.08
0.07
0.07
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.68
0.47
0.16
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.9
0.66
0.24
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.98
0.76
0.28
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.92
0.7
0.25
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.85
0.63
0.24
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.3
0.24
0.06
0.02
0.02
0.02
0.02
0.01
0.01
0.01
0.01
0.01
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
d) Persistences for Phonetic predicted from Lexical
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Figure 5: a-b) heatmaps presenting the Phonetic and Lexical dissimilarity matrices, a) Phonetic, b) Lexical.
The three big clusters with lowest dissimilarities (white and yellow) correspond, left to right, to Slavic,
Germanic, and Romance language subfamilies. c-d) persistence diagrams, c) predicting Lexical dissimilarity
from Phonetic structure, d) predicting Phonetic dissimilarity from Lexical structure. Color indicates both
persistence levels and significance: cells significant at p = 0.05 are brighter and feature larger rectangles. The
abundance of significant cells, taken together with additional checks described in the main text, signals that
the processes of sound change and word-replacement change have systematically different histories, despite
being highly correlated as a-b) demonstrate.
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c) Residuals R(Culture from Economics,k=15) SignificantNot Significant
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Figure 6: Predicting cultural values from economics. a) The dissimilarity Y2 for Culture, used to cluster
countries. b) Persistence of the culture residuals (P2)ik of culture predicted from economics, with statistically
significant departures shown in deeper color (essentially all). High values that persist for a range of model
complexity indicates ‘unexplained structures’. The dashed line indicates the complexity used in c). c)
Residuals Y − Yˆ for Culture predicted from Economics at K = 15, again significant departures shown in
deeper color.
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3 Discussion
CLARITY can be applied to any pair of datasets in which subjects are matched and so can be used in a wide
variety of situations. We demonstrated this in very different fields: our illustration was from epigenetics, our
first data example was in linguistics and our second bridged sociology and economics. In both examples we
have recovered differences, supported by well-documented evidence, and generated new hypotheses.
The software requires very little technical knowledge to employ, there are no tuning parameters, and the
output can be presented in a simple, interpretable chart we called the residual persistence. This identifies the
clusters and subjects that are poorly predicted, and allows interpretation of which other clusters they may
share additional structure with. We suggest that the same approach may yield valuable insights when applied
to other fields of interest, and that the results will generate hypotheses for further investigation through the
application of additional, statistically robust, methods.
CLARITY is fast, and, for prediction, is limited only by the cost of computing a Singular Value
Decomposition. We showed via simulation that the SVD approach is representing the structure in the data
very similarly to a mixture model, for which we presented a novel algorithm based on a multiplicative update
rule. The mixture model correctly identifies hierarchical structure, clusters and mixtures when these are
present in the data and so permits the interrogation of why a particular prediction may have been made.
We were unable to find tools that were able to perform an analogous structural comparison and therefore
have not performed statistical recall and efficiency benchmarking. Whilst we could have run the models
listed in the introduction, they have different null hypotheses and purposes. Some provide qualitatively
different information to CLARITY, whilst others test for equality of the similarities which is an implausible
null hypothesis for our examples. Whilst CLARITY is currently performing a unique function in terms of
information extraction from complex data, we anticipate that the problem may be addressed in other ways,
and that the insights that can be automatically extracted can be extended.
4 Methods
4.1 Notation
The notation we use is largely standard. Matrices are denoted by upper case letters. The set of all d× k
matrices with real entries is denoted by Rd×k. If Y ∈ Rd×k is a matrix, its (i, j)-entry is denoted by Yij . The
quantity ‖Y ‖F denotes the Frobenius norm of Y , i.e.
‖Y ‖F :=
 d∑
i=1
k∑
j=1
Y 2ij
1/2 .
4.2 Structural Representation
A dissimilarity matrix is defined to be any symmetric matrix Y ∈ Rd×d of full rank consisting of non-negative
entries. Let Y1 and Y2 be a pair of dissimilarity matrices in Rd×d. For each natural number k ≤ d, we initially
seek matrices Ak ∈ Rd×k and X(k)1 ∈ Rk×k such that the quantity
‖Y1 −AkX(k)1 ATk ‖F
is minimised. Note that the squared error discussed in the text is the squared Frobenius norm and is minimised
at the same A and X.
The product AkX
(k)
1 A
T
k is to be viewed as the best rank k approximation of Y1 in Frobenius norm subject
to whatever constraints may be placed on both Ak and X
(k)
1 and it affords a structural reduction of Y1 at
dimension k as motivated by the following proposition.
Proposition 1. Let Y ∈ Rd×d be a dissimilarity matrix and let (A,X) be a pair of matrices such that
‖Y −AXAT ‖F
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is minimised, where A has full column rank. Then
X = PAY PA
where PA denotes the orthogonal projection operator onto im(A).
Proof. Define the objective function
L(A,X) := 1
2
‖Y −AXAT ‖2F
Taking matrix derivatives with respect to X gives the condition
AT (AXAT − Y )A = 0
at a critical point (A,X). If A has full column rank, the matrix ATA is invertible and it is possible to solve
for X by
X = A+Y (A+)T
where A+ := (ATA)−1AT is the generalised (Moore-Penrose) inverse of A. Then
AXAT = AA+Y (AA+)T = PAY PA
Given the above structural reduction of Y1, we seek to find the extent to which it is capable of predicting
the matrix Y2. To this end, we find a matrix X
(k)
2 such that
‖Y2 −AkX(k)2 ATk ‖F
is minimised and we examine both the residual matrix
Y2 −AkX(k)2 ATk
and element-wise norms of it.
If Ak has full column rank, the argument in Proposition 1 gives that X
(k)
2 = PAkY2PAk where PAk denotes
the orthogonal projection onto im(PAk).
4.3 Learning structure
We consider two methods that differ only in the manner in which the initial optimisation problem stated
above is solved. Our SVD model uses singular value decomposition to solve analytically for Ak and X
(k)
1 ,
and it is possible to do this precisely because these matrices are assumed to be unconstrained. Our Mixture
model constrains the matrix Ak to have rows taken from a probability simplex (but does not constrain X
(k)
1 ),
and an optimum is obtained numerically via an iterative procedure.
4.3.1 SVD-based solution
Suppose that we have singular value decomposition
Y1 =
d∑
j=1
σjujv
T
j
where σj denotes the j-largest singular value of Y1. The matrix product AkX
(k)
1 A
T
k can have rank at most k,
and by the Eckart-Young theorem [Eckart and Young, 1936],
min
Y ′:rk(Y ′)≤k
‖Y − Y ′‖F = ‖Y − Yˆ1,k‖
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where Yˆ1,k is defined to be the truncation of the SVD of Y1 to its top k singular values, i.e.
Yˆ1,k :=
k∑
j=1
σjujv
T
j .
We set Ak = [u1|u2| . . . |uk]. The matrix X(k)1 is then the top left-hand k × k block of Σ1, and
X
(k)
2 = A
T
k Y2Ak.
4.3.2 Solution under a simplicial constraint
We assume that the entries of Ak are non-negative and that the rows of Ak sum to 1. This constraint is
motivated by mixture modelling. A solution is sought via an iterative gradient descent procedure using
multiplicative update rules based on the approach of [Lee and Seung, 2001].
Specifically, we derive a multiplicative update rule for A given X and Y1 and then solve for X given A
and Y1. These two steps are applied to convergence. This particular model does not appear to have been
solved previously in the literature, and this solution is relatively efficient.
Given X and Y1, consider the objective function
L(A) := 1
2
‖Y1 −AXA‖2F .
If At is the current estimate of A at iteration t, taking matrix derivatives of L(A) leads to the update rule
(At+1)ij ← (At)ij (N
A
t )ij
(DAt )ij
where
NAt = Y
T
1 AtXt + Y1AtX
T
t
and
DAt = AtXtA
T
t AtX
T
t +AtX
T
t A
T
t AtXt
and Xt denotes the estimate of X at the t-th iteration. If At+1 has full column rank, then we solve for Xt+1
by use of the generalised inverse; i.e.,
Xt+1 = A
+
t+1Y1(A
+
t+1)
T
If At+1 does not have full column rank, a multiplicative update rule is used to update Xt derived analogously,
i.e.
(Xt+1)ij = (Xt)ij
(NXt )ij
(DXt )ij
where
NXt := A
T
t+1Y1At+1
and
DXt := A
T
t+1At+1XtA
T
t+1At+1
Empirically, the row-sums are approximately stable in this algorithm, but it does not guarantee that the
rows sum to 1. Therefore, at each iteration we renormalise the rows to enforce this property. The row sums
are not in general identifiable. In practice, disabling this normalisation does not allow the row sums to drift
significantly, except in cases where the model is a very poor approximation to the data. Poor model fit may
cause the algorithm to terminate because it cannot find the local optima.
The following algorithm describes this rule, using ◦ to denote the entry-wise product of two matrices.
Algorithm 1
Inputs: Data Y , initial value of A0; maximum number of iterations tmax
for t = 1 . . . tmax do
At = NormaliseRows
(
At−1 ◦ N
A
t−1
DAt−1
)
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if A has full column rank then
Xt = A
+
t−1Y1(A
+
t−1)
T
else
Xt = Xt−1 ◦ N
X
t−1
DXt−1
end if
if ‖At −At−1‖ < δ then Break
end for
Outputs: Estimates A = At and X = Xy
4.4 Statistical significance
For simple datasets consisting of N subjects about which we observe L features, significance is measured using
a statistical resampling procedure implemented in the CLARITY package. More complex datasets where
similarities are computed in a complex way, and not read straightforwardly off matches between features –
for example, as for our linguistic data – can still be quantified via resampling. In such cases the data are
bootstrapped externally and provided to the software as a set of matrices. In this procedure, we sample L/2 of
the L features (columns) of the data D1, then compute a ‘sampled reference’ (dis)similarity matrix, and from
the remaining L/2, a ‘sampled target’ (dis)similarity matrix. We then replicate the downsampling procedure
on the target data and obtain a (dis)similarity matrix. We then Procrust transform both sampled target
and downsampled original target matrices into the sampled reference matrix, and evaluate test statistics f
(squared residuals and persistences). This is repeated nbs times. We then compute a regularised empirical
p-value p(f(Y2)|f(Y1)) = 11+nbs (1+
∑nbs
i=1 I(f(Y2 ≥ f(Y1)), formed from the probability that a sample from the
true target is smaller than the resampled targets. This procedure is necessary because bootstrap resampling
[Efron et al., 1994] is not straightforwardly valid for similarity matrices.
Whilst this procedure correctly estimates which structures of Y2 are not predicted by Y1, it does not
distinguish between structures that are generated by signal vs noise. Because we are not interested in
predicting noise, we further need to detect it. Estimating values of K associated with structure is straight
forward by simple cross-validation, because we have already constructed many random resamples of the data.
We can therefore predict fold-2 of Y2 from a CLARITY model learned in fold-1 of Y2 and estimate K from
the minimum cross-validation error. Because this is a point estimate subject to variation, we also implement
a soft threshold, the ‘probability that complexity k is describing structure’ p(k) = 1nbs
∑nbs
i=1 I(ki ≥ k), i.e. the
proportion of bootstrap samples that have an estimate at least as large as k. We then report the complete
‘probability that the structure is different in Y2 from Y1’ as 1− ([1− p(k)]p(f(Y2)|f(Y1))), which is close to 0
only if both p(k) is close to 1 and p(f(Y2)|f(Y1)) is close to 0.
Because the p-values are highly correlated, and the multiple testing burden, the p-values should not be
used to test for the presence of any difference in structure between Y1 and Y2. In particular, it can be that Y1
and Y2 are substantially different, but this does not result in any particular cell in the persistence diagram
having a p-value at the appropriate multiple-testing level. In other words, on the level of Y1 and Y2 viewed
globally, our testing procedure has low power. However, on the level of subjects, we expect the formally
significant results to be scientifically significant.
4.5 Methylation/Expression Simulated data
For Figure 1a) we use the simulation data from [Gu et al., 2016] (Supplementary Figure S3) which is based
on real methylation and expression patterns. We then chose two segments of 10 SNPs and moved the two
classes towards each other; the top anomaly SNPs have ‘tumor’ expression altered, and the bottom have
‘control’ altered. This simulates SNPs that behave differently in Methylation data to in Expression data.
This sort of difference may be difficult to detect by plotting heatmaps alone, particularly if the respective
SNPs did not appear side by side. However, CLARITY’s anomaly-based plot highlight these SNPs similarly,
despite them behaving well within normal bounds when considering only expression, or methylation, alone.
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4.6 Simulation details
For Section 2.3 we generate a coalescent tree T1 using ‘rcoal’ from the package ‘ape’ [Paradis et al., 2011] for
R [R Core Team, 2018]. The ‘true’ A is a vector of zeroes except for the cluster membership k of i, for which
Aik = 1. We then simulate a matrix D0 consisting of K rows (clusters) and L columns (features) by allowing
features to drift in a correlated manner under a random-walk model using the function ‘rTraitCont’ from the
package ‘ape’. This generates a ‘true’ X = Dist(D0). To generate a feature d for a sample with mixture a,
we simulate features d N(aTDo, σ
2
0), from which we can compute Y = Dist(D).
In Scenario A we make T2 into a non-ultrametric tree by randomly perturbing the branch lengths of T1
by multiplying each by a U(0.1, 2) variable. We generate Y (2) as above from T2.
In Scenario B we make T2 as in Scenario A. Then one additional mixture edge is added at random. This
is done by choosing a tip of the tree i, choosing a second tip j at least the median distance from the first tip,
and setting A[, i]← (1− β)A[, j] and A[, j] = A[, j] + βA[, i]. This edge affects a proportion r of the subjects
in cluster i. If r = 0 or r = 1 this becomes a relationship change rather than a structural change, because all
of the samples in the cluster adopt a new relationship with the remaining clusters (though the relationship is
no longer a tree). We use r = 0.5 throughout.
4.7 Language example details
We compute phonetic similarities using the Information-Weighted Distance with Sound Correspondences
(IWDSC) method [Dellert, 2018]. First, we estimate global sound similarity scores, based on the whole
NorthEuraLex 0.9 dataset with 107 languages. This provides us with an idea of which sounds in the data
generally tend to be close. Implicitly, the employed inference method makes those sounds close that appear in
words that are likely historically related. In other words, global sound similarities are not about articulatory or
auditory similarities (i.e. how humans produce and perceive different sounds), but rather estimate “historical
similarity”, thus implicitly tracking processes of language change.
After obtaining global sound similarities, we compute local sound similarity scores for each language-
language pair in our 36-language Indo-European subset of NorthEuraLex. This works similarly to global
similarity scores, but now only taking into account data from those two languages. Both global and local
sound similarity scores are based on mutual information. In particular, the local scores declare such sounds
similar which are highly predictable from the sounds in the word expressing the same meaning in the other
language.
To obtain overall language-language Phonetic scores, we first build word-word similarity scores based
on sound-sound similarity scores, crucially discounting the weight of the sounds in highly regular parts
of words, e.g. the infinitive ending in German verbs such as geb*en* “to give” and leb*en* “to live”
[Dellert and Buch, 2018]. Such word parts carry information about the structure of a language, but not about
the individual words. We also normalize by word length. To get aggregate language-language similarities out
of word-word similarities, we simply average.
Language-language lexical similarity is defined as cognate overlap: the share of words in the relevant
two languages that were inferred to have the same ancestral word. We produce automatic cognacy judgements
by applying UPGMA clustering to the word-word phonetic similarity scores within each meaning, a method
shown to currently produce state-of-the-art automatic cognacy judgements [Dellert, 2018].
Both Phonetic and Lexical (dis)similarities that we compute are based on word-word phonetic similarity
scores. The cognate clustering step that takes us from word-word similarities to cognate overlap aims to
uncover automatically information about the word-replacement change. Phonetic and Lexical information is
bound to be highly correlated. First, the change of two types occurs in the same communities subject to
the same historical processes. For example, both Phonetic and Lexical change accumulate with time, so two
speech communities that split earlier will be more dissimilar on both Phonetic and Lexical change than two
speech communities with a later split. Second, when two languages retain a common ancestral word, simply
by virtue of stemming from the same proto-word, the two modern words are going to be more phonetically
similar than two randomly selected phonetic sequences from the two languages. Thus higher levels of true
cognate overlap will lead to higher levels of phonetic similarities. Finally, in addition to these two real-world
drivers of correlation, in our computational analysis we infer lexical overlap based on low-level phonetic
similarity. It is a common and effective practice in computational historical linguistics, and only slightly
inferior to expert-coded information for at least some types of practical inference [Rama et al., 2018]. But we
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do expect to miss some true cognates that changed phonetically so much as to be not statistically identifiable
from the raw data without additional expert knowledge. This makes our estimated dissimilarity matrices for
Phonetic and Lexical still more correlated than the corresponding ground-truth matrices would be. This
makes it all the more striking that despite a strong correlation between Phonetic and Lexical, stemming
from both natural and analysis-induced sources, we find a robust and convincing effect of mismatch using
CLARITY.
To assess significance, we use the method described in Sec. 4.6, dividing the data into two halves by
concept, and computing independently a dissimilarity matrix from each half. When doing that, we always use
the same global similarity scores, which represent the properties of a much larger sample of 107 languages,
taken as a proxy for languages of the world in general.
For cross-validation of the level of complexity K at which CLARITY continues to capture the true signal
in our data rather than noise, we use the same pairs of dissimilarity matrices we generated for significance
assessment. For each pair, we first learn a full CLARITY model based on the matrix generated from one
half of the concepts in the data. Then we compute the residuals between the prediction of that model,
based on the A and X learned from the first half of the data, and the dissimilarity matrix from the second,
unseen, half of the data. As we observe that for both Phonetic and Lexical, the prediction quality improves
considerably until around K = 20, and still continues to slowly improve at higher K, we conclude that we do
not experience overfitting to the noisy features in the data: such noisy features would be different in the two
halves of the data, so overfitting to one half would have resulted in less accurate prediction for the other half.
4.8 Mathematical validity of structural comparison
The matrices Y1 and Y2 are typically observed with non-independent noise and so there is a need for the
various quantities of interest to be stable under perturbation - that is, that a small change in the data does
not result in a large change to the inference. The following result describes the stability of the residual matrix
under perturbation of Y1 and Y2 for the SVD-based solution.
Theorem 2. Let Y1, Y2, Y
′
1 , Y
′
2 ∈ Rd be symmetric matrices such that ‖Y2 − Y ′2‖F , ‖Y1 − Y ′1‖F ≤ . Suppose
that we have singular value decompositions Y1 = U1Σ1V
T
1 and Y
′
1 = U
′
1Σ
′
1V
′T
1 . Let Ak and A
′
k be the matrices
obtained by taking the first k columns of U1 and U
′
1 respectively.
1. If X
(k)
2 = A
+
k Y2(A
+
k )
T with X
′(k)
2 defined analogously for Y
′
2 then
‖Y2 −AkX(k)2 ATk ‖F ≤ ‖Y ′2 −AkX
′(k)
2 A
T
k ‖F + 2
2. Suppose that Y1 has eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λd and let δk := λk − λk+1 for each natural number
k < d. Then
‖Y2 −AkX(k)2 ATk ‖F ≤ ‖Y2 −A′kX(k)2 A
′T
k ‖F +
25/2
δk
.
The proof of Theorem 2 may be found in the appendix. Theorem 2 can be used for statistical purposes as
follows. If Y ′1 and Y
′
2 are sampled matrices that are believed to be close to their population counterparts
Y1, Y2 (for example when dealing with covariances), then given suitably sized eigengaps δk and δ
′
k for Y1 and
Y ′1 respectively, the Frobenius norm of the estimated residual matrix is close to that of the true residual
matrix. Specifically, simple manipulation of the inequalities established in Theorem 2 leads to the deviation
inequality
|‖Y2 −AkX(k)2 ATk ‖F − ‖Y ′2 −A′kX
′(k)
2 A
′T
k ‖F | ≤
2 + 25/2
min(δk, δ′k)

where ‖Y2 − Y ′2‖F , ‖Y1 − Y ′1‖F ≤ .
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A Proofs
A.1 Notation
In addition to the notation already introduced, if A is a matrix, its spectral norm is denoted by ‖A‖2. The
singular values σ1(A) ≥ σ2(A) . . . of A are listed in non-increasing order, and so ‖A‖2 = σ1(A). If v is a
vector, its Euclidean norm is denoted by ‖v‖. If A is a matrix, its vectorisation (the vector obtained by
stacking the columns of A) is denoted by Vec(A).
A.2 Preliminary facts
Recall that for any matrices A,B and C where the product ABC exists, we have the identity Vec(ABC) =
(CT ⊗ A)Vec(B) where ⊗ denotes the Kronecker product of two matrices. This identity is useful in what
follows.
If V, V ′ are d× k matrices with orthonormal columns, we have a vector (cos−1(σ1), . . . , cos−1(σk))T of
principal angles, where the σj are the singular values of V
′TV . Let Θ(V ′, V ) denote the r× r diagonal matrix
with the j-th diagonal entry given by the j-th principal angle. The matrices sin Θ(V ′, V ) and cos Θ(V ′, V )
are defined entry-wise. The perturbation bounds established rely on the following variant of the Davis-Kahan
theorem [Yu et al., 2015].
Theorem 3. Let Y, Y ′ ∈ Rd×d be symmetric matrices with eigenvalues λ1 ≥ · · · ≥ λd and λ′1 ≥ · · · ≥ λ′d
respectively. Fix 1 ≤ r ≤ s ≤ d and suppose that δr,s := min(λr−1 − λr, λs − λs+1) > 0, where λ0 := ∞
and λd+1 := −∞. Put p = s − r + 1 and define V := [vr|vr+1| . . . |vs], V ′ := [v′r|v′r+1| . . . |v′s], both with
orthonormal columns, satisfying Y vj = λjvj and Y
′v′j = λ
′
jv
′
j for each j = r, r + 1, . . . , s. Then
‖ sin Θ(V ′, V )‖F ≤ 2 min(p
1/2‖Y − Y ′‖2, ‖Y − Y ′‖F )
δr,s
A.3 Proof of Theorem 2
1. Let Pk = PAk . Then
‖Ak(X ′2 −X2)ATk ‖F = ‖Pk(Y ′2 − Y2)Pk‖F
= ‖(Pk ⊗ Pk)Vec(Y ′2 − Y2)‖
≤ ‖Pk ⊗ Pk‖2‖Y ′2 − Y2‖F
= 
and the claim follows by the triangle inequality.
22
2. Let P ′k = PA′k . Then,
‖P ′kY2P ′k − PkY2Pk‖F
≤ ‖(P ′k − Pk)Y2P ′k‖F + ‖PkY2(P ′k − Pk)‖F
≤ ‖(P ′k ⊗ (P ′k − Pk))Vec(Y2)‖+
‖(P ′k − Pk)⊗ Pk)Vec(Y2)‖
≤ 2‖P ′k − Pk‖2‖Y2‖F
Moreover,
‖P ′k − Pk‖22 ≤ ‖P ′k − Pk‖2F
= ‖P ′k‖2F + ‖Pk‖2F − 2Tr(PkP ′k)
= 2(k − ‖ cos Θ(U ′k, Uk)‖2F )
= 2‖ sin Θ(U ′k, Uk)‖2F
≤ 8‖Y1 − Y
′
1‖2F
δ2k
where Theorem 3 has been used to obtain the last inequality. The claim follows by the triangle inequality.
23
