The rapid proliferation of Android malware is challenging the classification of the Android malware family. The traditional static method for classification is easily affected by the confusion and reinforcement, while the dynamic method is expensive in computation. To solve these problems, this paper proposes an Android malware familial classification method based on Dalvik Executable (DEX) file section features. First, the DEX file is converted into RGB (Red/Green/Blue) image and plain text respectively, and then, the color and texture of image and text are extracted as features. Finally, a feature fusion algorithm based on multiple kernel learning is used for classification. In this experiment, the Android Malware Dataset (AMD) was selected as the sample set. Two different comparative experiments were set up, and the method in this paper was compared with the common visualization method and feature fusion method. The results show that our method has a better classification effect with precision, recall and F1 score reaching 0.96. Besides, the time of feature extraction in this paper is reduced by 2.999 seconds compared with the method of frequent subsequence. In conclusion, the method proposed in this paper is efficient and precise in the classification of the Android malware family.
I. INTRODUCTION
According to the Android malware 2018 special report [1], 360 Internet Security Center intercepted 4.342 million new samples of Android Malware in 2018, averaging about 12,000 new samples per day. Android malware is growing rapidly, nearly three times as fast as two years ago. There are many variants in the same Android malware family, which is destroying the security of mobile intelligent terminals seriously. Therefore, the detection and family classification of Android malware is particularly important.
At present, traditional Android malware classification methods mainly include static analysis methods, dynamic analysis methods, and their combined form. Traditional static analysis methods classify malware mainly based on the static features of Android application package (APK) files. For example, the execution code was used to classify in [2] . Zhou et al. [3] proposed ''DroidMoss''. This method decomposes the DEX file of Android application software into Dalvik bytecode and then calculates the fuzzy hash of bytecode to determine whether the Android application is The associate editor coordinating the review of this manuscript and approving it for publication was Giovanni Angiulli . repackaged, to realize the identification of malicious Android application. To improve efficiency, API calls are mainly adopted as features at present. Jung et al. [4] built an API feature set and classified samples by machine learning. Ma et al. [5] added API call frequency and API call sequence as characteristics based on API calls. Such methods can accurately determine Android malicious applications but are greatly affected by reinforcement and confusion. In addition, for example, [6] - [8] selected Android permission information as features. This method is not affected by reinforcement and confusion, but a high accuracy can not be got due to the small difference in permission features. Martín et al. [9] verified this. To improve the accuracy of classification, multiple static features are integrated. Sahs and Khan [10] integrated permission and control flow diagram for classification, while Zhu et al. [11] combined permission and sensitive API as features. In general, static features have a relatively obvious effect on the classification of Android malware but are severely limited.
The dynamic analysis method is proposed to deal with the limitation of the static analysis method. Shabtai et al. [12] proposed ''Andromaly'' to classify Android malware by continuously monitoring different features and events of mobile devices and using machine learning algorithms to classify collected data. This method needs sufficient time to collect features and events, otherwise, it cannot implement effective detection. Bhatia and Kaushal [13] extracted the system runtime API calls of application as features to achieve the classification effect. References [14] - [16] extracted frequent subgraphs in the API call graph as family features for classification. In general, although dynamic analysis can bypass the application of protective measures, serious time and space cost. To integrate the characteristics of the static and dynamic method, Arshad et al. [17] proposed a three-layer detection model ''SAMADroid'' which combines static and dynamic characteristics. Spreitzenbarth et al. [18] proposed the ''Mobile-Sandbox'', which proposed to use the results of static analysis to guide the dynamic analysis and finally realize classification. The hybrid method is of great help to improve the accuracy, but it also introduces the shortcomings of the two methods. Such as the waste of time and space.
In recent years, image classification technology has been applied to Android malware detection and familial classification. The features of Android applications are presented in the form of images, and then Android malware is classified by image features. All information about an application is stored in a file, so file visualization is a common feature visualization technique. Compared with other visualization technology, it does not need to extract Android application code information (such as variables, functions, classes, API call sequences, and other characteristics), and it can efficiently handle a large number of samples. In the same Android malicious family, different Android malware may use the same code module, such similarity can also be reflected in converted images. Kancherla and Mukkamala [19] proposed to convert executable files into grayscale images, and then extract the texture features of images by using the wavelet transform and Gabor filter. Finally, an SVM classifier was trained and got an accuracy with 95%. However, the grayscale image has too single characteristics.
To overcome this shortcomings of existing methods mentioned above, this paper proposes a familial classification method of Android malware based on DEX file section features. This method converts the DEX file of Android applications into RGB images and plain texts and then a feature fusion algorithm based on multiple kernel learning is used for classification. The contributions of this paper are as follows:
• This paper proposes a new method for visualization of Android applications based on the characteristic of the DEX section. This method operates on the bytecode of DEX files directly, reducing the impact of Android application reinforcement and confusion. It can improve the efficiency of analysis. Besides, compared with the traditional visualization method of a grayscale image, the method proposed in this paper considers the section characteristic of the DEX file and converts it into an RGB image, retaining more features of Android applications. There is a great help to the precision of classification.
• This paper proposes a textual method based on the characteristics of the data section in the DEX file. The data section contains all the strings of variables, methods, and classes in Android applications. Through the textual method proposed in this paper, the data section is transformed into text and the text features are extracted.
As the local features of Android applications, text features can improve the classification precision.
• A method is proposed in this paper to process the multidex of Android applications. When an Android application uses more than 65,535 methods, there are multiple DEX files for an Android application. Multidex makes application analysis more difficult. In this paper, an integration scheme based on the characteristics of the DEX section is proposed to solve this problem.
• This paper proposes a feature fusion algorithm based on multiple kernel learning for classification. There are many features extracted in this paper, but there are differences between each feature. Each feature has its optimal kernel and parameters. The classification method proposed in this paper is suitable for multi-features classification. This method provides better classification results than the cascade of all features directly. The rest of the paper is organized as follows. Section II discuss related work, Section III explains our approach and the feature extraction process, Section IV states the results obtained. Finally, we provide a conclusion in Section V.
II. RELATED WORK
Currently, there are file visualization and image classification methods applied to Android malware detection and classification. In the process of file visualization, the common method is to convert the file into a grayscale image [19] - [21] . Similar to Kancherla and Mukkamala [19] , Arefkhani and Soryani [21] converted the executable file into a grayscale image instead of extracting the texture features. The AHash (Average Hash), PHash (Perception Hash), and DHash (Difference Hash) of the image were calculated as the features. This method was efficient at dealing with a large number of malware. But it just used the Hash value as features, which may cause a large amount of information loss and the accuracy of classification would be poor. Neural networks have also been applied to the classification of malware. Wen et al. [22] converted the malicious files into grayscale images, and extracted the texture features of images by the GIST algorithm and GLCM algorithm, and then used the BP neural network to learn the features and realize classification. Although the accuracy of classification has been improved with the help of new technology, the problem of feature loss caused by the grayscale image has not been solved.
New visualization methods are proposed to solve this problem. Kumar et al. [23] converted Android application files into four image formats, namely Grayscale, RGB, CMYK, and HSL, and extracted GIST features respectively. Finally, the Decision Tree, Random Forest, and KNN algorithm were used for classification. The GIST features extracted by grayscale images achieved a classification accuracy of 91%. However, the image is directly transformed from the APK file, without considering the characteristics of the APK file, which may result in features loss. In [24] , PE files are converted into RGB images through the structural features of PE files, and then texture features and color features of images are extracted. Texture features were extracted by the GLCM algorithm. RF classification algorithm exhibits the best classification accuracy with 97.4%. However, the PE file structure is quite different from the APK file structure and this method cannot be applied to Android malware familial classification directly. Yen and Sun [25] extracted the DEX file and decomposed the DEX file into code, and then used Simhash and Djb2 to convert the code into color pictures with the same size. Finally, Caffe convolutional neural network was used for learning and classification, and the accuracy reached 92.67%. In this way, images of the same size can be obtained for neural network training, but features will be lost due to the conversion of different sizes files to the same size images. Luo and Lo [26] converted binary files into RGBA files, then used LBP and GIST to obtain image features, and finally used CNN for classification. However, since the pixel is constructed with four consecutive values, the feature difference will be large if the pixel is misplaced. Jain et al. [27] and Ning [28] used the MobiVis visualization method combined with the bytes of DEX file to build color images with 128 pixels in width and different lengths for different byte types corresponding to different pixels. In this visualization method, because the index region itself is of the same type, the color of each byte in the index region is the same, thus losing the characteristics of the index region.
In the aspect of malware familial classification, there are many methods of visualization and image processing methods have been proposed, but most of the methods are not for Android malware familial classification, such as [24] , because the Android platform application has different characteristics with other platform, so the same method may lead to the Android application features lost. In addition, many methods [19] - [22] , for the Android platform are not accurate in classification due to their deficiencies in visualization methods and image processing methods. The method proposed in this paper tries to solve the above problems. We convert the DEX file into RGB images and plain text based on the section characteristics of the DEX file and then extract image features and text features respectively to classify the Android malware. Compared with the single texture feature of the grayscale image, the method proposed in this paper has more features. The combination of image features and text features improve the classification precision without affecting the classification efficiency.
III. METHODOLOGY A. OVERVIEW
The method proposed in this paper is divided into four parts: DEX file extraction, DEX file converting process, Features extraction, and Classification. DEX file is extracted by decompressing the APK file and filtering the unzipped folder with ''dex'' suffix. After the DEX file is extracted, the DEX file is divided into sections by parsing the header section of DEX files. The section information is used to convert DEX files into RGB images and plain text files respectively. Features extraction includes extracting texture features and color features of RGB image and text features of plain text. Classification is carried out by the feature fusion algorithm based on multiple kernel learning. The appropriate multiple kernel classifier is constructed by combining different features. In the features extraction process, the GIST algorithm and Color Moment are used to extract the texture features and color features of the image, respectively. Text features extracted by improving the Simhash algorithm which is a massive text feature extraction algorithm. Fig. 1 gives an overview of our method.
B. DEX FILE SECTION
The APK file is a zip file that contains the entire Android application's resource files, configuration files, signature files, execution files, and more. All Java executable code is stored in a file with the suffix ''dex'', so the DEX file represents a lot of the characteristics of an Android application. The DEX file can be divided into three portions, namely the header portion, index portion, and data portion. The header portion only contains a section which is the header section. The header section records the basic information of the DEX file and the offset addresses of other sections. The index portion contains the string index section, type index section, proto index section, field index section, and method index section, as well as the class definition section and data section in the data portion. Therefore, the DEX file can be divided into 8 sections according to the offset address of each section in the header section. The structure of the DEX header section is shown in Fig. 2 . This screenshot is from 010 Editor a hex editor and the number represents each section.
C. IMAGE FEATURES
There are color features, texture features, shape features, and space features in the image. Since the image generated in this paper has no shape outline, the shape feature and space feature have poor ability to represent the pixel image, so this paper chooses the color feature and texture feature as the image features. Image features extraction includes three parts: File visualization, Texture features extraction, and Color features extraction.
1) FILE VISUALIZATION
There are two advantages of the conversion DEX files to RGB images. The first advantage is the correspondence between bytes and pixels. The DEX file is made up of bytes of different lengths and a byte is made up of 8-bit binary. A pixel is also made up of an 8-bit binary. So the bytes are converted to pixels without much conversion, and it can reduce feature extraction time. The second advantage is that the RGB image has three color channels that can store more features than a grayscale image. The visualization method proposed in this paper is to map the size, entropy, bytecode, and proportion of sections in the DEX file to the size, red channel, green channel and blue channel of RGB image. The steps of the visualization method are shown in Fig. 3 . The visualization steps can be divided into five steps: Parsing, Matrix, Computation, Merging and Conversion. Parsing is that the DEX file is split into sections by parsing the header section. Matrix is the transformation of a section into a byte matrix. There a byte vector construction by reading the bytes of each section, which is then transformed into a byte matrix and filled in with 0. The width of the matrix is determined by the judging rules in Table 1. In the process of Matrix, the size characteristic of the DEX file is considered. The Computation is to calculate the entropy matrix and the proportion matrix by the bytecode matrix. Since the entropy and proportion of each section are a single value. So the elements in an entropy matrix or the proportion matrix are the same. The process of Merging is that three different one-dimensional matrices in the same section are merged into a three-dimensional matrix. And then the three-dimensional matrixes of all sections are spliced to the three-dimensional matrix of the DEX file. Conversion is the transformation of a three-dimensional matrix into an RGB image, a threedimensional matrix exactly corresponding to an RGB image.
Entropy is used to indicate the stability of a sequence. Therefore, the entropy value of each section is calculated to represent each section and is used as the Red channel of the RGB image. The calculation process of entropy is shown in (1).
where c i represents the number of occurrences of the byte i, and p(c i ) represents the probability of occurrence of the byte. The value of p(c i ) log 2 p(c i ) is defined to be 0 if the number of bytes is 0 in the calculation process. The range of entropy is [0, 8]. However, the corresponding value of the pixel is [0, 255]. Therefore, the entropy value was mapped to the range of [0, 255]. In the process of the experiment, the entropy value was relatively concentrated, resulting in no obvious color difference. The entropy value was extended non-linearly before spread. The calculation method of the R color channel is shown in (2) .
The size of each DEX file will be different due to the number of variables, methods, and classes, so the proportion of each section will be different. Therefore, the proportion can also be used to represent the characteristics of a DEX file. Therefore, the proportion of the section in a DEX file is taken as the Blue channel of the RGB image. The calculation formula of the proportion is shown in (3).
Since the range of the proportion is [0, 1], but the range of the pixel is [0, 255], the range needs to be mapped, and the process is shown in formula (4) .
The texture feature is a kind of global features, which describes the surface properties of the scene corresponding to the image or image region. The texture feature is not based on the feature of the pixel, it needs statistical calculation in the region containing multiple pixel points. As a statistical feature, texture features are often invariant in rotation and have a strong resistance to noise. Getting texture features requires converting the original RGB image to a grayscale image. The famous psychological formula is used to transfer:
However, since the grayscale value of each pixel is an integer, formula (5) is converted to formula (6):
where plus 500 is for rounding, and the division sign is integer division.
After obtaining the grayscale, the GIST algorithm was used to extract the texture feature. GIST algorithm can recognize and classify scenes rapidly without image segmentation and local feature extraction.
GIST algorithm is implemented as follows:
Step One: We create a Gabor filter group. Gabor filters are frequency selective and directional selective filters. The two dimensional Gabor function consists of a sinusoidal plane with a certain frequency and direction modulated by a Gaussian envelope, and the Gabor filter group can be constructed by changing the frequency and direction parameters. We can use the Gabor filter group to filter the grayscale images. The following formula is the expression of the filter group:
In formula (7), the filter's direction is θ, which is perpendicular to the direction of the texture in the image to be extracted; a −m is the scaling factor of the wavelet expansion, m is the scaling number, and n is the direction number. By adjusting the values of m and n, a two-dimensional Gabor filter group with different scales and directions can be constructed. The number of filter is c = m × n.
Step Two:
The gray image f (x, y) with size h × w is convolution filtered with a filter group of c channels, and the filtered image of c channels is obtained. Then the filtered image is divided into a grid of equal size n b × n b , and the mean value of each grid is obtained as the feature. Finally, the feature vectors of c × n b × n b dimension are obtained by cascading the features of multiple grids.
where cat is the cascade symbol, g mn (x, y) is the Gabor filter group and * is the convolution symbol. The GIST texture feature extraction process is shown in Fig. 4 . First, the RGB image is converted into a grayscale image, and then the Gabor filter group is used for filtering, where the filter group scale is 4 and the direction is 8. After filtering, 32 feature maps are obtained, and each feature map is divided into 4 × 4 squares. Then, the mean value of each square is taken as the feature, so a 512-dimensional feature vector will be generated. The 512-dimensional feature vectors are the descriptors of the image. All the descriptors can be represented by a color diagram. Each region represents all the descriptors in the currently divided region. 
3) COLOR FEATURES
Color features describe the surface properties of an image or image region and are not affected by image rotation or translation. To represent the image color features, the Color Moments [30] are used. An RGB image can be converted into YUV space (Y represents luminance, and U and V represent chrominance). The Color Moments is based on the mathematical method and the color distribution is described by calculating the moment. Usually, the Color Moments can be calculated directly in the YUV space.
First Moment:
Second Moment:
Third Moment:
where P ij represents the probability of the pixel with gray level j in the i th color channel component of the color image, and N represents the number of pixels in the image. The first moment, the second moment and the third moment describe the mean intensity, variance and skewness of the color components respectively. The first three color moments of the image's three components Y, U and V constitute a 9-dimensional histogram vector, that is, the color features of the image are represented as follows:
The data portion is divided into the class definition section and data section, where the data section stores all the strings of a DEX file, including variable name, class name, method name and so on. DEX files adopt the LEB128 encoding method. Each LEB128 encoding value is composed of 1∼5 bytes, which together represent a value. Each byte has the most significant bit (except for the last byte in the sequence, whose the most significant bit has been cleared).
The remaining seven bits of each byte are the payload. The 7 significant bits now correspond to the ASSIC table. Therefore, text information can be generated by extracting the last seven bits of each byte.
In the generation text information, due to the existence of delimiters in the DEX file format, a large number of irrelevant symbols were generated, which affected the extraction of text features. Therefore, a text filter is constructed based on the range of the ASSIC table, which filters out the irrelevant symbols and leaves nothing but the plain text information associated with the string. The filtering process is as follows:
Algorithm plaintext is the filtered plain text. After text extraction and text filtering on the DEX file data section, all string plain text related to variables, methods, and classes in the DEX file is obtained.
2) TEXT FEATURES EXTRACTION
Simhash algorithm [31] is a typical locally sensitive hash algorithm. Locally sensitive hashing is usually used to calculate the similarity of massive text because it can keep the data similarity. In the process of text feature extraction, the plain text extracted from the data section is used as input. Then the text is segmented and weighted, and all keywords are sorted by weight and a certain number of keywords are selected. The MD5 hash algorithm is then used to calculate the hash value for each keyword. Using the flow of the Simhash algorithm, the weight of keywords is assigned to the hash value, and then the positive and negative values are set according to the individual numbers. Finally, the array of all keywords is summed to obtain the text characteristics. The text feature extraction process is shown in Fig. 5 . The text feature extracts all strings related to variables, methods, and classes from the data section of the DEX file, ensuring similar text features between similar texts by using the Simhash algorithm. On the premise of ensuring the classification efficiency, the classification accuracy is improved. The MD5 algorithm is used to calculate the Hash value of keywords. Because the generated Hash value is 64 bits, so the text features are 64 dimensions.
E. MULTIDEX
Typically, there is only one executable file per platform application in addition to the three-party library files referenced. But the APK file is different, sometimes there are multiple DEX files in one APK file. Because the DEX file has a limit of ''65K methods''. As mentioned in File Visualization, the DEX file has multiple sections, including index sections, which are used to index the classes and methods involved in the application. The number of methods in the index section is represented by a fixed 16-bit binary number, which means that a DEX file can index up to 2 16 (65,536) methods. If an Android application uses more than 65,536 methods, a DEX file cannot fully index all methods. Therefore, Google proposed a multidex solution to deal with this situation. Multidex assigns redundant methods to other DEX files and then releases multiple DEX files into memory during the run. But the problem with this solution is that there may be more than one DEX file in some APK files. The above feature extraction methods can only handle one DEX file. To solve this problem, multiple DEX files need to be integrated. According to the analysis of different DEX files in the case of multiple DEX files, the section structure between DEX files is still the same even though the contents of each DEX file are different. Therefore, we can separate the sections of different DEX and then splicing the same section. In the process of file visualization, the splicing section can be directly used as a new section. The text extracted from the data section of multiple DEX files is spliced in process of textuality. Fig. 6 shows the fusion of two DEX files, and the same process for multiple DEX files. The h represents the header section; i 1 , i 2 , i 3 , i 4 and i 5 represent five index sections; and d 1 and d 2 represent two data sections.
F. CLASSIFIER SELECTION
Cortes et al. [32] . proposed a Support vector machine (SVM) non-parametric machine learning method. SVM method in solving small samples, nonlinear and high dimensional pattern recognition problems has great advantages in this method. Through proper subset selection function and the discriminant function, it makes the actual to minimize the risk of learning machine and ensure the little error of the classifier obtained by limited training samples. In essence of Android malware family classification is a more complex class discrimination problem, but due to the limitation of the sample size of the family of Android malware, in recognition applications cannot samples for every family gathering a large number of samples. The Android malware samples are exactly in line with the SVM classifier suitable for solving small sample characteristics.
The extracted Android malware features are color and texture features of the image and text feature of plain text. The above three features represent Android malicious samples from different visuals and levels. A feature is usually sensitive to the change of some characteristics of the sample, but not to the change of other characteristics when the difference of the sample is not significant in the sensitivity. The classifier based on single feature training cannot output the correct classification. Instead of choosing an optimal single kernel, we use a kernel combination strategy to pursue a better classification effect. The sum, product, and convex combination of kernels yields another kernel. This leads to an opportunity to construct a classifier using a convex combination of candidate kernels. Therefore multiple kernel learning (MKL) is proposed. MKL is to combine multiple kernel functions or kernel matrices in some appropriate way, that is
Among them, the functions f is the combination of the kernel function, the function can be linear, may also be nonlinear. p is the number of basic kernel functions. The current combination mode is mainly linear combination, the calculation formula of the proportion is shown in (13) .
MKL algorithms aim to find the best convex combination of a set of kernels to form the best classifier. In this paper, we use wrapper methods that solve MKL by first solving a single SVM problem for a given set of kernel weights, and then they update the kernel weights. Since wrapper functions rely on solving SVM, they appeal to existing well-developed solvers, thus they can be relatively easy to implement. Therefore, the main step of MKL implementation is to obtain the optimal kernel function and parameters of each kind of feature and construct the kernel matrix, and then iteration and update the weight value of each kernel function to the optimal kernel function combination. The classification model of multiple kernels is shown in Fig. 7 .
IV. ASSESSMENT AND ANALYSIS A. SAMPLE SET
The samples used in this chapter are selected from Android Malware Dataset (AMD) [33] . AMD contains 24,553 samples, categorized in 135 varieties among 71 malware families ranging from 2010 to 2016. The dataset provides an up-todate picture of the current landscape of Android malware and is publicly shared with the community. According to the analysis and statistics of the dataset, there are 71 malicious families. However, most malicious families have a small sample size or even just a few. The number of samples for each category should not be too small for the classifier. With this problem in mind, 15 malicious families with more than 200 samples were selected from 71 malicious families, and 200 samples were randomly selected from each chosen malicious family to construct the classification experimental sample set for the experiment. The specific situation of selected samples is as follows in Table 2 . Table 2 shows that there is one category of some Android malware families, while others have multiple variants, so we need to consider different cases to name the samples. When the sample family has only one category, its naming format is ''family name'' + ''_'' + ''sample number''. For example, ''Airpush_132'' means sample 132 of the Airpush family. When there are the sample family more than one variety category, its naming format is ''family name'' + ''_'' + ''variety category number'' + ''_'' + ''variety category sample number''. For example, ''Boqx_2_5'', it means the fifth sample of the second variant in the Boqx family. By numbering the sample system, the characteristics of samples can be observed more clearly in the process of sample analysis.
B. SAMPLES PROCESSING 1) SAMPLES VISUALIZATION
All samples are visualized using the image visualization method. The family image overview is shown in Fig. 8 . The RGB images of different families are quite different, but images in the same family are similar in color and texture.
In the same family, even though the sample files are different, the samples have extremely similar texture features and color features from the vision. For example, as shown in Fig. 9 Numbers 41, 58, 86 and 121 of the Mseg family and the Numbers 2_2, 2_128, 2_137 and 2_155 of Fusob family have extremely similar images visual in their families.
And to quantify the color features of images, the color moments of some samples in Mseg and Fusob family are calculated shown in Fig. 10 . The x-coordinate is the color moment of nine dimensions, and the y-coordinate is the value of each dimension of the color moment. The color moment curves of two family samples are coincident, and the color moment curve of different families is different in this figure. Therefore, it can be concluded that the color moment can represent the characteristics of similar samples in the same family.
It is also the case that even though the texture features of samples are quite different, they have extremely similar color features. In this way, even if the texture features contribute little to family classification, the color features can play an important role in the family classification, making the classification more accurate. For example, the samples numbered 1_1, 2_1, 3_1, 4_1 and 5_1 in the Android malicious sample family FakeInst are visualized as shown in Fig. 11 . The FakeInst family has five categories of variants, so we selected a sample from each category of the variant. Different samples have different texture features, but they have similar color features. And a similar color moment discounting between different varieties in Fig. 12 . From this section, it can be concluded that color features can represent the family features of samples, while texture features cannot in some situations.
2) DATASET TEXTUALITY
Through the text extraction method mentioned above, a large number of samples are textualized. In the analysis observation, it is found that even though the RGB images are not the same, the samples have similar text features. For example, there are some samples numbered 14_1, 14_3, 14_4, 14_5, 14_9, 14_11, 14_12 and 14_18 in the Lotoor family. Images are shown in Fig. 13 . Fig. 13 shows that although they are the same kind of variants of a family, there are still some differences in the images. However, by extracting the text, we find that they have similar text. This verifies that samples from the same family may use similar code. To show the similarity between text features more obvious, the acquired text features are displayed in the form of a radar chart in Fig. 14. According to the radar chart, it can be found that the text features obtained from different samples with similar texts are very similar. From the radar chart, it can be seen that the all samples polyline graphs have the same trend, and have nearly the same eigenvalues on individual points.
According to the sample visualization and textualization above, the color features, texture features, and text features represent the Android malicious samples from different dimensions. Compared with the grayscale images, only texture features can be extracted, more multidimensional features can be extracted using the method in this paper. It can enrich the features of the samples and improve the classification precision. 
C. CLASSIFICATION RESULTS

1) MULTIPLE KERNEL LEARNING CLASSIFIER CONSTRUCTION
There are three steps to build an MKL framework. First, the features of different types are extracted. Second, the kernel matrix is constructed. Third, the optimal kernel combination and the kernel classifier are found, which has the highest classification precision. According to the description in chapter 3, it can be known that 512 texture features, 9 color features, and 64 text features can be obtained through feature extraction. After getting the features, we need to construct the kernel matrix. The key to the construction of the kernel matrix lies in the selection of kernel functions because different features have different effects under different kernel functions and parameters. Kernel selection is crucial. Selecting an inappropriate kernel may lead to overfitting, or lead to a classification rule that misses important characteristics in the input space. Common kernels that are used for continuous predictors include:
Gaussian, polynomial and sigmoid kernels have parameters embedded within them, γ controls the radius of the Gaussian kernel. A scale, γ , and constant term, ν, can be specified for polynomial and sigmoid kernels. The selection of internal parameters is also vital to the success of the classification rule. For instance, the Gaussian kernel with a large radius can be similar linear or polynomial classification rule.
To obtain the most suitable kernel function for each type of feature, the kernel function is selected through the learning classification of a single feature and classification effect. First, we need to determine the kernel and parameters for each feature. SVM has two important parameters C and γ . C is the penalty factor, the tolerance for error. The higher C is, the less tolerance there is for errors and the easier it is to overfit. The smaller C is, the less fitting it is. C is too large or too small, the generalization ability becomes poor. γ , as described above, is a parameter that comes with a kernel other than a linear kernel. The larger the γ , the less the support vectors; the smaller the γ , the more support vectors. The number of support vectors affects the speed of training and prediction. In this paper, GridSearchCV function is selected to determine the optimal kernel function, and the optimal parameters are searched by traversing the two-dimensional parameter matrix composed of C and γ . The scope of the choice of kernel function is Linear Kernel, Polynomial Kernel, Gaussian Kernel, and Sigmoid Kernel. The choice range for C is 1, 10, 100, 1000 and 10000. γ selects the default value of 1/k (k represents the dimension of the feature). The value of CV is 5 means 5-fold cross-validation method is selected. The final experimental results are shown in Table 3 and Table 4 . Table 3 and Table 4 show that texture features and text features achieve the highest classification precision of 0.914 and 0.93 when C equals 1000 in Gaussian kernel, and the precision will not increase when C continues to increase. The color feature also has the highest precision on the Gaussian kernel and is 0.863, but when C above 10, there will be no results after the increase of C, because the feature dimension of color feature is small and overfitting phenomenon occurs when C is high, so the correct classification cannot be achieved. After obtaining the kernel matrix, the weights between each kernel function need to be obtained. The Shogun machine learning toolbox [34] is used at this time. The Shogun machine learning toolbox offers plenty of algorithms and methods to solve complex problems, such a classification, regression, dimensionality reduction, and clustering, etc. The weight of each kernel function is obtained by the multi-kernel operation as follows in Table 5 . After the weight of each kernel function is obtained, the kernel matrix can be constructed to realize multiple kernel classification of sample features.
2) COMPARED WITH THE GRAYSCALE METHOD
As mentioned in the relevant work section [10] - [12] of the experiment, the general visual classification method of Android malicious samples are to convert the executable file into a grayscale image through the corresponding relationship between binary bytes and pixels. After obtaining the grayscale image, the GIST algorithm was used to extract the texture features of the grayscale image. Finally, a classifier such as SVM is used to classify texture features. To better compare the two methods, we used the same data set provided in this article for testing. During the experiment, 20% of samples were randomly selected from each family of the sample set to form the test set, and then the remaining 80% samples were selected as train set. In order to show the classification effect more intuitively, we used the confusion matrix to display the experimental data. The specific classification of the two confusion matrices is shown in Fig. 15 .
The grayscale image method and the method of this paper are represented by the confusion matrix respectively. The ordinate of the confusion matrix represents the actual category of the Android malicious family, and the horizontal coordinate represents the prediction category of the Android malicious family. Each value on the diagonal from [0,0] to [14, 14] in the confusion matrix represents the precision of this family. Precision ranges from 0 to 1, the higher the precision, the better the effect, or 1 if the family is fully classified successfully. Values in other places in the confusion matrix represent the precision of malware families into other families. As can be seen from the confusion matrix of the two cases, the method selected in this paper has higher precision. The classification precision of the grayscale image is 0.92, which is 0.04 less than the classification precision of 0.96 proposed in this paper.
3) COMPARED WITH THE FEATURE EARLY FUSION METHOD
Feature fusion is divided into early fusion and late fusion. Early fusion refers to Feature-level fusion (FL), and features are fused before entering the classifier. Late fusion is Decision-level fusion (DL) and adaptive weighted fusion of different features after classification. Multiple kernel learning proposed in this paper belongs to late fusion. The feature fusion method of [11] , [17] , [19] and [24] belongs to feature early fusion. We realized the feature early fusion method for comparison. Texture, Color and Text features are cascaded into a 585-dimensional feature vector, and then a classifier is used for classification. The method in this paper and the feature early fusion method were tested on the same dataset. During the experiment, 20% of samples were randomly selected from each family of the sample set to form the test set, and then the remaining 80% samples were selected as train set. The final classification results are shown in Table 6 . Features after early fusion were classified by KNN, SVM and RF classifiers, in which SVM has the highest classification precision of 0.94 and its recall and F1 score also reach 0.94. However, the precision, recall and F1 score of this paper are 0.96. The fact proves that the classification method proposed in this article performs a better classification effect than other methods of early fusion.
D. TIME CONSUMPTION
To test the efficiency, the time of each feature extraction is measured. The computer is configured with Intel(R) Xeon(CPU) E3-1231 v3 processor, four cores and 16 G memory. During the experiment, features of 3000 Android malicious samples were extracted, and the time of different steps in the feature extraction process is recorded, and then the average time was calculated. The specific result is shown in Fig. 16 . The blue bar represents the time of different steps, and the yellow bar represents the total time of the feature extraction method in this paper. In contrast, the time to extract features of frequent subgraphs in [16] is described by orange bar. The construction of frequent subgraphs of samples takes 4.6 seconds, and the feature extraction time proposed in this paper is 2.999 seconds less. It can be seen that the method proposed in this paper has high efficiency.
V. CONCLUSION
The traditional static analysis method is affected by the application of reinforcement and confusion, the dynamic analysis method requires too much time and space, and the features extracted from the existing visualization method is simple. To address these problems, we proposed a new Android malicious family classification method based on DEX file section features. The DEX file is converted to RGB images and plain text based on the section features. Texture features and color features of images, as well as text features, are calculated as sample features. Due to color features, texture features and text features in the different dimensions and values. We choose the feature late fusion classification method based on multiple kernel machine learning. The method proposed in this paper is compared with the traditional grayscale image method, the classification precision of the traditional grayscale method is 0.92, which is 0.04 lower than our method. Compared with the conventional feature early fusion algorithm. The feature early fusion method has a high classification effect under the SVM classifier, with precision, recall, and f1 reaching 0.94. However, the precision of the method proposed in this paper can reach 0.96, which is 0.02 higher than that of the feature early fusion method. And the feature extraction process in this paper is reduced by 2.999 seconds compared with the method of frequent subsequence. Experiment results show that the Android malware family classification method proposed in this paper based on DEX file section features performs high classification efficiency and precision.
SO is short for ''Shared Object'', a binary file that the machine can run directly. SO file mainly exists in Unix and Linux systems. Since Android is based on Linux Kernel, it also inherits all related designs in Linux. All JAVA code exists in the DEX file, but there is still some C code in the SO file. Therefore, further research of this paper is to study the SO file and extract more features from it to improve the classification precision of this paper.
