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There is a dearth of approaches to experimentally direct cell migra-
tion by continuously varying signal input to a single cell, evoking all
possiblemigratory responses and quantitativelymonitoring the cel-
lular and molecular response dynamics. Here we used a visual blue
opsin to recruit the endogenous G-protein network that mediates
immune cell migration. Specific optical inputs to this optical trigger
of signaling helped steer migration in all possible directions with
precision. Spectrally selective imaging was used to monitor cell-
wide phosphatidylinositol (3,4,5)-triphosphate (PIP3), cytoskeletal,
and cellular dynamics. A switch-like PIP3 increase at the cell front
and a decrease at the back were identified, underlying the decisive
migratory response. Migration was initiated at the rapidly increas-
ing switch stage of PIP3 dynamics. This result explains how amigra-
tory cell filters background fluctuations in the intensity of an
extracellular signal but responds by initiating directionally sensitive
migration to a persistent signal gradient across the cell. A two-
compartment computationalmodel incorporating a localized activa-
tor that is antagonistic to a diffusible inhibitor was able to simulate
the switch-like PIP3 response. It was also able simulate the slow
dissipation of PIP3 on signal termination. The ability to indepen-
dently apply similar signaling inputs to single cells detected two cell
populationswith distinct thresholds for migration initiation. Overall
the optical approach here can be applied to understand G-protein–
coupled receptor network control of other cell behaviors.
optogenetics | ultrasensitivity
A variety of cells sense gradients of chemoattractants andrespond by migrating toward increasing concentrations.
Migration is central to immune cell function, morphogenesis,
cancer cell metastasis, and the life cycle of the social amoeba,
Dictyostelium discoideum (1). Cell migration is made up of a
characteristic sequence of identifiable cellular events that are
governed by G-protein–coupled receptor (GPCR)-driven sig-
naling networks. Although considerable information exists about
molecules involved in migration, the challenge is in translating
a static map of these molecules into a spatially and temporally
dynamic network that orchestrates migratory behavior. Effective
methods to probe the basis of network control of migration need
to be able to faithfully evoke migratory behavior experimentally
and quantitatively monitor response dynamics at the cellular and
molecular level. Microfluidic devices and electrical fields have
been used to regulate migration and provide insights into the
process (2–6). However, there are limitations at present in the
ability to direct a series of signaling inputs to a single cell in
spatially and temporally complex patterns. Such inputs are es-
sential to continually choreograph the events that constitute the
migratory response: initiation, translocation, directional changes,
and adaptation. A light-sensitive domain of a plant protein has
been inserted into Rac1, a downstream signaling protein, and
used to initiate migration (7). We have developed an approach,
using members of the family of nonrhodopsin opsins that are
light-sensing GPCRs to achieve spatially confined optical acti-
vation of signaling activity in a single cell [accompanying paper in
PNAS (8)]. Here we use a color opsin from the human retina, to
asymmetrically activate the native signaling network in an im-
mune cell in its entirety. Because the protein is a receptor, the
extracellular signal stimulated response of the major second
messengers and resultant network dynamics can be studied.
Furthermore, as the receptor senses the external light signal
directly, precise directional control over migration can be exerted
optically. The evoked responses recapitulate native migratory
cell behavior.
This approach allows network control of migration to be inter-
rogated continually in a single cell. The ability to examine single-
cell responses quantitatively using the optical approach allowed us
to address some long-standing questions. How does a cell filter
background noise but initiate migration initiation decisively? Is
there a threshold in the response of signaling molecules at which
the cell decisively initiates migration (9)? Is there heterogeneity in
network control of migratory behavior among single cells?
A number of models have been described to explain migratory
response characteristics (10–12). However, there has been a limita-
tion in methods to test computational models directly. Here, optical
control allowed quantitative information on the cellular and molec-
ular dynamics to be acquired during a series of migratory responses.
This helped develop a computational model of the G-protein–
mediated network that is known to regulate the internal guidance
cue for migration, phosphatidylinositol (3,4,5)-triphosphate
(PIP3) (1, 13). This mechanistic model accurately simulated the
experimental results obtained through optical control.
Results
Asymmetric Optical Activation of Blue Opsin Initiates and Directs
Immune Cell Migration Continually. We used an optical approach
to attain spatiotemporal control over single-cell behavior and
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simultaneously obtain quantitative information about second
messenger dynamics in that cell. We examined whether asymmetric
signaling in a single cell and resultant migratory behavior can be
evoked using a visual opsin to activate endogenous G-protein
pathways. Macrophage cell migration is evoked by asymmetric
activation of Gi-coupled receptors across the cell (1, 13). We
examined the capability of optical activation of human cone
photoreceptor blue opsin (bOpsin) to activate the Gi pathway
native to mouse macrophage RAW 264.7 cells.
The energy distribution of an optical input followed a Gauss-
ian distribution (Fig. S1A). When the input was placed in front of
a cell, a localized light gradient could be created in contrast to
a molecular gradient (Fig. 1). Optical inputs were designed by
varying the area of exposure, intensity, number of pulses, and
intervals between pulses required to activate the opsin (Fig. 1B).
We expressed human cone photoreceptor bOpsin in RAW
264.7 cells and examined the response of the cell to confined
optical inputs (OIs) at 445 nm. The laser used to create the OI
had a power of 5 μW at the image plane. We found that longer
wavelengths used to excite fluorescent proteins in the red range
mCherry (mCh) (595 nm) do not induce activation of bOpsin
whereas medium wavelengths that excite GFP (488 nm excita-
tion) and YFP (515 nm excitation) have minimal potential to do
so. This spectral selectivity facilitated the imaging of cellular and
molecular changes that occurred during bOpsin activation.
We examined the response of a mouse macrophage RAW 264.7
cell expressing bOpsin-mCh to confined optical inputs. Cells were
imaged for mCh (595 nm excitation/630 nm emission) continu-
ously. Fig. 2 andMovie S1 show that cells responded initially to an
optical input applied every 5 s (red box) with a protrusion of the
cell body in the direction of light. This was followed by lamelli-
podia formation toward the stimuli. We continually relocated the
optical signal to direct the migration. The ability to apply spatially
discrete multiple optical inputs allowed independent control of
two different cells simultaneously (Movie S1 and Fig. 2: 23:07).
The plot shows continuous synchronized response of the cell front
and back to the movement of the optical input. Together, these
results demonstrated that optical gradients could mimic chemo-
attractants but with more precise spatial and temporal control at
the single-cell level.
Direction of Immune Cell Migration Can Be Controlled Optically.
Because OI can be localized to any position on the surface of
a cell, we examined whether the direction of migration can be
controlled entirely by the location of the OI with reference to the
cell. We found that switching the optical signal to the back of
a migrating cell resulted in synchronized lamellipodia initiation
at the back and retraction at the front (Fig. 3A and Movie S2).
The cell then began to move in the reverse direction. Differential
interference contrast (DIC) images of cells during a similar ex-
periment are shown in Fig. 3 B and C. DIC images show more
defined lamellipodia and the results show the rapid retraction
of lamellipodia at the original front and the appearance of new
lamellipodia at the newly created front once optical input is
Fig. 1. Migration induced by a diffusible gradient and by optical activation.
(A) Cells migrate toward the higher concentration of chemoattractant
molecules. Blue triangle depicts gradient. (B) Optical input location, area,
intensity, number of pulses, and intervals between pulses are designed to
evoke spatially asymmetric signaling activity.
0 2 4 6 8 10 12 14 16
0
20
40
60
80
100
D
is
ta
nc
e 
m
ig
ra
te
d 
(μ
m
)
Time (Min)
 OI
 Leading edge
 Trailing edge
90 μm
0:00      2:25 - 1st OA          4:01               6:47       9:10  10:00 
Min:s 
11:40       13:25             16:30               17:20     18:05  19:00  
21:17       22:22              23:07
25:57       29:12              30:55
Fig. 2. Optical control of directional cell migration. Confined OIs (red box) pulsing every 5 s continually activate bOpsin-mCh and direct RAW 264.7 cell
migration. Representative result (n > 40) is shown. Plot shows tracking of the leading edge (black), the trailing edge (blue), and OI (red) along the x axis. OIs
were repositioned as the cells migrated, to maintain an approximately constant distance between the OI and the leading edge.
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switched. When we tracked the migration of a cell that reversed
its direction with reference to optical input, it was clear that the
cell migrated precisely along the optical input trajectory and the
response persisted as long as the signal persisted (Fig. 3C). A
strong correlation between optical input and cell trajectories
reveals precise directional sensing ability of immune cells (Fig.
S1B). There is no apparent difference between forward and re-
verse average migration velocities (∼5 μm/min, Fig. S1C). The
cells show a delay of ∼100 s to move in the reverse direction,
suggesting that this may be the time taken to break down and
reestablish polarity entirely.
Similarly, when a cell was activated sequentially in four op-
posing directions, the cell consistently responded with a migra-
tory response toward the OI in each direction (Movie S3). By
applying two independent OIs simultaneously to individual cells
attached to each other, it was possible to direct their migration in
opposing directions away from each other (Movie S4). These
results demonstrate that optical control can sequentially induce
the migration of a single cell in any chosen direction and it can
control the migration of multiple cells in the field of vision si-
multaneously in any chosen direction (Fig. 2: 23:07). Potentially
a single cell can be subjected to multiple inputs in different
directions to examine the effect of competing gradients.
Molecular Responses Can Be Imaged During Optically Induced Migration.
We examined whether signaling molecules responded to light
activation similarly to chemoattractants. Before migration initi-
ation, an optical input evoked an increase in PIP3 at the front
of a cell expressing bOpsin-mCh and PIP3 sensor Akt-PH-GFP
(Fig. 4A and Movie S5) similar to that seen with chemoattractants
(1). Migration of cells in response to chemoattractants is known
to be mediated by Rac (13). When we introduced a dominant-
negative Rac (T17N) (14) or wild-type Rac into bOpsin-expressing
RAW cells, optical activation (OA)-induced migration was se-
verely retarded by Rac (T17N) but not by Rac wild type (WT).
This result showed that optically activated migration is mediated
by a Rac-mediated pathway similar to chemoattractants. We then
quantified the real-time actin dynamics during continued migra-
tion induced by confined optical activation of bOpsin-mCh and
GFP-β-actin coexpressing cells. When migration was initiated,
localized actin remodeling was detected at the front of the cell
(Fig. 4B and Movie S6). This remodeling occurs on a similar
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Fig. 3. Optically induced reversal of migration. (A) Confocal fluorescence images of a RAW 264.7 cell expressing bOpsin-mCh. Images were taken at 5-s
intervals before and during optical activation. OIs were applied every 5 s. (B) DIC images of reversal of migration by optical activation of bOpsin (white box).
Yellow arrow: lamellipodia appearance during initial activation. Orange arrows: retraction of the lamellipodia. Green arrow: initiation of lamellipodia ap-
pearance at new front. (C) Representative plot tracking the optical input (OI) and center of cell (x axis) (n = 10). Migration events are shown above, cor-
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the leading edge.
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timescale to that of PIP3 at the front of a cell (Fig. 4B, Right).
Together these results suggest that a PIP3-Rac-actin pathway
mediates optically induced migration similar to that in response to
chemoattractants (Fig. 4C).
Optical Control Identifies an Enhanced Front-to-Back PIP3 Gradient
Underlying Migration Initiation. Modeling has suggested that the
capability of migrating cells to sense very shallow gradients
requires them to form steep internal gradients (15, 16). PIP3 is
a candidate molecule for being this cue because PI3K activity is
known to be stimulated at the leading edge of a migrating cell,
resulting in localized PIP3 increase (17). However, in the ab-
sence of approaches that can introduce precise experimental
control over directional cell migration, the relationship between
the PIP3 response across a single cell and cell behavior has been
difficult to examine. The ability to rapidly induce directional
changes in cell migration using controlled optical functions
allowed us to examine whether we could obtain direct evidence
for a dynamic steep PIP3 gradient that mediates cell migration.
A RAW cell coexpressing bOpsin-mCh and a PIP3 sensor Akt-
PH-GFP was continuously imaged before and during sequential
optical activation of the front and the back (Fig. 5A). The cell was
initially polarized randomly with PIP3 patches distributed along
the cell periphery. On optical activation, PIP3 increased rapidly at
the activated end, creating the leading edge (Fig. 5 A and B).
Importantly, PIP3 levels decreased at the back of the cell (Fig. 5 B
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Fig. 4. Monitoring secondary messenger activity during optically induced cell migration. (A) Confocal images of GFP fluorescence in RAW 264.7 cells
expressing bOpsin-mCh and PH-Akt-GFP (PIP3 sensor). Images were taken at 5-s intervals before and during optical activation. OIs (green box) were applied
every 5 s. (B) Confocal overlay images of a RAW cell transfected with bOpsin-mCh and GFP-β actin before and during optically induced migration. Plot shows
actin accumulation dynamics proximal to the OI (n = 5). OIs (green solid box) were repositioned as the cells migrated, to maintain an approximately constant
distance between the OI and the cell’s leading edge. Plot shows β-actin dynamics at the cell front. Responses are normalized from zero to one (n = 3, error
bars: SD). (C) Schematic of signaling molecules involved in cell migration.
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and C). Optical activation also resulted in lamellipodia formation
and migration (Movie S7). Switching of the optical gradient
resulted in rapid PIP3 gradient reversal (Fig. 5 A and B). We used
repeatability of an identical optical input to the same cell to evoke
a subsequent reversal cycle. This recapitulated the directionality of
the PIP3 gradient change. These directional changes in the PIP3
gradient were associated with changes in migration direction.
The spatiotemporal dynamics of PIP3 in a single immune cell
undergoing migration initiation, maintenance, and reversal have
not been examined in real time. PIP3 increase at the front of an
immune cell has previously been observed in response to a che-
moattractant gradient (18). However, rapid concomitant de-
crease in PIP3 at the back has not been detected. Results show
that decrease at the back increases the steepness of the front-to-
back PIP3 gradient (Fig. 5D). There is an approximately fivefold
higher rate of PIP3 degradation when optical activation is
switched to the prior back of the cell compared with passive loss
in the absence of the optical signal (Fig. 5E). This result suggests
that activation of signaling in the front of the cell is communi-
cated rapidly to the back through an unidentified mechanism
that enhances PIP3 decrease. In contrast, in the absence of ac-
tivation of the front, decrease in PIP3 at the back is likely due to
passive basal PIP3 degradative mechanisms.
PIP3 Dynamics Across the Cell Are Switch-Like and Migration
Initiation Occurs Midway Through the Sigmoidal PIP3 Response in
Two Distinct Populations of Cells. Systems-level analysis of a sin-
gle migrating cell is difficult using present methods because it
requires systematic control over the input over time across a cell
while simultaneously imaging cellular and molecular responses.
This makes it challenging to study signaling dynamics and
quantify systems-level properties such as sensitivity in terms of
the rapidity of the response and activation threshold for migra-
tion initiation. The ability to control migration with light pulses
allowed us to quantify the PIP3 dynamics and migratory response
in a single cell (Fig. 6A).
We applied identical continuous light pulses at every second to
a confined region of a single cell to initiate cell migration and
monitored the PIP3 response in 23 cells (Fig. 6B). We examined
the dynamic response of PIP3 in the front of each of these cells
during migration initiation. We fitted the PIP3 response to the
Hill equation to quantify the sensitivity (Hill coefficients, nH ∼ 3
to ∼8) of individual cells (Fig. 6B). The values for the Hill
coefficients suggest that the PIP3 response is highly ultrasensitive
(19). Such switch-like dynamics help a cell make a dedicated all-
or-none decision in response to changing environmental con-
ditions as in the MAPK cascade mediation of oocyte maturation
(20). The PIP3 response detected here is thus consistent with the
decisive nature of migration initiation that shifts the cell from
one state to another.
The ability of the optical method here to continuously provide
identical inputs to multiple cells helped analyze the PIP3 re-
sponse curves and the corresponding enhancement of the PIP3
gradient (A) in a heterogeneous cell population. We found that
some cells showed a migratory response whereas others did not.
Enhancement of the PIP3 gradient varied widely among re-
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Fig. 5. Monitoring PIP3 and cell migration dynamics during optically induced cell migration initiation and reversal. (A) Confocal images of GFP fluorescence
in a RAW 264.7 cell expressing bOpsin-mCh and PH-Akt-GFP(PIP3 sensor). Images were taken at 1-s intervals before and during optical activation. OIs (green
box) were applied every 1 s. The optical input after inducing PIP3 response at the front was switched to the back and the PIP3 gradient monitored. Green box:
optical input. (B) Plot shows the normalized PIP3 sensor fluorescence intensity changes in the front (red) and the back (black). Vertical lines (purple) denote
when the OI is switched in location. Vertical line (black) shows termination of optical activation. In each activation cycle individual front and back PIP3
responses are normalized from zero to one. (C) Baseline normalized front (red) and back (black) PIP3 sensor fluorescence during optical activation of front. (D)
PIP3 sensor fluorescence front/back gradient (red) and front/basal gradient during optically induced migration initiation (n = 5). (E) Active and passive PIP3
breakdown at the optically activated cell front. Cartoons represent the experimental design, status of the cell, and location of the optical input. Plots show
the corresponding PIP3 sensor mean fluorescence intensity at the front after terminating the OI (red, n = 6) or relocating the OI to the back of the cell (black,
n = 4). Time = 0 is the point at which fluorescence starts to decrease. Error bars: Mean ± SEM.
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sponsive cells. None of the nonresponsive cells demonstrated
significant enhancement of the PIP3 gradient (Fig. 6C). These
results suggest that the PIP3 response has to cross a threshold
(A = ∼2) to initiate the migratory response.
To characterize the cell-to-cell variation in a population we
used the optical approach to examine the relationship between
the activation threshold for PIP3 response (K, half-maximal
constant from the Hill fit) and migration initiation (Nstart) in single
cells. When 23 cells were examined, 18 cells showed a PIP3 and
migratory response whereas 5 showed only the PIP3 response. The
very low-intensity light of wavelengths in the visual spectrum used
here does not have any damaging effects on cells. The non-
responsive cells are categorized as such only because they do not
demonstrate obvious migration: extension of the leading edge and
retraction of the trailing edge. PIP3 increase at the front of these
cells demonstrates that the nonresponsive cells are viable.
Population distribution analysis showed that these cells could
be grouped into two distinct pools of cells on the basis of mi-
gration initiation and the PIP3 response (Fig. S2A). Early
migrants (Fig. 6D, blue, K = 37) required fewer stimuli for the
initiation of migration and late migrants (Fig. 6D, red, K = 67)
required more stimuli. However, there was no relationship be-
tween the expression level of the opsin receptor and the re-
sponse, suggesting that the differences were due to intrinsic
network properties of the cells and not receptor concentration.
Strikingly, migration initiation occurred in almost all of the cells
close to the activation threshold for the PIP3 response, showing
that migration is initiated at the switch-like region of the PIP3
increase at the front (Fig. 6D shows the population responses, Fig.
S2B shows individual cell responses, and Table S1 shows the sys-
tems parameters for the PIP3 responses).
The differential tuning of migration initiation at the switch-
like region of the PIP3 response in individual cells in a pop-
ulation further suggests that PIP3 is a critical second messenger
mediator of macrophage cell migration. Overall these results
show that the optical approach here allows single-cell analysis of
signaling network properties that control cell migration.
Computational Modeling of PIP3 Dynamics During Migration Initiation.
The ability to confine activation of receptor and coupled G pro-
teins to one edge of a cell allowed us to develop a two-compart-
ment ordinary differential equation model for PIP3 accumulation
in immune cells that is mediated by asymmetric GPCR activation.
The model assumed the basic framework of the local excitation,
global inhibition (LEGI) mechanism (21–23), which explains the
ability of polarization of the second messenger across the cell
during an asymmetric input stimulus. Here, we introduced an in-
hibition-activation mechanism by introducing antagonism between
the inhibitor and the activator at the membrane as shown in Fig.
7A. The antagonistic mechanism proposed here is consistent with
the balanced inactivation model proposed earlier (11, 24). The
model thus comprises an incoherent feed-forward loop with faster
activation kinetics of a membrane localized activator and slower
recruitment kinetics of an inhibitor to the membrane from the
cytosol (6, 12). Fig. 7A shows the reaction schematic used for the
formulation of the model.
When the signaling input to the cell is spatially confined to the
front compartment, both the activator and the inhibitor are ac-
tivated. The activator enhances PIP3 synthesis and the inhibitor
decreases PIP3 levels. The activator and inhibitor act antagonis-
tically on each other (Fig. 7A). The activator is confined to the
plasma membrane whereas the diffusible inhibitor is present in
both the membrane and the cytosol. Activation of the inhibitor
leads to its membrane recruitment. The cytosolic inhibitor is ca-
pable of free exchange between the two compartments, whereas
the activator and the membrane-bound inhibitor remain local-
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ized. The activator and recruited inhibitor act on PIP3 in two
distinct compartments. We have made the assumption that all of
the reacting species in the two compartments are well mixed in-
dividually. It should be noted that the inhibitor in the cytosol and
that in the membrane are distinct variables.
The G-protein activation rate is directly proportional to the
stimulus (S). The free G-protein concentration and deactivation
of G protein follow first-order reaction kinetics. The total G-
protein concentration (GT) is constant in each compartment.
The rate of accumulation of the activated G protein in the
front compartment is
dGF
dt
¼ k0 ∗ Sfront ∗ ðGt−GFÞ− k0r ∗GF :
The rate of formation of the activator is assumed to follow
Michaelis–Menten kinetics, the natural deactivation is assumed
as first-order kinetics, and deactivation due to antagonism fol-
lows second-order kinetics involving both inhibitor and activator.
The rate of accumulation of activator is
dAmF
dt
¼ k1 ∗ GF
GF þ km− k1r ∗AmF − k2r ∗AmF ∗ ImF :
The rate of formation of inhibitor in the cytosol is assumed to
follow Michaelis–Menten kinetics. Further, the inhibitor is
recruited to the membrane with first-order kinetics. Moreover,
the cytosolic inhibitor diffuses to the other compartment on the
basis of its concentration gradient. The rate of accumulation of
the inhibitor in the cytosol in the front compartment is
dIcytF
dt
¼ k2 ∗ GF
GF þ kmþ kt ∗

IcytB − IcytF

− krm ∗ IcytF :
The accumulation rate of the membrane recruited inhibitor
accounts for its rate of recruitment, the natural deactivation, and
its antagonism with the activator:
dImF
dt
¼ Vc ∗ krm ∗ IcytF − k1r ∗ ImF − k2r ∗ ImF ∗AmF :
The formation of PIP3 is first order with respect to activator,
whereas the disappearance of PIP3 depends on both the in-
hibitor and its own concentration in the front compartment. The
accumulation rate of PIP3 is
dPIP3F
dt
¼ k30þ k3 ∗AmF − ðk3r ∗ ImF þ k30rÞ ∗PIP3F :
Similarly, equations for the back compartment are as follows
(descriptions of model variables, model parameters, and initial
conditions used in the study are shown in Tables S2–S4):
dGB
dt
¼ k0 ∗ SB ∗ ðGt−GBÞ− k0r ∗GB;
dAmB
dt
¼ k1 ∗ GB
GB þ km− k1r ∗AmB − k2r ∗AmB ∗ ImB ;
dIcytB
dt
¼ k2 ∗ GB
GB þ km− kt ∗

IcytB − IcytF

− krm ∗ IcytB;
dImB
dt
¼ Vc ∗ krm ∗ IcytB − k1r ∗ ImB − k2r ∗ ImB∗AmB ;
dPIP3B
dt
¼ k30þ k3 ∗AmB − ðk3r ∗ ImB þ k30rÞ ∗PIP3B:
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Fig. 7. Two-compartment model for immune cell migration. (A) Simplified schematic representation of the biomolecular pathway at the cell front and back
describing PIP3 regulation during immune cell migration. Arrows with a box indicate either recruitment to the membrane or translocation from front to back
compartment. cyt, cytosolic; m, membrane bound. GPCR, G protein, and the activator in the back compartment are inactive and presented in gray. (B)
Simulated activator dynamics in the front (AmF) and back (AmB) compartments of a single cell in response to switching the localized activation from front to
back. (C) Simulated cytosolic inhibitor dynamics in the front (IytF) and back (IcytB) during corresponding activation switching. (D) Simulated membrane
recruited inhibitor dynamics in the front (ImF) and back (ImB) during corresponding activation switching. (E) PIP3 dynamics at cell front and back controlled by
the activity of activator (B) and inhibitor (D) activity.
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Fig. 7 B–D shows the simulated dynamic behavior of the activa-
tor and inhibitor. The front compartment of a cell is activated
first (0 s), followed by the back compartment at 200 s, and then
signal input is terminated at 400 s. In the front compartment,
both the activator and the cytosolic inhibitors increase. The rapid
diffusion increases the concentration of the cytosolic inhibitor in
both compartments. The cytosolic inhibitor gets recruited at the
membrane in both compartments at an equal rate. However, the
lack of G-protein activation and consequent absence of activator
at the back result in increasing inhibitor activity in the membrane
at the back. At the front, the presence of activator at the mem-
brane keeps the membrane-bound inhibitor activity low. This
localization of activator and inhibitor activity in the front and
back compartments is mainly due to the slower recruitment of
the inhibitor to the membrane, deactivation of the inhibitor at
the membrane front due to antagonism of the activator, and,
finally, rapid diffusion of the cytosolic inhibitor between com-
partments. The polarization of the activator and inhibitor be-
tween the two compartments results in a PIP3 gradient.
When signal input is switched to the back, G-protein activation
induces the activator at the back, leading to deactivation of in-
hibitor at the back (Fig. 7 B and D). The cytosolic inhibitor con-
centration at the back increases due to activation at this end (Fig.
7C). In the front compartment, the reduction in G-protein con-
centration reduces both activator and inhibitor. However, the rapid
diffusion of cytosolic inhibitor from back to front ensures that re-
cruitment of inhibitor at the front is maintained (Fig. 7C). Thus, the
localized activity of activator and inhibitor gets reversed rapidly.
Termination of input at 400 s leads to the rapid decrease in the
activator concentration at the “back” (Fig. 7B). However, in the
absence of further switching of the optical signal to the opposite
end of the cell, increased recruitment of the inhibitor to the back
does not occur (Fig. 7 C and D). Thus, the dissipation of the
PIP3 gradient occurs at a rate that is slower than that in the
presence of the asymmetric input (Fig. 7E, black curve from 200
to 400 s vs. red curve from 400 to 650 s).
The model ensures localization of PIP3 decrease to the back
compartment after initial activation and rapid PIP3 dynamics
during reversal of input from front to back. It further accounts
for the slow PIP3 decay during switch-off. Overall, the simulation
thus captures the kinetics of PIP3 changes across the cell ob-
served when executing the experimental paradigm (Fig. 6), thus
validating the model.
Discussion
Considerable evidence from different approaches supports a role
for PIP3 in normal migration of immune cells and Dictyostelium
cells (1, 25–27). However, questions remain as to how PIP3 dy-
namically acts as an internal cue for migratory behaviors. Here we
identify network-level properties governing PIP3 formation that
underlie the cell’s ability to initiate migration and to alter di-
rection, using an optical approach. This approach helped quanti-
tate the relationship between signal input and the behavioral and
spatially complex signaling output of a single cell in real time. The
data generated using optical control were used to build a mecha-
nistic model.
The PIP3 changes evoked by a continuous asymmetric signal
are characterized by a sigmoidal response that, after an initial lag,
allows a large output to a relatively small input (19, 28–30). The
switch-like properties of an ultrasensitive response are well suited
to mediate decisive changes in cellular states as in the case of the
cell cycle (19). A typical Michaelis–Menten response (nH = 1)
requires an 81-fold change in the input to bring about an output
response from 10% to 90% activation. However, only a two- to
fourfold change in input was required for this change in PIP3
production during migration initiation. Furthermore, the PIP3
gradient was enhanced in a switch-like manner by the decrease in
PIP3 concentration at the back of the cell. Consistent with this
switch-like behavior playing a role in the migratory decision,
migration initiation occurs midway through the switch.
It is known that migratory cells can filter out background fluc-
tuations in a signal (31) and demonstrate decisive state changes
when encountering a chemoattractant gradient. The mechanistic
bases for these properties have not been clear. The switch-like
behavior of the PIP3 gradient provides a parsimonious mechanism
that enhances the gradient, ensures that background noise is fil-
tered, and allows initiation of migration to be decisive.
Optical control allows the extracellular input to be switched on or
off and its location to be altered almost instantaneously. This fa-
cilitated migration to be redirected repeatedly and activation to be
terminated rapidly. Because the optical signal emanates from the
microscope objective, the approach also helps retain the cell within
the field while continuously monitoring cellular and molecular re-
sponse dynamics throughout the course of the experiment.
This approach is especially useful to address two-compartment
models as demonstrated here.When the optical signal is reversed,
local activation of a compartment overcomes the inhibition of
PIP3 production and inhibition at the back ensures that PIP3 at
the original front decays, creating a rapid gradient reversal. This is
accompanied by reversal of cell migratory behavior. The dual
action of an activator and inhibitor on the regulation of PIP3
provides flexibility in the tuning of dynamic switch-like responses
(30). The consistency between the modeling and experimental
results suggests that the presence of an activator and inhibitor
with the properties suggested here can be pursued.
Cell populations have been traditionally studied to obtain
valuable insights into the mechanistic basis of biological function.
Single cells within a population are, however, likely to differ in
their properties. Single-cell analysis so far has largely concen-
trated on transcripts, genes, secreted molecules, and metabolites
(32–35). Differences between single cells in signaling network
properties have been less studied. Information about such het-
erogeneity can help us achieve a better understanding of the
mechanisms underlying cell function (36). Identifying network
differences between cells may also help us evolve better strate-
gies for personalized therapeutics.
It is difficult to quantify the network properties in a single
living cell and classify a heterogeneous cell population on the
basis of systems characteristics that govern cellular behavior such
as migration (37). Ultrasensitivity in the cell cycle and in regu-
lation by small GTPases has previously been identified in cell
populations, using cell disruptive methods (30, 38). The ap-
proach here helps quantify network dynamics in a single living
cell and identify systems-level properties that can otherwise be
masked by ensemble measurements from a population of cells.
This can suggest whether network control and the resultant
cellular response vary probabilistically across cells or are de-
terministic, falling into specific classes. Predetermined variation
among cells may form the basis of specific population response
capabilities. Intrinsic differences in the signaling properties be-
tween cells can provide natural variants that can be used to
identify the molecular basis of cell behavior. The results here
distinguish immune cells on the basis of distinct differences in
their PIP3 and migratory responsiveness to an extracellular sig-
nal. This result suggests again that the PIP3 gradient formation is
central to the process of migration initiation. Variation in re-
sponsiveness among cells may ensure immune cell responses to
a broader range of stimulus intensities.
We demonstrate here the ability to use a visual opsin to recruit
endogenous signaling pathways and optically orchestrate complex
cell behavior. The use of light as the stimulus affords high spatial
and temporal resolution at subcellular levels over the signaling
pathway that controls the behavior. The optical approach de-
veloped here can be applied to understand the basis of GPCR-
stimulated signaling network control of other cell behaviors. This
E1582 | www.pnas.org/cgi/doi/10.1073/pnas.1220755110 Karunarathne et al.
approach can also be developed to optically instruct migratory
behaviors such as morphogenetic or tumor cell movements in
whole animals because these are known to be controlled by
asymmetric GPCR activity.
Methods
Cell Culture and Transfections. Early passage RAW 264.7 cells (Tissue Culture
Support Center at Washington University) were grown in DMEM with 10%
(vol/vol) dialyzed FBS, antibiotics, and L-glutamine (2 mM). They were seeded
at a density of 0.1 × 106 cells in 29-mm glass-bottom dishes and transfected
the same day. Each 29-mm dish was transfected using 4 μL lipofectamine
2000 as per manufacturer’s protocol. Cells were incubated 4.5–5 h with
transfection medium (Opti-MEM Reduced Serum Medium, lipofectamine,
and ∼1 μg of each cDNA) and then replaced with regular medium. Cells were
imaged after 16 h for optical activation. Before imaging, dishes were
transferred to an incubator in a dark room and 11-cis retinal was added to
the medium (3 ng/mL). After incubation with 11-cis retinal for 30 min, the
medium was replaced with imaging buffer, Hanks’ balanced salt solution
(HBSS) (with 1 g/L glucose prewarmed to 37 °C).
Confined Optical Activation of RAW Cells and Global Imaging of Response
Dynamics. Using a 63× oil objective, cells were focused to the appropriate
confocal plane using 488-, 515-, or 595-nm wavelengths and the confocal
plane was locked using Adaptive Focus Control (Leica) to prevent focal plane
drift during cell migration. A detail of the imaging setup is described in SI
Methods. Basal levels and changes in fluorescently tagged opsin distribution
and fluorescence sensors (for second messengers) were imaged using laser
beams with the following specifications: GFP, 1.2 μW/cm2, 10–50 ms; and
mCh, 12.5 μW/cm2, 10–50 ms. These intensities and exposure conditions in-
duce minimal or no blue opsin activation. A 445-nm laser with the intensity
of 5 μW at the image plane was used to create versatile space and time
variant optical inputs. During confined optical activation, a dual galvo scan
head fluorescence recovery after photobleaching and photoactivation
(FRAPPA) unit that bypasses the confocal scanner unit (CSU) was used to
create the desired optical inputs.
Calculation of Cell and Optical Input Trajectories. The trajectory of the optical
input and coordinates of the migrating cells were tracked using the video
analysis and modeling tool “Tracker” from the Open Source Physics Project.
Quantification of System Parameters in Single Cells. Sensitivity and activation
threshold. Experimental PIP3 data obtained from optical activation of immune
cells were fitted to a three-parameter Hill equation, y ¼ bxnHKnHþxnH , where nH is
the Hill coefficient or sensitivity and K is the half-maximal constant or acti-
vation threshold. Because different cells had different values of basal and
peak PIP3 sensor fluorescence (on the membrane) and their peak response
was reached after varying numbers of light pulses, we normalized the PIP3
response as the fractional change in PIP3 fluorescence (change in PIP3 sensor
fluorescence from the basal level divided by peak PIP3 sensor fluorescence
minus basal-level PIP3 sensor fluorescence). Alternatively, when combining
data from different experiments and plotting a common curve for them, we
used four-parameter Hill equations (18), y ¼ aþ bxnHKnHþxnH . This eliminated the
possibility of underestimating sensitivity due to averaging curves.
Factor for the enhancement of the PIP3 gradient. We analyzed the enhancement
of the PIP3 gradient, where the enhancement factor was calculated as
A ¼ Peak PIP3 fluorescence level at the membraneBasal PIP3 fluorescence level at the membrane from the experimental PIP3 re-
sponse curves. In these plots, the PIP3 response is normalized to the maxi-
mum PIP3 response obtained in 23 cells and the input level is normalized to
the total number of light pulses required for maximal PIP3 response and
termed fractional activation.
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