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Resumen
En la última década, el consumo energético
ha dirigido el diseño de todos los sistemas de
cómputo, desde dispositivos móviles a los cuales
cada vez se le piden más prestaciones que deben
ser soportadas por una pequeña batería, hasta
los sistemas de Cómputo de Altas Prestaciones
(HPC, de High Performance Computing), objeto
de nuestro interés, los cuales consumen enormes
cantidades de energía. Esta alta demanda ener-
gética tiene serias consecuencias ﬁnancieras, me-
dioambientales, y en muchos casos también so-
ciales. El aumento de la eﬁciencia energética de
los sistemas de HPC no solo proviene de las nue-
vas arquitecturas hardware, también está invo-
lucrado el software, quien debe gestionar y conﬁ-
gurar el sistema para mantener un determinado
equilibrio entre tiempo de ejecución, eﬁciencia
energética y productividad.
Esta situación nos ha motivado a realizar una
colaboración entre tres universidades para estu-
diar diferentes temas relacionados a la compu-
tación ecológica. Nuestro trabajo se centra en
el desarrollo de software para sistemas de HPC
que permita gestionar su consumo energético al
ejecutar aplicaciones paralelas.
Palabras claves: computación ecológica, eﬁ-
ciencia energética, computación de altas presta-
ciones
1. Contexto
La investigación aquí presentada surge como
una colaboración entre la Facultad de Informá-
tica de la Universidad Nacional del Comahue
(UNCOMA), el Instituto de Investigación en In-
formática LIDI de la Universidad Nacional de
La Plata (UNLP), y el grupo de investigación
HPC4EAS (High Performance Computing for
Eﬃcient Applications and Simulation) de la Uni-
versidad Autónoma de Barcelona (España). La
colaboración se centra en el estudio del consumo
energético de los sistemas de cómputo paralelo
al ejecutar aplicaciones cientíﬁcas computacio-
nalmente complejas.
La ﬁnanciación de las líneas de investigación
aquí presentadas provienen del proyecto de in-
vestigación de UNCOMA 04/F004: Informáti-
ca Aplicada al Medio Académico y Cientíﬁco
y el Inter-U Colaboración UNComa-UNLP: do-
cencia e investigación en Sistemas Paralelos de
PROMINF, y de otros proyectos de la UNLP y
del grupo HPC4EAS.
2. Introducción
Los sistemas de Cómputo de Altas Presta-
ciones (HPC, de High Performance Compu-
ting) han tenido, por décadas, el único objeti-
vo de incrementar la velocidad de procesamiento
de las aplicaciones cientíﬁcas de alta demanda
computacional. Esto se ve reﬂejado en la lista
del TOP500 [2], que utiliza la métrica FLOPS
(FLoating-point OPerations per Second, canti-
dad de operaciones de coma ﬂotante por se-
gundo) para determinar el orden de clasiﬁca-
ción de las supercomputadoras. Sólo importa-
ban las prestaciones y, principalmente para el
dueño de la supercomputadora, la relación pre-
cio/prestaciones. Así, las supercomputadoras se
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dos: involucra rediseño de buses y redes de
interconexión.
3. Optimizaciones de memoria: jerarquía de
memoria.
4. Arquitecturas adaptables e hibernación de
recursos [9]: involucran cachés de activación
parcial, discos, cores, unidades funcionales,
tarjetas de interfaz de red, memorias.
5. Integración on-chip.
6. Procesadores de propósito especial: uso
de Unidades de Procesamiento Gráﬁco
(GPUs).
7. Rediseño de algoritmos de aplicaciones.
8. Planiﬁcación de tareas y asignación de ta-
reas a recursos hardware [5].
9. Escalado dinámico de frecuencia y tensión
[16].
3. Línea de investigación
Nuestro trabajo no pretende desarrollar nue-
vas tecnologías hardware que tengan una mayor
eﬁciencia energética (diseño ecológico [14]), sino
gestionar mediante software el hardware existen-
te para reducir el consumo energético (uso eco-
lógico [14]). Nos centramos en el desarrollo de
metodologías, modelos y construcción de soft-
ware para administrar y gestionar el consumo
de energía y prestaciones.
Nuestra investigación se enfoca en las siguien-
tes temáticas energéticas aplicadas a sistemas de
computación de altas prestaciones:
1. Caracterización energética de los sistemas.
La caracterización energética puede ser uti-
lizada para comparar sistemas, para cono-
cer el comportamiento energético del siste-
ma bajo estudio y así diseñar aplicaciones
con conocimiento de la energía, y ser un so-
porte para la construcción de modelos de
predicción de energía y potencia. Nos in-
teresan plataformas basadas en CPUs (Cen-
tral Processing Unit) y GPUs (Graphics
Processing Unit).
2. Predicción de energía y rendimiento. Es im-
portante proveer a un administrador de sis-
tema de herramientas que permitan prede-
cir la energía y el rendimiento que produci-
rían distintas conﬁguraciones del sistema al
ejecutar una dada aplicación paralela, y así
poder seleccionar la conﬁguración adecuada
que mantenga el compromiso deseado entre
tiempo de ejecución y eﬁciencia energética.
3. Predicción de potencia. La predicción de la
potencia es necesaria debido a que, en gene-
ral, los sistemas no disponen de dispositivos
internos de medición, en tiempo real, de la
potencia demandada; dispositivos externos
son imprácticos para sistemas con gran nú-
mero de nodos y procesadores por nodo. El
objetivo de la predicción de potencia es per-
mitir el desarrollo de algoritmos DVFS (ver
siguiente punto) que no podrían ser pro-
puestos sin esta información.
4. Diseño de algoritmos de escalado dinámi-
co de frecuencia y tensión (DVFS, Dynamic
Voltage and Frequency Scaling). La reduc-
ción de la tensión suministrada a un circuito
reduce el consumo energético, sin embargo,
incrementa el retardo de las compuertas ló-
gicas que fuerza a reducir la frecuencia de
reloj para que el circuito continúe trabajan-
do correctamente. Basándose en este con-
cepto, los algoritmos DVFS intentan redu-
cir el consumo energético realizando cam-
bios dinámicos de la frecuencia de reloj de
los cores.
5. Estrategias energéticas en cloud computing.
El cloud computing es un paradigma, re-
lativamente nuevo, de cómputo distribuido
que se presenta como una evolución natu-
ral del concepto de clusters y grids. Pro-
porciona grandes conjuntos de recursos vir-
tuales (hardware, plataformas de desarro-
llo, almacenamiento y/o aplicaciones), fácil-
mente accesibles. Considerando sus grandes
dimensiones, y la tendencia natural a que
la plataforma escale para ampliar los servi-
cios provistos, nos interesa estudiar las po-
sibles alternativas que permitan reducir su
alta demanda energética.
6. Gestión energética en mecanismos de tole-
rancia a fallos. La tolerancia a fallos agrega
una carga de trabajo signiﬁcativa al sistema
de cómputo, sobre todo en sistemas que tie-
nen enormes cantidades de unidades de pro-
cesamiento, haciendo necesario gestionar el
consumo energético de los distintos meca-
nismos.
4. Resultados y objetivos
En referencia a la temática de caracterización
energética de los sistemas, se ha estudiado la in-
ﬂuencia de los modelos de programación paralela
(OpenMP y MPI) y escalado de frecuencias de
CPUs en sistemas de computación de altas pres-
taciones de memoria compartida [7]. También
hemos estudiado los factores inﬂuyentes en el
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consumo energético de los sistemas de cómputo
de altas prestaciones basados en CPUs y GPUs
[8]. Posteriormente, hemos propuesto una meto-
dología para caracterizar la potencia de sistemas
de computación de altas prestaciones de memo-
ria compartida [6]. La metodología involucra la
búsqueda de factores inﬂuyentes en la potencia
del sistema, realizando un análisis de sensibili-
dad de las propiedades de la carga de trabajo
y parámetros del sistema en el comportamiento
de potencia. La carga de trabajo considera as-
pectos de cómputo y comunicaciones de las apli-
caciones. Esta metodología es similar a trabajos
previos, pero nosotros proponemos un esquema
de mayor profundidad que puede ayudar a mejo-
rar la caracterización del sistema. También rea-
lizamos estudios sobre el impacto del sistema de
Entrada/Salida en la eﬁciencia energética, que
publicamos en [15].
En relación al diseño de algoritmos DVFS,
hemos propuesto un algoritmo de mejora de la
eﬁciencia energética para sistemas de memoria
compartida [10], basado en la aceleración de los
relojes de los cores en momentos de bajo para-
lelismo.
Respecto a la predicción de energía y estrate-
gias energéticas en cloud computing, hemos pro-
puesto una metodología para predecir el consu-
mo energético de aplicaciones SPMD en entor-
nos virtualizados, que publicamos en [5]. La me-
todología se basa en el desarrollo de un mode-
lo analítico para predecir el consumo de energía
y el producto energía-tiempo (EDP, Energy De-
lay Product). Las consideran aplicaciones SPMD
diseñadas con la librería de paso de mensajes
(MPI, Message Passing Interface), gran volúmen
de comunicación, que pueden generar problemas
de balances de carga que afectan seriamente el
tiempo de ejecución y la eﬁciencia energética. El
método fue validado usando aplicaciones cien-
tíﬁcas y se observó una precisión de predicción
entre el 91 y 96%.
Los métodos de tolerancia a fallos tienen fuer-
te incidencia en el consumo energético de los sis-
temas de HPC, y resulta de suma importancia
conocer, antes de ejecutar una cierta aplicación,
el impacto que pueden producir los diferentes
métodos y conﬁguraciones del mismo. En [4],
presentamos una metodología para predecir el
consumo energético producido por el método de
checkpoint coordinado remoto. La metodología
se basa en una caracterización energética del sis-
tema, una caracterización de la aplicación, y un
modelo analítico que se instancia con los pará-
metros caracterizados. El modelo permite pre-
decir la energía que consumirán los checkpoints
para cualquier tamaño de problema y frecuencia
de CPU de ejecución de checkpoints. Los resul-
tados de las predicciones muestran una precisión
mayor al 95%.
Actualmente nuestros principales objetivos es-
tán orientados a:
Determinar el impacto en el consumo ener-
gético no solo los fallos sino también sus re-
cuperaciones.
Proponer mecanismos de gestión de toleran-
cia a fallos que procuren un uso eﬁciente del
cluster, permitiendo maximizar la producti-
vidad y minimizar el consumo energético.
Validar la metodología propuesta de predic-
ción del consumo energético de aplicaciones
SPMD.
Continuar los estudios de predicción de po-
tencia.
5. Formación de recursos hu-
manos
Los estudios aquí expuestos tienen como obje-
tivo formar recursos humanos a nivel de grado y
postgrado. En la Universidad Nacional del Co-
mahue, hemos presentado una tesis de Licencia-
tura en Ciencias de la Computación en el tema
de Computación de Altas Prestaciones Ecoló-
gica con GPUs, y se está ﬁnalizando otra en
el tema "Algoritmos de mejora de la eﬁciencia
energética para sistemas de memoria comparti-
da". Estamos trabajando en la deﬁnición de una
propuesta de tesis doctoral relacionada a meca-
nismos de tolerancia a fallos con conocimiento
de la energía.
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