The performance of an industrial process cootrol system equipped with a conventional controller may be degraded severely by a long system-time delay, dead zone and/or saturation of actuator mechanisms, model and/or parameter uncertainties, and process noises. The coordinated control of multiple robots is another challenging problem. In a multiplerobot system, each robot is a stand-alone device equipped with commercially designed servo controllers. When such robots hold a solid object, failure of their effective coordination may damage the object and/or the robots. To overcome these problems, we propose to design a direct adaptive controller and a coordinator using neural networks. One of the key problems in designing such a controller/coordinator is to develop an efficient training algorithm. A neural network is usually trained using the output errors of the network, not controlled plant. However, when a neural network is used to directly control a plant, the output errors of the network are unknown, because the desired control actions are unknown. A simple training algorithm is proposed that enables the neural network to be trained with the output errors of the controlled plant. The only a priori knowledge of the controlled plant is the direction of its output response. A detailed analysis of the algorithm is presented and the associated theorems are proved. Due to its simple structure, algorithm and good performance, the proposed scheme has high potential for handling the difficult problems arising from industrial process control and multiple--system coordination.
I. INTRODUCTION HERE ARE MANY industrial control and coordination
T systems for which one may have difficulty in achieving high performance with conventional control designs. For example, the main problems in process control are negative effects such as a long system-response delay, dead zone and/or saturation of actuator mechanisms, and the nonlinear response of control valves. Process and measurement noises also degrade system performance. The dynamic property of a controlled plant may not be very complex, even though its detailed structure and parameters are unknown. However, when such a plant is put in operation, the control system is difficult to achieve high performance due mainly to the negative effects mentioned above.
Contemporary industrial process control systems dominantly rely on PID-type controllers, though the hardware to implement control algorithms has been improved significantly in recent years. Despite the difficulty in achieving high control and Kang G. Shin, Fellow , IEEE quality, the fine tuning of controller parameters is a tedious task, requiring experts with knowledge both in control theory and process dynamics. Similarly, in coordinated control of multiple robots, each of the robot is a stand-alone device equipped with commercially designed servo controllers. When more than one robot must cooperate to accomplish a common goal, in addition to the good behavior of each individual robot, their effective coordination is crucial to achieve the desired level of overall performance. This coordination problem is usually organized hierarchically. The low level is the servo controllers that are designed independently of, and separately from, each other. Addition of a high-level coordinator should not require the internal structure and/or parameters of the lowlevel controllers to be altered. The main difficulties associated with this coordination problem come from nonlinear system dynamics, kinematic redundancy, multiple-input multipleoutput (MIMO), inaccurate system parameter values, and so on. To cope with the above problems, we shall develop a new controller (coordinator) using neural networks (NNs). We shall 1)
2)
focus on: industrial process control in the presence of the nonlinearity of dead zone and saturation, and the negative effects of long response delays and process noises, the coordinated control of two robots holding an object, in which each robot is equipped with commercially designed servo controllers. The potential of NNs for control applications lies in that 1) NNs could be used to approximate any continuous mapping through learning, and 2) they can realize parallel processing and fault tolerance. One of the most popular NN architectures is a multilayer perceptron with the back propagation (BP) algorithm. It is proved that a four-layer (with two hidden layers) perceptron can be used to approximate any continuous function with the desired accuracy [4] . BP has been successfully used for pattern classification, though its original development placed more emphasis on control applications [18] . It is also proved that, in general, nonlinear control systems can be stabilized using four-layer networks [15] .
A controller is usually connected serially to the controlled plant under consideration. For a multilayer perceptron, the weights of the network need to be updated using the network's output error. For an NN-controller, the NN's output is the control command to the system. However, when the NN is serially connected to a controlled plant, the network's output error is unknown, because the desired control action is unknown. This implies that the BP algorithm for training an NN cannot be applied to the control problems directly. Thus, 0018-9472/93$03.00 0 1993 IEEE one of the key problems in designing a direct NN-controller is to develop an efficient training algorithm.
Several related schemes have been proposed. One of them is training an NN to learn the system's inverse, and then the desired system output is achieved using the control input produced by the system's inverse. Certainly, this requires the system to be invertible. Examples can be found from [3] , [12] , and [8] . In [3] , the controlled plant was treated as an additional, unmodifiable layer, and the output error of the network was computed from the output error of the system. In [12] , the system's output error was propagated back through the plant using its partial derivatives at an operating point. In [8], a set of actual system outputs are selected as training data and fed into the NN during its training period. By comparing the output of the NN with the desired system output, the network's output error is computed, which is then used to train the NN. After the NN becomes well-trained, the input of the NN is switched to the desired system output. Then, the NN acts as the inverse of the plant, and its output will drive the system to reach the desired value. However, in practice, even if the system is invertible, the inverse control scheme may be not acceptable. For example, if the system is a non-minimum phase system, then the resulting design is not internally stable. The invertibility of nonlinear systems was discussed in [5] , and a sufficient-input criterion for designing an NN to learn a system's inverse was established. Narendra and Parthasarathy [lo] proposed a scheme of indirect adaptive control using a multilayer perceptron with the BP algorithm. The NN was trained first to attain the same dynamic behavior as the controlled plant. Then a controller was designed by using the NN's output to cancel the nonlinear part of the controlled plant and by including the same terms of a reference model. Other examples of NN-controllers are presented in [2] , [6] , which used reference models to train the NN. Kraft and Miller designed controllers using a structure similar to Ch4AC (cerebellar model articulation controller) [7] , [9] . Five dominant system architectures with NNs for control applications were summarized in [18] and [19] , and the importance and applications of NNs to control and system identification were also addressed there.
Most of the work mentioned above is in the form of indirect adaptive control or has complex training methods and system structures, and none of them was developed to coordinate multiple systems. This fact was summarized in [lo] as: "At present, methods for directly adjusting the control parameters based on the output error (between the plant and the reference model output) are not available. This is because the unknown nonlinear plant lies between the controller and the output error." In contrast to the indirect adaptive control, we will develop a direct adaptive controller and a coordinator. A simple algorithm is proposed based on the BP for a class of nonlinear systems typified by industrial process control applications, and for a multiple-robot coordination problem. The proposed NNcontroller (coordinator) is trained by using the system's output errors directly with little apriori knowledge of the controlled plant.
In Section 11, the control problem using NNs is stated formally, and the basic structure of the proposed NN-controller (coordinator) is analyzed. The training algorithm is developed in Section 111, and the corresponding theorems are proved. Section IV presents the procedures of designing the NN-controller and addresses the problems related to its implementation. Section V summarizes the simulation results of a temperature control system in a thermal power plant to test the proposed NN-controller. This is a typical system with a long response delay, nonlinearity of dead zone and saturation, and process noise. In Section VI, the coordinated control of two robots holding an object is presented, including the dynamics of the coordinated systems, specification of the desired forces, force error analysis, and the system structure with an NNcoordinator. The proposed NN-coordinator is evaluated for two 2-link robots holding an object via simulation, and the results are presented in Section VII. The paper concludes with Section VIII.
11. PROBLEM STATEMENT AND THE "-CONTROLLER A controlled plant can be viewed as a mapping from the control input to the system output:
where z E Rm, y E R", and u E RN2 are the state, system output and input, respectively. If a controller exists for such a system, then the controller can also be represented as a mapping from system feedback and/or feedfonvard to the control input:
where yd is the desired system output. As is usually the case, only the system output is assumed to be measured.
We want to design an NN-controller as the replacement of a conventional controller. In other words, the NN-controller is cascaded with the controlled plant as shown in Fig. 1 , and trained to learn the mapping in (1). The desired control input % d ( t ) is required to yield the desired output yd(t). The systemoutput error and the control-input error are then defined, respectively, by e y ( t > = yd(t) -y ( t ) and e,(t) = ?4d(t) -u(t).
The control-input error e,(t) is also called the network-output error, since u(t) is the output of the NN-controller. An NN is usually trained by minimizing the network-output error e, (t).
However, when the NN controller is cascaded in series with the controlled plant as shown in Fig. 1, e,(t) is not known, since the desired control input U d ( t ) is unknown. so, the immediate problem in designing such an NN-controller is how to train the NN.
One of the well-developed NNs is a multilayer perceptron with BP [13] , [17] . The basic structure of a three-layer perceptron is shown in Fig. 2 . The BP algorithm is based on the gradient algorithm to minimize the network-output error, 
Compute the output of the OUTPUT layer-X2k:
and X2kd is the desired value of X2k.
Update the weights from the INPUT to the HIDDEN layer-Wij :
[ In any control system design, it is desired to specify the system performance in terms of system-output errors ey(t) = y d ( t ) -y(t), rather than the unknown network-output error eu(t). To design such a controller with NNs, we adopt the basic principle of multilayer perceptron with BP, because of its ability of universal approximation and its convergent property based on the gradient algorithm [16] . The major obstacle in designing such an NN-controller is to train the NN with the system-output errors ey (t), rather than the networkoutput errors eu(t). The next section presents a solution to this problem.
TRAINING AN NN-CONTROLLER WITH SYSTEM-OUTPUT ERRORS
To derive the BP algorithm, the cost function of the network is defined as:
is the network-output error at the lcth node of the OUTPUT layer. As mentioned earlier, E,(t) is not available since ?&d(t) is unknown for all IC. Let the Zth component of the system-output error be defined by
Then, the cost function in terms of the system-output error is defined as:
~n ( t > l~, and u(t>
where Gl(u) is the Zth component of the dynamic system
. Equation (6) is computable from the measurement of the system output. In other words, we know a function of the network-output error, though the detailed structure and parameters of the mapping G(.) may not be known. We want to train the NN by minimizing the cost function (6) .
Using the gradient algorithm, the weights from the HIDDEN Proof: In the gradient algorithm, the solution converges to a minimum of the cost function if and only if the search is made along the negative direction of the gradient of the cost function. BP is based on the gradient algorithm and listed in (2) to (5) 
to the OUTPUT layer are modified by wijk(t + At) = wijk(t) + Awijk, and setting A W~j k 0 : -
Noting that u k ( t ) = X2k(t) in the "-controller, ' we get
Substituting ( Recall that the network-output error at the lcth node of the OUTPUT layer is defined as Referring to (12), the component of system-output error contributed by the lcth control input is defined by To apply the gradient algorithm, we have the following theorem.
Theorem 1: Suppose the system response delay corresponding to the lcth control input is d. To train the NN using the system-output error and ensure the convergence of the training algorithm, the necessary and sufficient condition is
'In fact, XZk(t) is the scaled value of u k ( t ) . At this stage, it is assumed that the value of u k ( t ) is within the range of (0,l). The scaling problem will be discussed later.
where X~k d
is the desired value of x2k. Substituting (14) into (12), we get byk = e s k ( t ) X 2 k ( t ) ( 1 -X 2 k ( t ) ) -
Because both (16) and (17) are derived by applying the gradient algorithm, in order to ensure the convergence of the training algorithm given in (7) and (ll), the necessary and sufficient condition is (15), when the system response delay is accounted for.
0
The accurate value of layl(t)/auk(t)l is not important, because the step size can be adjusted by setting Q~ 1 1 : Idyl(t)/duk(t)l. Certainly, this requires layl(t)/duk(t)l < co,Vt. Therefore, if the sign of a y l ( t ) / a u k ( t ) at each instant is known, then we get a simple algorithm to train the NN by using the system output error instead of the network output error. However, for general nonlinear systems, it is not easy to determine the sign of a y l ( t ) / a u k ( t ) at each instant. Therefore, in what follows, we shall develop a training algorithm for a class of systems in which the sign of output response is known and layl(t)/auk(t)l < co,Vt. Specifically, in the next section, an NN-controller is designed for a class of SISO (single input, single output) systems, and MIMO systems are treated in Sections VI and VII.
Iv. DESIGN OF THE "-CONTROLLER
For a SISO system, the training algorithm presented in the previous section can be simplified by using the following definition of system direction.
Definition 1: If the system output monotonically increases (decreases) as the control input to the controlled plant increases, then the system is said to be positive-responded (negative-responded). Both positive-responded and negativeresponded systems are said to be monotone-responded.
Definition 2: For a SISO system y(t) = G(u(t)), if the system is positive-responded (negative-responded), then the system direction is written as
Definition 1 characterizes a class of systems. For example, a linear system is cascaded with an element of pure response delay, dead zone andlor saturation. Fortunately, there are many industrial process control systems that possess the property of monotone-response. To train an NN-controller for such a class of systems, we have the following theorem.
Theorem 2: For a SISO monotone-responded system, in order to train the NN-controller in Fig. 2 using the systemoutput error, the weights on the arcs from the HIDDEN to the OUTPUT layer are updated by wiji(t + At) = wiji(t) + Awiji (18) where C) Update the weights from HIDDEN to OUTPUT layer:
Proof: For a SISO system, (13) and (14) are simplified to From (15), we get the condition of convergence: sign (es(t)) = sign (eu (t -d) ). If the system response delay is d, then for a positive-responded system we have
(t) and es(t) = (Yd(t) -y ( t ) ) & / ( t ) / W t ) .
Similarly, for a negative-responded system, we have
From (19) and (20), we conclude that the condition for convergence is
Equation (21) then implies that the corresponding training 0 Figs. 1 and 2 show the basic structures of the system and the NN-controller, respectively. For a SISO system, there is one node at the OUTPUT layer, that is, N2 = 1. The choice of the "'s inputs should reflect the desired and actual status of the controlled system. So, the inputs of the NN-controller are usually the system's desired & actual outputs, and tracking errors:
algorithm be based on (18) .
e,(t),e,(t -A t ) , . . where AWlj1 = 7$Sy1Xlj(t), (Umin, U,,,) .
Therefore, the NN outputs should coincide with, or little narrower than, the range of the actuators' limits. The output of the NN-controller is then computed by
Generally, an NN works in the mode of train-first-thenoperate. In other words, an NN is put in operation only after it is "well-trained." By "well-trained," we mean that the weights of the NN need not be modified any more. However, for a. time-varying system, it is meaningless to say that an NN is "well-trained," since the system always changes with time. Thus, not updating the weights for a time-varying system may result in the system going out of control. It is therefore necessary to always update the weights of the NN-controller. In other words, the weights of the NN-controller should be updated instead of the train-first-then-operate mode, though the weights may not have to be updated during every sampling interval.
v. SIMULATION RESULTS OF A TEMPERATURE

CONTROL SYSTEM
Many industrial process control systems are characterized by a linear system cascaded with a nonlinear element as a result of dead zone and actuator limits, and/or a pure time delay (due to transport and system response delays). To test the capability of the proposed NN-controller, we conducted simulations while emphasizing the ability to overcome the negative effects of dead zone, saturation, long response delay, and process noise. The simulated system is a simplified temperature control system of a once-through boiler in a thermal power plant. The input is the variation of feedwater flow rate. The output is the variation of the temperature at the middle point where water becomes steam. The system is represented by an ARMAX model:
where A(z-') = 1 -0 . Here the sampling interval is chosen to be 8 seconds, y( IC) and u ( k ) are the system output and control input at a discrete time IC, respectively, and [(IC) is an uncorrelated random sequence with zero mean and variance R that represents the process noise. Note that this model is only for the pupose of simulation. The NN-controller has no knowledge about this system except its response direction.
To reflect the status of the controlled system, the inputs of the NN-controller are chosen as the desired system outputs and the output errors:
That is, there are six inputs at the INPUT layer of the NNcontroller (N = 6). The number of the HIDDEN nodes is selected to be three, that is, N1 = 3. A nonlinear element of dead zone and saturation is cascaded with the systerp (22) to model an actuator, which is described by
The overall system structure is given in Fig. 3 . The dead zone and saturation are treated as unknown properties of the controlled plant. We want to show that the NN-controller will overcome their negative effects by NN's learning ability. Actually, since system response direction will not be changed by dead zone and saturation, the proposed algorithm should still work. Moreover, no special consideration for process noise is given to the design of the NN-controller, like other deterministic controller designs, though the controllers must be tested for the ability of noise rejection.
The main simulation results are summarized below. From the aforementioned simulation results, we conclude that the proposed NN-controller performs well for this class of nonlinear systems. In the NN-controller, the system-output error is computed from the measurements. As a priori knowledge, the system response direction is easily determined from either a step response experiment or the physical property of the controlled plant. To test the need of (18), -D(G) is used in the training algorithm, which instantly leads to the NN's divergence. IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS, VOL. 23, NO. 3 
VI. DESIGN OF THE "-COORDINATOR FOR TWO ROBOTS HOLDING AN OBJECT
The proposed algorithm is also tested for multiplesystem coordination. As an example, in this section, an NN-coordinator is designed to deal with the problem of coordinating two 2-link robots holding an object. The purpose of this example is to investigate the suitability of the proposed method for MIMO systems, though controlling two 2-link robots may be not a real problem in industrial applications. With the NN-controller, the system forms a hierarchical 
A. Dynamics of the Coordinated Systems and Problem Statement
The basic configuration of this example is given in Fig.   10 . Let fi = [tiz, be the vector of forces and torques2 exerted by end-effector i on the object in Cartesian space, z = 1,2. Then the motion of the object is described by m P + m g = f , f = W F = [12, 12] where m is the mass of the object, P the position of the object in Cartesian space, g the gravitational acceleration, f the external force exerted on the object by the two robots, and 1 2 is a 2 x 2 unit matrix. From (23), one can see that, to achieve the object's specified acceleration, the combination of forces shared by the two robots is not unique.
Suppose two robots have an identical mechanical configuration, then the force-constrained dynamic equation of robot i in joint space is given by:
where qi is the vector of the robot's joint positions; H the inertia matrix; h the centrifugal, Coriolis, and gravitational 2The term "force" will henceforth mean "force and torque," and "position" will mean "position and orientation," unless stated otherwise.
forces; J , the Jacobian matrix; and T , the vector of joint torques [I. In the proposed NN-coordinator, the controlled joint torques consist of two parts:
where T , , is contributed by the NN-coordinator and T ,~ is given by a position controller 7 7 p = B ( t , d -K D ( G , -G l d ) -K p ( q , -q l d ) 
where W* E R4x2 is the pseudo-inverse of W , 1 4 is a 4 x 4 unit matrix, and yo E R4 an arbitrary vector in the null space of W . Therefore, the forces exerted by the endeffectors consist of two parts: F J *~ = E R4 is the force to move the object and Fld = [ F: : : ] E R4 is the internal force. The following two problems arise: (1) sharing the moving force by the two robots, and ( 2 ) changing the internal force so as to satisfy a set of constraints, such as joint torque limits or energy capacity.
In (26), f d can be specified by the desired trajectory. F I~ is given as the desired internal force, for example, F I~ = 0 for the least energy consumption. Because W * is a constant matrix and both f,{ and Fld are specified, the desired force F,i is determined uniquely. However, this ideal situation of load sharing may not be achieved due to force and trajectory tracking errors. These errors may be caused by modelingiparameter errors, control performance tradeoff, and/or disturbances. It is, therefore, necessary to share the load by, or to reassign the load to, each robot dynamically. Our goal is to design an NN-coordinator for coordinate the two robots moving the object while minimizing the internal force.
Let the desired force sharing of the two robots be
where o is a selection matrix, 0 = diag[o1. 021. 0 5 oJ 5 1, j = 1.2; f b a bias force. Then, the desired external and internal forces are
Therefore, the desired external force f d , the selection matrix o and the desired bias force f ,, should be specified to compute the desired force exerted by each robot: f 1(1 and f 2 d .
Suppose the measured forces are f l and f 2 , then the actual external and internal forces exerted on the object are Then. the force errors are
If the external force reached its desired value, then f l e + f 2r -0. So, these force errors do not contribute to moving the object, that is, they result from internal force errors. This implies thoit if we design a controller based on f l e to regulate the internd force and if the controller is a linear controller with control output f l : then the control action acted on robot 2 should b e fi = -f l [ll] . Note that the force on the end-effector and joint torques are related by 7, = JT f , . Therefore, when Be control action is transformed into the joint space, we usuall!i have T I # -7 2 due to different Jacobian mat_rices.
Referring to (24) and (25), if H = H and h = h, then tke closed-loop system can be written as
Since the desired external force is specified according to ti-I; desired trajectory, the desired external force can be achieved by a well-designed position controller. We can therefore design a coordinator so as to regulate the internal force by changing TTc.
B. Design of the "-Coordinator
The basic structure of a two-robot system equipped with a n "-coordinator is shown in Fig. 11 . From the coordinator i point of view, the controlled plant is a mapping from the input torque T , = [T:,. 7Tc] to the forces exerted on the object, 1'. This is a time-varying MIMO mapping F = G(T,). We want to design an NN-coordinator to directly control such a system using the results developed in Sections I11 and IV. For such an MIMO system, we define the direction matrix as follows. .
1-
From the configuration shown in Fig. 10 , we can assume that Then the direction matrix can be determined as
. .
L+i +I +I +1J
This will be used in the computation of the NN-coordinator. For this example, a three-layer perceptron is used. There are four INPUT nodes with inputs which reflect the desired and actual status of the coordinated system. The OUTPUT layer has one node with output
The proposed NN-coordinator is evaluated via simulation and the results are summarized below. Suppose the mass of the object is 5 kg, without the NNcoordinator, the internal force error in X direction is plotted in Fig. 12 . By adding the NN-coordinator with 15 hidden nodes, the performance is greatly improved as shown in Fig.  13 . The RMS (root-mean-square) error of the internal force in X direction is reduced by 94.6%. In Y direction, the RMS internal force error is reduced by 46.2%, though the internal force error is small enough due to no motion in this direction. Moreover, both the external force error and the position tracking error are kept almost the same as those without the coordinator. The detailed results are summarized in Table 11 . If the mass of the object is increased to 10 kg, the NNcoordinator also works well with 20 hidden nodes. The internal force error in X direction is reduced by 89.8%, as shown in
Figs. 14 and 15, and 
VIII. CONCLUSION
To handle difficult control and coordination problems, we developed a direct controller and a coordinator with neural networks. Particularly, the NN-controller aims to handle industrial process control systems, in which the negative effects of a long system response delay, nonlinear elements with dead zone and/or saturation, and process noises are the main obstacles in achieving high performance. The proposed NN-controller can replace conventional controllers, and has overcome all of the problems mentioned above. The NN-coordinator is applied to the coordinated control of two robots holding an object. Such a coordinated system is organized hierarchically, where the high level is the NN-coordinator and the low level is the coordinated robots. It is assumed that each robot is a , . , . , . , . , . . . , . r stand-alone device equipped with a commercially designed (perhaps by different vendors) servo controller. The internal structure and/or parameters of the low-level subsystems are not affected by adding the NN-coordinator. This implies that some industrial robots could be coordinated to perform more sophisticated tasks than originally intended..
In contrast to the scheme of indirect adaptive control [lo] , the proposed scheme enables the NN to be trained with system-output errors, rather than the network-output errors. The training algorithm is derived based on BP. However, in the BP algorithm, it is required to modify the weights by network4utput error that is not known when a multilayer perceptron is cascaded in series to the controlled plant. Therefore, the proposed algorithm enhances the NN's ability to handle a wider range of control applications. A detailed analysis of the algorithm is presented and the associated theorems are proved. The only a priori knowledge about the controlled plant is the direction of its response, which is usually easy to determine for a SISO system. The direction matrix of an MIMO system can be determined, if some system constraints are imposed. Extensive simulations have been carried out and the results are shown to be quite promising. Good performance, a simple structure and algorithm, and the potential for fault tolerance make the proposed NN-controller and the NN-coordinator attractive to industrial applications. The remaining problems include:
Choice of the number of HIDDEN-layer nodes: there is no systematic way to choose the number of the nodes at the HIDDEN layer(s) to approximate a given mapping. As shown in Section V, adding more HIDDEN-layer nodes may not always improve the system performance.
Starting the "-controller (coordinator): since the initial values of the weights are random numbers, the learning period may result in a large oscillation of the system output. This may be unacceptable for a certain controlled plant even for an open-loop stable system. These problems will be treated in our forthcoming papers.
