This paper proposes an analysis for the basic clause structure of Hixkaryana, an OVS language, within an Antisymmetric framework. There are two important contributions to the study of OVS languages and Antisymmetry contained herein. First, given the universal order, Specifier-Head-Complement, it is proposed the OVS order arises by smuggling the object across the subject by raising the VP containing the object across the subject. Second, I
Introduction
This paper is an examination of the properties of OVS languages and how Antisymmetry Theory (Kayne 1994 ) impinges on the analysis of OVS. I look principally at Hixkaryana, but also draw on some data from Urarina, another genetically unrelated OVS language. I examine whether a headedness macroparameter must be admitted in light of OVS order, or whether the properties of OVS languages in fact support an Antisymmetric view of syntax. Several questions arise from this line of inquiry. First, if OVS is the default word order, how does the object raise above the subject without violating some kind of Minimality constraint (in the sense of Rizzi 1990)? A directionality parameter (set to Complement-Head-Specifier, C-H-S) would account for OVS order is a straight-forward manner. Are there other properties of Hixkaryana and Urarina that suggest a C-H-S setting is on the right track, or are the predicted properties suspiciously absent? I will show that OVS languages impinge on Antisymmetry, and that the answers to these questions provide additional empirical support for this theory.
Antisymmetry not only imposes a strict algorithm on linearization. It also accounts for a number of otherwise puzzling asymmetries in word order universals (Kayne 2003) . Some of these are alluded to briefly in section 3. In this vein, I note the following generalization, which emerges from the study of OVS languages. While SOV languages permit SOXV order (where X is any additional material such as an adverb or a PP), OVS languages do not permit OXVS order. This asymmetry is unexpected under a symmetric view of syntax, but, as I will see, receives a principled explanation under an Antisymmetric view of syntax.
The analysis of OVS order is summed up as follows. First, I show that Hixkaryana is an OV language (in the same way that Japanese is) and that the object raises to a position to the left of the verb within the VP complex. I then propose that OV order is derived in a manner similar to Kayne's analysis for postpostional phrases. Specifically, a ghost Agr O 'P attracts the object above the verb, giving rise to a VP shell with the order O-V. I also propose that the EPP in OVS languages is satisfied by VP rather than by DP (Massam 2001) , thereby smuggling the object above the subject (Collins 2005) .
i The lack of OXVS is a result of the fact that the only way O can raise above S is for it to be smuggled together with V, thereby removing the opportunity for O to scramble above any adjoined material. Furthermore, I
show that word order in embedded clauses is accounted for by the current proposal.
Embedded clauses in Hixkaryana are non-finite and display ergative syntax. I argue that the TP layer is absent in these nominalized clauses, accounting for the lack of nominative Case and the ergative properties in these constructions. Given the lack of a TP, we expect there to be no VP raising, predicting SOV order in embedded clauses -a prediction that is borne out.
Kayne's (1994) Antisymmetry theory proposes a strict relationship between hierarchical structure and linear order which has yielded much fruitful research, leading to important generalizations (Aboh 2004; Bianchi 1999; Cinque 2005; Kayne 2003; Lee 2000) .
In particular, Kayne (2003; showed that several properties of SOV fall into place under Antisymmetry. A large portion of the forthcoming discussion is devoted to arguments against headedness in general and against any analysis of Hixkaryana (and Urarina) that relies on a Headedness Parameter. In particular, I show that a right Specifier analysis has trouble dealing with left Specifier properties, such as clause-initial wh-phrases.
The remainder of this paper is structured as follows. Section 2 describes the general properties of Hixkaryana, touching on Urarina from time to time. Section 3 contains a brief discussion on headedness and Antisymmetry including a critique of some recent proposals on the return to a headedness approach to word order variation. Section 4 expands on some of the ideas in Kayne (2003) and presents the current proposal. Section 5 presents the analysis of the properties of OVS discussed in section 2. Section 6 is a brief conclusion.
Properties of OVS
As mentioned in above, the principal language that forms the empirical foundation of this study is Hixkaryana, a Carib language with about 500 speakers in Amazonas region of Brazil.
I also discuss to a smaller extent Urarina, a language isolate, spoken in the Peruvian Amazon Basin). Obviously, one property of these languages I wish to capture is their basic OVS order.
This order should be captured with ordinary A-movements and should not involve any special fronting mechanisms or A-bar positions associated with special interpretations, such as focus. The following examples illustrate OVS order in Hixkaryana (1) and Urarina (2).
ii Note that OVS order is found regardless of whether the object is nominal or clausal.
iii (1) a. bɨryekomo y-otaha-no wosɨ boy AGR-hit-PST woman 'The woman hit the boy.' (Derbyshire, 1979, p. 38, ex (85a) Kayne (2003) shows that while many VO languages disallow VXO (X an adverb or oblique of types), there is no OV language that uniformly disallows OXV (assuming O is definite). One immediate difference between OVS languages and the OV languages Kayne refers to is that OXV is not allowed. In other words, there is no OXVS. Hixkaryana has OVSX as its basic order (Derbyshire 1979: 40) and Urarina has XOVS and (to a lesser extent)
OVSX as its basic order (Olawsky 2007 Let's go to their meeting place. (Derbyshire 1979, p. 24) b. nii banaao asae that shelter under under that leaf-shelter (Olawsky 2006, p. 225, ex (334b)) Questions in Hixkaryana obligatorily front wh-phrases. Hixkaryana also exhibits topicalization, which fronts the topicalized phrase to the left edge of the clause (Derbyshire 1977 (Derbyshire , 1979 (Derbyshire , 1985 .
(5) a. onokɨ tho yonyetxkonɨ kamara who DEVLD he.was.eating.them jaguar 'Whom did the jaguar used to eat?' (Derbyshire 1979: 8, ex (16b) (Derbyshire 1977, 4b) Similarly, focused XPs in Urarina move to the front of the clause (Olawsky 2006 (Olawsky , 2007 (Derbyshire 1979, p. 72, ex. (72c)) In Urarina, OVS order is still found in embedded finite clauses (Olawsky 2007: 48) . This is shown in the following example and in example (2) exhibit OVS order. Non-finite object clauses in Hixkaryana and in Urarina both appear in canonical object position; however finite object clauses in Urarina appear to be able to appear post-verbally. Crucially, both languages prohibit OXVS order. I now move to a discussion of the theoretical background of this study.
Theoretical Background
Theories of word order have traditionally piggy-backed off phrase-structural models of syntax, originally designed to capture constituency effects. Notably, the Headedness Parameter (Stowell 1981; Travis 1984) proposes that word order is encoded directly in the phrase structure and makes use of relationships such as "to the left" and "to the right."
Arguments against headedness are found in Kayne (1994; 2003) , so I confine my remarks here to a brief summary. Recently, however, M. Richards (2008) has presented new arguments in favour of headedness. I review this proposal in more detail in section 3.1 and provide more substantial commentary.
Antisymmetry proposes that linear order is not encoded directly in phrase structure but rather linear order is a byproduct of asymmetric c-command relations. I assume here a basic familiarity with Antisymmetry, but do introduce relevant aspects in section 3.2, along with a discussion on how Antisymmetry impinges on typological properties of word order.
Antisymmetry
This section briefly introduces those aspects of Antisymmetry that are important to the current study. I assume a basic familiarity with the concepts and keep the discussion necessarily brief. The reader is encouraged to consult Kayne (1994) for an in depth discussion.
x
The basic premise of Antisymmetry is tightly grounded in the Linear Correspondence Axiom (LCA), stated here.
d is a function that maps a category to the set of terminals that it dominates. A is the set of ordered pairs of categories, <X, Y> such that X c-commands Y. T is the set of all terminals.
C-command is defined by category rather than by first branching node (see also May 1985) .
Thus, a specifier c-commands both the head of its projection and the complement, and therefore is linearized to the left of both. Furthermore, the head asymmetrically c-commands the material inside the complement (though not the complement itself) and is linearized to the left of the material inside the complement. This gives rise to Spec-Head-Complement order.
As a further consequence of AS, there can be no multiple specifiers, no rightward movement, and no right adjunction.
Aside from stipulating the basic order of all XP's (namely S-H-C), the LCA captures various asymmetric typological properties of language, as described in Kayne (2003) , such as the presence of verb-second and the absence of 'verb-second-to-last' and the rigid ordering found in serial verb constructions. As mentioned above, I also capture the lack of OXVS order.
Embedded clauses and complementizers play an important role in Kayne (2003) .
Following Rosenbaum (1967) , Kayne suggests that IP cannot be directly selected by V 0 unless it is first nominalized in some way. For finite clauses in English, he argues for the following derivation.
Later (his ex. 57), however, he conjectures that C-initial clauses are universally N-C-IP based partly on examples such as John mentioned (the fact) that Mary was away. This is clearly at odds with the derivation in (16) he proposes. Furthermore, the role of K fin 0 is unclear. Kayne suggests it can be assimilated to one of the Rizzian split CP categories; however, the label of K suggests that it has an analysis similar to that of DPs and PPs. This is clearly not the case, however, as CP-V order does not correlate with OV order so neatly. It is also unclear how the matrix CP could be built up in this fashion since it is not selected by a higher V analyze these as postpositions. Thus the issues raised in the preceding paragraph do not surface.
Against Headedness
Various Greenbergian properties are associated with the distinction between VO and OV word order. However, a number of languages exhibit properties of both VO and OV. For instance, prepositions are associated with VO languages, while postpositions are associated with OV languages. This correlation is not perfect, however. Many Germanic languages are typically OV, but are prepositional. Also, Persian is OV, but prepositional, and its clausal complements are post-verbal. Relative clauses are also correlated with OV/VO order. Post-nominal relative clauses are associated with VO languages, while pre-nominal relative clauses are associated with OV languages. However, Chinese languages are uniformly VO, but all typically exhibit pre-nominal relative clauses. English is VO, but exhibits some prenominal non-finite relative clauses (a recently arrived letter). Finally, wh-movement is associated with VO order, while lack of wh-movement is associated with OV order. As I have seen above, Hixkaryana has OV order, but exhibits wh-movement (Derbyshire 1979) . Also, Chinese exhibits VO order, but wh in situ. Thus, many languages exhibit some or many OV
properties, but no language has been shown to be completely OV, even Japanese as suggested by Kayne (2003) . (See also Kroch 2001 , who argues that most languages display head parameter inconsistencies.)
Many languages appear to have some left-headed projections and some right-headed projections. Ideally, the head parameter setting should be uniform for any given language.
Mixed headedness would severely over-generate the number of possible language types. For instance, in German, the vP, TP, and VP (sometimes), are right-headed, while all others are left-headed. Likewise, in Kwa languages, the DP is right-headed, the PP can exhibit either order, and the VP can also exhibit either order, varying with aspect (Aboh 2004 ).
Finally, I point out that assuming a Headedness Parameter has obscured some generalizations that would otherwise remain unnoticed. Kayne (2003) discusses many of these and I concentrate on the generalization in (3) in this chapter. To be sure, the asymmetry in (3) would remain mysterious under a Headedness parameter, but invites an AS analysis. Recall that Richards' observed that the point of symmetric c-command between a head on its complement (when also a head) was problematic for the LCA. This is why he proposed that the order between a head and its complement is parameterized (hence stipulated). Applying the same line of reasoning leads us to posit that the order between X 0 and Z 0 in (18) parameterizes the order between a head and a complement, it is predicted that all complements to V 0 are uniformly to the left or right, depending on the parameter setting.
Without any further refinement to the proposal, it is predicted that clausal complements appear to the left of the verb in Germanic OV languages, contrary to fact. xvi I discuss one final concern with Richrards' proposal with respect to complementizers. Richards' proposal works nicely for auxiliaries in that it captures the fact that they frequently appear post- What is observed, then, is that the morpheme order is consistent with S-H-C order.
Antisymmetry and Word Order
Kayne (2003) proposes that postpositions arise by virtue of ghost projections (described below), which are labelled by prime notation (X'P). xviii I assume that prepositions and postpositions are P 0 heads, while Case morphology is realized on K 0 . Given that the PP/KP structure is responsible for Case, I generalize the use of ghost projections to all internal arguments with the following proposal. 
Let us posit a dummy Agr O 'P, a silent copy of Agr O P, along the lines of P'P. Furthermore, I
follow Koizumi (1995) and assume a split VP with an Agr O P position for objects, in which the lower V 0 is spelled-out. The derivation of pervasive OV, then, is as follows. 
Germanic OV lacks Ghost X'P
The difference in OV/VO order in Germanic is due to object shift or similar phenomena (see Aboh 2004 ; and the papers in Svenonius 2000). Given the wealth of previous work on this subject, I will confine my remarks to a few relevant observations. Note, for instance, that the direct object is never strictly adjacent to zu-infinitives, suggesting that OV is never a constituent in German.
(27) …dass er (Äpfel) zu (*Äpfel) kaufen versprochen hat.
…that he apples to (apples) buy promised has '…that he promised to buy apples.' Given these differences in OV order between Germanic languages on the one hand, and Japanese, Korean, Hixkaryana and Urarina on the other, an approach that attempts to derive a uniform (i.e., headedness) approach to OV order seems misguided.
We now turn to the derivation of multiple VP-internal elements under the Antisymmetric system that Kayne has set out.
Derivation of Multiple PPs/Internal Arguments
To gain a full understanding of the derivation of OVS order, I must first examine how multiple internal arguments are licensed. Kayne (2003 fn. 41 ) leaves open the derivation VPs with more than one PP (or a PP and DP internal object). Following Koizumi's approach, there is a VP which can serve as the base for the projection of KP and PP (and P'P in OV languages). Let us consider the derivation of SVOX (where X is a PP, say). Another K 0 merges with this larger VP and the DP 'a bat' raises to SpecKP. Now, the preposition with merges with the KP and the remnant VP raises to SpecPP. This gives the final order shown in (28). Similar derivations are possible for OV languages, as I will show below. I now turn to the derivation of OVS.
Derivation of OVS
Recall that the situation in (29) violates most any version of minimality where the two DPs are of the same type (Rizzi 1990) and are not in the same minimal domain (Chomsky 1995 Related to this parameter is the following contrast. Kayne (2003) discusses the relative availabilty of OXV (X an adjunct or other VP-internal material) in OV languages, while VXO is absent in many VO languages (such as English). Surprisingly, OXV is absent in OVS languages (Derbyshire 1979; Olawsky 2007, p. 60) . This falls out if OV is fronted as a VP-constituent in OVS as a result of EPP-VP rather than the result of object scrambling coupled with some kind of right-adjoined subject. Since OV moves as a unit, there is no opportunity for adjoined material to interpolate between the two.
We illustrate now the derivation of the following Hixkaryana sentence.
(32) bɨryekomo yotahano wosɨ (Derbyshire, 1979, p. 38 The derivation, then, proceeds as follows. The verb takes a bare DP as a complement. Then, the VP merges with K 0 and the DP raises to SpecKP. The chart below summarizes how the various word orders under discussion arise. 
XOVS, OVSX, and *OXVS
OXVS is ruled out by VP fronting of a constituent containing only OV, which is required to smuggle the O across the S. In SOV languages such as Japanese, the O can easily undergo scrambling across an adverb (but remain below the subject), giving rise to SOXV. I must show how the OV sequence is able to move as a unit independently of the PP. Recall the derivations for a VP containing both an object DP and PP from above and consider the derivation for the following sentence. I abstract away from the position of the adverb for simplicity.
(39) bɨryekomo komo yonyetxkonɨ kamara txetxa wawoamnyehra bɨryekomo komo yonyetxkonɨ child COLL he.was.eating.them kamara txetxa wawo amnyehra jaguar forest in long.ago 'The jaguar used to eat children in the forest long ago.'
First, the VP is constructed as above, giving rise to OV order. Once the VP is fully formed, the P 0 and ghost P' 0 are merged in to form the post-PP. This gives rise to the derivation in (40).
(40) PP
The VP (labelled VP m ) will subsequently be fronted, smuggling the object above the subject.
Next, the subject is introduced in vP. Note that v 0 is not introduced until after the Case checking mechanisms for the internal arguments have been discharged. This results in a seemingly unconventional structure in (41) We turn now to the derivation of clause-initial PP in Urarina. Initial PPs are more common in Urarina than in Hixkaryana. Olwasky (2007) shows that PPs in Urarina can pattern both as XOVS and OVSX (with a moderate preference for clause-initial PPs). Derbyshire (1979) shows clearly that OVSX is the unmarked order for Hixkaryana, where XOVS is possible when X is focussed or emphatic. The underlying OVSX order simply results from the abandonment of the remnant PP. In Urarina, the remnant PP typically raises to position of prominence in the left periphery, while this movement is not required in Hixkaryana. I take this to be some kind of scrambling that is not yet well understood. xxviii
Case and the Licensing of External Arguments
Let us assume that subjects are Case-marked the same way as objects -with an Agr S P and a potential ghost equivalent. However, the agreement projections in and of themselves are not enough to define Case. As noted by Holmberg (1986) , accusative Case is dependent on the presence of an external argument, which, following Kratzer (1996) , and the subject DP merges in SpecvP. The process is then the same as above. K merges with vP and the subject DP raises to SpecKP. The ghost Agr S ' 0 merges with KP and the vP raises to SpecAgr S 'P. Finally, the real Agr S 0 merges with Agr S 'P and the subject KP raises to
Once T 0 is merged with the Agr S P in (43), EPP is satisfied by VP (or vP) movement (shown in the trapezoid), giving rise to OVS order. Note that both TP and CP are required for finiteness and nominative Case on the subject. This explicit mechanism for Case assignment and word order is necessary for an understanding of word order in embedded clauses, the subject of the next section.
Embedded Clauses
Hixkaryana does not exhibit embedded finite clauses, except for quotes under verbs of saying.
Embedded clauses (although rare) are nominalized and display ergative syntax. The unmarked word order is SOV, with the possibility of clause-final postpositions.
Following Alexiadou (2001) , nominalized ergative constructions project extended verbal functional heads up to AspP. xxix Specifically, TP is absent, and so there is no EPP that triggers subject movement to SpecTP. The consequence for OVS languages, however, is that the OV complex does not raise above subject, but rather remains in situ, thus giving rise to SOV order. Let us make the following proposal (revised from (22) above):
(44) Case-marked arguments have uniform licensing mechanisms within one and the same language: They either have ghost X'Ps (Hixkaryana, Japanese) or lack them (English, German).
We further assume that the clause-final "complementizer" elements are really functional adpositions (thus, a more accurate translation of toko would be 'during' rather than 'when').
Non-finite clauses, then, are licensed the same way PPs are. Thus, the nominalized subordinate clauses are formed as follows -derivation of (9) shown with English words in place.
xxx (45) [ DP by.me jaguar AGR-seeing.of-when] V selects DP
The structure in (45) is embedded under a VP shell as described above giving rise to the order [ VP jaguar see]. At this stage, the external argument is merged in and the structure projects up to AspP (following Alexiadou). The details of the VP derived above are left out in the following derivation for space. The final tree is given below. This non-finite clause undergoes nominalization before being selected by the matrix verb.
Following the discussion above, the postposition (the equivalent of when, or during according to the suggestion above) is merged high, above the superordinate verb.
Recall that embedded clauses in Urarina are finite and exhibit OVS order. This is consistent with the overall approach argued for here, since the same mechanism for OVS order in matrix clauses described in the previous section can account for OVS order in the embedded clause. The analysis presented here, then, ties the difference in word order in embedded clauses in Hixkaryana and Urarina to the difference in finiteness in embedded clauses.
Finally, I discuss object complement clauses in Urarina. Olawsky (2006: 758) reports that object complement clauses regularly occupy the object position (immediately to the left of the verb with no intervening material). Recall also that such clauses are typically non-finite or nominalized (obligatorily so when the main and embedded clauses have the same subject).
Again, I carry over the derivation for non-finite clauses for Hixkaryana above to Urarina to account for OVS order, when O is a non-finite clause. More interesting is the case where the object complement is a finite clause. I speculated in section 3 above that finite clauses are introduced differently than non-finite clauses. Specifically, I suggested that they are introduced as complete CPs without the interleaving structures found for nominal and nonfinite complements. The contrast in (14) above seems to support this conclusion; however, the lack of relevant data urges us to proceed with caution and leave a fuller discussion of the syntax of finite clauses within the current framework to future research.
Conclusions
We have outlined an analysis of OVS languages within an Antisymmetric framework that hinges on two important microparameters. First, I have adopted Massam's proposal that EPP can be satisfied by VP rather than by DP in some languages. I have also proposed that the presence or absence of ghost P'Ps (and ghost Agr O 'Ps) is also subject to parametric variation, giving rise to the OV/VO distinction (and the correlated postposition/preposition distinction).
The problem of raising an object DP over an intervening subject DP was solved by the notion of smuggling introduced by Collins. The object DP is smuggled across the subject DP by VP movement to satisfy the EPP. I have also seen that an Antisymmetric approach to syntax captures the *OXVS constraint in a straightforward way, while such a constraint would remain mysterious under a symmetric view of syntax. Thus, OVS languages, rather than being problematic for the theory of Antisymmetry, turn out, under closer inspection, to offer support for it.
vi The syntax of quotes is beyond the scope of this paper. Suffice it to say that they have substantially different syntactic properties from finite complement clauses (quotative inversion, set off by heavy pauses, islands for extraction, etc.). Finite complement clauses of the English variety seem to be absent in Hixkaryana. vii Derbyshire himself does not use the term ergative to describe the syntax of nominalized constructions in Hixkaryana. The following quote, however, makes it clear that he had already observed the ergative properties of this language (Derbyshire 1979: 26) . "The basic word order in finite clauses is OVS. In nominal constructions the NP (i.e. possessor) which is the equivalent of S in intransitives and O in transitives, always occurs preceding the derived nominal. The equivalent of S in transitives is most frequently found occurring before the derived nominal and before the possessor NP, although it can also occur after the nominal." viii Derbyshire (1979: 165) notes that nominalizing morphology is sometimes left off by many speakers, hence its absence in many of the examples above. ix Olawsky (p. 767) argues that because the above example contains a post-verbal dependent clause, it must be interpreted as an adjunct rather than as an object. (Hence, he glosses /-ne/ as SUB in (14)a and as CND in (14)b.) I assume Olawsky comes to this conclusion in observance of the general OVS order of this language. Below, however, I discuss the possibility that finite complement clauses do not obey the same syntactic constraints as nominal and non-finite complements. x There have been various attempts at bringing the LCA in line with the Minimalist Program (Barrie 2006b; N. Richards 2001; Uriagereka 1999 ). I do not review these here as it does not impinge greatly on the current analysis. xi Kayne proposes that the to-infinitive is actually a PP with a bare VP (or vP) complement. Since IP is absent, it requires no N 0 to appear as a complement to the matrix verb. xii A reviewer (and a participant at a conference where this was presented) noted that the lack of OXVS under the VP fronting proposal falls out naturally from assuming a right headed structure with no verb movement. In fact, the mechanism I propose admits the possibility of a low VP adjunct (such as a manner adverb), which the headedness approach does not admit. Note, in fact, that in Urarina at least, VP-level adverbs appear at the left edge, suggesting that something larger than a bare VP has raised (assuming a Cinquean adverbial hierarchy). The point here, however, is that the headedness approach does not predict the asymmetry in (3). If OV languages were the result of a right-headed setting, then we would expect just as frequent a ban on OXV in SOV languages as in OVS languages, which we don't. Specifically, the ban on OXVS discussed here is simply a corollary of Kayne's original observation that bans on SOXV are much rarer than bans on SVXO. The reviewer does raise an important empirical point, however. The approach presented here does predict at least some material to intervene between the verb and the object to a very limited degree. This will have to wait for further empirical investigations. This proposal also predicts that OVS should alternate with VSO if object shift out of the VP is available. That is, a remnant VP raises to SpecTP stranding the object. It also predicts that VOS might be found for non-specific or bare objects (as in Massam's pseudo noun incorporation). These prediction will have to wait for future research. xiii It is likely that pronouns of the English type as shown are actually DPs or φPs (Déchaine and Wiltschko 2002) . Nevertheless, there are assumedly indisputable cases where two heads with lexical material c-command each other. Previously, I argued that this was the motivation for noun incorporation, where a verbal root merges with a nominal root (Barrie 2006a (18) is also problematic for a strict Antisymmetric approach, of course. The point here is that Richards' approach does not completely solve the problem of symmetric c-command that BPS introduces. For such approaches see Moro (2000) and Guimarães (2000) . xvi A reviewer notes the issue of clausal complements is problematic for Antisymmetry, too. If we assume, as I suggested above, that finite clausal complements are selected as fully formed CPs (while only non-finite clausal complements require the kind of treatment Kayne suggests), then this ceases to be a problem. The clause is selected and remains post-verbal. DPs, on the other hand, must be licensed as described here, ending up preverbal when ghost projections are present. The presence of ghost projections does not affect finite CPs. xvii The sole exception to this generalization I am aware of is wh-movement in ASL, where dislocated whphrases appear clause-finally. Petronio and Lillo-Martin (1997) argues that wh-phrases move to SpecCP on the left with subsequent raising of the remnant clause; however, Neidle et al. (2000) refute this analysis and argue that SpecCP is on the right. xviii To avoid confusion, intermediate projections will not appear as X', but rather will appear as XP. Thus, X'P represents only a ghost XP hereafter. xix Although Chomsky (1995) sought to eliminate agreement projections from UG as they were superfluous, it has been argued that there is some vP-internal projection that hosts objects (Johnson 1991; Rezac 2006) . With regards to the subject AgrP, there languages that show tense marking and subject agreement in distinct positions in the verbal complex (such as Northern Iroquoian, Lounsbury 1949), thus requiring a distinct Agr S P and TP. xx Kayne (2003) assumes that the ghost is always null since it appears within the verbal complex and is never part of the nominal phrase. However, many languages require additional verbal morphology when locative expressions are present. Algonquian languages, for example, appear with relative roots -a morpheme inside the verbal complex -when a locative phrase is present in the clause (Rhodes 1998) . Iroquoian languages also encode locative phrases with additional verbal morphology (Lounsbury 1949 (Lounsbury , 1953 . Whether these morphemes are amenable to such an analysis is left to future research. xxi Thanks to Kenji Oda and Manami Hirayama for discussing the Japanese data and to Jaehee Bak for discussing the Korean data. Their intuitions indicate that the most natural word order for these sentences has OV adjacency, but a full investigation into the matter requires further research. xxii See Lasnik (2001) for arguments that objects in English raise overtly to a low functional projection in the VP domain. See also Johnson (1991) . xxiii Agr O P is null in English, but is possibly overt in Spanish, following Torrego (1998) , where it is realized as a, and in Romanian, where it is realized as pe on definite/animate objects. xxiv A reviewer asks about the formation of the verbal complex given Pollock (1989) and much subsequent work that verb formation is syntactic. One idea is to relegate this to PF (Boeckx and Stjepanović 2001) , but I leave this to future work. xxv The other VP-fronting analyses referred to above include a VoiceP, which introduces the external argument, in addition to a vP. Closer scrutiny may reveal that such is required for the OVS languages under discussion here, too; however, the analysis presented here does not require a VoiceP, so it is left out. xxvi Assuming a non-lexicalist approach to morpho-syntax the question arises as to how the verbal complex is formed. I tentatively suggest following Boeckx and Stjepanovic (2001) that the verbal complex is formed by head movement PF, but leave the details to future work. xxvii Absent from this chart is OSV languages. These present a problem for the current approach since they cannot arise by the mechanisms proposed here. This is because the object raises above the subject while the verb remains low. Thus, the object does not raise above the subject by being carried across by the VP. Note this is also a problem for headedness approaches since there is no way to base generate this order with any of the four logically possible settings of such a parameter. xxviii It is interesting to note that Kayne (2003, inter alia) has argued that we should abandon the notion that PP is a constituent in the usual sense. While the shorter derivations do suggest this (and it is certainly true in this framework that PPs are not merged as a constituent), the derivation for Hixkaryana in (42) above shows clearly that PPs can become constituents through several applications of remnant movement. xxix It is unlikely that Agr S P is also found in the nominalized clause. The external argument of transitives is Case marked by a postposition and does not trigger agreement on the verb. The external argument of an intransitive, however, does trigger agreement. A thorough examination of the ergative properties of embedded nominalized clauses in Hixkaryana is beyond the scope of this paper. xxx Evidence that the adjunct DP is selected directly by the verb is furnished by English examples such as the following:
i. I read none of the papers during/before any of lectures. The adjunct in (9) is clausal in the English translation, but nominal in Hixkaryana (as in the example above). See Barrie (2009) for more details on the English examples.
