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Abstract
We present a notion of symmetry for 1+1-dimensional integrable
systems which is consistent with their group theoretic description and
reproduces in special cases the known Ba¨cklund transformation for
the generalized Korteweg-deVries hierarchies. We also apply it to the
relativistic invariance of the Leznov-Saveliev systems.
In [1] a general and detailed group theoretic description of integrable systems,
based on the work of Segal, Wilson, Reyman and Semenov-Tian-Shansky was
given. It included the work of Drinfel’d and Sokolov on the generalized mod-
ified Korteweg-deVries (mKdV) hierarchy and the notion of a generalized
Miura transformation for these systems. The aim of this work is to inter-
pret some of the well known properties of integrable systems in this group
theoretic setting.
As the relation between the Ba¨cklund transformation, Miura transforma-
tions and symmetries of differential equations was one of the hallmarks of
the development of the inverse scattering method (for an account on this see
e.g. [2]), it is of interest to exhibit the relationship between these structures
and the group theoretic approach. Thus an aim will be to establish an ap-
propriate notion of a symmetry and in particular to explain the Ba¨cklund
transformation of the KdV models for the group SL(n,C) in terms of the
group theoretic setting.
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The first section gives a short description of the group theoretic for-
mulation as presented in [1]. The examples of the generalized nonlinear
Schro¨dinger (NLS) equation and the sine-Gordon equations are then pre-
sented in more detail.
In the second section we present the formulation of a symmetry and
relate it by the generalized Miura transformation of Drinfel’d, Shabat and
Sokolov [3, 4] to the Ba¨cklund transformation in close analogy to the well
known case of the KdV hierarchy. We give an explicit reduction for the
group theoretic hierarchy of the generalized NLS equation, which produces
the mKdV flows, and a Ba¨cklund transformation for the generalizations of
the KdV equation belonging to the groups SL(n,C).
At the end we show, how this kind of symmetry can be generalized to
include the Lorentz group symmetry of the Leznov-Saveliev systems.
1 The Group Theoretical Setting
Following [1] an integrable system is given in terms of the following abstract
data:
a) An admissible triple of Lie-Groups (G,G−,G+) with G± ⊂ G closed,
the multiplication map G−×G+ → U being a diffeomorphism into an
open dense subset U of G. This is an abstract Birkhoff factorization.
In addition the following requirements are made:
1) The corresponding Lie algebras form a Manin triple (g, g−, g+),
i.e. there exists a Killing form BG on g = g− ⊕ g+ such that g−
and g+ are maximally isotropic w.r.t. BG.
2) The exponential map exp : g− → G− is bijective.
b) An element p ∈ g+ is fixed.
The Birkhoff factorization [5] is clearly modeled to generalize the decompo-
sition of GL(n,C) into upper and lower triangular matrices to infinite dimen-
sional groups. Note also that g+ (and g−) bears the additional structure of
a Lie Bialgebra [6] induced by the Manin triple (g, g−, g+).
p, called the generalized momentum, will play the roˆle of the generator of
space translations. The x-space flow g−(x) in G− for small x ∈ R through an
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element g− = g−(0) ∈ G− is defined in the group theoretically most natural
way via
g(x) = exp(−xp)g− = g−(x)g+(x), (1)
where the second equation denotes the Birkhoff factorization of g(x).
In the following we choose a Cartan subalgebra h of g, such that p is an
element of h+ = h ∩ g+. We may then take any element of h+ to generate
further local flows in the group G, which commute with the x-flow. We write
them in the compact form
g(t) = exp(−〈t, p〉)g−, (2)
where t = (t0 = x, t1, . . .), p = (p0 = p, p1, . . .). It is always understood that
the parameters tj ∈ R are small, and only finitely many are nonzero.
In the forthcoming examples G is a loop group with infinite rank. There-
fore the systems described above possess infinitely many commuting flows,
giving also an infinite set of integrals of motion.
The connection with the realization of integrable systems as zero curva-
ture conditions (Zakharov-Shabat (ZS) type equations) is now given by choos-
ing the natural flat connection on the trivial principal bundle G/G+ ⊃ G−,
the pullback of the (right invariant) Maurer-Cartan form on G+ with the
map g+ : G→ G+:
ω = −dg+g−1+ . (3)
The Maurer-Cartan equation,
dω + [ω, ω] = 0, (4)
translates into a zero curvature condition of the ZS type for the components
Vj(t) of the connection in the direction of the right invariant vector fields
r(pj) for pj:
Vj(t) = ω(r(pj))(g(t)) = q+(Ad(g
−1
− (t))pj), (5)
dVk(t)
dtj
− dVj(t)
dtk
− [Vk(t), Vj(t)] = 0, (6)
together with an auxiliary equation
g−1− (t)
dg−(t)
dtj
= −q−(Ad(g−1− (t))pj). (7)
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Here we denote by q± the projections g → g±. U(t) = V0(t) is by (5) and
the fact that g− is maximally isotropic w.r.t. a nondegenerate form BG, a
generic element of the orbit of the coadjoint action of G− on g+ through p.
The Lie-Kirillov-Kostant-Souriau symplectic structure on this orbit gives a
Poisson structure being compatible with the one given by the Lie Bialgebra
g+.
The equation (5) gives a map Ωp0 from the coset H−(p0) \G−, H−(p0)
being the centralizer of p0 in G−, to the set K0(R , g+) of smooth functions
defined in a neighborhood of the origin in R with values in g+. We assume
this map to be injective. For a fixed admissible triple (G,G−,G+) this is a
restriction on the momentum operator p0.
Restricting attention to the case of solutions U(t) periodic in x (say with
period l), we may use the assumed injectivity of Ωp0 to define for every
periodic solution U(x) a periodic element g˜−(x) of G− by
g˜−(x) = exp(−xI)g−(x), (8)
where g−(x) is any x-space flow in G− mapped by Ωp0 to U(x) and I ∈ h−
is defined by
g−(l) = exp(lI)g−(0). (9)
Notice that g−(x) and g˜−(x) are in the same equivalence class moduloH−(p0).
Combining equations (5) and (7) for j = 0 this gives
ω(r(p0))(g(x)) = Ad(g
−1
− (x))p0 + g
−1
− (x)
dg−(x)
dx
= Ad(g˜−1− (x))(p0 + I) + g˜
−1
− (x)
dg˜−(x)
dx
. (10)
Using Frenkel’s definition [7] of the affine Lie group LG connected with G
this may be rewritten as
ω(r(p0))(g(·)) + 1D = A˜d(g˜−(·))(p0 + I + I0C + 1D) (11)
where I0 = −lBG(p0, I).
The periodic x-space flows may thus be incorporated into the group the-
oretic scheme by substituting the admissible triple (G,G−,G+) by a triple
(LG,LG−,LG+) which is also admissible [1, Lemma 2.6].
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As an example let us take the triple of analytic loop groups
(G,G−,G+) = (L
aKC , L
a−
1 KC , L
a+KC ), (12)
K a compact semisimple Lie group, KC its complexification with Lie algebra
kC .
In order to achieve bijectivity of the exponential map exp : g− → G−, we
don’t use the usual construction of a Loop group over KC but the one given
in [1]. There the group LaKC is defined to be the stalk at infinity of the sheaf
of analytic functions on C, i.e. LaKC consists of functions which are defined
and analytic outside some compact set. The subgroup La+KC consists of
the entire maps from C to KC , and L
a−
1 KC consists of the maps, which are
defined and analytic in some open neighborhood of ∞ and have the value 1
there. Their Lie algebras are (LakC , L
a−
0 kC , L
a+kC ) with self-explanatory
notation. The choice of the Killing form
BLaKC (a(·), b(·)) = Resλ=∞ (BKC (a(λ), b(λ))) (13)
makes this triple of Lie algebras into a Manin triple.
For p0 = λA, A ∈ hC with hC being the Cartan subalgebra of kC , the
resulting integrable system is the NLS hierarchy, generalizing the vector-NLS
of Fordy and Kulish [8]. By a reduction described in the next section we get
the mKdV type systems.
For all these systems and all generic p0, injectivity of Ωp0 holds and the
integrals of motion can be calculated explicitly, as can be easily seen by
generalizing the proof in [1] for p0 = λA to arbitrary p0.
A second important example is the sine-Gordon equation and its gener-
alizations, the Leznov-Saveliev systems [9], in light-cone variables.
They belong to the following construction, also considered in [10]. Given
a Birkhoff factorization (G,G−,G+) as before, we may construct another
factorization by setting:
G˜ = G×G, G˜− = G− ×G+, G˜+ = {(g, g) ∈ G˜} ∼= G. (14)
The splitting of an element (g1, g2) ∈ G˜ is given by the Birkhoff factorization:
If g1g
−1
2 = g−g
−1
+ , gˆ = g
−1
− g1 = g
−1
+ g2, then
(g1, g2) = (g−, g+)(gˆ, gˆ). (15)
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On the Lie algebra level this reads:
g˜ = g ⊕ g, g˜− = g− ⊕ g+, g˜+ = diag(g˜). (16)
With the Killing form B
G˜
((x1, x2), (y1, y2)) = BG(x1, y1) − BG(x2, y2) this
becomes a Manin triple.
If we restrict the pj to g+⊕ g+ then the orbit and all flows are restricted
to this subset, which is isomorphic to g+, and the equations (5) and (7) are
the same as for the Birkhoff factorization (G,G−,G+). This is the reason
why the flows of the mKdV systems commute with the flows of the Leznov-
Saveliev ones as mentioned in [4].
However, to recognize the higher symmetry of these systems, connected
with their Lorentz invariance, it is more convenient to use Drinfel’d’s double
construction:
Given a Lie group G with Lie algebra g being a Kac-Moody algebra, h a
Cartan subalgebra and n± the standard nilpotent subalgebras (see below),
we denote by N± and H the subgroups of G belonging to them. We set:
DG = G×G, (17)
DG+ = {(g, g) ∈ DG} ∼= G, (18)
DG− = {(n−h, n+h−1) ∈ DG | n± ∈ N±, h ∈ H}. (19)
The factorization of an element g˜ = (g1, g2) ∈ DG is achieved by using the
Gauss decomposition g1g
−1
2 = n−h
2n−1+ : If gˆ = h
−1n−1− g1 = hn
−1
+ g2, then
g˜ = (g1, g2) = (n−h, n+h
−1)(gˆ, gˆ). (20)
On the Lie algebraic level this is the classical double Dg. Given an element
(x, y) ∈ Dg, we may write
(x, y) = (x− +
1
2
xh, x+ − 1
2
xh) + (xˆ, xˆ), (21)
with x− − x+ + xh being the linear decomposition of x − y into an n−, n+
and h part, and xˆ = x− x− − 12xh = y − x+ + 12xh.
Here, if p0 is contained in one of the Lie subalgebras n± (identify g˜+ with
g), we have no injectivity of Ωp0 (see also [10]). This can be seen directly
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by looking at the expressions for U(·) = ω(r(p0))(g˜(·)): Let the splitting of
g˜ ∈ G˜ be as above and abbreviate n−h, n+h−1 by g−, g+ respectively, then
ω(r(p0))(g˜(t)) = q+(Ad(g
−1
− (t))p0) + q−(Ad(g
−1
+ (t))p0), (22)
and the auxiliary equation splits into:
g−1− (t)
dg−(t)
dx
= −q−(Ad(g−1− (t))p0) + q−(Ad(g−1+ (t))p0) (23)
and
g−1+ (t)
dg+(t)
dx
= −q+(Ad(g−1+ (t))p0) + q+(Ad(g−1− (t))p0). (24)
q+ and q− being the projection given by (21), i.e. q±(x) = x± ∓ 12xh.
For example, if p0 ∈ n+, then U(t) does not depend on n+(0). This
failure of Ωp0 to be injective for these p0 is not very surprising, as the choice
p0 ∈ n± corresponds to taking starting values on one chiral branch of the
1+1 dimensional light cone. Therefore it can be interpreted as an expression
of the non-uniqueness of the Cauchy problem.
We will not be concerned with the question of injectivity of Ωp0 for gen-
eral p0 and G as before the loop group over a semisimple finite dimensional
group KC , but let us briefly indicate the heuristical arguments leading to
the conclusion that for generic p0 having non-zero parts in n+ and n−, Ωp0
is, at least formally, injective:
In the following we always choose a marking of the Lie algebra kC ofKC , i.e.
besides of the Cartan subalgebra hC we also choose a basis ∆ of simple roots,
basis vectors eα in every root space, constituting a Chevalley basis and nilpo-
tent subalgebras n±, such that the positive and negative roots are contained
in n+, n−, respectively. We also define the Borel subalgebras b± = n±⊕hC .
Using the grading of g given by deg(λneα) = n+ht(α), one sees that the
orbit is restricted to the set m0 of elements in g ∼= g˜+ of which the degree
does not exceed the maximum or minimum degree of p0. Therefore it will be
finite dimensional, if p0 contains only finite powers in λ. The function U(·)
generically determines the projection of log g± to m0, as was the case for the
NLS.
Furthermore, because the second terms on the r.h.s. of the equations (23)
and (24) vanish, if we project on g⊖m0, we get, also by similar arguments as
for the NLS case, recursive equations for the higher powers of λ−1 and λ in
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g− and g+, respectively. These equations are formally solvable but in general
very complicated, as they always contain infinitely many commutators with
the degree 0 part of log g±.
However, one has to be careful, whether the ansatz, being implicit in the
expression log g± is justified. The requirement that the exponential map is
bijective on the small group G is hard to achieve in practice. It is not true
even for the modified loop group definition given above. The injectivity of
Ωp0 is thus conserved only in an algebraic sense, obtained by considering the
universal enveloping algebras rather than the Lie groups.
The class of algebraic geometric (finite gap) solutions [g−(t)] of an in-
tegrable system is characterized by the condition that the tangent space of
the flow at the starting point [g−] is finite dimensional, i.e. there exist only
finitely many linear independent pj such that all their flows are nontrivial.
In the case of the NLS systems it suffices [1, section 4] to show that there
exists one polynomial regular p˜ ∈ h+ such that its flow is trivial. Polynomial
regularity for an element of La+kC shall mean that it can be written as a
polynomial in the loop parameter λ with leading coefficient being a regular
element of the Lie algebra kC . Further theorems concerning the existence of
periodic algebraic geometric solutions are given in [1]. For a general account
on algebraic geometric solutions see the article of Dubrovin, Krichever and
Novikov [11].
2 Group theoretic symmetry
The above definition (2) of the flows makes the following definition of a
symmetry quite natural:
Definition: A group theoretic symmetry for an integrable system of the
kind described above is a differentiable automorphism φ of the group G,
which
a) respects the Birkhoff factorization, i.e. is also an automorphism of the
subgroups G±,
b) its derivative dφ leaves the Cartan subalgebra h and the generators
p0, p1 ∈ h of space and time translation invariant.
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In the case of an additional reduction, as for the KdV or mKdV systems,
this should be supplemented by a consistency condition on φ.
Invariance of h under φ is necessary to guarantee that φ reduces to a map
on H− \G−, which is the set of solutions of the system. The restriction (b)
on φ can, and has to be loosened, in order to include space-time symmetries,
i.e. symmetries which do not let invariant the flow parameters, for example
the Poincare´ symmetry, encountered in connection with the Leznov-Saveliev
systems. We will formulate this generalization at the end of this section.
For a group theoretic symmetry φ we obviously have
g˜(x, t) = exp(−xp0 − tp1)g˜− = g˜−(x, t)g˜+(x, t), (25)
with g˜ = φ(g), g˜± = φ(g±). Therefore φ maps a solution of the system
generated by the abstract data (G,G−,G+) with starting point g− to a
solution of the same system with starting point g˜−.
As the notions of a periodic and of an algebraic geometric solution can
be expressed in a purely group theoretic way, it is easy to see that the classes
of periodic and of algebraic geometric solutions are mapped to themselves.
Every flow which acted trivial on the starting point g− is mapped to a flow
which acts trivial on g˜−. This kind of symmetry will be used to model
Ba¨cklund transformations for the generalized KdV equations.
If one has a Miura transformation mapping the solutions of an integrable
system (1) to another integrable system (2), being invertible for a sufficiently
large class of solutions of (2), and a symmetry of the second one, then it is
possible to “pull back” this symmetry by the Miura transformation to a
symmetry of the first one. This transformation we call a Ba¨cklund transfor-
mation.
Clearly, if the Miura transformation would constitute an isomorphism
of Birkhoff factorizations, the Ba¨cklund transformations would not be of
any interest, because then the symmetries of the systems could be easily
translated into each other by purely group theoretic means. But for the
generalized KdV equations and their counterpart, the generalized mKdV
equations of Drinfel’d and Sokolov, this is not the case. There the Miura
transformation is the projection of one coset space into another [4, 1], which
can have a very complicated form if being expressed in coordinates of the
Lie-Algebra g+. For the groups G = LSL(n,C), calculating the inverse of
the Miura transformation in general amounts to solving a system of n − 1
differential equations of order n− 1 and degree n.
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In the following we will elaborate on this standard example of a Ba¨cklund
transformation.
The following reduction of the generalized NLS systems results in a gen-
eralization (not the one of Drinfel’d and Sokolov) of the modified KdV equa-
tions:
Let gˆ ⊂ g be the covering Lie algebra of kC generated by the involution
(notation as before):
σ :
{
hC ∋ x 7→ −x,
eα 7→ e−α ∀α ∈ ∆ (26)
So gˆ is generated by λ2n+1hC , and the elements λ
2n+1(eα−e−α), λ2n(eα+e−α),
α ∈ ∆, n ∈ N.
The parameter-dependent modified KdV equation for KC = SL(2,C),
ψt = 6(ψ
2 + c)ψx − ψxxx, (27)
c being an arbitrary complex parameter, which was used by Miura [12] cannot
be obtained by a group theoretic reduction of g. It rather connects with a
dynamical restriction of the flows to an affine subspace
m = c˜σ2 + gˆ, c˜ =
√−c (28)
of g. One may say that, by an additional symmetry of the third order flow of
the NLS hierarchy, which yields the mKdV equation, a solution stays in m,
when its starting point g−(x, 0) was inside m for all x. Neither the existence
of such a starting point, nor the above fact can be easily proved by group
theoretic arguments.
However, we know that there exists a Miura transformation for every
choice of the parameter c connecting the corresponding mKdV with the KdV
equation:
u = ψx + ψ
2 + c. (29)
We will now show, that there exists an analogous restriction of the generalized
mKdV equations of Drinfel’d and Sokolov for higher groups KC = SL(n,C)
together with a group theoretic symmetry generalizing the construction for
SL(2,C). Let us therefore recall the procedure of [4], which gives the gener-
alized Miura transformations.
We restrict the group G to the subgroup Gˇ of loops in LaKC which
factorize through the map λ 7→ λn of G onto itself, where n− 1 is the height
10
of the unique highest root δ, w.r.t. the chosen basis of simple roots. Let
gˇ ⊂ g be the Lie algebra of Gˇ, set z = λn and choose the splitting
gˇ− = (g− ⊕ n−) ∩ gˇ, (30)
gˇ+ = (zg+ ⊕ b+) ∩ gˇ (31)
of gˇ and the momentum generator
q0 =
∑
α∈∆
eα + ze−δ ∈ gˇ+, (32)
i.e. the subalgebra gˇ− is enlarged, compared to the Birkhoff factorization
of the NLS. By the procedure described in the section before, one gets an
injective map Ωq0 : Gˇ−(qo) \ Gˇ− → q0 +K0(R ,hC ).
Let u⊕ [q0,n−] be a vector space decomposition of the Borel subalgebra
b−. In the case of K = sl(n,C), u is the set of sl(n,C) matrices having
non-zero entries only on the lowest row.
We now view K0(R ,hC ) as a subspace of K0(R ,b−). The set of functions
K0(R ,N−),N− the group corresponding to n−, acts as a right transformation
group on the latter by
v′(x) = Ad(n−1− (x))v(x) + n
−1
− (x)
dn−(x)
dx
, n−(·) ∈ K0(R ,N−), (33)
v(·) ∈ K0(R ,b−). In [1] it was shown that by this action, Ωq0 projects down
to an injective map
Φq0 : Oˇq0 = Gˇ−(q0) \ Gˇ−/N− → q0 +K(R ,u). (34)
This map plays the roˆle of the inverse scattering problem of the KdV equa-
tion. The projection
Gˇ−(q0) \ Gˇ− → Oˇq0 (35)
is the generalized Miura transformation of Drinfel’d and Sokolov.
The triple (gˇ, gˇ−, gˇ+) is a reduction (in the sense of [1]) of the Manin triple
(LakC ,
−LakC ,
+LakC ), where
−LakC is generated by the Cartan subalgebra
of kC and all elements λ
keα with ht(α) + k > 0, and
−LakC is generated by
all such elements with ht(α)+k < 0. The latter may be transformed first by
an automorphism
λkeα 7→ λht(α)+keα,
hC ∋ x 7→ x, (36)
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then by the inner automorphism of kC conjugating q0 into the Cartan subal-
gebra hC . This is a transformation of the above Manin triple to the triple of
the NLS equation, mapping the momentum generator of the mKdV system
q0 to the momentum generator p0 of a system of NLS type. Thus the gener-
alized mKdV systems of Drinfel’d and Sokolov are also embedded in the NLS
hierarchy.
The above construction relating solutions of the mKdV and KdV systems
may be varied for KC = SL(n,C) in the following way:
Instead of identifying the spectral parameters of the KdV and mKdV
model as above, we set
z = z˜ − cn, c ∈ C, (37)
where z and z˜ are the spectral parameters of the KdV and mKdV equations,
respectively.
Let now aj , j = 0, . . . , n− 1 be the roots of the equation λn = cn,
aj = ce
2pii(n−j)
n . (38)
This gives
n−1∏
j=0
(λ− aj) = λn − cn. (39)
We choose the standard basis of simple roots {α1, . . . , αn−1} of sl(n,C), αj =
ejj − ej+1,j+1, ejk being the matrix units (ejk)lm = δjlδkm.
Setting z˜ = λn and performing the automorphism
eαj 7→ (λ− aj)eαj ,
e−αj 7→ (λ− aj)−1e−αj ,
hC ∋ x 7→ x, (40)
out of q0 we obtain the element
q˜0 =
∑
j
(λ− aj)eαj + (λ− a0)e−δ def= λA + C˜. (41)
The diagonalization matrix of A is (Q)jk =
√
1
n
sjk, s = e
2pii
n , all matrix
indices now running from 0 to n − 1. Let B be a matrix which has entries
only on one diagonal, i.e.
(B)jk =
{
bj if k = j + ǫ or k + n = j + ǫ,
0 otherwise,
(42)
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for some integer constant 0 ≤ ǫ ≤ n− 1. The conjugation with Q maps B to
(Q−1BQ)jk = s
kǫ
n−1∑
m=0
bms
m(k−j), (43)
The matrix C˜ therefore changes to
C = −c
n−1∑
j=1
sj−1eαj + s
n−1e−δ
 , (44)
i.e. the matrix q˜0 takes the form
p0 + C =
n−1∑
j=0
sjejj + C, (45)
where p0 is the x-flow generator of the NLS systems.
The diagonal matrices, containing the fields, are transformed into off-
diagonal matrices. This means that the above chain of transformations leads
again to an element of Ωp0 but now not contained in the section Ωp0 ∩ gˆ. It
also maps gˇ− and gˇ+ to the Birkhoff factorization g− and g+ of the NLS
models.
In analogy to the case KC = SL(2,C) we now restrict the flows of the
generalized NLS systems to the image of the generalized KdV systems under
the above constructed Miura transformation depending on the parameter c.
The matrix C is therefore a generalization of the matrix c˜σ2 in (28).
As mentioned before, a Ba¨cklund transformation is modeled out of a
Miura transformation between two integrable systems and a symmetry. We
are therefore looking for an automorphism leaving p0 + C and the image of
hC , in which the fields are contained, invariant. In addition it has to respect
the Birkhoff factorization of the generalized NLS equations.
An obvious possibility is the following linear transformation of Chevalley
generators:
eαj 7→ seαj+1 , j = 1, . . . , n− 2,
e−αj 7→ e−αj+1 , j = 1, . . . , n− 2,
eαn−1 7→ seα−δ ,
e−αn−1 7→ eαδ (46)
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and the resulting transformation of the Cartan subalgebra. We will not write
down the general transformation of the fields explicitly.
In the case n = 2 this all reduces to the well known procedure for the KdV
system. It also reproduces the parameter-dependent Miura transformation,
which can be calculated explicitly.
In the case n = 3 we obtain the following explicit formulas (s = e
2pii
3 ):
q0 =
 0 1 00 0 1
z˜ 0 0
 , (47)
q˜0 =
 0 λ− cs
2 0
0 0 λ− cs
λ− c 0 0
 , (48)
p0 + C = λ
 1 0 00 s 0
0 0 s2
−
 0 c 00 0 cs
cs2 0 0
 . (49)
The Miura transformation becomes more complicated, and is not explicitly
solvable, since it is no more of Riccati type. We give it for c = 0. If
q0 + u =
 0 1 00 0 1
u1 + z u2 0
 (50)
is an element of Oˇq0 and
U =
 ψ 1 00 φ− ψ 1
z 0 −φ
 (51)
an element of Gˇ(q0) \ Gˇ which is mapped by the projection (35) to q0 + u,
then the Miura transformation for the fields is
u2 = (φ+ ψ)x + ψ
2 − ψφ+ φ2 (52)
and
u1 = −u2ψ + rx + (ψ + φ)r + 1
2
ψφ(φ− ψ), (53)
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where r = ψx − 12ψ(φ− 2ψ). The symmetry transformation of the fields is
ψ 7→ ψ˜ = s2φ,
φ 7→ φ˜ = −s−1ψ − sφ. (54)
It is not clear, that the resulting Ba¨cklund transformation maps algebraic
geometric into algebraic geometric solutions. Periodicity is not conserved
in general. This has to be proven in every case separately by looking at
the resulting differential equations. For the KdV equation with periodic
boundary conditions, the Ba¨cklund transformation just amounts to adding
one more gap to the spectrum of Hill’s equation, or equivalently one more
singularity to the Riemannian surface of an algebraic geometric solution [1].
A Ba¨cklund transformation for the group theoretic systems should therefore
conserve the quality of algebraic geometricity.
The class of time-flow generators q1, which are mapped by the above
parameter-dependent transformations to elements commuting with p0 is re-
stricted. An example for such a generator is
q˜ = (z + cn)q0. (55)
It is mapped to λnp0. This means that we must investigate the mKdV
equation for q0, q1 = zq0 with the transformed space-variable xˆ = x+ c
nt:
exp−(xq0 + tq˜) = exp−((x+ cnt)q0 + tq1). (56)
Thus a stationary solution for c = 0 will be a wave propagating with velocity
−cn for general c.
The symmetry automorphism (46) together with the generalized parameter-
dependent Miura transformation yields a Ba¨cklund transformation for the
group theoretically generalized KdV systems in the case of kC = sl(n,C).
For other simple Lie algebras a similar construction should be possible by
taking matrix representations which are reductions of the defining represen-
tation of an sl(n,C).
To show that the above definition of a symmetry is also of independent
value, we provide at last the promised formulation of space-time symmetries
of group theoretically describable systems.
If one chooses two generators p0, p1 for space and time flow, respectively,
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then in order to maintain the ZS type equation (6) for V0 and V1, it is
enough to leave the scalar product 〈t, p〉 = xp0 + tp1 + . . . in (2) invariant.
When transforming p0 and p1 nontrivially, we must therefore also change the
parametrization of space-time. The picture is similar to the “passive” one in
special relativity.
An example for such a symmetry is provided by the implementation of the
Lorentz group action in the group theoretic scheme for the Leznov-Saveliev
systems. As we are working in light-cone coordinates, we write ξ = t0 and
η = t1. There we have the following automorphisms:
The Cartan involution T of the loop group,
eα → −e−α, λ→ λ−1, h→ −h (57)
maps p0 for the LS systems to −p1 and vice versa. T therefore amounts to
the time reversal ξ ↔ −η.
The additional multiplication by −1 gives a space reversal ξ ↔ η. The
boosts ξ 7→ κξ, η 7→ κ−1η are implemented by the automorphism
eα 7→ κeα, α ∈ ∆+,
e−α 7→ κ−1e−α, α ∈ ∆+,
λ 7→ κnλ, (58)
which is the identity on hC .
The author thanks M. Schmidt and R. Schrader for helpful discussions on
the subject. This work was supported by Deutsche Forschungsgemeinschaft
as part of Sonderforschungsbereich 288 “Differentialgeometrie und Quanten-
physik”.
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