Abstract| In order to calculate the transmit power in shell{mapping{based transmission schemes, the frequencies of the shells are required. In this paper, a simple but general method for the calculation of these frequencies is derived. The method has approximately the same complexity as the shell{mapping encoder. As an example, the method is shown in detail for the shell{mapping scheme speci ed for the international telephone{line V.34 modem standard. Moreover, a very simple approximation is given which is tight for large constellations.
I. Introduction and Preliminaries
For e cient data transmission over strictly band{limited channels, a mapping scheme is required which can support a non{integer number of information bits per transmitted symbol. The straightforward approach is to base mapping on a frame of N symbols, i.e., to assign, say K, input bits to a point in the N{dimensional space. Using this approach a rate granularity of 1=N bit/symbol is obtained. In some situations it is further desirable to realize shaping gain, i.e., to reduce average transmitted power compared to signalling using uniformly distributed symbols. This is achieved by selecting the points within a region more like an N{dimensional sphere than an N{cube 3] . Then, the transmitted symbols exhibit a (discrete) Gaussian{like distribution. Shell mapping, a very e cient mapping algorithm proposed e.g. in 8], 4], 2], 6], 7], 9] meets both above mentioned requirements. It was adopted in the international telephone{line modem standard ITU Recommendation V. 34 5] .
We assume that the constituent signal constellation contains M 2 q signal points. The signal set is partitioned into M groups (\shells"), indexed by s = 1; 2; : : :; M, each containing 2 q points. To each shell a cost C(s) is assigned. Without loss of generality, we assume that the ordering of shells is such that the costs increase monotonically, i.e., C(1) C(2) : : : C(M). Shell mapping operates on a frame of N symbols, and selects one particular shell for each of the N positions. The points within the shells are selected memorylessly by q \uncoded bits".
The task of the shell{mapping encoder is to map a binary K{tuple to an N{tuple of shell indices. For that purpose shell mapping implicitlysorts the vectors of shell indices according to their total cost: N{tuples of shell indices with lower total cost are given a lower index than N{tuples with larger cost. In order to sort vectors with equal cost, di erent strategies are possible. For example, if N is a power of two, then the cost of the rst N=2 positions can serve as a criterion. By performing a recursion on dimensions, the encoding problem is split into two problems, each with half the number of dimensions. The iteration continues until only N scalar, trivial problems are left. If N is not a power of two, then mapping can be done symbol by symbol, but taking the remaining dimensions into account as in 9, Algorithm 1].
Since the input is a binary K{tuple, in each frame only 2 K of the possible combinations of shells with the smallest total cost are used. If the K{tuples are equally likely, then these 2 K combinations are used equiprobable. As a consequence, shells with lower costs are used more often than shells with larger costs. In general, the shell frequencies will be di erent for each of the N positions.
In this paper the shell frequencies are derived analytically. Let H(s; i), s = 1; : : :; M, i = 1; : : :; N, denote the number of occurrences of shell s in position i within all 2 K combinations. Then, a signal point a s;l , l = 1; : : :; 2 q , in shell s is transmitted with probability Prfa s;l g = 2 ?q 2 ?K H(s; i) (1) in position i within the frame of N symbols. The transmit power is then proportional to the average energy 2 a of the signal points, which is: (2) The goal of this paper is the calculation of the histograms H(s; i). In Section II, we calculate partial histograms which give the number of occurrences of shells within all possible combinations of n{tuples that have some xed total cost. Using this result, we compute H(s; i) for the shell{mapping scheme speci ed for the international voice{band modem standard ITU Recommendation V.34 5] (Section III) as an example. Finally, we give an approximation which is tight in almost all cases. This is con rmed by numerical examples for V.34. Section IV o ers some conclusions.
II. Partial Histograms

A. QAM Signaling
Shell mapping is based on generating functions that give the cost spectrum of shells, i.e., the number g n (c) of n{ tuples with a given total cost c. Because energy is proportional to area in two dimensions (and only in two dimensions) with QAM signaling, the simple linear cost function C(s) = s?1, s = 1; : : :; M, is a good approximation 2], 9].
The generating functions G n (x) = P i g n (i)x i are then simply G n (x) = ? 1 + x + x 2 + : : : + x M?1 n , n = 1; : : :; N. If N is a power of two, then G n (x) is needed only for n equal to a power of 2. Starting with G 1 (x) and using the iteration G 2n (x) = G n (x) 2 Table I shows a sample of the possible combinations for n = 8.
The sum S c n (s) in each cell of Table I is given by (5). Using (4), the sum over one row is
From the de nition (3) of the multinomial coe cient, the following is true: n k 1 ; : : :; k j ; : : :; k l ; : : :; k M k j n
= n k 1 ; : : :; k j ? 1; : : :; k l + 1; : : :; k M k l + 1 n =: n k 0 1 ; : : :; k 0 j ; : : :; k 0 l ; : : :
Hence, setting l = j + m, m 2 Z Z, we have S c n (s) = S c+m n (s + m); (8) i.e., the terms on the diagonals of the above table are identical (the matrix S c n (s)] is Toeplitz). In view of the above relationship, the de nition of S c n (s) can be formally extended to all indices s c+1. For s > c+1 it is convenient to de ne S c n (s) = 0. Next, let C n be a given integer. There are
combinations of n shells with total cost less than C n . Among these combinations, in each position the number of occurrences of shell s is (summing up the columns of the above table) H In other words, in order to calculate H Cn n (s), the coe cients g n (c) have to be aliased modulo M. Since
s 0 =0 g n (s 0 ) = z n (C n ), the histogram H Cn n (s) comprises z n (C n ) n{tuples of shell indices of total cost less than C n .
In order to nd the number of occurrences of shell s within all possible combinations of n shells with total cost equal to c, we have to calculate S c n (s), which may be written as S c n (s) = H c+1 n (s) ? H c n (s) 
with the de nition g 0 n (c) = g n (c + 1) ? g n (c).
B. General Cost Functions
For general cost functions (e.g., for one{dimensional constellations) the above derivations do not apply. In this case it is more appropriate to rst calculate the number S c n (s) of occurrences of shell s in a given position and all possible n{tuples with total cost c. Again (6) holds, but now the matrix S c n (s)] (cf. Table I) , is no longer Toeplitz. But, following the above arguments, it is easy to see that for a general cost function C(s) the formula S c n (s) = S c?C(s)+C(s+m) n (s + m) (12) is still valid.
From (6) and (12), the partial histograms S c n (s) can be calculated iteratively by the following algorithm: 1. Let n = 1.
2. Let c = n C(1). The frequencies of the shells can be calculated using the above histograms. As an example we consider the shell{ mapping algorithm used in ITU Recommendation V.34 5], which has a frame size N = 8. The methods presented in this section apply to all kinds of shell mapping schemes using all types of cost functions.
The main idea in calculating the frequencies of shells is to run the shell mapping encoder with the maximum in- For the calculation of the frequencies of the shells, the following steps, identical to shell{mapping encoding in V.34, are performed:
Initializing:
The encoder input is set to R 8 = Repeat each element 1 g 2 (C 2;1 ) times, 2 g 4 (C 4;1 ) times, 3 g 4 (C 4;1 ) g 2 (C 2;3 ) times 
Calculate total cost C 8 :
The largest integer C 8 is determined for which z 8 (C 8 ) R 8 . C 8 is the total cost of the 8{tuple associated with index R 8 , and z 8 (C 8 ) is the number of 8{tuples of shells with total cost less than C 8 .
Partial histogram:
Here, for all positions the number of occurrences of shell s is given by H C8 8 (s).
3. Calculate costs C 4;1 , C 4;2 of rst and second half:
The largest integer C 4;1 is determined, such that 1 R 4 = R 8 ? z 8 is non{negative. C 2;3 is the total cost of the ring indices 5 and 6 and C 2;4 := C 4;2 ? C 2;3 is the total cost of the ring indices 7 and 8. The integers R 2;1 and R 2;2 are determined, such that R 2;a = R 2;2 g 2 (C 2;1 ) + R 2;1 ; 0 R 2;2 ; 0 R 2;1 < g 2 (C 2;1 ):
Partial histogram:
The term R 2;2 g 2 (C 2;1 ) contributes R 2;2 S C2;1 2 (s) to the number of occurrences in positions 1 and 2. From now on, in positions 3 and 4 all partial histograms will be multiplied by g 2 (C 2;1 ).
6.2. Calculate costs R 2;3 , R 2;4 of third and fourth quarter:
The integers R 2;3 and R 2;4 are determined, such that R 2;b = R 2;4 g 2 (C 2;3 ) + R 2;3 ; 0 R 2;4 ; 0 R 2;3 < g 2 (C 2;3 ):
The term R 2;4 g 2 (C 2;3 ) contributes g 4 (C 4;1 ) R 2;4 S C2;3 2 (s) to the number of occurrences in positions 5 and 6. From now on, in positions 7 and 8 all partial histograms will be multiplied additionally by g 2 (C 2;3 ). 
, C 2;2 = C 4;1 ?C 2;1 by C 2;3 or C 2;4 = C 8 ?C 4;1 ?C 2;3 , and g 2 (C 2;1 ) by g 4 (C 4;1 ) or g 4 (C 4;1 ) g 2 (C 2;3 ), respectively.
B. Approximation
In some applications an approximation to the frequencies of shells is su cient. In particular, the dependency on the position can often be ignored. Using the above derivations an approximation can be calculated very easily. In shell mapping usually K 1 holds, e.g., in V.34 K can be as large as 31 5] . As a consequence, the total number, 2 K , of combinations of shells is well approximated by z N (C 8 ),
where the integer C 8 , C 8 In order to illustrate the results, examples valid for the V.34 shell{mapping scheme are given in Fig. 3, 4 and Table  II. In The behaviour of the distributions for di erent values of K is discussed in Fig. 4 . For M = 9 and K = 12; 16; 20; 24 the average frequency distribution H avg (s) (solid lines) and the approximation H app (s) (dashed lines) are compared to the Maxwell{Boltzmann distribution H M?B (s) (dash{ dotted lines). Here, the parameter is chosen so that the entropy is equal to K=8. Even for low K the approximation H app (s) is very close to the true average frequency distribution H avg (s). The approximation improves as K increases. Unfortunately, the Maxwell{Boltzmann distribution H M?B (s) does not provide a good estimate of H app (s). Shells with low index occur less often than expected from the optimal entropy{power trade{o .
Finally, in Table II are given for all possible data rates and associated mapping parameter K, M, and q 5, Table 10 , expanded]. The underlying signal constellation is speci ed in 5, Figure  5 ]. Again, the exact calculation and the approximation are very close. Obviously, the energies derived from the Maxwell{Boltzmann distribution underestimate the actual energies as they are lower bounds. The approximation (13) provides much better results.
IV. Conclusions
In this paper, a simple but general method for the calculation of the frequencies of the shells in shell{mapping schemes was derived. As an example, the method was shown in detail for the shell{mapping scheme speci ed for the international telephone{line modem standard ITU Recommendation V.34. The method starts with partial histograms that give the number of occurrences of shells within all possible combinations of n{tuples of shells with some xed total cost. These histograms can be calculated easily using the generating functions that are needed in the encoder in any case. Then, the shell{mapping encoder is run with a speci c input, namely the maximum K{tuple. To each step of the encoding procedure a partial histogram can be assigned. Summing up these parts yields the nal histograms. Thus the calculation has approximately the same complexity as the mapping encoder itself. With the knowledge of the frequencies of shells, the exact average transmit power can be calculated. Numerical examples are given for V.34.
