The problem of variational data assimilation for a nonlinear evolution model is formulated as an optimal control problem to nd the initial condition function (analysis). The operator of the model, and hence the optimal solution, depend on the parameters which may contain uncertainties. A response function is considered as a functional of the solution after assimilation. Based on the second-order adjoint techniques, the sensitivity of the response function to the parameters of the model is studied. The gradient of the response function is related to the solution of a non-standard problem involving the coupled system of direct and adjoint equations. The solvability of the non-standard problem is studied. Numerical algorithms for solving the problem are developed. The results are applied for 2D hydraulic and pollution models. Numerical examples on computation of the gradient of the response function are presented.
The necessary optimality condition reduces problem (1.3) to the following optimality system [13] : We assume that system (1.4)-(1.6) has a unique solution. System (1.4)-(1.6) may be considered as a generalized model F(U, K) = with the state variable U = (φ, φ * , u), and it contains all the available information.
All the components of U depend on the parameters λ ∈ Yp. The purpose of this paper is to study the sensitivity of this generalized model with respect to the parameters.
Sensitivity in the presence of data
Mathematical models in environmental sciences contain parameters which cannot be estimated precisely, because they are used to parametrize some subgrid processes and therefore cannot be physically measured. Thus, it is important to be able to estimate the impact of uncertainties on the output of the model after assimilation. Let us introduce a response function G(φ, u, λ), which is supposed to be a real-valued function and can be considered as a functional on Y × X × Yp. We are interested in the sensitivity of G with respect to λ, with φ and u obtained from the optimality system (1. where δφ, δφ * , and δu are the Gâteaux derivatives of φ, φ * , and u in the direction δλ (for example, δφ =
∂φ/∂λ δλ).
To compute the gradient ∇ λ G(φ, u, λ), let us introduce three adjoint variables P ∈ Y, P ∈ Y and P ∈ X. By taking the inner product of (2.2) by P , (2.3) by P and of (2.4) by P and adding them, we obtain: Here we put
Hence, we can exclude the variable P by P = P t= and obtain the initial condition for P in the form:
Thus, if P , P are the solutions of the following system of equations
then from (2.6) we get
and the gradient of G is given by
We get a coupled system of two di erential equations (2.7) and (2.8) of the rst order with respect to time. One equation has a nal condition (backward problem), while the other has an initial condition (forward problem) depending on the initial value for the rst equation: that is a non-standard problem.
Solving the non-standard problem: a method based on optimal control
The method proposed is based on the theory of optimal control [13] . We consider system (2.7)-(2.8) in the form
where
Let us transform (3.1)-(3.2) into a problem of optimal control. Instead of (3.2) we consider the problem
with some initial condition v ∈ X. We assume that for given f ∈ Y , v ∈ X the coupled problem (3.1), (3.3) has a unique solution P , P for t ∈ [ , T]. Let P ( , U) be the value of P at time t = for the value v of P t= . We de ne the cost function
The problem becomes the determination of v * by minimizing J P . We can expect that at the optimum, V v − P ( , v) − g = and the problem will be solved. The procedure is similar to the one used in Section 2.
Let δv be a perturbation on v, then from (3.1), (3.3), (3.4) we get
where δP , δP are the Gâteaux derivatives of P , P with respect to v in the direction δv.
To compute the gradient ∇J P (v) let us introduce the adjoint variables Q , Q ∈ Y. By taking the inner product of (3.5) by Q and (3.6) by Q , we obtain
(3.8) If Q and Q are de ned as the solution of the system
, and we get for the gradient:
Control equation via Hessian
The necessary optimality condition reduces the non-standard problem to the optimality system:
with the unknowns v ∈ X, P , P , Q , Q ∈ Y. System (4.1)-(4.5) is equivalent to a single equation for v (the control equation):
where H is the Hessian of the functional J P , de ned on w ∈ X by the successive solutions of the following problems:
and the right-hand side F is de ned by the successive solutions of the following problems:
Q t=T = (4.14)
The Hessian H maps X into X, it is symmetric and (Hw, w) X = V w −P t= X (4.16) whereP is the solution to (4.8). Indeed, since
Moreover, using the de nitions of the operators A and B, it is easily seen that
where H is the Hessian of the original functional J. Then, under the assumption that H is positive de nite, we obtain (Hw, w) X = (Hw, Hw) X ≥ c w X (4.17) where c = λ min (H), and λ min (H) is the lower spectrum bound of the operator H. Thus, the Hessian H is symmetric and positive de nite, and therefore, the control equation (4.6) is correctly and everywhere solvable [21] , i.e. for every F ∈ X there exists a unique solution v ∈ X of (4.6) and the estimate holds:
Therefore, we have proved that the non-standard optimal control problem with functional (3.4) has a unique solution.
A second method to solve the non-standard problem
Let us return to non-standard problem (2.7)-(2.8) and rewrite it in an equivalent form:
Here we have three unknowns: v ∈ X, P , P ∈ Y. Let us write (5.1)- (5.3) in the form of an operator equation for v. We de ne the operator H by the successive solution of the following problems:
3) is equivalent to the following equation in X:
with the right-hand side F de ned by
whereφ * is the solution to the adjoint problem:
(5.9)
It is easily seen that the operator H de ned by (5.4)-(5.6) is the Hessian of the original functional J considered on the optimal solution u of the problem (1.4)-(1.6): J ′′ (u) = H. Under the assumption that H is positive de nite, the operator equation (5.7) is correctly and everywhere solvable in X, i.e. for every F there exists a unique solution v ∈ X and
Therefore, under the assumption that J ′′ (u) is positive de nite on the optimal solution, non-standard
Based on the above consideration, we can formulate the following algorithm to solve the non-standard problem:
(1) For ∂G/∂u ∈ X, ∂G/∂φ ∈ Y solve the adjoint problem 
and put P =P +φ * .
Thus, we obtain P , P ∈ Y as the solutions to non-standard problem (2.7)-(2.8).
Remark 5.1. In the above consideration, we have assumed that the direct and adjoint tangent linear problems of the form
Based on the presented theory, in the forthcoming sections we consider an application to 2D hydraulic and pollution models.
Mathematical formulation of the 2D water pollution problem
In this part 2D hydraulic and pollution models are used to describe the transport of pollution substances. The 2D water pollution model consists of a hydraulic model and a transport-di usion model of pollution substances. In the hydraulic model the Saint-Venant equations are used [23] :
where Ω is a bounded domain of R with the boundary Γ, z b is the bottom elevation, h = z − z b is the water depth, and z is the free surface elevation, u is the average velocity in the x direction, v is the average velocity in the y direction, g is the gravity acceleration, Kx and Ky are the Strickler coe cients in the x and y directions, respectively. We suppose that a substance is dissolved in water. Then the transport and di usion processes of the pollutant are described by the following equation [24] :
where ∆ = ∂ /∂x + ∂ /∂y , C = C(x, y, t) is the concentration of the substance, K is the conversion coecient, S = S(x, y) is the pollution function source in the uid, η is the di usion coe cient. For X = (h, u, v) T and C we have the initial conditions:
The boundary conditions are: U · n =Ū in (t), C(x, y, t)n =C in (t) on the in ow boundary Γ ; h(x, y, t) = h(t), ∂C/∂n = on the out ow boundary Γ ; U · n = , ∂C/∂n = on the solid wall Sw, where U = (u(x, y, t), v(x, y, t)), Γ = Γ ∪ Γ ∪ Sw is the boundary of the domain Ω, n = (nx, ny) is the unit normal vector to Γ.
Equations (6.1)-(6.4) with the boundary and initial conditions are rewritten as follows:
where:
Variational data assimilation problem
According to (1.2), we de ne the cost function J by
where Consider the following data assimilation problem with the aim to identify the initial condition: for given S nd U = X( ) ∈ X X , V = C( ) ∈ X C , X ∈ Y X and C ∈ Y C such that they satisfy (6.5)-(6.6), and on the set of solutions to (6.5)-(6.6), the functional J(U, V) takes the minimum value.
Following Section 1, the data assimilation problem is written in the form:
According to (1.4)-(1.6), the necessary optimality condition reduces problem (7.2) to the following optimality system:
where P = (P , P , P ) T and Q are the adjoint variables with respect to X and C,
and A * (X, P), B * (X, P), F * (X, P) are de ned by the formula:
Evaluation of sensitivities with respect to the source As in Section 2, we will study the sensitivities with respect to the source S. Let the response function be de ned by
where Ω A ⊂ Ω is the response region, and C depends on S through (7.3). We consider some direction s in the space of S and then compute the Gateaux derivative of the response function G A with respect to this direction. The Gateaux derivative is presented by the following formula:
The Gateaux derivative of P from equation (7.4) is the solution of the following problem:
where F ** (Q, C,Q,Ĉ) = ( ,Q∂C/∂x + Q∂Ĉ/∂x,Q∂C/∂y + Q∂Ĉ/∂y) T . Multiplying equation (8. 3) by a vectorfunction Ψ = (Ψ , Ψ , Ψ ) and then integrating it in t and over Ω, we have:
The Gateaux derivative of Q from equation (7.5) is the solution of the following problem:
(8.7)
Multiplying equation (8.7) by function Λ and integrating it in t and over Ω, we have:
where F XC = ( , Q∂Λ/∂x, Q∂Λ/∂y) T . The Gateaux derivative of C from equation (6.6) is the solution of the problem:
Multiplying equation (8.8) by function Φ and integrating it in t and Ω, we have:
where F XC = ( , Φ∂C/∂x, Φ∂C/∂y) T . We denote
The Gateaux derivative of X from equation (6.5) is the solution of the problem:
Multiplying equation (8.10) by a vector-function P = (P , P , P ) T and integrating it in t and Ω, we have:
where the vector-functions A * (X, P ), B * (X, P ), F * (X, P ) are shown in formula (7.7) with variables X, P , and
The Gateaux derivatives of U and V from equation (7.6) are the solutions of the equations:
Multiplying the rst equation in (8.12) by ψ = (ψ , ψ , ψ ), and the second one by ϕ, integrating them over Ω, we have:
Adding the obtained integral equalities (8.4)-(8.13), we have:
As in Section 2, we put
If P , Ψ , Λ, Φ are the solutions of the following problems:
using equations (8.2), (8.14) , the gradient of response function G A is calculated by the formula:
Non-standard problem
By the way shown in Section 3 we will solve system (8.16)- (8.19) . Instead of (8.18), (8.19) we consider the problems:
We assume that for the given v = (v , v ) ∈ X X × X C problems (8.16), (8.17 ), (9.1),(9.2) have the unique solution P , Φ, Ψ , Λ for t ∈ [ , T]. We de ne the cost function:
Minimizing J (Ψ ,Φ) we have the value v * = (v * , v * ). If at the optimum the equations
are satis ed, then the problem will be solved. Following the reasoning of Section 3, we can obtain the gradient of J (Ψ ,Φ) through the adjoint variables. Let R , R , Q and Q satisfy the following problems:
where the function vectors A ** (X, R ), B ** (X, R ), F *** (X, R ) are de ned by formula (8.5) with variable R instead of Ψ, and
(9.12) Then, we have the gradient of the cost function J (Ψ ,Φ) (v): are located in the source places, the relative gradient values of response functions and the red areas are larger than in other cases where the response regions are located far from the source (see Figs. 3-4 ). In the case where the response area is in the middle between 2 sources, the red and green areas are closer to the source places; when the response areas are nearby the source the relative gradient values are larger than in other cases where the response areas are located far from the sources (see Figs. 3-4 ).
