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Introduction
In the past few decades, classification has been the subject of many of many research efforts [1] - [3] . Classification system rely on a set of signal features (such as energy, spectral centroid, and so on). Selecting a useful and relevant subset of features from a larger set is important for improving classification performance [4] . So far, two general models have been proposed to cope with feature selection: the wrapper model and the filter model [5] . In the wrapper model, classifiers are chosen a priori and a set of features that improves the performance of the classifier is chosen. In the filter model, the relevance of each feature is tested using a given data set that is independent of the classifier. The conventional filter models, including divergence distance [6] and inertia ratio [8] , make Gaussian assumptions on the feature evaluation function.
However, it is unrealistic to assume that all features have Gaussian distributions. Also, conventional filter models select the feature subset by averaging all feature distances pairwise. Consequently, these conventional filter models risk losing optimal subsets because the separability is easily influenced by the feature sets with maximum distance. Feature sets with a small distance are often ignored In this paper, the performance of the proposed feature selection technique was investigated using real-world audio collections. The performance of the proposed technique was compared to conventional feature selection techniques (divergence distance [6] and inertia ratio [8] ). From the results, we conclude that the proposed algorithm outperforms conventional algorithms.
Feature Selection
In the feature selection stage, the evaluation function is important because it serves as a criterion to measure the degree of discrimination of a subset of features. Conventional feature selection metrics (divergence distance and Inertia ratio) [6] , [8] make assumptions such as Gaussianity on the evaluation functions. However, patterns of features in music classes are arbitrarily distributed in real cases. Therefore, an evaluation function should be capable of catching these arbitrary characteristics. Gaussian Mixture Models (GMMs) can represent general multimodal probability distributions using a number of component functions, usually Gaussian [14] .
Proposed GMM Separability Index
For a feature x belonging to a feature set X, the probability density (mixture density) belonging to class-k is defined as
where ω k is the GMM model of the k-th class, L is total number of mixtures, and the weighting factors well-known expectation-maximization (EM) algorithm [6] , [7] . For the classification of multi-class, the overlap area between estimated distributions of features is regarded as the possibility of confusion. Thus, the probability of confusion between the classes i and j is computed as
Finally, the GMM separability index of the feature x between the classes i and j, S x (i, j) is defined as
The proposed GMM separability index S x (i, j) is an evaluation function for measuring the degree of discrimination of a subset of features within the feature selection stage.
Proposed Feature Selection Algorithm
In the feature subset selection stage, we propose a new algorithm that selects a feature subset by maximizing the distance between the worst separable class pairs. In the proposed algorithm, GMMs corresponding to each of the features are firstly estimated using the EM algorithm. Then, GMM separability indexes, according to each of the class pairs, are calculated using Eq. (3). The rest of the proposed algorithm, based on the worst separable criterion, is described as follows.
1. The first feature χ 1 is selected as the one with the maximum GMM separability index averaged over all classes as
where M is the number of classes. 2. After χ 1 is selected, a pair of most ambiguous basis classes {θ 1 , ϑ 1 } is chosen by finding the minimum value of the GMM separability index as
3. Next, from the selected basis classes, an additional feature χ 2 providing the maximum GMM separability is chosen:
4. A feature vector is formed using the selected features χ 1 and χ 2 . 5. Iterate steps 2 to 4. In the following iterations, Eqs. (5) and (6) 
Experiments
Computer simulations were conducted using real audio files to evaluate the proposed feature selection algorithm (FSA). For the simulations, we constructed a classification system. First, the constructed system performed features extraction using the music files. In order to capture the long term nature of sound "texture", the actual features computed in our system were the running means and variances of the extracted features. Then, suitable features were selected. In the testing stage, selected features were extracted from the test music signals to classify them, based on the classifier model obtained in the training stage.
Dataset
We used a dataset labeled by genres. The dataset was the music database of Tzanetakis and Cook [9] , [10] , which consists of 1000 sound files covering 10 classes with 100 files per class. Each sound file has a 30 second duration, 22050 Hz sampling rate, 16-bit and mono PCM.
Experimental Settings
Initially, the frame-based features were extracted from audio signals as shown in [11] . Whole features had 112 dimensions including AR coefficient, RMS energy, maxima, spectral flatness measure (SFM), spectral crest factor (SCF), spectral inclination features, spectral contrast features, octave band signal intensities, autocorrelation coefficient, temporal moments, spectral moments, harmonic ratio, relative specific loudness, spectral sharpness, spectral spread, Melfrequency cepstral coefficients (MFCC), spectral centroid, spectral rolloff, spectral flux, and time domain zero crossings. We used a 20 ms long Hamming window and the hop size was set to 10 ms. In order to capture the statistics or temporal information of the feature vectors, means and variances were calculated over a number of analysis windows, called the texture window [9] . The length of the texture window was set to 1 second. All features were rescaled in order to homogenize the widely varying dynamics of the different feature subsets, in such a way that all coefficients were confined in the range [−1, 1]. This was done by normalizing the features with respect to their maximum values. Outlier removal was also conducted. The support vector machine (SVM) classifiers were implemented with the aid of machine learning library Torch [12] . The standard deviation of radius kernel in the SVM was set to 15 experimentally. The percentages of correctly classified music out of whole collections were used as a criterion for 5-fold cross validation [13] .
Experimental Results
The test was repeated by increasing the dimension of the selected feature vector from 10 to 100, and the percentage of correctly classified music out of the whole collections was used as a criterion for 5-fold cross validation. First, the proposed algorithm, based on the GMM separability index, was evaluated and compared with the conventional algorithm based on divergence distance of a single Gaussian. In both cases, the average distance criterion was used. The results are shown in Fig. 1 . The proposed algorithm provided higher accuracy than the conventional algorithm when the dimension of the selected feature vector was larger than 40.
Next, the performance of the worst-case separable criterion was compared with that of the average distance criterion. Figure 2 shows the results. In detail, for less than 40 features, the worst-case separable criterion showed better classification accuracy than the averaging criterion, whereas the performance of both criteria was similar for more than 40 features.
Finally, the combination of the proposed GMM separability index and the worst-case separable criterion was evaluated and compared with the combinations of the conventional filter models and the average distance criterion. The results in Fig. 3 show that the proposed algorithm outperformed conventional algorithms in every instance.
Also, the results can be compared with the previous works, such as Refs. [9] and [10] , conducted with the same database. Testing of the proposed technique with a support vector machine (SVM) showed the classification accuracy reached 76% as the feature dimension increased to 30 as shown in Fig. 3 . In Ref. [9] , a classification accuracy of 61% was obtained with a total of 30 features selected from the same database. Also, in Ref. [10] , the classification accuracy was 72% when a total of 35 features were used. Based on these comparisons, we can indirectly validate the effectiveness of the proposed algorithm for multi-genre classification.
From the results in Fig. 3 , we also obtained the classification rate 81.2% with almost full features. This is a reasonable result since adding new features does not necessarily result in a higher classification rate, this is well-known phenomenon that appears in many pattern recognition applications [15] , [16] .
Conclusions
In this paper, we proposed a new feature selection algorithm. The proposed algorithm is based on Gaussian mixture models (GMMs) of the features. Also, it uses worst-case separable criterion as a metric for feature selection. Through various experiments, the proposed feature selection algorithm was shown to outperform conventional schemes in classification accuracy. Using the proposed algorithm, a classification accuracy 81.2% has been achieved in a dataset consisting of ten music classes. This demonstrated that the proposed technique improves the accuracy of multi-class classification.
