In this paper we study the dynamic disturbance decoupling problem for nonlinear discrete-time systems in a neighbourhood of a reference trajectory. Furthermore the connection between the solvability of this problem and the solvability of the corresponding problem for the time-varying linear discretetime system obtained by linearizing the original system along the given reference trajectory is investigated.
Introduction
Disturbance decoupling by means of static (DDP) or dynamic state feedback (DDDP) has received a lot of attention in the past. Completesolutions have been obtained for time-invariant linear systems. In the nonlinear continuous-time setting, local results are available for special classes of systems provided certain regularity conditions are met. In contrast with linear systems, however, the application of dynamic state feedback proved to be a stronger means in achieving disturbance decoupling. Nonlinear disturbance decoupling by static state feedback relies on the concept of controlled invariant distributions.
In dynamic disturbance decoupling, a crucial role is played by the so-called Singh Algorithm ( S A ) and the resulting Singh Compensator ( S C ) .
The purpose of this note is threefold. In Section 2 we give results concerning the disturbance decoupling for time-varying linear discrete-time systems. Section 3 deals with the solution of DDDP for nonlinear discrete-time systems given in a neighbourhood of a reference trajectory and Section 4 connects the results of the previous sections.
T i m e -V a r y i n g Linear Systems
Consider the time-varying linear discrete-tlme system: c : { +;)I) 
where I , U , q , and y take their values in some open parts of R", R", R', and R p , respectively. f and h are supposed to be analytic. Let us assume furthermore that their exists a reference trajectory for C, that is, a set of time functions 
with z ( . ) E R" and U ( . ) E w", defined locally around a set of
lime f u n c t i o n s ( S ( k ) , ? ? ( k ) , S ( k ) , t i ( k ) ) satisfying the compensator equations such that an f h e compensated s y s t e m C o C the disturbances d o not influence the outputs f o r 0 5 k 5 kF and f o r a certain kF > 0 , no m a t t e r what u ( k ) is.
Instrumental in the solution of the formulated problem is the so-called Singh Algorithm and the resulting Singh Comp,ensator. We only sketch the algorithm. Details can be found in e.g. [4],[1]. We consider the system C-obtained from C by keeping the disturbances fixed to T ( k ) . Perform SA around ev-
be understood accordingly in the sequel. Moreover, for j < k
and define 9 be short hand for j 5 i 5 k .
where Du denotes partial derivatives w.r.t. U . Assume that p l ( k ) =: p' is constant for every k and that this rank remains is (?(k),~(k).T(k),y(k) ) yields at the a t h step:
where points stand for dependence on 3: and U which is omit- 
~' ( k ) = b k ( x ( k ) , { G , ( k + j ) : i E T l p P -l , j E~-, , + 1 6 , ) ,~z ( k ) ) .
Notice that, no matter how the initial state 10 and inputs U(.) are chosen, the resulting trajectories may in general drift away from the reference trajectory. Therefore the solvability of (2) for u1 can only be guaranteed up to a finite time kF. A SC is constructed in the following way. 
),u2(k))
A trajectory about which (4) is regular is given by f(k),f(k),C(k),ili(k) where for i E TIp., j E 116,--,,
Applying (4) ( 4 ) .
Solutions for nonlinear continuous-time systems can be found in [2] .
Nonlinear DDDP and Linearization
In addition to system C as defined in Section 3, we consider its Jacobian linearization Elt along a strongly regular reference
There is a close connection between SCs for C and C L , which is expressed in the next theorem. In [l] it has been proved that to every application of SA to E , there corresponds an application of SA to Cl, which can be obtained by linearization. It is immediately clear that the conditions necessary for the solvability of DDDP w.r.t. C1, will also be satisfied. Unfortunately, one cannot prove the other direction without additional assumptions. The problem one faces is caused by the fact that in case DDDP is solvable for Cl,, the necessary assumptions for the solvability of DDDP for C can only be assured using C i , for the points of the reference trajectory for C. We therefore have to impose additional conditions to overcome this problem. It is clear that these conditions should only be given in terms of the original system C. On the other hand, they should be such that their verification does not require performing SA for E. To obtain such conditions, we associate a number p, to each output component y, of C as the relative degree of this component w.r.t. the disturbances. 
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