Abstract: Person re-identification (Re-ID) is a fundamental subject in the field of the computer vision technologies. The traditional methods of person Re-ID have difficulty in solving the problems of person illumination, occlusion and attitude change under complex background. Meanwhile, the introduction of deep learning opens a new way of person Re-ID research and becomes a hot spot in this field. This study reviews the traditional methods of person Re-ID, then the authors focus on the related papers about different person Re-ID frameworks on the basis of deep learning, and discusses their advantages and disadvantages. Finally, they propose the direction of further research, especially the prospect of person Re-ID methods based on deep learning.
Introduction
The camera network is increasingly deployed in public places like airports, railway stations, college campuses and office buildings. These cameras typically span large geospatial areas and have non-overlapping fields-of-views to provide enhanced coverage. These cameras provide a huge amount of video data which is manually monitored by law enforcement officers. Therefore, people need to analyse these video data through the computer vision technologies. Person re-identification (Re-ID) has become increasingly popular in the community due to its application and research significance. Person Re-ID aims to match the person across multiple camera views. Fig. 1 illustrates an example of a surveillance area monitored by multiple cameras with non-overlapping fields-of-views. It is attracting rapidly increased attentions in the computer vision and pattern recognition research community due to its importance for many applications such as video surveillance, human-computer interaction, robotics, content-based video retrieval and so on.
Person Re-ID still has many challenges, such as large variations in person pose, illumination, and background clutter. In addition, similar appearance of clothes among different people and imperfect pedestrian detection results further increase its difficulty in real applications. Deep learning was proposed by Hinton and Salakhutdinov [2] , and its adaptability is good at mining deep features of data and has achieved good results in the fields of image classification, speech recognition and visual tracking. Recently, deep learning approaches have achieved the state-of-the-art results for person Re-ID. Liu et al. [3] proposed a novel Accumulative Motion Context (AMOC) network. Compared to traditional methods, such as Top-push Distance Learning Model (TDL) [4] and spatio-temporal appearance (STA) [5] , the AMOC network can improve Rank-1 identification rate by 13% in iLIDS-VID [6] datasets. Li et al. [7] designed a Multi-Scale Context-Aware Network (MSCAN) to learn the powerful features over the full body and body parts. The MSCAN improved Rank-1 identification rate by >35% compared with Bag-of-Words Model (BOW) [8] and Weighted Approximate Rank Component Analysis (WARCA) [9] on the Market-1501 [8] . Bak and Carr [10] proposed that the combination of deep learning and traditional method achieved Rank-1 identification rate by 41 .4% on the PRID [11] dataset, but traditional method local maximal occurrence (LOMO) + Cross-view Quadratic Discriminant Analysis (XQDA) [12] only achieved Rank-1 identification rate by 26.7% on this dataset.
Person Re-ID based on deep learning models has been a hot research spot. In order to attract more researchers in the field of person Re-ID to explore and discuss deep learning, and to promote the research of person Re-ID algorithms, this paper reviews the traditional designs of person Re-ID methods. Then we mainly introduce the research methods of person re-recognition based on deep learning till the end of 2017 and summarise advantages and disadvantages of various algorithms. Most of the algorithms are published in international conferences such as IEEE Conference on Computer Vision and Pattern Recognition (CVPR), IEEE International Conference on Computer Vision (ICCV) and other famous periodicals. These research ideas and performances are representative and innovative. Finally, we propose the further research directions and the prospect of person Re-ID method based on deep learning. misalignment caused by the viewpoint and pose variations. Shen and co-authors [15] used SIFT [14] and LAB colour histogram to extract the features as a characteristic representation of a person.
Most of the feature descriptors extract the global image features, such as colour, texture and shape. These features are not robust in uncalibrated images and lack space constraints. To solve this problem, the authors of [16] [17] [18] adopted the local feature matching methods. Chen et al. [16] put forward to a block matching method via the colour distribution fields with adaptive hierarchical structure. Diving the person image into multiply overlapping pieces can solve the accuracy problem of the body parts and make use of the finer granularity information. Yang et al. [17] divided the body into three parts by using Symmetry-Driven Accumulation of Local Features (SDALF) and then extracted the Hue, Saturation, Value (HSV) histogram and texture features of each block. Geng et al. [18] proposed to fully exploit region-based feature salience. Firstly, a part-based feature extraction algorithm was proposed to adopt different features for different parts correspondingly. Secondly, the salient colour descriptor was proposed by considering the colour diversity between the current region and its surrounding regions.
In order to effectively reduce the variation of the cross-viewing angles, Layne et al. [19] extracted semantic features for person Re-ID, marking the characteristics of a person with 15 semantic attributes (such as dress, skin colour etc.). Then they merged lowlevel visual characteristics with semantic attributes on the basis of weighting different attributes. However, it is difficult to understand the attribute characters of person images in grainy video footage, so there are few research results in the semantic properties aspect.
Most existing typical feature extraction methods are focusing on describing person characteristic. However, they still have many challenges when considering reality applications, such as large variations in person pose, background clutter and foreground cover. They make the inter-class difference much more obscure and feature less discriminative.
Metric-based methods
The good distance metric is critical for Re-ID systems' success because the high-dimensional visual features typically do not capture the invariant factors from various samples. Once the feature extraction is completed, these methods usually choose a standard distance measure such as Mahalanobis distance to determine the similarity between pairs of images. The loss function is used to train the models, which makes the distance between the matched pairs less than the mismatched pairs in the learned feature space. The general idea of metric learning is to keep all the vectors of the same class closer while pushing vectors of different classes further apart. Algorithm diagram is shown in Fig. 3 . The most common formulation is on the basis of Mahalanobis distance function, which generalises Euclidean distance by using linear scalings and rotations in the feature space.
When using video-based representation, some inter-class differences can be much more obscure than the ones when using still-image based representation, because different people could not only have a similar appearance but also have similar motions and actions which are hard to align. To solve this problem, You et al. [4] proposed a Top-push Distance Learning (TDL) based on LMNN [20] , in which they integrated a top-push constrain for matching video features of persons. The top-push constraint enforces the optimisation on top-rank matching in Re-ID, so as to make the matching model more effective by selecting more discriminative features to distinguish different persons. Yu et al. [21] proposed unsupervised asymmetric metric learning for unsupervised Re-ID. The model aims to learn an asymmetric metric, i.e. the specific projection for each view, based on asymmetric clustering on cross-view person images. Zhong et al. [22] proposed a k-reciprocal encoding method to re-rank the Re-ID results. Given an image, a k-reciprocal feature is calculated by encoding its k-reciprocal nearest neighbours into a single vector, which is used for re-ranking under the Jaccard distance. The final distance is computed as the combination of the original distance and the Jaccard distance. This method does not require any human interaction or any labelled data, so it is applicable for large-scale datasets. Chen et al. [23] proposed Cross-camera Semantic Binary Transformation (CSBT) method. CSBT employs a subspace projection to mitigate cross-camera variations by maximising intra-person similarities and inter-person discrepancies. And a binary coding scheme was proposed via seamlessly incorporating both the pair-wise semantic relationships and local affinity information. It is proposed for sub-space projection learning and binary coding based on discrete alternating optimisation. CSBT aims to transform original high-dimensional feature vectors into compact identity-preserving binary codes.
The metric-based methods are largely limited by feature representation and robustness. The distance measure obtained by supervised learning can only be applied to a particular scenario, and it is less effective when migrating to a new environment.
Most existing traditional methods focus on designing features manually and cannot capture advanced semantic information. Compared with the traditional methods, deep learning has strong abilities of independent learning and feature extraction. In order to enhance the generalisation ability of the models, many scholars use deep learning to achieve person Re-ID by avoiding the loss of information in the process of feature extraction.
Person Re-ID based on deep learning
The success of deep learning in image classification spread to person Re-ID in 2014, when Li et al. [24] and Yi et al. [25] both employed a Siamese neural network to determine if a pair of input images belonged to the same ID. The Rank-1 recognition rate reached 27.87% by Li et al. [24] on the CUHK01 dataset. The Yi et al. 
CNN-based methods
CNN origins from a multi-layer perceptron with two-dimensional shape inspired by the visual system of neural mechanisms. Lecun et al. [26] took a combination of convolutional layer and pooling layer to handwritten character recognition task, and the obvious effect was obtained. The CNN is used to achieve the advantages of rotation invariance, position invariance and scale invariance, which can extract the person detailed features more accurately. The CNN-based person Re-ID methods use only CNN model, which combined with different networks and matching algorithms. Algorithm diagram is shown in Fig. 4 . CNN-based person Re-ID methods can be divided into three categories according to the types of image information extracted by CNN. It includes local-based network structure, multi-scale network structure, and multi-model network structure.
Local-based network structure:
The person Re-ID appearance is often influenced by some factors, such as pose, illumination and so on, which means same person generally have different appearances. Li et al. [27] added a horizontal region matching layer and used two filters to match the regions. Cheng et al. [28] designed a triplet loss function that takes three images as inputs. After the first convolution layer, four overlapping body parts were partitioned for each image and fused with a global one in the full connect layer. Considering that the person videos mainly come from the monitoring data with a lower resolution, the local area size becomes smaller after segmentation. In order to make extracted features as comprehensive as possible, Li and Chen [29] introduced the deformable part model [30] person segmentation method. They sent each segmented region into the CNN model with the spatial pyramid pooling layer, and then achieved the person Re-ID on the basis of fusing the recognition results of each part. Varior et al. [31] proposed to add a gate function after each convolution layer to calculate the attention scores of each local area in the image. By introducing the concept of the attention score, the method can capture the subtle and effective differences.
3.1.2 Multi-scale network structure: CNN can effectively extract the target features from the spatial information. However, considering person image variability and its complex background, it is impossible to extract discriminative the features by using convolutional layer networks alone. To solve this problem, scholars have proposed a variety of network structure algorithms based on multi-scale image information. Ahmed et al. [32] imported a pair of person images into the CNN to extract features. Finally, a softmax function yields the final estimate whether the input images come from the same person or not. Jiang and co-authors [33] proposed a novel multi-scale deep learning model. The model is able to learn deep discriminative feature representations at different scales and automatically determined the most suitable scales for matching. Liu et al. [34] proposed a new attention-based CNN, named as HydraPlus-Net (HP-net) that multi-directionally feeds the multi-level attention maps to different feature layers. As shown in Fig. 5 , the HP-net comprises the Main Net (M-net) and the Attentive Feature Net (AF-net). M-net is a plain CNN architecture. AF-net uses multiple branches of multi-directional attention modules to extract semantic features on different levels. Fig. 7 . The advantages of this algorithm are that it can preserve and capture semantic features from different body regions. Li et al. [35] proposed Hierarchical-Associative convolution neural network (HA-CNN) model, which uses the Inception module to construct four parallel networks, extracting image features from multiple scales. Four networks share weights in some modules, which reduce the parameter size. Based on this, the HA module (Fig. 6 ) is used to extract discriminative features with attention modules. It includes four kinds of attention structures: soft attention, spatial attention, channel attention, and hard regional attention.
3.1.3 Multi-model network structure: Datasets are critical for testing the feasibility of person Re-ID system. And they are not large enough to provide abundant data variations. In order to let the neural network learn more patterns from images and improve its generalisation performance, Xiao et al. [43] presented a pipeline for learning deep feature representations from multiple domains with CNN. In [43] , training identities from multiple datasets unite and a new softmax loss based on softmax is employed in the classification network. Together with the proposed impact scores for each fully connect neuron and a domain guided dropout based on the impact scores, the learned generic embedding's yielded competitive Re-ID accuracy. Su et al. [44] proposed a semi-supervised attribute learning framework which progressively boosted the accuracy of attributes by only using a limited number of labelled data. This framework involves a three-stages training. A deep CNN (dCNN) is first trained on an independent dataset labelled with attributes. Then it is fine-tuned on another dataset only labelled with person IDs by using our defined triplet loss. Finally, the updated dCNN predicts attribute labels for the target dataset, which is combined with the independent dataset for the final round of fine-tuning. Liao et al. [45] proposed a new sampling strategy in the training process and improved the triplet loss function with two weight parameters. This method reduces the computation cost caused by large samples. It also contributes to learn multi-modal features under cross-data condition.
The advantages of the CNN-based methods are they can effectively extract the abstract and discriminable features between different pedestrians. However, CNN-based methods lack the structure to extract temporal features, Re-ID rates in the surveillance video become lower. It can be seen from Table 1 that the rates of local-based methods are relatively low. The reason is that the local features are too hard to be used as criteria for identifying IDs. The characteristics of pedestrians are described more detailed in the multi-scale network models. The advantage of multi-model network architecture lies in that the generalisation performance is improved by increasing the training datasets sizes and sorts. Multi-scale network structure works better in the datasets. However, considering the complexity of the background in practical applications, multi-model network structure is worth of attracting attentions.
Person Re-ID based on CNN and RNN
RNN [46] is used to describe the sequence behaviour of a dynamic system. In this way, the state information is circulated in the network and the spatial information is extracted as well. Person videos contain a large number of person appearance features and movement information, including attitudes, angles, backgrounds, gaits and so on. The information can help to establish a better model to express person characteristics. CNNs can establish the mapping relationships among the data, but cannot analyse the relationships within the time signals and cannot process the temporal information from person videos in the monitoring equipment. In order to achieve good effects, the authors of [3, [47] [48] [49] [50] [51] proposed the person Re-ID methods based on CNN and RNN. The algorithm mainly extracts features of each person image in a set of sequences by CNN and sends them to RNN to extract the temporal features. The basic flow is shown in Fig. 8 . proposed a Siamese network structure that combined CNN and RNN. CNN is used to extract the features of multi-frame data and optical flow data. Then passing the outputs chronologically through the RNN can get the person features in both spatial and temporal dimensions. Temporal pooling reduces the feature dimensions and using an identification loss can speed up the training process. This algorithm can deal with any length of video sequences and build an effective model to describe the spatial and temporal features. On the basis of this algorithm, Wu et al. [48] used the GRU instead of RNN in the network structure to process arbitrary length of video sequences and got the person spatial and temporal characteristics effectively.
Attention-based network structure:
Matching methods based on multi-frame increases the network complexity and computational cost. In order to solve these problems, scholars have put forward to a variety of the attention models. Based on the structure of CNN + RNN, key features among multi-frame images are extracted by these attention models, and more discriminative images and image contents are selected from original images to achieve person Re-ID. In the meantime, the weights of both redundant and irrelevant features decrease, respectively. Liu et al. [49] put forward to the comparative attention network (CAN). The whole CAN structure consists of two parts, global discriminant feature learning and local attention comparison learning. During the training phase, the CNN with shared weights is used to learn the global features from triple images, and then is sent to long short-term memory (LSTM) to obtain discriminative local visual attention features H, H+ and H− by comparing the positive and negative sample pairs. Finally, using the triple loss function to reduce the distance within same classes, as well as, to increase the distance between different classes. They calculated the distance of each pair of person and sorted them during the test phase. The architecture of the proposed CAN is shown in Fig. 9 . However, this kind of method needs to browse the images several times in the query process, which can result in a large amount of computation costs. In the meaning time, the single-frame matching model has a lower generalisation. On the basis of network structure of CNN and RNN, Xu et al. [50] proposed Spatial and Temporal Attention Pooling Network, which contains the attentive spatial pooling structure and the attentive temporal pooling structure. The attentive spatial pooling structure includes four scales of the pyramid pooling layer. The attentive temporal pooling structure calculates an attention metric matrix which is a pair of pedestrians' output matrices through parallel RNNs and then processed by a maximum pooling. This algorithm not only can extract the interest regions of each frame, but also can find the key frames in a sequence and reduce the computation cost of neural network. Liu et al. [3] proposed an end-to-end algorithm called Accumulative Motion Context (AMOC) to accumulate motion context information. The algorithm mainly integrates person appearance features and motion context information through two sub-networks (motion network and spatial network).
Person's valid information and dynamic points among adjacent frames are extracted by RNN. Finally, person matching and person Re-ID are achieved by introducing classification loss and verification loss. The motion network is composed of convolution and deconvolution layers, and the spatial network consists of two same convolutional structures used for learning the spatial and temporal features from the original video. The architecture is shown in Fig. 10 . The advantage of this algorithm is that each pair of consecutive frames are processed by the Simeses network, and the deconvolution layers in the motion network can learn advanced feature expression. At the same time, the generalisation performance is outstanding under the unfavourable environment. Dai et al. [51] proposed a learning framework based on person video sequences, which can not only find and pay attention to the adequate temporal information from videos, but also solve the poor alignment of spatial information in the moving process. The framework includes temporal residual learning (TRL) module and a spatio-temporal transformer (ST 2 N) module. TRL uses the bi-directional LSTM model and the residual method, which enable the network to describe a moving person and make full use of the complementary information for feature extraction. ST 2 N uses high-level semantic information and adjacent frames to train a model with smaller parameters, thereby solving the poor alignment problem under significant appearance changes.
The advantages of the algorithms based on CNN and RNN are that it can deal with the spatial relationship from pedestrian image contents through CNN and use RNN to process multi-frame image information to extract more accurate pedestrian characteristics. It can be seen from Table 2 that the recognition rates of attention-based models are higher in the different datasets. Because they can adaptively select the key parts from multi-frame images to describe pedestrian characteristics.
GAN-based methods
GAN [52] is an emerging technique for both semi-supervised and unsupervised learning. Goodfellow achieves this through deriving back propagation signals through a competitive process involving a pair of networks. They can be characterised by training a pair of networks in competing with each other. A common analogy, apt for visual data, is to think of one network as an art forger, and the other as an art expert. The forger, known in the GAN literature as the generator, G, creates forgeries, with the aim of making realistic images. The expert, known as the discriminator, D, receives both forgeries and real (authentic) images, and aims to tell them apart. Both are trained simultaneously. GAN can be used in a variety of applications, including image synthesis, semantic image editing, style transfer, image super-resolution, classification and person Re-ID. The GAN-based person Re-ID flow is shown in Fig. 11 .
At present, there have been many papers that adopt GAN to solve the problems of person Re-ID. The existing datasets have low diversities and small scales, which leads to poor generalisation performance on the trained models. To solve this problem, Zheng et al. [53] used the GAN to generate new pedestrian images with new labels by semi-supervised learning. They marked the generated images with the LSRO label distribution. On Market-1501, they achieved rank-1 accuracy = 78.06%, mAP = 56.23%, and arrived at rank-1 accuracy = 73.1%, mAP = 77.4% on CUHK03, which are all very competitive. The innovate idea of this method is to increase the generalisation ability by generating new samples with LSRO label. Yet new samples are too blurry to meet artificial benchmarks and cannot increase the data size directly. However, they are the first people who applied GAN to person Re-ID. Ma et al. [54] proposed Pose Guided Person Image generation network (PG2). It can generate a clear pedestrian image (Fig. 12 ) with a specified posture on the base of pose guidance. The algorithm is divided into two stages. The first stage generates the initial image which has the target pose, as well as the person global structure. In the second stage, the initial image and the input image are combined and sent to another U-net-like. Then the initial image is refined by the confrontation training. Ma et al.
proposed to use the pose mask to calculate the loss function of the first stage generation, so it can alleviate background influences on the generated image. They used the U-net [55] network with removing the full connection layer. By this way, the information of the input image can be retained as much as possible, which reduces features loss during information transfer. Yin et al. [56] used GAN to study person Re-ID from the perspective of semantic attribute recognition and improved the cross-modal matching recognition rate. The model optimises the attribute similarity C A of the input image through semantic consistency constraints and adversary loss, and optimises the attribute expression of the input image by image concept extraction loss. The model can finally obtain the optimal semantic description of the input image, which is used as a criterion for person Re-ID (Fig. 13) .
The number of GAN-based methods is not enough. However, the novel ideas are ways to solve the person Re-ID problems. The PG 2 network can generate pedestrian images with arbitrary poses, which provides the possibility to make datasets larger. The recognition rates achieved by the GAN-attribute recognition network also exceed the most existing algorithms.
Hybrid methods
The hybrid method means deep models combined with the traditional methods, such as Local Binary Pattern (LBP), LOMO and so on. Features can be automatically extracted by the deep network, but the too deep structure is not conducive for training parameters, as well as spatial information is constantly diluted. So the papers [3, 7, 11, 57, 58] introduced the traditional methods to improve model performance and had achieved good results. The basic flowchart of the hybrid method is shown in Fig. 14 .
Li et al. [7] combined CNN with LOMO, resulting in a rank-1 accuracy of 22.6% on the PRID dataset, which is an increase of 2.5% over the deep-learning-only method. Liu et al. [3] proposed the AMOC algorithm on the basis of the EpicFlow [59] method, with rank-1 reaching 68.7% on the iLIDS-VID [6] dataset. Yan et al. [57] put forward to the recurrent feature aggregation network model. Firstly, the colour and LBP features at t moment are extracted to a feature cascade. Then the person characteristics of a video sequence are learned by LSTM modules. At last, error calculation and gradient back propagation are achieved by the softmax layer. The model outperformed the recognition rates of LBP colour features and non-deep learning algorithms. The detailed structure is shown in Fig. 15 .
In order to solve the correlation problem between the feature vectors after the full connected layer, Sun et al. [58] proposed a CNN-based model called SVDnet. They used the singular vector decomposition to optimise the deep feature representation and the relaxation iteration strategy to integrate orthogonal constraints in network training and to decouple feature vectors. This model achieved the rank-1 rate of 80.5% on Market-1501 [8] . Bak and Carr [10] used One-Shot [60] method to measure the similarity between person images from texture and colour feature. This method uses CNN to extract the features of person grayscale images from multiple datasets, which reduces the correlation between texture features and colour features. Learning the person images' the local similarity measure matrix by the colour card table can effectively solve the colour difference problem from multiple cameras. The advantage of this method is that only a few training samples are needed, which avoids the dependence of data size. The specific operation is shown in Fig. 16 . Deep learning means learning weight and bias parameters in neural networks through a large number of training samples. However, too many parameters can easily lead to overfitting and reduce the Re-ID accuracy. Moreover, the pedestrian characteristics extracted by the neural networks have no obvious realistic meanings. Traditional feature-based methods are mostly on the basis of human's understanding on images and can describe image contents quickly and accurately. The advantages of the hybrid methods are that it can speed up the learning process of the neural networks and ensure that the network models learn more effective pedestrian features. The introduction of other traditional pattern recognition algorithms can also compress the size of the neural networks and reduce the number of parameters, as well as overfitting. It can be seen from Table 3 that the recognition rates of the hybrid methods are higher than those of the deep-only methods.
Performance comparison
The common frameworks for person Re-ID include person feature extraction and matching. The combination of different feature extraction methods and matching strategies will produce different effects. However, if the extracted features are not discriminative, the final matching result will be affected. By constructing multiply layers network, deep learning [2] is able to learn the characteristics from Big Data. It can learn an abstract representation from the data and find the implicit information. Compared with the traditional methods, deep learning uses its own deep structure to learn features automatically from a large amount of data. At the same time, the combination of traditional algorithms and deep learning can solve the person Re-ID problems more effectively. At present, the highest recognition rates reached by the person Re-ID algorithms in the mainstream datasets are shown in Table 4 . It can be clearly seen from the table that the highest recognition rates achieved by the deep methods in the mainstream datasets exceed the highest recognition rates based on the traditional methods.
Difficulties and future

Difficulties
Person Re-ID based on deep learning is still in the development stage and cannot be completely put into practical application. At present, the methods introduced with deep learning are mostly on the basis of improvements on the existing basic network models. According to person image characteristics, establishing an innovate deep network model becomes a main research direction. Although these approaches have achieved good results, it is wasted to constantly adjust the parameters in the training process, and it is easy to occur overfitings when network structure becomes deep. Moreover, reducing the computation costs and saving time as far as possible are the keys to practical. As the number of training samples affects the deep learning models performance, only establishing a large-scale standard dataset can ensure that the trained models still have a good generalisation ability under the complex environment. At the same time, as a multi-camera and cross-view recognition application, person Re-ID will be applied in reality occasions. However, the existing algorithms are difficult to ensure the recognition accuracy and the rapidity at the same time.
Future
(i) End-to-end: Existing person Re-ID databases are all established in the ideal conditions and person samples are detected from videos by hand or detection algorithms automatically. However, facing the massive video data in reality, constructing an end-to-end method including pedestrian detection and person Re-ID is one of the research trends. At present, there are some methods and research on this area. Zheng et al. [61] proposed the mechanisms for pedestrian detection to help improve overall Re-ID accuracy, and assessed the effectiveness of different detectors for Re-ID. They established an end-to-end person Re-ID network structure with raw videos as the inputs. The fine-tuning strategy is used to train pedestrian detection model and classification model. (ii) Network structure: The network structures that effectively extract person characteristics still have research value. Person Re-ID needs to recognise the same person ID from different angles, clothes, poses and complex backgrounds. Attention-based network structure can choose significant features from images and video sequences, as well as Fig. 16 One-shot metric learning algorithm structure [10] remove redundant information. Multi-model network structure learns a variety of datasets to increase the generalisation performance. The multi-scale network structure can fully extract feature expressions. The above structures all have their corresponding advantages, but their scales have gradually increased, which add difficulties in training and adjustment process, as well as increase the cost of R&D work. It is of great value to improve the Re-ID accuracy on the basis of shrinking the network structure. (iii) GAN: As GAN widely used in the fields of style transfer, image generation, detection and classification, there have been some scholars using GAN to research person Re-ID. First, the number of the training samples is insufficient, as well as lacking of diversity. The performances of deep learning models using CNN and RNN also depend on the quality and quantity of samples. At the same time, the labour cost of establishing a standard dataset is large. In order to solve these problems, Ma et al. [54] have proposed a PG2 network structure to convert a pedestrian image into another one with an arbitrary pose, but the complex pose transfer results require to be improved. Moreover, it is possible to generate pedestrian images with any kinds of characters in the future. Yin et al. [56] and Zheng et al. [53] proposed Re-ID frameworks with GAN. Zheng et al. [53] proposed to use DCGAN to generate images with new labels for training. It can improve the generalisation with non-standard pedestrian images. Yin et al. [56] used GAN to obtain the optimal semantic attribute vector from the image and used the semantic attribute vector for discriminating identity. As an emerging technique for both semi-supervised and unsupervised learning, GAN gives another innovative idea for person Re-ID. Therefore, adopting GAN may achieve far more results than the CNN and RNN structures.
(iv) Rapidity and accuracy: Most of the existing methods have limitation, which is hard to guarantee the rapidity and accuracy in the practical application. Lin et al. [62] proposed a more practical matching algorithm called CADL, which calculates the entire monitoring network. It uses CNN to extract person characteristics from multiple cameras and calculates the cosine similarity of the person feature maps between different cameras. Finally, the similarity matrix is used for gradient descent and back propagation. The algorithm's ranks-1 reached to 80.85% on the Maket-1501 [8] dataset. This method obtains the global optimal solution and can balance the recognition performance under different cameras, which are beneficial for the application of person Re-ID. The algorithms based on deep learning take both the rapidity and accuracy into account will have great research value.
Conclusion
This paper first introduces the traditional methods of person Re-ID, and analysis its advantages and disadvantages. It mainly focuses on deep learning methods in recent years. Deep learning uses its own deep structure to learn features automatically from a large amount of data, avoiding the shortcomings of traditional manual feature extraction methods. It also extracts the advanced semantic features and temporal features. Deep learning is more robust than most traditional methods; the combination of deep learning and traditional methods is very significant. In terms of person feature extraction, some algorithms have achieved remarkable results. Although deep learning has achieved good results in the field of image classification and speech recognition, the application of person Re-ID is not yet mature. As many problems exist, there are still some valuable research directions in the future. We need to constantly focus on how to apply deep learning better to make person Re-ID applied to the actual situation.
