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Abstract— This paper concerns the recursive identification of
nonlinear discrete-time systems for which the original equations
of motion are not known. Since the true model structure is not
available, we replace it with a generic nonlinear model. This
generic model discretizes the state space into a finite grid and
associates a set of velocity vectors to the nodes of the grid. The
velocity vectors are then interpolated to define a vector field
on the complete state space. The proposed method follows a
Bayesian framework where the identified velocity vectors are
selected by the maximum a posteriori (MAP) criterion. The
resulting algorithms allow a recursive update of the velocity
vectors as new data is obtained. Simulation examples using the
recursive algorithm are presented.
I. INTRODUCTION
The motion of objects has received a special attention
in several research areas. In the center of that research is
human motion analysis in the surveillance area [1], [2], [3].
With the purpose of identifying and studying actions of living
beings or objects with motion, a trajectory can be obtained by
resorting to image processing techniques [2], [4], [5], [6]. In
this paper, we assume that video sequences are acquired and
processed to generate sample of trajectories. This trajectories
are then used to identify a vector field in the image space
that best describes it [5], [6], [7].
We assume that the original system generating the ob-
served trajectory is unknown. Therefore, the vector field is
obtained through the interpolation of a set of nodes in a
uniform grid, where both norm and direction are needed
to reproduce the trajectory. We can assume the vector field
models as a nonlinear system, where we only have access to
the output measurements defined as the trajectory positions.
Previous works related with the identification of nonlinear
systems already encompass a variety of approaches [8], [9],
[10], [11], [12], [13]. The algorithms used to estimate pa-
rameters include expectation-maximization [14] and particle
filters [15], [16].
Trajectory analysis based on vector fields has already been
performed by [5], [6], which is similar to the Gaussian
process approaches [17] . However, parameter estimation
is done off-line and the update of a new step requires the
computation of the complete trajectory over again. Here, we
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first present the off-line approach as the standard solution and
then describe the recursive parameter estimation solution,
which can be obtained from the former. A problem arises
when a new position is added to the trajectory. The previous
trajectory information must be stored to repeat the estimation
of the vector field including the new position, but without
computing all the trajectory positions already processed.
The main contribution of this work is the recursive version
of the Bayesian algorithm developed in [5]. Our algorithm
achieves the same results by updating a sufficient statistic
of the past data. This update is done in constant time and
memory complexity and avoids some matrix inversions that
appear in the original problem.
In section II we present an approach method to the object
motion problem including the space discretization. Section
III introduces the vector field prior we used for the MAP
solution and sections IV and V describe the off-line and on-
line vector field estimation. Section VI shows some synthetic
examples using the recursive vector field estimation and in
section VII we present the conclusions and future work.
II. PROBLEM FORMULATION
Our objective is to estimate a vector field that best
describes an observed trajectory. We consider that each
trajectory position is given by
xt+1 = xt + T (xt) + wt, (1)
where xt ∈ RD×1 is the space position with dimension D at
instant t and T (xt) ∈ RD×1 is the velocity vector (or step)
at position xt. We assume that w(t) ∼ ND(0,Σt) is a zero-
mean multivariable Gaussian error with covariance matrix
Σt.
We can represent the next position in the trajectory, given
the current position, as the conditional probability
p(xt+1|xt) = ND(xt+1|xt + T (xt),Σt)
= 1√
(2pi)D|Σt|
e
− 12‖xt+1−xt−T (xt)‖2Σ−1t ,
(2)
where |Σt| is the determinant of the matrix Σt and where
we define ‖X‖2A , Tr
(
XTAX
)
with X ∈ Rm×n and
A ∈ Rm×m for any positive integer m,n. The Tr (B) form
represents the trace of the square matrix B. Equation (2) can
also be referred to as the step probability distribution.
Consider that XL = [x1, x2, . . . , xL+1] ∈ RD×(L+1)
contains all the L + 1 positions of a single trajectory. The
joint probability of the complete trajectory is
p(XL) = p(x1, . . . , xL+1)
= p(x1) p(x2|x1) . . . p(xL+1|xL)
= p(x1)
L∏
t=1
p(xt+1|xt),
(3)
where p(x1) is the probability distribution of the initial
position.
As we cannot compute the velocity vector T (xt) for an
infinite number of positions in the D-dimensional space, we
need to perform a space discretization. Therefore, the space
is discretized into a finite grid and a set of velocity vectors
tn are associated to the nodes of the grid. We then assume
that the velocity vector T (x) is obtained by interpolation
T (xt) ,
N∑
n=1
tnφn(xt), (4)
where N is the total number of nodes, tn ∈ RD×1 is the
velocity vector at node n and φn(xt) ∈ R is a normalized
weight function [18]
φn(xt) ,
wn(xt)∑N
j=1 wj(xt)
, (5)
where the weights
wn(xt) ,
(
d(xt, gn) + d0
)−p
, (6)
represent the inverse of the distance d(xt, gn) from position
xt to node gn. The parameter p > 0 adjusts the smoothness
and d0 > 0 is a small additive constant to avoid an infinite
weight wn when xt = gn.
Equation (4) can be rewritten as
T (xt) = T Φxt , (7)
where matrices T ∈ RD×N and Φxt ∈ RN×1 are defined by
T , [t1, t2, . . . , tN ] , Φxt ,

φ1(xt)
φ2(xt)
...
φN (xt)
 . (8)
We define the velocity at position xt as vxt , xt+1 − xt
and use equation (7) to represent the multivariable Gaussian
distribution of equation (2) as
p(xt+1|xt, T ) = 1√
(2pi)D |Σt|
e
− 12‖vxt−T Φxt‖2Σ−1t , (9)
where T parameterizes the vector field we want to estimate.
The estimation of matrix T is done within a Bayesian
framework. In this framework an observation model and a
prior distribution are required to produce a posterior distribu-
tion of T given the observed trajectory. We use equation (9)
as the observation model, and then define a prior distribution
p(T ) for the vector field.
III. VECTOR FIELD PRIOR
Since there is no prior information on particular directions
of the vector field, the prior distribution does not convey that
type of information. However, we can state that the vector
field has some degree of smoothness so that neighboring
nodes follow similar directions.
We represent the vector field prior by p(T ). Let I denote
the set of pairs of indices (i, j) containing neighboring nodes,
i.e.,
I = {(i, j)| i and j are neighbors, and i 6= j}.
In a 2-dimensional space, we choose the neighbors of
a node as the closest ones in all vertical, horizontal and
diagonal directions. Therefore, a node in the middle of a
2-dimensional grid has 8 neighboring nodes, in the border it
has 5 neighboring nodes and in a corner it has 3 neighboring
nodes.
Assuming that neighboring nodes have similar directions,
the prior is defined as a multivariable Gaussian
p(T ) ∝ e− 12σ
∑
(i,j)∈I ‖ti−tj‖2 . (10)
Letting ∆ ∈ {−1, 0, 1}N×(#I) denote the matrix that
operates the differences between neighbors, we obtain
T ∆ = [t1, t2, . . . , tN ]

1 · · · 0 · · · 0
−1 · · · 1 · · · 0
0 · · · 0 · · · 0
0 · · · −1 · · · 0
...
...
. . .
...
0 · · · 0 · · · 1
0 · · · 0 · · · −1

= [t1 − t2, . . . , t2 − t4, . . . , tN−1 − tN ] ,
(11)
where each element ti − tj measures the change of velocity
between two neighboring nodes (i, j) ∈ I.
The exponent in equation (10) can be written as a Frobe-
nius norm on T as1∑
(i,j)∈I
‖ti − tj‖2 = Tr
(
(T ∆)T(T ∆)
)
= Tr
(
(T ∆)(T ∆)T
)
= Tr
(
T ∆∆T︸︷︷︸
Λ
TT
)
= ‖TT‖2Λ.
(12)
Therefore, the prior multivariable Gaussian can be repre-
sented by
p(T ) ∝ e− 12σ ‖TT‖2Λ . (13)
The parameter σ is adjusted manually, according to the
complexity of a trajectory, and it tunes the dependency of
neighboring nodes, thereby controlling the smoothness of the
vector field.
1Equation (12) is achieved based on trace properties and the definition
of ‖X‖2A in section II.
IV. MAXIMUM A POSTERIORI SOLUTION / MAP
Our objective is to estimate the vector field parameterized
by matrix T , given a set of positions of a trajectory X .
Applying the Bayes’ law, we get to the posterior distribution
p(T |X) = C p(X| T )p(T ), (14)
where C = 1p(X) is a normalization factor, p(X| T ) is the
trajectory joint probability model obtained in (3) and p(T )
is the prior defined in (13).
For estimation purposes, we use the maximum a posteriori
(MAP) criterion, i.e., we must find the parameters T that
maximize p(T |X)
Tˆ = arg max
T
p(T |X) = arg max
T
log p(T |X)
= arg max
T
(
logC + log p(X| T ) + log p(T )
)
.
(15)
To solve equation (15) we find the stationarity points with
∂ log p(T |X)
∂T
∣∣∣∣
T=Tˆ
= 0. (16)
Since log p(T |X) is concave, the unique stationarity point
found is the global maximum.
Separately considering each term in (15), we can discard
the first, logC, since it does not depend on T .
The second term can be obtained with the logarithm of
equation (3) and using equation (9), resulting in
log p(X| T ) = log p(x1) +
L∑
t=1
log p(xt+1|xt)
= log p(x1)− 1
2
L∑
t=1
log(2pi)D |Σ|
−1
2
L∑
t=1
‖vxt − T Φxt‖2Σ−1 .
(17)
We assume a constant disturbance covariance matrix Σ =
Σt and define ΦX ∈ RN×L and vX ∈ RD×L by
ΦX , [Φx1 , Φx2 , · · · , ΦxL ]
vX , [vx1 , vx2 , · · · , vxL ] .
(18)
Performing some calculations based on matrix trace prop-
erties, we get to
log p(X| T ) = log p(x1)− L
2
log(2pi)D |Σ|
−1
2
‖vX − T ΦX‖2Σ−1 ,
(19)
which resembles the least squares form. The prior term from
equation (15) can be obtained with the logarithm of equation
(13)
log p(T ) = ξ − 12σ‖TT‖
2
Λ
= ξ − 12σTr
(T ΛTT), (20)
where ξ is a constant independent from T .
Computing the derivatives separately yields
∂
∂T log p(X| T ) =
∂
∂T
(
−1
2
‖vX − T ΦX‖2Σ−1
)
= ΦX
(
vX − T ΦX
)T
Σ−1
= ΦXv
T
XΣ
−1 − ΦXΦTXTTΣ−1,
(21)
and
∂
∂T log p(T ) = −
1
σΛ TT. (22)
Therefore, the result is
∂
∂T log p(T |X) =
∂
∂T log p(X| T ) +
∂
∂T log p(T )
= ΦXv
T
XΣ
−1 − ΦXΦTXTTΣ−1 − 1σΛTT.
(23)
Replacing it into equation (16) and transposing yields
−Σ−TT ΦXΦTX − 1σT Λ + Σ−TvXΦTX = 0, (24)
which is a linear equation in T of the Sylvester type.
If we further assume that Σ = κID where ID ∈ RD×D is
the identity matrix, we achieve
− 1κT ΦXΦTX − 1σT Λ + 1κvXΦTX = 0
⇔ −T ( 1κΦXΦTX + 1σΛ)+ 1κvXΦTX = 0
⇔ T = vXΦTX
(
ΦXΦ
T
X +
κ
σΛ
)−1
.
(25)
Equation (25) defines the standard batch vector field
estimate for a trajectory of length L. As the trajectory length
increases, so do the dimensions of matrices vX and ΦX
increase, along with the time complexity to estimate T .
Therefore, this solution can only be used in constrained
problems.
V. RECURSIVE IMPLEMENTATION
In this section, we propose a recursive version of the
algorithm that does not suffer from the time and memory
complexity of the batch mode version. Specifically, we seek
an algorithm that has constant memory and computational
complexity. These objectives can be achieved by using a
sufficient statistic of the data that is updated at each step
as new data is acquired.
We start by rewriting equation (3) as
p(Xt) = p(x1)
t−1∏
i=1
p(xi+1|xi)︸ ︷︷ ︸
p(Xt−1)
p(xt+1|xt),
(26)
where p(Xt−1) is a known joint probability of the complete
trajectory on the previous time instant t− 1. The probability
for the new step p(xt+1|xt, Tt) follows equation (9). There-
fore, the Bayes’ law can be represented as
p(Tt|Xt) = Ct p(Xt| Tt)p(Tt)
= Ct p(xt+1|xt, Tt)
Prior︷ ︸︸ ︷
p(Xt−1| Tt)p(Tt),
(27)
where now the prior includes all the previous information.
The stationary condition (16) can now be rewritten as
∂
∂Tt log p(Tt|Xt) =
∂
∂Tt log p(xt+1|xt, Tt)
+
∂
∂Tt log
(
p(Xt−1| Tt)p(Tt)
)
= Φxtv
T
xtΣ
−1
t − ΦxtΦTxtTTt Σ−1t
+ΦXv
T
XΣ
−1 − ΦXΦTXTTt Σ−1 − 1σΛTTt ,
(28)
where now ΦX and vX correspond to data obtained before
time t.
Again, assuming Σt = Σ = κID we get
1
κvxtΦ
T
xt +
1
κvXΦ
T
X = Tt
(
1
κΦxtΦ
T
xt +
1
κΦXΦ
T
X +
1
σΛ
)
,
(29)
leading to the solution
Tt =
(
vxtΦ
T
xt + vXΦ
T
X
) (
ΦxtΦ
T
xt + ΦXΦ
T
X +
κ
σΛ
)−1
.
(30)
Equation (30) can be recursively computed by using
α(t) = vxtΦ
T
xt + α(t− 1),
β(t) = ΦxtΦ
T
xt + β(t− 1),
α(t− 1) = vXΦTX ,
β(t− 1) = ΦXΦTX ,
(31)
where α, β ∈ RN×N are two matrices that store past
information needed in the next iteration. The estimated vector
field at instant t is given by
T (t) = α(t) (β(t) + κσΛ)−1 , (32)
with α(0) = 0 and β(0) = 0. Moreover, since the denomi-
nator β(t) + κσΛ appears in every iteration, we can simplify
the algorithm to
T (t) = α(t)β(t)−1, (33)
using the initialization β(0) = κσΛ.
The algorithm can be further improved by avoiding the
explicit inversion of β(t). For this, we rewrite equation (33)
as a recursive least squares algorithm
KT (t) =
ΦTxtP (t− 1)
1 + ΦTxtP (t− 1)Φxt
T (t) = T (t− 1) + [vxt − T (t− 1)Φxt]KT (t)
P (t) =
[
P (t− 1)− P (t− 1)ΦxtKT (t)
]
,
(34)
where KT is known as the Kalman gain and P is the
covariance matrix of the estimation error [19], [20]. From
matrix P , we can obtain the estimated variance of each
node with diag(P ) = [σ21 , . . . , σ
2
N ]. In the algorithm (34),
the information needed in the next iteration is stored in
T (t − 1) and P (t − 1), meeting the sufficient statistics
condition. However, note that the first iteration must be
computed with equation (32), since it is not possible to
calculate P (0) = β(0)−1 ∝ Λ−1 because Λ is singular.
Therefore, for the second iteration we compute T (2) with
equation (34) and with P (1) = β(1)−1. It is possible to
verify that the resulting estimated vector field from equation
(34) is the same as the one obtained in equation (25).
VI. SIMULATION RESULTS
To illustrate the proposed algorithm, three simulations
were performed. In the first one, A, we estimate the vector
field for different instants of a trajectory. In the second, B,
we compare the estimated vector field using a single or two
consecutive distinct trajectories. At last, in the third one,
C, we compare the performance of using a single or both
trajectories to predict the future trajectory steps. The standard
parameters we choose for all examples are p = 4, κ = 1,
N = 15× 15 and σ = 100.
We generate synthetic trajectories using the Van der Pol
oscillator
x1(t+ 1) = x2(t)dt+ x1(t)
x2(t+ 1) =
(
µ
(
1− x1(t)2
)
x2(t)− x1(t)
)
dt+ x2(t),
(35)
where we assume vxt = [x1(t+1)−x1(t), x2(t+1)−x2(t)]T,
µ = 0.01 and dt = 0.1. The system chosen has a limit cycle
to which every trajectory converges. A trajectory outside
that limit cycle has the behavior of a stable system, and
a trajectory inside that limit cycle has the behavior of an
unstable system. Every figure presented has a black-white
squared background that represents the variance of each
node, obtained with matrix P (t) from equation (34). The
less variant nodes are white, and the more variant ones are
black.
A. Recursive vector field estimation
Experiment A consists in the estimation of a vector field
from the same trajectory at different time instants. In figure
1, we present the evolution of the vector field obtained from
a trajectory outside the limit cycle for the instants t1 = 25,
t2 = 40, t3 = 100 and t4 = 1001, which are shown in plots
1a, 1b, 1c and 1d, respectively.
Each plot shows the trajectory generated up to the spec-
ified time (blue). It also shows the estimated vector field
(green) and a simulated trajectory (red) computed with the
estimated vector field and the first position of the generated
trajectory. Every plot in figure 1 can also be obtained in a
batch mode using equation (25).
B. Consecutive vector field estimation
Experiment B compares the vector field estimation using a
single trajectory with a pair of consecutive trajectories, each
of them in different sides of the limit cycle. For that purpose,
we estimate a vector field from the first trajectory and then
use it as prior for the estimation of an improved vector field.
We show in figure 2 the estimated vector field and the inside
simulated trajectory for four possible cases, which are shown
in plots 2a, 2b, 2c and 2d. The plots 2a and 2b present
the vector field estimation using the trajectories inside and
outside the limit cycle, respectively. Plot 2c presents the
vector field estimation using the inside trajectory followed
by the outside one, and 2d presents the same as 2c with the
trajectories order switched.
We can verify that the simulated trajectories in 2a, 2c and
2d fit acceptably the generated trajectories. Unlike the other
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Fig. 1: Recursive vector field estimation for different time instants t1 = 25, t2 = 40, t3 = 100 and t4 = 1001 of Van der
Pol outside trajectory. Each plot has a black-white squared background that represents the variance of each node.
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Fig. 2: Vector field estimation using trajectories with length of 1001 steps. Plots 2a and 2b use an inside and outside trajectory
respectively. Plot 2c presents the vector field estimation using the inside trajectory followed by the outside one, and in 2d
presents the same as 2c with the trajectories order switched.
plots, the simulated trajectory of plot 2b (estimation using the
outside trajectory) does not fit the generated trajectory. The
results mentioned can be explained by the lack of information
of the inside of the limit cycle in 2b.
C. Trajectory prediction using vector field estimation
In experiment C, we concern the performance of the esti-
mated vector field to predict the future steps of a trajectory,
for two estimation examples. The vector field estimation
follows the same idea as in section VI-B, but here we only
use the first 200 steps of a trajectory. Then, we present in
figure 3 the generated and simulated trajectories, both with
1001 steps. Four possible cases are shown in plots 3a, 3b,
3c and 3d.
The vector field estimation using both inside and outside
trajectories achieves better results than using just a single
sided trajectory. These results meet the conclusions in VI-B,
where the use of two distinct trajectories yields acceptable
model identification.
To compare the vector field model in each figure, we
present in table I the squared mean error (MSE) of wt in
equation (1). The first line of table I corresponds to the
experiment of section VI-A and each column to each plot
(a) to (d) of figure 1. The second line of table I corresponds
to the experiment of section VI-C and each column to each
plot (a) to (d) of figure 3. The MSE values are obtained from
the difference between the steps of the generated trajectory
vxt and the estimated velocity vectors T (xt), computed with
equation (7). Note that in table I, we only compare the
steps, i.e. the vectors between the generated trajectory and
the vectors simulated using the vector field. We do not use
the simulated model (in red in the figures) for the MSE
computation.
TABLE I: Mean squared error (MSE) for experiences A and
C corresponding to sections VI-A and VI-C. Each table line
corresponds to the figures 1 and 3, or experiments A and
C, where each column corresponds to each figure plot (a) to
(d).
MSE (a) (b) (c) (d)
Exp. A 6.33E –7 7.38E –7 6.29E –7 7.74E –7
Exp. C 4.86E –5 1.94E –6 1.73E –6 1.73E –6
The results for experiment A show that the MSE does not
increase with the trajectory length as expected. Instead, there
is a tradeoff between the length and the space distribution of
a trajectory, in order to obtain better model accuracy.
Moreover, the trajectory prediction (experiment C) using
two trajectories of each side of the limit cycle presents a
lower MSE than using two trajectories of the same side. In
addition, we find that the results of (c) and (d) of experiment
C are the same. From this, we can conclude that the order
in which each trajectory is computed is not relevant. On the
other hand, we can verify that the model identification, for
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Fig. 3: Vector field estimation using trajectories with length of 200 steps and simulation of a trajectory with length of1001
steps. Plots 3a and 3b use an inside and outside trajectory respectively. Plot 3c presents the vector field estimation using the
inside trajectory followed by the outside one, and in 3d presents the same as 3c with the trajectories order switched.
the present system, shows promising results for the prediction
of future trajectory steps.
VII. CONCLUSIONS
This paper presents the identification of an object motion,
consisting in a trajectory constructed with interpolation of
a vector field. The vector field has nodes distributed in
a uniform grid that can smoothly depend on neighboring
nodes. We present two estimation algorithms — a batch
algorithm and a recursive one — to estimate the vector
field. We take advantage of the recursive algorithm properties
to perform some experiments computing consecutive trajec-
tories. The proposed algorithm improves the computation
of vector fields by lowering time and memory complexity,
removing the trajectory length dependency and enabling the
use of previous information as prior.
The results presented show a reasonable identification of
a nonlinear system, which suggests that we could use the
algorithm for system modeling.
For future work, we intend to approach the same problem
for multiple trajectories and multiple vector fields using a
recursive algorithm. In addition, the estimation of some pa-
rameters of the algorithm can also improve its adaptation to
different situations and increase its independence of human
intervention.
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