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Kurzzusammenfassung
Die vorliegende Arbeit besch

aftigt sich mit einer speziellen Technik
zur Wahrung von Anonymit

at in Rechnernetzen, den sogenannten
"
Dining Cryptographers Networks\ (DC-Netze). Diese Netze haben
im Vergleich zu anderen anonymisierenden Mechanismen die beson-
dere Eigenschaft, da ihre Sicherheit komplexit

atstheoretisch mit
nur wenigen Annahmen bewiesen werden kann. Eine Realisierung
erfolgt dabei durch kryptographische Verfahren, welche in bestimm-
ten Angrisszenarien sogar die st

arkere Forderung nach Robustheit
des Anonymisierungsdienstes garantieren.
Neben der theoretischen Betrachtung dieser Algorithmen und Pro-
tokolle soll gleichzeitig eine freie prototypische Implementierung
(GnuDCN) bereitgestellt werden, um die praktische Relevanz von
DC-Netzen zu kl

aren. Insbesondere kann somit deren Nachrichten-
und

Ubertragungskomplexit

at mit der anderer Anonymisierungs-
verfahren verglichen werden, ohne dabei nur auf die

ublichen kom-
plexit

atstheoretischen Absch

atzungen angewiesen zu sein. Auer-
dem steht hier erstmals ein System zur Verf

ugung, das sich durch
freie Verwend- und

oentliche Verizierbarkeit seiner Quellen aus-
zeichnet. Deshalb wird auch die allgemeine Bedeutung zug

anglicher
Quelltexte als Mittel einer Qualit

atssicherung kritischer Software-
komponenten verst

arkt herausgestellt.
Die Messung und Analyse von GnuDCN zeigt leider deutlich, da sei-
ne enorme Kommunikationskomplexit

at dem breiten Einsatz in der
Praxis noch entgegensteht. Trotzdem ist das System in besonders
sensiblen Umgebungen mit kleinem Teilnehmerkreis durchaus ver-
wendbar, gerade weil es momentan eine der sichersten Methoden
zur Wahrung der Anonymit

at darstellt.
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1. Einleitung
Wer anonym schreibt und polemisiert,
hat eo ipso die Pr

asumption gegen
sich, da er das Publikum betr

ugen,
oder ungef

ahrdet anderer Ehre antasten will.
| Arthur Schopenhauer
Die vorliegende Arbeit besch

aftigt sich mit einer speziellen Technik zur Wahrung
von Anonymit

at in Rechnernetzen, den sogenannten
"
Dining Cryptographers Net-
works\ (DC-Netze). Diese Netze haben, im Vergleich zu anderen anonymisieren-
den Mechanismen, die besondere Eigenschaft, da ihre Sicherheit komplexit

ats-
theoretisch mit nur wenigen Annahmen bewiesen werden kann. Eine Realisierung
erfolgt dabei durch kryptographische Verfahren, welche in bestimmten Angris-
szenarien sogar die st

arkere Forderung nach Robustheit garantieren.
Neben der theoretischen Betrachtung dieser Algorithmen und Protokolle soll
gleichzeitig eine freie prototypische Implementierung (GnuDCN) bereitgestellt wer-
den, um die praktische Relevanz von DC-Netzen zu kl

aren. Insbesondere kann
somit deren Nachrichten- und

Ubertragungskomplexit

at mit der anderer Anony-
misierungsverfahren verglichen werden, ohne dabei nur auf die

ublichen komple-
xit

atstheoretischen Absch

atzungen angewiesen zu sein. Auerdem steht damit
erstmals ein System zur Verf

ugung, das sich durch freie Verwend- und

oentliche
Verizierbarkeit seiner Quellen auszeichnet.
Aufbau und Gliederung: Im ersten Abschnitt wird Anonymit

at im allgemei-
nen Kontext dargestellt. Die Betrachtung erfat ihre Bedeutung in einer moder-
nen Gesellschaft, zeigt aber auch Gefahren und Risiken. Sp

ater soll an markanten
Beispielen die zunehmende Notwendigkeit anonymisierender Mechanismen in un-
serer
'
digitalen und vernetzten Welt` skizziert werden.
Der zweite Abschnitt erarbeitet schrittweise Grundlagen, welche wir f

ur eine si-
chere Wahrung der Anonymit

at ben

otigen. Zuerst wird kurz in die Kryptographie
eingef

uhrt und auch ihr komplexit

atstheoretischer Hintergrund beleuchtet. Auf
der geschaenen Basis sollen dann zwei Techniken f

ur Senderanonymit

at bespro-
chen werden, wobei wir nat

urlich DC-Netze fokusieren. Eine kurze Analyse zeigt
allerdings, da es zu deren praktischer Umsetzung noch diverser Hilfmittel be-
darf. Unser Schwerpunkt ist deshalb ein noch relativ neues kryptographisches
Schema f

ur sichere RSA-Schwellenwertsignaturen, um schlielich das Protokoll
des folgenden Abschnitts zu implementieren.
Zuverl

assige Verteilung ist in DC-Netzen eine zwingend notwendige Bedingung
f

ur Anonymit

at. Im dritten Kapitel widmen wir uns deswegen dieser Proble-
matik, welche schon seit dem Altertum bekannt ist. Ausgehend von L

osungen
7
1. Einleitung
zur Byzantinischen

Ubereinstimmung soll deren Realisierung in synchronen und
asynchronen Kommunikationsnetzen untersucht werden. Schlielich wird ein erst
im Jahre 2000 von C. Cachin, K. Kursawe und V. Shoup beschriebenes Pro-
tokoll (Asynchronous Binary Byzantine Agreement) vorgestellt, welches unsere
Forderungen nach Robustheit und Authentizit

at nahezu optimal erf

ullt.
Gewappnet mit den Werkzeugen der zwei vorangegangenen Abschnitte k

onnen
wir nun die Realisierung des eigentlichen
"
Dining Cryptographers Protocol\ be-
sprechen und es f

ur eine allgemeine Auslegung als anonymisierendes DC-Netz
charakterisieren. Im Mittelpunkt steht dabei auch wieder die Robustheit
1
dieses
Protokolls, welche durch B. Pfitzmanns undM. Waidners Erweiterungen des
Originalverfahrens erreicht werden kann.
Die Titelfrage
"
Dining Cryptographers Networks | Praktikable Werkzeuge zur
Wahrung der Anonymit

at?\ versucht das vorletzte Kapitel zu beantworten. Darin
werden neben einigen Details zur Implementierung auch Messungen und Verglei-
che vorgestellt. Diese Daten zeigen recht anschaulich, da DC-Netze im prakti-
schen Einsatz leider noch zu hohe Komplexit

atsanforderungen stellen. Gleichzei-
tig sind sie jedoch die z. Z. sicherste Methode zur Wahrung der Anonymit

at und
deshalb in besonders kritischen Umgebungen durchaus einsatzw

urdig. Vorschl

age
zur Kombination mit herk

ommlichen Verfahren runden den Hauptteil ab.
Im schlieenden Abschnitt sollen behandelte Thematik sowie gewonnene Er-
kenntnisse m

oglichst kurz zusammengefasst und ein etwas l

angerer Ausblick auf
zuk

unftige Entwicklungen { im Umfeld dieses speziellen Bereichs der Kommuni-
kationssicherheit { gegeben werden.
Der Anhang zeigt neben Schnittstellendenitionen der kryptographischen Klassen
auch ein Abbildungs- und Tabellenverzeichnis. Die elektronische Version dieser
Arbeit (Postscript-Format) und alle Quelltexte meiner prototypischen Implemen-
tierung GnuDCN sind hingegen auf einer beiliegenden CD-ROM enthalten.
1
Schutz vor
'
lahm legendem Mibrauch` (Denial of Service)
8
1.1. Freiheitsrechte und informelle Selbstbestimmung
Der Begri Anonymit

at ist allgemein etwas schwierig zu denieren.Webster's Re-
vised Unabridged Dictionary [1] gibt dazu sinngem

a folgendes an:
"
Anonymit

at
ist die Qualit

at oder der Zustand anonym, d. h. ohne Bekanntgabe eines Namens
bzw. einer Identit

at, zu sein.\ Anders formuliert k

onnte man sich darunter also
vorstellen, da Objekte bzw. Subjekte innerhalb einer gegebenen Anonymit

ats-
menge nicht identizierbar sind. Jene k

onnen demzufolge Handlungen ausf

uhren,
Informationen ver

oentlichen oder an Prozessen teilnehmen, ohne da damit in
Zusammenhang stehende Daten, Aktionen oder Resultate auf ein konkretes Ele-
ment dieser Menge hindeuten. Intuitiv betrachtet, sollte die spezielle Adjungier-
barkeit
2
sogar eine Gleichverteilung i. S. d. Wahrscheinlichkeitstheorie darstellen,
damit keinerlei Informationen

uber das betroene Objekt/ Subjekt entweichen.
Anonymit

at ist also scheinbar sehr eng mit dem Begri der Unzuordbarkeit ver-
bunden. Diese Annahme werden wir sp

ater (siehe Unterabschnitt 1.3) noch for-
malisieren, denn sie f

uhrt uns zu besonderen Formen von Anonymit

at. Vorerst
wollen wir jedoch einen Blick auf ihre allgemeine Bedeutung als staatsb

urgerliches
Grundrecht werfen, ohne dabei ihre Gefahren oder Risiken zu verschweigen.
1.1. Freiheitsrechte und informelle Selbstbestimmung
Sich frei und unbeobachtet in bestimmten

oentlichen oder privaten R

aumen be-
wegen zu k

onnen, ist f

ur uns Menschen nahezu nat

urlich. Beim Einkaufen oder
an der Wahlurne gehen wir davon aus, da unsere (Kauf-)Entscheidung nicht
mit unserer Identit

at verkn

upft werden kann und wir damit vor unlauterer Wer-
bung bzw. pers

onlichen Repressionen gesch

utzt sind. Im Beichtstuhl oder beim
Arztbesuch hoen wir auf die Verschwiegenheit des Gegen

ubers hinsichtlich der
anvertrauten Information. Anonymit

at ist in einer demokratischen Gesellschaft
also oenbar allgegenw

artig und so selbstverst

andlich, da wir sie kaum intensiv
wahrnehmen oder gar speziell einfordern.
Vielleicht ist diese Tatsache auch der Grund, weshalb man in neuen Bereichen
des gesellschaftlichen Lebens
3
mittlerweile unheimlich
'
spendabel` pers

onliche
Daten (Name, Adresse, Alter, Telefonnummer, Gewohnheiten, Vorlieben, . . . )
oenbart. Oder ist es die juristische Absicherung, welche uns die zweifelhafte
Gewissheit gibt, vor Mibrauch weitreichend gesch

utzt zu sein? In den meisten
westeurop

aischen L

andern ist n

amlich, im Gegensatz zu den Vereinigten Staa-
ten, der Umgang mit sensiblen personengebundenen Daten gesetzlich geregelt.
Deutschland hat seit geraumer Zeit Datenschutzgesetze und auch Gremien, die
deren Einhaltung

uberwachen sollen. Doch nehmen die B

urger ihre Rechte und
die Beteiligten ihre Pichten

uberhaupt wahr?
2
Zuordbarkeit genau eines Elements der Anonymit

atsmenge
3
z. B. Talk- bzw. Realityshows im Fernsehen, Kundenbefragungen oder Internetnutzung
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1. Einleitung
Helmut B

aumler, der Landesdatenschutzbeauftragte von Schleswig-Holstein,
stellte in seiner Rede zur Er

onung der Sommerakademie 2002 [2] vollkommen zu
Recht fest, da der Anonymit

atsanspruch unserer B

urger einem Wandel unter-
liegt. Nicht immer steht heutzutage Diskretion im Vordergrund, wenn es um die
Medienberichterstattung zu intimen oder pers

onlichen Dingen geht. Viele Betrof-
fene opfern ihre Anonymit

at, um sich aus der breiten Masse hervorzuheben. Eine
m

oglichst schrille Selbstdarstellung oeriert ja zumindest kurzweilige Prominenz
und verspricht dadurch ggf. Einnahmequellen.
Schwierig wird die Situation, wenn sich { als Folge obiger Entwicklung { zuk

unf-
tig Menschen rechtfertigen m

ussen, die nicht beobachtet oder befragt werden
m

ochten. Sp

atestens dann w

are das Recht auf informelle Selbstbestimmung
4
ernst-
haft gef

ahrdet. Aufgrund dieser drohenden Problematik sollte man die B

urger
also bewut auordern, h

auger von ihren Grundrechten Gebrauch zu machen
und sie u.U. sogar einzuklagen.
Anhand dreier verschiedener Beispiele m

ochte ich an diesem Punkt die Bedeutung
der Anonymit

at f

ur eine moderne Gesellschaft nocheinmal klar herausstellen:
Geheime Wahlen:

Uber wichtige Personen oder Fragen wird in einem Ent-
scheidungsproze oft geheim abgestimmt. Zum einem soll damit nat

urlich die
allgemeine Vertraulichkeit gew

ahrleistet werden, zum anderem m

ochte man die
Beeinuung der Entscheidungstr

ager aus dem privaten oder staatlichen Um-
feld vermindern. Da abgegebene Stimmen nicht mehr einer konkreten Identit

at
5
zugeordnet werden k

onnen, bleiben auch pers

onliche Repressionen oder Zwangs-
manahmen unadressierbar. Desweiteren kann der W

ahler nur sehr umst

andlich
einem Dritten beweisen, f

ur wen oder was er gestimmt hat. Dadurch wird der
K

auichkeit von Stimmen begegnet. F

ur die Demokratie eines Staates sind ge-
heime Wahlen gewissermaen
'
das Salz in der Suppe`, denn nur so gestaltet sich
die Auswahl der Volksvertreter wirklich nach den W

unschen der B

urger und nicht
etwa nach

oentlichen oder privaten Zw

angen.
Anonymes Bezahlen: Bei Bezahlung mit Bargeld kann man hinreichend an-
onym einen Gegenstand oder eine Dienstleistung erwerben. Der K

aufer kann da-
mit verhindern, da seine Konsumgewohnheiten oder sein Lebensstil der Allge-
meinheit zug

anglich wird. Der Verk

aufer kann kein pers

onliches Kundenprol
anlegen, um etwaige Vorlieben zum eigenen Vorteil auszunutzen. Im Zuge einer
4
Dieses Recht z

ahlt seit dem Volksz

ahlungsurteil des Bundesverfassungsgerichts mit zum all-
gemeinen Pers

onlichkeitsrecht gem

a Artikel 2 des GG. Die Richter haben damit eine weg-
weisende Entscheidung getroen, da im beginnenden Zeitalter der Informationsgesellschaft
auch weitgehende Grundrechte hinsichtlich des Umgangs mit pers

onlichen Informationen
notwendig sind, um ein autonomes und selbstbestimmtes Leben zu gew

ahrleisten.
5
allenfalls einer bestimmten Tr

agermenge
10
1.2. Gefahren und Risiken der Anonymit

at
wirtschaftlichen Wertsch

opfungskette dient diese Anonymit

at auch der Wahrung
von Gesch

aftsgeheimnissen (z. B. Rezepturen oder Prozeabl

aufe).
Anonyme Post: Briefe und Pakete k

onnen auch ohne Absenderadresse zuge-
stellt werden. Sie bieten damit eine besondere Art der Anonymit

at, auf die wir
sp

ater noch genauer eingehen werden. Briefwahl oder anonyme Kundenbefragun-
gen sind n

utzliche Anwendungsgebiete dieser Dienstleistung. Leider gibt es auch
Mibrauch, z. B. in Form von Drohungen/Erpressungen oder sogar Briefbomben.
Noch vor kurzem haben biologisch kontaminierte Sendungen die nordamerikani-
sche Bev

olkerung in Angst und Schrecken versetzt.
1.2. Gefahren und Risiken der Anonymit

at
Die im letzten Beispiel angedeuteten Probleme zeigen deutlich, da Anonymit

at
immer dierenziert zu betrachten ist. Wie jedes andere Freiheitsrecht hat sie
Licht- und Schattenseiten. Straft

ater d

urfen sich nicht mit ihrer Hilfe dem staat-
lichen Zugri entziehen k

onnen. Allerdings sollte man bedenken, da auch unter
dem Deckmantel anderer Freiheitsrechte, wie z. B. der Bewegungsfreiheit oder
dem freien Erwerb von Waen
6
, Verbrechen ver

ubt werden. Trotzdem schr

ankt
der Staat diese Freiheiten nur sehr mavoll ein; so sind beispielsweise nur das
Betreten bestimmter Gebiete/Geb

aude bzw. der Besitz besonders gef

ahrlicher
Waen verboten. Eine moderne Gesellschaft mu deshalb immer einen gerechten
Kompromi zwischen Freiheit und Sicherheit treen, welcher oft einer
'
schwieri-
gen Gratwanderung mit gelegentlichen Fehltritten` entspricht.
Vollkommen andere Gefahren durch Anonymit

at spricht H.-G. Marcieniec [3]
an, die ich allerdings nur bedingt teilen kann. F

ur ihn hat das Unerkanntsein rein
subjektive Z

uge, z. B. um sich Verbindlichkeiten zu entziehen oder in anderen
Menschen
"
Furcht oder

Arger zu erzeugen\. Nat

urlich beinhaltet seine These,
da
"
Anonymit

at ein Mangel an Courage zum Vertrauen\ darstellt, einige Wahr-
heiten, allerdings ist es { meiner Meinung nach { grunds

atzlich falsch, die Form
des Unerkanntseins von vornherein zu verteufeln. Eine oene Gesellschaft soll-
te diese Art der Ausdrucksm

oglichkeit auch tolerieren, denn selbst Marcieniec
stellt richtigerweise fest, da
"
nur aus dem Oenen etwas zu entstehen vermag\.
Ich m

ochte diese Diskussion mit einem Zitat von F. Sieberg abschlieen, welches
den Kern der Sache hervorragend trit:
"
Der volle Genu der Freiheit schliet
ihren Mibrauch mit ein.\
6
in manchen L

andern Schuwaen oder sogar die vielzitierten
"
Massenvernichtungswaen\
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1. Einleitung
1.3. Formen von Anonymit

at
Wir wollen nun die Begrisbildung f

ur sp

atere Abschnitte pr

azisieren und st

utzen
uns dabei auf die Vorschl

age von [4]. Dabei m

ussen wir allerdings ein konkretes
Umfeld festlegen, das durch Abstraktion aber durchaus variabel hinsichtlich sei-
ner Anwendung bleibt:
Grundlage soll also im folgenden ein Kommunikationsnetzwerk sein, in dem Sub-
jekte als Sender oder Empf

anger von Nachrichten agieren. Wir behalten dabei
immer einen m

oglichen Angreifer im Auge, welcher an Informationen

uber Bezie-
hungen zwischen einzelnen Subjekten und Nachrichten interessiert ist. Weiterhin
wird angenommen, da das Wissen dieses imagin

aren Angreifers immer nur zu-
nehmen kann, er aber nicht in der Lage ist, vom Inhalt der Nachrichten auf
Absender oder Empf

anger zu schlieen. In der Praxis ist letzteres durch eine
Verschl

usselung aller Nachrichten erreichbar.
Anonymit

at der Subjekte l

at sich in einer derartigen Umgebung genau dann
denieren, wenn diese

auerlich

uber die selben Eigenschaften verf

ugen, so da
eine triviale Unterscheidung unm

oglich wird.
Denition 1.1 (Anonymit

at)
Anonymit

at ist der Zustand der Unidentizierbarkeit eines Einzelnen (Initiator)
innerhalb einer Menge von Subjekten, der sogenannten Anonymit

atsmenge.
Die Anonymit

atsmenge enth

alt dabei alle m

oglichen Subjekte, welche zu diesem
Zeitpunkt, wie der Initiator, eine bestimmte Handlung ausf

uhren, eine Nach-
richt senden oder empfangen k

onnten. Die St

arke der Anonymit

at h

angt von der
Gr

oe dieser Menge und der Gleichverteilung der beobachteten Ereignisse bzgl.
aller Teilnehmer ab. Wie schon in der Einleitung angedeutet, spielt auch die Un-
zuordbarkeit zwischen Eintr

agen
7
eine wichtige Rolle.
Denition 1.2 (Unzuordbarkeit)
Unzuordbarkeit zwischen zwei oder mehreren Eintr

agen bedeutet, da sie nicht
mehr oder weniger in Beziehung zueinander stehen, als durch eine a-priori Wahr-
scheinlichkeit von vornherein bekannt ist.
Unzuordbarkeit ist also genau dann gew

ahrleistet, wenn das a-priori Wissen

uber
einen Sachverhalt dem a-posteriori Wissen entspricht, welches ein Angreifer nach
Beobachtung des ausf

uhrenden Systems besitzt. Beispielsweise sollte nach einer
erfolgten Beobachtung die Wahrscheinlichkeit, da zwei bestimmte Nachrichten
vom gleichen Sender stammen, sich nicht von der vornherein bekannten a-priori
Wahrscheinlichkeit unterscheiden.
7
Subjekte (Empf

anger, Absender), Objekte (Nachrichten) oder Ereignisse (Aktionen)
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1.3. Formen von Anonymit

at
Wenn wir Anonymit

at unter dem Gesichtspunkt der Unzuordbarkeit betrachten,
ist f

ur unseren Angreifer interessant, welches Subjekt eine bestimmte Nachricht
sendet oder empf

angt. Es ergeben sich deshalb folgende Anonymit

atsformen:
Empf

angeranonymit

at (recipient anonymity) herrscht, falls keine Nachricht ei-
nem empfangenden Subjekt zugeordnet werden kann. Folglich entspricht die Wahr-
scheinlichkeit dieser Zuordnung einer Gleichverteilung

uber alle m

oglichen Empf

anger.
Senderanonymit

at (sender anonymity) herrscht, falls keine Nachricht einem sen-
denden Subjekt zugeordnet werden kann. Folglich entspricht auch hier die Wahrschein-
lichkeit einer speziellen Zuordnung der Gleichverteilung

uber alle m

oglichen Sender.
Anonymit

at von Verbindungen (relationship anonymity) herrscht, falls keine
Nachricht einem Sender- und Empf

angersubjekt
8
zugeordnet werden kann. Diese Form
ist schw

acher als die beiden vorherigen, denn die Denition schliet nicht aus, da
entweder Sender oder Empf

anger doch ermittelbar sind. Daraus darf allerdings nicht
hervorgehen, welche zwei (oder mehr) Subjekte eine gegenseitige Nachrichtenverbin-
dung errichtet haben.
Eine Schl

usselstelle scheint hier die Beobachtung des Systems durch den Angreifer
zu sein. Um letztendlich obige Formen der Anonymit

at gew

ahrleisten zu k

onnen,
w

unschen wir uns deshalb soetwas wie Unbeobachtbarkeit. Sie h

atte gleichzeitig
die st

arkere Eigenschaft, da nicht nur die Beziehung zwischen den Eintr

agen,
sondern auch ihr Inhalt selbst gesch

utzt w

are.
Denition 1.3 (Unbeobachtbarkeit)
Unbeobachtbarkeit ist der Zustand von Eintr

agen, welcher sie f

ur potentielle Be-
obachter ununterscheidbar werden l

at.
F

ur Objekte/Nachrichten bedeutet diese Denition, da jene gerade nicht vom
'
zuf

alligen Rauschen` zu unterscheiden sind. Analog zu den Formen der Anony-
mit

at k

onnen wir darauf aufbauend nun einf

uhren:
Empf

angerunbeobachtbarkeit (recipient unobservability) ist gegeben, falls von
einem Auenstehenden nicht bemerkt werden kann, wann ein Subjekt der Beobach-
tungsmenge Nachrichten sendet.
Senderunbeobachtbarkeit (sender unobservability) ist gegeben, falls von einem
Auenstehenden nicht bemerkt werden kann, wann ein Subjekt der Beobachtungsmenge
Nachrichten empf

angt.
Unbeobachtbarkeit von Verbindungen (relationship unobservability) ist ge-
geben, falls von Auenstehenden nicht bemerkt werden kann, da Nachrichten von einer
Menge m

oglicher Sender zu einer Menge m

oglicher Empf

anger

ubertragen werden. Die-
se Form erlaubt die Beobachtung eines Ereignisses (Senden oder Empfangen); es darf
jedoch daraus nicht hervorgehen, welche Subjekte eine gegenseitige Nachrichtenverbin-
dung errichtet haben.
8
bei Streuverteilung ggf. auch mehreren Empf

angersubjekten (multicast)
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Bleibt der Angreifertyp gleich, sollte Unbeobachtbarkeit h

ochstens eine echte Teil-
menge der Informationen oenbaren, welche Anonymit

at dargelegt h

atte. Wir
k

onnen also implizieren, da aus Unbeobachtbarkeit stets Anonymit

at folgt. Die
Umkehrung dieser Aussage gilt nat

urlich nicht, denn selbst eine anonym gesendet
und empfangene Nachricht deutet auf Kommunikation zwischen Subjekten hin.
Tabelle 1.1 (Beziehungen zwischen Begrien)
Unbeobachtbarkeit ) Anonymit

at
Empf

angerunbeobachtbarkeit ) Empf

angeranonymit

at
Senderunbeobachtbarkeit ) Senderanonymit

at
Unbeobachtbarkeit von Verbindungen ) Anonymit

at von Verbindungen
Empf

angeranonymit

at ) Anonymit

at von Verbindungen
Senderanonymit

at ) Anonymit

at von Verbindungen
Empf

angerunbeobachtbarkeit ) Unbeobachtbarkeit von Verbindungen
Senderunbeobachtbarkeit ) Unbeobachtbarkeit von Verbindungen
Pseudonymit

at: Pseudonyme sind Bezeichner f

ur Subjekte, also in unserem
Fall f

ur Sender oder Empf

anger. Das konkrete Subjekt, das unter diesem Namen
auftritt, ist der sogenannte Pseudonymhalter. Unter Pseudonymit

at verstehen wir
nun (gem

a [4]) die Benutzung von Pseudonymen als Unterscheidungsmerkmal.
Digitale Pseudonyme sind i. A. beliebige Zeichenketten, die
1. innerhalb einer Unterscheidungsmenge eindeutig sind und
2. zur Authentizierung von gesendeten Nachrichten taugen.
Damit kann eine gewisse
'
Z

ahlbarkeit` (accountability) erreicht werden, wie sie in
manchen Systemen { trotz gebotener Anonymit

at { gefordert wird. Hinsichtlich
der Zuordnungsf

ahigkeit zwischen dem Pseudonym und seinem Halter lassen sich
folgende Klassen unterscheiden:
(a)

Oentliches Pseudonym (public pseudonym)
Die Identit

at des Pseudonymhalters ist

oentlich und von Anfang an bekannt,
z. B.

oentliche Verzeichnisse, Telefonb

ucher.
(b) Nicht

oentliches Pseudonym (initially non-public pseudonym)
Die Identit

at des Pseudonymhalters ist nur bestimmten Personen/ Institutionen
von Anfang an bekannt. W

ahrend der Benutzung erfahren aber ggf. Dritte diese
Zuordnung, z. B. Bankkonten.
(c) Unzuordbares Pseudonym (initially unlinked pseudonym)
Die Identit

at des Pseudonymhalters ist zumindest am Anfang unbekannt. Eine
14
1.4. Anonymit

at in einer vernetzten Gesellschaft
Ausnahme hiervon stellt nat

urlich der Halter selbst dar, da er meist die Zuord-
nung kennt oder zumindest leicht in Erfahrung bringen kann, z. B. biometrische
Daten, DNA-Sequenzen.
Anonymit

at ist in solchen Umgebungen umso st

arker, je weniger

uber die Zuord-
nung zwischen Pseudonym und Halter bekannt ist. Ergo h

angt sie hier wesentlich
vom Wissen der beteiligten Parteien und vom gew

ahlten Angrismodell ab.
1.4. Anonymit

at in einer vernetzten Gesellschaft
Ich m

ochte in diesem Abschnitt keine
'
Schwarzmalerei` betreiben, allerdings sol-
len hier ungesch

ont Entwicklungen und Technologien vorgestellt werden, die An-
onymit

at in zunehmendem Mae gef

ahrden. Die Beispiele stammen aus einem
Telepolis-Buch [5] und haben die Aufgabe, f

ur Unerkanntheit zu sensibilisieren:
Video

uberwachung: Anonymit

at ist in unserer mittlerweile weit vernetzten
und damit leicht beobachtbaren Welt erheblich bedroht. Ein noch relativ harm-
loses Beispiel sind dabei die diversen Formen von Video

uberwachung. Ob auf

oentlichen Pl

atzen, an Geldautomaten oder aber auch im privaten Bereich durch
installierte Webcams | wir werden auf Schritt und Tritt beobachtet. Vorreiter
bei dieser zumindest zweifelhaften Technik ist Grobritannien, das Land mit der
dichtesten Ausstattung an

Uberwachungskameras. Im Mai 1999 waren nach Aus-
sage des britischen Innenministers ca. 1 Million Ger

ate installiert.
An sich stellen diese
'
k

unstlichen Augen` noch kein groes Problem dar, da auf-
genommene Bilddaten meist in einer
'
rohen Form` vorliegen, welche nur schwer {
also auch erst bei schwerwiegenden Vorf

allen { analysiert und konkreten Indivi-
duen zugeordnet werden k

onnen. Gerade aber die schon im vorherigen Abschnitt
besprochene Zuordnungsf

ahigkeit wird durch moderne Verfahren der Gesichts-
oder Merkmalserkennung zunehmend erleichtert. Die Briten sind hier so weit fort-
geschritten, da sie
'
verd

achtige Personen` sogar unter einer Verkleidung (Brillen,
falsche B

arte, . . . ) erkennen k

onnen. Die neueste Errungenschaft sind intelligente
Kameras, die Terroristen oder Autodiebe anhand ihres Verhaltens identizieren
sollen. Das von der University of Leeds entwickelte System
'
lernt`, normales von
verd

achtigem Verhalten zu unterscheiden, und schl

agt im Bedarfsfall Alarm. Da
niemand
'
unangenehm` auallen m

ochte, werden wir unser Verhalten langsam
anpassen. In Zukunft ist also Vorsicht geboten, wenn man auf dem Parkplatz
sein Fahrzeug nicht gleich ndet und erst in Richtung eines anderen PKW l

auft.
Aber Sie haben sicherlich schon eine stichhaltige Erkl

arung bereit, um sich f

ur
den Fehlalarm zu rechtfertigen?!
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Solche Systeme lassen sich nat

urlich auch am Arbeitsplatz einsetzen und sollen
angeblich die Produktivit

at der Mitarbeiter steigern. Auf jeden Fall steigern sie
die Gewinnmargen der Hersteller und die Paranoia der Bev

olkerung.
Totale

Uberwachung (Echelon): Das von der NSA [6] und verb

undeten Ge-
heimdiensten betriebene Spionagenetzwerk Echelon ist mittlerweile der

Oent-
lichkeit bekannt. Es hat vornehmlich die Aufgabe satellitengest

utzte Kommu-
nikation abzuh

oren und wurde nach dem Zweiten Weltkrieg installiert, um der
'
Roten Gefahr` auf informationstechnischer Ebene entgegenzutreten.
Die anfallenden Datenmengen sind enorm. Deshalb sind Techniken im Einsatz [7],
welche wort- oder themenbasierte Zuordnungen nden. Abgeh

orte Informationen
werden nicht nur zur diplomatischen bzw. milit

arischen Aufkl

arung genutzt, son-
dern auch immer h

auger, um sich wirtschaftliche Vorteile
9
zu verschaen.
Die leitungsgebundene Kommunikation (insbesondere durch Lichtwellenleiter-
Technologie) macht es den
'
oenen Ohren` der Geheimdienste heutzutage immer
schwieriger, interessante Daten in Erfahrung zu bringen. Digitalisierung und Ver-
schl

usselung bereiten den Nachrichtendiensten ernsthafte Probleme, die sich in
den 80er Jahren in Exportbeschr

ankungen f

ur kryptographische Algorithmen und
Ger

ate

auerten. Mittlerweile hat man sich allerdings wieder von dem Gedanken
verabschiedet, den Einsatz von Kryptographie weltweit kontrollieren zu k

onnen.
Als Gegenmanahme versucht die NSA, durch eigene Forschungen und fragw

urdi-
ge Standardisierungen
10
sich einen Wissens- bzw. Berechnungsvorsprung zu er-
halten. Immerhin soll jener sagenumwobene Geheimdienst der weltweit gr

ote
Arbeitgeber von Mathematikern sein.
KfZ-Kennzeichen Detektion: Eine besondere

Uberwachungsmanahme hat
unl

angst Bayerns Innenminister Beckstein stolz der

Oentlichkeit vorgestellt.
An mehreren Grenz

uberg

angen zur Tschechischen Republik wurden Kameras ein-
gerichtet, welche die Kennzeichen aller passierenden Kraftfahrzeuge lesen und mit
einer Datenbank der Polizeibeh

orden vergleichen. Au

allige Autos werden den
Zollbeamten angezeigt und k

onnen damit verst

arkt kontrolliert werden. Daten-
schutzrechtliche Bedenken wegen der 

achendeckenden

Uberwachung des Reise-
verkehrs wies Beckstein mit dem Hinweis zur

uck, da notfalls halt die gesetzlichen
Grundlagen ge

andert werden m

ussen. Auerdem sollen die Daten
'
unbedenklicher
Fahrzeughalter` umgehend nach dem Passieren gel

oscht werden. Schade eigent-
lich, denn deutsche Versicherungskonzerne, die Werbeindustrie oder Reiseveran-
stalter w

urden sich bestimmt auch dar

uber freuen.
9
Regierungskreise sprechen nat

urlich eher von Abwendung
'
wirtschaftlicher Nachteile`.
10
Beispiel: Der DSS (Digital Signature Standard) war urspr

unglich nur f

ur eine Modull

ange von
512 Bit ausgelegt. Erst nach erheblicher

oentlicher Kritik wurde sie auf 1024 Bit erh

oht. [8]
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Staubige Aussichten (Smart Dust): Kameras und Mikrophone werden zu-
nehmend kleiner und damit unau

allig einsetzbar. Ein bedrohliches Szenario f

ur
die Privatheit stellt eine faszinierende Entwicklung der Berkeley-Universit

at dar:
Amerikanischen Wissenschaftlern ist es gelungen, digitale Schaltkreise, Laser-
basierte drahtlose Kommunikation, autonome Energieversorgung und MEMS
11
-
Drehspiegel in einer Einheit von 5 Millimeter L

ange zusammenzuf

ugen. Ziel ist
es ferner, diese Komponenten noch auf ein Raumvolumen von ein bis zwei Ku-
bikmillimeter zu miniaturisieren.
Die Herausforderung besteht nun darin, diese im Aufkl

arungsraum verteilten
'
Staubk

orner` mit einer Basisstation kommunizieren zu lassen. Distanzen von
150 Metern k

onnen mit der Datenrate von bis zu einem Kilobit pro Sekunde

uberbr

uckt werden. Es wurden auch schon Strecken bis zu 20 Kilometer erfolg-
reich getestet, allerdings f

allt die

Ubertragungsrate dabei rapide ab.
Solche Miniatureinheiten k

onnten beispielsweise mit Mikrophonen oder elektro-
magnetischen Sensoren ausgestattet werden. Eine

Uberwachung kompromittie-
render Signale, welche z. B. bei Benutzung der Computertastatur erzeugt wer-
den, scheint dadurch m

oglich. Inbesondere l

at sich dieser gef

ahrliche Staub mit
bloem Auge nicht von harmlosem unterscheiden. Auch die milit

arische Anwen-
dung zur

Uberwachung von Truppenbewegungen in feindlichen L

andern ist ein-
fach zu bewerkstelligen, denn die Spionageeinheiten lassen sich leicht durch un-
bemannte Dronen oder Spr

uhugzeuge im Zielgebiet verteilen.
Moderne Kommunikationsnetze (Internet): Digitale Netzwerke sind prin-
zipiell Datenerhebungsmaschinen von bislang unvorstellbarem Ausma. Jede Art
von Aktivit

at kann mit relativ geringem Aufwand verfolgt, belauscht und auf-
gezeichnet werden. Jeder Benutzer hinterl

at Spuren im Netz, welche auch noch
Monate sp

ater Personen oder Gruppen zugeordnet werden k

onnen.
Neben
'
Groen Br

udern`
12
tummeln sich im weltumspannenden Internet auch vie-
le
'
Kleine Schwestern`. Konzerne, Organisationen und auch neugierige Einzelper-
sonen nutzen die anfallenden Daten, um kommerzielle oder pers

onliche Vorteile
zu erlangen. Ein Beispiel hierf

ur sind sogenannte Bulkmail-Versender, die Mil-
lionen von elektronischen Briefk

asten mit unerw

unschter Werbepost

uberuten.
Weitaus bedrohlicher sind aber unlautere Betreiber von Webportalen, Einkaufs-
systemen oder Suchmaschinen. Sie verkn

upfen Eingaben der Kunden mit zielge-
richteter Werbung und k

onnen durch geeignete Identizierungsmerkmale
13
sogar
11
micro electromechanical systems
12
Big Brother: Der Ausdruck stammt aus
"
1984\, dem fr

uher surreal erscheinenden Roman von
George Orwell, und symbolisiert einen authorit

aren

Uberwachungsstaat. Heutzutage
sind etliche der enthaltenen Visionen leider schon bittere Realit

at geworden.
13
z. B.
'
Cookies` der WWW-Browser
17
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Benutzerprole [9] erstellen. Ein Verkauf der gewonnenen Daten an zwielichtige
Unternehmen ist dabei nicht immer ausgeschlossen.
Hauptproblem ist die enorme Verdichtung pers

onlicher Informationen, welche das
Internet durch etliche Dienste (WWW, Email, Diskussiongruppen, Einkaufs- oder
Communityportale, Chatsysteme) bereitwillig preisgibt. Im kommerziellen Um-
feld wird dem Benutzer zwar suggeriert, da seine vertraulichen Angaben vor den
Augen dritter Personen gesch

utzt sind, allerdings halten die daf

ur verwendeten
Schutzmechanismen h

aug keiner seri

osen

Uberpr

ufung stand. Aber schon al-
lein die

oentlich zug

anglichen Informationen bieten Neugierigen ein erschrecken-
des Potential. Moderne Suchmaschinen wie GOOGLE verkn

upfen herk

ommliche
Webseiten, Bilder, Dokumente und Diskussionsgruppenbeitr

age mit beliebigen
Stichworten. Arbeitgeber k

onnten sich so schon im Vorfeld eine genaue Vorstel-
lung vom Kandidaten machen und bei Mifallen der pers

onlichen Meinung
14
gar
nicht erst zum Gespr

ach einladen. Es ist davon auszugehen, da sich die ange-
sprochene Problematik in den n

achsten Jahren weiter verst

arkt; insbesondere weil
Kindern und Jugendlichen zwar der Umgang mit dem Internet beigebracht, aber
nur selten dessen Gefahren vermittelt werden.
Hingegen existieren kaum wirksame Werkzeuge zur Wahrung der Anonymit

at.
Und selbst wenn sie leicht benutzbar sind, hat sich in der Bev

olkerung noch
lange nicht die Einstellung durchgesetzt, sie auch gelegentlich zu verwenden.
14
z. B. durch
'
unschickliche` Beitr

age in der Diskussionsgruppe de.soc.menschenrechte
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2. Kryptographische Grundlagen
Es gen

ugt nicht, zum Flu zu kommen
mit dem Wunsche, Fische zu fangen,
man mu auch ein passendes Netz mitbringen.
| Chinesisches Sprichwort
Etwas antiquiert betrachtet, ist Kryptographie die Wissenschaft der Verschl

usse-
lung. Sie war jahrhundertelang haupts

achlich milit

ar- oder diplomatischen Krei-
sen vorbehalten und ist erst seit den 70er Jahren einer breiteren

Oentlichkeit
zug

anglich. Mittlerweile haben sich zur Geheimhaltung von Informationen auch
modernere Aufgaben gesellt, wie z. B. Gew

ahrleistung der Authentizit

at
15
von
Nachrichten, Sicherstellung der Fairness f

ur Mehrparteienprotokolle und Wah-
rung der Anonymit

at von Subjekten.
Trotz ihrer Vorteile gab es wiederholt staatliche Bestrebungen, welche den Ein-
satz von Kryptographie beschr

anken oder sogar verbieten wollten. Zuletzt forder-
te der damalige Bundesinnenminister Manfred Kanther [10] im April 1997,
da Informationsquellen der Sicherheitsbeh

orden nicht durch zunehmende Ver-
schl

usselung versiegen d

urften. Eine Schl

usselhinterlegung, um Abh

ormanahmen
der Strafverfolgungsbeh

orden und Geheimdienste zu gew

ahrleisten, schien unaus-
weichlich. Die Bev

olkerung antwortete mit Protestkampagnen im Internet. Zur
Zeit hat sich die Regierung wieder von solchen unrealistischen Forderungen gel

ost;
das Bundeswirtschaftministerium f

ordert seit kurzem sogar die Entwicklung des
GNU Privacy Guard
16
, welcher f

ur
'
Jedermann` verl

aliche Verschl

usselung und
digitale Signatur bereitstellt. Mit Blick auf unsere aktuelle
'
Sicherheitsgesetzge-
bung zur Terrorabwehr` sollte jeder kryptographiebesorgte B

urger die Situation
auch weiter kritisch beobachten.
Die nun folgende Einf

uhrung soll wesentliche Grundlagen und Konzepte aus dem
Gebiet der Kryptographie erschlieen, auf die wir sp

ater h

aug zur

uckgreifen
m

ussen. Unser Schwerpunkt liegt vorerst auf Verfahren mit

oentlichem Schl

ussel
(Public-Key-Algorithmen), ohne die moderne Kommunikationssicherheit undenk-
bar w

are. Schlielich werden auch M

oglichkeiten zur Wahrung der Anonymit

at
aufgezeigt, um den Bezug zum urs

achlichen Thema deutlich zu machen.
2.1. Informations- und Komplexit

atstheorie
Beginnen wollen wir mit einem Ausug in die theoretische Informatik, welche
u. a. mit Hilfe der Komplexit

atsanalyse Algorithmen und Probleme hinsichtlich
ihres Verhaltens auf Digitalrechnern zu klassizieren vermag.
15
bestehend aus Identikation (Herkunftsnachweis) und Integrit

at (Unver

anderbarkeit)
16
http://www.gnupg.de/
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Komplexit

at von Algorithmen: Neben der Frage, ob ein Problem

uberhaupt
auf derzeitigen Computern l

osbar
17
ist, interessiert uns auch der daf

ur notwendi-
ge Berechnungsaufwand. Die Komplexit

at eines L

osungsalgorithmus wird dabei
haupts

achlich von zwei Variablen bestimmt:
1. Rechenzeit
2. Speicherplatzbedarf
Um allgemeine Aussagen zu erhalten, werden beide Ressourcen gew

ohnlich als
Funktionen der Eingabegr

oe n betrachtet. Deren asymptotisches Wachstum
kann mit der sogenannten O-Notation beschrieben werden:
Denition 2.1 (O-Notation)
Wir bezeichnen mit O(f) eine Klasse von Funktionen, die nicht schneller als f
wachsen, d. h. ein Algorithmus g ist genau dann in O(f), wenn Konstanten c > 0
und n
0
> 0 mit 8n  n
0
: g(n)  c  f(n) existieren. Die Ressourcen werden also
nach oben durch die Funktion f : N! R
+
beschr

ankt, wobei wir von konstanten
Faktoren und Termen niedrigerer Ordnung absehen.
Wir wollen sp

ater diese Schreibweise auch benutzen, um die Kommunikations-
komplexit

at von Protokollen zu kennzeichnen. Laufzeit und Aufkommen an Ein-
und Ausgabedaten wird dann in Abh

angigkeit von der Teilnehmerzahl n darge-
stellt. F

ur uns sind hierbei spezielle Unterkategorien wichtig:
Rundenkomplexit

at ist die erwartete Anzahl von Runden eines Protokolls, bevor es
die Entscheidung bzw. das Ergebnis erreicht.
Nachrichtenkomplexit

at gibt die Zahl der gesendeten Nachrichten w

ahrend der Lauf-
zeit eines Protokolls an.
Bitkomplexit

at beschreibt die totale L

ange der gesendeten Nachrichten in Bit.
In der Kryptographie werden Algorithmen meist nur hinsichtlich ihrer Zeitkom-
plexit

at klassiziert, denn der Speicherplatzbedarf spielt nur eine untergeordnete
Rolle. Folgende Tabelle zeigt gebr

auchliche Bezeichnungen und einige Beispiele
aus der Informatik, wobei m > 1 eine Konstante und p(n) ein Polynom ist.
Tabelle 2.1 (Bezeichnungen und Beispiele zur O-Notation)
O-Notation Bezeichnung Beispiel
O(1) konstant (unabh

angig von der Eingabegr

oe)
O(logn) logarithmisch bin

are Suche
O(n) linear sequentielle Suche
O(n logn) linear logarithmisch Sortieren mit Merge- oder Radixsort
O(p(n)) polynomial Matrixmultiplikation
O(m
p(n)
) exponentiell Travelling Salesman Problem (TSP)
17
Stichwort: Entscheidbarkeit von Eigenschaften, z.B. Halteproblem bei Turing-Maschinen
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Oft h

angt Berechnungskomplexit

at inh

arent mit den verwendeten Datenstruk-
turen zusammen. Deshalb darf man bei der Konstruktion eÆzienter Verfahren
die Repr

asentation der Daten nie auer Acht lassen. Wir werden im Abschnitt 5
(Implementierung und Resultate) noch darauf zur

uckkommen.
Komplexit

at von Problemen: Nicht nur Algorithmen, sondern auch die zu-
geh

origen Probleme k

onnen in abstrakte Klassen eingeteilt werden. Dabei unter-
sucht man jeweils den schwierigsten Einzelfall auf einem theoretischen Maschi-
nenmodell, der sogenannten Turing-Maschine. Diese Apparatur ist ein endlicher
Automat mit einem unendlich groen les- und schreibbaren Speicherband. Alle
existierenden Rechnerformen werden durch dieses Modell abgedeckt, was allge-
meine Schl

usse zur Schwierigkeit von Berechnungen erm

oglicht. Innerhalb aller
berechenbaren Probleme unterscheidet man folgende Komplexit

atsklassen, wobei
deren Beziehungen untereinander teilweise noch unklar sind:
P: Probleme, die in polynomialer Zeit auf einer deterministischen Turing-
Maschine gel

ost werden k

onnen, d. h. es existieren daf

ur L

osungsalgorith-
men mit der Zeitkomplexit

at O(p(n)).
Wir nennen solche Verfahren, obwohl sie durch groe Konstanten oder Po-
lynome hoher Ordnung noch weit von der tats

achlichen L

osbarkeit entfernt
liegen k

onnten, trotzdem eÆzient, denn wir hoen, polynomiales Wachstum
mit technischem Fortschritt
18
in den Gri zu bekommen.
NP: Probleme, die in polynomialer Zeit auf einer nichtdeterministischen
Turing-Maschine gel

ost werden k

onnen.
Ein nichtdeterministischer Automat verzweigt bei einem Rechenschritt in
mehrere Zust

ande, die alle gleichberechtigt behandelt werden. Beispiele f

ur
nichtdeterministische Turing-Maschinen, die schwierige Probleme in poly-
nomialer Laufzeit l

osen, existieren momentan noch nicht. Allerdings darf
daraus nicht etwa geschlossen werden, da es sie nie geben wird.
19
Die Klasse NP schliet oensichtlich P mit ein. Bis heute ist unklar, ob
nicht doch alle Probleme aus NP auch in polynomialer Zeit auf herk

ommli-
chen { sprich deterministischen { Turing-Maschinen l

osbar sind. Es wurden
zwar noch keine eÆzienten Algorithmen f

ur NP-vollst

andige Probleme ge-
funden, so da viele Wissenschaftler die G

ultigkeit der These P = NP
bezweifeln | ein entg

ultiger Beweis ist das allerdings nicht.
NP-vollst

andig: Ein Problem X 2 NP heit NP-vollst

andig, falls alle
anderen Probleme aus NP nicht schwieriger
20
als X sind.
18
Das Gesetz von Moore prophezeit, da sich aller 1
1
/2 Jahre die Rechenleistung verdoppelt.
19
Stichwort: Quantencomputer, analoge Berechnungsmethoden (Super-Turing-Maschinen [11])
20
Wir werden diese informelle Schreibweise gleich durch Denition einer Relation pr

azisieren.
21
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P-SPACE: Probleme dieser Klasse k

onnen mit polynomialem Speicherplatz
gel

ost werden, nicht notwendigerweise aber in polynomialer Zeit.
Nat

urlich enth

alt P-SPACE alle Probleme aus NP. Aber auch hier ist
unbekannt, ob es eine echte Schnittmenge gibt, d. h. Probleme, die auf einer
nichtdeterministischen Turing-Maschine in Polynomialzeit unl

osbar sind.
Analog zuNP-vollst

andigen gibt es auch P-SPACE-vollst

andige Probleme.
EXPTIME: Diese Klasse umfasst alle Probleme, die in exponentieller Zeit
gel

ost werden k

onnen. Trivialerweise enth

alt EXPTIME auch P und NP.
Als Beispiel der Existenz solcher

auerst schwierigen Fragen sei die Ent-
scheidbarkeit der Presburger Arithmetik angegeben. Dieses Problem kann
nicht in Polynomialzeit gel

ost werden, egal welches Maschinenmodell man
zugrunde legt. Folglich gilt die Beziehung EXPTIME \ NP 6= ;.
Wie schon angedeutet, w

unschen wir uns eine Relation mit der die Schwierigkeit
von Problemen vergleichbar wird:
Denition 2.2 (
P
-Relation)
Ein Problem X ist nicht schwieriger als Y (Kurzschreibweise: X 
P
Y ), falls
ein deterministischer Polynomialzeitalgorithmus existiert, welcher beliebige Auf-
gaben von X mit Hilfe eines hypothetischen Verfahrens f

ur Y l

osen kann.
Umgangssprachlich formuliert: Der geforderte Algorithmus
'

ubersetzt` beliebige
Aufgabenstellungen f

ur X ins Format von Y und wandelt erhaltene Ergebnisse
wieder in ad

aquate L

osungen um. Dabei ist ersteinmal unerheblich, ob f

ur Y
L

osungsverfahren existieren und welche Komplexit

at sie haben.
Denition 2.3 (
P
-Relation)
Zwei Probleme sind zeitlich berechnungs

aquivalent (Kurzschreibweise: X 
P
Y ),
falls X 
P
Y und Y 
P
X gilt.
Mit obigen Denitionen sind wir in der Lage, Schlufolgerungen zur Schwierigkeit
von Problemen zu ziehen, selbst wenn wir keinen L

osungsansatz vor Augen haben.
Fakt 2.1 (Polynomialzeitreduktion)
Seien X; Y Probleme mit der Eigenschaft X 
P
Y . Es gelten die Folgerungen,
1. Y 2 P ) X 2 P und
2. Y 2 NP ) X 2 NP,
da jeweils X nach Def. 2.2 in Polynomialzeit auf Y reduziert werden kann.
Schwierige zahlentheoretische Probleme: In der Kryptographie greift man
h

aug auf verschiedene mathematische Problemstellungen zur

uck, von denen an-
genommen wird, da es sich um

auerst schwierige Aufgaben handelt. Obwohl
22
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von ihnen meist nicht die EXPTIME Zugeh

origkeit (bzw. die schw

achere NP-
Vollst

andigkeit) bewiesen werden kann, sind sie doch f

ur moderne Kryptosysteme
unerl

alich geworden. Aufgrund der fehlenden Beweise nennt man solche Proble-
me schlicht kryptographische Annahmen.
Diese schwierigen Probleme werden zur Konstruktion sogenannter
'
Fallt

urfunk-
tionen` benutzt, welche wiederum erst Kryptographie mit

oentlichem Schl

ussel
(siehe folgender Abschnitt 2.2) erm

oglichen.
Denition 2.4 (Fallt

urfunktion)
Eine Funktion f : A! B heit Fallt

urfunktion, wenn
1. f(a) leicht mit einem Algorithmus E berechenbar ist und
2. f
 1
(b) leicht mit einem Algorithmus D berechenbar ist.
Es soll jedoch so gut wie unm

oglich sein, D aus E zu bestimmen.
Einige f

ur unsere Zwecke relevante kryptographische Annahmen sind:
Primfaktorisierung: Darunter verstehen wir das Problem, zu einer gegebenen positi-
ven ganzen Zahl n ihre paarweise verschiedenen Primfaktoren p
1
; p
2
;    ; p
k
aus
P zu nden, wobei n = p
e
1
1
 p
e
2
2
   p
e
k
k
und e
i
 1 gilt. Es existieren seit kurz-
em zwar Algorithmen, die in nahezu Polynomialzeit feststellen k

onnen, ob eine
gegebene Zahl prim ist, allerdings ist die Zerlegung in Faktoren weitaus schwie-
riger. Momentan haben die schnellsten Algorithmen eine gesch

atzte Laufzeit [8],
die sich proportional zu e
(1:9229+o(1)) ln(n)
1
=3
ln(ln(n))
2
=3
verh

alt. Aufgrund des sub-
exponentiellen Komplexit

atswachstums dieser Faktorisierungsverfahren scheinen
Produkte wie n = pq mit mindestens 512 Bit langen und zuf

alligen Primfaktoren
derzeit noch unangreifbar
21
zu sein. Das kann sich jedoch sehr schnell

andern,
da auf dem Gebiet intensiv geforscht wird und in den letzten Jahren bedeuten-
de Fortschritte bekannt wurden. Deshalb empfehlen einige Kryptographen schon
jetzt, nur noch 1024 Bit lange Zahlen f

ur p und q zu verwenden.
Diskreter Logarithmus: Ein anderes schwieriges Problem ist die Berechnung diskreter
Logarithmen in endlichen K

orpern oder Gruppen Z
n
.
22
Wir k

onnen in solchen
Strukturen
23
Exponential- und Logarithmusfunktion denieren, die zueinander
invers sind. W

ahrend modulare Exponentiation einfach geht, wurde von der Um-
kehrung gezeigt, da damit n leicht faktorisierbar ist, d. h. FAKTOR 
P
DLOG.
Die Zahl n darf auch prim sein (Z
n
Primk

orper), mu allerdings immer so gew

ahlt
werden, da die Ordnung von Z

n
hinreichend gro ist und n 1 nicht nur in kleine
Faktoren zerf

allt, da man sonst eÆzient diskrete Logarithmen berechnen kann.
21
d. h. nur mit Kenntnis von n nicht in beide Bestandteile p und q faktorisierbar
22
aktuell h

aug diskutiertes Beispiel: Gruppe der elliptischen Kurven
23
Wichtig ist die Existenz einer multiplikativen Gruppe Z

n
; manche Algorithmen arbeiten dann
sogar in Untergruppen Z

q
, wobei q ein groer Primfaktor von n  1 und n selbst prim ist.
23
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DiÆe-Hellman-Problem (Computational DiÆe-Hellman assumption): Zu einer ge-
gebenen zyklischen Gruppe Z

n
mit Erzeuger  sowie den Elementen 
a
mod n
und 
b
mod n (die Exponenten a und b sind dabei unbekannt) ist es schwierig,
eine Zahl z mit z = 
ab
mod n zu nden, wenn man keine diskreten Logarithmen
in Z

n
berechnen kann, d. h. CDH 
P
DLOG. Interessanterweise wurde auch die
Beziehung FAKTOR 
P
CDH bewiesen, falls n zusammengesetzt ist.
DDH-Problem (Decisional DiÆe-Hellman assumption): Die strengere Annahme be-
sagt, da es selbst bei Kenntnis der Werte n, , 
a
mod n und 
b
mod n i. A.
schwierig ist, die Zahl 
ab
mod n von beliebigen Gruppenelementen 
c
mod n
auseinanderzuhalten, falls a, b und c zuf

allig gew

ahlt sind. Mit anderen Worten:
Es ist hart zu entscheiden, ob die Gleichung c = ab gilt. Oensichtlich kann man
DDH 
P
CDH 
P
DLOG feststellen, jedoch sind andere Zusammenh

ange [12]
noch unklar.

Uberraschenderweise ist das DDH-Problem in einigen endlichen
Gruppen, wo CDH hart zu sein scheint, leicht l

osbar. Dan Boneh [13] gibt ei-
nige Beispiele dazu an, zeigt aber auch, wo DDH vermutlich doch schwer ist.
Insbesondere bleibt das Problem kompliziert, wenn die Gruppenordnung von Z

n
keine kleinen Primfaktoren besitzt.
RSA-Problem (RSA assumption): Von diesem Problem h

angt die Sicherheit des RSA-
Algorithmus ab, welchen wir demn

achst betrachten. Seien n = p  q (dabei sind
p, q verschiedene ungerade { aber unbekannte { Primzahlen), e eine positive
ganze Zahl mit ggT(e; (p   1)(q   1)) = 1 und c 2 Z
n
beliebig gew

ahlt. Man
nimmt an, da es sehr schwierig ist, ein m 2 Z
n
mit m
e
 c (mod n) zu
berechnen. Anders ausgedr

uckt besteht das Problem darin, e-te Wurzeln modulo
n bzw. die Umkehrfunktion f

ur f(m) = m
e
mod n zu bestimmen. Bis heute
scheint das eine schwere Aufgabe zu sein, falls man die Faktorisierung von n
nicht kennt. Mit Hilfe der Primzahlen p und q ist es hingegen sehr einfach, die
Gruppenordnung '(n) = (p   1)(q   1) und damit auch ein inverses Element
d = e
 1
mod '(n) zu berechnen, welches dannm = c
d
mod n liefert. Deshalb gilt
nat

urlich RSA 
P
FAKTOR; die Gegenrichtung (folglich

Aquivalenz) konnte bis
heute allerdings weder gezeigt noch widerlegt werden.
Folgende Tabelle fat noch einmal die wichtigsten Fragestellungen zusammen:
Tabelle 2.2 (kryptographische Annahmen)
Bezeichner Beschreibung gegeben gesucht
FAKTOR Primfaktorisierung n = p  q p, q
DLOG diskreter Logarithmus 
r
mod n, n,  r
CDH=DDH DiÆe-Hellman 
a
mod n, 
b
mod n, n,  
ab
mod n
RSA Rivest-Shamir-Adleman m
e
mod n, e, n m
Nachdem wir notwendige zahlentheoretischen Probleme relativ
'
trocken` beschrie-
ben haben, soll nun ihre Anwendung in der Kryptographie erl

autert werden.
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2.2. Kryptographie mit

oentlichem Schl

ussel
Ein neues Paradigma f

uhrten 1976 die WissenschaftlerW. Diffie undM. Hell-
man mit dem Konzept der sogenannten Public-Key-Cryptography ein. Vorher
bekannte Ans

atze gingen immer von geheimen, beiderseitig genutzten Schl

usseln
aus und wurden deshalb als symmetrische Kryptosysteme bezeichnet. Besondere
Schwierigkeiten bereitete dabei der Austausch dieser geheimen Schl

usselinforma-
tion, weil meist kein sicherer Kommunikationskanal (pers

onliches Treen, Kurier-
dienst, etc.) daf

ur zur Verf

ugung stand. Kryptographie mit

oentlichem Schl

ussel
l

ost diese Probleme teilweise und bietet zugleich neue Einsatzm

oglichkeiten.
Jeder Kommunikationsteilnehmer mit Namen i verf

ugt dabei

uber ein Schl

ussel-
paar (K
i
PUB
,K
i
SEC
), bestehend aus dem

oentlichen St

uck K
i
PUB
und dem privaten
Teil K
i
SEC
. Letzterer darf nur dem Eigent

umer bekannt sein und sollte deshalb
besonderen Schutzmechanismen
24
unterliegen. Hingegen wird K
i
PUB
oen verteilt;
| auf die damit verbundenen Probleme gehen wir gleich ein. M

ochte nun Alice an
Bob eine geheime Nachricht m senden, kodiert sie den Inhalt mit Hilfe von Bobs

oentlichem Schl

ussel und erh

alt c := E(K
Bob
PUB
; m). Lediglich Bob ist in der Lage,
m := D(K
Bob
SEC
; c) wieder herzustellen, und zwar durch Kenntnis seines privaten
Schl

usselteils. Hierbei sind E und D Algorithmen f

ur Ver- bzw. Entschl

usselung,
welche auf dem Prinzip einer Fallt

urfunktion (siehe Denition 2.4) basieren.
Alice
Bob
c := E
 
K
Bob
PUB
; m

m := D
 
K
Bob
SEC
; c

c
Abbildung 1: Prinzip der asymmetrischen Verschl

usselung
Man kann die Situation mit der am Briefkasten vor der Haust

ur vergleichen: Je-
der Passant ist in der Lage, Sendungen einzuwerfen (entspricht der Verschl

usse-
lung), aber nur der Eigent

umer kann den Beh

alter

onen (entspricht dem Ent-
schl

usseln), um Nachrichten daraus zu lesen. Bei solchen asymmetrischen Krypto-
systemen kann ein b

osartiger Teilnehmer also beliebige Nachrichten verschl

usseln
und so an zus

atzliche Informationen gelangen. Die verwendeten Verfahren m

ussen
deshalb gegen einen
'
Angri mit gew

ahltem Klartext` (Chosen-Plaintext-Attack)
resistent sein. Eine L

osung dieser Problematik bieten hybride Kryptosysteme,
die haupts

achlich wegen ihrer Geschwindigkeitsvorteile eingesetzt werden. Da-
bei wird nur ein zuf

allig gew

ahlter Sitzungsschl

ussel K
RND
mit der aufwendigen
24
z. B. Speicherung auf einer Chipkarte oder einem verschl

usselten Datentr

ager
25
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Public-Key-Kryptographie kodiert. Die eigentliche Nachricht m wird dann ledig-
lich mit dem symmetrischen Verfahren S (z. B. Advanced Encryption Standard)
verschl

usselt. Abbildung 2 zeigt diesen Vorgang schematisch.
Alice
Bob
c^ := E
 
K
Bob
PUB
; K
RND

K
RND
:= D
 
K
Bob
SEC
; c^

c := S (K
RND
; m) m := S (K
RND
; c)
c^; c
Abbildung 2: Prinzip der hybriden Verschl

usselung
Mit dieser Technik wird die sonst ben

otigte geheime Schl

usselverteilung symmet-
rischer Verfahren elegant umgangen. Leider gibt es jetzt eine andere Schwierig-
keit: Da jeder nach belieben Schl

usselpaare generieren und verbreiten kann, ist
unklar, ob der Schl

ussel wirklich der Person geh

ort, mit welcher wir eigentlich
kommunizieren m

ochten. Durch sogenannte
'
Man-in-the-middle`-Angrie k

onnte
der b

oswillige Teilnehmer Mallory die gesamte Korrespondenz problemlos mitle-
sen. Alice und Bob w

urden diese Observation nicht einmal bemerken.
Alice Bob
Mallory aka ???
c^ := E

K
???
PUB
;K
RND

K
RND
:= D

K
Bob
SEC
; ~c

c := S (K
RND
;m) m := S (K
RND
; c)
K
RND
:= D

K
???
SEC
; c^

~c := E

K
Bob
PUB
;K
RND

m := S (K
RND
; c)
c^; c ~c; c
Abbildung 3:
'
Man-in-the-middle`-Angri
Oensichtlich ist die Authentizit

at des Schl

usselpaars wichtig. Um diese Eigen-
schaft sicherzustellen, wurden einige

ubergreifende Zertizierungsmodelle ent-
wickelt, die allgemein unter dem englischen Stichwort Public-Key-Infrastructure
zusammengefat werden. Wir wollen nun deren Vor- und Nachteile diskutieren.
Schl

usselinfrastruktur (PKI): Nat

urlich k

onnte auch weiterhin der

oentli-
che Schl

ussel durch einem sicheren Kanal (z. B. pers

onliche

Ubergabe, . . . ) aus-
getauscht werden, um dessen Authentizit

at (Zugeh

origkeit zu einem Subjekt) zu
garantieren. Diese Vorgehensweise ist aber in der Praxis ungeeignet, gerade wenn
man mit Personen kommunizieren m

ochte, die weit entfernt leben oder einem un-
bekannt sind. Zur L

osung dieses Dilemmas wurden sogenannte Zertikate, also
26
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gewisse vertrauensvolle Best

atigungen (beispielsweise der Eigent

umerschaft des
Schl

ussels), eingef

uhrt, die in zwei verschiedenen Ans

atzen zum Einsatz kommen:
Hierarchisches Zertizierungsmodell: Diese Form ist

uberall dort anwendbar, wo ei-
ne hierarchische Grundstruktur vorliegt. Dies w

are bei Institutionen des Staa-
tes oder bei gr

oeren Unternehmen bzw. Organisationen der Fall, die

uber eine
baumartige innere Gliederung verf

ugen. Abbildung 4 zeigt einen m

oglichen Auf-
bau, wo die CA
i
sogenannte Certication Authoritys und RA
i
Registration Au-
thoritys darstellen. Die Zertizierungsstellen

uberpr

ufen Schl

ussel und Identit

at
eines Teilnehmers. Wenn bestimmte Bedingungen (Certication Policy) erf

ullt
sind, best

atigen sie die Authentizit

at durch ein Zertikat. Daf

ur zugrundegeleg-
te Regeln (beispielsweise Ausweiskontrolle) sollten f

ur alle CA
i
;RA
i
gelten, um
einen einheitlichen Standard innerhalb der Baumstruktur aufrechtzuerhalten.
Wurzel CA
CA
1
CA
2
CA
3
RA
1
RA
2
Alice Bob
Carol
Dave Ellen Frank
Abbildung 4: hierarchische Zertizierungsstruktur
Die RA
i
sind nur Hilfsinstanzen und stellen selbst keine Zertikate aus. Damit
wird der Kontrollaufwand f

ur

ubergeordnete CA
i
verteilt. Eine wichtige Rolle
spielt die Wurzel CA, denn ihre Best

atigung authentiziert die Instanzen CA
1
,
CA
2
und damit den gesamten Baum. Ihr

oentlicher Schl

ussel mu allen Teil-
nehmern zug

anglich sein, z. B. Publizierung im Bundesanzeiger. Daf

ur d

urfen
nur
'
schreibgesch

utzte` Medien verwendet werden, die nicht von auen ver

ander-
bar sind. Die CA
1
best

atigt wiederum durch Zertikate die Authentizit

at der
27
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Schl

ussel von Alice, Bob und der CA
3
. Um die G

ultigkeit von Bobs Schl

ussel zu

uberpr

ufen, mu Alice nur dessen CA
1
-Zertikat kontrollieren. M

ochte sie hin-
gegen mit Frank kommunizieren, veriziert sie zuerst das Wurzelzertikat von
CA
2
und kann dann bedenkenlos Franks g

ultiges CA
2
-Zertikat akzeptieren. Ein
Beispiel f

ur Gestaltung hierarchischer Zertikate ist der Standard X.509.
"
Web of Trust\: Da eine hierarchische Struktur nicht immer vorhanden ist, wurde in
PGP/GnuPG das Modell eines Netz des Vertrauens eingef

uhrt. Die Grundannahme
hierbei ist, da man anderen Benutzern die Best

atigung von Schl

usseln zutraut,
da diese sich durch pers

onlichen Kontakt oder Identizierung von der Richtigkeit

uberzeugt haben k

onnten. Man kann sein Vetrauen solchen Personen gegen

uber
durch einen Parameter quantizieren (volles, marginales oder kein Vertrauen),
so da f

ur die G

ultigkeit von Schl

usseln ggf. mehrere Best

atigungen erforderlich
sind. Der Abbildung 5 k

onnen wir folgende Informationen entnehmen:
Alice
Bob
Carol Dave
Ellen Frank
GerdHeinz
Ivan
Abbildung 5: Aufbau eines Netz des Vertrauens
Alice kennt Carol, Dave, Ellen und Frank pers

onlich und h

alt deshalb deren
Schl

ussel f

ur authentisch. Weiterhin hat sie zu Carol volles, zu Dave bzw. Ellen
marginales und zu Frank kein Vertrauen, was die Best

atigung von Schl

usseln
Dritter angeht. Heinz ist authentisch, weil er ein Zertikat von Carol besitzt und
Alice volles Vertrauen in deren Identizierungsf

ahigkeiten setzt. Da sie Heinz aber
nicht kennt, traut sie ihm auch nicht zu, andere Benutzer zu best

atigen. Dave
und Ellen haben jeweils Bobs Schl

ussel zertiziert, welcher deshalb f

ur Alice
genauso authentisch ist. In beide hat Alice jedoch nur marginales Vertrauen, so
da genau eine Best

atigung nicht ausreichen w

urde. Dies ist bei Gerd der Fall.
Ivan ist niemandem bekannt, weshalb sein Schl

ussel ebenfalls ung

ultig ist.
Da in beiden Modellen Best

atigungen statt direktem Schl

usselaustausch Verwen-
dung nden, liegt keine unbedingte Authentizit

at mehr vor. Vielmehr wird deren
Sicherheit vom Bergi des Vertrauens dominiert. Zertikate bieten also nur eine
gewisse Evidenz, da der best

atigte Schl

ussel auch wirklich authentisch ist.
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2.2. Kryptographie mit

oentlichem Schl

ussel
RSA-Kryptosystem: Ein Algorithmus, der sich sowohl zur Verschl

usselung
als auch f

ur digitale Unterschriften (siehe n

achster Abschnitt) eignet, wurde 1978
von R. Rivest, A. Shamir und L. Adleman [14] vorgestellt. Das mit den An-
fangsbuchstaben seiner Autoren bezeichnete Verfahren ist aufgrund des einfachen
Aufbaus sehr bekannt und weit verbreitet. Die Sicherheit basiert auf dem schon
beschriebenen RSA-Problem (siehe Seite 24). Wir wollen wesentliche Teile des
Systems hier nun kurz skizzieren:
Schl

usselerzeugung: Um das Schl

usselpaar (K
PUB
, K
SEC
) zu generieren, w

ahlt man
zuf

allig zwei groe Primzahlen p, q und bildet deren Produkt n := p q. Weiterhin sucht
man eine Zahl e 2 Z
n
, die relativ prim (teilerfremd) zu (p   1)(q   1) ist. Das Tupel
(n; e) =: K
PUB
ist der

oentliche Schl

usselteil. Meist wird e als kleine Primzahl gew

ahlt,
damit die Verschl

usselung schneller funktioniert. Ein zu kleiner Wert bietet aber subtile
Angrism

oglichkeiten, weshalb g

angige Implementierungen mindestens e  41 w

ahlen.
Die Zahl e darf f

ur mehrere Benutzer einer Gruppe gleich sein, w

ahrend n zwingend
verschiedene Werte haben mu. Der geheime Schl

ussel besteht aus d =: K
SEC
, wobei
d := e
 1
mod (p  1)(q   1). Der erweiterte Euklidsche Algorithmus liefert uns diesen
modularen Kehrwert in polynomialer Zeit. Unsere Primzahlen p, q m

ussen f

ur Fremde
unbekannt bleiben und sollten darum vernichtet werden.
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Ver- und Entschl

usselung: Zur Verschl

usselung wird eine Nachricht in Bl

ocke m
i
2 Z
n
zerlegt. Die eigentliche Transformation wird dann mittels c
i
:= m
e
i
mod n durchgef

uhrt.
Der rechtm

aige Empf

anger kann Nachrichtenteile jeweils mit m
i
:= c
d
i
mod n dekodie-
ren und zur Gesamtnachricht m zusammensetzen. Bei der Funktion f(x) = x
e
mod n
handelt es sich also um eine Fallt

urfunktion, deren Umkehrung f
 1
(x) = x
d
mod n
anscheinend nur mit Kenntnis von d bzw. der Faktorisierung von n berechnet werden
kann. Allerdings wurde bereits angedeutet, da die

Aquivalenz (FAKTOR 
?
P
RSA)
zwischen Faktorisierung und RSA-Problem noch nicht bewiesen ist. Nach jahrelanger
Kryptoanalyse liegt diese Vermutung allerdings sehr nahe.
Korrektheit: Wir wollen nun zeigen, da RSA

uberhaupt funktioniert, d. h. 8x 2 Z
n
:
f
 1
(f(x)) = x gilt. Dazu m

ussen wir die Kongruenz x
ed
 x (mod n) beweisen:
Aus der Konstruktion von d ist bekannt, da ed = 1 + k(p   1)(q   1) f

ur ein k 2 Z
gelten mu. Wir hatten ja d := e
 1
mod (p   1)(q   1) gew

ahlt, wobei dieses Inverse
nun gerade ed  1 (mod (p   1)(q   1)) erf

ullt. Folglich k

onnen wir ed ersetzen und
m

ussen nur noch die Beziehung x
1+k(p 1)(q 1)
 x (mod n) zeigen.
Da sowohl p als auch q verschiedene Primzahlen sind, gilt jeweils die Euler-Fermat-
Identit

at x
p 1
 1 (mod p) bzw. x
q 1
 1 (mod q). Wir exponentieren beide zuerst
mit k(q   1) bzw. k(p  1)
x
(p 1)
k(q 1)
 x
k(p 1)(q 1)
 1 (mod p)
x
(q 1)
k(p 1)
 x
k(p 1)(q 1)
 1 (mod q)
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Einige Optimierungen f

ur die Entschl

usselung ben

otigen jedoch zumindest einen Faktor. Si-
chere Speicherung und Zugrisschutz von p und d sind deshalb immer angeraten.
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und multiplizieren dann mit x:
x
1+k(p 1)(q 1)
 x (mod p)
x
1+k(p 1)(q 1)
 x (mod q)
Mit Hilfe des Chinesischen Restsatzes (CRT) und n = p  q k

onnen wir schlieen:
x
1+k(p 1)(q 1)
 x (mod n)
2
Durch die Kommutativit

at der beteiligten Operationen wird deutlich, da obiger Beweis
auch zur Umkehrung f(f
 1
(x)) = x gelten mu. Diese Eigenschaft ist Grundlage f

ur
digitale RSA-Signaturen, welche wir im n

achsten Unterabschnitt besprechen werden.
2.3. Techniken f

ur Authentizit

at
Subjekte k

onnen ihre Identit

at/Berechtigung durch Authentisierung Systemen
oder anderen Subjekten beweisen. Solche kryptographische Verfahren werden all-
gemein als Identizierungsprotokolle bezeichnet.
Authentizit

at von Nachrichten (Objekten) umfat aber zwei wesentliche Punkte:
1. Authentischer Absender: Der Urheber der Meldung kann zweifelsfrei festge-
stellt oder zumindest einem festen Pseudonym zugeordnet werden. Dieser
Herkunftsnachweis sollte quasi
'
unf

alschbar` sein.
2. Integrit

at des Inhalts: Die Nachricht ist vor unbefugter bzw. ungewollter
Ver

anderung gesch

utzt. Da diese Forderung f

ur viele Verteilnetze zu streng
ist, sollte wenigstens sichergestellt sein, da der Empf

anger eine solche

Anderung auch bemerkt. Er h

atte somit die Chance, manipulierte Daten
erneut anzufordern oder die Kommunikation fehlerbedingt abzubrechen.
Hashfunktionen: Um Integrit

at bin

arer Daten festzustellen, existieren heut-
zutage eine Vielzahl von Verfahren aus dem Bereich der Kodierungstheorie, z. B.
CRC. Einige von ihnen sind sogar in der Lage, geringe Ver

anderungen zu er-
kennen und autonom zu korrigieren. F

ur kryptographische Belange sind solche
Algorithmen aber h

aug ungeeignet, weil sie folgende Eigenschaft nicht besitzen:
Denition 2.5 (Einwegfunktion)
Eine Funktion f : A! B heit Einwegfunktion, wenn b = f(a) f

ur jedes a 2 A
leicht zu berechnen ist, aber es f

ur die meisten b 2 B
'
praktisch unm

oglich` ist,
ein a mit a = f
 1
(b) zu nden.
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Die bereits in Denition 2.4 auf Seite 23 angegebene Fallt

urfunktion hat diesen
Charakter, ist aber insofern ein Spezialfall, weil ihre Umkehrung mit zus

atzlicher
Information leicht berechnet werden kann.
Beide Denitionen wollen wir hier noch mit einigen Erkl

arungen versehen:
Bemerkung 2.1 (zu Def. 2.4 und Def. 2.5)
 Es ist klar, da solche Funktionen nur dann n

utzlich sind, falls f durch
einen Polynomialzeitalgorithmus berechnet werden kann. Andererseits darf
f

ur die Umkehrung f
 1
ein solcher gerade nicht existieren oder mu zumin-
dest unbekannt sein. Die Forderung nach NP-vollst

andigen oder schwieri-
geren Problemen ist i. A. nicht mit der EÆzienz von f zu vereinbaren.
 Zus

atzlich sollten Eingabeargument a, Funktionswert b und Fallt

urinforma-
tion

ahnliche Gr

oenverh

altnisse aufweisen, damit unpraktikable Verfahren
mit

auerst langen Parametern (respektive Schl

usseln) von vornherein aus-
geschlossen sind.
Kryptographische Hashfunktionen sollten gerade die Einwegeigenschaft 2.5 ha-
ben. Zus

atzlich fordert man jedoch, da es auch schwierig ist, konkrete Kollisio-
nen, d. h. zu gegebenen a und f(a) einen Wert a^ mit f(a) = f(a^), a 6= a^, zu
nden. In bestimmten Bereichen wird sogar vollst

andige Kollisionsfreiheit (In-
jektivit

at der Abbildung) verlangt, welche allerdings der praktischen Bedingung
widerspricht, beliebig lange Eingaben a in Funktionswerte b = f(a) mit xierter
L

ange jbj zu transformieren. Mathematisch stellt man sich also eher eine Abbil-
dung des Typs f : f0; 1g

! f0; 1g
jbj
vor. Einige Algorithmen sind speziell daf

ur
konzipiert und bieten gleichzeitig eine gewisse Resistenz gegen gezielte Kolli-
sionssuche. Auerdem wurden sie jahrelang von verschiedenen Wissenschaftlern
kryptoanalysiert und gelten deshalb als ziemlich sicher [19]:
MD5: Die Hashfunktionen der MD-Familie wurden von Wissenschaftlern der Firma
RSA Data Security Inc. entwurfen. MD5 ist eine direkte Verbesserung seines
Vorg

angers MD4 (Autor: R. Rivest) und liefert einen Hashwert der L

ange
128 Bit. Es existieren zwar einige akademische Angrie, dennoch scheint MD5
zumindest momentan noch sicher zu sein.
SHA1: Das K

urzel steht f

ur den weltweit h

aug genutzten Secure Hash Algorithm,
welcher 1992 von der U. S. Standardisierungsbeh

orde vorgestellt und danach von
der NSA noch leicht verbessert wurde. Neben seiner
'
staatlichen Empfehlung`
zeichnet ihn noch der 160 Bit lange Funktionswert aus, der eine bessere Resistenz
gegen Kollisionen verspricht.
RIPE-MD160: Dieser Algorithmus ist eine europ

aische Entwicklung der bekannten
Autoren H. Dobbertin, A. Bosselaers, B. Preneel [20] und wurde mit
dem Designziel eingef

uhrt, besonders widerstandf

ahig gegen bekannte Angrie
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der Kryptoanalyse zu sein. Trotz der damit verbundenen Sorgfalt ist das Verfah-
ren sehr eÆzient und wird deshalb in meiner GnuDCN-Implementierung auch als
Standardalgorithmus verwendet. Die L

ange der Hashausgabe betr

agt auch hier
160 Bit, was f

ur aktuelle Sicherheitsanforderungen ausreichend ist.
Die Problematik einer unzureichend gew

ahlten Ausgabel

ange zeigt das sogenann-
te Geburtstagsparadoxon.
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Demnach sind f

ur eine Kollision nur ca. 2
jbj
=2
zuf

allige
Eingaben zu untersuchen, wobei jbj die L

ange des Hashwertes in Bit angibt.
Einweghashfunktionen k

onnten auch aus symmetrischen Blockchiren oder kom-
plizierten zahlentheoretischen Problemen gewonnen werden, in der Praxis sind
aber aus Gr

unden der Performance h

aug nur obige Verfahren im Einsatz.
Digitale Signatur: Unterschriften haben f

unf ideale Eigenschaften [8], die sie
f

ur den allgemeinen Gebrauch so n

utzlich machen:
1. Unterschriften sind authentisch und k

onnen deshalb andere davon

uberzeu-
gen, da der Unterzeichner ein Dokument willentlich unterschrieben hat.
2. Unterschriften sind f

alschungssicher und beweisen deshalb, da nur der Un-
terzeichner und kein Dritter das Dokument unterschrieben hat.
3. Unterschriften sind nicht wiederverwendbar und k

onnen nicht in andere
Dokumente

ubertragen werden.
4. Unterschriften machen das unterzeichnete Dokument unver

anderbar.
5. Unterschriften k

onnen nicht zur

uckgenommen werden.
B. Schneier stellt nat

urlich fest, da keine dieser Eigenschaften in der Realit

at
uneingeschr

ankt zutrit, weil es vielerlei Manipulationsm

oglichkeiten gibt. Un-
terschriften k

onnten kopiert,

uberdeckt oder ver

andert werden. Sie garantieren
auch nicht die Integrit

at des Dokuments, da es relativ einfach ist, nachtr

aglich
noch Text einzuf

ugen. Solche F

alschungsversuche sind aber f

ur Betr

uger mit ei-
nem hohen Risiko behaftet, da sie von Experten nachgewiesen werden k

onnen
und somit vor Gericht kaum Bestand h

atten.
Digitale Dokumente sind im Gegensatz dazu leider leicht und spurlos ver

ander-
bar. Auerdem k

onnen Computerdaten mit nur marginalen Kosten beliebig ver-
vielf

altigt werden. Um elektronische Unterschriften zu verwirklichen, brauchen
wir also Sicherungsmechanismen, die uns in Form der besprochenen asymmetri-
schen Kryptosysteme bereits begegnet sind. Zus

atzlich verwenden wir eine Hash-
funktion h aus dem vorangegangenen Unterabschnitt, z. B. RIPE-MD160.
26
Dieses Ph

anomen aus der Stochastik besagt, da die Wahrscheinlichkeit schon knapp

uber
50 % ist, aus einer Gruppe von 23 Personen zwei Leute zu nden, die am selben Tag ihren
Geburtstag (365 M

oglichkeiten) haben.
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Abbildung 6 zeigt die Kommunikations- und Rechenschritte, welche zur Erzeu-
gung und Verizierung einer digitalen Signatur notwendig sind. Alice wendet
zuerst die kryptograpische Hashfunktion h auf ihre Nachricht m an, wobei sie
einen R

uckgabewert w von fester L

ange erh

alt. Zum Fortfahren mu sicherge-
stellt sein, da w in der Argumentenmenge ihrer asymmetrischen Algorithmen
E;D liegt. Dann wendet Alice D auf w an, was aufgrund des bekannten privaten
Schl

ussels K
Alice
SEC
auch problemlos m

oglich ist. Sie erh

alt die Signatur s, welche
in Verbindung mit der Nachricht m zu Bob geschickt wird. Bob m

ochte sicher
sein, da niemand Alices Dokument w

ahrend der

Ubertragung ver

andert hat und
veriziert deshalb die Signatur. Er berechnet zuerst selbst w := h(m) und dann
die Umkehrung von s. Da er

uber den

oentlichen Schl

ussel K
Alice
PUB
verf

ugt und
ihn f

ur authentisch h

alt, mu bei korrekter

Ubertragung w = v gelten.
Alice
Bob
w := h(m)
w := h(m)
s := D
 
K
Alice
SEC
; w

v := E
 
K
Alice
PUB
; s

w
?
= v
m; s
Abbildung 6: Prinzip der digitalen Unterschrift
Sollte Mallory sich am Dokument zu schaen gemacht haben,

andert sich wegen
der Kollisionsresistenz mit hoher Wahrscheinlichkeit auch der Hashwert h(m). Da
er aber Alices privaten Schl

ussel nicht kennt, kann er auch keine neue Signatur s
berechnen. Sein Betrug wird von Bob entdeckt.
Voraussetzung ist auch hier wieder die authentische Schl

usselverteilung, die mit
Zertizierungsstrukturen (siehe Seite 26) erreicht werden kann. Wir k

onnen nun
aber beschreiben, von welcher Gestalt die darin vorkommenden Zertikate sind.
Zertikate sind digital signierte Informationen, die eine Zuordnung von Schl

usseln
zu Subjekten erm

oglichen. Sie stellen eine wichtige Anwendung, zugleich aber
auch das
'
R

uckgrat` der elektronischen Unterschrift dar. Welche konkreten Da-
ten ein Zertikat enth

alt, h

angt vom zugrundegelegten Zertizierungsstandard
ab und kann teilweise stark dierieren. Best

atigungen nach dem oenen Stan-
dard OpenPGP (RFC2440) sollten beispielsweise den Schl

ussel, zugeh

orende Sub-
jektmerkmale (Name und E-Mail-Adresse des Schl

usselinhabers), das Datum,
eine G

ultigkeitsdauer und die Schl

ussel-ID des Zertikatausstellers beinhalten.
Mit letzerer k

onnen Relationen innerhalb einer hierarchischen oder netzartigen
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Zertizierungsstruktur hergestellt werden, um eine Entscheidung hinsichtlich der
Authentizit

at des Schl

ussels zu f

allen.
RSA-Signaturen: Wir hatten bereits gezeigt, da beim RSA Algorithmus so-
wohl f
 1
(f(x)) = x als auch f(f
 1
(x)) = x f

ur beliebige Zahlen x 2 Z
n
gilt.
Der Schl

usseleigner kann also leicht eine Signatur s := w
d
mod n mit w := h(m)
konstruieren, falls h in eine Teilmenge von Z
n
abbildet. Der Verizierer kann
andererseits v := s
e
mod n (also eigentlich w
de
mod n) allein mit Hilfe des

oent-
lichen Schl

ussels berechnen und v mit h(m) vergleichen. Stimmen beide Werte

uberein, ist die Signatur g

ultig und unsere Nachricht m authentisch.
Das Verfahren ist sehr eÆzient, da jeweils nur eine modulare Exponentation
und die Hashwertberechnung ausgef

uhrt werden mu. Mit Hilfe des Chinesischen
Restsatzes sind zudem weitere Beschleunigungen m

oglich.
Ein Angreifer k

onnte versuchen, den Wert s seinen Manipulationen von m an-
zupassen. Ist h eine hinreichend kollisionsresistente Hashfunktion, wird dieses
Vorgehen jedoch vereitelt. Die Sicherheit digitaler RSA-Signaturen h

angt also
jetzt nicht mehr nur vom RSA-Problem, sondern auch von den Eigenschaften
der verwendeten Einweghashfunktion h ab. Wir wollen im folgenden davon aus-
gehen, da sich h diesbez

uglich ideal verh

alt. Diese Annahme heit allgemein
Random-Orakel-Modell, welches uns sp

ater noch genauer besch

aftigen wird.
2.4. Anonymit

at durch Kryptographie
Grundlage aller modernen Verfahren zur Wahrung der Anonymit

at sind die weg-
weisenden Arbeiten von David Chaum [21, 22, 23]. W

ahrend eine begrenzte
Empf

angerunbeobachtbarkeit
27
releativ leicht durch Streuverteilung (Broadcast)
und ggf. Verschl

usselung zu erreichen ist
28
, muten f

ur die Senderunbeobacht-
barkeit erst kompliziertere Konzepte entwickelt werden. Wir wollen jetzt zwei
L

osungen betrachten, die einen sehr generischen Charakter haben und deshalb
die Basis aller bekannten Anonymit

atsmethoden darstellen.
27
folglich auch Empf

angeranonymit

at (siehe Implikationen von Tabelle 1.1 auf Seite 14)
28
Dieses Vorgehen ist mit der Publikation in

oentlich zug

anglichen Medien vergleichbar, wobei
aber der Inhalt einer Nachricht f

ur alle Teilnehmer auer Absender und Empf

anger geheim
bleiben mu. Relevante Informationen k

onnen durch individuelle Verschl

usselung (z. B. mit
Public-Key-Kryptographie) gesch

utzt werden, so da nur rechtm

aige Kommunikations-
partner darauf Zugri haben. Leider verursachen die notwendigen Entschl

usselungstests
der restlichen Teilnehmer einen Berechnungsaufwand proportional zu O(n), da der konkrete
Empf

anger nicht mehr im Kopf der Nachricht angegeben werden darf.
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2.4.1. MIX-Netze
Ein solches Netz besteht aus einer Reihe autonomer MIX-Knoten, deren

oentli-
che Schl

ussel K
MIX
i
PUB
jedem Kommunikationsteilnehmer bekannt sind.
Die verteilten Knotenrechner agieren im Anforderungsfall: Sie entschl

usseln emp-
fangene Nachrichten, entfernen kritische Metainformationen (Name, Adresse, IP-
Nummer, etc.), anhand derer eine Identizierung des Absenders m

oglich w

are,
und speichern den Inhalt nebst Empf

angeradresse in einer Datenbank zwischen.
Ist eine ausreichende Anzahl Sendungen verschiedener Absender eingetroen,
werden alle bisher gespeicherten Meldungen umsortiert und schlielich an ihre
Empf

anger (meist andere MIX-Knoten) weitergeleitet. Durch diese Umordnung
29
und Verschl

usselung k

onnen eingehende Mitteilungen nicht mehr mit ausgehen-
den in Verbindung gesetzt werden. Die Verarbeitung erfolgt somit
'
schubartig`,
wobei ein Schub aus allen innerhalb einer bestimmten Zeitspanne eingetroenen
Nachrichten besteht. Folgende Abbildung zeigt die einzelnen Schritte graphisch:
Entschlüsselung Zwischenspeicherung
Datenbank
Umordnung Weiterleitung
Abbildung 7: Verarbeitungsschritte eines MIX-Knotens
Zur Wahrung der Anonymit

at ist es wichtig, da beteiligte Knotenbetreiber
die Metainformationen wirklich entfernen und keinerlei Logbuch

uber Ein- und
Ausgang von Mitteilungen f

uhren. Bei professionellen Diensten wie dem JAP
Anonymity & Privacy Proxy [24] der TU Dresden gibt es deshalb einige Re-
geln sowie eine Selbstverpichtungserkl

arung [25], um die Vertrauensw

urdigkeit
sicherzustellen. Trotzdem sollte man sensible Daten nie

uber nur einen MIX leiten.
St

arker wird das System, wenn die Nachrichten eine Kaskade von MIX-Knoten
durchlaufen, deren Betreiber unterschiedliche Institutionen
30
mit divergierenden
Interessen sind. Ein Austausch identit

atsenttarnender Merkmale kann so zumin-
dest erschwert werden. Auch die
'
physischen Knotenstandorte` im zugrundelie-
genden Verteilnetz sollten unterschiedlich sein. Zwar verhindert Verschl

usselung
die Zuordnungsf

ahigkeit, allerdings kann eine komplette Netzverkehrsanalyse An-
greifern wesentlich subtilere M

oglichkeiten bieten. Eine Kaskade hat also, solange
das Datenaufkommen ausreicht und wenigstens ein MIX nicht korrupt ist, an-
onymit

atsf

ordernde Wirkung. Der Weg, den eine Nachricht durch ein MIX-Netz
nimmt, wird als Indirektionspfad bezeichnet, da das Basisprinzip dieser Technik
29
Daher stammt auch der Name MIX, welcher im Sinne von
'
mixen` zu verstehen ist.
30
z. B. Hochschulen, Datenschutzbeauftragte, B

urgernetzvereine, kirchliche Organisationen, . . .
35
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die Indirektion
31
ist. Der Sender legt diesen Pfad durch eine kaskadierte Ver-
schl

usselung fest. Wir wollen dieses Vorgehen an einem Beispiel deutlich machen.
Alice m

ochte Bob unerkannt eine Mitteilung zusenden. Zuerst legt sie den Indi-
rektionspfad f

ur das MIX-Netz (siehe Abbildung 8) fest, welcher hier
Alice ,! MIX
2
,! MIX
4
,! MIX
5
,! MIX
7
,! Bob
Alice
Bob
Carol
Dave
Ellen
Frank
MIX
1
MIX
2
MIX
3
MIX
4
MIX
5
MIX
6
MIX
7
Abbildung 8: Indirektionspfad durch eine MIX-Kaskade
sei. Sie verschl

usselt dann ihre Nachricht m und die jeweilige Empf

angeradresse,
31
Senden auf indirektem Wege, d. h.

uber weiterleitende Stellvertreter oder Verteilzentren.
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wobei sie den Pfad r

uckw

arts travesiert:
: : : E

K
MIX
7
PUB
; [Bob;m]

: : : E

K
MIX
5
PUB
;
h
MIX
7
; E

K
MIX
7
PUB
; [Bob;m]
i
: : : E

K
MIX
4
PUB
;
h
MIX
5
; E

K
MIX
5
PUB
;
h
MIX
7
; E

K
MIX
7
PUB
; [Bob;m]
ii
E

K
MIX
2
PUB
;
h
MIX
4
; E

K
MIX
4
PUB
;
h
MIX
5
; E

K
MIX
5
PUB
;
h
MIX
7
; E

K
MIX
7
PUB
; [Bob;m]
iii
Nach der Kodierung sendet Alice das Ergebnis an den zuerst gew

ahlten Knoten
MIX
2
, welcher den Anfang der Kaskade dekodieren kann. Er entfernt alle Absen-
derinformationen und speichert die Nachricht zwischen. Sind gen

ugend andere
Mitteilungen eingegangen, wird er Alices Sendung an den Empf

anger MIX
4
wei-
terleiten. Dieser kann nur noch feststellen, da die Nachricht oensichtlich von
MIX
2
kommt und f

ur MIX
5
adressiert ist. Erst der letzte Knoten MIX
7
erf

ahrt
den wirklichen Empf

anger, wobei kaum mehr nachvollziehbar ist, woher die Mit-
teilung ursp

unglich stammt. Bob kann zwar erkennen, da MIX
7
die Nachricht
zugestellt hat, der wahre Absender bleibt ihm und Auenstehenden jedoch verbor-
gen, da gleichzeitig auch noch Carol und Ellen senden. Wenn Alice ihre Identit

at
im Inhalt preisgibt, mu sie das letzte St

uck
"
MIX
7
,! Bob\ durch Kodierung
mit Bobs

oentlichem Schl

ussel absichern. Auf jeden Fall m

ussen alle Nachrich-
ten eine uniforme L

ange besitzen, da sonst einfach Zuordungen aufgrund von
L

angendierenzen getroen werden k

onnten.
Weitere Angrisszenarien sind denkbar: So sollten die Teilnehmer des Mix-Netzes
auch dann Daten senden, wenn sie eigentlich keine Nachrichten

ubermitteln wol-
len. Diese falschen Mitteilungen werden als Dummy-TraÆc bezeichnet und die-
nen der Verschleierung von Kommunikationsbeziehungen, falls der Angreifer den
kompletten Nachrichtenverkehr im Verteilnetz

uberwachen kann.
Ein besonders
'
hinterh

altiger` Enttarnungsversuch sind die sogenannten Replay-
Attacken. Dabei zeichnet der Beobachter eine gesendete Nachricht auf und spielt
sie sp

ater nochmal ein, so da dem MIX-Knoten eine bereits versendete Nach-
richt zur erneuten Bearbeitung vorgelegt wird. Dabei entsteht eine zur urspr

ung-
lichen Sendung identische Mitteilung, die eine Verfolgung innerhab des Netzes
erm

oglicht. Um dieses Vorgehen zu verhindern, mu jeder Knoten einen
'
Finger-
abdruck`
32
bereits gesendeter Nachrichten in seiner Datenbank ablegen. Damit
pr

uft er jede eingehende Mitteilung auf Duplikateigenschaft und ignoriert sie gege-
benfalls. Nach einer gewissen Zeitspanne werden

altere Eintr

age wieder entfernt,
um ein endloses Anwachsen der Datenbank zu vermeiden.
32
Funktionswert einer kryptographischen Hashfunktion

uber der Nachricht
37
2. Kryptographische Grundlagen
Auerdem sind n   1-Angrie bei geringen Nachrichtenaufkommen durchf

uhr-
bar, wobei n die Schubgr

oe
33
darstellt. Ein Beobachter, der mit n   1 Absen-
dern zusammenarbeitet oder selbst diese Anzahl von Nachrichten erzeugt, kann
den einzigen verbliebenen Sender ohne groe Schwierigkeiten ermitteln. Aller-
dings mu er dazu den gesamten Netzwerkverkehr zwischen

Uberwachungs- bzw.
Empf

angersubjekt und dem MIX-Netz kontrollieren.
Die Arbeit
"
Anonymity and Unobservability in the Internet\ bietet einen guten

Uberblick und Vergleich aktueller MIX-Netz-Systeme. [27, 28]
Obige Beispiele zeigen deutlich, da MIX-Netze starken Angreifern (z. B. Regie-
rungen oder Geheimdiensten) lediglich begrenzt widerstehen k

onnen. Zumindest
kann ihre Sicherheit diesbez

uglich nur vage eingesch

atzt, geschweige denn formal
bewiesen werden. Deshalb wollen wir jetzt einen weiteren Vorschlag diskutieren.
2.4.2. DC-Netze
Hauptidee dieses Verfahrens [23] ist
'

uberlagertes Senden` (Superposed Sending),
mit dem Unbeobachtbarkeit erreicht werden kann. Klassisch wird die Aufgaben-
stellung oft als Problem der abendessenden Kryptographen (Dining Cryptogra-
phers Problem) beschrieben:
Unsere Kryptographen Alice, Bob, Carol, Dave, Ellen und Frank sitzen in einem belieb-
ten Drei-Sterne-Restaurant. Der Ober informiert sie, da mit dem Lokalbesitzer eine
anonyme Bezahlung vereinbart wurde. Die k

onnte einer der sechs Kryptographen oder
eine dritte Partei (beispielsweise die National Security Agency) veranlat haben. Alle
Kryptographen w

urden nat

urlich akzeptieren, falls einer unter ihnen die Rechnung an-
onym begleichen m

ochte, bei der NSA haben sie jedoch Bedenken wegen ihrer heiklen
Tischgespr

ache. Folgendes Protokoll l

ost ihr Entscheidungsproblem:
Jeder der Kryptographen wirft verdeckt hinter seiner Speisekarte eine ideale M

unze
genau so, da lediglich sein rechter Nachbar das Ergebnis sieht. Er kennt nun die Seite
der eigenen sowie der links von ihm gewurfenen M

unze und kann laut sagen, ob beide
die gleiche Seite zeigen oder ob das Gegenteil der Fall ist. Wenn er jedoch die anonyme
Zahlung vereinbart hat, l

ugt er hier und behauptet genau die Umkehrung. Jetzt wer-
den die von allen gesagten Ergebnisse ausgez

ahlt: Eine ungerade Anzahl verschiedener
Aussagen zeigt an, da einer von ihnen zahlt. Um wen es sich jedoch konkret handelt
bleibt anonym. Falls eine gerade Anzahl Unterschiede vorliegt, wurde das Mahl ent-
weder doppelt bezahlt oder die NSA hat die Sache arrangiert. F

ur unsere ehrlichen
Kryptographen ist es selbstverst

andlich, sich genau an die Protokollvereinbarungen zu
halten, d. h. keiner st

ort absichtlich durch nicht konforme Aussagen.
33
d. h. Anzahl der Mitteilungen, die
'
in einem Schub` verarbeitet werden
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Alice
Bob
Carol
Dave Ellen
Frank
Abbildung 9: klassischer DC-Ring
Oensichtlich wird von jedem der n-Teilnehmer genau ein Bit an Information
34

uberlagert gesendet. L

angere Nachrichten k

onnen problemlos

ubertragen werden,
indem man das Protokoll rundenweise wiederholt.
Doch wie stark ist dabei die Anonymit

at? Bei der klassischen DC-Ring Variante
(Dinner-Tisch; siehe Abbildung 9) wird deutlich, da schon zwei zusammenarbei-
tende Angreifer ihre Kollegen enttarnen k

onnen. Nehmen wir f

ur einen Moment
an, da Alice die groz

ugige Spenderin des Abendmahls sei. Falls Dave und Ca-
rol ihre M

unzwurfergebnisse austauschen, werden sie leicht erkennen, ob Alice
wahrheitsgem

a berichtet oder etwa gelogen hat. Ebenso k

onnten Dave und Bob
feststellen, da Ellen nicht die Bezahlerin ist. Nach durchschnittlich (n lgn)
Wiederholungen [30] mit jeweils anderen Ringpositionen der Teilnehmer w

are die
Anonymit

at vollst

andig verloren.
Naheliegend ist deshalb eine n-zu-n M

unzwurf-Topologie (siehe Abbildung 10),
welche der maximalen Anzahl von n  2 Angreifern widersteht. Der Beweis daf

ur
gelang David Chaum [23] bereits 1988. In solchen DC-Netzen k

onnen wir al-
so theoretisch unbedingte Sender- bzw. Empf

angerunbeobachtbarkeit erreichen,
weil alle Mitspieler mit n   1 anderen Personen ihr Geheimnis teilen. Nur einer
vollst

andigen Koalition gegen den Sender gel

ange es, die Unbeobachtbarkeit auf-
34
Zahler des Abendessens: ja/ nein
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zudecken. Durch zus

atzliche Verschl

usselung ist auch hier implizite Adressierung
und damit Punkt-zu-Punkt-Kommunikation zwischen den Teilnehmern m

oglich:
Alice kann ihre anonyme Nachricht f

ur Bob kodieren. Jeder empf

angt sie, aber
nur Bob kann den Inhalt sinnvoll entschl

usseln.
Alice
Bob
Carol
Dave
Ellen
Frank
Abbildung 10: vollverbundenes n-zu-n DC-Netz
Trotzdem h

atte eine naive Implementierung des DC-Protokolls noch schwerwie-
gene Nachteile, welche wir sp

ater Schritt f

ur Schritt beseitigen m

ussen.
 Ideale M

unzen: M

ochte man das Protokoll auf deterministischen Rechnern um-
setzen, stellt sich schnell die Frage, wie ein idealer { d. h. nicht vorhersagbarer
{ M

unzwurf simuliert werden kann. Eine M

oglichkeit ist die Verwendung tau-
sender Zufallszahlen, welche beiden beteiligten Partnern zur Verf

ugung stehen.
D. Chaum merkt an, da optische Datentr

ager durchaus in der Lage sind, die
f

ur eine lange Konversation ben

otigten Mengen zu fassen. Es bleibt allerdings die
Thematik des Schl

usselaustauschs, der hier aufgrund des enormen Speicherplatz-
bedarfs eine physische Medien

ubergabe erfordern w

urde. Wir werden in unserer
GnuDCN-Implementierung dieses Problem durch den Einsatz von Pseudozufallsbit-
generatoren abmildern. Damit m

ussen nur noch geringe Schl

usselinformationen
und ein denierter Anfangszustand

ubertragen werden, deren Geheimhaltung wir
durch Public-Key-Kryptographie gew

ahrleisten. F

ur unsere Zwecke eignet sich
nur ein komplexit

atstheoretisch sicherer Generator, da dessen Ausgabevorhersa-
ge

aquivalent zum L

osen eines schwierigen Problems (hier Primfaktorisierung)
40
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ist. Die Anonymit

at bleibt somit unter dieser kryptographischen Annahme be-
weisbar.
 Kollisionen beim Senden: Falls zwei Teilnehmer gleichzeitig Daten

ubermitteln,
k

onnen die restlichen Stationen diese nicht voneinander trennen. Die

Ubertra-
gung mu wiederholt werden. Es gibt diverse L

osungen [34] f

ur diese Art von
Synchronisationsproblemen. Wir werden sie im Abschnitt 4 genauer analysieren
und auch gegen

uberstellen.
 B

osartige St

orer: Komplizierter ist die Sicherung der Robustheit des Protokolls.
B

oswillige Teilnehmer k

onnten die gegebene Anonymit

at ausnutzen, um das Netz
dauerhaft zu st

oren.Chaum schlug zur L

osung vor, in unregelm

aigen Abst

anden
sogenannte
'
Fallen` zu stellen, die keine sensitiven Informationen enthalten und
damit auch nicht anonym bleiben m

ussen. Da Fallen herk

ommlichen Sendungen
gleichen, sind dauerhafte St

orer mit hoher Wahrscheinlichkeit davon betroen.
Werden die bei Fallen verwendeten Zufallszahlen aller Teilnehmer sp

ater bekannt-
gegeben, ist der Schuldige leicht ermittelbar. Leider gab es im urspr

unglichen
Verfahren einige Angrispunkte. Hier sorgen Erweiterungen [31, 32] von J. Bos,
B. den Boer sowie B. Pfitzmann, M. Weidner f

ur Abhilfe. Allerdings ist
ihre Nachrichten- und Kommunikationskomplexit

at unheimlich hoch und limi-
tiert somit das Einsatzgebiet von DC-Netzen. Trotzdem wird dieses sehr robuste
Protokoll im Abschnitt 4 beschrieben.
 Zuverl

assige Verteilung: In jedem Fall mu die

Ubertragung der Daten zuverl

assig
erfolgen, d. h. alle ehrlichen Teilnehmer empfangen die gleichen Werte.
35
Am
Tisch der Kryptographen war das ohne Einschr

ankung gew

ahrleistet, in der Rea-
lit

at erf

ullen jedoch nur wenige physikalische Netzwerke (z. B. Satelliten- bzw. Ra-
dioverteilung, Ethernet-Bus-Topologie, . . . ) diese Forderung. Allgemein ist das
Problem als Byzantinische

Ubereinstimmung bekannt. Im dritten Kapitel wer-
den wir L

osungen besprechen, die sich f

ur eine asynchrone Bearbeitung
36
eignen.
Daf

ur ben

otigte kryptographische Mechanismen (sogenannte Schwellenwertsigna-
turen) sollen Gegenstand der folgenden Unterabschnitte dieser Arbeit sein.
Zusammenfassend l

at sich also feststellen, da vollverbundene DC-Netze zwar
unbedingte Senderanonymit

at
37
garantieren k

onnten, allerdings wirft ihre Reali-
sierung wiederum eine Reihe von Problemen auf, deren L

osung jeweils nur komle-
xit

atstheoretisch sicher
38
ist. Auerdem haben diese
'
Hilfsmittel` groen Einu
auf die Laufzeit des Gesamtverfahrens. Wir m

ussen deshalb speziell ihre Ein-
schr

ankungen sorgf

altig untersuchen, um sowohl die realistische Betrachtung der
Praxistauglichkeit als auch eine brauchbare Implementierung zu bekommen.
35
Insbesondere wenn sich ein Sender fehlerhaft oder sogar b

osartig verh

alt, indem er unter-
schiedliche Ausgaben verbreitet und damit die Teilnehmer inkonsistent st

ort.
36
G

angige Weitverkehrsnetze (Internet) verteilen Datenpakete asynchron.
37
Wir werden David Chaums Beweis dieser These im Abschnitt 4 nachvollziehen.
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Die Rechenkapazit

at der Angreifer ist beschr

ankt, d. h. sie k

onnen beispielsweise bestimmte
zahlentheoretische Fragestellungen (vgl. Seite 23) nicht eÆzient beantworten.
41
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2.5. Kryptographie mit mehreren Parteien
Sind sensible Informationen oder Gegenst

ande (Kennw

orter, Schl

ussel, . . . ) im
Besitz eines Subjekts, verf

ugt es damit auch

uber die alleinige Anwendungsge-
walt. In manchen Bereichen ist soetwas unerw

unscht, man denke zum Beispiel an
Abschurampen f

ur Atomraketen oder groe Tresorr

aume. Hier kommen
'
Hard-
ware`-L

osungen zum Einsatz: In einer Raketenstation sind meist zwei Schl

ussel-
schalter installiert, die den Start nur dann ausl

osen, wenn sie simultan bedient
werden. Die daf

ur n

otigen verschiedenen Schl

ussel werden an zwei zuverl

assige
OÆziere ausgegeben. Bei Tresorr

aumen w

are eine Situation denkbar, wo jeweils
drei von insgesamt acht Angestellten nur zusammen mit dem Direktor die

O-
nung vornehmen k

onnen. Damit ist auch hier ein alleiniger Zugri unm

oglich.
Wir wollen nun Methoden besprechen, mit denen

ahnliche Anwendungen auch
auf Digitalrechnern realisiert werden k

onnen. Zur Einf

uhrung stellen wir ein Ver-
fahren vor, bei dem die Beteiligung aller Geheimnis-/ Schl

usseltr

ager notwendig
ist
39
, bevor wir die exiblere Schwellenwertkryptographie
40
behandeln.
2.5.1. Geheimnisteilung
Eine Nachricht wird in mehrere Teile zerlegt. Jeder f

ur sich ist ohne Bedeutung;
erst alle zusammen ergeben das Geheimnis. Zur anf

anglichen Aufteilung ist noch
ein zuverl

assiger Vermittler notwendig, dem jeder vertraut. Im richtigen Leben
w

are die Person des Notars geeignet, welche wir fortan mit dem Namen
"
Trent\
bezeichnen. F

ur zwei Geheimnistr

ager (Alice, Bob) bereitet er folgendes vor:
1. Trent erzeugt eine Zufallszeichenkette r. Sie mu exakt die gleiche L

ange
wie unsere Nachricht m besitzen.
2. Trent bildet s := m r, wobei  die bitweise Exklusiv-Oder-Verkn

upfung
(XOR) der beiden Teile ist.
3. Trent gibt das Schl

usselteil s an Alice und r an Bob weiter.
Wollen Alice und Bob das Geheimnis rekonstruieren, kombinieren sie einfach ihre
zwei Teile und erhalten m := s  r. Falls r von Trent wirklich zuf

allig gew

ahlt
wurde, handelt es sich um ein sogenanntes One-Time-Pad und die Sache ist sicher.
Man kann dieses Verfahren auch f

ur n Teilnehmer verallgemeinern: Trent bildet
jeweils n  1 Zufallsketten r
i
und berechnet
s := m
 
n 1
M
i=1
r
i
!
.
39
vgl. Beispiel der Atomraketenbasis
40
vgl. Beispiel des Banktresor
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Die Rekonstruktion durch m := s

n 1
L
i=1
r
i

erfolgt dann ohne Trents Hilfe.
Kritik: Trent besitzt hier die absolute Verf

ugungsgewalt. Er kann betr

ugen,
indem er Unsinn verbreitet oder Schl

usselteile heimlich an Unbefugte weitergibt.
Nur alle Geheimnistr

ager zusammen k

onnen entscheiden, ob m wirklich ein Ge-
heimnis enth

alt oder ob Trent betrogen hat. Ein weiterer Nachteil ist die Robust-
heit: Geht auch nur ein einziger Bestandteil verloren, kann die Nachricht nicht
mehr rekonstruiert werden. Um Betrug seitens der Teilnehmer zu verhindern,
mu die Aufdeckung der r
i
; s gleichzeitig erfolgen. Der b

oswillige Mallory k

onnte
sonst seine Zeichenkette nicht preisgeben, aber trotzdem m in Erfahrung bringen.
Die

ubrigen Kameraden w

urden dabei leer
41
ausgehen.
2.5.2. Schwellenwertverfahren
Wie bereits angedeutet, ist das obige Verfahren weder exibel noch robust. Wir
w

urden uns deshalb lieber eine Methode w

unschen, mit welcher unser Geheimnis
von verschiedenen Subjektmengen rekonstruiert werden kann. Die Anzahl der
mindestens dazu notwendigen Schl

usselteile heit Schwellenwert.
Denition 2.6 (=n; k=-Schwellenwertverfahren)
Diese Klasse von Verfahren teilt ein Geheimnis so in n verschiedene St

ucke auf,
da zur Rekonstruktion immer mindestens k davon ben

otigt werden.
Mit einem =14; 9=-Schwellenwertverfahren w

are auch unser sch

ones Beispiel mit
dem Banktresor l

osbar: Der Direktor erh

alt sechs Schl

usselteile und die Ange-
stellten jeweils einen. Alle acht Angestellten der Bank k

onnen gemeinsam den
Tresorraum nicht

onen, da sie insgesamt

uber weniger als 9 Teile verf

ugen. Auch
der Direktor allein kann nicht einbrechen. Er bekommt erst dann Zugang, wenn
drei beliebige Angestellte mit ihm zusammenarbeiten.
Heutzutage sind viele Varianten f

ur Schwellenwertalgorithmen bekannt, um der-
artige Anwendungen zu realisieren. Ein besonders simples und zugleich sicheres
Verfahren soll nun vorgestellt werden. Es ist auerdem Grundlage der sp

ater be-
handelten RSA-Schwellenwertsignaturen.
Polynomverfahren mit Lagrange-Interpolation: Dieses Verfahren wurde
von Adi Shamir [35] bereits 1979 eingef

uhrt. Das Geheimnis bestehe aus der
Zahl z, die unter n Personen verteilt werden soll. W

ahrend immer k von ihnen
gemeinsam den Wert aufdecken k

onnen, sind k   1 dazu nicht in der Lage.
41
d. h. ohne Kenntnis der gesuchten Nachricht m
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Trent w

ahlt eine Primzahl p, wobei p gr

oer als die Anzahl der Teilgeheimnisse
und auch gr

oer als z sein mu. Er bildet dann ein Polynom F (x) vom Grad k 1
im Primzahlk

orper Z
p
(p > n, p > z):
F (x) =
 
a
k 1
x
k 1
+ a
k 2
x
k 2
+ : : :+ a
1
x + z

mod p
Die KoeÆzienten werden zuf

allig mit 0  a
i
< p gew

ahlt und d

urfen niemandem
auer Trent zug

anglich sein. Am besten werden sie nach Abschlu der Geheim-
nisteilung vernichtet. Die Primzahl p wird hingegen

oentlich bekanntgegeben.
Trent berechnet nun die einzelnen Teilst

ucke s
i
durch Auswertung des Polynoms
an n verschiedenen St

utzstellen x
i
, z. B. sei 8i = 1; : : : ; n : x
i
:= i gesetzt:
s
i
= F (x
i
) i = 1; : : : ; n
Im endlichen K

orper Z
p
k

onnen jetzt aus k Gleichungen der Art
a
k 1
x
k 1
i
+ a
k 2
x
k 2
i
+ : : :+ a
1
x
i
+ z  s
i
(mod p)
das Geheimnis z und die KoeÆzienten a
i
durch Lagrange-Interpolation bestimmt
werden. Dazu berechnet die Teilnehmermenge R  f1; : : : ; ng das Polynom
F
0
(x) =
X
i2R
s
i
 
R
i
(x) mit 
R
i
(x) =
Y
j2Rnfig
(x  j)
(i  j)
und schlielich z = F
0
(0). Wegen der Eindeutigkeit der Interpolation und weil alle
Gleichungen linear unabh

angig sind (entsprechende Vandermonde-Determinante
ist teilerfremd zu p) gilt n

amlich 8x 2 Z
p
: F
0
(x) = F (x).
Diskussion: Auch mit groer Rechenleistung kann ein Angreifer aus k   1 Teilge-
heimnissen z nicht rekonstruieren. Sogar exhausive Suche

uber alle (p 1)p
n 1
Kombi-
nationen bringt keine Vorteile, denn die Zahlen s
i
2 f1; : : : ; p  1g sind (bei zuf

alliger
Wahl der KoeÆzienten a
i
) gleichwahrscheinlich.
Betrugsversuche, Angrie: Alice, Bob und Carol teilen ein Geheimnis und wol-
len es enth

ullen. Folgende Szenarien sind denkbar:
Fall 1 Carol will die Rekonstruktion insgeheim verhindern. Beim Aufdecken gibt sie ein
falsches Teilgeheimnis an. Die Nachricht z kann nicht gelesen werden und keiner
kann nachweisen, warum das

Onen nicht erfolgreich war. Es k

onnten zuletzt ja
auch Trent oder Alice bzw. Bob geschummelt haben.
Fall 2 Beim Oenlegen wird Carol zuletzt gefragt und gibt einen falschen Teil an. Vorher
hat sie sich jedoch die Teile von Ailce und Bob gemerkt. Carol kann sp

ater das
Geheimnis z allein l

uften, ohne da die anderen davon erfahren.
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
ur mehrere Unterzeichner
Alice, Bob, Carol und Dave teilen das Geheimnis mit einem Verfahren des Typs =4; 3=.
Fall 3 Mallory ist bei der Oenlegung statt Dave anwesend. Er wartet bis Alice, Bob
und Carol ihre Teile oengelegt haben, berechnet dann z und kann damit auf
das g

ultige Teilgeheimnis von Dave schlieen, welches er den anderen zum Beweis
seiner falschen Identit

at vorlegt. Mit dieser Prozedur hat er z erlangt, ohne da
die anderen etwas davon bemerken.
Wie wir gleich sehen werden, sind obige Betrugsm

oglichkeiten in einigen speziellen
Anwendungen gegenstandslos, weil dort zwar mit dem Geheimnis gerechnet, es
aber nie vollst

andig oengelegt wird.
2.6. Signaturschemata f

ur mehrere Unterzeichner
Im ABBA-Protokoll des Abschnitts 3.2.1 ben

otigen wir ein Signaturschema, wel-
ches g

ultige Unterschriften nur dann erzeugt, falls eine bestimmte Anzahl von
Subjekten aktiv zusammenarbeitet. Wir wollen nun Eigenschaften, Bestandteile
und Sicherheitsanforderungen dieser Verfahren formalisieren [37]:
Denition 2.7 (=n; k; t=-Schwellenwertsignaturschema)
Solche Schemata bestehen aus insgesamt n Subjekten, wobei bis zu t von ihnen
b

osartige Absichten verfolgen oder durch Angreifer kontrolliert werden k

onnten.
Die Zusammenarbeit von mindestens k Subjekten ist notwendig und ausreichend,
um eine g

ultige Unterschrift zu erzeugen.
Jeder der n Beteiligten ist in der Lage, einzelne Teilsignaturen f

ur beliebige Do-
kumente zu erstellen. Andere Subjekte sollten deren G

ultigkeit pr

ufen k

onnen
und sie nur im positiven Fall speichern. Hat ein Teilnehmer k St

uck von ver-
schiedenen Unterzeichnern
42
gesammelt, kann er eine Gesamtsignatur berechnen.
Diese ist auch durch Auenstehende verizierbar und garantiert, da mindestens
k Subjekte das Dokument vorher bearbeitet (also gesehen) haben.
B

osartige Angrie k

onnen jetzt nur noch stattnden, falls die Anzahl der Be-
tr

uger den Schwellenwert k erreicht. Durch eine Verikation der Geheimnisteile
wird n

amlich gesichert, da diese wirklich verfahrenskonform sind. Insbesondere
werden damit Fall 1, 2 (siehe Seite 44) der Angrisszenarien gegenstandslos.
Wegen maximal zugelassenen t Betr

ugern sollte der Schwellenwert k vern

uftiger-
weise durch t < k  n   t beschr

ankt sein. Oft wird k := t + 1 gesetzt; andere
Werte des Intervalls sind jedoch auch sinnvoll, wie die sp

atere Verwendung zeigt.
42
aber bez

uglich des gleichen Dokuments
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Vorerst soll lediglich eine abstrakte Beschreibung solcher =n; k; t=-Schemata er-
folgen. Im Abschnitt 2.6.1 betrachten wir schlielich ein konkretes Beispiel von
RSA-

ahnlicher Gestalt, welches dann auch in GnuDCN eingesetzt wird.
Zur Initalisierung und Schl

usselerzeugung ist hier wieder ein Vermittler (ehemals
Trent) notwendig, dem alle Subjekte 1  i  n uneingeschr

ankt vertrauen:
Vermittleralgorithmus (Trusted Dealer): Der Vermittler erzeugt das Schl

usselpaar
(K
PUB
, K
SEC
), zerteilt K
SEC
sofort in St

ucke K
1
SEC
, . . . , K
n
SEC
(z. B. mit dem
Polynomverfahren aus 2.5.2), generiert Verikationsschl

usselK
VER
, K
1
V
, . . . , K
n
V
f

ur Teilsignaturen und

ubermittelt jedem Subjekt i folgende Daten geheim:
 
K
PUB
;K
i
SEC
;K
VER
;K
1
V
; : : : ;K
n
V

Ferner wird der

oentliche Schl

ussel K
PUB
Auenstehenden bekanntgegeben.
Jedes Subjekt i darf nun folgende Bestandteile des =n; k; t=-Schemas ausf

uhren:
Teilsignaturerzeugungsalgorithmus: Mit Hilfe der Geheiminformation K
i
SEC
kann
eine i-Teilsignatur

uber einem beliebigen Dokument m erzeugt werden.
Teilsignaturverikationsalgorithmus: Mit den Schl

usseln K
VER
und K
j
V
kann die
G

ultigkeit einer j-Teilsignatur

uber m festgestellt werden.
Teilsignaturkombinationsalgorithmus: Zu einem Dokument mit k g

ultigen Teilsig-
naturen verschiedener Subjekte kann die Gesamtsignatur f

ur m erzeugt werden.
Gesamtsignaturverikationsalgorithmus: Allein mit dem

oentlichen Schl

ussel
K
PUB
kann die G

ultigkeit einer Gesamtsignatur

uber m festgestellt werden.
Wir erwarten nat

urlich gewisse Mindestanforderungen bez

uglich der Sicherheit:
Robustheit: Es ist f

ur einen Angreifer berechnungstechnisch unm

oglich, k g

ultige Teil-
signaturen zu liefern, mit denen der Teilsignaturkombinationsalgorithmus eine
ung

ultige Gesamtsignatur erzeugt.
Unf

alschbarkeit: Es ist berechnungstechnisch so gut wie unm

oglich, eine g

ultige Ge-
samtsignatur ohne die Mithilfe (Teilsignatur) von wenigstens k  t ehrlichen Sub-
jekten zu erhalten.
Wie k

onnen solche =n; k; t=-Schemata nun implementiert werden? Die triviale
L

osung ist die Verwendung herk

ommlicher Signaturen. Dabei werden Einzelunter-
schriften zu einer Menge zusammengefat, in welcher mindestens k davon g

ultig
sein m

ussen. Allerdings hat diese naive Herangehensweise erheblichen Speicher-
46
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
ur mehrere Unterzeichner
und Rechenaufwand
43
zur Folge, insbesondere wenn die Anzahl der Teilnehmer
gro ist. Ein eÆzientes Schema auf Basis des RSA-Algorithmus wird deshalb
Gegenstand des folgenden Unterabschnitts sein. Es ist gleichzeitig die Haupt-
grundlage f

ur alle weiteren Protokolle dieser Arbeit.
2.6.1. RSA-

ahnliche Schwellenwertsignaturen

Uberraschenderweise wurde erst im Jahre 1999 von Victor Shoup [36] ein Al-
gorithmus vorgestellt, der im asynchronen Umfeld sowohl praktikabel als auch
sicher ist. Dieses neue Schema hat einige erfreuliche Eigenschaften:
(E0) Seine Unf

alschbarkeit und Robustheit kann { unter der Annahme, da RSA-
und DDH-Problem schwierig sind { im Random-Orakel-Modell bewiesen
werden. Damit ist zwar nicht unbedingte Sicherheit erreicht, in realistischen
Umgebungen bleibt die Angrisabwehr dennoch stark.
(E1) Viele Bestandteile
44
des Verfahrens sind nicht-interaktiv, d. h. sie ben

oti-
gen keinerlei Kommunikationaustausch zwischen Subjekten und sind damit
autonom durchf

uhrbar. Die Verbreitung get

atigter Unterschriften f

ur den
Teilsignaturkombinationsalgorithmus kann hingegen asynchron erfolgen.
45
(E2) Es gibt zu jedem Dokument/ jeder Nachricht m nur genau eine g

ultige
Gesamtsignatur
46
, unabh

angig davon, welche Unterzeichner daf

ur Teilun-
terschriften geleistet haben.
47
Naive Schemaimplementierungen, z. B. mit
Signaturmengen der Kardinalit

at k, erf

ullen diese Forderung gerade nicht,
da eine unterschiedliche Zusammensetzung der Unterzeichnersubjekte zu
diversen, ebenfalls g

ultigen Gesamtunterschriften f

uhrt.
(E3) Jede Teilsignatur hat

ahnliche Gr

oenverhaltnisse wie der Schl

ussel K
PUB
.
Das diesbez

uglich konstante Verhalten macht den Algorithmus auch f

ur
hohe Subjektzahlen in n oder k praktikabel.
Der Arbeit von V. Shoup folgend, soll zuerst das einfachere Basisschema vorge-
stellt werden. Sp

ater beschreiben wir die allgemeinere Version, welche dann auch
in der ShoupRsaDTSS-Klasse
48
von GnuDCN Verwendung ndet.
43
Wegen der Mehrfachsignaturen ist der Aufwand f

ur Transport und Verizierung einer Ge-
samtunterschrift damit linear in k.
44
Teilsignaturerzeugungsalgorithmus, Teilsignaturverikationsalgorithmus, Gesamtsignaturve-
rikationsalgorithmus
45
Diese Bedingung ist f

ur unseren speziellen Fall zwingend notwendig, da wir zuverl

assige Ver-
teilung durch Byzantinische

Ubereinstimmung in einem asynchronen Netz erreichen wollen.
Eine solche Eigenschaft k

onnte sich aber auch f

ur andere Bereiche als n

utzlich erweisen.
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Sie ist sogar fast eine normale RSA-Unterschrift. (siehe Abschnitt 2.3 auf Seite 34)
47
Wir brauchen diese Eigenschaft im Abschnitt 2.7, um aus dem Algorithmus ein sicheres
M

unzwurfschema f

ur mehrere Personen zu gewinnen.
48
Implementierungsspezische Details nden sich im Anhang A.1 auf Seite 106.
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k = t+1-Schema: Der vertrauensw

urdige Vermittler w

ahlt zuf

allig zwei lange
Primzahlen p; q mit p = 2p
0
+1 und q = 2q
0
+1, wobei p
0
; q
0
sogenannte
"
Sophie-
Germain-Primzahlen\, also selbst wieder prim sind. Unsere Zahlen p; q haben
jetzt besondere kryptographische Eigenschaften und werden oft auch mit dem
Pr

adikat
'
stark` versehen. Wir k

onnen sie eÆzient mit einem Verfahren gewinnen,
das im Abschnitt
"
Remarks on Key Generation\ von [38] beschrieben ist:
1. Erzeuge eine ungerade Zufallszahl p
0
der gew

unschten L

ange.
2. Pr

ufe parallel, ob entweder p
0
oder 2p
0
+ 1 durch kleine Primzahlen teilbar sind.
Falls ja, beginne wieder bei Schritt 1.
3. Pr

ufe, ob die Zahl 2 ein Zeuge f

ur die Zusammengesetztheit von p
0
im Miller-
Rabin-Test
49
ist. Falls ja, gehe zur

uck zu Schritt 1.
4. Setze p := 2p
0
+ 1 und pr

ufe, ob 2
p
0
 1 (mod p) gilt. Falls nein, beginne
wieder bei Schritt 1.
5. Wende `-mal den Miller-Rabin-Test mit zuf

alligen Basen auf p
0
an, bis die Feh-
lerwahrscheinlichkeit hinreichend gesunken (z. B.   2
 80
entspricht ` := 40) ist.
Falls p
0
dabei durchf

allt, gehe zur

uck zu Schritt 1.
Das Vorgehen bringt erhebliche Geschwindigkeitvorteile gegen

uber der naiven Im-
plementierung. Mathematische Gr

unde f

ur diese Tatsache sollen hier aber nicht
dargelegt werden, sondern k

onnen direkt [38] entnommen werden. Trotz trickrei-
cher Optimierung bleibt die Schl

usselerzeugung insgesamt sehr langsam. Da sie
aber nur f

ur eine Initalisierung notwendig ist, scheint es dennoch akzeptabel.
Aus praktischen Erw

agungen (vgl. Primfaktorisierung) gilt jedoch auch immer
p
0
; q
0
>> n. Damit berechnet der Vermittler  := p  q sowie  := p
0
 q
0
. Er
w

ahlt den

oentlichen Exponenten e > n als relativ kleine Primzahl und setzt
K
PUB
:= (; e). Weiterhin berechnet er d 2 Z

so, da de  1 (mod ) gilt. Dann
wird das Teilungspolynom f(x) =
P
k 1
i=0
a
i
x
i
gebildet. Dazu w

ahlt der Vermittler
zuf

allige KoeÆzienten a
i
2 Z

f

ur 1  i  k   1 und besetzt a
0
:= d mit dem
privaten Exponenten. F

ur jedes Subjekt 1  i  n berechnet er
s
i
:= f(i) mod  . (1)
Diese s
i
bilden die geheimen Schl

usselteile K
i
SEC
des Schwellenwertsignaturver-
fahrens. Unser Vermittler w

ahlt nun zuf

allig einen Quadratrest
50
v 2 QR

und
berechnet f

ur alle s
i
einen Verikationsschl

ussel K
i
V
durch v
i
:= v
s
i
mod , der
wieder in QR

liegt. Nun k

onnen K
PUB
:= (; e), K
VER
:= v und K
i
V
:= v
i

oent-
lich verteilt werden. Hingegen darf K
i
SEC
:= s
i
nur dem jeweiligen Teilnehmer i
49
ein probabilistischer Test auf Primzahleigenschaft (siehe Standardliteratur [8, 17])
50
Man nennt den Wert a 2 Z

n
quadartischer Rest modulo n, falls eine andere Zahl x 2 Z
n
mit
x
2
 a (mod n) existiert.
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
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zug

anglich sein. Aus den Werten v
i
sind die zugeh

origen, geheimen s
i
f

ur keinen
Angreifer berechenbar, weil das Problem der diskreten Logarithmen in QR

eben-
falls schwer ist. Mit diesen Daten sind folgende Schemabestandteile ausf

uhrbar:
Seien nun  := n! sowie die speziellen Lagrange-Konstanten 
S
0;j
:= 
Q
j
0
2Snfjg
 j
0
Q
j
0
2Snfjg
(j j
0
)
f

ur jede k-elementige Teilmenge S  f1; : : : ; ng mit Indizes j 2 S gegeben.
Teilsignaturerzeugungsalgorithmus: Man berechnet zuerst einen
"
Fingerabdruck\
des Dokuments x := h(m), wobei die kryptographische Hashfunktion h zum
Einsatz kommt. Die i-Teilsignatur ergibt sich dann durch:
x
i
:= x
2s
i
mod  (2 QR

) (2)
Zur Verikation ihrer G

ultigkeit ist noch ein
"
Beweis der Korrektheit\ anzuf

ugen.
Dazu zeigt man, da der diskrete Logarithmus modulo  von x
2
i
zur Basis
~x := x
4
mod  (3)
dem diskreten Logarithmus modulo  von v
i
zur Basis v entspricht. Hierf

ur exi-
stiert ein bekanntes interaktives Protokoll [39], welches wir mit Hilfe einer Hash-
funktion h
0
in einen nicht-interaktiven Algorithmus verwandeln. Dabei mu si-
chergestellt sein, da man in der Gruppe QR

arbeitet. Sei nun jj die L

ange von
 in Bit und L
1
die Ausgabel

ange dieser Hashfunktion h
0
(auch in Bit). Beide
Einwegabbildungen k

onnen durchaus gleich sein, d. h. h = h
0
; eine Mehrargu-
mentigkeit wird ggf. durch Hintereinanderschreibung (Konkatnation) simuliert.
Das Subjekt i w

ahlt eine Zufallszahl r 2 f0; : : : ; 2
jj+2L
1
  1g und berechnet:
v
0
= v
r
mod ; x
0
= ~x
r
mod ; c = h
0
(v; ~x; v
i
; x
2
i
mod ; v
0
; x
0
); z = s
i
c+ r
Der Korrektheitsbeweis ist dann das Tupel (z; c); eine komplette i-Teilsignatur
besteht somit aus (x
i
; (z; c)).
Teilsignaturverikationsalgorithmus: Zur

Uberpr

ufung einer Teilunterschrift des
Subjekts j

uber Dokument m wird zuerst wieder der Hashwert x := h(m) und
sp

ater die Logarithmusbasis ~x := x
4
mod  bestimmt. Nun kann mit unseren

oentlich bekannten Verikationsschl

usseln v; v
j
auch der Term
h
0
(v; ~x; v
j
; x
2
j
mod ; v
z
v
 c
j
; ~x
z
x
 2c
j
)
berechnet werden. Falls dessen Gleichheit mit c gilt, ist die j-Teilsignatur g

ultig.
Teilsignaturkombinationsalgorithmus: Angenommen ein Subjekt hat k g

ultige
Teilunterschriften der Unterzeichner S := fi
1
; : : : ; i
k
g  f1; : : : ; ng gesammelt,
wobei 8j 2 S : x
2
j
= x
4s
j
f

ur den Hashwert x 2 Z


mit x = h(m) gilt. Man
berechnet durch Lagrange-Interpolation (im Exponenten)
w := x
2
S
0;i
1
i
1
 x
2
S
0;i
2
i
2
     x
2
S
0;i
k
i
k
mod  (4)
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und Werte a; b, welche die Gleichung 4
2
a + eb = 1 erf

ullen. Aufgrund der
geltenden Bedingung ggT(4
2
; e) = 1, ist letzteres leicht mittels Erweitertem
Euklidschen Algorithmus zu bewerkstelligen. Die Gesamtsignatur kann schlielich
durch y := w
a
x
b
mod  gebildet werden.
Gesamtsignaturverikationsalgorithmus: Eine Signatur y kann man analog zum
RSA-Verfahren durch G

ultigkeitspr

ufung der Beziehung y
e
 x (mod ) veri-
zieren. Hier ist wieder x := h(m) der selbst bestimmte Hashwert des Dokuments.
Wir wollen jetzt die Korrektheit des obigen Verfahrens betrachten und nachher
eine Analyse seiner Sicherheit anschlieen. Dabei folgen wir nat

urlich wieder [36]:
Man arbeitet haupts

achlich in einer zyklischen Gruppe QR

der Ordnung . Aufgrund
des Satzes von Euler gilt f

ur alle Elemente x 2 QR

die Beziehung x

 1 (mod )
und somit 8x 2 Z


; : x
2
 1 (mod ). Normale Gruppenoperationen werden modu-
lo  ausgef

uhrt, w

ahrend die Arithmetik im Exponenten quasi modulo  erfolgt.
Der Vermittler w

ahlt den globalen Wert v 2 QR

zuf

allig, so da er mit hoher Wahr-
scheinlichkeit ein Erzeuger der Gruppe QR

ist.
51
Deswegen sind auch die Geheimnisse
s
i
mod  durch unsere Verikationsschl

ussel v
i
:= v
s
i
mod  vollst

andig festgelegt.
F

ur jede Teilmenge von k Punkten aus f0; : : : ; ng bestimmen die Werte des Polynoms
f an diesen Stellen auch dessen KoeÆzienten fast immer eindeutig. Dies folgt aus
der Tatsache, da die zugeh

orige Vandermonde-Matrix i. A. modulo  invertierbar ist,
weil es keine kleinen Primfaktoren besitzt. Sind jedoch nur Funktionswerte von k   1
Punkten bekannt, bleibt die Verteilung hingegen gleichf

ormig und unabh

angig in Z

.
Seien  := n! sowie alle Lagrange-Konstanten 
S
i;j
:= 
Q
j
0
2Snfjg
(i j
0
)
Q
j
0
2Snfjg
(j j
0
)
f

ur beliebige
k-elementige Teilmengen S  f0; : : : ; ng mit Indizes i 2 f0; : : : ; ng n S, j 2 S gegeben.
Das  mu hier eingef

uhrt werden, damit denitiv alle 
S
i;j
ganze Zahlen aus Z sind.
Mit Hilfe der Interpolationsformel k

onnen wir schlieen:
  f(i) 
X
j2S

S
i;j
f(j) (mod ) (5)
Deswegen erhalten wir im Teilsignaturkombinationsalgorithmus zuerst
w  x
2
P
i
j
2
S
0;i
j
s
i
j
 x
4
2
d
(mod )
und schlielich
y  w
a
x
b
 x
4
2
da+b
(mod ) .
Da unser Gesamtgeheimnis d nur im Exponenten berechnet wird, bleibt das Verfahren
f

ur weitere Dokumente anwendbar. Allerdings ist auch klar, da einmal erzeugte Un-
terschriften sp

ater mibr

auchlich f

ur das selbe Dokument eingesetzt werden k

onnten.
Eine Zufallskomponente oder die Durchnummerierung verhindert derartige Angrie.
51
Genau '() = (p
0
  1)(q
0
  1) der insgesamt  Elemente von QR

sind Erzeuger.
50
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
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Wegen ed  1 (mod ) existiert ein ` 2 Z, so da ed = 1 + `. Damit folgt bei
Verikation unserer Gesamtunterschrift nat

urlich
y
e
 x
4
2
aed+eb
 x
4
2
a(1+`)+eb
 x
4
2
a+eb
x
4
2
`
| {z }
=1
 x (mod ) .
Satz 2.1 Bei k := t+1 und im Random-Orakel-Modell f

ur h
0
ergibt obiges Sche-
ma ein sicheres Schwellenwertsignaturverfahren (d. h. robust und unf

alschbar),
falls RSA-Standardsignaturen ihrerseits sicher sind.
Random-Orakel-Modell: Dieses n

utzliche Analysewerkzeug wird in vielen Sicherheits-
beweisen kryptographischer Schemata verwendet. Der Denition aus [40] folgend, han-
delt es sich um ein idealisiertes Modell, wo kryptographische Hashfunktionen (siehe
Abschnitt 2.3) durch
"
Black Boxen\ ersetzt werden. Teilnehmer und Angreifer werten
diese Einwegabbildungen also nicht mehr direkt aus, sondern haben lediglich Zugri
auf ein Orakel, dessen interne Funktionsweise sie nicht kennen. Es liefert f

ur beliebig
lange Eingaben eine endliche Folge von Bits, welche im Modell durch eine echte Zu-
fallsfunktion erzeugt werden. F

ur jeweils gleiche Argumentwerte sind nat

urlich auch
die Ausgaben des Orakels dieselben. Im Gegensatz zu realen Hashfunktionen sind ver-
schiedene R

uckgabewerte aber weitgehend unabh

angig voneinander, da ja eine Zufalls-
funktion zum Einsatz kommt. Zwar ist ein Beweis innerhalb dieses Modells noch kein
Garant f

ur hohe Sicherheit, weil die in der
'
richtigen Welt` verwendeten Funktionen
gerade auch dem Angreifer bekannt sind und damit keine echten Zufallsabbildungen
darstellen, jedoch zeigt er zumindest eine gewisse heuristische Tendenz. Auf jeden Fall
ist ein solches Kriterium besser als gar kein Sicherheitsbeweis.
Beweisidee: Wir gehen von der Sichtweise des Angreifers aus, welcher versucht, Ro-
bustheit oder Unf

alschbarkeit zu verletzen. Seien hier o. B. d.A. i
1
; : : : ; i
k 1
die von
ihm kontrollierten Subjekte (vgl. k = t+ 1). Laut Interpolation gilt f

ur alle 1  i  n:
s
i
 f(i) (mod )
d  f(0) (mod )
Erstaunlicherweise kann unser Angreifer zu gegebenen x; y 2 Z


mit y
e
= x und
S = f0; i
1
; : : : ; i
k 1
g problemlos das Bruchst

uck
x
`
= x
2s
`
 x
2f(`)+2
 x
2(
P
i
j
2S

S
`;i
j
s
i
j
)+2+2
 : : :
: : :  y
2e(
S
`;0
s
0
+
S
`;i
1
s
i
1
++
S
`;i
k 1
s
i
k 1
)+2e+2e
 : : :
: : :  y
2(
S
`;0
ed+e(
S
`;i
1
s
i
1
++
S
`;i
k 1
s
i
k 1
))+2e+2e
 : : :
: : :  y
2(
S
`;0
+e(
S
`;i
1
s
i
1
++
S
`;i
k 1
s
i
k 1
))
y
2
S
`;0
 +2e+2e
| {z }
=1
(mod )
der `-Teilunterschrift ohne Kenntnis von s
`
konstruieren. Dieser Angri hat aber kaum
Auswirkungen auf die Sicherheit, weil das x
`
erstens nur nachtr

aglich und zweitens ohne
Korrektheitsbeweis (z; c) zu einer vorliegenden Gesamtunterschrift y geliefert wird.
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Der
"
Beweis der Korrektheit\ einer Teilunterschrift sollte die Eigenschaften Korrektheit
(soundness) undGeheimnisbewahrung (statistical zero-knowledge) erf

ullen. Hier ben

oti-
gen wir das Random-Orakel-Modell f

ur die Hashfunktion h
0
. Zuerst soll die Korrektheit
gezeigt werden, d. h. ein Angreifer darf nur mit vernachl

assigbarer Wahrscheinlichkeit
den g

ultigen Korrektheitsbeweis zu einer falschen Teilsignatur liefern k

onnen. Sei x, x
`
zusammen mit dem richtigen Beweis (z; c) gegeben, wobei c = h
0
(v; ~x; v
`
; x
2
`
; v
0
; x
0
) und
~x = x
4
; v
0
= v
z
v
 c
`
; x
0
= ~x
z
x
 2c
`
sind. Alle vorkommenden Werte liegen oensichtlich in QR

, und wir nehmen auch
weiterhin an, da v Erzeuger dieser zyklischen Gruppe ist. Einheitlich haben wir also
~x = v

; v
`
= v
s
`
; x
2
`
= v

; v
0
= v

; x
0
= v
Æ
f

ur bestimmte ganze Zahlen ; ; ; Æ. Weiterhin gilt bez

uglich der Exponenten
z   cs
`
  (mod ) ,
z  c  Æ (mod ) ,
das bei Multiplikation der ersten Kongruenz mit  und Subtraktion der zweiten zu
c(   s
`
)     Æ (mod ) (6)
vereinfacht werden kann. Eine `-Teilunterschrift ist genau dann korrekt erstellt, wenn
  s
`
 (mod ) (7)
zutrit. Das impliziert

uber x
2
`
 ~x
s
`
 x
4s
`
(mod ) quasi die Richtigkeit bez

uglich
des verwendeten Nachrichtenhashwertes x. Im Angrisfall sollte Kongruenz (7) also
gerade nicht gelten, weshalb sie entweder f

ur mod p
0
oder mod q
0
falsch sein mu.
Damit ist der Wert c in Formel (6) eindeutig durch eine dieser Primzahlen bestimmt.
Weil c im Random-Orakel-Modell jedoch gleichf

ormig verteilt und unabh

angig von
den Eingaben der Funktion h
0
ist, kann der Angri h

ochstens mit vernachl

assigbarer
Wahrscheinlichkeit vom Verizierer unbemerkt bleiben.
Jetzt soll die Geheimnisbewahrung betrachtet werden. Daf

ur wird ein sogenannter Si-
mulator konstruiert, welcher die Angreiferseite ohne das Wissen von s
`
modelliert. Auch
hier spielt das Random-Orakel-Modell eine Rolle: Immer wenn unser Orakel zu einer
neuen Eingabe befragt wird, gibt es demnach eine Zufallsfolge aus; falls jedoch die Ein-
gabe schon einmal vorkam, wird nur der zugeh

orige Wert geliefert. Erzeugt ein ehrlicher
Teilnehmer ` den Korrektheitsbeweis f

ur x
`
, w

ahlt der Simulator c 2 f0; : : : ; 2
L
1
  1g
und z 2 f0; : : : ; 2
jj+2L
1
  1g zuf

allig aus. Zu gegebenen Werten x; x
`
wird dieses c als
Ausgabe des Orakels an der Stelle (v; ~x; v
`
; x
2
`
; v
z
v
 c
`
; ~x
z
x
 2c
`
) deniert. Hat das ehrliche
Subjekt sein r wirklich zuf

allig bestimmt, kann nur mit vernachl

assigbarer Wahrschein-
lichkeit der Wert c schon einmal vorgekommen sein. Der Simulator erzeugt deshalb ein
Verhalten, das nahe bei einer statistisch perfekten Gleichverteilung liegt.
Aus der Korrektheit des Verfahrens resultiert die Robustheit des Schemas, aus der Ge-
heimnisbewahrung seine Unf

alschbarkeit. Letzteres aber nur unter der Voraussetzung,
da RSA-Standardsignaturen resistent gegen adaptive Angrie mit gew

ahltem Klar-
text sind. Diese Annahme kann wiederum im Random-Orakel-Modell f

ur h bewiesen
werden, wenn man das RSA-Problem (vgl. Seite 24) als hart betrachtet.
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2.6. Signaturschemata f

ur mehrere Unterzeichner
k  t+1-Schema: Diese allgemeinere Variante vereinfacht den herk

ommlichen
Ansatz, indem sie das Random-Orakel-Modell vollst

andig f

ur h und h
0
ausnutzt.
Das resultierende Schema ist auerdem wesentlich eÆzienter. Es sollen hier nur
die Ver

anderungen gegen

uber dem k = t + 1 Verfahren dargestellt werden:
Der vertrauensvolle Vermittler berechnet die Geheimteile s
i
statt mit Formel (1) durch
s
i
:= f(i)
 1
mod  .
Den

oentlichen Verikationsschl

usseln wird ein weiteres Element u 2 Z


hinzugef

ugt,
dessen Jacobi-Symbol
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negativ ist. Da das Symbol eÆzient berechnet werden kann,
liefert zuf

allige Suche

uber Z


schnell ein entsprechendes u.
Unsere Algorithmen werden folgendermaen ge

andert: Sei x^ := h(m) 2 Z


, wir setzen
x :=

x^ mod  falls
 
x^


= 1
x^u
e
mod  falls
 
x^


=  1 .
Damit ist das Jacobi-Symbol von x immer positiv. Auerdem gibt es noch die Verein-
fachungen [vgl. Formeln (2) und (3)]
x
i
:= x
2s
i
mod ; ~x := x
4
mod 
und eine

Anderung bei der Erzeugung der Gesamtunterschrift im Teilsignaturkombi-
nationsalgorithmus. Dort werden die Werte a; b 2 Z genau so gew

ahlt, da sie nun
die Gleichung 4a + eb = 1 erf

ullen. Wurde vom Vermittler e > n als kleine Primzahl
gew

ahlt, sind auch a; b nicht sehr gro und das Verfahren damit eÆzient. Das seltsa-
me Auftreten von  wurde also gr

otenteils beseitigt. Trotz obiger Anpassungen ist y
immernoch mit dem Standardverfahren a'la RSA verizierbar.
Alle

ubrigen Bestandteile des Schemas laufen wie zuvor ab, benutzen jedoch immer die
neuen Formeln, wenn sie x, x
i
oder ~x bestimmen m

ussen.
Satz 2.2 Bei k  t + 1 und im Random-Orakel-Modell f

ur h; h
0
ergibt obiges
Schema ein sicheres Schwellenwertsignaturverfahren (d. h. robust und unf

alsch-
bar), falls jeweils RSA- und DDH-Problem schwer sind. Gilt hingegen lediglich
k = t + 1, reicht bereits die RSA-Annahme aus.
Auf den umfangreichen Beweis wird an dieser Stelle verzichtet; er kann der Orgi-
nalarbeit [36] entnommen werden. Es bleibt nur noch anzumerken, da DDH hier
eine sinnvolle Annahme darstellt, weil jQR

j keine kleinen Primfaktoren besitzt.
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Das Jacobi-Symbol ist eine Verallgemeinerung des Legendre-Symbols. W

ahrend die Entschei-
dung der Quadratresteigenschaft damit nicht m

oglich ist, deutet sein negativer Wert aber
immer auf einen quadratischen Nicht-Rest hin:
 
a


= 1 ) a 2 QR

_ a 2 NQR

 
a


=  1 ) a 2 NQR

Gl

ucklicherweise kann das Jacobi-Symbol auch ohne Primfaktorisierung eÆzient mit Kom-
plexit

at O(
2
) berechnet werden. Die obige Verwendung von u stellt sicher, da x auf jeden
Fall in J

liegt, wobei QR

 J

 Z


gilt.
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2.7. M

unzwurfschemata f

ur mehrere Beteiligte
Wir ben

otigen noch eine weitere kryptographische Primitive f

ur das ABBA-
Protokoll. Um deterministische Angrisversuche zu verhindern, ist eine globale
Zufallsquelle f

ur alle Teilnehmer notwendig. Analog zu 2.6 sollen hier deren Ei-
genschaften, Bestandteile und Sicherheitsanforderungen formalisiert werden [37]:
Denition 2.8 (=n; k; t=-Schwellenwertm

unzwurfschema)
Solche Schemata bestehen aus insgesamt n Subjekten, wobei bis zu t von ihnen
b

osartige Absichten verfolgen oder durch Angreifer kontrolliert werden k

onnten.
Die Zusammenarbeit von mindestens k Subjekten ist notwendig und ausreichend,
um den Ausgang (Kopf oder Zahl) eines nichtvorhersagbaren M

unzwurfs mit der
Bezeichnung C zu erfahren.
Der sogenannte
"
Name der M

unze\ C 2 f0; 1g

ist eine beliebige Zeichenkette,
welche das gemeinsame Experiment parameterisiert. Wir k

onnen uns dieses Mo-
dell deshalb als unvorhersagbare Funktion F : f0; 1g

! f0; 1g vorstellen, die
nur bei Zusammenarbeit von k Subjekten berechnet werden kann. Gleiche Werte
des Arguments C f

uhren logischerweise zum selben Resultat F (C).
Durch die zugelassenen t Betr

uger sollte der Schwellenwert k wieder vern

uftiger-
weise durch t < k  n  t beschr

ankt sein. Die Festlegung k := n  t wird sp

ater
getroen, um Unvorhersagbarkeit bei maximaler Robustheit zu garantieren.
Ein Subjekt i darf folgende Bestandteile des =n; k; t=-Schemas ausf

uhren:
M

unzteilerzeugungsalgorithmus: Mit Hilfe einer Geheiminformation kann der i-
M

unzteil f

ur beliebige Namen C erzeugt werden.
M

unzteilverikationsalgorithmus: Durch Verikationsschl

ussel f

ur j und dem Na-
men C kann die G

ultigkeit eines j-M

unzteils festgestellt werden.
M

unzteilkombinationsalgorithmus: Aufgrund k g

ultiger { aber verschiedener {
M

unzteile von C kann die zugeh

orige Gesamtm

unze konstruiert und ihr Wert
F (C) berechnet werden.
Wir erwarten ebenfalls gewisse Mindestanforderungen bez

uglich der Sicherheit:
Robustheit: Es ist f

ur einen Angreifer berechnungstechnisch unm

oglich, einen Namen
C und k g

ultige M

unzteile zu liefern, mit denen der M

unzteilkombinationsalgo-
rithmus einen Wert ungleich F (C) erzeugt.
Unvorhersagbarkeit: Es ist berechnungstechnisch so gut wie unm

oglich, ohne die Mit-
hilfe (M

unzteile

uber C) von wenigstens k   t ehrlichen Subjekten den Wert
einer noch nicht berechneten M

unze F (C) 2 f0; 1g mit h

oherer Wahrscheinlich-
keit als
1
/2 vorherzusagen. Diese Forderung impliziert nat

urlich sofort, da auch
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Sequenzen von mehreren M

unzw

urfen unvorhersagbar sind. Der Fehlervektor der
Angreifervorhersage darf also nicht von einem Zufallsvektor unterscheidbar sein.
Aus jedem Schwellenwertsignaturschema mit zus

atzlichen Eigenschaften (E1) so-
wie (E2) kann ein nicht-interaktives =n; k; t=-Schwellenwertm

unzwurfschema ge-
wonnen werden, indem man eine kryptographische Hashfunktion auf die Gesamt-
signatur

uber C anwendet und ihre Ausgabe als M

unzwurfwert F (C) interpre-
tiert. Die Forderung nach Unvorhersagbarkeit ist dann unter den Annahmen des
Random-Orakel-Modells garantiert.
2.8. Sonstige kryptographische Werkzeuge
F

ur unsere DC-Netz-Implementierung GnuDCN besprechen wir jetzt noch einige
allgemein bekannte kryptographische Hilfsmittel. Die zugeh

origen Sicherheits-
beweise wurden in vielen Lehrb

uchern [17, 8] ausf

uhrlich diskutiert und sollen
deshalb hier nicht wiederholt werden.
2.8.1. Sichere Festlegschemata f

ur Bitsequenzen
Manchmal ist es notwendig, da ein Teilnehmer sich vor der Ver

oentlichung einer
Aussage b 2 f0; 1g

darauf festlegt. Wir wollen nachtr

agliche

Anderungen erken-
nen, wobei die Festlegung selbst keine Information

uber das xierte b preisgeben
darf. Folgendes Beispiel erkl

art den Sachverhalt:
Beispiel 2.1 Alice m

ochte sich auf die Vorhersage eines Bits festlegen, ihre Wahl
aber nicht sofort oenbaren. Bob m

ochte verhindern, da Alice im Nachgang ihre
Meinung

andert.
Digitale Signatur l

ost dieses Problem nur unvollst

andig, insbesondere wenn m

ogli-
che Aussagen bzw. fr

uhere Festlegungen

oentlich bekannt sind. Ein kryptogra-
phisch sicheres Festlegschema (commitment scheme) auf Basis von Einweghash-
funktionen (siehe Abschnitt 2.3) schat hier Abhilfe. Seine Implementierung als
Klasse SchneierHashBCS wird im Anhang A.2 erl

autert.
Dieses Verfahren [8] verlangt zus

atzliche Interaktion zwischen den beteiligten
Subjekten, kann aber vollkommen asynchron durchgef

uhrt werden:
1. Alice erzeugt zwei Zeichenketten R
1
; R
2
aus Zufallsbits.
2. Sie bildet die Nachricht m := (R
1
; R
2
; b), wobei b 2 f0; 1g ihr gew

ahltes Bit
(bzw. eine Sequenz b 2 f0; 1g

) ist.
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3. Alice wendet eine Einweghashfunktion h auf die gesamte Nachricht m an
und sendet (h(m); R
1
) an Bob. Damit hat sie sich festgelegt.Bob kann wegen
der Unumkehrbarkeit von h Alices Aussage b nicht ermitteln.
Zur Oenlegung wird das Protokoll wie folgt weitergef

uhrt:
4. Alice sendet die Nachricht m an Bob.
5. Nach Erhalt der Mitteilung kann Bob h darauf anwenden und vergleicht
den Hashwert sowie R
1
mit den in Schritt 3 erhaltenen Daten. Bei

Uberein-
stimmung akzeptiert er b als unver

anderte und vorher festgelegte Aussage.
Fakt 2.2
Im Random-Orakel-Modell f

ur h ist obiges Festlegschema kryptographisch sicher.
Diskussion: Alice kann hierbei kaum betr

ugen; sie m

ute f

ur ge

andertes

b ein
~
R
2
mit h(R
1
; R
2
; b) = h(R
1
;
~
R
2
;

b) nden, was aber bei ausreichender L

ange der
R
i
sowie einer kollisionsresistenten Hashfunktion h sehr unwahrscheinlich ist.
Die Zeichenkette R
2
wird eingef

uhrt, damit Bob den Wert b nicht vorzeitig mittels
Probieren erraten kann. Alice mu deshalb R
2
bis zur Oenlegung geheimhalten,
weil Bob sonst h(R
1
; R
2
; b) berechnen und durch Vergleich mit dem erhaltenen
Hashwert die xierte Aussage schon im Schritt 3 erkennen k

onnte.
2.8.2. Generatoren f

ur sichere Pseudozufallsbitsequenzen
Als letzte Grundlage behandeln wir komplexit

atstheoretisch sichere Pseudozu-
fallsgeneratoren, welche uns als Ersatz f

ur die
'
idealen M

unzen` im DC-Netz
dienen. W

ahrend

uber herk

ommliche Mechanismen zur Erzeugung von
'
gutem
Zufall` keine brauchbare Sicherheitsaussage getroen werden kann, beruht die
Unvorhersagbarkeit des sp

ater beschriebenen Verfahrens auf dem schwierigen
Problem der Faktorisierung (vgl. Seite 23 und Bemerkungen aus [17]).
Denition 2.9 (Pseudozufallsbitgenerator)
Ein Pseudozufallsbitgenerator (PRBG) ist ein deterministischer Algorithmus, der
zu einer gegebenen, echt zuf

alligen Bin

arsequenz (Startwert) fester L

ange die Aus-
gabesequenz z
1
; z
2
; : : : mit z
i
2 f0; 1g liefert. Jene erf

ullt Eigenschaften hinsicht-
lich ihrer
'
Zuf

alligkeit`, die mit statistischen Tests

uberpr

uft werden k

onnen.
Denition 2.10 (kryptographisch sicherer Pseudozufallsbitgenerator)
Ein PRBG, der unter einer zahlentheoretischen Annahme folgenden Test besteht,
heit
"
kryptographisch sicher\: Es darf kein Polynomialzeitalgorithmus existie-
ren, welcher zu gegebenen Werten der Ausgabesequenz z
1
; z
2
; : : : ; z
`
das folgende
Bit z
`+1
mit einer Wahrscheinlichkeit von mehr als
1
/2 vorhersagen kann.
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Einen kryptographisch sicheren Generator wollen wir jetzt kurz betrachten. Seine
Implementierung als Klasse BlumBlumShubPRBG wird im Anhang A.3 erl

autert.
Verfahren von Blum, Blum und Shub: Dieser Algorithmus wurde von den
Mathematikern L. Blum, M. Blum und M. Shub [41] vorgestellt, welche auch
die

Aquivalenz zum Problem der Quadratischen Reste (QREST)
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zeigten. Erst
sp

ater entdeckten andere Wissenschaftler, da eine Vorhersage seiner Ausgabe
sogar genauso schwierig ist, wie die Faktorisierung des Moduls n.
Um eine Sequenz von Pseudozufallsbits z
1
; z
2
; : : : ; z
`
der L

ange ` zu generieren,
werden folgende Schritte ausgef

uhrt:
1. Initalisierung: Erzeuge zuf

allig zwei ausreichend groe Primzahlen p; q 2 P,
mit p 6= q und p; q  3 (mod 4). Bilde den Modul n := p  q (Blumsche
Zahl) und vernichte ggf. p; q wieder.
2. W

ahle einen zuf

alligen Startwert s 2 Z

n
und berechne x
0
:= s
2
mod n.
3. F

ur 1  i  `,
a) setze x
i
:= x
2
i 1
mod n und
b) w

ahle z
i
:= x
i
mod 2 (am wenigsten signikantes Bit von x
i
).
4. z
1
; z
2
; : : : ; z
`
mit z
i
2 f0; 1g ist dann die Ausgabesequenz des Generators.
Die Forderung p; q  3 (mod 4) garantiert uns, da jedes x
i
2 QR
n
wenigstens
eine Quadratwurzel besitzt, die selbst wieder Quadratrest modulo n ist. Damit
bleibt die Gleichverteilung in der Ausgabe bewahrt und das Verfahren sicher, da
quadratische Wurzeln modulo n nur mit Kenntnis von p und q berechenbar sind.
Wenn zus

atzlich der Wert ggT('(p 1); '(q 1)) klein ist
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, wird die Zyklusl

ange
des Generators gro, so da sich unsere Folge nicht allzu schnell wiederholt.
Fakt 2.3 (Vazirani [42])
Das Verfahren von Blum, Blum und Shub ist ein kryptographisch sicherer Pseu-
dozufallsbitgenerator im Sinne unserer Denition 2.10.
Alle komplexit

atstheoretisch sicheren Verfahren zur Pseudozufallszahlerzeugung
sind langsam, weil sie f

ur jedes Ausgabebit mindestens eine aufwendige modulare
Exponentiation (hier modulare Quadrierung) ben

otigen. Es gab deshalb viele
Untersuchungen [17], ob im Schritt 3. b) nicht mehr als nur ein Bit gleichzeitig
genutzt werden k

onnte. Dabei stellte sich heraus, da die Ausgabe sicher bleibt,
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Zu einer gegebenen Zahl a 2 Z

n
mit positivem Jacobi-Symbol
 
a
n

soll die Fragestellung
a2? QR
n
entschieden werden. Ist die Faktorsierung von n bekannt, ist das Problem in Poly-
nomialzeit l

osbar, d. h. QREST 
P
FAKTOR.
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Leider l

at sich dieses Kriterium nicht eÆzient

uberpr

ufen, da hierf

ur die Faktorisierung von
p  1 bzw. q   1 bestimmt werden mu.
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selbst wenn die j am wenigsten signikanten Bits von x
i
verwendet werden. Dabei
ist j aber durch eine Funktion der Klasse O(log
2
log
2
n) nach oben beschr

ankt.
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3. Zuverl

assige Verteilung
So wird die Zuverl

assigkeit zum oenen Kreditbrief auf
die allgemeine Achtung und das Vertrauen der Menschen.
| Samuel Smiles
Um Zuverl

assigkeit in Verteilten Systemen zu erreichen, ben

otigen wir Protokolle,
welche die Funktionalit

at auch im Fehlerfall sicherstellen. Hier ist jedoch Zusam-
menarbeit zwischen Prozessen verschiedener Maschinen notwendig, die wieder-
um fundamental vom Problem der

Ubereinstimmung verteilter Daten abh

angt.
So sind beispielsweise in replizierenden Dateisystemen zuverl

assige Vergleiche
bez

uglich der G

ultigkeit kopierter Informationen angeraten, w

ahrend in Flug-
zeugsteuerungssystemen sogar eine gemeinsame Entscheidung redundanter Bord-
module herbeigef

uhrt werden mu. Auch verteilte Datenbanken sollten sich

uber
get

atigte Transaktionen einig sein, damit ihre gespeicherten Informationen kon-
sistent bleiben. Neben einer gewissen Korrektheit der Daten ist also vorallem die
Konsistenz wichtig, damit alle beteiligten Rechner auf dieser Basis zur gleichen
Entscheidung kommen. [43]
Ein oensichtlicher Ansatz zur

Ubereinstimmung ist die Wahl der herrschenden
Mehrheitsmeinung. Falls keine Fehler auftreten, funktionieren solche Verfahren,
sobald jedoch ein Proze verschiedene
'
Meinungen` verbreitet, versagen sie leider.
Bevor wir bessere L

osungen behandeln, soll das eigentliche Problem formalisiert
dargestellt und in ein Modell eingebettet werden:
Bei der einfachen Fragestellung soll die

Ubereinstimmung zu einem Bit erfolgen.
Seien nun n Rechenknoten/Prozesse gegeben, wobei von ihnen eine beschr

ankte
Menge anf

anglich oder w

ahrend der Laufzeit fehlerhaft arbeitet.
Denition 3.1 (

Ubereinstimmungproblem)
Jeder Proze i hat ein Anfangszustandsbit x
i
2 f0; 1g. Unser Problem besteht f

ur
die fehlerfreien Rechenknoten nun darin, da sie gemeinsam den

Ubereinstim-
mungswert y erreichen wollen, d. h. wir ben

otigen ein Protokoll, welches jeden
zuverl

assigen Proze j mit dem Bit y
j
2 f0; 1g; 8j : y
j
= y terminieren l

at.
Nat

urlich sollten die y
i
vom Anfangszustand x
i
abh

angig sein, da sonst das Pro-
blem trivial durch Setzen von y
i
:= 0 gel

ost werden k

onnte. Folgende Eigenschaf-
ten sind diesbez

uglich also weiterhin zu beachten:
Nicht-Trivialit

at: F

ur jedes y 2 f0; 1g gibt es einen Anfangszustand x
i
und eine m

ogli-
che Ausf

uhrung des Protokolls, in der y unser

Ubereinstimmungswert ist.
Schwache Einstimmigkeit: Falls f

ur alle i die Beziehung x
i
= x 2 f0; 1g gilt, folgt
sofort y = x, wenn w

ahrend der Ausf

uhrung keine Fehler aufgetreten sind.
Starke Einstimmigkeit: Falls 8i : x
i
= x 2 f0; 1g gilt, folgt y = x nun unbedingt.
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
assige Verteilung
Ein Protokoll heit t-resilient (unverw

ustlich), wenn es selbst bei bis zu t fehler-
haften Prozessen konsistent und richtig arbeitet. Die auftretenden Fehler k

onnen
dabei unterschiedlicher Gestalt sein. Wir bezeichnen das Szenario als Crash, falls
s

amtliche Operationen bis zu einem bestimmten Zeitpunkt korrekt ablaufen, da-
nach aber keine Interaktion mehr erfolgt. Allgemeiner formuliert sind Byzantini-
sche Fehler solche, bei denen keine Annahme

uber das Verhalten des betroenen
Prozesses zugrunde liegt. Damit sind beispielsweise auch mutwillige Abweichung,
inkonsistente Nachrichtenverbreitung oder vor

ubergehendes
'
Totstellen` erfabar,
welche Gegenstand b

osartiger Reaktionen gegen das Protokoll sein k

onnten.
Die Praktikabilit

at der

Ubereinstimmungsprotokolle h

angt haupts

achlich von ih-
rer Berechnungs- und Nachrichtenkomplexit

at ab. Wichtige Faktoren k

onnen die
verstrichene Zeit bis zur Entscheidung, der erzeugte Nachrichtenaufwand oder der
benutzte Rechnerspeicher sein. Insbesondere sind diese Gr

oen mit der Anzahl
der aufgetretenen Fehler korreliert. Deshalb ist es h

aug eine n

utzliche Vorgehens-
weise, den Normalfall ohne Fehler eÆzient zu behandeln und nur bei Ausnahme-
situationen in besondere Protokollschritte zu verzweigen. Allerdings sollte man
nicht vergessen, da in sehr groen Systemen i.A. die erwartete Fehlerquantit

at
linear mit der Rechneranzahl w

achst.
Zuverl

assige Verteilung von Nachrichten kann entweder durch physisch sichere
Verteilnetze
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sofort erreicht oder aber mit Hilfe diverser

Ubereinstimmungspro-
tokolle in unzuverl

assigen Umgebungen
'
simuliert` werden. Dabei geht man dann
von folgendem Grundalgorithmus zum Senden einer Mitteilung aus:
1. Die Nachricht wird den gew

unschten Beteiligten zugestellt.
2. Alle Empf

anger werden sich

uber den Inhalt der Nachricht einig. Sie ver-
wenden hierzu ein

Ubereinstimmungsprotokoll, welches gegen Byzantinische
Fehler weitgehend robust ist.
Unser n

achster Teil behandelt daf

ur geeignete Verfahren.
3.1. Byzantinische

Ubereinstimmung
Viele Protokolle beruhen auf dem sogenannten
"
Problem der byzantinischen Ge-
ner

ale\, das L. Lamport, R. Shostak und M. Pease [44] eindrucksvoll am
historischen Beispiel erkl

aren:
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Nachrichten m

ussen f

ur alle Teilnehmer (inklusive Absender) unver

anderbar sein. Deshalb
entfallen Netzwerktechniken, bei denen Mitteilungen aktiv

uber andere Stationen weiterge-
leitet werden.

Ubrig bleibt nur eine geringe Anzahl von M

oglichkeiten, die allgemein meist
nicht praktikabel sind, z. B. Streuverteilung durch eigene Satelliten bzw. Funknetze. St

orun-
gen oder Medienfehler d

urfen niemals den Mibrauch der Verteileigenschaft erlauben.
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3.1. Byzantinische

Ubereinstimmung
Verschiedene Divisionen der byzantinischen Streitkr

afte belagern eine feindliche Stadt.
Jede Einheit wird vom eigenen General befehligt, der lediglich

uber Nachrichten mit
anderen Kommandeuren in Verbindung steht. Um die Stadt erfolgreich einzunehmen,
m

ussen die Truppenteile zusammenarbeiten, d. h.

ubereinstimmend festlegen, welcher
Teil angegrien werden soll bzw. aus welchem Territorium sie sich zur

uckziehen.
Die Verteidiger der Stadt waren jedoch nicht unt

atig. Sie bestachen einige Gener

ale mit
Geld, um ihre Gunst zu erlangen und im Endziel eine geteilte byzantinische Streitmacht
vorzunden. Handeln die Truppen n

amlich uneinheitlich, k

onnen sie leicht zur

uckge-
schlagen werden. Diese Kunde verbreitete sich auch unter den loyalen Kommandeuren,
welche daraufhin nach einem Verfahren mit folgenden Eigenschaften suchten:
1. Alle loyalen Gener

ale entscheiden sich f

ur den selben Angrisplan eines vom
Kaiser bestimmten Oberbefehlshabers.
2. Eine geringe Anzahl Verr

ater k

onnen den ehrlichen Gener

alen keinen falschen
Plan aufzwingen, falls der Oberbefehlshaber selbst loyal ist.
Da von vornherein unbekannt ist, welche Gener

ale Verrat begehen werden, ist das
Problem nicht trivial l

osbar. Eine zus

atzliche Schwierigkeit besteht in der m

undli-
chen

Ubertragung der Nachrichten. Ihr Transport durch Boten ist unzuverl

assig, sie
sind leicht ver

anderbar, und es existiert

uberhaupt keine Garantie, da ein bestimmter
Kommandeur die gleiche Meinung allen gegen

uber vertritt.
Alle Verfahren, bei denen die Nachrichten

ubertragung ungesichert erfolgt, d

urfen
nur von weniger als einem Drittel (t <
n
=3) Verr

atern dominiert werden. Bei le-
diglich drei Gener

alen m

ussen sich also alle loyal verhalten. Die Autoren [44] zeig-
ten aber, da mit Authentizit

atsmechanismen (unterschriebene, f

alschungsichere
Schriftst

ucke) sogar eine L

osung existiert, welche nur mindestens zwei ehrliche
Befehlshaber (t  n   2) erfordert. Die Gener

ale k

onnen dann n

amlich nicht
mehr einfach leugnen, welche Nachrichten sie wirklich von anderen empfangen
haben. Leider funktioniert alles ausschlielich in einer synchronen Umgebung.
3.1.1. Synchrone Kommunikationsnetze
In Kommunikationsmodellen mit regelm

aiger Taktung, synchronisierten Uhren
und akkuraten Zeitschranken f

ur die Nachrichten

ubertragung k

onnen Ausf

alle
oder Fehler leicht festgestellt werden. Synchrone Kommunikation l

auft in einer
Sequenz von Runden ab: In jeder Runde sendet der Proze/Teilnehmer zuerst
beliebig viele Nachrichten an andere und empf

angt danach f

ur ihn bestimm-
te Mitteilungen. Eingegangene Nachrichten dieser Runde k

onnen also nicht das
anf

angliche Sendeverhalten beeinussen. Auerdem ist am Ende der Runde ein-
deutig klar, welcher Proze keine Mitteilung gesendet hat. F

ur die synchrone

Ubertragung fassen wir hier wesentliche Erkenntnisse aus wissenschaftlichen Ar-
beiten [43, 44] noch einmal zusammen:
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
assige Verteilung
Fakt 3.1 (Zusammenhang zum

Ubereinstimmungsproblem)
Sei eine t-resiliente L

osung des

Ubereinstimmungsproblems gegeben, dann exi-
stiert auch eine t-resiliente L

osung des Problems der byzantinischen Gener

ale,
die lediglich eine weitere

Ubertragungsrunde ben

otigt und zus

atzlich n  1 Nach-
richten (Verteilung des

Ubereinstimmungswertes) sendet.
Obiger Fakt erlaubt uns eine eÆziente Konstruktion durch Verfahren des ver-
wandten

Ubereinstimmungsproblems. Hinsichtlich der grunds

atzlichen L

osbar-
keit bei Byzantinischen Fehlern bleibt anzumerken:
Fakt 3.2 (Byzantinische

Ubereinstimmung durch Authentizit

at)
Es existiert ein t-resilientes synchrones Protokoll, welches das Problem der by-
zantinischen Gener

ale mit Hilfe authentischer Nachrichten l

ost.
Ein
'
eÆzientes` Protokoll mit Kommunikationskomplexit

at O(nt) stammt von
D. Dolev und H.R. Strong [45]. Ohne Authentizit

at der Mitteilungen gibt es
nur eine L

osung, wenn die Anzahl der fehlerhaften Prozesse nicht zu gro wird.
Fakt 3.3 (Byzantinische

Ubereinstimmung ohne Authentizit

at)
Es existiert ein t-resilientes synchrones Protokoll ohne Authentizit

at, welches das
Problem der byzantinischen Gener

ale l

ost, falls t <
n
=3 gilt.
3.1.2. Asynchrone Kommunikationsnetze
Ungl

ucklicherweise ndet man h

aug asynchrone Umgebungen vor, wie es u. a.
auch in unserer Aufgabenstellung zur Anonymit

at der Fall ist. Eine Erkennung
b

oswilligen
'
Totstellens` ist hier fast unm

oglich, da keine Annahmen zur Zeit-
verz

ogerung bei der

Ubertragung gemacht werden k

onnen. Insbesondere ist also
nicht feststellbar, ob der Sender fehlerhaft oder lediglich langsam arbeitet. Diese
Schwierigkeit f

uhrt zu so heiklen Eekten, da viele

Ubereinstimmungsprobleme
nicht mehr deterministisch l

osbar sind.
M.J. Fischer, N.A. Lynch undM.S. Paterson [46] zeigten bereits im Jah-
re 1983 auf einer Konferenz f

ur Datenbanken folgende schw

achere Tatsache:
Fakt 3.4 (Unl

osbarkeit der

Ubereinstimmung)
In einer voll asynchronen Umgebung existiert keine 1-resiliente L

osung des

Uber-
einstimmungsproblems, falls gerade die Eigenschaft der Nicht-Triviali

at von ihr
gefordert ist.
In ihrer Orginalarbeit wird als St

orungsquelle zwar nur der vollst

andige Proze-
crash in Betracht gezogen, da Byzantinische Fehler aber allgemeiner sind, gilt das
Resultat selbstverst

andlich auch f

ur das abgeleitete Problem der byzantinischen
Gener

ale. Es gibt also kein t-resilientes Verfahren (mit t > 0) f

ur unsere Frage-
stellung nach Byzantinischer

Ubereinstimmung, welches deterministisch arbeitet
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
Ubereinstimmungsprotokolle
und damit immer zu einer Entscheidung kommt. Das hat nat

urlich erheblichen
Einu auf die Robustheit h

oherer Protokollschichten.
Probabilistische Algorithmen sind also scheinbar der einzige Ausweg, weil sie
zumindest mit hoher Wahrscheinlichkeit

Ubereinstimmung erreichen k

onnen.
3.2. Probabilistische

Ubereinstimmungsprotokolle
L

osungsverfahren mit Einu von Zufall werden

uberall dort eingesetzt, wo kei-
ne exakt deterministischen Protokolle existieren. Beispielsweise liefern sie einen
deadlock-freien Algorithmus zum Problem der abendessenden Philosophen
56
und
helfen auch bei unserer Fragestellung nach Byzantinischer

Ubereinstimmung wei-
ter.M. Ben-Or [47] beschrieb dazu ein Protokoll, das f

ur t <
n
=5mitWahrschein-
lichkeit nahe 1 funktioniert. T. Rabin, R. Canetti und andere Wissenschaft-
ler verbesserten sp

ater die Bedingung an t auf das theoretische Maximum von
t <
n
=3, allerdings sind ihre Verfahren aufgrund enormer Nachrichtenkomplexit

at
h

ochst unpraktikabel. Erst im Jahre 2000 wurde von C. Cachin, K. Kursawe
und V. Shoup [37] ein eÆzientes Protokoll f

ur
"
Asynchronous Binary Byzantine
Agreement\ (ABBA) beschrieben, welches jetzt vorgestellt werden soll.
3.2.1. ABBA Protokoll
Dieses Protokoll l

ost das Problem der bin

aren Byzantinischen

Ubereinstimmung
57
in unserem asynchronen Umfeld und hat folgende praktische Eigenschaften:
 Es toleriert die maximale Zahl von t <
n
=3 byzantinischen Angreifern.
 Die erwartete Rundenkomplexit

at ist nahezu konstant.
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 Es besitzt eine fast optimale Nachrichtenkomplexit

at von O(n
2
) pro Runde.
 Die L

ange der einzelnen Protokollnachrichten ist nicht viel gr

oer als ein
oder zwei RSA-Standardsignaturen.
 Ein vertrauensvoller Vermittler wird nur zur Initalisierung ben

otigt. Danach
kann eine unbegrenzte Anzahl an Transaktionen
59
abgewickelt werden.
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Zugrisproblem aus der Parallelverarbeitung: Da die Ressourcen (jeweils zwei Gabeln) nur
exklusiv verwendet werden k

onnen, sind sie vor Benutzung zu sperren und danach wieder
freizugeben. Durch unkoordiniertes Verhalten enstehen hierbei jedoch Deadlock-Situationen.
57
d. h. Teilnehmer einigen sich auf einen

Ubereinstimmungswert aus der Menge f0; 1g
58
Da es sich um ein probabilistisches Protokoll handelt, bleibt nat

urlich die absolute Runden-
komplexit

at im kaum wahrscheinlichen Extremfall unendlich gro. (vgl. Fakt 3.4)
59
hier: Instanzen f

ur

Ubereinstimmungsndung zu jeweils einem Bin

arwert
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
assige Verteilung
Ausgangslage: Wir haben n Teilnehmer, bezeichnet mit P
1
; : : : ; P
n
, welche

uber ein unsicheres, asynchrones Netzwerk kommunizieren. Ein m

oglicher An-
greifer (adversary) kann bis zu t von ihnen kontrollieren. Sein Angrisverhalten
ist statisch,
60
d. h. er mu vor Ausf

uhrung des Protokolls entscheiden, gegen

uber
welchen Teilnehmern er b

osartig agiert. Damit sei f die aktuell beeinute Anzahl
dieser unehrlichen Parteien (Kollaborateure, Opfer), wobei 0  f  t gilt.
W

ahrend der Initalisierungsphase erzeugt ein vertrauensvoller Vermittler diverse
Schl

usselsysteme und Anfangszust

ande f

ur jeden Teilnehmer. Unser Angreifer
kann zwar die geheimen Schl

ussel der Opfer erlangen, alle Informationen der
ehrlichen Parteien bleiben ihm jedoch verborgen.
Das zugrunde liegende Netzwerk ist unsicher, denn der Angreifer hat dar

uber die
volle Kontrolle. Er kann die Auslieferung von Nachrichten nach seinen W

unschen
beeinussen, Inhalte ver

andern oder sogar neue Mitteilungen einf

ugen. In diesem
formalen Modell kann man deshalb Netzwerk und Angreifer zusammenfassen. Die
ehrlichen Teilnehmer sind komplett passiv, d. h. sie reagieren nur auf Anfragen,
die der Angreifer passieren l

at. Genauer gesagt, ndet nach der Initalisierungs-
phase eine Reihe von Grundschritten statt, die jeweils wie folgt ablaufen: Der
Angreifer liefert eine Nachricht an einen ehrlichen Teilnehmer P
i
aus, der dann
seinen internen Zustand aktualisiert und ggf. eine Menge von Antwortnachrichten
generiert. Jene Mitteilungen werden dem Netzwerk zur m

oglichen Auslieferung
an andere Parteien

ubergeben. Der Angreifer wird also letztendlich entscheiden,
ob er die Nachrichten sofort, irgendwann sp

ater oder

uberhaupt nicht weiterleitet.
Nat

urlich sollten alle Protokollteile nur (ggf. probabilistische) Polynomialzeitbe-
rechnungen erfordern, damit sie

uberhaupt praktikabel sind. Zus

atzlich m

ussen
wir deshalb einen Sicherheitsparameter f

ur die kryptographischen Bestandteile
einf

uhren und von allen Protokollschritten verlangen, da sie in diesem Parame-
ter (z. B. L

ange des Primfaktorprodukts) ebenfalls polynomial beschr

ankt sind.
Modell der Byzantinische

Ubereinstimmung: Wir wollen jetzt Operatio-
nen und Eigenschaften des

Ubereinstimmumgsprotokolls formalisieren. Jeder In-
stanz f

ur eine zwischen den Teilnehmern durchzuf

uhrende bin

are Einigung wird
das eindeutige Kennzeichen TID zugeordnet, welches aus einer beliebig langen
Zeichenkette besteht. Die konkrete Form wird von der zugrundeliegenden Appli-
kation und ihrer Implementierung bestimmt.
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Alternativ k

onnte man auch ein adaptives Modell w

ahlen, wo der Angreifer w

ahrend der
Laufzeit des Protokolls seine Opfer dynamisch festlegt. Dieses Szenario w

urde allerdings
kryptographische Werkzeuge ben

otigen, die uns hier nicht zur Verf

ugung stehen. Auerdem
ist der statische Ansatz in der Praxis gar nicht so unrealistisch, weil die Auswahl des Opfers
meist unabh

angig von den

ubers Netzwerk transportierten Protokolldaten erfolgt (z. B. eher
durch unvorsichtige Systemadministratoren oder bestochene Mitarbeiter).
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
Ubereinstimmungsprotokolle
Der Angreifer k

onnte an P
i
eine Nachricht der Form
(TID; activate; )
weiterleiten, in welcher  2 f0; 1g der Startwert zur

Ubereinstimmung ist. Falls
eine solche Mitteilung wirklich ausgeliefert wird, bezeichnen wir P
i
als TID-
aktiviert, wobei sein Anfangszustand dem gegeben Wert  entspricht. Danach
k

onnen bei P
i
verschiedene Protokollnachrichten der Gestalt
(TID; j; i; : : :)
eingehen, die neben dem Index des Senders 1  j  n noch weitere Nutzdaten
enthalten. Daraufhin aktualisiert P
i
seinen internen Zustand und generiert ggf.
eine Menge von Antwortmitteilungen der Form
(TID; i; j; : : :) ,
wobei jetzt 1  j  n der Empf

angerindex ist. Schlielich wird er irgendwann
auch die Nachricht
(TID; decide; )
senden, wobei  2 f0; 1g seine endg

ultige Entscheidung zum

Ubereinstimmungs-
problem darstellt. Danach bezeichnen wir P
i
als TID-entschieden; er darf seinen
Zustand bei dieser Transaktion nicht mehr

andern.
Zur Vereinfachung nehmen wir an, da alle Nachrichten authentisch verteilt wer-
den. Digitale Signatur sowie Public-Key-Infrastruktur des vertrauensvollen Ver-
mittlers erm

oglichen uns die eÆziente Umsetzung dieser Annahme. Der Angreifer
wird damit insoweit eingeschr

ankt, da, wenn P
i
; P
j
ehrlich sind und er eine Nach-
richt der Form (TID; i; j; : : :) an P
j
ausliefert, diese Mitteilung auch wirklich von
P
i
zu einem fr

uheren Zeitpunkt erzeugt wurde.
Folgende drei formale Eigenschaften mu das ABBA-Protokoll erf

ullen:

Ubereinstimmung: Alle ehrlichen, TID-entschiedenen Teilnehmer benden sich nach
Abschlu dieser Transaktion im gleichen

Ubereinstimmungszustand der Menge
f0; 1g. F

ur den Angreifer ist es berechnungstechnisch unm

oglich, zwei ehrliche
Teilnehmer unterschiedlich entscheiden zu lassen.
Termination: Traditionell wird davon ausgegangen, da alle Nachrichten zwischen ehr-
lichen Teilnehmern
"
irgendwann\ ausgeliefert werden. Damit entscheiden sich
diese Parteien aber auch nur
"
irgendwann\ f

ur den gemeinsamen

Ubereinstim-
mungswert. (Ein Angreifer kann die Verteilung also nicht dauerhaft unterbinden.)
Cachin, Kursawe und Shoup f

uhren die neue Denition ein, da, falls der
Angreifer die Mitteilungen des Protokolls bis zu einem gewissen Grad sofort aus-
liefert, sich auch alle ehrlichen Teilnehmer
'
schnell` entscheiden. Ihr Verst

andnis
von Termination setzt sich im wesentlichen aus zwei Bedingungen zusammen.
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Deadlock-Freiheit: Der Angreifer kann unm

oglich Situationen erzeugen, bei de-
nen ein ehrlicher Teilnehmer sich nicht entscheiden wird, obwohl alle ehrlichen
Parteien TID-aktiviert sind und ihre zugeh

origen Nachrichten vom Netzwerk
auch ausgeliefert wurden.
Schnelle Konvergenz: Sei TID
s
f

ur s = 1; 2; : : : das s-te Transaktionskennzeichen
und X
s
die Anzahl der dabei generierten Protokollnachrichten aller ehrlichen
Teilnehmer. Es m

ussen zwei feste Polynome B;C in n und dem Sicherheitspara-
meter existieren, so da f

ur alle s  1;m  1
Pr [X
s
 mB + C]  2
 m
+ 
gilt, wobei  eine vernachl

assigbare Funktion
61
im Sicherheitsparameter darstellt.
W

ahrend letztere von der Berechnungsst

arke des Angreifers abh

angig ist, sind
B;C lediglich durch das

Ubereinstimmungsprotokoll (hier ABBA) dominiert.
Die Deadlock-Freiheit verhindert triviale Protokolle, die niemals Transaktionen
entscheiden oder Nachrichten generieren. Die schnelle Konvergenz sichert zeitli-
che Termination, weil der Angreifer B;C nicht beeinussen kann. Damit entfallen
Protokolle, welche lediglich Nachrichten hin-und-her senden, ohne dabei jemals
zu einer Entscheidung zu gelangen.
Mit anderen Worten impliziert diese Denition, da sich alle ehrlichen Parteien
schnell f

ur einen

Ubereinstimmungswert entscheiden, wenn das Netzwerk eine
polynomial beschr

ankte Anzahl von Protokollnachrichten zu einer bestimmten
Transaktion ausliefert. Die Forderung garantiert allerdings nicht, da der An-
greifer die Mitteilungen wirklich passieren l

at, da er in unserem Modell ja weit-
reichende Kontrolle

uber das zust

andige Verteilnetz hat.
Richtigkeit: Falls alle Teilnehmer mit gleichem Anfangszustand TID-aktiviert sind
und der Angreifer gerade keinen von ihnen kontrolliert (f = 0), dann entscheidet
sich sp

ater jede Partei f

ur diesen Startwert.
Obige Denition der Richtigkeit ist relativ schwach. Wir werden sp

ater eine Ver-
besserung kennenlernen, welche ehrliche Teilnehmer selbst bei f > 0

uberein-
stimmend richtig entscheiden l

at, wenn zumindest alle ehrlichen Parteien mit
dem gleichen Anfangszustand diese Transaktion beginnen.
Kryptographie: Das Protokoll benutzt ungew

ohnlich viele kryptographische
Primitiven, die wir im Grundlagenabschnitt bereits ausgiebig besprochen haben:
 Digitale Signaturen, um die Authentizit

at der transportierten Protokoll-
nachrichten (sichere Kan

ale) zu gew

ahrleisten.
 Ein =n; n   t; t=- sowie ein =n; t + 1; t=-Schwellenwertsignaturschema, um
schnelle Byzantinische

Ubereinstimmung zu erreichen.
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z. B. sinkt ihr Funktionswert st

arker als jedes Polynom in diesem Sicherheitsparameter
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
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 Ein =n; n   t; t=-Schwellenwertm

unzwurfschema, um die gemeinsame Zu-
fallsquelle f

ur den probabilistischen Teil zu realisieren. Sei F (C) 2 f0; 1g
dabei der Wert unserer M

unze mit dem Namen C.
Protokoll: Wir wollen jetzt die Grundschritte von ABBA beschreiben. Seien
ein Transaktionskennzeichen TID und f

ur jeden Teilnehmer P
i
der Anfangszu-
stand V
i
2 f0; 1g gegeben. Das Protokoll l

auft in Runden r = 1; 2; : : : ab, wobei
sich jede wiederum aus vier einzelnen Teilst

ucken zusammensetzt:
1. Der Wert der M

unze mit Namen (TID; r) wird bestimmt und ndet ggf. in
den folgenden Schritten seine Anwendung. Er dient ehrlichen Parteien als
Preferenz, falls in r unterschiedliche
'
Teilnehmermeinungen` vorliegen.
2. Jede Partei verteilt eine Vorauswahl (pre-vote) f

ur den

Ubereinstimmungs-
wert b 2 f0; 1g. Diese Wahl wird durch eine zugeh

orige Schwellenwertge-
samtsignatur best

atigt, w

ahrend die Protokollnachricht selbst durch Teil-
unterschrift von P
i
gesichert ist.
3. Nach dem Erhalt von n   t g

ultigen Vorauswahlmitteilungen sendet jede
Partei eine Hauptauswahl (main-vote) v 2 f0; 1; abstaing. Wie bereits bei
der Vorauswahl geschehen, mu sie durch eine zugeh

orige Schwellenwertge-
samtsignatur best

atigt werden. Auch die daf

ur verwendeten Protokollnach-
richten sind wieder durch Teilunterschriften gesichert.
4. Nach dem Erhalt von n t g

ultigen Hauptauswahlmitteilungen (main-votes)
werden jene untersucht. Sind alle zum gleichen Wert b 2 f0; 1g ausgestellt,
entscheidet sich die Partei f

ur U
i
= b als

Ubereinstimmungswert dieser
Transaktion TID und nimmt noch eine weitere Runde am Protokoll teil.
Andernfalls f

ahrt sie normal mit der n

achsten Runde und Schritt 1 fort.
Eingabe: Anfangszustand V
i
2 f0; 1g, Ausgabe:

Ubereinstimmungswert U
i
2 f0; 1g
Zum Verst

andnis sind noch Details notwendig. Rufen wir uns in Erinnerung, da
eine Nachricht von P
i
an P
j
die Form (TID; i; j; : : :) hatte, wobei im Teil
"
: : :\
Nutzlast transportiert werden konnte. Deshalb wird jetzt nur noch dieser Nutzteil
beschrieben, denn TID, i sowie j ergeben sich aus dem Zusammenhang:
Schritt 1: Jede Partei P
i
generiert mit dem =n; n t; t=-Schwellenwertm

unzwurfschema
ihren i-M

unzteil SC
i
f

ur die M

unze mit Namen (TID; r). Danach sendet P
i
an
alle anderen im Nutzteil der Protokollnachricht:
(coin; r; SC
i
)
Alle Teilnehmer sammeln hierauf n  t verschiedene M

unzteile f

ur (TID; r) und
k

onnen diese zur Gesamtm

unze kombinieren, deren Wert F (TID; r) 2 f0; 1g
ihnen damit zug

anglich ist. Der Schritt liefert uns also ein globales Zufallsbit in
jeder Runde, welches wir unter Umst

anden verwenden m

ussen.
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Schritt 2: Jeder Teilnehmer P
i
bestimmt eine Vorauswahl b 2 f0; 1g, wobei ihr Wert in
der ersten Runde gleich V
i
gesetzt oder sonst im Schritt 4 der vorherigen Runde
r   1 berechnet wird. Die Vorauswahl mu eine Best

atigung beinhalten, welche
bei r = 1 ggf.

uber

ussig
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ist. Falls jedoch r > 1 gilt, bekommen wir sie auf zwei
unterschiedlichen Wegen:
 Entweder durch eine Schwellenwertgesamtsignatur

uber der Nachricht
(pre-vote; T ID; r   1; b) ,
was wir harte Vorauswahl zu b nennen,
 oder aber durch eine Schwellenwertgesamtsignatur

uber der Nachricht
(main-vote; T ID; r   1; abstain) ,
was wir weiche Vorauswahl zu b = F (TID; r) nennen.
Intuitiv ist eine harte Vorauswahl die Preferenz f

ur den Wert b auf Grundla-
ge der vorherigen Runde r   1, w

ahrend die weiche Vorauswahl den aktuellen
Wert der M

unze bevorzugt, da es oensichtlich widerspr

uchliche Meinungen ein-
zelner Teilnehmer in der letzten Runde gab. Alle zur Best

atigung notwendigen
Gesamtsignaturen k

onnen durch bisher gesammelte Teilunterschriften mit dem
Kombinationsalgorithmus des Schwellenwertsignaturschemas berechnet werden.
Nach Erzeugung der Best

atigung JP
i
generiert P
i
eine i-Teilsignatur SP
i

uber
der Nachricht
(pre-vote; T ID; r; b)
und sendet schlielich folgende Mitteilung an alle anderen:
(pre-vote; r; b; JP
i
; SP
i
)
Schritt 3: Jede Partei P
i
wartet auf n   t ordnungsgem

a best

atigte und vom Sen-
der teilsignierte Vorauswahlmitteilungen der aktuellen Runde r. Dann wird die
Hauptauswahl v 2 f0; 1; abstaing nach folgendem Schema getroen:
 Falls unter den n   t Nachrichten mindestens eine Preferenz f

ur 0 und
eine andere f

ur 1 existiert, ist die Hauptauswahl von P
i
in dieser Runde
v := abstain. Die zugeh

orige Best

atigung setzt sich aus den JP
x
; JP
y
der
widerspr

uchlichen Vorauswahlmitteilungen von P
x
und P
y
zusammen. Da
unsere Vorauswahl in Runde r = 1 ggf. unbest

atigt ist, kann anfangs auch
die Hauptauswahl nicht best

atigt werden.
 Ansonsten sind n tVorauswahlnachrichten f

ur den gleichen Wert b 2 f0; 1g
eingegangen, welche allesamt auch g

ultige Teilsignaturen

uber
(pre-vote; T ID; r; b)
beinhalten. Damit ist P
i
in der Lage, eine Gesamtsignatur zu erzeugen, die
ihm als Best

atigung seiner Hauptauswahl v := b dient.
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Vgl. kommender Abschnitt
"
Verbesserungen\, wo sie auch f

ur r = 1 notwendig wird.
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Nach Erzeugung der Best

atigung JM
i
generiert P
i
eine i-Teilsignatur SM
i

uber
der Nachricht
(main-vote; T ID; r; v)
und sendet schlielich folgende Mitteilung an alle anderen:
(main-vote; r; v; JM
i
; SM
i
)
Schritt 4: Jeder Teilnehmer P
i
wartet auf n   t ordnungsgem

a best

atigte und vom
Sender teilsignierte Hauptauswahlmitteilungen der aktuellen Runde r. Sind alle
Nachrichten f

ur einen Wert b 2 f0; 1g ausgestellt, bekennt sich die Partei hierzu
und ist damit TID-entschieden. Sie nimmt aber noch eine weitere Runde am
Protokoll teil, um auch anderen
'
Mitspielern` die Entscheidung zu erm

oglichen.
Ansonsten f

ahrt P
i
normal mit der n

achsten Runde und Schritt 1 fort. In beiden
F

allen wird der Wert der Vorauswahl f

ur r + 1 wie folgt bestimmt:
 Wenn P
i
nur Nachrichten f

ur abstain gesammelt hat, kann er eine Gesamt-
signatur

uber der Mitteilung
(main-vote; T ID; r; abstain)
erzeugen und damit eine weiche Vorauswahl in der n

achsten Runde treen.
 Anderenfalls wurde zumindest eine der n  t Hauptauswahlnachrichten f

ur
b 2 f0; 1g mit einer Gesamtsignatur

uber
(pre-vote; T ID; r; b)
best

atigt, so da P
i
in der n

achsten Runde eine harte Vorauswahl f

ur gerade
dieses b treen kann.
Sicherheitsanalyse: Jetzt sollen wichtige Punkte des Sicherheitsbeweises skiz-
ziert werden. Der vollst

andige Beweisweg ist in der Orginalarbeit [37] zu nden.
Satz 3.1
Angenommen wir haben ein sicheres =n; n   t; t=-Schwellenwertsignaturschema,
ein sicheres =n; n   t; t=-Schwellenwertm

unzwurfschema und sichere digitale Si-
gnaturen zur Authentikation der Nachrichten, dann l

ost das ABBA-Protokoll
die asynchrone Byzantinische

Ubereinstimmung f

ur t <
n
=3.
Beweisidee: Zu zeigen sind die besprochenen drei Eigenschaften:

Ubereinstim-
mung, Termination und Richtigkeit. Letztere ist in der schwachen Form mit f = 0
oensichtlich, da alle Teilnehmer den gleichen Anfangszustand V
i
w

ahlen. F

ur
den restlichen Teil (

Ubereinstimmung, Termination) seien vorerst f = t und das
Transaktionskennzeichen TID xiert.
Wir betrachten zun

achst die Vorauswahl ehrlicher Teilnehmer f

ur Runde r  1.
Da n > 3t gilt, liegen maximal zu einem Wert b 2 f0; 1g wenigstens n   2t
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Preferenzen vor. Falls ein solches b existiert, setzen wir 
r
:= b, ansonsten bleibt

r
undeniert. Dieses Symbol hat also genau ab dem Zeitpunkt einen konkreten
Wert, wenn hierf

ur gen

ugend g

ultige Vorauswahlnachrichten in r verteilt wurden.
Lemma 1 F

ur r  1 gelten (mit hoher Wahrscheinlichkeit) folgende Aussagen:
(a) Falls eine ehrliche Partei die Hauptauswahl f

ur b 2 f0; 1g in Runde r ver-
teilt oder akzeptiert, dann ist 
r
deniert, und es gilt 
r
= b.
(b) Falls eine ehrliche Partei die harte Vorauswahl f

ur b 2 f0; 1g in Runde r+1
verteilt oder akzeptiert, dann ist 
r
deniert, und es gilt 
r
= b.
(c) Falls eine ehrliche Partei die Hauptauswahl f

ur abstain in Runde r + 1
verteilt oder akzeptiert, dann ist 
r
deniert und 
r
= 1  F (TID; r + 1).
(d) Falls r die erste Runde angibt, in welcher eine beliebige ehrliche Partei
TID-entschieden ist, dann gilt f

ur alle anderen ehrlichen Teilnehmer, wel-
che sich irgendwann noch entscheiden werden, da sie den gleichen Zustand
und

Ubereinstimmungswert entweder in Runde r oder r + 1 erreichen.
Um (a) zu zeigen, nehmen wir an, da eine ehrliche Partei die Hauptauswahl
f

ur b 2 f0; 1g in Runde r akzeptiert hat. F

ur die Best

atigung mu eine g

ultige
Schwellwertgesamtsignatur

uber
(pre-vote; T ID; r; b)
im Nutzteil enthalten sein. Die Eigenschaft der Unf

alschbarkeit des Signatursche-
mas (siehe Seite 46) impliziert jedoch, da wenigstens (n  t)  t = n 2t ehrliche
Teilnehmer eine Vorauswahl f

ur b getroen haben. Deshalb ist auch 
r
deniert
und gleicht genau diesem Wert. Aussage (b) folgt jetzt einfach aus (a) und der
Tatsache, da eine harte Vorauswahl f

ur b 2 f0; 1g in Runde r + 1 mit obiger
Gesamtsignatur der Hauptauswahl von r best

atigt werden mu.
Teil (c): Eine Hauptauswahl f

ur abstain in Runde r+1 wird durch eine Voraus-
wahl f

ur 0 und eine f

ur 1 der Runde r + 1 best

atigt. Diese Preferenzen k

onnen
beide unm

oglich weiche Vorauswahlen sein, mindestens eine von ihnen mu hart
sein. Durch (b) wird sofort impliziert, da jene harte Vorauswahl f

ur 
r
aus-
gestellt ist und damit die weiche f

ur den Wert 1   
r
pl

adiert. Weil auerdem
F (TID; r + 1) = 1  
r
gilt, folgt die Richtigkeit der Aussage (c).
Teil (d): Angenommen eine Partei P
i
entscheidet b 2 f0; 1g in Runde r, und kein
anderer Teilnehmer ist vorher TID-entschieden, dann hat sie in dieser Runde
n   t Hauptauswahlmitteilungen f

ur b akzeptiert. Durch (a) mu b = 
r
gelten,
so da jede andere ehrliche Partei, welche sich auch in dieser Runde entscheidet,
auf jeden Fall den Wert 
r
w

ahlt. Von den n t durch P
i
akzeptierten Nachrichten
kommen mindestens n 2t von ehrlichen Teilnehmern, die f

ur b gestimmt haben.
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Weil nun aber n > 3t gilt, sind weniger als (n   t)   t = n   2t Teilsignaturen

uber der Nachricht
(main-vote; r; abstain)
von ehrlichen Teilnehmern erzeugt. Diese Tatsache impliziert, da eine weiche
Vorauswahl in Runde r + 1 nicht best

atigt werden kann und damit die einzig
g

ultigen Preferenzen harte Vorauswahlnachrichten f

ur diese Runde sind. Mit Aus-
sage (b) ist ihr Wert auf b festgelegt, somit wird sich auch die Hauptauswahl aller
ehrlichen Teilnehmer nur f

ur dieses b in Runde r + 1 entscheiden k

onnen.
Die

Ubereinstimmungseigenschaft des ABBA-Protokolls folgt hier unmittelbar
aus Teil (d). Es bleibt noch die Termination zu zeigen, welche Deadlock-Freiheit
und schnelle Konvergenz beinhaltet:
Deadlock-Freiheit ist oensichtlich, denn alle ehrlichen Teilnehmer f

uhren eine
Runde nach der anderen aus, falls nur das Netzwerk gen

ugend Protokollnachrich-
ten zwischen ihnen verteilt. Zusammen mit (d) und der Bedingung, da TID-
entschiedene, ehrliche Parteien noch eine weitere Runde am Protokoll teilnehmen,
folgt also dieser Teil der Terminationseigenschaft.
Schnelle Konvergenz ist schwieriger zu beweisen. Lemma 1 sagt aus, da in ge-
gebener Runde r + 1 mit r  1 die Menge der n   t akzeptierten Hauptaus-
wahlnachrichten einer ehrlichen Partei nur Preferenzen entweder f

ur 0 oder 1
enthalten, keinesfalls aber f

ur beide Werte. Also wird sich der Teilnehmer in die-
ser Runde entscheiden, es sei denn, wenigstens eine Mitteilung war auf abstain
ausgestellt. Sollte er jedoch eine solche
'
Uneinigkeitsnachricht` akzeptieren, gilt

r
= 1   F (TID; r + 1) durch Aussage (c) des Lemmas. Als Schl

usselpunkt f

ur
schnelle Konvergenz m

ussen wir demnach zeigen, da dieser Wert 
r
feststeht,
bevor die M

unze mit Namen (TID; r + 1) geworfen wird.
Mit dem Ausdruck
"

r
wird zu einem bestimmten Zeitpunkt ermittelt\ ist folgen-
des gemeint: Es existiert ein eÆzientes Verfahren W , welches alle bis zu diesem
Zeitpunkt vom Angreifer (Netzwerk) durchgef

uhrten Interaktionen in Verbindung
mit den Parametern TID, r  1 als Eingabe annimmt und daraufhin w 2 f0; 1; ?g
ausgibt. Weiterhin gilt, da im Falle w 6= ? der Wert 
r
= w damit eindeutig fest-
gelegt wird.
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Die letzte Bedingung ist nat

urlich nur dann sinnvoll, wenn 
r
in
dieser Runde

uberhaupt deniert war.
Im Ausdruck
"
die M

unze mit Namen (TID; r + 1) wird zu einem bestimmten
Zeitpunkt geworfen\ ist exakt der Zeitpunkt gemeint, an dem eine ehrliche Partei
das (n  2t)-te M

unzteil daf

ur erzeugt.
Lemma 2 Es existiert eine Funktion W , die 
r
, wie oben beschrieben, f

ur alle
r  1 genau so festlegt, da entweder 
r
zum Zeitpunkt vor dem Wurf der M

unze
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Der Angreifer kann diese Festlegung nicht dauerhaft verhindern.
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mit Namen (TID; r + 1) ermittelt wird oder aber 
r+1
zum Zeitpunkt vor dem
Wurf der M

unze mit Namen (TID; r + 2) ermittelt wird.
Auf den Beweis des Lemmas soll hier verzichtet werden. Mit obiger Aussage und
Unvorhersagbarkeitseigenschaft des M

unzwurfschemas (siehe Seite 54) k

onnen
wir implizieren, da f

ur ehrliche Teilnehmer die Wahrscheinlichkeit, mehr als
2r + 1 Runden zu absolvieren, durch 2
 r
+  beschr

ankt wird.
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Hiermit folgt
auch die schnelle Konvergenz des ABBA-Protokolls sofort.
Ein Problem wird durch den Gesamtbeweis des Satzes 3.1 aber deutlich: Wenn
sich die erste ehrliche Partei in Runde r entscheidet, gibt es unter Umst

anden
auch Teilnehmer, die sich erst in r+1 entscheiden k

onnen. Sie benden sich dann
zwar im Zustand TID-entschieden, m

ussen { dem Protokoll folgend { aber noch
in Runde r+2 mitarbeiten. Da die anderen Instanzen bereits nach r+1 beendet
wurden, sind sp

atestens im Schritt 2 nicht mehr n   t Nachrichten auslieferbar.
Diese Situation ist weniger kritisch als es den Anschein hat, denn alle ehrlichen
Teilnehmer haben ja den

Ubereinstimmungszustand zur Transaktion TID bereits
erreicht. Lediglich manche Protokollinstanzen w

urden oenbar funktionslos wei-
terarbeiten. Mit einer Verbesserung aus dem folgenden Unterabschnitt k

onnen
wir jedoch auch dieses Problem l

osen.
Eingangs wurde die Sicherheitsanalyse f

ur f = t xiert, was allerdings hier nur
unn

otig einschr

ankend wirkt. F

ur den allgemeineren Beweisweg mit f < t sind
noch kleinere Ver

anderungen anzubringen, die in der Orginalarbeit [37] ausf

uhr-
lich behandelt werden.
Verbesserungen: Jetzt besprechen wir die vorher angedeuteten Verbesserun-
gen des ABBA-Protokolls und einige spezielle Optimierungen.
Starke Richtigkeit: Mit folgender Erweiterung soll auch bei f > 0 abgesichert wer-
den, da alle ehrlichen Teilnehmer sich ultimativ f

ur den Wert entscheiden, mit
welchem sie

ubereinstimmend TID-aktiviert wurden. Dazu wird eine sogenannte
Vorverarbeitungsrunde am Anfang jeder Transaktion ausgef

uhrt, die ein zus

atz-
liches =n; t+ 1; t=-Schwellenwertsignaturverfahren verwendet.
Jede Partei P
i
generiert damit eine i-Teilunterschrift SR
i

uber
(pre-process; T ID; V
i
)
und sendet die Nachricht der Gestalt
(pre-process; V
i
; SR
i
)
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Die Vorhersagewahrscheinlichkeit pro M

unzwurf betr

agt ja genau
1
=2 und  ist von ver-
nachl

assigbarer Gr

oenordnung.
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an alle anderen. Danach wartet P
i
auf n   t solcher Mitteilungen, unter denen
wenigstens t+1 f

ur den gleichen Wert
65
b 2 f0; 1g stimmen. Diese Teilsignaturen
werden kombiniert und ergeben eine Schwellenwertgesamtsignatur JR
i

uber
(pre-process; T ID; b) .
Weiterhin starten alle Parteien unser normales ABBA-Protokoll, allerdings nun
mit dem Unterschied, da die Vorauswahl der ersten Runde r = 1 gerade durch
JR
i
best

atigt werden mu. Analog fordert die Preferenz f

ur abstain in der
Hauptauswahl eine Best

atigung, welche wir durch zwei widerspr

uchliche Ge-
samtunterschriften JR
x
; JR
y
verschiedener Teilnehmer erreichen. Alle restlichen
Runden laufen unver

andert ab.
Falls alle ehrlichen Parteien mit b aktiviert wurden, kann eine g

ultige Vorauswahl
in r = 1 nur f

ur diesen Wert ausgestellt sein. Mit dem herk

ommlichen Beweis
von Satz 3.1 folgt also die Korrektheit der starken Richtigkeit.
Starke Termination: Diese Verbesserung beseitigt den unsch

onen Eekt, da manche
Protokollinstanzen nach ihrer Entscheidung blockieren k

onnten, weil sie endlos
auf nie mehr eintreende Nachrichten warten. Falls nun ein Teilnehmer P
i
in Run-
de r den Zustand TID-entschieden f

ur b 2 f0; 1g annimmt, besitzt er gen

ugend
Teilsignaturen, um eine g

ultige Schwellenwertgesamtunterschrift JF
i

uber
(main-vote; T ID; r; b)
zu erzeugen. Er sendet die Nachricht
(final-vote; r; b; JF
i
)
an alle anderen Parteien und beendet seine Instanz f

ur TID sofort, ohne noch die
geforderte, weitere Runde am Protokoll teilzunehmen. Jeder ABBA-Warteschritt
f

ur Nachrichten wird ferner so modiziert, da, wenn obige Nachricht nebst g

ulti-
ger Best

atigung JF
j
eingeht, die Partei sich sofort f

ur b entscheidet, ihrerseits
diese Terminationsmitteilung weiterleitet und ebenfalls die Instanz TID beendet.
Optimierungen: Einige Ver

anderungen k

onnen zwar die Laufzeit verk

urzen oder die
Nachrichtenkomplexit

at senken, rufen aber gleichzeitig andere Schwierigkeiten
hervor. Ich f

uhre deshalb nur einen unkritischen Punkt auf, welcher auch in der
Implementierung verwendet wurde.
 Der M

unzwurf ist in Runde r = 1

uber

ussig und wird deshalb ans Ende
(zyklische Permutation der Schrittnummern) verschoben und dann jeweils
im Voraus f

ur r + 1 durchgef

uhrt.
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Dieser Wert ist bei n > 3t+ 1 nicht notwendigerweise immer eindeutig. Eine Entscheidung,
f

ur welches b die Gesamtsignatur schlielich erstellt werden soll, kann beispielsweise durch
Wahl der Mehrheitsmeinung erfolgen.
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Probabilistische Sicherheitsanalyse: M. Kwiatkowska und G. Nor-
man [49, 50] haben die Eigenschaften des ABBA-Protokolls mit dem
"
Proba-
bilistic Symbolic Model Checker\ untersucht. Sie konnten f

ur n  20 die Ter-
mination und f

ur alle n die

Ubereinstimmung sowie die starke Richtigkeit mit
automatisierten Werkzeugen nachweisen.
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Zusammen mit dem herk

ommlichen
Sicherheitsbeweis gibt uns diese Tatsache eine beruhigende Gewissheit, da das
ABBA-Protokoll die von ihm geforderten Eigenschaften auch wirklich erf

ullt.
3.2.2. Ausschluprotokoll f

ur b

osartige Teilnehmer
Mit dem ABBA-Protokoll k

onnen wir ein asynchrones Verfahren konstruieren,
welches identizierte St

orer von der weiteren Teilnahme ausschliet, ohne dabei
inkonsistente Datenbest

ande bei ehrlichen Subjekten in Kauf zu nehmen. Es ist
sowohl Voraussetzung f

ur die sp

ater beschriebenen Verteilungsstrategie als auch
f

ur das im Abschnitt 4 er

orterte DC-Netz-Protokoll und garantiert deren Robust-
heit
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im Angrisfall mit t <
n
=3. Hier mu im Gegensatz zur konsistenten Nach-
richtenverteilung ein echtes

Ubereinstimmungsproblem gel

ost werden, n

amlich ob
P
j
in der aktuellen Korrespondenzmenge ehrlicher Parteien bleibt oder nicht.
Wir wollen einen St

orer entweder hart (dauerhaft) oder nur weich (global de-
nierte Zeitspanne) ausschlieen. Im ersten Fall mu ein sicherer Beweis & seiner
B

osartigkeit vorliegen (z. B. digitale Signatur

uber falscher Mitteilung), welcher
von allen Parteien unmittelbar veriziert werden kann. Der zweite Fall behandelt
fehlende oder verz

ogerte Nachrichten des Subjekts, die in einer asynchronen Um-
gebung sonst nicht handhabbar sind. Solche Fehler w

urden den Fortschritt des
Anwendungsprotokolls (DC-Netz) und damit dessen Robustheit gef

ahrden.
Auf dieser Grundlage kann ein Teilnehmer also seinen gew

unschten Ausschlu-
vektor ~
i
= [
1
; : : : ; 
n
] mit 
j
2 f0; 1g und den zugeh

origen Beweisvektor
~&
i
= [&
1
; : : : ; &
n
] (mit
'
leeren Vektorelementen` oder g

ultigem Beweis) bestimmen.
Ideen aus verschiedenen Arbeiten [52, 53] leiten uns zu folgendem Algorithmus,
welcher bei jeder Ausf

uhrung ein anderes, eindeutiges Kennzeichen EID tr

agt.
 Jede Partei P
i
durchl

auft f

ur j = 1; : : : ; n die Schritte 1 bis 3:
1. P
i
verteilt zuverl

assig die Nachricht
([EID; P
j
]; proof; &
j
)
an alle Teilnehmer. Dazu wird das Protokoll aus dem n

achsten Ab-
schnitt 3.3 eingesetzt. Die Variable &
j
kann entweder leer sein, falls
66
nat

urlich mit Simulation von bis zu t <
n
=3 byzantinischen Angreifern
67
Funktionsf

ahigkeit bei St

orungen (Byzantinische Fehler)
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
Ubereinstimmungsprotokolle
P
i
keinen sicheren Hinweis f

ur die B

osartigkeit von P
j
hat, oder sie
enth

alt einen allgemein verizierbaren St

orungsbeweis.
2. P
i
wartet auf n  t zuverl

assig verteilte Nachrichten von verschiedenen
Parteien zum laufenden Ausschluverfahren [EID; P
j
]. Danach wird
jede Mitteilung untersucht, wobei ihr Sender P
`
durch Authentizie-
rung feststeht und der angef

ugte Beweis mit & bezeichnet sei:
& 6= ; P
i
versucht, den Beweis & zu verizieren. Im positiven Fall wird

j
:= 1 und im negativen Fall 
`
:= 1 gesetzt. Auerdem mu der
Schuldige (P
j
oder P
`
) als hart-ausgeschlossen markiert werden.
& = ; Es wird sofort zur n

achsten Nachricht

ubergegangen.
Damit sollten alle empfangenen proof-Mitteilungen untersucht sein.
3. P
i
startet eine Instanz des ABBA-Protokolls mit dem Anfangszustand
V
i
:= 
j
und dem Transaktionskennzeichen TID := [EID; P
j
]. Der re-
sultierende

Ubereinstimmungswert U
i
entscheidet

uber den Ausschlu
von P
j
, wobei Vektor ~
i
durch 
j
:= U
i
aktualisiert wird.
Eingabe:
Ausschluvektor ~
i
= [
1
; : : : ; 
n
] mit 
j
2 f0; 1g, 1 klassiziert Ausschluwunsch
Beweisvektor ~&
i
= [&
1
; : : : ; &
n
], wobei &
j
= ; keinen Beweis darstellt
Ausgabe:

ubereinstimmender Ausschluvektor ~
i
= [
1
; : : : ; 
n
] mit 
j
2 f0; 1g
einheitliche Markierung hart-ausgeschlossener Teilnehmer
Nach Ausf

uhrung des Protokolls haben alle ehrlichen Parteien einen konsistenten
Ausschluvektor ~
i
und einheitliche Markierungen. Jede Partei P
j
kann deshalb
in der Anwendungsschicht zeitweise vernachl

assigt werden, wenn 
j
= 1 gilt. Bei
Vorhandensein einer harten Markierung darf P
j
sogar dauerhaft entfernt blei-
ben. Der Algorithmus mu vern

unftigerweise von allen ehrlichen Teilnehmern
gestartet werden, was wir durch asynchronen { aber wohldenierten { Timeout
im Anwendungsprotokoll erreichen. Um die Wiederaufnahme vorher blockierter,
aber nur weich-ausgeschlossener Subjekte zu erm

oglichen, sollte das Ausschlu-
protokoll zus

atzlich
'
ab-und-zu` zur Ausf

uhrung kommen, z. B. in regelm

aigen
Zeitabst

anden seit Initialstart der Anwendung. Dieses Vorgehen setzt keine Syn-
chronisationsmechanismen voraus.
Das obige Verfahren l

at alle Teilnehmer

uber die Zusammensetzung ihrer neuen
Korrespondenzmenge abstimmen. Seine Nachrichten- und Kommunikationskom-
plexit

at wird durch n-maligen Aufruf des ABBA-Protokolls dominiert und ist
deshalb probabilistisch in die Klasse O(n
3
) einzuordnen.
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3.3. Konsistente Nachrichtenverteilung
Wir beschreiben jetzt noch, wie mit Hilfe eines zus

atzlichen Protokolls beliebig
lange Nachrichten konsistent verteilt werden k

onnen und richten uns dabei nach
den Vorschl

agen aus [51, 52].
Denition 3.2 (Zuverl

assige Verteilung)
Alle Protokolle f

ur zuverl

assige Verteilung erf

ullen die folgenden Bedingungen:
Richtigkeit: Falls ein ehrlicher Teilnehmer die Nachricht m sendet, erhalten alle an-
deren ehrlichen und aktivierten Parteien genau dieses m, vorausgesetzt das Netz-
werk liefert auch alle zugeh

origen Protokollnachrichten aus.
Konsistenz: Falls der ehrlicher Teilnehmer P
i
die Nachricht m bekommt, hat jeder
andere ehrliche Empf

anger P
j
ein m
0
mit m = m
0
erhalten.
Totalit

at: Falls ein ehrlicher Teilnehmer eine Nachricht m empf

angt, erhalten alle
anderen ehrlichen und aktivierten Parteien genau dieses m, vorausgesetzt das
Netzwerk liefert wirklich alle zugeh

origen Protokollnachrichten aus.
Integrit

at und Authentizit

at: Jeder ehrliche Teilnehmer empf

angt in einer Transak-
tion mit Kennzeichen TID = (i; s) h

ochstens eine Nachricht m. Falls Partei P
i
ehrlich ist, wurde m auch wirklich von ihr mit Sequenznummer s 2 N gesendet.
EÆzienz: Die Kommunikationskomplexit

at jeder Transaktion ist polynomial beschr

ankt.
Das Blockieren
68
einzelner Parteien durch den Angreifer ist in unserem Szenario
nicht verhinderbar, weil er ja vollst

andige Kontrolle

uber die Verteilstruktur hat.
Um dennoch die Eigenschaften des Gesamtprotokolls zu gew

ahrleisten, formuliert
man folgende theoretische Bedingung an das Netzwerk:
Denition 3.3 (Zusammenhangsannahme)
Ehrliche Teilnehmer k

onnen vom Angreifer nicht dauerhaft in ihrer Kommuni-
kation untereinander gehindert werden.
In der Praxis ist obige Annahme h

aug zutreend, da die darunterliegenden Ver-
teilnetzwerke nur von besonders starken Angreifern beeinubar sind. Auerdem
k

onnen durch technische Manahmen unabh

angige Nachrichtenkan

ale (Punkt-
zu-Punkt Verbindungen) geschaen werden, welche damit weit weniger St

or

ache
bieten, als die mittlerweile von der Wirtschaft oft hochpropagierten Client-Server-
Modelle. Konsistenz ausgelieferter Mitteilungen bleibt jedoch auch im negativen
Fall von dieser vorausgesetzten Robustheit unber

uhrt.
68
hier im Sinne fehlender Nachrichtenauslieferung zu verstehen
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Aufbauend auf dem VCBC-Protokoll [52] ergibt sich folgende Herangehensweise:
Voraussetzung: Die gesamte Kommunikation zwischen unseren Teilnehmern
ist durch digitale Signaturen abgesichert. Deshalb kann eine eingehende
Nachricht auch problemlos dem Sendersubjekt zugeordnet werden. Einzelne
Transaktionen sind wieder durch das Kennzeichen TID = [i; s] eindeutig
bestimmt. Es setzt sich aus dem Bezeichner f

ur das Initialsubjekt i und
der Sequenznummer s 2 N zusammen, welche anfangs mit einer globalen
Konstante (z. B. s := 1) vorbelegt ist. Anhand dieser Zahlen stellt die ge-
wohnte -Relation eine partielle Ordnung

uber der lokalen Sendeabfolge
ehrlicher Parteien her. Um die Nachrichtenkomplexit

at zu reduzieren, wird
ein =n; n  t; t=-Schwellenwertsignaturverfahren benutzt. Man kann einfach
das Signaturschema des ABBA-Protokolls verwenden.
Senden: Das (m

oglicherweise unehrliche) Initialsubjekt P
i
m

ochte die Nach-
richt m verteilen. Es sendet
(TID; ini; m)
an alle anderen Teilnehmer, welche bei Empfang damit TID-aktiviert wer-
den, und erh

oht seine interne Sequenznummer s := s+ 1.
Empfangen: Folgende Teilaktionen werden zu eingehenden, authentischen
Nachrichten einer bestimmten Gestalt von jeder Partei P
j
ausgef

uhrt:
(TID; ini; m
0
) geht vom Teilnehmer P
`
zum ersten Mal ein: Es wird

uber-
pr

uft, ob der Bezeichner des Initialsubjekts in TID dem wirklichen
Sender P
`
entspricht. Falls ja, ist die Partei damit TID-aktiviert und
erzeugt eine j-Teilsignatur SH
j

uber
(hsh; T ID; h(m
0
)) .
P
j
sendet die Nachricht
(TID; hsh; h(m
0
); SH
j
)
an P
`
zur

uck. Die Mitteilung m
0
wird erstmal nur tempor

ar gespei-
chert em
TID
:= m
0
, um sie nach Verizierung der Konsistenz an h

ohere
Protokollschichten auszuliefern.
(TID; hsh; h(m
0
); SH
`
) geht vom Teilnehmer P
`
zum ersten Mal ein: Ist
P
j
das Initialsubjekt (also i = j), pr

uft es die G

ultigkeit der Teilunter-
schrift sowie die

Ubereinstimmung von h(m) mit h(m
0
) und speichert
SH
`
im postiven Fall zur sp

ateren Verwendung ab.
Sind n t g

ultige Teilunterschriften verschiedener Parteien gesammelt,
kann P
i
eine Gesamtsignatur JH
i

uber
(hsh; T ID; h(m))
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erzeugen und sendet (hoentlich) die Nachricht
(TID; fin; h(m); JH
i
)
an alle

ubrigen Teilnehmer.
(TID; fin; h(m
0
); JH
i
) geht vom Teilnehmer P
`
ein: Ist die Gesamtunter-
schrift JH
i
g

ultig, wird unterschiedlich fortgefahren, je nach dem ob
P
j
bereits TID-aktiviert ist oder nicht:
TID-aktiviert: P
j
kontrolliert die

Ubereinstimmung von h(em
TID
) und dem
empfangenen h(m
0
). Im positiven Fall wird em
TID
an h

ohere Protokoll-
schichten ausgeliefert und nebst JH
i
zur Beantwortung von Anfragen
weiterer Teilnehmer noch eine Zeit lang in der Datenbank R unter dem
Schl

ussel TID gespeichert. Liegt keine

Ubereinstimmung vor, wird
(TID; req)
an alle anderen gesendet, um die korrekte Nachricht m
0
von ehrlichen
Teilnehmern zu erlangen. Dieser negative Fall deutet auf eine B

osar-
tigkeit des Senders P
i
hin, welcher oensichtlich unterschiedliche ini-
Nachrichten verteilt hat. Zusammen mit seiner digitalen Signatur unter
dem falschen em
TID
kann er des Betrugs

uberf

uhrt und sp

ater ausge-
schlossen werden.
nicht TID-aktiviert: P
j
ist damit TID-aktiviert und sendet die Anfrage
(TID; req)
an alle anderen. Die fehlende ini-Nachricht kann entweder durch
B

osartigkeit von P
i
oder

Ubertragungsfehler bzw. Verz

ogerungen noch
nicht eingetroen sein. Die verbindliche Zuordnung der Ursache ist hier
also nicht m

oglich. Es besteht allerdings eine sehr hohe Wahrscheinlich-
keit, die korrekte Nachricht m
0
von ehrlichen Teilnehmern zu erlangen.
In beiden F

allen wird auerdem die Nachricht
(TID; fin; h(m
0
); JH
i
)
an alle anderen Parteien weitergeleitet, um die Totalit

at zu wahren.
(TID; req) geht vom Teilnehmer P
`
ein: Partei P
j
sucht in R die zum Da-
tenbankschl

ussel TID geh

orende Nachricht em
TID
nebst Best

atigung
JH
i
heraus und sendet im Erfolgsfall
(TID; rpl; em
TID
; JH
i
)
an P
`
zur

uck. Ist momentan kein Datensatz verf

ugbar, wird die An-
frage nicht beantwortet.
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(TID; rpl; m
0
; JH
i
) geht vom Teilnehmer P
`
ein: P
j

uberpr

uft, ob er eine
entsprechende Anfrage gestellt hat und ob JH
i
eine g

ultige Gesamtun-
terschrift f

ur m
0
ist. Im positiven Fall wird em
TID
:= m
0
gesetzt und an
h

ohere Protokollschichten ausgeliefert. Auerdem sollte die Nachricht
nebst Best

atigung wieder eine Zeit lang in der Datenbank R unter
dem Schl

ussel TID gespeichert bleiben, um auch anderen Parteien
den Empfang (Eigenschaft der Totalit

at) zu sichern.
Funktionsweise:Die Idee geht aufM. Reiters Echo-Verteilung [53] zur

uck,
wurde aber durch das Schwellenwertsignaturverfahren [52] in seiner EÆzi-
enz erh

oht. Der Sender verteilt seine Nachricht und hot, da n t
'
Zeugen`
eine Teilunterschrift daf

ur liefern. So kann er sp

ater eine Gesamtsignatur
erstellen, welche allen anderen Parteien die konsistente Verteilung beweist.
Kleine Erweiterungen garantieren zus

atzlich die Totalit

atseigenschaft, stei-
gern damit allerdings unsere Nachrichtenkomplexit

at auf O(n
2
).
TID-unbekannt
TID-aktiviert
em
TID
:= m
0
TID-entschieden
e
h
TID
:= h(m
0
)
TID-anfragend
TID-ausgeliefert
mit em
TID
(TID; ini;m
0
)
(TID; hsh; h(m
0
); SH
`
)
(TID; fin; h(m
0
); JH
i
)
(TID; fin; h(m
0
); JH
i
)
e
h
TID
6= h( em
TID
)
e
h
TID
= h( em
TID
)
(TID; rpl;m
0
; JH
i
)
mit
e
h
TID
= h(m
0
)
em
TID
:= m
0
(TID; req)
Abbildung 11: Zustandsdiagramm des Verteilungsprotokolls
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Analyse: Richtigkeit, Konsistenz und indirekt auch Integrit

at h

angen von
der Kollisionsfreiheit der Abbildung h ab. Wir setzen hier wieder eine kryp-
tographische Hashfunktion (siehe Abschnitt 2.3) ein, die f

ur unsere Zwecke
hinreichend resistent gegen gezielte Kollisionskonstruktion ist. Unter dieser
Annahme garantiert das beschriebene Protokoll zuverl

assige Verteilung.
Einige Details zur Implementierung nden sich im Kapitel 5.1.3.
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Freude wird jedesmal dein Abendbrot sein,
wenn du den Tag n

utzlich zugebracht hast.
| Thomas a Kempis
In diesem Kapitel wollen wir das bereits als Grundlage besprochene Konzept
der anonymisierenden DC-Netze vertiefen und schlielich ein robustes Protokoll
zur praktischen Realisierung angeben. Weiterhin soll der Sicherheitsbeweis von
David Chaum nachvollzogen werden. Rufen wir uns dazu nocheinmal den all-
gemeinen Aufbau der
"
Dining Cryptographers Networks\ in Erinnerung [23]:
Gegeben seien n Teilnehmer, die wieder mit P
i
f

ur i = 1; : : : ; n bezeichnet sind.
Sie stellen Knoten eines Graphen dar. Jedes Paar (P
i
; P
j
) von ihnen kennt den
gemeinsamen, zuf

allig gew

ahlten Schl

ussel K
i;j
2 f0; 1g = K
j;i
(Wert der geheim
geworfenen M

unze), welcher durch eine Kante im Graphen repr

asentiert wird.
P
1
P
2
P
3
P
4
K
1;2
K
1;3
K
1;4
K
2;1
K
2;3
K
2;4
K
3;1
K
3;2
K
3;4
K
4;1
K
4;2
K
4;3
Abbildung 12: vollst

andiger Schl

usselgraph eines DC-Netzes mit n = 4
Die gew

unschte Anonymit

at wird durch

uberlagerndes Senden erreicht, das sozu-
sagen einen unbeobachtbaren, additiven Mehrfachzugriskanal verwirklicht.
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M

ochte der Teilnehmer P
i
eine Nachricht b 2 f0; 1g senden, setzt er seinen Nach-
richtenwert M
i
:= b. Alle

ubrigen Parteien P
j
; i 6= j w

ahlen M
j
:= 0. Danach
f

uhren sie folgendes Protokoll gemeinsam durch:
1. Jeder Teilnehmer P
`
bildet seinen Ausgabewert
O
`
:=M
`

0
B
@
n
M
k=1
k 6=`
K
`;k
1
C
A
,
wobei  die Exklusiv-Oder-Verkn

upfung (Addition modulo 2) ist.
2. Die Ausgabe O
`
wird an alle Subjekte zuverl

assig verteilt.
3. Jeder Teilnehmer rekonstruiert die Nachricht durch
M :=
n
M
k=1
O
k
.
Eingabe: Nachrichtenzeichen M
`
2 f0; 1g, Schl

usselbits K
`;k
, Ausgabe: M 2 f0; 1g
Um l

angere Nachrichten (Bitsequenzen) zu

ubertragen, wiederholen wir den Ab-
lauf rundenweise. Dabei m

ussen alle P
`
jeweils neue Schl

ussel K
`;k
verwenden,
die sie entweder vorher geheim ausgetauscht oder durch einen kryptographisch
sicheren Pseudozufallsbitgenerator (siehe Abschnitt 2.8.2) erzeugt haben.
Birgit Pfitzmann und Michael Waidner [32] erw

ahnen, da dieses Verfah-
ren nicht nur in GF(2) funktioniert, sondern sich mit jeder beliebigen abelischen
Gruppe durchf

uhren l

at. Alle Schl

ussel m

ussen dazu inversK
`;k
=  K
k;`
gew

ahlt
und  durch die entsprechende Gruppenoperation ersetzt werden.
Die oben dargestellte Variante in GF(2) zeigt einige Parallelen zur Geheimnis-
teilung aus Abschnitt 2.5.1. Ist unserer Graph idealerweise vollst

andig verbun-
den, wird das Nachrichtenzeichen M
`
jedes Teilnehmers durch n  1 verschiedene
Schl

usselbits unbeobachtbar. Bei der Rekonstruktion von M heben sich gleiche
bzw. inverse Elemente wieder auf. Wir wollen jetzt den Beweis nachvollziehen.
Sicherheitsanalyse: Jeder Teilnehmer P
`
besitzt eigentlich zwei Geheimnisse:
(a) Schl

usselbits K
`;k
, die er mit anderen gemeinsam hat, und
(b) sein Nachrichtenzeichen M
`
.
B

osartige Subjekte k

onnen obige Daten nat

urlich untereinander austauschen.
Verbleibende (

oentlichen) Informationen

uber das DC-Netz sind der eigentliche
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Schl

usselgraph und alle Ausgaben O
`
unserer Teilnehmer. Diese Daten m

ussen
f

ur die Unbeobachtbarkeit nicht geheim bleiben.
Kanten verbinden diejenigen Knoten, deren Teilnehmer jeweils Zugri auf den
gemeinsamen Schl

ussel haben. Ohne Beschr

ankung der Allgemeinheit nehmen
wir an, da der Graph zusammenh

angend ist. Ansonsten wird jeder zusam-
menh

angende Teilgraph als einzelnes DC-Netz betrachtet. Eine Anonymit

ats-
menge besteht nun aus Knoten dieser Teilgraphen. So sind beispielsweise zwei
Parteien in der gleichen Anonymit

atsmenge, falls ein Pfad zwischen ihnen exi-
stiert und der allgegenw

artige Beobachter dessen Schl

usselbits nicht kennt.
Der Angrisversuch in einem vollst

andig verbundenen Graphen ist also nur dann
erfolgreich, wenn unser Beobachter mit einer Koalition von n   1 Partnern zu-
sammenarbeitet. Hier w

are die Unbeobachtbarkeit aber sowieso verloren, da tri-
vialerweise ermittelbar ist, welches P
i
seinen Nachrichtenwert M
i
6= 0 gew

ahlt
hat. Im Fall des unvollst

andig verbundenen Graphen kann bereits eine Koalition
aus zwei Parteien zus

atzliche Informationen gewinnen.
Die Situation kann man f

ur eine Runde wie folgt formalisieren: Es werden al-
le Kanten aus dem Graphen entfernt, von denen der Beobachter zugeh

orige
Schl

usselbits erlangt hat. Aus dem verbliebenen Ergebnis betrachten wir jetzt
jeden Teilgraphen C, dessen Kanten eine Anonymit

atsmenge formen. Zu zeigen
w

are, da die Angreiferkoalition nicht mehr Informationen erh

alt als die Parit

at
vonM (also die Nachricht selbst). Intuitiv ist diese Tatsache klar, weil alle

ubrige
Nachrichtenzeichen M
`
durch zuf

allig gew

ahlte Schl

usselbits gesch

utzt bleiben.
Der Teilgraph C bestehe aus n Knoten und m Kanten. Seine Inzidenzmatrix C
der Form n  m sei wie gew

ohnlich deniert, wobei die Knoten die Zeilen und
die Kanten die Spalten bezeichnen. Weiterhin sind
~
K 2 GF(2)
m
,
~
I 2 GF(2)
n
,
~
A 2 GF(2)
n
Wahrscheinlichkeitsgr

oen. Dabei ist
~
K gleichf

ormig

uber GF(2)
m
verteilt, von
~
I stochastisch unabh

angig, und es gilt
~
A = (C
~
K) 

~
I. Vektor
~
K ist
die Repr

asentation der Schl

usselkanten K
`;k
,
~
I besteht aus Nachrichtenzeichen
M
`
von Teilnehmern, und
~
A ergibt sich durch die Ausgaben O
`
aller Knoten.
Die Parit

at von
~
A ist immer gleich der Parit

at von
~
I, solange jede Spalte von C
eine Nullparit

at hat. Wir erwarten nun, da
~
A nicht mehr Information

uber
~
I
oenlegt als die ungerade Parit

at im Fall M
i
= 1.
Satz 4.1 Sei ~a 2 GF(2)
n
gegeben. F

ur jedes
~
i 2 GF(2)
n
mit gleicher Parit

at
wie ~a und bei dem
~
I mit einer Wahrscheinlichkeit gr

oer Null vermutet wird, ist
die bedingte Wahrscheinlichkeit da
~
A = ~a unter der Voraussetzung
~
I =
~
i genau
2
1 n
. Damit entspricht auch die bedingte Wahrscheinlichkeit, da
~
I =
~
i unter der
Voraussetzung
~
A = ~a ist, der a-priori Wahrscheinlichkeit f

ur
~
I =
~
i.
Beweis 4.1 Angenommen
~
i 2 GF(2)
n
habe die gleiche Parit

at wie ~a. Wir be-
trachten das System linearer Gleichungen (C
~
K) 

~
i = ~a

uber Elementen aus
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GF(2)
n
. Solange alle Spalten von C gerade Parit

at haben, sind auch seine Zeilen
linear abh

angig

uber GF(2)
m
. Jede passende Teilmenge von Zeilen aus C mu aber
wegen der Vorgabe des zusammenh

angenden Schl

usselgraphen linear unabh

angig
sein. Damit ist der Rang von C genau n  1, so da wir jeden Vektor mit gerader
Parit

at als Linearkombination aus Spalten von C schreiben k

onnen. Das impli-
ziert die L

osbarkeit des Gleichungssystems, weil
~
i 
 ~a auch diese gerade Parit

at
hat. Solange die Menge der m Spaltenvektoren von C den Rang m   1 hat, exi-
stieren jedoch genau 2
m n+1
L

osungen. Zusammen mit der Annahme, da
~
K von
~
I unabh

angig und gleichf

ormig verteilt ist, folgt die G

ultigkeit des Satzes. 2
Die Verteilung der Ausgaben O
`
mu zuverl

assig (vgl. Techniken des Kapitels 3)
erfolgen, wobei f

ur die Unbeobachtbarkeit vorallem deren Konsistenz wichtig ist.
Besonders im Zusammenhang mit unserer Hauptforderung nach Robustheit stellt
diese Art der Nachrichten

ubermittlung eine zwingende Notwendigkeit dar. [54]
4.1. Zugri auf den additiven Kanal
Ein schwieriges Problem bei der praktischen Implementierung ist die Koordinati-
on verschiedener Sender. Sind n

amlich zwei oder mehr Nachrichtenzeichen (z. B.
M
i
= 1, M
j
= 1, i 6= j) von ungerader Parit

at, wird das Ergebnis durch

Uberla-
gerung verf

alscht. Hier kann nur ein Mehfachzugrisprotokoll helfen. [32, 34]
Allgemein sollten L

osungen des Problems folgende Eigenschaften haben:
 Jeder Teilnehmer mu in der Lage sein, beliebig viele Daten zu

ubertragen.
 Alle Warte- oder Auslieferungszeiten werden m

oglichst kurz gehalten.
 Das Verfahren darf die gewonnene Unbeobachtbarkeit nicht gef

ahrden.
Gerade der letzte Punkt ist nicht besonders einfach zu gew

ahrleisten. Es existieren
zwei grundverschiedene Herangehensweisen f

ur diese Aufgaben.
4.1.1. Kollisionserkennung
Mit einem Fehlerortungssystem wird versucht, m

ogliche Sendekollisionen durch
Techniken wie Pr

ufsummen oder Signaturen zu erkennen. Aufbauende Verfahren
vermeiden dann bei Wiederholung des Vorgangs den simultanen Kanalzugri. Ein
Beispiel ist das bekannte ALOHA-Protkoll [55, 56], welches f

ur satellitenorien-
tierte Radiokommunikation entwickelt wurde. Man verwendet es in Netzwerken,
wo alle Teilnehmer das gleiche Transportmedium (z. B. eine feste Radiofrequenz
oder gemeinsames Kabel bei Ethernet-Bus-Topologie) benutzen.
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Die

Ubertragung verl

auft hier relativ einfach: Jeder Benutzer sendet verf

ugbare
Daten sofort. Tritt eine Kollision auf, warten die Beteiligten eine zuf

allige Anzahl
von Runden und probieren es danach erneut. Das Intervall dieser Zufallsauswahl
wird mit steigender Versuchszahl immer gr

oer, damit die Kollisionswahrschein-
lichkeit sinkt. Obwohl das ALOHA-Protokoll f

ur kleine n eigentlich sehr eÆzient
ist, steht seinem praktischen Einsatz das unvorhersagbare Verhalten bei hohem
Nachrichtenaufkommen entgegen. Auerdem kann es nur schwer robust gestaltet
werden, weshalb es f

ur unsere Zwecke leider weitgehend unbrauchbar bleibt. [34]
4.1.2. Reservierung von Sendepl

atzen
Ein wesentlich besserer Ansatz ist senderbezogene Reservierung von Runden.
Dieses Vorgehen scheint auf den ersten Blick die Unbeobachtbarkeit zu verletzen.
Wir k

onnen es allerdings so modizieren, da uns sowohl Anonymit

at als auch
Robustheit fast ohne Einschr

ankung erhalten bleibt. [23, 32, 34]
Man geht von der Grundidee aus, vor der eigentlichen

Ubertragung eine unbeob-
achtbare Reservierungsphase einzuf

uhren. Hier einigen sich alle Teilnehmer auf
eine festgelegte Reihenfolge f

ur die Sendephase. Dazu stehen wieder diverse Me-
thoden zur Verf

ugung, welche wir kurz behandeln und gegen

uberstellen wollen.

Uberlagerndes Reservieren nach J. Bos und B. den Boer [34, 57] ist eine
m

ogliche Variante. Dazu sei ein endlicher K

orper GF(p) mit Primzahl p > R gege-
ben, wobei R := n die Rundenanzahl der Reservierungsphase darstellt. Um einen
Sendeplatz zu reservieren, w

ahlt jeder Teilnehmer P
`
zuf

allig ein Nachrichtenzei-
chen M
`
2 GF(p) aus. Dann wird das DC-Protokoll von Seite 82

uber GF(p) f

ur
R Runden ausgef

uhrt. In der r-ten Reservierungsrunde sendet P
`
die r-te Potenz,
also (M
`
)
r
mod p, unbeobachtet an alle Parteien. Aus den im Schritt 3 entste-
henden Potenzsummen (Addition als Operation der abelischen Gruppe) kann die
Menge aller M
`
mit richtigen Vielfachheiten ermittelt werden. Doppelte Werte
f

uhren zu keiner Reservierung. Die arithmetische Ordnung

uber den verbleiben-
den Elementen bestimmt dann die Reihenfolge, in der sp

ater die Runden der
Sendephase f

ur einzelne Teilnehmer reserviert sind. Die Wahrscheinlichkeit von
Kollisionen wird durch Wahl eines groen K

orpers exponentiell klein.
Reservierungsleistentechnik: Unsere Version arbeitet in der additiven Grup-
pe des v-dimensionalen Vektorraums GF(2)
v
, wobei das v 2 N eine ausreichend
groe nat

urliche Zahl darstellt. Die Reservierungsphase besteht hier aus R := n
2
Runden, um Kollisionen aufgrund des Geburtstagsparadoxons gering zu halten.
Optimale Werte wurden von B. Bos [34] berechnet, sind allerdings immer quad-
ratisch in n. Zur Reservierung eines Sendeplatzes w

ahlt der Teilnehmer zuf

allig
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einen Index x 2 f1; : : : ; Rg. Dann wird wieder das bekannte DC-Protokoll

uber
GF(2)
v
f

ur R Runden ausgef

uhrt. In der x-ten Reservierungsrunde sendet P
`
ein
zuf

alliges Nachrichtenzeichen M
`
2 f1; : : : ; 2
v
  1g, w

ahrend er in den

ubrigen
Runden jeweils M
`
:= 0 setzt. Beim Empfang erh

oht P
`
einen internen Z

ahler
r^ := r^ + 1, sobald M 6= 0 gilt. Falls er in Runde x die Gleichheit M = M
`
(scheinbar keine Kollision) feststellt, ist der r^-te Sendeplatz f

ur ihn reserviert.
Trotz aller Sorgfalt k

onnen Kollisionen auftreten, n

amlich wenn sich einige Re-
servierungszeichen zum neutralen Element der Gruppe
69

uberlagert haben. Die
entsprechende Wahrscheinlichkeit bleibt aber bei groem v gering.
Die Parteien k

onnten die Position ihrer Nachrichten in der Sendephase beeinus-
sen, indem sie ihren Index x m

oglichst klein w

ahlen. Soll ein solches Verhalten
vermieden werden, kann eine zyklische Verschiebung der r^ um einen zuf

alligen
Wert helfen. Dieser ist beispielsweise durch Addition aller empfangenen Zeichen
(also
P
Runden
M) der Reservierungsphase f

ur jeden Beteiligten ermittelbar. [34]
Fazit: Trotz seiner h

oheren Kommunikationskomplexit

at von O(n
3
) verwenden
wir in GnuDCN die Reservierungsleistentechnik. Diese EÆzienzeinschr

ankung ist
notwendig, weil

uberlagerndes Reservieren einen erheblichen Implementierungs-
aufwand (L

osen schwieriger Gleichungssysteme, Polynomfaktorisierung) verur-
sacht und deshalb die Grenzen dieser Diplomarbeit

uberschreiten w

urde.
4.2. Erhaltung der Robustheit bei Unbeobachtbarkeit
B

osartige St

orer k

onnen die durch das DC-Protokoll gegebene Unbeobachtbarkeit
ausnutzen, um ehrliche Teilnehmer an einer anonymen Kommunikation dauerhaft
zu hindern. Wir w

unschen uns deshalb eine weitere Eigenschaft des Verfahrens.
Robustheit: St

orer, die mehr als eine zul

assige Bandbreite (Anzahl der Nach-
richtenzeichen M
`
6= 0) oder reservierte Runden anderer Teilnehmer ver-
wenden, k

onnen im Nachhinein mit hoher Wahrscheinlichkeit erkannt und
vom weiteren Protokollablauf ausgeschlossen werden.
K

onnte man beliebige Runden des DC-Protokolls respektive Reservierung

oent-
lich nachrechnen (
'
aufdecken`), so w

are die Lokalisierung von St

orern sehr einfach.
Nat

urlich ist ein solches Vorgehen f

ur sensitive Runden (enthalten echte Nachrich-
ten) nicht mit der Unbeobachtbarkeit vereinbar. Nichtsensitive Runden k

onnen
hingegen gefahrlos aufgedeckt werden, da sie keine Nutzdaten beinhalten.
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Im Vektorraum GF(2)
v
handelt es sich also um den Nullvektor
~
0.
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Als Erweiterung m

ute man also
1. nach einer St

orung sensitive und nichtsensitive Runden sicher voneinander
unterscheiden, und
2. verhindern k

onnen, da ein Angreifer gezielt nur sensitive Runden st

ort.
Die L

osung dieser Probleme besteht nun darin, da ehrliche Teilnehmer gezielt
nichtsensitive Nachrichten (sogenannte Fallen) senden, die f

ur alle anderen Par-
teien von echten, sensitiven Nachrichten nicht zu unterscheiden sind, f

ur die aber
nach einer St

orung der eindeutige Beweis ihrer Nichtsensitivit

at erbracht wer-
den kann. Alle bekannten Verfahren zur Gew

ahrleistung der Robustheit basieren
auf dieser Idee, weshalb sie kurz Fallenprotokolle genannt werden. Sie setzten
ebenfalls zuverl

assige Verteilung der Protokollmitteilungen voraus. [23, 32]
4.2.1. Urspr

ungliches Fallenprotokoll von David Chaum
Ein erstes Verfahren wurde bereits von David Chaum [23] im Jahre 1988 skiz-
ziert. Das Fallenprotokoll sollte Robustheit gew

ahrleisten, stellte sich jedoch
sp

ater als unsicher heraus. Wir wollen es hier trotzdem behandeln, um ein Gef

uhl
f

ur notwendige Verbesserungen zu bekommen.
Fallenprotokoll: Jeder Teilnehmer P
i
belegt in der Reservierungsphase genau
einen Sendeplatz mit Index r^
i
. Vor jeder Sendephase wird zuf

allig entschieden, ob
er diesen Platz f

ur eine echte Mitteilung oder Falle verwendet soll. Bei letzterem
w

ahlt P
i
die zuf

allige Nachricht y
i
und legt sich dann auf die Mitteilung
(FALLE AN INDEX; r^
i
; MIT DATEN; y
i
)
fest, indem er ihren Hashwert als Fallenank

undigung ver

oentlicht. W

ahrend der
Sendephase setzt er in Runde r^
i
dann sein Nachrichtenzeichen auf M
i
:= y
i
.
Zus

atzlich m

ussen alle Ausgabe O
i
durch eine weitere Festlegung gesch

utzt wer-
den, damit b

osartige Teilnehmer ihre Ausgaben nicht in Abh

angigkeit von ande-
ren bestimmen k

onnen. Bemerkt P
i
bei der Rekonstruktion eine St

orung seiner
Falle, ver

oentlicht er den Fallenbeweis (d. h. die Werte r^
i
und y
i
). Der Angreifer
wird durch Aufdecken aller Schl

usselbits dieser Runde identiziert.
Aufdecken von Runden: Wird eine Runde r^ aufgrund eines g

ultigen Fal-
lenbeweises aufgedeckt, ver

oentlicht jeder Teilnehmer P
i
sein dazugeh

orendes
Nachrichtenzeichen M
i
nebst allen Schl

usseln K
i;k
. Die Berechnung von Schritt 3
des DC-Protokolls kann somit f

ur jede Partei nachvollzogen und mit der festge-
legten Ausgabe O
i
verglichen werden.
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Angenommen der b

ose Teilnehmer P
a
habe gest

ort: Gibt P
a
sich selbst als b

ose zu
erkennen, z. B. indem seine Ausgabe nicht stimmt oder er gar nichts ver

oentlicht,
so wird er von der weiteren Teilnahme ausgeschlossen. M

ochte er sich nicht direkt
verraten, so mu er mindestens einen Schl

ussel K
a;k
f

alschen. Ist der Partnerkno-
ten P
k
ehrlich, wird dieser Versuch wegen K
a;k
6= K
k;a
erkannt, und P
k
entfernt
die Kante aus seinem Schl

usselgraphen. Wenn P
k
ebenfalls b

osartige Absichten
verfolgt, kann er P
a
zwar decken, mu dazu aber selbst einen Schl

ussel ab

andern.
Letztendlich wird stets ein b

oser Teilnehmer ausgeschlossen oder zumindest eine
Schl

usselkante eines b

osartigen Knotens entfernt.
Ist der Graph nach einem Angri partitioniert, so wird das Fallenprotokoll in den
einzelnen Teilgraphen getrennt ausgef

uhrt. Da nie Kanten zwischen ehrlichen Par-
teien entfernt werden, sind selbige stets in einer Partition. Unser Angreifer verf

ugt
nur

uber eine beschr

ankte Anzahl von Schl

usselpaaren bzw. Kollaborateuren,
weshalb sp

atestens nach genauso vielen St

orungen nur noch ehrliche Teilnehmer
miteinander kommunizieren.
Diskussion: Aufgrund konsistenter Verteilung der Nachrichten kann jeder Teil-
nehmer lokal

uber das Entfernen von Kanten bzw. Knoten entscheiden und wird
zu demselben Ergebnis wie andere kommen. Im asynchronen Umfeld sind jedoch
ausbleibende Nachrichten ein groes Problem, das wir in GnuDCN durch unser
Ausschluprotokoll (siehe Abschnitt 3.2.2) l

osen m

ussen.
Einen schwerwiegenden Fehler entdeckte M. Waidner [54]: Der Angreifer kann
sogar die Unbeobachtbarkeit verletzen, indem er Fallenbeweise f

ur nicht von ihm
reservierte Runden ver

oentlicht. Je nach Reservierungstechnik trit er mit ge-
wisser Wahrscheinlichkeit einen verwendeten Sendeplatz und kann dann f

ur den
Ausschlu des eigentlichen Besitzers sorgen. Ver

andert er statt einer echten Nach-
richt andere Fallen, wird der Angri zwar erkannt, man kann den b

osen Teilneh-
mer aber nicht vom rechtm

aigen Fallensteller unterscheiden.
Kritisch ist hier zus

atzlich noch die Tatsache, da alle Fallensteller eines Re-
servierungsabschnitts nicht gleichzeitig auch Sender von echten Nachrichten sein
k

onnen. Damit wird die gewonnene Anonymit

at unn

otigerweise eingeschr

ankt.
4.2.2. Verbesserungen von Waidner und Pfitzmann
Wir stellen jetzt das verbesserte Gesamtprotokoll vor, welches Hauptgrundla-
ge unserer GnuDCN-Implementierung ist. Dabei greifen wir auf die spezielle Re-
servierungsleistentechnik aus Abschnitt 4.1.2 zur

uck. Die Ver

anderungen von
M. Waidner und B. Pfitzmann [32] verhindern alle urspr

unglichen Angrif-
fe durch eine bessere Verkettung der Fallen mit ihren Ank

undigungen.
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Das Verfahren besteht aus drei Hauptphasen, in denen jeweils das DC-Protokoll
(vgl. Seite 82) f

ur Unbeobachtbarkeit zum Einsatz kommt: Reservierungsphase,
Ank

undigungsphase und Sendephase. Auerdem gibt es zwei nichtanonyme Pa-
laverphasen und ggf. eine Teil- bzw. Vollaufdeckphase, um St

orer auszuschlieen.
Die Abbildung auf dieser Seite zeigt den vereinfachten Gesamtablauf graphisch.
Palaverphase 1
nichtanonyme
nichtanonyme
Palaverphase 2Sendephase
AnkündigungsphaseReservierungsphase
deckphase
Teilauf−
entweder
oder
Vollaufdeckphase
Abbildung 13: Phasen des verbesserten Fallenprotokolls
Jeder Teilnehmer P
i
unternimmt in der Reservierungsphase den Versuch, zwei
Sendepl

atze x^
i
und y^
i
zu belegen. Ist die Reservierung erfolgreich, stellt er min-
destens eine Falle. Bekommt er aufgrund einer Kollision nur einen Platz zugewie-
sen, darf er keine echte Nachricht verschicken, weil sonst die Unbeobachtbarkeit
eingeschr

ankt wird. Grunds

atzlich ist das Reservierungs- und Ank

undigungsver-
halten unabh

angig von wirklichen Sendew

unschen zu gestalten, da diese zwei
Phasen u.U. vollst

andig aufgedeckt werden. In der x^
i
-ten bzw. y^
i
-ten Runde der
Ank

undigungsphase legt P
i
sich auf FALLE bzw. NACHRICHT an diesem Index fest.
Vor Beginn der Sendephase werden St

orungen der ersten beiden Teile in ei-
ner nichtanonymen Palaverphase 1 angezeigt und f

uhren dann unmittelbar zur
vollst

andigen Aufdeckung dieser Phasen, ohne da es

uberhaupt zum Senden der
sensitiven Informationen kommt. Sind keine Fehler gemeldet, wird gem

a obiger
Reservierung die Sendephase durchgef

uhrt. Treten dabei St

orungen auf, kommt es
lediglich zu einer Teilaufdeckung der entsprechenden Runde, allerdings nur, wenn
eine nichtsensitive Falle betroen war und der Besitzer durch einen passenden
Fallenbeweis diese Tatsache auch zeigen kann. Der daf

ur notwendige Ank

undi-
gungsbeweis wird in der nichtanonymen Palaverphase 2 bekanntgegeben.
Alle Teilnehmer, die zugeh

orende Nachrichten nicht innerhalb einer festgelegten
Zeitspanne (global denierte Warteschritte) senden, werden durch unser asyn-
chrones Protokoll (siehe Abschnitt 3.2.2) weich-ausgeschlossen. Damit wird zwar
die Unbeobachtbarkeit etwas eingeschr

ankt
70
, f

ur den Fortschritt des Gesamtver-
fahrens ist diese Vorgehensweise im asynchronen Umfeld jedoch unvermeidbar.
70
z. B. wenn der Angreifer eine ehrliche Partei blockiert (vgl. Angrismodell des Verteilnetzes)
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Ausgabenfestlegung: Im DC-Protokoll darf es den Subjekten nicht m

oglich
sein, ihre Werte O
i
in Abh

angigkeit von anderen Ausgaben dieser Runde zu
w

ahlen. Daf

ur setzt man in der Regel ein kryptographisch sicheres Festlegschema
(siehe Abschnitt 2.8.1 auf Seite 55) ein. Zuerst mu die eindeutige Festlegung
(h((R
1
; R
2
; O
i
)); R
1
) getroen und an alle verteilt werden. Danach hat P
i
die
Ausgabe O
i
und den Beweis (R
1
; R
2
) zu ver

oentlichen. Reservierungs- und Sen-
dephase sind so vor abh

angigen Manipulationen gesch

utzt.
Reservierungsphase: Wir verwenden unsere spezielle Reservierungsleisten-
technik

uber dem Vektorraum GF(2)
v
.
71
Weil nun jeweils zwei Pl

atze x^
i
; y^
i
zu
reservieren sind, f

uhrt man insgesamt 2n
2
Runden des DC-Protokolls (mit Aus-
gabenfestlegung) durch. Die Positionen x
i
; y
i
2 f1; : : : ; 2n
2
g; x
i
6= y
i
werden
vorher zuf

allig gew

ahlt, um Kollisionen m

oglichst zu vermeiden. In der x
i
-ten
bzw. y
i
-ten Reservierungsrunde sendet P
i
dann ein zuf

alliges Nachrichtenzeichen
M
i
2 f1; : : : ; 2
v
  1g, ansonsten wird M
i
:= 0 gesetzt. Empf

angt er das Zeichen
unver

andert (M =M
i
), gilt Sendeplatz x^
i
:= r^ bzw. y^
i
:= r^ f

ur ihn als reserviert;
bemerkt er eine Kollision M 6= M
i
, bleiben die Variablen x^
i
bzw. y^
i
undeniert.
Am Ende pr

uft P
i
noch, ob 2  r^  2n Reservierungsversuche
72
unternommen
wurden und meldet den negativen Fall zur sp

ateren Palaverphase 1 als St

orung.
Ank

undigungsphase: Ank

undigungen werden wiederum durch ein Festleg-
schema implementiert, d. h. jeder Teilnehmer P
i
mu sich

oentlich auf die Werte
FALLE oder NACHRICHT festlegen. Die Sicherheit dieses Schemas hat nicht nur
Einu auf die Robustheit sondern auch auf die Unbeobachtbarkeit: K

onnte der
Angreifer die Nichtfallenank

undigung einer anderen Partei als Fallenank

undi-
gung

onen, w

urde beim Aufdecken der Sender dieser sensitiven Nachricht iden-
tiziert. Zur anonymen Festlegverbreitung werden r^ Runden des DC-Protokolls
(ohne Ausgabenfestlegung)

uber GF(2)
w
durchgef

uhrt, wobei w die maximale
L

ange einer Festlegung
73
ist. In der x^
i
-ten bzw. y^
i
-ten Ank

undigungsrunde sen-
det P
i
dann seine Festlegung als Nachrichtenzeichen M
i
und pr

uft, ob er sie un-
ver

andert empf

angt. Im negativen Fall liegt eine b

osartige St

orung vor, welche er
in der folgenden Palaverphase 1 meldet. Die Ank

undigungsphase mu nicht durch
Ausgabenfestlegung

uber O
i
gesch

utzt werden, weil P
i
bereits beim Aufdecken
der Reservierungsphase (siehe Vollaufdeckphase) seine rechtm

aige Benutzung
des Sendeplatzes beweisen kann.
71
Im Prototyp GnuDCN ist der Einfachheit halber v := 8 gesetzt, so da Sendepl

atze damit genau
durch ein Byte repr

asentiert werden. Auerdem xieren wir die Leistenl

ange auf 2048, weil
f

ur alle n  32 die Beziehung 2n
2
 2048 gilt.
72
Hier besteht ein Unterschied zur Arbeit von Waidner und Pfitzmann [32], welche genau
2n Reservierungsversuche voraussetzen. Wir formulieren diese Bedingung weniger scharf,
weil in unserer Leiste der L

ange 2n
2
Kollisionen durchaus wahrscheinlich sind.
73
also maximale Anzahl der Bits von (h(R
1
; R
2
; FALLE); R
1
) bzw. (h(R
1
; R
2
; NACHRICHT); R
1
)
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Palaverphase 1: Jeder Teilnehmer, der eine St

orung der ersten beiden Phasen
feststellt, zeigt diese Tatsache nichtanonym durch Senden der FAIL-Nachricht
an. Liegt mindestens eine solche Mitteilung vor, wird sofort die Vollaufdeckphase
initiiert. Ansonsten wird nach dem Eingang von n OK-Nachrichten verschiedener
Parteien die eigentliche Sendephase gestartet.
Vollaufdeckphase: Zeigte in der Palaverphase 1 wenigstens ein Teilnehmer
eine St

orung an, so werden alle Runden der ersten beiden Phasen aufgedeckt
und jede Partei pr

uft lokal das Verhalten jedes anderen Teilnehmers nach: Zuerst
werden die Regeln des DC-Protokolls gepr

uft; darauf aufbauend kontrolliert man
die Reservierungs- und Ank

undigungsphase. Nach jeder St

orung wird entweder
eine Kante oder ein Knoten (b

oser Teilnehmer) aus dem Schl

usselgraphen mittels
Ausschluprotokoll entfernt. Wird keine Protokollabweichung festgestellt, so sind
alle Parteien b

ose, die in der Palaverphase einen Fehler angezeigt haben, und
werden deshalb ausgeschlossen. Wegen der zuverl

assigen Verteilung gelangen alle
ehrlichen Teilnehmer zum selben Ergebnis.
Sendephase: Zeigte in der Palaverphase 1 kein Teilnehmer eine St

orung an, so
werden nun gem

a Reservierung die Sendepl

atze verwendet. Dazu hat P
i
noch-
mal r^ Runden des DC-Protokolls (mit Ausgabenfestlegung)

uber GF(2)
z
durch-
zuf

uhren, wobei z die maximale L

ange einer Nutznachricht in Bit ist. Wird eine
Runde als Falle genutzt, so w

ahlen alle, nat

urlich auch der Fallensteller, als Nach-
richtenzeichen M
i
:= 0. Um zu verhindern, da Angreifer echte Mitteilungen von
Fallen unterscheiden k

onnen, wird wieder Ausgabenfestlegung betrieben. Fallen-
steller beobachten auerdem, ob eine St

orung M 6= 0 ihres Sendeplatzes vorliegt
und melden diesen Sachverhalt ggf. in der folgenden Palaverphase 2.
Palaverphase 2: Hier ver

oentlicht jede Partei die Anzahl ihrer gest

orten Fal-
len und reserviert damit den zur Teilaufdeckung ben

otigten Bandbreitenanteil.
Teilaufdeckphase: In einer festen Ordnung

onet jeder Fallensteller die zu sei-
ner gest

orten Falle geh

orende Ank

undigung und

uberzeugt damit alle ehrlichen
Teilnehmer zweifelsfrei, da die Schl

usselbits dieses Sendeplatzes aufgedeckt wer-
den k

onnen. Weil in Fallen keine sensitiven Informationen enthalten sind, ist eine
Aufdeckung problemlos m

oglich. Sollte kein Fehlverhalten feststellbar sein, wird
die anzeigende Partei (durch Palaverphase 2 identiziert) ausgeschlossen.
Fazit: Falls st

orende Angreifer nicht die Ausgabenfestlegung entschl

usseln und
damit Ank

undigungen klassizieren k

onnen, erh

alt dieses Fallenprotokoll die Un-
beobachtbarkeit bei gleichzeitiger Robustheit.
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Tabelle 4.1 (theoretisches Nachrichtenaufkommen der Phasen)
Reservier- Ank

undig- Palaver- Vollauf- Sende- Palaver- Teilauf-
ungsphase ungsphase phase 1 deckphase phase phase 2 deckphase
4n
3
2n
2
n 2n
3
  n
2
  n 4n
2
n n
3
  n
2
Die Tabelle 4.1 zeigt das theoretische Gesamtnachrichtenaufkommen einzelner
Phasen des verbesserten DC-Protokolls. Daraus l

at sich auch im St

orfall ei-
ne Kommunikationskomplexit

at von O(n
3
) ableiten. Die eigentliche Nachrich-
tenkomplexit

at kann zwar durch das Zusammenfassen bestimmter Mitteilungen
noch reduziert werden, eine Auswirkung auf die Anzahl der zu transportieren-
den Informationen hat solches Vorgehen jedoch nicht. Zus

atzlich mu noch unser
asynchrones Ausschluprotokoll (inklusive ABBA) betrachtet werden, das proba-
bilistisch (mit hoher Wahrscheinlichkeit) wiederum in die Klasse O(n
3
) f

allt.
Alle erzeugten Nachrichten werden dann zuverl

assig verteilt, wobei jede Trans-
aktion nocheinmal den Aufwand O(n
2
) verursacht. Die Gesamtkommunikations-
komplexit

at eines robusten DC-Netzes ist deshalb in die Klasse O(n
5
) einzuord-
nen. Mit der Reservierungstechnik von J. Bos und B. den Boer [57] oder einer
Fixierung der Reservierungsleistenl

ange
74
k

onnte im optimalen Fall (d. h. ohne
St

orungen/Ausf

alle) der Grad noch um eins verringert werden.
74
Diese Methode zur Reduktion der Komplexit

at verwenden wir in GnuDCN, um

uberhaupt ein
praktikables Transportvolumen f

ur kleine Gruppen (z. B. n  32) zu erreichen. Auf damit
verbundene Probleme (Kollisionen) gehen wir sp

ater noch ein.
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Wir sind uns mehr als die fr

uhere Naturwissenschaft dessen bewut,
da es keinen sicheren Ausgangspunkt gibt, von dem aus Wege in alle
Gebiete des Erkennbaren f

uhren, sondern da alle Erkenntnis gewissermaen

uber einer grandiosen Tiefe schweben mu; da wir stets irgendwo in der
Mitte anfangen m

ussen,

uber die Wirklichkeit zu sprechen mitbegrien,
die erst durch ihre Anwendung allm

ahlich einen sch

arferen Sinn erhalten,
und da selbst die sch

arfsten aller Anforderungen an logische und
mathematische Pr

azision gen

ugenden Begrissysteme nur tastende Versuche
sind, uns in begrenzten Bereichen der Wirklichkeit zurechtzunden.
| Werner Heisenberg
In diesem Kapitel betrachten wir unsere Implementierung GnuDCN und die bei
ihrem Entwurf verfolgten Ziele. Alle
'
Bausteine` der vorherigen Abschnitte wer-
den jetzt unter technischen Gesichtspunkten zusammengef

ugt und formen ein
robustes, vollverbundenes DC-Netz. Damit er

onet sich erstmals die faszinieren-
de M

oglichkeit, konkrete Messungen und Versuche zur Praxistauglichkeit solcher
Systeme durchzuf

uhren. Den Abschlu bildet dann die Beantwortung der zentra-
len Frage: Sind DC-Netze praktikable Werkzeuge zur Wahrung der Anonymit

at?
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Alle Teile von GnuDCN, was f

ur GNU Dining Cryptographers Network steht, wur-
den in der Programmiersprache C/C++ realisiert. Die Quelltexte umfassen zirka
200 000 Zeichen
75
in 7700 Zeilen und sind damit noch von

uberschaubarer Gr

oen-
ordnung. Die Sprache C/C++ war haupts

achlich durch drei Punkte vorgegeben:
 freie Verf

ug- und Verwendbarkeit diverser Programmbibliotheken
Deren Einsatz vermeidet aufwendige Eigenentwicklungen, reduziert gleichzeitig
die Programmkomplexit

at und erm

oglicht eine schnellere Fehlersuche.
 stabile und hochoptimierende Compiler, z. B. GNU gcc, g++
76
Gerade im kryptographischen Umfeld sind dadurch erzielte Laufzeitverbesserun-
gen oft signikant.
 Verbreitung, Portabilit

at und Standardisierung der Programmiersprache
Wir wollen jetzt einen Blick auf die dominierenden Designziele beim Entwurf von
GnuDCN wagen und sp

ater den grundlegenden Aufbau des Systems besprechen.
75
Zum Vergleich: Diese Diplomarbeit enth

alt ca. 300 000 Zeichen in etwa 4000 Zeilen.
76
siehe http://www.gnu.org/software/gcc/
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5.1.1. Designziele und konzeptioneller Aufbau
Hauptaufgabe von GnuDCN ist nat

urlich die Wahrung der Senderanonymit

at. Als
weitergehende Ziele standen bei der Implementierung jedoch im Mittelpunkt:
Robustheit: F

ur n vorher festgelegte Subjekte (statische Konguration) soll der
robuste Betrieb eines DC-Netzes m

oglich sein, solange die Anzahl b

osartiger
St

orer (oder blockierter Teilnehmer) kleiner als
n
=3 bleibt. Die Unbeobacht-
barkeit darf auch im negativen Fall nur mit vernachl

assigbarer Wahrschein-
lichkeit gef

ahrdet werden.
Sicherheit: Wir greifen nur auf gesicherte kryptographische Annahmen zur

uck
| also solche, die in jahrelangen Analysen keine wesentlichen Schw

achen
gezeigt haben. F

ur alle darauf aufbauenden Algorithmen und Protokolle
sollte ein Beweis ihrer Sicherheit vorliegen.
Oenheit: Verwendete Programmbibliotheken (siehe Seite 118) sowie die eigent-
lichen Quelltexte von GnuDCN sollten

oentlich und frei verf

ugbar sein, z. B.
unter der bekannten GNU General Public License [60]. Spezielle wissen-
schaftliche Untersuchungen [62, 63] haben gezeigt, da nur eine vollst

andige
Oenlegung

uberhaupt eektive Sicherheitsanalysen erm

oglicht und damit
letztendlich auch das Risiko von Fehlern minimiert. Auerdem wird die
Weiterentwicklung und der Einsatz in anderen freien Projekten gef

ordert.
Beim herk

ommlichen Closed-Source-Modell k

onnen versteckte trojanische Pferde
oder Hintert

uren
77
nur schwer entdeckt werden und stellen die Vertrauensw

urdig-
keit solcher Software auf eine harte Probe. Das scheinheilig anmutende Paradig-
ma der
"
Security by Obscurity\
78
ist zwar weit verbreitet, wird allerdings in
seri

osen Kreisen der IT-Sicherheit durchweg abgelehnt.
Flexibilit

at: Die Architektur von GnuDCN soll weitgehend unabh

angig gestaltet
werden, damit Teilfunktionen (z. B. zuverl

assige Verteilung) auch als Ein-
zelkomponenten benutzbar sind. Eine Gliederung in verschiedene Aufgaben-
schichten mit gemeinsamer Schnittstelle scheint deshalb sinnvoll. Neben der
h

oheren Flexibilit

at bestehender Module k

onnen so sp

atere Erweiterungen
relativ einfach integriert werden.
Prototypischer Charakter: Die GnuDCN-Entwicklung sollte in erster Linie einer
Bewertung von Machbarkeit und Praktikabilit

at des DC-Netz-Ansatzes im
Rahmen dieser Studie dienen. Es handelt sich also eher um ein prototypi-
sches System und ist deshalb weniger f

ur den produktiven Einsatz geeignet.
Aus diesem Ziel ergeben sich eine Reihe von notwendigen Einschr

ankungen/
Grenzen, welche wir demn

achst noch genauer beschreiben werden.
77
Ein verstecktes Hinzuf

ugen der Absenderadresse ist beispielsweise ohne weiteres m

oglich.
78
Sicherheit durch Unbekanntheit
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Nachnutzung: Kryptographische Teilsysteme, wie beispielsweise das Schwell-
wertsignaturschema, sollen als objektorientierte Klassen (C++) auch f

ur
andere Zwecke separat nutzbar sein.
Gem

a diesen Vorstellungen wurde ein System entwickelt, welches nach der initia-
len Konguration durch den vertrauensw

urdigen Vermittler eine beliebige Anzahl
von Nachrichten im Anwendungsbetrieb senderanonym transportieren kann.
Konguration: Der vertrauensw

urdige Vermittler erzeugt f

ur jeden Teilneh-
mer eine individuelle Kongurationsdatei mit folgendem Inhalt:
 normales RSA-Schl

usselpaar f

ur Signatur und Geheimhaltung


oentliche Schl

usselkomponenten aller anderen Subjekte
79
 Schl

ussel des =n; n  t; t=- bzw. =n; t+ 1; t=-Schwellenwertsignaturschemas
 grunds

atzlicher Aufbau des DC-Netz-Schl

usselgraphen (Knoten, Kanten)
 Anfangszust

ande und Moduli der Pseudozufallsbitgeneratoren, welche f

ur
beide Enden einer Schl

usselkante K
`;k
(DC-Netz) identisch sind
Er initalisiert damit viele kryptographische Bestandteile und legt auch deren
Sicherheitsparameter (z. B. L

ange des jeweiligen Primzahlprodukts) fest.
Das GnuDCN-Programm TrustedDealer erwartet als Parameter die Anzahl der
Teilnehmer n und eine gew

unschte Schl

ussell

ange in Bit. Damit erzeugte Kon-
gurationsdateien m

ussen sp

ater noch sicher, d. h. geheim und authentisch, an die
entsprechenden Subjekte verteilt werden. Hierf

ur ist u.U. eine bestehende Public-
Key-Infrastruktur (siehe ggf. Seite 26) mit dem Vermittler notwendig, falls die
Konguration nicht pers

onlich von Trent vorgenommen wird.
Anwendungsbetrieb: Die GnuDCN-Module f

ur die senderanonyme Verteilung
sind schichtartig angeordnet, um einer h

oheren Abstraktion und Flexibilit

at zu
gen

ugen. Abbildung 14 auf Seite 96 zeigt diese Gliederung.
Die Anwendung (SimpleInterface) sendet/ empf

angt anonym verteilte Nach-
richten

uber einen IPC-Kanal
80
vom unteren Modul AnonymousBroadcast. Jenes
wiederum ben

otigt zuverl

assige Verteilung, welche durch den tiefer arbeitenden
ReliableBroadcast-Proze bereitgestellt wird. Schlielich k

ummert sich noch
unser Systemmodul TechnicalBroadcast um die eigentliche Verteilung, wobei
es auf das

ubliche TCP/IP-Netzwerkprotokoll zur

uckgreift.
79
Da Trent f

ur alle Parteien vertrauensw

urdig ist, bleibt uns zumindest hier eine komplizierte
Public-Key-Infrastruktur erspart.
80
Interprozekommunikation durch systemweite Nachrichtenwarteschlangen
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Anwendungsbetrieb
Konfiguration
 Anwendung
 anonyme Verteilung
IPC IPC
 zuverlässige Verteilung
IPC IPC
 technische Verteilung
IPC IPC
Intranet/Internet
TCP/IP TCP/IP
vertrauenswürdiger
 Vermittler
Konfigurationsdatei
erzeugt
 individuelle
FILE
FILE
FILE
SimpleInterface
AnonymousBroadcast
ReliableBroadcast
TechnicalBroadcast
Abbildung 14: Aufbau und Schichten von GnuDCN
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Alle Module verf

ugen

uber den selben Aufbau ihrer IPC-Schnittstelle, so da auch
eine andere (z. B. mehrfache) Kombination problemlos m

oglich ist. F

ur unsere
Aufgabenstellung bleibt jedoch nur die beschriebene Anordnung sinnvoll.
Einschr

ankungen: Leider m

ussen wir aufgrund des prototypischen Charak-
ters viele Einschr

ankungen beim Betrieb von GnuDCN in Kauf nehmen:
 Die Teilnehmermenge ist statisch, d. h. neue Subjekte k

onnen nur durch
Rekonguration vom Vermittler hinzugef

ugt werden.
 Nach jeder (allerdings beliebig langen) Benutzung mu das GnuDCN-System
neu konguriert werden. Ein wiederholtes Verwenden der gleichen krypto-
graphischen Initalisierung (insbesondere der Pseudozufallsbitgeneratoren)
gef

ahrdet sonst die Sicherheit grundlegend.
 Die maximale Nutzdatengr

oe ist betriebssystembedingt auf 1024 Zeichen
pro Nachricht beschr

ankt. (3328 Zeichen IPC-Warteschlangenlimit)
 Alle Reservierungsrunden des DC-Netz-Protokolls wurden f

ur kleine Grup-
pen (n  32) xiert, um dessen gravierende Nachrichtenkomplexit

at zu sen-
ken. Sollen erheblich mehr Subjekte teilnehmen, mu entweder der Trans-
portaufwand erh

oht oder die Kollisionsbehandlung ver

andert werden.
 Die technische Verteilung der Nachrichten erfolgt der Einfachheit halber

uber einen zentralen Server. Andere Modelle (z. B. Punkt-zu-Punkt Verbin-
dungen, Multicast-Routing) bieten zwar einen gr

oeren Auenschutz unse-
rer Robustheit, sind jedoch nicht Gegenstand dieser Arbeit.
5.1.2. Umsetzung kryptographischer Grundlagen
Zwei wichtige Fremdbibliotheken [A, B] erleichtern uns die Implementierung:
libgmp stellt alle notwendigen arithmetischen Operation f

ur beliebig lange
Zahlen bereit. Auch komplizierte Funktionen, wie Berechnung des Jacobi-
symbols, sind in dieser Bibliothek enthalten und zudem eÆzient umgesetzt.
libgcrypt bietet uns kryptographische Primitiven, von denen wir insbe-
sondere die Hashfunktion, einige Routinen f

ur sicheren Pseudozufall sowie
Verschl

usselungs- und Authentizierungsalgorithmen verwenden.
Beide Funktionssammlungen wurden f

ur viele Rechnerarchitekturen optimiert
und sind unter diversen Betriebssystemen lau

ahig. Sie stehen damit der Portie-
rung von GnuDCN auf andere Plattformen nicht entgegen.
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SchneierHashBCS Festlegeschema (aus Abschnitt 2.8.1) Diese Klasse ist
eine objektorientierte Implementierung des unter den Grundlagen bereits be-
schriebenen Verfahrens.
81
Wir setzen sie im Rahmen der Ausgabenfestlegung und
Fallenank

undigung des verbesserten DC-Protokolls (siehe Kapitel 4) ein. Ihre spe-
ziellen Attribute und Methoden sind im Anhang A.2 genauer erkl

art.
BlumBlumShubPRBG Pseudozufallsbitgenerator (aus Abschnitt 2.8.2) Die-
ser kryptographisch sichere Generator liefert eine Sequenz von Pseudozufallsbits,
welche wir im DC-Protokoll als Schl

ussel f

ur die Kanten des Graphen ben

otigen.
Dazu mu der Konstruktor jeweils paarweise mit dem gleichen Primzahlprodukt
aufgerufen und sein Anfangszustand identisch initalisiert werden. Auch f

ur diese
Klasse werden Attribute und Methoden im Anhang A.3 erl

autert.
ShoupRsaDTSS Schwellenwertsignaturschema (aus Abschnitt 2.6.1) Die
Klasse erfat alle Bestandteile des im zweiten Kapitel ausf

uhrlich behandelten Si-
gnaturschemas in seiner verbesserten und eÆzienteren k  t+1 Version. Sie wird
bei der konsistenten Verteilung und im ABBA-Protokoll (siehe unten) instan-
ziert. Unsere diesbez

ugliche Implementierung braucht viele Funktionen der bei-
den Fremdbibliotheken, insbesondere modulare Arithmetik, Hashfunktion RIPE-
MD160 [20] und den Pseudozufall. Klassenattribute und -methoden des Schemas
sind im Anhang A.1 kurz zusammengestellt.
CachinKursaweShoupABBA ABBA-Protokoll (aus Abschnitt 3.2.1) Eines
der wichtigsten Teilprojekte war die objektorientierte Umsetzung des komplizier-
ten ABBA-Protokolls.
82
Kontroll- und Nachrichtenu wurden durch kooperative
Nebenl

augkeit realisiert, um Problemen mit ungen

ugend reentranten Fremdbi-
bliotheken aus dem Wege zu gehen. Die Klasse wird in unserem asynchronen
Ausschluprotokoll eingesetzt und sichert damit die Robustheit des DC-Netzes.
Ihre Attribute und Methoden zeigt der Anhang A.4 in einer

Ubersicht.
5.1.3. Implementierung der Schichtprotokolle
Alle Module sind eigenst

andige Programme, die

uber IPC-Kan

ale miteinander
kommunizieren. Notwendige Kongurationsdaten werden in Form einer .dot-
Datei vom vertrauensw

urdigen Vermittler bereitgestellt. Die syntaktische Verar-
beitung erfolgt dann mit Hilfe der Fremdbibliothek libgraph [C].
81
Hashfunktion RIPE-MD160 [20] und notwendiger Pseudozufall (Entropie aus Betriebssystem-
oder I/O-Ereignissen) werden von der Fremdbibliothek libgcrypt [B] geliefert.
82
inklusive der Erweiterungen f

ur starke Richtigkeit und starke Termination
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SimpleInterface { eine einfache Anwendung F

ur Testzwecke wurde in-
nerhalb der Anwendungsschicht lediglich ein triviales Programm implementiert.
Es verarbeitet Texteingaben zu Nachrichten, speist sie in den gew

unschten IPC-
Kanal ein und gibt auch empfangene Mitteilungen wieder aus. Dabei werden
Funktionen der libreadline-Bibliothek [D] verwendet, um etwas mehr Eingabe-
komfort zu erreichen. In dieser Schicht w

aren also alle Anwendungen/Protokolle
anzusiedeln, welche eine senderanonyme Verteilung ihrer Nachrichten ben

otigen.
AnonymousBroadcast { anonyme Verteilung Dieses Modul realisiert das im
Kapitel 4 vorgestellte und verbesserte DC-Netz-Protokoll. Nach jeder Runde bzw.
beim Eintreten eines Nachrichtentimeout wird zus

atzlich das asynchrone Aus-
schluprotokoll
83
gestartet, um b

osartige Teilnehmer konsistent zu entfernen.
ReliableBroadcast { zuverl

assige Verteilung Nachrichten werden durch
dieses Modul zuverl

assig verteilt, sofern es von einer h

oheren Schicht gew

unscht
ist. Grundlage f

ur die Implementierung war unser behandeltes Protokoll aus Ab-
schnitt 3.3, welches auch ein Schwellenwertsignaturschema verwendet.
TechnicalBroadcast { technische Verteilung Diese Schicht hat zwei Auf-
gaben: Zuerst werden ausgehende Nachrichten mit einer normalen RSA-Signatur
versehen, um ihre Authentizit

at sicherzustellen, sp

ater erfolgt dann die techni-
sche Verteilung an alle Teilnehmer. Daf

ur gibt es verschiedene M

oglichkeiten, von
denen in unserem Prototyp GnuDCN nur der erste Punkt realisiert wurde.
Client-Server-Modell: Ein zentraler Server nimmt Mitteilungen des Klienten
entgegen und sendet sie an alle beteiligten Parteien. Die Funktionsf

ahig-
keit w

are beim Ausfall dieses Computers gef

ahrdet, weshalb er in einer
hochverf

ugbaren und unabh

angigen Umgebung betrieben werden mu.
Punkt-zu-Punkt: Die Teilnehmer unterhalten unabh

angige Nachrichtenkan

ale
und sind f

ur die Verteilung selbst verantwortlich. Der Ausfall eines einzelnen
Rechners ist dadurch nicht mehr so kritisch. Adressierungsfragen mu der
vertrauensw

urdige Vermittler durch globale Festlegung behandeln.
Multicast-Routing: Die Verteilung wird vollst

andig den Multicast-Protokollen
des Netzwerks

uberlassen, wobei die Funktionsf

ahigkeit von ihnen abh

angt.
Die zweite oder dritte Form scheint aus praktischen Gesichtspunkten am vern

unf-
tigsten. Ihre Migration sei f

ur produktive Systeme dringend angeraten.
Zusammenfassend sind Abh

angigkeiten (9 9 K) zwischen einzelnen Modulen, Klas-
sen und Bibliotheken in der kompakten Graphik 15 auf Seite 100 dargestellt.
83
basierend auf der asynchronen bin

aren Byzantinischen

Ubereinstimmung (ABBA)
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Abbildung 15: Abh

angigkeiten zwischen Modulen, Klassen und Bibliotheken
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
atsabsch

atzungen
Am Ende des vierten Kapitels hatten wir bereits festgestellt, da die Kommuni-
kationskomplexit

at eines robusten DC-Netzes die Gr

oenordnung O(n
5
) erreicht.
Die Fixierung der Reservierungsleistenl

ange f

ur kleine Gruppen (n  32) senkt
den Aufwand jedoch erheblich: Im optimalen Fall (ohne St

orungen/Kollisionen)
arbeitet GnuDCN in der Ordnung O(n
3
), wobei seine Nachrichtenkomplexit

at pro
Runde
84
den Wert 10n
3
+24n
2
+8n nicht unterschreiten kann. Selbst bei St

orun-
gen oder Ausf

allen von bis zu t Teilnehmern steigt der Aufwand maximal auf
6n
4
+ 17n
3
+ 2n
2
+ 2n an. Diese Ober- und Untergrenzen ergeben sich durch
Komposition des Nachrichtenaufkommens der einzelnen Schichtprotokolle, aller-
dings ohne Betrachtung des TechnicalBroadcast-Moduls. Dessen Komplexit

at
h

angt leider zu stark von seiner Implementierungsstrategie (siehe Seite 99) und
der zugrundeliegenden Netzwerktopologie ab.
Obige Absch

atzung soll jetzt mit Mewerten von GnuDCN untermauert werden.
Tabelle 5.1 (Messung einer st

orungsfreien Runde von GnuDCN)
Gesamtnachrichtenkomplexit

at aller Teilnehmer
n t SimpleInterface AnonymousBroadcast ReliableBroadcast
4 1 4 176 1232
7 2 7 518 5180
10 3 10 1040 13520
17 5 17 2958 59160
25 8 25 6350 177800
Tabelle 5.2 (Messung einer st

orungsfreien Runde von GnuDCN)
Gesamtkommunikationskomplexit

at in kByte
n t SimpleInterface AnonymousBroadcast ReliableBroadcast
4 1 4 246.76 1375.21
7 2 7 727.18 5635.58
10 3 10 1460.63 14489.01
17 5 17 4159.28 62626.41
25 8 25 8967.23 186655.27
Nachrichten- und Kommunikationskomplexit

at wurden f

ur die Gruppenst

arken
n = 4; 7; 10; 17; 25 jeweils an den IPC-Kanalausg

angen unserer GnuDCN-Module
gemessen. Vorerst betrachten wir nur den Fall der optimalen Runde ohne St

orung
bzw. Kollision. Die ReliableBroadcast-Werte (siehe Tabelle 5.1) liegen deshalb
recht nahe am theoretischen Minimum von 10n
3
+ 24n
2
+ 8n. Diagramm 16 (auf
der n

achsten Seite) gibt dieses Verhalten

uberaus deutlich wieder, wobei seine
Y -Achse logarithmisch zur Basis 2 skaliert wurde.
84
In einer Runde kann jede Partei h

ochstens eine Nachricht senderanonym verteilen.
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at von GnuDCN
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Abbildung 17: normale Kommunikationskomplexit

at von GnuDCN
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5.2. GnuDCN | Messungen und Komplexit

atsabsch

atzungen
Eine weitere Mereihe zeigt das Verhalten von GnuDCN im St

orfall. Exemplarisch
wurde hierf

ur die Vollaufdeckung der Reservierungs- und Ank

undigungsphase
(verbessertes DC-Protokoll) betrachtet, da sie proportional den h

ochsten Auf-
wand verursacht. Um t b

osartige Teilnehmer vollst

andig auszuschlieen, m

uten
wir allerdings tn   t solche Runden durchlaufen, weil minimal jeweils nur eine
'
schlechte` Kante des Graphen entfernt wird. Tabelle 5.3 und Diagramm 18 stellen
die erh

ohte Nachrichtenkomplexit

at einer einzelnen Vollaufdeckung dar.
Tabelle 5.3 (erh

ohte Nachrichtenkomplexi

at von GnuDCN)
Gesamtnachrichtenkomplexit

at aller Teilnehmer
n t SimpleInterface AnonymousBroadcast ReliableBroadcast
4 1 4 216 1512
7 2 7 945 9450
10 3 10 2520 32760
17 5 17 11305 226100
25 8 25 34425 963900
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Abbildung 18: erh

ohte Nachrichtenkomplexit

at von GnuDCN
Fazit: Alle gemessenen Daten best

atigen unsere Annahme, da sich die Kom-
munikationskomplexit

at von GnuDCN im optimalen Fall kubisch O(n
3
) und im
St

orfall biquadratisch O(n
4
) verh

alt. Mit dem hinzukommenden linearen Auf-
wand von TechnicalBroadcast (aktuelle Implementierung) erreichen wir dann
insgesamt die angedeutete Komplexit

atsklasse O(n
5
).
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5.3. GnuDCN | Bewertung der Praktikablilit

at
Zwei wesentliche Gr

unde stehen einem praktischen Einsatz zur Zeit entgegen:
 die enorme Nachrichten- und Kommunikationskomplexit

at
 die statische Konguration durch den vertrauensw

urdigen Vermittler
Der erste Punkt wiegt schwer, denn beispielsweise m

ussen f

ur n = 25 Teilnehmer
in einer Runde
85
ohne St

orungen zirka 4.45 Gigabyte

ubertragen werden. Zum
zweiten Grund pr

asentieren wir sp

ater im Ausblick noch L

osungsvorschl

age.
Trotzdem k

onnen DC-Netze bereits heute in besonders kritischen Umgebungen
n

utzlich sein, was wir an zwei Fallbeispielen zeigen m

ochten:
Anonyme Abstimmung: Eine kleine Gruppe (z. B. n = 10) m

ochte eine geheime Ab-
stimmung in einem Hochgeschwindigkeitsnetz (LAN) durchf

uhren. Es k

onnte sich
dabei beispielsweise um den Vorstand eines Unternehmens/Vereins handeln, der
eine unangenehme Entscheidung treen mu. Da kein vertrauensw

urdiger Ver-
mittler zur Verf

ugung steht, gehen die Teilnehmer wie folgt vor:
1. Gemeinsame Beschaung eines m

oglichst vertrauensw

urdigen Rechners mit
Laufwerk f

ur wechselbare und beschreibare Medien. Danach erfolgt die In-
stallation von GnuDCN auf dieser Plattform.
2. Jeder Teilnehmer

uberpr

uft die Quelltexte von GnuDCN, des Betriebssystems
und des Compilers auf Korrektheit, um b

oswillige Ver

anderungen oder Hin-
tert

uren zu erkennen.
86
3. Gemeinsame Ausf

uhrung des GnuDCN-Programms TrusedDealer 10 1024
f

ur die Schl

usselkonguration mit 1024 Bit Primzahlproduktl

ange, wobei
die .dot-Dateien auf verschiedenen Medien gespeichert und so nur dem
jeweiligen Teilnehmer ausgeh

andigt werden.
4. L

oschen des vom Programm TrustedDealer verwendeten Arbeitsspeichers.
5. Jeder Teilnehmer installiert GnuDCN auf dem eigenen (vertrauensw

urdigen)
Rechner und konguriert es mit den erhaltenen Daten.
6. Durchf

uhrung des gew

unschten Abstimmungsprotokolls durch Verteilung
senderanonymer Nachrichten mit Hilfe von GnuDCN.
Die Sicherheit basiert hier nur marginal auf Vertrauen. (Kontrollm

oglichkeit)
Kombination mit MIX-Netzen: Man kann GnuDCN f

ur die Kommunikation zwischen
Knoten verwenden, um die Anonymit

at eines MIX-Netzes zu st

arken und die
notwendige Kaskadenl

ange zu reduzieren. Die initiale Konguration mu von
allen Knotenbetreibern wieder gemeinsam durchgef

uhrt werden, wenn man nicht
auf eine global vertrauensw

urdige Instanz zur

uckgreifen m

ochte.
85
Jeweils ein Kilobyte (also insgesamt 25 kB) k

onnen wir dabei senderanonym verteilen.
86
Wenn man den Autoren der Software vertraut, kann diese Kontrolle durch Verizierung einer
digitalen Signatur

uber den Quelltexten vorgenommen werden.
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6. Zusammenfassung und Ausblick
In dieser Arbeit haben wir uns mit Formen der Anonymit

at und Werkzeugen zu
ihrer Wahrung, insbesondere den sogenannten DC-Netzen von D. Chaum [23],
auseinandergesetzt. Motivation f

ur die umfangreiche Bearbeitung war eine Studie
vonM.Wright et al., welche diverse anonymisierende Techniken gegen

uberstellt
und deren Sicherheit in bestimmten Angrisszenarien analysiert. Dabei taucht im
Abschnitt 7.2 [30] die interessante Frage auf, welchen Aufwand/Kosten vollver-
bundene DC-Netze verursachen. Unser Untersuchungsgegenstand war also die
Nachrichten- bzw. Kommunikationskomplexit

at dieser Verfahren und eine ab-
schlieende Bewertung vom praktischen Standpunkt aus.
Die Einleitung hatte hierbei die wichtige Aufgabe, den Begri der Anonymit

at zu
erkl

aren und ihre Bedeutung in einer immer st

arker digitalisierten Welt hervor-
zuheben. Das zweite Kapitel f

uhrte zun

achst allgemein in das Gebiet der Kryp-
tographie ein und behandelte dann zwei L

osungsm

oglichkeiten zur Wahrung der
Anonymit

at in Rechnernetzen. Wir fokusierten dabei den DC-Netz-Ansatz, wel-
cher allerdings noch weitere komplizierte Verfahren (z. B. Schwellenwertsignatur-
und Schwellenwertm

unzwurfschema) f

ur seine Realisierung ben

otigte. Nach der
umfassenden Diskussion ihrer Sicherheit sollte dem Leser im dritten Abschnitt
das Problem der zuverl

assigen Verteilung erl

autert und Wege zur Gew

ahrleistung
von Eigenschaften wie Konsistenz aufgezeigt werden. Unser Hauptteil behandel-
te dann das eigentliche DC-Netz-Protokoll, wobei ein besonderes Interesse seiner
Robustheit, d. h. Erhaltung der Funktionsf

ahigkeit im Angrisfall, galt.
Aufbauend auf den besprochenen Verfahren und Protokollen wurde der Proto-
typ GnuDCN entwickelt, mit dem wir schlielich die Messungen und Absch

atzungen
des f

unften Kapitels durchf

uhrten. Dabei best

atigte sich nat

urlich die Vermutung,
da robuste DC-Netze einen enormen Nachrichten- und Kommunikationsaufwand
in der Gr

oenordnung O(n
5
) verursachen. Eine allgemeine Praktikabilit

at ist da-
mit leider nicht gegeben, jedoch kann die Verwendung im kleinen Teilnehmer-
kreis durchaus Sinn haben. Anhand von zwei kurzen Beispielen wurde auf diese
M

oglichkeit hingewiesen, wobei insbesonders die Kombination mit MIX-Netzen
ein vielversprechendes Einsatzgebiet er

onet. Meiner Meinung nach sollten hier
weitere Untersuchungen und Forschungsarbeiten ansetzten.
Ein zentrales Problem ist dabei die statische Konguration der Teilnehmer durch
den vertrauensw

urdigen Vermittler. Steht er nicht zur Verf

ugung, kann unter
Umst

anden die gemeinsame Erzeugung auf vertrauensw

urdiger Hardware wei-
terhelfen. Insgesamt ist diese L

osung jedoch kaum befriedigend, besonders wenn
die beteiligten Parteien physisch nicht zusammentreen k

onnen. Seit kurzer Zeit
existieren jedoch sichere Protokolle [64, 65, 66], um derartige Probleme

uber ge-
meinsame Mehrparteienberechnung [67, 68] zu l

osen. Deren Integration k

onnte
den Verwendungsbereich von GnuDCN wesentlich vergr

oern.
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A. Schnittstellen kryptographischer Verfahren
A.1. ShoupRsaDTSS-Klasse
Diese Klasse implementiert das RSA-

ahnliche =n; k; t=-Schwellenwertsignaturschema
von V. Shoup [36], welches wir im Abschnitt 2.6.1 besprochen haben. Dabei wurde
nur das verbesserte k  t+1-Verfahren realisiert. Zus

atzlich stehen aber zwei Methoden
zur Verwendung als =n; k; t=-Schwellenwertm

unzwurfschema bereit.
Typen:
typedef unsigned long int mpz ui
Kon- und Destruktoren:
ShoupRsaDTSS
(mpz ui l, mpz ui k, mpz ui t, mpz ui size)
Erzeugt ein =l; k; t=-Schwellenwertsignatur- bzw. Schwellenwertm

unzwurfschema mit
genau size-Bit langen Primfaktoren (Sicherheitsparameter). Diesen Konstruktor ruft
unser vertrauensw

urdiger Vermittler w

ahrend der Kongurationserstellung auf.
ShoupRsaDTSS
(string secret block)
Initalisiert ein Schwellenwertsignatur- bzw. Schwellenwertm

unzwurfschema mit den ge-
heimen Schl

usselinformationen aus der Zeichenkette secret_block. Dieser Konstruk-
tor wird also von allen Subjekten verwendet, um das vom Vermittler vorkongurierte
Schema schlielich einzurichten.
~ShoupRsaDTSS
()
Gibt benutzte Ressourcen und den Speicher der Klasseninstanz wieder frei.
Methoden:
const char *secret block
(mpz ui share idx)
Liefert die geheimen Schl

usselinformationen des share_idx-ten Subjekts als nulltermi-
nierte Zeichenkette, falls das Schema erzeugt und nicht initalisiert wurde. Es handelt
sich hierbei also nur um eine Exportfunktion f

ur den vertrauensw

urdigen Vermittler,
welcher die Daten dann den jeweiligen Subjekten

ubergibt.
unsigned long identify owner
() const
Liefert das vom Vermittler zugeordnete Kennzeichen des aufrufenden Subjekts. Diese
eindeutige Zahl soll im folgenden mit i bezeichnet werden.
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A.1. ShoupRsaDTSS-Klasse
const char *generate share
(const char *msg, size t msg length)
Teilsignaturerzeugungsalgorithmus: Erstellt eine i-Teilunterschrift

uber der msg_length
Zeichen langen Nachricht msg und liefert diese als nullterminierte Zeichenkette zur

uck.
unsigned long identify share
(string input) const
Liefert das vom Vermittler zugeordnete Kennzeichen desjenigen Subjekts, welches die
Teilunterschrift input erzeugt hat.
bool validate share
(const char *msg, size t msg length, string input) const
Teilsignaturverikationsalgorithmus: Pr

uft die G

ultigkeit der Teilunterschrift input

uber der msg_length Zeichen langen Nachricht msg und liefert im positiven Fall den
Wert true zur

uck.
const char *combine shares to signature
(const char *msg, size t msg length, vector<string> input)
Teilsignaturkombinationsalgorithmus: Erzeugt aus k g

ultigen Teilunterschriften ver-
schiedener Subjekte eine Gesamtsignatur

uber der msg_length Zeichen langen Nach-
richt msg und liefert sie als nullterminierte Zeichenkette zur

uck. Die Teilunterschriften
werden im Vektor input

ubergeben und m

ussen nicht geordnet sein.
bool validate signature
(const char *msg, size t msg length, string input) const
Gesamtsignaturverikationsalgorithmus: Pr

uft die G

ultigkeit der Gesamtunterschrift
input

uber der msg_length Zeichen langen Nachricht msg und liefert im positiven Fall
den Wert true zur

uck.
const char *signature to coin
(string input)
Wandelt eine Gesamtunterschrift input

uber der Nachricht C in einen M

unzwert F (C)
um und gibt denselben als nullterminierte Zeichenkette zur

uck.
bool last bit of coin
(string input) const
Ermittelt das letzte Bit des M

unzwertes input| also die sogenannte Seite der M

unze.
Mit

ahnlichen Funktionen k

onnen aus einem M

unzwert bis zu 160 unabh

angige Bits
gewonnen werden, falls die kryptographische Hashfunktion eine solche L

ange erlaubt.
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A.2. SchneierHashBCS-Klasse
Diese Klasse implementiert das sichere Festlegeschema [8] aus Abschnitt 2.8.1.
Typen:
typedef unsigned long int mpz ui
Attribute:
pair<string, string> commitment
Enth

alt die von Methode define_commitment(...) erstellte Fest- und Oenlegung.
Kon- und Destruktoren:
SchneierHashBCS
(mpz ui size)
Initalisiert das Festlegeschema mit dem Sicherheitsparameter size, welcher die L

ange
der Zufallszeichenketten R
1
und R
2
in Bit speziziert.
~SchneierHashBCS
()
Gibt benutzte Ressourcen und den Speicher der Klasseninstanz wieder frei.
Methoden:
void define commitment
(const char *msg, size t msg length)
Erstellt eine Fest- und Oenlegung

uber der msg_length Zeichen langen Nachricht msg
und speichert sie im Attribut commitment ab.
bool verify commitment
(const char *msg, size t msg length, string input1, string input2)

Uberpr

uft die Festlegung input1 sowie die Oenlegung input2

uber der msg_length
Zeichen langen Nachricht msg und liefert im positiven Fall den Wert true zur

uck.
108
A.3. BlumBlumShubPRBG-Klasse
A.3. BlumBlumShubPRBG-Klasse
Diese Klasse implementiert den kryptographisch sicheren Pseudozufallsbitgenerator von
L. Blum,M. Blum undM. Shub [41] aus Abschnitt 2.8.2, dessen Unvorhersagbarkeit
auf dem schwierigen Problem der Faktorisierung seines Moduls n beruht. Die Ein- und
Ausgabe von durch Zeichenketten (string oder const char*) repr

asentierten Zahlen
erfolgt jeweils in kanonischer Darstellung zur Basis mpz_io_base = 36.
Typen:
typedef unsigned long int mpz ui
Kon- und Destruktoren:
BlumBlumShubPRBG
(mpz ui size)
Erzeugt einen neuen Pseudozufallsbitgenerator mit dem Sicherheitsparameter size,
der die L

ange verwendeter Primfaktoren in Bit angibt. Diesen Konstruktor ruft unser
vertrauensw

urdiger Vermittler w

ahrend der Kongurationserstellung auf.
BlumBlumShubPRBG
(string p str, string q str)
Initalisiert den Pseudozufallsbitgenerator mit dem Faktor p (p_str) und q (q_str),
falls beide Primzahlen intern bekannt sind.
BlumBlumShubPRBG
(string n str)
Initalisiert den Pseudozufallsbitgenerator mit dem Produkt n := p  q (n_str). Dieser
Konstruktor wird von allen Subjekten verwendet, um den vom Vermittler vorkongu-
rierten Generator einzurichten.
~BlumBlumShubPRBG
()
Gibt benutzte Ressourcen und den Speicher der Klasseninstanz wieder frei.
Methoden:
const char *get n
()
Liefert das Produkt n := p  q als nullterminierte Zeichenkette zur

uck.
const char *get x i
()
Liefert den Zustandswert x
i
als nullterminierte Zeichenkette zur

uck.
const char *get p
()
Liefert den Primfaktor p als nullterminierte Zeichenkette zur

uck (falls intern bekannt).
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const char *get q
()
Liefert den Primfaktor q als nullterminierte Zeichenkette zur

uck (falls intern bekannt).
void set seed
()
Belegt den Zustandswert x
i
des Generators mit einer Zufallszahl.
void set seed
(string x 0 str)
Setzt den Wert x
i
durch einen Anfangszustand x
0
. Dabei wird die von x_0_str re-
pr

asentierte Zahl solange inkrementiert oder modular reduziert, bis x
0
2 Z

n
gilt.
bool random bit
()
Iteriert den Generator (x
i
:= x
2
i
mod n) und liefert das niederwertigste Bit von x
i
als
Pseudozufall (true, false) zur

uck.
char random char
()
Iteriert den Generator (x
i
:= x
2
i
mod n) und liefert die niederwertigsten 8 Bit von x
i
als
Pseudozufallszeichen zur

uck. Dazu mu der Zustandswert x
i
mindestens 2
8
= 256 Bit
lang sein, um die Sicherheit (Unvorhersagbarkeit) nicht zu gef

ahrden. [8]
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A.4. CachinKursaweShoupABBA-Klasse
Diese Klasse implementiert das probabilistische ABBA-Protokoll (Asynchronous Bina-
ry Byzantine Agreement) der Autoren C. Cachin, K. Kursawe und V. Shoup [37],
welches im Abschnitt 3.2.1 Gegenstand unserer Betrachtung war. Als Verbesserungen
wurden sowohl die starke Richtigkeit als auch die starke Termination eingearbeitet.
Kon- und Destruktoren:
CachinKursaweShoupABBA
(string tid, int sid, bool init decide, unsigned long n,
unsigned long t, ShoupRsaDTSS* dtss a, ShoupRsaDTSS* dtss p,
unsigned long d, bool b)
Initalisiert eine ABBA-Instanz mit dem Transaktionskennzeichen tid und der Sitzungs-
nummer sid. Der Bin

arwert init_decide repr

asentiert den vorgegebenen Anfangszu-
stand V
i
2 f0; 1g, w

ahrend n die Anzahl der Teilnehmer n und t die Zahl t (b

osar-
tige/ fehlerhafte Parteien) darstellt. Damit das ABBA-Protokoll robust funktioniert,
mu die Bedingung t <
n
=3 gelten. Weiterhin werden ein initalisiertes =n; n   t; t=-
Schwellenwertsignaturschema dtss_a sowie =n; t + 1; t=-Schwellenwertsignaturschema
dtss_p ben

otigt. Im Wert d

ubergibt man die Anzahl der run(...)-Aufrufe bis zum
Start des Protokolls (Zeitverz

ogerung) und in b eine Preferenz (Bias) f

ur die Voraus-
wahl; i. A. wird d = 0, b = init_decide gesetzt.
~CachinKursaweShoupABBA
()
Gibt benutzte Ressourcen und den Speicher der Klasseninstanz wieder frei.
Methoden:
bool run
()
Diese Methode mu f

ur den Fortschritt des Protokolls regelm

aig aufgerufen werden
(kooperative Nebenl

augkeit). Bei Termination wird true zur

uckgegeben.
bool decide
() const
Liefert den

Ubereinstimmungswert U
i
2 f0; 1g zur

uck, sofern das ABBA-Protokoll
ordentlich terminiert run() == true ist.
void in
(string in data)

Ubergibt eine Nachricht in_data an die interne Eingabewarteschlange.
const char *out
()
Liefert eine nullterminierte Nachricht von der internen Ausgabewarteschlange zur

uck,
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welche

uber das Netzwerk an alle Parteien verteilt werden mu. Ist keine auszuliefernde
Mitteilung vorhanden, wird einfach NULL zur

uckgegeben.
const char *black
()
Liefert die vom Vermittler zugeordneten Kennzeichen derjenigen Subjekte, welche nach-
vollziehbare Fehler (z. B. ung

ultige Signatur) im Protokoll ausgel

ost haben. Diese Par-
teien k

onnen dann mit einem Ausschluverfahren entfernt werden. Ist kein Kennzeichen
vorhanden, wird NULL zur

uckgegeben.
const char *red
()
Liefert die vom Vermittler zugeordneten Kennzeichen derjenigen Subjekte, welche nicht
kausale Handlungen (z. B. Nachricht zum falschen Zeitpunkt) im Protokoll ausgel

ost
haben. Diese Parteien k

onnen dann f

ur eine bestimmte Zeit gesperrt werden, damit
'
lahm legende` Angrie (Denial of Service) nicht die Robustheit gef

ahrden. Ist kein
Kennzeichen vorhanden, wird NULL zur

uckgegeben.
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