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Abstract
We discuss an analytic proof of a conjecture (Nakamura) that solutions of Toda
molecule equation give those of Ernst equation giving Tomimatsu-Sato solutions
of Einstein equation. Using Pfaffian identities it is shown for Weyl solutions com-
pletely and for generic cases partially.
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Many of integrable non linear models are obtained from (anti) self-dual Yang-Mills
equations by reduction [1](Ward’s conjecture). Toda Lattice and Ernst equations are
such examples of integrable systems. However the relationship between these integrable
systems is not so simple. It is not affirmative that the system of Ernst equation belongs
to the conventional category of integrable systems. For instance, Lax pair for the Ernst
equation is not exactly the same type as those in typical soliton theories[2].
On the other hand, ”direct method” developed by Hirota[3] has shown to be a very
powerful tool in soliton theories. One of the advantages of the direct method amongst
others is that the proofs of soliton solutions are reduced to Pfaffian identities. The
mathematical implication of the direct method was revealed by Sato[4] . Both the
methods by Hirota and Sato seem to be quite useful in soliton theories. However
both theories have been seldom applied to the system of Ernst equation except in
very few articles. In applying them to the system of Ernst equation we expect to find
the universal characters of soliton theories also in the Ernst equation. This is one of
motivations of this article.
Recently Nakamura found an important relation between Tomimatsu-Sato solutions
(hereafter we refer it to TS) and Toda lattice solutions [5]. He has shown that a
series of TS solutions with deformation parameters n are obtained as n-th lattice site
amplitudes in a special case of general solutions of Toda molecule equation (Nakamura’s
conjecture). He has shown this proposition for small n cases explicitly. The aim of this
article is to assure the conjecture analytically and to take any step towards the scheme
mentioned above.
We begin with discussing the Toda molecule equation describing a semi-infinite
lattice in two dimensions. It is expressed in terms of the Hirota’s bilinear forms [3] as
(D2X −D
2
Y )τn · τn − 2τn+1τn−1 = 0, (1)
where the Hirota derivative is defined by D(f · g) = (∂f)g − f(∂g). n’s are positive
integers and the boundary condition is τ0 = 1 corresponding to the semi-infinite lattice.
The general solution of Eq.(1) is expressed in a form of two-directional Wronskian [6]
τn = det


ψ L−ψ . . . L
n−1
− ψ
L+ψ L+L−ψ . . . L+L
n−1
− ψ
...
...
...
...
Ln−1+ ψ L
n−1
+ L−ψ . . . L
n−1
+ L
n−1
− ψ

 . (2)
Here ψ is an arbitrary function and L± ≡
∂
∂X
± ∂
∂Y
. We first show how it appears
as a result of a Pfaffian identity for the help of later discussions, though it is a known
fact.
We introduce D as a determinant of (n+ 1)× (n+ 1) matrix τn+1;
D ≡ τn+1. (3)
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The minor D
[
i
j
]
is defined by deleting the i-th row and the j-th column from D.
Similarly D
[
i,k
j,l
]
is defined by deleting the i and k-th rows and the j and l-th
columns from D and so on. The Toda molecule equation (1) is now expressed as
D
[
n
n
]
D
[
n+ 1
n+ 1
]
−D
[
n+ 1
n
]
D
[
n
n+ 1
]
−DD
[
n, n+ 1
n, n+ 1
]
= 0. (4)
It holds since it is nothing but the Jacobi’s (Sylvester’s) formula for matrix minors,
which is one of Pfaffian identities. Thus Toda lattice equation has been reduced to
Pfaffian identity in direct method. It is also the case in the Einstein equation as will
be shown in the following.
The Nakamura’s conjecture on the Tomimatsu-Sato solutions consists of two ingre-
dients [5];
(i) Ernst equation for axially symmetric metric of Einstein equation is
(ξξ∗ − 1)∇2ξ − 2ξ∗∇ξ · ∇ξ = 0. (5)
Setting ξn =
gn
fn
, Eq.(5) has a decomposition into two sets [7]
Dx(gn · fn − g
∗
n · f
∗
n) = 0, (6)
Dy(gn · fn + g
∗
n · f
∗
n) = 0, (7)
and
F (g∗n · fn) = 0, (8)
F (g∗n · gn + f
∗
n · fn) = 0. (9)
Here the bi-linear operator F is
F = (x2 − 1)D2x + 2x∂x + (y
2 − 1)D2y + 2y∂y + cn (10)
and x and y are usual prolated spheroidal coordinates.
(ii) From the solutions of the Toda molecule equation τn a set of TS solutions are
obtained as
gn = τn = D
[
n+ 1
n+ 1
]
, fn = τn−1 |ψ→L+L−ψ = D
[
1, n + 1
1, n + 1
]
(11)
by following choices of the arbitrary function ψ and the constant cn
ψ = px− iqy, p2 + q2 = 1, cn = − 2 n
2. (12)
x andX are related by ∂X = (x
2−1)∂x, and y and Y are related by ∂Y = (y
2−1)∂y.
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It is very suggestive that ξn =
gn
fn
in Eq.(11) resembles with the solution Wn of Sato
equation[4]. Our plan is to show the second statement (ii) analytically making use of
Pfaffian identities. The first set Eqs.(6) and (7) are proved in the generic case while
the second set Eqs.(8) and (9) are shown for a restricted case of q = 0.
In order to prove the first set of equations Eqs.(6) and (7) we start to redefine D
introduced in Eq.(3). It is fit for treating fn, gn and their complex conjugate f
∗
n, g
∗
n on
equal footing. We first introduce complex conjugation operator C,
Cψ = ψ∗ = px+ iqy, C2 = 1. (13)
We define a new determinant D of (n+ 2)× (n+ 2) matrix as follows,
D = det


0 Cψ L+C
2ψ . . . Ln+C
n+1ψ
ψ L+Cψ L
2
+C
2ψ . . . Ln+1+ C
n+1ψ
...
...
...
...
...
Ln+ψ L
n+1
+ Cψ L
n+2
+ C
2ψ . . . L2n+1+ C
n+1ψ

 . (14)
gn and fn in Eq.(11) and their conjugate are expressed as minors of D;
gn = D
[
1, n + 2
n+ 1, n+ 2
]
, fn = D
[
1, 2, n + 2
1, n+ 1, n+ 2
]
(15)
and
g∗n = D
[
n+ 1, n+ 2
1, n + 2
]
, f∗n = D
[
1, n + 1, n+ 2
1, 2, n + 2
]
. (16)
From the Wronskian structure of D in Eq.(14), the derivatives of fn and gn’s are
also expressed as minors
L+gn = D
[
1, n + 1
n+ 1, n + 2
]
, L+fn = D
[
1, 2, n + 1
1, n + 1, n+ 2
]
,
L+g
∗
n = D
[
n, n+ 2
1, n+ 2
]
, L+f
∗
n = D
[
1, n, n + 2
1, 2, n + 2
]
(17)
and
L−gn = D
[
1, n + 2
n, n+ 2
]
, L−fn = D
[
1, 2, n + 2
1, n, n + 2
]
,
L−g
∗
n = D
[
n+ 1, n+ 2
1, n + 1
]
, L−f
∗
n = D
[
1, n + 1, n+ 2
1, 2, n + 1
]
. (18)
We will prove that fn and gn given in Eq.(11) satisfy Eqs.(6) and (7). In showing
it the explicit form of ψ in Eq.(12) is not required. In terms of L±, Eq.(6) ± Eq.(7)
are given as
gnL+fn − (L+gn)fn − g
∗
nL−f
∗
n + (L−g
∗
n)f
∗
n = 0, (19)
gnL−fn − (L−gn)fn − g
∗
nL+f
∗
n + (L+g
∗
n)f
∗
n = 0. (20)
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Using Eqs.(17) and (18), Eq.(19) becomes
D
[
1, n + 2
n+ 1, n + 2
]
D
[
1, 2, n + 1
1, n + 1, n+ 2
]
− D
[
1, n + 1
n+ 1, n + 2
]
D
[
1, 2, n + 2
1, n + 1, n+ 2
]
− D
[
n+ 1, n + 2
1, n + 2
]
D
[
1, n + 1, n+ 2
1, 2, n + 1
]
+ D
[
n+ 1, n + 2
1, n + 1
]
D
[
1, n + 1, n+ 2
1, 2, n + 2
]
= 0. (21)
Eq.(21) holds using a following Pfaffian identity. For any determinant A of an
arbitrary square matrix
A
[
a, b
d, e
]
A
[
c
e
]
+A
[
b, c
d, e
]
A
[
a
e
]
+A
[
c, a
d, e
]
A
[
b
e
]
= 0, (22)
where a > b > c. Leaving the proof of this identity later on we accept it.
Setting A = D
[
1
n+2
]
, the first two terms of Eq.(21) become
A
[
2, n+ 1
1, n+ 1
]
A
[
n+ 2
n+ 1
]
−A
[
2, n+ 2
1, n+ 1
]
A
[
n+ 1
n+ 1
]
= −A
[
n+ 2, n + 2
1, n + 1
]
A
[
2
n+ 1
]
= −D
[
1, 2
n+ 1, n + 2
]
D
[
1, n + 1, n + 2
1, n + 1, n + 2
]
. (23)
Similarly the last two terms of Eq.(21) are, by setting A = D
[
n+2
1
]
, as
D
[
n+ 1, n + 2
1, 2
]
D
[
1, n+ 1, n + 2
1, n+ 1, n + 2
]
. (24)
The sum of above two equations vanishes since
D
[
1, 2
n+ 1, n + 2
]
= D
[
n+ 1, n + 2
1, 2
]
, (25)
which is one of the properties of D in Eq.(14). Eq.(20) is also proved analogously to
the above.
The crucial identity Eq.(22) we have used is proved as follows. Let us consider
a determinant of n × n anti-symmetric matrix A whose (i, j) element is aij(= −aji).
Pfaffian (1, 2, . . . , n) is defined by
detA ≡
{
(1, 2, . . . , n)2 for even n
0 for odd n
(26)
with aij = (i, j).
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By definition Pfaffian is expanded as
(1, 2, . . . , n) =
n∑
j=1
(−)j(1, j)(2, 3, . . . , jˆ, . . . , n) (27)
where hatted component is removed one.
We can also express a determinant of (n+2)-th order matrix as Pfaffian of 2(n+2)-th
order by
det aij = (1, 2, . . . , n+ 1, n+ 2, n + 2
∗, n+ 1∗, . . . , 2∗, 1∗)
(i, j = 1, 2, . . . , n + 2) (28)
supplemented by the condition, (i, j) = (i∗, j∗) = 0, (i, j∗) ≡ aij .
From the antisymmetry property of Pfaffians it follows
det aij = (−)
P (a, b, c, 1, . . . , aˆ, . . . , bˆ, . . . , cˆ, . . . , n+2, n+2∗, . . . , dˆ∗, . . . , eˆ∗, . . . , 1∗, d∗, e∗),
(29)
where (−)P is ±1 depending on the signature of permutation P of reordering. In terms
of Pfaffians each terms of Eq.(22) are expressed as follows.
A
[
a, b
d, e
]
= (c, 1, . . . , aˆ, . . . , bˆ, . . . , cˆ, . . . , dˆ∗, . . . , eˆ∗, . . . , 2∗, 1∗)
A
[
c
e
]
= (a, b, 1, . . . , aˆ, . . . , bˆ, . . . , cˆ, . . . , dˆ∗, . . . , eˆ∗, . . . , 2∗, 1∗, d∗)
A
[
b, c
d, e
]
= (a, 1, . . . , aˆ, . . . , bˆ, . . . , cˆ, . . . , dˆ∗, . . . , eˆ∗, . . . , 2∗, 1∗)
A
[
a
e
]
= (b, c, 1, . . . , aˆ, . . . , bˆ, . . . , cˆ, . . . , dˆ∗, . . . , eˆ∗, . . . , 2∗, 1∗, d∗) (30)
A
[
a, c
d, e
]
= (b, 1, . . . , aˆ, . . . , bˆ, . . . , cˆ, . . . , dˆ∗, . . . , eˆ∗, . . . , 2∗, 1∗)
A
[
b
e
]
= (a, c, 1, . . . , aˆ, . . . , bˆ, . . . , cˆ, . . . , dˆ∗, . . . , eˆ∗, . . . , 2∗, 1∗, d∗)
up to common signature factor (−)P provided that the order of a, b and c is kept in
mind as in Eq.(22). Eq.(22) is expressed symbolically in terms of Maya diagram [4] as
A
[
a, b
d, e
]
A
[
c
e
]
+A
[
b, c
d, e
]
A
[
a
e
]
−A
[
a, c
d, e
]
A
[
b
e
]
=
a
X
b
X
c
O
d∗
X ×
a
O
b
O
c
X
d∗
O
+ O X X X × X O O O
− X O X X × O X O O
= O O O X × X X X O . (31)
The last equality holds by virtue of Pfaffian identity. Both O O O X and
X X X O consist of different numbers with and without asterisks and vanish
by their definition. It completes the proof of the identity Eq.(22).
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Next we discuss the second set of decomposition equations Eqs.(8) and (9). In
contrast to the previous case the explicit form of ψ in Eq.(12) is required. gn(fn) is the
determinant of matrix whose (i, j)
(
(i− 1, j − 1)
)
element is
Li−1+ L
j−1
− ψ = L
i−1
+ L
j−1
− (px− iqy)
= pWi+j−1(x) + (−1)
j iqWi+j−1(y), (32)
where
Wn+1(z) = (z
2 − 1)
d
dz
Wn(z) with W1(z) = z. (33)
In this paper we restrict ourselves to prove for a case of q = 0 and the general case
is left for future. In case of p = 1 and q = 0, ψ = x and gn and fn are real functions
depending only on x. Explicit forms of gn and fn are
gn = det


W1 W2 . . . Wn
W2 W3 . . . Wn+1
...
...
...
...
Wn Wn+1 . . . W2n−1

 , fn = det


W3 . . . Wn+1
...
...
...
Wn+1 . . . W2n−1

 . (34)
Using Eq.(33) we can evaluate the determinant,
gn = det


x 1 0 0 . . . 0
x2 − 1 2x 2 0 . . . 0
2x(x2 − 1) 6x2 − 1 12x 12 . . . 0
...
...
...
... . . .
...


=
An
2
(x2 − 1)
n(n−1)
2
(
(x+ 1)n + (x− 1)n
)
, (35)
where the coefficient An is
An = (n− 1)
2(n− 2)4 . . . 22(n−1). (36)
The equation (35) is proved by induction. For n = 1 and n = 2 cases Eq.(35) holds.
Assuming it for n = l−1 and n = l cases we prove it for the case of n = l+1. Applying
Jacobi’s formula (4) to gn we obtain, corresponding to the Toda molecule equation in
Eq.(2),
gl−1 gl+1 = (L
2
X gl) gl − (LX gl)
2, (37)
where LX ≡ (x
2 − 1)∂x. Using the assumed forms for gl and gl−1 we find the expected
form for gl+1;
gl+1 =
Al+1
2
(x2 − 1)
(l+1)l
2
(
(x+ 1)l+1 + (x− 1)l+1
)
. (38)
Here we have used an equality obtained from the definition of An in Eq.(36);
An−1An+1 = n
2An. (39)
7
Thus Eq.(35) is proved for n = l + 1. Quite analogously fn is shown to be
fn =
An
2
(x2 − 1)
n(n−1)
2
(
(x+ 1)n − (x− 1)n
)
. (40)
The second set of the decoupled equations Eqs.(8) and (9) are
F (gn · fn) = 0,
F (gn · gn + fn · fn) = 0, (41)
and F becomes in q = 0 and cn = −2n
2 case
Fa · b =
1
x2 − 1
(
(L2Xa)b+ a(L
2
Xb)− 2(LXa)(LXb)
)
− 2n2ab.
It is straight forward to show gn and fn in Eqs.(35) and (40) satisfy Eq.(41).
In this paper we have discussed a proof of Nakamura’s conjecture on Tomimatsu-
Sato solutions. In the proof a set of Pfaffian identities played crucial roles. The first set
of decoupled equations for Ernst equation Eqs.(6) and (7) has been shown analytically.
Here the explicit form of ψ in Eq.(12) is not required. The second set of decoupled
equations Eqs.(8) and (9) has also proved for the restricted case of q = 0. They
are corresponding to the (extended) Weyl solutions. There remains to show the most
general case, q 6= 0. We expect that Pfaffian identities will play important roles in the
analytic proof as in the case shown here. It is left as future problem.
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