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SOMMAIRE 
Les exemples de surfaces telles que le parapluie de Whitney nous amènent à chercher 
des façons d'analyser les ensembles critiques non-bornés. Dans ce travail, nous explo­
rons donc deux nouvelles techniques d'analyse pour ce type d'ensembles. La première, 
s'appliquant uniquement aux fonctions homogènes, consiste à examiner la fonction en 
question en restreignant son domaine de définition à une sphère centrée à l'origine. Dû à 
son homogénéité, on peut avoir une bonne idée du comportement général de la fonction 
sans avoir à la regarder complètement. La deuxième, plus générale, nous révèle le com­
portement de la fonction dans tous sous-ensembles bornés de R3. Le principe de celle-ci 
est d'appliquer une modification sur la fonction de sorte que ses ensembles stationnaires 
deviennent bornés. Dans tous les cas, l'indice de Conley est l'outil que nous utilisons 
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En mathématiques comme dans toutes autres sciences, tout commence avec de la cu­
riosité et du désir d'expliquer les phénomènes que nous observons. C'est certainement 
avec cette ambition que vers la fin du 19ième siècle, J. Clark Maxwell a tenté d'expliquer 
des faits marquants du relief terrestre dans [Max70]. 
Pour modéliser ses explications, nous pouvons utiliser une fonction f qui, à chaque point 
d'une sphère, associe une valeur représentant la "hauteur" du relief terrestre en ce point. 
Dans ce cas, nous pouvons poser ex, la valeur la plus petite possible de / et C2, sa var 
leur la plus grande. Pour tout c entre c\ et C2, l'ensemble des points tels que / = c 
représente les courbes de niveau de cette valeur. Ainsi, étant donné un c fixe, nous pou­
vons considérer deux sous-ensembles distincts de la sphère, / < c, appelé dépression et 
f > c, appelé ascension. L'intérêt de l'auteur s'est alors penché sur les valeurs où ces 
ensembles changent de topologie. Si nous supposons que ces changements se produisent 
à des endroits isolés, nous pouvons classer ces points en quatre types. Le premier, appelé 
puit, survient lorsqu'une nouvelle composante connexe est créée dans l'ensemble de dé­
pression. Le second provient de la disparition d'une composante connexe de l'ensemble 
d'ascension et il est appelé sommet. Les deux derniers types surviennent lorsque, soit 
deux composantes connexes de dépression fusionnent ensemble, soit une composante de 
dépression se rencontre elle-même en un autre point et change de topologie. Ils peuvent 
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être regroupés et nommés cols. Les trois types de points précédents correspondent, dans 
le langage moderne, aux points critiques possibles dans le cas isolé et non-dégénéré. Ils 
sont maintenant nommés maximum, minimum et point selle. 
D'ailleurs, dans [Max70], l'auteur mentionne l'idée que pour un point col, plus de deux 
composantes de dépression peuvent se rejoindre d'un coup. Nous appelons alors ce point 
un k-col où k + 1 est le nombre de composantes se rejoignant en ce point. De façon 
similaire,nous appelons k-col un point où k régions de d'acension apparaissent après 
qu'une composante d'ascension se rencontre elle-même à un nouvel endroit. Ces points 
correspondent maintenant à ce que nous appelons des fc-selles. 
En plus de ces points, Maxwell s'est aussi tourné vers les trajectoires qui intersectent de 
façon perpendiculaire toutes les courbes de niveau. De telles trajectoires ont des points cri­
tiques comme point de départ et point d'arrivée. Elles sont actuellement connues comme 
étant des solutions particulières de flots et ont la propriété qu'en chaque point, leur 
vecteur tangent correspond au gradient de la fonction en question. 
Supposons que dans le cas d'un relief terrestre nous avons P puits, S sommets et Ck k-
cols, pour tout k EN. Maxwell a alors démontré, de façon intuitive, la relation suivante : 
P - j^(k -Ck) + S = 2. 
Cette équation est parfois nommée formule d'Evier-Maxwell puisqu'elle ressemble beau­
coup à la formule d'Euler qui permet de calculer la caractéristique d'Euler d'une surface 
à partir d'une triangulation. 
Au début du 20ième siècle, les idées de Maxwell ont été reprises et adaptées par le 
mathématicien Marston Morse à un domaine plus grand. Dans ses travaux, Morse a 
considéré des fonctions différentiables sur des variétés lisses et compactes ayant des points 
critiques isolés et non-dégénérés. De telles fonctions sont appelées fonctions de Morse. 
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Un peu comme l'avait fait Maxwell, il a considéré une fonction de "hauteur", notée /, 
et s'est intéressé aux points où l'ensemble /-1((—oo, c — e]) a une topologie différente 
de /_1((—oo,c + e]). Il a démontré que dans cette situation nous pouvons obtenir, à 
homotopie près, /_1((—oo, c + e]) à partir de /_1((—oo, c — e]) en lui collant un.certain 
ensemble A par B, un sous-ensemble de ce dernier. En principe, nous avons que A = 
Dx x Dn~x et que B = dDx x Dn~x forment la paire (A, B), appelé donnée de Morse. Dans 
cette expression, Dk désigne le disque fermé de dimension k, n représente la dimension 
de l'espace dans lequel la variété est plongée et À, appelé indice de Morse, est le nombre 
de valeurs propres négatives du hessien de / en ce point. Pour une introduction complète 
de cette théorie, vous pouvez vous référer à [Mat02]. En ce qui nous concerne, nous 
terminons sur cette théorie en mentionnant le théorème qui rend celle-ci intéressante et 
en donnant un petit exemple de la façon que nous l'utilisons. 
Théorème 1 Soit M une variété lisse et compacte et soit / une fonction de Morse. 
Alors 
1. La topologie de l'ensemble M<c — {P G M | f(P) < c} demeure inchangée lorsque 
c parcourt l'intervalle ouvert entre deux valeurs critiques consécutives. 
2. Le changement de topologie lorsque c passe une valeur critique est décrit comme 
suit : M<c+e est obtenu en liant A à M<c_t par B, où (A, B) est la donnée de Morse. 
Exemple 2 Nous considérons le tore de la Figure 1 ainsi que la fonction / qui associe, 
à chaque point de ce tore, sa coordonnée en z. Dans le cas de cette fonction, les points 
critiques sont ceux dont l'espace tangent est horizontal. Les quatre points critiques sont 
Pi> P2, P3 et p4 et ont comme valeurs critiques Ci, C2, C3 et C4. 
3 
Figure 1 - Situation de l'Exemple 2. 
Nous commençons avec c < c\ et nous le fesons croître jusqu'à ce que c > C4. Grâce au 
théorème 1, nous n'avons besoin que de regarder les changements de topologie lorsque 
nous passons une valeur critique. Nous procédons comme suit : 
Au départ, pour c < C\ nous avons que /((—00, c]) est vide. La première valeur critique 
rencontrée est c = c\. Nous obtenons comme donnée de Morse la paire (D2,0) puisque 
nous sommes en présence d'un minimum (A = 0). Cela signifie que nous collons un disque 
de dimension deux à l'ensemble vide (Figure 2(1)). Ensuite, lorsque c = C2, nous avons 
affaire à un point selle. Dans ce cas, la donnée de Morse est (D1 x D1, dD1 x D1). Le 
changement de topologie est alors décrit en fixant un rectangle à l'espace par deux des 
ses cotés. Il en est de même pour c = c3 (Figure 2(2),(3)). Pour terminer, la donnée de 
Morse pour c = C4 est (D2, dD2). Cela signifie que nous attachons un disque à notre 
espace M<c par sa frontière (Figure 2(4)). 
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Figure 2 - Schéma illustrant les changements de topologie de M<c 
Cette théorie nous donne une généralisation de la formule d'Euler-Maxwell dans le cas 
des fonctions de Morse. Elle se nomme formule de Morse et s'exprime comme suit : 
è(-l)A("' = x(M), 
t=l 
où x(M) est la caractéristique d'Euler de M. Dans cette formule / : M —• R est une 
fonction de Morse avec n points critiques non-dégénérés, tous notés Pi et ayant \{pi) 
comme indice de Morse. Cependant, même si cette formule est plus générale que celle de 
Maxwell, elle ne prend toujours pas en charge les points critiques dégénérés. 
En 2009, dans [DKV09], une autre généralisation de la formule d'Euler-Maxwell a 
été démontré, cette fois-ci pour les fonctions ayant seulement des points critiques isolés 
mais possiblement dégénérés. Pour y arriver, une version des blocs isolants adaptée à 
ce contexte ainsi que du degré topologique de Brouwer ont été utilisés. Ces deux objets 
mathématiques sont respectivement expliqués dans [WY73] et dans [Brol2]. 
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Soit une fonction de classe C2 définie sur Sd n'ayant que des points critiques isolés. De 
plus, supposons que cette dernère a m minimums, M maximums et S* fc-selles. Il a été 
démontré dans cet article que dans ce cas 
m - J2(k • Sk) + M = 2. 
Malheureusement, pour avoir ce résultat, il a été nécessaire de supposer que la fonction 
n'ait que des points critiques isolés. Nous voudrions pouvoir relaxer cette hypothèse. L'en­
nui c'est que toutes les techniques utilisées auparavant sont inéficaces pour les ensembles 
critiques quelconques. C'est pourquoi, afin de comprendre des exemples plus complexes 
tels que le parapluie de Whitney, nous devons nous tourner vers de nouvelles techniques. 
De ce fait, dans cette étude, notre intérêt c'est alors tourné vers l'indice de Conley. 
Nous débutons, dans le chapitre 1, par un rappel de notions nécessaires à la compré­
hension des techniques utilisées par la suite. Dans la première section, nous discutons 
brièvement du calcul de points critiques dans Rn. Ensuite, nous transportons ensuite ces 
techniques vers les surfaces lisses dans M3. Nous poursuivons avec une modeste intro­
duction sur l'homologie relative dans le but de terminer avec la théorie sur l'indice de 
Conley. 
Dans le chapitre 2, nous considérons les ensembles critiques de fonctions homogènes. 
L'homogénéité d'une fonction amène de nombreuses difficultés puisque la quasi-totalité 
de leurs ensembles critiques sont non-bornés. Malheureusement, l'indice de Conley ne 
s'applique pas directement pour ce type d'ensemble stationnaire puisqu'il est impossible 
de leur trouver un voisinage compact. Cependant, une fonction homogène garde toujours 
la même forme peu importe sur quelle sphère centrée à l'origine elle est définie. De ce 
fait, nous pouvons l'analyser en restreignant son domaine à une telle sphère. La technique 
utilisée par la suite est compatible avec toutes variétés lisses et compactes à condition 
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d'en connaître un atlas. 
Le chapitre 3, tant qu'à lui, est dédié aux fonctions non-homogènes de R3. Dans le cas de 
ces fonctions, le type d'ensembles critiques est encore plus varié, mais nous nous intéres­
sons surtout aux ensembles critques non-bornés puisque ce sont ceux qui demandent le 
plus de travail. Effectivement, pour les autres ensembles, nous pouvons trouver, de façon 
directe, un voisinage isolant compacte, donc du même coup, son indice de Conley. Par 
contre, lorsqu'ils ne sont pas bornés, nous effectuons une certaine modification de la fonc­
tion afin qu'ils le deviennent et ensuite trouver leur indice. Nous donnons les conditions 
pour qu'une telle modification soit admissible et nous terminons le chapitre par l'analyse 
de l'ensemble stationnaire du fameux parapluie de Whitney. 
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CHAPITRE 1 
Notions et définitions 
Dans ce chapitre, nous énonçons plusieurs notions et définitions qui servent de base 
pour les chapitres suivants. Nous débutons par un bref retour sur les principes de calcul 
vectoriel dans R3 que nous adaptons par la suite aux fonctions définies sur des surfaces 
lisses. Ensuite, nous enchaînons avec une introduction sur l'homologie relative pour ter­
miner ce chapitre avec le nécessaire pour comprendre et utiliser l'indice de Conley. 
1.1 Calcul vectoriel dans R3 
Le but de cette section est de définir qu'est-ce qu'un point critique et de donner une 
première technique pour identifier le comportement de la fonction dans un voisinage de ces 
points. Avant toute chose, nous devons définir le gradient ainsi que la matrice hessienne 
d'une fonction, sans quoi il nous serait impossible d'aller plus loin dans ce chapitre. Il en 
va comme suit : 
Définition 1.1.1 Soit / : Rn —• R une fonction différentiable et soit P = (a1( a^,..., o„) 
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un point de Kn. Nous appelons gradient de / en P, que nous notons V/(P), le vecteur 
de dimension n formé des dérivés partielles de / évaluées en P. C'est-à-dire 
V/(P) = (/,1(P))/l2(P))...,/In(P)). 
Si de plus f X i  est différentiable pour tout i — 1,2, nous définissons la matrice 
hessienne de / en P, notée Hf(P), comme étant la matrice de dimension n x  n  formée 
des dérivés partielles d'ordre 2 de / évaluées en P. Autrement dit, 
fx  1X2 (P)  fx iXn (P) \  
TT ( T}\ fx2X 1 (P) fl2X2 (P) ... f x  2 X n  ( P )  H f k P )  =  . : • 
\ fx n xy  (P) f EnI2 (P)  • * *  f  Tn%n (p ) /  
Nous avons maintenant le nécessaire pour définir ce qu'est un point critique. Il en va 
comme suit : 
Définition 1.1.2 Soit / : U Ç Mn —» R une fonction différentiable et soit P = 
(ai, 02,..., an) un point de U. Nous disons que P est un point critique ou point station-
naire, de / si et seulement si V/(P) = (0,0,..., 0). 
Après avoir trouvé les points critiques d'une fonction, nous voulons pouvoir les classer. 
Avec quelques conditions sur ces points, nous pouvons restreindre les possibilités à 3 
différents types. Pour ceci, nous avons besoin des définitions suivantes : 
Définition 1.1.3 Soit / : [/ Ç Rn -4 R une fonction de classe C2 et soit P € U 
un point critique de /. Alors P est dégénéré si et seulement si det(H/(P)) = 0, où 
det(Hf(P)) est le déterminant de la matrice hessienne de / évalué au point P. 
De surcroît, le point critique P est dit isolé si et seulement s'il existe un voisinage V Ç U, 
avec P e V, où P est le seul point critique de / dans V. 
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Remarque 1.1.4 Nous voyons qu'un point critique P de f qui n'est pas isolé est 
automatiquement dégénéré. 
Pour l'instant, afin de bien comprendre la base, nous allons nous restreindre aux fonc­
tions définies sur des sous-ensembles de R2. Dans ce cas plus précis, il devient possible 
de classer les points stationnaires grâce à la proposition suivante : 
Proposition 1.1.5 Soit / : U Ç R2—>• R avec / G C2 et soit P 6 U un point critique 
non-dégénéré de /. Il est donc possible de déterminer que P est un minimum local, un 
point de selle ou un maximum local dans les cas respectifs où Hf(P) a 0,1 ou 2 valeurs 
propres négatives. Dans ce cas, ce sont les trois seules possibilités. 
Exemple 1.1.6 Nous proposons d'analyser les ensembles critiques des fonctions sui­
vantes, définie sur R2. Lorsque c'est possible, nous déterminons leur nature à l'aide de la 
proposition 1.1.5. 
(a) Considérons la fonction f (x ,y )  =  x 2 +y 2 +2x-2y+2.  Nous trouvons que V/(x,y) = 
(2x + 2,2y — 2) est nul si et seulement si x — —2 et y = 2. Le seul point critique de 
/ est (—2,2). Ainsi 
Finalement, puisque H f ( — 2,2) n'a aucune valeur propre négative, c'est un minimum 
(b) Considérons maintenant la fonction f {x ,y )  =  x 3  — 3y 2 x  (qui peut être obtenu en 
prenant la partie réelle de z3 avec z = x + iy G C). Nous avons que V/(x,y) = 
(3a;2 — y2, —2yx) qui est nul si et seulement si (x, y) = (0,0). Cependant 
local. 
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Il est clair que det (H/(0,0)) = 0 et par conséquent (0,0) est dégénéré. Il nous est alors 
impossible d'identifier la nature de ce dernier avec les outils que nous avons présente­
ment. En fait, nous voyons plus loin que ce point est un selle double, communément 
appelé "monkey saddle". 
(c) .Considérons pour terminer la fonction f (x ,y )  =  x 2 .  Alors V/(x, y) = (2a:, 0) qui est 
nul si et seulement si x = 0 (et ce pour tous y G M). Il devient évident que tous 
les points critiques de / sont non isolés et que ne pouvons pas en dire plus sur leur 
nature pour l'instant. 
1.2 Surfaces lisses dans R3 
Dans cette section, nous définissons les surfaces lisses de R3 pour ensuite adapter la 
théorie de la section précédente aux fonctions ayant une surface comme domaine de 
définition. De ce fait, nous débutons par définir ce qu'est une surface. 
Définition 1.2.1 Une surface est un sous-ensemble 5ÇR3 répondant à la condition 
que pour tous points P G S, il existe un ouvert W Ç M3 avec P € W et un ouvert U G R2 
tels que S fl W et U sont homéomorphes. 
En d'autres termes, pour décrire une surface nous avons besoin d'une collection d'ho-
méomorphismes d'ensembles ouverts o* : Ui —» Vi, avec Ui Ç R2 et V* Ç S pour tout 
i G /, une famille d'indices quelconques. Ces applications, appelées paramétrisations, 
doivent être telles que (J &i(Ut) = S, où cr^Ui) représente l'image de Ui peu: la fonction 
te/ 
<7*. Finalement, une collection de paramétrisations vérifiant la condition précédente porte 
le nom d'atlas pour la surface S. 
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Pour nos applications, nous avons besoin de surfaces sur lesquelles la propriété de diffé-
rentiabilité fait du sens. Pour ce faire, nous avons besoin du type de surfaces suivant : 
Définition 1.2.2 Soit o une paramétrisation. Nous disons de a qu'elle est régulière. 
si et seulement si elle est lisse et que ses dérivés partielles au et <rv sont des vecteurs 
linéairement indépendants partout sur son domaine. De plus, une surface décrite par un 
atlas constitué exclusivement de parâmétrisations régulières est appelée surface lisse. 
Exemple 1.2.3 Considérons S2, la sphère centrée en (0,0,0) de rayon 1. Nous savons 
que S2 = {(x, y, z) G M3 | x2 + y2 + z2 = 1}. Cette écriture de S2 est bien suffisante pour 
lui donner une structure de surface. En effet, en résolvant l'équation x2 + y2 + z2 = 1 
pour chacune de ses variables, nous obtenons un atlas valide pour S2. Commençons par 
isoler x> il vient que x = ±y/l - y2 — z2. En faisant le même travail avec y et 2 il vient 
que y = ±\/l — x2 — z2 et que z = ±\/l — x2 — y2. En somme, nous obtenons les six 
paramétrisations suivantes : 
a ±( u > v )  =  ( iV^ l  — u 2  — v 2 ,  u ,  v ) ,  
a±{u ,v)  =  (u ,  ±\/l - u 2  — v 2 , v ) ,  
a±(u ,v)  =  (u ,v ,±V 1  — u 2  — v 2 ) ,  
où les paramètres u et v• sont, dans tous les cas, des éléments de l'ensemble U = 
{(u,v) € R2 | u2 + v2 < 1}. Il ne reste qu'à vérifier que leurs images constituent bel 
et bien un recouvrement de S2. Pour ce faire, nous n'avons qu'à montrer que pour tout 
P = (x, y, z) € S2, P est aussi dans l'image d'une des paramétrisations. 
En voici la preuve. Comme P G S2, nous déduisons qu'une de ces coordonnées est non-
nulle. Supposons alors, sans perte de généralité, que ce soit x. Deux cas s'offre à nous, 
le premier, x < 0, entraîne que P e <rt (U) tandis que le deuxième, x > 0, implique que 
P € o+{U). Ces paramétrisations constituent bien un atlas pour S2. 
Finalement, vérifions si cet atlas procure à S2 une structure de surface lisse. Nous 
analysons tout d'abord a\. Après un calcul de routine, nous obtenons que (CT+)u = 
1JL V ( , , 1,0) et que (o+)„ = ( . ,0,1). Il est clair que si a, b € R sont 
yl — u2 — v2 v 1 — u2 — v2 
tels que (0,0,0) = a • (<7+)u + b • (cr*)„ = (- ^a = 6 = 0. De ce i ' Ub ' X) 
fait, cr* est régulière. Par des arguments similaires, nous trouvons que les cinq autres 
paramétrisations sont, elles aussi, régulières. Nous pouvons finalement affirmer que S2 
est une surface lisse. 
Maintenant que nous avons introduit les surfaces lisses, nous pouvons nous attaquer 
aux fonctions définies sur ces dernières. Nous allons effectuer, sur ces fonctions, le même 
type d'analyse que nous avons fait dans la section précédente. Pour ce faire, nous donnons 
ces quelques définitions inspirées de [PreOl]. 
Définition 1.2.4 Soit S Ç R3 une surface lisse et soit / : S —^ R une fonction 
lisse définie sur cette surface. Alors P £ S est un point critique de / s'il existe une 
paramétrisation A de S, disons avec P = A(U0,V0), pour lequel (UQ, V0) est un point 
critique de F = / o a. 
Le but étant d'utiliser la définition précédente pour décrire ce qui se passe sur la surface, 
le choix de a ne doit absolument pas influencer les résultats. Nous prouvons alors que 
le fait d'être un point critique, au sens de la définition 1.2.4, ne dépend aucunement de 
la paramétrisation. Tout d'abord, rappelons qu'une courbe paramétrée dans R3 est une 
fonction 7 : [a, b] Ç R -» R3, avec a < b. Énonçons à présent une proposition qui nous 
sera très utile par la suite. 
Proposition 1.2.5 Soit / une fonction lisse définie sur S, une surface lisse. Il existe 
un unique champ vectoriel tangent lisse V5/ sur S tel que pour P e S et 7(£) Ç S, une 
courbe paramétrée passant par P ht  — 0, nous avons que : 
d 1. (Vs/) • Y(o)  M  
t=0 
2. P est un point critique de / Vs/ = 0 en P.  
d  
Dans ces énoncés, le symbole "prime" dénote —. 
at  
Démonstration Nous débutons par construire Vs/ et ensuite vérifier qu'il respecte 
bien les deux conditions. Soit a(u,v) une paramétrisation de S avec P — a(uo,vo) et 
nous  posons  F — f  oa .  Tout  d 'abord ,  chois i ssons  {e l 5  e 2 },  une  base  du  p lan  tangent  à  S 
en P répondant aux équations : 
Cj • (Tf i  — C2 " — lj ^1 " — ^2 
Une telle base peut être obtenue à partir de la première forme fondamentale de a à l'aide 
des équations 
Gau - Fav Ecrv - Fcru e\ = =-, e\ 
EG -  F 2  '  1  EG~F 2  '  
où  E  = j|<7u||2, .F = <tu • et G = ||<7„||2 sont les composantes de la première forme 
fondamentale de a. Pour plus de détails sur la première forme fondamentale voir [PreOl]. 
Nous posons alors Vs/ = FU(uq, uo)ei + Fv(u0, v0)e2- Nous avons 
(Vs/) • Y(0) = (Fu(uo, Vo)ei + Fv(uo, v0)e2) • (<xut/(0) + a v v '{0) )  
= Fuu'( 0) + (0) 
Par construction, Vs/ est lisse. De plus, si P est un point critique de /, par définition, il 
vient que (tto,t>o) est critique pour F et que par conséquent Fu(uo,vQ) = Fv(uo,vQ) = 0. 
Nous pouvons donc déduire que Vs/ = 0 en P. Il nous suffit maintenant de prouver la 
réciproque. Pour ce faire, supposons que Vsf(P) = 0 et considérons son produit scalaire 
avec au. C'est-à-dire 
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o = (Vsf) • (Tu = (F u(uo, vQ)ex + F v(uo, v0)e2) • «ru 
= FU(uq,  U 0 ) (EI  •  au) + F v(uo, v0)(e2 • au) 
= Fu(UO,VQ). 
Il est aussi possible, en changeant au par av dans l'équation précédente, d'obtenir que 
Fv(UO,VQ) = 0. Nous pouvons donc conclure que V5/ = 0 en P si et seulement si P est 
un point critique de /. Ayant montré son existence nous terminons cette démonstration 
en montrant qu'il est unique. En ce sens, supposons qu'il existe V|/ et Vf/ répondant 
tous les deux aux conditions précédentes. Dans ce cas, nous avons 
vy • 7'(o) = vj / • y(o). 
Cette égalité est vraie pour toutes courbes 7( t )  Ç S passant par P en t  = 0. Puisque 
tout vecteur tangent à S en P s'écrit comme la dérivée d'une telle courbe évaluée en 0, 
nous déduisons que V<j/ — Vf / = v, où v est un vecteur perpendiculaire à tout vecteur 
tangent à, S en P. Cependant, v est aussi un élément de cet espace tangent , il doit donc 
être nul. Alors, V5/ = Vf/. • 
Corollaire 1.2.6 La définition de point critique est indépendante du choix de la 
paramétrisation. 
1.3 Groupes d'homologies et homologie relative 
En vue de comprendre et d'utiliser l'indice de Conley, il est primordial d'introduire, a 
priori, l'homologie relative. Il existe différentes façons de la définir, toutes aussi valables 
les unes que les autres. Dans cette étude, nous avons choisi l'approche cubique singulière 
en utilisant [Mas91] comme référence. Pour ceux qui aimeraient connaître d'autres types 
d'homologies, les ouvrages [KMM04] et [Mun84] fournissent chacun différentes façons 
d'aborder le sujet. Tout d'abord, définissons les objets avec lesquels nous travaillons. 
Définition 1.3.1 Une application continue T : In -» X, où X est un espace topolo­
gique et In = [0, l]n avec n > 0, est appelée un n-cube singulier. Par convention, J° est 
un espace trivial ne contenant qu'un seul point que nous notons, à partir de maintenant, 
{xo} . Pour tout n > 0, l'ensemble de ces n-cubes singuliers forment une base pour un 
groupe  abél ien  l ibre  noté  Q n (X) .  
Rappelons qu'un groupe abélien libre est simplement un groupe abélien obtenu à 
partir des combinaisons linéaires finies à coefficients entiers de sa base. 
Définition 1.3.2 Nous disons qu'un n-cube singulier T :/"—>• X  est dégénéré  s'il 
existe 1 < i < n tel que T(xi,X2,.. .,xn) ne dépend pas de Xj. 
Remarquons qu'un 0-cube n'est jamais dégénéré. De façon similaire à la définition 1.3.1, 
l'ensemble des n-cubes dégénérés forme aussi une base d'un groupe abélien libre, cette 
fois appelé Dn(X), qui est, de surcroît, un sous-groupe de Qn{X). Nous pouvons donc 
considérer le groupe quotient Qn(X)/Dn(x), dénoté Cn(X), qui est lui aussi un groupe 
abélien libre. 
Pour achever l'objectif de définir l'homologie, il ne reste qu'à introduire le concept de 
frontière pour ces n-cubes. En ce sens, voici une dernière définition préliminaire suivi de 
celle de l'opérateur de frontière. 
Définition 1.3.3 Soit T : In X avec X un espace topologique et n > 0. Nous 
définissons alors les faces de ce n-cube comme étant les (n—l)-cubes A{T et B{F suivants : 
A{T(xi, #2, • • • ) -^n) = T{xi, . . . , Xi~\, 0, X{t . . . , £n_i), 
BIT(XI ,  X2, . .  .  ,  3?N) T[XI , .  .  .  ,  XI—I,  1 ,3JJ , .  .  .  ,  £ N _I) .  
De plus, Ai porte le nom de i-face avant et celui de i-face arrière. 
Définition 1.3.4 Soit n > 0. Nous définissons l'homomorphisme d n  '  Q n (X)  -*  
Qn_i(X), appelé opérateur de frontière, sur la base de Qn(X) comme suit : 
n 
t=0 
Nous utilisons ensuite l'additivité des homomorphismes pour obtenir l'image des autres 
é léments  de  Q n (X) .  
Proposition 1.3.5 Soit X un espace topologique et T un n-cube, où n > 1. Nous 
énonçons, sans démonstration, deux propriétés au sujet de l'opérateur de frontière. 
1.  (d n . 1 od n ) (T)=0.  
2. d n (D n (X )) C ZVi(X). 
Ces deux propriétés sont bien connues puisqu'elles sont essentielles à la définition des 
groupes d'homologies. En effet, à partir de 1.3.5 (2), nous pouvons conclure que dn induit 
un homomorphisme de Cn(X) vers Cn_i(A"), aussi noté dn. De plus, il est facile de vérifier 
que la propriété 1.3.5.(1) est aussi vraie pour ces nouveaux homomorphismes. 
Définition 1.3.6 Soit X un espace topologique. Nous définissons les deux sous-
groupes de Cn(X) suivants : 
1. Z n (X)  = Ker(dn) pour n > 0. 
2. B n (X ) = Im(c?n+i) pour n > 0. 
Remarquons ici que par la propriété dn-i o dn = 0, nous avons que B n {X)  est un 
sous-groupe  de  Z n (X) .  
Définition 1.3.7 Soit X un espace topologique. Nous définissons le n-ième groupe 
d'homologie cubique singulière de X comme étant le groupe quotient 
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H N ( X )  =  Z N ( X ) / B N ( X ) .  
Pour l'instant, puisque l'opérateur de frontière n'est défini que pour n > 0, l'expression 
précédente de HN(X) n'est valide que pour les entiers strictement positifs. Cependant, 
si nous posons que DO = 0 (l'application nulle), il vient que Z0(X) = CQ{X) et que 
HQ(X) = C0(X)/BQ(X). Mentionnons qu'il est aussi possible de définir HN(X) pour les 
entiers négatifs et qu'il existe également d'autres candidats pour HQ(X), mais dans cet 
ouvrage, HN(X) avec n > 0 tel qu'introduit plus tôt est amplement suffisant. 
Exemple 1.3.8 Voici deux exemples qui donneront une bonne idée du calcul de 
l'homologie à l'aide de la théorie cubique singulière. Dans chacun des exemples nous 
posons X = R3. 
(a) Considérons la courbe d'intersection S entre x2 + y2 = 1 et z = 0 qui représente 
un cercle unité centré en (0,0,0) et contenu dans le plan xy. Vu sa dimension de 1, 
tout  n-cube  avec  n > 2 es t  nécessa i rement  dégénéré .  Dans  ce  cas ,  C n (S)  =  Z n (S)  =  
Bn(S) = 0 pour tout n > 2. Il vient donc directement que Hn(S) = 0 pour tout 
n > 2. 
Pour ce qui est de la dimension 1, tout 1-cube est représenté par une courbe qui 
débute à un certain point du cercle, disons a, qui parcourt celui-ci dans un sens 
quelconque en faisant un certain nombre de tours et qui se termine en un point, noté 
b. La seule façon qu'un tel 1-cube soit dans Z\ (S) est que a = b et qu'il fasse au moins 
une révolution. Nous voyons que Z\(S) peut être généré par un 1-cube qui consiste à 
faire exactement un tour de S. Donc Zi(S) = Z. De plus, Bi(S) est automatiquement 
nul dû au fait que C2(S) = 0. Il vient que Hi(S) = Z\(S)/B\(S) = Z. 
Les 0-cubes, tant qu'à eux, sont, tout simplement, les points du cercle. Ainsi les 
éléments de C0{S) sont toutes les combinaisons linéaires à coefficients entiers de ces 
poin ts .  Montrons  que  H 0 (S)  peut  ê t re  engendré  par  a ,  un  poin t  quelconque  de  S.  
Comme les points du cercle forment une base pour C 0 ( S ) ,  il suffit de montrer que 
pour tout 6 € S, a — b € BQ(S), C'est le cas puisque a — b est la frontière du 1-cube 
débutant en b et se terminant en a. Nous trouvons alors que H0(S) = Z. 
Nous résumons les résultats comme suit : 
(b) Analysons maintenant une sphère. Une telle surface peut être exprimée comme suit : 
Par des arguments de dimensions similaires à l'exemple précédent, nous avons que 
Cn(S) = Zn(S) = Bn(S) = Hn(S) = 0 pour tout n > 3. De plus, puisque C3(S) = 0, 
nous déduisons directement que B2(S) = 0. Ensuite, pour qu'un 2-cube soit dans 
Z2(S) il faut et il suffit que ses z-faces arrière soient les mêmes que ses i-faces avant 
tout en n'étant pas dégénérés. Ceci n'est possible que si le 2-cube couvre tout S un 
certain nombre de fois. Cet espace peut donc être engendré par un 2-cube couvrant 
S exactement une fois. De ce fait, nous trouvons que H2(S) = Z. 
En dimension 1, tout 1-cube ayant une frontière nul est lui-même la frontière d'un 
2-cube .  En  effe t ,  un  1-cube  qui  commence  en  a et  se  te rmine  en  b,  avec  a,b  G S ,  
est dans Zi(S) si et seulement s'il n'est pas dégénéré et que a = b. Dans ce cas, il 
sépare S en deux 2-cubes dont il est chacun la frontière. Nous pouvons déduire que 
Zi(S) = Bi(S). Du même moment, nous avons que Hi(S) = 0. 
Finalement, posons a un point quelconque de S .  Il engendre H Q( S )  puisque pour tout 
b e S, a — b est la fontière de tous les 1-cubes de a à b. Donc H0(S) = Z. En somme, 
si n = 0,1 
si n > 2 
S = {(x ,y , z )  eR 3  |  x 2  + y 2  + z 2  = 1}.  
si n = 0,2 
si n ^ 0,2 
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Il est maintenant temps d'aborder l'homologie relative. Soit A un sous-espàce de X, un 
espace topologique. Pour n > 0, nous écrivons Cn(X, A) = Cn(X)/Cn(A), où Cn(A) est le 
sous-groupe de Cn(X) formé des n-cubes non-dégénérés de A. De ce fait, nous remarquons 
que  pour  n  >  0,  d n (C n (A))  Ç  C n - i (A)  et  que  d n  indui t  un  homomorphisme de  C n (X,  A)  
vers Cn-i(X,A). Nous pouvons noter cet homomorphisme par dn puisqu'il répond lui 
aussi aux propriétés de la proposition 1.3.5. Nous définissons Zn(X, A) et Bn(X, A) en 
concordance avec la définition 1.3.6. Finalement, voici la définition de l'homologie cubique 
singulière relative. 
Défoition 1.3.9 Soit X un espace topologique et A un sous-espace de X.  Nous 
définissons le n-ième groupe d'homologie cubique singulière relative de (X, A) comme le 
quotient 
H n (X,A)  =  Z n (X,  A) /B n (X,  A)  pour n > 0, 
et Ho(X, A), comme le quotient 
Ho(X,A)=Co(X,A) /Bo(X,A) .  
1.4 Indice de Conley 
Cette section vient clore ce chapitre avec une brève introduction sur l'indice de Conley. 
Cet indice est un outil bien pratique pour analyser tous types d'ensembles invariants 
bornés. Dans cette partie de l'étude, nous adaptons cette théorie aux flots gradients. Pour 
ceux qui veillent connaître d'autres applications de cette dernière, [MM02] constitue une 
introduction plus complète du sujet. En ce qui nous concerne, nous commençons par 
donner quelques définitions. 
Défoition 1.4.1 Soit X un espace topologique et x 0  € X .  Alors, (X,x 0 )  est appelé 
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un espace pointé. 
Remarquons que si N et L sont deux ensembles tels que L C N,  alors nous pouvons 
former l'espace pointé ((N \ L) U [L], [L]), où [L] dénote la classe d'équivalence formée 
des  poin ts  de  L dans  la  re la t ion  d 'équiva lence  x  ~  y  s i  e t  seulement  s i  x  = y ou x ,  y  €  L .  
De façon intuitive, cet espace pointé est bâti à partir de N en prenant tous les points de 
L et les envoyant tous vers le même point. 
Potir la suite de cet étude, N/L dénote (N\L)  U [L] .  De plus, la topologie définie sur cet 
espace est la topologie du quotient définie comme suit : U Ç N est dit ouvert si U(~\L = 0 
e t  U es t  ouver t  dans  N ou bien  s i  U U L es t  ouver t  dans  N.  Remarquons  que  lorsque  L 
es t  so i t  v ide ,  so i t  seulement  un  poin t ,  l a  topologie  de  N/L es t  semblable  à  ce l le  de  N.  
En prenant pour acquis que le lecteur possède une certaine base au sujet de l'homotopie, 
passons à une condition nécessaire et suffisante pour que deux espaces pointés soit ho-
motopiques. Pour ceux ne possédant pas cette base, nous vous suggérons le livre [Rot88] 
qui fournit une introduction complète du sujet. 
Défhition 1.4.2 Soit (X,  x 0 )  et (Y,yo ) deux espaces pointés et soit f ,g  :  (X ,  XQ) —• 
(Y, yo) deux fonctions continues telles que f(x0) = g(xQ) = yo- Alors / est homotope à g, 
noté / ~ g, s'il existe une fonction continue F : [0,1] x X —> Y telle que 
1.  F(0 ,x)  =  / (x) ,  
2. F(l ,x )  =  g(x) ,  
3. F(x 0 ,  t )  =  y 0 ,  pour tout t € [0,1]. 
Défhition 1.4.3 Deux espaces pointés (X,  x 0 )  et (Y ,  yo)  sont dits homotopes s'il existe 
/ : (X, x0) -y (Y, y0) et g : (Y, y0) -» (X, x0) tel que g o f ~ idx et / o g ~ idy. 
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Ceci dit, introduisons l'indice que Conley pour les flots. Rappelons qu'un f lo t  est une 
application continue <f) : R x X —> X, avec X un espace métrique, répondant aux condi­
tions 
1. 4>(0,x) = x, pour tout x G X, 
2. <t>(s +t,x) = <f>(s, 4>{t, x)), pour tout s ,  t  G R et pour tout x  € X .  
Aussi, un ensemble S tel que x £ S entraîne que 4>(t, x) £ S pour tout t G R est appelé 
un ensemble invariant de <p. 
Définition 1.4.4 Soit S un ensemble invariant isolé d'un flot <f> de classe C2. Dans ce 
cas, la paire (N, L) est une paire pour l'indice de S si elle est en accord avec les quatre 
conditions qui suivent : 
1.  N \  L est un voisinage de S.  
2 .  S  est l'ensemble invariant maximal de N \  L,  que nous notons Inv(iV \ L). 
3. L est positivement invariant dans N ce qui signifie que si x G L et que (j>([0, t ] ,  x )  C N,  
alors  0( [O,  t ] ,x )  C L.  
4. L est un ensemble de sortie dans N signifiant que si x G N et ti > 0 sont tels que 
<p(ti,x) N, alors il existe 0 < t0 <ti pour lequel <f>([0, tQ],x) c N et (f>(t0)x) G L. 
Nous remarquons que cette définition de la paire pour l'indice d'un ensemble inva­
riant nous permet de travailler sur les cartes locales dans le cas où / est définie sur 
une surface. Ceci est dû au simple fait que l'inclusion d'ensembles est préservée par les 
homéomorphismes. Définissons à présent l'outil le plus important de cet ouvrage. 
Définition 1.4.5 Nous appelons l'indice de Conley homotopique de S , noté h(S) ,  la 
classe d'équivalence 
MS) = [JV/L,[Lj], 
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où (N , L)  est une paire pour l'indice de S.  
Comme vous l'avez peut-être remarqué, la paire pour l'indice de S n'est pas unique. 
C'est pourquoi, pour que l'indice de Conley soit bien défini, nous devons avoir le résultat 
qui suit, que nous acceptons sans démonstration : 
Théorème 1.4.6 Soit (N,L) et (N',L') deux paires pour l'indice d'un ensemble 
invariant isolé S. Alors 
(NIL,[L\ )~(N' IL ' , [L ' \ )  
Maintenant que nous savons que l'indice de Conley homotopique est unique, il est 
tout à fait normal de nous demander s'il existe toujours. En ce sens, nous énonçons la 
définition et le théorème suivant : 
Définition 1.4.7 Soit <f> un flot de classe C2 et S un ensemble invariant pour ce flot. 
Un ensemble compact B est appelé bloc isolant de S s'il répond aux conditions suivantes : 
1. S = Inv(J?). 
2. L'ensemble B~ = {x € B | (j>([0,t),x) (£. B pour tout t > 0} est fermé. 
3. Pour tout t > 0, l'ensemble Invt(B,4>) = {x  G B \  <p([—t ,  t ] ,x )  C B}  C int(5). 
Ici, nous acceptons le fait qu'il existe toujours un bloc isolant B pour chaque ensemble 
invariant isolé S. À partir de ceci, nous pouvons montrer que la paire (B, B~) est toujours 
une paire pour l'indice de S. De ce fait, énonçons le théorème suivant tiré de [MM02] : 
Théorème 1.4.8 Soit S un ensemble invariant isolé. Alors, l'existence d'une paire 
pour l'indice de cet ensemble est assurée. 
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Comme nous avons l'existence et l'unicité de l'indice de Conley, nous constatons que 
travailler avec des classes d'équivalence peut parfois causer des problèmes. C'est pourquoi 
nous voulons trouver un autre moyen de décrire cet indice. 
Définition 1.4.9 Soit S un ensemble invariant isolé et (N,  L)  une paire d'indices pour 
S. Définissons Y indice de Conley homologique comme suit : 
CH m {S)  :=H.(N/L,  [ .L]) ,  
Remarquons que cet indice est bien défini puisque l'homologie relative est la même 
pour tous les représentants d'une même classe d'homotopie. Avec ces deux définitions 
générales de l'indice de Conley, intéressons-nous aux flots gradients. Nous savons déjà 
qu'à partir d'une fonction lisse /, nous pouvons définir un flot. Par définition, ce dernier 
est tel que le vecteur tangent en chacun de ses points correspond à V/. Nous voulons 
trouver une façon alternative de calculer l'indice de Conley sans avoir besoin de connaître 
le flot explicitement. 
Définition 1.4.10 Nous appelons N C Mn un ensemble convexe à n trous s'il peut 
n 
s'écrire comme N = N 0 \  ((^Jint^)), avec n G {0,1,2,...}, tels que N 0 ,N X , . . .  ,N n  
i=l 
répondent aux conditions suivantes : 
1. Ni est convexe pour tout i  = 0,1,..., n. 
2. Ni C int(iVo) pour tout i  = 1,2,..., n. 
3. Ni n Nj = 0 si i  ±  j  et i ,  j  =  1 ,2,. . . ,  n .  
n 
Nous pouvons remarquer que dN = [J dNi et que si n = 0 alors N est convexe. 
i=0 
Nous donnons maintenant des propriétés qui sont nécessaires à l'énoncé de la prochaine 
définition. Pour commencer, nous disons d'ime surface qu'elle est lisse par morceaux si 
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elle est lisse partout sauf pour un nombre fini de courbes. En général, une variété est 
lisse par morceaux si elle est lisse sauf pour un nombre de sous-variétés de dimension 
maximale m — 1. De façon analogue, nous pouvons parler de courbes différentiables par 
morceaux lorsqu'elles sont différentiables sauf pour un nombre fini de points. Dans tous 
ces cas, nous pouvons décomposer l'objets en question en morceaux qui sont lisses, dans 
le cas d'une variété ou différentiable, dans le cas d'une courbe. Les endroits où ils ne sont 
pas lisse, ou différentiable, sont des points où au moins deux morceaux s'intersectent. 
Ces points sont alors dit singuliers. De plus, tous les points n'étant pas singuliers sont 
appelés points réguliers. Finalement, étant donné un point singulier, il est possible de 
trouver p vecteurs normals sortant de TV, nî, rÏ2,..., np, , en considérant le point comme 
faisant partie de chacun des morceaux à tour de rôle. En se basant sur tous ces faits, 
nous énonçons la définition suivante : 
Définition 1.4.11 Soit / une fonction lisse et soit N un ensemble convexe à n 
trous ayant une frontière lisse par morceaux, dans le cas de surfaces et différentiable par 
morceaux, dans le cas de courbes. Alors on dit que V/ est dirigé vers l'extérieur de N 
en x, un point de dN, s'il répond à l'une des conditions suivantes : 
1. x  est régulier et Vf(x)  • n{x)  >  0, où n(x)  est le vecteur normal sortant de N en x .  
2. x € dNo, x est singulier et il existe k  €  {1,2,. . .  ,p}  tel que V/(x) • n k (x)  >  0, où 
7Ïk(x)  es t  le  fc-ème vec teur  normal  sor tant  de  N en x .  
3. x £ dNi avec i  G {1,2,..., n}, x  est singulier et pour tout k  € {1,2. ,p}  nous avons 
que V/(x) • rïk(x) > 0. 
Remarquons que le gradient évalué en un point P de dN,  avec N convexe à n trous, 
est dirigé  vers  l ' ex tér ieur  de  N s i  e t  seulement  s i ,  pour  tout  e  >  0,  i l  ex is te  un  poin t  Q 
tel que ||PQ|| < e, Q £ N et PQ est paralèle à Vf. Nous sommes maintenant prêts à 
donner la proposition qui nous servira à analyser tous les exemples des chapitres suivants 
sans avoir besoin de connaître le flot explitement. 
Proposition 1.4.12 Soit / : D —> R une fonction lisse définie sur D Ç R3, soit S 
un ensemble stationnaire de /. Nous considérons alors L C N C R3, avec N compact, 
convexe à n trous et tel que dN est soit composée de courbes différentiables par morceaux, 
soit formés de surfaces lisses par morceaux. Supposons aussi qu'ils respectent les énoncés 
suivants : 
1. N \  L est un voisinage de S.  
2. S = {x € N | V/ = o}. 
3. L = {x  6 dN | V/ est dirigé vers l'extérieur de N}.  
4. Tous les points x  e dN ayant un gradient tangent à dN sont dans L.  
Dans ce cas, nous avons les inclusions L Ç N~ Ç L.  De plus, (N,  L ) est une paire pour 
l ' indice  de  S s i  e t  seulement  s i  N~ — L  .  
Démonstration Tout d'abord, montrons l'inclusion N~ Ç L.  Nous posons x  G N~ 
et  nous prenons une suite t\ € [0,1) et ti+i € [0, |-), de façon que <f>(ti,x) ^ N pour tout 
i E N. Nous remarquons que dans ce cas t^i > t, > 0 pour tout i > 1 et lim £t = 0. 
i—»oo 
d)(t" x) X 
Puisque lim *' = Vf (x )  et qu'il existe n 6 N tel que pour tout i  > n ,  le vecteur 
i—>oo ti 
<f>(ti, x) — x est dirigé vers l'extérieur de N, nous concluons que V/ est soit tangent à N, 
soi t  d i r igé  vers  son  extér ieur .  Donc,  par  la  condi t ion  4 ,  nous  pouvons  dédui re  que  x  £  L .  
Pour montrer l'inclusion L Ç N~,  soit x  Ç: L .  Puisque le gradient V/(x) pointe vers 
l'extérieur de N, pour tout e > 0, il existe 0 < <5 < e tel que le vecteur (j>{5, x) - x pointe 
lui aussi vers l'extérieur de N. Nous déduisons que pour S assez petit x) £ N et que 
nous  avons  x  G N~.  
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Nous voulons finalement montrer que si N~ — L , alors TV" est un bloc isolant de S.  Par 
cette égalité, nous savons que N~ est automatiquement fermé. Il suffit à présent que, 
pour tout t > 0, t],x) C N entraîne que x G int(AT). Puisque tous les points ayant 
un gradient tangent à N sont dans N~, tout x £ dN \ N~ ont leur gradient dirigé vers 
l'intérieur de N. Ainsi pour tout t > 0, il existe 0 < S < t tel que x) ^ N. De 
la même façon, pour tout x € N~ et pour tout t > 0, il existe 0 < S < t pour lequel 
<t>{8, x)  ^ N. Nous concluons que dans les deux cas, pour tout t > 0, <f>({-t,t],x) çt! N. 
Par conséquent, N est un bloc isolant de S ce qui signifie que (N,N~) constitue une 
pai re  pour  l ' ind ice  de  ce  même S.  •  
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CHAPITRE 2 
Analyse d'ensembles critiques sur des 
fonctions homogènes 
Dans ce chapitre, nous développons une technique d'analyse d'ensembles critiques ef­
ficace surtout pour les fonctions homogènes. Nous débutons par définir les fonctions 
homogènes et nous faisons ressortir quelques propriétés intéressantes de leurs ensembles 
stationnaires. Nous poursuivons avec quelques exemples spécifiques dans le but de bien 
comprendre la technique et de voir les possibilités qu'elle nous apporte. 
2.1 Propriétés des fonctions homogènes 
Dans cette section, nous donnons une définition ainsi que quelques propriétés des fonc­
tions homogènes. Cette introduction est brève et surtout axée sur leurs ensembles cri­
tiques. 
Définition 2.1.1 Une fonction / : Rn —y R est dite homogène si, pour tout a 6 R\{0}, 
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elle répond à la propriété multiplicative suivante : 
f (ax i ,ax 2 , . . . ,ax n )  =  a d f (x u x 2 , . . . , x n ) ,  
où d est un entier positif appelé degré de /. 
Même si les fonctions homogènes ont une belle propriété multiplicative, leurs ensembles 
stationnaires sont très difficiles à analyser et ce, même pour les plus simples d'entres elles. 
Voyons pourquoi dans la prochaine proposition. 
Proposition 2.1.2 Soit / : Rn —> R, une fonction polynomiale homogène de degré 
d > 0, alors 
(i) /(0) = 0 
(ii) Si x  €  R \ {0} est tel que f (x )  = 0, alors f (ax)  =  0 pour tout a G M. 
(iii) Si d > 1, alors la dérivée partielle de /, par rapport à n'importe quelle de ses 
var iables ,  es t  so i t  nul le ,  so i t  e l le  es t  un  polynôme homogène  de  degré  d — 1 .  
Démonstration (i) Trivial, (ii) Supposons f (x )  =  0. Soit a G R, alors f {ax)  =  
adf(x) = 0. (iii) Nous savons que / est une somme de monômes de degré d. Par la pro­
priété additive des dérivés partielles, il est donc suffisant de considérer un seul monôme. 
Posons alors le monôme p(x) = ax^x^ • • • x^ avec > 0 pour tout i = 1,2,..., n tels 
n 
que ^2  bi  = d.  Dans ce cas, p X i  = 0, si bi  = 0 et p X i  = abiX • • • x^'1 • • • a£n si bi > 0. 
i=0 
Nous pouvons voir que f X i  est une somme de 0 et de monômes de degré d — 1. En d'autres 
termes ,  f X i  es t  so i t  un  polynôme nul ,  so i t  un  polynôme de  degré  d — 1 .  •  
Nous voyons que tous les ensembles critiques de fonctions homogènes, outre l'origine, 
sont non-bornés. De plus, il est totalement légitime d'observer le comportement d'une 
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fonction homogène sur une sphère centrée à l'origine. En effet, en restreignant notre 
fonction à Sd, nous ne perdons pas vraiment d'information puisque toutes directions 
critiques intersectent nécessairement cette surface. De surcroît, les ensembles critiques 
qui étaient non-bornés dans R3 sont automatiquement bornés dans Sd, nous permettant 
ainsi d'appliquer l'indice de Conley. Remarquons que cette technique, bien qu'utilisée ici 
avec Sd pour des questions d'homogénéité, est valide pour toute fonction lisse restreinte 
à une surface lisse quelconque, en autant que ses ensembles critiques soient tous bornés. 
2.2 Analyse de fonctions homogènes sur S 2  
Dans cette section, nous mettons à l'oeuvre la théorie du chapitre 1 qui traite des 
fonctions ayant une surface comme domaine. Plus précisément, il est question de fonctions 
polynomiales homogènes définies sur S2. Deux fonctions y sont étudiées. La première est 
une  fonct ion  ayant  l ' axe  y  et  l ' axe  z  comme ensembles  s ta t ionnai res  dans  M 3 .  Dans  S 2 ,  
cette fonction n'a qu'un nombre fini de points critiques. La deuxième fonction, elle, a 
le plan yz ainsi que l'axe x comme ensembles critiques et même en la rapportant à la 
sphère, l'un de ces ensembles demeure non-isolé. Dans les deux cas, nous utilisons l'indice 
de Conley pour les points où le hessien ne suffit pas. 
Exemple 2.2.1 Nous considérons /(x, y, z) — x4 — y2z2. Pour commencer, nous 
calculons ses dérivés partielles. Nous obtenons 
V/ = (4x 3 ,2yz 2 ,2y 2 z) .  
Les points critiques de /, comme fonction de R3, sont tous les points (x ,  y ,  z )  tels que 
x = 0 et yz = 0. En d'autres termes, ce sont tous les points de l'axe y ainsi que ceux 
de l'axe z. Maintenant, nous voulons traiter cette fonction comme étant définie sur S2. 
Dans ce cas, avant de pouvoir effectuer nos calculs, nous devons choisir un atlas pour 
cette surface. Nous utilisons celui introduit plus tôt dans le chapitre 1. C'est-à-dire 
<r±(u,v) = (±Vl — u 2  — v 2 ,u ,v ) ,  
o±{u ,v)  =  (w,  ±y / l  — u 2  — v 2 ,  v ) ,  
0±(u, v)  = (u, v, ±Vl — u 2  — v 2 ) ,  
où dans tous les cas u.ueRsont tels que u2+u2 < 1. Remarquons que, dans l'éventualité 
où la fonction étudiée ne contient que des termes de degré pair, le travail fait sur <7* est 
semblable à celui fait sur a*_. Nous pouvons alors limiter notre travail aux cartes locales 
0"+, a\ et cr+. 
À présent, pour faire une analyse complète de / sur l'ensemble de S 2 ,  nous devons 
composer / avec chaque carte locale de notre surface. Il vient 
.  F x (u ,v)  =  {f  oa l ) ( u , v ) ,  
Fv{u ,v)  =  { f  oa\ ) (u ,v) ,  
F z (u ,v)  =  (/o0*)(u,v). 
Après quelques calculs de routine, nous obtenons 
F x {u ,  v )  =  1 — 2 u 2  — 2v 2  + u 2 v 2 + u4 + v A ,  
F y (u ,  v )  — F z (u ,  v )  =  — v 2  - ( -  u 2 v 2  + u 4  + v 4 .  
Afin d'obtenir les points critiques de /, nous devons calculer le gradient de chacune dès 
fonctions précédentes. Nous trouvons 
VF^u, v) = (2u(2u2 + v2- 2), 2v(2v 2  + u 2 -  2)), 
VF»(tt, v)  = VF z {u ,v)  =  (2u(2u 2  + v 2 ) ,2v(2v 2  + u 2 -  1)). 
Encore là, de simples calculs nous permettent de voir que (0,0) est le seul point critique 
pour F1, tandis que (0,0) et (0, ±^) sont des points critiques pour Fy et Fz. Il est donc 
possible, en regardant l'image de ces points dans S2, d'énumérer les points critiques de 
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/. Ils sont : (±1,0,0), (0,±1,0), (0,0, ±1), (0,^,±^) et (0,-f ,±^). 
Par la suite, nous déterminons la nature de chaque point critique que nous venons d'ob­
tenir. Initialement, nous calculons les matrices hessiennes associées respectivement à F1, 
Fv et Fz. Il va comme suit : 
„ , \ ( 12u2 + 2u2 — 4 4 uv \  
H F * (u, V) -  ^  AUY 12V2  + 2U2 - 4 J  '  
H F-(0,0) = (~4 _°4) 
De la même façon, nous trouvons : 
„ , , „ , . ( 12u2 + 2v2 4 uv \ HR.M = Hp.(u ,v)  = iuv 12))2 + 2u2_2J ,  
HM0,0) = HF.(0,0) = _°2) et H„(0, ±f ) = HF.(0, ±F ) = (J 
Nous voyons que (0, ^,±^) et (0,-^,±^) sont des minimums, que (±1,0,0) sont 
des maximums et que nous ne pouvons rien conclure pour l'instant sur les points (0, ±1,0) 
et (0,0, ±1), puisqu'ils sont dégénérés. Nous procédons par l'indice de Conley pour dé­
terminer leur nature. 
Comme mentionné dans le chapitre 1, nous travaillons sur les cartes locales afin de mon­
trer la validité de la paire pour l'indice de nos points critiques. Le travail étant le même 
pour les quatre points en question, nous pouvons le faire seulement pour le point (0,1,0). 
Remarquons que ce point est, en fait, représenté par le point (0,0) dans le domaine de 
la fonction Fy. Posons N = {(x,y, z) G S | max{|x|, |z|} < e}, où e > 0 est assez petit 
pour que (0,0) soit le seul point critique de N. D'ailleurs, pour que ceci soit vrai, nous 
n'avons qu'à prendre e < |. Nous trouvons, de ce fait, que l'image de N dans la carte 
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locale associée à <r£ est N'  =  {(u ,v)  6 C/ | max{|u|, |u|} < e}. Nous pouvons donc dire 
qu'un point de dN' = {(u,v) £ U | |u| = e ou |v| = e} est dans l'ensemble de sortie, noté 
L, en prenant le produit scalaire du gradient VF" en ce point avec le vecteur normal 
sortant de dN. Remarquons que pour les quatre points singuliers, il suffit que la condition 
soit respectée pour une des deux normales associées aux courbes qui s'intersectent à cet 
endroit. Enfin, il est commode de diviser nos calculs en quatre parties comme suit : 
Cas où u = e et |t>| < e : Dans ce cas, nous vérifions l'inégalité 
0 < Vf»(u, v) • (1,0) = 2u(2u2 + v2) = 2e(2e2 + v 2 )  
Comme ceci est toujours vrai, tous ces points sont dans L'. 
Cas où u = — eet|u|<e: Pour celui-ci, nous regardons que 
0 < VP(u, v) • (-1,0) = —2u(2u2 + v2) = 2e(2e2 + v 2 )  
Ce qui est encore toujours vrai. 
Cas où v = e et |ti| < e : Ici, nous devons vérifier 
0 < VP(u, v) • (0,1) = 2v(2v2 + u2- 1) = 2e(2e2 + v 2  -  1) 
Puisque e < |, nous avons que 2e(2e2 + v2 — 1) < 2e(3e2 — 1) < — Nous en 
concluons que la condition n'est jamais respectée. 
Cas où v  = —e et |tt| < e : De la même façon, nous avons 
0 < VP(u, v) • (0, -1) = —2v(2v2 + u2- 1) < 2e(3e2 - 1) < 
Tout comme le cas précédent, la condition n'est jamais respectée. 
Avec ces calculs, nous trouvons que L'  =  {(u, v)  6 R2 |  |u| = e et |v| < e}. Puisque L est 
fermé, il est directement égal à N~. Toutes les conditions de la proposition 1.4.12 sont 
vérifiées et (N, L) est bien une paire pour l'indice du point (0,1,0). 
o 
Figure 2.1 - Paire pour l'indice des points critiques dégénérés de /. 
Comme l'illustre la Figure 2.1, l'espace pointé obtenu en envoyant tout L à un point 
es t  homotopiquement  équiva lent  à  (S 1 ,  {x 0 }) ,  où  XQ € S.  Nous obtenons  que  h(S)  ~  
(S1, {zo}) et que CH*(S) = H^S1, {x0}). En somme, après l'avoir calculé, nous obtenons 
Nous pouvons conclure que nos quatre points dégénérés, (0, ±1,0) ainsi que (0,0, ±1) 
sont des selles simples puisqu'ils ont la même indice de Conley que le point critique (0,0) 
pour la fonction g(x,y) — x2 — y2. En faisant le compte, nous avons quatre points selles 
(Si = 4), quatre minimums (m = 4) ainsi que deux maximums (M = 2). Nous pouvons 
vérifier l'exactitude de nos calculs en utilisant l'extension de la formule d'Euler-Maxwell 
qui a été démontrée dans l'article [DKV09J. En résumé, dans le cadre des fonctions de 
classe C2 définies sur Sd qui possèdent seulement des points stationnaires isolés, nous 
avons la formule suivante : 
sinon 
si n = 1 
m ~ -S k )  +  M = 4 — 4 + 2 = 2. 
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Figure 2.2 - Cette figure est obtenue du gradient V5/ après avoir projeté orthogona-
lement la demi-sphère S"2 n {x > 0} sur le plan {x = 0}. Le petit carré correspond au 
seul maximum visible, les petits losanges aux quatre minimums et les petits cercles aux 
quatre points selles. 
Exemple 2.2.2 La deuxième fonction que nous considérons est f (x ,  y ,  z )  =  x 2 (y 2 —z 2 ) .  
Avec un calcul direct, nous pouvons remarquer que son ensemble critique dans R3 est 
l'union de l'axe x et du plan yz. Nous analysons cette fonction sur S2. Pour ce faire, 
nous utilisons le même atlas que dans l'exemple précédent. Encore là, puisque toutes 
les variables de cette fonction ont des puissances paires, nous pouvons restreindre notre 
travail aux cartes 0+, 0+ et er+. En les composant avec /, il vient que 
F x (u ,v )  =  ( f  o  cr+)(u ,  v )  =  (1  — u 2  — v 2 ) (u 2  — v 2 ) ,  
F y {u ,  v )  =  ( /  o  cr v +)(u ,  v )  =  u 2 ( l  — u 2  — 2v 2 ) ,  
F z (u ,  v )  = (/ o cr* )(u,t>) = —u 2 (  1  — u 2  — 2v 2 ) .  
Par la suite, nous calculons le gradient de chacune de ces fonctions. Nous obtenons 
VF^u,  v )  =  (2u( l  -  2u 2 ) ,  2v(2v 2  -  1)) ,  
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VFvfav)  = (2u(l — 2«2 — 2v 2 ) ,  —4u 2 v) ,  
VF z (u ,  v ) = (—2u(l -  2u2 - 2v2),4u2v). 
Nous trouvons plusieurs points critiques. Pour Fx nous avons (0,0), (0, ±^) et (±^, 0). 
Remarquons que même si les points (^,±^)et(—^,±^) sont tels que VF* = 0, nous 
devons les rejeter puisqu'ils ne font pas partie de U. De surcroît, comme F* = ~FZ, tous 
les points qui sont critiques pour l'un sont aussi critiques pour l'autres. Nous obtenons les 
deux points (±^, 0) ainsi que tous ceux de la forme (0, A) G U. En observant les points 
correspondant sur S2, nous avons que (±1,0,0), ^,0), (±^, —^,0), (±^,0, 
et (±^,0,-^) ainsi que l'ensemble {(x,y,z) G S2 \ x — 0} sont tous critiques pour 
/. Afin de les analyser, nous procédons de façon similaire à l'exemple précédent, en 
commençant par calculer les matrices hessiennes. 
„ , , _ (2 - 1 2 u2 0  \  
Hf*{U,V) ^ Q I2v2 — 2/ ' 
(  .  ,  ,  ( 2 -  12u2 - Av2 -8uv\ HF*{U,V)  =  -H F , {u ,v )  =  _ g w  _ 4 u 2  J .  
En remplaçant les valeurs dans les matrices correspondantes, nous pouvons en déduire que 
(±1,0,0) sont des points selles, (±^, 0) et (±^, —0) sont des maximums et finar 
lement (±^,0, et (±^,0, —^) sont des minimums. Pour les autres, le calcul de la 
matrice hessienne est inutile puisque ce sont des points non-isolés, donc dégénérés. L'uti­
lisation de la théorie de Conley est de mise. Nous commençons par trouver un voisinage 
de notre ensemble stationnaire dans S2 pour, ensuite, nous rapporter aux cartes locales 
afin d'effectuer l'ensemble des calculs. Posons N = {(x,y, z) € S2 | |x| < e}. Pour éviter 
des calculs, nous considérons sa préimage dans les cartes locales a\ et ox_. Dans ces deux 
cas, la préimage peut être écrite comme N' = {(u,v) G U \ u2 + v2 > 1 — e2}. Nous trou­
vons  que  la  f ron t iè re  de  ces  ensembles  es t  tou jours  dN'  =  {(u ,v )  EU \  u 2  + v 2  — 1 — e 2 } .  
Pour voir quels points font partie de L, nous utilisons la même méthode qu'à l'exemple 
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précédent, c'est-à-dire en faisant le test du vecteur normal. Encore là, nous n'avons qu'à 
considérer la paramétrisation positive puisque son gradient est équivalent à celui de la 
partie négative. À tous les points de dN, le vecteur normal sortant est (—u, —v). Nous 
avons donc 
VF* • ( -u ,  -v )  =  -2u 2 ( l  -  2u 2 )  -  2v 2 (2v 2  - 1) = (4(1 - e2) - 2){u 2  -  v 2 ) .  
Le signe de cette expression n'est influencé que par le terme (u 2  — v 2 ) .  Nous trouvons 
que V — {(w,n) G dN' \ |u| > |i>|}. Il suffit maintenant de montrer que les points de 
L'  \  L' ,  c 'es t -à rd i re  ( -y /^p- ,  e t  {—\J~y- ,  fon t  auss i  par t i  de  (N ' )~ .  
À l'aide de la Figure 2.3, nous pouvons voir que c'est le cas et que (N,L ) avec L = 
^{x,y,z) edN | \y\ > r) est une paire pour l'indice de cet ensemble invariant. 
Figure 2.3 - Cette image est obtenue du gradient VF1. Les quatre petits cercles repré­
sentent les points dont nous devons vérifier l'appartenance à (N')~. Nous pouvons voir, en 
traçant les flots correspondants à partir des flèches de ce graphique, qu'ils appartiennent 
tous à (N')~. 
Suite à la découverte d'une paire pour l'indice de cet ensemble, nous devons trouver l'in­
dice de Conley qui lui est associé. Nous proposons deux techniques pour le calculer. 
37 
Figure 2.4 - L'espace (N/L ,  [L])  dont nous devons trouver l'homologie relative. 
Premièrement, nous pouvons, à l'aide d'une suite d'équivalences homotopiques, trouver 
un espace pointé (A", x0) pour lequel le calcul d'homologie de X est facile. Nous pouvons 
remarquer que (N/L, [L]) est équivalent à ((S2 \ {x2, x3,x4, x5})/ {x0, xi} , [{x0, £1}]), où 
Xi, pour i G {0,1,2,3,4,5}, sont tous des points distincts de S2. En "étirant" ces trous 
au maximum et en regroupant les deux points de L, nous obtenons un espace homotope à 
(X, xo), où X est représenté par quatre carrés "collés" les uns sur les autres tout comme 
l'illustre la Figure 2.5. En termes d'ensembles, x0 G X et 
À partir de ceci, trouver l'homologie de X est relativement simple. Après quelques cal­
culs, nous obtenons que 
X = {(x ,y )  €  R2 |  (x  G {-1,0,1} et \ y \  <  1) ou (|x| < 1 et y  G {-1,0,1})}. 
si n = 1  
s i  n  ^  1  
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Figure 2.5 - Espace (X,x0) obtenu de (N/L , [L])  après une suite d'équivalences homoto-
piques. L'homologie de cet ensemble est facilement calculable. 
La deuxième technique proposée est par ordinateur. À l'aide de la bibliothèque [CHoll], 
téléchargeable gratuitement à l'adresse http ://chomp.rutgers.edu/software/, il est pos­
sible de calculer l'homologie relative d'une paire d'ensembles sans avoir à trouver des 
espaces plus simples. Plusieurs autres applications intéressantes, tournant autour de 
l'homologie, font aussi partie de cette bibliothèque. Pour ceux qui veulent apprendre 
à l'utiliser, il y a de la documentation sur son fonctionnement ainsi que des exemples 
directement sur le site. 
Pour revenir à notre ensemble, nous appliquons le programme homcubes aux deux fichiers 
texte suivants, appelés X.cub et A.cub : 
X.cub A.cub 
[0] x [0,1] x [0,1] 
[1] x [0,1] x [0,1] 
[0,1] x [0] x [0,1] 
[0,1] x [1] x [0,1] 
|0]x|0,l]x[0] 
[0] x [0,1] x [1] 
[1] x [0,1] x [0] 
[1] x [0,1] x [1] 
qui représentent N et L après avoir été remplacés par des ensembles cubiques équivalents. 
En appelant le programme avec ces deux fichiers, nous obtenons leur homologie relative 
qui est évidement la même que nous avons déjà trouvée à l'aide de l'autre méthode. Nous 
pouvons voir, à l'aide de la Figure 2.6, la forme sous laquelle la solution nous est donnée. 
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H H 
Figure 2.6 - Indice de Coriley liomologique obtenue avec hom,cubes à partir de nos deux 
ensembles cubiques X.cub et A.cub. 
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CHAPITRE 3 
Analyse d'ensembles critiques 
quelconques sur des fonctions 
non-homogènes 
3.1 Problématique, solution alternative et exemple 
Nous avons vu dans le chapitre 2 que les fonctions homogènes ont, outre l'origine, seule­
ment des ensembles stationnaires non-bornés. Heureusement, leur homogénéité ouvre la 
porte à une technique d'analyse assez directe. C'est tout le contraire pour les fonctions 
non-homogènes. Il est possible, pour ces dernières, d'avoir des ensembles critiques bor­
nées qui ne sont pas qu'un seul point. Dans ce cas, nous pouvons utiliser directement 
l'indice de Conley. Même si être en présence d'un ensemble stationnaire n'implique pas 
nécessairement qu'il est non-borné, de tels exemples existent. En effet, si nous considé­
rons par exemple la fonction f(x,y,z) = x2 — y2z, dont la préimage /-1(0) représente 
le bien connu parapluie de Whitney avec "poignée", par un rapide calcul de ses dérivés 
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partielles nous pouvons observer que les points de l'axe z  sont tous critiques. Nous avons 
donc une fonction non-homogène avec un ensemble stationnaire non-borné. Le problème 
avec une fonction de ce genre est que son analyse sur une sphère n'est pas représentative 
puisque la fonction peut différer lorsque le rayon de la sphère varie. Nous devons alors 
trouver une nouvelle technique d'analyse pour ce type de fonctions. 
L'idée que nous proposons ici est une modification de la fonction / dans l'extérieur d'un 
ensemble arbitrairement grand de R3. De cette façon, nous pouvons étudier le compor­
tement de l'ensemble critique "loin de l'infini". Afin de pouvoir donner un sens à nos 
calculs, nous devons donc effectuer une modification répondant à certaines propriétés. 
En ce sens, nous donnons la définition suivante : 
Définition 3.1.1 Soit une fonction / : R3 —> R. Nous appelons 4> : R3 —»• R une 
modification admissible de / dans A C R3 si elle répond aux trois conditions suivantes : 
1. V0(x, y ,  z )  = (0,0,0) et 0(x, y , z )  =0  lorsque (x , y ,  z )  €  A c .  
2. <j> est de classe C 2 .  
3. Vf ^ 0 lorsque (x, y, z) € A, où / = / + <f>. 
Remarquons qu'avec ces conditions, l'ensemble stationnaire de / est compris dans A°, 
f — f dans A° et V/ engendre un flot de classe C2. En choisissant A de sorte que 
les ensembles critiques deviennent bornés, nous pouvons garantir l'existence de paires 
d'indices pour ceux-ci. 
Nous aurions pu appliquer cette technique aux exemples du chapitre 2, mais l'autre 
technique leur était mieux adaptée. En effet, nous n'avions pas à modifier notre fonction 
ce qui est, en principe, une bonne chose. Voyons justement cette technique sur un de ces 
deux exemples. 
Exemple 3.1.2 Soit f (x ,  y ,  z )  =  x 4 —y 2 z 2 .  Nous savons déjà que son ensemble critique 
est S = {(x, y, z) G R3 | x — 0 et yz = 0}. Nous cherchons alors <j>(x, y, z) répondant aux 
conditions de la définition 3.1.1 de sorte que l'ensemble critique de / soit borné. Prenons 
alors 
( \ z \ -R) 2  si |y| < R< \z \ ,  
<t> = (M - si \z\<R< \y\, 
0. sinon, 
où R G R+ est aussi grand que nous le voulons. Il est direct que <f>'(x, y, z) = <fi(x, y, z) = 0 
pour tout (x, y, z) 6 Ac avec A = {(x, y, z)eR3 | |y| < R < \z\ ou \z\ < R < |y|} et que 
( f>  € C 2 .  Nous  vér i f ions  l a  dern iè re  condi t ion ,  so i t  que  Vf(x ,y , z )  ^  0 s i  (x ,y , z )  €  A .  
Supposons que \y\ < R < \z\. Alors, 
V/ = (4x3,2yz 2 ,2y2z + 2sgn(z)(|z| - R)) .  
Il est, par conséquent, impossible que V/ = 0 dans cet ensemble. Comme le calcul est le 
même pour la deuxième partie de A, la condition 3 est respectée et du même coup (j> est 
une modification admissible de / dans A. Puisqu'à l'extérieur de A l'égalité / = / tient, 
l'ensemble critique de / est 
S = {(x, y, z )  e R3 | (x  =  y  = 0 et \ z \  <  R)  ou (x  =  z  =  0 et |y| < /?)}. 
Nous cherchons à présent une paire pour l'indice de cet ensemble. Prenons comme can­
didat l'ensemble N = {(x, y, z) € R3 | x < e, \y\ < R + 1 et \z\ < R + 1} et calculons L 
en utilisant la technique des produits scalaires vu au chapitre 2. Après calculs, nous dé­
terminons que L est composé des deux faces \x\ = e et des quatre bandes décrites par les 
ensembles 
{ (x ,y , z )edN |  y 2  < ^  et |z| = H + l}, 
{{x ,y ,  z )  e  dN | z 2  < ^  et \ y \  =  R  + l}. 
Puisque L n'est pas fermé, nous devons tester si les points de L \  L sont dans N~.  
Pour ce faire, nous utilisons la continuité du flot jumelée au fait qu'à ces endroits; le 
gradient est dirigé vers L pour conclure que c'est le cas. Ceci est dû au fait que toutes les 
solutions du flot à proximité d'un tel point entrent dans N par dN\ L et sortent ensuite 
par L. Ceci donne, à la limite, une courbe qui touche le point sur la frontière de N et 
repart vers l'extérieur de N instantanément. Un tel point n'a d'autre choix que d'être 
dans N~. Dans cette situation, la paire (N,L) pour l'indice de S est homotopiquement 
équivalente à l'image de la Figure 3.1. Puisqu'une suite d'équivalences homotopiques 
pour cette paire d'ensembles ne saute pas aux yeux, nous avons choisi ici d'utiliser le 
programme homcubes de la bibliothèque [CHoll]. Nous trouvons que l'indice de Conley 
de notre ensemble invariant est 
Figure 3.1 - Représentation à homotopie près de (N,L). Nous avons choisi d'utiliser un 
logiciel pour en calculer l'indice de Conley. 
si n = 2 
si n ^ 2 
N\L= 
Nous remarquons que l'indice de Conley associé à cet exemple est complètement dif­
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férent de celui trouvé au chapitre 2. Ceci est causé premièrement par le fait que dans le 
chapitre 2, cet ensemble critique a été séparé en quatre points critiques isolés. De plus, 
l'indice de Conley d'un point est différent si nous changeons l'espace ambient dans lequel 
il est plongé. 
3.2 Parapluie de Whitney 
Cette section est dédiée au parapluie de Whitney. Cet objet mathématique tient son 
nom du mathématicien américain Hassler Whitney. Pour en savoir plus sur les recherches 
de ce dernier, [Whi92] est un recueil d'articles qu'il a effectués durant sa carrière. Reve­
nons à nos intérêts et débutons cette section en donnant une description qualitative de 
cette surface. Par la suite, nous lui appliquons la technique vu à la section 3.1. 
Voici deux façons différentes d'écrire l'équation du parapluie de Whitney. En premier 
lieu, la forme implicite qui a déjà été mentionnée dans la section précédente est donnée 
par l'image inverse /~x(0), où 
f {x ,y , z )  =  x 2  -y 2 z .  
Pour cette première forme, nous remarquons que z  strictement négatif entraîne que x  = 
y = 0 et que z positif entraîne que \x\ = \y\. Nous obtenons alors la surface de la Figure 
3.2(1), appelée parapluie de Whitney avec "poignée". Son nom provient du fait que la 
partie z négatif amène la surface à ressembler à un parapluie. En second lieu, la forme 
paramétrique est décrite par les équations suivantes : 
x(u ,  v )  =  uv ,  
y (u ,v )  =  u ,  
z (u ,v )  =  v 2 .  
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Il est simple de vérifier que tous les points de cette forme de l'équation font aussi partie 
de la première forme. Cependant, comme l'illustre la Figure 3.2(2), l'axe z négatif n'est 
pas présent dans celle-ci. Nous l'appelons alors parapluie de Whitney sans "poignée". 
Même si nous utilisons la forme implicite pour faire nos analyses, nous sommes surtout 
intéressés par sa partie positive car c'est elle qui a plusieurs caractéristiques intéressantes. 
En effet, cette dernière peut être représentée par les droites parallèles au plan xy, passant 
par l'axe des z et passant par une parabole ayant son minimum à z = 0 et n'étant pas 
co-planaire avec l'axe x = y = 0. En résumé, elle est une surface constituée de droites 
qui s'auto-intersectent à l'axe z positif. De plus, pour un z fixe strictement positif, une 
analyse rapide du hessien nous montre que le point (0,0) est un point selle simple. De 
la même façon, nous montrons que pour z négatif, (0,0) est un minimum et que pour z 
nul, (0,0) fait partie d'un ensemble critique non-borné donné par (A, 0) avec A G R. 
Figure 3.2 - Image des deux formes possibles pour le parapluie de Whitney. La différence 
entre les deux est que pour (1), la forme implicite, nous avons l'axe z négatif et que pour 
(2), la forme paramétrique, nous ne l'avons pas. Cette partie qui diffère d'une forme à 
l'autre est communément appelée la poignée du parapluie. 
Pour analyser le parapluie, nous prenons sa forme implicite et nous calculons son 
gradient. Nous obtenons 
V/(x, y ,  z )  =  (2x ,  —2yz ,  - y 2 ) .  
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Nous constatons que l'axe z  est le seul ensemble critique de cette fonction. Nous voulons 
donc trouver un ensemble A et une modification admissible <f> de / dans A afin que cet 
ensemble critique devienne borné. Prenons alors A = {(x, y, z) € R3 | \z\ > R} et posons 
Mr „  rï  \ ( \ Z \ - R ) 2  s i {x ,y , z )eA (p(x ,y , z )  =  < 
10 sinon 
Dans ce cas, la vérification des deux premières conditions pour que 0 soit admissible est 
trivial. De plus, en ce qui concerne la troisième condition, le calcul est semblable à celui 
de l'exemple 3.1.2. Ainsi, <p est bien une modification admissible. À présent, travaillons 
avec  /  =  /  +  <j) .  Son ensemble  c r i t ique  peu t  s ' éc r i re  comme S = {(x ,  y ,  z )  6 R 3  |  x  = 
y = 0 et \z\ < /?}. Posons N = {(x, y, z) Ç R3 | \z\ < R+l et x2 + y2 < 1} et calculons 
L. Pour ce faire nous procédons en trois étapes comme suit : 
Cas où x 2  + y 2  — 1 et M< R+l  :  Dans cette situation, le vecteur normal sortant 
de N est donné par (x,y,0). Nous calculons 
V f  •  ( x ,  y ,  0) = 2x2 - 2y2z. 
Un de ces points est compris dans L si x2 > y2z. 
Cas où x 2  + y 2  < 1 et z  =  R + 1 : Pour celui-ci, le vecteur normal est (0,0,1). Nous 
avons 
Vf  • (0,0,1) = 2(1*1 - R)(sga(z ) )  - y 2 )  =2-y 2  
Nous pouvons observer qu'un point est dans L si \y\ < \/2. Ceci est toujours vrai 
puisque \y\ < 1. Remarquons ici que ce ne serait pas le cas si nous avions considéré 
un N plus large. Toutefois, l'indice de Conley est le même peu importe la paire 
(N,  L )  chois ie ,  t an t  qu 'e l le  es t  b ien  une  pa i re  pour  l ' ind ice  de  S.  
Cas où x 2  + y2 < 1 et z  =  — (R  +1) : Cette fois-ci le vecteur que nous considérons est 
(0,0,-1). Nous avons 
V/ • (0,0, -1) = ~2(\z\ - R){sga(z)) + y2 = 2 +y2. 
Comme cette expression est toujours positive, tous ces points sont dans L.  
Ainsi, nous avons trouvé L, mais ce dernier n'est pas fermé. En effet, tous les points de 
dN qui sont tels que x2 = y2z avec 0 < z < R + l et x2 y2 = l sont dans L\L. Pour sa­
voir si ces points sont également dans N~, nous regardons la direction du gradient en ces 
points. Puisqu'il y a symétrie aux plans xz et yz, le raisonnement suivant, effectué pour 
x > 0 et y > 0, suffit pour tirer conclusion sur tout L\L. Nous trouvons donc que V/ se 
dirige vers x positif, vers y négatif et vers z négatif. Nous obtenons alors la situation de 
la Figure 3.3. Par continuité du flot, nous déduisons, qu'à ces endroits, il s'approche de 
dN jusqu'à ce qu'il l'atteint et repart instantanément vers l'extérieur de N. Ceci signifie 
que  ces  po in t s  son t  dans  N~ e t  par  conséquent  que  (N ,  L)  es t  une  pa i re  pour  l ' ind ice  de  S.  
Enfin, nous sommes rendus à l'étape de calculer l'indice de Conley. La paire pour l'indice 
de cet ensemble est illustrée par la Figure 3.4. Nous pouvons voir que cette dernière est 
homotopiquement équivalente à (B2, S1), avec B2 désignant un disque fermé. Celle-ci est 
à son tour équivalente à l'espace pointé (S2, {£0})> où x0 € S2. Nous trouvons alors 
Nous pouvons remarquer què cet indice de Conley est le même que celui d'un point 
répulsif dans R2. U est toutefois incorrect de déduire que l'ensemble critique du parapluie 
de Whitney modifié se comporte comme un point répulsif. En effet, un tel point p dans 
R3 a pour indice de Conley 
si n = 2 
sinon 
si n = 3 
sinon 
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Figure 3.3 - Section de dN avec x et y positifs et qui englobe tous les points dont nous 
devons tester l'appartenance à N~. Nous pouvons voir qu'aux endroits où le gradient est 
tangent, il est dirigé vers L. Ce fait et la continuité du flot nous assurent que ces points 
sont  dans  N~.  
Figure 3.4 - Paire (N, L) pour l'indice du parapluie de Whitney modifié vue de deux 
angles différents. 
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Cependant, si nous considérons la fonction g(x ,  y ,  z )  =  x 2 —y2 — z 2 ,  elle a un point critique 
isolé en (0,0,0). Cet ensemble invariant a le même indice de Conley que le parapluie de 
Whitney modifié et est plongé dans le même espace. Nous pouvons donc conclure que ce 
dernier a le même comportement qu'un point critique isolé dans R3 qui a un sous-espace 
répulsif de dimension 2. 
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CONCLUSION 
Nous avons vu qu'il est possible, après avoir borné les ensembles critiques d'une fonc­
tion, d'utiliser l'indice de Conley afin d'en obtenir un certain classement. Dans cette 
étude, il a été question de deux techniques pour arriver à cette fin. En premier lieu, 
restreindre le domaine de définition de la fonction à une surface lisse et compacte nous 
assure que ses ensembles critiques deviennent bornés. Malgré que nous avons seulement 
considéré des fonctions homogènes sur la sphère, la technique est aussi valide sur n'im­
porte quelle surface lisse où les ensembles stationnaires de / sont bornés. En deuxième 
lieu, nous avons modifié des fonctions de R3 de sorte qu'elles demeurent les mêmes dans 
tout sous-ensemble borné et arbitrairement grand de R3 et que leurs ensembles critiques 
soient bornés. Cette technique nous donne, en dépit d'une modification, une bonne idée 
du comportement de la fonction "loin de l'infini". 
Ces deux méthodes sont utilisées dans le but d'obtenir un classement d'ensembles cri­
tiques. Par contre, ce triage n'est pas toujours complet dans le sens où il existe des situar 
tions pour laquelle l'indice de Conley n'arrive pas à distinguer des ensembles critiques 
n'ayant pourtant pas le même type d'homologie. D'un autre coté, en nous restreignant 
aux flots gradients définis à partir de fonctions sur des surfaces de R3 n'ayant que des 
points critiques isolés, l'indice de Conley semble suffisant pour obtenir un classement 
complet. 
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De surcroît, nous pouvons remarquer qu'il existe un lien étroit entre le Corollaire 4.10 de 
[DKV09] et l'indice de Conley. Ce Corollaire dit que, dans l'éventualité où f : Sd R 
est une fonction de classe C2 ayant que des points critiques isolés, mais possiblement 
dégénérés, nous sommes en présence que de minimums, de maximums et de fc-selles. De 
plus, en notant le nombre de minimums m, le nombre de maximums M et le nombre de 
fc-selles Sfc, nous avons l'égalité 
m — J2(k-S t )+M = 2. 
À présent, si nous regardons ceci à l'aide de l'indice de Conley, il est possible d'exprimer 
ce résultat d'une façon différente. Effectivement, étant donné un point critique isolé, 
nous pouvons lui trouver une paire (N, L) pour son indice telle que N est difféomorphe 
à un disque fermé ou un polygone convexe. Il nous est alors possible de compter les 
composantes connexes de dN \ L. Nous notons ce nombre i. Nous remarquons ensuite 
que l'indice de Conley, dépendamment du nombre i de composantes, est équivalent à : 
1. Celui d'un minimum, lorsque tout dN est dans L (0 composante connexe pour 
dN \  L).  
2. Celui d'un maximum, lorsque L est vide (1 composante connexe pour dN \  L).  
3. Celui d'un fc-selle, lorsque dN \ L comporte k + 1 composantes connexes. 
Ce résultat n'est valide que pour les points critiques isolés. En remarquant la forme 
de chacun de leur indice de Conley, nous voyons que m est aussi le nombre de fois que 
CHQ(S) = Z parmi tous les ensembles critiques de /. De la même façon, M est le nombre 
de fois que CH%(S) = Z et SK, le nombre de fois que CH\(S) = Z*, où fc € {1,2,...}. 
Nous sommes maintenant dans le droit de se demander si cela peut tenir lorsque nous 
avons des ensembles stationnaires non-ponctuels. Chose certaine, ce raisonnement est 
vrai pour la fonction de l'exemple 2.2.2 et ce, même si elle n'a pas que des points comme 
ensembles critiques. En effet, cette fonction a dix points critiques : quatre minimums (m = 
4), quatre maximums (M = 4) et deux 1-selles (Si =2). De plus, un seul autre ensemble 
est critique pour /. Cet ensemble a un indice de Conley homologique homéomorphe à Z4 
en dimension 1 et nul partout ailleurs (S4 = 1). Nous avons alors la relation 
m - Si - 4 • S4 + M = 2. 
qui est en accord avec la formule d'Euler-Maxwell seulement démontrée pour le cas où / 
n'a que des points isolés comme ensembles critiques. Cependant, rien pour l'instant nous 
assure que la relation soit toujours vraie. 
Cette étude pourrait aussi prendre un autre tournant, soit l'analyse de la compatibilité 
entre l'indice de Conley et la théorie stratifiée de Morse. En fait, cette théorie consiste à 
traiter les variétés singulières en les décomposant en "strates". Ces strates servent ensuite 
à exprimer la variété afin de mieux comprendre son comportement à proximité de ses 
points singuliers. Il pourrait donc être intéressant de vérifier si nous pouvons appliquer 
l'indice de Conley sur de tels exemples et ainsi peut-être obtenir un classement des 
ensembles stationnaires d'une fonction sur cette variété. 
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