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1. Introduction
Although the earliest works of J.T. Oden on finite element analysis date back
to the 1960s, they feature the application of what was, at the time, a relatively
poorly understood numerical method to problems that are regarded as challeng-
ing even by today’s standards including: large deformation elasticity [27, 33],
pneumatic structures [32], thermoelasticity [28], fluid flow [29] and incompress-
ible elasticity [31]. The analysis and application of the finite element method
has come a long way in the intervening 50 years, but plus c¸a change, plus c’est
la meˆme chose and one still finds the name of J.T. Oden at the cutting edge of
finite element analysis with applications to tumour growth, atomistic modelling
of solids and problems with multiple scales.
Oden and coworkers [15, 30] also promoted the use of adaptive finite element
methods incorporating a posteriori error estimation and error control [6], au-
tomatic mesh refinement and adaptivity [15] and efficient solvers for the result
algebraic systems [37]. The efficiency and flexibility of adaptive finite element
methods, and other current day computational techniques, opens up the pos-
sibility for the practical utilisation of ever more sophisticated mathematical
models.
Recent years have witnessed a rapid increase in the use of non-local and
fractional order models in which classical pointwise integer-order derivatives
are replaced with fractional order, non-local, derivatives. Fractional equations
are used to describe phenomena in anomalous diffusion, material science, image
processing, finance and electromagnetic fluids [39]. Partial differential equations
involving fractional order operators also arise naturally as the limit of discrete
diffusion governed by stochastic processes [25], in the same way as standard
diffusion equations arise from Brownian random walks.
Computational methods available for the numerical resolution of models
involving fractional derivatives in two or more dimensions are relatively scarce,
and the efficient solution of fractional equations posed on complex domains is a
problem of considerable practical interest.
Our objective in the present work is to develop all of the components needed
to construct an adaptive finite element code that can be used to approximate
fractional partial differential equations, or, more precisely the integral fractional
Laplacian, on non-trivial domains in d ≥ 1 dimensions. There are a number of
important differences in applying the finite element method to fractional equa-
tions as opposed to equations involving only integer-order derivatives owing to
the fact that operators are non-local and involve singular integrals. This means
that (a) the computation of the entries in the stiffness matrix is non-trivial and
(b) the stiffness matrix will be dense in addition to suffering from the same
kind of ill-conditioning seen in the integer-order case. Moreover, the solutions
of fractional equations are inherently singular. The solution has singularities
even in the case when the domain is smooth (e.g. a disc) and the data is con-
stant. The non-smooth nature of the solutions mandates the use of adaptive
solution algorithms. Adaptive mesh refinement procedures require appropriate
a posteriori error estimators which is also rather less straightforward than for
2
the integer-order case. The present work tackles each of these issues includ-
ing the efficient solution of the resulting linear algebraic equations. Fortunately,
our task is alleviated considerably by realising that many of the issues described
above which apply to the fractional order PDEs are similar to issues that arise
in the use adaptive boundary element methods. Our main approach consists of
taking tools that have been shown to be effective for adaptive boundary element
methods and, where necessary, modifying them so that they can be applied to
the fractional PDE case.
In the present work, we refer to the integral fractional Laplacian (intro-
duced in Section 2) simply as the fractional Laplacian. It is noteworthy though
that this is not the only possible definition of a fractional order Laplacian on
a bounded domain. The reader is referred to [26] for an introduction to the
alternative spectral definition and a finite element discretization of the corre-
sponding extension problem in d + 1 spatial dimensions. It has been shown in
[36] that the two fractional operators are in fact not the same.
The remainder of this article is structured as follows: In Section 2, we intro-
duce the required Sobolev spaces and the weak form of the fractional Laplacian.
Regularity of solutions to the fractional Poisson problem and finite element dis-
cretization are discussed in Section 3. We improve upon previous a priori error
estimates given in [2] and determine the rate of convergence on quasi-uniform
meshes. As expected, the resulting rates are sub-optimal owing to the presence
of singularities and we therefore turn our attention in Section 4 to the develop-
ment of suitable a posteriori error estimate and error indicators. This leads us
to consider the case of non-quasi-uniform, locally refined meshes that arise from
an adaptive mesh refinement procedure. The assembly of the resulting linear al-
gebraic systems and their solution using iterative methods, including conjugate
gradient and the multigrid method, is discussed in Section 5. We show that,
similar to the integer-order case, multigrid outperforms conjugate gradient as a
solver for the fractional Poisson problem, but, under some conditions on the size
of the time-step, CG can be used effectively for time-dependent problems. In
Section 6, we discuss the computation of the matrix entries using variable-order
Gauss-type quadrature rules and the storage of the dense matrices along with
efficient techniques for computing the dense matrix vector products needed for
the iterative solution. We outline the use of a cluster panelling method applied
to the discretized fractional operator, and describe the efficient evaluation of the
proposed residual-based error indicators. Finally, in Section 7, we give a variety
of numerical examples in one and two dimensions to illustrate that assembly
of the stiffness matrix, solution of the system and computation of the error
indicators can be achieved in quasi-optimal complexity. The optimal rates of
convergence are shown to be attained in a series of examples involving a variety
of domains and as well as right-hand sides with varying regularity. We illustrate
how symmetries or periodicity in the shape of the domain and right-hand side
can be exploited to reduce the size of the linear system, and demonstrate the
effect of non-locality for a domain consisting of two disconnected components.
The current work extends our previous work presented in [3] in which we
considered the case of uniformly refined meshes.
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2. Definition of the fractional Laplacian and Notation
The fractional Laplacian of a function u : Rd 7→ R is defined as
(−∆)s u (~x) = C(d, s) p. v.
∫
Rd
d~y
u(~x)− u(~y)
|~x− ~y|d+2s
where
C(d, s) =
22ssΓ
(
s+ d2
)
pid/2Γ (1− s)
is a normalisation constant and p. v. denotes the Cauchy principal value of the
integral [24, Chapter 5]. The expression for the fractional Laplacian can directly
be derived from the Fourier representation (−∆)s = F−1
∣∣∣~ξ∣∣∣2s F . In the case
where s = 1 the operator coincides with the usual Laplacian. If Ω ⊂ Rd is a
bounded Lipschitz domain, we define the integral fractional Laplacian (−∆)s to
be the restriction of the full-space operator to functions with compact support
in Ω. The fractional Poisson problem is then given by
(−∆)s u = f in Ω, (1)
u = 0 in Ωc
This generalises the homogeneous integer order Poisson problem from the case
s = 1 to the case s ∈ (0, 1).
A related operator on Ω is the regional fractional Laplacian [7, 9]
(−∆)sR u (~x) = C(d, s) p. v.
∫
Ω
d~y
u(~x)− u(~y)
|~x− ~y|d+2s
,
which generalises the Laplacian with homogeneous Neumann boundary condi-
tion to the fractional order case. It will be seen that the techniques developed
below for the integral fractional Laplacian also apply for the regional fractional
Laplacian.
In practice, we are usually interested in dynamic behaviour rather than
steady state problems. The archetype of a time-dependent problem is the frac-
tional heat equation
∂tu+ (−∆)s u = f in [0, T ]× Ω, (2)
u = u0 in {0} × Ω.
Equally well, we might consider the fractional heat equation with the regional
fractional Laplacian instead of the integral one, if a Neumann boundary condi-
tion is more appropriate.
Define the usual fractional Sobolev space Hs
(
Rd
)
via the Fourier transform.
If Ω is a sub-domain as above, then we define the Sobolev space Hs (Ω) to be
[24]
Hs (Ω) :=
{
u ∈ L2 (Ω) | ||u||Hs(Ω) <∞
}
,
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equipped with the norm
||u||2Hs(Ω) = ||u||2L2(Ω) +
∫
Ω
d~x
∫
Ω
d~y
(u(~x)− u(~y))2
|~x− ~y|d+2s
.
The space
H˜s (Ω) :=
{
u ∈ Hs (Rd) | u = 0 in Ωc}
can be equipped with the energy norm
||u||H˜s(Ω) := a (u, u)1/2 =
√
C(d, s)
2
|u|Hs(Rd) ,
which coincides with the usual fractional Sobolev norm apart from the non-
standard factor
√
C(d, s)/2. For s > 1/2, H˜s (Ω) coincides with the space
Hs0 (Ω) which is the closure of C
∞
0 (Ω) with respect to the H
s (Ω)-norm, whilst
for s < 1/2, H˜s (Ω) is identical to Hs (Ω). In the critical case s = 1/2, H˜s (Ω) ⊂
Hs0 (Ω), and the inclusion is strict. (See for example [24, Chapter 3].)
The fractional Poisson problem takes the variational form [3]
Find u ∈ H˜s (Ω) : a (u, v) = 〈f, v〉 ∀v ∈ H˜s (Ω) , (3)
where
a(u, v) =
C(d, s)
2
∫
Ω
d~x
∫
Ω
d~y
(u (~x)− u (~y)) (v (~x)− v (~y))
|~x− ~y|d+2s
+
C(d, s)
2s
∫
Ω
d~x
∫
∂Ω
d~y
u (~x) v (~x) ~n~y · (~x− ~y)
|~x− ~y|d+2s
and where ~ny is the inward normal to ∂Ω at ~y. The bilinear form associated with
the regional fractional Laplacian only differs from a (·, ·) in that the boundary
term is missing.
The approximation of the integral fractional Laplacian using finite elements
was considered by D’Elia and Gunzburger [14]. The important work of Grubb
[21] gave regularity results for the analytic solution of the fractional Poisson
problem and Acosta and Borthagaray [2] obtained convergence rates for the
finite element approximation supported by numerical examples computed using
techniques described in [1].
3. Regularity and Finite Element Discretization
The existence of a unique solution to the fractional Poisson problem eq. (3)
(and its subsequent finite element approximation) follows from the Lax-Milgram
Lemma. The regularity of the solution was recorded in [1] as a special case of a
result by Grubb [21]:
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Figure 1: Solutions u corresponding to the constant right-hand side for s = 0.25 and for
s = 0.75.
Theorem 1 ([1, 21]). Let ∂Ω ∈ C∞, f ∈ Hr (Ω) for r ≥ −s and u ∈ H˜s (Ω) be
the solution of the fractional Poisson problem (3). Then the following regularity
estimate holds:
u ∈
{
H2s+r (Ω) if 0 < s+ r < 1/2,
Hs+1/2−ε (Ω) ∀ε > 0 if 1/2 ≤ s+ r.
The result shows that increasing the regularity of the right-hand side only
results in a corresponding increase of the regularity of the solution, as long as
r < 1/2− s. We contrast the result with the standard “lifting property” of the
integer order Laplacian [17, Theorem 3.10], whereby on smooth domains the
solution u ∈ Hr+2 (Ω) whenever f ∈ Hr (Ω) for all r. Examining a simple case
reveals why the lifting property does not extend to fractional order. Take Ω =
B(0, 1) ⊂ R2, with constant right-hand side f = 22sΓ (1 + s)2, so that the true
solution is u (~x) =
(
1− |~x|2
)s
+
, where y+ = max (y, 0) [16, 20]. Observe that u
is non-smooth in the neighbourhood of the boundary, owing to the presence of
a term corresponding to the fractional power of the distance to the boundary.
(See Figure 1.) Solutions of the fractional Poisson problem typically contain a
term of the form δ (~x)
s ∈ Hs+1/2−ε, where δ (~x) is the distance from a point
~x to the boundary ∂Ω, which is not smooth when s is fractional. Of course,
for polygonal domains, the infinite lifting property does not hold in the integer
order case either [17, Theorem 3.11].
Henceforth, let Ω be a polygon, and let Ph be a family of shape-regular and
locally quasi-uniform triangulations of Ω [17], and let
∂Ph = {edge e | ∃K ∈ Ph : e ⊂ ∂K ∩ ∂Ω}
be the “trace” of the interior mesh. Let Nh be the set of vertices of Ph, hK
be the diameter of the element K ∈ Ph, and he be the diameter of e ∈ ∂Ph.
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Moreover, let
h := max
K∈Ph
hK ,
hmin := min
K∈Ph
hK ,
h∂ := max
e∈∂Ph
he.
Let φi be the usual piecewise linear Lagrange basis function associated with a
node ~zi ∈ Nh, satisfying φi (~zj) = δij for ~zj ∈ Nh, and letXh := span {φi | ~zi ∈ Nh}.
The finite element subspace Vh ⊂ H˜s (Ω) is given by Vh = Xh when s < 1/2
and by
Vh = {vh ∈ Xh | vh = 0 on ∂Ω} = span {φi | ~zi 6∈ ∂Ω}
when s ≥ 1/2. The corresponding set of degrees of freedom Ih for Vh is given
by Ih = Nh when s < 1/2 and otherwise consists of nodes in the interior of
Ω. In both cases we denote the cardinality of Ih by n. The set of degrees of
freedom on an element K ∈ Ph is denoted by IK .
The stiffness matrix associated with the fractional Laplacian is defined to
be As = {a (φi, φj)}i,j , where
a (φi, φj) =
C(d, s)
2
∫
Ω
d~x
∫
Ω
d~y
(φi (~x)− φi (~y)) (φj (~x)− φj (~y))
|~x− ~y|d+2s
+
C(d, s)
2s
∫
Ω
d~x
∫
∂Ω
d~y
φi (~x)φj (~x) ~n~y · (~x− ~y)
|~x− ~y|d+2s
.
Let uh ∈ Vh be the finite element solution. Using Ce´a’s Lemma and the com-
pactness of the embedding H˜s (Ω) ↪→ Hs (Ω) (see [2]), we deduce that
||u− uh||H˜s(Ω) ≤ C infvh∈Vh ||u− vh||H˜s(Ω) ≤ C infvh∈Vh ||u− vh||Hs(Ω) , (4)
which can be used to obtain an a priori error estimate by making a suitable
choice of vh ∈ Vh. To this end, we consider the Scott-Zhang interpolation
operator with respect to the fractional ||·||Hs(Ω)-norm. For u ∈ H` (Ω), ` > 1/2,
the Scott-Zhang interpolation operator [35] is defined by
Πhu =
∑
i
(∫
Ki
ψi (~y)u (~y) d~y
)
φi.
Here, Ki is either a simplex or sub-simplex containing the node ~zi, and {ψi}i
is an L2 (Ki)-dual basis chosen such that
∫
Ki
ψi (~y)φj (~y) d~y = δij . (For more
details on the choice of Ki and properties of Πh, see [35].)
Acosta and Borthagaray [2] showed that if u ∈ H` (SK), where SK =⋃
K˜s.t. K∩K˜ 6=∅ K˜ is the patch of an element K ∈ Ph, then the local approxi-
mation property∫
K
d~x
∫
SK
d~y
|(u−Πhu) (~x)− (u−Πhu) (~y)|2
|~x− ~y|d+2s
≤ Ch2`−2sK |u|2H`(SK)
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holds for 0 < s < ` < 1 and for 1/2 < s < 1 and 1 < ` < 2. Below, we extend
this result to include the case of 0 < s < 1/2 and 1 ≤ ` ≤ 2 as well. These
extra cases are needed to take advantage of higher regularity of the solution in
the interior of the domain.
Lemma 2. If u ∈ H` (SK), for ` ∈ (1/2, 2] and 0 < s ≤ `, then∫
K
d~x
∫
SK
d~y
|Πhu (~x)−Πhu (~y)|2
|~x− ~y|d+2s
≤ C
[
h−2sK ||u||2L2(SK)
+h2t−2sK |u|2Ht(SK)
]
, (5)∫
K
d~x
∫
SK
d~y
|(u−Πhu) (~x)− (u−Πhu) (~y)|2
|~x− ~y|d+2s
≤ Ch2`−2sK |u|2H`(SK) . (6)
Proof. Similar to the proof in [13], for t ∈ (1/2,min {1, `}], we obtain∫
K
d~x
∫
SK
d~y
|Πhu (~x)−Πhu (~y)|2
|~x− ~y|d+2s
≤ C
∑
i∈IK
||ψi||2L∞(Ki) ||u||
2
L1(Ki)
|φi|2Hs(SK) .
(7)
From [5, Theorem 4.8], we obtain
|φi|2Hs(SK) ≤ Chd−2sK , (8)
while using [35, Lemma 3.1] we have that
||ψi||2L∞(Ki) ≤ Ch−2 dimKiK . (9)
In the case of Ki being a simplex of Ph, we find
||u||2L1(Ki) ≤ hdK ||u||
2
L2(SK)
. (10)
The case of Ki being a sub-simplex is more involved and covered in [13, 35].
The resulting estimate in this case is
||u||2L1(Ki) ≤ C
(
hd−2K ||u||2L2(SK) + hd−2+2tK |u|
2
Ht(SK)
)
. (11)
Inserting the estimates in eqs. (8) to (11) into (7) gives the stability estimate
(5).
Now, let p be an affine function on SK . Then, by Πhp = p and the above
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stability result we have∫
K
d~x
∫
SK
d~y
|(u−Πhu) (~x)− (u−Πhu) (~y)|2
|~x− ~y|d+2s
≤C
[∫
K
d~x
∫
SK
d~y
|(u− p) (~x)− (u− p) (~y)|2
|~x− ~y|d+2s
+
∫
K
d~x
∫
SK
d~y
|(Πhp−Πhu) (~x)− (Πhp−Πhu) (~y)|2
|~x− ~y|d+2s
]
≤C
[
|u− p|2Hs(SK) + h−2sK ||u− p||
2
L2(SK)
+ h2t−2sK |u− p|2Ht(SK)
]
.
We distinguish two cases. In the first case, assume that ` < 1 and take t = `. By
the Bramble-Hilbert Lemma, there exists a constant p such that ||u− p||L2(SK) ≤
Ch`K |u|H`(SK). Moreover |u− p|H`(SK) = |u|H`(SK) and hence ||u− p||H`(SK) ≤
C |u|H`(SK). Let us define an operator T , mapping u ∈ H` (SK) to u− p. The
above estimates ensure that
||T ||H`(SK)→L2(SK) ≤ Ch`K |u|H`(SK) ,
and
||T ||H`(SK)→H`(SK) ≤ C |u|H`(SK)
and we obtain by interpolation of operators [8, Proposition 14.1.5] that ||T ||H`(SK)→Hs(SK) ≤
Ch`−sK |u|H`(SK). This means that |u− p|Hs(SK) ≤ Ch`−sK |u|H`(SK). Therefore,
we have obtain that for ` < 1 it holds that∫
K
d~x
∫
SK
d~y
|(u−Πhu) (~x)− (u−Πhu) (~y)|2
|~x− ~y|d+2s
≤ Ch2`−2sK |u|2H`(SK) . (12)
In the second case, assume that ` ∈ [1, 2], and take t = 1. Again, by
the Bramble-Hilbert Lemma, a polynomial p of degree one can be found such
that ||u− p||L2(SK) ≤ Ch`K |u|H`(SK) and |u− p|H1(SK) ≤ Ch`−1K |u|H1(SK). By
interpolation of operators, its is obtained that |u− p|Hs(SK) ≤ Ch`−sK |u|Hs(SK),
and therefore the local approximability result (12) holds in this case as well.
The proof of the rate of convergence of the finite element solution is now an
immediate consequence of Lemma 2.
Lemma 3. If u ∈ Ht (Ω) ∩H`loc (Ω), for t, ` ∈ (1/2, 2] and 0 < s ≤ t ≤ `, i.e.
if u has Sobolev regularity t and interior regularity `, then
||u− uh||H˜s(Ω) ≤ C
(
h`−s |u|H`loc(Ω) + h
t−s
∂ |u|Ht(Ω)
)
, (13)
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where h∂ is the maximum size of all elements K whose patch SK touches the
boundary. In particular, if the family of triangulations Ph is globally quasi-
uniform, and u ∈ Ht (Ω), for t ∈ (1/2, 2] and 0 < s ≤ t, then
||u− uh||H˜s(Ω) ≤ Cht−s |u|Ht(Ω) . (14)
Proof. Assume that u ∈ Ht (Ω) ∩H`loc (Ω), for t, ` ∈ (1/2, 2] and 0 < s ≤ t ≤ `.
By a localisation result of Faermann [18, 19], we can estimate
||u−Πhu||2Hs(Ω)
≤C
∑
K
[∫
K
d~x
∫
SK
d~y
|(u−Πhu) (~x)− (u−Πhu) (~y)|2
|~x− ~y|d+2s
+h−2sK ||u−Πhu||2L2(K)
]
. (15)
The local approximability of the Scott-Zhang Interpolation (6) then gives
||u−Πhu||2Hs(Ω) ≤ C

∑
K
SK∩∂Ω=∅
h2`−2sK |u|2H`(SK) +
∑
K
SK∩∂Ω6=∅
h2t−2sK |u|2Ht(SK)

≤ C
(
h2`−2s |u|2H`loc(Ω) + h
2t−2s
∂ |u|2Ht(Ω)
)
,
so that we can conclude using eq. (4).
Estimate (14) implies that if u ∈ H2 (Ω), then the expected rate of conver-
gence on a globally quasi-uniform mesh is h2−s = O (n(s−2)/d). However, the
solutions of (1) generally have limited regularity as described in Theorem 1,
owing to the lack of regularity in the neighbourhood of the boundary. This
suggests one should use a more finely graded mesh near the boundary so that
h∂  h. The estimate (13) distinguishes between elements in the interior of the
domain Ω and elements touching the boundary ∂Ω. Generally, one would hope
to restore the optimal rate of convergence O (n(s−2)/d) observed for smooth
solutions by using appropriately graded meshes.
To this end, we choose h∂ = O
(
h(`−s)/(1−2ε)
)
, where h denotes the maxi-
mum element size in the interior. Applying estimate (13) with t = s+ 1/2− ε
we obtain
||u− uh||H˜s(Ω) ≤ Ch`−s
(
|u|H`loc(Ω) + |u|H1/2+s−ε(Ω)
)
. (16)
In the one-dimensional case, d = 1, it is a simple matter to construct meshes
for which hK = h for all elements K such that SK ∩ ∂Ω = ∅, and hK =
h(`−s)/(1−2ε) for the four elements whose patches touch the boundary. Then the
number of unknowns n = O (h−1) and therefore
||u− uh||H˜s(Ω) ≤ Cns−`
(
|u|H`loc(Ω) + |u|H1/2+s−ε(Ω)
)
. (17)
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This means that, provided u ∈ H2loc (Ω), the optimal rate of convergence is
indeed restored by the use of appropriately graded elements near the boundary
to ameliorate the effect of the singularity.
The situation in the two-dimensional case is less clear-cut owing to the fact
that one is constrained in the construction of the meshes if (as we do here) one
prohibits the use of hanging nodes. This raises the possibility of the optimal
rate of convergence of O (n(s−2)/d) not being achievable in practice. Acosta
and Borthagaray [2] proposed a graded mesh for the unit disc domain for ap-
proximating the solution obtained with a constant right-hand side, in which a
grading parameter µ ≥ 1 is selected and elements are distributed in M con-
centric layers of radii ri = 1 −
(
1− iM
)µ
, i = 1, . . . ,M , so that the element
sizes are hi = ri − ri−1. The dimension of the associated finite element space is
n = O (M2) if µ ≤ 2, and n = O (Mµ) if µ > 2. By following the arguments in
[2] it is shown that
||u− uh||H˜s(Ω) ≤ Cn(max{s−`,−1+ε})/2
(
|u|H`loc(Ω) + |u|H1/2+s−ε(Ω)
)
. (18)
This suggests that the optimal rate in d = 2 dimensions is n−1/2+ε, which can
be achieved if u has interior regularity of at least order 1 + s − ε. We note
that, contrary to the result stated in [2], this conclusion holds for all s ∈ (0, 1),
provided that the solution u enjoys sufficient interior regularity.
A priori mesh grading of the type discussed above can be beneficial but does
rely on the availability of a priori knowledge of the regularity which, unfortu-
nately, is not always the case for practical problems on complicated domains.
Therefore, we explore a posteriori error indicators for the fractional Laplacian
in Section 4.
4. Adaptive Mesh Refinement
The fractional Laplacian (−∆)s : H˜s (Ω) → H−s (Ω) is continuous with
continuous inverse. Hence, the discretization error
e = u− uh
can be bounded from above and below in terms of the residual r = f−(−∆)s uh
as
c ||r||H−s(Ω) ≤ ||e||H˜s(Ω) ≤ C ||r||H−s(Ω) ,
where c and C are positive constants depending on the norm of (−∆)s and
its inverse. It was shown in [18, 19] that the Babusˇka-Rheinboldt type error
indicators
ηi := sup
v∈H˜s(Ω)
vφi 6=0
|a (e, vφi)|
||vφi||H˜s(Ω)
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are reliable and efficient for non-negative order differential operators. Unfortu-
nately, the estimators are not computable owing to the presence of the supre-
mum. However, ηi can be estimated up to a generic (unknown) factor, indepen-
dent of the solution and the mesh-size, by
ηˆi :=
√∑
K∈Si
h2sK ||r||2L2(K), (19)
where Si is the patch formed by the elements which contain the node ~zi. There-
fore, the following a posteriori estimate holds:
||e||2H˜s(Ω) ≤ ηˆ :=
∑
i
ηˆ2i .
The estimator (19) involves only the local L2-norms of the residual and can
easily be evaluated using quadrature, but then one requires pointwise values for
(−∆)s uh. A direct evaluation using quadrature rules is unattractive due to the
presence of the singularity of the kernel |~x− ~y|−d−2s as well as the fact that
the domain of integration is unbounded. The next result gives a method which
reduces the evaluation of the strong form of the fractional Laplacian to regular
integrals over bounded domains, thus circumventing the aforementioned issues.
Lemma 4. For u ∈ Vh and ~x ∈ K0 for an element K0 ∈ Ph, the fractional
Laplacian (−∆)s u can be evaluated as
(−∆)s u (~x)
C (d, s)
=
1
d+ 2s− 2
∫
∂K0
∇u∣∣
K0
· ~n~y
|~x− ~y|d+2s−2
d~y − u (~x)
2s
∫
∂K0
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
+
∑
K 6=K0
{
1
2s(d+ 2s− 2)
∫
∂K
∇u∣∣
K
· ~n~y 1|~x− ~y|d+2s−2
d~y
− 1
2s
∫
∂K
u (~y)
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
}
(20)
if s 6= 1− d/2, and as
(−∆)s u (~x)
C (d, s)
=
∫
∂K0
∇u∣∣
K0
· ~n~y log 1∣∣∣ ~x− ~y∣∣∣ d~y − u (~x)2s
∫
∂K0
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
+
∑
K 6=K0
{
1
2s
∫
∂K
∇u∣∣
K
· ~n~y log 1|~x− ~y| d~y
− 1
2s
∫
∂K
u (~y)
~n~y · (~x− ~y)
|~x− ~y|2 d~y
}
. (21)
when s = 1− d/2.
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The derivation of the above expressions is given in Appendix A. The integrals
over the element surface in eqs. (20) and (21) can be evaluated using standard
quadrature rules since the integrals in eqs. (20) and (21) are regular. Although
we are primarily concerned here with the case of piecewise linear basis functions,
the above expression can easily be generalised to higher order finite elements.
5. Computation of Matrix Entries and Solution of Systems Arising
from the Discretization of the Fractional Laplacian
The fractional Poisson equation (1) leads to a dense linear algebraic system
As~u = ~b, (22)
in which the entries in the matrix As = {a (φi, φj)}ij involve singular integrals
over Ω×Ω. In order to compute these entries, we decompose the integrals over
Ω × Ω into contributions between pairs of elements K, K˜ ∈ Ph and between
pairs consisting of elements K ∈ Ph and external edges e ∈ ∂Ph as follows:
a(φi, φi) =
∑
K
∑
K˜
aK×K˜(φi, φj) +
∑
K
∑
e
aK×e(φi, φj),
The individual contributions aK×K˜ and aK×e are given by:
aK×K˜(φi, φj) =
C(d, s)
2
∫
K
d~x
∫
K˜
d~y
(φi(~x)− φi(~y)) (φj(~x)− φj(~y))
|~x− ~y|d+2s
, (23)
aK×e(φi, φj) =
C(d, s)
2s
∫
K
d~x
∫
e
d~y
φi (~x)φj (~x) ~ne · (~x− ~y)
|~x− ~y|d+2s
. (24)
Contributions from non-disjoint pairs of elements are not amenable to numerical
quadrature. Fortunately, these can be treated by adapting techniques used in
the boundary element method literature to address similar issues arising from
singular kernels [34]. However, the fractional Laplacian does pose new difficulties
beyond those addressed by the BEM literature, but which can be treated as
described in [1, 3]. In particular, in [3] we develop non-uniform order Gauss-
type quadrature rules applicable to the case of globally quasi-uniform meshes.
The extension of these techniques to the non-quasi-uniform case needed here
is described in Appendix B. Alternatively, an approach proposed by Chernov
et al. could be taken. The algorithm put forward in [10–12] allows to transform
quadrature rules given on the unit hypercube [0, 1]2d to any pair of elements
K × K˜. Here, the singularity is taken into account through the choice of the
weight of the quadrature rules.
The solution of the dense matrix equation (22) also poses problems. For
instance, using matrix factorisation to solve the resulting system has complexity
O (n3), where n is the number of degrees of freedom.
Alternatively, if conjugate gradient iteration is used, the number of iterations
necessary to converge to a given error tolerance scales as the square root of
the condition number of the matrix. The condition numbers of the fractional
Laplacian grows with the number of unknowns n, as shown by Theorem 5.
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Theorem 5 ([5]). For s < d/2, and a family of shape regular triangulations
Ph with minimal and maximal element size hmin and h, the spectrum of the
stiffness matrix satisfies
cn−2s/dhd−2smin I ≤ As ≤ Chd−2sI,
cn−2s/dI ≤ (Ds)−1/2As (Ds)−1/2 ≤ CI,
where Ds is the diagonal part of As. The condition number of the stiffness
matrix satisfies
κ (As) = C
(
h
hmin
)d−2s
n2s/d, (25)
κ
(
(Ds)
−1
As
)
= Cn2s/d. (26)
The exponent of the growth of the condition number depends on the frac-
tional order s. For small s, the growth is slower. For large s, the growth
of the condition number approaches that of the usual integer order Laplacian.
Moreover, (25) shows that the ill-conditioning becomes increasingly severe on
non-uniform meshes. Fortunately, estimate (26) shows that the simple expe-
dient of using diagonal scaling as a preconditioner removes the effects of the
non-uniformity of the triangulation. The conjugate gradient method applied
to eq. (22) is therefore expected to converge in
√
κ
(
(Ds)
−1
As
)
= O (ns/d)
iterations. Alternatively, a geometric multigrid solver can be used. In the inte-
ger order case, multigrid iterations are used to good effect for solving systems
involving both the mass matrix and the stiffness matrix which arises from the
discretization of the regular Laplacian. It is known that multigrid converges
with a rate that is independent of the problem size for pseudo-differential op-
erators of positive order in general, which in particular includes the fractional
Laplacian [4, 22, 23, 34]. Although a single multigrid iteration is more expensive
than a single iteration of conjugate gradient, a multigrid solver is more efficient,
especially for larger fractional order s that are troublesome for the conjugate
gradient method.
As mentioned earlier, the transient problem (2) is often of more interest than
the steady state problem (1). We first observe that using an explicit schemes
for the time discretization will lead to a CFL condition on the time-step size ∆t
of the form ∆t ≤ Ch2s. The discretization using an implicit integration scheme
in the time variable leads to systems of the form
(M + ∆tAs) ~u = ~b, (27)
where M is the mass matrix. In typical examples, the time-step will be chosen
so that the error from the approximation in time matches the spatial order, and
hence ∆t depends on the spatial discretization. The following theorem shows
that if the time-step size ∆t = O (h2s), then the condition number of the system
is bounded by a constant and a simple conjugate gradient iteration can be used
as an effective solver.
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Lemma 6. For a shape regular and globally quasi-uniform family of triangula-
tions Ph and time-step ∆t ≤ 1,
κ (M + ∆tAs) ≤ C
(
1 +
∆t
h2s
)
.
More generally, for a family of triangulations that is only locally quasi-uniform
and ∆t ≤ h2sminn2s/d, it holds that
κ (M + ∆tAs) ≤ C
(
h
hmin
)d(
1 +
∆t
h2s
)
. (28)
If D0 is taken to be the diagonal part of the mass matrix and ∆t ≤ h2sn2s/d,
then
κ
((
D0
)−1
(M + ∆tAs)
)
≤ C
(
1 +
∆t
h2smin
)
(29)
Proof. Since chdminI ≤M ≤ ChdI, this also permits us to deduce that
c
(
hdmin + ∆t n
−2s/dhd−2smin
)
I ≤M + ∆tAs ≤ C (hd + ∆t hd−2s) I
and so
κ (M + ∆tAs) ≤ C h
d + ∆t hd−2s
hdmin + ∆t n
−2s/dhd−2smin
= C
(
h
hmin
)d
1 + ∆t h−2s
1 + ∆t n−2s/dh−2smin
≤ C
(
h
hmin
)d(
1 +
∆t
h2s
)
.
For globally quasi-uniform meshes, h/hmin = O (1) and h2sminn2s/d = O (1).
Since ||φi||2L2 = O
(
hdi
)
and ||φi||2H˜s = O
(
hd−2si
)
[5] and cI ≤ (D0)−1/2M (D0)−1/2 ≤
CI, we find
c
(
1 + ∆t n−2s/dh−2s
)
I ≤ (D0)−1/2 (M + ∆tAs) (D0)−1/2 ≤ C (1 + ∆t h−2smin) I,
and hence
κ
((
D0
)−1
(M + ∆tAs)
)
≤ C 1 + ∆t h
−2s
min
1 + ∆t n−2s/dh−2s
≤ C
(
1 +
∆t
h2smin
)
.
Lemma 6 shows that if the time step ∆t is chosen to be ∆t = O (h2smin), then
using the conjugate gradient method to solve the diagonally preconditioned
system (27) gives a uniform bound on the number of iterations. However, if
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larger time steps are chosen, e.g. independent of hmin, then (29) shows that the
simple diagonal scaling becomes inefficient resulting in a number of iterations
growing as O (∆t/h2smin). Nevertheless, by applying a multigrid solver (as in the
steady state case), one can restore a uniform bound on the number of iterations
[4, 22, 23, 34].
In this section we have concerned ourselves with the effect the non-uniformity
of the mesh and the fractional order have on the rate of convergence of iterative
solvers. This, of course, ignores the cost of carrying out the iteration. The
complexity of both multigrid and conjugate gradient iterations depends on how
efficiently the matrix-vector product As~x can be computed. (The mass matrix
in eq. (27) has O (n) entries, so its matrix-vector product scales linearly in the
number of unknowns.) Since all the basis functions φi interact with each other,
the matrix As is dense and its matrix-vector product has complexity n2. In the
following section, we discuss a sparse approximation that will preserve the order
of the approximation error of the fractional Laplacian, but display significantly
better scaling in memory and operations for both assembly and matrix-vector
product.
6. Sparse Approximation of the Stiffness Matrix and of the Strong
Form of the Fractional Laplacian
The presence of a factor |~x− ~y|−d−2s in the integrand in the expression
for the entries of the stiffness matrix means that the contribution of pairs of
elements that are well separated is significantly smaller than the contribution
arising from pairs of elements that are close to one another. The evaluation of
the strong form of the fractional Laplacian as given in eqs. (20) and (21) involves
integration over all edges of the mesh weighted by the same kernel. This suggests
the use of the cluster method from the boundary element literature, whereby
such far field contributions are replaced by less expensive low-rank blocks rather
than computing and storing the all individual entries from the original matrix.
Conversely, the near-field contributions are more significant but involve only
local couplings and hence the cost of storing the individual entries is a practical
proposition. A full discussion of the clustering method is beyond the scope
of the present work but can be found in [34, Chapter 7]. Here, we confine
ourselves to stating only the necessary definitions and steps needed to describe
our approach.
Definition 7 ([34]). A cluster is a union of one or more indices from the set
of degrees of freedom I. The nodes of a hierarchical cluster tree T are clusters.
The set of all nodes is denoted by T and satisfies
1. I is a node of T .
2. The set of leaves Leaves(T ) ⊂ T corresponds to the degrees of freedom
i ∈ I and is given by
Leaves(T ) := {{i} : i ∈ I} .
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Figure 2: Cluster tree for a one-dimensional problem. The mesh with its nodal degrees of
freedom is plotted at the bottom. The leaf clusters are coloured in blue.
3. For every σ ∈ T \ Leaves (T ) there exists a minimal set Σ (σ) of nodes in
T \ {σ} that satisfies
σ =
⋃
τ∈Σ(σ)
τ.
The set Σ (σ) is called the sons of σ. The edges of the cluster tree T are
the pairs of nodes (σ, τ) ∈ T × T such that τ ∈ Σ (σ).
An example of a cluster tree for a one-dimensional problem is given in Fig-
ure 2.
Definition 8 ([34]). The cluster box Qσ of a cluster σ ∈ T is the minimal
hyper-cube which contains
⋃
i∈σ suppφi. The diameter of a cluster is the di-
ameter of its cluster box diam (σ) := sup~x,~y∈Qσ |~x− ~y|. The distance of two
clusters σ and τ is dist (σ, τ) := inf~x∈Qσ,~y∈Qτ |~x− ~y|. The subspace Vσ of Vh is
defined as Vσ := span {φi | i ∈ σ}.
For given η > 0, a pair of clusters (σ, τ) is called admissible, if
η dist (σ, τ) ≥ max {diam (σ) ,diam (τ)} .
The admissible cluster pairs can be determined recursively. Cluster pairs that
are not admissible and have no admissible sons are part of the near field and
are assembled into a sparse matrix. The admissible cluster pairs for a one
dimensional problem are shown in Figure 3.
For admissible pairs of clusters σ and τ and any functions φ, ψ with suppφ ⊂
Qσ and suppψ ⊂ Qτ , the bilinear form a evaluates to
a (φ, ψ) = −C (d, s)
∫
Ω
∫
Ω
k (~x, ~y)φ (~x)ψ (~y) ,
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Figure 3: Cluster pairs for a one-dimensional problem. The cluster boxes of the admissible
cluster pairs are coloured in light blue, and their overlap in darker blue. The diagonal cluster
pairs are not admissible and are not approximated, but assembled in full. The nodes of the
nodal degrees of freedom are plotted on x- and y-axis.
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since Qσ ∩ Qτ = ∅. Here, k (~x, ~y) = |~x− ~y|−(d+2s) is the interaction kernel,
which can be approximated on Qσ×Qτ using Chebyshev interpolation of order
m in every spatial dimension by
km (~x, ~y) =
md∑
α,β=1
k
(
~ξσα,
~ξτβ
)
Lσα (~x)L
τ
β (~y) .
Lσα are the tensor Chebyshev polynomials of order m on the cluster box Qσ,
and ~ξσα are the tensor Chebyshev points on Qσ with L
σ
α
(
~ξσβ
)
= δαβ . This leads
to the following approximation:
a (φ, ψ) ≈ −C (d, s)
md∑
α,β=1
k
(
~ξσα,
~ξτβ
)∫
suppφ
φ (~x)Lσα (~x) d~x
∫
suppψ
ψ (~y)Lτβ (~y) d~y.
Expressions of the type
∫
suppφ
φ (~x)Lσα (~x) d~x can be computed recursively
starting from the finest level of the cluster tree, since for τ ∈ Σ (σ) and ~x ∈ Qτ
Lσα (~x) =
∑
β
Lσα
(
~ξτβ
)
Lτβ (~x) .
This means that for all leaves σ = {i}, and all 1 ≤ α ≤ md, the basis far-field
coefficients ∫
suppφ∩Qσ
φ (~x)Lσα (~x) d~x
need to be evaluated (e.g. by m+ 1-th order Gaussian quadrature). Moreover,
the shift coefficients
Lσα
(
~ξτβ
)
for τ ∈ Σ (σ) must be computed, as well as the kernel approximations
k
(
~ξσα,
~ξτβ
)
for every admissible pair of clusters (σ, τ). We refer the reader to [34] for further
details.
In order for the consistency error of the cluster method to be dominated
by the discretization error of the method, the interpolation order m essentially
needs to grow with |log hmin|. For further details, we refer to [3, 34].
By following the arguments in [34], it can be shown that the number of near
field entries scales linearly in n. The same conclusion holds for the number of far
field cluster pairs. Since the four dimensional integral contributions aK×K˜ are
evaluated using Gaussian quadrature rules with at most k = O (log n) quadra-
ture nodes per dimension, the assembly of the near field contributions scales
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with n log2d n . The far field kernel approximations and the shift coefficients
have size m2d = O
(
log2d n
)
, and are also calculated in log2d n complexity. This
means that all the kernel approximations and shift coefficients are obtained in
n log2d n time. Finally, the nmd basis far-field coefficients require the evaluation
of integrals using m+ 1-th order Gaussian quadrature, leading to a complexity
of n log2d n as well. The overall complexity of the cluster method is therefore
O
(
n log2d n
)
, and the sparse approximation requires O
(
n log2d n
)
memory. In
practice, this means that the assembly of the near-field matrix dominates the
other steps but involves only local computations.
The computation of the matrix-vector product involving upward and down-
ward recursion in the cluster tree and multiplication by the kernel approxima-
tions can also be shown to scale with O
(
n log2d n
)
.
The same principle can be used to evaluate the strong form in all the quadra-
ture nodes necessary for the computation of the BR error indicators. According
to eqs. (20) and (21), a naive implementation scales as O (n2). Many of the
components that are used for the cluster method in the matrix-vector product
can be reused. Let u =
∑
i∈Ih uiφi ∈ Vh, and let ~x0 ∈ K0 be a quadrature node
in the evaluation of the local L2-norms in (19). Moreover, let i0 ∈ Ih be the
closest degree of freedom to ~x0 on K0.
Let (σ, τ) be an admissible cluster pair such that i0 ∈ σ, and set uτ =∑
j∈τ ujφj , so that suppuτ ⊂ Qτ . The contribution to the fractional Laplacian
is approximated by
−
∫
Qτ
k (~x, ~y)uτ (~y) d~y = −
∫
Qσ
∫
Qτ
k (~x, ~y) δ (~x− ~x0)uτ (~y) d~y d~x
≈
md∑
α,β=1
k
(
~ξσα,
~ξτβ
)∫
Qσ
Lσα (~x) δ (~x− ~x0) d~x
∫
Qτ
Lτβ (~y)uτ (~y) d~y
=
md∑
α,β=1
k
(
~ξσα,
~ξτβ
)
Lσα (~x0)
∫
Qτ
Lτβ (~y)uτ (~y) d~y.
The integrals
∫
Qτ
Lτβ (~y)uτ (~y) d~y already appeared in the computation of the
matrix-vector product, and can be recursively computed. The same holds for
the factors Lσα (~x0).
On the other hand, if the cluster pair (σ, τ) is not admissible and therefore
in the near-field, then formulas eqs. (20) and (21) with Ω set to Qσ can be used
to evaluate the fractional Laplacian.
This shows that the evaluation of the strong form of the fractional Laplacian
on all the quadrature nodes {~xj}j can be seen as an application of the cluster
method with respect to the sets of functions {δ (· − ~xj)}j and {φi}i.
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7. Numerical Examples
For s ∈ (0, 1), we consider the fractional Poisson problem
(−∆)s u = f in Ω = B(0, 1),
u = 0 in Ωc
in d ∈ {1, 2} dimensions. Closed-form solutions to the problem posed on a disc
are available. In d = 1 dimensions, the solution when the right-hand side is
f1Dn,0 = 2
2sΓ (1 + s)
2
(
s+ n− 1/2
s
)(
s+ n
s
)
P (s,−1/2)n
(
2x2 − 1) , n ≥ 0
is given by
u1Dn,0 = P
(s,−1/2)
n
(
2x2 − 1) (1− x2)s
+
,
where
(
x
y
)
= Γ(x+1)Γ(y+1)Γ(x−y+1) are generalised binomial coefficients, P
(α,β)
n are the
Jacobi polynomials, and x+ = max{0, x}. Moreover, when the right-hand side
is given by
f1Dn,1 = 2
2sΓ (1 + s)
2
(
s+ n+ 1/2
s
)(
s+ n
s
)
xP (s,1/2)n
(
2x2 − 1) , n ≥ 0
then the solution is
u1Dn,1 = xP
(s,1/2)
n
(
2x2 − 1) (1− x2)s
+
as shown in [16]. Turning to d = 2 dimensions, the solution when the right-hand
side is
f2Dn,` = 2
2sΓ (1 + s)
2
(
s+ n+ `
s
)(
s+ n
s
)
r` cos (`θ)P (s,`)n
(
2r2 − 1) , `, n ≥ 0
is given by
u2Dn,` = r
` cos (`θ)P (s,`)n
(
2r2 − 1) (1− r2)s
+
.
For more details on how these analytical solutions are determined, see [16].
Observe that in both the one-dimensional and the two-dimensional cases, the
solutions contains a term which behaves like δ (~x)
s
, where δ (~x) is the distance
from ~x ∈ Ω to the boundary.
7.1. One-Dimensional Examples
We first solve the fractional Poisson problem with constant right-hand side
f = f1D0,0 and solution u = u
1D
0,0 for s = 0.25 and s = 0.75. According to
the regularity results in Theorem 1, u is in Hs+1/2−ε (Ω), so that we expect
essentially h1/2 = O (n−1/2) convergence if a globally quasi-uniform mesh is
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used. Using graded meshes, the expected rate in d = 1 dimensions is ns−2, as
shown in eq. (17).
We adaptively refine the mesh based on the BR error indicators and a max-
imum marking strategy with threshold 0.8. The cluster method is used both
for the stiffness matrix and for the evaluation of the strong form of the frac-
tional Laplacian. The error plots in Figure 4 clearly display ns−2 convergence
in H˜s-norm, both for s = 0.25 and for s = 0.75, as compared to the n−1/2 con-
vergence obtained by uniform mesh refinement. This means that the optimal
rate of convergence for d = 1 is achieved. The measured L2-convergence is of
order n−1/2−s for uniform refinement and n−2 for adaptive refinement for both
values of s.
In Figure 5, we plot the number of degrees of freedom n against timing results
for the assembly of the stiffness matrix, the solution of the linear system, and
the computation of the error indicators (19). It can be observed that all three
scale with n (log n)
2
.
Next, we consider the solution of the problem with right-hand side f(x) =
signx ∈ H1/2−ε (Ω). Based on decomposition of f with respect to f1Dn,` , the
analytic solution u is found to be
u = 2−2s
∑
n≥0
(−1)n 2n+ s+ 3/2
n+ 1/2
(
n+s+1/2
−1/2
)(
n+s+1/2
s
)(
n+s
s
)xPn (2x2 − 1) (1− x2)s+
so that the discretization error can be calculated as
||u− uh||2H˜s(Ω) = a (u− uh, u− uh) = (f, u)− (f, uh) , (30)
with
(f, u) =
21−2s
(2s+ 1)Γ (1 + s)
2
Solutions for s = i/10, i = 1, . . . , 9 are plotted in Figure 6. For smaller
values of s, the transition at the boundary and at x = 0 is more pronounced,
whereas for larger values of s the solutions resemble the solution of the standard
integer-order Poisson problem.
The error plots in Figure 7 show that ns−2-convergence in H˜s-norm is also
achieved for the discontinuous right-hand side f(x) = signx.
7.2. Two-Dimensional Examples on the Unit Disc
We consider the two-dimensional fractional Poisson problem on a disc with
constant right-hand side f = f2D0,0 . The solutions u for s = 0.25 and s = 0.75
are shown in Figure 1.
Using a globally quasi-uniform mesh, we would obtain h1/2 = O (n−1/4)
convergence. Using a graded mesh, n−1/2 convergence was predicted, owing
to the fact that the mesh is required to be locally quasi-uniform. Again, we
adaptively refine the mesh, based on the error indicators (19). The obtained
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Figure 4: H˜s- and Ls-error for the one-dimensional problem with constant right-hand side
f = f1D0,0 and for uniform and adaptive refinement. s = 0.25 at the top, s = 0.75 at the
bottom. It can be seen that while uniform refinement results in convergence in H˜s-norm
with rate n−1/2, adaptive refinement achieves the optimal rate of ns−2. The convergence in
L2-norm is of order n−1/2−s for uniform refinement, and of order n−2 for adaptive refinement.
23
101 102 103
n
10−4
10−3
10−2
10−1
100
101
se
co
n
d
s
assembly
indicator
solve
n(log n)2
100 101 102 103
n
10−4
10−3
10−2
10−1
100
101
se
co
n
d
s
assembly
indicator
solve
n(log n)2
Figure 5: Timings for assembly of the stiffness matrix, solution of linear system and com-
putation of the error indicators for the one-dimensional problem with constant right-hand
side f = f1D0,0 . s = 0.25 on the left, s = 0.75 on the right. All steps can be seen to scale
quasi-linearly with the number of unknowns n.
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Figure 6: Solutions to the one-dimensional fractional Poisson problem with right-hand side
f (x) = signx for s = i/10, i = 1, . . . , 9. For smaller values of s, the transition at the boundary
and at x = 0 is more pronounced, whereas for larger values of s the solutions resemble the
solution of the standard integer-order Poisson problem.
meshes (Figure 8) are highly refined in regions close to the boundary, where the
solution is singular.
We plot the H˜s (Ω)-error in Figure 9. It can be observed that n−1/2 con-
vergence is obtained, thus matching the optimal rate obtained using a graded
mesh for a constant right-hand side in (18). As in the one-dimensional case, the
rate in L2-norm is s orders higher than the rate in H˜s-norm. By considering
the timing results shown in Figure 10, we see that all phases of the adaptive
refinement loop scale with n (log n)
4
. The computation of the error indicators
is cheaper than the assembly of the system matrix, and the solution of the lin-
ear system is significantly cheaper than both. Relative to the matrix assembly,
the computation of the error indicators is more expensive than for the one di-
mensional problem, since it involves numerical quadrature over element edges
instead of pointwise evaluations.
We now consider the solution of the problem with right-hand side f(r, θ) =
1|θ|<pi/2 ∈ H1/2−ε (Ω). Based on decomposition of f with respect to f2Dn,` , the
analytic solution u is found to be
u = 2−2s
(
1− r2)s
+
Γ (1 + s)
2
{
1
2
+
∑
n≥0, `≥1 and odd
(−1)(`+1)/2+n(2n+ s+ l + 1)
pi(n+ l/2)(s+ 1)
cos (`θ) r`P
(s,`)
n
(
2r2 − 1)(
n+s+l/2+1
n+l/2
)(
s+n
n
)
 ,
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Figure 7: H˜s-error for the one-dimensional problem with discontinuous right-hand side f(x) =
signx and for uniform and adaptive refinement. s = 0.25 at the top, s = 0.75 at the bottom.
It can be seen that while uniform refinement results in convergence in H˜s-norm with rate
n−1/2, adaptive refinement achieves the optimal rate of ns−2.
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Figure 8: Adaptively refines meshes for the two-dimensional problem with constant right-hand
side. s = 0.25 on the left, s = 0.75 on the right.
so that the discretization error can be calculated as
||u− uh||2H˜s(Ω) = a (u− uh, u− uh) = (f, u)− (f, uh) ,
with
(f, u) = 2−2s
{
pi
4(s+ 1)Γ (s+ 1)
2
− 1
pi
G3,24,4
(
1, 1 + s/2, 5/2 + s, 5/2 + s
2, 1/2, 1/2, 2 + s/2
∣∣∣∣− 1)} ,
where G is the Meijer G-function [38].
The solutions u for s = 0.25 and s = 0.75 are shown in Figure 11. The
obtained meshes (Figure 12) are highly refined in regions close to the boundary
and along the discontinuity θ = ±pi/2. We plot the H˜s-error in Figure 13, and
observe that the optimal rate of convergence of n−1/2 is achieved by adaptive
refinement.
7.3. L-Shaped Domain
We propose to solve the fractional Poisson problem on the L-shaped domain
Ω = [0, 2]2 \ [1, 2]2 with constant right-hand side. Since no analytic solution is
available, we solve the problem on a highly refined mesh and use this reference
solution uh to approximate the error. In Figure 16, we show H˜
s- and L2 error,
as well as the a posteriori error estimate ηˆ =
(∑
i ηˆ
2
i
)1/2
, which is based on
the local a posteriori error estimators ηˆi given in (19). It can be observed
that
∣∣∣∣uh − uh∣∣∣∣H˜s and the a posteriori error estimate η converge with optimal
rate n−1/2, and that
∣∣∣∣uh − uh∣∣∣∣L2 converges with rate n−1/2−s/2. The apparent
speed-up of convergence in H˜s- and L2-norm for larger number of unknowns
is due to the fact that the reference solution uh is used in their computation
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Figure 9: H˜s- and Ls-error for the two-dimensional problem with constant right-hand side
f = f2D0,0 and for uniform and adaptive refinement. s = 0.25 at the top, s = 0.75 at the
bottom. It can be seen that while uniform refinement results in convergence in H˜s-norm
with rate n−1/4, adaptive refinement achieves the optimal rate of n−1/2. The convergence in
L2-norm is of order n−1/4−s/2 for uniform refinement, and of order n−1/2−s/2 for adaptive
refinement.
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Figure 10: Timings for assembly of the stiffness matrix, solution of linear system and com-
putation of the error indicators for the two-dimensional problem with constant right-hand
side f = f2D0,0 . s = 0.25 on the left, s = 0.75 on the right. All steps can be seen to scale
quasi-linearly with the number of unknowns n.
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Figure 11: Solutions u corresponding to the discontinuous right-hand side f(r, θ) = 1|θ|<pi/2
for s = 0.25 and for s = 0.75.
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Figure 12: Adaptively refined meshes for the discontinuous right-hand side. s = 0.25 on the
left, s = 0.75 on the right.
30
101 102 103 104 105
n
10−2
10−1
H˜0.25 adaptive
H˜0.25 uniform
n−0.25
n−0.5
101 103 105
n
10−2
10−1
H˜0.75 adaptive
H˜0.75 uniform
n−0.25
n−0.5
Figure 13: H˜s-error for the two-dimensional problem with discontinuous right-hand side
f(r, θ) = 1|θ|<pi/2 and for uniform and adaptive refinement. s = 0.25 at the top, s = 0.75 at
the bottom. Uniform refinement results in convergence in H˜s-norm with rate n−1/4, adaptive
refinement achieves the optimal rate of n−1/2.
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Figure 14: Solutions u on the L-shaped domain corresponding to a constant right-hand side
for s = 0.25 (left) and for s = 0.75 (right).
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Figure 15: Adaptively refined meshes for the L-shaped domain. s = 0.25 on the left, s = 0.75
on the right.
instead of the true solution u. The a posteriori error estimate is obviously not
suffer this deficiency, because it does not involve the reference solution uh. This
example demonstrates that more complicated domains can easily be considered
in the presented framework, and that convergence of optimal order can equally
well be achieved.
7.4. A Domain with Disconnected Components
So far, all the considered domains Ω were simply connected. In fact, this
is not a necessary requirement. Take Ω =
{
(x, y) ∈ [0, 1]2 | 0.05 ≤ |y − 1/2|}
to be a square domain with a strip removed in the middle. Then Ω has two
disconnected components. We take the right-hand side f to be one in the upper
part of the domain, and zero in the lower part. Under these conditions, the
solution of the regular, integer order Poisson problem is non-zero only on the
upper part. In the fractional case, however, due to the non-locality of the
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Figure 16: H˜s-, L2-error and estimated error η for the L-shaped domain. s = 0.25 at the
top, s = 0.75 at the bottom. Adaptive refinement results in convergence in H˜s-norm with
optimal rate of n−1/2, and the same holds for the a posteriori error ηˆ. In L2-norm, the rate
n−1/2−s/2 is observed.
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Figure 17: Solutions u on the two component domain corresponding to a constant right-hand
side for s = 0.25 (top) and for s = 0.75 (bottom).
fractional Laplacian, the solution is positive in the interior of the whole domain,
as can be seen in Figure 17. The corresponding adaptively refined meshes are
shown in Figure 18.
7.5. Exploiting Symmetry
The examples of the previous sections displayed symmetries and periodicity
in the shape of the domain and the right-hand side and therefore in the solution.
In particular, the solution shown in Figure 11 suggests that one should be able
to exploit symmetry to halve the number of degrees of freedom required.
Let B be an orthogonal transformation such that for some K, BK = Id,
BΩ = Ω, and let ω ⊂ ω˜ ⊂ Rd be representative domains such that Rd =⋃K−1
i=0 B
iω˜ and Ω =
⋃K−1
i=0 B
iω. Moreover, assume that u
(
Bi~x
)
= u (~x) and
f
(
Bi~x
)
= f (~x). Examples of such transformations for Ω = B(0, 1) include the
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Figure 18: Adaptively refined meshes for the two component domain. s = 0.25 on the left,
s = 0.75 on the right.
reflectionB = − Id with ω˜ and ω being the half-space and the half disc, or the ro-
tation by angle θ = 2piK and the domains ω˜ =
{
(r cosφ, r sinφ) ∈ R2 | r ≥ 0, φ ∈ [0, 2pi/K]}
and ω = ω˜ ∩ {r ≤ 1}.
The variational formulation of the fractional Poisson problem (3) then re-
duces to
a (u, v) =
C(d, s)
2
∫
ω
∫
ω
K∑
i,j=0
(
u
(
Bi~x
)− u (Bj~y)) (v (Bi~x)− v (Bj~y))∣∣Bi~x−Bj~y∣∣d+2s
+ C(d, s)
∫
ω
∫
ω˜\ω
K∑
i,j=0
u
(
Bi~x
)
v
(
Bi~x
)∣∣Bi~x−Bj~y∣∣d+2s
= K
C(d, s)
2
∫
ω
∫
ω
(u (~x)− u (~y)) (v (~x)− v (~y)) keff (~x, ~y)
+KC(d, s)
∫
ω
∫
ω˜\ω
u (~x) v (~x) keff (~x, ~y)
and
〈f, v〉 =
K−1∑
i=0
∫
ω
f
(
Bi~x
)
v
(
Bi~x
)
= K
∫
ω
fv
with the effective kernel
keff (~x, ~y) =
K−1∑
i=0
∣∣~x−Bi~y∣∣−d−2s .
that accounts for the interaction with mirror images. Effectively, the compu-
tational effort for the assembly and solution of systems involving the dense
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Figure 19: Periodic solution u = u2D2,8 . Only the circular sector on the right is discretized,
with periodic images taken into account through the effective kernel keff.
stiffness matrix is divided by a factor of K, since only the sub-domain ω needs
to be discretized. The complexity of the cluster method is expected to decrease
from O
(
n (log n)
2d
)
to O
(
n/K (log n)
2d
)
since the assembly of the near-field
contributions constitutes the bulk of the work.
To illustrate the approach, we solve the fractional Poisson problem with
right-hand side f2,8 on the unit disc. By leveraging the periodicity in the angular
direction (and neglecting the mirror symmetry), we reduce to a problem on
the circular sector ω˜ =
{
(r cosφ, r sinφ) ∈ R2 | r ≥ 0, φ ∈ [0, pi/4]} and ω =
ω˜ ∩ {r ≤ 1}. For simplicity, we employ a uniform mesh and assemble the dense
system matrix. The solution is shown in Figure 19.
8. Conclusion
In this work, we have extended the numerical approximation of the fractional
Laplacian operator from the case of globally quasi-uniform meshes to locally
refined meshes. In order to overcome slow convergence due to the inherent
singularity of the solution close to the boundary, we introduced a posteriori error
indicators and adaptive mesh refinement. The non-locality of the problem leads
to dense matrices and solution complexity of O (n3) using direct solvers and at
best O (n2) using an optimal iterative method. We showed that by employing a
cluster method, assembly, matrix-vector product and computation of the error
estimators scale quasi-linear in the number of unknowns. This means that the
solution of the fractional Poisson problem (1) and the fractional Heat equation
(2) can be performed in the same complexity and with equal (or even better) rate
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of convergence as of the standard integer order equivalents. Through several one-
and two-dimensional examples, we illustrated that the predicted optimal rates
of convergence are obtained. We demonstrated how symmetries and periodicity
in the problem can be leveraged to reduce the problem size even further.
Appendix A. Proof of Lemma 4
Lemma 4. For u ∈ Vh and ~x ∈ K0 for an element K0 ∈ Ph, the fractional
Laplacian (−∆)s u can be evaluated as
(−∆)s u (~x)
C (d, s)
=
1
d+ 2s− 2
∫
∂K0
∇u∣∣
K0
· ~n~y
|~x− ~y|d+2s−2
d~y − u (~x)
2s
∫
∂K0
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
+
∑
K 6=K0
{
1
2s(d+ 2s− 2)
∫
∂K
∇u∣∣
K
· ~n~y 1|~x− ~y|d+2s−2
d~y
− 1
2s
∫
∂K
u (~y)
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
}
(20)
if s 6= 1− d/2, and as
(−∆)s u (~x)
C (d, s)
=
∫
∂K0
∇u∣∣
K0
· ~n~y log 1∣∣∣ ~x− ~y∣∣∣ d~y − u (~x)2s
∫
∂K0
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
+
∑
K 6=K0
{
1
2s
∫
∂K
∇u∣∣
K
· ~n~y log 1|~x− ~y| d~y
− 1
2s
∫
∂K
u (~y)
~n~y · (~x− ~y)
|~x− ~y|2 d~y
}
. (21)
when s = 1− d/2.
Proof. Let u ∈ Vh and ~x ∈ K0, for some K0 ∈ Ph. Then
(−∆)s u (~x)
C (d, s)
= p. v.
∫
Rd
u (~x)− u (~y)
|~x− ~y|d+2s
d~y
= p. v.
∫
K0
u (~x)− u (~y)
|~x− ~y|d+2s
d~y + u (~x)
∫
Rd\K0
1
|~x− ~y|d+2s
d~y
−
∑
K 6=K0
∫
K
u (~y)
|~x− ~y|d+2s
d~y. (A.1)
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We have the following helpful identities:
~x− ~y
|~x− ~y|d+2s
=
{
1
d+2s−2∇~y 1|~x−~y|d+2s−2 , s 6= 1− d/2,
∇~y log 1|~x−~y| , s = 1− d/2,
(A.2)
1
|~x− ~y|d+2s
=
1
2s
∇~y · ~x− ~y|~x− ~y|d+2s
, (A.3)
1
|~x− ~y|d+2s
=
{
1
2s(d+2s−2)∆~y
1
|~x−~y|d+2s−2 , s 6= 1− d/2,
1
d−2∆~y log
1
|~x−~y| , s = 1− d/2.
(A.4)
For ~x, ~y ∈ K0,
u (~x)− u (~y) = ∇u∣∣
K0
· (~x− ~y)
since u
∣∣
K0
is linear. Hence, the first term of (A.1) can be rewritten using (A.2)
as
p. v.
∫
K0
u (~x)− u (~y)
|~x− ~y|d+2s
d~y = lim
ε→0
∇u∣∣
K0
·
∫
K0\B(~x,ε)
~x− ~y
|~x− ~y|d+2s
d~y
= lim
ε→0
[
∇u∣∣
K0
· 1
d+ 2s− 2
∫
∂K0
~n~y
|~x− ~y|d+2s−2
d~y
+ ∇u∣∣
K0
· 1
d+ 2s− 2
∫
∂B(~x,ε)
~n~y
|~x− ~y|d+2s−2
d~y︸ ︷︷ ︸
=0

=
1
d+ 2s− 2
∫
∂K0
∇u∣∣
K0
· ~n~y
|~x− ~y|d+2s−2
d~y.
Here, ~n~y is the outward normal at ~y. When s = 1− d/2, we obtain instead that
p. v.
∫
K0
u (~x)− u (~y)
|~x− ~y|2 d~y =
∫
∂K0
∇u∣∣
K0
· ~n~y log 1∣∣∣ ~x− ~y∣∣∣ d~y.
The second term of (A.1) can be rewritten using (A.3) as∫
Rd\K0
1
|~x− ~y|d+2s
d~y =
1
2s
∫
Rd\K0
∇~y ~x− ~y|~x− ~y|d+2s
d~y
= − 1
2s
∫
∂K0
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y.
Finally, for every K ∈ Ph, K 6= K0, it follows from (A.4), Green’s second
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identity and (A.2) that∫
K
u (~y)
|~x− ~y|d+2s
d~y =
1
2s(d+ 2s− 2)
∫
K
u (~y) ∆~y
1
|~x− ~y|d+2s−2
d~y
=
1
2s(d+ 2s− 2)
∫
K
(∆~yu (~y))︸ ︷︷ ︸
=0
1
|~x− ~y|d+2s−2
d~y
+
1
2s(d+ 2s− 2)
∫
∂K
{
u (~y) (d+ 2s− 2)~n~y · (~x− ~y)
|~x− ~y|d+2s
−∇u∣∣
K
· ~n~y 1|~x− ~y|d+2s−2
}
d~y
=
1
2s
∫
∂K
u (~y)
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y − 1
2s(d+ 2s− 2)
∫
∂K
∇u∣∣
K
· ~n~y 1|~x− ~y|d+2s−2
d~y.
When s = 1− d/2, we obtain instead that∫
K
u (~y)
|~x− ~y|d+2s
d~y =
1
2s
∫
∂K
u (~y)
~n~y · (~x− ~y)
|~x− ~y|2 d~y −
1
2s
∫
∂K
∇u∣∣
K
· ~n~y log 1|~x− ~y| d~y.
In conclusion, we find that
(−∆)s u (~x)
C (d, s)
=
1
d+ 2s− 2
∫
∂K0
∇u∣∣
K0
· ~n~y
|~x− ~y|d+2s−2
d~y − u (~x)
2s
∫
∂K0
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
+
∑
K 6=K0
{
1
2s(d+ 2s− 2)
∫
∂K
∇u∣∣
K
· ~n~y 1|~x− ~y|d+2s−2
d~y − 1
2s
∫
∂K
u (~y)
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
}
and when s = 1− d/2 then
(−∆)s u (~x)
C (d, s)
=
∫
∂K0
∇u∣∣
K0
· ~n~y log 1∣∣∣ ~x− ~y∣∣∣ d~y − u (~x)2s
∫
∂K0
~n~y · (~x− ~y)
|~x− ~y|d+2s
d~y
+
∑
K 6=K0
{
1
2s
∫
∂K
∇u∣∣
K
· ~n~y log 1|~x− ~y| d~y −
1
2s
∫
∂K
u (~y)
~n~y · (~x− ~y)
|~x− ~y|2 d~y
}
.
Appendix B. Determination of Quadrature Orders
Theorem 9 ([34], Theorems 5.3.23 and 5.3.24). If K and K˜ (K and e) are
touching elements, then ∣∣∣Ei,j
K×K˜
∣∣∣ ≤ Ch2−2sK ρ−2kT1 ,∣∣∣Ei,jK×e∣∣∣ ≤ Ch2−2sK ρ−2kT,∂3 ,
where ρ1, ρ3 > 1 and kT , kT,∂ are the quadrature orders in every dimension of
eqs. (23) and (24) (after regularisation).
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If K and K˜ (K and e) are not touching, then
∣∣∣Ei,j
K×K˜
∣∣∣ ≤ C (hKhK˜)2 d−2−2sK,K˜
{(
dK,K˜
hK
)2
ρ˜2
(
K, K˜
)−2kNT
+
(
dK,K˜
hK˜
)2
ρ˜2
(
K˜,K
)−2kNT}
,
∣∣∣Ei,jK×e∣∣∣ ≤ C (hKhe)2 d−2−2sK,e
{(
dK,e
hK
)2
ρ˜4 (K, e)
−2kNT +
(
dK,e
he
)2
ρ˜4 (e,K)
−2kNT
}
,
where dK,K˜ := dist(K, K˜), dK,e := dist(K, e), ρ˜2(K, K˜) := ρ2 max
{
dK,K˜
hK
, 1
}
,
ρ˜4(K, e) := ρ4 max
{
dK,e
hK
, 1
}
and ρ2, ρ4 > 1, and kNT , kNT,∂ are the quadrature
order in every dimension of eqs. (23) and (24).
Theorem 10. For d = 2, let IK index the degrees of freedom on K ∈ Ph,
and define IK×K˜ := IK ∪ IK˜ . Let kT
(
K, K˜
)
(respectively kT,∂ (K, e)) be the
quadrature order used for touching pairs K × K˜ (respectively K × e), and let
kNT
(
K, K˜
)
(respectively kNT,∂ (K, e)) be the quadrature order used for pairs
that have empty intersection. Denote the resulting approximation to the bilinear
form a (·, ·) by aQ (·, ·). Then the consistency error due to quadrature is bounded
by
|a(u, v)− aQ(u, v)| ≤ C (ET + ENT + ET,∂ + ENT,∂) ||u||L2(Ω) ||v||L2(Ω) ∀u, v ∈ Vh,
where the errors are given by
ET = n max
K,K˜∈Ph,K∩K˜ 6=∅
h−2sK ρ
−2kT (K,K˜)
1 ,
ENT = n max
K,K˜∈Ph,K∩K˜=∅
[
h2
K˜
ρ˜2
(
K, K˜
)−2kNT (K,K˜)
+ h2K ρ˜2
(
K˜,K
)−2kNT (K,K˜)]
d−2s
K,K˜
max
{
h−2K , h
−2
K˜
}
,
ET,∂ = n
1/2 max
K∈Ph,e∈∂Ph,K∩e 6=∅
h−2sK ρ
−2kT,∂(K,e)
3 ,
ENT,∂ = n
1/2 max
K∈Ph,e∈∂Ph,K∩e=∅
[
h2eρ˜4 (K, e)
−2kNT (K,e) + h2K ρ˜4 (e,K)
−2kNT (K,e)
]
d−2sK,eh
−2
K ,
and where dK,K˜ := inf~x∈K,~y∈K˜ |~x− ~y|, dK,e := inf~x∈K,~y∈e |~x− ~y|, and ρ1, ρ˜2, ρ3, ρ˜4
are as in Theorem 9.
Based on the error estimates of Theorem 10, the optimal quadrature orders
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in order to allow convergence of up to order n−α should be chosen as
kT
(
K, K˜
)
≥ (α/2 + 1/2) log n+ s |log hK |
log(ρ1)
− C,
kNT
(
K, K˜
)
≥ max
 (α/2 + 1/2) log n+ (s− 1) |log hK˜ |+ max {|log hK | , |log hK˜ |} − s log
dK,K˜
hK˜
− C
log+
dK,K˜
hK
+ log(ρ2)
,
(α/2 + 1/2) log n+ (s− 1) |log hK |+ max {|log hK | , |log hK˜ |} − s log
dK,K˜
hK
− C
log+
dK,K˜
hK˜
+ log(ρ2)

kT,∂ (K, e) ≥ (α/2 + 1/4) log n+ s |log hK |
log(ρ3)
− C,
kNT,∂ (K, e) ≥ max
{
(α/2 + 1/4) log n+ (s− 1) |log he|+ max {|log hK | , |log he|} − s log dK,ehe − C
log+
dK,e
hK
+ log(ρ4)
,
(α/2 + 1/4) log n+ (s− 1) |log hK |+ max {|log hK | , |log he|} − s log dK,ehK − C
log+
dK,e
he
+ log(ρ4)
}
.
Proof of Theorem 10. Let the quadrature rules for the pairs K × K˜ and K × e
be denoted by aK×K˜Q (·, ·) and aK×eQ (·, ·). Set
Ei,j
K×K˜ = a
K×K˜ (φi, φj)− aK×K˜Q (φi, φj) ,
Ei,jK×e = a
K×e (φi, φj)− aK×eQ (φi, φj) .
For u, v ∈ Vh, we set
EK×K˜(u, v) =
∑
i∈IK×K˜
∑
j∈IK×K˜
uivjE
i,j
K×K˜ ,
EK×e(u, v) =
∑
i∈IK
∑
j∈IK
uivjE
i,j
K×e
so that∣∣EK×K˜(u, v)∣∣ ≤ (maxi,j ∣∣∣Ei,jK×K˜∣∣∣
) ∑
i∈IK×K˜
|ui|
∑
j∈IK×K˜
|vj |
≤
(
max
i,j
∣∣∣Ei,j
K×K˜
∣∣∣) ∣∣IK×K˜∣∣√ ∑
i∈IK×K˜
|ui|2
√ ∑
j∈IK×K˜
|vj |2,
|EK×e(u, v)| ≤
(
max
i,j
∣∣∣Ei,jK,e∣∣∣) ∑
i∈IK
|ui|
∑
j∈IK
|vj |
≤
(
max
i,j
∣∣∣Ei,jK,e∣∣∣) |IK |√∑
i∈IK
|ui|2
√∑
j∈IK
|vj |2
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Since ∑
i∈IK×K˜
|ui|2 ≤ C
[
h−dK
∫
K
u2 + h−d
K˜
∫
K˜
u2
]
,
∑
i∈IK
|ui|2 ≤ Ch−dK
∫
K
u2,
we find
|a(u, v)− aQ(u, v)| ≤
∑
K
∑
K˜
∣∣EK×K˜(u, v)∣∣+∑
K
∑
e
|EK×e(u, v)|
≤ C
∑
K
∑
K˜
(
max
i,j
∣∣∣Ei,j
K×K˜
∣∣∣)max{h−dK , h−dK˜ }[||u||2L2(K) + ||u||2L2(K˜)]1/2[
||v||2L2(K) + ||v||2L2(K˜)
]1/2
+ C
∑
K
∑
e
(
max
i,j
∣∣∣Ei,jK×e∣∣∣)h−dK ||u||L2(K) ||v||L2(K)
≤ C
(
max
K,K˜
max
i,j
∣∣∣Ei,j
K×K˜
∣∣∣max{h−dK , h−dK˜ }
)∑
K
∑
K˜
||u||L2(K∪K˜) ||v||L2(K∪K˜)
+ C
(
max
K,e
max
i,j
∣∣∣Ei,jK×e∣∣∣h−dK )∑
K
∑
e
||u||L2(K) ||v||L2(K) .
Because∑
K
∑
K˜
||u||L2(K∪K˜) ||v||L2(K∪K˜) ≤
√∑
K
∑
K˜
||u||2L2(K∪K˜)
√∑
K
∑
K˜
||v||2L2(K∪K˜)
≤ 2 |Ph| ||u||L2(Ω) ||v||L2(Ω)
≤ Cn ||u||L2(Ω) ||v||L2(Ω)
and ∑
K
∑
e
||u||L2(K) ||v||L2(K) ≤ |∂Ph| ||u||L2(Ω) ||v||L2(Ω)
≤ Cn(d−1)/d ||u||L2(Ω) ||v||L2(Ω) ,
we obtain
|a(u, v)− aQ(u, v)| ≤ C
[
n
(
max
K,K˜
max
i,j
∣∣∣Ei,j
K×K˜
∣∣∣max{h−dK , h−dK˜ }
)
+n(d−1)/d
(
max
K,e
max
i,j
∣∣∣Ei,jK×e∣∣∣h−dK )] ||u||L2(Ω) ||v||L2(Ω) .
For d = 2, using Theorem 9 stated below permits to conclude.
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