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ON SINGULARITY PROPERTIES OF WORD MAPS AND APPLICATIONS
TO PROBABILISTIC WARING TYPE PROBLEMS
ITAY GLAZER AND YOTAM I. HENDEL
Abstract. We study singularity properties of word maps on semisimple algebraic groups and
Lie algebras, generalizing the work of Aizenbud-Avni in the case of the commutator map.
Given a word w in a free Lie algebra Lr, it induces a word map ϕw : g
r → g for every
semisimple Lie algebra g. Given two words w1 ∈ Lr1 and w2 ∈ Lr2 , we define and study the
convolution of the corresponding word maps ϕw1 ∗ ϕw2 := ϕw1 + ϕw2 : g
r1+r2 → g.
We show that for any word w ∈ Lr of degree d, and any simple Lie algebra g with ϕw(g
r) 6= 0,
one obtains a flat morphism with reduced fibers of rational singularities (abbreviated an (FRS)
morphism) after taking O(d4) self-convolutions of ϕw . We deduce that a group word map of
length ℓ becomes (FRS) at (e, . . . , e) ∈ Gr after O(ℓ4) self-convolutions, for every semisimple
algebraic group G.
We furthermore bound the dimensions of the jet schemes of the fibers of Lie algebra word
maps, and the fibers of group word maps in the case where G = SLn. For the commutator word
w0 = [X, Y ], we show that ϕ
∗4
w0
is (FRS) for any semisimple Lie algebra, obtaining applications
in representation growth of compact p-adic and arithmetic groups.
The singularity properties we consider, such as the (FRS) property, are intimately connected
to the point count of fibers over finite rings of the form Z/pkZ. This allows us to relate them
to properties of some natural families of random walks on finite and compact p-adic groups.
We explore these connections, characterizing some of the singularity properties discussed in
probabilistic terms, and provide applications to p-adic probabilistic Waring type problems.
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1. Introduction
1.1. Motivation.
1.1.1. Waring type problems. Our motivation goes back to the 18th century, with Lagrange’s
famous four square theorem - every natural number can be represented as the sum of at most
four square integers (Lagrange, 1770). Waring then considered the following generalization
which was confirmed by Hilbert in 1909 [Hil09]:
Question 1.1 (Waring’s problem, 1770). Can every natural number be represented as the sum
of t(k) many k-th powers, for some function t(k) of k?
We now formulate Waring’s problem in a language suitable for our purposes.
Definition 1.2. Let ϕ : X → G and ψ : Y → G be maps from sets X and Y to a (semi-)group
G. Define the convolution ϕ ∗ ψ : X × Y → G of ϕ and ψ by
ϕ ∗ ψ(x, y) = ϕ(x) · ψ(y).
Furthermore, we denote by ϕ∗t : Xt → G the t-th convolution power (or self-convolution) of ϕ.
In this language, the Waring problem asks whether the power map ϕk : N → N defined by
ϕk(x) = x
k becomes surjective after t(k) self-convolutions. Here is an interesting variant.
Given a word w = xn1i1 · · · · · x
nl
il
∈ Fr, with xij ∈ {x1, . . . , xr} and nj ∈ Z, and a group G, we
associate the corresponding word map ϕw : G
r → G by (g1, . . . , gr) 7→ gn1i1 · · · · · g
nl
il
. Note that
ϕw1 ∗ϕw2 = ϕw1∗w2 , where w1 ∗w2 ∈ Fr1+r2 is the concatenation of w1 ∈ Fr1 and w2 ∈ Fr2 . We
can then ask if for any w ∈ Fr, there exists t(w) such that ϕ∗t(w)w : Grt(w) → G is surjective for
every G in a nice family G of groups. The minimal such t(w) is called the G-width of w. Similarly,
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one can take a word w in a free Lie algebra Lr on a finite set {X1, . . . ,Xr} and consider, for
any semisimple Lie algebra g, the corresponding Lie algebra word maps ϕw : g
r → g.
This kind of questions are referred to as Waring type problems, and they have been extensively
studied over the past few decades, in various settings. We mention some of them:
(1) GAlg, the family of simple algebraic groups. It is a classical theorem of Borel
[Bor83] (see also [Lar04]) that for any non-trivial word w ∈ Fr, and any semisimple
algebraic group G, the map ϕw : G
r → G is dominant. In particular ϕ∗2w is surjective.
(2) GLieA, the family of simple Lie algebras. In [BGKP12], an analogue of Borel’s
theorem was shown for semisimple Lie algebras g under the additional assumption that
ϕw : g
r → g is not identically zero on sl2.
(3) Gfin, the family of finite simple groups. The problem of finding the width of
various words over (large enough) finite simple groups has been studied extensively
(e.g. [MZ96, SW97, LS01, LS08, Sha09, LS09, LOST10]). The state of the art is [LST11],
where Larsen, Shalev and Tiep showed that for any w ∈ Fr, the word map ϕ∗2w : G2r → G
is surjective for every large enough G ∈ Gfin.
(4) Gcp, the family of compact p-adic groups. In [JZ08] it was shown that any word
w ∈ Fr has finite width with respect to any compact p-adic group. In [AGKS13], the
authors showed that for any w ∈ Fr and any simply connected semisimple Q-group G,
ϕ∗3w : G(Zp)
3r → G(Zp) is surjective for every large enough prime p.
(5) Other families. Given a ring R, one can consider the corresponding Waring problem
for G(R) where G ∈ GAlg. For example, the cases of R = R,Qp were treated in [HLS15],
and the case R = Z and G = SLn was studied in [AM19], and it was shown that ϕ∗87w is
surjective for any w ∈ Fr, if n is large enough.
1.1.2. Probabilistic Waring type problems. Given that a word map ϕw becomes surjective after
enough self-convolutions, the next step is to study its fibers ϕ−1w (g), and to ask how many self-
convolutions does it take so that the fibers of ϕ∗tw will be uniform in some sense. Such questions
are referred to as probabilistic Waring type problems, and have recently received a significant
amount of attention (e.g. [GS09, SS11, LS12, AA16, Bor17, LST19]). In particular, one can take
each of the Waring type problems described above and produce its probabilistic counterpart.
For Gfin and Gcp, problems as above can be phrased in terms of questions on certain random
walks. For simplicity of presentation we work here only with SLn. Any word w ∈ Fr induces a
family {ϕw,n,p,k}n,p,k of word maps
ϕw,n,p,k : SL
r
n(Z/p
kZ)→ SLn(Z/pkZ).
One can then study the family of random walks induced by ϕw,n,p,k. Write πn,p,k for the uniform
probability measure on SLn(Z/pkZ), and set τw,n,p,k := (ϕw,n,p,k)∗(πn,p,k). Then the collection
{τw,n,p,k}n,p,k induces a family of random walks on {SLn(Z/pkZ)}n,p,k, where the probability to
reach g ∈ SLn(Z/pkZ) at the t-th step of the random walk is
τ∗tw,n,p,k(g) =
∣∣∣(ϕ∗tw,n,p,k)−1(g)∣∣∣
|SLn(Z/pkZ)|rt
.
Since ϕw,n,p,k is generating for p large enough (e.g. [AGKS13, Theorem 2.3]), τ
∗t
w,n,p,k converges
to the uniform probability πn,p,k in any of the L
a-norms for a ∈ [1,∞], as t goes to ∞. Roughly
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speaking, the minimal number of steps ta it takes for τ
∗ta
w,n,p,k to be sufficiently close to πn,p,k in
the La-norm is called the La-mixing time (see Definition 1.12). A priori, ta might depend on
p, k and n. It is natural to ask the following:
Question 1.3. Let w ∈ Fr be a word.
(1) Is there ε(w) > 0, such that τw,n,p,k(g) <
∣∣SLn(Z/pkZ)∣∣−ε(w) uniformly in n, p and k,
when p is large enough?
(2) Is there an upper bound on the La-mixing times of {τw,n,p,k} which is uniform in n, p
and k, when p is large enough?
1.1.3. Algebraic Waring type problems. Let ϕ : X → G be a morphism from a smooth variety X
to an algebraic group G. Similarly to the above problems, we can study the convolution powers
ϕ∗t : Xt → G of ϕ using Definition 1.2. Similarly to the usual convolution operation in analysis,
the algebraic convolution operation has a smoothing effect on morphisms. In [GH19, GH], it
was shown that if ϕ : X → G is (strongly) dominant, then ϕ∗t : Xt → G has increasingly better
singularity properties as t tends to ∞ (see Section 3 for further discussion).
Now, given w ∈ Fr (resp. w ∈ Lr), we can study self-convolutions ϕ∗tw of the corresponding word
maps ϕw : G
r → G (resp. ϕw : gr → g) for G ∈ GAlg and g ∈ GLieA. The question of surjectivity
of self-convolutions was fully answered by Borel’s Theorem for G ∈ GAlg (see [Bor83]), and
partially answered in [BGKP12] for g ∈ GLieA. Having the results of [GH19, GH] in mind, and
since there is a strong connection between the singularities of a variety and its point count over
finite rings (see Theorem 1.21), we are led to the following questions, which are analogous to
Question 1.3 (brought here in non-precise form):
Question 1.4. Let w ∈ Fr (resp. w ∈ Lr) be a word.
(1) How large are the fibers of ϕw, and what can one say on their singularities?
(2) Is there t ∈ N such that ϕ∗tw has ”nice” singularity properties, uniformly over G ∈ GAlg
or over g ∈ GLieA?
Question 1.4 is in some sense a generalization of Question 1.3. If we take
”nice”=”flat, with geometrically irreducible fibers”,
then the Lang-Weil bounds give a strong connection between Question 1.4 and the probabilistic
Waring problem for finite simple groups of Lie type. Here, to measure how large are the fibers
we use their dimension. This can already be seen in [LST19], where this connection is being
used frequently. If we take
”nice”=”flat, with geometrically irreducible, reduced fibers of rational singularities”,
and consider the log canonical threshold lct(Gr, ϕ−1w (g)) (see e.g. [Mus12]), as a measurement
of how bad are the singularities of the fibers, then Question 1.4 becomes strongly connected to
the probabilistic Waring problem for compact p-adic groups.
In this paper we deal with Questions 1.3 and 1.4 in the cases of GAlg, GLieA and Gcp. We answer
Question 1.4 for semisimple Lie algebras, and provide partial answers for semisimple algebraic
groups (Sections 3, 4, 5 and 7). In Sections 8 and 9 we study the connection between Questions
1.3 and 1.4, and utilize it in order to deal with Question 1.3 in Subsection 9.2. In addition, in
Section 6 we use the methods developed in Sections 4 and 5 to study the fibers of convolutions
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of the commutator map. As an application, we provide improved bounds on the representation
growth of compact p-adic and arithmetic groups.
1.2. Main results. We divide the main results into several parts. We first discuss the relative
Waring problem in the setting of semisimple Lie algebras and algebraic groups, through the
study of singularity properties of word maps, followed by a discussion on the special case of
the commutator map. We then provide algebraic interpretation to the various probabilistic
properties of word measures in terms of these singularity properties. Combining these two
parts, we provide applications to the p-adic probabilistic Waring problem.
1.2.1. Singularity properties of word maps. Let K be a field of characteristic 0.
Definition 1.5 (The (FRS) property [AA16, Definition II]).
(1) A K-variety X has rational singularities if it is normal and for any resolution of singu-
larities π : X˜ → X we have Riπ∗(OX˜) = 0 for i ≥ 1.
(2) Let X and Y be smooth K-varieties. We say that a morphism ϕ : X → Y is (FRS) if it
is flat and if every fiber of ϕ is reduced and has rational singularities.
Definition 1.6. Let Ar (resp. Lr) be the free associative K-algebra (resp. the free K-Lie
algebra) on a finite set {X1, . . . ,Xr}. We call w ∈ Ar (resp. w ∈ Lr) an algebra word (resp. a
Lie algebra word). Note that both Ar and Lr have a natural gradation. We define the degree of
w, denoted deg(w), as the maximal grade d ∈ N in which the image of w is non-trivial.
In the following theorems we show that (Lie) algebra word maps obtain good singularity prop-
erties after sufficiently many convolutions, in a uniform way:
Theorem A (Theorem 4.9). Let {wi ∈ Lri}i∈N be a collection of Lie algebra words of degree at
most d ∈ N. Then there exists 0 < C < 106, such that for any simple K-Lie algebra g for which
{ϕwi : gri → g} are non-trivial, we have the following:
(1) If m ≥ Cd3 then ϕw1 ∗ . . . ∗ ϕwm is flat.
(2) If m ≥ Cd4 then ϕw1 ∗ . . . ∗ ϕwm is (FRS).
Theorem B (Theorem 4.10). Let {wi ∈ Ari}i∈N be a collection of algebra words of degree at
most d ∈ N. Then for any n ∈ N such that {ϕwi :M rn →Mn}i∈N are generating, with Mn is the
ring of n× n-matrices over K, the assertions of Theorem A hold.
Any word map ϕw : G
r → G can be degenerated to a map ϕ˜w : gr → g, called the symbol
of ϕw, by taking the analogue of the lowest order non-vanishing term in the Taylor expansion
of ϕw near (e, . . . , e) ∈ Gr. The Baker-Campbell-Hausdorff formula shows that ϕ˜w is in fact
a Lie algebra word map (Proposition 7.5). Theorem A, together with the fact that the (FRS)
property behaves well under deformations (Corollary 2.12) give the following:
Theorem C (Theorem 7.8). Let d ∈ N, let G be a connected semisimple K-group and let
{ϕwi : Gri → G}mi=1 be a collection of word maps with symbols ϕ˜wi of degree at most d. Then
there exists C > 0 such that for any m ≥ C · d4 the map ϕw1 ∗ . . . ∗ ϕwm is (FRS) at (e, . . . , e).
We now turn to Item (1) of Question 1.4. To quantitatively measure the singularities of the
fibers of word maps, we introduce the following notions:
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Definition 1.7. Let ϕ : X → Y be a morphism between geometrically irreducible smooth K-
varieties. Let Jm(ϕ) : Jm(X)→ Jm(Y ) be the correspondingm-th jet morphism (see Subsections
1.4.2 and 2.1) and let Xϕ(x),ϕ be the fiber of ϕ over ϕ(x).
(1) ϕ is called ε-flat if for every x ∈ X we have dimXϕ(x),ϕ ≤ dimX − εdimY .
(2) ϕ is called ε-jet flat (resp. jet-flat) if Jm(ϕ) is ε-flat (resp. flat) for every m ∈ N.
Note that a 1-flat morphism is just flat. It follows from [Mus02] that the notion of ε-jet flatness
is closely related to the log canonical threshold of the pair (X,Xϕ(x),ϕ), denoted lct(X,Xϕ(x),ϕ);
the morphism ϕ is ε-jet flat if and only if lct(X,Xϕ(x),ϕ) ≥ εdimY for all x ∈ X.
Let w be a word in Ar or Lr. An easy calculation of dimensions shows that if ϕ∗tw is jet-flat for
some t ∈ N, then ϕw is 1t -jet flat. Since (FRS) morphisms are in particular jet-flat (see Corollary
3.12), one can deduce the following from the proof of Theorems A and B:
Theorem D (Theorem 4.11). Let w1 ∈ Ar and w2 ∈ Lr be words of degree at most d.
(1) The map ϕw1 :M
r
n →Mn is 125d3 -jet flat, for every n ∈ N.
(2) The map ϕw2 : g
r → g is 12·105d3 -jet flat, for every simple K-Lie algebra g.
We denote by ℓ(w) the length of a word w ∈ Fr (e.g. xyx−1y−1 has length 4). Theorem D can
be used to give lower bounds on the log canonical threshold of the fibers of group word maps.
Theorem E (Theorem 7.9). For any w ∈ Fr, the map ϕw : SLrn → SLn is 11017ℓ(w)9 -jet flat. In
particular, lct(SLrn, ϕ
−1
w (g)) ≥ dimSLn1017ℓ(w)9 for every g ∈ SLn.
Theorem A and Theorem D provide an answer to Question 1.4 for algebra and Lie algebra
words. Theorem E provides an answer to Part (1) of Question 1.4 for G = SLn. Probabilistic
applications of the above results are discussed in Subsection 1.2.3.
1.2.2. The commutator word map. Let w0 = xyx
−1y−1 ∈ Fr and w = [X,Y ] ∈ Lr be the
commutator word and Lie algebra word. In [AA16], it was shown that ϕ∗21w0 is (FRS) for all
semisimple algebraic groups G, and that ϕ∗21w is (FRS) for all classical Lie algebras (see [AA16,
Theorem VIII]). These bounds were improved to 2 for SLn and sln in [Bud], and to 11 in the
general case in [Kap]. Using a criterion of Mustat¸a˘ for rational singularities [Mus01, Theorem
0.1], and the methods developed in the course of the proof of Theorem A, we improve these
bounds and significantly simplify the proof of [AA16]:
Theorem F (Theorems 6.1 and 6.2). Let G be a semisimple algebraic K-group, with Lie algebra
g.
(1) ϕ∗2w0 : G
4 → G and ϕ∗2w : g4 → g are flat.
(2) ϕ∗4w0 : G
8 → G and ϕ∗4w : g8 → g are (FRS).
Remark 1.8. It is conjectured that ϕ∗2w0 and ϕ
∗2
w are (FRS) for any semisimple algebraic group
G. For G not of type A, Theorem F gives the best known bounds.
The fibers of the commutator map ϕw0 are closely related, via a classical theorem of Frobenius,
to the representation growth of compact p-adic groups and arithmetic groups (see [AA16, AA18]
and [Bud, Theorems 1.3-1.5]). Thus, Theorem F gives the following applications.
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Corollary 1.9 (cf. [AA16, Theorem A], [AA18, Theorem B]). Let G be a semisimple, simply
connected algebraic Q-group, and let G be either
(1) a compact open subgroup of G(Qp) for some prime p; or
(2) G(Z), provided that G has Q-rank≥ 2.
Then there exists a constant C such that, for any N ∈ N,
#{N -dimensional irreducible C-representations of G} < C ·N7.
We further have,
Corollary 1.10 (cf. [AA16, Theorem B]). Let G be a complex semisimple algebraic group, and
Σg be a closed orientable surface of genus g ≥ 4. Then the deformation variety
Hom(π1(Σg), G(C)) ≃ (ϕ∗gw0)−1(e)
has rational singularities.
1.2.3. Algebraic interpretation of uniform mixing times and the p-adic probabilistic Waring type
problem. Let G denote the collection of all algebraic group schemes G, with GQ semisimple and
simply connected. For a prime power q = pr, we denote the unique unramified extension of Qp
of degree r by Qq, its ring of integers by Zq, and the maximal ideal of Zq by mq.
We study the family {G(Zq)}G∈G,q through the quotients {G(Zq/mkq )}G∈G,q,k. Let w ∈ Fr and
let τw,G,q,k := (ϕw)∗(πGr(Zq/mkq )) be the pushforward of the uniform probability measure on
Gr(Zq/mkq ) with respect to ϕw : G
r → G.
Definition 1.11. For a real function f on a finite group G and a ∈ R≥1, set
‖f‖a := (|G|a−1
∑
g∈G
|f(g)|a)1/a and ‖f‖∞ = |G| ·max
g∈G
|f(g)| .
For a probability measure µ on a finite group G, set Sµ := {g ∈ G : µ(g) > 0}. If e ∈ Sµ and
〈Sµ〉 = G, then the random walk induced by µ converges to the uniform probability measure on
G, i.e. lim
t→∞
∥∥µ∗t − πG∥∥a = 0 for any a ∈ [1,∞] (e.g. see [LP17, Theorem 4.9]). In particular, by
[JZ08], this applies to each measure τw,G,q,k.
Definition 1.12. The minimal ta ∈ N such that
∥∥µ∗ta − πG∥∥a < 12 is called the La-mixing
time of the random walk. At this point, rapid convergence occurs; for any m ∈ N we have∥∥µ∗tam − πG∥∥a < 2−m (e.g. [LP17, Lemma 4.18]).
We would now like to define a uniform version of mixing time for families of word maps. Given
a set of primes S, denote by PS the set of all prime powers pk ∈ N where p /∈ S.
Definition 1.13. We say that a word w ∈ Fr
(1) is almost {Fq}-uniform in La if ∀G ∈ G there exists a finite set S of primes such that
lim
PS∋q→∞
∥∥τw,G,q,1 − πG(Fq)∥∥a = 0.
(2) is almost {Zq}-uniform in La if ∀G ∈ G there exists a finite set S of primes such that
lim
PS∋q→∞
(
sup
k∈N
∥∥∥τw,G,q,k − πG(Zq/mkq )∥∥∥a
)
= 0.
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Let F be {Zq} or {Fq}. We say that w has an almost F-uniform La-mixing time ta,F if it is
minimal such that w∗ta,F is almost F-uniform in La.
In Section 8 we utilize the Lang-Weil bounds to obtain a number theoretic characterization of
flatness (see Theorem 8.4). Using [AA18, Theorem A] and [CGH], the (FRS) property of a
Q-morphism ϕ : X → Y between smooth Q-varieties can be interpreted by certain uniform
bounds on the fibers of ϕ : X(Zq/mkq ) → Y (Zq/mkq) (see further discussion in Subsection 1.4.3
in the simpler case where q = p is prime). This allows us to give an algebraic interpretation of
the notion of almost uniformity in L∞.
Theorem G (Corollary 9.9). Let w ∈ Fr.
(1) w is almost {Fq}-uniform in L∞ if and only if (ϕw)Q : GrQ → GQ is flat and has
geometrically irreducible fibers for every G ∈ G.
(2) w is almost {Zq}-uniform in L∞ if and only if (ϕw)Q : GrQ → GQ is (FRS) and has
geometrically irreducible fibers for every G ∈ G.
In Section 8 we furthermore provide a number theoretic interpretation of ε-jet flatness:
Theorem H (Theorem 8.18). Let ϕ : X → Y be a dominant morphism between finite type Z-
schemes X and Y , with XQ, YQ smooth and geometrically irreducible, and let 0 < ε ≤ 1. Then
the following are equivalent:
(1) For any 0 < ε′ < ε there exists a finite set S of primes, such that for every q ∈ PS, every
k ∈ N and every y ∈ Y (Zq/mkq ),∣∣ϕ−1(y)∣∣ < qk(dimXQ−ε′dimYQ).
(2) ϕQ : XQ → YQ is ε-jet flat.
Theorems E and H yield the following p-adic analogue of [LS12].
Theorem I (Corollary 9.10). Let w ∈ Fr be a word. Then for any n ∈ N there exists a finite
set S(n) of primes such that for every q ∈ PS(n) and every g ∈ SLn(Zq/mkq ) we have
τw,SLn,q,k(g) ≤
∣∣∣SLn(Zq/mkq )∣∣∣− 12·1017ℓ(w)9 .
For any G ∈ G and a prime p, write G1(Zp) for the first congruence subgroup of G(Zp) (i.e. the
kernel of G(Zp) → G(Fp)), and let µG1(Zp) be the normalized Haar measure. Using Theorem
C and an equivalent analytic criterion for the (FRS) property ([AA16, Theorem 3.4]), we can
provide L∞-bounds for the random walk on G1(Zp) induced from w:
Theorem J (Corollary 9.11). Let w ∈ Fr be a word. Then there exists C > 0, such that for every
G ∈ G, every prime p > p0(G), and every t ≥ Cℓ(w)4, the pushforward measure (ϕ∗tw )∗(µrtG1(Zp))
on G1(Zp) has continuous density.
The following theorem provides an algebraic interpretation of the notion of almost uniformity
in L1. This is a strengthening of [LST19, Theorem 2].
Theorem K (Corollary 9.9). Let w ∈ Fr. The following are equivalent:
(1) w is almost {Fq}-uniform in L1.
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(2) w is almost {Zq}-uniform in L1.
(3) (ϕw)Q : G
r
Q → GQ has a geometrically irreducible generic fiber, for every G ∈ G.
In [LST19, Theorem 1] it was shown that any convolution w1 ∗ w2 of two words is almost
{Fq}-uniform in L1. Theorem K allows us to push this result to compact p-adic groups:
Theorem L (Corollary 9.12). Let w1 ∈ Fr1 and w2 ∈ Fr2 be words. Then w = w1 ∗w2 is almost
{Zq}-uniform in L1.
It follows from [GS09] that the commutator word is almost {Fq}-uniform in L1. Theorems F, G
and K give the following:
Corollary 1.14. Let w0 = g1g2g
−1
1 g
−1
2 ∈ F2 be the commutator word.
(1) w0 ∗ w0 ∗ w0 ∗ w0 is almost {Zq}-uniform in L∞.
(2) w0 is almost {Zq}-uniform in L1.
1.3. Further discussion of the main results. Questions 1.3 and 1.4 (excluding the L1-
Waring type problems) have been tackled only quite recently, and mainly in the case of finite
simple groups. In [LS12] a bound of the form |G|r−ε(w) was given on the size of the fibers
of ϕw : G
r → G for large enough finite simple groups. In [LST19], the probabilistic Waring
problem for finite simple groups received thorough treatment. We say that w ∈ Fr is almost
Gfin-uniform in La if lim
G∈Gfin:|G|→∞
‖τw,G − πG‖a = 0. It was shown in [LST19], that any word
w ∈ Fr has an almost Gfin-uniform L1-mixing time t1,fin(w) ≤ 2 and an almost Gfin-uniform
L∞-mixing time t∞,fin(w) ≤ C · l4, for some explicit C ≫ 1 (see [LST19, Theorems 1 and 4]).
As a corollary, the authors deduced that for any w ∈ Fr and any semisimple algebraic group G,
the map ϕ∗tw : G
r → G is flat for any t ≥ C · l4 (see [LST19, Theorem 5(i)]).
There are two substantial difficulties that arise in the compact p-adic probabilistic Waring
problem. The first one is that, unlike in the case of finite simple groups, their representation
theory is much more involved and far less understood. In particular, there is no developed theory
of character bounds as in the case of finite simple groups (e.g. [BLST18, GLTa, GLTb]), and the
use of other representation theoretic techniques is limited as well. The second main difficulty is
that, unlike in the case of Gfin, the singularities of the word maps control the size of the fibers.
This requires the use of more advanced algebro-geometric tools.
Theorems D, E and I can be seen as an algebro-geometric and compact p-adic versions of [LS12].
Theorem A can be seen as a Lie algebra analogue of [LST19, Theorem 5(i)], which is richer in
the sense that it also gives information on the singularities of the fibers. Several interesting
questions arise:
Question 1.15.
(1) Can we find α,C > 0 such that for every w ∈ Fr and every simple algebraic group G,
the word map ϕ
∗Cℓ(w)α
w is (FRS)?
(2) If such α exists, what is its optimal value? What is the optimal value of such α if we
just demand that our word map becomes flat?
(3) What is the answer to (2) in the case of simple Lie algebras, where ℓ(w) is replaced by
deg(w)?
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Theorems A and C provide a great deal of evidence towards a positive answer to (1). In fact,
in [AA16, Theorem IV] it was shown that the commutator map is (FRS) after t convolutions
if and only if it is (FRS) at (e, . . . , e) ∈ G2t after t convolutions. This leads to the following
question:
Question 1.16. Can we characterize or find nice families of words w ∈ Fr, whose worst sin-
gularities are concentrated at (e, . . . , e)? That is, which words w ∈ Fr satisfy the property
that for every simple algebraic group G, ϕ∗tw is (FRS)/flat if and only if ϕ
∗t
w is (FRS)/flat at
(e, . . . , e) ∈ Grt.
Example 1.17.
(1) Let w = xm. Then ϕw : G→ G is smooth at (e, . . . , e) for every simple algebraic group
G. On the other hand, by analyzing the fiber over e ∈ G, one sees that ϕw is not even
flat, and that in fact ϕ
∗(m−1)
w is not flat.
(2) Let wn := [[. . . [[X,Y ], Y ], . . . ], Y ] ∈ L(X,Y ) be the Engel word (where Y appears n
times). Then ϕ
∗(n−1)
w,n : g2n−2 → g is not flat.
We therefore see that not all words satisfy the condition of Question 1.16 and moreover, that
a potentially optimal α for Items (2) and (3) of Question 1.15 is at least 1. There are certain
low-rank phenomena for word maps (discussed in Sections 4 and 5), that is, when the length
(resp. degree) of the word is large compared to the rank of G (resp. g). We therefore expect
different answers for Items (2) and (3) of Question 1.15 when considering only groups or Lie
algebras of high enough rank.
1.4. Methods and main ideas of the proofs.
1.4.1. Singularities of word maps: Theorems A-E. The proof of Theorem A was inspired by
[AA16], where the special case of the commutator word map was analyzed. We generalize some
of the techniques in [AA16] as well as introduce new ones. The main principal employed is
that many singularity properties, such as flatness and the (FRS) property, are preserved under
smooth deformations. In other words, given a Lie algebra word map ϕw : g
r → g, we may
degenerate it to a map ψw which is easier to handle, and prove that ψw is flat or (FRS) instead.
The idea is to apply in each time one of the following operations to a given morphism:
(1) Taking a self-convolution of our morphism;
(2) Applying a degeneration to our morphism,
such that:
(1) The use of Operation (1) will be as economical as possible. Explicitly, we would like
the number of convolutions to be bounded by a polynomial in the degree of w ∈ Lr,
regardless of the simple Lie algebra under consideration.
(2) Every time we apply a degeneration, the resulting morphism should stay in a certain
nice predefined class of morphisms, and in particular it should be generating.
(3) After finitely many steps as above we want to arrive at a morphism we can easily show
is flat or (FRS).
A sketch of the key steps of the proof is as follows:
(1) In Section 4.4, we reduce to the case of self-convolutions of homogeneous word maps.
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(2) Generalizing [AA16], we attach to each d-homogeneous word map ϕw : g
r → g a cer-
tain “combinatorial gadget” which we call a d-polyhypergraph, and is a graph whose
hyperedges consist of multisets of d vertices and have types associated to them. Each
hyperedge corresponds to a sum of certain monomials in ϕw, and the types correspond
to a choice of coordinates on the target. We make sense of what it means for such an
object to be flat or (FRS).
(3) We encode the two operations above combinatorially. The convolution operation corre-
sponds to adding another copy of the polyhypergraph with hyperedges of identical types,
and degeneration corresponds to eliminating certain hyperedges which are of the same
type.
(4) In Sections 5.3 and 5.5, we deal with d-homogeneous word maps on high rank classi-
cal Lie algebras, and show that by applying an economical series of convolutions and
degenerations to the corresponding d-polyhypergraph, one gets a hypergraph with a cer-
tain tame combinatorial structure (for example, a disjoint union of hypergraphs each
consisting of a single hyperedge).
(5) In Sections 5.2 we deal with the case of low rank simple Lie algebras (when rk(g) =
O(d)), and with the case of a tame combinatorial object (as in (4)). The case of a
hypergraph consisting of a single hyperedge corresponds to a d-homogeneous polynomial
map ϕ : An → A1. For such maps, one can give an effective lower bound on the log
canonical threshold of the fibers. Using a Thom-Sebastiani type result, we can deduce
that ϕ∗(d+1) is (FRS).
There are certain difficulties that we deal with. In general, a generating morphism might become
non-generating after degeneration, so we need to choose our degenerations carefully; for example,
ψt(x, y) = (x, x + ty
2) is a degeneration of a dominant map ψ1(x, y) = (x, x + y
2) to a non-
generating map ψ0(x, y) = (x, x). In addition, there are certain low rank phenomena in Lie
algebra word maps that make the choice of degenerations especially difficult. Firstly, words of
degree d can be trivial on Lie algebras of comparable rank (see Example 4.3). Moreover, certain
degenerations can be proved to be effective only when the rank is large enough (∼ d ). Since
the degree d of the words could be arbitrary large, Step (5) is crucial.
The idea of the proof of Theorem E is to reduce to the case of matrix word maps, which is
Theorem D(1). The main observation (Lemma 7.10) is that SL2n is boundedly generated by
matrices of the form{(
In A
0 In
)
: A ∈Mn
}
and
{(
In 0
B In
)
: B ∈Mn
}
,
and that
(
In A
0 In
)−1
=
(
In −A
0 In
)
. This allows us to write ϕw in block matrix form,
where each block is a polynomial of matrices (in Mn), which we know how to deal with. This is
done in Section 7.
1.4.2. The commutator word map. Given a K-scheme X = SpecK[x1, . . . , xn]/(f1, . . . , fk) and
m ∈ N, one may define its m-th jet scheme Jm(X), which is the scheme having the following
coordinate ring:
K[x1, . . . , xn, x
(1)
1 , . . . , x
(1)
n , . . . , x
(m)
1 , . . . , x
(m)
n ]/({f (u)j }k,mj=1,u=1),
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where f
(u)
i is the u-th formal derivative of fi. Given a morphism ϕ : X → Y of affine K-schemes,
it induces a morphism Jm(ϕ) : Jm(X) → Jm(Y ) on the corresponding jet schemes called the
m-th jet morphism, which is given by Jm(ϕ) = (ϕ,ϕ
(1), . . . , ϕ(m)), with ϕ(u) again being the
u-th formal derivative of ϕ (as a polynomial map). See Section 2.1 for a more general (and
precise) definition. Using this language, Mustat¸a˘ introduced the following criterion for rational
singularities:
Theorem 1.18 ([Mus01]). Let X be a geometrically irreducible, local complete intersection
variety. Then the m-th jet scheme Jm(X) of X is geometrically irreducible for all m ∈ N if and
only if X has rational singularities.
The relative formulation of this statement is as follows:
Corollary 1.19 (Corollary 3.12). Let X and Y be smooth, geometrically irreducible K-varieties,
and let ϕ : X → Y be a flat morphism with geometrically irreducible fibers. Then ϕ is (FRS)
if and only if the m-th jet map Jm(ϕ) : Jm(X) → Jm(Y ) is flat, with geometrically irreducible
fibers for each m ∈ N.
We study the commutator map through its jets. By [AA16, Theorem IV], to prove Theorem
F it is enough to consider the Lie algebra case, and to show that ϕ∗4w : g
8 → g is (FRS) at
(0, . . . , 0) ∈ g8, where ϕw(X,Y ) = [X,Y ]. Using Corollary 1.19, we may consider the m-th jet
Jm(ϕw) : Jm(g
2)→ Jm(g) of the commutator map, and it is enough to show that each Jm(ϕw)
is flat at (0, . . . , 0) ∈ g2m, and that Jm(ϕ−1w (0)) is integral at (0, . . . , 0). Since the property of
being flat and having locally integral fibers is preserved under deformations (Proposition 2.10),
we may use degeneration methods as discussed in the previous subsection.
Under the identification Jm(g) ≃ gm+1, the map Jm(ϕw) is of the form (ϕw, ϕ(1)w , . . . , ϕ(m)w ) :
g2(m+1) → gm+1, where each ϕ(u)w is the u-th formal derivative of ϕw, and in particular a Lie
algebra word map of degree 2. By applying a self-convolution, and a series of degenerations, the
map Jm(ϕ
∗2
w ) is degenerated to a map comprised of commutators in disjoint variables,
φm(Y1, Y2, . . . , Y2m−1, Y2m) = ([Y1, Y2], [Y3, Y4], . . . , [Y2m−1, Y2m]),
whose fibers are a product of fibers of commutator maps. Hence, it is enough to show that ϕ∗2w is
flat, with reduced, geometrically irreducible fibers, which is done in Theorem 6.2 using Fourier
analysis.
It is worth noting that flatness of the commutator map is known in the group case ([Li93] and
[Sha09, Theorem 2.8]). In the Lie algebra case, except of sln, where a stronger claim is proved
in [Bud], no other proof was known to the authors.
1.4.3. Number theoretic interpretation of the (FRS) and ε-jet flatness properties and applica-
tions. Let X be a finite type Z-scheme. The Lang-Weil estimates [LW54] give the following for
almost any prime p:
|X(Fp)| = pdimXQ
(
CX,p +O(p
−1/2)
)
,
where CX,p is the number of top dimensional irreducible components of XFp which are defined
over Fp. In particular we see that
{
|X(Fp)|
pdimXQ
}
p∈primes
is uniformly bounded. Given a morphism
ϕ : X → Y between finite type smooth schemes, the flatness of ϕQ can be shown to be equivalent
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to certain uniform bounds on the fibers of ϕ : X(Fq)→ Y (Fq) over all finite fields (see Theorem
8.4).
For a finite ring A, set hX(A) :=
|X(A)|
|A|dimXQ
if XQ is non-empty, and hX(A) = 0 otherwise. Unlike
the case of finite fields, when considering points over finite rings, the singularities of X come into
play. For example, for X = SpecZ[x]/(x2), we have hX(Z/p2kZ) = pk, which is not uniformly
bounded in neither p nor k. On the other end of the spectrum, if X is smooth, a generalization
of Hensel’s Lemma implies that
{
hX(Z/pkZ)
}
p,k
is uniformly bounded. The following natural
question arises:
Question 1.20. Can we characterize finite type Z-schemes X, such that
{
hX(Z/pkZ)
}
p,k
is
uniformly bounded?
In [AA18], Aizenbud and Avni characterized this class of schemes in the case where XQ is a local
complete intersection. This was done relying on results of Mustat¸a˘ [Mus01] and Denef [Den87],
and was improved in [Gla19].
Theorem 1.21 (cf. [AA18, Theorem A], [Gla19, Theorem 1.4]). Let X be a finite type Z-scheme,
where XQ is equidimensional and a local complete intersection.
(1) XQ is reduced and has rational singularities if and only if there exists C > 0 such that
hX(Z/pkZ) < C, for every prime p, and every k ∈ N.
(2) XQ is geometrically irreducible, reduced and has rational singularities if and only if there
exists C > 0 such that
∣∣hX(Z/pkZ)− 1∣∣ < Cp−1/2, for every prime p, and every k ∈ N.
Notice that an (FRS) morphism ϕQ is in particular flat, so its fibers are local complete in-
tersections (assuming the base and target are smooth). The condition of rational singularities
puts each individual Z-fiber of ϕ in the framework of Theorem 1.21. Hence, under some mild
assumptions, the (FRS) property of ϕQ can be interpreted by certain uniform bounds on the size
of the fibers of ϕ : X(Z/pkZ)→ Y (Z/pkZ). We make this relation more precise in an upcoming
paper joint with Raf Cluckers [CGH].
Similarly to the (FRS) property, Theorem H characterizes the ε-jet flatness property in terms
of certain uniform bounds on the size of the fibers over finite rings of the form Z/pkZ. The
idea of the proof is to first reduce to the study of the Fp[t]/tk-fibers of ϕ, or equivalently, the
fibers of Jk−1(ϕ) : Jk−1(X)(Fp) → Jk−1(Y )(Fp). The Lang-Weil bounds on the k-th jet maps
Jk(ϕ), connect between the ε-flatness of Jk−1(ϕ) and the desired upper bound on the Fp-fibers of
Jk−1(ϕ), for each fixed k. Since the family of morphisms {Jk(ϕ)}k∈N is of unbounded complexity,
a finer treatment is needed.
It can be shown that the function g : Y (Zp)× N→ R defined by g(y, k) :=
∣∣ϕ−1(rk(y))∣∣, where
rk : Y (Zp)→ Y (Z/pkZ) is the reduction map, belongs to a certain class of functions with a well
behaved structure and integration theory, called motivic functions (in the sense of [CL08, CL10],
see Section 8.3 for more details). We then use results in motivic integration, to deal with the
unbounded complexity of {Jk(ϕ)}k∈N and finish the proof.
Most of the probabilistic applications follow from the algebro-geometric results (Theorems A-F)
and the number theoretic interpretations of the flatness, ε-jet flatness and the (FRS) properties.
To prove Theorem K we generalize [LST19, Theorem 2]. The main observation of [LST19] is that
the property that a word w ∈ Fr is almost {Fq}-uniform in L1 has a geometric characterization,
namely, that the generic fiber of ϕw : G
r → G is geometrically irreducible for every simple
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algebraic group G. We show that if this is the case, then the m-th jet morphism Jm(ϕw) :
Jm(G
r)→ Jm(G) also has a geometrically irreducible generic fiber (Lemma 3.14), which in turn
implies that w ∈ Fr is almost {Zq}-uniform.
1.5. Conventions.
• By N we mean the set {0, 1, 2, ...}.
• We denote the complement of a set S by Sc.
• Unless explicitly stated otherwise, K is a field of characteristic 0 and F is a non-
Archimedean local field of characteristic 0 whose ring of integers is OF .
• For any scheme X and an element x ∈ X we denote by κ(x) its function field.
• For a morphism ϕ : X → Y of schemes, we denote by Xy,ϕ the scheme theoretic fiber
Spec(κ(y)) ×Y X of ϕ over y ∈ Y . We sometimes denote it by Xy if the map ϕ is
understood.
• For a K-morphism ϕ : X → Y between K-varieties X and Y , we denote by Xsm
(resp. Xsing) the smooth (resp. non-smooth) locus of X, and we denote by Xsm,ϕ
(resp. Xsing,ϕ) the smooth (resp. non-smooth) locus of ϕ in X.
• For an S-scheme X, we denote the base change with respect to S′ → S by XS′ .
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2. Preliminaries
2.1. Basic properties of jet schemes. For a thorough discussion of jet schemes and their
properties see [CLNS18, Chapter 3] and [EM09].
Definition 2.1 (cf. [CLNS18, Section 3.2]). Let S be a scheme and let X be a scheme over S.
(1) For any m ∈ N, we define the m-th jet scheme of X, denoted Jm(X/S) as the S-scheme
representing the functor
Jm(X/S) :W 7−→ HomS-schemes(W ×SpecZ Spec(Z[t]/(tm+1)),X),
where W is an S-scheme. When the scheme S is understood, we omit it from our
notation.
(2) Given an S-morphism ϕ : X → Y between two S-schemes X and Y , and given an
S-scheme W , the composition with ϕ yields a map
Jm(X/S)(W )→ Jm(Y/S)(W ),
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which corresponds to a morphism
Jm(ϕ) : Jm(X/S)→ Jm(Y/S),
and is called the m-th jet of ϕ.
From now on we restrict ourselves to finite type K-schemes (with S = SpecK).
Definition 2.2.
(1) Let X be a finite type K-scheme. For any m ≥ n ∈ N and any finite type K-algebra A,
we have a natural map A[t]/(tm+1)→ A[t]/(tn+1) which induces, via Jm(X)(SpecA)→
Jn(X)(SpecA), a natural morphism πmn : Jm(X) → Jn(X). The maps {πmn }m≥n are
called truncation maps. Note that any K-morphism ϕ : X → Y gives rise to a collec-
tion of morphisms {Jm(ϕ) : Jm(X) → Jm(Y )}m∈N between the corresponding m-th jet
schemes, which commute with {πmn }m≥n.
(2) The natural map A→ A[t]/(tm+1) induces a zero section sm : X →֒ Jm(X).
Let X ⊆ An be an affine K-scheme whose coordinate ring is K[x1, . . . , xn]/(f1, . . . , fk). Then
the coordinate ring of Jm(X) is
K[x1, . . . , xn, x
(1)
1 , . . . , x
(1)
n , . . . , x
(m)
1 , . . . , x
(m)
n ]/({f (u)j }k,mj=1,u=1),
where f
(u)
i is the u-th formal derivative of fi. Here, the zero section is sm(x1, . . . , xn) =
(x1, . . . , xn, 0, . . . , 0) ∈ Jm(X).
Example 2.3.
(1) Jm(An) ≃ An(m+1).
(2) Let X = Spec (K[x]/(xn)). Then
J2(X) = Spec
(
K[x, x(1), x(2)]/(xn, nxn−1x(1), n(n − 1)xn−2(x(1))2 + nxn−1x(2))
)
.
(3) For any smooth K-scheme X, the first jet scheme J1(X) can be identified with the
tangent bundle TX.
Let ϕ : An1 → An2 be a morphism between affine spaces. Then Jm(ϕ) : An1(m+1) → An2(m+1) is
given by formally deriving ϕ, Jm(ϕ) = (ϕ,ϕ
(1), . . . , ϕ(m)). By functoriality, the m-th jet Jm(ϕ)
of a morphism ϕ : X → Y of affine K-schemes, is given by the formal derivative of ϕ.
Example 2.4. Let φ : gl2n → gln be the commutator map φ(X,Y ) = [X,Y ]. Then
φ1(X,Y,X
(1), Y (1)) =
(
[X,Y ],XY (1) +X(1)Y − Y X(1) − Y (1)X
)
=
(
[X,Y ], [X,Y (1)] + [X(1), Y ]
)
,
where X(1) is the formal derivative of X (by deriving each entry). We will use these kind of
computations in Sections 4, 5 and 6.
Here are two useful facts:
Lemma 2.5.
(1) If X is a smooth K-variety, then Jm(X) is smooth of dimension (m+ 1)dimX for any
m ≥ 1, and all the truncation maps πmn : Jm(X) → Jn(X) are locally trivial fibrations
with fiber AdimX(m−n).
ON SINGULARITY PROPERTIES OF WORD MAPS AND APPLICATIONS 16
(2) If ϕ : X → Y is an e´tale morphism then the commutative diagram
Jm(X)
Jm(ϕ)−→ Jm(Y )
↓ πm0 ↓ πm0
X
ϕ−→ Y
is a fibered diagram (and in particular Jm(ϕ) is e´tale).
2.2. Log canonical threshold. Let X be a smooth K-variety and let Z ⊆ X be a closed
subscheme. A log resolution π : Y → X of (X,Z) is a proper, birational morphism from a
smooth variety Y , such that D := π−1(Z) is a Cartier divisor and D +KY/X is a divisor with
simple normal crossings, where KY/X is the relative canonical divisor defined by the determinant
of the Jacobian of π (see [Mus12, Section 1.1]). Such a resolution exists by Hironaka [Hir64]. In
particular KY/X and D can be written as KY/X =
N∑
i=1
kiEi and D =
N∑
i=1
aiEi, where the Ei are
distinct smooth irreducible divisors.
The log canonical threshold of the pair (X,Z) is defined as lct(X,Z) := min
x∈X
lctx(X,Z), where
lctx(X,Z) := min
i:x∈π(Ei)
ki+1
ai
. By convention, if x /∈ Z, we set lctx(X,Z) = ∞. For X affine and
smooth, with coordinate ring K[X], and an ideal a ⊆ K[X], we write lct(a) := lct(X,V (a)),
where V (a) is the vanishing set of a. In general, lower values of lct(X,Z) correspond to ”wilder”
singularities of the pair (X,Z). If lct(X,Z) ≥ 1 then the pair (X,Z) is log canonical. If Z is a
smooth subscheme, then lct(X,Z) = dimX − dimZ, which is the largest possible value.
Mustat¸a˘ showed that the log canonical threshold can be characterized in terms of the growth
rate of the dimensions of the jet schemes of Z:
Theorem 2.6 ([Mus02, Corollary 0.2], [CLNS18, Corollary 7.2.4.2]). Let X be a smooth, geo-
metrically irreducible K-variety, and let Z ( X be a closed subscheme. Then
lct(X,Z) = dimX − sup
m≥0
dimJm(Z)
m+ 1
.
Note that lct(X,Z) does not depend on the ambient space X (only on dimX) or the embedding
of Z in X.
Example 2.7. Let ϕi(x) = x
ni
i for 1 ≤ i ≤ k. Then lct(A1C, ϕ−1i (0)) = lct0(A1C, ϕ−1i (0)) = 1ni .
By a Thom-Sebastiani type result [MSS18, Corollary 1] we have
lct(AkC, (ϕ1 ∗ · · · ∗ ϕk)−1(0)) = min{1,
k∑
i=1
lct(A1C, ϕ
−1
i (0))} = min{1,
k∑
i=1
1
ni
}.
We therefore see that the convolution operation improves the log canonical threshold.
The following properties of the log canonical threshold will be useful for us.
Fact 2.8 (see [Mus12, Section 1]). Let X be a smooth, geometrically irreducible, affine K-variety.
(1) Let 0 6= a1 ⊆ a2 be two ideals in K[X]. Then lctx(a1) ≤ lctx(a2) for any x ∈ X.
(2) Let a ⊆ K[X] be an ideal. Then for any x ∈ X we have lctx(a) ≥ 1ordx(a) , where
ordx(a) = min
f∈a
ordx(f),
and ordx(f) is the minimal |α| such that ∂
αf
∂xα (x) 6= 0.
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2.3. A method of degeneration.
Definition 2.9. Let X and S be K-schemes. An S-deformation of X is a flat K-morphism
π : X˜ → S such that Xs ≃ X for some s ∈ S. Assume we are given a deformation π : X˜ → S
such that X˜s ≃ X for any s in a punctured neighborhood U of s0 ∈ S. In this situation we say
that X˜s0 is an S-degeneration of X.
Proposition 2.10. Let S be a K-variety, let X and Y be smooth S-varieties, with structure
maps πX : X → S and πY : Y → S, and let ϕ : X → Y be an S-morphism. Let P be one of the
following properties of morphisms:
(1) Flatness.
(2) Flatness with reduced fibers.
(3) Flatness with locally integral (i.e. locally irreducible and reduced) fibers.
(4) Flatness with normal fibers.
(5) (FRS).
(6) Smoothness.
Then the set of points x ∈ X for which the fiber map ϕπX(x) : XπX(x) −→ YπX(x) is P at x is
open.
Proof. Let x ∈ X and sx := πX(x). Assume that ϕsx : Xsx→ Ysx is P at x. Since X and Y are
S-smooth, by miracle flatness it follows for any x′ ∈ X, that ϕsx′ is flat at x′ if and only if ϕ is
flat at x′. This implies (1). By restricting to an open neighborhood, we may assume that ϕ is
flat. Note that (Xsx)ϕsx (x),ϕsx ≃ Xϕ(x),ϕ. Now, since ϕ is flat it follows by [Gro67, Theorems
12.1.1, 12.1.6] and by [Elk78] that the set
{x ∈ X : ϕ is P at x} = {x ∈ X : ϕsx is P at x}
is open. 
Notation 2.11. We denote by P the collection of singularity properties P appearing in Proposi-
tion 2.10.
Given an S-degeneration ϕ˜ : X˜ → Y˜ of a morphism ϕ : X → Y to a morphism ϕ0 := ϕ˜s0 :
X˜s0 → Y˜s0 , and a property P ∈ P, one can obtain information on the P -locus of ϕ using the
P -locus of ϕ0. This is manifested in the following corollary:
Corollary 2.12 (cf. [AA16, Corollary 2.3]). Let X˜ and Y˜ be smooth A1-varieties with a Gm
action which is compatible with the action of Gm on A1. Let ϕ˜ : X˜ → Y˜ be a Gm-equivariant
A1-morphism, let s : A1 → X˜ be a Gm-equivariant section of the structure map X˜ → A1 and let
P ∈ P. Assume that ϕ˜0 is P at s(0). Then ϕ˜1 is P at s(1).
Let X be an algebraic K-variety and let x ∈ X(K). The local ring OX,x has natural descending
filtration miX,x, which induces a graded ring gr(OX,x) =
⊕
i≥0
miX,x/m
i+1
X,x. We define the geometric
tangent cone Cx(X) of X at x to be Spec(gr(OX,x)red), where gr(OX,x)red is the quotient of
gr(OX,x) by its nilradical. Any morphism ϕ : X → Y induces a map ϕ∗ : OY,ϕ(x) → OX,x, which
yields a morphism of graded rings gr(ϕ∗) : gr(OY,ϕ(x))→ gr(OX,x) and therefore induces a map
gr(ϕ) : CxX → Cϕ(x)Y between the tangent cones.
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Since the map gr(ϕ) may be trivial, we would like to consider a slightly more general construction.
Let l ∈ N satisfy ϕ∗(mY,ϕ(x)) ⊆ mlX,x, and define the following filtrations on OX,x and OY,ϕ(x).
For OX,x we set F iOX,x = miX,x for i > 0 and F 0OX,x = OX,x. For OY,ϕ(x) we define F iOY,ϕ(x) =
m
⌊i/l⌋
Y,ϕ(x) for i > 0 and F
0OY,ϕ(x) = OY,ϕ(x). Our choice of l guarantees that the map ϕ∗ is
filtration-preserving, so ϕ induces a map on the tangent cones, denoted by
Dl−1x := grF (ϕ) : CxX → Cϕ(x)Y.
By an appropriate choice of l we may guaranty that Dl−1x is non-zero. In [AA16, Section 2.1.1]
it is shown that any morphism ϕ : X → Y can be degenerated to the morphism Dlxϕ : CxX →
Cϕ(x)Y for a suitable l. Corollary 2.12 gives the following:
Corollary 2.13 (cf. [AA16, Corollary 2.14], the linearization method). Let ϕ : X → Y be a
morphism of affine varieties, let x ∈ X(K), and let P ∈ P. Suppose that Dlxϕ is P at x for
some l for which Dlxϕ is defined. Then ϕ is P at x.
Remark 2.14. Let ϕ : An → Am be a morphism and assume that all derivatives at (a1, . . . , an) ∈
Kn of ϕ of order ≤ l vanish. ThenDlxϕ is just the Taylor expansion of order (l+1) at (a1, . . . , an)
of the polynomial map ϕ.
The linearization method allows us to reduce the problem of showing that a morphism satisfies
a certain singularity property P ∈ P to showing that some map between affine spaces satisfies
P . We now treat the latter; for any ω = (ω1, . . . , ωn) ∈ Zn (referred to as a weight), we define
the ω-degree of a monomial xa11 · . . . · xann ∈ K[x1, . . . , xn] to be degω(xa11 · . . . · xann ) :=
n∑
i=1
aiωi.
For any polynomial f ∈ K[x1, . . . , xn], we define the symbol of f , denoted σω(f), to be the sum
of the monomials of f with the lowest ω-degree. Notice that the degree induced from the weight
ω = (1, . . . , 1) corresponds to the standard degree of monomials deg(xa11 · . . . · xann ) =
n∑
i=1
ai. By
choosing appropriate filtrations, and applying Corollary 2.12, one can obtain the following:
Corollary 2.15 (cf. [AA16, Corollary 2.17], the elimination method). Let ϕ = (ϕ1, . . . , ϕm) :
An → Am be a morphism, ω ∈ Zn be a weight, P ∈ P and let σω(ϕ) = (σω(ϕ1), . . . , σω(ϕm)) be
the symbol of ϕ. If σω(ϕ) is P at (0, . . . , 0), then so is ϕ.
The above degeneration methods can be applied to jet morphisms. Given a K-variety X, there
is a natural Gm-action φ : Gm × Jm(X) → Jm(X) defined on the level of A-valued points for
any commutative ring A; for any a ∈ A× and f : SpecA[t]/(tm+1)→ X we set
φ(a, f) = f ◦ ga,
where ga : SpecA[t]/(t
m+1)→ SpecA[t]/(tm+1) is induced from t 7→ at.
Given a morphism ϕ : X → Y , the map Jm(ϕ) : Jm(X)→ Jm(Y ) is Gm-equivariant.
Example 2.16. Let X = Spec (C[x1, . . . , xn]/(f1, . . . , fk)). Then any point b ∈ Jm(X)(C) is of
the form b = (b1, . . . , bn, . . . , b
(m)
1 , . . . , b
(m)
n ), where f
(u)
j (b) = 0 for 1 ≤ j ≤ k and 0 ≤ u ≤ m.
The above Gm-action is then given by
s.b = (b1, . . . , bn, sb
(1)
1 , . . . , sb
(1)
n . . . , s
mb
(m)
1 , . . . , s
mb(m)n ).
Note that f
(u)
j (s.b) = s
uf
(u)
j (b) = 0 as expected.
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Corollary 2.17. Let ϕ : X → Y be a morphism between smooth K-varieties and let P ∈ P.
Assume that Jm(ϕ) : Jm(X)→ Jm(Y ) is P at (x, 0) ∈ Jm(X) for every x ∈ X. Then Jm(ϕ) is
P .
Proof. It is enough to prove the claim for X and Y affine. Set J˜m(X) = Jm(X)×A1, J˜m(Y ) =
Jm(Y )× A1 and J˜m(ϕ) : J˜m(X)→ J˜m(Y ) by
J˜m(ϕ)
(
(x, x(1), . . . , x(m)), t
)
=
(
Jm(ϕ)(x, x
(1), . . . , x(m)), t
)
.
Note that J˜m(ϕ) isGm-equivariant. Taking theGm-equivariant section s(t) = (x, tx(1), . . . , tmx(m)),
and using the assumption that Jm(ϕ) is P at s(0) = (x, 0), by Corollary 2.12 we get that Jm(ϕ)
is P at s(1) = (x, x(1), . . . , x(m)). 
3. Some properties of the algebraic convolution operation
In this section we introduce various singularity properties and discuss their behavior with respect
to the algebraic convolution operation. We first recall some results from [GH] and [GH19] about
morphisms from a smoothK-scheme to aK-algebraic group. Throughout this section we assume
that K is a field of characteristic zero.
3.1. The algebraic convolution operation: the case of general morphisms.
Definition 3.1. Let ϕ : X → Y be a morphism between K-schemes.
(1) ϕ is called normal at x ∈ X if ϕ is flat at x and the fiber Xϕ(x) is geometrically normal
at x. ϕ is called normal if it is normal at every x ∈ X.
(2) ϕ is called (FGI) if it is flat with geometrically irreducible fibers.
Remark 3.2. Since by convention the empty scheme is reducible, an (FGI) morphism is in
particular surjective.
In [GH19] and [GH], we have shown that the convolution operation improves various singularity
properties of morphisms in the following sense:
Proposition 3.3 ([GH, Proposition 3.1, Lemma 3.4]). Let X and Y be smooth geometrically
irreducible K-varieties, G be an algebraic K-group and let S be any of the following properties
of morphisms:
(1) Dominance.
(2) Flatness (or flatness with reduced fibers).
(3) Normality.
(4) Smoothness.
(5) (FGI).
(6) (FRS).
Suppose ϕ : X → G has property S and ψ : Y → G is any morphism. Then the maps ϕ ∗ ψ :
X × Y → G and ψ ∗ ϕ : Y ×X → G have the property S.
By taking enough self-convolutions of a given dominant morphism, one can obtain increasingly
better singularity properties, and eventually obtain an (FRS) morphism.
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Proposition 3.4 (cf. [GH, Theorem B]). Let m ∈ N, let X1, . . . ,Xm be geometrically irreducible
smooth K-varieties, G be a connected algebraic K-group and let {ϕi : Xi → G}mi=1 be a collection
of dominant morphisms.
(1) For any 1 ≤ i, j ≤ m the morphism ϕi ∗ ϕj is surjective.
(2) If m ≥ dimG then ϕ1 ∗ · · · ∗ ϕm is flat.
(3) If m ≥ dimG+ 1 then ϕ1 ∗ · · · ∗ ϕm is flat with reduced fibers.
(4) If m ≥ dimG + k then ϕ1 ∗ · · · ∗ ϕm is flat with normal fibers which are regular in
codimension k − 1.
(5) The bounds in (2)−(4) are tight (e.g. consider ϕ(x1, . . . , xm) = (x21, (x1x2)2 , (x1x3)2 , (x1xm)2),
see [GH, Proposition 3.6]).
Theorem 3.5 ([GH, Theorem A]). Let X be a geometrically irreducible smooth K-variety, G be
a connected K-algebraic group and let ϕ : X → G be a dominant morphism. Then there exists
N ∈ N such that for any t > N , the t-th convolution power ϕ∗t is (FRS).
For the next sections we need several more auxiliary results.
Proposition 3.6. Let {Xi}i∈N be a collection of geometrically irreducible smooth K-varieties,
let G be a connected algebraic K-group, and let {ϕi : Xi → G}i∈N be a collection of dominant
morphisms. Assume that ϕ1 is flat. Then
(1) ϕ1 ∗ ϕ2 is flat with reduced fibers.
(2) If m ≥ 3 then ϕ1 ∗ · · · ∗ ϕm is flat with normal fibers which are regular in codimension
m− 2.
Proof. Let X =
k∏
i=1
Xi. Notice that by Proposition 3.3, ϕ := ϕ1 ∗ ϕ2 ∗ · · · ∗ ϕk : X → G is a
flat morphism between smooth schemes, and therefore its fibers are local complete intersections
and in particular Cohen-Macaulay. By Serre’s criterion for normality and reducedness [Gro67,
Proposition 5.8.5, Theorem 5.8.6] it is enough to show that for any k ≥ 2 the fibers are regular
in codimension k − 2.
Since ϕ is flat, x = (x1, . . . , xk) is a smooth point of the fiber Xϕ(x),ϕ if and only if ϕ is smooth at
x. For each 1 ≤ i ≤ k denote by Gsing,ϕi the set of g ∈ G with (Xi)g,ϕi non-smooth. By generic
smoothness, dimϕ−1i (G
sing,ϕi) ≤ dimXi − 1. Note that by Proposition 3.3, ϕ is non-smooth at
x only if ϕi is non-smooth at xi for each i. Thus, set theoretically, we have the following:
(ϕ−1(g))sing ⊆
⋃
(g2,...,gk)∈G
sing,ϕ2×...×Gsing,ϕk
ϕ−11 (gg
−1
k . . . g
−1
2 )× ϕ−12 (g2)× · · · × ϕ−1k (gk).
In particular,
dim(Xsingg,ϕ ) ≤ dimX1 − dimG+
k∑
i=2
dimϕ−1i (G
sing,ϕi)
≤
k∑
i=1
dimXi − dimG− (k − 1) = dimXg,ϕ − (k − 1).

Definition 3.7. Let ϕ : X → G be a morphism between a geometrically irreducible K-variety
X and a connected algebraic K-group G. Then ϕ is called generating, if for any algebraic
K-subgroup H  GK¯ , and any g ∈ G(K) we have ϕ(X) * gH.
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Lemma 3.8 (cf. [GH19, Proposition 3.5]). Let X be a geometrically irreducible K-variety, G
be a connected algebraic K-group and ϕ : X → G a generating morphism whose image contains
e ∈ G. Then ϕ∗dimG is dominant, and thus ϕ∗(dimG)2 is flat.
Proof. The proof is the same as in [GH19, Proposition 3.5]. It is only left to observe that ϕ(X)n
must stabilize for some n ≤ dimG, and then using [GH19, Proposition 3.5] we deduce that
ϕ(X)n = G, so that ϕ∗n is dominant. 
The following will be useful in Section 5.4.
Lemma 3.9. Let X and Y be smooth geometrically irreducible K-varieties, G a connected K-
algebraic group, and k ∈ N. Let ψ : X → G and ϕ : Y → G be dominant morphisms such that
dimYg,ϕ ≤ dimY − dimG+ k, for each g ∈ G. Then ϕ ∗ ψ∗k is flat.
Proof. By induction, it suffices to show that ϕ ∗ ψ satisfies
dim
(
(ϕ ∗ ψ)−1(g)) ≤ dimX + dimY − dimG+ k − 1.
Set Sl := {g ∈ G : dimXg,ψ = dimX − dimG+ l}, and notice that set theoretically
(3.1) (ϕ ∗ ψ)−1(g) =
dimG⋃
l=0
⋃
g0∈Sl
ϕ−1(gg−10 )× ψ−1(g0),
for any g ∈ ϕ ∗ ψ(X). Note that G =
dimG⋃
l=0
Sl, X =
dimG⋃
l=0
ψ−1(Sl) and that S0 ⊆ G and
X0 := ψ
−1(S0) ⊆ X are open subsets, by generic flatness of ψ. Hence for every g ∈ G we have
(3.2) dim
 ⋃
g0∈S0
ϕ−1(gg−10 )× ψ−1(g0)
 = dimX + dimY − dimG.
By the geometric irreducibility of X we have dimψ−1(Sl) ≤ dimX − 1 for every l > 0, and
therefore by (3.1) and (3.2)
dim(ϕ ∗ ψ)−1(g) ≤ dimX + dimY − dimG+ k − 1.

3.2. Singularity properties of schemes and morphisms via their jets. In [Mus01] and
[EM04], it was shown that various singularity properties of a scheme X can be detected in terms
of its jet schemes:
Theorem 3.10. If X is a geometrically irreducible, local complete intersection K-variety then
the following hold:
(1) If X is normal, then Jm(X) is equidimensional for every m ≥ 1 (and hence dimJm(X) =
(m+ 1)dimX) if and only if X has log canonical singularities.
(2) Jm(X) is geometrically irreducible for all m ≥ 1 if and only if X has rational singulari-
ties.
(3) Jm(X) is normal for all m ≥ 1 if and only if X has terminal singularities.
This motivates us to introduce the following definitions:
Definition 3.11. Let ϕ : X → Y be a K-morphism of smooth varieties.
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(1) ϕ is called jet-flat (resp. jet-normal/jet-(FGI)) if Jm(ϕ) : Jm(X) → Jm(Y ) is flat
(resp. normal/(FGI)) for every m ≥ 0.
(2) ϕ is called (FLCS) (resp. (FTS)) if ϕ is flat, with normal fibers of log canonical singu-
larities (resp. terminal singularities).
We now prove the following relative version of Theorem 3.10.
Corollary 3.12. Let ϕ : X → Y be an (FGI)-morphism of smooth geometrically irreducible
K-varieties X and Y .
(1) If ϕ is normal then ϕ is (FLCS) if and only if ϕ is jet-flat.
(2) ϕ is (FRS) if and only if ϕ is jet-(FGI).
(3) ϕ is (FTS) if and only if ϕ is jet-normal.
Remark 3.13. We have (FTS)⇒ (FRS)⇒ (FLCS).
For the proof of Corollary 3.12 we need the following useful lemma.
Lemma 3.14. Let ϕ : X → Y be a dominant morphism between smooth geometrically irreducible
K-varieties.
(1) Assume that ϕ is smooth and (FGI). Then ϕ is also jet-(FGI).
(2) Assume that ϕ has a geometrically irreducible generic fiber. Then for any m ∈ N the jet
morphism Jm(ϕ) : Jm(X)→ Jm(Y ) has a geometrically irreducible generic fiber.
Proof. By [Sta18, Lemmas 37.25.5, 37.25.6] and by generic flatness, the generic fiber of Jm(ϕ)
is geometrically irreducible if and only if Jm(ϕ) is (FGI) over an open set in Jm(Y ). By generic
smoothness, it is enough to prove (1). Write d = dimX − dimY . We may assume that ϕ
factors through X
ψ→ Y × Ad pr→ Y , where ψ an e´tale map, and pr the projection. We can
then write Jm(ϕ) = Jm(pr) ◦ Jm(ψ), with Jm(ψ) : Jm(X) → Jm(Y × Ad) an e´tale map and
Jm(pr) : Jm(Y × Ad)→ Jm(Y ) is the projection.
Write x ∈ Jm(Ad) ≃ Ad(m+1) as x = (t, t′) where t ∈ Ad and where t′ ∈ Adm corresponds to the
various derivatives. Since ψ is e´tale, by Lemma 2.5, the following is a base change diagram:
Jm(X)
Jm(ψ)−→ Jm(Y )× Jm(Ad) Φ−→ Jm(Y )× Adm
πm0 ↓ πm0 ↓ π ↓
X
ψ−→ Y × Ad pr−→ Y
,
where Φ is defined by Φ(y, y′, t, t′) = (y, y′, t′) (for (y, y′) ∈ Jm(Y )), and π(y, y′, t′) = πm0 (y, y′) =
y. Notice that for any (y, y′, t′) ∈ Jm(Y )×Adm, the scheme theoretic fiber Jm(X)(y,y′ ,t′),Φ◦Jm(ψ)
is a base change of the fiber Xy,ϕ by a field extension, so it is geometrically irreducible.
For any (y, y′) ∈ Jm(Y ) consider the map f : Jm(X)(y,y′),Jm(ϕ) → {(y, y′)} × Adm by (x, x′) 7→
Φ ◦ Jm(ψ)(x, x′). Then it is a flat morphism with geometrically irreducible target, and such
that all fibers are geometrically irreducible, as they can be identified with Jm(X)(y,y′,t′),Φ◦Jm(ψ).
Applying the following lemma to f , we deduce that Jm(X)(y,y′),Jm(ϕ) is geometrically irreducible
for any (y, y′) ∈ Jm(Y ), as required.
Lemma 3.15 (see [Sta18, Lemma 5.8.12]). Let f : X1 → X2 be a continuous map between
topological spaces, such that f is open, X2 is irreducible, and there exists a dense collection of
points y ∈ X2 such that f−1(y) is irreducible. Then X1 is irreducible.
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
Proof of Corollary 3.12. (1) and (3) follow from Corollary 2.17 and Theorem 3.10. One direction
of (2) follows from Theorem 3.10. Assume that ϕ is (FRS). Then it follows from Theorem 3.10
that Jm(ϕ) : Jm(X)→ Jm(Y ) is (FGI) over Y ⊆ Jm(Y ). It is left to prove that it is (FGI).
By Corollary 2.17 Jm(ϕ) is flat. By [Mus01, Proposition 1.5] Jm(ϕ) is flat with fibers which are
locally integral at each x ∈ X ⊆ Xm. By Corollary 2.17, all of the fibers of Jm(ϕ) are locally
integral, and in particular all geometrically irreducible components of the any fiber of Jm(ϕ) are
disjoint.
Since X,Y are smooth and Jm(ϕ) is flat, we have Jm(X
sm,ϕ) ≃ Jm(X)sm,Jm(ϕ). Indeed, by
writing the Jacobian of Jm(ϕ), one can see that Jm(ϕ) is a submersion at (x, x
′) ∈ Jm(X)
only if ϕ is a submersion at x ∈ X, and in the other direction, ϕ|Xsm,ϕ is smooth and thus
Jm(ϕ)|Jm(Xsm,ϕ) is smooth.
Let (x, x′) ∈ Jm(X) and set (y, y′) := Jm(ϕ)(x, x′). Let Z be any geometrically irreducible com-
ponent of Jm(X)(y,y′),Jm(ϕ). By Lemma 3.14, Jm(ϕ)|Xsm,ϕ has geometrically irreducible fibers,
and thus Jm(X)(y,y′),Jm(ϕ) ∩ Jm(X)sm,Jm(ϕ) is geometrically irreducible. But since Jm(ϕ) is flat
with reduced fibers, it follows that Jm(X)(y,y′),Jm(ϕ)∩Jm(X)sm,Jm(ϕ) is dense in Jm(X)(y,y′),Jm(ϕ)
which implies that Jm(X)(y,y′),Jm(ϕ) is geometrically irreducible. 
We would like to prove a version of Corollary 3.12 for non-(FGI) morphisms:
Corollary 3.16. Let ϕ : X → Y be an (FRS) morphism between smooth geometrically irre-
ducible K-varieties X and Y . Then for any m ∈ N, y ∈ ϕ(X) and y˜ ∈ Jm(Y ) with πm0 (y˜) = y,
the schemes Jm(X)y˜,Jm(ϕ) and Xy,ϕ have the same number of geometrically irreducible compo-
nents.
Proof. We may assume that Y is affine. Let us first assume that ϕ is smooth. For any
(y, y(1), ..., y(m)) ∈ Jm(Y ), the truncation map πmm−1 : Jm(X)→ Jm−1(X) induces a morphism
ψm : Jm(X)(y,y(1) ,...,y(m)),Jm(ϕ) → Jm−1(X)(y,y(1) ,...,y(m−1)),Jm−1(ϕ).
Note that the fibers of ψm are isomorphic to AdimX−dimY . Indeed, we may assume that X is
affine, and write Jm(ϕ) = (ϕ,ϕ
(1), . . . , ϕ(m)). For any (x, x(1), . . . , x(m−1)) ∈ Jm−1(X)(y,y(1) ,...,y(m−1)),Jm−1(ϕ),
we have
ψ−1m (x, x
(1), . . . , x(m−1)) ≃ {z : ϕ(m)(x, x(1), . . . , x(m−1), z) = y(m)}.
Since ϕ(m) is linear in x(m) where x, x(1), . . . , x(m−1) are parameters, we are done. Restricting to
each geometrically irreducible component ofXy,ϕ, and applying Lemma 3.15 to ψm, we deduce by
induction on m that Jm(X)(y,y(1) ,...,y(m)),Jm(ϕ) and Xy,ϕ have the same number of geometrically
irreducible components.
Since we proved the corollary for smooth morphisms, we deduce that Jm(X)y˜,Jm(ϕ)∩Jm(Xsm,ϕ)
has the same number of geometrically irreducible components as Xy,ϕ∩Xsm,ϕ, which is the
same as in Xy,ϕ. But we have seen that Jm(X
sm,ϕ) intersects any irreducible component of
Jm(X)(y,y′),Jm(ϕ) and they are all disjoint, so we are done. 
The m-th jet scheme Jm(G) of an algebraic K-group G has a natural structure of an algebraic
K-group, where the multiplication map mJm(G) : Jm(G)× Jm(G)→ Jm(G) is just the m-th jet
Jm(mG) of the usual multiplication map mG. In particular, we have the following lemma:
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Lemma 3.17. Let X1,X2 be K-schemes, G an algebraic K-group, and let {ϕi : Xi → G}2i=1 be
morphisms. Then Jm(ϕ1) ∗ Jm(ϕ1) = Jm(ϕ1 ∗ ϕ2).
Corollary 3.18. Let X1,X2,X3 be smooth geometrically irreducible K-varieties, and let {ϕi :
Xi → G}3i=1 be dominant morphisms such that ϕ1 : X1 → G is jet-flat. Then ϕ1 ∗ ϕ2 is (FRS)
and ϕ1 ∗ ϕ2 ∗ ϕ3 is (FTS).
Proof. By Proposition 3.6 and Lemma 3.17 it follows that Jm(ϕ1 ∗ϕ2) is flat with reduced fibers.
In particular,
(
Jm(X1 ×X2)(g,0)
)sm ≃ (Jm((X1 ×X2)g))sm is dense in Jm((X1 ×X2)g) for any
g ∈ G. We have also seen that Jm(X1 ×X2)sm,Jm(ϕ1∗ϕ2) ≃ Jm((X1 ×X2)sm,ϕ1∗ϕ2) so(
Jm(X1 ×X2)(g,0)
)sm
= Jm(X1 ×X2)(g,0) ∩ Jm(X1 ×X2)sm,Jm(ϕ1∗ϕ2)
= Jm((X1 ×X2)g ∩ (X1 ×X2)sm,ϕ1∗ϕ2) = Jm((X1 ×X2)smg ).
By [Mus01, Proposition 1.4], we deduce that (X1 ×X2)g has rational singularities. Proposition
3.6 and Corollary 3.12 imply that ϕ1 ∗ ϕ2 ∗ ϕ3 is (FTS). 
3.3. Singularity properties of word maps: first observations. We have seen in Propo-
sition 3.4 that a dominant morphism ϕ : X → G becomes flat after dimG self-convolutions,
and one cannot hope for better bounds in this generality. Since word maps furnish an abun-
dant of symmetries, one would expect their singularity properties improve much faster under
self-convolution than those of a general morphism. For example, since word maps are conjugate
invariant, the locus of any given singularity property is conjugate invariant as well. Indeed,
in [LST19] it was shown that any word map ϕw : G
r → G becomes flat after O(ℓ(w)4) self-
convolutions, for every semisimple group G, where ℓ(w) is the length of w. Similarly, one would
expect improved bounds for Lie algebra word maps.
In Sections 4 and 5 we provide bounds on the number of self-convolutions of Lie algebra word
maps required to obtain flat and (FRS) morphisms. While the task of providing effective bounds
for the (FRS) property of group word maps is not yet finished, we can still say something on
the singularities of the fibers of word maps (see Section 7). For this, we would like to introduce
quantitative ways to measure how bad are the singularities of a word map, or how far is a word
map from being an (FRS) morphism. We further discuss the (FGI) property which plays an
important role in the probabilistic applications of this paper. We first recall a result of [LST19]:
Theorem 3.19 ([LST19, Lemma 2.4]). Let G be a simply connected, semisimple K-algebraic
group and let w1 ∈ Fr1 and w2 ∈ Fr2 be words. Then ϕw1 ∗ ϕw2 has a geometrically irreducible
generic fiber.
From Theorem 3.19 we deduce the following corollary:
Corollary 3.20. Let G be a simply connected, semisimple K-algebraic group. Let {wi ∈ Fri}3i=1
and assume that ϕw1 ∗ ϕw2 is flat. Then ϕw1 ∗ ϕw2 ∗ ϕw3 is (FGI).
Proof. Set r =
3∑
i=1
ri and w = w1 ∗ w2 ∗ w3. Given g ∈ G, let π3 : (Gr)g,ϕw → Gr3 be the
restriction to (Gr)g,ϕw of the projection G
r → Gr3 . Note that ϕw is flat (via Proposition 3.3),
so (Gr)g,ϕw is Cohen-Macaulay. Moreover, for any g3 ∈ Gr3 we have
((Gr)g,ϕw)g3,π3 ≃
(
Gr1+r2
)
g·ϕw3 (g3)
−1,ϕw1∗ϕw2
,
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so the fibers of π3 are of dimension dimG(r1 + r2 − 1) = dim(Gr)g,ϕw − dimGr3 . By miracle
flatness, π3 is flat, and thus open. By Theorem 3.19, there is a dense collection of fibers of π3
which are geometrically irreducible, so by Lemma 3.15 we deduce that (Gr)g,ϕw is geometrically
irreducible, as required. 
The following Corollary is an analogue of Theorem 3.19 for jet schemes, and is a direct application
of Lemma 3.14 combined with Theorem 3.19.
Corollary 3.21. Let G be a simply connected, semisimple K-algebraic group and let w1 ∈ Fr1
and w2 ∈ Fr2 be words. Then for each m ∈ N, the jet map Jm(ϕw1∗w2) : Jm(G)r1+r2 → Jm(G)
has a geometrically irreducible generic fiber.
Finally we would like to introduce quantitative versions of flatness and jet-flatness, which we
will use in Sections 5 and 7.
Definition 3.22. Let ϕ : X → Y be a morphism between geometrically irreducible smooth
K-varieties.
(1) ϕ is called ε-flat if for every x ∈ X we have dimXϕ(x),ϕ ≤ dimX − εdimY .
(2) ϕ is called ε-jet flat if Jm(ϕ) is ε-flat for every m ∈ N.
Note that a 1-flat (resp. 1-jet flat) morphism is just flat (resp. jet-flat).
Lemma 3.23. Let ϕ : X → Y be a morphism between geometrically irreducible smooth K-
varieties. Then ϕ is ε-jet flat if and only if lct(X,Xϕ(x),ϕ) ≥ εdimY for all x ∈ X.
Proof. From Theorem 2.6 we see that if ϕ is ε-jet flat then lct(X,Xϕ(x),ϕ) ≥ εdimY for all x ∈ X,
and that if the latter holds then Jm(ϕ) is ε-flat at X ⊆ Jm(X). By upper semi-continuity of the
dimension of the fiber on the source (see [Gro67, Theorem 13.1.3]) and using the Gm-action on
Jm(X), we get that Jm(ϕ) is ε-flat. 
Motivated by Definition 3.22, we give the following definition for word maps:
Definition 3.24. A word w ∈ Fr is called ε-flat (resp. ε-jet flat) if for every simple algebraic
K-group G, the map ϕw : G
r → G is ε-flat (resp. ε-jet flat).
Remark 3.25. A similar notion of ε-(jet) flatness can be defined for Lie algebra words w ∈ Lr
(resp. algebra words w ∈ Ar), by varying over all simple K-Lie algebras g (resp. {Mn}n∈N) for
which ϕw : g
r → g (resp. ϕw :M rn →Mn) is non-trivial.
The following observation is useful for showing that a morphism is ε-flat (resp. ε-jet flat):
Lemma 3.26. Let X be a geometrically irreducible smooth K-variety, G be a connected algebraic
K-group and let ϕ : X → G be a morphism. Assume that ϕ∗t is flat (resp. jet-flat). Then ϕ is
1
t -flat (resp.
1
t -jet flat).
Proof. It is enough to prove the claim for flatness. Assume that ϕ is not 1t -flat. Then there
exists g ∈ G such that dimXg,ϕ > dimX − 1t dimG. In particular, Xtgt,ϕ∗t contains (Xg,ϕ)t so we
have
dimXtgt,ϕ∗t > dimX
t − dimG,
and hence ϕ∗t is not flat. 
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4. Lie algebra word maps
4.1. Definitions and discussion of Lie algebra word maps.
Definition 4.1. Let Ar (resp. Lr) be the free associative K-algebra (resp. the free K-Lie
algebra) on a finite set {X1, . . . ,Xr}.
(1) We refer to an element w of Ar (resp. of Lr) as an algebra word (resp. a Lie algebra
word).
(2) For a matrix algebraMn := Matn×n (resp. a Lie algebra g), the word w inAr (resp. in Lr)
induces a matrix word map (resp. a Lie word map) ϕw :M
r
n →Mn (resp. ϕw : gr → g).
(3) Given two words w1 and w2 (either algebra words or Lie algebra words), we may define
their (additive) convolution w1 ∗ w2 := w1 + w2.
(4) Note that both Ar and Lr have natural gradations. We define the degree of a word w
as the maximal grade d ∈ N in which the image of w is non-trivial. A word w is said to
be d-homogeneous if it lies in the d-th grade.
Remark 4.2. We can also define a multiplicative convolution operation. Unlike the addition map,
the multiplication mapMn×Mn →Mn is not smooth, so one does not expect the multiplicative
convolution operation to improve singularity properties of morphisms.
In this section we would like to study the smoothing effect of the additive convolution operation
on Lie (and matrix) algebra word maps, and show that under very mild assumptions, any Lie
algebra word map ϕw : g
r → g where g is a semisimple Lie algebra, becomes flat and eventually
(FRS) after a number of convolutions N(w) which is independent of g.
Having no assumptions on w turns out to be too optimistic. It is a classical theorem of Borel, that
given a non-trivial word w ∈ Fr, the corresponding word map ϕw : Gr → G on any semisimple
algebraic group G is dominant [Bor83, Theorem B]. Unlike the group case, a non-trivial Lie
algebra word might induce a trivial word map on certain simple Lie algebras.
Example 4.3 ([BGKP12, Example 3.8], [Raz73]). The word
w(X,Y,Z) = [[[[Z, Y ], Y ],X], Y ]− [[[[Z, Y ],X], Y ], Y ]
is non-trivial, but induces the zero map on sl2.
Aside of this pathology, the situation is not too bad. In [BGKP12], a Lie algebra analogue of
Borel’s theorem was proven:
Theorem 4.4 ([BGKP12, Theorem 3.2]). Let w ∈ Lr be a Lie algebra word, and assume
ϕw : sl
r
2 → sl2 is non-trivial. Then ϕw : gr → g is dominant for any semisimple K-Lie algebra
g.
In addition, one can observe the following:
Proposition 4.5. Let g be a semisimple K-Lie algebra, and w ∈ Lr a Lie algebra word. Assume
ϕw : g
r → g is non-zero. Then ϕw is generating.
Proof. It is enough to prove the statement when g is simple and when K = C. Let W :=
spanCϕw(g(C)
r) and let G be a simply connected group with Lie(G) = g. Notice that for any
g ∈ G(C) and X1, . . . ,Xr ∈ g(C),
ϕw(AdgX1, . . . ,AdgXr) = Adgϕw(X1, . . . ,Xr),
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so W is G(C)-invariant. By the simplicity of g(C) we must have W = g(C). 
Conjecture 4.6 ([BGKP12, Question 3.1]). Let g be a semisimple K-Lie algebra, and w ∈ Lr.
Assume ϕw : g
r → g is non-zero (i.e. ϕw(g(K)r) 6= {0}). Then ϕw is dominant.
By Theorem 3.5 and Lemma 3.8 (or by [GH19, Theorem 1.7]), any generating map into a vector
space becomes dominant, and eventually (FRS), after sufficiently many self-convolutions. Thus,
the assumption that ϕw : g
r → g is non-zero is sufficient for our purposes. Now, from the
Amitsur-Levitzki theorem, we can deduce that any Lie algebra word map is non-trivial if the
rank of g is large enough:
Theorem 4.7 (Amitsur-Levitzki, [AL50]). Let R be a commutative ring. Any polynomial iden-
tity on Md(R) is of degree at least 2d.
Corollary 4.8.
(1) Any 0 6= w ∈ Lr such that ϕw : slrd → sld is trivial is of degree at least 2d.
(2) Any 0 6= w ∈ Lr such that ϕw : gr → g is trivial on a simple classical Lie algebra g of
rank d is of degree at least 2d.
Proof. (1) follows easily from Amitsur-Levitzki and (2) follows from (1) since each of so2d, so2d+1
and sp2d contains sld as a Lie subalgebra. 
4.2. Formulation of the main theorems. We turn to formulate some of our main results.
Theorem 4.9. Let {wi ∈ Lri}i∈N be a collection of Lie algebra words of degree at most d ∈ N.
Then there exists 0 < C < 106, such that for any semisimple K-Lie algebra g for which {ϕwi}i∈N
are non-trivial when restricted to each simple constituent of g, we have the following:
(1) If m ≥ Cd3 then ϕw1 ∗ · · · ∗ ϕwm is flat.
(2) If m ≥ Cd3 + 2 then ϕw1 ∗ · · · ∗ ϕwm is flat with normal fibers.
(3) If m ≥ Cd4 then ϕw1 ∗ · · · ∗ ϕwm is (FRS).
(4) If m ≥ Cd4 + 2 then ϕw1 ∗ · · · ∗ ϕwm is (FTS).
Note that by Corollary 4.8, if the rank of every simple constituent of a semi-simple Lie algebra
g is larger than d/2, then every Lie algebra word of degree at most d induces a non-trivial Lie
algebra word map on g.
An analogue of Theorem 4.9 holds also for matrix word maps:
Theorem 4.10. Let {wi ∈ Ari}i∈N be a collection of matrix words of degree at most d ∈ N.
Then for any n ∈ N such that {ϕwi : M rn → Mn}i∈N are generating, the assertions of Theorem
4.9 hold.
Theorems 4.9 and 4.10 combined with Lemma 3.26, imply that (Lie) algebra word maps are
ε-jet flat, for ε ∼ d−4. In fact, we can achieve slightly better lower bounds on the ε.
Theorem 4.11. Let w1 ∈ Ar and w2 ∈ Lr be words of degree at most d. Then w1 is 125d3 -jet
flat and w2 is
1
2·105d3 -jet flat.
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The arguments appearing in the proofs of Theorems 4.9 and 4.10 generalize the arguments used
in [AA16, Theorem 2.1], in which a version of Theorem 4.9 was proved for the specific case of
the commutator Lie algebra word.
The main approach for proving Theorem 4.9 is as follows; we first reduce to the case of self-
convolutions of d-homogeneous Lie algebra word maps (of pure type). Given a d-homogeneous
word w and Lie algebra g, we apply a series of Gm-degenerations to the word map ϕw : gr → g,
such that the resulting map ψw is much easier to analyze. We then use Corollary 2.12 to conclude
ϕ∗tw is flat (resp. (FRS)), given we managed to show ψ
∗t
w is flat (resp. (FRS)), for some t ∈ N.
The price of degenerating a map is that its regularity properties might diminish. Our main goal
is to apply a series of carefully chosen degenerations to ϕw, such that the number of convolutions
of ψw needed to get a flat (resp. (FRS)) morphism is uniformly bounded over all semisimple Lie
algebras g, and behaves nicely with respect to d.
To achieve this goal, we construct a certain ’combinatorial gadget’ which encodes the word map
ϕw : g
r → g, and generalizes the construction given in [AA16] in the case of the commutator
map. We then translate the flatness and (FRS) properties, as well as the convolution operation
and the degeneration methods we use to properties of and operations on this gadget.
Let us first explain the combinatorial construction in the case of the commutator map (see also
[AA16]).
4.3. Combinatorial picture in the case of the commutator word. As before, let [·, ·] be
the commutator Lie algebra word, and by abusing notation, given a Lie algebra g we denote by
[·, ·] : g× g→ g the corresponding Lie algebra word map. For simplicity, we work over the field
of complex numbers. The proof that there exists a number t such that [·, ·]∗t : g2t → g is (FRS)
for every semisimple Lie algebra g can be explained in six main steps:
(1) Construct a polygraph from a classical Lie algebra g; We attach to each simple
Lie algebra g a polygraph Γg = (I,J ,S), which is a triplet consisting of finite sets I,J
and a subset S ⊆ I{2} × J , where I{2} denotes the set of subsets of I of size 2. The
difference between a polygraph and a graph is that a polygraph has edges of different
types, where each type is an element of J . Here, the vertices {ei}i∈I of the polygraph
correspond to a Chevalley basis of g and the types J correspond to elements of the dual
basis {êl}l∈J of g∗. The edges S are pairs ({ei, ej}, êl), such that êl([ei, ej ]) 6= 0.
For example, taking g = sld, one can choose the basis B = {Ei,j}i 6=j ∪ {Hi,i}, where
(Ei,j)i′,j′ = δi,i′δj,j′ (here δx,y stands for the Kronecker delta function), and Hi,i =
[Ei,i+1, Ei+1,i]. The set of types J corresponds to the basis dual to B, denoted B̂ =
{Eˆi,j} ∪ {Hˆi,i}. The vertices Ei,j and Ej,k satisfy Eˆi,k([Ei,j , Ej,k]) = Eˆi,k(Ei,k) 6= 0, so
({Ei,j , Ej,k}, Eˆi,k) ∈ S represents an edge of type Eˆi,k.
(2) Describe [·, ·]∗t : g2t → g in terms of the constructed polygraph Γg; Let Γg =
(I,J ,S) as above. We have the following identification of vector spaces g2t ≃ g⊗ V ≃
V I , where V is a 2t-dimensional vector space. Let (ai,j,l := eˆl([ei, ej ]))i,j∈I,l∈J be the
structure coefficients of g with respect to I and J . Then under the identifications above,
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[·, ·]∗t corresponds to the map Φ∗tcomm : V I → CJ which is given by
Φ∗tcomm((vi)i∈I) =
∑
i,j∈I
ai,j,l ·
(
t∑
k=1
vi,2k−1vj,2k
)
l∈J
=
 ∑
i<j∈I
ai,j,l ·
(
t∑
k=1
vi,2k−1vj,2k − vj,2k−1vi,2k
)
l∈J
,
where each vi ∈ V is of the form (vi,1, . . . , vi,2t). Note that the sum
t∑
k=1
vi,2k−1vj,2k −
vj,2k−1vi,2k is just a standard symplectic form on a 2t-dimensional symplectic space
(V, 〈 ·, · 〉). The map Φ∗tcomm : V I → CJ can then be written as
Φ∗tcomm((vi)i∈I) =
 ∑
i<j∈I
ai,j,l · 〈vi, vj〉

l∈J
.
This operation can be considered more abstractly.
Definition 4.12 ([AA16, Definition 2.22]). Given a polygraph Γ = (I,J ,S), an ordering
< of I, a function a : S → C× and a symplectic space (V, 〈 ·, · 〉), we define a map
ΦΓ,<,a,V : V
I → CJ by
ΦΓ,<,a,V ((vi)i∈I) =
 ∑
i<j∈I
a({i, j}, l) · 〈vi, vj〉

l∈J
.
Let Γ be a polygraph and V be a symplectic space. We say that the pair (Γ, V ) is (FRS)
if for all < and a as above, the map ΦΓ,<,a,V is (FRS).
Notice that the (FRS) property of [·, ·]∗t : g2t → g is equivalent to the (FRS) property
of the polygraph Γg = (I,J ,S). It is also important to note that taking convolution
powers of [·, ·] (or Φcomm), translates to choosing a larger symplectic space, where t self-
convolutions, correspond to assigning a 2t-dimensional symplectic space to each element
of I.
(3) Relate the elimination method to certain combinatorial operations on the
polygraph; Let ΦΓ,<,a,V be the map induced by a polygraph Γ. Let ω ∈ ZI be a
vector, which we call an I-weight. An I-weight ω induces an I{2}-weight ω˜ : I{2} → Z
by ω˜({i1, i2}) = ω(i1) + ω(i2). We furthermore define grω(Γ) := (I,J , grωS) by
grωS = {({i1, i2}, l) ∈ S : ∀({j1, j2}, l) ∈ S we have ω˜(i1, i2}) ≤ ω˜(j1, j2})}.
An application of the elimination method (Corollary 2.15) gives the following:
Corollary 4.13 ([AA16, Corollary 2.28], elimination for polygraphs). Let Γ := (I,J ,S)
be a polygraph and V be a symplectic space. Let ω ∈ ZI be an I-weight. If (grω(Γ), V )
is (FRS), then so is (Γ, V ).
Notice that this elimination procedure introduces a new polygraph grω(Γ) which has
the same vertices but eliminates some of the edges, leaving only the edges grωS. Fur-
thermore, this operation does not increase dimV , as no convolutions are involved.
(4) Reduction from a polygraph to a graph; It turns out that for the special case of
polygraphs induced from a classical Lie algebra g, one can use the elimination method
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twice, and obtain a new polygraph, Γ2, which has a unique edge of each type êl ∈ J
(see [AA16, Section 2.6.2]). In this situation, the polygraph Γ2 is just a graph. Since
graphs Γ = (V, E), where V denotes the set of vertices, and E the edges, are special cases
of polygraphs, we can define a map ΦΓ,V : V
V → CE as before. The graph Γ = (V, E) is
then (FRS) if ΦΓ,V is.
(5) A method of coloring and reduction to an edge; Let Γ = (V, E) be a graph, let
M be a finite set, which we think of as our set of colors, and let ω : V → ZM be a choice
of an M -tuple of weights to each vertex. We call such ω a coloring function. As in the
case of polygraphs, ω induces a weight function on V{2} by ω˜({v1, v2}) := ω(v1)+ω(v2).
We say that ω is admissible if for each edge ε = {v1, v2} ∈ E , the tuple ω˜(ε) ∈ ZM
has a unique minimum. We say that an edge ε has color i ∈ M if for each j ∈ M
we have ω˜(ε)i ≤ ω˜(ε)j . Notice that if ω is admissible, then each edge is colored in
a unique color. This means we can define a new graph grω,iΓ := (V, grω,iE) where
grω,iE = {ε ∈ E : ε has color i}. The following corollary relates the (FRS) property of Γ
to the (FRS) property of each of the grω,iΓ:
Corollary 4.14 ([AA16, Corollary 2.33], coloring method). Let Γ := (V, E) be a graph,
M a finite set and ω : V → ZM an admissible coloring. Let {Vi}i∈M be symplectic spaces
and V =
⊕
i∈M
Vi. Suppose that (grω,iΓ, Vi) is (FRS). Then so is (Γ, V ).
It is important to note that unlike the elimination method for polygraphs (Corollary
4.13), the coloring method comes with a price. Namely, we may divide our graph Γ :=
(V, E) to simpler graphs grω,iΓ with fewer edges, and prove each is (FRS) separately,
but we “pay” by enlarging our symplectic space, which means more convolutions of
[·, ·] : g2 → g. Thus, the coloring method can be seen as applying M self-convolutions,
followed by an elimination of edges.
In [AA16, Section 2.6.3], Avni and Aizenbud showed that using 3 colors one can reduce
the graph Γ2 from Step 4 to a disjoint union of trees (i.e. a forest), each with degree
bounded by a number D. The bound on the degree D depends on the type of g (e.g. for
sln, taking D = 3 suffices).
After reducing to a forest of maximal degree D, one can easily reduce to a disjoint
union of edges with the use of 2(D − 1) colors (see [AA16, Theorem 2.35]).
(6) Proof for the case of an edge; Given a pair (Γ, V ),where Γ is a graph consisting of
a single edge, the map ΦΓ,V has a very simple description. It corresponds to the map
Ψ∗
dimV
2 : A2 dimV → A1 where Ψ(x1, x2, x3, x4) = x1x2 − x3x4. Since Ψ can be easily
shown to be (FRS), it is enough to take dimV = 2.
Taking sln for example, the above steps are as follows. We first construct the polygraph Γ =
(I,J ,S) corresponding to [·, ·] : sl2n → sln. We then reduce the polygraph Γ to a graph Γ2.
Three colors are needed to reduce Γ2 to a forest Γ3 of degree≤ 3. Then, using four more colors,
one can reduce to an edge, which is (FRS) if V is at least two dimensional. Altogether, we
deduce that if dimV = 2 · 4 · 3 = 24 then (Γ, V ) is (FRS) and hence also [·, ·]∗12 : sl24n → sln is
(FRS), regardless of n.
4.3.1. Generalizing to word maps: motivation. We would like to prove Theorems 4.9 and 4.10
using similar tools as above. It would be convenient to reduce our problem to word maps of
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homogeneous degree d, and to the special case of self-convolutions of word maps (i.e. to consider
ϕ∗mw1 rather then ϕw1 ∗ · · · ∗ ϕwm).
A different combinatorial gadget is needed in order to deal with words w of homogeneous degree
d > 2; the edges in the polygraph in the case of the commutator word, correspond to commutator
relations between various pairs of elements in a chosen basis B of the Lie algebra g. In the case
of a d-homogeneous word, the edges should encode relations between d elements in B, so one
should consider hypergraphs instead of graphs, where edges now consist of sets (or multisets) of
d vertices.
As discussed in the introduction, the main challenge is to degenerate the hypergraph such that
the resulting map will be simpler to analyze, with similar singularity properties (or only slightly
worse), and generating. This is much more involved in the general case than the commutator
case. Certain pathologies such as in Example 4.3 appear when the rank of the Lie algebra is
comparable to the degree d of w. Such situations will require a more careful treatment.
Before we construct the combinatorial gadget, we first make some reductions.
4.4. Reduction to self-convolutions of homogeneous word maps of pure type.
Definition 4.15. An element in Lr(X1, . . . ,Xr) of the form [[. . . [[Xs1 ,Xs2 ],Xs3 ], . . . ],Xsd ] is
called a (left-normed) Lie monomial of degree d, and it is denoted XS := [Xs1 , . . . ,Xsd ], for
S = (s1, . . . , sd) ∈ [r]d. Note that here, Xs counts as a Lie monomial of degree 1.
The Jacobi identity and the anti-commutativity imply the following:
Fact 4.16 (e.g. [Chi06, Lemma 3.3]). Any d-homogeneous Lie algebra word w ∈ Lr can be
written as a linear combination of left-normed Lie monomials of degree d.
Definition 4.17. A word w ∈ Lr(X1, . . . ,Xr) is called d-homogeneous of pure type, if it is of
the form
w(X1, . . . ,Xr) =
∑
S∈MS−1(S0)
cSXS ,
where cS ∈ K, S0 is an element of [r](d), the set of multisets of [r] of size d, and MS : [r]d → [r](d)
is the forgetful map from d-tuples to d-multisets. In this case we say that w is of pure type S0.
Proposition 4.18. It is enough to prove Theorem 4.9 for d-homogeneous word maps of pure
type.
The proof of Proposition 4.18 relies on the following lemma:
Lemma 4.19. Let {ϕi = (ϕi,1, . . . , ϕi,m) : Ani → Am}Ni=1 be polynomial maps, and let ϕ˜i,j ∈
K[x1, . . . , xni ] be the homogeneous part of ϕi,j of maximal degree. Assume that ϕ˜1 ∗ . . . ∗ ϕ˜N :
An1× . . .×AnN → Am is flat (resp. (FRS)) at (0, . . . , 0). Then ϕ1∗. . .∗ϕN is flat (resp. (FRS)).
Proof. We prove the lemma in the caseN = 1, the general case is similar. Write ϕ1,i(x1, . . . , xn) =
li∑
k=0
Pi,k(x1, . . . , xn), where Pi,k is a homogeneous polynomial of degree k, and Pi,li is non-zero.
Now, define a map ψ = (t, ψ1, . . . , ψm) : A1 × An → A1 × Am by
ψi(t, x1, . . . , xn) =
li∑
k=0
tli−kPi,k(x1, . . . , xn).
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Then ψ is an A1-family of morphisms parameterized by t, where ψ(1) = ϕ and ψ(0) = ϕ˜.
Consider the following action of Gm; for s ∈ K× set s.(t, x1, . . . , xn) = (st, sx1, . . . , sxn) and
s.(t, y1, . . . , ym)) = (st, s
l1y1, . . . , s
lmym). Note that ψ is Gm-equivariant, as for any s ∈ K×,
ψi(st, sx1, . . . , sxn) =
li∑
k=0
sli−ktli−kPi,k(sx1, . . . , sxn) = s
li
li∑
k=0
tli−kPi,k(x1, . . . , xn) = s.ψi(t, x1, . . . , xn).
Now, take (a1, . . . , an) ∈ Kn and choose the section f : A1 → A1 × An defined by f(t) =
(t, ta1, . . . , tan). Clearly f is Gm-equivariant, so by Corollary 2.12 ϕ is flat (resp. (FRS)) at
(a1, . . . , an). 
Remark 4.20. Note that if ϕ : An → Am is a homogeneous map which is flat (resp. (FRS)) at
(0, . . . , 0), then it is flat (resp. (FRS)).
Proof of Proposition 4.18. Let {wi ∈ Lri}i∈N be a collection of Lie algebra words of degree at
most d, and set w = wi1 ∗· · ·∗wim . For each i, let w˜i be the homogeneous part of maximal degree
of wi. By the above lemma, in order to prove that ϕw = ϕwi1 ∗ · · · ∗ϕwim is flat (resp. (FRS)) it
is enough to show that ϕw˜i1 ∗· · ·∗ϕw˜im is flat (resp. (FRS)). We have therefore reduced Theorem
4.9 to the case of homogeneous words.
To reduce to the case of homogeneous words of pure type, we use the elimination method
(Corollary 2.15). Given a homogeneous word v ∈ L(X1, . . . ,Xr) of degree d, we choose a weight
function ω(Xi) = (d + 1)
i, that is, we assign the same weight (d + 1)i to all of the variables in
the i-th copy of g which is represented by Xi. This degenerates v to a homogeneous word of
pure type, since two Lie monomials XI and XJ of degree d satisfy degω(XI) = degω(XJ ) if and
only if MS(I) = MS(J). 
We would now like to further reduce to the case of self-convolutions:
Proposition 4.21. It is enough to prove Theorem 4.9 in the case of self-convolutions of homo-
geneous word maps of pure type.
The proof of Proposition 4.21 follows directly from the following proposition:
Proposition 4.22. Let {ϕi : Xi → V }i∈I be a collection of morphisms, with Xi smooth and
geometrically irreducible for each i, and V a K-vector space. Assume that there exists t ∈ N
such that ϕ∗ti is flat (resp. (FRS)) for every i. Then ϕ1 ∗ · · · ∗ ϕ2t is flat (resp. (FRS)).
Proof. Write ψ := ϕ1 ∗ · · · ∗ ϕ2t and X :=
2t∏
i=1
Xi. The case of (FRS) was proved in [GH19,
Lemma 7.3]. For flatness, we prove the claim in the case K = Q, and the reduction to Q is
similar to [GH19, Section 6].
By choosing a Z-model, we may assume that ψ is defined over Z. Denote by µX(Fp) and
µV (Fp) the uniform probability measures on X(Fp) and V (Fp), and let τψ,p := ψ∗(µX(Fp)), and
τi,p := ϕi∗(µXi(Fp)). There exists p0 such that for every p > p0, the map ϕ
∗t
i is flat over Fp for
every i. By Corollary 8.4, there exists C > 0 such that for every p > p0 and every i, we have∥∥∥τ∗ti,p∥∥∥
∞
< C. Therefore also
‖F(τi,p)‖t2t =
∥∥F(τi,p)t∥∥2 = ∥∥τ∗ti,p∥∥2 ≤ ∥∥τ∗ti,p∥∥∞ < C.
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By a generalization of Ho¨lder’s inequality:
‖τψ,p‖∞ ≤ ‖F(τψ,p)‖1 =
∥∥∥∥∥
2t∏
i=1
F(τi,p)
∥∥∥∥∥
1
≤
2t∏
i=1
‖F(τi,p)‖2t < C2.
By Corollary 8.4, this implies that ψ is flat so we are done. 
Remark 4.23. Proposition 4.22 is also true if we replace V with a connected algebraic K-group.
Instead of the commutative Fourier transform, one has to work with the non-commutative one.
For a very similar argument, see [GH, Proposition 5.3].
4.5. Combinatorial description of homogeneous word maps. We would like to generalize
the construction discussed in Section 4.3 to the case of homogeneous Lie algebra word maps of
any degree.
4.5.1. The combinatorial gadget.
Definition 4.24.
(1) A d-polyhypergraph (or d-PH) is a triplet Γ := (I,J ,S) consisting of finite sets I,J and
a subset S ⊆ I(d)×J , where I(d) is the set of multisets of I of size d. An element i ∈ I
is called a vertex of Γ. An element {i1, . . . , id} ∈ I(d) is called a hyperedge of Γ, if there
exists l ∈ J such that ({i1, . . . , id}, l) ∈ S. A hyperedge {i1, . . . , id} ∈ I(d) is of type
l ∈ J if ({i1, . . . , id}, l) ∈ S. In particular, S is the collection of all tuples consisting of
a hyperedge together with a type.
(2) Given a d-polyhypergraph Γ = (I,J ,S), an assignment V = (V (i))i∈I of a vector space
V (i) to each vertex i ∈ I, and a collection {τγ}γ∈S of d-homogeneous multilinear forms
τ{i1,...,id},l :
⊕
i∈{i1,...,id}
V (i)→ K, we define a map ΦΓ,V,{τγ} :
⊕
i∈I
V (i)→ KJ by
(4.1) ΦΓ,V,{τγ}(v) =
 ∑
({i1,...,id},l)∈S
τ{i1,...,id},l(v)

l∈J
.
(3) Let Γ be a d-PH. A triplet (Γ,V, {τγ}) is called an assignment of Γ. If all of the V (i)
are of the same dimension N , we write (Γ, V, {τγ}), where V is just an N -dimensional
vector space.
(4) We say that the assignment (Γ,V, {τγ}) is flat (resp. (FRS)) if the map ΦΓ,V,{τγ} is flat
(resp. (FRS)).
(5) Let Γ = (I,J ,S) be a d-PH. Assume that I =
N⊔
u=1
Iu, J =
N⊔
u=1
Ju and that S =
N⊔
u=1
Su,
where Su := S ∩
(
I(d)u × Ju
)
. In this case we say that Γ is a disjoint union of {Γu}u∈[N ],
where Γu = (Iu,Ju,Su).
Remark 4.25. We further make the assumption that
τ{i1,...,id},l((λivi)i∈I) =
(
d∏
i=1
λkii
)
τ{i1,...,id},l((vi)i∈I),
where ki := |{j ∈ [d] : ij = i}|.
Let us give a concrete example for a d-PH induced from a d-homogeneous word map ϕw : g
r → g,
which is the main object of study in this section and in Section 5.
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4.5.2. Attaching a polyhypergraph to a homogeneous Lie algebra word map. Assume that K is
algebraically closed. Let g be a simple Lie algebra, t a Cartan subalgebra, and write g =
t ⊕ ⊕
α∈Σ(g,t)
gα, where Σ(g, t) is the corresponding root system. Let △ ⊆ Σ(g, t) be the set of
simple roots. We choose a Chevalley basis B = {hα}α∈△ ∪ {eβ}β∈Σ(g,t), such that eβ ∈ gβ,
hα = [eα, e−α] ∈ t, and [eβ, e−β ] ∈
∑
γ∈△
Zhγ , for any α ∈ △ and β ∈ Σ(g, t). Now let w ∈
Lr(X1, . . . ,Xr) be a d-homogeneous word and let ϕw : gr → g be its corresponding Lie algebra
word map. Recall from Fact 4.16 that w can be written as
w(X1, . . . ,Xr) =
∑
S∈[r]d
cSXS ,
for constants cS . Set I = B, and let J = B̂ be the dual basis of B. Consider ϕ∗tw : grt → g, let
{Xs,k =
∑
i∈I
ai,s,kei}(s,k)∈[r]×[t] be tr elements in g, and write MS : Id → I(d) for the forgetful
map from d-tuples to d-multisets. Then
ϕ∗tw (X1,1, . . . ,Xr,t) =
t∑
k=1
ϕw(X1,k, . . . ,Xr,k) =
t∑
k=1
∑
S∈[r]d
cS [Xs1,k, . . . ,Xsr ,k]
=
t∑
k=1
∑
S∈[r]d
cS [
∑
i∈I
ai,s1,kei, . . . ,
∑
i∈I
ai,sd,kei]
=
t∑
k=1
∑
I∈I(d)
∑
(i1,...,id)∈MS
−1(I)
∑
S∈[r]d
cS
d∏
u=1
aiu,su,k[ei1 , . . . , eid ].
Rewriting this equation gives the following:
Lemma 4.26. Let V be an rt-dimensional vector space. Under the identification grt ≃ g⊗V ≃
V I, the map ϕ∗tw : g
rt ≃ V I → KJ ≃ g is given by
ϕ∗tw ((vi)i∈I) =
 t∑
k=1
∑
{i1,...,id}∈I(d)
τ{i1,...,id},l((vi)i∈I)

l∈J
where vi = (vi,s,k)s∈[r],k∈[t] and
τ{i1,...,id},l((vi)i∈I) =
∑
(i′1,...,i
′
d
)∈MS−1({i1,...,id})
∑
S∈[r]d
cS
d∏
u=1
vi′u,su,kêl([ei′1 , . . . , ei′d ]).
Remark 4.27. Given an embedding g →֒ glN , we may replace [X,Y ] with X · Y − Y · X and
write any Lie algebra word map ϕw : g
r → g as a restriction to g of a matrix word map
ϕw˜ :M
r
N →MN , with w˜ =
∑
S∈[r]d
dSXs1 · ... ·Xsd for some constants dS .
Example 4.28. Let g be a simple Lie algebra, let w(X1,X2) = [[X1,X2],X2], let t = 1, and
consider ϕ∗tw = ϕw. In particular g
rt = g2 ≃ g⊗ V ≃ V I for V a two dimensional vector space.
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We have the following:
(ϕw((vi)i∈I))l = êl
(
ϕw
(∑
i∈I
vi,1ei,
∑
i∈I
vi,2ei
))
= êl
(
[
∑
i∈I
vi,1ei,
∑
i∈I
vi,2ei,
∑
i∈I
vi,2ei)]
)
=
∑
{i′1,i
′
2,i
′
3}∈I
(3)
∑
(i1,i2,i3)∈MS
−1({i′1,i
′
2,i
′
3})
vi1,1vi1,2vi3,2 (eˆl([ei1 , ei2 , ei3 ])) .
For example, taking {i′1, i′2, i′3} = {1, 2, 2}, we have MS−1({i′1, i′2, i′3}) = {(1, 2, 2), (2, 1, 2), (2, 2, 1)},
and
τ{1,2,2},l(v1,1, v1,2, v2,1, v2,2)
= v1,1v
2
2,2eˆl([e1, e2, e2]) + v2,1v1,2v2,2eˆl([e2, e1, e2]) + v2,1v2,2v1,2eˆl([e2, e2, e1])
=
(
v1,1v
2
2,2 − v2,1v1,2v2,2
)
eˆl([e1, e2, e2]).
Definition 4.29. Let w ∈ Lr be a d-homogeneous word, and g a simple Lie algebra. Define
the d-PH corresponding to g and w denoted Γg,w = (I,J ,S) as follows. Take I and J , to be a
chosen Chevalley basis B = {ei}i∈I , and its dual B̂ = {êj}j∈J . Define S ⊆ I(d) × J by
S := {({i1, . . . , id}, l) ∈ I(d) × J : τ{i1,...,id},l 6= 0},
with τ{i1,...,id},l as in Lemma 4.26. Notice that for each l ∈ J there exists at least one {i1, . . . , id}
such that τ{i1,...,id},l is non-zero, as otherwise the map ϕw is not generating, contrary to our
assumption. Let V be an tr-dimensional vector space. Then (Γg,w, V, {τγ}γ∈S) is an assignment
of Γg,w. Notice that the collection {τγ}γ∈S satisfies the demand of Remark 4.25.
4.5.3. Coloring and elimination for polyhypergraphs. We next describe two combinatorial pro-
cedures on a given assignment of a d-PH: the elimination method and the coloring method. The
elimination method is a direct generalization of Corollary 4.13 (c.f. [AA16, Corollary 2.28]) to
the case of polyhypergraphs. The coloring method was described in [AA16, Corollary 2.33] in
the case of graphs, but can be easily generalized to polygraphs and polyhypergraphs.
Let Γ = (I,J ,S) be a d-PH. Let ω ∈ ZI be a vector (termed an I-weight). Then ω induces an
I(d)-weight ω˜ : I(d) → Z by ω˜({i1, . . . , id}) =
d∑
u=1
ω(iu). We define grω(Γ) := (I,J , grωS) by
grωS = {(I, l) ∈ S : ∀(I ′, l) ∈ S we have ω˜(I) ≤ ω˜(I ′)},
where I, I ′ ∈ I(d) and l ∈ J .
Corollary 4.30 (cf. [AA16, Corollary 2.28]). Let (Γ = (I,J ,S),V, {τγ}γ∈S) be an assignment
of a d-PH, and let ω ∈ ZI be an I-weight. If (grω(Γ),V, {τγ}) is flat (resp. (FRS)), then so is
(Γ,V, {τγ}).
Proof. By Corollary 2.15, it is enough to show that the symbol σω(ΦΓ,V,{τγ}) is equal to ΦgrωΓ,V,{τγ}.
By our assumption on the forms {τγ}γ∈S (Remark 4.25) and by Equation (4.1) it is easy to see
that the symbol σω(ΦΓ,V,{τγ}) is indeed ΦgrωΓ,V,{τγ}. 
Remark 4.31 (Warning!). Consider the map ϕ : A2 → A2 defined by ϕ(x, y) = (y2 + x, x), and
let ω = (1, 1) be the weight which induces the standard degree of monomials. Note that ϕ is
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dominant, while σω(ϕ)(x, y) = (x, x) is not even generating, so σω(ϕ) will never become (FRS)
after any number of convolutions. This phenomenon might occur when applying the elimination
method, so we must choose our weight functions carefully.
Let Γ := (I,J ,S) be a d-PH. We describe the coloring method for Γ. Let M be a finite set,
and let ω : I → ZM be a map which we call a coloring function. Define ω˜ : I(d) → ZM by
ω˜({i1, . . . , id}) :=
d∑
u=1
ω(iu), and for any m ∈M set grω,mΓ := (I, grω,mJ , grω,mS), where
(4.2) grω,mS = {(I, l) ∈ S : ∀m′ ∈M we have ω˜(I)m ≤ ω˜(I)m′} ⊆ S,
grω,mJ = {l ∈ J : ∃I ∈ I(d) such that (I, l) ∈ grω,mS}.
We say that the coloring function ω is admissible if for any l ∈ J , there exists m ∈M such that
for any hyperedge (I, l) ∈ S, the number ω˜(I)m is the unique minimum of the tuple ω˜(I) ∈ ZM .
We have the following analogue of Corollary 4.14:
Corollary 4.32 (cf. [AA16, Corollary 2.33], the coloring method). Let Γ := (I,J ,S) be
a d-PH, let M be a finite set, let ω : I → ZM be an admissible coloring function and let
(grω,mΓ,Vm, {τmγ }γ) be assignments of grω,mΓ for eachm ∈M . Suppose that (grω,mΓ,Vm, {τmγ }γ)
is flat (resp. (FRS)) for each m ∈ M . Then so is (Γ,V, {τγ}γ), with V(i) :=
M⊕
m=1
Vm(i) and
τγ =
M⊕
i=1
τmγ for each γ ∈ S.
Proof. Set ΓM := (I ×M,J ,SM ), where SM = {((I,m), l) : (I, l) ∈ S,m ∈ M}, to be the
d-PH consisting of M copies of Γ = (I,J ,S). Then we define a weight vector ω′ ∈ ZI×M , by
ω′(i,m) := ω(i)m. Consider the assignment (ΓM , V˜, {τ˜(γ,m)}) of ΓM , with V˜(i,m) = Vm(i) and
τ˜(γ,m) := τ
m
γ for any m ∈ M and γ ∈ S. Notice that (ΓM , V˜, {τ˜(γ,m)}) is flat (resp. (FRS)) if
and only if (Γ,V, {τγ}) is flat (resp. (FRS)), as both polygraphs induce the same morphism.
Notice that by the admissibility of ω, we get that grω′(ΓM ) is a disjoint union (in the sense
of Definition 4.24) of the polyhypergraphs grω,mΓ for 1 ≤ m ≤ M . In particular, the fiber
Φ−1
grω′(ΓM ),V˜,{τ˜(γ,m)}
(0) is isomorphic to the product
∏
m∈M
Φ−1grω,mΓ,Vm,{τmγ }
(0). The claim now
follows from Corollary 4.30. 
Remark 4.33. The coloring method is just a different manifestation of the elimination method,
after first applying convolutions; let M be a finite set, (tm)m∈M ∈ Z|M |>0 , with t =
|M |∑
m=1
tm, let
ϕ : An2 → An1 be a morphism, and let ω : [n2]→ ZM be a (coloring) function. Then the coloring
method can be seen as first considering ϕ∗t : An2t → An1 , and then applying the elimination
method, by assigning the weight νω : [n2] × [t] → Z by νω(i, l) = ω(i)m(l), where m(l) = m′ if
m′−1∑
j=1
tj < l ≤
m′∑
j=1
tj. The admissibility of the coloring ω guarantees that σνω(ϕ
∗t) is a disjoint
union of morphisms σωm(ϕ
∗tm). In particular, if σωm(ϕ
∗tm) is flat or (FRS) for every m ∈ M ,
then so is ϕ∗t.
Definition 4.34. Let Γ := (I,J ,S) be a d-PH and let (Γ,V, {τγ}) be an assignment. Then
(Γ,V⊕t, {τ⊕tγ }) is called the t-th self-convolution of (Γ,V, {τγ}). In particular, (Γ,V, {τγ}) is
said to be flat (resp. (FRS)) after t convolutions if (Γ,V⊕t, {τ⊕tγ }) is flat (resp. (FRS)).
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The following is a special case of a d-PH which will be particularly important to us, and is easier
to analyze:
Definition 4.35. A d-hypergraph Γ is a pair Γ = (V, E), where V a set of vertices and E ⊆ V(d)
is the set of d-hyperedges, where V(d) is the set of multisubsets of V of size d. Any d-hypergraph
induces a natural d-PH
P(Γ) := (V, E ,△E)
where △E ⊆ V(d) × E embedded diagonally. An assignment of Γ is just an assignment of P(Γ).
Similarly as for polyhypergraphs, we say that an assignment (Γ,V, {τI}I∈E ) of Γ is (FRS) if
(P(Γ), V, {τI}I∈E ) is (FRS).
Summarizing the above two methods, the elimination method helps us eliminate edges of a given
d-PH, and results in a d-PH with fewer edges. The coloring method consists of first constructing
a larger d-PH ΓM which corresponds to taking M self-convolutions and consists of M copies of
our d-PH Γ, and then using the elimination method on ΓM . The use of the coloring method is
essential in following two cases:
(1) Once we manage to reduce a polyhypergraph to a hypergraph, the elimination method
will usually not be effective.
(2) In case we are given a d-PH, denoted Γ, but we cannot guarantee that the elimination
method will result in new polygraph grω(Γ) whose corresponding map ΦgrωΓ,V,{τγ} is
generating.
5. Lie algebra word maps: proof of the main theorems
In this section we prove Theorems 4.9, 4.10 and 4.11. By Proposition 4.21 we may consider self-
convolutions of a single d-homogeneous word w ∈ Lr of pure type. Our main methodology is to
encode ϕ∗tw : g
r → g in terms of an assignment (Γg,w, V, {τγ}γ∈S) of a d-PH Γg,w, as in Definition
4.29, with V a tr-dimensional vector space. Using the elimination and coloring methods, we
reduce Γg,w to a simpler object, at the price of enlarging dimV . Here, a simpler object is either
a d-PH consisting of (disjoint unions of) a single hyperedge, or a d-PH with a small number of
types (relative to d). A complication arises when rk(g) is small. This requires special attention.
The structure of this section is as follows:
• In Subsection 5.1 we discuss the main methods we use - the elimination and coloring
methods. These methods are used repeatedly throughout Section 5.
• In Subsection 5.2 we deal with low rank simple Lie algebras (in particular with all
exceptional Lie algebras) and with polyhypergraphs with a few types of hyperedges.
• Subsections 5.3 and 5.5 deal with the case of g=sln and the general case, respectively.
• In Subsection 5.4 we discuss matrix word maps, and prove Theorem 4.10.
5.1. Discussion of the main methods. Throughout Section 5 we use the elimination and
coloring methods abundantly, for polyhypergraphs, hypergraphs and general polynomial maps.
Our applications of the coloring and elimination methods can be clustered into three types:
(1) The averaging method , using ωav.
(2) The monomialization method , using ωmon.
(3) The level separation method , using ωLS.
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Let us explain these procedures using a simple example, which is very similar to the analysis of
the jets of the commutator map considered in Section 6. Consider the following map (which is
the 2t-th jet map of (x, y) 7→ xy):
ϕ(x0, y0, x1, y1, . . . , x2t, y2t) = (x0y0, x0y1 + x1y0,
2∑
j=0
xjy2−j, . . . ,
2t∑
j=0
xjy2t−j).
We first apply the weight ωav(xu) = ωav(yu) = 3
u. Notice that degωav(xjyu−j) = 3
j + 3u−j so
that degωav is minimized when j is as close as possible to
u
2 . More precisely,
σωav(ϕ)(x0, y0, x1, y1, . . . , x2t, y2t) = (x0y0, x0y1 + x1y0, x1y1, . . . , xt−1yt + xtyt−1, xtyt).
We see that ωav not only eliminated most of the monomials, but also that for any u1, u2 such
that |u1 − u2| > 1, the polynomials σωav(ϕ)u1 and σωav(ϕ)u2 have disjoint variables, while for
example, in ϕ2t all of the variables x0, y0, . . . , xt, yt are involved. We call the use of ωav and its
variations the averaging method .
Let us now apply a different type of weight. We first order the variables by ord(xu) = 2u + 1,
and ord(yu) = 2u+ 2 such that x0 < y0 < . . . < x2t < y2t. Set
ωmon(xu) := 3
ord(xu) and ωmon(yu) := 3
ord(yu).
Notice that degωmon(xu−1yu) > degωmon(xuyu−1) and therefore:
ψ := σωmon (σωav(ϕ)) = (x0y0, x1y0, x1y1, . . . , xtyt−1, xtyt)
is a monomial map. The use of ωmon is designed to degenerate a polynomial map to a monomial
map, so we refer to the use of ωmon and its variations as the monomialization method. In
the case of polyhypergraphs, we will use ωmon to turn a polyhypergraph into a hypergraph.
Since the map is already monomial, we cannot use the elimination method (at least without
a change of variables). Instead, we apply the coloring method, by applying one convolution,
and then use the elimination method. The fact that the various coordinates of ψ have small
interactions with their neighbors (a feature we earned by using ωav), makes this method effective.
Explicitly, we consider
ψ∗2(x0, y0, z0, w0, . . . , x2t, y2t, z2t, w2t) = ψ(x0, y0, . . . , x2t, y2t) + ψ(z0, w0, . . . ., z2t, w2t)
and then use the weights
ωLS(xu) = 2 · 10u, ωLS(yu) = 3 · 10u, ωLS(zu) = 3 · 10u, and ωLS(wu) = 10u.
Notice that degωLS(xuyu) > degωLS(zuwu) but degωLS(xu+1yu) < degωLS(zu+1wu) for any u.
Therefore we get
φ := σωLS(ψ ∗ ψ) = (z0w0, x1y0, z1w1, . . . , xtyt−1, ztwt).
Notice that each pair of coordinates of φ has disjoint variables, and hence φ−1(0) is isomorphic
to the product
t∏
u=0
(zuwu)
−1(0) × (xu+1yu)−1(0). We have thus reduced the problem to a single
monomial xuyu. Note that x1x2 + x3x4 = 0 has rational singularities, so φ
∗2 = σωLS(ψ
∗4) is
(FRS), which implies by Corollary 2.15 that ϕ∗4 is (FRS). The last method we used is a special
case of the coloring method (as it involves an application of convolution followed by elimination)
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which we call level separation , as we use ωLS to separate a given map into ’levels’ which have
pairwise disjoint variables.
5.1.1. Degenerations of jets of Lie algebra word maps. We next describe a certain manifestation
of the degeneration techniques presented above, applied to the jets of Lie algebra word maps.
Since a formal derivation of a Lie algebra word map is a Lie algebra word map (Lemma 5.1),
and since the (FRS) property of a morphism is closely related to the flatness of its m-th jets
(Corollary 3.12), this allows us to reduce certain questions on the (FRS) property of Lie algebra
word maps to question about flatness of word maps or maps built out of bounded “layers” of
word maps. For example, in Section 6 we use this method to reduce the question about the
(FRS) property of the commutator map to a question about flatness of the commutator map.
This is further used in Section 5.4.
Let w ∈ Lr be a word of degree d ∈ N, and g be a simple K-Lie algebra. Following the notation
from Section 2.1, for any m ∈ N, we consider the m-th jet maps Jm(ϕw) : Jm(g)r → Jm(g)
where Jm(g) is identified with g
m+1 as vector spaces. We can then write
Jm(ϕw)
∗t(X1, . . . ,Xr,t, . . . ,X
(m)
1 , . . . ,X
(m)
r,t ) =
(
ϕ∗tw ,
(
ϕ∗tw
)(1)
, . . . ,
(
ϕ∗tw
)(m))
,
where
(
ϕ∗tw
)(u)
is the u-th formal derivative of ϕ∗tw .
Lemma 5.1. For each t, u ∈ N, the map (ϕ∗tw )(u) is a d-homogeneous word map.
Proof. Embed g →֒ gln and then by functoriality of Jm, it is enough to prove the claim for
g = gln. Note that
(
ϕ∗tw
)(u)
=
(
ϕ
(u)
w
)∗t
so we may assume t = 1. By Fact 4.16 we may assume
that w = XS is a left-normed Lie monomial.
The formal derivative of any monomial of matrices Xs1 ·Xs2 ·. . . ·Xsk is
k∑
j=1
Xs1 ·. . . ·X(1)sj ·. . . ·Xsk .
In particular, by induction on d it can be shown that
(5.1) X
(1)
S =
d∑
k=1
[Xs1 , . . . ,Xsk−1 ,X
(1)
sk
,Xsk+1 ,Xsd ].
By induction on u, we deduce that ϕ
(u)
w is a d-homogeneous word map. 
Definition 5.2. Recall that a word is of pure type S0 ∈ [r](d), if it can be written as
∑
S∈MS−1(S0)
cSXS ,
and note that any word w can be written as a sum of words of pure type
w =
∑
S0∈[r](d)
wS0 =
∑
S0∈[r](d)
 ∑
S∈MS−1(S0)
cSXS
 .
We call each wS0 a pure summand of w.
For J ∈ Nd and S ∈ MS−1(S0) define XJS := [X(j1)s1 , . . . ,X(jd)sd ]. We say that (S, J) ∼ (S′, J ′) are
equivalent if there exists σ ∈ Sd such that (σS, σJ) = (S′, J ′). We denote equivalence classes
with respect to this action by [(S, J)]. Notice that XJS and X
J ′
S′ have the same multiset of
variables if and only if (S, J) ∼ (S′, J ′). We therefore say that XJS is of type [(S, J)].
Using Formula (5.1), by induction, we get the following technical lemma. Note that
( u
j1,...,jd
)
=
u!
j1!...jd!
are the multinomial coefficients counting the number of ways to put u distinct objects in
d distinct bins, with jk objects in the k-th bin.
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Lemma 5.3. Let S ∈ [r]d and w = XS. Then w(u) =
∑
J∈Nd:|J |=u
( u
j1,...,jd
)
XJS .
Corollary 5.4. Let g be a simple K-Lie algebra, and let w be a d-homogeneous word of pure
type S0 such that ϕw : g
r → g is not trivial. Then for any u ∈ N, J˜ ∈ Nd with |J˜ | = u, and any
S˜ ∈ MS−1(S0), the map ϕ(u)w contains a non-trivial pure summand w′ of type [(S˜, J˜)].
Proof. Write w =
∑
S∈MS−1(S0)
cSXS . Then by Lemma 5.3,
ϕ(u)w =
∑
S∈MS−1(S0)
∑
J :|J |=u
cS
(
u
j1, . . . , jd
)
XJS .
In particular, ϕ[(S˜,J˜)] :=
∑
S∈MS−1(S0)
∑
J :(S,J)∈[(S˜,J˜)]
cS
( u
j1,...,jd
)
XJS is the pure summand of ϕ
(u)
w of
type [(S˜, J˜)]. It is left to verify it is not trivial. Let W be the subspace of Jm(g
r) defined by
X
(u)
s = Xs for all s and u. Note that∣∣∣{J : (S, J) ∈ [(S˜, J˜)]}∣∣∣ =
∣∣∣StabSd(S˜)∣∣∣∣∣∣StabSd((S˜, J˜))∣∣∣ =: C([S˜, J˜ ]),
and hence there exists some C ′([S˜, J˜ ]) ∈ Z>0 such that
ϕ[(S˜,J˜)]|W =
∑
S∈MS−1(S0)
C(S˜, J˜)cS
(
u
j1, . . . , jd
)
XS = C
′([S˜, J˜ ]) · ϕw,
which is non-trivial by our assumption. 
We next use the methods discussed in Subsection 5.1 to reduce Jm(ϕw) to a simpler map.
Proposition 5.5. There exists a degeneration of Jm(ϕw) into a generating map φ : g
r(m+1) →
gm+1 of the form φ = (φ0, ..., φm), where each φu : g
r(m+1) → g is a Lie algebra word map.
Furthermore there is a partition of the interval [0,m] into intervals {[ij , ij+1]}j of length at most
2d + 1, such that the collection {ψj}j , where ψj := (φij , φij+1, ..., φij+1), has mutually disjoint
variables. In particular, φ−1(0) =
∏
j ψ
−1
j (0).
Proof. We choose an averaging weight
ωav(X
(u)
s ) := (d+ 1)
u,
and observe that
σωav(Jm(ϕw)) =
(
σωav(ϕw), σωav(ϕ
(1)
w ), . . . , σωav (ϕ
(m)
w )
)
,
where each σωav(ϕ
(u)
w ) is a sum of pure summands of ϕw, and each pure summand is of type
[(S, J)], for some J = (j1, . . . , jd) such that
∣∣jk − ud ∣∣ ≤ 1 for any k ∈ [d]. Note that each of these
summands does not vanish by Corollary 5.4, and they cannot cancel each other as they consist
of different monomials. We now order the variables X1, . . . ,Xr, . . . ,X
(m)
1 , . . . ,X
(m)
r from 1 to
r(m+ 1), by ord(X
(u)
s ) = ur + s, and set a monomialization weight
ωmon(X
(u)
s ) := (d+ 1)
ord(X
(u)
s ).
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Observe that for any σωav(ϕ
(u)
w ), there is a unique pure summand of type [(S, J(u))], with
J(u) = (ju,1, . . . , ju,d), such that degωmon([X
(ju,1)
s1 , . . . ,X
(ju,d)
sd ]) is minimal. In particular, we
have the following.
Corollary 5.6. The map w˜u := σωmon
(
σωav(ϕ
(u)
w )
)
is a non-trivial d-homogeneous word map
of pure type [(S, J(u))] with |J(u)| = u and ∣∣ju,k − ud ∣∣ ≤ 1 for any k ∈ [d].
Write X(u) (resp. Y (u)) for the set of variables X
(u)
1 , . . . ,X
(u)
r (resp. Y
(u)
1 , . . . , Y
(u)
r ). We now
use the level separation method; we apply one convolution to Jm(ϕw) to create a new set of
r(m+ 1) variables Y, . . . , Y (m), and set
ωLS(X
(u)) =
0 if umod4 = 0, 1d2 + 1 if umod4 = 2, 3,
ωLS(Y
(u)) =
d2 if umod4 = 0, 10 if umod4 = 2, 3.
By Corollary 5.6 and by the definition of ωLS, the map φ := σωLS
(
σωmon
(
σωav(Jm(ϕw)
∗2)
))
is
of the form φ = (φ0, . . . , φm) where the dependence of φj on {X(u), Y (u)}mu=0 is as follows:
(1) The polynomials φ0, . . . , φ⌈ 3d2 ⌉−1 depend only on the variables X,X
(1),X(2).
(2) For every j ∈ N, the polynomials φ⌈ (3+8j)d
2
⌉, . . . , φ⌊ (7+8j)d
2
⌋ depend only on the variables
Y (4j+1), Y (4j+2), Y (4j+3), Y (4j+4).
(3) For every j ∈ N, the polynomials φ⌊ (7+8j)d
2
⌋
+1
, . . . , φ⌈ (11+8j)d
2
⌉
−1
depend only on the
variables X(4j+3),X(4j+4),X(4j+5),X(4j+6).
Using the level separation method, we separated σωmon
(
σωav(Jm(ϕw)
∗2
)
into levels with pairwise
disjoint variables, where each level is of size at most (2d + 1)dimg. Notice that φu = w˜u for
any u, in either the variables X, . . . ,X(u) or Y, . . . , Y (u), so every φu is non-trivial and thus gen-
erating. Since for each u the polynomial φu involves different monomials, it follows that the map
(φs1 , . . . , φs2) where (s1, s2) ∈
{
(0,
⌈
3d
2
⌉− 1), (⌈ (3+8j)d2 ⌉ , ⌊ (7+8j)d2 ⌋), (⌊ (7+8j)d2 ⌋+ 1, ⌈ (11+8j)d2 ⌉− 1)}
is generating as well. This finishes the proof of the proposition. 
5.2. Lie algebras of low rank and small polyhypergraphs. In order to treat word maps
on low rank Lie algebras and polyhypergraphs with few types of edges, we need the following
Proposition 5.7. For a polynomial f(x1, . . . , xn) =
∑
I∈Nn
aIx
I set
dmon(f) := max{ij : I = (i1, . . . , in) ∈ Nn and aI 6= 0}.
For a polynomial map ϕ = (ϕ1, ..., ϕm) : AnK → AmK set dmon(ϕ) := maxi {dmon(ϕi)}.
Proposition 5.7. Let ϕ = (ϕ1, ..., ϕm) : AnK → AmK be a generating morphism. Then ϕ∗(mdmon(ϕ)+1)
is (FRS).
Proof. By [GH19, Section 6] we may assume that K = Q. Write µZp for the normalized Haar
measure on Zp and set τp,ϕ = ϕ∗(µnZp), for any large enough prime p. By [Clu04, Theorem
6.1] and [Chu76], it follows that F(τp,f ) ∈ Lmdmon(ϕ)+ǫ for every ǫ > 0. In particular, for any
t > mdmon(ϕ) we have:∥∥F(τp,ϕ∗t)∥∥1 = ∥∥F(τ∗tp,ϕ)∥∥1 = ∥∥(F(τp,ϕ))t∥∥1 = ‖F(τp,ϕ)‖tt < C,
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so τ∗tp,ϕ has continuous density. It now follows from [GH19, Proposition 3.16] that ϕ
∗t is (FRS)
(this is a consequence of an analytic criterion for the (FRS) property, see Theorem 8.5). 
Note that dmon(ϕw) ≤ d− 1 for any word map ϕw : gr → g of degree d ≥ 2. Corollaries 5.8 and
5.9 now follow directly from Proposition 5.7 and Lemma 3.8:
Corollary 5.8. Let w ∈ Lr be a word of degree d ∈ N and let g be a simple K-Lie algebra such
that ϕw is non-trivial on g. Then,
(1) If t ≥ (dimg)2 then ϕ∗tw is flat.
(2) If t ≥ d (dimg) then ϕ∗tw is (FRS).
Let Γ := (I,J ,S) be a d-PH and let (Γ,V, {τγ}) be an assignment, where V = (V (i))i∈I and
{τγ}γ∈S is a collection of d-homogeneous multilinear forms τ{i1,...,id},l :
⊕
i∈{i1,...,id}
V (i) → K.
Write ΦΓ,V,{τγ} :
⊕
i∈I
V (i)→ KJ for the corresponding map (as in (4.1)).
Corollary 5.9. The t-th self-convolution (Γ,V⊕t, {τ⊕tγ }) of (Γ,V, {τγ}) (Definition 4.34) is
(1) Flat if t ≥ |J |2.
(2) (FRS) if t ≥ d |J |+ 1.
Moreover, if Γ is a hyperedge consisting of a single hyperedge, with an assignment (Γ, V, τ), then
(Γ, V, τ) is flat, and (Γ, V ⊕t, {τ∗t}) is (FRS) if t ≥ dmon(τ) + 1.
Remark 5.10. Note that the map ΦΓ,V⊕t,{τ∗tγ } can be naturally identified with Φ
∗t
Γ,V,{τγ}
.
5.3. Proof for sln. We assume that n > d, as otherwise we may use the results of Subsection 5.2.
Let t be the Cartan subalgebra of sln consisting of diagonal matrices, write sln = t⊕
⊕
1≤i 6=j≤n
gi,j
and consider the basis B = {Ei,j : 1 ≤ i 6= j ≤ n} ∪ {Hi}n−1i=1 with 0 6= Ei,j ∈ gi,j and
Hi = Ei,i − Ei+1,i+1 ∈ t. Set ei,j = Ei,j if i 6= j and ei,i = Hi if i = j < n. We denote by
Σ(sln, t) the corresponding root system, consisting of the roots {ǫi − ǫj}i 6=j, where ǫi ∈ t∗ is the
projection map to the i-th coordinate.
Let B∗ = {eˆi,j} be the dual basis of B. Let w be a d-homogeneous word of pure type and
consider the d-PH Γsln,w and its assignment (Γsln,w, V, {τγ}γ∈S) as defined in Subsection 4.5.2,
for I = J = [n]2\{(n, n)}. Recall that Γsln,w has vertices {ei,j}(i,j)∈I and hyperedges S of the
form ({ei1,j1 , . . . , eid,jd}, eˆk,l). Here, (k, l) ∈ J is the type of the hyperedge.
Remark 5.11. Note that if [ei1,j1 , . . . , eid,jd] ∈ gk,l with k 6= l, then for each permutation σ ∈ Sd,
we have [eiσ(1),jσ(1), . . . , eiσ(d),jσ(d)] ∈ gk,l. In particular, each edge {ei1,j1 , . . . , eid,jd} is of unique
type eˆk,l. On the other hand, if [ei1,j1 , . . . , eid,jd ] ∈ t, the hyperedge {ei1,j1 , . . . , eid,jd} might be
of several types. For example, take w = [X1,X2], then
[e1,4, e4,1] = E1,1 − E4,4 = e1,1 + e2,2 + e3,3,
so the edge {e1,4, e4,1} is of types eˆ11, eˆ22 and eˆ33.
Our goal in this subsection is to prove the following theorem:
Theorem 5.12. Let w ∈ Lr be a d-homogeneous word of pure type and let n > d.
(1) The d-PH (Γsln,w, V, {τγ}γ∈S) is flat if dimV ≥ 20d3r.
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(2) The d-PH (Γsln,w, V, {τγ}γ∈S) is (FRS) if dimV ≥ 80d3r.
We would first like to reduce Γsln,w to three simpler polyhypergraphs. Let M = [3] and
set a coloring function ν0(ei,j) = (2d(i − j), 1, 2d(j − i)). Notice that given a hyperedge
({ei1,j1 , . . . , eid,jd}, eˆk,l) ∈ S,
(⋆) ν˜0({ei1,j1 , . . . , eid,jd}) =
d∑
u=1
ν0(eiu,ju) = (2
d∑
u=1
d(iu − ju), d, 2
d∑
u=1
d(ju − iu)).
Recall that in any simple Lie algebra g, for any α, β ∈ Σ(g, t) we have [gα, gβ] ⊆ gα+β if
α + β ∈ Σ(g, t), and zero otherwise. Since the hyperedge above is of type (k, l), it follows that
d∑
u=1
ǫiu − ǫju = ǫk − ǫl. In particular, we get
(⋆) = (2d(k − l), d, 2d(l − k)),
so ν0 is admissible, and hence by Corollary 4.32, we reduce to the following d-PHs:
(1) Γ+ := grν0,1(Γsln,w) consisting of hyperedges of type eˆk,l with k < l.
(2) Γ0 := grν0,2(Γsln,w) consisting of hyperedges of type eˆk,k with k ∈ [n− 1].
(3) Γ− := grν0,3(Γsln,w) consisting of hyperedges of type eˆk,l with k > l.
As we will see soon, the d-PHs Γ+ and Γ− can rather easily be reduced to hypergraphs. Γ0
requires a special treatment, since by Remark 5.11, the hyperedges of Γ0 may not have a unique
type, so a non-careful enough use of the elimination method might result in a non-generating
map (see Remark 4.31). We start by analyzing Γ+ and Γ−.
5.3.1. Reduction of Γ+ and Γ− to d-hypergraphs. We consider Γ+, the proof for Γ− is similar.
Recall Γ+ := (I,J+,S+) with J+ = grν0,1(J ) = {(k, l) ∈ J : k < l} and S+ = grν0,1(S). The
reduction to a hypergraph is done by applying the averaging method followed by the monomi-
alization method.
Set a weight function ωav(ei,j) = (d+ 1)
|i−j| for any i, j. Following the discussion in Subsection
5.1, ωav leaves hyperedges ({ei1,j1 , . . . , eid,jd}, eˆk,l) such that each of ei1,j1 , . . . , eid,jd has length
|im − jm| which is as close as possible to the average, i.e. to |k−l|d . Denote Γ1 = grωav(Γ+) =
(I,J+,S1), where
S1 := {({ei1 ,j1 , . . . , eid,jd}, eˆk,l) ∈ S+ such that ω˜av({ei1,j1 , . . . , eid,jd}) is minimal}.
Order {ei,j} by ord(ei,j) = (i− 1)n + j and set a monomialization weight
ωmon(ei,j) := (d+ 1)
ord(ei,j).
Note that for any (k, l) ∈ J+, there is a unique edge ({ei1,j1 , . . . , eid,jd}, eˆk,l) ∈ S1 with minimal
weight ω˜mon({ei1,j1 , . . . , eid,jd}). Indeed,
(5.2) ω˜mon({ei1,j1 , . . . , eid,jd}) =
d∑
u=1
(d+ 1)ord(eiu,ju ) =
n2−1∑
p=1
(#{u : ord(eiu,ju) = p}) · (d+ 1)p,
so this decomposition is unique. Denote the resulting d-PH by Γ2 = grωmon(Γ1) := (I,J+,S2).
Proposition 5.13. For any (k, l) ∈ J+ we have
(1) Γ2 contains exactly one hyperedge {ei1,j1 , . . . , eid,jd} of type (k, l) and it is of unique type.
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(2) Any hyperedge ({ei1,j1 , . . . , eid,jd}, eˆk,l) ∈ S2 with |k − l| ≤ d consists of vertices eiu,ju
which are either simple roots ei,i+1 or elements ei,i of the Cartan t.
Proof. Indeed, (5.2) and Remark 5.11 imply (1). It is left to prove (2). Assume k < l ≤ k + d.
Since S2 ⊆ S1, it is enough to show that any ({ei1,j1 , . . . , eid,jd}, eˆk,l) ∈ S1 satisfies (2), which is
equivalent to
(⋆) ω˜av({ei1,j1 , . . . , eid,jd}) ≤ (d+ 1)d.
It is left to find a hyperedge of type eˆk,l in Γ+ that satisfies (⋆). Without loss of generality
assume that k > d2 (a similar construction can be done for k ≤ d2). Further recall that n > d.
Let I0 = ((i0,1, j0,1), . . . , (i0,d, j0,d)) ∈ Id be the d-tuple defined by(i0,u, j0,u) := (k − u+ 1, k − u) if u ≤
d−(l−k)
2
(i0,u, j0,u) := (l + u− d− 1, l + u− d) if u > d−(l−k)2
if d− (l − k) is even, and as follows if d− (l − k) is odd:
(i0,u, j0,u) := (k − u+ 1, k − u) if u < d−(l−k)+12
(i0,u, j0,u) := (k − u+ 1, k − u+ 1) if u = d−(l−k)+12
(i0,u, j0,u) := (l + u− d− 1, l + u− d) if u > d−(l−k)+12 .
In view of Remark 4.27, ϕw : sl
r
n → sln can be written as a restriction of a matrix word map
ϕw˜ : M
r
n → Mn, with w˜ =
∑
S∈MS−1(S0)
dS · Xs1 · ... · Xsd for some S0 ∈ [r](d) and constants dS .
Write I˜0 := MS(I0). By Lemma 4.26 we have
τI˜0,(k,l)(X1, . . . ,Xr) =
∑
((i1,j1),...,(id,jd))∈MS
−1(I˜0)
∑
S∈MS−1(S0)
dS
d∏
u=1
aiu,ju,su,eˆk,l (ei1,j1 · . . . · eid,jd) ,
where Xs =
∑
(i,j)∈I
ai,j,sei,j. Now, note that e(i0,1,j0,1) · . . . · e(i0,d ,j0,d) 6= 0, but any reordering of
these terms is the zero matrix, namely e(i0,σ(1) ,j0,σ(1)) · . . . · e(i0,σ(d),j0,σ(d)) = 0 for any 1 6= σ ∈ Sd.
We get,
τ
I˜0,(k,l)
(X1, . . . ,Xr) =
∑
S∈MS−1(S0)
dS
d∏
u=1
ai0,u,j0,u,su eˆk,l
(
ei0,1,j0,1 · . . . · ei0,d,j0,d
)
=
∑
S∈MS−1(S0)
dS
d∏
u=1
ai0,u,j0,u,su.
Note that the monomials {
d∏
u=1
ai0,u,j0,u,su}S∈MS−1(S0) are mutually different (since the pairs
{(i0,u, j0,u)}du=1 are mutually different), and dS 6= 0 for some S ∈ MS−1(S0), so τI˜0,(k,l)(X1, . . . ,Xr) 6=
0, but by our construction of Γsln,w, we have (I˜0, eˆk,l) ∈ S and as it satisfies (⋆) we are done. 
Proposition 5.13 implies the following:
Corollary 5.14. The d-PH Γ2 is induced from a d-hypergraph G = (V, E), with V = I and
E = {the unique hyperedges ({ei1,j1 , . . . , eid,jd}, eˆk,l) ∈ S2 of type eˆk,l, for any (k, l) ∈ J+}.
Before we start to simplify G (or Γ2) we would like to have a better understanding of its structure.
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Lemma 5.15. Let Γ2 = (I,J+,S2) as above, and let k, l with d < l − k. Write l − k = pd+ q,
where p, q ∈ N and 0 ≤ q ≤ d − 1. Then the hyperedge ({ei1,j1 , . . . , eid,jd}, eˆk,l) ∈ S2 satisfies
(iu, ju) = (k + (u− 1)p, k + up) for any 1 ≤ u ≤ d− q, and
(id−q+g, jd−q+g) = (k + (d− q)p+ (g − 1)(p + 1), k + (d− q)p+ g(p + 1)),
for g ∈ {1, . . . , q}.
Proof. We first show that for (i1, j1), . . . , (id, jd) as in the lemma, we have ({ei1,j1 , . . . , eid,jd}, eˆk,l) ∈
S. Indeed, since i1 = k, jd = l, iu+1 = ju, and {iu}du=1 ∪ {jd} are mutually different, it follows
that eiσ(1)jσ(1) · . . . · eiσ(d)jσ(d) 6= 0 if and only if σ ∈ Sd is the trivial permutation. Using an
argument similar to that in Proposition 5.13, we have τ{(i1,j1),...,(id,jd)},(k,l) 6= 0. It is clear from
the definitions of ωav and ωmon, that ω˜av({ei1,j1 , . . . , eid,jd}) is minimal over all hyperedges of
type eˆk,l, and that ω˜mon({ei1,j1 , . . . , eid,jd}) is minimal over all hyperedges in S1 of type eˆk,l.
This implies that ({ei1,j1 , . . . , eid,jd}, eˆk,l) ∈ S2 as required. 
5.3.2. Proof for the d-hypergraph G = (V, E). We now reduce our hypergraph G = (V, E) to two
simpler hypergraphs. We set M = {1, 2} and
ω2(ei,j) =
(d, 0) if i < j(0, d2) if i ≥ j.
This coloring results in two sub-hypergraphs:
(1) G+ = (V+, E+), consisting of vertices V+ = {ei,j}i<j corresponding to positive roots, and
whose edges are
E+ = {({ei1 ,j1 , . . . , eid,jd}, eˆk,l) ∈ E : ju > iu∀u} = {eˆk,l : l − k ≥ d}.
(2) Gsmall = (Vsmall, Esmall), consisting of Esmall = E\E+. By Proposition 5.13 it follows that
Vsmall consists of vertices ei,j with |i− j| ≤ 1.
We treat each of these hypergraphs separately.
Proof for G+ :
The idea is to apply a series of level separations (see Subsection 5.1), to reduce G+ to the case
of a hyperedge. We set the following coloring function ωLS,1 : V+ → N{0,1},
ωLS,1(ei,j) =
(0, 2d) if (j − i)mod 4 = 0, 1(2d+ 1, 0) if (j − i)mod 4 = 2, 3.
Notice that an edge eˆk,l ∈ E+ (i.e. an edge where l − k ≥ d)
(1) Has color 0 if and only if |k − l|mod 4d ∈ [0, ⌈ 3d2 ⌉− 1] ∪ [⌊7d2 ⌋+ 1, 4d − 1].
(2) Has color 1 if and only if |k − l|mod 4d ∈ [⌈3d2 ⌉ , ⌊7d2 ⌋].
As a result, ωLS,1 splits the hypergraph G+ into levels (of size ∼ 2dn):
(1) grωLS,1,0G+ consisting of a disjoint union of hypergraphs G+,0,m = (V+,0,m, E+,0,m), for
m ∈ N such that
(a) E+,0,0 consists of edges eˆk,l where l − k ∈
[
0,
⌈
3d
2
⌉− 1],
(b) E+,0,m consists of edges eˆk,l where l − k ∈
[
4d(m− 1) + ⌊7d2 ⌋+ 1, 4dm + ⌈3d2 ⌉− 1].
(2) grωLS,1,1G+ consisting of a disjoint union of hypergraphs G+,1,m = (V+,1,m, E+,1,m), for
m ∈ N, where E+,1,m consists of edges eˆk,l where l − k ∈
[
4dm+
⌈
3d
2
⌉
, 4dm+
⌊
7d
2
⌋]
.
ON SINGULARITY PROPERTIES OF WORD MAPS AND APPLICATIONS 46
It is left now to deal with each of the hypergraphs G+,1,m and G+,0,m. We prove our state-
ment for G+,1,m, the proof for G+,0,m is similar. Notice that any edge eˆk,l consists of vertices
ei1,j1 , . . . , eid,jd ∈ V+,1,m such that ju − iu are as in Lemma 5.15. In particular, ju − iu ∈
[4m+ 1, 4m + 4], implying the following:
Lemma 5.16. A sufficient condition for two edges eˆk,l, eˆk′,l′ ∈ E+,1,m not to share a common
vertex is |k − k′| > (4m+ 4)d.
Example 5.17. Take n = 1000, d = 10 and consider G+,1,20. Then E+,1,20 consists of the
edges eˆk,l such that l − k ∈ [815, 835]. Note that eˆ1,821 shares common vertices with some of
its neighbors such as eˆ1,822, . . . , eˆ1,830 and eˆ2,821, eˆ3,821, . . . . Apart from these close interactions,
note that eˆ1,821 and eˆ83,903, which are far from each other, share the vertex e83,165. Both types
of interactions between edges will be taken into account.
We would therefore like to use level separation to minimize such interactions between edges.
We start with taking care of far interactions. For any i let i¯ =
⌊
i
4m
⌋
mod2d, and set ωLS,2 :
V+,1,m → N{0,...,2d−1} as follows:
ωLS,2(ei,j)(s) := n+ (n− j) · δsj¯ − (n− i) · δs¯i.
Note that
ω˜LS,2(eˆk,l)(s) = dn+ (n− l) · δsl¯ − (n− k) · δsk¯,
and in particular, the color of the edge eˆk,l is always k¯. As a consequence, for any t ∈
{0, . . . , 2d−1} the hypergraph grωLS,2,t(G+,1,m) consists of edges eˆk,l with k¯ = t. By Lemma 5.16,
each grωLS,2,t(G+,1,m) is a disjoint union of hypergraphs {Gt,e+,1,m}e∈N with edges eˆk,l where k ∈
[4m(t+ 2ed), 4m(t + 2ed) + 4m− 1]. Restricting to each of the smaller hypergraphs {Gt,e+,1,m}e∈N,
we obtain the following:
Lemma 5.18. A sufficient condition for two edges eˆk,l, eˆk′,l′ ∈ E t,e+,1,m not to share a common
vertex is that either |k − k′| > d or |l − l′| > d.
Following Lemma 5.18, using two more level separations ωLS,3 and ωLS,4 (with d colors each),
which are defined in a way similar to ωLS,2, only with i¯ := imod d instead of i¯ :=
⌊
i
4m
⌋
mod2d,
we get that
(1) grωLS,3,t1Gt,e+,1,m is a disjoint union of hypergraphs, each supported on the hyperedges
eˆk0,l0 , . . . , eˆk0,l0+2d with l0 = k0 + 4dm+
⌈
3d
2
⌉
, for a fixed k0.
(2) grωLS,4,t2grωLS,3,t1Gt,e+,1,m is a disjoint union of hypergraphs, each consisting of a single
hyperedge eˆk0,l0 .
Write ({ei1,j1 , . . . , eid,jd}, eˆk0,l0) for any hyperedge of grωLS,4,t2grωLS,3,t1Gt,e+,1,u. Note that by
Lemma 4.26, since each hyperedge of grωLS,4,t2grωLS,3,t1Gt,e+,1,u is supported on distinct vertices, it
follows that τ{(i1,j1),...,(id,jd)},(k0,l0) is a sum of monomials of the form x1x2 . . . xd. By Corollary
5.9, since dmon(x1 · ... · xd) = 1, it follows that grωLS,4,t2grωLS,3,t1G
t,e
+,1,u is flat if dimV ≥ r and is
(FRS) if dimV ≥ 2r.
Summary for G+ and G−:
We have used the level separation method four times, with coloring functions ωLS,1, ωLS,2, ωLS,3
and ωLS,4, with 2, 2d, d and d colors respectively, to reduce to a case of a hyperedge. For a
hyperedge we need dimV ≥ r to guarantee flatness, and dimV ≥ 2r for the (FRS) property.
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Thus the hypergraph G+ (and similarly G−) is flat after 4d3 = 2 · 2d · d · d convolutions, and is
(FRS) after 8d3 convolutions.
Proof for Gsmall:
Set i¯ = imod 2d and ωLS,5 : Vsmall → N{0,...,2d−1} by
ωLS,5(ei,j)(s) := n+ (n− j) · δsj¯ − (n− i) · δs¯i,
and note that eˆk.l is of color k¯ (recall we still have l > k).
By Proposition 5.13, since each of the vertices eiu.ju on which the hyperedge eˆk.l is supported
is either a simple root or an element of the Cartan, it follows that for each s ∈ {0, . . . , 2d − 1},
grωLS,5,s(Gsmall) is a disjoint union of hypergraphs, each with at most d edges. Using another
level separation ωLS,6(ei,j)(s) := n − j · δsj¯ + i · δs¯i of d colors (with i¯ = imod d), we reduce to
the case of a single hyperedge.
Summary for Gsmall: Since we used the coloring method twice, with 2d and d colors, by
Corollary 5.9, we need dimV ≥ 2d2r for Gsmall to be flat, and dimV ≥ 2d3r for Gsmall to be
(FRS).
We have therefore finished the cases of Γ+ and Γ−, so it is left to deal with Γ0.
5.3.3. The case of Γ0. Recall that Γ0 := grν0,2(Γsln,w) = (I,J0,S0). In order to show that
(Γ0, V, {τγ}γ∈S0) is (FRS) for V sufficiently large, we can use the coloring and elimination meth-
ods, to reduce to a d-PH with few types of hyperedges, and then use Corollary 5.9. Instead, we
prove that ΦΓ0,V,{τγ} is jet-flat when V is large enough, using similar coloring and elimination
techniques, only on the m-th jet map Jm(ΦΓ0,V,{τγ}). This approach will put us in a better
position to treat the case of matrix word maps in Section 5.4.
Similarly to as done in Subsection 5.1.1, using an averaging weight, a monomialization weight,
and the level separation method, we reduce to proving the flatness property of a map ϕm =
(ϕ
(k0)
m , . . . , ϕ
(k0+2d)
m ) whose target is a vector space of dimension dimt · (2d+1) = (2d+1)(n−1),
and each ϕ
(u)
m is a certain pure summand of ϕ
(u)
w (composed with {eˆ(u)l,l }l∈[n−1]). The variables
of this map are {e(u′)i,j } for 0 ≤ u′ ≤ k0 + 2d and (i, j) ∈ [n]2\{(n, n)}. We now set the following
weight
ν1(e
(u′)
i,j ) =
d if |i− j| > 1 and (i > d or j > d)0 if |i− j| ≤ 1 or i, j ≤ d.
Lemma 5.19. The map grν1(ϕm) is a generating polynomial map on variables {e
(u′)
i,j } with
either i, j ≤ d or |i− j| ≤ 1.
Proof. Note that grν1(ϕm) =
(
grν1ϕ
(k0)
m , . . . , grν1ϕ
(k0+2d)
m
)
. Since ϕ
(u1)
m and ϕ
(u2)
m involve distinct
monomials if u1 6= u2, the maps grν1ϕ
(u1)
m and grν1ϕ
(u2)
m involve distinct monomials as well.
Therefore, grν1(ϕm) is generating if and only if grν1ϕ
(u)
m is generating for every k0 ≤ u ≤ k0+2d.
Let W be the subspace of Jm(sl
r
n) defined by the relations X
(u′)
s = Xs for every u
′ and s ∈ [r].
By Corollary 5.4, ϕ
(u)
m |W = λ · ϕ(0)w for some λ > 0. Thus we may assume that u = 0 and it is
enough to show that Φ(grν1Γ0,V,{τγ}γ∈S0 )
is generating.
Consider the Lie subalgebra h ⊆ sln generated by the simple roots e1,2, . . . , ed−1,d. Since
h ≃ sld, Corollary 4.8 implies that grν1ϕw|h = ϕw|h 6= 0, and Proposition 4.5 implies that
Φ(grν1Γ0,V,{τγ}γ∈S0 )
is generating on the types {eˆl,l}l∈[d−1] using only the variables of h.
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We use a similar construction as in the proof of Proposition 5.13(2), only now for hyperedges
of type eˆk,k. For simplicity assume that d is even (the case of an odd d is similar). For any
d+ 1 ≤ k ≤ n, consider the d-tuple I0(k) = ((i0,1, j0,1), . . . , (i0,d, j0,d)) ∈ Id defined by(i0,c, j0,c) := (k − c+ 1, k − c) if 1 ≤ c ≤ d2(i0,c, j0,c) := (k + c− d− 1, k + c− d) if d2 < c ≤ d,
and let I˜0(k) = MS(I0(k)). Note that here, unlike in the case of Γ+ and Γ−, the hyperedge I˜0(k)
is supported on several types, i.e. on the types {eˆl,l}l∈[k− d
2
,k−1] ∈ J0. By a similar computation
as in Proposition 5.13, and by induction on k, it can be shown that the forms {τγ} supported on
h and on the hyperedges {I˜0(l)}l≤k are generating on the types {eˆl,l}l∈[k−1], so we are done. 
Back to our morphism grν1(ϕm). Our choice of ν1 guarantees that eˆ
(u)
k,k ◦ grν1(ϕm) is supported
on variables e
(u′)
i,j with |i− k| ≤ 2d. We set the following (monomialization) weight
ν2(e
(u′)
i,j ) =
(d+ 1)i if i > 2d0 if i ≤ 2d.
Similarly to the proof of Lemma 5.19, it can be shown that grν2(grν1(ϕm)) is generating. We
now use the level separation method. Set i¯ =
⌊
i
4d
⌋
mod2, and define a coloring function νLS
with two colors s ∈ {0, 1} by
νLS(e
(u)
i,j )(s) = (d
2 + 1) · δs¯i + d2 · δs(1−i¯).
In view of Remark 4.33, our choice of ν2 makes νLS an admissible coloring for the map grν2(grν1(ϕm)).
Then each of {grνLS,s(grν2(grν1(ϕm)))}2s=1 is a collection of morphisms in distinct variables
into affine spaces of dimension at most 6d · (2d + 1) ≤ 15d2. By Corollary 5.7, the map
grνLS,s(grν2(grν1(ϕm)))
∗15d3 is normal (as dmon ≤ d− 1). By Corollaries 2.15 and 3.12, and since
we have used four colors, the assignment (Γ0, V, {τγ}γ∈S0) is (FRS) if dimV ≥ 60d3r = 4 · 15d3r.
In particular, following the same proof for m = 0, we reduce to a disjoint set of morphisms into
a 6d-dimensional vector space, so 6d2 convolutions are enough to ensure each map is flat, and
(Γ0, V, {τγ}γ∈S0) is flat if dimV ≥ 12d2r.
5.3.4. Proof of Theorem 5.12. Assume n > d ≥ 2. We have seen that the hypergraphs G+ and
G− are flat after 4d3 convolutions, and (FRS) after 8d3 convolutions. Gsmall is flat after 2d2
convolutions and (FRS) after 2d3 convolutions. Therefore, each of the d-PHs Γ+ and Γ− are
flat after 5d3 convolution and (FRS) after 10d3 convolutions. We have seen that Γ0 is flat after
12d2 and (FRS) after 60d3 convolutions. Theorem 5.12 now follows by combining the results for
Γ+, Γ− and Γ0 and using Corollary 4.32 repeatedly.
5.4. Matrix word maps. The proof for matrix word maps (Theorem 4.10) is similar to the
sln case. With the notations of Section 5.3, let ecent = Hcent =
n∑
i=1
Ei,i
n and eˆcent = Tr(·) be
such that {eˆi,j} ∪ {eˆcent} is the basis dual to {ei,j} ∪ {ecent}. Let w ∈ Ar be a matrix word of
degree d. We identify ϕw with a map (ϕ˜w,Tr(ϕw)) : M
r
n → An
2
, where (ϕ˜w)i,j = eˆi,j ◦ ϕw and
Tr(ϕw) = eˆcent ◦ ϕw. Let ϕw0 be the highest degree homogeneous part of ϕw. Since the image
of ϕw0 is conjugate invariant, it must generate either Mn or sln. In the first case, using Lemma
4.19 we reduce to a generating d-homogeneous matrix word map ϕw0 . In the second case, we
reduce (ϕ˜w,Tr(ϕw)) to a map (ϕ˜w0 ,Tr(ϕw1)), where ϕw1 is the highest degree homogeneous part
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of ϕw whose trace is non-zero. Notice that the pair (ϕ˜w0 ,Tr(ϕw1)) is not necessarily a matrix
word map, but it is generating. Write the resulting morphism by ψw0,w1 .
Example 5.20. Let ϕw(X,Y ) = X
3 + [[[X,Y ], Y ], Y ]. Then ϕw0 = [[[X,Y ], Y ], Y ] and ϕw1 =
X3.
Definition 5.21. A d-homogeneous word w ∈ Ar is said to be of pure type S0 ∈ [r](d) if it is of
the form
w =
∑
S∈MS−1(S0)
cSXs1 ·Xs2 · . . . ·Xsd .
Lemma 5.22. We may assume that the words w0 and w1 appearing in ψw0,w1 = (ϕ˜w0 ,Tr(ϕw1))
are homogeneous matrix words of pure type.
Proof. We use the elimination method similarly as in Proposition 4.18. We set a monomialization
weight ωmon(Xi) = (d+ 1)
i and then grωmon(ψw0,w1) is of the required form. 
Proof of Theorem 4.10. If n ≤ d, then Proposition 5.7 implies that for any w ∈ Ar with ϕw :
M rn →Mn generating, the map ϕ∗d
3+1
w is (FRS).
Now assume that n > d. We use an idea similar to the one used in the reduction to the d-PHs
Γ+,Γ− and Γ0 in the case of sln. We use the coloring function ν0(ei,j) = (2d(i− j), 1, 2d(j − i))
for the polynomial map ψw0,w1 (see discussion after Theorem 5.12). We therefore reduce to a
disjoint union of three morphisms
Ψ+ := (eˆk,l)k<l ◦ (ϕ˜w0) :M rn → A
n(n−1)
2 ,
Ψ− := (eˆk,l)k>l ◦ (ϕ˜w0) :M rn → A
n(n−1)
2 ,
Ψ0 := ((eˆ1,1, . . . , eˆn−1,n−1) ◦ ϕ˜w0 ,Tr(ϕw1)) :M rn → An.
Ψ+ and Ψ− can be encoded in terms of assignments of d-PHs named Γ˜+ and Γ˜− as in the sln
case, only now the forms in play will encode matrix word maps instead of Lie algebra word
maps. The proof for Γ˜+ and Γ˜− is identical to the proof for Γ+ and Γ− in the sln case. In
particular, the maps Ψ∗t+ and Ψ
∗t
− are flat if t ≥ 5d3 and (FRS) if t ≥ 10d3.
The proof for Ψ0 is done by first dealing with ψw0 := (eˆ1,1, . . . , eˆn−1,n−1) ◦ ϕ˜w0 , similarly as in
Γ0 for sln, so that ψ
∗12d2
w0 is flat and ψ
∗60d3
w0 is (FRS). In particular, we get that the dimensions
of the fibers of Ψ∗12d
2
0 are at most 12d
2rn2 − n + 1, so by Lemma 3.9, Ψ∗24d20 is flat. Using a
similar argument (Lemma 3.9) on a certain degeneration of the m-th jets of Ψ0 (as in the case
of Γ0 for sln), we deduce that Ψ
∗200d4
0 is (FRS).
We therefore get that ϕ∗tw is flat if t ≥ 30d3 > 10d3+24d2 and is (FRS) if t ≥ 300d4. Proposition
4.21 allows us to reduce to the case of self-convolutions of matrix word maps (recall that when
doing this the required number of convolutions is multiplied by 2). Combining this with the
above arguments concludes the proof. 
5.5. Proof of the general case. Let g be a simple K-Lie algebra. We may assume that K
is algebraically closed. Since we already dealt with Lie algebras of small rank we may assume
that g is either so2n+1, sp2n or so2n, and n > 4d. Write g = t ⊕
⊕
α∈Σ(g,t)
gα with t a Cartan
subalgebra, Σ(g, t) the corresponding root system and △ a basis of Σ(g, t). Choose a Chevalley
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basis {hα}α∈△ ∪{eα}α∈Σ(g,t). We define the length ℓ(α) of a root α ∈ Σ+(g, t) to be the number
of simple roots αi1 , . . . , αiℓ(α) such that α =
ℓ(α)∑
j=1
αij .
We index this basis and its dual as {ei}i∈I and {êj}j∈J respectively. Let w ∈ Lr be a d-
homogeneous word of pure type. We consider the assignment (Γg,w, V, {τγ}γ∈S) of the d-PH
Γg,w = (I,J ,S). Recall that Γg,w has vertices {ei}i∈I and hyperedges of the form ({ei1 , . . . , eid}, êj).
Such an edge has type j. We would like to prove the following:
Theorem 5.23. Let w ∈ Lr be a d-homogeneous word of pure type and let n > 4d. Then the
d-PH (Γg,w, V, {τγ}γ∈S) is flat if dimV ≥ 4 · 104d3r, and (FRS) if dimV ≥ 8 · 104d4r.
As in the case of sln, in order to split Γg,w into simpler d-PHs we use the coloring function
ν0(α) =

(−2d · ℓ(α), 1, 2d · ℓ(α)) if α ∈ Σ+(g, t)
(2d · ℓ(α), 1,−2d · ℓ(α)) if α ∈ Σ−(g, t)
(0, 1, 0) else.
We get three simpler d-PHs:
(1) Γ+ := grν0,1(Γg,w) = (I,J+,S+) consisting of hyperedges of type êδ with δ ∈ Σ+(g, t).
(2) Γ0 := grν0,2(Γg,w) = (I,J0,S0) consisting of hyperedges of type ĥα with α ∈ △.
(3) Γ− := grν0,3(Γg,w) = (I,J−,S−) consisting of hyperedges of type êδ with δ ∈ Σ−(g, t).
5.5.1. Reduction of Γ+ and Γ− to d-hypergraphs. Let g be either so2n, so2n+1 or sp2n and consider
the following bilinear forms:
B2n :=
(
0 In
In 0
)
, B2n+1 :=
 0 In 0In 0 0
0 0 1
 and Jn :=
(
0 In
−In 0
)
.
These forms induce embeddings so2n →֒ so2n+1 →֒ gl2n+1 and sp2n →֒ gl2n such that diag2n+1∩g
is a Cartan subalgebra of g, where diag2n+1 ⊆ gl2n+1 is the space of diagonal matrices. Let ǫi ∈ t∗
be the restriction of the projection to diagn to its i-th coordinate.
Definition 5.24. Let g be a simple classical Lie algebra. A root α ∈ Σ(g, t) is said to be of
(1) Type a if it is of the form ai,j := ǫi − ǫj, for i 6= j.
(2) Type b if it is of the form bi,j := ǫi + ǫj, for any i, j (including 2ǫi in the case of sp2n).
(3) Type c if it is of the form ci := ǫi.
Notice that sln contains only roots of type a, so2n and sp2n contain only roots of type a and b
and so2n+1 contains roots of type a, b and c.
Lemma 5.25. Let δ ∈ Σ+(g, t) and assume that there exist αi1 , . . . , αid ∈ Σ+(g, t) such that
êδ([eαi1 , . . . , eαid ]) 6= 0. Then
(1) δ is of type a if and only if all {αij} are of type a.
(2) δ is of type b if and only if either,
(a) exactly d− 1 of {αij} are of type a, and αik is of type b for a single k ∈ [d], or;
(b) exactly d− 2 of {αij} are of type a, and αik1 and αik2 are of type c for k1, k2 ∈ [d].
(3) δ is of type c if and only if exactly d− 1 of {αij} are of type a, and for a single k ∈ [d]
the root αik is of type c.
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We set an averaging weight (as in Subsection 5.3.1)
ωav(eα) = (d+ 1)
ℓ(α) and ωav(hα) = 1,
and denote by Γ1 = grωav(Γ+) = (I,J+,S1). Order {ei}i∈I as follows; choose an arbitrary order
ord(hα) ∈ [n] for {hα}α∈△, and,
ord(eα) :=

n+ (i− 1)n+ j if α = ai,j
n+ 4n2 + (i− 1)n + j if α = bi,j
n+ 8n2 + (i− 1)n if α = ci.
Set a monomialization weight
ωmon(ei) := (d+ 1)
ord(ei),
and denote the resulting d-PH by Γ2 = grωmon(Γ1) = (I,J+,S2).
Proposition 5.26. Let δ ∈ Σ+(g, t) be a positive root. Then we have the following:
(1) Γ2 contains exactly one hyperedge {ei1 , . . . , eid} of type êδ, and it is unique of this type.
(2) If ℓ(δ) ≤ 4d, then the edge ({ei1 , . . . , eid}, êδ) ∈ S2 consists of vertices eij = eαij with
ℓ(αij ) ≤ 8d or eαij = hαij .
Proof. The proof of (1) is similar to (1) of Proposition 5.13. To prove Item (2), it is enough by
the definition of the weight ωav, to prove the existence of ({ei1 , . . . , eid}, eˆδ) ∈ S+ with eij = eαij
and ℓ(αij ) ≤ 8d, or eij = hαij . Let β1, . . . , βt be the simple roots appearing when writing δ
as a sum of simple roots. Complete it to any connected subdiagram that consists of 4d simple
roots (recall our assumption that rk(g) > 4d). Such a subdiagram is isomorphic to a Dynkin
diagram of some classical simple Lie subalgebra h of rank 4d. By Corollary 4.8 and Proposition
4.5, ϕw|hr : hr → h is generating, so we may find ({ei1 , . . . , eid}, eˆδ) ∈ S+ with eij ∈ h. Since
rkh = 4d it follows that ℓ(eij ) ≤ 8d, so we are done. 
Proposition 5.26 implies the following:
Corollary 5.27. The d-PH Γ2 is induced from a d-hypergraph G = (V, E), with V = I and
E = {the unique hyperedges {ei1 , . . . , eid} in Γ2 of type êδ, for any δ ∈ J+}.
We would now like to reduce G (or Γ2) into simpler hypergraphs. For this we need a more
general analogue of Lemma 5.15.
Lemma 5.28. Let Γ2 = (I,J+,S2) be as above, and let eˆδ ∈ J+ be such that ℓ(δ) ≥ 4d. Then
there exist αi1 , αi2 , . . . , αid ∈ Σ+(g, t) such that ({eαi1 , eαi2 , . . . , eαid }, êδ) ∈ S2 and ℓ(αij ) ∈
[
⌊
ℓ(δ)
d
⌋
− 1,
⌈
ℓ(δ)
d
⌉
+ 1] for every j ∈ [d].
Proof. Let δ ∈ Σ+(g, t). If δ is of type a, this is just Lemma 5.15. If δ is of type b, we may
always find a tuple (αi1 , . . . , αid) of positive roots αij = ǫkj ± ǫkj+1 where d − 1 roots are of
type a, and one root is of type b, whose lengths are in the interval [
⌊
ℓ(δ)
d
⌋
− 1,
⌈
ℓ(δ)
d
⌉
+ 1], such
that eˆδ([eαi1 , . . . , eαid ]) 6= 0 and such that the {kj}j∈[d] are distinct (the flexible choice of their
lengths allows us to make sure that the {kj} are indeed distinct). A similar argument as in the
proof of Proposition 5.13 gives ({eαi1 , . . . , eαid }, êδ) ∈ S+. By definition of ωav, any hyperedge
({eβj1 , . . . , eβid}, êδ) ∈ S1 must satisfy that ℓ(βju) ∈ [
⌊
ℓ(δ)
d
⌋
− 1,
⌈
ℓ(δ)
d
⌉
+ 1]. Since S2 ⊆ S1 we
are done. Similar analysis can be done for δ of type c. 
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5.5.2. Proof for the d-hypergraph G = (V, E) in the general case. We now reduce our hypergraph
G = (V, E) into two simpler hypergraphs G+ and Gsmall, as was done in the case of sln. Let
M = {0, 1} and set
ω2(eα) =
(d, 0) if α ∈ Σ+(g, t)(0, d2) if α ∈ Σ−(g, t) and ω2(hα) = (0, d2).
This coloring results in two sub-hypergraphs:
(1) G+ = (V+, E+) consisting of vertices V+ = {eα}α∈Σ+(g,t) and whose edges are
E+ = {({eαi1 , . . . , eαid }, êδ) ∈ E : αik ∈ Σ
+(g, t) for any k ∈ [d]}.
(2) Gsmall = (Vsmall, Esmall) consisting of Esmall = E\E+. By Proposition 5.26 and Lemma
5.28, it follows that all of the hyperedges in Esmall are of type êδ with ℓ(δ) < 4d, and
that Vsmall consists of vertices ei ∈ {hα}α∈△ ∪ {eα}ℓ(α)≤8d.
Proof for G+:
We apply level separation,
ωLS,1(eα) =
(2d, 0) if
⌊
ℓ(α)
8
⌋
mod2 = 0
(0, 2d + 1) if
⌊
ℓ(α)
8
⌋
mod2 = 1.
The difference from the coloring ωLS,1 in the case of sln is that now the vertices eαi1 , . . . , eαid
of each hyperedge ({eαi1 , . . . , eαid }, êδ) are not uniquely determined as in the sln case (Lemma
5.28 versus Lemma 5.15). Note that each of grωLS,1,0G+ and grωLS,1,1G+ is a disjoint union of
hypergraphs
{G+,u = (V+,u, E+,u)}u∈N ,
where E+,u consists of certain edges êδ with ℓ(δ) ∈ [L(u) + 1, L(u) + 12d], for some L(u) ∈ N
depending on u.
Denote G+,u by G˜ (as we deal with each of G+,u in the same method). Using two level separations,
we can separate these hypergraphs to ones that contain hyperedges êδ with all δ of the same
type (either a, b or c). Explicitly, set
ωLS,2(eα) =

(−2,−1, 0) if α is of type a
(0,−d, 2 − 2d) if α is of type b
(0, 0,−3d) if α is of type c,
and notice that by Lemma 5.25, ωLS,2 splits G˜ into three hypergraphs:
(1) G˜a := grωLS,2,1(G˜) which contains only edges ({eαi1 , . . . , eαid }, êδ) with δ of type a.
(2) G˜b := grωLS,2,2(G˜) which contains only edges ({eαi1 , . . . , eαid }, êδ) with δ of type b, and
such that {αi1 , . . . , αid} contains d− 1 roots of type a and one root of type b.
(3) G˜c,b := grωLS,2,3(G˜) which contains only edges with δ of type c, and edges of type b such
that {αi1 , . . . , αid} contains d − 2 roots of type a and two roots of type c (this only
happens in the case of g = so2n+1).
Using another coloring function (with two colors) on the hypergraph G˜c,b we can differentiate
between the edges of type b and edges of type c, so that G˜c,b splits into G˜′b and G˜c. Notice that G˜c
is a hypergraph with at most 12d hyperedges (as there are at most 12d edges êδ of type c with
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ℓ(δ) ∈ [L(u)+1, L(u)+12d]), so by Corollary 5.9, the graph G˜c is (FRS) after 12d2 convolutions.
The graph G˜a can be solved as in the sln case.
It is left to deal with G˜b and G˜′b. We consider G˜b (the proof for G˜′b is similar). For any i let
i¯ = imod 12d and for s ∈ {0, . . . , 12d− 1} set
ωLS,3(ǫi ± ǫj)(s) := −i · δs¯i ∓ j · δsj¯,
and note that
ω˜LS,3(eˆbk,l)(s) = −k · δsk¯ − l · δsl¯,
and in particular, the color of the hyperedge eˆbk,l is always l¯ (with k ≤ l). As a consequence,
for any s ∈ {0, . . . , 12d − 1} the hypergraph grωLS,3,s(G˜b) consists only of hyperedges eˆbk,l with
lmod12d = s. Using a similar weight,
ωLS,4(ǫi ± ǫj)(s) := n+ (i− n)δs¯i ± (j − n) · δsj¯,
we get
ω˜LS,4(eˆbk,l)(s) = nd+ (k − n) · δsk¯ + (l − n)δsl¯,
and then for any s1, s2 ∈ {0, . . . , 12d−1} we get that G˜b,s1,s2 := grωLS,4,s2
(
grωLS,3,s1(G˜b)
)
consists
only of hyperedges eˆbk,l such that
lmod12d = s1 and kmod12d = s2.
Lemma 5.29. Fix s1, s2 ∈ {0, . . . , 12d− 1}. Then all the hyperedges in G˜b,s1,s2 are of types bk,l
of the same length.
Proof. Note that ℓ(bk,l) = 2n − l − k (resp. 2n − l − k + 1, 2n − l − k + 2) for g = so2n
(resp. sp2n, so2n+1). But by the definition of G+,u, its edges E+,u consists of êδ with ℓ(δ) ∈
[L(u) + 1, L(u) + 12d]. Since eˆbk,l ∈ G˜b,s1,s2 it follows that ℓ(bk,l) has a unique value inside
[L(u) + 1, L(u) + 12d]. 
Now for a fixed s1, s2 ∈ {0, . . . , 12d−1}, let L be the unique length of the edges of G˜b,s1,s2 . Recall
from Lemma 5.28, that the vertices of G˜b,s1,s2 have lengths inside the interval [
⌊
L
d
⌋− 1, ⌈Ld ⌉+1].
Set t :=
⌊
L
d
⌋− 2. For any i let i¯ = ⌊ it⌋ mod 8d. Set
ωLS,5(ǫi ± ǫj)(s) := n+ (i− n)δs¯i ± (j − n) · δsj¯,
for s ∈ {0, . . . , 8d− 1}. Again we have
ω˜LS,5(eˆbk,l)(s) = nd+ (k − n) · δsk¯ + (l − n)δsl¯,
and thus for any s3 ∈ {0, . . . , 8d− 1} we get that G˜b,s1,s2,s3 := grωLS,5,s3(G˜b,s1,s2) consists only of
hyperedges eˆbk,l such that
lmod12d = s1 and kmod12d = s2 and
⌊
k
t
⌋
mod 8d = s3.
Lemma 5.30. For any s1, s2 ∈ {0, . . . , 12d−1} and s3 ∈ {0, . . . , 8d−1}, the hypergraph G˜b,s1,s2,s3
is a disjoint union of hypergraphs, each consisting of at most two hyperedges.
Proof. Let k0 be minimal such that eˆbk0,l0 is a hyperedge in G˜b,s1,s2,s3 . Then the types of the
hyperedges in G˜b,s1,s2,s3 are a subset of the types {bk0+12jd,l0−12jd}j∈N, where k0+12jd ≤ l0−12jd
for any j. Furthermore, for any hyperedge eˆbk,l in G˜b,s1,s2,s3 , k belongs to a specific interval
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[t0, t0 +
⌊
L
d
⌋ − 1], which is roughly the length of a vertex of eˆbk,l . Lemma 5.28 and the weight
ωLS,5 guarantee that two edges eˆbk,l and eˆbk′,l′ share a common vertex only if |k − k′| < 4d, or∣∣k − l′ − eLd ∣∣ < 4d for some e ∈ Z. The assumption that k = k′mod 12d and ωLS,5 guarantee
that either bk,l = bk′,l′ or there is precisely one eˆbk′,l′ 6= eˆbk,l with a common vertex. 
Finally, using one more coloring function ωLS,6 (involving two colors) we may split G˜b,s1,s2,s3 to
two hypergraphs, each a disjoint union of hyperedges. Moreover, each of these hyperedges is of
type bk,l and by Lemma 5.28, the corresponding monomials (via Lemma 4.26) are of the form
xn11 · · · · · xnkk where
k∑
i=1
ni = d and ni ≤ 2. By Corollary 5.9, dimV ≥ r (resp. dimV ≥ 3r) is
enough for each hyperedge to be flat (resp. (FRS)). In summary, we have
(1) The hypergraph G˜a is flat after 4d3 convolutions and (FRS) after 8d3 convolutions.
(2) The hypergraph G˜c is (FRS) (and flat) after 12d2 convolutions.
(3) The hypergraphs G˜′b and G˜b are flat after 12d · 12d · 8d · 2 · 1 = 2304d3 convolutions, and
(FRS) after 12d · 12d · 8d · 2 · 3 = 6912d3 convolutions.
Altogether we get that G+ is flat after 104d3 > 2 ·
(
4d3 + 12d2 + 2 · 2304d3) convolutions and
(FRS) after 3 · 104d3 convolutions.
Proof for Gsmall:
Since in the general case we have a weaker version of Proposition 5.13 (namely Proposition
5.26), we need to apply a more careful analysis than in the sln case. Set i¯ = imod 8d
2 and
ωLS,7 : Vsmall → N{0,...,8d2−1} by
ωLS,7(±ǫi ± ǫj)(s) := n± (i− n) · δs¯i ± (j − n) · δsj¯,
for s ∈ {0, 1}. Note that both eˆak,l , eˆbk,l or eˆck has the color k¯ (with k < l). By Proposition 5.26
(and by the definition of Esmall), we have that grωLS,s(Gsmall) is a disjoint union of hypergraphs
with at most 8d hyperedges. Using a similar coloring function with 8d colors, we reduce to a
disjoint union of hyperedges (i.e., each hypergraph consists of hyperedges eˆak,l , eˆbk,l or eˆck with
k = k0mod8d
2 and l = l0mod8d for some k0, l0). By Corollary 5.9, d convolutions are enough
for the (FRS) property of a hyperedge.
Summary for Gsmall and for Γ+ and Γ−:
Gsmall is flat after 64d3 = 8d2 ·8d ·1 convolutions and (FRS) after 64d4 = 8d2 ·8d ·d convolutions.
Combining with the case of G+ we get that:
(1) The hypergraphs Γ+ and Γ− are flat after 2 · 104d3 > 104d3 + 64d3.
(2) The hypergraphs Γ+ and Γ− are (FRS) after 4 · 104d4 > 3 · 104d3 + 64d4.
5.5.3. Proof for Γ0: the general case. The proof is almost identical to the case of sln (see
Subsection 5.3.3). Let g be either so2n, so2n+1 or sp2n. By eliminating edges containing vertices
of type c, we may assume that g is so2n or sp2n. As in the case of sln, using an averaging weight,
a monomialization weight, and the level separation method, we can reduce the m-th jet map
Jm(ΦΓ0,V,{τγ}) to a disjoint union of morphisms to a dimt · (2d+ 1)-dimensional vector space.
Let sln →֒ g be the map A 7→
(
A 0
0 −At
)
. Note that △ contains n − 1 simple roots
{a12, ..., an−1,n} of type a, and one simple root (bn := bn,n or bn := bn−1,n) of type b. Let
h be the simple Lie algebra generated by ean−d,n−d+1 , ..., ean,n−1 and ebn (of the same type as
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g). Using an elimination weight, we may eliminate all monomials involving variables outside of
span{h, sln}. From here, the proof is essentially the same as in the case of sln, where h takes
the role of span{ei,j}i,j≤d. In particular, (Γ0, V, {τγ}) is flat if dimV ≥ 12d2r and it is (FRS) for
dimV ≥ 60d3r, as in the case of sln.
5.5.4. Proof of Theorems 4.9, 4.11 and 5.23. Theorem 5.23 follows from the analysis we did for
Γ+,Γ− and Γ0.
Proof of Theorem 4.9. By Propositions 4.21 and 4.22 it is enough to prove the theorem in the
case of self-convolutions of a single d-homogeneous word w ∈ Lr of pure type, at the price of
twice the required number of convolutions. By Proposition 3.6 and Corollary 3.18, it is enough
to prove we can obtain the flatness and (FRS) properties.
(1) For a simple Lie algebra g with rk(g) > 4d, the map ϕ∗tw is flat (resp. (FRS)) if t ≥ 4·104d3
(resp. t ≥ 8 · 104d4).
(2) For a simple Lie algebra g with rk(g) ≤ 4d, we have dimg ≤ 100d2. By Corollary 5.8,
the map ϕ∗tw is (FRS) if t ≥ 100d3.
This finishes the proof. 
Proof of Theorem 4.11. Let w ∈ Lr be a Lie algebra word of degree d and let g be a simple
K-Lie algebra. At first assume that rk(g) < 50d (and thus dim(g) < 104d2). Then for any Y ∈ g
the fiber ϕ−1w (Y ) is defined by polynomials of degree at most d. By Part (2) of Fact 2.8, we have
lct(gr, ϕ−1w (Y )) ≥ 1d and therefore by Lemma 3.23 ϕw : gr → g is 1104d3 -jet flat.
Now assume that rkg ≥ 50d. Choose a Chevalley basis B = {eβ}β∈Σ(g,t) ∪ {hα}α∈g and let Bˆ be
its dual basis. Identify ϕw : g
r → g with ψw : gr → Adimg via B and Bˆ. Let π+ : Adimg → AN be
the projection to the root subspaces {eβ}, such that β is a positive root and ℓ(β) > 4d. By our
assumption on g, we have N > 14dimg. Notice that by Subsection 5.5.2 (π+ ◦ψw)∗t is (FRS) for
t ≥ 3 · 104d3. By Lemma 3.26, π+ ◦ ψw is 13·104d3 -jet flat, so for any Y ∈ Adimg we have by Fact
2.8,
lct(gr, ψ−1w (Y )) ≥ lct(gr, (π+ ◦ ψw)−1(π+(Y ))) ≥
N
3 · 104d3 ≥
dimg
2 · 105d3 .
Altogether we get that w is 1
2·105d3
-jet flat.
For matrix word map, the same analysis yields that w ∈ Ar is 125d3 -jet flat. 
6. The commutator map revisited
In this section we use the methods of Subsection 5.1.1 in order to provide a simple proof to the
following theorem:
Theorem 6.1. Let w0 = xyx
−1y−1 ∈ Fr and w = [X,Y ] ∈ Lr be the commutator words.
Then for any semisimple algebraic K-group G, with Lie algebra g, the corresponding word maps
ϕw0(x, y) = xyx
−1y−1 and ψw(X,Y ) = [X,Y ] satisfy
(1) ϕ∗4w0 : G
8 → G is (FRS).
(2) ψ∗4w : g
8 → g is (FRS).
It was shown in [AA16], that ϕ∗21w0 is (FRS) for all semisimple algebraic groups G, and that ψ
∗21
w
is (FRS) for all classical Lie algebras. By using a more efficient degenerations of graphs, these
bounds were improved to 11 in [Kap]. It is conjectured that ϕ∗2w0 and ψ
∗2
w are (FRS), and this
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conjecture was verified for SLn in [Bud]. Theorem 6.1 improves these bounds (outside of the
SLn and sln cases), and its proof is significantly simpler. It also treats the case of exceptional
Lie algebras, which was untreated before. Furthermore, in [AA16, AA18], the (FRS) property
of ϕ∗21w0 was used to bound the representation growth of compact p-adic and arithmetic groups
by a polynomial independent of the rank of the group. Theorem 6.1 improves these bounds (see
Corollary 1.9).
By [AA16, Theorem IV], in order to prove Theorem 6.1, it is enough to show that ψ∗4w : g
4 → g
is (FRS) at (0, . . . , 0). We start by proving the following theorem, which is interesting on its
own.
Theorem 6.2. The map ψ∗2w is flat with geometrically irreducible, reduced fibers.
The flatness of ϕ∗2w0 : G
4 → G follows from [Li93] and [Sha09, Theorem 2.8]. For Lie algebras,
as far as we know, only flatness of sln was previously known (see [CB01] and also [Bud]).
Proof. We may assume that K = C. Let g be a simple Lie algebra and 〈·, ·〉 be the Killing form
on g. We can endow g with a Z-structure, by choosing a Chevalley basis. For almost any prime
p, the form 〈·, ·〉 is non-degenerate on g(Fp) (see e.g. [Sel67]), and thus we have an identification
Z 7→ ΨZ between g(Fp) and g(Fp)∨, where ΨZ(W ) := Ψ(〈Z,W 〉) and Ψ is a fixed non-trivial
additive character of Fp. Set τw(X) :=
|ψ−1w (X)|
|g(Fp)|
2 . In order to prove that ψ
∗2
w is (FGI) it is enough
to show
(⋆) |g(Fp)| ·
∣∣∣∣τ∗2w (0)− 1|g(Fp)|
∣∣∣∣ = O(p−1/2),
for almost any prime p. Indeed, the Lang-Weil bounds and (⋆) imply that ψ∗2w is (FGI) over
0. Note that τw is a symmetric measure (i.e. τw(X) = τw(−X) for every X ∈ g(Fp)), so∣∣(ψ∗2w )−1(0)∣∣ ≥ ∣∣(ψ∗2w )−1(X)∣∣ for everyX ∈ g(Fp). This will imply that ψ∗2w is (FGI), as otherwise,
using Chebotarev’s density theorem, we may find infinitely many primes p that contradict (⋆)
(see e.g. Theorem 8.4). Using Fourier transform F , we may write,
τw(X) =
1
|g(Fp)|
∑
Z∈g(Fp)
F(τw)(Z) ·ΨZ(X).
We then have,
F(τw)(Z) =
∑
W∈g(Fp)
τw(W ) ·ΨZ(W ) = 1|g(Fp)|2
∑
W∈g(Fp)
∣∣ψ−1w (W )∣∣ ·ΨZ(W )
=
1
|g(Fp)|2
∑
W∈g(Fp)
∑
X,Y ∈ g(Fp)
[X,Y ] =W
ΨZ(W ) =
1
|g(Fp)|2
∑
X,Y ∈g(Fp)
ΨZ([X,Y ])
=
1
|g(Fp)|2
∑
X,Y ∈g(Fp)
Ψ(〈Z, [X,Y ]〉)
=
1
|g(Fp)|2
∑
X,Y ∈g(Fp)
Ψ(〈X, [Y,Z]〉) =
∣∣Centg(Fp)(Z)∣∣
|g(Fp)| ,
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where the last equality follows from the Schur orthogonality relations (i.e. averaging any non-
trivial character over g(Fp) yields 0). In particular, we have the following:
(⋆⋆) τ∗2w (0) =
1
|g(Fp)|
∑
Z∈g(Fp)
(F(τw)(Z))2 ·ΨZ(0) =
∑
Z∈g(Fp)
∣∣Centg(Fp)(Z)∣∣2
|g(Fp)|3
.
Notice that (⋆⋆) has a geometric description. It equals
|Υ(Fp)|
|g(Fp)|
3 , where
Υ := {(X,Y,Z) ∈ g3 : [X,Z] = [Y,Z] = 0}.
Lemma 6.3. For any dimg ≥ k ∈ N, the set
Sk := {Z ∈ g : dimCentg(Z) = k}
satisfies the following if k < dimg,
dimSk ≤ dimg+ rk(g)− k,
and furthermore dimSdimg = 0.
Proof. We have ψ−1w (0) ⊇ {(Z,W ) ∈ Sk × g : [Z,W ] = 0}, so
dimSk ≤ dimψ−1w (0) − k = dimg+ rk(g)− k,
where the last equality is well known (e.g. [Ric79, Theorem A]). 
Lemma 6.4. For any 0 6= Z ∈ g, we have,
dimCentg(Z) ≤ dimg− rk(g)− 1.
Proof. We use the fact that any proper subalgebra of a simple Lie algebra is of codimension
at least rk(g) where equality is achieved only for type A, in which the only subalgebra of codi-
mension rk(g) is a parabolic subalgebra (e.g. [CX18, p.47, Table 1], [Stu91]). For Z semisimple,
Centg(Z) is a Levi subalgebra so it is properly contained in a parabolic subalgebra. For non-
nilpotent elements, their centralizer is contained in the centralizer of their semisimple part. For
nilpotent elements, their centralizer cannot contain a maximal torus, so we are done. 
Proposition 6.5. We have dimΥ = 2dimg and furthermore,
|Υ(Fp)| = |g(Fp)|2 (1 +O(p−1/2)).
Proof. Notice that
Υ =
dimg⋃
k=0
{(X,Y,Z) ∈ Υ : Z ∈ Sk}
so
dimΥ = max
k
dim{(X,Y,Z) ∈ Υ : Z ∈ Sk} = max
k
(2k + dimSk)
= max(2dimg, max
k<dimg
(2k + dimSk)) ≤ 2dimg
where the inequality follows by Lemmas 6.3 and 6.4. Furthermore, Lemma 6.4 also implies that
dim{(X,Y,Z) ∈ Υ : Z ∈ Sk} ≤ 2dimg − 1 for k 6= dimg. Thus g × g × {0} is the only top
dimensional irreducible component of Υ so the proposition follows. 
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Proposition 6.5 implies that (⋆⋆) can be written as∑
Z∈g(Fp)
∣∣Centg(Fp)(Z)∣∣2
|g(Fp)|3
=
|Υ(Fp)|
|g(Fp)|3
=
1
|g(Fp)|(1 +O(p
− 1
2 )),
so (⋆) holds. This proves that ψ∗2w is flat and has geometrically irreducible fibers.
Note that the fibers of ψ∗2w are local complete intersections and in particular Cohen-Macaulay,
so by the R0+S1-criterion (e.g. [Gro67, Proposition 5.8.5]), in order to show that the fibers are
reduced it is enough to show that they are generically reduced. Since the fibers are irreducible,
it is enough to find a smooth point in (ψ∗2w )
−1(Y ) for every Y ∈ g. Note that ψw is generically
smooth over g, i.e. smooth over an open (dense) set U ⊆ g. Since U + U = g, we may write
Y = Y1+Y2, with Y1, Y2 ∈ U . Take any points (X1,X2) ∈ ψ−1w (Y1) and (X3,X4) ∈ ψ−1w (Y2) and
then ψ∗2w is smooth at (X1,X2,X3,X4). This implies that (X1,X2,X3,X4) is a smooth point of
(ψ∗2w )
−1(Y ) and we are done. We have finished proving Theorem 6.2. 
We now turn to the proof of Theorem 6.1.
Recall from Section 2.1 (and Example 2.4) that the m-th jet map Jm(ψw) : Jm(g
2)→ Jm(g) is
given as follows (where ai are some non-zero numbers)
Jm(ψw)(X1,X2,X
(1)
1 ,X
(1)
2 , . . . ,X
(m)
1 ,X
(m)
2 )
= ([X1,X2], [X
(1)
1 ,X
(0)
2 ] + [X
(0)
1 ,X
(1)
2 ], . . . ,
∑
i+j=m
ai[X
(i)
1 ,X
(j)
2 ]).
Using an averaging weight ωav and a monomialization weight ωmon as in Subsection 5.1.1, we
reduce to a map of the following form:
φ˜m(X1,X2,X
(1)
1 ,X
(1)
2 , . . . ,X
(m)
1 ,X
(m)
2 ) := ([X1,X2], [X
(1)
1 ,X2], [X
(1)
1 ,X
(1)
2 ], . . . , [X
(⌈m2 ⌉)
1 ,X
(⌊m2 ⌋)
2 ]).
Using the level separation method, similarly to Subsection 5.1, we set ωLS(X
(u)
1 ) = (10
u ·2, 10u ·3)
and ωLS(X
(u)
2 ) = (10
u · 3, 10u · 1) such that grωLS,1(φ˜m) and grωLS,2(φ˜m) are maps of the form
φm(Y1, Y2, . . . , Y2m−1, Y2m) = ([Y1, Y2], [Y3, Y4], . . . , [Y2m−1, Y2m]).
We therefore see that Jm(ψ
∗2
w ) can be degenerated to a morphism φm which consists of a tower
of commutator maps with disjoint variables. By Theorem 6.2 it follows that φ∗2m is flat, with
geometrically irreducible, reduced fibers. By Proposition 2.10 this property is well behaved
under deformations. Since φ∗2m is a degeneration of Jm(ψ
∗4
w ), we deduce that Jm(ψ
∗4
w ) is flat
and locally integral at (0, . . . , 0). Note that all irreducible components of (Jm(ψ
∗4
w ))
−1(0) touch
(0, .., 0), so (Jm(ψ
∗4
w ))
−1(0) is irreducible. By Corollary 3.12 this implies that ψ∗4w is (FRS) as
required.
7. Local behavior of word maps and a lower bound on the log canonical
threshold of their fibers
In this section we study certain singularity properties of word maps, in terms of the complexity
class of w. The most natural and commonly used way to measure the complexity of a word w
is its length ℓ(w) (e.g. ℓ(xyx3y−1) = 6). An alternative way is to consider its degree deg(w),
which we will soon define. We will see that in order to capture singularity properties of word
maps, locally around (e, . . . , e), it is best to consider the degree of word maps, while if we are
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interested in global behavior, it is better to consider the length of the word. Before we state the
main theorems of this section, we define the degree and symbol of a word and of a word map.
7.1. The degree of a word and of a word map.
Definition 7.1. Let G be a group. The lower central series of G is the sequence
G = Γ1(G) ⊇ Γ2(G) ⊇ · · · ⊇ Γk(G) ⊇ ...
where Γk+1(G) := [G,Γk(G)].
The associated graded abelian group gr(G) =
⊕
k≥1
grk(G), where grk(G) = Γk(G)/Γk+1(G), has
the structure of a graded Lie ring, where the Lie bracket is induced from the group commutator
(e.g. [MKS76]). In particular, iterating this construction for G = Fr, we get an isomorphism
gr(Fr) ≃ LZr , where LZr is the free Lie ring on r elements. We write symb : G → gr(G) for the
natural symbol map.
Definition 7.2. A word w ∈ Fr is said to be of degree d if symb(w) ∈ LZr is of degree d.
Remark 7.3. For the n-th iterated commutator word wn(x, y) = [. . . [[x, y], y], . . . , y] it is easy to
see that ℓ(wn) is exponential in the degree (which is n+1). Set α(k) := min{ℓ(w) : deg(w) = k}.
It was shown in [MP10, Theorem 1.2] that α(k) ≥ k, so ℓ(w) ≥ deg(w) for any w ∈ Fr. The
asymptotic properties of α(k) have been studied in [ET15], where it was shown that α(k) grows
slower then k1.45.
7.1.1. The symbol of a word map. Let G be a simple algebraic K-group, w ∈ Fr a word, and
let ϕw : G
r → G be the corresponding word map. The tangent cone CeG at e ∈ G is the
Lie algebra g. Using the linearization method (Corollary 2.13), we can choose minimal l ∈ N
such that Dl(e,...,e)(ϕw) is non-trivial, and then the word map ϕw : G
r → G degenerates to a
non-trivial map Dl(e,...,e)(ϕw) : g
r → g.
Definition 7.4. For l minimal as above, we call Dl(e,...,e)(ϕw) : g
r → g the symbol of the map
ϕw : G
r → G and denote it by ϕ˜w : gr → g.
Proposition 7.5. The map ϕ˜w : g
r → g is a homogeneous Lie algebra word map of degree l+1.
Proof. ϕw is defined over a finitely generated field K
′ ⊂ K. Embed K ′ →֒ C and consider
gC := g ⊗K ′ C and the word map ϕw : G(C)r → G(C). Recall that exp : g(C) → G(C) is a
local diffeomorphism, whose inverse is log. By a generalization of the Baker-Campbell-Hausdorff
formula we have,
log(exp(X1) · · · exp(Xm)) =
∞∑
n=1
(−1)n−1
n
∑
∑
j rij>0
[Xr111 · · ·Xr1mm · · ·Xrn11 · · ·Xrnmm ]∑n
i=1(ri1 + . . .+ rim) ·
∏n,m
i,j rij!
,
where
[Xr111 · · ·Xr1mm · · ·Xrn11 · · ·Xrnmm ] := [X1, · · · [X1︸ ︷︷ ︸
r11 times
, · · · [Xm, · · · [Xm︸ ︷︷ ︸
r1m times
, · · · [X1, · · · [X1︸ ︷︷ ︸
rn1 times
, · · · [Xm, · · · ,Xm︸ ︷︷ ︸
rnm times
]] · · · ].
Now, given ϕw(g1, . . . , gr) = g
ε1
i1
· . . . · gεmim with εj ∈ {1,−1}, we have
log ◦ ϕw ◦ (exp, . . . , exp)(X1, . . . ,Xr) = log(exp(ε1Xi1) · . . . · exp(εmXim))
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By the chain rule, and since d(0,...,0)exp = Id and d(e,...,e)log = Id we deduce that D
l
(e,...,e)ϕw is
a homogeneous Lie algebra word map of degree l + 1. 
Proposition 7.6. Let ϕw : G
r → G be a word map. Then ϕ˜w is a Lie algebra word map of
degree ≤ ℓ(w).
Proof. We may assume that G is simply connected and thus we have an embedding SL2 →֒ G. By
Proposition 7.5, it is enough to prove the claim for SL2, which holds by a direct calculation. 
Note that we have two notions of symbol: symb(w) as the image of w in gr(Fr) (see Definition
7.2) and ϕ˜w = D
l
(e,...,e)(ϕw), the symbol of the word map. If rk(G) > ℓ(w), then it turns out
that these two notions agree, i.e. ϕsymb(w) = ϕ˜w.
Proposition 7.7. Let w ∈ Fr. Then for any simple algebraic group G with rk(G) > ℓ(w) its
symbol ϕ˜w : g
r → g is identical to ϕsymb(w). In particular, in this case w is of degree d if and
only if ϕw has symbol of degree d.
Proof. Assume that w has degree d. By the identification gr(Fr) ≃ LZr it follows that w can be
written as w = w1 · w0 with w0 ∈ Γd+1(Fr) and w1 a product of iterated commutators of the
form [. . . [[gi1 , gi2 ], gi3 ], . . . , gid ]. By Proposition 4.5, Corollary 4.8, and by the Baker-Campbell-
Hausdorff formula, it follows that ϕ˜w1 = ϕsymb(w1). Since ϕ˜w0 is of degree > d it follows that
ϕ˜w = ϕ˜w1 = ϕsymb(w1) = ϕsymb(w).

7.2. Algebro-geometric results on word maps. We now state the main results of this
section. In Theorem 7.8 we discuss local behavior of fibers of word maps at (e, . . . , e) in terms
of the degree of the words. In Theorem 7.9, we bound from below the log canonical threshold
of the fibers of word maps ϕw : SL
r
n → SLn in terms of ℓ(w).
Theorem 7.8. Let d ∈ N, let G be a connected semisimple K-group, and let {ϕwi : Gri → G}mi=1
be a collection of word maps with symbols ϕ˜wi of degree at most d. Then there exists 0 < C < 10
6,
such that for any m ≥ C · d6 the morphism ϕw1 ∗ . . . ∗ ϕwm is (FRS) at (e, . . . , e).
Proof. By Corollary 2.13 and Proposition 7.5, it is enough to prove the theorem for homogeneous
Lie algebra word maps. Then the claim follows from Theorem 4.9. 
Theorem 7.9. Let w ∈ Fr. Then ϕw : SLrn → SLn is 11017ℓ(w)9 -jet flat. In particular,
lct(SLrn, ϕ
−1
w (g)) ≥ dimSLn1017ℓ(w)9 for every g ∈ SLn.
We first prove Theorem 7.9 for SL2n. Let ϕw : SL
r
2n → SL2n be a word map. Recall that SL2n
contains two large commutative unipotent subgroups; the n × n right upper unipotent block
Mat+n :=
{(
In A
0 In
)
: A ∈ Matn×n
}
, and similarly Mat−n :=
{(
In 0
B In
)
: B ∈ Matn×n
}
.
Moreover, Mat±n boundedly generates SL2n:
Lemma 7.10. Let εi = (−1)i+1. The multiplication map ψ :
13∏
i=1
Matεin → SL2n is a surjective
morphism.
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Proof. This follows from the proof of [Kas07, Lemma 2.1]. We show that any g :=
(
A11 A12
A21 A22
)
is in
13∏
i=1
Matεin . Note that the row rank of
(
A12
A22
)
is n. This means we can find B1 ∈ Mat+n
such that B1g :=
(
A′11 A
′
12
A21 A22
)
, where A′12 = A12 + (B1)12A22 is invertible. Taking B2 =(
In 0
(In −A22) · (A′12)−1 In
)
∈ Mat−n we get B2B1g =
(
A′11 A
′
12
A′21 In
)
. Now, we can find
B3 ∈ Mat+n and B4 ∈ Mat−n such that B3B2B1gB4 :=
(
A′′11 0
0 In
)
where A′′11 ∈ SLn. Since
any element in SLn(K) is a commutator, we can write A
′′
11 = [B,C] for B,C ∈ SLn(K). By
[Kas07, p.314] we see that
(
[B,C] 0
0 In
)
∈ ψ(
9∏
i=1
Matεin ), so we are done. 
Denote Φw := ϕw ◦ (ψ ∗ ψ, . . . , ψ ∗ ψ) : (
13∏
i=1
Matεin ×
13∏
i=1
Matεin )
r → SL2n.
Lemma 7.11. For any ε > 0, if Φw is ε-jet flat, then ϕw is ε-jet flat.
Proof. Assume that Φw is ε-jet flat. It is enough to show that Jm(ϕw) is ε-flat over SL2n ⊂
Jm(SL2n). Since ψ is surjective, Jm(ψ) is dominant, thus Jm(ψ ∗ψ) is surjective for each m ∈ N.
We get that for every g ∈ SL2n,
dimJm(SL
r
2n)−dimJm
(
(ϕw)
−1(g)
) ≥ dimJm( 13∏
i=1
Matεin )
2r−dimJm
(
(Φw)
−1(g)
) ≥ εdimJm(SL2n)
so ϕw is ε-jet flat. 
Proposition 7.12. The map Φw is of the form
Φw(A1, . . . , A26r) =
(
P11(A1, . . . , A26r) P12(A1, . . . , A26r)
P21(A1, . . . , A26r) P22(A1, . . . , A26r)
)
,
where Pij are matrix word maps of degree at most 26ℓ(w).
Proof. Notice that any word map ϕw : G
r → G is of the form ϕw(g1, . . . , gr) = gε1i1 . . . g
εℓ(w)
iℓ(w)
,
with εik ∈ {±1}, since the inverse of
(
I A
0 I
)
is
(
I −A
0 I
)
we get that Φw has the above
shape. 
Corollary 7.13. The map ϕw : SL
r
2n → SL2n is 12·106ℓ(w)3 -jet flat for any w ∈ Fr.
Proof. Φ−1w (e) ⊆ P12(A1, . . . , A26r)−1(0) so by Item (1) of Fact 2.8 we get the following:
lct((
13∏
i=1
Matεin )
2r,Φ−1w (e)) ≥ lct((
13∏
i=1
Matεin )
2r, P−112 (0)).
By Proposition 7.12, P12 is a matrix word map of degree at most 26ℓ(w) so by Theorem 4.11
lct((
13∏
i=1
Matεin )
2r, P−112 (0)) ≥
dimMatn
25 (26ℓ(w))3
≥ dimSL2n
2 · 106ℓ(w)3 .
ON SINGULARITY PROPERTIES OF WORD MAPS AND APPLICATIONS 62
Thus, Φw is
1
2·106ℓ(w)3 -jet flat, and by Lemma 7.11 ϕw is
1
2·106ℓ(w)3 -jet flat. 
Proof of Theorem 7.9. We may assume that r < ℓ(w). We have proved the theorem for SL2n.
Consider ϕw,2n−1 : SL
r
2n−1 → SL2n−1 and note that ϕ−1w,2n−1(g) ⊆ ϕ−1w,2n(g) for any g ∈ SL2n−1.
In particular, by Corollary 7.13, if n ≥ 107ℓ(w)3r then
sup
m≥0
dimJm
(
ϕ−1w,2n−1(g)
)
m+ 1
≤ sup
m≥0
dim Jm
(
ϕ−1w,2n(g)
)
m+ 1
≤ dimSL2n
(
r − 1
2 · 106ℓ(w)3
)
≤ dimSL2n−1
(
r − 1
2 · 106ℓ(w)3
)
+ 4nr
≤ dimSL2n−1
(
r − 1
106ℓ(w)3
)
.
Now assume that n < 107ℓ(w)3r < 107ℓ(w)4. By [Kas07, Lemma 2.1] (and as explained in
Lemma 7.13), any g ∈ SL2n−1 can be written as a product of at most 20 matrices of the form(
Ip 0
B Iq
)
or
(
Ip A
0 Iq
)
, where A ∈ Matp×q and B ∈ Matq×p. Similarly as in the case of
SL2n, and by Lemma 7.11, this yields a map Φw : AN → SL2n−1, such that
lct(SLr2n−1, ϕ
−1
w,2n−1(g)) ≥ lct(AN ,Φ−1w (g)).
Since Φw is a polynomial map of degree at most 40ℓ(w), we have by Item (2) of Fact 2.8,
lct(SLr2n−1, ϕ
−1
w,2n−1(g)) ≥
1
40ℓ(w)
≥ dimSL2n−1
1017ℓ(w)9
.

8. Number theoretic interpretation of the flatness, ε-jet flatness and (FRS)
properties
Let ϕ : X → Y be a dominant morphism between smooth, geometrically irreducible Q-varieties.
In this section, we provide number theoretic interpretations to the flatness, (FRS) and ε-jet
flatness properties of ϕ. Flatness (and ε-flatness) can be interpreted, via the Lang-Weil bounds,
as certain uniform bounds on the fibers of ϕ : X(Fq)→ Y (Fq) over all finite fields. The (FRS)
and ε-jet flatness properties can be interpreted by certain uniform bounds on the fibers over
finite rings of the form Z/pkZ. For the ε-jet flatness property, the idea is to apply the Lang-Weil
bounds to the k-th jet maps Jk(ϕ), and to use results in motivic integration to deal with the
fact that the family of morphisms {Jk(ϕ)}k∈N is of unbounded complexity.
8.1. The Lang-Weil bounds and a number theoretic characterization of flatness.
Definition 8.1 (cf. [GH19, Definition 7.7]). Let K ′ be any field.
(1) An affine K ′-scheme X has complexity at most M , if X has a closed embedding ψX :
X →֒ AnK ′ with X = Spec(K ′[x1, . . . , xn]/(f1, . . . , fk)), where n, k and maxi {deg(fi)} are
at most M .
(2) A morphism ϕ : X → Y of affine K ′-schemes is said to be of complexity at most M ,
if there exist embeddings ψX : X →֒ An1K ′ and ψY : Y →֒ An2K ′ of complexity at most
M , such that the polynomial map ϕ˜ : An1K ′ → An2K ′ induced from ϕ is of the form
ϕ˜ = (ϕ˜1, . . . , ϕ˜n2), where the degrees of {ϕ˜i}n2i=1 are at most M .
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This definition can be extended to non-affine schemes, and morphisms between them (see
e.g. [GH19, Definition 7.7]). We denote by CM the class of all K ′-schemes and K ′-morphisms of
complexity at most M . Since K ′ is usually clear from the context, we omit it from the notation.
Definition 8.2. Let Z be a finite type Fq-scheme, and let ϕ : X → Y be a morphism between
finite type Z-schemes.
(1) We denote by CZ the number of top-dimensional geometrically irreducible components
of Z which are defined over Fq.
(2) We write CX,q:=CXFq and Cϕ,q,y := C(XFq )y,ϕ for any y ∈ Y (Fq).
Theorem 8.3 (The Lang-Weil estimates [LW54]). For any M ∈ N, there exists C(M) > 0,
such that for each finite type Fq-scheme X ∈ CM we have∣∣∣∣ |X(Fq)|qdimX − CX
∣∣∣∣ < C(M)q− 12 .
For a set S of primes, we set PS := {q ∈ N : q = pr for a prime p /∈ S and r ∈ N}. The following
is a relative version of the Lang-Weil bounds which will be very useful later on.
Theorem 8.4. Let ϕ : X → Y be a dominant morphism between finite type Z-schemes X
and Y such that XQ and YQ are smooth and geometrically irreducible. Then the following are
equivalent:
(1) There exist C1 > 0 and a set S primes, such that for every p /∈ S, and every y ∈ Y (Fp)∣∣∣∣ |ϕ−1(y)|p(dimXQ−dimYQ) − Cϕ,p,y
∣∣∣∣ < C1p− 12 .
(2) There exist C2 > 0 and a set S of primes, such that for every q ∈ PS, and every
y ∈ Y (Fq) ∣∣∣∣ |ϕ−1(y)|q(dimXQ−dimYQ) − Cϕ,q,y
∣∣∣∣ < C2q− 12 .
(3) There exist C3 > 0 and a set S of primes, such that for every q ∈ PS, it holds that∣∣∣∣∣ϕ∗(µX(Fq))µY (Fq) − C˜ϕ,q
∣∣∣∣∣
L∞
< C3q
− 1
2 ,
where C˜ϕ,q : Y (Fq)→ N is defined by C˜ϕ,q(y) := Cϕ,q,y.
(4) ϕQ : XQ → YQ is flat.
Proof. We would like to show (1)⇒ (4)⇒ (2)⇒ (1) and (3)⇔ (2). Clearly (2)⇒ (1).
(3) ⇔ (2). We prove (2) ⇒ (3), the proof of (3) ⇒ (2) is similar. Choose S large enough
such that dimXQ = dimXFq , dimYQ = dimYFq and such that XFq and YFq are geometrically
irreducible for every q ∈ PS . By the triangle inequality it is enough to show that
(8.1)
∣∣∣∣∣
∣∣ϕ−1(y)∣∣
q(dimXQ−dimYQ)
− ϕ∗(µX(Fq))
µY (Fq)
(y)
∣∣∣∣∣ < C4q− 12 ,
for any y ∈ Y (Fq). The left hand side of (8.1) can be written as
|ϕ−1(y)|
∣∣∣∣ 1q(dimXQ−dimYQ) − |Y (Fq)||X(Fq)|
∣∣∣∣ < C5
∣∣ϕ−1(y)∣∣
q(dimXQ−dimYQ)
q−
1
2 < C5q
− 1
2 (Cϕ,q,y +C2q
− 1
2 ) < C4q
− 1
2 ,
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where the first inequality follows from our assumption on S and the Lang-Weil bounds (Theorem
8.3), and the last inequality follows from the fact that the collection {Cϕ,q,y}y,q is uniformly
bounded (see e.g. [Gro67, Corollary 9.7.9]).
(4)⇒ (2). Assume that ϕQ is flat. Then there exists a set S of primes such that for any q ∈ PS ,
ϕFq is flat, dimXQ = dimXFq and dimYQ = dimYFq . Since all of the fibers of ϕFq belong to CM ,
for some M ∈ N, the Lang-Weil estimates (Theorem 8.3) imply (2).
(1) ⇒ (4). Since XQ and YQ are smooth, by enlarging S, we may assume that XFp and YFp
are smooth for every p /∈ S. Using miracle flatness it is enough to show that dimXϕ(x) =
dimXQ − dimYQ for every x ∈ X(Q).
Given x ∈ X(Q), there exists a finite extension K/Q such that x ∈ X(K) and such that
the geometrically irreducible components of the fiber Xϕ(x) are defined over K. Note that
ϕ(x) ∈ Y (S−11 OK), where OK is the ring of integers of K, and S1 ⊂ Spec(OK) is a finite set
of primes. Write Z = (XS−11 OK
)ϕ(x). Since Spec(K) is the generic point of Spec(S
−1
1 OK), by
[Gro67, Proposition 9.7.8] (see also [AA18, Theorem 2.3.5]), for all but finitely many primes
[p] ∈ Spec(S−11 OK) it holds that all irreducible components of Z[p] are geometrically irreducible.
Further note that Z[p] ≃ Xϕ(x) where x is the image of x under the natural map X(S−11 OK)→
X(S−11 OK/p). Now, using Chebotarev’s density theorem, there exist infinitely many primes
[p] ∈ Spec(S−11 OK) such that S−11 OK/p ≃ Fp, for (infinitely many) prime numbers p. Since by
our construction Cϕ,p,ϕ(x) 6= 0, using our assumption and the Lang-Weil estimates we conclude
dimZ[p] = dimXϕ(x) = dimXQ − dimYQ for infinitely many primes [p] ∈ Spec(S−11 OK). This
implies dimXϕ(x) = dimXQ − dimYQ. 
8.2. Number theoretic and analytic interpretation of the (FRS) property. In [AA16],
Aizenbud and Avni gave an analytic criterion for the (FRS) property:
Theorem 8.5 (cf. [AA16, Theorem 3.4]). Let ϕ : X → Y be a map between smooth Q-varieties.
Then the following are equivalent:
(1) ϕ is (FRS).
(2) For any non-Archimedean local field Q ⊆ F and any smooth, compactly supported mea-
sure µ on X(F ), the measure ϕ∗(µ) has continuous density.
(3) For any x ∈ X(Q) and any finite extension K/Q with x ∈ X(K), there exists a non-
Archimedean local field F ⊇ K and a non-negative smooth, compactly supported measure
µ on X(F ) that does not vanish at x such that ϕ∗(µ) has continuous density.
In [AA18], a number theoretic characterization was given for the property of having rational
singularities in the case of local complete intersection schemes. A strengthening of this charac-
terization was later given in [Gla19].
Definition 8.6. Let X be a finite type Z-scheme. For a finite ring A, set hX(A) :=
|X(A)|
|A|dimXQ
if
XQ is non-empty, and hX(A) = 0 otherwise.
Theorem 8.7 (see [AA18, Theorem A] and [Gla19, Theorem 1.4]). Let X be a finite type Z-
scheme such that XQ is equidimensional and a local complete intersection. Then the following
are equivalent:
(1) For any k, lim
p→∞
hX(Z/pkZ) = 1.
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(2) XQ is irreducible, and there exists a finite set S of primes, such that for every prime
p /∈ S the sequence k 7→ hX(Z/pkZ) is bounded.
(3) There exists C > 0 such that
∣∣hX(Z/pkZ)− 1∣∣ < Cp−1/2 for every prime p and every
k ∈ N.
(4) XQ is reduced, irreducible and has rational singularities.
Remark 8.8. Notice that an (FRS) morphism ϕ : X → Y between geometrically irreducible,
smooth Q-varieties is in particular flat, so its fibers are local complete intersections. The con-
dition of having rational singularities puts each individual Z-fiber of ϕ in the framework of
Theorem 8.7. Two difficulties now arise when trying to provide a version of Theorem 8.7 for
families. Firstly, it is not enough to consider Z-fibers (e.g., we might have Y (Z) = ∅). Secondly,
Theorem 8.7 gives us a different bound C ′(y) for each fiber Xy where y ∈ Y (Z), and it is a
priori not clear why it should be uniform. These difficulties are dealt with in an upcoming work
[CGH].
8.3. The Denef-Pas language and motivic functions. The Presburger language, denoted
LPres = (+,−,≤, {≡mod n}n>0, 0, 1)
is a first order language of ordered abelian groups along with constants 0, 1 and a family of
relations {≡mod n}n>0 of congruences modulo n. The Denef-Pas language, denoted
LDP = (LVal,LRes,LPres, val, ac)
is a first order three sorted language, where
(1) The valued field sort VF is endowed with the language of rings LVal = (+,−, ·, 0, 1).
(2) The residue field sort RF is endowed with the language of rings LRes = (+,−, ·, 0, 1).
(3) The value group sort VG (which we just call Z), is endowed with the Presburger language
LPres = (+,−,≤, {≡mod n}n>0, 0, 1).
(4) val : VF\{0} → Z and ac : VF→ RF are two function symbols.
Let Loc be the collection of all non-Archimedean local fields. For F ∈ Loc, we denote by kF
its residue field, and set qF := |kF |. We use the notation Loc≫ for the collection of F ∈ Loc
with large enough residual characteristic. By choosing a uniformizer π of OF , we can interpret
val and ac as the usual valuation map val : F× → Z and angular component map ac : F → kF .
Hence, we can interpret any formula φ in LDP with n1 free VF-variables, n2 free RF-variables
and n3 free Z-variables, in F ∈ Loc, yielding a subset φ(F ) ⊆ Fn1 × kn2F × Zn3 . A collection
X = (XF )F∈Loc≫ with XF = φ(F ) is called an LDP-definable set. Given definable sets X and Y ,
an LDP-definable function is a collection f = (fF : XF → YF )F∈Loc of functions whose collection
of graphs (ΓfF )F∈Loc is a definable set.
The class of definable functions is not preserved under integration, which motivates us to consider
a larger class of functions.
Definition 8.9 (See [CGH16, definitions 2.3-2.6]). Let X be a definable set. A collection
h = (hF )F∈Loc of functions hF : XF → R is called a motivic function, if for F ∈ Loc≫ it can be
written as:
hF (x) =
N1∑
i=1
|Yi,F,x|qαi,F (x)F
N2∏
j=1
βij,F (x)
N3∏
j=1
1
1− qaijF
 ,
where:
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• N1, N2, N3 and ail are non-zero integers.
• αi : X → Z and βij : X → Z are definable functions.
• Yi,F,x = {ξ ∈ kriF : (x, ξ) ∈ Yi,F} is the fiber over x of a definable set Yi ⊆ X ×RFri with
ri ∈ N.
We denote by C(X) the ring of motivic functions on a definable set X. Unlike the class of
definable functions, this class is preserved under integration:
Theorem 8.10 ([CGH14, Theorem 4.3.1]). Let X be an LDP-definable set, and let f ∈ C(X ×
VFm). Then there exists a function g ∈ C(X) such that for every F ∈ Loc≫ and x ∈ XF , if
fF (x, y) ∈ L1(Fm) then
gF (x) =
∫
y∈Fm
fF (x, y)dy.
Remark 8.11. One can also define motivic measures and functions on algebraic varieties, and
show that this class is preserved under integration. For more details, see for example [GH19,
Section 3.3].
We further need the following structure theory for LPres-definable functions.
Definition 8.12 (See [Clu03, Definition 1] and [CL08, Section 4.1]). Let X ⊆ Zm be an LPres-
definable set. An LPres-definable function f : X → Z is linear if there is γ ∈ Z and integers ai
and 0 ≤ ci < ni for 1 ≤ i ≤ m such that xi− ci ≡ 0modni and f(x1, ..., xm) =
m∑
i=1
ai(
xi−ci
ni
) + γ.
It turns out that every LPres-definable function is piece-wise linear:
Theorem 8.13 (Presburger cell decomposition [Clu03, Theorem 1]). Let X ⊆ Zm and let
f : X → Z be LPres-definable. Then there exists a finite partition X =
N⊔
i=1
Ai, such that the
restriction f |Ai : Ai → Z is linear for each 1 ≤ i ≤ N .
We further have,
Theorem 8.14 (Rectilinearization, see [Clu03, Theorem 2]). Let X ⊆ Zm be LPres-definable
set. Then there exists a finite partition X =
N⊔
i=1
Ai, and linear bijections fi : Ai → Nli for each
i.
Another useful property of the model-theoretic formalism, is that certain properties of motivic
functions g = (gF )F∈Loc, such as integrability and boundedness of gF , depend only on the
isomorphism class of the residue field kF of F , if the residual characteristic is large enough.
Theorem 8.15 (Transfer principle for bounds, [CGH16, Theorem 3.1]). Let X be an LDP-
definable set, and let H,G ∈ C(X) be motivic functions. Then the following holds for F ∈ Loc≫;
if
|HF (x)| ≤ |GF (x)| ,
for all x ∈ XF , then for any F ′ ∈ Loc with the same residue field as F , one also has
|HF ′(x)| ≤ |GF ′(x)| ,
for all x ∈ XF ′.
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8.4. Number theoretic characterization of ε-jet flatness. Let q = pr be a prime power.
We denote by Qq the unique unramified extension of Qp of degree r, its ring of integers by Zq,
and the maximal ideal of Zq by mq.
Given an OF -scheme X, we have a natural reduction map rk : X(OF ) → X(OF /mkF ). If
ϕ : X → Y is an OF -morphism between OF -varieties X and Y , by abuse of notation we denote
the natural maps X(OF /mkF )→ Y (OF /mkF ) by ϕ as well, and so for any y ∈ Y (OF /mkF ), ϕ−1(y)
is a finite set in X(OF /mkF ).
Definition 8.16. Let X be a variety defined over a local field F . A Schwartz measure µ on
X(F ) is a compactly supported, smooth measure (i.e. µ is locally a Haar measure in the analytic
topology on X(F )).
Lemma 8.17 (see e.g. [Wei82, Theorem 2.25] and [AA18, Proposition 3.1.1, arXiv version]). If
X is a smooth variety over OF of pure relative dimension d, then there is a unique Schwartz
measure, denoted µX(OF ), such that for every k ∈ N and x¯ ∈ X(OF /mkF ),
µX(OF )(r
−1
k (x¯)) = |OF /mF |−kd .
We now prove the following theorem:
Theorem 8.18. Let ϕ : X → Y be a dominant morphism between finite type Z-schemes X and
Y , where XQ and YQ are smooth and geometrically irreducible, and let 0 < ε ≤ 1. Then the
following are equivalent:
(1) For any 0 < ε′ < ε there exists a finite set S of primes, such that for every q ∈ PS,
k ∈ N and y ∈ Y (Zq/mkq ),∣∣ϕ−1(y)∣∣ < qk(dimXQ−ε′dimYQ).
(2) ϕQ : XQ → YQ is ε-jet flat.
Remark 8.19. If we restrict Condition (1) of Theorem 8.18 to k = 1 (i.e. when Zq/mkq ≃ Fq), then∣∣ϕ−1(y)∣∣ < q(dimXQ−ε′dimYQ) is equivalent to ϕQ : XQ → YQ being ε-flat. This follows directly by
observing that the fibers of ϕ are of bounded complexity, and applying the Lang-Weil bounds.
Since the complexity of the fibers of Jk(ϕQ) is arbitrarily large for k ≫ 0, Theorem 8.18 deserves
a special treatment.
For the proof of Theorem 8.18 we need some preparation. Let ϕ : X → Y be as in the theorem,
assume that Y is affine and let µX(OF ) and µY (OF ) be the measures as in Lemma 8.17 for
F ∈ Loc≫. Since ϕ is dominant it follows that ϕ∗(µX(OF )) is absolutely continuous with respect
to µY (OF ), and thus has an L
1-density (see e.g. [AA16, Corollary 3.6]). Set τF := ϕ∗(µX(OF )),
and write τF = fF (y) · µY (OF ). Moreover, for any k ∈ N define a function
gF (y, k) =
1
µY (OF )(B(y, k))
∫
B(y,k)
fF (y˜)dµY (OF ),
where B(y, k) = r−1k (rk(y)). By Theorem 8.10 and Remark 8.11 (see also [GH19, Theorem 4.2]),
it follows that both (fF : Y (F ) → C)F∈Loc and (gF : Y (F ) × N → C)F∈Loc are LDP-motivic
functions. Note that for any F ∈ Loc≫, any y ∈ Y (OF ) and any k ∈ N
(8.2) gF (y, k) =
∣∣ϕ∗(µX(OF ))(B(y, k)∣∣
µY (OF )(B(y, k))
=
∣∣ϕ−1(rk(y))∣∣
qk(dimXQ−dimYQ)
.
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Proof of Theorem 8.18. (1) ⇒ (2). By Theorem 8.15 and by possibly enlarging S, we have for
each k ∈ N and each y ∈ Y (Fq[t]/tk) that∣∣ϕ−1(y)∣∣ < qk(dimXQ−ε′dimYQ).
Identify y with y˜ ∈ Jk−1(Y )(Fq) via the identification Y (Fq[t]/tk) ≃ Jk−1(Y )(Fq). Note that∣∣ϕ−1(y)∣∣ = ∣∣(Jk−1(X))y˜,Jk−1(ϕ)(Fq)∣∣ .
By the Lang-Weil bounds, this implies that ϕQ is ε-jet flat.
(2) ⇒ (1). Assume that ϕQ is ε-jet flat. Fix ε′ < ε. By (8.2) it is enough to show that
gF (y, k)q
−k(1−ε′)dimYQ
F < 1 for F ∈ Loc≫. By [CGH18, Theorem 2.1.3], there exist a motivic
function G on N and d ∈ Z, such that for any F ∈ Loc≫
sup
y∈Y (F )
gF (y, k) ≤ GF (k) ≤ qdF sup
y∈Y (F )
gF (y, k).
It is therefore enough to show that for F ∈ Loc≫
(⋆) HF (k) := GF (k)q
−k(1−ε′)dimYQ
F < 1.
Lemma 8.20. There exist a definable partition N =
N⊔
j=1
Aj of N, natural numbers L, {ai}Li=1 ∈ N
and {bi}Li=1 ∈ Q, such that on each definable part
GF (k) =
L∑
i=1
ci(F ) · kaiqbikF ,
for any F ∈ Loc≫ and some constants {ci(F )}Li=1 depending on F .
Proof. Since GF (k) is a motivic function, by Definition 8.9, it can be written as
(⋆⋆) GF (k) =
N1∑
i=1
|Yi,F,k| qαi,F (k)F
N2∏
j=1
βij,F (k)
N3∏
j=1
1
1− qaijF
 ,
where αi : N→ Z and βij : N→ Z are definable functions and Yi ⊆ N×RFri are definable sets.
By the disjointness of the RF and VG sorts (see e.g. [CL08, Theorem 2.1.1]), we may partition
N into finitely many definable subsets, such that on each part Yi,F,k = Yi,F does not depend on
k, and αi, βij are LPres-definable functions. By further refining the partition, we may assume
that αi, βij are linear (Theorem 8.13). By rearranging (⋆⋆), the lemma follows. 
By Theorem 8.14, we may refine the partition N =
N⊔
j=1
Aj of Lemma 8.20, so that we have linear
bijections fj : Aj → Nlj for lj ∈ {0, 1}. It is enough to prove (⋆) for each definable subset
Aj, so by the last lemma we may assume that HF (k) =
L∑
i=1
ci(F ) · kaiqk(bi−(1−ε
′)dimY )
F . Since
Jk−1(ϕQ) is ε-flat, it follows from the Lang-Weil bounds that for any ε
′ < ε and any k ∈ N,
lim
qF→∞
HF (k) = 0. It is enough to consider the case where Aj is infinite. By changing coordinates
via fj we may assume that Aj = N (where now ai ∈ N and bi ∈ Z).
Without loss of generality we may assume that b1 is maximal. Set T := {i ∈ [L] : bi = b1} and
PF (k) :=
∑
i∈T
ci(F ) · kai . Then we can write
HF (k) = PF (k)q
k(b1−(1−ε′)dimYQ)
F + EF (k),
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where EF (k) =
∑
i∈T c
ci(F ) · kaiqk(bi−(1−ε
′)dimYQ)
F . We may assume that for any N ∈ N there
exists F ∈ Loc with char(kF ) > N such that PF (k) is not identically zero as a polynomial
on k. Denote by LocP the collection of such F ∈ Loc, and set SP = {qF : F ∈ LocP }, and
Locq,P = {F ∈ LocP : qF = q}.
Lemma 8.21.
(1) There exists k0 ∈ N such that for any k > k0, there are infinitely many q ∈ SP , such
that ∃F ∈ Locq,P with PF (k) 6= 0.
(2) There exists e ∈ N such that if PF (k) 6= 0 for some k ∈ N, then q−eF < |PF (k)| and
moreover, ci(F ) < q
e
F for each i ∈ L and each qF > 2.
(3) For any δ > 0 and any a ∈ N there exists k1 ∈ N such that ka < qδk for every k > k1
and every q ≥ 2.
Proof. (1). Assume the contrary, and set d := deg(P ). Then for any k0 ∈ N, there exists k′ > k0
such that PF (k
′) = 0 for any F ∈ Locq,P with q ∈ SP large enough. By induction, this implies
that for qF large enough, PF (k) has more than d roots yielding a contradiction.
Item (2) follows by analyzing the possible terms appearing in a motivic function (e.g. (⋆⋆)).
Item (3) is obvious. 
Corollary 8.22. There exists k2 ∈ N such that for each k > k2,
lim
qF→∞
PF (k)q
k(b1−(1−ε′)dimYQ)
F = 0,
and PF (k) 6= 0 for infinitely many q ∈ SP .
Proof. Let δ = 12 mini∈T c
|b1 − bi|. By the last lemma, for any qF > 2 we have
|EF (k)| <
∑
i∈T c
q
e+k(δ+bi−(1−ε′)dimYQ)
F .
Hence, there exists k2 ∈ N such that for every k > k2 and any F ∈ Locq,P with PF (k) 6= 0, we
have
(8.3) |EF (k)| < 1
2
∣∣∣PF (k)qk(b1−(1−ε′)dimYQ)F ∣∣∣ .
By Lemma 8.21(1), we may choose k2 large enough such that for any k > k2, we have PF (k) 6= 0
for infinitely many q ∈ SP and F ∈ Locq,P . Since lim
qF→∞
HF (k) = 0 for any k ∈ N, and by (8.3)
we are done. 
Corollary 8.22 implies the following:
Corollary 8.23. We have b1 ≤ (1− ε)dimYQ.
For any ε′ < ε we can now write HF (k) =
L∑
i=1
ci(F ) · kaiqkdi(ε
′)
F , with all di(ε
′) < 0. Set
d(ε′) = max
1≤i≤L
{di(ε′)}, then by Lemma 8.21 for every δ > 0 we have k0 such that for every k > k0
HF (k) < q
(d(ε′)+δ)k+e
F .
In particular, there exists k1 such that for k > k1 and every F ∈ Loc≫ we have HF (k) < 1. We
are now done as for each 1 ≤ k ≤ k1 we can conclude individually by the Lang-Weil estimates,
by taking F ∈ Loc≫. 
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9. Applications to the p-adic probabilistic Waring type problem
Our goal in this section is to combine our results on word maps (Sections 3-7), with the number-
theoretic interpretation of the (FRS) property and of ε-jet flatness (Section 8), to obtain results
on random walks induced from word maps. We start by discussing the more general case of
random walks induced from algebraic morphisms, and then descend to the case of word maps.
9.1. Algebraic random walks: general case. Let X be a finite type Z-scheme, with XQ
smooth and geometrically irreducible, let G be a finite type affine group scheme, with GQ
connected and let ϕ : X → G be a dominant morphism.
Let µX(Zq/mkq ) denote the uniform probability measure on X(Zq/m
k
q ). For every prime power q
and k ∈ N, the map ϕ : X(Zq/mkq ) → G(Zq/mkq ) gives rise to a probability measure τϕ,q,k :=
ϕ∗(µX(Zq/mkq )) by considering the pushforward of µX(Zq/mkq ) under ϕ. Explicitly, the probability
given to g ∈ G(Zq/mkq ) is
τϕ,q,k(g) =
∣∣ϕ−1(g)∣∣∣∣X(Zq/mkq )∣∣ .
The collection {τϕ,q,k}q,k induces a family of random walks on {G(Zq/mkq )}q,k. Note that τ∗2ϕ,q,k =
τϕ∗2,q,k (see e.g. [GH19, Remark 1.2]), so the t-th step of the random walk induced by τϕ,q,k is
given by
τ∗tϕ,q,k(g) =
∣∣(ϕ∗t)−1(g)∣∣∣∣X(Zq/mkq)∣∣t .
Let πq,k be the uniform probability on G(Zq/mkq ). Recall that if supp(τϕ,q,k) is generating and
contains the identity element, then τ∗tϕ,q,k converges to πq,k as t→∞, and the mixing time (see
Definition 1.12) measures this convergence rate. Also recall we define La norms as follows:
Definition 9.1. For a real function f on a finite group G, set
‖f‖a := (|G|a−1
∑
g∈G
|f(g)|a)1/a and ‖f‖∞ = |G| ·maxg∈G |f(g)| .
The following is a uniform analogue of mixing time.
Definition 9.2. Let ϕ : X → G be a dominant morphism as above. We say ϕ
(1) is almost {Fq}-uniform in La if there exists a finite set S of primes such that
lim
PS∋q→∞
‖τϕ,q,1 − πq,1‖a = 0.
(2) has an almost {Fq}-uniform La-mixing time ta,ϕ,{Fq} if it is minimal such that ϕ∗ta,ϕ,{Fq}
is almost {Fq}-uniform in La.
(3) is almost {Zq}-uniform in La if there exists a finite set S of primes such that
lim
PS∋q→∞
(
sup
k∈N
‖τϕ,q,k − πq,k‖a
)
= 0.
(4) has an almost {Zq}-uniform La-mixing time ta,ϕ,{Zq} if it is minimal such that ϕ∗ta,ϕ,{Zq}
is almost {Zq}-uniform in La.
9.1.1. Algebraic interpretation of almost uniform mixing time. We now use results from Section
8 to give an algebraic interpretation of various properties of the family of random walks induced
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by a morphism ϕ : X → G as above. We first characterize properties related to L∞ bounds and
then deal with properties related to L1 bounds.
Theorem 9.3 (Characterization of L∞-bounds). Let X be a finite type Z-scheme, with XQ
smooth and geometrically irreducible, let G be a finite type affine group scheme, with GQ con-
nected and let ϕ : X → G be a dominant morphism.
(1) ϕ is almost {Fq}q-uniform in L∞ if and only if ϕQ : XQ → GQ is (FGI).
(2) ϕ is almost {Zq}q-uniform in L∞ if and only if ϕQ : XQ → GQ is (FRS) and (FGI).
(3) ϕQ is ε-jet flat if and only if for every ε
′ < ε there exists a set S(ε′) of primes such
that the family {τϕ,q,k}q,k satisfies τϕ,q,k(g) ≤
∣∣G(Zq/mkq )∣∣−ε′ for every q ∈ PS and every
k ∈ Z>0.
Proof.
(1) Assume that ϕQ : XQ → GQ is (FGI). Theorem 8.4 implies that ϕ is almost {Fq}q-
uniform in L∞. For the other direction, Theorem 8.4 implies that ϕQ is flat. Assume
that ϕQ : XQ → GQ is not (FGI). By [Gro67, Corollary 9.7.9], we may find a prime p,
such that for each r ∈ N and q = pr the map ϕFq : XFq → GFq is flat but not (FGI).
Take g ∈ G(Fq) with Cϕ,q,g > 1. Then also Cϕ,qr′ ,g > 1 for any r′ ∈ N. By Theorem 8.4
we deduce that ϕ is not almost {Fq}q-uniform in L∞.
(2) Assume that ϕ is almost {Zq}q-uniform in L∞. Item (1) implies that ϕQ is (FGI).
By enlarging S we may assume that X is smooth over Zq for every q ∈ PS , so that
µX(Zq) and µG(Zq) exist by Lemma 8.17. Since ϕ is dominant, ϕ∗(µX(Zq)) is absolutely
continuous with respect to µG(Zq) (see e.g. [AA16, Corollary 3.6]). Fix a prime p /∈ S,
and let q = pr ∈ PS . For every g ∈ G(Zq) set B(g, k) = r−1k (rk(g)), then we have,
µX(Zq)(ϕ
−1(B(g, k)))
µG(Zq)(B(g, k))
=
∣∣ϕ−1(rk(g))∣∣
qk(dimXQ−dimGQ)
= τϕ,q,k(rk(g)) ·
∣∣X(Zq/mkq )∣∣
qk(dimXQ−dimGQ)
(†)
≤ sup
k∈N
‖τϕ,q,k‖∞
∣∣X(Zq/mkq )∣∣
qkdimXQ
qkdimGQ∣∣G(Zq/mkq )∣∣ .
Since ϕ is almost {Zq}q-uniform in L∞, by using the the Lang-Weil bounds, and by
possibly enlarging S, it follows that (†) is uniformly bounded (in k) by a constant C > 0.
By the analytic criterion for the (FRS) property (Theorem 8.5 and [Gla19, Theorem 1.6])
combined with [GH19, Lemma 3.15], the map ϕQ is (FRS).
The “if” part follows from a family version of Theorem 8.7, which is proven in an
upcoming work (see Remark 8.8). For completeness, we prove here the weaker statement
that ϕ∗2 is almost {Zq}q-uniform in L∞. Set ψ : X → G by ψ(x) := ϕ(x)−1. Note that
if ϕQ : XQ → GQ is (FRS) and (FGI) then by Proposition 3.3 the map ϕQ ∗ ψQ :
XQ ×XQ → GQ is (FRS) and (FGI) as well. In particular, the fiber (XQ ×XQ)e,ϕQ∗ψQ
is a reduced, geometrically irreducible, local complete intersection scheme with rational
singularities. By Theorem 8.7 (or [AA18, Theorem 3.0.3]) and by the Lang-Weil bounds,
ON SINGULARITY PROPERTIES OF WORD MAPS AND APPLICATIONS 72
we have
∣∣∣∣G(Zq/mkq )∣∣ τϕ,q,k ∗ τψ,q,k(e)− 1∣∣ < Cq−1/2 for some C > 0, so
‖τϕ,q,k − πq,k‖22 =
∣∣∣G(Zq/mkq )∣∣∣ ∑
g∈G(Zq/mkq )
(τϕ,q,k(g) − πq,k(g))2
=
∣∣∣G(Zq/mkq )∣∣∣ ∑
g∈G(Zq/mkq )
τϕ,q,k(g)
2
− 1
=
∣∣∣G(Zq/mkq )∣∣∣ τϕ,q,k ∗ τψ,q,k(e)− 1 < Cq−1/2.
By Young’s inequality,
(9.1)
∥∥τ∗2ϕ,q,k − πq,k∥∥∞ = ∥∥(τϕ,q,k − πq,k)∗2∥∥∞ ≤ ‖τϕ,q,k − πq,k‖22 < Cq−1/2.
(3) Follows from Theorem 8.18 by using the Lang-Weil bounds.

The following theorem is a strengthening of [LST19, Proposition 2.1].
Theorem 9.4 (Characterization of L1-uniformity). Let ϕ : X → G be as in Theorem 9.3. Then
the following are equivalent:
(1) ϕ is almost {Fq}q-uniform in L1.
(2) ϕ is almost {Zq}q-uniform in L1.
(3) ϕQ : XQ → GQ has a geometrically irreducible generic fiber.
Proof. We would like to prove (1) ⇒ (3) ⇒ (2) ⇒ (1). The implication (2) ⇒ (1) is obvious.
(1)⇒ (3) is essentially given in [LST19]: if ϕ is almost {Fq}q-uniform in L1, then for any prime
p /∈ S we have lim
n→∞
‖τϕ,pn − πpn‖1 = 0. By [LST19, Proposition 2.1], ϕFp has geometrically
irreducible generic fiber for each p /∈ S, which implies that ϕQ has a geometrically irreducible
generic fiber.
It is left to show (3) ⇒ (2). Let U ⊆ G be an open set such that ϕQ is smooth and (FGI) over
UQ ⊆ GQ. Set
Vq := {g ∈ G(Zq) : r1(g) ∈ U(Fq)}.
By a generalization of Hensel’s lemma, we may find a finite set S such that for every q ∈ PS ,
and every g ∈ Vq we have∣∣ϕ−1(rk(g))∣∣ = q(k−1)(dimXQ−dimGQ) · ∣∣ϕ−1(r1(g))∣∣ .
By the Lang-Weil bounds, we may find C1 > 0 such that for any g ∈ Vq we have∣∣∣∣∣τϕ,q,k(rk(g)) − 1∣∣G(Zq/mkq )∣∣
∣∣∣∣∣ < C1q−1/2∣∣G(Zq/mkq )∣∣ .
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Write Z = U c and notice that dimϕ−1(Z)Q < dimXQ since XQ is geometrically irreducible. We
may therefore find C2 > 0, such that
‖τϕ,q,k − πq,k‖1 =
∑
g∈rk(Vq)
|τϕ,q,k(g) − πq,k(g)|+
∑
g∈rk(V cq )
|τϕ,q,k(g)− πq,k(g)|
< C1q
−1/2 +
∑
g∈rk(V cq )
|τϕ,q,k(g)| +
∑
g∈rk(V cq )
|πq,k(g)|
< C1q
−1/2 +
∣∣ϕ−1(Z(Fq))∣∣
|X(Fq)| +
|Z(Fq)|
|G(Fq)| < C1q
−1/2 + C2q
−1,
where the last inequality follows by applying the Lang-Weil bounds. 
We would now like to discuss the random walk on G(Zˆ) = lim
←
G(Z/nZ). We say that a map
ϕ : X → G is almost {Z/nZ}n∈N-uniform in La if there exists a set S of primes such that
‖τϕ,n − πn‖a < 12 for every n ∈ N which is a product of primes outside of S. By the Chinese
remainder theorem, it is tempting to say that if ϕ : X → G is almost {Zq}-uniform in L∞, then
it is also almost {Z/nZ}n∈N-uniform in L∞. The following example shows this hope is too naive.
Remark 9.5 (Warning! Rational singularities+complete intersection does not imply good point
count over Z/nZ). In fact, even smooth schemes might have bad point count over Z/nZ; let
E be an elliptic curve over Q. The Sato-Tate conjecture (see [CHT08, Tay08, HSBT10]) says
that under some mild assumptions on E, we have |E(Fp)| = p+ 1− 2√p cos(θp), where for any
0 ≤ α ≤ β ≤ π,
(9.2) lim
M→∞
(
#{primes p ≤M : α ≤ θp ≤ β}
#{primes p ≤M}
)
=
2
π
∫ β
α
sin2(θ)dθ.
In particular, by (9.2) and the prime number theorem, there exist ε, δ > 0 such that for arbitrary
large M ∈ N, we may find a subset S of primes in the interval [12M,M ], such that |S| > ε
∣∣∣ MlogM ∣∣∣
and such that
|E(Fp)|
p ≥ 1 + δp−1/2, for every p ∈ S. Now, taking n =
∏
p∈S
p, by the Chinese
remainder theorem we get the following:
|E(Z/nZ)|
n
=
∏
p∈S
|E(Fp)|
p
≥
∏
p∈S
(
1 + δp−1/2
)
≥
(
1 +
δ√
M
)ε∣∣∣ MlogM ∣∣∣ M→∞−→ ∞.
It turns out that this pathology can be fixed by applying a few more convolutions.
Proposition 9.6. Let ϕ : X → G be as in Theorem 9.3. Assume that ϕQ is (FRS) and (FGI).
Then ϕ∗3 is almost {Z/nZ}n∈N-uniform in L∞.
Proof. By (9.1), there exists C > 0, such that for every k ∈ N and almost every prime p
‖τϕ,p,k − πp,k‖∞ < Cp−
1
2 .
By standard properties of mixing (see e.g. [LP17, Lemma 4.18]), we have∥∥τ∗tϕ,p,k − πp,k∥∥∞ < Ctp− t2 .
Now let n,N ∈ N be such that n =
N∏
i=1
pkii with pi distinct primes, larger than M for some
M ∈ N sufficiently large. Then for each i and each g ∈ G(Z/pkii Z),
1− Ctp−
t
2
i <
∣∣∣G(Z/pkii Z)∣∣∣ τ∗tϕ,pi,ki(g) < 1 + Ctp− t2i .
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Therefore for every g ∈ G(Z/nZ), every t ≥ 3, and M sufficiently large we get,
|G(Z/nZ)| τ∗tϕ,n(g) < exp
 ∑
M<p∈primes
log
(
1 + Ctp−
t
2
) < exp
 ∑
M<p∈primes
Ctp−
t
2
 < 1 + 1
2
,
and similarly
1− 1
2
< |G(Z/nZ)| τ∗tϕ,n(g),
which is precisely what we want. 
Remark 9.7. The (FRS) property can also be used to obtain information on algebraic random
walks on real algebraic groups. Indeed, an Archimedean analogue of [AA16, Theorem 3.4] was
proven in [Rei]: the pushforward ϕ∗(µ) of any smooth compactly supported measure µ on X(R)
under an (FRS) morphism ϕ : X → Y between smooth R-varieties is a measure with continuous
density.
9.2. Algebraic random walks induced from word maps. Let G denote the collection of all
affine groups schemes G, with GQ semisimple and simply connected. We study uniform proper-
ties of the family of random walks induced by a word w ∈ Fr on {G(Zq)}q,G∈G by considering the
family of random walks induced on the quotients. Let πG,q,k be the uniform probability measure
on G(Zq/mkq ). The word map ϕw induces a collection of probability measures {τw,G,q,k}G,q,k on
{G(Zq/mkq )}G,q,k by τw,G,q,k := (ϕw)∗(πrG,q,k). As we saw before, the probability to reach an
element g ∈ G(Zq/mkq) at the t-th step of the random walk is given by
τ∗tw,G,q,k(g) =
∣∣(ϕ∗tw )−1(g)∣∣∣∣G(Zq/mkq)∣∣rt .
Definition 9.8. Let w ∈ Fr be a word.
(1) w is almost {Zq}q-uniform in La if ϕw : Gr → G is almost {Zq}q-uniform for every
G ∈ G.
(2) w has an almost {Zq}q-uniform La-mixing time ta,w,{Zq}q if it is minimal such that
w∗ta,w,{Zq}q is almost-{Zq}q-uniform in La.
These notions are similarly defined for the collection {Fq}q.
The following corollary is an immediate consequence of Theorems 9.3 and 9.4.
Corollary 9.9. Let w ∈ Fr.
(1) w is almost {Fq}-uniform in L∞ if and only if (ϕw)Q : GrQ → GQ is (FGI) for every
G ∈ G.
(2) w is almost {Zq}-uniform in L∞ if and only if (ϕw)Q : GrQ → GQ is (FRS) and (FGI)
for every G ∈ G.
(3) The following are equivalent:
(a) w is almost {Fq}-uniform in L1.
(b) w is almost {Zq}-uniform in L1.
(c) (ϕw)Q : G
r
Q → GQ has a geometrically irreducible generic fiber, for every G ∈ G.
9.2.1. Uniform properties of random walks induced by word measures. Combining the discussion
on random walks in the last two subsections, together with the results on word maps obtained
in this paper, we can summarize our applications to p-adic probabilistic Waring type problem.
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The following is a direct consequence of Theorem 7.9 and Item (3) of Theorem 9.3.
Corollary 9.10. Let w ∈ Fr be a word. Then for any n ∈ N there exists a finite set S(n) of
primes such that for every q ∈ PS(n) and every g ∈ SLn(Zq/mkq),
τw,SLn,q,k(g) ≤
∣∣∣SLn(Zq/mkq )∣∣∣− 12·1017ℓ(w)9 .
Theorem 7.8 allows us to provide L∞-bounds for random walks on congruence subgroups. For
any G ∈ G and any prime p, write G1(Zp) for the kernel of the quotient map G(Zp)→ G(Fp).
Corollary 9.11. Let w ∈ Fr be a word. Then there exists C > 0, such that for every G ∈ G,
every prime p > p0(G), and every t ≥ Cℓ(w)4, the pushforward measure (ϕ∗tw )∗(µrtG1(Zp)) on
G1(Zp) has continuous density with respect to the normalized Haar measure.
Proof. By Theorem 7.8, there exists U ⊆ Grt such that ϕ∗tw : UQ → GQ is (FRS) for t = Cℓ(w)4.
Note that for p ≫ 1, U(Fp) contains (e, ..., e) ∈ G(Fp)rt and U is smooth over Zp. By a
generalization of Hensel’s lemma, we have U(Zp) ⊇ G1(Zp)rt. By the analytic criterion for the
(FRS) property (Theorem 8.5), (ϕ∗tw )∗(µ
rt
G1(Zp)
) has continuous density. 
Corollary 9.12 (L1-mixing time, generalization of [LST19, Theorems 1 and 2]). Let w1 ∈ Fr1
and w2 ∈ Fr2 be words. Then w = w1 ∗ w2 is almost {Zq}q-uniform in L1.
Proof. By Theorem 3.19, (ϕw)Q has geometrically irreducible generic fiber for every G ∈ G. By
Corollary 9.9 we are done. 
Corollary 9.13 (Mixing time for the commutator map). Let w0 = xyx
−1y−1 ∈ Fr be the
commutator word. Then
(1) w0 is almost {Zq}q-uniform in L1.
(2) w∗40 is almost {Zq}q-uniform in L∞.
Proof. By Theorems 6.1, 6.2 and by Corollary 3.20, the map ϕ∗4w0 : G
8 → G is (FRS) and (FGI)
for every G ∈ G. By [GS09], w0 is {Fq}-uniform in L1. By Corollary 9.9 we are done. 
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