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Résumé
Nous étudions l’existence, l’unicité et la stabilité des solutions d’équations différentielles stochastiques
rétrogrades à horizon aléatoire sous de nouvelles hypothèses ; puis nous établissons un principe de grandes
déviations pour les solutions de telles équations, construites à partir d’une famille de processus de Mar-
kov dont le coefficient de diffusion tend vers 0 et appliquons enfin ces résultats à l’analyse de quelques
problèmes de perturbations singulières associés à certaines équations aux dérivées partielles non linéaires.
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Abstract
We study the existence, uniqueness and stability of solutions of backward stochastic differential equations
with random terminal time under new assumptions; then we establish a large deviation principle for the
solutions of such equations, related to a family of Markov processes, the diffusion coefficient of which
tends to zero. Finally we apply these results to the analysis of some singular perturbation problems for a
class of nonlinear partial differential equations.
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Introduction
Dans la première partie de cet article, nous donnons de nouveaux résultats d’existence et
d’unicité pour des équations différentielles stochastiques rétrogrades (E.D.S.R.) à horizon aléa-
toire, c’est-à-dire dont les temps terminaux sont des temps d’arrêt τ quelconques (éventuellement
infinis) :
Yt = ξ +
τ∫
t∧τ
f (s, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs, t  0
Nous démontrons aussi des théorèmes d’estimations sur les différences entre les solutions de
telles équations, et des théorèmes de comparaison.
Dans un deuxième temps, nous appliquons ces résultats à la construction de la solution d’une
E.D.S.R. basée sur une diffusion (Xε,xt )t0 = Xε,x :
X
ε,x
t = x +
t∫
0
β(Xε,xs ) ds + ε
t∫
0
σ(Xε,xs ) dBs, t  0
dont le temps terminal est le temps de sortie de la diffusion (Xε,xt )t0 d’un domaine D donné :
Y
ε,x
t = g(Xε,xτε,x )+
τ ε,x∫
t∧τ ε,x
f (s,Xε,xs , Y
ε,x
s ,Z
ε,x
s ) ds −
τ ε,x∫
t∧τ ε,x
Zε,xs dBs, t  0
où
τ ε,x := inf{t  0: Xε,xt ∈ ∂D}, x ∈ D¯
Soit x ∈ D. Depuis les travaux de Freidlin et Wentzell, il est classique que la solution Xε,x de
l’équation directe converge, quand ε tend vers 0, vers la fonction ϕx solution de l’équation dé-
terministe ϕ′t = β(ϕt ), ϕ0 = x, en vérifiant un principe de grandes déviations. Sous certaines
hypothèses sur cette équation différentielle, en particulier l’existence d’un point d’équilibre
stable x∗ unique appartenant à D, le temps de sortie τ ε,x tend vers l’infini quand ε tend vers
0, et si de plus il y a un minimum de quasi-potentiel unique z∗ sur le bord de D, on sait que le
point de sortie de la diffusion, Xε,xτε,x , converge vers z∗.
Sous ces hypothèses, on montre ici la convergence, quand ε tend vers 0, de la solution rétro-
grade Y ε,x vers une application déterministe ψx solution de
ψt = g(z∗)+
∞∫
t
f (s, ϕxs ,ψs,0) ds, t  0
en vérifiant un principe de grandes déviations.
Nous appliquons ce résultat à la convergence, quand ε tend vers 0, d’une solution de viscosité
uε de l’équation aux dérivées partielles (E.D.P.) :
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∂t
(t, x)+Lε,xuε(t, x)+ f (t, x, uε(t, x), ε∇xuε(t, x)σ (x))= 0, t  0, x ∈ D
uε(t, x) = g(x), t  0, x ∈ ∂D
où Lε,x désigne le générateur infinitésimal de la diffusion Xε,x , vers une solution du système du
premier ordre :
∂u
∂t
(t, x)+ 〈β(x),∇xu(t, x)〉+ f (t, x, u(t, x),0)= 0, t  0, x ∈ D
lim
t→∞u(t, x
∗) = g(z∗)
où x∗ ∈ D est le point d’équilibre stable associé au système dynamique non perturbé, solution
de ϕ′t = β(ϕt ), z∗ étant l’unique point du bord de D qui réalise le minimum du quasi-potentiel.
Remarquons que si f est nulle, on retrouve le cas classique étudié par Freidlin et Wentzell
(cf. [7]) et aussi par Fleming et Soner (cf. [6]).
Nous terminerons cet article par l’étude de la convergence de l’E.D.S.R. précédente dans le
cas où la solution ϕx de l’équation déterministe ϕ′t = β(ϕt ), ϕ0 = x, sort, au contraire, strictement
de D en temps fini.
1. Construction de solutions d’E.D.S.R. à horizon aléatoire quelconque
Soit B = (Bt )t0 un mouvement brownien d-dimensionnel, issu de zéro, défini sur un es-
pace de probabilité filtré (Ω,F , (Ft )t0,P), vérifiant les conditions habituelles, (Ft )t0 étant
la filtration naturelle de B .
Dans cette partie, nous construisons des solutions d’E.D.S.R. dont le temps terminal est un
(Ft )t0 temps d’arrêt τ quelconque (éventuellement infini) :
Yt = ξ +
τ∫
t∧τ
f (s, ·, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs, t  0
où la condition terminale ξ est une variable aléatoire Fτ -mesurable, et le générateur f une ap-
plication de R+ ×Ω ×Rk ×L(Rd ,Rk) dans Rk .
Des théorèmes d’existence et d’unicité existent déjà pour les E.D.S.R. à horizon aléatoire,
sous des hypothèses généralement assez fortes. Dans les travaux de Pardoux et Peng (cf. par
exemple [5] et [10]) on trouve une hypothèse qui impose soit une condition structurelle sur les
coefficients de monotonie et de Lipschitz du générateur, soit l’existence d’un moment exponen-
tiel suffisamment grand pour le temps d’arrêt. Briand et Hu (cf. [3]) ont réussi à affaiblir cette
hypothèse, mais seulement dans le cas de la dimension 1, pour un générateur f strictement mo-
notone en y et borné en la variable z. Ce résultat a été récemment amélioré par M. Royer (cf.
[13]), mais pour préserver l’unicité dans le cas d’un générateur seulement monotone, elle doit le
rendre indépendant de z.
Dans un premier temps, nous donnons une construction de la solution (Yt ,Zt )t0 pour un
temps terminal aléatoire quelconque, avec des hypothèses d’intégrabilité sur les familles de
constantes de Lipschitz du générateur, puis pour un temps d’arrêt τ qui admet un moment
exponentiel E
[
exp(λτ)
]
< ∞ (λ > 0), avec des hypothèses plus faibles sur le générateur. Remar-
quons que λ n’a aucune condition à satisfaire, et s’il est assez grand, on retrouve les théorèmes
d’existence et d’unicité de Pardoux et Peng.
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(
∑k
i=1 y2i )1/2 si y = (yi)i=1,...,k appartient à Rk , ‖z‖ = (
∑k
i=1
∑d
j=1 z2i,j )1/2 si
z = (zi,j )i=1,...,k, j=1,...,d représente un élément de L(Rd ,Rk).
1.1. Solution d’une E.D.S.R. à temps terminal aléatoire quelconque
Hypothèse 1.1.1. Soit
f :
{
R+ ×Ω ×Rk ×L(Rd ,Rk) → Rk
(s,ω, y, z) 
→ f (s,ω, y, z)
une application mesurable vérifiant les conditions suivantes :
(i) Pour tout (y, z) ∈ Rk ×L(Rd ,Rk), le processus (f (s, ·, y, z))s0 est progressivement me-
surable.
(ii) Il existe deux applications C1 et C2 de R+ dans R∗+, mesurables bornées, telles que
∞∫
0
C1(s) ds < ∞ et lim
s→∞
C2(s)
C1(s)
= 0
vérifiant : pour tous (s,ω) ∈ R+ ×Ω , (y, z) et (y′, z′) dans Rk ×L(Rd ,Rk), on a∣∣f (s,ω, y, z)− f (s,ω, y′, z′)∣∣C2(s){|y − y′| + ‖z − z′‖}
(iii) Il existe (y0, z0) ∈ Rk ×L(Rd ,Rk) tel que
E
[( ∞∫
0
∣∣f (s, ·, y0, z0)∣∣ds
)2]
< ∞
et pour tout T  0,
E
[ T∫
0
∣∣f (s, ·, y0, z0)∣∣2 ds
]
< ∞
Théorème 1.1.1. Soit f une application vérifiant l’Hypothèse 1.1.1, soient τ un (Ft )t0 temps
d’arrêt quelconque, et ξ une variable aléatoire à valeurs Rk , Fτ -mesurable, de carré intégrable.
L’E.D.S.R. :
Yt = ξ +
τ∫
t∧τ
f (s, ·, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs, t  0 (1.1.1)
admet alors une unique solution progressivement mesurable (Yt ,Zt )t0 (Yt étant à valeurs Rk et
Zt à valeurs L(Rd ,Rk)) telle que E[supt0 |Yt |2] < ∞, et E[
∫ τ
0 ‖Zs‖2 ds] = E[
∫∞
0 ‖Zs‖2 ds] <∞. (Yt )t0 est continu.
Remarque 1.1.1. Sous les hypothèses du Théorème 1.1.1, on peut montrer facilement que la
solution (Yt ,Zt )t0 de l’E.D.S.R. (1.1.1) vérifie toujours limt→∞ Yt = ξ , presque sûrement et
dans L2 (même si τ = +∞ p.s.).
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lui associer une application C1, vérifiant les conditions énoncées dans l’Hypothèse 1.1.1(ii), si et
seulement si :
lim
s→∞C2(s) = 0 et
∞∫
0
C2(s) ds < ∞
Démonstration. Posons, pour tout t  0 : K(t) := 1 + ∫ t0 C1(s) ds.
Alors
1K(t) < K∞ = 1 +
∞∫
0
C1(s) ds < ∞
Soit T > 0 un nombre que l’on choisira plus tard. Il suffit de résoudre le problème (1.1.1) (exis-
tence et unicité) sur l’intervalle [T ,∞[.
Soit
D0T :=
{
processus (Ut ,Vt )t0 à valeurs Rk ×L(Rd ,Rk) tels que ∀(t,ω) ∈ R+ ×Ω
(
Ut(ω),Vt (ω)
)= (Ut(ω),V t (ω))1[T ,τ(ω)](t) où (Ut ,V t )t0 est progressivement
mesurable et E
[ τ∫
T∧τ
(
C1(s)|Us |2 +K(s)‖V s‖2
)
ds
]
< ∞
}
Dans la définition précédente, on a posé 1[T ,τ(ω)](t) := 1{tT } × 1{tτ(ω)}.
On identifiera, comme d’habitude, deux processus indistinguables et on notera DT la ferme-
ture de l’espace D0T pour la « norme »
∥∥(U,V )∥∥ :=
(
E
[ τ∫
T∧τ
(
C1(s)|Us |2 +K(s)‖Vs‖2
)
ds
])1/2
Soit Θ l’application de DT dans l’espace des processus définie par Θ(U,V ) = (Y,Z) où
Yt = E
[(
ξ +
τ∫
t∧τ
f (s, ·,Us,Vs) ds
)
/Ft∧τ
]
1[T ,τ ](t)
(
ξ − YT +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
1{Tτ } = c +
τ∫
0
Zs dBs (1.1.2)
avec
c = E
[(
ξ − YT +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
1{Tτ }
]
= 0
(Théorème de représentation).
Remarquons que ces formules ont bien un sens, compte tenu des hypothèses, car
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T∧τ
∣∣f (s, ·,Us,Vs)∣∣ds 
τ∫
T∧τ
∣∣f (s, ·,Us,Vs)− f (s, ·, y0, z0)∣∣ds +
τ∫
T∧τ
∣∣f (s, ·, y0, z0)∣∣ds

τ∫
T∧τ
C2(s)
{|Us − y0| + ‖Vs − z0‖}ds +
∞∫
0
∣∣f (s, ·, y0, z0)∣∣ds
De plus,
τ∫
T∧τ
C2(s)|Us − y0|ds  sup
sT
C2(s)
C1(s)
τ∫
T∧τ
C1(s)|Us − y0|ds
 CT
( τ∫
T∧τ
C1(s) ds
)1/2( τ∫
T∧τ
C1(s)|Us − y0|2 ds
)1/2
où CT = supsT C2(s)C1(s) .
Il est facile de voir, en procédant de même avec (Vs)s0, que la variable aléatoire∫ τ
T∧τ |f (s, ·,Us,Vs)|ds est de carré intégrable et que les formules définissant Θ(U,V ) ont un
sens.
On voit que pour tout t ∈ [0, T ] :
E
[(
ξ − YT +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
1{Tτ }/Ft∧τ
]
= 0,
t∧τ∫
0
Zs dBs = 0
Donc E[∫ t∧τ0 ‖Zs‖2 ds] = 0, pour tout t ∈ [0, T ]. L’égalité (1.1.2) devient alors :(
ξ +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
1{Tτ } = YT +
τ∫
T∧τ
Zs dBs p.s.
On a ainsi, pour tout t  T :
Yt = E
[(
ξ +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
/Ft∧τ
]
1[T ,τ ](t)−
t∧τ∫
T∧τ
f (s, ·,Us,Vs) ds 1[T ,τ ](t)
Donc pour tout t  T ,
Yt = YT 1[T ,τ ](t)+
t∧τ∫
T∧τ
Zs dBs 1[T ,τ ](t)−
t∧τ∫
T∧τ
f (s, ·,Us,Vs) ds 1[T ,τ ](t)
=
(
ξ +
τ∫
t∧τ
f (s, ·,Us,Vs) ds −
τ∫
t∧τ
Zs dBs
)
1[T ,τ ](t)
On voit que Θ(U,V ) = (U,V ) si et seulement si (U˜ , V˜ ) est solution de l’E.D.S.R. (1.1.1) sur
l’intervalle [T ,∞[ où, pour tout (t,ω) ∈ [T ,∞[×Ω ,(
U˜t (ω), V˜t (ω)
) := (Ut(ω),Vt (ω))1{tτ(ω)} + (ξ(ω),0) 1{t>τ(ω)} (1.1.3)
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de Y ,
|Yt | E
[(
|ξ | +
τ∫
T∧τ
∣∣f (s, ·,Us,Vs)∣∣ds
)
/Ft∧τ
]
et donc, d’après l’inégalité de Doob :
E
[
sup
tT
|Yt |2
]
 4E
[(
|ξ | +
τ∫
T∧τ
∣∣f (s, ·,Us,Vs)∣∣ds
)2]
< ∞ (1.1.4)
On en déduit que
E
[ τ∫
T∧τ
C1(s)|Ys |2 ds
]
 E
[
sup
tT
|Yt |2
] ∞∫
0
C1(s) ds < ∞
De plus, le théorème de représentation entraîne que
E
[ τ∫
T∧τ
K(s)‖Zs‖2 ds
]
K∞E
[ τ∫
T∧τ
‖Zs‖2 ds
]
< ∞ (1.1.5)
Existence d’un point fixe pour tout T assez grand
Soient (U,V ) et (U ′,V ′) appartenant à DT , (Y,Z) = Θ(U,V ), (Y ′,Z′) = Θ(U ′,V ′), U¯ =
U −U ′, V¯ = V − V ′, Y¯ = Y − Y ′, Z¯ = Z −Z′. Avec ces notations,
Y¯t =
{ τ∫
t∧τ
(
f (s, ·,Us,Vs)− f (s, ·,U ′s , V ′s )
)
ds −
τ∫
t∧τ
Z¯s dBs
}
1[T ,τ ](t)
Sur {T  t  τ }, on a
d
[
K(t)|Y¯t |2
]= C1(t)|Y¯t |2 dt + 2K(t)Y¯t dY¯t +K(t)‖Z¯t‖2 dt
= (C1(t)|Y¯t |2 +K(t)‖Z¯t‖2)dt + 2K(t)Y¯t Z¯t dBt
+ 2K(t)Y¯t
(
f (t, ·,U ′t , V ′t )− f (t, ·,Ut ,Vt )
)
dt
Donc
−K(t)|Y¯t |2 1[T ,τ ](t) =
τ∫
t
(
C1(s)|Y¯s |2 +K(s)‖Z¯s‖2
)
ds 1[T ,τ ](t)
+ 2
τ∫
t
K(s)Y¯s Z¯s dBs 1[T ,τ ](t)
− 2
τ∫
t
K(s)Y¯s
(
f (s, ·,Us,Vs)− f (s, ·,U ′s , V ′s )
)
ds 1[T ,τ ](t)
On remarque, grâce aux estimations (1.1.4) et (1.1.5) et en utilisant les inégalités de Burkholder
Davis Gundy que la variable aléatoire
∫ τ
K(s)Y¯s Z¯sdBs1[T ,τ ](t) est intégrable et centrée.t
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E
[
K(t)|Y¯t |2 1[T ,τ ](t)
]+E
[ τ∫
t
(
C1(s)|Y¯s |2 +K(s)‖Z¯s‖2
)
ds 1[T ,τ ](t)
]
 2E
[ τ∫
t
K(s)|Y¯s |C2(s)
(|U¯s | + ‖V¯s‖)ds 1[T ,τ ](t)
]
 2 sup
sT
C2(s)
C1(s)
K∞E
[ τ∫
t∧τ
C1(s)|Y¯s |.|U¯s |ds
]
+ 2 sup
sT
C2(s)
C1(s)
E
[ τ∫
t∧τ
C1(s)K(s)|Y¯s |.‖V¯s‖ds
]
 sup
sT
C2(s)
C1(s)
E
[ τ∫
t∧τ
C1(s)|Y¯s |2
(
K∞ +K(s)
)
ds
]
+ sup
sT
C2(s)
C1(s)
E
[ τ∫
t∧τ
C1(s)
(
K∞|U¯s |2 +K(s)‖V¯s‖2
)
ds
]
 2K∞ sup
sT
C2(s)
C1(s)
E
[ τ∫
t∧τ
C1(s)|Y¯s |2 ds
]
+ sup
sT
C2(s)
C1(s)
(
sup
s0
C1(s)+K∞ + 1
)
E
[ τ∫
t∧τ
(
C1(s)|U¯s |2 +K(s)‖V¯s‖2
)
ds
]
Or on sait, par hypothèse, que
lim
s→∞
C2(s)
C1(s)
= 0 et sup
s0
C1(s) < ∞
On choisit alors T0 > 0 de sorte que
kT0 :=
supsT0
C2(s)
C1(s)
(sups0 C1(s)+K∞ + 1)
1 − 2K∞ supsT0 C2(s)C1(s)
∈]0,1[
Les inégalités précédentes entraînent que
E
[ τ∫
T0∧τ
(
C1(s)|Y¯s |2 +K(s)‖Z¯s‖2
)
ds
]
 kT0 E
[ τ∫
T0∧τ
(
C1(s)|U¯s |2 +K(s)‖V¯s‖2
)
ds
]
D’où l’existence et l’unicité d’un point fixe (U(0), V (0)) pour Θ dans DT à condition que T  T0.
T étant ainsi choisi, il suffit de résoudre l’E.D.S.R. sur [0, T ] :
Y
(0)
t = U˜ (0)T +
T∫
f (s, ·, Y (0)s ,Z(0)s )1{sτ } ds −
T∫
Z(0)s dBs, t ∈ [0, T ]t t
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U˜
(0)
T (ω) = U(0)T (ω)1{Tτ(ω)} + ξ(ω)1{τ(ω)<T }
Comme U˜ (0)T est FT∧τ -mesurable, et que le générateur est nul après T ∧ τ , on remarque que Y (0)
est constante (et Z(0) est nul) sur [T ∧ τ, T ].
Posons alors
Yt = Y (0)t 1[0,T ](t)+ U˜ (0)t 1]T ,∞[(t) Zt = Z(0)t 1[0,T ](t)+ V˜ (0)t 1]T ,∞[(t)
où (U˜ (0)t , V˜
(0)
t )tT est donné par (1.1.3).
On vérifie alors facilement que (Yt ,Zt )t0 est une solution de l’E.D.S.R. (1.1.1) satisfaisant
les conditions du théorème. En effet, si t ∈ [0, T ],
Yt = Y (0)t
= U˜ (0)T +
T∫
t
f (s, Y (0)s ,Z
(0)
s )1{sτ } ds −
T∫
t
Z(0)s dBs
= U˜ (0)T +
T∧τ∫
t∧τ
f (s, Ys,Zs) ds −
T∧τ∫
t∧τ
Zs dBs car Z
(0)
s = Z(0)s 1{sτ }
=
(
ξ +
τ∫
T∧τ
f (s, Ys,Zs) ds −
τ∫
T∧τ
Zs dBs
)
+
T∧τ∫
t∧τ
f (s, Ys,Zs) ds −
T∧τ∫
t∧τ
Zs dBs
= ξ +
τ∫
t∧τ
f (s, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs
Si t ∈ ]T ,∞[,
Yt = U˜0t = ξ +
τ∫
t∧τ
f (s, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs
De plus (Y,Z) vérifie les conditions du Théorème 1.1.1 :
E
[
sup
t0
|Yt |2
]
< ∞
car E[supt∈[0,T ][Yt |2] < ∞ (solution d’une E.D.S.R. classique sur un intervalle déterministe), et
E
[
sup
tT
|Yt |2
]= E[sup
tT
∣∣U˜ (0)t ∣∣2]= E[max( sup
T∧τtτ
∣∣U(0)t ∣∣2, |ξ |2)]< ∞
d’après la démonstration précédente (cf. (1.1.4)).
En outre,
E
[ τ∫
0
‖Zt‖2 dt
]
 E
[ T∫
0
‖Zt‖2 dt
]
+E
[ ∞∫
T
‖Zt‖2 dt
]
et ces deux termes sont finis par construction.
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sont en particulier solutions sur [T ,∞[, où l’unicité est assurée par celle du point fixe, donc
elles coïncident sur [T ,∞[. On utilise ensuite l’unicité des solutions d’E.D.S.R. à coefficient
lipschitzien sur [0, T ], puisqu’elles sont égales en T . 
Théorème 1.1.2 (Estimation des différences entre solutions). Soient τ et τ1 deux (Ft )t0 temps
d’arrêt, ξ et ξ1 deux variables aléatoires de carré intégrable à valeurs Rk , respectivement Fτ - et
Fτ1 -mesurables, f et f1 deux applications de R+ × Ω × Rk × L(Rd ,Rk) dans Rk vérifiant
l’Hypothèse 1.1.1. Considérons les solutions respectives (Y (t),Z(t))t0 et (Y1(t),Z1(t))t0
données par le Théorème 1.1.1, des E.D.S.R. :
Y(t) = ξ +
τ∫
t∧τ
f
(
s, ·, Y (s),Z(s))ds −
τ∫
t∧τ
Z(s) dBs, t  0
Y1(t) = ξ1 +
τ1∫
t∧τ1
f1
(
s, ·, Y1(s),Z1(s)
)
ds −
τ1∫
t∧τ1
Z1(s) dBs, t  0
Alors,
E
[
sup
t0
∣∣Y(t)− Y1(t)∣∣2 +
∞∫
0
∥∥Z(s)−Z1(s)∥∥2 ds
]
 γT0E
[
|ξ − ξ1|2 +
( ∞∫
T0
|f 1{sτ } − f11{sτ1}|
(
s, ·, Y1(s),Z1(s)
)
ds
)2]
+ γT0E
[ T0∫
0
|f 1{sτ } − f11{sτ1}|2
(
s, ·, Y1(s),Z1(s)
)
ds
]
où les nombres T0 et γT0 ne dépendent, essentiellement, que des constantes de Lipschitz associées
à f ; de plus T0 peut être choisi arbitrairement grand. Plus précisément, T0 et γT0 sont déterminés
explicitement dans la démonstration du Théorème 1.1.2 (cf. (1.1.7), (1.1.8), (1.1.9), (1.1.10),
(1.1.11) et (1.1.12)).
Démonstration. On posera Y¯t = Y(t)− Y1(t), Z¯t = Z(t)1{tτ } −Z1(t)1{tτ1} = Z(t)−Z1(t)
(t  0). Ainsi,
Y¯t = (ξ − ξ1)+
∞∫
t
(
f
(
s, Y (s),Z(s)
)
1{sτ } − f1
(
s, Y1(s),Z1(s)
)
1{sτ1}
)
ds −
∞∫
t
Z¯s dBs
Considérons C1 = (C1(s))s0 et C2 = (C2(s))s0 les familles de constantes de Lipschitz asso-
ciées à f dans l’Hypothèse 1.1.1 ; posons, pour tout t  0 :
K(t) := 1 +
t∫
C1(s) ds0
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1K(t) < K∞ = 1 +
∞∫
0
C1(s) ds < ∞
Soit T  0. On a, si t ∈ [T ∧ τ˜ , τ˜ ], où τ˜ = max(τ, τ1),
d
[
K(t)|Y¯t |2
]= C1(t)|Y¯t |2 dt + 2K(t)Y¯t dY¯t +K(t)‖Z¯t‖2 dt
= (C1(t)|Y¯t |2 +K(t)‖Z¯t‖2)dt + 2K(t)Y¯t Z¯t dBt
− 2K(t)Y¯t
(
f
(
t, Y (t),Z(t)
)− f (t, Y1(t),Z1(t)))1{tτ } dt
− 2K(t)Y¯t
(
f
(
t, Y1(t),Z1(t)
)
1{tτ } − f1
(
t, Y1(t),Z1(t)
)
1{tτ1}
)
dt
Donc, pour tout t  T ,
K(t ∧ τ˜ )|Y¯t∧τ˜ |2 +
τ˜∫
t∧τ˜
(
C1(s)|Y¯s |2 +K(s)‖Z¯s‖2
)
ds
= K(τ˜ )|ξ − ξ1|2 − 2
τ˜∫
t∧τ˜
K(s)Y¯s Z¯s dBs
+ 2
τ˜∫
t∧τ˜
K(s)Y¯s
(
f
(
s, Y (s),Z(s)
)− f (s, Y1(s),Z1(s)))1{sτ } ds
+ 2
τ˜∫
t∧τ˜
K(s)Y¯s
(
f
(
s, Y1(s),Z1(s)
)
1{sτ } − f1
(
s, Y1(s),Z1(s)
)
1{sτ1}
)
ds (1.1.6)
Les intégrales ordinaires figurant dans l’égalité précédente sont absolument convergentes,
d’après les propriétés des solutions respectives (Y (s),Z(s))s0 et (Y1(s),Z1(s))s0 des
E.D.S.R. du Théorème 1.1.2, de plus les variables aléatoires obtenues sont intégrables.
Soit
Mt := 2
τ˜∫
t∧τ˜
K(s)Y¯s Z¯s dBs, t  0
On a, d’après les inégalités de Burkholder Davis Gundy,
E
[
sup
st
|Ms |
]
 cE
[( τ˜∫
t∧τ˜
(
K(s)|Y¯s |.‖Z¯s‖
)2
ds
)1/2]
 cE
[(
sup
st
K(s ∧ τ˜ )1/2|Y¯s∧τ˜ |
)( τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
)1/2]
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(
E
[
sup
st
K(s ∧ τ˜ )|Y¯s∧τ˜ |2
])1/2(
E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
])1/2
 λ
2
E
[
sup
st
K(s ∧ τ˜ )|Y¯s∧τ˜ |2
]+ c2
2λ
E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
]
où c > 0 est une constante universelle et λ > 0 est un paramètre.
L’égalité (1.1.6) entraîne alors que, pour tout t  T ,
E
[
K(t ∧ τ˜ )|Y¯t∧τ˜ |2
]+E
[ τ˜∫
t∧τ˜
(
C1(s)|Y¯s |2 +K(s)‖Z¯s‖2
)
ds
]
 K∞E
[|ξ − ξ1|2]+ 2E
[ τ˜∫
t∧τ˜
K(s)C2(s)|Y¯s |
(|Y¯s | + ‖Z¯s‖)1{sτ } ds
]
+ 2E
[ τ˜∫
t∧τ˜
K(s)|Y¯s |
∣∣f (s, Y1(s),Z1(s))1{sτ } − f1(s, Y1(s),Z1(s))1{sτ1}∣∣ds
]
 K∞E
[|ξ − ξ1|2]+ 3K∞
(
sup
sT
C2(s)
C1(s)
)
E
[ τ˜∫
t∧τ˜
C1(s)|Y¯s |2 ds
]
+ (sup
sT
C2(s)
)
E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
]
+ 2E
[(
sup
sT
K(s ∧ τ˜ )1/2|Y¯s∧τ˜ |
)
×
τ˜∫
t∧τ˜
K(s)1/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
]
K∞E
[|ξ − ξ1|2]+ 3K∞
(
sup
sT
C2(s)
C1(s)
)
E
[ τ˜∫
t∧τ˜
C1(s)|Y¯s |2 ds
]
+ (sup
sT
C2(s)
)
E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
]
+μE[sup
sT
K(s ∧ τ˜ )|Y¯s∧τ˜ |2
]
+ K∞
μ
E
[( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
où μ> 0 est un paramètre.
Or on sait, par hypothèse, que
lim
s→∞
C2(s) = 0 et que lim
s→∞C2(s) = 0C1(s)
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kT0 := 3K∞
(
sup
sT0
C2(s)
C1(s)
)
+ sup
sT0
C2(s) ∈]0,1[ (1.1.7)
Les inégalités précédentes montrent que, pour tout t  T0,
E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
]

(
μ
1 − kT0
)
E
[
sup
sT
K(s ∧ τ˜ )|Y¯s∧τ˜ |2
]+( K∞
1 − kT0
)
E
[|ξ − ξ1|2]
+
(
K∞
1 − kT0
)
1
μ
E
[( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
Posons
φ(t) := sup
st
K(s ∧ τ˜ )|Y¯s∧τ˜ |2
et revenons à l’égalité (1.1.6) où on pose T = T0. On voit que pour tout t  T0,
φ(t)K∞|ξ − ξ1|2 + sup
st
|Ms | + 2
τ˜∫
t∧τ˜
K(s)C2(s)|Y¯s |
(|Y¯s | + ‖Z¯s‖)ds
+ 2(sup
st
K(s ∧ τ˜ )1/2|Y¯s∧τ˜ |
) τ˜∫
t∧τ˜
K(s)1/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
et donc pour tout t  T0,
E
[
φ(t)
]
K∞E
[|ξ − ξ1|2]+ λ2E
[
sup
st
K(s ∧ τ˜ )|Y¯s∧τ˜ |2
]+ c2
2λ
E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
]
+ 3K∞
(
sup
sT0
C2(s)
C1(s)
)
E
[ τ˜∫
t∧τ˜
C1(s)
K(s)
K(s)|Y¯s |2 ds
]
+ ( sup
sT0
C2(s)
)
E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
]
+μE[sup
st
K(s ∧ τ˜ )|Y¯s∧τ˜ |2
]
+ K∞
μ
E
[( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]

(
λ
2
+μ+ 3K∞
(
sup
sT0
C2(s)
C1(s)
) ∞∫
C1(s)
K(s)
ds
)
E
[
φ(t)
]
0
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(
c2
2λ
+ sup
sT0
C2(s)
)
E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
]
+K∞E
[|ξ − ξ1|2]
+ K∞
μ
E
[( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
En utilisant la majoration de E[∫ τ˜
t∧τ˜ K(s)‖Z¯s‖2 ds] établie précédemment, on obtient, en posant
C∗2 (T0) = supsT0 C2(s) :
E
[
φ(t)
]

(
λ
2
+μ+ 3K2∞
(
sup
sT0
C2(s)
C1(s)
)
+ μ
1 − kT0
(
c2
2λ
+C∗2 (T0)
))
E
[
φ(t)
]
+
(
K∞ + K∞1 − kT0
(
c2
2λ
+C∗2 (T0)
))
E
[|ξ − ξ1|2]
+ K∞
μ
(
1 +
(
1
1 − kT0
)(
c2
2λ
+C∗2 (T0)
))
×E
[( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
Soit
A := λ
2
+μ+ 3K2∞
(
sup
sT0
C2(s)
C1(s)
)
+ μ
1 − kT0
(
c2
2λ
+C∗2 (T0)
)
(1.1.8)
On a d’après (1.1.7),
A λ
2
+μ+K∞kT0 +
μ
1 − kT0
(
c2
2λ
+ kT0
)
Or, d’après la définition de kT0 et l’Hypothèse 1.1.1,
lim
T0→∞
kT0 = 0
On choisit alors T0 > 0 suffisamment grand, puis λ et μ suffisamment petits, pour que, d’une
part, la propriété (1.1.7) soit satisfaite (i.e. kT0 ∈]0,1[) et que, d’autre part, A ∈]0,1[.
Posons
D := K∞
(
1 +
(
1
1 − kT0
)(
c2
2λ
+C∗2 (T0)
))
(1.1.9)
On a
E
[
φ(t)
]
AE
[
φ(t)
]+DE[|ξ − ξ1|2]
+ D
μ
E
[( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
Par suite,
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[
sup
st
|Y¯s |2
]= E[sup
st
|Y¯s∧τ˜ |2
]
 E
[
sup
st
K(s ∧ τ˜ )|Y¯s∧τ˜ |2
]= E[φ(t)]
 D
1 −AE
[
|ξ − ξ1|2 + 1
μ
( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
En combinant ceci avec la majoration de E[∫ τ˜
t∧τ˜ K(s)‖Z¯s‖2 ds] établie précédemment, on ob-
tient :
E
[ τ˜∫
t∧τ˜
‖Z¯s‖2 ds
]
 E
[ τ˜∫
t∧τ˜
K(s)‖Z¯s‖2 ds
]

(
μ
1 − kT0
)
E
[
φ(t)
]+( K∞
1 − kT0
)
E
[|ξ − ξ1|2]+
(
K∞
1 − kT0
)
1
μ
× E
[( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
E
[ τ˜∫
t∧τ˜
‖Z¯s‖2 ds
]

((
μ
1 − kT0
)
D
1 −A +
K∞
1 − kT0
)
E
[|ξ − ξ1|2]
+
((
1
1 − kT0
)
D
1 −A +
(
K∞
1 − kT0
)
1
μ
)
×E
[( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
 D˜E
[
|ξ − ξ1|2 + 1
μ
( τ˜∫
t∧τ˜
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
où
D˜ :=
(
μ
1 − kT0
)
D
1 −A +
K∞
1 − kT0
(1.1.10)
On sait de plus, d’après le théorème classique d’estimation des différences entre les solutions
sur l’intervalle déterministe [0, T0], qu’il existe une constante γ > 0, ne dépendant, essentielle-
ment, que de f et T0, telle que :
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[
sup
0sT0
|Y¯s |2 +
T0∫
0
‖Z¯s‖2 ds
]
 γE
[|Y¯T0 |2]+ γE
[ T0∫
0
|f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
(1.1.11)
Or,
E
[|Y¯T0 |2]= E[|Y¯T0∧τ˜ |2]
 D
1 −AE
[
|ξ − ξ1|2 + 1
μ
( ∞∫
T0
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
en utilisant le résultat sur [T0,∞[.
En combinant le résultat sur [0, T0] et le résultat sur [T0,∞[, on voit que
E
[
sup
s0
|Y¯s |2 +
∞∫
0
‖Z¯s‖2 ds
]
 γT0E
[|ξ − ξ1|2]
+ γT0E
[( ∞∫
T0
|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
+ γT0E
[ T0∫
0
|f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
avec
γT0 :=
(
(1 + γ ) D
1 −A + D˜
)(
1 + 1
μ
)
+ γ  (1.1.12)
Corollaire 1.1.1. Soient τ un (Ft )t0 temps d’arrêt, ξ une variable aléatoire de carré inté-
grable à valeurs Rk , Fτ -mesurable, f une application de R+ × Ω × Rk ×L(Rd ,Rk) dans Rk
vérifiant l’Hypothèse 1.1.1. Considérons la solution (Yt ,Zt )t0 donnée par le Théorème 1.1.1,
de l’E.D.S.R. :
Yt = ξ +
τ∫
t∧τ
f (s, ·, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs, t  0
Alors,
E
[
sup
t0
|Yt |2 +
∞∫
0
‖Zs‖2 ds
]
 γT0E
[
|ξ |2 +
( τ∫
T0∧τ
∣∣f (s, ·,0,0)∣∣ds
)2
+
T0∧τ∫ ∣∣f (s, ·,0,0)∣∣2 ds
]
0
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Nous terminons cette sous-partie par le cas particulier des E.D.S.R. linéaires à temps terminal
aléatoire quelconque pour lesquelles on a une résolution explicite. On se place en dimension
k = 1.
Proposition 1.1.1. Soit (at , bt )t0 un processus progressivement mesurable à valeurs R × Rd ,
tel qu’il existe deux applications C1 et C2 mesurables bornées de R+ dans R∗+ vérifiant :
∞∫
0
C1(s) ds < ∞, lim
s→∞
C2(s)
C1(s)
= 0
et pour tout s  0,
|as | + |bs | C2(s)
Soit (ct )t0 un processus progressivement mesurable à valeurs réelles tel que
E
[( ∞∫
0
|cs |ds
)2]
< ∞ et E
[ T∫
0
|cs |2 ds
]
< ∞, ∀T > 0
Soient τ un (Ft )t0 temps d’arrêt quelconque, et ξ une variable aléatoire de carré intégrable,
Fτ -mesurable. Soit (Yt ,Zt )t0 la solution donnée par le Théorème 1.1.1 de l’E.D.S.R. linéaire :
Yt = ξ +
τ∫
t∧τ
(asYs +Zsbs + cs) ds −
τ∫
t∧τ
Zs dBs, t  0
Alors :
Yt = Γ −1t E
[(
ξΓτ +
τ∫
t∧τ
csΓs ds
)
/Ft∧τ
]
, t  0
où, pour tout t  0, on a posé :
Γt := exp
{ t∧τ∫
0
bs dBs − 12
t∧τ∫
0
|bs |2 ds +
t∧τ∫
0
as ds
}
Démonstration. On commence par remarquer que pour tout t  0,
dΓt = 1{tτ }Γt (at dt + bt dBt )
De plus,
E
[
sup
t0
|Γt |2
]= E
[
sup
t0
exp
{ t∧τ∫
0
2bs dBs −
t∧τ∫
0
|bs |2 ds +
t∧τ∫
0
2as ds
}]
 E
[
exp
( ∞∫
2|as |ds
)
sup
t0
|Mt |2
]0
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Mt = exp
{ t∧τ∫
0
bs dBs − 12
t∧τ∫
0
|bs |2 ds
}
est une martingale continue, telle que M0 = 1, puisque
E
[
exp
{
1
2
τ∫
0
|bs |2 ds
}]
 exp
{
1
2
∞∫
0
C2(s)
2 ds
}
 exp
{
C
2
∞∫
0
C2(s) ds
}
(C2 est bornée)
 exp
(
C
2
sup
s0
C2(s)
C1(s)
∞∫
0
C1(s) ds
)
< ∞
D’autre part, les hypothèses sur les familles de constantes de Lipschitz C1 et C2 impliquent aussi
que :
exp
( ∞∫
0
2|as |ds
)
 exp
(
2
∞∫
0
C2(s) ds
)
< ∞
L’inégalité de Doob entraîne alors que :
E
[
sup
t0
|Γt |2
]
 exp
(
2
∞∫
0
C2(s) ds
)
E
[
sup
t0
|Mt |2
]
 4 exp
(
2
∞∫
0
C2(s) ds
)
sup
t0
E[M2t ]
 4 exp
(
2
∞∫
0
C2(s) ds
)
exp
( ∞∫
0
C2(s)
2 ds
)
< ∞
De plus, le Théorème 1.1.1 nous assure de l’existence et l’unicité d’un couple solution
(Yt ,Zt )t0 progressivement mesurable, avec E[supt0 |Yt |2] < ∞, et E[
∫ τ
0 |Zs |2 ds] =
E[∫∞0 |Zs |2 ds] < ∞.
On a, par la formule d’Itô, pour tout t  0,
d(ΓtYt ) = Γt dYt + Yt dΓt + d〈Γ,Y 〉t
= Γt1{tτ }(−atYt dt −Ztbt dt − ct dt +Zt dBt )+ Yt1{tτ }Γt (at dt + bt dBt )
+ ΓtZtbt1{tτ } dt
= −ctΓt1{tτ } dt + (ΓtZt + YtΓtbt )1{tτ } dBt
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∫ t
0 csΓs1{sτ } ds = ΓtYt +
∫ t∧τ
0 csΓs ds
est une martingale locale. De plus, on a pour tout t  0 :
|Nt | =
∣∣∣∣∣ΓtYt +
t∫
0
csΓs1{sτ } ds
∣∣∣∣∣ 12
{
sup
s0
|Γs |2 + sup
s0
|Ys |2
}+ sup
s0
|Γs |
∞∫
0
|cs |ds = H
et H est une variable aléatoire intégrable, compte tenu des hypothèses. Donc la martingale locale
(Nt )t0 est en fait une martingale continue uniformément intégrable, en particulier, elle converge
presque sûrement et dans L1, elle est donc régulière, et on a finalement le résultat par théorème
d’arrêt non borné :
Nt∧τ = E[Nτ/Ft∧τ ]
Γt∧τ Yt∧τ +
t∧τ∫
0
csΓs ds = E
[(
Γτ ξ +
τ∫
0
csΓs ds
)
/Ft∧τ
]
Par définition de Γ et Y , ΓtYt = Γt∧τ Yt∧τ pour tout t  0, donc
ΓtYt = E
[(
Γτ ξ +
τ∫
t∧τ
csΓs ds
)
/Ft∧τ
]

Ce résultat nous permet, comme dans le cadre classique des E.D.S.R. à temps terminal déter-
ministe, de montrer un théorème de comparaison par linéarisation.
Théorème 1.1.3. Soient τ et τ1 deux (Ft )t0 temps d’arrêt, ξ et ξ1 deux variables aléatoires
de carré intégrable à valeurs réelles, respectivement Fτ - et Fτ1 -mesurables, f et f1 deux ap-
plications de R+ × Ω × R × Rd dans R vérifiant l’Hypothèse 1.1.1. Considérons les solutions
respectives (Y (t),Z(t))t0 et (Y1(t),Z1(t))t0 données par le Théorème 1.1.1 des E.D.S.R.
associées à ces paramètres.
On suppose que
ξ  ξ1 P-p.s.
f
(
t, Y (t),Z(t)
)
1{tτ }  f1
(
t, Y (t),Z(t)
)
1{tτ1}, dt ⊗ P-p.s.
Alors
P-p.s., ∀t  0, Y (t) Y1(t)
Si de plus Y(0) = Y1(0), alors P-p.s., Y(t) = Y1(t), pour tout t  0, et f (t, Y (t),Z(t))1{tτ } =
f1(t, Y (t),Z(t))1{tτ1}, dt ⊗ P-p.s., et donc ξ = ξ1 p.s.
Démonstration. La preuve se fait de manière identique à celle du théorème de comparaison
classique (cf. [9]) ; nous la donnons par souci de clarté. On définit U := Y1 − Y , V := Z1 − Z,
ζ := ξ1 − ξ , τ˜ := τ ∨ τ1. Ainsi pour tout t  0,
Ut = ζ +
τ˜∫
t
(
f1
(
s, Y1(s),Z1(s)
)
1{sτ1} − f
(
s, Y (s),Z(s)
)
1{sτ }
)
ds −
τ˜∫
t∧τ˜
Vs dBs
On introduit des processus a, b et c par :
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{
f1(s,Y1(s),Z1(s))−f1(s,Y (s),Z1(s))
Us
1{sτ1}, si Us = 0
0, sinon
∀s  0, ∀i ∈ {1, . . . , d}, bis :=
{
f1(s,Y (s),Z(i−1)(s))−f1(s,Y (s),Z(i)(s))
V is
1{sτ1}, si V is = 0
0, sinon
où pour tout i allant de 0 à d , Z(i)s est le vecteur dont les i premières composantes sont celles de
Z(s) et les d − i dernières celles de Z1(s).
∀s  0, cs := f1
(
s, Y (s),Z(s)
)
1{sτ1} − f
(
s, Y (s),Z(s)
)
1{sτ }
Ainsi,
Ut = ζ +
τ˜∫
t∧τ˜
(asUs + Vsbs + cs) ds −
τ˜∫
t∧τ˜
Vs dBs, t  0
Il reste à vérifier que les processus a, b et c satisfont les hypothèses de la Proposition 1.1.1. Par
construction, a, b et c sont progressivement mesurables, et
|as | + |bs | (d + 1)C12(s)
où (C11(s))s0 et (C
1
2(s))s0 sont les familles de constantes de Lipschitz associées à f1.
De plus, les conditions d’intégrabilité sur le processus c se déduisent facilement des condi-
tions (iii) de l’Hypothèse 1.1.1 pour f et f1, et des propriétés de Y et Z.
Par conséquent,
Ut = Γ −1t E
[(
ζΓτ˜ +
τ˜∫
t∧τ˜
csΓs ds
)
/Ft∧τ˜
]
avec
Γt = exp
{ t∧τ˜∫
0
bs dBs − 12
t∧τ˜∫
0
|bs |2 ds +
t∧τ˜∫
0
as ds
}
Par hypothèse, ζ  0 et cs  0, d’où le résultat.
Si de plus U0 = 0, alors
E
[
ζΓτ˜ +
τ˜∫
0
csΓs ds
]
= 0
et la variable aléatoire intégrée est positive, donc elle est nulle presque sûrement. 
1.2. Solution d’une E.D.S.R. dont le temps terminal a un moment exponentiel
Hypothèse 1.2.1. Soit
f :
{
R+ ×Ω ×Rk ×L(Rd ,Rk) → Rk
(s,ω, y, z) 
→ f (s,ω, y, z)
une application mesurable vérifiant les conditions suivantes :
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surable.
(ii) Il existe une application C de R+ dans R∗+, mesurable bornée, telle que pour tous (s,ω) ∈
R+ ×Ω , (y, z) et (y′, z′) dans Rk ×L(Rd ,Rk), on a∣∣f (s,ω, y, z)− f (s,ω, y′, z′)∣∣ C(s){|y − y′| + ‖z − z′‖}
et
lim
s→∞C(s) = 0
(iii) Il existe (y0, z0) ∈ Rk × L(Rd ,Rk) tel que
∫∞
0 |f (s, ·, y0, z0)|ds appartienne à Lp , pour
tout p > 1.
Théorème 1.2.1. Soit f une application vérifiant l’Hypothèse 1.2.1, soient τ un (Ft )t0 temps
d’arrêt, tel qu’il existe λ > 0 satisfaisant E[eλτ ] < ∞, et ξ une variable aléatoire dans Lp pour
tout p > 1, à valeurs Rk , Fτ -mesurable. L’E.D.S.R. :
Yt = ξ +
τ∫
t∧τ
f (s, ·, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs, t  0 (1.2.1)
admet alors une unique solution progressivement mesurable (Yt ,Zt )t0 (Yt étant à valeurs Rk
et Zt à valeurs L(Rd ,Rk)) telle que pour tout 0 < α < λ, E[
∫ τ
0 e
αs(|Ys |2 + ‖Zs‖2) ds] < ∞ et
E[sup0tτ eαt |Yt |2] < ∞. (Yt )t0 est alors continu.
Démonstration. On reprend, en la modifiant, la démonstration du Théorème 1.1.1. Soit T > 0
un nombre que l’on choisira plus tard. Il suffit de résoudre l’E.D.S.R. (1.2.1) (existence et unicité)
sur l’intervalle [T ,+∞[.
Soit
D0T :=
{
processus(Ut ,Vt )t0 à valeurs Rk ×L(Rd ,Rk) tels que ∀(t,ω) ∈ R+ ×Ω
(
Ut(ω),Vt (ω)
)= (Ut(ω),V t (ω))1[T ,τ(ω)](t) où (Ut ,V t )t0 est progressivement
mesurable et E
[(
sup
tT
|Ut∧τ |2
)p]
< ∞, E
[( τ∫
T∧τ
‖Vt‖2 dt
)p]
< ∞, ∀p > 1
}
On remarque que si (U,V ) ∈D0T , alors pour tout 0 < α < λ,
E
[ τ∫
T∧τ
eαsα|Us |2 ds
]
 E
[
sup
sT
|Us∧τ |2
τ∫
T∧τ
αeαs ds
]
 E
[
sup
sT
|Us∧τ |2eατ
]

(
E
[
sup
sT
|Us∧τ |2p
])1/p(
E[eqατ ])1/q < ∞
p est aussi grand que l’on veut, donc on peut choisir son exposant conjugué q aussi proche que
l’on veut de 1 pour que qα < λ.
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E
[ τ∫
T∧τ
eαs‖Vs‖2 ds
]
 E
[
eατ
τ∫
T∧τ
‖Vs‖2 ds
]

(
E[eqατ ])1/q
(
E
[( τ∫
T∧τ
‖Vs‖2 ds
)p])1/p
< ∞
On notera DαT la fermeture de l’espace D
0
T pour la norme
∥∥(U,V )∥∥
(T ,α)
:=
(
E
[ τ∫
T∧τ
eαs
(
α|Us |2 + ‖Vs‖2
)
ds
])1/2
On a donc
D0T ⊂
⋂
0<α<λ
DαT
Soit Θ l’application de D0T dans l’espace des processus définie par Θ(U,V ) = (Y,Z) où
Yt = E
[(
ξ +
τ∫
t∧τ
f (s, ·,Us,Vs) ds
)
/Ft∧τ
]
1[T ,τ ](t), t  0 (1.2.2)
et (
ξ − YT +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
1{Tτ } = c +
τ∫
0
Zs dBs (1.2.3)
avec
c = E
[(
ξ − YT +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
1{Tτ }
]
= 0
(Théorème de représentation).
On vérifie facilement, compte tenu des hypothèses, que l’application Θ est bien définie dans
D0T , et que, pour tout t ∈ [0, T ],
E
[(
ξ − YT +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
1{Tτ }/Ft∧τ
]
= 0 =
t∧τ∫
0
Zs dBs p.s.
Donc
E
[ t∧τ∫
0
‖Zs‖2 ds
]
= 0 pour tout t ∈ [0, T ]
L’égalité (1.2.3) devient donc(
ξ +
τ∫
f (s, ·,Us,Vs) ds
)
1{Tτ } = YT +
τ∫
Zs dBs p.s. (1.2.4)T∧τ T∧τ
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Yt = E
[(
ξ +
τ∫
T∧τ
f (s, ·,Us,Vs) ds
)
/Ft∧τ
]
1[T ,τ ](t)
−
t∧τ∫
T∧τ
f (s, ·,Us,Vs) ds 1[T ,τ ](t) (1.2.5)
Donc pour tout t  T , d’après (1.2.4) et (1.2.5),
Yt = YT 1[T ,τ ](t)+
t∧τ∫
T∧τ
Zs dBs 1[T ,τ ](t)−
t∧τ∫
T∧τ
f (s, ·,Us,Vs) ds 1[T ,τ ](t)
=
(
ξ +
τ∫
t∧τ
f (s, ·,Us,Vs) ds −
τ∫
t∧τ
Zs dBs
)
1[T ,τ ](t) (1.2.6)
On voit alors que Θ(U,V ) = (U,V ) si et seulement si (U,V ) ∈ D0T et (U˜ , V˜ ) est solution de
l’E.D.S.R. (1.2.1) sur l’intervalle [T ,∞[, où pour tout (t,ω) ∈ [T ,∞[×Ω(
U˜t (ω), V˜t (ω)
) := (Ut(ω),Vt (ω))1{tτ(ω)} + (ξ(ω),0)1{t>τ(ω)} (1.2.7)
Remarquons que l’application Θ envoie D0T dans lui-même. En effet, la formule (1.2.2)
montre, compte tenu des hypothèses, que, pour tout t  0,
|Yt | E
[
|ξ | +
τ∫
T∧τ
∣∣f (s,Us,Vs)∣∣ds/Ft∧τ
]
E
[(
sup
tT
|Yt∧τ |2
)p] ( 2p
2p − 1
)2p
E
[(
|ξ | +
τ∫
T∧τ
∣∣f (s,Us,Vs)∣∣ds
)2p]
par l’inégalité de Doob. ξ est dans L2p par hypothèse, et :
τ∫
T∧τ
∣∣f (s,Us,Vs)∣∣ds 
∞∫
0
∣∣f (s, y0, z0)∣∣ds +
τ∫
T∧τ
Cs |Us − y0|ds +
τ∫
T∧τ
Cs‖Vs − z0‖ds
Le premier terme est dans L2p pour tout p > 1, par hypothèse. De plus,
τ∫
T∧τ
Cs |Us − y0|ds  Cτ
√
sup
sT
|Us − y0|2
τ∫
T∧τ
Cs‖Vs − z0‖ds  C√τ
√√√√√
τ∫
T∧τ
‖Vs − z0‖2 ds
donc les deux derniers termes sont aussi dans L2p , pour tout p > 1, car τ admet des moments de
tous ordres.
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E
[
sup
sT
|Yt |2p
]
< ∞, pour tout p > 1
Par construction,
E
[ τ∫
T∧τ
‖Zt‖2 dt
]
< ∞
En utilisant les inégalités de Burkholder Davis Gundy, on obtient de plus que :
E
[( τ∫
T∧τ
‖Zt‖2 dt
)p]
 cpE
[
sup
tT
∣∣∣∣∣
τ∫
t∧τ
Zs dBs
∣∣∣∣∣
2p]
où cp est une constante universelle. Or,
sup
tT
∣∣∣∣∣
τ∫
t∧τ
Zs dBs
∣∣∣∣∣ |ξ | + suptT |Yt | + suptT
τ∫
t∧τ
∣∣f (s,Us,Vs)∣∣ds
et les trois termes du membre de droite sont dans L2p , pour tout p > 1, d’après ce qui précède.
(Y,Z) est donc dans D0T .
Existence et unicité d’un point fixe
Soient (U,V ) et (U ′,V ′) appartenant à D0T , (Y,Z) = Θ(U,V ) et (Y ′,Z′) = Θ(U ′,V ′). On
pose :
U¯ = U −U ′, V¯ = V − V ′, Y¯ = Y − Y ′, Z¯ = Z −Z′
Donc
Y¯t =
{ τ∫
t∧τ
(
f (s, ·,Us,Vs)− f (s, ·,U ′s , V ′s )
)
ds −
τ∫
t∧τ
Z¯s dBs
}
1[T ,τ ](t) p.s.
Sur {T  t  τ }, on a, si 0 < α < λ,
d
[
eαt |Y¯t |2
]= αeαt |Y¯t |2 dt + 2eαt Y¯t dY¯t + eαt‖Z¯t‖2 dt
= eαt(α|Y¯t |2 + ‖Z¯t‖2)dt + 2eαt Y¯t Z¯t dBt
− 2eαt Y¯t
(
f (t, ·,Ut ,Vt )− f (t, ·,U ′t , V ′t )
)
dt
Donc
−eαt |Y¯t |21[T ,τ ](t) =
τ∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1[T ,τ ](t)+ 2
τ∫
t
eαs Y¯sZ¯s dBs 1[T ,τ ](t)
− 2
τ∫
eαsY¯s
(
f (s, ·,Us,Vs)− f (s, ·,U ′s , V ′s )
)
ds 1[T ,τ ](t)t
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Mt := 2
τ∫
t∧τ
eαs Y¯sZ¯s dBs
D’après les inégalités de Burkholder Davis Gundy, il vient :
E
[
sup
sT
|Ms |
]
 cE
[( τ∫
T∧τ
e2αs |Y¯s |2‖Z¯s‖2 ds
)1/2]
 cE
[(
sup
sT
eαs∧τ/2|Y¯s∧τ |
)( τ∫
T∧τ
eαs‖Z¯s‖2 ds
)1/2]
 c
(
E
[
sup
sT
eαs∧τ |Y¯s∧τ |2
])1/2(
E
[ τ∫
T∧τ
eαs‖Z¯s‖2 ds
])1/2
 c
2
E
[
sup
sT
eαs∧τ |Y¯s∧τ |2
]+ c
2
E
[ τ∫
T∧τ
eαs‖Z¯s‖2 ds
]
Or,
E
[
sup
sT
eαs∧τ |Y¯s∧τ |2
]
 E
[
eατ sup
sT
|Y¯s∧τ |2
]

(
E[eαqτ ])1/q(E[sup
sT
|Y¯s∧τ |2p
])1/p
< ∞
par choix de p > 1 assez grand pour que αq < λ.
De même,
E
[ τ∫
T∧τ
eαs‖Z¯s‖2 ds
]
 E
[
eατ
τ∫
T∧τ
‖Z¯s‖2 ds
]

(
E[eαqτ ])1/q
(
E
[( τ∫
T∧τ
‖Z¯s‖2 ds
)p])1/p
< ∞
La variable aléatoire 2
∫ τ
t
eαs Y¯sZ¯s dBs 1[T ,τ ](t) est donc intégrable et centrée.
D’où les inégalités :
E
[
eαt |Y¯t |21[T ,τ ](t)
]+E
[ τ∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1[T ,τ ](t)
]
 2E
[ τ∫
t
Cse
αs |Y¯s |
(|U¯s | + ‖V¯s‖)ds 1[T ,τ ](t)
]
 2C˜T E
[ τ∫
eαs |Y¯s |
(|U¯s | + ‖V¯s‖)ds 1[T ,τ ](t)
]
(1.2.8)t
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C˜T := sup
sT
Cs −→
T→∞ 0
par hypothèse.
E
[
eαt |Y¯t |21[T ,τ ](t)
]+ E
[ τ∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1[T ,τ ](t)
]
 C˜T E
[ τ∫
T∧τ
eαs
( |Y¯s |2
α
+ α|U¯s |2
)
ds
]
+ C˜T E
[ τ∫
T∧τ
eαs
(|Y¯s |2 + ‖V¯s‖2)ds
]
= 1
α
C˜T
(
1
α
+ 1
)
E
[ τ∫
T∧τ
eαsα|Y¯s |2 ds
]
+ C˜T E
[ τ∫
T∧τ
eαs
(
α|U¯s |2 + ‖V¯s‖2
)
ds
]
α ∈]0, λ[ étant fixé, arbitrairement petit, on choisit maintenant T > 0, assez grand, de sorte que
kα := 1
α
C˜T
(
1 + 1
α
)
∈]0,1[ et κα := C˜T1 − kα ∈]0,1[
Les inégalités précédentes entraînent alors que, pour tout β ∈ [α,λ[ :
E
[ τ∫
T∧τ
eβs
(
β|Y¯s |2 + ‖Z¯s‖2
)
ds
]
 καE
[ τ∫
T∧τ
eβs
(
β|U¯s |2 + ‖V¯s‖2
)
ds
]
(1.2.9)
car κβ  κα si β ∈ [α,λ[.
L’application Θ de l’espace D0T dans D
0
T , dense dans l’espace de Banach D
β
T , muni de la
norme :
∥∥(U,V )∥∥
(T ,β)
:=
(
E
[ τ∫
T∧τ
eβs
(
β|Us |2 + ‖Vs‖2
)
ds
])1/2
est, d’après l’inégalité (1.2.9), strictement contractante ; elle admet donc, pour tout β ∈ [α,λ[, un
prolongement lipschitzien Θβ défini sur DβT et à valeurs dans D
β
T , strictement contractant, avec
la même constante de Lipschitz √κα ∈]0,1[.
Le théorème du point fixe entraîne que, pour tout β ∈ [α,λ[, il existe un unique couple
(U(β),V (β)) appartenant à DβT tel que
Θβ
(
(U(β),V (β))
)= (U(β),V (β)) (1.2.10)
La méthode des approximations successives montre qu’il existe une suite (U(k),V(k))k1 d’élé-
ments de D0T telle que
(U(1), V(1)) =
(
(0), (0)
)
(U(k+1), V(k+1)) = Θ(U(k),V(k)), k  1
et vérifiant, pour tout β ∈ [α,λ[ :
E
[ τ∫
eβs
(
β
∣∣U(k)(s)−U(β)(s)∣∣2 + ∥∥V(k)(s)− V (β)(s)∥∥2)ds
]
−→
k→∞ 0T∧τ
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U(k+1)(t) =
(
ξ +
τ∫
t∧τ
f
(
s, ·,U(k)(s),V(k)(s)
)
ds −
τ∫
t∧τ
V(k+1)(s) dBs
)
1[T ,τ ](t)
En remarquant que :
E
[( τ∫
0
∣∣U(k)(s)−U(β)(s)∣∣ds
)2]

( ∞∫
0
e−βs ds
)
E
[ τ∫
0
eβs
∣∣U(k)(s)−U(β)(s)∣∣2 ds
]
−→
k→∞ 0
avec des inégalités analogues pour la suite de processus (V(k))k1, on vérifie facilement, par
passage à la limite, lorsque k tend vers l’infini, que d’une part (U(β),V (β)) = (U(α),V (α)) pour
tout β ∈ [α,λ[ (on a donc : (U(α),V (α)) ∈⋂β∈[α,λ[ DβT ), et que, d’autre part :
U
(α)
t =
(
ξ +
τ∫
t∧τ
f (s, ·,U(α)s ,V (α)s ) ds −
τ∫
t∧τ
V (α)s dBs
)
1[T ,τ ](t) (1.2.11)
Montrons l’unicité d’un couple appartenant à
⋂
β∈[α,λ[ D
β
T et vérifiant l’E.D.S.R. (1.2.11). Soient
(U,V ) et (U ′,V ′) deux couples de
⋂
β∈[α,λ[ D
β
T qui satisfont (1.2.11). On pose U¯ = U − U ′ et
V¯ = V − V ′. Ainsi, pour tout t  0,
U¯t =
( τ∫
t∧τ
(
f (s, ·,Us,Vs)− f (s, ·,U ′s , V ′s )
)
ds −
τ∫
t∧τ
V¯s dBs
)
1[T ,τ ](t)
Par un calcul similaire à celui menant à (1.2.9), nous allons montrer que :∥∥(U¯ , V¯ )∥∥
(T ,α)
√κα
∥∥(U¯ , V¯ )∥∥
(T ,α)
On a pour tout t  0 :
−eαt |U¯t |21[T ,τ ](t) =
τ∫
t
eαs
(
α|U¯s |2 + ‖V¯s‖2
)
ds 1[T ,τ ](t)+ 2
τ∫
t
eαsU¯s V¯s dBs 1[T ,τ ](t)
− 2
τ∫
t
eαsU¯s
(
f (s, ·,Us,Vs)− f (s, ·,U ′s , V ′s )
)
ds 1[T ,τ ](t)
Pour tout t  T , on pose :
Mt := 2
τ∫
t∧τ
eαsU¯s V¯s dBs
Il vient des inégalités de Burkholder Davis Gundy que :
E
[
sup
sT
|Ms |
]
 c
2
E
[
sup
sT
eαs∧τ |U¯s∧τ |2
]+ c
2
E
[ τ∫
eαs‖V¯s‖2 ds
]
T∧τ
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⋂
β∈[α,λ[ D
β
T , et en particulier dans D
α
T , le second terme est fini. Il s’agit
donc de prouver que E[supsT eαs∧τ |U¯s∧τ |2] < ∞.
Or, pour tout t  T ,
Ut =
(
ξ +
τ∫
t∧τ
f (s,Us,Vs) ds −
τ∫
t∧τ
Vs dBs
)
1{tτ }
eαt/2|Ut | E
[
eαt/2|ξ | +
τ∫
t∧τ
eαs/2
∣∣f (s,Us,Vs)∣∣ds/Ft∧τ
]
Par l’inégalité de Doob, il vient :
E
[
sup
T∧τtτ
eαt |Ut |2
]
 8E
[
eατ |ξ |2]+ 8E
[( τ∫
T∧τ
eαs/2
∣∣f (s,Us,Vs)∣∣ds
)2]
E[eατ |ξ |2] est fini par Hölder.
Soit γ > 0 tel que β = α + γ ∈]α,λ[. On a
E
[( τ∫
T∧τ
eαs/2
∣∣f (s,Us,Vs)∣∣ds
)2]
= E
[( τ∫
T∧τ
e−γ s/2e(α+γ )s/2
∣∣f (s,Us,Vs)∣∣ds
)2]
 2E
[ τ∫
0
e−γ sds
τ∫
T∧τ
eβs
∣∣f (s,Us,Vs)− f (s, y0, z0)∣∣2 ds
]
+ 2E
[( τ∫
0
eαs/2
∣∣f (s, y0, z0)∣∣ds
)2]
 4C
2
γ
E
[ τ∫
T∧τ
eβs
(|Us − y0|2 + ‖Vs − z0‖2)ds
]
+ 2E
[
eατ
( τ∫
0
∣∣f (s, y0, z0)∣∣ds
)2]
(1.2.12)
où C = supt0 Ct . Le premier terme est fini car (U,V ) est dans
⋂
β∈[α,λ[ D
β
T , et le second par
Hölder.
Il est facile d’en déduire que
E
[
sup
sT
|Ms |
]
< ∞
La variable aléatoire 2
∫ τ
t
eαsU¯s V¯s dBs 1[T ,τ ](t) est donc intégrable et centrée, et on conclut en-
suite, exactement comme pour l’inégalité (1.2.9), que :
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(T ,α)
√κα
∥∥(U¯ , V¯ )∥∥
(T ,α)
Comme κα ∈]0,1[, on en déduit que (U¯ , V¯ ) = ((0), (0)).
Il suffit ensuite de « prolonger », exactement comme dans la preuve du Théorème 1.1.1, la
solution (U(α),V (α)) de l’E.D.S.R. (1.2.11) en une solution (Yt ,Zt )t0 de l’E.D.S.R. (1.2.1) sur
l’intervalle [0,+∞[. Pour ce faire, on utilise un théorème d’existence et d’unicité dû à Briand
et al. (cf. [2]). On vérifie facilement, en utilisant l’unicité sur l’intervalle déterministe [0, T ],
que (Yt ,Zt )t0 est l’unique solution de l’E.D.S.R. (1.2.1) appartenant à l’espace
⋂
β∈[α,λ[ D
β
0 ,
et puisque α ∈]0, λ[ a été choisi arbitrairement petit, on voit que la démonstration du théorème
sera achevée si on montre que, pour tout α ∈]0, λ[,
E
[
sup
0tτ
eαt |Yt |2
]
< ∞
Or, on a vu que
E
[
sup
T∧τtτ
eαt |Ut |2
]
< ∞
d’où l’on déduit facilement que
E
[
sup
T∧τtτ
eαt |Yt |2
]
< ∞
et
E
[
sup
0tT∧τ
eαt |Yt |2
]
< ∞
est immédiat. 
Théorème 1.2.2 (Estimations des différences entre solutions). Soient f et f1 deux applications
de R+ ×Ω × Rk ×L(Rd ,Rk) dans Rk vérifiant l’Hypothèse 1.2.1, τ et τ1 deux (Ft )t0 temps
d’arrêt, tels qu’il existe λ > 0 satisfaisant E[eλτ ] < ∞ et E[eλτ1] < ∞, et ξ et ξ1 deux variables
aléatoires respectivement Fτ - et Fτ1 -mesurables, qui sont dans Lp pour tout p > 1. On suppose
en outre qu’il existe (y0, z0) et (y1, z1) dans Rk ×L(Rd ,Rk) tels que pour tout T > 0 :
E
[ T∫
0
∣∣f (s, ·, y0, z0)∣∣2 ds
]
< ∞ et E
[ T∫
0
∣∣f1(s, ·, y1, z1)∣∣2 ds
]
< ∞ (1.2.13)
Considérons les solutions respectives (Y (t),Z(t))t0 et (Y1(t),Z1(t))t0, données par le Théo-
rème 1.2.1, des E.D.S.R. :
Y(t) = ξ +
τ∫
t∧τ
f
(
s, ·, Y (s),Z(s))ds −
τ∫
t∧τ
Z(s) dBs, t  0
Y1(t) = ξ1 +
τ1∫
t∧τ1
f1
(
s, ·, Y1(s),Z1(s)
)
ds −
τ1∫
t∧τ1
Z1(s) dBs, t  0
Alors, pour tout α ∈ ]0, λ[, on a
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[
sup
0tτ∨τ1
eαt
∣∣Y(t)− Y1(t)∣∣2 +
τ∨τ1∫
0
eαs
(
α
∣∣Y(s)− Y1(s)∣∣2 + ‖Z(s)−Z1(s)‖2)ds
]
 kT E
[
eατ∨τ1 |ξ − ξ1|2 +
( ∞∫
T
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, ·, Y1(s),Z1(s)
)
ds
)2]
+ kT E
[ T∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, ·, Y1(s),Z1(s)
)
ds
]
où les constantes T et kT ne dépendent essentiellement que de α et de la famille C = (Cs)s0
de constantes de Lipschitz associées à f dans l’Hypothèse 1.2.1. De plus, elles sont déterminées
explicitement dans la démonstration (cf. (1.2.18), (1.2.20), (1.2.21), (1.2.22), (1.2.25), (1.2.26),
(1.2.27), (1.2.28)).
Démonstration. On posera Y¯t = Y(t)− Y1(t), Z¯t = Z(t)1{tτ } −Z1(t)1{tτ1} = Z(t)−Z1(t)
(t  0).
Y¯t = ξ − ξ1 +
∞∫
t
(
f
(
s, ·, Y (s),Z(s))1{sτ } − f1(s, ·, Y1(s),Z1(s))1{sτ1})ds
−
∞∫
t
Z¯s dBs, t  0
Soit α ∈]0, λ[.
D’après le Théorème 1.2.1, E[sup0tτ eαt |Y(t)|2] < ∞ et E[sup0tτ1 eαt |Y1(t)|2] < ∞. Il
est facile d’en déduire, en notant τ˜ = max(τ, τ1), que :
E
[
sup
0tτ˜
eαt |Y¯t |2
]
< ∞ (1.2.14)
puisque :
sup
0tτ˜
eαt |Y¯t |2  2
(
sup
0tτ
eαt
∣∣Y(t)∣∣2 + sup
0tτ1
eαt
∣∣Y1(t)∣∣2)+ 2(eατ |ξ1|2 + eατ1 |ξ |2)
On remarque en outre que l’hypothèse (1.2.13) implique que la quantité :
E
[ T∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, ·, Y1(s),Z1(s)
)
ds
]
est finie. De plus,
E
[( ∞∫
T
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, ·, Y1(s),Z1(s)
)
ds
)2]
 2E
[( τ∫
eαs/2
∣∣f (s, ·, Y1(s),Z1(s))∣∣ds
)2]
T∧τ
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[( τ1∫
T∧τ1
eαs/2
∣∣f1(s, ·, Y1(s),Z1(s))∣∣ds
)2]
On montre que chacune de ces deux quantités est finie par un calcul similaire à (1.2.12).
D’autre part, sur {T ∧ τ˜  t  τ˜ }, où T  0 :
d
[
eαt |Y¯t |2
]= αeαt |Y¯t |2 dt + 2eαt Y¯t dY¯t + eαt‖Z¯t‖2 dt
= eαt(α|Y¯t |2 + ‖Z¯t‖2)dt + 2eαt Y¯t Z¯t dBt
− 2eαt Y¯t
(
f
(
t, ·, Y (t),Z(t))− f (t, ·, Y1(t),Z1(t)))1{tτ } dt
− 2eαt Y¯t
((
f 1{tτ } − f11{tτ1}
)(
t, ·, Y1(t),Z1(t)
))
dt (1.2.15)
On a donc pour tout t  T ,
eαt∧τ˜ |Y¯t∧τ˜ |2 +
τ˜∫
t∧τ˜
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
= eατ˜ |ξ − ξ1|2 − 2
τ˜∫
t∧τ˜
eαs Y¯sZ¯s dBs
+ 2
τ˜∫
t∧τ˜
eαs Y¯s
(
f
(
s, Y (s),Z(s)
)− f (s, Y1(s),Z1(s)))1{sτ } ds
+ 2
τ˜∫
t∧τ˜
eαs Y¯s
((
f 1{sτ } − f11{sτ1}
)(
s, Y1(s),Z1(s)
))
ds (1.2.16)
Posons Mt :=
∫ τ˜
t∧τ˜ e
αs Y¯sZ¯s dBs , t  0.
On a, d’après les inégalités de Burkholder Davis Gundy,
E
[
sup
st
|Ms |
]
 cE
[( τ˜∫
t∧τ˜
e2αs |Y¯s |2‖Z¯s‖2 ds
)1/2]
 cE
[(
sup
st
eαs∧τ˜ /2|Y¯s∧τ˜ |
)( τ˜∫
t∧τ˜
eαs‖Z¯s‖2 ds
)1/2]
 c
(
E
[
sup
st
eαs∧τ˜ |Y¯s∧τ˜ |2
])1/2(
E
[ τ˜∫
t∧τ˜
eαs‖Z¯s‖2 ds
])1/2
 μ
2
E
[
sup
st
eαs∧τ˜ |Y¯s∧τ˜ |2
]+ c2
2μ
E
[ τ˜∫
t∧τ˜
eαs‖Z¯s‖2 ds
]
< ∞ (1.2.17)
d’après (1.2.14), où c est une constante universelle, et μ un paramètre.
Revenons à l’égalité (1.2.16). Pour tout t  T ,
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[
eαt∧τ˜ |Y¯t∧τ˜ |2 +
τ˜∫
t∧τ˜
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
 E
[
eατ˜ |ξ − ξ1|2
]+ 2E
[ τ˜∫
t∧τ˜
eαsCs |Y¯s |
(|Y¯s | + ‖Z¯s‖)1{sτ } ds
]
+ 2E
[ τ˜∫
t∧τ˜
eαs |Y¯s |.|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
]
E
[
eαt∧τ˜ |Y¯t∧τ˜ |2 +
τ˜∫
t∧τ˜
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
 E
[
eατ˜ |ξ − ξ1|2
]+ 3C˜T E
[ τ˜∫
t∧τ˜
eαs |Y¯s |2 ds
]
+ C˜T E
[ τ˜∫
t∧τ˜
eαs‖Z¯s‖2 ds
]
+ 2E
[(
sup
st
eαs∧τ˜ /2|Y¯s∧τ˜ |
) τ˜∫
t∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
]
 E
[
eατ˜ |ξ − ξ1|2
]+ 3C˜T E
[ τ˜∫
t∧τ˜
eαs |Y¯s |2 ds
]
+ C˜T E
[ τ˜∫
t∧τ˜
eαs‖Z¯s‖2 ds
]
+ νE[sup
st
eαs∧τ˜ |Y¯s∧τ˜ |2
]
+ 1
ν
E
[( τ˜∫
t∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
où C˜T = supsT Cs et ν > 0 est un paramètre.
On choisit ensuite T0 > 0 assez grand pour que :
kT0 :=
3C˜T0
α
+ C˜T0 ∈]0,1[ (1.2.18)
Ainsi, pour tout t  T0,
E
[
eαt∧τ˜ |Y¯t∧τ˜ |2 + (1 − kT0)
τ˜∫
t∧τ˜
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
 E
[
eατ˜ |ξ − ξ1|2
]+ νE[sup
st
eαs∧τ˜ |Y¯s∧τ˜ |2
]
+ 1
ν
E
[( τ˜∫
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
t∧τ˜
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E
[ τ˜∫
t∧τ˜
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
 1
1 − kT0
E
[
eατ˜ |ξ − ξ1|2
]+ ν
1 − kT0
E
[
sup
st
eαs∧τ˜ |Y¯s∧τ˜ |2
]
+ 1
ν(1 − kT0)
E
[( τ˜∫
t∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
(1.2.19)
On pose, pour tout t  T0,
ϕ(t) := sup
st
eαs∧τ˜ |Y¯s∧τ˜ |2
En revenant à l’égalité (1.2.16), on obtient, pour tout t  T0 :
ϕ(t) eατ˜ |ξ − ξ1|2 + 2 sup
st
|Ms | + 2
τ˜∫
t∧τ˜
Cse
αs |Y¯s |
(|Y¯s | + ‖Z¯s‖)ds
+ 2(sup
st
eαs∧τ˜ /2|Y¯s∧τ˜ |
) τ˜∫
t∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
et donc, pour tout t  T0,
E
[
ϕ(t)
]
 E
[
eατ˜ |ξ − ξ1|2
]+μE[sup
st
eαs∧τ˜ |Y¯s∧τ˜ |2
]+ c2
μ
E
[ τ˜∫
t∧τ˜
eαs‖Z¯s‖2 ds
]
+ 3C˜T0E
[ τ˜∫
t∧τ˜
eαs |Y¯s |2 ds
]
+ C˜T0E
[ τ˜∫
t∧τ˜
eαs‖Z¯s‖2 ds
]
+ νE[ϕ(t)]
+ 1
ν
E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
Par conséquent, pour tout t  T0,
E
[
ϕ(t)
]
 E
[
eατ˜ |ξ − ξ1|2
]+ (μ+ ν)E[ϕ(t)]
+
(
C˜T0 +
c2
μ
)
E
[ τ˜∫
t∧τ˜
eαs‖Z¯s‖2 ds
]
+ 3C˜T0E
[ τ˜∫
t∧τ˜
eαs |Y¯s |2 ds
]
+ 1
ν
E
[( τ˜∫
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
T0∧τ˜
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[
eατ˜ |ξ − ξ1|2
]+ (μ+ ν)E[ϕ(t)]
+
(
C˜T0 +
c2
μ
+ 3C˜T0
α
)
E
[ τ˜∫
t∧τ˜
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
+ 1
ν
E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
On utilise alors la majoration (1.2.19). Pour tout t  T0 :
E
[
ϕ(t)
]
 E
[
eατ˜ |ξ − ξ1|2
]+ (μ+ ν)E[ϕ(t)]+(kT0 + c2μ
)
1
1 − kT0
E
[
eατ˜ |ξ − ξ1|2
]
+
(
kT0 +
c2
μ
)
ν
1 − kT0
E
[
ϕ(t)
]+ {(kT0 + c2μ
)
1
ν(1 − kT0)
+ 1
ν
}
× E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
On pose
A := μ+ ν +
(
kT0 +
c2
μ
)
ν
1 − kT0
(1.2.20)
D’après la définition de kT0 et l’Hypothèse 1.2.1,
lim
T0→∞
kT0 = 0
On choisit alors T0 > 0 suffisamment grand, puis μ0 et ν0 suffisamment petits de sorte que, d’une
part, kT0 ∈]0,1[, et que d’autre part, A ∈]0,1[.
On note aussi
D :=
(
kT0 +
c2
μ0
)
1
1 − kT0
+ 1 (1.2.21)
Ainsi, pour tout t  T0,
E
[
ϕ(t)
]
 D
1 −AE
[
eατ˜ |ξ − ξ1|2
]
+ D
ν0(1 −A)E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
On reporte alors cette majoration dans l’inégalité (1.2.19), et il vient :
E
[ τ˜∫
t∧τ˜
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
 1
1 − k E
[
eατ˜ |ξ − ξ1|2
]+( ν0
1 − k
)(
D
1 −A
)
E
[
eατ˜ |ξ − ξ1|2
]
T0 T0
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(
ν0
1 − kT0
)(
D
ν0(1 −A)
)
×E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
+ 1
ν0(1 − kT0)
E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
Posons
γ := 1
1 − kT0
(
1 + ν0D
1 −A
)
+ D
1 −A (1.2.22)
On a montré que pour tout t  T0,
E
[
sup
st
eαs∧τ˜ |Y¯s∧τ˜ |2 +
τ˜∫
t∧τ˜
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
 γE[eατ˜ |ξ − ξ1|2] + γ
ν0
E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
Il reste à étudier ces mêmes quantités sur l’intervalle stochastique {0 t  T0 ∧ τ˜ }.
On a d’après (1.2.15) et (1.2.16), pour tout 0 t  T0,
eαt |Y¯t |21{t∈[0,τ˜ ]} +
T0∧τ˜∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1{t∈[0,τ˜ ]}
= eαT0∧τ˜ |Y¯T0∧τ˜ |21{t∈[0,τ˜ ]} − 2
T0∧τ˜∫
t
eαs Y¯sZ¯s dBs 1{t∈[0,τ˜ ]}
+ 2
T0∧τ˜∫
t
eαs Y¯s
(
f
(
s, Y (s),Z(s)
)− f (s, Y1(s),Z1(s)))1{sτ } ds 1{t∈[0,τ˜ ]}
+ 2
T0∧τ˜∫
t
eαs Y¯s
((
f 1{sτ } − f11{sτ1}
)(
s, Y1(s),Z1(s)
))
ds 1{t∈[0,τ˜ ]} (1.2.23)
D’où
E
[
eαt |Y¯t |21{t∈[0,τ˜ ]}
]+E
[ T0∧τ˜∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1{t∈[0,τ˜ ]}
]
 E
[
eαT0∧τ˜ |Y¯T0∧τ˜ |21{t∈[0,τ˜ ]}
]+ 2E
[ T0∧τ˜∫
eαs |Y¯s |Cs
(|Y¯s | + ‖Z¯s‖)ds 1{t∈[0,τ˜ ]}
]
t
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[ T0∧τ˜∫
t
eαs |Y¯s |
(|f 1{sτ } − f11{sτ1}|(s, Y1(s),Z1(s)))ds 1{t∈[0,τ˜ ]}
]
 E
[
eαT0∧τ˜ |Y¯T0∧τ˜ |2
]+ 2C˜0E
[ T0∧τ˜∫
t
eαs |Y¯s |
(|Y¯s | + ‖Z¯s‖)ds 1{t∈[0,τ˜ ]}
]
+E
[ T0∧τ˜∫
t
(
eαs |Y¯s |2 + eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
))
ds 1{t∈[0,τ˜ ]}
]
où C˜0 = sups0 Cs .
E
[
eαt |Y¯t |21{t∈[0,τ˜ ]}
]+E
[ T0∧τ˜∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1{t∈[0,τ˜ ]}
]
 E
[
eαT0∧τ˜ |Y¯T0∧τ˜ |2
]+ (2C˜0 + 2C˜20 + 1)E
[ T0∧τ˜∫
t
eαs |Y¯s |2 ds 1{t∈[0,τ˜ ]}
]
+ 1
2
E
[ T0∧τ˜∫
t
eαs‖Z¯s‖2 ds 1{t∈[0,τ˜ ]}
]
+E
[ T0∧τ˜∫
t
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds 1{t∈[0,τ˜ ]}
]
(1.2.24)
Posons
a := E[eαT0∧τ˜ |Y¯T0∧τ˜ |2]+E
[ T0∧τ˜∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
et
φ(t) := E[eαt |Y¯t |21[0,T0∧τ˜ ](t)]
Les inégalités précédentes entraînent que, pour tout t ∈ [0, T0],
0 φ(t) a + (2C˜0 + 2C˜20 + 1)
T0∫
t
φ(s) ds
et donc, d’après le lemme de Gronwall, en posant :
κ := 2C˜0 + 2C˜20 + 1 (1.2.25)
on a pour tout t ∈ [0, T0],
φ(t) a exp
(
κ(T0 − t)
)
On a de même d’après (1.2.24) :
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[ T0∧τ˜∫
t
eαs
(
α|Y¯s |2 + 12‖Z¯s‖
2
)
ds 1[0,T0∧τ˜ ](t)
]
 a + κ
T0∫
t
φ(s) ds
E
[ T0∧τ˜∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1[0,T0∧τ˜ ](t)
]
 2a + 2κa
T0∫
t
exp
(
κ(T0 − s)
)
ds  2aeκT0  2Ka
où
K := exp(κT0) (1.2.26)
On a donc, pour tout t ∈ [0, T0],
E
[
eαt |Y¯t |21[0,T0∧τ˜ ](t)+
T0∧τ˜∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1[0,T0∧τ˜ ](t)
]
 3K
(
E
[
eαT0∧τ˜ |Y¯T0∧τ˜ |2
]+E
[ T0∧τ˜∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
])
 3KγE
[
eατ˜ |ξ − ξ1|2
]
+ 3Kγ
ν0
E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
+ 3KE
[ T0∧τ˜∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
en utilisant ce qui a été fait sur [T0 ∧ τ˜ , τ˜ ].
Il reste alors à majorer E[sup0sT0 eαs∧τ˜ |Y¯s∧τ˜ |2]. On revient à (1.2.23), combinée avec les
majorations qui amènent à (1.2.24) :
E
[
sup
0sT0
eαs∧τ˜ |Y¯s∧τ˜ |2
]
 a + 2E[ sup
0sT0
|Ms |
]+ κE
[ T0∧τ˜∫
t
eαs |Y¯s |2 ds 1{t∈[0,τ˜ ]}
]
+E
[ T0∧τ˜∫
t
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds 1{t∈[0,τ˜ ]}
]
 a + 1
2
E
[
sup
0sT0
eαs∧τ˜ |Y¯s∧τ˜ |2
]+ 2c2E
[ T0∧τ˜∫
eαs‖Z¯s‖2 ds
]
0
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[ T0∧τ˜∫
0
eαs |Y¯s |2 ds
]
+E
[ T0∧τ˜∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
Donc :
E
[
sup
0sT0
eαs∧τ˜ |Y¯s∧τ˜ |2
]
 2a + 2
(
2c2 + κ
α
)
E
[ T0∧τ˜∫
0
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
+ 2E
[ T0∧τ˜∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
Soit alors :
K˜ := 2 + 4K
(
2c2 + κ
α
)
(1.2.27)
E
[
sup
0sT0
eαs∧τ˜ |Y¯s∧τ˜ |2
]
 K˜E
[
eαT0∧τ˜ |Y¯T0∧τ˜ |2
]+ K˜E
[ T0∧τ˜∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
+ 2E
[ T0∧τ˜∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
 K˜γE
[
eατ˜ |ξ − ξ1|2
]
+ K˜γ
ν0
E
[( τ˜∫
T0∧τ˜
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, Y1(s),Z1(s)
)
ds
)2]
+ (K˜ + 2)E
[ T0∧τ˜∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, Y1(s),Z1(s)
)
ds
]
En combinant avec ce qui a été fait sur [T0 ∧ τ˜ , τ˜ ], on voit que :
E
[
sup
0tτ˜
eαt |Y¯t |2 +
τ˜∫
0
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]
 kT E
[
eατ˜ |ξ − ξ1|2 +
( ∞∫
eαs/2|f 1{sτ } − f11{sτ1}|
(
s, ·, Y1(s),Z1(s)
)
ds
)2]
T
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[ T∫
0
eαs |f 1{sτ } − f11{sτ1}|2
(
s, ·, Y1(s),Z1(s)
)
ds
]
où l’on a posé :
kT := (3K + K˜ + 2)
(
γ + γ
ν0
+ 1
)
 (1.2.28)
Corollaire 1.2.1. Soient f une application de R+ × Ω × Rk × L(Rd ,Rk) dans Rk vérifiant
l’Hypothèse 1.2.1, τ un (Ft )t0 temps d’arrêt, tel qu’il existe λ > 0 satisfaisant E[eλτ ] < ∞, et
ξ une variable aléatoire Fτ -mesurable, ξ ∈ Lp pour tout p > 1. On suppose en outre qu’il existe
(y0, z0) ∈ Rk ×L(Rd ,Rk) tel que pour tout T > 0 :
E
[ T∫
0
∣∣f (s, ·, y0, z0)∣∣2 ds
]
< ∞
Considérons la solution (Yt ,Zt )t0 donnée par le Théorème 1.2.1, de l’E.D.S.R. :
Yt = ξ +
τ∫
t∧τ
f (s, ·, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs, t  0
Alors, pour tout α ∈ ]0, λ[, on a
E
[
sup
0tτ
eαt |Yt |2 +
τ∫
0
eαs
(
α|Ys |2 + ‖Zs‖2
)
ds
]
 kT E
[
eατ |ξ |2 +
( τ∫
T∧τ
eαs/2
∣∣f (s, ·,0,0)∣∣ds
)2]
+ kT E
[ T∫
0
eαs
∣∣f (s, ·,0,0)∣∣2 ds
]
où les constantes T et kT ne dépendent essentiellement que de α et de la famille C = (Cs)s0 de
constantes de Lipschitz associées à f dans l’Hypothèse 1.2.1.
De même que précédemment, nous pouvons donner une résolution explicite dans le cas li-
néaire et en déduire un théorème de comparaison.
Proposition 1.2.1. Soit (at , bt )t0 un processus progressivement mesurable à valeurs R × Rd ,
tel qu’il existe une application C mesurable bornée de R+ dans R∗+ vérifiant :
lim
s→∞C(s) = 0
et pour tout s  0,
|as | + |bs | C(s)
Soit (ct )t0 un processus progressivement mesurable à valeurs réelles tel que
∫∞
0 |cs |ds soit
dans Lp pour tout p > 1.
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variable aléatoire Fτ -mesurable, dans Lp pour tout p > 1. Soit (Yt ,Zt )t0 la solution donnée
par le Théorème 1.2.1 de l’E.D.S.R. linéaire :
Yt = ξ +
τ∫
t∧τ
(asYs +Zsbs + cs) ds −
τ∫
t∧τ
Zs dBs, t  0
Alors :
Yt = Γ −1t E
[(
ξΓτ +
τ∫
t∧τ
csΓs ds
)
/Ft∧τ
]
, t  0
où, pour tout t  0, on a posé :
Γt := exp
{ t∧τ∫
0
bs dBs − 12
t∧τ∫
0
|bs |2 ds +
t∧τ∫
0
as ds
}
Démonstration. La preuve est identique à celle de la Proposition 1.1.1. Il suffit de vérifier que
sous ces hypothèses, on a encore E[supt0 |Γt |2] < ∞. Or,
E
[
sup
t0
|Γt |2
]
 E
[
exp
( τ∫
0
2|as |ds
)
sup
t0
|Mt |2
]
où
Mt = exp
{ t∧τ∫
0
bs dBs − 12
t∧τ∫
0
|bs |2 ds
}
est une martingale continue uniformément intégrable puisque, pour tout T > 0 arbitrairement
grand,
E
[
exp
(
1
2
τ∫
0
|bs |2 ds
)]
 exp
(
1
2
T (C˜0)
2
)
E
[
exp
(
1
2
τ(C˜T )
2
)]
où pour tout t  0, C˜t = supst Cs . On choisit alors T assez grand pour que (C˜T )
2
2 soit strictement
inférieur à λ.
De plus,
E
[
sup
t0
|Γt |2
]

(
E
[
exp
( τ∫
0
4|as |ds
)])1/2(
E
[
sup
t0
|Mt |4
])1/2
Or,
E
[
exp
( τ∫
0
4|as |ds
)]
 exp(4T C˜0)E
[
exp(4τ C˜T )
]
< ∞
par choix de T assez grand pour que 4C˜T soit strictement plus petit que λ.
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E
[
sup
t0
|Mt |4
]
 cE[M4τ ]
 cE
[
exp
( τ∫
0
4bs dBs − 2
τ∫
0
|bs |2 ds
)]
 cE
[
exp
( τ∫
0
4bs dBs − 16
τ∫
0
|bs |2 ds
)
exp
( τ∫
0
14|bs |2 ds
)]
Posons
Nt := exp
( t∧τ∫
0
8bs dBs − 12
t∧τ∫
0
|8bs |2 ds
)
(Nt )t0 est une martingale continue uniformément intégrable, comme on l’a vu pour (Mt)t0.
Or,
E
[
sup
t0
|Mt |4
]
 cE
[√
Nτ exp
( τ∫
0
14|bs |2 ds
)]
 c
(
E[Nτ ]
)1/2(
E
[
exp
( τ∫
0
28|bs |2 ds
)])1/2
< ∞ 
On peut alors en déduire le théorème de comparaison :
Théorème 1.2.3. Soient τ et τ1 deux (Ft )t0 temps d’arrêt, tels qu’il existe λ > 0 vérifiant
E[eλτ ] < ∞ et E[eλτ1 ] < ∞, ξ et ξ1 deux variables aléatoires à valeurs réelles, dans Lp pour
tout p > 1, respectivement Fτ - et Fτ1 -mesurables, f et f1 deux applications de R+ ×Ω ×R×
R
d dans R vérifiant l’Hypothèse 1.2.1. Considérons les solutions respectives (Y (t),Z(t))t0 et
(Y1(t),Z1(t))t0 données par le Théorème 1.2.1 des E.D.S.R. associées à ces paramètres.
On suppose que
ξ  ξ1 P-p.s.
f (t, Y (t),Z(t))1{tτ }  f1(t, Y (t),Z(t))1{tτ1}, dt ⊗ P-p.s.
Alors
P-p.s., ∀t  0, Y (t) Y1(t)
Si de plus Y(0) = Y1(0), alors P-p.s., Y(t) = Y1(t), pour tout t  0, et f (t, Y (t),Z(t))1{tτ } =
f1(t, Y (t),Z(t))1{tτ1}, dt ⊗ P-p.s., et donc ξ = ξ1 p.s.
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grands »
On suppose ici que le temps terminal admet des moments exponentiels de tous ordres, ou au
moins « suffisamment grands ». Dans ce cas il est possible de construire la solution de l’E.D.S.R.
Yt = ξ +
τ∫
t∧τ
f (s, ·, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs, t  0
sous des hypothèses plus faibles que dans la section précédente.
Hypothèse 1.3.1. Soit
f :
{
R+ ×Ω ×Rk ×L(Rd ,Rk) → Rk
(s,ω, y, z) 
→ f (s,ω, y, z)
une application mesurable vérifiant les conditions suivantes :
(i) Pour tout (y, z) ∈ Rk ×L(Rd ,Rk), le processus (f (s, ·, y, z))s0 est progressivement me-
surable.
(ii) Il existe une application C de R+ dans R∗+, mesurable bornée, telle que pour tous (s,ω) ∈
R+ ×Ω , (y, z) et (y′, z′) dans Rk ×L(Rd ,Rk), on a∣∣f (s,ω, y, z)− f (s,ω, y′, z′)∣∣C(s){|y − y′| + ‖z − z′‖}
(iii) Il existe (y0, z0) ∈ Rk × L(Rd ,Rk) tel que
∫∞
0 |f (s, ·, y0, z0)|ds appartienne à Lp , pour
tout p > 1.
Théorème 1.3.1. Soit f une application vérifiant l’Hypothèse 1.3.1, soient τ un (Ft )t0 temps
d’arrêt, tel qu’il existe λ assez grand (par exemple λ > 2C˜2 +2C˜
√
C˜2 + 1, où C˜ = sups0 C(s),
(C(s))s0 étant donnée par l’Hypothèse 1.3.1), satisfaisant E[eλτ ] < ∞, et ξ une variable aléa-
toire dans Lp pour tout p > 1, à valeurs Rk , Fτ -mesurable. L’E.D.S.R. :
Yt = ξ +
τ∫
t∧τ
f (s, ·, Ys,Zs) ds −
τ∫
t∧τ
Zs dBs, t  0
admet alors une unique solution progressivement mesurable (Yt ,Zt )t0 (Yt étant à valeurs Rk
et Zt à valeurs L(Rd ,Rk)) telle que pour tout 0 < α < λ, E[
∫ τ
0 e
αs(|Ys |2 + ‖Zs‖2) ds] < ∞ et
E[sup0tτ eαt |Yt |2] < ∞. (Yt )t0 est alors continu.
Démonstration. On reprend la démonstration du Théorème 1.2.1, mais en supposant que T =
0 : on étudie directement l’existence et l’unicité d’un point fixe sur l’intervalle [0,∞[, pour une
norme
‖(U,V )‖(α) :=
{
E
[ τ∫
0
eαs
(
α|Us |2 + ‖Vs‖2
)
ds
]}1/2
le paramètre α > 0 étant bien choisi, assez grand, mais vérifiant 0 < α < λ.
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plication s 
→ C(s) par C˜ = sups0 C(s) > 0.
E
[
eαt |Y¯t |21[0,τ ](t)
]+ E
[ τ∫
t
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds 1[0,τ ](t)
]
 2C˜E
[ τ∫
t
eαs |Y¯s |
(|U¯s | + ‖V¯s‖)ds 1[0,τ ](t)
]
 C˜E
[ τ∫
0
eαs
(
γ
α
|Y¯s |2 + α
γ
|U¯s |2
)
ds
]
+ C˜E
[ τ∫
0
eαs
(
γ |Y¯s |2 + 1
γ
‖V¯s‖2
)
ds
]
 C˜
α
(
γ
α
+ γ
)
E
[ τ∫
0
eαsα|Y¯s |2 ds
]
+ C˜
γ
∥∥(U¯ , V¯ )∥∥2
(α)
On choisit alors les paramètres γ > 0 et α ∈]0, λ[ tels que 0 < C˜γ
α
(1 + 1
α
) < 1 et kα :=
C˜/γ
1− C˜γ
α
(1+ 1
α
)
∈]0,1[, ce qui est possible pour λ > 2C˜2 + 2C˜
√
C˜2 + 1. On obtient ainsi :
E
[ τ∫
0
eαs
(
α|Y¯s |2 + ‖Z¯s‖2
)
ds
]

(
C˜/γ
1 − C˜γ
α
(1 + 1
α
)
)∥∥(U¯ , V¯ )∥∥2
(α)
∥∥(Y¯ , Z¯)∥∥2
(α)
 kα
∥∥(U¯ , V¯ )∥∥2
(α)
D’où l’existence et l’unicité d’un point fixe (U(0), V (0)) pour Θ dans l’espace Dα0 muni de la
norme ‖ · ‖(α). 
Remarque 1.3.1. On dispose, dans ce cadre, d’estimations sur les différences entre solutions
similaires à celles du Théorème 1.2.2. De même, on pourrait énoncer des théorèmes identiques
à ceux de la partie précédente concernant la résolution des équations linéaires et la comparaison
de solutions.
2. Étude d’un principe de grandes déviations lié à des problèmes de perturbations
singulières pour une classe d’E.D.P. semi-linéaires
2.1. Problème de sortie d’un domaine pour une diffusion : notations et rappels
Soit un domaine borné
D := {x: φ(x) > 0}
où φ est une application de Rd dans R, de classe C2, telle que ∀x ∈ ∂D, |∇φ(x)| = 0. On a donc
∂D = {x: φ(x) = 0}.
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s  0 et ε > 0 :
X
ε,s,x
t = x +
t∫
s
β(Xε,s,xr ) dr + ε
t∫
s
σ (Xε,s,xr ) dBr, 0 s  t (2.1.1)
Hypothèse 2.1.1.
1. β est une application de Rd dans lui-même, lipschitzienne. σ est une application de Rd dans
L(Rd ,Rd), lipschitzienne.
2. Il existe η > 0, tel que pour tout x ∈ Rd ,
σσ ∗(x) ηId
où Id est la matrice identité, et σ ∗(x) désigne la matrice transposée de σ(x).
Sous l’Hypothèse 2.1.1.1, on a existence et unicité forte d’une solution de l’équation différen-
tielle stochastique. Pour tout T > s fixé, le processus solution (Xε,s,xt )t∈[s,T ] est regardé comme
une variable aléatoire à valeurs dans l’espace des fonctions continues sur [s, T ] à valeurs Rd ,
noté C([s, T ],Rd).
On désigne par ϕs,x la solution déterministe de l’équation limite, quand ε tend vers 0 :
ϕt = x +
t∫
s
β(ϕr) dr, 0 s  t (2.1.2)
Nous prendrons généralement s = 0 pour simplifier les écritures, en posant Xε,0,x = Xε,x et
ϕ0,x = ϕx , mais, bien entendu, tout ce qui suit est valable pour s quelconque.
Pour tout ε > 0, tout x ∈ D¯, tout s  0, on définit le temps d’arrêt :
τ ε,s,x := inf{t  s: Xε,s,xt ∈ ∂D}
avec la convention habituelle inf∅ = +∞. On sait que, sous l’Hypothèse 2.1.1.2, τ ε,s,x est fini
p.s. pour tout x ∈ D (cf. [14]). Pour s = 0, on posera τ ε,0,x = τ ε,x .
Soit x ∈ D. Deux cas de convergence du point de sortie Xε,s,xτε,s,x de la diffusion se présentent,
selon le comportement du système déterministe limite (2.1.2). Dans le cas le plus simple, dont
nous repoussons l’étude à la troisième section, on suppose que la solution de l’équation limite
sort toujours en temps fini de D. Le second, qui fait intervenir les grandes déviations, est celui
où l’on suppose que la solution limite est, au contraire, « stable » dans D. Plus précisément, nous
ferons désormais (dans la Section 2) l’hypothèse suivante concernant la solution ϕx de l’équation
déterministe limite (2.1.2).
Hypothèse 2.1.2. Il existe α > 0 tel que pour tous x, x′ ∈ Rd ,〈
x − x′, β(x)− β(x′)〉−α|x − x′|2
On suppose aussi que la solution (ϕxt )t0 de l’Équation (2.1.2) admet un unique point d’équilibre
stable x∗ dans D tel que pour tout x ∈ D, tout t  0, ϕxt ∈ D et
lim ϕxt = x∗t→∞
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l’infini.
On rappelle le principe de grandes déviations satisfait par le processus (Xε,xt )t∈[0,T ] (cf. [7]),
et la définition du quasi-potentiel associé :
Théorème 2.1.1. Sous l’Hypothèse 2.1.1, (Xε,xt )t∈[0,T ] satisfait, quand ε tend vers 0, un principe
de grandes déviations (P.G.D.) dans C([0, T ],Rd) associé à la fonction de taux Ix,T définie par :
Ix,T (ϕ) :=
{
1
2
∫ T
0 Q
∗
ϕt
[ϕ˙t − β(ϕt )]dt, si ϕ ∈ H 1([0, T ],Rd) et ϕ0 = x;
+∞, sinon
où pour tout v ∈ Rd , Q∗ϕt (v) := 〈v, a−1(ϕt )v〉 car a = σσ ∗ est inversible.
Définition 2.1.1. Pour tout (y, z) ∈ D¯2, tout T > 0, soit
V (y, z, T ) := inf{Iy,T (ϕ), ϕ ∈ C([0, T ],Rd), ϕT = z}
Le quasi-potentiel V est défini par :
V (y, z) := inf
T>0
V (y, z, T )
Soit :
V := inf
z∈∂D V (x
∗, z)
Théorème 2.1.2. (Cf. [7]) Sous les Hypothèses 2.1.1 et 2.1.2, pour tout x ∈ D, τ ε,x tend vers
+∞ en probabilité quand ε tend vers 0, uniformément en x sur tout compact de D.
De plus, si V est atteint en un unique point z∗ de ∂D, alors pour tout γ > 0 et tout compact
K de D :
lim
ε→0 infx∈K
P
(|Xε,xτε,x − z∗| < γ )= 1
2.2. Construction de la solution de l’E.D.S.R. et de sa limite, quand ε tend vers 0
Hypothèse 2.2.1. Outre les Hypothèses 2.1.1 et 2.1.2, on suppose que V est atteint en un unique
point z∗ de ∂D :
V = V (x∗, z∗) < V (x∗, z), ∀z ∈ ∂D, z = z∗
où x∗ ∈ D est le point d’équilibre stable défini dans l’Hypothèse 2.1.2.
Soit x ∈ D¯. Dans cette partie, nous allons appliquer les résultats d’existence et d’unicité établis
en Section 1 pour obtenir une solution de l’E.D.S.R. suivante, en dimension k :
Y
ε,s,x
t = g(Xε,s,xτε,s,x )+
τ ε,s,x∫
t∧τ ε,s,x
f (r,Xε,s,xr , Y
ε,s,x
r ,Z
ε,s,x
r ) dr
−
τ ε,s,x∫
ε,s,x
Zε,s,xr dBr, t  s  0 (2.2.1)
t∧τ
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ministe suivante sur [s,+∞[ :
ψt = g(z∗)+
∞∫
t
f (r, ϕs,xr ,ψr ,0) dr, t  s  0 (2.2.2)
Sous l’Hypothèse 2.2.1, quand ε tend vers 0, le temps terminal de l’E.D.S.R. (2.2.1) tend vers
+∞, et si g est continue, sa valeur terminale g(Xε,s,xτε,s,x ) converge vers g(z∗), pour tout x ∈ D ;
l’Équation (2.2.2) est donc la limite déterministe « naturelle » de l’E.D.S.R. (2.2.1) lorsque x ∈
D. On remarque que si x ∈ ∂D, l’assertion précédente est fausse car alors τ ε,s,x = s, et Y ε,s,xs =
g(x) presque sûrement.
Pour simplifier les notations, nous supposerons souvent que s = 0, et nous considérerons donc
les processus Y ε,0,x := Y ε,x , Zε,0,x := Zε,x , et la fonction ψ0,x := ψx .
Nous supposerons désormais que les coefficients g et f satisfont :
Hypothèse 2.2.2.
1. g :Rd → Rk est continue.
2. (i) f :
{
R+ ×Rd × Rk ×L(Rd ,Rk) → Rk
(s, x, y, z) 
→ f (s, x, y, z)
est continue.
(ii) Il existe deux applications C1 et C2 de R+ dans R∗+ mesurables bornées, telles que
∞∫
0
C1(s) ds < ∞ et lim
s→∞
C2(s)
C1(s)
= 0
et pour tous s ∈ R+, (x, y, z) et (x′, y′, z′) appartenant à Rd × Rk ×L(Rd ,Rk),∣∣f (s, x, y, z)− f (s, x′, y′, z′)∣∣ C2(s){|x − x′| + |y − y′| + ‖z − z′‖}
(iii) Il existe (x0, y0, z0) ∈ Rd × Rk ×L(Rd ,Rk) tel que
∞∫
0
∣∣f (s, x0, y0, z0)∣∣ds < ∞
Proposition 2.2.1. Sous les Hypothèses 2.1.1 et 2.2.2, l’E.D.S.R.
Yt = g(Xε,s,xτε,s,x )+
τ ε,s,x∫
t∧τ ε,s,x
f (r,Xε,s,xr , Yr ,Zr) dr −
τ ε,s,x∫
t∧τ ε,s,x
Zr dBr, t  s  0
admet, pour tous ε > 0, s  0 et x ∈ D¯, une unique solution progressivement mesurable
(Yt ,Zt )ts = (Y ε,s,xt ,Zε,s,xt )ts telle que E[supts |Yt |2] < ∞ et E[
∫ τ ε,s,x
s
‖Zt‖2 dt] =
E[∫∞
s
‖Zt‖2 dt] < ∞.
Démonstration. On suppose que s = 0 pour simplifier les notations et on utilise le Théo-
rème 1.1.1. En effet, les Hypothèses 1.1.1(i) et (ii) sont immédiatement vérifiées sous l’Hy-
pothèse 2.2.2, et :
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0
∣∣f (s,Xε,xs , y0, z0)∣∣1{sτ ε,x } ds

∞∫
0
C2(s)|Xε,xs − x0|1{sτ ε,x } ds +
∞∫
0
∣∣f (s, x0, y0, z0)∣∣ds  C
où C est une constante finie, car Xε,xs ∈ D¯ pour tout s ∈ [0, τ ε,x], donc s 
→ |Xε,xs − x0|1{sτ ε,x }
est bornée. Donc :
E
[( ∞∫
0
∣∣f (s,Xε,xs , y0, z0)∣∣1{sτ ε,x } ds
)2]
< ∞
De même, pour tout T  0,
E
[ T∫
0
∣∣f (s,Xε,xs , y0, z0)∣∣21{sτ ε,x } ds
]
 2E
[ T∫
0
C2(s)
2|Xε,xs − x0|21{sτ ε,x } ds
]
+ 2E
[ T∫
0
∣∣f (s, x0, y0, z0)∣∣2 ds
]
< ∞
L’Hypothèse 1.1.1(iii) est aussi satisfaite, d’où le résultat. 
Nous allons montrer que, sous les Hypothèses 2.2.1 et 2.2.2, si (s, x) ∈ R+ × D,
(Y
ε,s,x
t ,Z
ε,s,x
t )ts converge, en un certain sens, quand ε tend vers 0, vers la solution déterministe
(ψ
s,x
t ,0)ts de l’équation différentielle ordinaire rétrograde (2.2.2) :
ψ
s,x
t = g(z∗)+
∞∫
t
f (r, ϕs,xr ,ψ
s,x
r ,0) dr, t  s
où (ϕs,xt )ts est la solution de (2.1.2) : ϕs,xt = x +
∫ t
s
β(ϕ
s,x
r ) dr , t  s.
Théorème 2.2.1. Sous les Hypothèses 2.2.1 et 2.2.2, l’Équation (2.2.2) admet une solution
unique (ψs,xt )ts , continue, bornée sur [s,∞[, qui est, de plus, lipschitzienne par rapport à
x ∈ D¯ (pour la norme uniforme sur [s,∞[). En outre, elle est uniformément bornée en (s, x) ∈
R+ × D¯.
Démonstration. Soit (s, x) fixé dans [0,∞[×D¯. Posons l = g(z∗). On voit facilement que
(ψ
s,x
t )ts est solution de (2.2.2) si et seulement si (θs,xt )t0 est solution de :
θ
s,x
t = l +
∞∫
t
f (r + s, ϕxr , θs,xr ,0) dr, t  0 (2.2.3)
où pour tout t  0, θs,xt = ψs,xs+t .
Il suffit de résoudre (2.2.3) (existence et unicité) lorsque t ∈ [T ,∞[ où T > 0 est arbitraire.
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ST :=
{
ψ ∈ C([T ,∞[,Rk) tels que ‖ψ‖T = sup
tT
|ψt | < ∞
}
Alors (ST ,‖ · ‖T ) est un espace de Banach.
Soit Θ l’application de ST dans lui-même définie par
Θ(ψ)(t) := l +
∞∫
t
f (r + s, ϕxr ,ψr,0) dr, t  T (2.2.4)
L’application Θ est bien définie, car d’après l’Hypothèse 2.2.2, pour tout t  T ,
∞∫
t
∣∣f (r + s, ϕxr ,ψr,0)∣∣dr

∞∫
t
(∣∣f (r + s, ϕxr ,ψr,0)− f (r + s, x0, y0, z0)∣∣)dr +
∞∫
t
∣∣f (r + s, x0, y0, z0)∣∣dr

∞∫
t
C2(r + s)
(|ϕxr − x0| + |ψr − y0| + ‖z0‖)dr +
∞∫
t
∣∣f (r + s, x0, y0, z0)∣∣dr
 sup
rT
(|ϕxr − x0| + |ψr − y0| + ‖z0‖)
∞∫
t
C2(r + s) dr +
∞∫
t
∣∣f (r + s, x0, y0, z0)∣∣dr
< ∞
La formule (2.2.4) a bien un sens. De plus, l’application Θ envoie ST dans ST puisque pour tout
ψ ∈ ST , limt→∞ Θ(ψ)(t) = l.
Soient ψ1 et ψ2 dans ST . Pour tout t  T , on a :∣∣Θ(ψ1)(t)−Θ(ψ2)(t)∣∣
=
∣∣∣∣∣
∞∫
t
(
f
(
r + s, ϕxr ,ψ1(r),0
)− f (r + s, ϕxr ,ψ2(r),0))dr
∣∣∣∣∣

∞∫
t
∣∣f (r + s, ϕxr ,ψ1(r),0)− f (r + s, ϕxr ,ψ2(r),0)∣∣dr

∞∫
t
C2(r + s)
∣∣ψ1(r)−ψ2(r)∣∣dr
 sup
rt
∣∣ψ1(r)−ψ2(r)∣∣
∞∫
T
C2(r + s) dr
 kT ‖ψ1 −ψ2‖T
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kT :=
∞∫
T
C2(r) dr −→
T→∞ 0
En choisissant T assez grand pour que kT ∈]0,1[, on voit que, pour tous ψ1 et ψ2 dans ST , on a∥∥Θ(ψ1)−Θ(ψ2)∥∥T  kT ‖ψ1 −ψ2‖T
L’application Θ admet donc un unique point fixe θ¯ = (θ¯ s,xt )tT .
Démontrons la continuité de θ¯ s,x par rapport au paramètre x variant dans D¯.
Soient (x1, x2) ∈ D¯ × D¯, t  T ,
θ¯
s,x1
t = l +
∞∫
t
f (r + s, ϕx1r , θ¯ s,x1r ,0) dr
θ¯
s,x2
t = l +
∞∫
t
f (r + s, ϕx2r , θ¯ s,x2r ,0) dr
Donc
|θ¯ s,x1t − θ¯ s,x2t |
∞∫
t
∣∣f (r + s, ϕx1r , θ¯ s,x1r ,0)− f (r + s, ϕx2r , θ¯ s,x2r ,0)∣∣dr

∞∫
t
C2(r + s)
(|ϕx1r − ϕx2r | + |θ¯ s,x1r − θ¯ s,x2r |)dr
 sup
rt
(|ϕx1r − ϕx2r | + |θ¯ s,x1r − θ¯ s,x2r |)
∞∫
t
C2(r + s) dr
Or on a le lemme suivant :
Lemme 2.2.1. Pour tout (x1, x2) ∈ Rd ×Rd et tout t  0,
|ϕx1t − ϕx2t |2  |x1 − x2|2e−2αt
Démonstration. On pose πt = ϕx1t − ϕx2t . Alors, par monotonie de β ,
π ′t = β(ϕx1t )− β(ϕx2t )
1
2
d
dt
|πt |2 = 〈πt ,π ′t 〉−α|πt |2
donc |πt |2  |x1 − x2|2e−2αt 
Revenons à la preuve du théorème : pour tout t  T ,
|θ¯ s,x1t − θ¯ s,x2t |
(|x1 − x2|e−αT + sup
rt
|θ¯ s,x1r − θ¯ s,x2r |
) ∞∫
C2(r) drT
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∫∞
T
C2(r) dr <
1
2 .
Les inégalités précédentes entraînent que pour tout (x1, x2) ∈ D¯ × D¯,
‖θ¯ s,x1 − θ¯ s,x2‖T  |x1 − x2|e−αT
On a donc démontré l’existence et l’unicité d’une solution (θ¯ s,xt )tT , lipschitzienne en x (uni-
formément en t  T et en s  0), du problème (2.2.3) sur l’intervalle [T ,∞[, T étant assez
grand.
Considérons maintenant la solution (θ˜ s,xt )t∈[0,T ] de l’équation différentielle ordinaire :
d
dt
θ˜
s,x
t = −f (t + s, ϕxt , θ˜ s,xt ,0), t ∈ [0, T ]
θ˜
s,x
T = θ¯ s,xT
Posons
θ
s,x
t =
{
θ˜
s,x
t , si t ∈ [0, T ]
θ¯
s,x
t , si ∈ [T ,∞[
On voit immédiatement que (θs,xt )t0 est solution de (2.2.3) et que cette solution est unique, dans
l’espace S0, lipschitzienne en x (pour la norme uniforme sur l’intervalle [0,∞[, uniformément
en s  0).
On définit enfin, pour tout t  s :
ψ
s,x
t = θs,xt−s
(ψ
s,x
t )ts est solution de (2.2.2) et cette solution est unique, lipschitzienne en x (pour la norme
uniforme sur l’intervalle [s,∞[, uniformément en s  0).
Enfin, montrons que les ψs,x sont uniformément bornées en (s, x) ∈ R+ × D¯. On utilise les
majorations de solutions du Corollaire 1.1.1 (cf. la Remarque 2.2.1 ci-dessous) : il existe des
constantes T0 et γT0 qui ne dépendent essentiellement que de f telles que, pour tout (s, x) ∈
R+ × D¯,
sup
ts
|ψs,xt |2 
∣∣g(z∗)∣∣2 +
T0∫
0
∣∣f (r,ϕs,xr ,0,0)∣∣21{rs} dr +
( ∞∫
T0∨s
∣∣f (r,ϕs,xr ,0,0)∣∣dr
)2
Pour tout r  s, ϕs,xr ∈ D¯ donc r 
→ |f (r,ϕs,xr ,0,0)|21{rs} est bornée sur [0, T0] par une
constante K > 0, et pour tout r  T0,∣∣f (r,ϕs,xr ,0,0)∣∣ ∣∣f (r, x0, y0, z0)∣∣+C2(r){|ϕs,xr − x0| + |y0| + ‖z0‖}

∣∣f (r, x0, y0, z0)∣∣+C ×C2(r)
où C est une constante positive indépendante de r , s et x. Par suite,
sup
ts
|ψs,xt |2 
∣∣g(z∗)∣∣2 +K2T0 + 2
( ∞∫
0
∣∣f (r, x0, y0, z0)∣∣dr
)2
+ 2C2
( ∞∫
0
C2(r) dr
)2

Remarque 2.2.1. L’existence de cette solution déterministe étant établie, le couple (ψs,xt ,0)ts
coïncide avec la solution (Yt ,Zt )ts de l’E.D.S.R. (1.1.1) associée par le Théorème 1.1.1 au
paramètre f de l’Équation (2.2.2) ainsi qu’au temps d’arrêt τ = +∞ presque sûrement et à la
condition finale g(z∗). Mais la seule application du Théorème 1.1.1 ne nous permettait pas de
conclure que Z était nul et Y déterministe.
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semi-linéaires
Théorème 2.3.1. Sous les Hypothèses 2.2.1 et 2.2.2, il existe des constantes K > 0 et
T > 0, ne dépendant essentiellement que de f , telles que pour tous ε > 0, s  0, x ∈ D,
si (Y ε,s,xt ,Z
ε,s,x
t )ts et (ψ
s,x
t )ts désignent les solutions respectives des Équations (2.2.1) et
(2.2.2), alors
E
[
sup
ts
|Y ε,s,xt −ψs,xt |2 +
τ ε,s,x∫
s
‖Zε,s,xt ‖2 dt
]
KE
[∣∣g(Xε,s,xτε,s,x )− g(z∗)∣∣2 +
( ∞∫
τ ε,s,x
∣∣f (t, x0, y0, z0)∣∣dt
)2]
+K(P(τ ε,s,x < T )+ ε2)+KE
[ ∞∫
τ ε,s,x
C2(t) dt
]
−→
ε→0 0
uniformément en x sur tout compact de D et en s  0.
Démonstration. On pose s = 0 pour simplifier les notations.
La Remarque 2.2.1 nous permet d’utiliser le Théorème 1.1.2. D’après ce théorème, il existe
des constantes T0 et γT0 , qui ne dépendent essentiellement que de f , telles que :
E
[
sup
t0
|Y ε,xt −ψxt |2 +
τ ε,x∫
0
‖Zε,xs ‖2 ds
]
 γT0E
[∣∣g(Xε,xτε,x )− g(z∗)∣∣2
+
( ∞∫
T0
∣∣f (s,ϕxs ,ψxs ,0)− f (s,Xε,xs ,ψxs ,0)1{sτ ε,x }∣∣ds
)2]
+ γT0E
[ T0∫
0
∣∣f (s,ϕxs ,ψxs ,0)− f (s,Xε,xs ,ψxs ,0)1{sτ ε,x }∣∣2 ds
]
On posera τ ε,x = τ , Xε,xt = Xt , Y ε,xt = Yt , Zε,xt = Zt , ϕxs = ϕs , g(Xε,xτε,x ) = ξ , g(z∗) = l, ψxt =
ψt , Y¯t = Yt −ψt .
Pour tout s  0,∣∣f (s,ϕs,ψs,0)− f (s,Xs,ψs,0)1{sτ }∣∣
 C2(s)|ϕs −Xs |1{sτ } +
∣∣f (s,ϕs,ψs,0)∣∣1{s>τ }
On a besoin du lemme suivant :
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et tout ε > 0, on a :
sup
0tT
E
[|Xε,xt − ϕxt |21{tτ }] C(P(τ ε,x < T )+ ε2)
Démonstration. Dans toute la preuve, C est une constante qui varie de place en place. On a
pour tout t  0,
Xt − ϕt =
t∫
0
(
β(Xs)− β(ϕs)
)
ds + ε
t∫
0
σ(Xs) dBs
Donc, pour tous 0 s  t ,∣∣(Xt − ϕt )1{tτ }∣∣2 − ∣∣(Xs − ϕs)1{sτ }∣∣2  |Xt∧τ − ϕt∧τ |2 − |Xs∧τ − ϕs∧τ |2
|Xt∧τ − ϕt∧τ |2 − |Xs∧τ − ϕs∧τ |2
= 2ε
t∧τ∫
s∧τ
(Xr − ϕr)σ (Xr) dBr + 2
t∧τ∫
s∧τ
(Xr − ϕr)
(
β(Xr)− β(ϕr)
)
dr
+ ε2
t∧τ∫
s∧τ
Tr
(
σσ ∗(Xr)
)
dr (2.3.1)
Posons k(t) := E[|Xt∧τ − ϕt∧τ |2]. On a, pour tous 0 s  t  T ,
k(t)− k(s)−2αE
[ t∧τ∫
s∧τ
|Xr − ϕr |2 dr
]
+ ε2γ (t − s)
−2αE
[ t∧τ∫
s∧τ
|Xr∧τ − ϕr∧τ |2 dr
]
+ ε2γ (t − s)
−2α
t∫
s
k(r) dr + 2αE[(t − s ∨ τ)|Xτ − ϕτ |21{τ<t}]+ ε2γ (t − s)
où γ = supx∈D¯ Tr(σσ ∗(x)). Or, Xτ et ϕτ sont dans D¯, donc il existe C > 0 tel que :
k(t)− k(s)−2α
t∫
s
k(r) dr + (t − s)(CP(τ < T )+ ε2γ )
Or k est dérivable d’après (2.3.1), donc, pour tout t ∈ [0, T ],
k′(t)−2αk(t)+ (CP(τ < T )+ ε2γ )
k(0) = 0
On en déduit facilement que, pour tout t ∈ [0, T ],
k(t) C
(
P(τ < T )+ ε2) 
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place :
E
[ T0∫
0
∣∣f (s,ϕs,ψs,0)− f (s,Xs,ψs,0)1{sτ }∣∣2 ds
]
 E
[ T0∫
0
C2(s)
2|Xs − ϕs |21{sτ } ds
]
+E
[ T0∫
T0∧τ
∣∣f (s,ϕs,ψs,0)∣∣2 ds
]
 C
(
P(τ ε,x < T0)+ ε2
) ∞∫
0
C2(s)
2 ds +E
[ T0∫
0
∣∣f (s,ϕs,ψs,0)∣∣2 ds 1{τ<T0}
]
 C
(
P(τ ε,x < T0)+ ε2
)
De même,
E
[( ∞∫
T0
∣∣f (s,ϕs,ψs,0)− f (s,Xs,ψs,0)1{sτ }∣∣ds
)2]
 2E
[( τ∫
T0∧τ
C2(s)|Xs − ϕs |ds
)2]
+ 2E
[( ∞∫
T0∨τ
∣∣f (s,ϕs,ψs,0)∣∣ds
)2]
 2E
[( τ∫
T0∧τ
C2(s) ds
)( τ∫
T0∧τ
C2(s)|Xs − ϕs |2 ds
)]
+ 2E
[( ∞∫
τ
∣∣f (s,ϕs,ψs,0)∣∣ds
)2]
Or,
E
[( τ∫
T0∧τ
C2(s) ds
)( τ∫
T0∧τ
C2(s)|Xs − ϕs |2 ds
)]
 CE
[ ∞∫
T0
C2(s)|Xs − ϕs |21{sτ } ds
]
C
∞∫
T0
C2(s)
(
P(τ < s)+ ε2)ds
 CE
[ ∞∫
T0∨τ
C2(s) ds
]
+Cε2
De plus,
E
[( ∞∫ ∣∣f (s,ϕs,ψs,0)∣∣ds
)2]τ
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[( ∞∫
τ
C2(s)
{|ϕs − x0| + |ψs − y0| + ‖z0‖}ds
)2]
+ 2E
[( ∞∫
τ
∣∣f (s, x0, y0, z0)∣∣ds
)2]
Or, l’application s 
→ ϕxs est bornée car elle est à valeurs dans D¯, et s 
→ ψxs est bornée d’après
le Théorème 2.2.1, donc :
E
[( ∞∫
τ
∣∣f (s,ϕs,ψs,0)∣∣ds
)2]
 CE
[( ∞∫
τ
C2(s) ds
)2]
+ 2E
[( ∞∫
τ
∣∣f (s, x0, y0, z0)∣∣ds
)2]
 CE
[ ∞∫
τ
C2(s) ds
]
+ 2E
[( ∞∫
τ
∣∣f (s, x0, y0, z0)∣∣ds
)2]
Finalement,
E
[
sup
t0
|Yt −ψt |2 +
τ∫
0
‖Zs‖2 ds
]
 CE
[|ξ − l|2]+CE
[ ∞∫
τ
C2(s) ds
]
+Cε2 +CP(τ < T0)
+CE
[( ∞∫
τ
∣∣f (s, x0, y0, z0)∣∣ds
)2]
Afin de généraliser ce résultat au cas où le temps initial s est non nul, notons que le T0 choisi
convient encore, et que les fonctions t 
→ ψs,xt sont uniformément bornées en (s, x, t) (Théo-
rème 2.2.1). Les constantes T0 et K précédentes sont donc indépendantes de s. 
Définition 2.3.1. Soient ε > 0 et (Y ε,s,xt )ts la solution de l’E.D.S.R. (2.2.1) donnée par la
Proposition 2.2.1. On définit une application uε de R+ × D¯ dans Rk par
uε(t, x) := Y ε,t,xt , ∀t  0,∀x ∈ D¯
Proposition 2.3.1. Pour tout ε > 0, tout x ∈ D¯ et tous 0 s  t  τ ε,s,x ,
uε(t,X
ε,s,x
t ) = Y ε,s,xt
Démonstration. On utilise la propriété de flot de l’E.D.S. (2.1.1) et l’unicité de la solution de
l’E.D.S.R. (2.2.1), pour montrer que si 0 s  t  r  τ ε,s,x ,
Y ε,s,xr = Y ε,t,X
ε,s,x
t
r
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Y
ε,s,x
t = uε(t,Xε,s,xt ) 
Remarque. La condition t  τ ε,s,x permet d’écrire que τ ε,t,Xε,s,xt = τ ε,s,x presque sûrement.
Définition 2.3.2. Soit (ψs,xt )ts la solution de l’Équation (2.2.2) donnée par le Théorème 2.2.1.
On définit une application u de R+ × D¯ dans Rk par
u(t, x) := ψt,xt , ∀t  0,∀x ∈ D¯
Proposition 2.3.2. Pour tous t  s  0, tout x ∈ D¯,
u(t, ϕ
s,x
t ) = ψs,xt
Démonstration. Comme pour le cas stochastique, on utilise la propriété de flot de l’équation
différentielle (2.1.2) et l’unicité de la solution de (2.2.2), pour montrer que ψs,xt = ψt,ϕ
s,x
t
t =
u(t, ϕ
s,x
t ). 
On s’intéresse maintenant à la convergence, quand ε tend vers 0, de la solution du système
d’équations aux dérivées partielles paraboliques semi-linéaires suivant :
∂uεi
∂t
(t, x)+Lε,xuεi (t, x)+ fi
(
t, x, uε(t, x), ε∇xuε(t, x)σ (x)
)= 0,
x ∈ D, t  0, i ∈ {1, . . . , k}
uε(t, x) = g(x), x ∈ ∂D, t  0 (2.3.2)
où Lε,x désigne le générateur infinitésimal de la diffusion Xε,x :
Lε,x :=
d∑
i=1
βi(x)
∂
∂xi
+ ε
2
2
d∑
i=1,j=1
ai,j (x)
∂2
∂xi∂xj
Nous allons montrer que la fonction uε , introduite dans la Définition 2.3.1, est une solution
de viscosité continue de (2.3.2). Pour donner un sens à la notion de solution de viscosité dans
ce cadre, nous devons faire une hypothèse additionnelle sur f , avec les notations de l’Hypo-
thèse 2.2.2 :
Hypothèse 2.3.1. Pour tout i ∈ {1, . . . , k}, tout (s, x, y, z) dans [0,∞[×Rd ×Rk ×L(Rd,Rk),
fi(s, x, y, z) = fi(s, x, y, zi) où zi est la ie ligne de la matrice z.
Définition 2.3.3.
1. Une fonction continue uε :R+ × D¯ → Rk est appelée sous-solution de viscosité de (2.3.2)
si pour tout i ∈ {1, . . . , k}, uεi (t, x)  gi(x) pour tout x ∈ ∂D, tout t  0, et si pour toute
fonction ν ∈ C1,2(R+ ×D,Rk), tout maximum local (t0, x0) ∈ ]0,∞[×D de uεi − νi , alors
−∂νi
∂t
(t0, x0)−Lε,x0νi(t0, x0)− fi
(
t0, x0, u
ε(t0, x0), ε
(∇xν(t0, x0)σ (x0))i) 0
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si pour tout i ∈ {1, . . . , k}, uεi (t, x)  gi(x) pour tout x ∈ ∂D, tout t  0, et si pour toute
fonction ν ∈ C1,2(R+ ×D,Rk), tout minimum local (t0, x0) ∈]0,∞[×D de uεi − νi , alors
−∂νi
∂t
(t0, x0)−Lε,x0νi(t0, x0)− fi
(
t0, x0, u
ε(t0, x0), ε
(∇xν(t0, x0)σ (x0))i) 0
3. Une fonction continue uε :R+ × D¯ → Rk est appelée solution de viscosité de (2.3.2) si elle
est à la fois sous-solution de viscosité et sur-solution de viscosité.
On considère aussi le système d’E.D.P. du premier ordre suivant :
∂ui
∂t
(t, x)+
d∑
j=1
βj (x)
∂ui
∂xj
(t, x)+ fi
(
t, x, u(t, x),0
)= 0,
∀x ∈ D, ∀t  0, i ∈ {1, . . . , k}
lim
t→∞u(t, x
∗) = g(z∗) (2.3.3)
où les points x∗ ∈ D et z∗ ∈ ∂D sont respectivement définis dans les Hypothèses 2.1.2 et 2.2.1.
Nous pouvons, maintenant, énoncer le résultat principal de cette section qui se trouve dans
l’assertion 3 du Théorème 2.3.2 suivant où nous avons regroupé quelques propriétés importantes
concernant les solutions des problèmes (2.3.2) et (2.3.3). On notera, dans la formulation du pro-
blème (2.3.3), que le point z∗ ∈ ∂D est défini (Hypothèse 2.2.1) via le quasi-potentiel V introduit
par la théorie de Freidlin et Wentzell (cf. [7]) et que, si f est nulle, on retrouve le problème de
perturbation singulière qu’ils ont étudié (cf. aussi Fleming et Soner [6]).
Théorème 2.3.2. Sous les Hypothèses 2.2.1, 2.2.2 et 2.3.1, on suppose en outre que f est lip-
schitzienne en t , uniformément par rapport aux variables (x, y, z). On note ε0 =
√
2α/K , où
K > 0 est une constante de Lipschitz pour σ et α est la constante de monotonie de β . Soient uε
et u les fonctions données, respectivement, par les Définitions 2.3.1 et 2.3.2.
1. Pour tout ε ∈]0, ε0], la fonction uε est une solution de viscosité du problème (2.3.2), continue
et bornée sur [0,∞[× D¯.
2. La fonction u est une solution de viscosité du problème (2.3.3), continue, bornée sur
[0,∞[× D¯, lipschitzienne en x ∈ D¯ uniformément par rapport à t ∈ [0,∞[.
3. Pour tout K compact de D, la fonction uε converge uniformément, sur [0,∞[×K, vers la
fonction u, quand ε tend vers 0.
4. (i) Si vε est une solution de classe C1,2b (on dira que vε est de classe C1,2b si ses dérivées
d’ordre  1 sont bornées) du problème (2.3.2), alors vε coïncide avec uε . On a donc
unicité d’une solution classique du problème (2.3.2).
(ii) Si v est une solution de classe C1,1 du problème (2.3.3) et si v est lipschitzienne en
x ∈ D¯, uniformément par rapport à t ∈ [0,∞[, alors v coïncide avec u.
5. Si k = 1, et si f (t, x,0,0) 0 et g(x) 0 pour tout (t, x) ∈ [0,∞[× D¯, alors :
uε(t, x) 0 ∀(t, x) ∈ [0,∞[× D¯
u(t, x) 0 ∀(t, x) ∈ [0,∞[× D¯
Démonstration. On commence par noter que, f étant lipschitzienne en t , l’Hypothèse 2.2.2.2(iii)
entraîne que limt→∞ f (t, x0, y0, z0) = 0 et donc que t 
→ f (t, x0, y0, z0) est bornée sur R+.
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Soient s ∈ R+, x ∈ D¯, et ε > 0.
On utilise les majorations de solutions du Corollaire 1.1.1.
E
[
sup
ts
|Y ε,s,xt |2 +
∞∫
s
‖Zε,s,xt ‖2 dt
]
 γT0E
[∣∣g(Xε,s,xτε,s,x )∣∣2 +
( τ ε,s,x∫
T0∧τ ε,s,x
∣∣f (r,Xε,s,xr ,0,0)∣∣1{rs} dr
)2]
+ γT0E
[ T0∧τ ε,s,x∫
0
∣∣f (r,Xε,s,xr ,0,0)∣∣21{rs} dr
]
où T0 et γT0 ne dépendent que de f . Pour tout r ∈ [s, τ ε,s,x], on a∣∣f (r,Xε,s,xr ,0,0)∣∣ ∣∣f (r, x0, y0, z0)∣∣+C2(r)|Xε,s,xr − x0| +C2(r)|y0| +C2(r)‖z0‖K
où K est une constante positive qui ne dépend que de f . Donc :
( τ ε,s,x∫
T0∧τ ε,s,x
∣∣f (r,Xε,s,xr ,0,0)∣∣1{rs} dr
)2
K2(τ ε,s,x − s)2
De même,
T0∧τ ε,s,x∫
0
∣∣f (r,Xε,s,xr ,0,0)∣∣21{rs} dr K2(τ ε,s,x − s)
Par suite, il existe une constante C > 0 fonction uniquement de f telle que :
E
[
sup
ts
|Y ε,s,xt |2 +
∞∫
s
‖Zε,s,xt ‖2 dt
]
 C
(
1 +E[(τ ε,s,x − s)2]+E[τ ε,s,x − s])
 C
(
1 + sup
x∈D¯
E
[
(τ ε,x)2
]+ sup
x∈D¯
E[τ ε,x])
car τ ε,s,x = τ ε,x + s en loi.
D’après le Théorème 3.2.3 en Appendice A, il existe alors une constante Kε > 0 qui ne dépend
que de ε telle que :
E
[
sup
ts
|Y ε,s,xt |2 +
∞∫
s
‖Zε,s,xt ‖2 dt
]
Kε
En particulier :∣∣uε(s, x)∣∣2 = |Y ε,s,xs |2 Kε
On en déduit le :
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tout (s, x) ∈ [0,∞[× D¯, tout t  s,
|Y ε,s,xt |Cε
Démonstration du Lemme 2.3.2. uε est bornée sur [0,∞[× D¯, donc, il vient de la Proposition
2.3.1 que pour tout t  s,
|Y ε,s,xt |2 = |Y ε,s,xt∧τ ε,s,x |2 =
∣∣uε(t ∧ τ ε,s,x,Xε,s,xt∧τ ε,s,x )∣∣2 Kε 
uε est continue pour tout ε ∈]0, ε0]
Soit (t, x) ∈ [0,∞[×D¯ fixé, montrons la continuité de uε en (t, x).
Pour simplifier les notations, on omettra souvent l’exposant ε.
Pour tout v  0,
X
t,x
t+v = x +
t+v∫
t
β(Xt,xr ) dr + ε
t+v∫
t
σ (Xt,xr ) dBr
= x +
v∫
0
β(X
t,x
t+r ) dr + ε
v∫
0
σ(X
t,x
t+r ) dB(t)r
où B(t)r = Bt+r −Bt , pour tout r  0.
τ t,x = inf{r  t, Xt,xr ∈ ∂D} = t + inf{v  0,Xt,xt+v ∈ ∂D}
Le triplet ((Xt,xt+v)v0, τ t,x − t, (B(t)v )v0) a donc même loi que le triplet ((Xxv )v0, τ x, (Bv)v0).
Pour tout v  0,
Y
t,x
t+v = g(Xt,xτ t,x )+
τ t,x∫
(t+v)∧τ t,x
f (r,Xt,xr , Y
t,x
r ,Z
t,x
r ) dr −
τ t,x∫
(t+v)∧τ t,x
Zt,xr dBr
= g(Xt,x
τ t,x
)+
τ t,x−t∫
v∧(τ t,x−t)
f (r + t,Xt,xr+t , Y t,xr+t ,Zt,xr+t ) dr −
τ t,x−t∫
v∧(τ t,x−t)
Z
t,x
r+t dB(t)r
Par conséquent, le couple (Y t,xt+v,Z
t,x
t+v)v0 a même loi que le couple (Y˜ t,xv , Z˜t,xv )v0, solution de
l’E.D.S.R. suivante :
Y˜ t,xv = g(Xxτx )+
τx∫
v∧τx
f (r + t,Xxr , Y˜ t,xr , Z˜t,xr ) dr −
τx∫
v∧τx
Z˜t,xr dBr, v  0
uε(t, x) est la valeur initiale déterministe de (Y t,xt+v)v0, donc on a aussi uε(t, x) = Y˜ t,x0 .
De même, pour tout couple (s, y) ∈ [0,∞[×D¯, uε(s, y) = Y˜ s,y0 , où (Y˜ s,yv , Z˜s,yv )v0 est la
solution de l’E.D.S.R.
Y˜ s,yv = g(Xyτy )+
τy∫
y
f (r + s,Xyr , Y˜ s,yr , Z˜s,yr ) dr −
τy∫
y
Z˜
s,y
r dBr, v  0v∧τ v∧τ
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parer uε(t, x) et uε(s, y) :∣∣uε(t, x)− uε(s, y)∣∣2
 E
[
sup
v0
|Y˜ t,xv − Y˜ s,yv |2
]
 γT0E
[|g(Xxτx )− g(Xyτy )|2]
+ γT0E
[ T0∫
0
∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )1{rτx } − f (r + s,Xyr , Y˜ t,xr , Z˜t,xr )1{rτy }∣∣2 dr
]
+ γT0E
[( ∞∫
T0
∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )1{rτx }
− f (r + s,Xyr , Y˜ t,xr , Z˜t,xr )1{rτy }
∣∣dr
)2]
où T0 et γT0 sont des constantes positives qui ne dépendent essentiellement que de f .
On note τ = τx ∧τy , ξx = g(Xxτx ), et ξy = g(Xyτy ). Dans la suite, C est une constante positive
qui varie de place en place.
D’après l’Appendice A et par continuité de g, ξy tend vers ξx en probabilité quand y tend
vers x. De plus, ces variables sont bornées (par supa∈D¯ |g(a)|), donc E[|ξx − ξy |2] converge vers
0 quand y tend vers x.
Pour tout r  0,∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )1{rτx } − f (r + s,Xyr , Y˜ t,xr , Z˜t,xr )1{rτy }∣∣

∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )− f (r + s,Xyr , Y˜ t,xr , Z˜t,xr )∣∣1{rτ }
+ ∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )∣∣1{τyrτx } + ∣∣f (r + s,Xyr , ξx,0)∣∣1{τxrτy }
 C2(r + t)|Xxr −Xyr |1{rτ } +C|t − s|1{rτ }
+ ∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )∣∣1{τyrτx } + ∣∣f (r + s,Xyr , ξx,0)∣∣1{τxrτy } (2.3.4)
Par conséquent,
U(t, s, x, y) := E
[ T0∫
0
∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )1{rτx }
− f (r + s,Xyr , Y˜ t,xr , Z˜t,xr )1{rτy }
∣∣2 dr
]
 4E
[ T0∫
0
C2(r + t)2|Xxr −Xyr |21{rτ } dr
]
+ 4C2E
[ T0∫
0
|s − t |21{rτ } dr
]
+ 4E
[ T0∫ ∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )∣∣21{τyrτx} dr
]
0
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[ T0∫
0
∣∣f (r + s,Xyr , ξx,0)∣∣21{τxrτy} dr
]
U1(t, s, x, y)+U2(t, s, x, y)+U3(t, s, x, y)+U4(t, s, x, y)
On pose aussi :
V (t, s, x, y) := E
[( ∞∫
T0
∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )1{rτx }
− f (r + s,Xyr , Y˜ t,xr , Z˜t,xr )1{rτy }
∣∣dr
)2]
D’après (2.3.4), on a :
V (t, s, x, y) 4E
[( ∞∫
T0
C2(r + t)|Xxr −Xyr |1{rτ } dr
)2]
+C|t − s|2E
[( ∞∫
T0
1{rτ } dr
)2]
+ 4E
[( ∞∫
T0
∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )∣∣1{τyrτx} dr
)2]
+ 4E
[( ∞∫
T0
∣∣f (r + s,Xyr , ξx,0)∣∣1{τxrτy } dr
)2]
 V1(t, s, x, y)+ V2(t, s, x, y)+ V3(t, s, x, y)+ V4(t, s, x, y)
On a alors besoin du lemme suivant :
Lemme 2.3.3. Soit 0 < ε  ε0. Pour tout r  0,
E
[|Xxr −Xyr |2] |x − y|2
Démonstration du Lemme 2.3.3. Pour tout r  0,
|Xxr −Xyr |2 = |x − y|2 + 2
r∫
0
(
β(Xxv )− β(Xyv )
)
(Xxv −Xyv ) dv
+ 2ε
r∫
0
(Xxv −Xyv )
(
σ(Xxv )− σ(Xyv )
)
dBv + ε2
r∫
0
∣∣σ(Xxv )− σ(Xyv )∣∣2 dv
 |x − y|2 + (K2ε2 − 2α)
r∫
|Xxv −Xyv |2 dv0
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r∫
0
(Xxv −Xyv )
(
σ(Xxv )− σ(Xyv )
)
dBv
Pour ε  ε0, on a K2ε2 − 2α  0, et donc
E
[|Xxr −Xyr |2] |x − y|2 
Revenons à la preuve du théorème. On déduit du Lemme 2.3.3 que
U1(t, s, x, y) C|x − y|2
En outre,
V1(t, s, x, y) 4E
[( ∞∫
T0
C2(r + t) dr
)( ∞∫
T0
C2(r + t)|Xxr −Xyr |21{rτ } dr
)]
 C
∞∫
T0
C2(r + t)E
[|Xxr −Xyr |21{rτ }]dr
 C|x − y|2
∞∫
T0
C2(r + t) dr
 C|x − y|2
De plus, on a :
U2(t, s, x, y) C|t − s|2
De même, d’après l’Appendice A,
V2(t, s, x, y) C|t − s|2E[(τ )2]
 C|t − s|2 sup
a∈D¯
E[(τ a)2]
 C|t − s|2
Sur {τx  r  τy ∧ T0}, |f (r + s,Xyr , ξx,0)|2 est bornée, donc :
U4(t, s, x, y) CE
[|τy ∧ T0 − τx ∧ T0|]
D’après l’Appendice A, |τy ∧ T0 − τx ∧ T0| converge en probabilité vers 0, et |τy ∧ T0 − τx ∧
T0| 2T0, donc E[|τy ∧ T0 − τx ∧ T0|] tend vers 0 quand y tend vers x.
Sur {τy  r  τx ∧ T0},∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )∣∣ ∣∣f (r + t, x0, y0, z0)∣∣+C2(r + t)|Xxr − x0|
+C2(r + t)|Y˜ t,xr − y0| +C2(r + t)‖Z˜t,xr − z0‖
On montre que Y˜ t,x est uniformément bornée, exactement comme pour Y t,x . Il s’ensuit que sur
{τy  r  τx ∧ T0} :∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )∣∣ C +C2(r + t)‖Z˜t,xr − z0‖
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U3(t, s, x, y) CE
[|τy ∧ T0 − τx ∧ T0|]
+ 2E
[ τx∧T0∫
τy∧T0
C2(r + t)2‖Z˜t,xr − z0‖2 dr 1{τyτx }
]
On a déjà vu la convergence du terme de gauche. De plus, quand (s, y) tend vers (t, x),∫ τx∧T0
τy∧T0 C2(r+ t)2‖Z˜
t,x
r −z0‖2 dr 1{τyτx } converge vers 0 en probabilité d’après l’Appendice A,
et
τx∧T0∫
τy∧T0
C2(r + t)2‖Z˜t,xr − z0‖2 dr 1{τyτx }  C
τx∧T0∫
0
‖Z˜t,xr − z0‖2 dr := Ht,x
La variable aléatoire Ht,x est intégrable, donc (
∫ τx∧T0
τy∧T0 C2(r + t)2‖Z˜
t,x
r − z0‖2 dr 1{τyτx })(s,y)
est uniformément intégrable. Par suite E[∫ τx∧T0
τy∧T0 C2(r + t)2‖Z˜
t,x
r − z0‖2 dr 1{τyτx }] tend vers 0
quand (s, y) tend vers (t, x).
De plus, sur {τy ∨ T0  r  τx}, on a
∣∣f (r + t,Xxr , Y˜ t,xr , Z˜t,xr )∣∣ ∣∣f (r + t, x0, y0, z0)∣∣+C2(r + t)|Xxr − x0|
+C2(r + t)|Y˜ t,xr − y0| +C2(r + t)‖Z˜t,xr − z0‖
C +C2(r + t)‖Z˜t,xr − z0‖
D’où,
V3(t, s, x, y) CE
[|τx − τy |2]+CE
[( τx∫
τy∨T0
C2(r + t)‖Z˜t,xr − z0‖dr
)2
1{τy∨T0τx }
]
τy converge en probabilité vers τx quand y tend vers x, de plus (τ y)y∈D¯ est borné dans L3 (cf.
l’Appendice A). Par conséquent τy converge vers τx dans L2.
En outre,
E
[( τx∫
τy∨T0
C2(r + t)‖Z˜t,xr − z0‖dr
)2
1{τy∨T0τx }
]
 E
[( τx∫
τy∨T0
C2(r + t)2 dr
)( τx∫
τy∨T0
‖Z˜t,xr − z0‖2 dr
)
1{τy∨T0τx }
]
 CE
[ τx∫
y
‖Z˜t,xr − z0‖2 dr 1{τy∨T0τx }
]τ ∨T0
H. Doss, S. Rainero / Bull. Sci. math. 131 (2007) 99–174 161∫ τx
τy∨T0 ‖Z˜
t,x
r − z0‖2 dr 1{τy∨T0τx } converge en probabilité vers 0 d’après l’Appendice A, et
τx∫
τy∨T0
‖Z˜t,xr − z0‖2 dr 1{τy∨T0τx } 
τx∫
0
‖Z˜t,xr − z0‖2 dr := Ht,x
où la variable aléatoire Ht,x est dans L1, donc (
∫ τx
τy∨T0 ‖Z˜
t,x
r − z0‖2 dr 1{τy∨T0τx })(s,y) est uni-
formément intégrable. Par suite, V3(t, s, x, y) tend vers 0 quand (s, y) tend vers (t, x).
Enfin, sur {τx ∨ T0  r  τy},∣∣f (r + s,Xyr , ξx,0)∣∣ ∣∣f (r + s, x0, y0, z0)∣∣+C2(r + s)|Xyr − x0|
+C2(r + s)|ξx − y0| +C2(r + s)‖z0‖
 C
donc
V4(t, s, x, y) CE
[|τy − τx |2]
On a déjà montré la convergence vers 0 du terme de droite, donc V4(t, s, x, y) tend vers 0 quand
(s, y) tend vers (t, x).
uε est une solution de viscosité de (2.3.2)
Démontrer que uε est une solution de viscosité de l’E.D.P. (2.3.2) se fait de manière analogue
aux preuves effectuées dans le cas où le temps terminal de l’équation est déterministe, ou dans
un cadre elliptique (cf. par exemple Darling et Pardoux dans [5] ou Pardoux dans [9]). On ne
considère pas ici des conditions aux limites au sens de la viscosité, mais au sens classique. Celles-
ci sont facilement vérifiables sous nos hypothèses : si x0 ∈ ∂D, τ ε,t,x0 = t presque sûrement,
donc uε(t, x0) = Y ε,t,x0t = Y ε,t,x0τ ε,t,x0 = g(x0).
3. Convergence
La convergence uniforme de uε vers u sur [0,∞[×K, pour tout compact K de D, est une
conséquence immédiate du Théorème 2.3.1.
2. u est continue, bornée, lipschitzienne en x uniformément par rapport à t
Pour tout (t, x) ∈ R+ × D¯, u(t, x) = ψt,xt = θ t,x0 , avec les notations de la preuve du Théo-
rème 2.2.1. u est donc bornée sur [0,∞[× D¯, lipschitzienne en x uniformément par rapport à
t  0.
Enfin, la continuité de u par rapport au temps découle facilement du 3.
u est une solution de viscosité de (2.3.3)
C’est la conséquence d’un résultat de stabilité des solutions de viscosité : on rappelle (cf.
par exemple Fleming et Soner dans [6]) le résultat suivant : si uε est solution de viscosité dans
R+ ×D d’une E.D.P. parabolique
−∂u
ε
i (t, x)+Gεi
(
t, x, uε(t, x),∇xuε(t, x),
(
D2uε(t, x)
)
i
)= 0, i ∈ {1, . . . , k}
∂t
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fonction G uniformément sur tout compact, alors u est solution de viscosité dans R+ ×D de
−∂ui
∂t
(t, x)+Gi
(
t, x, u(t, x),∇xu(t, x),
(
D2u(t, x)
)
i
)= 0, i ∈ {1, . . . , k}
On a déjà vu la convergence uniforme compacte des fonctions uε .
Pour tout (t, x,u,p,X) dans R+ ×Rd × Rk ×L(Rd ,Rk)× Sd , on a ici
Gε(t, x,u,p,X) = −〈β(x),p〉− ε2
2
Tr
(
a(x)X
)− f (t, x, u, εpσ(x))
G(t, x,u,p,X) = −〈β(x),p〉− f (t, x,u,0)
On montre donc facilement la convergence uniforme compacte des fonctions Gε .
Quant à la « condition aux limites », elle est vérifiée puisque u(t, x∗) = u(t, ϕx∗t ) = ψx∗t .
4. (i) Unicité d’une solution classique pour (2.3.2)
Si vε est une solution de classe C1,2b de (2.3.2), alors on montre facilement en utilisant
la formule d’Itô que (vε(t,Xε,s,xt ), ε∇xvε(t,Xε,s,xt )σ (Xε,s,xt ))t∈[s,τ ε,s,x ] fournit une solution de
l’E.D.S.R. (2.2.1), et vε coïncide donc avec l’application uε .
4. (ii) Unicité d’une solution classique lipschitzienne en x uniformément par rapport à t pour
(2.3.3)
Soit v :R+ × D → Rk une fonction de classe C1,1, lipschitzienne en x uniformément par
rapport à t , solution de (2.3.3). Soit (s, x) ∈ [0,∞[× D¯ fixé. On étudie la fonction ψ : [s,∞[→
R
k
, t 
→ v(t, ϕs,xt ). Calculons sa dérivée par rapport à t : pour tout t  s,
ψ ′t =
∂v
∂t
(t, ϕ
s,x
t )+
d∑
j=1
∂v
∂xj
(t, ϕ
s,x
t )
∂(ϕ
s,x
t )j
∂t
= ∂v
∂t
(t, ϕ
s,x
t )+
d∑
j=1
∂v
∂xj
(t, ϕ
s,x
t )βj (ϕ
s,x
t )
ψ ′t = −f
(
t, ϕ
s,x
t , v(t, ϕ
s,x
t ),0
)= −f (t, ϕs,xt ,ψt ,0)
De plus,∣∣ψt − g(z∗)∣∣ ∣∣v(t, ϕs,xt )− v(t, x∗)∣∣+ ∣∣v(t, x∗)− g(z∗)∣∣
 C|ϕs,xt − x∗
∣∣+|v(t, x∗)− g(z∗)∣∣
donc limt→∞ ψt = g(z∗), et ψ est la solution ψs,x de l’Équation (2.2.2). Par conséquent,
v(s, x) = v(s,ϕs,xs ) = ψs,xs = u(s, x)
Il y a donc unicité pour l’E.D.P. (2.3.3) dans la classe des fonctions C1,1, lipschitziennes en x
uniformément par rapport à t ; et cette solution est donnée par la fonction u de la Définition 2.3.2
si elle est C1,1.
5.
C’est la conséquence du Théorème de comparaison 1.1.3 énoncé dans la première section. 
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aussi montrer que la fonction uε de la Définition 2.3.1 est l’unique solution de viscosité continue
bornée de l’E.D.P. (2.3.2), en adaptant des preuves classiques d’unicité de solutions de viscosité
(cf. [4]). Cette preuve est détaillée dans [12].
Sous des hypothèses supplémentaires de différentiabilité, on peut aussi montrer (cf. [12]) que
la fonction u, donnée par la Définition 2.3.2, est la solution classique du problème (2.3.3).
Hypothèse 2.3.2. Outre les Hypothèses 2.2.1 et 2.2.2, on suppose que :
1. β est de classe C1, avec des dérivées partielles lipschitziennes.
2. f est de classe C1 en les variables (t, x, y). De plus :
(i) Les dérivées partielles de f en x sont lipschitziennes en x, uniformément par rapport
aux variables s et y, et la dérivée partielle de f en t est lipschitzienne en t , uniformé-
ment par rapport aux variables x et y.
(ii) Il existe une application mesurable R+ → R∗+, s 
→ C(s), intégrable et décroissante,
telle que, pour tout (s, x, y, y′) ∈ R+ × Rd ×Rk × Rk , tout (i, j) ∈ {1, . . . , k}2 :∣∣∣∣∂f∂t (s, x, y,0)
∣∣∣∣ C(s)
et : ∣∣∣∣ ∂fi∂yj (s, x, y,0)−
∂fi
∂yj
(s, x, y′,0)
∣∣∣∣ C(s)|y − y′|
Proposition 2.3.3. Sous l’Hypothèse 2.3.2, soit u la fonction donnée par la Définition 2.3.2.
Alors u est de classe C1 sur R+ ×D, et u est l’unique solution classique du problème (2.3.3).
2.4. Principe de grandes déviations pour l’équation rétrograde
2.4.1. Espaces de trajectoires explosives
Dans la suite, nous nous intéresserons uniquement au comportement des trajectoires à l’in-
térieur de D, c’est-à-dire que nous les « tuerons » au temps de sortie τ ε,x . Pour ce faire, nous
utiliserons les espaces E(D) définis ci-dessous, appelés espaces de trajectoires explosives.
Définition 2.4.1. On compactifie l’ouvert D à l’aide du point à l’infini δ.
Pour T > 0 fixé, on définit l’espace des trajectoires explosives par
E(D) := {ϕ : [0, T ] → D ∪ {δ}, continue et vérifiant :
si ∃t0 ∈ [0, T ], ϕt0 = δ, alors ϕt = δ ∀t ∈ [t0, T ]
}
Pour une fonction ϕ dans E(D), on définit son temps d’explosion par :
τ(ϕ) := inf{t ∈ [0, T ], ϕt = δ}
avec la convention habituelle inf∅ = +∞.
On munit l’espace E(D) de la notion de convergence suivante : on dit qu’une suite (ϕn)n∈N
d’éléments de E(D) converge vers ϕ ∈ E(D), de temps d’explosion τ(ϕ) > 0, si pour tout
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τ(ϕ)  lim infn→∞ τ(ϕn). Si τ(ϕ) = 0, on dit que ϕn converge vers ϕ si ϕn = ϕ à partir d’un
certain rang.
E(D) est alors un espace topologique séparé à base dénombrable.
Soit ϕ ∈ E(D). Si τ(ϕ) > 0, une base de voisinages de ϕ est de la forme :
Vt,η(ϕ) =
{
ν ∈ E(D), sup
s∈[0,t]
|νs − ϕs | < η
}
où η > 0, et t ∈ [0, τ (ϕ)[, t  T .
Si τ(ϕ) = 0, ϕ est un point isolé.
On définit aussi les espaces de fonctions :
H 1
([0, t0],D) :=
{
ϕ ∈ C([0, t0],D): ∃ϕ˙ ∈ L2/ϕt = ϕ0 +
t∫
0
ϕ˙s ds ∀t ∈ [0, t0]
}
E0(D) := {ϕ ∈ E(D): τ(ϕ) > 0, ∀t0 < τ(ϕ), t0  T , ϕ|[0,t0] ∈ H 1([0, t0],D)}
et pour x ∈ D,
Ex(D) :=
{
ϕ ∈ E(D): ϕ0 = x
}
On remarquera que les fonctions de E0(D) et Ex(D) ont des temps d’explosion strictement
positifs.
Suivant Azencott [1], on considérera dans la suite la solution de notre E.D.S., de condition
initiale x ∈ D, comme une variable aléatoire (Xε,xt )t∈[0,T ] à valeurs dans l’espace E(D). Pour
tout t ∈ [0, T ], définissons :
Xε,xt :=
{
X
ε,x
t , si t < τε,x
δ, sinon
Pour presque tout ω ∈ Ω , Xε,x(ω) est alors un élément de E(D) de temps d’explosion égal à
τ ε,x(ω)1{τ ε,x (ω)T } + ∞1{τ ε,x (ω)>T }.
Sous l’Hypothèse 2.1.2, quel que soit x ∈ D, l’application (ϕxt )t∈[0,T ], solution de l’équation
déterministe limite (2.1.2) sur [0, T ], est dans E(D), de temps d’explosion infini.
Nous allons rappeler le principe de grandes déviations vérifié par Xε,x dans l’espace des
trajectoires explosives, dû à Azencott [1], avec la fonctionnelle de taux λ = λx :E(D) → [0,∞]
définie par
λx(ϕ) :=
{
1
2
∫ T∧τ(ϕ)
0 Q
∗
ϕt
[ϕ˙t − β(ϕt )]dt, si ϕ ∈ E0(D)∩ Ex(D)
+∞, sinon
On pose aussi pour tout A borélien de E(D) :
Λ(A) := inf{λ(ϕ), ϕ ∈ A}
On notera ˚A son intérieur et A son adhérence.
Théorème 2.4.1. Sous l’Hypothèse 2.1.1, pour tout x ∈ D, tout borélien A de l’espace Ex(D),
−Λ( ˚A) lim inf
ε→0 ε
2 lnP(Xε,x ∈ A) lim sup
ε→0
ε2 lnP(Xε,x ∈ A)−Λ(A)
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On s’intéresse seulement au comportement de Y ε,xt pour des temps t inférieurs à τ ε,x . On
va donc le « tuer » comme la solution de l’équation progressive : soit le processus (Yε,xt )t∈[0,T ]
défini par :
Yε,xt :=
{
Y
ε,x
t , si t < τε,x
δˆ, sinon
où δˆ désigne le point à l’infini de Rk . La seule différence avec ce qui a été fait pour la diffusion
est que le processus Yε,x n’est pas continu à gauche en τ ε,x . On va donc définir un espace de
trajectoires explosives légèrement différent.
Définition 2.4.2. Pour T > 0 fixé, on définit l’espace des trajectoires explosives sur Rk , E(Rk),
par
E(Rk) := {ψ : [0, T ] → Rk ∪ {δˆ}, vérifiant : soit ∃t0 ∈ [0, T ], ∀t ∈ [t0, T ], ψt = δˆ et ψ
continue de [0, t0[ dans Rk, soit ψ continue de [0, T ] dans Rk
}
Pour une fonction ψ dans E(Rk), on définit son temps d’explosion par :
τ(ψ) := inf{t ∈ [0, T ], ψt = δˆ}
avec la convention habituelle inf∅ = +∞.
On munit l’espace E(Rk) de la même notion de convergence que E(D) et des mêmes voisi-
nages. E(Rk) est aussi un espace topologique séparé à base dénombrable.
On peut alors considérer le processus Yε,x comme une variable aléatoire à valeurs dans E(Rk),
de temps d’explosion τ ε,x1{τ ε,xT } + ∞1{τ ε,x>T }.
De même, la fonction (ψxt )t∈[0,T ], restriction à [0, T ] de la solution de (2.2.2), peut être re-
gardée comme un élément de E(Rk), de temps d’explosion infini.
Définition 2.4.3. En notant u = u0, on définit pour tout ε  0 une fonctionnelle Fε :E(D) →
E(Rk) par, si ϕ ∈ E(D) :
Fε(ϕ)(t) :=
{
uε(t, ϕt ), si t < τ(ϕ)
δˆ, sinon
, ∀t ∈ [0, T ]
Par construction de Fε , on voit que pour toute fonction ϕ de E(D),
τ
(
Fε(ϕ)
)= τ(ϕ)
Proposition 2.4.1. Pour tout ε > 0 et tout x ∈ D,
Yε,x = Fε(Xε,x) et (ψxt )t∈[0,T ] = F
(
(ϕxt )t∈[0,T ]
)
Démonstration. C’est la conséquence directe des Propositions 2.3.1 et 2.3.2. 
2.4.3. Le principe de grandes déviations
Définition 2.4.4. Soit λ = λx la fonction de taux associée au principe de grandes déviations
satisfait par (Xε,xt )t∈[0,T ] dans E(D) (Théorème 2.4.1). Pour toute ψ ∈ E(Rk), on pose
λ′(ψ) = λ′x(ψ) := inf
{
λx(ϕ), ϕ ∈ E(D), ψ = F(ϕ)
}
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Théorème 2.4.2. Sous les hypothèses du Théorème 2.3.2, pour tout x ∈ D, la famille de proces-
sus (Yε,xt )t∈[0,T ] satisfait, quand ε tend vers 0, un principe de grandes déviations dans l’espace
E(Rk) associé à la fonction de taux λ′x .
Démonstration. La démonstration de ce théorème repose, par un raisonnement identique à celui
du principe de contraction (cf. [15]), sur la continuité des fonctions Fε et F (Lemme 2.4.1), et
la convergence, en un sens à préciser, de Fε vers F (Lemmes 2.4.2 et 2.4.3), car les espaces
topologiques considérés sont à bases dénombrables.
Lemme 2.4.1. Pour tout ε  0, tel que ε  ε0, où ε0 est défini au Théorème 2.3.2, Fε est
continue sur E(D).
Démonstration du Lemme 2.4.1. On a déjà vu (Théorème 2.3.2) que pour tout 0 ε  ε0, uε
est continue.
Soit ϕ ∈ E(D), montrons la continuité de Fε en ϕ.
On suppose d’abord que τ(ϕ) > 0. Soit η > 0, et t0 ∈ [0, T ], t0 < τ(ϕ). Pour tout t ∈ [0, t0],
Fε(ϕ)(t) = uε(t, ϕt )
{ϕt , t ∈ [0, t0]} = L est un compact de D. Soit γ0 > 0 et K compact de D tels que Lγ0 = {x ∈
R
d, d(x,L)  γ0} ⊂ K. uε est continue sur [0, T ] × K donc uniformément continue. Il existe
γ > 0, que l’on peut choisir inférieur à γ0, tel que si (t, t ′) ∈ [0, T ]2, (z, z′) ∈K2, |t − t ′| + |z −
z′| < γ , alors |uε(t, z)− uε(t ′, z′)| < η.
Soit ν ∈ Vt0,γ (ϕ) = {ψ ∈ E(D): |ψ − ϕ|[0,t0] < γ }. En particulier, τ(ν) > t0.
Pour tout t ∈ [0, t0], νt et ϕt sont dans K, donc∣∣Fε(ν)(t)− Fε(ϕ)(t)∣∣= ∣∣uε(t, νt )− uε(t, ϕt )∣∣< η
On a donc trouvé γ tel que Fε(Vt0,γ (ϕ)) ⊂ Vt0,η(F ε(ϕ)).
D’autre part, si τ(ϕ) = 0, alors ϕ et Fε(ϕ) sont les applications constantes respectivement
égales à δ et δˆ. Le seul voisinage de ϕ est {ϕ}, et le seul voisinage de Fε(ϕ) est {Fε(ϕ)}, donc la
continuité est immédiate. 
On a vu dans le Théorème 2.3.2 la convergence uniforme de uε vers u sur [0,∞[×K, pour
tout compact K de D. On va en déduire la convergence des fonctions Fε vers F .
Lemme 2.4.2. Pour toute fonction ϕ ∈ E(D), telle que τ(ϕ) > 0, tout η > 0, tout t0 < τ(ϕ),
0 t0  T , il existe γ > 0, ε0 > 0 tels que si ε  ε0, alors
Fε
(
Vt0,γ (ϕ)
)⊂ Vt0,η(F(ϕ))
Démonstration du Lemme 2.4.2. Soit K compact de D contenant strictement ϕ([0, t0]). Il
existe γ0 tel que pour tout ν ∈ Vt0,γ0(ϕ), on ait ν([0, t0]) ⊂K.
u est continue sur [0, T ]×D donc uniformément continue sur [0, T ]×K. Il existe 0 < γ  γ0
tel que si (t, t ′) ∈ [0, T ]2, (z, z′) ∈K2, |t − t ′| + |z − z′| < γ , alors |u(t, z)− u(t ′, z′)| < η2 .
uε converge uniformément vers u sur le compact [0, T ]×K donc il existe ε0 tel que pour tout
ε  ε0, supz∈K,t∈[0,T ] |uε(t, z)− u(t, z)| < η .2
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tout t ∈ [0, t0],∣∣Fε(ν)(t)− F(ϕ)(t)∣∣= ∣∣uε(t, νt )− u(t, ϕt )∣∣

∣∣uε(t, νt )− u(t, νt )∣∣+ ∣∣u(t, νt )− u(t, ϕt )∣∣
 η
2
+ η
2
Fε(ν) ∈ Vt0,η(F (ϕ)). 
Lemme 2.4.3. Soit (εn)n∈N une suite de réels strictement positifs de limite nulle, (ϕεn)n∈N une
suite de E(D) qui converge dans E(D) vers une application ϕ. Alors Fεn(ϕεn) converge vers
F(ϕ) dans E(Rk) quand n tend vers l’infini.
Démonstration du Lemme 2.4.3. On distingue deux cas, selon que le temps d’explosion de ϕ
est nul ou non.
Si τ(ϕ) > 0, d’après le Lemme 2.4.2, pour tout t0 < τ(ϕ) = τ(F (ϕ)), tout η > 0, il existe
γ > 0 et ε0 > 0 tels que si ε  ε0, on ait Fε(Vt0,γ (ϕ)) ⊂ Vt0,η(F (ϕ)).
ϕεn converge vers ϕ dans E(D) donc uniformément sur [0, t0] : il existe n0 tel que pour
n n0,
sup
t∈[0,t0]
∣∣ϕεn(t)− ϕ(t)∣∣< γ, et εn  ε0
Pour n n0, on a donc ϕεn ∈ Vt0,γ (ϕ), donc Fεn(ϕεn) ∈ Vt0,η(F (ϕ)).
Si τ(ϕ) = 0, ϕ est l’application constante égale à δ et donc ψ = F(ϕ) est l’application
constante égale à δˆ. Il existe n0 ∈ N tel que pour tout n  n0, on ait ϕεn = ϕ, soit pour tout
t ∈ [0, T ], ϕεn(t) = δ. Par conséquent, pour tout n  n0, on a Fεn(ϕεn)(t) = δˆ, Fεn(ϕεn) = ψ .
Fεn(ϕεn) converge donc vers F(ϕ) dans E(Rk).  
3. Complément
Dans cette partie, on suppose que le système dynamique non perturbé (ϕxt )t0, au lieu d’avoir
un point d’équilibre stable x∗ dans D, sort, au contraire, strictement de D en temps fini, pour
toute valeur initiale x ∈ D. Nous étudions l’équation différentielle stochastique rétrograde basée
sur la diffusion associée, et sa convergence quand ε tend vers 0.
3.1. Construction de la solution de l’E.D.S.R. et de sa limite, quand ε tend vers 0
On suppose encore l’Hypothèse 2.1.1 vérifiée, mais on remplace les Hypothèses 2.1.2 et 2.2.1
par :
Hypothèse 3.1.1. La fonction ϕx sort de D « de manière régulière », selon la terminologie de
Freidlin et Wentzell (cf. [7]), c’est-à-dire : pour tout x ∈ D¯,
τx := inf{t  0, ϕxt ∈ ∂D} < ∞
et il existe δx > 0 tel que :
∀t ∈]τx, τ x + δx], ϕxt /∈ D¯
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sup
x∈D¯
sup
0<ε<ε(λ)
E[eλτε,x ]A(λ) < ∞ (3.1.1)
Dans ce cas il est possible, grâce au Théorème 1.3.1, de construire la solution de l’E.D.S.R.
Y
ε,x
t = g(Xε,xτε,x )+
τ ε,x∫
t∧τ ε,x
f (Xε,xr , Y
ε,x
r ,Z
ε,x
r ) dr −
τ ε,x∫
t∧τ ε,x
Zε,xr dBr, t  0
sous des hypothèses plus faibles que dans la section précédente, au moins pour ε « assez petit ».
En particulier on peut supposer que le générateur f ne dépend pas du temps.
On suppose que :
Hypothèse 3.1.2.
1. g :Rd → Rk est continue.
2. f :Rd × Rk × L(Rd ,Rk) → Rk , (x, y, z) 
→ f (x, y, z) est C-lipschitzienne, pour une
constante C > 0.
On choisit en fonction de f un λ > 0 suffisamment grand pour pouvoir appliquer le Théo-
rème 1.3.1 (plus précisément, on fixe un λ > 2C2 + 2C√C2 + 1, où C est la constante de
Lipschitz de f ), et on supposera désormais ε dans ]0, ε(λ)[.
Théorème 3.1.1. Sous les Hypothèses 2.1.1, 3.1.1 et 3.1.2, pour tout ε ∈]0, ε(λ)[, pour tout
x ∈ D¯, l’E.D.S.R. :
Y
ε,x
t = g(Xε,xτε,x )+
τ ε,x∫
t∧τ ε,x
f (Xε,xr , Y
ε,x
r ,Z
ε,x
r ) dr −
τ ε,x∫
t∧τ ε,x
Zε,xr dBr, t  0 (3.1.2)
admet une unique solution progressivement mesurable (Y ε,xt ,Z
ε,x
t )t0 telle que pour tout 0 <
α < λ, E[sup0tτ ε,x eαt |Y ε,xt |2] < ∞ et E[
∫ τ ε,x
0 e
αt (|Y ε,xt |2 +‖Zε,xt ‖2) dt] < ∞. (Y ε,xt )t0 est
continue.
Sous l’Hypothèse 3.1.1, pour tout x ∈ D¯, quand ε tend vers 0, le temps d’arrêt τ ε,x converge
vers τx en probabilité, uniformément en x ∈ D¯, et la diffusion (Xε,xt )t∈[0,T ] converge toujours en
probabilité vers (ϕxt )t∈[0,T ], donc la limite déterministe « naturelle » de notre E.D.S.R. devient
l’équation suivante :
ψxt = g(ϕxτx )+
τx∫
t∧τx
f (ϕxr ,ψ
x
r ,0) dr, t  0 (3.1.3)
Si (ψxt )t0 est la solution de (3.1.3), le couple (ψxt ,0)t0 coïncide avec la solution (Yt ,Zt )t0
de l’E.D.S.R. (1.2.1) associée par le Théorème 1.3.1 aux paramètres g(ϕxτx ), τx , f (ϕx· , ·,0).
On peut donc utiliser les résultats des Sections 1.2 et 1.3, en remarquant que les hypothèses
additionnelles des théorèmes d’estimation et de comparaison sont ici satisfaites.
H. Doss, S. Rainero / Bull. Sci. math. 131 (2007) 99–174 1693.2. Convergence et application à un système d’équations aux dérivées partielles semi-linéaires
elliptiques
Définition 3.2.1. Pour tout x ∈ D¯, tout ε ∈]0, ε(λ)[, on pose :
uε(x) := Y ε,x0 et u(x) := ψx0
Comme dans la Section 2, on a :
Proposition 3.2.1. Pour tout x ∈ D¯, tout ε ∈]0, ε(λ)[,
Y
ε,x
t = uε(Xε,xt ), ∀t ∈ [0, τ ε,x]
ψxt = u(ϕxt ), ∀t ∈ [0, τ x]
Comme précédemment, nous allons montrer que ces fonctions sont solutions de viscosité
d’E.D.P. semi-linéaires, ici elliptiques. Plus précisément, on étudie la convergence, quand ε tend
vers 0, de la solution du système d’équations aux dérivées partielles elliptiques semi-linéaires
suivant :
Lε,xuεi (x)+ fi
(
x,uε(x), ε∇uε(x)σ (x))= 0, x ∈ D, i ∈ {1, . . . , k}
uε(x) = g(x), x ∈ ∂D (3.2.1)
Pour parler de solutions de viscosité, nous devons de nouveau supposer que l’Hypothèse 2.3.1
est vérifiée.
On s’intéresse aussi à l’équation aux dérivées partielles du premier ordre :
d∑
j=1
βj (x)
∂ui
∂xj
(x)+ fi
(
x,u(x),0
)= 0, x ∈ D, i ∈ {1, . . . , k}
u(x) = g(x), x ∈ ∂D (3.2.2)
Les deux principaux résultats de cette section sont :
Théorème 3.2.1. Sous les Hypothèses 2.1.1, 3.1.1 et 3.1.2, soient 0 < ε < ε(λ), x ∈ D¯,
(Y
ε,x
t ,Z
ε,x
t )t0 et (ψxt )t0 les solutions respectives des Équations (3.1.2) et (3.1.3), alors pour
tout 0 < α < λ :
E
[
sup
0tτ ε,x∨τx
eαt |Y ε,xt −ψxt |2 +
τ ε,x∫
0
eαt‖Zε,xt ‖2 dt
]
 ρE
[
eα(τ
ε,x∨τx)∣∣g(Xε,xτε,x )− g(ϕxτx )∣∣2 + |eατε,x − eατx | + ε2]−→
ε→0 0
uniformément en x sur D¯, ρ étant une constante positive qui ne dépend essentiellement que de
f et de α et pas de ε.
Théorème 3.2.2. Sous les Hypothèses 2.1.1, 3.1.1, 3.1.2 et 2.3.1, soient uε et u les fonctions
données par la Définition 3.2.1.
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uniformément bornée en ε sur D¯.
2. La fonction u est une solution de viscosité du problème (3.2.2), continue et bornée sur D¯.
3. uε converge uniformément vers u sur D¯ quand ε tend vers 0.
4. (i) Si vε est une solution de classe C2b du problème (3.2.1), alors vε coïncide avec la fonc-
tion uε . Il y a donc unicité d’une solution classique pour l’E.D.P. (3.2.1).
(ii) Si v est une solution de classe C1 de (3.2.2), alors v coïncide avec la fonction u. Il y a
donc unicité d’une solution classique pour l’E.D.P. (3.2.2).
5. Si k = 1, et si f (x,0,0) 0 et g(x) 0 pour tout x ∈ D¯, alors :
uε(x) 0 ∀x ∈ D¯
u(x) 0 ∀x ∈ D¯
Nous démontrons seulement les points dont la preuve est sensiblement différente de celle du
Théorème 2.3.2.
Démonstration du Théorème 3.2.1. Il se prouve en utilisant à nouveau les estimations sur les
différences entre solutions démontrées dans la Section 1 : pour tout 0 < α < λ, il existe des
constantes positives T et kT telles que :
E
[
sup
0tτ ε,x∨τx
eαt |Y ε,xt −ψxt |2 +
τ ε,x∫
0
eαt
∥∥Zε,xt ∥∥2 dt
]
 kT E
[
eα(τ
ε,x∨τx)∣∣g(Xε,xτε,x )− g(ϕxτx )∣∣2]
+ kT E
[ T∧(τ ε,x∨τx)∫
0
eαt
∣∣f (ϕxt ,ψxt ,0)1{tτx } − f (Xε,xt ,ψxt ,0)1{tτ ε,x }∣∣2 dt
]
+ kT E
[( ∞∫
T
eαt/2
∣∣f (ϕxt ,ψxt ,0)1{tτx } − f (Xε,xt ,ψxt ,0)1{tτ ε,x }∣∣dt
)2]
(3.2.3)
Sous l’Hypothèse 3.1.1, on peut montrer la continuité en x ∈ D¯ de l’application x 
→ τx comme
au Théorème 3.2.3 (cf. l’Appendice A) car
τx = inf{t  0, ϕxt /∈ D¯} = inf{t  0, ϕxt ∈ ∂D}, ∀x ∈ D¯
On en déduit l’existence d’une constante T0 < ∞ telle que τx  T0 pour tout x ∈ D¯.
Il s’ensuit facilement que (ψxt )t0 est bornée en t  0 et en x ∈ D¯, et que la fonction u est
bornée sur D¯, ce qui permet de conclure à partir des inégalités (3.2.3). 
Démonstration du Théorème 3.2.2.
1. uε est bornée
Pour simplifier les notations, on posera ξε,x := g(Xε,xτε,x ). K est une constante qui varie de
place en place. Les majorations de solutions permettent d’écrire que pour tout 0 < α < λ,
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[
sup
0sτ ε,x
eαs |Y ε,xs |2
]
 γT E
[
eατ
ε,x |ξε,x |2 +
T∧τ ε,x∫
0
eαr
∣∣f (Xε,xr ,0,0)∣∣2 dr
]
+ γT E
[( τ ε,x∫
T∧τ ε,x
eαr/2
∣∣f (Xε,xr ,0,0)∣∣dr
)2]
 γT KA(α)
car g et f sont continues, pour r dans [0, τ ε,x], Xε,xr reste dans le compact D¯, et d’après (3.1.1).
En particulier, on a donc
|Y ε,x0 |2 KA(α)
Grâce à la Proposition 3.2.1, on déduit de la bornitude de uε que :
Lemme 3.2.1. Il existe une constante K telle que pour tout x ∈ D¯, tout 0 < ε < ε(λ), on a :
|Y ε,xt |K, ∀t  0
uε est continue
La continuité de uε se montre de manière similaire, mais plus simple car il n’y a plus de
dépendance temporelle, à celle la Section 2. Notons cependant que l’on utilise les estimations des
différences entre solutions du Théorème 1.2.2 et non plus du Théorème 1.1.2, et que β n’étant
plus monotone, on n’a plus le Lemme 2.3.3, on doit donc se contenter d’estimations classiques
de la forme sup0tT E[|Xxt − Xyt |2] C(T )|x − y|2, estimations qui sont suffisantes dans ce
cadre.
u est continue
(ϕxt )t0 est continue par rapport à la condition initiale x pour la norme uniforme sur [0, T ],
pour tout T > 0. L’application D¯ → R+, x 
→ τx est continue. L’application x 
→ g(ϕxτx ) est
alors aussi continue, et il s’agit donc d’un problème classique d’équation différentielle dépendant
continûment d’un paramètre. 
Remarque 3.2.1. Si on se place en dimension k = 1, et si on suppose que f est strictement mo-
notone, alors il y a unicité d’une solution de viscosité continue bornée de (3.2.1). Nous renvoyons
à [4] pour les énoncés d’unicité des solutions de viscosité dans ce cadre elliptique.
Remarque 3.2.2. Dans la dernière section, où l’on suppose que les solutions du système dy-
namique non perturbé sortent strictement de D en temps fini, il nous a été possible de travailler
dans un cadre elliptique. Mais nos hypothèses ne le permettent pas dans le premier cas, où l’équa-
tion différentielle limite admet un unique point d’équilibre stable. Cependant, la stabilité et les
grandes déviations de telles E.D.S.R. peuvent aussi être étudiées avec un générateur indépendant
du temps, en dimension 1 (cf. [11] et [12]).
Remarque 3.2.3. Comme dans la Section 2.4, on peut démontrer un principe de grandes dévia-
tions pour le processus Y ε,x solution de l’E.D.S.R (3.1.2) à condition de le « tuer » au temps de
sortie τ ε,x .
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Théorème 3.2.3. Sous l’Hypothèse 2.1.1, pour tout ε > 0 et tout x ∈ D¯, τ ε,x est fini presque
sûrement et coïncide avec le temps de sortie du processus Xε,x de D¯.
De plus, pour tout ε > 0, Xε,xτε,x est continu en probabilité par rapport à x, x ∈ D¯, et pour tout
n ∈ N,
sup
x∈D¯
E
[
(τ ε,x)n
]
< ∞
Démonstration. ε est fixé ici, strictement positif, on omet l’exposant.
Sous l’Hypothèse 2.1.1, il est classique que
λ1 := sup
{
λ > 0, sup
x∈D¯
E[eλτx ] < ∞}> 0
(cf. par exemple Friedman dans [8]). On en déduit en particulier que pour tout entier naturel n,
sup
x∈D¯
E
[
(τ x)n
]
< ∞
et que τx < ∞ presque sûrement, pour tout x ∈ D¯.
On commence par prouver que si y ∈ ∂D, alors presque sûrement :
τy = νy = 0
où
νy := inf{t  0: Xyt /∈ D¯}
Pour tout t > 0,
φ(X
y
νy∧t ) = φ(y)+ ε
νy∧t∫
0
∇φ(Xys )σ (Xys ) dBs +
νy∧t∫
0
Lφ(X
y
s ) ds
où L désigne le générateur infinitésimal de la diffusion Xy :
L :=
d∑
i=1
βi(·) ∂
∂xi
+ ε
2
2
d∑
i,j=1
(σσ ∗)i,j (·) ∂
2
∂xi∂xj
y ∈ ∂D donc φ(y) = 0. De plus, Xyνy∧t est dans D¯ par définition de νy , donc φ(Xyνy∧t )  0.
D’où :
ε
νy∧t∫
0
∇φ(Xys )σ (Xys ) dBs −
νy∧t∫
0
Lφ(X
y
s ) ds
On note Mt := ε
∫ νy∧t
0 ∇φ(Xys )σ (Xys ) dBs . Alors
〈M〉t = ε2
νy∧t∫ ∣∣∇φ(Xys )σ (Xys )∣∣2 ds
0
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Mt = Bˆ〈M〉t
y ∈ ∂D donc ∇φ(y)σ (y) est non nul. Presque sûrement, il existe t0 > 0 tel que si 0 < t  t0, on
ait par continuité ∇φ(Xyt )σ (Xyt ) non nul.
Presque sûrement, sur {νy > 0}, on a donc pour tout t > 0, 〈M〉t > 0. Quand t tend vers 0,
〈M〉t tend vers 0. On définit presque sûrement sur {νy > 0}, pour t > 0, « assez petit », de sorte
que 〈M〉−1t > e :
ψ(t) :=
√
2〈M〉t ln ln〈M〉−1t
La loi du logarithme itéré pour le mouvement brownien Bˆ nous permet alors d’écrire que presque
sûrement sur {νy > 0} :
lim sup
t→0
Bˆ〈M〉t
ψ(t)
= 1, lim inf
t→0
Bˆ〈M〉t
ψ(t)
= −1 (3.2.4)
Or Bˆ〈M〉t = Mt , donc
Bˆ〈M〉t
ψ(t)
−
∫ νy∧t
0 Lφ(X
y
s ) ds
ψ(t)
(3.2.5)
On étudie alors la limite quand t tend vers 0 du terme de droite.∣∣∫ νy∧t
0 Lφ(X
y
s ) ds
∣∣
t

∫ t
0 |Lφ(Xys )|ds
t
Quand t tend vers 0, presque sûrement,∫ t
0 |Lφ(Xys )|ds
t
→ ∣∣Lφ(y)∣∣< ∞
Par ailleurs, en notant γ (s) := ε2|∇φ(Xys )σ (Xys )|2, on a :
〈M〉t =
νy∧t∫
0
γ (s) ds ∼
t→0 tγ (0) = 0 p.s. sur {ν
y > 0}
et :
t
ψ(t)
= t√
2〈M〉t ln ln〈M〉−1t
∼
t→0
√
t√
2γ (0) ln ln t−1
p.s.
Par conséquent,
−
∫ νy∧t
0 Lφ(X
y
s ) ds
ψ(t)
tend vers 0 presque sûrement sur {νy > 0}, ce qui contredit (3.2.4) et (3.2.5).
Donc P(νy = 0) = 1.
Montrons maintenant que νx = τx presque sûrement pour tout x de D.
On a déjà P(νx  τx) = 1.
À l’aide de la propriété de Markov forte, on évalue :
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= Ex[EXτ [1{ν>0}]]
= Ex[0] = 0
car Xτ ∈ ∂D presque sûrement.
Par conséquent, pour tout x ∈ D¯, on a
P(νx = τx) = 1
soit :
τx = inf{t  0: Xxt /∈ D¯} p.s.
Ceci étant établi, la continuité en probabilité de x 
→ τx sur D¯ se prouve comme dans Darling et
Pardoux (cf. [5]). 
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