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Creating models 01' real objects is a complex task for which the use of traditional modeling 
techniques has proven t.o be difficult. To solve sorne of thes problems, laser rangefinders are 
1'requently used to sarnple an object' s surface frorn several viewpoints resulting in a set of 
range images that are registered anrt integrated into a final triangulated model. In pradice, 
dIJe to surface reflectance properties, occlusions and accessibility limitations, certain areas 
of the object's surface are usually not sampled, leaving holes which create undesirable arti­
fac:ts in the integrated model. In this paper, we present a novel algorithm 1'or the automatic: 
hole-filling 01' triangulated models. The algorithm sta.rts by locating hole houndary regions. 
A hole consists 01' a closed path of edges of boundary triangles that have at least an edge, 
whic:h is not shared with any other triangle. The edge of the hole is then fitted with a b-spline 
where the average variation of the torsion of the b-spline approximation is calculated. Using a 
simple threshold of the average variation of the torsion along the edge, one can autornatically 
classify real holes from man-made holes. Following this das ification proc ss, we then use [\.n 
alltomated version of a radial basis function interpolator to fin the inside of the hole using 
neighboring edges. 
Keywords: Radial 13asic Functions, 3-D Rec:onstruction, Free Form Objects. 
Vil 
Resumen. 
La creación de modelos de objetos reales es una tarea compleja para la cual se ha visto que 
el uso de técnicas tradicionales de modelamiento tiene restri cion ~ . Para resolver algunos de 
estos problema", los sensores de rango basados en. láser se usan con frecuencia para muestrear 
la superficie de un objeto desde varios puntos de vista, 10 que resulta en un conjunto de imáge­
nes de rango que son registradas e integradas en un modelo final triangulado. En la práctica, 
debido a las propiedades reflectivas de la superficie, las oclusiones, y limitaciones de acceso, 
ciertas áreas de la superficie del objeto usualmente no son muestreadas, dejando huecos que 
pueden crear efectos indeseables en el modelo integrado. En este trabajo, presentanl0s un 
nuevo algoritmo para el II do_de.JlUBCOs· partir de. moelelDs triangulados. El algoritmo 
comienza localizandola frontera de las regiones donde están los huecos. Un hueco consiste ele 
un canuno cerrado de bordes de los triángulos en la. frontera que tienen al menos un borde 
que no es compartido con ningún otro triángulo. El oorde del hueco es entonces adaptado me­
diante un J3.-Spline donde la variación promedio de la torsión del la aproximación del J3.-spline 
es calculada. Utilizando un simple IImbral de la variación promedio a 10 largo del borde, se 
puede clasificar automáticamente, entre huecos reales o generados por intervención hUmal1a. 
SigUIenoo este proceso de clasificación, se usa entonces una versión automatizada del inter­
polador de funciones de base radial para llenar el interior del hueco usando los bordes vecinos. 














.!La reconstrucción 3-D es el proceso mecliante el cual, objetos reales, son reproducidos en la 
( memoria de un computador, manteniendo sus características físicas (dimensiones, volumen y 
forma). 
El problema de la representación y reconstrucción de formas tridimensionales ha recibido una 
enorme atención en investigaciones de visión en la última década. El interés surge debido a 
que la teoría de formas tiene aplicaciones en una amplia variedad de campos, a saber:~ 
geométrico asistido por computador, automatización de manufactura, mapeo de terrenos, 
cond UCción de vehículos1 ~rqueología, reStauraciónae obras de aJi;e, vigilancia, entre otros. 
Pero además de cualquier aplicación práctica, el problema tiene mucho interés matemático y 
científico. 
El uso combinado de imágenes de rango e imágenes a color es muy prometedor, y ha de­
mostrado producir lIn grado de fotorealismo sin precedente..s [17,20]. Desafortuna.damente, 
algunas propiedades de las superficies (reflexión baja o especular), oclusiones y limitaciones 
de accesibilidad causan que el escáner pierda algunos elementos de superficie, conduciendo a 
reconstrucc1' incompleta de la escena e introduciendo huecos en los modelos resultantes. La 
.creación de represen iones en malla de alta calidad basadas en dicha informaóón incomple­
ta sigue siendo todo un reto [29] . Debido a los costos y dificultade..s involu rao im. el.escaneo 
de ambientes reales, es deseable contar con herramientas au"iOñ1áiicas ó semiautomáticas para 
ayu ar -los -usuarios -a mejorar la calidad del conjunto de datos incompleto. 
-........... ­
El problema de llenar huecos en una malla triangulada puede dividirse en dos sub-problemas: 
1) Identificación de los huecos y construcción de los datos que faltan , usando los datos dis­
ponibles cerca de los huecos. Desafortunadamente, ninguno de estos problemas es trivial, 
1 
debido a que los huecos creados durante el proceso de es caneo de objetos geométricamen­
te ricos, tales como esculturas detalladas, puede ser bastante complejo [9]. Sin embargo, en 
muchos casos, los huecos ocurren en imágenes de rango que pueden ser topológican1ente rmís 
simples. Este es el caso de muchos huecos encontrados cuando se escanean ambientes inte­
riores, donde la mayoría de las superficies tienden a ser suaves, y abundan las áreas planas 
(Por ejemplo, imagine una casa ó un ambiente de oficina.). Para esta.') situaciones, se pue­
den especificar algoritmos más simples para identificar o para parametrizar sus vecinos, para 
evitar los problema.') usualmente asociados con los casos más generales . 
Este trabajo presenta un nuevo algoritmo R a identificar y n· nar automáticamente los huecos 
en regiones asociadas con superficies suaves. Ehrlgorítmo toma una Inl1lla·-triarrguláaa, clial 
se ~a:oot- cta.r-laexist_en ja.~ordes (bo-rdes que pertenecen a un solo triángulo). La 
ocurrenciáoe un hueco-in'lplica la existencia ( e un ClC Ódefiñioo 1'1 08 hordf>B de la frontera. 
Así, una vez que se encuentra un borde de frontera, el algoátmo traza la. frontera entera. Un 
anillo de puntos alrededor de la frontera se usa para un procedimiento de interpolación que 
eventualmente llena el hueco. Los puntos cer a al hueco se usan para adaptar una superficie 
uSa.Q..do un interpoladQr de función de base radial (RBF). { a caract~a importante 
de nuestro al oritmQ es garantizar que lOS-'parches reconstruidos se acoplan suavemente en 
la superficie' original ; más aún, la superficie reconstruida. preserva el mue..<¡treo de la ma.lla. 
orig inal . Como ~ distinguen las nuevas primitivas de los puntos originale..<¡, estas pueden ser 
procesadas posteriormente. Ya que el algoritmo trabaja después de la reconstrucción de la 
superficie que crea la malla, puede ser usado con cualquier técnica de reconstfllcción y su 
procesamiento se limita al tamaño de los huecos. En este trabajo se demuestra la efectividad 
de nuestro acercanl.Íento empleando conjuntos de datos reales, y se muestra como puede 
mejorar significativamente la calidad de todo el modelo de malla triangular. 
Organización. 
Este trabajo está organizado como sigue: El capítulo 2 introduce los fundamentos de la 
etapa de integración del proceso de reconstrucción de objetos tridimensionales. El capítulo 3 
presenta una introducción a las funciones de base radial. El capítulo 4 presenta. la revisión 
de la literatura. El capítulo 5 descrihe el método propuesto para. el llenado de huecos. El 
capítulo 6 discute los resultados obtenidos usando el algoritmo propuesto, y por último, el 




La reconstrucción tridimensional no es una tarea trivial, ella cuenta con una variedad de 
etapas cuyo objetivo principal es obtener un algoritmo que sea capaz de realizar la conexión 
del conjunto de puntos representativos del objeto en forma de elementos de superficie , ya 
sean triángulos, cuadrados o cualquier otra. forma. geométrica. 
En general, el proceso de reconstrucción tridimensional, involucra las et pas conocidas.como: 
adquisiciQp _ régistro, integración y ajuste, siendo la. última etapa, la qlle proporciona el 
modelo compu.tacionaf del objeto ·¡'epresentado. Generalmente una sola. ima.gen de ranao no 
es sUhciente para representar un escena completa, así que múltiples imágenes deben ser 
adquiridas y registradas para formar un simple conjunto de puntos. La Figma 2.1 muestra el 
proceso de conversión de una escena del mundo real, representada en IIn conjunto de imágenes 
parciales a un modelo trdimensional completo [19]. 
( Registro 
Ajuste de8 ..(AdqUiSiCión ) " .... Superficies 
( Integración ] '" 
Figura 2.1: Proceso de reconstrucción tridimensional 
3 
(a) Hueco generado por ocllL'~ión. (b) Anomalía causada por redundiU¡cüt de d,tto~. 
Figura 2.2: Anomalía topológica sobre la superficie. 
La integración es una etapa del proceso de reconstrucción 3-D, que consiste en obtener una 
representación computacional suave y continua del objeto. na vez se han registrado la..<; 
diferentes imágenes de rango utilizadas para el proceso de reconstrucción, se tiene un conjunto 
de datos en el espacio 3-D cuya conectividad .Y relación aún no está muy bien definida, dehido 
a que los datos registrados en la etapa previa generan superficies parciales que poseen huecos, 
intersecciones poligonaJes, falsos bordes, entre otros . Además, el proceso busca eliminar toda 
la información redundante presente en aquellos casos en que se realiza un gran número de 
tomas del objeto en regiones con poca variaóón en su superficie, de tal manera, que se dehe 
lograr llevar los datos a una representación única que defina de manera precisa la geometría 
del ohjeto. 
Siguiendo la definición propuesta por Curless, el proceso de integración de imágenes de rango 
se descrihe así: 
"Dado un conj unto p de imágene.s alineadas y con ruirlo: h, ... ,h, encontrar la ( 
superficie que mejor aproxime los puntos contenidos en la..<; imágenes de rango" [6] j 
En la Figura 2.2 se ohserva como la presencia de huecos y la redunda.ncia de datos sohre la (_.> _ 




2.1 Imágenes de Rango. 
Las imágenes de intensidad son de uso limitado en términos de estimación de superficies. Los 
valores del píxel están relacionados con la geometría de la superficie sólo indirectamente. Las 
[ i~ágenes de rango son una clase especial de imágene.<; digitales, conocidas como imágenes 
1 d profundidad, mapas de profimdidad, mapas xyz , perfiles de superficie.'l e imágenes 2.b-D. 
Éstas pueden ser representadas en dos formas hásicas: como una lista de coordenadas 3-D 
en un marco de referencia dado (nuhe de puntos), para lo cual no se requiere ningún orden 
específico, o como una matriz de valores de profundidad de puntos alo largo de las direcciones 
de los ejes x, y de la imagen, lo cual hace explícito la organización espacial. En términos 
generales, las imágenes de rango codifican la posición de la superficie directamente, por lo 
tanto, la forma puede ser ohtenida fácilmente. Cada píxel de una imagen de rango, expresa ? 
la distancia entre un marco de referencia conocido (generalmente asociado al sensor) y un \ 
punto de vista visihle en la escena. Por lo tanto, una imagen de rango reproduce la e.c;tructura J 
3-D de una escena (ver Figura 2.3). 
Formalmente una imagen de rango se define como un conjunto de k muestras discretas y 
una función escalar J: ¡2 ----) lR con '1', = J(71.¡) donde 1/,i. E ¡2 e.'l el índice de la malla 
que define la imagen, Ti E lR e i = {l, 2, ... , k}. Esta imagen puede ser expresada como 
información de profundidad, definiendo un conjunto de k muestras puntuales de la función 
vectorial H : ¡2 ----) lR3 , di = H(Ui), donde di E lR3 e i = {l, 2, ... , k}, donde cada punto 
muestreado tiene coordenadas 3-D (Xi, Yi, Zi ), decir, (Xi, Yi) = 'Ui 1 Z¡ = Ti = J(Ui) [7]. 
2.2 Objetos de Forma Libre. 
Las definiciones de superficies y ohjetos de forma lihre son a menudo intuitivas en lugar 
de fom1aJes. Los adjetivos sinónimos incluyen e.'lculpidas, flujo lihre, suave por trozos para 
algunos grados de continuidad n. A menudo, "la forma libre" es una caracterización general 
de un ohjeto cuyas superficies no son de una clase fácilmente reconocida, como las superficies 
planas y jo cuadráticas. Se asume a menudo que un ohjeto de forma lihre está compuesto de 
una o más superficies no planas y no cuadráticas (superficies de forma lihre) . Una caracteri­
zación aproximadanlente equivalente fue proporcionada por Desl [3]: "a free -form surface has 
a well defined 8u'rface normal tho.l i.<; continuou.~ almosl eve-rywheTc excepl al vertic.es, edges 
and cusps". Dorai y Jain [10], Desl [3], y Stein y Medioni [26] hacen referencia a esculturas , 
carrocerías, cascos de harco, aviones, rostros humanos, órganos, y mapas de terreno como 
ejemplos típicos de ohjetos de forma lihre (ver Figura 2.4). Específicamente excluidos de 
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Figura 2.3: Proceso de adquisición de la ima.gen de rango para. dos vista') 




objetos infirtitamente detallados que poseen autosimilaridad, que se describen mejor usan­
do modelos fractales, y superficies no orientables como la') cintas de Moebius y botellas de 
Klein [4]. 
2.3 Aplicaciones. 
Las aplicaciones de la digitalización y reconstrucción de formas 3-D son de gran alcance e 
incluyen manufactura, simulación virtual, exploración científica, medicina, negocios, entre 
otros [6]. 
2.3.1 Ingeniería inversa. 
Muchas partes manufacturables actualmente son diseñadas con software de Diseño Asistido 
por Computador (CAD). Sin embargo, en algunas instancia'), una parte mecánica existe y 
pertenece a un sistema activo, pero no se tiene ningún modelo computa.rizado para reconstruir 
la') partes. Con frecuencia, este es el caso de máquinas actualmente en servicio que fueron 
diseñadas antes del advenimiento de los computadores y sistemas CAD, así como partes que 
fueron encajadas a mano dentro de maquinarias existentes. En los casos donde no existen ni 
partes de repuesto ni moldes para cambiarla, entonces sería posible remover una parte de un 
sistema activo y digitalizarla precisamente para su manufactura. 
2.3.2 Inspección. 
Después que un constructor ha creado un modelo computarizado de una pieza, ya sea por 
medio de la digitalización de la forma de un modelo físico, o a través de un diseño CAD 
intera.ctivo, él posee una variedad de opciones para fabricar esta parte, como un prototipo 
funcional y como punto de partida para su producción por lotes. Finalmente, las dimensiones 
de la parte fabricada deben caer dentro de algunas tolerancias de funcionamiento. En este 
caso, la digitalización de la figura puede ayudar a determinar dónde yen qué medida difieren 
el modelo computarizado y la forma de la parte real. Estas diferencias pueden servir como 
guía para modificar el proceso de manufactura hasta que la parte sea aceptable. 
7 
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2.3.3 Piezas museables. 
Las piezas museables representan objetos únicos en su clase, que atraen el interés de científicos 
y plÍbJico en general en todo el mundo. TradicionaJmente, para poder apreciar estos objetos, 
ha. sido necesario visitar museos potencialmente distantes u obtener imágenes no interacti­
vas o secuencias de video. Digitalizando est<'l¡:¡ piezas, los curadores de los m\l~pued n 
ponerlas a disposición para una. vbualización interactiva . Para 10 8 científi 'os, (~st m a.deJ!¡ · 
córrlplltarizadós ofr cen la ¿portuI1l ad de estudiar y medir artefactos remotamente, u~anrlo 
po erosas herramientas de computación. 
2.3.4 Medicina. 
Las aplicaciones de la digüaJización de formas 3-D en merlicina, tienen un amplio aJcance. 
Las próte..<¡is pueden ser diseñadas a la medida, cuando las dimcnsioncA'i de cada paciente son 
conocidas con aJta precisión. Los cirujanos phísticos pueden usar la. forma del rostro de un 
individuo para. modelar el proceso de cieatrización del tejido y apreciar el re..<¡ultado final de 
la. cirugía. En el procedimiento de un tratam.iento radioactivo, un modelo de la figura del 
paciente puede ayudar a guiar aJ médico a dirigir la radiación con precisión . 
9 
Capítulo 3 
FUNCIONES DE BASE RADIAL 
(RBF). 
Debido a los avances en computación y a la disponibilidad de hardwa.re de aJtas prestaciones , 
en las dos últimas décadas se ha dado un creciente interés por las aplica.ciones..deJaint&!:Qo­
lación multivariable el! O1ld..chas áreas de la ciencia y la, ingeniería, ta,les como la, computación 
g :a:fica, s lsterna." CAD, imágenes médicas, sist.emas de información geogTáfica, entre otras. 
En las -aplicaciones originadas en prob]emas__reaJes, ]00 datos que Se-cleben Int"er o aL.estáJl 
colocados de manera dispersa; por ello, se necesitan aJgoritmos aplicables a una distribución 
arbitrariade punto.'. Tales algoritmos existen y son bien conocidos para el caso univariar 
do, pero las dificultades se aumentan en el caso multivariado. L funciones de base radial__ 
constituyen 1Ina herramienta. que facilita la solución del problema (Je int.erpolación de datos 
dispersos en varias variables lI8]. 
El problema de la reconstrucción se puede modelar considerando los datos en la forma 
{(O'i, di) E JRd X JR}f., l. En el caso pa.rticular de nubes de puntos provenientes de imágenes de 
rango, se tiene un conjunto P = (Xi, Yi, Zi) que se pueden ver en la forma {(ai, Zi) E JR2 XJR} i~ l 
donde ai = (Xi, y;) y di = Zi· 
Se asume que los datos obedecen a una representación fl.lncional f IRd ---+ IR Y queremos 
encontrar un interpolaJlte S(X) que aproxime a f. 
Un interpoJante de base radial tiene la forma: 
10 
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N 
S(X) = ¿ /\4>(11 X - ai 11) + p(X) (3.1 ) 
i = l 
donde X E ]Rd yen el caso de superficies la X = (x, y), p(X) es un polinomio de grado pequeño 
y Ai son los pesos o escalares que se determinan con las condiciones de interpolación, 11 . 11 es 
la norma Euclideana y 4> es una función 4> : [0,00[-> ]R continua. y fija de una sola variable, 
N es el número de puntos que se utilizan para la interpolación. 
Se puede decir entonces que la aproximación S representa combinaciones lineales de trasl ar­
ciones de una función fija que es radialmente simétrica con respecto a la norma euclídea, lo 
cual la hace sencilla de implementar. 
Frecuentemente se dirá que el punto o,¡ es un centro de la función interpolante de ha..c;e radial. 
Más aún, es usual referirse a 4> como la. función de base radial , si se entiende que ésta es 
evaluada. en la norma euclídea.. 
Los valores .\ se determinan resolviendo el sistema de ecuaciones siguiente: 
(3 .2) 

es decir, para el caso de superficies 
N 
S(ai) = ¿ Aj 4>(11 ai - o,j 11) + p(a,) = ""; ,para i = 1, ... , N (3.3) 
J = j 
formando el sistema de ecuación AA = D , donde la matriz A está definida así: 
1/>( 1a l - a.1 11) <PUl a.l - a2 11) . . . cP (1I al - (J.N 11) 1 [ Al 1
<p( 1I l! 2 - (JI 11) <p( 11 l!2 - a2 11) cP UI a2 - aN 11) A2 
A= . . . . , A = . . ,D= [ :.: 1 (3 .4) [ 
11>( II a N - al ID .p(1I aN - a2 11) .pUl aN - aN 11) )'N Z¡v 
Es fá.cil ver que la matriz de interpolación A es simétrica .Y ademá..s puede ser una. matriz 
definida positiva con una selección apropiada de la función bá.sica 4>, as decir , para cualquier 
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4>(1") = r Ok ' log(r), k E N 
4>(1") = (c" +r")PJI < O 
4>(1") = (co + r O )P,(3 > 0,(31: N 
n(,.) = ('-"r-. f\ > O 




Tabla 3.1: FW1ciones de base radial típicamente usada..c; [2]. 
N
L Ú'.jÚ'.k<h(a] - ak) > ° (3.5) 
j,k=l 
para cualquier vector o: = (0:1,0:2, ... , O:N) E]RN - {O}. Esto hace que el sistema AA = D 
tenga siempre solución y puede resolverse directamente por un método de descomposición 
LU. 
Duchon [11] propone el uso de la función cjJ(r ) =11 l' 11 3 para la interpolación en 3-D, obte­
niéndose una superficie Coo (infinitamente derivable). Aunque con esta elección A puede ser 
singular para conjuntos de puntos no triviales con centros (iiferentes. 
En la Tabla 3.1 y en la Figura 3.1 se muestran algunas funciones de base radial típicamente 
usadas. 
Funciones de Base Radial de Soporte Compacto (RBF-SC). 
La..c; funciones de base radial se pueden clasificar de acuerdo con su soporte en: funcione:> de 
soporte compacto y funciones de soporte global. 
Una función básica </; es de soporte compacto si existe un intervalo cerrado [0., b] tal que, 
</; (1:) = 0, Vx ~ [a ,b], es decir, </; se anula por fuera de un intervalo cerrado. Si el interpolan te 
S se construye usando funciones de base radial de soporte compacto, la matriz definida en la 
ecuación 3.4, es una matriz dispersa (con gran cantidad de entradas nulas), puesto que cjJ se 
anula. en una gran cantidad de valores; en otras palabras, una gran cantidad de centros dejan 
de tener influencia sobre los otros. A la vez desde el punto de vista computacional, resolver 
un sistema. con una matriz dispersa es más eficiente que con una matriz densa. 
Por otra parte, las funciones que no son de soporte compacto se llaman de soporte global, 
por ejemplo, las funciones de la. Tabla 3.1 son de soporte global. 
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Figura 3.1: Funciones de base radial [16]. 
Una definición típica de una RI3F-SC tiene la forma: 
j O ~r< lf(r) ~ {~1 - (r/,,))"P(r/,,) (3.6)
de lo contrario 
donde P(r') es una función polinómica, r es el radio de soporte y o: se conoce como parámetro 
de escalamiento. 
Obsérvese que este tipo de funciones se anulan para valores de r hIera del intervalo [0 , 1), 
lo que hace particularmente interesante la interpolación con estas funciones, pues al escalar 
r adecuadamente la interpolación toma la forma local. Esto es, se produce un ajuste que es 
localmente detallado. 
Wendland [28] construyó distintas funciones de base radial de soporte compacto, de tipo 
polinómico de mínimo grado, para un orden de suavidad dado, algunas de estas funciones se 
presentan en la Tabla 3.2. El radio de soporte de cada una de estas funciones está normar 
lizitdo Cll 1. pcro pl[('(k s('r f¡Í,CÜllH'utc escalado a tUl radiu de suporte,. tOlll<ll11ltl o( ~ J. Se 
debe tener cuidado nI sc!ecC'Íouar este radio de soport(~. ¡lllCS OIiUtdo (;stc se e1i~(' delllRsiado 
pequeño, la vecindad local a una semilla o centro no aparecerá capturada correctamente (ver 
13 
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F nnción de Sopo·rte Campado Onlr 11 d, SU(J I"¡r/ud 
(1- 113: 11)< Cu 
(1- 1I .,· lIr (.:/ 11 ,r 1I +1) C~ 
(1- 11 ,"ID lJS 11·,.11- +11' 11 ·/ 11 +:3) (' 
(1- 11,1" 11) ' 02 lI·r 11 +2[, 11 J ' II~ +,'1 1,) 11 +1) c' 
Tabla 3.2: Funciones de base radial de soporte compacto de tipo polinómico. 
(a) Radio de soporte pequeño. (b) Radio de soporte gníode. 
Figura 3.2: Problemas con el tamaño del radio de soporte 
Figura 3.2(a)). Sin embargo, la selección de un radio muy grande decrementa la efectividad 





REVISION DE LA LITERATURA. 
La revisión de la literatura sobre la problem ' ica de la 'orrección de huecos en imfÍgenes de 
rango revela numerosos int.entos por resolver dicho problema. Encontrar la conexión correcta. 
entre los puntos en tres dimensiones es generalmente un problema muy complejo. La presencia 
de ruido y el muestreo no uniforme en los da tos const.ituyen t.ambién un problema difícil de 
resolver. 
T\Jrk y Levoy [27] presentaron un algorit.mo ll am ado Mcsh Zippcring, corno una forma de 
integTar imágenes de rango, el algoritmo consta ele tres fases principales, en la primera fase 
se ap]jca el algoritmo de erosión que remueve los triángulos que p rtenecen a los bordes de 
cada imagen. En la segunda fase, se corrigen los huecos que hayan surgido como consecuencia 
de la etapa de erosión, teniendo en cuenta los datos coincidentes entre las imág nes. Por 
último, se optimiza el tamaño de los triángulos que se crea.ron en la fase de n nado (que 
generalmente son muy pequeños) , con el fin de disITÚnuir el número de elementos de superficie 
de la representación. Este método, además de requerir mucha información para hacer la 
reconstrucción , no hace buenas representadones en esquinas y bordes, lo que incrementa el 
nivel de complejidad de la representad ón. 
Hoppe [14] introdujo un algoritmo que utiliza una función de distancia con si<rno ent.re punt.os 
cercanos a la superficie estimada y luego aplica. la extran;¡Ún de la iso-superficie resultante 
de los cruces por cero, mediante la ejecución de un algoritmo de tornas de contorno sobre 
una región de espacio cercano a.l valor de distancia igual a cero y que además contenga el 
conjunto de datos. La función de distancia se extrae por medio d I uso de matrices de co­
varianza locales, para luego pasar a una representación en grafos de Riemman. Para asegurar 
la corrección en la dirección de las normales a los planos onsecutivos, se aplica un algoritmo 
de propagación llamado Minimal Spanning Tr'cc , que es también utilizado en segmentación a 
1.5 
bajo nivel, para este caso se debe destacar que el uso de matrices de co-varianza es altamente 
sensible al ruido. 
Por otro lado I3ajaj el al. [1] implementaron un mecanismo de integración basado en una 
reconstrucción polinomial implícita tricúbica o tricuadrática local ajustada por núnimos cua,­
drados a una función de distancia con signo, obtenida de los datos desorg8J1izados, los cuales 
son representados en una forma derivada de la malla de triá,ngulos llamado octrees. A dife­
rencia de Hoppe [14], los autores extraen la función de distancia con signo, obteniendo los 
planos de pendiente en cada punto por ajuste de mínimos cuadrados a un vecindario y veri­
ficando la correlación entre las normales de los planos adyacentes. El ajuste polinómico para 
la extracción de la iso-superficie se realiza de manera recursiva, dividiendo el conjunto de 
datos en subconjuntos cada vez más pequeños, hasta que el error sea menor que un umbral 
determinado. 
Hilton [13] desaHolló un método en el cual utiliza una función de distancia con signo pa.ra 
realizar la extracción de la iso-superficie dada por esta función implícita, pero la aplica sobre 
muestras de una función continua para muestrear los datos estructurados, y además añade 
un término de ponderación a cada punto. El término de ponderación se toma de acuerdo 
con el producto punto entre la normal a la superficie en cada dato y la dirección de c.aptura, 
teniendo un tratamiento especial para los puntos ubicados en los bordes de cada imagen de 
profundidad. 
Curless et al. [8] presentaron un algoritmo volumétrico para la integración de imágenes de 
rango, el cual combina características de los anteriore,·. Esta aproximación introduce términos 
probabilisticos que definen la incertidumbre a lo largo de las líneas de captura, actualizacio­
nes incrementales en el algoritmo y reducción de espacio de almacenamiento. El carácter 
volumétrico de este método permite hacer una clasificación por medio de lIóxcles y la reduc­
ción final de esta caracterización faciJita la eliminación de huecos en el modelo integrado. 
Pito [21] presenta un método de integración basado en co-medidas (triángulos), el método 
se encarga de mantener aquellos triángulos más confidencialmente adquiridos, la confiden­
cialidad está relacionada con la orientación y posición del sensor, después de eliminar los 
triángulos redundantes se establecen nuevas relaciones entre los triángulos vecinos, cerrando 
los huecos entre mallas adjuntas. Se destaca como desventaja de este método la utilización 
de muchos recursos computacionales. Como ventajas tiene la facilidad de ser eficiente en 
superficies con grandes curvaturas. 
Davis ct al. [9] usan un acercamiento de difusión volumétrica que consiste en convertir una 
superficie en una representación basada en vóxelcs con una función de distancia con signo 
asociada. El algoritmo de difusión consiste de pasos alternados de borrMlo y composición, 
después de los cuales, la superficie final se extrae empleando el algoritmo Marching Cubcs. 
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Pulli [22] desarrolló una técnica mediante la ual se divide el espacio de trahajo en un conjunto 
de vóxeles, a los cuajes se les realiza una clasificación dependiendo de la ocupación volumétrica 
del ohjeto en ellos, proyectando jerárquicamente el conjunto de cuhos sohre cada una de 
las superficies de profundidad previamente registradas. Cada cuho es clasificado según las 
siguientes reglas: Si la información en todas las superficies dice que el cuho está fuera del 
volumen del ohjeto, el cuho es eliminadu. Si la información en todas la..') superficies indica. 
que el cuho pertenece al volumen del ohjeto, entonces se clasifica como perteneciente al 
ohjeto. En otro caso se dice que el cuho pertenece al horde del ohjeto, La reducción se realiza 
mediante el uso de la representación en octree8, lo cual agiliza el algoritmo y se realiza de 
manera recursiva incrementando la resolución de los cuhos. La extracción de la superficie 
glohal integrada del ohjeto se ohtiene descendiendo hasta los niveles de mayor resolución en 
el octree y realizando triangulación entre dichos elementos, 
Can- el al, [5] proponen un método para reconstruir superficies a partir de nuhes de puntos 
usando funciones de hase radial poliarmónicas, el proceso de integración se logra por medio 
del uso de una función implícita obtenida a partir de un suhconjunto de puntos. En este 
proceso se utilizan métodos rápidos para el ajuste y la evaluación de la RBF, lo que permite 
una modelación del conjunto completo de puntos. Para la reducción del número de centros, 
se utiliza un proceso aleatorio, adecuado para reconstruir superficies a partir de datos mues­
treados no uniformemente. Las zonas con ausencia de información son llenadas suavemente 
durante la evaluación del interpolante mediante el cambio de la función hase. La represen­
tación funcional genera un modelo sólido, lo que significa que los gradientes y las normales 
a la superficie se pueden determinar anaJíticanlente, esto ayuda a generar mallas uniformes. 
La principal desventaja de este método es la utilización de todos los centros resultantes para 
el llenado de huecos, esto hace costoso el proceso computacional. 
Reuter [23] presenta una técnica de modelamiento de superficies 3-D hasada en los puntos, en 
ésta, las superficies son modeladas especificando un conjunto de puntos no ordenados sohre 
ellas y luego se calcula una representación de la nube de puntos usando RnF, el algoritmo 
garantiza un grado de continuidad especificado como un parámetro del método. El grado de 
continuidad deseado se logra adicionando al interpolante un polinomio definido para cada 
grado de suavidad [28], además la superficie es renderizada directamente con hase en el 
conjunto de puntos, 
Con base en lo anterior, se concluye que los métodos descritos en la literatura realizan la co­
rrección de anomalías topológicas, asociada..') con ausencia de información, mediante técnicas 
manuales de post-procesamiento aplicadas despllés de la etapa final de la rec nstrucción de 
superficies, o son corregidas de manera implícita durante la etapa de ajuste de superficies 
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BIBLIOTECA MINAS 
En este trabajo se propone un método automático para la detección y análisis de huecos 
de modelos triangulares, a partir de la estimación de la variación de la torsión de la curva 
de contorno y un método automático para el llenado de huecos usando un interpolan te de 




ALGORITMO PARA LA , 
CORRECCION DE HUECOS EN 
MALLAS TRIANGULARES 
EMPLEANDO FUNCIONES DE 
BASE RADIAL. 
Con el ohjetivo de corregir las aJlOmalías topológicas relacionada.s con la ausencia de infor­
mación en mallas triangulares, es necesario generar nuevos puntos en regiones que no han 
sido sensadas correctamente, dehido en su mayoría, a prohlemas de oclusión. 
El algoritmo propuesto en este capítulo para la corrección de huecos en mallas triangulares 
utiliza las RllF, ya que presentan ventajas comparativas frente a las técnicas típican1ente 
éíñP]eadas para la corrección de anomalías topológicas.. n.imágenes de rango [6,27]. Con las 
RllF se ohtiene una superficie implícita que permite aproximar superficies de ohjetos con 
pocos datos. La superficie reconstruida es localmente detallada y glohalmente suave, pues el 
11S'; de RllF permite altos órdenes de suavidad, justificado en la selección de una adecuada fa­
milia de RllF. El Algoritmo 5.1 deScrihe el método propuesto, el cual consiste principalmente 
de tres etapas. Inicialmente se detectan los huecos analizando la malla triangular mediante la 
determinación de un camino cerrado de aristas límite. Posteriormente se analizan los huecos 
para determinar cuales deben ser llenados y cuales hacen parte de la topología del ohjeto. El 
análisis de los huecos consiste en estudiar la torsión de la. curva del contorno de cada uno de 
éstos. Este análisis se hasa. en la idea que cada hueco que pertenece a. la. superficie es suave y 
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regular, pero los huecos generados por la oclusión tienden a presentar grandes irregularidades 
reflejadas en altas variaciones de la torsión del contorno. El proceso de llenado de huecos es 
realizado mediante un procedimiento itera.tivo para la determina.ción de los nuevos puntos ; 
estos puntos son generados mediante interpola.dores locales de funciones de base radial, cons­
truidos a partir de un vecindario seleccionado alrededor del hueco, ha..<;ta alcanzar un umbral 
de aj uste establecido. 
Corrección del hueco() 
inicio 
1. Identificación del hueco 
2. Análisis del hueco 
3. Llenado del hueco 
fin 
Algoritmo 5.1: Método propuesto para la correción de huecos en malIas 
triangulares. 
En los párrafos siguientes se explicará en detalle cada una de las etapas que componen el 
método propuesto. 
5.1 Identificación del hueco. 
En esta etapa es posible encontrar dos ti os de huecos presentes enJa..topúJQgia de un obj,et{), 
aquellos fIue pertenecen realmente a la superficie y aquellos que fueron causados por el proceso 
de adquisición , debido a la oel usión o por un mal proceso de caneo (ver Figura. 5.1 ). 
Inicialmente el algoritmo toma un triángulo semilla ubicado en cualquier parte de la malla 
y busca en toda la malla hasta encontrar un triángulo límite. Un triángulo limite Ti =< 
a í, l , ai,2, ai,3 > es aquel que posee por lo menos una arista que no a<; compartida por ningún 
otro triángulo, a<;to es ai,1 V ai,2 Vai,3 ti: T/'cJj = {1, .. . , N} 1\ i i- j, a esa arista se le denomina 
arista límite (ver Figura 5.2) . A partir del primer triángulo límite encontrado se inicia una 
búsqueda recursiva para haJlar el carnino cerrado. Es decir, si el objeto es una malla triangular 
M = {ti / 1 < i < N}, un hueco consiste de un camino cerrado de aristas de triángulo..c.; 
límites. 
Esta búsqueda se reaJiza determinando la arista límite y mediante el vértice final, encontrando 
el triángulo límite adyacente hasta fonnar el ('ontorno cerrado. Para realiza.r eficientemente 
esta búsqueda, es necesario construir una a<;tructura de datos que relacione ca.da vértice con 
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(h) Hucco geuerado por oclusión)' eSCi\UeO parcial. 
Figura 5.l: Tipos de huecos. 




los triángulos que lo contienen. Adicionalmente, cada uno de los triángulos recorridos son 
marcados como visitados, para no repetir triángulos dentro de la búsqueda. 
Para el proceso de llenado, el camino que representa el contorno externo de la superficie 
es eliminado dentro del conjunto de huecos detectados, ya que este no l'~ un hueco sino un 
camino que encierra la superficie. El Algoritmo 5.2 presenta el procedimiento de identificación 
de huecos. 
Identificacion del hueco() 
para todos los triángulos T hacer 
SI T es limite entonces 
Seleccionar una arista límite A de T 
Seleccionar un vertice V que este en A 
Seleccionar un triangulo limite K que contenga V 
mientras f{ sea diferente de T hacer 
Seleccionar una arista limite A de K 
Seleccionar un vertice V que este en A 




Algoritmo 5.2: Método para. la identificación de huecos .. 
En esta etapa se realizaron pruebas para. verificar la funcionaJidad del proceso de identi­
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Figura 5.2: Triángulo límite. 
ficación . En la Figura. 5.3 se mllestra la imarren del conejo de Stanford con cinco hueco" 
det.(dados mediante el algoritmo propuesto. Los cinco huecos detectados corresponden a. 
anomalías presentes en la. imagen. La cantidad de aristas límite que form an los con tomos de 
los huecos corresponden a 39, 22 42, 80 y 40 arisUlli , resp ct ivam nte . En la Figura 5.4 el 
algoritmo detectó cuatro huecos en la superfici de la máscara. La cantidad de aristas límite 
que forman los contornos de los huecos corre..sponden a. 60, 32, 57 Y 25 re-·pectiva.mente. 
5.2 Análisis del hueco. 
Una vez detectados los huecos se d ,be d terminar si un hueco ser' llenado o no, sta.hleciendo 
si .J...h!iili;.0 _está presente en la superficie del objeto r.eal o si fue ca.llsado en alo-mHl ele las 
etapas interl1l.edias del proceso de reconst.rucción t.rir1i~ional. Existe un número infinito 
de configuraciones de huecos en los objetos de forma libre, que hacen muy difícil establecer la 
pertenencia. real del hueco a la superficie, motivo por el cuaJ el proceso de llenado de huecos 
exige generalmente, una intera ción con el usuario. Una propuesta para automatizar este 
procedimiento consiste en_ analizarJa curva de contorno generada por cada lino ele los huecos, 
El contorno del hueco puede ser ca.racterizado y cla.<;ificado de ¡u.:uerdo a. sus propiedades 
geométricas como la curvatura y la. torsión. Geométricamente, la curvatura es la tasa de 
cambio del vector tangente con respecto a la longitud de la curva, es decir, mide que tan 
rápido o lento la curva cambia respecto a un mjsmo plano (ver Figura 5.5(a)). La torsión 
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(a) Vista 	 lateral riel conejo de (b) Huecos identificados. 
Sta.uford. 
Figura 5.3: Identificación de huecos en el conejo de Stanford. 
inoica una medida de la rotación del plano osculador con re..'3peclo a la longitud de la curva, 
es decir, mide el cambio de plano de la curva en el espacio (ver Figura 5.5(b)). Para la 
clasificación de las curvas de contorno de los huecos, sólo se considera importante la torsión 
y no la curvatura, debido a que la curvatura mide variaciones de una curva considerándola 
en un mismo plano, por el contrario, la torsión mide la manera como la curva s desvia de 
su comportamiento local o como cambia con respecto a un plano. Por lo tanto, los cambios 
presentes en las vecindades de un hueco son más fácilmente detectables con la torsión que 
con la curvatura. 
El estudio de la torsión de una curva depende del comportamiento del plano osculador. El 
plano osculador en un punto A es aquel que contiene a la tangente T y la normal N de la 
curva en A (ver Figura 5.6) . De un punto a otro a lo largo de una curva, la posición del 
plano osculador varía en forma similar a como lo hace la dirección de la tangente que permite 
caracterizar la curvatura. La variación del plano o¡.;culador es medida de acuerdo a la longitud 
de arco; esto es, si 4' es el ángulo entre Jos planos osculadores en un punto fijo A y un punto 
próximo X, y si 6.5 ~ la longitud de arco AX, entonces la tors ión T en el punto A se define 
como: 
't/;
T = lím -	 (5.1 ) 
6.s_0 6.8 
El signo de la torsión depende del lado de la curva hacia. la. que gira. el plano osculador al 
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1 
Figura 5.4: Idenitificación de huecos en la máscma. 
e N 
q 
(a) Cambio de la ta.Dgente. (b) Cambio cid phUlo o:iclIlil.dor. 
Figura 5.5: Propiedades geométricas de una curva . 
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Figl.ua 5.6: Plano osculaeJor P. 
moverse a lo largo eJe la curva. Sin embargo, descJe la geometría diferencial, las propiedades de 
una curva en un punto, son aquellas propiedades que dependen de IIn entorno arbitrariament.e 
pequeño. Así, las propiedades de este tipo se definen en términos de derivadas en el plinto 
dado de la ecuación que define la curva. La estimación de la torsión se define cómo sigue: 




1 1f(t) x F'(t) 2 
Para estimar la torsión de la. curva de ontorno se n ~ita una ecuación f(1;) que la descriha., 
debido a que lo que se tiene es un camino continuo y cerrado de aristas. Para ohtener una 
ecuación del conjunto de aristas, éstas se aproximan mediante curvas de llézier, teniendo en 
cuenta que la función f(t) que describa la curva d he s r diferenciable hasta por lo menos en 
tercer grado. U na curva paramétrica de llézier es definida por: 









en general: Cb(t) = L:oPiB;,,.(t), donde II son los polinomios de llerstein de tercer gra.do y 
2.5 






Figura 5.7: Aproximación de la curva de contorno mediante curvas de Dézier 
y puntos sobre los cuales se estima la torsión. 
se definen así: 
BO,3 (1 - :rl 
B 1,3 3x(1 - :1; )2 (.5.4) 
B2,3 3x
2(l - x) 
B3,3 .1:
3 
El contorno es aproximado parcialmente mediante curvas de Dézier de tercer gTadO obtenidos 
con conj untos de cuatro puntos continuos, hasta obtener la estimación de la torsión en todos 
los puntos que conforman el contorno. Una vez obtenidas las ecuaciones de los segmentos 
de la curva, la torsión es evaluada en el último punto. Esto debido a que Dézier garantiza 
que la curva obtenida contenga los puntos extremos del conjunto sobre el cual se calcula, de 
tal forma que el error de aproximación que se presenta en los puntos intermedios no afecta 
considerablemente la estimación de la torsión (ver Figura 5.7). 
Finalmente se calcula la varianza de las torsiones para medir el nivel de dispersión de Jos 
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Los hllecos cllyos contornos posean una varianza de torsión superior a un IImhral estahlecido, 
se clru · can como huecos que dehen ser corregidos . .El Algoritmo 5.3 ilustra est.e procedi-
Análisis del hueco() 
para Cada conjunto e de 4 védices congecutivos hacer 
Aproximar e con una curva I3-Spline 
Calcular la torsión en el último vértice e 
fpara 
Calcular la media de las torsiónes estimadas en cada vértice final de e 
Calcular la varianza de la torsión 
si varianza > Umbral entonces 
Marcar el contorrlOpara curre¿ción 
fsi 
Algoritmo 5.3: Método para análisis de huecos. 
En esta etapa se realizaron pruehas para det~rminar el umhral de torsión para la cla..'iifica­
ción de los huecos mediante la medición de un conjunto de hu cos generados sintéticamente 
so~ -- a esfera (ver Figura 05.8) y un conjunto de huecos ohtenidos de imágenes reale.s (ver 
Figuras 5.9 y 5.10). La generación sintética de huecos permite analizar de manera controlada 
el nivel de variación del contorno. 
R~~ultado del trahajo experimental se encontró que el valor del umhral para la variación 
de la to rsIón es 0.1. De esta mane.r-a, serán huecos pertene ientes-a. l a, topología de la Sll ­
perficie;-tüdúst tqtlellos con valores de va riación de la torsión menores o iguales a 0.1 (ver 
Figura 5.10 . -él contngio los huecQS asociados con ausen ia de información presentan 
comúnmente grandes variahilidades en la curva de contorno es decir, son··todos aquellos con 
valores nfuyores a-G:l - (ver Figura ,5 .9). 
El procedimiento se aplicó a un par de imágenes reales para detenninar cuales de los huecos 
detectados d;-ben ser corre ido. En la Figura 5.11 se muestran los huecos identificarlos en el 
o'Ojettn:lerramin-axwconejo de Stanford, los cuales tienen un valor de la variación de la torsión 
de 0.0046 y 0.0030 para la Figura 5.11(a) y 0.5230, 0.8020, 0.3120 paJ:a la Figura 5.11(b) 
respectivamente. El procedimiento de análisis de huecos determinó que 10..<; huecos 1 y 2 no 
deberían ser corregidos, por poseer un valor de variación de la torsión inferior a 0.1. En ll'\, 
Figura 5.12(a) los huecos identificados tienen una estimación de la variación de la torsión de 
0.0568,0.0874, Y en la Figllfa 5.12(b) los valore..., de la estimación de la varianza de la torsión 
son 0.2896 y 0.3245 respectivamente, con lo cual se determina que los huecos 3 y 4 deben ser 
corregidos. 
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(b) ST = 1 X 10- 4 
(e) ST = 0,35. 
(d) ST = 0,23. 
Figura 5.8: Medida de la variación de la torsión de la curva del contorno en 
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(a) S-,. = 0,31. (h) S,. = 0,42. (e) S-,. = 0,24[, 
Figura 5.9: 	Medida de la va,riación de la torsión de la curva del contorno en 
tres casos de huecos generados por el pro so ele reconstrucción 
en el conejo de Stanforel . 
(a) S-,. = 0,0568. (h) S.,. = 0,0874. (e) S-,. = 0.0030. 
Figura 5.10: Medida de la variación de la torsión de la curva del contorno en 
tres casos de huecos que pertenecen a la superficie de la. máscara 
y del conejo de Stanford . 
(a) Huccos 1 y 2. (h) Huccos 3, 4 Y .'i . 
Figura 5.11: Clasificación de los huecos identificados en el conejo de StanforcL 
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(a) Huecos 1 y 2. (b) Huecos 3 y 4. 
Figura 5.12: Clasificación de los huecos identificados en la máscara. 
5.3 Llenado del hueco. 
Una vez clasificados los huecos que deberán ser corregidos, el proceso de generación de nuevos 
puntos requiere qmn,e--estime-unaaproximacióf.l de la superfi i e faltB.J1te . PMa tal propósito 
se 'calcula una función f(x), a partir de un conjunto de puntos aistribuidos homogéneamente 
alrededor del contorno del hueco, esta función es construida como un interpolante de función 
de base radial . 
Para el llenado de huecos no se calcula un sólo interpolante con el conjunto total de puntos. 
Por el contra.rio, se calculan diferentes e independientes interpolaJltes locales a cada uno de los 
huecos, debido principalmente a que es muy costoso computacionalmente interpolar grandes 
cantidades de puntos para llena.r pequeñas regiones de superficie faltante. Por lo tanto, para. 
cada uno de los huecos, un interpolante diferente es estimado con un conjunto reducido ele 
puntos (ver Algoritmo 5.4). El proce 'o de llenado de huecos inicia con la selección de I1n 
conjunto de puntos tomados como centr s e referencia para la interpolación, con los cuales 
se construye el interpolante. Este interpolante es utilizado para generar el nuevo conjunto de 
puntos que serán triangulados para reproducir la región faltant de la superficie. 
5.3.1 Selección de centros de interpolación. 
La estimación del vecindario ad~uado o conjunto de centros deinterp a 'ón es r al izada 
medianteürlproceso iterativo. Este proceso iríicia con un número pequei10 de centros se­
leCElOnaaos como un conjunto de' puntos cercanos a cada lino de los vértices de la curva. de 
contorno, como se muestra en la Figura 5.13. 
Una vez obtenido el vecindario inicial, es decir , el que se obtiene en la. primera iteración, 
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Llenado del hueco() 
para Cada hueco H hacer 
mientras error > umbral hacer 
l . Selección de centros 
2. Cálculo del interpolante 
fmientras 
3. Generación y triangulación de nuevos puntos 
fpara 
Algoritmo 5.4: Método para el llenado de huecos. 
• 
• 
Figura 5.13: Estimación del conjunto de centrus. 
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interpolante. Este conjunto de puntos debe permanecer constante en las iteraciones posterio­
res del algoritmo, para medir el error de ajuste. El con 'unt ptilf' del vecinoario inicia] 
es agrupaKk> para obten~regiones homogéneas, que describan las diferen éSva.¡jaci9nes de ­
la t9P.ol<2gÍa en las regiones a ]redecJ.or del hueco.Un agfupal1l..ien ü de tipo k-means [12] s 
utilizado, a"onde la determinación del parámetro : será-igual al número de vértices que forma 
el cOlrtorho.deI ....hueco. 
Una vez obtenidos los subconjuntos de regiones por cada grupo, se selecciona aleatoriamente 
dentro de cada uno de ellos un punto, que representará cada \Ina de las diferentes regiones, 
de esta forma se garantiza que la evaluación es realizada homogéneamente alrededor del 
hueco. Si un interpohmte.alcanza el umbral (le ajuste signjf1ca que representa con precisión 
~" -".. - . 
la t ología de la vecindad del hueco, por lo taflto,....se--es}}era·rep-wduzca .adOCtla:dameRte la 
re~nye la..superficie faJtante (ver Algoritmo 5.5). 
Selección de centrase) 
inicio 
para para todos los vértices V del contorno del hucr...o H hacer 
Seleccionar k vecinos de V 
para para todos los vértices i E k hacer 
si i no es un centro entonces 




si es la p'rimera iteración entonces 
Agrupar N 
Formar e con los centroides de los grupos 
fsi 
Eliminar de N el conjunto de vértices de referencia e 
fin 
Algoritmo 5.5: Método de selección de centros. 
5.3.2 Cálculo del interpolante. 
Un interpolante es calculado en cada una de las iteraciones hasta alcanzar un valor del error 
de ajuste igualo inferior ~ valor del umbral establecido por el usua.rif ' acuer oal nivel 
de suavidad deseado, así: ­
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(5.n) 
La evaluación de la calidad de la interpolación es realizada sobre un conjunto de puntos de 
referenci a. que inicialmente pertenecen al vecindario del hueco pero, que no son utilizados 
para ca.lcular el interpolan te, así: 
~ I S(Pi ) - Pi I 
Eajustc = 	~ k ;Vp E Crcfc rcnci a (5.7) 
i=l 
donde k es el tamaño del conjunto de centros de interpolación, S(Pi) es el resultado del 
interpolante en el punto Pi, C es el conjunto de puntos de referencia. 
5.3.3 	 Generación y triangulación de nuevos puntos. 
En el proceso fina] de lIena.do de cada hueco, una nueva región debe ser reconstruida. Esta 
región debe preservar la densidad de muestreo de la malla original. Para los huecos clasificados 
como una. anomalia topológica de la superficie, se estima la densidad de cada hueco a partir 
del conjunto de centros seleccionados. En general , dos criterios importantes se usan para 
determinar los nuevos puntos que llenan el hueco. Primero, la posición de los nuevos puntos 
debe estar al interior del hueco y los nuevo..c; triángulos agregados al hueco deben ser fusionados 
con la malla original. Segundo, la densidad del nuevo conjunto de puntos debe ser similar a 
la que se tiene en el vecindario alrededor de cada hueco. 
Para generar la nueva región de la malla y garantizar un valor de densidad igual al vecindario 
local , el contorno se proyecta sobre un plano de regresión y se determina el cuadrilátero que 
lo contiene. El conjunto de puntos se genera como una rejilla regl1lar de densidad deseada 
y posteriormente los puntos por fuera del polígono descrito por el contorno son eliminados 
(ver Figura 5.14). La superficie es generada con el conjunto de puntos restantes y con los 
vértices del contorno mediante una triangulación se genera una iso-superficie. La superficie 
es construida utilizando un algoritmo de generación de iso-superficies mediante RllF como 
el propuesto por Carr et al. [5]. 
El cálculo de la superficie requiere la estimación de una función de distancia que se utiliza 
para. construir el sistema de ecuaciones asociado a una RllF. Si todos los punto..c; se asumen 
que describen el objeto, su valor de dista.ncia entonces es O. Para que la matriz resultante no 
posea todos los valores en cero, se deben añadir puntos adicionales cuyos valores de distancia 
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(,.) Rejilla regula.r de puntos. (b) 	Pnur.os dentro del polígono del 
contorno. 
Figura. 5.14: Generación de nuevos puntoo. 
sean diferentes de cero. Este conjunto de punto:; se conoce como puntos fuera de la. superficie 
(ofJ<sv.rfa.ce). Estos son puntos que no pertenecen a la superficie, pero para ellos se conoce 
el valor de su distancia a la superficie S, ya que son generados a. un desplazamiento 6d en 
dirección a la normal de la superficie en cada uno de los puntos a an1bos lados de la superficie 
(ver Figura 5.15) . El signo de la distancia determina el lado en el cual se ubica el punto 
respecto a la superficie. Una vez obtenido el interpolante, este se usa para generar el nuevo 
conjunto de puntos que llenará el hueco (ver AJgoritmo 5.6). 
Para la generación de la nueva región de superficie, el conjunto de puntos obtenidos con el 
interpolante y el conjunto de vértices del contorno se triangulan localmente, lo que permite 
la fusión automática de la nueva región con la malla original. La triangulación local e.." un 
procedimiento eficiente para el llenado de huecos porque evita el remallado de la nube de 
puntos. Los procedimientos adicionales tales como la estimación de normales sobre los nuevos 
puntos y las nuevas normales de los puntos de contorno que serán diferentes debido a la nueva 
región de la superficie, también se pueden hacer localmente. Para esto, se utiliza el algoritmo 
de triangulación Marching Oubes [15] (ver Figura 5.16). 
Para determinar la capacidad de recuperación de datos del interpolante estimado en e..C)ta 
etapa, se diseñó un experimento que consiste en generar un hueco sintético a cada de las 
imágenes de rango de un conjunto de 30 imágenes empleadas para este propósito. Cada 
hueco es creado con la ayuda de una estmctura de datos k-d. La e,.<;tructura de datos k-el nos 
permite seleccionar un conjunto de puntos cercanos a un punto específico dado, los cuajes 
son eliminados de la imagen de rango y almacenados en la memoria del computador. Cada 
hueco generado es llenado con diferentes tan1años de vecindaríos estahlecidos manualmente 
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Off-Surface 
(1\) Puntos y normales. (b) Puntos por fucra dc la supcrficic (off-.mrface). 





(a) Malla inicial. 	 (b) Rxtracción del con- (e) Lleuado del liucco. 
torno, nllcva. gencra,eión 
de puntos. 
Figura 5.16: Triangulación del hueco. 
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Llenado del hueco 
Generación y triangulación de nuevos puntos() 
para pa7''tl cn,da hueco H hacer 
mientras den.sidad < den.sidad de H hacer 
Generar nuevos puntos 
Calcular densidad 
fm ientras 
Tria.ngulación de 10.'3 nuevos puntos 
fpara 
Algoritmo 5.6: Método para la generación .Y triangulacion de nuevos pun­
tos. 
para estimar el interpolante. 
Para cada interpolante, la precisión del nuevo conjunto de puntos es medida como la m dia 
de la distancia entre el conjunto de puntos almacenados y los nuevos punto..'i. Esta. diferencia 
se realiza punto a punto debido a que se genera el mismo nlÍmero de puntos que se extraje"­
ron inicialmente y al interpolante calculMlo se le nvÍan dos de las tres coordenadas de los 
puntos, el error nos indica que tan alejado está el punto generado del punLo original. Los 
tamaños de los huecos generados en cada una de las imágenes. corresponden a 30 SO. 100 .Y 
200 puntos. Cada uno de estos huecos son corregidos con vecindarios del 2.0 %, 3.0 %, 9.0 % 
15.0 o/c respectivam nte, alrededor de cada hueco generado. La Figura 5.17 muestra el re­
sultado obtenido en la corrección de un hueco de 50 punt.os para cada uno de los vecindarios 
establecidos, para una de las imá.genes de rango de ]a mues tra mpleada paJ'a este experi­
mento. Los errores promedio para los huecos de 30, 50, 100 Y 200 puntus del conjunto ele 
imá.genes empleado en este experimento, son mostrados en la Tabla 5.1, y el comportamiento 
del error promedio se ilustra en la Figura 5.18. 
Tamaño del Vecindario (%) Error 
x Tamaño del Hueco (puntos) 
30 pt 50 pt 100 pt 200 pt 
2.0% 0.003:3 0.0170 0,236,) 1 O.aS71.) 
3.0% 0.0022 O.OlG 0,121:-)7 O.(jC)8 
9.0 % O.OO~U O.OOlO:{ 0.0211 O. 1 ;~27 1 
15.0 % 0.151 O.8:~ O.%:->l') 1.2J(j·) 
Tabla 5.1: Errores promedios del llenado de los hu cos sintéticos. 
Los resulta.dos indican que huecos de tamaños pequeño.'3, es decir, aproximadamente cercanos 
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(a) Imagen origina.l. (h) Hucco ,,¡ intétie:o dc 50 plintos. 
(e:) Resultado dc la corrccción con UD (d) Rc. ultlldo dc In corn!cción con 1111 
vccindario 2.0 %. vccin<f¡\rio 3.0 %. 
(e) Res ultado de 	la corrección COl! nn (f) Resultado de la corrección CaD lill 
vecindario 9.0 %. vee:indario 15.0 %. 
Figura 5.17: Ejemplos de generación de huecos sintéticos de diferentes ta­
maños. 
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Q. ... 0.4= t: 
I.U 0.2 
O 
16%-0.2 2% 4% S% 10% 12% 14% 
Tamaños del Vecindario 
1- 30pts -50~s - 100ps - 2ooptsl 
Figura 5.18: ComportaITÚento del error promedio para. el llenado de los hue­
cos sintéticos. 
al 3 % de la superficie son recuperados con niveles altos de precisión. En cada una de las 
pruehas el error tiene un comportaITÚento de alta variación para los diferentes tamaí'ios del 
vecindario. Este comportaITÚento puede ser explicado dehido a que el error es medido exclusi­
varnente sohre el nuevo conjunto de puntos. Las variaciones topológicas incluidas al aumentar 
el tamaiío del vecindario pueden llevar a un suavizado excesivo de la. región desconocida, el 
suavizado es incorporado dehido al comportamiento de soporte glohal en las RBF utiJizadas. 
Es decir, todos los puntos influyen en el cálculo del interpolante. 
Sin emhargo, existe un tamaiío de vecindario adecuado en donde se recupera la región de 
superficie que llena. el hueco. L8.o<; pruehas muestran que el vecindario cercano al 9 % de la 
superficie, generan los menores errores en huecos de diferentes tamaños con una media. de 
0.1146 y una varianza de 0.045 como se muestra en la Tahla 5.2. Valores inferiores en el tamaí'io 
de los vecindarios generan altos errores dehido a que son insuficientes para reproducir la 
topología de la superficie y valores superiores en el tamaiío del vecindario generan variacione..c; 
topológicas que alteran la representación de la región faltante. 
Adicionalmente, el procedimiento se aplicó al conjunto de huecos clasificados como anomalías 
topológicas de la superficie causada por ausencia de información en el conejo de Stanford. 
En la Figura 5.19(a) , se muestra el resultado de la selección del vecinclario alrededor de 
cada contorno de los huecos. El procediITÚento iterativo de selección de centros deterITÚnó un 
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Tamaño del Vecindario ( %) Mcdi¡\ Variauza 
2.0% rUl11!)"j!j o.:n¡;;'l.'H 
3.0% 0.210102;) O.lOK7;,299 
9.0% O. 1 l ..j(jl 7:, OJH:,()(il71 
15.0% O.79(i:,7!j O.:H~(Hi:J(jti 
Tabla 5.2: Media y varianza de los errores promedios del llenado de los huecos 
sintéticos. 
tamaño de 80, 150 Y 60 en el orden respectivo de identifi 'ación. En la Figura 5.19(b), se 
presenta el resultado del agrupamiento y la selección de los puntos de referencia para cada 
uno de los huecos. El conjunto de puntos de referencia se formó con un tamaño de 20, 45 Y 
12 respectivamente. En la Figura 5.19(c), se ilustra la rejilla regular generada para cada uno 
de los huecos corregidos y la nueva región fusionada con la malla original. 
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Llenado del hueco 
(11) Selección de centros de iuLcrpolación. 
(b) Cálculo del illterpolantc. 
(c) Gcncn\ción y trianglllación dc lo~ nuevos plintos. 





Para validar la funcionalidad del método propuesto para el llenado de huecQ<; en mallas 
triangulares mediante RI3F se presentan los resultados obtenidos para un objeto abierto (ver 
Figma 6.1) y un objeto cerrado (ver Figura 6.2). 
Para cada caso empleado se muestra en las Tablas 6.1 y 6.2 los resultados obtenidos en cada 
una de las etapas de identificación. análisis y llenado ele huecos. 
Jdf"ut iJiCH ("j ( m 
# Aristas 
:l8 
Tabla 6.1: Resultado de las etapas del proceso para el objeto abierto. 
Hueco ldí'ul ilifrwit.1l .\I1#Íli~i:-. Llenado # A ristas Torsión (\'ulrOtt 111 ·(c· f(·zl c'·i n.... I wl,r¡d 
lltl<'CO 1 29 0.31 50 29 I " 10 
HII'""> 2 19 0 .18 62 19 1 , 10 
'11 IICCO ~ ~ 45 0 .53 85 45 1 ..< 11) ; 
Tabla 6.2: Resultado de la..'l etapas del proceso para el objeto cerrado. 
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(a) Objeto inicial. (b) Selección del vecindario. 
(c) C¡Ücn]o del intcrpohllltc. (d) Objeto corregido. 




(a) Objeto inicial. 
(b) Selección del vccinda.rio. 
(e) Cálculo del intcrpolantc. 








Se presentó un método automático, simple y efectivo para la corrección de anomalías to­
pológicas asociadas con ausencia de información. Este método es novedoso, debido a dos 
contribuciones importantes: la primera es la clasificación automática de huecos que deben 
ser llenados, basada en la estiinación de la medida de la torsión de los contornos que define 
cada hueco. La segunda consiste en el llenado de huecos mediante interpolan te ' de funciones 
de b~eJadial, definidos localmente, para reproducir las características topológicas de las 
regiones alrededor de cada hueco a llenar. 
Para la caracterización y clasificación automática de huecos causados por oclusión o errores 
en el proceso de adquisición, se prop~me un método basado en el análisis de la variación 
de la estimación de la torsión de la curva de contorno de cada hueco, ya que es · perrrlite 
deternunar los cambios presentes en las vecindades de un hueco, debido a que mide la manera 
como la curva se desvía de su comportamiento local o como cambia. con respecto a un plano. 
Finalmente, para el llenado de huecos, se propone un método basado en una estrategia 
iterativa para la determinación de los nuevos puntos que reproducen la región faltante, los 
cuale..<=; son generados media,nte interpoladores locales de funciones de base radial, construidos 
a partir de un vecindario seleccionado alrededor del hueco. El método preserva, la densidad de 
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