Understanding bounds for the effective differential Nullstellensatz is a central problem in differential algebraic geometry. Recently, several bounds have been obtained using Dicksonian and antichains sequences (with a given growth rate). In the present paper, we make these bounds more explicit and, therefore, more applicable to understanding the computational complexity of the problem, which is essential to designing more efficient algorithms.
Introduction
The effective differential Nullstellensatz problem can be stated as follows: Given a system of algebraic partial differential equations F = 0 where F = f 1 , . . . , f s , can one effectively determine if the system is consistent? In other words, is there an effective procedure to determine if 1 belongs or not to the differential ideal generated by F in the ring of differential polynomials? To determine if 1 belongs to an ideal in a polynomial ring, one can use algebraic effective methods (for instance, [1, 6] ). Thus, the problem reduces to finding an effective bound B such that 1 is in the differential ideal generated by F if and only if 1 is in the ideal generated by F and its derivatives of order at most B.
Let us rephrase the above problem in more technical terms. Let m, n, ℓ, D be positive integers. An upper bound for the effective differential Nullstellensatz is an effectively determined function B = B(m, n, ℓ, D) that is minimal with respect to the following property: For any differential field (K, ∂ 1 , . . . , ∂ m ) of characteristic zero with m commuting derivations, and any finite set F ⊂ K{x 1 , . . . , x n } of differential polynomials over K in n differential indeterminates of order and degree bounded by ℓ and D, we have
Here, [F ] denotes the differential ideal generated by F , and (F ) (B) the ideal generated by F together with its derivatives up to order B.
In order to determine the bound B using a differential elimination algorithm, one needs to determine how many differentiation steps the algorithm makes. Determining this number of steps is the main difficulty of the problem. The first attempt to a solution was given by Seidenberg [11] in 1956, where it was suggested how this bound could be obtained. In [4, Theorem 1] , using bounds on the length of Dicksonian sequences, an explicit bound was found in terms of the Ackermann function (see Section 2 for the recursive definition of this function). More precisely, they proved that B ≤ A(m + 8, n + max(n, ℓ, D)). 
The number T first appeared in [10, Theorems 4.3 and 4.10] and is related to the axiomatization of the class of differentially closed fields with several commuting derivations (in arbitrary characteristic). Theorem 4.10 of [10] is one of the main tools used to prove the upper bound (1.2). However, [10] only dealt with the existence of such a number, and no algorithm to compute it was considered. It is worth mentioning at this point that, in [3] , the number T together with [10, Theorem 4.10] have also been used to compute Bezout-type estimates for systems of algebraic partial differential equations. There, [3, §3] , an algorithm to compute T was presented for m = 1, 2.
The goal of this paper is to build an effective algorithm to determine the value of T (we also prove an upper bound in closed form in terms of the Ackermann function, see Example 3.2). In Section 2, we obtain explicit upper bounds for lengths of Dicksonian sequences whose degree growth is bounded by a given function f . The proofs of our bounds for Dicksonian sequences are based on the ideas of [4, Lemma 8] . However, the proof of the latter contains an error in the way it refers to [9, Proposition 1.1]. Here, we correct this error and improve the statements. In Section 3, upper bounds for the length of antichain sequences are obtained. Furthermore, we provide an explicit recursive algorithm which computes the exact value of the maximal length of antichain sequences; more precisely, of L n f,m . Note that our results provide explicit bounds for any number m of derivations, while currently explicit bounds are only known for m = 1, 2. Due to the discussion above, having these explicit bounds is crucial for the effective differential Nullstellensatz (1.2) (and for Bezout-type estimates of algebraic PDE's). Of course, it is still desirable to determine how sharp the bound in (1.2) is, or how much it can be improved. These are interesting and difficult questions, which we leave for future research,
The type of bounds discussed in this paper have been studied in combinatorics using general versions of Dickson's lemma. Their existence, together with constructive recursive algorithms, appear in [2, 7, 8, 10, 11] . For instance, in [8] , it is shown that the maximal possible length of Dicksonian sequences (and antichains) is primitive recursive in the bounding function and recursive, but not primitive recursive (if the function increases at least linearly), in m. The motivation of our statements is the need to find explicit expressions of such bounds to make them more applicable to designing efficient algorithms, and thus to have a better understanding of the complexity of the differential effective Nullstellensatz (and, consequently, of differential elimination).
Bounds for Dicksonian sequences
This section contains explicit upper bounds for lengths of Dicksonian sequences with growth rate bounded by a given function. We provide several versions of the bounds so that more cases are covered. We start by introducing 2 some terminology. Let
be a sequence of m-tuples of nonnegative integers and f : Z 0 → Z 0 be an arbitrary function. Definition 2.1. We say that the max growth of this sequence is bounded by the function f if, for all i, 1 ≤ i ≤ k,
We also say that the degree growth of this sequence is bounded by the function f if, for all i, 1 ≤ i ≤ k,
Remark 2.2. The sequences with bounded max growth are used in the bounds for the effective differential Nullstellensatz found in [4] , see (1.1); while sequences with bounded degree growth are used for the improved bounds found in [5] , see (1.2).
The Ackermann function, which is used in our bound estimates, is defined as follows (see [9, §2] , for instance):
and there exists such a Dicksonian sequence for which this bound is reached.
We will use the following notation:
• Let L f,m denote the maximal length of a Dicksonian sequence of m-tuples with max growth is bounded by f .
• Let l f,m denote the maximal length of a Dicksonian sequence of m-tuples with degree growth is bounded by f .
• For an increasing function f :
Under certain assumptions on the growth of the function f , the following lemmas yield upper bounds for L f,m and l f,m in closed form in terms of the Ackermann function. The idea of the proofs is that if the function f does not grow "too fast", one can reduce the problem to the one treated in Proposition 2.3. This kind of statements has already been considered in [4, Lemma 8] ; however, the proof of that lemma contains an error in the way it refers to [8, Proposition 1.1]. Our lemmas below can be considered as a correction and/or improvement of that lemma. The general case (arbitrary function f ) has been considered in [9] ; an algorithm to compute the value of l f,m is provided there. However, in general, a closed form of this bound is not available. Also, [11, Theorem 10] can be viewed as being more general than Lemma 2.4, but, again, the bounds are not given explicitly there. Our results below are justified by the convenience of having explicit expressions of the bounds; moreover, such expressions will be used in Section 3.1.
Lemma 2.4. For every increasing function
Proof. Let
be a Dicksonian sequence whose max growth is bounded by f . We now construct, from (2.2), a new sequence satisfying the conditions of Proposition 2.3. We will use the fact that deg τ i > 0 for 1 ≤ i < k. Append to the first tuple d new coordinates, each equal to f (1), obtaining the following (m + d)-tuple:
whose degree is 
such a sequence exists. The last tuple will have degree equal to
Next, add the tuple τ 
is reached, consider two cases:
(2) otherwise, repeat the construction one more time and stop at τ
In both cases, we obtain a sequence of (m + d)-tuples in which the degree grows by 1 at each step. We will show that this sequence is Dicksonian. Suppose that it is not. Let τ j , τ l , j < l, be two (m + d)-tuples from this sequence for which there exists an (m + d)-tuple τ of nonnegative integers such that
For an (m + d)-tuple γ, let γ ′ and γ ′′ denote the first m coordinates and the last d coordinates of it, respectively. Then we have τ
If τ j and τ l have been added after the same tuple of the form
or if τ j coincides with such a tuple p i and τ l has been added after p i , the equality
contradicts the fact that the last d coordinates of the tuples between p i and p i+1 , including p i and excluding p i+1 , form a Dicksonian sequence. If τ j and τ l have been added after different tuples p i and p i ′ , the equality
contradicts the fact that sequence (2.2) is Dicksonian. Therefore, our assumption was false and the constructed sequence is Dicksonian. By Proposition 2.3, the degree of its last element does not exceed
and, moreover, this degree equals deg
Lemma 2.5. For every increasing function
Proof. The proof follows as in Lemma 2.4 where the appended d-tuples begin with the form
Lemma 2.6 (cf. Proposition 3.1). For every increasing function
Consider the following question: For which values of b is there a ∈ Z 0 satisfying the hypothesis of Lemma 2.6? We first have the inequality
which is the same as ab ≥ a + 1. We also have
This is equivalent to (a + 1)b ≤ 2a. From this inequality, we see that
Moreover, from the above inequalities, we see that for any 1 < b < 2, if a ∈ Z 0 is such that
then the hypothesis of Lemma 2.6 are satisfied. Thus, for such values of a and b, we have
In particular, if b = 3/2 and ℓ = 2/3, we can choose a = 3. In case m = 2, we get
Remark 2.8. In the previous example we saw that 1 < b < 2. Thus, Lemma 2.6 can only deal with the case f (i) = 2 i ℓ when d ≥ 3 (see Example 3.2). As we saw in the introduction, the increasing function f (i) = 2 i ℓ plays an important role in the applications of our bounds to the effective differential Nullstellensatz, and so better bounds are desirable. We deal with these issues in the next section.
Bounds for antichains
In this section, we establish explicit bounds for lengths of antichain sequences of tuples of nonnegative integers, which can be used for computations of the bound (1.2) obtained in [5, Theorem 3.4 ] (see Example 3.15). Clearly, every such sequence is a Dicksonian sequence, and so the bounds obtained in the previous section can be applied; however, the goal of this section is to show that in general the maximal length of an antichain sequence is much smaller, and so better bounds can be obtained for the differential Nullstellensatz computations.
Let us recall some of the notation used in the introduction. Let m and n be positive integers 2 . Consider the order ≤ on Z m 0 × n defined as (τ, i) ≤ (η, j) iff i = j and τ is less than or equal to η in the product order of Z m 0 . Recall that an antichain sequence of Z 0 × n is a sequence a 1 , . . . , a k such that for all i = j we have that a i a j . If a ∈ Z m 0 × n, we let the degree of a be deg a = deg τ where a = (τ, i). Given f : Z 0 → Z 0 , we let L n f,m be the maximal length of an antichain sequence of Z m 0 × n with degree growth bounded by f . In the following sections we find an upper bound of L n f,m in terms of the Ackermann function and, more importantly, we find a recursive algorithm which yields its exact value. Recall that, for a nonnegative integer ℓ, the number T = T (m, n, ℓ) that appears in the bound (1.2) is given by
Using Dicksonian sequences
Using the results of Section 2, we provide an upper bound for L n f,m (for a certain family of functions) in terms of the Ackermann function.
Proof. Inequality (3.1) follows immediately from Lemma 2.6 taking a = 1 and noting that
Note that, given an increasing function f : Z 0 → Z 0 and a sequence (a 1 , . . . , a k ) of elements in
Thus, we get that 
Thus, we can apply Proposition 3.1 to get that We conclude that the value of T in (1.2) satisfies T < 2 A(m + 3, 4ℓ − 1) when n = 1 and T < 2 n A(m + 5, 4nℓ − 1) when n > 1.
Sequence giving the exact bound
We now provide a recursive algorithm that yields the exact value of L n f,m . The techniques we use are motivated by the arguments for Dicksonian sequences from [9, §4] .
Clearly, L For γ > 0, k < γ, and a 0 ≥ a 1 ≥ · · · ≥ a k ≥ 0 we define
For each γ > 0, the map (a 0 , . . . , a k ) → a 0 , . . . , a k γ is an order-preserving bijection between decreasing sequences of Z 0 of length at most γ (with the lexicographic order) and the positive integers (with the usual order). Thus, for every positive integer the inverse of this map yields a unique decreasing sequence which we call its γ-binomial representation. For every positive integer a, we define
where (a 0 , . . . , a k ) is the γ-binomial representation of a. We set 0 γ = 0. We have the following, if a 1 , a 2 , b 1 , b 2 are nonnegative integers such that b 1 ≥ a 1 , a 2 ,
(3.5)
We now consider the analogue of the Hilbert-Samuel function for
Recall that ξ τ j means that ξ − τ j has at least one negative entry. Now, Macaulay's theorem on the Hilbert-Samuel function (cf. [9, §1] ) states that
Moreover, if for some i ≤ k the sequence (τ 1 , . . . , τ i ) is compressed and deg τ j ≤ d for all j ≤ i, then
Let us now construct an algorithm that yields the values of L n f,m . We first consider the case n = 1. Our strategy is to build an appropriate antichain sequence and show that it has maximal length. The algorithm to compute its length will follow from the construction of such a sequence. We construct an antichain sequence as follows:
and, as long as it is possible, choose
Since f is increasing,μ := (µ 1 , . . . , µ L ) is indeed an antichain sequence, and f bounds its degree growth (in fact, More generally, a recursive construction of the sequenceμ is given as follows:
. . , u r , 0, . . . , 0, u m ) with r < m − 1 and u r > 0, then Proof. Let η 1 = min ≺ {τ 1 , . . . , τ ν } and η i = min ≺ {(τ 1 , . . . , τ ν ) \ (η 1 , . . . , η i−1 )} for i = 2, . . . , ν. Clearly, η = (η 1 , . . . , η ν ) is an antichain sequence (as τ is). Also, by construction,
Thus, all that is left to show is that f bounds the degree of η. To see this, note that, by the definition of η i , there must be 1 ≤ j ≤ i such that deg η i ≤ deg τ j . But since f is assumed to be increasing and it bounds the degree growth of τ , we get deg
as desired. Now, let
Clearly, g is an increasing function such that g(i) ≤ f (i). Let ζ = (ζ 1 , . . . , ζ M ) be the antichain sequence with degree growth bounded by g constructed as in (3.8).
Proof. By the construction ofμ (see (3.9) and (3.10)), we have that if (u 1 , . . . , u m ) ∈μ and 0
We now prove Claim. For every
Proof of Claim. We proceed by induction on i = 1, . . . , M . The first element of ζ is (g (1) , 0 . . . , 0), but the first element ofμ is (f (1), 0 . . . , 0) and g(1) ≤ f (1), thus, by (3.11), we can find the desired tuple inμ. Now suppose
By induction, there is v m ≥ u m such that (u 1 , . . . , u r , 0, . . . , 0, v m ) ∈μ. By (3.9), ζ i is of the form
Also, by (3.9),
Since g(i) ≤ f (i), we have that α ≤ β, and so, by (3.11), we can find the desired tuple inμ. Finally, suppose
Also, by (3.10),
Again, since g(i) ≤ f (i), we have α ′ ≤ β ′ , and so, once again, by ((3.11)) we can find the desired tuple inμ. This proves the claim.
The claim implies that every element of ζ will be accounted for inμ, and so M ≤ L. 
Proof. We proceed by induction on i. For the base case i = 0, we have
which is the number of m-tuples of degree d. We now proceed with the induction step i + 1. We have that for
. For this case we follow the strategy of the last part of the proof of [9, Proposition 4.3] . By Macaulay's theorem on the Hilbert-Samuel function (see (3.6)),
As we pointed out in Remark 3.4, the sequence (ζ 1 , . . . , ζ i ) is compressed for all i, and so the theorem of Macaulay also yields (see (3.7) )
It then follows, by induction on d ≥ g(i + 1) and the fact that if
Thus, putting (3.12), (3.13), and (3.14) together, we get
and the result follows.
By the above proposition, we have that
As we pointed out in Remark 3.4, we have that 
Recursive construction for the length
We can now give a recursive expression for L 1 f,m by giving such an expression for L. We remind the reader that we are working under the assumption that f is increasing. From the recursive construction ofμ, we observe that, to find its length L, we simply need to keep track of the number of steps in the above construction (cf. (3.9) and (3.10)), and note that we stop once we reach the tuple (0, . . . , 0, f (L)). To do this, we let i denote our counter. Consider
and We now extend this recursive expression to n > 1. As in the case n = 1, we recursively build an antichain sequence of Z m 0 × n of maximal length. Again, we assume that f is increasing. Letμ (1) be the antichain sequence with degree growth bounded by
L1 , 0)). Similarly, letμ (2) be the antichain sequence with degree growth bounded by
, and let L 2 be the length ofμ (2) . Then,
L2 , 1)).
Continuing in this fashion, we buildμ (i) for i = 3, . . . n as the antichain sequence with degree bounded growth bounded by
It is easy to check that ifμ is the concatenation ofμ (1) , . . . ,μ (n) , then µ is an antichain sequence of Z m 0 × n with degree growth bounded by f . To prove that L n f,m = L 1 + · · · + L n , we will need the following technical lemma. Proof. We may assume that a 1 ≥ · · · ≥ a r . We proceed by induction on (r, s) using the lexicographic order. By (3.5), if a ≤ b then a γ ≤ b γ . The case r = 1 follows from this observation. It also follows from (3.5) that a γ + b γ ≤ (a + b) γ , and the case s = 1 follows from this. Thus, we assume that r, s > 1. We now consider two cases: Case 1. Suppose b s ≥ a r . Then the sequences a 1 , . . . , a r−1 and b 1 , . . . , b s−1 , b s − a r satisfy our hypothesis. By induction, a
Using that a γ r
(which follows from (3.5)), we get the desired inequality for the original sequences. Case 2. Suppose b s < a r . When s = 2, we must have that a 1 + · · · + a r−1 ≤ b 1 , and so
where the latter inequality follows from (3.5). So we assume that s > 2. This proves our claim. The result now follows as in the discussion prior to Theorem 3.9.
By Proposition 3.13 and the recursive construction ofμ, we obtain 
