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が一般的であった（e.g., [1], [4], [6], [12]～[14]）．一方，

















た [2], [6], [16], [18]～[24]．この問題を解決する手法の
一つとして，数理モデルを用いたテスト理論の一つであ
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る項目反応理論（Item Response Theory: IRT）[25]
に対し，評価者特性を表すパラメータを付与したモデ




基礎的なモデルはラッシュ型 IRT モデル（e.g., ラッ
シュモデル [32]，評定尺度モデル [33]，部分採点モデ
ル [34]）に評価者の厳しさを表すパラメータを付与し
たモデルとして定式化される [22], [23], [30]．多相ラッ
シュモデルは，全ての課題について識別力が一定であ
ることを仮定するが，現実にはこの仮定は成り立たな











て，Ueno and Okamoto [3]は，各評価カテゴリーに
対する評価者の厳しさを表すパラメータを付与したモ





































i ∈ {1, · · · , I}における学習者 j ∈ {1, · · · , J}の成果
物に評価者 r ∈ {1, · · · , J} が与える評価カテゴリー
k ∈ {1, · · · ,K}で構成される評価データを想定する．
ここで，uijr を課題 iにおける学習者 j の成果物に対
する評価者 r の評価カテゴリーとすると，評価データ
U は以下のように定義できる．






































ijk−1 − P ∗ijk, (1)⎧⎨
⎩
P ∗ijk = [1 + exp (−αi(θj − bik))]−1




ここで，θj は学習者 j の能力，αi は課題 iの識別力，
bik は課題 iにおいて k より大きいカテゴリーを得る
困難度を表すパラメータである．困難度パラメータ bik






m=1 [αi(θj − βim)]∑K
l=1 exp
∑l
m=1 [αi(θj − βim)]
(3)
ここで，βik は，課題 iにおいてカテゴリー k − 1か
らカテゴリー k に遷移する困難度を表し，ステップパ
ラメータと呼ばれる．GPCM では，モデルの識別性
のために βi1 = 0; ∀iと制約する．





m=1 [αi(θj − βi − dim)]∑K
l=1 exp
∑l
m=1 [αi(θj − βi − dim)]
(4)
ここで，βi は課題 iの困難度を表す位置パラメタ，dik
は課題 iのカテゴリー k に対するステップパラメータ
である．ただし，モデルの識別性のために，di1 = 0，∑K
k=2 dik = 0 : ∀iと制約される．
GPCMは，評定尺度モデル（Rating Scale Model:
RSM）[33]や部分採点モデル（Partial Credit Model:
PCM）[34] などの複数の多値型 IRT モデルの一般形
となっている．PCMはGPCMにおいて αi = 1.0; ∀i
と制約したモデル，RSM は PCM において βik を
βi + dk と分解したモデルとして定義される．ただし，








K = 5とした．図 1 の横軸は学習者の能力 θ，縦軸は
各カテゴリーへの反応確率 Pijk を示す．










また，ステップパラメータ dik; k ≥ 2 については，
隣接するカテゴリー間の差異 dik+1 − dik が大きくな
るほど，カテゴリー k に対する反応確率が増加する．









GPCM は，カテゴリー k − 1 に対するカテゴリー
k への相対的な反応のし易さ Pijk/Pijk−1 がロジス
ティックモデルに従うと仮定することで導出される．
すなわち，GPCMでは，カテゴリー k に反応するか
否かが，隣接カテゴリー k − 1との比較から決定され
ると仮定している．一方で，GRMは，各カテゴリー
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図 1 一般化部分採点モデルの項目特性曲線
Fig. 1 Item response curves of generalized partial credit model.






































エーションが存在するが [22], [23], [30]，最も基礎的な
モデルは Common Step モデルとして知られている．
Common Step MFRMでは，課題 i における学習者





m=1 [θj − βi − βr − dm]∑K
l=1 exp
∑l
m=1 [θj − βi − βr − dm]
(5)
ここで，βr は評価者 r の厳しさを表す位置パラメー
タである．パラメータの識別性のために βr=1 = 0，
d1 = 0．
∑K
k=2 dk = 0を仮定する．
多相ラッシュモデルは，全ての課題について識別力
が一定と仮定する．しかし，現実にはこの仮定は成り













m=1 [αi(θj − βim − ρir)]∑K
l=1 exp
∑l
m=1 [αi(θj − βim − ρir)] ,
(6)
ここで，ρir は課題 i における評価者 r の厳しさを
表す．ここでは，モデルの識別性のために βi1 = 0，








m=1[αiαr(θj − (βi+βr)− dimdr)]∑K
l=1exp
∑l
m=1[αiαr(θj − (βi+βr)− dimdr)]
,
(7)












ijrk−1 − P ∗ijrk, (8)⎧⎨
⎩
P ∗ijrk = [1 + exp(−αi(θj − bi − εrk))]−1 ,
P ∗ijr0 = 1, P
∗
ijrK = 0.
ここで，bi は課題 iの困難度を表し，εrk は評価カテ
ゴリー k に対する評価者 r の厳しさを表す．εrk には
順序制約 εr1 < εr2 < · · · < εrK−1 を仮定する．モデ
ルの識別性のために ε11 = −2.0と制約する．






ijrk−1 − P ∗ijrk, (9)⎧⎨
⎩
P ∗ijrk = [1 + exp(−αiαr(θj − bik − εr))]−1 ,





































m=1 [αrαi(θj − βi − βr − drm)]∑K
l=1 exp
∑l
m=1 [αrαi(θj − βi − βr − drm)]
(10)
ただし，パラメータの識別性のために，αr=1 = 1，
βr=1 = 0，dr1 = 0，
∑K
k=2 drk = 0を仮定する．
提案モデルでは，αr が一貫性を，βr が評価の厳し
さを，drk が尺度範囲の制限を表現する．このことを
示すために，表 1 のパラメータをもつ 4名の評価者に
対する提案モデルの項目反応曲線を図 2 に示す．図 2
では，横軸が能力値 θ，縦軸が反応確率 Pijrk を表す．
図 2 から，評価の一貫性 αr が低い Rater2の分布
では，一貫性が高い Rater1の分布に比べて，評価カ
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図 2 特性の異なる 4 名の評価者に対する提案モデルの反応曲線
Fig. 2 Item response curves of the proposed model for diﬀerent four raters.
表 1 図 2 の評価者の特性パラメータ
Table 1 Rater parameters used in Fig. 2.
αr βr drk
Rater 1 2.0 0.0 {0.0, −1.5, −0.5, 0.5, 1.5}
Rater 2 0.5 0.0 {0.0, −1.5, −0.5, 0.5, 1.5}
Rater 3 2.0 2.0 {0.0, −1.5, −0.5, 0.5, 1.5}














価カテゴリーとの差異 drk+1 − drk が大きくなるよう
に定めると，評価カテゴリー k への反応確率が高く
なる．これは，評価者 r の使用する評価カテゴリーが
drk+1 − drk の大きいカテゴリーのみに制限されるこ
とを意味し，尺度範囲の制限の特性を反映していると
解釈できる．例えば，図 2 のRater1とRater4を比較
すると，Rater4では dr3−dr2 と dr5−dr4 が Rater1






（ 1） 多相ラッシュモデル（式 (5)），Patz and
Junker（式 (6)），Ueno and Okamoto（式 (8)）の
モデルと比較すると，提案モデルでは評価者一貫性パ









（ 2） 多相ラッシュモデル（式 (5)），Patz and





































（ 1） J = 30，I = 4，K = 5 として，提案モ
デル，MFRM，Patz1999，Usami2010，Ueno2008，
Uto2016 のパラメータ真値を表 2 の分布に従いラン
ダムに生成し，それらを所与として各モデルから評価
データ U をサンプリングした．
（ 2） 各評価者 r のデータ Ur = {uijr|∀i, j} ⊂ U
を表 3 に従って変形し，異質評価者の反応を模した
評価データ U ′ = {U ′1, · · · ,U ′R}を生成した．このと
き，r番目の評価者データには表 3 内の r%4+1行目
の規則を適用した．ここで %は剰余を表す．表 3 で
は，規則（A）が評価者一貫性に関する，規則（B）と
表 2 パラメータ分布
Table 2 Parameter distributions.
logαi ∼ N(0.1, 0.4), logαr ∼ N(0.0, 0.5)
βi, βr, βik, εr , ρir ∼ N(0.0, 1.0)
dik, drk, dk, bi, dr, θj ∼ N(0.0, 1.0)
bik, εrk ∼ MN(μ, Σ)




0.25 0.16 0.16 0.16
0.16 0.25 0.16 0.16
0.16 0.16 0.25 0.16




Table 3 Generation rules of aberrant raters’ data used for simulation experiments.
異質特性 異質評価者データ U ′r の生成方法
（A） 一貫性が低い　　　　　　　
（評価のランダムネスが強い）
評価データ Ur の 70%をランダムに発生させたカテゴリーに置換したデータを U ′r とする．
（B） 尺度範囲の制限が極端に強い
（単一の評点に反応が偏る）
ランダムに一つのカテゴリー k′ ∈ {1, · · · , K} を選択し，評価データ Ur からランダムに選
択した 70%のデータを k′ に置換したデータを U ′r とする．
（C） 尺度範囲の制限が強い　　　
（二つの評点に反応が偏る）
ランダムに二つのカテゴリー k′′, k′′′（ただし，k′′ > k′′′）を選択し，評価データ Ur から
ランダムに選択した 70%のデータに対して，データの平均値より大きい場合には k′′ に，そ




ランダムに選択したカテゴリー k′′′′ ∈ {−K + 1, · · · ,−1, 1, · · · , K − 1} を所与とし，評
価データ Ur からランダムに選択した 70%のデータを xijr + k′′′′ としたデータを U ′r とす

















chain Monte Carlo: MCMC）[2], [28], [31] による期
待事後確率推定（Expected a Posteriori: EAP）法で
行った．パラメータの事前分布には表 2 を用いた．
（ 4） 手順（ 3）で推定した能力と課題パラメータ
の値を所与として，異質評価者データ U ′ から各モデ
ルの評価者特性パラメータをMCMCで推定した．
（ 5） 手順（ 4）の推定結果を元に情報量基準に
よるモデル選択を行い，各モデルの順位付けを行っ
た．情報量基準には，モデル選択問題において広く利
用される Akaike Information Criterion（AIC）[48]，

















Table 4 Model comparison using information criteria in simulation experiments.
データ発生モデル 提案モデル MFRM Patz1999 Usami2010 Ueno2008 Uto2016
異質評価者 AIC 提案モデル 1.00(0.00) 5.80(0.16) 2.80(0.16) 5.20(0.16) 2.50(0.65) 3.70(0.41)
MFRM 1.00(0.00) 6.00(0.00) 2.40(0.24) 5.00(0.00) 2.70(0.41) 3.90(0.09)
Patz1999 1.30(0.21) 5.00(0.00) 3.40(0.24) 6.00(0.00) 1.70(0.21) 3.60(0.24)
Usami2010 1.00(0.00) 5.50(0.25) 2.60(0.24) 5.50(0.25) 2.60(0.64) 3.80(0.16)
Ueno2008 1.00(0.00) 5.40(0.24) 2.90(0.29) 5.60(0.24) 2.30(0.41) 3.80(0.16)
Uto2016 1.00(0.00) 5.00(0.00) 3.20(0.16) 6.00(0.00) 2.00(0.00) 3.80(0.16)
WAIC 提案モデル 1.00(0.00) 5.70(0.21) 5.30(0.21) 2.70(0.21) 2.50(0.65) 3.80(0.16)
MFRM 1.00(0.00) 6.00(0.00) 5.00(0.00) 2.10(0.09) 3.00(0.20) 3.90(0.09)
Patz1999 1.40(0.24) 5.00(0.00) 6.00(0.00) 3.30(0.21) 1.60(0.24) 3.70(0.21)
Usami2010 1.00(0.00) 5.50(0.25) 5.50(0.25) 2.60(0.24) 2.60(0.64) 3.80(0.16)
Ueno2008 1.00(0.00) 5.30(0.21) 5.70(0.21) 2.90(0.29) 2.30(0.41) 3.80(0.16)
Uto2016 1.00(0.00) 5.00(0.00) 6.00(0.00) 3.00(0.00) 2.00(0.00) 4.00(0.00)
BIC 提案モデル 1.00(0.00) 5.40(0.24) 5.60(0.24) 2.80(0.36) 2.60(0.64) 3.60(0.44)
MFRM 1.00(0.00) 6.00(0.00) 5.00(0.00) 2.20(0.16) 3.10(0.49) 3.70(0.21)
Patz1999 1.30(0.21) 5.00(0.00) 6.00(0.00) 3.50(0.25) 1.70(0.21) 3.50(0.25)
Usami2010 1.00(0.00) 5.40(0.24) 5.60(0.24) 2.60(0.24) 2.60(0.64) 3.80(0.16)
Ueno2008 1.00(0.00) 5.10(0.09) 5.90(0.09) 3.00(0.40) 2.30(0.41) 3.70(0.21)
Uto2016 1.10(0.09) 5.00(0.00) 6.00(0.00) 3.20(0.16) 1.90(0.09) 3.80(0.16)
ML 提案モデル 1.00(0.00) 5.90(0.09) 5.10(0.09) 2.80(0.16) 2.30(0.41) 3.90(0.09)
MFRM 1.00(0.00) 6.00(0.00) 5.00(0.00) 2.40(0.24) 2.70(0.41) 3.90(0.09)
Patz1999 1.30(0.21) 5.00(0.00) 6.00(0.00) 3.30(0.21) 1.70(0.21) 3.70(0.21)
Usami2010 1.00(0.00) 5.80(0.16) 5.20(0.16) 2.60(0.24) 2.60(0.64) 3.80(0.16)
Ueno2008 1.00(0.00) 5.50(0.25) 5.50(0.25) 2.90(0.29) 2.30(0.41) 3.80(0.16)
Uto2016 1.00(0.00) 5.00(0.00) 6.00(0.00) 3.00(0.00) 2.00(0.00) 4.00(0.00)
通常評価者 AIC 提案モデル 1.10(0.09) 5.00(0.40) 5.60(0.44) 2.00(0.20) 4.10(1.09) 3.20(0.16)
MFRM 3.30(0.41) 1.00(0.00) 4.70(0.81) 3.50(2.45) 5.30(1.01) 3.20(1.76)
Patz1999 4.70(0.61) 4.90(0.89) 1.00(0.00) 2.60(0.44) 5.30(0.61) 2.50(0.25)
Usami2010 1.90(0.09) 5.90(0.09) 4.60(0.44) 1.10(0.09) 4.00(1.00) 3.50(0.25)
Ueno2008 2.40(0.84) 6.00(0.00) 4.80(0.16) 3.80(0.36) 1.00(0.00) 3.00(0.40)
Uto2016 3.30(1.41) 5.90(0.09) 4.40(0.44) 2.30(0.21) 4.10(0.69) 1.00(0.00)
WAIC 提案モデル 1.00(0.00) 5.50(0.25) 5.30(0.41) 2.10(0.09) 3.80(0.96) 3.30(0.21)
MFRM 3.20(0.56) 1.10(0.09) 5.10(0.49) 3.60(2.84) 5.00(1.20) 3.00(1.40)
Patz1999 4.00(0.60) 5.70(0.21) 1.00(0.00) 2.40(0.24) 5.10(0.49) 2.80(0.36)
Usami2010 1.90(0.09) 6.00(0.00) 4.40(0.64) 1.10(0.09) 3.80(0.56) 3.80(0.56)
Ueno2008 2.40(0.84) 6.00(0.00) 4.80(0.16) 3.70(0.41) 1.00(0.00) 3.10(0.49)
Uto2016 3.30(1.41) 6.00(0.00) 4.60(0.24) 2.30(0.21) 3.80(0.36) 1.00(0.00)
BIC 提案モデル 1.40(0.24) 4.30(0.21) 5.90(0.09) 1.90(0.89) 4.50(1.25) 3.00(0.20)
MFRM 5.10(0.49) 1.00(0.00) 4.30(0.61) 2.90(1.29) 5.00(1.00) 2.70(1.41)
Patz1999 5.00(0.60) 4.40(1.44) 1.00(0.00) 2.80(0.56) 5.30(0.61) 2.50(0.25)
Usami2010 2.10(0.09) 5.70(0.41) 4.90(0.29) 1.00(0.00) 4.00(1.00) 3.30(0.41)
Ueno2008 2.60(1.04) 5.20(0.76) 5.40(0.44) 4.10(0.49) 1.00(0.00) 2.70(0.21)
Uto2016 3.70(0.81) 5.70(0.21) 4.50(1.05) 2.00(0.00) 4.10(0.69) 1.00(0.00)
ML 提案モデル 1.00(0.00) 5.70(0.21) 5.10(0.29) 2.10(0.09) 3.70(1.01) 3.40(0.24)
MFRM 2.00(0.40) 1.80(0.76) 4.30(0.61) 3.70(3.61) 5.10(1.09) 4.10(2.29)
Patz1999 3.80(0.56) 6.00(0.00) 1.00(0.00) 2.40(0.24) 4.90(0.09) 2.90(0.49)
Usami2010 1.90(0.09) 6.00(0.00) 4.20(0.56) 1.10(0.09) 3.70(0.41) 4.10(0.89)
Ueno2008 2.30(0.81) 6.00(0.00) 4.70(0.21) 3.70(0.81) 1.00(0.00) 3.30(0.21)
Uto2016 3.20(1.56) 6.00(0.00) 4.50(0.45) 2.40(0.24) 3.90(0.29) 1.00(0.00)

























均平方 2乗誤差（Root mean square error: RMSE）














（ 2） 6. 1の手順（ 3）と同様に，各評価データ U
表 5 能力真値と推定値の相関
Table 5 Correlations between true ability and ability estimates.
データ発生モデル 提案モデル MFRM Patz1999 Usami2010 Ueno2008 Uto2016
異質評価者 提案モデル 0.556(0.123) 0.474(0.143) 0.479(0.145) 0.533(0.127) 0.502(0.136) 0.532(0.123)
MFRM 0.573(0.105) 0.497(0.131) 0.486(0.154) 0.545(0.123) 0.512(0.133) 0.555(0.111)
Patz1999 0.577(0.119) 0.516(0.147) 0.540(0.130) 0.553(0.128) 0.521(0.128) 0.556(0.114)
Usami2010 0.556(0.121) 0.440(0.164) 0.453(0.159) 0.539(0.149) 0.471(0.150) 0.514(0.134)
Ueno2008 0.493(0.145) 0.451(0.145) 0.433(0.142) 0.476(0.151) 0.457(0.130) 0.480(0.151)
Uto2016 0.499(0.151) 0.436(0.164) 0.438(0.129) 0.490(0.136) 0.454(0.141) 0.454(0.139)
通常評価者 提案モデル 0.864(0.037) 0.831(0.055) 0.841(0.053) 0.855(0.044) 0.840(0.048) 0.848(0.045)
MFRM 0.846(0.044) 0.841(0.053) 0.840(0.048) 0.834(0.054) 0.840(0.043) 0.833(0.050)
Patz1999 0.837(0.055) 0.814(0.064) 0.886(0.038) 0.843(0.048) 0.815(0.060) 0.830(0.051)
Usami2010 0.834(0.076) 0.796(0.083) 0.816(0.067) 0.843(0.066) 0.815(0.078) 0.809(0.077)
Ueno2008 0.800(0.081) 0.771(0.084) 0.795(0.072) 0.795(0.069) 0.802(0.070) 0.796(0.075)
Uto2016 0.801(0.069) 0.710(0.114) 0.744(0.095) 0.787(0.085) 0.764(0.103) 0.810(0.075)
からMCMCにより各モデルのパラメータを推定した．
（ 3） 6. 1の手順（ 4）と同様に，評価データU か
ら推定された学習者の能力と課題パラメータを所与と
して，異質評価者データ U ′ から各モデルの評価者特
性パラメータを推定した．
（ 4） 評価データ U と異質評価者データ U ′ のそ
れぞれについて，各学習者の能力を各評価者のデー
タ Ur，U ′r から推定した．ただし，評価データ U か
らの推定では手順（ 2）で推定された課題と評価者パ





（ 6） 以上の手順を 10 回繰り返し，相関の平均と
標準偏差を求めた．



























（ 1） 6. 1の手順（ 1）（ 2）と同様に，各 IRTモ
デルのパラメータ真値と評価データ U を発生させ，
各データ U に対応する異質評価者データ U ′ を生成
した．
（ 2） 学習者の能力と課題パラメータの真値を所与
として，異質評価者データ U ′ から評価者パラメータ
を推定した．




与とした．異質評価者データ U ′ からの推定では，課
題パラメータの真値と手順（ 2）で推定した評価者パ
ラメータを所与とした．
（ 4） 以上の手順を 10回繰り返し，RMSEの平均
と標準偏差を求めた．










Table 6 Ability measurement errors (RMSE)
evaluated using simulation data.
異質評価者 通常評価者
平均（標準偏差） 平均（標準偏差）
提案モデル 0.205 (0.175) 0.080 (0.064)
MFRM 0.413 (0.324) 0.088 (0.067)
Patz1999 0.473 (0.379) 0.078 (0.061)
Usami2010 0.254 (0.226) 0.082 (0.068)
Ueno2008 0.466 (0.365) 0.095 (0.066)






優れた性能を示す可能性が高い [2], [19], [26]．これは，
パラメータ数が少ないモデルの方が，パラメータ数に
対するデータ数が多くなり，パラメータの推定精度が

























of Educational Progress（NAEP）の 2002年 [52]と












Table 7 Information criteria calculated from actual
data.
AIC WAIC BIC ML
提案モデル −4431.53 −4396.07 −4561.84 −4324.23
MFRM −4650.06 −4646.46 −4696.30 −4615.25
Patz1999 −4662.97 −4646.08 −4776.47 −4575.41
Usami2010 −4458.22 −4434.58 −4554.20 −4377.75
Ueno2008 −4541.02 −4504.17 −4651.02 −4445.21































各評価者の特性パラメータ値を表 8 に示した．表 8 よ
り次の点が確認できる．
（ 1） 評価者 2，24，26など，一貫性 αr が極端に
低い評価者の存在が複数確認できる．
（ 2） 評価者 7，9，26のように評価の厳しさ βr が
表 8 実データから推定された評価者パラメータ
Table 8 Rater parameters estimated from actual
data.
評価者 αr βr dr2 dr3 dr4 dr5
1 1.000 0.000 −1.169 −0.154 0.152 1.171
2 0.638 0.132 −0.383 −0.460 −0.163 1.007
3 1.267 0.393 −0.991 −0.308 0.477 0.822
4 1.115 0.025 −1.695 −0.416 0.051 2.059
5 0.963 −0.334 −1.740 −0.372 0.740 1.372
6 0.928 −0.078 −1.774 −0.145 0.386 1.532
7 0.746 0.856 −0.357 −0.546 0.882 0.022
8 1.809 0.301 −1.511 −0.680 0.701 1.489
9 1.091 0.793 −1.857 −0.034 0.414 1.477
10 0.797 −0.111 −0.445 −0.089 0.133 0.401
11 1.137 −0.262 −1.645 −0.584 0.626 1.602
12 1.029 −0.182 −1.780 −0.651 0.603 1.828
13 0.858 0.648 −1.171 −0.129 0.694 0.606
14 0.881 0.235 −1.935 −0.017 0.595 1.358
15 1.374 −0.128 −1.480 −0.897 0.618 1.759
16 1.249 0.148 −0.111 −1.637 −0.295 2.043
17 1.261 −0.413 −1.231 −0.846 0.567 1.509
18 1.670 0.206 −1.307 −0.299 0.393 1.213
19 1.770 0.455 −2.278 −0.459 1.829 0.908
20 1.261 0.698 −1.506 −0.599 0.340 1.764
21 0.745 0.004 −1.137 0.083 0.623 0.431
22 1.354 0.249 −2.051 −0.308 0.755 1.604
23 1.153 0.188 −1.493 −1.501 0.927 2.068
24 0.568 0.231 −1.376 −0.458 0.792 1.042
25 0.829 −0.126 −0.536 0.030 0.236 0.270
26 0.571 0.773 −1.027 0.106 0.268 0.653
27 0.920 −0.079 −0.941 0.130 −0.374 1.185
28 0.855 −0.397 −0.589 −0.943 −0.441 1.973
29 1.338 0.118 −1.423 −0.253 0.494 1.182




dr5 − dr4 のみが大きいことから，評点 4 のみに評価
が集中する傾向があると解釈できる．また，評価者 1，








































ため（検定統計量 = 63.093，p < 0.001），ANOVA
図 3 評価者ごとの能力測定精度
Fig. 3 Ability measurement accuracy for each rater.
表 9 実データによる能力推定精度の評価結果
Table 9 Ability measurement accuracies evaluated
using actual data.
平均 標準偏差 検定統計量（p 値）
提案モデル 0.313 0.053 -
MFRM 0.379 0.075 3.025 (p < 0.05)
Patz1999 0.464 0.067 6.995 (p < 0.01)
Usami2010 0.443 0.057 5.987 (p < 0.01)
Ueno2008 0.386 0.055 3.385 (p < 0.01)
Uto2016 0.382 0.065 3.192 (p < 0.01)
平均値 0.499 0.157 7.709 (p < 0.01)
の方法で平均値の差の検定を行った．分散分析の結
果，モデル間の平均値に有意差が検出された（検定統
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