. Emergence of the spectrum of asynchronous dynamics: robustness against parameter variations in the network model. The presence of the spectrum is here quantified by variations of the spiking activity ( and ) over 2-3 orders of magnitude and a smooth | / | curve ranging from excitatory-dominated dynamics | / | ∼ to a balanced setting | / | ∼ upon variations of the afferent activity level. Related to Figure 2. (A) Varying the strength of excitatory and inhibitory recurrent synaptic weights (subsample of the data shown in main text). Here the dynamics remains asynchronous (see the low synchrony index) but the spectrum disappears, at high synaptic weight factors the dynamics only displays balanced activity, i.e. | / | ∼ 1. (B) Varying the strength of recurrent connectivity (i.e. raising the number of both excitatory and inhibitory synapses while keeping the total number of neurons constant). Here, while the spectrum is still present for low connectivity probabilities < 0.2, the spectrum tends to disappear when the network is densely connected ≥ 0.5, in accordance with the need of low strength of recurrent interactions (see main text). Note also the strong decrease in firing rates when raising the connectivity as consequence of an architecture (connectivity and synaptic weights) dominated by inhibition. (C) Varying the weight of afferent excitation (both on excitation and inhibition i.e. and ). We see that the value of the afferent weight sets the range of afferent activity ( ) where the spectrum appears. The spectrum of asynchronous dynamics is nonetheless present within this range of synaptic weights (see the various levels of | / | and the low synchrony index of the activity). in Methods) with (top) and without (bottom) the threshold-and-reset mechanism at three levels of afferent activity and recurrent activity along the spectrum (see annotations on top of the plot, the relationship between and or have been extracted from the simulations shown in Figure 4B ). (B) Histogram with (top) and without (bottom) the threshold-and-reset mechanism at three levels of afferent activity (the color code for the different levels is as in A). Note that all histograms and their properties (i.e. 2 ( and ' ( ) reported in the manuscript were evaluated by blanking the refractory period following spikes to remove the impact of the artificial refractory mechanism of the integrate and fire model (see Methods and the resulting histograms in Figure 4G ). (C) Estimated standard deviation ' ( as a function of the level of afferent input (associated to increasing recurrent excitation and inhibition, see Figure 4B ) with (black) and without (red) the threshold-and-reset mechanism. Simulations lasted 10s and were performed with a time step of 0.01ms and repeated over 4 seeds for the Poisson processes. The mean . s.e.m over those 4 seeds are provided. (D) Estimated mean depolarization level 2 ( as a function of the level of afferent input with (black) and without (red) the threshold-and-reset mechanism. (E) Estimated relationship between 2 ( and ' ( with (black) and without (red) the threshold-and-reset mechanism. In C-E, the colored dots represent the levels of afferent activity color-coded as the lines shown in A and B, which were derived at levels of afferent activity corresponding to the dots. 
relations). (D)
Varying the threshold for the classification of "non-rhythmic epochs". We increase the threshold to discard up to 80% of the data. Note that all correlations discussed in the main text are equally present in this very conservative setting (black, fraction = 80%, p = 5e-2 for all relations). . We reproduce the analysis of Figure  6A (shown in panel A, T=0.5s) and we vary the window extent from T=0.5s to T=2.5s (panel B) and T=25s (panel C).
Note how restricting the analysis to the slow component of the dynamics (visible for T=25s) produces a reduction of the range of observed firing rates per 2 ( level. Similarly to Figure 6A , we performed least-square linear regressions (red dashed curves) on the log-transformed data and we reported the correlation coefficients of the linear regression ("c", see annotations in panels A-C). We evaluated statistical significance ("p") with a non-parametric one-tailed permutation test (performed with 1e4 permutations). (ii) We show the 9 output spiking patterns in the training set corresponding to the 3 input patterns and the 3 onsets shown in (i) (raster activity represented both across the 100 neurons of the subpopulation and 10 trials, representation identical to Figure  7B -C, the color level identifies a given neuron and its activity over trials is duplicated along the y-axis). Note that the various arrows indicate the various onsets. (iii) We show the output patterns of the sub-network in the test set (100 neurons per 10 trials, representation as in (ii)). A correct decoding of the pattern identity corresponds to the association of the test pattern with a trial from the diagonal of the training set pattern (corresponding to the matching pattern identity and the matching stimulus onset). (B) Histogram of the error (with respect to the true onset) made in decoding times of onset of the afferent stimulus in that trial (called "time shift" on the x axis legend) over all trials in the test set. Note the very accurate decoding of the afferent stimulus onset in the AD regime (large peak at 0-shift, i.e. correct decoding), and the very inaccurate decoding of onset time in the RD regime.
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