An approach to reducing the high-speed memory requirement of dynamic programming  by Larson, Robert E
JOURNAL OF MATHEMATHICAL ANALYSIS AND APPLICATIONS 11, 519-537 (1965) 
An Approach to Reducing the High-Speed Memory 
Requirement of Dynamic Programming 
ROBERT E. LARSON 
Stanford Research Institute, Menlo Park, California 
Submitted by Richard Bellmnn 
1. INTRODUCTION 
One of the most important techniques developed in recent years for the 
solution of optimization problems is Bellman’s dynamic programming [l-3]. 
This technique solves, at least in principle, many important optimization 
problems. However, because of the extremely large high-speed memory 
requirement, called by Bellman the “curse of dimensionality” [2, Chap. 51, 
only relatively simple problems have been solved on existing computers. 
Proposed techniques for reducing this requirement, such as polynomial 
approximation of the optimal cost function [3], have proven to be satisfactory 
in only a few cases. 
The purpose of this paper is to describe a computational procedure, 
called “state increment dynamic programming” [4, 51, which results in 
a high-speed memory requirement considerably smaller than that of con- 
ventional dynamic programming. In one example, a reduction from lo6 storage 
locations to 100 locations is obtained. A simultaneous decrease in com- 
puting time is often achieved. This procedure is applicable to most of the 
problems in which the conventional method can be used. 
The new procedure, like the conventional method, is based on iterative 
application of Bellman’s principle of optimality. It differs from the conven- 
tional method in the choice of the time interval over which a given control 
is applied. Instead of using a fixed interval, the new procedure determines 
the time interval as the minimum time required for at least one of the state 
variables to change by one increment. As a result of this choice of interval, 
the next state for any given control is known to lie within a small neigh- 
borhood of the point at which control is applied. By using this result it is 
possible to compute optimal control in units, called blocks, that cover a 
relatively long time interval but a small distance along each state variable. 
By using only one or two high-speed memory locations per state in the block- 
an almost arbitrarily small number of locations-it is possible to compute 
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optimal control throughout the block. Specialized computations near the 
boundaries of the block allow the optimal trajectories any desired degree of 
freedom in passing from block to block. 
This technique has been applied in a computer program which calculates 
minimum fuel trajectories for supersonic (Mach 3) aircraft under a variety 
of conditions and constraints. The basic program can be used both for a 
detailed evaluation of an aircraft design and for real-time control of an air- 
craft. Computation of the optimal bounded control of linear plants has also 
been studied in detail, and a number of other possible applications are indi- 
cated. 
2. PROBLEM DESCRIPTION 
Although the method can be extended to cover other cases, in this paper 
the system equations will be considered to be a set of nonlinear time-varying 
differential equations subject to a number of constraints. The system equa- 
tions are 
ir = f(x, u, t) (1) 
where 
x = n-dimensional state vector 
u = q-dimensional control vector 
t = independent variable, usually time 
f  = n-dimensional vector functional 
The constraints can be of the type permitted in conventional dynamic 
programming, such as multiple time-varying inequality constraints on both 
control and state variables. 
In order to implement the procedure on a digital computer, the set of 
differential equations is replaced by a set of difference equations. 
x(t + St) = x(t) + f(x(t), u, t) St 
where St is an incremental time. 
(2) 
The performance criterion, which is to be minimized, is taken to be the 
integral over fixed time limits of a scalar function of state variables, control 
variables, and the independent variable. 
J(x, UP to) =s tf Z(x, u, c)du to (3) 
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where 
J = cost function 
1 = penalty function; cost function per unit time 
(T = dummy variable for time 
to = initial time 
tf = final time 
Again, the performance criterion can easily be extended to cover many 
other cases [3,6]. 
The problem can be stated as follows: For all admissible states, x E X, 
and for all t, t, < t < tf , compute that control function from the set of 
admissible control functions, U, which minimizes J(x, u, t). As in conven- 
tional dynamic programming, the minimum cost function is defined as 
I(% 9. 
k t) = $; {Jh, u, t,N 
The optimal control function at state x, time t, is denoted as zZ(x, t). 
The new procedure, like conventional dynamic programming, solves this 
problem by iterative application of Bellman’s principle of optimality [ 1, 2, 31. 
For the problem defined in this section, the principle of optimality has the 
following form: 
1(x, t) = “E$” (l(x, u(t), t) fQ + I[x + f(x, u(t), t) St, t + w> (5) 
3. BASIC CONCEPT OF STATE INCREMENT DYNAMIC PROGRAMMING 
The sets of admissible states and admissible controls are determined 
exactly as in conventional dynamic programming. Constraints in the problem 
are used to restrict each state variable to a finite range. 
A- < xi < Pi’ 
i = 1, 2, **a, n (6) 
Within this range each state variable is quantized in uniform increments dxi . 
xi = pi-- + jiAxi 
j, = 0, 1, ***, Ni 
NiAxi = pi+ - ,$- 
i = 1, 2, ***, n (7) 
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The set of admissible states, X, consists of vectors x, where each component 
xi is of the form of Eq. (7). The set can lie in any convex region of the total 
state space and can vary with time. 
The set of admissible controls can be determined similarly. It is sufficient 
to state that the set of admissible controls U contains a finite number of 
elements. 
fJ = {uw, U(2), . . . . p} (8) 
The basic difference between the new procedure and conventional dynamic 
programming is in the method of determining the time interval over which 
a given control is applied. With the conventional method, this interval is a 
fixed value dt. 
St = At (9) 
In the new procedure, on the other hand, this time interval is determined 
as the interval necessary for at least one of the n state variables to change by 
one increment. 
The name “statement increment dynamic programming” is derived from 
the fact that control is applied until one of the states changes by one incre- 
ment. 
An important consequence of this choice of St is that the next state always 
lies within a small neighborhood of the present state. Specifically, the next 
state lies on the surface of an n-dimensional hypercube centered at the 
present state and with length 2Ax, along the x,-axis. The new procedure 
uses this property to reduce the high-speed memory requirement from that 
of the conventional method. 
4. COMPUTATIONAL PROCEDURE 
A. Initialization Procedure 
In order to begin the computational procedure, it is necessary to have 
available one value of the optimal cost function for each quantized state, 
x E X. It is not necessary that each value be computed at the final time tf 
as in conventional dynamic programming. However, if the value for a given 
state is computed at t’, then, for t > t’, no computation of optimal control 
will be performed at that state. 
An especially convenient choice of t’ for each state can be made when the 
terminal state x(tf) is constrained to fall within C, a subset of X. In this case 
t’ = tf if x E C, while if x is not in C, t’ is taken to be the least time for which 
it is still possible to reach C at tf from the given state using admissible control. 
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B. Definition of the Block 
The first step in the reduction of the high-speed memory requirement 
is the partitioning of the (n + 1)-dimensional X - t space into rectangular 
units called blocks. Each block covers wi increments along the xi-axis and 
AT seconds along the t-axis. A given block is denoted by the largest values 
of the coordinates that are contained in the block. 
such that 
B(j, A, -*a ,A , 4 = ix, t> (11) 
where 
and 
( ji - 1) widxi < xi < jiwiAxi 
(m-l)AT<t-t,,,<mAT 
j, = 1,2, se*, Ji 
m = 1, 2, *a., M 
JiwiAxd = pi+ - ,di- 
i = 1, 2, .a*, n. 
MAT=tf-tO. 
As indicated in the above equation, the boundary between adjacent blocks 
is considered to be included in both blocks. The number wi is taken to be a 
small integer, usually between 2 and 5; and AT is taken to be considerably 
larger than the average value of St determined by Eq. (10). 
C. Computations within a Block 
The next step in the reduction of the high-speed memory requirement is to 
constrain the next state for any control to be in the same block as the state at 
which the control is applied. Since from the choice of at, the next state must 
always lie in a neighborhood of the present state, this constraint is easy to 
implement. The reduction in high-speed memory requirement occurs because 
only one or two values of the optimal cost function per state in the block are 
needed in the high-speed memory, rather than one value per state in the 
entire state space as in the conventional method. 
The remainder of this section is devoted to a detailed description of the 
computational procedure when the state at which the computations are 
taking place is inside the block. In this case it is known that the next state 
must be in the same block. The modifications necessary when the state 
lies on the boundary of the block and how these modifications permit inter- 
block transitions to take place is discussed in the next section. 
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1. Procedure in the General Case 
In the general case, the time interval AT is further divided into smaller 
increments, At. A set of quantized times is determined. 
where 
t=t,+(m-l)At+sAt (12) 
s = 0, 1, *a., s 
SAt = AT 
Typical values of S range from 5 to 15. Optimal control is computed at each 
quantized state x E X for each quantized t of the form in Eq. (12). The 
operations at a given x and t take place as follows. 
Each admissible control, utk) E U, is applied. For each control, the time 
over which the control is applied is determined as Wk) from Eq. (10). 
St(k) = (13) 
The corresponding next state is computed. 
X(k) = x + f(x, u(k), t) St(k) (14) 
The optimal cost function at this state and time,I(x(k), t + St(“)), is computed 
by interpolation in (n - 1) state variables and time using the previously 
computed values at quantized states and at times t + At, t + 2At, **a . I f  
the increment At is chosen to be of the same order of magnitude as the average 
value of St, then linear interpolation in time based on values at t + At and 
t + 24 t is generally sufficient. The state variable not used in the interpolation 
formula is the one for which St tk) in Eq. (13) takes on the minimum value. 
If  a control u(lc) is such that none of the state variables change, i.e., if 
f(x, u(k), t) = 0, then x(lc) = x and Sttk) is set equal to At. 
The resulting next states for a one-dimensional example are shown in 
Fig. 1, where U = {u(l), uf2), ut3), uc4)). Values of the optimal cost function 
are known at the points indicated by small circles. 
%-A% 
t t+At t+2At 
TIME, t 
FIG. 1. Procedure in the general case for a one-dimensiodal example 
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Once the optimal cost for each next state has been found, the cost of each 
control over the interval St(“) is found by evaluating Z(x, ~(~1, t), the cost 
function per unit time. The optimal cost and optimal control at x, t are then 
calculated from the principle of optimality. 
I(x, t) = k= @yJZ(x, u(k), t) St’“’ + I(X’k’, t + SW)) (15) 
I; = arg k=l*,,K{Z(x, tick’, t) 8ttk’ + I(xfk), t + Wk’)] (16) 
lqx, t) = u(C). (17) 
2. Procedure with q > n 
When the set of admissible controls is such that each admissible control 
changes at most one state variable, the above procedure can be modified. 
The most important case where this situation exists is when q, the number 
of control variables, is greater than or equal to n, the number of state varia- 
bles. When these modifications are made, interpolations take place in one 
dimension, time, rather than in n dimensions. There is also a significant 
reduction in both the high-speed memory requirement and computing time. 
An important difference between this procedure and the one just described 
is that optimal control is not computed at quantized times. Instead the time 
at which optimal control is computed is determined from the time at which 
the next state occurs and from at, the increment over which the control is 
applied. 
The set of admissible controls is taken to be the following [4, 51: 
j-J ={u(-n),u(-"+l) ...,u(-l),u(o),uu) . . ..p)} (18) 
where for k = 1,2, *se, n, control U(~) changes only coordinate k in the posi- 
tive direction, control u(-~) changes only coordinate k in the negative direc- 
tion, and where control u(O) changes no coordinate. 
If computations are performed at state X, time t, the time increment over 
which control u(~), k # 0, is applied becomes 
*t(C) =fk(x,$;, t(k)) ’ *t’-k’ =fk(x, ;-q& 
k = 1, 2, ... n. (19) 
The next state for each of these controls is computed from Eq. (2). 
X’k’ = X + ekdXk 
x(-k’ = x - l kAxk (20) 
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where Ed is the unit vector along the kth coordinate. The times tck’ and 
I(-~’ in Eq. (19) are the least values of time at which optimal control has been 
previously computed for states ~(‘~1 and x(p”) respectively. The values of the 
minimum cost function at these points are denoted as Pi;) and I(-“) respect- 
ively. 
The state x is determined as that state in the block where t(O), the least time 
at which optimal control has been previously computed for this state, is 
greater than the corresponding time for any other state in the block. 
The time t is determined from 
(22) 
Then, the optimal cost at state x, time t, is determined from 
I(x, t) = I$? {(Z(x, u ‘k), t) at’“’ + A]‘“’ + I’“‘) (Z(x, u’-I;), t) lit’-Jq 
-c A]‘-“‘) + I(k)) (Z(x, u(O), t) (t(0) - t) + 1’0’)) k = 1, 2, “’ n. (23) 
where A]‘“) and dJ(-“1 represent a one-dimensional interpolation in time 
from t to P) and 8--k) respectively. This interpolation can be regarded as the 
cost of holding the state fixed at x from t to @) or t(-li). In this case 
A]‘“’ = Z(x, u(O), t) (i(k) - t) 
Jj’-k) = Z(x, u(O), t) ($-w - t) (24) 
In order to prevent the results of interpolations from appearing as portions 
of optimal trajectories, the interpolation term is subtracted from Eq. (23) 
and the new optimal control is computed at t(h), where R is the index of 
the control for which Eq. (23) is minimized. 
qx, t(S)) = .‘i) (25) 
1(x, t(L)) = 1(x, t) - Lip, A#0 
= k t), R =o. (26) 
It is then true that every optimal control goes exactly from one optimal 
point to another; thus, it is never necessary to interpolate when generating 
an actual trajectory. 
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The complete procedure for a one-dimensional example is illustrated in 
Fig. 2. 
I . 
+-I) 8tt-I) t(-l) 
t (0) 
m(l) 
4 
,(I) 
TIME, t 
FIG. 2. Procedure when q > 12 for a one-dimensional example 
In order to allow optimal trajectories to pass from block to block, the 
computations near the boundaries of the block must be slightly modified. 
The modifications are similar for both of the previously described procedures, 
but a different modification is used, depending on whether or not the adjacent 
block at the boundary has been processed. 
For two adjacent blocks, one of which has been processed and the other 
has not, a sequence of optimal points has been computed along the boundary 
between these blocks. These optimal points are stored in the high-speed 
memory. No new optimal points are computed along this boundary; however, 
the values of the optimal cost function for these points are used in evaluating 
the cost of those controls applied at states within one increment of the 
boundary for which the next state lies on this boundary. It is then true that 
an optimal trajectory can pass from a state on the interior of the block to the 
boundary with a previously computed block. From this boundary the optimal 
control may take the trajectory further into the previously computed block. 
In this manner, transitions from a given block to an adjacent block that has 
been previously processed can take place without constraint, provided that 
optimal points on the boundary are available. 
In most problems of physical significance it is possible to obtain enough 
feeling about the system to determine the direction which optimal trajectories 
are most likely to take. This direction is called the preferred direction of 
motion. In many linear problems it is known that the preferred direction is 
toward the origin. In the supersonic aircraft control problem discussed in a 
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later section, it is known that as the aircraft consumes fuel and becomes 
lighter, it should f ly at higher altitudes and higher velocities. 
When a preferred direction of motion can be defined, adjacent blocks in a 
given time interval are processed in an order such that the preferred direction 
is from the block processed later to the one processed first. In this manner, 
interblock transitions in the preferred direction take place without constraint. 
Although interblock transitions in the opposite direction will occur less 
frequently, they must nevertheless be considered. Several procedures are 
available for implementing these transitions. First, after two adjacent blocks 
in the same time interval have been processed, it is possible to compute 
interblock transitions in the nonpreferred direction at t = (m - 1) AT, the 
least time in the block. These transitions can be compared with the previously 
computed optimal points on the boundary at this time. This procedure has 
the affect of constraining the rate of change in a nonpreferred direction to be 
less than w,Ax,/AT. The quantity AT can sometimes be chosen so that this 
constraint is not unduly restrictive, and yet a reasonable number of computa- 
tions per state are obtained in the interval. 
I f  more frequent interblock transitions in the nonpreferred direction are 
desired, it is possible to use values of the optimal cost within the block being 
computed to extrapolate the optimal cost function into a not-yet-computed 
block. Since the extrapolation is limited to extend at most Axi along any 
coordinate xi , the errors introduced by this technique can be bounded. The 
computations described in the previous paragraph can be used to provide 
more accurate results every AT seconds and hence limit the accumulation 
of errors from the extrapolation process. 
In addition, recomputation of optimal points along the boundary between 
blocks eliminates much of the inaccuracy introduced in these transitions. 
However, the extra computing time required may be excessive in terms of the 
improvement obtained, especially if a combination of the other two methods 
yields satisfactory results. 
E. High-Speed Memory Requirement 
For the conventional dynamic programming procedure, if there are n state 
variables and NC quantization levels in the ith state variable, the high-speed 
memory requirement is given as follows [ 1, 31: 
N=fiNi. (27) 
i=l 
For a three-dimensional system with 100 quantization levels in each state 
N = (1OO)3 = lo6 
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In the new procedure, however, a much lower number is required. If a 
block covers widxi units along the ith axis, so that there are (wi + 1) quantiza- 
tion levels in each block, then for the case where 4 > n, the high-speed 
memory requirement is 
N’ = fi (Wi + 1). 
i=l 
For the general case using linear interpolation in time, twice as many loca- 
tions (2N’) are required. If, in addition, points on the boundaries with 
previously computed blocks are stored in the high-speed memory, and if 
there are S optimal points per state in an interval dt, then the high-speed 
memory requirement becomes 
In the problem where N = lo6 for the conventional method, if the block 
size is chosen so that (wi + 1) = 3, i = 1, 2, 3, and S = 5, then N” = 111. 
If (wi + 1) = 4, i = 1, 2, 3 and S = 10, a rather large set of values, then 
N” = 424, still far less than lo6 locations. 
F. Summary of Procedure 
The entire state-time space over which optimal control is to be computed 
is partitioned into blocks according to Eq. (11). Within each time interval 
the blocks are ordered so that most interblock transitions will take place in 
the preferred direction of motion. The blocks at tr-AdT<t<tr 
are processed first. The points from the initialization procedure are used to 
begin the computations. Computation for the blocks in the time interval 
(m - 1) At < t - t, < mAT are then made on the basis of data obtained at 
t = mAT by the computations for blocks in the interval 
mAT<t-t,<(m+l)AT. 
Within each block one of the procedures described in Section 4, C is used. 
The processing continues in this manner until time t, is reached. 
5. EXAMPLES 
A. Minimum Fuel Trajectories for Supersonic Air Transports 
A computer program has been written for using the new technique to 
compute minimum fuel trajectories for Mach 3 aircraft [4, 5, 7, 81. This 
530 LARSON 
problem is of particular interest because it is estimated that the cost of fuel 
may be as much as 70 percent of the total cost of a flight [7]. By inserting 
data for a particular airframe and engine into the program, it is possible 
to calculate minimum fuel trajectories for any airframe-engine configuration. 
The equations of motion for the aircraft are based on quasi steady-state 
assumptions, as is the case in similar studies [3, 91. 
dv 
--(T-D)-gsiny 
z-w 
dh . 
z = * sm y 
dr 
(30) 
where 
v  = velocity in direction of flight, in Mach (M) 
h = altitude, in feet (ft) 
r = range, in nautical miles (nm) 
T = thrust 
D = drag 
y  = flight path angle with respect to horizontal 
By considering range to be the independent variable and by using Eq. (32) 
to relate changes in I to changes in t, it is possible to reduce the number of 
system equations to two. Altitude and velocity are taken to be the state 
variables, while thrust and flight path angle are taken to be the control 
variables. Drag is expressed as a function of these variables and W by the 
data for the specific airframe. The state transformation equations are then 
as follows: 
dv 
dt 6 [T - D(h, v, y, W)] - g sin y  
k= [rl i= = f(x, It, t) (33) dh dt v  sin y  1 
[1 
T 
x= 
H 
and u= [I Y . 
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The performance criterion can be expressed as the integral of fuel flow, 
WP * 
J = 1;: W&G k t, Y, W, 4 dc (34) 
1(x, u, t) = z = W&J, h, T, Y, W, t). (35) 
The fuel flow function is determined by the data for the specific engine. 
Several constraints are present in the problem. Maximum and minimum 
values of thrust and flight path angle are specified by data for the airframe and 
engine. 
al- < T < aI+ 
ffz- G y < a2+ (36) 
Altitude and velocity are restricted to lie in the flight envelope determined by 
the airframe-engine configuration. 
(37) 
Other constraints that can be considered in the program include maximum 
sonic boom restrictions and air traffic control constraints. Variable weather 
conditions and emergency conditions can also be implemented. 
The problem is now expressed in a form suitable for application of the new 
method. Since there are two state variables and two control variables, the 
procedure for p > n can be used. In this procedure the admissible controls 
are taken to be acceleration at constant h, deceleration at constant h, climb 
at constant v, dive at constant v, and cruise at constant v  and h. Formally, 
u = {u(d), u(-2), @, u(-l), u(O)) 
(38) 
This type of altitude-velocity scheduling has been used successfully in a 
number of previous studies [3, 7, 91. 
The total range of altitude and velocity is 0 < h < 90,000 ft and 
0 < v  < 3.00 M. The increment sizes are Ah = 1,000 ft and de, = 0.02 M. 
The block size is 2Ah = 2000 f t  by 2Av = 0.04 M by AR = 10 nm. 
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The preferred direction of motion for this problem is well defined; as the 
aircraft consumes fuel and loses weight, it tends to f ly at a higher altitude 
and a higher velocity. Hence, the preferred direction is toward increasing 
altitude and increasing velocity. 
The high-speed memory requirement for a single block is 54 locations. 
Since this value is so low, 1100 high-speed storage locations are sufficient to 
store the entire row of blocks that cover the same altitudes. By careful 
handling of the data for optimal points on the boundaries of blocks, it is 
possible to keep in the high-speed memory at all times all of the optimal points 
required for the processing of a row of blocks except for the initial set of 
points at t = mA T. Consequently, about 3000 optimal points are generated 
between referrals to low-speed memory, and less than 300 points are taken 
from the low-speed memory each time. 
The total computing time is such that optimal trajectories over a lOOO-nm 
range can be generated in one hour of computing time on an existing com- 
puter.l This rate is practical for a detailed evaluation of an aircraft design or 
for preflight computations. 
B. Real-Time Control of Supersonic Air Transports 
A method has been developed [4,5] f  or using the same basic program for 
real-time control of these aircraft. Although the present program provides 
the optimal control at all possible values of U, h, and r, it is not always suf- 
ficient to simply use a table look-up routine based on preflight computations. 
This situation occurs because it is possible that the conditions under which 
the preflight computations were made may change considerably during the 
flight due to changes in weather conditions, air traffic control constraints, or 
aircraft parameters. 
The new program uses the results of preflight computations until it is 
informed that conditions have changed enough to justify a new computation. 
Then, using a relatively simple subroutine, it chooses a space in which it is 
extremely likely that the optimal trajectory will fall. This space can be regar- 
ded as the neighborhood about a nominal optimal trajectory. Computations 
are then performed only in the blocks in this new area using the basic 
program with the new conditions. If  the area chosen covers 10,000 ft in altitude 
and 0.30 M in velocity, then the computing rate is 1000 nm of optimal 
trajectory per minute.2 Preliminary indications are that with this size area a 
satisfactory program can be written. 
1 IBM 7090. 
a IBM 7090. 
STATE INCREMENT DYNAMIC PROGRAMMING 
C. Bounded Control of Linear Plants 
with Arbitrary Performance Criteria 
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The new technique has also been applied to computing the optimal 
bounded control of the l/s2 plant with an arbitrary performance criterion. 
The basic algorithm can easily be extended to other linear plants. The system 
differential equations are 
x2 II = f(x, 24). (39) u 
The control variable is bounded. 
a- < u < a+ (40) 
The performance criterion is taken to be the integral over 0 < t < CO of 
an arbitrary time-invariant scalar function of x and u. 
J = 1)x, u) dt (41) 
Following the method developed by Deley [lo] for the case where Z(x, U) 
is a quadratic function of x and u, the principle of optimality is written in a 
form such that the optimal control is independent of the time at which con- 
trol is applied. 
I(x) = &i {Z(x, u) St + 1(x + f(x, U) St)}. (42) 
From the equations of motion, it is clear that the optimal trajectories for 
almost any cost function will be clockwise motions about the origin. In order 
to utilize this information about the preferred direction of motion, the blocks 
are processed in counterclockwise rings about the origin, beginning with an 
initial block centered at the origin and working outward. The block size is 
such that nine high-speed storage locations are required per block. However, 
it is possible to avoid all referral to low-speed memory by storing the outer- 
most points after computation of each ring of blocks. For a problem where 
2500 locations would be necessary to store one optimal point for each possible 
state, 200 locations suffice to store the outermost points after computation 
of the largest ring about the origin. 
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6. CONCLUSIONS 
A. Comparison with Conventional Dynamic Programming 
The most important advantage of the new procedure over conventional 
dynamic programming is the reduction in high-speed memory requirement. 
This advantage is especially evident when the accuracy requirements of a 
problem are such that 25 or more quantization levels are required in each 
state variable. It has been shown that in an n-dimensional problem the high- 
speed memory requirement for the conventional method is of the order of N”, 
where N, the number of quantization levels per state, is generally between 
10 and 150; while for the new method, the requirement is of the order of W” 
where w is from 2 to 5. 
Other procedures have been suggested for reducing the high-speed 
memory requirement of conventional dynamic programming. The most 
widely discussed proposal is Bellman’s polynomial approximation of the 
minimum cost function [l, 31. This technique is effective only in those 
relatively well behaved problems where the minimum cost function can be 
approximated accurately by a low-order polynomial in the state variables. 
For more complicated problems where this approximation is not sufficiently 
good, incorrect results are obtained. On the other hand, if a high-order 
polynomial is used, the total computation time becomes excessive, both as a 
result of computing the coeficients of the polynomial (often on the basis 
of data in the low-speed access memory) and from repeatedly evaluating a 
high-order polynomial in the interpolation procedure. For these and other 
reasons, this technique has not been in widespread use. 
An alternative procedure which has been considered [4] is to work in 
blocks, as in the new method, but to use the conventional method for per- 
forming computations within the block. However, because the conventional 
method applies a given control for a fixed time increment, it is not possible 
to predict how close the next state will be to present state. Consequently, 
for a block which covers only a small area of state space, it can no longer be 
assumed that the next state is in the same block as the present state. Even if 
the block covers a large area of state space, at points near the boundary the 
same problem occurs. Techniques for introducing additional data for points 
in neighboring blocks require excessive referral to low-speed memory. 
Extrapolation of the minimum cost function is not practical because the 
distance in state space over which the extrapolation is made is not necessarily 
small. Finally, if the fixed time increment is taken to be so small that the next 
state is always sufficiently close to the present state, excessive computing 
time is required; in one example where this approach was attempted, the 
computing time was estimated to be 35 times that for the new procedure. As a 
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result of these considerations, this method also appears to be of limited 
usefulness. 
In order to compare the total computing time of the new procedure and the 
conventional procedure, it is necessary to consider both the time spent in 
actual optimization calculations and the time spent in referral to low-speed 
memory. For a given problem with the same set of admissible controls and 
the same increment sites, the two procedures take almost exactly the same 
amount of time for optimization calculations. If  the procedure with p > n 
is used, a significant saving in this time can often be realized. 
If  the high-speed memory requirement of conventional dynamic program- 
ming exceeds the available number of storage locations, then the number of 
referrals to low-speed memory is a large number for each time increment. 
On the other hand, the new procedure requires data from low-speed memory 
only once for each block, which covers several time increments. If  the proce- 
dures suggested for storing the data for several blocks in the high-speed 
memory are used, the number of referrals is reduced further. In one previous 
application of the new method [7], the time spent in referral to low-speed 
memory wab a factor of 25 less than for the conventional method. 
An n-dimensional interpolation is required in both the conventional 
method and the general case of the new method. This interpolation is required 
both in computation of optimal control and in use of the results to trace out 
optimal trajectories. In the new method where 4 > n, one-dimensional 
interpolation is required during computation, and no interpolation is required 
in using the results. 
The initialization procedure of the new method provides more flexibility in 
handling terminal constraints than does the conventional method. 
The accuracy of the results obtained by the new method is the same as that 
for the conventional method when increment sizes, the set of admissible 
controls, and the accuracy of interpolation formulas are equivalent for both 
cases. 
The new method is slightly more complex to program than the conventional 
procedure, but for the general case, the increase in complexity is no larger 
than 10 percent of the total effort. 
The new technique, unlike the conventional method, can effectively use 
information about the behavior of the system to decrease both computing time 
and the high-speed memory requirement. As more is learned about the 
preferred direction of motion, the amount of computations for motion in 
the nonpreferred direction can be decreased. Also, if an accurate approxima- 
tion to the optimal trajectory of interest can be defined, then only those 
blocks near this trajectory need be processed. For the same reasons that the 
conventional method cannot be used in blocks, it cannot be used effectively 
in a small region about a nominal optimal trajectory. 
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The new technique is applicable to most problems where conventional 
dynamic programming can be used. In particular, it can be applied to any 
problem which can be represented by a set of nonlinear time-varying dif- 
ferential equations, as in Eq. (1). It retains the constraint-handling capability 
of the conventional method, and it also computes optimal control for all 
possible initial states. 
B. Comparison with Other Optimization Techniques 
The most important advantage of the new technique over both analytical 
techniques, such as the calculus of variations [6] and Pontryagin’s maximum 
principle [I l] and other computational techniques such as the gradient 
method [12] is that, like conventional dynamic programming, it is applicable 
to such a large class of problems. A wide variety of system equations and 
performance criteria can be handled within the framework of the method. 
Multiple constraints of a very general nature can also be handled without 
difficulty. 
By using information about the behavior of the system to redwe the num- 
ber of computations required, the new technique can compete at a reasonable 
level with more specialized techniques in both computing time and high- 
speed memory requirement, even in relatively simple problems. In the super- 
sonic aircraft real-time control problem, by using the new method in a region 
about a nominal trajectory, a high-speed storage requirement, including 
locations for the program, was obtained which was about the same as that 
for the gradient method; while computing time was estimated at a little 
more than five times longer than that required for a single iteration of the 
gradient procedure. In the l/s2 problem, the high speed storage requirement, 
including locations for the program, was again about the same as for Deley’s 
method [lo], which can be used only if Z(x, U) is a quadratic function of x 
and u. The computing time was about twice that of Deley’s method. 
Another important consideration is that one computation with the new 
method provides the optimal control for all initial states in the region com- 
puted, while for most other techniques a complete recomputation is required 
for each initial state. This factor is important in both detailed studies and in 
real-time control applications. 
In general the new technique is of value in problems ranging from extremely 
difficult examples, where no technique other than dynamic programming is 
applicable, to relatively simple problems with a troublesome nonlinearity 
or constraint. By combining the general applicability of dynamic program- 
ming with a high-speed memory requirement and computing time competi- 
tive with other existing methods, the new technique provides a powerful 
and useful tool for solving optimization problems. 
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