Abstract. The polyhedral homotopy method, which has been known as a powerful numerical method for computing all isolated zeros of a polynomial system, requires all mixed cells of the support of the system to construct a family of homotopy functions. Finding the mixed cells is formulated in terms of a linear inequality system with an additional combinatorial condition. It is essential in computational efficiency how we construct an enumeration tree among a family of linear inequalities induced from it such that every mixed cell corresponds to a unique feasible leaf node. This paper proposes a dynamic construction of an enumeration tree, which branches each parent node into its child nodes so that the number of feasible child nodes is expected to be small; hence we can prune a lot of subtrees which do not contain any mixed cell. Numerical results exhibit that our dynamic construction of an enumeration tree works very efficiently for large scale polynomial systems; for example, it generated all mixed cells of the cyclic-15 problem for the first time in less than 16 hours.
Introduction
The polyhedral homotopy continuation method [12] , which is based on Bernshtein's theory [1] , is known to be a powerful numerical method [5, 10, 11, 13, 14, 22] for computing all isolated zeros of a polynomial system f (x) = (f 1 (x), . . . , f n (x)). Let R and C be the set of real and complex numbers, respectively. Each f i (x) denotes a complex valued polynomial in a variable vector x = (x 1 , . . . , x n ) ∈ C n . Let Z 
· · · x
an n for a = (a 1 , a 2 . . . , a n ) ∈ Z n + . The set A i consists of m i elements, and is called the support of f i (x). Also, A = (A 1 , A 2 , . . . , A n ) is called the support of f (x). In this paper we focus on a fully mixed polynomial system where all supports A 1 , A 2 , . . . , A n are all distinct. See the papers [8, 12] for the semi-mixed case where some of them are identical to each other.
Enumeration of all mixed cells of the support A of a polynomial system f (x), which is the subject of this paper, plays an essential role in the polyhedral homotopy method. Using the mixed cells, we construct a family of polyhedral homotopy functions between start systems, which are auxiliary polynomial systems whose zeros can be computed easily, and the target system f (x). Starting from zeros of every start system, we then trace all curves of zeros, so-called homotopy paths, of every polyhedral homotopy function. Some formulations were proposed for finding all mixed cells. Among others, the formulation of finding all mixed cells as a system of linear inequalities with a certain additional combinatorial condition [7, 8, 15, 19] (or a family of systems of linear inequalities) is more efficient in computational time and memory requirement than a geometric formulation used in the papers [22] . This paper is founded on the former formulation. In this formulation, an enumeration tree is constructed among a family of systems of linear inequalities, which are induced from the system of linear inequalities with a combinatorial condition describing all mixed cells. The enumeration tree satisfies the following properties.
(i) A leaf node describes a mixed cell if and only if it is feasible (or more precisely the system of linear inequalities attached to the leaf node is feasible).
(ii) Each mixed cell is corresponding to a unique feasible leaf node.
(iii) Each node different from leaf nodes is a common subsystem of its child nodes, so that if it is infeasible then so are all of its descendant nodes.
(iv) The root node is an empty system, which is always feasible.
We then apply an enumeration method for finding all feasible leaf nodes; if a node is determined to be infeasible then so are their descendant nodes; hence the subtree having the node as a root can be pruned because it does not contain any mixed cell.
There are two important issues in efficient implementation of enumeration of all mixed cells which are corresponding to feasible leaf nodes of an enumeration tree satisfying properties (i), (ii), (iii) and (iv). One is how we check feasibility of each node. For this purpose, the papers [7, 8, 15, 19] utilize a linear programming (LP) problem having a linear system of inequalities attached to each node as its constraint and check feasibility of the linear system. The papers [7, 8, 15] applies the primal simplex method to the LP problem while the paper [19] applies the dual simplex method to the LP problem. If we take account of effective use of information obtained at a node for its child nodes, the dual simplex method has an advantage. Specifically, we can easily choose a feasible solution of the dual of the child LP from an optimal solution of the dual of the parent LP since the linear inequality constraints of each child node are a super set of the linear inequality constraints of its parent and they share a common linear objective function. At least, the application of the dual simplex method is popular in the field of optimization to effectively deal with such a situation [16] . This paper also applies the dual simplex method to an LP problem attached with each node to check its feasibility, which will be described as the application of the primal simplex method to the dual of the LP problem.
The other important issue is how we construct enumeration trees. Enumeration trees need to satisfy properties (i), (ii), (iii) and (iv) as we mentioned above. Specifically, the root node is fixed to be an empty system of linear inequalities by property (iv), and properties (i) and (ii) determine the collection of leaf nodes. There are lots of freedom in choosing and allocating systems of linear inequalities, which are induced from the system of linear inequalities with a combinatorial condition describing the mixed cells, for intermediate level nodes. In the existing works [7, 8, 15, 19] , the structure of enumeration trees is determined and fixed before enumerating mixed cells. In such a static construction of an enumeration tree, any information obtained at a node during execution of enumeration is never utilized at all to branch the node into its child nodes because a branching rule is fixed in advance. For numerical efficiency, however, it is ideal to branch the node into its child nodes so that a larger portion of its child nodes are infeasible and are pruned. To pursue this idea, this paper proposes dynamic enumeration where branching at a node is carried out with the effective use of information which is obtained from the dual simplex method applied to some "child LP problems" at the node; hence the dual simplex method plays an essential role in this situation too. We note that dynamic enumeration is often utilized in the branch-and-bound method for integer programs [16] .
We now describe mixed cells in terms of systems of linear inequalities and the basic idea of our dynamic enumeration of them. For every
The set Ω serves as candidates of nodes of enumeration trees. Specifically, ∅ n ∈ Ω(∅) = {∅ n } is the root node, and Ω(N ) ⊂ Ω the leaf nodes. In general, the th level nodes of an enumeration tree are chosen from
For every i ∈ N and every a ∈ A i , let ω i (a) denote a random number chosen from some bounded interval of R. The number ω i (a) is called a lifting in the literature. For every
, we consider a linear inequality system in a variable vector α ∈ R n :
We say that C ∈ Ω is feasible when I(C) is feasible. Let
Then Ω * (N ) defines the set of all mixed cells. Note that a leaf node C ∈ Ω(N ) is a mixed cell if and only if C is feasible, so properties (i) and (ii) are satisfied. Thus, for enumeration of all mixed cells, we need to find all elements in Ω * (N ).
For every C ∈ Ω with a proper subset L(C) of N and every t ∈ N \ L(C), define a set of child nodes of C by
We can build an enumeration tree if we successively choose t ∈ N \ L(C) at each node C of the tree starting from the root node C = ∅ n with L(C) = ∅ (see Algorithm 2.1 for more details). In the static enumeration method employed in the papers [7, 8, 15, 19] , we first choose a permutation of N or a one-to-one mapping π : N → N , and restrict nodes of enumeration trees to C ∈ Ω({π(1), . . . , π( )}) with some ∈ {0, 1, . . . , n}. Note that if we take = 0 or = n, we have the root node ∅ n ∈ Ω(∅) or the set Ω(N ) of leaf nodes, respectively. Suppose that a node C ∈ Ω({π(1), . . . , π( )}) for some < n has been found to be feasible. Then the static enumeration method generates W (C, π( + 1)) as the set of child nodes of C. Thus the structure of the static enumeration tree is completely determined by a permutation π : N → N .
In the enumeration method that we propose in this paper, an enumeration tree is constructed dynamically as the enumeration of nodes proceeds. As in the static enumeration, ∅ n ∈ Ω(∅) serves as the root node and Ω(N ) as the set of leaf nodes. Suppose that a node C with some proper subset L(C) of N has been found to be feasible. Then we try to choose a t ∈ N \ L(C) so that only a small portion of its child nodes W (C, t) are expected to be feasible. The important issue here is how inexpensively we estimate the number of feasible child nodes in
For this purpose, we propose a simple technique of feasibility check which applies a criterion of unboundedness detection in the simplex method. We also utilize the relation table given in [8] to find some infeasible child nodes in W (C, s).
Numerical results exhibit that our dynamic enumeration method works very efficiently for finding all mixed cells in comparison to the existing static enumeration methods [6, 8, 9, 15, 22, 19] . For instance, our dynamic enumeration method solved the cyclic-14 problem (i.e. generates all mixed cell of the cyclic-14 problem), which had been the largest one in cyclic-n problems solved by the existing methods, in 1 hours 36 minutes, while MixedVol [8, 9] , which is known as the fastest software among the existing ones, solves the same problem in 7 hours 14 minutes. Furthermore, our method solved the cyclic-15 problem for the first time in 15 hours 45 minutes. As for noon-n and chandra-n problems, it is shown that the speedup ratio between the computational times of our method and MixedVol increases as the size of these problems becomes larger. This paper is organized as follows. In Section 2 we describe a procedure for construction of an enumeration tree satisfying properties (i), (ii),(iii) and (iv), and then outline our dynamic enumeration algorithm. Section 3 is devoted to technical details of the algorithm. We first show a LP formulation for checking feasibility of each node in an enumeration tree, and discuss the size of the primal-dual pair of LP problems. Next, we mention how to choose t ∈ N \ L(C) at a parent node C so that the number of child nodes of C is as smaller as possible. In Section 4, we show numerical results for some benchmark polynomial systems.
An outline of the dynamic enumeration algorithm for finding all mixed cells
We first explain how to construct an enumeration tree, which satisfies properties (i), (ii), (iii) and (iv) described in the previous section, and next propose an algorithm for dynamic enumeration of all mixed cells. To explain a procedure for construction of such a tree, we define some notation. Let T = (V, E) be a rooted tree such that the vertex set V and edge set E are written as V = ∪ n =0 V and E = ∪ n =0 E . V 0 consists of the root node ∅ n , and we define E 0 as an empty set for consistence with below discussions. The procedure for construction of a tree T with allocating nodes dynamically is written as follows:
Construction of a tree T

Input:
A support A = (A 1 , A 2 , . . . , A n ). Output: A tree T = (V = ∪ n =0 V , E = ∪ n =0 E ). V ← ∅ n ( = 0, . . . , n), E ← ∅ ( = 0, . . . , n) and ← 0. while = n do for all C ∈ V do Choose t from N \ L(C). V +1 ← V +1 ∪ W (C, t) and E +1 ← E +1 ∪ {(C,C) ∈ V × V +1 :C ∈ W (C, t)}. end for ← + 1.
end while
This procedure for the input data A produces a various type of tree T depending on a choice of an index t from N \ L(C). For instance, a static enumeration tree proposed in the existing algorithm [7, 8, 15, 19] is constructed when for any C ∈ V the index t is set to π( + 1) according to the given permutation π of N .
If two nodes C ∈ V andC ∈ V +1 of a tree are joined with a edge, we say thatC is the child node of a parent node C. The descendant node of C is corresponding to any node on all paths from C to reachable leaf nodes which are elements in V n . Each feasible leaf nodes are corresponding to mixed cells.
By deleting worthless nodes which do not contain any mixed cell, we can efficiently enumerate all feasible leaf nodes of a tree. Indeed, if a node is infeasible, all of its descendant nodes are infeasible, and thus, we need not to check feasibility of descendant nodes. Furthermore, we employ a depth-first order for applying feasibility check to all nodes of an enumeration tree in order to save memory requirement during execution of enumeration. Taking account of these factors, the depth-first search algorithm for the enumeration of all mixed cells is constructed.
It is convenient to use the words "list" used in this algorithm. If A is a finite set, we denote list(A) is an ordered sequence of the elements in A, where the actual order is not relevant in our succeeding discussions but fixed. 
Input: A support
Output: All mixed cells C ∈ Ω * (N ) and an evaluation measure ν * .
Step 1: Let V a be the empty list of nodes, and V a = list(V a ) + list(Ω(∅)), where V a serves as the set of active nodes during the depth-first search. Let ν = 1 which serves as the counter of nodes generated; ν is used only for evaluating the efficiency of the algorithm but not essential in any step below.
Step 2: If V a is empty, then output ν * = ν and stop.
Step 3: Take out the last element C of V a and remove C from V a .
Step 4: Check whether C is feasible or infeasible.
is feasible) and L(C) = N , then output C as a mixed cell and go to Step 2. Otherwise go to Step 5.
Step 5: Choose a t from N \ L(C) and ν = ν + #W (C, t).
Step 6: Let V a = list(V a ) + list(W (C, t)) and go to Step 2.
The total amount of works to generate all mixed cells by Algorithm 2.1 is measured by ν * which represents the total number of nodes generated during execution of Algorithm 2.1; recall that for each node C, the system of linear inequalities I(C) is solved to see whether C is feasible or infeasible. Since the efficiency of the algorithm depends on the size of V a , we utilize the one point test [7, 8, 15, 19] to narrow down the number of elements in V a . For C ∈ V a and t ∈ N \ L(C), the one point test checks the feasibility of the system of linear inequalities in α ∈ R n with fixed a ∈ A t , I(C, t, a) :
If I (C, t, a) is infeasible, we can deleteC ∈ W (C, t) whoseC t = {a, a } consists of a and any a ∈ A t \ {a} from the set V a of solution candidates, since such I(C) is also infeasible. Therefore, as solution candidates we only consider
where A t (C) = {a ∈ A t : I(C, t, a) is feasible} . After m t (= #A t ) feasibility checks of linear inequality systems for constructing A t (C), we have
Thus we can replace Step 6 by
Step 6': Let V a = list(V a ) + list(W 1 (C, t)) and go to Step 2.
This technique called one point test is known to be very effective to increase the computational efficiency of enumeration [7, 8, 15, 19] .
Ideally we would like to choose a t ∈ N \L(C) at Step 5 so that the size of W 1 (C, t) is the smallest among the sizes of
are constructed. Therefore, we propose to replace W 1 (C, s) by another set which can be obtained easily. Indeed, utilizing a feasible solution x init of I(C, t, a) which is generated from an solution of I(C), our method
and chooses a t ∈ N \ L(C) such that the size ofŴ 1 (C, t, x init ) attains the minimum among the sizes ofŴ 1 (C, s, x init ) (s ∈ N \ L(C)). We call this method a dynamic enumeration method. In Subsection 3.2, we explain how to generate the setŴ 1 (C, s, x init ) (s ∈ N \L(C)). Also the relation table proposed in [8] can be used to find some infeasible child nodes in W (C, s). In our numerical experiments, the relation table is applied to remove infeasible child nodes from W (C, s) beforeŴ 1 (C, s, x init ) is constructed.
Technical details of the algorithm
Formulation of checking feasibility of a system of linear inequalities
The feasibility check of C ∈ Ω, conducted at Step 4 of Algorithm 2.1, can be formulated via an LP problem. Namely, we test feasibility of the following problem in the vector α ∈ R n of decision variables:
where γ ∈ R n is some fixed vector. For every C ∈ Ω with C i = {a
Here, a vector of decision variables is given by the column vector
and the symbol Φ(x; C) and Ψ(x; C) are linear functions in x such that
Any real vector γ in P(C) can be taken for the cost vector. Accordingly we set γ so that D(C) becomes feasible. Since this primal-dual pair satisfies the duality theorem, P(C) is feasible if and only if D(C) is bounded below, and P(C) is infeasible if and only if D(C)
is unbounded. Therefore, to determine feasibility of C, we need to see whether D(C) is bounded or not.
Now we consider a formulation of an LP as
where a coefficient matrix G ∈ R k×d , cost vector c ∈ R d and constant vector h ∈ R k are given, and x ∈ R d is a vector of decision variables. These index sets I and J of decision variables satisfy I ∩J = ∅ and I ∪J = {1, 2, . . . , d}. Here, x i (i ∈ I) and x j (j ∈ J) are called as a nonnegative variable and a free variable, respectively. The primal-dual pair P(C) and D(C) can be transformed into (3) by introducing slack variables to the inequalities of P(C) and replacing the cost vector γ of P(C) by −γ. In consequence of these transformations, P(C) has d P variables and k P equalities such that
On the other hand, D(C) has d D variables and k D equalities such that
Here d D is not greater than d P for any L(C) ⊆ N . Also k D is constant whereas k P is monotonic increasing with respect to the cardinality of L(C). When any polynomials
Consequently for any L such as L ⊆ L ⊆ N , the number of constraints and that of variables in D(C) are not greater than those of P(C). Therefore, it is reasonable to observe whether D(C) is bounded for checking feasibility of C.
We formulate the one point test, stated in the previous section, via an LP problem. For every C ∈ Ω, t ∈ N \ L(C) and a ∈ A t , checking feasibility of (1) can be written as the following LP problem in the vector α ∈ R n of decision variables:
where γ ∈ R n is some fixed vector. As the one point test, we check feasibility of this problem for all a ∈ A t . The dual problem of P 1 (C, t, a) is given by
Using x ∈ R δ of (2) This primal-dual pair satisfies the duality theorem because we set γ so that D 1 (C, t, a) is feasible. Similar to P(C) and D(C), we can say that the size of D 1 (C, t, a) is not larger than that of P 1 (C, t, a) for any C ∈ Ω, t ∈ N \ L(C) and a ∈ A t . Therefore, we deal with D 1 (C, t, a) as the one point test, and check whether this problem is bounded or not.
From the results of the one point test, we can generate the set W 1 (C, t) which satisfies
We refer to how to fix a right-hand constant vector γ on D(C) and and set thisγ as a right-hand vector γ of the problem D(C) and D 1 (C, t, a) for some a ∈ A t and t ∈ N \ L(C). As a result, D(C) is feasible. Let us suppose that the problem D(C) is bounded, and denote an optimal solution of this problem by x * ∈ R δ . Then, the vector
withC L = C L , and useγ as a right-hand vector γ of this problem. We easily see that this problem is feasible. Furthermore, an optimal solution of D 1 (C, t, a) is a feasible solution of D(C). Since the simplex method is suitable for solving a lot of LP problems with a similar structure, we employ the method to solve problems arising from checking feasibility of linear inequality systems.
How to choose an index t from N \ L(C)
Choice of a t ∈ N \ L(C) at Step 5 of Algorithm 2.1 has a major effect on computational efficiency of this algorithm. As stated in Section 2, we want to choose a t ∈ N \ L(C) such that the size of W 1 (C, s) is the smallest among s ∈ N \ L(C). However, this task is expensive in general because we need to check feasibility of I(C, t, a) for every a ∈ A t and t ∈ N \ L(C) at Step 5 additionally. We will employ a less expensive technique to choose a t ∈ N \ L(C) so that an evaluation measure ν * of efficiency of our dynamic enumeration method becomes smaller.
To check feasibility of C ∈ Ω(L) with a proper subset L of N , we have solved the dual problem D(C), and in Step 5 we have an optimal solution x * ∈ R δ of D(C). As stated in the previous subsection, if we set x init ∈ Rδ by (4) using x * of D(C), the vector x init is a feasible solution of D 1 (C, t, a) for any a ∈ A t and t ∈ N \ L(C). Because the structure of D 1 (C, t, a) and D(C) is similar to each other, we usually require only a few iterations to solve D 1 (C, t, a) when using x init as an initial feasible solution of the simplex method. Thus we expect that x init is incident to unbounded directions in cases where corresponding problems are unbounded. Accordingly, instead of applying the simplex method to check the feasibility of D 1 (C, t, a) (a ∈ A t and t ∈ N \ L(C)) , we propose to test whether the feasible solution x init of D 1 (C, t, a) has unbounded directions or not.
At
Step 5 we consider
In general, this indext does not coincide with the index t which achieves the minimum number of elements in
). We will observe from numerical results, however, that the evaluation measure ν * is much smaller for our dynamic enumeration method than the static enumeration method, and the total computational time for finding all mixed cells is reduced dramatically.
We next explain how to compute elements inŴ 1 (C, t, x init ) (t ∈ N \ L(C)) more precisely, using an LP form of (3) instead of D 1 (C, t, a) for simplicity of notation. For (3), let us assume that the number of variables d is not less than that of constraints k and the matrix G = (g 1 , g 2 , . . . , g d ) has full row rank. If this problem (3) is feasible, there exists a vertex x ∈ R d on the feasible region which consists of two components of the vector of basic variables 
where d i represents a component of d. When we move from x tox, the cost change per unit θ is c, d . Using a component c B of a cost vector c which corresponds to a basis B, this amount can be written as
and called a reduced cost for j ∈ D. To obtain an adjacent vertexx of x so that the value of a cost function decreases from x, we search for a direction d with j ∈ D such that its reduced cost is negative, and determine the step size θ ≥ 0 such that a new vertex x = x + θd satisfies its constraints; if components d i of a direction vector d are nonnegative for all i ∈ B ∩ I where I is the index set of nonnegative variables in (3), this problem is unbounded and we say that x has an unbounded direction. Otherwise, we compute the largest θ allowed by constraints for variables. Now, we provide the criteria for detecting that the feasible solution x init of D 1 (C, t, a) (a ∈ A t and t ∈ N \ L(C)) has an unbounded direction. Notice that the optimal basic matrix G B ∈ R n×n of D(C) is equal to the basic matrix on x init of D 1 (C, t, a) for any a ∈ A t and t ∈ N \ L(C)) because the number of constraints is equal to each other, and a feasible solution x init can be represented as (4) using an optimal solution x * of D(C). Also, note that the vector (G (5) is an optimal solution of its dual problem when the duality theorem holds for this primal-dual pair. Let α * ∈ R n be an optimal solution of P(C). For some a pt ∈ A t and t ∈ N \ L(C), reduced costs on x init of D 1 (C, t, a pt ) with
Since α * is an optimal solution of P(C) which has I(C) as a constraint, these reduced costs are nonnegative for every b ∈ A i \ {a The problem D(C) with #L(C) = has free variables, and the optimal basis contains all free variables if this problem is bounded. Therefore, since the basis on x init of D 1 (C, t, a) (a ∈ A t and t ∈ N \ L(C)) has free variables, it is enough to check (n − ) components of a vector −G
Numerical results
The proposed algorithm has been implemented and coded in C++ language. All numerical experiments were executed on a 2.4GHz Opteron 850 with 8 GB memory, running Linux. First, let us observe an evaluation measure ν * generated by the static and dynamic enumeration, described in Section 2, for the cyclic-n [2] and noon-n [18] problems. In the cyclic-n problem, one polynomial has 2 monomials and others have n monomials such as
. .
In the noon-n problem, all polynomials have (n + 1) monomials such as
For each polynomial system, we denote the support set of the ith polynomial from top as A i and set the support set A = (A 1 , A 2 , . . . , A n ) as the input data of Algorithm 2.1. Table 1 shows an evaluation measure ν * generated by the static and dynamic enumeration (abbreviated by "Static Enum." and "Dynamic Enum.", respectively) for the cyclic-n and noon-n problem, and the below row "Ratio" indicates the ratio between ν * given by these two methods. For these systems, this table reveals efficiency of the dynamic enumeration method by comparison with the static one, and we can see that the ratio increases as the size of each system becomes larger. Next, in terms of the computational time, we compare our dynamic enumeration algorithm with some existing ones. The following software packages have been developed for enumerating all mixed cells of a polynomial equation system: MVLP [6] , MixedVol [8, 9] , PHCpack [22] , PHoM [19] and mvol [15] . In particular, the papers [8, 9] report the superiority of MixedVol, which is coded in C++ language, in the computational time over the other existing software packages. Therefore, we compare our algorithm with MixedVol for the benchmark systems: the economic-n [17] , chandra-n [4] and katsura-n [3] problems in addition to the cyclic-n and noon-n problems. Here, we have omitted the description of the economic-n, chandra-n and katsura-n problems, which are found in the web site [20] . We summarize these computational times in Table 2 . The right-hand column "Speed-up Ratio" indicates the ratio between the cpu time of our algorithm and MixedVol, and "-" means that the software is not applied to the corresponding system. The column "Mixed Volume" presents the mixed volume of the support A of the system, which provides an upper bound for the number of isolated zeros of the polynomial system in (C \ {0}) n . See [1, 12] for a detail description of the mixed volume, and also [8, 14, 15] for the computation of the mixed volume. In Table 2 we can see that our dynamic enumeration method improves cpu time necessary for finding all mixed cells considerably, and solves large scale polynomial system such as the cyclic-15, noon-19,20,21, economic-20, chandra-20,21,22 and katsura-15,16 problems. This table shows the first numerical results for enumerating mixed cells of these large scale problems.
Concluding remarks
For finding all mixed cells of a polynomial system efficiency, the following two issues are essential: (1) how we construct an enumeration tree among a family of linear inequalities induced from the polynomial system, and also (2) how we check feasibility of a linear inequality system. In this paper, we proposed a depth-first search algorithm for a dynamic construction of an enumeration tree. At each iteration, the algorithm checks the feasibility of a linear inequality system by solving the induced dual LP problem with effective use Enumeration of all mixed cells of a polynomial system, which is the subject of this paper, plays an essential role in the polyhedral homotopy method, a powerful numerical method for computing all isolated zeros of a polynomial system. We expect that the polyhedral homotopy method utilizing the proposed dynamic enumeration technique successfully computes all solutions, which are not available so far, for large scale polynomial systems.
