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(November 20, 2018)
A class of two-species (three-states) bimolecular diffusion-limited models of classical particles
with hard-core reacting and diffusing in a hypercubic lattice of arbitrary dimension is investigated.
The manifolds on which the equations of motion of the correlation functions close, are determined
explicitly. This property allows to solve for the density and the two-point (two-time) correlation
functions in arbitrary dimension for both, a translation invariant class and another one where
translation invariance is broken. Systems with correlated as well as uncorrelated, yet random initial
states can also be treated exactly by this approach. We discuss the asymptotic behavior of density
and correlation functions in the various cases. The dynamics studied is very rich.
PACS number(s): 02.50.-r, 02.50.Ey, 05.50+q , 82.20.Db, 82.20.Mj
I. INTRODUCTION
Non-equilibrium statistical mechanics has wittnessed recently a resurgence of interest. Though over 50 years old,
the field is still in its infancy. Powerful concepts and tools are being developped, and yet much progress remains to be
done. The understanding of classical stochastic many-body systems is of relevance to a wide class of phenomena in
physics and beyond. In this context, a class of models describing diffusion-limited reactions plays an important role
[1]. The natural language to describe the stochastic dynamics of N classical bodies is that of the Master equation.
Formally, the dynamics can be coded in an imaginary time Schro¨dinger equation, where the Markov generator plays
the role of the Hamiltonian (see e.g. [1,2] and references therein). In the past, various representations in terms of
spins, fermions or bosons have been used depending on the physics being emphasized. A powerful method that
relies on bosonic field theory and the renomalization group has been applied by Cardy and collaborators to deal
with low density systems in arbitrary dimensions (see e.g. [3]). In one spatial dimension alternative approaches have
been proposed which take into account the hard core of the classical particles (see e.g. [1,2] and references therein).
Since the pioneering work of Glauber on the stochastic Ising model [4] various generalizations and extensions have
appeared (e.g. [5,6]) . A general approach has been proposed by Schu¨tz [7]. The latter investigates the most general
class of single-species models of bimolecular diffusion-limited reactions that can be solved exactly. Upon imposing
constraints on the available manifold, the equations of motion of all correlation functions close and, in that sense, the
dynamics is completely soluble. Via a duality transformation, Schu¨tz further shows that on the 10-parametric soluble
manifold, the spectrum of the stochastic Hamiltonian coincides with that of the XXZ−Heisenberg model (see also
[8]). In Reference [9], Fujii and Wadati extend Schu¨tz’s ideas to the s−species models of bimolecular diffusion-limited
reaction processes. These authors derive the general constraints that allow for the equations of motion of correlation
functions to close and, similarly to the single species case, introduce a dual Hamiltonian with identical spectrum.
They further note that in the general multi-species case, the constraints of solubility (in the sense given above) do
not seem to imply a simple relationship to integrable quantum Hamiltonians.
The general s−species bimolecular reaction-diffusion processes are characterized by (s+1)4− (s+1)2 independent
parameters (reaction-rates) and we have to impose 2s3 constraints to close the hierarchy of the equations of motion
of correlation functions. As few exact and explicit results for the dynamics of multi-species processes are available (in
particular in dimensions d > 1, see the discussion at the end of section III) , we decided to investigate in some details
and generality the soluble two-species bimolecular diffusion-limited reaction systems. In this paper, we focus on the
two-species problem (s = 2) and obtain, in arbitrary dimension, exact results. A particular physical application of
this work to a three-states growth model will be presented elsewhere [10]
The paper is organized as follows: the remaining of this section will be devoted to definitions and notations. In section
II, the equations of motion of the density and two-point correlation functions are derived. The constraints that ensure
the solubility of the problem are explicitly identified. We classify the soluble manifolds which will be investigated in
the sequel. In the first part of section III, we study the Fourier-Laplace transform of the density in the soluble case
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(on a 56−parameters manifold). In the second part, we compute on two manifolds the exact expression of the density
in arbitrary dimensions. We provide the asymptotic behavior of the latter for three different initial conditions. At the
end of section III we discuss the relationship between our results and the solution of some models solved exactly in
dimension d ≥ 1 [11–16]. In the first part of section IV, we give the exact dynamic form factor for an homogeneous and
uncorrelated (yet random) initial state. In the second part, we compute, in arbitrary dimension, the exact two-time
two-point correlation functions for random (homogeneous) uncorrelated as well as correlated initial states (we discuss
the sensitiveness of the system to the presence of initial correlations) . Section V is devoted to the study of the
instantaneous two-points correlation functions on a manifold of translationally-invariant models. We first deal with
the one-dimensional case, which is investigated for random uncorrelated as well as correlated initial states. Further,
we consider the higher dimensional case with random (yet homogeneous) and uncorrelated initial states. The last
section, is devoted to the conclusion.
For clarity and brevity’s sake, some definitions, as well as some technical details, are given in the appendices.
Consider an hypercubic lattice of dimension d with periodic boundary conditions and N sites (N = Ld), where
L represents the linear dimension of the hypercube. Further assume that local bimolecular reactions between species
A and B take place. Each site is either empty (denoted by the symbol 0) or occupied at most by one particle of type
A (respectively B) denoted in the following by the index 1 (respectively 2). The dynamics is parametrized by the
transition rates Γβ3β4β1β2 , where β1, β2, β3, β4 = 0, 1, 2:
∀(β1, β2) 6= (β3, β4) , Γβ3β4β1β2 : β1 + β2 −→ β3 + β4 (1)
Probability conservation implies
Γα1β2β1β2 = −
∑
(β1,β2) 6=(β′1,β
′
2)
Γ
β′1β
′
2
β1β2
, (2)
with
Γβ3β4β1β2 ≥ 0, ∀(β1, β2) 6= (β3, β4) (3)
For example the rate Γ1211 corresponds to the process A + A −→ A + B, while conservation of probability leads to
Γ1111 = −(Γ1011 + Γ0111 + Γ0011 + Γ0211 + Γ2011 + Γ2111 + Γ1211 + Γ2211)
The state of the system is determined by specifying the probability for the occurence of configuration {n} at time
t. It is represented by the ket
|P (t)〉 =
∑
{n}
P ({n}, t)|{n}〉 (4)
where the sum runs over the 3N configurations (N = Ld). At site i the local state is denoted by the ket |ni〉 = (1 0 0)T
if the site i is empty, |ni〉 = (0 1 0)T if the site i is occupied by a particle of type A (1) and |ni〉 = (0 0 1)T otherwise.
It is by now well known that the Master equation governing the dynamics of the systems can be rewritten as an
imaginary-time Schro¨dinger equation:
∂
∂t
|P (t)〉 = −H |P (t)〉, (5)
where H is the Markov generator, also called stochastic Hamiltonian, which in general is neither hermitian nor
normal. The construction of the stochastic Hamiltonian H from the master equation follows a known procedure (see,
e.g. [1,2,7,9]). We define [1,2,7,9] the left vacuum 〈χ˜| :
〈χ˜| ≡
∑
{n}
〈{n}| (6)
Probability conservation yields the local equation (stochasticity of H)
〈χ˜|H =
∑
α=1,...,d
∑
m
〈χ˜|Hm,m+eα = 0 =⇒ 〈χ˜|Hm,m+eα = 0, (7)
where eα, 1 ≤ α ≤ d, designates, in cartesian coordinates, the unit vector along the α-direction.
2
The two-species local Markov generator acts on two adjacent sites, i.e.,
−Hm,m+eα =

Γ0000 Γ
00
01 Γ
00
02 Γ
00
10 Γ
00
11 Γ
00
12 Γ
00
20 Γ
00
21 Γ
00
22
Γ0100 Γ
01
01 Γ
01
02 Γ
01
10 Γ
01
11 Γ
01
12 Γ
01
20 Γ
01
21 Γ
01
22
Γ0200 Γ
02
01 Γ
02
02 Γ
02
10 Γ
02
11 Γ
02
12 Γ
02
20 Γ
02
21 Γ
02
22
Γ1000 Γ
10
01 Γ
10
02 Γ
10
10 Γ
10
11 Γ
10
12 Γ
10
20 Γ
10
21 Γ
10
22
Γ1100 Γ
11
01 Γ
11
02 Γ
11
10 Γ
11
11 Γ
11
12 Γ
11
20 Γ
11
21 Γ
11
22
Γ1200 Γ
12
01 Γ
12
02 Γ
12
10 Γ
12
11 Γ
12
12 Γ
12
20 Γ
12
21 Γ
12
22
Γ2000 Γ
20
01 Γ
20
02 Γ
20
10 Γ
20
11 Γ
20
12 Γ
20
20 Γ
20
21 Γ
20
22
Γ2100 Γ
21
01 Γ
21
02 Γ
21
10 Γ
21
11 Γ
21
12 Γ
21
20 Γ
21
21 Γ
21
22
Γ2200 Γ
22
01 Γ
22
02 Γ
22
10 Γ
22
11 Γ
22
12 Γ
22
20 Γ
22
21 Γ
22
22

(8)
where the same notations as in reference [9] have been used. Probability conservation implies that each column in
the above representation sums up to zero. Locally, the left vacuum 〈χ˜| has the representation
〈χ˜| = (1 1 1)⊗ (1 1 1) = (1 1 1 1 1 1 1 1 1). (9)
The action of any operator on the left-vacuum has then a simple summation interpretation. This observation will be
crucial in the following computations. Below we shall assume an initial state |P (0)〉 and investigate the expectation
value of an operator O (observables such as density, etc.)
〈O〉(t) ≡ 〈χ˜|Oe−Ht|P (0)〉 (10)
II. DYNAMICAL EQUATIONS OF MOTION
Exploiting the properties of the left vacuum 〈χ˜| and denoting by nβi , β ∈ {0, 1, 2} the occupation of site i by a
particle of type β, we derive below the equations of motion of the density and two-point correlation function. For
β = 0, n0i denotes the empty state at site i, i.e.,
n0i = 1 − nAi − nBi (11)
We evaluate the action of H on the operators nAi , n
B
i , taking into account the local nature of the Markov generator:
− 〈χ˜|nAmHm,m±eα ; −〈χ˜|nBmHm,m±eα
(12)
As an example, the first term in the above yields
− 〈χ˜|nAmHm,m+eα =
∑
γ,δ=0,1,2
{
(Γ10γδ + Γ
11
γδ + Γ
12
γδ)〈χ˜|nγmnδm+eα
}
=
〈χ˜|(Γ1000 + Γ1100 + Γ1200) +
(
(Γ1010 + Γ
11
10 + Γ
12
10)− (Γ1000 + Γ1100 + Γ1200)
) 〈χ˜|nAm
+
(
(Γ1001 + Γ
11
01 + Γ
12
01)− (Γ1000 + Γ1100 + Γ1200)
) 〈χ˜|nAm+eα
+
(
(Γ1020 + Γ
11
20 + Γ
12
20)− (Γ1000 + Γ1100 + Γ1200)
) 〈χ˜|nBm + ((Γ1002 + Γ1102 + Γ1202)− (Γ1000 + Γ1100 + Γ1200)) 〈χ˜|nBm+eα
+
(
(Γ1000 + Γ
11
00 + Γ
12
00)− (Γ1001 + Γ1101 + Γ1201) + (Γ1011 + Γ1111 + Γ1211)− (Γ1010 + Γ1110 + Γ1210)
) 〈χ˜|nAmnAm+eα
+
(
(Γ1000 + Γ
11
00 + Γ
12
00)− (Γ1002 + Γ1102 + Γ1202) + (Γ1022 + Γ1122 + Γ1222)− (Γ1020 + Γ1120 + Γ1220)
) 〈χ˜|nBmnBm+eα
+
(
(Γ1000 + Γ
11
00 + Γ
12
00)− (Γ1002 + Γ1102 + Γ1202) + (Γ1012 + Γ1112 + Γ1212)− (Γ1010 + Γ1110 + Γ1210)
) 〈χ˜|nAmnBm+eα
+
(
(Γ1000 + Γ
11
00 + Γ
12
00)− (Γ1001 + Γ1101 + Γ1201) + (Γ1021 + Γ1121 + Γ1221)− (Γ1020 + Γ1120 + Γ1220)
) 〈χ˜|nBmnAm+eα
(13)
where the use of equation (2) is required to substitute for Γ1111,Γ
10
10,Γ
12
12. As expected, the stochastic Hamiltonian
connects the one-body initial operator to a two-body expression.
The equation of motion for the density becomes (at site m)
d
dt
〈nA,Bm 〉(t) ≡
d
dt
〈χ˜|nA,Bm e−Ht|P (0)〉 = −
∑
eα
〈nA,Bm (Hm,m+eα +Hm−eα,m)〉(t) (14)
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In order to determine the second moments, we also need to evaluate the following terms
− 〈χ˜|nAmnAm+eαHm,m+eα ; −〈χ˜|nAmnBm+eαHm,m+eα ; −〈χ˜|nBmnBm+eαHm,m+eα ; −〈χ˜|nAmnBm+eαHm,m+eα
(15)
For the sake of illustration, the first term above yields
− 〈χ˜|nAmnAm+eαHm,m+eα =
Γ1100〈χ˜|+ (Γ1110 − Γ1100)〈χ˜|nAm + (Γ1101 − Γ1100)〈χ˜|nAm+eα + (Γ1120 − Γ1100)〈χ˜|nBm + (Γ1102 − Γ1100)〈χ˜|nBm+eα
+ (Γ1100 + Γ
11
11 − Γ0111 − Γ1011)〈χ˜|nAmnAm+eα + (Γ1100 + Γ1122 − Γ1102 − Γ1120)〈χ˜|nBmnBm+eα
+ (Γ1100 + Γ
11
12 − Γ1102 − Γ1110)〈χ˜|nAmnBm+eα + (Γ1100 + Γ1121 − Γ1120 − Γ1101)〈χ˜|nBmnAm+eα (16)
Notice that the evolution operator connects a two-body operator to a two-body expression.
To compute the two-point correlation functions, we have to distinguish the sites that are nearest neighbors from
those that are not. If the sites m andn are not nearest neighbors (dist(m,n) > 1), the equation of motion reads
− d
dt
〈nA,Bm nA,Bn 〉(t) =
∑
α
(〈(nA,Bm Hm−eα,m)nA,Bn 〉(t) + 〈nA,Bm (nA,Bn Hn−eα,n)〉(t))
+
∑
α
(〈(nA,Bm Hm,m+eα)nA,Bn 〉(t) + 〈nA,Bm (nA,Bn Hn,n+eα)〉(t)) (17)
while if the sites are nearest neighbors, we have
− d
dt
〈nA,Bm nA,Bm+eα〉(t) = 〈nA,Bm nA,Bm+eαHm,m+eα〉(t)
+
∑
α′
(
〈(nA,Bm Hm−eα′ ,m)nA,Bm+eα〉(t) + 〈nA,Bm (nA,Bm+eαHm+eα,m+eα+eα′ )〉(t)
)
+
∑
α′ 6=α
(
〈(nA,Bm Hm,m+eα′ )nA,Bm+eα〉(t) + 〈nA,Bm (nA,Bm+eαHm+eα−eα′ ,m+eα)〉(t)
)
(18)
The equations of motion of n−points correlation functions are obtained in a similar way, with help of (12, 13) and
(15, 16) . As is well known, the equations of motion of classical (or quantum) correlation functions constitute an open
hierarchy which is not soluble in general. However, if we impose on the 34 − 32 = 72 bimolecular transition rates
involving two adjacent sites, the following 16 contraints (see appendix A for the definitions (141,142)).
1 )Aa2 +A
a
1 +A
a
0 = Γ
10
11 + Γ
11
11 + Γ
12
11
2 )Ba2 +B
a
1 +A
a
0 = Γ
10
22 + Γ
11
22 + Γ
12
22
3 )Ba2 +A
a
1 +A
a
0 = Γ
10
12 + Γ
11
12 + Γ
12
12
4 )Aa2 +B
a
1 +A
a
0 = Γ
10
21 + Γ
11
21 + Γ
12
21
5 )Ca2 + C
a
1 + C
a
0 = Γ
01
11 + Γ
11
11 + Γ
21
11
6 )Da2 +D
a
1 + C
a
0 = Γ
01
22 + Γ
11
22 + Γ
21
22
7 )Da2 + C
a
1 + C
a
0 = Γ
01
12 + Γ
11
12 + Γ
21
12
8 )Ca2 +D
a
1 + C
a
0 = Γ
01
21 + Γ
11
21 + Γ
21
21
9 )Ab2 +A
b
1 +A
b
0 = Γ
20
11 + Γ
21
11 + Γ
22
11
10)Bb2 +B
b
1 +A
b
0 = Γ
20
22 + Γ
21
22 + Γ
22
22
11)Bb2 +A
b
1 +A
b
0 = Γ
20
12 + Γ
21
12 + Γ
22
12
12)Ab2 +A
b
0 +B
b
1 = Γ
20
21 + Γ
21
21 + Γ
22
21
13)Cb0 + C
b
1 + C
b
2 = Γ
02
11 + Γ
12
11 + Γ
22
11
14)Cb0 +D
b
1 +D
b
2 = Γ
02
22 + Γ
12
22 + Γ
22
22
15)Cb0 + C
b
1 +D
b
2 = Γ
02
12 + Γ
12
12 + Γ
22
12
16)Cb0 + C
b
2 +D
b
1 = Γ
02
21 + Γ
12
21 + Γ
22
21
(19)
4
the equations of motion of the density and two-point correlation functions (and all multi-points correlation functions)
become closed. It is worth emphasizing that when the hierarchy closes at the lowest level, i.e., at the level of the
density, the equations of motion of all higher correlation functions also close. This is a remarkable property.
In the expressions (18) and (19), the rates Γαβαβ have not been made explicit for brevity.
A general diffusion-limited two-species reaction model is defined on the manifold, Vpar =
{
Γγδαβ − {Γαβαβ}|α, β ∈
(0, 1, 2)
}
, which has here 34 − 9 = 72 independent parameters. Let us denote by Vsol the restriction of Vpar on
the (72 − 16 = 56 parameters) manifold defined by the additional constraints (19): Vsol ≡ Vpar ∩ (19). The latter
represents the manifold on which the equations of motion of the correlation functions are closed, i.e., the soluble
manifold. We can further require translation invariance, i.e., 〈nimnjm+|r|〉(t) = 〈ni0nj|r|〉(t) ≡ Gij|r|(t), ∀r, t (i, j ∈ (A,B))
and in particular 〈nAmnBn 〉(t) = 〈nBmnAn 〉(t) ≡ GAB|n−m|(t). Imposing the above conditions in equations (17) and(18) and
taking into account the conditions of solubility (19), we arrive at the manifold Vtransl−invar , the restriction of Vsol
on the translation invariant soluble dynamics. Notice that Vtransl−invar(d) = Vsol ∩ V ′(d), where V ′(d) =
{
Eab0 =
Eba0 ; F
ab
1 +F
ab
2 +A
b
0d+C
b
0(d− 1) = F ba1 +F ba2 +Cb0d+Ab0(d− 1); F ab3 +F ab4 +Aa0(d− 1)+Ca0d = F ba3 +F ba4 +Ca0 (d−
1) +Aa0d; H
ab
1 +H
ab
2 + (C
a
2 +B
b
1)d+ (A
a
1 +D
b
2)(d − 1) = Hba1 +Hba2 + (Aa1 +Db2)d+ (Bb1 + Ca2 )(d − 1); Aa2 +Db1 =
Bb2 +C
a
1 ; G
ba
1 +C
b
2d+A
b
1(d− 1) = Gab1 +Cb2(d− 1) +Ab1d; Gab2 +Ba1 (d− 1) +Da2d = Gba2 +Ba1d+Da2 (d− 1); Ba2 =
Da1 ; A
b
2 = C
b
1
}
. Therefore this manifold has 72 − 16− 9 = 47 independent parameters. In practice, however further
constraints may be required for the computations to be accessible. With this remark in mind, we define the manifolds
V ′′ =
{
Ab1 + C
b
2 = A
b
2 = C
b
1 = B
a
1 +D
a
2 = B
a
2 = D
a
1 = 0
}
and V ′′′ =
{
Abn = B
a
n = C
b
n = D
a
n = G
a
2 = G
b
1 = G
ab
1 =
Gab2 = H
a,b
n = 0 |n = 1, 2
}
.
Summarizing the cases that we will discuss in this paper:
i) For the case where translation invariance is broken, we shall compute the exact density on the manifold V1, which
has 72− 16− 6 = 50 independent parameters,
V1 ≡ ∩Vsol ∩ V ′′ (20)
ii) For the translation invariant case, we shall evaluate both, the density and two-point correlation function exactly
on the manifold V2(d),
V2(d) ≡ Vsol ∩ V ′(d) ∩ V ′′′ ≡ Vtransl−invar(d) ∩ V ′′′ (21)
which has 47− 16 = 31 independent parameters.
To conclude this section, it is worth noting that there are few cases in which the open hierarchy of equations of
motion can be solved analytically. The class of single-species one-dimensional models for which the evolution operator
can be cast into a free fermionic form is an important example. However, the procedure of free ”fermionization”
cannot be applied to higher dimensions and/or multispecies problems, contrary to the method followed here.
III. THE DENSITY: GENERAL DISCUSSION
In the first part of this section we compute exactly the Fourier-Laplace transform of the density on the
56−parameters manifold Vsol, which is, as are correlation functions, directly related to light scattering measurements
in real reaction-diffusion systems [17–19]. The computation on the most general soluble manifold is here manageable
because the linear differential difference equations governing the dynamics give rise to a 2×2 matrix, the properties of
which can be studied analytically. For higher order correlation functions and/or for the s-species case, with s > 2, the
problem is however technically much harder (we shall come back to the general case in a future work). In the second
part of this section we provide the density of species A and B in space and time, both in the translation invariant
case and in a situation where translation invariance is broken. On the manifold (Vpar ∩ Vsol) ⊃ (Vtransl−invar ∩ Vsol),
we have
d
dt
〈nAm〉 = (Aa0 + Ca0 )d+ 〈nAm〉(t)(Aa1 + Ca2 )d+
∑
α
(
Aa2〈nAm+eα〉(t) + Ca1 〈nAm−eα〉(t)
)
+〈nBm〉(t)(Ba1 +Da2)d+
∑
α
(
Ba2 〈nBm+eα〉(t) +Da1〈nBm−eα〉(t)
)
(22)
5
ddt
〈nBm〉 = (Ab0 + Cb0)d+ 〈nBm〉(t)(Bb1 +Db2)d+
∑
α
(
Bb2〈nBm+eα〉(t) +Db1〈nBm−eα〉(t)
)
+〈nAm〉(t)(Ab1 + Cb2)d+
∑
α
(
Ab2〈nAm+eα〉(t) + Cb1〈nAm−eα〉(t)
)
(23)
Let us first consider the most general soluble case which is characterized by the set of equations (22,23). The solution
of (22,23) is split into the solution of the homogeneous system 〈nAm〉h(t) (〈nBm〉h(t)) and a function fA(t) (fB(t)) that
takes into account the inhomogeneity, i.e.,
d
dt
fA(t) = (A
a
0 + C
a
0 )d+ fA(t)(A
a
1 +A
a
2 + C
a
1 + C
a
2 )d+ fB(t)(B
a
1 +B
a
2 +D
a
1 +D
a
2)d, (24)
d
dt
fB(t) = (A
b
0 + C
b
0)d+ fB(t)(B
b
1 +B
b
2 +D
b
1 +D
b
2)d+ fA(t)(A
b
1 +A
b
2 + C
b
1 + C
b
2)d, (25)
We introduce the Fourier transforms of 〈nA,Bm 〉h(t), i.e.,
〈nA,Bm 〉h(t) =
∑
~p∈1.B.Z.
〈nˆA,B~p 〉(t)ei~p.m ⇐⇒ 〈nˆA,B~p 〉(t) =
1
Ld
∑
m
〈nA,Bm 〉h(t)e−i~p.m (26)
where the sum on ~p runs over the first Brillouin zone (1.B.Z.). The solution of the homogeneous problem in Fourier
space reads ( 〈nˆA~p 〉(t)
〈nˆB~p 〉(t)
)
= eM(p)t
( 〈nˆA~p 〉(t = 0)
〈nˆB~p 〉(t = 0)
)
(27)
where Mi,j(p), (i, j) ∈ (1, 2) is a s× s = 2× 2 matrix with the entries
M1,1(p) = (Aa1 + Ca2 )d+
∑
α
(
Aa2e
i~p.eα + Ca1 e
−i~p.eα
)
M1,2(p) = (Ba1 +Da2)d+
∑
α
(
Ba2e
i~p.eα +Da1e
−i~p.eα
)
M2,1(p) = (Ab1 + Cb2)d+
∑
α
(
Ab2e
i~p.eα + Cb1e
−i~p.eα
)
M2,2(p) = (Bb1 +Db2)d+
∑
α
(
Bb2e
i~p.eα +Db1e
−i~p.eα
)
(28)
The eigenvalues of the matrixM , which represent the inverse relaxation times of the system, control the asymptotic
behavior of the density,
λ±(p) =
M1,1(p) +M2,2(p)
2
±
√
(M1,1(p)−M2,2(p))2 + 4M1,2(p)M2,1(p)
2
(29)
It has been shown in considering the one-dimensional alternating-bonds Ising model obeying Glauber’s dynamics [20]
that the relaxational eigenvalues of the analog of the matrix M allow to identify the critical (but non-universal)
behavior: it is determined by the long wave-length p modes of the analog of the acoustic λ− branch. One-dimensional
alternating-bonds (J1 > J2 > 0) Ising model, with Glauber’s dynamics, exhibits a non-universal critical dynamical
exponent z = 1 + J1J2 [20].
In the sequel we shall need the zero-momentum 2× 2 matrix M(p = 0) ≡M(0)
M1,1(0) = (Aa1 +Aa2 + Ca1 + Ca2 )d
M1,2(0) = (Ba1 +Ba2 +Da1 +Da2)d
M2,1(0) = (Ab1 +Ab2 + Cb1 + Cb2)d
M2,2(0) = (Bb1 +Bb2 +Db1 +Db2)d
whose eigenvalues we shall denote, for short,
6
γ± = λ±(p = 0)
Notice that at p = 0, TrM(0) < 0 and detM(0) ≥ 0
We are now in a position to compute the Fourier-Laplace transform SA,B0 (~p, ω) of the density : SA,B0 (~p, ω) ≡
1
Ld
∑
m
∫∞
0 dte
−i~p.m−ωt〈nA,Bm 〉(t).
We consider initial states 〈nˆA,Bp 〉(0) = 1Ld
∑
m〈nA,Bm 〉(0)e−i~p.m(↔ 〈nA,Bm 〉(0) =
∑
~p∈1B.Z.〈nˆA,Bp 〉(0)ei~p.m) and assume
that the matrix M(p) is regular (i.e. detM(p) 6= 0). We shall distinguish four cases.
1) We assume that the matrix M(p) is diagonalizable, i.e., λ+(p) 6= λ−(p), but not triangular, M1,2(p) 6= 0, and
obtain
SA0 (~p, ω)=
1
λ−(p)− λ+(p)
[
λ−(p)−M1,1(p)
ω − λ+(p) −
λ+(p)−M1,1(p)
ω − λ−(p)
]
〈nˆAp (0)〉+
M1,2(p)〈nˆBp (0)〉
(ω − λ+(p))(ω − λ−(p))
+
δp,0
γ− − γ+
[
(γ− −M1,1(0))(Aa0 + Ca0 )d−M1,2(0)(Ab0 + Cb0)d
] 1
ω(ω − γ+)
− δp,0
γ− − γ+
[
(γ+ −M1,1(0))(Aa0 + Ca0 )d−M1,2(0)(Ab0 + Cb0)d
] 1
ω(ω − γ−) (30)
and
SB0 (~p, ω)= 〈nˆBp (0)〉
[
λ−(p)−M1,1(p)
ω − λ−(p) −
λ+(p)−M1,1(p)
ω − λ+(p)
]
−
[
(λ+(p)−M1,1(p))(λ−(p)−M1,1(p))
M1,2(p)(ω − λ+(p))(ω − λ−(p))
]
〈nˆAp (0)〉
+
δp,0
γ− − γ+
[
(γ− −M1,1(0))
M1,2(0) (A
a
0 + C
a
0 )d− (Ab0 + Cb0)d
]
γ+ −M1,1(0)
ω(ω − γ+)
− δp,0
γ− − γ+
[
(γ+ −M1,1(0))
M1,2(0) (A
a
0 + C
a
0 )d− (Ab0 + Cb0)d
]
γ− −M1,1(0)
ω(ω − γ−) (31)
Notice that the inhomogeneous part of the equations of motion give rise to a zero-momentum contribution which we
shall omit hereafter. As expected the poles in the ω-plane occur at the relaxational eigenvalues.
2) Next consider the case where the matrixM(p) is non-diagonalizable and non-triangular: λ(p) = λ+(p) = λ−(p) =
M1,1(p)+M2,2(p)
2 and M1,1(p) 6= M2,2(p) . We can compute eM(p)t with the help of a Jordan decomposition of the
matrix M(p), namely,
eM(p)t = P (p)eM
′(p)tP−1(p) (32)
where P is a regular 2×2 matrix andM′(p) =M1(p)+M2(p) is the sum of a diagonal matrixM1 and a Jordan-block
matrix. M2(p) is chosen such that [M1(p),M2(p)] = 0. M2(p) is nilpotent ((M2(p))2 = 0). Thus,
eM(p)t = P (p)eM
′(p)tP (p)−1 =
(
α(p) ǫ(p)
β(p) δ(p)
) (
eλ(p)t λ(p)teλ(p)t
0 eλ(p)t
) (
δ(p) −ǫ(p)
−β(p) α(p)
)
1
(α(p)δ(p) − β(p)ǫ(p)) (33)
With
P (p) =
(
α(p) ǫ(p)
β(p) δ(p)
)
(34)
which entries are:
α(p) ≡ λ(p)M1,1(p)
(
1 +
M1,2(p)M2,1(p)
detM(p)
)
β(p) ≡ −λ(p)M2,1(p)
detM(p)
ǫ(p) ≡ λ(p)(M2,2(p)−M1,2(p))
detM(p)
δ(p) ≡ λ(p)M1,2(p)
(
1− M1,1(p)(M2,2(p)−M1,2(p))
detM(p)
)
(35)
The matrix P (p) is regular (detP (p) 6= 0) if M(p) is regular. This decomposition leads to the form factors (~p 6= 0)
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SA0 (~p, ω) =
1
ω − λ(p)
[
〈nˆAp 〉(0)−
λ(p)
(ω − λ(p))detP (p)
(
α2(p)〈nˆBp 〉(0)− α(p)β(p)〈nˆAp 〉(0)
)]
(36)
SB0 (~p, ω) =
1
ω − λ(p)
[
〈nˆBp 〉(0)−
λ(p)
(ω − λ(p))detP (p)
(
α(p)β(p)〈nˆBp 〉(0)− β2(p)〈nˆAp 〉(0)
)]
(37)
Notice that λ+(p) = λ−(p) = λ(p) =
M1,1(p)+M2,2(p)
2 , imply the following relations on the reaction-rates:∑
β,β′=0,1,2
(
Γβ210Γ
β′1
20 + Γ
β1
00Γ
β′2
00
)
≤
∑
β,β′=0,1,2
(
Γβ210Γ
β′1
00 + Γ
β2
00Γ
β′1
20
)
∑
β,β′=0,1,2
(
Γ2β01Γ
1β′
02 + Γ
1β
00Γ
2β′
00
)
≤
∑
β,β′=0,1,2
(
Γ2β00Γ
1β′
02 + Γ
1β
00Γ
2β′
01
)
∑
β,β′=0,1,2
(
Γ1β20Γ
2β′
10 + Γ
1β
20Γ
β′2
01 + Γ
β1
02Γ
β′2
01 + Γ
β1
02Γ
2β′
10 + (Γ
1β
00 + Γ
β1
00 )(Γ
2β′
00 + Γ
β′2
00 )
)
≤
∑
β,β′=0,1,2
(
(Γ1β00 + Γ
β1
00 )(Γ
2β′
00 + Γ
β′2
00 ) + (Γ
1β
20 + Γ
β1
02 )(Γ
2β′
00 + Γ
β′2
00 )
)
∑
β,β′=0,1,2
(
Γ1β02Γ
β′2
10 + Γ
1β
00Γ
β′2
00 + Γ
2β
00Γ
β′1
00 + Γ
β1
00Γ
2β′
01
)
=
∑
β,β′=0,1,2
(
Γ1β00Γ
β′2
10 + Γ
β2
00Γ
1β
02 + Γ
2β
01Γ
β′1
20 + Γ
2β
00Γ
β′1
00
)
∑
β,β′=0,1,2
[
Γ1β01Γ
β′1
10 + Γ
2β
02Γ
β′2
20 − 4Γ2β01Γ1β
′
02 − 4Γ1β00Γ2β
′
00 + 4Γ
2β
00Γ
1β′
02 + 4Γ
1β
00Γ
2β′
01 − (Γ1β00 − Γ2β00 )(Γβ
′1
00 − Γβ
′2
00 )
]
=
∑
β,β′=0,1,2
[
Γ2β02Γ
β′1
10 + Γ
1β
01Γ
β′2
20 − (Γ1β00 − Γ2β00 )(Γ1β
′
01 − Γ2β
′
02 )− (Γβ100 − Γβ200 )(Γβ
′1
10 − Γβ
′2
20 )
]
(38)
These are necessary conditions (but not sufficient) for the matrixM(p) to be non-diagonalizable. This means in turn
that it is sufficient (but not necessary) that one of relations (38) be violated for the matrixM(p) to be diagonalizable.
If M2,1(p) = 0, the matrix M(p) is triangular, i.e.,
Ab1 + C
b
2 = A
b
2 = C
b
1 = 0, (39)
which in terms of reaction-rates imply∑
β=0,1,2
(
Γ2β10 + Γ
β2
01 − Γ2β00 − Γβ200
)
=
∑
β=0,1,2
(
Γ2β01 − Γ2β00
)
=
∑
β=0,1,2
(
Γβ210 − Γβ200
)
(40)
So for example, if Γ2β00 = Γ
β2
00 = Γ
2β
01 = Γ
β2
01 = Γ
β2
10 = Γ
2β
10 , the relations (40) are fulfilled.
If the matrix M is diagonal, i.e., M2,1(p) =M1,2(p) = 0, and in addition to (39-40), we have
Ba1 +D
a
2 = B
a
2 = D
a
1 = 0 =⇒∑
β=0,1,2
(
Γ1β20 + Γ
β1
02 − Γ1β00 − Γβ100
)
=
∑
β=0,1,2
(
Γ1β02 − Γ1β00
)
=
∑
β=0,1,2
(
Γβ120 − Γβ100
)
(41)
As an example, relations (39-41) are fulfilled if one has Γ1β00 = Γ
β1
00 = Γ
1β
02 = Γ
β1
20 = Γ
1β
20 = Γ
β1
02 and Γ
2β
00 = Γ
β2
00 = Γ
2β
01 =
Γβ210 = Γ
2β
10 = Γ
β2
01
It follows from this discussion that when the reaction-rates, in addition to the solubility constraints (19), also violate
conditions (39) and one of the relations (38) which are sufficient but not necessary, the first case applies. When,
in addition to (19), the relations (38), are fulfilled (recall that (38) are necessary but not sufficient constraints) and
the conditions (39) are violated, then the second case applies. When reaction-rates satisfy (39-40) in addition to the
relation (19), then the third case (see below) applies.
Similarly, when reaction-rates satisfy (39-41) in addition to the relation (19), then the fourth case (see below)
applies.
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3) IfM2,1(p) = 0, the matrixM(p) is triangular, thus the eigenvalues ofM(p) areM1,1(p) andM2,2(p). We have
already discussed the physical implication of this case (see equation (40) above), and we have (~p 6= 0)
eM(p)t = eM1,1(p)t
(
1 M1,2(p)t
0 1
)
(42)
which leads to (~p 6= 0)
SA0 (~p, ω) =
1
ω −M1,1(p)
[
〈nˆAp 〉(0) +
M1,2(p)
ω −M1,1(p) 〈nˆ
B
p 〉
]
; SB0 (~p, ω) =
〈nˆBp 〉(0)
ω −M1,1(p) (43)
4) If both M2,1(p) = M1,2(p) = 0, the matrix M(p) is already diagonal (see (40)), and the form factors read
(~p 6= 0)
SA0 (~p, ω) = 〈nˆ
A
p 〉(0)
ω−M1,1(p)
; SB0 (~p, ω) = 〈nˆ
B
p 〉(0)
ω−M2,2(p)
(44)
In the sequel we focus on the case where the matrix M(p) is diagonal and provide explicit expressions in real
space and time for the density. This is equivalent to imposing the six supplementary conditions characterizing V1
(see (39-41)), Ba1 +D
a
2 = B
a
2 = D
a
1 = A
b
1 + C
b
2 = A
b
2 = C
b
1 = 0. Let us first compute the density for the case where
translation invariance is broken, i.e., the manifold V1 ⊃ V2 of dimension 72 − (16 + 6). With the above constraints,
the densities obey the following equations of motion,
d
dt
〈nAm〉 = (Aa0 + Ca0 )d+ 〈nAm〉(t)(Aa1 + Ca2 )d+
∑
α
(
Aa2〈nAm+eα〉(t) + Ca1 〈nAm−eα〉(t)
)
(45)
d
dt
〈nBm〉 = d(Ab0 + Cb0) + 〈nBm〉(t)(Bb1 +Db2)d+
∑
α
(
Bb2〈nBm+eα〉(t) +Db1〈nBm−eα〉(t)
)
(46)
In order to discuss the solutions of these equations, it is convenient to define the following quantities: µA ≡
√
Ca1
Aa2
, µB ≡√
Db1
Bb2
, CA ≡
√
Aa2C
a
1 et CB ≡
√
Bb2D
b
1. Furthermore, we introduce BA ≡ 2(Aa1 + Ca2 ) ≤ 0, BB ≡ 2(Bb1 +Db2) ≤ 0,
γA ≡ Aa1 + Aa2 + Ca1 + Ca2 ≤ 0, γB ≡ Bb1 + Bb2 +Db1 +Db2 ≤ 0 and ǫj ≡ lnµj , j = A,B. A site on the hypercube is
denoted by m with d components: m = (m1, . . . ,mi, . . . ,md).
Exploiting the well known properties of Bessel functions (j ∈ (A,B)), we arrive at
〈njm〉(t) = ρj(∞)(1− e−d|γj|t) + e−d|
Bj
2 |t
∑
m=(m′1,...,m
′
d
)
〈njm′〉(0)
∏
i=1...d
µ
mi−m
′
i
j Imi−m′i(2Cjt) (47)
The steady densities are respectively, ρA(∞) = A
a
0+C
a
0
2|γA|
, and ρB(∞) = A
b
0+C
b
0
2|γB |
. Below, we investigate three different
cases
i) The (at t = 0) initial density (for each species) is given by ρj ,
〈njm′〉(t = 0) = ρj(0)δm,m′ (48)
The asymptotic behavior is then (mi ≫ 1 and uj = L2/4|Cj |t)
〈njm〉(t) ∼ ρj(∞) + ψjm
e−Θjt
tφj
(49)
where ψjm are known functions. Further, we assume |γj | > 0, since for |γj | = 0, equation (19) tells us that 〈njm〉(t) =
ρj(∞) = ρj(0) = cste, ∀t, where
Θj = min(d|γj |, d( |Bj |
2
− |Cj |(2 + ǫ2/2))) (50)
9
φj =
{
0 , if Θj = d|γj | > 0
d/2 , if Θj = d(
|Bj |
2 − |Cj |(2 + ǫ2j/2))
(51)
For Θ = 0 and γ 6= 0, the density decays algebraically, i.e., 〈njm〉(t) ∼ ρj(∞) + ψjmt−d/2.
ii) Initially, the particles (for each species) are confined in some region of space, i.e.,
〈njm〉(t = 0) =
{
nj0 , if 0 ≤ mi ≤ L/2
0 , otherwise
(52)
〈nj′ 6=jm 〉(t = 0) =
{
nj
′
0 , if L/2 < mi ≤ L
0 , otherwise
(53)
We have then
njm(t) ∼ ρj(∞) + e−Θjt
(
ψjm,1 +
ψjm,2
tφj
)
(54)
where Θj has been defined in (50) and for r = m−m′, |r| ≫ 1, r2/Ct <∞:
φj =
{
0 , if Θj = d|γj | > 0
1 , if Θj = d(
|Bj |
2 − Cj(2 + ǫ2j/2))
(55)
If Θ = 0 and γ 6= 0, the density decays as a power law, i.e., 〈njm〉(t) ∼ ρj(∞) +
(
ψjm,1 +
ψjm,2
t
)
.
iii) The initial distribution of particles is assumed to be non-uniform, i.e.,
〈njm〉(t = 0) =
{
nj0 , if m = 0
nj0
∏
i=1...d(1− δmi,0)|mi|−αi , if |m| > 0
(56)
With (56), we arrive at (mi ≫ 1 anduj = L2/4Cjt):
〈njm〉(t) ∼ ρj(∞) + ψjm
e−Θjt
tφj
(57)
When Θj = d(
|Bj |
2 − Cj(2 +
ǫ2j
2 )), decays as (59), with
φj =
{ ∑
i
αi
2 , if 0 ≤ αi < 1
d
2 , if αi ≥ 1
(58)
Again, as Θj = 0, equation (58) holds.
Notice the cross-over at αi = α = 1, where the density decays as 〈njm〉(t) ∼ ρj(∞) +
ψjm
(
e−d(
|Bj |
2 −|Cj|(2+
ǫ2
j
2 ))t
[
ln(4uj |Cj|t)
2
√
4π|Cj|t
]d)
. By contrast, when Θj = d|γj | > 0, the density behaves as 〈njm〉(t) ∼
ρj(∞) + ψjme−d|γj|t. Here we have restricted our attention to the case where 0 < αi < 1, ∀i, 0 < αi < 1, while in
general we could consider different regimes in the different directions (for example, 0 < α1 < 1, α1 = 1 and α1 > 1 ).
The corresponding asymptotic behavior follows as above.
To conclude this section let us focus on the manifold V2, where the density is translationally invariant. On account
of (46), we obtain two coupled linear differential equations which are easily integrated. The result is
ρj(t) = ρj(∞) + (ρj(0)− ρj(∞))e−d|γj |t (59)
The above solution allows us to solve for the correlation functions on V2(d). These in turn will be useful to solve
perturbatively the problem on the manifold Vtransl−inv(d).
Let us now discuss the relationship between our results and the solution of some models solved exactly in d ≥ 1
[11–15] earlier.
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In reference [11], Cle´ment et al., solved exactly (the fast adsorption rates version) of the Fichthorn, Gulari, Ziff
(FGZ) model [12] introduced to describe the conversion of CO and O to CO2 on platinum substrates. The model
solved in [11] describes the dynamics of classical stochastic particles of two-species (called A and B) with hard-core
constraint, and so our approach applies to this model. However, as the system solved in [11] is a two-states model
(in [11], the stochastic variable is a “spin variable” zj = ±1, +1 corresponding to an A particle and −1 to a B
particle at site j. In this model there are no vacancies), it is not in the class of (three-states) models which we
specifically study there. It is however possible to recover previous results [11] considering the system [11] in the
framework of the two-states analog of our approach [7,9]. To do so we relabel Cle´ment et al. B particles by vacancies
symbolized by 0 (the A particles are symbolized by 1), thus reactions occurring in [11] are described by the rates:
Γ1011 = Γ
01
11 = Γ
10
00 = Γ
01
00 = p/4; Γ
01
10 = Γ
10
01 = 1/4d; Γ
00
10 = Γ
11
10 = Γ
11
01 = Γ
00
01 = p/4 + 1/4d; Γ
11
11 = Γ
00
00 = −p/2 and
Γ1010 = Γ
01
01 = −(p/2 + 3/4d). For such systems (where s=1), the 2s3 = 2 solubility constraints, which are the analogs
of (19), read [7,9]: Γ0010 +Γ
10
00 +Γ
01
10 +Γ
11
00 = Γ
00
11 +Γ
01
11 +Γ
10
01 +Γ
11
01 and Γ
00
01 +Γ
01
00 +Γ
10
01 +Γ
11
00 = Γ
00
11 +Γ
10
11 +Γ
01
10 +Γ
11
10.
These constraints are fulfilled for the previous choice of rates (similar to the choice of [11]) and thus the dynamics
of the system is soluble in arbitrary dimensions, i.e. the equations of motion of the correlation functions are closed
and obtained as in (14,17,18). As an example, for the density we have the following equation of motion [7]: ddt 〈n˜j〉 =
B1
∑
±α (〈n˜j+α〉 − 〈n˜j〉)− p〈n˜j〉, where n˜j ≡ nj − 12 and B1 = Γ0110 + Γ1110 − Γ0100 − Γ1100 = 1/2d are the same quantities
defined in [7]. Noting that in language of [11] γj ≡ 〈zj〉 = 2〈n˜j〉, we recover the result of [11]: ddtγj = 12d△γj − pγj ,
where △γj ≡
∑
±α(γj+α − γj). Similarly we can reproduce the (closed) equations of motion for higher correlation
functions. Saturation phenomena as in [11] should also occur in the class of three states models. However the
analytical treatment would be more complex than in [11] two-states models.
Let us sketch the strategy which one should follow to treat saturation in the models considered here. For trans-
lationally invariant systems one should solve a (linear) differential-difference systems of coupled equations describing
equations of motion of correlation functions 〈nimnjl 〉(t), j ∈ (A,B) paying due attention to the boundary terms m = l
and |m− l| = 1 (see also section V). This system is solved in Fourier space and involves a general 3× 3 matrix with
non-constant entries. One should, as it has been done for the density, carefully discuss the properties of this matrix,
which is a technical matter. In fact such a study should be carried out for some specific model.
A further two-states model which can be solved exactly in d ≥ 1 is the Voter model (see e.g. [16]) described
by the reactions-rates: Γ = Γ0001 = Γ
00
10 = Γ
11
01 = Γ
11
01 > 0. Since this model fulfill the previous “two-states”
solubility constraints, it is soluble in arbitrary dimensions. With the two-states analog of (14,17,18) we obtain
the (closed) equations of motion of the correlation functions. As an example, for the density, we have [16]:
d
dt 〈nj〉 = 2Γ
∑
α (〈nj+α〉+ 〈nj−α〉 − 2〈nj〉).
Another important model which has been studied rigorously in dimensions d ≥ 1 is the (irreversible) reaction
A+B → ∅+ ∅. For this model, Bramson and Lebowitz [14] obtained, rigorously, upper and lower bounds for the long
time behavior of densities. However, systems considered in these works, [14], allow the multiple occupancy of a site
by particles of the same species. Later, Belitsky [15] generalized the study of [14] to the case of hard-core particles
reacting according to A + B → ∅ + ∅ (with rates Γ0012 = Γ0021 = Γ(= 1)) and A + ∅ ↔ ∅ + A; B + ∅ ↔ ∅ + B (with
rates Γ0110 = Γ
10
01 = Γ
02
20 = Γ
20
02 = 1). He obtained rigorously an upper bound for long-time behavior of the density
[for an uncorrelated initial state with equal species densities: ρA(0) = ρB(0) ≤ 1/2]: ∀ǫ > 0, ∃T (ǫ) < ∞, so that
for t > T (ǫ), ρt→∞(t) ≤ t−d/4+ǫ, for d ≤ 4 and ρt→∞(t) ≤ C⋆t−1, for d > 4; where C⋆ is a positive constant. We
can now wonder whether such a model can be dealt with in our approach. As the model considered by Belitsky is
a three-states model, the equations of motion of correlation functions are given by (14,17,18) with Aa2 = C
a
1 = B
b
2 =
Db1 = −Aa1 = −Bb1 = −Ca2 = −Db2 = 1 and Aa0 = Ba1 = Ba2 = Da1 = Da2 = Ab0 = Ab1 = Ab2 = Cb0 = Cb1 = Cb2 = 0.
Unfortunately the solubility constraints (19) are not fulfilled for such a model (consider e.g. the fourth constraint:
Aa2 +B
a
1 +A
a
0 = Γ
10
21+Γ
11
21+Γ
12
21 ⇒ Γ = 0, but in this model Γ = 1 ) and the equations of motion give rise to an open
hierarchy which cannot be solved.
Results in d ≥ 1 have also been obtained by approximate methods (mean-field theories), and/or by scaling and
heuristic arguments (see e.g. [1] and references therein). As an illustration of these studies let us consider the work
of Toussaint and Wilczek. In [13], a system of two species A and B reacting according to A+B → ∅+ ∅, in addition
to their diffusive motion is studied numerically and an approximate method for calculating the densities at long-
time is proposed (for system with equal densities : ρA(0) = ρB(0)). Approximate results [13] predict ρ(t) ∼ t−d/4,
in agreement with Bramson, Lebowitz [14] and Belitsky [15] rigorous results in the one-dimensional case, but in
disagreement in higher dimensions d > 1. The approach in [13] is a continuum macroscopic approach and cannot
take into account the hard-core constraint of the particles . In addition, it takes into account of fluctuations in an
approximate and uncontrolled way. It is therefore difficult to compare their method with the microscopic exact results
presented here.
In sum we have seen that the two-states formulation [7] of the method dicussed here allows to recover some previous
exact results in arbitrary dimensions [11,16] for the stochastic models of hard-core particles. Our approach applied
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on three-states models (of hard-core particles) is in a sense complementary to the rigorous results of [15] and is useful
to describe exactly physical models such as a three-states growth model [10].
IV. NON-INSTANTANEOUS CORRELATION FUNCTIONS
To our knowledge, the only exact computations of two-time correlation functions in non-equilibrium statistical
mechanics that are available are those for single species models, in particular for one-dimensional models which can
be mapped onto free fermion [18,19,22] and other related [21,16] models . These exact results are useful, as starting
points for perturbative calculations or for checking numerical computations. This section is devoted to the study of
the 50-parametric manifold V1. We are interested in the density-density correlation functions
〈nim(t)njl (0)〉 ≡ 〈χ˜|nime−Htnjl |P (0)〉 = 〈χ˜|nime−Ht|P ′(0)〉, i, j ∈ (A,B) (60)
where |P (0)〉 denotes the initial state of the system. From the above we see that the evaluation for the correlation
function with respect to the initial state |P (0)〉 is equivalent to computation of the density of particles of species i at
site m for a sytem in an initial state described by |P ′(0)〉 ≡ njl |P (0)〉.
We now distinguish the case where correlations are absent in the initial (with broken translation invariance) state
from that where they are present.
A. Non-instantaneous two-point correlation functions for uncorrelated initial states
In this subsection we assume uncorrelated initial states with a random and translationally invariant distribution of
particles of type A (density ρA(0)) and of type B (density ρB(0)). Therefore in our notations |P (0)〉 becomes
|P (0)〉 =
 1− ρA(0)− ρB(0)ρA(0)
ρB(0)
⊗L
d
(61)
So that we have
〈nAm(0)nAl (0)〉 = ρA(0)δm,l + ρA(0)2(1− δm,l)
〈nBm(0)nBl (0)〉 = ρB(0)δm,l + ρB(0)2(1− δm,l)
〈nAm(0)nBl (0)〉 = 〈nBm(0)nAl (0)〉 = ρA(0)ρB(0)(1 − δm,l) (62)
We begin this section by computing explicitely the Fourier-Laplace transform of the two-points non-instantaneous
correlation functions, i.e., the dynamic form factors measured in the light scattering experiments [17,19]
Sij1 (~p, ω) ≡
1
Ld
∑
m′≡m−l
∫ ∞
0
dte−i~p.m
′−ωt〈nim(t)njl (0)〉
=
1
Ld
∑
m′≡m−l
∫ ∞
0
dte−i~p.m
′−ωt〈nim′=m−l(t)nj0(0)〉, (i, j) ∈ (A,B) (63)
Using the results of the previous section and assuming regularity and diagonalizability of M(p), we find for the
dynamic form factors
SAA1 (~p, ω)=
1
λ−(p)− λ+(p)
[
λ−(p)−M1,1(p)
ω − λ+(p) −
λ+(p)−M1,1(p)
ω − λ−(p)
] (
(ρ2A(0) + ρA(0))δp,0 − ρA(0)
)
+
M1,2(p) (ρA(0)ρB(0)) (δp,0 − 1)
(ω − λ+(p))(ω − λ−(p))
+
δp,0
γ− − γ+
[
(γ− −M1,1(0))(Aa0 + Ca0 )d−M1,2(0)(Ab0 + Cb0)d
] 1
ω(ω − γ+)
− δp,0
γ− − γ+
[
(γ− −M1,1(0))(Aa0 + Ca0 )d−M1,2(0)(Ab0 + Cb0)d
] 1
ω(ω − γ−) (64)
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SAB1 (~p, ω)=
1
λ−(p)− λ+(p)
[
λ−(p)−M1,1(p)
ω − λ+(p) −
λ+(p)−M1,1(p)
ω − λ−(p)
]
ρA(0)ρB(0)(δp,0 − 1)
+
M1,2(p)
(
(ρ2B(0) + ρB(0))δp,0 − ρB(0)
)
(ω − λ+(p))(ω − λ−(p))
+
δp,0
γ− − γ+
[
(γ− −M1,1(0))(Aa0 + Ca0 )d−M1,2(0)(Ab0 + Cb0)d
] 1
ω(ω − γ+)
− δp,0
γ− − γ+
[
(γ− −M1,1(0))(Aa0 + Ca0 )d−M1,2(0)(Ab0 + Cb0)d
] 1
ω(ω − γ−) (65)
and
SBB1 (~p, ω)=
(
(ρ2B(0) + ρB(0))δp,0 − ρB(0)
) [λ−(p)−M1,1(p)
ω − λ−(p) −
λ+(p)−M1,1(p)
ω − λ+(p)
]
−
[
(λ+(p)−M1,1(p))(λ−(p)−M1,1(p))
M1,2(p)(ω − λ+(p))(ω − λ−(p))
]
ρA(0)ρB(0)(δp,0 − 1)
+
δp,0
γ− − γ+
[
(γ− −M1,1(0))
M1,2(0) (A
a
0 + C
a
0 )d− (Ab0 + Cb0)d
]
γ+ −M1,1(0)
ω(ω − γ+)
− δp,0
γ− − γ+
[
(γ+ −M1,1(0))
M1,2(0) (A
a
0 + C
a
0 )d− (Ab0 + Cb0)d
]
γ− −M1,1(0)
ω(ω − γ−) (66)
SBA1 (~p, ω)= ρA(0)ρB(0)(δp,0 − 1)
[
λ−(p)−M1,1(p)
ω − λ−(p) −
λ+(p)−M1,1(p)
ω − λ+(p)
]
−
[
(λ+(p)−M1,1(p))(λ−(p)−M1,1(p))
M1,2(p)(ω − λ+(p))(ω − λ−(p))
] (
(ρ2A(0) + ρA(0))δp,0 − ρA(0)
)
+
δp,0
γ− − γ+
[
(γ− −M1,1(0))
M1,2(0) (A
a
0 + C
a
0 )d− (Ab0 + Cb0)d
]
γ+ −M1,1(0)
ω(ω − γ+)
− δp,0
γ− − γ+
[
(γ+ −M1,1(0))
M1,2(0) (A
a
0 + C
a
0 )d− (Ab0 + Cb0)d
]
γ− −M1,1(0)
ω(ω − γ−) (67)
Again the poles of the dynamic form factors give the relaxational eigenvalues. As in the previous section, we could
also compute the correlation functions in the case where M(p) is non-diagonalizable, triangular or already diagonal,
but for brevity’s sake we prefer to focus here on the non-instantaneous correlation functions on the 50−parameterss
manifold V1.
With help of equations (45-47), we obtain the non-instantaneous two-point correlation functions on the manifold
V1 as
〈nAm(t)nAl (0)〉 = ρA(∞)(1 − e−d|γA|t) + ρ2A(0)e−d|γA|t + (ρA(0)− ρ2A(0))
∏
α=1...d
µmα−lαA e
−
|BA|t
2 Imα−lα(2CAt) (68)
〈nAm(t)nBl (0)〉 = ρA(∞)(1 − e−d|γA|t) + ρA(0)ρB(0)
[
e−d|γA|t −
∏
α=1...d
µmα−lαA e
−
|BA|t
2 Imα−lα(2CAt)
]
(69)
〈nBm(t)nBl (0)〉 = ρB(∞)(1 − e−d|γB|t) + ρ2B(0)e−d|γB|t + (ρB(0)− ρ2B(0))
∏
α=1...d
µmα−lαB e
−
|BB |t
2 Imα−lα(2CBt) (70)
〈nBm(t)nAl (0)〉 = ρB(∞)(1 − e−d|γB|t) + ρA(0)ρB(0)
[
e−d|γB|t −
∏
α=1...d
µmα−lαB e
−
|BB |t
2 Imα−lα(2CBt)
]
(71)
with the notations, ~r ≡ ∑α rαeα, ~ǫi ≡ ǫi∑α eα and rα = mα − lα = σL. We are interested in the asymptotic
behavior (|Cj |t≫ 1, j ∈ (A,B) and uj = L2/4|Cj|t <∞) of the above correlation functions in two regimes:
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i) when |m− l| ≡ |r| ≡ (∑α=1...d r2α)1/2 ∼ L≫ 1, in this case σ = r/L = O(1).
ii) when |m− l| ≡ |r| ≪ 1, in this case σ = r/L = O(1/L).
It is worth noting that the autocorrelation functions (where |m − l| = 0) are obtained in the second regimes (ii).
With the above, we finally arrive at
〈nAm(t)nAl (0)〉 = ρA(∞)(1− e−d|γA|t) + ρ2A(0)e−d|γA|t + exp
(
2dσ2uA − (~r − ~ǫA|CA|t)
2
2|CA|t
)
e−d(
|BA|
2 −|CA|(2+ǫ
2
A/2))t
×
[
(ρA(0)− ρ2A(0))e−dσ
2uA
(4π|CA|t)d/2 +O(1/t
d)
]
(72)
〈nAm(t)nBl (0)〉 = ρA(∞)(1 − e−d|γA|t) + ρA(0)ρB(0)e−d|γA|t + exp
(
2dσ2uA − (~r − ~ǫA|CA|t)
2
2|CA|t
)
e−d(
|BA|
2 −|CA|(2+ǫ
2
A/2))t
× ρA(0)ρB(0)
[
1− e
−dσ2uA
(4π|CA|t)d/2 +O(1/t
d)
]
(73)
〈nBm(t)nBl (0)〉 = ρB(∞)(1− e−d|γB|t) + ρ2B(0)e−d|γB|t + exp
(
2dσ2uB − (~r − ~ǫB|CB |t)
2
2|CB|t
)
e−d(
|BB |
2 −|CB |(2+ǫ
2
B/2))t
×
[
(ρB(0)− ρ2B(0))e−dσ
2uB
(4π|CA|t)d/2 +O(1/t
d)
]
(74)
〈nBm(t)nAl (0)〉 = ρB(∞)(1 − e−d|γB|t) + ρA(0)ρB(0)e−d|γB|t + exp
(
2dσ2uB − (~r − ~ǫB|CB |t)
2
2|CB|t
)
e−d(
|BB |
2 −|CB|(2+ǫ
2
B/2))t
× ρA(0)ρB(0)
[
1− e
−dσ2uB
(4π|CB |t)d/2 +O(1/t
d)
]
(75)
In the regime |Bi| = |Ci|(2 + ǫ2i /2d), i ∈ (A,B), the two-point correlation functions decay as
〈nim(t)njl (0)〉 ∼
exp
(
2dσ2ui − (~r−~ǫi|Ci|t)
2
2|Ci|t
)
|Ci|td/2 , (i, j) ∈ (A,B) (76)
Note the non-trivial dependence on dimensionality and the drift term in exp
(
2dσ2ui − (~r−~ǫi|Ci|t)
2
2|Ci|t
)
, (ǫi 6= 0). We
remark that this is consistent with the result obtained in one dimension for free fermions [19]. If ǫi = 0, than there is
no drift: exp
(
2dσ2ui − (~r−~ǫi|Ci|t)
2
2|Ci|t
)
= 1.
B. Non-instantaneous two-point correlation functions on V1: correlated initial states
Let us consider correlated initial states described by a distribution having the following properties:
i) when dist(m− l) > 0:
〈nim(0)njl (0)〉 = Kij
∏
α=1,...,d
(1 − δrα,0)|rα|−∆
α
ij , ∆ij > 0,Kij > 0 , rα ≡ |mα − lα|, (i, j) ∈ (A,B), (77)
ii) when m = l,
〈nim(0)njl (0)〉 = 〈nim(0)〉δi,j = 〈njl (0)〉δi,j = ρi(0)δi,j (78)
The initial distribution in this subsection has been chosen in a special form, namely in such a way that computations
can be carried out explicitly to the end. There is a priori no physical justification for such a choice, which has already
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been considered in [21] for a single-species reaction-diffusion system. However and most importantly, our goal here is
to investigate the dependence of the asymptotics on the initial correlations.
We remark that in one dimension the initial state (77,78) is translationally invariant,
〈nim(0)njl (0)〉 = 〈ni|r|=|m−l|(0)nj0(0)〉 = Kij(1− δ|r|,0)|r|−∆ij + ρi(0)δi,jδ|r|,0 (79)
while in higher dimensions (d ≥ 2, see 77) translational invariance is broken. This state of affairs has lead us to
distinguish in the discussions the one one dimensional case from its higher dimensional counterparts.
i) We begin with one dimension (d = 1), where r = rα ≡ m− l. Because of the translational invariance in the initial
state, we expect the non-instantaneous correlation function to depend on r = m− l, indeed,
〈nAm(t)nAl (0)〉 = 〈nAr (t)nA0 (0)〉 = ρA(∞)(1 − e−|γA|t) + ρA(0)e−
|BA|t
2 µrAIr(2CAt)
+ KAA
∑
r′ 6=0
µr−r
′
A |r′|−∆AAe−
|BA|t
2 Ir−r′(2CAt) (80)
〈nAm(t)nBl (0)〉 = ρA(∞)(1 − e−|γA|t) +KAB
∑
r′ 6=0
µr−r
′
A |r′|−∆ABe−
|BA|t
2 Ir−r′(2CAt) (81)
〈nBm(t)nBl (0)〉 = 〈nBr (t)nB0 (0)〉 = ρB(∞)(1 − e−|γB|t) + ρB(0)e−
|BB |t
2 µrBIr(2CBt)
+ KBB
∑
r′ 6=0
µr−r
′
B |r′|−∆BBe−
|BB |t
2 Ir−r′(2CBt) (82)
〈nBm(t)nAl (0)〉 = ρB(∞)(1 − e−|γB|t) +KBA
∑
r′ 6=0
µr−r
′
B |r′|−∆BAe−
|BB |t
2 Ir−r′(2CBt) (83)
Notice that when µA,B 6= 0, then 〈nA,Br (t)nA,B0 (0)〉 6= 〈nA,B−r (t)nA,B0 (0)〉 because of the drift which is due to an
asymmetric Markov generatorH . Such a behaviour has been observed in single-species one-dimensional free-fermionic
models [19,18].
ii) In higher dimensions (d ≥ 2), the initial state is no longer translationally invariant and with (77,78) and (47),
we find
〈nAm(t)nAl (0)〉 = ρA(∞)(1 − e−d|γA|t) + ρA(0)e−
d|BA|t
2
∏
α=1...d
µ
mα−m
′
α
A Imα−lα(2CAt)
+ KAA
∑
(m′1 6=l1,...,m
′
d
6=ld)
∏
α=1...d
µ
mα−m
′
α
A |m′α − lα|−∆
α
AAe−
|BA|t
2 Imα−m′α(2CAt) (84)
〈nAm(t)nBl (0)〉 = ρA(∞)(1 − e−d|γA|t)
+ KAB
∑
(m′1 6=l1,...,m
′
d
6=ld)
∏
α=1...d
µ
mα−m
′
α
A |m′α − lα|−∆
α
ABe−
|BA|t
2 Imα−m′α(2CAt) (85)
〈nBm(t)nBl (0)〉 = ρB(∞)(1 − e−d|γB|t) + ρB(0)e−
d|BB |t
2
∏
α=1...d
µ
mα−m
′
α
B Imα−m′α(2CBt)
+ KBB
∑
(m′1 6=l1,...,m
′
d
6=ld)
∏
α=1...d
µ
mα−m
′
α
B |m′α − lα|−∆
α
BBe−
|BB |t
2 Imα−m′α(2CBt) (86)
〈nBm(t)nAl (0)〉 = ρB(∞)(1 − e−d|γB|t)
+ KBA
∑
(m′1 6=l1,...,m
′
d
6=ld)
∏
α=1...d
µ
mα−m
′
α
B |m′α − lα|−∆
α
BAe−
|BB |t
2 Imα−m′α(2CBt) (87)
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We see that in higher dimensions, because of the broken symmetry of the initial state, the non-instantaneous correlation
functions no longer depends on rα = mα − lα. We can study the asymptotic behavior of these non-instantaneous
correlation functions in an unified way (including both d = 1 and d ≥ 2), namely for rα = mα − lα, with |rα| =
|mα − lα| ∼ |mα| ≫ 1, with rα = σαL and ui = L2/4|Ci|t <∞, in the regime where |Ci|t, r ≫ 1, (i, j) ∈ (A,B), the
correlation functions are given by
〈nim(t)njl (0)〉 = ρi(∞)(1 − e−d|γi|t) + exp
(
2
∑
α
σ2αui − (
~r − ~ǫi|Ci|t
2|Ci|t )
2
)
e−d(
|Bi|
2 −|Ci|(2+ǫ
2
i/2))t
×
(
ρi(0)e
−
∑
α
σ2αuiδi,j
(4π|Ci|t)d/2 +Kij
∏
α=1...d
[
e−σ
2
αui
1−∆αij
√
uiσ2α
π
1
4ui|Ci|σ2αt∆
α
ij
/2
]
+O(t−2d)
)
, 0 < ∆αij < 1 (88)
where we use ~r ≡∑α rαeα and ~ǫi ≡ ǫi∑α eα. Moreover,
〈nim(t)njl (0)〉 = ρi(∞)(1 − e−d|γi|t) + exp
(
2
∑
α
σ2αui − (
~r − ~ǫi|Ci|t
2|Ci|t )
2
)
e−d(
|Bi|
2 −|Ci|(2+ǫ
2
i/2))t
× 1
(4π|Ci|t)d/2
(
ρi(0)e
−
∑
α
σ2αuiδi,j +Kij
∏
α=1...d
ζ(∆αij) +O(t−2d)
)
, ∆αij > 1 (89)
When ∆αij = 1, a cross-over takes place and logarithmic corrections arise, namely,
〈nim(t)njl (0)〉 = ρi(∞)(1 − e−d|γi|t) + exp
(
2
∑
α
σ2αui − (
~r − ~ǫi|Ci|t
2|Ci|t )
2
)
e−d(
|Bi|
2 −|Ci|(2+ǫ
2
i/2))t
× 1
(4π|Ci|t)d/2
(
ρi(0)e
−
∑
α
σ2αuiδi,j +Kij
∏
α=1...d
ln(4uiσα|Ci|t) +O(t−2d)
)
, ∆αij = 1 (90)
Therefore, when the spatial correlations are important, i.e., ∆αij < 1, correlation functions (at
|Bi|
2 −|Ci|(2+ ǫ2i /2d)) =
0) decay as
〈nim(t)njl (0)〉 ∼
exp
(
2
∑
α σ
2
αui − (~r−~ǫi|Ci|t2|Ci|t )2
)
(4π|Ci|t)
∑
α
∆α
ij
/2
,∆αij < 1 (91)
On the contrary, weak spatial initial correlations do not affect the long time behavior of correlation functions, since
〈nim(t)njl (0)〉 ∼
exp
(
2
∑
α σ
2
αui − (~r−~ǫi|Ci|t2|Ci|t )2
)
(4π|Ci|t)d/2 , ∆
α
ij > 1 (92)
The marginal case ∆αij = 1 has logarithmic corrections
〈nim(t)njl (0)〉 ∼
exp
(
2
∑
α σ
2
αui − (~r−~ǫi|Ci|t2|Ci|t )2
)
(ln 4|Ci|t)d
(4π|Ci|t)d/2 , ∆
α
ij = 1 (93)
Notice the drift which occurs for ǫ 6= 0 and the effect of dimensionality. The fact that initially the state is
translationally-invariant (d = 1) gives rise to the same asymptotic behavior (t−d/2) as for the non-translationally-
invariant system in higher dimensions (d ≥ 2).
V. INSTANTANEOUS TWO-POINT CORRELATION FUNCTIONS ON THE MANIFOLD V2
We now pass to the computation of the two-point correlation function on the translation invariant manifold V2(d)
(21). From (17,18), the evolution equations of correlation functions follow. We shall discuss both cases, when the
initial state is correlated and when it is uncorrelated. We shall evaluate
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GAA|r|=|n−m|(t) ≡ 〈nAnnAm〉(t) ≡ 〈nA|m−n|nA0 〉(t) ≡ GAAr (t)
GBB|r|=|n−m|(t) ≡ 〈nBn nBm〉(t) ≡ 〈nB|m−n|nB0 〉(t) ≡ GBBr (t)
GAB|r|=|n−m|(t) ≡ 〈nAnnBm〉(t) ≡ 〈nBn nAm〉(t) ≡ 〈nA|m−n|nB0 〉(t) ≡ 〈nB|m−n|nA0 〉(t) ≡ GABr (t) ≡ GBAr (t) (94)
with the boundary conditions at r = 0 (for the densities see (59)):
GAAr=0(t) ≡ ρA(t) ; GBBr=0(t) ≡ ρB(t) ; GABr=0(t) ≡ 0 (95)
Notice that the point |r| = 1 must be dealt with care. Further, it will be convenient to distinguish the one dimensional
problem from that in d ≥ 2. In this section, in addition to the definition of the Appendix A, we also introduce some
specific notations and abbreviations (see Appendix B, (143), (144) and (145)). Let us start the discussion with one
spatial dimension.
A. One-dimensional instantaneous two-point correlation functions on V2(d = 1)
On account of the above remarks and (17), the equations of motion for the correlation functions read (|r| > 1):
d
dt
GAAr (t) = BAGAAr (t) + CA
(GAAr+1(t) + GAAr−1(t))+AAρA(t) (96)
while for |r| = 1, we have (18),
d
dt
GAA1 (t) = (Ga1 +BA/2)GAA1 (t) + CAG2(t) + Ea0 + (F a1 + F a2 +AA/2)ρA(t) + (F a3 + F a4 )ρB(t) (97)
For r = 0, we recover
d
dt
GAA0 (t) =
d
dt
ρA(t) =
AA
2
+
(
BA + 2CA
2
)
ρA(t) (98)
The solution of the above set of coupled differential equations (96-98) can be expressed in terms of the modified Bessel
functions Iν(z) (See appendix C), and for |r| ≡ |n−m| > 0 we have:
GAAr (t)− (ρA(t))2 = −(ρA(0)e−|γA|t)2 +
(
ρA(0) +
DA2,0 +DA2,1 +DA2,2
CA
)
e−|BA|tIr(2CAt) +
∑
r′ 6=0
GAAr′ (0)e−|BA|tIr−r′(2CAt)
+
(
DA1,0 +
DA2,0|BA|
CA
)∫ t
0
dτe−|BA|τIr(2CAτ) +
(
DA1,1 +
DA2,1(|BA| − |γA|)
CA
)
e−|γA|t
∫ t
0
dτe−(|B|−|γA|)τ Ir(2CAτ)
+
(
DA2,2(|BA| − |γB|)
CA
)
e−|γB|t
∫ t
0
dτe−(|BA|−|γB|)τIr(2CAτ)
−
∫ t
0
dt′e−|BA|(t−t
′)GAA1 (t′)
[
(Ga1 −BA/2)
CA
∂
∂t′
Ir(2CA(t− t′)) + 2CAIr(2CA(t− t′))
]
, (99)
similarly, we find
GBBr (t)− (ρB(t))2 = −(ρB(0)e−|γB|t)2 +
(
ρB(0) +
DB2,0 +DB2,1 +DB2,2
CB
)
e−|BB|tIr(2CBt) +
∑
r′ 6=0
GBBr′ (0)e−|BA|tIr−r′(2CBt)
+
(
DB1,0 +
DB2,0|BB|
CB
)∫ t
0
dτe−|BB |τIr(2CBτ) +
(
DB1,1 +
DB2,1(|BB | − |γB|)
CB
)
e−|γB|t
∫ t
0
dτe−(|BB |−|γB|)τIr(2CBτ)
+
(
DB2,2(|BB | − |γA|)
CB
)
e−|γA|t
∫ t
0
dτe−(|BB |−|γA|)τIr(2CBτ)
−
∫ t
0
dt′e−|BB |(t−t
′)GBB1 (t′)
[
(Gb2 −BB/2)
CB
∂
∂t′
Ir(2CB(t− t′)) + 2CBIr(2CB(t− t′))
]
, (100)
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and we also obtain
GABr (t)− (ρA(t)ρB(t)) = (ρA(∞)ρB(0) + ρA(0)ρB(∞)− ρA(∞)ρB(∞)) e−|γA+γB |t
+
(
DAB2,0 +DAB2,1 +DAB2,2
CAB
)
e−|BAB|tIr(2CABt) +
∑
r′ 6=0
GABr′ (0)e−|BAB |tIr−r′(2CABt)
+
(
DAB1,0 +
DAB2,0 |BAB |
CAB
)∫ t
0
dτe−|BAB |τIr(2CABτ)
+
(
DA1,1 +
DAB2,1 (|BAB | − |γA|)
CAB
)
e−|γA|t
∫ t
0
dτe−(|BAB |−|γA|)τIr(2CABτ)
+
(
DAB1,2 +
DAB2,2 (|BAB | − |γB |)
CAB
)
e−|γB |t
∫ t
0
dτe−(|BAB |−|γB|)τ Ir(2CABτ)
−
∫ t
0
dt′e−|BAB |(t−t
′)GAB1 (t′)
(
Hab1 +H
ab
2 −Aa1 −Db2
CAB
)
∂
∂t′
Ir(2CAB(t− t′))
− 2CAB
∫ t
0
dt′e−|BAB |(t−t
′)GAB1 (t′)Ir(2CAB(t− t′)) (101)
To study the asymptotic behavior of these expressions, we shall distinguish two regimes:
i) long time , i.e., |Cj|t≫ 1 and large distances , i.e., r ∼ L≫ 1 with the ratios r2|Cj |t <∞ and ul ≡ L2/4|Cl|t <∞
hold finite.
ii) long time , i.e., |Cj|t≫ 1 and finite distances, r≪ L→∞ with r2|Cj |t ≪ 1 and ul ≡ L2/4|Cl|t <∞.
In order to investigate the effect of initial correlations on the dynamics, we consider
Gl|r|>0(0) = ρi(0)ρj(0)(1− |κl|(sign(Cl))rr−νl), νl ≥ 0, (102)
where (l ∈ (AA,BB,AB), i, j ∈ A,B).
Such a choice has been made for the one-dimensional single-species symmetric A+A↔ ∅+ ∅ process [21]. In this
subsection, we want to proceed with a systematic study of instantaneous correlations, on the manifold V2(d = 1),
with the choice (102) for the initial state.
Below we shall use the incomplete gamma function, Γ(ν, u) ≡ ∫∞u dxe−xxν−1, as well as the Riemann zeta functions
ζ(ν) =
∑
k≥1 k
−ν , ν > 1. For notational simplicity, we write ν instead of νl. The results for the asymptotics are
summarized as follows
1. For |Bl| > 2|Cl|, the decay of correlations is exponential. With the definition
ϕjj ≡ min(|γj|, |Bj | − 2|Cj|) (103)
we have
1.a For ϕjj = |γA| 6= |Bj | − 2|Cj|,
Gjjr (t)− Gjjr (∞) ∼ e−|γj|t (104)
1.b For ϕjj = |Bj | − 2|Cj| > 0, and G|r|>0(0) 6= 0
Gjjr (t)− Gjjr (∞) ∼ ρj(0)2e−(|Bj|−2|Cj|)t (105)
Note that in the case where Gr(0) = 0, ∀r, we have
Gjjr (t)− Gjjr (∞) ∼

Q1(uj ,σ)e
−(|Bj |−2|Cj |)t√
4π|Cj|t
if r ≪ L
Q1(uj ,σ)e
−σ2uj−(|Bj |−2|Cj |)t√
4π|Cj |t
si r ≫ 1
(106)
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where Q1(uj , σ) is a function explicitely determined by the processes which occur in the system under consideration.
1.c For |Bj | 6= 2|Cj|, |γj′ 6=| = |Bj | − 2|Cj |, |γj | > 0, and Dj1,2 + 2(signCj)Dj2,2 6= 0, we have
Gjjr (t)− Gjjr (∞) ∼
{
e−|γj|t if ϕjj = |γj |
e−|γj′ 6=j|t
√
t
π|Cj |
if ϕjj = |γj′ 6=j | (107)
1.d For |Bj | 6= 2|Cj|, |γj | = |Bj | − 2|Cj|, |γj′ 6=j | > 0, and Dj1,1 + 2(signCj)Dj2,1 6= 0, we have
Gjjr (t)− Gjjr (∞) ∼ e−|γj|t
√
t
π|Cj | (108)
The correlation functions GABr (t) have to be discussed separately. With the definition
ϕAB ≡ min(|γA|, |γB|, |BAB| − 2|CAB|) (109)
1.e For ϕAB = |γA| 6= |Bj | − 2|Cj|, we have
GABr (t)− GABr (∞) ∼ e−|γA|t (110)
1.f For ϕAB = |γB| 6= |BAB| − 2|CAB|, we have
GABr (t)− GABr (∞) ∼ e−|γB|t (111)
1.g For ϕAB = |BAB| − 2|CAB| > 0 and GAB|r|>0 6= 0
GABr (t)− GABr (∞) ∼ ρA(0)ρB(0)e−(|BAB|−2|CAB |)t (112)
Notice again that if GABr (0) = 0, ∀r, we arrive at
GABr (t)− GABr (∞) ∼

Q1(uj ,σ)e
−(|BAB |−2|CAB |)t√
4π|CAB |t
if r≪ L
Q1(uAB ,σ)e
−σ2uAB−(|BAB |−2|CAB |)t√
4π|CAB |t
if r≫ 1
(113)
Where Q1(uj , σ) is the same quantity as above.
1.h For |BAB| 6= 2|CAB|, |γA| = |BAB| − 2|CAB|, and DAB1,1 + 2(signCAB)DAB2,1 6= 0, we have
GABr (t)− GABr (∞) ∼
{
e−|γB|t if ϕAB = |γB|
e−|γA|t
√
t
π|CAB |
if ϕAB = |γA| (114)
1.i For |BAB| 6= 2|CAB|, |γB | = |BAB| − 2|CAB|, and DAB1,2 + 2(signCAB)DAB2,2 6= 0, we have
GABr (t)− GABr (∞) ∼
{
e−|γA|t if ϕAB = |γA|
e−|γB|t
√
t
π|CAB |
if ϕAB = |γB| (115)
2. For |Bl| = 2|Cl|, the correlation functions decay algebraically. It is appropriate to distinguish, r ≪ L and r ∼ L.
Again, σ = r/L, l ∈ (AA,BB,AB).
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In the regime r≪ L,
Glr(t)− Glr(∞) ∼

F1(ul,σ,ν)
(4|Cl|t)ν/2
if 0 < ν < 1
[2ζ(ν)+(4σ2ul|Cl|t)(1−ν)/2]
(4π|Cl|t)1/2
if ν > 1
ln [4|Cl|ul(1−σ)t]
(4π|Cl|t)1/2
if ν = 1,
(116)
where the following auxiliary function has been used
F1(u, σ, ν) ≡
(
Γ(1−ν2 ) + Γ(
1−ν
2 , σ
2ul)− Γ(1−ν2 , ul(1− σ)2)− Γ(1−ν2 , ul(1 + σ)2)
)
√
4π
(117)
while for r ≫ 1, r ≡ σL ∼ L, we find
Glr(t)− Glr(∞) ∼

F2(ul,σ,ν)
(4|Cl|t)ν/2
if 0 < ν < 1[
(1+e−σ
2ul )ζ(ν)+((1−σ)/σ)(4σ2ul|Cl|t)
(1−ν)/2
]
(4π|Cl|t)1/2
if ν > 1
ln (4|Cl|ult)
(4π|Cl|t)1/2
e−σ
2ul if ν = 1,
(118)
with the auxiliary function
F2(ul, σ, ν) ≡ e
−σ2ul
(1 − ν)
√
ulσ2
π
(119)
Notice that when the initial correlations are absent (ν = 0),
Glr(t)− Glr(∞) ∼

Q1(u,σ)+O(1)√
4π|Cl|t
, if Cl < 0
Q1(u,σ)√
4π|Cl|t
+ F1(u, σ, ν)ρi(0)ρj(0)(1−|κl|)8|Cl|t if r ≪ L and Cl > 0
e−σ
2ulQ1(u,σ)√
4π|Cl|t
+ F2(u, σ, ν)ρi(0)ρj(0)(1−|κl|)8|Cl|t if r ≫ 1 and Cl > 0
(120)
where Q1(u, σ) has been defined previously.
From the above we infer that the initial conditions affect the asymptotic behavior of correlation functions only
when the latter decay algebraically (116, 118, 120). Provided the initial correlations are dominant, (0 < νl < 1), the
critical exponent is renormalized, while for weak initial correlations, (νl > 1), the exponent is independent of initial
correlations, i.e., 1/2. The intermediate regime, νl = 1, exhibits logarithmic dependence consistent with a marginal
behavior.
B. Two-point instantaneous correlation functions on V2(d) in arbitrary dimension
This section is devoted to the computation of correlation functions in arbitrary dimensions (d ≥ 2) on the manifold
V2(d).
With the notations r = (r1, . . . , rα, . . . , rd), |r| =
√∑
α r
2
α (sometimes denoted by r, for notational simplicity) and
r±α ≡
√
(rα ± 1)2 +
∑
α6=α′ r
2
α′ , solving the multidimensional equations of motion of the correlation functions (see
appendix D), we arrive at the following explicit forms
GAA|r|=|(r1,...,rd)|>0(t)− (ρA(t))2 = −(ρA(0))2e−2|γA|dt +
(
CAρA(0) +DA2,0 +DA2,1 +DA2,2
CA
) ∏
α=1...d
(
e−|BA|tIrα(2CAt)
)
+
∑
r′ 6=0
GAA|r′| (0)
∏
α=1...d
(
e−|BA|tIrα−r′α(2CAt)
)
+
(
DA1,0 +
DA2,0|BA|d
CA
)∫ t
0
dτ
∏
α=1...d
(
e−|BA|tIrα(2Cτ)
)
+
(
DA1,1 + d
DA2,1(|BA| − |γA|)
CA
)
e−d|γA|t
∫ t
0
dτe−d(|BA|−|γA|)τ
∏
α=1...d
Irα(2CAτ)
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+ dDA2,2e−d|γB|t
( |BA| − |γB|
CA
)∫ t
0
dτe−d(|BA|−|γB |)τ
∏
α=1...d
Irα(2CAτ)
−
∫ t
0
dt′G1(t′)e−d|BA|(t−t′)
(
2CAd
∏
α=1...d
Irα(2CA(t− t′)) +
Ga1 −BA/2
CA
∂
∂t′
∏
α=1...d
Irα(2CA(t− t′))
)
, (121)
we also have,
GBB|r|=|(r1,...,rd)|>0(t)− (ρB(t))2 = −(ρB(0))2e−2|γB|dt +
(
CBρA(0) +DB2,0 +DB2,1 +DB2,2
CB
) ∏
α=1...d
(
e−|BB |tIrα(2CBt)
)
+
∑
r′ 6=0
GBB|r′| (0)
∏
α=1...d
(
e−|BB |tIrα−r′α(2CBt)
)
+
(
DB1,0 +
DB2,0|BB|d
CB
)∫ t
0
dτ
∏
α=1...d
(
e−|BB |tIrα(2CBτ)
)
+
(
DB1,1 + d
DB2,1(|BB | − |γB|)
CB
)
e−d|γB|t
∫ t
0
dτe−d(|BB |−|γB|)τ
∏
α=1...d
Irα(2CBτ)
+ dDB2,2e−d|γA|t
( |BB| − |γA|
CB
)∫ t
0
dτe−d(|BB |−|γA|)τ
∏
α=1...d
Irα(2CBτ)
−
∫ t
0
dt′G1(t′)e−d|BB |(t−t
′)
(
2CBd
∏
α=1...d
Irα(2CB(t− t′)) +
Gb2 −BB/2
CB
∂
∂t′
∏
α=1...d
Irα(2CB(t− t′))
)
, (122)
and
GAB|r|=|(r1,...,rd)|>0(t)− (ρA(t)ρB(t)) = −(ρA(∞)ρB(0) + ρA(0)ρB(∞)− ρA(∞)ρB(∞))e−|γA+γB |dt
− (ρA(0)ρB(0))e−d(|γA|+|γB|)t +
(
DAB2,0 +DAB2,1 +DAB2,2
CAB
) ∏
α=1...d
(
e−|BAB|tIrα(2CABt)
)
+
∑
r′ 6=0
GAB|r′| (0)
∏
α=1...d
(
e−|BAB |tIrα−r′α(2CABt)
)
+
(
DAB1,0 +
DAB2,0 |BAB|d
CAB
)∫ t
0
dτ
∏
α=1...d
(
e−|BAB |tIrα(2CABτ)
)
+
(
DAB1,1 + d
DAB2,1 (|BAB| − |γA|)
CAB
)
e−d|γA|t
∫ t
0
dτe−d(|BAB |−|γA|)τ
∏
α=1...d
Irα(2CABτ)
+
(
DAB1,2 + dDAB2,2
( |BAB| − |γB|
CAB
))
e−d|γB|t
∫ t
0
dτe−d(|BAB |−|γB|)τ
∏
α=1...d
Irα(2CABτ)
−
∫ t
0
dt′G1(t′)e−d|BAB |(t−t
′)
(
2CABd
∏
α=1...d
Irα(2CAB(t− t′)) +
Hab1 +H
ab
2 −Aa1 −Db2
CAB
∂
∂t′
∏
α=1...d
Irα(2CAB(t− t′))
)
(123)
Notice that these expression are valid, on V2(d), in arbitrary dimension and setting d = 1 we recover the one-
dimensional expressions of the previous section.
We assume here that the initial state is characterized by a random, translationally invariant, but uncorrelated initial
distribution, i.e., Gl|r|>0(0) = ρi(0)ρj(0).
The asymptotic behavior is obtained similarly to the one dimensional case when |Cl|t≫ 1 with ul = L2/4|Cl|t
1. For |Bl| > 2|Cl|, the decay of the correlation function is exponential,
ϕjj ≡ min(|γj|, |Bj | − 2|Cj|) (124)
1.a If ϕjj = |γA| 6= |Bj | − 2|Cj|, we have
Gjjr (t)− Gjjr (∞) ∼ e−d|γj|t (125)
1.b If ϕjj = |Bj | − 2|Cj| > |γj | and Gjjr 6=0(0) 6= 0, we have
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Gjjr (t)− Gjjr (∞) ∼ e−d(|Bj|−2|Cj|)t (126)
Finally, note that provided Gr 6=0(0) = 0, we find
Gjjr (t)− Gjjr (∞) ∼

Q2(uj ,σα)e
−(|Bj |−2|Cj |)t
(4π|Cj |t)d/2
if r ≪ L
Q2(uj ,σα)exp(−
∑
α
σ2αuj−(|Bj|−2|Cj |)t)
(4π|Cj|t)d/2
if r ≫ 1
(127)
where Q2(uj , σα) is a known function determined by the processes occuring in the model under consideration.
1.c If |Bj | 6= 2|Cj|, |γj′ 6=| = |Bj | − 2|Cj |, |γj | > 0, and Dj1,2 + 2(signCj)Dj2,2 6= 0, we have
Gjjr (t)− Gjjr (∞) ∼

e−d|γj|t , if ϕjj = |γj |
e−|γj′ 6=j |t
√
t
π|Cj |
, if ϕjj = |γj′ 6=j |
e−2|γj′ 6=j |t ln t , if ϕjj = |γj′ 6=j | and d = 2
e−d|γj′ 6=j |t(4π|Cj|t)1−d/2 , if ϕjj = |γj′ 6=j | and d ≥ 3
(128)
1.d If |Bj | 6= 2|Cj|, |γj | = |Bj | − 2|Cj|, |γj′ 6=j | > 0, and Dj1,1 + 2(signCj)Dj2,1 6= 0, we have
Gjjr (t)− Gjjr (∞) ∼

e−|γj|t
√
t
π|Cj |
, if d = 1
e−2|γj|t ln t , if d = 2
e−d|γj|t(4π|Cj |t)1−d/2 , if d ≥ 3
(129)
The functions GABr (t) requires a separate discussion. With the definition of ϕAB
ϕAB ≡ min(|γA|, |γB|, |BAB| − 2|CAB|)
1.e If ϕAB = |γA| 6= |Bj | − 2|Cj|, we have
GABr (t)− GABr (∞) ∼ e−d|γA|t (130)
1.f If ϕAB = |γB| 6= |BAB| − 2|CAB|, we have
GABr (t)− GABr (∞) ∼ e−d|γB|t (131)
1.g If ϕAB = |BAB| − 2|CAB| 6= |γA,B| > 0 and Gr 6=0(0) 6= 0 , we have
GABr (t)− GABr (∞) ∼ e−d(|BAB|−2|CAB |)t (132)
Again, when GABr 6=0(0) = 0, ∀r, we arrive at
GABr (t)− GABr (∞) ∼

Q2(uAB ,σα)e
−d(|BAB |−2|CAB |)t
(4π|CAB |t)d/2
if r ≪ L
Q2(uAB ,σα)e
−duAB−d(|BAB |−2|CAB |)t
(4π|CAB |t)d/2
if r ≫ 1
(133)
Where Q2(uAB, σα) has been defined previously.
1.h If |BAB | 6= 2|CAB|, |γA| = |BAB| − 2|CAB|, and DAB1,1 + 2(signCAB)DAB2,1 6= 0, we have
GABr (t)− GABr (∞) ∼

e−d|γB|t if ϕAB = |γB|
e−|γA|t
√
t
π|CAB|
if ϕAB = |γA| and d = 1
e−2|γA|t ln t if ϕAB = |γA| and d = 2
e−d|γA|t(4π|CAB|t)1−d/2 if ϕAB = |γA| and d ≥ 3
(134)
1.i If |BAB| 6= 2|CAB|, |γB | = |BAB| − 2|CAB|, and DAB1,2 + 2(signCAB)DAB2,2 6= 0, we have
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GABr (t)− GABr (∞) ∼

e−d|γA|t if ϕAB = |γA|
e−|γB|t
√
t
π|CAB |
if ϕAB = |γB | and d = 1
e−|γB|t ln t if ϕAB = |γB | and d = 2
e−|γB|t(4π|CABt|1−d/2) if ϕAB = |γB | and d ≥ 3
(135)
2. For |Bl| = 2|Cl|, the decay of correlation functions is algebraic. We distinguish the regime r ≪ L, from that
where r ∼ L (σ = r/L, l ∈ (AA,BB,AB).
In the limit r ≪ L,
Glr(t)− Glr(∞) ∼

e
∑
α
σ2αuρi(0)ρj(0)
(4π|Cl|t)d/2
if Cl < 0
Q2(ul,σα)
(4π|Cl|t)d/2
+
ρi(0)ρj(0)
∏
α=1...d
F1,α(ul,σα,ν=0)
8|Cl|t
if Cl > 0,
(136)
with the definition of the following auxiliary functions:
F1,α(u, σα, ν) ≡
(
Γ(1−ν2 ) + Γ(
1−ν
2 , σ
2
αul)− Γ(1−ν2 , ul(1− σα)2)− Γ(1−ν2 , ul(1 + σα)2)
)
√
4π
(137)
In the regime where r≫ 1, rα ≡ σαL ∼ L, we find
Glr(t)− Glr(∞) ∼

e
∑
α
σ2αuρi(0)ρj(0)
(4π|Cl|t)d/2
if Cl < 0
Q2(ul,σα)
(4π|Cl|t)d/2
+
ρi(0)ρj(0)
∏
α=1...d
F2,α(ul,σα,ν=0)
8|Cl|t
if Cl > 0,
(138)
with the auxiliary functions defined as:
F2,α(ul, σα, ν) ≡ e
−σ2αul
1− ν
√
ulσ2α
π
(139)
Notice that setting Gr(0) = 0, ∀r, leads to
Glr(t)− Glr(∞) ∼

Q2(ul,σα)
(4π|Cjt|)d/2
if r ≪ L
Q2(ul,σα)e
−
∑
α
σ2αul
(4π|Cjt|)d/2
if r ≫ 1
(140)
where the function Q2(u, σ) is as above.
We see that for the uncorrelated initial state under consideration, the dimensionality of the problem has a non-
trivial effect on the dynamics. In fact, in the critical regime (138, 140), when d > 2 the correlation functions decay
as t−1 instead of t−1/2, as in lower dimensions. We further remark that also in the massive case, the dimensionality
of the model can have particular non-trivial effects on the asymptotic regime (see e.g. 128, 129, 134, 135 ). Let us
conclude by noting that all results obtained in this subsection are compatible and in agreement with the previous
one-dimensional results.
VI. CONCLUSIONS
In this technical paper, we have classified the solutions of the two-species bimolecular diffusion-limited reaction
models and have been able to obtain exact and explicit results, namely :
- The Fourier-Laplace transform of the density and of the non-instanateous two-point correlation functions (dynamic
form factors) on a 56−parameters space, in arbitrary dimensions.
- Exact computation, in arbitrary dimensions, of the density on a 50−parameters manifold for various initial
conditions.
- Exact computation of the non-instantaneous two-point correlation functions on a 50−parameters manifold for
uncorrelated homogeneous, but random, initial states as well as for initially correlated states, in arbitrary dimensions.
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- Exact results for the instantaneous two-point correlation functions on a translationally-invariant 31−parameters
space manifold in arbitrary dimensions.
Exploring the various classes of solutions for the one- and two-point correlation functions, we have seen in real space
and time that there are essentially two regimes, a massive one and an algebraic one for the density and two-point
correlation functions. For non-instantaneous correlation function we have pointed out that a drift can occur due to
an asymmetry of the reaction-rates characterizing the stochastic Hamiltonian. We have also shown that when initial
correlations are strong enough, the critical exponents in the asymptotic regime are renormalized while for weak initial
correlations, the long-time behavior is insensitive to and independent of the initial state.
Our approach applied on three-states models (of hard-core particles) is in a sense complementary to previous
rigorous results [15] (see the end of section III) and allows to study exactly physical models such as a three-states
growth model [10]. From our analysis, it follows (alternatively, using the Rauth-Hurwitz conditions and simple
algebra) that in arbitrary dimensions, two-species models belonging to the class of soluble models discussed here, do
not exhibit phase-transition, nor pattern formation. This has lead us to conjecture that such a property holds true,
in soluble models (in the sense discussed here) for an arbitrary number of species s and in arbitrary dimensions.
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VIII. APPENDIX A : DEFINITIONS AND ABREVIATIONS
In this appendix we introduce the definitions which are adopted throughout the paper. In (19) and in the following,
we have used these notations
Aa0 ≡ Γ1000 + Γ1100 + Γ1200 ; Aa1 ≡ Γ1010 + Γ1110 + Γ1210 −Aa0 ; Aa2 ≡ Γ1001 + Γ1101 + Γ1201 −Aa0
Ba1 ≡ Γ1020 + Γ1120 + Γ1220 −Aa0 ; Ba2 ≡ Γ1002 + Γ1102 + Γ1202 −Aa0 ; Ca0 ≡ Γ0100 + Γ1100 + Γ2100
Ca1 ≡ Γ0110 + Γ1110 + Γ2110 − Ca0 ; Ca2 ≡ Γ0101 + Γ1101 + Γ2101 − Ca0 ; Da1 ≡ Γ0120 + Γ1120 + Γ2120 − Ca0
Da2 ≡ Γ0102 + Γ1102 + Γ2102 − Ca0 ; Ab0 ≡ Γ2000 + Γ2100 + Γ2200 ; Ab1 ≡ Γ2010 + Γ2110 + Γ2210 −Ab0
Ab2 ≡ Γ2001 + Γ2101 + Γ2201 −Ab0 ; Bb1 ≡ Γ2020 + Γ2120 + Γ2220 −Ab0 ; Bb2 ≡ Γ2002 + Γ2102 + Γ2202 −Ab0
Cb0 ≡ Γ0200 + Γ1200 + Γ2200 ; Cb1 ≡ Γ0210 + Γ1210 + Γ2210 − Cb0 ; Cb2 ≡ Γ0201 + Γ1201 + Γ2201 − Cb0
Db1 ≡ Γ0220 + Γ1220 + Γ2220 − Cb0 ; Db2 ≡ Γ0202 + Γ1202 + Γ2202 − Cb0 (141)
Further we also use the following notations:
Ea0 ≡ Γ1100 ; Eb0 ≡ Γ2200 ; Eab0 ≡ Γ1200
Eba0 ≡ Γ2100 ; F a1 ≡ Γ1110 − Γ1100 ; F b1 ≡ Γ2210 − Γ2200
F ab1 ≡ Γ1210 − Γ1200 ; F ba1 ≡ Γ2110 − Γ2100 ; F a2 ≡ Γ1101 − Γ1100
F b2 ≡ Γ2201 − Γ2200 ; F ab2 ≡ Γ1201 − Γ1200 ; F ba2 ≡ Γ2101 − Γ2100
F a3 ≡ Γ1120 − Γ1100 ; F b3 ≡ Γ2220 − Γ2200 ; F ab3 ≡ Γ1220 − Γ1200
F ba3 ≡ Γ2120 − Γ2100 ; F a4 ≡ Γ1102 − Γ1100 ; F b4 ≡ Γ2202 − Γ2200
F ab4 ≡ Γ1202 − Γ1200 ; F ba4 ≡ Γ2102 − Γ2100 ; Ga1 ≡ Γ1100 + Γ1111 − Γ1101 − Γ1110
Gb1 ≡ Γ2200 + Γ2211 − Γ2201 − Γ2210 ; Gab1 ≡ Γ1200 + Γ1211 − Γ1201 − Γ1210 ; Gba1 ≡ Γ2100 + Γ2111 − Γ2101 − Γ2110
Ga2 ≡ Γ1100 + Γ1122 − Γ1102 − Γ1120 ; Gb2 ≡ Γ2200 − Γ2202 − Γ2220 − Γ2222 ; Gab2 ≡ Γ1200 + Γ1222 − Γ1202 − Γ1220
Gba2 ≡ Γ2100 + Γ2122 − Γ2102 − Γ2120 ; Ha1 ≡ Γ1121 + Γ1100 − Γ1101 − Γ1120 ; Ha2 ≡ Γ1100 + Γ1112 − Γ1110 − Γ1102
Hb1 ≡ Γ2221 + Γ2200 − Γ2201 − Γ2220 ; Hb2 ≡ Γ2200 + Γ2212 − Γ2210 − Γ2202 ; Hab2 ≡ Γ1200 + Γ1212 − Γ1202 − Γ1210
Hba2 ≡ Γ2100 + Γ2112 − Γ2102 − Γ2110 ; Hab1 ≡ Γ1200 + Γ1221 − Γ1220 − Γ1201 ; Hba1 ≡ Γ2100 + Γ2121 − Γ2120 − Γ2101 (142)
Notice that in the expressions above, (141) and (142), the rates Γαβαβ have not been made explicit for brevity.
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IX. APPENDIX B: DEFINITIONS FOR SECTION V
In section V , in addition to (141) and (142), we will also use the following additional definitions :
AA ≡ 2(Aa0 + Ca0 ),
BA ≡ 2(Aa1 + Ca2 ),
CA ≡ Aa2 + Ca1 ,
DA1,0 ≡
AAd
2
−
(
BA
2
− CA +AA
)
dρA(∞),
DA1,1 ≡
(
BA
2
− CA +AA
)
d(ρA(∞)− ρA(0)),
DA2,0 ≡ Ea0 + (F a1 + F a2 −
AA
2
− CA)ρA(∞) + (F a3 + F a4 )ρB(∞),
DA2,1 ≡ (F a1 + F a2 −
AA
2
− CA)(ρA(0)− ρA(∞)),
DA2,2 ≡ (F a3 + F a4 )(ρB(0)− ρB(∞)), (143)
AB ≡ 2(Ab0 + Cb0),
BB ≡ 2(Bb1 +Db2),
CB ≡ Bb2 +Db1,
DB1,0 ≡
ABd
2
−
(
BB
2
− CB +AB
)
dρB(∞),
DB1,1 ≡
(
BB
2
− CB +AB
)
d(ρA(∞)− ρA(0)),
DB2,0 ≡ Eb0 + (F b1 + F b2 )ρA(∞) + (F a3 + F a4 −
AB
2
− CB)ρB(∞),
DB2,1 ≡ (F b3 + F b4 −
AB
2
− CB)(ρB(0)− ρB(∞)),
DB2,2 ≡ (F b1 + F b2 )(ρA(0)− ρA(∞)), (144)
and
AAB,1 ≡ AB/2, AAB,2 ≡ AA/2
BAB ≡ (BA +BB)
2
,
CAB ≡ Aa2 +Db1 = Bb2 +Db1,
DAB1,0 ≡ −
(AAB1 ρA(∞) +AAB2 ρB(∞)) d
DAB1,1 ≡ −AAB1 (ρA(0)− ρA(∞)) d
DAB1,2 ≡ −AAB2 (ρB(0)− ρB(∞)) d
DAB2,0 ≡ Eab0 + (F ab1 + F ab2 − Cb0)ρA(∞) + (F ab3 + F ab4 −Aa0)ρB(∞),
DAB2,1 ≡ (F ab1 + F ab2 − Cb0)(ρA(0)− ρA(∞))
DAB2,2 ≡ (F ab3 + F ab4 − Cb0)(ρB(0)− ρB(∞)), (145)
Where ρA(∞) = A
a
0+C
a
0
2|γA|
and ρB(∞) = A
b
0+C
b
0
2|γB |
, as in section III.
X. APPENDIX C: ONE DIMENSIONAL TWO-POINT CORRELATION FUNCTION ON V2, THE
EQUATIONS OF MOTION AND THEIR SOLUTIONS
In one dimension the equations of motion (96-98) of the correlation functions can be written as an unique difference
equation:
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ddt
GAAr (t) = BAGAAr (t) + CA
(GAAr+1(t) + GAAr−1(t))+AAρA(t)
+
(DA1,0 +DA1,1eγAt) δr,0 + (DA2,0 +DA2,1eγAt +DA2,2eγBt) (δr,1 + δr,−1)
+ [(Ga1 −BA/2)(δr,1 + δr,−1)− 2CAδr,0]GAA1 (t) (146)
The solution is
GAAr (t)− (ρA(t))2 = −(ρA(0)e−|γA|t)2 + ρA(0)e−|BA|tIr(2CAt) +
∑
r′ 6=0
GAAr′ (0)e−|BA|tIr−r′(2CAt)
+
∫ t
0
dt′e−|BA|(t−t
′)
(DA1,0Ir(2CA(t− t′)) +DA2,0 [Ir+1(2CA(t− t′)) + Ir−1(2CA(t− t′))])
+DA1,1
∫ t
0
dt′e−|BA|(t−t
′)e−|γA|t
′
Ir(2CA(t− t′))
+
∫ t
0
dt′e−|BA|(t−t
′)(DA2,1e−|γA|t
′
+DA2,2e−|γB|t
′
) [Ir+1(2CA(t− t′)) + Ir−1(2CA(t− t′))]
+
∫ t
0
dt′e−|BA|(t−t
′)GAA1 (t′) [(Ga1 −BA/2) (Ir+1(2CA(t− t′)) + Ir−1(2CA(t− t′)))− 2CAIr(2CA(t− t′))] (147)
Similarly for the B −B correlation functions we get
d
dt
GBBr (t) = BBGBBr (t) + CB
(GBBr+1(t) + GBBr−1(t))+ABρB(t)
+
(DB1,0 +DB1,1eγBt) δr,0 + (DB2,0 +DB2,1eγBt +DB2,2eγAt) (δr,1 + δr,−1)
+
[
(Gb2 −BB/2)(δr,1 + δr,−1)− 2CBδr,0
]GBB1 (t) (148)
and for the A−B correlation function, we have
d
dt
GABr (t) = BABGABr (t) + CAB
(GABr+1(t) + GABr−1(t))+AAB,1ρA(t) +AAB,2ρB(t)
+
(DAB1,0 +DAB1,1 eγAt +DAB1,2 eγBt) δr,0 + (DAB2,0 +DAB2,1 eγAt +DAB2,2 eγBt) (δr,1 + δr,−1)
+
[
(Hab1 +H
ab
2 − (Aa1 +Db2))(δr,1 + δr,−1)− 2CABδr,0
]GAB1 (t) (149)
Eqs. (148) and (149) are solved in asimilar way as (147). The above expressions for Gijr (t), (i, j) ∈ (A,B) can be
rewritten in a more compact form (99-101) using the properties of the modified Bessel functions In(z).
XI. APPENDIX D: CORRELATION FUNCTIONS ON V2 IN ARBITRARY DIMENSION. THE
EQUATIONS OF MOTION AND THEIR SOLUTIONS
The equations of motion are the higher dimensional counterparts of the previous equations (146,148,149), i.e.,
d
dt
GAA|r|=|(r1,...,rd)|(t) = BAdGAAr (t) + CA
∑
α
(
GAA
r+α
(t) + GAA
r−α
(t)
)
+ dAAρA(t)
+
(DA1,0 +DA1,1edγAt) ∏
α=1...d
δrα,0 +
(DA2,0 +DA2,1edγAt +DA2,2edγBt)∑
α
(δrα,eα + δrα,−eα)
∏
α′ 6=α
δrα′ ,0
+
(Ga1 −BA/2)∑
α
(δrα,eα + δrα,−eα)
∏
α′ 6=α
δrα′ ,0 − 2CAd
∏
α=1...d
δrα,0
GAA|r|=1(t), (150)
and
d
dt
GBB|r|=|(r1,...,rd)|(t) = BBdGBBr (t) + CB
∑
α
(
GBB
r+α
(t) + GBB
r−α
(t)
)
+ dABρB(t)
+
(DB1,0 +DB1,1edγBt) ∏
α=1...d
δrα,0 +
(DB2,0 +DB2,1edγBt +DB2,2edγAt)∑
α
(δrα,eα + δrα,−eα)
∏
α6=α′
δrα′ ,0
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+(Gb2 −BB/2)∑
α
(δrα,eα + δrα,−eα)
∏
α6=α′
δrα′ ,0 − 2CBd
∏
α=1...d
δrα,0
GAA|r|=1(t), (151)
and also
d
dt
GAB|r|=|(r1,...,rd)|(t) = BABdGABr (t) + CAB
∑
α
(
GAB
r+α
(t) + GAB
r−α
(t)
)
+ dAAB,1ρA(t) + dAAB,2ρB(t)
+
(DAB1,0 +DAB1,1 edγAt +DAB1,2 edγBt) ∏
α=1...d
δrα,0
+
(DAB2,0 +DAB2,1 edγAt +DAB2,2 edγBt)∑
α
(δrα,eα + δrα,−eα)
∏
α6=α′
δrα′ ,0
+
(Hab1 +Hab2 −Aa1 −Db2)∑
α
(δrα,eα + δrα,−eα)
∏
α6=α′
δrα′ ,0 − 2CABd
∏
α=1...d
δrα,0
GAB|r|=1(t) (152)
The solution of (150) is :
GAA|r|=|(r1,...,rd)|(t)− (ρA(t))2 = −(ρA(0))2e−2|γA|dt + ρA(0)e−|BA|dt
∏
α=1...d
Irα(2CAt)
+
∑
r′ 6=0
GAA|r′| (0)e−|BA|dt
∏
α=1...d
Irα−r′α(2CAt)
+
∫ t
0
dt′e−|BA|d(t−t
′)DA1,0
∏
α=1...d
Irα(2CA(t− t′))
+DA2,0
∫ t
0
dt′e−|BA|d(t−t
′)
∑
α
 ∏
α′ 6=α
Irα′ (2CA(t− t′))
 (Irα+1(2CA(t− t′)) + Irα−1(2CA(t− t′)))
+
∫ t
0
dt′e−|BA|d(t−t
′)DA1,1e−|γA|dt
′ ∏
α=1...d
Irα(2CA(t− t′))
+
∫ t
0
dt′e−|BA|d(t−t
′)(DA2,1e−|γA|dt
′
+DA2,2e−|γB|dt
′
)
∑
α
 ∏
α′ 6=α
Irα′ (2CA(t− t′))
 (Irα+1(. . .) + Irα−1(. . .)))
+
∫ t
0
dt′e−|BA|d(t−t
′)GAA|r|=1(t′)(Ga1 − BA/2)
∑
α
 ∏
α′ 6=α
Irα′ (2CA(t− t′))
 (Irα+1(. . .) + Irα−1(. . .)))
− 2CAd
∫ t
0
dt′e−|BA|d(t−t
′)GAA|r|=1(t′)
∏
α=1...d
e−|BA|d(t−t
′)Irα(2CA(t− t′)) (153)
where the abreviated notation (. . .) instead of (2CA(t − t′)) has been used. Other correlation functions GBB|r| (t) and
GAB|r| (t) are obtained in a similar way. Properties of the Bessel functions and elementary manipulations lead to the
more compact forms (121-123).
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