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                \begin{document}$\{ T_{i}; i=1, \ldots,N\}$\end{document}$ is an independent and identically distributed (i.i.d.) sequence of random variables. The definition of a strong mixing sequence is presented in Definition [1](#FPar1){ref-type="sec"}.

Definition 1 {#FPar1}
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Studying the various aspects of left-truncated data is of high interest due to their applicability in much research. One of these applications is in survival analysis. It is well known that in medical research on some specific diseases such as AIDS and dementia, the sampling scheme results in data samples that are left truncated. This model also arises in astronomy \[[@CR1]\].

Strong mixing sequences of random variables are widely occurring in practice. One application is in the analysis of time series and in renewal theory. A stationary ARMA-sequence fulfils the strong mixing condition with an exponential rate of mixing coefficient. The concept of strong mixing sequences was first introduced by Rosenblatt \[[@CR2]\] where a central limit theorem is presented for a sequence of random variables that satisfies the mixing condition.

The Berry-Esseen inequality or theorem was stated independently by Berry \[[@CR3]\] and Esseen \[[@CR4]\]. This theorem specifies the rate at which the scaled mean of a random sample converges to the normal distribution for all sample spaces. Parzen \[[@CR5]\] derived a Berry-Esseen inequality for the kernel density estimator of an i.i.d. sequence of random variables. Several works were done for left-truncated observations. We can refer to \[[@CR6]\] where the distribution of left-truncated data was estimated and asymptotic properties of the estimator were derived. More work was done by Stute \[[@CR7]\]. Prakasa Rao \[[@CR8]\] presented a Berry-Esseen theorem for the density estimator of a sample that forms a stationary Markov process. Liang and Un̈a-Álvarez \[[@CR9]\] have derived a Berry-Esseen inequality for mixing data that are right censored. Yang and Hu \[[@CR10]\] presented Berry-Esseen type bounds for kernel density estimator based on a *φ*-mixing sequence of random variables. Asghari *et al.* \[[@CR11], [@CR12]\] presented a Berry-Esseen type inequality for the kernel density estimator, respectively, for a left-truncated model and for length-biased data.

This paper is organized as follows. In Section [2](#Sec2){ref-type="sec"}, needed notations are introduced and some preliminaries are listed. In Section [3](#Sec3){ref-type="sec"}, the Berry-Esseen type theorem for the estimator of the density function of the data is presented. In Section [4](#Sec4){ref-type="sec"}, the theorems and corollaries of Section [3](#Sec3){ref-type="sec"} are proved.

Preliminaries and notation {#Sec2}
==========================
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Results {#Sec3}
=======

Before presenting the main theorems, we need to state some assumptions. Suppose that $\documentclass[12pt]{minimal}
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Definition 2 {#FPar2}
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*Discussion of the assumptions*. A1, A2, and A4 are common in the literature. For example Zhou and Liang \[[@CR15]\] used A2 for deconvolution estimator of multivariate density of *α*-mixing process. A3(i)-(ii) are commonly used in non-parametric estimation. A3(iii) is specially needed for a Taylor expansion. H1-H4 are needed to use Theorem 4.1 of \[[@CR16]\] in Theorem [4](#FPar9){ref-type="sec"} here.
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Theorem 3 {#FPar6}
---------
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Remark 1 {#FPar7}
--------

In many applications, *f* and *G* are unknown and should be estimated, so $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\sigma^{2}} ( y )$\end{document}$ is not applicable in these cases. Here we present an estimator for it that is denoted by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\sigma}_{n}^{2} ( y )$\end{document}$ and is defined as follows: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hat{\sigma}_{n}^{2} ( y ) = \frac{{{\alpha_{n}}{{\hat{f}}_{n}} ( y )}}{{{G_{n}} ( y )}} \int_{ - 1}^{1} {{K^{2}} ( t )\,dt}. $$\end{document}$$ Using this estimator instead of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\sigma^{2}} ( y )$\end{document}$ in Theorem [3](#FPar6){ref-type="sec"}, costs a change in the rate of convergence. This change is discussed in the following corollaries.

Corollary 1 {#FPar8}
-----------

*Let Assumptions* A3, A5 *and* H1-H4 *be satisfied*, *then for* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$y \in\mathcal{C}$\end{document}$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sup_{y \geq a_{F}} \bigl\vert {\hat{\sigma}_{n}^{2} ( y ) - {\sigma^{2}} ( y )} \bigr\vert = O ( c_{n} ) \quad \textit{a.s.}, $$\end{document}$$ *in which* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ c_{n} := {\max \biggl( {\sqrt{\frac{{\log n}}{{n{h_{n}}}}} ,h_{n}^{2}} \biggr) + \sqrt{\frac{{\log\log n}}{n}} }. $$\end{document}$$

Theorem 4 {#FPar9}
---------
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Proofs {#Sec4}
======

In order to start the proofs of the main theorems, we shall state some lemmas that are used in the proving procedure of the main theorems. For the sake of simplicity let *C*, $\documentclass[12pt]{minimal}
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\[[@CR17]\]

*Let* *X* *and* *Y* *be random variables such that* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$E{\vert X \vert ^{r}} < \infty$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$E{\vert Y \vert ^{s}} < \infty$\end{document}$ *in which* *r* *and* *s* *are constants such that* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$r,s>1$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${r^{ - 1}} + {s^{ - 1}} < 1$\end{document}$. *Then we have* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\bigl\vert {E ( {XY} ) - E ( X )E ( Y )} \bigr\vert \le{ \Vert X \Vert _{r}} {\Vert Y \Vert _{s}} { \Bigl[ {\sup _{A \in\sigma ( X ),B \in\sigma ( Y )} \bigl\vert {\mathrm{P} ( {A \cap B} ) - \mathrm{P} ( A )\mathrm{P} ( B )} \bigr\vert } \Bigr]^{1 - 1 / r - 1 / s} }. $$\end{document}$$

Lemma 2 {#FPar11}
-------

*Suppose that Assumptions* A1-A3(i) *and* A4 *are satisfied*. *If* *f* *and* *G* *are continuous in a neighborhood of* *y* *for* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$y \geq a_{F}$\end{document}$ *then* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\sigma_{n}^{2} ( y ) \to{\sigma^{2}} ( y ) $\end{document}$ *as* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$n \to\infty$\end{document}$. *Furthermore*, *if* *f* *and* *G* *have bounded first derivatives in a neighborhood of* *y* *for* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$y\geq a_{F}$\end{document}$, *for such* *y's we have* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\bigl\vert {\sigma_{n}^{2} ( y ) - {\sigma^{2}} ( y )} \bigr\vert = O ( {b_{n}} ), $$\end{document}$$ *in which* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${b_{n}} := {h_{n}} ( { p + 1} ) + h_{n}^{ - \delta/ ( 2 + \delta)} u ( q ) + \lambda_{n}^{\prime\prime1/2} + \lambda_{n}^{\prime\prime\prime1/2} + \lambda_{n}^{\prime\prime1/2} \lambda_{n}^{\prime\prime\prime1/2} , $$\end{document}$$

Proof {#FPar12}
-----

Using the decomposition that is defined in ([3.2](#Equ4){ref-type=""}) we can write $$\documentclass[12pt]{minimal}
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*Suppose that Assumptions* A1-A3(i) *and* A4 *are satisfied and* *f* *and* *G* *are continuous in a neighborhood of* *y* *for* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$y\geq a_{F}$\end{document}$. *Then for such* *y's we have* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \mathrm{P} \bigl( {\bigl\vert {{S''_{n}}} \bigr\vert > \lambda_{n}^{\prime\prime\frac{{1 }}{3}}} \bigr) = O \bigl( {\lambda _{n}^{\prime\prime\frac{{1 }}{3}} } \bigr), \\& \mathrm{P} \bigl( {\bigl\vert {{S'''_{n}}} \bigr\vert > \lambda_{n}^{\prime\prime\prime\frac{{1 }}{3}}} \bigr) = O \bigl( {\lambda _{n}^{\prime\prime\prime\frac{{1}}{3}} } \bigr). \end{aligned}$$ \end{document}$$
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-------
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Lemma 5 {#FPar17}
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Lemma 6 {#FPar18}
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Lemma 7 {#FPar20}
-------

\[[@CR20]\]
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Lemma 8 {#FPar21}
-------
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                \begin{document}$$\sup_{x \in\mathbb{R}} \bigl\vert {\mathrm{P} \bigl( {{S'_{n}} \le x} \bigr) - \mathrm{P} ( {{H_{n}} \le x} )} \bigr\vert = O \biggl( \bigl( {{\lambda '''_{n}}\alpha ( q )} \bigr)^{1/4} + h_{n}^{\frac{{2 ( {1 + \delta'} )}}{{2 + \delta}}} \biggl( { \frac{p}{{n{h_{n}}}}} \biggr)^{1 + \delta'} \biggr). $$\end{document}$$

Proof {#FPar22}
-----
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Lemma 9 {#FPar23}
-------

\[[@CR21]\]

*Let* *X* *and* *Y* *be random variables*. *For any* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$a>0$\end{document}$ *we have* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sup_{t \in\mathbb{R}} \bigl\vert {\mathrm{P} ( {X + Y \le t} ) - \Phi ( t )} \bigr\vert \le\sup_{t \in\mathbb{R}} \bigl\vert {\mathrm{P} ( {X \le t} ) - \Phi ( t )} \bigr\vert + \frac{a}{{\sqrt{2\pi} }} + \mathrm{P} \bigl( {\vert Y \vert > a} \bigr). $$\end{document}$$

Proof of Theorem [1](#FPar4){ref-type="sec"} {#FPar24}
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Using ([4.21](#Equ29){ref-type=""}) and Lemma [9](#FPar23){ref-type="sec"}, for any $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$a_{1}>0$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$a_{2}>0$\end{document}$ we can write $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \sup_{x \in\mathbb{R}} \bigl\vert {\mathrm{ P} \bigl[ { \sqrt{n{h_{n}}} \bigl( {{f_{n}} ( y ) - E{f_{n}} ( y )} \bigr) \le x{\sigma_{n}} ( y )} \bigr] - \Phi ( x )} \bigr\vert \\& \quad = \sup_{x \in\mathbb{R}} \bigl\vert {\mathrm{ P} \bigl( {{S'_{n}} + {S''_{n}} + {S'''_{n}} \le x} \bigr) - \Phi ( x )} \bigr\vert \\& \quad \le\sup_{x \in\mathbb{R}} \bigl\vert {\mathrm{ P } \bigl( {{S'_{n}} \le x} \bigr) - \Phi ( x )} \bigr\vert + \frac{{{a_{1}}}}{{\sqrt{2\pi} }} + \frac{{{a_{2}}}}{{\sqrt {2\pi} }} + \mathrm{ P} \bigl( {\bigl\vert {{S''_{n}}} \bigr\vert > {a_{1}}} \bigr) + \mathrm{P} \bigl( {\bigl\vert {{S'''_{n}}} \bigr\vert > {a_{1}}} \bigr). \end{aligned}$$ \end{document}$$ By choosing $\documentclass[12pt]{minimal}
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Proof of Theorem [2](#FPar5){ref-type="sec"} {#FPar25}
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Proof of Theorem [3](#FPar6){ref-type="sec"} {#FPar26}
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Proof of Corollary [1](#FPar8){ref-type="sec"} {#FPar27}
----------------------------------------------

Using the triangular inequality it can be seen that $$\documentclass[12pt]{minimal}
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Proof of Theorem [4](#FPar9){ref-type="sec"} {#FPar28}
--------------------------------------------
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Under Assumptions A3, A5, H1-H4, Corollary 1 results in the following: $$\documentclass[12pt]{minimal}
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Conclusions {#Sec5}
===========

In this paper we obtained Berry-Esseen type bounds for the kernel density estimator based on left-truncated and strongly mixing data. Here it is concluded that in RLTM, which is also dealing with weak dependency, we can get asymptotic normality but comparing the results with \[[@CR11]\] we see that the rates get much more complicated and also slower.
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