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Abstract
Human brain connectome studies aim at extracting and analyzing
relevant features associated to pathologies of interest. Usually this con-
sists in modeling the brain connectome as a graph and in using graph
metrics as features. A fine brain description requires graph metrics
computation at the node level. Given the relatively reduced number
of patients in standard cohorts, such data analysis problems fall in
the high-dimension low sample size framework. In this context, our
goal is to provide a machine learning technique that exhibits flexibil-
ity, gives the investigator grip on the features and covariates, allows
visualization and exploration, and yields insight into the data and the
biological phenomena at stake. The retained approach is dimension
reduction in a manifold learning methodology, the originality lying in
that one (or several) reduced variables be chosen by the investigator.
The proposed method is illustrated on two studies, the first one ad-
dressing comatose patients, the second one addressing young versus
elderly population comparison. The method sheds light on the graph
metrics and underlying neurobiological phenomena.
1 Introduction
Brain modeling and understanding is a very active field of research involv-
ing different disciplines, such as neuroscience, image and signal processing,
statistics, physics, and biology. These last years, neuroimaging modalities
have been developed to explore the brain for both structural and functional
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features. It is now recognized that these images are providing very promis-
ing noninvasive observations of the brain [22, 6, 28]. One consequence of the
availability of such massive datasets is the need to develop more and more
sophisticated models to unravel the possible alteration of brains due to the
impact of different pathologies. In this context, representing the brain as a
global system is capital. This may be achieved using a network [7]. A brain
network is a graph where nodes correspond to specific regions and edges de-
scribe interactions and links between those regions. Different kinds of links
and interactions may be of interest. Anatomical tracts are identified using
diffusion imaging [32] and used in anatomical connectivity studies, where
the whole set of links is called an anatomical connectome. Functional inter-
actions are identified in functional imaging studies, whether in resting-state
or in task-performing [30, 9], and used in functional connectivity studies.
The whole set of functional links is called a functional connectome. In the
functional case, brain networks are unique in encapsulating both spatial and
temporal information in a single model. This model has attracted lots of at-
tention these last twenty years by providing both very intuitive and spatial
maps of brain networks.
Brain networks can be quantified using graph metrics such as minimum
path length, clustering [35], global and local efficiency [16], modularity [24],
and assortativity [23], among others. As these metrics are associated to spe-
cific network features, it is often possible to find the appropriate metrics to
use given specific neuroscience hypotheses of the study. For the study of
brain disorders, these metrics have been used in order to extract biomarkers
for pathologies such as for example Alzheimer’s disease [33], schizophrenia
[18], and multiple sclerosis [10]. Extracting quantitative parameters of brain
networks is compulsory to conduct any statistical analysis. In this frame-
work, statistical and machine learning approaches on graph metrics on all
nodes allow the quantification of differences between groups [28].
For any dataset, any graph metric can be computed either at the global
level with one value for an entire network or at the nodal level with one value
for each node and a vector of values for the entire network. It has already
been shown that global values may not discriminate two groups of subjects
[2], which shows their limits as biomarkers. Few attempts have been made to
use directly distances between networks such as the edit distance [21], or net-
work similarities [20]. However, nodal level approaches are challenging since
hundreds of brain areas can be extracted whereas the number of subjects is
generally small. This corresponds to the High Dimension Low Sample Size
(HDLSS) configuration and falls under the curse of dimensionality [4]. In
particular, standard classification and regression algorithms are not robust
anymore in such a context (chapter 2 section 5 and chapter 18 of [14]).
Dimension reduction techniques tackle curse of dimensionality issues [14].
In this framework, feature selection, where a subset of the original vari-
ables is considered, and feature extraction, where the original variables are
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transformed to a smaller set, may be envisaged [36]. We resort here to the
ISOMAP methodology, which is a well-known nonlinear feature extraction
algorithm generalizing Principal Component Analysis dimension reduction
[34, 15]. ISOMAP may be seen as a manifold learning approach, where the
degrees of freedom of the data are captured by the latent variables, and
where the structure of points in the latent space (the reduced space) mimics
the structure of data in the original space. Nevertheless, ISOMAP raises two
issues: interpreting the latent variables and determining the effect a change
in the latent variables incurs in the data space, that is the corresponding
changes in brain networks and the underlying neuroscience hypotheses at
stake in the case of the present study.
Dimension reduction is not new in the field of brain connectivity studies.
Several methods have been proposed to extract nodal features at the level
of brain regions. Using the Hub Disruption Index (the κ index) to analyze
a set of brain networks may be considered as a feature extraction approach:
this is a user-defined transformation of the original space to a 1D latent
space [2]. Principal Component Analysis (PCA) is applied in [29] on graph
metrics vectors representing brains at nodal level. We proposed in [26] to
use kernel PCA, a nonlinear version of PCA. Besides, interpreting latent
variables may be addressed by correlating the reduced space with clinical
data [13]. Covariates may also be mapped or regressed on the reduced space
as proposed in [3], thus shedding light on latent variables.
The objective of this article is to integrate all features cited above in
one method: working at the nodal level, applying dimension reduction tech-
niques, and mapping covariates to ease interpretation. In addition, a new
methodology is proposed to incorporate interesting networks features already
identified in specific datasets directly in the manifold learning approach.
This paper is focusing on two already published datasets. The first one
consists in fMRI datasets on 20 healthy controls and 17 coma patients from
Achard et al. [2]. The second one is based on [1] where 15 young healthy
subjects and 11 elderly healthy subjects were scanned using resting state
fMRI. Our first experiment compares data driven approaches such as Lin-
ear Discriminant Analysis (LDA) and Random Forests (RF) to an ad hoc
description such as the hub disruption index κ. This allows to compare clas-
sical machine learning approaches where the interpretability of the results
is often difficult with approaches resorting to descriptors constructed using
neuroscientific hypotheses. The second experiment consists in construct-
ing a data-driven manifold, ISOMAP, using the graph metrics as features.
ISOMAP is providing a compact representation of brain connectomes in a
reduced space where it is straightforward to map the available covariates. In
addition, we may interpret changes in connectomes by regressing covariables
like κ on the reduced space using latent variables.
This representation allows a visualization of each subject relatively to the
whole population, which is crucial in clinical studies for example in order
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to better understand brain changes for each specific subject. Besides, κ
has been shown to be both a meaningful descriptor and a good classifying
feature for brain connectomes of coma patients. Therefore, we propose a new
method based on a covariate constrained manifold learning (CCML) using κ
as an input of ISOMAP. This allows us to propose a new generative model
based on our new data representation, to better predict the evolution of each
patient given the evolution of covariables.
2 Materials and methods
2.1 Resting state fMRI data
2.1.1 Comatose study
The data were acquired in a previous study aimed at characterizing resting
state connectivity brain networks for patients with consciousness disorders.
The description of the data and results is reported in [2]. The patients
were scanned a few days after major acute brain injury, when sedative drug
withdrawal allowed for spontaneous ventilation. Therefore, all patients were
spontaneously ventilating and could be safely scanned at the time of fMRI.
The causes of coma are patient-dependent: 12 had cardiac and respiratory
arrest due to various causes; 2 had a gaseous cerebrovascular embolism; 2 had
hypoglycemia; and 1 had extracranial artery dissection. A total of twenty-
five patients were scanned (age range, 21-82 y; 9 men). Data on eight patients
were subsequently excluded because of unacceptable degrees of head move-
ment. The coma severity for each patient was clinically assessed using the
62 items of the WHIM scale: scores range from 0, meaning deep coma, to 62,
meaning full recovery. Six months after the onset of coma, 3 patients had to-
tally recovered, 9 patients had died, and 5 patients remained in a persistent
vegetative state. The normal control group is composed of 20 healthy volun-
teers matched for sex (11 men) and approximately for age (range, 25-51 y) to
the group of patients. This study was approved by the local Research Ethics
Committee of the Faculty of Health Sciences of Strasbourg on October 24,
2008 (CPP 08/53) and by the relevant healthcare authorities. Written in-
formed consent was obtained directly from the healthy volunteers and from
the next of kin for each of the patients. Resting-state data were acquired for
each subject using gradient echo planar imaging technique with a 1.5-T MR
scanner (Avanto; Siemens, Erlangen, Germany) with the following parame-
ters: relaxation time = 3 s, echo time = 50 ms, isotropic voxel size = 4 x
4 x 4 mm3, 405 images, and 32 axial slices covering the entire cortex. The
preprocessing of the data is detailed in our previous study [2].
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2.1.2 Young and elderly study
The data used in this study have already been analyzed in two papers [1]
and [19]. The goal of these papers was to identify the changes in brain con-
nectomes for elderly subjects in terms of topological organization of brain
graphs. The data consist of 15 young subjects aged 18-33 years, mean age=24
and 11 elderly subjects aged 62-76 years. Each subject was scanned using
resting-state fMRI as described in [1] (Wolfson Brain Imaging Centre, Cam-
bridge, UK). For each dataset, a total of 512 volumes was avalaible with
number of slices, 21 (interleaved); slice thickness, 4 mm; interslice gap, 1
mm; matrix size, 64 3 64; flip angle, 908; repetition time (TR), 1100 ms;
echo time, 27.5 ms; in-plane resolution, 3.125 mm.
2.2 Wavelet graph estimation
Brain network graphs were determined following [2] for comatose study and
[1] for young and elderly study. For each subject, data were corrected for
head motion and then coregistered with each subject’s T1-weighted struc-
tural MRI. Each subject’s structural MRI was non linearly registered with
the Colin27 template image. The obtained deformation field image was used
to map the fMRI datasets to the automated anatomical labeling (AAL) or
to a customized parcellation image with 417 anatomically homogeneous size
regions based on the AAL template image. Regional mean time series were
estimated by averaging the fMRI time series over all voxels in each parcel,
weighted by the proportion of gray matter in each voxel of the segmented
structural MRIs. We estimated the correlations between wavelet coefficients
of all possible pairs of the N = 90 or 417 cortical and subcortical fMRI time
series extracted from each individual dataset. For the coma, only scale 3
wavelet correlation matrices were considered. The corresponding frequency
interval of the functional connectivity was 0.02-0.04 Hz. For the young and
elderly, the wavelet scale considered corresponds to 0.06-0.11 Hz. To gen-
erate binary undirected graphs, a minimum spanning tree algorithm was
applied to connect all parcels. The absolute wavelet correlation matrices
were thresholded to retain 2.5 % of all possible connections. Each subject
was then represented by a graph with nodes corresponding to the same brain
regions, and with the same number of edges.
2.3 Graph metrics
The objective is to extract differences between the two groups with respect
to the topological organization of the graphs. Each graph is summarized by
graph metrics computed at the nodal level. Three metrics are considered
here: degree, global efficiency, and clustering [6].
The degree is quantifying the number of edges belonging to one node.
Let G denote a graph with Gij = 0 when there is no edge between nodes i
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and j, and Gij = 1 when there is an edge between nodes i and j. The degree
Di of node i is computed as
Di =
∑
j∈G,j 6=i
Gij . (1)
The global efficiency measures how the information is propagating in the
whole network. A random graph will have a global efficiency close to 1 for
each node, and a regular graph will have a global efficiency close to 0 for each
node. The global efficiency Eglob is defined as the inverse of the harmonic
mean of the set of the minimum path lengths Lij between node i and all
other nodes j in the graph:
Eglobi =
1
N − 1
∑
j∈G
1
Lij
(2)
Clustering is a local efficiency measure corresponding to information
transfer in the immediate neighborhood of each node, defined as:
Clusti =
1
NGi(NGi − 1)
∑
j,k∈Gi, j 6=k
1
Ljk
, (3)
where Gi is the subgraph of G defined by the set of nodes that are the nearest
neighbors of node i. A high value of clustering corresponds to highly con-
nected neighbors of each node, whereas a low value means that the neighbors
of each node are rather disconnected.
Each graph metric emphasizes a specific property at the nodal level.
With a view to statistical comparison, several methods have already been
developed, representing data in specific spaces. Each method aims at sepa-
rating classes. Usually these methods are very general and can be applied
without careful inspection of the data. We used here four different methods
[27]: the κ index resulting from a careful inspection of the data, mean over
graph metrics (denoted here MEAN), LDA and Feature Selection (FS) by
selecting the best feature based on a univariate statistical Student t-test.
Like the κ index, each of these methods provides, for each patient, a scalar
feature corresponding to particular property of the data. Figure 1 gives an
illustration of the different methods.
2.4 κ index definition
In our previous study [2], κ was devised to compare graph metrics obtained
on each node of a subject or of a group with reference group (see figure 2).
In classical comparisons between a group of patients and a group of healthy
volunteers, the reference is the group of healthy volunteers. In the present
study, for a given graph metric and two groups, we first compute the average
of this metric for each node over the group of healthy volunteers, denoted
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Figure 1: General framework from graphs of cerebral connectomes to the
different scalar features.
as the reference. Each subject is then summarized as a vector of values
of dimension the number of nodes. Then, for each patient, κ corresponds
to the slope of the regression of a nodal graph metric between the given
patient minus the reference and the reference. In order to give a simple
interpretation of κ, we assume that the global graph metric computed as
an average over the nodes is the same in both groups. A value of zero for
κ is showing that the graph metric obtained at the node level is the same
for the patient and the reference. A positive value of κ is indicating that
the hubs and non-hubs of the patient in comparison to the reference are
located on the same nodes. However, the values of the graph metrics are
increased for the hubs and decreased for the non-hubs. Finally, when the
value of κ is negative, the hubs of the reference are no longer hubs of the
patient, and the non-hubs of the reference are hubs for the patient. In [2], we
showed that the κ index is able to discriminate both groups (coma patients
and healthy volunteers) while the global metric is unable to identify any
significant difference. Instead of averaging the graph metrics, the κ index is
capturing a joint variation of the metrics computed for each node.
2.5 Mean over the nodes (MEAN)
For each graph metric, the mean over the nodes of the graph captures a global
property of the network. These global metrics have been previously used to
discriminate two populations of networks, for example for Alzheimer’s disease
[33] and for schizophrenia [18]. Such a coefficient can discriminate well two
networks when their topologies are really different. However, such metrics do
not take into account the specificity of the nodes. Indeed, when permuting
the nodes of the graph, the global metric is not changed, but the hubs of
7
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Figure 2: Extraction of hub disruption index κ: A. brain connectomes in-
ferred for each subjects; B. for each brain connectome, extraction of graph
metrics for each region of the brain; C. matrix representation of the graph
metrics where a row corresponds to a subject and a column corresponds to a
brain region; D. computation of the hub disruption index by regressing the
average of brain metrics of the difference of patients and average of healthy
volunteers against the average of healthy volunteers. The hub disruption
index corresponds to the slope coefficient. We give several illustrations fol-
lowing the sign of this coefficient.
the graph are not associated to the same nodes anymore. Therefore, a graph
reorganization cannot be detected using such global metrics.
2.6 Linear discriminant analysis (LDA)
LDA [11] is a classification method, aiming at identifying the linear projec-
tion optimally separating two groups. It can be considered as a gold standard
for linear group discrimination. It is not specific to the analysis of networks.
LDA has been previously used for network discrimination in [29]. This
algorithm amounts to computing a scalar for each graph. However, there is
no simple clinical interpretation of the discriminating parameter.
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2.7 Feature Selection (FS)
As for LDA, FS determines the features yielding the best separation of the
two groups. Several features may be used simultaneously. In order to es-
tablish a fair comparison with the other methods, we choose to extract the
single feature yielding the best separation. Several methods exist for FS. We
choose univariate FS implemented in [25]. An advantage of FS is that it is
capturing discriminative features at the node level. As the selected features
are extracted directly from the data, it is usally possible to derive a clin-
ical interpretation. However, joint variations are not modeled and on the
comatose study, FS is not able to yield results of the same quality as those
obtained using κ.
2.8 Modeling populations of networks with manifold learn-
ing
ISOMAP [34] is used as a manifold learning approach to describe popula-
tion networks. We propose here an original approach based on ISOMAP,
where we constrain one variable of the reduced space (the latent space) to
correspond to a covariate.
2.8.1 Manifold learning using ISOMAP
ISOMAP devises a reduced dimension version of the original set of points.
Interpoint distances in the reduced space reproduce as much as possible in-
terpoint distances in the original space. Euclidean and geodesic distances are
respectively used. Principal component analysis may be seen as a particular
case of ISOMAP, where Euclidean distances are used in the original space,
instead of geodesic distances. The reader is referred to [34] for details about
the algorithm.
In our case, the original data correspond to a vector of graph metrics for
each subject, the dimension of the vector being the number of nodes times
the number of metrics. For each analysis, only one metric is considered
here. However, this method could be applied using jointly several metrics.
Covariates may be regressed on the reduced space. In the present work, this
was achieved using a classic radial basis function interpolation.
2.8.2 Covariate constrained manifold learning
One drawback of manifold learning algorithms is the difficulty to interpret
the reduced coordinates because they are usually meaningless. The original
method proposed in this work consists in constraining one coordinate of the
reduced space to correspond to a specific covariate. The other coordinates
are left unconstrained, as in classical ISOMAP. Such a procedure requires
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special care regarding the optimization aspect. We apply a strategy proposed
in [5], where points are introduced one by one.
Moreover, a scale factor α is considered for the axis corresponding to the
covariate. This parameter, obtained by optimization, balances the scales of
the different axes.
The reduced point x˜i is defined by x˜i = [αci;xi]T , where ci is the chosen
covariate and xi are the other coordinates. The cost function E is defined
as:
E =
∑
i,i<j
(||x˜i − x˜j ||2 − ||yi − yj ||2)2 (4)
For an incoming data point i, the cost function E is optimized three times
with regard to 1) xi as min
xi
E , 2) α as min
α
E and 3) xj for each point that
has already been included as min
{xj}j=1...i−1
E.
To facilitate optimization and to avoid possible local minima, instead of
inserting the samples at random, we choose the sample to be incorporated
next as the one with the largest geodesic distance to the samples already
incorporated. Indeed, interpolation problems are always easier than extrap-
olation problems where greater uncertainty may occur. We initialize the
procedure by taking the two samples with the largest geodesic distance. The
first two samples are used as landmarks of the border of the reduced space,
and the insertion of new samples will generate only small displacements of
the already inserted samples.
The algorithm is described in Algorithm 1.
Algorithm 1 – covariate constrained manifold learning (CCML)
Input – dataset: N vectors (samples) {yi}i=1..N of a graph metric over n
graph nodes
Result: reduced space representation {x˜i}i=1..N of the dataset, where the
first coordinate of each x˜i corresponds to the covariate.
Initialization: select the two most distant samples
Determine their reduced coordinates by minimizing E with α = 1
Update the scale α by minimizing E wrt α, xi fixed, as min
α
E.
while All points are not included do
1) Select the most distant sample yk to the already selected sam-
ples
2) Compute xk by minimizing E wrt xk (α and other xi’s fixed) as
min
xk
E.
3) Update the scale α by minimizing E wrt α (xi’s fixed) as min
α
E.
4) Update xj’s of samples already included by minimizing E as
min
{xj}j=1...k−1
E.
end while
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2.9 Application: a generative model for the prediction of the
evolution of a subject with regard to the evolution of a
covariate
From the obtained embedding, a generative model
ŷ = f(x˜) (5)
can be devised, where ŷ is a vector in the original space (the connectome
space), x˜ is a vector from the manifold embedding, and f is a regression
function. MARS [12] is chosen for the regression function f for its nice prop-
erties (one regression for each coordinate of f , i.e. n regressions): locally
linear and globally nonlinear. The parameters of f can be determined us-
ing the dataset {yi}i=1..N and the corresponding reduced vectors {x˜i}i=1..N
using equation:
yi = f(x˜i) + i = ŷi + i, (6)
where i is the residual between a sample and its prediction ŷi. The residuals
allow to evaluate the accuracy of the regression function.
This kind of model is not original, PCA being the most well known case
where the model is defined as y = A x˜ + , see e.g. [17, 31] for references.
Such a generative model used in the CCML framework allows to determine
changes in the original space (the connectome space) generated by a dis-
placement in the reduced space, for example along the covariate axis.
3 Results
The different algorithms have been implemented in the Python language
using the scikit learn toolbox [25]. When left unspecified, coma data are
used. The use of the young and elderly data is explicitely stated.
3.1 Local analysis using dimension reduction
Permutation tests are performed on the κ index and on the three other
measures (LDA, FS, MEAN) to assess the ability of those four metrics to
discriminate two populations. More precisely, for each coefficient separately,
the difference of the means of the two populations is determined for the
observed populations. The labels of the samples are then shuffled and the
difference of the means of the shuffled two populations is determined. This
latter step is performed 104 times. It avoids to make any assumption on the
distribution of the statistic. Simultaneously the correlations between the
observed κ index and the other coefficients are estimated.
The results corresponding to the different methods aiming at discrimi-
nating the two groups (control and coma) are given in Table 1. As expected,
the machine learning algorithms (ie, LDA, FS, and MEAN) show good
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Table 1: P-value of permutation tests comparing the mean of the two groups
(104 permutations, which bounds the p-values). The correlation scores are
estimated between the κ index and the three other measures (LDA, FS, and
MEAN).
Coefficients Eglob corr. Clust corr. D corr.
(p-value) (p-value) (p-value)
κ < 10−4 < 10−4 < 10−4
LDA < 10−4 0.88 < 10−4 0.87 < 10−4 0.88
FS < 10−4 0.6 < 10−4 −0.66 < 10−4 0.6
MEAN 0.58 0.25 0.43 −0.19
performances in separating the two groups for different graph metrics. This
is consistent with the fact that these methods have been tailored to classify
the two groups. The results with the κ index show similar performances in
separating the two groups. The large correlations between machine learning
algorithms on the one hand and the graph metric κ on the other hand show
retrospectively that similar performances were to be expected.
Besides, a strong relationship can be observed between κ and LDA (cor-
relation scores greater than 0.87 for each metric). The FS correlation scores
are lower than the LDA correlation ones. The difference between the two
methods is that LDA considers a linear combination of features, with a global
perspective, whereas FS selects one feature and acts locally. Since κ reflects
a global reorganization of the brain, it is expected that the correlation score
of LDA be greater than the FS one. Finally, MEAN scores reveal that this
measure is not appropriate in this study.
3.2 Standard ISOMAP manifold learning and the κ index
In this section, the goal is to link the reduced space obtained by manifold
learning to different covariates such as the κ index. We want to assess
whether a given covariate varies smoothly across the reduced space, and
is therefore predictible using this space.
Figure 3 represents the reduced space obtained using standard ISOMAP,
as opposed to using CCML. The values of the different covariates are color-
coded. The reduced space representation allows to separate both popula-
tions. Besides, by visual inspection of the color-coded maps, it appears that
those regression maps are capturing features corresponding to κ and MEAN.
In order to quantify these visual observations, covariates are regressed on the
reduced space. The root mean square error (RMSE) and the maximum er-
ror M are determined in a leave-one-out procedure. The results are given in
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Figure 3: Standard ISOMAP reduced space representation of the original
dataset. Pi: (comatose) patient#i ; Cj: control#j. Covariates are mapped
onto the reduced space (covariate value is color-coded). Top left: κ index
mapping; top right: MEAN mapping; bottom left: LDA mapping; bottom
right: FS mapping.
Table 2. It can be noted that the MEAN strategy gives the same values for
the graph metric degree D for all graphs since the number of edges is set to
be the same for all graphs.
In this table, the lower the values, the better the adequacy with the
reduced space. It appears that κ is the best choice across all metrics, except
for Eglob where it is outperformed by MEAN. In the case of Eglob, this
suggests that both κ and MEAN scores correspond to degrees of freedom of
the intrinsic manifold of the functional connectivity graphs.
Figure 4 displays the probability of belonging to a specific class com-
puted using logistic regression on the reduced space stemming from standard
ISOMAP. The probability of belonging to the comatose class is color-coded
in Figure 4.
This probability estimation using logistic regression is compared with
covariates such as κ or MEAN, in Table 3. A high correlation score is
observed between κ and logistic regression probablity. The correlation score
between the MEAN coefficient and the probabilistic mapping is lower than
the one with κ as expected.
Taken together, these observations demonstrate the importance of κ in
13
Covariate Eglob Eglob Clust Clust D D
RMSE M RMSE M RMSE M
κ 0.51 2.44 0.68 2.59 0.26 2.14
LDA 0.97 7.97 0.9 5.44 0.66 4.13
FS 0.64 2.2 1.1 9.12 0.83 7.49
MEAN 0.15 0.73 1.02 5.44
Table 2: Assessment of the regression of covariates on the reduced space.
Three different reduced spaces are at stake, one for each graph metric. Root
mean square error (RMSE) and maximal errorM are displayed. The MEAN
strategy is not relevant for the degree D since the degrees D for all graphs
are equal (the number of edges is set to be the same for all graphs).
Figure 4: Logistic regression using reduced space stemming from standard
ISOMAP. The color codes the probability of belonging to the comatose class.
the classification of these populations. Obviously, for the special case of
global efficiency metric, the MEAN score describes correctly the reduced
space, but does not correspond to the classification pattern.
3.3 Covariate constrained manifold learning
3.3.1 Comatose population
First we evaluate the convergence of the optimization problem (Algorithm
1). To assess the difficulty of the optimization problem, we ran it with 500
random initializations. Only 63% of the runs converged to the same solu-
tion, whereas 37% of the runs converged to a local (worse) optimum. It thus
appears that our initialization procedure addresses the local optimum issue.
Nevertheless, this optimization problem would probably deserve further in-
vestigations which are out of the scope of this paper.
In Figure 5, we display the reduced space corresponding to our new
manifold learning algorithm. We can observe that the two populations are
14
Coefficients Eglob Clus D
κ 0.87 0.87 0.81
MEAN 0.55 0.42
Table 3: Correlation scores between the probabilistic mapping and the dif-
ferent coefficients (κ index and MEAN measure). A high correlation score of
the κ index indicates a good fitting between the reduced space representation
and the classification of the two groups.
well discriminated in the case of κ, but not for the MEAN coefficient.
We observe the strong interaction between κ and the MEAN in the top
right of Figure 5, where the reduced space on one axis is κ and the mapping
corresponds to the MEAN. To quantify this, in the case of κ, we estimate the
correlation between the second coordinate and the MEAN score. The ob-
tained score equals to 0.92, which confirms the intrinsic relationship between
κ and the MEAN coefficient.
3.3.2 Elderly and young population
The elderly and young groups are investigated in this section.
In Figure 6, the manifold obtained by standard ISOMAP is displayed.
It is interesting to highlight that the κ index is not a pertinent feature to
discriminate the old from the young, whereas the MEAN is a better discrim-
inating feature. In both cases, the interpretation of the mapping is complex
since it is not smooth.
In Figure 7, results from CCML are displayed for the MEAN coefficient.
We can observe that the MEAN mapping discriminates the two groups.
3.4 Application: a generative model for the prediction of the
evolution of a subject with regard to the evolution of a
covariate
Using the algorithm detailed in the last section, a map of the population is
determined, with one of the reduced coordinates corresponding to a chosen
covariate. To highlight the potential of the proposed method, we compute
the evolution of a patient with regard to the evolution of a covariate. This
allows gives insight into the effect of the covariate on the patient. To perform
this analysis, a regression is used to map the reduced space to the initial space
(we used MARS regression [12], coordinate-wise).
This application is illustrated in Figure 8.
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4 Discussion
4.1 Assessment of graph metric descriptors
The handcrafted design of graph metric descriptors is interesting since such
descriptors carry straightforward physical meaning, like the κ index for hub
reorganization. However, in a classification framework, such new scalar de-
scriptors may not be optimal. To assess the pertinence of a new ad hoc graph
metric descriptor for a classification task, it will be interesting to confront it
to specific scalar coefficients used in standard classification algorithms (like
LDA or FS), and examine if there is some correlation between the scalars at
stake.
4.2 No free lunch for graph metric descriptors
We hypothesize that there is no best descriptor adapted to all datasets. The
optimality depends on 1) the kind of the data and 2) the kind of ques-
tion/task addressed. This idea is known as the "no free lunch theorem"
[37]: if an algorithm performs well on a certain class of problems then it has
necessarily poorer performances on the set of all remaining problems.
In the present study, we showed that the κ index yields good classi-
fication performances in separating a comatose population from a healthy
population. However the MEAN index better describes the groups of elderly
and young people (see Fig. 3): for this dataset, the κ index cannot separate
the two groups, but the MEAN score can. It is interesting to notice that
several descriptors can map correctly a population, while providing different
information.
The "no free lunch theorem" also applies to manifold learning algorithms.
The underlying question is the one of choosing an interpoint distance in the
data space. A given interpoint distance will yield a specific structure of sam-
ples in the reduced space. Therefore, the retained interpoint distance chosen
will depend on the final goal: mimicking the structure of the initial data
points, enhancing class separation with a view to achieving better classifi-
cation performances, focusing on a specific property of the data, etc. . . The
proposed algorithm CCML aims at mimicking the structure of the initial
data points, and this to be done using explicitly a particular characteristic,
chosen and imposed by the investigator.
4.3 Manifold learning for brain graph analysis
Manifold learning is well suited for brain graph analysis for several reasons.
Firstly, global descriptors of graph metrics represent an entire graph by a
scalar value, which is generally ultimately insufficient to model correctly
the complexity of a graph population. Manifold learning is better suited to
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capturing the complexity and variability of a given graph population, since
more degrees of freedom are structuring the reduced space.
Secondly, connectomes have been studied for their capacity to represent
the brain as a system and not merely as a juxtaposition of independent
anatomical/functional regions. Classical statistical tests are not adapted to
analyze joint variations between local descriptors of graph metrics since those
tests assume independence between features. Brain graph manifold learning
for comparing groups of graphs is promising because joint variations are
accounted for.
Thirdly, manifold learning may be turned to a generative model, when
resorting to a mapping from the reduced space to the data space.
Brain graph manifold learning can be seen as a trade-off between global
and local brain graph metrics analysis. In other words, manifold learning is
considered as a model at the level of the group while preserving the infor-
mation of the individuals. However this technique is hard to interpret by its
own. The addition of explicative covariables as proposed with the CCML
method can provide an understandable and generative model of population
with the possibility of focusing at the individual level [8].
More generally, manifold learning can be an interesting solution for per-
sonalized and predictive medicine purposes.
5 Conclusion
The originality and contribution of this paper is the devising of a nonlinear
manifold model of brain graph metrics. The essence of the approach is the
capture of a metric through all nodes of a graph, across all graphs of an
entire population: a population of graphs is represented by a population of
vectors, each vector holding the variation of a metric through the nodes at
stake. The population is then represented in a reduced space. This is to
be opposed to the standard representation of a given brain graph by a mere
scalar.
The proposed approach has several advantages. First and foremost, the
data are represented with several degrees of freedom, corresponding to the
dimensions of the reduced space. The structure of the original data set is cap-
tured by a compact representation. This allows to account for the complex
variability of populations of brain graphs. Secondly, such an approach natu-
rally offers analysis of joint variations of those brain graph metrics. Besides,
the investigator has the possibility to analyze the data at the population
scale and simultaneously at the individual scale.
The investigation tool corresponding to the proposed approach allowed
us to retrospectively assess the hub disruption index (HDI), denoted κ, and
proposed in one of our former works. Earlier work showed that the HDI is
a very good candidate for discriminating patients and controls in the case
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of coma. Retrospectively, its performances are here assessed in comparison
with machine learning methods dedicated to linear group classification such
as LDA. Besides yielding nice classification performances, the present study
showed that an advantage of HDI, put in the perspective of a manifold model,
is to give clinical clues related to the pathology mechanism.
We observed strong relationships between scalar coefficients such as HDI
and MEAN, and the coordinates of the manifold. It is important to notice
that MEAN, which can separate groups in several pathologies [33, 18], is
not able to discriminate the comatose patients from the normal population.
However it brings additional information in terms of description of the pop-
ulation. The manifold at stake shows that a scalar coefficient cannot capture
the whole information encapsulated in the graphs. One interest of manifold
learning, and more specifically our new proposed method, is its ability to
reach a new level of interpretation of the brain graph metrics and the inter-
action between them.
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Figure 5: Covariate mapping onto the reduced space given by our method
CCML. The reduced space is computed using Eglob as a graph metric (the
yi’s). Covariate value is color-coded. For each subfigure, the coordinates cor-
respond to [αci;xi]T , where ci is the constrained variable and xi the free pa-
rameter. Top left: κ mapping with a κ-constrained reduced space, Top right:
MEAN mapping with a κ-constrained reduced space; Bottom : MEAN map-
ping with a MEAN-constrained reduced space. As expected, we can observe
that the mappings correlate well with the first coordinate by construction
(top left and bottom). It is also clear that using a κ-constrained reduced
space is facilitating the discrimination between the two populations. Indeed,
the controls and patients are not covering the same part of the reduced space.
On the contrary, as expected using the MEAN-constrained reduced space,
the method is not providing a very clear discrimination between patients and
controls. Especially, patients 9 and 18 are very close to controls. Finally,
the top right figure is showing a correlation between the second coordinate
of CCML and the MEAN.
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Figure 6: Left: κ mapping with the standard ISOMAP reduced space, Right:
MEAN mapping with the same reduced space. The old controls (resp. young
controls) are labeled O (resp. Y). For these groups, the κ index cannot
discriminate the two groups. However the MEAN index behaves better for
the discrimination between the two groups. In each case, the interpretation
is complex since the mapping of the covariate is not linear.
Figure 7: CCML approach. Left: κ mapping with the κ-constrained reduced
space, Right: MEAN mapping with the MEAN-constrained reduced space.
The old controls (resp. young controls) are labeled O (resp. Y). Two man-
ifolds (one for each constraint) have been determined. However only the
MEAN-constrained manifold discriminates both groups.
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Figure 8: Evolution of one patient along the covariate axis. We consider the
patient P18 in state B in the reduced space (left part of the figure). We pre-
dict its evolution when the κ index is decreased (point A) or increased (point
C). Intuitively, point A and point C correspond respectively to a degrada-
tion and to an improvement of the health of the patient. Interestingly, these
trends can be directly observed in the graph space for clinical insights (right
part of the figure). It can be noticed that the variations are not linear.
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