A method of estimating velocity anisotropy by the -p inversion of seismic traveltimes observed in a multidepth and offset VSP experiment is developed. In the method, a set of seismic traces observed at a fixed depth in the wellbore are transformed to the -p domain. Incidence-angle-dependent interval velocities are extracted from the resulting curves using coherency measures after accounting for the effects of the overlaying layers. To test the method, we obtained seismic records from a shallow borehole drilled through a flat lying sedimentary sequence. One depth interval that consists of a homogeneous bioturbated shale is nearly isotropic. A second interval characterized by an alternation of thin (ϳ1 m) sands and shales displays an anisotropy of 15% with velocities increasing from the near vertical (0 Ͻ 30Њ) to the oblique (30Њ Ͻ 0 Ͻ 55Њ) angles of incidence. Oblique velocities were always larger. The observation that the shale-sand depth interval displaying the greatest anisotropy also is the most heterogeneous in the sonic logs suggests that the thin layering produces the anisotropy. The theoretical vertical-to-horizontal velocity anisotropy for this interval, computed assuming isotropic layering, is 14.2%. Comparing this theoretical value to the vertical-to-oblique value obtained over a smaller range of incidence angles indicates that the theoretical value is too small. This discrepancy is possibly because of the intrinsic anisotropy of the shale layers themselves that is not considered in the theoretical calculations.
INTRODUCTION
The earth's crust is seismically anisotropic, but only recently have the implications of this anisotropy in seismic imaging been recognized. For example, inclusion of velocity anisotropy has been shown to produce better resolution in crosswell tomographic imaging (Miller and Chapman, 1991; Chapman and Pratt, 1992; Pratt and Chapman, 1992) . Velocity anisotropy also directly impacts migration of seismic reflection profiles (Larner, 1993; Larner and Cohen, 1993) . Knowledge of the velocity anisotropy can improve the accuracy of estimates of depths to seismic reflectors (Banik, 1984) . Finally, velocity anisotropy of a given layer can in itself be an important lithologic diagnostic in reservoir descriptions (Jones and Wang, 1981; Byun et al., 1989; Vernik and Nur, 1992) . Accurately determining or even estimating this anisotropy so that it might be considered in sophisticated analyses is problematic, and partly for this reason, was ignored in seismic exploration. In production geophysics, however, features within or near a reservoir must be located more precisely and this elevated level of resolution requires a more complete understanding of the seismic character of the subsurface. As a result, methods for extracting this anisotropy are needed.
Anisotropy, and in particular the variation of velocity with angle of incidence within the vertical plane, has previously been estimated using various methods from seismic data collected in one or more wellbores (e.g., Jolly, 1956; White et al., 1983; Gaiser, 1990; Winterstein and Paulsson, 1990) . These studies have been reviewed by Schmitt and Kebaili (1993) who also proposed that this variation of velocity might be extracted from the -p mapping of the directly arriving traveltimes to a detector at a known depth in a wellbore.
In the present study, this -p analysis is applied to a multioffset, multidepth wellbore seismic data set. Both nearvertical and oblique velocities are derived under the simplifying assumption that the velocity within a given range of incidence angles is nearly constant. This paper includes a brief description of the basis of the method but focuses more on its implementation and the results of a field experiment.
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THEORETICAL BACKGROUND
The slant stack or -p mapping has been widely used during the last decade for velocity inversion and wave separation in surface reflection and refraction profiles Schultz, 1982) . Here, p is called the horizontal ray parameter, which is the same as the horizontal phase slowness, and is the delay intercept time equivalent to the zero-offset arrival time. Under the assumption that the crust consists of stratified isotropic layers, Schultz (1982) derived a layer stripping technique in the -p space to estimate the interval velocities from expanding spread surface profiles. In this method the interval velocities between successive strong reflecting and critically refracting geologic interfaces were obtained independent of Dix's estimates (1955) and without any restrictive assumptions regarding depths to the different layers. The Schultz analysis was modified in Hake (1986) to include velocity anisotropy and applied to a theoretical data set. Unfortunately, without the additional knowledge of the depth to a given lithologic interface, Hake's (1986) analysis is unable to determine the slowness curves from surface seismic data without the additional knowledge of the layer thicknesses.
However, if the receivers are placed at known depths in a wellbore instead and are activated by energy arriving from a series of source points placed on the surface, the ray geometry for each receiver is equivalent to that of the downgoing ray in a common-depth-point reflection profile. This similarity in ray geometry is readily exploited by modifying Schultz's (1982) technique to determine interval velocities for the case of isotropic layers and the equations may be further adapted to include vertical-to-horizontal velocity anisotropy (Schmitt and Kebaili, 1993) .
To see this, consider a vertical borehole drilled into a vertically inhomogeneous (i.e., layered) and anisotropic medium in which a series of receivers R i are located at increasing depths z i (Figure 1) . Also, consider a seismic ray generated at the surface, at an offset distance X from the borehole, which propagates through this medium down to receiver R n . Since the medium is inhomogeneous and anisotropic, the ray velocity V at any point depends on both the horizontal ray parameter p and the depth z. The ray traveltime from the source S to receiver R n at depth z n in the borehole (Hake, 1986) can be generalized to an anisotropic and inhomogeneous medium as
where n is the intercept time or zero-offset time-to-receiver n (Schultz and Claerbout, 1978) given by
where the layer thickness ⌬z i ϭ z iϩ1 Ϫ z i . The parameters p and q are the horizontal and vertical phase slownesses, respectively, and are given by
where is the angle of incidence, v is the magnitude of the phase velocity, and u is the magnitude of the phase slowness.
Hereafter we refer to p as the horizontal ray parameter. Here, p and q are related by
Using these relations, equation (2) may be written in terms of the horizontal ray parameter p and the magnitude of the slowness u i ;
and for a particular horizontal ray parameter p, the contribution from layer i to the total intercept time n is
which can be written in the form (Schultz, 1982) ,
If all the layers are isotropic (i.e., u i is independent of and p), then equation (7) defines an ellipse. Equation (7) does not define an ellipse in the ⌬-p system of coordinates when the slowness u i is a function of the horizontal ray parameter p (Helbig, 1984) , and in this case determining the velocity as a function of the incidence angle is problematic. However, if we assume that over a given limited range of horizontal ray parameters denoted p o the material is nearly isotropic such that the velocity does not change considerably and may be taken as a constant ͗u i ͘, then an ellipse of the form FIG. 1. Ray downgoing to a receiver through an anisotropic and inhomogeneous medium.
will describe the loci of the direct arrivals in the -p domain. Consequently, the local shape of the -p curve provides information on the incidence angle dependent velocity that may be extracted using the layer stripping technique (Schultz, 1982) for isotropic layered earth. Modified to include anisotropy (Schmitt and Kebaili, 1993) , the slownesses of the layers can be recursively determined. Note that the two recoverable quantities ͗u i ( p o )͘ and ⌬z i ͗u i ( p o )͘ are not independent, and the knowledge of the receiver spacings in the wellbore can be used as an important constraint in the slowness determination.
In this paper, we investigate the near-vertical and oblique velocities for each layer bounded by two successive receivers. Each -p curve was divided into two portions; one representing the near vertical rays with angles of incidence 0 Ͻ Ͻ 30Њ and the other one for oblique rays ( Ͼ 30Њ). The delimiting horizontal ray parameter p ϭ sin (30Њ)/v was obtained using Snell's law, where the velocity v is calculated from the observed 5 m source offset traveltimes. This angle of 30Њ was arbitrarily selected but represents the approximate median ray angle for most of the common wellbore depth gathers.
The observed -p curves were separated into near vertical (i.e., small p) and oblique (i.e., large p) segments on this basis. Each segment was examined independently to provide the two measures of velocity for a given depth interval. The nearvertical interval velocity of the first layer was obtained by fitting this first portion of the corresponding -p curve with ellipses assuming that the material is nearly isotropic according to equation (8) . Once this velocity is known, the contribution of the first depth interval to the second -p curve can be eliminated by calculating the layer stripping correction
and shifting the portion of the second -p curve downward by the amount calculated using equation (9). This correction eliminates the contribution of the first layer and is equivalent to changing the datum plane from depth zero to depth z 1 , allowing us to determine the velocity of the second layer for the first p-range. We carried out this procedure all the way down to the deepest detector in a manner similar to that described in Schultz (1982) to obtain the set of near vertical velocities. The procedure was then repeated on the larger p portions of the -p curves to provide the oblique velocities.
APPLICATION

Geologic setting
We conducted a field experiment in a 230-m deep, steelcased wellbore drilled through an oil sand formation near Fort McMurray, Alberta. The geology in this region essentially consists of a 150-m thick, flat-lying Cretaceous sequence of marine sand and shales that unconformably overlay dense Devonian limestones. At the surface, a 10-m thick overburden consists of Quaternary glacial and post glacial sands and silt. Mossop et al. (1979) delineate a number of zones within the Cretaceous (Figure 2 ). The uppermost section is a 16-m thick layer of dark gray marine shales of the Grand Rapids Formation. These overly the Clearwater Formation, which is approximately 96 m thick from depths of 26 m to 122 m and is composed of gray marine shales separated by thin beds of water saturated sands. These sand beds are characterized by velocities and resistivities that are large relative to the surrounding shales; these units are distinctive in both the sonic and focused electric logs (Figure 2) . The sonic velocity generally increases with depth throughout this zone, and this may be a consequence of the corresponding increase in sand content with depth. The sonic log indicates a jump in the shale velocities at a depth near 70 m, but there are no obvious lithologic changes at this depth. The Clearwater terminates at a 2.5-m thick gas sand. The lowermost Cretaceous section is called the McMurray formation and is approximately 37 m thick. The uppermost 17 m of this zone consists of a mixture of shales with thin beds of oil-saturated sand, while the lowest 20 m is a thick oil sand with shale layers sufficiently thin and resolvable by their low resistivity in the electric log. The transition from the oil sands to the underlying Devonian limestones is sharp with a transitional zone of no more than 1 m thickness in the core.
Field acquisition
We acquired a multioffset VSP data set at 13 depth levels from 25 m to 225 m in the wellbore. The three-component data were recorded at a 0.1 ms sampling rate on three channels of a Bison series 5000 data acquisition unit. The energy was generated on the surface by the ''Betsy gun'' model 979 and detected by an SIE T42 type detector in three orthogonal directions: one vertical component V and two horizontal components H1 and H2. The geophone tool was clamped to the borehole casing. Each geophone was calibrated on a shake table over the frequency range of 5 to 500 Hz. Over the range of frequencies from 0 to 150 Hz typical of the field experiments, the amplitudes between these three geophones differed by 7% at most. The seismic source provided energy by firing into water-filled holes at increasing offsets from 5 to 300 m from the wellbore. An antialiasing band-pass filter of 20 -2000 Hz was used in the field. This primarily attenuated problems associated with low-frequency vibration of the wireline cable. For each source-receiver pair, sufficient shots were taken to provide an acceptable signal-to-noise ratio determined from real-time monitoring of the accumulating stack. This process is, admittedly, somewhat subjective, but the number of stacked shots for a given pair generally increased from three for near-offset shallow receivers to seven for far-offset deep records. An uneven source offset spacing was adopted to produce better spatial resolution of the -p curves, especially at shallow receiver depths. The source spacing was dense near the wellbore where p changes rapidly with offset. This pattern of increasing source spacing with radial distance from the wellbore produces a relatively uniform ray density.
Three-component data processing
The directly transmitted compressional arrivals were found using hodograms. As an example, Figure 3a shows the vertical and two horizontal components recorded by the downhole geophones at 25-m depth for a source fired at 30 m offset from the wellbore. These traces were digitally filtered with a 50 -150 Hz band-pass and individually normalized for display purposes only. The peak energy reaches the three orthogonal geophones in the time interval of 30 -60 ms. The maximum amplitude on the H2 component is nearly 1.5 times that of the vertical as would be expected for this source-receiver geometry. The amplitude responses for the two horizontal components in the time window of 0 -70 ms are plotted as a hodogram in Figure 3b ; the difference between the polarization of the hodogram trace and the H2 direction is ϩ18Њ. Under the assumption that the plane containing the arriving rays also contains the polarization vector (Ahmed et al., 1986) , the two horizontal components were rotated through the appropriate angle to yield the transverse (Ht) and radial (Hr) components to the projection of the incoming ray on the horizontal plane (Figure 4a ). Again, under the assumption that the direct compressional wave stays in the plane of incidence, a second hodogram was plotted using the observed vertical (V) and the calculated radial component (Hr), which for the example shown has a polarization that suggests an angle of incidence of 56Њ from the vertical (Figure 4b) . Finally, the vertical and radial components were rotated to this angle to produce a trace whose components are parallel to the direction of the first arrival. Note that this rotated P arrival in the 30 -60 ms interval (Figure 4a ) has a maximum amplitude that is 76% greater than the vertical component alone.
The above analysis was performed for each source-receiver pair. The maximally rotated direct P-wave seismograms for the 25-m depth receiver are displayed as a common receiver gather in Figure 5a . In some cases, these particle motions were used to discriminate the directly transmitted downgoing P-arrival from earlier arriving refractions. The primary difficulty encountered in the processing of these data was the estimation of the compressional transmitted wave using the three-component data. For some receiver-shot point pairs, the first-break wavelet is not the downgoing P-wave but, rather, the upcoming head wave. This is most apparent for the shallow receiver depths at large offset where a refraction is observed from the base of the weathered layer at 20 m depth. The search for the downgoing direct arrival must be conducted carefully by examining particle motion hodograms in the vertical plane and over a variety of time windows.
-p mapping and velocity determination
These final, maximally rotated traces were mapped into the -p domain using the slant stack procedure of Diebold and Stoffa (1981) and Chapman's (1978) discrete equation
where F( i , p j ) is the data sample in the -p domain for trace p j at intercept time i , and f(t, X k ) is the data sample in the x-t domain at time t for trace offset X k . The spatial sampling of the data introduces an aliasing if the sampling interval ⌬x does not satisfy the condition ⌬x Յ V min /f max , leading to a Nyquist horizontal ray parameter equal to p N ϭ 1/⌬xf max . In the present study with V min the minimum horizontal velocity (1340 m/s) and f max the maximum frequency (ϳ200 Hz), the maximum source spacing is 6.5 m. To attenuate the spatial aliasing, a ratio filter (Moon et al., 1986) was incorporated in the forward -p transformation. This selective filter allows into the summation of equation (10) only those F(t, x k ) whose ratio with neighboring samples lies within the range of 0.7 to 1/0.7. This procedure assures that the line of slope p over which the summation is performed in the x-t domain is tangent to the offset-time curve of the downgoing rays.
The maximum horizontal ray parameter allowed for a given common receiver gather varies with the receiver depth because of the geometrical constraints. For example, for the 25-m depth gather (Figure 5b) , the maximum horizontal ray parameter is 700 s/m, which is equivalent to a horizontal velocity of about 1430 m/s. The direct arrivals that appear near 40 ms for normal incidence at p ϭ 0 are organized along an hyperbolalike curve in the offset-traveltime space (Figure 5a ) and map into an ellipse-like curve in -p domain as seen for 30 Ͻ 0 Ͻ 50 ms in Figure 5b . In this range of intercept time, more than one ellipse-like curve is seen and these are an artifact of the successive lobes of the wavelet in the offset-time domain. Only one of these is used in the velocity determinations. These -p arrivals were further enhanced for cosmetic purposes by multiplication with a symmetric Gaussian window. In this process, a time window containing the maximum energy lobes on an ellipse-like curve is selected; the maximum amplitudes within this time window are then automatically determined, and the data at constant p are multiplied by Gaussian curves centered at these maxima. As a result of this operation, the data points on both sides of the ellipse-like curve are multiplied by a coefficient less than unity whose magnitude decreases from the center of the window. Note that any of the ellipse-like curves for 30 Ͻ 0 Ͻ 50 ms could be used to determine the velocity. However, the windowed ellipse-like curve must be tied to the one-way vertical traveltime, because the intercept time 0 for p ϭ 0 should be equal to the one-way vertical traveltime to the geophone at the depth considered. We corrected the -p data by a simple shift to agree with this value. This time was determined from the shortest offset x-t seismogram. The data processing steps given above were performed on the common geophone traces at nine depths, and a composite of the resulting common geophone -p curves for six of these is displayed in Figure 6 . This figure is similar to that which would be observed for an hypothetical seven-layer model with reflecting lithologic interfaces at the receiver depths in a reflection profile.
The vertical lines dividing each -p curve into two segments mark the 30Њ angle of incidence for each geophone depth. The near vertical velocity was derived from the small p segment of each curve to the left of the 30Њ incidence angle mark. Similarly, the oblique velocities were determined from the large p segments to the right of this mark.
Velocities are determined using combined semblance and maximal energy coherency measures. The semblance [Taner and Koehler (1969) ] for a given point in the slowness-0 space is defined as:
where n is the number of traces in the -p domain, m is the number of data samples in the semblance calculation window, and A j, i is the ith data sample in the semblance calculation window of trace j. Equation (11) measures the degree of coherency between the actual -p curves and an ellipse of horizontal and vertical semiaxes u and 0 , respectively. For each trial of the pair u-0 , a correction ␦( p) is calculated according to
after which the p-traces are shifted downward by the amount ␦( p). A semblance value is then calculated using equation (11). When the trial u-0 coincides with that of the analyzed -p curve, the ␦( p) correction flattens the actual curve, and the semblance reaches its maximum. The power of the semblance function resides in the fact that it is normalized, and hence independent of the energy of the seismic events. However, this turns out to be a disadvantage in the case of narrow calculation windows. The semblance becomes sensitive to the side lobes of the wavelets, which leads to more than one maximum in the semblance map for the same depth. To discriminate the main lobe from the side ones, the energy E(u, 0 ) is also calculated for each trial ellipse u-0 using
An example of semblance mapping for the oblique rays at 25 m depth is shown in Figure 7a ; this mapping was calculated using a 5 ms -window with 0.6 ms increments. The mapping displays a maximum at 28.4 ms with two local maxima at 23.6 ms and 33.8 ms. The projection of the absolute maximum to the horizontal axis yields the oblique velocity that is 1340 m/s. The corresponding energy mapping is shown in Figure 7b , and the peak of the energy appears at 29.0 ms and 1330 m/s in good agreement with the semblance. The relatively high coherencies in the semblance mapping at 23.6 ms and 33.8 ms do not appear in the energy mapping, indicating that these are side lobes of lower energy that may be ignored.
The semblance and energy mappings for the near-vertical section of the 25 m depth -p curve are constructed in a similar manner. The semblance mapping showed a maximum peak at 27.8 ms with a velocity of 1210 m/s. This velocity is lower than the value of 1340 m/s observed for the oblique rays. The energy mapping presented only one maximum at 28.4 ms and 1200 m/s, which almost coincides with the maximum of the semblance mapping and further suggests that the near-vertical velocity is less than the oblique velocity. To check the stability of the technique and the reliability of the recovered velocities, the semblance and energy mappings were calculated with a variation of window widths (3 ms to 9 ms) and velocity increments (5 m/s to 20 m/s). The results show that the recovered velocities are in error by little more than 2%.
These determined characteristics for the near-vertical and oblique portions of the 25-m depth -p curve are used in the layer stripping procedure to correct the next receiver depth at 50 m from which, again, the two different horizontal ray parameter ranges are analyzed to produce near-vertical and oblique velocity estimates for the interval lying between 25 m and 50 m depth.
This procedure was carried out for all the receiver depths with both near-vertical and oblique rays. Velocities found from the two complementary coherency measures are summarized in Figure 8 , which suggests that the oblique velocity is larger than the near-vertical velocity for all the layers. Within a given interval between receivers, these velocities can vary from each FIG. 6. Composite -p of six depths from 25 m to 210 m. Each curve is Gaussian-windowed and 0 -corrected. The vertical line segments are not actually part of the data but denote the value of the ray parameter corresponding to a 30Њ angle of incidence for each level. Segments of the -p curves to the left and right of this mark correspond to the near vertical and oblique sections, respectively, that were analyzed individually.
other by 2 to 15% (Figure 8 ). This difference is possibly attributed to a vertical-to-horizontal velocity anisotropy. Other workers, too, have observed that horizontal velocities are generally higher than vertical velocities, although this in no way validates the present observations.
DISCUSSION
The anisotropy observed may be a manifestation of the fine layering of the formation (Backus, 1962; Berryman, 1979; Levin, 1979) , or may be a result of an intrinsic anisotropy of the rock (Winterstein and Paulsson, 1990) . To test the first possibility, we calculated the degree of vertical-to-horizontal anisotropy. The elastic constants A and C for a transversely isotropic medium equivalent to a stack of thin isotropic layers in the notation of White (1965) are equal to
where ␣ and ␤ are the P-wave and S-wave velocities in the isotropic medium, respectively, and is the density. The brackets in equation (14) stand for averages. The horizontal v h and vertical v v velocities for the equivalent transverse isotropic medium (Backus 1962) are then given by
and the anisotropy may be defined as the ratio (v h Ϫ v v )/v v . Calculations were carried out over the intervals between receiver depths of 74 m to 100 m and 100 m to 120 m, both characterized by thin alternating sand-shale layers, which were divided into thin layers of 0.5 to 3 m thicknesses on the basis of the sonic and focus electric logs (Figure 9 ). These two intervals differ in shale content, the first interval from 74 m to 100 m having less sand. The densities for the shale and sand constituents are taken as 2.38 g/cm 3 and 2.3 g/cm 3 , respectively, as determined from bulk measurements on core. The P-wave velocities are obtained from the sonic logs, and the S-wave velocities are assumed to be ␤ ϭ ␣/1.82 for both rock types for a characteristic Poisson ratio of 0.28. This procedure predicts vertical-to-horizontal anisotropies of 14.2% and 6.0% for the intervals from 74 m to 100 m and 100 m to 120 m, respectively.
In contrast, the observed anisotropies for these two intervals were 15% and 7%, respectively (Figure 8 ). It must be kept in mind that these observed anisotropies compare the vertical velocity to that observed at an angle of incidence of about 45Њ. In a transversely isotropic medium that may be representative of the site of the present investigation, the P-wave velocity is known to vary monotonically as a function of incidence angle between two given axes of symmetry, which for a horizontally stratified medium are parallel to the vertical and any horizontal direction. The increase of observed velocity with angle of incidence suggests that the in-situ horizontal velocity and the true vertical to horizontal anisotropies will be larger than those observed. The magnitudes of the observed vertical to oblique and the calculated vertical to horizontal anisotropies are comparable; consequently, the true anisotropy will exceed that calculated under the assumption that the layers are isotropic. Intrinsic anisotropy of the rock material itself, which is not considered in the theoretical predictions, possibly explains this discrepancy. This is not necessarily that surprising as a large portion of the lithology in the two intervals are shales which for a wide variety of differing types have displayed anisotropies to ultrasonic compressional waves ranging from 5% to nearly 30% (Podio et al., 1968; Schock et al., 1974; Jones and Wang, 1981; Tosaya, 1982; White et al., 1983; Thomsen, 1986; Vernik and Nur, 1992) . As a result, the observed anisotropies, which are high relative to those calculated, may result from the combination of fine layering and intrinsic anisotropy within the lithology.
CONCLUSION
Multioffset VSP data contains information about variations of the seismic velocity with angle of incidence. We have recovered such variations using a layer stripping technique in the -p domain. The structure of the -p mapping, in particular the fact that the horizontal ray parameter so naturally relates to the angle of incidence at a given point of the ray path, aids the extraction of incidence angle variations in velocity. The incidence-angle-dependent interval velocities are directly recovered without recourse to Dix's (1955) equation and without restrictive assumptions regarding the offset-depth ratio, although this ratio must be large to recover velocities at large angles of incidence in the x-t domain.
The near-vertical and oblique velocities we determined from the borehole experiment are not exact. The main source of error in the present implementation lies in the fact that a number of rays must be used to determine the velocity assigned to the midpoint of the p range over which the velocity analysis is conducted. This results in an averaging of any variations in velocity over the range such that the full range of the anisotropy is underestimated. Further, if receivers have not been placed at lithologic boundaries, the recovered velocities will be an average for the given interval. Finally the near-vertical to near-horizontal velocity variations could be caused by the combination of both anisotropy and lateral inhomogeneity, factors that are not easy to dissociate.
In practical terms, the experiment requires that records be obtained at numerous offsets and depths. This can be problematic if surface source positions are used. However, the present method is equally valid if instead the sources are within the wellbore and the detectors on the surface. This reverse vertical seismic profile geometry has the advantage that more source positions can easily be added at the surface, but implementation awaits the development of suitable wellbore seismic sources.
Despite the limitations, reasonable results were obtained in a multidepth multioffset VSP data set acquired in a nearly flat-lying sedimentary formation. In all cases, the oblique velocity is greater than the near-vertical velocity. The maximum vertical-to-oblique velocity variation (15%) was observed over the interval bounded by receivers at 75 m and 100 m depth through the section of the wellbore distinguished by alternating sand and shale beds. The difference between the vertical and horizontal velocities in this interval will probably be larger than the observed 15%. Simple estimates of the anisotropy calculated under the assumption that the formation consists of isotropic layers as delineated from the sonic logs were of the same magnitude of the observed vertical-to-oblique anisotropies and hence are less than might be expected for the true vertical to horizontal anisotropy. This discrepancy may be a result of the fact that the layers are intrinsically anisotropic. This hypothesis can only be tested from laboratory measurements on core or from crosswell seismics.
