In this paper we introduce the concept of knowledge granularity and study the relationship between different knowledge representation schemes and the scaling problem. By scale to a task, we mean that an agent's planning system and knowledge representation scheme are able to generate the range of behaviors required by the task in a timely fashion. Action selection is critical to an agent performing a task in a dynamic, unpredictable environment. Knowledge representation is central to the agent's action selection process. It is important to study how an agent should adapt its methods of representation such that its performance can scale to different task requirements. Here we study the following issues. One is the knowledge granularity problem: to what detail should an agent represent a certain kind of knowledge if a single granularity of representation is to be used. Another is the representation scheme problem: to scale to a given task, should an agent represent its knowledge using a single granularity or a set of hierarchical granularities.
Introduction
This paper studies the scaling problem with respect to an agent -a computational system that inhabits dynamic, unpredictable environments. An agent has sensors to gather data about the environment and can interpret this data to reflect events in the environment. Furthermore, it can execute motor commands that produce effects in the environment. Usually, it has certain knowledge about itself and the world. This knowledge can be used to guide its action selection process when exhibiting goal-directed behaviors. 1, 13 It is important for an agent to choose a reasonable representation scheme in order to scale to the task at hand. There are two extremes regarding granularity of knowledge representation. At one end of the spectrum is the scheme that the selection of actions requires little or even no knowledge representation. 3 At the other end of the spectrum is the purely planning scheme which requires the agent to maintain and use as much detailed knowledge as possible. Experience suggests that neither of the above two extreme schemes are capable of producing the range of behaviors required by intelligent agents in a dynamic, unpredictable environment. For example, Tyrrell 18 has noted the difficulty of applying, without modification, the model of Brooks 3 to the problem of modeling action selection in animates whose behavior is supposed to mirror that of real animals. On the other hand, although it is theoretically possible to compute the optimal action selection policy for an agent that has a fixed set of goals and that lives in a deterministic or probabilistic environment, 18 it is impossible to do so in most practical situations for the following reasons: (a) resource limitations (time limit, computation complexity, 20 memory limit); (b) incomplete and incorrect information (knowledge difference, 21 sensor noise, etc.); (c) dynamic, nondeterministic environment. Thus, many researchers argue to use hybrid architectures, 9, 11, 15, 19 a combination of classical and alternative approaches, to build agent systems. One example is the layered architecture. 9, 15 In such an architecture, an agent's control subsystems are arranged into a hierarchy, with higher layers dealing with information at increasing levels of abstraction. Thus, the very lowest layer might map raw sensor data directly onto effector outputs, while the uppermost layer deals with long-term goals. Or, the upper abstract space might be used to solve a problem and then the solution might be refined at successive levels of detail by inserting operators to achieve the conditions that were ignored in the more abstract spaces.
12,14
Much of the previous work on scaling emphasizes the absolute complexities (efficiency) of planning systems. We, however, believe that the problem of scaling is a relative term and is closely related to the task requirements of an agent in uncertain, dynamic or real-time environments. We will say that an agent scales to a given task, if the agent's planning system and knowledge representation scheme are able to generate the range of behaviors required by the task. We consider knowledge abstraction over a spectrum based on the granularity of knowledge representation. Our approach is different from previous approaches 9, 15 in that there is no logical relationship between elements of any two adjacent layers. We study the scaling problem related to different representation schemes, be it a single granularity scheme or a hybrid granularity scheme. Many factors, such as the planning engine, the way knowledge is represented, and the dynamic environment can influence whether an agent scales to a given task. Here, we concentrate on the influences of knowledge granularity. It is obvious that knowledge granularity can influence the efficiency of a given inference engine, since granularity influences the amount of data to be processed by the engine. It has been suggested that one may increase the computational efficiency by limiting the form of the statements in the knowledge base. 16, 7 In this paper, we study the relationship between different representation schemes and the performance of an agent's planning system. The goal is to find the proper scheme for representing an agent's knowledge such that the representation allows the agent to scale to a given task. We address the following issues. The first is how to define the granularity of an agent's representation of a certain Knowledge Granularity Spectrum 381 kind of knowledge. The second is how this granularity influences the agent's action selection performance. The third is how the hierarchical granularity representation influences the agent's action selection performance. The study of these issues can help an agent in finding a reasonable granularity or scheme of representation such that its behavior can scale to a given task.
A Case Study: The Object Search Agent
To start, we use object search as an example to study the influence of knowledge granularity on the performance of an agent. Object search is the task of searching for a given object in a given environment by a robotic agent equipped with a pan, tilt and zoom camera (Fig. 1) . It is clear that exhaustive, brute-force blind search will suffice for its solution; however, the goal of the agent is to design efficient strategies for search, because exhaustive search is computationally and mechanically prohibitive for nontrivial situations. The action selection task for the agent refers to the task of selecting the sensing parameters (the camera's position, viewing direction and viewing angle size) so as to bring the target into the field of view of the sensor and to make the target in the image easily detectable by the given recognition algorithm. Sensor planning for object search is very important if a robot is to interact intelligently and effectively with its environment. In Refs. 20 and 23 Ye and Tsotsos systematically study the task of object search and give an explicit algorithm to control the state parameters of the camera by considering both the search agent's knowledge about the target distribution and the ability of the recognition algorithm.
In this section, we first briefly describe the two-dimensional object search agent and its action selection strategy (please refer to Ref. 23 for corresponding threedimensional descriptions). Then we study the issue of knowledge granularity with respect to object search agent and present experimental results. 
Task formulation
We need to formulate the agent's sensor planning task in a way that incorporates the available knowledge of the agent and the detection ability of the recognition algorithm.
The search region Ω can be in any two-dimensional from, such as a twodimensional room with many two-dimensional tables, etc. In practice, Ω is tessellated into a series of elements c i , (Ω = ∪ n i=1 c i ) and (c i ∩ c j = 0) for i = j. In the rest of the paper, it is assumed that the search region is a two-dimensional office-like environment and it is tessellated into little square cells of the same size.
An operation (f = f (x c , y c , ϑ, w, a)) is an action of the search agent within the region Ω. Here (x c , y c ) is the position of the two-dimensional camera center (the origin of the camera viewing axis); ϑ is the direction of the camera viewing axis, 0 ≤ ϑ < 2π; w is the width of the viewing angle of the camera; and a is the recognition algorithm used to detect the target.
The agent's knowledge about the possible target position can be specified by a probability distribution function p, so that p(c i , τ f ) gives the agent's knowledge about the probability that the center of the target is within square c i before an action f (where τ f is the time just before f is applied). Note, we use p(c o , τ f ) to represent the probability that the target is outside the search region at time τ f .
The detection function on Ω is a function b, such that b(c i , f ) gives the conditional probability of detecting the target given that the center of the target is located within c i and the operation is f . For any operation, if the projection of the center of the square c i is outside the image, we assume b(c i , f ) = 0. If the square is occluded or it is too far from the camera or too near to the camera, we also have b(c i , f ) = 0. It is obvious that the probability of detecting the target by applying action f is given by
The reason that the term τ f is introduced in the calculation of P (f ) is that the probability distribution needs to be updated whenever an action fails. Here we use Bayes' formula. Let α i be the event that the center of the target is in square c i , and α o be the event that the center of the target is outside the search region. Let β be the event that after applying a recognition action, the recognizer successfully detects the target. Then P (¬β | α i ) = 1 − b(c i , f ). It is obvious that the updated probability distribution value after an action f failed should be P (α i | ¬β), thus we have p(c i , τ f + ) = P (α i | ¬β). Where τ f + is the time after f is applied. Since the above events (α 1 , . . . , α n , α o ) are mutually complementary and exclusive, from Bayes formula we get the following probability updating rule:
where i = 1, . . . , n, o.
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The cost t(f ) gives the total time needed to perform the operation f . Let O Ω be the set of all the possible operations that can be applied. The effort allocation (F = {f 1 , . . . , f k }) gives the ordered set of operations applied in the search, where f i ∈ O Ω . It is clear that the probability of detecting the target by this allocation is:
The total cost for applying this allocation is:
Suppose K is the total time that can be allowed in applying selected actions during the search process, then the task of sensor planning for object search can be defined as finding an allocation (F ⊂ O Ω ), which satisfies (T [F] ≤ K) and maximizes P [F] .
Since this task is NP-Complete, 20 we consider a simpler problem: decide only which is the very next action to execute. Our objective then is to select as the next action the one that maximizes the term
We have proved that in some situations, the one step look ahead strategy may lead to an optimal answer.
The sensor planning strategy
The agent needs to select the camera's viewing angle size and viewing direction for the next action f such that E(f ) is maximized. Normally, the space of available candidate actions is huge, and it is impossible to take this huge space of candidate actions into consideration. According to the image formation process and geometric relations, we have developed a method that can tessellate this huge space of candidate actions into a small number of actions that must be tried. A brief description of the sensor planning strategy is as follows (please refer to Ref. 23 for details). For a given recognition algorithm, there are many possible viewing angle sizes. However, the whole search region can be examined with high probability of detection using only a small number of them. For a given angle size, the probability of successfully recognizing the target is high only when the target is within a certain range of distance. This range is called the effective range for the given angle size. Our purpose here is to select those angles whose effective ranges will cover the entire depth of the search region, and at the same time there will be no overlap of their effective ranges. Suppose that the biggest viewing angle for the camera is w 0 , and its effective range is [N 0 , F 0 ]. Then the necessary angle sizes w i (where 1 ≤ i ≤ n 0 ) and the corresponding effective ranges [N i , F i ] (where 1 ≤ i ≤ n 0 ) are:
For each angle size derived above, there are an infinite number of viewing directions that can be considered. We have designed an algorithm that can generate only directions such that their union can cover the whole viewing sphere with minimum overlap.
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Only the actions with the viewing angle sizes and the corresponding directions obtained by the above method are taken as the candidate actions. So, the huge space of possible sensing actions is decomposed into a finite set of actions that must be tried. Finally, E(f ) can be used to select among them for the best viewing angle size and direction. After the selected action is applied, if the target is not detected, the probability distribution will be updated and a new action will be selected again. If the current position does not seem to find the target, the agent will select a new position and begin to search for the target at the new position.
Knowledge granularity for search agent
As we have illustrated above, the object search agent uses its knowledge about the target position to guide its action selection process. This knowledge is encoded as a discrete probability density that is updated whenever a sensing action occurs. To do this, the search environment is tessellated into a number of small squares, and each square c is associated with a probability p(c). To perfectly encode the agent's knowledge, the size of the square should be infinitely small -resulting in a continuous encoding of the knowledge. But this will not work in general because an infinite amount of memory is needed. In order to make the system work, we are forced to represent the knowledge discretely -to use squares with finite size. This gives rise to an interesting question: how we should determine the granularity of the representation (the size of the square) such that the best effects or reasonable effects can be generated.
To make the discussion easier, we denote an object search agent a as a = s, k E , k p , G, I, t select , t apply , M , T , U , where s is the state parameters of the agent. k E is the agent's knowledge about the geometric configuration of the environment. k p is the agent's knowledge about the target position and is encoded as probabilities associated with tessellated cubes. G is the granularity function, which gives a measurement of the granularity of a certain knowledge representation scheme. I is the inference engine, which selects actions and updates agent's knowledge. By applying I to k E and k p , an action is generated. The term t apply is the cost function for applying actions: t apply (f ) gives the time needed to apply an action f and is determined by the time needed to take a picture and run the recognition algorithms. The term t select is the cost function for selecting actions. M is the agent's memory limit. The memory used to store all the knowledge and inference algorithms should not exceed this limit. T is the time limit. The total time spent by the agent in selecting actions and executing actions should be within T . U is the utility function, which measures how well the agent performs during its search process within T .
The granularity function G can be defined as the total memory used by the agent to represent a certain kind of knowledge divided by the memory used by the agent to represent a basic element of the corresponding knowledge. For example, G(k p ) gives the granularity measurement of the knowledge representation scheme k p . Suppose the length of the search environment is L units (the side length of a square is one unit), the width of the search environment is W units. Then the total environment contains LW squares. The probability p(c) associated with each square c is a basic element in the representation scheme k p . Suppose m[p(c)] gives the memory of the agent used to represent p(c). Then the total memory for the agent to represent
= LW . Here we study the influence of G(k p ) on the performance of the search agent. This performance can be measured by the utility and time limit pair U, T . Where U = P [F] is calculated by Eq. (3). The actions in F are selected according to Sec. 2. For a finer granularity G(k p ), more time will be spent on action selection, leaving less time for action execution. The selected actions are generally with better quality because the calculation of E(F) is more accurate in most situations. For a coarser granularity G(k p ), less time will be spent on action selection, leaving more time for action execution. The selected actions are generally of lower quality because calculation of E(F) is less accurate in most situations. In the following sections, we will present experiments to illustrate the influence of knowledge granularity on the agent's performance.
Experiments
A two-dimensional simulation object search system is implemented to test the influence of the knowledge granularity on the performance of the action selection process. The system is implemented in C on IBM RISC System/6000.
The search environment is a two-dimensional square as shown in Fig. 2 (a). If we tessellate the two-dimensional square into 1000 × 1000 small square cells, then the relevant data for the system is as follows. The two-dimensional camera has two effective angle sizes. The width of the first angle size is 40
o . Its effective range is [50, 150] . Its detection function is:
• is the angle between the agent's viewing direction and the line connecting the agent center and the cell center, D(l) is as shown in Fig. 2 (c), and l is the distance from the cell center to the agent center. According to formulas in Sec. 2, the width [10, 10] in the beginning. We assume that there is only one recognition algorithm, thus the time needed to execute any actions is the same.
In the first group of experiments, the agent only selects actions at position [10, 10] . In the second group of experiments, the agent first selects seven actions at position [10, 10] , then it moves to position [700, 400] to begin the new search. The following sections list the experimental results.
Knowledge granularity and action selection time
To select the next action f , the agent needs to calculate P (f ) [Eq. (1)] for any candidate actions (Sec. 2). It is obvious that the knowledge granularity G(k p ) has a great influence on the action selection time t select (f ). The higher the value of the knowledge granularity, the longer the time needed to select an action. We have Note that t select (f ) (measured in seconds) is obtained by taking the difference in times obtained from the command "system("date")" executed before the system enters the action selection module and after the system finishes the action select module. The average value for different actions with the same granularity is taken as the value of t select for the corresponding granularity. The accuracy is within one second.
The error associated with knowledge granularity
Clearly the approximations involved in discretization will cause errors in calculating various values. In general, the higher the value of the knowledge granularity, the less the error caused by discretization. The error associated with knowledge granularity may influence the quality of the selected actions, and thus influence the performance of the agent.
Figures 3(d)-3(g) show how the granularity influences the error in calculating P (f ). We notice that in general the higher the knowledge granularity, the less the error of the calculated P (f ). For example, for G(k p ) = 40 × 40, the error for the first action is 0.037115, while for G(k p ) = 500 × 500, the error for the first action is 0.002356. Figures 3(h)-3(k) show the real probability of detecting the target P [F] with effort allocation F for different degrees of knowledge granularity. We can see that the higher the value of G(k p ), the faster the system reaches its detecting limits.
Knowledge granularity and agent performance
In this section, we analyze the influence of knowledge granularity on the overall performance of the agent. Figures 3(h)-3(k) show that the higher the knowledge granularity, the better the quality of the selected actions. However, to achieve the expected benefits, we need to execute the action in addition to select them. Thus, both the action selection time and the action execution time are important.
For a higher knowledge granularity, although the selected actions might have good quality, the time needed to get these actions is also longer. If the time needed to execute an action is very long, then it is worth spending more time to select good actions. However, if the time needed to execute an action is very short, it may not be beneficial to spend a lot of time in action selections, because this amount of time can be used to execute all the possible actions. Thus, purely reactive strategy (no planning) only wins when the action execution time is short. When the action execution time is very long, we are forced to spend more time (use a higher knowledge granularity) in order to select good quality actions. Figure 4 illustrates how the performance of the agent is affected when assuming t apply equals 1 s, 100, 1000 s, 10 000 s, and 100 000 s, respectively. The performance is represented by the probability of detecting the target for the selected effort allocation F verses the cost in selecting and executing the effort allocation F. We can see from Fig. 4 (a) that for t apply = 1, the performance of G(k p ) = 40 × 40 is better than the performance of G(k p ) = 100 × 100 and G(k p ) = 500 × 500. As the cost in t apply increases, the situation changes gradually. When t apply = 10 000, G(k p ) = 100 × 100 becomes the best knowledge granularity. When t apply = 100 000, G(k p ) = 500 × 500 becomes the best granularity.
When the agent is allowed to move
We also performed experiments for different inference engines I and similar results are obtained. Figure 5 lists the experimental results when the agent is allowed to move. The agent first selects seven actions at position [10, 10] , then it moves to [700, 400] to continue the search process. From Fig. 5 , we can observe the same phenomena as we observed in the previous sections.
Knowledge Granularity in General
In general, if we represent an agent as a = s, divided by the memory needed to represent a basic element of the corresponding knowledge.
In this section, we study in general the influences of knowledge granularity on an agent's action selection performance. For a task oriented agent, a finer granularity usually results in a better selected action. However, the action selection time for a finer granularity is usually longer. Thus, a finer granularity requires more time for selecting actions, and has less time in executing actions. On the other hand, a coarser granularity requires less time for action selection, thus has more time for action execution. In other words, with respect to a fixed time constraint, an agent can usually execute more low quality actions for a coarser granularity, and less high quality actions for a finer granularity. It is thus very interesting to study how the performance of a task oriented agent is influenced by the degree of knowledge granularity, and how the agent should choose a reasonable granularity from the spectrum of knowledge abstraction.
Different agents use different kinds of knowledge and different kinds of action selection procedures. Because of the complexity and diversity of the world of agents, it is impossible to provide a general conclusion or solution with regard to knowledge granularity. What we can do is to group agents into different categories and study the behavior with respect to each category. It is obvious that the performance of an agent is influenced by the action execution time, t e , the action selection time, t s , the Knowledge Granularity Spectrum 391 Table 2 . (aa) (ab) (ac) (ad) (ae) (ba) (bb) (bc) (bd) (be)
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total time constraint for the given task, T , and the quality Q of the selected and executed actions. t s and Q are influenced by the knowledge granularity adopted by the agent. Suppose for a granularity g, the average time needed in selecting an action is t s (g), the average contributions of a selected action to the task is Q(g). Assuming that the total contributions U made by an agent within the time constraint T can be represented by the sum of the average contributions of all the actions that is executed within T . Then, U can be represented as follows.
In the following, we study how U (g) is influenced by different t s (g) and Q(g). This is done by assigning t s (g) and Q(g) different functions of g and study how the value of U (g) will be influenced. We assume that the total time constraint for the agent to perform a certain task is 100, T = 100; the granularity range used by the agent is [1, 150] . The following functions are used in our empirical study: γ 1 (g) = 5; γ 2 (g) = ln(g); γ 3 (g) = g + 1; γ 4 (g) = g * g * g + 1; γ 5 (g) = exp(g) + 1. These functions represent different relations between the knowledge granularity g and the entities to be discussed. Of course, there are all kinds of relations, the above functions are only a very small fraction of the possible relations. Function γ 1 (g) means that the entity is a constant, and thus is not influenced by granularity. For example, if t s (g) = γ 1 (g), then the action selection time is not influenced by the granularity. If Q(g) = γ 1 (g), then the average contributions of a selected action are not influenced by granularity. Functions γ 2 (g), γ 3 (g), γ 4 (g), γ 5 (g) refer to different degrees of the influence of granularity on the entity. Figure 6 shows how the granularity influences the performance of the agent under different situations. Table 2 lists the indexes in Fig. 6 with respect to their corresponding situations for t s (g) and Q(g). For example, Fig. 6 (aa) corresponds to the situations that t s (g) = γ 1 (g) and Q(g) = γ 1 (g).
From Fig. 6 , we can notice that the action execution time t e is a very important factor that influences the selection of the knowledge granularity. Figures 6(aa)-6(ae) show the situation when action selection time is not influenced by the granularity. In this special case, the finer the granularity, the better the performance, except for the first one (aa). Knowledge Granularity Spectrum 393 Q(g) equals to γ 1 , . . ., γ 5 respectively. We notice that for a large execution time (≥ 50), the granularity should be low in order to guarantee that at least one action can be executed. Figure 6 (ca) shows the situation that the benefit of each action is not influenced by the granularity, thus a smaller granularity is preferred no matter what the action execution time is. Figure 6(cc) shows the situation that the action's benefit is influenced in a linear way by the granularity. We notice that the result becomes complex. It depends on how the quality of the selected actions is influenced by the granularity. For example, for a small execution time, there are several granularities that can generate satisfactory results. These reasonable granularities are different for different action execution times. Similar analysis can be applied to other figures. As a conclusion, in complex situations, the selection of granularity depends on many factors, such as task constraint (total time allowed to perform a task), action execution time, the influence of granularity on action selection time, and the qualities of actions selected with a given granularity, etc. In general, we can construct graphs like Fig. 6 to analyze the effects of granularity on the performance of the agent under different factors and constraints, and then select a favorable granularity.
Selecting Knowledge Granularity
The experiments in the above section show that the level of knowledge granularity has a big impact on the quality and speed of the agent's behavior. It is thus important for an agent to adapt its knowledge granularity based on environmental and task-specific demands. In this section, we address the following interesting question: how can we select the knowledge granularity G(k) for a given representation scheme k such that the best agent performance or a relatively good agent performance can be achieved?
Best granularity
In some situations, we are able to select the best knowledge granularity in the sense that it maximizes the performance of the agent. Here is an example. Suppose we have an agent whose task is to collect food from a region of length L within a time limit T . The agent can use different representation lengths Λ = {l 1 , . . . , l q } to represent the region. (Suppose L li is integer, where 1 ≤ i ≤ q.) If the agent selects l ∈ {l 1 , . . . , l q } as its representation scheme k for the corresponding knowledge, then the corresponding knowledge granularity for this scheme will be G(k) = L l . The total region is thus divided into L l units. The process of food collection is as follows. Before the collecting process, all the units of the region will be in the status of "not ready". When the collecting process begins, one of the units becomes "ready". The agent will then search for this unit. The time, t s (l), used by the agent to locate the unit is the time for the agent to select an action under the current representation scheme. Suppose t s (l) = this unit. The total time needed for the agent to collect food is the time needed for the agent to execute the selected action. Suppose it is t e (l) = Cl (where C is a constant). The total amount of food that is collected is B(l) = 1 l . When the agent finishes its food collection process at the selected unit, the status of another unit will become "ready". The agent will search for this new unit and collect food again from this new unit. This process will continue until the total time T is used up. If the total time T is exhausted when the agent is locating a unit or when the agent is collecting food within a unit, then the amount of collected food from the corresponding unit will be zero. It is obvious that the number of units that can be processed by the agent within T is T ts(l)+te(l) , and the number of units available is L l . The performance Ψ of the agent is measured by the total amount of food collected by the agent and is given by the following formula:
This is actually
The problem is to find a l in Λ = {l 1 , . . . , l q } such that Ψ is maximized. The set Λ can be divided into two parts Λ A = {l 1 , . . . , l j } and Λ B = {l j+1 , . . . , l q }, such that all the elements in Λ A are less than L/(T − CL), and all the elements in Λ B are greater than or equal to L/(T − CL). It is obvious that for elements l ∈ Λ A , the smallest one has the best performance because L l 2 is a decreasing function. For elements l ∈ Λ B , we can calculate the value of T l/(Cl 2 + 1) 1 l to identify the best element. Then we compare the smallest element in Λ A and the best element in Λ B to identify the one that maximizes the performance of the system.
The above example shows that in some situations, an agent is able to identify an optimum knowledge granularity based on the task requirement (here T ) and the environmental characteristics (here L). The basic method is to try to represent the performance of the agent as a function of the agent's knowledge granularity, and then to find the granularity that maximizes the performance.
In general, it is very difficult or even impossible to find a best knowledge granularity for an agent, because the performance of the agent might be influenced by many other factors in addition to the knowledge granularity. For example, there does not exist a best knowledge granularity for the object search agent, because its performance is also influenced by the initial target distribution. A granularity that is best for one distribution might not be the best for another distribution. Thus, in general, we need to relax our requirements. Instead of finding the best granularity, we search for a reasonable one such that a relatively good performance can be achieved. Because of the variations of different agent systems, it is impossible to provide a detailed procedure to select the acceptable granularity that can be applied to all the agent systems. However, we can provide a general guideline for the selection of the knowledge granularity.
Selecting reasonable granularity in complex agent environment
In an agent environment where the relationships among the task constraints, the environments, and the knowledge granularity are very complex, the "demandenvironment-granularity" (DEG) Hash Table can be used to select a reasonable granularity. The DEG Hash Table is a Hash Table such that the "key" is the combination of different factors and the "value" is the granularity that is appropriate for the corresponding factors. When an agent is informed of task requirements, it first transforms the task requirements and the environmental factors into a key. Then it retrieves the granularity from the DEG Hash Table based on the key. This granularity will be used by the agent to represent the corresponding knowledge. For a complex agent environment, it might have more than one task constraints T 1 , . . ., T nT . Each T i forms one component in the "key" of the DEG Hash Table. It can be divided into several groups T i,1 , . . ., T i,k based on certain criteria. For example, the task constraint for an object search agent is the total time available for the search. This time constraint can be divided into groups like "from 1 s to 30 s", "from 30 s to 100 s", etc.
In addition to the task constraints, we should also consider the influences of the environmental factors when selecting the granularity. Suppose E 1 , . . ., E nE are the environment factors that need to be considered. Like above, each E i can be divided into several groups T i,1 , . . ., T i,k based on a certain criteria.
The DEG Hash Table then looks like the following: Each row in the table, except the first one, gives a "key" (t 1 , . . . , t nT , e 1 , . . . , e nE ) and the corresponding granularity value g. Here, t i is a category (group) for the task constraint factor T i and e i is a category (group) for the environmental factor E i . Term g is the knowledge granularity value corresponding to the "key" and should be obtained by conducting various simulation experiments or theoretical analysis before the agent performs any task. When an agent is informed of a task, it first determines the key based on the current situations, and then uses this "key" to locate the knowledge granularity.
Knowledge Granularity Spectrum and Action Pyramid
From the above discussion we know that knowledge granularity has a big influence on the quality of selected actions. Usually, with respect to the knowledge granularity spectrum, the higher the value of the knowledge granularity, the better the quality of the selected actions. However, it is not always beneficial to use high granularity, because the cost usually increases as well. In order to benefit from both the short action selection time of low granularity and the high quality of the selected actions of high granularity, a hierarchy of granularity layers can be used to select actions. For example, we can choose several granularities for the purpose of action selection, as follows. First, the coarsest granularity is used to select a set of actions from the pool of all the actions. Then the second coarsest granularity is used to select an even smaller set of actions from the set of actions chosen before. This procedure continues until the actual action to be applied is selected according to the finest granularity. The sets of actions selected by different granularities form an action pyramid. In this section, we compare the performances of a single layer granularity scheme and the multilayer granularity scheme. We restrict our discussion to two layers because of limited space. Similar results can be obtained for more than two layers.
Adding a coarse new layer for filtering out non-interesting actions
Suppose after some analysis we find that granularity g o is a favorable choice. We might increase the performance by adding a coarser layer. The idea is to use the coarser granularity to select a small set of actions that are suitable, and then use g o to select an action to execute from this small set of actions. Suppose originally there are totally N actions to be selected from. Now consider adding another layer of granularity g c . Suppose that for g c , we need to collect the first n gc actions in order to guarantee that enough good actions are within this set of actions. In other words, the quality of the actions selected by g o from the total N actions is almost the same as the quality of the actions selected by g o from the n gc actions. Suppose that for this planning system the action selection time is governed by t(g, n), where g is the granularity and n is the number of actions to be considered. Now we compare the time needed to select one action for the two strategies. The time T , n gc ) . Thus, the difference in selecting an action by the two strategy is given by: 
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Figures 7 and 8 show the results of experiments that are performed to test the performance difference under different strategies. In our experiments, we assume that t(g, n) = t 1 (g)t 2 (n). Where the function t 1 gives the sensitivity measurement of the granularity g with respect to the action selection time, and t 2 gives the sensitivity measurement of the number of actions to be considered y with respect to the action selection time. The index (i, j) in Fig. 7 means that t 1 (x) = γ i (x), t 2 (y) = γ j (y), where function γ is defined in the previous section. For example, Fig. 7(2,3) means that t 1 (x) = γ 2 (x), t 2 (y) = γ 3 (y). In the figure, the z axis is T s , the difference in action selection time. Other axes are g c and n gc . In the test, we set N = 100 and g o = 100. Let g c and n gc change. The range for n gc is 1 ≤ n gc ≤ 100, the range for g c is 15 ≤ g c ≤ 100. Figures 7 and 8 show the difference T s n −T s o = t(g , 100)+t(100, n g )−t(100, 100) as a function of g c and n gc . In order to make the comparison easier, we also draw the surface of z = 0. Figure 7 (1,1) shows the situation that the action selection time is not influenced by the granularity and the number of actions to be selected from. In this situation, the two layer strategy is always worse than the single layer strategy by a constant. This constant is the time used to preselect the set of actions by the coarse layer. Figures 7(1,1)-(1,3) show the situation when the action selection time is not influenced by granularity. In this case, adding a new coarse layer does not save time, because the coarse layer itself will spend the same time as the old granularity g o , and extra time must be spent by g o to select an action from the preselected action pools by g c . Figures 7(2,1) - (2, 5) show the situation that the influence of granularity on the action selection is governed by γ 2 , while the influence of the number of actions is governed by γ 1 , γ 2 , γ 3 , γ 4 and γ 5 respectively. We notice that the more sensitive the action selection time is influenced by the number of actions in the action pool, the better the two layer strategy. This is illustrated by the increase of the area of those g c and n gc that is below the plane z = 0. The reason is that a decrease in granularity for a more sensitive situation tends to have a bigger saving in action selection time. The same analysis can be applied to Figs. 7(3,2)-(3,4) , Figs. 8(4,1) - (4, 5) and Figs. 8(5,1)- (5, 5) . From Figs. 7 and 8 we also notice that for a fixed granularity g c , the smaller the value of n gc , the better the two layer strategy. The reason is that a smaller n gc tends to save time for g o . We can also notice that for a fixed n gc , the smaller the value of g c , the better the two layer strategy.
From the above experiment, we know that in some situations adding a coarse layer can increase the performance of an agent. Thus, when a single granularity does not allow the agent to scale to the task at hand, we can consider adding a coarse layer to increase the chances of scaling. To do this, we can first draw the performance figure as above, and then select the granularity that corresponds to the lowest point on the surface as the granularity for the coarse layer.
Adding a finer layer to obtain better quality actions
Another way to use hierarchical representation to increase performance and chances of scaling is to add a finer layer. The idea is to use the current granularity g o to preselect a small set of candidate actions, and then use a finer granularity g f to choose a better quality action to execute.
The utility for the single layer strategy is:
For the two layer strategy, suppose n go is the number of actions that must be selected by g o in order to guarantee that the actions selected by g f will reach a desired quality Q(g f ). The time to select an action for the two layer strategy is:
Suppose the total time available for the agent is T . The utility of the new strategy is:
Experiments have been performed to show the performance difference of the new strategy and the old strategy,
In the experiments, we assume: T = 100, g o = 100, N = 100. We also assume that the action execution time is t e = 6. In general t e has a big influence on the analyzing result. Here we take t e = 6 as an example to study the influence of other factors on the agent performance.
As in the previous section, we assume t s (g, n) = t 1 (g)t 2 (n). Q(g) is another function, which gives the quality of the action selected with granularity g. In the experiments, we take g f as one variable, and n go as another variable, and we draw the surface formed by U diff when g f and n r are changing. The domain range for the two variables are 100 ≤ g f ≤ 150 and 1 ≤ n r ≤ 100. In Fig. 9 , the index (i, j, k) means that the figure is drawn by setting t s (g, n) = γ i (g)γ j (n/70) and Q(g) = γ k (g). Figure 9(1,1,1) shows the situation when granularity and the number of actions to be selected has no influence on the action selection time, and granularity has no influence on the quality of the selected actions. In this situation, the two layer strategy is always worse than the one layer strategy, because it is a waste of effort to preselect a set of actions for the finer layer. Figures 9(2,2,2)(2,2,3 ) and (2,2,5), Figs. 9(2,3,2)(2,3,3) and (2, 3, 5) , Figs. 9(3,3,2)(3,3,3) and (3, 3, 5) and Figs. 9(3,5,2) and (3, 5, 3) show that the more sensitive the quality of selected actions with respect to granularity, the more benefit the two layer strategy. The influence of the sensitivity of n go with respect to action select time on the performance can be complex. For example, Figs. 9(2,2,2) and (2,3,2) and Figs. 9(3,3,2) and (3, 5, 2) show that a sensitive n go with respect to active selection time is not good for the two layer strategy; Figs. 9(2,2,3) and (2, 3, 3) show the opposite; while Figs. 9 (3, 3, 3) and (3, 5, 3) show sometime it is good and sometimes it is not good depending on different n r and g f . In general, many factors can influence the performance of the two strategies and a graph needs to be drawn in order to determine which strategy is better. 
Conclusion
In this paper, we introduce the concept of knowledge granularity and study the relationship between different knowledge representation schemes and the scaling problem. We promote the viewpoint that the problem of scaling is closely related to an agent's task requirement. By scale to a task, we mean that an agent's planning system and knowledge representation scheme are able to generate the range of behaviors required by the task in a timely fashion. Here, we study the influence of knowledge granularity and related representation schemes on an agent's scaling problem. From the study of related issues with respect to an object search agent, we know that knowledge granularity can greatly influence the performance and scaling of an agent. We then perform experiments to study the influence of knowledge granularity on an agent's performance under various situations. Experimental results show that many factors can influence the values of reasonable granularities that allow an agent to scale to a given task, such as the task constraint and action execution time, etc. In complex situations, a reasonable granularity can be selected by constructing graphs as in Fig. 3 and analyzing the resulted graphs. Finally, we conduct experiments to compare the performance between a single layer granularity scheme and multiple layer granularity scheme. The reason to use several granularities from the granularity spectrum and to choose actions from the corresponding action pyramid is that the agent might benefit from both the short action selection time of low granularities and the high quality of the selected actions of high granularities. Experimental results show that a hierarchical representation scheme can produce a better performance in some situations, especially when the quality of the selected actions is greatly influenced by the granularity or when the action selection time is greatly influenced by the granularity.
