This paper proposes a comparative model for the day-ahead electricity price forecasting that could be realized using multi-layer neural network (MLNN) with levenberg-marquardt (LM) algorithm, generalized regression neural network (GRNN) and cascade-forward neural network (CFNN). In this work applications of various models were applied to national electricity market of Singapore (NEMS), i.e. Asia's first liberalized electricity market. The individual price of year 2006 is very volatile with a very wide range. Therefore, accurate forecasting models are required for Singapore electricity market company (EMC) to maximize their profits and for consumers to maximize their utilities. Hence the year 2006 has been taken for forecasting the uniform Singapore electricity price (USEP). The mean absolute percentage error (MAPE) results show that the proposed CFNN model possess better forecasting abilities than the other models and its performance was least affected by the volatility.
Introduction
In a de-regulated electric power industry, the electricity prices play a key role for market participants. The main objective of market participants is to ensure a transparent, professional and cost-effective market. Since the beginning of floating electricity prices, electricity price forecasting has become one of the main endeavors for researchers and practitioners in energy market. 1 The daily load curves have similar load patterns, whereas the electricity price movement shows very great volatility among all commodities. 2 Electricity price can rise to tens of or even hundreds of times its normal values at some periods. Sometimes, it may drop to zero or even to negative values at other periods. 3, 4 A good price forecasting tool in deregulated markets should be able to capture the uncertainty associated with those prices. Some of the key uncertainties are fuel prices, future addition of generation and transmission capacity, regulatory structure and rules, future demand growth, plant operations and climate changes. 5 From these many factors are impacting electricity price, in which some factors are more important than others. Besides, the factors, which impact price, they consider are very limited, just including historical price and system load. 6 Therefore, price forecasting tools are essential for all market participants for their survival under new deregulated environment. 7 Seeing the importance of the price-forecasting problem several techniques have been tried out in this paper. In general, hard and soft computing techniques could be used to predict electricity prices. 5 Prediction under hard-computing models, such as autoregressive integrated moving average (ARIMA) and generalized auto-regressive conditional heteroskedastic (GARCH) are used. This approach can be very accurate, but it requires a lot of information, and the computational cost is very high. 3 Prediction under soft-computing models, such as artificial neural network (ANN) and other intelligent algorithms are used. In particular, neural networks have been used to solve problems such as load/price predictions, component and system fault diagnosis, security assessment, unit commitment etc. The ANN is a simple, powerful and flexible tool for forecasting, providing better solution to model complex non-linear relationships. 8 The considered hard computing models are linear predictors, 13 while electricity price is generally a nonlinear. The proposed ANN soft computing approach works on complex nonlinear relationships than the traditional linear models. Moreover, there is no hard computing approach with satisfactory performance in dealing with the spikes. 8 Hence, compared to hard computing, an important advantage of the proposed soft computing approach is, it learns well the nonlinear training pattern. It effectively encounters even large prediction errors in the test phase. The soft computing models are fast in execution. The hard computing models are time consuming. 5 The superiority of the soft computing model is on the robustness, particularly in the easy interpretability of the models. Some electricity market price forecasting models using a multi-layer neural network (MLNN), training by levenberg-marquardt (LM) algorithm, 5, 14, 15 and generalized regression neural network (GRNN) with principal component analysis (PCA) 12 There is a need to make more research efforts in other markets as well; this will help in interpreting and understanding the price evolution in different electricity markets in a better perspective. 7 So, this paper mainly focuses on several half-hour ahead electricity prices using historical data from the Singapore's power system. The Singapore's electricity pool, an Asia's first liberalized electricity market; a new legal and regulatory framework was introduced that formed the basis for a new electricity day-ahead market. The electricity market company (EMC) implemented the wholesale market systems, rules and business that would underpin the new market.
The national electricity market of Singapore (NEMS) opened for trading, placing Singapore's at the forefront of a global movement to liberalize the electricity industry. All of Singapore's electricity is bought and sold through EMC in the NEMS. The EMC is the exchange for wholesale electricity trading, providing a transparent and competitive trading platform and the governance for the market. Generation companies offer every half-hour to sell electricity into the wholesale electricity market. All sales and purchases of electricity through the wholesale market are settled through EMC. Generators and retailers or major users can enter into financial bilateral agreements outside the wholesale market. 9 In Singapore's electricity market, the price of electricity varies every half-hour, so generators, retailers and consumers require some expectation of future electricity prices to aid them in optimizing their business strategies. Among the different techniques of price forecasting, application of ANN technology has been adopted in this paper because of its ability to learn complex and non-linear relationships that are difficult to model with conventional techniques. 2 In this study, a comparative electricity price forecasting was realized by using MLNN with LM algorithm, GRNN and proposed cascade-forward neural network (CFNN). The electricity price dataset were prepared by using singapore's daily trading reports, presented on a monthly basis. The CFNN are capable of recasting price efficiently than the other neural network structures, expecting a better mean absolute percentage error (MAPE).
To determine the effect of the proposed CFNN, different ANN models (MLNN with LM algorithm and GRNN) are trained. The remaining neural network models supported by the MATLAB are not able to learn the proposed electricity price dataset. Hence the above three models were taken. The rest of the paper is organized as follows. The section 2 presents data source and the different neural network structures to forecast electricity price using their dataset. Section 3 presents the numerical results of various neural network structures from a real-world case study based on the electricity market of Singapore. Finally, conclusions are presented in section 4.
Methodology
This section describes the data source and different neural network structure for day-ahead price forecasting in Asia's first liberalized electricity market.
Data source
In order to perform the research reported in this paper, the electricity price data taken from Singapore's daily trading reports, presented on a monthly basis was used.
The data set which consists of uniform Singapore energy price (USEP) and system demand. 9 As previously mentioned, the inputs of the ANN model is the historical USEP and system demand. The most effective lags (price of the previous half-hours) are selected by correlation analysis. 6 The lags l ε L = {1, 2, 
Electricity price forecasting using MLNN structure
In the first stage of the study, the MLNN structure with one hidden layer was used for the electricity price forecasting. This MLNN structure (with one input layer, one hidden layer and one output layer) is shown in Fig. 1 . the hidden layer neurons (23 neurons) and the output layer neurons (one neuron) use non-linear hyperbolic-tangent-sigmoid activation functions. In this system, thirty three inputs are featured, and only one output is used for forecast electricity price. Equations used in the MLNN structure with only one hidden layer are shown in (1) and (2). Outputs of the hidden layer neurons are:
Output of the network is: 
Electricity price forecasting using GRNN structure
At the second stage of this study, GRNNs, were devised by Speckt (1990), Speckt (1991). The GRNN structure used in this study has a multilayer structures consisting of an input layer, a single hidden layer (radial basis layer), a layer of regression units, and an output layer as shown in Fig. 2 . The regression layer ( ) ( S 1 n ) must have exactly one unit more than the output layer. The regression layer contains linear units. In this system, real valued input vector is feature's vector, and only one output forecast electricity prices. All hidden units simultaneously receive the 33-dimensional real valued input vector. Equations that are used in the neural network model are shown in (3)- (6):
), exp( ) ( 
Electricity price forecasting using CFNN structure
At the third stage of this study, a CFNN was used for the electricity price forecasting. In this CFNN structure (with one input layer, one hidden layer and one output layer), the first layer has connecting weights with the input layer and each subsequent layer has weights coming from the input as well as from all previous layers is shown in Fig. 3 . The hidden layer neurons (23 neurons) and the output layer neuron (one neuron) use non-linear hyperbolic-tangent-sigmoid activation functions. In this system, thirty three inputs are featured, and only one output for forecast electricity prices. Like MLNNs, CFNN uses BP algorithm for updating of weights but the main symptoms of the network is that each neuron is related to all previous layer neurons. In, 10 several neural network topologies were evaluated and it was found that CFNN with BP training provides the best performance in terms of convergence time, optimum network structure and recognition performance.
The training of MLNNs normally involves BP training as it provides high degrees of robustness and generalization. 11 The CFNN structure employed in the study utilizes the newcf function implemented in MATLAB. Detailed information about the realization of the CFNN structures can be found in the neural network toolbox part of MATLAB Documentation (MATLAB Documentation, 2007). Fig. 3 . Implementation of cascade-forward neural network for electricity price forecasting.
Numerical Results
This section describes the case study of Singapore's electricity market is forecasted by different neural network structure in the year 2006.
Case studies
The methodology described above has been applied to predict the electricity prices of Singapore's market. To build the forecasting model for each of the considered weeks, the information available includes half-hourly historical price of the 42 days previous to the day of the week whose prices are to be forecasted. Very large training sets should not be used to avoid overtraining during the learning process. 
Forecasting with ANN models
The ANN models are trained in such a way that a particular input leads to a specific target output. There are generally four steps in the training and testing process (1) assemble the training data, (2) create the network, (3) train the network, and (4) compute the network response to new inputs. In the ANN architecture, training method and spread factor were determined using trial and error approach. Several attempts were made until the proper number of hidden layers, number of neurons in hidden layer and spread factor were reached. The network architecture selected after these attempts produced minimal error in both training and testing. The performance of the trained network is then evaluated by comparison of the network output with its actual value via statistical evaluation indices. Mean absolute percentage error (MAPE) is used to evaluate the performance of forecasting in electricity prices. The MAPE can be defined as The simulations were carried out in AMD processor with 2GHz and 1GB RAM for all Singapore's electricity price forecasting sample templates. This is real world application level simulation. The simulation was conducted in three neural network structures.
Forecasting with MLNN with LM
The neural network structure have input layer composed of 33 neurons, hidden layer composed of 23 neurons and output layer with only one neuron. The MLNN is selected as the network type with LM training. The network is implemented by using the MATLAB neural network toolbox. The size of the input vector is 33 (32 historical USEP + demand) × 2016 (42 days training period × 48 half-hours), and the size of the target vector is 1 (forecast price) × 2016 in this structure.
The actual and predicted prices values for four weeks using MLNN with LM is shown in Figs. 8-11 . Each figure shows the forecasted prices-dashed line, the actual prices-solid line, together with the error-dotted line, the error curve is uniformly close to zero with error peaks due to electricity price volatility.
Forecasting with GRNN
The neural network structure have input layer composed of 33 neurons and output layer with only one neuron. The GRNN is selected as the network type with spread factor of 0.06009, 0.285, 0.136 and 0.211 for March, August, October and December weeks for training and forecasting. The network is implemented by using the MATLAB neural network toolbox. The size of the input vector is 33 × 2016, and the size of the target vector is 1 × 2016 in this structure.
The actual and predicted prices values for four weeks using GRNN is shown in Figs. 12-15 . Each figure shows the forecasted prices-dashed line, the actual prices-solid line, together with the error-dotted line, the error curve is uniformly close to zero with error peaks due to electricity price volatility. 
The comparison of price forecasting results
Different neural network structures are tested for NEMS and results of these analyses are compared. Table 1 presents the values to evaluate the accuracy of the neural network models in forecasting electricity prices. The first column indicates the forecast week, the second column indicates MAPE for four weeks using MLNN with LM, the third column indicates MAPE for four weeks using GRNN, and the fourth column indicates MAPE for four weeks using CFNN. The last row indicates the average value of MAPE for MLNN with LM, GRNN and CFNN respectively. From the same table, the MAPE for the Singapore's electricity market has an average value of 11.22% results obtained using CFNN is better than the results obtained using MLNN with LM and GRNN. So, we can easily say that CFNN model possesses better forecasting abilities that the other models and its performance was least affected by the volatility. Hence, the neural network approach provides a very powerful tool of easy implementation for forecasting electricity prices. The computation (response) time for four weeks using MLNN with LM, GRNN and CFNN are shown in Fig. 20 . In the figure, the black, white and gray bar shows the response time for MLNN with LM, GRNN and CFNN respectively. From the same figure, the computation time for the Singapore's electricity market has an average value of 19 ms. The results obtained using CFNN is better than the results obtained using MLNN with LM and GRNN.
Conclusion
This paper presented several ANN models for dayahead price forecasting in Asia's first liberalized electricity market (NEMS). The important factors impacting electricity price forecasting historical price factors and demand factors are discussed. Past 42 days were trained and the next seven days were forecasted. In the first approach, an MLNN with LM model is used for price forecast. Then, different neural network structures were tested. Network types that have been tested include GRNN and CFNN. All of the neural network structures comprise 33 neurons in the input and one neuron in the output. Prediction results corresponding to the market of Singapore for the four weeks of the year 2006 is reported, yielding an average weekly MAPE which is close to 11.78% for MLNN with LM, 11.94% for GRNN, and 11.22% for CFNN respectively. In this research work, a CFNN has been proposed for price prediction. The simulation results from the comparisons clearly shows that the CFNN model is effective than other forecast models while the average computation time is 19 ms. Results show that the proposed CFNN approach is good in forecasting accuracy and less computation time than other ANN models. The research work is underway in order to develop better feature selection algorithm for different power markets and forecast models.
