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1. INTRODUCTION 
In [l], Burton and Grimmer discussed noncontinuation of solutions of the 
second-order ordinary differential equation 
xs + a(t)f(x) = 0 (4 
when a(t) becomes negative at a point, a(t) andf(x) are continuous, and x+(x) > 0 
for x # 0 and gave the following result: 
THEOREM A. Suppose a(tl) < 0 for some tl > 0. Then (A) has solutions 
satisfying 1 x(t)1 --f CO as t -+ T-for some T > t, if and only if either 
(a) Ja [I + F(x)]-r12 dx < co 
Or 
(b) jOa [l + F(x)]+~ dx > -co 
holds where F(x) = si f (s) ds. 
In [2] the same authors discussed the uniqueness of the zero solution of the 
system 
x’ =y 
Y’ = -4t)fW 
(A’) 
under the same conditions as above and gave the following result: 
THEOREM B. Suppose a(tJ < 0 for some t, > 0. Then the zero solutioh of (A’) 
is unique OTZ [tl , t,], t, > t, , ifund only if 
and (a) si+ [F(x)]-l/a dx = co 
(b) s;-’ [F(x)]-‘/2 dx = -CD. 
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The necessary condition of Theorem A and the sufficient condition of ‘Ihcorem 
B have been extended in [3] to the second-order delay equation 
xyq -i- a(t)f(x(q(t))) = 0 (B) 
under the additional assumption thatfis increasing. 
Recently, Burton [4] extended the sufficient condition of Theorem A to the 
nth-order ordinary equation 
X(n) + a(t)f(x) = 0, (C) 
where n 3 2. 
In this paper we extend the sufficient condition of Theorem A and the 
necessary condition of Theorem B to the nth-order delay equation 
x(T) + 4 wNf(xMw:= 0 CD) 
under various conditions on fi 
2. DEFINITIONS AND BASIC LEMMA 
Following El’sgol’ts [5], for any t, > 0, we let E, = {s: s = p(t) < t, for 
t > to} u {to}. By a solution of(D) at t, is meant a functfon x: Et0 u [to , tJ + R, 
for some tl > t, , which satisfies (D) for all t E [to , tr). A solution x(t) of (D) 
at t, is said to be continuable if x(t) exists for all t > t,,; otherwise, it is said to be 
noncontinuable. 
Throughout this paper, R = (-co, co) and T C R is an interval. We let 
C = (f : R -+ R 1 f is continuous}, 
C’(T) = {f E C ) f is continuously differentiable in T}, 
and 
C,(T) = {f E C 1 f is of bounded variation over every [a, b] C Tj. 
LEMMA. Suppose f E C and f (x) # 0 for all x E T. Then f 6 C,(T) if and only 
if f (x) = g(x) h(x) for all x E T, where g(x) > 0 and h(x) and [-sgn f (x)] g(x) 
are nondecreasing fw all x E T. 
Proof. Suppose f E C,(T); then clearly log 1 f ) is of bounded variation on 
every [a, b] C T. Let 01 E T and define m(x) = exp[V,“(log ) f ;)I and n(x) = 
f(x) exp[- Vaz(log / f I)] for all x E T, where I’,“( f ) denotes the variation off 
over [OL, x]. Obviously, m is nondecreasing. Also, as f(x) - Vez( f) is non- 
increasing, 1 n / is nonincreasing for all x E T. 
If f > 0 on T, we let h(x) = m(x) and g(x) = n(x). If f < 0, WC’ let /z(x) = 
n(x) and g(x) = m(x). 
NONCONTINUATION AND UNIQUENESS 619 
The converse is easy and the proof is omitted. For details, see [7]. 
DEFINITION. The h in the lemma is called a nondecreasing component off 
while g is called a positive component off. 
We let 
C,( 2’) = {f E C,(T) 1 f has a pair of components bounded away from zero> 
and 
C,(T) = {f~ C,(T) If has a pair of bounded components}. 
Remark. If f E C’(T), 01 E T, and f(x) # 0 for all x E T, then a pair of 
components h and g can be defined by h(x) = f (a) exp sz [f+‘(s)/f (s)] ds and 
g(x) = exp Sz [-f-‘M!f(~>l d s f or all x E T where f+‘(x) = max(O, f ‘(x)) and 
f-‘(x) = max(O, -f’(x)). 
3. NONCONTINUATION 
Consider the equation 
xY~) + 4t) 4W))f W(t))) = 0, (1) 
where n 3 2, a, q: [0, KJ) - R, and 4, f: R - R. 
We assume a, q, 4, and f are continuous, q(t) < t for all t 3 0, and 
4+f(Y) > 0 whenx>Oandy>O, 
while 
vwf(Y) -=I 0 whenx<Oandy<O. 
Let 01 E T C R and define 
and 
W4 = 1’ #@If (4 ds for all x E T 
-01 
(2) 
F,+,(x) = fk(s, ds for n = 1, 2, 3,... 
ci 
If f (x) # 0 for all x E T, f E C,(T), and g is a positive component off, we let 
G,(x) = 1 Lz #() g(s) ds 1 for all x E T 
and 
G,L+dx) = [” G,(s) ds for 72 = 1, 2, 3,... 
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We distinguish two cases. Either 
(i) 4(x) and .xf(x) are of the same sign for all x + 0 
or 
(ii) f(x) and x$(x) are of the same sign for all x # 0. 
case I. For definiteness we assume 4(x) > 0 and a$(~) > 0 for all x # 0. 
Define #* andf*, respectively, by 
4*c4 = d(x) if x<O 
= f$( -x) if x>O 
f *w = f(x) if x<O 
= -f(4) if x30 
and consider the equation 
xv) + 4) C*w>>f*Mm)) = 0. (3) 
It is clear that $* andf * are continuous and 4*(x) > 0 and xf *(x) > 0 for all 
x # 0. Also, if x(t) > 0 is a solution of (3) such that x(t) x(q(t)) > 0, then -x(t) 
is a solution of (3) and hence of (1). 
For any 01 E T C R we define 
and 
F,*(x) = j’+*(s)f *(s) ds 
a 
Fn+&) = j’Fn*(s, ds 
a 
for all x E T 
for n = 1, 2, 3 ,.... 
(4) 
If 01 E T C (-co, 0), f(x) # 0 on T, f 6 C,(T), and g is a positive component 
of f, we define g*(x) = g(-x) f or 
Fa 4*(s) g*(s) ds 
all x > 0 such that --x E T, G,*(x) = 
and G,*+l(x) = l:o: G,*(s) ds for n = 1, 2, 3 ,... . Then 
FJ..$k ==r I F,-d--x)1 and CL (x) = 1 G,-,(---x)j for x > -a such that 
C-b “xl = I Fn-&4l and Gk-4 = I G&4 
for all x > 1 such that ~LZ^E T and for n = 2, 3,... . 
In this section, we take T = R, , where 
(5) 
% = Ia, ~0) if oi > 0, 
= (-co, a] if 01 < 0. 
THEOREM 1. Suppose LX # 0 and a(tl) < 0 for some t, 3 0. If f E C,(R,) and 
1” 1 Gn-l(ax)!-‘~n dx < 03, then (1) h us noncontinuable solutions. 
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Proof. Assume a: > 0; then for every E > 0 there exists x1 > a: so that 
J;,m PL-&41+ -=c ,/a- 
As a(t) is continuous and u(tJ < 0, then there exist t, > t, and positive 
constants m and M such that --IM < a(t) < -m for all t E [tl , td. 
Let c, , c2 ,..., c,-~ be positive constants to be determined. Let x(t) be a solution 
of (1) such that 
and 
x(t) = x1 on Et, 
x’i’(t,) = ci for i = 1, 2 ,..., n - 1. 
(6) 
We propose to show that, for some choice of the Q’S, x(t) does not exist on [tl , tz]. 
If x(t) exists on [tl , t,], then it follows from (1) and (6) that I, i = 0, l,..., 
n - 1, are increasing on [t, , a t 1. Since q(t) < t for all t 3 0, then 01 < x1 < 
x(q(t)) < x(t) for all t E [t, , tz]. As f E CD(&), then f(x) = g(x) h(x) for all 
x E Ra where g is nonincreasing and h is nondecreasing and hence 
Thus f (x(4(t))) 3 h(a) g(x(t)) and hence 
xyq = --a@> $(x(t))f (x(4(t))) 3 mh(4 4(x(Q) g(x(4) 
for all t E [tl , t,]. Multiply both sides of this inequality by x’(t) and integrate 
from t, to t E [t, , $1 to get 
I 
t 
t, x(“)(s) x’(s) ds 3 ml 1: d@(s)) g(x(s)) x’(s) ds 
s x(t) = m, 4(s) g(s) ds = 4%+)) - Wdl, 21 
where m, = mh(a). 
An integration by parts on the left-hand side yields 
x(-(t) x’(t) - x(n-l)(tl) x’(tl) - s t: x (+l)(s) x”(s) ds > m,G,(x(t)) - m,G,(x,). 
As xQ)(t,) = ci and x(i)(t) > 0 for i = I,..., n - 1 and t E [tl , t,], we obtain 
x(-l)(t) x’(t) > c,-1Cl - mlGl(xl) + mlGMN. 
Choose c,-~ = m,G,(x,)/cl so that x (n-l)(t) x’(t) 3 m,G,(x(t)) for all t E [tl , t,]. 
409/59/3-‘4 
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Multiply both sides of this inequality by x’(t) and proceed as above to get 
.r 
t 
t1 
x-)(s) x’~(s) ds > ml j): G,(x(s)) x’(s) ds = m,[G,(x(t)) - GB(xl)] 
and hence 
x(-(t) x’z(t) 3 c,,-~Q~ - m,G,(x,) + mlG2(x(t)). 
Choose c,-a = m,G,(x,)/~,~ so that x(+2)(t) I’m 3 mrG,(x(t)) for all t E [tl , ta]. 
Continue this process (n - 1) times and choose ci = rn,G,-,(xJ~:-~, i = 
2, 3,..., n - 1, to get x”(t)[x’(t)]‘+2 > m,G,-,(x(t)) for all t E [tl , t,]. Multiply 
both sides by x’(t) and integrate from t, to t to obtain [x’(t)]” - cln. 2: 
nm,G,-,(x(t)) - nm,G,-,(x1). Choose cr = [YZ~~G~-~(X~)]~/~ to get x’(t) > 
h[Gn&x(t)))]l’” where k = (nmr) ljn. Thus hdt < [G,-l(x(t))]-l/” dx(t). Integrate 
from t, to t to get h(t - tl) < Jzi”’ [Gn-r(s)]-l/” ds < E for all t E [tl , tel. 
Choose E 1 h(t2 - t,); then we obtain t - tl < t, - t, for all t E [tl , t2], a 
contradiction. Thus x(t) - cc before t reaches t, . 
Now, assume 01 < 0; then by (5) 
j-w 1 G,&x)~-~~~ dx == j-= [G,*_l(-wx)]-l’” dx < co. 
By the above proof, Eq. (3) h as a noncontinuable solution x(t) > 0. Let y(t) = 
-x(t); then y(t) is a solution of (l), which is not continuable. The proof is now 
complete. 
COROLLARY 1. Suppose OL # 0 and a(tl) < 0 for some t, > 0. If f E C,(R,) 
and J” j F,-l(olx),- 1 1~ dx < co; then (1) has noncontinuable solutions. 
Proof. As f E C,(R,), then there exists B > 0 such that If(x)! = 
1 g(x) h(x)] < Bg(x) for all x E R, . 
If 01 > 0, then C(x) f (x) < B+(x) g(x) and hence F,-r(x) < BGrtel(x) for all 
x > a orFnpl (ax) < BG,-l(ax) for all x 3 1. 
If 01 < 0, then 4(x) f (x) > -B#(x)g(x) and hence (--I)‘zF,-l(x) < 
(-l)nBG,-l(x) for all x < 01 or 1 F,-,(a~x)( < B j G,-l(owc)~ for all x > 1. Thus 
J” I G-d4l- 1 n < co and the conclusion of the corollary follows from ’ 
Theorem 1. 
COROLLARY 2. Suppose a(&) < 0 for some tl 2 0. If either 
(i) SW [Fn-l(x)]-l’” dx < ~0 and s” [f+'(x)if(x)] dx < 00, 
OY 
(ii) s-” / F,-1(x)I-1/7L dx > --co and s-” [f+'(x)/f (x)] dx < a, then (1) 
has noncontinuable solutions. 
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EXAMPLE 1. The equation 
x"(t) + u(t) j x(t)j3x(t/2)[1 + x2(t/2)]-1 = 0, 
where 
a(t) = (t - 2)-l[4 + (2 - t)2], if O<t<l, 
zzz -5, if t>l, 
has .x(t) = 1 /(l - t) as a solution on [0, 1). 
Define @r(x) = / sE$(s) ds j f or all x E R and Qn+r(x) = ji D,(s) ds for 
n = 1) 2, 3 )... . 
Let @r*(x) = 1 J;~*(s) ds / and @n*,r(x) = J: Q,*(s) ds for 71 = 1,2, 3 ,... . 
Then @p,T_,(x) = / dj,_,(-x)1 for all x > 0. 
THEOREM 2. Suppose a(tJ < Ofor some t, 3 0. If either 
(i) lf [@+r(x)]-‘1” dx < co and lim,,, inff(x) > 0 
or 
(ii) j-1,” 1 Qin-r(x)l-‘ln dx > -CO and lim,.-, inff(x) < 0, 
then (1) has noncontinuable solutions. 
Proof. Suppose (i) holds and 01 = lim infz,,of(z). For any given E > 0 there 
exists x1 > 1 so that sI1 [@~+r(x)]-~‘” dx < E and f(x) > 42 for all m 3 x1 . 
Choose t, , M, and m as in the proof of Theorem 1 and let cl , c2 ,..,, c,-~ be 
positive constants to be determined. Let x(t) be a solution of (1) so that x(t) = x1 
on Et1 and &)(tJ = ci for i = 1, 2 ,..., n - 1. 
If x(t) exists on [t 1 , t,], then it follows, as in the proof of Theorem 1, that 
x1 < x@(t)) ,< x(t) and hencef(x(q(t))) > 42 for all t E [tl , t,]. Thus x(?‘)(t) = 
-a(t)y5(x(t))f(x(g(t))) 3 mw$(x(t))/2 for t E [tl , t,]. Proceed as in the proof of 
Theorem 1 to conclude that t, - t, < t, - t, , a contradiction. 
Suppose (ii) holds; then sy [@&(x)]-‘/~~ dx < 03 and lime-a, inff*(X) > 0. 
Thus, by (i), Eq. (3) has a noncontinuable solution x(t) > 0. Let y(t) = -x(t); 
then y(t) is a noncontinuable solution of (1). The proof is now complete. 
EXAMPLE 2. The equation 
x”(t) $ a(t) x2(t) x(t/2) = 0, 
where 
a(t) = - 15(2 - t)3/2, if O<t<l, 
= -1512, if t>l, 
has x(t) = l/(1 - t)3 as a solution on [0, 1). 
624 W. E. MAHFCL’I) 
Case II. For definiteness, we assume j(x) :b 0 and x+(x) ;:- 0 if s + 0. 
We define f * and +*, respectively, by 
f *w = f(x) if x<O 
=f(-4 if x;>O 
+*w = 544 if x<O 
= -$A-x) if x&O 
and consider the equation 
x(n)(t) + a(t) +*(x(t))f *(x(dt))) = 0. (7) 
The functionsF,(x),F,*(x), a,(x), and Q5,*(x) are defined as above. 
THEOREM 3. Suppose (II > 0 and a(tl) < 0 for some t, > 0. If either 
(i) j” [Fn-r(~x)]-l’” dx < 00 and f s C,(R,), 
OY 
l n x ,z*t!;;s S” I Fn-1(--olx)l- ’ d < cc andf E C,(R,), then (1) has noncontinuable 
Proof. Suppose (i) holds, then the conclusion of the theorem follows from 
Corollary 1. 
Suppose (ii) holds. AsF,*_,(cux) = / F+i(-~yx)j for all x > 1 andf* E C,(R,), 
then, by (i), Eq. (7) has a noncontinuable x(t) > 0. Thus y(t) = -x(t) is a 
noncontinuable solution of (1) and the proof is complete. 
EXAMPLE 3. The equation 
where 
x”(t) + a(t) s(t)[l + I x(t/2)!]-l = 0, 
a(t) = -2(4 - t)(2 - t)-I, if O<t<$, 
= -10, if t > $, 
has x(t) = l/(t - 1) as a solution on [0, 1). 
THEOREM 4. Suppose 01 = * 1 and a(tJ < 0 for some t, > 0. If 
s 
m / @)n-l(m)I-l’n dx c: CT, and li; ,‘,nf f (x) > 0, 
1 
then (I) has noncontinuable solutions. 
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Proof. Suppose a! = 1; then the conclusion of this theorem follows from 
Theorem 2. 
Suppose 01 = -1. As @i-1(~) = / @,-i(--~)~ and lim inff*(X) > 0, then (7) 
has a noncontinuable solution x(t) > 0 and hence r(t) = --x(t) is a noncon- 
tinuable solution of (1). The proof is now complete. 
EXAMPLE 4. The equation 
where 
x”(t) + a(t) xyt) x2(t/2) = 0, 
a(t) = -(2 - ty/2, if O<t<l, 
1 
2, if t>l, 
has x(t) = l/(1 - t) as a solution on [0, 1). 
4. UNIQUENESS 
In this section we consider Eq. (1) subject to Case II with f(0) # 0. For 
definiteness, we assume f (x) > 0 for all x and X$(X) > 0 if x + 0. 
We convert (1) and (7), respectively, to the systems 
xi’(t) = Xi+&>, i = 1) 2 )...) 71 - 1, 
Xn’P) = -4) ?%%Wf Mdm 
xi’(t) = %+1(t), i = 1) 2 ,..., 71 - 1) 
Xn’W = -4 +*(xl(tNf *(xl(q(t)N. 
(8) 
(9) 
We defineF,(x) andF,*(x) as in (2) and (4) where T = R and 01 = 0. 
THEOREM 5. Suppose f E C,(R) and a(tJ < 0 for some tl > 0. If the zero 
solution of (8) is unique to the right at t, , then 
and (i) Ji+ [Fn&)]-l’n dx = co 
(ii) Ji! I Fn-i(x)/-ll” dx = --co. 
Proof. 1. Suppose $+ [F,-~(x)]-~‘” dx < co; then for every E > 0 there 
exists x* > 0 so that 
s 
‘* [Fn-l(x)]-l’” dx < E. 
0+ 
As a(t) is continuous and a(Q < 0, then there exist t, > t, and positive 
constants m and M so that --M < a(t) < -m for all t E [tl , t,]. 
For each positive integer k, let Xk(t) rz (.rlk(t), x$(t),..., .~,~‘(t)) bc a solution 
of (8) such that 
and 
@(t) = 0 on Et1 for i = I,..., n - 1 
(10) 
xn’“(tl) == l/k 
Since the sequence (0,O ,..., I/k) + (0, 0 ,..., 0) as k - GO, and since the zero 
solution of (8) is unique to the right at t, , then, by [6, Theorem 5.11, the sequence 
(Xk(l)> of solutions of (8) can be defined on [ti , t,] and converges to zero 
uniformly on [ti , t,]. It is then easy to see from (8) and (10) that for each k, 
x,“(t), i = 1, 2 ,...) n are increasing for all t E [tr , t,]. 
As {Xk(t)} converges uniformly to zero on [tr , t,], then there exists AZ, > 0 
so that x,“(t) < Ml for i = 1, 2,..., n and for all R and all t E [ti , ta]. 
As p(t) < t for all t 3 0, then 0 < x,“(g(t)) < x1”(t) < Ml for all k and all 
t E [tr , &I. Let y(t) = ~r’l(t). As f E C,(R), then f(x) = g(x) h(x) where g is 
nonincreasing and h is nondecreasing. Hence 
and 
g(O) 2 g(YwN) 2 R(Y(9 3 &w 
WW 2 NY(~)) 2 NYMW 3 W’). 
ThusfbMtN) 2 40) g(y(tN = W)~(YW/~(YP)) 3 W)~(Y(W(M,) for all 
t E k , 4. BY (9 YY~) = -4) 4MQfMdt)N > vNrWf(r(tb where 
m, = mh(O)/h(M,). Multiply both sides of this inequality by y’(t) and integrate 
from t, to t E [ti , t,] to get 
s t tl~(“)~‘(s) ds 2ml J t+(Y(sNf(Y(4) Y’(S) ds t1 
s 
r(t) 
= ml y(t ) +G)f(s) ds 
1 
= mls 
v(t) 
d(s) f(s) ds == m#‘Mt)) o 
for all t E [tl , t,]. 
Integration by parts on the left-hand side yields 
y(n-1)(t) y’(t) - y’“-l’(t,) y’(tl) - j-ty’“-l’(s) y”(s) ds > mJl(y(t)). 
h 
Using (10) and the fact that yfi)(t) > 0 for all t E [tl , t,], i = 0, I,..., n - 1, 
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we obtain y’“-“(t) y’(t) > m,F,(y(t)). Multiply both sides of this inequality 
byy’(t) and proceed as above to get 
y’“-2’(t) y’“(t) - y (yt,) y’“(tl) - 2 l:y(“ys) y’(s) y”(s) ds 3 mF,(y(t)) 
and hence y’“-2)(t)y’2(t) > mF,(y(t)). Continue this process (n - 1) times to 
conclude y”(t)[y’(t)]“-2 3 miF,-,(y(t)) f or all t E [tl , t2]. Now, multiply both 
sides by y’(t) and integrate from t, to t to obtain [y’(t)]” - [y’(t# 3 
nmlF,-,(y(t)) and hence y’(t) > m2[F+1(y(t))]1’“, where m2 = (nm,)llfl. Thus 
m,dt < [F,-l(y(t))]-l/n dy(t). Integrate from t, to t to get m2(t - tJ < 
j;:“’ [Fn&)]- l/n s d f or all t E [tI , t,]. Choose E = m,(t, - f& then 
iy [Fn-l(s)]-l’” ds < m,(t, - tJ < Jzt” [Fn&)]~l/n ds. 
Thus 0 < x* < y(t,) = xl”(t2). This is a contradiction since xlk(t2) + 0 as 
k--+00. 
2. Suppose ji! j F,-l(~)J-lln dx > -on; then $+ [~~-r(x)]-ll” dx < co. 
Let {Xk(t)> be a sequence of solutions of (9) satisfying (IO); then, for every k, 
Yk(t) = -Xk(t) is a solution of (8). By uniqueness of the zero solution of (8), 
Yk(t) + 0 as t --f co and so does Xk(t). This leads to a contradiction by the 
proof of(i). The proof is now complete. 
Remark. Let R+ = [O, a) and R- = (-00, 01. It is cIear from the proof 
of Theorem 5 that the conclusion (i) of the theorem holds if f E C,(R+) while (ii) 
holds if f E C,(R-). 
For f = 1, Theorems 3 and 4 reduce to [4, Theorem 11, while Theorem 5 
yields a partial extension of Theorem B to the nth-order system associated with 
Eq. (C). 
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