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Abstract
Cross-periodograms can be used to study a multivariate spatial process observed on a lattice. For
spatial data, it is often appropriate to study asymptotic properties of statistical procedures under fixed-
domain asymptotics in which the number of observations increases in a fixed region while shrinking
distances between neighboring observations. Using fixed-domain asymptotics, we prove relative asymptotic
unbiasedness and relative consistency of a smoothed cross-periodogram after appropriate filtering of the
data. In addition, we show that smoothed cross-periodograms are asymptotically normal when the process
is stationary multivariate Gaussian with appropriate assumptions on high-frequency behavior of the spectral
density.
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1. Introduction
Spectral analysis of stationary processes is a powerful tool for analyzing spatial data sets on
a grid. Properties of the spatial periodogram of lattice data have been studied by many authors
[see e.g. [20,10,11,16,17]]. Often, the processes of interest are defined in a continuous space.
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Then, the observed data can be regarded as a realization of a random field on a lattice. Consider a
multivariate stationary random field Z = (Z1, . . . , Z p) on Rd with p× p spectral density matrix
F = ( fab) and data observed at δJ for J ∈ ∏dj=1{1, . . . ,m j }. Here a cross-spectral density fab
is defined as
fab(ω) = 1
(2pi)d
∫
Rd
exp(−iωT s)Cab(s)ds,
where Cab(s) = cov (Za(s+ x), Zb(x)) and δ is the distance between neighboring observations.
When δ = 1 independent of m j , we have observations on the integer lattice, Zd . For simplicity,
suppose that m1 = · · · = md = m. Guyon [10] showed that standard results for periodograms
in time series can be carried over to spatial periodograms for stationary random fields on Zd as
m → ∞ if bias correction is applied to the periodogram. This approach, letting the number of
observations go to infinity while fixing δ, is called increasing-domain asymptotics [6].
When processes on Rd are observed on a lattice, it is natural to let δ vary with m. Fuentes [8]
studied asymptotic behavior of the periodogram as m → ∞, δ → 0 and δm → ∞ for
both stationary and nonstationary Gaussian process on R2. In this approach, the number of
observations goes to infinity and the distance between neighboring observations tends to zero
but with slower speed so that the observation region grows without bound and is what she called
shrinking asymptotics. Hall et al. [12] introduced nonparametric estimators of the covariance
function and variogram using the kernel method and the Fourier transform. Under shrinking
asymptotics, they showed some asymptotic results of their nonparametric estimators when the
observations are not necessarily evenly spaced. There have been many other studies regarding
this type of asymptotics [see e.g. [5,13,7,23] and the references therein].
If we are interested in processes on a given fixed region of Rd , then we can take δ = bm−1
where b is a constant independent of m. Letting m → ∞ under this condition is called
fixed-domain asymptotics [18] or infill asymptotics [6]. This approach, letting the number of
observations increase in a given fixed domain, is often appropriate for spatial data [19]. In time
or spatial domain, the fixed-domain approach has been considered by many authors [see e.g. [21,
4,9,22] and the references therein].
In the spectral domain, there is little asymptotic work from the fixed-domain perspective.
Stein [18] showed, under some assumptions on the process and the frequency of interest, that the
spatial periodogram of an appropriately filtered version of the process is nearly unbiased for the
spectral density of the filtered process on a lattice. He also showed that the periodogram values
at different Fourier frequencies are asymptotically uncorrelated under some further appropriate
conditions. In this paper, we extend some results of Stein [18] to cross-periodograms. In addition,
we show asymptotic normality of smoothed periodograms and cross-periodograms under fixed-
domain asymptotics when the process is stationary multivariate Gaussian, under an appropriate
assumption on high-frequency behavior of the spectral density. To do so, we make use of
assumptions similar to those in [18], but extended to cover the multivariate case.
Define a lattice process Yδ = (Yδ,1, Yδ,2, . . . , Yδ,p) on Zd by Yδ(J) = Z(δJ) for J ∈ Zd .
Then Yδ has spectral density matrix F¯δ , whose (a, b) entry is
f¯δ, ab(ω) = δ−d
∑
Q∈Zd
fab(δ
−1(ω + 2piQ)),
for ω ∈ (−pi, pi ]d . We set f¯δ, a = f¯δ,aa . The function f¯δ, ab(ω) has integral over (−pi, pi]d
independent of δ, but more and more of its mass gets concentrated near the origin as δ → 0.
This peakedness near the origin can cause problems for the periodogram that can be addressed
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by appropriate prewhitening. Stein [18] proposed a possibly iterated discrete Laplacian operator
to difference the data; the number of iterations required relates to the behavior of the spectral
density at high frequencies. Define the Laplacian operator
∆δZ(x) =
d∑
j=1
{Z(x+ δ1 j )− 2Z(x)+ Z(x− δ1 j )},
where 1 j is the unit vector along the j th coordinate. Define Zτδ (x) = (∆δ)τZ(x) and Yτδ (J) =
Zτδ (δJ)where the Laplacian operator is applied to each component process. ThenY
τ
δ has spectral
density matrix F¯τδ , whose (a, b) entry is
f¯ τδ, ab(ω) =
{
d∑
j=1
4 sin2
(ω j
2
)}2τ
f¯δ, ab(ω).
To obtain limiting results, we will need the following assumptions on the cross-spectral
density. For positive functions a and b, a(ω)  b(ω) means that there exist constants C1 and
C2 such that 0 < C1 ≤ a(ω)/b(ω) ≤ C2 < ∞ for all possible ω. For a vector ω ∈ Rd , |ω|
means the Euclidean norm, that is, |ω| =
√
ω21 + · · · + ω2d . We assume that for a = 1, . . . , p,
the spectral density of Za satisfies
fa(ω)  (1+ |ω|)−αa . (1.1)
Throughout this work, we will write α¯ for (αa + αb)/2, suppressing the dependence on a and b.
We assume that for some cab, the cross-spectral density for Za and Zb satisfies
fab(ω)|Aω|α¯ = cab exp {i θab(υ)} + o(1) (1.2)
as |ω| → ∞, where A is a nonsingular matrix, ω/|ω| → υ and θab(υ) is a continuous function
on the unit sphere in Rd . To have a valid cross-spectral density matrix in the limit, we assume
that the matrix, F¯ with F¯ab = cab|Aω|−α¯ exp {i θab(υ)} is positive semi-definite. For a = b, we
would always have θab(ω) = 0 and ca = caa is positive since the spectral density is positive.
Note that cab can be zero, which includes the case that Za and Zb are independent.
By assuming (1.2), for any fixed ω ∈ (−pi, pi]d , ω 6= 0, we have as δ → 0,
δd−α¯ f¯ τδ, ab(ω)→ gab(ω),
where
gab(ω) = cab
{
d∑
j=1
4 sin2
(ω j
2
)}2τ ∑
Q∈Zd
|A(ω + 2piQ)|−α¯ exp
{
i θab
(
ω + 2piQ
|ω + 2piQ|
)}
.
(1.3)
The absolute value of this limit behaves like cab|ω|4τ−α¯ near the origin. Thus selecting τ such
that 4τ − α¯ > −d makes the limit integrable.
In this study, we consider cross-periodograms of the data differenced τ times, including
τ = 0, which means no differencing. Suppose that we observe Yτδ (J) = Zτδ (δJ) for J ∈ Tm ={1, . . . ,m}d . Define a discrete Fourier transform of the process Y τδ,a ,
Da(ω) =
∑
S∈Tm
Y τδ,a(S)e
−iωTS. (1.4)
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Then the cross-periodogram is defined as
Iτm,δ(ω; a, b) = (2pim)−dDa(ω)Db(ω)∗,
where ∗ indicates complex conjugate. Here, we only consider Iτm,δ(ω; a, b) at the Fourier
frequencies 2pim−1J, J ∈ Tm = {−b(m − 1)/2c , . . . ,m − bm/2c}d . We also study a smoothed
cross-periodogram. Consider a symmetric continuous function K on Rd which satisfies K (x) ≥
0 and K (0) > 0. Let Kh(x) = K
( x
h
)
I{‖x‖≤h}, where ‖x‖ = max(|x1|, . . . , |xd |), and
Wh(K) = Kh(2pim
−1K)∑
L∈Tm
Kh(2pim−1L)
.
Then we define the smoothed cross-periodogram by
fˆh,ab
(
2pim−1J
)
=
∑
K∈Tm
Wh(K)Iτm,δ
(
2pim−1(J+K); a, b
)
. (1.5)
In addition, define the p × p matrix Fˆτδ , the smoothed cross-periodogram matrix whose (a, b)
entry is defined by (1.5).
In Section 2, we study asymptotic behavior of the mean and variance of smoothed and
raw cross-periodograms. We find bounds for the expected value, variance and correlations
of cross-periodograms that are similar to the results for the periodogram in [18]. Since the
spectral density matrix F¯τδ goes to zero componentwise as m → ∞, we consider relative
asymptotic unbiasedness and relative consistency. For O the matrix of zeros, we will say Fˆτδ
is relatively asymptotically unbiased for F¯τδ if E
{(
diagF¯τδ
)−1/2 [
Fˆτδ − F¯τδ
] (
diagF¯τδ
)−1/2} →
O , where diagF¯τδ is the diagonal matrix of F¯
τ
δ . Fˆ
τ
δ is relatively consistent if(
diagF¯τδ
)−1/2 [
Fˆτδ − F¯τδ
] (
diagF¯τδ
)−1/2 → O componentwise, in probability.
Theorem 3 shows that for sufficiently large ‖J‖ and m, E
{
fˆh,ab
(
2pim−1Jm
)}
is close to
f¯ τδ,ab
(
2pim−1Jm
)
under appropriate assumptions on fab and τ . In other words, Fˆτδ is relatively
asymptotically unbiased for F¯τδ , the spectral density matrix of Y
τ
δ . The conditions for Theorem 3
together with (2.15) imply that, asymptotically, one can ignore the correlation between cross-
periodograms at different Fourier frequencies in calculating the variance of the sum for a
smoothed cross-periodogram. Using this result, Theorem 6 shows that the variance of each
component in
(
diagF¯τδ
)−1/2 [
Fˆτδ − F¯τδ
] (
diagF¯τδ
)−1/2
goes to 0 when
∑
K∈Tm Wh(K)
2 → 0
as m →∞. Thus Fˆτδ is relatively consistent for F¯τδ by Theorems 3 and 6.
Section 3 studies the asymptotic normality of the cross-periodograms under fixed-domain
asymptotics. Unlike the increasing-domain case, Gaussian assumption for the process is essential
for the asymptotic result here. Non-Gaussianity will likely lead to non-Gaussian limits under
the fixed-domain approach, which is the case, for example, when estimating the fractal index
for a class of non-Gaussian stationary processes [3]. Suppose that the process is stationary
multivariate Gaussian on Rd and that its spectral density matrix F satisfies (1.1) and (1.2) with
smoothness condition on high frequencies given by (2.3). Consider h = Cm−γ , for 0 < γ < 1.
Then, the total number of neighboring Fourier frequencies summed over in the smoothed cross-
periodogram defined in (1.5) increases more slowly than md as m → ∞. Under this condition
on h, Proposition 9 shows that the expected value of m−(d−α¯) times the smoothed cross-
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periodogram at 2pim−1Jm converges to gab(µ) given in (1.3) if limm→∞ 2piJm/m = µ 6= 0.
Proposition 10 provides the covariance structure of smoothed and scaled cross-periodograms
under fixed-domain asymptotics. To obtain the asymptotic covariance structure of smoothed
cross-periodograms, we impose additional restrictions on γ when d ≥ 3. Consider two Fourier
frequencies, 2pim−1Jm1 and 2pim−1J
m
2 , for which limm→∞ 2piJ
m
s /m = µs 6= 0 for s = 1, 2.
In particular, Proposition 10 shows that if µ1 ± µ2 6= 0, then smoothed and scaled cross-
periodograms at these two Fourier frequencies are asymptotically independent. Finally, we
establish the asymptotic normality of cross-periodograms in Theorem 12. These results under
fixed-domain asymptotics are the multivariate spatial version of standard results in multivariate
spectral analysis of time series [see e.g. [1] and [2]]. Brillinger [1] briefly considers multivariate
spatial spectra for the tapered spatial process observed everywhere in a bounded region. Proofs
of most Lemmas and Propositions are given in Section 5.
2. Mean and variance of the smoothed cross-periodogram
In this section, we approximate the mean and variance of the cross-periodogram and the
smoothed cross-periodogram under fixed-domain asymptotics. Suppose that Z is a stationary
multivariate process on Rd . Define
aτm,δ(J,K; a, b) = (2pim)−d
∫
(−pi,pi ]d
f¯ τ∗δ,ab(ω)
d∏
j=1
sin2
(mω j
2
)
sin
(
ω j
2 + pi J jm
)
sin
(
ω j
2 + piK jm
)dω.
Then we have
E
{
Iτm,δ
(
2piJ
m
; a, b
)}
= aτm,δ(J, J; a, b) (2.1)
for J ∈ Tm \ {0} or J = 0 and τ ≥ 1. When Z is Gaussian, for J,K ∈ Tm \ {0},
cov
{
Iτm,δ
(
2piJ
m
; a, b
)
, Iτm,δ
(
2piK
m
; a′, b′
)}
= aτm,δ(J,K; a, a′)aτm,δ(J,K; b, b′)∗
+ aτm,δ(J,−K ; a, b′)aτm,δ(J,−K ; a′, b)∗, (2.2)
where cov(X, Y ) = E {(X − EX)(Y − EY )∗}.
In addition to (1.1) and (1.2), we make the following assumptions on the smoothness of the
spectral density matrix F at high frequencies. For a, b = 1, . . . , p, fab is twice differentiable
with
| fab(ω)| (1+ |ω|) α¯,
∣∣∣∣ ∂∂ω j fab(ω)
∣∣∣∣ (1+ |ω|) α¯+1, and∣∣∣∣ ∂2∂ω j∂ωk fab(ω)
∣∣∣∣ (1+ |ω|) α¯+2 (2.3)
uniformly bounded for j, k = 1, . . . , d . Note that αa > d, a = 1, . . . , p is required for f
to be integrable and that uniform boundedness of fab when a = b was already guaranteed by
the assumption (1.2). For real-valued functions a and b, define a(m, Jm)  b(m, Jm) to mean
b(m, Jm) > 0 and |a(m, Jm)|/b(m, Jm) is uniformly bounded in m and ‖Jm‖. Define I{A} = 1
if A is true, I{A} = 0, otherwise and 〈m〉q = mq if q 6= 0 and 〈m〉0 = logm. For simplicity, we
assume that δ = m−1 throughout this study.
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Proposition 2, which includes Proposition 1 in [18] as a special case with a =
b, approximates E
{
Iτm,δ
(
2pim−1Jm; a, b)} as m → ∞. Proposition 2 shows that
Iτm,δ
(
2pim−1Jm; a, b) is relatively asymptotically unbiased for f¯ τδ,ab (2pim−1Jm) if ‖Jm‖ → ∞
and 〈m〉4τ−α¯−1/‖Jm‖4τ−α¯ → 0 as m →∞. The proof of the following Lemma is similar to the
proof of Proposition 1 in [18] except that when a 6= b, Iτm,δ is complex-valued. Thus, we state
the Lemma without proof.
Lemma 1. Suppose that fab satisfies (1.1) and (2.3), and that 4τ > max{αa, αb} − 1. Then, for
any m and Jm ∈ Tm \ {0},∣∣∣E {Iτm,δ (2pim−1Jm; a, b)}− f¯ τδ,ab (2pim−1Jm)∣∣∣
 md−4τ
(
‖Jm‖4τ−α¯−1 + ‖Jm‖−1 + 〈m〉4τ−α¯−1
)
. (2.4)
If ‖Jm‖  m, the left-hand side of (2.4) becomesmd−α¯−1(1+m−(4τ−α¯)+logm I{4τ=α¯+1}) =
o(md−α¯). Then
E
{
Iτm,δ
(
2pim−1Jm; a, b
)}
= aτm,δ(Jm, Jm; a, b) = f¯ τδ,ab
(
2pim−1Jm
)
+ o(md−α¯). (2.5)
Furthermore, note that using (1.1) and (2.3), we have
f¯ τδ,a
(
2pim−1Jm
)
 md−4τ‖Jm‖4τ−αa and (2.6)∣∣∣ f¯ τδ,ab (2pim−1Jm)∣∣∣ md−4τ‖Jm‖4τ−α¯. (2.7)
Proposition 2. Under the conditions of Lemma 1, for any m and Jm ∈ Tm \ {0},∣∣∣∣∣∣
E
{
Iτm,δ
(
2pim−1Jm; a, b)}− f¯ τδ,ab (2pim−1Jm)√
f¯ τδ,a(2pim
−1Jm) f¯ τδ,b(2pim−1Jm)
∣∣∣∣∣∣
 〈m〉
4τ−α¯−1
‖Jm‖4τ−α¯ +
1
‖Jm‖4τ−α¯+1 +
1
‖Jm‖ . (2.8)
Proof. This result follows from Lemma 1 and (2.6). 
We can also get a bound for the smoothed cross-periodogram defined in (1.5). Consider
h = Cm−γ for some C > 0 and 0 < γ < 1. To make use of Proposition 2, we impose an
additional condition on h to avoid including the zero frequency in the smoothing procedure.
Theorem 3. With the conditions of Lemma 1, suppose that h = min{Cm−γ , 2pi(‖Jm‖ − 1)/m}
for some C > 0 and 0 < γ < 1. Define Kmin = argminK∈Tm ,‖2piK/m‖≤h,K6=0‖Jm + K‖. Then,
for any m ≥ 2 and Jm ∈ Tm \ {0},∣∣∣∣∣∣
E
{
fˆh,ab
(
2pim−1Jm
)}− f¯ τδ,ab (2pim−1Jm)√
f¯ τδ,a(2pim
−1Jm) f¯ τδ,b(2pim−1Jm)
∣∣∣∣∣∣
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 〈m〉
4τ−α¯−1
‖Jm‖4τ−α¯ +
m1−γ
‖Jm‖ +
1
‖Jm‖4τ−α¯+1 +
1
‖Jm +Kmin‖ ‖Jm‖4τ−α¯
+ ‖J
m +Kmin‖4τ−α¯−1
‖Jm‖4τ−α¯ I{4τ≤α¯+1}. (2.9)
By Theorem 3, fˆh,ab
(
2pim−1Jm
)
, the smoothed cross-periodogram at a given nonzero Fourier
frequency is relatively asymptotically unbiased for f¯ τδ,ab
(
2pim−1Jm
)
if ‖Jm‖ → ∞ in such a
way that 〈m〉4τ−α¯−1/‖Jm‖4τ−α¯ and m1−γ /‖Jm‖ tend to zero as m →∞,
Next, we develop the asymptotic uncorrelatedness of the cross-periodograms at distinct
Fourier frequencies under the fixed-domain perspective. Lemma 4, which is a generalization
of Proposition 3 in [18], is a key ingredient for showing the result. An analogous result
to the variance of cross-periodogram under increasing-domain asymptotics is established in
Proposition 5.
Lemma 4. Suppose that Z is Gaussian, fab satisfies (1.1) and (2.3) and 4τ > max{αa, αb} − 1.
Then, for Jm,Km ∈ Tm \ {0} with Jm 6= Km ,∣∣aτm,δ(Jm,Km; a, b)∣∣ β4τ−α¯−1m md−4τ , (2.10)
where βm = min(‖Jm‖, ‖Km‖).
Proof. Similar to the proof of Proposition 3 in [18]. 
Proposition 5. With the conditions of Lemma 4, suppose that Jm ∈ Tm \ {0}. Let αmax =
max{αa, αb} and αmin = min{αa, αb}. If 2Jm/m 6∈ Zd , then
var
{
Iτm,δ
(
2pim−1Jm; a, b)}
f¯ τδ,a(2pim
−1Jm) f¯ τδ,b(2pim−1Jm)
− 1

∏
j=a,b
〈m〉4τ−α j−1
‖Jm‖4τ−α j +
∑
j=a,b
〈m〉4τ−α j−1
‖Jm‖4τ−α j +
1
‖Jm‖4τ−αmax+1 +
1
‖Jm‖ . (2.11)
If 2Jm/m ∈ Zd , then
var
{
Iτm,δ
(
2pim−1Jm; a, b)}
f¯ τδ,a(2pim
−1Jm) f¯ τδ,b(2pim−1Jm)+
∣∣∣ f¯ τδ,ab(2pim−1Jm)∣∣∣2 − 1

∏
j=a,b
〈m〉4τ−α j−1
‖Jm‖4τ−α j +
∑
j=a,b
〈m〉4τ−α j−1
‖Jm‖4τ−α j +
〈m〉4τ−α¯−1
‖Jm‖4τ−α¯ +
1
‖Jm‖4τ−αmax+1 +
1
‖Jm‖ .
(2.12)
By (2.2) and Proposition 5, Corollary 1 gives a bound on the correlation between cross-
periodograms at distinct Fourier frequencies that tends to 0 when βm →∞ as m →∞.
Corollary 1. Under the conditions of Lemma 4, if βm  m, then for Jm,Km with Jm±Km 6= 0,∣∣∣∣corr{Iτm,δ (2piJmm ; a, b
)
, Iτm,δ
(
2piKm
m
; a, b
)}∣∣∣∣ β−2m . (2.13)
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For sequences am and bm , am ∼ bm means that am/bm → 1 as m →∞. Using Corollary 1,
we can seek a condition similar to (14) in [18] that will make
var
{
fˆh,ab
(
2pim−1Jm
)}
∼
∑
K∈Tm
Wh(K)2var
{
Iτm,δ
(
2pim−1(Jm +K); a, b
)}
; (2.14)
that is, asymptotically, the correlation between cross-periodograms can be ignored in calculating
the variance of a smoothed cross-periodogram. Once (2.14) is satisfied, Theorem 6 together
with Theorem 3 provides that a smoothed cross-periodogram is relatively consistent to the
corresponding cross-spectral density on a lattice when
∑
Wh(K)2 → 0 as m → ∞. Assume
that h is as in Theorem 3 and ‖Jm‖  m. Let Γm be the subset of Tm for which Wh(K) 6= 0 and
let Lm be the number of elements of Γm . By our assumptions, we can apply Corollary 1 to fˆh,ab
and obtain
∣∣∣∣∣var
{
fˆh,ab
(
2piJm
m
)}
−
∑
K∈Tm
Wh(K)2 var
{
Iτm,δ
(
2pi(Jm +K)
m
; a, b
)}∣∣∣∣∣
≤ 2
∑
K,K′∈Γm ,
K6=K′
Wh(K)Wh(K′)
∣∣∣∣cov{Iτm,δ (2pi(Jm +K)m ; a, b
)
, Iτm,δ
(
2pi(Jm +K′)
m
; a, b
)}∣∣∣∣

∑
K,K′∈Γm ,
K6=K′
Wh(K)Wh(K′)m2d−8τ
(‖Jm +K‖ ‖Jm +K′‖)4τ−α¯ min{‖Jm +K‖, ‖Jm +K′‖}−2
 m2d−8τ
∑
K∈Γm
Wh(K)‖Jm +K‖4τ−α¯−2
∑
K′∈Γm
Wh(K′)‖Jm +K′‖4τ−α¯,
 m2d−8τ
∑
K∈Γm
Wh(K)2‖Jm +K‖2(4τ−α¯)
√
Lm
∑
K∈Γm
‖Jm +K‖−4,
the last step using the Cauchy–Schwarz inequality.
Since we have∑
K∈Tm
Wh(K)2 var
{
Iτm,δ
(
2pi(Jm +K)
m
; a, b
)}
 m2d−8τ
∑
K∈Γm
Wh(K)2‖Jm +K‖2(4τ−α¯),
(2.14) holds if
Lm
∑
K∈Γm
‖Jm +K‖−4 → 0. (2.15)
Theorem 6. Suppose that Z is Gaussian and that fab satisfies (1.1) and (2.3). Also suppose that
4τ > max{αa, αb} − 1, h = min{Cm−γ , 2pi(‖Jm‖ − 1)/m} for some C > 0 and 0 < γ < 1
and (2.15). Then, for Jm such that ‖Jm‖  m and 2m−1Jm ∈ (−1, 1)d ,
var
{
fˆh,ab
(
2pim−1Jm
)}
∼
∑
K∈Tm
Wh(K)2 f¯ τδ,a(2pim
−1Jm) f¯ τδ,b(2pim−1Jm). (2.16)
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3. Asymptotic distribution of smoothed cross-periodograms
In this section, we show the limiting distribution of smoothed cross-periodograms under
fixed-domain asymptotics is Gaussian after appropriate normalization if the process is stationary
multivariate Gaussian and its spectral density matrix satisfies some regularity conditions at high
frequency. We prove this by showing that cumulants of order 3 or higher go to zero as δ → 0.
First, we introduce the definition of the joint cumulant and some necessary terminology and
results in [1] and [14]. Define the r th-order joint cumulant, cum (Y1, . . . , Yr ), of (Y1, . . . , Yr ),
where Y j are real or complex with E |Y j | <∞, j = 1, . . . , r , by
cum (Y1, . . . , Yr ) =
∑
(−1)p−1(p − 1)!
(
E
∏
j∈ν1
Y j
)
· · ·
E ∏
j∈νp
Y j
 ,
where the summation extends over all partitions (ν1, . . . , νp), p = 1, . . . , r of (1, . . . , r).
Consider a two-way table
(1, 1) · · · (1, J1)
...
...
(I, 1) · · · (I, JI )
(3.1)
and a partition P1 ∪ P2 ∪ · · · PM of its entries. Two sets, Pm′ and Pm′′ of the partition are
said to hook if there exist (i1, j1) ∈ Pm′ and (i2, j2) ∈ Pm′′ such that i1 = i2. Two
sets, Pm′ and Pm′′ of the partition are said to communicate if there exists a sequence of sets
Pm1 = Pm′ , Pm2 , . . . , PmN = Pm′′ such that Pms and Pms+1 hook for s = 1, . . . , N − 1. A
partition is said to be indecomposable if all sets communicate.
Theorem 7 ([1]). Consider a two-way array of random variables X i j , j = 1, . . . , Ji , i =
1, . . . I . Consider I random variables
Yi =
Ji∏
j=1
X i j , i = 1, . . . I.
The joint cumulant cum (Y1, . . . , YI ) is then given by∑
ν
cum (X i j ; i j ∈ ν1) · · · cum (X i j ; i j ∈ νp)
where the summation is over all indecomposable partitions ν = ν1 ∪ · · · ∪ νp of the Table (3.1).
Consider a special case that will be used later. Suppose that Ji = 2 for all i = 1, . . . r and X i j
are Gaussian with E(X i j ) = 0. Then joint cumulants of order 3 or higher are zero. Let ei and e¯i
equal either 1 or 2, while ei 6= e¯i . Then the partition ν = ∪pq=1 νq is indecomposable if and only
if
ν1 = {(i1, e¯1), (i2, e2)}, ν2 = {(i2, e¯2), (i3, e3)}, . . . ,
νr−1 = {(ir−1, e¯r−1), (ir , er )}, νr = {(ir , e¯r ), (i1, e1)},
where (i1, . . . , ir ) is some permutation of the numbers 1, . . . , r . Without loss of generality,
we may always set i1 = 1 and e¯1 = 1. Then indecomposable partitions correspond to pairs
of collections {(i2, . . . , ir ), (e2, . . . , er )}, where (i2, . . . , ir ) is a permutation of the numbers
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2, 3, . . . r and (e2, . . . , er ) is a collection of 1’s and 2’s. Let i2 = (i2, . . . , ir ) and e2 =
(e2, . . . , er ). Then we have
cum (Y1, . . . , Yr ) =
∑
i2,e2
r∏
j=2
cum (X i j−1e¯ j−1 , X i j e j ) cum (X i j e¯ j , X i j+1e j+1), (3.2)
where ir+1 = i1 = 1 and er+1 = e1 = 2. Lemma 8 shows that the second-order joint cumulant
of Discrete Fourier Transforms defined in (1.4) can be expressed in terms of aτm,δ .
Lemma 8. For J,K ∈ Tm , the second-order joint cumulant of Discrete Fourier Transforms is
given by
cum (Da(2pim−1J), Db(2pim−1K)) = exp
{
−im + 1
m
pi
d∑
j=1
(J j + K j )
}
× (2pim)daτm,δ(J,−K; a, b). (3.3)
Proof. Similar to the proof of (2.1) in Section 5. 
Consider X i j = Dai (2pim−1(Ji +Ki )) if j = 1 and X i j = Dbi (−2pim−1(Ji +Ki )) if j = 2.
Then we can apply (3.2) and Lemma 8 to have an expression for the r th-order joint cumulant of
smoothed cross-periodograms, since Da(2pim−1J) is Gaussian with E
(
Da(2pim−1J)
) = 0 for
J 6= 0:
cum
(
fˆh,a1b1
(
2pim−1J1
)
, . . . , fˆh,arbr
(
2pim−1Jr
))
=
∑
K1,...,Kr
{
r∏
j=1
Wh(K j )
×
∑
i2,e2
r∏
j=1
aτm,δ
(
(−1)e¯ j−1(Ji j +Ki j ), (−1)e j+1(Ji j+1 +Ki j+1); ui j e¯ j , ui j+1e j+1
)}
,
(3.4)
where uie = ai if e = 1 and uie = bi if e = 2.
Propositions 9 and 10 provide the limit of the expected value and covariance of smoothed
cross-periodograms. These limits depend on the behavior of the spectral density at high
frequency through the assumption. Let K¯r =
∫
[−1,1]d K (x)
rdx which will be used in
Proposition 10 and later.
Proposition 9. Suppose that fab satisfies (1.1), (1.2) and (2.3), 4τ > max{αa, αb} − 1,
limm→∞ 2piJm/m = µ 6= 0 and h = Cm−γ for some C > 0 and 0 < γ < 1. Then we
have
lim
m→∞m
−(d−α¯)Efˆh,ab
(
2pim−1Jm
)
= gab(µ), (3.5)
where gab(µ) is given in (1.3).
Proposition 10. Suppose that Z is Gaussian, each entry of F satisfies (1.1), (1.2) and (2.3),
4τ > maxs=1,...,p{αs}−1, h = Cm−γ for max{(d−2)/d, 0} < γ < 1 and limm→∞ 2piJms /m =
µs 6= 0 for s = 1, 2. Let η = d(1− γ )/2. Then, for a1, b1, a2 and b2 ∈ {1, . . . , p},
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lim
m→∞m
2ηcov
{
m−(d−α¯1) fˆh,a1b1
(
2pim−1Jm1
)
,m−(d−α¯2) fˆh,a2b2
(
2pim−1Jm2
)}
=

{
(2pi/C)d K¯2/K¯ 21
}
ga1a2(µ1) gb2b1(µ1), J
m
1 = Jm2{
(2pi/C)d K¯2/K¯ 21
}
ga1b2(µ1) ga2b1(µ1), J
m
1 = −Jm2
0 ,µ1 6= ±µ2.
Consider Jm1 ± Jm2 6= 0 but µ1 ± µ2 = 0. With similar arguments as in the proof of
Proposition 10, we can prove that the asymptotic covariance is 0 if ‖Jm1 ± Jm2 ‖ = O(mρ) for
1 − γ < ρ < 1. If 0 < ρ ≤ 1 − γ and c±u = limm→∞ 2pi(Jm1 ± Jm2 )/mh exists, we can obtain
a limiting expression for the covariance. For example, suppose that µ1 = µ2 = µ. Then we can
show that
lim
m→∞m
2ηcov
{
m−(d−α¯1) fˆh,a1b1
(
2pim−1Jm1
)
,m−(d−α¯2) fˆh,a2b2
(
2pim−1Jm2
)}
= (2pi/C)
d
K¯ 21
∫
[−1,1]d∩{[−1,1]d−c−u }
K (x)K (c−u + x)dx ga1a2(µ) gb2b1(µ).
Thus, if 0 < ρ < 1 − γ , then c±u = 0 so that we have the same limit as in Proposition 10. If
ρ = 1−γ and [−1, 1]d∩{[−1, 1]d−c−u } is empty, the asymptotic covariance is 0. Therefore, with
the asymptotic normality result in Theorem 12, the smoothed and scaled cross-periodograms at
2piJm1 /m and 2piJ
m
2 /m are asymptotically independent if µ1 ± µ2 6= 0 or even if two Fourier
frequencies have the same (or negative) limit when the difference of the two Fourier frequencies
decreases slower than the bandwidth in the smoothing procedure.
For ‖J‖, ‖K‖  m, we have |aτm,δ(J,K; a, b)| = O(md−α¯) if J = K and |aτm,δ(J,K; a, b)| =
O(md−α¯−1) if J 6= K by (2.5) and Lemma 4. Then, the sum over K1, . . . ,Kr in (3.4) can be
divided into several groups based on the number of sets in the partitions of {1, . . . r} so that each
group is bounded by some order of m that is small enough to make all third and higher-order
joint cumulants with appropriate normalization go to 0 as m → ∞. More specifically, we have
the following result:
Lemma 11. Under the conditions of Proposition 10, for r ≥ 3 and a1, b1, . . . , ar , br ∈
{1, . . . , p},∣∣∣cum (m−(d−α¯1) fˆh,a1b1 (2pim−1J1) , . . . ,m−(d−α¯r ) fˆh,arbr (2pim−1Jr))∣∣∣ = o(m−η r ).
(3.6)
Theorem 12. Suppose that limm→∞ 2piJms /m = µs 6= 0 for s = 1, . . . , n. Let µ˜ =
(µ1, . . . ,µn) and g(µ˜) = (ga1b1(µ1), . . . , ganbn (µn)). Under the conditions of Proposition 10,
for a1, b1, . . . , an, bn ∈ {1, . . . , p},
mη
{(
m−(d−α¯1) fˆh,a1b1
(
2pim−1J1
)
, . . . ,m−(d−α¯n) fˆh,anbn
(
2pim−1Jn
))
− g(µ˜)
}
−→ N cn (0,Σ ),
where η = d(1 − γ )/2, N cn is complex n-variate normal distribution and Σ is given by
Proposition 10.
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We have let αa , which controls the high-frequency behavior of the spectral density of Za , vary
with a. Thus, it is natural to allow τ , the number of times to difference data, to vary with each
component process. That is, consider Yτδ (J) = ((∆δ)τ1 Z1(δJ), . . . , (∆δ)τp Z p(δJ)). Then, (a, b)
entry of the spectral density matrix F¯τδ for Y
τ
δ is
f¯ τ¯δ, ab(ω) =
{
d∑
j=1
4 sin2
(ω j
2
)}2τ¯
f¯δ, ab(ω),
where τ¯ = (τa + τb)/2. By replacing τ with τ¯ and assuming 4τs > αs − 1, s = 1, . . . , p, we
can extend Theorem 12 to include this case as well.
4. Remark
This study was originally motivated from investigating numerical air quality model outputs
by the authors in another working paper. There are various numerical models to forecast
meteorology, ocean current and air pollution. The model outputs are normally on a certain fixed
domain and have various resolutions. For example, simulations on a regional scale from the
Community Multi-scale Air Quality model (CMAQ), a numerical air quality model used by the
US Environmental Protection Agency (EPA) have typically grid sizes of order 36, 12 and as small
as 4 km. Concentration fields of various air pollutant processes can be simulated using CMAQ on
a fixed domain in R3. Then, the cross-spectral density estimation of these simulated air pollutant
processes and its properties under fixed-domain asymptotics are valuable for studying the joint
spatial dependence of multiple pollutants. There are other possible applications where the data
are observed on a grid in a given fixed domain such as environmental data from satellites and
astrophysical data from different types of telescopes or satellites as well.
5. Proofs
Proof of (2.1). For J ∈ Tm \ {0} or J = 0 and τ ≥ 1, we have
E
{
Iτm,δ
{
2pim−1J; a, b
)}
= (2pim)−dE
(
Da(2pim−1J)Db(2pim−1J)∗
)
= (2pim)−d
∑
s
∑
u
e−i2pim−1J
T
(s−u)E
(
Y τδ,a(s)Y
τ
δ,b(u)
)
= (2pim)−d
∑
s
∑
u
e−i2pim−1J
T
(s−u)
×
{∫
eiω
T (s−u) f¯ τδ,ab(ω)dω + E
(
Y τδ,a(s)
)
E
(
Y τδ,b(u)
)}
= (2pim)−d
∫ ∑
s
e−i(2pim−1J−ω)T s
∑
u
ei(2pim
−1J−ω)Tu f¯ τδ,ab(ω)dω
+ (2pim)−d
∑
s
∑
u
e−i2pim−1J
T
(s−u)E
(
Y τδ,a(s)
)
E
(
Y τδ,b(u)
)
= (2pim)−d
∫ d∏
j=1
sin2
(mω j
2
)
sin2
(
−ω j2 + pi J jm
) f¯ τδ,ab(ω)dω
1974 C.Y. Lim, M. Stein / Journal of Multivariate Analysis 99 (2008) 1962–1984
= (2pim)−d
∫ d∏
j=1
sin2
(mω j
2
)
sin2
(
ω j
2 + pi J jm
) f¯ τ∗δ,ab(ω)dω, (5.1)
the equality in (5.1) following from the fact that E
(
Y τδ,a(s)
)
= 0 if τ ≥ 1 and E
(
Y τδ,a(s)
)
=
constant if τ = 0.
Proof of Theorem 3. Note that we have∣∣∣ f¯ τδ,ab (2pim−1(Jm +K))− f¯ τδ,ab (2pim−1Jm)∣∣∣ md−4τ‖Jm‖4τ−α¯−1‖K‖, (5.2)
by (2.3) and
∑
K∈Tm Wh(K) =
∑
K∈Tm ,‖2piK/m‖≤h Wh(K) = 1.
We use similar results as in Proposition 1 of [18]. By the assumption on h, Jm + K 6= 0 so
that we can apply Lemma 1 to E
{
Iτm,δ
(
2pim−1(Jm +K); a, b)} − f¯ τδ,ab (2pim−1(Jm +K)) as
follows:∣∣∣E (fˆh,ab (2pim−1Jm))− f¯ τδ,ab (2pim−1Jm)∣∣∣
≤
∣∣∣∣∣ ∑
K∈Tm
Wh(K)
[
E
{
Iτm,δ
(
2pim−1(Jm +K); a, b
)}
− f¯ τδ,ab
(
2pim−1(Jm +K)
)]∣∣∣∣∣
+
∑
K∈Tm
Wh(K)
∣∣∣ f¯ τδ,ab (2pim−1(Jm +K))− f¯ τδ,ab (2pim−1Jm)∣∣∣
 md−4τ
{ ∑
K∈Tm
Wh(K)‖Jm +K‖4τ−α¯−1 +
∑
K∈Tm
Wh(K)
1
‖Jm +K‖
+ 〈m〉4τ−α¯−1 + ‖Jm‖4τ−α¯−1
∑
K∈Tm
Wh(K)‖K‖
}
.
Note that∑
K∈Tm
Wh(K)‖K‖s =
∑
K∈Tm ,‖2piK/m‖≤h
Wh(K)‖K‖s  ms(1−γ ), (5.3)
for s > 0. Also we have for s ≤ 0,
‖Jm +K‖s  ‖Jm +Kmin‖s, (5.4)
when K 6= 0 and ‖2piK/m‖ ≤ h.
Thus, for 4τ − α¯ − 1 > 0,∑
K∈Tm
Wh(K)‖Jm +K‖4τ−α¯−1 
∑
K∈Tm
Wh(K)‖Jm‖4τ−α¯−1 +
∑
K∈Tm
Wh(K)‖K‖4τ−α¯−1
 ‖Jm‖4τ−α¯−1 + m(4τ−α¯−1)(1−γ ), (5.5)
and for 4τ − α¯ − 1 ≤ 0,∑
K∈Tm
Wh(K)‖Jm +K‖4τ−α¯−1
= Wh(0)‖Jm‖4τ−α¯−1 +
∑
K∈Tm ,K6=0
Wh(K)‖Jm +K‖4τ−α¯−1
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 ‖Jm‖4τ−α¯−1 + ‖Jm +Kmin‖4τ−α¯−1. (5.6)
By (5.3),∑
K∈Tm
Wh(K)‖K‖  m1−γ , (5.7)
and, similar to (5.6),∑
K∈Tm
Wh(K)
1
‖Jm +K‖ 
1
‖Jm‖ +
1
‖Jm +Kmin‖ . (5.8)
From (5.5)–(5.8),∣∣∣E {fˆh,ab (2pim−1Jm)}− f¯ τδ,ab (2pim−1Jm)∣∣∣
 md−4τ
{
‖Jm‖4τ−α¯−1 + m(4τ−α¯−1)(1−γ ) I{4τ−α¯−1>0}
+‖Jm +Kmin‖4τ−α¯−1 I{4τ−α¯−1≤0} + 1‖Jm‖
+ 1‖Jm +Kmin‖ + 〈m〉
4τ−α¯−1 + ‖Jm‖4τ−α¯−1m1−γ
}
 md−4τ
{
‖Jm +Kmin‖4τ−α¯−1 I{4τ−α¯−1≤0} + 1‖Jm‖
+ 1‖Jm +Kmin‖ + 〈m〉
4τ−α¯−1 + ‖Jm‖4τ−α¯−1m1−γ
}
.
With
√
f¯ τδ,a(2pim
−1Jm) f¯ τδ,b(2pim−1Jm)  md−4τ‖Jm‖4τ−α¯ , Theorem 3 follows.
Proof of Proposition 5. When 2Jm/m 6∈ Zd ,
var
{
Iτm,δ
}− f¯ τδ,a f¯ τδ,b = aτm,δ(Jm, Jm; a, a)aτm,δ(Jm, Jm; b, b)
+ aτm,δ(Jm,−Jm; a, b)aτm,δ(Jm,−Jm; a, b)∗ − f¯ τδ,a f¯ τδ,b
= {aτm,δ(Jm, Jm; a, a)− f¯ τδ,a} {aτm,δ(Jm, Jm; b, b)− f¯ τδ,b}
+ {aτm,δ(Jm, Jm; a, a)− f¯ τδ,a} f¯ τδ,b + {aτm,δ(Jm, Jm; b, b)− f¯ τδ,b} f¯ τδ,a
+ ∣∣aτm,δ(Jm,−Jm; a, b)∣∣2 .
Then,
var
{
Iτm,δ
}
− f¯ τδ,a f¯ τδ,b
f¯ τδ,a f¯
τ
δ,b
= a
τ
m,δ(J
m, Jm; a, a)− f¯ τδ,a
f¯ τδ,a
× a
τ
m,δ(J
m, Jm; b, b)− f¯ τδ,b
f¯ τδ,b
+ a
τ
m,δ(J
m, Jm; a, a)− f¯ τδ,a
f¯ τδ,a
+ a
τ
m,δ(J
m, Jm; b, b)− f¯ τδ,b
f¯ τδ,b
+
∣∣∣aτm,δ(Jm,−Jm; a, b)∣∣∣2
f¯ τδ,a f¯
τ
δ,b
.
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Note that we have
1
‖Jm‖4τ−αk+1 
1
‖Jm‖4τ−αmax+1 for j = a, b, (5.9)
and
1
‖Jm‖4τ−α¯+1 
1
‖Jm‖4τ−αmax+1 . (5.10)
Then, by Proposition 1 in [18], Lemma 4 and (5.9), Eq. (2.11) follows.
When 2Jm/m ∈ Zd ,
var
{
Iτm,δ
}− f¯ τδ,a f¯ τδ,b − ∣∣ f¯ τδ,ab∣∣2
= aτm,δ(Jm, Jm; a, a)aτm,δ(Jm, Jm; b, b)+ aτm,δ(Jm,−Jm; a, b)aτm,δ(Jm,−Jm; a, b)∗
− f¯ τδ,a f¯ τδ,b −
∣∣ f¯ τδ,ab∣∣2
= aτm,δ(Jm, Jm; a, a)aτm,δ(Jm, Jm; b, b)+ aτm,δ(Jm, Jm; a, b)aτm,δ(Jm, Jm; a, b)∗
− f¯ τδ,a f¯ τδ,b −
∣∣ f¯ τδ,ab∣∣2
= (aτm,δ(Jm, Jm; a, a)− f¯ τδ,a) (aτm,δ(Jm, Jm; b, b)− f¯ τδ,b)
+ (aτm,δ(Jm, Jm; a, a)− f¯ τδ,a) f¯ τδ,b + (aτm,δ(Jm, Jm; b, b)− f¯ τδ,b) f¯ τδ,a
+ (∣∣aτm,δ(Jm, Jm; a, b)∣∣− ∣∣ f¯ τδ,ab∣∣) (∣∣aτm,δ(Jm, Jm; a, b)∣∣+ ∣∣ f¯ τδ,ab∣∣) .
Thus,
var
{
Iτm,δ
}
− f¯ τδ,a f¯ τδ,b −
∣∣∣ f¯ τδ,ab∣∣∣2
f¯ τδ,a f¯
τ
δ,b
= a
τ
m,δ(J
m, Jm; a, a)− f¯ τδ,a
f¯ τδ,a
× a
τ
m,δ(J
m, Jm; b, b)− f¯ τδ,b
f¯ τδ,b
+ a
τ
m,δ(J
m, Jm; a, a)− f¯ τδ,a
f¯ τδ,a
+ a
τ
m,δ(J
m, Jm; b, b)− f¯ τδ,b
f¯ τδ,b
+
∣∣∣aτm,δ(Jm, Jm; a, b)∣∣∣− ∣∣∣ f¯ τδ,ab∣∣∣√
f¯ τδ,a f¯
τ
δ,b
×
∣∣∣aτm,δ(Jm, Jm; a, b)∣∣∣+ ∣∣∣ f¯ τδ,ab∣∣∣√
f¯ τδ,a f¯
τ
δ,b
.
By Proposition 1 in [18], Proposition 2, Lemma 4, (5.9) and (5.10) and
f¯ τδ,a f¯
τ
δ,b
f¯ τδ,a f¯
τ
δ,b +
∣∣∣ f¯ τδ,ab∣∣∣2  1,
Eq. (2.12) follows.
Proof of Theorem 6. Since (2.14) holds under our assumption, it is enough to show∑
K∈Tm
Wh(K)2var
{
Iτm,δ
(
2pim−1(Jm +K); a, b
)}
∼
∑
K∈Tm
Wh(K)2 f¯ τδ,a(2pim
−1Jm) f¯ τδ,b(2pim−1Jm). (5.11)
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We have∑
K∈Tm
Wh(K)2var
{
Iτm,δ
(
2pim−1(Jm +K); a, b
)}
−
∑
K∈Tm
Wh(K)2 f¯ τδ,a(2pim
−1Jm) f¯ τδ,b(2pim−1Jm)
=
∑
K∈Tm
Wh(K)2
[
var
{
Iτm,δ
(
2pim−1(Jm +K); a, b
)}
− f¯ τδ,a
(
2pim−1(Jm +K)
)
f¯ τδ,b
(
2pim−1(Jm +K)
)]
+
∑
K∈Tm
Wh(K)2
[
f¯ τδ,a
(
2pim−1(Jm +K)
)
f¯ τδ,b
(
2pim−1(Jm +K)
)
− f¯ τδ,a(2pim−1Jm) f¯ τδ,b(2pim−1Jm)
]
and
f¯ τδ,a
(
2pim−1(Jm +K)
)
f¯ τδ,b
(
2pim−1(Jm +K)
)
− f¯ τδ,a(2pim−1Jm) f¯ τδ,b(2pim−1Jm)
=
{
f¯ τδ,a
(
2pim−1(Jm +K)
)
− f¯ τδ,a(2pim−1Jm)
}
×
{
f¯ τδ,b
(
2pim−1(Jm +K)
)
− f¯ τδ,b(2pim−1Jm)
}
+ f¯ τδ,a(2pim−1Jm)
{
f¯ τδ,b
(
2pim−1(Jm +K)
)
− f¯ τδ,b(2pim−1Jm)
}
+ f¯ τδ,b(2pim−1Jm)
{
f¯ τδ,a
(
2pim−1(Jm +K)
)
− f¯ τδ,a(2pim−1Jm)
}
.
Define
λh,ab(Jm) =
∑
K∈Tm
Wh(K)2
[
var
{
Iτm,δ
(
2pi(Jm+K)
m ; a, b
)}
− f¯ τδ,a
(
2pi(Jm+K)
m
)
f¯ τδ,b
(
2pi(Jm+K)
m
)]
∑
K∈Tm
Wh(K)2 f¯ τδ,a
(
2piJm
m
)
f¯ τδ,b
(
2piJm
m
)
and
φh,ab(Jm) = 1∑
K∈Tm
Wh(K)2
∑
K∈Tm
Wh(K)2
f¯ τδ,a
(
2pi(Jm+K)
m
)
− f¯ τδ,a
(
2piJm
m
)
f¯ τδ,a
(
2piJm
m
)
×
f¯ τδ,b
(
2pi(Jm+K)
m
)
− f¯ τδ,b
(
2piJm
m
)
f¯ τδ,b
(
2piJm
m
)
+
∑
K∈Tm
Wh(K)2
f¯ τδ,a
(
2pi(Jm+K)
m
)
− f¯ τδ,a
(
2piJm
m
)
f¯
τ
δ,a
(
2piJm
m
)
+
∑
K∈Tm
Wh(K)2
f¯ τδ,b
(
2pi(Jm+K)
m
)
− f¯ τδ,b
(
2piJm
m
)
f¯ τδ,b
(
2piJm
m
)
 .
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Then∑
K∈Tm
Wh(K)2var
{
Iτm,δ
(
2pi(Jm+K)
m ; a, b
)}
∑
K∈Tm
Wh(K)2 f¯ τδ,a(
2piJm
m ) f¯
τ
δ,b(
2piJm
m )
− 1 = λh,ab(Jm)+ φh,ab(Jm).
Since ‖K‖/m  m−γ , 2(Jm + K)/m 6∈ Zd for sufficiently large m. Thus, by Proposition 5,
we have
λh,ab(Jm)
∑
K∈Tm
Wh(K)2 f¯ τδ,a
(
2pi(Jm+K)
m
)
f¯ τδ,b
(
2pi(Jm+K)
m
)
∑
K∈Tm
Wh(K)2 f¯ τδ,a
(
2piJm
m
)
f¯ τδ,b(
2piJm
m )
[ ∏
j=a,b
〈m〉4τ−α j−1
‖Jm +K‖4τ−α j
+
∑
j=a,b
〈m〉4τ−α j−1
‖Jm +K‖4τ−α j +
1
‖Jm +K‖4τ−αmax+1 +
1
‖Jm +K‖
]
.
By (5.4) and the Assumption (1.1),
λh,ab(Jm)
∑
K∈Tm
Wh(K)2( ∑
K∈Tm
Wh(K)2‖Jm‖2(4τ−α¯)
) [ ∏
j=a,b
〈m〉2(4τ−α j−1)
+〈m〉4τ−αmin−1‖Jm +K‖4τ−αmax + 〈m〉4τ−αmax−1‖Jm +K‖4τ−αmin
+‖Jm +K‖4τ−αmin−1 + ‖Jm +K‖2(4τ−α¯)−1
]
 1‖Jm‖2(4τ−α¯)
[ ∏
j=a,b
〈m〉4τ−α j−1 + 〈m〉4τ−αmin−1
{(
‖Jm‖4τ−αmax
+m(4τ−αmax)(1−γ )
)
I{4τ>αmax} + ‖Jm +Kmin‖4τ−αmax I{4τ≤αmax}
}
+〈m〉4τ−αmax−1
{(
‖Jm‖4τ−αmin + m(4τ−αmin)(1−γ )
)
I{4τ>αmin}
+‖Jm +Kmin‖4τ−αmin I{4τ≤αmin}
}
+
{
‖Jm‖4τ−αmin−1 + m(4τ−αmin−1)(1−γ )
}
I{4τ>αmin+1}
+‖Jm +Kmin‖4τ−αmin−1 I{4τ≤αmin+1}
+
{
‖Jm‖2(4τ−α¯)−1 + m(2(4τ−α¯)−1)(1−γ )
}
I{2(4τ−α¯)>1}
+‖Jm +Kmin‖2(4τ−α¯)−1 I{2(4τ−α¯)≤1}
]
. (5.12)
Since ‖Jm‖  m implies ‖Jm +Kmin‖  m, (5.12) becomes
λh,ab(Jm)  m−2
(
1+ logmI{4τ=αa+1}
) (
1+ logmI{4τ=αb+1}
)
+〈m〉4τ−αmin−1m−(4τ−αmin) + 〈m〉4τ−αmax−1m−(4τ−αmax)
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+m−(4τ−αmax+1) + m−1

(
logm
m
)2
+ logm
m
+ m−(4τ−αmax+1) + m−1
−→ 0 as m →∞. (5.13)
By (5.2) and the Assumption (1.1),
φh,ab(Jm) 1∑
K∈Tm
Wh(K)2
{
‖Jm‖−2
∑
K∈Tm
Wh(K)2‖K‖2 + ‖Jm‖−1
∑
K∈Tm
Wh(K)2‖K‖
}
 m−γ
−→ 0 as m →∞. (5.14)
The last steps follows from∑
K∈Tm
Wh(K)2‖K‖s =
∑
K∈Tm ,‖2piK/m‖≤h
Wh(K)2‖K‖s

∑
K∈Tm ,‖2piK/m‖≤h
Wh(K)2ms(1−γ )
=
∑
K∈Tm
Wh(K)2ms(1−γ ),
for s > 0. Finally, by (5.11), (5.13) and (5.14) holds.
Proof of Proposition 9. By assuming (1.2) and (2.3), we have
m−(d−α¯) f¯ τδ, ab(2pim−1Jm) −→ cab
{
d∑
j=1
4 sin2
(µ j
2
)}2τ
×
∑
Q∈Zd
|µ+ 2piQ|−α¯ exp
{
i θab
(
µ+ 2piQ
|µ+ 2piQ|
)}
, (5.15)
because m−(d−α¯)| f¯ τδ, ab(2pim−1Jm)− f¯ τδ, ab(µ)| → 0 as m → ∞. Also, note that we have
m−(d−α¯)|Efˆh,ab
(
2pim−1Jm
)− f¯ τδ,ab (2pim−1Jm) | → 0 by Theorem 3. Thus, as m →∞,∣∣∣m−(d−α¯)Efˆh,ab (2pim−1Jm)− gab(µ)∣∣∣
≤ m−(d−α¯)
∣∣∣Efˆh,ab (2pim−1Jm)− f¯ τδ,ab (2pim−1Jm)∣∣∣
+
∣∣∣m−(d−α¯) f¯ τδ,ab (2pim−1Jm)− gab(µ)∣∣∣
−→ 0.
Proof of Proposition 10. Consider the following normalized covariance between two smoothed
cross-periodograms:
ψh(Jm1 , J
m
2 ) := md(1−γ )cov
{
m−(d−α¯1) fˆh,a1b1
(
2pim−1Jm1
)
,
m−(d−α¯2) fˆh,a2b2
(
2pim−1Jm2
)}
.
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By (3.2) and Lemma 8,
ψh(Jm1 , J
m
2 ) = mα¯1+α¯2−d(1+γ )cum
{
fˆh,a1b1
(
2pim−1Jm1
)
, fˆ ∗h,a2b2
(
2pim−1Jm2
)}
= mα¯1+α¯2−d(1+γ )(2pim)−2d
∑
K1,K2∈Γm
Wh(K1)Wh(K2)
× cum
{
Da1(2pim
−1(Jm1 +K1))Db1(−2pim−1(Jm1 +K1)),
Da2(−2pim−1(Jm2 +K2))Db2(2pim−1(Jm2 +K2))
}
= mα¯1+α¯2−d(1+γ )(2pim)−2d
∑
K1,K2∈Γm
Wh(K1)Wh(K2)
×
[
cum
{
Da1(2pim
−1(Jm1 +K1)), Db2(2pim−1(Jm2 +K2))
}
× cum
{
Da2(−2pim−1(Jm2 +K2)), Db1(−2pim−1(Jm1 +K1))
}
+ cum
{
Da1(2pim
−1(Jm1 +K1)), Da2(−2pim−1(Jm2 +K2))
}
× cum
{
Db2(2pim
−1(Jm2 +K2)), Db1(−2pim−1(Jm1 +K1))
}]
= mα¯1+α¯2−d(1+γ )
∑
K1,K2∈Γm
Wh(K1)Wh(K2)
× {aτm,δ(Jm1 +K1,−(Jm2 +K2); a1, b2)aτm,δ(−(Jm2 +K2), Jm1 +K1; a2, b1)
+ aτm,δ(Jm1 +K1, Jm2 +K2; a1, a2)aτm,δ(Jm2 +K2, Jm1 +K1; b2, b1)
}
= mα¯1+α¯2−d(1+γ ) {A(Jm1 , Jm2 )+ B(Jm1 , Jm2 )} , (5.16)
where
A(Jm1 , J
m
2 ) =
∑
K1,K2∈Γm
Wh(K1)Wh(K2) aτm,δ(J
m
1 +K1,−(Jm2 +K2); a1, b2)
× aτm,δ(−(Jm2 +K2), Jm1 +K1; a2, b1),
and
B(Jm1 , J
m
2 ) =
∑
K1,K2∈Γm
Wh(K1)Wh(K2) aτm,δ(J
m
1 +K1, Jm2 +K2; a1, a2)
× aτm,δ(Jm2 +K2, Jm1 +K1; b2, b1).
Next, write B(Jm1 , J
m
2 ) = B1(Jm1 , Jm2 ) + B2(Jm1 , Jm2 ), where B1 is the sum over terms in B with
K1 = K2 and B2 is the sum over terms in B with K1 6= K2.
First, consider Jm1 = Jm2 = Jm . From (5.16), we have
ψh(Jm, Jm) = mα¯1+α¯2−d(1+γ )
{
A(Jm, Jm)+ B1(Jm, Jm)+ B2(Jm, Jm)
}
.
Since Jm +K1 6= −Jm +K2 for large enough m,
mα¯1+α¯2−d(1+γ )
∣∣A(Jm, Jm)+ B2(Jm, Jm)∣∣
 mα¯1+α¯2−d(1+γ )
∑
K1,K2∈Γm
Wh(K1)Wh(K2)m−(α1+α2)+2d−2
C.Y. Lim, M. Stein / Journal of Multivariate Analysis 99 (2008) 1962–1984 1981
≤ md(1−γ )−2
∑
K1,K2∈Γm
Wh(K1)Wh(K2)
−→ 0, (5.17)
the last step following from d−2d < γ and
∑
K1,K2∈Γm Wh(K1)Wh(K2) < ∞, which follows
from (5.22).
Then, to prove the Proposition for Jm1 = Jm2 = Jm , it is enough to show that∣∣∣ mα¯1+α¯2−d(1+γ )B1(Jm, Jm)− {(2pi/C)d K¯2/K¯ 21} ga1a2(µ1) gb2b1(µ1)∣∣∣ −→ 0.
From Lemma 1, we have∣∣∣aτm,δ(Jm +K, Jm +K; a, b)− f¯ τδ,ab (2pim−1(Jm +K))∣∣∣ = o(md−α¯).
Since 2pim−1(Jm +K) = 2pim−1Jm + O(m−γ ) for K ∈ Γm ,
| f¯ τδ,ab
(
2pim−1(Jm +K)
)
− f¯ τδ,ab
(
2pim−1Jm
)
|

∑
j
∣∣∣∣∣∂ f¯
τ
δ,ab(2pim
−1Jm)
∂ω j
∣∣∣∣∣ m−γ = o(md−α¯),
the last step following from (2.3). Thus, we have
m−(d−α¯)
∣∣∣aτm,δ(Jm +K, Jm +K; a, b)− f¯ τδ,ab (2pim−1Jm)∣∣∣ = o(1). (5.18)
By (5.22), we also have∣∣∣∣∣md(1−γ )∑
K
Wh(K)2 −
{
(2pi/C)d K¯2/K¯ 21
}∣∣∣∣∣ = o(1). (5.19)
Finally,∣∣∣ mα¯1+α¯2−d(1+γ )B1(Jm, Jm)− {(2pi/C)d K¯2/K¯ 21} ga1a2(µ1) gb2b1(µ1)∣∣∣
≤ mα¯1+α¯2−d(1+γ )
∑
K
Wh(K)2
∣∣∣∣aτm,δ(Jm +K, Jm +K; a1, a2)
× aτm,δ(Jm +K, Jm +K; b2, b1)− f¯ τδ,a1a2
(
2piJm
m
)
f¯ τδ,b2b1
(
2piJm
m
)∣∣∣∣
+
∣∣∣∣∣mα¯1+α¯2−d(1+γ )∑
K
Wh(K)2 f¯ τδ,a1a2
(
2piJm
m
)
× f¯ τδ,b2b1
(
2piJm
m
)
−
{
(2pi/C)d K¯2/K¯ 21
}
ga1a2(µ1) gb2b1(µ1)
∣∣∣∣∣ . (5.20)
By (5.15) and (5.17)–(5.19), the right side of (5.20) goes to zero as m → ∞. Using a similar
argument as above, we can also show that
md(1−γ )cov
{
m−(d−α¯1) fˆh,a1b1
(
2pim−1Jm1
)
,m−(d−α¯2) fˆh,a2b2
(
2pim−1Jm2
)}
−→
{
(2pi/C)d K¯2/K¯
2
1
}
ga1b2(µ1) ga2b1(µ1),
when Jm1 = −Jm2 = Jm .
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Now consider µ1 6= ±µ2. For large enoughm, all indices of aτm,δ in (5.16) are different. Thus,∣∣∣md(1−γ )cov (m−(d−α¯1) fˆh,a1b1 (2pim−1Jm1 ) ,m−(d−α¯2) fˆh,a2b2 (2pim−1Jm2 ))∣∣∣
 mα¯1+α¯2−d(1+γ )
∑
K1,K2∈Γm
Wh(K1)Wh(K2)m
∑
s=1,2
(d−α¯s )−2
≤ md(1−γ )−2
∑
K1,K2∈Γm
Wh(K1)Wh(K2)
−→ 0,
the last step following from the same argument as (5.17).
Proof of Lemma 11. Since a, b in (3.4) play no essential role in this proof except that
each one appears only once in an indecomposable set, we ignore these subscripts. For each
indecomposable set, we can reorder the indices so that ik = k, so we can write down one
summand in (3.4) as follows:∑
K1,...,Kr
r∏
i=1
Wh(Ki )
r∏
j=1
aτm,δ
(
(−1)e¯ j−1(J j +K j ), (−1)e j+1(J j+1 +K j+1)
)
,
where we assume that r + 1 = 1.
Since ‖Ji‖  m and Ki ∈ Γm , we have ‖Ji + Ki‖  m for i = 1, . . . , r . Thus, by
Lemma 1, |aτm,δ(Ji + Ki , J j + K j )|  md−α¯ if Ji + Ki = J j + K j and by Lemma 4,
|aτm,δ(Ji + Ki , J j + K j )|  md−α¯−1 if Ji + Ki 6= J j + K j . Note that, for large enough m,
Ji +Ki 6= −(J j +K j ) when Ji = J j . Thus, the largest possible order of m comes with the case∑
K1,...,Kr
r∏
i=1
Wh(Ki )
r∏
j=1
aτm,δ
(
J+K j , J+K j+1
)
.
Define
βh,r (J) = m
− ∑
s=1,...,r
(d−α¯s ) ∑
K1,...,Kr
r∏
i=1
Wh(Ki )
r∏
j=1
aτm,δ
(
J+K j , J+K j+1
)
.
To prove the Lemma, it is enough to show that∣∣mηrβh,r (J)∣∣→ 0, as m → 0,
because the total number of indecomposable sets is finite.
Now, define a subset of {K1, . . . ,Kr }, Gs = {K1, . . . ,Kr : only s distinct groups}, For
example, G1 = {K1, . . . ,Kr : K1 = · · · = Kr } and Gr = {K1, . . . ,Kr : all Ki are different }.
Then, {K1, . . . ,Kr } = G1 ∪ · · · ∪ Gr , Gs are disjoint and the number of elements in Gs ,
|Gs | = O(Ls dm ) = O(msd(1−γ )). In each group, Gs , for s = 2, . . . , r , there are at least s
cases of J+K j 6= J+K j+1 for j = 1, . . . , r . Thus,∣∣ mηrβh,r (J) ∣∣ ≤ mηr− ∑s=1,...,r(d−α¯s ) {∑
G1
r∏
i=1
Wh(Ki )
r∏
j=1
∣∣aτm,δ (J+K j , J+K j+1)∣∣
· · · +
∑
Gr
r∏
i=1
Wh(Ki )
r∏
j=1
∣∣aτm,δ (J+K j , J+K j+1)∣∣
}
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 m
d(1−γ )r/2− ∑
s=1,...,r
(d−α¯s )
{∑
G1
r∏
i=1
Wh(Ki )m
∑
s=1,...,r
(d−α¯s )
+
∑
G2
r∏
i=1
Wh(Ki )m
∑
s=1,...,r
(d−α¯s )
m−2
+ · · · +
∑
Gr
r∏
i=1
Wh(Ki )m
∑
s=1,...,r
(d−α¯s )
m−r
}
 md(1−γ )r/2
{ ∑
K∈Γm
Wh(K)r + m−2
∑
K1 6=K2
r−1∑
s2=1
Wh(K1)s2Wh(K2)r−s2
+ · · · + m−r
∑
K1 6=···6=Kr
Wh(K1) · · ·Wh(Kr )
}
. (5.21)
Note that
∑
K∈Γm K
(
2piK
mh
)s (
2pi
mh
)d = ∫
(−1,1]d K (x)
sdx + O((mh)−1), since K (x) is
continuous. Then, for r1 + · · · + rs = r , ri ≥ 1 and s = 1, . . . , r ,∑
K1,...,Ks∈Γm
Wh(K1)r1 · · ·Wh(Ks)rs
=
(
2pi
mh
)d(r−s) ∑
K1
K
(
2piK1
mh
)r1 ( 2pi
mh
)d · · ·∑
Ks
K
(
2piKs
mh
)rs ( 2pi
mh
)d
[∑
K
K
(
2piK
mh
) (
2pi
mh
)d]r
=
(
2pi
mh
)d(r−s) { K¯r1 · · · K¯rs K¯ r1
+ O
(
1
mh
)}
= O
(
m−d(1−γ )(r−s)
)
, (5.22)
because we have
∫
(−1,1]d K (x)
sdx < ∞ for each positive integer s. Thus, by (5.21) and (5.22)
becomes∣∣ mηrβh,r (J) ∣∣ m 12 d(1−γ )r {m−d(1−γ )(r−1) + m−2−d(1−γ )(r−2)
+ · · · + m−r−d(1−γ )(r−r)
}
 m−d(1−γ )r/2+d(1−γ ) +
r∑
j=2
m−d(1−γ )r/2+d(1−γ ) j− j
−→ 0. (5.23)
The last step in (5.23) follows from −d(1− γ )r/2+ d(1− γ ) < 0 and −d(1− γ )r/2+ d(1−
γ ) j − j < 0 for j = 2, . . . , r because r ≥ 3 and (d − 2)/d < γ < 1.
Proof of Theorem 12. To prove that the fixed-domain asymptotic distribution is Gaussian, it
is enough to show that the r th-order joint cumulant of mη(m−(d−α¯1) fˆh,a1b1
(±2pim−1Jm1 ) , . . . ,
m−(d−α¯n) fˆh,anbn (±2pim−1Jmn )) goes to 0 as m → ∞, for r ≥ 3. (see Lemma P4.5 in [1]). This
result follows from Lemma 11, and Theorem 12 follows from Propositions 9 and 10.
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Wewould like to mention that the proof of the Theorem can also be done by making use of the
results in [15] as the associate editor pointed out. That is, one can prove the Theorem by showing
the fourth-order cumulant of any linear combination of n different smoothed cross-periodograms
converges to zero after appropriate normalization using the results from Propositions 9 and 10.
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