In multi-locus association analysis, since some markers may not be associated with a trait, it seems attractive to use penalized regression with the capability of automatic variable selection. On the other hand, in spite of a rapidly growing body of literature on penalized regression, most focus on variable selection and outcome prediction, for which penalized methods are generally more effective than their non-penalized counterparts. However, for statistical inference, i.e. hypothesis testing and interval estimation, it is less clear how penalized methods would perform, or even how to best apply them, largely due to lack of studies on this topic. In our motivating data for a cohort of kidney transplant recipients, it is of primary interest to assess whether a group of genetic variants are associated with a binary clinical outcome, acute rejection at 6 months. In this paper, we study some technical issues and alternative implementations of hypothesis testing in Lasso penalized logistic regression, and compare their performance with each other and with several existing global tests, some of which are specifically designed as variance component tests for high-dimensional data. The most interesting, and perhaps surprising, conclusion of this study is that, for low to moderately high-dimensional data, statistical tests based on Lasso penalized regression are not necessarily more powerful than some existing global tests. In addition, in penalized regression, rather than building a test based on a single selected "best" model, combining multiple tests, each of which is built on a candidate model, might be more promising.
INTRODUCTION
There has been an intensive research effort devoted to developing and applying penalized regression methods, especially for high-dimensional data. The main motivation is that penalized methods, closely related to Bayesian and shrinkage methods, generally lead to better point estimates of parameters, e.g. measured by the mean squared error, thus improve the predictive performance over their non-penalized counterparts. Furthermore, some penalized methods, e.g. Lasso (Tibshirani 1996) , possesses the ability for variable selection, especially for high-dimensional data, facilitating the interpretation of the final selected and often largely simplified model.
While the majority of research on penalized methods focus on prediction and variable selection (Kooperberg et al 2010; Ayer and Cordell 2010) , it is somewhat surprising that little attention has been paid to inference with only a few exceptions in methodology (Meinshausen et al 2009; Wasserman and Roeder 2010; Zou and Qiu 2010) and applications (Malo et al 2008; Guo and Lin 2009; Tzeng and Bondell 2010) , in which there is still a lack of comparisons with other approaches. In many applications, e.g.
in genetic association analysis of genotypes (e.g. or gene set analysis of expression data (e.g. Goeman et al 2004; Liu et al 2008; Nettleton et al 2008) , one can argue that a primary statistical task is inference: we are not only interested in selecting a subset of important variables, but more so in assessing their statistical significance. In this paper, we focus on global testing on a group of variables. In our motivating example, we are interested in validating whether a group of about 20 genetic variants, mostly single nucleotide polymorphisms (SNPs), are associated with a binary outcome, acute kidney rejection (AR), in a study of kidney transplant patients. All these genetic variants were reported to be associated with acute rejection or related clinical outcomes in the previous, though often much smaller, studies.
With a much larger sample size here, a univariate analysis identified two SNPs with p-values between 0.02 and 0.05 while there were several between 0.05 and 0.1, and none would be significant after adjusting for multiple testing. Since it is well known that typical effect sizes of common genetic variants on complex phenotypes, as AR here, are expected to be small, a global test on the whole group of SNPs might be more powerful than single-SNP analysis or testing each SNP separately (Pan 2009 ).
As to be shown, some powerful global tests did indicate marginal significance. On the other hand, due to possible interactions among SNPs (i.e. epistasis), it might be more powerful to consider interactions. Although the number of SNPs, k, relative to the sample size of n = 550 is not large, adding interaction terms into a model would lead to a much larger number of parameters, thus motivating variable selection by penalized regression. Nevertheless, it is unclear whether a variable selection-based approach would be more powerful than some existing global tests developed specifically for high-dimensional data. Furthermore, it is not clear how to most effectively construct tests in the framework of penalized regression. These are key issues to be addressed here. Motivated by the kidney data, we focus on situations with k < n, though k/n may be relatively large. Malo et al (2008) showed an application of ridge regression to association analysis of multiple SNPs in strong linkage disequilibrium. Since in our motivating example and in many other applications, one does not expect all the predictors (e.g. SNPs)
to be significant, it may be reasonable to assume that a penalized method with the capability of variable selection, such as Lasso, is preferred. Since Lasso is perhaps most widely used with fast computational algorithms (Efron et al 2002; Friedman et al 2008) , treating Lasso as a representative for penalized methods, we restrict our attention to Lasso throughout this paper. Although Lasso is most widely used for variable selection based on its non-zero parameter estimates, such a use does not control the Type I error rate, and more importantly, often introduces too many false positives (Devlin et al 2003) . A typical approach to hypothesis testing with Lasso (or other penalized methods) is to first select the tuning parameter based on cross-validation (CV) or some model selection criteria, then conduct a likelihood ratio test (LRT) and use permutations to estimate its p-value (Guo and Lin 2009 ). There are two potential issues. First, since tuning parameter selection is well known to be unstable (Meinshausen and Buhlmann 2010) , it is possible for such a procedure to end up with a suboptimal tuning parameter, leading to loss of power. Recognizing this limitation, Zou and Qiu (2010) considered using multiple tuning parameters and then combining them. The above two approaches correspond to "model selection" and "model averaging" respectively in the well-studied literature of variable selection for prediction. Second, by default the standard LRT or Wald (or score) statistic is used, which however is well known to be non-optimal for high-dimensional data (Goeman et al 2006; . Pan (2009) proposed a modified score (or Wald) test statistic, called sum of squared score (SSU) (or sum of squared betas, SSB), while ignoring the non-diagonal elements of its covariance matrix, which is closely related to Goeman's (2006) test for high-dimensional data. Treating the parameters as random effects from a distribution, Goeman's test is a score test on the variance component of the random effects, reminiscent of homogeneity tests (Neyman and Scott 1966; Zelterman and Chen 1988) . As an approach to gene set analysis, Goeman's (2004) test is powerful in analyzing high-dimensional microarray data. Even for low-dimensional SNP data, Goeman's test and SSU test have been shown empirically to be often more powerful than the usual score test (Chapman and Whittaker 2008; Pan 2009 ).
Hence, in addition to the standard score statistic, we also consider the use of the SSU statistic. used a test statistic similar to the SSB, which is asymptotically equivalent to SSU.
We study the performance of various methods with simulated data that mimic the real kidney transplant data. The main conclusion, perhaps surprisingly, is that tests based on model selection or penalized regression do not necessarily outperform some existing global tests proposed for high-dimensional data, which is true across all our simulation set-ups for low to moderately high dimensional data. Furthermore, for Lasso, tests based on combining multiple SSU statistics corresponding to multiple tuning parameters generally perform better than those based on a single selected tuning parameter.
METHODS
To be concrete, we consider conducting a global test on a set of predictors to assess their effects on a binary outcome. Specifically, suppose that we have n iid observations (Y i , X i ) for i = 1, ..., n, where Y i = 0 or 1 is a binary outcome/response variable while
′ is a k-dimensional vector of predictors. We assess the effects of the predictors on the outcome based on logistic regression:
We aim to conduct a global test on the null hypothesis
versus a general alternative H 1 : β = 0. Our primary goal is to find a test such that it has as high power as possible to reject H 0 when H 0 does not hold, while of course controlling the Type I error rate within a specified significance level α; we use the usual α = 0.05 throughout.
TESTS BASED ON (UNPENALIZED) LOGISTIC REGRESSION
The most widely used statistical tests are three asymptotically equivalent ones: the score test, Wald's test and likelihood ratio test (LRT), all based on maximum likelihood. Since the score test is computationally simplest, we adopt the score test and its modifications throughout. For model (1), under H 0 , the score vector and its covariance matrix are
which has an asymptotic chi-squared distribution with degrees of freedom (DF) k (or more generally DF = rank(V ) and V −1 is possibly a generalized inverse). If k is large, the score test may not have high power. Note that the score test is asymptotically equivalent to Hotelling's T 2 test (Clayton et al 2004) .
Another potential problem with the score test is that for high-dimensional data, it will be problematic to estimate its large covariance matrix V . 
where U j is the jth element of U and v j is the (j, j)th diagonal element of V . To obtain its p-value, the Bonferroni adjustment or a permutation method is most commonly used, which however is conservative or computationally demanding. An asymptotically "exact" method based on the asymptotic normality of the score vector is to calculate the p-value by numerical integration with respect to a multivariate normal density (Conneely and Boehnke 2007) , which we use throughout.
Pan (2009) proposed two tests, called the sum of squared score (SSU) and sum of weighted squared score (SSUw) tests:
Under H 0 , each of the two test statistics has an asymptotic distribution of a mixture of χ 2 1 's, which can be approximated by a scaled and shifted chi-squared distributions (Pan 2009 we assume β j 's to be random effects drawn from a distribution with E(β) = 0 and Cov(β) = τ I, then Goeman's permutation-based score test on H 0 : τ = 0 is equivalent to the SSU test. Interestingly, though derived for high-dimensional data, the good performance of SSU and SSUw for low-dimensional SNP data has also been empirically confirmed (Chapman and Whittaker 2008; Pan 2009 ). Goeman et al (2006) showed that their test has the highest local power averaged over the alternative space of β = 0 satisfying the conditions of E(β) = 0 and Cov(β) = τ I, implying that the SSU test is also nearly optimal in the above sense. Pan (2009) also showed that SSUw can be regarded as an estimated most powerful test. In particular, Pan (2009, Figure   1 ) showed that when the components of β are close to each other in absolute values, the SSU (or SSB) tends to be more powerful than the score and UminP tests.
A class of nonparametric regression techniques called logistic kernel machine regression (LKMR) are closely related to the SSU test. The LKMR model is
where h(.) is an unknown nonparametric function, which is determined by a userspecified positive and semi-definite kernel function K(X i , X j ) (Liu et al 2008) .
measures the similarity of the predictors for subjects i and j. Some commonly used kernels include linear and quadratic kernels. By the representer theorem of Kimeldorf and Wahba (1971) ,
To test the null hypothesis of no association between the predictors and the outcome, one can simply test H 0 : h = (h 1 , ..., h n ) ′ = 0. Denote K as the n × n matrix with the (i, j)th element as K(X i , X j ) and γ = (γ 1 , ..., γ n ) ′ , then we have h = Kγ. Treating h as subject-specific random effects with mean 0 and covariance matrix τ K, testing H 0 : h = 0 is equivalent to testing H 0 : τ = 0. The corresponding score test on the variance component has a statistic of
whose asymptotic null distribution is a mixture of χ 2 1 's, which can be approximated by a scaled chi-squared distributions .
As shown in Pan (2011) , LKMR can be formulated as a SSU test on H 0 : b = 0 in a new logistic regression model:
where K = ZZ ′ . A special case is that, if the linear kernel is used, then Z = X and thus the SSU and LKMR test statistics are equal, but there is a minor difference in approximating their (common) asymptotic distribution: the SSU is based on a shiftedscaled chi-squared distribution while LKMR is on a scaled chi-squared distribution.
In general, the difference between the SSU test for model (1) and LKMR is only in the functional forms of the predictors being used; both tests are actually an SSU test applied to two different regression models. Pan (2011) showed that the above SSU and LKMR are closely related to other genomic-distance based regression methods in genetic association analysis (Wessel and Schork 2006; Schaid 2010a,b) .
TESTS BASED ON LASSO LOGISTIC REGRESSION
The Lasso estimate β L (λ) is based on a penalized log-likelihood
where the penalty is the l 1 -norm of the regression coefficients β with a penalization parameter λ. A useful property of Lasso is that, if λ is large enough, some or all components of β L (λ) will be exactly zero, automatically realizing variable selection.
The tuning parameter λ is typically chosen based on CV or some model selection criterion, e.g. Akaike's (1973) information criterion (AIC) (Guo and Lin 2009) , by searching in a set of its candidate values, say Λ; throughout this paper, we used 5-fold CV with 21 grid points in Λ, whose values were default from R function glmnet().
Denote the selected tuning parameter asλ. Guo and Lin (2009) proposed a LRT to test for disease-haplotype association based on the Lasso estimate. Following the same line, we can construct a LRT statistic as
To assess its statistical significance, we use permutations: we permute the original phenotypes to obtain a permuted dataset, say bth dataset, then apply the Lasso method to obtain a new test statistic T
(b)
Sel,LRT ; the abobe process is repeated for b = 1, ..., B. Then the permutation p-value is
Sel,LRT )/B. Depending on whether we fix λ =λ or use CV to re-select λ for each permuted dataset, we have two versions of the LRT, called T Sel,LRT,f ixed and T Sel,LRT,tuning respectively. The latter is expected to better control the Type I error rate, but may be computationally too demanding for large or high-dimensional data.
Alternatively, to mimic the global tests based the score vector, we do not use β L (λ) directly; rather, we use Lasso for variable selection and then construct the corresponding test statistics. Specifically, suppose that the components of the score vector corresponding to the non-zero components of β L (λ) is U(λ), then
where
We use 5-fold CV to minimize the deviance as the model selection criterion to selectλ, based on which we obtain the test statistics for the selection approaches:
Now we investigate how to combine test statistics for multiple tuning parameters. The basic idea is to construct a test statistic for each tuning parameter, say T (λ), then combine them. There are two technical issues. First, since the distributions of T (λ i ) may vary with λ i , it may be a good idea to standardize T (λ i )'s before combining them. For example, for any given λ i , if we ignore the effects of variable
with degrees of freedom (DF) Fisher's (1932) method and truncated product method (TPM) (Zaykin et al 2002) , respectively. The
Min method is similar to that of Zou and Qiu (2010) and is in the same spirit of model selection. Here we argue that more than one λ i is informative, motivating the use of Fisher's method. On the other hand, depending on the choice of candidate set Λ, some λ i 's, e.g. those corresponding to shrink all β's to be or close to be 0 for a true non-null model, may not be informative. Thus, it may be a good idea to use multiple, but not necessarily all, λ i 's in combining; TPM is such an approach, though other approaches, e.g. selecting a few most significant components, are also possible. Specifically, if the SSU (or score) statistic is used, for any λ i ∈ Λ, we construct T SSU (λ i ) and derive its p-value, say P SSU (λ i ). Then
where we used α 0 = 0.05 throughout in TPM (Zaykin et al 2002) . Similarly we construct the tests based on the score (or any other test) statistic.
We use permutations to obtain the p-value for each of the above tests. For example, for T Ave,SSU,M in , we permute the outcomes Y to obtain Y (b) , then we apply the same procedure to the new data (X,
Ave,SSU,M in . We repeat the above process for b = 1, 2, ..., B. The p-value for T Ave,SSU,M in is simply
Ave,SSU,M in )/B. To save computing time, we used a relatively small B = 100 in simulations, though we used larger B = 500 for real data.
For the selection approaches, we tried both fixing λ =λ in permuted data and choosing λ for each permuted dataset, denoted as T Sel,SSU,f ixed and T Sel,SSU,tuning for the SSU. While the second is computationally more demanding, there may be concerns on possibly inflated Type I error rates for the former. It turned that the former (with our chosen score or SSU statistic) could control the Type I error rates in our simulations, as shown in previous studies . Hence we skip the discussion of the latter.
As a comparison, we also consider a 2-stage procedure called screening and cleaning (SC) (Wasserman and Roeder 2010) . In the SC test, one first splits the data into (almost) equally-sized two parts, uses one part to select a final model (with a selectedλ by CV), sayM , then applies the selected modelM to the second part of the data to obtain a p-value for each covariate included inM . To be consistent with our aim of global testing, we apply the LRT toM with the second part of the data.
The SC test is attractive for its nice theoretical properties, low computing cost, and its unique ability to assess statistical significance of each individual parameter; here we only restrict to global testing. In addition, an improvement based on multiple splitting has been proposed (Meinshausen et al 2009) . Nevertheless, as demonstrated in statistical inference after model selection (Faraway 1992) and genetic association analysis (Skol et al 2006) , we suspect that the two-step procedure based on datasplitting as adopted by SC may be too costly with much reduced sample sizes (i.e. only a half of the original sample size) for model selection and significance testing, respectively, leading to reduced power as to be confirmed.
RESULTS

EXAMPLE Data
The identification genetic variants that predispose individuals to adverse outcomes associated with kidney allograft transplantation, including acute rejection (AR), could help personalized treatment of kidney allograft recipients. A number of genetic variants associated with risk of AR have been identified. The protein products of the identified genes are often involved in the regulation and responsiveness of the immune system. However, there is a lack of reproducibility of identified genetic variants associated with AR. It could be due to typically small sample sizes, often less than 150, and also heterogeneous study populations. It is also expected that, as for other complex traits, the effect sizes of associated genetic variants for AR are small. Hence, a validation study was conducted with a much larger sample size of more than 550 patients transplanted at the University of Minnesota Transplant Center. All the genetic variants, mostly single nucleotide polymorphisms (SNPs) and a few insertions/deletions (In/Del) (all called SNPs for simplicity in this paper), are candidate variants suggested from previous studies to be associated with AR in kidney allografts or with poor outcomes after transplantation (Marder et al 2003; Pavarino-Bertelli et al 2004; Goldfarb-Rumyantzev and Naiman 2008; Kruger et al 2008; Nickerson 2008) .
After removing patients with missing genotypes and SNPs either with minor allele frequency (MAF) lower than 1% or for which Hardy-Weinberg equilibrium did not hold, we had n = 550 patients and 23 SNPs. Among the 550 patients, 69 patients experienced AR at 6 months. Three SNPs had MAFs between 1.1% and 3.7% while others between 10.3% and 48.8%. We used an additive genetic model to code each SNP: SNP i is coded as X i = 0, 1 or 2, representing the number of its minor alleles.
Our primary goal is to test whether these SNPs, either individually or collectively, and if latter, either additively or interactively, are associated with AR at 6 months.
Analysis
First, we consider only main effects. Although the dimension k = 23 is much smaller than the sample size n = 550, testing on the 23 regression coefficients for the 23 SNPs simultaneously may not be as simple as it appears, partly because of the challenge in estimating a 23 × 23 covariance matrix for the score test. Hence it may be appealing to conduct variable selection first. We adopted a commonly used stepwise procedure based on AIC for variable selection. It selected a model with 8 SNPs with the corresponding MLEs and their standard errors (SEs) shown in Table 1 . Some individual SNPs as well as the whole group based on a global LRT were statistically significant, but we may not want to trust the given p-values since they did not take account of the effect of model selection (or equivalently, multiple testing). On the other hand, if various global tests were directly applied to the group of the 23 SNPs (without model selection), we obtained the p-values ranging from marginally significant to non-significant (Table 4 ). In particular, the SSU, SSUw and LKMR and Lasso-based tests of Ave-SSU-TPM and Sel-SSU, all yielded marginally significant p-values around 0.05. A natural question is which tests should be trusted more. As to be shown in our simulation studies, since the SSU, SSUw, LKMR and Lasso-Ave-SSU-TPM tended to have higher power than other tests, we believe that there was some, albeit not highly significant, statistical evidence to support an overall association between the group of the SNPs and the outcome, acute kidney rejection.
It is noted that neither the univariate test UminP nor the multivariate score test gave a significant p-value.
Since the main-effects model did not include any possible interactions among the SNPs (i.e. epistatic effects), it might fail to capture some complex association between the genotypes and trait (e.g., Zhang et al 2003; Zhang and Liu 2007; Zheng et al 2006) . Thus it is tempting to consider both the main effects and some interaction terms. However, adding all interaction terms will dramatically increase the number of parameters to be tested, leading to possible loss of power. Given the sample size n = 550, it is perhaps unwise to consider all 2-way interactions (and other high-order interactions). Hence we made a compromise by considering only 28 2-way interactions among the 8 "significant" SNPs selected by the stepwise procedure in the main-effects model. We acknowledge that, albeit popular in practice, this approach may give too optimistic (i.e. more significant) results than the (unknown) truth. By considering both 23 main effects and 28 2-way interaction terms, a step-wise procedure based on AIC selected a model with 8 terms: 4 main effects and 4 2-way interactions (Table   2 ), for which we did not impose a hierarchical principle. Compared to the final maineffects model, the majority of the SNPs selected in the current model also appeared in the former. Note that the most significant SNP IL10592 (rs1800872 in gene IL10) was highly correlated with IL10819 selected in the previous model: their Pearson correlation was 0.8, and both were in the promoter region of the interleukin 10 gene (IL10). Based on the MLEs, multiple terms are statistically significant; however, since the MLEs were based on the selected model and did not take account of any model selection effects, the conclusion based on the MLEs might be misleading. Hence, alternatively, we applied the global tests to the full model with all the 23 main effects and 28 2-way interaction terms (i.e. without model selection); their results are shown in Table 4 . The more powerful SSU and LKMR seemed to give more significant pvalues, lending some, but not conclusive, evidence to support the association between the SNPs and the outcome.
Finally, to avoid missing some important interactions between the SNPs, we considered a model with a large number of 2-way interactions. Excluding three SNPs with MAF less than 5%, we used the remaining 20 SNPs to form their pair-wise 2-way interactions. Hence, the model contained 23 main effects and 190 2-way interactions with a moderately high dimension of k = 213. A stepwise procedure selected a model with 7 main-effects and 3 interactions, for which the MLEs are shown in Table 3 . All 7 main-effects appeared in Model 1 in Table 1 , and the three interactions were formed by three of the 7 main-effects, in which both CCR5 and GNB3825 appeared twice.
There were some significant individual SNPs, especially much significant IL10819 as before (or as its highly correlated IL10592). When the global tests were applied to the full model with all k = 213 parameters (i.e. no variable selection), the p-values were generally less significant than those in the previous two full models (i.e. the maineffects only model and the model with the main-effects and 28 2-way interactions), possibly due to the cost of the large number of parameters and perhaps a sparse true model. However, in agreement with the previous results, the SSU, SSUw and LKMR gave marginally significant p-values, suggesting possible association between the SNPs and the outcome.
SIMULATIONS WITH THE KIDNEY DATA Simulation set-ups
To mimic real data and to be as practical as possible, we used the genotypes (i.e. X i 's) from the kidney data to generate a binary outcome. We considered three scenarios with small to moderately large dimension k, corresponding to the three selected models for real data as shown in Tables 1-3 . Specifically, in a data-generating logistic regression model (1), the true regression coefficients were chosen to be proportional to the MLE in the corresponding selected model in Tables 1-3 : β = cβ M ; that is, β j = cβ j,M if predictor j was chosen in the selected model, and otherwise β j = 0.
Hence we had n = 550 and k = 23, 51 and 213 for the three scenarios respectively.
We used c = 0 and c > 0 to assess the test size and power properties of various procedures. For each simulation set-up, we generated 1000 simulated datasets to estimate the Type I error rates and power.
For larger k, the asymptotic distributions for the score and SSU tests may not apply, so we also calculated their p-values using B = 100 permutations; the two tests are denoted Sco-P and SSU-P.
Type I error and power
As shown in Table 5 , for the low-dimensional case with k = 23, there seemed to be not much difference between using the score test and SSU, though SSUw had a slight edge. More importantly, the model selection-based approaches were not more powerful than the global SSU and LKMR methods that were not based on model selection. Among the Lasso-based tests, the averaging approaches seemed to be more powerful than the selection methods, though the differences were small; and among the averaging methods, those based on Fisher's method and TPM seemed to be more powerful than the Min method. The Lasso-selection-based LRT with a fixed tuning parameter for permuted datasets seemed to have a slightly inflated Type I error rate; both versions of the Lasso-selection-based LRT performed similarly to other Lassobased methods.
As shown in Table 6 , for the intermediate dimension of k = 51, the global SSU test was clearly more powerful than the usual score test: their absolute power difference was as large as 15%. Overall, the SSUw, SSU and LKMR were most powerful, outperforming model selection-based methods. Among the model selection-based method, the averaging methods based on Fisher's or TPM were more powerful than others, especially the selection methods. For the averaging methods, using SSU statistic gained over using the traditional score statistic, but they performed similarly in the selection method; note possibly a large difference between Ave-SSU-TPM and Ave-Score-TPM.
We draw similar conclusions for the moderately high-dimensional case of k = 213, though the overall trends manifest more clearly, as shown in Table 7 . We note that the score test was low-powered, partly because it was too conservative; even if its permutation distribution, not its asymptotic one, was used to calculate its p-value, its power was still much lower than others. For the SSU test, its asymptotic version and permutation-based version gave similar results. The UminP had an inflated Type I error rate (perhaps due to the poor asymptotic approximation here), and its power was still lower than that of SSU. Again the SSUw test seemed to have a slight edge over SSU. The SSU and LKMR with a linear kernel performed similarly, but LKMR with a quadratic kernel worked less well. For the Lasso-based tests, using the SSU statistic gave much higher power than using the score statistic.
For the third scenario, we also considered mis-specified candidate models. Although the data-generating model included some interaction terms, we only considered candidate models with the 23 main-effects. This represents a common strategy adopted in practice: even if a true model is believed to contain some complex high-order terms, it may be more practical to consider some much simpler candidate models. It is confirmed that indeed such a strategy yielded much higher power for every test (Table 8 ). In particular, the tests based on the score statistic performed much better for this low-dimensional scenario.
Parameter estimation
We compared the performance of the three methods for parameter estimation:
the Lasso, the ridge and the MLE applied to the full model with k = 51 regression coefficients for each simulated dataset. The application of the penalized methods was the same as before except that we generated a separate tuning dataset to select the tuning parameters. We measured the performance of each method based on the mean squared error (MSE) of its parameter estimates in the linear predictor scale. That is, for a method, suppose β (s) is its estimate of true β from dataset s, and X is the design matrix (i.e. genotypes), then its MSE is defined as
As shown in Table 9 , for all c > 0, the Lasso performed best with the smallest MSEs, and the MLE did not work well at all. This confirms the advantage of penalized regression, especially variable selection by Lasso, for parameter estimation and thus outcome prediction.
SIMULATIONS WITH SIMULATED GENOTYPES
One may wonder whether the main conclusion depends on the correlations among the predictors. In the kidney data, some SNPs were highly correlated while others
were not. We generated genotypes based on a latent multivariate Normal model as in Wang and Elston (2007) . Specifically, we simulated a k-dimensional latent variate, say
, from a multivariate Normal distribution with mean 0 and covariance matrix AR1(ρ) (i.e. Corr(Z i , Z j ) = ρ |i−j| ). Then we generate the k minor allele frequencies, say MAF 1 ,...,MAF k , from a uniform distribution U(0.1, 0.4). We dichotomized Z into a haplotype, say H 1 = (h 11 , ..., h 1k ) ′ , with h 1j = I(Z j < MAF j ).
Similarly, we generated another independent haplotype H 2 . Combining the two haplotypes we obtained an individual's genotype X = H 1 + H 2 .
We considered two set-ups. In the first, we took k = 40, randomly chose k 0 = 4 of the SNPs in X as causal and generated the disease status Y of each individual based on a main-effects logistic regression model (with a common odds ratio, OR, for each causal SNP). In the second, we generated two independent genotype blocks, say X 0 and X 1 , with k 0 = 4 and k 1 = 36 SNPs, respectively; we then used X 0 as causal SNPs to generate Y as in the first case. We supplied the combined genotypes X = (X 0 , X 1 ) to each dataset. In both cases, we had k = 40 SNPs, but in the first, the causal and non-causal ones were correlated for ρ > 0, while in the second they were independent.
We followed the typical case-control design: in each dataset, we had n = 200 cases and n = 200 controls.
The simulation results are shown in Tables 10 and 11 . In the first case (Table   10 ), LKMR-Quad and LKMR-Linear were winners, closely followed by SSU, SSUw and the Lasso-Ave-SSU-Min; the other Lasso methods with the SSU statistic also performed well. The score test and the Lasso methods with the score statistic were all low powered for ρ > 0. In the second case, since the true model was sparse with the causal SNPs independent of the non-causal ones, two minP methods, UminP and Lasso-Ave-SSU-Min were the winners. In both cases, it was confirmed that Lassobased methods did not outperform some global tests.
DISCUSSION
The most interesting, and perhaps surprising, conclusion of this study is that, for our experimental data with small to moderately high dimensions, the tests based on Lasso for variable selection did not perform better than some global tests, i.e. the SSU, SSUw and LKMR. This is not the first negative report on penalized regression for genetic association analysis; see Croiseau and Cordell (2009) for a case study and Martinez et al (2010) for disappointing performance of penalized regression in a different context. Note that in our simulations, the data-generating models were indeed sparse, favoring variable selection by Lasso while the random-effects assumption utilized by the SSU, SSUw and LKMR was violated; if the true models contained many more non-zero and small coefficients, the SSU, SSUw and LKMR methods would be expected to perform even better. Possible reasons are the following. First, model selection is difficult. For our examples, there was no or only weak marginal effect of any single predictor, rendering low accuracy of model selection, thus degrading the performance of any test based on model selection. Second, although intuitively it is beneficial to eliminate non-informative variables to reduce the number of parameters to be tested (i.e. reduced DF), e.g. by variable selection, in addition to possibly low selection accuracy, there is always some cost associated with model selection: any test statistic after variable selection is expected to have a null distribution with heavier tails than that without model selection, leading to possible loss of power (Han and Pan 2010) . In other words, there is always a trade-off between a gain with eliminating non-informative variables (i.e. reduced DF) and a loss due to model searching as measured by inflated generalized degrees of freedom (GDF) (Shen and Ye 2002) . Hence, at the end, the gain may not outweigh the loss. Third, the winning global tests were all developed for high-dimensional data based on testing some variance component in a random-effects model, hence they are robust to large numbers of parameters to be tested. In fact, there is a close connection between penalized methods and randomeffects models: first, a random-effects model can be regarded as a Bayesian model, whose posterior distribution can be interpreted as a penalized likelihood; second, the marginal quasi-likelihood of a generalized linear mixed model can be approximated as a penalized quasi-likelihood based on Laplace's method (Brelow and Clayton 1993) .
Hence, in this sense the global tests such as SSU and LKMR can be also regarded as penalized methods.
One of our main motivations for this study was to combine the strengths of variable selection and powerful test statistics for high-dimensional data. We have pro-posed and studied such approaches, e.g., "Ave-SSU-Fisher" and "Ave-SSU-TPM".
Although More work is warranted. Table 8 : Empirical Type I error rates (c = 0) and power (c > 0) based on 1000
replicates for a mis-specified model with only the main effects (k = 23), though the true model contained both main-effects and 2-way interactions as shown in Table 3 . 
