In this paper, with the use of the homotopy method, a constructive proof of the Poincaré-Birkhoff theorem is given. This approach provides a global method for finding fixed points of area-preserving maps and periodic solutions of Duffing equations.
Introduction
As is well known, the Poincaré-Birkhoff theorem, proposed by Poincaré [38] in 1912 and proven by Birkhoff [7] in 1913, has been generalized by many authors, for example, Birkhoff [8] [9] [10] , Jacobowitz [29] , Ding [20] , [21] , Conley and Zehnder [12] , [13] (about Arnold's conjecture [6] ), Franks [24] , [25] and Flucher [22] . Today, these notable results have become powerful tools in studying the dynamical systems and periodic solutions for some significant equations, for example Newton equations and Duffing equations. The related works can be found in [14, 16-20, 23, 25, 28, 29, 35] (and [15, 32, 34, 36 ] utilizing Moser's twist theorem [37] ), and the references therein.
As an important aspect for applications, it is also significant to have a way of finding fixed points of area-preserving maps, such as Poincaré maps of Newton equations and Duffing equations. Generally, such a map of an annulus which twists the boundary curves in opposite directions has at least two fixed points, and the sum of indices of fixed points on such an annulus equals zero (see [25] ). These result in some difficulties in utilizing the classical numerical methods, for example, the Newton method and the continuation method. The main reasons are the local convergence of the former and the strong regularity of the latter, along the manifold of solutions.
The main aim of this paper is to present a global method of finding fixed points of area-preserving maps and periodic solutions of Duffing equations. More precisely, with use of the continuous homotopy method, we shall establish constructively the following Poincaré-Birkhoff theorem given by Jacobowitz [29] and Ding [21] . Let A denote an annular region in R2 \ {0} , whose inner boundary Tx and outer boundary T2 are two disjoint closed simple curves. By D¡ we denote the bounded open region bounded by T¡■, i = 1, 2 . Hence, A = D2\DX, and 0 € A c D2.
Theorem. Let T:A-* T(A) c R2 \ {0} be an area-preserving homeomorphism. Suppose:
(i) T has the polar coordinates r*=f(r, 6 ), e* = e + g(r, 6) such that g(r, 6) > 0 on Tx and g(r, 6) < 0 on T2 where f and g are C2 continuous and 2n-periodic in 6.
(ii) There exists a continuous area-preserving map TX:D2 -> R2 such that TX\A = T, and 0e TX(DX).
Then T has at least two fixed points in A.
Now let us make some comments.
(a) In our result, the inner boundary curve Tx is not necessarily star shaped relative to the orgin.
(b) The continuous homotopy method which we use has been proposed originally by Keller [30] , Kellogg, Li and Yorke [31] and Smale [39] . This method has played an important role in various problems of finding fixed points or zeros of maps; see, for example, [1-3, 11, 26, 27, 33, 40] . There are three distinct, but interrelated, aspects of the homotopy method: ( 1 ) construction of the right homotopy map, (2) theoretical proof of global convergence for this homotopy map, and (3) tracking the zero curve of this homotopy map. The first aspect is to link the problem considered to a simpler one by considering a single parameter problem. The second aspect is a key to that method, because it guarantees the third aspect, that is, following paths to find the desired solutions. There have been some typical algorithms in the third aspect; see, for example, [2, 3, 27].
Our constructive proof means for almost every point near the set g(r, 6) = 0, there exists a C path passing to that point such that two ends of this path are two distinct fixed points of the area-preserving map considered. Hence, by utilizing the usual path-following methods, one can find numerically two fixed points. In particular, when fixed points of the map are isolated, an end of that C1 path leads to a fixed point with positive index and another end leads to one with negative index. Because the zeros of g(r, 6) = 0 are easier to determine than the fixed points of T (for example, using the Newton method), we provide an effective global method of finding fixed points of area-preserving maps and periodic solutions of the Duffing equations. To our best knowledge, such global methods seem not to have been applied to this problem. Of course, the aspect of path-following can be carried out by utilizing the typical methods. This makes us focus our attention on the theoretical proof of the global convergence for the given homotopy (Newton-type), that is the constructive proof. This paper is organized as follows. Section 2 is the main part, which exhibits such a "constructive proof of the Poincaré-Birkhoff theorem. There it will be seen that for the singular case, T has infinite fixed points in the set g(r, 6) = 0, and finding fixed points is generally simpler; but for the nonsingular case, the problem becomes more complicated. In Section 3, we outline a general framework of applications to the Duffing equations. As stated above, we use the path-following algorithm given by Allgower and Georg [3] . Neverthless, we also provide an experimental example, which shows the efficiency of the reduced algorithm.
It should be pointed out that recently Alpern and Prasad [4, 5] have established a very interesting conbinational proof of the famous Conley-ZehnderFranks theorem. This approach is different from ours. In particular, our approach reduces finding fixed points of area-preserving maps into following solutions of suitable ordinary differential equations with initial values. Consequently, it is convenient to implement to applications.
Constructive proof
In this section, we give a constructive proof of the Poincaré-Birkhoff theorem. From this proof we can obtain a global method of finding two fixed points for area-preserving maps. The following lemmas are vital to our discussion. Proof of the theorem. Let Fr(r, 0) = O, on<9Q.
Then Q is the desired simply connected region. . We shall prove that the former is impossible. Let (P(s, po), X(s, po)) be a loop. By Q(po) we denote the bounded region bounded by P(s, po) ■ We claim 0 £ Cl(po) and the orbit {P(s, po)} is star shaped about the origin 0.
First, {P(s, po)} is star shaped about the origin 0. Set P(s) = P(s, po) = (r(s), d(s)), X(s) = X(s, po). If not, then there would exist so £ R such that d(so) is minimal and dd/ds\s=So = 0. Since dd/ds = grr, we see gr(r(so), 6(so)) = 0. Notice that the line 0 = d(so) is a tangent of (r(s), 0(5)) at (r(so), d(so)) ■ By the area-preserving property of Tg , we have detr¿(r,0) = det(Í l + gg)=r-Hence for any (r, 8) £ VIA , (10) Ar*A8* = det fr fe \ gr i+gej ArA8 = (r + <*Ar)ArA0, (r+ÍAr, 6+íA6) whenever |Ar|, |A0| are sufficiently small. Since for sx, s2 £ R, along the curve {P(s)}, we get (11) Ar*A0* = Ar* Ad = fi(r + £Ar, 0 + £A0)ArA0. Notice that X(s) £ 1 . Therefore from (14) and (15) it follows that meas[Tg(Çl(po))] ¿ meas(Cl(po)), a contradiction. This shows that {(P(s), X(s))} is not a loop.
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By (6), (9)and (12), we get (16) X(s)>-U(r), fors£R.
Hence T(po) = {(P(s), X(s)):X(s) < 1} starts from the points in YIA x {1} and ends at the points in YIA x {1} . Set S± = {q £ UA: P(s, po) leads to q, as X(s) -> l,ie R±}.
We claim (17) S+nS-= 0.
If not, then S+ n S-^ 0 . By the above arguments, for each s £ R with X(s) < 1, 0 (5) is not an extreme value. Otherwise, for some so £ R, d(so) is an extreme value. Then for any interval I containing so, the property (P) does not hold. Therefore Applying the Arzela-Ascoli theorem and passing to a subsequence if necessary, we may assume Pk -> P*, and for each compact interval I with Xk(s) < 1, By the Arzela-Ascoli theorem, without loss of generality, we may assume Pk(s) ->P(s), Xk(s) -> X(s), uniformly with respect to 8k(s) g (0o-e,0o + e)-This shows that (P(s), X(s)) is a loop and satisfies X(s) < 1, Tx(P(s)) -P(s) = (l-X(s)) (g) .
The set Q is a bounded region bounded by {^(5)}. Then Í2 is star shaped about the origin. Notice if D+ U Z)_ = {p} , then A(s) ^ 1. Thus meas(7i(ß)) > meas(íí), for r0 > 0, meas(ri(Q)) < meas(£2), for rQ < 0, which leads to a contradiction. This completes the proof of the theorem .
A NUMERICAL EXAMPLE TO THE DUFFING EQUATIONS
In the above section, we have established the global convergence of our homotopy. As an application, in this section, we shall give a general framework of finding periodic solutions for the Duffing equations and also shall provide a numerical example.
Consider the Duffing equations (25) x" + F(t,x) = 0, where F:R x R -» R is a continuous function which is twice continuously differentiable in the second variable and 2it-periodic in the first variable. Then (25) has the equivalent form (26) x' = y, y' = -F(t,x).
Let (x(t, xo, yo), y(t, xo, yo)) denote the unique solution of (26) with the initial value (x(0), y(0)) = (xo,yo). Then the Poincaré map T:R2 -+ R2 defined by T(x0, yo) = (x(2it, xo, y0), y(2it, x0, y0))
is an area-preserving homeomorphism (see [29] ). Set x = reos 0, y = rsin 0 . Then (26) is transformed into r' = r sin 0 cos 0 -sin 8F(t, r cos 0), 0' = -sin2 0 --cos 8F(t, reos0).
Denote by (r(t, ro, 0o), 8(t, ro, do)) the unique solution of (27) with the initial value (r(0), 0(0)) = (r0, 0o). Using the notation of the Theorem,
ro" = r(27r,ro,0o) = /(ro,0o), 0o* = 0(27r,ro,0o) = ^(ro,0o) + 0o-2Â:7r, Â: = 1,2,....
To compute the periodic solutions of (25), we first fix a variable 0o 6 [0, 2n), and find a point r0 near the set {r: g(r, do) = 0, r > 0} by Newton's method. By the parametrized Sard theorem, the choice of such a point (ro, 0o) is of probability one. That zero is a regular value of the homotopy (29) is equivalent to the following initial value problem to the differential equation: (30) dH(r(s),d(s),X(s))=^ m = Q By the discussion in section 2, to find two solutions of (25), we only need to follow two different directions to X(s) = 1 of the curve determined by (30) .
Following the line of Allgower and Georg [3] , we have the following algorithm.
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Step 0: Given an initial point 0o £ [0, 2n), compute ro such that g(ro, 0o) = 0 by Newton's method, and X(0) = 0, an initial steplength ho > 0, x £ (0,1) and three small positive numbers ex, e2, e^ > 0. Set k: = 0.
Step In the following, we give an example for the superliner Duffing equation. For the general theory of such equations, refer to [28] and [29] . Set g(r, By a simple computation, we obtain an initial value (ro, 0o) = (1.210101, -1.018535). Using homotopy (29), we can get two distinct solutions (x*, yx) = (0, -0.955017) and (x^,y*2) = (0, 1.009132). In the following, Figure 2 is the homotopy path, which is generated by (29) and its initial point is (ro, 0o) ; Figures 3 and 4 are two periodic solutions of Example 1, and their initial points are (x*, y*), (x2, y2), respectively. Hence they are two distinct 27r-periodic solutions of the equation.
