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RECURRENCE QUANTIFICATION ANALYSIS OF THE PERIOD-DOUBLING
SEQUENCE
VLADIMI´R SˇPITALSKY´
Abstract. The period-doubling sequence is one of the most well-known aperiodic 0-1 sequences. In this
paper, a complete description of its symbolic recurrence plot is given, and formulas for asymptotic values of
basic recurrence quantifiers are derived.
1. Introduction
Recurrence plots [6] provide a visual representation of recurrences in a trajectory of a dynamical sys-
tem. Based on them, recurrence quantification analysis (RQA) introduces new quantitative characteristics
describing complexity of the system [20, 19]. Several of the mostly used ones, among them recurrence rate
(RR), determinism (DET), average line length (LAVG), and entropy of line lengths (ENT), are defined via
the so-called diagonal lines in recurrence plots; for the corresponding definitions, see Section 2.2.
Though initially RQA was used for continuous-state dynamics, it can be successfully applied also to
trajectories of discrete-state dynamical systems, that is, to sequences over a finite alphabet. In this context,
symbolic recurrence plots were proposed in [7], see also [8]. Instead of depending on two parameters:
embedding dimension m and distance threshold ε, symbolic recurrence plots depend only on embedding
dimension m (in fact, dependence on ε can be transformed into dependence on m, see Remark 5). Further,
diagonal lines of any length ℓ in the symbolic recurrence plot with embedding dimension m correspond, in
a one-to-one way, to those of length ℓ +m − 1 in the recurrence plot with embedding dimension 1. Thus,
instead of recurrence plots depending on m and ε, recurrence analysis of a symbolic sequence x = x1x2 . . . xn
can be based on one symbolic recurrence plot R(n) = (Rij)nij=1 defined simply by Rij = 1 if xi = xj , and
Rij = 0 if xi 6= xj . Note also that any diagonal line correspond to a (maximal, non-prolongable) repetition
of a subword w of x; so we may say that the diagonal line is determined by the word w. Hence recurrence
quantifiers are closely related to combinatorial properties of x.
Since our aim is to study asymptotic values of recurrence quantifiers (that is, limits as n → ∞), we
consider an infinite symbolic sequence x = x1x2 . . . and its infinite recurrence plot R = (Rij)∞i,j=1. If the
sequence x is periodic, its infinite recurrence plot is very simple: all diagonal lines have infinite lengths, they
begin at the boundary of R, and their starting points are spread evenly; thus all recurrence quantifiers can
be easily derived. Analogously for eventually periodic sequences. On the other hand, if x is not eventually
periodic then, apart from the main diagonal, every diagonal line in the recurrence plot has finite length.
One of the most well-known aperiodic (but almost periodic, even regularly recurrent) sequences is the
period-doubling sequence x = x1x2 . . . = 0100 0101 0100 0100 . . .. There are several possible definitions of it;
we recall three of them. First, as the name suggests, the i-th member xi of the sequence is equal to kimod 2,
where ki is the largest integer such that 2
ki divides i. Second, the period-doubling sequence is a unique fixed
point of the so-called period-doubling substitution, that is, the substitution ξ over alphabet A = {0, 1} given
by ξ(0) = 01 and ξ(1) = 00. Third, x is a Toeplitz sequence given by patterns (0∗) and (1∗); see [12] and [5,
Example 10.1]. For yet another definition of x as the kneading sequence of an interval map, see [13, 1.10.1].
The period-doubling sequence and the induced subshift have been studied since 1940s, see [9] or [10, 12.52].
For a thorough treatment we refer the reader to [13] (there, the terms Feigenbaum sequence / subshift are
used instead). See also [4, 1, 3] for some recent results.
The period-doubling sequence is aperiodic, but it is in a sense very regular. However, as we will show,
behavior of its recurrence quantifiers is far from being trivial. The purpose of this work is to give explicit
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formulas for asymptotic values of several main RQA characteristics. Note that some of the characteristics (for
example recurrence rate or determinism) can be defined via correlation integral [11]; hence the knowledge of
the (unique) invariant measure of the period-doubling subshift allows one to obtain formulas for asymptotic
values of them [16].
In this paper we follow original definition of RQA quantifiers via diagonal lines. We show that the length
ℓ of any diagonal line must be of the form 2k+1 − 1 or 3 · 2k − 1 for some k ≥ 0. Further, we obtain a simple
expression for the set of starting points of diagonal lines of given length ℓ, which allows us to compute the
density of this set in N2. These results are summarized in Theorem 1. To formulate it, put
M1 = {i ∈ N : xi = 1}, M0 = N \M1 = {i ∈ N : xi = 0},
and define
A = (2M1 − 1)× (2M1 + 1) ⊔ (2M1)× ((4M1 − 1) ⊔ (4M1 + 1)),
B = (2M1 − 1) ⊔ (2M1),
C = (2M1 − 1)× (2M1).
Theorem 1. Let R be the (infinite) symbolic recurrence plot of the period-doubling sequence x with embedding
dimension 1. Let ℓ ≥ 1 and i, j ≥ 1. Then (i, j) is a starting point of a diagonal line of length ℓ in R if and
only if (exactly) one of the following two cases happens
(1) ℓ = 2k+1 − 1 for some k ≥ 0 and either (i, j) or (j, i) belongs to the union of the sets 2kA− (2k − 1)
and [2kB − (2k − 1)]× {1};
(2) ℓ = 3 · 2k − 1 for some k ≥ 0 and either (i, j) or (j, i) belongs to the set 2kC − (2k − 1);
in both cases, every diagonal line of length ℓ is determined by the word xℓ1 = x1x2 . . . xℓ. Consequently, the
density of (the set of starting points of) diagonal lines of length ℓ ≥ 1 in N2 is
dℓ =
cℓ
(ℓ + 1)2
, where cℓ =


4/9 if ℓ = 2k+1 − 1 for some k ≥ 0;
1/2 if ℓ = 3 · 2k − 1 for some k ≥ 0;
0 otherwise.
Theorem 1 enables us to determine asymptotic values of recurrence quantifiers defined via diagonal lines.
In this paper we consider four of them: recurrence rate RRmℓ , determinism DET
m
ℓ , average line length
LAVGmℓ , and entropy of line lengths ENT
m
ℓ ; there, m is an embedding dimension and ℓ is a lower bound for
lengths of diagonal lines (for corresponding definitions, see Section 2.2). Formulas for these quantifiers are
summarized in the following theorem. As our results show, for large m determinism DETmℓ attains three
possible values: 1, 5/7, and 7/10. Average line length LAVGmℓ is bounded from both sides by increasing
linear functions. A surprisingly simple formula is obtained for the entropy of diagonal line lengths ENTmℓ ,
which is always equal to 2 log 2. To make the notation easier, for every ℓ ≥ 1 let kℓ ≥ 0 denote the smallest
integer such that 3 · 2kℓ−1 − 1 < ℓ ≤ 3 · 2kℓ − 1; that is, kℓ = ⌊log2((ℓ+ 1)/3⌋. Distinguish two cases:
(I) 3 · 2kℓ−1 − 1 < ℓ ≤ 2kℓ+1 − 1;
(II) 2kℓ+1 − 1 < ℓ ≤ 3 · 2kℓ − 1;
in the first case put aℓ = 2, in the second one put aℓ = 1.
Theorem 2. For integers m, ℓ ≥ 1 put ℓ′ = ℓ+m− 1. Then
(1) RRmℓ =
2aℓ′ + 3
9 · 2kℓ′
−
aℓ′
9 · 4kℓ′
;
(2) DETmℓ = RR
m
ℓ /RR
m
1 and, for every ℓ ≥ 2, there exists a partition N = A1 ⊔ A2 ⊔ A3 of N into
infinite subsets such that A1 has density 1 and
DETmℓ = 1 if m ∈ A1, limm→∞
m∈A2
DETmℓ =
5
7
, and lim
m→∞
m∈A3
DETmℓ =
7
10
;
(3) LAVGmℓ =
(
2 + 3aℓ′
)
2kℓ′ − 1 ; consequently, LAVG11 = 5/2 and, for ℓ +m− 1 ≥ 2,
5
3
(ℓ+m− 1) +
2
3
≤ LAVGmℓ ≤
5
2
(ℓ +m− 1)− 1;
(4) ENTmℓ = 2 log 2.
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Let us mention some other recurrence quantifiers, which are not covered by Theorem 2. A formula for
ratio, defined by RATIOmℓ = DET
m
ℓ /RR
m
1 , can be readily obtained from Theorem 2. Asymptotic value of
the maximal length of a diagonal line LMAXmℓ is always equal to ∞ [11, Remark 6]; using the first part of
Theorem 1, one can derive a formula for LMAXmℓ (n), the maximal length of diagonal lines in finite recurrence
plot R(n) of size n× n.
We have not considered recurrence quantifiers defined diagonalwise, i.e. relatively to a △-diagonal in the
recurrence plot (a △-diagonal is the set of pairs (i, j) with j − i = △), for example trend TNDm [19, p. 16].
It seems that Theorem 1 can be useful also for determining these quantifiers. For example, it implies that
every △-diagonal (in the infinite recurrence plot) with |△| ≥ 2 contains lines of either two or three distinct
lengths.
Another topic not considered in this paper concerns recurrence quantifiers defined via vertical lines (see
e.g. [19, Section 1.3.2]). However, for the period-doubling sequence they are trivial. In fact, in the recurrence
plot with embedding dimension 1, every vertical line has length either 1 or 3. Consequently, for embedding
dimension greater than 2, all vertical lines are singletons.
The paper is organized as follows. In the following section we recall basic properties of the period-
doubling sequence as well as definitions of considered RQA quantifiers. Section 3 is devoted to the proof of
Theorem 1. Finally, in Section 4 we derive formulas for asymptotic values of recurrence quantifiers and we
prove Theorem 2.
2. Preliminaries
The set of positive (non-negative) integers is denoted by N (N0) and the set of real numbers is denoted
by R. The natural logarithm is denoted by log. The cardinality of a set A is denoted by #A. We adopt the
following conventions. First, 0 log 0 = 0. Second, [a, b] = ∅ for a > b.
For a subset A of a Euclidean space and for a, b ∈ R we put aA+ b = {ax+ b : x ∈ A}. Let k ≥ 1 be an
integer. The (asymptotic) density of a subset A of Nk is defined by
d(A) = lim
n→∞
1
nk
·#{(a1, . . . , ak) ∈ A : ai ≤ n},
provided the limit exists. Trivially, if both subsets A and B of Nk have density, and a ≥ 1 and b > −a
are integers, then d(A × B) = d(A) · d(B) and d(aA + b) = a−kd(A). Moreover, if A,B are disjoint then
d(A ⊔B) = d(A) + d(B).
Put A = {0, 1} and A∗ =
⋃
ℓ≥0A
ℓ; the members of A and A∗ will be called letters and words, respectively.
An ℓ-word w = w1 . . . wℓ = w
ℓ
1 is any member of A
ℓ (ℓ ≥ 0) and the length |w| of it is ℓ. The unique 0-word
will be denoted by o.
Members of AN will be called sequences. A metric ̺ on AN is defined by ̺(y, z) = 2−k, where k = inf{i ≥
1: yi 6= zi}. Note that (AN, ̺) is a compact metric space of diameter 1. The (left) shift on AN is the map
σ : AN → AN defined by σ(y1y2 . . . ) = y2y3 . . . .
The concatenation of (finitely or infinitely many) words, and of finitely many words and a sequence, is
defined in a natural way.
2.1. The period-doubling sequence. The period-doubling sequence is a sequence x = (xi)
∞
i=1, where
xi = kimod 2 with ki ≥ 0 being the largest integer such that 2ki divides i. If we partition N into the sets
Nk = {n ∈ N : n ≡ 2k (mod 2k+1)} (k ≥ 0), then
M0 = {i ∈ N : xi = 0} =
⊔
k≥0
N2k and M1 = {i ∈ N : xi = 1} =
⊔
k≥0
N2k+1.
The language L = Lx of x is the set of all subwords x
ℓ
i = xixi+1 . . . xi+ℓ−1 (i ≥ 1, ℓ ≥ 0) of x. The orbit
closure of x, that is, the closure of the set {σn(x) : n ≥ 0}, is called the period-doubling subshift. It is the set
of all sequences y with the language Ly equal to that of x.
The period-doubling substitution ξ : A → A∗ is defined by
(2.1) ξ(a) = 0a¯ (a ∈ A), where 0¯ = 1 and 1¯ = 0.
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It can be naturally extended to A∗ and to AN; since no confusion can arise, these extensions will be denoted
again by ξ. Iterates of ξ will be denoted by ξk (k ≥ 0). The substitution ξ is primitive and has constant
length 2 (for the corresponding notions, see e.g. [17, Chapter 5]). The period-doubling sequence x is the
unique fixed point of ξ. Thus
(2.2) ξ(xi) = x2i−1x2i for every i ≥ 1.
To distinguish even and odd positions in X , we will often write the symbol | just before a letter at an
odd position. For example, instead of x = 01000101 . . . we can write x = |01|00|01|01| . . . . We say that an
ℓ-word w ∈ Lx (ℓ ≥ 1) is recognizable if (i− j) is even whenever xℓi = x
ℓ
j = w. If w is recognizable and some,
hence every, i with xℓi = w is even (odd), we say that the word w is even (odd). So e.g. for an odd word w
we can always write x = . . . |w . . . .
Lemma 3. A word w ∈ Lx is recognizable if and only if w 6∈ {o, 0, 00}.
Proof. The fact that 0 and 00 are not recognizable is trivial. If w = 000, for any i with x3i = w we have
i ≥ 2 and xi−1 = 1 (to see it, use that N1 ⊆M1), hence i is odd and w is recognizable. Any other nonempty
word w ∈ Lx contains a letter 1; then recognizability follows since M1 contains only even integers. 
2.2. Recurrence quantification analysis. Let x = (xi)i≥1 be a (finite or infinite) symbolic sequence
over a finite alphabet A. Take integers n ≥ 2 and m ≥ 1 such that n + m − 1 is smaller than or equal
to the length of x. The discrete analogue of m-embedding is obtained by considering m-words xmi =
xixi+1 . . . xi+m−1 (1 ≤ i ≤ n). Following [7], we say that the symbolic recurrence plot
1 is the n × n matrix
Rm(n) = (Rmij )
n
i,j=1 defined by
Rmij =
{
1 if xmi = x
m
j ;
0 otherwise.
For distinct2 integers i, j ∈ {1, . . . , n} and for 1 ≤ ℓ ≤ n + 1 − max{i, j}, we say that (i, j) is a starting
point and (i + ℓ− 1, j + ℓ− 1) is an end point of a diagonal line of length ℓ (in the recurrence plot Rm(n))
if Rmi+h,j+h = 1 for every 0 ≤ h < ℓ, R
m
i−1,j−1 = 0 provided min{i, j} ≥ 2, and R
m
i+ℓ,j+ℓ = 0 provided
max{i, j} <= n − ℓ. The number of diagonal lines of length exactly ℓ (at least ℓ) in Rm(n) is denoted
by Lmℓ (n) (L˜
m
ℓ (n)). Since we are interested in asymptotics, we prefer to use relative notions, namely the
frequency of the starting points of diagonal lines of length exactly ℓ and of length at least ℓ:
(2.3) dmℓ (n) =
1
n2 − n
Lmℓ (n) and d˜
m
ℓ (n) =
1
n2 − n
L˜
m
ℓ (n) =
∑
l≥ℓ
dml (n).
Take any ℓ ≥ 1. Then the recurrence rate, determinism, average line length, and entropy of line lengths are
given by (see e.g. [15, Section 1.3.1])
RRmℓ (n) =
∑
l≥ℓ
l dml (n),(2.4)
DETmℓ (n) =
RRmℓ (n)
RRm1 (n)
,(2.5)
LAVGmℓ (n) =
RRmℓ (n)
d˜
m
ℓ (n)
,(2.6)
ENTmℓ (n) = −
∑
l≥ℓ
dml (n)
d˜
m
l (n)
· log
dml (n)
d˜
m
l (n)
.(2.7)
If x is infinite, taking n =∞ yields the definitions of the infinite symbolic recurrence plot Rm = (Rmij )
∞
i,j=1
and the diagonal lines in it. Excluding the trivial case when x is eventually periodic, we have that all diagonal
1 For fixed embedding dimension m, order patterns recurrence plots [14], or symbolic recurrence plots [2], form a special
case of symbolic recurrence plots as defined in [7].
2We exclude the main diagonal.
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lines have finite length. The asymptotic values of recurrence quantifiers are defined by limits as n approaches
infinity, provided the limits exist. So, for example,
(2.8) dmℓ = limn→∞
dmℓ (n), d˜
m
ℓ = limn→∞
d˜
m
ℓ (n),
and analogously for RRmℓ , DET
m
ℓ , LAVG
m
ℓ , and ENT
m
ℓ . Note that d
m
ℓ is equal to the density of the set of
starting points of diagonal lines of length ℓ in Rm.
Remark 4 (Dependence on embedding dimension m). Since
Lmℓ (n) = L
1
ℓ+m−1(n) for every l,m, n ≥ 1,
we have dmℓ = d
1
ℓ+m−1 and d˜
m
ℓ = d˜
1
ℓ+m−1. Thus, in order to determine density d
m
ℓ , we may restrict our
considerations to the case when the embedding dimension m equals 1. In such a case we skip the upper
index, so we e.g. write Rij instead of R
1
ij , and dℓ instead of d
1
ℓ . This is used in Sections 3 and 4.1.
Remark 5 (Dependence on distance threshold ε). Recurrence plots usually depend also on the distance
threshold ε. However, under the metric ̺ on AN, the (continuous) recurrence plot for given m and ε is
equal to the symbolic recurrence plot for appropriate embedding dimension m′. In fact, fix any ε > 0 and
take a unique integer h such that ε ∈ [2−h, 2−h+1); if h < 0 put hε = 0 and otherwise put hε = h. Then
̺(y, z) ≤ ε is equivalent to yi = zi for every 1 ≤ i ≤ hε. Consequently, the (continuous) recurrence quantifiers
for such an ε are equal to symbolic ones with embedding dimension equal to m′ = m + hε; for example,
RRmℓ (n, ε) = RR
m+hε
ℓ (n) and DET
m
ℓ (n, ε) = DET
m+hε
ℓ (n). Notice that ε → 0 is equivalent to hε → ∞;
that is, dependence of recurrence quantifiers on the distance threshold ε → 0 (in the continuous recurrence
plot) is in fact that on embedding dimension m→∞ (in the symbolic recurrence plot).
3. Lengths and density of diagonal lines for the period-doubling sequence
For the period-doubling sequence x = (xi)
∞
i=1 consider the (infinite) symbolic recurrence plot R =
(Rij)
∞
i,j=1, where Rij = 1 if xi = xj and Rij = 0 otherwise; that is, in the whole section we use the
embedding dimension m equal to one; see Remark 4. For a, b ∈ A and w ∈ Lx put
(3.1) J abw = {i ∈ N : i ≥ 2, x
|w|+2
i−1 = awb}, I
ab
w = J
ab
w × J
a¯b¯
w ,
and
(3.2) Hbw = {i ≥ 2: x
|w|+1
i = wb, x
|w|+1
1 = wb¯}.
The sets Iabw and H
b
w are tightly connected with diagonal lines in the symbolic recurrence plot R, as is shown
by the following simple result.
Proposition 6. Let ℓ ≥ 1 be an integer and i, j ≥ 1 be distinct. Then, in the (infinite) symbolic recurrence
plot R of x, a diagonal line of length ℓ starts at (i, j) if and only if (exactly) one of the following two cases
happens:
(1) there are an ℓ-word w and letters a, b such that (i, j) ∈ Iabw ;
(2) there are an ℓ-word w and a letter b such that i ∈ Hbw and j = 1, or vice versa.
Cases (1) and (2) correspond to diagonal lines starting inside the recurrence plot and at the boundary of
the recurrence plot, respectively. In both cases we say that the word w determines the line starting at (i, j).
Proof. The proof is straightforward. Take any line of length ℓ starting at (i, j) and put w = xℓi = x
ℓ
j ,
b = xℓ+i. Since the length of the line is ℓ, we must have xℓ+i 6= xℓ+j and so xℓ+j = b¯. If j = 1 then i ∈ Hbw;
analogously, if i = 1 then j ∈ Hb¯w. If both i and j are greater than 1 then put a = xi−1 and realize that
a¯ = xj−1, so (i, j) ∈ Iabw .
On the other hand, trivially any (i, j) ∈ Iabw ⊔ (H
b
w × {1}) ⊔ ({1} × H
b
w) is the starting point of a line of
length |w|. 
In the rest of the section we determine all possible lengths ℓ of diagonal lines and we show that for every
such length ℓ there is a unique word w which determines all lines of length ℓ, see Propositions 11 and 12.
We begin with lines starting inside the recurrence plot.
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3.1. Diagonal lines starting inside the recurrence plot. The next lemma gives us an easy recurrent
way for determining the sets J abw .
Lemma 7. Let w ∈ Lx be an odd recognizable word of an odd length. Then there is a unique word w˜ ∈ Lx
such that w = ξ(w˜)0 (hence |w| = 2|w˜|+ 1) and
J abw = 2J
a¯b¯
w˜ − 1 for every letters a, b.
Proof. Let ℓ be such that |w| = 2ℓ + 1; then ℓ ≥ 1 by Lemma 3. Take any i ∈ J abw . Then i ≥ 2, xi−1 = a,
x2ℓ+1i = w, and xi+2ℓ+1 = b. The word w is odd and i 6= 1, so there is h ≥ 2 such that i = 2h− 1. By (2.2)
and (2.1),
ξ(xℓ+2h−1) = ξ(xh−1xh . . . xh+ℓ) = |x2h−3x2h−2|x2h−1x2h| . . . |x2h+2ℓ−1x2h+2ℓ| = |0a|wb| .
Thus, by (2.1), xh−1 = a¯ and xh+ℓ = b¯. Further, w = ξ(w˜)0, where w˜ = x
ℓ
h. So h ∈ J
a¯b¯
w˜ . This proves that
J abw ⊆ 2J
a¯b¯
w˜ − 1. The reverse inclusion can be proved analogously. 
The following lemma describes the sets J abw for “short” words w. Recall that M1 is the set of indices i
with xi = 1.
Lemma 8. The following are true:
(1) J 00o = (2M1) ⊔ (2M1 + 1), J
11
o = ∅, J
01
o =M1, J
10
o = M1 + 1;
(2) J 000 = 2M1, J
11
0 = (4M1 − 1) ⊔ (4M1 + 1), J
01
0 = 2M1 + 1, J
10
0 = 2M1 − 1;
(3) J 0000 = ∅, J
11
00 = ∅, J
01
00 = 2M1, J
10
00 = 2M1 − 1.
Proof. (1) Since xi = 0 for every odd i, we easily have the last three equalities. Take any i ∈ J 00o . If i is
even, we can write xi−1xi = |00| and so xi/2 = 1 and i/2 ∈M1; otherwise xi−1xi = 0|0, so x(i−1)/2 = 1 and
(i− 1)/2 ∈M1. Thus J 00o = (2M1) ⊔ (2M1 + 1).
(2) By (2.2), J 000 = {i : x
4
i−1 = |00|01|} = {i : i even, x
2
i/2 = 10} = 2(J
10
o − 1). This yields the first
equality from (2). Analogously, J 110 = 2J
00
o − 1, J
01
0 = 2J
10
o − 1, and J
10
0 = 2J
01
o − 1, from which the other
three equalities follow.
(3) The first two equalities follow from N0 ⊆M0 and N1 ⊆M1. To prove the other two, it suffices to use
the facts that J 0100 = 2(J
10
o − 1) and J
10
00 = 2J
01
o − 1, which can be obtained as in (2). 
The next lemma is a direct consequence of Lemma 8 and (3.1).
Lemma 9. Let a, b ∈ A. Then
(1) Iab0 6= ∅;
(2) Iab00 6= ∅ if and only if a 6= b;
(3) Iabw = ∅ for every w 6∈ {0, 00} of length 1 ≤ |w| ≤ 2.
Lemma 10. Let a, b ∈ A and w ∈ Lx be recognizable. If Iabw 6= ∅ then w is odd and |w| ≥ 3 is odd.
Proof. Put ℓ = |w| and take any (i, j) ∈ Iabw . Hence x
ℓ+2
i−1 = awb and x
ℓ+2
j−1 = a¯wb¯; in particular, xi−1 = a 6=
a¯ = xj−1 and xi+ℓ = b 6= b¯ = xj+ℓ.
Suppose that w is even. Then both i and j are even and xi−1 = 0 = xj−1, a contradiction. Thus w is
odd and so both i and j are odd. If ℓ is even then both i + ℓ and j + ℓ are odd and so xi+ℓ = 0 = xj+ℓ, a
contradiction; thus ℓ is odd.
It suffices to show that ℓ ≥ 3. If this is false then, by the previous part of the proof, ℓ = 1 and w is odd,
so w = 0. But w = 0 is not recognizable by Lemma 3. This contradiction shows that ℓ ≥ 3. 
For any word v = v1v2 . . . vℓ (ℓ ≥ 1) write v′ = v1v2 . . . vℓ−1.
Proposition 11. Let a, b ∈ A and w ∈ Lx. Then Iabw 6= ∅ if and only if there is k ≥ 0 such that (exactly)
one of the following conditions holds:
(1) w = xℓ1 for ℓ = 2
k+1 − 1;
(2) w = xℓ1 for ℓ = 3 · 2
k − 1, and a 6= b.
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Moreover, if either (1) or (2) is true then
w = [ξk(w˜0)]′ and Iabw = 2
kI a˜b˜w˜ − (2
k − 1),
where w˜ = 0 in (1) and w˜ = 00 in (2), a˜ = a and b˜ = b if k is even, and a˜ = a¯ and b˜ = b¯ if k is odd.
Proof. For |w| ≤ 2 the result follows from Lemmas 9 and 10; so we may assume that |w| ≥ 3. Assume that
Iabw 6= ∅; we are going to show that there are an integer k, a word w
(k) ∈ {0, 00}, and letters a(k), b(k) such
that
(3.3) w = [ξk(w(k)0)]′ and Iabw = 2
k · Ia
(k)b(k)
w(k) − (2
k − 1).
We proceed by induction. Put w(0) = w, a(0) = a, b(0) = b, and I(0) = Iabw . Assume that, for some h ≥ 0,
w(h), a(h), b(h), and I(h) 6= ∅ have been defined. If |w(h)| ≤ 2, put k = h and finish the induction. Otherwise,
by Lemmas 10 and 3, w(h) is an odd recognizable word of odd length. So, by Lemma 7, there is a word
w(h+1) such that
(3.4) w(h) = ξ(w(h+1)) 0 and I(h) = 2I(h+1) − 1,
where a(h+1) = a(h), b(h+1) = b(h), and I(h+1) = Ia
(h+1)b(h+1)
w(h+1)
. Since |w(h+1)| < |w(h)|, the induction always
finishes at some finite step and so k is well defined. Moreover, w(k) ∈ {0, 00} by Lemma 9 and the fact that
I(k) 6= ∅.
By (3.4), w = w(0) = ξk(w(k))ξk−1(0)ξk−2(0) . . . ξ1(0)0. Since 0 = ξ1(0)′ and, for every h ≥ 1,
ξh(0)[ξh(0)]′ = [ξh(00)]′ = [ξh+1(1)]′ = [ξh+1(0)]′ (the last equality follows from the fact that ξh+1(0)
and ξh+1(1) differs only at the final letter), we obtain (3.3). Now it suffices to put w˜ = w(k), a˜ = a(k), and
b˜ = b(k).
To finish the proof we need to show that either of (1) or (2) implies Iabw 6= ∅. To this end, assume that (1)
or (2) is true. Analogously as above, an application of Lemma 7 yields (3.3). Hence Iabw 6= ∅ by Lemma 9. 
3.2. Diagonal lines starting at the boundary of the recurrence plot.
Proposition 12. Let b ∈ A and w ∈ Lx. Then Hbw 6= ∅ if and only if there is k ≥ 0 such that w = x
ℓ
1 for
ℓ = 2k+1 − 1, and b = 0 if k is even and b = 1 if k is odd. Moreover, if this is satisfied then
Hbw = 2
kH00 − (2
k − 1) and H00 = (2M1 − 1) ⊔ (2M1).
Proof. The proof is analogous to that of Proposition 11. Clearly Hbw 6= ∅ implies w = x
ℓ
1 and b¯ = xℓ+1 for
some odd ℓ ≥ 1. If ℓ = 1 then w = 0 and b = 0; thus, by Lemma 8,
Hbw = {i ≥ 2: x
2
i = 00} = J
00
o − 1 = (2M1 − 1) ⊔ (2M1).
If ℓ ≥ 3 then w is recognizable by Lemma 3, and hence odd since w = xℓ1. A result analogous to that of
Lemma 7 gives a word w˜ such that
w = ξ(w˜)0 and Hbw = 2H
b¯
w˜ − 1.
Now one implication of the lemma follows as in the proof of Proposition 11. The reverse implication can be
proved in the same manner as in Proposition 11. 
3.3. Density of lines of given length. For ℓ ≥ 1 denote the set of starting points of diagonal lines of
length ℓ by Kℓ. By Propositions 6, 11, and 12,
(3.5) Kℓ =


(⊔
a,b∈A I
ab
w
)
⊔ (Hbℓw × {1}) ⊔ ({1} × H
bℓ
w ) if ℓ ∈ 2
N − 1,
I01w ⊔ I
10
w if ℓ ∈ 3 · 2
N0 − 1,
∅ otherwise,
where w = xℓ1, and bℓ = 0 if ℓ = 2
2k−1 − 1 and bℓ = 1 if ℓ = 22k − 1 (k ≥ 1).
Proposition 13. For any integer ℓ ≥ 1, the density of the set Kℓ is
dℓ =


1/(9 · 4k) if ℓ = 2k+1 − 1 for some k ≥ 0;
1/(18 · 4k) if ℓ = 3 · 2k − 1 for some k ≥ 0;
0 otherwise.
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Proof. Since any nonempty Iabw has positive density in N
2, we may ignore the sets Hbℓw . It is an easy exercise
to show that d(M1) = 1/3. Lemma 8 easily implies that d(Iab0 ) = 6
−2 for every a, b and d(Iab00 ) = 6
−2 for
every distinct a, b.
Assume now that ℓ = 2k+1 − 1 for some k ≥ 0; by Proposition 11, Iabv = ∅ for every ℓ-word v 6= x
ℓ
1 and
every a, b ∈ A; further, for w = xℓ1,
d(Iabw ) =
1
(6 · 2k)2
for every a, b ∈ A.
Since the four sets Iabw (a, b ∈ A) are pairwise disjoint, we have dℓ = 4/(6 · 2
k)2.
If ℓ = 3 · 2k − 1 for some k ≥ 0, we analogously obtain
d(Iabw ) =
1
(6 · 2k)2
for w = xℓ1 and every a 6= b,
and so dℓ = 2/(6 · 2
k)2.
If ℓ 6∈ {2k+1 − 1, 3 · 2k − 1: k ≥ 0} then Iabw = ∅ for every ℓ-word w and every a, b; thus dℓ = 0. 
3.4. Proof of Theorem 1. Now we are ready to prove Theorem 1.
Proof of Theorem 1. By (3.5) and Proposition 13, it suffices to show that every nonempty set Kℓ is of the
given form. Take any ℓ ∈ (2N− 1)⊔ (3 ·2N0− 1) and put w = xℓ1. To make the notation easier, for any subset
S of N2 write S˜ = {(j, i) : (i, j) ∈ S}.
Assume first that ℓ = 3 · 2k − 1 for some k ≥ 0. For a 6= b Proposition 11 yields Iabw = 2
kI a˜b˜00 − (2
k−1 − 1),
where a˜ 6= b˜. Hence, by Lemma 8, Kℓ = 2k
(
I0100 ⊔ I
10
00
)
− (2k − 1) = 2k(C ⊔ C˜) − (2k − 1). Now assume
that ℓ = 2k+1 − 1 (k ≥ 0). Propositions 11 and 12 give Iabw = 2
kI a˜b˜0 − (2
k − 1) for any a, b ∈ A, and
Hbℓw = 2
kB − (2k − 1). Since
⊔
a˜,b˜∈A I
a˜b˜
0 = A ⊔ A˜ by Lemma 8, the proof is finished. 
4. RQA measures for the period-doubling sequence
4.1. Technical lemmas. In order to derive formulas for asymptotic recurrence quantifiers, we will need
upper and lower bounds for cardinalities of the sets Kℓ ∩ [1, n]2, which are tightly connected with densities
dℓ(n) defined in (2.3). This is covered by the following two lemmas.
Lemma 14. For every integers ℓ, n ≥ 1,
(4.1) Kℓ ∩ [1, n]
2 6= ∅ if and only if n ≥ ℓ+ 2 and ℓ ∈ (2N − 1) ⊔ (3 · 2N0 − 1).
Proof. If ℓ 6∈ (2N − 1) ⊔ (3 · 2N0 − 1) then Kℓ = ∅ by Theorem 1. Assume that ℓ = 2k+1 − 1 for some k ≥ 0,
and put i0 = ℓ + 2, j0 = 1. Then, by Theorem 1, (i0, j0) ∈ Kℓ and max{i, j} ≥ i0 for every (i, j) ∈ Kℓ
(indeed, it suffices to use minM1 = 2). Thus we have (4.1) provided ℓ ∈ (2N−1). In the remaining case when
ℓ = 3 · 2k− 1 (k ≥ 0) we can prove (4.1) analogously, with j0 = 1 replaced by j0 = 2k+1+1 < ℓ+2 = i0. 
Lemma 15. There are constants α, β > 0 such that, for every integers ℓ ≥ 1 and n ≥ 2 with Kℓ∩ [1, n]2 6= ∅,
(4.2)
α
ℓ2
≤
1
n2 − n
#(Kℓ ∩ [1, n]
2) ≤
β
ℓ2
.
Proof. To make the notation easier, for h ∈ N, a subset S of Nh, and x ∈ R put
(4.3) D(S, x) = #(S ∩ [1, x]h)
(recall that [1, x] = ∅ for x < 1). Clearly,
(4.4) D(S, x) ≤ xh for every x ≥ 1
and, for every integers c > 0 and d > −c,
(4.5) D(cS + d, x) = D(S, (x− d)/c).
Let ℓ = 2k+1 − 1 for some k ≥ 0. Then, by Theorem 1 and (4.5),
(4.6) D(Kℓ, n) = 2D(2
kA− (2k − 1), n) + 2D(2kB − (2k − 1), n) = 2D(A, n¯) + 2D(B, n¯),
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where n¯ = (n+ 2k − 1)2−k. If n > 2k+1 then (4.4) yields
D(Kℓ, n) ≤ 2n¯
2 + 2n¯ < 2(n¯+ 1)2 < 2
( n
2k
+ 2
)2
<
8n2
4k
=
32n2
(ℓ+ 1)2
.
On the other hand, if n ≤ 2k+1 then D(Kℓ, n) = 0 by Lemma 14. Thus, for every n ∈ N,
(4.7) D(Kℓ, n) ≤
32n2
(ℓ+ 1)2
.
For ℓ = 3 · 2k − 1 (k ≥ 0) we analogously obtain
(4.8) D(Kℓ, n) = 2D(2
kC − (2k − 1), n) = 2D(C, n¯) ≤ 2n¯2,
with n¯ = (n+ 2k − 1)2−k. Since again D(Kℓ, n) = 0 if n ≤ 2k+1 by Lemma 14, for every n we have
(4.9) D(Kℓ, n) <
9n2
2 · 4k
=
81n2
2(ℓ+ 1)2
.
Since, by Theorem 1, Kℓ = ∅ for every ℓ 6∈ (2N − 1) ⊔ (3 · 2N0 − 1), estimates (4.7) and (4.9) give the upper
bound in (4.2).
To obtain the lower bound in (4.2), we proceed analogously. Assume that D(Kℓ, n) > 0; so ℓ ∈ {2k+1 −
1, 3 · 2k − 1} for some k ≥ 0. Since D(M1, x) ≥ D(N1, x) = ⌊(x + 2)/4⌋ > (x − 2)/4 for every x > 0, (4.5)
yields that both D(A, x) = D(2M1 − 1, x) · D(2M1 + 1, x) and D(C, x) = D(2M1 − 1, x) · D(2M1, x) are
greater than ((x − 5)/8)2. Thus, by (4.6) and (4.8),
D(Kℓ, n) ≥ 2
(
n2−k − 5
8
)2
.
For n > 10 · 2k this gives D(Kℓ, n) > n2/(25(ℓ+ 1)2). If n ≤ 10 · 2k then
D(Kℓ, n) ≥ 1 ≥
( n
10 · 2k
)2
≥
4n2
102(ℓ+ 1)2
>
n2
25(ℓ+ 1)2
.
We have proved that D(Kℓ, n) > 0 implies D(Kℓ, n) > n2/(25(ℓ+ 1)2). From this the existence of α readily
follows. 
Lemma 16. For every integers m, ℓ ≥ 1,
lim
n→∞
∑
l≥ℓ
dml (n) =
∞∑
l=ℓ
dml , lim
n→∞
∑
l≥ℓ
l dml (n) =
∞∑
l=ℓ
l dml , and
lim
n→∞
∑
l≥ℓ
dml (n) log d
m
l (n) =
∞∑
l=ℓ
dml log d
m
l .
(4.10)
Proof. We start by proving the second equality from (4.10). By Remark 4 we may assume that m = 1. Let
α, β be constants from Lemma 15; we may assume that α < 1. For integers k ≥ ℓ and n ≥ 2 put (recall the
notation (4.3))
δk(n) =
1
n2 − n
D(Kk, n), εk(n) =
k∑
l=ℓ
lδl(n), εk =
k∑
l=ℓ
l dl, ε(n) =
∞∑
l=ℓ
lδl(n).
Using the fact that limn δl(n) = limn dl(n) = dl we obtain
lim
n→∞
εk(n) = εk.
Define γl = β/l if l ∈ (2N − 1) ⊔ (3 · 2N0 − 1) and γl = 0 otherwise. Since
∑∞
l=ℓ γl < ∞ and, by Theorem 1
and Lemma 15, 0 ≤ lδl(n) ≤ γl for every l ≥ ℓ, Weierstrass M-test yields
lim
k→∞
εk(n) = ε(n) uniformly in n.
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Now, by Moore-Osgood theorem (see e.g. [18, p. 140]), limn limk εk(n) = limk limn εk(n), that is,
lim
n→∞
∑
l≥ℓ
lδl(n) =
∞∑
l=ℓ
l dl .
Thus, to finish the proof of the second equality from (4.10) it suffices to show that
∑
l≥ℓ l(δl(n) − dl(n))
converges to zero as n→∞.
We say that a diagonal line with starting point (i, j) and length l (in the infinite recurrence plot R) is
n-boundary if n − l < max(i, j) ≤ n (that is, the line starts in R(n) and contains a recurrence with some
coordinate equal to n: i+ h = n or j + h = n for some 0 ≤ h < l). Denote the number of n-boundary lines
of length l by bl(n), and put
Sℓ(n) = (n
2 − n)
∑
l≥ℓ
l(δl(n)− dl(n)) =
∑
l≥ℓ
l (D(Kl, n)− Ll(n)) .
Clearly, Sℓ(n) is non-negative and bounded from above by the number of recurrences (in the infinite recur-
rence plot R) contained in n-boundary lines:
Sℓ(n) ≤
∑
l≥ℓ
l · bl(n).
We claim that lbl(n) < 6n for every l. Indeed, this is trivially true for l 6∈ (2N − 1) ⊔ (3 · 2N0 − 1), so
assume that l ∈ {2k+1− 1, 3 · 2k − 1} for some k ≥ 0. Theorem 1 implies that, for the starting point (i, j) of
any diagonal line of length l, |i− j| is a (non-zero) multiple of 2k. Hence
(4.11) bl(n) ≤ 2(n− 1)/2
k
and so lbl(n) ≤ 2(3 · 2k − 1)(n− 1)/2k < 6n.
Let l ≥ ℓ be such that bl(n) > 0. Then l ∈ {2k+1 − 1, 3 · 2k − 1} for some k ≥ 0 by Theorem 1, and
n > 2k+1 by Lemma 15. Thus 0 ≤ k < log2 n − 1 and so there are at most 2 log2 n different lengths of
n-boundary lines. We obtained that
Sℓ(n) < 12n log2 n.
Hence
∑
l≥ℓ l(δl(n) − dl(n)) converges to zero as n approaches ∞, which finishes the proof of the second
equality from (4.10).
The proof of the first equality from (4.10) is analogous; one only needs to replace the definition of γl by
γl = β/l
2 for every l ≥ ℓ. The fact that limn
∑
l≥ℓ δl(n) = limn
∑
l≥ℓ dl(n) can be proved as above.
Now we show the third equality from (4.10). The estimate 0 ≤ −δl(n) log δl(n) ≤ β(2 log l − logα)/l2 for
every l ≥ ℓ (which is trivially satisfied also for n with δl(n) = 0) and Moore-Osgood theorem give
lim
n→∞
∑
l≥ℓ
δl(n) log δl(n) =
∞∑
l=ℓ
dl log dl .
It remains to prove that limn
∑
l≥ℓ δl(n) log δl(n) = limn
∑
l≥ℓ dl(n) log dl(n). To this end, fix any n and put
ψ(x) = −x log x for x ≥ 0. For l ≥ ℓ define al = D(Kl, n) and △l = (n2 − n) dl(n)− al; note that al,△l are
integers. In this notation,
−
∑
l≥ℓ
δl(n) log δl(n) = log(n
2 − n) −
1
n2 − n
∑
l≥ℓ
ψ(al),
−
∑
l≥ℓ
dl(n) log dl(n) = log(n
2 − n) −
1
n2 − n
∑
l≥ℓ
ψ(al +△l).
(4.12)
Note that
∑
l≥ℓ|△l| is bounded from above by 2b˜ℓ(n), where b˜ℓ(n) =
∑
l≥ℓ bl(n) is the number of all
n-boundary lines of length at least ℓ. By (4.11),
(4.13)
∑
l≥ℓ
|△l| ≤ 4(n− 1) ·

 ∑
l=2k+1−1≥ ℓ
2−k +
∑
l=3·2k−1≥ ℓ
2−k

 < 16n.
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Fix any l ≥ ℓ. If both al and al +△l are non-zero (hence bounded from below by 1) then, by the mean
value theorem, there is cl between al and al+△l such that ψ(al+△l)−ψ(al) = △l(log cl+1). Since trivially
both al and al +△l are smaller than n2, we have
(4.14) |ψ(al +△l)− ψ(al)| < |△l| · (1 + 2 logn).
On the other hand, if al = 0 or al +△l = 0 then trivially
|ψ(al +△l)− ψ(al)| = |△l| · log|△l|,
hence (4.14) is true also in this case. Now (4.12), (4.13), and (4.14) yield that
∑
l≥ℓ(δl(n) log δl(n) −
dl(n) log dl(n)) converges to zero as n→∞. 
4.2. Proof of Theorem 2. In this section we derive explicit formulas for asymptotic values of recurrence
rate, determinism, average line length, and entropy of line lengths, of the period-doubling sequence; recall
the definitions and notation from Section 2.2. We will use the following formulas, the easy proofs of which
are omitted:
∞∑
k=h
4−k =
1
3 · 4h−1
,
∞∑
k=h
k4−k =
3h+ 1
9 · 4h−1
,
∞∑
k=h
a
4k
log
a
4k
=
3a log a− 2a(3h+ 1) log 2
9 · 4h−1
;
(4.15)
there, a is any positive real number and h ∈ N. Recall from Introduction that kℓ = ⌊log2((ℓ+1)/3⌋ for every
ℓ ∈ N, aℓ = 2 if 3 · 2kℓ−1 − 1 < ℓ ≤ 2kℓ+1 − 1 (case (I)), and aℓ = 1 if 2kℓ+1 − 1 < ℓ ≤ 3 · 2kℓ − 1 (case (II)).
Lemma 17. Let ℓ ≥ 1. Then ∑
l≥ℓ
dl =
aℓ
9 · 4kℓ
;
∑
l≥ℓ
l dl =
2aℓ + 3
9 · 2kℓ
−
aℓ
9 · 4kℓ
;
−
∑
l≥ℓ
dl log dl =
(aℓkℓ + 1) log 2 + aℓ log 3
18 · 4kℓ−1
.
Proof. To prove these equalities it suffices to use (4.15) and Proposition 13, and to realize that dl (l ≥ ℓ) is
non-zero only in the following two cases: first, if l = 2k+1− 1 for some k ≥ k′, where k′ = kℓ in case (I), and
k′ = kℓ + 1 in case (II); second, if l = 3 · 2k − 1 for some k ≥ kℓ. 
Proposition 18 (Recurrence rate). For every m, ℓ ≥ 1 we have
RRmℓ =
2aℓ′ + 3
9 · 2kℓ′
−
aℓ′
9 · 4kℓ′
where ℓ′ = ℓ+m− 1.
Proof. For m = 1 the formula follows from (2.4) and Lemmas 16, 17. For general m use Remark 4. 
The following two propositions give formulas for the (asymptotic) determinism and average line length.
Proposition 19 (Determinism). For every m, ℓ ≥ 1 we have
DETmℓ =
RRmℓ
RRm1
.
Consequently, for every ℓ ≥ 2 there exists a partition N = A1 ⊔ A2 ⊔ A3 of N into infinite subsets such that
A1 has density 1 and
DETmℓ = 1 if m ∈ A1, limm→∞
m∈A2
DETmℓ =
5
7
, and lim
m→∞
m∈A3
DETmℓ =
7
10
.
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Proof. The fact that DETmℓ = RR
m
ℓ /RR
m
1 immediately follows from (2.5). Fix ℓ ≥ 2 and put
A1 = {m ∈ N : kℓ+m−1 = km, aℓ+m−1 = am};
that is, A1 is the set of all integers m for which there is k ≥ 0 such that either 3 ·2k−1−1 < m ≤ m+ ℓ−1 ≤
2k+1 − 1 or 2k+1 − 1 < m ≤ m + ℓ − 1 ≤ 3 · 2k − 1. Clearly, the density of A1 is d(A1) = 1 and, by
Proposition 18, DETmℓ = 1 for every m ∈ A1.
Define
A2 = {m ∈ N : kℓ+m−1 = kℓ, am = 2, aℓ+m−1 = 1}
= {m ∈ N : 3 · 2k−1 − 1 < m ≤ 2k+1 − 1 < ℓ +m− 1 ≤ 3 · 2k − 1 for some k ≥ 0};
A˜3 = {m ∈ N : kℓ+m−1 = kℓ + 1, am = 1, aℓ+m−1 = 2}
= {m ∈ N : 2k+1 − 1 < m ≤ 3 · 2k − 1 < ℓ+m− 1 ≤ 2k+2 − 1 for some k ≥ 0}.
Note that the sets A1, A2, A˜3 are pairwise disjoint, both A2 and A˜3 are infinite, and B = N \ (A1 ⊔A2 ⊔ A˜3)
is finite. Further, by Proposition 18,
lim
m→∞
m∈A2
DETmℓ =
2 · 1 + 3
2 · 2 + 3
=
5
7
, and lim
m→∞
m∈A˜3
DETmℓ =
7
10
=
2 · 2 + 3
2(2 · 1 + 3)
=
7
10
.
Thus, taking A3 = A˜3 ⊔B, the proposition is proved. 
Proposition 20 (Average line length). For every m, ℓ ≥ 1 we have
LAVGmℓ =
(
2 +
3
aℓ′
)
2kℓ′ − 1 ,
where ℓ′ = ℓ+m− 1. Consequently, LAVG11 = 5/2 and, for ℓ+m− 1 ≥ 2,
5
3
(ℓ+m− 1) +
2
3
≤ LAVGmℓ ≤
5
2
(ℓ +m− 1)− 1.
Proof. By Lemmas 16 and 17 and Remark 4, d˜
m
ℓ =
∑
l≥ℓ d
m
l = aℓ′/(9 · 4
kℓ′ ). Thus the formula for LAVGmℓ
follows from (2.6) and Proposition 18. The inequalities can be obtained easily by employing boundaries for
2kℓ′ , separately for cases (I) and (II). 
For entropy of line lengths we obtain the following surprisingly simple formula.
Proposition 21 (Entropy of line lengths). For every m, ℓ ≥ 1 we have
ENTmℓ = 2 log 2.
Proof. We may assume that m = 1. By (2.7) and Lemma 16,
ENTℓ = −
∞∑
l=ℓ
dl
d˜ℓ
log
dl
d˜ℓ
= log d˜ℓ−
1
d˜ℓ
∞∑
l=ℓ
dl log dl .
Now it suffices to use the first and the third formulas from Lemma 17. 
Proof of Theorem 2. Theorem 2 immediately follows from Propositions 18, 19, 20, and 21. 
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