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Characterization of polynomials whose large powers
have fully positive coefficients
Colin Tan and Wing-Keung To
Abstract. We give a criterion which characterizes a real multi-variate Laurent
polynomial with full-dimensional smooth Newton polytope to have the prop-
erty that all sufficiently large powers of the polynomial have fully positive coef-
ficients. Here a Laurent polynomial is said to have fully positive coefficients if
the coefficients of its monomial terms indexed by the lattice points of its Newton
polytope are all positive. Our result generalizes an earlier result of the authors,
which corresponds to the special case when the Newton polytope of the Lau-
rent polynomial is a translate of a standard simplex. The result also generalizes
a result of De Angelis, which corresponds to the special case of univariate poly-
nomials. As an application, we also give a characterization of certain polynomial
spectral radius functions of the defining matrix functions of Markov chains.
1. Introduction and main results
Positivity conditions for polynomials with real coefficients play a key role in
several branches of mathematics, such as real algebraic geometry, convex geom-
etry, probability theory and optimization, and have been widely studied (see e.g.
[3, 9, 11, 15, 16, 17, 18, 19, 20, 23, 24] and the references therein). An interesting
and important class of polynomials are those whose coefficients are positive.
A polynomial p of degree d in n variables, upon homogenizing, gives rise
to a homogeneous polynomial p˜ of the same degree d in n + 1 variables. In a
recent work [23], the authors obtained a characterization of those polynomials p
in n variables possessing the property that pm has all positive coefficients (as an
inhomogeneous polynomial of degree md) for all sufficiently large m in terms
of certain positivity conditions on the associated homogeneous polynomial p˜.
The work generalizes an earlier result of De Angelis [11, Theorem 6.6], which
corresponds to the case when n = 1. We remark that the Newton polytope of
any p having the above property is necessarily the standard simplex ∆n,d =:
{(x1, · · · , xn)
∣∣ xi ≥ 0, i = 1, · · · , n, and x1 + · · ·+ xn ≤ d} in Rn of length d. As
such, it is interesting and natural to ask whether similar result holds in the more
general setting when the Newton polytope of p need not be a standard simplex.
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2In this paper, we generalize the afore-mentioned result to the case when the
Newton polytope of the polynomial is a full dimensional smooth lattice poly-
tope. Let n ≥ 1, and let p = ∑
m∈Zn
cmx
m ∈ R[x±11 , . . . , x±1n ] be a Laurent poly-
nomial with real coefficients in the n variables x1, · · · , xn. Then p is said to
have fully positive coefficients if cm > 0 for all m ⊂ Φ ∩ Zn, where Φ denotes
the Newton polytope of p. Here m = (m1, . . . ,mn) ∈ Zn is a multi-index
and xm = xm11 x
m2
2 · · · xmnn . Let Σ be the normal fan of Φ. When Φ is an n-
dimensional smooth lattice polytope, the toric variety XΣ associated to Σ is an
n-dimensional projective manifold. For each 0 ≤ i ≤ n (and each cone σ ∈ Σ),
we denote the collection of i-dimensional cones (resp. faces) of Σ (resp. σ) by
Σ(i) (resp. σ(i)). Let R+ := {x ∈ R
∣∣ x ≥ 0}, and consider the circle group
U(1) := {eiθ ∣∣ θ ∈ R} ⊂ C∗ := C \ {0}. Denote by CΣ(1) (resp. (C∗)Σ(1), RΣ(1),
R
Σ(1)
+ , U(1)
Σ(1)) the Cartesian product of copies of C (resp. C∗, R, R+, U(1))
indexed by ρ ∈ Σ(1), etc. In particular, RΣ(1)+ is the closed positive orthant of
RΣ(1). Let Z(Σ) := {z = (zρ)ρ∈Σ(1) ∈ CΣ(1)
∣∣ ∏
ρ∈Σ(1)\σ(1)
zρ = 0 for all σ ∈ Σ(n)}.
It is known that XΣ = (CΣ(1) \ Z(Σ))/G for some subgroup G ⊂ (C∗)Σ(1) which
is naturally isomorphic to HomZ(Cl(XΣ),C∗) (see [5] or [6]). Here (C∗)Σ(1) acts
on CΣ(1) by coordinatewise multiplication, and Cl(XΣ) denotes the Weil divi-
sor class group of XΣ. Consider the polynomial ring C[zρ
∣∣ ρ ∈ Σ(1)], and let
p˜ ∈ C[zρ
∣∣ ρ ∈ Σ(1)] denote the Φ-homogenization of p (see e.g. [5, §5.4]). For
each σ ∈ Σ(n), we let e(σ) = (e(σ)ρ )ρ∈Σ(1) ∈ CΣ(1) be the point given by
(1.1) e(σ)ρ =

1 if ρ ∈ Σ(1) \ σ(1),0 if ρ ∈ σ(1).
Let (G ∩U(1)Σ(1)) ·RΣ(1)+ := {g · x
∣∣ g ∈ G∩U(1)Σ(1) and x ∈ RΣ(1)+ }, where g · x
denotes the coordinatewise product of the tuples g and x. For each ρo ∈ Σ(1),
we denote the associated facet of RΣ(1)+ given by Fρo(R
Σ(1)
+ ) := {x = (xρ)ρ∈Σ(1) ∈
R
Σ(1)
+ | xρo = 0}.
Notation as above. Our main result in this paper is the following:
Theorem 1.1. Let p ∈ R[x±11 , . . . , x±1n ] be a Laurent polynomial whose Newton poly-
tope Φ is an n-dimensional smooth lattice polytope. Let p˜ be the Φ-homogenization of
p. The following two statements are equivalent:
(a) p˜ satisfies the following three conditions:
(Pos1): p˜(e(σ)) > 0 for all σ ∈ Σ(n).
(Pos2): For all ρ ∈ Σ(1), ∂ p˜
∂xρ
(x) > 0 for all x ∈ Fρ(RΣ(1)+ ) \ (Z(Σ)∩ Fρ(RΣ(1)+ )).
3(Pos3): |p˜(z)| < p˜((|zρ |)ρ∈Σ(1)) for all z = (zρ)ρ∈Σ(1) ∈ CΣ(1) \ (Z(Σ) ∪ (G ∩
U(1)Σ(1)) ·RΣ(1)+ ).
(b) There exists ko > 0 such that for each integer k ≥ ko, pk has fully positive coeffi-
cients.
We refer the reader to Section 3 for the definitions and/or detailed discussion
of the various terms in Theorem 1.1.
Compared to [23], a main new ingredient in this paper is that we exploit
extensively the toric geometry that underlies Newton polytope Φ of p. In partic-
ular, p gives rise to a Hermitian algebraic function on a very ample holomorphic
line bundle over the projective toric manifold XΣ. The bulk of our proof of
the implication (a) =⇒ (b) consists of showing that the Hermitian algebraic
function satisfies the sufficient conditions of a Hermitian Positivstellensatz of
Catlin-D’Angelo [4] (see also Theorem 2.1 below), enabling us to apply the latter
result.
An interesting example of polynomials satisfying the three positivity condi-
tions in (a) and modified from D’Angelo-Varolin [8, Theorem 3] is given by
pλ1,λ2(x1, x2) : = ∏
i=1,2
[
(1+ xi)
2ℓ − λixℓi
]
(1.2)
with ℓ ≥ 2 and
(
2ℓ
ℓ
)
< λi < 2
2ℓ−1, i = 1, 2,
where the Newton polytope Φ of pλ1,λ2 is the square [0, 2ℓ]
2 (and not a simplex
in R2), and the coefficients of xℓ1x
j
2 and x
j
1x
ℓ
2, j ∈ {0, 1, · · · , ℓ− 1, ℓ+ 1 · · · , 2ℓ},
are negative. Nonetheless the Φ-homogenization of pλ1,λ2 satisfies the three
positivity conditions in (a) (we will skip the verification which is similar to the
calculations in [8]), and thus Theorem 1.1 is applicable to pλ1,λ2 .
The three positivity conditions in (a) are independent of each other. We refer
the reader to [23, Section 1] for examples of polynomials (in the simplex case)
which satisfy two of the conditions but do not satisfy all three of them.
In view of Theorem 1.1, it is natural to ask for a similar characterization of
polynomials whose large powers have ‘fully nonnegative coefficients’. Another
natural question that arises is whether Theorem 1.1 generalizes to the case when
the Newton polytope Φ is not smooth. The method in this paper does not ap-
pear to generalize readily to handle such cases, and new ideas will be needed.
To glimpse the intricacy of the first question, we mention that a limiting case of
the family of polynomials in (1.2), namely p22ℓ−1,22ℓ−1 (so that λ1 = λ2 = 2
2ℓ−1),
satisfies (Pos1), (Pos2) and a weaker version of (Pos3) (with ‘<’ there replaced
by ‘≤’), but one easily checks that all of its powers have some negative coeffi-
cients. As for the non-smooth case, one likely needs some kind of Hermitian
4Positivstellensatz of Catlin-D’Angelo [4] for singular varieties, which to the au-
thors’ knowledge, has not been established yet.
An interesting question in the study of Markov chains is to characterize those
polynomials q for which there exists an irreducible (resp. aperiodic) Markov
chain whose defining matrix (or equivalently, an irreducible (resp. aperiodic)
square matrix over Z+[x1, . . . , xℓ]) has q as its spectral radius function (see e.g.
[9, 10]). Here, Z+ := {k ∈ Z
∣∣ k ≥ 0}, and Z+[x1, . . . , xℓ] denotes the semiring of
polynomials in x1, . . . , xℓ with coefficients in Z+. This spectral radius function
is an important invariant in the study of Markov shifts (see e.g. [16]). Denote
the spectral radius function of an irreducible (resp. aperiodic) square matrix A
over Z+[x1, . . . , xℓ] by βA = βA(x1, . . . , xℓ). As an application of Theorem 1.1,
we have
Corollary 1.2. Let p ∈ Z[x±11 , . . . , x±1n ] be a Laurent polynomial whose Newton poly-
tope Φ is an n-dimensional smooth lattice polytope, and such that the Φ-homogenization
p˜ ∈ Z[zρ
∣∣ ρ ∈ Σ(1)] of p satisfies (Pos1) and (Pos2). The following statements are
equivalent:
(i) p˜ satisfies (Pos3).
(ii) p˜ = βA for some irreducible square matrix A over Z+[zρ
∣∣ ρ ∈ Σ(1)].
(iii) p˜ = βA for some aperiodic square matrix A over Z+[zρ
∣∣ ρ ∈ Σ(1)].
Similar to Theorem 1.1, Corollary 1.2 generalizes an earlier result of the au-
thors [23, Corollary 1.2] which corresponds to the case when Φ is a standard
simplex, as well as a result of De Angelis [10, Theorem 6.7] which corresponds
to the case when n = 1. We refer the reader to [23, Section 5] for a convenient
recollection of the definition of an ‘irreducible (resp. aperiodic) square matrix
over Z+[zρ
∣∣ ρ ∈ Σ(1)]’, and we remark that the interpretation of Corollary 1.2
in terms of Markov chains for the standard simplex case as given in [23, Section
5] also holds in the present more general setting.
De Angelis’ Positivstellensatz [11, Theorem 6.6] has been applied by Bergweiler-
Eremenko [1] to study the distribution of zeros of polynomials with positive
coefficients (see also [12]). As a generalization of the Positivstellensatz of De
Angelis, Theorem 1.1 may also have similar applications, which we will not pur-
sue here.
The organization of this paper is as follows. In Section 2, we recall some back-
ground material on Hermitian algebraic functions on holomorphic line bundles.
In Section 3, we recall the toric geometry associated to a real Laurent polyno-
mial, and relate some positivity properties of the polynomial with those of its
Φ-homogenization. In Section 4, we give the proof of Theorem 1.1. In Section 5,
we give the deduction of Corollary 1.2.
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2. Hermitian algebraic functions and Catlin-D’Angelo’s Positivstellensatz
In this section, we recall some background material regarding Hermitian alge-
braic functions which is mostly taken from [3, 4, 7, 8, 25]. As such, we will skip
their proofs here and refer the reader to these references for their proofs.
Let X be an n-dimensional compact complex manifold, and let F be a holo-
morphic line bundle over X with its projection map denoted by pi : F → X.
The dual holomorphic line bundle of F is denoted by F∗, and the complex
conjugate manifold (resp. bundle) of M (resp. F) is denoted by X (resp. F),
etc. Let pi1 : X × X → X and pi2 : X × X → X denote the projection maps
onto the first and second factor respectively, and consider the holomorphic line
bundle pi∗1F ⊗ pi∗2F over the complex manifold X × X, whose fiber at a point
(x, y) ∈ X × X is naturally isomorphic to Fx ⊗ Fy. Here Fx := pi−1(x) denotes
the fiber of F at the point x ∈ X, etc. Following [25], a Hermitian algebraic
function Q on F is defined as a global holomorphic section of pi∗1F ⊗ pi∗2F (i.e.,
Q ∈ H0(X ⊗ X,pi∗1F⊗ pi∗2F)) satisfying the condition
(2.1) Q(x, y) = Q(y, x) ∈ Fx ⊗ Fy for all x, y ∈ X
(see also [25] for an alternative definition of Q as a function on F∗× F∗ satisfying
analogous conditions). One easily sees that with respect to any basis {sα} of
H0(X, F), there exists a corresponding Hermitian matrix
(
Cαβ
)
such that, for
all x, y ∈ X, one has Q(x, y) = ∑
α,β
Cαβs
α(x)sβ(y). One says that Q is a maximal
sum of Hermitian squares if the Hermitian matrix
(
Cαβ
)
with respect to one (and
hence any) basis of H0(X, F) is positive definite, or equivalently, there exists a
basis {tα} of H0(X, F) such that Q(x, x) = ∑α tα(x)tα(x) for all x ∈ X. Also, the
Hermitian algebraic function Q is said to be positive if
(2.2) Q(v, v) > 0 for all 0 6= v ∈ F∗.
Here and henceforth, with slight abuse of notation, Q(v, v) denotes the obvious
evaluation induced by the natural pairing between F and F∗. If Q is positive,
then Q induces a Hermitian metric hQ on F∗ given by hQ(v,w) = Q(v,w) for
v,w ∈ F∗x , x ∈ X. (In [4], such a Hermitian metric arising from a positive Hermit-
ian algebraic function is called a globalizable metric.) We recall that the curvature
form ΘhQ of the Hermitian metric hQ is the (1, 1)-form on X given locally as fol-
lows: On any open subset U of X and for any local non-vanishing holomorphic
section s of F∗
∣∣
U
, one has ΘhQ
∣∣
U
= −√−1∂∂ log hQ(s, s) = −
√−1∂∂ logQ(s, s).
6Following [25] again (and with origin in [4]), a positive Hermitian algebraic func-
tion Q on X is said to satisfy the strong global Cauchy-Schwarz (SGCS) inequality
if
(2.3) |Q(v,w)|2 < Q(v, v) ·Q(w,w)
for all non-zero v,w ∈ F∗ such that pi(v) 6= pi(w). Note that one always has
|Q(v,w)|2 = Q(v, v) ·Q(w,w) whenever pi(v) = pi(w).
We recall the following result of Catlin-D’Angelo:
Theorem 2.1 ([4]). Let L and E be holomorphic line bundles over an n-dimensional
compact complex manifold X. Suppose R and Q are positive Hermitian algebraic func-
tions on L and E respectively, such that
(i) R satisfies the SGCS inequality, and
(ii) the curvature (1, 1)-form ΘhR on X is negative definite.
Then there exists mo ∈ N such that for each integer m ≥ mo, the tensor product RmQ
is a maximal sum of Hermitian squares (on the line bundle L⊗m ⊗ E).
We remark that Catlin-D’Angelo obtained the above theorem by proving the
positive-definiteness of certain associated integral operators on X.
3. Laurent polynomials and associated toric geometry
In this section, we recall some background material on the toric geometry
that underlies Laurent polynomials, which is mostly taken from [5, 6, 13]. We
will also relate the positivity conditions on Laurent polynomials with those on
associated Hermitian algebraic functions on holomorphic line bundles over the
underlying projective toric manifold as well as those of associated polynomials
on the total coordinate ring.
Throughout this section, we fix a positive integer n ≥ 1. Let p = ∑
m∈Zn
cmx
m ∈
R[x±11 , . . . , x
±1
n ] be a Laurent polynomial with real coefficients in the n vari-
ables x1, · · · , xn. Here m = (m1, . . . ,mn) ∈ Zn is a multi-index and xm =
xm11 x
m2
2 · · · xmnn . Consider the finite set Log(p) := {m ∈ Zn
∣∣ cm 6= 0}. Then
the Newton polytope Φ = Φ(p) of p is defined as the convex hull of Log(p) in Rn.
Following [5, 13], we write
(3.1) M := Zn, so that Log(p) ⊂ M,
and Φ is a lattice polytope in MR := M ⊗Z R ∼= Rn. The dual lattice of M is
denoted by N := HomZ(M,Z) ∼= Zn, and one writes NR := N ⊗Z R ∼= Rn. A
supporting affine hyperplane of Φ is an affine hyperplane H in MR such that
Φ lies entirely on one side of H, and a face of Φ is a non-empty set of the form
H ∩ Φ for some supporting affine hyperplane H. Throughout this section, we
7will assume that Φ is of affine dimension n. As such, the vertices, edges and
facets of Φ are its faces of affine dimension 0, 1 and n− 1 respectively. For each
0 ≤ i ≤ n, we denote the set of i-dimensional faces of Φ by Φ(i). For each vertex
v of Φ, we denote the set of edges of Φ containing v by Φ(1)v ; and for each
E ∈ Φ(1)v, we denote by wE,v the point in (E ∩ M) \ {v} which is adjacent to
v. Throughout this section, we will assume that the lattice polytope Φ is smooth,
which means that for each vertex v of Φ, the set {wE,v − v
∣∣ E ∈ Φ(1)v} forms
a Z-basis of M. It is easy to see that for each facet F ∈ Φ(n − 1), there exists a
unique minimal inward pointing normal uF ∈ N and a unique number aF ∈ Z
such that the unique supporting affine hyperplane HF of F is given by
(3.2) HF := {m ∈ MR
∣∣ 〈m, uF〉 = −aF},
where 〈 , 〉 : MR × NR → R is the natural pairing between MR and NR. Fur-
thermore, one has the unique facet presentation of Φ given by
(3.3) Φ = {m ∈ MR
∣∣ 〈m, uF〉 ≥ −aF for all F ∈ Φ(n− 1)}
(see e.g. [5, §2.2]). For a finite subset S ⊂ NR, we denote the cone spanned by S
in NR by Cone(S) := {∑w∈S λww
∣∣ λw ≥ 0}. For each face Q of Φ, we denote the
associated cone in NR given by σQ := Cone({uF
∣∣ F ∈ Φ(n− 1), F ⊃ Q}), where
each uF is as in (3.2). Then the normal fan Σ = Σ(Φ) of Φ is given by
(3.4) Σ := {σQ
∣∣Q is a face of Φ}.
Note that Σ is a fan in the sense that any face of a cone in Σ is itself a cone in Σ,
and the intersection of two cones in Σ is a face of both cones. For each 0 ≤ i ≤ n,
we denote the set of i-dimensional cones in Σ by Σ(i) and the i-dimensional faces
of a cone σ ∈ Σ by σ(i). Then one easily sees that there is a bijection between
Φ(i) and Σ(n− i) given by
(3.5) Q ∈ Φ(i) ←→ σQ ∈ Σ(n− i).
For each ρ ∈ Σ(1), we write uρ := uF and aρ := aF, where F ∈ Φ(n − 1) is the
facet that corresponds to ρ under (3.5). The supporting hyperplane HF of the
above F will also be denoted by Hρ. Then we may rewrite (3.3) as
(3.6) Φ = {m ∈ MR
∣∣ 〈m, uρ〉 ≥ −aρ for all ρ ∈ Σ(1)}.
Associated to the fan Σ is a toric variety XΣ containing the torus TN ∼= HomZ(M,C∗) ∼=
N ⊗Z C∗ ∼= (C∗)n as a Zariski open subset and such that the natural action of
TN on itself extends to a morphism TN ×XΣ → XΣ. Since Φ is an n-dimensional
smooth lattice polytope, it follows that the support of Σ is NR, Σ is a smooth fan
(i.e., each cone σ in Σ is a smooth cone in the sense that the minimal generators
of the lattice points of the rays in σ(1) form a part of a Z-basis of N), and as a
consequence, XΣ is an n-dimensional (smooth) projective manifold (cf. e.g. [5,
§2.4, §3.1]). From the Orbit-Cone Correspondence, for each i-dimensional cone
8σ ∈ Σ, one has an associated (n− i)-dimensional TN-orbit in XΣ which will be
denoted by O(σ) (see e.g. [5, §3.2]). Furthermore, for each ρ ∈ Σ(1), the clo-
sure of O(ρ) in XΣ is an TN-invariant Cartier divisor, which will be denoted by
Dρ. We denote the holomorphic line bundle over XΣ associated to the divisor
∑ρ∈Σ(1) aρDρ by
(3.7) L :=
[
∑
ρ∈Σ(1)
aρDρ
]
,
where each aρ is as in (3.6). Since Φ is a smooth polytope, one knows that
L is very ample (see e.g. [5, Proposition 6.1.10 and Theorem 6.1.15]). Each
m = (m1, · · · ,mn) ∈ M gives rise to a character χm on TN ∼= (C∗)n (with the
isomorphism induced from (3.1)) given by χm(t1, · · · , tn) = tm11 · · · tmnn for each
t = (t1 · · · , tn) ∈ TN. It is known that for each m ∈ M and each ρ ∈ Σ(1),
the vanishing order of χm along Dρ is given by 〈m, uρ〉. Together with (3.6), it
follows that for each m ∈ Φ ∩M, χm may be regarded as a global holomorphic
section of L. In fact, it is well-known that under such identification, one has the
following isomorphism given by
(3.8) H0(XΣ, L) ∼=
⊕
m∈Φ∩M
C · χm
(see e.g. [5, Proposition 4.3.3]). Next we associate to p (via (3.8)) the following
p̂ ∈ H0(XΣ, L) and Hermitian algebraic function P̂ ∈ H0(XΣ × XΣ,pi∗1L⊗ pi∗2L)
given by
p̂(x) := ∑
m∈Φ∩M
cm · χm(x) and(3.9)
P̂(x, y) := ∑
m∈Φ∩M
cm · χm(x) · χm(y) for x, y ∈ XΣ,(3.10)
where pii denotes the projection of XΣ × XΣ onto the i-th factor, i = 1, 2. Here
and henceforth, cm is understood to be 0 if m ∈ (Φ ∩ M) \ Log(p) (note that
Log(p) ⊂ Φ ∩ M). We remark that P̂ satisfies (2.1) since cm ∈ R for all m ∈
Φ ∩M. Recall also that p is said to have fully positive coefficients if cm > 0 for all
m ∈ Φ ∩M. First we have
Proposition 3.1. p has fully positive coefficients if and only if P̂ is a maximal sum of
Hermitian squares.
Proof. As indicated in (3.8), a basis of H0(XΣ, L) is given by {χm
∣∣m ∈ Φ ∩
M}. With respect to this basis, it follows from (3.10) that the square matrix
associated to P̂ is given by the real diagonal matrix C := diag(cm)m∈Φ∩M. Then,
as remarked in Section 2, P̂ is a maximal sum of Hermitian squares if and only
if C is a positive definite matrix. In turn, the latter condition holds if and only if
cm > 0 for all m ∈ Φ ∩M, or equivalently, p has fully positive coefficients. 
9As defined in Section 1, we have R+ = {x ∈ R
∣∣ x ≥ 0}, U(1) = {eiθ ∣∣ θ ∈
R} ⊂ C∗, and CΣ(1) (resp. (C∗)Σ(1), RΣ(1), RΣ(1)+ , U(1)Σ(1)) is the Cartesian
product of copies of C (resp. C∗, R, R+, U(1)) indexed by ρ ∈ Σ(1), etc. Fol-
lowing [5, §5.1], the total coordinate ring of XΣ is simply the polynomial ring
C[zρ
∣∣ ρ ∈ Σ(1)] on CΣ(1), which was introduced by D. Cox (and also called the
homogeneous coordinate ring) in [6]. Following [5, §5.4], the Φ-homogenization of
p (as well as that of p̂) is the polynomial p˜ given by
(3.11) p˜ := ∑
m∈Φ∩M
cm · ∏
ρ∈Σ(1)
z
〈m,uρ〉+aρ
ρ ∈ C[zρ
∣∣ ρ ∈ Σ(1)],
where uρ and aρ are as in (3.6) (cf. also (3.2)). (More generally, for each m ∈ Φ ∩
M, the Φ-homogenization of χm is the monomial ∏
ρ∈Σ(1)
z
〈m,uρ〉+aρ
ρ .) We remark
that the inclusion in (3.11) follows from the inequalities in (3.6). Upon polarizing
p˜ and similar to (3.10), we obtain the polynomial P˜ ∈ C[zρ,wρ
∣∣ ρ ∈ Σ(1)] given
by
(3.12) P˜(z,w) := ∑
m∈Φ∩M
cm · ∏
ρ∈Σ(1)
z
〈m,uρ〉+aρ
ρ w
〈m,uρ〉+aρ
ρ
for z = (zρ)ρ∈Σ(1), w = (wρ)ρ∈Σ(1) ∈ CΣ(1). Consider the torus group (C∗)Σ(1)
acting on CΣ(1) via coordinatewise multiplication, and let G ⊂ (C∗)Σ(1) be the
subgroup given by
G : = {(tρ)ρ∈Σ(1) ∈ (C∗)Σ(1)
∣∣ ∏
ρ∈Σ(1)
t
〈m,uρ〉
ρ = 1 for all m ∈ M}.(3.13)
∼= HomZ(Cl(XΣ),C∗),
where Cl(XΣ) denotes the Weil divisor group on XΣ (cf. e.g. [5, §5.1] for more
detailed discussion on the above isomorphism). Then it is known that XΣ is also
given by
XΣ = (C
Σ(1) \ Z(Σ))/G, where(3.14)
Z(Σ) : =
{
(zρ)ρ∈Σ(1) ∈ CΣ(1)
∣∣ ∏
ρ∈Σ(1)\σ(1)
zρ = 0 for all σ ∈ Σ(n)
}
(3.15)
(cf. e.g. [5, §5.1]). We will denote the projection map associated to (3.14) by
(3.16) Ξ : CΣ(1) \ Z(Σ) → XΣ.
In light of (3.7), we let χL : G → C∗ be the group character given by
(3.17) χL((tρ)ρ∈Σ(1)) = ∏
ρ∈Σ(1)
t
aρ
ρ for all (tρ)ρ∈Σ(1) ∈ G.
Together with (3.11) and (3.13), one sees that
(3.18) p˜(g · z) = χL(g) · p˜(z) for all g ∈ G and z ∈ CΣ(1)
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(cf. e.g. [5, §5.2]).
Remark 3.2. One easily checks that Ξ∗L is the trivial line bundle O
CΣ(1)\Z(Σ) on
CΣ(1) \Z(Σ), and the Φ-homogenization of a section s ∈ H0(XΣ, L) (arising from
those of the χm’s) is the holomorphic function s˜ = Ξ∗s on CΣ(1) \ Z(Σ) which
satisfies the functional equation in (3.18) (with p˜ replaced by s˜).
Since Φ is an n-dimensional smooth lattice polytope, XΣ is covered by affine
coordinate open subsets {Uσ
∣∣ σ ∈ Σ(n)}, where
(3.19) Uσ := Cσ(1) = {(zρ)ρ∈σ(1)
∣∣ zρ ∈ C} ∼= Cn for each σ ∈ Σ(n),
and one has a natural holomorphic map φσ : Uσ → CΣ(1) given by
(3.20) (φσ(z))ρ :=

zρ if ρ ∈ σ(1),1 if ρ ∈ Σ(1) \ σ(1)
for z = (zρ)ρ∈σ(1) (cf. e.g. [5, §5.2]). It is easy to see that for each σ ∈ Σ(n), one
obtains a holomorphic trivialization
(3.21) L
∣∣
Uσ
∼= Uσ × C given by s(z) ←→ (z, s˜(φσ(z)))
for z ∈ Uσ and s ∈ H0(XΣ, L).
Our main result in this section is the following proposition:
Proposition 3.3. Let p ∈ R[x±11 , . . . , x±1n ] be a Laurent polynomial whose Newton
polytope Φ is an n-dimensional smooth lattice polytope. Let p˜ be the Φ-homogenization
of p, and let P̂ ∈ H0(XΣ × XΣ,pi∗1L ⊗ pi∗2L) be the associated Hermitian algebraic
function on L as given in (3.10). If p˜ satisfies (Pos1), (Pos2), and (Pos3), then the
following statements hold:
(i) P̂ is positive (as a Hermitian algebraic function on L).
(ii) The curvature (1, 1)-form Θh
P̂
on XΣ is negative definite.
(iii) P̂ satisfies the SGCS inequality.
Throughout the remainder of this section, which is devoted to the proof of the
above proposition, we let p ∈ R[x±11 , . . . , x±1n ] be a Laurent polynomial whose
Newton polytope Φ is an n-dimensional smooth lattice polytope, p˜ be the Φ-
homogenization of p, and P̂ ∈ H0(XΣ × XΣ,pi∗1L⊗ pi∗2L) be the associated Her-
mitian algebraic function on L as above. First we have
Proposition 3.4. If p˜ satisfies (Pos1) and (Pos3), then
(i) p˜(x) > 0 for all x ∈ RΣ(1)+ \ (RΣ(1)+ ∩ Z(Σ)), and
(ii) P̂ is positive (as a Hermitian algebraic function on L).
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Proof. To prove (i), we let x = (xρ)ρ∈Σ(1) ∈ RΣ(1)+ \ (RΣ(1)+ ∩ Z(Σ)) be given, and
let p˜ be as in (3.11). We consider the following two cases:
Case (a): (G ∩U(1)Σ(1)) · x 6= U(1)Σ(1) · x. In this case, we take z ∈ (U(1)Σ(1) ·
x) \ ((G ∩U(1)Σ(1)) · x) (and thus (|zρ|)ρ∈Σ(1) = x), then it follows from (Pos3)
that p˜(x) > |p˜(z)| ≥ 0.
Case (b) : In this remaining case, we have
(3.22) (G ∩U(1)Σ(1)) · x = U(1)Σ(1) · x.
Consider the holomorphic map φ : (C∗)Σ(1) → CΣ(1) given by φ(t) = t · x for
t ∈ (C∗)Σ(1), where t · x denotes coordinatewise multiplication. Let Σ′(1) :=
{ρ ∈ Σ(1) ∣∣ xρ 6= 0}. It is easy to see that φ((C∗)Σ(1)) = (C∗)Σ′(1), where (C∗)Σ′(1)
is regarded as a submanifold in (C∗)Σ(1) in the obvious manner. In particular,
one has
(3.23) ∂φ(T1,0
(1,1,··· ,1)(C
∗)Σ(1)) = T1,0x (C∗)Σ
′(1) ∼= CΣ′(1).
It is easy to see that the complex linear span of Tx((C∗)Σ(1)) is simply CΣ
′(1)
under the isomorphism in (3.23). Together with (3.22), it follows that
(3.24) ∂φ(T1,0
(1,1,··· ,1)G) = C
Σ′(1).
Note that Ξ(G · x) = Ξ(x) is a single point in XΣ (cf. (3.16)). Together with
(3.22) and (3.24), it follows that Ξ((C∗)Σ(1) · x) is also a connected 0-dimensional
analytic set in XΣ, and thus
(3.25) Ξ((C∗)Σ(1) · x) = Ξ(x), implying that TN · Ξ(x) = Ξ(x) in XΣ.
Note that x = (xρ)ρ∈Σ(1) ∈ CΣ(1) \ Z(Σ), and thus there exists σ ∈ Σ(n) such
that xρ 6= 0 for all ρ ∈ Σ(1) \ σ(1) and Ξ(x) ∈ Uσ (cf. (3.15) and (3.19)). From
the second equality in (3.25), one easily sees that
(3.26) Ξ(x) = 0 in Uσ ∼= Cn =⇒ xρ = 0 for all ρ ∈ σ(1).
It follows readily that the set of points y in RΣ(1)+ \ (RΣ(1)+ ∩Z(Σ)) that correspond
to Case (a) (so that p˜(y) > 0) form a dense open subset in RΣ(1)+ \ (RΣ(1)+ ∩Z(Σ)).
Together with the continuity of p˜ on RΣ(1)+ , it follows that we have
(3.27) p˜(x) ≥ 0.
Furthermore, let t = (tρ)ρ∈Σ(1) ∈ (C∗)Σ(1) be given by tρ = 1/xρ if ρ ∈ Σ(1) \
σ(1) and tρ = 1 if ρ ∈ σ(1). Together with (3.26), one sees that
(3.28) t · x = e(σ),
where e(σ) is as in (1.1). From (3.28) and the first equality in (3.25), one sees that
Ξ(e(σ)) = Ξ(x), and thus there exists g ∈ G such that g · x = e(σ). Then from
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(3.18), one has
(3.29) p˜(e(σ)) = p˜(g · x) = χL(g) · p˜(x).
Together with (Pos1) and the fact that χL(g) ∈ C∗, one sees that that p˜(x) 6= 0,
which together with (3.27), imply that p˜(x) > 0. Thus we have finished the proof
of (i). We proceed to prove (ii). For each σ ∈ Σ(n), we let Uσ be as in (3.19).
To prove that the Hermitian algebraic function P̂ on L is positive, it suffices to
establish the positivity of P̂ on each such Uσ. In terms of the trivialization of
L
∣∣
Uσ
given in (3.21) and z = (zρ)ρ∈σ(1) ∈ Uσ ∼= Cn, one sees that P̂(z, z) is given
by P˜(φσ(z), φσ(z)), where φσ is as in (3.20). Together with (3.11) and (3.12), one
sees that
P˜(φσ(z), φσ(z)) = p˜(x), where x = (xρ)ρ∈Σ(1) is given by(3.30)
xρ =

|zρ|
2 if ρ ∈ σ(1),
1 if ρ ∈ Σ(1) \ σ(1).
(3.31)
Since xρ 6= 0 for all ρ ∈ Σ(1) \ σ(1), it follows that x /∈ Z(Σ) (cf. (3.15)). Thus,
x ∈ RΣ(1)+ \ (RΣ(1)+ ∩ Z(Σ)), which together with (i), imply that p˜(x) > 0. This
finishes the proof of Proposition 3.4(ii). 
Next we recall a result of De Angelis [9]. For ℓ ≥ 1, we denote the interior of
Rℓ+ by (R
ℓ
+)
◦ := {(s1, . . . , sℓ) ∈ Rℓ
∣∣ si > 0, i = 1, . . . , ℓ}. Let f (s) ∈ R[s1, . . . , sℓ]
be such that f (s) > 0 for all s = (s1, . . . , zℓ) ∈ (Rℓ+)◦. We associate to f the ℓ× ℓ
matrix-valued function J f : (Rℓ+)
◦ → Rℓ2 whose components are given by
J f (s)ij : = sj · ∂∂sj
(
si · ∂∂si
(
log f
))
(s)(3.32)
= sisj
∂2
∂si∂sj
(
log f
)
(s) + δij · sj · ∂∂si
(
log f
)
(s)
for s ∈ (Rℓ+)◦, 1 ≤ i, j ≤ ℓ. Here δij denotes the Kronecker delta. i.e., δij = 1
(resp. 0) if i = j (resp. i 6= j). Next we introduce a change of variables, and
consider the function f ♯ : Rℓ → R associated to f given by
(3.33) f ♯(t) = f (et1 , . . . , etℓ) for t = (t1, . . . , tℓ) ∈ Rℓ.
Using (3.32), one easily checks that the Hessian matrix of log f ♯ coincides with
J f , i.e., one has
(3.34)
∂2
∂ti∂tj
(
log f ♯
)
(t) = J f (e
t1 , . . . , etℓ)ij
for all t = (t1, . . . , tℓ) ∈ Rℓ, 1 ≤ i, j ≤ ℓ. We recall the following result:
Lemma 3.5 (De Angelis [9, Theorem 6.11]). Let f (s) ∈ R[s1, . . . , sℓ] be such that
f (s) > 0 for all s ∈ (Rℓ+)◦. Suppose that there exists an open neighborhood V of
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(Rℓ+)
◦ in (C∗)ℓ such that | f (z)| ≤ f (|z1|, . . . , |zℓ|) for all z = (z1, . . . , zℓ) ∈ V, and
the Newton polytope Φ( f ) of f has affine dimension ℓ. Then the ℓ× ℓ matrix J f (s) is
positive definite for all s ∈ (Rℓ+)◦.
We let p, p̂, P̂, p˜, P˜ be as before. Let Sn denote the group of permutations of
the coordinate functions on Cn. For each 1 ≤ ℓ ≤ n, each σ ∈ Σ(n) and each
τ ∈ Sn, we let p˜ℓ,σ,τ ∈ R[s1, . . . , sℓ] be given by
(3.35) p˜ℓ,σ,τ := p˜(φσ(τ(s1, · · · , sℓ, 0, . . . , 0))),
where φσ is as in (3.20).
Lemma 3.6. Let p ∈ R[x±11 , . . . , x±1n ] be such that its Newton polytope Φ is an n-
dimensional smooth lattice polytope.
(i) If p˜ satisfies (Pos1), then for each 1 ≤ ℓ ≤ n, each σ ∈ Σ(n) and each τ ∈ Sn, the
Newton polytope Φ(p˜ℓ,σ,τ) of p˜ℓ,σ,τ has affine dimension ℓ.
(ii) If p˜ satisfies (Pos1) and (Pos2), then for each 1 ≤ ℓ ≤ n, each σ ∈ Σ(n) and each
τ ∈ Sn, the set Sp˜ℓ,σ,τ := {m−m′
∣∣m, m′ ∈ Log(p˜ℓ,σ,τ)} generates Zℓ as a Z-module.
Proof. As the proofs of the lemma for all the p˜ℓ,σ,τ’s are the same, we will
only prove the lemma for the case when τ is the identity permutation, so that
p˜ℓ,σ,τ(s1, . . . , sℓ) = p˜(φσ(s1, · · · , sℓ, 0, · · · , 0)). Fix a cone σ ∈ Σ(n) and an integer
ℓ satisfying 1 ≤ ℓ ≤ n. Denote the cardinality of Σ(1) by |Σ(1)|. For notational
convenience, we write
(3.36) σ(1) = {ρi
∣∣ i = 1, · · · , n} and Σ(1) \ σ(1) = {ρi ∣∣ i = ℓ+ 1, · · · , |Σ(1)|}
such that φσ is given by
(3.37) φσ(zρ1 , · · · , zρn) = (zρ1 , · · · , zρn , 1, · · · , 1)
(cf. (3.20)). For each 1 ≤ j ≤ n, we let Hj ⊂ MR be the hyperplane given by
(3.38) Hj := {m ∈ MR
∣∣ 〈m, uρj〉 = −aρj}.
Then from (3.11), one easily checks that
(3.39) p˜ℓ,σ,τ(s1, . . . , sℓ) = ∑
m∈Φ∩M∩Hℓ+1∩···∩Hn
cm · ∏
1≤i≤ℓ
s
〈m,uρi〉+auρi
i .
Let Un (resp. Uℓ) be the n× n ( resp. ℓ× n) matrix such that its i-th row is given
by uρi (written as a row matrix), and let An (resp. Aℓ) be the column vector
with n (resp. ℓ) rows such that its i-th entry is aρi . Let ηn : MR → Rn and
ηℓ : MR → Rℓ be given by
(3.40) ηn(m) = Unm+ An and ηℓ(m) = Uℓm+ Aℓ for m ∈ MR.
From (3.39), one sees that
(3.41) Φ(p˜ℓ,σ,τ) = convex hull of {ηℓ(m)
∣∣m ∈ Φ ∩M ∩ Hℓ+1 ∩ · · · ∩ Hn}.
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From (3.38) and (3.40), one easily sees that for each m ∈ Φ∩M ∩Hℓ+1∩ · · · ∩Hn,
one has
(3.42) (ηn(m))j =

(ηℓ(m))j if 1 ≤ j ≤ ℓ,0 if ℓ+ 1 ≤ j ≤ n,
where (ηn(m))j (resp. (ηℓ(m))j) denotes the j-th entry of ηn(m) (resp. ηℓ(m)).
Since p˜ satisfies (Pos1), one sees from (1.1), (3.11) and (3.39) that
(3.43) p˜ℓ,σ,τ(0, · · · , 0) = p˜(e(σ)) > 0, so that (0, · · · , 0) ∈ Φ(p˜ℓ,σ,τ).
Let v ∈ Φ ∩M be the vertex of Φ that corresponds to σ under the Orbit-Cone
Correspondence. Then it is easy to see that {v} = ∩nj=1Hj, so that ηn(v) = 0
and thus ηℓ(v) = 0. Since Φ is a smooth polytope, it follows that σ is a smooth
cone, which implies that the matrices Un and Uℓ are of rank n and ℓ respectively;
furthermore, the R-span of the set {m− v ∣∣m ∈ Φ ∩M ∩ Hℓ+1 ∩ · · · ∩ Hn} has
dimension ℓ (see e.g. [5, §2.4]). Since Un is of rank n, it follows that the R-span
of the set {ηn(m)
∣∣m ∈ Φ ∩M ∩ Hℓ+1 ∩ · · · ∩ Hn} also has dimension ℓ (noting
that ηn(m) = ηn(m− v)). Together with (3.42), one sees that the R-span of the set
{ηℓ(m)
∣∣m ∈ Φ ∩M ∩ Hℓ+1 ∩ · · · ∩ Hn} also has dimension ℓ. Combining this
with (3.41) and (3.43), one sees that Φ(p˜ℓ,σ,τ) has affine dimension ℓ, and this
finishes the proof of (i). We proceed to prove (ii) and adopt the same notation as
above. Write p˜ ∈ R[xρi
∣∣ i = 1, · · · , |Σ(1)|} (cf. (3.36)). For each 1 ≤ i ≤ ℓ, one
easily checks from (1.1), (3.11) and (3.39) that
(3.44)
∂ p˜ℓ,σ,τ
∂si
(0, . . . , 0) =
∂ p˜
∂xρi
(e(σ)) > 0,
where the inequality holds since p˜ satisfies (Pos2) and e(σ) ∈ Fρi(RΣ(1)+ ) \ (Z(Σ)∩
Fρi(R
Σ(1)
+ )) (note that e
(σ) /∈ Z(Σ) since e(σ)ρ = 1 6= 0 for each ρ ∈ Σ(1) \ σ(1)
(cf. (3.15))). This implies that Log(p˜ℓ,σ,τ)(⊂ Zℓ) contains the points (1, 0, . . . , 0),
. . ., (0, . . . , 0, 1), and so does Sp˜ℓ,σ,τ (since Log(p˜ℓ,σ,τ) also contains (0, · · · , 0) as
shown in (3.43)). It follows that Sp˜ℓ,σ,τ generates Z
ℓ as a Z-module. 
If p˜ satisfies (Pos1) and (Pos3), then it follows from Proposition 3.4 that P̂ is a
positive Hermitian algebraic function on L, and thus as discussed in Section 2, P̂
induces a Hermitian metric hP̂ on L
∗ given by hP̂(v,w) = P̂(v,w) for v,w ∈ L∗x,
x ∈ XΣ. Here L∗x denotes the fiber of L∗ at x.
Proposition 3.7. If p˜ satisfies (Pos1), (Pos2) and (Pos3), then the curvature (1, 1)-form
ΘhP̂
on XΣ is negative definite.
Proof. Take any cone σ ∈ Σ(n), and letUσ ∼= Cn be the affine coordinate subset of
XΣ with coordinate functions zρ, ρ ∈ σ(1), as in (3.19). Let ξ ∈ H0(Uσ, L
∣∣
Uσ
) be
the non-vanishing section so that ξ(z) ←→ (z, 1)with respect to the holomorphic
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trivialization L
∣∣
Uσ
∼= Uσ × C in (3.21). Let ξ∗ ∈ H0(Uσ, L∗
∣∣
Uσ
) be the dual non-
vanishing section, so that 〈ξ, ξ∗〉 ≡ 1 on Uσ. Here 〈ξ, ξ∗〉 denotes the natural
pointwise pairing between L and L∗. Upon following the notation in (3.36),
(3.37) and writing p˜ ∈ R[xρi
∣∣ i = 1, · · · , |Σ(1)|} as in (3.44), one easily sees from
(3.11), (3.12), (3.20) (3.21) that
(3.45) hP̂(ξ
∗ , ξ∗)(z) = P˜(φσ(z), φσ(z)) = p˜(|zρ1 |2, · · · , |zρn |2, 1, · · · , 1)
for z = (zρ1 , · · · , zρn) ∈ Uσ. Write ΘhP̂
∣∣
Uσ
= ∑
1≤i,j≤n
(Θ
(σ)
hP̂
)ijdzρi ∧ dzρj . Then from
(3.45), one has, for z = (zρ1 , · · · , zρn) ∈ Uσ and 1 ≤ i, j ≤ n,
(Θ
(σ)
hP̂
(z))ij(3.46)
= −∂
2(log hP̂(ξ
∗, ξ∗))
∂zρi∂zρj
(z, z)
= −
(
zρjzρi ·
∂2(log p˜)
∂xρi∂xρj
+ δij · ∂(log p˜)∂xρi
)
(|zρ1 |2, · · · , |zρn |2, 1, · · · , 1).
Take a point z∗ = (z∗ρ1 , . . . , z
∗
ρn) ∈ Uσ, and let ℓ be the number of non-zero z∗ρi ’s
for 1 ≤ i ≤ n (so that 0 ≤ ℓ ≤ n). By permuting the zρi ’s, we will assume without
loss of generality that z∗ρi 6= 0 for each 1 ≤ i ≤ ℓ and z∗ρℓ+1 = · · · = z∗ρn = 0. Now
we take a tangent vector 0 6= v = v1 ∂
∂zρ1
+ · · · + vn ∂
∂zρn
∈ Tz∗Uσ. By using
(3.46) and (3.32) (with f = p˜ℓ,σ,Id where Id denotes the identity permutation (cf.
(3.35)), and s = (|z∗ρ1 |2, . . . , |z∗ρℓ |2)), one easily checks that
∑
1≤i,j≤n
vj · (Θ(σ)h
P̂
(z∗))ij · vi = −A1 − A2, where(3.47)
A1 : = ∑
1≤i,j≤ℓ
vj
z∗ρi
· Jp˜ℓ,σ,Id(|z∗ρ1 |2, . . . , |z∗ρℓ |2)ij ·
vi
z∗ρi
and
A2 := ∑
ℓ+1≤i≤n
|vi|2 · ∂(log p˜)∂xρi
(|z∗ρ1 |2, . . . , |z∗ρℓ |2, 0, · · · , 0, 1, · · · , 1).
Here A1 (resp. A2) is taken to be zero if ℓ = 0 (resp. ℓ = n). Note that
(|z∗ρ1 |2, . . . , |z∗ρℓ |2, 0, · · · , 0, 1, · · · , 1) ∈ Fρi(R
Σ(1)
+ ) for each ℓ + 1 ≤ i ≤ n. Hence
from (Pos2), we see that A2 ≥ 0, and
(3.48) A2 > 0 whenever ℓ < n and (vℓ+1, . . . , vn) 6= (0, . . . , 0).
From (Pos3) (for the set CΣ(1) \ (Z(Σ) ∪ (G ∩U(1)Σ(1)) ·RΣ(1)+ ), which is easily
seen to be dense in CΣ(1)) and the continuity of p˜, one easily sees that |p˜(z)| ≤
p˜(|zρ1 |, . . . , |zρ|Σ(1)||) for all z = (zρ1 , . . . , zρ|Σ(1)|) ∈ CΣ(1), which implies readily
that
(3.49) |p˜ℓ,σ,Id(z)| ≤ p˜ℓ,σ,Id(|z1|, · · · , |zℓ|) for all z = (z1, · · · , zℓ) ∈ Cℓ.
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Together with Lemma 3.6, it follows that one can apply Lemma 3.5 (with f =
p˜ℓ,σ,Id) to conclude that A1 ≥ 0, and
(3.50) A1 > 0 whenever ℓ > 0 and (v1, . . . , vℓ) 6= (0, . . . , 0).
Together with (3.48), one easily concludes that A1 + A2 > 0 in each of the three
cases when ℓ = 0, 1 ≤ ℓ < n or ℓ = n. Upon varying z∗ ∈ Uσ and using the
fact that {Uσ
∣∣ σ ∈ Σ(n)} covers XΣ, one concludes that ΘhP̂ is positive definite
on XΣ. 
Lemma 3.8. Let σ ∈ Σ(n) and x = (xρ)ρ∈Σ(1)| ∈ RΣ(1)+ be such that xρ > 0 for all
ρ ∈ Σ(1) \ σ(1). Then there exist g ∈ G ∩ (RΣ(1)+ )◦ and s ∈ Rσ(1)+ ) such that g · x =
φσ(s), where φσ is as in (3.20). Furthermore, if x ∈ (RΣ(1)+ )◦, then s ∈ (Rσ(1)+ )◦.
Proof. We write σ(1) and Σ(1) as in (3.36). Let x = (xρi)1≤i≤|Σ(1)| ∈ RΣ(1)+ be such
that xρi > 0 for each n+ 1 ≤ i ≤ |Σ(1)|. We need to find g = (tρi)1≤i≤|Σ(1)| ∈ G
with each tρi > 0 and s = (sρi)1≤i≤n ∈ Rσ(1)+ such that
(3.51) tρi · xρi =

sρi if 1 ≤ i ≤ n,1 if n+ 1 ≤ i ≤ |Σ(1)|.
For this purpose, we first let tρi := 1/xρi > 0 for each n+ 1 ≤ i ≤ |Σ(1)|, and
let T be the (|Σ(1)| − n)-column vector whose i-th entry is log tρn+i . Then we let
A (resp. B) be the n× n (resp. n× (|Σ(1)| − n)) matrix whose i-th column is uρi
(resp. uρn+i), where the uρi ’s are as in (3.6). Since σ is an n-dimensional smooth
cone, it follows that the matrix A is non-singular. Now for each 1 ≤ i ≤ n, we
let tρi > 0 be the number such that log tρi is the i-th entry of the column vector
−A−1BT, so that one has
(3.52)
|Σ(1)|
∑
i=1
log tρi · uρi = 0 in Rn.
Then upon taking inner product of both sides of (3.52) with each m ∈ M and
exponentiating the resulting expressions, one easily sees from (3.13) that g =
(tρi)1≤i≤|Σ(1) ∈ G with each tρi > 0. Finally we let sρi := tρi · xρi for each 1 ≤
i ≤ n. Then one easily sees that (3.51) is satisfied. Finally the last statement of
Lemma 3.8 is obvious. 
Remark 3.9. Let σ ∈ Σ(n) and z = (zρ)ρ∈Σ(1)| ∈ CΣ(1) be such that zρ 6= 0 for all
ρ ∈ Σ(1) \ σ(1). Then by following the proof of Lemma 3.8, one can easily show
that there exist g ∈ G and s ∈ Cσ(1) such that g · z = φσ(s), where φσ is as in
(3.20).
Lemma 3.10. Suppose p˜ satisfies (Pos1), (Pos2) and (Pos3). Let k, ℓ ∈ N be such that
1 ≤ k ≤ ℓ ≤ n, σ ∈ Σ(n), τ ∈ Sn, and p˜ℓ,σ,τ ∈ R[s1, . . . , sℓ] be as in (3.35).
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(i) Let (s1, · · · , sk) ∈ (Rk+)◦, i.e., si > 0 for all 1 ≤ i ≤ k. Then one has
(3.53) p˜ℓ,σ,τ(s1, · · · , sk−1, 0, · · · , 0) < p˜ℓ,σ,τ(s1, · · · , sk−1, sk, 0, · · · , 0).
(ii) Let s = (si)1≤i≤ℓ 6= s′ = (s′i)1≤i≤ℓ ∈ (Rℓ+)◦. Then one has
(3.54) p˜ℓ,σ,τ((
√
sis
′
i)1≤i≤ℓ)
2 < p˜ℓ,σ,τ(s) · p˜ℓ,σ,τ(s′).
Proof. For simplicity and as in Lemma 3.6, we will only prove the lemma for the
case when τ = Id is the identity permutation. We write f := p˜ℓ,σ,Id on Rℓ+, so
that, with the coordinate functions on RΣ(1) arranged as in (3.36), we have
(3.55) f (s1, . . . , sℓ) = p˜ℓ,σ,Id(s1, . . . , sℓ) = p˜(s1, · · · , sℓ, 0, · · · , 0, 1 · · · , 1)
for s1, . . . , sℓ ∈ Rℓ+. As in (3.33), we consider the associated function f ♯ : Rℓ → R
given by f ♯(t1, . . . , tℓ) := f (et1 , . . . , etℓ). By Lemma 3.6(i), the Newton polytope
Φ( f ) of f has affine dimension ℓ. Upon regarding f as a polynomial on Cℓ, it also
follows from (3.49) that | f (z1, . . . , zℓ)| ≤ f (|z1|, . . . , |zℓ|) for all (z1, . . . , zℓ) ∈ Cℓ.
Hence, by Lemma 3.5 and (3.34), the Hessian matrix
(3.56)
( ∂2
∂ti∂tj
log f ♯(t)
)
1≤i,j≤ℓ
is positive definite for all t ∈ Rℓ.
Let (s∗1 , · · · , s∗k) ∈ (Rk+)◦, and let t∗i = log s∗i for each 1 ≤ i ≤ k. Let g : [0, s∗k ] →
R be the function given by g(s) = log f (s∗1 , · · · , s∗k−1, s) for s ∈ [0, s∗k ], and let
h : (−∞, t∗k ] → R be given by h(t) = log f ♯(t∗1 , · · · , t∗k−1, t) for t ∈ (−∞, t∗k ]. Then
it follows readily from (3.56) that h′′(t) > 0 for all t ∈ (−∞, t∗k ], and thus h′(t) is
a strictly increasing function in t for t ∈ (−∞, t∗k ]. By the chain rule, one easily
check that h′(t) = g′(et) · et, and thus it follows that the function µ(s) := s · g′(s)
is a strictly increasing function in s for s ∈ (0, s∗k ]. Together with continuity
of µ on the interval [0, s∗k ] and the fact that µ(0) = 0, it follows that µ(s) > 0
for all s ∈ (0, s∗k ], and thus g′(s) > 0 for all s ∈ (0, s∗k ]. Hence g(s) (and thus
also eg(s) = f (s∗1 , · · · , s∗k−1, s)) is a strictly increasing function in s for s ∈ (0, s∗k ].
Together with (3.55) (and upon renaming each s∗i as si), one obtains (3.53) readily,
and this finishes the proof of (i). We proceed to prove (ii). First from (3.56), one
knows that log f ♯ is a strictly convex function on Rn (see e.g. [2, p. 37]). In
particular, we have
(3.57) log f ♯(
t+ t′
2
) <
1
2
(log f ♯(t) + log f ♯(t′))
for all t = (t1, . . . , tn) 6= t′ = (t′1, . . . , t′n) ∈ Rn. Upon exponentiating both
sides of (3.57) and letting ti = log si, t′i = log s
′
i for each i, one obtains (3.54)
readily. 
Proposition 3.11. Suppose p˜ satisfies (Pos1), (Pos2) and (Pos3). Then the following
statements hold:
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(i) For all x = (xρ)ρ∈Σ(1), y = (yρ)ρ∈Σ(1) ∈ RΣ(1)+ \ (Z(Σ) ∩ RΣ(1)+ ) such that
(
√
xρyρ)ρ∈Σ(1) ∈ RΣ(1)+ \ (Z(Σ) ∩RΣ(1)+ ), we have
(3.58) p˜((
√
xρyρ)ρ∈Σ(1))2 ≤ p˜(x) · p˜(y).
Furthermore, the equality in (3.58) holds if and only if there exists g ∈ G ∩ (RΣ(1)+ )◦
such that g · x = y.
(ii) For all z,w ∈ CΣ(1) \ Z(Σ) such that Ξ(z) 6= Ξ(w), one has
(3.59) |P˜(z,w)|2 < P˜(z, z) · P˜(w,w).
(iii) P̂ satisfies the SGCS inequality.
Proof. Let x = (xρ)ρ∈Σ(1), y = (yρ)ρ∈Σ(1) ∈ RΣ(1)+ \ (Z(Σ) ∩RΣ(1)+ ) be such that
(
√
xρyρ)ρ∈Σ(1) ∈ RΣ(1)+ \ (Z(Σ) ∩RΣ(1)+ ). To prove (i), we first establish the equal-
ity in (3.58) under the assumption that there exists g = (tρ)ρ∈Σ(1) ∈ G ∩ (RΣ(1)+ )◦
such that g · x = y. Let g♯ := (
√
tρ)ρ∈Σ(1). Then one easily sees that g♯ ∈
G ∩ (RΣ(1)+ )◦, and
(3.60) g♯ · x = g−1♯ · y = (
√
xρyρ)ρ∈Σ(1)).
Let χL be the group character in (3.17). Together with (3.18), one has
p˜(
√
xρyρ)ρ∈Σ(1))2 = p˜(g♯ · x) · p˜(g−1♯ · y) = χL(g♯) · p˜(x) · χL(g−1♯ ) · p˜(y)
= χL(g♯) · p˜(x) · χL(g♯)−1 · p˜(y) = p˜(x) · p˜(y).
To complete the proof (i), it remains to establish the strict inequality in (3.58)
for the case when y /∈ (G ∩ (RΣ(1)+ )◦) · x. Since (√xρyρ)ρ∈Σ(1) ∈ RΣ(1)+ \ (Z(Σ) ∩
R
Σ(1)
+ ), there exists σ ∈ Σ(n) such that √xρyρ > 0 (and thus xρ > 0 and yρ > 0)
for all ρ ∈ Σ(1) \ σ(1). We arrange the coordinate functions on RΣ(1) as in (3.36).
Then it follows readily from Lemma 3.8 that there exist g = (ti)1≤i≤|Σ(1)|, g′ =
(t′i)1≤i≤|Σ(1)| ∈ G ∩ (RΣ(1)+ )◦ and s = (si)1≤i≤n, s′ = (s′i)1≤i≤n ∈ (Rσ(1)+ )◦ such
that
(3.61) g · x = (s, 1, · · · , 1) and g′ · y = (s′, 1, · · · , 1).
Since y /∈ (G∩ (RΣ(1)+ )◦) · x, it follows readily that s 6= s′. Let g′′ := (
√
tit
′
i)1≤i≤|Σ(1)|.
Then one easily sees from (3.13) and (3.61) that g′′ ∈ G ∩ (RΣ(1)+ )◦ and
g′′ · (
√
xiy
′
i)1≤i≤|Σ(1)|) = (
√
s · s′, 1, · · · , 1), where(3.62)
√
s · s′ : = (
√
s1s
′
1, . . . ,
√
sns′n).(3.63)
Let ℓ be the number of non-zero entries of
√
s · s′ (so that 0 ≤ ℓ ≤ n. First
we consider the case when ℓ ≥ 1. We further rearrange the first n coordinate
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functions of RΣ(1), so that we may assume that
(3.64)
√
sis
′
i > 0 for 1 ≤ i ≤ ℓ and
√
sis
′
i = 0 for ℓ+ 1 ≤ i ≤ n
(the last equality is ignored if ℓ = n). Now we let
(3.65) ŝ := (si)1≤i≤ℓ, ŝ′ := (s′i)1≤i≤ℓ and
√
ŝ · s′ := (
√
si · s′i)1≤i≤ℓ.
Then it is easy to see that ŝ, ŝ′,
√
ŝ · s′ ∈ (Rℓ+)◦. If ŝ 6= ŝ′, then it follows from
Lemma 3.10(ii) that
(3.66) p˜ℓ,σ,Id(
√
ŝ · s′)2 < p˜ℓ,σ,Id(ŝ) · p˜ℓ,σ,Id(ŝ′) ≤ p˜n,σ,Id(s) · p˜n,σ,Id(s′),
where the last inequality follows from using Lemma 3.10(i) repeatedly if neces-
sary. On the other hand, if ŝ = ŝ′ (so that
√
ŝ · s′ = ŝ = ŝ′), then since s 6= s′,
it follows readily that either si > 0 for some ℓ + 1 ≤ i ≤ n, or s′i > 0 for
some ℓ + 1 ≤ i ≤ n. By using Lemma 3.10(i) repeatedly, one sees that either
p˜ℓ,σ,Id(ŝ) < p˜n,σ,Id(s) or p˜ℓ,σ,Id(ŝ′) < p˜n,σ,Id(s′) respectively. Thus in this case, we
have
(3.67) p˜ℓ,σ,Id(
√
ŝ · s′)2 = p˜ℓ,σ,Id(ŝ) · p˜ℓ,σ,Id(ŝ′) < p˜n,σ,Id(s) · p˜n,σ,Id(s′).
Note that from (3.64), one has p˜ℓ,σ,Id(
√
ŝ · s′) = p˜n,σ,Id(
√
s · s′). Together with
(3.66), it follows that when ℓ > 0, we have
p˜n,σ,Id(
√
s · s′)2 < p˜n,σ,Id(s) · p˜n,σ,Id(s′), or equivalently,(3.68)
p˜(
√
s · s′, 1, · · · , 1)2 < p˜(s, 1, · · · , 1) · p˜(s′, 1, · · · , 1))(3.69)
for both cases when ŝ 6= ŝ′ and when ŝ = ŝ′. We remark that in the case when ℓ =
0, one sees that (3.69) still holds by using an argument similar to the inequality
in (3.67). From (3.18), (3.61) and (3.62), one sees that
p˜(s, 1, · · · , 1) = p˜(g · x) = χL(g) · p˜(x),(3.70)
p˜(s′, 1, · · · , 1) = p˜(g′ · y) = χL(g′) · p˜(y), and(3.71)
p˜(
√
s · s′, 1, · · · , 1) = χL(g′′) · p˜((√xρyρ)ρ∈Σ(1)).(3.72)
Since (g′′)2 = g · g′ ∈ G ∩ (RΣ(1)+ )◦, it follows readily that
(3.73) (χL(g′′))2 = χL(g) · χL(g′) > 0.
By combining (3.69), (3.73), (3.70), (3.71), (3.72) and (3.73), one sees that
(3.74) p˜((
√
xρyρ)ρ∈Σ(1))2 < p˜(x) · p˜(y),
and we have finished proof of (i). We proceed to prove (ii). Let z = (zρ)ρ∈Σ(1), w =
(wρ)ρ∈Σ(1) ∈ CΣ(1) \Z(Σ) be such that Ξ(z) 6= Ξ(w). For notational convenience,
we denote z · w := (zρ · wρ)ρ∈Σ(1), z · z = (|zρ|2)ρ∈Σ(1) and w ·w := (|wρ|2)ρ∈Σ(1).
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Then from (3.11) and (3.12), one sees that P˜(z,w) = p˜(z · w). We consider the
following two cases:
Case (a) : When z · w /∈ G ∩U(1)Σ(1)) ·RΣ(1)+ , it follows from (Pos3) that
(3.75) |p˜(z · w)|2 < |p˜((|zρ ||wρ|)ρ∈Σ(1))|2 ≤ p˜(z · z) · p˜(w · w),
where the last inequality follows from (i).
Case (b): When z ·w ∈ G ∩U(1)Σ(1)) ·RΣ(1)+ , one easily sees that we have z ·w =
(eiθρ)ρ∈Σ(1) · (|zρ||wρ|)ρ∈Σ(1)), where (eiθρ)ρ∈Σ(1) ∈ G ∩ U(1)Σ(1)). First we see
from (3.17) that
(3.76)
|p˜(z · w)| = |χL((eiθρ)ρ∈Σ(1))| · |p˜((|zρ ||wρ|)ρ∈Σ(1)))| = |p˜((|zρ ||wρ|)ρ∈Σ(1)))|,
where the last equality follows from the equality |χL((eiθρ)ρ∈Σ(1))| = 1, which
can be seen easily from (3.17). Suppose that (|zρ|)ρ∈Σ(1) = g · (|wρ|)ρ∈Σ(1) for
some g ∈ G ∩ (RΣ(1)+ )◦. By considering the components individually, one easily
sees that z = g · (eiθρ)ρ∈Σ(1) · w with g · (eiθρ)ρ∈Σ(1) ∈ G, contradicting the as-
sumption that Ξ(z) 6= Ξ(w). Thus we must have (|zρ|)ρ∈Σ(1) /∈ (G ∩ (RΣ(1)+ )◦) ·
(|wρ|)ρ∈Σ(1), and then it follows from (i) that
(3.77) |p˜(z · w)|2 = |p˜((|zρ ||wρ|)ρ∈Σ(1))|2 < p˜(z · z) · p˜(w · w),
where the first equality follows from (3.76).
Thus in both cases, we have |p˜(z ·w)|2 < p˜(z · z) · p˜(w ·w), which upon rewritten
in terms of P˜, leads to (3.59), and we have finished the proof of (ii). Finally from
the lifting Ξ∗L ∼= (CΣ(1) \ Z(Σ)) × C in Remark 3.2, one sees from (3.10) and
(3.12) that P̂ lifts to the function P˜ on (CΣ(1) \ Z(Σ)) × (CΣ(1) \ Z(Σ)). Then the
inequality in (3.59) leads readily to the SGCS inequality for P̂ (cf. (2.3)), and this
finishes the proof of (iii). 
We conclude this section with the following
Proof of Proposition 3.3. Proposition 3.3 follows directly from Proposition 3.4, Propo-
sition 3.7 and Proposition 3.11(iii). 
4. Proof of Theorem 1.1
Lemma 4.1. Let p ∈ R[x±11 , . . . , x±1n ] be a Laurent polynomial whose Newton polytope
Φ is an n-dimensional smooth lattice polytope. Let p˜ be the Φ-homogenization of p, and
let Σ be the associated normal fan of Φ. Suppose p has fully positive coefficients. Then
(4.1) p˜(x) > 0 for all x ∈ RΣ(1)+ \ (Z(Σ) ∩RΣ(1)+ ),
and p˜ satisfies (Pos1), (Pos2) and (Pos3).
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Proof. Write p = ∑
m∈Φ∩M
cmx
m. Since p˜ has fully positive coefficients, we have
cm > 0 for all m ∈ Φ ∩M. Write p˜ := ∑
m∈Φ∩M
cm · ∏
ρ∈Σ(1)
x
〈m,uρ〉+aρ
ρ as in (3.11). Let
x = (xρ)ρ∈Σ(1) ∈ RΣ(1)+ \ (Z(Σ) ∩RΣ(1)+ ). Then from (3.15), there exists σ ∈ Σ(n)
such that xρ > 0 for all ρ ∈ Σ(1) \ σ(1). Let v ∈ Φ be the vertex of Φ that
corresponds to σ under the Orbit-Cone Correspondence. Then for all ρ ∈ σ(1),
we have 〈v, uρ〉+ aρ = 0. It follows that
(4.2) p˜(x) ≥ cv · ∏
ρ∈Σ(1)\σ(1)
x
〈v,uρ〉+aρ
ρ > 0,
which gives (4.1). For each σ ∈ Σ(n), one easily sees from (1.1) and (3.15) that
e(σ) ∈ RΣ(1)+ \ (Z(Σ) ∩ RΣ(1)+ ), and thus it follows from (4.1) that p˜(e(σ)) > 0.
Thus p˜ satisfies (Pos1). To show that p˜ satisfies (Pos2), we let x = (xρ)ρ∈Σ(1) ∈
Fρ◦(R
Σ(1)
+ ) \ (Z(Σ) ∩ Fρ◦(RΣ(1)+ )) with ρo ∈ Σ(1), so that xρo = 0. As above, since
x /∈ Z(Σ), it follows that there exists σ ∈ Σ(n) such that xρ > 0 for all ρ ∈ Σ(1) \
σ(1). Again as above, let v ∈ Φ be the vertex of Φ that corresponds to σ under
the Orbit-Cone Correspondence. Since Φ is an n-dimensional smooth lattice
polytope, there exist n edges {Eρ}ρ∈σ(1) of Φ (with Eρ = Φ ∩
⋂
ρ′∈σ(1)\{ρ}
Hρ′)
emanating from v, each containing a unique lattice point wρ(∈ Φ ∩M) adjacent
to v, and such that {wρ − v}ρ∈σ(1) forms a Z-basis of M. Recall that σ is an
n-dimensional smooth cone in NR. It is easy to check that {uρ}ρ∈σ(1) forms a Z-
basis of N dual to {wρ − v}ρ∈σ(1), and it follows readily that 〈wρ, uρ′〉+ aρ′ = δρρ′
for ρ, ρ′ ∈ σ(1). Here δρρ′ denotes the Kronecker delta. Then it follows readily
that
(4.3)
∂ p˜
∂xρ◦
(x) ≥ cwρ · ∏
ρ∈Σ(1)\σ(1)
x
〈wρ◦ ,uρ〉+aρ
ρ > 0,
which implies that p˜ satisfies (Pos2). We proceed to show that p˜ satisfies (Pos3).
Let z = (zρ)ρ∈Σ(1) ∈ CΣ(1) \ (Z(Σ) ∪ (G ∩U(1)Σ(1)) · RΣ(1)+ ). Since z /∈ Z(Σ),
there exists σ ∈ Σ(n) such that zρ 6= 0 for all ρ ∈ Σ(1) \ σ(1). Then as in the
proof of Proposition 3.11, by using an element of G as given in Remark 3.9 and
using the functional equation in (3.18), it suffices to consider the case when
(4.4) zρ = 1 for all ρ ∈ Σ(1) \ σ(1), so that B := {ρ ∈ Σ(1)
∣∣ zρ = 0} ⊂ σ(1).
For each ρ ∈ σ(1) \ B, we fix θρ ∈ R such that zρ = eiθρ · |zρ|. For each ρ ∈
B ∪ (Σ(1) \ σ(1)), we simply let θρ = 0. Then one easily sees that
(4.5) z = (eiθρ)ρ∈Σ(1) · (|zρ|)ρ∈Σ(1) with (eiθρ)ρ∈Σ(1) ∈ U(1)Σ(1).
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Let
(4.6) Ψ := Φ ∩M ∩ ⋂
ρ∈B
Hρ,
where Hρ is as in (3.38). Then upon ignoring the zero terms of p˜(z) arising from
those zρ’s with ρ ∈ B and ignoring the trivial factors of each monomial term
of p˜(z) (arising from the exponent being zero or the condition that zρ = 1 for
ρ ∈ Σ(1) \ σ(1)), one sees that
p˜(z) = ∑
m∈Ψ
cm · ∏
ρ∈σ(1)\B
z
〈m,uρ〉+aρ
ρ , so that(4.7)
|p˜(z)| = ∣∣ ∑
m∈Ψ
cm · ∏
ρ∈σ(1)\B
z
〈m,uρ〉+aρ
ρ
∣∣(4.8)
≤ ∑
m∈Ψ
cm ∏
ρ∈σ(1)\B
|zρ|〈m,uρ〉+aρ = p˜((|zρ |)ρ∈Σ(1)).
Thus it remains to show that if the non-trivial equality in (4.8) holds, then
z ∈ (G ∩ U(1)Σ(1)) · RΣ(1)+ , or equivalently, (eiθρ)ρ∈Σ(1) ∈ G. To see this, we
suppose that the non-trivial equality in (4.8) holds. This implies readily that the
arguments of the (non-zero) complex numbers ∏
ρ∈σ(1)\B
z
〈m,uρ〉+aρ
ρ are the same
for all m ∈ Ψ, so that there exists κ ∈ R such that
(4.9) ∑
ρ∈σ(1)\B
(〈m, uρ〉+ aρ)θρ ≡ κ mod 2pi for all m ∈ Ψ.
Let v ∈ Φ be the vertex that corresponds to σ under the Orbit-Cone Correspon-
dence, so that v =
⋂
ρ∈σ(1) Hρ. Then from (4.6), one easily sees that v ∈ Ψ.
Let {wλ}λ∈σ(1) be the unique lattice points of Φ adjacent to v along the edges
{Eλ}λ∈σ(1) emanating from v as in (4.3). Note that
(4.10) wλ ∈ Φ ∩M ∩
⋂
ρ∈σ(1)\{λ}
Hρ for each λ ∈ σ(1).
Then similar to v, it is easy to see from (4.6) and (4.10) that wλ ∈ Ψ for each
λ ∈ σ(1) \ B. Thus the equation in (4.9) is satisfied by m = v and m = wλ
for λ ∈ σ(1) \ B. Upon subtracting these two equations and using the fact that
θρ = 0 for ρ ∈ B, one gets
(4.11) ∑
ρ∈σ(1)
〈wλ − v, uρ〉θρ ≡ 0 mod 2pi for all λ ∈ σ(1) \ B.
Now we consider the case when λ ∈ B (so that σ(1) \ B ⊂ σ(1) \ {λ}). In this
case, it follows from (4.10) that for all ρ ∈ σ(1) \ B, one has 〈wλ, uρ〉 + aρ = 0
and thus 〈wλ − v, uρ〉 = 0. Together with the fact that θρ = 0 for all ρ ∈ B. it
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follows that we have
(4.12) ∑
ρ∈σ(1)
〈wλ − v, uρ〉θρ = 0 for all λ ∈ B.
Since Φ is an n-dimensional smooth lattice polytope, it follows that {wρ −
v}ρ∈σ(1) forms a Z-basis of M. Together with (4.11) and (4.12), it follows readily
that
(4.13) 〈m, ∑
ρ∈σ(1)
θρuρ〉 ≡ 0 mod 2pi for all m ∈ M.
Upon exponentiating (4.13) and using the fact that θρ for all ρ ∈ Σ(1) \ σ(1), it
follows that
(4.14) ∏
ρ∈Σ(1)
(eiθρ)〈m,uρ〉 = 1 for all m ∈ M,
which together with (3.13), implies that (eiθρ)ρ∈Σ(1) ∈ G, and we have finished
the proof that p˜ satisfies (Pos3). 
We are ready to give the proof of Theorem 1.1 as follows:
Proof of Theorem 1.1. Let p ∈ R[x±11 , . . . , x±1n ] be a Laurent polynomial whose
Newton polytope Φ is an n-dimensional smooth lattice polytope. Let p˜ be the
Φ-homogenization of p.
(a) =⇒ (b): Suppose p˜ satisfies (Pos1), (Pos2) and (Pos3). Let P̂ be the Hermit-
ian algebraic function on the line bundle L as in (3.10), where L as in (3.7). Then
from Proposition 3.3 and Theorem 2.1 (with R = P̂, E = OXΣ and Q = 1), one
knows that there exists ko > 0 such that for each integer k ≥ ko, the tensor power
P̂k (as a Hermitian algebraic function on L⊗k) is a maximal sum of Hermitian
squares. It is easy to see that P̂k is the Hermitian algebraic function on L⊗k
induced from the Laurent polynomial pk. Note also that the Newton polytope
Φ(pk) of pk is simply k · Φ := {k · x ∣∣ x ∈ Φ}, which is also an n-dimensional
smooth lattice polytope. Then from Proposition 3.1, it follows that pk has fully
coefficients for each such k.
(b) =⇒ (a): Suppose that there exists ko > 0 such that for each integer k ≥ ko,
pk has fully positive coefficients. From Lemma 4.1 (with p˜ there replaced by p˜k),
one knows that p˜(x)k > 0 for all x ∈ RΣ(1)+ \ (Z(Σ) ∩ RΣ(1)+ ), and p˜k satisfies
(Pos1), (Pos2) and (Pos3). By choosing an odd k ≥ ko and then taking the k-th
root, one immediately sees that p˜(x) > 0 for all x ∈ RΣ(1)+ \ (Z(Σ)∩RΣ(1)+ ), and p˜
also satisfies (Pos1) and (Pos3). Since p˜(x) > 0 for all x ∈ RΣ(1)+ \ (Z(Σ) ∩RΣ(1)+ )
and we have
(4.15)
∂(p˜k)
∂xρ
(x) = k · p˜(x)k−1 · ∂ p˜
∂xρ
(x) for each ρ ∈ Σ(1),
it follows readily from (Pos2) for p˜k that p˜ also satisfies (Pos2). 
24
5. Application to polynomial spectral radius functions
In this section, we apply Theorem 1.1 to deduce Corollary 1.2. As the proof is
similar to [23, Section 5], we refer the reader to [23, Section 5] for a convenient
recollection of the background results needed as well as the definitions of the
various terms in the corollary.
Proof of Corollary 1.2. Let p ∈ Z[x1, . . . , xn] be a polynomial whose Newton poly-
tope Φ is an n-dimensional smooth lattice polytope, and such that the Φ-homogenization
p˜ ∈ Z[zρ
∣∣ ρ ∈ Σ(1)] of p satisfies (Pos1) and (Pos2).
(ii) =⇒ (i) (resp. (iii) =⇒ (i)): Suppose that there exists an irreducible (resp.
aperiodic) square matrix A over Z+[zρ
∣∣ ρ ∈ Σ(1)] such that p˜ = βA. With nota-
tion as in Theorem 1.1, we let z = (zρ)ρ∈Σ(1) ∈ CΣ(1) \ (Z(Σ) ∪ (G ∩U(1)Σ(1)) ·
R
Σ(1)
+ ). Since z /∈ Z(Σ), there exists σ ∈ Σ(n) such that zρ 6= 0 for all ρ ∈
Σ(1) \ σ(1). As in the proof of Proposition 3.11, by using an element of G as
given in Remark 3.9 and using the functional equation in (3.18), it suffices to
consider the case when zρ = 1 for all ρ ∈ Σ(1) \ σ(1). Note that in this case, we
have (zρ)ρ∈σ(1) ∈ Cσ(1) \Rσ(1)+ . Let p˜n,σ,Id be as in (3.35), so that
(5.1) p˜n,σ,Id((zρ)ρ∈σ(1)) = p˜((zρ)ρ∈σ(1), 1, · · · , 1) = p˜(z).
Then p˜n,σ,Id ∈ Z[zρ
∣∣ ρ ∈ σ(1)] and p˜n,σ,Id = βB, where B is the matrix over
Z+[zρ
∣∣ ρ ∈ σ(1)]] given by B((zρ)ρ∈σ(1)) = A((zρ)ρ∈σ(1), 1, · · · , 1) = A(z). Fur-
thermore, it follows from Lemma 3.6(ii) that Sp˜n,σ,Id generates Z
n as a Z-module.
Thus by [10, Theorem 6.6] (cf. also [23, Lemma 5.2]), we have
(5.2) |p˜(z)| = p˜n,σ,Id((zρ)ρ∈σ(1))| < p˜n,σ,Id((|zρ |)ρ∈σ(1)) = p˜((|zρ |)ρ∈Σ(1)),
where the first and last equality follows from (5.1). Hence p˜ satisfies (Pos3).
(i) =⇒ (ii) (resp. (i) =⇒ (iii)): Suppose that p˜ also satisfies (Pos3). Then by
Theorem 1.1, there exists k > 0 such that p˜k has fully positive coefficients, so
that p˜k ∈ Z+[zρ
∣∣ ρ ∈ Σ(1)]. By Lemma 4.1, one also has p˜k(x) > 0 for all
x ∈ (RΣ(1)+ )◦. It follows that the 1× 1 matrix B := (p˜k) is irreducible (resp.
aperiodic) over Z+[zρ
∣∣ ρ ∈ Σ(1)], and βB = p˜k. Hence by [10, Theorem 3.3(i)
(resp. Theorem 3.5)] (cf. also [23, Lemma 5.1]), there exists an irreducible (resp.
aperiodic) square matrix A over Z+[zρ
∣∣ ρ ∈ Σ(1)] such that p˜ = βA. 
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