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Resumen y Abstract vii
Resumen
En este trabajo se introduce una nocion de integrabilidad para sistemas Hamiltonianos no
autonomos y se desarrolla geometricamente la teora de Galois diferencial para sistemas de
ecuaciones lineales. Para el caso de hamiltonianos cuadraticos homogeneos con 2+ 12 grados
de libertad, se demuestra que esta nocion es equivalente a la integrabilidad completa del
sistema en el espacio de fase extendido, se da el recproco del teorema de Morales-Ramis y se
calculan sus formas canonicas a traves de cambios de variable simplecticos con coecientes
funciones algebraicas del tiempo.
Palabras clave: Sistemas Hamiltonianos, Integrabilidad, Teora de Galois diferencial.
Abstract
In this work a notion of integrability for non autonomous Hamiltonian systems is introduced
and the dierencial Galois theory for linear dierential equations is developed geometrically.
For the case of quadratic homogeneous Hamiltonians with 2 + 12 degrees of freedom its pro-
ved that this notion is equivalent to the classical complete integrability of the system in the
extended phase space, the reciprocal of the Morales-Ramis result is given and their canonical
forms are calculated through symplectic changes of frames involving algebraic functions of
time.
Keywords: Hamiltonian Systems, Integrability, Dierential Galois Theory.
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Introduccion
Desde el analisis de Poincare del problema de los tres cuerpos, en los sistemas dinamicos
deben considerarse dos dicotomas. La primera es entre la dinamica regular y caotica, y la
segunda entre ecuaciones integrables y no integrables. En general se espera que las ecuaciones
integrables exhiban una dinamica regular y las no integrables exhiban una dinamica caotica.
Sin embargo no existe un diccionario claro entre estos conceptos, dado que aun no se ha
desarrollado una teora general de la integrabilidad.
En el caso de los sistemas Hamiltonianos (mecanica clasica) existe el caso particular de los
sistemas completamente integrables que poseen tantas leyes de conservacion independientes
y en involucion como grados de libertad. La reduccion a variables de accion-angulo, debida a
J. Liouville y reinterpretada geometricamente por V. I. Arnold [2] indica que dichos sistemas
tienen la propiedad de que su evolucion en el tiempo es \bien comportada" con respecto
a las condiciones iniciales, es decir, la dinamica es regular. En muchos casos, se aborda el
estudio de sistemas mas generales entendiendolos como peque~nas perturbaciones de sistemas
Hamiltonianos completamente integrables. Ademas, los sistemas completamente integrables
son objetos dignos de estudio por s mismos apareciendo de forma natural en muchos otros
problemas matematicos, como las jerarquas de EDP's integrables, la caracterizacion de va-
riedades Jacobianas o la cohomologa cuantica.
Los sistemas integrables son muy excepcionales. En cualquier topologa razonable en el espa-
cio de sistemas Hamiltonianos la propiedad generica es la ocurrencia de fenomenos caoticos,
y por tanto la no existencia de leyes de conservacion. Sin embargo, es una tarea muy difcil
decidir si un sistema Hamiltoniano es completamente integrable. Es por tanto un problema
matematicamente relevante, el encontrar los sistemas completamente integrables dentro de
una familia de sistemas Hamiltonianos.
Tambien es muy interesante encontrar las formas canonicas que los sistemas completamente
integrables pueden presentar. Es decir, clasicar los sistemas integrables que existen dentro
de una determinada familia con respecto a la accion de un determinado grupo de trans-
formaciones. Matematicos como Liapjunov, Painleve, Poincare y Kovalewskaya dedicaron
importantes investigaciones a este problema.
En este trabajo, dentro de los sistemas Hamiltonianos, se consideran sistemas lineales no-
autonomos. Estos sistemas, si bien son lineales en las variables posicion-momento, pueden
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ser altamente no lineales con respecto al tiempo.
Recientemente se han desarrollado potentes tecnicas algebraicas para la deteccion de la in-
tegrabilidad. Una de estas, el esquema de Morales-Ramis [7], esta basada en la teora de
Galois diferencial de los sistemas de ecuaciones lineales [3, 4]. La teora de Galois diferencial
relaciona la integrabilidad de las ecuaciones lineales con la estructura de los grupos algebrai-
cos [5]. El teorema de Morales-Ramis establece que los sistemas completamente integrables,
al linealizarse dan lugar a ecuaciones con grupos de Galois con componente conexa de la
identidad abeliana. Sin embargo, no esta claro que recprocamente, las ecuaciones lineales
con grupos de Galois virtualmente abelianos puedan reinterpretarse como sistemas Hamil-
tonianos completamente integrables.
En este trabajo se proponen los siguientes problemas:
1. Caracterizar la integrabilidad completa, mediante leyes de conservacion meromorfas,
de los sistemas Hamiltonianos lineales no-autonomos (no lineales en el tiempo) en
terminos de sus grupos de Galois.
2. Clasicar los sistemas Hamiltonianos lineales no-autonomos (no lineales en el tiempo)
completamente integrables, y dar sus formas canonicas para 2 + 12 grados de libertad.
Para tratarlos se expone parte de la teora clasica de sistemas Hamiltonianos y se desarrolla
la teora de Galois diferencial desde un punto de vista geometrico. Para la primera, se co-
mienza por estudiar la estructura simplectica de una variedad, los campos hamiltonianos -
cuyas curvas integrales dan lugar a los sistemas Hamiltonianos -, el parentesis de Poisson, y
la involucion. Se demuestra el teorema de Liouville-Arnold, que asegura que un hamiltoniano
que tenga n funciones independientes y en involucion es integrable por cuadraturas y sus
orbitas se mantienen sobre toros de dimension n, y se trata el concepto de integrabilidad
completa. Luego se pasa al caso no-autonomo, es decir, cuando el hamiltoniano depende del
tiempo, donde se introduce una nocion de integrabilidad. Finalmente se considera la suspen-
sion simplectica y se demuestra que los sentidos de integrabilidad son compatibles, esto es,
si el hamiltoniano no autonomo es integrable, su suspension es completamente integrable.
Para la teora de Galois diferencial, se estudian los sistemas de ecuaciones lineales en el
campo complejo, sus foliaciones, prolongaciones analticas y su monodroma. Se introduce
la topologa M( ) Zariski, que permite conocer las relaciones algebraicas de las soluciones
de la ecuacion, y se dene el grupo de Galois de una hoja de la foliacion como las matri-
ces que preservan esas relaciones algebraicas. Esos grupos resultan ser algebraicos lineales
y poseen propiedades muy interesantes, por ejemplo contienen a los grupos de monodroma
de la ecuacion y su accion sobre una hoja produce la clausura M( ) Zariski de la misma.
Calcular estos grupos no es tarea facil y no hay un metodo generico para ello, aunque, por
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ejemplo, todos los subgrupos algebraicos de Sp(1;C) = SL(2;C) estan clasicados [7]. Con
la teora de grupos disponible, se expone el teorema de Morales-Ramis. De esta forma, los
grupos de Galois determinan en parte si un sistema es integrable o no.
Usando estas teoras se muestra para hamiltonianos cuadraticos no autonomos en 2+ 12 grados
de libertad la equivalencia entre: ser integrable en el sentido no autonomo, tener suspension
simplectica completamente integrable y tener grupo de Galois con componente conexa de la
identidad abeliana. Esto se logra con la clasicacion de los subgrupos algebraicos abelianos
conexos de Sp(2;C). En ese punto, se calculan las formas normales a las cuales se puede
reducir un sistema de ese tipo. Desafortunadamente las tecnicas aplicadas en la clasicacion
de los grupos mencionados no es practica, en el sentido de que para dimensiones mayores los
calculos son demasiado complicados. Queda entonces abierta la pregunta de la equivalencia
entre las nociones de integrabilidad en mas grados de libertad.

1. Sistemas Hamiltonianos
En este captulo vamos a exponer las herramientas con las que se suele trabajar en sistemas
Hamiltonianos autonomos y no autonomos, tales como variedades simplecticas, ujos hamil-
tonianos, parentesis de Poisson, entre otros. Para esto usaremos herramientas de geometra
diferencial tales como la derivada de Lie respecto a un campo vectorial [1]. Estudiamos la
nocion de integrabilidad completa en el caso autonomo y basados en ella introducimos la
integrabilidad en el sentido no autonomo en variedades de la forma C2n   , donde   es
una supercie de Riemman. Se presenta tambien una demostracion del teorema de Liouville-
Arnold sobre la integrabilidad de sistemas Hamiltonianos. Al nal del captulo, se expone
brevemente la suspension simplectica, que sirve para reducir el caso no autonomo al caso
autonomo.
1.1. Geometra simplectica lineal
Fijemos K = R o C. En general puede tomarse cualquier cuerpo de caracterstica diferente
de 2.
Denicion 1.1. Un espacio vectorial simplectico es un espacio vectorial V sobre K con una
forma bilineal antisimetrica no degenerada !.
Nota 1.1. Recordemos que ! es no degenerada si y solo si !(v; w) = 0 para todo w 2 V
implica que v = 0. Es decir, la aplicacion polar i! : V ! V  dada por i!(v)(u) = !(v; u)
es inyectiva. Que ! sea antisimetrica signica que para todo v; u 2 V , !(v; u) + !(u; v) = 0.
Si K no es de caracterstica 2, esto implica que !(v; v) = 0. Es decir, todos los vectores son
! ortogonales a s mismos.
SiW es un subespacio de V , denotaremos porW? = fv 2 V j!(v; w) = 0 para todo w 2Wg,
al subespacio de vectores que son ! ortogonales a W . Caso contrario a lo que ocurre en
geometra euclidiana, puede suceder que W \W? 6= f0g.
Ejemplo 1.1. K2n = f(p1; :::; pn; q1; :::; qn)jpi; qi 2 K; i = 1; :::; ng es el espacio vectorial
simplectico canonico con ! =
Pn
i=1 dpi ^ dqi, es decir:
!(v; w) =
nX
i=1
xiui   yizi = vtJnw;
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donde v = (x1; :::; xn; y1; :::; yn), w = (z1; :::; zn; u1; :::; un) y Jn es la matriz:"
0 In
 In 0
#
;
donde In denota la matriz identidad de n n. ! es no degenerada porque det(Jn) = 1 6= 0.
Si feig, i = 1; :::; 2n es la base canonica de K2n, note que !(ei; ei+n) = 1, !(ei; ej+n) =
!(ei+n; ej+n) = 0, i; j = 1; :::; n y !(ei; ej) = 0, i 6= j; i; j = 1; :::; n.
Nota 1.2. Si ! es como en el ejemplo anterior y (; ) es el producto escalar canonico entonces
!(v; w) = vtJnw = ( Jnv)tw = ( Jnv; w). Esto signica que  Jn = J tn es la matriz, en la
base canonica, de la aplicacion polar i!. Ademas J
2
n =  I2n.
Proposicion 1.1. Sea V un espacio vectorial de dimension nita n y ! una forma bilineal
antisimetrica sobre V . Entonces existen vectores v1; :::; vk; w1; :::; wk linealmente indepen-
dientes tales que !(vi; wi) = 1, !(vi; vj) = !(wi; wj) = 0, !(vi; wj) = 0; i 6= j, i; j = 1; :::; n.
Si Vi es el subespacio dos dimensional generado por vi y wi entonces V = V1?:::?Vk?V0,
donde V0 = V
?.
Demostracion. Si ! = 0, sea V = V0. Si ! 6= 0 existen vectores v1; w1 2 V tales que
!(v1; w1) = 1. Estos vectores son linealmente independientes porque si av1+bw1 = 0 entonces
0 = !(av1 + bw1; v1) =  b y 0 = !(av1 + bw1; w1) = a. V = V1?V ?1 porque si v 2 V ,
w = !(v; w1)v1   !(v; v1)w1 2 V1 y v   w 2 V ?1 . Ademas es claro que V1 \ V ?1 = f0g.
Si !jV ?1 V ?1 = 0 hemos terminado. Si no, existen vectores v2; w2 2 V
?
1 tales que !(v2; w2) = 1
y tenemos que V = V1?V2?V ?2 . Repitiendo este procedimiento, que concluye porque la
dimension de V es nita, obtenemos una descomposicion de V como la del enunciado.
Nota 1.3. Si u1; :::; un 2k es una base de V0, en la base v1; :::; vk; w1; :::; wk; u1; :::; un 2k de
V , la matriz que representa a ! es
"
Jk 0
0 0
#
. Si ! es no degenerada, V0 = f0g y la dimension
de V es necesariamente par.
Denicion 1.2. Sean (V; !) y (V ; !) espacios vectoriales simplecticos. Una transformacion
lineal S : V ! V se dice simplectica si !(Sv; Sw) = !(v; w), para todo v; w 2 V . El conjunto
de todos los automorsmos simplecticos de K2n, Sp(n;K), es llamado el grupo simplectico.
Corolario 1.1. Todos los espacios simplecticos de la misma dimension son isomorfos.
De ahora en adelante solo trabajaremos con el espacio canonico K2n.
Proposicion 1.2. Una transformacion es simplectica si y solo si su matriz S en la base
canonica satisface StJnS = Jn. En particular, Jn es simplectica.
Demostracion. La transformacion es simplectica si y solo si !(Sv; Sw) = !(v; w). Co-
mo !(v; w) = ( Jnv; w), que S sea simplectica signica que ( JnSv; Sw) = ( Jnv; w)
o (StJnSv;w) = (Jnv; w). Como v y w eran arbitrarios obtenemos S
tJnS = Jn.
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Denicion 1.3. Un subespacio W de K2n se dice nulo o isotropico si !jWW = 0. Si
dim W = n, W se conoce como un subespacio Lagrangiano.
Nota 1.4. Un subespacio W es nulo si y solo si JnW es ortogonal a W con respecto al
producto escalar usual (; ).
Proposicion 1.3. Si W es un subespacio nulo de K2n, entonces dimW  n.
Demostracion. Como Jn es un isomorsmo, dimW = dim JnW y como W es ortogonal a
JnW entonces W \ JnW = f0g, porque si v 2 W \ JnW , v = Jnw, w 2 W y (v; v) =
(v; Jnw) = 0. Por tanto 2  dimW = dim(W
L
JnW )  dimK2n = 2n.
1.2. Sistemas Hamiltonianos autonomos
Los espacios adecuados para trabajar la mecanica hamiltoniana son las variedades diferen-
ciables o analticas dotadas de una estructura adicional. Esta estructura consiste en jar una
2-forma diferencial o meromorfa, cerrada no degenerada. Antes de discutir sobre este tipo de
variedades, basados en el algebra exterior sobre variedades diferenciables, hablaremos sobre
campos y 1-formas meromorfas sobre variedades analticas.
1.2.1. Formas meromorfas sobre variedades analticas
Sea M una variedad analtica con dimM = n. Si interpretamos a M como una variedad di-
ferencial,M tiene dimension 2n y cada punto p 2M posee su espacio tangente y cotangente,
TpM y T

pM . Estos son espacios vectoriales reales de dimension 2n. En adelante trabajare-
mos con las complexicaciones TpM 
R C y T pM 
R C. Estos son espacios vectoriales sobre
C de dimension 2n.
Si z1 = x1+iy1; :::; zn = xn+iyn son coordenadas alrededor de p 2M , entonces TpM
RC es
generado sobre C por
@
@x1
(p); :::;
@
@xn
(p);
@
@y1
(p); :::;
@
@yn
(p). Para cada j = 1; :::; n, denimos
los vectores:
@
@zj
(p) =
1
2

@
@xj
(p)  i @
@yj
(p)

;
@
@zj
(p) =
1
2

@
@xj
(p) + i
@
@yj
(p)

:
Como:
@
@xj
(p) =
@
@zj
(p) +
@
@zj
(p) y
@
@yj
(p) = i
@
@zj
(p)  i @
@zj
(p); j = 1; :::; n;
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los vectores
@
@z1
(p); :::;
@
@zn
(p);
@
@z1
(p); :::;
@
@zn
(p) son una base de TpM 
R C. La base dual
correspondiente resulta ser dz1(p); :::; dzn(p); dz1(p); :::; dzn(p) donde:
dzj = dxj + idyj y dzj = dxj   idyj j = 1; :::; n:
Si denimos: T 1;0p M =
D
@
@z1
(p); :::; @@zn (p)
E
, T 0;1p M =
D
@
@z1
(p); :::; @@zn (p)
E
, (T pM)1;0 =
hdz1(p); :::; dzn(p)i y (T pM)0;1 = hdz1(p); :::; dzn(p)i, es claro que:
TpM 
R C = T 1;0p M  T 0;1p M;
T pM 
R C = (T pM)1;0  (T pM)0;1:
Estos subespacios no dependen de las coordenadas alrededor de p. Para ver esto, sean
zj = xj + iyj y j = j + ij , j = 1; :::; n, coordenadas alrededor de p. Como los cambios
de coordenadas (k(x1; :::; xn; y1; :::; yn); k(x1; :::; xn; y1; :::; yn)) son analticos, satisfacen las
ecuaciones de Cauchy-Riemann:
@k
@xj
=
@k
@yj
;
@k
@yj
=  @k
@xj
j; k = 1; :::; n:
Por ejemplo para (T pM)1;0, vemos que:
dk = dk + idk =
nX
j=1
@k
@xj
dxj +
@k
@yj
dyj + i
@k
@xj
dxj + i
@k
@yj
dyj
=
nX
j=1

@k
@xj
  i@k
@yj

dxj + i

@k
@xj
  i@k
@yj

dyj
=
nX
j=1

@k
@xj
  i@k
@yj

dzj :
Por tanto hdz1(p); :::; dzn(p)i = hd1(p); :::; dn(p)i. Para los demas subespacios los calculos
son iguales.
De manera analoga al caso diferencial introducimos los brados tangente y cotangente deM :
TM
RC =
S
p2M TpM
RC, T M
RC =
S
p2M T

pM
RC. Estos brados se descomponen
como:
TM 
R C = T 1;0M  T 0;1M;
T M 
R C = (T M)1;0  (T M)0;1:
Estos conjuntos son variedades analticas y las proyecciones sobreM son funciones analticas.
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Denicion 1.4. Una funcion X : M ! T 1;0M es un campo vectorial meromorfo sobre
M cuando X es una funcion meromorfa tal que   X = id, donde  : T 1;0M ! M es la
proyeccion natural. Denotaremos por X(M) el conjunto de campos vectoriales meromorfos
sobre M .
Analogamente, una funcion  : M ! (T M)1;0 es una 1-forma meromorfa sobre M cuando
 es una funcion meromorfa tal que    = id, donde  : (T M)1;0 ! M es la proyeccion
natural. Denotaremos por 
1(M) el conjunto de 1-formas meromorfas sobre M .
Para denir 2-formas meromorfas sobre M reemplazamos el brado (T M)1;0 porV2(T 1;0M) = Sp2M V2(T 1;0p M), donde V2(T 1;0p M) son las formas bilineales alternantes
denidas sobre T 1;0p M . Luego una 2-forma meromorfa es una funcion meromorfa
! :M ! V2(T 1;0M) tal que    = id, donde  : V2(T 1;0M) !M es la proyeccion.
De la denicion vemos que localmente los campos, 1-formas y 2-formas meromorfas sobre M
se pueden escribir como:
X(p) =
nX
i=1
fi(p)
@
@zi
; (p) =
nX
i=1
fi(p)dzi y !(p) =
X
1j<kn
fjkdzj ^ dzk;
respectivamente, donde fi; gi; fjk son funciones meromorfas denidas localmente en M .
El principal ejemplo de 1-formas meromorfas proviene de funciones meromorfas denidas
sobre M . Si f : M ! C es una funcion meromorfa es facil comprobar que en coordenadas
locales, df =
nX
j=1
@f
@xj
dxj +
@f
@yj
dyj =
nX
j=1
@f
@zj
dzj +
@f
@zj
dzj , salvo en las singularidades de f .
Pero al ser analtica en los puntos que no son singularidades, si f = u+ iv, por las ecuaciones
de Cauchy-Riemann vemos que:
@f
@zj
=
1
2

@
@xj
+ i
@
@yj

(u+ iv) =
1
2

@u
@xj
+ i
@v
@xj
+ i
@u
@yj
  @v
@yj

= 0
y por tanto df =
Pn
j=1
@f
@zj
dzj 2 
1(M).
Para el caso n = 1, M =   es una supercie de Riemann y dadas dos 1-formas meromorfas
1; 2 sobre   es posible denir el cociente 1=2 como una funcion meromorfa, siempre que
2 6 0, de la siguiente manera: si z = x + iy es una coordenada local denida en U   
entonces i = gi(z)dz, con gi : U ! C una funcion meromorfa, i = 1; 2. En U denimos
1
2
(z) = g1(z)g2(z) . Para ver que la denicion no depende de las coordenadas sea  =  + i otra
coordenada denida en un abierto V tal que U \ V 6= ;. Supongamos que i = hi()d en
V . Como d = (x   iy)dz, entonces en U \ V , hi()d = hi((z))(x   iy)dz = gi(z)dz.
Por tanto:
g1(z)
g2(z)
=
h1((z))(x   iy)
h2((z))(x   iy) =
h1(z)
h2(z)
:
10 1 Sistemas Hamiltonianos
Si denotamos por M( ) el cuerpo de funciones meromorfas denidas sobre  , 
1( ) es un
espacio vectorial sobre M( ) de dimension 1 porque si 1; 2 2 
1( ), 2 = f1, donde
f = 21 . En particular, si f 2M( ), todo elemento de 
1( ) se puede escribir como gdf , con
g 2M( ).
1.2.2. Variedades simplecticas
Denicion 1.5. SeaM una variedad diferencial (analtica) y ! una 2-forma diferencial(mero-
morfa) cerrada no degenerada sobre M . La pareja (M;!) se conoce como una variedad
simplectica y decimos que ! dota de una estructura simplectica a M .
Nota 1.5. En el caso diferenciable, (TpM;!(p)) es un espacio vectorial simplectico para
cada p 2M . Como dimM = dimTpM , si M admite una estructura simplectica, por la nota
1.3, su dimension es par. De la misma forma, en el caso analtico, (T 1;0p M;!(p)) es un espacio
vectorial simplectico para cada p 2 M y como dimM = dimT 1;0p M , la dimension de M es
par.
Para no recargar la notacion, en adelante cuando M sea una variedad analtica escribiremos
TpM en vez de T
1;0
p M y T pM en vez de (T pM)1;0 y nos referiremos a estos espacios como el
espacio tangente y el espacio cotangente a M en p, respectivamente.
Ejemplo 1.2. M = R2n = f(p1; :::; pn; q1; :::; qn)g o M = C2n y ! =
Pn
i=1 dpi ^ dqi.
Ejemplo 1.3. Sea M = P1  P1, donde P1 = C [ f1g denota la esfera de Riemman. En
C2 = f(p; q)g ponemos ! = dp^dq. Si ep y eq son las coordenadas en el innito ep; eq : P1nf0g !
C, ep(p) = 1p y eq(q) = 1q entonces en la vecindad P1 n f0g  P1 n f0g de f1g f1g tenemos:
! =
1ep2eq2dep ^ deq:
Ejemplo 1.4. Sea N una variedad diferencial de dimension n y M = T N , el brado
cotangente de N que tiene dimension 2n. Se puede denir una estructura simplectica sobre
M de la siguiente manera:
Sea  :M ! N la proyeccion canonica dada por () = x si  2 T xN . Entonces, para cada
v 2 TM denimos:
(v) = (d(v)):
Veamos que  es una 1-forma diferencial sobre M . Para esto, sea p : U  N ! Rn una
carta de N en una vecindad abierta U de x. Como las 1-fomas dp1; :::; dpn son linealmente
independientes en todo U , podemos escribir:
 = q1()dp1(x) +   + qn()dpn(x):
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Luego, las funciones p1 = p1  ; ::::; pn = pn  ; q1; :::; qn son coordenadas locales de M .
En estas coordenadas:
()(v) = (d(v)) = q1()dp1(x)(d(v)) +   + qn()dpn(x)(d(v))
= q1()dp1()(v) +   + qn()dpn()(v);
lo que muestra que  es una 1-forma sobre M .  se conoce como la forma de Liouville.
Note que  no depende de las coordenadas. Si ponemos ! =  d, ! es una 2-forma y es no
degenerada porque en las coordenadas anteriores ! =
Pn
i=1 dpi ^ dqi.
Un hecho interesante es que toda variedad simplectica es localmente difeomorfa a la del
ejemplo 1.2. El siguiente teorema, que tiene validez tanto en el contexto diferencial como
analtico, es demostrado en el anexo A.
Teorema 1.1 (Darboux). Sea ! una 2-forma diferencial cerrada no degenerada en una
vecindad de un punto x 2 R2n. Entonces es posible escoger un sistema de coordenadas
(p1; ::; pn; :q1; ::; qn) en un abierto de x tal que ! =
Pn
i=1 dpi ^ dqi.
Denicion 1.6. Decimos que (p1; ::; pn; q1; :::; qn) son coordenadas simplecticas de (M;!) si
localmente ! =
Pn
i=1 dpi ^ dqi.
En estos terminos, el teorema de Darboux asegura que toda variedad simplectica posee
localmente coordenadas simplecticas.
La estructura simplectica de una variedad M establece un isomorsmo entre TpM y T

pM :
A cada vector X 2 TpM , p 2 M , se le asocia la 1-forma !X : TpM ! K denida como
!X(v) = !(p)(X; v), v 2 TpM . Esta correspondencia es uno a uno: si !X(v) = 0, para todo
v 2 TpM entonces X = 0 porque ! es no degenerada. Como dim TpM = dim M = dim
T pM , la correspondencia es sobre. De esta forma a cada campo vectorial le corresponde una
unica 1-forma diferencial (meromorfa) y viceversa.
Denicion 1.7. Si H :M ! R( o C) es una funcion diferenciable(meromorfa), llamaremos
campo hamiltoniano asociado a H al campo XH que le corresponde a la 1-forma dH.
Por denicion, XH es el unico campo vectorial en M que satisface:
dH = !(XH ; ) = iXH!:
Ejemplo 1.5. En (K2n; dp^dq), dH =Pni=1 @H@pi dpi+ @H@qi dqi. Si fekg denota la base canonica
de K2n y ponemos XH =
Pn
i=1 aiei + biei+n entonces si v 2 K2n:
dH(v) = !(XH ; v) =
nX
j=1
aj!(ej ; v) + bj!(ej+n; v) =
nX
j=1
ajdqj(v)  bjdpj(v):
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Si v = ei, i = 1; :::; n,
@H
@pi
= dH(ei) =  bi y si v = ei+n, i = 1; :::; n, @H@qi = dH(ei+n) = ai.
Por tanto, XH =
Pn
i=1
@H
@qi
ei   @H@pi ei+n.
De la misma manera, si (p1; :::; pn; q1; :::; qn) son coordenadas simplecticas sobre (M;!),
XH =
nX
i=1
@H
@qi
@
@pi
  @H
@pi
@
@qi
y en estas coordenadas, las ecuaciones diferenciales asociadas a XH son las ecuaciones de
Hamilton:
dpi
dt
=
@H
@qi
;
dqi
dt
=  @H
@pi
; i = 1; :::; n:
Nos referiremos a este tipo de sistemas de ecuaciones diferenciales como sistemas hamilto-
nianos autonomos con n grados de libertad.
A continuacion mencionamos algunos de los ejemplos clasicos de sistemas hamiltonianos.
Ejemplo 1.6 (Oscilador armonico). Sea H(p; q) = 12(p
2 + q2) denida en R2. El sistema de
ecuaciones diferenciales asociado es:
dp
dt
= q;
dq
dt
=  p:
Mas generalmente, H(p; q) = 12a
2p2 + 12b
2q2 con ecuaciones dpdt = a
2q, dqdt =  b2q.
Ejemplo 1.7 (Pendulo). La ecuacion diferencial d
2p
dt2
+ sin(p) = 0 o como sistema de ecua-
ciones diferenciales:
dp
dt
= q;
dq
dt
=   sin(p);
es un sistema hamiltoniano autonomo si ponemos H(p; q) = 12q
2   cos(p).
Ejemplo 1.8 (Problema de los N cuerpos). Consideremos N puntos en movimiento en R3
con sus respectivas masas y supongamos que las unicas fuerzas que actuan sobre ellos son sus
mutuas atracciones gravitacionales. Sea pi 2 R3 la posicion de la partcula i-esima con masa
mi > 0. Aplicando la segunda ley de Newton y la ley de gravitacion universal la ecuacion
del movimiento es:
mi
d2pi
dt2
=
NX
j=1;j 6=i
Gmimj(pj   pi)
kpi   pjk3 =
@U
@pi
; i = 1; :::; N;
donde U =
NX
1i;jN;j 6=i
Gmimj
kpi   pjk y G es la constante de gravitacion universal.
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Si p = (p1; :::; pN ) 2 R3N y M = diag(m1;m1;m1; :::;mN ;mN ;mN ) es la matriz diagonal
con entradas m1;m1;m1; :::;mN ;mN ;mN , las ecuaciones se pueden escribir como:
M
d2p
dt2
=  @U
@p
:
Sea q = (q1; :::; qN ) 2 R3N dada por q = Mp0. Entonces qi = mip0i es el momento de la
i-esima partcula. Las ecuaciones del movimiento son:
dpi
dt
=
qi
mi
=
@H
@qi
;
dqi
dt
=
@U
@pi
=  @H
@pi
;
donde el hamiltoniano es H =
NX
j=1
kqik2
2mi
  U .
Ejemplo 1.9 (Sistemas hamiltonianos lineales). En K2n sea:
H(p1; :::; pn; q1; :::; qn) =
nX
i;j=1
1
2
aijpipj +
1
2
bijqiqj + cijpiqj ;
un hamiltoniano cuadratico, donde A = (aij), B = (bij) y C = (cij) son matrices de n  n
con coecientes constantes y A y B son simetricas. Si p = (p1; :::; pn) y q = (q1; :::; qn), el
sistema de 2n ecuaciones diferenciales lineales resulta ser (ver captulo 3):
dp
dt
= Ctp+Bq;
dq
dt
=  Ap  Cq:
En el artculo [11] y en el apendice 6 de [2] estan dadas todas las formas normales a las cuales
se pueden reducir estos sistemas de ecuaciones.
Teorema 1.2. Sea t el ujo de un campo hamiltoniano. Entonces (t)
! = !, es decir, los
ujos de campos hamiltonianos preservan la estructura simplectica.
Demostracion. En terminos de la derivada de Lie, hay que probar que LXH! = 0. Esto se
deduce inmediatamente de la formula de Cartan: LX = i(X)  d+ d  i(X), porque:
LXH! = i(XH)(d!) + d(i(XH)!) = d(dH) = 0:
Corolario 1.2. Para cada k > 0, (t)
!k = !k, donde !k = ! ^   |{z}
k veces
^!
Demostracion. (t)
!k = (t)(! ^    ^ !) = (t)(!) ^    ^ (t)(!) = !k.
Corolario 1.3 (Liouville). En (R2n; !), (t) preserva el volumen.
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Demostracion. Notemos que !n = n!dp1 ^ dq1 ^    ^ dpn ^ dqn = ( 1)
n(n 1)
2 n!dp1 ^    ^
dpn ^ dq1 ^    ^ dqn. Como (t)!n = !n, entonces (t)(dp1 ^    ^ dpn ^ dq1 ^    ^ dqn) =
dp1 ^    ^ dpn ^ dq1 ^    ^ dqn.
Podemos aplicar estas ideas para mostrar que una transformacion lineal simplectica tiene
determinante 1. Sea S : K2n ! K2n lineal simplectica. Como S es lineal, usando la identi-
cacion natural de K2n con TpK2n, dS(p) = S, para todo p 2 K2n. El hecho de que S sea
simplectica signica que S! = ! porque:
S!(p)(v; w) = !(S(p))(dS(p)(v); dS(p)(w)) = !(S(p))(S(v); S(w)) = !(p)(v; w):
Entonces S!n = !n, pero como S!n = det(S)!n entonces det(S) = 1.
Denicion 1.8. Si F;H : M ! R( o C) son funciones diferenciables(meromorfas), el
parentesis de Poisson de F y H, (F;H), es una nueva funcion denida por:
(F;H)(p) =
d
dt
(F (tH(p)))

t=0
= XHF:
donde tH(p) denota el ujo del campo XH .
Denicion 1.9. Una funcion F es una integral primera de un campo vectorial X si F es
constante a lo largo de las orbitas del campo, es decir, si ftg denota el ujo de X, entonces
para todo p 2M , F (t(p)) es constante respecto a t.
Proposicion 1.4. F es una integral primera de un campo hamiltoniano XH si y solo si el
parentesis de Poisson de F y H es identicamente cero, (F;H)(p) = 0, para todo p 2M .
Para poder calcular el parentesis de Poisson de dos funciones no hace falta conocer los ujos
de los campos hamiltonianos asociados. De hecho:
Proposicion 1.5. Si F;H : M ! R( o C) son funciones diferenciables(meromorfas) sobre
M , entonces (F;H) = dF (XH).
Demostracion. Por la regla de la cadena:
(F;H)(p) =
d
dt
(F (tH(p)))

t=0
= dF (tH(p))

d
dt
(tH(p))

t=0
= dF (p)(XH(p)):
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Corolario 1.4. Si F;H :M ! R( o C) son funciones diferenciables(meromorfas) sobre M ,
entonces (F;H) = !(XF ; XH). En particular, XHF =  XFH.
Demostracion. !p(XF (p); XH(p)) = dF (p)(XH(p)) = (F;H)(p).
Corolario 1.5. H es una integral primera del ujo del campo hamiltoniano XH .
Demostracion. (H;H) = !p(XH ; XH) = 0.
Ejemplo 1.10. Si (p1; :::; pn; q1; :::; qn) son coordenadas simplecticas sobre (M;!), entonces:
(F;H) =
nX
i=1
@F
@pi
@H
@qi
  @F
@qi
@H
@pi
:
En particular (pj ;H) =
@H
@qj
y (qj ; H) =   @H@pj . Esto nos permite escribir las ecuaciones de
campo XH como:
dpi
dt
= (pi;H)
dqi
dt
= (qi;H) i = 1; :::; n
Un hecho importante es que las funciones diferenciables (meromorfas) sobre una variedad
diferenciable (analtica) forman un algebra de Lie con el parentesis de Poisson. Para probar
esto veamos primero lo siguiente:
Teorema 1.3. Si F;H : M ! R( o C) son funciones diferenciables(meromorfas) entonces
X(F;H) = [XH ; XF ].
Demostracion. En general, siX y Y son campos vectoriales y ! una forma sobre una variedad
se cumple que LX(i(Y )!) = i(LXY )! + i(Y )(LX!). Luego, por el teorema 1;2,
i([XH ; XF ])! = i(LXHXF )! = LXH (i(XF )!)  i(XF )(LXH!)
= LXH (i(XF )!)
= i(XH)(d(i(XF )!)) + d(i(XH)i(XF )!)
= d(!(XF ; XH)) = d(F;H) = i(X(F;H))!
Por tanto, X(F;H) = [XH ; XF ].
Corolario 1.6. Los campos hamiltonianos forman una subalgebra de Lie de X(M).
Corolario 1.7. Las funciones diferenciables (meromorfas) sobre M forman una algebra de
Lie con el parentesis de Poisson y la asignacion F !  XF es un morsmo de algebras de
Lie.
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Demostracion. Por el corolario 1;4, el parentesis de Poisson es antisimetrico y bilineal porque:
(F;H) = !(XF ; XH) =  !(XH ; XF ) =  (H;F );
(aH1 + bH2; F ) = !(XaH1+bH2 ; XF ) = !(aXH1 + bXH2 ; XF ) = a(H1; F ) + b(H2; F ):
La identidad de Jacobi se sigue del teorema 1.3 porque como (F;H) = XHF = LXHF =
 LXFH, entonces:
(F; (G;H)) =  LXF (G;H) = LXFLXGH
(G; (H;F )) =  LXG(H;F ) =  LXGLXFH
(H; (F;G)) = LX(F;G)H = L[XG;XF ]H;
de donde se sigue que (F; (G;H)) + (G; (H;F )) + (H; (F;G)) = 0:
Corolario 1.8. Si F1 y F2 son integrales primeras del campo XH , tambien lo es (F1; F2).
En otras palabras, las integrales primeras de XH son una subalgebra de Lie de todas las
funciones diferenciables (meromorfas) de M .
Demostracion. Por la identidad de Jacobi, ((F1; F2); H) = (F1; (F2;H)) + (F2; (H;F1)) =
0.
Ahora discutiremos la integrabilidad completa de sistemas Hamiltonianos autonomos.
Denicion 1.10. Dos funciones F y G sobre M estan en involucion si (F;G) = 0.
Denicion 1.11. Decimos que el campoXH es completamente integrable si existen F1; :::; Fn
funciones diferenciables(meromorfas) denidas sobre M tales que:
1. (Fi; Fj) = 0, i; j = 1; :::; n.
2. (H;Fi) = 0; i = 1; :::; n.
3. dF1(p); :::; dFn(p) son linealmente independientes para todo p 2 M , donde esten de-
nidas, excepto tal vez en un conjunto discreto de puntos.
El teorema que justica la denicion de integrabilidad es el famoso teorema de Liouville-
Arnold que es demostrado a continuacion.
Nota 1.6. La variedadM puede tener a lo mas n funciones en involucion e independientes en
el sentido de la denicion anterior. Esto se debe a que si F1; :::; Fm son funciones que satisfacen
esas hipotesis entonces XF1(p); :::; XFm(p) 2 TpM son vectores linealmente independientes
tales que !(p)(XFi(p); XFj (p)) = 0. Entonces el subespacio generado por estos vectores es
un subespacio nulo de dimension m. Por la proposicion 1.3, m  n.
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Nota 1.7. Si F1; :::; Fm son funciones sobreM , independientes en el sentido de que dF1; :::; dFn
son linealmente independientes en todo punto, entonces no existe funcion diferenciable (analti-
ca) no nula G : Km ! K tal que G(F1(p); :::; Fm(p)) = 0. Por esta razon, se suele decir que
las funciones F1; :::; Fm son funcionalmente independientes.
Ejemplo 1.11. En K2n, supongamos que H(p1; :::; pn; q1; :::; qn) =
Pn
i=1Hi(pi; qi). XH es
completamente integrable tomando Fi = Hi. Como
@Hi
@pk
=
@Hi
@qk
= 0 si i 6= k, entonces si
i 6= j:
(Fi; Fj) =
@Hi
@pi
@Hi
@qi
  @Hi
@qi
@Hj
@pi
+
@Hi
@pj
@Hi
@qj
  @Hi
@qj
@Hj
@pj
= 0:
Ademas (H;Fi) =
Pn
j=1(Hj ;Hi) = 0.
Teorema 1.4 (Liouville-Arnold). Sea (M;!) una variedad diferencial simplectica. Si H =
F1; :::; Fn son funciones sobre (M;!), en involucion e independientes en el sentido de que
dF1; :::; dFn son linealmente independientes en todo punto, entonces dado ~c = (c1; :::; cn) 2 Rn
tenemos que:
1. El conjunto M~c = fp 2 M jFi(p) = ci; i = 1; ::; ng es una subvariedad de M de dimen-
sion n invariante por los ujos de los hamiltonianos Fi y tal que !jM~c = 0.
2. Si M~c es compacta y conexa, esta es difeomorfa al toro de dimension n, Tn y existen
coordenadas '1; :::; 'n en las que las ecuaciones del sistema hamiltoniano de H toman
la forma d'idt = wi(~c), donde w1(~c); :::; wn(~c) son constantes, que dependen de ~c.
3. Existe una vecindad de M~c difeomorfa a B
nTn, Bn la bola unitaria en Rn, donde se
pueden construir coordenadas I1; :::; In; '1; :::; 'n tales que ! =
Pn
i=1 dIi ^ d'i en las
cuales las ecuaciones toman la forma:
dIi
dt
= 0;
d'i
dt
= wi(~c):
4. El sistema es integrable por cuadraturas.
Nota 1.8. En esta demostracion seguimos [2] y [1]. En el contexto de sistemas Hamiltonianos
analticos es cierto que los sistemas completamente integrables pueden resolverse mediante
cuadraturas (Liouville) si bien la parte geometrica del enunciado debida a Arnold, no se
verica (ver [6]).
Demostracion. Sea F : M ! Rn dada por F (p) = (F1(p); :::; Fn(p)). F es una funcion dife-
renciable y dF (p) = (dF1(p); :::; dFn(p)). Entonces M~c = F
 1(~c) y como dF1(p); :::; dFn(p)
son linealmente independientes para todo p 2 M , dF (p) es sobreyectiva para todo p 2
M . Por el teorema de la funcion implcita, M~c es una subvariedad de M de dimension
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dimM   dimRn = 2n  n = n. El hecho de que M~c sea invariante por los ujos se sigue de
que (Fi; Fj)(p) =
d
dt(Fi(
t
j(p)))

t=0
= 0, para todo p 2M , porque si p 2Mc, como Fi(tj(p))
es constante, Fi(
t
j(p)) = Fi(p) = ci, i = 1; :::; n.
Para probar que !jM~c = 0, veamos que existen n campos vectoriales linealmente indepen-
dientes que anulan a !. En efecto, estos campos no son mas que XF1 ; :::; XFn , que son lineal-
mente independientes en todo punto porque, por hipotesis, dF1; :::; dFn lo son. Si p 2 M~c,
XF1(p); :::; XFn(p) 2 TpM~c porque XFi(p) es el vector tangente a la curva ti(p) 2 M~c en
t = 0. Como dimTpM~c = n, XF1(p); :::; XFn(p) son una base de TpM~c. Ahora, !(XFi ; XFj ) =
(Fj ; Fi) = 0, entonces por la bilinealidad de !, !(p)(v; w) = 0, para todo v; w 2 TpM~c. Esto
demuestra la parte 1. Observe tambien que [XFi(p); XFj (p)] =  (Fi; Fj)(p) = 0.
Lema 1.1. Si M es una variedad diferencial de dimension n compacta y conexa que tiene
n campos vectoriales X1; :::; Xn tales que [Xi; Xj ] = 0 y que son linealmente independientes
en cada punto entonces M es difeomorfa al toro n-dimensional Tn.
Demostracion. Sean ti los ujos de los campos Xi, i = 1; :::; n. Como [Xi; Xj ] = 0 entonces
ti  sj = sj  ti para todo t; s 2 R (los ujos estan denidos en todo R porque M es
compacta). Podemos denir una accion g del grupo aditivo Rn sobre M de la siguiente
manera:
g : Rn M !M; g((t1; :::; tn); p) = t11  :::  tnn (p):
En efecto, como 0i = id, g(~0; p) = p. Ademas, por la conmutatividad de los ujos:
g((t1 + s1; :::; tn + sn); p) = g((t1; :::; tn); g((s1; :::; sn); p)).
Sea p0 2M jo y notemos por g0 : Rn !M a g0(~t) = g(~t; p0). g0 es una funcion diferenciable
y dg0(~t)(a1; :::; an) = a1X1(g0(~t)) + ::: + anXn(g0(~t)). Como los campos son linealmente
independientes en cada punto, dg0(t) es 1-1 y por tanto un isomorsmo. Entonces g0 es un
difeomorsmo local. En particular existe una vecindad V de ~0 difeomorfa a una vecindad U
de p0.
Veamos que g0 es sobreyectiva. Dado p 2 M , al ser M conexa, existe una curva continua
 : [0; 1] ! M que conecta a (0) = p0 con (1) = p. Por cada t 2 [0; 1] escogemos una
vecindad Ut de (t) difeomorfa a una vecindad Vt de ~0 (Ut = g(t)(Vt), donde g(t)(~s) =
g(~s; (t)). Los conjuntos abiertos Ut cubren a ([0; 1]) y como M es compacta existen nitos
t0 = 0; t1; ::; tm 1; tm = 1 tales que los conjuntos Uti = Ui cubren a ([0; 1]). Sin perdida de
generalidad podemos suponer, tomando sucientes vecindades si es necesario, que Ui\Ui+1 6=
;.
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Sea p1 2 U0 \ U1, entonces existen ~t0 2 V0 y ~s0 2 V1 tales que p1 = g0(~t0) = g(~t0; p0)
y (t1) = g(~s0; p1)). Sea p2 2 U1 \ U2, entonces p2 = g(~s1; (t1)) para algun ~s1 2 V1.
Si ponemos ~t1 = ~s0 + ~s1, g(~t1; p1) = p2. Repitiendo este procedimiento (ver Figura 1-1)
podemos encontrar puntos pi 2 Ui \ Ui+1 y vectores ~t2; :::;~tm 1 tales que pi+1 = g(~ti; pi). Si
llamamos ~t = ~t0 + :::+ ~tm 1 entonces g(~t; p0) = pm = p, es decir, p = g0(~t).
Figura 1-1.: g0 es una funcion sobreyectiva.
p p1
U
γ (t1)
U1 ...
Um – 1 Um
p
γ (tm – 1) pm – 1
0
0
M
g0 no puede ser inyectiva por que si lo fuera, esta establecera un difeomorsmo entre M que
es compacta y Rn que no lo es. Sea Gp0 el subgrupo de isotropa de p0, es decir:
Gp0 = f~t 2 Rnjg(~t; p0) = p0g = g 10 (p0):
Este subgrupo de Rn es independiente del punto p0 porque dado cualquier otro p 2 M
podemos escribir p = g(~t0; p0) y si ~t 2 Gp0 , g(~t; p) = g(~t+ ~t0; p0) = g(~t0; g(~t; p0)) = g(~t0; p0) =
p, es decir, Gp0  Gp. De la misma forma Gp  Gp0 . Notemos por H a este subgrupo.
H es un conjunto discreto de Rn. En efecto, ya sabemos que ~0 tiene una vecindad V difeo-
morfa a la vecindad U = g0(V ) de p0, en particular g0jV es inyectiva, por tanto no existe
~t 2 V , ~t 6= ~0 con g(~t; p0) = p0. Ahora dado ~t 2 H, la vecindad ~t+ V de ~t no contiene ningun
otro punto de G porque si ~s 2 (~t+ V ) \H, entonces ~s  ~t 2 V \H = f~0g, es decir ~s = ~t.
Hemos probado que H es un subgrupo discreto de Rn. Todo subgrupo discreto de Rn es de
la forma v1Z+ :::+ vkZ, donde v1; :::; vk 2 Rn son vectores linealmente independientes (lema
3, pagina 276, [2]). Podemos escribir entonces H = v1Z+ :::+ vkZ.
Veamos que k = n. Sea A : Rn ! Rn un isomorsmo lineal tal que A(2ei) = vi, i = 1; :::; k.
Note que H = A(2e1Z+ :::+ 2ekZ). Ahora, sea G : Tk  Rn k !M , denida como:
G('1; :::; 'k; s) = g0(A('1; :::; 'k; s)) = g(A('1; :::; 'k; s); p0); ('1; :::; 'k) mod 2:
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Para ver que G esta bien denida supongamos que ('1; :::; 'k) = ( 1; :::;  k) mod 2. En-
tonces A('1    1; :::; 'k    k; 0) 2 H y g0(A('1; :::; 'k; s) A( 1; :::;  k; s)) = p0.
G es un difeomorsmo local y sobreyectiva porque g0 es un difeomorsmo local y sobre y
A es un isomorsmo. G es inyectiva porque si G('1; :::; 'k; s1) = G( 1; :::;  k; s2) entonces
g0(A('1    1; :::; 'k    k; s1   s2)) = p0, es decir, A('1    1; :::; 'k    k; s1   s2) 2 H =
A(2e1Z+ :::+ 2ekZ). De esto se deduce que s1 = s2 y ('1; :::; 'k) = ( 1; :::;  k) mod 2.
Como un difeomorsmo local biyectivo es un difeomorsmo, G es un difeomorsmo. Como
M es compacta, k = n y M es difeomorfa a Tn.
Aplicando el lema a M~c, vemos que esta variedad es difeomorfa a Tn y usando el difeomor-
smo G construimos coordenadas '1; :::; 'n :Mc ! R denidas por:
p = g(A('1(p); :::; 'n(p)); p0):
Note que si w = (w1; :::; wn) 2 Rn es tal que A(w) = e1 y escribimos ~t = (t1; :::; tn) =
A('1(p); :::; 'n(p)) entonces:
'i(
t
1(p)) = 'i(
t
1(g(~t; p0)))
= 'i(
t
1(
t1
1  :::  tnn (p0))
= 'i(
t+t1
1  :::  tnn (p0))
= 'i(g(te1 + ~t; p0))
= 'i(g(A(tw + ('1(p); :::; 'n(p))); p0)) = twi + 'i(p):
Como XH(p)('i) =
d
dt('i(
t
1(p)))

t=0
= ('i;H)(p), entonces XH(p)('i) = wi. Por tanto las
ecuaciones del campo hamiltoniano XH son:
d'i
dt
= wi = wi(~c); i = 1; :::; n
cuya solucion esta dada por 'i(t) = 'i(0) + twi(~c). Hemos probado la parte 2.
Veamos que existe una vecindad de M~c difeomorfa a B
n  Tn. Sea p 2 M~c. Como los
diferenciales de las funciones F1; :::; Fn son independientes, estas son parte de un sistema de
coordenadas en una vecindad Vp alrededor de p en M , es decir, existen funciones y1; :::; yn
diferenciables denidas en Vp tales que vp = (yp; F ) = (y1; :::; yn; F1; :::; Fn) son coordenadas
en Vp. Si ponemos Up = Vp\M~c, Up es un abierto enM~c tal que vp(Up) = (Rnfcg)\vp(Vp).
Sea U 0p  Up vecindad conexa de p tal que U 0p es compacta y existe "(p) de forma que
yp(U
0
p)B("(p);~c)  vp(Vp), donde B("(p);~c) es la bola con centro en ~c y radio "(p) en Rn.
Los U 0p son un cubrimiento de M~c y por tanto existen nitos puntos p1; :::; pm 2M~c tales que
U 0i = U
0
pi cubren M~c.
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Si " = mn
1im
"(pi) entonces W =
m[
i=1
v 1pi (ypi(U
0
i)B(";~c)) es una vecindad abierta de M~c tal
que si ~d 2 B(";~c), M~d  W , ver Figura 1-2. De hecho M~d =
m[
i=1
y 1pi (ypi(U
0
i)  fdg). Como
vpi es un difeomorsmo, el conjunto v
 1
pi (ypi(U
0
i)f~dg) es compacto y conexo. Por tanto M~d
es compacto y conexo para cada ~d 2 B(";~c).
Figura 1-2.: M~c posee una vecindad W difeomorfa a B
n  Tn.
U
U
U
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'
'
y (U ) × B(ε(p), c)'p pc
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Por la parte 2. sabemos que M~d tiene coordenadas angulares, digamos ('
~d
1; :::; '
~d
n) denidas
por p = g(A('
~d
1(p); :::; '
~d
n(p)); p0), p; p0 2 M~d, p0 jo. Como F (p0) = ~d, las coordenadas
dependen del punto p0. Como g y A son diferenciables, las coordenadas dependen diferen-
ciablemente de p0.
La funcion (F;') :W ! Bn  Tn dada por:
(F (p); '(p)) = (F1(p); :::; Fn(p); '
F (p)
1 (p); :::; '
F (p)
1 (p));
dene coordenadas en W , en las que las ecuaciones del campo hamiltoniano XH son:
dF
dt
= 0;
d'
dt
= w(F );
porque XH(Fi) = (Fi; H) = (Fi; F1) = 0. En estas coordenadas la solucion esta dada por
F (t) = F (0) y '(t) = '(0) + tw(F (0)).
En general las coordenadas (F;') no son simplecticas, pero es posible construir coordenadas
simplecticas (I1; ::; In; '1; :::; 'n) en una vecindad de M~c, donde Ii = Ii(F1; :::; Fn). En estas
coordenadas tambien tenemos que:
dI
dt
= 0; I = (I1; :::; In);
d'
dt
= wi = wi(F ); ' = ('1; :::; 'n); i = 1; :::; n:
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Solo vamos a construir las coordenadas para el caso canonico M = R2n; ! =
Pn
i=1 dpi ^ dqi.
Tenemos que construir un difeomorsmo simplectico  :W ! BnTn. Por cada ~c 2 Im F 
Rn, sabemos que M~c es difeomorfa a Tn. Si i; i = 1; :::; n, detonan los ciclos fundamentales
de Tn dados por i(t) = 2tei mod 2; t 2 [0; 1], llamemos i(~c) a los ciclos de M~c que
proviene de los ciclos i. Denimos  = (1; :::; n) : F (W )! Rn por:
i(~c) =
1
2
Z
i(~c)
pdq;
donde pdq =
Pn
i=1 pidqi. Supongamos que  es un difeomorsmo sobre su imagen ([1],
captulo 5, pagina 398). Entonces las funciones Ii = i  F : W ! Rn son las primeras
n coordenadas deseadas. Ahora buscaremos una funcion   : W ! Tn tal que (I; ) son
coordenadas simplecticas.
Sea x0 = (p0; q0) = (p
1
0; :::; p
n
0 ; q
1
0; :::; q
n
0 ) 2M~c jo. Como det(@Fi=@pj) 6= 0 podemos despejar
p de la ecuacion F (p; q) = ~c =  1(I), para I jo. Luego, en una vecindad V de x0 en R2n
obtenemos que p depende de q e I, p = p(I; q), q(x0) = q0. Pongamos:
S(I; q) =
Z (p;q)
(p0;q0)
p(I; q)dq;
donde se integra sobre cualquier camino que une a (p0; q0) con (p; q), el camino esta sobre
el toro M 1(I). En una vecindad simplemente conexa de q0, S esta denida unvocamente
porque la forma pdq es cerrada en M 1(I), pero al verla como funcion denida globalmente
S es multivaluada. Note que por el teorema fundamental del calculo,
@S
@qi
=
nX
j=1
@
@qi
Z q
q0
pj(I; q)dqi = pi(I; q) = pi:
Sea   :W ! Tn,   = ( 1; :::; n), donde:
 i(p; q) =
@S(q; I)
@Ii

I=(F (p;q))
:
Para ver que   esta bien denida calculemos sus variaciones sobre los ciclos k(~c) = k(
 1(I)).
Estos estan dados por:Z
k(~c)
d i =
Z
k(~c)
d

@S
@Ii

=
@
@Ii
 Z
k(~c)
dS
!
=
@
@Ii
 Z
k(~c)
pdq
!
=
@
@Ii
(2k(~c)) = 2
@Ik
@Ii
= 2ki;
donde usamos el hecho de que dSjI=(~c) = pdq.
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Finalmente se dene  = I    : W ! Bn  Tn y suponemos que es biyectiva. La transfor-
macion es simplectica porque:
nX
i=1
dpi ^ dqi +
nX
i=1
d i ^ dIi = d
 
nX
i=1
pi ^ dqi +  i ^ dIi
!
= d
 
nX
i=1
@S
@qi
^ dqi +
nX
i=1
@S
@Ii
^ dIi
!
= d(dS) = 0:
Al ser simplectica,  es un difeomorsmo local y como es biyectiva es un difeomorsmo
global. Esto demuestra el enunciado 3.
Para terminar, observe que todas las construcciones que se realizaron se obtuvieron por
operaciones algebraicas (invertir funciones) y cuadraturas (calculo de integrales de funciones
conocidas). Por tanto, es posible integrar por cuadraturas el sistema hamiltoniano canonico
de 2n ecuaciones conociendo n integrales primeras en involucion. Esto demuestra la parte 4
y la demostracion del teorema queda completa.
Nota 1.9. Si M~c es conexa y los ujos 
t
i de los campos Xi, i = 1; :::; n, estan denidos en
toda M~c entonces M~c es difeomorfa a Tk  Rn k, para algun k entre 0 y n.
Nota 1.10. Las variables Ii se conocen como las variables de accion, que junto con las
variables 'i forman el sistema de coordenadas canonicas accion angulo en una vecindad de
M~c.
Ejemplo 1.12. Para el caso del oscilador armonico H(p; q) = p
2+q2
2 estamos en un grado
de libertad. En este caso Im H son los numeros reales no negativos y si r  0, (r) =
1
2
R
rS1 pdq =
1
2
R
rB1 dpdq =
r2
2 =
r2
2 . Entonces la variable de accion es I = H. Considere-
mos el caso p > 0, p(q; I) =
p
2I   q2. Aqu:
S(q; I) =
Z q
0
p(q; I)dq =
Z q
0
p
2I   q2dq = q
2
p
2I   q2 + I arcsin

qp
2I

=
q
2
p
2I   q2 + I arctan
 
qp
2I   q2
!
;
donde usamos la identidad arcsin(x) = arctan

xp
1 x2

. Si calculamos ' = @S@I , obtenemos
' = arctan

q
p

. Entonces, el cambio de coordenadas no es otro que cambiar a coordenadas
polares p = r cos('); q = r sin('), con I = r
2
2 .
24 1 Sistemas Hamiltonianos
1.3. Sistemas Hamiltonianos no autonomos, caso diferenciable
En esta seccion seguimos [1]. Sea M una variedad diferencial y X :M R! TM un campo
vectorial sobreM que depende del tiempo, esto es, X es una funcion suave y X(; t) 2 X(M),
para todo t 2 R. A partir de X podemos construir un campo vectorial eX en M  R de la
siguiente manera:
eX(p; t) = (X(p; t); (t; 1));
en otras palabras, eX = X+ @@t . Es claro que eX 2 X(MK). eX se conoce como la suspension
de X a M  R. Decimos que  es una curva integral de X en p 2 M , si (0) = p y
0(t) = X((t); t).
Sea e(t) una curva integral de eX en (p; t0). Entonces e0(t) = eX(e(t)). Si ponemos e(t) =
(1(t); 2(t)) entonces obtenemos:
01(t) = X(1(t); t); 1(0) = p; 
0
2(t) = 1; 2(0) = t0:
Por tanto, e(t) = ((t); t+ t0), donde (t) es una curva integral de X en p. Si s(p; t) denota
el ujo de X, entonces el ujo de eX esta dado por e(p; t; s) = (s(p; t); t+ s).
Como antes, sea (M;!) una variedad simplectica. Supongamos que tenemos H :MR! R
una funcion diferenciable. En este caso es imposible que la variedad M  R sea simplectica
porque su dimension es impar. Para cada t 2 R, sea H(; t) : M ! R la restriccion de
H a M  ftg. A esta funcion le asociamos el unico campo XH(;t) sobre M que satisface
dH(; t) = iXH(;t)!.
Sea XH : M  R ! TM dado por XH(p; t) = XH(;t)(p). Este es un campo vectorial que
depende del tiempo y por tanto tiene su suspension:
eXH(p; t) = (XH(p; t); (t; 1)):
Usando coordenadas simplecticas (pi; qi) en M , (t) es una curva integral de XH si y solo si:
d
dt
(pi((t))) =
@H
@qi
((t); t);
d
dt
(qi((t))) =  @H
@pi
((t); t):
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Si 1 :M R!M denota la proyeccion del primer factor, sea e! = 1(!)(el pull-back de !
por 1). Note que e! es cerrada porque de! = d(1(!)) = 1(d!) = 1(0) = 0.
Proposicion 1.6. eXH es el unico campo sobre M  R que satisface i eXHdt = 1 y i eXH e! =
dH   @H@t dt.
Demostracion. Por denicion (i eXHdt)(p; t) = dt( eXH(p; t)) = dt(XH(p; t); (t; 1)) = 1. Si djM
es la derivada exterior restringida a M , entonces dH(p; t)(v; w) = djM (H(; t))(p)(v) +
@H
@t (p; t)dt(p; t)(v; w), para todo (p; t) 2 M  R y (v; w) 2 T(p;t)M  R. Aplicando que
d1(v; w) = v, obtenemos:
i eXH e!(p; t)(v; w) = e!(p; t)( eXH(p; t); (v; w)) = !(p)(d1( eXH(p; t)); d1(v; w))
= !(p)(XH(;t)(p); v) = (iXH(;t)!)(p)(v)
= d(H(; t))(p)(v) =

dH   @H
@t
dt

(p; t)(v; w):
Denicion 1.12. Si F;G : M  R! R son funciones diferenciables, se dene el Parentesis
de Poisson vertical de F y G por la formula:
fF;Gg(p; t) = d
ds
(F (sG(;t)(p); t))

s=0
donde sG(;t) denota el ujo del campo XG(;t).
Es inmediato de la denicion que fF;Gg(p; t) = (F (; t); G(; t))(p). Por el corolario 1.20, las
funciones diferenciables sobre M  R forman un algebra de Lie con este producto.
Nota 1.11. Si (p1; ::; pn; q1; ::; qn) son coordenadas simplecticas locales sobre M entonces:
fF;Gg =
nX
i=1
@F
@pi
@G
@qi
  @F
@qi
@G
@pi
= eXF (G)  @G
@t
:
Lema 1.2. L eXHF = fF;Hg+ @F@t . En particular L eXHH = @H@t .
Demostracion. Note que:
dF (XH)(p; t) = djM (F (; t))(p)(XH(;t)(p)) +
@F
@t
(p; t)dt(XH(;t)(p))
= !(p)(XF (;t)(p); XH(;t)(p)) = (F (; t);H(; t))(p) = fF;Hg(p; t):
Entonces L eXHF = i( eXH)(dF ) = dF (XH + @@t) = fF;Hg+ @F@t .
Proposicion 1.7. F es una integral primera de eXH si y solo si fF;Hg+ @F@t = 0.
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Demostracion. F es una integral primera de eXH si y solo si L eXHF = 0.
Nota 1.12. Si F es una integral primera de eXH que no depende del tiempo, F (p; t) = F (p),
entonces F es una integral primera de cada XH(;t), t 2 R. En efecto,
(F;H(; t))(p) = (F (; t);H(; t))(p) = fF;Hg(p; t) = 0:
Ahora introducimos la nocion de integrabilidad en el sentido no autonomo en el caso diferen-
ciable. Mas adelante discutiremos el caso analtico, en el cual permitiremos ramicaciones.
Denicion 1.13. Sea H :MR! R diferenciable. Decimos que el campo XH es integrable
en el sentido no autonomo si existen funciones diferenciables F1; :::; Fn : M  R ! R tales
que:
1. fFi; Fjg = 0, i; j = 1; :::; n.
2. eXH(Fi) = 0, i = 1; :::; n.
3. dF1(p; t); :::; dFn(p; t); dt(p; t) son linealmente independientes en todo punto (p; t) 2
M  R, excepto tal vez en un conjunto discreto de puntos.
Ejemplo 1.13. Sea H : R2  R ! R dada por H(p; q; t) = t2(p2 + q2). En este caso las
ecuaciones son:
dp
dt
= tq;
dq
dt
=  tp:
Note que pdpdt + q
dq
dt = 0. Entonces p
2+ q2 es constante y por tanto F (p; q; t) = p2+ q2 es una
integral primera del sistema. El sistema es integrable en el sentido no autonomo porque:
1. fF; Fg = (F; F ) = 0,
2. eXHF = @H@p @F@q   @H@q @F@p + @F@t = (tp)(2q)  (tq)(2p) = 0,
3. dF = 2pdp+ 2qdq y dt son linealmente independientes.
Podemos resolver el sistema de ecuaciones para obtener:
p(t) = c1 sin

t2
2

+ c2 cos

t2
2

;
q(t) = c1 cos

t2
2

  c2 sin

t2
2

:
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La herramienta que necesitamos para poder introducir el concepto de integrabilidad en el
caso analtico son los revestimientos ramicados nitos, que son los dominios adecuados para
trabajar con funciones multivaluadas de tipo algebraico. Para mas informacion sobre esta
teora ver [8].
Denicion 1.14. Sean   y   supercies de Riemman y  :   !   una funcion analtica.
Un punto p 2   se dice un punto de ramicacion de orden m y p = (p) se dice un valor de
ramicacion de  si dadas las coordenadas  y z de p y p, respectivamente,  queda descrita
por f() = z y f 0((p)) = ::: = f (m)((p)) = 0.  se dice un revestimiento ramicado nito
si: es sobre, el conjunto de sus valores de ramicacion forman un conjunto discreto de   y si
  denota el complemento de este conjunto y   =  1( ) entonces  :   !   es un
revestimiento.
Ejemplo 1.14. La funcion n : D ! D, (x) = xn dondeD  C es la bola abierta con centro
en 0 y radio 1. En efecto, es claro que 0 es el unico punto de ramicacion y n : D
 ! D,
con D = D n f0g es un revestimiento de D que corresponde a las n determinaciones de la
funcion z1=n.
Dada f 2 M( ), siempre es posible verla como una funcion meromorfa denida sobre  : es
suciente poner f = f  . Es claro que f 2 M( ) y sus singularidades estan situadas en
los puntos que se proyectan sobre las singularidades de f . Ademas si f = g entonces dado
p 2  , como  es sobre, si p 2  1(p) entonces:
f(p) = f((p)) = f(p) = g(p) = g((p)) = g(p);
es decir f = g y podemos concluir que M( ) M( ) es una extension de cuerpos.
Tambien es posible levantar las 1-formas meromorfas de   a 1-formas meromorfas sobre  :
si  2 
1( ) entonces () 2 
1( ), donde  es el pull-back de  por . Supongamos que
(1) = (2). Como  es sobre, d(p) es sobre para cada p 2  . Dados p 2   y v 2 Tp 
sean p 2  1(p) y v 2 d(p) 1(v). Entonces:
1(p)(v) = 1((p))(d(p)(v)) = 
(1)(p)(v) = (2)(p)(v) = 2(p)(v);
por tanto 1 = 2 y 

1( )  
1( ).
Dada la supercie de Riemann   podemos dotar aM( ) de estructura de campo diferencial
seleccionando una 1-forma meromorfa df y poniendo @ = ddf , es decir, deniendo @(g) =
dg
df
(el cociente entre las 1-fomas dg y df , ver seccion 1.2.1). Entonces es claro que @(g + h) =
@(g) + @(h) y @(gh) = h@(g) + g@(h). El caso de la derivada usual de funciones meromorfas
en un abierto del plano complejo es un caso particular de esto, tomando como 1-forma a dz.
Como las 1-formas se extienden a cualquier revestimiento ramicado nito   de   entonces
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esta derivacion se puede extender a M( ) y resulta que  M( ); ddt   M( ); ddt es una
extension de cuerpos diferenciales.
Con esto en mente podemos discutir el concepto de integrabilidad para el caso analtico.
En la seccion anterior trabajamos con hamiltonianos denidos sobre M  R, con (M;!)
una variedad simplectica. Ahora estudiaremos el caso de sistemas hamiltonianos denidos
en C2n   , con ! =Pni=1 dpi ^ dqi y   una supercie de Riemann que sera el espacio de la
variable tiempo t. La razon por la cual ponemos una supercie de Riemann y no un abierto
de P1 es porque deseamos admitir funciones hamiltonianas que sean meromorfas en C2n y
multivaluadas nitas en t. Cada vez que necesitemos utilizar funciones que sean multivaluadas
reemplazaremos   por un revestimiento ramicado nito   en el cual las funciones esten bien
denidas y extenderemos toda la estructura al nuevo espacio C2n   .
En adelante jaremos una 1-forma meromorfa dt sobre   que nos permitira escribir las
ecuaciones diferenciales denidas en C2n . Como en la seccion anterior, sea X : C2n !
TC2n un campo vectorial sobre C2n que depende del tiempo. Si @@t denota el campo vectorial
meromorfo dual a la forma dt, la suspension de X a C2n    se dene como:
eX = X + @
@t
:
Sea H : C2n    ! C una funcion meromorfa. Para cada t 2  , sea H(; t) : C2n ! C la
restriccion deH a C2nftg. A esta funcion le asociamos el unico campoXH(;t) sobre C2n que
satisface dH(; t) = iXH(;t)!. Sea XH : C2n ! TC2n dado por XH(p; t) = XH(;t)(p). Este
es un campo vectorial meromorfo que depende del tiempo y por tanto tiene su suspension:
eXH(p; t) = XH + @
@t
:
La propiedad fundamental que caracteriza a eXH , cuya demostracion es identica a la de la
proposicion 1.6, es:
Proposicion 1.8. eXH es el unico campo sobre C2n    que satisface i eXHdt = 1 y i eXH! =
dH   @H@t dt.
Las ecuaciones diferenciales de una curva integral (t) de eXH son:
d
dt
(pi((t))) =
@H
@qi
((t); t)
d
dt
(qi((t))) =  @H
@pi
((t); t) i = 1; :::; n;
donde ddt(pi((t))) y
d
dt(qi((t))) son los cocientes entre las 1-formas d(pi ) y dt, y d(qi )
y dt, respectivamente.
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Podemos denir directamente el parentesis de Poisson vertical para funciones meromorfas
sobre C2n   , conjunto que denotaremos por M(C2n   ), dado por:
fF;Gg =
nX
i=1
@F
@pi
@G
@qi
  @F
@qi
@G
@pi
:
Con este producto M(C2n   ) es un algebra de Lie. Al igual que antes tenemos que F es
una integral primera de eXH si y solo si fF;Hg+ @F@t = 0.
Supongamos que H : C2n   ! C depende meromorfamente de p1; :::; pn; q1; :::; qn y que es
multivaluada nita en t. Para poder utilizar a H como un hamiltoniano tomamos  :  !  ,
(z) = t, un revestimiento ramicado nito de   donde H este bien denida. Podemos
levantar toda la estructura a C2n    de la siguiente manera:
Las funciones meromorfas sobre C2n  se levantan deniendo: f(p; q; z) = f(p; q; (z)).
Al tomar el pull-back de dt, localmente podemos escribir (dt) = f(z)dz, para cierta
funcion f 2M( ). Entonces las ecuaciones del sistema hamiltoniano en C2n  quedan:
dpi
f(z)dz
=
@H
@qi
;
dqi
f(z)dz
=  @H
@pi
i = 1; :::; n:
El parentesis de Poisson vertical se extiende a M(C2n   ) por la misma formula que
antes.
El campo @@t sube a un campo en  , que localmente es
1
f(z)
@
@z , porque:
f(z)dz

1
f(z)
@
@z

= 1:
Por tanto una funcion F es una integral primera del sistema extendido si y solo si
fF;Hg+ 1f(z) @F@z = 0.
En base a la nocion de integrabilidad para el caso real introducimos la denicion de integra-
bilidad en el sentido no autonomo.
Denicion 1.15. Sea   una supercie de Riemman,   un revestimiento ramicado nito de
  y H 2 M(C2n   ). Decimos que H es integrable en el sentido no autonomo si existe un
revestimiento ramicado nito b  de   y funciones F1; :::; Fn 2M(C2n  b ) tales que:
1. fFi; Fjg = 0, i; j = 1; :::; n.
2. eXH(Fi) = 0, i = 1; :::; n.
3. dF1(p; t); :::; dFn(p; t); dt(p; t) son linealmente independientes en todo punto
(p; t) 2 C2n  b  donde esten denidas, excepto tal vez en un conjunto discreto de
puntos. Aqu dt denota el pull-back de la 1-forma inicial dt.
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Las funciones F1; :::; Fn se conocen como un sistema completo de integrales primeras de XH .
La necesidad de considerar otro revestimiento ramicado nito surge porque es posible que
existan integrales primeras de XH que sean multivaluadas en  . Para poder utilizarlas to-
mamos un revestimiento adecuado b  donde las funciones esten bien denidas y trabajamos
en el espacio C2n  b .
Ejemplo 1.15. En C2    = C2 C, trabajando con la 1-forma dt, consideremos el hamil-
toniano H(p; q; t) =
pq
3t
+
p
t
p2
2
. Inicialmente el sistema de ecuaciones sera:
dp
dt
=
p
3t
;
dq
dt
=   q
3t
 ptp:
Como H no esta bien denida, porque aparece la funcion multivaluada
p
t, debemos reem-
plazar   con un revestimiento ramicado. Tomemos el revestimiento  :   = C! C dado por
(z) = z2. Este es un revestimiento con ramicacion en 0 de orden 2. H sube a C2 , donde
queda H(p; q; z) =
pq
3z2
+ z
p2
2
. Debemos subir tambien la 1-forma dt, calculando el pull-back
por : la nueva 1-forma es (dt) = d(z2) = 2zdz. Por tanto el sistema hamiltoniano queda:
dp
2zdz
=
p
3z2
;
dq
2zdz
=   q
3z2
  zp;
que es lo mismo que:
dp
dz
=
2p
3z
;
dq
dz
=  2q
3z
  2z2p:
La funcion F (p; q; z) =
p
3
p
z2
es una integral primera del sistema porque:
fF;Hg+ @F
@t
=
@F
@p
@H
@q
  @F
@q
@H
@p
+
1
2z
@F
@z
=
1
3
p
z2
p
3z2
+
1
2z
  2
3z
3
p
z2

= 0:
Para que F este bien denida tomamos el revestimiento  : b  = C !   dado por  () =
3 cuya unica ramicacion es en 0. Al subir a C2  b  obtenemos H(p; q; ) = pq
36
+
3
p2
2
; F (p; q; ) =
p
32
;  (2zdz) = 65d y el sistema es:
dp
d
= 42p;
dq
d
=  42q   1211p:
Para terminar de mostrar que H es integrable en el sentido no autonomo observemos que
las 1-formas:
dF =
1
32
dp  2p
33
d y 65d
son linealmente indepentientes en todo punto de C2  b  donde estan denidas.
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1.5. Suspension simplectica
La suspension simplectica de una variedad simplectica (M;!) permite reducir el estudio del
caso de los sistemas hamiltonianos no autonomos al del caso los sistemas autonomos. Solo
haremos la construccion para el caso C2n , pero en general se puede hacer para cualquier
M  K. La idea es agregar una variable h y trabajar con la variedad C2n     C y con la
2-forma !^ = ! + dt ^ dh. Es inmediato vericar que:
Proposicion 1.9. (C2n C; !^) es una variedad simplectica. Este espacio se conoce como
la suspension simplectica de C2n   .
Dada H : C2n   ! C, sea H^(p; t; h) = H(p; t) + h. El campo hamiltoniano asociado es:
XH^ =
nX
i=1
@H
@qi
@
@pi
  @H
@pi
@
@qi
+
@
@t
  @H
@t
@
@h
;
y las ecuaciones correspondientes quedan:
dp
dt
=
@H
@q
;
dq
dt
=  @H
@p
; ;
dt
dt
= 1;
dh
dt
=  @H
@t
:
Nos referiremos a este sistema de ecuaciones como el sistema hamiltoniano no autonomo de
H con n+ 12 grados de libertad.
Nota 1.13. Sea  : C2n   C! C2n    la proyeccion natural. XH^ es proyectable por 
y d(XH^) =
eXH .
Las nociones de integrabilidad entre las funciones H y H^ se pueden relacionar de la siguiente
manera.
Teorema 1.5. Sea H : C2n ! C meromorfa. Si el campo XH es integrable en el sentido
no autonomo y b  es un revestimiento ramicado nito de   tal que hay un sistema completo
de integrales primeras de XH enM(C2nb ) entonces H^ es integrable en el sentido autonomo
en C2n  b  C.
Demostracion. Si XH es integrable en el sentido no autonomo, existen funciones
F1; :::; Fn 2M(C2nb ) que satisfacen las condiciones de la denicion 1.15. Sean F^i(p; t; h) =
Fi(p; t); i = 1; :::; n. Veamos que H^; F^1; :::; F^n satisfacen las condiciones de la denicion 1.11.
Las funciones estan en involucion porque para cada i; j = 1; :::; n:
(F^i; F^j) =
nX
k=1
@F^i
@pk
@F^j
@qk
  @F^i
@qk
@F^j
@pk
+
@F^i
@t
@F^j
@h
  @F^i
@h
@F^j
@t
=
nX
k=1
@Fi
@pk
@Fj
@qk
  @Fi
@qk
@Fj
@pk
= (Fi; Fj) = 0;
32 1 Sistemas Hamiltonianos
(H^; F^i) =
nX
k=1
@H^
@pk
@F^i
@qk
  @H^
@qk
@F^i
@pk
+
@H^
@h
@F^i
@t
  @H^
@t
@F^i
@h
=
nX
k=1
@H
@pk
@Fi
@qk
  @H
@qk
@Fi
@pk
+
@Fi
@t
= eXH(Fi) = 0:
Solo resta ver que dH^(p; t; h); dF^1(p; t; h); :::; dF^n(p; t; h) son independientes para todo
(p; t; h) 2 C2nb C donde esten denidas. Supongamos que existen constantes a0; a1; :::; an
tales que:
a0dH^(p; t; h) + a1dF^1(p; t; h) + ::::+ andF^n(p; t; h) = 0:
Entonces a0dH(p; t)+ a0dh(p; t; h)+ a1dF1(p; t)+ ::::+ andFn(p; t) = 0. En esta ecuacion, la
1-forma dh no aparece en los dFi, por tanto a0 = 0. Por hipotesis, los dFi son linealmente
independientes para todo (p; t) 2 C2n  b , entonces a1 = ::: = an = 0.
2. Teora de Galois diferencial
En este captulo desarrollaremos la teora de Galois diferencial para ecuaciones diferenciales
lineales denidas sobre una supercie de Riemman desde el punto de vista de la geometra
compleja. Seguiremos las ideas expuestas en las notas [4]. El objetivo es asociar a cada
solucion global de una ecuacion lineal, un grupo de matrices que respete las relaciones al-
gebraicas que satisfaga esta solucion. Para esto introduciremos una topologa que depende
del campo de funciones meromorfas de la supercie de Riemman donde estemos trabajando.
Veremos que estos grupos resultan ser grupos algebraicos lineales que contienen la mono-
droma de la ecuacion. Se enunciaran sin demostracion dos grandes teoremas que nos seran
utiles para obtener informacion sobre la integrabilidad de sistemas hamiltonianos a traves
del grupo de Galois de la ecuacion: el teorema de reduccion de Lie-Kolchin [3] y el teorema
de Morales-Ramis [7].
Sea   una supercie de Riemman, donde seleccionamos una 1-forma meromorfa dx que
permanecera ja. Consideramos la ecuacion diferencial lineal:
dy
dx
= A(x)y(x); y(x) 2 Cn; A 2Mat(n n;M( )): (2-1)
Denicion 2.1. Decimos que x0 2   es un punto regular de la ecuacion (2-1) si dx no tiene
un polo en x0 y los coecientes de la matriz A(x) son analticos en x0. En el caso de que x0
sea polo de dx o que alguno de los coecientes tenga un polo en x0, decimos que x0 es un
punto singular de la ecuacion (2-1).
El hecho de que dx tenga un polo en x0, indica que en coordenadas adecuadas en una
vecindad de x0 podemos escribir dx =
g(t)
(t t(x0))mdt, donde g es analtica en x0, g(x0) 6= 0 y m
es un entero positivo. Reemplazando esta expresion en la ecuacion diferencial tenemos que
A(x)y = A(x(t))y =
dy
dx
=
dy
dt
dt
dx
=
(t  t(x0))m
g(t)
dy
dt
y la ecuacion toma la forma:
dy
dt
=
g(t)
(t  t(x0))mA(t)y:
Por tanto x0 es un polo de los coecientes de la nueva matriz. Por esta razon en la denicion
anterior removemos los polos de dx.
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Recordemos que el conjunto de singularidades de funciones y 1-formas meromorfas denidas
sobre   siempre es discreto y por tanto el conjunto de singularidades de la ecuacion (2-1) es
discreto. En adelante denotaremos por   a la supercie de Riemman que se obtiene de  
removiendo las singularidades de la ecuacion (2-1).
Una de las principales propiedades de los puntos regulares es que siempre podemos resol-
ver la ecuacion en una vecindad simplemente conexa del punto dando condiciones iniciales
arbitrarias, es decir, siempre existen soluciones locales de la ecuacion alrededor de puntos
regulares. Esto se puede demostrar utilizando series de potencias o el metodo del punto jo
[10].
Teorema 2.1. Suponga que x0 es un punto regular de la ecuacion (2-1). Entonces existen
n soluciones linealmente independientes de la ecuacion denidas en una vecindad de x0. En
otras palabras, el C-espacio vectorial de germenes Sx0 en x0 de soluciones analticas de la
ecuacion tiene dimension n.
Esto muestra que para cada y0 2 Cn podemos encontrar un germen de solucion y denido
alrededor de x0 tal que y(x0) = y0 y de esta forma identicar a Sx0 con el espacio de
condiciones iniciales Cn. Otra propiedad interesante de las soluciones alrededor de puntos
regulares es que podemos prolongarlas analticamente a lo largo de cualquier curva que
comience en x0 y no contenga singularidades para obtener de nuevo germenes de soluciones
denidos alrededor del punto nal de la curva. Mas precisamente:
Proposicion 2.1. Sea y un germen de solucion de la ecuacion (2-1) denida alrededor de
x0 2   y  : [0; 1]!   una curva continua con (0) = x0. Entonces y se puede prolongar
analticamente a una solucion de (2-1) a lo largo de .
Demostracion. Supongamos que y no se puede prolongar a lo largo de todo . Sea T 2 [0; 1]
el supremo de los valores tales que y se puede prolongar a lo largo de ([0; T ]). Como y
esta denido en una vecindad abierta de x0, 0 < T < 1. Como (T ) no es una singularidad
de la ecuacion entonces el lmite lm
t!T
y((t)) existe, digamos y0.
Por el teorema 2.1, existe una solucion yT de la ecuacion (2-1) denida en una vecindad
U de (T ) tal que yT (T ) = y0. Si  > 0 es tal ((T   ; T + ))  U , entonces yT es una
prolongacion de y a lo largo de ([T; T + ]). Esto contradice la escogencia de T . Por tanto
T = 1 y y se prolonga a lo largo de todo .
2.1. Grupo de monodroma
A cada ecuacion de la forma (2-1) y cada punto en   le asociaremos un grupo, conocido
como el grupo de monodroma que nos ayudara a medir en que forma cambian las soluciones
cuando prolongamos analticamente soluciones alrededor de singularidades.
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Sea  : [0; 1] !   una curva continua en  . Si continuamos analticamente cualquier
solucion denida alrededor de (0) obtenemos una solucion alrededor de (1), ver Figura
2-1. Por el teorema de monodroma, esta prolongacion no depende de la clase de homotopa
[] de . Esta clase determina una funcion:
m[] : S(0) ! S(1);
que enva germenes de soluciones en (0) a germenes de soluciones en (1). Esta funcion
es lineal porque si y1 y y2 son germenes de soluciones en (0) y y

1 y y

2 son los ger-
menes de soluciones obtenidos alrededor de (1) al hacer la continuacion analtica a lo
largo de , entonces y1 + y2 es una prolongacion analtica de y1 + y2, para todo
;  2 C. Como la continuacion analtica a lo largo de una curva ja es unica entonces
m[](y1 + y2) = m[](y1) + m[](y2).
Figura 2-1.: m[] enva y(x0) a y
(x0).
Γ
γ
x 0
y(x 0) = y(γ (0))
y∗(x 0) = y(γ (1))
Sea x0 2   jo. El conjunto de las clases de homotopa de curvas en   con punto inicial
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y nal x0 tiene estructura de grupo, con el producto dado por [1]  [2] = [1  2] donde:
1  2(t) =
(
2(2t) si 0  t  12
1(2t  1) si 12  t  1
:
Este grupo se suele denotar por 1( 
; z0) y se conoce como el grupo fundamental de   en
x0.
Dados [1]; [2] 2 1( ; x0) y y0 un germen de solucion de la ecuacion (2-1) denida alre-
dedor de x0, si y1 es el germen de solucion obtenido al hacer la continuacion analtica de
y0 a lo largo de 1 y y2 es el germen de solucion obtenido al hacer la continuacion analtica
de y1 a lo largo de 2 entonces y2 es un germen de solucion de la ecuacion que se obtuvo
prolongando y0 a lo largo de 2  1, luego m[21](y0) = y2 = m[2](y1) = m[2](m[1](y0)).
Esto muestra que:
m[21] = m[2] m[1]:
Por tanto, para cada [] 2 1( ; x0), m[] es un automorsmo lineal de Sx0 . Si identicamos
a Sx0 con el espacio de condiciones iniciales Cn obtenemos un homomorsmo de grupos:
mon( ; x0) : 1( ; x0)! GL(n;C);
conocido como la representacion de monodroma de la ecuacion (2-1) en el punto x0.
Denicion 2.2. El grupo de monodroma Mon(x0; 
) de la ecuacion (2-1) en x0 se dene
como mon( ; x0)(1( ; x0)).
Ejemplo 2.1. Si   es simplemente conexo y los coecientes de A(x) son funciones analticas
entonces cualquier continuacion analtica a lo largo de cualquier curva cerrada siempre lleva
al mismo germen de solucion y por tanto el grupo de monodroma en cualquier punto es
trivial.
Ejemplo 2.2. En C, consideremos la siguiente ecuacion:
dy
dx
=
(a+ b)x  b
x2   x y;
donde a; b 2 C son constantes. En este caso   = C n f0; 1g. La solucion esta dada por
y(x) = cxa(x 1)b y esta bien denida en cualquier dominio simplemente conexo de Cnf0; 1g.
El grupo fundamental 1(Cnf0; 1g; x0) es el grupo libre generado por las clases de homotopa
de dos caminos cerrados simples 0 y 1 que pasan por x0 alrededor de 0 y 1, respectivamente
y con la orientacion en el sentido contrario de las manecillas del reloj. Al hacer la continuacion
analtica alrededor de 0 obtenemos la solucion:
y0(x) = ce2iaxa(x  1)b = e2iay(x);
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y al hacerlo alrededor de 1 nos queda:
y1(x) = ce2ibxa(x  1)b = e2iay(x):
Luego la representacion de monodroma es:
0 ! e2ia 1 ! e2ib
y el grupo de monodroma resulta ser

e2i(ma+nb)jm;n 2 Z	.
Ejemplo 2.3. La ecuacion de orden 3, y000 + 52xy
00 + 1
2x2
y0 = 0 podemos escribirla como la
ecuacion:
d
dx
264 yu
v
375 =
264 0 1 00 0 1
0   1
2x2
  52x
375
264 yu
v
375 ;
cuya solucion esta denida en cualquier dominio simplemente conexo de Cnf0g. La solucion
general de la ecuacion de orden 3 es y(x) = c1 + c2 log(x) + c3
p
x y por tanto la solucion de
la ecuacion matricial es:264 y(x)u(x)
v(x)
375 = c1
264 10
0
375+ c2
264 log(x)1x
  1
x2
375+ c3
264
p
x
1
2
p
x
  1
4z
p
x
375 :
El grupo fundamental de C n f0g en cualquier x0 es el generado por la clase de homotopa
de un camino cerrado simple alrededor de 0. Para calcular la monodroma en 1, usamos
como base del espacio solucion S1 a (1; 0; 0);
 
log(x); 1x ;  1x2

;
p
x; 1
2
p
x
;  1
4x
p
x

. Al hacer
la continuacion analtica de la solucion alrededor de 0 se obtiene la solucion:264 y(x)u(x)
v(x)
375 = c1
264 10
0
375+ c2
264 log(x) + 2i1x
  1
x2
375+ c3
264  
p
x
  1
2
p
x
1
4z
p
x
375 :
Observe que:264 1 log(x) + 2i  
p
x
0 1x   12px
0   1
x2
1
4x
p
x
375 =
264 1 log(x)
p
x
0 1x
1
2
p
x
0   1
x2
  1
4x
p
x
375
264 1 2i 00 1 0
0 0  1
375 :
Por tanto el grupo de monodroma de la ecuacion en 1, Mon(C n f0g; 1) = G es el subgrupo
de matrices generado por
264 1 2i 00 1 0
0 0  1
375, es decir:
G =
8><>:
264 1 2in 00 1 0
0 0 ( 1)n
375
n 2 Z
9>=>; ' (Z;+):
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Ejemplo 2.4. (Monodroma de la ecuacion hipergeometrica) La ecuacion:
y00 +
(a+ b+ 1)z   c
z(z   1) y
0 +
ab
z(z   1) = 0;
se conoce como la ecuacion hipergeometrica, donde a; b; c 2 C. Es un ecuacion que tiene tres
singularidades localizadas en 0; 1 e 1.
Suponiendo que ninguno de los valores c 1; a b; a+b c es entero, dos soluciones linealmente
independientes denidas alrededor de 0 son F (a; b; c; z) y
z1 cF (1 + a   c; 1 + b   c; 2   c; z), donde F (a; b; c; z) denota la funcion hipergeometrica
dada por:
F (a; b; c; z) = 1 +
1X
n=1
a(a+ 1)    (a+ n  1)b(b+ 1)    (b+ n  1)
n!c(c+ 1)    (c+ n  1) z
n;
que converge para jzj < 1.
Tomemos z0 =
1
2 . El grupo fundamental de C n f0; 1g es generado por los dos crculos que
pasan por 12 alrededor de 0 y 1, con la orientacion positiva. Al hacer la continuacion analtica
alrededor de 0 obtenemos la matriz
"
1 0
0 e 2ic
#
.
Al hacerlo alrededor de 1 obtenemos la matriz
"
B1;1 B1;2
B2;1 B2;2
#
, con (ver [8]):
B1;1 = 1  2iei(c a b) sin(a) sin(b)
sin(c)
;
B1;2 =  2iei(c a b)  (2  c) (1  c)
 (1  a) (1  b) (1 + a  c) (1 + b  c) ;
B2;1 = 1  2iei(c a b)  (c) (c  1)
 (c  a) (c  b) (a) (b) ;
B2;2 = 1 + 2ie
i(c a b) sin((c  a)) sin((c  b))
sin(c)
:
Una pregunta natural es como se transforma el grupo de monodroma de la ecuacion al
cambiar el punto. La respuesta es que los grupos resultan ser isomorfos y mas precisamente:
Proposicion 2.2. Sean x0; x1 2   y  : [0; 1]!   una curva continua tal que x0 = (0)
y x1 = (1). Entonces Mon( 
; x0) = m 1[]Mon( 
; x1)m[].
2.2 Foliaciones inducidas por ecuaciones diferenciales lineales 39
Demostracion. Consideremos la aplicacion  : 1( 
; x0)! 1( ; x1) dada por:
([]) = [     1];
 esta bien denida y es un isomorsmo de grupos con inversa dada por  1([]) = [ 1].
Si  2 1( ; x0), como  =  1  (     1)   entonces:
m[] = m
 1
[]m[([])]m[]
de donde se sigue el resultado.
2.2. Foliaciones inducidas por ecuaciones diferenciales lineales
El objetivo de esta seccion es ver como la ecuacion (2-1) permite descomponer el espacio
 Cn en conjuntos que localmente son gracos de soluciones y que pueden pensarse como
soluciones globales de la ecuacion. Estos conjuntos se denominaran hojas de la foliacion
inducida por la ecuacion (2-1). Tambien haremos una descomposicion del espacio   
GL(n;C) a traves del sistema matricial de ecuaciones asociado a la ecuacion (2-1), cuyas
soluciones son sus matrices fundamentales de soluciones.
Recordemos que una matriz fundamental de soluciones de la ecuacion (2-1) es una matriz
U(x) de tama~no n  n cuyas columnas son soluciones linealmente independientes de (2-1).
Esto es lo mismo que decir que U(x) es una solucion de la ecuacion diferencial:
dU
dx
= A(x)U(x); U 2 GL(n;C); A 2Mat(n n;M( )): (2-2)
Cuando conocemos un germen de solucion de la ecuacion (2-2) alrededor de un punto x0
inmediatamente tenemos una base para Sx0 , el espacio solucion de la ecuacion (2-1) en el
punto x0. En efecto, si U(x) es una solucion de (2-2) y y0 2 Cn, entonces U(x)y0 es una
solucion de (2-1) porque ddx(Uy0) =
dU
dx y0 = A(x)(Uy0). Luego U(x)e1; :::; U(x)en es la base
Sx0 .
Proposicion 2.3. Dado x0 2  , el grupo GL(n;C) actua por derecha sobre el conjunto
Px0 de germenes de soluciones de (2-2) denidos alrededor de x0 como (U(x); )! U(x).
Ademas esta accion es libre y transitiva.
Demostracion. Si U(x) es un germen de solucion de la ecuacion (2-2) en x0, U(x) tambien
lo es porque ddx(U) =
dU
dx  = A(x)(U). Que la accion sea libre signica que el grupo de
isotropa de cualquier elemento se reduce a la identidad. Esto es claro ya que si U(x) = U(x),
al ser U(x) invertible, vemos que  = In.
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Una accion es transitiva si la orbita de un elemento es todo el espacio. Sean U1(x); U2(x) 2 Px.
Derivando la expresion U2(x)U2(x)
 1 = In tenemos que:
dU 12
dx
=  U 12
dU2
dx
U 12 =  U 12 A(x):
Luego:
d(U 12 U1)
dx
=
dU 12
dx
U1 + U
 1
2
dU1
dx
= 0:
Por tanto U 12 (x)U1(x) es constante y U1(x) = U2(x)U
 1
2 (x0)U1(x0).
En adelante cuando tengamos un grupo G, diremos que un conjunto X es un
G-espacio si G actua sobre X. Si la accion es transitiva decimos que X es homogeneo y
cuando sea libre diremos que X es un G-espacio principal. En estos terminos la proposicion
asegura que para cada x0 2  , Px0 es un GL(n;C)-espacio principal homogeneo.
Ahora descompondremos el espacio  Cn. Para esto, introducimos una relacion de equiva-
lencia: dos puntos (x0; y0) y (x1; y1) son equivalentes si existe  : [0; 1]!   con (0) = x0
y (1) = x1 tal que la continuacion analtica y
 a lo largo de  de la solucion y denida
alrededor de x0 tal que y(x0) = y0 satisface y
(x1) = y1.
Denicion 2.3. Las clases de equivalencia de la anterior relacion se denominan hojas de la
foliacion inducida por la ecuacion (2-1).
Dado (x0; y0) 2    Cn, por el teorema 2.1, existe una vecindad U    de x0 donde
esta denida la unica solucion y de (2-1) tal que y(x0) = y0. Si Y es la hoja que contiene
a (x0; y0) entonces el graco de y, f(x; y(x)) 2    Cnjx 2 Ug esta contenido en Y . Esto
muestra que cada hoja es localmente el graco de una solucion de (2-1). Ademas Y contiene
los gracos de todas las continuaciones analticas de y. De esta manera, podemos pensar en
las hojas como soluciones globales de la ecuacion (2-1). Otra propiedad que es aparente de
la construccion es que cada hoja es arcoconexa y por tanto conexa. Notemos que si   es
simplemente conexa (en cuyo caso la ecuacion no puede tener singularidades y   =  ), las
hojas son los gracos de soluciones que estan denidas en todo  .
De la misma forma, la ecuacion (2-2) induce una foliacion de  GL(n;C). Sea L una hoja
de esta foliacion. Si  2 GL(n;C), por la proposicion 2.3, el conjunto:
L   = f(x;U)j(x;U) 2 Lg;
es de nuevo una hoja. Esto muestra que GL(n;C) actua en el conjunto de hojas. Esta accion
resulta transitiva pero no libre: sean L y L0 dos hojas de la foliacion. Supongamos que
(x0; U0) 2 L y (x0; V0) 2 L0. Entonces (x0; V0) 2 L  (V  10 U0) \ L0 y como dos hojas o son
disjuntas o son iguales, L0 = L  (V  10 U0).
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Proposicion 2.4. Si Lx0 es la hoja que pasa por (x0; In), el grupo de monodroma en x0,
Mon( ; x0), de la ecuacion (2-1) es el grupo de isotropa de la hoja Lx0.
Demostracion. Sea m[] 2 Mon( ; x0), donde [] 2 1( ; x0). Si y es un germen de
solucion en x0 de la ecuacion (2-1) con y(x0) = y0 y y
 es la continuacion analtica de y a lo
largo de  entonces, identicando a Sx0 con las condiciones iniciales, y
(x0) = m[]y0.
Por tanto, si U(x) es el germen de solucion de la ecuacion (2-2) con U(x0) = In, su prolon-
gacion analtica a lo largo de  esta dada por U(x)m[]. Entonces U(x) y U(x)m[] estan en
la misma hoja y Lx0 = Lx0 m[].
Ahora, sea  2 GL(n;C) tal que Lx0 = Lx0  . Entonces (x0; In) y (x0; ) estan en Lx0 .
Como Lx0 es arcoconexa, existe e : [0; 1] ! Lx0 tal que e(0) = (x0; In) y e(1) = (x0; ). Si
 :   GL(n;C)!   denota la proyeccion en la primera coordenada entonces  =   e
es una curva en   tal que  = m[] 2Mon( ; x0).
Nota 2.1. Sea M una variedad diferenciable (analtica) de dimension n y supongamos que
existe un conjunto de 1-formas !1; :::; !m, m  n que son linealmente independientes en cada
punto y que satisfacen:
d!i =
mX
k=1
!k ^ ik;
para ciertas 1-formas ik. Para cada p 2 M , sea Ep el subespacio de TpM que anula a
!1(p); :::; !m(p). Entonces dimEp = n   m. Supongamos que existen campos vectoriales
X1; :::; Xn m tales que para cada p 2M , X1(p); :::; Xn m(p) son una base de Ep.
La aplicacion p 7! Ep es una distribucion integrable. Para mostrar esto solo falta probar que
para cada i; j = 1; :::; n m, [Xi(p); Xj(p)] 2 Ep. Usando la identidad:
d!(X;Y ) = X(!(Y ))  Y (!(X))  !([X;Y ]);
valida para cualquier 1-forma ! y cualquier par de campos vectoriales X;Y sobre M vemos
que:
!k([Xi; Xj ]) = Xi(!k(Xj)) Xj(!k(Xi))  d!k(Xi; Xj)
=  d!k(Xi; Xj) =  
mX
l=1
!l ^ kl(Xi; Xj):
Como !l(Xk) = 0 para cada l = 1; ::;m, k = 1; :::; n   m, es claro que
!l ^ kl(Xi; Xj) = 0 y por tanto !k([Xi; Xj ]) = 0 que era lo que queramos ver.
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Por el teorema de Frobenius ([1], teorema 2.2.26), esta distribucion es inducida por una unica
foliacion de M de codimension m (las hojas de la foliacion son las subvariedades integrales
conexas maximales de la distribucion). Esto muestra que un conjunto de 1-formas !1; :::; !m
que satisfacen las condiciones de arriba induce una foliacion de M .
Para nuestro caso en particular consideramos las 1-formas !ij = duij  
nX
k=1
aikukjdx, i; j =
1; :::; n. Es claro que estas n2 1-formas son independientes y:
d!ij =  d
 
nX
k=1
aikukj
!
^ dx =
nX
k=1
dukj ^ ( aikdx)
=
nX
k=1
 
dukj  
nX
l=1
akluljdx
!
^ ( aikdx) =
nX
k=1
!kj ^ ( aikdx):
El campo que anula a estas formas es:
X =
@
@x
+
nX
i;j=1
 
nX
k=1
aikukj
!
@
@uij
:
Las hojas de la foliacion inducida por estas 1-formas son precisamente las soluciones de la
ecuacion (2-2) y por tanto los conjuntos que obtuvimos en esta seccion.
2.3. Topologa de Zariski y grupos algebraicos lineales
Como deseamos saber sobre las relaciones algebraicas que satisfacen las hojas de las folia-
ciones necesitamos introducir la topologa de Zariski en Cn para poder discutir sobre grupos
algebraicos lineales y algunas de sus propiedades. Mas adelante denimos laM( )-topologa
sobre    Cn que es la topologa que nos permitira denir el grupo de Galois.
La topologa de Zariski en Cn es la topologa en la cual los cerrados son los conjuntos de
ceros de polinomios en n indeterminadas. Mas precisamente, un conjunto Y es cerrado en
la topologa Zariski si existe un ideal I en C[x1; :::; xn] tal que Y = Z(I) = f(a1; :::; an) 2
CnjP (a1; :::; an) = 0 para todo P 2 Ig. Luego si un conjunto es cerrado en la topologa
Zariski, es cerrado en la topologa usual, aunque la recproca no es valida.
Proposicion 2.5. Los complementos de conjuntos de la forma Z(I), donde I es un ideal de
C[x1; :::; xn], son una topologa de Cn.
Demostracion. Si Y1 = Z(I1) y Y2 = Z(I2), entonces Y1 [Y2 = Z(I1I2) donde I1I2 denota el
ideal generado por los productos de un elemento de I1 con un elemento de I2. En efecto, si
(a1; :::; an) 2 Y1[Y2, entonces (a1; :::; an) 2 I1 o (a1; :::; an) 2 I2 y por tanto (a1; :::; an) es un
cero de cada polinomio en I1I2. Recprocamente, si (a1; :::; an) 2 Z(I1I2), y si (a1; :::; an) 62
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I1, existe P1 2 I1 tal que P1(a1; :::; an) 6= 0. Ahora dado P2 2 T2, P1P2 2 I1I2, luego
(P1P2)(a1; :::; an) = 0 y necesariamente P2(a1; :::; an) = 0, as que (a1; :::; an) 2 Y2.
Si Y = Z(I), donde fIg2A es cualquier familia de ideales, entonces \2AY = Z(h[2AIi),
donde h[2AIi denota el ideal generado por la union. Ademas ; = Z(1) y Cn = Z(0).
Nota 2.2. Cn con la topologa de Zariski es un espacio topologico noetheriano, es decir,
toda cadena descendente de conjuntos cerrados es nitamente constante. En efecto, sea
C1  C2      Cn     una cadena descendente de conjuntos cerrados. Para cada Ci, sea
Ii = fP 2 C[x1; :::; xn]jP (a1; :::; an) = 0 para todo (a1; :::; an) 2 Cig, el ideal de polinomios
que anulan Ci. Es claro entonces que I1  I2      In     . Por el teorema de la base
de Hilbert, el anillo C[x1; :::; xn] es noetheriano. Entonces existe N , entero positivo, tal que
In = IN , para todo n  N . Como los Ci son cerrados, entonces Z(Ii) = Ci y Cn = CN para
todo n  N .
Cualquier subconjunto de Cm se puede dotar de la topologa Zariski tomando la topologa de
subespacio. En particular el grupo GL(n;C), al verlo como un subespacio de Cn2 , adquiere
la topologa de Zariski.
Denicion 2.4. Un grupo algebraico lineal G es un subgrupo de GL(n;C), para algun entero
positivo n, que es cerrado en la topologa de Zariski.
Ejemplo 2.5. (C;+) es un grupo algebraico lineal al identicarlo con el subgrupo de
GL(2;C):
 7 !
 
1 
0 1
!
:
Ejemplo 2.6. Las matrices diagonales D(n;C)  GL(n;C) son un grupo algebraico lineal
porque estan denidas por los polinomios aij = 0 con 1  i; j  n; i 6= j.
Ejemplo 2.7. Las matrices triangulares superiores invertibles Tr(n;C) son un grupo alge-
braico lineal porque estan denidas por los polinomios:
aij = 0 si i > j:
Ejemplo 2.8. El grupo especial lineal SL(n;C) = fA 2 GL(n;C)j detA = 1g es un grupo
algebraico lineal porque SL(n;C) = Z(det 1).
Ejemplo 2.9. El grupo ortogonal O(n) = fA 2 GL(n;C)jAAt = Ing, donde At denota la
transpuesta de A, es un grupo algebraico lineal porque esta denido por los polinomios:
nX
k=1
aikajk = ij 1  i; j; n:
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Ejemplo 2.10. El grupo especial ortogonal SO(n;C) = fA 2 O(n)j detA = 1g = O(n) \
SL(n;C).
Ejemplo 2.11. El grupo simplectico Sp(n;C) = fA 2 GL(2n;C)jAtJnA = Jng.
Lema 2.1. Si G  GL(n;C) es un grupo lineal algebraico y  2 G, las dos aplicaciones
R : G! G y L : G! G denidas por R(A) = A y L(A) = A son homeomorsmos.
Demostracion. Basta con notar que si I es un ideal de C[uij ], el anillo de polinomios en las
n2 variables uij ; i; j = 1; :::; n, entonces R
 1
 (Z(I)) = Z(J), donde J es ideal conformado por
polinomios Q(U) = P (U); U = (uij), con P 2 I.
En adelante denotaremos por G0 la componente conexa de G que contiene a la matriz
identidad.
Proposicion 2.6. Sea G  GL(n;C) un grupo lineal algebraico y G0 la componente conexa
de la identidad. Entonces G0 es un subgrupo normal de ndice nito. Ademas, si H es un
subgrupo cerrado de G de ndice nito entonces G0  H.
Demostracion. Sea  2 G0. Como G0 es conexo, por el lema,  1G0 es conexo y ademas
In 2  1G0, luego  1G0  G0, en particular  1 2 G0. Entonces G0 es cerrado bajo
inversos. De la misma forma G0  G0 para todo  2 G0, luegoG0 es cerrado bajo productos.
Por tantoG0 es un subgrupo deG. Ademas, si  2 G, el conjunto G0 1 es conexo y contiene
a In, por tanto G
0 1  G0, es decir G0 es normal.
Sean figi2I un conjunto de representantes de clases laterales a derecha de G0 en G. Es
claro que G =
S
i2I G
0i y que cada G
0i es una componente conexa de G. Al ser G un
espacio noetheriano (nota 2.2), tiene solo un numero nito de estas. Es decir, hay nitos i,
por tanto el ndice de G0 en G es nito. Sea H un subgrupo cerrado de ndice nito de G.
Entonces existen 1; :::; n 2 G tales que G = H [ 1H [ ::: [ nH. Esto muestra que H es
abierto. Luego G0 = (G0 \H) [ (G0 \ 1H) [ ::: [ (G0 \ nH), es decir, G0 se descompone
como union de conjuntos abiertos. Como G0 es conexo e interseca a H entonces G0  H.
Ejemplo 2.12. Sea G =
( 
c 0
0 c 1
! c 2 C
)
[
( 
0 c
 c 1 0
! c 2 C
)
. G es un subgrupo
algebraico de SL(2;C). En este caso G0 =
( 
c 0
0 c 1
! c 2 C
)
.
A continuacion enunciamos uno de los principales resultados sobre grupos algebraicos lineales
cuya demostracion se puede encontrar en [5].
Teorema 2.2. (Lie-Kolchin) Sea H un subgrupo lineal algebraico conexo. Entonces H es
soluble si y solo si es triangulable, esto es, existe  2 GL(n;C) tal que H 1 es un subgrupo
de Tr(n;C):
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La idea de la prueba es utilizar las hipotesis para reducir al caso en el que H es abeliano. Una
vez logrado esto, se aplica el conocido hecho de algebra lineal que establece que cualquier
conjunto de matrices triangulables que conmutan entre s es simultaneamente triangulable.
Denicion 2.5. Sea G un grupo algebraico lineal conexo. Un subgrupo de Borel B  G es
un subgrupo maximal conexo soluble de G.
Por el teorema de Lie-Kolchin, los subgrupos de Borel de GL(n;C) son conjugados de
Tr(n;C).
Nota 2.3. Dado un grupo algebraico lineal G  GL(n;C), en particular es un grupo de
Lie con la topologa usual de Cn2 y G0 sigue siendo su componente conexa de la identidad.
Como G es conexo si y solo si G = G0, entonces G es conexo en la topologa de Zariski si y
solo si es conexo en la topologa usual.
Podemos entonces asignarle a cada grupo algebraico lineal G un algebra de Lie: el algebra
de Lie que le corresponde como grupo de Lie, es decir, su espacio tangente en In, g = TInG.
Al identicar TInGL(n;C) con Mat(n  n;C) = gl(n;C), el corchete de Lie viene dado por
[A;B] = AB   BA y g resulta ser una subalgebra de Lie de gl(n;C). Vale la pena resaltar
que G0 y G tienen la misma algebra de Lie, porque G0 es una componente conexa de G.
Tambien es cierto que si G es conexo, es abeliano si y solo si g es un algebra de Lie abeliana.
En adelante nos referiremos a la dimension de G como la dimension de su algebra de Lie (y
por tanto a su dimension como variedad).
A continuacion damos los ejemplos de algunas algebras de Lie de los grupos de Lie clasicos:
tr(n;C) = fA 2Mat(n n;C)jA es triangular superiorg;
sl(n;C) = fA 2Mat(n n;C)jtr(A) = 0g;
o(n;C) = fA 2Mat(n n;C)jA+At = 0g;
sp(n;C) = fA 2Mat(2n 2n;C)jAtJn + JnA = 0g:
Necesitamos ahora introducir una topologa sobre    Cn que nos de informacion sobre las
relaciones algebraicas que satisfagan sus subconjuntos. Dado un ideal I de M( )[y1; :::; yn],
si x 2   y Ox denota el anillo de funciones meromorfas sobre   que son analticas en x, sea:
Z(I) = f(x; a1; :::; an) 2   CnjP (x; a1; :::; an) = 0 para todo P 2 I \ Ox[y1; :::; yn]g:
Nota 2.4. Si I  J entonces Z(J)  Z(I). En efecto, si (x0; a1; :::; an) 2 Z(J) y P 2
I \ Ox0 [y1; :::; yn]  J \ Ox0 [y1; :::; yn] por denicion, P (x0; a1; :::; an) = 0. Como P fue
arbitrario, (x0; a1; :::; an) 2 Z(I).
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Proposicion 2.7. Los complementos de conjuntos de la forma Z(I), donde I es un ideal
de M( )[y1; :::; yn] son una topologa de   Cn. Esta topologa se conoce como la topologa
M( )  Zariski de   Cn.
Demostracion. Es claro de la denicion que  Cn = Z(0) y ; = Z(M( )[y1; :::; yn]). Veamos
ahora que la union nita e interseccion arbitraria de conjuntos de la forma Z(I) son de la
misma manera.
Dados I1 e I2 ideales de M( )[y1; :::; yn], si I es el ideal generado por los polinomios de la
forma P1  P2 con Pi 2 Ii, i = 1; 2, entonces Z(I) = Z(I1) [ Z(I2). En efecto, como I  Ii,
i = 1; 2, Z(I1)[Z(I2)  Z(I). Sea (x0; a1; :::; an) 2 Z(I) y supongamos que (x0; a1; :::; an) 62
Z(I2). Entonces existe P2 2 I2 \ Ox0 [y1; :::; yn] tal que P2(x0; a1; :::; an) 6= 0. Sea P1 2
I1 \ Ox0 [y1; :::; yn]. Como P1  P2 2 I \ Ox0 [y1; :::; yn], (P1  P2)(x0; a1; :::; an) = 0. Luego
P1(x0; a1; :::; an) = 0 y (x0; a1; :::; an) 2 Z(I1).
Tomemos cerrados Z(I),  2 A. Sea I el ideal generado por
S
2A I. Se sigue de inmediato
que Z(I) =
T
2A Z(I).
Recprocamente podemos asignarle a cada conjunto Y    Cn el ideal de polinomios que
lo anulan. Si  :   Cn !   la proyeccion en el primer factor, denimos:
I(Y ) =fP 2M( )[y1; :::; yn]j existe SP  Y tal que (SP ) es discreto, contiene
las singularidades de los coecientes de P y P (x; a1; :::; an) = 0 para todo
(x; a1; :::; an) 2 Y n SP g:
La razon por la cual introducimos los subconjuntos SP es para evitar problemas al reempla-
zar, porque pueden haber expresiones que no esten denidas. En general, cuando sea posible
tomaremos SP = 
 1(S)\Y , donde S es el conjunto de singularidades de los coecientes de
P .
Debemos comprobar que I(Y ) es un ideal de M( )[y1; :::; yn]. Si P1; P2 2 I(Y ), existen
conjuntos S1; S2  Y tales que (S1), (S2) son discretos y contienen las singularidades de los
coecientes de P1, P2 respectivamente y Pi(x; a1; :::; an) = 0 para todo (x; a1; :::; an) 2 Y nSi,
i = 1; 2. Sea S = S1 [ S2. S es tal que (S) = (S1) [ (S2) es discreto, contiene las
singularidades de P1 + P2 y (P1 + P2)(x; a1; :::; an) = 0 para todo (x; a1; :::; an) 2 Y n S. Por
tanto, P1 + P2 2 I(Y ).
Sean P 2 I(Y ) y Q 2 M( )[y1; :::; yn]. Si S    es el conjunto de singularidades de los
coecientes de Q, que es discreto, sea SPQ = SP [ ( 1(S)\Y ). (SPQ) es discreto, contiene
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las singularidades de PQ y (PQ)(x; a1; :::; an) = 0 para todo (x; a1; :::; an) 2 Y n SPQ, luego
PQ 2 I(Y ).
Notemos ademas que si Y1  Y2 entonces I(Y2)  I(Y1).
Proposicion 2.8. Sea Y   Cn. Si Y zar denota la clausuraM( )-Zariski de Y , entonces
Z(I(Y )) = Y zar.
Demostracion. Sea (x0; a1; :::; an) 2 Y y P 2 I(Y )\Ox0 [y1; :::; yn]. Como x0 no es singulari-
dad de los coecientes de P , (x0; a1; ::; an) 62 SP y entonces P (x0; a1; :::; an) = 0. Por tanto,
(x0; a1; :::; an) 2 Z(I(Y )) y Y  Z(I(Y )). Como Z(I(Y )) es cerrado, tomando clausuras,
Y
zar  Z(I(Y )).
Recprocamente, supongamos que Y  Z(J), para algun ideal J deM( )[y1; :::; yn]. Debemos
probar que Z(I(Y ))  Z(J). Primero observemos que J  I(Z(Y )). Si P 2 J y SP =  1(S)
es la imagen inversa de las singularidades de los coecientes de P , entonces si tomamos
(x0; a1; :::; an) 2 Z(J) n SP , P 2 J \ Ox0 [y1; :::; yn] y P (x0; a1; ::; an) = 0. Esto muestra que
P 2 I(Z(Y )). Como Y  Z(J), I(Z(Y ))  I(Y ). Por tanto, J  I(Y ) y de aqu vemos que
Z(I(Y ))  Z(J).
2.4. El grupo de Galois
En esta seccion le asociaremos a cada hoja de la foliacion (2-2) el grupo de matrices que
respetan las relaciones algebraicas que satisface las hojas. Estos grupos resultan ser grupos
algebraicos lineales y ademas contienen al grupo de monodroma de la ecuacion (2-1).
En la seccion anterior, dotamos al espacio  Cn2 de la topologa M( )-Zariski. Esta topo-
loga induce naturalmente una topologa sobre  GL(n;C). Sea L una hoja de la foliacion
(2-2) en   GL(n;C). En adelante denotaremos por L su clausura M( )-Zariski.
Proposicion 2.9. El conjunto L es union de hojas de la foliacion (2-2).
Demostracion. Como L es cerrado, existe un ideal I de M( )[yij ] tal que L = Z(I). Luego
(x;U(x)) 2 L si y solo si Pl(x;U(x)) = 0 para cada Pl 2 I\Ox[yij ]. Sea (x0; U0) 2 L y U(x) =
(uij(x)) una matriz fundamental de soluciones denida en una vecindad sucientemente
peque~na de x0 tal que el graco de U(x) esta contenido en L. Como Pl(x;U(x)) = 0,
derivando respecto a x obtenemos:
d
dx
Pl(x;U) =
@Pl
@x
(x;U(x)) +
nX
i;j=1
@Pl
@uij
(x;U(x))
duij
dx
(x) = 0:
y aplicando que U(x) es solucion de la ecuacion (2-2),
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@Pl
@x
(x;U(x)) +
nX
i;j;k=1
aik(x)ukj
@Pl
@uij
(x; U(x)) = 0:
Esto muestra que ddxPl(x;U) son polinomios en M( )[uij ] que se anulan en (x0; U0). Como
(x0; U0) fue arbitrario vemos que
dPl
dx (x; U) 2 I(L). Estos polinomios tambien se anulan en
L porque, por la proposicion 2.8, L = Z(I(L)). Repitiendo este procedimiento vemos que
para todo m > 0,
dmPl
dxm
(x;U) 2M( )[uij ] y se anulan en L.
Si (x0; U0) 2 L, sea U(x) una matriz fundamental de soluciones denida en una vecindad de
x0 tal que U(x0) = U0. Entonces hemos mostrado que:
dmPl
dxm
(x0; U0) = 0 m = 0; 1; :::
Como Pl(x;U(x)) es una funcion analtica en x0, Pl(x;U(x)) = 0 en una vecindad de x0 y
por tanto el grafo de U(x) esta contenido en L. El resultado se sigue del hecho de que cada
hoja de la foliacion es cubierta por gracos de soluciones de la ecuacion (2-2).
Nota 2.5. Note que hemos probado que si (x0; U0) 2 L y L0 es la hoja de la foliacion que
contiene a ese punto entonces L0  L.
Denicion 2.6. El grupo de Galois de una hoja L de la foliacion (2-2), Gal(L), se dene
como el conjunto de matrices  2 GL(n;C) tales que L   = L, ver Figura 2-2.
Lema 2.2. Si  2 GL(n;C), la funcion R :    GL(n;C) !    GL(n;C) dada por
R(x;U) = (x;U) es un homeomorsmo en la topologa M( )-Zariski.
Demostracion. Es suciente probar que R 1 (Z(I)) es cerrado para cada ideal I deM( )[yij ].
Si P 2M( )[yij ] y  2 GL(n;C) notaremos P (x;U) = P (x;U).
Sea I = fPjP 2 Ig. I es un ideal de M( )[yij ] porque si P; Q 2 I, como P +
Q = (P + Q) y P + Q 2 I, P + Q 2 I. Ahora, si P 2 I y Q 2 M( )[yij ], como
PQ = (PQ 1) y PQ 1 2 I, vemos que PQ 2 I.
(x0; U) 2 R 1 (Z(I)) si y solo si (x0; U) 2 Z(I) si y solo si para todo P 2 I \ Ox0 [yij ],
P (x0; U) = 0. Esto muestra que (x0; U) 2 R 1 (Z(I)) si y solo si (x0; U) 2 Z(I). Luego
R 1 (Z(I)) = Z(I). Entonces R es continua. Como R 1 = R 1 , R es un homeomorsmo.
Nota 2.6. En general, para mostrar que una matriz  2 GL(n;C) esta enGal(L) es suciente
probar que L    L.
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Figura 2-2.: Para calcular el grupo de Galois de una hoja de la foliacion (2-2) se debe tomar
su clausura M( )-Zariski.
Γ
L
L zar
GL(n, C)
Teorema 2.3. Sea L una hoja de la foliacion (2-2). Entonces:
1. L =
[
2Gal(L)
L  .
2. Si L y L0 son dos hojas tales que L0 = L   , entonces Gal(L) = Gal(L0) 1.
3. Si L y L0 son dos hojas que tienen la misma clausura, entonces Gal(L) = Gal(L0):
4. Gal(L) es un grupo lineal algebraico.
Demostracion. 1. Si  2 Gal(L), por el lema anterior, como R es un homeomorsmo,
L    L   = L   = L. Para mostrar la otra contenencia sea (x;U) 2 L y L0 la hoja de la
foliacion (2-2) que contiene a este punto. Por la nota 2.5, L0  L. Si  2 GL(n;C) es tal que
L0 = L  , por la nota 2.6,  2 Gal(L) y (x;U) 2 L  .
2. Si L0 = L   , vemos que L0 = L   . Dado  2 Gal(L), tenemos que:
L0   1     = L     = L   = L0;
es decir,  1 2 Gal(L0) que implica que  2 Gal(L0) 1.
4. Si 1; 2 2 Gal(L), entonces L (1 2) = (L1) 2 = L2 = L. Luego 1 2 2 Gal(L).
Si  2 Gal(L), multiplicando por  1 la ecuacion L = L, obtenemos L 1 = L, es decir,
 1 2 Gal(L).
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Para mostrar que Gal(L) es un grupo algebraico tomemos (x0; U0) 2 L. Sea I el ideal de
C[uij ] generado por los polinomios de la forma P (x0; U0U) y P (x0; U0U 1), donde P 2
I(L) \ Ox0 [uij ]. Veamos que Gal(L) = f 2 GL(n;C)jQ() = 0 para todo Q 2 Ig.
Si  2 Gal(L), entonces L   = L. Luego (x0; U0) 2 L = Z(I(L)). Por denicion,
P (x0; U0) = 0 para todo P 2 I(L) \ Ox0 [uij ]. De la misma forma, (x0; U0 1) 2 Z(I(L))
y P (x0; U0
 1) = 0 para todo P 2 I(L) \ Ox0 [uij ].
Supongamos que Q() = 0, para todo Q 2 I. Entonces P (x0; U0) = 0 para todo P 2
I(L) \ Ox0 [uij ]. Luego (x0; U0) 2 L. Como (x0; U0) 2 L  , entonces L    L y por
tanto L    L. Pero tambien P (x0; U0 1) = 0 para todo P 2 I(L) \ Ox0 [uij ], por lo que
L   1  L. Esto implica que L   1  L. Podemos concluir entonces que L = L  , es
decir,  2 Gal(L).
Nota 2.7. En demostracion anterior consideramos expresiones del tipo P (x0; U0U
 1), donde
P 2 M( )[uij ]. En general P (x0; U0U 1) 62 C[uij ] porque aparece el termino det(uij) 1. Lo
que si podemos asegurar es que P (x0; U0U
 1) 2 C[uij ; det(uij) 1]. Esto no afecta la demos-
tracion porque si Q 2 C[uij ; det(uij) 1], podemos encontrar m > 0 tal que det(uij)mQ 2
C[uij ].
Denicion 2.7. El grupo de Galois de la ecuacion (2-1) en el punto x 2   se dene como
Gal( ; x) = Gal(Lx), donde Lx de la hoja de la foliacion (2-2) que pasa por (x; In).
Denicion 2.8. El brado de Galois Gal( ) es el subconjunto de   GL(n;C) denido
por:
Gal( ) = f(x; ) 2   GL(n;C)j 2 Gal(Lx)g:
Proposicion 2.10. Si  : [0; 1]!   es un camino continuo entonces:
Gal( ; (0)) = m 1[]Gal( 
; (1))m[]:
Demostracion. Se deduce de la parte 2 del teorema 2.3 porque como ((1);m[]) 2 L(0)
entonces ((1); In) 2 L(0) m 1[] . Esto implica que L(0) = L(1) m[].
Esta proposicion muestra que basta con conocer el grupo de Galois de la ecuacion (2-1) en
un solo punto para conocerlo en todos pues todos son conjugados.
Proposicion 2.11. Para cada x 2  , Mon( ; x)  Gal( ; x).
Demostracion. Por la proposicion 2.4, Mon(
; x) es el grupo de isotropa de la hoja Lx.
Si m[] 2 Mon(
; x), entonces Lx = Lx  m[]. Si tomamos clausuras es evidente que
m[] 2 Gal(Lx) = Gal( ; x).
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Nota 2.8. Supongamos que (x; V1) y (x; V2) estan L. Por la parte 1 del teorema 2.3, existen
1; 2 2 Gal(L) y U1; U2 2 GL(n;C) tales que (x;Ui) 2 L y (x; Vi) = (x; Ui)  i, i = 1; 2.
Como (x;U2) = (x;U1)  U 11 U2 2 L \
 L  U 11 U2, entonces L = L  U 11 U2 y es claro que
U 11 U2 2 Gal(L). Luego V  11 V2 =  11 U 11 U22 2 Gal(L).
Teorema 2.4. Sea Y una hoja de la foliacion de la ecuacion (2-1) en  Cn. Su clausura
en la topologa M( )-Zariski se obtiene por la accion del grupo de Galois, es decir:
Y
zar
= Gal( )  Y = f(x; y) 2    Cnj(x; y) 2 Y;  2 Gal( ; x)g:
Demostracion. Sea (x0; y0) 2 Y y Lx0 la hoja de la foliacion (2-3) que pasa por (x0; In). Si
tomamos otro (x; y) 2 Y y consideramos  una curva continua que une a x0 con x entonces
y = m[]y0. Ademas si U es la solucion de (2-2) tal que U(x0) = In entonces U(x) = m[] y
(x;m[]) 2 Lx0 . Esto muestra que:
Y = Lx0  y0 = f(x; y0) 2   GL(n;C)j(x; ) 2 Lx0g:
Luego Y  Lx0 y0. Ahora probaremos que Lx0 y0 = Gal( ) Y . Sea (x; y) 2 Gal( ) Y ,
donde (x; y) 2 Y y  2 Gal(Lx). Por tanto (x; ) 2 Lx y como Lx0 = Lx m[], entonces
(x; m[]) 2 Lx m[] = Lx0 . En conclusion, (x; y) = (x; m[]y0) 2 Lx0 y0. Recprocamente,
sea (x; y0) 2 Lx0  y0, con (x; ) 2 Lx0 . Ya sabemos que y0 = m 1[]  y. Como (x;m[]) 2
Lx0  Lx0 , por la nota anterior,   m 1[] 2 Gal(Lx). Tenemos entonces que (x; y0) =
(x;  m 1  y) 2 Gal( )  Y .
Sea f :    GL(n;C) !    Cn dada por f(x; U) = (x;U  y0). f es continua en las
topologas M( )-Zariski porque si Z(I) es un cerrado en    Cn, donde I es un ideal de
M( )[y1; :::; yn], entonces f 1(Z(I)) = Z(J) donde J es el ideal deM( )[y1; :::; yn] generado
por los polinomios de la forma P (x;U  y0), donde P 2 I.
Supongamos que Y  Z, con Z cerrado. Entonces:
M = f 1(Z) = f(x; ) 2   GL(n;C)j(x;   y0) 2 Zg;
es un subconjunto cerrado de  GL(n;C) y ademas es claro queM y0 = Z. Si (x; ) 2 Lx0 ,
(x;   y0) 2 Lx0  y0 = Y  Z, luego Lx0  M . Tomando clausuras y multiplicando por y0
queda que Gal( )  Y = Lx0  y0 M  y0 = Z. Podemos concluir entonces que Gal( )  Y
es la clausura de Y .
Ejemplo 2.13. Consideremos la ecuacion:
dy
dx
= y;
denida en C. Como los coecientes de la ecuacion no tienen singularidades,   = C. La
solucion general es y(x) = cex, x 2 C y las hojas de la foliacion tienen la forma Lx0 =
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f(x; ex x0)jx 2 Cg. Estos conjuntos son M(C)-cerrados porque (x; y) 2 Lx0 si y solo si
y   ex x0 = 0 y y   ex x0 2 M(C)[y]. Luego Lx0 = Lx0 . Si  2 GL(1;C) = C es tal
que Lx0 = Lx0  , tenemos que (x0; ) 2 Lx0 . El unico punto en Lx0 que tiene primera
componente igual a x0 es (x0; 1). Entonces  = 1 y Gal(Lx0) = f1g, para todo x0 2 C.
Si en vez de trabajar en C, lo hacemos en P1, en una vecindad de 1 la ecuacion toma la
forma:
dy
d
=   1
2
y;
donde x = 1 . Entonces 1 es una singularidad de la ecuacion y   = P1 n f1g = C. Las
hojas siguen teniendo la forma Lx0 = f(x; ex x0)jx 2 Cg pero ya no son M(P1)-Zariski
cerradas porque M(P1) = C(x), las funciones racionales en x, y ex 62 C(x). De hecho, al ser
ex trascendente sobre C(x), vemos que I(Lx0) = f0g. Por tanto, Lx0 = Z(I(Lx0)) = Z(0) =
C C. Es claro que Lx0 = Lx0   para todo  2 C y entonces Gal(Lx0) = C.
Para nalizar esta seccion presentamos el siguiente resultado que nos dice donde buscar a
los grupos de Galois con solo tener cierta informacion sobre la matriz A(x).
Teorema 2.5. Sea G  GL(n;C) un grupo algebraico lineal con algebra de Lie g. Suponga-
mos que la matriz A(x) = (aij(x)) de la ecuacion (2-1) toma valores en g, el algebra de Lie
de G. Entonces el grupo de Galois Gal( ; x) es un subgrupo de G.
Demostracion. En general si M es una variedad con una foliacion dada por un sistema de
1-formas !1; :::; !m y X1; :::; Xn m son los campos que anulan estas formas, una condicion
para que una subvariedad N deM sea foliada por hojas deM es que X1(p); :::; Xn(p) 2 TpN ,
para todo p 2 N . En nuestro caso particular deseamos probar que    G se descompone
en hojas de la foliacion (2-3) de   GL(n;C).
Por la nota 2.1, tenemos que probar que el campo X =
@
@x
+
nX
i;j=1
 
nX
k=1
aikukj
!
@
@uij
es
tangente a    G, es decir, para todo (x; ) 2    G, X(x; ) 2 T(x;)(   G) =
Tx 
  TG.
Sea (x0; ) 2    G y consideremos R : GL(n;C) ! GL(n;C) la multiplicacion por 
a derecha, R(A) = A. Como R es invertible, la derivada de R en In, dR(In), es un
isomorsmo entre g y TG. Luego dR(In)(g) = TG.
Por hipotesis A(x0) =
Pn
i;j=1 aij(x0)
@
@uij

In
2 g. Es facil ver que:
dR(In)(A(x0)) =
nX
i;j=1
 
nX
k=1
aik(x0)ukj()
!
@
@uij


:
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Por tanto, X(x0; ) =
@
@x

x0
+dR(In)(A(x0)) 2 Tx0 TG. Entonces  G es union de
hojas de la foliacion (2-3). Sea Lx0 la hoja de la foliacion (2-3) que pasa por (x0; In). Como
(x0; In) 2    G, Lx0     G. Al ser G un grupo algebraico,    G es M( )-Zariski
cerrado. Luego Lx0    G. Si  2 Gal( ; x0) = Gal(Lx0), por denicion (x0; ) 2 Lx0 .
En particular,  2 G.
Corolario 2.1. Si la matriz A(x) es triangular superior entonces Gal( ; x) es un subgrupo
de Tr(n;C).
Demostracion. Se deduce del teorema anterior y de la nota 2.3 porque tr(n;C) es el algebra
de Lie de las matrices triangulares superiores.
Ejemplo 2.14. Consideremos la ecuacion:
d2y
dx2
= r(x)y;
en C, con r 2M(C) o como ecuacion de primer orden ddx
"
y
u
#
=
"
0 1
r(x) 0
#"
y
u
#
.
En este caso   es C menos las singularidades de r. Si (y1; u1) y (y2; u2) son dos solucio-
nes locales linealmente independientes entonces el wronskiano W (y1; y2) = y1u2   y2u1 es
constante porque:
dW
dx
=
dy1
dx
u2 + y1
du2
dx
  dy2
dx
u1   y2du1
dx
= u1u2 + ry1y2   u1u2   ry1y2 = 0:
Esto muestra que cada hoja L de la ecuacion:
d
dx
"
u11 u12
u21 u22
#
=
"
0 1
r(x) 0
#"
u11 u12
u21 u22
#
;
satisface un polinomio de la forma p(u11; u12; u21; u22) = u11u22   u12u21   , con  2 C.
Si  2 Gal(L) y (x0; u011; u012; u021; u022) 2 L entonces (x0; u011; u012; u021; u022)   2 L. Por la
proposicion 2.15, p anula a L. Luego:
0 = p((u
0
11; u
0
12; u
0
21; u
0
22)  ) = det()(u011u022   u012u021)   = (det()  1):
Por tanto  2 SL(2;C). Por el teorema 2.3 podemos concluir que Gal(L) es un subgru-
po algebraico de SL(2;C). Esto tambien se puede deducir del teorema anterior porque"
0 1
r(x) 0
#
2 sl(2;C), para cada x 2  .
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2.5. Integracion por cuadraturas
En esta seccion deseamos establecer condiciones sobre el grupo de Galois de la ecuacion (2-1)
para saber cuando esta es integrable por cuadraturas. Al nal de la seccion se enuncia el
teorema de reduccion de Lie-Kolchin que permite simplicar la ecuacion (2-1) mediante un
cambio de variable siempre que tengamos alguna informacion sobre el grupo de Galois.
Podemos aplicar los metodos clasicos de separacion de variables y variacion de constantes
para resolver la ecuacion (2-1) siempre que la matriz A(x) sea triangular superior. La idea
es entonces estudiar cuando existe un cambio de variable que transforme la matriz A(x) es
una triangular superior y as poder integrar por cuadraturas.
Nota 2.9. En adelante cuando nos reramos a un cambio de variable meromorfo B con
valores en un grupo algebraico lineal G  GL(n;C), signicara que B :  ! G es una funcion
tal que sus entradas son elementos de M( ) y simplemente escribiremos B 2 G(M( )).
Cuando hacemos los cambios de variables z = B(x)y, V = B(x)U en las ecuaciones (2-1) y (2-
2), respectivamente, donde B 2 GL(n;M( )), obtenemos las nuevas ecuaciones diferenciales
lineales:
dz
dx
=

dB(x)
dx
+B(x)A(x)

B(x) 1z; (2-3)
dV
dx
=

dB(x)
dx
+B(x)A(x)

B(x) 1V: (2-4)
Estos cambios de variable pueden agregar nuevas singularidades situadas en los polos de
B(x) y eliminar singularidades de A(x) o de dx. Los grupos de Galois de las ecuaciones
iniciales y nuevas se relacionan por conjugacion como muestra la siguiente proposicion:
Proposicion 2.12. Sea   la supercie de Riemann que se obtiene al remover de   las
singularidades de las ecuaciones (2-1) y (2-3). Si x0 2   y Lx0 y Mx0 son las hojas de
las foliaciones (2-2) y (2-4), respectivamente, que pasan por (x0; In), entonces Gal(Mx0) =
B(x0) Gal(Lx0) B(x0) 1.
Demostracion. Toda solucion de (2-4) es de la forma B(x)U(x), donde U(x) es una solucion
de (2-2). Luego si L es una hoja de la foliacion (2-3), el conjunto B L = f(x;B(x))j(x; ) 2
Lg es una hoja de la foliacion (2-4). Esto muestra que Mx0 = B  Lx0  B(x0) 1, porque
(x0; In) 2Mx0 \B  Lx0 B(x0) 1.
Si  2 Gal(Lx0), entonces Lx0   = Lx0 . Usando el lema 2.2,
Mx0 B(x0)   B(x0) 1 = B  Lx0 B(x0) 1 B(x0)   B(x0) 1
= B  Lx0   B(x0) 1 = B  Lx0 B 1x0 =Mx0 :
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Luego B(x0)   B(x0) 1 2 Gal(Mx0). La otra contenencia se demuestra igual.
Denicion 2.9. Sea G  GL(n;C) un grupo algebraico lineal. Un G-brado principal
meromorfo sobre   es un subconjunto P    GL(n;C) tal que:
1. La imagen de P por la proyeccion  :    GL(n;C) !   sobre  ,   = (P ) es el
complemento de un conjunto discreto.
2. P es M( )-Zariski cerrado.
3. Para cada x0 2  , Px0 =  1(x0) es un G-espacio principal.
Lema 2.3. Sea H  GL(n;C) un subgrupo algebraico lineal conexo soluble y P    
GL(n;C) un H-brado principal meromorfo sobre  . Entonces existe una seccion mero-
morfa de P denida sobre  , es decir, existe b :   !    GL(n;C) meromorfa tal que
  b = id.
Demostracion. Ver [9].
Proposicion 2.13. El grupo de Galois Gal( ; x0) es un subgrupo de algun subgrupo de
Borel de GL(n;C) si y solo si existe un cambio de variable z = B(x)y, B(x) 2 GL(n;M( ))
tal que la matriz de coecientes de la ecuacion (2-3) es triangular superior y por tanto se
puede integrar por cuadraturas.
Demostracion. Si existe dicho cambio de variable por la proposicion 2.10 y el corolario 2.1,
Gal( ; x0) es conjugado a un subgrupo de Tr(n;C). Por el teorema de Lie-Kolchin, teorema
2.2, Gal( ; x0) es un subgrupo de algun subgrupo de Borel de GL(n;C).
Recprocamente, sea L una hoja de la foliacion (2-3). Estamos suponiendo que Gal(L)  G
es un subgrupo de algun subgrupo de Borel G de GL(n;C). De nuevo por el teorema de
Lie-Kolchin, existe  2 GL(n;C) tal que  1G = Tr(n;C). Consideremos la hoja L0 = L  .
Por la parte 2 del teorema 2.3, Gal(L0)  Tr(n;C).
Sea P = L0  Tr(n;C) = f(x;m)j(x;m) 2 L0;  2 Tr(n;C)g. Por construccion, P es M( )-
Zariski cerrado y contiene a L0. Veamos que P es un Tr(n;C)-brado principal sobre  . La
primera condicion de la denicion 2.9 se satisface porque (P ) =  . Para ver la tercera
condicion sea x0 2  . Entonces Px0 = f(x0;m  )j(x0;m) 2 L0;  2 Tr(n;C)g. Tr(n;C)
actua en Px0 por ((x0;m); 
0) 7! (x0;m0) y esta accion es libre.
Por el lema 2.3, existe una seccion meromorfa de P , b(x) = (x; (x)) = (x;m(x)(x)), donde
(x;m(x)) 2 L0 y (x) 2 Tr(n;C). Consideremos el cambio de variable z = B(x)y =  1(x)y.
Sea   la supercie que se obtiene de   de remover las singularidades de ambas ecuaciones.
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Como vimos en la demostracion de la proposicion 2.12,M = B L0 es una hoja de la foliacion
(2-4). Si tomamos un elemento (x;B(x)m) de:
B  P = f(x;B(x)m)j(x;m) 2 L0;  2 Tr(n;C)g;
entonces B(x)m =  1(x)m 1(x)m. Como m 1(x)m 2 Gal(L0)  Tr(n;C) y  1(x);  2
Tr(n;C) vemos que (x;B(x)m) 2  Tr(n;C), es decir B P   Tr(n;C). En particular,
M    Tr(n;C).
Dado x0 2  , sea V (x) un germen de solucion de (2-4) alrededor de x0 tal que su grafo
esta contenido en M. Luego V (x) es una matriz triangular superior y por tanto, dV (x)dx y
V (x) 1 tambien lo son. Como:
dB(x)
dx
+B(x)A(x)

B(x) 1 =
dV (x)
dx
V (x) 1;
podemos concluir que

dB(x)
dx +B(x)A(x)

B(x) 1 es una matriz triangular superior.
Recordemos que cuando tomamos un revestimiento ramicado nito  :  !   de   podemos
extender la ecuacion (2-1) a una ecuacion en   y verla como una ecuacion con coecientes en
M( ). Nuestro proximo objetivo es mostrar que siempre podemos tomar un revestimiento
ramicado nito de   tal que el grupo de Galois de la nueva ecuacion sea conexo.
Proposicion 2.14. Dado x0 2  , existe un revestimiento nito  :  !   de  , ramicado
sobre las singularidades de (2-1) tal que:
1. El grupo Aut( = ) de automorsmo del cubrimiento   es isomorfo al cociente
Gal( ; x0)=Gal0( ; x0).
2. Si  

es la supercie de Riemann que se obtiene al remover de   los puntos que se
proyectan sobre las singularidades de (2-1), entonces el grupo de Galois Gal( 

; x) de
la ecuacion (2-1) denida en  , en el punto x, es Gal0( ; (x)) y por tanto conexo.
Demostracion. 1. Sea L una hoja de la foliacion (2-2), Gal(L) su grupo de Galois, Gal0(L)
la componente conexa de la identidad del mismo y  : L !   la proyeccion sobre  . Por
la parte 1 del teorema 2.3, es claro que la aplicacion ((x;U); ) 7! (x;U)  = (x;U) dene
una accion a derecha de Gal(L) sobre L. Por tanto, Gal0(L) tambien actua sobre L.
Si (x0; U) 2 L, denotemos por [x0; U ] = f(x0; U)j 2 Gal0(L)g a su orbita por la accion de
Gal0(L). Consideremos ahora el espacio cociente L=Gal0(L), esto es, el conjunto de orbitas
y sea  : L=Gal0(L)!   la proyeccion ([x0; U ]) = x0. Como Gal0(L) es un subgrupo de
Gal(L) de ndice nito, podemos escribir Gal(L) = 0Gal0(L)[1Gal0(L)[ :::[mGal0(L),
para ciertos i 2 Gal(L), con 0 = In.
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Veamos que si x0 2  , entonces  1(x0) = f[x0; U ]; [x0; U1]; :::; [x0; Um]g, donde U es tal
que (x0; U) 2 L. En efecto, si (x0; U1) 2 L, por la nota 2.8, U 1U1 2 Gal(L). Luego, podemos
escribir U 1U1 = i , para cierto  2 Gal0(L). Entonces (x0; U1) = (x0; U)(i) y por tanto
[(x0; U1)] = [(x0; Ui)]. Esto ademas muestra que todo punto x0 2   posee una vecindad
V tal que  1(V ) =
Sm
i=0 Vi, donde los Vi son conjuntos disjuntos. En efecto, si (x0; U) 2 L
y U(x) es un germen de solucion de la ecuacion (2-1) denido en una vecindad V de x0 tal
que U(x0) = U , entonces f(x;U(x))jx 2 V g  L y  1(V ) =
m[
i=0
f[x; U(x)i]jx 2 V g.
 

= L=Gal0(L) es un espacio topologico con la topologa que hace a  continua. Por el
parrafo anterior, es un revestimiento nito de  . Ademas la estructura de supercie de
Riemman de   se hereda a este espacio mediante . Entonces hemos obtenido un revesti-
miento  :  
 !  . En general, si      y   son supercies de Riemman tales que el
complemento de   es discreto, un revestimiento nito  :   !   se puede extender a un
revestimiento ramicado nito  :  !  , con ramicaciones en los puntos del complemento
de   (ver [8], captulo 2).
Si f 2 Aut( = ), entonces (f([x; V ]) = ([x; V ])) para todo [x; V ] 2  . Luego f([x; V ]) =
[x; V i] para cierto i. Como f es un homeomorsmo, entonces f([x; V ]) = [x; V i], para todo
[x; V ] 2  . Entonces la asignacion f 7! iGal0(L) establece un isomorsmo entre Aut( = )
y Gal(L)=Gal0(L).
2. Sea x0 2   jo y  1(x0) = fx0; x1:::; xmg. Para cada i = 0; 1; :::;m, denotemos por Mi
la hoja de la foliacion (2-2) en  
GL(n;C) que pasa por (xi; In). Como  es un revestimien-
to, x0 posee una vecindad V    tal que  1(V ) =
Sm
i=0 Vi, donde los Vi son abiertos en
 

homeomorfos a V por  y xi 2 Vi. Reduciendo V si es necesario, podemos suponer que el
germen U(x) de solucion de la ecuacion (2-1) tal que U(x0) = In esta denido en V . Entonces
(  id) 1(f(x;U(x))jx 2 V g) =
m[
i=0
f(x;U((x)))jx 2 Vig. Notemos que f(x;U((x)))jx 2
Vig  Mi. Usando el hecho de que las hojas son cubiertas por gracos de soluciones y que
f(x;U(x))jx 2 V g  Lx0 tenemos que (id) 1(Lx0) =
m[
i=0
Mi. Es facil ver que id es una
funcion continua del espacio
 GL(n;C) con la topologaM( )-Zariski al espacio  GL(n;C) con la topologaM( )-
Zariski. Usando que  es un revestimiento tenemos que (  id) 1(Lx0) =
Sm
i=0Mi. Si
 2 Gal(L) entonces obtenemos que
m[
i=0
Mi =
m[
i=0
Mi. Por la forma del recubrimiento  ,
esto implica que  2 Gal(Mi) si y solo si  2 Gal0(L).
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Para terminar esta seccion enunciamos sin demostracion el teorema de reduccion de Lie-
Kolchin. Este resultado fue probado por Kolchin y Kovacic. Este teorema sera usado en el
captulo 3 para llevar a cabo la reduccion a forma normal de los sistemas hamiltonianos no
autonomos para 2 + 12 de libertad.
Teorema 2.6. (Reduccion de Lie-Kolchin) Consideremos la ecuacion (2-1). Supongamos
que para algun x0 2  , Gal0( ; x0) es un subgrupo de un grupo algebraico lineal G 
GL(n;C). Entonces existe un revestimiento ramicado nito   de   y un cambio de variable
B 2 G(M( )) tal que para cada x 2  , dB(x)dx B(x) 1 + B(x)A(x)B(x) 1 esta en el algebra
de Lie del grupo de Galois Gal0( ; x0), gal( ; x0)  g.
Demostracion. Ver [3].
2.6. El teorema de Morales-Ramis
El teorema de Morales-Ramis es la herramienta fundamental que relaciona la integrabilidad
de sistemas hamiltonianos con el grupo de Galois de la ecuacion variacional a lo largo de
cualquier solucion particular de nuestra ecuacion original. En esta seccion enunciaremos sin
demostracion este importante resultado que fue probado por Juan Morales-Ruiz y Jean Pierre
Ramis.
Sea H un hamiltoniano meromorfo denido en una variedad analtica simplectica (M;!)
de dimension 2n. Supongamos que 0(t) = (p
0
1(t); :::; p
0
n(t); q
0
1(t); :::; q
0
n(t)) es una solucion no
constante conocida del sistema hamiltoniano asociado, es decir, una curva integral del campo
XH que no sea un punto de equilibrio.
Podemos entonces considerar la linealizacion del sistema a lo largo de 0. En coordenadas
simplecticas, esta es el sistema de ecuaciones diferenciales lineales:
di
dt
=
nX
j=1
@2H
@qi@pj
(0) j +
@2H
@qi@qj
(0) j ; (2-5)
di
dt
=
nX
j=1
  @
2H
@pi@pj
(0) j   @
2H
@pi@qj
(0) j ;
para i = 1; :::; n. En forma mas abreviada:
d
dt
"


#
=
2664
@2H
@q@p
(0)
@2H
@q2
(0)
 @
2H
@p2
(0)   @
2H
@p@q
(0)
3775
"


#
;
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donde  = (1; :::; n),  = (1; :::; n) y:
@2H
@q@p
=

@2H
@qi@pj

;
@2H
@q2
=

@2H
@qi@qj

;
@2H
@p2
=

@2H
@pi@pj

;
@2H
@p@q
=

@2H
@pi@qj

;
son las matrices de tama~no n n indicadas.
Denicion 2.10. La ecuacion (2-5) se conoce como la ecuacion variacional de XH a lo largo
de 0.
Notemos que la curva

@H
@q1
(0(t)); :::;
@H
@qn
(0(t));  @H@p1 (0(t)); :::;  @H@pn (0(t))

siempre es
una solucion de la ecuacion (2-5). En efecto, para cada i = 1; :::; n tenemos que:
d
dt

@H
@qi
(0(t))

=
nX
j=1
@2H
@qi@pj
(0(t))
dp0j
dt
+
@2H
@qi@qj
(0(t))
dq0j
dt
=
nX
j=1
@2H
@qi@pj
(0(t))
@H
@qj
(0(t))  @
2H
@qi@qj
(0(t))
@H
@pj
(0(t));
d
dt

 @H
@pi
(0(t))

=
nX
j=1
  @
2H
@pi@pj
(0(t))
dp0j
dt
  @
2H
@pi@qj
(0(t))
dq0j
dt
=
nX
j=1
  @
2H
@pi@pj
(0(t))
@H
@qj
(0(t)) +
@2H
@pi@qj
(0(t))
@H
@pj
(0(t));
Esto ademas implica que la funcion
nX
i=1
@H
@pi
(0(t))i +
@H
@qi
(0(t))i es una integral primera
del sistema (2-5). Con esta solucion y esta integral primera es posible reducir el sistema (2-5)
a un sistema de tama~no 2(n 1). El sistema obtenido se conoce como la ecuacion variacional
normal de XH a lo largo de 0.
Ejemplo 2.15. Consideremos el hamiltoniano H(p1; p2; q1; q2) =
q21+q
2
2
2   p1p22 denido en
C4. Entonces el sistema hamiltoniano es:
dp1
dt
= q1;
dp2
dt
= q2;
dq1
dt
= p22;
dq2
dt
= 2p1p2:
Una solucion particular es 0(t) =
 
t
2 ; 0;
1
2 ; 0

; t 2 C. La ecuacion variacional a lo largo de
0 resulta ser:
d
dt
26664
1
2
1
2
37775 =
26664
0 0 1 0
0 0 0 1
0 2p2(0(t)) 0 0
2p2(0(t)) 2p1(0(t)) 0 0
37775
26664
1
2
1
2
37775 =
26664
0 0 1 0
0 0 0 1
0 0 0 0
0 2t 0 0
37775
26664
1
2
1
2
37775 ;
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con solucion conocida
 
1
2 ; 0; 0; 0

e integral primera 1. Como
d1
dt = 1 = c1, 1 = c1t + c2.
Entonces la ecuacion variacional normal es:
d
dt
"
2
2
#
=
"
0 1
2t 0
#"
2
2
#
;
que no es otra que la ecuacion de Airy:
d22
dt2
= t2.
Teorema 2.7. (Morales-Ramis) Supongamos que el hamiltoniano H es completamente in-
tegrable. Sea o una curva integral de XH . Entonces la componente conexa de la identidad
del grupo de Galois de la ecuacion variacional (2-5) y de la ecuacion variacional normal a
lo largo de 0 es abeliana.
Demostracion. Ver [7].
3. Formas canonicas de sistemas integrables
para 2 + 12 grados de libertad
En este captulo aplicaremos la teora desarrollada en los captulos anteriores a los sistemas
hamiltonianos no autonomos que provienen de hamiltonianos cuadraticos homogeneos. Para
este tipo de sistemas hamiltonianos en el caso de 2 + 12 grados de libertad probaremos la
equivalencia entre: ser integrable en el sentido no autonomo, que la suspension simplectica
sea completamente integrable y que la componente conexa de la identidad del grupo de Galois
de la ecuacion sea abeliana. Esta equivalencia depende de la clasicacion de los subgrupos
abelianos conexos de Sp(2;C), problema que se analiza y se desarrolla en la seccion 3.1. Lo
mas interesante en esta equivalencia es el recrpoco del teorema de Morales-Ramis, esto es,
si la componente conexa de la identidad del grupo de Galois de la ecuacion es abeliana,
entonces el sistema es integrable. Finalmente en la seccion 3.3, se calculan todas las formas
canonica a las cuales se puede reducir un hamiltoniano del tipo mencionado.
Un hamiltoniano cuadratico homogeneo con coecientes en M( ) es una funcion H :   
C2n ! C de la forma:
H(t; p1; :::; pn; q1; :::; qn) =
nX
i;j=1
1
2
aij(t)pipj +
1
2
bij(t)qiqj + cij(t)piqj
donde A(t) = (aij(t)), B = (bij(t)) y C = (cij(t)) son matrices de n n con coecientes en
M( ) y A y B son simetricas. Es inmediato comprobar que para i = 1; ::; n tenemos:
@H
@pi
=
nX
j=1
aij(t)pj + cij(t)qj ;
@H
@qi
=
nX
j=1
cji(t)pj + bij(t)qj ;
y por tanto el sistema hamiltoniano no autonomo correspondiente es:
dpi
dt
=
nX
j=1
cji(t)pj + bij(t)qj ;
dqi
dt
=
nX
j=1
 aij(t)pj   cij(t)qj ; i = 1; :::; n; (3-1)
o en forma mas concisa:
d
dt
"
p
q
#
=
"
Ct(t) B(t)
 A(t)  C(t)
#"
p
q
#
; p = (p1; :::; pn); q = (q1; :::; qn):
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Este es un sistema de ecuaciones lineales y por tanto podemos estudiarlo con la teora de
Galois diferencial desarrollada en el captulo 2.
Recordemos que el algebra de Lie de Sp(n;C), sp(n;C), son las matrices de tama~no 2n 2n
tales que M tJn + JnM = 0. Si escribimos a M en bloques de tama~no n n, digamos:
M =
"
M11 M12
M21 M22
#
;
la ecuacion M tJn + JnM = 0 implica que M
t
12 = M12, M
t
21 = M21 y M
t
11 =  M22. De
aqu se deduce que la dimension de sp(n;C) es 2n2+n. Esto tambien muestra que para cada
t 2  ,
"
Ct(t) B(t)
 A(t)  C(t)
#
2 sp(n;C). Por la parte 4. del teorema 2.3 y teorema 2.5, el grupo
de Galois de la ecuacion es un subgrupo algebraico de Sp(n;C).
Denotaremos por M( )[C2n]2 al M( )-espacio vectorial de hamiltonianos cuadraticos ho-
mogeneos con coecientes enM( ). En el primer captulo vimos que las funciones meromor-
fas denidas sobre C2n    forman un algebra de Lie con el producto dado por el parentesis
de Poisson vertical. En particular,M( )[C2n]2 es un algebra de Lie con este producto. Claro
que debemos comprobar que si H;G 2 M( )[C2n]2 entonces fH;Gg 2 M( )[C2n]2. Para
esto sean:
H =
nX
i;j=1
1
2
aijpipj +
1
2
bijqiqj + cijpiqj y G =
nX
i;j=1
1
2
dijpipj +
1
2
eijqiqj + fijpiqj :
Haciendo los calculos tenemos que:
@H
@pi
@G
@qi
=
nX
j;l=1
aijflipjpl + cijeilqjql + aijeilpjql + cijfliplqj ;
@H
@qi
@G
@pi
=
nX
j;l=1
cjidilpjpl + bijfilqjql + bijdilplqj + cjifilpjql:
Por tanto:
fH;Gg =
nX
i=1
@H
@pi
@G
@qi
  @H
@qi
@G
@pi
=
nX
i;j;l=1
(aijfli   cjidil)pjpl + (cijeil   bijfil)qjql + (aijeil   cjifil)pjql
+ (cijfli   bijdil)plqj :
Agrupando respecto al ndice i, usando que A;B;D y E son simetricas y multiplicando y
dividiendo por 12 vemos que:
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fH;Gg =
nX
j;l=1
 
nX
i=1
ajifli   cjidil
!
pjpl +
 
nX
i=1
cijeil   bjifil
!
qjql (3-2)
+
 
nX
i=1
ajieil   cjifil + cilfji   blidij
!
pjql
=
nX
j;l=1
1
2
 
nX
i=1
ajifli   cjidil + alifji   clidij
!
pjpl +
1
2
 
nX
i=1
cijeil   bjifil + cileij   blifij
!
qjql
+
 
nX
i=1
ajieil   cjifil + cilfji   blidij
!
pjql
=
nX
j;l=1
1
2
 
nX
i=1
ajifli   cjidil + fjiail   djicli
!
pjpl +
1
2
 
nX
i=1
cijeil   bjifil + ejicil   fijbil
!
qjql
+
 
nX
i=1
ajieil   cjifil + fjicil   djibil
!
pjql;
y queda probado que fH;Gg 2 M( )[C2n]2. Con estas expresiones a la mano podemos
demostrar el siguiente hecho.
Proposicion 3.1. La aplicacion ' de M( )[C2n]2 a sp(n;M( )) dada por:
H =
nX
i;j=1
1
2
aijpipj +
1
2
bijqiqj + cijpiqj 7 ! '(H) =
"
Ct B
 A  C
#
;
es un isomorsmo de algebras de Lie.
Demostracion. Para la demostracion vale la pena escribir a los hamiltonianos de la siguiente
forma: si ponemos pt = (p1; :::; pn) y q
t = (q1; :::; qn), tenemos que:
2H(p; q) = ptAp+ qtBq+2ptCq = ptAp+ qtBq+ptCq+ qtCtp =
h
p; q
i " A C
Ct B
#"
p
q
#
:
Esto muestra que todo hamiltoniano cuadratico homogeneo esta determinado por una matriz
de la forma 12
"
A C
Ct B
#
. Luego podemos pensar en la aplicacion denida arriba como:
1
2
"
A C
Ct B
#
7 !
"
Ct B
 A  C
#
= Jn
"
A C
Ct B
#
:
Es claro que la funcion es lineal y su inversa esta dada por M 7 !  12JnM . Para comprobar
que el corchete de Lie se respeta, sea 2G =
h
p; q
i " D F
F t E
#"
p
q
#
otro hamiltoniano. La
ecuacion (3-2) muestra que:
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2fH;Gg =
h
p; q
i " AF t   CD + FA DCt AE   CF + FC  DB
EA  F tCt + CtF t  BD CtE  BF + EC   F tB
#"
p
q
#
:
Entonces la matriz correspondiente a fH;Gg es:
'(fH;Gg) =
"
CtF t   F tCt + EA BD EC + CtE  BF   F tB
 AF t   FA+DCt + CD  FC + CF  AE +DB
#
=
"
Ct B
 A  C
#"
F t E
 D  F
#
 
"
F t E
 D  F
#"
Ct B
 A  C
#
='(H)'(G)  '(G)'(H):
Corolario 3.1. Si a es una subalgebra abeliana de sp(n;C), entonces dim a  n.
Demostracion. Sea A1; :::; Am una base de a. La proposicion anterior muestra que ' es
un isomorsmo de algebras de Lie entre sp(n;C) y C[C2n]2. Entonces los hamiltonianos
cuadraticos Fi = '
 1(Ai); i = 1; :::;m, estan en involucion y son linealmente independientes
sobre C. Si ponemos Fl =
nX
i;j=1
a
(l)
ij
2
pipj +
b
(l)
ij
2
qiqj + c
(l)
ij piqj , l = 1; :::;m, es claro que para
cada l = 1; :::;m tenemos:
dFl =
nX
i=1
0@ nX
j=1
a
(l)
ij pj + c
(l)
ij qj
1A dpi +
0@ nX
j=1
c
(l)
ji pj + b
(l)
ij qj
1A dqi:
De estas expresiones vemos que exite al menos un punto (p0; q0) 2 C2n tal que
dF1(p0; q0); :::; dFm(p0; q0) son linealmente independientes. Luego los vectores
XF1(p0; q0); :::; XFm(p0; q0) 2 T(p0;q0)C2n generan un subespacio nulo de dimension m. Por la
proposicion 1.3, m  n.
3.1. Clasicacion de los subgrupos algebraicos abelianos conexos
de Sp(2;C)
En esta seccion clasicaremos salvo conjugacion los subgrupos algebraicos abelianos conexos
de Sp(2;C). Para esto usaremos la exponencial de matrices, la forma canonica de Jordan y
varias propiedades de los grupos algebraicos lineales. Salvo estas herramientas, los metodos
usados son solo tediosos calculos que estan del todo incluidos. Denotaremos por C al grupo
algebraico lineal multiplicativo (C; ) y por C al grupo algebraico lineal aditivo (C;+).
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Proposicion 3.2. Si G  GL(n;C) es un grupo de Lie abeliano y conexo, la funcion expo-
nencial exp : g! G es sobreyectiva. En particular esto es valido si G es un grupo algebraico
lineal abeliano conexo.
Demostracion. Consideremos al espacio vectorial g ' Cm, m = dimG, como una variedad.
Entonces la funcion exponencial exp : g! G es analtica y su derivada en 0, d(exp)(0) : g! g
es la identidad. En efecto, si A 2 T0g = g, (t) = tA es una curva en g con (0) = 0 y
0(0) = A y por tanto d(exp)(0)(A) = ddt(e
tA)

t=0
= A. Aplicando el teorema de la funcion
inversa, existen vecindades U de 0 y V de In tales que exp es un homeomorsmo entre U y
V .
Veamos ahora que la conexidad de G implica que dado  2 G, existen A1; :::; Ak 2 g tales
que  = eA1eA2    eAk . Sea  : [0; 1] ! G una curva continua con (0) = In y (1) = .
Los conjuntos (t)V son un cubrimiento por abierto de ([0; 1]). Como este conjunto es
compacto, podemos escoger puntos 0 = t0 < t1 <    < tm = 1 tales que (tk)V lo cubren.
Tomando mas puntos si es necesario podemos suponer que (ti 1) 1(ti) 2 V , para cada
i = 1; :::; k. Si escogemos Ai 2 g tal que eAi = (ti 1) 1(ti) entonces:
 = ((t0)
 1(t1))((t1) 1(t2))    ((tm 1) 1(tm)) = eA1eA2    eAk :
Como estamos suponiendo que G es abeliano, g es un algebra de Lie abeliana. Por tanto,
 = eA1eA2    eAk = eA1++Ak .
La proposicion es valida si G es un grupo algebraico lineal abeliano conexo porque, por la
nota 2.3, G es en particular un grupo de Lie y es conexo en la topologa usual.
Discutiremos ahora sin demostracion la estructura de los grupos algebraicos lineales conexos
abelianos. Todos los hechos que mencionamos a continuacion se encuentran demostrados
en [5], captulo 6. En general si  2 G  GL(n;C), la descomposicion de Jordan asegura
que existen matrices D diagonalizable y N nilpotente unicas tales que  = D + N y
DN = ND. Como  es invertible, todos sus valores propios son distintos de 0 y por
tanto D tambien es invertible. Luego  = D(In +D
 1
 N) = DU. Notemos que D
 1
 N
es nilpotente. Una matriz se dice unipotente si es la suma de la matriz identidad y una
matriz nilpotente. En estos terminos, vemos que cada elemento de un grupo algebraico lineal
se descompone como producto de una matriz diagonal y una matriz unipotente. Es posible
mostrar que D y U son elementos de G ([5], teorema 15.3).
Sean GD = f 2 Gj = Dg y GN = f 2 Gj = Ug. Si G es abeliano entonces GD
y GN son subgrupos cerrados de G. Ademas G resulta isomorfo a GD  GN ([5], teorema
15.5). Como GD es un grupo algebraico conformado por matrices diagonales que conmutan,
el conjunto GD se puede diagonalizar simultaneamente y entonces GD resulta ser isomorfo
a (C)m, para algun m entero positivo. Si G es conexo, GD y GN tambien lo son. Bajo
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estas hipotesis GN es un grupo algebraico lineal abeliano y conexo. Por la proposicion 3.2,
la funcion exponencial exp : gN ! GN es sobreyectiva. Sea A1; :::; Al una base de gN . Luego
todo elemento de GN es de la forma e
t1A1++tlAl , con ti 2 C. Esto implica que GN es
isomorfo a Cl. Resumiendo podemos enunciar el siguiente teorema sobre la estructura de los
grupos algebraicos conexos abelianos.
Teorema 3.1. Sea G un grupo algebraico lineal abeliano conexo. Entonces G es isomorfo a
(C)m  Cl para ciertos enteros positivos m y l con dimG = m+ l.
Corolario 3.2. Cualquier grupo algebraico lineal conexo de dimension 1 es isomorfo a (C;+)
o a (C; ).
Demostracion. Cualquier grupo algebraico lineal de dimension 1 es abeliano. Por el teorema
anterior, nuestro grupo es isomorfo a (C)mCl con m+ l = 1. Luego m = 1 y l = 0 o m = 0
y l = 1.
Corolario 3.3. Si un grupo algebraico lineal abeliano conexo G  GL(n;C) es isomorfo a
Cl, entonces todos los elementos de su algebra de Lie son nilpotentes. En particular un grupo
algebraico lineal conexo G  GL(n;C) de dimension 1 es isomorfo a C si y solo si su algebra
de Lie es generada por una matriz nilpotente.
Demostracion. Si G es isomorfo a Cl, es porque G = GN . Sea A 2 g, A 6= 0. Entonces etA 2
GN , para todo t 2 C, y por tanto es de la forma etA = In+M(t), donde M(t) es nilpotente.
Como M(t) 2 gl(n;C), entonces M(t)n = 0, es decir, (etA In)n =
nX
k=0

n
k

( 1)n k(etA)k =
0. Esto implicara que la funcion exponencial es una funcion algebraica y es claro que esto
es una contradiccion. Por tanto A debe nilpotente porque este es el unico caso en que etA se
reduce a un polinomio.
Denicion 3.1. Sea G un grupo algebraico lineal. Un subgrupo algebraico lineal T de G es
llamado un toro si es isomorfo (C)m, para algun entero positivo m.
Lema 3.1. Sea S 2 Sp(n;C). Entonces el polinomio caracterstico de S, p(), satisface que
p() = 2np
 
1


.
Demostracion. Usando que StJnS = Jn, det(S) = 1, det(Jn) = 1 y J
2
n =  I2n tenemos:
p() = det(I2n   S) = 2n det

I2n   1

S

= 2n det

I2n +
1

Jn(S
t) 1Jn

= 2n det

 J2n +
1

Jn(S
 1)tJn

= 2n det(S) det

 I2n + 1

(St) 1

= 2n det

1

I2n   S

= 2np

1


:
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Proposicion 3.3. Los toros maximales en Sp(n;C) son los grupos conjugados a:
Tn =

diag(1; :::; n; 
 1
1 ; :::; 
 1
n ) : i 2 C; i = 1; :::; n
	
:
Demostracion. Por el lema anterior, si 0 2 C es un valor propio de S 2 Sp(n;C),  10
tambien lo es y por tanto los valores propios de matrices simplecticas aparecen en parejas
(0; 
 1
0 ). Entonces los elementos de la diagonal de una matriz diagonal de Sp(n;C) tienen
la forma 1; 
 1
1 ; :::; n; ; 
 1
n . Usando que S
tJnS = Jn vemos que el subgrupo de matrices
diagonales de Sp(n;C) tiene la forma del enunciado.
Nota 3.1. El algebra de Lie del grupo Tn es la subalgebra abeliana de sp(n;C) dada por
tn = fdiag(a1; :::; an; a1; :::; an) : ai 2 C; i = 1; :::; ng.
Ahora usaremos todos estos resultados para determinar los subgrupos algebraicos abelianos
conexos de Sp(2;C).
Lema 3.2. Sea A una matriz nilpotente no nula en sp(2;C). Entonces:
1. A es conjugada a una matriz de la forma
26664
0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0
37775, y por tanto A2 = 0 y Ker(A)
es dimension 3.
2. A es conjugada a una matriz de la forma
26664
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
37775, A2 = 0 y Ker(A) es di-
mension 2.
3. A es conjugada a una matriz de la forma
26664
0 1  0
0 0 0 1
0 0 0 0
0 0  1 0
37775, para algun  2 C, A3 6= 0,
A4 = 0 y Ker(A) es dimension 1.
Demostracion. Si A es nilpotente su unico valor propio es 0. Entonces, usando su forma
canonica de Jordan, sabemos que existe B 2 GL(4;C) tal que:
A = B 1AB =
26664
0 a 0 0
0 0 b 0
0 0 0 c
0 0 0 0
37775 ;
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donde a; b y c pueden ser 0 o 1. En esta base la matriz asociada a la forma simplectica es
una matriz invertible y antisimetrica J , digamos:
J = BtJ2B =
26664
0 j12 j13 j14
 j12 0 j23 j24
 j13  j23 0 j34
 j14  j24  j34 0
37775 :
Por tanto:
A
t
J + J A =
26664
0 0 bj12 cj13
0 0 aj13 aj14 + cj23
 bj12  aj13 0 bj24
 cj13  aj14   cj23  bj24 0
37775 =
26664
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
37775 :
Como A 6= 0, el caso a = b = c = 0 queda descartado. Los casos a = b = 1; c = 0 y
a = 0; b = c = 1 implican que j12 = j13 = j14 = j24 = 0 y j12 = j13 = j23 = j24 = 0,
respectivamente y esto a su vez dira que det J = 0. Luego estos casos no son posibles.
Los casos a = 1; b = c = 0, a = c = 0; b = 1 y a = b = 0; c = 1 son equivalentes y conducen al
caso 1. El caso a = c = 1; b = 0 produce el caso 2. y nalmente a = b = c = 1 dan el caso 3.
del lema. Esto se hace buscando una matriz C 2 GL(4;C) tal que CtJC = J2 y calculando
C 1AC.
Proposicion 3.4. Sea G un subgrupo algebraico conexo abeliano de Sp(2;C) de dimension
1. Entonces G es conjugado a uno de los siguientes subgrupos:
1. G es isomorfo al grupo multiplicativo C.
a) G '
8>>><>>>:
26664
p 0 0 0
0 q 0 0
0 0  p 0
0 0 0  q
37775 :  2 C
9>>>=>>>;, donde p; q son enteros primos relativos.
b) G '
8>>><>>>:
26664
 0 0 0
0  0 0
0 0  1 0
0 0 0  1
37775 :  2 C
9>>>=>>>;.
c) G '
8>>><>>>:
26664
 0 0 0
0 1 0 0
0 0  1 0
0 0 0 1
37775 :  2 C
9>>>=>>>;.
2. G es isomorfo al grupo aditivo C.
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a) G '
8>>><>>>:
26664
1 0  0
0 1 0 0
0 0 1 0
0 0 0 1
37775 :  2 C
9>>>=>>>;.
b) G '
8>>><>>>:
26664
1 0  0
0 1 0 
0 0 1 0
0 0 0 1
37775 :  2 C
9>>>=>>>;.
c) G '
8>>><>>>:
26664
1   36 +  
2
2
0 1  22 
0 0 1 0
0 0   1
37775 :  2 C
9>>>=>>>;, para algun  2 C.
Demostracion. Si G es un subgrupo algebraico conexo abeliano de Sp(2;C) de dimension 1,
por el corolario 3.5, G es isomorfo a C o a C. Supongamos primero que G es isomorfo a C.
Como todo grupo multiplicativo esta contenido en un toro maximal, G es conjugado a un
subgrupo de T2. Podemos suponer que g  t2 y por tanto los elementos de g son de la forma
diag(a; b; a; b), con parametros a; b 2 C. Como dim g = 1, debe existir cierta relacion
entre los parametros a y b. Por la proposicion 3.3, G = exp(g). Supongamos que b = 0. En
este caso exp(g) = fdiag(; 1;  1; 1)j 2 Cg y obtenemos el grupo del caso 1.c. De igual
manera, si ponemos a = 0, obtenemos un grupo conjugado al de 1.c . Si a = b, exp(g) =
fdiag(; ;  1;  1)j 2 Cg y obtenemos el grupo del caso 1.b. Supongamos ahora que a y
b son linealmente dependientes sobre Q. Entonces existen enteros p y q primos relativos tales
que pb = qa. Luego g = f(pa; qa; pa; qa)ja 2 Cg y exp(g) = f(p; q;  p;  q)j 2 Cg
que es el grupo del caso 1.a Finalmente si a y b son linealmente independientes sobre Q, el
grupo que generan no es algebraico y por tanto este caso no se puede dar. Esto termina la
clasicacion en el caso multiplicativo.
Supongamos que G es isomorfo a C. Por el corolario 3.6, g es generada por una matriz
nilpotente de sp(2;C). Las clases de conjugacion de este tipo de matrices estan dadas en
el lema anterior. Luego los casos 2.a, 2.b y 2.c no son mas que los grupos que resultan de
calcular la exponencial de las algebras generadas por tales matrices.
Teorema 3.2. Sea G un subgrupo abeliano maximal conexo de Sp(2;C). Entonces G es
conjugado a uno de los siguientes subgrupos:
1. G es isomorfo a C  C. G '
8>>><>>>:
26664
 0 0 0
0  0 0
0 0  1 0
0 0 0  1
37775 : ;  2 C
9>>>=>>>;
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2. G es isomorfo a C C.
a) G '
8>>><>>>:
26664
1 0  0
0  0 0
0 0 1 0
0 0 0  1
37775 :  2 C;  2 C
9>>>=>>>;.
b) G '
8>>><>>>:
26664
 0 0 
0  1  1 0
0 0  1 0
0 0 0 
37775 :  2 C;  2 C
9>>>=>>>;.
3. G es isomorfo a C C.
a) G '
8>>><>>>:
26664
1 0  0
0 1 0 
0 0 1 0
0 0 0 1
37775 : ;  2 C
9>>>=>>>;.
b) G '
8>>><>>>:
26664
1    36 
2
2
0 1  22 
0 0 1 0
0 0   1
37775 : ;  2 C
9>>>=>>>;.
Demostracion. Si G es un subgrupo abeliano maximal conexo de Sp(2;C), su algebra de
Lie g es una subalgebra abeliana de dimension maxima de sp(2;C). Por el corolario 3.1,
dimG = dim g  2.
Veamos ahora que cualquier grupo de dimension 1 de Sp(2;C) esta contenido en un subgrupo
abeliano de dimension 2. Si nuestro grupo el multiplicativo, este es conjugado a un subgrupo
de T2, que es abeliano de dimension 2. Si el grupo es aditivo, por la proposicion 3.4, este es
conjugado a un grupo de la forma 2.a, 2.b o 2.c de esa proposicion. La armacion se sigue
de observar que los casos 2.a y 2.b estan contenido en el caso 3.a del enunciado y el caso 2.c
esta contenidos en el caso 3.b.
Para terminar, debemos probar que cualquier subgrupo G abeliano conexo de dimension 2
de Sp(2;C) es conjugado a uno de los del enunciado. Por el teorema 3.1, G es isomorfo a
C  C, C  C o C  C. En el primer caso, G es isomorfo a T2 y estamos en el caso 1.
Supongamos que G es isomorfo a C  C. Entonces, por el corolario 3.3, existe una matriz
nilpotente A 2 g, que genera el unico subespacio de dimension 1 de g formado por matrices
nilpotentes. Entonces A es una de las tres matrices del lema 3.2. Si A es la matriz del caso
3 del lema se verica tras un calculo que las matrices en sp(2;C) que conmutan con ella son
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las de la forma:
C =
26664
0 a b 0
0 0 0 a
0 0 0 0
0 0  a 0
37775 ;
y ademas C4 = 0. Como g es un subalgebra abeliana maximal entonces C 2 g, pero esto
contradice que haya un unico subespacio de g generado por una matriz nilpotente. Entonces
A debe caer en los casos 1 o 2 de lema 3.2.
Si A es la matriz del caso 1 del lema, las matrices en sp(2;C) que conmutan con ella son las
de la forma: 26664
0 a b c
0 d c e
0 0 0 0
0 f  a  d
37775 :
Como las matrices
26664
0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0
37775 y
26664
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
37775 son nilpotentes y conmutan con A,
no pueden estar en g, luego c = e = 0. Podemos asumir que b = 0, porque este valor
corresponde a la propia A. Si diagonalizamos la matriz
26664
0 a 0 0
0 d 0 0
0 0 0 0
0 f  a  d
37775 mediante una
matriz simplectica obtenemos
26664
0 0 0 0
0 d 0 0
0 0 0 0
0 0 0  d
37775 = d
26664
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0  1
37775 y en esa base A sigue
siendo igual. Luego exp(g) es el grupo del caso 2.a.
Si A es la matriz del caso 2 del lema, es facil ver que las matrices en sp(2;C) que conmutan
con ella son las de la forma: 26664
0 a b c
 a 0 c d
0 0 0 a
0 0  a 0
37775 :
Podemos suponer que b = 0 porque corresponde a parte de la matriz A. Como las matrices26664
0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0
37775 y
26664
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
37775 son nilpotentes y conmutan con A, no pueden estar en g
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y por tanto c = d = 0. Al diagonalizar
26664
0 1 0 0
 1 0 0 0
0 0 0 1
0 0  1 0
37775 mediante una matriz simplectica
obtenemos la matriz
26664
i 0 0 0
0  i 0 0
0 0  i 0
0 0 0 i
37775 = i
26664
1 0 0 0
0  1 0 0
0 0  1 0
0 0 0 1
37775. En esa nueva base A se
transforma en
26664
0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0
37775 y por tanto exp(g) resulta ser el grupo del caso 2.b.
Finalmente, si G es isomorfo a CC, g es generada por dos matrices nilpotentes que conmu-
tan. Si alguna matriz en g cae en el caso 3 del lema 3.2, entonces la otra matriz linealmente
independiente que falta para completar una base de g es
26664
0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0
37775. Calculando exp(g)
llegamos al caso 3.b. Si g no contiene matrices del tipo 3 del lema 3.2, las unicas posibles
matrices son las del caso 1 y 2 del lema. Entonces podemos tomar como base de g a la
matrices
26664
0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0
37775 y
26664
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
37775 que claramente llevan al caso 3.a.
Corolario 3.4. Cualquier subgrupo maximal abeliano conexo de Sp(2;C) es de dimension
2.
3.2. Caracterizacion de integrabilidad en terminos de teora de
Galois
Ya teniendo a disposicion las clases de conjugacion de todos los subgrupos algebraicos lineales
abelianos conexos de Sp(2;C) podemos estudiar la integrabilidad de los sistemas hamilto-
nianos lineales no autonomos. Para esto debemos ver como se comporta el sistema (3-1) al
hacer un cambio de variable simplectico.
En general, si hacemos un cambio de variable a la ecuacion (3-1),
"


#
= B(t)
"
p
q
#
, con
B(t) 2 Sp(n;M( )), aplicando (2-3), obtenemos:
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d
dt
"


#
=
 
dB(t)
dt
B(t) 1 +B(t)
"
Ct B
 A  C
#
B(t) 1
!"


#
:
Es facil ver la nueva matriz de coecientes esta de nuevo en sp(n;M( )). Por la proposicion
3.1, esta matriz proviene del hamiltoniano:
2H(; ) =
h
; 
i
( Jn)
 
dB(t)
dt
B(t) 1 +B(t)
"
Ct B
 A  C
#
B(t) 1
!"


#
:
Como B(t)tJnB(t) = Jn obtenemos:
2H(; ) =
h
; 
i
( Jn)dB(t)
dt
B(t) 1
"


#
 
h
; 
i
(B(t) 1)tJn
"
Ct B
 A  C
#"
p
q
#
=  
h
; 
i
Jn
dB(t)
dt
B(t) 1
"


#
+ 2
h
p; q
i " A C
Ct B
#"
p
q
#
:
Por tanto, la relacion entre los hamiltonianos de los sistemas es:
H(; ) = H(x; y) 
h
; 
i
Jn
dB(t)
dt
B(t) 1
"


#
: (3-3)
Finalmente tenemos todas las herraminetas necesarias para poder caracterizar la integrabi-
lidad de tales sistemas de la siguiente manera:
Teorema 3.3. Sea H 2M( )[C4]2 un hamiltoniano cuadratico homogeneo con coecientes
en M( ), donde   es un revestimiento ramicado de  . Es equivalente:
1. El hamiltoniano extendido bH es completamente integrable por funciones meromorfas
en C4  b  C, para algun revestimiento ramicado b  de  .
2. H es integrable en el sentido no autonomo por funciones meromorfas en C4  b , para
algun revestimiento ramicado b  de  .
3. H es integrable en el sentido no autonomo por funciones cuadraticas F1; F2 2M(b )[C4]2,
para algun revestimiento ramicado b  de  .
4. La componente conexa de la identidad del grupo de Galois de XH es abeliana.
Demostracion. Sea H =
P2
i;j=1
1
2aijpipj +
1
2bijqiqj + cijpiqj y
bH = H   h. Para mostrar que
1. implica 4. aplicaremos el teorema de Morales-Ramis al hamiltoniano bH. Las ecuaciones
del campo X bH estan dadas por:
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dpi
dt
=
2X
j=1
cji(t)pj + bij(t)qj ;
dqi
dt
=
2X
j=1
 aij(t)pj   cij(t)qj ; dt
dt
= 1;
dh
dt
=
2X
i;j=1
 daij
dt
pipj
2
  dbij
dt
qiqj
2
  dcij
dt
piqj ; i = 1; 2:
La ecuacion variacional de este sistema a lo largo de la solucion particular (0; 0; 0; 0; t; 0) es:
d
dt
26664




37775 =
26664
Ct B 0 0
 A  C 0 0
0 0 0 0
0 0 0 0
37775
26664




37775 :
De aqu vemos que  y  son constantes y por tanto la ecuacion variacional normal corres-
pondiente resulta ser:
d
dt
"


#
=
"
Ct B
 A  C
#"


#
;
que es el sistema hamiltoniano correspondiente a XH . Como estamos suponiendo que bH es
completamente integrable, por el teorema de Morales-Ramis la componente conexa de la
identidad del grupo de Galois de la ecuacion variacional normal es abeliana.
Por el teorema 1.5, 2. implica 1. Que 3. implica 2. es evidente porque los elementos de
M(b )[C4]2 son funciones meromorfas sobre C4  b . Solo nos falta mostrar que 4. implica 3.
Sea G el grupo de Galois de XH . Por la proposicion 2.14 existe un revestimiento ramicado
nito  
1
de   tal que el grupo de Galois del sistema extendido es igual a G0, la componente
conexa de la identidad del grupo de Galois de la ecuacion en   y por tanto el grupo es
conexo y por hipotesis, abeliano. Por el teorema de reduccion de Lie-Kolchin, teorema 2.6,
existe un revestimiento ramicado nito b  de  1, y por tanto de  , y un cambio de variable
B(t) 2 Sp(2;M(b )): 26664
1
2
1
2
37775 = B(t)
26664
p1
p2
q1
q2
37775 ;
tal que para cada t 2 b , A(t) = dB(t)dt B(t) 1 + B(t)
"
Ct B
 A  C
#
B(t) 1 esta en g, que es
una subalgebra abeliana de sp(2;C). Por el corolario 3.4, g esta contenida en una subalgebra
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abeliana de dimension 2, generada por digamos A1 y A2. Por la proposicion 3.1, existen
dos hamiltonianos cuadraticos F1(1; 2; 1; 2) y F2(1; 2; 1; 2) en involucion, que pro-
vienen de estas matrices. Como A(t) 2 g, entonces H esta involucion con F1(1; 2; 1; 2)
y F2(1; 2; 1; 2). Luego, cuando regresamos a las variables (p1; p2; q1; q2), y utilizando la
ecuacion (3-3), obtenemos dos hamiltonianos cuadraticos G1(p1; p2; q1; q2) y G2(p1; p2; q1; q2)
que estan en involucion entre s y con H. Por tanto H es integrable en el sentido no autonomo
en el revestimiento b .
Nota 3.2. La unica parte de esta prueba que depende de la hipotesis n = 2 es la implicacion
4. a 3. All usamos que todo subgrupo algebraico lineal abeliano conexo maximal de Sp(2;C)
era de dimension 2 y por tanto toda subalgebra abeliana de sp(2;C) que provenga de uno de
estos grupos esta contenida en una de dimension 2. En general, sabemos por el corolario 3.1,
que la maxima dimension que puede tener una subalgebra abeliana de sp(n;C) es n y por la
nota 3.1 sabemos que existen subalgebras de dimension n. Lo que no podemos asegurar es
que toda subalgebra abeliana maximal sea de dimension n. Si supieramos esto, el teorema
sera valido para cualquier numero de grados de libertad.
3.3. Formas normales
En esta seccion daremos las formas normales a las que se puede reducir un sistema hamil-
toniano no autonomo con 2 + 12 de libertad. El metodo para lograr la reduccion a la forma
normal es consecuencia del teorema de reduccion de Lie-Kolchin.
El metodo para hallar la forma normal de un hamiltoniano H 2 M( )[C4]2, conociendo su
grupo de Galois G, se puede escribir de la siguiente manera:
1. Calculamos el algebra de Lie del grupo G.
2. Aplicamos el teorema de reduccion de Lie-Kolchin para encontrar un revestimiento
ramicado nito b  de   y un cambio de variable B(t) 2 Sp(2;M(b )), de forma que la
nueva ecuacion tome valores en g.
3. Calculamos H, como se indica al principio de la seccion 3.2.
Una vez conocida su forma normal, podemos encontrar las funciones cuadraticas homogeneas
que conmutan con el. Por la proposicion 3.1, basta con encontrar las matrices simplecticas
linealmente independientes que conmutan con la matriz que representa a H.
Para calcular todas las formas normales del sistema (3-1) debemos realizar este procedimiento
con cada uno de los grupos que se obtuvieron en la seccion 3.1. Solo lo haremos para el primer
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grupo de la proposicion 3.4. Los calculos para los demas casos son iguales. Finalmente en el
teorema 3.4 estan enunciadas todas las formas normales del sistema (3-1), con sus grupos
correspondientes y con sus integrales primeras.
Ejemplo 3.1. Supongamos que el grupo de Galois de la ecuacion (3-1) es
G ' fdiag(p; q;  p;  q)j 2 Cg. Su algebra de Lie esta dada por:
g ' fdiag(p; q; p; q) :  2 Cg :
Por el teorema de reduccion de Lie-Kolchin, existe un cambio de variable:26664
1
2
1
2
37775 = B(t)
26664
x1
x2
y1
y2
37775 ;
con B(t) 2 Sp(2;M(b )), tal que el sistema (3-1) se puede escribir como:
d
dt
26664
1
2
1
2
37775 =
26664
pf(t) 0 0 0
0 qf(t) 0 0
0 0  pf(t) 0
0 0 0  qf(t)
37775
26664
x1
x2
y1
y2
37775 ;
para cierta f(t) 2M(b ). Por la proposicion 3.1, el hamiltoniano en las coordenadas (1; 2; 1; 2)
es:
H(t; 1; 2; 1; 2) = [1; 2; 1; 2]

 1
2
J2
26664
pf(t) 0 0 0
0 qf(t) 0 0
0 0  pf(t) 0
0 0 0  qf(t)
37775
26664
1
2
1
2
37775
=f(t) (p11 + q22) :
Esta ultima expresion es la forma normal del hamiltoniano H. Es facil ver que las unicas ma-
trices en sp(2;C) que conmutan con diag(p; q; p; q) son de la forma
diag(a; b; a; b). El hamiltoniano correspondiente a diag(1; 0; 1; 0) es F1 = 11 y el co-
rrespondiente a diag(0; 1; 0; 1) es F2 = 22. Luego F1; F2 son las integrales primeras de
H.
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Teorema 3.4. Sea H(t; x1; x2; y1; y2) 2 M( )[C4]2 un hamiltoniano cuadratico homogeneo
de 2+ 12 grados de libertad. Entonces existe un revestimiento ramicado
b  de   y un cambio
de variable simplectico: [1; 2; 1; 2] = B(t) [x1; x2; y1; y2] con B(t) 2 Sp(2;M(b )), de forma
que el nuevo hamiltoniano H(t; 12; 1; 2) tiene las propiedades descritas en la tabla 3-1:
Tabla 3-1.: Formas normales de sistemas integrables, siendo f(t) y g(t) funciones meromor-
fas en b ,  2 C y p; q enteros positivos primos relativos.
Forma Normal Galois Invariantes cuadraticos Parametros
0 f1g Todos Ninguno
f(t) (p11 + q22) C 11; 22 f(t); p; q
f(t) (11 + 22) C 11; 22; 12; 21 f(t)
f(t)11 C 11; 22 ; 22; 22 f(t)
f(t)
21
2 C 
2
1; 
2
2 ; 
2
2; 22; 21; 12 f(t)
f(t)
21+
2
2
2 C 
2
1; 
2
2; 12; 12   21 f(t)
f(t)

21 + 
21
2 +
22
2

C 221 + 22; 21 f(t); 
f(t)11 + g(t)22 C  C 11; 22 f(t); g(t)
f(t)
21
2 + g(t)22 C C 21; 22 f(t); g(t)
f(t) (11   22) + g(t)12 C C 11 + 22; 12 f(t); g(t)
f(t)
21
2 + g(t)
22
2 C C 21; 22; 12 f(t); g(t)
f(t)

21 +
22
2

+ g(t)
21
2 C C 221 + 22; 21 f(t); g(t)

4. Conclusiones y Recomendaciones
4.1. Conclusiones
1. La nocion de integrabilidad introducida en el caso no autonomo es compatible con la
integrabilidad completa del sistema extendido.
2. Para hamiltonianos cuadraticos homogeneos en dos grados y medio de libertad son
equivalentes los diferentes sentidos de integrabilidad, se puede demostrar el recproco
del teorema de Morales-Ramis y el sistema se puede integrar por medio de funciones
cuadraticas con coecientes meromorfos.
3. A traves de la clasicacion salvo conjugacion de los subgrupos algebraicos abelianos
conexos de Sp(2;C) es posible calcular las formas normales y las integrales primeras
de hamiltonianos cuadraticos homogeneos para dos grados y medio de libertad.
4. Si fuese posible demostrar que todo subgrupo algebraico lineal abeliano conexo maximal
de Sp(n;C) es de dimension n se tendra que toda subalgebra abeliana maximal de
sp(n;C) es de dimension n y el teorema 3.3 sera valido para cualquier numero de
grados de libertad.
4.2. Recomendaciones
1. Estudiar a fondo, con herrameintas algebraicas mas sosticadas, los subgrupos alge-
braicos de Sp(n;C).
2. Para sistemas hamiltonianos, analizar la aplicacion momento para interpretar la accion
del brado de Galois sobre hojas de la foliacio correspondiente al sistema como variables
de accion-angulo.

A. Anexo: Demostracion del teorema de
Darboux
Teorema A.1 (Darboux). Sea ! una 2-forma diferencial cerrada no degenerada en una
vecindad de un punto x 2 R2n. Entonces es posible escoger un sistema de coordenadas
(p1; ::; pn; :q1; ::; qn) en un abierto de x tal que ! =
Pn
i=1 dpi ^ dqi.
Demostracion. La prueba es por induccion sobre n. Sea p1 una funcion diferenciable tal
que dp1(x) 6= 0. Por simplicidad, pongamos p1(x) = 0. Sea P1 = Xp1 . P1(x) 6= 0 porque
dp1(x) 6= 0. Sea P t1 el ujo de P1. Sea N un subespacio de R2n de dimension 2n  1 que pase
por x y que no contenga a P1(x).
Veamos que existe una vecindad de U de x en R2n tal que para todo z 2 U , existen unicos
t 2 R y y 2 N , con z = P t1(y). En efecto, sea v1; :::; vn una base de N y A : R2n 1 !
R2n, A(a1; :::; a2n 1) = a1v1 + ::: + a2n 1v2n 1. Si denimos F : R  R2n 1 ! R2n por
F (t; a1; :::; a2n 1) = P t1(x   A(a1; :::; a2n 1)), F es diferenciable y su derivada en el punto
(t; a1; :::; a2n 1) es:
dF (t; a1; :::; a2n 1) =
d
dt
(P t1(x A(a1; :::; a2n 1)))dt+
d(P t1)(x A(a1; :::; a2n 1))d(x A(a1; :::; a2n 1))
=P1(P
t
1(x A(a1; :::; a2n 1)))dt+ d(P t1)(x A(a1; :::; a2n 1))( A):
Como P 01 = Id, dP
0
1 (p) = I2n y:
dF (0; ::;0)(s; 1; :::; 2n 1) = sP1(x) A(1; :::; 2n 1) = sP1(x)  1v1   :::  2n 1v2n 1:
dF (0; :::; 0) es 1-1 porque si sP1(x)   1v1   :::   2n 1v2n 1 = 0, como P1(x) 62 N y los
vi son linealmente independientes, entonces s = 1 = ::: = 2n 1 = 0. Luego, dF (0; :::; 0)
es un isomorsmo y por el teorema de la funcion inversa existen vecindades V y U de
(0; :::; 0) y de F (0; :::; 0) = x respectivamente, tales que F jV es un difeomorsmo. Esto
muestra que si z 2 U , existen t 2 R y (a1; :::; a2n 1) 2 R2n 1 tales que z = P t1(y), donde
y = x A(a1; :::; a2n 1) 2 N .
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En U denimos q1(z) = t, donde t es el unico numero real tal que z = P
t
1(y), para algun
y 2 N , es decir, P t1 (z) 2 N . Note que q1 es diferenciable y z 2 N si y solo si q1(z) = 0.
Ademas q1(P
s
1 (z)) = s + q1(z), porque si t = q1(z), P
 (t+s)
1 (P
s
1 (z)) = P
 t
1 (z) 2 N . Esto
implica que (q1; p1) = 1 porque:
(q1; p1)(z) =
d
ds
(q1(P
s
1 z))

s=0
=
d
ds
(s+ q1(z))

t=0
= 1:
Si n = 1, hemos terminado. Si n > 1, supongamos que el teorema se ha probado para R2n 2.
Sea M = fz 2 U jp1(z) = q1(z) = 0g. En particular, x 2 M . Si z 2 U , dp1(z) y dq1(z) son
linealmente independientes, porque !(z)(P1(z); Q1(z)) = (q1; p1)(z) = 1, donde Q1 = Xq1 .
Luego, por el teorema de la funcion implcita, M es una subvariedad de R2n, contenida en
U , de dimension 2n  2.
Veamos que (M;!jM ) es una variedad simplectica. Para esto hay que demostrar que para
todo z 2 M , !(z) es no degenerada. Sea v 2 TzM  TzR2n, esto es, v = 0(0), donde
(t) es una curva en M con (0) = z. Como (t) 2 M , p1((t)) = q1((t)) = 0. Derivan-
do estas expresiones y evaluando en 0 obtenemos dp1(z)(v) = dq1(z)(v) = 0. Por tanto,
!(z)(P1(z); v) = dp1(z)(v) = 0 y !(z)(Q1(z); v) = dq1(z)(v) = 0. Hemos probado que el
subespacio generado por P1(z); Q1(z) es el complemento ortogonal de TzM . Entonces, si
!(z)(v; w) = 0, para todo w 2 TzM , !(z)(v; w) = 0, para todo w 2 TzR2n. Luego, v = 0 y
!(z) es no degenerada.
Por hipotesis de induccion, existen coordenadas simplecticas p2; q2; :::; pn; qn denidas en una
vecindad de x en M . Vamos a extender estas coordenadas a una vecindad de x en R2n. Para
esto probaremos que existe una vecindad W de x en R2n tal que todo punto de W es de la
forma P t1Q
s
1w, con t; s 2 R y w 2M .
Sea G : R2M ! R2n dada por G(t; s; w) = P t1Qs1w. Para calcular su derivada en un punto
(t; s; w) aplicada en el vector (a; b; v) 2 T(t;s;w)R2n, sea (t) 2 M una curva en M tal que
(0) = w y 0(0) = v y pongamos () = (a + t; b + s; ()).  satisface (0) = (t; s; w) y
0(0) = (a; b; v). Usando que P 01 = Q01 = Id, dP 01 (p) = dQ01(p) = I2n y la regla de la cadena
obtenemos que:
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dG(t; s; w)(a; b; v) =
d
d
(G(()))

=0
=
d
d
(P a+t1 Q
b+s
1 (()))j

=0
= (aP1(P
a+t
1 Q
b+s
1 (()))
+ d(P a+t1 )(Q
b+s
1 (()))(bQ1(Q
b+s
1 (())))
+ d(Qb+s1 (()))(
0()))j=0
= aP1(P
t
1Q
s
1w) + bQ1(Q
s
1w) + v:
En particular, dG(0; 0; x)(a; b; v) = aP1(x)+bQ1(x)+v. dG(0; 0; x) es un isomorsmo porque
P1(x) y Q1(x) son linealmente independientes y no estan en TxM . Usando el teorema de la
funcion inversa, obtenemos la vecindad W .
Ahora extendemos las coordenadas p2; q2; :::; pn; qn a W de la siguiente manera: Si z 2 W
y z = P t1Q
s
1w sea pi(z) = pi(w) y qi(z) = qi(w), i = 2; :::; n. Las funciones p1; q1; :::; pn; qn
denidas en W forman un sistema de coordenadas simplecticas. Para ver esto es suciente
mostrar que:
(pi; pj) = (qi; qj) = (pi; qj) = 0 y (pi; qi) = 1:
Ya sabemos que (q1; p1) = 1. De esto, concluimos que los ujos de P1 y Q1 conmutan,
P t1Q
s
1 = Q
s
1P
t
1. Las funciones pi; qi, i = 2; :::; n son invariantes por los ujos P
t
1Q
s
1 porque si
z = P t01 Q
s0
1 w, entonces por denicion:
pi(P
t
1Q
s
1z) = pi(P
t
1Q
s
1P
t0
1 Q
s0
1 w) = pi(P
t+t0
1 Q
s+s0
1 w) = pi(w) = pi(P
t0
1 Q
s0
1 w) = pi(z):
De la misma forma, qi(P
t
1Q
s
1z) = qi(z). Esto muestra que el parentesis de Poisson de p1 y
q1 con las 2n  2 funciones pi; qi es cero. Por tanto, la funcion P t1Qs1 conmuta con los ujos
P ti ; Q
s
i . Ademas,
d(P t1Q
s
1)(z)(Pi(z)) =
d
d
(P t1Q
s
1P

i z)

=0
=
d
d
(P i (P
t
1Q
s
1z))

=0
= Pi(P
t
1Q
s
1z):
Igualmente d(P t1Q
s
1)(z)(Qi(z)) = Qi(P
t
1Q
s
1z). Ahora veamos que los parentesis de Poisson:
(pi; pj); (qi; qj), (pi; qj) y (pi; qi), i; j = 2; :::; n; son invariantes por P
t
1Q
s
1. P
t
1Q
s
1 preservan la
estructura simplectica ! porque son ujos hamiltonianos, es decir,
(P t1Q
s
1)
!(z)(v; w) = !(z)(v; w);
para todo z 2W y v; w 2 TzM . Entonces:
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(pi; qj)(P
t
1Q
s
1z) = !(P
t
1Q
s
1z)(Pi(P
t
1Q
s
1z); Qj(P
t
1Q
s
1z))
= !(P t1Q
s
1)(z)(d(P
t
1Q
s
1)(z)(Pi(z)); d(P
t
1Q
s
1)(z)(Qj(z)))
= (P t1Q
s
1)
!(z)(Pi(z); Qj(z))
= !(z)(Pi(z); Qj(z))
= (pi; qj)(z):
Para (pi; pj); (qi; qj) y (pi; qi) el calculo es igual. Como p2; q2; :::; pn; qn son coordenadas
simplecticas en M satisfaces (pi; pj) = (qi; qj) = (pi; qj) = 0 y (pi; qi) = 1 sobre M , pe-
ro como estos parentesis son invariantes por los ujos P t1Q
s
1, p2; q2; :::; pn; qn satisfacen las
relaciones en todo W .
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