Abstract-Morphology provides the algebraic means to specify operations on images. Discrete-time cellular neural networks (DT-CNN's) mechanize the execution of operations on images. The paper first shows the equivalence between morphological functions and DT-CNN's. Then, the argument is extended to the synthesis of optimal DT-CNN structures from complex morphological expressions. It is shown that morphological specifications may be freely derived, to be subsequently transformed and adopted to the needs of a specific target technology. This process of technology mapping can be automated along the well-trodden path in CAD for microelectronics.
I. INTRODUCTION

I
N the 1950's, the Switching Theory attempted to create computational paradigms from a biological source of inspiration. The quest for a regular structure with universal application lead to the Cellular Automaton: a two-dimensional, isomorphous repetition based on a single, simple computational element. Many variations were proposed during the 1960's, although only the digital programmable logic array (PLA) and the content-addressable memory (CAM) reached some popularity. In 1988, Chua and Roska [1] proposed the cellular neural network (CNN) as a fresh alternative with a clear mathematical description by partial derivatives and an easy analog VLSI implementation. Since then, many interesting applications have appeared in the literature.
The behavior of a CNN is characterized by a set of coefficients, the so-called template. A wealth of templates have been derived for dedicated image processing problems. The design of such templates is a nontrivial task that requires a lot of intuition, especially when multiple layers are involved [2] - [4] . Their potential for a particular operation is foremost not formally verified but rather illustrated by some computer simulations. When we look at signal processing tasks other than image processing, the derivation often starts from a set of differential equations that are proposed to model the physical reality. By an elaborate and complex calculation, these differential equations are then mapped on the CNN model to derive the template coefficients. Until now, such an analytical approach has not been introduced for image processing tasks.
For this purpose, we propose here the use of mathematical morphology. It is a well-known and accepted paradigm for solving complex image processing tasks. Operations can be specified in terms of high-level operators (e.g., growing, shrinking, complement) and an algebra is offered to rewrite this specification in a formal, provable correct manner. In the field of CNN's, the description of an image processing problem is usually either incomplete (a few input/target image pairs), vague (in words), or complex (in terms of a set of lowlevel pixel transitions). Then a solution is presented as a set of templates whose functionality is impossible to determine by mere inspection. Moreover, solutions for similar problems often appear to be very different. Finally, traditional CNN design lacks a structured optimizing algorithm, while it is very common to optimize the solution in the last stage of a design flow. These disadvantages (lack of formalization and optimization) are met by the design method proposed in this paper. We will restrict ourselves to the discrete-time version of the CNN (the DT-CNN) whose main use is image processing.
The relation between mathematical morphology and cellular neural networks was simultaneously reported in [5] - [10] . In [5] , single-layer DT-CNN implementations are given for the two elementary operations binary erosion and dilation and two-layer implementations for the compound operations opening and closing. The templates in the two-layer networks correspond to the elementary operators that constitute the compound operations. For example, the first layer of the DT-CNN that implements the binary opening performs an erosion, while the second one performs a dilation. The proposed templates are generic, i.e., the coefficients are defined in terms of the structuring element. In [6] , CNN-UM implementations for binary and gray scale erosion, dilation, and reconstruction are given. The templates are not generic since a 3 3 "plus shaped" structuring element is assumed. The reconstruction operation, which is a composition of the elementary operations dilation and intersection, is implemented by a single-layer CNN-UM. Although the authors do not state it, this is very interesting since the example demonstrates that the strategy of simply decomposing a compound operator into its constituting elementary ones and converting each of them to a single network layer does not always yield an optimal solution. In [7] , CNN-UM templates are given for a large number of compound morphological operators. The usage of these templates is demonstrated by solving a bank-note recognition problem. In [8] - [10] , generic templates are given for a large number of elementary and compound operations. Instead of presenting them as solutions to dedicated image processing tasks, the templates are introduced as part of the translation scheme that maps general morphological expressions to efficient DT-CNN implementations.
In this paper it is shown that the link between morphology and DT-CNN's goes far beyond the equivalence of some operations in both domains. Morphology is introduced here as a formal design methodology for DT-CNN's. First, we will review the theory of DT-CNN's and the mathematical concepts of morphology. Then we build a bridge between both disciplines and show how complex morphological expressions can be translated into a system of DT-CNN's. Then the proposed translation scheme is extended for system optimization. Finally, the complete morphological design trajectory is outlined and its usefulness is demonstrated on the basis of an example.
II. DISCRETE-TIME CELLULAR NEURAL NETWORKS
The DT-CNN is introduced in [11] as a discrete-time version of the CNN. Like a CNN, it is a regular grid of simple processing units called cells. Theoretically, this grid can have any dimension. Since we are only interested in image processing here, we will restrict ourselves to the twodimensional case, in which each cell corresponds to a pixel in the image. A cell is identified by its position in the grid and will be denoted by the corresponding coordinate . In contrast to neural architectures like Hopfield, a DT-CNN is a locally connected network. Each cell only communicates directly with cells in its neighborhood. This neighborhood, denoted by , is defined as the set of cells for which . For , this is the 3 3 neighborhood; for , this is the 5 5 neighborhood, and so on. The propagation effects of the network dynamics enable communication with cells outside the neighborhood.
At a discrete time , the state of a cell depends on the time independent input applied to its neighboring cells and the outputs of these cells at time . Assuming translation invariant coefficients, the cell state is defined in terms of a feedback template , an equally sized control template and a cell bias (1) The output of depends on the state of at time for for (2) Obviously, the output is binary. Although DT-CNN's are capable of handling gray scale input images, we will concentrate here on binary images. A binary image is represented by a grid of values , which will be called an activation pattern. A value of denotes a white pixel, and a value of denotes a black pixel. Before the network starts, the input and/or the output are initialized by the appropriate activation patterns. The image to be processed is usually stored on , while is often initialized by a black image, a white image, or a second image in case two images are to be combined. The initial output can, therefore, be considered as a second input of the system. In fact, a DT-CNN can be viewed as a transition function , where denotes the universe of all possible activation patterns.
We will adopt the following notational convention: a DT-CNN is described by a four-tuple , where matrices and denote the feedback and control templates; is the cell bias; and is the number of iterations needed to compute the desired result. Together with the input activation pattern and the initial output completely determines the dynamic behavior and thus the final output of the system. Solving a particular image processing problem therefore consists of finding the right values for and together with the appropriate initial activation patterns and . An example is treated in Appendix A.
The system described by (1) and (2) is called a single-layer DT-CNN and can be used for simple image processing tasks. A single-layer architecture, however, is often not sufficient for more complex problems. Such problems need to be divided into simpler parts, each performed by one network layer. Interconnecting the individual layers results in a multiple-layer DT-CNN [12] .
III. BINARY MORPHOLOGY
Mathematical morphology is a branch of image processing which uses concepts from algebra and geometry. It has been developed over 40 years of research and has reached the status of a powerful tool in image processing. The initial theoretical work on morphology was done in [14] , which laid the foundation for [15] and [16] , in which mathematical morphology is used as a set-theoretical approach to image analysis. A very clear and practical approach is given in [17] .
In the mathematical morphology a small number of fundamental operations is introduced. Together with the traditional set operations, they form the basic building blocks for very complex operations. A lot of operations described in previous work like thinning-, thickening-, and concavity extraction algorithms [18] - [22] , connected region count [18] , and extraction of corner points [9] can be constructed from these building blocks.
Theoretically, mathematical morphology applies to sets of any dimension, like the Euclidian -space or its discrete equivalent . Throughout this paper, mathematical morphology is applied only to two-dimensional digital binary images, or equivalently to subsets . Such an image is represented by an enumeration of the coordinates of all black pixels. Using this set-based representation, the traditional set operators and the complement operator are identical to the pointwise OR, AND, and NOT function [9] .
Besides the traditional set operators, morphology offers two primary operators called dilation and erosion. These operators are defined in terms of image translations. The translation of an image by a vector is defined by
The dilation of an image by a structuring element is defined by (4) (5) In morphology, the negation of a set can be defined in two ways. We already discussed negation in the logical sense, which corresponds to the complement of a set. Negation in the geometrical sense is called reflection and is the reversing of the orientation of a set with respect to its origin. The reflection of a set is defined by (6) These axioms can be used to prove a large number of theorems, which are very useful in restructuring and simplifying compositions of operations (see Table I ).
IV. THE DT-CNN EQUIVALENCE OF MORPHOLOGY
Intuitively, mathematical morphology and DT-CNN's are very similar. In both domains, the basic image processing operations are local and spatial invariant. DT-CNN functions are defined in terms of templates, which are comparable to the structuring elements that describe morphological functions. Complex morphological operators are constructed from simple operators by compounding expressions. In the field of DT-CNN's, this is comparable to interconnecting multiple network layers. According to these observations, it is very likely that DT-CNN's can realize morphological functions.
In this section we will prove this conjecture by formalizing and validating a one-to-one mapping from binary morphology to DT-CNN's. Then the use of this mapping is illustrated by an example. The formalization consists of three parts. First, the relation between the morphological and the cellular representation of images is defined. Second, functional equivalence over both domains is formalized. Third, operator composition is discussed.
Morphologically, an image is represented by the set of all black pixel coordinates. The cellular representation of an image is an activation pattern that contains a value of at all black pixel coordinates and a value of at all other positions. A set in the morphological algebra is said to be equivalent to a cellular activation pattern if and represent the same image. Formally, this equivalence relation is defined by (7) Now that the relation between the morphological and cellular representation of an image is formalized, functional equivalence over both domains can be defined. A DT-CNN is equivalent to a function of two variables in the morphological domain, if the input-output behavior of and is identical, i.e., if a certain image is applied to the input of and the output of is initialized by , then the output after iterations is equivalent to . Formally, this equivalence relation is defined by (8) where denotes the input of and the output at time as defined in (1) and (2) . Notice the relation between the arguments of and the conceptual inputs of . The first argument of is associated with the input , while the second argument is associated with the initial output . To exemplify the functional equivalence relation, we will show that the morphological function is equivalent to the DT-CNN defined by (9) According to (8) this is proved by showing for each pair of images that if is initialized by an image and by , then after execution the output of corresponds to the image , or equivalently . Using (7), this is equivalent to showing for each :
The output is found by substituting the definition of into (1) and (2) for for (11) In the case , then and . Using (7), this implies and , since and . Substituting these values into (11) gives . Similarly, implies , which completes the proof.
Formula (8) defines the equivalence between a binary morphological function and a DT-CNN. A unary function is implemented by either a DT-CNN with zero feedback or a DT-CNN with zero control. In the first case, is used to pass the argument (the image to be processed) and operator equivalence is defined by (12) In the latter case, is used to pass the argument and operator equivalence is defined by (13) It turns out that each set operator and each elemental morphological operator has an equivalent in the DT-CNN domain. These equivalents are summarized in Table II . The first column of this table contains the morphological function that is computed by one iteration of the DT-CNN that is defined by the template in the next three columns. Control and feedback coefficients are mentioned only in case they are nonzero. The radius of the neighborhood function is defined as the smallest value for which (14) To establish which variables correspond to the input and initial output of the networks given in Table II , we have adopted the following notational convention. The variable corresponds to the input , i.e., before the network starts is initialized by . Similarly, the variable corresponds to the initial output . The correctness of each of the presented templates can be proved by (8) , (12) , or (13) . As a representative example, we will do this for the function . Since is a unary function defined in terms of the variable , (13) is used. According to this formula we have to show that implies . According to (7), the relation is validated by showing (15) for each under the assumption . The proof is given in Appendix B.
More complex morphological functions are described by expressions of two or more elemental operators. Such functions can be mapped onto DT-CNN's as follows. First, a DT-CNN is constructed for each constituting elemental operator using the translation scheme given in Table II . Then these DT-CNN's are concatenated correspondingly to the structure of the expression tree.
As an example, we will design a DT-CNN system that extracts the inner edge of objects. Morphologically this operation is described by the function . The geometrical interpretation of this formula is shown in Fig. 1(a)-(d) . One thing that still must be specified is the kind of inner edges that are to be extracted. This specialization is made by an appropriate choice of the structuring element . If horizontal edges are to be extracted, the structuring element shown in Fig. 1(e) is chosen. In case both horizontal and vertical edges are to be extracted, the cross structuring element given in Fig. 1(f) is used.
The template of the DT-CNN that computes the function is defined in terms of the structuring element . According to Table II, the feedback template contains a 1, where the structuring element contains a pixel. In all other cases, matrix contains a 0. The value of the cell bias is also dependent on the choice of . The value is in case of horizontal edge extraction, and in case of edge extraction in both directions. The DT-CNN's for the complement and intersection operators are simple and independent of . For edge extraction in both directions, the complete DT-CNN system is given in Fig. 1(g ).
V. DT-CNN PRIMITIVES
In the previous section it was shown that mathematical morphology is a powerful tool for designing DT-CNN systems. The designer has to come up with a morphological specification, after which a straightforward mapping onto a single layer or multilayer DT-CNN implementation is made. The so-obtained system is correct by construction, i.e., no proofs of correctness are required since these are incorporated in the underlying translation scheme. Yet, a major drawback of the proposed design method is that it generally produces a nonoptimal solution. This is illustrated by the difference in complexity between the traditionally and morphologically derived inner edge extractor. In [13] it was shown that edge extraction can be performed by a single layer DT-CNN, whereas the system in Fig. 1(g) consists of three layers. Apparently, for our specific choice of the structuring element [see Fig. 1(f) ], there exists a single layer DT-CNN that evaluates the function . In this section it will be shown that the optimization is not restricted to this specific choice of the structuring element. Furthermore, it will be shown that there are more nonelementary functions (functions defined in terms of two or more elementary operators) that have a single layer DT-CNN equivalent. The identification of such functions as part of the overall solution yields a substantial hardware reduction.
Any morphological function that can be computed by a single layer DT-CNN will be called a DT-CNN primitive. The first examples of DT-CNN primitives are given in Table II . From this table, a number of new primitives can be derived by observing that no layers are required to evaluate the complement operators that occur in the function definition. The evaluation of the complement operators can be incorporated in one of the other layers of the system. For example, in Fig. 1(g) we see that edge extraction is implemented by a three layer DT-CNN. The first layer computes the function . The second layer computes the complement (changes the sign) of this result. It is easy to see that the first layer is capable of performing the additional task of image inversion when the sign of the feedback template and the cell bias are changed. The first two layers of the system can therefore be replaced by a single layer that actually computes the function . This shows that is also a DT-CNN primitive. Function is called a complement variant of . Generally speaking, functions and are said to be each other's complement variant if one, say , can be obtained from the other, , by negating (in the logical sense) one or more of the variables of or negating . It turns out that each complement variant of a DT-CNN primitive is also a primitive. The template for is derived from the template for by changing the sign of one or more of the template coefficients. Table III gives the templates for all complement variants of a primitive that is computed by a DT-CNN . For example, the first row states that the function defined by is a DT-CNN primitive, which is computed by . Notice that the complement rules given in Table III elucidate the relation between some of the DT-CNN primitives given in Table II . For example, the function is a complement variant of the function , since . Therefore, the only difference between the templates for and is the the sign of the bias.
We have also discovered a large number of DT-CNN primitives that are not complement variants of the primitives given in Table II . These primitives and the corresponding Table IV . The derivation of the template for a certain DT-CNN primitive starts by giving the general form of the template [25] . Usually this form contains no more than four free variables. Then a derivation similar to Appendix B is given, which results in a number of inequalities defined in terms of the free variables. Finally, the solution of these inequalities is substituted into the general form of the template. The interpretation of Table IV (initialization of input/output, etc.) is identical to the interpretation of Table II . Some of the primitives are followed by a little box indicating that the corresponding DT-CNN implementation is only valid in case . This turns out to be no practical restriction; if then , and . In the definition of some templates, the sets and are introduced for notational convenience and, respectively, denote the sets and .
TABLE IV DT-CNN TEMPLATES FOR SOME NONELEMENTAL EXPRESSIONS
A number of interesting relations between the primitives of Table IV is observed. The templates for the first half of each group of functions (groups are separated by horizontal lines) can be derived from the second half by applying the complement rules. For example, the template for the function is derived from the template for the function as follows. First, the DT-CNN implementation for the function is derived from the DT-CNN that computes by reflecting the control template. According to Table IV, the control template for contains a 1 at each coordinate . Using the relation , the control template for therefore contains a 1 at each coordinate for which . The duality relation implies that . According to Table III, the template for is derived from the template for by changing the sign of the bias.
The DT-CNN primitives in the first group are special cases of the primitives in the fourth group (choose ). The templates for these special cases can therefore be derived from the templates in the fourth group by substituting into the template definitions. For example, the function is a special case of . The feedback template for contains a 1 at each position . If only contains the origin, the center of the feedback template is 1 and the rest is zero. This corresponds to the feedback template of . The control template for and are identical. Finally, for the bias # # reduces to # . Notice that each of the primitives in Table  II is also a special case of one of the primitives in the fourth group of Table IV. For example,  and  are identical if and . The relation between the templates for and is explained by the input/output-reverse rule and the fact that the union operator is a commutative. The input/output-reverse rule states that swapping the feedback and control template of a DT-CNN reverses the roles of the conceptual inputs and , i.e., if the function is computed by a DT-CNN , then the function is computed by . Notice that the complement rules and the input/outputreverse rule can be used to partition the set of all possible morphological functions into a number of equivalence classes that have similar templates. This is analogous to the partitioning of switching functions into n-p-n equivalence classes as used for the synthesis of optimal networks [26] .
VI. EXAMPLE OF MORPHOLOGICAL DT-CNN DESIGN
In Fig. 2 , the complete morphological design flow is visualized. First, the designer has to come up with a morphological specification of how to solve the image processing problem. Although this is by itself a major endeavor, our methodology alleviates the design by allowing us to ignore the implications for realization in a specific technology. In line with the current practice in microelectronics design, we separate the specification phase from the later realization by introducing a phase of technology mapping. So next we reduce the free-format design specification and bring it in the normal form, similar to the sum-of-products form used in Boolean algebra. From this notation with only elementary morphological operators, a more efficient solution can be found by algebraic division on basis of DT-CNN primitives. The complete set of such primitives may be established by an exhaustive search based on an n-p-n-like assumption [26] (see the discussion in Section V) and made available through a library. The decomposition procedure is based on an objective function that reflects the specific technology information [27] . More detailed information on the automation of this technology mapping is to be published in a separate paper; here we only show its potential by a simple example to illustrate the main issue of this paper-that the correspondence of morphological expressions to DT-CNN structures can be established and therefore exploited. Finally, having achieved an efficient technology-oriented specification, the mapping onto the target DT-CNN structure is actually performed by replacing each DT-CNN primitive by its defining network layer.
In the following example, we will design a DT-CNN system that extracts the inner and outer edge of an object. Previously, we have presented the extraction of inner edges. Morphologically, this operation is described by the function , where is the input image and the structuring element that determines the type of edges that are to be extracted (horizontal, vertical, etc.). Similarly, the outer edge of an object is computed by the function . First, image is dilated, creating an edge around the object. Then, only this edge is selected by taking an intersection with the original image. The function that extracts both the inner and the outer edge is defined as the union of and . The formal specification of the problem at hand is therefore given by . In Appendix C it is shown how algebraic manipulation can be used to simplify this function definition. It turns out that for , the expression can be rewritten as . A possible decomposition into DT-CNN primitives is , where and . Finally, each of the subtasks is translated to a single DT-CNN layer. If we use a cross structuring element [see Fig. 1(f) ], the first layer, which computes , is defined by (16) The network input is ignored, but the output is initialized with the image to be processed. Fig. 3(a) shows a screen shot of the output status of the first layer after initializing it with an image of the character "A." The output after one iteration is shown in Fig. 3(b) . The second layer computes and is defined by (17) The original image is applied to the input, and the output is initialized with the output of the first layer. Finally, the result of evaluating the second layer is shown in Fig. 3(c) .
Without using the primitives discussed in Section V, and without the algebraic optimization, the system would have required seven DT-CNN layers-one for each elemental operator in the initial expression. After algebraic optimization, we see that only four layers are required. Finally, algebraic division yields an additional reduction of two layers. A lot of intuition would have been required if we had used the traditional design methods to solve the problem at hand. Furthermore, chances are very small that a two-layer implementation would have been found, since the current division into subtasks is nontrivial. Traditionally, a three layer structure would probably have been found-one layer for the inner edge, one layer for the outer edge, and one layer for taking the union of both results.
VII. DISCUSSION
In this paper we have introduced a new design methodology for DT-CNN's. The method is based on mathematical morphology-a well-known image processing paradigm that offers a clear and formal way of describing image processing tasks. The main advantages of using mathematical morphology is that it offers a precise way of specifying operations and an algebraic framework to reduce them. Besides formaliza- tion and optimization, the proposed design method has more advantages compared to traditional approaches. 1) Algorithms for training or designing DT-CNN's are not directly suitable for multilayer networks. The neural expert first has to divide the image processing task into a number of simple subtasks that can be performed by a single layer DT-CNN. Previously, it has been extremely difficult to judge whether or not an operation is simple enough to be performed by a single layer DT-CNN. With the proposed methodology, the division of functionality over multiple layers is part of the design process. First, an expression that solves the complete task is given. Then the division into subtasks (or subexpressions) is done by identifying DT-CNN primitives. 2) Contrary to traditional design methods where a system of linear inequalities is solved for each specific problem, the proposed method does not require us to do this over and over again. For each DT-CNN primitive, we have solved the corresponding system of inequalities once, resulting in its corresponding template. The templates are defined generically, which means that the coefficients are defined in terms of the structuring element(s). The template coefficients for a specific subproblem are simply found by substituting the specific structuring element(s) into the generic template definition. Afterward, no correctness proof is needed; the system is correct by construction.
3) The morphological design methodology also improves the reusability. In contrast to DT-CNN templates, morphological solutions for similar problems are very similar. Furthermore, most of the solutions for subtasks that occur in complex image processing systems have already been published elsewhere in the literature on morphology. 4) An advantage that is not really within the scope of this paper, but which is very interesting, is that solutions can be easily mapped to different hardware implementations.
In this paper we have described the mapping onto the DT-CNN, but we have noticed that similar mappings can be constructed for architectures like CNN and CNN-UM. An initial step toward a similar mapping is made in [6] and [7] , by showing that certain specific morphological operations can be realized by the CNN-UM. This makes mathematical morphology a universal design tool for all kinds of cellular neural network architectures. We have successfully applied the proposed mathematical morphology in several industrial projects. Among them is the Car License Plate Recognition system [24] . The purpose of this system is to read the license plates of passing vehicles. Here morphology is used in several preprocessing steps. It is used in the segmentation phase for extracting the license plate; in the isolation phase for isolating the characters; and in the recognition phase for preprocessing the characters before presenting it to an MLP.
APPENDIX A
To see how a DT-CNN works, consider the following simple problem. Suppose we want to remove all 4-isolated pixels (black pixels whose upper, lower, left, and right neighbors are white) in an image. This operation is characterized by the following properties:
1) a white pixel will always remain white; and 2) a black pixel that has four white 4-neighbors will become white; in all other cases, the black pixel will remain black. Assuming that the input is initialized with the image to be processed, this operation is performed by the following DT-CNN: (18) Note that there is no need to specify the initial output since all feedback coefficients are zero. If we substitute (18) into the state equation, we get (19) Now it is easy to see that both properties of the 4-isolated point remover are satisfied. According to the first property, an input should imply an output . Assume . Since the input of all 4-neighbors can either be or will not get larger than . According to (2) 
APPENDIX B
The proof of (15) is divided into two parts-one part for each conjunct. The first conjunct is proved as follows.
Assumptions:
is defined as in Table II for
Proof:
Definition of (4), Calculus
Definition of image translation (3), Calculus
Substitution
Definition of , Assumption , Definition of (7) Definition of (14) , Calculus
According to the definition , there are exactly # positions for which . For one of them the corresponding output is 1. For all other # positions the corresponding output is unknown, but greater or equal than .
# # Definition of cell state (1), Definition of and # # Definition of cell output (2) The proof of the second conjunct is similar to the first one and will be presented with less detail.
is defined as in Table II for 
Proof:
Macro definition
Distributive law
Distributive law
Macro substitution
