Most genome rearrangements (e.g., reversals and translocations) can be represented as 2-breaks that break a genome at 2 points and glue the resulting fragments in a new order. Multi-break rearrangements break a genome into multiple fragments and further glue them together in a new order. While multi-break rearrangements were studied in depth for k = 2 breaks, the k-break distance problem for arbitrary k remains unsolved. We prove a duality theorem for multi-break distance problem and give a polynomial algorithm for computing this distance.
Introduction
Rearrangements are genomic "earthquakes" that change the chromosomal architectures. The fundamental question in molecular evolution is whether there exist "chromosomal faults" (rearrangement hot-spots) where rearrangements are happening over and over again. The Random Breakage Model (RBM), proposed by Susumu Ohno in 1970, postulates that rearrangements happen at "random" genomic positions, and thus there are no rearrangement hot-spots in mammalian genomes. RBM was embraced by biologists (due to its prophetic prediction power) and has become the de facto theory of chromosome evolution [1, 2] . However, Pevzner and Tesler, 2003 [3] recently refuted RBM and suggested an alternative Fragile Breakage Model of chromosome evolution. Murphy et al., 2005 [4] and a variety of other studies further argued for the existence of fragile regions in mammalian genomes [5] [6] [7] [8] [9] [10] . 1 The standard rearrangement operations (reversals/translocations/fusions/fissions) can be modelled by making 2-breaks in a genome and gluing the resulting fragments in a new order. Most biologists believe that k-break rearrangements are unlikely for k > 3 and relatively rare for k = 3 (at least in mammalian evolution). Indeed, biophysical limitations and selective constraints are already severe for k = 2, let alone for k > 2. However, 3-break rearrangements (e.g., transpositions) undoubtedly happen in evolution, although it is still unclear how frequent they are in mammalian evolution. Therefore, it would be useful to generalize the Pevzner-Tesler arguments against RBM for the case of k-breaks (and 3-breaks in particular). Also, in radiation biology, chromosome aberrations for k > 2 Fig. 1 . The breakpoint graph G(P, Q) of unichromosomal genomes P = +a + b − c and Q = +a + b + c represented as a black-obverse cycle and a gray-obverse cycle correspondingly.
(indicative of chromosome damage rather than evolutionary viable variations) may be more common, e.g., complex rearrangements in irradiated human lymphocytes [13] [14] [15] [16] . Thus, both the analysis of rearrangement hot-spots and radiation/cancer biology call for studies of k-break rearrangements for k > 2.
In this paper we initiate studies of k-break rearrangements. We prove a duality theorem for the k-break distance between genomes with n genes that shows how to compute it. In particular, we present a dynamic programming algorithm with the running time O(n k/2 −2 ) + O(n) that is practical for small values of k. We also show how one can compute the k-break distance in linear time in n for an arbitrary k that requires preliminary computations that are exponential in k but independent of n. The applications of these results for studying rearrangements between human and mouse genomes and for analyzing "FBM vs. RBM" alternative is described in [17] .
Multi-break distance problem
We will find it convenient to represent a circular 2 chromosome with genes x 1 , . . . , x n as a cycle (Fig. 1 ) composed of n directed labelled edges (corresponding to genes) and n undirected unlabelled edges (connecting adjacent genes). The directions of the edges correspond to signs (strand) of the genes. We label the tail and head of a directed edge x i as x t i and x h i respectively. Vertex x t i is called the obverse of vertex x h i , and vice versa. Vertices in a chromosome connected by an undirected edge are called adjacent. We represent a genome as a collection of disjoint cycles (chromosomes) with edges of two alternating colors: one color (black) reserved for undirected edges and the other (obverse 3 ) color reserved for directed edges. We do not explicitly show the directions of edges since they are defined by superscripts "t" and "h" (Fig. 1) .
Let P be a genome represented as a collection of alternating black-obverse cycles (a cycle is alternating if colors of its edges alternate). For any two black edges (u, v) and (x, y) in the genome (graph) P we define a 2-break rearrangement as replacement of these edges with either a pair of edges (u, x), (v, y), or a pair of edges (u, y), (v, x) (Fig. 2) . 2-breaks correspond to standard rearrangement operations of reversals (Fig. 2a) , fissions (Fig. 2b) , or fusions/translocations 4 (Fig. 2c) . 2-break rearrangements can be generalized as follows. Given k black edges forming a matching on 2k vertices, define a k-break as replacement of these edges with a set of k black edges forming another matching in on the same set of 2k vertices. Note that a 2-break is a particular case of a 3-break (as well as of a k-break for k > 3), in which case only two edges are replaced and the third one remains the same.
Let P and Q be two genomes on the same set of genes G. The breakpoint graph G(P, Q) is defined on the set of vertices V = {x t , x h | x ∈ G} with edges of three colors: obverse, black, and gray ( Fig. 1) . Edges of each color form a matching on V : obverse matching (pairs of obverse vertices), black matching (adjacent vertices in P), and gray matching (adjacent vertices in Q). Every pair of matchings forms a collection of alternating cycles in G(P, Q), called black-gray, black-obverse, and gray-obverse cycles respectively. The chromosomes of the genome P (resp. Q) can be read along black-obverse (resp. gray-obverse) cycles. The black-gray cycles in the breakpoint graph play an important role in analyzing rearrangements [18] (see Chapter 10 of [19] for background information on genome rearrangements).
Every k-break in the genome P corresponds to a transformation of the breakpoint graph G(P, Q). Since the breakpoint graph of two identical genomes is a collection of trivial black-gray cycles of length 2 (the identity Fig. 2 . A 2-break on edges (u, v) and (x, y) corresponding to: (a) Reversal: the edges belong to the same black-obverse cycle that is rearranged after 2-break; (b) Fission: the edges belong to the same black-obverse cycle that is split by 2-break; (c) Translocation/fusion: the edges belong to different black-obverse cycles that are joined by 2-break. 
breakpoint graph), the problem of transforming the genome P into the genome Q by k-breaks can be formulated as the problem of transforming the breakpoint graph G(P, Q) into the identity breakpoint graph. This is equivalent to the following problem: k-break distance problem. Given two perfect matchings (black and gray) in a graph, find a shortest series of kbreaks that transforms one matching into the other.
In difference from the Genomic Distance Problem [20] [21] [22] (for linear multichromosomal genomes), the 2-break distance problem for circular multichromosomal genomes is trivial (compare to [23] ). For the sake of completeness, we reproduce a simple theorem for computing 2-break distance from [24] : Theorem 1. The 2-break distance between a black matching P and a gray matching Q is |P| − c(P, Q) where c(P, Q) is the number of black-gray cycles in G(P, Q).
Proof. It is easy to see that every non-trivial black-gray cycle can be split into two by a 2-break. Since no 2-break can increase the number of black-gray cycles by more than 1, the 2-break distance between P and Q is |P|−c(P, Q).
While 2-breaks correspond to standard rearrangements, 3-breaks add transposition-like operations (transpositions and inverted transpositions) as well as 3-way fissions to the set of rearrangements (Fig. 3) . In difference from standard rearrangements (modelled as 2-breaks), transpositions introduce 3 breaks in the genome, making them notoriously difficult to analyze. Computing the minimum number of transpositions transforming one genome into another is called sorting by transpositions. After Bafna and Pevzner, 1995 [25] gave a first 1.5-approximation algorithm for sorting by transpositions, a number of faster algorithms with the same approximation ratio were proposed [26] [27] [28] culminating in a recent 1.375-approximation algorithm by Elias and Hartman [29] . A number of researchers considered transpositions in conjunction with other rearrangement operations [30] [31] [32] [33] [34] [35] [36] . The complexity of sorting by transpositions remains unknown.
Let c odd (P, Q) be the number of black-gray cycles in the breakpoint graph G(P, Q) with an odd number of black edges (odd cycles). The 3-break distance theorem has a simple proof that is very similar to the arguments in [25] :
Theorem 2. The 3-break distance between a black matching P and a gray matching Q is
Proof. A trivial black-gray cycle is a cycle with a single black edge. If Q = P, the breakpoint graph G(P, Q) is a set of |P| trivial cycles that are odd cycles (each with a single black edge). It is easy to see that as soon as there is a non-trivial black-gray odd cycle, it can be split into 3 odd cycles by a 3-break, thus increasing the number of odd cycles by 2. On the other hand, if there exists a black-gray even cycle, it can be split into two odd cycles, thus again increasing the number of odd cycles by 2. Since no 3-break can increase the number of black-gray cycles by more than 2, the 3-break distance is
Alekseyev and Pevzner [24] further illustrate the theoretical advantages of considering the 3-break distance (as compared to the transposition distance) by showing that some very difficult problems can be solved if one moves from transpositions to 3-breaks.
Below we prove the duality theorem for the k-break distance for an arbitrary k. A black-gray cycle is called an i k -cycle if it has i modulo k − 1 black edges. A subset of cycles in a breakpoint graph G(P, Q) is called breakable if the total number of black edges in these cycles equals 1 modulo k − 1. Let s k (P, Q) be the maximum number of disjoint breakable subsets in G(P, Q). For example, for k = 3, every odd cycle forms a breakable subset and s 3 (P, Q) = c odd (P, Q). Let c i k (P, Q) be the number of black-gray i k -cycles in G(P, Q). For k = 4, every 1 4 -cycle forms a breakable subset and every pair of 2 4 -cycles forms a breakable subset, implying that
. We introduce a few definitions. A k-break β and a cycle c are called compatible if β either does not use edges of c or uses all its black edges. Otherwise β and c are called incompatible. Given a k-break β, we define def(β) as the number of cycles in G(P, Q) that are incompatible with β. Obviously, a k-break β may increase the number of trivial cycles by at most k − def(β). A k-break β is called optimal if it is compatible with all cycles in G(P, Q) and if it increases the number of trivial cycles by k. A k-break β with def(β) = 1 is called semi-optimal if it increases the number of trivial cycles by k − 1. Proof. We first prove that any set S of non-trivial black-gray cycles with m black edges can be transformed into m trivial cycles with a series of m k−1 k-breaks. It is easy to see that if m > k then either an optimal or a semioptimal k-break exists. Indeed, let c 1 , . . . , c t be a set of non-trivial cycles in S containing at least k black edges while c 1 , . . . , c t−1 contains less than k black edges. If c 1 , . . . , c t contain exactly k black edges then there exists an optimal k-break using all black edges of these cycles. If c 1 , . . . , c t contain more than k black edges then there exists a semioptimal k-break using all black edges of c 1 , . . . , c t−1 and some black edges of c t . In either case, the number of trivial cycles is increasing by at least k − 1 with every k-break. To complete the proof (for non-breakable sets) it is sufficient to notice that every set of cycles with k or less black edges can be transformed into trivial cycles by a single k-break.
We showed above how to transform a set S into m trivial cycles with a series of optimal and semi-optimal k-breaks (with a possible exception of the last k-break). If one of these k-breaks is optimal, the bound (since each optimal k-break creates k trivial cycles as compared to k − 1 trivial cycles for semi-optimal k-breaks). It is easy to see that for a breakable set S there exists at least one optimal k-break in the series.
Theorem 4. The k-break distance between a black matching P and a gray matching Q is
Proof. We first prove that there exists a series of
k-breaks transforming G(P, Q) into a set of trivial cycles. Let S be a collection of s k (P, Q) disjoint breakable subsets of black-gray cycles in G(P, Q) and M be the total number of black edges in S. Lemma 3 implies that every breakable set with m black edges can be decomposed into trivial cycles with m−1 k−1 k-breaks. Therefore, all s k (P, Q) breakable sets from S can be decomposed into M trivial cycles with
k-breaks. Lemma 3 also implies that all remaining cycles (i.e., cycles that do not belong to elements of S) with |P| − M black edges in total can be broken into trivial cycles by
k-breaks. Therefore, all cycles can be transformed into trivial cycles by
We now prove that a k-break on G(P, Q) can reduce the value of
by at most 1, or equivalently, that every k-break can increase s k (P, Q) by at most k − 1. Every k-break can create at most k "new" cycles, implying that s k (P, Q) can increase by at most k. Assume that a k-break β increases s k (P, Q) by k. Let S be a maximum set of disjoint breakable subsets of black-gray cycles after performing the k-break β (i.e., |S| = s k (P, Q) + k). The kbreak β may be viewed as a replacement of some "old" cycles c 1 , . . . , c t in G(P, Q) with k "new" cycles c 1 , . . . , c k . Therefore, the total number of black edges in these cycles is the same:
where b(·) denotes the total number of black edges in a subgraph g.
Note that if for each "new" cycle c i (i = 1, . . . , k) we remove from S a breakable subset contains c i , then the remaining breakable subsets will contain only cycles from G(P, Q), implying that the number of remaining subsets cannot exceed s k (P, Q). Therefore, each "new" cycle c i (i = 1, . . . , k) must belong to a distinct breakable subset B i ∈ S with e i + b(c i ) black edges in total, where e i = b(B i \ {c i }). Since e i + b(c i ) equals 1 modulo k − 1,
e i +b(c i ) equals 1 modulo k −1 as well. Therefore, the cycles c 1 , . . . , c t together with the cycles from all B i \ {c i } form a breakable subset B . Then the set (S \ {B 1 , . . . , B k }) ∪ {B } consists of s k (P, Q) + 1 disjoint breakable subsets of black-gray cycles in G(P, Q), a contradiction to the definition of s k (P, Q). It proves that every k-break can increase s k (P, Q) by at most k − 1.
Theorem 4 and the formula for s 4 (P, Q) imply a formula for the 4-break distance.
Corollary 5. The 4-break distance between a black matching P and a gray matching Q is
Similarly, one can derive a formula for the 5-break distance, which we state below without a proof. For k > 5, a formula for the k-break distance becomes more complicated, e.g.,
where
max{0, c 4 6 (P, Q) − c 2 6 (P, Q)} 4 + δ and δ is either 0 or 1, and δ = 1 iff (i) c 3 6 (P, Q) is odd, (ii) c 4 6 (P, Q) > c 2 6 (P, Q), and (iii) c 4 6 (P, Q) − c 2 6 (P, Q) equals 2 or 3 modulo 4.
From the algorithmic perspective, while the k-break distance between genomes with n genes can be computed in O(n) time for small k (e.g., for k ≤ 10), it is unclear whether one can compute d k (P, Q) in linear time for arbitrary k. In the next Section we address this problem by establishing the relationship between the k-break distance and the Gröbner basis of an appropriately constructed polynomial ideal.
Algorithms for computing multi-break distance
In this section we present two approaches to computing the k-break distance between genomes with n genes. We start with a dynamic programming algorithm with the running time O(n k/2 −2 ) + O(n) that is practical for small values of k. We further show how one can derive closed-form formulas for the k-break distance via computing the set of so-called extremal breakable vectors. While these formulas lead to linear-time algorithms for a wider range of k, it is not clear how to generalize this approach for an arbitrary k. Finally, we show how to compute the k-break distance in linear time in n for an arbitrary k (with preliminary computations that are exponential in k but independent of n). While the latter algorithm is linear in theory, the high cost of the preliminary computations makes it less practical than the former algorithms.
Dynamic programming algorithms
First we reformulate the k-break distance as a multi-dimensional packing problem. Since a breakable subset remains breakable after removing all 0 k -cycles, without loss of generality we assume that breakable subsets do not contain 0 k -cycles. Then every breakable subset B is characterized by a breakable vector v = (v 1 , . . . , v k−2 ) where v i is the number of i k -cycles in B .
For genomes P and Q, let c = (c 1 , . . . , c k−2 ) where c i = c i k (P, Q). Finding s k (P, Q) amounts to finding the maximum number of breakable vectors v 1 , . . . , v t such that v 1 + · · · + v t ≤ c (component-wise). Note that we can limit our search only to the set V of all proper breakable vectors v with v j < k − 1 for all j = 1, . . . , k − 2. Since the first coordinate of a proper breakable vector v = (v 1 , . . . , v k−2 ) is uniquely defined by the others as
For a vector u with k − 2 components, define s(u) as the maximum number of elements of V (each element may appear several times) with the sum not exceeding u. Then s k (P, Q) = s(c). We will use this formula and Theorem 4 to come up with an algorithm for computing the k-break distance for an arbitrary k.
Theorem 7. For genomes P and Q with n genes, d k (P, Q) can be computed in O(n k−2 ) + O(n) time.
Proof. It is easy to see that s(u) = max v∈V,v≤u s(u − v) + 1. This formula leads to a dynamic programming algorithm for computing s k (P, Q) = s(c) via computing s(u) for all u ≤ c. We need to fill up a dynamic programming table of size
. Note that the time-complexity of computing each s(u) depends on k but not on n. Therefore, the total time to compute s k (P, Q) (and d k (P, Q)) is O(n k−2 ) + O(n), where the term O(n) accounts for time needed to construct the breakpoint graph G(P, Q) and to compute the vector c.
The following theorem describes a faster version of the dynamic programming approach.
Theorem 8. For genomes P and Q with n genes, d k (P, Q) can be computed in O(n k/2 −2 ) + O(n) time.
Proof. Let S be a maximum set of disjoint breakable subsets of black-gray cycles in G(P, Q). An i k -cycle and a (k − i) k -cycle (i = 2, . . . , k − 2) are called paired in S if they form an element of S. We will show how to transform the set S into a maximum set S of disjoint breakable subsets of black-gray cycles in G(P, Q) such that for every i = 2, . . . , k − 2, either all i k -cycles are paired or all (k − i) k -cycles are paired in S .
Suppose that for some i there is a non-paired i k -cycle p (belonging to a breakable subset B 1 ) and a non-paired (k −i) k -cycle q (belonging to a breakable subset B 2 ) in S. If B 1 = B 2 then we replace this subset in S with a breakable subset { p, q}. If B 1 = B 2 then we replace B 1 and B 2 in S with breakable subsets { p, q} and (B 1 ∪ B 2 ) \ { p, q}. Note that this operation transforms S into a maximum set of disjoint breakable subsets and increases the number of paired cycles. Therefore, after a number of steps we will arrive at a maximum set S of disjoint breakable subsets with the required property.
It is easy to see that the number of breakable subsets in S formed by an i k -cycle and a (k − i) kcycle equals p i = min{c i k (P, Q), c
Note that at least (k − 3)/2 coordinates of the vector c are zero while the (k/2)th coordinate (for even k) is at most 1. Therefore, the dynamic programming table for computing s(c ) in Theorem 7 is of size O(n k/2 −2 ), reducing the overall complexity of the algorithm to O(n k/2 −2 ) + O(n).
The big-O notation in both dynamic programming algorithms hides a large constant (directly related to the size of the set V ) that is exponential in k. Below we describe how one can significantly reduce this constant.
A vector v dominates a vector u if u ≤ v. The vectors that dominate other vectors can be safely removed from the set V to compute the k-break distance more efficiently. This results in a set of extremal breakable vectors V . In the next section we show how the set of extremal breakable vectors can be efficiently computed using Hilbert bases, and explore their relation to an explicit formula for s k (P, Q). While we are unaware of any theoretical bounds on the number of extremal breakable vectors |V |, the numerical results suggest that it is small as compared to the number of proper breakable vectors |V |. Replacing the set of proper breakable vectors V with the set of extremal breakable vectors V in the dynamic programming algorithms reduces the time-complexity in roughly |V |/|V | times.
Below we show how to compute the set of extremal breakable vectors via computing a certain Hilbert basis. We further use the set of extremal breakable vectors to interpret the problem of computing the k-break distance in terms of algebraic varieties. Then we employ Gröbner bases to come up with an algorithm for computing the k-break distance (for a fixed k) between two genomes with n genes in O(n) time.
Extremal breakable vectors and closed-form formulas for multi-break distance
Consider an embedding f : V −→ C of the set V of all proper breakable vectors into a cone:
Let H be a Hilbert basis of the cone C, i.e., the minimal set of vectors such that any point in C can be expressed as an integral non-negative linear combination of vectors in H .
Theorem 9. The set of extremal breakable vectors is f
Proof. Let H = f (V ) ∩ H and V = f −1 (H ). It can be easily verified that H consists of all vectors in H with the first coordinate equal to 1.
Let v ∈ V and S be a set of elements of the Hilbert basis H that appear in the expansion of f (v) with positive coefficients. Since the first coordinate of f (v) is 1, S contains exactly one element h from H , and thus f −1 (h) ≤ v. If v is an extremal vector then f −1 (h) = v, implying that f −1 (H ) contains all extremal vectors of V . On the other hand, if v is not extremal then f (v) = h, implying that the set of all extremal breakable vectors is f −1 (H ).
We have computed the Hilbert basis H of the cone C (for k ≤ 20) using the algorithm from [37] , and applied Theorem 9 to obtain a set of extremal breakable vectors V . The size of H and V is listed in Table 1 .
For small k, the terms in the formula for s k (P, Q) can be mapped to the set of extremal breakable vectors V . For example, for k = 6, the set of extremal breakable vectors is For a given k, computing the reduced Gröbner basis GB may take time exponential in k. But as soon as GB is found, computing the k-break distance between genomes P and Q with n genes takes time linear in n. In particular, it takes linear time in n to construct the breakpoint graph G(P, Q) and the vector c to obtain the polynomial f . Then it takes constant time (depending on k) w.r.t. n to compute a normal form of f w.r.t. GB and to obtain the distance between P and Q. For k up to 9, we have computed the reduced Gröbner basis GB using computer algebra system SINGULAR version 3.0.2 [39] (see Table 1 ).
Conclusions
In this paper we initiated studies of multi-break rearrangements in chromosomal evolution. For k = 2, k-breaks are similar to reversals and translocation while for k = 3, k-breaks are similar to transpositions and inverted transposition. However, in difference from the previously studied "standard" rearrangement operations, the k-breaks are easier to analyze and the corresponding k-break distance is easier to compute. Therefore, the k-breaks may serve as a reasonable substitute for standard rearrangement operations in various bioinformatics problems related to computing the rearrangement distance between genomes. In particular, Alekseyev and Pevzner [24] succeeded in solving the 3-Break Genome Halving problem while there is currently no solution known to the similar problem involving transpositions. The k-breaks also allow one to explicitly count the individual breaks (important to analyzing "RBM vs. FBM" alternative) as was demonstrated in [17] .
