Let L be a linear selfadjoint ordinary differential operator with coefficients which are real and sufficiently regular on ( -oo, oo). Let A* (A~) denote the subspace of the solution space of Ly = 0 such that y e A* (y e A~) iff D"y e¿2[0, oo) (Dky e L\ -oo, 0]) for k = 0, 1,..., m where 2m is the order of L. A sufficient condition is given for the solution space of Ly = 0 to be the direct sum of A* and A~. This condition which concerns the coefficients of L reduces to a necessary and sufficient condition when these coefficients are constant. In the case of periodic coefficients this condition implies the existence of an exponential dichotomy of the solution space of Ly = Q.
Introduction.
The object of study of this paper is the general linear homogeneous selfadjoint differential equation which for convenience we shall write in the where Dky = dky/dtk. Except when otherwise stated we will assume throughout that for each k = 0, 1,..., m, ak(t) is real valued, ak e Ck( -co, oo) and am(t)^0 for all te ( -oo, oo).
The motivation for this paper comes from the case when ak(t) = ck = constant, k = 0, 1,..., m. In this case the solutions of (1) are determined entirely by the zeros of the polynomial m (2) p(X)= 2 (-lfckX2k.
Since only even powers of A appear in p it follows that if p^O is a zero of/» of multiplicity r then -p. is also a zero of/» of multiplicity r and the functions rV, t'e'"1, 7 = 0, 1,..., r-1, form a set of 2r linearly independent solutions of (1). Consequently if p(X) has no zero or purely imaginary roots and S denotes the set of solutions of (1) considered as a complex vector space of dimension 2m, then S has a simple geometrical description. Namely, if E+ denotes the subspace of 5 consisting
[December of solutions of (1) which together with their derivatives tend to zero exponentially as / -> oo and E~ denotes the subspace of S consisting of solutions of (1) which together with their derivatives tend to zero as / -> -co exponentially then dimension E+= dimension E~=m, dimension E+ nE~=0. Therefore Swill split into the direct sum of E+ and E~.
The objective of this paper is to give a partial extension of this simple observation to a class of equations of the form (1) with variable coefficients. For simplicity we will only consider real solutions. Henceforth S will denote the set of real solutions of (1) considered as a real vector space of dimension 2m. Theorem 1. Assume that for each k = 0, l,...,m, ak(t) is bounded below on ( -oo, oo) and define
Let A + and A ~ denote the subspaces of S defined by To the best of our knowledge the only literature connected with Theorem 1 is a remarkable paper by M. Svec [3] which deals with the fourth order equation d*y¡dti+p(t)y=0 where /» is defined and continuous on a half-infinite interval [c, co). §vec showed that if/» is bounded below by a positive constant then there exist two linearly independent solutions of the differential equation which belong to l?[c, co) and tend to zero as t -> oo. As an application of Theorem 2, which is similar to Theorem 1 but concerns the differential equation (1) when the ak are only defined on a half-infinite interval [c, oo), we shall generalize Svec's result.
The proof of Theorem 1 will be deferred until after we have established some auxiliary lemmas. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Proof. This result is almost an immediate consequence of Lemma 2.1. Let cp(t) be a real valued function defined and of class C° on the real line such that cp(t) = l for r^| and <p(t) = 0 for iS: 1. For each positive integer n let 6n be the Cm function defined by Since for each «, /n has compact support, it follows from Lemma 2.1 that
This proves the lemma.
3. Proof of Theorem 1. In addition to the preliminary lemmas the proof of Theorem 1 will depend on a certain identity which we first establish.
For each solution y of (1) we define a function F [y] on (-co, co) by the formula The proof of Theorem 1 will be broken up into several lemmas.
Lemma 3.1. Let the coefficients ak(t) be bounded below on ( -oo, oo) and assume that the numbers ck satisfy the hypothesis of Theorem 1. Let v be a solution of (I) such that for some number T>0, (14) Dkv(T) = 0, 0íH»i-l, and for some fixed integer j with Oújúm-l,
There exists a number M>0 independent of both v and T, such that This contradiction proves that the set {v,}fs¿ is linearly independent and hence dim A+ im.
The proof that, under the hypothesis of Lemma 3.1, dim A~^m follows easily from the inequality dim A+ ~¿,m by means of a convenient artifice. For /c = 0, 1,..., m, define functions äk(t) = ak( -t), t e ( -co, oo). Clearly äk e C"(-oo, oo) and inf äk = inf ak = ck. Therefore, by what we have just shown, there exist m linearly independent solutions ¿50, vu ..., vm-1 of the differential equation Therefore, since DkcoJeL2( -co, 0], Ofík^m, and the set {otjffZo ¡s linearly independent, dim A~ ¡¿m.
The second assertion of Theorem 1 is a consequence of the following:
Lemma 3.3. Suppose in addition to the hypothesis of Lemma 3.1, ak is bounded above as well as below for O^k^m.
Ifu is a solution of( 1 ) such that Dku e L2( -oo, oo) for O^k^m, then u(t) = 0 for all t e ( -oo, oo).
Proof. Referring to the proof of Lemma 2.3 we see that there exists a sequence of function {h"}™= i such that has m linearly independent solutions which together with their first m derivatives belong to L2[0, oo). For t^b + 2 these solutions are also solutions of (1). Continuing these solutions back from ¿» + 2 to b we obtain m linearly independent solutions of (1) which are in A. This proves the first assertion of Theorem 2. Suppose that each ak is bounded above as well as below on [b, oo) and contrary to the second assertion of Theorem 2, dim A^m+l.
This clearly implies that (1") has m +1 linearly independent solutions which together with their first m derivatives belong to L2[0, oo). But if each ak is bounded above on [b, oo) each a£ is bounded above on ( -oo, oo) so we have a contradiction to Theorem 1. This contradiction proves Theorem 2.
We conclude with some simple but noteworthy examples: 1. Assume that both the first and second hypothesis of Theorem 1 and in addition that each ak is periodic with the same period T>0. It is known (see for example [1, Chapter 3] ) that every solution of (1) From the above discussion it also follows that if yeE+ (yeE~) and y is not identically zero then y is unbounded on ( -oo, 0] (on [0, oo)). Thus since (33) and (34) imply that every solution y of (1) can be represented uniquely in the form y=yx+y2, yxe E + , y2e E~ it follows that there exists no nontrivial solution of (1) bounded on ( -co, co). In particular, (1) has no periodic solution other than the trivial one.
2. Consider the fourth order selfadjoint differential equation 
