Three experiments investigated scene recognition across viewpoint changes, involving same/different judgements on scenes consisting of three objects on a desktop. On same trials, the comparison scene appeared either from the same viewpoint as the standard scene or from a different viewpoint with the desktop rotated about one or more axes. Different trials were created either by interchanging the locations of two or three of the objects (location change condition), or by rotating either one or all three of the objects around their vertical axes (orientation change condition). Response times and errors increased as a function of the angular distance between the standard and comparison views, but this effect was bigger for rotations around the vertical axis than for those about the line of sight or horizontal axis. Furthermore, the time to detect location changes was less than that to detect orientation changes, and this difference increased with increasing angular disparity between the standard and comparison scenes. Rotation times estimated in a double-axis rotation were no longer than other rotations in depth, indicating that alignment was not necessarily simpler around a "natural" axis of rotation. These results are consistent with the hypothesis that scenes, like many objects, may be represented in a viewpoint dependent manner and recognized by aligning standard and comparison views, but that the alignment of scenes is not a holistic process.
of the angular distance from the nearest familiar view (e.g., Edelman & Bülthoff, 1992; Johnson, 1991; Jolicoeur, 1985; Tarr, 1995; Tarr & Pinker, 1989 , 1990 . These orientation effects are often interpreted as the signature of mental rotation-like transformations used to align novel views of the image with a viewpoint-dependent representation of the familiar image. Whether the mental representations of objects underlying this ability are viewpoint dependent, however, is a source of continuing debate in the literature (Biederman, 1987; Biederman & Gerhardstein, 1993 , 1995 Johnson, 1993; Tarr, 1995; Tarr & Bülthoff, 1995 , 1998 .
Despite the fact that objects are rarely recognized in isolation, there have been surprisingly few attempts to determine whether scenes (i.e., multi-object arrays with a background) are also represented in a viewpoint-dependent manner. Diamond and Carey (1986, Experiment 1) showed that recognition of landscapes was compromised by inversion, although to a lesser extent than recognition of faces. This suggests that the orientation of scenes in the picture plane is specified relative to a reference frame centred on the observer's viewpoint. More recently, Diwadkar and McNamara (1997) obtained evidence that orientation of scenes around the vertical axis is also specified relative to a frame of reference centred on the observer. In their first experiment, participants were trained to recognize a scene, composed of six objects placed in random locations on a planar surface, from a single perspective. On each trial of the recognition task, participants were asked to decide whether a stimulus was the familiarized scene or an unfamiliar scene. The familiar scene could appear either in the studied viewpoint, or in one of 23 other viewpoints created by rotating the scene around the vertical axis in 15-degree increments. The five unfamiliar scenes were constructed by placing the same six objects in different relative locations.
Results from Experiment 1 of Diwadkar and McNamara (1997) indicated that response times increased linearly as a function of the angular distance between the test and trained view. In a second experiment, participants performed multiple blocks of recognition trials that required them to recognize a single scene, but this time from three different viewpoints. Then, in a surprise block, 24 different views of the trained scene were introduced. Response times increased as a function of the distance between the test view and the nearest trained view. Furthermore, this alignment process appeared to be analogue: The amount of time required to perform the alignment increased as a function of the angular disparity between the novel view and the nearest familiar view. In short, Diwadkar and McNamara's results are consistent with the position that scenes are initially represented in a viewpoint-dependent fashion, and that recognition across changes in viewpoint is accomplished by aligning the image with the closest representation in memory. 1 The paucity of work on scene recognition leaves several important questions unanswered. Diwadkar and McNamara (1997) only examined rotations of a scene around the vertical axis. Thus, the question remains as to whether rotations of a scene around different axes have equivalent effects on response time. Although the available results suggest that viewpoint relative to both the line-of-sight axis (i.e., the axis of picture plane rotation) and the vertical axis is specified relative to an extrinsic reference frame centred on the observer's viewpoint, it is still possible that the viewpoint with respect to a left-right axis (i.e., a horizontal axis perpendicular to the line-of-sight axis) may be specified relative to a reference frame intrinsic to the scene (e.g., Plaut & Farah, 1990) . It is also possible that different mechanisms may be used to recognize different types of scene across changes in viewpoint, depending, for example, on the availability of viewpoint-independent features, or familiarity. These issues are best addressed by evaluating the effects of all three types of rotational transformation using a single task employing the same scenes.
For instance, if scenes are represented as collections of visible features or parts, then recognizing a scene that has been rotated around the horizontal or vertical axis may become more difficult, due to effects of self-occlusion, whereas rotations around the line-of-sight axis do not induce any changes in visible surfaces, and therefore may not affect recognition. Conversely, horizontal and picture-plane rotations change either the viewer's or the objects' orientations with respect to the gravitationally defined upright: a manipulation known to have considerable effects on recognition of individual objects (e.g., Rock, 1973; Rock, DiVita, & Barbetito, 1981) . In contrast, rotations around the vertical axis leave position relative to the gravitationally defined upright unchanged. Further, rotations around a vertical axis disrupt the left-right relations among objects, whereas rotations around the horizontal axis and around the picture plane axis of less than 90 degrees leave left-right relations among objects unchanged. Observers also have different levels of expertise in recognizing scenes rotated around these different axes, and such experience may affect performance. For instance, walking around our desks or moving between seated and standing postures induce changes comparable to those created by rotating scenes around their vertical or horizontal axes, respectively. Rarely, however, do we tilt our heads 40 degrees or more when looking at desks-changes in viewpoint common in experimental picture-plane rotations.
A second issue is whether viewpoint-dependent recognition in scene recognition reflects the use of a two-stage process in which a holistic representation of one scene is first aligned with the familiar view of the scene before the two are compared. In the original mental rotation study (Shepard & Metzler, 1971) , the alignment of an object is assumed to be an analogue rotation of a holistic 3D mental representation of the object. In later study, however, the alignment was thought to be applied to parts of an object when the object is complex (e.g., Bethell-Fox & Shepard, 1988; Folk & Luce, 1987) . However, complexity in the single-object studies was defined by things like the number of sides of a checkerboard pattern or the number of angular parts of a polygon. Neither of these measures would obviously generalize to measures of complexity in scene recognition, as the complexity of a scene appears to stem as much from its hierarchical organization as from something like the number of lines or vertices in it. Thus, a major challenge in scene recognition is understanding how attributes within the hierarchical structure of a scene, such as relative position of objects, are processed.
In this study, the location of an object relative to the other objects and the orientation of an object relative to the viewpoint of the scene were the aspects of scene structure of interest. That is, we were interested in how these attributes are processed over viewpoint changes. In the location-change condition, the same objects were present, but in different locations relative to the frame of the scene. In the orientation-change condition, an object would be rotated around its vertical axis relative to the scene frame and to the relative positions of the three objects. In both conditions, the participants were supposed to report the scene as "different". If the alignment process precedes the detection of these scene attributes, location-change or orientation-change, the response time should increase at the same rate for both conditions. On the other hand, if the alignment and detection processes are not two independent stages, but are part of the same process, the rate of alignment may differ between the two conditions. In particular, if orientation changes require a finer analysis of a scene, the rate of alignment may be slower for those trials.
Rotating scenes for recognition
To address these issues, we had participants judge the identity of two consecutively presented scenes with three familiar objects on a desktop; one was a standard scene, and the other, on most trials, was a rotated version of it (see Figure 1 ). Our primary interest was to determine how the time needed to recognize a scene was affected by rotations of the comparison scene around its horizontal (X), vertical (Y), or line-of-sight (Z) axis. We reasoned that if scene recognition employs viewpoint-dependent representations plus an alignment, then response times should increase as a function of the angular distance between trained and novel views (i.e., like a mental rotation function). This possibility was directly evaluated in Experiment 1, in which participants were asked to judge whether a comparison scene was the same as, or different from, a familiar standard. Moreover, two types of "different-scene" stimuli, locationchange and orientation-change , were used to test the interaction between the alignment process and other processes (see Figure 2 ).
EXPERIMENT 1 Method

Participants
A total of 17 graduate and undergraduate students of the University of Massachusetts at Amherst, 11 women and 6 men, volunteered to participate in the experiment.
Stimuli and design
The stimuli were computer-generated colour images (1167 pixels by 845 pixels) of office objects on a desk top with natural colouring and shading which were presented on a 21-inch colour monitor. There were four different scenes; each had three office objects on a square desktop: (a) briefcase, mug, and calculator; (b) stapler, keyboard, and monitor; (c) pen, telephone, and tape dispenser; and (d) desk lamp, document box and index card holder. The scenes were rendered from 3D models of the objects and desk top using the Infini-D 2.5 software package. The objects were carefully placed to prevent an occlusion among the objects in any of the views. The standard viewpoint of each scene (0-0-0) was from the front of the desktop, 5 degrees above the horizontal plane of the desktop. There were seven comparison viewpoints: The standard viewpoint and six alternative viewpoints. The six alternative viewpoints were created by rotating the scene around each of three axes of rotation either 35 degrees or 70 degrees. The X-axis was the left-right axis, the Y-axis was the vertical axis, and the Z-axis coincided with the line of sight. The six alternative viewpoints will be notated X35, X70, Y35, Y70, Z35, and Z70 (see Figure 1 for an illustratio n of the seven scene viewpoints). For each of the seven comparison viewpoints, there were five different types of comparison stimulus (see Figure 2 ). For same-scene stimuli, there was no change in either the location or orientation of any of the three objects relative to the desktop. There were four types of different-scene stimulus. In the location-2 condition, the locations of two objects were switched, and in the location-3 condition, the locations of all three objects were switched. In the orientation-1 condition, one object was rotated either +90 or -90 120 NAKATANI, POLLATSEK, JOHNSON Figure 2 . Illustration of the different types of scene changes. These are all in the X35 orientation (see Figure 1) . The images in the five panels are all possible comparison scenes with the scene in Figure 1 as the standard scene. The "same" scene is identical to the X35 scene in Figure 1 . In the location-2 scene, the locations of the cup and briefcase are interchanged, whereas in the location-3 scene, the locations of all three objects are interchanged. In the orientation-1 scene, the briefcase is rotated, whereas in the orientation-3 scene, all three objects are rotated.
degrees around its own vertical axis, and in the orientation-3 condition, all three objects were rotated around their vertical axes either +90 or -90 degrees. (There were no location changes in the orientationchange conditions.) These changes were counterbalanced across viewpoint changes and approximately counterbalanced across particular objects.
Procedure
The task was a same-different judgement on two sequentially presented scenes. The standard-scene, which was always in the standard viewpoint, was presented first on each trial, and participants could view it as long as they needed. When they hit the space bar, a cue appeared for 300 ms. For alternative view trials, the cue was a curved arrow that indicated the axis of rotation, together with either "35" or "70" to indicate the angle of rotation. For no-rotation trials, the cue was a circle with the word "stay". (The cue, together with its background, also served as a mask for the standard scene.) The cue was followed by the comparison scene, which remained until the response was made. The "/" key was used for the same response and the "z" key for the different response. Participants were asked to respond as quickly and accurately as possible.
The experiment consisted of 28 practice trials with feedback on accuracy, followed by 224 experimental trials without feedback. The practice trials used a standard scene that was different from the four standard scenes used in the experimental session. The experimental session was divided into four blocks of 56 trials, each block employing one of the four standard scenes. In each block, half the trials were samescene trials, and half were different-scene trials. For the 28 different-scene trials in each block, each of the four types (i.e., location-2, location-3, orientation-1, and orientation-3) by seven viewpoints, was presented once. To make the number of the same-scene and different-scene trials equal, the same-scene stimulus at each of the seven viewpoints was repeated four times. The order of the standard scenes was counterbalanced over participants, and the order of the 56 trials within a block was randomized separately for each participant. The experiment was controlled by an experiment control system on a Macintosh Quadra 840AV. Participants viewed the scenes from a distance of 80 cm in a dark experimental room.
Results and discussion
As indicated earlier, the questions of major interest were: (1) When participants recognize scenes from various viewpoints, is there a viewpoint-dependent performance pattern similar to that reported in many prior mental rotation studies with single objects? (2) Is there a difference in performance among the three axes of rotation? and (3) Is there a difference between the location-change and orientation-change conditions in terms of their viewpoint dependence?
General modes of analysis
Two different types of analysis were used to assess the viewpoint-dependent effects for each axis and the differences in the effects across axes. The primary analyses were in terms of the slope of the "rotation function" for each axis of rotation, which is equal to the difference between the 70-degree rotation condition for that axis and the no-rotation condition, divided by 70 degrees. (For three equally spaced values, the linear trend test is a contrast between the extreme values.) Secondary analyses were done in some cases which compared the 35-and 70-degree rotation conditions along a given axis. Table 1 shows the mean response times of correct responses (averaged over same-scene and different-scene trials) of each angle of rotation averaged over the four scenes. Clearly, the slopes for all three axes were significantly different from zero, F(1, 16) = 39.7, 42.4, 23.5, for the X-, Y-, and Z-axes, all ps < .001. The difference in rotation effect among the three axes was indicated by a significant main effect of rotation axis on the slopes, F(2, 32) = 6.90, p = .01. Contrasts indicated that the slope was greater for the Y-axis rotation than for the X-axis and Zaxis rotations, F(1, 16)=12.9, p < .01, F(1, 16) = 13.5, p < .01, respectively, but the X-and Zaxis rotations did not differ significantly, F(1, 16) = 1.28, p > .20. 3 The pattern in the error data also indicated that processing was more difficult as rotation angle increased (see Table 1 ). The error rate in the 70-degree conditions was significantly greater than that in the 35-degree conditions, F(1, 16) = 7.54, p < .02, and was slightly greater than that in the no-rotation condition, F(1, 16) = 1.89, p >.1. However, the pattern of errors for the three axes was quite similar (all Fs < 1 for between-axis comparisons).
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Analysis of the overall data
Location-change vs. orientation-change trials
A key aspect of the design was to be able to contrast the location-change conditions and orientation-change conditions. If participants first rotate the comparison scene and then compare it to the standard, then as the scene is rotated further, the response time should increase at the same rate for the location-change and orientation-change conditions, although there might be a main effect of change condition, reflecting the relative difficulty of the comparison processes. One way to assess whether the type of difference affects the rate of alignment is a comparison of the slopes for location and orientation change conditions. In the response time data, the slopes were about 10 ms/deg for the orientation changes and about 2-3 ms/deg for the location changes (see the top half of Table 2 ), and the difference in slopes between location-change and orientation-change conditions was significant for the X-, Y-, and Z-axes, F(1, 16) = 5.15, p <.05, F(1, 16) = 10.7, p < .01, F(1, 16) = 11.1, p < .01, respectively. In the error data, the result was somewhat less clear, as the difference between location-change and orientation-change slopes was significantly different only for the Y-axis rotations, F(1, 16) = 8.73, p < .01, although the difference for the X-axis was marginally significant, F(1, 16) = 4.24, p = .06. In sum, the results of the location-change and orientation-change conditions clearly reject any two-stage model of the scene rotation task that assumes an alignment of the whole scene followed by a comparison process. Instead, the data suggest that the alignment and comparison processes were applied jointly to components of the scene rather than to the entire scene. The previous analyses, however, ignored the size of the rotation and the size of the change. A second analysis of the response time data compared the slopes of the location-2 and location-3 conditions and found no overall difference in slope, nor any interaction with axis (Fs < 1). In contrast, as the bottom half of Table 2 indicates, the slopes were significantly greater for the orientation-1 conditions than the orientation-3 conditions, F(1, 16) = 14.1, p = .002, and an indication that this difference was smallest for the Y-axis rotations, F(2, 32) = 2.65, p = .08. However, the difference reported previously between the orientation-change and locationchange conditions was not merely due to the orientation-1 condition. When the orientation-3 condition was compared to the average of the two location change conditions, the slope was significantly greater for the orientation-3 condition, F(1, 16) = 6.36, p = .02, with a suggestion that the difference was bigger for the Z-axis rotations, F(2, 32) = 2.48, p = .10. 
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EXPERIMENT 2
Experiment 2 was intended as a replication of Experiment 1 with a new control condition. Another standard view, which was the Y70 view of Experiment 1, was added in order to determine whether the functions obtained in Experiment 1 could be explained by the inherent difficulty of encoding the comparison stimuli or whether they were in fact due to the disparity between standard and comparison viewpoints (see Figure 3 ). Moreover, a couple of potential problems with the stimuli and procedure in Experiment 1 were fixed. One concern was that the viewpoint of the observer relative to the desktop might not have been sufficiently clear.
Although the cue showed the direction and the extent of rotation, a few participants of Experiment 1 reported that they had difficulty in determining the rotation of the desktop around the Y-axis. As a result, in Experiment 2, the four sides of the desktop were painted in four different colours to further disambiguate the viewpoint of the observer in the Y-axis rotation conditions. The second change was that participants were told not to tilt their heads (and given practice in keeping their head erect) during Z-axis rotation trials, because head tilting was occasionally observed in Experiment 1. In addition to the replication, an alignment around a non-orthogonal axis was tested by adding a double-rotation condition, which can be characterized as a 70-degree rotation around the Y-axis followed by a 70-degree rotation around the X-axis (see Figure 1) . Parsons (1987) investigated such rotations using a single block-like figure that was either (1) rotated around its main long axis and two other axes that were orthogonal to the main axis (i.e., the X-, Y-, and Zaxes), or (2) underwent rotations that were composites of rotations around two or all three orthogonal axes of rotation. Any such composite rotation is mathematically equivalent to a simple rotation, but one that is typically around a non-canonical axis; our double-rotation can be described as an approximately 100-degree rotation around a non-standard axis. Parsons showed that the "rotation time" for single objects in the composite rotation condition was substantially less than the sum of the individual "rotation times" around the X-, Y-, and Z-axes, and concluded that mental rotation followed the shortest path, which is a simple rotation around a unique non-canonical axis.
In Experiment 2, we tested whether the process of aligning scenes seen at changes in viewpoint described by complex rotations was similar to that of simple objects. If the shortest path rotation was employed in the scene recognition task, the "rotation time" in the double-rotation (Y70-X70) condition, should be about 40% longer than that for either the X70 condition or the Y70 condition, because the shortest path rotation in the Y70-X70 condition is about 100 degrees. In contrast, if double-rotations are accomplished by sequential rotations around canonical axes, the "rotation time" in the double-rotation condition should be the sum of the Y70 and X70 rotation times. Finally, if the two component axis rotations can be executed in parallel, the rotation time for the double-axis condition should be roughly equal to that of the slower of the two component axis rotations.
Method
Participants
A total of 40 undergraduate students at the University of Massachusetts at Amherst, 36 women and 4 men, participated in Experiment 2 for experimental credit. However, only the data of 32 participants 125 Figure 3 . Illustration of the new standard viewpoint (the Y70 viewpoint from Experiment 1) and the comparison viewpoints used for it. Note that, for the new standard, the top two views on the right are the X-axis rotations, the middle two views are the Y-axis rotations, the bottom two views on the right are the Z-axis rotations, and the figure on the bottom left is the double-axis rotation. Note also that the Z70 rotation of the new standard is the old standard view and that the double rotation of the new standard is the old X70 view.
were included in the analysis because 8 others did not meet a minimum performance criterion of 85% accuracy, based on the results of Experiment 1.
Stimuli, design, and procedure
The stimuli were basically the same as those of Experiment 1, except for the following differences. First, as indicated earlier, there were now two standard views of the desktop: Both the 0-0-0 view and the Y70 view of Experiment 1 were used as standards. Second, the four edges of the desktop were painted in pink, blue, white, or green. Third, there were now eight comparison scene views for each standard instead of the seven employed in Experiment 1. For the 0-0-0 standard, the eight comparison scene viewpoints were the previous seven conditions, 0-0-0, X35, X70, Y35, Y70, Z35, Z70 rotation, and the new double-axis, Y70-X70 rotation. For the double-axis rotation condition, the standard was first rotated 70 degrees around the Y-axis and then rotated 70 degrees around the X-axis (see Figure 1) . For the Y70 standard, the X-and Z-rotation conditions were constructed by transforming the Y70 standard in the same manner as the 0-0-0 standard. The Y-axis transformations, however, were in the opposite direction from those for the 0-0-0 standard, so that the 35-degree Y-axis comparison stimuli were the same Y35 stimuli used with the 0-0-0 standard, and the 70-degree Y-axis comparison stimuli were from the 0-0-0 standard viewpoint. Analogously, in the double-axis rotation condition, the viewpoint was the same as the 70-degree X-axis rotation condition with the 0-0-0 standard (see Figure 3) .
The design was the same as that of Experiment 1, except that there were eight viewpoints instead of seven, so that for each standard scene there were 64 trials rather than 56 trials. In addition, each participant saw only one standard viewpoint for each of the four scenes; 16 saw the 0-0-0 viewpoint as the standard, and the other 16 saw the Y70 viewpoint as the standard. The procedure was the same as that of Experiment 1 except that participants were explicitly told not to tilt their head. The 256 experimental trials were preceded by 32 practice trials.
Results and discussion
We first examine the data from the simple rotation conditions before examining the double rotation condition. Essentially, Experiment 2 replicated most of the qualitative features of the data of Experiment 1, although some of the effects were noticeably smaller in size.
Analysis of the overall data
As in Experiment 1, there was evidence of viewpoint dependence, although the slopes of the rotation functions were noticeably smaller than those in Experiment 1 (see Table 3 ). The slopes for all three axes of rotation were significantly different from zero, F(1, 30) = 44.0, 49.8, and 39.5, for the X-, Y-, and Z-axis rotations, all ps < .001. The slope of the Y-axis rotation condition was the largest, and the slope of the Z-axis rotation condition was smallest; however, the omnibus comparison of the slopes of all three axes was not significant, F(2, 60) = 1.65, p > .1. A clearer distinction between the axes of rotation emerged in the error data. The slopes for the X-and Y-axis rotations were significantly different from zero, F(1, 30) = 5.63, p = .02, F(1, 30) = 16.4, p < .001, respectively, whereas the slope for the Z-axis rotations was about zero, F < 1. The differences in slope between all three pairs of axes were significant: between X and Y, F(2, 60) = 5.28, p < .01; between X and Z, F(1, 30) = 5.08, p = .03; and between Y and Z, F(1, 30) = 9.85, p < .001. This indicates that Z-axis rotation was the easiest of the three, X-axis rotation was the second easiest, and Y-axis rotation was the hardest.
Experiment 2 thus demonstrated a viewpoint-dependent effect for both the 0-0-0 and Y70 standard conditions; response times increased as the angle of rotation increased in both standard conditions. Moreover, the viewpoint-dependent effect was not because of encoding difficulty or "canonicality" of specific stimuli, but because of the angular disparity between the standard stimulus and comparison stimuli. This was most clearly shown in the Y-axis rotation conditions, where the comparison stimuli were the same for the two standards (with the direction of rotation opposite in the 0-0-0 and Y70 standard conditions). 4 In particular (averaged over standards), the comparison stimuli in the no-rotation and Y70 rotation conditions were identical, but there still was a "rotation" effect. However, both the absolute size of the rotation effect and the differences between rotation axes were smaller in Experiment 2 than in Experiment 1. The decrease in effect may partly due to the coloured edges; the edges might have made the task easier by disambiguating the viewpoint of the desktop. As in Experiment 1, the Y-axis rotation condition was most costly. In addition, the Z-axis (i.e., pictureplane rotation) rotation became easier than the X-and Y-axis (depth) rotations when headtilting was banned.
Location-change vs. orientation-change trials
As in Experiment 1, there was a difference between the slopes of the orientation-change and location-change conditions (see Table 4 ). Unlike Experiment 1, however, the difference in slope was mainly seen in the Y-axis rotation conditions. When the slopes for all three rotation axes were analysed together, the type (i.e., location-vs. orientation-change) by axis interaction effect was significant, F(2, 60) = 4.36, p < .05. However, the difference in slope between the orientation-change and location-change conditions for the Y-axis rotation conditions was not quite significant, F(1, 30) = 3.65, p = .07. As in Experiment 1, there were no differences VIEWPOINT-DEPENDENT RECOGNITION OF SCENES 127 4 There was a slight difference between the two standard viewpoints in the Y-axis rotation condition of the location change condition. The response times of the 0-0-0 standard condition increased linearly, but those of the Y70 standard condition did not: The Y35 condition (i.e., rotated 35 degrees from the Y70 standard) was slower than the 0-0-0 condition (i.e., rotated 70 degrees from the Y70 standard). However, the error data did not support the non-linear pattern; the error rate of the Y35 condition was lower than that of the 0-0-0 condition. Thus at this point, it is not clear whether the difference in the response time is the effect of the standards.
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between the slopes of the two location-change conditions (the main effects and interaction with axes had Fs < 1). However, unlike Experiment 1, there was no significant difference between the orientation-3 condition and the location-change conditions, and the pattern of difference between the location-change and orientation-change conditions reported in Table  4 was chiefly due to a difference between the orientation-1 condition and the location-change conditions. When the slope in the orientation-1 condition was compared to the average of the slopes in the two location-change conditions, the pattern was the same as that obtained by the previous analysis: a significant interaction with axis, F(2, 60) = 4.32, p < .05, and an almost significant difference for the Y-axis, F(1, 30) = 3.93, p = .06. A similar analysis of the error data indicated no significant differences in the slopes between the location and orientation judgements (Fs < 1). Overall, there were many more errors in the orientation-change conditions than in the location-change conditions, F(1, 30) = 70.5, p < .001. Because the previous analysis did not obtain clear-cut rotation differences between the location-change and orientation-change conditions using the slope (i.e., a comparison of the no-rotation and 70-degree rotation conditions) as the dependent variable, we undertook a second analysis comparing the 35-degree and 70-degree rotation conditions for all the locationchange and orientation-change conditions. Most importantly, there was a significant angle by location-orientation interaction, F(1, 30) = 12.4, p = .001, reflecting the fact that the difference between 35-and 70-degree rotation conditions was only 19 ms for the location-change conditions but 159 ms for the orientation-change conditions. The angle by location-orientation change by axis interaction was also significant, F(2, 50) = 6.58, p = .003, indicating, like the slope analysis earlier, that the difference of the effect of rotation on location-vs. orientation-change was particularly marked for the Y-axis rotations. 5 The analysts on the errors 5 An analogous analysis of the data of Experiment 1 also revealed an interaction of location-orientation with degree of rotation, F(1, 16) = 19.9, p < .001, but as in the slope analysis in Experiment 1, this effect was similar for the three axes of rotation (F < 1, for the interaction of the effect with axis of rotation).
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revealed the same pattern, with both a significant location-orientation change by angle interaction, F(1, 30) = 10.3, p = .003, and a significant triple interaction, F(2, 60) = 4.80, p = .01.
Double rotation
Scene rotation around a non-orthogonal axis was tested with the double-rotation condition. As seen in Table 3 , the response times and errors for the double-rotation condition were somewhat higher than those for either the X70 or Y70 conditions. The differences were quite small for response times (F < 1 for both pair-wise comparisons), but were somewhat bigger for errors, F(1, 30) = 6.76, p < .05, for the double-rotation vs. the X70 conditions but, F(1, 30) = 2.94, p = .10, for the double-rotation vs.Y70 conditions. The data clearly reject a serial model that predicts the rotation time for the double-rotation condition being the sum of the two component-axis rotation times: The observed value of 1553 ms in the double-rotation condition is quite discrepant from the 1795 ms value predicted by the serial model, F(1, 30) = 30.5, p < .001. There is no simple test of the other two models. The model that says that the two simple axis rotations are executed in parallel predicts that the double-rotation condition would be roughly equal to the longer of the two simple rotations, which is essentially in accord with observed data. The model that says that the double-rotation condition is a simple 100-degree rotation around a different axis predicts that rotation in this condition should take approximately 1.4 times as long as either of the simple rotation conditions. Using the average of the 70-degree X-and Y-axis rotation times (264 ms) to estimate rotation time in the double-rotation condition, one gets a predicted rotation time of 370 ms in the double-rotation condition, or a response time (RT) of 1638 ms, which is larger than the observed value of 1553 ms.
The assessment of the various models is somewhat clouded by the substantial increase in error rates in the double-rotation condition. This suggests that the response times in this condition were shorter than they "should have been" if a constant accuracy criterion had been used by participants in all conditions. This difference in error rates, however, seems unlikely to explain the 242-ms discrepancy between predicted and observed values for the serial model. On the other hand, the observed differences in error rates are somewhat more plausibly in line with the previous 85 ms error in prediction of the simple-rotation (i.e., the shortest path rotation) hypothesis. Moreover, the simple-rotation hypothesis assumes complete linearity in the rotation function; if the function were somewhat negatively accelerated, the data could be consistent with the single-rotation hypothesis, even without recourse to invoking speed-accuracy trade-offs.
EXPERIMENT 3
Experiment 2 successfully disentangled the viewpoint-dependent effect from encoding difficulty of specific scene stimuli by introducing the Y70 standard; the comparison stimuli in the Y-axis rotation conditions were exactly the same for both 0-0-0 and Y70 standard conditions. Hence, the viewpoint-dependent effect in the Y-axis rotation conditions was not merely a difference in difficulty of encoding different comparison stimuli, but a real alignment effect. This kind of stimulus control, however, was absent for the X-and Z-axis rotation conditions. Accordingly, Experiment 3 was designed as a different kind of control against which to assess the viewpoint-dependent effects observed in Experiment 2. In Experiment 3, the comparison VIEWPOINT-DEPENDENT RECOGNITION OF SCENES task did not require any alignment of the scenes because the viewpoints of the standard and comparison scenes were always the same on each trial. Thus, ideally, the difference between the response times of Experiments 2 and 3 should reflect only the viewpoint-dependent processing time.
Method
Participants
A total of 37 undergraduate students of the University of Massachusetts at Amherst, 29 women and 8 men, participated in Experiment 3 for experimental credit, but the data of 5 were excluded because they did not meet a minimum criterion of 85% accuracy.
Design and stimuli
The basic experimental design and procedure and the comparison stimuli of Experiment 3 were identical to those in Experiment 2. The only difference was that the standard viewed on each trial had exactly the same viewpoint as the comparison stimulus. Thus, for each of the two groups of participants, there were eight standard scenes, one for each of the eight comparison viewpoints, and the viewpoint of the standard matched the viewpoint of the comparison stimulus on each trial (instead of a single standard stimulus viewpoint as in Experiments 1 and 2). Also, because the standard stimulus indicated the viewpoint of the comparison stimulus, the cue that indicated the forthcoming rotation in Experiment 1 and 2 was replaced by a pattern mask. The number of practice and experimental trials, the counterbalancing scheme, and other aspects of the procedure were exactly the same as those in Experiment 2. One half the participants saw the same comparison views as those who had seen the 0-0-0 view in Experiment 2 as the standard (displayed in Figure 1) , and the other half saw the same comparison views as those who had seen the Y70 as the standard in Experiment 2 (displayed in Figure 3 ).
Results and discussion
Analysis of the overall data
The format of Table 5 is the same as that of 0  35  70 100 Slope participants used the nominal standard viewpoint on each trial, all effects of rotation angle in this experiment would have been due to differences in difficulty in encoding or comparing the scenes at the various viewpoints. The pattern of data in Table 5 , however, suggests that participants were likely to be using some compromise between the nominal standard on the trial and a standard that is some sort of "average" of the viewpoints seen in the experiment. Although the "slope" for the X-axis comparison scenes was close to zero, F < 1, those for the Y-axis and Z-axis comparison scenes were significantly different from zero, F(1, 30) = 5.10, p < .05, F(1, 30) = 29.8, p < .001, respectively. On the other hand, the error "slopes" were not significantly different from zero for any of the axes (all ps > .20).
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The fact that the Z-axis comparisons had a non-zero slope in the RT data is not surprising. That is, it seems plausible that scenes rotated in the picture plane are "unnatural" and unfamiliar and thus that encoding the information from such rotated comparison scenes is more difficult than encoding it from unrotated scenes independent of considerations of matching the comparison scene to a standard scene. Such an explanation is not possible for the non-zero slope for the Y-axis comparisons, however, because exactly the same comparison views were involved across the two standards. That is, for one half of the participants, the 0-0-0 and Y70 views (see Figure 1) were the 0-degree rotation and 70-degree Y-axis rotation conditions, and for the other half, the labels of the conditions were reversed (see Figure 3 ). Thus the difference between the standard condition and the Y70 rotation condition in Experiment 3 couldn't have been due to either the actual standard or comparison scenes viewed on those trials. (The RT difference also seems unlikely to be due to the small error rate difference in the opposite direction.) Instead, it almost has to be due a context effect induced by the set of views seen in the course of the experiment. One possibility is that the functional standard scene on each trial was a compromise between the actual one presented on the trial and a canonical one abstracted from the various views seen in the experiment, and that this canonical view was close to the view labeled the "standard", which was, in some sense, closest to all the views seen by a participant in the experiment.
The slopes of Experiment 2 were compared to those of Experiment 3. This was done using experiment as a between-subject variable in the analyses (in addition to standard ). The RT slopes in Experiment 2 were significantly greater than those in Experiment 3 for all three axes: F(1, 60) = 27.2, p < .001, for X; F(1, 60) = 21.9, p < .001, for Y; and F(1, 60) = 5.63, p < .012, for Z. This was true for the X-and Y-axes for errors as well: F(1, 60) = 4.02, p < .05, for X and F(1, 60) = 4.50, p < .05 for Y, but F(1, 60) = 1.91, p > .1, for Z. Hence, it seems clear that the rotation effects observed for all three axes in Experiment 2 were not merely due to differential difficulties in processing the comparison stimuli (even for the Z-axis rotations). The fact that there appear to be "induced" effects in Experiment 3 produced by the set of views seen in the experiment, however, indicates that these comparisons across the two experiments are conservative in that they probably underestimate the true rotation effects.
Location-change vs. orientation-change
As in Experiment 2, the slopes for the location-change and orientation-change conditions were compared. As in the main RT analysis, the slopes for Y and Z were significant, F(1, 30) = 4.98, p < . 033, F(1, 30) = 30.1, p < .001, respectively, but the slope for X was not, F < 1 (see Table 6 ). More interestingly, there was no overall difference between location-change and VIEWPOINT-DEPENDENT RECOGNITION OF SCENES orientation-change conditions for any of the three axes, nor any interaction of response type with slope (all Fs < 1). The pattern was somewhat different, however, when error rates were analysed. First, there were quite a few more errors in the orientation-change conditions (chiefly in the orientation-1 condition), F(1, 30) = 74.1, p < .001. Second, there was a curious drop in the error rates in the orientation-change conditions at 35 degrees (relative to 0 and 70 degrees) for both the X-and Y-axis viewpoint changes, which was almost completely due to the orientation-1 condition. When the error rates in the orientation-1 condition for the X-and Y-axes were analysed separately, the quadratic component of the viewpoint angle effect in each was highly significant, F(1, 30) = 11.3, p = .002, and F(1, 30) = 40.2, p < .001.
To summarize, the previous data indicate that the interactions of rotation condition with location-vs. orientation-change observed in the response times of Experiment 2 appear to be real viewpoint-dependent effects and not merely due to the comparison process, as there were no such interactions observed in Experiment 3. When the data of Experiments 2 and 3 were combined, this was confirmed by a significant four-way interaction of experiment with size, location-change vs. orientation-change, and axis, F(2, 120) = 3.23, p = .04, indicating that the special difficulty in the Y70 rotation condition for the orientation-1 different judgements occurred in Experiment 2, but not in Experiment 3.
Double rotation
The data in the double-rotation condition was fairly similar to those in the Y70 condition (see Tables 5 and 6 ). Overall, responses were actually 6 ms faster in the double-rotation condition, but there were 1.1% more errors than in the Y70 condition; however, both ps > .20. On the other hand, the double-rotation condition did appear to differ from the X70 condition. Responses were 60 ms slower and 2.2% less accurate in the double-rotation condition, F(1, 30) = 2.90, p = .10, F(1, 30) = 9.12, p = .005, respectively. However, the difference between the double-rotation conditions and the X70 conditions cannot be due to the particular comparison stimuli involved because, averaged over two standards, the stimuli were identical. For half of the participants, the Y70-X70 view was the double-rotation view, and the X70 view was the 70-degree X-axis rotation, whereas for the other half, the labels of the conditions were reversed-see Figures 1 and 3 . Thus, as previously argued in our discussion of the observed differences between 70-degree Y-axis rotation and zero-degree rotation conditions, something other than the particular views seen on the trial were causing the differences. Instead, we suspect that the actual standard view being used on a particular trial is a composite of the standard shown on that trial and the other views seen in the experiment.
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Summary
Although Experiment 3 was designed as a rotation-free control for Experiment 2, the response times in the Y-, Z-, and double-rotation conditions increased as both the standard and comparison scenes were rotated from the nominal standard viewpoint. The fact that this pseudo-rotation effect was smaller than the effect in Experiment 2 indicated that alignment of the comparison scene to the standard viewpoint in Experiment 2 was indeed necessary. The pseudo-rotation effect in the Z-axis rotation condition in Experiment 3 could be explained by encoding difficulty because scenes tilted 70 degrees in the picture plane are seldom seen in our daily life. This is consistent with an object recognition study by Jolicoeur (1985) -he reported that the time to name a drawing of a natural object increased when it was rotated from the gravitational upright. The pseudo-rotation effect in the Y-axis rotation conditions and the doublerotation conditions indicates that the total set of views seen in the experiment is influencing the decision process and suggests that a functional standard is being created, which is some sort of average of the views seen.
PRACTICE EFFECTS IN EXPERIMENTS 1-3
In prior studies that varied the viewpoint of the observer relative to individual objects, there appeared to be two different effects of practice on viewpoint dependence: (1) With practice, the RT slopes eventually became zero (e.g., Biederman & Gerhardstein, 1993) ; (2) with practice, the RT slopes became smaller, but reached a non-zero asymptote (e.g., Bethell-Fox & Shepard, 1988 ). Later we examine practice effects to determine whether performance generally improved and whether rotation functions flattened with increasing familiarization to varying viewpoints of an observer relative to a specific scene.
To examine practice effects, the data for each standard scene were subdivided into four subblocks, each containing observations from all conditions. The data of each subblock (henceforth "block") were averaged over the four standard scenes and all the same and different trials in a given rotation condition. In Experiment 1, the RT slopes and intercepts became smaller with practice. The slopes of the X-, Y-, and Z-axis rotation in Block 1 were 8. 98, 11.13, and 7.16, and those in Block 4 were 4.53, 6.21, and 5.18 , respectively. The slopes in Block 4 for the X-and Y-axis rotation were significantly smaller than those in Block 1, t(16) = 3.46, p < .01, t(16) = 2.80, p < .05, respectively, but there was no significant change for the Zaxis rotation, t(16) = 1.35, p > .1. Nonetheless, the slopes of Block 4 were still significantly different from 0 for all three axes of rotation, all ts(16) > 4.51, ps < .001. The error rates in Block 4 were lower than that of Block 1, Fs(3, 48) > 3.16, ps < .05, for the main effect of the block.
In Experiment 2, the decrease in slopes with practice was smaller than that in Experiment 1, and the RTs seemed to reach asymptote. The slopes of the X-, Y-, and Z-axis rotations in Block 1 were 3.49, 4.92, and 2.14, and those in Block 4 were 3.18, 3.83, and 2.76, respectively. All the Block 4 slopes were significantly different from 0, Fs(l, 30) > 22.5, ps < .001, and unlike Experiment 1, they were not significantly smaller than those in Block 1, all Fs < 1. However as in Experiment 1, the error rates in Block 4 were lower than those of Block 1, F(3, 90) = 8.95, p < .001, F(3, 90) = 2.48, p = .08, F(3, 90) = 2.60, p = .061, for X-, Y-, and Z-axis rotation, respectively.
The practice data from Experiments 1 and 2 suggest that, in some sense, alignment of the scenes becomes somewhat easier with practice, although the increase in performance in Experiment 2 was modest, and the comparisons were far from viewpoint independent even in the fourth block in both Experiments 1 and 2. An obvious reason for the slopes decreasing is that participants are getting experience seeing the comparison scenes at all viewpoints over the course of the four blocks.
6
GENERAL DISCUSSION
Viewpoint dependence in scene recognition
Both Experiments 1 and 2 indicated that the time to identify the configuration of objects in a comparison scene was influenced by the angular displacement of the comparison scene relative to the standard scene, indicating that some sort of alignment process was necessary in making the judgement. Moreover, both Experiment 3 and the Y70 rotation conditions of Experiment 2 indicated that these differences in processing time could not simply be ascribed to differences in difficulty in encoding the comparison stimuli. These data, like those of Diwadkar and McNamara (1997) , indicate that the representation of a scene with multiple familiar objects is, to some extent, viewpoint dependent rather than viewpoint invariant, and they suggest that the comparison of two scene images viewed from different viewpoints is achieved through the use of some form of alignment process.
In the ongoing debate over the nature of object representations, Biederman and Gerhardstein (1993, 1995) claimed that a single "entry-level" object (e.g., airplane or flashlight) is recognized without any time cost of aligning an image onto a learned view (i.e., viewpoint invariance). Although all the objects in our study were similar to Biederman and Gerhardstein's experimental objects (they were highly familiar objects such as a telephone) the RT slopes of Experiment 1 and 2 were non-zero and did not became zero after more than 200 trials. However, there is a difference between our task (and other "mental rotation" tasks) and those employed in much of the object recognition literature. In the classic mental rotation tasks, people needed to discriminate objects from their mirror images. Our task (and that of Diwadkar & McNamara, 1997) was slightly different, in that people had to discriminate between the "correct" scene and one containing the same objects, but in a different arrangement. In contrast, many object identification tasks merely ask people to discriminate one kind of object from another (e.g., to discriminate a lamp from a pair of scissors).
Nonetheless, our data are also consistent with a growing number of object identification studies that demonstrate the use of viewpoint-dependent representations plus alignment in the recognition of individual objects (e.g., Hayward & Tarr, 1997) . The apparent convergence among these studies is intriguing because the present experiments required a representation of the scene that was considerably more than the representations of the component objects, as it included relationships such as the relative locations of objects and their orientations with respect to the scene environment and with respect to each other. However, many of the studies with individual objects showing viewpoint dependence used complex and unfamiliar objects, where the relationship between the parts of an object may have been as complex and arbitrary as the relationship between the objects in our scenes.
There are claims that an alignment process is not necessary to explain view-dependent effects in object recognition tasks. For example, Perrett, Oram, and Ashbridge (1998) argued this largely using data recorded from single cells in monkey temporal cortex that were responsive to faces. Their key data were that, as faces are at increased rotational angles (Y-axis transformations) from the standard, the firing rate goes down but the latency of response is independent of the rotation. This seems inconsistent with a classic "mental rotation" hypothesis, in which one would expect the cells to show little or no responsiveness until the standard stimulus in memory had been "rotated", and then when alignment was achieved, there presumably would be a burst of activity.
It is by no means clear, however, whether such cells would be adequate as "front ends" for a complex object recognition task or a scene recognition task. That is, it is not clear how one would discriminate, for example, a correct 70-degree rotation of the scene from a changed 35-degree rotation of the scene. To be able to do that, one would have to have different thresholds for different degrees of rotation (somehow) to allow for the fact that the "signal" at the greater rotation angle should be weaker. However, this would require positing that the viewer also computes the rotation angle, which comes fairly close to something like an alignment process. In addition, it is not clear how a network that reads such cells would perform same-different tasks. Most naturally, a response of different would be made if there was insufficient firing to represent a "match" with the standard. But this would predict that different responses would take longer than same responses, contrary to our data.
Is the alignment process different for different rotation axes?
Both Experiments 1 and 2 indicated that the process of alignment was harder when compensating for rotations around the vertical (Y) axis than when compensating for either the horizontal (X) or the line-of sight (Z) axis. In Experiment 2, this difference was mainly seen in the error rates, possibly because participants in Experiment 2 appeared to have a greater "speed set" than those in Experiment 1. Three plausible explanations for this difference between the rotation axes come to mind. One is that there was more self-occlusion of visual features for Yaxis rotations than for X-axis or Z-axis rotations. The fact that Y-axis rotations were especially difficult for detecting the smallest differences (the orientation-l differences) could be interpreted in terms of greater self-occlusion of features for Y-axis rotations. A second is that the left-right (picture plane) relations between the objects were altered in the Y-axis rotations but not in the other two. The latter account was indirectly supported by a comparison between Experiment 1 and 2; when the coloured edges were introduced in Experiment 2, the difference between the Y-and X-axis rotations was reduced quite a bit. This indicates that the coloured edges helped to specify the relationship among the objects and desktop including the leftright relationship of the objects. In fact, some of the participants reported that they used the relationship between the objects and the coloured edges (e.g., the handle of the mug is pointing toward the pink-coloured edge) in performing the task. The third is that there were differences in difficulty in aligning the stimuli because, for the Y-axis rotation, location switches and orientation changes were in the same horizontal plane as the rotation. This could have made discriminating location and orientation changes from the viewpoint change more difficult than for other axes of rotation.
Our Experiment 2 data also indicated that when the head-tilting artifact was corrected, the Z-axis slope was also less than the X-axis slope. Moreover, the results of Experiment 3 suggested that about a half of the Z-axis rotation effect observed in Experiment 2 was due to the difficulty in encoding the tilted image, rather than the difficulty in comparing it to the standard. The fact that the Z-axis rotation was easier might be somewhat surprising in light of the well-known effects of Z-axis rotations on recognition of individual objects (e.g., Jolicoeur, 1985) and in view of the fact that such rotations are less "normal" and less experienced in daily life. However, rotations in the picture plane do not involve the loss or gain of any parts or surfaces of the objects that occur when objects or scenes are rotated in depth.
It is hard to determine whether the differences we observed between different axes of rotation are consistent with the findings from object rotation because the results across the previous object rotation studies that employed multiple axes of rotation were not consistent. For example, Metzler and Shepard (1974) reported that the Y-axis rotation was faster (thus, its slope in seconds/degree was smaller) than the Z-axis rotation in their Experiment 1. However, the pattern was reversed in their Experiments 2 and 3. Parsons (1987) tested a total of 13 axes of rotation of Shepard-Metzler type objects including the X-, Y-, and Z-axes. Among the three main axes, the X-axis rotation was the fastest, the Y-axis rotation was the second fastest, and the Z-axis rotation was the slowest. Tarr (1995) reported different RT patterns in different experiments with Shepard-Metzler type objects. He had two conditions, interpolation (i.e., test viewpoints were within the range of viewpoints seen during training) and extrapolation (i.e., test viewpoints were outside the training set). In Experiment 1, in both conditions, the order of the speed of alignment was Z, Y, X (from fastest to slowest). However, in Experiments 2, 3, and 4, the order was Y, Z, X in the interpolation condition and Z, Y, X in the extrapolation condition. The results of the present scene rotation study do not match any of those single-object studies perfectly.
Perhaps the most surprising result is that the data from the double-rotation condition indicated that rotations of scenes around non-standard axes do not appear to be any more difficult than rotations around standard axes. That seems surprising because it is far from clear (even given several minutes to think about it) which axis is being used to achieve this rotation. This suggests that the alignment process is not an abstract rotation of a single memory representation, but instead a process that involves both the standard and comparison scenes to bring them (or significant subcomponents) into alignment.
Are alignment and comparison two discrete stages?
The comparison of the location-change and orientation-change conditions indicates that the alignment and comparison process are not discrete stages. If there is a first stage of alignment of the entire scene followed by a second stage of comparison, then the rate of alignment (reflected either in slopes or in differences between the 35-and 70-degree rotation conditions) should be the same for the detection of orientation changes and location changes. In other words, if comparison follows alignment, the difference in difficulty in the comparison stage between detecting location and orientation changes should be the same for all angles and axes of rotation. Our data indicate that this is not true. and that, in particular, detection of orientation changes gets particularly difficult when the viewpoint is rotated in the Y direction. At the least, this suggests that the alignment and comparison processes occur, at least partially, in parallel. This view seems consistent with radial basis function (RBF) network models in which alignment and checking are virtually in one process (Poggio & Edelman, 1990; Riesenhuber & Poggio, 1999) . However, it is not clear whether such models would make testable predictions in our task, such as the difference in the slope between the location-change and orientationchange conditions and the pattern of differences among the axes of rotation. 7 We think that the type of explanation that makes the most sense is that what is being aligned is not a holistic representation, but instead a more articulated type of representation. In this type of articulated representation, individual objects are represented as semi-discrete entities at a different scale than the representation of the scene as a whole. With such an articulated representation, for example, a rotation of the scene frame does not necessarily entail rotation of individual objects in the scene around their centres. As a result, a first stage of rotation of the scene might result in rotating the object tokens together with the scene frame, but it might take a second stage of alignment to ensure that all of the objects have been properly aligned to be consistent with the new frame viewpoint. If so, then it makes sense that location changes might need less of an alignment process in order to determine that there has been a location change than an orientation change. The fact that orientation changes are particularly difficult to detect for Y-axis rotations also seems reasonable given this framework. That is, it seems natural to posit that it is more difficult to detect "slippage" between alignment of individual objects and alignment of the frame when the slippage is around the Y-axis than around another axis, because slippage around another axis of rotation would mean that the object is in an "unnatural" position with respect to the desktop. (In fact, we chose only Y-axis rotations of objects so that all displays would have objects that were sitting naturally on the desktop.) Although such a hierarchical representation has been discussed in object recognition studies only in terms of VIEWPOINT-DEPENDENT RECOGNITION OF SCENES 137 7 Riesenhuber and Poggio (1999) , for example, proposed a model that has a Hubel-Wiesel type of hierarchical (from simple cell to complex-composite cell) structure, but in which some of the detectors compute a non-linear (maximum) function from the prior detectors rather than a linear (summation) function. However, the model has quite limited ability to generalize across rotations of simple "paper-clip" types of object (only over 20-degree rotations that preserve most of the 2D features of the object). These narrow "tuning functions" match those of cells in inferotemporal cortex found to respond to complex shapes (e.g., Logothetis, Pauls, & Poggio, 1995) , which are significantly narrower than the rotational "tuning curves" of cells found that are tuned to respond to faces. Thus, it is far from clear that such cells play a significant role in anything as complex as our same-different task with scenes. category membership (Tarr & Gauthier, 1998) , it is an essential element in scenes. Thus, we think a systematic exploration of scene recognition and comparison over viewpoint changes is necessary to understand the representations of scenes. Tarr, M.J., & Bülthoff, H.H. (1995 
