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EXPECTED DIMENSIONS OF HIGHER-RANK BRILL-NOETHER
LOCI
NAIZHEN ZHANG
Abstract. In this paper, we prove a new expected dimension formula for
certain rank two Brill-Noether loci with fixed special determinant. This an-
swers a question asked by Osserman and also leads to a new and much simpler
proof of a theorem in [Oss13a]. Our result generalizes the well-known result by
Bertram, Feinberg and independently Mukai on expected dimension of rank
two Brill-Noether loci with canonical determinant and partially verifies a con-
jecture (in rank two) of Grzegorczyk and Newstead on coherent systems.
1. Introduction
Brill-Noether theory studies the moduli space of vector bundles of fixed rank,
with a given amount of global sections, over algebraic curves with given genus.
Based on the theory of determinantal varieties, the expected dimension of the mod-
uli stack of vector bundles on a genus g curve, of rank r and fixed determinant L ,
together with a k-dimensional space of sections is
ρ(r, d, k, g) = (r2 − 1)(g − 1)− k(k − d+ r(g − 1)).
When L = ω is the canonical line bundle and the rank of the vector bundles
is two, this number simplifies to 3g − 3 − k2. However, utilizing the symplectic
form induced by the determinant map, Bertram, Feinberg in [BF98] and Mukai in
[Muk95] obtained asymptotically much larger expected dimension in this particular
case, namely, a lower bound for the dimension of the corresponding moduli stack
which is 3g − 3 −
(
k+1
2
)
. For a wide range of (g, k), this is known to be a sharp
lower bound. (See [TiB04], [LNP13] [Zha14].)
More generally, when the determinant L is special and m = h1(L ) > 1, there
are m independent maps from L to the ω. This further induces m independent
symplectic forms on the space of sections (as compared to the symplectic form in
the canonical determinant case). In [Oss13a] and [Oss13b], Osserman generalizes
the idea of Bertram, Feinberg and Mukai to obtain new expected dimensions for
some more general cases with special determinant. There, main machinery is the
theory of multiply symplectic Grassmannians, which plays a similar role to the
theory of symplectic Grassmannians in the canonical determinant case.
Due to the existence of more than one symplectic form, a multiply symplectic
Grassmanian (unlike a symplectic Grassmannian) is not necessarily smooth: it is
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the intersection of various symplectic Grassmannians inside an ambiance Grassman-
nian and one needs to analyze whether these symplectic Grassmannians intersect
transversely. More concretely, we shall analyze when the tangent space of a multi-
ply symplectic GrassmannianMSG(k,E, 〈, 〉1, ..., 〈, 〉m) has the expected dimension
k(n− k)−m
(
k
2
)
.
After re-formulating the question, we first give a new and much simpler proof of
the following theorem, which is a key technical result in [Oss13a] (see Proposition
4.6, [Oss13a]):
Theorem 1.1. Consider the doubly symplectic Grassmannian, MSG(k,E, 〈, 〉1,2).
The tangent space at a point [V ] has dimension
dim(TVMSG(k,E, 〈, 〉1,2)) = k(n− k)− 2
(
k
2
)
if and only if for every linear combination 〈, 〉 of 〈, 〉1, 〈, 〉2, there does not exist a
2-dimensional subspace V ′ of V such that 〈, 〉|V ′×E/V = 0.
This leads to one of the main results in [Oss13a]:
Theorem 1.2. Let C be a smooth projective curve of genus g, and L a line bundle
of degree d on C. Denote G(2,L , k) to be the moduli space of the following data:
a rank two vector bundle of degree d (with determinant L ), together with a k-
dimensional space of global sections. Suppose that h1(C,L ) ≥ 2. Then every
irreducible component of G(2,L , k) has dimension at least
ρ2L (k, g) := ρ(2, d, k, g)− g + 2
(
k
2
)
.
As pointed out by Osserman in [Oss13a], this result may be generalized to cases
where h1(C,L ) > 2 only if one poses some non-degeneracy condition on the vector
bundles. In this paper, we propose a reasonable non-degeneracy condition to realize
this generalization. Our main result is the following:
Theorem 1.3. For a Petri general curve C, denote by Ggg(2,L , k) the open sub-
stack of G(2,L , k) parametrizing data whose underlying vector bundle is generically
globally-generated by elements in the k-dimensional subspace V of sections. Then,
every irreducible component of Ggg(2,L , k) such that h1(L ) ≥ m has dimension
at least
ρ2L (k, g) := ρ(2, d, k, g)− g +m
(
k
2
)
.
It is worth mentioning that as a generalization of the result of Bertram, Feinberg
and Mukai, our theorem also partially confirms a recent conjecture by Grzegorczyk
and Newstead on coherent systems (see section 4).
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2. Notation and Terminology
Hereafter, we work over some base field K.
The object of interest in this note is the multiply symplectic Grassmannian:
Definition 2.1. Let E be an n-dimensional vector space over an algebraically
closed field K. Suppose 〈, 〉1, ..., 〈, 〉m are m independent symplectic forms on E.
The multiply symplectic Grassmannian, MSG(k,E; 〈, 〉1, ..., 〈, 〉m), is defined to be
the sub-scheme of Gr(k,E) parametrizing all k-dimensional subspaces V of E which
are simultaneously isotropic with respect to 〈, 〉1, ..., 〈, 〉m.
Remark 2.2. Since V is isotropic with respect to 〈, 〉t, for any v ∈ V , 〈v, ·〉t nat-
urally induces an element in (E/V )∗. Consequently, fixing v, v′ ∈ V , the map
Hom(V,E/V )→ K : g 7→ 〈v, g(v′)〉t defines an element in Hom(V,E/V )∗.
As mentioned earlier, we seek to study tangent spaces, TVMSG(k,E; 〈, 〉1, ..., 〈, 〉m),
of MSG(k,E; 〈, 〉1, ..., 〈, 〉m). So we first give a concrete description of them.
Lemma 2.3. Let V be a subspace of E which is isotropic with respect to a symplectic
form 〈, 〉 over E. Then, TVMSG(k,E; 〈, 〉) can be identified with
{f ∈ Hom(V,E/V )|〈·, f(·)〉 ∈ S2(V )∗}.
Proof. The tangent space, TVGr(k,E), of the Grassmannian Gr(k,E) can be iden-
tified with Hom(V,E/V ).
By first-order infinitesimal calculation, f is in the tangent space of the symplectic
Grassmannian if and only if ∀v1, v2 ∈ V ,
0 = 〈v1 + ǫf(v1), v2 + ǫf(v2)〉 = 〈v1, ǫf(v2)〉+ 〈ǫf(v1), v2〉
= 〈v1, ǫf(v2)〉 − 〈v2, ǫf(v1)〉
= ǫ(〈v1, f(v2)〉 − 〈v2, f(v1)〉)
This concludes the proof. 
Corollary 2.4. The tangent space at [V ] of MSG(k,E; 〈, 〉1, ..., 〈, 〉m) can be iden-
tified with the subspace of elements in Hom(V,E/V ) which are simultaneously sym-
metric with respect to 〈, 〉1, ..., 〈, 〉m.
The condition that f ∈ Hom(V,E/V ) is symmetric with respect to 〈, 〉t imposes(
k
2
)
many linear conditions on Hom(V,E/V ). Fixing a basis v1, ..., vk for V the
conditions can be described as follows:
〈vi, f(vj)〉t − 〈vj , f(vi)〉t = 0, ∀i < j.
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Thus, the dimension of TVMSG(k,E; 〈, 〉1, ..., 〈, 〉m) is at least k(n− k)−m
(
k
2
)
.
Define gti,j = 〈vi, (·)(vj)〉t−〈vj , (·)(vi)〉t ∈ Hom(V,E/V )
∗, ∀i < j. To study when
the above expected dimension is obtained is then tantamount to understanding
when gti,j are independent. We shall describe and discuss a necessary and sufficient
condition in the next section.
Throughout the note, 〈, 〉 will denote a set of finitely many symplectic forms,
and m always denotes the number of forms in it.
3. A New Perspective on the Problem
Recall the definition of gti,j from previous section. Denote Ω = span(〈, 〉1, .., 〈, 〉m).
The set of elements {gti,j |t = 1, ...,m; i < j} in Hom(V,E/V )
∗ naturally corre-
sponds to a linear map Φ : Λ2V ⊗ Ω → Hom(V,E/V )∗ sending (v ∧ v′) ⊗ 〈, 〉 to
〈v, (·)(v′)〉 − 〈v′, (·)(v)〉 and extending by linearity. Obviously, TVMSG(k,E; 〈, 〉)
is of expected dimension k(n− k)−m
(
k
2
)
if and only if Φ is injective. We give an
equivalent formulation of this condition:
Proposition 3.1. Define jV : V ⊗ Ω→ (E/V )∗ : v ⊗ 〈, 〉 7→ 〈v, 〉. Φ : Λ2V ⊗ Ω→
Hom(V,E/V )∗ fails to be injective if and only if ∃ψ : V ∗ → V ⊗ Ω ∼= Hom(V ∗,Ω)
not zero such that ψ(v)(v) = 0 for all v ∈ V ∗ and jV ◦ ψ = 0.
Proof. First, identify Λ2V with the subspace of elements in (V ∗⊗V ∗)∗ sending v⊗v
to zero (for all v ∈ V ∗) via the map v1∧v2 7→ (f1⊗f2 7→ f1(v1)f2(v2)−f1(v2)f2(v1)).
Under the natural isomorphism (V ∗⊗ V ∗)∗ ∼= V ⊗V ∼= Hom(V ∗, V ), we then have
the following identification:
Λ2V ⊗ Ω ∼= {f ∈ Hom(V ∗, V )|v(f(v)) = 0, ∀v ∈ V ∗} ⊗ Ω
∼= {ψ ∈ Hom(V ∗, V ⊗ Ω)|ψ(v)(v) = 0 ∈ Ω, ∀v ∈ V ∗}
(In the last step, we also identify Hom(V ∗, V ⊗Ω) with Hom(V ∗,Hom(V ∗,Ω)).)
With this identification, Φ can be thought of as a map sending ψ to jV ◦ ψ.
Here, we identify the following vector spaces: Hom(V ∗, (E/V )∗) ∼= V ∗∗⊗(E/V )∗ ∼=
(V ∗ ⊗ (E/V ))∗ ∼= Hom(V,E/V )∗.
Hence, the result follows. 
We are now ready to prove Theorem 1.1 as a corollary of Proposition 3.1.
Proof of Theorem 1.1. The “if” direction is trivial, since if there exists a 2-dimensional
subspace V ′ of V and a non-zero form 〈, 〉 ∈ Ω such that 〈, 〉|V ′×E/V = 0, take two
independent vectors v, v′ in V ′, then v ∧ v′ ⊗ 〈, 〉 is in the kernel of Φ (as in 3.1).
We now prove the “only if” direction. In view of Proposition 3.1, we will show
the following statement: if there exists ψ : V ∗ → Hom(V ∗,Ω) not zero such that
ψ(v)(v) = 0 for all v ∈ V ∗ and jV ◦ ψ = 0, then there exists a 2-dimensional
subspace V ′ of V such that 〈, 〉|V ′×E/V = 0.
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Consider a non-zero linear map ψ : V ∗ → V ⊗ Ω such that jV ◦ ψ = 0. Fixing
a basis of V , ψ can be presented as M1 ⊗ 〈, 〉1 +M2 ⊗ 〈, 〉2, where M1,M2 are two
anti-symmetric matrices and 〈, 〉1, 〈, 〉2 are the two symplectic forms spanning Ω.
By Thm XV.8.1 in [Lan02], up to a choice of basis {v1, ..., vk} for V , one can
assume that rank(M1) = 2m ≥ 2 (ψ 6= 0) andM1 is block diagonal, where diagonal
blocks are either of the form
[
0 1
−1 0
]
or are zeros.
Denote M1 = (ai,j),M2 = (bi,j). Then, jV ◦ ψ(v∗i ) = 〈v
1
i , ·〉1 + 〈v
2
i , ·〉2, where
v1i =
∑
j ai,jvj , v
2
i =
∑
j bi,jvj .
If the i-th row of M1 is zero, so is the i-th row of M2; otherwise one gets
〈v2i , ·〉2 = 0 for some non-zero v
2
i , which violates the assumption that 〈, 〉2 is non-
degenerate. Therefore, by replacing V with span({vi}
2m
i=1) (such that the i-th row of
M1 is non-zero) if necessary, one can assume that M1,M2 are both non-degenerate
of the same (even) rank. In this case, there is an element GL(V ) sending v1i to v
2
i .
Under the fixed choice of basis, this linear map is presented by the matrixM2M
−1
1 .
Let d 6= 0 be an eigenvalue of M2M
−1
1 . We claim the eigenspace associated to d is
even-dimensional.
Indeed, to solve (dIk−M2M
−1
1 )
~X = 0 is equivalent to solving (dM−12 −M
−1
1 )
~X =
0, where dM−12 −M
−1
1 is a singular k× k anti-symmetric matrix. By Thm XV.8.1
in [Lan02] again, one can conclude dM−12 −M
−1
1 has even rank. Since we started
with the assumption dimV is even, one can conclude that the solution space of
(dM−12 −M
−1
1 )
~X = 0 is even-dimensional. This proves the claim.
Therefore, there exists 0 6= d ∈ K such that 〈, 〉1 + d〈, 〉2 vanishes on V
′ × E/V ,
where V ′ ⊂ V is some non-zero even-dimensional subspace of V .
We have thus proved Theorem 1.1. 
In order to study rank two Brill-Noether loci with special determinant in general,
we further re-formulate the condition in 3.1 as follows:
Proposition 3.2. Let Ω be a K-vector space spanned by m independent symplectic
forms 〈, 〉1, ..., 〈, 〉m on an n-dimensional vector space E. Let V be a k-dimensional
subspace of E simultaneously isotropic with respect to 〈, 〉1, ..., 〈, 〉m. Then, there
exists a non-zero map ψ : V ∗ → V ⊗ Ω such that ψ(v)(v) = 0 for all v ∈ V ∗ and
jV ◦ ψ = 0 (jV as in 3.1), if and only if there exists a basis {v1, ..., vk} of V and
〈, 〉ij ∈ Ω (for all i < j) not all zero such that
(1) W = span({
∑
i:j>i
(−vi ⊗ 〈, 〉ij) +
∑
i:j<i
(vi ⊗ 〈, 〉ji)|j = 1, ..., k}),
is a subspace of ker(jV ).
Proof. Suppose jV ◦ ψ = 0. One can write ψ =
m∑
s=1
ψs ⊗ 〈, 〉s, where ψs ∈
Hom(V ∗, V ) for all s and ψs(v)(v) = 0 for all v ∈ V
∗. (We identify V with
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V ∗∗ in the natural way.) As in 3.1, each ψs can be identified with an alternating
form on V . Fix a basis {v1, ..., vk} of V , one may represent ψs by an alternating
matrix (aij,s). In particular, ∀f ∈ V
∗, ψs(f) =
∑k
j=1 f(
∑
i<j
−aij,svi +
∑
i>j
aji,svi)vj .
For all i < j, let 〈, 〉ij = aij,1〈, 〉1 + ...+ a
i
j,m〈, 〉m. One can then check
∑
i:j>i
(−vi ⊗ 〈, 〉ij) +
∑
i:j<i
(vi ⊗ 〈, 〉ji) =
m∑
s=1
(
∑
i<j
−aij,svi +
∑
i>j
aji,svi)⊗ 〈, 〉s
is inside ker(jV ), for j = 1, ..., k.
The “if” part of the statement can be verified by reversing the direction of the
above argument. 
4. Application to the Rank Two Brill-Noether Problem
We now apply the result in the previous section to the rank two Brill-Noether
problem with fixed special determinant.
The connection between the the local geometry of the multiply symplectic Grass-
mannian and rank two Brill-Noether theory was established in [Oss13a]. Let E be
a rank two vector bundle on a smooth curve C with determinant L such that
h1(C,L ) = m > 0. Let φ1, ..., φm be m linearly independent maps L → ωC
spanning H0(C, ωC ⊗ L−1) ∼= H1(C,L )∗. They induce m symplectic forms on
E˜ := E (D)/E (−D), where D is a certain ample divisor:
Lemma 4.1. Given φi : L → ωC (i = 1, ...,m), m linearly independent mor-
phisms, suppose D is an ample divisor supported away from the vanishing locus of
φi. Denote E˜ := E (D)/E (−D). Then,
〈, 〉i : H
0(E˜ )×H0(E˜ )→ OC : 〈s1, s2〉i =
∑
P∈C
resP φi(s˜1,P ∧ s˜2,P )
defines m linearly independent symplectic forms on H0(E˜ ), where s˜i,P is a repre-
sentative in E (D) of si near P .
When D is sufficiently ample, H0(E (D)) is isotropic with respect to 〈, 〉i.
Proof. See Lemma 5.1, 5.2 in [Oss13a]. 
Hereafter, fix some φ ∈ H0(C,L ∗ ⊗ ω) and denote Z = div(φ). Also fix a
reduced effective divisor D = P1 + P2 + ... + Pdeg(D) such that φ does not vanish
on any Pt and that deg(D) > 2g − 2 − d +M , where M is some upper bound for
degrees of sub-line bundles of E .
By Proposition 3.2, for any k-dimensional subspace V ⊂ H0(E ), the tangent
space TV MSG(k,H
0(C, E˜ )) has codimension less thanm
(
k
2
)
inside TV Gr(k,H
0(C, E˜ ))
if and only if there exists a basis s1, ..., sk of V and 〈, 〉ij ∈ Ω not all zero such that
−
∑
i:j>i
(〈si, ·〉ij) +
∑
i:j<i
(〈si, ·〉ji) = 0 ∈ H
0(C, E˜ )∗, for j = 1, ..., k.
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Written in terms of residues, one gets:
(2) −
∑
i:j>i
∑
P∈C
resP φij(si ∧ ·) +
∑
i:j<i
∑
P∈C
resP φji(si ∧ ·) = 0 ∈ H
0(C, E˜ )∗.
Here, φij are elements in H
0(C,L ∗ ⊗ ω) = Hom(L , ω) which are not all zero.
Write φij = fijφ, for some rational function fij on C such that (fij) + Z ≥ 0.
Equation (2) can be further written as
(3)
∑
P∈C
resP φ((−
∑
i:j>i
fijsi +
∑
i:j<i
fjisi) ∧ ·) = 0 ∈ H
0(C, E˜ )∗, j = 1, 2, ..., k.1
Notice that −
∑
i:j>i fijsi +
∑
i:j<i fjisi ∈ Γ(C, E (Z)) and by our assump-
tion Supp(Z) ∩ Supp(D) = ∅ for all Pt ∈ Supp(D). Therefore, −
∑
i:j>i fijsi +∑
i:j<i fjisi is regular at Pt, for all t. Consider s
′ ∈ H0(C, E˜ ) only supported at
Pt. Equation (3) then implies
(4) resPt φ((−
∑
i:j>i
fijsi +
∑
i:j<i
fjisi) ∧ s
′) = 0, j = 1, 2, ..., k
One then concludes that −
∑
i:j>i fijsi +
∑
i:j<i fjisi vanishes at all Pt, i.e.
−
∑
i:j>i
fijsi +
∑
i:j<i
fjisi ∈ Γ(C, E (Z −D)).
As a section of E (Z), if −
∑
i:j>i fijsi +
∑
i:j<i fjisi is non-zero, it has at most
2g − 2 − d +M many zeros, where M is the upper bound for degrees of sub-line
bundles of E chosen before. Since deg(D) > 2g − 2 − d +M and −
∑
i:j>i fijsi +∑
i:j<i fjisi vanishes on Supp(D), it follows that
(5) −
∑
i:j>i
fijsi +
∑
i:j<i
fjisi = 0.
We have thus arrived at the following result:
Proposition 4.2. Denote
m : H0(C,L ∗ ⊗ ω)⊗H0(C, E )→ H0(C,L ∗ ⊗ E ⊗ ω) ∼= H0(C, E ∗ ⊗ ω)
to be the natural multiplication map. Then,
TV MSG(k,H
0(C, E˜ )) has codimension less than m
(
k
2
)
inside TV Gr(k,H
0(C, E˜ ))
if and only if there exists a basis {s1, .., sk} of V and φij ∈ H0(C,L ∗⊗ω) (∀i < j)
not all zero such that −
∑
i:j>i φij ⊗ si +
∑
i:j<i φji ⊗ si ∈ ker(m) for all j.
Therefore, we would like to draw useful information about ker(m).
1φ naturally induces a morphism L (Z +D) → ω(Z +D).
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The following observation is crucial for our analysis: the multiplication map m
is related to the classical Petri map via the following commutative diagram:
H0(C,L ∗ ⊗ ω)⊗H0(C, E )⊗H0(C, E )
Id⊗ det
//
m⊗Id

H0(C,L ∗ ⊗ ω)⊗H0(C,L )
Petri

H0(C, E ∗ ⊗ ω)⊗H0(C, E ) // H0(C, ω)
Let
∑
fi ⊗ si be an element in ker(m), then for any t ∈ H0(C, E ), (
∑
fi ⊗ si) ⊗ t
is sent to zero in H0(C, ω) along either direction of the commutative diagram. In
particular,
∑
fi ⊗ (si ∧ t) is in the kernel of the Petri map. By the Gieseker-Petri
Theorem ([Gie82]), over a general curve C, the Petri map is injective and hence∑
fi ⊗ (si ∧ t) = 0 ∈ H0(C,L ∗ ⊗ ω)⊗H0(C,L ). Without loss of generality, one
can assume fi are independent in H
0(L ∗ ⊗ ω) in which case, si ∧ t = 0 for all i.
Since this holds for all t ∈ H0(E ), one can conclude that there exists a sub-line
bundle F of E such that H0(F ) = H0(E ). We have thus arrived at the following
proposition:
Proposition 4.3. Let E be a rank two vector bundle with special determinant on a
Petri general curve C. If the sections of E are not colinear, then the multiplication
map
m : H0(C,L ∗ ⊗ ω)⊗H0(C, E )→ H0(C,L ∗ ⊗ E ⊗ ω) ∼= H0(C, E ∗ ⊗ ω)
is injective.
We are now ready to prove our main result:
Proof of Theorem 1.3. This follows from our previous analysis and several funda-
mental results in [Oss13a], [Oss13b].
Adopting the framework in [Oss13a], let U be any open sub-stack of the mod-
uli stack of tank two vector bundles with fixed determinant L over C and de-
note EU to be the universal bundle over U . Fix a reduced effective divisor D
as before and denote D′ to be the pull-back of D to C × U . m independent el-
ements φ1, ..., φm ∈ H0(C,L ∗ ⊗ ω) induce m independent symplectic form on
p∗(EU(D
′)/EU(−D
′)), where p : C × U → U is the natural projection. Then, the
open sub-stack GU (2,L , k) of G(2,L , k) (see 1.2) parametrizing data for which the
underlying vector bundle lies in U can be identified with the closed-sub-stack of the
relative Grassmannian G(k, p∗(EU (D′)/EU (−D′))) parametrizing sub-bundles con-
tained in both p∗(EU/EU(−D′)) and p∗(EU(D′)), which are isotropic with respect
to the m symplectic forms.
For a bundle E over C which is contained in U , Proposition 4.3 is a point-
wise result for GU (2,L , k). We can then apply a codimension counting result
(Proposition 2.4) in [Oss13b] (and let U run through all open sub-stacks of finite
type of the moduli of vector bundles) to conclude Theorem 1.3. 
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Now assume the vector bundle E is stable and has k sections. By the Classical
Brill-Noether Theorem, when k is sufficiently large, no sub-line bundle of E can
have k sections. In particular, E is generically globally generated. Thus, one gets
the following corollary:
Corollary 4.4. For a Petri general curve C, suppose g + k(1 − g + ⌊d2⌋) − k
2 <
0. Then, every irreducible component of the stable locus of G(2,L , k) such that
h1(L ) = m ≥ 1 has dimension at least
ρ2L (k, g) := ρ(2, d, k, g)− g +m
(
k
2
)
.
When m ≤ 2, the result holds without the inequality condition.
In addition, we would like to point out the relation between Theorem 1.3 and a
conjecture of Grzegorczyk and Newstead.
In [GN14], Grzegorczyk and Newstead made the following conjecture:
Conjecture 4.5 (Conjecture 2.3 in [GN14]). Denote G(α; r,L , k) to be the moduli
space of α-stable coherent systems of type (r, d, k). Then, every irreducible compo-
nent X of G(α; r,L , k) has dimension
dimX ≥ ρ(r, d, k, g)− g +
(
k
r
)
· h1(L )
It is well-known that over a Petri general curve α-stability implies generically
globally generated when α sufficiently large (see Theorem 3.1 in [BBPN08]). Trans-
lating our result into the language of coherent systems, one sees that our result
verifies this conjecture in rank two for large α values.
5. A Non-example
Lastly, we give an example to show how the Petri generality assumption rules
out cases in which the multiplication map m fails to be injective.
Notice that if s, fs ∈ H0(C,L ∗ ⊗ ω) and s′, fs′,∈ H0(C, E ), where f ∈ K(C),
then s⊗ (fs′)− (fs)⊗ s′ ∈ ker(m). We therefore have the following non-example:
Lemma 5.1. The condition in (5) holds for three independent sections s1, s2, s3 ∈
Γ(C, E ) and rational functions fij not all zero (1 ≤ i, j ≤ 3, i < j) (such that
for some φ ∈ Γ(C,L ∗ ⊗ ω), fijφ ∈ Γ(C,L ∗ ⊗ ω)) if and only if there exists an
invertible subsheaf L ′ of E such that h0(L ′) ≥ 3 and L ′ injects into L ∗ ⊗ ω.
Proof. Given L ′ to be such a subsheaf, let s1, s2, s3 be three sections of L
′ such
that s2 = fs1, s3 = gs1. Denote φ ∈ H0(C,L ∗ ⊗ ω) to be the image of s1 under
the injection H0(C,L ′)→ H0(C,L ∗⊗ω) induced by the injection L ′ → L ∗⊗ω.
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Denote φ2 = f · φ, φ3 = g · φ. It is not hard to see that
(6)


0 + (−1)s2 + fs1 = 0
(−1)s3 + 0 + gs1 = 0
(−f)s3 + (−g)s2 + 0 = 0
in other words, the condition in (5) holds.
Conversely, assume the condition in (5) holds for s1, s2, s3 ∈ Γ(C, E ) and φ, fijφ ∈
Γ(C,L ∗⊗ω) (1 ≤ i, j ≤ 3, i < j). Clearly, (5) implies s1, s2, s3 are co-linear. Sup-
pose s1 = fs3, s2 = gs3 and without loss of generality one can assume f13 =
−f, f12 = −g. Let D1 = div(s3), D2 = div(φ). Then, (f) +Di, (g) +Di ≥ 0, for
i = 1, 2. Write Di =
∑
niPP and define Y =
∑
min{n1P , n
2
P }P . Y is an effective
divisor and (f) + Y ≥ 0, (g) + Y ≥ 0. In particular, O(Y ) is an invertible subsheaf
of both E and L ∗ ⊗ ω, and h0(O(Y )) ≥ 3. 
A remark on the non-example. The following argument by Brian Osserman
explains how Petri generality precludes the non-example stated in Lemma 5.1.
Suppose the curve C is Petri general. Given some L ′ as in 5.1, one obtains a
pencil with an injection 0 → L ′ → L ∗ ⊗ ω. Suppose H0(L ′) 6= H0(E ). One
gets a short exact sequence 0 → L ′ → E → Q → 0 such that h0(Q) ≥ 1. Since
Q ∼= L ′∗ ⊗ L , this implies there is an injection 0 → L ′ → L . Taking a product
of the two morphisms, one obtains an injection 0→ L ′⊗2 → ω, i.e. h1(L ′⊗2) ≥ 1.
This violates the Petri generality assumption.
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