We develop a power series representation and estimates for an effective action of the form ln e
I. Introduction
Let X be a finite set and C X the space of complex valued bosonic fields (i.e. functions) on X. Furthermore let dµ(z * , z) be a product measure on C X of the form dµ(z * , z) = x∈X dµ 0 z * (x), z(x) (I.1)
where dµ 0 (ζ * , ζ) is a normalized measure on C that is supported in |ζ| ≤ r for some constant r. That is,
For an analytic function f (α 1 , · · · , α s ; z * , z) of fields α 1 , · · · , α s , z * , z, we develop criteria under which g(α 1 , · · · , α s ) = ln e f (α 1 ,···,α s ;z where the weight system w is defined as w( x ; y * , y) = κ n 1 (4r) n 2 +n 3 e mτ ( x, y * , y)
for ( x, y * , y) ∈ X n 1 × X n 2 × X n 3 (I.4) and τ ( x, y * , y) is the minimal length of a tree which contains vertices at the points of the set {x 1 , · · · , x n 1 , y * 1 , · · · , y * n 2 , y 1 , · · · , y n 3 }. For this norm, our main result, Theorem III.4, states that g(α) = ln e f (α;z * ,z) dµ(z * , z) e f (0;z * ,z) dµ(z * , z)
exists, provided f < Theorem III.4 applies to more general norms than those described above. (See Definitions II.3, II.6 and III.1.) To reflect the geometry and scale structure of a "large field/small field" decomposition of X, one can replace the constant κ by a "weight factor" κ : X → (0, ∞] and the factor κ where Ω is a subset of X and, for any S ⊂ X,
is the maximum distance from S to Ω c . This is useful when Ω is a "small field region" and one wants to control boundary terms (that is, terms that depend on the values of fields at points both inside and outside Ω). Still another variation on the norms comes from the fact that one is often led to bound source fields by their sup norm rather than by their L 1 norm. See Definition II.6. If the measure dµ 0 (ζ * , ζ) is rotation invariant and there are no nontrivial monomials of the form a( x ; y, y) α(x 1 ) · · · α(x n 1 ) z * (y 1 )z(y 1 ) · · · z * (y n 2 )z(y n 2 ) in the power series of f , then (I.5) can be improved to a quadratic bound. See Corollary III.7. This situation occurs in our analysis of many boson systems. There we also need information on how the g of (I.3) varies with f . This is provided by Corollary III.8. Also in this situation, f is decomposed into a small field part, that depends only of the values of the fields inside some small field set Ω, and a boundary part that is measured using a modified norm as sketched above. One gets a corresponding decomposition of g which is discussed in Corollary III.9 and Example III.10. The measures that typically arise in renormalization group steps are rarely product measures. To apply the results of this paper, one must first perform a change of variables so as to diagonalize the (essential part) of the covariance of the measure. Linear changes of variables, as well as substitutions that typically occur in renormalization group steps are controlled in §IV.
II. Norms
To get a general setup for the norms that we shall use, we need a number of definitions.
Definition II.1 (n-tuples) (i) Let n ∈ Z Z with n ≥ 0 and x = (x 1 , · · · , x n ) ∈ X n be an ordered n-tuple of points of X. We denote by n( x) = n the number of components of x. Set
If n( x) = 0, then z( x) = 1. The support of x is defined to be supp x = {x 1 , · · · , x n } ⊂ X
(ii) For each s ∈ IN, we denote
The support of (
If ( x 1 , · · · , x s−1 ) ∈ X (s−1) then ( x 1 , · · · , x s−1 , −) denotes the element of X (s) having n( x s ) = 0.
(iii) We define the concatenation of x = (x 1 , · · · , x n ) ∈ X n and y = (y 1 , · · · , y m ) ∈ X m to be
For ( x 1 , · · · , x s ), ( y 1 , · · · , y s ) ∈ X (s) ( x 1 , · · · , x s ) • ( y 1 , · · · , y s ) = x 1 • y 1 , · · · , x s • y s
Definition II.2 (Coefficient Systems)
(i) A coefficient system of length s is a function a( x 1 , · · · , x s ) which assigns a complex number to each ( x 1 , · · · , x s ) ∈ X (s) . It is called symmetric if, for each 1 ≤ j ≤ s, a(
is invariant under permutations of the components of x j .
(ii) Let f (α 1 , · · · , α s ) be a function which is defined and analytic on a neighbourhood of the origin in C s|X| . Then f has a unique expansion of the form
with a( x 1 , · · · , x s ) a symmetric coefficient system. This coefficient system is called the symmetric coefficient system of f .
Definition II.3 (Weight Systems)
A weight system of length s is a function which assigns a positive extended number w( x 1 , · · · , x s ) ∈ (0, ∞] to each ( x 1 , · · · , x s ) ∈ X (s) and satisfies the following conditions: (a) For each 1 ≤ j ≤ s, w( x 1 , · · · , x s ) is invariant under permutations of the components of
Example II.4 (Weight Systems)
is a weight system of length s.
(ii) Let d : X × X → IR ≥0 be a distance function. By this we mean that d is symmetric and fulfils the triangle inequality
That is, we impose the conditions of a metric, with the exception (1) that d(x, y) may be zero for different points x, y ∈ X. The length of a tree T with vertices in X is simply the sum of the lengths of all edges of T (where the length of an edge is the distance between its vertices). For a subset S ⊂ X, denote by τ (S) the length of the shortest tree in X whose set of vertices contains S. If m ≥ 0, then
(1) The reason for the exception lies in the construction used in the proof of Corollary IV.3.
(iii) Assume again that d is a distance function on X. Let Ω ⊂ X. By definition, the distance of any point x ∈ X to Ω c is d(x, Ω c ) = inf y∈Ω c d(x, y) and the distance of any
(iv) Generalizing part (ii), assume that X is a subset of a Riemannian manifold X IR and µ a piecewise continuous non negative function on X IR (called the mass density). A tree in X IR is a finite union of compact curves in X IR that forms a topological tree. The µ-length of a tree is defined to be the integral of µ over the tree. For a finite subset S of X IR denote by τ µ (S) the infimum of the µ-lengths of trees whose set of vertices contains S. Then
is a weight system of length s. The verification of condition (b) of Definition II.3 follows from
for all m, n ≥ 0 (vi) If w 1 ( x 1 , · · · , x s ) and w 2 ( x 1 , · · · , x s ) are two weight systems of length s then
is also a weight systems of length s.
Definition II.5 Assume that X is a metric space. Given weight factors κ j : X → (0, ∞] for j = 1, · · · , s, a mass m ≥ 0 and a subset Ω of X we call
the weight system with mass m and decay set Ω that associates the weight factor κ j to the field α j . In the case Ω = ∅, we call
the weight system with mass m that associates the weight factor κ j to the field α j . It follows from parts (i), (ii), (iii) and (vi) of Example II.4 that these are indeed weight systems.
Definition II.6 (Norms) (i) Let w be a weight system and a a coefficient system of length s. Let 0 ≤ s ≤ s. We think of the fields α j with 1 ≤ j ≤ s as being sources (that is, we differentiate with respect to these fields to generate correlation functions) and the fields α j with s < j ≤ s as being internal fields (that is, they will be integrated out). For any n 1 , · · · , n s ≥ 0 and any function b(
Here ( x j ) i is the i th component of the n j -tuple x j . We define the norm of a with weight
In some applications, it will be more convenient to turn this norm into a seminorm by ignoring the constant term a(−). The results of this paper apply equally well to such seminorms.
(ii) Let w be a weight system and f (α 1 , · · · , α s ) be a function which is defined and analytic on a neighbourhood of the origin in C s|X| . The norm, f w of f with weight w is defined (2) to be |a| w where a is the symmetric coefficient system of f .
Remark II.7 Let a be a (not necessarily symmetric) coefficient system of length s and
Then f w ≤ |a| w for any weight system w. We call a a not necessarily symmetric coefficient system for f .
III. The Main Theorem
In (I.3), we integrate out the last two fields z * , z using the measure µ(z * , z) of (I.1).
Recall that this measure is supported in z ∞ ≤ r. The weight systems that are adapted to this situation fulfil the Definition III.1, below, with ρ = 4r.
Definition III.1 A weight system of length s + 2 has "gives weight at least ρ to the last two fields" if
Example III.2 Assume that X is a metric space and Ω ⊂ X. Given weight factors κ j : X → (0, ∞] for j = 1, · · · , s and a mass m ≥ 0, the weight system with mass m and decay set Ω that associates the weight factor κ j to the field α j , j = 1, · · · , s and the constant weight factor ρ to the fields α s+1 and α s+2 gives weight at least ρ to the last two fields.
We fix, for the rest of this section, a weight system w of length s + 2 that gives weight at least 4r to the last two fields. Furthermore we fix the number 0 ≤ s ≤ s of source fields for the Definition II.6 of · w .
, be analytic functions with h j (0, · · · , 0; z * , z) = 0. Further assume that the symmetric coefficient system a j ( x 1 , · · · , x s ; y * , y) of h j obeys a j ( x 1 , · · · , x s ; y * , y) = 0 whenever y = y * . Then
and
Proof: (i) follows from the observation that
for all y * , y ∈ X (2) .
(ii) Writeh
with, for each ζ ∈ X (s) ,
We claim that only terms with supp( y * , y) ∩ supp( y * , y ) = ∅ can be nonzero. By hypothesis, a 1 (ξ; y * , y) = 0 if y * = y. So we may assume that there is a y ∈ supp( y * , y) with the multiplicities of y * and y at y being different. Since z( y * • y * ) * z( y• y ) dµ(z * , z)
vanishes
(1) unless y * • y * = y• y , the multiplicities of y * and y at y must also be different.
In particular, y ∈ supp( y * , y ). Consequently, by (I.2),
Since w gives weight at least 2r to the last two fields,
(1) To see this, let y ∈ X and suppose that the multiplicity, say p * , of y * • y * at y is different from the multiplicity, say p, of y • y at y. Because dµ is invariant under z(y) → z θ (y) = e iθ z(y), while
If there are no source fields, also fix, temporarily, 1 ≤ i ≤ j (n j + n j ). There are source fields if s > 0 (s was specified in Definition II.6) and
is replaced by max
If we translate the ( x j ) , ( x j ) notation into the corresponding components of ξ, ξ we may write both of these max/sums in the form
Fix x p ∈ X for each p ∈ A and x p ∈ X for each p ∈ A . For notational simplicity, suppose that p = 1 ∈ A. Then
there are no source fields in ξ ), the second large bracket is
If A is not empty (i.e. there are source fields in ξ ), we bound the second large bracket by
Taking the maximum over x p 's and x p 's, and possibly over i, and the remaining sums gives the desired bound.
Recall that we have fixed a weight system w of length s + 2 that gives weight at least 4r to the last two fields and that we have fixed the number 0 ≤ s ≤ s of source fields.
Proof: Let a( x 1 , · · · x s ; y * , y) be the symmetric coefficient system for f . We first introduce some shorthand notation.
• For η = ( y * , y) ∈ X (2) , we write z(η) = z( y * ) * z( y) and
With this notation
By factoring e f (α 1 ,···,α s ;0,0) out of the integral in the numerator of (III.1), we may assume that a(−, −) = 0.
• Let X 1 , · · · , X be subsets of X. The incidence graph G(X 1 , · · · , X ) of X 1 , · · · , X is the labelled graph with the set of vertices {1, · · · , } and edges between i = j whenever
•
is connected. For a subset of Z ⊂ X we denote by C(Z) the set of all ordered tuples (η 1 , · · · , η n ) that are connected and for which Z = supp η 1 ∪ · · · ∪ supp η n . We call such a tuple a connected cover of Z.
Expanding the exponential
is a (unique, up to labelling) decomposition of {1, · · · , } into pairwise disjoint subsets I 1 , · · · , I n and a decomposition of Z into pairwise disjoint subsets Z 1 , · · · , Z n such that, for each 1 ≤ j ≤ n, (η i , i ∈ I j ) is a connected cover of Z j . This decomposition corresponds to the decomposition of G(η 1 , · · · , η ) into connected components. Therefore
Fix, for the moment, pairwise disjoint nonempty subsets Z 1 , · · · , Z n of X and ≥ n. Then
. . .
and Φ(∅) = 0. As the measure µ factorizes with each factor normalized, and the different Z j 's are disjoint,
(where p 0 = 0 and, for 1 ≤ j ≤ n, p j = k 1 + · · · + k j ) and we have
by the binomial expansion. Here, whenever a product {i,j}∈G n or {i,j}∈g is empty, as is the case for n = 1, it is given the value one. We may identify each g ⊂ G n with the labelled graph on the set of vertices {1, · · · , n} that has an edge joining vertex i and vertex j if and only if {i, j} ∈ g. Denote by G n the set of all graphs (connected or not) on the set of vertices {1, · · · , n} that have at most one edge joining each pair of distinct vertices and no edges joining a vertex to itself. Define
In this notation
Now let C n ⊂ G n be the set of all connected graphs on the set of vertices {1, · · · , n} that have at most one edge joining each pair of distinct vertices and no edges joining a vertex to itself. Set
Then, by a standard argument (see, for example [Sa, Theorem 2.17 
(By "ln" we just mean that the exponential of the right hand side is e f dµ.)
Let, for any connected graph G ∈ C n ,
The bound |t(G)| ≤ # spanning trees in G is due to Rota [Ro] . For a simple proof see [Si, Theorem V.7.A.6 ]. Since
we have that
To get a, not necessarily symmetric, coefficient system for ln e f dµ above we first construct a coefficient system for each Φ(Z). For each ξ ∈ X (s) and η ∈ X (2) , set
where, for ξ ∈ X (s) ,
so that a , excluding the constant term a (−), is a, not necessarily symmetric, coefficient system for g. By Remark II.7,
For each nontrivial ξ ∈ X (s) , by (III.6) and (III.4),
Below we develop two lemmata which enable us to use (III.8) to get the bound
where, for any σ > 0,
These lemmata also enable us to use (III.5) to get the bound
Combining (III.7), (III.9) and (III.10) yields
Hence to complete the proof of the theorem, it suffices to prove (III.9) and (III.10). Proof of (III.9), assuming Lemmas III.5 and III.6: By (III.8)
where
T labelled tree with vertices 1,···,n
Now apply Lemma III.6 with ε = |ã| w 2 = |ã| w 2 and ν = 1 to get
Proof of (III.10), assuming Lemmas III.5 and III.6: Recall thatã was defined in (III.5). For every (η 1 , · · · , η k ) contributing to (III.5), G(η 1 , · · · , η k ) is connected and hence contains at least one tree. So
Hence, by Lemma III.5, followed by Lemma III.6,
. This gives (III.10).
Lemma III.5 Let ω be an arbitrary weight system of length s + 2 and define the weight system ω 2 by
Let T be a labelled tree with vertices 1, · · · , n and coordination numbers d 1 , · · · , d n . Let b be any (not necessarily symmetric) coefficient system of length s + 2 with b(−; −) = 0. We define a new coefficient system b T by
Proof:
The case n = 1 is trivial, so assume that n ≥ 2. For each
it suffices to prove that, for any
Furthermore, since T is connected, part (b) of Definition II.3 ensures that
0 . Quickly review the definition (Definition II.6) of b N (1) ,···, N (n) ω . At least one component of
is to be maxed over, rather than summed over. We shall say that those components are "anchored". If there are source fields (that is, if
≥ 1) then all components of ξ that correspond to source fields are anchored. Otherwise exactly one component of (ξ, η) is anchored. By permuting {1, · · · , n}, we may assume that at least one component of (ξ 1 , η 1 ) is anchored. For notational simplicity, we consider the case that the first component ξ 1,1 of ξ 1 is anchored. The other cases are virtually indentical. Denote by A the set of all indices ( , m) such that ξ ,m is anchored. Certainly (1, 1) ∈ A. But if there are source fields, A has cardinality
which may be larger than one. Fix, for each ( , m) ∈ A, any x ,m ∈ X. Thus it suffices to prove that
. View 1 as the root of T . Then the set of vertices of T is endowed with a natural partial ordering under which 1 is the smallest vertex. For each vertex 2 ≤ j ≤ n, denote by π(j) the predecessor vertex of j under this partial ordering. For example, if T is the tree in the figure 6 7 1 3 4 5 2 then π(7) = π(3) = π(4) = 2, π(2) = π(5) = 6 and π(6) = 1. The condition that T ⊂ G(η 1 , · · · , η n ) ensures that, for each 2 ≤ j ≤ n, the support of η j intersects the support of η π(j) , so that at least one of the n(η j ) components of η j takes the same value (in X) as some component of η π(j) . Note that n(η j ) = N
s+2 and in particular is fixed by N (j) . Denote it n j . So
for all 2≤j≤n
j we use that, for any 0 < ν < 1 and d ≥ 1,
takes its maximum value (for t ≥ 1) at t = d ν , so that
Consequently (III.11) is bounded by
Choosing ν = ln 2, we have e νn j = 2 n(η j ) and e 2 ln 1 ν √ 2π < 1. So it suffices to prove that
for all choices of (m j , p j ) 2≤j≤n , satisfying 1 ≤ m j ≤ n(η j ) and 1 ≤ p j ≤ n(η π(j) ). But this is done easily by iteratively applying
starting with the largest j's, in the partial ordering of T , and ending with j = 1. (For j = 1, the condition η j,m j = η π(j),p j is absent, but (1, 1) ∈ A.) Lemma III.6 Let 0 < ε < 
Proof: First suppose that ν ≥ 2. By the Cayley formula (see, for example [Ri, Theorem I.4 .1]), the number of labelled trees on n ≥ 2 vertices with specified coordination numbers
The number of possible choices of coordination numbers (
For n = 1, d 1 = 0 and the number of trees is 1, so the n = 1 term is ε. So the full sum for ν = 1 is bounded by ε + 
We have G(0) = 0,
If, in addition, the measure dµ(z * , z) on C is rotation invariant, f (0, · · · , 0; z * , z) = 0 and that the symmetric coefficient system a( x 1 , · · · , x s ; y * , y) of f obeys a( x 1 , · · · , x s ; y * , y) = 0 whenever y = y * , then dG dζ (0) = 0 and
Proof: The analyticity of G(ζ) is obvious since the series (III.5), (III.6) with a replaced by ζa converge in the norm · w uniformly in ζ for |ζ| f w bounded by any constant strictly less than 1 16 . That G(0) = 0 and G(1) = g are also obvious. So by Taylor's formula with remainder g − dG dζ
for some 0 < u < 1. By the Cauchy integral formula
To get the formulae for dG dζ (0) and
e ζf (0,···,0;z * ,z) dµ(z * , z)
Setting ζ = 0 gives the formula for dG dζ (0). Differentiating again with respect to ζ and then setting ζ = 0 gives the formula for
. When the measure dµ(z * , z) is rotation invariant and the symmetric coefficient system a( x 1 , · · · , x s ; y * , y) of f obeys a( x 1 , · · · , x s ; y * , y) = 0 whenever y = y * , we have
as in Remark III.3.ii, and the remaining formulae follow.
Corollary III.8 Denote by F the Banach space of functions f (α 1 , · · · , α s ; z * , z) with
and f w + f − f w < 1 17 . Define, g, g ∈ F by the conditions
as in Theorem III.4. Then
and define G(ζ) by
as in Theorem III.4. Then G(ζ, ζ ) is an F -valued analytic function of ζ, ζ , since the series (III.5), (III.6) with a replaced by the appropriate a(ζ, ζ ) converge in the norm · w uniformly in ζ, ζ for |ζ | f w + |ζ| f − f w bounded by any constant strictly less than 1 16 . Furthermore G(0, 1) = g and G(1, 1) = g so that
vanishes when s = 0, so that
By the Cauchy integral formula,
By hypothesis, for all 0 ≤ s, s ≤ 1, ζ, ζ with |ζ| ≤
and hence
Corollary III.9 Let w be a weight system of length s + 2 that also gives weight at least 4r to the last two fields, z * and z. Assume that
(a) Let f (α 1 , · · · , α s ; z * , z) and f (α 1 , · · · , α s ; z * , z) be analytic functions. Assume that
Then there are analytic functions g(α 1 , · · · , α s ) and g (α 1 , · · · , α s ) such that
They obey the estimates
Assume in addition to the hypothesis of part (a), that the measure dµ(z * , z) on C is rotation invariant and the symmetric coefficient systems a(
whenever y = y * . Then the functions g and g of part (i) obey
Proof: Consider the weight system of length 2s + 2
It is easy to verify, using (III.13), that this is indeed a weight system that gives weight at least 4r to the last two fields. We use it for the fields α 1 , · · · , α s ; α 1 , · · · , α s ; z * , z. We designate as source fields the fields α 1 , · · · , α s , as well as the original source fields
Setting α j = α j in (III.16) gives (III.14). Also,
Setting α j = 0 in (III.16) gives (III.15). The estimate on g follows directly from Theorem III.4. This completes the proof of part (a) of Corollary III.9. The proof of part (b) is similar, but uses Corollary III.7 with n = 1.
Example III.10 Assume that X is a metric space. Let Ω ⊂ X be a decay set, m > 0 a mass, and κ j : X → (0, ∞], for j = 1, · · · , s + 2, be weight factors. Let w be the weight system with mass m and decay set Ω that associates the weight factor κ j to the field α j , for j = 1, · · · , s, and the weight factors κ s+1 , κ s+2 to the fields z * and z respectively. (See Definition II.5.) Also, let w be the weight system with empty decay set and mass 2m that again associates the weight factor κ j to the field α j , for j = 1, · · · , s, and the weight factors κ s+1 , κ s+2 to the fields z * and z respectively. In this situation, hypothesis (III.13) of Corollary III.9 is fulfilled.
Let ( x 1 , · · · , x s+2 ) and ( x 1 , · · · , x s+2 ) be two elements of X (s+2) such that
Choose spanning trees T and T for supp( x 1 , · · · , x s+2 ) and supp( x 1 , · · · , x s+2 ) respectively such that
On the other hand, if
and trivially w(
IV. Linear Transformations
In this section, we study properties of the norms of Definition II.6, and in particular, their behaviour under linear changes of variables. So let X be a metric space, Ω ⊂ X a decay set, and m ≥ 0 a mass. Also fix the number 0 ≤ s ≤ s of source fields.
Lemma IV.2 Let J j , 1 ≤ j ≤ s, be operators on C X with kernels J j (x, y). Let f be an analytic function on a neighbourhood of the origin in C s|X| and definef bỹ
Let κ 1 , · · · κ s , κ 1 , · · · κ s be weight factors. Denote by w and w the weight systems with mass m and decay set Ω that associate to the field α j the weight factor κ j and κ j respectively (see Definition II.5).
In the case that Ω = ∅ it suffices to assume that N m (J j ; κ j , κ j ) ≤ 1 for 1 ≤ j ≤ s.
(ii) Denote by w the weight system with mass 2m and empty decay set that associates to the field α j the weight factor
Proof:
Let a( x 1 , · · · , x s ) be a symmetric coefficient system for f . Define, for each n(
we have
For part (i), if there are no source fields, we are to bound
(IV.1) Fix any n 1 , · · · , n s ≥ 0 and denote, for each 1 ≤ j ≤ s,
If there are no source fields also fix a 1 ≤ ≤ s with n = 0 and an 1 ≤ī ≤ n j . If there are source fields, that is, if s > 0 (s was specified in Definition II.6) and
We may write both of these max/sums in the form
for some nonempty subset A ⊂ (j, ) 1 ≤ j ≤ n, 1 ≤ ≤ n j . Fix such an A and añ x j, ∈ X for each (j, ) ∈ A. First, we use that, for each (j, ) / ∈ A and y j, ∈ X,
Then, we use that, for each (j, ) ∈ A,
Maxing over the possible choices of A and thex j, 's and summing over n 1 , · · ·, n j finishes the proof of part (i) of the Lemma.
(ii) Sincef (0, · · · , 0) = f (0, · · · , 0), we may assume, without loss of generality, that
The proof may now continue as in part (i).
Corollary IV.3 Let h(γ 1 , · · · , γ r ) be an analytic function on a neighbourhood of the origin in C r|X| , and let Γ i j be operators on C X with kernels
Furthermore let κ i , λ j : X → (0, ∞] for 1 ≤ i ≤ s, 1 ≤ j ≤ r be weight factors. Let w be the weight system with mass m and decay set Ω that associates the weight factor κ i to the field α i , and let w be the weight system with mass m and decay set Ω that associates the weight factor λ j to the field γ j .
In the case that Ω = ∅ it suffices to assume
(ii) Let w be the weight system with mass 2m and empty decay set that associates the weight factor λ j to the field γ j . If, for all 1 ≤ j ≤ r,
We prove part (i). The proof of part (ii) is similar. SetX = X × {0, 1, · · · , s} . Define the distance between (x, i), (y, i ) ∈X to be d(x, y). For j = 1, · · · , r, let J j be the operator on CX defined by
The kernel of J j is
We also introduce the weight systemw that associates to the field β j (x, i), 1 ≤ j ≤ r, 0 ≤ i ≤ s, the weight factorκ
and has mass m and decay set Ω × {0, 1, · · · , s} and setw =w. Then
If we write
Therefore the claim of the Lemma follows from (IV.2).
Remark IV.4
(a) The hypotheses of Corollary IV.3.i are fulfilled if, for all j = 1, · · · , r i=1,···,s
The characteristic function of a subset Y ⊂ X is also denoted by Y . As a refined version of part (a), we have that the hypotheses of Corollary IV.3.i are fulfilled if, for each j = 1, · · · , r there is a subset Λ j ⊂ X such that
or, in the case Ω = ∅,
Similar results hold for the other statements of Lemma IV.2 and for Corollary IV.2.
In [BFKT2] we use some elementary properties of the operator norms of Definition IV.1.
Remark IV.5
(i) Let J be a linear map from C X to C X , and let m 1 , m 2 be masses with
(ii) Let J 1 , J 2 be a linear maps from C X to C X . Furthermore let κ 1 , κ 2 , κ 3 be weight factors and Y a subset of X. We consider the functions e 
By abuse of notation, we use Y to also denote the operator that multiplies by the characteristic function of the set Y .
(iii) Let J be an operator on C X , and let m , m 1 , m 2 be masses with m 1 − m 2 ≥ m .
Furthermore let κ, κ be weight factors and Y and Z subsets of X. Then
Proof: (i) follows from the inequalities
|J (x, y)|e
iii) The first inequality follows from the observation that, for all x ∈ Y, y ∈ X
The second inequality follows from the fact that, for all
The third inequality follows from the fact that, for all x ∈ Y, y ∈ Z e md(x,y) |J (x, y)|
In [BFKT2] , we use a more sophisticated
• R > 0 and κ : X → (0, ∞] be a weight factor that obeys
for all x ∈ L 3 . In the event that m 2 > 0, assume that L j ⊂ O c for at least one j ∈ {1, 2, 3}. We set, for any operator A on C X , |||A||| = N m 0 (A ; 1, 1) (i) Assume that m 1 + m 2 + m 4 + m 5 ≤ m 0 . If (a) L j ⊂ L for at least one j ∈ {1, 2, 3} and
and L j ⊂ L for at least one j ∈ {1, 2, 3} and
or if (c) m 3 ≥ m 4 + m 5 and O ⊂ L and
(ii) Assume that m 1 + m 2 + m 3 + m 4 + m 5 ≤ m 0 and that L j ⊂ L for at least one j ∈ {1, 2, 3}. If m 3 ≥ 0, further assume that L j ⊂ O for at least one j ∈ {1, 2, 3}.
For each x, y, z ∈ X, bound (ii) As in part (i), bound To convert tree decay into decay from a subset Ω c , we use Lemma IV.7 Assume that X is a metric space. Let Ω ⊂ X be a decay set, m > 0 a mass, and κ j : X → (0, ∞] for j = 1, · · · , s weight factors. Let w be the weight system with mass m and decay set Ω that associates the weight factor κ j to the field α j , j = 1, · · · , s.
(See Definition II.5.) Also, let w be the weight system with mass 2m and empty decay set that again associates the weight factor κ j to the field α j , j = 1, · · · , s. Furthermore let h(α 1 , · · · , α s ) be an analytic function. 
