In complex designs, classical bootstrap methods result in a biased variance estimator when the sampling design is not taken into account. Resampled units are usually rescaled or weighted in order to achieve unbiasedness in the linear case. In the present article, we propose novel resampling methods that may be directly applied to variance estimation. These methods consist of selecting subsamples under a completely different sampling scheme from that which generated the original sample, which is composed of several sampling designs. In particular, a portion of the subsampled units is selected without replacement, while another is selected with replacement, thereby adjusting for the finite population setting. We show that these bootstrap estimators directly and precisely reproduce unbiased estimators of the variance in the linear case in a time-efficient manner, and eliminate the need for classical adjustment methods such as rescaling, correction factors, or artificial populations. Moreover, we show via simulation studies that our method is at least as efficient as those currently existing, which call for additional adjustment. This methodology can be applied to classical sampling designs, including simple random sampling with and without replacement, Poisson sampling, and unequal probability sampling with and without replacement.
INTRODUCTION
Resampling methods such as the bootstrap and jackknife are largely used to estimate variances across a broad spectrum of statistical contexts. In survey sampling, the variances of even simple estimators depend on the sampling design, and can take very complex forms, particularly when the sampling design is elaborate. The classical bootstrap method, developed by Efron (1979) cannot be directly applied to cases of sampling from a finite population because the identical and independent distribution assumption fails under sampling without replacement. Gross (1980) and Chao and Lo (1985) have proposed a method for variance estimation based on reconstructing artificial populations from the sample. Bootstrap samples are then selected from this artificial population using the original sampling scheme. Another important class of methods arises from the rescaled bootstrap (Rao and Wu 1988) which consists of modifying the sample values of the variable of interest to construct an unbiased estimator of the variance in the linear case. Other methods have also been proposed by McCarthy and Snowden (1985) , Kuk (1989) , Rao, Wu, and Yue (1992) , Shao and Tu (1995) , Sitter (1992a Sitter ( , 1992b , Booth, Butler, and Hall (1994) , Holmberg (1998) .
In this article, we propose a new methodology that can be applied to classical sampling designs both with and without replacement, as well as both equal and unequal inclusion probabilities. Our methodology consists of selecting bootstrap samples from the original sample in such a way that it eliminates the need for scaling, weighting of the sample, and using artificial populations. We argue that if the aim is variance estimation, the resampling design must be radically different from that which generates the original data. We then proceed to construct an ad hoc resampling design by mixing several designs, such that the Erika Antal (E-mail: erika.antal@unine.ch) is Doctoral Student and Yves Tillé (E-mail: yves.tille@unine.ch) is Professor, Institute of Statistics, Faculty of Economics, University of Neuchâtel, Pierre à Mazel 7, 2000 Neuchâtel, Switzerland. The authors would like to thank the Editor, associate editor, referees, and Anthea Monod for their insightful comments and propositions which have resulted in significant improvement of this article. This work was supported by Equal Opportunity Office of the University of Neuchâtel.
bootstrap variance is equal to the estimator of the variance in the linear case, and such that the bootstrap sample has the same expected sample size as that of the actual sample size of the data, and can thus be treated as the original sample. This feature is particularly attractive because imputation, weighting for nonresponse, and calibration can thus be carried out without the need for any additional considerations or corrective techniques. In sampling without replacement, the main idea consists in selecting bootstrap samples by mixing sampling with and without replacement in order to reproduce a variance estimator that comprises the finite population correction.
The remainder of the article is structured as follows. We will first review basic notions of the theory of survey sampling, and provide an overview of the most frequently used sampling designs. We will then introduce two new sampling designs, simple random sampling with over-replacement and one-one resampling, that are used exclusively in resampling. We will then define sufficient conditions for a direct unbiased estimator for the variance of the total in resampling designs, and provide the construction of the algorithms used to draw such samples for several basic sampling designs. Finally, we supplement the theoretical proofs with results of simulation studies performed on several functions of interest, including the total, the median, the Gini index, and the ratio of totals. These results are compared to those obtained under resampling methods currently used, such as the classical bootstrap with and without replacement. We conclude with comparative remarks on our proposed methodology, and propose additional development and future research on the topic. unit k is selected in the sample. If the sample is selected without replacement, then S k can only take the values 0 and 1. If the sample has a fixed sample size n, then k∈U S k = n.
Let π k be the expectation of S k , that is, π k = E(S k ). The joint expectation of two units k and is
If the sample is selected without replacement, π k is the inclusion probability of unit k and π k is the joint inclusion probability of unit k and .
If π k > 0, for all k ∈ U, then the total Y can be estimated in an unbiased manner by using the Horvitz-Thompson estimator
Theoretically, if π k > 0, for all k = ∈ U, this variance can be estimated in an unbiased manner by
Nevertheless, this variance estimator is often very unstable. It can even take negative values. When the sampling design has a fixed sample size, then the variance can be written
and, if π k > 0, for all k = ∈ U, can be estimated by the Yates-Grundy estimator of variance:
Expression (3) holds for sampling with or without replacement and can also be written in the quadratic form
with
When the sampling design with or without replacement has a fixed sample size, estimator (3) must be preferred to estimator (2). We shall show below in Result 2 that the presentation of estimator (3) in a quadratic form is needed to construct a resampling method that produces an unbiased estimator.
BASIC SAMPLING DESIGNS
In a Poisson sampling design with inclusion probabilities π k , the S k are N independent Bernoulli random variables with pa-
Simple random sampling with replacement is very common. The sampling design is given by Pr(
Since the sample size is fixed, we can construct an unbiased estimator by using the quadratic form based on the D k , defined in Expression (5), D k = −1/(n − 1) when k = ∈ U, and D kk = 1 when k ∈ U, which gives
where Y = n −1 k∈U S k y k . Unequal probability with replacement with fixed sample size, is a generalization of simple random sampling with replacement to unequal probabilities of selection. The distribution of this sampling design is multinomial:
In unequal probability sampling with replacement,
In order to construct an unbiased estimator of the variance, we can use the D k defined in Expression (5), and we get
Curiously, D k does not depend on the π k 's of the sampling design and are the same as simple random sampling with replacement. The unbiased variance estimator (3) becomes
Simple random sampling without replacement is defined by the following sampling design: Pr(S = s) = N n −1 , for all s ∈ S n , where
We thus have
Unequal probability sampling without replacement and with fixed sample size is much more complex. The first problem is that there are many methods of sampling without replacement and with unequal probabilities. Each method provides a specific matrix of joint inclusion probabilities. These inclusion probabilities are, however, very similar if the sampling has a large entropy (Berger 1998; Brewer and Donadio 2003; Henderson 2006) , such as the random systematic design (Madow 1949) or the Rao-Sampford design (Rao 1965; Sampford 1967) , the Brewer design (Brewer 1975) , the maximum entropy design or the random pivotal design (Tillé 2006, pp. 79-95 and p. 106) . The second problem is that these inclusion probabilities can never be simplified. So, a simpler expression of variance than (1) and its estimator (2) cannot be constructed. Several approximations of variance based on a simple sum have been proposed, however. These approximations are obviously biased, but simulations have shown that they have smaller mean squared errors than estimators (2) and (4) (Hájek 1981; Matei and Tillé 2005) . There are thus various ways to estimate the variance. The strictly unbiased estimator consists of computing the D k by expression (5). A general biased and simple estimator of variance is given by
where the c k are weights that we discuss further. This expression can be viewed as an approximation of the D k given in expression (5), by
Diverse values have been proposed for the c k :
1. A simple value was given by Hájek (1981) , who proposed using
2. Deville and Tillé (2005) proposed c k such that
In this case, the diagonal elements D kk2 of the approximated matrix are equal to 1 − π k . A solution does not always exist for this equation, for instance when n = 2. 3. One could also take the c k such that
but this approximation needs to solve a nonlinear system of equations. In this case, the diagonal elements of the approximated matrix
and correspond to the diagonal of the matrix used for the Yates-Grundy estimator of variance given in (5).
Simple random sampling with over-replacement was recently proposed by Antal and Tillé (2010) . The sampling design is defined by Pr(
.
The
N+n−1 n samples with replacement have exactly the same probability of being selected. The marginal distribution of S k is given by
which is an inverse hypergeometric distribution.The expectation is E(S k ) = n/N, and the matrix of k is given by
This design has a larger variance than sampling with replacement and will be used only for resampling.
RESAMPLING AND SUFFICIENT CONDITIONS
Define the random set S that contains the list of labels for the units selected in the sample S. If a unit is selected several times in the sample, the labels can appear several times in S. For instance, if from population U = {1, 2, 3, 4, 5, 6}, we select a sample S that takes the value (0, 2, 1, 0, 3, 1), the set S takes the value {2, 2, 3, 5, 5, 5, 6}. A resampling method is a second stage on sampling from sample S. A subsample S * = (S * k , k ∈ S) can thus be presented as a sequence of discrete nonnegative random variables S * k that denote the number of times unit k is resampled. For example, if, in the above example, S * takes the values (1, 0, 3, 0, 2, 0, 1), then the subsample set S * will be {2, 3, 3, 3, 5, 5, 6}. The S * k are generally not independent. A correlation is indeed necessary to obtain an unbiased estimation of the variance when the sample size is fixed. The resampling sample size is denoted by n * .
In fact, a resampling method is a second phase of sampling that can depend on the first phase. Let E * (·) = E(·|S), var * (·) = var(·|S) and cov * (·, ·) = cov(·, ·|S) denote, respectively, the conditional expectation, variance and covariance under the resampling design with respect to the original design. Moreover, let Pr * (·) = Pr(·|S) denote the probability under the resampling design and conditionally to the original design.
The resampled estimator of the total is defined as
Note that α k can depend on S. If α k = 1, then the estimator is unbiased. The conditional variance of the resampled estimator is
This directly leads to two fundamental results:
This result directly comes from the equality between Expression (11) and the Horvitz-Thompson estimator.
Result 2. A sufficient condition for var
This result directly comes from the equality between Expressions (2) and (12) or between Expressions (4) and (12) when the sample size of S is fixed.
In fact, the main idea of this article is to develop resampling methods that satisfy conditions given in Results 1 and 2.This idea leads us to choose a sampling design for S * that is completely different from the sampling design used for S. Indeed, Result 1 is generally not satisfied by using the same sampling design for S and S * , because k and D k are of very different natures: the k are variances and covariances, but the D k are not.
Let θ be an estimator of a function of interest θ . Estimator θ is a function of the observed data {(y k , π k ), k ∈ S}. The bootstrap estimator θ * is the same function as θ , applied on the bootstrap data {(y k , π k ), k ∈ S * }. Practically, a sequence of bootstrap samples S * 1 , . . . , S * m are selected with the bootstrap design. The bootstrap variance given in (12) is approximated by
where θ * j is the bootstrap estimator computed on the jth bootstrap sample and
Algorithm 1 can be used to generate such S * k 's. The main idea consists of selecting a part of the units without replacement and a part with replacement with Poisson random variables in order to reproduce the finite population correction 1 − π k .
With Algorithm 1, the expectations, variances and covariances of the S * k can be computed
This bootstrap method provides the exact Horvitz-Thompson estimator in the linear case. Indeed, var
THE ONE-ONE RESAMPLING DESIGN
The one-one design is a sampling design defined only for resampling. It is an ad hoc construction used to randomly select n units from a sample of size n in such a way that the expectation and the variance of S * k are equal to 1, that is, E * (S * k ) = 1 and var * (S * k ) = 1. This sampling design is a mixture between a simple random sampling with replacement and a simple random Algorithm 1 Resampling procedure for Poisson sampling Define, independently, for k ∈ S:
• S * kA is a Bernoulli random variable with parameter π k .
kB is a Poisson random variable with parameter λ = 1.
• The resampling design is S * k = S * kA + S * kB .
Algorithm 2 The one-one resampling design • If n = 2, then S * 1 = 0 with probability 1/2 2 with probability 1/2
where x is the largest integer less than or equal to x and
-Define the random variablẽ n = m with a probability α m + 1 with a probability 1 − α.
-Select a simple random sample with overreplacement with sample sizeñ from S. This sample is denoted by S * kA . -Select a simple random sample with replacement with sample size n −ñ from S. This sample is denoted by S * kB . This second sample is independent from the first one.
sampling with over-replacement. Its implementation is given in Algorithm 2.
Result 3. If S * k is the number of times unit k is selected by the one-one resampling design described in Algorithm 2, then
Proof. The case where n = 2 is obvious. For the case where n ≥ 3, we have that
By plugging the value of α given in (14) and the value of m given in (13) in Expression (15), we get var * (S * k ) = 1. This sampling design has a fixed sample size, which implies that
7. RESAMPLING FROM A SIMPLE RANDOM SAMPLE WITH REPLACEMENT
The Usual Bootstrap With Replacement
If the sample S is selected by means of simple random sampling with replacement, the formula of the estimated variance of the total estimator is already given in Expression (6). The usual bootstrap consists of selecting a sample from S with the same sampling design, that is, a simple random sampling design with replacement from S. In this case, the variance of the resampled estimator is var
The bootstrap variance slightly underestimates the unbiased estimator given in Expression (6). Indeed, var( Y) = n/(n − 1) × var * ( Y * ). Actually, this underestimation is not very important if the sample size is large but can create problems if the samples are selected in strata with small sample sizes. Obviously, a correction factor can be applied in each stratum, but these procedures require a particular treatment of the bootstrap sample in each stratum.
Bootstrap by Using the One-One Sampling Design
The one-one simple random sampling design allows us to avoid the use of correction factors for the variance. Indeed, if the bootstrap sample is selected by a one-one design then the bootstrap variance is var
In a one-one simple random sampling, the repetition of the units is slightly larger than with simple random sampling with replacement, which increases the variance by a factor of n/(n − 1). It is thus no longer necessary to multiply the bootstrap variance by this factor.
RESAMPLING FROM A SAMPLE SELECTED WITH UNEQUAL PROBABILITIES WITH REPLACEMENT

The Usual Bootstrap With Replacement
If the sample is selected with unequal probabilities, with replacement and with fixed sample size, the estimator of variance is given in (7). In this case, the matrix of D k given in (5) does not depend on the π k 's, which means that the resampling design must be done with equal selection probabilities. A usual design consists of resampling by means of simple random sampling with replacement, which gives the bootstrap variance
With simple random sampling with replacement, the bootstrap variance thus suffers from a small underestimation. This problem can be annoying when the sample size is small and can be fixed by using a one-one simple random sampling.
Bootstrap by Using the One-One Sampling Design
If the bootstrap samples are selected with a one-one design, the bootstrap variance becomes
and is exactly equal to the estimator of variance (7). The oneone design is thus a convenient design for resampling from a sample selected with unequal probabilities with replacement, particularly when the sample size is small.
9. RESAMPLING FROM A SIMPLE RANDOM SAMPLE SELECTED WITHOUT REPLACEMENT
Resampling Using Simple Random Sampling With Replacement
In simple random sampling without replacement, the estimator of variance is
A simple way of resampling consists of using a simple random sampling with replacement as a resampling design. In this case, var
Obviously, the bootstrap variance is not equal to the variance estimator. Indeed,
}, which means that the resampling variance does not take into account the loss of one degree of freedom and the finite population correction. The bootstrap variance must be corrected by a factor. This correction can become intricate if a large number of samples are selected in strata.
Resampling Using a With Replacement and a One-One Design
In order to avoid the use of a correction factor, one can use a mixture of a simple sampling without replacement and a oneone design as described in Algorithm 3 in order to directly reproduce the unbiased estimator of variance for the totals.
Result 4 gives the properties of Algorithm 3.
Result 4. If Algorithm 3 is used for the resampling design,
Proof. The case where n − n 2 /N < 2 is trivial. For the case where n − n 2 /N ≥ 2, the expectation is given by E * (S
Finally, the covariances can be derived from the symmetry of treatment of the units, which implies that cov
Algorithm 3 is used, the resampling variance is thus
and is exactly equal to the estimator of variance given in Expression (16).
Algorithm 3 Resampling using a with replacement and a oneone design • If n − n 2 /N < 2: -With a probability q = n(N − n)/(2N), select randomly without replacement and with equal probabilities two units in S denoted by i and j. Next define S * i = 2, S * j = 0, S k = 1, for all k / ∈ {i, j}. -With a probability 1 − q, S * k = 1, for all k ∈ S.
n 2 N with probability q n 2 N + 1 with probability 1 − q, where q = n 2 /N + 1 − n 2 /N. -Select a sample S * kA from S with simple random sampling design without replacement with a sample size m.
-From the set of units of S such that S * kA = 0, select a sample S * kB according to a one-one design, so S * kB has size n − m. -The resampling design is S * k = S * kA + S * kB .
RESAMPLING FROM A SAMPLE SELECTED WITH UNEQUAL PROBABILITIES WITHOUT REPLACEMENT
Unequal probability without replacement is obviously a more complicated problem. The main reason is that the unbiased estimators given in (2) and (4) of the variance can never been simplified, which makes it necessary to compute all the joint inclusion probabilities to estimate the variance. When the entropy of the sampling design is large, biased estimators given in (8), (9), and (10) have a smaller mean square error than estimators (2) and (4) (see Matei and Tillé 2005) . For this reason, we do not propose using a bootstrap method that exactly reproduces the estimator of variance, but rather one that gives one of the three approximations. These methods are described in Algorithms 4 and 5.
Result 5 gives the properties of Algorithm 4.
Result 5. If Algorithm 4 is used for the resampling design, (i) E * (S
* k ) = 1, (ii) var * (S * k ) = 1 − φ k , (iii) cov * (S * k , S * ) = −q(1 − φ k1 − φ 1 + φ k 1 )/(n − m 1 − 1) − (1 − q)(1 − φ k2 − φ 2 + φ k 2 )/(n − m 2 − 1).
Proof. First, the conditional expectation is given by E
Algorithm 4 Resampling for unequal probability sampling without replacement: Case 1 Case 1: n − k∈S φ k ≥ 2.
• Select a sample S * kA without replacement with unequal inclusion probabilities φ k (the choice of φ k is discussed below) and fixed sample size. This sampling design is the same as the original design. If n * = k∈S φ k is not an integer, then define m = m 1 = n * with probability q m 2 = n * + 1 with probability 1 − q, where q = n * + 1 − n * . Also define φ k1 and φ k2 as the inclusion probabilities such that
Let φ k 1 and φ k 2 also be the joint inclusion probabilities of the design where sample sizes m 1 or m 2 were selected.
• From the set of units of S such that S * kA = 0, select a sample S * kB according to a one-one design.
We have seen that according to the definition of the c k , there are several ways to approximate the matrix of D k by a matrix of D k . The values of φ k that reconstruct as best as possible the three approximations for c k given in (8), (9), and (10) can be chosen by taking 1 − φ k = D kk . Obviously, these resampling Algorithm 5 Resampling for unequal probability sampling without replacement: Case 2 Case 2: n − k∈S φ k < 2.
•
• With a probability q select a sample without replacement denoted by S * kA of size n − 2 from S by using inclusion probabilities ψ k . Let ψ k denote the joint inclusion probability of this design. From the two remaining units, select a one-one design denoted by S * kB . The final sample is S * kA + S * kB .
• With a probability 1 − q, S * k = 1, for all k in S.
variances are not exactly equal to the estimator of variance, but they take into account the correction for finite population. Moreover, the diagonal terms are exactly the same as usual estimators of variance. The case where n − k∈s φ k < 2 must also be treated. Consider the procedure used to compute the inclusion probabilities from a vector of positive values x k . First, compute the quantities nx k
k = 1, . . . , N. For units for which these quantities are larger than 1, set π k = 1. Next, the quantities are recalculated using (17) 
The φ k can be chosen according to the three approximations given above in (8), (9), and (10).
MONTE CARLO SIMULATION STUDY FOR NUMERICAL COMPARISONS
First, we developed simulations for matrix reconstruction in order to confirm the theoretical results obtained in Section 10 on the new bootstrap methods for unequal probability sampling. As seen earlier, we distinguished the two cases depending on whether n − k∈S φ k is greater than or equal to 2 or less than 2. We generated a population for each of these cases. We computed the matrices of Horvitz-Thompson and of Yates-Grundy variance estimators, as well as their approximations, we then ran sets of simulations to obtain the matrices of the variances using the new bootstrap method. We noticed that these matrices were very close to the respective approximations, so the method should provide estimators of variance that are very similar to the estimators given by the approximations. In order to be concise, we do not include the results of these simulations in this article.
Secondly, we also ran a set of simulations for the variance estimators in different sampling designs. In each case a population of 150 units was generated from the model 1) and σ = 15. The regression parameters are β 0 = 12.5, β 1 = 3 and c = 4000. The model and its parameters were chosen intentionally to have a distribution for y similar to a lognormal-as it is often used for income distributions-with a correlated and positive explanatory variable x in the regression model. From this population, 1000 samples were drawn with a sample size n = 50. We knowingly used a large sample rate n/N = 1/3 and a skewed population in order to better illustrate the performance of the tested bootstrap methods. From each of these samples, we calculated four statistics: the total, the median, the Gini index of variable y and the ratio of total of variable y on the total of variable x.
Three sampling designs were tested: Poisson sampling, simple random sampling without replacement and a maximum entropy design with unequal inclusion probabilities. Concerning the inclusion probabilities, they were calculated proportional to the values of a variable z, which was generated from equation z = y 0.2 p where p ∼ ln N (0, 0.25) . In this manner the correlation between y and z is about 0.5. In the case where the total was the function of interest, the goal was to reproduce the estimator of variance of the total. In fact, for the estimation of the total, estimators of variance can directly be computed. A resampling method is thus not necessary. However, simulations were also run in this case in order to test the performance of the methods.
From each of the 1000 initial samples, 1000 bootstrap samples were selected by means of five different bootstrap methods. Besides the new bootstrap method, four other resampling methods were tested. The first one is the bootstrap with replacement proposed by McCarthy and Snowden (1985) for which a correction factor for the finite population is used. The second one is the bootstrap without replacement, which consists of creating an artificial population from the initial sample and drawing bootstrap samples with the same design as the initial one (Gross 1980; Chao and Lo 1985) . In the cases of simple random sampling without replacement or unequal inclusion probability sampling design as initial sampling designs, the third method is the rescaled bootstrap of Rao and Wu (1988) . For the Poisson sampling design, we used the Patak and Beaumont (2009) method. Nonlinear functions of interest were also tested: the ratio of two totals, the median, and the Gini index. For these functions of interest, the variances under the simulations, say the Monte Carlo variances, were considered as the true variances of the estimators. In the case where the total was the function of interest, the results were directly compared with the variance of the total that can be exactly computed, and not with the Monte Carlo simulation variance. After drawing the bootstrap samples, the estimators, their variances and the means of these variances were computed for each of the initial samples and were then compared with the approximations of the true variances. Note that the median is not a smooth function of the total. Estimating its variance can therefore be difficult, but the simulations show that in this case bootstrap methods perform well.
In order to measure the performance of the new method and compare it with the other ones, the following five indicators were used:
where I[a] = 1 if a is true and I[a] = 0 elsewhere, • Total error rate (ER) in % ER = 100 − 100 sim
The RB gives a measure of the bias of the estimator of variance. The RRMSE measures its accuracy. The Error Rates allow us to evaluate the capacity of the methods to provide a valid inference. The lower and the upper error rates give us an idea of how skewed the distribution of the estimator θ is. Tables 1, 2 , and 3 present the numerical performances of the estimators of variance for the three sampling designs, the four functions of interest and the four resampling methods. Table 1 presents the outcomes achieved using the Poisson sampling design with inclusion probabilities proportional to variable z. The variance estimator provided by the proposed method is unbiased for the total and for the other considered function, it is nearly unbiased according to the MC simulation. The relative bias are small, even for the Gini index (around −5%). For the total and the ratio, the total error rates are about 5%, and for the two other functions of interest about 10%. The bootstrap with replacement is clearly inefficient for the total. In fact, despite the use of a correction factor, the bootstrap with replacement with fixed sample size cannot catch the variance due to the randomness of the sample size of the Poisson sampling design. The variance estimator can thus largely underestimate the true variance. For the other functions of interest, the bootstrap with replacement provides a relatively high coverage rate, but the estimators themselves are biased. With regard to the bootstrap without replacement, the variance estimators are also strongly biased. For the total, the Gini index and the ratio, the variance estimators underestimate the true variance, and give lower coverage rates. For the median, the coverage rate is 97.5% which is only due to the large overestimation of the variance. In general, the performance of the proposed method and the method of Patak and Beaumont (2009) are equivalent. The estimators are unbiased, or have a slight bias for each function. The RRMSE have the same order and the error rates show a slightly positively skewed distribution, with coverage rates between 90 and 95%. We can conclude that the new method provides essentially the same results as the others, but its application is simpler: it does not require a correction factor, rescaling or artificial population. Table 2 shows the results of the applications of resampling methods for simple random sampling without replacement. Here, the original sampling design has a fixed sample size, which explains why the bootstrap with replacement method performs better. Instead of the method of Patak and Beaumont (2009) dedicated to Poisson sampling, we have used the rescaled bootstrap proposed by Rao and Wu (1988) . The simulations show that, for the total error rates, the bootstrap with replacement method performs slightly better than the three others, but the coverage rates provided by these others are also between 93% and 94% for each function of interest. The lower and upper error rates for each method and for each function of interest show the same behavior: the distributions are skewed right. There are small biases, positive in the case of the total, the median and the ratio of two totals, except for the rescaled bootstrap method, where the variance of the median is underestimated. For the Gini index, the first three methods give an estimator that underestimates the true variance, in contrast to the rescaling bootstrap method. In general, for simple random sampling without replacement, there is no crucial difference in performance between the resampling methods. They all provide a slightly biased estimator, with relatively high coverage rates-around 94%-and the variabilities of the variance estimators are also similar. Table 3 shows the performance of resampling methods under a maximum entropy design with inclusion probabilities propor- tional to variable z. In the proposed bootstrap method, the second approximation (9) is used, which gives us φ k = π k . In the case where the function of interest is the total, the new method gives an unbiased estimator with a coverage rate of 92.2%. The bootstrap with replacement method provides a lower error rate and thus a higher coverage rate. However it is due to a larger estimated confidence interval caused by a slight overestimation of the variance. The bootstrap without replacement method with an artificial population and the rescaling bootstrap method strongly underestimate the variance and consequently give a smaller coverage rate. The RRMSE are essentially the same, and again, the distributions of the estimators are skewed right. Concerning the median, the variance estimator of the new method is unbiased while the bootstrap with replacement method, and the rescaled bootstrap method underestimate the variance. The bootstrap without replacement method overestimates it. For the Gini index, the new method and the bootstrap without replacement method perform almost identically: the estimators of the variance are slightly biased (1%-3% in absolute value as relative bias) with a coverage rate of around 92%-93%. The coverage rate provided by the bootstrap with replacement method is larger, but the variance estimator is biased. The rescaled bootstrap method strongly underestimates the variance, which is the reason why the error rate is higher. Concerning the ratio, the estimator under the new resampling method has a small negative bias. In contrast, the bootstrap with replacement method gives an unbiased estimator and the bootstrap without replacement method gives a variance estimator that is 41% larger than the true variance. To summarize these results: the new method performs at least as well as the other methods considered. At the same time, it is simpler and does not require any additional calculation to estimate the variance of the estimators. These simulations show that the new bootstrap method works at least as well as the usual bootstrap methods. In Poisson sampling design, the inefficiency of the bootstrap with replacement is clear. It is due to the randomness of the sample size. In general, the new method provides an unbiased or a slightly biased estimator with a coverage rate between 89% and 95% for each of the functions of interest under each sampling design considered. Besides having at least the same performance as the other methods, the main advantage of the new method is that it does not require rescaling, correction factors or an artificial population. Thus, the samples can be directly used to compute the variance of the functions of interest.
DISCUSSION
The main idea driving the new methodology presented in this article is that if the original sample is drawn with replacement, the one-one sampling design can be directly used in the bootstrap method even if the units are selected with unequal probabilities. If it is drawn without replacement, the variances are smaller than that of a design with replacement and thus a portion of the resampled units are selected without replacement and another is selected according to a one-one design in order to achieve the correct variance. The implementation of selecting resampled units according to a mixture of sampling designs is straightforward and extremely rapid. It consists in computing the sample sizes of the different components of the mixtures, and then proceeds to select the bootstrap samples, which do not need to be rescaled. The Horvitz-Thompson weights remain unchanged from the original sample.
The simulations show that the classical bootstrap with replacement is not appropriate under unequal probability sampling without replacement, or if the sample size is random. For simple random sampling without replacement, bootstrap with replacement requires a rescaling factor. The class of methods based on the construction of artificial populations has limitations in its time-consuming execution due to its intricacy. In addition, inaccuracy may arise due to rounding problems arising from the multiplication of sample units by the inverse of their inclusion probabilities which are almost never integer (Holmberg 1998 ). This problem is bypassed in the methodology proposed in the present work. Regarding the method of Rao and Wu (1988) , the bootstrap values need not be values from the original sample because of the redefinition technique; although this indeed provides unbiased estimators, difficulties may arise in cases of calibration, reweighting, and imputation.
The method of Patak and Beaumont (2009) entails noninteger weights that may even be negative, which can lead to bootstrap estimations that are not intuitive. This problem is mitigated via a rescaling method, but requires a rescaling factor for the variance, which also presents difficulties under imputation, calibration, and weighting for total nonresponse. The work proposed here can be seen as a variant of the method of Patak and Beaumont (2009) , but we impose weights that are positive and integer.
The use of artificial populations produces the correct variance, but, as shown in simulation studies, can be cumbersome and time consuming. The present work avoids these difficulties and attains bootstrap samples in a direct manner that have precisely the same weights as in the original sample, and do not present any of the previous limitations when weighting, calibration or imputation is required. [Received December 2009 . Revised December 2010 
