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Stabilizationof (state, input)-disturbedCSTRs through the
port-Hamiltonian systems approach
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Abstract
It is a universal phenomenon that the state and input of the continuous stirred tank reactor (CSTR) systems are both disturbed.
This paper proposes a (state, input)-disturbed port-Hamiltonian framework that can be used to model and further designs a
stochastic passivity based controller to asymptotically stabilize in probability the (state, input)-disturbed CSTR (sidCSTR)
systems. The opposite entropy function and the availability function are selected as the Hamiltonian for the model and
control purposes, respectively. Furthermore, the proposed (state, input)-disturbed port-Hamiltonian model can simultaneously
characterize the first law and the second law of thermodynamics when the opposite entropy function acts as the Hamiltonian. A
simple CSTR example illustrates how the port-Hamiltonian method is utilized for modeling and controlling sidCSTR systems.
Key words: CSTR, port-Hamiltonian, stochastic passivity, entropy, (state, input)-disturbed
1 Introduction
Continuous stirred tank reactors (CSTRs) are a class
of widely used continuous reactors in chemical indus-
trial processes. The operation of a CSTR takes place
with reactants fed continuously into the tank through
ports at the top while products removed continuously
from the bottom, shown in Fig. 1. A basic assumption
for this device is that it admits perfect mixing so that
the contents, like temperature, concentrations, etc., have
uniform properties throughout the tank, and moreover,
the exit stream has the same contents as in the tank.
Even so, the CSTR process still exhibits highly complex
behaviors due to nonlinear coupling among irreversible
thermodynamics, reaction kinetics and hydrodynamics,
characterized by multiple equilibrium points, instabil-
ity, lack of precise physical interpretation, etc. (Favache
& Dochain, 2009). It thus poses a great challenge to in-
vestigate CSTRs for both academical research and en-
gineering applications.
Sustainable production concepts require the CSTR
process to run with optimal performance, which often
results from the unstable operation conditions (Hoang,
Couenne, Jallut, & Gorrec, 2008). This motivates the
stabilization of CSTR around an unstable steady state to
become an active research issue during the past decades.
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Fig. 1. Schematic diagram of a CSTR.
The early stabilizing strategies include input/output
feedback linearization (Adebekun &Schork, 1991) and
nonlinear PI control algorithm (Alvarez-Ramirez & Fe-
mat, 1999) while the recent studies focus on linking
thermodynamics with mathematical system theory (Yd-
stie & Alonso, 1997,Alonso & Ydstie,2001,Ruszkowski,
Garcia-Osorio, & Ydstie, 2005, Favache & Dochain,
2009). The purpose of the latter strategy is to develop
a entropy-based Lyapunov function, a notion derived
from thermodynamics concepts, for transport reaction
systems, of which the CSTR is the most typical rep-
resentative. Ydstie and his coworkers (1997,2001,2005)
firstly connected the thermodynamic system with the
passivity theory of nonlinear control through taking the
Legendre transform of the entropy difference between
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different states as the storage function, and then devel-
oped the inventory (like total mass, energy or the holdup
of a chemical constituent) control approach based on
the theory of dissipative systems to reach stabilization.
Favache and Dochain (2009) performed a detailed study
on finding Lyapunov function candidates related to the
thermodynamics, including the entropy, the entropy
production and the internal energy. Their applicable
scopes were also exhibited, such as the entropy only
suitable for isolated systems, the entropy production
emphasized with linear phenomenological laws, etc.
Another class of investigations (Eberard, Maschke, &
van der Schaft, 2007, Favache, Dochain, & Maschke,
2010, Ramirez, Maschke, & Sbarbaro, 2013, Ramrez,
Gorrec, Maschke, & Couenne, 2016, Hoang, Couenne,
Jallut, & Gorrec, 2011,Hoang, Couenne, Jallut, & Gor-
rec, 2012) manage to formulate the dynamics of the
CSTR into a structure of a port/quasi-port Hamilto-
nian system with the main motivation of expressing the
first and second principle of thermodynamics simulta-
neously. However, this good imagination sensitively de-
pends on the selection of the Hamiltonian. The negative
entropy as the Hamiltonian fails to support the imagi-
nation (Hoang, Couenne, Jallut, & Gorrec, 2011) while
the internal energy based availability function as the
Hamiltonian supports it (Ramrez, Gorrec, Maschke, &
Couenne, 2016). The stabilization of the CSTR system
in the form of the port/quasi-port Hamiltonian struc-
ture may be reached through relating the Hamiltonian
structure to the passivity control theory (van der Schaft,
2000,Alonso & Ydstie,2001,van der Schaft, 2004).
Despite extensive studies made towards stabilizing
the CSTR systems in the literature, there is no uni-
fied method applicable to a wide class of transport reac-
tion systems. Their control as well as the link between
thermodynamics and the Lyapunov stability theory re-
mains an open problem (Favache & Dochain, 2009). The
circumstance will get worse when the stochastic phe-
nomena in the CSTR process have to be considered. In
fact, it is highly possible that the CSTR process has
uncertainties, such as material compositions change, in-
put/output flow fluctuation, external environment tem-
perature fluctuation, reaction kinetics uncertainty, etc.
Frankly speaking, the stochastic model can capture the
nature of the CSTR process better. However, little atten-
tion is paid to stochastic CSTR processes. Even though
the kinetic uncertainty is considered in stabilizing the
CSTR process, which acts as an example of the stochas-
tic nonlinear time-delay system (Liu, Yin, Zhang, Yin,
& Yan, 2017), the input disturbance is often ignored. For
this reason, the current work is devoted to stabilizing
in probability the CSTR systems with state and input
both disturbed. By utilizing the (state, input)-disturbed
stochastic port-Hamiltonian system (sidSPHS) frame-
work (Fang & Gao, 2017), we can rewrite the (state,
input)-disturbed CSTR (sidCSTR) model to be a sid-
SPHS with the opposite entropy function as the Hamil-
tonian. A notable advantage for this rewritten version
is that it can characterize both the first law and second
law of thermodynamics. Further, by means of the im-
proved stochastic generalized canonical transformation
T (Satoh & Fujimoto, 2013, Fang & Gao, 2017), the
rewritten model is transformed to another dynamically
equivalent sidSPHS with the availability function as the
new Hamiltonian. The latter exhibits stochastic passiv-
ity with respect to the new Hamiltonian, based on which
a stochastic passivity based controller is developed to
asymptotically stabilize the transformed sidSPHS sys-
tem as well as the original sidCSTR system in probabil-
ity.
The rest of this paper is organized as follows. Section
2 reviews some basic concepts about stochastic stability
and sidSPHS framework. This is followed by the formu-
lation of sidCSTRs into a sidSPHS in Section 3. Sec-
tion 4 develops a stochastic passivity based controller to
asymptotically stabilize sidCSTR systems in probabil-
ity. A sidCSTR system with first-order reaction acts as a
case study to illustrate the proposed stabilizing strategy
in Section 5. Finally, Section 6 concludes the paper.
Notion: Rn, R≥0 and R
+ represent the space of n-
dimensional real vectors, the set of nonnegative real
numbers and positive real numbers respectively ; Rn×m
represents the set of all (n×m) real matrices ; Z+ rep-
resents the set of positive integers; 0n and 1n represent
n-dimensional vector with all entries equal to 0 and 1,
respectively; E(·) represents mathematical expectation;
| · | and ‖ · ‖ represent absolute value and 2-norm re-
spectively; tr{A}, A·i and Aj· represent the trace of
matrix A , the ith column and the jth row of matrix A
respectively; x⊤ represents the transpose of the vector
(or matrix) x; 1n×n represents (n × n) matrix with
all entries equal to 1; diag(x1, · · · , xn) represents the
(n × n) diagonal matrix whose diagonal elements are
xj(j = 1, · · · , n) while other elements equal to 0; ∇(·)
represents the gradients of (·).
2 (state, input)-disturbed stochastic port-
Hamiltonian systems
In this section, some basic concepts and results about
stability in the sense of probability and (state, input)-
disturbed SPHSs are recalled.
2.1 Stability in probability
Consider the input/output stochastic differential sys-
tem in Rn × Rm written in the sense of Itoˆ:{
dx = f(x,u)dt+ a(x)dω,
y = b(x,u),
(1)
where
2
(1) x ∈ Rn, u, y ∈ Rm (m ≤ n) are the state, measur-
able input and output, respectively, t ∈ R≥0 is the
time;
(2) f : Rn × Rm 7→ Rn, a : Rn 7→ Rn×r and b :
R
n × Rm 7→ Rm are all local Lipschitz continuous
functions such that they vanish in the equilibrium,
denoted by x∗, usually set as the origin, in the un-
forced case.
(3) ω is an Rr-valued standard Wiener process defined
on a complete probability space.
The stability of the equilibrium of the stochastic differ-
ential equation (1) in the sense of probability is charac-
terized by the following definition (Khasminskii, 2011).
Definition 1 The equilibrium solution x∗ of the stochas-
tic differential equation (1) is
(1) stable in probability if ∀ǫ>0 there is
lim
x(0)→x∗
P(sup
t≥0
‖ x(t)− x∗ ‖ < ǫ) = 1;
(2) locally asymptotically stable in probability if
lim
x(0)→x∗
P( lim
t→∞
‖ x(t)− x∗ ‖ = 0) = 1;
(3) globally asymptotically stable in probability if
∀x(0) ∈ Rn there is
P( lim
t→∞
‖ x(t)− x∗ ‖ = 0) = 1,
where x(0) is the initial state and P(·) represents the
probability function.
Besides definition, stochastic Lyapunov theorem is a
frequently-used tool to render the stability in probabil-
ity. Another highly related notation is stochastic passiv-
ity (Florchinger, 1999) that plays an important role in
stabilizing stochastic systems, defined below.
Definition 2 For an input-output stochastic system in
the sense of Itoˆ, governed by Eq. (1), if there exists a
non-negative and twice differentiable storage function V :
R
n 7→ R≥0 such that
L[V (x)] ≤ y⊤u, ∀x ∈ Rn, (2)
then the system is said to be stochastically passive with
respect to V (·) , where L[·] is the infinitesimal generator
of the stochastic process solution x(t) of the stochastic
differential equation (1), defined by
L[V (x)] = ∇⊤V (x)f(x,u) +
1
2
tr
{
∂2V (x)
∂x2
a(x)a(x)⊤
}
.
If the storage function V (·) is positive definite with
respect to x−x∗, it is easy to realize stabilization of the
stochastic system (1) in the sense of probability through
connecting it with a proportional controller in negative
feedback (Fang & Gao, 2017).
2.2 (state, input)-disturbed stochastic port-Hamiltonian
systems
A special case of the stochastic system (1) is the
stochastic port-Hamiltonian system proposed by Satoh
& Fujimoto (2013). Essentially, both of them only cap-
ture the process noise, but fail to consider the input
noise. As an extension, the sidSPHS (Fang & Gao, 2017)
can capture both process noise and input noise, which
is of the form

dx =
[
(J(x)−R(x))∇H(x) + g(x)u
]
dt
+ a(x)dω1 + γ(x)u˜σ(x)dω2,
y = g⊤(x)∇H(x) + δ(x)u,
(3)
where
(1) J, R : Rn 7→ Rn×n, with J = −J⊤, R = R⊤  0
(positive semi-definite), are the interconnection and
damping matrices, respectively;
(2) ω1 and ω2 are two mutually independent R
r1-
valued and Rr2-valued standard Wiener processes
defined on a probability space, respectively;
(3) H : Rn 7→ R is the Hamiltonian representing
the total storied energy, g : Rn 7→ Rn×m de-
scribes the control port, u = (u1, · · · , um)
⊤ is
the control action with the expectation satisfying
E(
∫ t
0
‖u(τ)‖2dτ) ≤ ∞ for all t ∈ R≥0, a : R
n 7→
R
n×r1 is the process noise port, and γ(x)u˜σ(x)
with γ : Rn 7→ Rn×m, u˜ = diag(u1, · · · , um) and
σ : Rn 7→ Rm×r2 is the input drift term;
(4) δ(x)u, with δ : Rn 7→ Rm×m, δ  0 and its Frobe-
nius norm less than 1, i.e., ‖δ(x)‖F < 1, measures
the contribution of the input to output.
In addition, the diffusion term
[
(J(x)−R(x))∇H(x) +
g(x)u
]
and the drift terms a(x), γ(x)u˜σ(x) also satisfy
local Lipschitz continuity and vanish at x∗ if no driving
force is imposed. All these conditions guarantee that the
stochastic differential equation (3) admits a unique so-
lution given any initial state and the stochastic version
of Lyapunov theorem can be applied.
For the structure of sidSPHSs in Eq. (3), there are two
points that need to be noted. One is that the Hamilto-
nian H is assumed to be neither positive semi-definite
nor bounded from below, the other is that there is an
output feedthrough so that this equation looks not be-
longing to the class of port-Hamiltonian systems. In fact,
the form of Eq. (3) is indeed a port-Hamiltonian system,
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which can be verified by interconnecting two sidSPHSs
in negative feedback to yield a new sidSPHS.
Proposition 1 The negative feedback interconnection
of any two sidSPHSs given by Eq. (3) yields another
sidSPHS.
Proof. We use subscripts “1” and “2” to identify two
sidSPHSs, respectively. For simplicity but without loss
of generalization, the state, input and output of these
two systems are assumed to satisfy dim(x1) = dim(x2)
and dim(u1) = dim(u2) = dim(y1) = dim(y2). The in-
terconnection of these two systems in negative feedback
follows
(
u1
u2
)
=
(
0 −I
I 0
)(
y1
y2
)
=
(
0 −I
I 0
)(
g1(x1)
⊤ ∂H1(x1)
∂x1
+ δ1(x1)u1
g2(x2)
⊤ ∂H2(x2)
∂x2
+ δ2(x2)u2
)
,
where I is the identity matrix with suitable dimension.
Since ‖δ1(x1)‖F<1 and ‖δ2(x2)‖F<1, we have
‖δ1(x1)δ2(x2)‖F ≤ ‖δ1(x1)‖F‖δ2(x2)‖F<1.
Hence, I + δ1(x1)δ2(x2) and I+ δ2(x2)δ1(x1) are both
nonsingular. The interconnection equation changes to be
(
u1
u2
)
=
(
−δ2
(
I+ δ1δ2
)−1
−
(
I+ δ2δ1
)−1(
I+ δ1δ2
)−1
−δ1
(
I+ δ2δ1
)−1
)
×
(
g1(x1)
⊤
0
0 g2(x2)
⊤
)(
∂H1(x1)
∂x1
∂H2(x2)
∂x2
)
.
Combining this equation with Eq.(3) yields
d
(
x1
x2
)
=
[
J˜ − R˜
]( ∂H1
∂x1
∂H2
∂x2
)
dt+
(
a(x1)
a(x2)
)
dω1
+
(
γ(x1) 0
0 γ(x2)
)(
u˜1 0
0 u˜2
)(
σ(x1)
σ(x2)
)
dω2
with
J˜ =
(
g1(x1) 0
0 g2(x2)
)(
0 −
(
I+ δ2δ1
)−1(
I+ δ1δ2
)−1
0
)
×
(
g⊤1 (x1) 0
0 g⊤2 (x2)
)
+
(
J1(x1) 0
0 J2(x2)
)
and
R˜=
(
g1(x1) 0
0 g2(x2)
)(
δ2
(
I+ δ1δ2
)−1
0
0 δ1
(
I+ δ2δ1
)−1
)
×
(
g⊤1 (x1) 0
0 g⊤2 (x2)
)
+
(
R1(x1) 0
0 R2(x2)
)
.
Note that δ1(x1) = δ
⊤
1 (x1) and δ2(x2) = δ
⊤
2 (x2), we get
J˜ = −J˜⊤, R˜ = R˜⊤  0. Namely, the above intercon-
nection yields another sidSPHS with the Hamiltonian to
be H1(x1) +H2(x2). ✷
As for the first point related to the Hamiltonian, if it
is bounded from below, the sidSPHS in the form of Eq.
(3) can reach power balance, or be stochastically passive
with respect to the Hamiltonian with some moderate
conditions added.
Theorem 1 (Fang & Gao, 2017) A sidSPHS described
by Eq. (3) is stochastically passive with respect toH(x) if
and only if ∀x the Hamiltonian satisfiesH(x) ≥ H(0n) =
0,
1
2
tr
{
∂2H(x)
∂x2
a(x)a⊤(x)
}
≤
∂H(x)
∂x
⊤
R(x)
∂H(x)
∂x
(4)
and
δ(x)−
1
2
σ(x)σ⊤(x) ◦ γ⊤(x)
∂2H(x)
∂x2
γ(x)  0, (5)
where “ ◦ ” is the Hadamard product.
Based on Theorem 1, if the Hamiltonian is further
assumed to be positive definite, then a simple unity feed-
back controller u = −y is able to stabilize the system
in probability at the origin. However, the Hamiltonian
usually cannot behave as a Lyapunov function, and even
not bounded from below. To address this issue, Fang &
Gao (2017), based on the stochastic generalized canoni-
cal transformation (Satoh & Fujimoto, 2013), proposed
the following transformation
T :


x¯ = ϕ(x),
H¯(x¯) = H(x) +H ′(x)|x=ϕ−1(x¯) ,
y¯d = yd +α(x)|x=ϕ−1(x¯) ,
u¯ = u+ β(x)|x=ϕ−1(x¯)
(6)
to change the Hamiltonian, where ϕ : Rn 7→ Rn, H ′ :
R
n 7→ R and α, β : Rn 7→ Rm are all differentiable
functions, α(x) = g⊤(x)∂H
′(x)
∂x
, yd = g
⊤(x)∂H(x)
∂x
and
moreover, ϕ(·) is a diffeomorphism and can preserve the
original point. A lower bounded and even positive defi-
nite Hamiltonian may be generated through T .
4
3 Stochastic Hamiltonian formulation of (state,
input)-disturbed CSTRs
In this section, we use the sidSPHS framework to
model CSTRs with state and input disturbed.
Consider a CSTR involving in p chemical components
X1, · · · , Xp and l reactions R1, · · · ,Rl with the ith re-
action written as
Ri :
p∑
j=1
zjiXj ⇆
p∑
j=1
z′jiXj ,
where zji, z
′
ji ∈ Z≥0 are the stoichiometric coefficients.
To control the temperature T , the CSTR is equipped
with a surrounding jacket, in which the cooling/heating
fluid flows for heat exchange. The dynamics can be de-
duced from the mass and energy balances by considering
the following assumptions:
A.1: The reaction mixture is ideal and incompressible;
and moreover, the reaction volume V and pressure P are
supposed to be constants.
A.2: At the inlet the reactor, the pure componentsXj
are fed at temperature T inj and molar concentration c
in
j .
A.3: The reaction kinetics obey the Arrhenius law,
with which the forward and backward reaction rate of
Ri are given by
 rfi = k0fiexp
(
−
Efi
RT
)
Πpj=1c
zji
j ,
rbi = k0biexp
(
−
Ebi
RT
)
Πpj=1c
z′ji
j ,
where Efi , Ebi are reaction activation energy, k0fi , k0bi
are reaction rate constants, and cj is the molar concen-
tration of component Xj , evaluated by the molar mass
Nj according to cj =
Nj
V
.
A.4: The heat exchange with the jacket is propor-
tional to the difference between the jacket temperature
Tw and the mixture temperature T in the reactor, i.e,
Q˙ = λ(Tw − T ) with λ the heat transfer coefficient.
A.5: There are slight fluctuations on chemical reac-
tions, inlet/outlet volume flows and heat exchange. All
fluctuations are supposed to be mutually independent
standard Wiener processes, labeled by ω1, ω2, ω3 ∈
R, respectively. They act on the corresponding objects
in proportion to their respective standard deviations
ρ1, ρ2, ρ3 ∈ R
+, which are assumed to be sufficiently
small in comparison to the abovementionedmacroscopic
variables.
The mass balances in the Itoˆ form are then given by
dN= (z− z′)(rb − rf )V (dt+ ρ1dω1)
+
(
qcin − q
N
V
)
(dt+ ρ2dω2), (7)
where N = (N1, · · · , Np)
⊤, cin = (cin1 , · · · , c
in
p )
⊤, z =
[zji]p×l, z
′ = [z′ji]p×l, rf = (rf1 , · · · , rfl)
⊤ and rb =
(rb1 , · · · , rbl)
⊤. The energy balance, evaluated by the
internal energy U , in the sense of Itoˆ is of the form
dU =
(
q
U in
V
− q
U
V
)
(dt+ ρ2dω2) + Q˙(dt+ ρ3dω3), (8)
where U in is the inlet internal energy.
A key point to formulate the sidCSTR system into
a sidSPHS structure is to select the Hamiltonian. Sim-
ilar to the Hamiltonian formulation of the determinis-
tic CSTRs (Hoang, Couenne, Jallut, & Gorrec, 2011),
the opposite entropy −S is chosen as the Hamiltonian,
which follows the famous Gibbs’ equation
dS =
1
T
dU +
P
T
dV −
µ⊤
T
dN, (9)
where µ = (µ1, · · · , µp)
⊤ is the chemical potential vec-
tor. The entropy function is set to abide by some basic as-
sumptions (Herbert, 1985): i) principle of maximum en-
tropy; ii) positive homogeneousness of degree one. From
these two assumptions, it is easy to obtain that the en-
tropy is concave. We further assume that the entropy
function is twice continuously differentiable, so the Hes-
sian matrix of −S is positive semi-definite. For the sidC-
STRs under consideration, note that dV = 0 in Eq. (9),
then by letting x = (U,N⊤)⊤ we have
∂(−S)
∂x
=
(
−
1
T
,
µ⊤
T
)⊤
. (10)
The calculation of the second derivative of the negative
entropy requires the definitions of the heat capacity and
chemical potential in the case of the ideal and incom-
pressible mixture (Hoang, Couenne, Jallut, & Gorrec,
2011), i.e.,

 U = N
⊤[CP (T − Tref) + href ]− PV,
µ
T
= −CP ln
T
Tref
+RLn
(
N
N⊤1p
)
− sref +
h
T
,
(11)
where CP = (CP1 , · · · , CPp)
⊤ is the isobaric heat ca-
pacity vector, Tref the reference temperature, href =
(h1ref , · · · , hpref )
⊤ the reference molar enthalpy vector,
sref = (s1ref , · · · , spref )
⊤ the reference molar entropy
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vector and h = CP (T −Tref)+href represents the molar
enthalpy vector. Combining Eqs. (10) and (11), we get
∂2(−S)
∂x2
=

 1θ , −h⊤θ
−h
θ
, hh
⊤
θ
− R
N⊤1p
1p×p + diag
(
R
Nj
)

(12)
with θ = T 2N⊤CP , j = 1, · · · , p. Throughout the pa-
per, we sometimes drop “(x)” for notational simplicity.
The following task is to define J, R, u and others so
that Eqs. (7), (8) are rewritten according to the sidSPHS
structure of Eq. (3).
Proposition 2 For any sidCSTR governed by Eqs. (7)
and (8), assume that the disturbances originating from
the inlet/outlet volume flows and heat exchange are weak
enough so that
ρ42M
2 + ρ43 < 4θ
2, (13)
where
M =∆⊤c
(
hh⊤ −
θR
N⊤1p
1p×p + diag
(
θR
Nj
))
∆c
− 2
U in − U
V
h⊤∆c+
(
U in − U
V
)2
, (14)
j = 1, · · · , p and ∆c = cin − N
V
. Then the sidCSTR is
a sidSPHS, written by Eq. (12) with J = 0(p+1)×(p+1),
H = −S and
R =
(
0, 01×p
0p×1, V T
∑l
i=1
(rfi−rbi )
∆⊤z·iµ
∆z·i∆
⊤z·i
)
, (15)
where ∆z·i = z·i − z
′
·i.
Proof. The proof may be implemented in two separate
procedures. The first one is to verify Eq. (16) is equiva-
lent to Eqs. (7) and (8) while the second one is to prove
that the variables defined in Eq. (16) satisfies the con-
straints made in Eq. (3).
(i) By inserting Eqs. (10) and (15) into Eq. (16), it is
easy to verify that Eq. (16) is completely equivalent to
Eqs. (7) and (8).
(ii) The sidSPHS structure requestsR(x), δ(x) to be
positive semi-definite and ‖δ(x)‖F<1.
Let λ = (λ0,λ
⊤
p )
⊤ be any Rp+1 vector, then we have
λ⊤Rλ=
l∑
i=1
(rfi − rbi)V T
∆⊤z·iµ
λ⊤p ∆z·i∆
⊤z·iλp
=
l∑
i=1
(rfi − rbi)V T
∆⊤z·iµ
(∆⊤z·iλp)
2.
Note that
(rfi−rbi )V T
∆⊤z·iµ
is a well defined nonnegative func-
tion since it has the same sign as the entropy creation,
(rfi−rbi )V
T
∆⊤z·iµ ≥ 0, of the ith chemical reaction (Pri-
gogine, Defay, & Everett, 1954), so λ⊤Rλ ≥ 0. Clearly,
R = R⊤. We thus get that R is positive semi-definite.
The positive semi-definiteness of δ(x) may be easily
verified from the facts that θ>0,M = θγ⊤·1
∂2(−S)
∂x2
γ·1 ≥ 0
and δ(x) = δ⊤(x). Also, since
‖δ(x)‖F =
1
4
ρ42
M2
θ2
+
1
4
ρ43
1
θ2
,
which combines with Eq. (13), we obtain ‖δ(x)‖F<1. In
addition, the noise ports in Eq. (16) will vanish in the
equilibrium with zero input. ✷
Remark 1 Under the conditions of no disturbances, the
sidCSTR of Eq. (16) will degenerate to the deterministic
CSTR. If no environmental exchanges occur again, the
Σs :


dx = (J(x)−R(x))∂(−S)
∂x
dt+
(
U in
V
− U
V
1
cin − N
V
0
)
︸ ︷︷ ︸
g(x)
(
q
Q˙
)
︸ ︷︷ ︸
u
dt+
(
0
(z− z′)(rb − rf )ρ1V
)
︸ ︷︷ ︸
a(x)
dω1
+
(
U in
V
− U
V
1
cin − N
V
0
)
︸ ︷︷ ︸
γ(x)
(
q 0
0 Q˙
)
︸ ︷︷ ︸
u˜
(
ρ2 0
0 ρ3
)
︸ ︷︷ ︸
σ(x)
(
dω2
dω3
)
y =
(
U in
V
− U
V
(cin − N
V
)⊤
1 0
)
︸ ︷︷ ︸
g⊤(x)
∂(−S)
∂x
+
(
1
2ρ
2
2
M
θ
0
0 12ρ
2
3
1
θ
)
︸ ︷︷ ︸
δ(x)
(
q
Q˙
)
︸ ︷︷ ︸
u
(16)
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deterministic model simplifies to be
x˙ = (J(x)−R(x))
∂(−S)
∂x
.
This structure can represent the first law and the second
law of thermodynamics simultaneously since
{
dU
dt
= 0,
dS
dt
=
(
∂S
∂x
)⊤
R(x)∂S
∂x
≥ 0.
Remark 2 For a sidCSTR, whether the condition of Eq.
(13) is true mainly depends on the first term ρ42M
2 since
the second one ρ43 is far less than 4θ
2 according to the as-
sumption A.5. Basically, as long as ρ22γ
⊤
·1
∂2(−S)
∂x2
γ·1<2,
Eq. (13) will hold almost surely. This may be easily
achieved in practice if the temperature and the concen-
trations of input species are manipulated properly.
4 Stochastic passivity based control of (state,
input)-disturbed CSTR
The sidCSTR is a sidSPHS if the negative entropy−S
is set as the Hamiltonian and a relatively weak condition
is added. However, since −S is not bounded from below,
the stabilization method derived from the sidSPHS the-
ory (Fang & Gao, 2017) cannot directly apply to the cur-
rent sidCSTR structure of Eq. (16). For this reason, we
manage to map the negative entropy to a new Hamilto-
nian, which is bounded from below and even can behave
as a Lyapunov function, and then stabilize the system
in probability in this section.
We define the following transformation for the above
purpose.
T :


x¯ = x,
H¯(x¯) = −S(x) + x⊤pi∗ |x=x¯,
y¯d = yd +α(x) |x=x¯,
u¯ = u,
(17)
wherepi∗ = ∂S
∂x
|x=x∗=
(
1
T∗
,−µ
∗
T∗
⊤
)⊤
defined according
to Eq. (10).
Remark 3 The transformed Hamiltonian has explicit
physical significance, i.e., representing the availability
function (Ydstie & Alonso, 1997). Based on Euler’s the-
orem for homogeneous functions, the entropy function
should satisfy S(x) = x⊤ ∂S
∂x
= pi⊤x. Therefore, the
transformed Hamiltonian can be rewritten as
H¯(x¯) = −S(x¯) + p¯i∗⊤(x¯− x¯∗) + S(x¯∗).
Geometrically, it evaluates the distance between the en-
tropy function and its tangent plane at x¯∗. This together
with concavity of the entropy function means H¯(x¯) ≥ 0,
and moreover, H¯(x¯) is convex. In the case of setting
V = V ∗, H¯(x¯) is strictly convex, i.e., its Hessian ma-
trix is positive definite with respect to x¯ − x¯∗ (Favache
& Dochain, 2009).
Based on the assumption A.1, we fix the volume for
the sidCSTR system of Eq. (16) to be V = V ∗, and then
apply the transformation of Eq. (17) to this system.
Proposition 3 The transformation defined in Eq.
(17) can transform the sidCSTR system Σs, de-
scribed by Eq. (16), into another sidSPHS in the
form of Eq. (18) if we set J¯(x¯) = 0(p+1)×(p+1),
R¯(x¯) = R(x), g¯(x¯) = g(x), u¯ = u, a¯(x¯) =
a(x), γ¯(x¯) = γ(x), ˜¯u = u˜, σ¯(x¯) = σ(x) and
δ¯(x¯) = δ(x). Moreover, these two systems are dynami-
cally equivalent.
T (Σs) :


dx¯ = (J¯(x¯)− R¯(x¯))∂H¯(x¯)
∂x¯
dt+
(
U in
V ∗
− U
V ∗
1
cin − N
V ∗
0
)
︸ ︷︷ ︸
g¯(x¯)
(
q
Q˙
)
︸ ︷︷ ︸
u¯
dt+
(
0
(z− z′)(rb − rf )ρ1V
∗
)
︸ ︷︷ ︸
a¯(x¯)
dω1
+
(
U in
V ∗
− U
V ∗
1
cin − N
V ∗
0
)
︸ ︷︷ ︸
γ¯(x¯)
(
q 0
0 Q˙
)
︸ ︷︷ ︸
˜¯u
(
ρ2 0
0 ρ3
)
︸ ︷︷ ︸
σ¯(x¯)
(
dω2
dω3
)
y¯ =
(
U in
V ∗
− U
V ∗
(cin − N
V ∗
)⊤
1 0
)
︸ ︷︷ ︸
g¯⊤(x¯)
∂H¯(x¯)
∂x¯
+
(
1
2ρ
2
2
M
θ
0
0 12ρ
2
3
1
θ
)
︸ ︷︷ ︸
δ¯(x¯)
(
q
Q˙
)
︸ ︷︷ ︸
u¯
(18)
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Proof. Since most of variables in the transformed sys-
tem T (Σs) of Eq.(18) are the same as in the original
sidCSTR system Σs of Eq. (16), it is clearly that T (Σs)
is a sidSPHS.
We further prove dx¯ = dx. Since
(J¯(x¯)− R¯(x¯))
∂H¯(x¯)
∂x¯
= −R
∂(−S)
∂x
−Rpi∗
and
Rpi∗ =
V ∗T
T ∗
l∑
i=1
(rfi − rbi)
∆⊤z·iµ
∆z·i∆
⊤z·iµ
∗ = 0(p+1)×1,
where the last equality holds due to ∆⊤z·iµ
∗ = 0, we
have
(J¯(x¯)− R¯(x¯))
∂H¯(x¯)
∂x¯
= (J(x) −R(x))
∂(−S)
∂x
,
i.e., dx¯ = dx. Therefore,T (Σs) and Σs are dynamically
equivalent. ✷
Corollary 1 Let the sidCSTR systemsΣs andT (Σs) be
defined by Eqs. (16) and (18), respectively, and x∗ ∈ Rn
be their equilibrium point. If x∗ is stable/asymptotically
stable in probability for T (Σs), then the corresponding
result also apply to Σs.
This corollary suggests a solution of stabilizing Σs in
probability, i.e., towards stabilizing T (Σs) in probabil-
ity. The latter purpose is easily reached using stochastic
passivity theorem (Florchinger, 1999).
Theorem 2 The transformed sidCSTR system T (Σs),
governed by Eq. (18), is stochastically passive with respect
to H¯(x¯) if the reaction disturbance ρ1 is small enough
such that
1
2
ρ21V
∗
p∑
j=1
Wj·1p ≤
l∑
i=1
(rfi − rbi )(z·i − z
′
·i)
⊤µ
T
, (19)
where
W = (
hh⊤
θ
− R
N⊤1p
1p×p + diag
(
R
Nj
)
) ◦ (∆z,r∆
⊤
z,r),
∆z,r = (z − z
′)(rb − rf).
Proof. Since the transformed systemT (Σs) in the form
of Eq. (18) is a sidSPHS, there exists a necessary and
sufficient condition, as Theorem 1 says, to suggest this
system stochastically passive with respect to its Hamil-
tonian. Consider
1
2
ρ21V
∗2
p∑
j=1
Wj·1p
=
1
2
ρ21V
∗2tr
{
(
hh⊤
θ
−
R1p×p
N⊤1p
+ diag(R/Nj))∆z,r∆
⊤
z,r
}
=
1
2
tr
{
∂2H¯(x¯)
∂x¯2
a¯(x¯)a¯⊤(x¯)
}
and
l∑
i=1
(rfi − rbi)(z·i − z
′
·i)
⊤µV ∗
T
=
∂H¯(x¯)
∂x¯
⊤
R¯(x¯)
∂H¯(x¯)
∂x¯
,
which together with Eq. (19) support the condition of
Eq. (4) in Theorem 1. In addition, the current δ¯(x¯)
defined in Eq. (18) apparently supports the condition of
Eq. (5) in Theorem 1. Note that
∑p
j=1Wj·1p has the
same sign with tr
{
∂2H¯(x¯)
∂x¯2
a¯(x¯)a¯⊤(x¯)
}
, while the latter
is nonnegative due to the positive semi-definite ∂
2H¯(x¯)
∂x¯2
and the positive semi-definite a¯(x¯)a¯⊤(x¯). Therefore, as
long as the reaction disturbance ρ1 is small enough, the
transformed sidCSTR system can be stochastically pas-
sive with respect to H¯(x¯). ✷
Remark 4 The condition of Eq. (19) is not so harsh
from the viewpoint of practice since the order of magni-
tude of ρ21 is quite low compared with other macroscopic
variables, which leads to Eq. (19) to be most likely true
in the practical cases.
The stochastic passivity of T (Σs) can render a sim-
ple and effective way to stabilize it in probability, and
further for the original sidCSTR system Σs.
Theorem 3 For any sidCSTR system Σs given by Eq.
(16), let x∗ be one of its equilibrium points. Assume that
its transformed version T (Σs) modeled by Eq. (18) is
stochastically passive with respect to H¯(x¯), and there ex-
ists a positive definite matrixK ∈ R2×2 such that I+Kδ¯
is invertible. Then the controller in the form of
u¯ = −
[
I +Kδ¯
]−1
Kg¯⊤(x¯)
∂H¯(x¯)
∂x¯
(20)
can locally asymptotically stabilize Σs at x
∗ in probability
if they are connected in negative feedback.
Proof. Since the transformed systemT (Σs) modeled by
Eq. (18) is stochastically passive with respect to H¯(x¯),
we have dH¯(x¯)dt ≤ y¯
⊤u¯. Combining Eqs. (18) and (20)
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

dx = −
(k0fNAe
−
Ef
RT − k0bNBe
−
Eb
RT )T
µA − µB


0 0 0
0 1 −1
0 −1 1


︸ ︷︷ ︸
R(x)
∂(−S)
∂x
dt+


cinAh
in − (NA
V
hA +
NB
V
hB) 1
cinA −
NA
V
0
−NB
V
0


︸ ︷︷ ︸
g(x)
(
q
Q˙
)
︸ ︷︷ ︸
u
dt
+


0
−ρ1(k0fNAe
−
Ef
RT − k0bNBe
−
Eb
RT )
ρ1(k0fNAe
−
Ef
RT − k0bNBe
−
Eb
RT )


︸ ︷︷ ︸
a(x)
dω1 +


cinAh
in − (NA
V
hA +
NB
V
hB) 1
cinA −
NA
V
0
−NB
V
0


︸ ︷︷ ︸
γ(x)
(
q 0
0 Q˙
)
︸ ︷︷ ︸
u˜
(
ρ2 0
0 ρ3
)
︸ ︷︷ ︸
σ(x)
(
dω2
dω3
)
y =
(
cinAh
in − (NA
V
hA +
NB
V
hB) c
in
A −
NA
V
−NB
V
1 0 0
)
︸ ︷︷ ︸
g⊤(x)
∂(−S)
∂x
+
(
1
2ρ
2
2
M
θ
0
0 12ρ
2
3
1
θ
)
︸ ︷︷ ︸
δ(x)
(
q
Q˙
)
︸ ︷︷ ︸
u
(21)
yields
u¯ = −K(g¯⊤(x¯)
∂H¯(x¯)
∂x¯
+ δ¯u¯) = −Ky¯.
Hence, we obtain dH¯(x¯)dt ≤ y¯
⊤u¯ = −y¯⊤Ky¯ ≤ 0 with
equality hold if and only if y¯ = 02, i.e., x¯ = x¯
∗. Since
H¯(x¯) is positive definite with respect to x¯ − x¯∗, the
controller can locally asymptotically stabilize T (Σs) at
x¯∗ in probability. This together with Corollary 1 sug-
gests that the equilibrium point x∗ for Σs can be locally
asymptotically stabilized in probability by the proposed
controller. ✷
5 Case study
In this section, the proposed port-Hamiltonian
method is applied to stabilizing in probability a CSTR
system (Hoang, Couenne, Jallut, & Gorrec, 2011) with
state and input both disturbed, in which a first-order
reversible chemical reaction A ⇄ B takes place, and
only the pure A component is fed into the reactor. The
system follows all assumptions A.1−A.5.
The dynamical equations of this system Σs may be
written in the sense of Itoˆ to be

dU = q[cinAh
in − (NA
V
hA +
NB
V
hB)](dt+ ρ2dω2)
+Q˙(dt+ ρ3dω3),
dNA = (k0bNBe
−
Eb
RT − k0fNAe
−
Ef
RT )(dt+ ρ1dω1)
q(cinA −
NA
V
)(dt+ ρ2dω2),
dNB = (k0fNAe
−
Ef
RT − k0bNBe
−
Eb
RT )(dt+ ρ1dω1)
−qNB
V
(dt+ ρ2dω2),
where some related parameters values are listed in Ta-
ble 1. For this system, there are up to three equilibria
with the middle one unstable while other two stable.
The current task focuses on stabilizing in probability
the middle unstable equilibrium point, which is denoted
by x∗ = (U∗, N∗A, N
∗
B)
⊤. The reactor works under the
initial conditions given in Table 2, based on which it is
easy to calculate the concerning equilibrium point to be
(1157.5, 1.3, 0.7)⊤, and the corresponding V ∗ = 0.001m3
and T ∗ = 331.9K. We also exhibit them in Table 2.
Table 1. Parameters of the sidCSTR system: A⇄ B
Symbol Numerical value Variable name
CPA
75.24J/K/mol Heat capacity of species A
CPB
60J/K/mol Heat capacity of species B
hAref
0J/mol Reference enthalpy of A
hBref
-4575J/mol Reference enthalpy of B
k0f 0.12 × 10
10/s Forward kinetic constant
Ef 72331.8J/mol Forward reaction activation energy
k0b 1.33 × 10
8/s Backward kinetic constant
Eb 74826J/mol Backward reaction activation energy
P 105Pa Pressure
R 8.314 J/K/mol Molar gas constant
Tref 300K Reference Temperture
sAref
50.6J/K/mol Reference entropy of A
sBref
180.2J/K/mol Reference entropy of B
ρ1, ρ3 0.1, 0.05 Reaction and heat exchange disturbance
ρ2 5× 10
−7 Inlet/outlet flow disturbance
λ 0.05808J/K/s Heat transfer coefficient
Table 2. Initial conditions and setpoint values
Initial Value Setpoint Value
T in, T (0), Tw(0) 310, 342, 299.97K U
∗, T∗ 1157.5J,331.9K
q(0) 9.15 × 10−4m3/s V ∗ 0.001m3
NA(0), NB(0) 1, 1mol N
∗
A, N
∗
B 1.3, 0.7mol
cinA 2000mol/m
3/s q∗ 9.15×10−6m3/s
By setting H(x) = −S and then applying Proposi-
tion 2, we rewrite the above dynamical equation as the
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form of sidSPHS, shown in Eq. (21), where

M
θ
=
cinA
2
R
(NA+NB)NANB
+
(cinAhA−c
in
Ah
in)2
θ
,
θ = (NACPA +NBCPB )T
2.
(22)
It is clear that at given ρ2, ρ3 Eq. (13) is true to
support Eq. (21) to be a sidSPHS. Further apply-
ing Proposition 3 will produce a transformed but
equivalent sidSPHS to the original one of Eq. (21).
Moreover, at the given ρ1, the condition of Eq.
(19) in Theorem 2 holds, which means the trans-
formed sidCSTR system stochastically passive with
respect to its Hamiltonian. Finally, based on Theo-
rem 3, we set the proportional gain matrix K to be
K = diag(K1,K2) = diag(1.64 × 10
−7, 27430), which
supports I + Kδ¯ to be invertible, and then design the
following controller utilizing Eq. (20)

q = −K1(1 +
1
2ρ2
2M
θ
K1)
−1[−NB
V
(−
µ∗B
T∗
+ µB
T
)
+(cinAh
in − NA
V
hA −
NB
V
hB)(
1
T∗
− 1
T
)
+(cinA −
NA
V
)(−
µ∗A
T∗
+ µA
T
)],
Q˙ = −K2(1 +
1
2ρ3
2 1
θ
K2)
−1( 1
T∗
− 1
T
)
to locally asymptotically stabilize the considered sidC-
STR system in probability. The manipulated variable
Tw may be further calculated by combining the above
second equation with the expression Q˙ = λ(Tw − T ) as
Tw =
−K2(1 +
1
2ρ3
2 1
θ
K2)
−1( 1
T∗
− 1
T
)
λ
+ T.
To observe the state converging behaviors for this sys-
tem, Figs. 2 and 3 exhibit the response of the tempera-
ture andmolar mass to time, respectively. As one can ex-
pect, the state vector (T,NA, NB)
⊤ can asymptotically
converge to the equilibrium state (T ∗, N∗A, N
∗
B)
⊤ as the
controller is put into force. Basically, from t = 3s the
converging behaviors happen. These phenomena suggest
that the proposed stochastic passivity based controller
is qualified for stabilizing the sidCSTR system in proba-
bility. We also present the evolution of the manipulated
variables q and Tw in Figs. 4 and 5. In like manner, they
will asymptotically approaching the stable values q ≈ 0
and Tw ≈ T
∗ as the state tends to the equilibrium point.
6 Conclusion
In this paper, a port-Hamiltonian based method is
proposed to model and stabilize in probability the CSTR
systems with state and input both disturbed. The fol-
lowing conclusions are reached:
(i) The sidCSTR systems may be formulated into a
sidSPHS structure if the opposite entropy function is
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Fig. 2. Temperature response of the sidCSTR system.
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Fig. 3. Molar mass responses of the sidCSTR system.
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Fig. 4. Input/output volume flow evolution.
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Fig. 5. Jacket temperature evolution.
taken as the Hamiltonian. Moreover, the degenerated
deterministic version can represent the first law and the
second law of thermodynamics simultaneously.
(ii) The sidCSTR systems have the property of
stochastic passivity with respect to the Hamiltonian
when the Hamiltonian is transformed from the opposite
entropy function to the availability function.
(iii) The sidCSTR systems can be locally asymptoti-
cally stabilized if a stochastic passivity based controller
is connected in negative feedback.
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