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With the rapid development of information technologies, tremendous amount of data became readily
available in various application domains. This big data era presents challenges to many conventional data
analytics research directions including data capture, storage, search, sharing, analysis, and visualization.
It is no surprise to see that the success of next-generation healthcare systems heavily relies on the effec-
tive utilization of gigantic amounts of medical data. The ability of analyzing big data in modern health-
care systems plays a vital role in the improvement of the quality of care delivery.
Speciﬁcally, patient similarity evaluation aims at estimating the clinical afﬁnity and diagnostic proximity
of patients. As one of the successful data driven techniques adopted in healthcare systems, patient sim-
ilarity evaluation plays a fundamental role in many healthcare research areas such as prognosis, risk
assessment, and comparative effectiveness analysis. However, existing algorithms for patient similarity
evaluation are inefﬁcient in handling massive patient data. In this paper, we propose an Adaptive
Semi-Supervised Recursive Tree Partitioning (ART) framework for large scale patient indexing such that
the patients with similar clinical or diagnostic patterns can be correctly and efﬁciently retrieved. The
framework is designed for semi-supervised settings since it is crucial to leverage experts’ supervision
knowledge in medical scenario, which are fairly limited compared to the available data. Starting from
the proposed ART framework, we will discuss several speciﬁc instantiations and validate them on both
benchmark and real world healthcare data. Our results show that with the ART framework, the patients
can be efﬁciently and effectively indexed in the sense that (1) similarity patients can be retrieved in a
very short time; (2) the retrieval performance can beat the state-of-the art indexing methods.
 2015 Published by Elsevier Inc.1. Introduction
With the rapid development of information technologies, big
data [8] has been one of the major themes in modern data mining
research. It presents many challenges to existing computational
technologies including data mining, machine learning, database,
statistics and information visualization. Similarly, in medical
research, the Electronic Medical Records (EMR) has been everywhere
in hospitals and clinical institutions. Hence, in medical informatics
research, there is an emerging need to efﬁciently utilize a huge
number of EMRs to provide effective support and improve the
quality of service at the point of care.
Personalization is another popular trend in the current computa-
tional research. What personalization emphasizes is to customize
the information of interest and tailor it to each individual. Under
this context, the goal of personalized healthcare is to improve the
safety, quality and effectiveness of healthcare for every patient.To make personalized healthcare successful, one key point is to
identify the current status of the speciﬁc patient so that we can
enable the medications and treatments to be tailored to each per-
son’s needs. However, in the real world, the exact ‘‘status’’ of a
patient would be very difﬁcult to determine as the patient may
have a lot of complicated comorbidities. To get around this, an
alternative way is to evaluate the clinical similarity of patients so
that we can make personalized healthcare plans for focus patients
by utilizing the successful experience on their cohorts of similar
patient cohorts. This strategy has been validated as collaborative ﬁl-
tering [13] in information recommendation systems.
There is quite some existing work on effective evaluation of
clinical patient similarities. For example, Sun et al. [14] applied a
locally supervised metric learning algorithm to evaluate the
patient similarities. Wang et al. [20] further extended it so that
the metric can be updated interactively to incorporate the physi-
cian’s feedback fast, and they also make the algorithm work in a
heterogeneous scenario [19] where multiple types of feedback
(from physicians with different specialties) can be leveraged.
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aforementioned methods in real world scenarios:
 Most of the existing approaches are built under the supervised
setting, where abundant labeled data is desired for learning
the metric. However, it is well known that annotation of EMRs
requires sophisticated medical professionals, which is very
time-consuming and expensive.
 Those approaches require computation of nearest neighbors in a
predeﬁned metric space, e.g. Euclidean distance space, for each
patient. This procedure is expensive since the EMRs are often
represented by high-dimensional feature vectors and the size
of the patient population could be very large.
In order to (1) effectively evaluate the pairwise clinical similar-
ities among patients; (2) efﬁciently retrieve similar patients for any
query patient, we propose an Adaptive Semi-Supervised Recursive
Tree Partitioning (ART) framework for large scale patient indexing.
It is worthwhile to highlight the following aspects of the proposed
approach:
 Semi-supervised. At each node of the indexing tree, our ART
framework learns a projection direction by solving some opti-
mization problem to partition the data. The objective of such
optimization problem is composed of two terms, a supervised
term containing the expertise knowledge, and an unsupervised
term measuring certain data properties such as the variance
in the projected space. The tradeoff of these two terms is also
adaptive in the sense that if there are more unlabeled data con-
tained in one node, the unsupervised term will receive more
weight, resulting in a more balanced partitioning. However, if
the node contains fewer points, the data properties will not rely
that much and the supervised term will receive larger weight,
resulting more accurate partitioning. In this way we aim to con-
struct a balanced yet accurate indexing tree.
 Adaptive indexing. As learning exact pairwise distances may suf-
fering from huge computational burden, we will develop smart
indexing approaches for approximate nearest neighbor search,
where rather than using a uniform distance measure for all
the patients in the indexing tree as in kd-tree [1], we learn a
speciﬁc distance metric for a subset of patient population
within a single node based on the data distribution. In this
way, we tend to construct a more accurate indexing tree for
retrieving similar patients.
Based on the proposed ART framework, we implemented sev-
eral instantiations using different measurements of the supervised
and unsupervised components. Empirical study on both bench-
mark and real world patient data clearly demonstrate the superior-
ity of the ART based approaches over traditional indexing methods.
Such framework has great potential on physician decision support,
such as prognosis and disease early prediction.
The rest of this paper is organized as follows. Section 2 will
review some related works including hashing and indexing. The
detailed ART framework as well as several of its instantiations
are introduced in Section 3. The experiments on two benchmark
data sets are introduced in Section 4, followed by the experimental
results on real world data in Section 5 and conclusions in Section 6.2. Related works
Patient similarity evaluation is a domain speciﬁc case of the
generic similarity based nearest neighbors (NN) search, which
has been identiﬁed as a fundamental problem in many data mining
algorithms and practical information process systems, rangingfrom graph learning to classiﬁcation [15,16,25] to information
retrieval [12,17,21]. An intuitive way to identify the most similar
samples is to perform exhaustive comparison. For instance, given
a query patient q and a similarity function sim(), the nearest
patient x in a database with n data points X ¼ fxigni¼1 is given by
x ¼ argmaxx2Xsimðq;xÞ. Exhaustive search requires linear compu-
tational cost OðnÞ, which is infeasible for large scale and high
dimensional applications due to time and space constraints.
Instead of ﬁnding the exact nearest neighbors, recently the
research community tends to design efﬁcient indexing techniques
to search Approximate Nearest Neighbors (ANN). Typically, the ANN
techniques require much less search time, such as those with the
time complexity as sublienar oðnÞ, logarithmic OðlognÞ, or even
constantOð1Þ. In addition, sometimes certain performance guaran-
tee like -NN property can be provided also [3]. Brieﬂy, two popu-
lar indexing methods, i.e. tree-based and hashing-based are
studied for general ANN search tasks. Both of these two types of
methods rely on certain partitioning strategy of the sample space,
but with different strength and uniqueness.
Hashing based approaches explore repeated partitioning on the
dataset and generate one-bit binary codes for all data points after
each single partitioning. As long as the data can be indexed by bin-
ary hash codes, it requires sublinear or even constant time to per-
form hash table lookup. Linear projection based hashing methods
such as the locality sensitive hashing (LSH) are representative
hashing approaches, which perform data partitioning using ran-
dom projections and thresholds [3]. Although LSH has theoretic
guarantees for certain distance metric spaces, it is often practically
inefﬁcient or inaccurate [21]. Recently many machine learning
techniques have been leveraged to design more efﬁcient data-
dependent hash functions, such as semi-supervised hashing [21],
binary reconstructive embedding based hashing [6] and sequential
hashing [22].
Although hashing methods are extremely scalable, the indexing
accuracy has been observed to be limited. In our application for
retrieving similar patients, a typical patient dataset may not be
that large (e.g., billions). In this case, tree-based indexing can be
easily performed in a regular modern computer system. Different
with hashing methods, tree-based techniques perform recursive
partitioning on the data and represent the indexing by a tree struc-
ture. The search efﬁciency of tree-based signiﬁcantly outperforms
exhaustive search and usually only needs logarithmic time. The
search accuracy of tree-based indexing is usually superior and even
can retrieve the exact nearest neighbors through some backtrack-
ing strategy [7]. Several representative tree-based methods include
the well-known kd-tree [1], ball tree [10], and metric tree [18].
However the existing tree methods are mostly unsupervised with-
out considering to use the available label information. Also as dis-
cussed earlier, tree-based methods are also constrained by certain
metric space like Euclidian space. To tackle such limitations, in the
following, we present an adaptive semi-supervised recursive tree
partitioning method and show that the proposed tree indexing
can be used to efﬁciently search similar patients under the scenario
of the medical domain.3. Methodology
Suppose we have a set of patients X ¼ fxigni¼1, where xi 2 Rd is
the proﬁle of the ith patient and d is the dimensionality of the
patient vector. We use X ¼ ½x1;x2;    ;xn 2 Rdn to represent the
entire patient matrix. Our goal is to build a tree structure to index
these patient proﬁles so that the nearest neighbors of a query
patient q can be rapidly retrieved. The element on each dimension
of a patient proﬁle represents the value of a speciﬁc medical
events, for example, the frequency of a diagnosis code over a
F. Wang / Journal of Biomedical Informatics 55 (2015) 41–54 43certain time period. Besides those proﬁles, we also assume that
there is some expertise knowledge available, which is in the form
of pairwise constraints on X . For instance, if patient i and j are sim-
ilar to each other, then we put a must-link between xi and xj. Sim-
ilarly, if patient i and j are dissimilar to each other, then we put a
cannot-link between them. We construct a must-link setM by col-
lecting all patient pairs with must-links, and a cannot-link set C by
collecting all patient pairs with cannot-links. In practice, M and C
are coming from experts’ knowledge, i.e., the physician provides
them. Assume we have a total of l patients with pairwise labels
represented as Xl 2 Rdl, where each patient in Xl is involved in
at least one must- or cannot-link. In the following presentation
we will refer the patient proﬁles as data, and X as the data matrix,
xi as the i-th data vector.
Similar as traditional tree indexing algorithms, we will con-
struct binary space partitioning trees. From the root, the data
points in X are split into two halves by a partition hyperplane,
and each half is assigned to one child node. Then each child node
is recursively split in the same manner to create the tree. At each
node, we ﬁnd the partition hyperplanew by optimizing the follow-
ing objective
J ðwÞ ¼ J SðwÞ þ kJ UðwÞ ð1Þ
where J SðwÞ is some supervised term involving expert knowledge
encoded in M and C, and J UðwÞ is a pure data-dependent term
without integrating any medical supervision. The constant k is a
tradeoff parameter, which balances the contributions from both
terms. In the following, we will discuss several different choices
of those two terms with different uniqueness and emphasis.
3.1. The choice of J UðwÞ
In general, there are two typical principles on the construction
of J UðwÞ. One is to maximize the data variance after projection,
and the other is to maximally separate the data clusters in its
intrinsic space. Below is the detailed descriptions for constructing
J UðwÞ using different principles.
3.1.1. Variance maximization
This criterion has been commonly adopted in metric trees. The
goal of this type of approach is to ﬁnd the direction under which
the variance of the projected data is maximized, such that the bin-
ary partition on those directions will more likely to produce a bal-
anced tree. Therefore the constructed tree will not be that deep so
the nearest neighbors of a query data point can be quickly found.
One common ways to achieve this goal is to apply Principal Compo-
nent Analysis (PCA) [5]. This method obtains the eigenvector from
the data covariance matrix with the largest corresponding eigen-
vector, which means we need to maximize the following objective
J UPCAðwÞ ¼
1
n2
w> XX>w ¼ 1
n
w>X I 1
n
ee>
 
X>w ð2Þ
where X ¼ ½x1; x2; . . . ; xn is the centered data matrix with
xi ¼ xi  1n
Pn
j¼1xj; I is the order n identity matrix, and e is the n-
dimensional all-one vector.
3.1.2. Cluster separation
Different from variance maximization based approaches, cluster
separation based methods tend to seek a projection direction
under which the two balanced data clusters can be formed and
equally distributed on the two sides of the median of the projected
data. Following the idea in spectral clustering [9], the data clusters
can be obtained by maximizing the following objective
J UCSðwÞ ¼ 
X
xi2G1 ;xi2G2
wij ¼ w>XðDWÞX>w ð3Þwhere G1 and G2 are the two data clusters.W 2 Rnn is the data sim-
ilarity matrix with its ði; jÞth entry is computed as
Wij ¼ expðakxi  xjk2Þ ð4Þ
D 2 Rnn is a diagonal matrix with Dii ¼
P
jWij. One thing we want
to emphasize here is that here we want to minimize J UCS ðwÞ,
instead of maximize. One bottleneck for constructing J UCS ðwÞ is that
we need to compute an n n data similarity matrixW as well as do
matrix multiplication on X and DW, which could be very time
consuming when n is huge.3.2. The choice of J SðwÞ
As we mentioned earlier, the construction of J SðwÞ should
incorporate experts’ supervision information on the data, i.e.,
leveraging the knowledge contained in M and C. Below we will
also present two options for constructing J SðWÞ.
3.2.1. Projection perspective
This perspective treats w as a pure projection that maps the
data onto a one-dimensional space. After the projection, we want
the data pairs inM to be distributed as compact as possible, while
the data pairs in C to be distributed as scattered as possible. One
straightforward criterion is to minimize the overall pairwise dis-
tances for the data pairs in M while maximizing the overall dis-
tances for the data pairs in C, i.e., maximizing the following
objective
J Sproj ¼
1
jCj
X
ðxi ;xjÞ2C
ðw>xi w>xjÞ2  1jMj
X
ðxi ;xjÞ2M
ðw>xi w>xjÞ2
¼
X
ij
ðw>xi w>xjÞ2Sij ¼ w>XlðE SÞX>l w ð5Þ
where S is an l l matrix and its ði; jÞth entry is deﬁned as
Sij ¼
 1jMj ; if ðxi;xjÞ 2 M
1
jCj ; if ðxi;xjÞ 2 C
0; otherwise
8><
>: ð6Þ
and j  j denotes the cardinality of a set. E is an l l diagonal matrix
with Eii ¼
P
jSij.
3.2.2. Prediction perspective
This type of approach treats the projection as a linear predic-
tion function f ðxÞ such that the sign of f ðxÞ indicates the class
of x. If we assume that the data in each node are centralized,
then we can neglect the bias b in f ðxÞ such that f ðxÞ ¼ w>x.
The supervised term J S under the prediction perspective is
deﬁned as
J Spred ¼ frac1jCj
X
ðxi ;xjÞ2C
w>xix>j w
1
jMj
X
ðxi ;xjÞ2M
w>xix>j w
¼ w> 1jCj
X
ðxi ;xjÞ2C
xix>j 
1
jMj
X
ðxi ;xjÞ2M
xix>j
0
@
1
Aw
¼ w>XlSX>l w ð7Þ
where S 2 Rll is a symmetric matrix with its ði; jÞth entry deﬁned in
Eq. (6). With any speciﬁc combinations of J SðwÞ and J UðwÞ men-
tioned above, we can construct a concrete form of J as in Eq. (1).
It is not difﬁcult to observe that any combinations of J SðwÞ and
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w>XAX>w with different A matrix.
3.3. Optimization
From those descriptions above we can see that no matter what
the choices of J S and J U are, the ﬁnal objective J can always be
rewritten in the form of J ¼ w>Aw. The matrix A 2 Rdd is some
matrix having different concrete forms depending on the speciﬁc
choices of both supervised and unsupervised components. In this
case, if we further constrain w to have unit norm, then the optimi-
zation problem we want to solve at each node becomes1
max
w:w>w¼1
w>XAX>w ð8Þ
This becomes a standard Rayleigh Quotient optimization problem
[4], and the optimal solution w can be obtained as the eigenvector
of XAX> whose corresponding eigenvalue is the largest.
3.4. Complexity analysis
In this subsection, we analyze the space and computational
complexities of the proposed Adaptive Recursive Tree (ART) parti-
tioning tree methods. For space complexity, as we need to store the
data median for each node for partitioning, which requires OðnÞ
space. Moreover, additional storage is required to store the projec-
tion for each node, resulting in the complexity OðdnÞ. Thus the
complete space complexity for ART series methods is Oððdþ 1ÞnÞ.
The computational cost of the ART methods mainly lies in the
following aspects: (1) construct matrix A over the entire dataset,
(2) extracting the projections by eigen-decomposition, and (3)
compute the projected points. Here we omit the time cost for cal-
culating J s since we assume l n for general semi-supervised set-
tings. Speciﬁcally, it takes Oðnd2Þ to compute the data covariance
matrix (as in Section 3.1.1) or Oðn2dÞ to compute data similarity
matrix (as in Section 3.1.2). To decompose a matrix J with the size
d d to derive the principal projections, it requires Oðd3Þ. Finally,
given the learned projection, it needs OðndÞ to perform the multi-
plication to derive the one dimension projected points. Note that
the above time complexity is estimated for the upper bound since
the as the recursive partition goes on, the size of the data points on
each node reduces exponentially. The whole algorithm ﬂow is
summarized in Algorithm 1, where the leaf size threshold d means
the maximum number of data points allowed in each leaf node. It
serves as an example of the stopping criterion of the tree construc-
tion procedure, meaning that we can also use other criteria (e.g.,
tree depth).
Algorithm 1. Adaptive Recursive Tree Partitioning (ART)
Require: Data set X , Must-link set M, Cannot-link set C,
Tradeoff parameter k, Leaf size threshold d
1: Let T be a hash table containing the tree nodes, and the
keys of T are node indices. Initialize T f0g ¼ X and
Rold ¼ f0g;Rnew ¼ /.
2: if Rold is not empty then
3: for i in Rold do
4: Construct J S and J U using the data contained in T fig,
and solve for the optimal w
5: Project the data in T fig onto w. Let1 If choosing J UCS and J Sproj , it is more convenient to form a minimization problem
to derive the optimal projection.T f2iþ 1g ¼ fx : w>x < 0g, and T f2iþ 2g ¼ fx : w>xP 0g.
6: Check if jT f2iþ 1gj > d, then add 2iþ 1 to Rnew; if
jT f2iþ 2gj > d, then add 2iþ 2 to Rnew
7: end for
8: Rold ¼ Rnew;Rnew ¼ /
9: else
10: Output T
11: end if3.5. Kernelized tree construction
One limitation of the current formulation is that all the projec-
tions are assumed to be linear, which may not be optimal when the
data distribution is nonlinear, and this is the common case for real
world data. Kernel trick [11] is a popular choice to nonlinearize lin-
ear algorithms.
The basic idea of kernel trick is to ﬁrst apply a nonlinear map-
ping / : Rd ! F to map the data from the original d dimensional
space to a high (could be inﬁnite) dimensional feature space F,
such that the nonlinear problem in Rd becomes linear in F. Let
/ðxiÞ 2 F be the image of xi after mapping, and U ¼ ½/ðx1Þ;/ðx2Þ;
. . . ;/ðxnÞ. To kernelize the tree construction procedure we intro-
duced above, we ﬁrst project the data vectors to F via /, and then
get the projection direction x 2 F at each partitioning step by
maximizing the kernelized objective of Eq. (8) as
J / ¼ x>UAU>x ð9Þ
According to the representer theorem, x can be represented as the
linear combination of those data images as
x ¼
Xn
i¼1
bi/ðxiÞ ð10Þ
Let b ¼ ½b1;b2; . . . ; bn>, then Eq. (9) becomes
J / ¼ b>U>UAU>Ub ¼ b>KðnÞAKðnÞb ð11Þ
where KðnÞ 2 Rnn is the kernel matrix with KðnÞij ¼ /ðxiÞ>/ðxjÞ.
Therefore the exact form of / is not required here, we only need
to deﬁne a proper kernel function K.
By comparing Eqs. (9) and (8), we can see that the two objective
will be the same if we treat KðkÞ as the data matrix, i.e., each data
vector xi ¼ KðnÞi 2 Rn, where Ki represents the ith column of K.
One potential issue of such kernelized formulation is the curse of
dimensionality, which happens when n is very large. This is a com-
mon problem for partitioning based methods because the higher
the data dimensionality is, the more partition we need to get
homogeneous data groups, and the deeper the indexing tree will
be, so the retrieval speed using that tree will be longer.
To alleviate such problem, we propose a sampling based
approach. We ﬁrst sample m n landmark data points from the
original data space Rd, and construct a kernel matrix KðmÞ 2 Rmm.
After eigenvalue decomposition, KðmÞ can be expanded as
KðmÞ ¼ VKV>; ð12Þ
where V 2 Rmm is the eigenvector matrix and K 2 Rmm is the diag-
onal eigenvalue matrix. Let Kðn;mÞ 2 Rnm be the kernel matrix
between the data and those landmarks, then according to [23],
KðnÞ can be approximated by
KðnÞ 	 Kðn;mÞ KðmÞ
 1
Kðn;mÞ
 >
¼ GG> ð13Þ
where G ¼ Kðn;mÞVK1=2 2 Rnm. Combining Eqs. (13) and (11), we
can obtain
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G> 2 Rmn as the data matrix. In this way, the data dimensionality
is reduced to m. In order to make the approximation in Eq. (13)
more accurate, we use the cluster sampling approach suggested in
[26], where the landmarks are selected as the centers of the
data clusters, obtained by simple K-means [2], in the original data
space.
To summarize, we need three extra steps for constructing a
kernelized tree: (1) Performing K-means and get the cluster
centers, this will take OðmndÞ time. (2) Constructing n n data
kernel matrix K, this will take Oðn2Þ time. (3) Obtaining the
approximation as in Eq. (13), this will take Oðm2nÞ time.Table 1
Patient evaluation categories.
Relevant Irrelevant
Retrived True Positives (TP) False Positives (FP)
Nonretrieved False Negatives (FN) True Negatives (TN)
(a) Node purity
(c) Tree construct
Fig. 1. Average statistics of the trees constructed by different methods on Diabetes data
the average node purity on each level of tree nodes. (b) Shows the average purity of theAlgorithm 2. Kernelized ART (KART) partitioning
Require: Data set X , Must-link set M, Cannot-link set C,
Tradeoff parameter k, Kernel function K, number of
landmarks m, Leaf size threshold d
1: Cluster X into m clusters using K-means, and extract the
cluster centers fcigmi¼1 as landmarks
2: Construct the kernel matrix KðmÞ and Kðn;mÞ with
KðmÞij ¼ Kðci; cjÞ and K
ðn;mÞ
ij ¼ Kðci;xjÞ
3: Perform complete eigenvalue decomposition on KðmÞ as in
Eq. (12)
4: Transform the original data matrix X into G as in Eq. (13)
5: Run Algorithm 1 on G4. Experiments on benchmark data
In this section we will present the experiments on applying our
algorithm to two UCI benchmarks: i.e., Breast Cancer and Diabetes
datasets, whose major information are summarized in the follow-
ing subsection. The purpose of the empirical evaluation is to
answer the following questions:(b) Leaf purity
ion time
set with the maximum number of data objects in each leaf node set to 5. (a) Shows
leaf nodes. (c) Shows the average tree construction time.
(a) Node purity (b) Leaf purity
(c) Tree construction time
Fig. 2. Average statistics of the trees constructed by different methods on Breast Cancer data set with the maximum number of data objects in each leaf node set to 5. (a)
Shows the average node purity on each level of tree nodes. (b) Shows the average purity of the leaf nodes. (c) Shows the average tree construction time.
46 F. Wang / Journal of Biomedical Informatics 55 (2015) 41–54 How efﬁcient we can retrieve the patients with the proposed
approach?
 How accurate we can retrieve the patients with the proposed
approach?
All experiments are conducted on a MAC machine with OS ver-
sion 10.7.5, 2.2 GHz CPU and 12 GB RAM. The development envi-
ronment is Python 2.7 with numpy and scipy.4.1. Data set information
The Breast Cancer (Diagnostic) data set contains 569 data vec-
tors with dimensionality 30.2 Each data vector is computed from a
digitized image of a ﬁne needle aspirate (FNA) of a breast mass.
These features describe the characteristics of the cell nuclei present
in the image. All the samples will be categorized as either malignant
(positive) or benign (negative).
The Pima Indians Diabetes data set contains 768 patients
which are all females at least 21 years old of Pima Indian heritage.3
Each patient is represented by a 8 dimensional vector. Finally each
patient will be classiﬁed as either diabetic patients (positive) or
not (negative). Apparently, both datasets can be treated as binary
classiﬁcation problems.2 http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic).
3 http://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes.4.2. Evaluation metrics
We use the following metrics to evaluate the performance of
various indexing approaches.
4.2.1. Node purity
As we discussed earlier, the tree-based indexing algorithms
recursively partition the data set to construct a tree structure until
there is only a limited number of data points contained in each leaf
node. We use node purity to measure the label consistency of the
data points contained in individual tree nodes. Mathematically,
PurityðeÞ ¼max
c
jxi 2 e; li ¼ cj=jej ð15Þ
where e is the set of data points in a node on the indexing tree and
jej is its cardinality. jxi 2 e; li ¼ cj indicates the number of data
points in e with the same class label c. In particular, the computed
node purity for leaf nodes is called leaf purity, which directly reﬂects
the search accuracy.
4.2.2. Retrieval statistics
Before computing the evaluation metrics, we ﬁrst construct a
contingency table shown in Table 1 according to the labels of the
retrieved and the query patients, where relevant means the
retrieved patient has the same label as the query patient, otherwise
the retrieved patients is irrelevant. Then we adopt the following
four metrics to evaluate the performance of PSF:
F. Wang / Journal of Biomedical Informatics 55 (2015) 41–54 47 Precision, denoted as P, is the fraction of retrieved patients that
are relevant.Fig.
preP ¼ TP
TP þ FP ð16Þ
 Recall, denoted as R, is the fraction of relevant patients that
are retrieved.
R ¼ TP
TP þ FN ð17Þ
 F-measure, denoted as F, is the weighted harmonic mean of
precision and recall.(a) Transduction precision
(c) Induction precision
(e)
3. Average retrieval statistics of different methods on Diabetes data set with differe
cision. (b) Shows the transduction F measure. (c) Shows the induction precision. (d)F ¼ 2PR
P þ R ð18Þ
4.3. Algorithms for comparison
We implemented the following algorithms for comparison:
 art-var-pred-tree: This refers to our ART strategy with J UðwÞ
constructed by the variance maximization based method in Sec-
tion 3.1.1 and J SðwÞ constructed from the prediction perspec-
tive in Section 3.2.2.(b) Transduction F measure
(d) Induction F measure
Retrieval time
nt maximum number of data objects in each leaf node. (a) Shows the transduction
Shows the induction F measure. (e) Shows the retrieval time.
(a) Transduction precision (b) Transduction F measure
(c) Induction precision (d) Induction F measure
(e) Retrieval time
Fig. 4. Average retrieval statistics of different methods on Breast Cancer data set with different maximum number of data objects in each leaf node. (a) Shows the
transduction precision. (b) Shows the transduction F measure. (c) Shows the induction precision. (d) Shows the induction F measure. (e) Shows the retrieval time.
4 http://scikit-learn.org/stable/.
48 F. Wang / Journal of Biomedical Informatics 55 (2015) 41–54 art-var-proj-tree: This refers to our ART strategy with J UðwÞ
constructed by the variance maximization based method in Sec-
tion 3.1.1 and J SðwÞ constructed from the projection perspec-
tive in Section 3.2.1.
 art-par-pred-tree: This refers to our ART strategy with J UðwÞ
constructed by the cluster partition based method in Section
3.1.2 and J SðwÞ constructed from the prediction perspective
in Section 3.2.2.
 art-par-proj-tree: This refers to our ART strategy with J UðwÞ
constructed by the cluster partition based method in Section
3.1.2 and J SðwÞ constructed from the projection perspective
in Section 3.2.1. kd-tree: We used the implementation in scikit-learn.4
 PCA-kd-tree: This is the method we ﬁrst transform the data
using principal component analysis, then perform kd-tree on
top of that.
 ball-tree: We used the implementation in scikit-learn.
 spectral-tree: This corresponds to the tree indexing method
where at each internal node we only ﬁnd a direction that min-
imizes J UðwÞ constructed by cluster partition based method in
Section 3.1.2.
F. Wang / Journal of Biomedical Informatics 55 (2015) 41–54 49 sup-pred-tree: This is the method we ﬁrst project the data on
the directions obtained by maximizing J Spred in Section 3.2.2,
then perform kd-tree on top of that.
 sup-proj-tree: This is the method we ﬁrst project the data on
the directions obtained by maximizing J Sproj in Section 3.2.1,
then perform kd-tree on top of that.
For all methods, if not explicitly presented, the maximum num-
ber data points allowed in a leaf node is set to 5. For all methods
involve supervision information, we randomly label 10% of the(a) Leaf
(b) Transduction precision
(d) Induction precision
Fig. 5. Performance comparison on Diabetes data set of different ART-series tree const
number of landmarks is set to 50. (a) Shows the leaf purity. (b) Shows the transduction pr
Shows the induction F measure. The performance values in all ﬁgures are averaged ovedata. The coefﬁcient k in ART-series methods is determined using
5-fold cross validation with average leaf purity from f104;103;
. . . ;103;104g. In spectral-tree, the pairwise data similarity is
computed using Gaussian function with the bandwidth set as the
average Euclidean distance between each pair of samples. For all
trees, the index of root node is set as level 0 and the index of level
nodes keep increasing as the tree goes deeper. The reported results
are computed from 100 independent and random runs, where for
each run we use a different randomization seed for labeling the
data.purity
(c) Transduction F measure
(e) Induction F measure
ruction methods with or without kernels. The leaf size threshold d is set to 5. The
ecision. (c) Shows the transduction F measure. (d) Shows the induction precision. (e)
r 100 independent runs.
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We conducted two sets of experiments to validate the effective-
ness and efﬁciency of the proposed ART indexing schemes. In the
ﬁrst set of experiments, we evaluated the indexing tree statistics,
including the average node purity, average leaf purity and average
tree construction time. In the second set of experiments, we eval-
uated the query retrieval statistics using those learned indexing(a) Leaf
(b) Transduction precision
(d) Induction precision
Fig. 6. Performance comparison on Breast Cancer data set of different ART-series tree con
number of landmarks is set to 50. (a) Shows the leaf purity. (b) Shows the transduction pr
Shows the induction F measure. The performance values in all ﬁgures are averaged ovetrees, including average transduction precision, average induction
precision and average retrieval time. Here transduction means
that the query is also coming from the data that used to construct
the indexing tree. Induction means that the query is not in the
data that used to construct the tree. For induction, we randomly
sample 90% of the whole data set for building the indexing tree,
and the queries are selected from the rest 10% data. One reason
that we choose the 90:10 training/testing ratio here is that thepurity
(c) Transduction F measure
(e) Induction F measure
struction methods with or without kernels. The leaf size threshold d is set to 5. The
ecision. (c) Shows the transduction F measure. (d) Shows the induction precision. (e)
r 100 independent runs.
(a) Case (b) Control
Fig. 7. The histogram of the unique HCC codes appeared in case and control patients.
(a) Tree Depth (b) Leaf purity
(c) Tree construction time
Fig. 8. Average statistics of the trees constructed by different methods on the real world data set with the maximum number of data objects in each leaf node set to 10. (a)
Shows the average node purity on each level of tree nodes. (b) Shows the average purity of the leaf nodes. (c) Shows the average tree construction time. We set the number of
landmarks to 100 for the two kernel tree construction methods.
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sure the training data set is sufﬁciently large to learn the indexing
tree. Note that the more labeled data we have, the more accurateindexing tree we can built, we can expect better retrieval perfor-
mance. However, the retrieval time should not be affected because
the complexity of the tree is not related to the labeled data size.
52 F. Wang / Journal of Biomedical Informatics 55 (2015) 41–54Figs. 1 and 2 show the statistics of the constructed indexing
trees using Diabetes and Breast Cancer data sets. For subﬁgure
(a) in both ﬁgures, the horizontal corresponds to the tree levels,
and the vertical axis represents the averaged node purity of each
speciﬁc level. From the ﬁgures we can see a clear increasing trends
of all curves. This is because with the tree going deeper, the data
will be partitioned into small yet purer chunks. Another observa-
tion here is that the art series methods can achieve purer nodes
compared to other competitors. Subﬁgure (b) in both ﬁgures show
the average purity of the leaf nodes on the indexing tree for both
data sets, which indicate that art series methods can achieve
higher leaf purity compared to other methods, so that the retrieved
nearest neighbors will be more accurate. Subﬁgure (c) show the
tree construction time for different approaches. Art series methods
take more time to construct the indexing tree due to the additional
time cost for computing the optimal projection and partitioning.
However, since the tree construction process can be done ofﬂine
and it does not affect the online search efﬁciency.
Figs. 3 and 4 show the evaluation results of retrieval statistics
on Diabetes and Breast Cancer data sets. Subﬁgure (a)/(b) in both
ﬁgures show the average transduction/induction retrieval preci-
sion over 100 independent runs, from which we can see that art
series methods and ball tree algorithm perform better than other
methods. Subﬁgure (c) in both ﬁgures show the average retrieval(a) Transduction precision
(c) Retrieva
Fig. 9. Average retrieval statistics of different methods on the real world data set with
transduction precision. (b) Shows the induction precision. (c) Shows the retrieval time. Wtime, which suggest that the retrieval time of all those methods
are comparable to each other, as the time granularity on the verti-
cal axes is very small.
From those ﬁgures we can observe that generally the art series
methods perform much better than those baseline methods, and
some unsupervised baseline methods, such as spectral-tree, can
achieve considerable performance as art methods. This is because
those methods capture the data structure very well, which makes
the supervision information not that important. This also explains
why those supervised methods (sup-pred-tree and sup-proj-tree) do
not performwell – because the number of labeled data is too small.
However, these supervision are still helpful, that’s why those art
series methods can beat unsupervised methods in most of the
scenarios.
We also tested howmuch the kernel trick will help. We ﬁrst run
standard K-means with randomly initialization to the data and set
the number of clusters to be 50. We set this number as a consider-
ation of the tradeoff between complexity and accuracy. On one
hand, we do not want the number of clusters to be too large such
that the computational complexity would be huge. On the other
hand, we do not want the number of clusters to be too small so that
the quality of the constructed tree is bad. We used Gaussian kernel
with width tuned via 5-fold cross validation on the training data
set from the grid 4½4:4. We compared the leaf purity, transduction(b) Induction precision
l time
the maximum number of data objects in each leaf node set to 10. (a) Shows the
e set the number of landmarks to 100 for the two kernel tree construction methods.
F. Wang / Journal of Biomedical Informatics 55 (2015) 41–54 53precision and induction precision of the ART series methods and
their kernelized counterparts on Diabetes and Breast Cancer data
sets, and the results are shown on Figs. 5 and 6. From those ﬁgures
we can see that the performance of the ART series methods can be
greatly boosted after the kernel trick is incorporated.5. A real world case study
In this section we will present a real world case study using
our ART series methods. The patient data warehouse we have
access to is the 7-year longitudinal EMR data of 31,340 patients
focusing on Congestive Heart Failure (CHF) study. The goal is to
predict the risk of CHF, i.e., based on the patient’s current records,
predicting whether he/she will have CHF within 6 months [24]. In
our empirical study, we anchor all patient records at the opera-
tional criteria date, which is the diagnosis date for CHF case
patients, and match date for the control patients based on the
clinical trial design. We collected the Hierarchical Condition Cate-
gories (HCC) codes appeared within 18 months to 6 months before
the operational criteria dates as features. There are a total of 195
unique HCC codes. Fig. 7 shows the histogram of the unique HCC
codes appeared in case and control patients, which shows the
number of different disease conditions that the case and control
patients have. During the construction of the indexing tree for
similar patient search, we ﬁx the maximum number of patients(a) Retrieval Precision
(c) Retrieval Time
Fig. 10. Comparison of retrieval precision and F measure of transduction and induction,
number of selected landmarks.within each node to be 10. For kernelized tree construction, we
set the number of landmarks to 100. All other parameters are
set in the same way as last section. Since this dataset has tens
of thousands of samples, it is infeasible to compute the pairwise
similarity matrix. Therefore, we exclude art-par-proj-
tree,art-par-pred-tree and spectral-tree in the experi-
ments because they all require to calculate the pairwise similarity
matrix. During the evaluation, we randomly sample 80% of the
data for training, and the rest 20% for testing, and the
performance reported below are averaged over 50 independent
runs.
Fig. 8 shows the averaged (over 50 independent runs) tree sta-
tistics of different methods, and Fig. 9 shows the averaged (over 50
independent runs) retrieval statistics of different methods. From
these results we can observe that:
 The depth of the trees constructed by ARTmethods is shallower,
but the indexing is more accurate since the leaf purity of ART
trees is much greater. However, it needs more time to construct
ART trees.
 Kernel trick can make the constructed tree more precise with
similar construction time. Note here we exclude the time for
computing the kernels.
 Similar patient retrieval using the ART tree is more precise, and
the retrieval time is similar as that using other types of trees.(b) Retrieval F Measure
(d) Leaf Purity
as well as retrieval time and resultant leaf purity of different methods with varying
54 F. Wang / Journal of Biomedical Informatics 55 (2015) 41–54We also tested the performance of kernalized tree construction
methods with different number of landmarks. The transduction
and induction precision results are shown in Fig. 10, where we vary
the landmark number from 10 to 250. From the ﬁgure we can
observe a clear increasing trend with more landmark points. More-
over, there is an elbow point on those curves when the number of
landmark points equals 100, which suggests the performance
improvement over 100 becomes slower, thus 100 is a good choice
for kernelized tree construction.6. Discussion
We proposed a general semi-supervised patient indexing
framework in this paper. Our framework is fairly general in the
sense that its application will not be restricted in just patient data
or medical applications, but also other data analytics problems as
long as the data can be represented as vectors. From the empirical
study results on both benchmark data and real world case study
we can have the following observations:
 The supervised methods may perform poorly when the amount
of supervision information is very small.
 In the scenarios where not enough supervision is available,
unsupervised methods could perform very well as long as it
can explore the data characteristics properly.
 In general the optimal methodology is combining both super-
vised and unsupervised approaches, which is just the design
principle for art series methods.
 There are only subtle differences among the four different
instantiations of the art series methods proposed in this paper,
so it is hard to tell which one is better. However, the goal of this
paper is to propose a general semi-supervised approach for
building smart indexing structure. In practice, the user can
design speciﬁc J SðwÞ and J UðwÞ terms according to their
knowledge.
7. Conclusions
In this paper, we propose an Adaptive Semi-Supervised Recur-
sive Tree Partitioning (ART) framework for large scale patient
indexing and search. The tree structure is recursively built based
on solving an optimization problem whose objective is composed
of two terms. One is a supervised term enforcing such indexing
should be comply with the prior supervision knowledge in terms
of pairwise constraints. The other is an unsupervised term explor-
ing the geometric structure of the patient vectors. We also provide
four different instantiations of the ART framework. With such a
framework, we can rapidly and accurately retrieve the similar
patients. Empirical validation over both benchmark and real world
patient data clearly show that the proposed method achieves much
higher performance, compared to several state-of-the-art super-vised or unsupervised tree indexing approaches, while the retrieval
time of our methods is still comparable to those baseline methods.
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