(1. 1) Suppose now that f is not locally integrable. Then, by the Engelbert-Schmidt zero-one law (see [3] ), we have P { T 0 | f ( B s ) | d s = } > 0 . So [1] by Ph ( 1.2)
The question arises: for which functions does limit (1.2) exist? We assume from the outset that f E ~0~) (i.e. condition (3.1) below is satisfied). So, the integrals in the right-hand side of (1.2) are well defined. We present in Section 3 the necessary and sufficient conditions for the existence of limit (1.2) in probability and almost surely (see Theorems 3.1 and 3.2). The conditions are given in nonrandom terms, i.e. in terms of the function f . . We also present an example of the function f for which limit (1.2) exists in probability but does not exist almost surely.
The principal values of the form (1.2) [2] , [23] ) and the Follmer-Protter-Shiryaev formula (see [5] ). All these extensions differ in the class of the functions p to which they can be applied and also in the form of the covariation term. In Section 4, we cite the precise formulations of the above-mentioned extensions and show the relation between these extensions and formula (1.3) (see Figure 2 in Section 4). We also present an example which shows that formula (1.3) could be useful in the theory of the optimal stopping (see Example The proof of this statement can be found in the papers [22] , [24] , where the precise form of the density is also given. Another (iv) As pointed out by M. Yor (in a personal discussion), condition (ii) of Theorem 3.1 on its own is equivalent to the existence in probability of the limit
where L is the local time of B .
[] 2. The proofs. Theorems 3.1 and 3.2 follow from Lemmas 3.4-3.8 given below. The scheme of the proof is illustrated in Figure 1 . (3.7) exists in probability ( resp: almost surely).
Proof. Fix bE (0,1). Set
where L is the local time of Band 03B2 is given by Proposition 2.1. Set
We take here inf Ø = b. Applying Gronwall's lemma, we deduce that ~ = Vt for t ~ . This leads to the equality a = T. As a result, V = Vt for t T . Thus, on the set ~T = b~ we have:
The existence of limit (1.2) in probability is equivalent to the following condition:
/or am/ sequence (an,bn) such that 0 bn and bn ~ 0, one has 1 -1 f n ( t ) U t d t P ñ 0 , (3.9) where fn(t) = f(t)I(an ~ |t| ~ bn), Ut = Zy. (We keep formula (2.1) in mind). (3.13) l i m 1 -1 f ( t ) W t I ( | t | > ) d t , (3.14) lim 1-1f(t) W2tI(|t | > ~) dt (3.15) exist in probability ( resp: almost surely) . Proof. Suppose that limit (3.7) exists in probability. Take a sequence (an,bn) such that 0 an bn and bn -~ 0. Set fn(t) = f(t) I(an ~t~ I bn), P = Law(x; -1 t 1) and let denote the coordinate process on C(~-1, 1]), i.e. Xt : C(~-l, 1]) ~ x ~ x(t). We have 1 -1 f n k ( t ) ( a + 2 a W t ) d t P k 0 , (3.20) 1 -1 f n k ( t ) ( W t ) 2 d t P k 0 . 
-f ( t ) W t I ( | t | > ) d t + -f ( t ) t I ( | t | > ~)dt
Then f satisfies the conditions of Theorem 3.1 while it does not satisfy conditions (3.5), (3.6) of Theorem 3.2. In other words, for this function f, limit (1.2) exists in probability but does not exist almost surely.
0
The function f constructed in the above example is highly oscillating. The theorem below shows that, for rather regular functions f, the existence of limit (1.2) in probability implies its existence almost surely. for sufficiently small x . Keeping (3.3) in mind, we deduce that (3.5) is satisfied.
Applying the same reasoning to F , we get the result. The place of (4.5) in this hierarchy is between Ito's formula and the formula of Follmer-Protter-Shiryaev. The generality of (4.5) cannot be compared with the generality of formulas (4.2) and (4.3). Figure 2 
