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a b s t r a c t
In this note we show that for certain choice of parameters the hyperbolic–elliptic–elliptic
generalized Davey–Stewartson system admits time-dependent travelling wave solutions
of the kind given in [V.A. Arkadiev, A.K. Pogrebkov, M.C. Polivanov, Inverse scattering
transform method and soliton solutions for Davey–Stewartson II equation, Physica D 36
(1989) 189–197] for the hyperbolic Davey–Stewartson system. These solutions lead to
radial solutions aswell.Wealso find the sufficient conditions for non-existence of travelling
wave solutions for the hyperbolic–elliptic–elliptic generalized Davey–Stewartson system
by using the point of view developed in [A. Eden, T.B. Gürel, E. Kuz, Focusing and defocusing
cases of the purely elliptic generalized Davey–Stewartson system, IMA J. Appl. Math.
(in press)].
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this short note we will study the existence of some special solutions for the hyperbolic–elliptic–elliptic case of
the generalized Davey–Stewartson (GDS) system. The motivation to study these equations arose while studying the
hyperbolic–elliptic–elliptic (HEE) and elliptic–elliptic–elliptic (EEE) cases of the GDS system as analyzed in [1]. The
hyperbolic case of the GDS system occurred in [2] while discussing the results on non-existence of travelling waves.
This work was in parallel with the work of Ghidaglia and Saut on the Davey–Stewartson equation, [3]. We also discuss
the conditions for the existence of Arkadiev–Pogrebkov–Polivanov (APP) type solutions for the GDS system. The time-
independent form of this type of solutions for the HEE GDS system was utilized in [4] to develop a specific blow-up profile.
The conditions for the non-existence of travelling wave solutions given in [2] rested on the observation that Pohozaev
type identities necessitated that the symbol cannot be of one sign. The conditions given there to guarantee the uniform sign
of the symbol were only sufficient but not necessary. In fact, finding the necessary and sufficient conditions for the positivity
of the symbol was one of the main points of [5], where the focusing and defocusing cases of the purely elliptic GDS system
were separated.
The aim of this note is to improve the results given in [2] in two ways: First of all, we discuss under what conditions
APP type solutions exist for the HEE type GDS system. It turns out that our conditions coincide with the ones given in [4].
Secondly, we analyze the condition imposed on the symbol by Pohozaev type identities presented in [2]with the perspective
of [5] to conclude the necessary conditions for the existence of travelling wave solutions.
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2. APP type travelling waves
The generalized Davey–Stewartson system as derived in [6] has the form
iut + uxx + δuyy = χ |u|2u+ b(φ1,x + φ2,y)u,
φ1,xx +m2φ1,yy + nφ2,xy =
(|u|2)x,
λφ2,xx +m1φ2,yy + nφ1,xy =
(|u|2)y,
(1)
whereχ, b,m1,m2, n andλ are real constants and δ = ±1. The physical constants satisfy (m2−m1)(λ−1) = n2. This family
of systems can be classified with respect to signs of the quadruple (δ,m1,m2, λ) in a natural way. The GDS system is said
to be elliptic–elliptic–elliptic (EEE) if (+,+,+,+) and hyperbolic–elliptic–elliptic (HEE) if (−,+,+,+) are the respective
choices of the signs, among others, [1].
Our main concern here will be the existence of travelling wave solutions for the HEE type GDS system. As proved in [2]
the EEE GDS system cannot admit travelling wave solutions of the type
(u, φ1, φ2) = (eiωt+iψ(ξ,η)U(ξ , η), ϕ1(ξ , η), ϕ2(ξ , η)),
where ξ = x− ct and η = y−dt , c, d ∈ R, and U ∈ H1(R2) and∇ϕi ∈ L2(R2), if the functionψ above is chosen to be linear.
This is achieved by proving two Pohozaev type identities for the GDS system (1). However, if the function space restrictions
on U and ϕi are dropped, then even in the EEE case travelling wave solutions can exist. For the precise parameter regimes
for the existence of such solutions we refer to [2].
In the work of Ozawa [7] special solutions of the form
u(x, y, t) = 1
f (x, y)
, φ(x, y, t) = C∂x ln f (x, y)
are used to construct blow-up profiles in L2(R2) for hyperbolic–elliptic Davey–Stewartson equation. It is remarkable to note
that Ozawa’s solution is a special case of the 1-soliton solution appeared in Arkadiev et al. [8] that is given by
u(x, y, t) = 2ν exp(2iIm (λz)+ 4iRe (λ
2)t)
|z + 4iλt + µ|2 + |ν|2
where z = x + iy and λ,µ, ν are arbitrary complex constants. Ozawa’s solution is obtained with λ = µ = 0 and ν = 1,
see [3]. All this work is later extended and used in [4] to form a blow-up profile for the HEE type GDS system.
In this work we use the 1-soliton solution structure given in [8] to show that there actually exist time-dependent
travelling wave solutions of the HEE GDS system for certain choices of parameters in (1) with δ = −1. Therefore we start
with solutions of the kind
u(x, y, t) = 2ν exp(iθ(x, y, t))
R
,
where R = (x + µ1 − 4λ2t)2 + (y + µ2 + 4λ1t)2 + |ν|2, and λi, µi are real and ν is complex. Following [4,7], for some to
be later determined C1, C2 ∈ Rwe impose the ansatz
φ1 = C1∂x ln R, and φ2 = C2∂y ln R.
After the change of variables
X = x+ µ1 − 4λ2t, Y = y+ µ2 + 4λ1t, T = t
the first equation of (1) with δ = −1 becomes
8(X2 − Y 2)+ (4λ2θX − 4λ1θY − θT − θ2X + θ2Y )(X2 + Y 2 + |ν|2)2
+ i
[
(8λ2 − 4θX )X + (−8λ1 + 4θY )Y + (θXX − θYY )(X2 + Y 2 + |ν|2)
]
(X2 + Y 2 + |ν|2)
= 2(2χ + b(C1 + C2))|ν|2 + 2b(C2 − C1)(X2 − Y 2). (2)
Now assuming θ is a linear function of three variables X, Y , T , we get θX = 2λ2 and θY = 2λ1 from the vanishing of the
imaginary part of Eq. (2). The coefficients of the X4 and Y 4 type terms in the real part in turn yield θT = 4(λ22−λ21). Arranging
the arbitrary constant we get the complete solution to be
θ = 2(λ2x+ λ1y+ 2(λ22 − λ21)t)
in the original variables, so that the unknown function u takes the form
u(x, y, t) = 2ν exp(2i(λ2x+ λ1y+ 2(λ
2
2 − λ21)t))
(x+ µ1 − 4λ2t)2 + (y+ µ2 + 4λ1t)2 + |ν|2 . (3)
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The remaining portion contains the constant and X2 − Y 2 type terms which must separately vanish and thereby induce
b(C2 − C1) = 4, and 2χ + b(C1 + C2) = 0. (4)
We now have to solve the second and third equations of (1) which are elliptic. In fact, the unknown functions φ1 and φ2
are almost entirely determined except the real constants C1 and C2. Furthermore, we naturally expect constraints upon the
parameters that appear in the equations, see for instance [4,7]. This analysis at first gives us
C1 = 1, and C2 = 1m1 , (5)
which tells both C1 and C1 are positive, and χ and b are oppositely signed as a consequence of the second equation of (4).
We also get the following
λ = m1(1− n), and m2 = 1− nm1 . (6)
We also note that these constraints are consistentwith those given in [4]. The relations (6) togetherwith (m2−m1)(λ−1) =
n2 are three equations for four variables and hence we can represent λ,m2 and n in terms ofm1 via
n = m1(m1 − 1)
2
m31 −m21 −m1 + 1
which is well defined for every positivem1. Note that the denominator the expression above has precisely one real root, but
since this root is negative it causes no problem. Rewriting the constraints (4) using (5) we get
b
4
( 1
m1
− 1
)
= 1, and χ + b
2
(
1+ 1
m1
)
= 0. (7)
We can easily observe that 0 < m1 < 1 if and only if b > 0 if and only ifχ < 0. Equivalentlym1 > 1 corresponds to b < 0
and χ > 0. One interesting point is that the first relation in (7) is not valid whenm1 = 1. Thus, except for the casem1 = 1,
we construct time-dependent travelling wave solutions in H1(R2) for the HEE type GDS system provided that the physical
parameters appearing in the system (1) satisfy the given constraints. Furthermore,with the choicesλ1 = λ2 = µ1 = µ2 = 0
we obtain radial solutions.
When m1 = 1, assuming n = λ − 1 = m2 − 1, the GDS system (1) can be transformed to a DS system. In this case U
turns out to be constant. We also note that n = λ− 1 = m2 − 1 is consistent with (6) ifm1 = 1.
3. Travelling wave solutions of the hyperbolic GDS system
In this section we formulate the necessary conditions for the existence of travelling wave solutions for the HEE type GDS
system, that were given in [2], using the framework developed in [5]. Therewe analyzed the EEE type GDS system but part of
the work done related to the sign of the symbol of the non-local operator K which appears on the right-hand side. Namely,
the GDS system is a special case of the class of equations given by
iut + uxx + δuyy = K(|u|2)u, (8)
where K̂(f )(ξ) = αac(ξ)̂f (ξ), for all ξ = (ξ1, ξ2) 6= (0, 0), for some symbol αac . The GDS family is obtained when the symbol
is given by
αac(ξ1, ξ2) = χ + b λξ
4
1 + (1+m1 − 2n)ξ 21 ξ 22 +m2ξ 42
λξ 41 + (m1 + λm2 − n2)ξ 21 ξ 22 +m1m2ξ 42
=: χ + bα(ξ1, ξ2), (9)
wherem2 > m1 > 0 and λ > 1, and the constants χ and b are of any sign.
In [5], we did a detailed investigation of the parameter regimes in which the symbol (9) is non-negative, as well as
the regions in which it has at least one negative value. The importance of sign of this symbol comes into play by the
Pohozaev type identities proved in [2]. Writing the second Pohozaev type identity in terms of Fourier variables by the
help of Plancherel identity, we get if the HEE type GDS system (δ = −1) possesses a travelling wave solution of the form
u(x, y, t) = U(x− ct, y− dt) exp[i(ωt + k(x− ct)+ l(y− dt))], for U ∈ H1(R2) then∫
R2
αac(ξ1, ξ2)|̂f (ξ1, ξ2)|2 dξ1dξ2 = 0 (10)
where f̂ denotes the Fourier transform of |U|2, see [2]. Obviously if αac has a uniform sign then no travelling waves can
exist as (10) is violated. In [2] the authors obtained conditions for the existence of travelling waves which are in fact not
necessary (and correspondingly, not sufficient for non-existence) under the assumption m1 ≥ 1. The reason of occurrence
of this discrepancy in [2] is the claim α ≥ 1m1 which is in fact not always true. We can only deduce that α(ξ1, ξ2) ≥ 0 for all
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(ξ1, ξ2) 6= (0, 0). As a consequence of this gap the conditions derived failed to be sufficient for non-existence of travelling
waves.
Our main goal here will be to obtain sufficient conditions for non-existence of travelling waves and correspondingly
necessary conditions for existence of travelling waves. A minor improvement is also the removal of the condition m1 ≥ 1.
One of the major results of [5] is the necessary and sufficient conditions for non-negativity of the symbol αac given by (9).
Although not given in [5], following the same lines there we obtain similar necessary and sufficient conditions for non-
positivity of αac without major difficulty. Consequently we have
Case 1: αac(ξ1, ξ2) ≥ 0 for all (ξ1, ξ2) 6= (0, 0) and not identically 0 if and only if either of the following is true
(i) b < 0 and χ ∈ [−bmax{1, 1m1 },∞),
(ii) b > 0 and χ ∈ [0,∞),
(iii) b > 0 and D > 0 and χ + bδ1 > 0 and χ ∈
[−bmin{1, 1m1 }, 0),
(iv) b > 0 and D ≤ 0 and χ ∈ [−bmin{1, 1m1 }, 0),
(v) b = 0 and χ ∈ (0,∞),
where D = (χ + bδ1)2(λm1 +m2)2 − 4λm1m2(χ + b)
(
χ + bm1
)
is the discriminant of the polynomial appearing in the
numerator of (9) and δ1 = 1+m1−2nλm1+m2 . Note that the same δ1 appeared in [4].
Case 2: αac(ξ1, ξ2) ≤ 0 for all (ξ1, ξ2) 6= (0, 0) and not identically 0 if and only if either of the following is true
(i) b > 0 and χ ∈ (−∞,−bmax{1, 1m1 }],
(ii) b < 0 and (−∞, 0],
(iii) b < 0 and D > 0 and χ + bδ1 < 0 and χ ∈
(
0,−bmin{1, 1m1 }
]
,
(iv) b < 0 and D ≤ 0 and χ ∈ (0,−bmin{1, 1m1 }],
(v) b = 0 and χ ∈ (−∞, 0),
where D and δ1 are as above.
Corollary 3.1. If any one of the ten conditions above is true then the HEE type GDS system do not have travelling wave solutions.
In [2] the conditions (ii), (iii) and (iv) of Case 1 and Case 2 were given as b > 0 and χ ∈ (−bmin{1, 1m1 },∞), and b ≤ 0
and χ ∈ (−∞,−bmin{1, 1m1 }), respectively. However, we need the quantities D and δ1 to obtain characterizations of the
uniformly signed symbol αac .
Remark 3.1. It is worth noting that if an APP type travelling wave solution exists then χ = − b2
(
1 + 1m1
)
, and this is
consistent with the above corollary.
Remark 3.2. It is important that the non-trivial conditions Case 1 (iii) and Case 2 (iii) are not always true. By this we mean
there are admissible values of the parameters such that b > 0 (respectively, b < 0) andD > 0 andχ+ bδ1 ≤ 0 (respectively,
χ+bδ1 ≥ 0) and χ ∈
[−bmin{1, 1m1 }, 0) (respectively, χ ∈ (0,−bmin{1, 1m1 }]). To illustrate this we give just an example.
Let b < 0. We set m1 = 2 and m2 = 10. Since now χ > 0, we can make δ1 < 0 by choosing n > 1+m12 = 32 . But then
χ + bδ1 cannot be negative. If we let n = 4 then from the constraint n2 = (λ− 1)(m2−m1)we get λ = 3. With this setting
δ1 = − 516 . We now assign a negative number to b, say b = −4. It remains to select χ in (0, 2]. For our purpose χ = 1works.
Indeed D > 0 is easy to see.
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