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Since u; v are nonnegative, this is a uniform estimate of their L 1 -norms.It is well known that local existence of nonnegative solutions holds for the system (1.1), (1.2), (1.5), (1.6) when u 0 ; v 0 2 L 1 ( ). Moreover, existence is global as soon as u(t); v(t) satisfy an a priori L 1 -estimate uniform in time.
Here, the a priori estimate is only in L 1 ( This implies for instance an a priori L 1 -bound on the nonlinear terms.
We will see here that similar systems with these properties may present blow up in L 1 .
Let us also discuss another example which is speci cally studied in 3], 9], 10]. It is interesting to remark that in all our examples, although solutions blow up in L 1 ( ) for some T, they can be extended across T as global "weak" solutions, for instance, in the sense of distributions.
Let us nally mention that the blow up examples described in this paper provide interesting by-products for two questions of independent interest related to the following equations We prove that the problem (1.14) is ill-posed for f 2 L p (Q T ) when p is close to 1 (although it is well-posed if p 2). For problem (1.12), we prove there is no estimate of the form
(1.15) with a constant C depending only on d 1 ; d 2 ; T; when p is close to 1. Here also, such estimates are valid if p 2. Note also that (1.15) holds when a(:; :) is continuous with C depending on its modulus of continuity. Indeed, we have an L p -theory and u t ; u are bounded in L p . Obviously, the question concerns here a sub-class of parabolic operators of non divergence form with discontinuous coe cients.
The main results
We denote by B the euclidian unit ball in IR N , Q T = (0; T) B; T = (0; T) @B. Finally, we mention a last consequence of independent interest for the following nonlinear Hamilton-Jacobi evolution equations. 1) It will turn out that they are also solutions of systems of the form (2.1), (2.2) and (2.9), (2.10) with the properties listed in the statement of the theorems.
For reasons coming from a precise analysis of the problem and a guess of the possible singularities, we a priori look for functions u; v of the form u(t; x) = a(T ? t) + bjxj 2 (T ? t + jxj 2 ) ; v(t; x) = c(T ? t) + djxj 2 (T ? t + jxj 2 )
where j:j denotes the euclidian norm, a; b; c; d > 0 and > 1 are to be determined so that (3.1) holds for some d 1 ; d 2 > 0, also to be determined. This has been done with the help of the formal software Maple where the unknown coe cients can be progressively adapted "by hand" to satisfy (3.1). As a consequence, the solutions that we found in this way are not numerically simple. We give here one solution which can be also explicity checked by direct computations. For this, we choose N = 10 (for the dimension) ; = 5=4 A 2 = 1194=80; B 2 = 281=80; C 2 = ?427=80 (3.10) A = ?1626=400; B = 113=400; C = ?151=400: (3.11) We check that B 2 ? 4AC < 0 so that (3.1) holds.
Remark. Note that other explicit solutions have also found in dimension N = 1. We easily show that they satisfy (2.9), (2.10) in Theorem 2.2. However the corresponding functions f; g of Theorem 2.1 are technically di cult to exhibit.
Proof of Theorem 2.1 We will show that u and v de ned as above satisfy the conclusions of the We check that P + Q = which has already been checked to be negative. Now, thanks to the choice of (3.15), c 1 ; c 2 are at least continuous on Q T . Actually they are C 1 except at the point (T; 0) where they tend to 0. We can make them more regular by choosing and even larger.
Proof of Proposition 2.3
We take u; v as in (3.2) and we set w n (t; x) := u(t ? 1 n ; x) + v(t ? 1 n ; x) (3.16) a n (t; x) := d 1 u(t ? 1 n ; x) + d 2 v(t ? 1 n ; x) =w n (t; x): (3.17) Note that 0 < min(d 1 ; d 2 ) a n max(d 1 ; d 2 ): By (3.1), @w n @t ? (a n w n ) 0 on Q T : For n 2 C 1 (Q T ), it is classical (see e.g. 10], 1]) that there exists a solution of (2.32), (2.33) whose regularity is at least such that z n 2 L 1 (Q T ); z nt ; z n 2 L 2 (Q T ) and (2.32) is satis ed at least a.e x; t 2 Q T . We choose n as in the statement of Proposition (2.3). We obviously have that max(d 1 z n ; d 2 z n ) b n z n a:e: so that @z n @t ? b n z n n :
By the maximum principle applied to the operator @ @t ? b n , this solution z n is greater than the one de ned in Proposition 2.3. As a consequence, (2.35) follows from (2.31).
