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The properties of prototypical examples of one-dimensional fermionic systems undergoing a sudden quan-
tum quench from a gapless state to a (partially) gapped state are analyzed. By means of a Generalized Gibbs
Ensemble analysis or by numerical solutions in the interacting cases, we observe an anomalous, non-monotonic
response of steady state correlation functions as a function of the strength of the mechanism opening the gap.
In order to interpret this result, we calculate the full dynamical evolution of these correlation functions, which
shows a freezing of the propagation of the quench information (light cone) for large quenches. We argue that
this freezing is responsible for the non-monotonous behaviour of observables. In continuum non-interacting
models, this freezing can be traced back to a Klein-Gordon equation in the presence of a source term. We con-
clude by arguing in favour of the robustness of the phenomenon in the cases of non-sudden quenches and higher
dimensionality.
PACS numbers: 67.85.Lm, 05.70.Ln, 71.70.Ej, 05.30.Fk
Non-equilibrium quantum physics is at the heart of most
relevant applications of solid state physics, such as transistors
and lasers1–3. More fundamentally, one of the main difficul-
ties in studying many-body non-equilibrium quantum physics
is represented by the unavoidable interactions that any quan-
tum system has with its surroundings. This coupling is diffi-
cult to control and causes an effectively non-unitary evolution
even on short time scales4. The recent advent of cold atom
physics5 allowed not only to access quantum systems char-
acterized by weak coupling to the environment, but also to
engineer Hamiltonians which show non-ergodic behavior6,7:
the so called integrable systems8. Moreover, in the context of
cold atom physics, it is possible to manipulate the parameters
of the Hamiltonian in a time dependent and controllable fash-
ion7,9–12. The combination of these three ingredients gave rise
to a renewed interest in the physics of quantum quenches13–17,
which led to the birth of a new thermodynamic ensemble,
the Generalized Gibbs Ensemble (GGE)1,18–21,23. Quantum
quenches have been studied in a wide range of systems with
the property that a change in a parameter of the Hamiltonian
deeply affects the physical properties of the system itself. In-
teraction quenches in Luttinger liquids24–36 and magnetic field
quenches in the one-dimensional (1D) Ising model37–47 are
prominent examples in this direction. Furthermore, at the
level of free fermions, quantum quenches between gapped
phases characterized by different Chern numbers have also
been studied48–51. However, not much attention has been de-
voted to the study of quantum quenches between gapless and
gapped states. A notable exception is represented by quantum
quenches from a Luttinger liquid to a sine-Gordon model52–61
and quantum time mirrors62. However, the characterization of
the main features of gapless-to-gapped quantum quenches is
still lacking.
In this Rapid Communication we consider paradigmatic ex-
amples of gapless 1D systems which get partially or com-
pletely gapped by a change in the parameters of the Hamil-
tonian. Namely, a spin-orbit coupled (SOC) quantum wire
in the presence of an applied magnetic field63–66 and a chain
of spin-less 1D fermions. For the latter, the gapping quench
mechanism is either induced by a staggered potential (SP) or
by the sudden switch-on of fermion-fermion interactions67.
When the quench does not involve interactions, we con-
sider both the lattice models and their continuum counterparts,
describing the low-energy sector of a wide class of 1D sys-
tems. In these cases, the Hamiltonian H can be written as
H(t) =
∑
k Ψ
†
k[Hk + θ(t)∆σx]Ψk, where Hk is a family of
2 × 2 matrices indexed by the (quasi-) momentum k, char-
acterized by a gapless spectrum. Here, σx is the first Pauli
matrix in the usual representation, ∆ is the strength of the
gap opening mechanism and θ(t) is the Heaviside function.
Finally, Ψ†k = (d
†
a,k, d
†
b,k) is a two-component momentum re-
solved Fermi spinor.
In the case of the SOC wire, the indexes a, b represent
the spin projection along the quantization axis and ∆ is pro-
portional to the applied magnetic field. In the case of the
SP model, the former labels left-/right- movers while ∆ is
proportional to the strength of the staggered potential. For
the non-interacting cases we demonstrate that the quantity
M =
∑
k〈Ψ†kσxΨk〉GGE/n, where 〈·〉GGE denotes the average
on the associated GGE and n is the total number of particles
in the system, exhibits, a maximum for a finite value of ∆ and
tends to the gapless value for ∆ → ∞, meaning that the ob-
servable does not feel the quench for strong quenches. The
same behavior also characterizes the scenario of gap opened
by fermion-fermion interactions, both in the integrable and in
the non-integrable case. In the non-integrable case, however,
the results should be intended as valid in a long lived pre-
thermal state. In order to interpret the result, we study, in the
continuous non-interacting models, the time dependence of
the correlation function G(x, t) = 〈Ψ†(x, t)σxΨ(0, t)〉, where
Ψ†(x, t) is the Fermi spinor, the average is performed with re-
spect to the pre-quench ground state and limt→∞ G(0, t) = M.
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2For small quenches G(x, t) shows the propagation of a light
cone conveying the information of the quench through the sys-
tem while for large quenches the light cone freezes. In fact,
G(x, t) is governed by a Klein-Gordon (KG) equation with a
mass term ∝ ∆2 and a source term ∝ ∆: the source term is re-
sponsible for finite values of M, while the mass term acts as a
stiffness which hinders the generation and propagation of the
cone. The same behaviour occurs also when interactions are
quenched, providing strong evidence that the freezing of the
light cone is responsible of the non-monotonous behaviour of
observables. Finally, we conclude by analyzing the generality
of the results.
We begin analyzing the four non-interacting models, in-
dexed by i = 1, .., 4. For the SOC quantum wire on the lattice
we haveH (1)k = 2[1 − cos(k)]σ0 + α sin(k)σz (with σ0 = I2×2)
and the gap opening time-dependent mechanism is given by
the magnetic field ∆(1) = B. Here, the lattice constant has
been set to 1 and α represents the spin-orbit coupling. The
corresponding low-energy continuous theory is obtained by
replacing H (1)k with H (2)k = k2σ0 + αkσz, with gap opening
parameter ∆(2) = B. We also discuss the SP model, with
H (3)k = −2J cos(k)σz and ∆(3) the strength of the staggered
potential. In this case, the sum is restricted to positive k only.
To obtain a low-energy theory for the SP model we expand
around k = pi/2, obtaining a Dirac cone with velocity 2J with
a gap opening term ∆(4) = ∆(3). The Hamiltonian density is
H (4)k = −2Jkσz.
We assume that, before the quench, the chemical poten-
tial is set to zero and the system is in its zero-temperature
equilibrium ground state. We define |Φ(i)0 (0)〉 as the i−system
ground state at t = 0 of the corresponding pre-quench Hamil-
tonian. We introduce the unitary transformation U(i)0,k satisfy-
ing U(i)0,kH (i)k U(i)†0,k = diag
{
(i)
+,0,k, 
(i)
−,0,k
}
, with (i)−,0,k ≤ (i)+,0,k ∀k, to
get
|Φ(i)0 (0)〉 =
k(i)2∏
k(i)1
(
U(i)†0,k Ψ
(i)†
k
)
2
|0(i)〉. (1)
Here, |0(i)〉 is the vacuum of the i−th Hamiltonian, k(i)1/2 are
fixed by the condition that only states with negative and zero
energy are occupied, and the subscript 2 means that the sec-
ond component of the spinor has to be considered. Note that
the choice of the occupation of the zero energy modes is of
no importance for the following since all results will be eval-
uated in the thermodynamic limit. Although k(i)1/2 are com-
puted exactly in the calculations, here we only report the ap-
proximated relations k(1)1 ' k(2)1 = −α, k(1)2 ' k(2)2 = α and
k(3)1 = k
(4)
1 = 0, k
(3)
2 = k
(4)
2 = pi
68.
In order to get the time evolution of the system for t >
0 we introduce a second unitary operator U(i)1,k related to
the post-quench Hamiltonian by U(i)1,k[H (i)k + ∆(i)σx]U(i)†1,k =
diag{(i)
+,1,k, 
(i)
−,1,k}, with (i)−,1,k ≤ (i)+,1,k ∀k. In the Heisenberg
representation, the time evolution of the systems is thus en-
coded in the Fermi spinor,
Ψ
(i)
k (t) = U
(i)†
1,k diag
{
e−i
(i)
+,1,k t, e−i
(i)
−,1,k t
}
U(i)1,kΨ
(i)
k (0). (2)
Long after the quench, each of the four systems considered
reaches a steady state which is locally described by a GGE18.
The latter is constructed by considering as conserved quanti-
ties the occupation numbers n(i)k, j=1,2 of the energy levels of the
corresponding post-quench Hamiltonian,
n(i)k, j=1,2 =
(
Ψ
(i)†
k U
(i)†
1,k
)
j
(
U(i)1,kΨ
(i)
k
)
j
. (3)
Here, the subscript j on the right-hand side means that the
j-th component of the spinor must be considered. The GGE
density matrices are hence given by
ρ(i) =
e−
∑
k, j λk, jn
(i)
k, j
Tr
{
e−
∑
k, j λk, jn
(i)
k, j
} . (4)
The Lagrange multipliers λk, j are fixed by the condition
〈Φ(i)0 (0)|n(i)k, j|Φ(i)0 (0)〉 = Tr
{
n(i)k, jρ
(i)
}
.
We can now compute the observables of interest. We first
focus on M(i) =
∑
k〈Ψ(i)†k σxΨ(i)k 〉GGE/n(i), with n(i) the total
number of particles in the i−th system. All quantities can be
evaluated analytically: the resulting expressions can be found
in the Supplemental Material.
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FIG. 1. (a) M(2) for the continuum SOC wire as a function of ∆(2)
with α = 1; (b) M(4) for the continuum SP model as a function of
∆(4) and J = 1; (c) N for an interaction-quenched fermion chain, as
a function of U with V = 0 and J = 1; (d) N for an interaction-
quenched fermion chain, as a function of U with V = U and J = 1.
In all panels, the solid lines represent the quenched long-time limit,
the dashed lines show the results evaluated with an effective thermal
model (see text).
3The results for the continuum SOC and SP models are
shown by solid lines in Fig. 1, panels (a) and (b), as ∆(i) is
increased. In both cases, M(i) is non-monotonous, increasing
up to a maximum before dropping to the pre-quench value.
The results for the two lattice models are qualitatively sim-
ilar and are reported in the Supplemental Material. A first
interpretation of the phenomenon is the following: For in-
finitesimal ∆(i) we do not expect any difference between a sud-
den quench and an adiabatic switching on of the gap opening
mechanism. Thus, the systems begins to magnetize. On the
other hand, when ∆(i) strongly exceeds the kinetic energy, M(i)
is conserved and hence it remains at its pre-quench value. A
maximum for finite ∆(i) is thus expected.
We compare the GGE results with those obtained by an
effective thermal ensemble at a given effective temperature
β−1eff (∆
(i)). The latter is obtained by solving
〈Φ(i)0 (0)|H(i)pq|Φ(i)0 (0)〉 =
Tr
{
e−βeff (∆(i))(H
(i)
pq−µ(∆(i))n(i))H(i)pq
}
Tr
{
e−βeff (∆(i))(H
(i)
pq−µ(∆(i))n(i))
} (5)
for the effective temperature. Here, H(i)pq = H(i)(t > 0) is the
post-quench Hamiltonian and µ(∆(i)) is the Lagrange multi-
plier ensuring particle number conservation. The effective-
temperature magnetization is shown in Figs. 1(a,b) as a dashed
line. While for the SP model there is a good qualitative agree-
ment, for the SOC wire the disagreement is dramatic as the
effective temperature magnetization saturates to a non-zero
value. The mechanism behind the non-monotonous behaviour
of M(i) is hence not effective heating.
To get a deeper understanding, we now focus on the contin-
uum models and introduce the Green’s function
G(i)(x, t) = 〈Φ(i)0 (0)|Ψ(i)†(x, t)σxΨ(i)(0, t)|Φ(i)0 (0)〉 . (6)
Clearly, G(i)(0, t) = M(i)(t). G(i)(x, t) satisfies, for t > 0, an
inhomogeneous KG equation∂2x − 14u2i ∂2t
G(i)(x, t) = λ2iG(i)(x, t) + λiφi(x) , (7)
where λi = ∆(i)/ui (with u2 = α, u4 = J) and the source
term is φi(x) = i∂x〈Ψ(i)†(x, 0)M(i)Ψ(i)(0, 0)〉0, withM(2) = σz
and M(4) = σy. Equation (7) is solved with the pre-quench
boundary-value condition G(i)(x, 0) = 0. Equation (7) sup-
ports a steady-state solution for t → ∞ and it can be checked
(see Supplemental Material) that limt→∞ G(i)(0, t) = M(i).
Therefore, analyzing the time evolution of G(i)(x, t) can shed
light on the dynamics leading to the non-monotonous magne-
tization. This is shown in Fig. 2 for the SOC wire model, in
the case of (a) small quench ∆(2) = 0.3 and (b) large quench
∆(2) = 2. For a small quench, G(2)(x, t) exhibits a typical light-
cone behavior17,24,25 and information of the quench is there-
fore able to propagate throughout the system. This leaves a
finite “trail” in x = 0, which eventually results in a finite value
of M(2) at large times. On the other hand, the response of
G(2)(x, t) to the “shock” induced by a large quench is dramat-
ically different. Indeed, in this regime, G(2)(x, t) is charac-
terized by weakly damped and almost stationary oscillations
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FIG. 2. (a) Density plot of −G(2)(x, t) as a function of x and t for
∆(2) = 0.3 and α = 1; (b) same as in (a) but for ∆(2) = 2 and α = 1;
(c) Density plot of −N(i, t) as a function of i and t for U = 2, V = 0
and J = 1; (d) same as in (c) but for U = 16, V = 0 and J = 1.
both in space and in time, which strongly hinder the propaga-
tion of the information through the system and leads to both
a slowdown and an overall suppression of the light cone. The
Green’s functionG(2)(x, t) oscillates around its pre-quench ini-
tial one and reaches in the long-time limit a value very close to
the latter. This phenomenon can thus be interpreted as an ef-
fective freezing of the light cone. The same qualitative behav-
ior is observed also for the continuum SP model, not shown
here. We thus attribute the emergence of the non-monotonous
behavior of M(i) as a function of ∆(i) to the competition be-
tween the propagating and freezing regimes. The identifica-
tion of a freezing regime for large quenches constitutes a cru-
cial result and - as we shall show in the last part of the paper -
is a quite universal and robust feature of gap-opening sudden
quench models. It represents a new concept in the physics of
quantum quenches: Even though the gap is not able to dynam-
ically introduce a length scale in the correlation functions, it
dramatically influences the light-cone propagation.
In order to get a picture of the effect, it is worth to notice
that, in a simple mechanical interpretation69, the KG equa-
tion represents the transverse vibrations of a string driven by
a force ∝ λi, embedded into an elastic medium of elastic con-
stant ∝ λ2i . When the medium is slack, vibrations can prop-
agate almost without disturbance, while in a stiff medium the
wave propagation is strongly suppressed. The turning point
turns out to be for λi ∼ 1, which corresponds to the loca-
tion of the maximum of M(i) shown in Fig. 1(a, b). There-
fore, when the gap becomes comparable to the average kinetic
energy scale, the freezing of the light cone begins to occur.
Thanks to Wick’s theorem, a similar behaviour characterizes
all higher order correlators. This issue is relevant, since some
of those correlators are either easier to numerically evaluate
in the interacting systems we will analyze, or experimentally
4more accessible.
We now turn to the lattice model described by H (3)k where,
instead of switching on a staggered potential, a sudden quench
of the nearest-neighbour interaction U and/or of the next-to-
nearest neighbour interaction V is performed. For U,V & J
interactions can open a gap in the spectrum. In addition, when
V > 0 the model is non-integrable. We turn to a numerical
evaluation employing the DMRG technique.70–73.
Since the model is invariant under rotations in the spinor
space, we analyze the long-time (stationary) limit N of the
correlation function N(1, t), defined by N(i, t) = 〈(n0(t) −
1/2)(ni(t)−1/2)〉0−〈(n0(0)−1/2)(ni(0)−1/2)〉0, where ni(t) is
the (time-resolved) occupation number of the i-th site and 〈·〉0
represents the average with respect to the pre-quench ground
state. Results are shown in Fig. 1(c) for the integrable case
V = 0 (solid line). N follows the same qualitative behaviour
of the magnetization in the non-interacting models, rising for
small quenches up to a maximum value. As the gap size in-
creases over the crossover point, N begins to decrease and
tends (not shown) to the pre-quench value for very large U.
Even when integrability is lost, as is the case of Fig. 1(d)
(V = U, solid line), the qualitative picture remains, on the
accessible time-scales, the same. In both cases, a description
in terms of an effective temperature (dashed lines) fails to re-
produce the results.
Also in this model a competition between a propagation
and a freezing regime for the light cone occurs. To show this
fact, we consider the correlation function N(i, t), shown in
Figs. 2(c,d). For small quenches with U ≤ 2J one clearly
observes a propagation of the quench information spreading
through the system. On the other hand, large quenches with
U > 2J display a sharp freezing of the light cone. Thus, the
freezing of the light cone is a generic feature of systems sub-
ject to quenches opening large gaps in the spectrum.
To further support the idea that this mechanism is robust
and represents a generic feature, we have checked that the re-
sults obtained here are valid even in higher dimensions. We
have considered the paradigmatic case of a quench of a mag-
netic field applied to a Rashba-coupled two-dimensional elec-
tron gas74. Also in this case, the long-time magnetization
shows a non-monotonous behaviour as a function of the mag-
netic field, increasing to a maximum before eventually turning
to the pre-quench value for large quenches - see Supplemen-
tal Material. The results are robust even with respect to the
rapidity of the quench. We have studied the continuum SOC
wire model when the magnetic field linearly ramps from 0 -
see Supplemental Material for details. For longer ramps, the
asymptotic value of M(2) for large ∆(2) increases, but the non-
monotonous behaviour of the magnetization persists.
In conclusion, a non-monotonic behavior of observables
characterizes a wide range of gapless-to-(partially) gapped
quantum quenches, both for sudden and non-sudden proto-
cols, integrable and non-integrable models and not only in
one spatial dimension. It is the hallmark of a peculiar phe-
nomenon, namely the freezing of the light cone which con-
veys the quench information through the system. This freez-
ing results in a state described by a GGE which differs from
effective thermal states, in some cases even dramatically, thus
providing an experimentally accessible way to test the GGE
physics. In non-interacting models, the freezing of the light
cone is captured by a KG equation, which provides an intu-
itive interpretation of the behaviour of the system in terms
of a simple continuum mechanical model. As a limit for the
universality of the physics described, we point out that we
do not expect to observe the effects when the gap is opened
by merging of crossings, as relevant, for example, for Weyl
semimetals75, or for the models discussed in Refs.76,77. A
static fermion-fermion interaction, which could be taken into
account by means of bosonization78–81 or DMRG70,71 for in-
stance, is expected to renormalize the gap to larger values82,
so we expect the phenomenon to persist with a shifted and
renormalized maximum83.
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6Supplemental Material for “Non-monotonic response and light-cone freezing in
gapless-to-(partially) gapped quantum quenches of fermionic systems”
I. STEADY STATE MAGNETIZATION
A. Diagonalization of a generic 2 × 2 Hermitian matrix
In order to set the conventions, we begin this Section by briefly summarizing the diagonalization procedure for a generic 2× 2
Hermitian matrix,
H =
[
h11 h12
h∗12 h22
]
, (S1)
with h11, h12 ∈ R and h12 ∈ C. We first focus on the case h12 , 0. Then, the eigenvalues ofH are
± =
1
2
(h11 + h22) ± D, (S2)
where D =
√
(h11 − h22)2 + 4|h12|2/2. The Hamiltonian of Eq. (S1) can be diagonalized by means of the unitary matrix U,
UHU† =
[
+ 0
0 −
]
, with U =
 A− −A− −−h22h∗12−A+ +−h11h12 A+
 and ε+ > ε−, (S3)
where we have introduced the coefficients
A+ =
|h12|√
(+ − h11)2 + |h12|2
and A− =
|h12|√
(− − h22)2 + |h12|2
. (S4)
On the other hand, in the case h12 = 0, the unitary matrix U that transformsH in the diagonal form of Eq. (S3), i.e. with + > −,
is
U =
I2×2θ(h11 − h22) + iσyθ(h22 − h11), if h11 , h22,1√
2
(I + iσy) , if h11 = h22,
(S5)
with I2×2 the 2 × 2 identity matrix and σy the y Pauli matrix in the usual representation.
B. Some general formulas on the calculation of M in 1D systems
As stated in the main text, the Hamiltonian of both the SOC wire and the SP model can be written as
H(i)(t) =
∑
k
Ψ
(i)†
k [H (i)k + θ(t)∆(i)σx]Ψ(i)k . (S6)
Here, Ψ(i)†k =
(
d(i)†a,k , d
(i)†
b,k
)
is a two-component momentum resolved Fermi spinor. In the case of the SOC wire (i = {1, 2}), the
indexes a and b represent the positive and negative spin projections along the quantization axis, respectively, while in the case
of the SP model (i = {3, 4}) they are associated with the left-/right-movers. The pre-quench single-mode Hamiltonian H (i)k
can always be written in a diagonal form with eigenvalues (i)±,0,k such that 
(i)
−,0,k ≤ (i)+,0,k, ∀k, by means of a unitary matrix [see
Eqs. (S3) and (S5)]. In particular, for all the cases considered in this paper the latter takes the form
U(i)0,k =
 a(i)0,k b(i)0,k−b(i)∗0,k a(i)0,k
 , (S7)
where the coefficients a(i)0,k ∈ R and b(i)0,k ∈ C are determined by Eqs. (S3) and (S5). Moreover, U(i)0,kH (i)k U(i)†0,k = diag
{
(i)
+,0,k, 
(i)
−,0,k
}
.
For t < 0 the diagonalized Hamiltonian reads
H(i)(t < 0) =
∑
k
[
(i)−,0,kd
(i)†
v,0,kd
(i)
v,0,k + 
(i)
+,0,kd
(i)†
c,0,kd
(i)
c,0,k
]
, (S8)
7where the conduction and valence band operators, d(i)c,0,k and d
(i)
v,0,k, are defined by
Φ
(i)
0,k = U
(i)
0,kΨ
(i)
k =
d(i)c,0,kd(i)v,0,k
 . (S9)
In all cases considered we set the chemical potential to zero and assume the i−th system to be in its pre-quench zero-temperature
equilibrium ground state, |Φ(i)0 (0)〉. Therefore, for t < 0, the bands are filled up to the linear crossing and |Φ(i)0 (0)〉 is defined as
|Φ(i)0 〉 =
k(i)2∏
k(i)1
(
Φ
(i)†
0,k
)
2
|0(i)〉 =
k(i)2∏
k(i)1
(
U(i)†0,k Ψ
(i)†
k
)
2
|0(i)〉, (S10)
with |0(i)〉 the vacuum of the i−th system and k(i)1,2 determined by imposing that only negative energy states are filled. Here, the
subscript 2 means that the second component of the spinor has to be considered.
We now turn to the regime with t > 0. The post-quench single-mode HamiltonianH (i)k + ∆(i)σx is diagonalized by the unitary
matrix
U(i)1,k =
 a(i)1,k b(i)1,k−b(i)∗1,k a(i)1,k
 , (S11)
with a(i)1,k ∈ R and b(i)1,k ∈ C determined again by Eqs. (S3) and (S5), and U(i)1,k[H (i)k + ∆(i)σx]U(i)†1,k = diag{(i)+,1,k, (i)−,1,k}. The total
Hamiltonian thus becomes
H(i)(t > 0) =
∑
k
[
(i)−,1,kd
(i)†
v,1,kd
(i)
v,1,k + 
(i)
+,1,kd
(i)†
c,1,kd
(i)
c,1,k
]
, (S12)
where (i)−,1,k ≤ (i)+,1,k, ∀k, with the new conduction and valence band fermionic operators, d(i)c,1,k and d(i)v,1,k, given by
Φ
(i)
1,k = U
(i)
1,kΨ
(i)
k =
d(i)c,1,kd(i)v,1,k
 . (S13)
We now evaluate the magnetization of system along the direction of the applied magnetic field in the SOC wire or the staggered
magnetization in the SP model within the framework of the GGES1. To do this, it is sufficient to know the average over the pre-
quench ground state |Φ(i)0 〉, denoted by 〈·〉0, of the occupation numbers n(i)k, j of the energy levels of the corresponding post-quench
Hamiltonian, given by
n(i)k, j=1,2 =
(
Ψ
(i)†
k U
(i)†
1,k
)
j
(
U(i)1,kΨ
(i)
k
)
j
. (S14)
Since all the n(i)k, j commute with the post-quench Hamiltonian, they are conserved for t > 0 and, therefore, 〈n(i)k, j〉0 = 〈n(i)k, j〉GGE .
We obtain
〈n(i)k,1〉0 = 〈n(i)k,1〉GGE =
∣∣∣∣−a(i)1,kb(i)0,k + a(i)0,kb(i)1,k∣∣∣∣2 〈d(i)†v,0,kd(i)v,0,k〉0, (S15a)
〈n(i)k,2〉0 = 〈n(i)k,2〉GGE =
∣∣∣∣a(i)1,ka(i)0,k + b(i)0,kb(i)∗1,k ∣∣∣∣2 〈d(i)†v,0,kd(i)v,0,k〉0, (S15b)
where the averages 〈d(i)†v,0,kd(i)v,0,k〉0 can be easily evaluated from Eq. (S10). Using Eq. (S13) and the fact that 〈d(i)†c,1,kd(i)v,1,k〉GGE =
〈d(i)†v,1,kd(i)c,1,k〉GGE = 0, one gets the steady state magnetization (SOC wire) or the staggered magnetization (SP)
M(i) =
1
n(i)
∑
k
〈Ψ(i)†k σxΨ(i)k 〉GGE =
1∣∣∣k(i)1 ∣∣∣ + ∣∣∣k(i)2 ∣∣∣
∫ k(i)2
k(i)1
dk
(
a(i)1,kb
(i)
1,k + a
(i)
1,kb
(i)∗
1,k
) (
〈n(i)k,1〉GGE − 〈n(i)k,2〉GGE
)
, (S16)
where n(i) = L(|k(i)1 | + |k(i)2 |)/(2pi) is the total number of particles in the i−th system and L is its length. Furthermore, in the last
step, the thermodynamic limit has been performed.
8C. Spin-orbit coupled quantum wire
We now explicitly apply the general discussion of Sec. I B to the quench of the external magnetic field in a SOC wire. We
start by introducing the real space lattice Hamiltonian, imposing periodic boundary conditions:
H =
L∑
j=1
{
Ψ
†
j
[
2I2×2 + Bθ(t)σx
]
Ψ j + Ψ
†
j
[ iα
2
σz − I2×2
]
Ψ j+1 + h.c.
}
, (S17)
where L is the total length of the system and we set the lattice spacing to 1. In this case the pre-quench single-mode Hamiltonians
H (i)k , with i = {1, 2}, are
H (1)k = 2[1 − cos(k)]I2×2 + α sin(k)σz, with k ∈ [−pi, pi), (S18a)
H (2)k = k2I2×2 + αkσz, (S18b)
for the lattice and the low-energy continuous models, respectively. Note that, because of the translational invariance, Ψ j =∑
k eik j Ψk/
√
L. Although the pre-quench single-mode HamiltonianH (i)k is already diagonal, it can be more conveniently rewrit-
ten in terms of conduction and valence band Fermi operators using Eq. (S7). In this case the coefficients of the unitary matrix
U(i)0,k are
a(i)0,k = [1 − δk,0]θ(k) +
δk,0√
2
b(i)0,k = [1 − δk,0]θ(−k) +
δk,0√
2
, (S19)
while the conduction and valence energy bands are
(1)±,0,k = 2[1 − cos(k)] ± α| sin(k)|, (S20a)
(2)±,0,k = k
2 ± α|k|. (S20b)
From (i)−,0,k = 0 it follows that k
(1)
1/2 = ∓2 arctan[α/2] and k(2)1/2 = ∓α.
In the post-quench regime t > 0, the unitary matrix U(i)1,k which diagonalizes the single-mode Hamitonian H (1)k + Bσx has
coefficients
a(1)1,k =
B√[
D(1)k − α sin(k)
]2
+ B2
, b(1)1,k =
D(1)k − α sin(k)√[
D(1)k − α sin(k)
]2
+ B2
, (S21a)
a(2)1,k =
B√[
D(2)k − αk
]2
+ B2
, b(2)1,k =
D(2)k − αk√[
D(2)k − αk
]2
+ B2
, (S21b)
where D(1)k =
√
α2 sin2(k) + B2 and D(2)k =
√
α2k2 + B2, while the post-quench conduction and valence bands are
(1)±,1,k = 2[1 − cos(k)] ± D(1)k , (S22a)
(2)±,1,k = k
2 ± D(2)k . (S22b)
From Eq. (S16) one immediately obtains the steady state magnetization along the direction of the applied magnetic field in
the thermodynamic limit,
M(i) =
1∣∣∣k(1)1 ∣∣∣ + ∣∣∣k(1)2 ∣∣∣
∫ 0
k(i)1
−
∫ k(i)2
0
 dk 2a(i)1,kb(i)1,k [(a(i)1,k)2 − (b(i)1,k)2] . (S23)
For the lattice model, using Eq. (S21a), we have
M(1) =
1∣∣∣k(1)1 ∣∣∣ + ∣∣∣k(1)2 ∣∣∣
B
2
√
α2 + B2
log
(
Z+
Z−
)
, (S24)
9with
Z± = (
√
α2 + B2 ∓ α)2
[√
α2 + B2 ± α4 − α
2
4 + α2
]2
. (S25)
The behavior of M(1) is shown in Fig S1. On the other hand, for the low-energy continuous model one gets from Eq. (S21b)
M(2) = − B
4α2
log
[
1 + 2
α4
B2
+
α8
B4
]
. (S26)
0 10
4.0
(1
)
M−
B
FIG. S1. M(1) for the lattice SOC wire as a function of ∆(1) = B and α = 1.
D. Staggered Potential model
In this Section we apply the discussion of Sec. I B to the quench of the staggered potential in the SP model. The real space
lattice Hamiltonian reads
H = −J
L∑
j=1
[(
c†jc j+1 + h.c.
)
+ (−1) jδ(t)c†jc j
]
, (S27)
where c j are annihilation operators for spinless fermions on the site j of the lattice, L is the length of the system and we set
the lattice spacing to 1. Introducing the spinor Ψ†k =
(
c†k , c
†
k−pi
)
, with c j =
∑
k eik jck/
√
L, we obtain the pre-quench single mode
HamiltoniansH (i)k , with i = {3, 4},
H (3)k = −2J cos(k)σz, (S28a)
H (4)k = −2J(k − pi/2)σz, (S28b)
with k ∈ [0, pi), for the lattice and the low-energy continuous models, respectively. Also in this model the pre-quench single-
mode Hamiltonians are diagonal, and again we can conveniently introduce conduction and valence band Fermi operators using
Eq. (S7). The coefficients of the unitary matrix U(i)0,k are:
a(i)0,k = [1 − δk,pi/2]θ
(
pi
2
− k
)
+
δk,pi/2√
2
b(i)0,k = [1 − δk,pi/2]θ
(
k − pi
2
)
+
δk,pi/2√
2
, (S29)
while the pre-quench conductance and valence bands are
(3)±,0,k = ±2J| cos(k)|, (S30a)
(4)±,0,k = ±2J|k − pi/2|. (S30b)
One obtains k(3)1 = k
(4)
1 = 0 and k
(3)
2 = k
(4)
2 = pi . Note that we are considering a continuum model with the same number of
particles of the lattice one and energy bands filled up to the crossing point.
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In the post-quench regime the single-mode Hamiltonian H (i)k + δσx is diagonalized by the unitary matrix U(i)1,k, whose coeffi-
cients are
a(3)1,k =
δ√
((3)
+,1,k + 2J cos(k))
2 + δ2
, b(3)1,k =
(3)
+,1,k + 2J cos(k)√
((3)
+,1,k + 2J cos(k))
2 + δ2
, (S31a)
a(4)1,k =
δ√[
(4)
+,1,k + 2J(k − pi/2)
]2
+ δ2
, b(4)1,k =
(4)
+,1,k + 2J(k − pi/2)√[
(4)
+,1,k + 2J(k − pi/2)
]2
+ δ2
, (S31b)
where the new energy bands are
(3)±,1,k = ±
√
δ2 + 4J2 cos2(k), (S32a)
(4)±,1,k = ±
√
δ2 + 4J2(k − pi/2)2. (S32b)
Using Eqs. (S16), (S29) and (S31) one finds that the steady state staggered magnetization after the quench evaluates to
M(i) =
1
pi
(∫ pi
pi/2
−
∫ pi/2
0
)
dk 2a(i)1,kb
(i)
1,k
[(
a(i)1,k
)2 − (b(i)1,k)2] . (S33)
For the lattice model, using Eq. (S31a), we obtain
M(3) = − 2δ
pi
√
δ2 + 4J2
arctanh
(
2J√
δ2 + 4J2
)
, (S34)
which is shown in Fig. S2. On the other hand, from Eq. (S31b), one gets for the low-energy continuous model
M(4) = − δ
2Jpi
ln
[
1 +
(
piJ
δ
)2]
. (S35)
0 10
5.0
(3
)
M−
δ
FIG. S2. M(3) for the lattice SP model as a function of ∆(3) = δ and J = 1.
E. 2D Rashba-coupled electron gas
In this Section we consider the quench of magnetic field in a 2D Rashba-coupled electron gas. The Hamiltonian of the system
is H2D(t) =
∑
kx,ky Ψ
†
kx,ky
[Hkx,ky + θ(t)Bσz]Ψkx,ky , with
Hkx,ky = (k2x + k2y )I2×2 + α(σxky − σykx). (S36)
Here, kx and ky are the two components of the momentum vector , while Ψ
†
kx,ky
=
(
d†a,kx,ky , d
†
b,kx,ky
)
, with da,kx,ky (db,kx,ky ) fermionic
annihilation operators for spin up (down) electrons. Following the same steps outlined in the previous Sections, we begin with
the pre-quench case. For t < 0 the single-mode Hamiltonian is diagonalized by the unitary matrix
U0,kx,ky =
[
a0,kx,ky b0,kx,ky
−b∗0,kx,ky a0,kx,ky
]
, (S37)
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with
a0,kx,ky =
1√
2
b0,kx,ky =
1√
2
kx + iky
k
, (S38)
where k = |k| =
√
k2x + k2y . The pre-quench conduction and valence fermionic operators are thus given by
Φ0,kx,ky = U0,kx,kyΨkx,ky =
[
dc,0,kx,ky
dv,0,kx,ky
]
, (S39)
with associated energy levels
±,0,kx,ky = k
2 ± αk. (S40)
When the energy bands are filled up to the linear crossing (i.e. the chemical potential is set to zero) the pre-quench equilibrium
ground state |Φ(2D)0 (0)〉 is
|Φ(2D)0 〉 =
∏
k≤α
(
Φ
†
0,kx,ky
)
2
|02D〉 =
∏
k≤α
(
U†0,kx,kyΨ
†
kx,ky
)
2
|02D〉, (S41)
with |02D〉 the vacuum of the system. As usual, the subscript 2 means that the second component of the spinor has to be
considered.
We now turn to the post-quench regime. For t > 0 the unitary matrix diagonalizing the single-mode HamiltonianHkx,ky + Bσz
is
U1,kx,ky =
[
a1,kx,ky b1,kx,ky
−b∗1,kx,ky a1,kx,ky
]
, (S42)
with
a1,kx,ky =
αk√
(Dkx,ky − B)2 + α2k2
, b1,kx,ky =
Dkx,ky − B√
(Dkx,ky − B)2 + α2k2
kx + iky
k
, (S43)
where we have introduced the coefficient Dkx,ky =
√
B2 + α2k2. The post-quench conductance and valence band Fermi operators
are
Φ1,kx,ky = U1,kx,kyΨkx,ky =
[
dc,1,kx,ky
dv,1,kx,ky
]
, (S44)
with associated energy levels
ε±,1,kx,ky = (k
2
x + k
2
y ) ± Dkx,ky . (S45)
In order to get the steady state magnetization along the applied magnetic field within the GGE picture, we evaluate the averages
of the conserved occupation numbers of the post-quench energy levels,
nkx,ky, j=1,2 =
(
Ψ
†
kx,ky
U†1,kx,ky
)
j
(
U1,kx,kyΨkx,ky
)
j
, (S46)
over the pre-quench ground state |Φ(2D)0 (0)〉, obtaining
〈nkx,ky,1〉0 = 〈nkx,ky,1〉GGE =
∣∣∣−a1,kx,ky b0,kx,ky + a0,kx,ky b1,kx,ky ∣∣∣2 〈d†v,0,kx,ky dv,0,kx,ky〉0, (S47a)
〈nkx,ky,2〉0 = 〈nkx,ky,2〉GGE =
∣∣∣∣a1,kx,ky a0,kx,ky + b0,kx,ky b∗1,kx,ky ∣∣∣∣2 〈d†v,0,kx,ky dv,0,kx,ky〉0. (S47b)
Since 〈d†c,1,kx,ky dv,1,kx,ky〉GGE = 〈d
†
v,1,kx,ky
dc,1,kx,ky〉GGE = 0, the steady state magnetization after the quench evaluates to
M2D =
1
N2D
∑
kx,ky
〈Ψ†kx,kyσzΨkx,ky〉GGE (S48)
=
1
N2D
∑
kx,ky
(
a21,kx,ky − |b1,kx,ky |2
) (
〈nkx,ky,1〉GGE − 〈nkx,ky,2〉GGE
)
(S49)
= − B
α2
[
1 − B
α2
arccot
( B
α2
)]
, (S50)
where in the last step the thermodynamic limit has been performed and we used that N2D = LxLy/(2pi)2, with Lx and Ly the
length of the system in the x and y directions respectively. The behavior of M2D is shown in Fig. S3.
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FIG. S3. M2D for the 2D Rashba-coupled electron gas as a function of B and α = 1.
II. KLEIN-GORDON PHYSICS IN THE EVOLUTION OF THE GREEN’S FUNCTION
In this Section we focus on the low-energy continuous theories for the SOC wire and the SP model and derive KG equation
[see Eq. (7) of the main text] satisfied by the general Green’s function
G(i)(x, t) = 〈Ψ(i)†(x, t)σxΨ(i)(0, t)〉0 (S51)
after a sudden quench of the gap opening mechanism. Here, Ψ(i)†(x, t) =
(
ψ(i)†a (x, t), ψ
(i)†
b (x, t)
)
is the space-resolved Fermi spinor
in the Heisenberg picture, while the average is evaluated on the pre-quench equilibrium ground state |Φ(i)0 〉.
A. Spin-orbit coupled wire
We start by deriving the equation of motion of the Fermi field operator Ψ(2)(x, t) for the SOC wire. By rewriting the Hamil-
tonian of Eq. (S6) in real space as a function of Ψ(2)(x) one gets the Heisenberg equations of motion for the Fermi spinor
components,
∂tψ
(2)
σ (x, t) =
(
i∂2x − σα∂x
)
ψ(2)σ (x, t) − iBψ(2)−σ(x, t), (S52)
with σ,σ′ = {a, b} = {+,−}. From the above equation, we can derive the equations of motion for the spin resolved Green’s
functions,
G(i)σσ′ (x, t) = 〈ψ(i)†σ (x, t)ψ(i)σ′ (0, t)〉0. (S53)
As a result, we obtain the following closed set of differential equations
∂tG
(2)
++(x, t) = −iB
[
G(2)+−(x, t) −G(2)−+(x, t)
]
, (S54a)
∂tG
(2)
+−(x, t) = −iB
[
G(2)++(x, t) −G(2)−−(x, t)
]
+ 2α∂xG
(2)
+−(x, t), (S54b)
∂tG
(2)
−+(x, t) = +iB
[
G(2)++(x, t) −G(2)−−(x, t)
]
− 2α∂xG(2)−+(x, t), (S54c)
∂tG
(2)
−−(x, t) = +iB
[
G(2)+−(x, t) −G(2)−+(x, t)
]
. (S54d)
Note that the Green’s function of Eq. (S51) can be written as G(2)(x, t) = G(2)+−(x, t) + G(2)−+(x, t). From Eqs. (S54), we thus obtain
∂2tG(2)(x, t) = 2α∂x∂t
[
G(2)+−(x, t) −G(2)−+(x, t)
]
= 4α2∂2xG(2)(x, t) − 4iαB∂x
[
G(2)++(x, t) −G(2)−−(x, t)
]
. (S55)
It is now convenient to introduce the function S (x, t) = G(2)++(x, t) −G(2)−−(x, t), whose time derivative reads
∂tS (x, t) = −2iB
[
G(2)+−(x, t) −G(2)−+(x, t)
]
. (S56)
By integrating the above equation, one obtains
S (x, t) = S (x, 0) − 2iB
∫ t
0
[
G(2)+−(x, t
′) −G(2)−+(x, t′)
]
dt′. (S57)
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Then, by taking the space derivative of S (x, t) and noting that ∂x
[
G(2)+−(x, t′) −G(2)−+(x, t′)
]
= (2α)−1∂tG(2)(x, t) [see Eqs. (S54b)
and (S54c)], it follows that
∂xS (x, t) = ∂xS (x, 0) − i B
α
G(2)(x, t). (S58)
Finally, turning back to Eq. (S55), we obtain the desired result(
∂2x −
1
4α2
∂2t
)
G(2)(x, t) = B
2
α2
G(2)(x, t) + B
α
φ2(x), (S59)
where the source term φ2(x) is defined as
φ2(x) = i∂xS (x, 0) = i∂x〈Ψ(2)†(x, 0)σzΨ(2)(0, 0)〉0. (S60)
In particular, φ2(x) can be analytically evaluated to obtain
φ2(x) = 2
[
1 − cos(αx)
x2
− α sin(αx)
x
]
. (S61a)
B. Staggered potential model
We now focus on the SP model. In principle, the KG equation satisfied by the Green’s function G(4)(x, t) can be ob-
tained following the same steps of the SOC wire case. However, in order to show an alternative method to derive it, we
demonstrate that G(4)(x, t) satisfies the analogous of Eq. (S59) by a direct calculation. We begin by explicitly evaluating
G(4)(x, t) = 〈Ψ(4)†(x, t)σxΨ(4)(0, t)〉. The time evolution of the Fermi spinor Ψ(4)(x, t) = ∑k Ψ(4)k (t)eikx/√L(4) in the Heisenberg
picture can be obtained from Eq. (2) of the main text,
Ψ
(4)
k (t) = U
(4)†
1,k diag{e−i
(4)
+,1,k t, e−i
(4)
−,1,k t}U(4)1,kU(4)†0,k Φ(4)0,k(0), (S62)
with the coefficients of the matrices U(4)0,k and U
(4)
1,k given in Eqs. (S29) and (S31b), respectively. Here, Ψ
(i)†
k (t) =
(
d(i)†a,k (t), d
(i)†
b,k (t)
)
is the momentum resolved Fermi spinor and L(4) is the length of the system. The Green’s function G(4)(x, t) can thus be rewritten
as
G(4)(x, t) = 1
L(4)
∑
k
e−ikx〈d(4)†b,k (t)d(4)a,k(t) + h.c.〉0, (S63)
where the average is evaluated on the ground state of the pre-quench Hamiltonian H (4)k , defined in Eq. (S10). Using
Eqs. (S29), (S31b) and (S62), we obtain
〈d(4)†b,k (t)d(4)a,k(t)〉0 =
1
8
〈d(4)†v,1,kd(4)v,1,k〉0
[
−4βkIm{βk} − ie−2it
(4)
+,1,k
(
1 + β2k
)
− ie−2it(4)−,1,kβ2k
(
1 + β∗2k
)]
, (S64)
where βk =
√
2b(4)1,k. Substituting in Eq. (S63) and performing the thermodynamic limit, one has
G(4)(x, t) = −1
pi
∫ pi
0
e−ikx
Jkδ
J2k2 + δ2
[
1 − cos
(
2t(4)
+,1,k
)]
dk. (S65)
Finally, after evaluating the second-order time and space derivatives of G(4)(x, t),
∂2tG(4)(x, t) = −
4
pi
∫ pi
0
e−ikxJkδ cos
(
2t(4)
+,1,k
)
dk, (S66a)
∂2xG(4)(x, t) =
1
pi
∫ pi
0
e−ikx
Jk3δ
J2k2 + δ2
[
1 − cos
(
2t(4)
+,1,k
)]
dk, (S66b)
and performing some algebraic manipulations, one can directly verify that the following KG equation is satisfied(
∂2x −
1
4J2
∂2t
)
G(4)(x, t) = δ
2
J2
G(4)(x, t) + δ
J
φ4(x), (S67)
where the source term φ4(x) is
φ4(x) = 2
cos(pix) + pix sin(pix) − 1
pix2
= i∂x〈Ψ(4)†(x, 0)σyΨ(4)(0, 0)〉0. (S68)
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III. FINITE DURATION QUENCH FOR THE SPIN-ORBIT COUPLEDWIRE
In this last Section we outline the evaluation of the steady state magnetization of the SOC wire in the presence of a quench
with finite duration. In particular, we consider a quench protocol in which the magnetic field is switched on with a linear ramp
of duration τ. The Hamiltonian of the systems is
H =
∑
k
Ψ
(2)†
k
[
H (2)k + Q(t)Bσx
]
Ψ
(2)
k , (S69)
with
Q(t) =

0
t/τ
1
for t < 0
for 0 ≤ t ≤ τ
for t > τ
. (S70)
During and after the quench, the Heisenberg equations of motion for the Fermi spinor components are
∂td
(2)
σ,k(t) = −i
[
(k2 + σαk)d(2)
σ,k(t) + Q(t)Bd
(2)
−σ,k(t)
]
, (S71)
where σ = {a, b} = {+,−}. To solve this coupled system of differential equations, we take the following ansatzS3 d(2)a,k(t)d(2)b,k(t)
 = [ fa,k(t) ga,k(t)fb,k(t) gb,k(t)
]  d(2)a,kd(2)b,k
 = Vk(t)  d(2)a,kd(2)b,k
 , (S72)
where d(2)
σ,k is the Fermi operator in the Schro¨dinger picture at t = 0. Therefore, all the time dependence is encoded in the functions
fσ,k(t) and gσ,k(t), with initial conditions given by fa,k(0) = gb,k(0) = 1 and fb,k(0) = ga,k(0) = 0. Since anti-commutation relations
between the operators d(2)
σ,k(t) have to be satisfied during the whole time evolution,we have that | fσ,k(t)|2 + |gσ,k(t)|2 = 1, ∀t. By
substituting the ansatz of Eq. (S72) in Eq. (S71), we obtain two decoupled systems for fσ,k(t) and gσ,k(t), respectively,
i∂t
[
fa,k(t)
fb,k(t)
]
=
[
k2 + αk Q(t)B
Q(t)B k2 − αk
] [
fa,k(t)
fb,k(t)
]
i∂t
[
ga,k(t)
gb,k(t)
]
=
[
k2 + αk Q(t)B
Q(t)B k2 − αk
] [
ga,k(t)
gb,k(t)
]
. (S73)
The latter systems can be solved with same method, given that the appropriate initial conditions are used. In particular, intro-
ducing the notation ν = { f , g}, we define the functionsS4
S ν,k(t) = νa,k(t) + νb,k(t), Dν,k(t) = νa,k(t) − νb,k(t). (S74)
Using Eq. (S73), one obtains that the following differential equations hold i∂tS ν,k(t) =
[
k2 + Q(t)B
]
S ν,k(t) + αkDν,k(t)
i∂tDν,k(t) =
[
k2 − Q(t)B
]
Dν,k(t) + αkS ν,k(t)
, (S75)
From the above system we derive the second-order differential equation
∂2t Dν,k(t) + 2ik
2∂tDν,k(t) +
[
B2Q2(t) − k4 + α2k2 − iB∂tQ(t)
]
Dν,k(t) = 0, (S76)
which can be analytically solved in every region defined by the quench protocol in Eq. (S70) using the appropriate matching
conditions on the boundaries of each them. Moreover, once we get Dν,k(t), the function S ν,k(t) is automatically determined by
the second equation in Eq. (S75).
The magnetization along the applied magnetic field can be evaluated within the GGE, with a straightforward generalization
of procedure described in Sec. I B. In particular, the quantities conserved after the quench (i.e. for t > τ) are 〈n(2)k, j(τ)〉0 =
〈n(2)k, j(τ)〉GGE , with
n(2)k, j(τ) =
(
Φ
(2)†
0,k U
(2)
0,kV
†
k (τ)U
(2)†
1,k
)
j
(
U(2)1,kVk(τ)U
(2)†
0,k Φ
(2)
0,k
)
j
(S77)
the occupation numbers of the post-quench energy levels and the unitary matrix Vk(t) introduced in Eq. (S72). From the knowl-
edge of 〈n(2)k, j(τ)〉GGE and thanks to the fact that 〈d(i)†c,1,k(τ)d(i)v,1,k(τ)〉GGE = 〈d(i)†v,1,k(τ)d(i)c,1,k(τ)〉GGE = 0, one can evaluate the steady
state magnetization
M(2) =
1
n(2)
∑
k
〈Ψ(2)†k σxΨ(2)k 〉GGE =
1
n(2)
∑
k
〈Φ(2)†1,k (τ)U(2)1,kVk(τ)σxV†k (τ)U(2)†1,k Φ(2)1,k(τ)〉GGE . (S78)
The behavior of M(2) for quench protocols with different time duration τ is shown in Fig. S4. As one can clearly see, the
non-monotonic behavior persists also in this case.
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FIG. S4. M(2) for the lattice SOC wire as a function of ∆(1) = B and α = 1 for different quench protocols with increasingly long switch-on
times τ (units 1/α2): τ = 0, sudden quench (blue, solid), τ = 1 (purple, dot), τ = 10 (green, dash-dot-dot), τ = 100 (yellow, dash-dot), τ = ∞
-corresponding to the equilibrium magnetization of the post-quench Hamiltonian red - (red, dash).
IV. INTERACTION QUENCH
In this Section we give more details about the interaction quench discussed in the main paper. The real space lattice Hamilto-
nian is defined by
H = −J
∑
j
[(
c†jc j+1 + h.c.
)
+ U(t)n jn j+1 + V(t)n jn j+2
]
, (S79)
where c j are annihilation operators of spinless fermions on the site j of the lattice and n j = c
†
jc j is the density. The Hamiltonian
is thus similar to the one of Eq. (S27), but instead of quenching a staggered potential, here a nearest and possibly next-nearest
neighbor interaction is quenched on by U(t) = Uθ(t) and V(t) = Vθ(t). For V = 0 the system is Bethe-Ansatz solvable
(integrable) while for V , 0 no solution via the Bethe-Ansatz is known (and is believed to be nonexistent). We consider
quenches out of the initial state |E0〉 for U = V = 0 and perform the time evolution w.r.t. a finite U and possibly V . At V = 0 it
is known, that for U/J < 2 the system remains gapless after the quench, while for U/J > 2 a gap opens.
In contrast to the examples studied above, this interacting Hamiltonian cannot be diagonalized analytically and we resort
to numerical means. We employ the density matrix renormalization group (DMRG)S5,S6. In practice the accuracy of DMRG
simulations is controlled by the so-called bond dimension χ. By increasing χ (and with it the numerical effort) we achieve
converged results, which are “numerically exact”. In every simulation we choose χ such that no changes of the results can be
observed on the scales of the respective plots if it is further increased.
To obtain numerical results we need to
1. prepare the ground state of the noninteracting (U = 0 = V) system,
2. perform the time evolution with respect to finite U and possibly V ,
3. calculating the finite temperature canonical ensemble (as a reference), w.r.t. finite U and possibly V ,
the third of which is independent of the former two.
All of these are routinely coded very elegantly in the limit of infinite lattice size n → ∞S7,S8 using the language of matrix
product states (MPS)S6. For more implementation details we refer to the aforementioned references. The ground state is obtained
here by an imaginary time evolution. Starting with a random MPS and repetitively applying e−H(t<0)∆τ (normalizing the MPS after
each step), we converge to the ground state of the system by projecting out excited states. We apply e−H(t<0)∆τ by employing
a second order Trotter decomposition. We start with larger values of ∆τ and successively lower it until the MPS converges,
where we aim at a relative accuracy of the total energy per lattice site of 10−10. As the ground state we start with is the one of
the non-interacting system it is easy to benchmark the accuracy of the found ground state by comparing to exact results. The
subsequent real-time evolution of this MPS is performed by repetitively applying e−iH(t>0)∆t, using a fourth order Suzuki-Trotter
decomposition and choosing ∆t/J = 0.1 small enough such that the error arising from this decomposition is negligible. In a
similar fashion we determine the finite temperature canonical ensemble. We use purification at β = 1/T = 0 effectively rewriting
the ensemble as an MPS in enlarged physical spaceS9. We then “cool down” the MPS by repetitively applying e−H(t>0)∆β (and
normalizing) in an appropriately Trotter decomposed fashion.
Within the DMRG we have access to finite times only (as the results are obtained by explicit forward time evolution). To push
the simulations to larger time scales we employ the ideas of Ref.S10. Of course (like in any finite time simulation) we cannot
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exclude that the results obtained are not truly steady and that on some very large time scale another relaxation mechanism sets in.
However, we can access time scales on which typical observables appear approximately relaxed on the scale of their respective
plots. We might thus only have access to the prethermal state of the system, stipulating that on inaccessible timescales a second
regime shows up, which changes the steady state value. Either way the results reported here are then (at least) valid on an
extensively long time scales, which would be relevant to experiments.
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