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Resumen
La hipo´tesis de CLAW establece que un incremento en la radiacio´n solar o de los flujos de calor
hacia el oce´ano puede producir una respuesta biogeoquı´mica para contrarrestar el incre-
mento de temperatura o radiacio´n solar. Este mecanismo de retroalimentacio´n se producir´ıa
en varios pasos: primero, habr´ıa un incremento de la concentracio´n de dimetilsulfuro disuelto
en la superficie del oce´ano (DMSw ) y por tanto de su emisio´n a la atmo´sfera; segundo, como
consecuencia de la oxidacio´n del DMS en la atmo´sfera se producir´ıa un incremento de la pro-
duccio´n de nu´cleos de condensacio´n de nubes (CCN) de origen bioge´nico (CCNbio); tercero,
gracias al incremento en CCN se aumentar´ıa el albedo de las nubes. Por tanto, se ha sugerido
que el DMS da lugar a un efecto refrigerante sobre los flujos radiativos de la Tierra a trave´s de su
efecto sobre la formacio´n y las propiedades o´pticas de las nubes de la troposfera ocea´nica.
Dicho mecanismo de retroalimentacio´n se ha propuesto que puede actuar como un proceso
natural que podr´ıa contrarrestar en parte el Calentamiento Global de origen antropoge´nico.
Esta hipo´tesis, aunque sugestiva, es muy especulativa y algunos de sus postulados principales
continu´an sin haber sido probados. En este estudio se pretende contribuir al conocimiento
actual del ciclo del azufre bioge´nico marino y de su impacto potencial en el clima en base
a abordar algunas preguntas que permanecen sin respuesta con respecto a la hipo´tesis de
CLAW. El factor clima´tico que gobierna la produccio´n ocea´nica de DMS, el impacto de la
oxidacio´n atmosfe´rica del DMS en los CCN, y el potencial de DMS para contrarrestar el Calen-
tamiento Global son investigados en profundidad basa´ndose en modelizacio´n y en el ana´nlisis
de datos. Se ha desarrollado un modelo en una dimensio´n (1D) de la dina´mica del DMS (bau-
tizado ’DMOS’) y se acoplo´ a un modelo de ecosistema pela´gico pre-existente que simulaba
expl´ıcitamente el bucle microbiano. El modelo se aplica al Mar de los Sargazos para intentar
explicar que´ proceso dirige la estacionalidad del DMS. Se realizaron una serie de experimentos
(virtuales) con el modelo a partir de activar o desactivar algunos de los procesos presentes en
DMOS. Las simulaciones obtenidas de clorofila-a, dimetilsulfoniopropionato (DMSP; el precur-
sor del DMS), as´ı como las concentraciones de DMS se comparan con perfiles verticales de las
mismas variables medidos in-situ durante los an˜os 1992 y 1993. La exudacio´n de DMS por parte
del fitoplancton como respuesta a altos niveles de radiacio´n solar aparece como el proceso
clave, sin el cual el modelo no es capaz de simular correctamente el DMS ni reproducir la ’DMS
summer-paradox’. El ana´lisis de una base de datos global de DMS as´ı como de series tempo-
rales de DMS en lugares especı´ficos (la Bahı´a de Blanes y el Mar de los Sargazos) revelo´ que
la radiacio´n solar recibida en la capa de mezcla ocea´nica (o SRD) es el factor clima´tico que
parece dirigir la dina´mica del DMS. Desde un punto de vista global pero teniendo en cuenta
la distribucio´n espacial, el ana´lisis de mapas globales mensuales climatolo´gicos de SRD y DMS
muestran que el acoplamiento estacional entre SRD y DMS es muy alto en la gran mayor´ıa
de la superficie ocea´nica, sin importar la latitud, temperatura o biomasa de fitoplancton. A
partir de estos resultados se ha obtenido una ecuacio´n predictiva diagno´stica que relaciona
la concentracio´n de DMS con la SRD. El ana´lisis estadı´stico de datos globales, procedentes
de modelos o sate´lites, de varias variables oce´nicas y atmosfe´ricas sugiere que la oxidacio´n
del DMS puede ser una fuente mayoritaria de CCN en regiones ocea´nicas lejos de fuentes
continentales de aerosoles (ej. Oce´ano Sur, Oce´ano Pacı´fico Subtropical), especialmente en
verano, cuando la eficiencia de la oxidacio´n del DMS es ma´s elevada. Part´ıculas pequen˜as de
spray marino (SS), aunque desde un punto de vista cuantitativo son importantes, no parecen
contribuir a la estacionalidad de los CCN en Oce´ano Sur, que es una regio´n donde la pro-
duccio´n de SS es de las ma´s elevadas del mundo debido a la presencia constante de fuertes
vientos. El SS parece ma´s bien conformar una concentracio´n de fondo de CCN ma´s o menos
constante. La diferencias observadas entre la estacionalidad del viento y de la fraccio´n fina
de aerosoles apoyan estas conclusiones. Aunque en regiones ocea´nicas con aire limpio el
DMS parece controlar la estacionalidad de los CCN y su contribucio´n a la concentracio´n de
CCN puede llegar hasta el 80-100%, a escala global la estimacio´n de la contribucio´n del DMS
a los CCN esta´ entorno al 30%. Dos modelos diagno´sticos del DMS, obtenidos de ana´lisis glob-
ales, para los que la profundidad de la capa de mezcla (MLD) es un para´metro clave, se
aplican a campos globales de MLD y clorofila-a simulados con un modelo de tres dimensiones
(3D) de circulacio´n general ocea´nica (OGCM) acoplado a un modelo biogeoquı´mico. Un
incremento del 50% de la cantidad de CO2 atmosfe´rica se usa como forzamiento del OGCM,
al mismo tiempo que una simulacio´n control donde no hay dicha perturbacio´n corre en par-
alelo. De esta manera se estima la respuesta de la produccio´n ocea´nica del DMS debido
al Calentamiento Global. Los resultados muestran un incremento del DMS, especialmente en
verano, cuando un incremento en el albedo de las nubes ser´ıa ma´s efectivo para refrigerar
la Tierra. Sin embargo, el incremento es tan de´bil (globalmente un 1.2%) que dif´ıcilmente
puede ser relevante en comparacio´n con el forzamiento radiativo debido al incremento de
los gases de efecto invernadero. E´sto contrasta con con la variabilidad estacional del DMS
(un incremento del 1000-2000% de invierno a verano). Se sugiere que el mecanismo de retroal-
imentacio´n ’SRD - DMS - nubes - albedo del Planeta’ propuesto por la hipo´tesis de CLAW no
es un mecanismo termorregulador a largas escalas temporales sino ma´s bien un mecanismo
estacional que contribuye a regular las dosis de radiacio´n que llegan a la biosfera de la Tierra.
Abstract
The CLAW hypothesis postulates that an increase in solar irradiance or in the heat flux to the
ocean can trigger a biogeochemical response to counteract the associated increase in tem-
perature and available sunlight. This natural (negative) feedback mechanism would be based
on a multi-step response: first, an increase in seawater dimethylsulfide concentrations (DMSw )
and then its fluxes to the atmosphere (DMSflux ); second, an increase in the atmospheric cloud
condensation nuclei (CCN) burden as a consequence of DMS oxidation to form biogenic CCN
(CCNbio); third, an increase in cloud albedo due to higher CCN numbers. Therefore, DMS is sug-
gested to exert a cooling effect on the Earth radiative budget through its involvement in the
formation and optical properties of tropospheric clouds over the ocean. Such a feedback has
been regarded as a potential natural mechanism that might partly counteract anthropogenic
Global Warming. This hypothesis, although suggestive, is highly speculative and some of its main
postulates remain unproved. In this study we sought to contribute to the current knowledge of
the oceanic biogenic sulfur cycle and its potential impact on climate by addressing some rel-
evant open questions regarding the CLAW hypothesis. The climatic factor that drives oceanic
DMS production, the impact of DMS oxidation on atmospheric CCN, and the potentiality of
DMS to counteract Global Warming are investigated in detail based on modeling and data
analyses. A new one-dimensional (1D) model of DMS dynamics (DMOS) is developed and cou-
pled to a pre-existing ecological model that explicitly simulates the microbial-loop. The model
is applied to the Sargasso Sea in order to explain what drives DMS seasonality. We have con-
ducted a series of modeling experiments where some of the DMOS sulfur paths are turned ’off’
or ’on’, and the results on chlorophyll-a, dimethylsulfoniopropionate (DMSP; the DMS precur-
sor) and DMS concentrations have been compared with the vertical profiles of these same
variables measured during the years 1992 through 1993. Solar-induced DMS exudation by phy-
toplankton outstands as the process without which the model is unable to produce realistic
DMS simulations and reproduce the DMS summer-paradox. The analysis of a global DMS data-
base as well as local DMS time-series (Blanes Bay and Sargasso Sea) have revealed that it is
the solar radiation dose in the upper mixed layer (or SRD) the climatic factor that seems to
drive DMS dynamics. With a spatially resolved perspective, our analysis of globally derived
SRD and DMS climatologies shows that the seasonal couplings between SRD and DMS are very
tight and widespread over the Global Ocean, irrespective of latitude, temperature, and phy-
toplankton biomass. From these results, we have been able to obtain a global predictive diag-
nostic equation that relates DMS concentrations to the SRD. Statistical analyses of satellite and
model-derived global data of several oceanic and atmospheric variables suggest that DMS
oxidation can indeed be a major source of CCN over oceanic regions far from continental
aerosol sources (eg. Southern Ocean, Subtropical South Pacific), especially in summer when
the oxidation efficiency of DMS is the highest. Small sea-salt (SS) aerosols, although quantita-
tively important, do not seem to control CCN seasonality over the Southern Ocean, a region
were SS production is amongst the highest of the world due to the constant presence of strong
winds. Rather, they appear to conform a fairly constant background of CCN. Differences in the
seasonalities of wind speed and the small-mode fraction of aerosols support these conclusions.
Although over clean-air oceanic regions DMS seems to control CCN seasonality and its contri-
bution to CCN numbers is estimated to up to 80-100%, over a global scale, estimated current
DMS contribution to total CCN numbers is about 30%. Two globally-derived DMS diagnostic
models for which the mixing layer depth (MLD) is a key parameter, are applied to global fields
of MLD and chlorophyll-a simulated with a three-dimensional (3D) Ocean General Circulation
Model (OGCM) coupled to a biogeochemistry model. A 50% increase of atmospheric CO2 is
used to force the OGCM, and an unperturbed control is run in parallel. By this means we esti-
mate the response of the DMS-producing pelagic ocean to Global Warming. Our results show
a net global increase in DMS, specially in summer when an increase in cloud albedo will be
more effective in cooling the Earth. This increase, however, is so weak (globally 1.2%) that it can
hardly be relevant as comparedwith the radiative forcing of the increase of greenhouse gases.
This contrasts with the seasonal variability of DMS (1000-2000% summer-to-winter ratio). We sug-
gest that the ’SRD - DMS - clouds - Earth albedo’ feedback proposed by the CLAW hypothesis
is not a long-term thermostatic system but rather a seasonal mechanism that contributes to
regulate the solar radiation doses reaching the Earth’s biosphere.
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Introduction
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2 CHAPTER 1
Research has to be a game,
because only by playing are we happy.
(Ramo´n Margalef)
1.1 Background
The Gaia theory [Lovelock and Margulis, 1974; Lovelock , 1979] postulates that life on Earth
drives the global cycling of its basic elements (mainly carbon, oxygen, hydrogen, nitrogen,
phosphorus, and sulfur) and thereby affects the environment in which life develops. This results
in the promotion and sustain of climate conditions favorable for life itself. Earth is thus viewed
as a self-regulated ’super-organism’ or ’macro-ecosystem’, where the biosphere is the mod-
ulating force. The biosphere is defined as the presence of life on land and in the oceans.
Therefore, according to Gaia the composition and functioning of the four major components
of the Earth’s surface (lithosphere, hydrosphere, atmosphere, and biosphere) would be con-
stantly interconnected and in co-evolution [Lovelock , 1988] as a single entity that has been
also called ’ecosphere’ (see Figure 1.1). This would be a (non-closed) living complex system
where all its components (either biotic or abiotic) are connected through feedback mecha-
nisms in such a way that stability of the whole system emerges. This is known as ’homoeostasis’
[Lovelock and Margulis, 1974]. Through these feedback mechanisms, the ecosphere would be
able to sustain itself within a state of low entropy (high order) that is stable and at the same
time it is far from thermodynamic equilibrium (maximum entropy, maximum disorder). For this to
occur, a constant input of energy is needed; such an energy source is essentially provided by
the Sun.
Fig. 1.1: The four major components of the Earth’s surface: lithosphere, hydrosphere, atmosphere, and biosphere
The global cycling of matter and energy in the ecosphere is known as ’global biogeochemi-
cal cycles’. In this context, it has been proposed that the production of biogenic sulfur in the
ocean and its emission into the atmosphere may be directly related to Earths’ climate regula-
tion [Charlson et al., 1987]. This has been called the CLAW hypothesis after the authors’ initials,
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with a clear reference to the phonetics of the word ’cloud’. For a cloud to form in the tropo-
sphere (lower layer of the atmosphere that occupies from the surface up to a height of 8 km
over the poles and 16 km over the tropics) a supply of ’cloud condensation nuclei’ (CCN) is
required besides water vapor [Cox , 1997]. CCN are small hygroscopic particles onto which at-
mospheric water vapor condenses to form cloud droplets, small non-precipitatingwater drops,
usually of less than 0.2 mm. Without CCN clouds cannot form.
Clouds play an important role in the Earth radiative budget, mainly through their shading effect,
which reduces the amount of short-wave solar radiation arriving to the Earth’s surface [Charlson
et al., 1987] (compare Figure 1.2 and Figure 1.3 to better appreciate the global importance of
cloud’s shading in the Earth). That is, they increase the ’albedo’ of the planet: the fraction of
total solar incident radiation that is reflected back to space. Globally, it is estimated that clouds
directly reflect ≈20% of solar incident radiation [Kiehl and Trenberth, 1997] (Figure 1.4). Given
that the atmosphere is mostly heated from the bottom by the long-wave radiation emitting
surface, more reflective (whiter) clouds result in less atmospheric warming, i.e., Earth cooling.
Cloud reflectivity (albedo) depends on the amount and size of cloud droplets [Twomey, 1974]
and therefore on the amount of CCN (see below). On the other hand, clouds also retain part
of the long-wave (warming) radiation coming up from the Earth surface [Kaufman et al., 2002].
That is, clouds have two opposite effects on Earth’s temperature. In this regard we should
note that there are several (main) types of clouds, and part of the typology depends on their
altitude in the atmosphere: low, middle, and high altitude clouds. Two thirds of the oceans
are covered by low altitude clouds, that have a high albedo and a low absorption of infra-red
radiation. These clouds occur at the top of the marine boundary layer, and their formation
and persistence are regulated by the supply of CCN from below or, to a lesser extent, from the
adjacent free troposphere.
Over oceanic regions far from continents, where particle that can act as CCN are scarce, a
major CCN source is dimethylsulfide (DMS) [Charlson et al., 1987; Ayers et al., 1997a; Vallina and
Simo´, 2007b]. DMS is a reduced sulfur compound of biological origin, which occurs dissolved
in the surface ocean (see below). Since DMS is always supersaturated in seawater, there is a
constant sea-to-air emission of DMS following Henry’s law [Liss and Mervilat , 1986; Nightingale
et al., 2000]. In the atmosphere, DMS is oxidized by free radicals (mainly the hydroxyl radical,
OH, and the nitrate radical) [Hynes et al., 1986; Stark et al., 2007] to sulfur dioxide (SO2) and/or
methanesulfonate acid (MSA) [Cox , 1997]. In the presence of water, SO2 undergoes aqueous
oxidation to form small drops of sulfuric acid (H2SO2) which, after water evaporation, become
atmospheric sulfate particles. These particles contribute to the atmospheric sulfate burden
as ’non-sea-salt sulfates’ (nss-SO4), which are distinct from sulfate particles with their origin in
sea salts. Aerosols formed by ’gas-to-particle’ conversion, such as those from DMS-to-sulfate
oxidation, are particularly small, generally in the range of 0.1 to 1 µm in diameter [Ayers et al.,
1997a; Jourdain and Legrand, 2001], which is the optimal size range for CCN. MSA can also
undergo gas-to-particle nucleation to produce CCN [Cox , 1997; Jourdain and Legrand, 2001],
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yet they are less abundant compared to sulfate CCN. Conversely, sulfate particles derived from
the drying of the sea spray risen by wind friction and wave breaking are mostly larger and then
much less efficient as CCN.
Fig. 1.2: The Earth free of clouds. Credit: NASA
Fig. 1.3: The Earth covered by clouds. Credit: NASA
The CLAW hypothesis postulates that a rise of the Earth’s temperature and/or the surface solar
irradiance would trigger a biogeochemical response consisting of an increase of oceanic DMS
production and concentration, its flux to the atmosphere and, therefore, CCN numbers over
the ocean [Charlson et al., 1987]. The increase of CCN numbers would have twomajor impacts
on clouds. First, it would increase the amount of cloud-droplets per unit of volume inside the
clouds, with a consequent increase of the ’optical density’ or ’optical depth’ of the clouds,
giving rise to a higher cloud albedo. This is called the ’first indirect effect’ or ’Twomey’s effect’
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Fig. 1.4: The Earth’s energy budget. Credit: NASA
[Twomey, 1974]. The second impact is related to cloud lifetime. In case of low CCN concen-
trations, water vapor condensates on fewer particles that grow to bigger cloud droplets and
become rain drops. The cloud takes shorter to precipitate and disappear. On the other hand,
in the presence of higher CCN concentrations, water condensation distributes ontomanymore
particles that become small cloud-droplets. The cloud takes longer to precipitate as rain, and
contribute longer to atmospheric albedo. This is the ’second indirect effect’ of clouds on cli-
mate or ’Albrecth effect’ [Albrecht , 1989]. An increase of cloud optical density combined with
longer cloud lifetimes reduce the amount of solar radiation at the surface and induce a cool-
ing of the Planet’s temperature. If such cooling made oceanic DMS concentrations decrease,
the feedback loop would close (see Figure 1.5). The CLAW hypothesis, hence, suggests that
the Earth’s ecosphere responds to climatic fluctuations (e.g. in temperature or solar radiation)
in a way that tends to counteract the fluctuation. This is known in thermodynamics as the
’LeChatelier-Braun principle’: if a system in equilibrium experiences a perturbation that moves
the system away from the equilibrium, the system response is to oppose the change in order to
minimize its effects [Gladyshev , 1997]. The CLAW hypothesis is a clear example of one of the
potential feedback mechanisms that may be acting to stabilize the ecosphere.
One consequence derived from this proposed feedback mechanism is that the global in-
crease of Earth temperature resulting from human activities, especially from the emission of
green-house effect gases like carbon dioxide (CO2), may be compensated to a certain extent
through the increase of DMS production and its cooling effect [Charlson et al., 1987]. This sug-
gestion has drawn great interest from the scientific community to study the global sulfur cycle at
all scales [Simo´, 2001, 2004]. This research has yielded around ≈1500 scientific articles in the field
[Ayers and Cainey, 2007]. With most of them contributing small pieces of the big jigsaw [Malin,
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Fig. 1.5: Schematic diagram of the CLAW hypothesis
2006], the ultimate goal of the DMS research community is to evaluate if the main postulates of
the CLAW are fulfilled.
The DMS precursor is ’dimethylsulfoniopropionate’ (DMSP), which is produced by many species
of phytoplankton [Keller et al., 1989]. The classes Prymnesiophyceae (also called Hap-
tophyceae, which include the coccolithophores and small flagellates) and Dinophyceae
(dinoflagellates), as well as some Crysophyceae, show the highest intracellular levels of
DMSP. On the other hand, Bacillariophyceae (diatoms), Cryptophyceae and Cyanophyceae
(cyanobacteria; prokaryotic phytoplankton) are low or null DMSP producers [Keller et al., 1989;
Keller and Korjeff-Bellows, 1996]. Phaeocystis (Prymnesiophyte) and Emiliania huxleyi (Primne-
siophyte; coccolithophore) are among the best studied taxa, because high amounts of DMSP
and DMS are found during blooms of these phytoplankters [Matrai and Keller , 1993; Matrai
et al., 1995]. The Southern Ocean, North Atlantic and the Bering Sea are among their pre-
ferred niches [Keller et al., 1989; Brown and Yoder , 1994; DiTullio et al., 2000; Boyd, 2002; Iglesias-
Rodr´ıguez et al., 2002; Archer et al., 2002;Wulff and Wa¨ngberg, 2004]. The levels of intracellular
DMSP do not only vary between phytoplankton species but also within each species, depend-
ing on the physiological state of the cell [Keller and Korjeff-Bellows, 1996; Stefels, 2000; Sunda
et al., 2002]. DMSP has been suggested to play several roles in the cell, such as osmoregula-
tion (regulate salinity changes by acting as a compatible solute), cryoprotection (protect from
freezing by stabilizing proteins), control of excess of fixed carbon (by being exuded in condi-
tions of low nutrient concentrations), antioxidant protection (by scavenging harmful oxygen
radicals), and involvement as a methyl-donor in metabolic reactions [Kirst et al., 1991; Stefels,
2000; Sunda et al., 2002]. Intracellular DMSP (also called particulate DMSP, DMSPp) is released to
the surrounding aquatic environment (as dissolved DMSP, DMSPd) by three main processes: cell
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lysis due to phytoplankton non-grazing mortality (also called natural mortality); cell lysis due to
grazing by higher trophic levels (zooplankton) or by viral infection; and active exudation. Pas-
sive release by diffusion through the cell membrane is low [Groene, 1995; Stefels, 2000; Yoch,
2002]. Also, an important fraction of the DMSPp ingested by zooplankton may be eventually
excreted as DMSPd [Simo´, 2004]. Therefore, the difference between DMSPp and DMSPd is not
chemical (since they are exactly the same substance) but related to where the substance is
located (inside the cell or dissolved in seawater, respectively).
The conversion of DMSP into DMS is mediated by the enzyme DMSP-lyase, which has been
found in marine heterotrophic bacterioplankton as well as in DMSP-producing phytoplankton
species [Groene, 1995; Niki et al., 2000; Yoch, 2002; Zubkov et al., 2002]. DMSPd is a major
source of reduced sulfur for heterotrophic bacteria [Kiene and Linn, 2000; Yoch, 2002], so that
bacterial DMS production is secondary (usually less than 10% of the DMSPd consumed) [Kiene,
1996; Kiene and Linn, 2000]. Nevertheless bacterial DMS production represents a very impor-
tant source of DMS, generally seen as its main source [Kiene, 1992; Yoch, 2002]. Recent works
have questioned this fact and pointed to phytoplankton themselves as another important DMS
source, at least under some environmental and physiological conditions [Niki et al., 2000]. Most
remarkably, it has been suggested that DMSP, DMS and the product of DMS oxidation dimethyl-
sulfoxide (DMSO) conform an antioxidant chain reaction system inside the cells that efficiently
scavenge the OH radicals produced as photosynthesis subproducts under oxidative stress con-
ditions [Sunda et al., 2002]. More specifically, in axenic cultures under high doses of ultravi-
olet radiation (UVR) it was observed that the intracellular concentrations of DMSP and DMS
increased by up to 100% and 3500%, respectively [Sunda et al., 2002]. Also, on the basis of field
data analysis, it has been suggested that DMS seasonality is mostly driven by the direct exu-
dation of DMS from phytoplankton cells rather than by bacterial activity on DMSPd [Toole and
Siegel, 2004]. However, there are no studies with in-situ measurements of such phytoplankton
DMS production in the oceans.
A challenging observation that adds more confusion but also opens interesting questions, is the
fact that at low and mid latitudes (which comprise the largest proportion of the global ocean’s
surface) DMS seasonality is in anti-phase with the seasonality of phytoplankton biomass and
primary production (PP) [Simo´ and Pedros-Allio´, 1999a; Uher et al., 2000; Vallina et al., 2006;
Vila-Costa et al., 2008]. This translates into significant negative correlations between DMS and
chlorophyll-a (CHL) concentrations in the upper mixed layer [Toole and Siegel, 2004]. That
is, in these regions the annual maximum of CHL and PP is generally observed from late win-
ter to spring (when DMS concentrations are low), while the annual maximum of DMS occurs
in mid summer (when CHL and PP are in their annual minimum due to water column stratifi-
cation and subsequent nutrient limitation). This has been called the ’DMS-summer-paradox’
[Simo´ and Pedros-Allio´, 1999a] because it seemed counter-intuitive that DMS does not follow
the same seasonal variation as phytoplankton, the biological source of its precursor. This ap-
peared to somehow contradict one of the original postulates of the CLAW hypothesis, that
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temperature and/or solar radiation increases would be followed by increases in PP and phyto-
plankton biomass, which would lead to increased DMS. Only in high latitude and deep mixed
regions (like the Southern Ocean and the subpolar North Atlantic), CHL and DMS are tightly
coupled over seasonal scales [Gabric et al., 1996; Ayers and Gillett , 2000; Vallina et al., 2006].
Also, at the shorter and smaller scales of DMSP-producing phytoplankton blooms (which usually
occupy confined regions and last for few days) good positive correlations are found between
DMS and CHL concentrations [Matrai and Keller , 1993; Matrai et al., 1995; Archer et al., 2002].
Within this context, from the analysis of a global DMS data-base (with 15,000 data points), Simo´
and Dachs [2002] derived a (double) empirical equation that allows prediction of surface DMS
concentrations from known CHL concentrations and the depth of the mixed layer (MLD) at any
site in the global ocean. Interestingly, over ≈85% of the ocean’s surface (mainly open ocean
regions at low and mid latitudes) DMS concentrations can be successfully estimated only with
the MLD. Only over the remaining ≈15% (mainly coastal areas or open ocean regions at high
latitudes, where the highest CHL concentrations are found) both CHL and MLD are needed
to estimate DMS. These authors suggested that the MLD acts as an integrative parameter of
the several processes involved in DMS dynamics [Simo´ and Pedros-Allio´, 1999a]. For example,
shallow mixed layers will expose both bacteria and phytoplankton to high UVR doses. It has
been reported that UVR can both inhibit bacterial sulfur consumption [Slezak et al., 2001] and
increase phytoplanktonic DMS production [Sunda et al., 2002], so, shallow mixed layers would
favor higher DMS concentrations. In highly productive regions, on the other hand, the inclusion
of CHL in the algorithm allows for taking into account biomass-related DMS production during
blooms.
DMS undergoes three major loss processes in the ocean: bacterial consumption, photolysis,
and emission to the atmosphere (ventilation). Their relative importance varies in the short-term
[Simo´ and Pedros-Allio´, 1999b; Merzouk et al., 2004, 2006] and seasonally [Toole and Siegel,
2004; Vila-Costa et al., 2008], and especially with depth. In the first meter ventilation dominates;
in the first 20m photolysis dominates; and in the first 60m biological consumption dominates
[Kieber et al., 1996]. Contrary to DMSPd, it seems that not all groups of heterotrophic bacte-
ria use DMS but rather only some specialized taxa [Vila-Costa et al., 2006a]. Regarding DMS
’photolysis’ this notation is not strictly correct because DMS does not absorb photons at wave-
lengths longer than 260nm [Toole et al., 2003]. It is through an indirect mechanism that DMS
photo-oxidizes: free radical production upon the photolysis of chromophoric dissolved organic
matter (CDOM), which then react to oxidize DMS to DMSO, sulfate, and other unknown prod-
ucts [Toole et al., 2003]. Ventilation of DMS is a function of the sea surface temperature (SST)
and wind speed [Nightingale et al., 2000]. Globally, it is estimated at ≈25 Tg per year [Chap-
man et al., 2002], which represents about a third of the global anthropogenic sulfur emissions
(≈70 Tg per year; mostly in the form of SO2) [Smith et al., 2001]. In spite of this huge amount of
sulfur being emitted annually from the ocean, DMS ventilation is rather a minor fraction (about
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a 3% [Vila-Costa et al., 2006a]) of total phytoplankton DMSP production; that is, the most of the
marine biogenic sulfur production is recycled and remineralized within the pelagic food-web.
1.2 Open questions
After almost 20 years of intensive research, our knowledge of the mechanisms involved in the
marine sulfur cycle, from DMSP and DMS production/consumption at the cellular level to at-
mospheric DMS oxidation, has largely improved [Simo´, 2001, 2004]. However, important gaps
remain in our understanding of all these steps. In consequence, it has not yet been possible to
prove unequivocally that the feedback mechanism proposed by the CLAW hypothesis actually
occurs, and least of all if it may serve to alleviate anthropogenic global warming. It is not even
sure that the CLAW hypothesis is experimentally testable (hence demonstrable) [Cropp, 2002].
For example, it is still unknown if the main factor that would trigger an increase of oceanic DMS
production would be temperature or solar radiation (or both). Also, it is still an open question if
the dominant biological source of DMS in seawater is bacterial cleavage of DMSPd or phyto-
plankton direct DMS release. Thus, the causes for the DMS-summer-paradox are still uncertain;
although several mechanisms have been suggested, which one is the key one (or whether it is
a combination of all of them) has not been elucidated [Simo´, 2001]. The main hypotheses in
consideration by researchers to explain why DMS usually accumulates in summer are three: i) it
results from increased zooplankton grazing upon DMSP-rich phytoplankton [Dacey and Wake-
ham, 1986; Steinke et al., 2002b], ii) it results from inhibition of bacterial DMS consumption by
high UVR doses (UVR damages DNA, affects bacterial activity, and reduces sulfur consump-
tion) [Simo´ and Pedros-Allio´, 1999a; Slezak and Herndl, 2003; Toole et al., 2006], iii) it results from
an increase of phytoplankton ’direct’ exudation due to UVR- and low nutrient-induced oxida-
tive stress (appealing to the antioxidant function of DMSP and DMS) [Simo´ and Pedros-Allio´,
1999a; Sunda et al., 2002; Toole and Siegel, 2004]. The latest studies are pointing towards the
importance of the third mechanism, although by now they are no more than well founded
speculations.
Another unresolved point is whether the potential contribution of DMS oxidation products to
the CCN burden may be significant at a global scale, given that nowadays anthropogenic
emissions dominate among atmospheric sulfur sources, particularly in the northern hemisphere.
Even in regions of the southern hemisphere far from continents the importance of biogenic
sulfur for CCN formation has been questioned [Murphy et al., 1998]. Sea salt (SS) from marine
spray, although forming basically supramicron size aerosols, is also found in the submicron size
fraction and therefore potentially contributes to CCN [O’Dowd et al., 1997;Murphy et al., 1998].
Another identified source of submicron marine aerosols is organic compounds lifted from the
surface ocean [Novakov and Penner , 1993; O’Dowd et al., 2004; Meskhidze and Nenes, 2006].
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There are also high uncertainties regarding the efficiency at which CCN can affect the albedo
and lifetime of clouds because cloud droplet formation is a very complex process that de-
pends on many factors (e.g. aerosols chemical composition and size, amount of water va-
por) [Andreae and Crutzen, 1997]. In the context of the CLAW hypothesis, it is particularly
uncertain which would be the (potential) reduction of surface solar irradiance due to DMS.
Although, as stated above, the global contribution of DMS to the atmospheric SO4 burden
has been modeled at 30%, this does not necessarily mean that DMS is contributing 30% of
the total SO4-induced radiative forcing on climate; the contribution could be less due to non-
linearities in the climate system and due to the near-saturation state that may result from high
anthropogenically-derived CCN loads [Gondwe et al., 2004]. A modeling study estimated that
the solar energy returned back to space by SO4 aerosols from DMS origin is globally -0.03 W
m−2y−1, i.e., an order of magnitude lower than the estimated global radiative forcing of anthro-
pogenic SO4 (-0.4 W m
−2y−1). Another modeling study estimated that a 100% increase in DMS
fluxes to the atmosphere would result in 25% reduction of the current incident solar radiation
[Jones et al., 2001]. It has to be noticed, though, that these modeling approximations to the
relative role of biogenic and anthropogenic sulfate aerosols in radiative forcing face the chal-
lenge of representing accurately the coupled transport-chemistry behavior of the atmosphere.
This is important because of the sort-lived nature of sulfate aerosols, which follow limited disper-
sion in the global atmosphere. Thus, their contribution to CCN formation and radiative forcing is
not dependent upon the absolute emission rates only but also on the spatial distribution of the
emission sources [Langner et al., 1992]. Most of the continental sulfur emissions never reach the
remote open ocean, where biogenic emissions, even though of smaller magnitude, become
more important [Falkowski et al., 1992]. Frequent long-range transport episodes of continental
haze over the central ocean, however, can result in overloads of CCN-like particles, so that no
new CCN from biogenic sulfur can be formed. In any case, DMS may have had a far more
significant global influence on climate in the pre-industrial Earth [Gondwe et al., 2004].
Another open question that has not yet been addressed specifically concerns the operation
time scale of the hypothetical CLAW feedback. Assuming that the climate-stabilizing mech-
anisms proposed by CLAW do actually operate, which is their temporal scale of actuation?.
In the discussion of their original paper, [Charlson et al., 1987] combined several scales, from
seasonal to glacial/interglacial. If we are to assess the potential of DMS to alleviate global
warming, it is fundamental to learn about the time scale at which the feedback mechanism is
the most efficient.
And finally, from a broader research view, one of the more intriguing and hard to answer ques-
tions is: what has driven such a feedback mechanism throughout evolution? What are the
selection pressures that act for a feedback like this to emerge? Since the origin of DMS is to be
found in DMSP production by algae, the genes encoding for DMSP synthesis, which are (prob-
ably) shared by all producers, must have been selected long time ago in a common ancestor.
Charlson et al. [1987] speculated about two independent origins: one in coastal zones, re-
12 CHAPTER 1
lated to algal stress due to high salinity and another one in the open ocean surface related to
algal nitrogen deficiency or UVR-induced stress. In any of the cases, would the protective ben-
efit derived from cloudiness enhancement be high enough for the algae as to evolutionarily
select/preserve those genes? Or, is it rather a ’neutral’ selection, where volatile sulfur produc-
tion is neither a disadvantage nor an advantage (and then the genes were not eliminated
throughout evolution)? Further questions arise from these: How today’s climate would have
been different without DMS as a source of CCN? If DMS loses its role in cloud formation be-
cause of anthropogenic sulfur, how will this affect oceanic phytoplankton and the evolution of
DMSP-production genes?
In view of the fact that phytoplankton themselves is not the only source of DMS, that this results
from complex interaction in food-webs, and that any climatic benefit from DMS production will
be shared by all organisms (including competitors), Simo´ [2001] suggested that the selective
pressure was not climatic but rather acted on the important intracellular roles of DMSP, which
benefit directly the producer. According to this, DMS would be a secondary ’by-product’ of
DMSP metabolism in the food-web, whose production is enhanced in conditions of higher irra-
diance. This by-product ’accidentally’ plays a role in reducing solar irradiance. Should DMS
have had a detrimental role for marine microbiota, phytoplankton DMSP production would
have disappeared through evolution. This view of a life by-product accidentally generating an
emerging feedback [Simo´, 2001] goes along with the notion that many biogeochemical feed-
backs of the Earth system are based on life wastes [Volk , 1998]. To me, however, this explanation
is not fully satisfactory if we seek to establish a causal relationship between biosphere and cli-
mate; their co-evolution implies necessarily a selective pressure of climate on the biosphere. All
these are really ’major questions’, probably impossible to answer with our current knowledge
of how the ecosphere in which we live operates and evolve. Certainly, these questions go far
beyond the scope of this thesis.
1.3 Ph.D Thesis objetives and outline
The memory of this Ph.D Thesis contains five central chapters in scientific-article format (intro-
duction; data and methodology; results and discussion; conclusion), plus a general introduc-
tion (current chapter) and general conclusions (last chapter). Some of the information given in
this general introduction may appear repeated in some of the central chapters.
The study was aimed to make a contribution to the knowledge of the oceanic biogenic sulfur
cycle and its potential impact on climate. It covers spatial scales going from the local to re-
gional and global, as well as temporal scales from seasonal to inter-annual and inter-decadal.
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The work was performed on the bases of informatic tools only (basically MatLab and ForTran
programming) with the goal at modeling biogeochemical processes relevant for DMSP/DMS
dynamics, as well as statistical analyses of in-situ, satellite and model data with the object to
evaluate the feasibility of the CLAW hypothesis. None of the data used have been obtained
by the author. In most cases the data are public and freely available through the ’World Wide
Web’ (Internet); in the other cases they have been generated by members of the work team
and/or by collaborators.
Chapter 2 reports the development of a one-dimensional (1D) model that is capable to simu-
late the DMS-summer-paradox. The study is focused in the Sargasso Sea, since a study site in
this region has been extensively sampled and an important data-base of both physical and
biological variables (among them CHL, DMSPp, DMSPd and DMS) is available. A dynamic
model (mechanistic model, based on partial differential equations) has been developed in or-
der to simulate the annual cycle of biogenic sulfur and the organisms involved (phytoplankton,
zooplankton and bacteria). A sulfur (DMSP/DMS) cycle model was conceived and coupled
to a pre-existing ecosystem model [Anderson and Pondaven, 2003]. The coupled ecosystem-
DMSP/DMS model is one-dimensional (it is vertical-depth resolved), where physical processes
(turbulent diffusion) are prescribed in a diagnostic way [Cropp et al., 2004]. By testing several
scenarios, the processes that appear as the most important to explain the DMS seasonality and
the summer-paradox are sought. Also, the relative importance of all the processes relevant to
DMS dynamics is assessed.
Chapter 3 is aimed at assessing if CCN seasonality over the Southern Ocean is controlled by
oceanic biota through DMS production, emission and oxidation. The Southern Ocean was
chosen because it is a region weakly impacted by continental sources of aerosols. CHL is used
in this particular case as a proxy for DMS since over this region both variables are tightly cou-
pled. This allows a longer temporal coverage (3 years, from 2002 to 2004) of monthly means,
necessary for a deep analysis. The study is mainly based on statistical analyses of contemporary
satellite data of CHL, the fine fraction of aerosols (ETA), and CCN, together with model output
fields of atmospheric OH concentrations, rainfall amounts, and wind speeds. A first analysis
seeks for lineal relationships between the variables in order to resolve what drives CCN produc-
tion (either biogenic emissions or sea salt) and CCN losses (wet deposition by rain washout). A
second analysis, based on an ’effective’ multi-linear model (statistic, not based on differential
equations but on averaged data), addresses the relative importance of the source and loss
terms. Finally, an estimate of the relative contribution of biogenic CCN to total CCN numbers
over the Southern Ocean is given.
Chapter 4 addresses two of the main postulates of the CLAW hypothesis: i) if an increase of the
solar radiation dose in the oceanic upper mixed layer (UML), or SRD, gives rise to DMS concen-
tration increases; ii) if an increase of oceanic DMS gives rise to an increase of CCN numbers.
The two questions are studied at the scale of the global ocean (spatially resolved) making use
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of climatological data of surface solar radiation, MLD, DMS (concentration and fluxes), OH,
MSA, ETA and CCN. In a first analysis, global maps of seasonal correlations between the vari-
ables of interest are obtained. In a second analysis, a linear relationship between an estimate
of DMS oxidation and CCN numbers is derived for the Southern Ocean, and it is extrapolated
to the rest of the global ocean. By this means an estimate of the biogenic contribution to CCN
in regions of the global ocean is achieved.
Chapter 5 seeks to better elucidate which variable (phytoplankton biomass, temperature, solar
radiation) drives DMS dynamics, and to look deeply into the hypothesis that the solar radiation
dose in the UML might be the main factor that controls DMS seasonality at a global scale. To do
so, climatological data of CHL and SST, in-situ or climatological data of MLD, and in-situ data of
DMS concentrations are analyzed from a local perspective (Sargasso Sea, Blanes Bay) as well
as globally. The study looks for a direct and ’universal’ relationship between the solar radiation
dose DMS concentrations in the UML. The focus is not on the seasonal couplings as in Chapter
4, where the spatially resolved seasonal correlations did not take into account the absolute
value of the variables but only their co-variation. Instead, the goal is to show if, globally, higher
doses of solar radiation dose are associated with higher DMS concentrations.
Finally, inChapter 6 by applying both the obtained relationship (Chapter 5) as a DMS diagnostic
model, as well as the diagnostic model proposed by Simo´ and Dachs [2002], to MLD predicted
by a three-dimensional (3D) global ocean general circulationmodel (OGCM) for the year 2061,
an estimate of the potential increase in DMS in response to global warming is obtained. The
results are discussed for their implications for the CLAW hypothesis. Arguments about the most
probable time scale at which the proposed DMS-climate feedback operates are presented.
CHAPTER 2
A dynamic model of oceanic sulfur
(DMOS) applied to the Sargasso Sea:
Simulating the dimethylsulfide (DMS)
summer-paradox
15
16 CHAPTER 2
The secret of creativity is
knowing how to hide your sources.
(Albert Einstein)
A dynamic model of oceanic sulfur (DMOS)
applied to the Sargasso Sea:
Simulating the dimethylsulfide (DMS) summer-paradox
ABSTRACT
A new one-dimensional model of DMSP/DMS dynamics (DMOS) is developed and applied to
the Sargasso Sea in order to explain what drives the observed dimethylsulfide (DMS) summer-
paradox: a summer DMS concentrationmaximum concurrent with a minimum in the biomass of
phytoplankton, the producers of the DMS precursor dimethylsulfoniopropionate (DMSP). Several
mechanisms have been postulated to explain this mismatch: a succession in phytoplankton
species composition towards higher relative abundances of DMSP producers in summer; inhibi-
tion of bacterial DMS consumption by ultra-violet radiation (UVR); and direct DMS production by
phytoplankton due to UVR-induced oxidative stress. None of these hypothetical mechanisms,
except for the first one, has been tested with a dynamic model. We have coupled a new
sulfur cycle model that incorporates the latest knowledge on DMSP/DMS dynamics to a pre-
existing nitrogen/carbon-based ecological model that explicitly simulates the microbial-loop.
This allows the role of bacteria in DMS production and consumption to be represented and
quantified. The main improvements of DMOS with respect to previous DMSP/DMS models are
the explicit inclusion of: solar-radiation inhibition of bacterial sulfur uptakes; DMS exudation by
phytoplankton caused by solar-radiation-induced stress; and uptake of dissolved DMSP by phy-
toplankton. We have conducted a series of modeling experiments where some of the DMOS
sulfur paths are turned ’off’ or ’on’, and the results on chlorophyll-a, bacteria, DMS, and DMSP
(particulate and dissolved) concentrations have been compared with climatological data of
these same variables. The simulated rate of sulfur cycling processes are also compared with
the scarce data available from previous works. All processes seem to play a role in driving DMS
seasonality. Among them, however, solar-radiation-induced DMS exudation by phytoplankton
stands out as the process without which the model is unable to produce realistic DMS simula-
tions and reproduce the DMS summer-paradox.
S. M. Vallina, R. Simo´, T. R. Anderson, A. Gabric, R. Cropp, & J. M. Pacheco (2008)
J. Geophys. Res. - Biogeosciences, 113, G01009, doi: 10.1029/2007JG000415
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2.1 Introduction
The oceanic sulfur cycle, believed to be an important part of the Earth biogeochemical sys-
tem because of its potential for climate regulation [Charlson et al., 1987; Andreae and Crutzen,
1997], has received considerable attention in the last two decades. However, owing to the
complexity of the cycle, in which the whole microbial food web is involved [Simo´, 2001], some
important features regarding its seasonal dynamics remain largely unexplained. Phytoplankton
are the primary producers of dimethylsulfoniopropionate (DMSP), the biochemical precursor
of dimethylsulfide (DMS), a volatile compound that is ubiquitous in the global surface ocean.
Emission of oceanic DMS to the atmosphere [Bates et al., 1992; Kettle and Andreae, 2000] is
thought to contribute to non-sea-salt sulfate (nss-SO4) production and cloud condensation nu-
clei (CCN) formation [Charlson et al., 1987; Andreae and Crutzen, 1997; Vallina et al., 2007a].
The amount of atmospheric CCN is linked to cloud albedo and therefore to the Earth radia-
tive budget [Twomey, 1974; Albrecht , 1989; Kaufman et al., 2002]. In this regard, a negative
feedback between oceanic DMS production and Earth albedo has been postulated [Charl-
son et al., 1987].
Intracellular DMSP (also called particulate DMSP or DMSPp) is released to the water as dis-
solved DMSP (DMSPd) during phytoplankton cell lysis by natural (non-grazing) mortality, zoo-
plankton grazing and virus attacks [Groene, 1995; Yoch, 2002; Steinke et al., 2002b]. However,
the amount of DMSPp varies among phytoplankton groups [Keller et al., 1989; Keller and Korjeff-
Bellows, 1996] as well as with the physiological state of the cells within each group [Keller and
Korjeff-Bellows, 1996; Stefels, 2000; Sunda et al., 2002; Bucciarelli and Sunda, 2003; Slezak and
Herndl, 2003]. DMSP may also be exuded by phytoplankton living cells as an overflow of en-
ergy [Groene, 1995; Stefels, 2000]. The conversion of DMSP to DMS is mediated by DMSP-lyase,
an enzyme that has been found in DMSP-producing phytoplankton groups as well as in nu-
merous groups of DMSP-consuming bacteria [Groene, 1995; Yoch, 2002; Zubkov et al., 2002;
Niki et al., 2000; Wolfe et al., 2002; Steinke et al., 2002a]. Until recently it was believed that the
majority of DMS production was due to zooplankton grazing on phytoplankton and bacterial
activity on DMSPd [Levasseur et al., 1996; Dacey et al., 1998; Gonza´lez et al., 1999]. However,
recent studies suggest that the role of phytoplankton DMS production has been overlooked
[Simo´ and Pedros-Allio´, 1999a; Niki et al., 2000; Wolfe et al., 2002; Sunda et al., 2002; Toole and
Siegel, 2004; Toole et al., 2006]. Under conditions of high UV radiation stress or severe nutrient
limitation it seems that phytoplankton may be responsible of an important fraction of the total
DMS production [Stefels and van Leeuwe, 1998; Wolfe et al., 2002; Sunda et al., 2002]. Most
groups of oceanic bacteria are able to undertake DMSPd consumption (from which only a
small fraction is cleaved to DMS plus acrylate, the rest being demethylated to other forms of
sulfur [Groene, 1995; Yoch, 2002; Kiene and Linn, 2000]). DMS is consumed as a carbon source
mostly by some methylotrophic bacteria [Kiene and Bates, 1990; Kiene, 1992, 1993; Bates et al.,
1994; Wolfe et al., 1999; Simo´ et al., 2000; Yoch, 2002; Zubkov et al., 2004; Vila-Costa et al.,
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2006a] or converted to dimethylsulfoxide (DMSO) with energy gain by unknown bacteria [Vila-
Costa et al., 2006a; del Valle et al., 2007]. The other major sinks of DMS are photolysis by UV (a
process mediated by photosynthesizer substances) [Brimblecombe and Shooter , 1986; Brugger
et al., 1998; Toole et al., 2003; Kieber et al., 1996] and emission to the atmosphere [Kettle and
Andreae, 2000]. Also, it has been recently discovered that non DMSP-producing phytoplank-
ton are also able to take up DMSPd, potentially reducing the amount of DMSPd available for
bacteria degradation and its conversion to DMS [Vila-Costa et al., 2006b].
Both DMSP and DMS are an integral part of the dissolved organic matter (DOM) pool. The
oceanic cycles of DOM and organic sulfur are therefore thought to be tightly coupled [Ve´zina,
2004]. DMSPd appears to be the main source of sulfur (S) for bacteria [Kiene et al., 1999; Kiene
and Linn, 2000; Yoch, 2002; Zubkov et al., 2001, 2002], although it is also a source of carbon
(C) [Yoch et al., 1997; Zubkov et al., 2001; Yoch, 2002]. On the other hand, DMS is mainly a
source of carbon and energy, sulfate and DMSO being the primary fate of sulfur from bacterial
consumption of DMS [Vila-Costa et al., 2006a; del Valle et al., 2007]. DMS dynamics are there-
fore regulated by a complex interplay of biotic and abiotic processes where phytoplankton,
zooplankton and bacteria are believed to have a prominent role.
With the aim at gaining a better understanding on the processes governing the oceanic sul-
fur cycle, several dynamic (i.e. mechanistic) models of DMSP/DMS have been developed in
the last decade or so [Gabric et al., 1993; Lawrence, 1993; van den Berg et al., 1996; Laroche
et al., 1999; Jodwalis et al., 2000; Archer et al., 2002; Lefe`vre et al., 2002; Chu et al., 2004].
These models usually consist of two submodels: a nitrogen based one (N-cycle) characterizing
the ecosystem, and a sulfur based one (S-cycle) of the DMSP/DMS dynamics [Ve´zina, 2004].
These two submodels are coupled but without feedbacks between them: the N-cycle affects
the S-cycle, but not viceversa [Ve´zina, 2004]. Most of these models do not, however, include
a characterization of the microbial loop, that is, an explicit representation of bacteria, bac-
terivory, and the DOM cycle. This is due to the fact that the first ecosystem models did not give
sufficient relevance to the microbial loop.
However, in recent years, bacteria and DOM dynamics have gained relative importance in
ecosystem models and it has been shown that their inclusion is fundamental in order to obtain
realistic simulations of the seasonal cycles of the model state variables [Spitz et al., 2001]. In the
Sargasso Sea, for example, most of the carbon cycling is through the microbial loop [Steinberg
et al., 2001, and references therein]. The DMSP/DMS model of Archer et al. [2002] (which is
based on the ERSEM ecosystem model [Baretta et al., 1995]) is the only ecosystem model to
additionally incorporate bacteria and DOM dynamics. Although the model of Gabric et al.
[1993] incorporated bacteria as part of the N-cycle, bacteria were not explicitly represented
in the S-cycle. Rather, bacterial effects on DMSP and DMS concentrations were parameterized
as constant rates, independently of their evolution in the N-cycle. This is probably due to the
fact that the N-cycle of Gabric’s model (which is based on Moloney et al. [1986]) does not
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include DOM dynamics, such that predicted bacteria display “catastrophic behaviour”, being
close to zero for much of the time [Cropp, 2002; Cropp et al., 2004]. Variations in bacterial
sulfur demand have been suggested to affect DMS production, so that if DMSPd is in excess of
bacterial requirements for sulfur, a larger proportion of the DMSPd taken up could be converted
to DMS [Kiene et al., 1999]. Therefore, Cropp [2002] recommends that a priority for the next
generation of DMSP/DMS models is the inclusion of a realistic microbial loop. Similar conclusions
were reported by other authors [Lefe`vre et al., 2002; Le Clainche et al., 2004; Ve´zina, 2004].
Another significant problem with most of the current DMSP/DMS models is the difficulty of de-
coupling DMS dynamics from that of phytoplankton. It has been observed that DMS peaks in
summer at tropical, subtropical and low temperate latitudes, a time when chlorophyll-a (CHL,
a common proxy for phytoplankton biomass) is at its annual minimum [Simo´ and Pedros-Allio´,
1999a; Uher et al., 2000; Toole and Siegel, 2004; Vallina et al., 2006; Vila-Costa et al., 2008]. This
finding has been dubbed the DMS summer-paradox [Simo´ and Pedros-Allio´, 1999a]. Several
mechanisms have been proposed to explain it, such as a succession in phytoplankton species
composition towards high DMSPp producers, inhibition of bacterial DMS consumption by high
UV, and a higher (direct) production of DMS from phytoplankton cells due to UV stress [Simo´
and Pedros-Allio´, 1999a; Sunda et al., 2002; Toole and Siegel, 2004]. Most of these potential
explanations have not as yet been tested in models. The model of Lefe`vre et al. [2002] and
the parameterization used byGabric et al. [2005] are the sole examples of including a variable
sulfur to nitrogen (S:N) phytoplankton internal quota as a function of light in order to account
for a shift in species composition and/or a change in phytoplankton physiological state. This al-
lowed a higher degree of decoupling between DMS and CHL in these models. It was, however,
shown by Le Clainche et al. [2004] for the Sargasso Sea (using the same model as Lefe`vre et al.
[2002] but coupled to a dynamic turbulent scheme) that the seasonality of modelled DMS was
lower than that of DMS observations and the summer maximum was underestimated.
In this work we present a Dynamic Model of Oceanic Sulfur (DMOS) which is based on a mod-
ified version of the ecosystem model (N/C-cycles) developed by Anderson and Pondaven
[2003] (hereafter A&P’03). It has an explicit representation of bacteria andDOMdynamics, and
is adapted for the Sargasso Sea using data collected during the Bermuda Atlantic Time-series
Study (BATS) [Steinberg et al., 2001]. We have coupled a new S-cycle to it that incorporates the
latest knowledge of DMSP/DMS dynamics. Model complexity was progressively increased in
order to test several of the hypotheses generally used to explain the DMS summer-paradox. The
performance of the model in simulating annual cycles of concentrations, fluxes and turnover
rates of the sulfur variables is analyzed.
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2.2 Data and Methodology
2.2.1 Sargasso Sea data
The Sargasso Sea is located in the subtropical West North Atlantic and represents an olig-
otrophic open ocean region where the DMS summer-paradox is readily observable [Dacey
et al., 1998; Toole and Siegel, 2004]. Phytoplankton seasonality is regulated by physical pro-
cesses which drive the deep nutrient entrainment in the upper layers during winter and spring,
followed by nutrient depletion in summer due to a strong stratification of the water column [Go-
ericke and Welschmeyer , 1998; DuRand et al., 2001; Steinberg et al., 2001]. The dominant phy-
toplankton groups are prokariotic picophytoplankton (Prochlorococcus and Synechococcus)
and eukariotic phytoplankton (Prymnesiophytes, Pelagophytes) [Goericke and Welschmeyer ,
1998; DuRand et al., 2001; Steinberg et al., 2001]. Diatoms are not a dominant group, although
rare episodic blooms have been observed [Steinberg et al., 2001]. Dinoflagellates are also rep-
resented as a low percentage of the phytoplankton community [Goericke and Welschmeyer ,
1998; Steinberg et al., 2001]. The mixed layer depth (MLD) has a marked seasonal cycle with
values from ≈200m to less than 10m in summer [Steinberg et al., 2001; Spitz et al., 2001] and the
sea surface temperature (SST) varies from ≈20◦C in winter to ≈28◦C in summer [Steinberg et al.,
2001].
During the Bermuda Atlantic Time-series Study, station BATS (31.75◦N, 64.17◦W) was sampled
for vertically resolved profiles of CHL and bacteria (along with many other physical and bio-
logical variables) approximately monthly from 1989. Data are available at the BATS database
(http://bats.bbsr.edu/). Hydrostation-S (32.17◦N, 64.50◦W) has been sampled for vertically re-
solved profiles of DMSPp, DMSPd and DMS approximately biweekly from 1992 to 1994 [Dacey
et al., 1998; Toole and Siegel, 2004]. Using these depth resolved time series we have constructed
two-dimensional (2D; time and depth) climatologies of CHL and bacteria (more than 10 years
of data, from 1989 to 2000) as well as DMSPp, DMSPd and DMS (three years of data, from 1992
to 1994). The methodology used for building the climatology was as follows. All measured pro-
files were merged by month. Then, for each month, a 6th degree polynomial regression was
used to fit the cloud of data, obtaining a single depth-resolved profile per month. Finally the
resulting monthly profiles were interpolated in time, generating 2D (time, depth) plots with a
resolution of 1day x 1m. To be consistent, model results were also interpolated in depth and
averaged in time to obtain the same 1day x 1m resolution (see section 2.3). DMSPd did not
display a clear repeated seasonal pattern over the sampling period [Dacey et al., 1998] and
therefore the obtained climatology has to be viewed with some caution. On the other hand,
DMSPp and DMS showed a much clearer seasonal cycle [Dacey et al., 1998].
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2.2.2 Model description
The A&P’03 ecosystem model includes a detailed characterization of the microbial loop. It
incorporates a complex description of the DOM cycle and explicitly includes heterotrophic
bacteria as a state variable. The treatment of DOM includes dual currencies, nitrogen (DON)
and carbon (DOC). Since DMSP and DMS are part of the DOM, and therefore they share many
of their processes (such as bacterial uptake and degradation), a DMSP/DMS model including
a detailed microbial loop is fundamental [Ve´zina, 2004]. We thus coupled our S-cycle model to
the A&P’03 N/C-cycles, calling this coupled ecosystem-DMSP/DMS model ’DMOS’ (Dynamic
Model of Oceanic Sulfur). The new S-cycle model contains important improvements like the
explicit representation of bacterial activity in the sulfur cycle (including for the first time UV
inhibition of bacterial sulfur uptake), a time-varying DMS exudation term from phytoplankton
(due to UV stress) as well as an uptake of DMSPd for phytoplankton. In a manner similar to
Archer et al. [2002], we include nonlinear kinetics for sulfur uptake (other models use linear
relationships [Ve´zina, 2004]).
One of the advantages of including bacteria explicitly in DMSP/DMS models is that it is then
possible to evaluate the relative contributions of phytoplankton and bacteria to the DMS pro-
duction, this being one of the important unanswered questions concerning the biogeochem-
istry of DMS [Yoch, 2002]. Further, the DMS-yield of the whole food web (total DMS production
/ total DMSP consumption), which is a very sensitive parameter in DMSP/DMS models [Lefe`vre
et al., 2002; Ve´zina, 2004; Le Clainche et al., 2004; Cropp et al., 2004] is not prescribed as an
a-priori parameter: it is now an output of the model (see section 2.3). The full set of DMOS
equations is described in Appendix A (section 2.5). Model parameters are listed in Table 2.1.
An schematic diagram of DMOS model is shown in Figure 2.1.
2.2.3 N/C-cycles
The model contains single state variables for phytoplankton (eq(2.1)), zooplankton (eq(2.2))
and heterotrophic bacteria (eq(2.3)), two nutrient pools (nitrate (eq(2.4)) and ammonium
(eq(2.5))), labile and semilabile DON and DOC (eqs(2.6-2.9)), detritus (eqs(2.10-2.12)), dissolved
inorganic carbon (DIC, eq(2.13)) and alkalinity (eq(2.14)). CHL (eq(2.15)) is calculated for phy-
toplankton N at each time step based upon Geider et al. [1997] as in Spitz et al. [2001], per-
mitting comparison with field data. Phytoplankton primary production (eq(2.19)) is controlled
by light (eq(2.22)) [Walsh et al., 2001] and temperature (eq(2.21)) [Eppley, 1972], affecting the
specific growth rate (eq(2.20)), as well as by nutrient availability (eq(2.25)) [Spitz et al., 2001].
Phytoplankton losses are due to zooplankton grazing (eq(2.29)), natural mortality (eq(2.55))
and vertical sinking (eq(2.80)). Zooplankton graze upon phytoplankton, bacteria and soft de-
tritus (eqs(2.29-2.32)). Zooplankton production (eq(2.37) or eq(2.39)), ammonium excretion
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Fig. 2.1: Schematic diagram of DMOS model. On the left side is shown the ecosystem submodel: (N/C-cycles; mmol m−3) A
= ammonium, N = nitrates, P = phytoplankton, B = bacteria, Z = zooplankton, DOM = dissolved organic matter (can be either
nitrogen based or carbon based, and labile or semilabile), D = detritus (can be either nitrogen based or carbon based). Note
that the modeled cycling of dissolved organic matter and detritus has been purposely simplified in this diagram as a generic
DOM and D pools for clarity; a more detailed scheme of the ecosystem submodel can be found in [Anderson and Pondaven,
2003]. On the right side is shown the DMSP/DMS submodel (S-cycle; mmol m−3): DMSPp = particulated dimethylsulfoniopropi-
onate, DMSPd = dissolved dimethylsulfoniopropionate, DMS = dimethylsulfide. The red lines comming from the sun refers to the
S-cycle processes directly affected by solar radiation in DMOS model that has been tested by the five modelling experiments
performed.
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Parameter Symbol Value Unit
Phyto. max. specific growth rate µmaxP 3.7 [d−1]
Phyto. saturating irradiance Is 60 [W m
−2]
Phyto. half-sat. for NO=3 uptake k
N
P 0.15 [mmolN m
−3]
Phyto. half-sat. for NH+4 uptake k
A
P 0.05 [mmolN m
−3]
Phyto. NH+4 inhibition parameter ψ 1.5 [mmolN−1]
Phyto. leakage fraction γ1 0.05 [adim]
Phyto. DOC exudation parameter γ2 0.34 [adim]
Phyto. specific mortality rate mP 0.045 [d
−1]
Phyto. mortality losses to DOM ε 0.34 [adim]
Phyto. sinking rate | wP | 0.05 [m d
−1]
Phyto. C:N ratio θPc:n 6.625 [mmolC mmolN−1]
Phyto. CaCO3:C ratio θCa 0.10 [mmolC mmolC−1]
Phyto. max. CHL:C ratio θmchl 0.041 [mgCHL mgC −1]
Phyto. initial slope of P-I curve αchl 1.0 [mgC mgCHL
−1 (W m−2)−1 d−1]
Phyto. molecular weight of Carbon Cmw 12 [mgC mmolC
−1]
Phyto. min. S:N internal quota θminPs:n 0.044 [mmolS mmolN
−1]
Phyto. max. S:N internal quota θmaxPs:n 0.220 [mmolS mmolN
−1]
Phyto. max. DMS specific exudation rate γmaxs 0.25 [d−1]
Phyto. fraction of DMSPd consumers αP 0.1 [adim]
Phyto. free DMSP-lyase activity f 0.01 [d−1]
Zoo. max. specific ingestion rate g 3.2 [d−1]
Zoo. N assim. efficiency βn 0.75 [adim]
Zoo. C assim. efficiency βc 0.65 [adim]
Zoo. C net growth efficiency ωZ 0.8 [adim]
Zoo. half-sat. const. for N ingestion kg 0.75 [mmolN m
−3]
Zoo. grazing preference upon Phyto. pP 1/3 [adim]
Zoo. grazing preference upon Bact. pB 1/3 [adim]
Zoo. grazing preference upon Det. pD 1/3 [adim]
Zoo. C:N ratio θZc:n 5.5 [mmolC mmolN−1]
Zoo. messy feeding losses to DOM φ 0.23 [adim]
Zoo. max. specific mortality rate mZ 0.3 [d
−1]
Zoo. half-sat. const. for mortality kZ 0.2 [mmolN m
−3]
Zoo. mortality fraction going to DOM Ωdom 0.38 [adim]
Zoo. mortality fraction going to NH+4 ΩA 0.33 [adim]
Zoo. mortality fraction going to Detritus-N ΩDn 0.29 [adim]
Zoo. mortality fraction going to Detritus-C ΩDc 0.46 [adim]
Zoo. mortality fraction going DIC ΩDIC 0.16 [adim]
Zoo. DMSPp ingestion: fraction converted to DMSPd α1 0.7 [adim]
Bact. max. Lc/NH+4 and sulfur uptake µmaxB 13.3 [d−1]
Bact. max. Sc hydrolysis µSc 4 [d−1]
Bact. half-sat. const. for NH+4 uptake kA 0.5 [mmolN m
−3]
Bact. half-sat. const. for Lc uptake kLc 25 [mmolC m
−3]
Bact. half-sat. const. for Sc hydrolysis kSc 417 [mmolC m
−3]
Bact. max. inhibition by UV of nutrient uptake φmaxinhib 0.75 [adim]
Bact. specific nitrification rate ν 0.03 [d−1]
Bact. C gross growth efficiency ωB 0.17 [adim]
Bact. specific mortality rate mB 0.04 [d
−1]
Bact. C:N ratio θBc:n 5.1 [mmolC mmolN−1]
Bact. S:C ratio θBs:c 1/250 [mmolS mmolC−1]
Bact. fraction of DMS consumers αB 0.20 [adim]
Bact. half-sat. const. for DMSPd uptake kDMSPd 0.01 [mmolS m
−3]
Bact. half-sat. const. for DMS uptake kDMS 0.01 [mmolS m
−3]
Bact. DMSPd excess uptake: fraction converted to DMS α2 0.1 [adim]
Labile fraction of DOM produced δ1 0.7 [adim]
Labile fraction of Phyto. extra-DOC exudation δ2 0.4 [adim]
Detrital-N breakdown rate mDn 0.055 [d
−1]
Detrital-C breakdown rate mDc 0.04 [d
−1]
Detrital-CaCO3 dissolution rate mDh 0.05 [d
−1]
Detrital sinking rate | wDi | 0.05 [m d
−1]
Irradiance max. Imax 150 [W m
−2]
Irradiance min. Imin 45 [W m
−2]
Irradiance threshold I ∗ 25 [W m−2]
Irradiance attenuation due to water kw 0.04 [m
−1]
Irradiance attenuation due to Phyto. self-sheding kp 0.03 [m
2 mmolN−1]
Max. specific DMS photolysis rate kmaxphoto 0.15 [d
−1]
Max. turbulent diffusion kzmax 250 [m
2 d−1]
Min. turbulent diffusion kzmin 1 [m
2 d−1]
Max. sea temperature (changes each day) stmax SST [
◦C ]
Min. sea temperature stmin 19 [
◦C ]
Steepness of the pycnocline r -20 [adim]
Table 2.1: List of DMOS parameters
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(eq(2.38) or eq(2.40)), and respiration (eq(2.41)) are calculated according to a stoichiomet-
ric model [Anderson and Hessen, 1995; Anderson and Pondaven, 2003]. Zooplankton mortality
is assumed to occur in the form of a quadratic Michaelis-Menten equation (eq(2.56)). This is a
classical way of parameterizing both natural mortality and grazing by higher predators (which
are not explicitly modelled). Bacteria production, excretion and respiration (eqs(2.47-2.52)) are
calculated from elemental stoichiometry [Anderson, 1992; Anderson and Williams, 1998; An-
derson and Pondaven, 2003]. Labile DOC and DON are the primary growth substrates, with
ammonium supplementing DON when the ratio DOC/DON (C:N ratio of DOM) is high. Uptake
of labile DOC and DON and the maximum potential uptake of ammonium are described in
eqs(2.42-2.44). Bacteria either take up or regenerate ammonium at any one time depending
on the availability of DOC and DON (eq(2.47)), an upper limit of ammonium uptake being
given by eq(2.44). The fraction of DOC taken up not used for balanced (C:N) growth is respired
(eq(2.49) or eq(2.52)). Bacteria loss terms are zooplankton grazing (eq(2.30)) and natural mor-
tality (eq(2.57)).
The main sink for nutrients is phytoplankton uptake (eq(2.19)), ammonium also being lost to
the nitrate pool via nitrification at constant rate (see second term on eq(2.5)). The DOM pools
are produced by phytoplankton leakage, excretion and exudation, zooplankton messy feed-
ing, phytoplankton and bacterial natural mortality, and non-carbonate detrital breakdown
(eqs(2.58-2.59)). The semilabile DOM pool is converted to labile DOM due to the action of
exoenzymes by bacteria (eqs(2.53-2.54)). Phytoplankton exudation of DOC is directly propor-
tional to primary production (see eq(2.28)). Non-carbonate (or soft) detritus (eqs(2.10-2.11))
arises from zooplankton egestion as well as phytoplankton and zooplankton mortality, and is
lost by zooplankton grazing (eqs(2.31-2.32)), breakdown, and vertical sinking (eq(2.80)). The
carbonate (or hard) detritus (eq(2.12)) originates from the contribution of carbonate-forming
(e.g. organisms such as coccolithophores to primary production). This is parameterized as-
suming a constant CaCO3:C ratio for phytoplankton (see Table 2.1). The carbonate fraction
of total detritus is variable [Anderson and Pondaven, 2003]. DIC (eq(2.13)) is consumed by
phytoplankton (for soft tissue and carbonate production, and also as additional carbon fixed
as DOC), and returned by zooplankton and bacteria respiration as well as zooplankton mor-
tality. Other return pathways, such as breakdown of carbonate detritus (eq(2.60)), occur via
cycling of DOC. Exchange of CO2 with the atmosphere can also be estimated (Fatm term in
eq(2.13)) although it is not necessary for our purposes. Parameterization of alkalinity (eq(2.14))
is performed according to the stoichiometry described in Broecker and Peng [1982].
2.2.4 S-cycle
DMSPp (eq(2.16)) production by phytoplankton is modelled by using a sulfur/nitrogen (S:N) in-
ternal quota (θPs:n parameter, see Table 2.1). θPs:n is allowed to vary as function of light intensity
following Lefe`vre et al. [2002] (eqs(2.63-2.64)). Since the model has only one generic phyto-
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plankton group, this method permits an implicit simulation of a shift in species composition
towards high DMSPp producers in summer and/or a shift in phytoplankton physiological state
[Lefe`vre et al., 2002], one of the proposed explanations of the DMS summer-paradox [Dacey
et al., 1998; Simo´ and Pedros-Allio´, 1999a]. DMSPp is released to the water as DMSPd (eq(2.17))
due to phytoplankton leakage and natural mortality as well by zooplankton grazing. It is as-
sumed that 70% of the grazed DMSPp is recovered in the dissolved phase [Levasseur et al., 2004;
Simo´, 2004]. The DMSPd losses are bacterial (eq(2.68)) and phytoplankton uptake (eq(2.67)) as
well as cleavage to DMS by free DMSP-lyases (as in Archer et al. [2002]). Bacterial uptake is a
well known sink for DMSPd since this compound is a major source of reduced sulfur for appar-
ently most of marine bacteria [Kiene and Linn, 2000; Yoch, 2002; Zubkov et al., 2002; Vila et al.,
2004; Vila-Costa et al., 2007]. A close seasonal correlation between DMSP assimilation by bac-
teria and bacterial heterotrophic production (measured as leucine incorporation) has been
observed recently in a Mediterranean coastal site [Vila-Costa, 2006]. We therefore assumed
that DMSPd consumption is proportional to the total bacterial community in the model. On
the other hand, various phytoplankton take up DMSPd such as diatoms, Synechococcus and
Prochlorococcus, these all being low or non DMSP producers [Vila-Costa et al., 2006b; Malm-
strom et al., 2004]. With current uncertainties regarding what fraction of total phytoplankton
biomass is able to take up DMSPd and at what rates, we considered that this process is carried
out by 10% of the phytoplankton (see parameter αP in Table 2.1).
In the model, DMS (eq(2.18)) production has 3 sources: cleavage from DMSPd by bacteria
(eqs(2.71-2.72)) and free DMSP-lyases (3th term in eq(2.18)) as well as direct exudation by phy-
toplankton (eq(2.65)). The total amount of sulfur required by bacteria for balanced (C:S) growth
(also called bacterial sulfur demand) [Kiene and Linn, 2000] is given by eq(2.70). If the DMSPd
taken up is in excess of bacterial sulfur demand (no S-limitation), a fraction (α2, see Table 2.1)
of this sulfur excess is cleaved to DMS (eq(2.71)), the remainder being converted to other forms
of sulfur (e.g. sulfates via the methanethiol pathway) [Kiene, 1996; Kiene and Linn, 2000; Kiene
et al., 2000]. It has been observed experimentally that bacterial production of methanethiol
dominates over DMS production [Kiene, 1996; Kiene and Linn, 2000; Zubkov et al., 2002]. Bacte-
rial DMS-yield rarely goes beyond 10%. Recent works found a range between 2 and 12% [Slezak
pers. comm.]. Similar values were reported by Kiene and Linn [2000] and Zubkov et al. [2002]
(6-12%). Therefore α2 is assumed to be small (10%) [Kiene and Linn, 2000; Niki et al., 2000]. On
the other hand, if the DMSPd taken up by bacteria is lower than the requirement for balanced
(C:S) growth (S-limitation), DMS is not produced (eq(2.72)) because sulfur is fixed exclusively into
proteins.
Phytoplankton direct exudation of DMS has been assumed to be constant and very small in
some models (e.g. Gabric et al. [1993];Chu et al. [2004]), with many models not even including
it as a process. Recent field research have however suggested that phytoplankton is likely an
important source of DMS, mainly under high UV stress [Toole and Siegel, 2004; Toole et al., 2006;
Vila-Costa et al., 2008]. In support of these findings, the work of Sunda et al. [2002] showed
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increases up to 3500% in the amount of DMS per unit cell volume in phytoplankton cultures
exposed to high doses of UV-A. They proposed that DMS acts as an efficient hydroxyl radical
scavenger, i.e. as an intracellular antioxidant under conditions of high UV exposure. In the
model, therefore, direct exudation of DMS was made a function of light intensity (first fraction
in eq(2.66)), although the level of phytoplankton activity is also taken into account (second
fraction in eq(2.66)).
There is only one biological loss for DMS, namely its uptake by bacteria (eq(2.69)). The com-
plete phylogeny of marine DMS-consuming bacteria is not known, but a recent study has shown
that the use of DMS as a C source seems mostly restricted to some methylotrophic bacteria
[Vila-Costa et al., 2006a], yet DMS consumption as a source of energy by unknown bacteria
(conversion to DMSO without use of the C) might be more common [del Valle et al., 2007].
Therefore DMS consumption seems to be not as widespread a process among bacterioplank-
ton as DMSPd utilisation [Vila-Costa et al., 2006a]. Thus, we assumed that only a fraction (20%,
see parameter αB in Table 2.1) of the generic pool of modelled bacteria acts as a sink for DMS.
The other two sinks for DMS in the model are photolysis and emission to the atmosphere. Pho-
tolysis is assumed to be solely a function of light intensity (eq(2.73)) although in reality it is a
process mediated by chromophoric DOM (or CDOM) [Brimblecombe and Shooter , 1986; Brug-
ger et al., 1998; Toole et al., 2003], which is not modelled in the current version of DMOS. DMS
emission to the atmosphere (eq(2.75)) is parameterized with the gas transfer model of Nightin-
gale et al. [2000] (eqs(2.76-2.78)) using climatological (1992-1994) surface wind speed (U, m
s−1) from the NCEP/NCAR Reanalysis Project (provided by the NOAA-CIRES Climate Diagnostics
Center). Monthly data were interpolated in time and smoothed to generate daily values.
Regarding the bacterial uptake of nutrients (either labile DON/DOC or NH+4 ) and sulfur (either
DMSPd or DMS), the model includes a light inhibition parameter that influences the specific rate
of bacterial uptake (eq(2.45)). This parameter accounts for the well known effect of UVR upon
bacterial heterotrophic activity and bacterial DMSP/DMS consumption [Herndl et al., 1993;
Slezak et al., 2001; Toole et al., 2006]. We assume a maximum inhibition of bacterial uptake
of 75% (see φmaxinhib in Table 2.1) [Slezak et al., 2001; Toole et al., 2006].
2.2.5 Physical frame and forcings
The biogeochemical model is embedded in a one-dimensional (1D) vertical physical frame.
The model therefore neglects horizontal transport processes and takes into account only verti-
cal processes, i.e. advection (eq(2.80)) and diffusion (eq(2.81)), which are considered themain
driving forces of ecosystem dynamics in the upper ocean [Eigenheer et al., 1996; Denman and
na, 1999]. As in the models of Lefe`vre et al. [2002] and Cropp et al. [2004], vertical mixing in
the current version of DMOS is parameterized using a prescribed turbulent diffusion coefficient
(kz, Table 2.1) following the approach used by Cropp et al. [2004]. Coefficient kz is generated
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using a sigmoid equation (eq(2.82)) and climatological MLD data [Levitus, 1982]. As a result
the maximum diffusion (kzmax) occurs in the upper mixed layer (UML) and the minimum diffusion
(kzmin) occurs below the UML. In between, kz decreases from kzmax to kzmin as dictated by the
parameter r (Table 2.1) which defines the steepness of the pycnocline [Cropp et al., 2004]. The
same sigmoid function (eq(2.82)) is used to generate the vertical temperature profiles, the only
difference being that the maximum value for temperature is the sea surface temperature (SST)
which varies seasonally, instead of being constant as for diffusion. SST data for the Sargasso
Sea were obtained from a climatology (1971-2000, NOAA-CIRES Climate Diagnostics Center).
Monthly data were interpolated in time and smoothed to generate daily values.
Light in the model (Iz , W m
−2) is defined as daily averaged photosynthetic available radiation
(PAR). Daily values of PAR at the surface (I0) of the Sargasso Sea were obtained after interpolat-
ing in time and smoothing a SeaWiFS climatology (from years 2002 to 2004). Light decays with
depth (z, in metres) following an exponential function (eq(2.23)) that depends on water and
phytoplankton. In the current version of DMOS we wanted to explore if the observed DMS sea-
sonality could be simulated through the inclusion of light-driving processes, with the assumption
that UVR is the forcing behind these processes (e.g. bacterial inhibition, phytoplankton stress),
yet bacterial inhibition of sulfur uptakes has been also described to occur under PAR [Slezak
et al., 2001]. PAR seasonality can be used as a proxy for UVR seasonality, UVR being a constant
fraction of PAR. Given that all the parameterizations used to account for UVR-driven processes
are based on the term Iz
Imax
, the constant fraction cancels out and we are just left with a non-
dimensional term representing UVR that varies between 0 and 1. While UVR attenuates faster in
the water column than PAR, the UVR driving processes affecting DMS production may operate
at higher depths. It has been described that organisms need some time for recovering after
being exposed to high UVR doses [Toole et al., 2006]. Therefore when they escape from the UV
zone (i.e. by sinking and/or turbulent diffusion) they may keep a ’memory’ of the stress deeper
in the water column. Nevertheless, exploring the use of an explicit wavelength-resolved UVR
formulation, with the inclusion of CDOM as a state variable, is desirable and will be object of
future research.
The model domain is from 0 to 200m with a vertical resolution of 2.5m. Initial conditions (in mmol
m−3) are constant profiles for all variables: 0.1 for phytoplankton, zooplankton and bacteria; 2.0
for nitrates; 0.5 for ammonium and labile DON; 24 for labile DOC; 2100 for TIC; 2375 for alkalinity;
0.16 for chlorophyll-a; 0.013 for DMSPp; 0.1 for DMSPd and DMS; and zero for the remaining
variables. The boundary conditions are zero-flux in order to conserve mass (with the exception
of sulfur since DMS emission in the upper top grid is allowed). A mass-conservative ecosystem
model is desirable so that the biotic pools do not eventually run out of nutrients [Spitz et al.,
2001; Cropp et al., 2004]. An accumulation of dying phytoplankton and detritus in the bottom
boundary due to vertical sinking occurs, which implies that DOM increases and finally that NH+4
and NO=3 (from NH
+
4 nitrification) also accumulates. This simulates the observed presence of
high NO=3 levels deep in the water column at BATS [Steinberg et al., 2001]. During winter, the
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MLD reaches the bottom and the strong mixing carry some of this nutrients pool to the UML,
generating the vernal phytoplankton bloom (see section 2.3). In order to reach an equilibrium
state, the model was ran for 10 years (with a time step of 0.005 days) prior to the analysis of
the results. Previous tests without seasonal forcings showed that the model reaches a ’stable
node’ equilibrium, indicating that the model does not have unwanted internal dynamics (e.g.
oscillations) and that the seasonal changes are driven by the seasonal forcings.
2.3 Results and Discussion
The model successfully reproduces bacteria (Figure 2.2) and CHL (Figure 2.3) distributions, cap-
turing the winter/spring phytoplankton bloom in surface and the deep chlorophyll maximum
(DCM) during summer months (Figure 2.3) as well as the development of a sub-surface max-
imum (40-60m depth) of bacteria from late spring to early fall (Figure 2.2). Modeled values
of bacteria concentrations are, however, about a half those of the data. This is because the
model only simulates active bacteria, while the data includes both active and non-active bac-
teria [Anderson and Pondaven, 2003]. The vernal phytoplankton bloom is triggered by the en-
trainment of deep nutrients. In contrast, nutrients are depleted in summer leading to lowest
phytoplankton biomass in surface waters. Deeper in the water column, the presence of higher
concentrations of nutrients along with light in sufficient quantity for primary production results in
the formation of a DCM. Bacteria distributions mainly result from the interplay of DOM release
by phytoplankton and the inhibition of bacterial DOM uptake by high solar radiation doses
during summer.
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Fig. 2.2: 2D (time, depth) plots of bacteria (mmolN m−3) from climatological in-situ data (left panel) and DMOS model results
(right panel). Conversion from bacterial counts (108 cells kg−1, BATS data) to mmolN m−3 was done using a conversion factor
of 0.0118 (mmolN m−3 / 108 cells kg−1), which was obtained assuming that bacterial cells have 7.2 fgC cell−1 [Gundersen et al.,
2002] and a C:N molar ratio of 5.1 (Table 2.1). Note that simulated bacteria are scaled up by a factor of 2 for the sake of visual
comparison against data.
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Process affecting S-cycle ExpA ExpB ExpC ExpD ExpE
Phyto. S:N ratio shift by UV: NO YES YES YES YES
Bact. inhibition by UV: NO NO YES YES YES
Phyto. DMSPd consumption: NO NO NO YES YES
Phyto. DMS production by UV: NO NO NO NO YES
Table 2.2: Model experiments
2.3.1 Model experiments
In order to gain some insight into the processes that are most relevant for explaining the ob-
served seasonality of DMS in the Sargasso Sea, and therefore what drives the DMS summer-
paradox, we conducted several model experiments turning ’off’ or ’on’ various DMOS sulfur
paths. This exercise was undertaken in a sequence of steps, starting from the simplest charac-
terization of the S-cycle and increasing complexity in a stepwise fashion until realistic simulations
were obtained. The first scenario excluded all of the processes usually cited in the literature to
explain the DMS summer-paradox, namely shift in the S:N ratio of phytoplankton, inhibition of
bacterial uptake by UV light, phytoplankton uptake of DMSPd, and phytoplankton exudation
of DMS under UV stress. Each of these processes was then added one after the other (see
Table 2.2). Simulations for each of the experiments (A, B, C, D, E; Table 2.2) are compared with
observations for the Sargasso Sea observations (0-140m) in Figures 2.3-2.7. Note that, for the
sake of visual comparison of model results against data, in each figure the colorbar range of
the variables vary according to the maximum value (either model or data).
2.3.1.1 Experiment A
In this experiment there is no seasonal increase in the S:N ratio of phytoplankton (therefore θPs:n
is constant and equal to 0.13 mmolS mmolN−1, the middle value between θminPs:n and θ
max
Ps:n
),
UV induces neither bacterial inhibition of semilabile-DOM/NH+4 and sulfur uptake (DMSPd and
DMS) nor phytoplankton stress-driven DMS production, and phytoplankton does not to take up
DMSPd. Modelled DMSPp, DMSPd and DMS closely follow the predicted CHL distribution, all
displaying maximum values in winter/spring and minima in summer/fall (Figure 2.3). The main
differences between DMSPp and CHL are due to the variability of CHL as a response of the lev-
els of light intensity. This constancy between sulfur species and CHL is not observed in the data.
Further, DMSPp maximum values are slightly underestimated while DMS values are highly under-
estimated. We must conclude that this experiment is not capturing at all the main processes
controlling oceanic sulfur dynamics.
32 CHAPTER 2
2.3.1.2 Experiment B
In contrast to the previous experiment, a variable S:N internal quota in phytoplankton was now
added in order to parameterize a seasonal change in species composition towards high DM-
SPp producers and/or a change in phytoplankton physiological state due to higher UV doses
[Sunda et al., 2002; Slezak and Herndl, 2003]. Results are shown in Figure 2.4. The simulations
for DMSPp are improved in comparison to the first experiment. However the modelled DMSPp
maximum in spring takes place earlier than observed (by about one month, similar to what
was observed by [Le Clainche et al., 2004]) and DMSPd distributions correlate too closely with
DMSPp, a feature not observed in the field [Dacey et al., 1998]. DMSPp simulations are also
clearly overestimated during summer. Therefore, the parameterization of the S:N ratio as a
function of light, although better than using a constant value, is far from being perfect. There
is a need to explore other ways of modeling DMSPp concentrations, e.g., by including in the
model several phytoplankton groups with specific S:N internal quotas. On the other hand, DMS
values are again severely underestimated and, although a summer maximum is now predicted,
it is deeper in the water column and smaller in magnitude than seen in the observations. Fur-
thermore, predicted DMS in surface waters does not display the summer maximum seen in the
observations, but rather shows a spring maximum. It therefore appears that inclusion of a vari-
able the S:N ratio of phytoplankton in the model can not on its own account for the observed
seasonality of DMS nor explain the DMS summer-paradox.
2.3.1.3 Experiment C
Next, the inhibition of bacterial uptake of nutrients (semilabile-DOM/NH+4 ) and sulfur (DMSPd
and DMS) by solar radiation was added to the model [Herndl et al., 1993; Slezak et al., 2001;
Toole et al., 2006]. This fact has been also cited as a potential explanation for the DMS summer-
paradox since a reduction in a major sink may cause DMS to accumulate [Simo´ and Pedros-
Allio´, 1999a; Simo´, 2001, 2004]. Model results (see Figure 2.5) indicate that inhibition of bacterial
sulfur uptake by UV could partly explain the cause of the deep summer maximum of DMS,
although the predicted maximum is slightly deeper than in the observations and DMS values
remain underestimated. However, DMS accumulation occurs in conjunction with an unrealisti-
cally large accumulation of DMSPd. This overestimate in modelled DMSPd may be due to the
absence in the model of phytoplankton uptake, a new sink for DMSPd that has been recently
discovered experimentally [Vila-Costa et al., 2006b]. The DMSPd accumulation implies a large
contribution to DMS from free DMSP-lyases (1% of the DMSPd pool is converted into DMS each
day). We therefore have repeated experiments B and C, but without free DMSP-lyases activity
to evaluate if inhibition of bacterial sulfur uptake by UV can produce this DMS accumulation.
Results (not shown) displayed a very weak increase of the deep DMS maximum in summer
(much weaker than the increase observed from experiment B to experiment C, see Figure 2.5),
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not enough to be the origin of the DMS summer-paradox. This result is a consequence of the
fact that, although bacterial DMS uptake is reduced by the UV-induced inhibition (which tends
to increse DMS), there is also a reduction of bacterial DMS production (from the associated
inhibition of DMSPd uptake). The net balance of these two opposite effects is almost zero.
2.3.1.4 Experiment D
The next process added to the model was consumption of DMSPd by phytoplankton. It has
been reported recently that some groups of phytoplankton (diatoms and cyanobacteria) are
able to take up DMSPd [Vila-Costa et al., 2006b]. This process may help explain the low val-
ues of DMSPd observed in the field and the strong decoupling of DMSPd to either DMSPp or
DMS [Dacey et al., 1998]. The resulting simulations (see Figure 2.6) show an improvement in
predicted DMSPd concentrations, although spring values are still overestimated relative to the
observations. On the other hand, modelled DMS is totally unsatisfactory, with values clearly
underestimated and showing a very weak deep summer maximum.
2.3.1.5 Experiment E
The next addition to the model was a direct exudation term of DMS from phytoplankton cells as
a response to UV-induced stress [Sunda et al., 2002; Toole and Siegel, 2004]. Direct DMS produc-
tion by phytoplankton has been reported previously in the literature [Vairavamurthy et al., 1985;
Niki et al., 2000; Wolfe et al., 2002]. This DMS production, therefore, is not routed through the
DMSPd pool but comes directly from the DMSPp (in the model it is assumed that the amount
of DMS exuded from the cells is immediately replaced by newly produced DMSPp). The re-
sults of this experiment, which incorporates all the mechanisms thought to be important in the
sulfur cycle of the ocean, show a clear improvement over those of the previous experiments
and also of existing DMSP/DMS models. Simulated DMS now shows good agreement with the
observations (see Figure 2.7), with a summer maximum of about 5 µmolS m−3 at around 20m
depth and winter minima of about 0.5 µmolS m−3. The predicted summer DMS maximum oc-
curs below the surface because of the high DMS photolysis and ventilation rates occurring in
the upper layers. The results suggest that phytoplankton DMS exudation may be an important
factor contributing to the high summer to winter ratio of DMS concentrations observed in the
field as well as explaining the strong decoupling between CHL and DMS.
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Fig. 2.3: 2D plots (time, depth) of chlorophyll-a, DMSP particulate, DMSP dissolved and DMS from climatological in-situ data
(upper panels) and DMOS model results (lower panels) for Experiment A: i) no phytoplankton succession in terms of DMSP
production; ii) no UV-induced inhibition of bacterial sulfur uptakes; iii) no phytoplankton uptake of DMSP dissolved; iv) no
phytoplankton exudation of DMS due to UV stress. Units: chlorophyll-a (mg m−3), DMSPp-DMSPd-DMS (µmolS m−3)
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Fig. 2.4: 2D plots (time, depth) of chlorophyll-a, DMSP particulate, DMSP dissolved and DMS from climatological in-situ data
(upper panels) and DMOS model results (lower panels) for Experiment B: i) yes phytoplankton succession in terms of DMSP
production; ii) no UV-induced inhibition of bacterial sulfur uptakes; iii) no phytoplankton uptake of DMSP dissolved; iv) no
phytoplankton exudation of DMS due to UV stress. Units: chlorophyll-a (mg m−3), DMSPp-DMSPd-DMS (µmolS m−3)
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Fig. 2.5: 2D plots (time, depth) of chlorophyll-a, DMSP particulate, DMSP dissolved and DMS from climatological in-situ data
(upper panels) and DMOS model results (lower panels) for Experiment C: i) yes phytoplankton succession in terms of DMSP
production; ii) yes UV-induced inhibition of bacterial sulfur uptakes; iii) no phytoplankton uptake of DMSP dissolved; iv) no
phytoplankton exudation of DMS due to UV stress. Units: chlorophyll-a (mg m−3), DMSPp-DMSPd-DMS (µmolS m−3)
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Fig. 2.6: 2D plots (time, depth) of chlorophyll-a, DMSP particulate, DMSP dissolved and DMS from climatological in-situ data
(upper panels) and DMOS model results (lower panels) for Experiment D: i) yes phytoplankton succession in terms of DMSP
production; ii) yes UV-induced inhibition of bacterial sulfur uptakes; iii) yes phytoplankton uptake of DMSP dissolved; iv) no
phytoplankton exudation of DMS due to UV stress. Units: chlorophyll-a (mg m−3), DMSPp-DMSPd-DMS (µmolS m−3)
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Fig. 2.7: 2D plots (time, depth) of chlorophyll-a, DMSP particulate, DMSP dissolved and DMS from climatological in-situ data
(upper panels) and DMOS model results (lower panels) for Experiment E: i) yes phytoplankton succession in terms of DMSP
production; ii) yes UV-induced inhibition of bacterial sulfur uptakes; iii) yes phytoplankton uptake of DMSP dissolved; iv) yes
phytoplankton exudation of DMS due to UV stress. Units: chlorophyll-a (mg m−3), DMSPp-DMSPd-DMS (µmolS m−3)
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2.3.2 Further analysis of Experiment E
Results from the series of experiments described above indicate that the various mechanisms
involved in the S-cycle (seasonal variations in the internal S:N quota, bacterial inhibition of sulfur
uptake, exudation of DMS as well as DMSPd uptake by phytoplankton) all can play a role
in driving the DMS seasonality. The direct exudation of DMS from phytoplankton cells (as a
response of high UV doses) does however appear to be a major one: without this process the
model is unable to realistically reproduce the observed DMS cycle and thereby explain the
summer-paradox.
Monthly UML averages of CHL, DMSPp, DMSPd and DMS (data and model) are shown in Fig-
ure 2.8, along with their associated (Spearman) correlation coefficients. In general, the model
is able to realistically capture both the seasonality and the absolute magnitude of these four
variables. The main discrepancies between the model and the observations are that model
summer DMSPp values are clearly overestimated (by as much as a factor of two in August) and
that DMPSd values are slightly underestimated in the model. In this regard, however, experi-
mentalists believe that past and current DMSPd measurements are likely to be overestimates
due to filtration artifacts [Kiene and Slezak , 2006].
Examination of the 50-m depth integrated values for DMSPp, DMSPd, DMS and the DMS:DMSPp
ratio (Figure 2.9) leads to similar conclusions. The model does a reasonably good job at repro-
ducing the sulfur variables, although the predicted DMSPp maximum occurs one month too
early and predicted DMSPp concentrations are generally too high. On the other hand, DMSPd
values are underestimated in summer. Both modelled DMS and data display maxima in July,
showing good agreement both in magnitude and seasonality. Due to the predictions of DMSPp
being too high in August, themodelled DMS/DMSPp ratio is, however, markedly underestimated
for this month.
The vertically resolved seasonal cycles of predicted sulfur fluxes in themodel are shown in Figure
2.10. Bacterial uptake of DMSPd (Figure 2.10a) is highest in spring and summer (e.g., more than
≈1.5 µmolS m−3 d−1 occurred at depths between 20m and 60m) coincident with highmodeled
bacterial biomass (see Figure 2.2) and DMSPd concentrations (see Figure 2.7). Uptake rates de-
cline thereafter until an annual minimum is reached in winter. Phytoplankton uptake of DMSPd
(Figure 2.10b) displays a similar seasonality, with an annual maximum in spring (≈1.5 µmolS m−3
d−1 in April) and a secondary maximum during summer (≈1.0 µmolS m−3 d−1) for surface waters
(< 30m). Bacterial uptake of DMSPd is in general higher than that of phytoplankton, and has
a broader and deeper distribution (values higher than 1 µmolS m−3 d−1 reach depths of about
80m while phytoplankton uptake does not occur deeper than 40m).
Bacterial uptake of DMS (Figure 2.10c) is highest in summer at depths between 20m and 40m,
reaching values of 0.5 µmolS m−3 d−1. In July 2004, del Valle et al. [2007] reported a maxi-
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mum DMS consumption rate of ≈0.8 µmolS m−3 d−1 around 40m depth. In surface waters in
summer, bacterial uptake rates of both DMSPd and DMS (Figure 2.10a and Figure 2.10c) are re-
duced by almost a half due to UV-induced bacterial inhibition. Minimum bacterial DMS uptake
occurs during winter due to the very low DMS concentrations. Relatively low bacterial DMS
consumption rates (0.3 µmolS m−3 d−1) were measured in the Sargasso Sea in May at the DCM
by Levasseur et al. [2004]. Similar rates (0.2-0.3 µmolS m−3 d−1, see Figure 2.10c) are predicted
in the model in May between 60-80m (the depth of modelled DCM, see Figure 2.7).
The predicted bacterial production of DMS by enzymatic cleavage of DMSPd (Figure 2.10d)
follows the DMSPd uptake (Figure 2.10a) and represents approximately 8-9% of the former, in
agreement with estimates for the Northern Sea (6-12%, see Zubkov et al. [2002]). Maximum val-
ues (higher than ≈0.15 µmolS m−3 d−1) therefore are obtained in spring and summer at depths
between 20m and 60m. On the other hand, DMS production from phytoplankton exudation
(Figure 2.10e) displays its highest values in summer at the very surface, reaching rates of more
than 1.5 µmolS m−3 d−1 in July. Since this process is light-driven, the values increase exponen-
tially towards the surface. The sum of phytoplankton exudation and bacterial DMS production
gives a higher gross biological production in summer (up to 1.8 µmolS m−3 d−1, not shown) in
the UML. In spring, the modelled gross biological production of DMS at the surface is about
1.4-1.6 µmolS m−3 d−1, a value in good agreement with in situ data from the Sargasso Sea (1.8
µmolS m−3 d−1, [Levasseur et al., 2004]). In a separate short-term study, where a mass balance
assumption was applied to measured rates, light-mediated biological DMS production rates as
high as 8 µmolS m−3 d−1 were estimated by Toole et al. [2006]. There is such a scarcity of in-
situ measurements addressing this issue that future field work is needed. DMS photolysis (Figure
2.10f) also reaches a maximum in summer (up to 0.6 µmolS m−3 d−1 in July) as a consequence
of maximum DMS concentrations and light exposure. Toole et al. [2003] estimated maximum
UML-integrated DMS photolysis rates in summer of about 10-15 µmolS m−2 d−1. These estimates
were based on a summer MLD of ≈20m. For this MLD value, our integrated DMS photolysis rates
in summer are very similar (10-12 µmolS m−2 d−1).
Model sulfur fluxes averaged over the UML are shown in Figure 2.11. Bacterial and phytoplank-
ton uptake of DMSPd are similar in magnitude (Figure 2.11a and Figure 2.11b respectively) as
are bacterial DMS consumption and DMS photolysis (Figure 2.11c and Figure 2.11f). On the
other hand, predicted phytoplankton DMS exudation can be an order of magnitude higher
(e.g. in summer) than bacterial production (Figure 2.11e and Figure 2.11d respectively).
Turnover rates of DMSPd and DMS due to bacterial consumption, phytoplankton DMSPd up-
take, and DMS photolysis are shown in Figure 2.12. Turnover rate (or rate constant, d−1) is the
process rate (µmolS m−3 d−1) divided by the concentration (µmolS m−3). Maximum turnover
rates, thus lower turnover times (1/turnover rates, d), due to bacterial uptake are obtained at
depth (between 20-60m in winter and 60-80m in summer) both for DMSPd and DMS (Figure
2.12a and Figure 2.12c respectively). Bacterial inhibition of sulfur uptake by UV at the surface
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Fig. 2.8: Monthly upper mixed-layer averaged values of chlorophyll-a, DMSP particulate, DMSP dissolved and DMS for cli-
matological in-situ data (solid line) and DMOS model results (dashed line) for Experiment E. Units: chlorophyll-a (mg m−3),
DMSPp-DMSPd-DMS (µmolS m−3)
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Fig. 2.9: Monthly upper 50m-integrated values of DMSP particulate, DMSP dissolved, DMS and DMSPp/DMS ratio for clima-
tological in-situ data (solid line) and DMOS model results (dashed line) for Experiment E. Units: DMSPp-DMSPd-DMS (µmolS
m−2).
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Fig. 2.10: 2D (time, depth) plots of DMOS model sulfur fluxes (µmolS m−3 d−1) for Experiment E: a) Bacterial uptake of DMSP
dissolved. b) Phytoplankton uptake of DMSP dissolved. c) Bacterial uptake of DMS. d) Bacterial production of DMS. e) Phyto-
plankton production of DMS. f) Photolysis of DMS.
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Fig. 2.11: Monthly upper mixed-layer averaged values of DMOS model sulfur fluxes (µmolS m−3 d−1) for Experiment E: a)
Bacterial uptake of DMSP dissolved. b) Phytoplankton uptake of DMSP dissolved. c) Bacterial uptake of DMS. d) Bacterial
production of DMS. e) Phytoplankton production of DMS. f) Photolysis of DMS. The gray shadow area represents the standard
deviation of the averages.
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is observed in summer. Turnover rates of DMS are about 20% of those for DMSPd because only
this percentage of bacteria was assumed to be DMS consumers (see section 2.2.4). Thus, min-
imum turnover times for bacterial consumption of DMSPd and DMS are estimated as ≈1.5 and
≈6 days, respectively. Bacterial turnover rates of DMSPd and DMS have also been observed to
be highest in subsurface waters of the North Sea during a coccolithophore bloom (although
they were nevertheless about an order of magnitude higher than our results) [Zubkov et al.,
2001, 2002]. For the Sargasso Sea, DMSPd and DMS turnover times have been estimated to
vary between 0.4-2.8 days and <0.5-8 days respectively [Ledyard and Dacey, 1996].
Predicted rates of phytoplankton DMSPd turnover (Figure 2.12b) are of the same order of mag-
nitude (yet slightly lower) than those of bacterial uptake (Figure 2.12a). Their vertical distribution
is however very different because phytoplankton uptake depends on primary production and
hence is only significant in irradiated waters (< 40m). Maximum values are present in spring
due to the highest primary production. Total DMSPd turnover rates (bacterial and phytoplank-
ton uptakes plus free DMSP-lyases activity) for the upper 50m are in the range of 0.5-1.0 d−1
(not shown), in good agreement with the values reported by Ledyard and Dacey [1996] for
the Sargasso Sea (0.7-1.5 d−1, see Table 2 in Kiene et al. [2000]). Maximum turnover rates of
DMS photolysis (Figure 2.12d) are about 75% of the maximum rates of bacterial consumption
(Figure 2.12c). Highest photolysis rates are, however, mainly concentrated in the upper 20m
in summer, a layer and period where bacterial consumption is low. Photolysis then dominates
the loss of DMS in the upper ocean, while bacterial consumption dominates at greater depths
[Toole et al., 2006; Kieber et al., 1996].
Turnover rates averaged for the UML are shown in Figure 2.13. UML DMS turnover rates are be-
tween 0.05 and 0.15 d−1. For a 60m mixed water column in the equatorial Pacific, Kieber et al.
[1996] obtained bacterial DMS turnover rates of 0.04-0.66 d−1. In the Sargasso Sea, bacterial
DMS consumption rates in September were estimated to be ≈0.5 µmolS m−3 d−1 [Lefe`vre et al.,
2002, and references therein]. For that month UML averaged DMS concentration from the data
is about 4.0 µmolS m−3 (see Figure 2.8), giving a specific rate of 0.12 d−1, similar in magnitude to
the model results (≈0.08 d−1, see September in Figure 2.13c). An interesting feature emerging
from themodel results is that bacterial DMS consumption is the dominant loss term in winter and
spring (Figure 2.13c), while in summer it is DMS photolysis (Figure 2.13d), as postulated previously
[Toole et al., 2006].
We calculated the DMS-yield (eq(2.79)) for the whole food web (total DMS production divided
by total DMSP consumption) from the model sulfur fluxes, as well as the net biological produc-
tion of DMS (total DMS production minus bacterial DMS consumption) averaged over the UML
(see Figure 2.14). The DMS-yield (Figure 2.14a) displays a clear seasonal pattern with higher
values during summer (up to ≈45%) and lower values in winter (≈10%). For both variables the
annual maximum is observed in July. These values are in the range reported in the literature
[Simo´ and Pedros-Allio´, 1999a]. Net biological production of DMS (Figure 2.14b) follows the
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Fig. 2.12: 2D (time, depth) plots of DMOS model sulfur turnover rates (d−1) for Experiment E: a) Bacterial uptake of DMSP
dissolved. b) Phytoplankton uptake of DMSP dissolved. c) Bacterial uptake of DMS. d) Photolysis of DMS.
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Fig. 2.13: Monthly upper mixed-layer averaged values of DMOS model sulfur turnover rates (d−1) for Experiment E: a) Bacterial
uptake of DMSP dissolved. b) Phytoplankton uptake of DMSP dissolved. c) Bacterial uptake of DMS. d) Photolysis of DMS.
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same seasonality, increasing from almost zero to ≈1.2 µmolS m−3 d−1 in summer. Very similar
values and seasonality of net biological production of DMS were estimated by Toole and Siegel
[2004], based on the same set of data, when using a mass-balance model (from zero in winter
to 1.0-1.5 µmolS m−3 d−1 in summer).
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Fig. 2.14: Monthly upper mixed-layer averaged values of: a) DMS yield (DMS production / DMSP consumption). b) net bio-
logical DMS production (DMS production - bacterial uptake of DMS). The gray shadow area represents the standard deviation
of the averages.
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Fig. 2.15: Monthly-averaged values and standard deviation of surface DMS (µmolS m−3, dotted line), DMS ventilation flux
(µmolS m−2 d−1, solid line), upper mixed layer DMS ventilation (defined as DMS flux / MLD) (10*µmolS m−3 d−1, dashed line).
Since DMS fluxes to the atmosphere are believed to have a role in regulating climate [Charl-
son et al., 1987; Andreae and Crutzen, 1997], we plotted them along with UML DMS emission
rates (DMS flux divided by the MLD) and surface DMS concentrations (upper top cell grid) (see
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Figure 2.15). The highest values of the three variables occur in summer (June, July, August). In
particular, DMS flux to the atmosphere shows a clear maximum in July (≈12 µmolS m−2 d−1).
The UML is exposed to very high doses of solar radiation during this month (because of the
high solar incident radiation and very shallow MLD). If the proposed antioxidant function of
DMS [Sunda et al., 2002] as well as the impact of DMS on CCN and Earth albedo are shown to
be important, then this higher DMS flux to the atmosphere in summer could act as a negative
feedback between the ocean’s ecosystems and the amount of solar radiation reaching the
ocean’s surface [Charlson et al., 1987; Vallina and Simo´, 2007a; Vallina et al., 2007a]. Maximum
DMS emissions from the UML (June/July; ≈1.0 µmolS m−3 d−1) are about a factor of two and four
higher than the summer DMS losses by photolysis or bacterial consumption respectively (≈0.5
and ≈0.25 µmolS m−3 d−1; see Figure 2.11c and Figure 2.11f).
2.3.3 Sensitivity Analysis
In order to evaluate the sensitivity of model results to model parameters values we carried out
a sensitivity analysis (SA) by increasing/decreasing each parameter by 50% in each run and
comparing the results to the control simulation (experiment E, Table 2.1 with the exception
of parameters δ1, α1 and φmaxinhib that were lowered to 0.5 in the reference control to allow an
increase of 50%). The SA index was taken from Le Clainche et al. [2004] and is defined as
follows:
Sk =
Xkmax −Xkmin
Xkcontrol
∗ 100
where Xkcontrol , Xkmax and Xkmin are the annual budgets of DMSPp, DMSPd and DMS integrated
over the upper 50m obtained for the 3 simulations: control (reference value of the parameter k),
50% increase in the parameter k (kmax =1.5k), and 50% decrease in the parameter k (kmin =0.5k)
[Le Clainche et al., 2004]. Only those parameters which gave SA indices greater than 10%
are plotted in Figure 2.16. Black bars indicate that an increase of the parameter results in
an increase in the state variable, while grey bars indicate that an increase in the parameter
produced a decrease in the state variable.
For DMSPp (Figure 2.16a) we observe that parameters related to zooplankton grazing have the
largest effects, mainly the maximum zooplankton specific ingestion rate. This is not surprising
since they directly affect the phytoplankton biomass. Another important parameter is the la-
bile fraction of DOM produced. Other SA tests (not shown) revealed that this parameter is a key
one for the nutrient pools due to the bacterial microbial loop; an increase of DOM concentra-
tions is associated to a rise of NO=3 and NH
+
4 in the model, and thus to an increase of modelled
phytoplankton. Bacterial hydrolysis of semilabile DOM and gross growth efficiency are also very
important because they affect the amount of labile DOM (and then again the nutrient pools
and phytoplankton biomass). Parameters related to zooplankton mortality are associated to
DMSPp through the levels of grazing activity upon phytoplankton, while the zooplankton C:N ra-
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Fig. 2.16: Sensitivity Analysis indices of the DMOS model to changing parameters by ± 50%. Black bars indicate that an
increase of the parameter causes an increase of the variable, while grey bars indicate that an increase of the parameter
causes a decrease of the variable.
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tio affects the DOC pool (and again the microbial loop). Interestingly, the maximum S:N internal
quota of phytoplankton is not the most important parameter contrary to the results of Lefe`vre
et al. [2002] and Le Clainche et al. [2004]. This difference is in part attributable to the fact that
in the SA carried out by these authors they increased/reduced by 50% the minimum and max-
imum S:N internal ratios at the same time, while we have increased/reduced them separately.
Nevertheless, these results suggest that bottom-up (nutrient availability, regulated by the micro-
bial loop) and top-down (zooplankton grazing) processes that control phytoplanktom biomass
are more important for DMSPp concentrations than the internal sulfur quota.
For DMSPd (Figure 2.16b), the 10 most sensitive parameters are related to the microbial loop,
except for the maximum phytoplankton internal S:N quota (4th position), the bacterial S:C ratio
(5th position), the fraction of ingested DMSPp by zoo that is recovered as DMSPd (7th) and the
phytoplankton maximum specific growth rate (8th).
Regarding DMS (Figure 2.16c), we observe a set of seven parameters that have a consistently
high influence (from ≈90% to from ≈110%), clearly larger than the rest (<60%). With the ex-
ception of the maximum phytoplankton S:N internal quota (5th position) and the maximum
phytoplankton DMS exudation specific rate (6th position), all were ranked already in the top
five most sensitive parameters for DMSPp (Figure 2.16a). They are related to the bottom-up and
top-down processes controlling phytoplankton biomass previously cited. The parameter for the
fraction of bacteria that is DMS consumers is ranked on the 10th position, which is significant
since at present this is an uncertain parameter. It is followed by the bacterial S:C ratio. A higher
S:C ratio implies higher sulfur requirements of bacteria (lower DMS production from DMSPd up-
take) at the same time than higher DMS uptake. There is large variation in published values for
the S:C molar ratio ranging from ≈1/50 to ≈1/250 [Zubkov et al., 2002, and references therein].
Further research is needed in order to better constrain this parameter. As expected, the light
attenuation coefficient is also quite important (13th position) because any increase reduces
the amount of DMS exudation by phytoplankton. On the other hand, increasing it also reduces
the DMS photolysis. However, since DMS exudation by phytoplankton was about 3 times higher
than DMS photolysis (see Figure 2.10), the reduction of the source term dominates.
In order to evaluate which parameters affect DMS concentrations in a way not directly related
to changes in phytoplankton biomass (i.e., changes in DMSPp) the SA index was also calcu-
lated for the ratio DMS/DMSPp (Figure 2.16d). As expected the DMS/DMSPp ratio is very sensitive
to the maximum phytoplankton DMS exudation rate. Significant increases of the DMS/DMSPp
ratio are also observed for higher zooplankton grazing rates. On the other hand, parame-
ters that increase bacteria concentrations (e.g., carbon gross growth efficiency, maximum
DOM/NH+4 uptake, the labile fraction of DOM produced, the phytoplankton DOC exudation
parameter, etc.) are associated with a decrease in the ratio. An increase of the light attenua-
tion coefficient also produces a decrease of the DMS/DMSPp ratio.
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2.4 Conclusion
We have presented a state-of-the-art model of the oceanic sulfur cycle which includes the
various processes currently thought to be important in DMSP/DMS dynamics andwhich resolves
explicitly DOM and bacteria dynamics within the ecosystem. Sensitivity analyses have shown
that parameters related to the microbial loop have a great impact on the N/C/S-cycles, in
agreement with previous conclusions reached by both modelling and experimental studies
[Spitz et al., 2001; Simo´ et al., 2000]. The model is able to reproduce the seasonal DMS summer-
paradox observed in the Sargasso Sea and highlights that bacterial consumption of DMSPd to
give DMSmay not be themain process in the overall DMS budget. Field studies have also shown
that DMS concentrations were not controlled by DMSPd uptake by bacteria [Dacey et al., 1998;
Zubkov et al., 2002]. Rather it seems that the key process determining DMS concentrations in the
upper ocean may be direct exudation from phytoplankton cells under high UV conditions, this
providing an explanation for the strong seasonal decoupling observed between chlorophyll-a
and DMS over most of the ocean’s surface [Vallina et al., 2006; Vallina and Simo´, 2007a]. This
mechanism is missing in all current models of the sulfur cycle, with the exception of the one
presented here.
Our model results suggest that DMS production by phytoplankton, despite being only one
among several processes that are relevant (such as light-induced increases in the S:N ratio
of phytoplankton and light-induced inhibition of bacterial sulfur uptake), is a major contributor
to the DMS summer-paradox. This has been previously proposed from the analysis of field data
in the Sargasso Sea [Toole and Siegel, 2004]. The fact that phytoplankton can directly produce
DMS has been previously reported in the literature [Vairavamurthy et al., 1985; Niki et al., 2000;
Wolfe et al., 2002] and there is increasing experimental evidence in support of this claim [Toole
et al., 2006]. The implication is that changes in UV levels due to shoaling of theMLD, as might oc-
cur in Global Warming scenarios, could have an impact on the oceanic DMS production, and
therefore on its potential effect upon Earth climate through CCN formation. Global DMSP/DMS
models should incorporate the light-mediated processes affecting DMS production included in
DMOS if better estimates of surface DMS concentrations, and specially of its seasonality, are to
be achieved.
52 CHAPTER 2
2.5 Appendix A:
2.5.1 Model equations
• Phytoplankton [mmolN m−3] equation
∂P
∂ t = (1− γ1)FP −GP −MP−S(P)+D(P) (2.1)
• Zooplankton [mmolN m−3] equation
∂Z
∂ t = FZ −MZ +D(Z ) (2.2)
• Bacteria [mmolN m−3] equation
∂B
∂ t = FB −GB −MB +D(B) (2.3)
• Nitrates [mmolN m−3] equation
∂N
∂ t =−F
N
P +νA+D(N) (2.4)
• Ammonium [mmolN m−3] equation
∂A
∂ t =−F
A
P −νA+EB+EZ +ΩAMZ +D(Z ) (2.5)
• Labile DON [mmolN m−3] equation
∂Ln
∂ t = γ1FP + δ1[φGn+ εMP +MB +MDn +ΩdomMZ ]+USn −ULn +D(Ln) (2.6)
• Labile DOC [mmolC m−3] equation
∂Lc
∂ t = γ1θPc :nFP + γ1Edoc + δ2(1− γ1)Edoc
+ δ1[φGc + εθPc :nMP +θBc :nMB +MDc +ΩdomθZc :nMZ ]
+ USc −θBc :nFB −RB +D(Lc) (2.7)
• Semi-labile DON [mmolN m−3] equation
∂Sn
∂ t = (1− δ1)[φGn+ εMP +MB +MDn +ΩdomMZ ]−USn +D(Sn) (2.8)
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• Semi-labile DOC [mmolC m−3] equation
∂Sc
∂ t = (1−δ2)(1− γ1)Edoc +(1−δ1)[φGc + εθPc :nMP +θBc :nMB +MDc +ΩdomθZc :nMZ ]−USc +D(Sc)
(2.9)
• Detrital Nitrogen [mmolN m−3] equation
∂Dn
∂ t = (1−βn)(1−φ)Gn+(1− ε)MP+ΩDnMZ −GDn −MDn−S(Dn)+D(Dn) (2.10)
• Detrital Carbon [mmolC m−3] equation
∂Dc
∂ t = (1−βc)(1−φ)Gc+(1− ε)θPc :nMP +ΩDcθZc :nMZ −GDc −MDc −S(Dc)+D(Dc) (2.11)
• Detrital CaCO3 [mmolC m
−3] equation
∂Dh
∂ t = θCaθPc :n(GP +MP)−MDh−S(Dh)+D(Dh) (2.12)
• Dissolved Inorganic Carbon [mmolC m−3] equation
∂DIC
∂ t =−(1+θCa)θPc :nFP −Edoc+RB +RZ +MDh +ΩDICθZc :nMZ +Fatm+D(DIC ) (2.13)
• Alkalinity [mmolC m−3] equation
∂ALK
∂ t = (QN −QA)FP −2θCaθPc :nFP +EB +EZ +2MDh +ΩAMZ −νA+D(ALK ) (2.14)
• CHL [mg m−3] equation
∂CHL
∂ t = (ρchlCmwθPc :n)FP − (GP +MP)(CHL/P)−S(CHL)+D(CHL) (2.15)
• DMSPp [mmolS m−3] equation
∂DMSPp
∂ t = θPs:n
∂P
∂ t = θPs:n [(1− γ1)FP −GP −MP −S(P)+D(P)] (2.16)
• DMSPd [mmolS m−3] equation
∂DMSPd
∂ t = θPs:n [γ1FP +α1GP +MP ]−UDMSPd −U
P
DMSPd − fDMSPd+D(DMSPd) (2.17)
• DMS [mmolS m−3] equation
∂DMS
∂ t = RDMS +EDMS+ fDMSPd−UDMS −DMSphoto−DMSemiss(∗)+D(DMS) (2.18)
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(*) This term is applied only to the top model cell.
2.5.2 N/C-cyles Model terms
• Phytoplankton production (FP)
FP = F
N
P +F
A
P = JQNP+ JQAP = JQP (2.19)
J = µPR (2.20)
µP = µmaxP e(0.063(T−Tmax )) (2.21)
R =
Iz
Is
e
(1− IzIs ) ≤ 1 (2.22)
Iz = I0e
−(kw+kpP¯)z (2.23)
P¯ =
1
z
∫ z
0
Pdz (2.24)
Q = QN +QA ≤ 1 (2.25)
QN =
N
kN
P
e(−ψA)
1+ N
kN
P
+ A
kA
P
(2.26)
QA =
A
kA
P
1+ N
kN
P
+ A
kA
P
(2.27)
• Phytoplankton extra-DOC exudation
Edoc = γ2θPc :nFP (2.28)
• Zooplankton grazing on phytoplankton (GP), bacteria (GB), detrital nitrogen (GDn) and de-
trital carbon (GDc )
GP =
gZpPP
2
kg (pPP+pBB+pDDn)+pPP2+pBB2+pDD2n
(2.29)
GB =
gZpBB
2
kg (pPP+pBB+pDDn)+pPP2+pBB2+pDD2n
(2.30)
GDn =
gZpDD
2
n
kg(pPP+pBB+pDDn)+pPP2+pBB2+pDD2n
(2.31)
GDc = (
Dc
Dn
)GDn (2.32)
Gn = GP +GB +GDn (2.33)
Gc = θPc :nGP +θBc :nGB +GDc (2.34)
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• Zooplankton production (FZ ) and excretion (EZ )
θ ∗f =
βnθZc :n
βcωZ (2.35)
θf =
(1−φ)Gc
(1−φ)Gn (2.36)
if θf > θ ∗f (N-limitation):
FZ = βn(1−φ)Gn (2.37)
EZ = 0 (2.38)
if θf < θ ∗f (C-limitation):
FZ =
βcωZ
θZc :n
(1−φ)Gc (2.39)
EZ = (
βn
θf
−
βn
θ ∗f
)(1−φ)Gc (2.40)
• Zooplankton respiration
RZ = βc(1−φ)Gc −θZc :nFZ (2.41)
• Bacterial uptake of labile DOC (ULc ), labile DON (ULn)
ULc = µBθBc :nB
Lc
kLc +Lc
(2.42)
ULn = (
Ln
Lc
)ULc (2.43)
• Bacterial maximum potential uptake of ammonium
U∗A = µBB
A
kA+A
(2.44)
µB = µmaxB (1−φinhib) (2.45)
φinhib = φmaxinhib
Iz
Imax
(2.46)
• Bacterial production (FB), ammonium excretion or uptake (EB) and respiration (RB)
EB = ULn − (
ωB
θBc :n
)ULc (2.47)
if EB > 0 (ammonium excretion)
if EB < 0 (ammonium uptake)
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if U∗A ≥−EB (C-limitation):
FB = ULn −EB = (
ωB
θBc :n
)ULc (2.48)
RB = (1−ωB)ULc (2.49)
if U∗A <−EB (N-limitation):
EB =−U
∗
A (2.50)
FB = ULn −EB = ULn +U
∗
A (2.51)
RB = (
1
ωB −1
)θBc :nFB (2.52)
• Bacterial hydrolysis of semilabile DOC (USc ) and semilabile DON (USn )
USc = µScθBc :nB
Sc
kSc +Sc
(2.53)
USn = (
Sn
Sc
)USc (2.54)
• Mortality of phytplankton (MP), zooplankton (MZ ) and bacteria (MB)
MP =mPP (2.55)
MZ =
mZZ
2
kZ +Z
(2.56)
MB =mBB (2.57)
• Breakdown of detrital nitrogen (MDn), detrital carbon (MDc ) and detrital CaCO3 (MDh)
MDn =mDnDn (2.58)
MDc =mDcDc (2.59)
MDh =mDhDh (2.60)
• Chlorophyll-a production
ρchl =
θmchlJQ
αchlθchl Iz
(2.61)
θchl =
CHL
CmwθPc :nP
(2.62)
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2.5.3 S-cycle Model terms
• S:N phytoplankton internal quota
θPs:n = θminPs:n +(θ
0
Ps:n
−θminPs:n)
min(Iz , I
∗)
I ∗
(2.63)
θ 0Ps:n = θ
max
Ps:n
− (θmaxPs:n −θ
min
Ps:n
)
Imax − I0
Imax − Imin
(2.64)
• Phytoplankton DMS exudation
EDMS = γsDMSPp (2.65)
γs = γmaxs
Iz
Imax
µP
µmaxP
(2.66)
• Phytoplankton DMSPd uptake
UPDMSPd =
DMSPd
A
αPF
A
P +
DMSPd
N
αPF
N
P (2.67)
• Bacterial DMSPd and DMS uptake
UDMSPd = µBθBs:c θBc :nB
DMSPd
kDMSPd +DMSPd
(2.68)
UDMS = µBθBs:c θBc :nαBB
DMS
kDMS +DMS
(2.69)
• Bacterial sulfur demand
U∗DMSPd = θBs:c θBc :nFB (2.70)
• Bacterial DMS production
if U∗DMSPd < UDMSPd (no S-limitation):
RDMS = α2(UDMSPd −U
∗
DMSPd) (2.71)
if U∗DMSPd ≥ UDMSPd (S-limitation):
RDMS = 0 (2.72)
• DMS photolysis
DMSphoto = kphotoDMS (2.73)
kphoto = k
max
photo
Iz
Imax
(2.74)
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• DMS emission to the atmosphere
DMSemiss = kemissDMS (2.75)
kemiss =
kv
24
100
∆z
(2.76)
kv = (0.24U
2+0.061U)(
Sc
600
)(−0.5) (2.77)
Sc = 2674−147.12(SST )+3.726(SST 2)−0.038(SST 3) (2.78)
• DMS yield
DMSyield =
DMSprod.
DMSPcons.
=
EDMS +RDMS+ fDMSPd
EDMS +UDMSPd +UPDMSPd + fDMSPd
(2.79)
2.5.4 Advection (sinking) and Diffusion terms
• Phytoplankton and Detritus sinking
S(Xi ) = |wi |
∂Xi
∂z (2.80)
for Xi = P , Dn, Dc , Dh and CHL.
• Turbulent diffusion
D(Xi ) =
∂
∂z (kz
∂Xi
∂z ) (2.81)
for Xi = P , Z , B, N , A, Ln, Lc , Sn, Sc , Dn, Dc , Dh, DIC , ALK , CHL, DMSPp, DMSPd and DMS .
2.5.5 Turbulent diffusion and temperature profiles
D∗ =
D∗max +D
∗
mine
r(D∗min−D
∗
max )
2(z∗−MLD∗)
H∗
1+ er(D
∗
min
−D∗max )
2(z∗−MLD∗)
H∗
(2.82)
where the symbol ’*’ denotes normalized variables (values between 0 and 1):
X ∗ = X/H (2.83)
Y ∗ = Y /Dmax (2.84)
for X = z, MLD, H , and Y = D, Dmin, Dmax . H is the model vertical domain (200m) and D can be
either diffusion (kz) or sea temperature (st).
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2.5.6 Numerical scheme for solving the 1D model
The general form of the model equations is:
∂Xi
∂ t = Ji −|wi |
∂Xi
∂z +
∂
∂z (kz
∂Xi
∂z ) = f (Xi ) (2.85)
Where Ji are the biological source/sink terms for each variable i as defined above, |wi |
∂Xi
∂z is the
vertical sinking (only applies to phytoplankton and detritus), and ∂∂z (kz
∂Xi
∂z ) is the vertical turbu-
lent diffusion. The numerical scheme is implemented using a finite difference approximation. At
each time step and for each vertical grid point j , all three terms are calculated independently
to obtain f (Xi ). The sinking term is calculated using a first-order upwind discretization:
∂X ji
∂z =
X
j−1
i −X
j
i
∆z
(2.86)
while the diffusion term is calculated using a second-order centered discretization:
∂
∂z (kz
∂Xi
∂z ) =
kz j+1/2(X j+1i −X
j
i )− kz
j−1/2(X ji −X
j−1
i )
(∆z)2
(2.87)
where kz j+1/2 ≡ kz(zj+j/2). Finally, for each vertical grid point we then advance the solution in
time from X ti to X
t+1
i using a forward Euler method [Press et al., 1992]:
X t+1i = X
t
i + f (X
t
i )∆t (2.88)
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Men are like wines:
ageing sours the bad ones
and improve the good ones.
(Marcus Tullius Cicero)
What controls cloud condensation nuclei (CCN)
seasonality in the Southern Ocean?
ABSTRACT
A three-year time series set (from January 2002 to December 2004) of monthly means of
satellite-derived chlorophyll (CHL) and cloud condensation nuclei (CCN), as well as model out-
puts of hydroxyl radical (OH), rainfall amount (RAIN) and wind speed (WIND) for the Southern
Ocean (SO, 40◦S - 60◦S) is analyzed in order to explain CCN seasonality. Chlorophyll is used as a
proxy for oceanic dimethylsulfide (DMS) emissions since both climatological aqueous DMS and
atmospheric methanesulfonate (MSA) concentrations are tightly coupled with chorophyll sea-
sonality over the Southern Ocean. OH is included as the main atmospheric oxidant of DMS to
produce CCN, and rainfall amount as the main loss factor for CCN through aerosol scavenging.
Wind speed is used as a proxy for sea salt (SS) particles production. The CCN concentration sea-
sonality is characterized by a clear pattern of higher values during austral-summer and lower
values during austral-winter. Linear and multiple regression analyses reveal high significant cor-
relations between CCN and the product of chlorophyll and OH (in phase) and rainfall amount
(in anti-phase). Also, CCN concentrations are anti-correlated with wind speed, which shows
very little variability and a slight wintertime increase, in agreement with the sea salt seasonality
reported in the literature. Finally, the fraction of the total aerosol optical depth contributed by
small particles (ETA) exhibits a seasonality with a 3.5 fold increase from austral-winter to austral-
summer. The biogenic contribution to CCN is estimated to vary between 35% (winter) and 80%
(summer). Sea salt particles, although contributing an important fraction of the CCN burden,
do not play a role in controlling CCN seasonality over the SO. These findings support the central
role of biogenic DMS emissions in controlling not only the number but also the variability of CCN
over the remote ocean.
S. M. Vallina, R. Simo´, & S. Gasso´ (2006)
Global Biogeochem. Cycles, 20, GB1014, doi:10.1029/2005GB002597
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3.1 Introduction
Since Charlson et al. suggested in 1987 that marine algae participate in climate regulation
through the production of the cloud precursor dimethylsulfide (the CLAW hypothesis, so called
after the authors’ initials), much experimental effort has been invested into seeking for links
between oceanic plankton and tropospheric aerosols. Many marine phytoplankton taxa pro-
duce intracellular dimethylsufoniopropionate (DMSP), the biochemical precursor of dimethyl-
sulfide (DMS), with important physiological functions [Stefels, 2000; Sunda et al., 2002]. DMSP
is partly converted to DMS by enzymatic cleavage with involvement of the whole planktonic
food web [Simo´, 2001].
In seawater, DMS undergoes bacterial consumption and photolysis, and a fraction of it is ven-
tilated from the oceans to the atmosphere following Henry’s law. The ventilation rate depends
not only on aqueous DMS concentration (DMSw) but also on seawater temperature and wind
speed [Liss and Mervilat , 1986]. Once in the atmosphere DMS undergoes a sequence of oxida-
tive reactions through interaction mainly with the hydroxyl radical (OH), giving rise to a range of
products. Among them, non-sea-salt sulfate (nss-SO4) and, to a lesser extent, methanesulfonate
(MSA) are of particular interest because of their potential role to form cloud condensation nu-
clei (CCN) [Cox , 1997]. MSA and SO4 particles are highly hygroscopic and mainly occur in the
submicron size fraction, ranging between 0.1 and 1 µm in diameter, which is also the optimal
size range for CCN [Ayers et al., 1997a, 1999; Andreae et al., 1999; Jourdain and Legrand, 2001].
DMS emission is, by far, the largest natural source of volatile sulfur to the atmosphere [Andreae
and Crutzen, 1997; Simo´, 2001]. Global emissions are estimated in the range of 16 to 24 TgS yr−1
[Kettle and Andreae, 2000;Chapman et al., 2002]. Even though this represents between 25 and
35% of the estimated anthropogenic sulfur emissions (65 TgS yr−1) [Benkovitz et al., 1996] DMS
accounts for essentially all nss-SO4 in vast regions of the remote oceans [Savoie and Prospero,
1989]. The Southern Ocean (SO) atmosphere is regarded as one of the most unpolluted over
the world [Buseck and Po´sfai, 1999], where the aerosol is expected to be minimally perturbed
by either anthropogenic or natural ontinental sources [Quinn et al., 1998; Andreae et al., 1999;
Ayers and Gillett , 2000; Gabric et al., 2001; Prospero et al., 2002]. The SO is, therefore, the most
appropriate region for testing the validity of the CLAW hypothesis, or at least some of their
central statements.
Several short- and long-term observational studies carried out at sites in the SO, from temperate
to Antarctic regions, have shown a strong coupling between DMS, its atmospheric oxidation
products, and CCN [Prospero et al., 1991; Ayers and Gras, 1991; Ayers et al., 1997a; Andreae
et al., 1999; Jourdain and Legrand, 2001]. By reviewing the large body of data collected at
Cape Grim, Ayers and Gillett [2000] confirmed the strong seasonal coupling between DMSa,
MSA and nss-SO4, and also reported direct evidence for the coupling between DMS, CCN
and cloud droplet numbers. Also, during the First Aerosol Characterization Experiment (ACE-
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1), Brechtel et al. [1998] found that an increase in the number of particles in the Aitken and
accumulation modes was associated with an air mass transported over warm DMS-rich waters.
These findings strongly suggest a central role of oceanic DMS as a precursor of CCN in the SO,
at least during the biologically productive season.
Because of the obvious geographic sparseness of atmospheric sampling stations, there is a
lack of studies on regional or global scales. Optical sensors on satellites (e.g. NASA’s SeaWiFS
and MODIS) offer the possibility of making quasi-synoptic, reliable and with high spatial reso-
lution simultaneous measurements of ocean and atmospheric variables at large scales. With
such new methodology and data, it is possible to investigate if the connection between ma-
rine microbiota, aerosols and clouds found in local studies also holds at the larger spatial and
temporal scales that are relevant for potential climate regulation.
A pioneering work on the use of satellite data for testing plankton-aerosol links has been done
byGabric et al. [2002] for a region of the SO south of Australia (from 40◦S to 53◦S and from 126◦S
to 148◦E). They found evidence for a coupling between CHL and total aerosol optical depth
(AOD) at multiple scales, from weekly to seasonal. However, they could not resolve whether this
coupling was mainly due to aerosol fertilization of productivity or biogenic effects on aerosol
production. Here we present a continuation of the work of Gabric et al. [2002] by going further
in several aspects: i) We focus on the whole Southern Ocean (40◦S - 60◦S). ii) We use a new
generation of algorithms for the derivation of CCN concentrations from the primary aerosol
products of MODIS. iii) Two other variables are taken into account as a-priori important factors
controlling the seasonality of CCN: the OH radical concentration in the marine boundary layer
and the rainfall amount; simple and multiple linear statistical models are applied in order to
test the effect of the inclusion of OH and rainfall estimates on the observed variance of CCN
numbers. iv) The seasonality of the fine mode aerosols is also discussed.
3.2 Data and Methodology
3.2.1 Characteristics of the Study Region: Productivity, DMS and Wind
The study region covers the whole SO, defined as the area comprised between 40◦S and 60◦S
(see Figure 3.1). The latitudinal range covers roughly 2 major water bodies: the Sub-Antarctic
Zone (SAZ) (40◦S-53◦S) and the Antarctic Zone (AZ) (53◦S-60◦S) [Curran and Jones, 2000]. We
purposely exclude from our study the potential effects of the sea-ice formation and melt; with
this aim, we omit latitudes south of 60◦S (the Seasonal Ice Zone or SIZ), a general limit for maxi-
mum Antarctic sea-ice coverage [Prospero et al., 1991; Rasmus et al., 2004]. The northern part
of the region is flanked by the Subtropical Front (about 40◦S), which is considered the upper
limit of the SO [Boyd, 2002]. In the southern part the Antarctic Polar Front (APF) is present (be-
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tween 45◦S - 60◦S) and characterized by upwelling eddies and higher phytoplankton biomass
in its southernmost edge [Moore et al., 1999].
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Fig. 3.1: Global map of seasonal correlations between climatological monthly aqueous DMS concentrations (from Kettle and
Andreae [2000]) and climatological monthly CHL concentrations (from SeaWiFS, means of years 2002 to 2004). The Southern
Ocean study region is the area comprised between the two black lines.
Over the year, most of the SO exhibits moderate CHL concentrations, generally less than 0.3-
0.4 mg m−3. Phytoplankton blooms that give rise to CHL concentrations higher than 1 mg m−3
are present in shelf waters, the vicinity of major fronts, and sea-ice retreat zones [Moore and
Abbott , 2000]. CHL peaks during the summer and is depressed in winter [Curran and Jones,
2000; Gabric et al., 2002]. This seasonality is believed to be driven by the depth of the mixed
layer (ML) [Rasmus et al., 2004], which varies frommaxima around 400 m in winter to less than 30
m in summer [de Boyer-Monte´gut et al., 2004]. In all seasons but summer, the deep mixed layer
depth (MLD) imposes a severe light limitation to phytoplankton growth (probably light-iron co-
limitation) [Boyd, 2002] even though macro-nutrient concentrations are amongst the highest of
the world’s oceans. During summer, phytoplankton is only limited by iron [Boyd, 2002].
There is compelling observational evidence that the seasonality of DMSP and DMSw concen-
trations, as well as DMS emission fluxes, follow the seasonality of phytoplankton in the SO [Turner
and Owens, 1995; Gabric et al., 1996; Ayers et al., 1995, 1997a; Kettle et al., 1999; Curran and
Jones, 2000; Ayers and Gillett , 2000; Simo´ and Dachs, 2002]. This is a distinct feature of the SO
with respect to subtropical regions and temperate regions of the Northern Hemisphere, where
maximum surface DMS concentrations occur associated with low CHL levels in highly irradiated,
shallow stratified waters during summer [Dacey et al., 1998; Simo´ and Pedros-Allio´, 1999a; Simo´
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and Dachs, 2002; Toole and Siegel, 2004]. Globally mapped, 7◦ x 7◦ running-window correla-
tions between monthly CHL (SeaWiFS, average of 2002-2004) and DMSw [Kettle and Andreae,
2000] climatologies show strong positive and almost homogeneously distributed correlations
over the SO region (Figure 3.1; significant correlations for |r | > 0.5). However, it is important to
point out that the DMSw climatology is based on a compilation of DMSw measurements and
they make use of an interpolation procedure to fill the large areas/seasons where no data are
available. Annual time series of atmospheric DMS and MSA concentrations at Cape Grim also
exhibit a pattern very similar to that of oceanic DMS and CHL [Ayers and Gillett , 2000]. The
Spearman correlation coefficient between monthly CHL (averaged for the SO over the period
2002-2004) and monthly MSA at Cape Grim (averaged over the period 1988-1996) is very high
(ρ = 0.97; p−val << 0.001). Since DMS cannot be remotely sensed from satellite, and in the ab-
sence of gridded, spatially comprehensive data on DMSw simultaneous to that of CCN, we use
satellite-derived CHL data, which offer such a coverage, as a proxy for DMSw. We, hereby, pre-
sume that any trends CHL might show in our analyses will be representative of those of DMSw.
The SO experiences the highest wind speeds of the globe with a persistent wind field and rich
storm activity [Yuan, 2004]. Winds flow eastward most of the time for most of the region (the
’roaring forties’), with the meridional component (mainly southward) being much weaker than
the zonal component [Gille, 2005]. Interestingly, the wind stress at 55◦S shows little seasonal
variability in contrast to other regions of the globe [Gille, 2005]. On a regional average, wind
speed seasonal amplitude is less than± 10% of the annual mean (10.5 m s−1; see Figure 3.2h). In
consequence, the variability of the DMS emission flux (the source of atmospheric DMS) is driven
mainly by the variability of DMSw concentrations. That is, we are using CHL as a proxy for DMS
emissions.
3.2.2 Data Sets: Sources and Justification
The Sea-viewingWide Field-of-view Sensor (SeaWiFS) flies on the OrbView-2 (formerly ”SeaStar”)
platform and it measures radiances in 8 spectral bands (from 0.40 to 0.88 µm). SeaWiFS esti-
mates the ocean surface CHL concentration (mgm−3) based on the ratio between reflectance
in 2 visible channels (0.49 µm for blue and 0.55 µm for green) [Yang and Gordon, 1997]. Higher
reflectance in the green channel corresponds to waters with higher CHL concentrations. The
MODerate resolution Imaging Spectro-radiometer (MODIS), on board the Earth Observing Sys-
tem (EOS), currently has two detector in orbit (in the satellites Terra and Aqua). Both have
daily global coverage with a morning and afternoon pass respectively. In this study, we used
data measured by MODIS-Terra. MODIS acquires data globally at 36 spectral bands (from 0.4
to 14.5 µm). Several primary aerosol parameters are retrieved from MODIS daytime data over
the ocean, including the fine mode fraction or ETA parameter [Remer et al., 2005]. ETA (being
between 0 and 1) is defined as the ratio of the AOD contributed by the small mode particles
(or accumulation mode) to the total AOD (AODsmall/AODtotal ) and can thus be viewed as a
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measure of the percentage of fine particles that contribute to the total aerosol burden. In
this study we make use of the ETA parameter to infer the seasonality of the dominant aerosol
types in the SO. Sea salt (SS) and dust mainly occur in the coarse mode particles while nss-SO4
and carbonaceous aerosols occur in the accumulation mode. Because the lack of constant
anthropogenic sources and minimal dust activity in the SO, SS and nss-SO4 aerosols are the
dominant aerosol types. Thus the seasonality of the ETA parameter allows us to infer the relative
contribution of SS and nss-SO4 particles for each season. We would like to note that MODIS
also provide CHL estimates but it lacks the SeaWiFS capability to tilt away to avoid sunglint (the
specular reflection of sunlight from the sea surface). Then SeaWiFS CHL retrievals are of higher
accuracy. Either the SeaWiFS CHL data (9km x 9km resolution) and the MODIS aerosol data (1◦ x
1◦ resolution) used are available from NASA’s Goddard Space Flight Center (GSFC) Distributed
Active Archive Centers (DAAC).
From the primary parameters retrieved by MODIS, it is possible to derive secondary products
such as column-integrated CCN numbers (in units of partic cm−2) [Tanre´ et al., 1999; Gasso´
and Hegg, 2003]. In the present work, CCN concentrations are obtained with the derivation
method described in Gasso´ and Hegg [2003]. The method derives the maximum number of
particles in the accumulation mode and provides an upper end estimate of the concentration
of particles that may act as CCN at ≈0.2% supersaturation. The method allows for the adjust-
ment of coefficients according to the type of aerosols that are present. Since we are focusing
on the SO, the CCN algorithm coefficients (the aerosol refraction index and the aerosol den-
sity) were adjusted to be representative of the main aerosol types present in this marine remote
region: SS, nss-SO4 and MSA.
In order to compare the obtained column-integrated values (partic cm−2) to in-situ measure-
ments of CCN concentrations (partic cm−3) we assume that most of the CCN occur in the
marine boundary layer (MBL) [Gasso´ and Hegg, 2003]. The height of the MBL varies with sea-
sons (typically 600 m in winter and 1400 m in summer). We obtain CCN concentrations of 157
partic cm−3 in winter and 266 partic cm−3 in summer, which are about a factor of 2.8 higher
than Cape Grim measurements of CCN at 0.23% supersaturation (55 partic cm−3 in winter and
95 partic cm−3 in summer [Ayers and Gras, 1991]). In contrast, the seasonal variability is well
captured: the summer-maximum to winter-minimum ratio is about 1.7 for both satellite-derived
and in-situmeasured CCN concentrations. Similar overestimates are obtained using annual av-
erages of CCN and an average MBL of 1000 m (225 partic cm−3 from MODIS against 75 partic
cm−3 at Cape Grim). However, the general assumption that most of the CCN particles occur
in the MBL does not seem to hold always over the SO. Summer vertical distributions of CCN
obtained by Hudson et al. [1998] between 40◦S-55◦S and 135◦S-160◦S showed that CCN are
present up to 400 mb (roughly about 7000 m). This could explain the high column-integrated
values of CCN retrieved from the satellite and the apparent overestimation of the calculated
concentrations based on an air column of only 1000 m. With an air column of 7000 m, satellite
CCN concentrations would be ca. 53 partic cm−3 in summer, which is lower than those mea-
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sured at Cape Grim but within the range of those measured by Hudson et al. [1998] during the
flights.
Global and regional OH concentrations in the MBL are outputs of the GEOS-CHEM model run
by the Atmospheric Chemistry Modeling Group at Harvard University [Fiore et al., 2003]. GEOS-
CHEM simulates atmospheric composition using assimilated meteorological observations from
the Goddard Earth Observing System (GEOS) of the NASA Global Modeling and Assimilation
Office. Including OH variability when seeking for a causal relationship between DMS and CCN
seems necessary since OH is the main oxidizer of atmospheric DMS to produce CCN. Not taking
in account its contribution would artificially increase the DMS weight in the statistical analysis
of the CCN seasonality because OH experiences a strong reduction during the darker win-
ter months. Surface wind speed (WIND) and rainfall amount (RAIN) were obtained from the
NCEP/NCAR Reanalysis data provided by the NOAA-CIRES Climate Diagnostics Center. The
NCEP/NCAR Reanalysis project uses a state-of-the-art analysis/forecast system to perform data
assimilation using contemporary data. We used monthly maps of both variables at a 2.5◦ x 2.5◦
resolution. Both WIND (m s−1) and RAIN (mm d−1, also referred to as ”precipitation rate” by
NCEP) are model outputs. WIND is better constrained by contemporary data obtained from
the SSM/I sensor (DMSP, NOAA). On the other hand, there are no real rainfall observations di-
rectly constraining the variable RAIN, so that it is derived solely from the model fields forced by
the real atmospheric assimilated data [Kistler et al., 2001].
The variables CHL, CCN, ETA, WIND, and RAIN are level 3 monthly composites for the period
between January 2002 and December 2004. The multi-year time series is meant to capture
the inter-annual variability. Monthly OH distributions, however, were available only for 2001. We
assume that the OH inter-annual variability is low and then we have repeated three times the
modeled OH annual cycle to obtain 3 years. We then calculate the mean value of each vari-
able for each month over the whole SO area covered (36 data points). With this averaging
procedure, the spatial distribution of the variables is not taken into account, with the assump-
tion that they are rather homogeneously distributed. This is certainly not true for CHL, but it is
closer to reality for OH and CCN due to the strong eastward wind conditions. Due to the faster
motion of air masses than oceanic currents (and not necessarily coincident directions) any
potential effect of oceanic CHL on atmospheric CCN can only be observed at spatial scales
much larger than local. The choice of the monthly time frame pursues to focus on the seasonal
patterns and to reduce from the statistical analysis the effect of potential time lags existing be-
tween aerosol-precursor (mainly DMS) production by the marine biota (CHL) and the formation
of CCN by atmospheric oxidation of this precursor.
Since the development of a phytoplankton bloom to the rise of aqueous DMS concentrations
the time lag can range from hours to days, mainly driven by algal physiological stress, cell mor-
tality, viral activity and zooplankton grazing. During the SOIREE mission, for instance, an increase
in primary production was induced by adding iron to the surface waters [Boyd et al., 2000]. A
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significant increase in DMS concentrations was observed 5 days after the rise in Prymnesiophyte
abundances and 2 days after the bulk CHL rise, coinciding with the response of zooplankton
grazers. There is strong evidence for direct DMS exudation from phytoplankton when cells are
under stressing conditions of high UV exposure and iron limitation [Sunda et al., 2002] such as
those encountered in the surface SO during summer. In this case there would not exist a lag be-
tween CHL and DMS. On top of that, we should add the time needed for DMS to be ventilated
to the atmosphere, oxidized to SO2 and subsequently to nss-SO4 (gas-to-particle conversion)
[Fitzgerald, 1991]. Ventilation is rapid due to the high wind speeds, and the summer DMSa life-
time in our study region is estimated to be 12-24h [Bates et al., 1998; Mari et al., 1998] although
in winter it is in the order of a week [Gabric et al., 1996]. Lifetime of SO2 is normally less than 1
day [Shon et al., 2001].
Taking it all together, we estimate that any time lag between CHL and CCN concentrations
through DMS should be seasonally variable but in the range of few days in summer to two
weeks in winter at the most. Therefore, using a time resolution of one month (monthly means)
we should be able to capture most of the CHL−CCN cycle, at least in the productive season.
To explore the importance of a potential lag between CHL and CCN, we repeat the statistical
analysis after applying a lag of half a month to (only) the atmospheric variables: y∗ = (yi +
yi+1)/2 (where i = 1,...,36 are months, yi is the value of either OH, CCN or RAIN for the month i ,
and y∗ is the lagged value).
Rainfall acts as an aerosol scavenger either by in-cloud scavenging as well as by below-cloud
washout. Therefore, the two main loss factors influencing CCN concentrations are the nucle-
ation process, which changes the status of a particle from CCN to cloud droplet, thus reducing
the number of available CCN, and the washout of CCN by raindrops. Although in the SO these
two processes seem to co-vary (the density of liquid water droplets in the atmosphere displays
the same seasonality as the rainfall amount estimates; results not shown), in the present study
we focus on the second factor only (below-cloud washout). Nguyen et al. [1992] found co-
variation between wet deposition rates of MSA and nss-SO4 at Amsterdam Island (38
◦S, 77◦E),
a place not far from the northern edge of our study region and characterized by a similar DMS
seasonality [Putaud et al., 1992]. Therefore, in the case of using MSA as a proxy for atmospheric
DMS there is no need to introduce rainfall as an extra process because rain effects are already
taken into account by the variables (MSA and CCN) themselves. Rather, when using a proxy
for atmospheric DMS that does not undergo rain scavenging, like CHL or even DMSw, it is nec-
essary to introduce the rain effects on CCN in the regression model if we seek to explain the
CCN seasonality. We would like also to note that not only does the rainfall influence CCN con-
centration, but it is also influenced by the number of CCN available during cloud formation
[Albrecht , 1989]. In the presence of high numbers of CCN, due to the competition for water,
the cloud droplets do not grow to larger sizes. Small cloud droplet sizes prevent rainfall and
increase cloud lifetime [Rosenfeld, 2000; Matsui et al., 2004; Givati and Rosenfeld, 2004].
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3.2.3 Statistical Analyses
The monthly average time series for CHL, OH, CCN, RAIN andWIND are used to obtain statistical
relationships between variables. First, for each independent variable (CHL, CHL*OH, RAIN and
WIND), a simple linear regression against the dependent variable (CCN) is applied. Then, a
multilinear regression model that relates CCN to CHL*OH and RAIN is developed. The r2 deter-
mination coefficient is used as a measure of the degree of adjustment of the statistical models.
The first equation of the multilinear model is based on the assumption that CHL is a proxy for
DMS emissions and that DMSa is oxidized to CCN by the OH radical. Assuming that this effect is
homogeneously distributed over the entire SO we have:
CCN = b ∗ (CHL∗OH) (3.1)
Then, rainfall acts as a sink for CCN but its effect is not distributed homogeneously: local rains
affect only local CCN concentrations. We thus can consider that, in a given month, only a
fraction (Srain) of the total area (Stot) is under the RAIN scavenging effect, with the rest of the
area being free of rainfall (Sfree). We also assume that CCN form a ’non-porous layer’; that is,
if rainfall occurs, all CCN within the rainy region disappear. This implies that in the Srain area no
CCN are present and the satellite is able to see only the CCN in the Sfree area (CCNsat). The
second equation is therefore:
CCNsat =
Sfree
Sfree+Srain
∗CCN =
=
Sfree
Stot
∗CCN (3.2)
which in combination with eq(3.1) becomes:
CCNsat =
Sfree
Stot
∗b ∗ (CHL∗OH) (3.3)
The area fraction free of the rain scavenging effect ( Sfree
Stot
) is assumed to be a function of RAIN
values: higher rainfall amount implies larger Srain areas. We call this area fraction K (rain). There
exists a RAINmax for which the whole area (Stot) is experiencing rain scavenging (i.e. Sfree =0;
K (rain) =0). K (rain) varies between 0 and 1 and can be expressed as a function of the rainfall
amount as follows:
K (rain) = γ ∗ (RAINmax −RAINi) (3.4)
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where RAINi is the rainfall amount and γ is a constant. Then, we can rewrite eq(3.3) as:
CCNsat = K (rain)∗b ∗ (CHL∗OH) =
= γ ∗ (RAINmax −RAINi)∗b ∗ (CHL∗OH) =
= (γ ∗b ∗RAINmax − γ ∗b ∗RAINi)∗ (CHL∗OH)
(3.5)
Regrouping constant terms:
b1 = γ ∗b ∗RAINmax (3.6)
and
b2 = γ ∗b (3.7)
we obtain:
CCNsat = (b1−b2 ∗RAINi)∗ (CHL∗OH) =
= b1 ∗ (CHL∗OH)−b2∗RAINi ∗ (CHL∗OH) (3.8)
Not all CCNsat must be related to CHL∗OH (i.e. produced exclusively from DMS oxidation). Sev-
eral authors have found a background level of CCN even when atmosphericMSA (an exclusive
product of DMS oxidation) is almost 0, suggesting sources for CCN other than DMS, possibly SS
[Ayers and Gras, 1991; Andreae et al., 1999]. To account for this background level, we need to
add an intercept parameter to the above model, which leads to the final equation:
CCNsat = a+b1 ∗ (CHL∗OH)−
−b2 ∗RAINi ∗ (CHL∗OH) (3.9)
Parameters a, b1 and b2 are obtained by a mean square fitting procedure. Conceptually, we
can see the second and third terms on the right side of eq(3.9) as ’source’ and ’sink’ terms for
CCN, respectively. The former represents the atmospheric oxidative interaction between DMS
and OH radical to produce CCN; the second represents the interaction between the potential
stock of CCN from DMS oxidation (using CHL*OH as a proxy) and RAIN. The source term is similar
to the growth term in ecological models, where a biomass increase is the result of the interac-
tion between the actual biomass stock and nutrient concentration, times a specific growth
rate; in the same way, the loss is similar to the predation term, where prey loss is represented by
the product of prey biomass and the predation rate.
This kind of model is called ’effective’ models, as they are based on average data. The sum
of complex non-linear processes (such as the production, emission and oxidation of biogenic
DMS, or the interaction of rainfall and aerosols) is taken as a whole where individual processes
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are masked and the average behavior is emphasized. Our effective model is then a first order
description of the average behavior of the processes; a more complete characterization of
the dynamics of the system should be obtained through the use of time dependent differential
equations.
3.3 Results and Discussion
3.3.1 Linear Regressions
The 2002-2004 time series of CHL, CHL*OH, RAIN and WIND plotted against CCN, as well as
their corresponding regression analyses, are shown in Figure 3.2. CHL and CCN display a strong
seasonal coupling (Figure 3.2a), although in fall and early winter CHL decrease rates (slopes
of the time series curves) are less pronounced than those of CCN. The Spearman correlation
coefficient obtained between both variables is high (ρ = 0.88, p− val << 0.001) and equal to
that obtained by Gabric et al. [2002] between climatological CHL and AOD (1997-2000) for a
region of the SO south of Australia (from 40◦S to 53◦S and from 126◦S to 148◦E). The regression
analysis also give a similar determination coefficient (r2 = 0.82) to that obtained by Ayers et al.
[1997a] between climatological monthly mean atmospheric DMS and CCN (r2 = 0.84).
The linear regression gives a negative intercept value (-19.52*106 partic cm−2; see Figure 3.2b).
This fact is not in agreement with the observations at CapeGrim, where a background level not
related to DMS production but most probably to SS was found at about 30-40 CCN cm−3 [Ayers
and Gras, 1991; Ayers et al., 1997a; Andreae et al., 1999]. Also, the slope of the CCN vs. CHL
regression analysis using the normalized data (values divided by its annual mean) is 1.87 (see
the equation in brackets in Figure 3.2b), i.e. more than three times higher than the normalized
slope obtained by Ayers et al. [1997a] for CCN vs. DMSa (0.52). A reason for this discrepancy
is that CHL exhibits lower seasonal amplitude than DMSw and DMSa. A second reason would
be the higher seasonal amplitude of our derived CCN compared to those measured at Cape
Grim. The summer maximum to winter minimum ratio for CHL is 1.75. Based on the Kettle and
Andreae [2000] DMSw database, the summer maximum to winter minimum ratio for DMSw over
the whole SO is about 5, similar to that of DMSa at Cape Grim [Ayers et al., 1995] and three
times that of CHL. This reflects the differential behavior of CHL and DMS over the annual cycle:
they both peak in summer but there is a higher net production of DMS per unit of CHL with
respect to wintertime, probably because of the concurrence of phytoplankton succession to
higher DMSP producers and plankton physiological stress due to shallow mixing, iron deficiency
and high UV exposure [Simo´ and Pedros-Allio´, 1999a; Simo´ and Dachs, 2002; Sunda et al., 2002].
The MSA seasonal amplitude is even higher than that of the DMSa (the MSA summer maximum
to winter minimum ratio is about 10 [Andreae et al., 1999]). This can be regarded as an indica-
3.3 Results and Discussion 75
Dec Mar Jun Sep Dec Mar Jun Sep Dec Mar Jun Sep Dec
−4
−2
0
2
4
Time (months)
CH
L 
& 
CC
N 
(st
an
da
riz
ed
)
ρ (Spearman) = 0.88
a)
CHL
CCN
0 0.1 0.2 0.3 0.4 0.5
0
20
40
60
CCN = −19.52 + 148.48*CHL
(n = 36,           r2 = 0.82)
[CCN = −0.87 + 1.87*CHL]
CC
N 
(10
6  
pa
rti
c 
cm
−
2 )
CHL (mg m−3)
b)
Dec Mar Jun Sep Dec Mar Jun Sep Dec Mar Jun Sep Dec
−4
−2
0
2
4
Time (months)
CH
L*
O
H 
& 
CC
N 
(st
an
da
riz
ed
)
ρ (Spearman) = 0.94
c)
CHL*OH
CCN
0 0.1 0.2 0.3 0.4 0.5
0
20
40
60
CCN = 3.42 + 85.13*CHL*OH
(n = 36,           r2 = 0.89)
[CCN = 0.15 + 0.85*CHL*OH]
CC
N 
(10
6  
pa
rti
c 
cm
−
2 )
CHL*OH (mg m−3 molec cm−3)
d)
Dec Mar Jun Sep Dec Mar Jun Sep Dec Mar Jun Sep Dec
−4
−2
0
2
4
Time (months)
R
AI
N
 &
 C
CN
 (s
tan
da
riz
ed
)
ρ (Spearman) = −0.89
e)
RAIN
CCN
2 2.5 3 3.5
0
20
40
60
CCN = 101.54 − 30.11*RAIN
(n = 36,           r2 = 0.77)
[CCN = 4.52 − 3.52*RAIN]
RAIN (mm day−1)
CC
N 
(10
6  
pa
rti
c 
cm
−
2 )
f)
Dec Mar Jun Sep Dec Mar Jun Sep Dec Mar Jun Sep Dec
−4
−2
0
2
4
Time (months)
W
IN
D
 &
 C
CN
 (s
tan
da
riz
ed
)
ρ (Spearman) = −0.78
g)
WIND
CCN
9.5 10 10.5 11 11.5
0
20
40
60
CCN = 207.83 − 17.61*WIND
(n = 36,           r2 = 0.64)
[CCN = 9.25 − 8.25*WIND]
WIND (m s−1)
CC
N 
(10
6  
pa
rti
c 
cm
−
2 )
h)
Fig. 3.2: Seasonal evolution (years 2002 to 2004) and the associated Spearman correlation coefficient of CCN against: a)
chlorophyll, c) chlorophyll*hydroxyl radical e) rainfall amount, and g) wind speed (variables are presented in standardized
form, i.e. subtracted the mean and divided by the standard deviation). Regression analyses of CCN against: b) chlorophyll,
d) chlorophyll*hydroxyl radical f) rainfall amount, and h) wind speed. CCN values are derived from MODIS according to Gasso´
and Hegg [2003]. Chlorophyll concentrations are obtained from SeaWiFS. Hydroxyl radical concentrations are outputs of the
GEOS-CHEM model provided by the Atmospheric Chemistry Modeling Group at Harvard University [Fiore et al., 2003]. Rainfall
amount and wind speeds are obtained from the NCEP/NCAR Reanalysis Project. Note the little seasonal variability of the wind
speed (less than ±10% of the annual mean). Equations in brackets represent the linear regressions applied to normalized data
sets by dividing the individual monthly values by the annual mean.
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tion that some key player(s) is (are) not represented in this correlation analysis. Most likely can-
didates are the main DMSa oxidant, the OH radical, which is depressed in winter [Spivakovsky
et al., 2000] and the main MSA loss factor, rainfall scavenging, which is enhanced in winter.
Since both MSA and CCN production from DMS oxidation depend on OH concentration, the
correct regression analysis should relate CCN to DMS*OH. This would increase the seasonal am-
plitude of the independent variable (DMS*OH) and then reduce even more the (normalized)
slope. In this regard, the inclusion of the OH radical in our analysis results in a significantly bet-
ter agreement between CCN and CHL*OH (ρ = 0.94, p− val << 0.001; see Figure 3.2c). At the
same time we obtain a positive intercept value (3.42*106 partic cm−2) and a (normalized) slope
of 0.85 (Figure 3.2d). We can appreciate how the time series of CHL, CHL*OH and CCN agree
in the inter-annual variability of their annual amplitudes, which increased slightly from Jan 2002
to Dec 2004 (see Figures 3.2a and 3.2c; CCN retrievals for Jan 2004 need to be taken with some
caution because January 2004 was undersampled).
The monthly mean rainfall amount estimates used in the present study display the same sea-
sonal pattern as the measured rainfall amounts at Cape Grim, with highest values during winter
months (wet season) and minima in summer (dry season) [Ayers and Ivey, 1990]. The time series
of CCN and RAIN show a clear anti-phase trend (ρ = -0.89, p− val << 0.001; see Figure 3.2e)
that is also appreciated in the regression analysis (Figure 3.2f). However, RAIN displays also lower
seasonal amplitude (winter maximum to summer minimum ratio of 1.3) than CCN (ratio of 4; see
Figure 3.2f). Thus, RAIN alone can not be responsible for the CCN seasonality. It is probably the
combination of the influences of CHL*OH and RAIN what dictates CCN seasonal evolution.
3.3.2 Multilinear Regression
While simple linear regression shows a strong coupling between CHL*OH and CCN as well as
RAIN and CCN, we also made use of a more advanced multilinear regression model to de-
scribe CCN as a function of CHL, OH and RAIN. Multilinear regression allows the reconciliation
of the opposite signs of the CHL*OH−CCN relationship (positive) and RAIN−CCN (negative).
The model introduces RAIN as a loss process that interacts with the potential production of
CCN from CHL through DMS oxidation by OH (see section 3.2).
The regression plane obtained with the multilinear regression model is plotted in Figure 3.3a
along with the regression equation. Figures 3.3b and 3.3c display the distances of the data
points to the plane for the ’(CHL∗CHL)’ and ’RAIN ∗ (CHL∗OH)’ variables respectively. This anal-
ysis shows how CCN rise as CHL*OH increases, and decrease as RAIN goes up (Figures 3.3a,
3.3b and 3.3c). The determination coefficient is very high (r2 = r2adj = 0.9; where r
2
adj refers to
the ’adjusted determination coefficient’ which imposes a penalty for each additional inde-
pendent variable added to explain the dependent variable CCN [Ohtani, 2000]). Thus, 90% of
the variance in CCN numbers is explained with this multilinear regression model.
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Looking at model parameters (see equation in Figure 3.3a) we can obtain some additional in-
formation. The intercept value is 6.34*106 partic cm−2, i.e. twice that obtained with the linear
model CCN vs. CHL*OH. As expected, both slopes (b1 and b2) are positive (148.06 and 30.74).
This is an a-posteriori validation of the model: the conceptual model is not in contradiction with
the data. This could seem obvious, but the way we have introduced the effect of rainfall did
not necessarily have to be correct and in agreement with the observations. The fact that b1 is
greater than b2 implies that the rainfall amounts present in the SO are well below the theoret-
ical maximum rainfall amount (RAINmax) for which all CCN should be cleared out everywhere
(Sfree = 0, see section 3.2). We can easily check this by dividing b1 by b2, as this fraction will give
us the RAINmax (see eq(3.6) and eq(3.7)). The RAINmax obtained is 4.82 mm d
−1, a value never
achieved within the rainfall amount time series (Figure 3.2f). In nature, however, the RAINmax
that corresponds to a satellite retrieval of zero CCN would be much higher or even infinite. We
are able to obtain a RAINmax because we have assumed a linear behavior for the K (rain) (see
eq(3.4) in poin 3.2.3) whereas it is probably asymptotic. Nonetheless, within the range of rain-
fall amounts we are dealing with, such a linear approximation seems to be valid. The relative
weights of the production variable ’(CHL∗OH)’ and the sink variable ’RAIN ∗ (CHL∗OH)’ in de-
termining the variability of CCN numbers can be obtained from the standardized slope values
of the production and sink terms (b1s = 1.64 and b2s = 0.71, respectively). The fact that b1s is
more than twice b2s indicates that the production is more important than the loss to explain
the seasonal CCN pattern.
3.3.3 Lagged correlations
Correlations lagging by half a month the atmospheric variables (see section 3.2) result in a
slightly reduction of the level of association between the CHL*OH, RAIN and CCN. The determi-
nation coefficient of the linear model CCN vs. CHL*OH is now r2 = 0.83 and the determination
coefficient obtained with the multinear model becomes r2 = 0.86. This may indicate that the
processes of DMS production, emission and oxidation to CCN are very rapid in the SO, at least
during the productive season. However, we have applied a t-test to the correlation coefficients
of the linear model obtained with and without the lag and the differences are not statistically
significant (p− val << 0.001).
3.3.4 Potential non-biogenic sources of CCN
As pointed out byGabric et al. [2002], a major problem associated with monthly series analyses
is the possibility of illusory correlations due to an independent seasonal variation of the studied
variables. In order to assess whether this can lead to misinterpretation of our results, we need
to look at all the factors that could play a controlling role in CHL, OH and CCN seasonality. As
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Fig. 3.3: a) Regression plane obtained for the multilinear regression model that describes CCN column-integrated concentra-
tions (units of 106 partic cm−2) as a function of atmospheric DMS oxidation (using ’chlorophyll*hidroxyl radical’ as a proxy) and
rainfall washout, for 36 months between Jan 2002 and Dec 2004; b) and c) show two different points of view of the regression
plane.
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we have already noted, CHL seasonality in the SO is mainly governed by light. Solar radiation
controls CHL evolution both directly and indirectly. The direct control is due to the higher and
longer exposure to photosynthetic active radiation (PAR) during summer. The indirect effect is
through the reduction of the MLD: heating of the surface ocean provokes a shoaling of the
pycnocline at the same time that PAR is higher, which results in maximum CHL concentrations
during summer. In this period only iron seems to be a limiting factor. OH is also driven by solar
radiation, in this case by the UV radiation. Regarding the seasonality of aerosols (CCN among
them), several are the potential controlling factors: i) DMS oxidation; ii) SS concentrations; iii)
input of continental aerosols (natural or anthropogenic); iv) rainfall.
The day time oxidation of DMS to give nss-SO4 aerosols is mediated by OH radicals. As previ-
ously mentioned, OH seasonality is coincident with DMS seasonality in the SO. Therefore, sum-
mer months would be characterized by both higher DMS emission and better efficiency in the
oxidation of DMS into CCN components. In this regard, the mechanistic link proposed between
DMS oxidation and nss-SO4 aerosols has proved to be robust in the SO [Andreae et al., 1999;
Jourdain and Legrand, 2001]. A good example is the work of Ayers et al. [1991] with a 17-
months data series, where a strong association between DMS, MSA and nss-SO4 in both signal
amplitude and interannual timing of the peaks can be appreciated. However, it is important to
note that although good seasonal associations have also been found between DMS oxidation
products and CCN in the SO [Ayers and Gras, 1991; Ayers et al., 1995, 1997a; Andreae et al.,
1999], a mechanistic link has not been completely confirmed because the relative contribution
of nss-SO4 to the composition of CCN is still object of discussion [O’Dowd et al., 1997; Murphy
et al., 1998]. Variable amounts of nss-SO4 can be internally mixed with SS [O’Dowd et al., 1997,
1999; Alexander et al., 2005] bringing up more efficient CCN [Murphy et al., 1998] and small SS
can compete with nss-SO4 for the accumulation mode [O’Dowd et al., 1997;Ghan et al., 1998].
SS aerosol mass concentrations are high in the SO [Murphy et al., 1998; Quinn et al., 1998].
However, their contribution to the numbers of small aerosols is low. After a cruise across the
Pacific Ocean that also traversed the SO, McInnes et al. [1997] reported that SS aerosols be-
tween 0.1 and 1 µm represented only 4-7% of the total number of particles in this range, but
86-100% of supermicron particles with a mean diameter of 1.5 µm. SS aerosol is formed by me-
chanical interaction of wind with the sea surface, particularly through bursting of air bubbles
during whitecap formation and wave breaking. Thus, SS production can be qualitatively esti-
mated from wind speed, even though the correlation between SS and wind speed in the SO
is not as high as should be expected [Andreae et al., 1999]. As illustrated by Figure 3.2h, WIND
shows little seasonal variability (values within the narrow range of 9.5-11.5 m s−1), in agreement
with what has been reported by Gille [2005]. This contrasts with the high seasonal amplitude
of CCN. Moreover, WIND seasonality is characterized by a slight increase in winter [Ayers et al.,
1999; Andreae et al., 1999] when CCN are at their annual minimum (Figure 3.2g). All these facts
are consistent with the low seasonal variability of SS reported for the SO with a slight maximum
in winter [Wangenbach et al., 1998; Ayers et al., 1999; Andreae et al., 1999; Gong et al., 1997,
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2002; Grini et al., 2002; Easter et al., 2004]. Our results suggest that SS aerosol production is not
responsible for the observed CCN seasonality, in agreement with the observations made at
Cape Grim by Andreae et al. [1999], who found that CCN and SS were not correlated. It could
be argued that, if SS aerosol production in the SO is rather constant throughout the year, we
might expect SS aerosols follow the seasonality of the rainfall amount and be depressed during
the wet season, just like CCN. The reason for this not happening is that SS aerosol production
by wind friction is a very rapid process [Andreas, 1998; Smirnov et al., 2003], and the cold fronts
responsible for increases in rainfall are generally associated with local wind storms that cause
higher SS production. Then the replacement of the SS washed out by rain would occur almost
instantaneously, and the rain effect would not become apparent on a monthly basis. Such a
hypothesis is in agreement with the modeling work of [Grini et al., 2002], who showed higher
wintertime SS wet deposition co-occurring with higher SS production, with a net result of slightly
higher SS concentrations.
Another potential source of CCN is continental aerosols (the fine mode of dust, organic carbon
in smoke and anthropogenic nss-SO4). The SO is scarcely impacted by continental aerosols
[Husar et al., 1997; Kaufman et al., 2002; Higurashi et al., 2000]. Anthropogenic sources of nss-
SO4 are mainly located in the Northern Hemisphere [Bates et al., 1992], being the SO relatively
free of such emissions [Gabric et al., 2001]. Even though a fraction of oceanic aerosols during
ACE-1 contained soot [Buseck and Po´sfai, 1999], very little soot was found by McInnes et al.
[1997] during a ship transect from 67◦S to 48◦N over the Pacific Ocean, where SO4 was the
dominant aerosol component. Dust fluxes to the SO are also amongst the weakest of the
world’s oceans [Jickells et al., 2005]. Gao et al. [2001] pointed out that the SO has extremely
low atmospheric concentrations of iron, reflecting little influence by dust transport throughout
the year. Nonetheless, dust storm activity in south west Australia is higher in summer [McTainsh
et al., 1998; Gabric et al., 2002]. In this period, the monthly average dust storm frequency is in
the range of 0.60 - 0.12, i.e. 2 to 4 dust storms permonth. Such a low activity would be smoothed
out in the monthly means of satellite CCN retrieval. Herman et al. [1997] analyzed satellite data
from the Total Ozone Mapping Spectrometer (TOMS, NASA) and did not found detectable
amounts of UV absorbing aerosols (e.g. dust, soot, smoke) over the SO in anymonth of the year.
With respect to black carbon aerosols (soot and smoke), the closest sources (South America
and South Africa) have their higher emissions roughly from June to September (austral-winter)
[Herman et al., 1997; Kaufman et al., 2002]. Similarly, carbon monoxide seasonality in the SO
peaks in September-October and is at its minimum during January-February [Spivakovsky et al.,
2000] coinciding with a summer minimum in biomass burning activity [Duncan et al., 2003].
Thus, the potential contribution of organic carbon to the CCN burden, if any, should occur only
in late winter - early spring.
3.3 Results and Discussion 81
3.3.5 Fine Mode Aerosols
Further indication of the seasonal decoupling between CCN and SS particles or dust, and sup-
port for a biogenic origin of the former, can be obtained from the study of the MODIS pri-
mary parameter ETA (the fraction of AOD accounted for by the accumulation mode, see point
3.2.2). As previously stated, SS and dust are mainly composed of coarse particles while nss-SO4
belongs to the accumulation mode. Although MSA can be present in the accumulation and
coarse modes (Bates et al. [1998] reported that during ACE-1 MSA mass was almost evenly
distributed in both modes), its mass contribution to the aerosol burden is much lower than nss-
SO4 [Bates et al., 1998; Jourdain and Legrand, 2001]. If DMS oxidation were a major source
of aerosols during summer months, the ETA parameter would be highly influenced by nss-SO4
seasonality and then it should be higher in summer. On the contrary, a summer increase of SS or
dust would be reflected as a decrease of the ETA parameter. Figure 3.4 shows the time evolu-
tion of ETA. It displays a marked seasonality where the contribution of the small mode particles
to the total AOD increases by a factor of 3.5 in summer with respect to winter (from 13% to 45%).
Therefore, although the absolute contribution of the small aerosols to the total aerosol burden
is relatively low (an annual average of 30%) due to the presence of high (and almost constant)
amounts of SS aerosols [Andreae et al., 1999], the seasonality of the small mode aerosols is
mostly driven by the biological oceanic source.
The aforementioned facts can be used to estimate the biogenic contribution to CCN numbers.
If the total aerosol burden in the SO is assumed to be composed mainly of nss-SO4, SS and (to
a lesser extent) MSA [Quinn et al., 1998], CCN would be contributed mainly by nss-SO4, SSsmall
and MSAsmall . Then, CCN can be expresed as
CCN = CCNbio +SSsmall (3.10)
(where CCNbio = nss-SO4 + MSAsmall ). Assuming that the intercept value of the multilinear model
corresponds to a background (and almost constant) level of SS [Andreae et al., 1999] (SSsmall ,
since CCN is contributed only by particles between 0.1 and 1 µm), we obtain CCNbio = CCN−
SSsmall . CCNbio varies from about 3*10
6 partic cm−2 in winter to 30*106 partic cm−2 in summer.
That is, a seasonal amplitude of a factor of 10, which is exactly the seasonal amplitude of MSA
at Cape Grim [Andreae et al., 1999]. We can thus define the contribution of biogenic CCN to
the total CCN as BETA = CCNbio/CCN . The seasonal evolution of the estimated BETA is plotted
in Figure 3.4. We can appreciate that the biogenic contribution to the CCN has an average
value of 35% in winter months and 80% in summer (the remaining CCN being contributed by
SSsmall ). Thus, CCN seasonality in the SO seems to be highly influenced by CCNbio seasonality.
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Fig. 3.4: Seasonal evolution (years 2002 to 2004) of the contribution of small mode particles to the Aerosol Optical Depth
(ETA parameter = AODsmall / AODtotal ) as provided by MODIS, and seasonal evolution (years 2002 to 2004) of the estimated
contribution of biogenic CCN to the total CCN burden (BETA = CCNbio / CCN).
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3.4 Conclusions
We have performed statistical linear regression analyses with the aim at looking for functional
relationships between monthly means of satellite-derived CCN, surface ocean CHL, OH radical
and RAIN for the entire SO. Tri-annual time series (from Jan 2002 to Dec 2004) of these variables
have been used to explain the seasonality of CCN in this pristine region. A multilinear regres-
sion model has revealed that the seasonal and interannual variability of potential CCN is highly
explained by the variability of CHL (as a proxy for the emission of the planktonic aerosol precur-
sor DMS), OH (as the main oxidizer of atmospheric DMS) and rainfall. This is in agreement with
local experimental studies where relationships between biogenic DMS and its aerosol prod-
ucts have been observed, as well as with the central role of rainfall in removing atmospheric
submicron aerosols. Although statistical analyses could never serve as a proof for causal rela-
tionships between variables, and other factors (like those related to atmospheric dynamics and
in-cloud aerosol processing) that can influence the CCN seasonal variability cannot be ruled
out, their full exploration is beyond the scope of the present study. At the present stage, our
results suggest that the seasonal correlations found between CHL*OH, RAIN and CCN are not
independently driven by third variables but seem to be linked through causal relationships. The
main arguments for such a conclusion are: i) The strong association observed between CHL*OH
and CCN, with some interannual association also captured; ii) the anti-phase association be-
tween CCN and WIND; iii) the low detectable influence of continentally derived aerosols on
CCN numbers over the SO; iv) the seasonality of the ETA parameter, which shows a 3.5 times in-
crease from winter to summer despite the high (and almost constant) contribution of SS to the
total AOD. Therefore, the high determination coefficients and significance obtained with the
regression models applied strongly support the hypothesis that oceanic microbiota affect CCN
concentrations through the production, emission and atmospheric oxidation of DMS at large
spatial scales. Given that CCN concentrations are modulated by oceanic DMS, it is very prob-
able that cloud formation and their properties are affected too, with important implications for
climate as proposed by Charlson et al. [1987] 18 years ago. We suggest that this kind of statis-
tical approach, based mainly on satellite measurements and model data, should be applied
to other oceanic regions and expanded to the global scale. Along with continued fieldwork, it
should be very useful in future research addressing the validity of the CLAW hypothesis and its
implications in Earth System functioning and Global Change.
*
CHAPTER 4
Analysis of a potential ’Solar
Radiation Dose - DMS - CCN’ link from
globally mapped seasonal
correlations
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It’s better to be quiet and thought a fool
than to open your mouth and remove all doubt.
(Groucho Marx)
Analysis of a potential
’Solar Radiation Dose - DMS - CCN’ link
from globally mapped seasonal correlations
ABSTRACT
The CLAW postulates states that an increase in solar irradiance or in the heat flux to the ocean
can trigger a biogeochemical response to counteract the associated increase in temperature
and available sunlight. This natural (negative) feedback mechanism would be based on a
multi-step response: first, an increase in seawater dimethylsulfide concentrations (DMSw ) and
therefore its fluxes to the atmosphere (DMSflux ); second, an increase in the atmospheric cloud
condensation nuclei (CCN) burden as a consequence of DMS oxidation to form biogenic CCN
(CCNbio); third, an increase in cloud albedo due to higher CCN numbers. Monthly global cli-
matological fields of the solar radiation dose in the upper mixed layer (SRD), surface oceanic
DMSw , model outputs of hydroxyl radical concentrations (OH) and satellite-derived CCN num-
bers (CCNs ) are analyzed in order to evaluate the proposed ’Solar Radiation Dose - DMS -
CCN’ link from a global point of view. OH is included as the main atmospheric oxidant of the
estimated DMSflux to produce CCNbio . Global maps of seasonal correlations between the vari-
ables show that the solar radiation dose is highly (positively) correlated with seawater dimethyl-
sulfide over most of the global ocean and that atmospheric DMS oxidation is highly (positively)
correlated with CCNs over large regions. These couplings are stronger at high latitudes whereas
the regions with negative or no correlation are located at low latitudes around the equator.
However, CCNbio estimates for 15 regions of the global ocean show that DMS oxidation can be
an important contributor to the CCNs burden only over pollution-free regions, while it would
have a minor contribution over regions with high loads of continental aerosols. Globally, the
mean annual contribution of CCNbio to total CCNs is estimated to be ≈30%. Our results sup-
port that an oceanic biogenic mechanism that modulates cloud formation and albedo can
indeed occur, although its impact seems rather weak over regions under a strong influence
of continental aerosols. Nevertheless, our approach does not fully rule out that the observed
correlations are due to an independent seasonal variation of the studied variables; seasonal
couplings are necessary but not sufficient conditions to prove the CLAW hypothesis.
S. M. Vallina, R. Simo´, S. Gasso´, C. de Boyer-Monte´gut, E. del R´ıo, E. Jurado, & J. Dachs (2007)
Global Biogeochem. Cycles, 21, GB2004, doi:10.1029/2006GB002787
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4.1 Introduction
One of the most important questions regarding Earth system functioning is if the biota in the
global ocean respond to climate variations in ways that in turn impact climate conditions,
thereby setting natural modulating mechanisms (e.g. [Charlson et al., 1987; Andreae and
Crutzen, 1997; Miller et al., 2003; Sarmiento et al., 2004; Jickells et al., 2005]). Despite much
research effort having been invested, this issue is still not fully resolved. Many mechanisms have
been proposed and among them the hypothesis that the marine biota could act to modu-
late climate through the emission of volatile sulfur and its impact on aerosols and cloud albedo
[Charlson et al., 1987; Andreae and Crutzen, 1997] has received considerable attention. The
oceans are the largest source of natural sulfur emissions to the atmosphere in the form of bio-
genic dimethylsulfide (DMS) [Andreae and Crutzen, 1997; Simo´, 2001]. Seawater DMS (DMSw )
follows a complex cycle where several types of organisms and chemical reactions are involved.
Phytoplankton produce intracellular dimethylsulfoniopropionate (DMSP), the biochemical pre-
cursor of DMS, through enzymatic cleavage with involvement of the whole planktonic food
web [Simo´, 2001]. Recent works have pointed out that, although the DMSw dynamics result
from a web of biological and biogeochemical processes, they are driven mainly by physical
variables [Simo´ and Dachs, 2002; Toole and Siegel, 2004]. For example, from a global point of
view, the depth of the upper mixed layer (UML) is the only variable needed to efficiently esti-
mate DMSw surface fields over ≈85% of the ocean’s surface [Simo´ and Dachs, 2002]. Also, in
the Sargasso Sea the amount of UV radiation received in the UML explains almost 80% of the
DMSw seasonal variability [Toole and Siegel, 2004].
DMS is emitted to the atmosphere with a ventilation rate that depends on DMSw concentration
as well as on seawater temperature and wind speed [Nightingale et al., 2000]. Once in the at-
mosphere DMS (DMSa) undergoes a sequence of oxidative reactions through interactionmainly
with the hydroxyl radical (OH) [Savoie et al., 1989; Chin et al., 2000; Barrie et al., 2001; Kloster
et al., 2006], giving rise to a range of products. Among them, non-sea-salt sulfate (nss-SO4) and,
to a lesser extent, methanesulfonate (MSA) are of particular interest because of their potential
to form cloud condensation nuclei (CCN) [Cox , 1997]. MSA and nss-SO4 particles are highly hy-
groscopic and usually occur in the submicron size fraction [Ayers et al., 1997a, 1999; Andreae
et al., 1999; Jourdain and Legrand, 2001]. On these grounds, DMS emissions are thought to be
the main source of CCN in the marine troposphere remote from land [Liss and Turner , 1997].
CCN are believed to have a prominent role in the Earth energetic balance through both the
direct scatter of solar incident radiation as well as their influence on cloud albedo and life-
time [Twomey, 1974; Albrecht , 1989; Kaufman et al., 2002]. The CLAW hypothesis [Charlson
et al., 1987] proposed that an increase in solar irradiance and/or Earth temperature could be
at the origin of an increase of DMSw and its fluxes to the atmosphere. This would imply an in-
crease in nss-SO4 and, therefore, in the atmospheric CCN burden, which in turn would increase
cloud albedo (Twomey or first indirect effect) and lifetime (Albrecht or second indirect effect)
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then reducing the solar incident radiation and thus Earth temperature. However, recent global
analyses suggest that sea surface temperature is not the driving mechanism of DMS dynam-
ics but rather the solar radiation dose [Vallina and Simo´, 2007a]. If it can be shown that the
main mechanisms and forces proposed to conform the CLAW hypothesis (DMS emission, DMS
oxidation efficiency, CCN formation, solar radiation) vary seasonally, should they be in phase
the hypothetical feedback would be more feasible and more efficient. If no seasonal cou-
plings were observed between some or all of these key factors, then the feedback would be
hardly observable and even hardly feasible. This is because DMS, unlike CO2, is a short-lived
gas that does not accumulate in the atmosphere. That is, seasonal couplings are a ”necessary
but not sufficient” condition for the CLAW hypothesis [Bates et al., 1987]. However, in present
Earth conditions, the dominant sources of nss-SO4 on a global scale are anthropogenic [Lefohn
et al., 1999; Smith et al., 2001]. Also, sea-salt (SS) is a dominant contributor to total aerosol mass
over much of the oceans [Heintzenberg et al., 2000]. Both anthropogenic SO4 and the small
fraction of SS can be effective CCN precursors [Dingenen et al., 1995; Harrison et al., 1996;
O’Dowd et al., 1997;Murphy et al., 1998; Andreae et al., 2003]. Other potential sources of CCN
are products from biomass burning [Ross et al., 2003] and maybe small dust particles [Arimoto,
2001], both very abundant in large regions of the globe [Ginoux et al., 2001]. Therefore, if a
solar irradiance - DMS - CCN link exists, it should be more easily observable in oceanic regions
where continental sources contribute little to aerosol seasonality.
Coincidence between the seasonalities of the solar radiation dose and DMSw has been ob-
served at a subtropical oligotrophic ocean site [Toole and Siegel, 2004] as well as at a coastal
site in the NW Mediterranean Sea [Vallina and Simo´, 2007a], a feature that can be partly
explained through an antioxidant function for the DMSP/DMS system in phytoplankton cells
[Sunda et al., 2002]. Also, several authors have found seasonal couplings between DMS and
CCN both at local and regional scales, mainly in unpolluted regions [Ayers and Gras, 1991; An-
dreae et al., 1995, 1999; Ayers et al., 1997a]. However, because of the geographic sparseness
of sampling stations, there is a lack of studies addressing the issue from a global point of view.
Optical sensors on satellites (e.g. MODIS) offer the possibility of making quasi-synoptic mea-
surements of atmospheric variables at a global scale, which allows the investigation of cou-
plings between the marine biogenic sulfur emissions and the atmospheric aerosols at spatial-
temporal scales relevant for potential climate regulation. As far as we know, the only previous
work based on global satellite data to investigate the coupling between ocean microbiota
and atmospheric aerosols is that of Cropp et al. [2005]. Both the CLAW hypothesis as well as
the Iron hypothesis [Martin et al., 1994] were invoked to explain the observed positive correla-
tions. They considered the Aerosol Optical Depth (AOD) as a surrogate of both dust particles
and/or nss-SO4 particles from DMS oxidation. Dust carries iron that, through deposition, has
the potential to fertilize large regions of the oceans where productivity is limited by the supply
of this micronutrient. Iron fertilization could in turn impact DMS production [Boyd et al., 2000]
and therefore atmospheric nss-SO4 formation. This combined approach hampered the assess-
ment of the influence of DMS alone on aerosols [Cropp et al., 2005]. The present work is based
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based on a similar methodology to look at seasonal couplings but we fully focus on two of the
central postulates of the CLAW hypothesis: first, if an increase (decrease) in solar irradiance
could produce an increase (decrease) of DMSw over the global ocean; and second, if any in-
crease (decrease) of DMSw can be linked to a CCN increase (decrease). We also evaluate the
couplings between DMS and the fine mode aerosols since nss-SO4 mainly belongs to this size
fraction. Finally, the contribution of estimated biogenic CCN (CCNbio) to total CCN numbers is
evaluated region by region of the globe.
4.2 Data and Methodology
Since we are interested in seasonal couplings, we base all the analyses on global monthly
mean climatological data for the selected variables, with a 1◦ x 1◦ spatial resolution.
4.2.1 Solar radiation dose and DMS data
are estimated assuming an exponential decay of the daily-averaged surface solar irradiance
(I0) with depth (z):
SRD = Iuml =
1
MLD
∫ MLD
0
I0 ∗ exp(−k ∗ z)dz (4.1)
I0 is assumed to be 50% of the daily averaged solar irradiance at the top of the atmosphere (Itoa;
W m−2) [Kiehl and Trenberth, 1997], which is calculated following [Brock , 1981]. The depths of
the UML (MLD) are based on the work of de Boyer-Monte´gut et al. [2004]. This is the latest and
most complete climatology of global MLD, based on more than 4,000,000 temperature profiles
(from 1941 to 2002). We have made use of this climatology with a modification of the definition
criterion: the depth of the mixed layer is calculated as the depth at which temperature departs
0.1 ◦C from that at 5m. We assume a general solar-radiation extinction coefficient (k) of 0.06
m−1, which is a reasonable approximation for spectrum-centered wavelengths in open ocean
waters [Smith and Baker , 1979; Kieber et al., 1996; Obernosterer et al., 2001; Lee et al., 2005].
The DMSw global monthly fields are those of Kettle and Andreae [2000], which are based on the
Global Surface Seawater DMS database, the biggest and most comprehensive compilation of
DMSw measurements available at that time (about 20,000 data points). This databasewas used
to construct a global climatology of monthly means based on inter-/extrapolation procedure
to fill the large areas/seasons where no data were available [Kettle and Andreae, 2000]. DMS
emissions to the atmosphere (DMSflux ) are calculated as a function of surface wind speed and
sea water temperature (SST) using the gas transfer model of Nightingale et al. [2000]. Surface
wind speed and SST data were obtained from the the NOAA-CIRES Climate Diagnostics Cen-
ter. Wind speed are model outputs, from the NCEP/NCAR Reanalysis project, constrained by
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contemporary data obtained from the SSM/I sensor (DMSP, NOAA) [Kistler et al., 2001]. SST is a
climatology (1971-2000) based on field and satellite measurements [Reynolds and Smith, 1995].
4.2.2 Atmospheric Data
The MODerate resolution Imaging Spectro-radiometer (MODIS), on board the Earth Observ-
ing System (EOS), currently has two detectors in orbit (on the satellites Terra and Aqua). Both
have daily global coverage with a morning and afternoon pass respectively. In this study, we
use data measured by MODIS-Terra. MODIS aerosol data (1◦ x 1◦ resolution) are available
from NASA’s Goddard Space Flight Center (GSFC) Distributed Active Archive Centers (DAAC).
MODIS acquires data globally at 36 spectral bands (from 0.4 to 14.5 µm) and it is the first satel-
lite capable of distinguishing coarse and fine aerosols, especially over the ocean [Ichoku et al.,
2004]. Several primary aerosol parameters are retrieved from MODIS daytime data over the
ocean, including the fine mode fraction or ETA (η) parameter [Remer et al., 2005]. Ranging
from 0 to 1, ETA is defined as the ratio of the AOD contributed by the small mode particles (or
accumulation mode) to the total AOD (AODsmall/AODtotal ) and can thus be viewed as a mea-
sure of the percentage of fine particles that contribute to the total aerosol burden. SS and dust
are mainly composed of coarse particles while nss-SO4 belongs to the accumulation mode
[Fitzgerald, 1991; Andreae et al., 1999]. If DMS contributes significantly to the aerosol burden,
the ETA parameter should be higher in regions and seasons with higher DMS oxidation. On the
other hand, regions dominated by SS or dust inputs should display low ETA values.
From the primary parameters retrieved by MODIS, it is possible to derive secondary products
such as column-integrated CCN numbers (in units of partic cm−2) [Tanre´ et al., 1999; Gasso´
and Hegg, 2003]. In the present work, CCN concentrations are obtained with the derivation
method described in Gasso´ and Hegg [2003]. The method, which is based on atmospheric
optical properties, derives the maximum number of particles in the accumulation mode and
provides an upper end estimate of the concentration of particles that may act as CCN at
≈0.2% supersaturation. We call this satellite-based CCN estimates as CCNs . The method allows
for the adjustment of coefficients according to the type of aerosols that are present. Because
we are interested in marine aerosols, the CCNs algorithm coefficients (the aerosol refraction
index and the aerosol density) were adjusted to be representative of the main aerosol types
present in marine regions: SS, nss-SO4 and MSA.
Global OH concentrations in the marine boundary layer (MBL) are outputs of the GEOS-CHEM
model run by the Atmospheric Chemistry Modeling Group at Harvard University [Fiore et al.,
2003]. GEOS-CHEM simulates atmospheric composition using assimilated meteorological ob-
servations from the Goddard Earth Observing System (GEOS) of the NASA Global Modeling
and Assimilation Office. Monthly OH distributions are available only for 2001.
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Atmospheric MSA monthly climatologies for several locations all around the globe were ob-
tained from the measurements of the University of Miami network of aerosol sampling stations
(12 locations) [Chin et al., 2000], the Australian Baseline Air Pollution Station [Ayers and Gillett ,
2000] (Cape Grim), as well as the measurements of Sciare et al. [1998] (Amsterdam Island)
and Kubilay et al. [2002] (Crete). All data correspond to aerosol-associated MSA except for
Amsterdam Island, where only MSA concentrations in rainwater (for 1996) are available.
4.2.3 DMS oxidation
OH is the main oxidant of DMSa to produce MSA and nss-SO4 through a series of reactions that
occur during daytime [Kloster et al., 2006]. Therefore, the amount of potential biogenic CCN
depends not only on the DMSflux but also on OH concentrations. Higher amount of OH respect
to the amount of DMSflux would imply a higher DMS oxidation efficiency [Gondwe et al., 2004].
The resulting potential biogenic CCN can be characterized as follows:
CCNbio = b ∗ γ ∗DMSflux (4.2)
where b is a unit conversion constant and γ is a dimensionless parameter varying between 0 a
1 that gives the efficiency of DMS oxidation as function of the ratio between OH and DMSflux
following an equation of the form:
γ = x
ks + x
(4.3)
where x = OH
DMSflux
. In the absence of OH (or very low OH) concentrations respect to the DMSflux ,
most (or at least part) of the DMSflux can not be converted to CCNbio (in this situations γ will be
low). On the other hand, if OH concentrations are in excess all the DMSflux can be oxidized
to CCNbio (in this situations γ will be close to one). The form of the equation accounts for an
asymptotic behaviour; as the availability of OH for DMS oxidation (the variable x) increases,
a higher fraction of the DMSflux can be converted to CCNbio approaching asymptotically the
upper limit of gamma (for which all DMSflux is converted to CCNbio). Therefore, γ DMSflux gives
the amount of biogenic sulfur potentially available for CCN production. The constant (ks) cor-
responds to the value of x that gives a γ of 0.5 (a DMS oxidation efficiency of 50%). Assuming an
annual-averaged DMS oxidation efficiency for the Southern Ocean (SO, defined as the area
comprised between 40◦S and 60◦S) of 50% [Shon et al., 2001], we obtained a value of ks from
the annual averages of OH, DMSflux over the SO. In order to evaluate the potentiality of DMS
oxidation as a source of biogenic aerosols, we will compare the seasonal evolution of the es-
timated atmospheric DMS oxidation (γDMSflux ) against the seasonality of MSA (an exclusive
product of DMS oxidation) in aerosols from 15 sampling stations of the world cited above. The
monthly γDMSflux series that are compared with station-basedMSA series come from averaging
the 49 points taken by placing a 7◦ x 7◦ window up-wind of each station.
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4.2.4 Globally Mapped Seasonal Correlations
Three years of surface wind speed, CCNs and ETA monthly means (from January 2002 to De-
cember 2004) were combined to create a 1-year climatology for each variable. These are
used to evaluate the seasonal couplings between variables of interest: SRD vs. DMSw , DMSflux
vs. OH, γDMSflux vs. CCNs and ETA. The global maps of seasonal correlations are based on
the following procedure: using a running window of 7◦ x 7◦ [Sciare et al., 1999], we obtained
for each position (latitude, longitude) of the global ocean (i.e. for every 1◦ x 1◦ grid box) time
series of 12 points (months) for the pair of variables we want to analyse. Each of the 12 points of
the time series is the average of the 49 values taken by the running window in a given month.
Then, for every 1◦ x 1◦ grid box of the global ocean we calculate the seasonal (Spearman) cor-
relation coefficient between the two variables (12 degrees of freedom), generating a global
map of seasonal correlations (significant correlations at 95% confidence level for |r | > 0.5 and
at 80% confidence level for |r | > 0.4). Prior to the global analysis all fields are smoothed with a
3◦ latitude x 3◦ longitude x 3 months running mean [Wilson and Coles, 2005].
4.3 Results and Discussion
4.3.1 Global maps of seasonal correlations
Figure 4.1a shows that there is a strong seasonal coupling between the solar radiation dose in
the UML and oceanic DMSw concentrations, in agreement with the first postulate of the CLAW
hypothesis that we are evaluating. Further, this coupling seems to be present almost every-
where in the global ocean. The areas where there is negative or no correlation are located
mostly in the equatorial region. Due to the very low seasonality of these latitudes, any error
or uncertainty in the monthly DMSw fields can generate a noise with higher amplitude than
the underlying seasonality, thus largely affecting the correlation coefficient. These results are
in agreement with recent works that have identified light as being the driving force of DMS in
oligotrophic waters of the Sargasso Sea [Toole and Siegel, 2004] and NW Mediterranean [Val-
lina and Simo´, 2007a]. Long-term measurements conducted in several locations of the world
have also shown that DMS generally increases in summer [Nguyen et al., 1990; Berresheim et al.,
1991; Ayers et al., 1997a,b; Ayers and Gillett , 2000; Curran and Jones, 2000; Sciare et al., 2000;
Jourdain and Legrand, 2001; Kouvarakis and Mihalopoulos, 2002; Aranami and Tsunogai, 2004;
Toole and Siegel, 2004; Vallina and Simo´, 2007a].
Owing to the role of the OH radical as the main DMS oxidizer to nss-SO4 and MSA, any coupling
or mismatch between the seasonalities of OH and the DMSflux will amplify or buffer the seasonal
contribution of biogenic sulfur to CCN production. The seasonal coupling between DMSflux
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and OH radical is very strong over most parts of the globe (see Figure 4.1b). Therefore, summer
months are characterized by both higher DMS emission and a better efficiency in the oxidation
of DMS into CCN, that is, higher potential to counteract higher solar irradiances.
a) Seasonal Correlations: SRD  vs. DMS
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b) Seasonal Correlations: DMSflux  vs. OH
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Fig. 4.1: Global map of seasonal correlations between: a) the solar radiation dose in the upper mixed layer and climato-
logical monthly aqueous DMS concentrations (from Kettle and Andreae [2000]), b) the estimated DMS flux to the atmosphere
(using Nightingale et al. [2000]) and monthly hydroxyl-radical atmospheric concentrations (from Fiore et al. [2003]).
Figure 4.2 displays the seasonal couplings between γDMSflux and MSA for 15 locations of the
globe. In general we observe an excellent seasonal agreement between the two variables.
Therefore our DMS oxidation proxy is able to capture MSA seasonality, as it should be if DMS ox-
idation is fuelling MSA production. A quantitative validation with MSA is not appropriate since
the biogenic nss-SO4 to MSA ratio from the gas-phase DMS oxidation is very variable between
regions (up to a factor of 6) because it is temperature dependent, being much lower at high
latitudes [Savoie et al., 2002]. At Stations 5 and 13 the correlation coefficients between DMS
oxidation and MSA are not significant. Station 5 is located in Japan (NE Pacific), a region sub-
ject to high levels of polluted aerosols in spring [Husar et al., 1997; Kaneyasu and Murayama,
2000; Tanre´ et al., 2001; Bey et al., 2001; Higurashi and Nakajima, 2002; Takemura et al., 2002;
Prospero et al., 2003]. Therefore the observed spring peak of MSA could be related to an het-
erogeneous nucleation of MSA on polluted aerosols. While DMSa concentration in polluted air
is generally much lower than in oceanic air masses, MSA concentrations are usually found to
be also high in polluted air masses [Berresheim et al., 1991; Wylie and de Mora, 1996], which
may reflect its adsorption on pre-existing continental aerosols. On the other hand, Station 13
(American Samoa, 14.25◦S - 170.5◦W) is a very clean oceanic region almost free from continen-
tal influences [Savoie et al., 1989, 1994]. The low seasonality of this tropical location is probably
the cause of the non-significant correlation. Similar results are obtained using MSA data from
Fanning Island (not shown), located near the equator (3.85◦N - 159.36◦W). At these two loca-
tions MSA data does not show a clear seasonal cycle [Savoie and Prospero, 1989; Savoie et al.,
1994].
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Fig. 4.2: Seasonal evolution and the associated Spearman correlation coefficient of the atmospheric DMS oxidation against
monthly climatological methanesulfonate concentrations in aerosols at 15 locations of the globe. (Variables are presented in
standardized form, i.e. subtracting the mean and dividing by the standard deviation).
a) Seasonal Correlations: γ DMSflux  vs. CCNs
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b) Seasonal Correlations: γ DMSflux  vs. η
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Fig. 4.3: Global map of seasonal correlations between atmospheric DMS oxidation and: a) monthly climatological (years
2002 to 2004) satellite-derived CCN concentrations (using the method of Gasso´ and Hegg [2003]), b) monthly climatological
(years 2002 to 2004) satellite-derived contribution of small mode particles to the Aerosol Optical Depth (ETA parameter =
AODsmall / AODtotal ) as provided by MODIS.
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Fig. 4.4: Global maps of monthly climatological (years 2002 to 2004) satellite-derived CCN concentrations (partic cm−2; using
the method of Gasso´ and Hegg [2003]) for the four seasons. DJF: December to February; MAM: March to May; JJA: June to
August; SON: September to November.
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Fig. 4.5: Global maps of monthly climatological (years 2002 to 2004) satellite-derived contribution of small mode particles to
the Aerosol Optical Depth (ETA parameter = AODsmall / AODtotal ) (as provided by MODIS) for the four seasons. DJF: December
to February; MAM: March to May; JJA: June to August; SON: September to November.
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Figures 4.3a and 4.3b show the seasonal couplings between DMS oxidation against CCNs and
ETA respectively, where it can be observed that large regions of the global ocean display strong
positive correlations. This is especially true, as expected, at high latitudes, where the seasonal
amplitude of DMSw is higher. Of special interest is the SO (40
◦S - 60◦S) since it is a remote
region weakly impacted by continental aerosols [Buseck and Po´sfai, 1999; Quinn et al., 1998;
Andreae et al., 1999; Ayers and Gillett , 2000; Gabric et al., 2001; Prospero et al., 2002] where
DMSa concentrations are very high in austral spring and summer [Curran and Jones, 2000].
For example, at Cape Grim DMSa displays a strong seasonality [Ayers et al., 1995]. Further,
summertime SO2 concentrations in this pristine region are predominantly of marine origin [Bruyn
et al., 1998]. During austral summer, a band of relatively high CCNs concentrations is clearly
observed over the SO (see DJF panel of Figure 4.4). This CCNs band does not display spatial
gradients coming from continents, which is a strong indication of a marine origin. SS does not
seem either to be the source of this austral summer high aerosol band [Husar et al., 1997; Vallina
et al., 2006]. Its DMS-related origin is supported by the seasonality of the fine mode aerosols
(Figure 4.5; see also Vallina et al. [2006]), field observations in the region [Davison et al., 1996;
Andreae et al., 1999] as well as modeling works [Yoon and Brimblecombe, 2002;Gondwe et al.,
2003; Kloster et al., 2006].
Strong positive correlations between DMS oxidation and CCNs (as well as ETA) are also found
over oceans where nss-SO4 inputs from anthropogenic sources are known to be higher than
nss-SO4 inputs from DMS (i.e. North Atlantic, North Pacific) [Berresheim et al., 1991; Dingenen
et al., 1995; Prospero, 1996a; Nagao et al., 1999;Chin et al., 2000; Aranami et al., 2002; Andreae
et al., 2003]. This can be also observed through much higher CCNs numbers present in these
regions during the boreal summer (JJA) compared to CCNs numbers over the SO during the
austral summer (Figure 4.4). It is obvious that there is a general trend towards higher aerosol
numbers in each hemispheric summer [Husar et al., 1997; Stegmann and Tindale, 1999] (Figure
4.4). While to some extent this fact can be related to atmospheric circulation changes (e.g.
the increase of aerosol loading during the boreal summer in the Caribbean Sea is due to a
northern shift, following the ITCZ movement, of the dust pathway coming from Africa [Prospero,
1996a; Perry et al., 1997; Ginoux et al., 2001]) or precipitation seasonality (e.g. biomass burn-
ing usually increases during the dry season peaking in each hemispheric spring [Lobert et al.,
1999; Duncan et al., 2003]), in some regions it is certainly related to the oxidation of SO2 to
form nss-SO4 aerosols [Rasch et al., 2000; Chin et al., 2000; Barrie et al., 2001]. For example,
in the North Atlantic, which is heavily impacted by pollution from Europe and North America
[Dingenen et al., 1995; Husar et al., 1997; Andreae et al., 2003], the levels of nss-SO4 clearly
increase in boreal summer, despite anthropogenic SO2 emissions in these regions being fairly
constant throughout the year [Falkowski et al., 1992; Smith et al., 2001; Andreae et al., 2003] (or
even slightly higher in boreal winter in Europe [Chin et al., 2000; Rasch et al., 2000; Smith et al.,
2001; Rotstayn and Lohmann, 2002]) and SO2 concentrations display a summer minimum due
to the higher oxidative efficiency to form nss-SO4 [Berresheim et al., 1991;Chin et al., 2000; Rasch
et al., 2000; Rotstayn and Lohmann, 2002]. The summertime increase of nss-SO4 and CCNs in
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the North Atlantic is therefore not related to the seasonality of their precursor SO2 but to its in-
creased oxidation efficiency by OH. On the other hand, in relatively pollution-free regions like
Amsterdam Island (37.8◦S - 77.5◦E) the SO2 increase in summer is probably due to a DMS origin
[Rotstayn and Lohmann, 2002; Kloster et al., 2006]. We must conclude, therefore, that atmo-
spheric oxidation efficiencies are an important actor in aerosol production. This supports that
SO2 (whatever its origin, anthropogenic or DMS) is indeed able to fuel new particle formation
and it is responsible for a non-negligible fraction of the observed CCNs .
The areas with low or negative correlations between DMS oxidation and CCNs or ETA are mostly
in the equatorial to tropical regions (Figure 4.3). These are latitudes where the DMS concentra-
tion and flux show low seasonal variability, which precludes from finding significant correlations
using a seasonal correlation analysis. Moreover, these are regions with high loads of continen-
tal aerosols (mostly dust and biomass burning particles) that can also contribute to satellite-
retrieved CCNs numbers (Figure 4.4). For example, the very high values of CCNs observed
off the tropical West Africa (see Figure 4.4) are strongly contributed by aerosols from biomass
burning [Husar et al., 1997; Tanre´ et al., 2001; Kaufman et al., 2002; Duncan et al., 2003]. This
is also the case over the Pacific off Central America and the Indonesian region [Husar et al.,
1997; Deuze´ et al., 1999; Tanre´ et al., 2001; Duncan et al., 2003]. This can also be observed in
Figure 4.5 since biomass burning aerosols are mostly accumulation mode particles (therefore
the ETA parameter is very high). Interestingly, the Arabian Sea shows a positive correlation be-
tween DMS oxidation and CCNs while it is negative between DMS oxidation and ETA. This is
an indication that the observed increase of CCNs in boreal summer in this region (see the JJA
panel of Figure 4.4) is not related to an increase of small aerosols but to an increase of coarser
aerosols, and therefore that they do not come from DMS oxidation. This is in agreement with
previous works that have found an increase of both dust from the Arabian Peninsula (at high
altitudes) along with an increase of SS concentrations (at low altitudes) due to the strong winds
of the SW monsoon [Husar et al., 1997; Tindale and Pease, 1999; Mu¨ller et al., 2001; Li and Ra-
manathan, 2002]. A similar situation is observed in the region between off Northwestern Africa
(around 10◦N) and northern South America, a well known path for African dust [Swap et al.,
1992]. Although dust and SS aerosols mainly belong to coarse particles, a fraction of them can
be present in the accumulation mode [Perry et al., 1997; Murphy et al., 1998; Prospero, 1999;
Satheesh et al., 1999], then affecting CCNs retrieval. Therefore, in order to infer which regions
could be under biogenic aerosol production it is necessary to combine the analysis of global
correlation maps of DMS oxidation against CCNs as well as against the ETA parameter. An
increase of biogenic CCNs should be followed by an increase of ETA.
4.3.2 Biogenic contribution to CCN numbers
The correlation analyses have shown that in large regions of the ocean the DMS oxidation and
CCNs are seasonally coupled, but this type of analysis does not provide any quantitative infor-
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mation about the contribution of biogenic CCNs to total CCNs numbers over the oceans. To
obtain such information, we first focus on the SO since this is the region where CCN seasonality is
believed to be driven mainly by DMS oxidation [Ayers and Gras, 1991; Ayers et al., 1997a; Husar
et al., 1997; Ayers and Gillett , 2000; Gondwe et al., 2003, 2004; Kloster et al., 2006; Vallina et al.,
2006]. We calculate the spatial mean value of γDMSflux and CCNs for each month over the
whole SO area between 40◦S and 60◦S (therefore obtaining 12 data points). A regression anal-
ysis γDMSflux vs. CCNs is then applied in order to estimate the value of the slope b of eq(4.2) for
this region. Results are shown in Figure 4.6. The determination coefficient is high (r2 = 0.83) and
close to the value of r2 = 0.84 obtained by Ayers et al. [1997a] using climatological DMSa and
CCN from in-situ measurements at Cape Grim (40.7◦S - 144.7◦E). Further, using the normalized
data (values divided by its annual mean), we obtain similar (normalized) regression coefficients
to those of Ayers et al. [1997a]. The (normalized) intercept is 0.41 (it was 0.48 at Cape Grim)
and the (normalized) slope is 0.59 (it was 0.52 at Cape Grim) (see the equation in brackets in
Figure 4.6).
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Fig. 4.6: Regression analyses of atmospheric DMS oxidation against monthly climatological (years 2002 to 2004) satellite-
derived CCN concentrations (using the method of Gasso´ and Hegg [2003]) for the Southern Ocean (defined as the area
comprised between 40◦S and 60◦S).
If over the SO CCN numbers are linked to DMS oxidation, this link between biogenic CCN and
DMS must occur also over other regions, yet it could be hidden by continental CCN sources
over less pristine areas. Assuming that the slope value b=3.57 obtained for the SO (Figure 4.6) is
valid for other regions, we apply eq(4.2) in order to estimate CCNbio from DMS oxidation fluxes
in 15 regions of the global ocean (the value of the intercept, 9.29, is assumed to be a constant
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background of SS fine mode aerosols [Andreae et al., 1999] and then it is substracted to take
into account only the biogenic contribution [Vallina et al., 2006]). Nevertheless CCN formation
is a very complex process that depends on many factors (such as aerosol composition, aerosol
size and supersaturation). All these factors are certainly different for the regions in which we
apply the regression derived for SO conditions. However, up to now all these processes are not
well enough understood to include them into our analysis. Results are shown in Figure 4.7, where
ρ is the (Spearman) correlation coefficient between CCNbio and CCNs , and β = ∑CCNbio∑CCNs ∗ 100 is
the annual contribution of biogenic derived CCNs to the total CCNs .
CCNbio contributes annually about a 60% to the total CCNs in the SO (region 14; from about 30%
in austral winter to 80% in austral summer (see also [Vallina et al., 2006]), being the remaining
CCNs probably small SS [Andreae et al., 1999; Vallina et al., 2006]. However, the estimated
CCNbio fraction for the Antarctic (region 15) is only 24%. The very low model OH concentrations
present in this high latitude region give rise to very low values of γ (< 0.3 for all months except for
October and November with ≈0.55), therefore reducing the estimated DMS available for CCN
production. Nevertheless, in-situ measurements of MSA and nss-SO4 suggest that DMS plays a
primary role in the atmospheric sulfur cycle over the Antarctic continent [Savoie et al., 1992;
Minikin et al., 1998]. Thus, further research is needed in this region. It has been proposed that
a large fraction of DMSa is transported out of the marine boundary layer (MBL) where, in the
presence of high OH and low aerosol scavenging, oxidized sulfur species accumulate and are
entrained episodically back into the MBL [Davis et al., 1998].
Other regions where DMS oxidation could be a significant source of CCN are the subtropical
Atlantic (both hemispheres; regions 2 and 4), and the subtropical South Pacific and Indian
oceans (regions 8 and 12 respectively). In the subtropical North Atlantic (region 2), although
there is a good correlation between CCNbio and CCNs (ρ = 0.72), the absolute contribution
is rather moderate (β = 38%). Only over the western part DMS may contribute up to 75% of
the sulfur budget under easterly winds, although under westerly winds anthropogenic sulfur
from North America dominates [Berresheim et al., 1991]. Also, in boreal spring and summer
this region is also under the influence of supramicron particles of African dust plumes coated
with SO4 from Europe [Li-Jones and Prospero, 1998]. In April at Barbados (13.15
◦N - 59.30◦W),
when dust and pollution levels are low, the dominant source of nss-SO4 is ascribed to DMS
and the submicron fraction dominates (up to 80%) [Li-Jones and Prospero, 1998]. Annually,
the estimated DMS contribution to the nss-SO4 at Barbados and Bermuda (32.27
◦N - 64.87◦W)
is ≈50% and ≈30% respectively [Savoie et al., 2002]. The subtropical South Atlantic (region
4, β = 56%) displays a seasonal CCNs maximum in September not related to CCNbio but to
biomass burning over tropical Africa [Husar et al., 1997; Deuze´ et al., 1999; Goloub and Arino,
2000; Tanre´ et al., 2001; Duncan et al., 2003; Ross et al., 2003] (see also SON panel of Figure
4.4 and Figure 4.5). Nevertheless, in February-March 1991 during a ship transect along 19◦S,
the majority of the measured CCN contained SO4 and their numbers were correlated to the
DMSflux , then supporting the hypothesis that DMS oxidation may be a source of CCN in this
4.3 Results and Discussion 103
region during austral summer [Andreae et al., 1994]. African biomass burning aerosols are also
transported over Madagascar and the subtropical Southern Indian Ocean (region 12, β = 67%)
in October, the burning season in Southeastern Africa [Rhoads et al., 1997; Deuze´ et al., 1999;
Goloub and Arino, 2000; Duncan et al., 2003] (see also SON panel of Figure 4.4 and Figure 4.5).
This explains why the obtained seasonal correlations are not significant for regions 4 and 12 (ρ =
-0.32 and 0.31 respectively) while the biogenic contribution is significant. Over the subtropical
South Pacific (region 8) CCNbio are significantly correlated to CCNs (ρ = 0.68) and the estimated
biogenic contribution is very high (β = 99%). This is in agreement with field studies which have
found that marine-derived DMS may provide essentially all of nss-SO4 over the tropical South
Pacific [Savoie et al., 1989].
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Fig. 4.7: Seasonal evolution of monthly climatological (years 2002 to 2004) satellite-derived CCN concentrations (partic cm−2 ;
using the method ofGasso´ and Hegg [2003]) and the estimated biogenic CCN from DMS oxidation for 15 regions of the global
ocean. (ρ is the Spearman correlation coefficient between CCNbio and CCNs , and β = ∑CCNbio∑CCNs ∗100 is the annual contribution
of CCNbio to the total CCNs ).
In many of the regions, however, it is clear that the estimated CCNbio has a minor annual contri-
bution to the total CCNs . This is the case of the North Atlantic (region 1, β = 29%), a region known
for being under the influence of heavily polluted air masses from Europe and North America in
spring and summer [Dingenen et al., 1995; Husar et al., 1997; Fenneteaux et al., 1999; Andreae
et al., 2003]. For example, at Mace Head (53.32◦N - 9.85◦W) the annual biogenic contribution
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to nss-SO4 is estimated to be less than 15% [Savoie et al., 2002]. In boreal spring, DMS contribu-
tion to nss-SO4 is also estimated in ≈10% [Andreae et al., 2003]. Regarding CCNs variability (ρ
= 0.92), although CCNbio in the North Atlantic are higher in summer, they can hardly account
for the full CCNs seasonality: if we subtract CCNbio from total CCNs , the remaining (putatively
anthropogenic) CCNs still have a summer-to-winter ratio of 2.25. Therefore, higher summer-
time oxidation of anthropogenic SO2 is an important process affecting CCN seasonality over
the North Atlantic. Interestingly, however, the work of Falkowski et al. [1992], based on satellite
data analysis, identified that over the central North Atlantic the variability in cloud albedo was
correlated to phytoplankton blooms rather than to anthropogenic CCN sources.
The Equatorial Atlantic (region 3, β = 11%) is highly impacted by biomass burning and dust
from Africa, and the Equatorial Indian Ocean (region 11, β = 27%) by biomass burning from
the Indonesian region. In the Equatorial Pacific (region 7), which is also impacted by biomass
burning from Central America in spring [Husar et al., 1997; Deuze´ et al., 1999;Goloub and Arino,
2000; Tanre´ et al., 2001; Kaufman et al., 2002; Duncan et al., 2003], the estimated contribution
of biogenic sulfur to CCNs numbers is a bit higher (β = 34%). Nevertheless, in terms of sulfate
aerosols, almost all nss-SO4 over the Equatorial Pacific (e.g. American Samoa, Fanning Island)
has been suggested to originate from the oxidation of oceanic DMS [Savoie and Prospero,
1989; Savoie et al., 1994]. Near the Christmas Islands (1.52◦N - 157.2◦W), DMS has also been
identified as the dominant source of MBL’s SO2, and clear relationships between DMS, SO2, OH
and H2SO4 (sulfuric acid) have been observed at a daylength scale [Davis et al., 1999]. Also, in
this region it has been demonstrated that aerosol nucleation and growth in the MBL is linked to
the natural marine sulfur cycle [Clarke et al., 1998].
Over the North Pacific (region 5), strong mixed plumes of polluted (mainly nss-SO4 and black
carbon) and dust aerosols are emitted from Asia each spring and summer [Husar et al., 1997;
Nagao et al., 1999; Deuze´ et al., 1999; Kaneyasu andMurayama, 2000; Higurashi and Nakajima,
2002; Prospero et al., 2002; Aranami et al., 2002]. These are the dominant sources of CCNs over
the region, in agreement with the low beta value obtained (13%). However, in terms of sulfur,
the Asian anthropogenic source is estimated to provide only about 15-25% of the nss-SO4 in
the North Pacific [Savoie et al., 1989]. For example, at Sheyma (50◦N-170◦E), although during
spring nss-SO4 is mainly from pollution, summertime nss-SO4 is dominated by biogenic sources
[Savoie and Prospero, 1989]. The subtropical North Pacific (region 6, β = 30%) is less impacted
by continental aerosols although they still dominate in the northern part of the region close to
the Asian continent [Nagao et al., 1999] (see Figure 4.3). In this regard, over the subtropical
Northwestern Pacific a positive correlation was found between DMSa and CCN in clean marine
air and DMS was identified as a key factor in the production of nss-SO4 and CCN [Nagao et al.,
1999]. Also, over more open ocean locations DMS can significantly contribute to the total nss-
SO4 burden. For example, at Midway Island (28.22
◦N - 177.3◦W) the annual contribution of DMS
to the nss-SO4 is estimated at ≈60% [Prospero et al., 2003].
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The Arctic (region 13, β = 11%) is under the influence of SO2 pollution from Europe and Asia
[Barrie et al., 1989]. The subtropical North Indian Ocean (region 10, β = 12%) is characterized
by very high levels of pollution aerosols during winter (NE monsoon) and by dust and SS during
summer (SW monsoon) [Johansen et al., 1999; Tindale and Pease, 1999; Rajeev et al., 2000; Ra-
manathan et al., 2001; Li and Ramanathan, 2002]. Nevertheless, the fraction of nss-SO4 derived
from DMS is significant (from ≈20% during the NE monsoon to ≈75% during the SWmonsoon [Jo-
hansen et al., 1999]). During the NE monsoon, the contribution to the AOD of a 20% of natural
nss-SO4 is estimated to be very low (about a 5%) [Satheesh et al., 2002]. Also, CCN proper-
ties over the Indian Ocean (North and South) differ depending on their origin: in polluted air
masses, CCN particles have both a higher diameter and a higher percentage of refractory
(non-volatile) material than CCN in clean marine air (see Plate 7 of Ramanathan et al. [2001]).
Finally, the lowest CCNbio contribution occurs over the Mediterranean Sea (region 9, β = 10%), a
region mostly impacted by pollution from Europe and dust from Africa [Prospero, 1996b; Husar
et al., 1997; Mihalopoulos et al., 1997; Gu¨llu¨ et al., 1998; Prospero et al., 2002]. In terms of sulfur,
the maximum contribution of DMS to the nss-SO4 is also low (≈20-30% in summer [Mihalopoulos
et al., 1997; Kouvarakis and Mihalopoulos, 2002; Kubilay et al., 2002; Kouvarakis et al., 2002]).
Globally, the annual contribution of CCNbio to the total CCNs is estimated to be ≈30%. This
value should be viewed as an upper end estimate since CCNbio losses by rain washout were
not taken into account. These results are in agreement with recent global models of the sulfur
cycle that estimate the contribution of DMS to the global burden of nss-SO4 to be ≈20-30%. Yet,
similar to our findings, it can be more than an 80-90% over the pollution-free SO in the austral
summer [Heintzenberg et al., 2000; Gondwe et al., 2003, 2004; Kloster et al., 2006]. All in all, this
global estimate of the oceanic biogenic contribution to CCN has to taken with some caution
due to the uncertainties going along with the approach used.
4.3.3 Uncertainty Analysis
The estimates of the biogenic contribution to CCNs carry an associated uncertainty that arises
from the various uncertainties within the approach used: the satellite retrieval of CCN, sea
surface DMS concentrations, DMS oxidation in the atmosphere. To address them all we have
performed an uncertainty analysis (UA) by repeating the quantitative analyses under different
conditions. The importance of the satellite retrieval of CCNs has been evaluated by using an
alternative set of CCNs data (MODIS algorithm, which uses a different method for CCN deriva-
tion) and comparing the results with those obtained with the modified version of the Gasso´
and Hegg [2003] algorithm used in the present study. The importance of uncertainties regard-
ing the DMS oxidation has been addressed by increasing/decreasing the ks constant of the
oxidation efficiency γ parameter (see eq(4.3)) by 50%. The same approach has been used
for the DMSw concentrations (increase/decrease by 50%). Also, we have evaluated the confi-
dence intervals of the current estimates of the biogenic contribution to the CCNs by applying
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eq(4.2) using the upper and lower limits (95% confidence intervals) of the regression parame-
ters obtained over the SO. That is, the upper-end estimates of CCNbio result from using the upper
slope value with the lower intercept value; the lower-end estimates of CCNbio result from using
the lower slope value with the higher intercept value. UA results are listed in Table 1. Since the
increase/decrease DMSw did not produce any change, we have omitted it.
CCNbio vs. CCNs for:
Station Lower estimates Upper estimates ks -50% ks +50% MODIS CCNs
ρ β ρ β ρ β ρ β ρ β
1 0.92 20% 0.92 38% 0.92 27% 0.89 30% 0.95 47%
2 0.72 26% 0.72 50% 0.72 29% 0.72 44% 0.77 56%
3 -0.22 7% -0.22 14% -0.22 8% -0.22 13% -0.64 25%
4 -0.32 38% -0.32 74% -0.38 43% -0.31 85% 0.02 73%
5 0.91 9% 0.91 17% 0.84 13% 0.91 14% 0.92 30%
6 0.58 20% 0.58 39% 0.6 23% 0.58 35% 0.5 55%
7 -0.17 23% -0.17 45% -0.23 26% -0.13 41% 0.31 59%
8 0.68 67% 0.68 130% 0.59 77% 0.68 115% 0.69 100%
9 0.64 7% 0.64 13% 0.55 8% 0.68 12% 0.62 25%
10 -0.17 8% -0.17 15% -0.17 9% -0.17 14% 0.71 24%
11 0.17 18% 0.17 36% 0.17 20% 0.22 32% 0.9 48%
12 0.31 45% 0.31 88% 0.24 51% 0.35 78% 0.12 75%
13 0.98 7% 0.98 14% 0.97 11% 0.98 11% 1.0 24%
14 0.9 40% 0.9 78% 0.88 57% 0.92 60% 0.94 67%
15 0.95 16% 0.95 32% 0.89 28% 0.95 22% 0.96 35%
Table 1: Uncertity Analysis of the estimated annual biogenic contribution to total CCNs concentrations
for 15 regions of the global ocean (β = ∑CCNbio∑CCNs ∗100) and of the correlation
coefficient (ρ) betweem CCNbio and total CCNs . See text for further details.
Figure 4.8 displays the estimates of biogenic contribution to the CCNs at each region of the
global ocean for all these six UA scenarios. Maximum β estimates are given by the top of
the color-bars while minimum β estimates are given by the top of the black-bars. At each
of the 15 regions, we have then 3 columns (each one with a maximum and a minimum β
value). The first column represents the results of the UA related to the CCNs data set; the
second one is the UA related to the DMS oxidation parameterization; and the third one is the
UA related to the regression equation (confidence intervals of the regression parameters) used
to estimate CCNbio. In the first case, we obtain systematically higher biogenic contributions
to CCN when using the MODIS CCNs (dark-gray bar) than with our CCNs estimates (black
bar; β values are from Figure 4.7). Similarly, an increase in the ks constant produce higher β
values in all the regions except the 13 (no change) and 15 (small decrease) (light-gray bar vs.
black bar). The highest variability is obtained from the use of different equations (upper and
lower confidence intervals) for CCNbio estimates (third column; white bar vs. black bar). The
black stars denote the β values obtained by averaging the six scenarios; they are generally
very close the value obtained for the standard case (the black bar in each first column, also
Figure 4.7). Therefore, although the absolute values of the biogenic contribution estimates
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carry substantial uncertainty, the observed trends are robust enough. Only four regions show a
dominant CCNbio contribution to the total CCNs numbers (more than ≈60%) and they are all
located in the Southern Hemisphere (regions 4, 8, 12 and 14).
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Fig. 4.8: Uncertity analysis of the estimated annual biogenic contribution to total CCNs concentrations for 15 regions of the
global ocean (β = ∑CCNbio∑CCNs ∗ 100). For each reagion, the first column represents the uncertity analysis related to the CCNs
data set (MODIS algorithm vs. Gasso´ and Hegg [2003] algorithm); the second one is the uncertity analysis related to the DMS
oxidation parameterization (50% ks increase vs. 50% ks decrease); and the third one is the uncertity analysis related to the
regression equation (confidence intervals of the parameters) use to estimate CCNbio. Maximum β estimates are given by the
top of the color-bars while minimum β estimates are given by the top of the black-bars.
4.4 Conclusions
Based on globally mapped seasonal correlations between climatological data, we have
tested if oceanic DMS concentrations may driven by the solar radiation dose in the upper
mixed layer, if DMS emissions to the atmosphere are coupled to satellite-derived CCN con-
centrations, and if this biogenic contribution could be significant from a regional and global
perspective. While seasonal correlations are never a proof of causality, they indicate the de-
gree to which variables move in concert and can therefore be very useful to test hypotheses
of mechanistic links between the variables and, if the correlations do not show the expected
couplings, reject the hypotheses. Regarding the CLAW hypothesis, the obtained results do not
contradict its main two postulates: i) an increase (decrease) of solar irradiance can produce an
increase (decrease) of seawater DMS (and then its emission to the atmosphere); ii) an increase
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(decrease) of DMS emissions can produce an increase (decrease) of CCN. They rather sup-
port them, although the observed couplings between DMS oxidation and CCN concentrations
can only be attributable to a biogenic origin over clean regions of the Southern Hemisphere.
However, our approach does not fully rule out that the observed correlation are due to an
independent seasonal variation of the studied variables; seasonal couplings are ”necessary
but not sufficient” conditions to prove the CLAW hypothesis [Bates et al., 1987]. Nevertheless, a
sequence of observations point towards the existence of a negative feedback. Recent results
have pointed out the possibility that DMS production has a protective function inside phyto-
plankton cells against high UV radiation [Sunda et al., 2002], resulting in a constant leakage of
this compound from the stressed cells into seawater. This, together with a complex web of bi-
otic and abiotic processes, results in the accumulation of DMS in highly irradiated surfacewaters
[Simo´ and Pedros-Allio´, 1999a; Toole and Siegel, 2004]. As solar radiation increases in summer,
the subsequent increase of aqueous DMS would increase DMS emission to the atmosphere,
its oxidation to nss-SO4 aerosols, and CCN formation, which would reduce the level of solar
radiation exposure of the surface ocean. The efficiency of this process would be enhanced
if the main atmospheric DMS oxidant (the OH radical) increased also in summer, a period of
maximum atmospheric vertical convection [Barrie et al., 2001] that would facilitate the DMS-
OH mixing and oxidation as well as a higher SO2 to nss-SO4 conversion efficiency [Barrie et al.,
2001]. All these steps are globally observed: DMSw , DMSflux , OH, nss-SO4 and CCN, all increase
in summer. These couplings are stronger at high latitudes, probably as a consequence of the
higher seasonal amplitude of the solar irradiance. However, although the DMS (hemispheric)
summer increase is widespread, only in the Southern Hemisphere the estimated biogenic pro-
duction of CCN from DMS oxidation significantly contributes to the total CCN. In the Northern
Hemisphere, which is under very high anthropogenic influence, the biogenic contribution to
CCN is minor. Over equatorial to tropical regions, other sources also dominate CCN concen-
trations and variability due to the low seasonality of solar irradiance and the heavy inputs of
continental aerosols. From a global perspective, therefore, the contribution of biogenic CCN
to the total CCN is rather moderate (≈30%). However, over remote oceanic regions far from
continental inputs (e.g. Southern Ocean, subtropical South Pacific), CCN seem to be strongly
influenced by CCNbio . In this regard, it is in clean air over marine regions where changes in CCN
concentrations may have greater impact on cloud albedo due to the lower droplet concen-
trations [Platnick and Twomey, 1994; Dingenen et al., 1995; Liss and Turner , 1997]. Over these
regions a natural biogeochemical mechanism of climate regulation (as proposed by the CLAW
hypothesis) could perfectly be operating, at least on seasonal time scales. It is then plausible
that in pre-industrial periods a seasonal ’Solar Radiation Dose - DMS - CCN’ link was globally
important.
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solar radiation dose over the global surface ocean
ABSTRACT
Marine biogenic dimethylsulfide (DMS) is the main natural source of tropospheric sulfur, which
may play a key role in cloud formation and albedo over the remote ocean. Through a global
data analysis, we found that DMS concentrations are highly positively correlated with the solar
radiation dose in the upper mixed layer of the open ocean, irrespective of latitude, plankton
biomass, or temperature. This is a necessary condition for the feasibility of a negative feedback
in which light-attenuating DMS emissions are in turn driven by the light dose received by the
pelagic ecosystem.
S. M. Vallina & R. Simo´ (2007)
Science, 315, doi:10.1126/science.1133680
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Oceanic biota influence climate in the long term by shaping the biogeochemical cycles of
elements essential for Earth-system functioning (such as C, O, N, P, Si, and S) [Falkowski, 1997;
Falkowski et al., 1998; Lenton and Watson, 2000] and in the short term by exchanging climate-
active gases with the atmosphere (greenhouse gases, oxidant and light scavengers, and free-
radical and aerosol precursors) [Andreae and Crutzen, 1997; Singh et al., 2001; Chuck et al.,
2002; O’Dowd et al., 2002; Hirsch et al., 2006]. One of these gases is dimethylsulfide (DMS),
which represents the largest natural source of atmospheric sulfur and a major precursor of hy-
groscopic (i.e., cloud-forming) particles in clean air over the remote oceans [Andreae and
Crutzen, 1997; Simo´, 2001], thereby acting to reduce the amount of solar radiation that crosses
the atmosphere and is absorbed by the ocean. A 20-year-old hypothesis [Charlson et al., 1987]
postulated that marine plankton, cloud albedo, and solar radiation can be connected through
DMS production, ventilation, and oxidation in a feedback interaction; whether this feedback
would be positive or negative was uncertain.
5.2 Data and Methodology
5.2.1 Blanes Bay data
A monthly sampling of surface DMS concentrations, as well as biological and physical vari-
ables, was conducted during 2003 and part of 2004 at the Blanes Bay Microbial Observatory,
located at 41.30◦N, 2.48◦E in the coastal northwest Mediterranean. We wanted to explore
whether DMS concentrations are linked to epipelagic ecosystem exposure to solar radiation.
We noted that the light exposure of an idealized seawater particle (and its associated dis-
solved substances and buoyant organisms) depends not only on the surface irradiance and
its underwater attenuation but also on the depth of the mixed layer within which the parti-
cle is confined. Thus, we estimated (see below) the daily-averaged solar radiation received
in the upper mixed layer (UML), or UML solar radiation dose (SRD), from measured data of the
daily-averaged surface irradiance, the underwater light extinction coefficient, and the mixed
layer depth (MLD). Pyranometer, semi-hourly total solar radiation at surfacewere obtained from
the meteorological station of Malgrat, located 4.5 km south of Blanes Bay (data available at
http://www.meteocat.com). Data were averaged over 24 hours, from 11:00 on the day before
to 11:00 on the sampling day (local time). Temperature and salinity profiles were recorded in
parallel to sampling for DMS. The mixed layer depth (MLD) was taken as the depth at which
temperature was 0.2◦C lower than that at surface. Light extinction was determined from pho-
tosynthetically active radiation (PAR) profiles measured with a LICOR radiometer in parallel to
sampling for DMS.
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5.2.2 Sargasso Sea data
A similar analysis was applied to a time series of DMS concentrations at Hydrostation S in the
Sargasso Sea [Dacey et al., 1998] (32.17◦N, 64.50◦W). Daily surface irradiances measured in
Bermuda as well as MLD and extinction coefficients measured at the Bermuda Atlantic Time-
Series Study (BATS) station nearby were used to estimate (see below) the UML solar radiation
dose on the same days as DMS was measured. Pyranometer, minutely total solar radiation at
surface were obtained from the Bermuda station of the Baseline Surface Radiation Network,
World Radiation Monitoring Center, located 25 km northwest of Hydrostation S (data available
at http://bsrn.ethz.ch). Daily averaged data (noon to noon) were smoothed by a running
mean with a backward window of two weeks to reduce the noise caused by very short peri-
ods of heavy cloudiness that might have not occurred at Hydrostation S. Then daily averages
concurrent with DMS sampling were extracted. Temperature and salinity profiles were obtained
from the BATS website (http://bats.bbsr.edu/), whose study station is located 50 km southeast
of Hydrostation S. MLD were calculated with a definition criterion of a 0.1◦C departure with re-
spect to the temperature at 5 m. Data were interpolated and smoothed by a running mean
with a backward window of two weeks to fill gaps and reduce the noise caused by very short
periods of heavy mixing that might have not occurred at Hydrostation S. Then MLD correspond-
ing to the DMS sampling days were extracted. Light extinction was determined from depths of
99% PAR attenuation measured at the BATS station by the Bermuda Bio-Optics Project (BBOP).
Data are available at http://www.icess.ucsb.edu/bbop/bbop.html.
5.2.3 Global data
To assess whether global DMS distributions better follow those of solar radiation or sea sur-
face temperature (SST) than those of plankton biomass, we compiled monthly global maps
of available DMS concentrations from the Global Surface Seawater (GSS) DMS database
(http://saga.pmel.noaa.gov/dms/). This database includes about 30,000 individual data points
collected from 1972 to 2003. No information about the corresponding in situ MLD, surface
irradiances, or light extinction coefficients is available directly from the database. de Boyer-
Monte´gut et al. [2004] recently constructed a comprehensive climatology of global MLD based
on more than 4,000,000 temperature profiles obtained between 1941 and 2002. We made use
of this climatology changing the definition criterion to a 0.1◦C departure with respect to the
temperature at 5 m [Vallina et al., 2007a]. The daily averaged solar irradiance at the top-of-the-
atmosphere was calculated [Brock , 1981] and converted into ocean-surface irradiance con-
sidering a transmission coefficient of 0.5, that is, an atmospheric reduction by a half [Kiehl and
Trenberth, 1997]. Since we used full-spectrum irradiances, and the underwater absorption be-
havior strongly depends on the wavelength, to estimate the SRD a fixed light extinction of 0.06
m−1 was considered reasonable for wavelengths of 400-500 nm (i.e., centered wavelengths in
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the full solar radiation spectrum) based on experimental studies in oligo- to mesotrophic waters
[Smith and Baker , 1979; Kieber et al., 1996; Obernosterer et al., 2001; Lee et al., 2005]. Monthly
global maps of SRD were obtained from the aforementioned variables in the same way as for
the local studies (see below). For chlorophyll-a (CHL) concentrations and SST, we used satellite-
derived climatologies. A monthly global climatology of sea surface concentrations of CHL was
constructed from 2002-2004 level 3 data from the Sea-viewing Wide Field-of-view Sensor (Sea-
WiFS) available at http://oceancolor.gsfc.nasa.gov/SeaWiFS/. A monthly global climatology
of SST for the period 1971-2000 was obtained from the Climate Diagnostics Center (National
Oceanic-Atmospheric Administration / Cooperative Institute for Research in Environmental Sci-
ences) at http://www.cpc.noaa.gov/products/predictions/30day/SSTs/sst clim.html [Reynolds
and Smith, 1995].
We divided the surface of the globe into 324 boxes of 10◦ latitude by 20◦ longitude. Available
DMS measurements and calculated SRD values were averaged for each month and each
box. Next, we subdivided the range of SRD values (from 0 to 210 W m−2) into spaced intervals
of 15 W m−2, and mean ± standard deviation was calculated for the box-averaged DMS con-
centrations corresponding to each of the intervals. Data from different latitudes and months
were averaged together as long as they had a similar solar radiation dose. The highest 5% of
the DMS box means were purposely not taken into account in order to exclude high DMS val-
ues associated with eutrophic coastal systems and local blooms of algae that produce very
high amounts of dimethylsulfoniopropionate (DMSP), which are well-documented short-term
sources of DMS that would have a disproportionately high weight on the averages. This cut-off
criterion roughly corresponded to an upper limit of 10 nM (see Figure 5.1). The final number of
box-month combinations used was 545, and the total number of GSS DMS data points included
was about 26,400, i.e., nearly 90% of the original data.
5.2.4 Solar radiation dose
The daily-averaged, upper mixed layer solar radiation dose (SRD) was estimated assuming an
exponential decay of the daily-averaged surface solar irradiance (I0) with depth (z):
SRD = Iuml =
1
MLD
∫ MLD
0
I0 ∗ exp(−k ∗ z)dz =
I0
MLD ∗ k
∗ (1− exp(−k ∗MLD)) (5.1)
where MLD is the mixed layer depth (m), and k is the light extinction coefficient (m−1).
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Fig. 5.1: Frequency distribution of DMS concentration box-means. Values were obtained by averaging 30,000 individual data
points grouped by 10◦ x 20◦ (latitude x longitude) boxes and months. Data were obtained from the Global Sea Surface DMS
Database at http://saga.pmel.noaa.gov/dms/. DMS box-mean concentrations higher than 10 nM represent 5% of the total.
5.3 Results and Discussion
5.3.1 Local analyses: Blanes Bay and Sargasso Sea
A linear regression analysis revealed that, during the period examined, the SRD accounted
for 94% of the variance of monthly surface DMS concentrations (Figure 5.2). A comparison of
concurrent DMS andCHL concentrations showed some inverse correlation (ρ=-0.51). Similary, at
the Sargasso Sea the variation in the SRD explained 81% of the variance of monthly surface DMS
concentrations (Figure 5.3). This is consistent with a recent work [Toole and Siegel, 2004] showing
that the net biological production and concentration of DMS in the UML was highly correlated
with the ultraviolet radiation (UVR) dose at this same study site. These authors reported an
inverse correlation between UML-averaged DMS and CHL (ρ=-0.61).
The original plankton/sulfur/climate hypothesis postulated that a regulatory (negative) feed-
back would occur if positive changes in sunlight and/or temperature caused positive changes
in phytoplankton production, particularly at low latitudes [Charlson et al., 1987]. The obser-
vation that, both in the Sargasso Sea and in the coastal Mediterranean, monthly DMS and
CHL concentrations were not positively correlated but rather showed opposite patterns is not
a particular case of these two stations. Away from the equatorial region, surface DMS con-
centrations usually peak in summer. In subtropical and low temperate regions, this maximum
DMS coincides with a minimum of phytoplankton biomass. This feature has been called the
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Fig. 5.2: Linear regression (n = 15, r2 = 0.94) of surface DMS concentrations versus SRD in Blanes Bay (coastal northwest
Mediterranean). Dots are monthly data during the period from January 2003 to April 2004. Error bars represent standard
deviations of two consecutive sampling days eachmonth. A Spearman correlation analysis of the same data gives a significant
positive coefficient ρ = 0.75 (P << 0.01).
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Fig. 5.3: Linear regression (n = 33, r2 = 0.81) of surface (UML averaged) DMS concentrations versus the SRD in Hydrostation S
(Sargasso Sea). Dots are monthly data during the period from January 1992 to November 1994. Error bars represent standard
deviations of multiple sampling days each month. A Spearman correlation analysis of the same data gives a significant positive
coefficient ρ = 0.89 (P << 0.01). DMS data are from Dacey et al. [1998].
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DMS summer-paradox [Simo´ and Pedros-Allio´, 1999a]. At high latitudes and over most of the
Southern Ocean, on the other hand, the summer surface DMS maximum co-occurs with a CHL
maximum, and both variables look strongly correlated [Vallina et al., 2006]. Such a heteroge-
neous behavior results in very weak global correlations between DMS and CHL [Kettle et al.,
1999; Vallina et al., 2006].
5.3.2 Global analysis
Monthly latitudinal distributions of DMS, CHL, SST, and SRD show that DMS follows solar radiation
dose much more closely than it follows plankton biomass or temperature (Figure 5.4). Further,
consistent with the local time series, a significant positive correlation was found between av-
eraged surface DMS concentrations and the SRD along the radiation dose range (Figure 5.5).
Notably, there is a strong similarity between the slope and the intercept of the globally derived
linear equation and those obtained in the Sargasso Sea (Figure 5.3). Even though the data
scatter for the global relationship is quite large (shaded areas in Figure 5.5), the upper and
lower contours of the scatter still show clear proportionality between DMS and the SRD.
Although upper-ocean DMS dynamics have been the object of extensive research, definitive
conclusions about the main factors controlling DMS concentrations have remained elusive,
and this has prevented giving an unequivocal sign for any feedback link between climate
and DMS. Experimental work [Dacey et al., 1998; Simo´, 2001] has unveiled the interaction of
multiple biotic and abiotic players (e.g., phytoplankton composition and physiological state,
zooplankton grazing, bacterial activity and diversity, and photolysis), and solar radiation (and
especially UVR) exerts a substantial but not straightforward influence on many of them [Sunda
et al., 2002; Simo´, 2004; Toole et al., 2006]. A particularly relevant, recent hypothesis suggests
that DMS leakage from the algal cell is the by-product of a sulfur-based antioxidant mecha-
nism [Sunda et al., 2002]. Given that high light (high UVR) doses induce oxidative stress (i.e,
DMS release) and inhibit bacterial DMS consumption as well [Toole et al., 2006], DMS may ac-
cumulate in seawater. Phytoplankton succession to higher-DMSP producers in summer stratified
waters, oxidative stress on these producers, and oxidative damage on DMS consumers may be
concurrent reasons why DMS concentrations are higher in high-light conditions.
A recent analysis of the DMS time series in the Sargasso Sea revealed that the temporal DMS
variation emerging from such a complex cycle resembles that of the local UVR, and the lat-
ter was suggested as the major driving force [Toole and Siegel, 2004]. Whether this very same
quantitative DMS-UVR relationship would be applicable to most of the global ocean was un-
known but unlikely, because other local factors such as plankton abundance and community
structure would be expected to have a large complementary influence. Nonetheless, a pi-
oneering work by Bates et al. [1987] showed, with the few data available at the time, that
the seasonally averaged DMS emission flux covaried with the seasonally averaged surface so-
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Fig. 5.4: Month (April throughMarch) by latitude plots of climatological global distributions of satellite-derived CHL concentra-
tions (CHLsat, Sea-Viewing Wide Field-of-View Sensor, 2002 to 2004), satellite-derived sea surface temperature (SSTsat , Climate
Diagnostics Center, 1971 to 2000), surface DMS concentrations (GSS DMS database), and the SRD (calculated). All variables
are monthly averaged by 10◦ latitude bands. Spearman coefficients (ρ) for the correlations between the latitude-month distri-
butions of DMS and the other variables are DMS versus CHLsat, 0.08; DMS versus SSTsat, 0.16; DMS versus SRD, 0.56 (n = 155).
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Fig. 5.5: Linear regression (n = 14, r2 = 0.95) of surface DMS concentrations versus the SRD in the global open ocean. Dots
are averages of 10◦ by 20◦ (latitude by longitude) box mean DMS concentrations grouped by intervals of 15 W m−2 of SRD.
The shaded area represents the standard deviation of the averages. The numbers by the data points indicate the amount of
DMS box means used for each average (upper number) and the amount of original data included (number in parentheses).
A Spearman correlation analysis of the 545 box means gives a significant positive coefficient ρ = 0.47 (P << 0.01).
lar irradiance at different latitudes. More recently, the depth of the UML was seen to have a
regulatory influence on DMS production and concentration on a global scale, and it was hy-
pothesized that such regulation would partly occur through the effects of the MLD on plankton
exposure to solar radiation [Simo´ and Pedros-Allio´, 1999a; Simo´ and Dachs, 2002].
5.4 Conclusions
Using the most comprehensive data set available today, we show that surface DMS concen-
trations respond positively to the UML solar radiation dose, and this response follows the same
proportionality over the global open ocean, irrespective of latitude and the large variability of,
for example, temperature and trophic status. One of the challenges of today’s Earth system
science is to elucidate how the biosphere responds to climate in ways that in turn influence
climate [Meir et al., 2006], determine their operation time scale, and clarify whether these re-
sponses confer stability to the climate system in front of perturbations such as anthropogenic
global environmental change. The tight coupling of DMS concentrations to the solar radiation
dose that we observed is a necessary condition for the occurrence of a negative feedback
between plankton and climate through the influence of the former on the radiative energy
budget [Charlson et al., 1987]. Notably, it also provides a clue on the time scale of such feed-
back. The solar radiation dose of the surface ocean varies strongly over the seasonal cycle as
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a consequence of the coupled variation of surface irradiance and the MLD. Our data indicate
that it is at this seasonal scale that the epipelagic ecosystems respond to temporal and latitu-
dinal changes in solar radiation by changing their production of light-attenuating volatile sulfur.
Exploration of responses at time scales shorter than a month should be carried out with high-
resolution measurements of DMS and solar radiation in coherent water masses. Whether this
feedback will also operate efficiently at the longer time scale of anthropogenic global warm-
ing will depend on induced changes in global cloudiness, aerosol light scattering, and, most
important, mixing depths in the ocean.
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Nothing is always absolutely so.
(Theodore Sturgeon)
Weak response of oceanic dimethylsulfide to
upper mixing shoaling induced by global warming
ABSTRACT
The solar radiation dose in the oceanic upper mixed layer (SRD) has recently been identified as
the main climatic force driving global dimethylsulfide (DMS) dynamics and seasonality. Since
DMS is suggested to exert a cooling effect on the Earth radiative budget through its involvement
in the formation and optical properties of tropospheric clouds over the ocean, a positive rela-
tionship between DMS and the SRD supports the occurrence of a negative feedback between
the oceanic biosphere and climate, as postulated 20 years ago. Such a natural feedback
might partly counteract anthropogenic global warming through a shoaling of the mixed layer
depth (MLD) and a consequent increase of the SRD and DMS concentrations and emission. By
applying two globally-derived DMS diagnostic models to global fields of MLD and chlorophyll
simulated with an Ocean General Circulation Model coupled to a biogeochemistry model
for a 50% increase of atmospheric CO2 and an unperturbed control run, we have estimated
the response of the DMS-producing pelagic ocean to global warming. Our results show a net
global increase in surface DMS concentrations, especially in summer. This increase, however, is
so weak (globally 1.2%) that it can hardly be relevant as compared with the radiative forcing
of the increase of greenhouse gases. This contrasts with the seasonal variability of DMS (1000-
2000% summer-to-winter ratio). We suggest that the ’plankton - DMS - clouds - Earth albedo
feedback’ hypothesis is less strong a long-term thermostatic system than a seasonal mecha-
nism that contributes to regulate the solar radiation doses reaching the Earth’s biosphere.
S. M. Vallina, R. Simo´, & M. Manizza (2007)
Proc. Natl. Acad. Sci., 104(41), 16004-16009, doi:10.1073/pnas.0700843104

6.1 Introduction 127
6.1 Introduction
Ocean-emitted dimethylsulfide (DMS) has been suggested to play a climatic role by contribut-
ing to cloud droplet condensation and thereby to cloud albedo. As such a climate-active
compound, DMS was proposed as a candidate to partially counteract human-induced global
warming through a global biogeochemical feedback between oceanic biosphere and cli-
mate, the so called ’CLAW hypothesis’ [Charlson et al., 1987]. In order to quantitatively assess
the feasibility and magnitude of this potential long-term climate-stabilizing response, it is impor-
tant to understand which are the main factors that drive DMS dynamics: if we can estimate
how they are changing due to global warming, we should be able to predict the DMS re-
sponse. Early works pointed to the mutual interaction of several factors (i.e. phytoplankton
community structure, zooplankton grazing, bacterial activity, etc.), over which the mixed layer
depth (MLD) seems to have some kind of regulatory influence [Simo´ and Pedros-Allio´, 1999a;
Simo´ and Dachs, 2002]. However, more recent studies have strongly suggested that solar radia-
tion is the key factor regarding DMS dynamics, notably through its stress effects on phytoplank-
ton and inhibitory effects on heterotrophic bacterioplankton [Wolfe et al., 2002; Sunda et al.,
2002; Slezak and Herndl, 2003; Toole and Siegel, 2004; Toole et al., 2006]. One suggestion is
that the enzymatic cleavage of dimethylsulfoniopropionate (DMSP) into DMS in phytoplankton
is part of an antioxidant system that protects the cell from endogenous, hazardous hydroxyl
(OH) radicals under high-light stressing conditions [Sunda et al., 2002]. This hypothesis is sup-
ported by several laboratory studies [Hefu and Kirst , 1997; Stefels and van Leeuwe, 1998; Sunda
et al., 2002; Slezak and Herndl, 2003] as well as local and global time series analyses [Toole and
Siegel, 2004; Vallina and Simo´, 2007a; Vallina et al., 2007a; Vila-Costa et al., 2008].
In this context, phytoplankton is a necessary-but-not-sufficient condition for the production of
DMS. It is obvious that some phytoplankton activity needs to be present, but phytoplankton
biomass proxies like chlorophyll-a (CHL) are not correlated with DMS concentrations over large
scales except for high latitudes [Vallina et al., 2006] and highly productive near-coastal re-
gions [Simo´ and Dachs, 2002]. In these (usually nutrient-replete) regions, the solar radiation
dose in the upper mixed layer (UML) drives both phytoplankton biomass and DMS concentra-
tions. These have been postulated to be the ’DMS bloom-regime’ regions [Toole and Siegel,
2004]. However, in subtropical and low temperate regions (which cover most of the ocean’s
surface) DMS is basically driven by the solar radiation dose, both increasing in summer despite
CHL reduction due to nutrient depletion after water column stratification. These have been
postulated to be the ’DMS stress-regime’ regions [Toole and Siegel, 2004]. Therefore, with the
exception of high levels of DMS resulting from some phytoplankton blooms, most of the DMS
dynamics could be predicted based purely on geophysical data [Simo´ and Dachs, 2002; Toole
and Siegel, 2004]. In support of that, recent works have found that the daily-averaged solar
radiation dose received in the UML (hereafter SRD) seems to be the key factor governing DMS
dynamics at all spatial scales, from the local to the global [Vallina and Simo´, 2007a; Vallina
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et al., 2007a]. These results also explained why previous diagnostic models of DMS concentra-
tions, based basically [Simo´ and Dachs, 2002] or exclusively [Aranami and Tsunogai, 2004] on
the MLD, work so well: the MLD might simply be a proxy of the SRD. Since MLD seasonality is re-
lated to surface irradiance (an increase on surface irradiance is usually followed by a decrease
in the MLD), a multiplicative (non-linear) effect arises on the SRD. This leads to the observed
non-linearity of the relationship between DMS and MLD, while DMS is linearly related to SRD.
MLD is predicted to be reduced by several meters in most regions of the ocean as a con-
sequence of global warming, because the increase in air temperature would increase the
atmosphere-to-ocean heat flux (then reinforcing water column stratification) [Manizza, 2006].
In this regard, it has been speculated that, due to the links between MLD, SRD, and DMS, in a
global warming scenario the shoaling of ocean stratification will imply an increase of DMS con-
centrations and its fluxes to the atmosphere [Simo´ and Dachs, 2002; Toole and Siegel, 2004],
in support of the CLAW hypothesis. Since DMS is believed to be the main contributor to Cloud
Condensation Nuclei concentrations (CCN) over marine remote regions [Prospero et al., 1991;
Ayers and Gras, 1991; Andreae et al., 1995; Ayers et al., 1997a; Clarke et al., 1998; Andreae
et al., 1999; Ayers and Gillett , 2000; Vallina et al., 2007a] and CCN numbers are related to cloud
formation, cloud optical properties and lifetime (hence to the Earth albedo [Charlson et al.,
1987]), the anticipated DMS increase might constitute a natural negative feedback mecha-
nism that could counteract the effects of global warming on Earth’s climate [Charlson et al.,
1987;Gunson et al., 2006]. The present study seeks to estimate this (potential) DMS increase un-
der global warming conditions by using the global relationship between DMS concentrations
and the SRD [Vallina and Simo´, 2007a] as a diagnostic model, as well as the diagnostic model
proposed by Simo´ and Dachs [2002], that relates DMS to the MLD and CHL. Both diagnostic
models are applied to global model outputs of MLD (from which the SRD is calculated) and
CHL for the year 2061, obtained under a 50% increase in CO2. A control with todays levels of
CO2 is run as a reference. The results are discussed in the context of the CLAW hypothesis.
6.2 Data and Methodology
6.2.1 Model data of the mixed layer depth and chlorophyll-a
Global monthly fields of MLD are outputs from the ORCA-LIM, a global version of OPA [Timmer-
mann et al., 2005]. This is a three-dimensional (3D) Ocean General Circulation Model (OGCM)
coupled to the LIM sea-ice model. OPA is based on primitive equations [Madec and Imbard,
1996; Madec et al., 1999] where the vertical eddy diffusivity and viscosity coefficients are cal-
culated by a 1.5 order turbulent kinetic energy model [Gaspar et al., 1990]. Sub-grid eddy
induced mixing is parameterized according to Gent and McWilliams [1990]. CHL is obtained
from the coupling of PlankTOM5 to ORCA-LIM. PlakTOM5 is a biogeochemistry model based on
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Plankton Functional Types (PFT) [Le Que´re´ et al., 2005]. It includes phosphorous, silicate, iron and
light co-limitation and represents five PFT: mixed-phytoplankton, diatoms and coccolithophores
for phytoplankton, plus meso andmicro size classes for zooplankton [Le Que´re´ et al., 2005]. CHL
is the sum of the chlorophyll-a of all three phytoplankton types.
6.2.2 Solar radiation dose
Monthly global maps of daily-averaged solar radiation dose (W m−2) in the UML (or SRD) are
estimated assuming an exponential decay of the daily-averaged surface solar irradiance (I0)
with depth (z):
SRD = Iuml =
1
MLD
∫ MLD
0
I0 ∗ exp(−k ∗ z)dz =
I0
MLD ∗ k
∗ (1− exp(−k ∗MLD)) (6.1)
I0 is assumed to be 50% of the daily averaged solar irradiance at the top of the atmosphere
(Itoa, W m
−2) [Kiehl and Trenberth, 1997], which is calculated following Brock [1981]. We assume
a general solar-radiation extinction coefficient (k) of 0.06 m−1, which is a reasonable approxi-
mation for spectrum-centered wavelengths in open ocean waters [Smith and Baker , 1979].
6.2.3 DMS diagnostic models
6.2.3.1 SRD-model:
DMS = 0.492+0.019∗SRD (6.2)
6.2.3.2 MLD-model:
if CHL/MLD ≥ 0.02:
DMS = 0.6+55.8∗ (CHL/MLD) (6.3)
if CHL/MLD < 0.02:
DMS = 5.7−Ln(MLD) (6.4)
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6.2.4 Control and Global Warming scenarios
We performed two parallel transient simulations (56 years, from 2005 until 2061) which differed
in their atmospheric forcing ψ (air temperature, wind speed, etc.): i) a ’control’ simulation using
atmospheric forcing of present day conditions ψControl = ψNCEP , where ψNCEP is the NCEP/NCAR
reanalysed atmospheric forcing [Kistler et al., 2001] (56 years, from 1948 until 2004) applied to
the 2005-2061 period; and ii) a ’global warming’ simulation that makes use of an atmospheric
forcing for a global warming scenario ψGW = ψControl +ψ∗IPSL, where ψ∗IPSL are the atmospheric
forcing anomalies from the IPSL (Institut Pierre-Simone Laplace) Earth system model simulation
based on an IPCC scenario A2 [Friedlingstein et al., 2001]. Thus, ψ∗IPSL is the difference between
the atmospheric output variables from a climate IPSL-A2 run with increasingCO2 (56 years, from
≈377 ppm in 2005 to≈551 ppm in 2061) and the baseline of 30-year monthly-averages (into one
year climatology, from 1974 to 2004) of the same simulation. Each monthly value of the ψ∗IPSL
anomalies was smoothed with a running-mean of 30 years to remove inter-annual variability
while maintaining the seasonality [Manizza, 2006].
Thus we obtained estimates of the MLD and CHL under global warming (MLDGW and CHLGW ;
≈50% increase in CO2 respect to 2005 levels) as well as without global warming (MLD
Control
and CHLControl ) [Manizza, 2006]. By applying both the SRD-model and the MLD-model we ob-
tained next, for each model, a DMS concentration estimates for the global warming scenario
(DMSGWmodel ) and the control (DMS
Control
model ). For the SRD-model, surface solar irradiance and the light
extinction coefficient are assumed to remain the same in both scenarios, so that DMS changes
will only be the result of the differences between MLDGW and MLDControl , which translate into dif-
ferences between SRDGW and SRDControl . When the MLD-model is used, either changes in MLD
and CHL may result in DMS differences. The SRD-model equation does not include CHL; there-
fore it cannot capture changes in the bloom-regime regions due to global warming, but rather
only changes in the stress-regime regions [Vallina and Simo´, 2007a]. On the other hand, the
MLD-model has two empirical equations, one of which include both MLD and CHL (to be used
in bloom-regime regions) while the other estimates DMS exclusively as a function of the MLD (to
be used in stress-regime regions) [Simo´ and Dachs, 2002; Toole and Siegel, 2004]. Therefore the
MLD-model is expected to account for changes in both regime regions. Nevertheless, either
for the GW or Control scenarios, the stress-regime clearly dominated, and DMS was estimated
solely from the MLD in ≈90% of the ocean’s surface.
6.2.5 Global maps of averaged DMS increase due to Global Warming
By comparing the global maps of DMS obtained for the GW and Control scenarios we cal-
culated the DMS change due to global warming (the change in the absolute value and the
percentage of change) for every 1◦ x 1◦ grid box (or pixel) of the global ocean. These esti-
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mates were obtained for three periods separately: annually, from April to September, and from
October to March. The changes in the absolute value (nM) were obtained as follows:
∆DMSAnnual =
1
12
(
i=Dec
∑
i=Jan
DMSGWi ∆t−
i=Dec
∑
i=Jan
DMSControli ∆t) (6.5)
∆DMSApr−Sep =
1
6
(
i=Sep
∑
i=Apr
DMSGWi ∆t−
i=Sep
∑
i=Apr
DMSControli ∆t) (6.6)
∆DMSOct−Mar =
1
6
(
i=Mar
∑
i=Oct
DMSGWi ∆t−
i=Mar
∑
i=Oct
DMSControli ∆t) (6.7)
where ∆t is one month. The percentages of DMS change were calculated by normalizing the
absolute changes by the annual mean concentration of the Control scenario:
∆DMS%k =
∆DMSk
1
12 ∑i=Deci=Jan DMSControli ∆t
∗ 100 (6.8)
where DMSk can be DMSAnnual , DMSApr−Sep , or DMSOct−Mar .
6.2.6 Globally averaged DMS increase due to Global Warming
Following a similar procedure, by considering the DMS change in each month and pixel along
with the area covered by the pixel, the globally averaged (not spatially resolved) percentage
of DMS change due to global warming was obtained for three cases: annually, summer con-
ditions, and winter conditions. By ’summer conditions’ and ’winter conditions’ we mean the
regions and periods with a daily-averaged solar surface irradiance higher and lower than 200
W m−2, respectively.
6.3 Results and Discussion
With the aim at quantifying the (potential) future ’MLD reduction - SRD increase - DMS increase’,
we applied the globally-derived DMS diagnostic equations of Vallina and Simo´ [2007a] (SRD-
model; see eq(6.2) in section 6.2) and Simo´ and Dachs [2002] (MLD-model; see eqs(6.3-6.4) in
section 6.2) to modeled global fields of MLD and CHL obtained for 2061 [Manizza, 2006] under
two scenarios (Global Warming vs. Control; see point 6.2.4).
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6.3.1 Global validity of the DMS Diagnostic Models
In order to evaluate the validity of the DMS diagnostic models used, we have compared their
results against actual data. Figure 6.1 shows the Hovmoller Diagrams (upper andmiddle panels)
obtained both from data (Global Sea Surface -GSS- DMS database and Kettle and Andreae
[2000]) as well as from model results (see Figure 6.1 legend), along with the global maps of
seasonal correlations [Vallina et al., 2006] between DMS modelled results from the control run
against the Kettle and Andreae [2000] climatology (bottom panels). In general there is good
agreement between DMS data and model estimates. However, for the control run, the SRD-
model is unable of capturing the highest 10% zonally-averaged DMS values (> ≈4nM) while the
MLD-model, since it includes the bloom-regimes, can not capture only the highest 4% zonally-
averaged DMS data values (> ≈6nM). The correlation maps show that, with the exception of
the equatorial regions (where there is almost no seasonality in the variables) the seasonality
of the DMS data is very well captured by both models virtually all over the global ocean. A
scatter-plot analysis between the zonally-averaged DMS values from model against data (see
Figure 6.2) confirms their global validity (ie. Spearman correlation coefficients of ≈0.8 between
MLD-model and SRD-model for the control run vs. Kettle and Andreae [2000]; see pannels AA1
and BB2 of Figure 6.2).
6.3.2 DMS estimates under Global Warming
Figure 6.3 shows the global maps of estimated surface DMS concentration fields under global
warming (GW) conditions for the three time periods considered, obtained with both diagnostic
models. The results are fairly similar, yet some differences can be observed. Although both
models display a clear seasonal pattern of higher DMS during each hemispheric summer, this
seasonality is more marked in the SRD-model: DMSGWSRD−model concentrations are slightly higher
than DMSGWMLD−model in each hemispheric summer, and vice-versa for each hemispheric winter.
On the other hand, the MLD-model gives higher DMS concentrations at high latitudes due to
algal blooms.
6.3.3 DMS increase under Global Warming
Figure 6.4 and Figure 6.5 show the global maps of the estimated increases of DMS under GW
with both models. First, we notice that, although in some regions DMS decreases, there is a
general increase of DMS concentrations over most of the globe. However, these increases are
generally very weak, both in absolute change and in percentage of change. For example, in
the case of the MLD-model, the 95% percentile from the annual maps is +0.13 nM for the abso-
lute change and +6.3% for the percentage of change (the 5% percentile is -0.08 nM and -3.22%,
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Fig. 6.1: Global DMS [nM] distributions. Panels a) to f) show the Hovmoller Diagrams for: a) GSS data; b) Kettle and Andreae
[2000] climatology; c) present-day MLD-model (MLD from de Boyer-Monte´gut et al. [2004], CHL from a SeaWiFS 2002-2004
climatology); d) present-day SRD-model (MLD from de Boyer-Monte´gut et al. [2004]); e) MLD-model (MLD and CHL from control
run); f) SRD-model (MLD from control run). The colorbar palette has been cut at 5.5nM (corresponding to the 95% percentile of
zonally-averaged DMS GSS data) for the sake of visual comparison of modeled results against data. The GSS raw data (≈33,000
points) were gridded into a 180◦ x 360◦ x 12 (latitude, longitude, month) array climatology (≈5,700 points) before making the
diagram. The bottom panels show the global maps of seasonal correlation [Vallina et al., 2006] between modeled DMS results
from the control run ( g) MLD-model; h) SRD-model ) against the Kettle and Andreae [2000] climatology. Only significant (95%)
values are shown.
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Fig. 6.2: Scatter-plots of the zonally-averaged DMS values from Figure 6.1 along with their corresponding (Spearman) correla-
tion coefficient. For a quick visual inspection the panels were labelled on the bottom-right corner: letter refers to the diagnostic
model used (’A’ forMLD-model and ’B’ for SRD-model); single letter refers to model results using current-day climatological data
(MLD from [45] and CHL from a SeaWiFS 2002-2004 climatology) while double letter refers to the control run simulation; number
refers to which data are being used to evaluate model results (’1’ for GSS database and ’2’ for Kettle and Andreae [2000]
climatology).
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Fig. 6.3: Simulated fields of surface DMS concentrations under global warming conditions from the MLD-model (upper panels)
[Simo´ and Dachs, 2002] and the SRD-model (lower panels) [Vallina and Simo´, 2007a] for three time periods (from left to right:
annual average, April-September average, October-March average).
respectively). In the case of the SRD-model these values are even lower: the 95% percentiles
are +0.09 nM and +4.2% (the 5% percentiles are -0.03 nM and -1.34%). Interestingly, both models
show three regions where the DMS increase is the highest: the North Atlantic between 40◦N and
60◦N, some zones of the equatorial Pacific, and the Southern Ocean. Overall, these results are
an indication that an increase of DMS under global warming scenario due to a net reduction of
the MLD seems possible and robust, but that the global strength of such response will probably
be very weak. It is worth noting, however, that the predicted DMS response in tropical regions,
and particularly next to the Maritime Continent, Asian equatorial Pacific (where the predicted
annual increase is of the order of 10-15%), can be climatically important. This region is weakly
affected by anthropogenic sulfur emissions, receives large incident solar radiation, and plays
an important role in energy distribution through convection and atmospheric teleconnections
[Meehl, 1987; Miller et al., 2003]. Changes in the radiative balance of this region might have
ample climate implications.
A more detailed analysis reveals that the results obtained from the two diagnostic models differ
markedly in the seasonality. While for the MLD-model the DMS increases are roughly equally
distributed in the two time periods (Apr-Sep and Oct-Mar), the SRD-model predicts higher DMS
increases in each hemispheric summer. This is important because the efficiency at which DMS
is oxidized to sulfates is highly dependent on the concentration of atmospheric OH radicals
[Hynes et al., 1986]. Since OH production is UV dependent, it displays a clear seasonality with
higher values during each hemispheric summer [Spivakovsky et al., 2000]. Although DMS con-
version into CCN is influenced also by nitrate radical DMS oxidation at night-time [Stark et al.,
2007] and by the presence of other aerosols, particularly over polluted regions, the central role
136 CHAPTER 6
Annual:  ∆ DMSMLD−model [nM]
80
60
40
20
0
−20
−40
−60
−80 −0.6
−0.4
−0.2
0
0.2
0.4
0.6
Annual:  ∆ DMSMLD−model [%]
−180 −120 −60 0 60 120 180
80
60
40
20
0
−20
−40
−60
−80 −15
−10
−5
0
5
10
15
Apr − Sep:  ∆ DMSMLD−model [nM]
Apr − Sep:  ∆ DMSMLD−model [%]
−180 −120 −60 0 60 120 180
Oct − Mar:  ∆ DMSMLD−model [nM]
Oct − Mar:  ∆ DMSMLD−model [%]
−180 −120 −60 0 60 120 180
Fig. 6.4: Global maps of the estimated change of DMS under global warming obtained with the MLD-model [Simo´ and Dachs,
2002] (upper panels: averaged absolute change; bottom panels: percentage of change).
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Fig. 6.5: Global maps of the estimated change of DMS under global warming obtained with the SRD-model [Vallina and Simo´,
2007a] (upper panels: averaged absolute change; bottom panels: percentage of change).
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of OH suggests that any coupling (or mismatch) between the seasonalities of DMS and OH
could amplify (or buffer) the seasonal contribution of biogenic sulfur to CCN production.
Further, for DMS-derived CCN to become more effective in cooling the Earth, their increase
of the cloud optical depth should co-occur with the highest solar irradiances (i.e. in each
hemispheric summer). This is particularly true at high latitudes where the summer-to-winter ratio
of solar incident radiation is higher. Over these regions, an increase of DMS during winter would
be of little help regarding Earth cooling, because of low OH to oxidize DMS into CCN and low
solar radiation to reflect back to the space. In other words, estimating the annual changes in
DMS concentrations due to global warming without giving information about the season when
these changes are predicted to occur results in an incomplete picture if we are to interpret our
results within the context of the CLAW hypothesis.
To better quantify this difference we calculated the globally averaged (not spatially resolved)
percentage of DMS change, which takes into account the area of each pixel, for three cases:
annually, summer conditions, and winter conditions. Results from the two diagnostic models
are shown in Figure 6.6. We can clearly observe how, although the annual average is almost
identical for the two models (≈1.2%), the summer-to-winter ratio is higher for the SRD-model
(≈0.8% in winter, ≈1.8% in summer) than for the MLD-model (≈1.1% in winter, ≈1.5% in summer).
As we stated previously, in the context of DMS predictions by empirical diagnostic models the
MLD can be regarded as a proxy of the SRD [Vallina and Simo´, 2007a], so, in principle the
results using one or the other should have been rather similar. Why, therefore, such important
differences in the seasonality of the change?. The seasonality of the MLD can be used indeed
as a good (non-linear) proxy of the seasonality of SRD because, over seasonal scales, the MLD is
mostly set by surface irradiance, and both concur to set the SRD. However this is not necessarily
the case over the time scale of global warming. For example, a winter time reduction of the
MLD at a high latitude region (e.g. the Southern Ocean) due to global warming, would hardly
cause a significant increase of the regional SRD because the surface irradiance is too low.
Therefore, if the driving force of the oceanic DMS production is the SRD, using simply a MLD
model may over-predict the DMS increase in this scenario. This would specially be the case
when estimating winter time increases due to global warming over high latitude regions.
Nevertheless, despite these differences, bothmodels are fairly consistent in their predictions. On
a global annual average, the DMS percentage of increase is ≈1.2%; in the summer conditions
it could go up to 1.8% (Figure 6.6). Our results are consistent with other estimates of the oceanic
DMS response to global warming. Bopp et al. [2004], based on a completely different diagnos-
tic equation to estimate surface DMS, reported a global increase of DMS flux of 3% in a scenario
of 100% increase of CO2 (from ≈350 ppm in 1990 to ≈700 ppm by 2060). This DMS increase was
calculated to give a global radiative forcing of -0.05 W m−2, i.e., about 2% reduction of the
estimated positive radiative forcing due to increased CO2 (≈ +3 W m
−2) [Bopp et al., 2004].
Based on a mechanistic ecosystem-DMS model, Gabric et al. [2001] predicted a 5% increase
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Fig. 6.6: Globally averaged percentage of DMS change under global warming obtained from the MLD-model [Simo´ and
Dachs, 2002] and SRD-model [Vallina and Simo´, 2007a] for three cases: annually, summer conditions, and winter conditions. By
’summer conditions’ and ’winter conditions’ we mean the regions and periods with a daily-averaged solar surface irradiance
higher and lower than 200 W m−2, respectively.
of DMS flux for a region of the Southern Ocean under a global warming scenario caused by a
CO2 tripling (by 2080) relative to pre-industrial levels. They estimated the associated radiative
forcing to be -0.3 W m−2, i.e., about a 4% reduction of the estimated CO2 radiative forcing (≈
+7 W m−2).
Interestingly Gabric et al. [2004] made also use of the Simo´ and Dachs [2002] MLD-model to
estimate a global DMS increase under global warming based on MLD fields simulated by the
CSIRO Ocean General Circulation Model and CHL fields predicted with an ecological model
of their own. They estimated a global DMS flux increase of 14%. This value, however, was highly
influenced by an austral-spring DMS flux increase in the 50◦S - 60◦S region of ≈1000%. Out of
this season or for any period of the year at the remaining latitudes, the DMS flux shows either
a slight increase or a slight decrease [Gabric et al., 2004]. The way they modeled CHL was
substantially different from ours and this may account for the discrepancy in the results. Their
ecosystem model was applied in a zero-dimensional (OD) mode by 10◦ latitudinal bands, with
re-calibration for each one of them. Our approach is based on a global 3D coupled physical-
ecological model.
6.3.4 DMS and the CLAW hypothesis
When Charlson et al. [1987] proposed the CLAW hypothesis they postulated a global climate
feedback mechanism that regulates either temperature and/or solar irradiance. However, at
that time, they were not able yet to define the nature and tempo of the processes that drive
DMS variability and, so, they associated DMS dynamics with long-term climate evolution [Charl-
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son et al., 1987; Andreae and Crutzen, 1997]. But temperature and irradiance, although tightly
linked, are not the same thing. Twenty years later, it starts to become clear that DMS increases
with incident light [Stefels and van Leeuwe, 1998; Sunda et al., 2002; Toole and Siegel, 2004;
Vallina and Simo´, 2007a] but not with temperature [van Rijssel and Gieskes, 2002; Vallina and
Simo´, 2007a; Vallina, 2008]. Further, surface DMS concentrations are highly seasonal, as CCN
production is [Vallina et al., 2006, 2007a]. For DMS to be oxidized to sulfates and produce bio-
genic CCN, high levels of atmospheric OH radicals are needed [Andreae and Crutzen, 1997].
Since OH is mainly driven by UV radiation, DMS and OH are usually in phase with maxima in
summer [Vallina et al., 2007a]. This represents an efficient seasonal mechanism for enhanced
biogenic CCN formation at the time when harmful solar radiation is the highest.
On the other hand, the DMS-feedback capability as a global thermal regulator over longer
time-scales such as that of global warming seems to be weak: the same mechanisms that
produce 1000-2000% seasonal increases of DMS concentrations [Toole and Siegel, 2004; Vallina
and Simo´, 2007a] (Figure 6.3) are able to produce only a weak response to global warming
conditions (1.2%; Figure 6.4, Figure 6.5 and Figure 6.6). Also, the radiative forcing of a long-
lived gas like CO2 is very homogeneous both in time and space [Bopp et al., 2004], while CCN
formation from DMS and its influence on cloud properties is regional and seasonal since both
atmospheric DMS and CCN have much shorter lifetimes. Then a DMS-climate feedback would
be most apparent over seasonal scale. There seems to be, therefore, a mismatch between the
scales at which DMS influences climate and global warming operates.
We therefore propose a revision of the point of view on the CLAW hypothesis: rather than look-
ing at the DMS-CCN-cloud albedo feedback as a long-term mechanism contributing to reg-
ulate the Earth’s temperature, we should look at it as a seasonal mechanism contributing to
regulate the solar radiation dose received by the marine pelagic biosphere.
6.4 Conclusions
We have estimated the DMS increase under global warming conditions (50% increase from cur-
rent CO2 levels) by means of two global empirically-derived diagnostic DMS models for which
the mixed layer depth is a critical parameter. The goal was to evaluate if the predicted net
reduction of the mixed layer depth in global warming scenarios would trigger a significant DMS
increase as proposed previously [Simo´ and Pedros-Allio´, 1999a; Simo´ and Dachs, 2002; Toole
and Siegel, 2004]
Our results point towards a net global increase in surface-ocean DMS concentrations, partic-
ularly during each hemispheric summer, when a derived increase in CCN numbers and cloud
albedo would be more effective in cooling the Earth because it is the period of higher incident
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solar radiation. This increase, however, is weak (globally of 1.2% and only in very few places
it is higher than ≈5%), so it can hardly be of much relevance to counteract global warming.
This contrasts with the seasonal variability of DMS concentrations (easily 1000-2000%). Therefore
we suggest that the ’DMS - CCN - cloud albedo’ feedback proposed by the CLAW hypothesis
does not act as a significant longer-term thermostatic mechanism in the anthropogenically-
perturbed Holocene but rather as a seasonal Earth system mechanism that contributes to reg-
ulate the solar radiation dose received by the oceanic pelagic biosphere. How much this
seasonal mechanism has been contributing to the global radiative balance throughout the
history of the pre-industrial Earth is still uncertain [Andreae and Crutzen, 1997], but although a
significant role is likely, it is not expected to change dramatically with the prospected manifes-
tations of global warming within the current century. However, mechanisms other than mixed
layer depth changes could also be involved in a DMS feedback loop, like changes in aeolian
or riverine input of nutrients that could alter marine biology (and hence DMS production) in a
global warming scenario in ways that are not captured by the seasonality of the SRD depen-
dence. To evaluate if these effects could be of higher importance than those related to MLD
changes, a fully-coupled Earth System Model including a reliablemechanistic characterization
of the oceanic DMS cycle is needed.
CHAPTER 7
Conclusions and Perspectives
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Cross a bridge when one comes to it.
(Chinese quote)
7.1 Summary
S. M. Vallina & R. Simo´ (2007), Re-visiting the CLAW hypothesis
Environmental Chemistry, 40(6), doi:10.1071/EN07055. (extended version)
A global negative feedback between biogenic dimethylsulfide (DMS) production by the upper-
ocean ecosystems and Earth climate has been suggested to occur through the formation of
cloud-forming sulfur aerosols in the troposphere and their impact on cloud albedo and the
Earth radiative balance [Charlson et al., 1987]. The so-called CLAW hypothesis, although sug-
gestive and not refuted by evidence hitherto, still is highly speculative and some of its main
postulates remain unproven. In this study we sought to contribute to the current knowledge
of the oceanic biogenic sulfur cycle and its potential impact on climate by addressing some
relevant open questions regarding the CLAW hypothesis.
1) Which is the climatic factor that drives oceanic DMS production? How does it do so?
Charlson et al. [1987] proposed that increases in either sea surface temperature (SST) and/or
solar irradiance may be responsible for concomitant increases of DMS concentrations. How-
ever, although both variables (temperature and solar irradiance) are closely related, clearly
they are not the same thing. For example, they do not display exactly the same seasonality
in the upper ocean: temperature usually peaks later than solar irradiance because heating
the upper ocean requires some time. Besides, they trigger different responses from the organ-
isms; e.g., phytoplankton photosynthesis is mainly driven by photosynthetically active radiation
(PAR), although temperature affects the overall performance of phytoplankton metabolism.
Solar irradiance also includes ultra-violet radiation (UVR) which has a deleterious effect on phy-
toplankton growth [Perin and Lean, 2004]. The question of whether SST or solar radiation had a
bigger impact on DMS production was unanswered for longtime. The analysis of a global DMS
data-base as well as local DMS time-series (BATS in the Sargasso Sea and Blanes Blay in the NW
Mediterranean) have revealed that it is the solar radiation dose in the upper mixed layer (or
SRD) the climatic factor that seems to drive DMS dynamics [Toole and Siegel, 2004; Vallina and
Simo´, 2007a; Vallina et al., 2007a]. Further, with a spatially resolved perspective, the analysis of
globally derived SRD and DMS climatologies shows that the seasonal couplings between SRD
and DMS are very tight and widespread over the Global Ocean (see Chapter 4). From these
results, we have been able to obtain a global predictive diagnostic equation that relates DMS
concentrations to the SRD (see Chapter 5). Thus, DMS usually displays a summer maximum in
surface waters, even in regions where a phytoplankton biomass proxy like chlorophyll-a (CHL)
shows an annual minimum in summer [Dacey et al., 1998; Vallina et al., 2006; Vila-Costa et al.,
2008] (subtropical and low temperate regions), a feature known as the DMS summer-paradox
[Simo´ and Pedros-Allio´, 1999a]. Over these regions phytoplankton display a summer minimum
due to nutrient depletion after water column stratification, at the time when the annual DMS
maximum occurs [Vallina et al., 2008] (see Chapter 2).
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The SRD is highly related to the ultraviolet radiation (UVR) dose in the upper mixed layer of the
ocean. It has been experimentally observed that UVR can affect two of the major biological
players in the oceanic sulfur cycle: i) heterotrophic bacterioplankton, prokariotic organisms
that can be both a source and a sink for DMS; and ii) phytoplankton, the primary producers
of dimethylsulfoniopropionate (DMSP), the DMS precursor. The question, then, is which organ-
isms and processes the SRD may be acting upon to drive DMS dynamics. Most groups of het-
erotrophic bacteria take up and metabolize DMSP as a major sulfur source and bacterioplank-
ton overall convert only a minor proportion of it into DMS [Kiene and Linn, 2000; Yoch, 2002].
Some specialized bacteria are capable of degrading DMS [Vila-Costa et al., 2006a; del Valle
et al., 2007]. UVR is known to cause DNA damage and can inhibit bacterial activity [Herndl
et al., 1993], so it was suggested that summer time inhibition of bacterial DMS consumption
[Slezak et al., 2001] could contribute to the observed DMS accumulation [Simo´ and Pedros-
Allio´, 1999a]. UVR has also been observed to produce an increase in the amounts of DMSP
and DMS per cell volume in phytoplankton, and an intra-cellular DMSP/DMS conversion system
has been suggested to play an antioxidant role to cope with high UVR doses (by scavenging
the harmful hydroxyl radical, OH) [Sunda et al., 2002]. Based on a mechanistic model of an
oceanic pelagic ecosystem that includes both phytoplankton and bacterioplankton, coupled
to a biogenic sulfur cycle, we have suggested that bacteria, although being major players in
DMS production and consumption, do not seem to to play the main role in controlling DMS
seasonality (see Chapter 2). The model was applied in a one-dimensional (1D) physical frame
to the Sargasso Sea, a place where the DMS summer-paradox occurs very markedly. From the
analysis of several possible scenarios we conclude that phytoplankton direct production and
exudation of DMS in response to solar radiation doses (i.e., UVR doses) may be the major driver
of the DMS summer-paradox [Vallina et al., 2008]
2) Is oceanic DMS a globally relevant source of Cloud Condensation Nuclei?
Several local field studies have found significant correlations between DMS, its atmospheric ox-
idation products, sulfates and cloud condensation nuclei (CCN), mostly over remote clean-air
remote oceanic regions [Prospero et al., 1991; Ayers and Gras, 1991; Andreae et al., 1995; Ayers
et al., 1997a; Clarke et al., 1998; Andreae et al., 1999; Ayers and Gillett , 2000]. These findings,
however, lacked the spatial and temporal coverage necessary to resolve whether this DMS-
CCN coupling is widespread and therefore relevant for global climate processes. Other works
suggested that globally, and specially in the northern hemisphere, most of the atmospheric
aerosols and CCN are not comming from DMS oxidation but from continental sources [Charl-
son et al., 1992; Husar et al., 1997; Andreae et al., 2003; Vallina et al., 2007a]. Anthropogenic
emissions of sulfur are larger than those from natural sources [Smith et al., 2001; Gondwe et al.,
2003]. Also, the small-size fraction of sea salt (SS) particles released by breakingwaves has been
proposed to be a dominant source of CCN over clean-air regions far from continents [Murphy
et al., 1998]. Finally, organic aerosols of marine biogenic origin are now being seen as a further,
potentially large source of CCN [O’Dowd et al., 2004; Meskhidze and Nenes, 2006].
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The analyses of satellite and model-derived global data of several oceanic and atmospheric
variables suggest that DMS oxidation can indeed be a major source of CCN over oceanic
regions far from continental aerosol sources (like the Southern Ocean) especially in summer
[Vallina et al., 2007a] (see Chapter 4). Small SS aerosols, although quantitatively important, do
not seem to control CCN seasonality over the Southern Ocean (SO), a region where SS produc-
tion is amongst the highest of the world due to the constant presence of strong winds. Rather,
SS aerosols appear to conform a fairly constant background of CCN [Andreae et al., 1999]. The
seasonality of wind speeds and that of the small-mode fraction of aerosols support these con-
clusions [Vallina et al., 2006] (see Chapter 3). Over clean-air ocean regions DMS emissions seem
then to control CCN seasonality and its annual contribution to CCN numbers is estimated to be
higher than 60%. Over a global scale, however, the estimated current contribution of DMS
to annual CCN numbers is rather moderate, of about 30% [Vallina et al., 2007a]. Our results
suggest that DMS may therefore be contributing to CCN formation all around the globe (a bio-
genic source that could have been the main one in the pre-industrial Earth) but that nowadays
it is rather a minor source if compared to continental sources of CCN (anthropogenic sulfates,
black carbon aerosols, the fine fraction of dust particles, etc.) [Vallina et al., 2007a]. Further,
due to the strong seasonal coupling of CHL, DMS and CCN over the SO [Vallina et al., 2006],
these works [Vallina et al., 2006, 2007a] could not rule out the influence of biogenically driven
organic aerosols on CCN [Meskhidze and Nenes, 2006]. Since we relied on the linear regression
between DMS oxidation and CCN numbers obtained for the SO to estimate the regional and
global contribution of DMS-derived CCN to total CCN numbers, we were implicitly assuming
that the contribution of organic aerosols is minor. Therefore, should the organic source of CCN
be found important over the SO, our estimates of the DMS impact on CCN numbers would likely
be overestimates.
3)Which is the time-scale at which the suggested ’DMS - CCN - cloud albedo’ feedback oper-
ates and what is its sign? Can DMS alleviate global warming?
In their original paper Charlson et al. [1987] proposed that DMS emissions and their influence
on CCN production, cloud albedo, and the Earth radiative balance, may be part of a long-
term global thermostatic system driven by biological forces. They suggested that a ’DMS -
CCN - cloud albedo’ feedback could be acting as a natural cooling mechanism: an increase
of Earth’s temperature would increase oceanic DMS concentrations and its emission to the
atmosphere, giving rise to more reflective clouds and to less amount of solar radiation reaching
the surface (i.e., less global heating). They speculated that this natural feedback might also
counteract anthropogenic global warming. We applied two global DMS diagnostic models,
for which the mixing layer depth (MLD) is a key parameter, to global fields of MLD and CHL
simulated by a biogeochemistry model embedded into an Ocean General Circulation Model
for both global warming conditions (50% increase of present atmospheric CO2) and non-global
warming conditions (control). We obtained global maps of DMS concentrations for these two
scenarios [Vallina et al., 2007b] (see Chapter 6). By these means we estimated the response of
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DMS to global warming. Results were fairly similar for both DMS models: a rather weak increase
of DMS concentrations. Globally it was 1.2% and only in very few places the increase was higher
than ≈5%. According to these results, therefore, although the sign of the feedback appears
to be negative, such a low increase in DMS can hardly counteract significantly the effects of
global warming since it represents less than 2% reduction of the estimated positive radiative
forcing due to CO2 [Bopp et al., 2004].
Given that experimental evidence points to the SRD and not temperature as the climatic vari-
able that has a large controlling effect on DMS production, the response of oceanic DMS to
global temperature warming is expected to be through indirect effects: the associated shoal-
ing of the upper mixed layer would come along with an increase of the SRD, which would
cause an increase of surface DMS concentration. Our model simulations suggests that this in-
crease would be small in a ≈50-year scenario of current warming trends [Vallina et al., 2007b].
This contrasts with the 1000-2000% increase in DMS concentrations observed every year in the
transition from winter to summer, in response to the seasonal variability of solar radiation. We
therefore suggest that the ’DMS-CCN-cloud albedo’ feedback proposed by the CLAW hypoth-
esis should not be viewed as a long-term thermostatic mechanism (at least at the time scale of
anthropogenic global warming) but rather as a seasonal process that contributes to regulate
the amount of solar radiation reaching the Earth’s biosphere. Such a seasonal feedback is not
only contributed by the seasonality of DMS emission but also by the seasonality of the main
atmospheric DMS oxidant (the OH radical), which also peaks in summer [Vallina et al., 2007a].
The coincidence of both seasonalities greatly increases the efficiency of DMS in CCN formation
in summer, when an ecosystem protection against the Sun is more needed.
This suggestion does not contradict the CLAW hypothesis, but introduces a new point of view
with important implications for the mechanistic grounds of the evolution of the feedback. We
can speculate that if a biosphere-climate co-evolution occurs through sulfur emission, the se-
lective pressure onto individuals and/or ecosystems that eventually leads to more or less DMS
production is to be found in the adaptation to the conditions of their season of optimal growth.
Thus, plankton species and communities better adapted to grow in the highly irradiated (and
generally low-nutrient) waters characteristic of the summer months are higher DMS producers
than species and communities adapted to grow in lowly irradiated, nutrient richer, mixed wa-
ters. These adaptations built on physiological responses to environmental stressors (oxidative
stress caused by high UVR and nutrient deficiency in both primary and secondary producers,
DNA damage caused by UVR in bacteria, C and S overflow caused by N and P deficiency in
primary producers) happen to affect climate in a way that reduces the environmental stressors
[Simo´, 2001, 2004; Stefels et al., 2007]. We do not know if such a complex negative feedback
has been operating through the large environmental changes occurred over the long history
of the Earth, but observational evidence indicates that it does take place every year with the
change of the seasons.
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7.2 Main uncertainties
We have inferred the connections between SRD, DMS and CCN mostly from observed sea-
sonal couplings between the variables. Although our conclusions are well grounded and sup-
ported by previous works based on laboratory and field research, seasonal correlations are
not a proof of causal links. At the most they are a ’necessary but not sufficient’ condition, so
that they can serve to reject hypothesis, not to prove them. Therefore, although we presented
strong evidences to support causal links, our approach does not fully rule out that the observed
correlations are due to an independent seasonal variation of the studied variables.
Also, even assuming that the observed relationship between the SRD and DMS concentrations
reflects a causal link (and can hence be used as a diagnostic model), it is uncertain if the
relationship will hold in the future. Its extrapolation into global warming scenarios, therefore,
carries some associated uncertainty. Of course, the same applies to the Biogeochemistry /
Ocean General Circulation Model results onto which the DMS diagnostic models were based
to estimate future DMS concentrations. All in all, our results give at least a useful ’order of
magnitude’ estimate of the (potential) future DMS changes due to global warming.
7.3 Future research
The suggested mechanism of a seasonally varying phytoplankton DMS leakage (driven by SRD-
induced stress) as a major factor controlling seasonal DMS dynamics is missing in other current
models of the oceanic sulfur cycle. Future research should address its inclusion in 3D global
DMSP/DMS models in order to obtain more realistic fields of DMS concentrations and particu-
larly of its seasonality. More realistic global DMS fields will be helpful for atmospheric models of
sulfur derived cloud-forming aerosols, and therefore in the study of present and future climate
situations.
Most of DMSP/DMS models lack also of in-situ seasonal data of sulfur related flux rates (e.g. bac-
terial DMSP or DMS consumption, phytoplankton DMS production, etc.). For this reason models
are poorly constrained. Future efforts should be invested to measure not only DMPS/DMS con-
centrations but also their flux rates within the food web and the ecosystem.
Satellite retrieval of fine atmospheric variables started to be operative about 5 years ago.
Therefore the time series are still too short to evaluate longer trends in CCN concentrations
and relate them to DMS production. For example, it would be important to evaluate if large-
scale climate events like ’El Nin˜o’ and ’La Nin˜a’ can produce changes in either DMS and/or
CCN to test causal links between them. Also, global CCN estimations from satellite-retrieved
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parameters are still poorly validated with in-situ data, and future projects addressing this issue
are required.
Finally, a step ahead to understand more in deep the suggested biosphere-climate feedback
through DMS production would be the building of a fully coupled Global Earth System Model
(GESM) where land, ocean, atmosphere, and ice were represented and coupled to each
other. Such a model would include the interactions of ocean physics, biogeochemistry and
climate, so that there would be no need to use prescribed forcings to run the model into the fu-
ture since they will come up from the simulations. One of the obvious challenges for building this
comprehensive model would be a realistic representation of the evolution and biogeochem-
ical impacts of human activities. If achievable, this type of model would allow the sign and
the strength of the CLAW and other Earth feedbacks to be evaluated with an unprecedented
detail.
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