Abstract In this paper, we characterize the QoS that secondary users can expect in a cognitive radio network in the presence of primaries. To that end, we first define a Kdimensional QoS space where each point in that space characterizes the expected QoS. We show how the operating condition of the system maps to a point in the QoS space, the quality of which is given by the corresponding QoS index. To deal with the real-valued QoS space, we use vector quantization to partition the space into finite number of regions each of which is represented by one QoS index. We argue that any operating condition of the system can be mapped to one of the pre-computed QoS indices using a simple look-up in Oðlog NÞ time-thus avoiding any cumbersome computation for QoS evaluation. The proposed technique takes the power vector as its input from the power control unit which we consider as a black box. Using simulations, we illustrate how a K-dimensional QoS space can be constructed. We choose capacity as the QoS metrics and show what the expected capacity would be for a given power vector. We also show the effect of having large number of partitions on the distortion. As for the implementation feasibility of the proposed concept, we implement the QoS space on an 8-bit microcontroller and show how the mathematically intensive operations can be computed in a short time. Further we use binary search to achieve scalability as the dimensionality of the space increases.
Introduction
Though the lack of radio spectrum has been blamed for thwarting the progress of wireless access technologies, recent studies have found that the statically allocated spectrum for various services are heavily underutilized [2] . These observations along with the dis-proportionate and time-varying demand of radio services have motivated a paradigm shift from static spectrum allocation towards a more 'liberalized' notion of dynamic spectrum management. Here, secondary networks/users (non-license holders) can 'borrow' idle spectrum from those who hold licenses (i.e., primary networks/users), without causing harmful interference to the latter-a notion commonly referred to as the dynamic spectrum access (DSA) or open spectrum access [3, 4] . Unlike traditional radios, cognitive radios that constitute the secondary cognitive radio network (CRN) constantly monitor the radio spectrum and intelligently access and share the radio spectrum in an opportunistic manner, both in the licensed and unlicensed bands [5] . The most important regulatory aspect for secondary nodes is that they must not cause harmful interference to the primaries and that they promptly relinquish the bands upon the return of the licensed users [6] .
For communication between a secondary transmitterreceiver pair, it is necessary to employ a power control scheme. Increasing the transmitted power of a transmitter increases the strength of the received signal at the receiver, but at the cost of increased interference to the primary. On the other hand, operating at lower power implies higher bit error rate and higher probability of uncorrectable errors for the secondary receiver. Therefore, an effective power control scheme should not only aim to adjust the power level of every secondary transmitter but also try to (i) satisfy their SINR requirements, (ii) maximize the system capacity, and (iii) avoid interference to primaries. Thus power can be considered as a controllable resource in CRNs and efficient power control schemes can be used to meet objectives such as capacity maximization or higher spectrum utilization.
In recent years, there have been some power control algorithms that have been proposed for CRNs [7] [8] [9] [10] [11] . In [7] , a two-phase mixed distributed/centralized control algorithm is developed for a point to multi point scenario, in which the objective is to maximize the throughput of the CRN with minimal cooperation between the cognitive and the primary devices. In [8] , a distributed power control protocol is proposed to enable effective spectrum sharing between primary and secondary users to maximize the aggregate capacity. It also ensures that the interference incurred to the primary is within the interference limit. In [9] , the network performance is optimized via performing optimal control on each node, and a formal mathematical model for joint power control, scheduling, and routing is developed. In [10] , the optimal power control in CRN is modeled as a concave minimization problem. In [11] , a power control algorithm is designed with low implementation complexity through reinforcement learning, which does not require the interference channel and power strategy information among users. From the above it can be noted that all such algorithms are either centralized or distributed in nature, and capable of handling both real time and non-real time traffic. Some also consider different classes of traffic with various QoS requirements.
Most of the work on power control do not address how to evaluate the QoS metrics for the corresponding optimized power vector. Such evaluation becomes even more critical for 'low cost'' cognitive radio devices [12] . The availability of low cost communication modules has opened new horizons for building low cost cognitive devices. Of course, the use of such devices is accompanied by the cost vs. processing dilemma i.e., as the price goes down so does the processing power. An issue that has been ignored is how to manage the computations while keeping the cost low.
In this paper, we do not attempt to propose a power control scheme. Instead, we build a predictive model that takes into consideration the power levels of a set of secondary transmitters and provides the expected performance of the system. We show how the power vector which is the result of a power control scheme is nothing but a point in a K-dimensional space. Using vector quantization, we partition the space into different regions that reveal what the allowed power level of each transmitter is. Thus, by knowing the power vector and recognizing which partition it belongs to, we are able to determine the current state of the system including the expected performance in Oðlog NÞ time. We are able to provide feedback to the power control scheme for necessary adjustments. To provide a proof of concept, we construct a 2-dimensional space using simulations. Though this 2-dimensional space is generic enough to represent any QoS metric, we choose system capacity as the metric to be evaluated, and show what the capacities would be if we were to partition the space into 8 regions. We also show the effect of the number of partitions on distortion. Moreover, we implement the proposed technique on two low-cost microcontrollers instead of CPUs or DSP processors. Our proposed light-weight QoS evaluation method allows the microcontroller to come up with approximate QoS evaluations. We illustrate how fast the proposed technique evaluates the system's capacity compared to using Shannon's capacity equation.
The rest of the paper is organized as follows. We present the QoS space in Sect. 2. Section 3 presents the Kdimensional space and motivates the need for partitioning. The quantization of the space is presented in Sect. 4. We provide the proof of concept via simulation in Sect. 5. We demonstrate the practical feasibility on micro-controllers in Sect. 6. Conclusions are drawn in the last section.
K-dimensional QoS space
We consider a CRN where secondary transmitters and receivers are scattered randomly over the region of interest in the presence of primaries. We consider a generic power control algorithm which provides the transmit power levels for each transmitter. It can be noted that the output power vector is a function of time due to noise, fading, and primary transmit power variations. The objective of the power control algorithm is to maximize a given QoS-metric for example, capacity, spectrum usage, primary service degradation, interference at the primary, etc. For this work, we use total system capacity as the QoS metrics.
We consider the power levels for the K secondary transmitters at time t and represent them by a K-dimensional vector P t ¼ ½P 1 ; P 2 ; :::P K t where P i is the transmit power of transmitter i. Based on the instantaneous values of P i 's at any time t, P t can be thought of as a point in the K-dimensional continuous space at that time. Due to the dynamic channel conditions and primary activities, the values of P i 's continuously change-the optimal value of which is determined by the employed power control scheme. Thus, P t can be seen as a loci of a point that moves in the n-dimensional space. Thus the power vector determines the current system status and provides insights into the level of QoS being attained by the system. It can be noted that the power for the nontransmitting nodes can be set to 0.
For every P i , there are some range of values that indicate (i) normal operating conditions, (ii) abnormal conditions, and (iii) unfeasible conditions. For example, transmitting at 1 mW could be normal, transmitting at 10 mW could cause harmful interference to a primary, and a power level of 100 mW might not be possible due to hardware constraints. Just as we can identify various ranges for P i , we can think of various regions in the K-dimensional space that offer different service quality. As a matter of fact, every point in this space signifies a level of performance or the QoS offered by the system. Thus, we associate every point with a QoS index that represents the current state of the system. As mentioned earlier, our use of the term QoS is generic; it can refer to a variety of attributes like capacity, spectrum usage, primary network degradation, etc.
QoS space partitioning
Since vector P t can take any real value, we get a realvalued space. Dealing with such a space with infinitely many QoS indices is not only cumbersome but also computationally intractable. A better approximation would be to represent nearby points by a representative point with its corresponding QoS index. In this work, we apply our technique to capacity, i.e., the QoS index is the capacity produced by the representative's P t value. These neighboring points actually define a region with strict boundary. Now the question arises is: how to obtain the non-overlapping or disjoint partitions-the union of which spans the entire region?
The problem of finding the disjoint regions boils down to partitioning the QoS space into a finite number of regions, each associated with the QoS index of the region's representative point. The QoS of Every point within a region would be represented by the QoS index of that region. So, instead of dealing with infinitely many indices, we will have a finite number of indices representing different regions in space. This scenario is illustrated in Fig. 1 , where a 2-dimensional space is spanned by disjoint regions. This diagram is commonly referred to as the Voronoi diagram [13] . We show only the first quadrant because the power levels (P i 's) can only be non-negative. Each of the regions will have a representative point, which is usually the centroid (shown by the solid dots), and any point in that region maps to that representative point. It is to be noted that, theoretically the QoS space is unbounded since P i is unbounded, for 1 i K. Optimal partitioning of the unbounded space with a finite number of bounded regions is a hard problem. Hence there exists some unbounded regions as shown in Fig. 1 . However from a practical viewpoint, all transmitters have limited capability, thereby making the QoS space bounded.
Partitioning the QoS space is analogous to space quantization, where the space is partitioned into N quantization regions, and every point in the space belongs to one of the regions. If we can identify the region in which the system is currently operating then we have an idea about the QoS as experienced by the system. In other words, the power vector representing the system status maps to one of the representative points in the K-dimensional QoS space.
It is not necessary that the QoS indices of all the N partitions are distinct, since two different partitions might offer the same QoS and hence could have identical QoS indices. An exact quantification of the QoS index is nontrivial because it is difficult to find a single value that would capture all the attributes contributing towards the QoS.
Mapping power instances
As pointed out earlier, the dynamism of the system is manifested by the ever-changing power vector P which is mainly due to the channel characteristics and primary activities. Every instance of the power vector P can be mapped to one of the N representative points in space. Each time a new instance of P is encountered, its relationship with the previous instance is examined in order to find the region it belongs to, or more precisely the representative point it maps to. One approach to finding the target (representative) vectors could be to retrieve similar instances from memory and classify them based on the previous classification. But the problem is that the target points for the new instance may not be the same as the one obtained from the previous classification. This is possible if the retrieved similar instances were mapped to different target points. Moreover, there is a huge computation associated with the classification.
One technique to avoid this cumbersome computation is to use the 1-Nearest Neighbor algorithm which is a modified version of the K-Nearest Neighbor algorithm [13] . The K-Nearest Neighbor algorithm assumes that all instances are mapped to points in the K-dimensional space. The nearest neighbors are usually defined in terms of Euclidean distance. For example, if an instance is P ¼ ½P 1 ; P 2 ; . . .; P K then the distortion d j is simply the Euclidean distance from P to the target point M j ¼ ½M j1 ; M j2 ; . . .; M jK , where 1 j N, is given by
Design objectives
We would not be interested in uniformly partitioning the space, as done in uniform quantization, since the power vectors are not uniformly distributed in space. There is a density variation of the power vectors in the sense that the system might tend to operate in a particular region more often than others. Moreover, uniform quantization does not yield an optimal solution with respect to the global distortion. Our goal is to find the target point which yields minimum distortion and also minimizes the search time for that target point. Thus, the new instance of P maps to the nearest target point M j and obtains the QoS index of M j . Of course, there is an error introduced due to the mapping-the larger the number of target points, the smaller the distortion. The average distortion is a good measure of the quantizer since we aim to minimize the average distortion. 2) Minimizing Search Time: If a linear search is employed to find the nearest target point, the required time would be OðNÞ. For large values of N, though the average distortion will be less, the search for the nearest neighbor would be high for any real-time decision. A technique for efficiently indexing the space is a significant practical issue in minimizing the computation required at the query time. We borrow concepts from tree structured vector quantization (TSVQ)/binary search that takes Oðlog NÞ time [14] .
The question still remains, how to optimally partition the space and identify the different regions, each of which would be represented by one QoS index. In the following section, we show how to construct the representative vectors so as to bring down the search time and also keep the global distortion minimum. We adopt a technique called vector quantization [14] , which is a generalized version of scalar quantization.
Quantizing the QoS space
Before applying vector quantization to partition the QoS space, let us first discuss scalar quantization for the sake of completeness and better understanding. In scalar quantization, a 1-dimensional space is partitioned into multiple regions and any point in a particular region is mapped to the representative point of that region. More precisely, an N-point scalar quantizer Q is a mapping function such that Q : R ! C where R is the real number line and
The output set C is popularly called the codebook of size jCj ¼ N. Throughout the paper we will use the the terms jCj and N synonymously to refer to the size of the codebook. The output values, M i , are also referred to as reproduction values. Associated with every N point quantizer is a partition of real line R into N cells or regions R i , for i ¼ 1; 2; . . .; N. The ith region is given by
the inverse image of M i under Q. Thus, we see that a quantizer Q can be completely described by
. . .; Ng in terms of its reproduction points fM i ; i ¼ 1; 2; . . .; Ng and the corresponding regions fR i ; i ¼ 1; 2; . . .; Ng.
Vector Quantization (VQ) is a generalization of scalar quantization where an ordered set of real numbers is quantized. A K-dimensional vector quantizer Q is a mapping from a point (a vector) in the K-dimensional Euclidean space, R K , into a finite set C containing N reproduction points. These reproductions points are called the codewords. Thus,
As in scalar quantization, each of the N codewords is associated with a region R i , such that
The set C is also called the codebook which has size N, meaning it has N distinct vectors. The goodness of a codebook is measured by the distortion which is defined as the non-negative cost dðx;xÞ associated with quantizing any input vector x with a reproduction vectorx. The codebook of a VQ is said to be optimal if it minimizes the average distortion which quantifies the performance of the system. Since the input instance (power vector) nor its probability distribution is not known beforehand, the design of the codebook is heavily dependent on the probability density function (pdf) of the input vectors. A reasonable approach is to take long sequences of training vectors and estimate the average distortion. It is difficult to come up with a pdf which would replicate the actual power vectors during the normal course of operation of the system. In that case, the only option is to use real data gathered from the system itself and use them as training vectors. If the input training vectors are stationary and ergodic, the resulting average distortion on future data should yield approximately the same distortions [15] . If we deal with sufficiently long sequences of training vectors, then the performance of the obtained codebook on new and real data would be the same. Given the training vectors, there are several approaches for the construction of codebook [14] [15] [16] . We choose the splitting method (also known as the LBG algorithm [17] ). Though improved versions have been proposed by [18] [19] [20] , we choose the original method due to its simplicity.
Finding the codewords
In this iterative method, the size of the codebook grows from 1 to the desired value N. Given the set of training vectors, if we are to have a codebook of size N ¼ 1, then the reproduction vector would be the centroid of these training vectors. This is illustrated in Fig. 2(a) where the solid dot M 1 denotes the centroid of the training vectors represented as hollow dots. It also means that we have only one partition R 1 . For the sake of convenience, a 2-dimensional space is considered, which means we have two transmitters operating with power levels P 1 and P 2 respectively. The centroid is the only point in the space whose sum of the Euclidean distances to all the training vectors is minimum. (The position of the centroid M 1 as shown in Fig. 2(a) might not be accurate as it is for demonstration purpose only.) The following question might arise due to the discrete nature of the training vectors. It was previously argued that the power vector has a continuous motion. Strictly speaking the training vectors should have been the locus of the power vector. But the locus can be sampled periodically at a certain rate to obtain those discrete points. In other words, the hollow dots represent the snapshots at equals interval of time.
We start with just one entry in the codebook which is the centroid, say M 1 . This codeword is then split into two codewords, M 1 and M 1 þ , where is a vector of small Euclidean norm. An iterative clustering algorithm can now be used to find the optimal positions of these two codewords. Figure 2 (b) shows the scenario with two codewords corresponding to the two partitions R 1 and R 2 . On splitting these two codewords into four and applying the clustering algorithm iteratively, we obtain the four centroids along with the four partitions as shown in Fig. 2(c) . Note that the partitions R 1 and R 2 are bounded, whereas partitions R 3 and R 4 are unbounded. At the next step, eight partitions would be obtained, the figure for which is not shown.
Choice of N
The main goal of a quantizer design is to find the codewords and the partitions such that the average distortion is minimized for a fixed number of codewords. The minimum distortion also gives a measure of the resolution of the quantizer. This minimum distortion can be used to backcalculate the number of codewords which would be necessary. More explicitly, the average (mean square) distortion D is given by
where M i is the codeword in the region R i and f X ðxÞ is the pdf of the random variable X. We sum the distortions in all the N regions and integrate within each region R i because of the continuous space, thus capturing the spatial-temporal aspect of the power vector. Thus, if the tolerable distortion is given, the number of codewords N can be obtained.
Iterative clustering
In iterative clustering, all the training vectors are made to map on to the nearer of the two codewords y 0 and y 0 þ . As a result, two clusters will emerge as some of the training vectors will map to y 0 and the others will map to y 0 þ . The centroids of the two clusters will be found and the two codewords, y 0 and y 0 þ , will be updated with the centroids' position (i.e., the codewords are displaced to decrease the distortion). Clustering will be performed again on these two codewords. (Note that it is not necessary for a training vector in one cluster to be mapped on to the same cluster after the displacement of the codewords.) The clustering and the displacement of the codewords are done iteratively till the displacements become negligible. It has been shown in [15] that for a finite set of training vectors, the splitting algorithm always produces a sequence of vector quantizers whose average distortion converges in a finite number of iterations. The final positions of y 0 and y 0 þ will be the entries in the codebook of size 2. To obtain codebook of higher orders, these two codewords are again split into four and their optimal positions are found.
This process is continued till the desired size (N) of the codebook is obtained.
Search in OðlogNÞ time
Tree Structured VQ, denoted as TSVQ, is a technique to reduce the search complexity in VQ Due to the nature of the splitting algorithm, the codebook can be stored in as tree structure which can reduce the search time. Such a tree structured VQ (TSVQ) is a natural byproduct of the splitting algorithm. As opposed to linear search which takes OðNÞ time, finding the nearest neighbor using a tree takes OðlogNÞ time, if there are N entries in the codebook. In TSVQ, a binary search starts with comparing the SINR vector instance with the two codewords which were the outcome of the codebook generation process for N ¼ 2.
Note that these two codewords are not part of the codewords in the final codebook. This is just one of the intermediate stages in the codebook generation process. 
Updating the codebook
So far we have considered an off-line and one-time construction of the codebook based on the training vectors. That is, the codebook is constructed once and all real signal vectors are coded based on that. But it might so happen that the signal vectors exhibit non-stationary behavior. A natural way to adapt the quantizer is to dynamically adapt the codewords in the codebook based on acquiring updated information about the power vectors. In this manner, improved coding performance is possible if the codebook can somehow adapt its codewords to suit the local-stationarity of the actual power vectors. 
An illustration: putting it all together
Let us give an illustration as the power vector P moves in Fig. 4 . This is the same two-dimensional QoS space as shown in Fig. 1 . The solid dots represent the representative points of the respective partitions. Let PðtÞ be the position of the power vector at time t belonging to the partition 1 with representative point M 1 . We consider two possible scenarios at time (t þ Dt) as follows. P 1 ðt þ DtÞ undergoes a displacement of D 1 and remains in the same partition 1.
Hence it maps to the same representative point M 1 as for P 1 ðtÞ, yielding the same QoS index. Whereas, P 2 ðt þ DtÞ undergoes a displacement of D 2 but moves to a different partition 2, and maps to a different representative point M 2 .
Proof of concept
To provide a proof of concept, we simulate a simple cognitive radio network with two transmitters. Thus, the output of the power control algorithm is a vector P ¼ ½P 1 ; P 2 , where P 1 and P 2 are the transmit powers for transmitter 1 and 2 respectively. (Having two transmitters will allow us to pictorially illustrate the concept of QoS space partitioning.) The two transmitters along with their respective receivers are randomly placed over an area of 100 Â 100 with the primary being at (50, 50). We randomly generate 100 instances of ½P 1 , P 2 pairs and partition them using the LBG algorithm. P 1 and P 2 were generated uniformly randomly between 0 and 200 mW. The first phase results in 1 centroid (black solid triangle) as shown in Fig. 5(a) . Continuing with partitioning and clustering we obtain 2, 4, and 8 centroids as shown in Fig. 5(b-d) . We do not continue further.
As for a specific QoS metric, we consider the capacity of the system which is nothing but the sum of the capacities of all the transmitter-receiver pairs. For K transmitter-receiver pairs, we evaluate the Shannon capacity, C, as:
where B is the bandwidth, N 0 is the noise, d ij is the distance between the ith transmitter and the jth receiver, d pi is the distance between the primary transmitter and the ith receiver, P p is the power of the primary, and a is the path loss exponent. For illustration and better pictorial representation, we consider K ¼ 2, i.e., two transmitter-receiver pairs. Thus, Eq. (2) reduces to:
For each instance of P as shown in Fig. 5(a-d) , we plot the corresponding capacity in Fig. 6 which is the 2-dimensional QoS (capacity) space. We partition this capacity space into 8 regions and find the 8 centroids as shown in Fig. 7(a) . Again, selection of 8 regions is for graphical demonstration purpose only. (It can be noted that the projections of the 8 points in Fig. 7 (a) onto the P 1 À P 2 plane are the same as the 8 centroids in Fig. 5(d) .) Once these eight entries for the codebook are created; we simply consult the codebook to find the closest centroid for a new power vector.
Search complexity: The corresponding capacity can be found by a fast look-up and comparison with the precomputed codebook (centroids) and not by computing Eq. 2 which is tedious for large number of transmitterreceiver pairs. Though a linear search for the nearest centroid takes OðNÞ time, we use the tree structured vector quantization (TSVQ) that takes Oðlog NÞ time [14] .
Codebook update: As mentioned earlier, we used 100 data points (i.e., power vectors) to generate the codebook with 8 entries. As we get more data points, we are able to update the codebook. With additional 25 data points, we update the codebook as shown in Fig. 7(b) . Note that, the initial centroids have moved slightly due to the new data points.
It can be noted that the selection of the data points influences the codebook. Therefore, we used a training set that produces most of the possibilities given the restrictions on the upper bound on the transmit power and the localization of the nodes. Should there be any deviation in the statistical nature of the data points, a continuous update process performed off-line time will keep the codebook updated.
Distortion Vs. N: Distortion, as was given in Eq. (1), is a measure of the goodness of a codebook. Of course, there is a trade-off between the number of partitions (i.e., entries in the codebook) and the search time. For the same distribution of P 1 and P 2 (i.e., between 0 and 200) we find the distortion. As expected, the distortion decreases with increasing number of partitions (N) as shown in Fig. 8 .
Reverse lookup
As mentioned earlier, that although the proposed method does not perform power control, it can still be used to bypass the complex resource optimization by performing a reverse-lookup as follows. If a specific network QoS (say Q target ) is desired then the codebook can be looked up in Oðlog NÞ time to find the centroid with the closest QoS value (say, Q closest Þ to Q target . Once Q closest is determined, its corresponding power vector can be assigned to the secondary users to achieve a QoS value that is closest to the target QoS without the need to perform optimizations. Moreover, the codebook can be constructed to include all the different resources such as time frames, frequencies, codes, that are associated with each power vector. Following such an approach, the reverse look can help decide on not only power but also other types of resources that are associated with Q closest . 
Impact on the primaries
Since the secondaries use the same channel as the primary, the primary will get interfered from all secondaries-the magnitude of which will depend on their mutual distance and the path loss exponent. The total interference perceived at the primary, I p , is given by
where d i;p is the distance from the the ith secondary transmitter to the primary. An Illustrative Example with two Secondary Pairs: Let us consider a primary receiver located at (0,0) and two secondary transmitters at distances of 110 and 130 M respectively. The transmit power ranges from 0 to 200 mW. For each instance of P, we plot the corresponding interference at the primary for all values of P 1 and P 2 creating the Interference Space as shown in Fig. 9(a) .
Following the same approach in Sect. 5 (in creating the centroids for the capacity), we partition the space into eight regions and find the eight centroids as shown in Fig. 9(b) . These eight centroids will be used to map the new values of P to find the expected interference on the primary.
Application framework
The proposed technique can be used for low-cost cognitive radio networks either at the base station (controller) or terminal units.
Base Station: When the base-station optimizes the power vector for a particular QoS metric, it does not know what would be the performance for the other QoS metrics for the optimized power vector. Thus, evaluation of other QoS metrics is required for overall QoS provisioning which could be done by a dedicated low-cost unit, such as a microcontroller. The microcontroller can be fed with P to obtain the expected capacity instead of evaluating the capacity by the base-station's processing unit, thus alleviating the computational burden of the main unit.
Terminal Units: Though the power vector is computed at the base station, the terminal units are better equipped to use the local (spatial) information to compute some QoS metric, such as the SINR, than the base station. Thus, the power vector P can be broadcasted to all the terminals so that they can evaluate the expected QoS and take actions accordingly. Thus, the extensive computations of the base station are off-loaded to the terminals. Thus, the proposed framework can also be implemented at the terminal units.
Hardware implementation
We would like to demonstrate the feasibility of providing a QoS evaluation platform that can work with real systems. We emphasize that the VQ-based method improves the speed in execution as compared to executing the original capacity equation. Such improvement empowers and opens the horizon for using relatively slower computational devices in computation intensive applications. In this regard, we implement the proposed concept of VQ-based QoS evaluation on an 8-bit micro-controller where we compare the time of executing the original capacity equation and the look up time using a precomputed codebook. The look up is done through both linear search and binary search. It is to be noted that, the computational complexity of the equation to be evaluated depends on the number and nature of the mathematical operations needed to evaluate the equation. For example, finding the total network capacity of K pairs involves evaluating P K i¼1 log 2 ð1 þ SINR i Þ. From an embedded hardware point of view, there are two potential problems with the above computation.
(1) Finding SINR i means to evaluate:
From a micro-controller's point of view this is a time consuming process because it involves multiplication, division, raising to power and finding the logarithm given that: (i) number of Millioninstructions per second (MIPS) of a micro-controller is in the order of tens MIPS at best, and (ii) the cheapest micro-controllers are not equipped with hardware multiplier modules, thus all the operations have to be computed using additions and subtractions only. We will show that even with microcontrollers that are equipped with hardware multipliers, the process is still time consuming mainly due to the limit set by the MIPS. (2) The computation of the capacity equation involves handling fractional numbers multiple times (for each logðÁÞ and SINR i term). It is to be noted that repeated handling of fractional numbers on 8 or 16 bit devices can result in rounding errors even if multi-byte allocation is used.
Such limitations make micro-controllers an infeasible option when considering such computation intensive operations especially if the result has to be calculated within a delay budget. This is why such calculations are usually performed using 24 or 32-bit DSP or micro processors despite the micro-controller being robust, flexible, and most importantly cheaper in cost as compared to microprocessors. Notably 24 (32) bit micro-controllers are still slower than the 24 (32) DSP and micro-processors since they employ Multiply Accumulate feature which is not performed by the micro-controllers.
(1) Implementation Platform: We implement VQ on two 8-bit devices: PIC18F87J60 and PIC16F877A, the former is running on a crystal oscillator of 25 MHz while the latter is running on a crystal oscillator of 8 MHz. Figure 10 shows the micro-controller development board that was used to in this work along with the PIC18F87J60 and the software development tools. PIC18F87J60 is equipped with a hardware multiplier module while PIC16F877A has no hardware multiplier module. Thus any mathematical operation that involves multiplication (like log) will consume more execution time on the PIC16F877A which further lowers the maximum value of K in Eq. (5) for a given time budget.
From the above discussion, it is clear that scalability (with respect to K) is an issue with this embedded hardware platform if it was to evaluate the capacity equation as it is. On the other hand VQ is scalable because the centroids/ code-words are precomputed and then stored in the microcontroller. Finally, they will be looked up against the input power vector to find the best match. By doing so, the execution speed will be greatly improved since the values will be looked up instead of being computed.
Implementation results
We primarily focus on how the VQ algorithm performs with respect to time as compared to evaluating the capacity equation as both of them are run on the PIC16F877A and PIC18F87J60. The results were obtained as follows:
1. For a given K, the capacity equation was computed for the input power vector using the micro-controllers and the execution time was recorded. 2. The look-up table was generated on a central processing unit (on a desktop computer) using Java. 3. The micro-controller was loaded with the look-up table (centroids/code-words and their corresponding capacity values). The input power vector was compared to the centroids in the codebook using linear and binary searches. This operation was repeated for different number of code-words for the same value of K and the corresponding time from both the search methods were recorded for each value of K and jCj. 4. Different values of K were used.
For PIC16F877A the execution time was recorded for K=f1; 2; 3; . . .; 25g (K is the number of transmitter-receiver pairs/dimensions) and jCj ¼ f8; 16; 24g, (i.e., different codebook sizes). The results are shown in Fig. 11 . It can be seen that as K increases the time needed to compute the capacity equation grows almost exponential. As expected, the time needed for linear search scaled linearly as the number of centroids increased. This is because the number of computations increased linearly with the number of centroids i.e., the time needed for computing 16 centroids is twice the time needed for the eight centroids. For the 24 centroids, it is three times the time of the eight centroids. For the binary search, each split (a split increases the number of current centroids by 2) costs only one more look up which is just two more computations. For example, the 8 centroids require 2 log 2 ð8Þ comparisons which is 6 while the 16 centroids require 2 log 2 ð16Þ comparisons which is 8. For 24 centroids only 10 comparisons are needed. That is why the time difference between the binary search of 8, 16, and 24 has close values. Interestingly, the number of comparisons for 16 centroids under binary search is 8 which is the same number of comparisons being performed in linear search with 8 centroids. This is why their execution time matches.
For PIC18F87J60, the execution time was recorded for K ¼ f1; 2; . . .; 250g and jCj ¼ f1; 2; 4; 8; 16; 32; 64; 128; 256; 512; 1; 024g. The result is shown in Fig. 12 . It can be seen that the results follow the same pattern which was obtained for the PIC16F877A (regarding the behavior, scaling and number of comparisons). It can be seen that for large values of K e.g., 250 pairs (dimensions), the time needed to compute the equation is 370.5 s while the time needed to get an answer from the code-book with jCj ¼ 256 entries using a linear search is 92.09 s and only 9.87 s using a binary search. This shows how the VQ can empower a relatively slow device, originally incapable of doing the task within the time window, and enable it to get the answer in a much shorter time. Table 1 shows the exact number of comparisons that are performed for various number of code-word sizes (jCj ¼ N) in the codebook. Notably, for small values of K the time needed to calculate the capacity equation is less than that required to go through a linear search, since the latter requires going through all the centroids regardless of the number of pairs. Thus for small values of K evaluating the capacity equation out-performs the linear search. As outlined in Eq. (1), the distortion increases as K increases and decreases as the number of code-words increases. In Fig. 13 , we show the distortion that results from 15 pairs and 10 pairs versus jCj ¼ f1; 2; 4; 8; 16; 32; 64; 128; 256; 512; 1; 024g. The power of each pair is bounded between 0 and 10 Watts.
Conclusion
In this paper, we presented a K-dimensional QoS space which characterizes the QoS of users in a cognitive radio network. Using vector quantization, we partitioned the QoS space into non-over-lapping regions-each of which is identified by a QoS index. As a proof of concept, we consider two transmitter-receiver pairs and create the corresponding QoS space. Though the QoS space is generic, we use capacity as the QoS metric. Such a pre-computed capacity space allows linear look-up in OðNÞ time or binary look-up in Oðlog NÞ time for the expected capacity. We also show how the QoS space is updated as new data points are incorporated. The effect of number of partitions on distortion is also shown. Moreover, we implemented the quantized QoS space on two PIC micro-controllers one of which is equipped with a hardware multiplier module and the other is not. The execution time obtained from linearsearch, binary-search, and evaluating the capacity equation were obtained and compared for different values of K and code-book size. The implementation showed how quantization of the QoS space opens a new horizons for relatively low cost, slow computational devices in finding the results of mathematical intensive operations and as well as scaling when a binary search is implemented. 
