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MULTIFRACTAL ANALYSIS OF THE CONVERGENCE
EXPONENT IN CONTINUED FRACTIONS
LULU FANG AND KUNKUN SONG
Abstract. Let x ∈ [0, 1) be a real number and denote its continued fraction
expansion by [a1(x), a2(x), a3(x), · · · ]. The convergence exponent of these par-
tial quotients is defined as
τ(x) := inf
s ≥ 0 : ∑
n≥1
a−sn (x) <∞
 .
In this paper, we investigate some fundamental properties and multifractal
analysis of the exponent τ(x).
1. Introduction
Let {bn}n≥1 be a sequence of positive integers. The convergence exponent (or
exponent of convergence) of {bn}n≥1 is defined as
τ := inf
s ≥ 0 : ∑
n≥1
b−sn <∞
 = sup
t ≥ 0 : ∑
n≥1
b−tn =∞
 .
It is well known that if {bn}n≥1 is non-decreasing, then the index τ can be calculated
by using the following formula:
τ = lim sup
n→∞
log n
log bn
, (1.1)
see Markushevich [25, Theorem 10.2]. Such an index is arisen in serval different
fields and plays an important role in depicting the fractal dimension of some sets.
It has been used by Besicovitch and Taylor [2] to study the Hausdorff measure and
Hausdorff dimension of a compact set whose complementary components are open
intervals with length {b−1n }n≥1; by Dodson [5] to characterize the Hausdorff dimen-
sion of certain sets associated with Diophantine approximations; by Fan et al. [6]
to determine the Hausdorff dimension of Besicovitch-Eggleston sets in countable
symbolic space; by Hawkes [12] to find the entropy dimension of some random sets
determined by Le´vy processes; by Li et al. [20] to describe the Hausdorff dimension
and hitting probabilities of random covering sets; by Wang and Wu [29] to prove
Hirst’s conjecture on the Hausdorff dimension of certain sets of real numbers whose
partial quotients tend to infinity and also lie in a fixed strictly increasing infinite
sequence of integers.
In this paper, we will investigate the convergence exponent of partial quotients
in continued fractions. Recall that each real number x ∈ [0, 1) admits a continued
2010 Mathematics Subject Classification. Primary 11K50; Secondary 28A80.
Key words and phrases. Multifractal analysis, convergence exponent, continued fractions.
1
ar
X
iv
:1
91
1.
01
82
1v
1 
 [m
ath
.N
T]
  5
 N
ov
 20
19
2 LULU FANG AND KUNKUN SONG
fraction expansion of the form
x =
1
a1(x) +
1
a2(x) +
1
a3(x) +
. . .
:= [a1(x), a2(x), a3(x), · · · ],
where a1(x), a2(x), a3(x), · · · are positive integer, called the partial quotients of x.
Such an x is irrational if and only if it has a unique and infinite continued fraction
expansion, see Iosifescu and Kraaikamp [14] for more arithmetic and metric results
of continued fractions. Let τ(x) be the convergence exponent of the sequence of
partial quotients of x. It is easy to see that the exponent τ takes values in [0,∞]
and that τ(x) = 0 for any rational number x ∈ [0, 1). We are concerned with the
fundamental properties (e.g., measurability, intermediate value property, continuity,
etc) and multifractal analysis of the convergence exponent τ . This type of problem
have been studied for many and various exponents related to continued fractions, for
instance, see Jarn´ık [16] for the Diophantine approximation exponent, Pollicott and
Weiss [27] for the Lyapunov exponent of Gauss map, Kessebo¨hmer and Stratmann
[18] for the Minkowski’s question mark function, Fan et al. [7] for the Khintchine
exponent, Nicolay and Simons [26] for the Cantor bijection, Jaffard and Martin [15]
for the Brjuno function and so on.
For the real number x ∈ [0, 1) whose partial quotients are non-decreasing, by
(1.1), we know that its convergence exponent τ(x) is described by the slow growth
rate of partial quotients of x. In this case, the multifractal analysis of τ is related
to the set of real numbers for which their partial quotients slowly tends to infinity.
Actually, the fractal dimension of certain sets arising in continued fractions with
some restrictions on the growth rate of partial quotients has a long history, see
Jarn´ık [16], Good [11], Hirst [13], Cusick [4],  Luczak [24], Wang and Wu [29, 30],
Fan et al. [7, 8], Tong and Wang [28], Jordan and Rams [17], Liao and Rams [21],
just to mention a few.
The paper is organized as follows. Section 2 is devoted to presenting our main
results and their explanations. In Section 3, some basic results of continued fractions
and useful lemmas for calculating the Hausdorff dimension of a fractal set are listed.
The proofs of our main results are given in Section 4. Throughout this paper, we
use | · | to denote the length of a subset of [0, 1), bxc the largest integer smaller
than x, cl the closure of a set, # the cardinality of a finite set, dimH the Hausdorff
dimension and Hs the s-dimensional Hausdorff measure, respectively.
2. Main results
We first give some fundamental properties of the exponent τ : [0, 1)→ [0,∞].
Theorem 2.1. The following results hold.
(i) The function τ : [0, 1)→ [0,∞] is Borel measurable.
(ii) For Lebesgue almost all x ∈ [0, 1), we have τ(x) =∞.
(iii) For any 0 ≤ α ≤ ∞, there exists an irrational number x ∈ [0, 1) such that
τ(x) = α.
(iv) For any 0 ≤ α ≤ ∞, the level set {x ∈ [0, 1) : τ(x) = α} is uncountable and
dense in [0, 1).
(v) For any interval I ⊆ [0, 1), we have τ(I) = [0,∞].
3(vi) The function τ : [0, 1)→ [0,∞] is everywhere discontinuous.
In what follows, we turn to the multifractal analysis of the exponent τ , namely
the Hausdorff dimension of the level sets {x ∈ [0, 1) : τ(x) = α} for all α ≥ 0.
Theorem 2.2. For any α ≥ 0, we have
dimH
{
x ∈ [0, 1) : τ(x) = α} = {1/2, 0 ≤ α <∞;
1, α =∞.
As a consequence of Theorem 2.2 and Good [11, Theorem 1], we have
Corollary 2.3. For any α ∈ [0,∞), we have
dimH
{
x ∈ [0, 1) : τ(x) ≤ α} = 1/2.
Let Λ be the set of all irrationals x ∈ [0, 1) such that {an(x)}n≥1 is non-decreasing
and an(x) → ∞ as n → ∞. The set Λ is a Lebesgue null set but has Hausdorff
dimension 1/2, see Jordan and Rams [17]. We are interested in the multifractal
analysis of the exponent τ over the fractal set Λ and its spectrum function, namely
the function of the Hausdorff dimension of {x ∈ Λ : τ(x) = α} with respect to α.
Theorem 2.4. For any α ≥ 0, we have
dimH
{
x ∈ Λ : τ(x) = α} = {(1− α)/2, 0 ≤ α ≤ 1;
0, α > 1.
Remark 2.5. (i) We conclude from Theorem 2.4 that for any α ∈ [0,∞),
dimH{x ∈ Λ : τ(x) ≤ α} = 1/2.
Indeed, the upper bound is trivial since the set Λ is of Hausdorff dimension 1/2. For
the lower bound, it follows from Theorem 2.4 that dimH{x ∈ Λ : τ(x) = 0} = 1/2,
which yields dimH{x ∈ Λ : τ(x) ≤ α} ≥ 1/2 for all α ≥ 0.
(ii) Theorem 2.2 shows that there is no any multifractal phenomenon for the expo-
nent τ in this case, i.e., the Hausdorff dimension of the set {x ∈ [0, 1) : τ(x) = α}
does not vary with the level α. However, Theorem 2.4 shows that τ displays a
multifractal phenomenon when it is restricted in Λ.
(iii) Analysis similar to that in the proof of Theorem 2.2 gives that
dimH
{
x ∈ [0, 1) : τ(x) = α, an(x)→∞
}
= 1/2.
This means that the monotonicity of sequences {an(x)}n≥1 in Λ plays an essential
role in the result of Theorem 2.4.
(iv) It is an interesting example exhibiting that the Hausdorff dimension of the
intersection of two fractal sets with Hausdorff dimension 1/2 can be any value
between 0 and 1/2.
To prove Theorem 2.4, by the formula (1.1), it is equivalent to consider the
Hausdorff dimension of the set
E(α) :=
{
x ∈ Λ : lim inf
n→∞
log an(x)
log n
= α
}
(α ≥ 0). (2.1)
Theorem 2.6. For any α ≥ 0, we have
dimHE(α) =
{
0, 0 ≤ α < 1;
(α− 1)/(2α), α ≥ 1.
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Remark 2.7. For any α ≥ 0, let
F (α) :=
{
x ∈ [0, 1) : lim inf
n→∞
log an(x)
log n
= α
}
.
Then we claim that
dimH F (α) =
{
1 if α = 0;
1
2 if α > 0.
(2.2)
In fact, on one hand, on account of Good [11, Theorem 1] and Fan et al. [7,
Lemma 3.2], we deduce that F (α) has Hausdorff dimension 1/2 for any α > 0. On
the other hand, since the set of real numbers whose partial quotients are bounded
has full Hausdorff dimension (see [16]), we also have dimH F (0) = 1.
Notice that E(α) = Λ ∩ F (α). It is natural to try to relate the Hausdorff
dimension of this intersection to that of original sets. In general, we expect the
Hausdorff dimension of the intersection of two sets to behave well. That is to say,
let E and F be two subsets of [0, 1), then
dimH(E ∩F ) = dimHE + dimH F − 1 or dimH(E ∩F ) = min{dimHE, dimH F}.
However, we will show that the behaviour of E(α) does not follow the above cases.
Indeed, it follows from (2.2), Theorem 2.6 and dimH Λ = 1/2 that
dimHE(α) =

dimH(Λ ∩ F (α)) < dimH Λ + dimH F (α)− 1, if α = 0,
dimH(Λ ∩ F (α)) = dimH Λ + dimH F (α)− 1, if 0 < α ≤ 1;
dimH(Λ ∩ F (α)) > dimH Λ + dimH F (α)− 1, if α > 1.
Moreover, for any α ≥ 0, we always have
dimHE(α) < min{dimH Λ, dimH F (α)}.
There are more different phenomena on the intersection of fractal sets, for instance
see Amou and Bugeaud [1, Section 7], Bugeaud and Durand [3], Fan et al. [8,
Remark 2], Falconer [9, Chapter 8], Fa¨rm and Persson [10, Section 4.2], Hawkes
[12] and Levesley, Salp and Velani [19].
To complete the result of Theorem 2.6, we consider the Hausdorff dimension of
the set
Eφ :=
{
x ∈ Λ : lim inf
n→∞
log an(x)
φ(n)
= 1
}
,
where φ : N → R+ is a function such that φ(n) → ∞ as n → ∞. If φ satisfies
lim supn→∞ φ(n)/ log n = 0, then we conclude from Theorem 2.6 that the Haus-
dorff dimension of Eφ is always equal to zero. When limn→∞ φ(n)/ log n = α, the
Hausdorff dimension of Eφ is same as that of E(α). For the other case, we have
Theorem 2.8. Let φ : N→ R+ be a non-decreasing function and φ(n)/ log n→∞
as n→∞. Then
dimHEφ =
1
B + 1
,
where B is defined as
logB := lim sup
n→∞
log φ(n)
n
.
5As an application of Theorem 2.8, if φ is a power function, then Eφ is of Hausdorff
dimension 1/2; if φ is an exponential function of the form φ(n) = αbn with α >
0 and b > 1, then Eφ has Hausdorff dimension 1/(b + 1). The following figure
provides a full illustration of the Hausdorff dimension of Eφ, which deeply reveals
how dimHEφ changes along with different functions φ.
Figure 1: dimHEφ over different functions
3. Preliminaries
In this section, we recall some definitions and basic properties of continued frac-
tions, see [14]. Some useful lemmas for calculating the Hausdorff dimension of
fractal sets are also given.
3.1. Elementary properties of continued fractions. Let x ∈ [0, 1) \Q and its
continued fraction expansion x = [a1(x), a2(x), · · · , an(x), · · · ]. For any n ≥ 1, we
denote by
pn(x)
qn(x)
:= [a1(x), a2(x), · · · , an(x)],
which is called the n-th convergent of the continued fraction expansion of x, where
pn(x) and qn(x) are co-prime. It is well known that pn(x) and qn(x) satisfy the
following recursive formula:
p−1 = 1, p0 = 0, pn = anpn−1 + pn−2 (n ≥ 2),
q−1 = 0, q0 = 1, qn = anqn−1 + qn−2 (n ≥ 2).
Hence qn ≥ qn−1 + qn−2, which implies that
qn ≥ 1√
5
(
1 +
√
5
2
)n
− 1√
5
(
1−√5
2
)n
≥ 1
2
√
5
(
1 +
√
5
2
)n
. (3.1)
Definition 3.1. For any n ≥ 1 and a1, a2, · · · , an ∈ N, we call
I(a1, a2, · · · , an) := {x ∈ [0, 1] : a1(x) = a1, a2(x) = a2, · · · , an(x) = an}
the cylinder of order n of continued fractions.
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Proposition 3.2. [14, p. 18] For any a1, a2, · · · , an ∈ N, the n-th order cylinder
I(a1, a2, · · · , an) is an interval with the endpoints
pn
qn
and
pn + pn−1
qn + qn−1
.
As a result, the length of I(a1, a2, · · · , an) equals to
|I(a1, a2, · · · , an)| = 1
qn(qn + qn−1)
. (3.2)
3.2. Some useful lemmas to estimate Hausdorff dimension. We collect and
establish some useful lemmas for estimating the Hausdorff dimension of certain sets
in continued fractions. The first lemma is due to Fan at al. [7], which has been used
by Fan at al. [8], Liao and Rams [21, 22] to calculate Hausdorff dimension of fractal
sets related to the growth rate of partial quotients.
Lemma 3.3. [7, Lemma 3.2] Let {sn}n≥1 be a sequence of positive integers tending
to infinity with sn ≥ 3 for all n ≥ 1. Then for any positive number N ≥ 2,
dimH{x ∈ [0, 1) : sn ≤ an(x) < Nsn,∀n ≥ 1} = lim inf
n→∞
log(s1s2 · · · sn)
2 log(s1s2 · · · sn) + log sn+1 .
The points in the set {x ∈ [0, 1) : sn ≤ an(x) < Nsn,∀n ≥ 1} cannot guarantee
that their partial quotients are non-decreasing, so we cannot apply the result of
Lemma 3.3 directly for establishing the lower bound for dimHE(α). This leads us
to modify the set in Lemma 3.3 and calculate its Hausdorff dimension. To this end,
we introduce a useful lemma (see [9, Example 4.6]), which provides a method to
get a lower bound for the Hausdorff dimension of a fractal set.
Lemma 3.4. Let E =
⋂
n≥0 En, where [0, 1] = E0 ⊃ E1 ⊃ · · · is a decreasing
sequence of subsets in [0, 1] and En is a union of a finite number of disjoint closed
intervals such that each interval in En−1 contains at least mn intervals in En which
are separated by gaps of lenghs at least εn. If mn ≥ 2 and εn > εn+1 > 0, then
dimH E ≥ lim inf
n→∞
log(m1m2 · · ·mn)
− log(mn+1εn+1) .
As a consequence of Lemma 3.4, we have the following result which plays an
important role in the proofs of our main results. For completeness, we give a direct
and simple proof. See Liao and Rams [23] for more general result in d-decaying
Gauss like iterated function systems.
Lemma 3.5. Let {sn}n≥1 be a sequence of positive integers tending to infinity with
sn ≥ 3 for all n ≥ 1. Write
F =
{
x ∈ [0, 1) : nsn ≤ an(x) < (n+ 1)sn,∀ n ≥ 1
}
.
Then
dimH F =
1
2 + ξ
, with ξ := lim sup
n→∞
2 log(n+ 1)! + log sn+1
log(s1s2 · · · sn) .
Proof. Lower bound: We will use Lemma 3.4 to get the lower bound of dimH F.
In order to describe the construction of En, we shall make use of the symbolic space,
which is explained as follows: for any n ≥ 1, we define
Dn =
{
(σ1, · · · , σn) ∈ Nn : ksk ≤ σk < (k + 1)sk,∀ 1 ≤ k ≤ n
}
.
7For any n ≥ 1 and (σ1, · · · , σn) ∈ Dn, we denote
J(σ1, · · · , σn) = cl
⋃
σn+1
I(σ1, · · · , σn, σn+1)
and call it the basic interval of order n, where the union is take over all σn+1 such
that (σ1, · · · , σn, σn+1) ∈ Dn+1. Put E0 ≡ [0, 1] and
En =
⋃
(σ1,··· ,σn)∈Dn
J(σ1, · · · , σn) for all n ≥ 1.
Then
E =
⋂
n=0
En =
⋂
n=0
⋃
(σ1,··· ,σn)∈Dn
J(σ1, · · · , σn) = F.
It follows from the construction of E that each element in En−1 contains some
numbers of the basic intervals of order n in En, we denote this number by mn. For
all n ≥ 1,
mn = (n+ 1)sn − 1− nsn = sn − 1 ≥ 2.
Next we are going to estimate the gaps between two basic intervals of the same
order. For any n ≥ 1, let J(τ1, τ2, · · · , τn) and J(σ1, σ2, · · · , σn) be the two
distinct basic intervals in En. We know that the intervals J(τ1, τ2, · · · , τn) and
J(σ1, σ2, · · · , σn) are separated by the (n+ 1)-th order cylinder
I(τ1, τ2, · · · , τn, 1) or I(σ1, σ2, · · · , σn, 1)
according to the location between J(τ1, τ2, · · · , τn) and J(σ1, σ2, · · · , σn). By (3.2),
|I(σ1, σ2, · · · , σn, 1)| ≥ 1
2q2n+1
≥ 1
8
(
n∏
k=1
(σk + 1)
)−2
≥ 1
8
(
n∏
k=1
(
(k + 1)sk
))−2
:= εn.
It is easy to see that for all n ≥ 1, 0 < εn+1 < εn. Similarly, we can also obtain
|I(τ1, · · · , τk, 1)| ≥ εn. By Lemma 3.4, we have
dimH F ≥ lim inf
n→∞
n∑
k=1
log(sk − 1)
− log(sn+1 − 1) + log 8 + 2
n+1∑
k=1
log
(
(k + 1)sk
)
=
1
2 + lim sup
n→∞
2 log(n+1)!+log sn+1
log(s1s2···sn)
.
Upper bound: To obtain the upper bound of dimH F, we need to find a cover
of the set F. Let
J(a1, a2, · · · , an) = cl
⋃
an+1≥(n+1)sn+1
I(a1, a2, · · · , an, an+1).
Then we have
F ⊆
∞⋂
n=1
⋃
ksk≤ak<(k+1)sk,1≤k≤n
J(a1, a2, · · · , an).
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It means that for any n ≥ 1, ⋃
ksk≤ak<(k+1)sk,1≤k≤n
J(a1, a2, · · · , an)
is a cover of F. The number of such basic intervals is
n∏
k=1
(
(k + 1)sk − 1− ksk
)
=
n∏
k=1
(
sk − 1
)
,
and the length of such a basic interval is estimated as
|J(a1, a2, · · · , an)| ≥ 1
3
|I(a1, a2, · · · , an)| ×
∑
an+1(x)≥(n+1)sn+1
1
a2n+1(x)
≥ 1
6q2n
× 1
(n+ 1)sn+1
≥ 1
6(n+ 1)sn+1 · 2n ·
( n∏
k=1
((k + 1)sk)
)2 .
Therefore, we obtain the upper bound
dimH F ≤ lim inf
n→∞
n∑
k=1
log(sk − 1)
− log |J(a1, a2, · · · , an)|
≤ lim inf
n→∞
n∑
k=1
log(sk − 1)
log
(
6(n+ 1)
)
+ log sn+1 + 2
n∑
k=1
log sk + 2 log(n+ 1)!
=
1
2 + lim sup
n→∞
2 log(n+1)!+log sn+1
log(s1s2···sn)
.

The following result essentially comes from Good [11] and  Luczak [24], which
provides an important tool to estimate the upper bound for the Hausdorff dimension
of some fractal sets. Such a result also appeared in the PhD thesis of Baowei Wang
in Chinese, we here write its proof for completeness.
Lemma 3.6. Let ϕ : N→ R+ be a function such that ϕ(n)→∞ as n→∞. Then
dimH
{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ 1
}
=
1
B + 1
,
where B is given by
logB := lim sup
n→∞
log logϕ(n)
n
.
Proof. Let a, b > 1 be fixed. It follows from Good [11, Lemma 1] and the main
theorem of  Luczak [24] that for any N0 ≥ 1,
dimH
{
x ∈ [0, 1) : an(x) ≥ abn ,∀ n ≥ N0
}
= dimH
{
x ∈ [0, 1) : an(x) ≥ abni.o. n
}
=
1
b+ 1
, (3.3)
where i.o. means infinitely often.
9(i) B = 1. For any ε > 0, by the definition of B, there exists N ′ > 0 such that
ϕ(n) ≤ e(1+ε)n holds for all n ≥ N ′. This implies that{
x ∈ [0, 1) : an(x) ≥ e(1+ε)n ,∀ n ≥ N ′
} ⊆ {x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ N ′}.
By (3.3), we have
dimH
{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ N ′
} ≥ 1/(2 + ε),
letting ε→ 0+,
dimH
{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ N ′
} ≥ 1/2.
From Lemma 1 of Good [11], we have the lower bound
dimH
{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ 1
} ≥ 1
2
.
Since ϕ(n)→∞ as n→∞, we have{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ 1
} ⊆ {x ∈ [0, 1) : an(x)→∞ as n→∞}.
Notice that
dimH
{
x ∈ [0, 1) : an(x)→∞ as n→∞
}
= 1/2.
Thus the upper bound is obtained.
(ii) B ∈ (1,∞). Analysis similar to that in the part (i), we conclude that
dimH
{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ 1
} ≥ 1
B + 1
.
For the upper bound, by the definition of B, for any ε > 0, we have ϕ(n) ≥ e(B+ε)n
holds for infinitely many n ∈ N. This means that{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ 1
} ⊆ {x ∈ [0, 1) : an(x) ≥ e(B+ε)ni.o. n}.
Notice that
dimH
{
x ∈ [0, 1) : an(x) ≥ e(B+ε)ni.o. n
}
= 1/(B + 1 + ε).
Let ε→ 0+, the upper bound follows.
(iii) B =∞. In this case, for any large M > 2, we know ϕ(n) ≥ eMn holds for
infinitely many n ∈ N. Then we see that
dimH
{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ 1
} ≤ 1
M + 1
.
The result follows by letting M →∞. 
Remark 3.7. For a little more general version of this lemma, we have
dimH
{
x ∈ [0, 1) : an(x) ≥ ϕ(n),∀ n ≥ N
}
=
1
B + 1
holds for all N ≥ 1.
4. Proofs of main results
In this section, we will prove the main results of this paper.
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4.1. The proof of Theorem 2.1. (i) To prove τ : [0, 1) → [0,∞] is measurable,
it is sufficient to show that for any α ∈ (0,∞), the set {x ∈ [0, 1) : τ(x) < α} is a
Borel set. Now let α ∈ (0,∞) be fixed. It is easy to verify that
{
x ∈ [0, 1) : τ(x) < α} = ⋃
k≥k0
x ∈ [0, 1) : ∑
j≥1
a
−(α−1/k)
j (x) <∞

=
⋃
k≥k0
⋂
`≥1
⋃
m≥1
⋂
n≥1
Mαk,`,m,n (4.1)
where k0 := b1/αc+ 1 and the set Mαk,`,m,n is given by
Mαk,`,m,n =
x ∈ [0, 1) :
m+n∑
j=m+1
a
−(α−1/k)
j (x) ≤
1
`
 .
For each (k, `,m, n), we see that the set Mαk,`,m,n is a countable union of cylinders of
finite order, which are intervals and of the form [a, b) or (c, d] with rational numbers
a, b, c, d in [0, 1). Hence Mαk,`,m,n is a Borel set. It follows from (4.1) that the set
{x ∈ [0, 1) : τ(x) < α} is a Borel set.
(ii) The result is a direct consequence of Birkhoff’s ergodic theorem. Indeed,
we know that the continued fraction dynamical system ([0, 1), TG, µ) is ergodic,
where TG is the Gauss map and µ is the Gauss measure which is equivalent to the
Lebesgue measure (see [14] for their definitions). For any large t > 0, the classical
Birkhoff ergodic theorem shows that for µ-almost all x ∈ [0, 1),
lim
n→∞
a−t1 (x) + · · ·+ a−tn (x)
n
=
∫ 1
0
a−t1 (x)dµ(x) := P (t). (4.2)
By the relation between Gauss measure and Lebesgue measure, we obtain the above
result also holds for Lebesgue almost all x ∈ [0, 1) and P (t) satisfies
1
2 log 2
∑
k≥1
1
kt+1(k + 1)
≤ P (t) ≤ 1
log 2
∑
k≥1
1
kt+1(k + 1)
.
Combining this with (4.2) and the definition of τ , we have τ(x) =∞ for Lebesgue
almost all x ∈ [0, 1).
(iii) We divide α ∈ [0,∞] into three cases. For α = 0, let x := [a1, a2, · · · , an, · · · ]
with an = benc for all n ≥ 1. Then x ∈ [0, 1) is an irrational number and τ(x) = 0.
For α ∈ (0,∞), let x := [a1, a2, · · · , an, · · · ] with an = bn1/αc for all n ≥ 1. Thus
we have x ∈ [0, 1) is an irrational number and τ(x) = α. For α = ∞, let x be the
golden ratio. Of course it is an irrational and its partial quotients an(x) = 1 for all
n ≥ 1 and hence τ(x) =∞.
(iv) By (iii), there exists an irrational number x0 ∈ [0, 1) such that τ(x0) =
α. Let (ε1, ε2, · · · , εn, · · · ) ∈ {0, 1}N. We construct a new real number x˜0 as
[a˜1, a˜2, · · · , a˜n, · · · ] with a˜k = ak(x0) + εk for all k ≥ 1. Then we have x˜0 ∈ [0, 1)
and τ(x˜0) = α. This implies that there are uncountably infinite many x ∈ [0, 1) such
that τ(x) = α. In the following, we will see that the level set {x ∈ [0, 1) : τ(x) = α}
is dense in [0, 1). To do this, write
M(x0) =
⋃
N≥1
{
x ∈ [0, 1) : an(x) = an(x0),∀ n ≥ N
}
.
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For any y ∈ M(x0) and σ > 0, we have the series
∑
n≥1 a
−σ
n (y) converges if and
only if the series
∑
n≥1 a
−σ
n (x0) converges. This yields that τ(y) = α, i.e.,
M(x0) ⊆ {x ∈ [0, 1) : τ(x) = α}.
Next we will prove that M(x0) is dense in [0, 1). In fact, for any y ∈ [0, 1), if y is
rational, let y = [a1(y), a2(y), · · · , ak(y)] for some k ≥ 1 and
xn = [a1(y), a2(y), · · · , ak(y), n, ak+2(x0), ak+3(x0), · · · ], ∀ n ≥ 1;
if y is irrational, let y = [a1(y), a2(y), · · · , an(y), · · · ] and
xn = [a1(y), a2(y), · · · , an(y), an+1(x0), an+2(x0), · · · ], ∀ n ≥ 1.
In both cases, we obtain xn ∈ M(x0) for all n ≥ 1 and xn → y as n → ∞. Hence
the level set {x ∈ [0, 1) : τ(x) = α} is dense in [0, 1).
(v) For any interval I ⊆ [0, 1), it is trivial that τ(I) ⊆ [0,∞]. For any α ∈ [0,∞],
by (iv), we know that the set {x ∈ [0, 1) : τ(x) = α} is dense in [0, 1). Thus we
obtain the intersection of I and {x ∈ [0, 1) : τ(x) = α} is not empty. Hence we can
find an x0 ∈ I such that τ(x0) = α, that is, [0,∞] ⊆ τ(I).
(vi) Let y ∈ [0, 1) be fixed and let α0 := τ(y). For an α 6= α0, by (iv), the
level set {x ∈ [0, 1) : τ(x) = α} is dense in [0, 1). For the given y, there exists
{xn}n≥1 such that τ(xn) = α for all n ≥ 1 and xn → y as n → ∞. Note that
τ(y) = α0 6= α = τ(xn), we see that the function τ is discontinuous at y. Therefore,
the function τ : [0, 1)→ [0,∞] is everywhere discontinuous.
4.2. The proof of Theorem 2.2. We divide the proof into two cases: α = ∞
and α ∈ [0,∞).
In the case when α = ∞, by Theorem 2.1 (ii), we have τ(x) = ∞ for Lebesgue
almost all x ∈ [0, 1). It is clear to see that the set {x ∈ [0, 1) : τ(x) = ∞} has full
Hausdorff dimension.
In the following, we assume that 0 ≤ α < ∞. If τ(x0) = α for some x0 ∈ [0, 1),
by the definition of τ , we have there exists ε0 > 0 such that∑
n≥1
a−(α+ε0)n (x0) <∞,
which implies an(x0) → ∞ as n → ∞. It follows from Good [11, Theorem 1] that
the set of real numbers x ∈ [0, 1) such that an(x) → ∞ as n → ∞ has Hausdorff
dimension 1/2. Thus we obtain
dimH{x ∈ [0, 1) : τ(x) = α} ≤ 1/2.
The lower bound of the set {x ∈ [0, 1) : τ(x) = α} follows from Lemma 3.2 of [7]
(see Lemmas 3.3). More precisely, we have
(1) for α = 0, {x ∈ [0, 1) : en ≤ an(x) < 2en,∀ n ≥ 1} ⊆ {x ∈ [0, 1) : τ(x) = α}
and the former is of Hausdorff dimension 1/2;
(2) for α ∈ (0,∞), {x ∈ [0, 1) : n1/α ≤ an(x) < 2n1/α,∀ n ≥ 1} ⊆ {x ∈ [0, 1) :
τ(x) = α} and also the former is of Hausdorff dimension 1/2.
Therefore, for any α ∈ [0,∞), dimH{x ∈ [0, 1) : τ(x) = α} ≥ 1/2.
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4.3. The proof of Theorem 2.6. Firstly, we give a useful combinatorial lemma
concerning about the cardinality of sets of numbers.
Lemma 4.1. For any positive integer L and n ≥ 1, let
A =
{
(σ1, σ2, · · · , σn) ∈ Nn : 1 ≤ σ1 ≤ σ2 ≤ · · · ≤ σn ≤ L
}
and Nn(L) = #A. Then
Nn(L) =
(
n
L+ n− 1
)
=
(n+ L− 1)!
n!(L− 1)! .
Proof. Write
A
′
= {(r1, r2, · · · , rn) ∈ Nn : 1 ≤ r1 < r2 < · · · < rn ≤ L+ n− 1}.
We consider a map f : A→ A′ defined as follows: for any (σ1, σ2, · · · , σn) ∈ A,
f(σ1, σ2, · · · , σn) = (r1, r2, · · · , rn) = (σ1, σ2 + 1, · · · , σn + n− 1).
It is easy to check that f is bijection. Thus the sets A and A
′
have the same
cardinality. The number of elements in A
′
is equal to a combinatorial number, i.e,
the number of n numbers can be chosen from among L+ n− 1 numbers. That is,
Nn(L) = ]A
′
=
(
n
L+ n− 1
)
=
(n+ L− 1)!
n!(L− 1)! .

Recall that
E(α) =
{
x ∈ Λ : lim inf
n→∞
log an(x)
log n
= α
}
.
4.3.1. The case α ≥ 1. Upper bound: For any 0 < ε < α, we have
E(α) ⊆
⋃
N=1
BN (ε),
where
BN (ε) =
⋂
n=N
⋃
k=n
{
x ∈ Λ : ak(x) ≤ kα+ε, aj(x) ≥ jα−ε, ∀ N ≤ j ≤ k
}
. (4.3)
Then we obtain
dimHE(α) ≤ sup
N≥1
{dimHBN (ε)}. (4.4)
For similarity, we only deal with the Hausdorff dimension of B1(ε) since the proof
for other case is similar. In view of (4.3), for any n ≥ 1, we have
B1(ε) ⊆
⋃
k=n
{
x ∈ Λ : ak(x) ≤ kα+ε, aj(x) ≥ jα−ε, ∀ 1 ≤ j ≤ k
}
⊆
⋃
k=n
⋃
(σ1,··· ,σk)∈Ck
I(σ1, · · · , σk) (4.5)
where
Ck =
{
(σ1, · · · , σk) ∈ Nk : 1 ≤ σ1 ≤ · · · ≤ σk ≤ kα+ε, σj ≥ jα−ε,∀ 1 ≤ j ≤ k
}
.
By (3.2), we get
|I(σ1, · · · , σk)| ≤ 1
q2k
≤
k∏
i=1
a−2i ≤ (k!)−2(α−ε). (4.6)
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It follows from Lemma 4.1 that
#Ck ≤ Nk
(bkα+εc)
=
bkα+εc · (bkα+εc+ 1) · · · (bkα+εc+ k − 1)
k!
=
kk(α+ε)
k!
·
(
1 +
1
kα+ε
)
· · ·
(
1 +
k − 1
kα+ε
)
≤ 2
k · kk(α+ε)
k!
. (4.7)
From the Stirling formula, for all n ≥ 1,
√
2pinn+
1
2 e−n ≤ n! ≤ enn+ 12 e−n. (4.8)
Combining (4.8) with (4.7), we deduce that
#Ck ≤ 2k · (k!)α+ε−1 ·
(
ek√
2pik
)α+ε
. (4.9)
Taking s = α+2ε−12(α−ε) , by the definition of s-dimensional Hausdorff measure, we con-
clude from (4.5), (4.6) and (4.9) that
Hs(B1(ε)) ≤ lim inf
n→∞
∞∑
k=n
∑
(σ1,··· ,σk)∈Ck
|I(σ1, · · · , σk)|s
≤ lim inf
n→∞
∞∑
k=n
#Ck
(k!)2s(α−ε)
≤ lim inf
n→∞
∞∑
k=n
2kek(α+ε)
(k!)ε
= 0,
Thus
dimHB1(ε) ≤ α+ 2ε− 1
2(α− ε) .
Letting ε→ 0+ and then by (4.4), we have
dimHE(α) ≤ dimHB1(ε) ≤ α− 1
2α
.
Lower bound: It is obvious that dimHE(α) = 0 for α = 1 according to the proof
of its upper bound, so the following we assume that α > 1. Let M be the positive
integer such that sn = Mbnα−1c ≥ 3 for all n ≥ 1. Write
F(α) =
{
x ∈ [0, 1) : nsn ≤ an(x) < (n+ 1)sn,∀ n ≥ 1
}
.
By Lemma 3.5, we see that dimH F(α) = 1/(2 + ξ), where
ξ = lim sup
n→∞
2 log(n+ 1)! + log(Mb(n+ 1)α−1c)
n∑
i=1
log(Mbnα−1c)
=
2
α− 1 .
Next we claim that
F(α) ⊆ E(α).
Indeed, on one hand, for any x ∈ F(α), it is easy to see that for all n ≥ 1
an(x) < (n+ 1)sn ≤ (n+ 1)sn+1 ≤ an+1(x)
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and an(x)→∞ as n→∞, thus we get x ∈ Λ. On the other hand, we also obtain
α = lim inf
n→∞
log
(
nMbnα−1c)
log n
≤ lim inf
n→∞
log an(x)
log n
≤ lim inf
n→∞
log
(
(n+ 1)Mb(n+ 1)α−1c)
log n
= α.
Therefore, we have
dimHE(α) ≥ dimH F (α) = (α− 1)/(2α).
4.3.2. The case 0 ≤ α < 1. In this case, we will prove dimHE(α) = 0. By the
definition of lim inf, for any 0 < ε < 1− α, we have
E(α) ⊆
⋂
n=1
⋃
k=n
{
x ∈ Λ : ak(x) ≤ kα+ε
}
. (4.10)
Notice that {
x ∈ Λ : ak(x) ≤ kα+ε
} ⊆ ⋃
(σ1,··· ,σk)∈C˜k
I(σ1, · · · , σk),
where
C˜k =
{
(σ1, · · · , σk) ∈ Nk : 1 ≤ σ1 ≤ · · · ≤ σk ≤ kα+ε
}
.
By (3.1) and (3.2), we obtain
|I(σ1, · · · , σk)| ≤ 1
q2k
≤ 1
20
(
1 +
√
5
2
)−2k
. (4.11)
Since 0 < ε < 1− α, it follows from Lemma 4.1 that
#C˜k = Nk
(bkα+εc) ≤ (k + 1) · (k + 2) · · · (k + bkα+εc − 1)
≤ (k + kα+ε)kα+ε ≤ e(1+log k)kα+ε . (4.12)
Taking s = ε, by the definition of s-dimensional Hausdorff measure, combining
(4.10), (4.11) with (4.12), we deduce that
Hs(E(α)) ≤ lim inf
n→∞
∞∑
k=n
∑
(σ1,··· ,σk)∈C˜k
|I(σ1, σ2, · · · , σk)|s
≤ lim inf
n→∞
∞∑
k=n
#C˜k · 20−ε
(
1 +
√
5
2
)−2kε
≤ lim inf
n→∞
∞∑
k=n
ek
α+ε(1+log k) · 20−ε
(
1 +
√
5
2
)−2kε
= 0,
which implies dimHE(α) ≤ ε. Letting ε→ 0+, the result follows.
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4.4. The proof of Theorem 2.8. The upper bound of dimHEφ is a consequence
of Lemma 3.6. Indeed, for any 0 < ε < 1, we have
Eφ ⊆
∞⋃
N=1
{
x ∈ [0, 1) : an(x) ≥ e(1−ε)φ(n), ∀ n ≥ N
}
.
It follows from Lemma 3.6 that for all N ≥ 1,
dimH
{
x ∈ [0, 1) : an(x) ≥ e(1−ε)φ(n), ∀ n ≥ N
}
=
1
B + 1
,
where B is given by logB := lim supn→∞(log φ(n))/n. By the countable stability
of Hausdorff dimension, we obtain
dimHEφ ≤ 1
B + 1
.
The proof for the lower bound of dimHEφ is inspired by Liao and Rams [21]. It
is trivial for B =∞. In the following, we always assume that 1 ≤ B <∞. Since
lim sup
n→∞
log φ(n)
n
= logB,
for any ε > 0, we have φ(n) ≤ (B + ε/2)n for n large enough. This implies
φ(n)(B + ε)j−n ≤ (B + ε/2)n(B + ε)j−n → 0 (n→∞).
Let
Tj = sup
n≥j
{
eφ(n)(B+ε)
j−n}
, j = 1, 2, · · · .
Then the supremum in the definition of Tj is achieved. Since φ is a non-decreasing
function, it is easy to check that
Tj ≤ Tj+1 and Tj+1 ≤ TB+εj . (4.13)
We proceed to show that
lim inf
n→∞
log Tn
φ(n)
= 1. (4.14)
In fact, by the definition of Tj , we get Tj ≥ eφ(j) for all j ≥ 1 and hence
lim inf
n→∞
log Tn
φ(n)
≥ 1.
We denote by tj ≥ j the smallest number for which Tj = eφ(tj)(B+ε)j−tj . Observe
that for many consecutive j’s, the number tj will be the same. More precisely,
tj = tj+1 = · · · = ttj . Let {`k}k≥1 be the sequence of all t′js in the increasing order,
without repetitions. For these `k, we obtain T`k = e
φ(`k), which gives
lim inf
n→∞
log Tn
φ(n)
≤ lim inf
n→∞
log T`k
φ(`k)
= 1.
Next we use {Tj}j≥1 to construct a suitable subset of Eφ. Let M be the positive
integer such that sn = MbTnc ≥ 3 for all n ≥ 1. Write
F(T ) =
{
x ∈ [0, 1) : nsn ≤ an(x) < (n+ 1)sn,∀ n ≥ 1
}
.
It is easy to verify that
F(T ) ⊆ Eφ.
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Since φ(n)/ log n→∞ as n→∞, combining (4.13) with (4.14), we have
lim sup
n→∞
log(n+ 1)
log Tn
= 0 and log Tn+1 − log T1 ≤
(
B + ε− 1) n∑
k=1
log Tk.
It follows from Lemma 3.5 that
dimHEφ ≥ dimH F(T ) = 1
2 + ξ
,
where ξ is given by
ξ = lim sup
n→∞
2 log(n+ 1)! + log(MbTn+1c)
n∑
k=1
log(MbTkc)
≤ lim sup
n→∞
2 log(n+ 1)!
n∑
k=1
log Tk
+ lim sup
n→∞
log Tn+1
n∑
k=1
log Tk
≤ lim sup
n→∞
2 log(n+ 1)
log Tn
+ (B + ε− 1) = B + ε− 1.
Hence
dimHEφ ≥ 1
B + 1 + ε
.
Letting ε→ 0+ yields the assertion.
Remark 4.2. Let φ be a non-decreasing function and φ(n)/ log n→∞ as n→∞.
From the proof of Theorem 2.8, we conclude that
dimH
{
x ∈ [0, 1) : lim inf
n→∞
log an(x)
φ(n)
= 1
}
=
1
B + 1
.
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