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Abstract—We propose two new criteria to understand the
advantage of deepening neural networks. It is important to
know the expressivity of functions computable by deep neural
networks in order to understand the advantage of deepening
neural networks. Unless deep neural networks have enough
expressivity, they cannot have good performance even though
learning is successful. In this situation, the proposed criteria
contribute to understanding the advantage of deepening neural
networks since they can evaluate the expressivity independently
from the efficiency of learning. The first criterion shows the
approximation accuracy of deep neural networks to the target
function. This criterion has the background that the goal of deep
learning is approximating the target function by deep neural
networks. The second criterion shows the property of linear
regions of functions computable by deep neural networks. This
criterion has the background that deep neural networks whose
activation functions are piecewise linear are also piecewise linear.
Furthermore, by the two criteria, we show that to increase layers
is more effective than to increase units at each layer on improving
the expressivity of deep neural networks.
Index Terms—deep learning theory, expressivity, approxima-
tion accuracy, linear region
I. INTRODUCTION
In recent researches on machine learning, deep neural
networks show very good performance on prediction. For
example, some papers consider that to increase layers in neural
networks contributes to the accuracy of image recognition e.g.,
[1], [2]. There are also papers which consider that to increase
layers contributes to the accuracy of speech recognition e.g.,
[3], [4]. Neural networks are getting deeper and deeper with
each passing year.
In this situation, there are many researchers that are inter-
ested in the relation between the depth of neural networks and
good performance. In order to show the advantage of deepen-
ing neural networks, the followings should be distinguished.
1) the expressivity of deep neural networks as functions
which express the relation between explanatory variables
and objective variables.
2) the efficiency of learning by the gradient method.
The prediction accuracy after learning is dependent on both
the expressivity and the efficiency of learning. Unless deep
neural networks have enough expressivity, they cannot have
good performance even though learning is successful.
Therefore, there have been some researches that evaluate
deep neural networks with distinguishing between the expres-
sivity and the efficiency of learning e.g., [5], [6]. Some of
the researches assume that data is scattered around the target
function and investigate the approximation accuracy when
approximating the target function by deep neural networks.
They discuss the distance between deep neural networks and
the target function. Then they regard that the shorter that
distance is, the more expressivity the deep neural networks
have. For example, some studies consider how many layers
and units are necessary for the distance between deep neural
networks and the target function to be less than , for any
 > 0 and any target function e.g., [7], [8]. Besides, other
studies consider how the lower limit of the distance between
deep neural networks and the target function is described for
the depth and the number of units e.g., [9], [10].
On the other hand, there are other kinds of researches that
evaluate deep neural networks with distinguishing between the
expressivity and the efficiency of learning. Those researches
investigate the property of linear regions of functions by
computable by deep neural networks. Since deep neural net-
works whose activation functions are piecewise linear are also
piecewise linear, investigating the property of linear regions
is a good way to know the shape of the lines drawn by those
deep neural networks. For example, some studies count the
number of linear regions of deep neural networks [11]–[13].
They regard that the larger the number of linear regions of
deep neural networks is, the more expressivity the deep neural
networks have. Besides, other studies calculate the volume
of the boundary between two linear regions of deep neural
networks [14]. They regard that the larger the volume of the
boundary between two linear regions of deep neural networks
is, the more expressivity the deep neural networks have.
In this paper, we propose two criteria to evaluate the
expressivity of deep neural networks independently from the
efficiency of learning, similar to the above studies. The first
criterion evaluates the approximation accuracy of deep neural
networks to the target function. It shows the ratio of the
values of the parameters which make the distance between
deep neural networks and the target function short. We regard
that the larger the ratio is, the more expressivity deep neural
networks have. The novelty of this criterion is that we can
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Fig. 1. The relation between the size of the maximal linear regions of deep
neural networks and the approximation to the target function by deep neural
networks. If the size of the maximal linear region of deep neural networks is
large, a gap inevitably occurs between deep neural networks and the target
function, as the left figure. On the other hand, if the size of the maximal
linear region of deep neural networks is small, there is a possibility that the
target function is approximated by deep neural networks, as the right figure.
figure out the volume of parameter values which give functions
close to the target function. The proposed criterion shows not
only the existence of the appropriate parameter values but also
how many the appropriate parameter values exist.
The second criterion evaluates the property of linear regions
of functions computable by deep neural networks whose
activation functions are piecewise linear. It shows the size of
the maximal linear region of deep neural networks. We regard
that the smaller the size of the maximal linear region is, the
more expressivity the deep neural networks have. The novelty
of this criterion is figuring out how fine linear regions the area
which is the least flexible has. The proposed criterion shows
whether linear regions are scattered finely and uniformly or
not.
The above two criteria have a relation. The small size
of the maximal linear region of deep neural networks is a
requirement for the good approximation to the target function
if the target function is smooth. This requirement is understood
by referring to Fig. 1. Unless the size of the maximal linear
region of deep neural networks is small, there is a gap between
the deep neural networks and the target function no matter how
close the deep neural networks and the target function.
Moreover, by the two criteria, we show that to increase
layers is more effective than to increase units at each layer
on improving the expressivity of neural networks. We adopt
theoretical proofs and computer simulations to show it.
In summary, our contributions are as follows.
1) We propose new criteria to evaluate the expressivity of
deep neural networks independently from the efficiency
of learning.
2) We show that to increase layers is more effective than
to increase units at each layer on improving the expres-
sivity of neural networks, by the new criteria.
II. DEFINITIONS AND THEORETICAL FACTS
A. Deep Neural Networks
We define a neural network as a composite function Fθ :
Rn0 → RnL parametrized by θ, which alternately computes
linear functions f (l) : Rnl−1 → Rnl (l = 1, · · · , L) and non-
linear activation functions g(l) : Rnl → Rnl (l = 1, · · · , L−1)
such as
Fθ = f
(L) ◦ g(L−1) ◦ f (L−1) ◦ · · · ◦ g(1) ◦ f (1).
The linear function f (l) is given by
f
(l)
j (x) =
nl−1∑
i=1
w
(l)
ji xi + b
(l)
j (j = 1, · · · , nl),
where xi is the i-th coordinate of x and f
(l)
j is the j-th
coordinate of f (l). The parameter θ is a vector which consists
of w(l)ji ∈ R and b(l)j ∈ R for each i ∈ {1, 2, · · · , nl−1}, j ∈
{1, 2, · · · , nl} and l ∈ {1, 2, · · · , L}. We define Θ ⊂ RM as
the set of θ, where M is the number of parameters on the
neural network. We call g(l) ◦ f (l) as the l-th layer and call
the j-th coordinate of g(l) ◦ f (l) as the j-th unit of the l-th
layer. We note that the 0-th layer, which is called as the input
layer is not counted into the number of layers.
Deep neural networks are used for supervised learning. We
can express the relation between explanatory variables and
objective variables with deep neural networks if the values of
θ are set appropriately.
B. The Ratio of the Desired Parameters
In this section, we assume a probability distribution for
objective variables in supervised learning and propose a new
criterion to evaluate the expressivity of functions computable
by deep neural networks under that assumption. For simplicity,
we restrict the dimension of objective variables to 1. Let
the probability distribution of objective variables be normal
distribution such as
y = F ∗(x) + ε (ε ∼ N(0, σ2)), (1)
where F ∗ : Rn0 → R is a continuous function. The goal of
deep learning is expressing the relation between explanatory
variables and objective variables by approximating F ∗ with
deep neural networks Fθ in the set {Fθ | θ ∈ Θ}. Therefore,
we call F ∗ as the target function in this paper.
When approximating the target function F ∗ by deep neural
networks Fθ, it is desirable for the set {Fθ | θ ∈ Θ} to have
many functions close to F ∗. However, there have been few
studies which investigate the volume of the functions close
to F ∗ in {Fθ | θ ∈ Θ} although some studies prove that at
least one function close to F ∗ exist in {Fθ | θ ∈ Θ} e.g.,
[7], [10]. Therefore, we define a new criterion to investigate
it independently from the efficiency of learning as follows.
Definition 1. Let Fθ : Rn0 → R be a deep neural network. Let
F ∗ : Rn0 → R be the target function defined as (1). Moreover,
we assume that explanatory variables x ∈ Rn0 are randam
variables with a probability density function p(x). Then we
define the ratio of the desired parameters between the set
F := {Fθ | θ ∈ Θ} and F ∗ as
R(F , F ∗) :=
∫
θ∈Θ(F,F∗) dθ∫
θ∈Θ dθ
, (2)
Fig. 2. The examples of linear regions of piecewise linear functions.
where
d(Fθ, F
∗) :=
∫
x∈Rn0
(Fθ(x)− F ∗(x))2p(x)dx, (3)
Θ(F , F ∗) := {θ ∈ Θ | d(Fθ, F ∗) ≤ }.
We can say that d(Fθ, F ∗) represents the distance between
the deep neural network Fθ and the target function F ∗.
Moreover, R(F , F ∗) calculates the ratio of the values of θ
which make that distance short. Therefore, we regard that the
larger R(F , F ∗) is, the more functions close to the target
function the set F has.
The ratio of the desired parameters shows the volume of
parameter values which give functions close to the target
function. Therefore, we can know not only the existence
of the appropriate parameter values but also how many the
appropriate parameter values exist. If we remind learning with
the gradient method, we can consider that the ratio of the
desired parameters may show the number of local solutions of
the loss function.
C. Deep Neural Networks and Linear Regions
1) ReLU Neural Networks: We can use some kinds of non-
linear functions for the non-linear activation function g(l). One
example is the ReLU function defined as g(x) = max{0, x}.
ReLU neural networks have the special property as follows.
Lemma 1 ( [10] ). Let D be a bounded subset of Rn0 . Let
Fθ : D → RnL be a ReLU neural network with L layers,
M parameters and S units in total. Then there exists a neural
network F˜θ : D → RnL with any continuous piecewise linear
activation function, having L layers, 4M parameters and 2S
units in total, and that computes the same function as Fθ.
Lemma 1 points out that deep neural networks with any
piecewise linear activation function can describe any ReLU
neural network. In the proof of [10], two units of F˜θ are
assigned to the each unit of Fθ when we replace Fθ with F˜θ.
Therefore, the number of units at the l-th layer nl increases
to 2nl. Lemma 1 is used for the proof of the theorem shown
in Section II-C5.
Fig. 3. The problem of evaluating the flexibility of deep neural networks by
the number of linear regions. We cannot distinguish between F1 and F2 when
we use the number of linear regions. Therefore, we propose a new criterion
in this paper.
2) Fineness of Linear Regions: The ReLU function g(x) =
max{0, x} is a piecewise linear function whose inclination
changes at the origin. If a neural network has piecewise
linear activation functions like this, f (l)(l = 1, 2, · · · , L) are
linear functions and g(l)(l = 1, 2, · · · , L − 1) are piecewise
linear functions. Therefore, a neural network whose activation
functions are piecewise linear is a piecewise linear function.
Based on this fact, we can introduce a linear region to consider
the flexibility of deep neural networks with piecewise linear
activation functions. It is defined as follows.
Definition 2 ( [11] ). Let D be a bounded subset of Rn. Let
F : D → Rm be a piecewise linear function. Let U be a n-
dimensional interval in D. Let F |U : U → Rm be the function
given by restricting the input domain of F from D to U . We
say that U is a linear region of F if the followings hold.
• F |U is linear.
• For any subset V ⊂ D such that V ) U , F |V is not
linear.
Example 1. For example, let F : [0, 1] → R be the function
in Fig. 2. We can say that [0, 14 ], [
1
4 ,
2
3 ] and [
2
3 , 1] are linear
regions of F . [ 13 ,
1
2 ] is not a linear region.
In this paper, the set of linear regions of F is represented
by L(F ). We note that⋃
U∈L(F )
U = D,
∑
U∈L(F )
∫
x∈U
dx =
∫
x∈D
dx (4)
when F : D → Rm is a piecewise linear function.
There have been some studies that evaluate the flexibility
of deep neural networks by the number of linear regions
[11]–[13]. However, there is a room for improvement in the
evaluation of the flexibility by the number of linear regions
when we want to know whether linear regions are scattered
uniformly. The number of linear regions cannot ensure that
many linear regions do not gather in a certain area in the
input domain. This problem appears in Fig. 3. F2 does not
keep its flexibility in the left-side area. However, F1 and F2
are regarded that they have similar flexibility by the number of
linear regions. There is also the same problem in the evaluation
of the flexibility by the volume of the boundary between two
linear regions proposed in [14]. Therefore, we propose a new
criterion to evaluate the flexibility of deep neural networks. It
is defined as follows.
Definition 3. Let D be a bounded subset of Rn. We define
the fineness of linear regions of a piecewise linear function
F : D → Rm such as
I(F ) := max
U∈L(F )
∫
x∈U dx∫
x∈D dx
. (5)
Example 2. We consider the example function F : [0, 1]→ R
in Fig. 2. In this example, the fineness of linear regions I(F )
is computed as follows.
I(F ) = max
U∈{[0, 14 ],[ 14 , 23 ],[ 23 ,1]}
∫
x∈U dx∫
x∈[0,1] dx
=
∫ 2
3
1
4
dx =
5
12
.
Note that 0 ≤ I(F ) ≤ 1. We regard that the smaller the
value of I(F ) is, the finer the linear regions of F are. The
fineness of linear regions shows the size of the maximal linear
region of piecewise linear functions and shows how fine linear
regions the area which is the least flexible has. Therefore,
we can know whether linear regions are scattered finely and
uniformly on the input domain or not, by that criterion. It is
different from the number of linear regions. In the case of
neural networks Fθ whose activation functions are piecewise
linear, the fineness of linear regions I(Fθ) changes when the
values of θ change. Therefore, we regard that the smaller
the value of minθ∈Θ I(Fθ) is, the more flexibility the set
{Fθ | θ ∈ Θ} has.
For the readers who are interested in the relation between
the number of linear regions and the fineness of linear regions,
we show the following fact.
Corollary 1. Let D be a bounded subset of Rn. Let F :
D → Rm be a piecewise linear function. The fineness of linear
regions I(F ) and the number of linear regions |L(F )| satisfy
|L(F )| ≥ 1
I(F )
.
Proof of Corollary 1. From (4),∫
x∈D
dx =
∑
U∈L(F )
∫
x∈U
dx
≤ |L(F )| × max
U∈L(F )
∫
x∈U
dx.
Therefore,
|L(F )| ≥
∫
x∈D dx
maxU∈L(F )
∫
x∈U dx
=
1
I(F )
(∵ (5)).
3) The Partial Order of Piecewise Linear Functions:
Next, we define a partial order between two piecewise linear
functions as follows.
Definition 4. Let D be a bounded subset of Rn. Let F ,G :
D → Rm be two piecewise linear functions. We say thatG r
F , where 0 ≤ r ≤ 1, if the following statements hold.
• For any linear region U ∈ L(F ), there exist s ∈ N (s ≥
1) and some linear regions Vi ∈ L(G) (i = 1, 2, · · · , s)
such that
U =
s⋃
i=1
Vi. (6)
• For any linear region U ∈ L(F ) and V ∈ {V ′ ∈
L(G) | V ′ ⊂ U},∫
x∈V
dx ≤ r
∫
x∈U
dx. (7)
Example 3. For example, let F,G : [0, 1] → R be the
functions in Fig. 2. We can say that G  5
9
F because r is
computed such as
r =
1
4 − 19
1
4 − 0
=
5
9
.
Equation (6) claims that the linear regions of G are finer
than those of F and (7) claims that the linear regions of G
are fine r times or more those of F . In fact, we can say the
following.
Lemma 2. Let D be a bounded subset of Rn. Let F ,G :
D → Rm be two piecewise linear functions. We can say that
G r F ⇒ I(G) ≤ rI(F ),
where 0 ≤ r ≤ 1.
Proof of Lemma 2.
I(G) = max
V ∈L(G)
∫
x∈V dx∫
x∈D dx
(∵ (5))
= max
U∈L(F )
max
V ∈{V ′∈L(G) | V ′⊂U}
∫
x∈V dx∫
x∈D dx
(∵ (6))
≤ max
U∈L(F )
r
∫
x∈U dx∫
x∈D dx
(∵ (7))
= rI(F ) (∵ (5)).
Lemma 2 will be used for the proof of the theorem shown
in Section II-C5.
4) Linear Regions and Identification of Input Subsets:
Montufar et al. [11] define the identification of input subsets
in their paper. It is defined as follows.
Definition 5 ( [11] ). We say that a map g : Rn → Rm
identifies K(∈ N) subsets U1, · · · , UK(⊂ Rn) onto V (⊂ Rm)
if it maps them to a commom image V = g(U1) = · · · =
g(UK) in Rm. We also say that U1, · · · , UK are identified
onto V by g.
Example 4. For example, the four quadrants of two dimen-
sional euclidean space are identified onto [0,∞)2 by the
function g : R2 → [0,∞)2 such as g(x1, x2) = (|x1|, |x2|)T .
If U1, · · · , UK(⊂ Rn) are all of the subsets identified onto
V (⊂ Rm) by g : Rn → Rm, we can say that
g−1(V ) =
K⋃
k=1
Uk. (8)
Montufar et al. [11] interpret (8) that the common subset V is
replicated to U1, · · · , UK . We can prove the following lemma
related to Definition 5.
Lemma 3. Let D1 be a bounded subset of Rn. Let D2 be
a bounded subset of Rn′ . Let g : D1 → D2 be a piecewise
linear function identifying all its linear regions onto D2. Let
f : D2 → Rm be a piecewise linear function. The following
holds.
f ◦ g I(f) g.
Proof of Lemma 3. For any linear region U ∈ L(g) and
V ∈ L(f), g|−1U (V ) is a linear region of f ◦ g and
U = g|−1U (D2) (∵ g(U) = D2)
= g|−1U
 ⋃
V ∈L(f)
V
 (∵ (4))
=
⋃
V ∈L(f)
g|−1U (V ).
Since g|−1U is linear, the jacobian of g|−1U satisfies
∣∣∣Jg|−1U ∣∣∣ 6=
0. Therefore, from the property of integration by substitution
with x = g|−1U (y),∫
x∈U
dx =
∫
x∈g|−1U (D2)
dx =
∣∣∣Jg|−1U ∣∣∣
∫
y∈D2
dy. (9)
From (9), ∣∣∣Jg|−1U ∣∣∣ =
∫
x∈U dx∫
y∈D2 dy
. (10)
Moreover,∫
x∈g|−1U (V )
dx =
∣∣∣Jg|−1U ∣∣∣
∫
y∈V
dy
=
∫
x∈U dx∫
y∈D2 dy
∫
y∈V
dy (∵ (10))
≤ I(f)
∫
x∈U
dx (∵ (5)).
5) The Relation Between the Depth of Neural Networks and
the Fineness of Linear Regions: We can show that to increase
layers is more effective than to increase units at each layer on
improving the expressivity of neural networks, by proving the
following theorem.
Theorem 1. Let F˜θ : [0, 1]n0 → RnL be a neural network
with any piecewise linear activation function, having L layers
and nl units at the l-th layer, where nl ≥ 2n0 for any l ∈
{1, 2, · · · , L− 1}. We can say that
∃θ ∈ Θ s.t. I(F˜θ) ≤
L−1∏
l=1
⌊
nl
2n0
⌋−n0
. (11)
If nl = n(≥ 2n0) for any l ∈ {1, 2, · · · , L − 1}, we can
say that
∃θ ∈ Θ s.t. I(F˜θ) ≤ O
((
n
2n0
)−n0(L−1))
from Theorem 1. In other words, F˜θ can express functions
which have the fineness of linear regions O(( n2n0 )
−n0(L−1))
if θ has appropriate values. Therefore, we consider that the
flexibility of the set of deep neural networks {F˜θ | θ ∈ Θ}
grows exponentially in L and polynominally in n. We use the
following lemma in order to prove Theorem 1.
Lemma 4. Let Fθ : [0, 1]n0 → RnL be a ReLU neural
network with L layers and nl units at the l-th layer, where
nl ≥ n0 for any l ∈ {1, 2, · · · , L− 1}. We can say that
∃θ ∈ Θ s.t. I(Fθ) ≤
L−1∏
l=1
⌊
nl
n0
⌋−n0
.
Proof of Theorem 1. Let Fθ : [0, 1]n0 → RnL be a ReLU
neural network with L layers and nl2 (nl ≥ 2n0) units at the
l-th layer for any l ∈ {1, 2, · · · , L−1}. From Lemma 4, there
exists θˆ ∈ Θ such that
I(Fθˆ) ≤
L−1∏
l=1
⌊
nl
2n0
⌋−n0
.
Moreover, from Lemma 1, there exists a neural network
F˜θ : [0, 1]
n0 → RnL with any piecewise linear activation
function, having L layers and nl units at the l-th layer, and
that computes the same function as Fθˆ. It satisfies
I(F˜θ) ≤
L−1∏
l=1
⌊
nl
2n0
⌋−n0
.
Now, we prove Lemma 4.
Proof of Lemma 4. We prove Lemma 4 by two steps as
follows.
Step 1. Construct a specific ReLU neural network Fθˆ which
recursively caluculates the functions with common
parameters.
Step 2. Show that the fineness of linear regions of the
network Fθˆ satisfies I(Fθˆ) ≤
∏L−1
l=1 b nln0 c−n0 with
applying Lemma 2 and Lemma 3 inductively.
Step 1. Let an integer n ∈ N satisfy n ≥ n0 and p := b nn0 c.
We define a pn0-dimensional function f˜ : [0, 1]n0 → Rpn0 as
f˜(i−1)n0+j(x) :=
{
pxj (i = 1)
2pxj − 2(i− 1) (i = 2, · · · , p)
(j = 1, 2, · · · , n0),
where f˜(i−1)n0+j is the ((i−1)n0+j)-th coordinate of f˜ and
xj is the j-th coordinate of x. We define a n0-dimensional
function ˜˜f : Rpn0 → [0, 1]n0 as
˜˜
fj(x) :=
p∑
i=1
(−1)i−1x(i−1)n0+j (j = 1, 2, · · · , n0),
where ˜˜fj is the j-th coordinate of
˜˜
f . Furthermore, we define
a nL-dimensional function
˜˜˜
f : [0, 1]n0 → RnL as
˜˜˜
fj(x) :=
n0∑
i=1
wjixi + bj (wji > 0; j = 1, 2, · · · , nL),
where
˜˜˜
fj is the j-th coordinate of
˜˜˜
f . We construct the neural
network using these functions as follows.
At first, let the number of units at the l-th layer be equal to
n(≥ n0) for any l ∈ {1, 2, · · · , L− 1}. We separate the set of
n units at the l-th layer, (l = 1, 2, · · · , L−1), into p(= b nn0 c)
subsets and remainder units. Each of the p subsets contains
n0 units. Let the values of the parameters of the remainder
n − pn0 units be 0. For any l ∈ {1, 2, · · · , L − 1}, let the
non-linear activation function g(l) : Rpn0 → Rpn0 be
g
(l)
j (x) = max{0, xj} (j = 1, 2, · · · , pn0),
where g(l)j is the j-th coordinate of g
(l).
Next, we consider the linear functions f (l)(l = 1, 2, · · · , L).
When l = 1, for the j-th unit of the i-th subset,
(j = 1, 2, . . . , n0, i = 1, 2, . . . , p), let the linear function
f
(1)
(i−1)n0+j : [0, 1]
n0 → R be
f
(1)
(i−1)n0+j = f˜(i−1)n0+j .
When l = 2, 3, . . . , L− 1, for the j-th unit of the i-th subset,
(j = 1, 2, . . . , n0, i = 1, 2, . . . , p), let the linear function
f
(l)
(i−1)n0+j : R
pn0 → R be
f
(l)
(i−1)n0+j = f˜(i−1)n0+j ◦
˜˜
f .
When l = L, let the linear function f (L) : Rpn0 → RnL be
f (L) =
˜˜˜
f ◦ ˜˜f .
Then the constructed network is represented as follows.
Since g(1), g(2), · · · , g(L−1) are common, we express them
as g.
Fθˆ = f
(L) ◦ g(L−1) ◦ f (L−1) ◦ · · · ◦ g(1) ◦ f (1)
=
˜˜˜
f ◦ ˜˜f ◦ g ◦ f˜ ◦ · · · ◦ ˜˜f ◦ g ◦ f˜ ◦ ˜˜f ◦ g ◦ f˜ .
Step 2. Let h := ˜˜f ◦g◦ f˜ . We can re-represent our network
as
Fθˆ =
˜˜˜
f ◦ h ◦ h ◦ · · · ◦ h︸ ︷︷ ︸
L−1
.
Fig. 4. The graph of hj (j = 1, · · · , n0), where p is a even number.
We consider the fineness of linear regions I(
˜˜˜
f) and I(h) as
well as the identified regions of h in order to apply Lemma
2 and Lemma 3. Since
˜˜˜
f is linear on [0, 1]n0 ,
I(
˜˜˜
f) = 1.
On the other hand, the j-th coordinate of h : [0, 1]n0 →
[0, 1]n0 is described such as
hj(x) = max {0, pxj} −max {0, 2pxj − 2}+ · · ·
· · ·+ (−1)p−1max {0, 2pxj − 2(p− 1)}
(j = 1, 2, · · · , n0).
Figure 4 shows the graph of hj . From Fig. 4, we can say that
hj identifies its linear regions[
t
p
,
t+ 1
p
]
(t = 0, 1, · · · , p− 1)
onto [0, 1]. In other words, h identifies these linear regions on
the each coordinate h1, h2, · · · , hn0 . Therefore, it identifies its
linear regions
n0∏
j=1
[
tj
p
,
tj + 1
p
]
(tj = 0, 1, · · · , p− 1)
onto [0, 1]n0 . Since these linear regions are n0-dimensional
hypercubes with the side length of p−1 for any tj ∈
{0, 1, · · · , p− 1}, the fineness of linear regions I(h) satisfies
I(h) = p−n0 .
Then we can say that
˜˜˜
f ◦ h 
I(
˜˜˜
f)
h
from Lemma 3. Therefore, from Lemma 2,
I(
˜˜˜
f ◦ h) ≤ I( ˜˜˜f)I(h) = p−n0 . (12)
In a similar manner, from Lemma 3,
(
˜˜˜
f ◦ h) ◦ h 
I(
˜˜˜
f◦h)
h.
TABLE I
THE NEURAL NETWORKS COMPARED IN THE COMPUTER SIMULATIONS.
l Network 1 (L = 6) Network 2 (L = 2)
0 n0 = 1 n0 = 1
1 n1 = 4 n1 = 20
2 n2 = 4 n2 = 1
3 n3 = 4
4 n4 = 4
5 n5 = 4
6 n6 = 1
Therefore, from Lemma 2 and (12),
I(
˜˜˜
f ◦ h ◦ h) ≤ I( ˜˜˜f ◦ h)I(h) ≤ I( ˜˜˜f)I(h)I(h) = p−2n0 .
If we inductively repeat these operations, we get the inequa-
tion as follows.
I(Fθˆ) = I(
˜˜˜
f ◦ h ◦ h ◦ · · · ◦ h︸ ︷︷ ︸
L−1
)
≤ I( ˜˜˜f) I(h)I(h) · · · I(h)︸ ︷︷ ︸
L−1
= p−n0(L−1).
If the number of units at each layer is different from each
other and satisfies nl ≥ n0(l = 1, 2, · · · , L − 1), we may
change p = b nn0 c to
pl :=
⌊
nl
n0
⌋
(l = 1, 2, · · · , L− 1).
In this case, the fineness of linear regions I(Fθˆ) satisfies
I(Fθˆ) ≤
L−1∏
l=1
p−n0l .
III. EXPERIMENTS
We compared two types of neural networks shown in Table
I in terms of the expressivity. The activation functions in those
neural networks are the ReLU function. Although the depth
of them is different, the number of units is equal to 22. We
approximately calculated the ratio of the desired parameters
and the fineness of linear regions by computer simulations in
order to evaluate the expressivity of the two neural networks.
A. The Calculation of the Ratio of the Desired Parameters
We calculated the ratio of the desired parameters by com-
puter simulations. We executed the calculation with restricting
the input and output dimension to one for simplicity. It is
difficult to calculate (3) by computer simulations. Therefore,
instead of it, we calculated such as
dˆ(Fθ, F
∗) :=
1
N
N∑
n=1
(Fθ(xn)− F ∗(xn))2,
where xn ∈ R(n = 1, 2, · · · , N) are finite samples. For the
target function F ∗, we adopted the two kinds of functions.
One was the sin function F ∗(x) = sin(4pix) and the other was
Fig. 5. The Weierstrass function we used in the computer simulations.
the Weierstrass function such as Fig. 5. The samples xn(n =
1, 2, · · · , N) were set as xn = (n− 1)× 10−4 and N = 104.
Moreover, it is also difficult to calculate (2) by computer
simulations. Therefore, we approximately calculated it with
random sampling of the values of θ. We generated the values
of θ with random sampling of standard normal distribution
and calculated dˆ(Fθ, F ∗) with the generated values of θ,
2×104 times. Then we confirmed whether the each dˆ(Fθ, F ∗)
was less than k(k = 1, 2, · · · , 104) or not. When the target
function was sin(4pix), k = 0.4 + 4(k − 1) × 10−5. When
the target function was the Weierstrass function, k = 0.6 +
2(k − 1) × 10−5. We counted up when dˆ(Fθ, F ∗) ≤ k and
calculated the ratio of θ which satisfied the inequation by
dividing the last count by 2× 104. The following summarizes
the algorithm which approximately calculates R(F , F ∗).
k ← 0.4+4(k−1)×10−5 or 0.6+2(k−1)×10−5 (k =
1, 2, · · · , 104)
tk ← 0 (k = 1, 2, · · · , 104)
xn ← (n− 1)× 10−4 (n = 1, 2, · · · , 104)
F ∗(xn) ← sin(4pixn) or the Weierstrass function (n =
1, 2, · · · , 104)
for j = 1 to 2× 104 do
Generate θ with random sampling of standard normal
distribution
Compute a neural network Fθ(xn) (n = 1, 2, · · · , 104)
µˆ ← 1104
∑104
n=1 Fθ(xn)
σˆ ←
√
1
104
∑104
n=1 (Fθ(xn)− µˆ)2
Fθ(xn) ← Fθ(xn)−µˆσˆ (n = 1, 2, · · · , 104)
dˆ(Fθ, F
∗) ← 1104
∑104
n=1(Fθ(xn)− F ∗(xn))2
for k = 1 to 104 do
if dˆ(Fθ, F ∗) ≤ k then
tk ← tk + 1
end if
end for
end for
Rˆk(F , F ∗) ← tk2×104 (k = 1, 2, · · · , 104)
return Rˆk(F , F ∗) (k = 1, 2, · · · , 104)
We ran the above algorithm using the neural networks in
Fig. 6. The result when approximately calculating the ratio of the desired
parameters with the sin function. From this figure, we can say that to increase
layers is more effective than to increase units at each layer on improving on the
approximation accuracy since the ratio of the desired parameters of Network
1 is over that of Network 2.
Table I as Fθ. Figure 6 and Fig. 7 show the results of the
calculation. From these results, we can that Network 1 can
express more functions close to sin(4pix) and the Weierstrass
function than Network 2. It suggests that to increase layers
is more effective than to increase units at each layer on
improving the expressivity of neural networks.
B. The Calculation of the Fineness of Linear Regions
In order to confirm Theorem 1, we approximately calcu-
lated the minimum value of the fineness of linear regions
minθ∈Θ I(Fθ) by computer simulations. We must detect lin-
ear regions from the input domain of deep neural networks in
order to know the fineness of linear regions I(Fθ). Therefore,
we did it by calculating the inflection of the derivative of
functions computed by deep neural networks.
We executed the calculation with restricting the input and
output dimension to one for simplicity. We generated an
arithmetic sequence xn = (n− 1)× 10−5(n = 1, 2, · · · , 105)
and calculated the gradient of the line connecting (xn, Fθ(xn))
and (xn+1, Fθ(xn+1)) such as
gn :=
Fθ(xn+1)− Fθ(xn)
xn+1 − xn .
Then we calculated the inflection of gn such as
dn+1 := |gn+1 − gn|.
We regarded that xn+1 was the boundary of linear re-
gions if dn+1 was larger than a threshold value and cal-
culated the size of the maximal interval between the two
boundaries as the fineness of linear regions I(Fθ). As we
have mentioned in Section I, we must calculate it inde-
pendently from the efficiency of learning. Therefore, we
searched the minimum value of I(Fθ) by generating the
value of θ randomly and repeatedly, not by learning. The fol-
lowing summarizes the algorithm to approximately calculate
minθ∈Θ I(Fθ).
xn ← (n− 1)× 10−5 (n = 1, 2, · · · , 105)
Fig. 7. The result when approximately calculating the ratio of the desired
parameters with the Weierstrass function. From this figure, we can say that
to increase layers is more effective than to increase units at each layer
on improving on the approximation accuracy since the ratio of the desired
parameters of Network 1 is over that of Network 2.
fineness list ← [ ]
for i = 1 to 103 do
Generate the value of θ by randam sampling of uniform
distribution U(0, 1)
count ← 0
count list ← [ ]
for n = 1 to 105 − 2 do
for k = 0, 1, 2 do
Compute the output of a neural network Fθ(xn+k)
end for
gn ← Fθ(xn+1)−Fθ(xn)xn+1−xn
gn+1 ← Fθ(xn+2)−Fθ(xn+1)xn+2−xn+1
dn+1 ← |gn+1 − gn|
if dn+1 < 0.5 then
count ← count+ 1
else
Append count to count list
count ← 0
end if
end for
Append count to count list
count max ← the maximum value in count list
fineness ← count max105
Append fineness to fineness list
end for
fineness min ← the minimum value in fineness list
return fineness min
In the above algorithm, the threshold value of the inflection
dn+1 is set as 0.5. If dn+1 ≥ 0.5, xn+1 is regarded as the
boundary of linear regions. The variable count increases if
a deep neural network is linear. Then it returns to 0 at the
boundary of linear regions. The list count list stocks the size
of linear regions and the maximum value in count list shows
the fineness of linear regions. However, the maximum value
in count list must be divided by 105 because the difference
between xn and xn+1 is 10−5. On the other hand, we also
calculated the value of
∏L−1
l=1 b nl2n0 c−n0 , the right side of (11).
We ran the above algorithm using the neural networks in
Table I as Fθ. The results of the simulations follow Theorem
1. The minimum value of the fineness of linear regions of
Network 1 is 0.00004 and that of Network 2 is 0.06345,
where the values of θ are restricted to the finite sampling.
On the other hand, the value of
∏L−1
l=1 b nl2n0 c−n0 of Network
1 is 0.03125 and that of Network 2 is 0.1. From these results,
we can confirm Theorem 1 and say that to increase layers is
more effective than to increase units at each layer when we
want neural networks to be more flexible.
IV. CONCLUSION
In this paper, we proposed two new criteria to evaluate the
expressivity of functions computable by deep neural networks
independently from the efficiency of learning. The first crite-
rion, the ratio of the desired parameters shows the approxima-
tion accuracy of deep neural networks to the target function.
The second criterion, the fineness of linear regions shows the
property of linear regions of functions computable by deep
neural networks. Furthermore, by the two criteria, we showed
that to increase layers is more effective than to increase units
at each layer on improving the expressivity of deep neural
networks. It is hoped that our studies will contribute to a better
understanding of the advantage of deepening neural networks.
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