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A PROOF OF THE RIEMANN HYPOTHESIS THROUGH THE NICOLAS INEQUALITY
REVISED VERSION
Tom Milner-Gulland
ABSTRACT
A work by Nicolas has shown that if it can be proven that a certain inequality holds for all n, the Riemann
hypothesis is true. This inequality is associated with the Mertens theorem, and hence the Euler totient
at
∏n
k=1 pk, where n is any integer and pn is the n-th prime. We shall show that indeed the Nicolas
inequality holds for all n. Our paper also provides an elementary proof of the Prime Number theorem.
Keywords: Phi function, Euler totient, Riemann hypothesis equivalence, Nicolas inequality, Prime Num-
ber theorem.
INTRODUCTION
Throughout this piece, pn will be the n-th prime. For any real number x, pi(x) will denote the number
of primes not exceeding x. The Euler number will be denoted by e, the Euler totient by φ and the Euler-
Mascheroni constant by γ. Finally,
∑pi(x)
k=1 log pk will be denoted by θ(x).
Nicolas [1] has brought attention to an inequality, given below as (1), and has proven that if, for all
k ≥ 1,
Nk
φ(Nk) log logNk
> eγ (1)
where Nk =
∏k
j=1 pj , the Riemann hypothesis is true. We rephrase (1) as (2), below. We devise two
functions that, for any n, together connect the Euler totient with θ(pn). We present a formula for the real
number, qθ(pn), such that, when the log value on the left side of (2) is replaced with log(θ(pn) + qθ(pn)),
the left side of (2) will be equal to e−γ . Known bounds on the prime count will enable us to show that
qθ(pn) is positive for all n.
Theorem 1. For all n,
log(θ(pn))
n∏
j=1
(
1−
1
pj
)
< e−γ . (2)
0.1. Definition. For any x > 0, let f(x) be the highest y for which log(y)(1− 1/y) = log x.
Since 1/(1− 1/y) = y/(y − 1) and since log xy/(y−1) = y/(y − 1) logx, it follows that
f(x) = x
f(x)
f(x)−1 . (3)
We note that the fact that f(x) appears on both sides of (3) has implications for the bounds on f(x). 1
1For bx such that x(bx+1)/bx − x = log x, and all x for which f(x) − x < log x, (3) implies that f(x) > bx + 1.
(Also, (3) implies that there is an upper bound, xbx/(bx−1), on f(x), since it can be shown that bx < x + log x, whence f(x)
cannot simultaneously be < bx and > x + log(x).) It can be shown that (bx − x)/(log(x)/2) is strictly increasing to one.
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Lemma 1. For all x > 0,
x < f(x). (4)
Proof. If f(x) ≤ x, the fact that, for any real t, the value t/(t − 1) is a decreasing function of t implies
that xf(x)/(f(x)−1) ≥ xx/(x−1) > x. Since f(x) cannot simultaneously be both greater than and less
than or equal to x, (3) implies (4). 
Lemma 2. For any real x and any functions ux and vx such that vx > ux > 1 and vx/ux is strictly
decreasing, and any 0 < rx < 1 for which rx is strictly increasing with vx − rxux strictly increasing,
vx−rxux
rxux
1− 1−1/ux1−1/vx
is strictly increasing.
Proof. We have
vx−rxux
rxux
1− 1−1/ux1−1/vx
=
vx−rxux
rxux
1− (ux−1)vx(vx−1)ux
=
vx−rxux
rxux
(vx−1)ux−(ux−1)vx
(vx−1)ux
=
(vx−1)(vx−rxux)
rx
(vx − 1)ux − (ux − 1)vx
=
(vx − 1)(vx − rxux)
rx((vx − 1)ux − (ux − 1)vx)
=
(vx − 1)(vx − rxux)
rx(vx − ux)
, (5)
which is strictly increasing, so the proof is complete. 
0.2. Definition. For any x, let qx be the real number for which
log(x+ qx)
pi(x)∏
k=1
(
1−
1
pk
)
= e−γ . (6)
We find
qθ(p10) ≈ 12.388
qθ(p100) ≈ 53.275.
(This follows by our forthcoming (20) for x as current and tx = x/(x + mx), subsequently tx = x/(x + log(x) −mx) and
finally tx = x/(x + log x), where 0 < mx < log(x)/2, combined with the fact that the arithmetic mean of x + mx and
x+ log(x)−mx is x+ log(x)/2. [Here, we may assume that limx→∞mx − log(x)/2 = 0 to show by the above method that
for each kx ∈ {x+mx, x+ log(x) −mx} we have limx→∞ bx − kx = 0].)
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0.3. Definition. For any x > 0, let h(x) be the real number for which x+ log h(x) = f(x).
Lemma 3. Let u be any integer. Then
qθ(pu+1) = f(θ(pu))
1−1/f(θ(pu))
1−1/(pu+1)
logθ(pu)(θ(pu)+qθ(pu)) − log pu+1 + log h(u)− f(θ(pu)). (7)
Proof. We begin by noting that for all x,
log(x+ log h(x))
(
1−
1
f(x)
)
= log x. (8)
The multiplicative log(x+ log h(x)) on the left side of (8) requires, through the identity t log x = log xt,
where t is real, our use of the exponent on the right side of (7). Specifically, for x = θ(pu), the
logθ(pu)(θ(pu) + qθ(pu)) appearing in the exponent, together with the final term on the right side of
(7), are found by the elementary fact that
θ(pu)
logθ(pu)(θ(pu)+qθ(pu)) − θ(pu) = qθ(pu).
Accordingly, the multiplicative (1 − 1/f(θ(pu)))/(1 − 1/pu+1) appearing in the exponent is found
through (8) combined with our use in (7) of the base f(θ(pu)). The − log(pu+1) + h(θ(pu)) is found
through (8). This completes the proof. 
0.4. Definitions. For k = 1, k = 2 and k = 3, let Up(k) be equal to two, three and five respectively,
and for all k > 3, equal to the highest d such that d/ log d = k. Then by a known bound on on the prime
count, [2] namely that for all d ≥ 17 we have pi(d) > d/ log d, for all u > 6 we have pu < Up(u).
Therefore,
I.
∑u
k=1 logUp(u) > θ(pu).
Further, it is elementary that
II. Up(u)/
∑u
k=1 logUp(k) is strictly decreasing to one.
We now use the fact [2] that pi(x) < 1.25506x/ log(x) for all x > 1. For k = 1, k = 2 and k = 3,
let zk be equal to two, three and five respectively, and for all k ≥ 4, equal to the highest d such that
1.25506d/ logd = k.
We note that, for u > 6 and any c > 0, the fact that log(czu)/ log zu is strictly decreasing implies that
III. Up(u)/zu, and thereby Up(u+ 1)/zu, are each strictly decreasing.
Therefore
IV. ∑u
k=1 log zk∑u
k=1 logUp(k)
<
∑u+1
k=1 log zk∑u+1
k=1 logUp(k)
(9)
and
Up(u + 1)−
u∑
k=1
log zk < Up(u+ 2)−
u+1∑
k=1
log zk. (10)
The lowest k such that Up(k) > p6 = 17 is k = 8.
Denote Lo(m) =
∑m
k=1 log zk. Then combining all of I to IV gives, for allm ≥ 8,
pm+1
θ(pm)
<
Up(m+ 1)
Lo(m)
. (11)
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Lemma 4.
Letm ≥ 8. Then
log(pm+1)− log h(θ(pm)) <
Up(m+ 1)− Lo(m)− logLo(m)
Lo(m)− logLo(m)
.
Proof. It follows by Lemma 1 for x = Lo(m), that f(Lo(m)) > Lo(m). Therefore
h(θ(pm)) > Lo(m)− logLo(m). (12)
Therefore
log(pm+1)− log h(θ(pm)) < log(Up(m+ 1))− log(Lo(m)− logLo(m))
= log
Up(m+ 1)
Lo(m)− logLo(m)
(13)
= log
(
1 +
Up(m+ 1)− Lo(m)− logLo(m)
Lo(m)− logLo(m)
)
<
Up(m+ 1)− Lo(m)− logLo(m)
Lo(m)− logLo(m)
,
which completes the proof. 
0.5. Remark. In the ensuing proof we shall show that qθ(pn) > 0 holds for all n, such being equivalent
to the proof of Theorem 1. Our key concept is that, in our method, when pn+1 > f(θ(pn)) the interval
[0, f(θ(pn))] is superfluous to our treatment of the product over j as in (2); and when pn+1 > h(θ(pn))
the interval [0, h(θ(pn))] is likewise superfluous to our treatment of log θ(pn). The sole considerations
are the two values discussed immediately below; these however are small and stay small as n increases.
With reference to the Euler totient, we render the value
1− 1pn+1
1− 1f(θ(pn))
as the input for a function whose output has a concomitant, namely log pn+1 − log h(θ(pn)). Recalling
(8), these are the two values that could, for some u, serve to give qθ(pu) > qθ(pu+1) if indeed such is
possible.
0.6. Proof of Theorem 1.
Proof. Letm ≥ 8. Recall that, for any x > 0, h(x) is the real number for which x+ log h(x) = f(x).
Let
Hi(m) =
Up(m+ 1)− log(Lo(m)− logLo(m))
Lo(m)− logLo(m)
.
It follows by Lemma 3 for u = m, combined with (11) form as current, and Lemma 1, all combined
with Lemma 4 form as current, that, for all 0 ≤ t ≤ 1,
qθ(pm+1) > (Lo(m) + t(f(θ(pm))− Lo(m)))
1−1/Lo(m)
1−1/Up(m+1)
logLo(m)(Lo(m)+qθ(pm))
− Hi(m)− Lo(m)− t(f(θ(pm))− Lo(m)). (14)
With respect to the (1 − 1/Lo(m))/(1 − 1/Up(m + 1)) appearing in the exponent in (14), and also
to Hi(m), we have the following. Consider Lemma 2 for x such that rxux = Hi(m) and ux = Lo(m)
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and vx = Up(m + 1), as justified through the combination of all of (9), (10), (11) and Lemma 4 for m
as current. Here, we use ux as a lower bound on f(Lo(m)). Recall also that x
1+1/(f(x)−1) = f(x), so
f(Lo(m))/Lo(m) is strictly decreasing with, through Lemma 1, f(x) > x.
For allm > 8, the elementary identity
qLo(m) = Lo(m)
logLo(m)(Lo(m)+qLo(m)) − Lo(m) (15)
implies the following. Denote by gm,t the right side of (14). Then combining Lemma 2 and the fact that
f(Lo(m)) > Lo(m), all combined with (14), gives the following. There exist cm,t > 0 and dm,t > 1
such that
Lo(m)
1−1/Lo(m+1)
1−1/Up(m+1)
logLo(m)(Lo(m)+qθ(pm)) − Hi(m)− Lo(m)
< f(Lo(m))
1−1/Lo(m+1)
1−1/Up(m+1)
logLo(m)(Lo(m)+qθ(pm)) − Hi(m)− f(Lo(m))
<
qθ(pm)f(Lo(m))dm,t
Lo(m)
− cm,t
= qθ(pm+1) (16)
with, through Lemma 2, cm,t/gm,t a strictly decreasing function ofm. Here, the denominator of the first
term on the right side of the second relation is attributable to Lo(m) being the base for the exponent in
(15). Our dm,t is thereby attributable to the fact that qθ(pm) appears in the exponents in (16) rather than
being merely multiplied by the respective bases.
Since cm,t/gm,t is strictly decreasing, it follows by the fact that the left side of the first relation of
(16), form = 8, is approximately 6.41070, that (16) implies that for all n we have qθ(pn) > 0. Since for
all v < 8 we have qθ(pv) > 0, it follows that (2) holds for all n. 
0.7. Remark. Theorem 2 is equivalent to the Prime Number theorem, an elementary proof of which is
incidental to our above method. The proof tacitly entails the following. For the average prime gap, tx,
among primes less than x, where x is real, we may show that, for w as in our forthcoming Lemma 8, the
Mertens theorem implies that tx ∼ w(x) − x.
Theorem 2. Let n be any integer. Then θ(pn) ∼ pn.
0.8. Definition. For any x > 1 let bx be the real number for which x
1+1/bx = x+ log x.
Since, for any c, we have xlog c/ log x = c, it follows that
1 +
1
bx
=
log(x + log x)
log x
.
Then
bx =
(
log(x + log x)
log x
− 1
)
−1
=
(
log(x + log x)− log x
log x
)
−1
=
log x
log(x + log x)− log x
. (17)
Lemma 5. Let x > 1. Then bx ∼ x.
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Proof. We have
bx =
log x
log(x+ log x)− log x
=
log x
log(x+ log x)− log x
=
log x
log
(
x+log x
x
)
=
log x
log
(
1 + log xx
)
∼
log x
log x
x
= x (18)
which completes the proof. 
Lemma 6. For any function gx for which gx ∼ x, where x is real,
lim
x→∞
x1+1/gx − x− log x = 0. (19)
Proof. The fact that 1 + 1/x and x1/x both converge to one implies that for any r > 1, any y > 0, and
any ty > 0
(rx)1+
1
rx − rx
x1+1/x − x
∼
ry
(
1 +
ty
ry
)
− ry
y
(
1 +
ty
y
)
− y
= 1. (20)
Therefore, for some functions ux and vx for which ux − vx → 0, substituting tx = ux gives
lim
x→∞
x1+1/x − x1+1/gx = lim
x→∞
x
(
x1/x − x1/gx
)
= lim
x→∞
x ((1 + ux/x)− (1 + vx/x))
= lim
x→∞
ux − vx
= 0. (21)
Lemma 5 shows that bx satisfies all conditions on gx, so (21) implies (19). 
Lemma 7. For any k, j and m such that
k +m =
m
1− 1j
we have j = 1 +m/k.
Proof. We have
k +m
m
=
1
1− 1j
= 1 +
1
j − 1
. (22)
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Therefore
k +m
m
− 1 =
1
j − 1
. (23)
Therefore
1
k+m
m − 1
= j − 1. (24)
Therefore 1/(k/m) = j − 1 whence j = 1 +m/k. 
Lemma 8. For all real x, there is a function w such that w(x) ∼ x and
log(x+ logw(x))
(
1−
1
w(x)
)
= log x. (25)
Proof. Recall that, for any x > 0, f(x) is the highest y for which log(y)(1−1/y) = log x and h(x) is the
real number for which x+log h(x) = f(x). Our method of subtracting some real s from 1−1/f(x)while
adding s to h(x), is justified by (8), which we recall states that log(x + log h(x))(1 − 1/f(x)) = log x.
We implicitly increase or decrease s until −1/f(x)− s = −1/w(x). We shall show that (8) implies that
there exists rx such that, when h(x) 6= f(x), we havemin{h(x), f(x)} < rx < max{h(x), f(x)} and
log(x+ log rx)
log(x+ log h(x))
=
1− 1f(x)
1− 1rx
(26)
and thereby that rx satisfies all stated conditions on w(x).
When f(x) = h(x), it follows by (8) that w(x) = f(x). Therefore I and II, below, address the case
for which f(x) 6= h(x).
I. For any t such that 0 < t < 1 when h(x) < f(x) and t > 1 when h(x) > f(x), we have(
1−
1
f(x)
)
−
(
1−
1
tf(x)
)
=
1
tf(x)
−
1
f(x)
. (27)
Then (27) is an increasing function of 1/t when h(x) < f(x) and negative and a decreasing function of
1/t when h(x) > f(x). By contrast to (27), for s = 1/(tf(x))− 1/f(x), we have
log(x+ log(h(x) + s))− log(x+ h(x))
s
< 1. (28)
Further, the left side of (28) is a decreasing function of s when s > 0 and an increasing function of s
when s < 0.
II. Let k, j and m be as in Lemma 7. When we substitute m = log(x + log h(x)) and k = log(x +
log(h(x) + s))−m, it is shown by Lemma 7 that j is real.
Combining (8) and I implies through II that (26) holds for some rx such that 0 < (rx−h(x))/(f(x)−
rx) < (x + h(x))/f(x) = 1. Here, the second inequality is found by combining I and (8) with (27).
The first inequality implies that min{h(x), f(x)} < rx < max{h(x), f(x)}. Since (3) gives f(x) =
xf(x)/(f(x)−1) = x1+1/(f(x)−1), Lemma 6 for gx = f(x) − 1 implies that h(x) − x ∼ 0 so rx ∼ x.
Notably, for Lemma 7, our assumptions on j allow us to choose h(x) + s = rx = j while k is as in II.
Therefore, we have (25) for rx = w(x) when h(x) 6= f(x), with w(x) now being proven to exist; and
w(x) = h(x) when h(x) = f(x). 
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0.9. Proof of Theorem 2.
Proof. Recall once more that, for any x > 0, f(x) is the highest y for which log(y)(1 − 1/y) = log x
and h(x) is the real number for which x + log h(x) = f(x). In our proof we implicitly use (8), which
recall states that, for any real x we have log(x+ log h(x))(1 − 1/f(x)) = log x.
Let n be as in Theorem 2. Then Lemma 6 for gx = w(x) with x = θ(pn), implies that, for w as in
Lemma 8,
lim
n→∞
(θ(pn))
1−1/w(θ(pn)) − log(θ(pn))− θ(pn) = 0. (29)
The Mertens Theorem [3] is given by
lim
n→∞
log(pn)
n∏
k=1
(
1−
1
pk
)
= e−γ . (30)
The Mertens theorem implies through Lemma 8 for each x ∈ {θ(pn), w(θ(pn)}, that
n∑
k=1
(pk+1 − pk) ∼
n∑
k=1
(w (w (θ(pk+1)))− w (θ(pk))) . (31)
Combining (29) and (31) gives θ(pn) ∼ pn, which completes the proof. 
CONCLUSION
Combining Theorem 1 with the cited work of Nicolas proves the Riemann hypothesis. Our Theorem
2 shows that an elementary proof of the Prime Number theorem follows incidentally from our method.
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