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In this paper, we investigate the semisimplicity of adjacency algebras of associa-
tion schemes over positive characteristic fields. Our main result is that the Frame
number characterizes semisimplicity of an adjacency algebra. In a sense, this is a
generalization of Maschke’s theorem. © 2000 Academic Press
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1. INTRODUCTION
In algebraic combinatorics, the concept of association schemes is one of
the main subjects. In a sense, association schemes contain finite groups,
and almost all association schemes of small order can be obtained by finite
groups. But we know that many association schemes cannot be obtained
by finite groups. We want to know what kind of association schemes exist.
To consider this problem, adjacency algebra plays an important role. Many
results about adjacency algebras of association schemes are known, but
almost all of them are under the assumption that the coefficient field is the
complex number field and the algebra is commutative.
In this paper, we consider adjacency algebras, not necessarily commuta-
tive, over positive characteristic fields. Especially, we will give a necessary
and sufficient condition for the adjacency algebra to be semisimple. This
result is a generalization of a result in the paper by Arad et al. [1], which
is a result for commutative adjacency algebras.
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2. DEFINITION AND NOTATION
In this section, we define association schemes. For details, we refer to
Bannai and Ito [2].
Let X be a finite set. Consider the partition
Sd
i=0Ri = X ×X satisfying
(1) R0 = x; x  x ∈ X.
(2) For Ri, there exists Ri′ such that Ri′ = y; x  x; y ∈ Ri.
(3) For i, j, and x; y ∈ Rk, put pkij = z ∈ X  x; z ∈ Ri; z; y ∈
Rj. Then pkij is independent of the choice of x; y ∈ Rk.
Then 8 = X; Rii=0; ···; d is called an association scheme. We state ad-
ditional conditions:
(4) pkij = pkji for all i, j, k.
(5) Ri′ = Ri for all i.
If (4) is satisfied, then we call 8 commutative; if (5) is satisfied, then we call
8 symmetric. It is easy to see that symmetric schemes are commutative. Put
n = X and call n the order of 8. Put vi = p0ii′ and call vi the valency of
Ri.
Consider an n× n matrix Ai indexed by X such that the x; y-entry of
Ai is 1 if x; y ∈ Ri and 0 otherwise. We call this matrix an adjacency
matrix of Ri. We rewrite conditions (1)–(5):
(0)′ All entries of 6di=0Ai are 1.
(1)′ A0 is the identity matrix.
(2)′ For i, there exists i′ such that tAi = Ai′ , where tAi is the transposed
matrix.
(3)′ There exist pkij such that AiAj =
P
k p
k
ijAk for all i, j, k.
(4)′ AiAj = AjAi for all i, j.
(5)′ tAi = Ai for all i.
It is easy to check that they are equivalent, where (0)′ means that X ×X =S
i Ri is a partition.
By condition (3)′, we can define an algebra. Let R be a commutative ring
with 1. Define R8 =Ldi=0Rai with the multiplication aiaj =Pk pkijak. We
call R8 the adjacency algebra of 8 over R. We call ai the standard basis
of 8. Obviously, we can regard R8 as a matrix algebra of degree n, so we
can define an R8-module RX, which is an R-free module of rank n and
indexed by X. We call this R8-module RX the standard module.
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3. FRAME NUMBER
In this section, we define the Frame number of an association scheme.
This number appeared in the paper by Frame [3].
Let  be the complex number field. Let 8 be the adjacency algebra
of an association scheme 8 with standard basis ai. It is known that 8
is semisimple (Prop. 4.1). Thus the standard module X is completely re-
ducible. Consider the irreducible decomposition of X,
X ∼=
rM
i=1
miSi;
where Si is irreducible. Put fi = dim Si. We define the Frame number F 8
by
F 8 = nd+1
Qd
i=0 viQr
i=1m
f 2i
i
:
If 8 is commutative, then fi = 1 for all i. It is known that F 8 is an
integer. This number will appear in our main result.
4. SEMISIMPLICITY
The main problem in this paper is when the adjacency algebra is semisim-
ple.
Let 8 be an association scheme of order n and valencies v0; v1; : : : ; vd,
let k be a field of characteristic p, and let ai be the standard basis of k8.
Some results about semisimplicity of adjacency algebras are known.
Proposition 4.1. In the above notation, the following hold:
1. If p = 0 or p-n and p-vi for all i, then k8 is semisimple.
2. If p  n, then k8 is not semisimple.
Proof (1) is [6, Theorem 4.1.3]. If p  n, then Pi ai generates a one-
dimensional nilpotent two-sided ideal. (2) holds.
In the remaining case, namely, p-n and p  vi for some i, both cases
occur. For commutative schemes, the following result is known.
Theorem 4.1 (Arad et al. [1]) Let k be the field of order p. Suppose 8
is commutative. Then k8 is semisimple if and only if the Frame number F 8
is not divided by p.
The following is our main result and it is a generalization of Theorem
4.1. We do not need that 8 is commutative.
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Theorem 4.2. Let k be a field of characteristic p. Then k8 is semisimple
if and only if the Frame number F 8 is not divided by p.
To prove the result, we need some preparations.
Let A be a finite-dimensional splitting k-algebra and let M be a finite-
dimensional A-module. We denote the complete set of representatives of
isomorphic classes of irreducible A-modules by IrrA. Let X be a matrix
representation corresponding to M . Consider the map 8M : A × A → k
defined by
8Ma; b = traceXab:
Then this is a symmetric bilinear form. Let e1; : : : ; en be a basis for A.
Define DM; ei = det8Mei; eji; j . Then DM; ei 6= 0 if and only if 8M is
nondegenerate. Note that DM; ei depends on the choice of the basis ei
of A, but being nondegenerate is independent of it.
Suppose A is not semisimple. Then the Jacobson radical of A is nonzero.
If a is an element in the Jacobson radical, then 8Ma; b = 0 for any b ∈ A.
So 8M is degenerate.
Suppose A is semisimple. Let IrrA = S1; : : : ; Sr. Put M =
Lr
i=1 Si.
Then it is easy to check that 8M is nondegenerate. Actually, we may assume
that A = Mtk and M is the irreducible A-module. Take 0 6= a ∈ A with
nonzero entry aij . Then 8Ma; eji = aij 6= 0, where eji is the matrix unit.
From now on, we consider adjacency algebras of association schemes. Let
K;R;F be a splitting p-modular system for 8, namely, R is a complete
discrete valuation ring with the maximal ideal pi and a valuation ν, K the
quotient field of R whose characteristic is 0, F = R/pi whose characteristic
is p, and K and F splitting fields of K8 and F8, respectively. For x ∈ R, we
denote the image of the natural homomorphism R→ F by x∗. For details,
see [5].
Suppose F8 is semisimple. By this assumption, the number of central
primitive idempotents of F8 coincides with dimZF8. Every cen-
tral primitive idempotent of F8 is liftable to a central idempotent of
R8 [1, Prop. 12.2; 4]. They are linearly independent over K, so we have
dimZF8 ≤ dimZK8. Let e = Pdi=0 αiai be a central primitive idem-
potent of K8, where αi ∈ K. Let αi0 have the minimal valuation among
αi’s. If ναi0 > 0, then e ∈ piR8 and e = es ∈ pisR8 for any s. ButT∞
i=1pis = 0, and thus e = 0. This is a contradiction. Suppose ναi0 < 0.
Then α−1i0 ∈ pi. Consider α−1i0 e ∈ R8. Now
α−1i0 e∗2 = α−2i0 e2∗ = α−1i0 ∗α−1i0 e∗ = 0:
Hence α−1i0 e∗ is a nonzero central nilpotent element in F8. But there is no
such element in F8 since it is semisimple. Now ναi0 = 0. This means that
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e ∈ R8 and e∗ 6= 0. Let ei be the set of central primitive idempotents
of K8, then ei∗’s are nonzero orthogonal elements in ZF8. We have
dimZF8 ≥ dimZK8, and thus dimZF8 = dimZK8. This means
the following.
Proposition 4.2. Suppose F8 is semisimple. Then there exists a natural
correspondence between the set of irreducible F8-modules and the set of irre-
ducible K8-modules, which preserves their dimensions.
Let IrrK8 = S1; : : : ; Sr and let Xi be a matrix representation of K8
corresponding to Si. Put fi = dim Si. By [2, Theorem 1.6; 5], Si has an R-
form, namely, we may assume that Xiaj ∈MfiR, where aj is the stan-
dard basis of K8. Put M =Lri=1 Si, and we can define an R8-module eM
such that K ⊗ eM ∼= M . Then we can define an F8-module M∗ = eM/pi eM .
Obviously, DM; ai∗ = DM∗; a∗i . By Proposition 4.2, if F8 is semisimple,
then DM;ai∗ 6= 0. Also if F8 is not semisimple, then DM; ai∗ = 0. Now
we can say that DM;ai characterizes the semisimplicity of F8.
We shall show that DM; ai = ±F 8. We have K8 ∼=
Lr
i=1MfiK. We
consider another basis eist  1 ≤ i ≤ r; 1 ≤ s; t ≤ fi of K8, where eist is
the matrix unit in MfiK. Let P be the transformation matrix of the bases
ai and eist . Put M =
Lr
i=1 Si as before. Then
DM; ai = DM; eist detP
2;
and we have D
M;eist  = ±1 by 8Me
i
st ; e
j
uv  = δijδsvδtu, where δ is the
Kronecker delta. Thus DM;ai = ±detP2.
Next we put N = KX, the standard module. Then N =Lri=1miSi and
8Neist ; ejuv  = δijδsvδtumi. Thus
DN; ai = DN; eist detP
2 = ±
rY
i=1
mif
2
i detP2:
By the definition of an association scheme, 8Nai; aj = δi′jnvi, so we
have DN; ai = ±nd+1
Qd
i=0 vi. Now we have
DM; ai = ±detP2 = ±nd+1
Qd
i=0 viQr
i=1mif
2
i
= ±F 8:
Now Theorem 4.2 holds over the field F .
The adjacency algebra is defined over the prime field, so Theorem 4.2
holds over arbitrary field k of characteristic p. The proof of Theorem 4.2
is completed.
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