This paper focus on the behavior of a continuous stirred tank reactor (CSTR) subject to perturbations of finite amplitude and frequency. Two main objectives are pursued: to determine the extinction line in the equivalence ratio (ϕ) -residence time (τ) plane, fixed the thermodynamic state conditions; and to characterize the response of the chemical system to periodic forcing of the residence time. Transient simulations of combustion of methane with air, using both global single-step and detailed chemical kinetic mechanisms, have been conducted and the corresponding asymptotic solutions analyzed. Results indicate very different dynamical behaviors, posing the issue of a proper choice of the kinetic scheme for the numerical study of combustion oscillations.
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GENERAL ASPECTS
The introduction of regulations enforcing very low levels of gaseous and particulate emissions is driving the development of combustion technology for many years [1] . Several challenges need to be faced in this path, both with respect to the regime of combustion and to the type of fuel. For instance, the adoption of lean premixed or partially premixed (LPP) combustion appears an obliged route to reduce the emissions
from gas turbine combustors, while the introduction of new generation fuels is demanded by the need of the reduction of global emissions of CO 2 and the increasing price of hydrocarbon fuels. The shift from the diffusion to the LPP combustion regime is not straightforward: the possibility of occurrence of combustion instability has been widely reported in the literature [2] and promoted many studies to understand the mechanism of their generation. Both theoretical and experimental studies highlighted the role of different mechanisms, like unmixedness of reactants [3] , flame dynamics response to perturbations [4] [5] [6] [7] [8] [9] [10] and thermo-acoustic instabilities [2] . The chemical kinetics response to imposed oscillations has been clearly recognized for the proper estimation of pollutant emissions [11] . Furthermore, in almost any practical device, combustion always occurs under perturbed conditions due to the effect of noise or turbulence. From these considerations it clearly appears the need to understand the combustion behavior under unsteady, oscillating conditions.
Even if the role of the flame response to such forcing perturbations has been widely recognized [2, 12, 13] , promoting a systematic characterization of the Flame Transfer Function [14] [15] [16] [17] [18] , less attention has been devoted to the role of the sole chemical kinetics. This circumstance occurs despite the fact that, even if this is only one of the several mechanisms involved in the behavior of a flame, it represents the most strongly nonlinear and complex contribution to the flame structure. This observation needs further consideration in view of the fact that the possibility of a periodic combustion behavior sustained uniquely by kinetic phenomena is known from long time [19] [20] [21] , and the concept of dynamic flammability limits [12] is required for a proper account of some dynamic flame behaviors. An exception is the work by Chen et al. [22] that presents some results relevant to the transient behavior of simplified reaction mechanisms, now outdated by the large amount of new mechanisms proposed thereafter.
The present work investigates how the chemical kinetics reacts to harmonic perturbations. It is a preliminary investigation for a better understanding of the response of flames to harmonic perturbations [12, 13] .
Another stimulus to this study comes from the profitability to employ numerical simulations to approach the study of unsteady combustion. For instance, CFD (Computational Fluid Dynamics) simulations of combustion instabilities help to isolate the possible causes for the occurrence of the instabilities [23] [24] [25] [26] [27] [28] [29] . 3D CFD simulations, able to describe the unsteady structure of the flow (Large Eddy Simulation), give clear insights on the phenomenon [30, 31] . However, the necessity to include the full geometry of the combustor obliges to adopt reduced or simplified kinetic schemes to make affordable the computational effort. Usually, reduced kinetic schemes are selected on the basis of the ability to reproduce global parameters like the global burning rate or the laminar flame velocity, rarely with a proper assessment of the ability to reproduce dynamical properties too [32, 33] . The ability to reproduce dynamical behavior is taken into consideration in the several numerical studies of flame ignition and quenching. In these cases the adoption of special tuning of the global reaction kinetics is unavoidable [34] .
With the aim to show how the chemical kinetics behaves under oscillating perturbations, and which kind of error have to be expected adopting reduced mechanisms, this work focus on the study of the behavior of a Continuous Stirred Tank Reactor (CSTR), also called Well Stirred Reactor (WSR) or Perfectly Stirred Reactor (PSR), under the action of perturbations of finite amplitude and frequency. Some findings of recent studies already give indications of complex dynamical behaviors under the action of external unsteady forcing. Lieuwen et al. [3] showed, adopting a simple CSTR model, the possibility of an increase in the heat release rate oscillation with respect to a decrease of the equivalence ratio perturbations. Park et al. [35] determined the linear response of a CSTR subject to perturbations of the residence time, using a one-step mechanism. They showed the arising of instabilities when the residence time approaches the blow-out limit. A more sophisticated approach, based on the bifurcation theory, has been recently proposed by Shan and Lu [36] to illustrate how the kinetics evolves during ignition and extinction in a CSTR model.
Three main objectives are here pursued, adopting the methane as representative fuel. Firstly, we determine the extinction line in the equivalence ratio (ϕ)-residence time (τ) plane, once the thermodynamic state conditions have been chosen. Then, we select specific locations close to the extinction line as initial conditions and we characterize the response of the chemical system to periodic forcing of residence time. Finally, we assess the ability of different simplified chemical kinetic schemes to reproduce the response of a reference kinetic scheme (like the well-established GriMech 3.0 scheme [37] for methane combustion) to perturbations of the inlet conditions.
MATHEMATICAL MODEL
Continuous Stirred Tank Reactor. The adiabatic Continuous Stirred Tank Reactor (CSTR) model is used within this study. The CSTR model assumes ideally well mixed conditions; therefore the temperature, pressure and species concentrations are independent of spatial position within the reactor [38] . The main advantage of using this kind of model is that the effects of chemical kinetics are isolated and can be considered in full detail. The governing equations for the CSTR are a set of non-linear ordinary differential equations (ODEs) [39] : fraction of specie i, mass flow rate, molecular weight of specie i, reactor volume, net production rate of specie i, number of species, reactor internal energy, walls area, heat flux across the walls, specific enthalpy, pressure and temperature. In this set of equations the temperature is an implicit function of the internal energy and it is determined by Newton-Raphson iterations. The subscripts in and out refer to conditions at the reactor inlet and to conditions at the reactor outlet. is the mass inside the reactor.
It is useful to define the nominal and the effective residence times, respectively τ nom and τ eff :
Here ρ in is the density at reactor inlet. No feedback was included in the CSTR model: this open-loop response of the reactor to inlet flow variations implies that results are independent of the geometryspecific system dynamics.
The model is completely specified by defining the mass flow rates, the exchange terms, the chemical model and the thermodynamic data. A proper set of initial conditions is required to completely specify the problem.
Mass Flow Rates. In this work the inlet mass flow rates are a function of time. It is assumed that the reactor is fed with air and CH 4 at 300K and atmospheric pressure. Proper quantities of air and fuel are supplied in order to obtain a mixture at given equivalence ratio and nominal residence time. For hydrocarbons of the type C x H y , the molar flow rates M . Fuel and M . Air needed to obtain the desired equivalence ratio, are:
The corresponding total mass flow rate will be: Therefore, to obtain a desired inlet mass flow rates at given equivalence ratio it will be sufficient to pose: 
where θ is a proportionality constant defined as:
The outflow mass flow rate is specified with the following relation [40] :
Here K v is a constant proportional to the time required to equilibrate the CSTR pressure to the environmental pressure, and the subscript env refer to environment (atmospheric pressure).
Exchange terms. A time dependent heat flux through the reactor wall, vanishing at large times, is provided to ignite the mixture. It is defined as follow:
where and H G , t 0 and FWHM are respectively the height of the curves peak, the position of the center of the peak and the Full Width at Half Maximum of previously defined Gaussian heat flux.
Chemical models. Two different global single-step and a detailed kinetic mechanisms have been adopted to model the chemistry of methane-air. The single step mechanisms used to study the dynamical behavior of a CSTR are those proposed in [41] and [42] . The detailed kinetic mechanism employed to obtain the reference results is the GriMech 3.0 [37] , thereafter indicated as scheme GRI. This mechanism comprises 325 elementary reactions and 53 species.
Thermodynamic data. Thermodynamic data provide the thermodynamic properties (enthalpy, entropy, and specific heat) of a species as a function of temperature. In this work the NASA polynomial thermodynamic data have been adopted [43] 1 . Numerical integration of the governing equations has been performed adopting the open-source CANTERA software library [39] .
Initial Conditions. The initial conditions fix the mass fractions of species, the pressure and the temperature at t = 0. In this work it is hypothesized that, initially, the reactor is filled only with nitrogen at 300K and atmospheric pressure.
Model Validation. A comparison between adiabatic flame temperature (T af ) and the CSTR model temperature was performed in order to validate the model and its current
implementation. The calculation of T af was done using the public on line CERFACS Calculator 2 , itself based on the CANTERA libraries. The results of comparison are shown in Fig.1 . The figure shows that the temperature of the CSTR overlaps to the T af for long residence time, even if a very little difference is obtained. This difference is mainly due to the different conditions between the CSTR model here adopted and the Batch reactor model at constant pressure adopted in the computation of T af . Instead, as expected, for short residence times the CSTR steady temperature is lower than the equilibrium value.
DETERMINATION OF THE EXTINCTION LINE FOR METHANE-AIR MIXTURES WITH THE GRI
MECHANISM The extinction line is the line in the plane τ−ϕ which identifies the limiting conditions for the extinction of the fuel-oxidizer mixture.
The limiting nominal residence time is defined as the shortest residence time, keeping constant the equivalence ratio, which allows the CSTR to remain ignited (τ nom,lim ). To identify these limiting conditions within a prescribed precision of 10 −8 , a bisection method is adopted. The endpoints of the search interval were chosen so that they bracket the τ nom,lim . Starting from a condition of ignited mixture (upper endpoint of search interval), the residence time is shortened and the occurrence of extinction is checked. Depending on whether the extinction occurs or not, the search interval is reduced modifying one of the endpoints until the desired precision is obtained. The computed extinction line is reported in Fig. 2 .
International journal of spray and combustion dynamics · Volume . 7 · Number . On the basis of this result we select some conditions close to extinction where the analysis of the dynamical response to a periodic perturbation can be focused.
ANALYSIS OF DYNAMIC BEHAVIOR UNDER PERIODIC FORCING
Following the studies of [3] and [41] , simulations with periodic variations of the CSTR inlet were performed. Particularly, we focus on the response of the system to a sinusoidal perturbation of the residence time. Residence time has been varied according to the expression . is taken 7% greater than τ nom in limit condition, i.e. τ nom, lim . Therefore, when applying a perturbation with amplitude less than 7%, the reactor fully evolve inside the ignited region and no extinction can be observed. On the contrary, when the perturbation amplitude is greater than 7%, the extinction may occur. The value of 7% is chosen as a good compromise between two instances: investigate the effect of perturbations sufficiently large to include non-linear effects; have steady nominal conditions close to extinction conditions. All the test conditions investigated are specified in Table 1 .
These conditions are graphically reported in the inset magnifications of Fig. 2 : for selected values of ϕ, horizontal segments indicate the range, delimited by vertical ticks, spanned by the imposed perturbation on . The perturbation amplitude, as well as the distance of the nominal condition from extinction conditions, is proportional to the local τ nom, lim (ϕ), in order to get comparable results by varying ϕ. While the investigated
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Figure 2:
Extinction line in the τ−ϕ plane with the GRI mechanism. Insets reports magnification of the intervals centered on the selected conditions where periodic perturbation is applied. conditions allows for the identification of the regions of parameter spaces (ϕ and ε) where ignited solution are sustained, an exact determination of the extinction line under forcing perturbation would have required more sophisticated approaches, like the continuation of the corresponding Poincaré's maps.
All the subsequent solutions have been obtained by firstly reaching steady ignited conditions, then applying the forcing with selected frequency and amplitude for sufficiently long time to obtain a periodic solution.
Frequency and amplitude of perturbation
A first information has been deduced by identifying for each point (ϕ, ) the minimum frequency, among those considered, needed to support combustion conditions at different amplitude of the perturbation. It is known that usually a forced flame can withstand instantaneous perturbations larger than the critical values for unforced flame extinction [4, 12] . The map shown in Fig. 3 documents that the amplitude of disturbance
International journal of spray and combustion dynamics · Volume . 7 · Number . 3 . 2015 183 has a negative effect on the combustion process while the frequency has a stabilizing effect. Furthermore, it shows that a stoichiometric mixture in conditions close to extinction is more prone to quench than a lean mixture when subject to perturbations of the residence time. Namely, it is necessary to increase the frequency to sustain the reaction for a given oscillation amplitude, when the equivalence ratio increases toward stoichiometry.
The dimensionless amplitude of the temperature response has been analyzed in details (see figure 4) . This variable is defined as ΔT/T steady , where ΔT and T steady are respectively the amplitude of temperature oscillations in the reactor subject to the Frequency (Hz) 4000 5000 6000 0 1000 2000 3000 4000 5000 6000 disturbance and the reactor temperature without disturbance. As expected, by increasing the amplitude of the disturbance increases the amplitude of the temperature response. The minimum frequency required to avoid extinction also increases: curves end, moving towards lower frequencies, when the reaction is not supported anymore. Conversely, it is quite evident that the frequency has a stabilizing effect on the system by reducing the amplitude of the response to the perturbation. This effect shifts to higher frequency moving to higher values of ϕ.
From figure 4 , the interplay between the residence time and the chemical time, the only two characteristic times of the model (being the mixing time null in the CSTR by hypothesis), is recognized. When the period of the oscillation is decreased below the residence time, the instantaneous inlet conditions cannot be felt, since they are immediately mixed with those inside the reactor, approaching the behavior corresponding to an average of the inlet conditions. The role that the chemical time play together with the period of the oscillation is also recognized: leaner mixtures are characterized by a larger chemical time, and therefore they are more affected by a longer period of the oscillation. Practically the reactor acts as a low-pass filter for high frequency oscillations. This observation leads to the need to analyze the trend of the temperature response during the oscillation of the nominal residence time. Figure 5 reports the temperature orbits (i.e. the temperature of system versus the nominal residence time) at different frequencies, as similarly done in [12, 13] to study the evolution of a flame forced by an oscillating signal. The line with the tag 0 Hz is obtained through a numerical simulation performed starting from a condition of ignited mixture, and linearly decreasing the nominal residence time of the system while keeping constant the equivalence ratio. The slope of this variation is 10 −9 in order to ensure that the temperature is approximately equal to the temperature that the stationary system would have at a given residence time. The first twenty periods of oscillations, computed by imposing an oscillating perturbation on , are shown in this figure for selected cases with different frequency and amplitude at ϕ = 0.6. The starting point of the orbits is ( , T ign ), where is the maximum nominal residence time (the oscillation is linked to a cosine therefore the oscillations starts from a maximum) and T ign is the temperature of the system before starting the periodic perturbation of residence time. A general observation is that the temperature orbits are transformed by the frequency and the amplitude of the disturbance. At lower frequencies, the orbits tend to lie onto the 0 Hz curve. There is a progressive decrease of amplitude of temperature response and a change of the orbit shape with frequency. The shape, by increasing frequency, tends to look like an ellipse with high eccentricity, whose major axis rotate to assume a position parallel to the τ nom axis. The amplitude does not appear to affect the shape of the orbits significantly, apart the obvious effect of spanning a larger range of residence times. There is an exception at the lowest sustained frequencies where the eccentricity tends to reduce by increasing the amplitude of the perturbation. This effect increases the portion of the orbit lying below the extinction temperature of the unperturbed system. Looking at these results, further evidence of the behavior of the CSTR as a low-pass filter for high frequency oscillations is given from a different perspective.
Phase shift analysis
A phase-shift analysis has been performed for all the simulations previously reported. The phase is computed as difference between the time of maximum value of the reference signal, given by the sinusoidal perturbation locked with the nominal residence time signal, and the time of maximum of the output of the system. In particular the signals recorded for the temperature and the molar fractions of methane and water are taken into account, figures 6-8.
At low values of frequency and perturbation amplitude the system dynamics is fully inside the blow-off limit. It is natural to observe that the maximum temperature and concentration of products are attained during the cycle when the residence time is maximum (phase shift approximately equal to 0 degree), while the minimum Frequency (Hz) 4000 5000 6000 concentration of un-converted reactants occurs (phase shift approximately equal to -180 degrees), being during this part of the cycle favored the conversion. In other words, the reagents (i.e. CH 4 ) are in phase opposition with respect to the reference signal while temperature and final products (i.e. H 2 0) are in phase with respect to the reference signal. A general trend can be described for all cases with forcing amplitude below 7%: increasing the frequency, the absolute value of phase shift is increased with an asymptotic behavior. The reported variables show different Frequency (Hz) 4000 5000 6000 magnitude of the phase shift. Temperature has the larger increase of phase shift magnitude with frequency, up to almost 70 degrees as asymptotic value, a value not affected by the equivalence ratio. This trend is explained observing that at the highest frequencies the period of the oscillations becomes comparable with the residence time.
The increase of the equivalence ratio hampers the reaching of the asymptotic phase shift. This phenomenon may be related to characteristic chemical time scale, proportional to the extinction residence time. Phase shift magnitude of methane signal tends to a value of about 40 degrees, which is not affected by the equivalence ratio. Instead, the phase shift of the water signal, by increasing the frequency, tends to a value that reduces moving toward stoichiometric mixtures. Finally, the approaching of extinction can be clearly recognized for forcing amplitudes greater than 7%, especially in the behavior of the methane signal, figure 6. Moving from higher to lower frequencies, a significant increase of the phase shift magnitude is observed: the curves depart from the trend relevant to cases without extinction, earlier the higher the forcing amplitude. In figures 6-8 the not ignited conditions are not shown.
COMPARISON WITH REDUCED SCHEMES
In this section, the dynamic behavior of the CSTR is investigated by adopting reduced one-step mechanisms. Two different mechanisms are considered: the one proposed by Mantel et al. in [42] for the application of CFD simulations of combustor dynamics, thereafter indicated as scheme M96, and the one proposed by Lilleberg et al. in [41] for the analysis of a simplified combustor model represented by a CSTR reactor, thereafter indicated as scheme L09. The results are then compared with those obtained with the complete kinetic mechanism previously presented. The analysis follows the path already adopted in the previous section.
A first indication about the performance of the simplified kinetic scheme is obtained by observing the temperature reached in the reactor for the residence times of 0.01 s and 100 s as a function of the equivalence ratio of the mixture, reported in Fig. 9 and 10 for the Lilleberg's and Mantel's mechanisms respectively. As expected, being these schemes specifically developed for lean conditions, the best accuracy is obtained for the lean branch. Interestingly, the L09 mechanism returns almost the same curve for both residence time, both above the adiabatic flame temperature curve, that is in contrast with what observed in Figure 1 for the GRI mechanism at τ nom = 0.01s . Adopting the M96 mechanism, a greater sensitivity upon the residence time is observed but values of the CSTR temperature are still significantly higher than the corresponding values found with the GRI detailed mechanism.
The observed behavior has to be ascribed to the different chemical time that is obtained with reduced mechanisms, which results to be lower for the M96 and greatly lower for the L09 mechanism. Therefore, the L09 exhibits a similar behavior for both residence times, working at residence time much greater than its characteristic chemical time scale in both conditions. The behavior of the M96 mechanism indicates that its characteristic time scale is comparable to that of the GRI. However, the temperatures, determined by thermodynamic relations, cannot fall down to the temperatures determined by the GRI mechanism.
The consequence of the different chemical time scales obtained with the different mechanisms on the extinction lines is reported in Fig. 11 . The attention is focused to the region of lean conditions. The extinction curve obtained by adopting the L09 mechanism is located at residence times an order of magnitude lower than the extinction curve of GRI. Instead, the extinction curve of M96 mechanism is comparable with the extinction curve of GRI for lean conditions up to stoichiometric conditions. The insets in Fig. 11 show in better detail the regions that will be further investigated, the test conditions and the perturbations imposed. In Table 2 the test conditions adopted for simulations are specified. The values of correspond to an increase of 7 % of τ nom,lim of each mechanism, analogously to the choice adopted with the GRI. Frequencies and amplitudes are the same of previous analysis.
Frequency and amplitude of perturbation
Again the first information obtained is the minimum frequency needed to support combustion for each pairwith the increase of the amplitude of the perturbation (see figure 12) . The extinction map for the L09 mechanism is not reported because this map consists of a single point (8%, 3000 Hz, ϕ = 0.6) in the range of frequencies analyzed: all other conditions with forcing amplitude greater than 7% invariably lead to extinction. This plot highlights that the M96 mechanism has a behavior similar to the
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corresponding behavior of the GRI. However, an important observation can be made: for the global mechanism, the extinction frequency corresponding to the higher amplitude of the perturbation is always lower than that of the corresponding conditions for the GRI mechanism, 5000 Hz at ϕ = 1 and 800 Hz at ϕ = 0.6 for the M96 versus 5500 Hz at ϕ = 1 and 1200 Hz at ϕ = 0.6 for the GRI, despite the different comparison of residence times at ϕ = 1 and ϕ = 0.6 (see figure 11 ). This observation indicates that a time scale different from the extinction residence time is playing a role, as will be discussed in the following section. Dimensionless amplitude of the temperature response is shown in figures 13 and 14 as a function of the perturbation frequency. From figure 13 , it is evident that the L09 mechanism is unable to correctly reproduce the dynamics obtained with the GRI mechanism. Its characteristic time scale is so small that combustion is sustained just for ε = 8%, ϕ = 0.6 and very high frequencies of perturbation. Instead, the stabilizing effect of frequency on the system is clearly visible in figure 14 for the M96 mechanism. The amplitude of temperature oscillations is about the double of that observed for the GRI. Furthermore, this mechanism sustains the combustion at lower frequencies with a perturbation amplitude of 16 %. Figures 15-20 show that for both the one-step kinetic mechanisms, the phase shifts of reactants (i.e. CH 4 ), at low frequencies, are close to phase opposition with respect to the reference signal. Instead, temperature and final product (i.e. H 2 0) are in phase with respect to the reference signal as well as in the GRI. Not much can be said about L09 mechanism, except that also the analysis of phase shift proves that this mechanism exhibits dynamical features significantly different to that of the reference mechanism. Instead, a general trend can be noted observing results for the M96 mechanism: the phase shift shows an asymptotic behavior with frequency. Instead, amplitudes of Figure 13 : Dimensionless amplitude of the temperature response versus frequency at different ε for L09 mechanism.
Phase shift analysis
perturbation smaller than 7% does not appear to affect significantly the phase shift. This behavior is similarly to the one observed in the GRI. A remarkable observation is that products (H 2 O) and temperature signals show almost the same phase shift magnitude with frequency and perturbation amplitude, differently from the corresponding observation for the GRI. For a global one-step mechanism it is impossible to discern the two signals. Magnitude of the phase shift of the temperature is comparable to that of the corresponding GRI signal only for the M96 mechanism, while it is too small for the L09 signal.
DISCUSSION OF RESULTS
For a proper comparison of the results, the extinction curves of the three selected mechanisms for the methane combustion have been preliminary determined. Their knowledge allowed us to select some initial conditions close to the extinction line for each mechanism and to assess the stability of these conditions when perturbed with a periodic forcing leading to a temporary trespassing of the blow-off limit. It is clearly recognized that the CSTR response is affected mostly by low frequency oscillations and therefore it behaves like a low pass filter. The reason for this response is to be found in the way a CSTR works. Its fundamental characteristic time is the residence time. When the period of the oscillating forcing is shorter than the residence time, inlet conditions are averaged with the actual conditions inside the reactor. 
Figure 16: M96 mechanism: Phase shift of CH 4 versus frequency.
At sufficiently high frequencies the CSTR response only depends upon the average value of the disturbance, which does not change, similarly to the finding proposed in [13] for counterflow premixed flames. The asymptotic value is attained at greater values of the frequency by increasing the equivalence ratio from lean to stoichiometric compositions, in accordance to the faster chemical time scale that characterizes the stoichiometric mixture. Comparing results for the temperature (Figg. 4 and 8 for GRI and Figg. 14 and 20 for M96), we found that amplitude and phase shift become indifferent to forcing at two different high frequencies. This indicates that the characteristic cut-off frequency is not unique. Further, it depends upon the equivalence ratio investigated.
The behavior of the phase shift for the different signals, i.e. temperature, methane and water in the reactor, is very different for the three mechanisms investigated. In the case of GRI, only the product species show a strong dependency of the asymptotic value upon the equivalence ratio. For the reduced mechanisms, the asymptotic values 
for all signal observed show a dependence upon the equivalence ratio. This indicates that, for the GRI, intermediate reactions establish the progress of combustion, making the phase shifts almost insensitive to working conditions when perturbations with sufficiently high frequencies are imposed. When the period of the oscillation is longer than the residence time, inlet conditions change in a time longer than that of the evolution inside the reactor and the actual conditions inside the reactor evolve as the inlet conditions change. Therefore, if the period of the sinusoidal perturbation is greater or equal to the CSTR residence time, the chemical kinetics feels the perturbation. It is possible to find a frequency high enough for which the ignited mixture close to the extinction does not quench even if the amplitude disturbance makes the system to enter in the blow-off zone. This corresponds to define a dynamic flammability limit for the CSTR (in analogy to the equivalent definition for counterflow premixed flames [12] ). This frequency can be seen as an extinction limit cut-off frequency of the CSTR. These extinction frequencies are linked 
Figure 20: M96 mechanism: Phase shift of temperature versus frequency.
to the inverse of the residence times at extinction (because of the initial conditions selected near the blow-off limits), which are proportional to the characteristic global chemical time scale and therefore to the equivalence ratio. Indeed, at extinction conditions, the chemical time and the residence time are of same magnitude order: the mixture needs all of the residence time to allow at least a partial chemical conversion. Stoichiometric mixtures are characterized by the shortest characteristic time scales and, consequently, they can survive quenching only at the highest perturbation frequencies. In this regard, it is useful to report the data shown in the plots of Fig. 3 and Fig. 12 as a function of a non-dimensional frequency defined as ψ = τ nom,lim /τ perturbation , remembering that τ nom,lim = O(τ chem ). For the simplified system here adopted, where not real spatial dimensions can be considered, this is similar to define a Strouhal number as proposed in [44] .
The results are illustrated in Figure 21 . The strong relationship of the τ nom,lim and the frequency necessary to avoid the extinction of the mixture clearly emerges: for all value of ϕ the new non-dimensional frequencies ψ almost collapse in a single line, with values of order unity.
The ability of a simplified kinetic mechanism to reproduce the dynamic behavior of a detailed mechanism is an important point. In this work two simplified reaction mechanisms are analyzed. The L09 mechanism has shown a weak sensitivity to the frequency and consequently a behavior very dissimilar to those of the detailed mechanism. Instead, the M96 mechanism has some behaviors comparable to those of the detailed mechanism. This difference can still be explained by considering the τ nom,lim . In Figure 11 was shown that τ nom,lim computed using the L09 mechanism are approximately an order of magnitude lower than the those computed using the GRI. Therefore, following a reasoning similar to that explained previously in this section, the minimum frequency needed to support combustion must be significantly larger than the frequency required in case of adoption of GRI mechanism or of the M96 mechanism. Therefore, it can be said that the extinction line can be considered as another important feature that a simplified mechanism has to reproduce, if the dynamical response of the detailed system under perturbation near the blow-off limit is desired to be preserved.
To identify how the periodic perturbation affects the chemical kinetics, a careful inspection of the reaction rates during the cycle of the perturbation has been conducted adopting the GRI mechanism. Results are shown only for two, exemplar, conditions with ϕ = 0.6 and ϕ = 1 and ε = 8%, at frequencies straddling the respective extinction conditions (100 Hz and 200 Hz at ϕ = 0.6; 800 Hz and 1000 Hz at ϕ = 1). Figure 22 reports the reaction rates versus non-dimensional time (the respective perturbation frequency was used for non-dimensionalization) for about two cycles of the imposed forcing, starting from the corresponding unperturbed state. Five reaction rates are shown. They are the reaction rates with greatest oscillation amplitude in the ignited cases. The corresponding reactions are listed, in descending order of their amplitude, in Table 3 . Clearly, we recognize the role played by some important reactions for the extinction: the chain branching reactions (3) and (38) , and the chain propagation reaction (84) of the GRI [13] . The main radical species involved are H, OH, and O. It is noticeable that when extinction occurs, reaction (3) and reaction (84) change sign. This indicates that a critical condition is reached when reaction (84) reaches sufficiently high positive values. This event breaks the availability of radicals for the prosecution of the main paths of final product formation.
Equivalence ratio significantly affects how the reaction rates respond to the forcing. The most oscillating reactions are in different order, as reported in Table 3 . It is interesting to note that, while reactions (38) , (53) and (126) or (52) have a prevalent constant direction both at ϕ = 0.6 and ϕ = 1, at ϕ = 0.6 reactions (3) and (84) always change direction during the cycle. At ϕ = 1, reaction (3) always alternates direction, while reaction (84) changes direction only when extinction occurs.
Even if the curves of reaction rates of the extinguishing solution initiate to deviate from those of stably oscillating solutions early in the cycle, a sudden increase of the extinction event is evident at the last portion of the cycle, as signaled by the grey vertical shade in Figure 22 . This indicates that the dynamics of the extinction involve time scales lower than the global time scale. Therefore, extinction needs to be observed as a coupled thermal and chemical mechanism [45] . The first is acting at the global time scale, comparable to the residence time, the second on shorter chemical time scales.
This behavior cannot be reproduced by global one step reactions, being all signals governed by the unique reaction. This determines the impossibility to follow a realistic response of the system to coupled effects as those accounted for by the Rayleigh criterion for combustion instabilities.
Non-linear response to periodic forcing of methane-air global and detailed kinetics in continuous stirred tank reactors close to extinction conditions In parenthesis the reaction number in the GRI mechanism [37] . In italic the reactions that appear only at ϕ = 0.6 (126) and ϕ = 1 (52) among the greatest five amplitude reaction rates.
CONCLUSIONS
This work has shown some features that need to be considered when the analysis of dynamics aspects of combustion under forcing oscillations are conducted, especially adopting simplified mechanisms and in condition close to extinction: -the adiabatic flame temperature is a first indicator of the ability of the selected mechanism to quantitatively reproduce the extinction under both steady and imposed harmonic forcing; -the ability to correctly reproduce the extinction curve under non-oscillating quasisteady conditions is important to correctly predict the extinction under oscillating forcing condition too; -two different characteristic frequencies are identified, an high frequency above which the system became almost insensitive to the forcing and a lower frequency below which dynamic extinction occurs. -the correct phase shift is very difficult to obtain with one-step irreversible global reactions because it is mainly determined by chemical effects acting at a time scales smaller than the global time scale. An immediate development of the present work will be the adoption of the same analysis to investigate the behavior of mechanisms of greater interest for practical applications like reduced multi-step mechanisms.
The analysis needs to be further developed to the investigation of the system response to the forcing of steady solution points far from extinction in the ϕ -plane. A further development of this work will consist in the analysis of the same system subjected to a periodic forcing of other parameters, as the equivalence ratio and the inlet temperature.
