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INTERSECTION THEORY IN ALGEBRAIC COBORDISM
MARC LEVINE
Abstract. We give a more detailed construction of the operation “in-
tersection with a pseudo-divisor” in algebraic cobordism. Using argu-
ments in [6, §6.2, 6.3], this gives a new proof of the contra variant
functoriality of algebraic cobordism for l.c.i. morphisms of schemes of
finite type over a field of characteristic zero.
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Introduction
One important aspect of algebraic cobordism, as constructed in [6], is the
existence of a good theory of pull-back maps for arbitrary l.c.i. morphisms
(always working over a field of characteristic zero). The key ingredient which
makes this possible is the intersection map
D(−) : Ω∗(X)→ Ω∗−1(|D|)
for an effective Cartier divisor (more generally a pseudo-divisor) D with
support |D| on a finite type k-schemeX. The construction of the intersection
map in [6, §6.2, 6.3] is accomplished with the help of a refined cobordism
group Ω∗(X)D, which admits an explicitly defined intersection map
D(−)D : Ω∗(X)D → Ω∗−1(|D|)
and a “forgetful map” Ω∗(X)D → Ω∗(X). The forgetful map is shown
to be an isomorphism [6, theorem 6.4.12]; the map D(−) is defined by
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composing D(−)D with the inverse of the forgetful map. Auxiliary refine-
ments Ω∗(X)D|D′ of Ω∗(X) are also defined, and are used to prove proper-
ties of the intersection map, most importantly, the commutativity property
D(D′(x)) = D′(D(x)) in Ω∗−2(|D|∩|D
′|) for x ∈ Ω∗(X) and pseudo-divisors
D, D′ on X.
This approach has been criticized, as it is not proven (nor is it necessary
for the construction) that the auxiliary groups Ω∗(X)D|D′ are themselves
isomorphic to Ω∗(X). Fulton has suggested that one should be able to define
a series of refined groups Ω∗(X)D1,...,Dn for pseudo-divisors D1, . . . ,Dn on
X, related by intersection maps and forgetful maps, so that all forgetful
maps are isomorphisms, and giving rise to all necessary relations among the
intersection maps.
Carrying out such a program is the purpose of this paper. We define
groups Ω∗(X)D1,...,Dn , with intersection maps
D(−)D∗ : Ω∗(X)D,D1,...,Dn → Ω∗−1(|D|)D1,...,Dn
and forgetful maps
resD∗,D/D∗ : Ω∗(X)D1,...,Dn,D → Ω∗(X)D1,...,Dn .
We show that the forgetful maps are isomorphisms and that the resulting
intersection maps
D(−) : Ω∗(X)→ Ω∗−1(|D|)
have all the properties needed to give rise to pullback maps in algebraic
cobordism for l.c.i. morphisms via the technique of deformation to the nor-
mal bundle. The groups Ω∗(X)D (for a single pseudo-divisor) and the inter-
section map D(−)D : Ω∗(X)D → Ω∗−1(|D|) are exactly the same as those
defined in [6]. The passage from the intersection maps to the l.c.i. pullbacks
is not discussed here; the arguments and constructions of [6, §6.5, §6.6], re-
lying on the properties of the intersection map detailed in proposition 6.3,
will do that.
The requirement that each forgetful map should be an isomorphism has
led to a definition of the groups Ω∗(X)D1,...,Dn that for n = 2 differs from the
groups Ω∗(X)D1|D2 defined in [6]. We hope that the more uniform approach
pursued here has made the arguments more transparent and natural.
We fix a base-field k, let Schk denote the category of separated finite
type k-schemes and let Smk denote the full subcategory of smooth quasi-
projective k-schemes. We often drop the qualifier “separated” and refer to
an object of Schk as a finite type k-scheme. Although many of the construc-
tions do not require resolution of singularities, or characteristic zero, we will
assume that k has characteristic zero. It would be possible to work over a
perfect field of positive characteristic, assuming resolution of singularities,
but we have preferred to avoid this (at present illusory) generality as it al-
lows us to shorten the argument for lemma 1.16 by using Bertini’s theorem.
The corresponding result [6, lemma 6.1.13] was proven without the use of
Bertini’s theorem and a similar proof would work in this setting.
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We will be using only the following properties of “resolution of singular-
ities over k”: The field k should be perfect. For each integral X ∈ Schk,
there is a projective birational map q : Y → X with Y in Smk such that q
is an isomorphism over the smooth locus in X. In addition, if D is an ef-
fective Cartier divisor on X, whose restriction to a smooth open subscheme
U ⊂ X is a simple normal crossing divisor, there is a projective birational
map q : Y → X with Y in Smk such that q is an isomorphism over U ,
and q∗(D) + E is a simple normal crossing divisor on Y , where E is the
exceptional locus of q. For proofs of these facts over a field of characteristic
zero, we refer the reader to [1, 2, 3, 5].
In section 1 we define the refined cobordism groups Ω∗(X)D1,...,Dn . We
introduce the notion of admissibility of an effective simple normal crossing
divisor E with respect to D∗ := D1, . . . ,Dn and define the divisor class
[E → |E|]D∗ ∈ Ω∗(|E|)D∗ for an admissible simple normal crossing divisor
E; these classes will play a central role in our definition of the intersection
map. The groups Ω∗(X)D∗ admit 1st Chern class operators for line bun-
dles on X and we discuss some basic properties of these operators and their
relation with the divisor classes. In section 2 we construct the intersection
map on generators for Ω∗(X)D∗ and derive some of its important proper-
ties. In section 3, we show that intersection map descends to a map on
Ω∗(X)D∗ . We establish the relation of commutativity of intersection maps
in section 4 and show under certain technical conditions the equality of in-
tersection with linearly equivalent divisors. We use these relations and a
construction of explicit “distinguished liftings” to prove that the forgetful
maps are isomorphisms, theorem 5.11, in section 5. We conclude in section 6
with the definition of the intersection map on Ω∗(−) and a proof of its main
properties.
We wish to mention explicitly, that although we refer to our theorem 5.11,
stating that the forgetful maps are isomorphisms, as a ‘moving lemma’, the
arguments rely for their algebro-geometric input on resolution of singular-
ities. Techniques using projecting cones or any of the other aspects of the
classical Chow’s moving lemma or its more modern extension to moving lem-
mas for Bloch’s cycle complexes do not appear. If one would return to the
Chow groups via the isomorphism Ω∗⊗LZ ∼= CH
∗ of [6, Theorem 4.5.1], one
recovers Fulton’s definition of intersection with a pseudo-divisor, and our re-
sults say nothing about the earlier proofs of the contravariant functoriality
of the Chow groups of smooth varieties that rely on Chow’s moving lemma.
The added difficulty here is due to the fact that the generators of algebraic
cobordism are smooth varieties rather than integral closed subschemes and
one needs a modified version of intersection with a pseudo-divisor that takes
this into account.
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1. Refined cobordism
1.1. Pseudo-divisors. Let X be a finite type k-scheme. Following Fulton
[4], a pseudo-divisor D on X is a triple D := (Z,L, s), where Z ⊂ X
is a closed subset, L is an invertible sheaf on X, and s is a section of L
on X, such that the subscheme s = 0 has support contained in Z; one
identifies triples (Z,L, s), (Z,L′, s′) if there is an isomorphism φ : L → L′
with s′ = φ(s). In particular, having fixed L, the section s is determined
exactly up to a global unit on X. If we have a morphism f : Y → X,
we define f∗(Z,L, s) := (f−1(Z), f∗L, f∗s); clearly (fg)∗(D) = g∗(f∗D) for
a pseudo-divisor D. Also, an effective Cartier divisor D on X uniquely
determines a pseudo-divisor (|D|,OX (D), sD), where sD : OX → OX(D) is
the canonical section and |D| is the support of D.
We call Z the support of a pseudo-divisor D := (Z,L, s), and write Z =
|D|. We let divD denote the subscheme s = 0, and write OX(D) for L. If
X is in Smk, if |D| = |divD| and if this subset has pure codimension one
on X, then we identify D with the Cartier divisor divD.
We will not be needing the full flexibility of all pseudo-divisors. In this
paper, we will always assume that the support Z of a pseudo-divisor D :=
(Z,L, s) is given by the closed subset s = 0. Thus, a pseudo-divisor on
a smooth irreducible Y is either (|D|,OY (D), sD) for an effective Cartier
divisor D on Y , or (Y,L, 0) for some invertible sheaf L on Y .
The zero pseudo-divisor is (∅,OX , 1). If we have pseudo-divisors D =
(Z,L, s) and D′ = (Z ′,L′, s′), define D + D′ = (Z ∪ Z ′,L ⊗ L′, s ⊗ s′). A
pseudo-divisor C is a sub-pseudo-divisor of a pseudo-divisor D if there is an
effective Cartier divisor E with C+E = D. We say that C is supported in D
if C is a sub-pseudo-divisor of mD for some integer m ≥ 1. If f : Y → X is
a morphism of finite type k-schemes and C and D are pseudo-divisors on X
with C supported in D, then |f∗C| ⊂ |f∗D| and, if f∗D is a Cartier divisor
on Y , necessarily effective, then f∗C is also an effective Cartier divisor on
Y , with support contained in |f∗D| = |divf∗D|.
1.2. Refined cobordism cycles. Let X be a finite type k-scheme and
D1,. . ., Dr pseudo-divisors on X. We proceed to define a series of groups
Z∗(X)D∗ → Z∗(X)D∗ → Ω∗(X)D∗ → L∗ ⊗ Ω∗(X)D∗ → Ω∗(X)D∗
analogous to the sequence
Z∗(X)→ Z∗(X)→ Ω∗(X)→ L∗ ⊗ Ω∗(X)→ Ω∗(X)
used to define Ω∗(X) in [6, §2.4]; in this section we construct the group
Z∗(X)D∗ .
Let E =
∑m
i=1 niEi be an effective simple normal crossing on a scheme
W ∈ Smk with irreducible components E1, . . . , Em. For each J ∈ {0, 1}
m,
J = (j1, . . . , jm), we have the face
EJ := ∩ji=1Ei,
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which is smooth over k and has codimension |J | :=
∑
i ji on W . All Cartier
divisors we will be using here will be effective and will often refer to an
effective simple normal crossing divisor as a simple normal crossing divisor.
Let X be a finite type k-scheme. We recall from [6, §2.1.2] the set M(X)
of isomorphism classes of projective morphisms f : Y → X, with Y in Smk
(where “isomorphism” means isomorphism over X). M(X) is a monoid
under disjoint union and is the free monoid on the isomorphism classes of
f : Y → X with Y irreducible.
Let M(X)D be the submonoid of M(X) generated by f : Y → X, with
Y irreducible, and with either f(Y ) ⊂ |D|, or with divf∗D a simple normal
crossing divisor on Y . We extend this construction as follows.
Definition 1.1. Let X be a finite type k-scheme, and let D1, . . . ,Dr be
pseudo-divisors on X.
i) Let f : Y → X be a morphism, with Y irreducible. Let If = {i | |f
∗Di| 6=
Y }. If If 6= ∅, let i0 be the smallest i ∈ If and call Di0 the leading pseudo-
divisor for f . If If = ∅, we say that f has no leading pseudo-divisor.
ii) Let f : Y → X be a morphism with Y ∈ Smk. Suppose Y is irreducible.
We say f that is admissible with respect to D1, . . . ,Dr if for each s, 1 ≤ s ≤
r, the scheme-theoretic intersection ∩si=1divf
∗Di is either Y , or is empty,
or is a Cartier divisor with support a simple normal crossing divisor on
Y . If Y is not irreducible, f is admissible if the restriction of f to each
irreducible component of Y is so. The submonoid M(X)D1,...,Dr of M(X)
is the subset consisting of those f : Y → X that are admissible with respect
to D1, . . . ,Dr.
iii) Let f : Y → X be a morphism, with Y ∈ Smk. An effective Cartier
divisor E on Y is called admissible with respect toD1, . . . ,Dr if E is a simple
normal crossing divisor on Y and, for each face EJ of E, the composition
EJ → Y → X is admissible with respect to D1, . . . ,Dr.
When the collection of pseudo-divisors is understood we sometimes write
M(X)D∗ forM(X)D1,...,Dr . If D1, . . . ,Dr and D
′
1, . . . ,D
′
s are two sequences
of pseudo-divisors on X, we write D∗,D
′
∗ for the sequence D1, . . . ,Dr,
D′1, . . . ,D
′
s. For an X-scheme f : X
′ → X, we write f∗(D∗) for the se-
quence of pseudo-divisors f∗(D1), . . . , f
∗(Dr) and often write M(X
′)D∗ for
M(X ′)f∗(D∗) if the map f is understood.
Remarks 1.2. (1) For f : Y → X in M(X), f is in M(X)D∗ exactly when
IdY is in M(Y )D∗ .
(2) SupposeX is irreducible, D1, . . . ,Dr pseudo-divisors onX. Write IIdX =
{i0, i1, . . . , is} and let D
ess
j = Dij . Then M(X)D∗ = M(X)Dess∗ . Also,
M(X)∅ =M(X).
(3) Let f : Y → X be in M(X)D∗ with Y irreducible. Suppose that f has
leading pseudo-divisor Di0 and take s with i0 ≤ s ≤ r. Let D
1
i0
, . . . ,Dmi0 be
the irreducible components of the simple normal crossing divisor divf∗Di0 .
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Then the intersection Es := ∩
s
i=i0
divf∗Di is an effective Cartier divisor of
the form
∑
jmjD
j
i0
; in particular, Es is a simple normal crossing divisor on
Y with 0 ≤ Es ≤ divf
∗Di0 .
(4) The condition in definition 1.1(ii) is equivalent to the following: For
f : Y → X with Y irreducible in Smk, f is admissible if f has no leading
pseudo-divisor or f has leading pseudo-divisor Di0 and
a) divf∗Di0 is a simple normal crossing divisor on Y .
b) For all s with i0 ≤ s ≤ r, the scheme-theoretic intersection ∩
s
i=i0
divf∗Di
is a Cartier divisor on Y , or is empty.
Lemma 1.3. Let D1, . . . ,Dr be pseudo-divisors on X ∈ Schk, let f : Y →
X be a morphism with Y ∈ Smk, Y irreducible, and with IdY ∈ M(Y )D∗ .
Let E be an effective Cartier divisor on Y . Suppose that Di0 is the leading
pseudo-divisor for f and that E + divf∗Di0 is a simple normal crossing
divisor on Y . Then E is admissible with respect to D1, . . . ,Dr.
Proof. To simplify the notation, we may replace X with Y , D∗ with f
∗(D∗)
and f with IdY . We may therefore assume that X is in Smk, is irreducible
and f = IdX .
Under our assumption, E is a simple normal crossing divisor; so let F
be an irreducible component of a face EJ of E and let g : F → X be the
inclusion F → X.
Suppose that F is not contained in |Di0 |. Then Di0 is also the leading
pseudo-divisor for g. Since F is a component of a face of the simple normal
crossing divisor E +divDi0 , divg
∗Di0 is a simple normal crossing divisor on
F . Similarly, for all s, i0 ≤ s ≤ r the scheme-theoretic intersection on F ,
∩si=i0divg
∗Di is just g
−1(∩si=i0divDi). As ∩
s
i=i0
divDi is a Cartier divisor on
X, with support in divDi0 , it follows that ∩
s
i=i0
divg∗Di is a Cartier divisor
on F .
Suppose that F is contained in |Di0 |. If g has no leading pseudo-divisor,
then clearly F → X is inM(X)D∗ ; if g has leading pseudo-divisor Di1 , then
i0 < i1 and F ⊂ divDi for i0 ≤ i < i1. Thus, divg
∗Di1 = g
−1(∩i1i=i0divDi).
Since ∩i1i=i0divDi is a Cartier divisor onX with 0 ≤ ∩
i1
i=i0
divDi ≤ divDi0+E,
and F is a face of the simple normal crossing divisor divDi0 + E, it follows
that divg∗Di1 is a simple normal crossing divisor on F . Similarly, for all s
with i1 ≤ s ≤ r, ∩
s
i=i1
g∗divDi is a Cartier divisor on F , and thus g : F → X
is in M(X)D∗ . 
Lemma 1.4. Let D1, . . . ,Dr be pseudo-divisors on X ∈ Schk, let f : Y →
X be a morphism with Y ∈ Smk, Y irreducible, and with IdY ∈ M(Y )D∗ .
Suppose that Di0 is the leading pseudo-divisor for f . Then divf
∗Di0 is sim-
ple normal crossing divisor on Y , admissible with respect to Di0+1, . . . ,Dr.
Proof. As above, we reduce to the case Y = X, f = IdY . Since IdY is in
M(Y )D∗ , it follows that divDi0 is a simple normal crossing divisor on Y .
From lemma 1.3 (with E = divDi0), it follows that divDi0 is admissible
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with respect to D1, . . . ,Dr. If now F is a face of divDi0 , then the inclusion
iF : F → Y is in M(Y )D∗ . However, Y = |Di| for i = 1, . . . , i0 − 1 and
F ⊂ |Di0 |, so either iF has no leading pseudo-divisor or iF has leading
pseudo-divisor Di1 with i0 < i1 ≤ r. Therefore iF is in M(Y )Di0+1,...,Dr ; as
F was an arbitrary face of divDi0 , it follows that divDi0 is admissible with
respect to Di0+1, . . . ,Dr. 
Recall from [6, definition 2.1.6] the notion of a cobordism cycle over X,
namely, a tuple (f : Y → X,L1, . . . , Lm) with Y ∈ Smk. Y irreducible, f a
morphism representing a class in M(X) and the Li line bundles on Y . Two
cobordism cycles (f : Y → X,L1, . . . , Lm) and (f
′ : Y ′ → X,L′1, . . . , L
′
m) are
isomorphic if there is an isomorphism φ : Y → Y ′ over X and a permutation
σ such that φ∗L′i
∼= Lσ(i) for i = 1, . . . m. We have the free abelian group
Z∗(X) on the isomorphism classes of cobordism cycles, graded by giving
(f : Y → X,L1, . . . , Lm) degree dimkY −m.
Definition 1.5. For X ∈ Schk with pseudo-divisors D1, . . . ,Dr, we let
Z∗(X)D∗ be the graded subgroup of Z∗(X) generated by the cobordism
cycles (f : Y → X,L1, . . . , Lm) with f : Y → X in M(X)D∗ .
For 0 ≤ s ≤ r and D′∗ the sequence D1, . . . ,Ds, we have the inclusion
resD∗/D′∗ :M∗(X)D∗ →M∗(X)D′∗
which defines the inclusion resD∗/D′∗ : Z∗(X)D∗ → Z∗(X)D′∗ .
1.3. The dimension axiom. We define the group Z∗(X)D∗ .
Definition 1.6. Let X be in Schk and let D1, . . . ,Dr be pseudo-divisors on
X. Let 〈RDim∗ 〉(X)D∗ be the subgroup of Z∗(X)D∗ generated by cobordism
cycles of the form
(f : Y → X,pi∗(L1), . . . , pi
∗(Lm),M1, . . . ,Ms),
where pi : Y → Z is a smooth quasi-projective morphism, Z is in Smk,
L1, . . . , Lm are line bundles on Z and m > dimkZ. We set
Z∗(X)D∗ := Z∗(X)D∗/〈R
Dim
∗ 〉(X)D∗ .
We have functoriality for smooth quasi-projective morphisms of relative
dimension d, f : X ′ → X:
f∗ :M(X)D∗ →M(X
′)f∗(D∗); f
∗(g : Y → X) := p1 : X
′ ×X Y → X
′,
f∗ : Z∗(X)D∗ → Z∗+d(X
′)f∗(D∗);
f∗(g, L1, . . . , Lm) := (f
∗g, p∗2L1, . . . , p
∗
2Lm)
f∗ : Z∗(X)D∗ → Z∗+d(X
′)f∗(D∗);
f∗(g, L1, . . . , Lm) := (f
∗g, p∗2L1, . . . , p
∗
2Lm),
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and push-forward maps for projective morphisms f : X ′ → X:
f∗ :M(X
′)f∗(D∗) →M(X)D∗ ; f∗(g : Y → X
′) := f ◦ g : Y → X,
f∗ : Z∗(X
′)f∗(D∗) → Z∗(X)D∗ ; f∗(g, L1, . . . , Lm) := (f∗(g), L1, . . . , Lm),
f∗ : Z∗(X
′)f∗(D∗) → Z∗(X)D∗ ; f∗(g, L1, . . . , Lm) := (f∗(g), L1, . . . , Lm).
Also, for L→ X a line bundle on X, we have the Chern class endomorphism
c˜1(L) : Z∗(X)D∗ → Z∗−1(X)D∗ ,
defined as for Z∗(X):
c˜1(L)((f : Y → X,L1, . . . , Lr)) := (f : Y → X,L1, . . . , Lr, f
∗L).
This descends to the locally nilpotent endomorphism
c˜1(L) : Z∗(X)D∗ → Z∗−1(X)D∗ .
The operation of product over k defines external products
× : Z∗(X)⊗Z∗(X
′)D∗ → Z∗(X ×k X
′)D∗ ,
which descend to Z∗(−)−.
For 0 ≤ s ≤ r and for D′∗ the subsequence D1, . . . ,Ds, the map resD∗/D′∗ :
Z∗(X)D∗ → Z∗(X)D′∗ descends to a homomorphism
resD∗/D′∗ : Z∗(X)D∗ → Z∗(X)D′∗ .
Remark 1.7. The homomorphism resD∗/D′∗ : Z∗(X)D∗ → Z∗(X)D′∗ is a split
injection. Indeed, we have the identity
〈RDim∗ 〉(X)D∗ = 〈R
Dim
∗ 〉(X)D′∗ ∩ Z∗(X)D∗
and both inclusions 〈RDim∗ 〉(X)D∗ ⊂ Z∗(X)D∗ , 〈R
Dim
∗ 〉(X)D′∗ ⊂ Z∗(X)D′∗
are inclusions of free subgroups on subsets of the generators of the free
abelian groups Z∗(X)D∗ , Z∗(X)D′∗ . In particular, taking D
′
∗ to be the
empty set of pseudo-divisors, we may identify L∗ ⊗ Z∗(X)D∗ with this
L∗-submodule of L∗ ⊗ Z∗(X); this allows us to speak of the intersection
L∗⊗Z∗(X)D∗∩L∗⊗Z∗(X)D′∗ for two (or more) sequences of pseudo-divisors
on X, the intersection taking place in L∗ ⊗Z∗(X). We define intersections
Z∗(X)D∗∩Z∗(X)D′∗ , Z∗(X)D∗∩Z∗(X)D′∗ orM∗(X)D∗∩M∗(X)D′∗ similarly,
the intersections taking place in Z∗(X), Z∗(X) and M∗(X), respectively.
The maps resD∗/D′∗ are all natural with respect to the operations described
above, in particular, taking D′∗ to be the empty set of pseudo-divisors, the
operations on M∗(−)D∗ , Z∗(−)D∗ and Z∗(−)D∗ are compatible with the
corresponding ones on M∗, Z∗ and Z∗ via resD∗/∅. Consequently, all rela-
tions and compatibilities among these operations that hold inM(−), Z∗(−)
or Z∗(−) hold for M(−)D∗ , sZ∗(−)D∗ or Z∗(−)D∗ as well.
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1.4. Good position. We define a notion of “good position” of a divisor E
with respect to a sequence of pseudo-divisors D1, . . . ,Dr.
Definition 1.8. Let Y be in Smk, irreducible, and letD1, . . . ,Dr be pseudo-
divisors on Y such that IdY is in M(Y )D∗ . Let E be an effective simple
normal crossing divisor on Y . We say that E is in good position with respect
to D∗ if either
i) IdY has no leading pseudo-divisor,
or
ii) IdY has leading pseudo-divisor Di0 and E + divDi0 is a simple normal
crossing divisor on Y .
We extend this notion to Cartier divisors E on a not necessarily irreducible
Y ∈ Smk by requiring that E ∩ Yi is in good position with respect to D∗
for each irreducible component Yi of Y .
Remarks 1.9. (1) For f : Y → X in M(X)D∗ with E a simple normal
crossing divisor on Y , if E is in good position with respect to D∗, then E is
admissible with respect to D∗; this is lemma 1.3.
(2) If E is in good position with respect to D∗ on some Y ∈ Smk and C is
an effective Cartier divisor with |C| ⊂ |E|, then C is also in good position
with respect to D∗.
Lemma 1.10. Let D,D1, . . . ,Dr be pseudo-divisors on X, let f : Y → X
be morphism with Y ∈ Smk, Y irreducible, and with f in M(X)D,D∗ . Let
E be a simple normal crossing divisor on Y , in good position with respect to
D,D∗. Suppose that f(Y ) 6⊂ |D|. Then
(1) divf∗D is a simple normal normal crossing divisor on Y , admissible for
D∗ and in good position with respect to D,D∗.
(2) For each irreducible component F of a face of divf∗D, if F 6⊂ |E|, then
F ∩E is a simple normal crossing divisor on F , in good position with respect
to D∗.
(3) Let F be an irreducible component of a face of E + divf∗D with F ⊂
|f∗D|. Then the inclusion F → Y is in M(Y )D∗.
(4) Suppose that E is smooth over k, and let F1 ⊂ F2 be irreducible com-
ponents of faces of divf∗D, with F1 6⊂ |E| and F1 a codimension one
closed subscheme of F2. Then for i = 1, 2, Fi ∩ E is smooth, the inclu-
sion Fi ∩E → Y is in M(Y )D∗ and the divisor F1 ∩E on F2 ∩E is in good
position with respect to D∗.
(5) Let F1 ⊂ F2 be the inclusion of irreducible components of faces of E,
with F1 a codimension one closed subscheme of F2. Then the divisor F1 on
F2 is in good position with respect to D,D∗.
(6) Let C and S be effective Cartier divisors on Y with support contained
in E. Suppose that S is smooth and C and S have no common components.
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Then S → Y → X is in M(X)D,D∗ and the simple normal crossing divisor
C ∩ S on S is in good position with respect to D,D∗.
Proof. We writeD0 forD when convenient. Under our assumptions, D is the
leading pseudo-divisor for f with respect to D,D1, . . . ,Dr. By lemma 1.4,
divf∗D is a simple normal crossing divisor on Y , admissible with respect to
D∗. As divf
∗D+ divf∗D is a simple normal crossing divisor on Y , divf∗D
is in good position with respect to D,D∗, proving (1).
For (2), take F to be an irreducible component of a face of divf∗D. Since
E + divf∗D is a simple normal crossing divisor on Y , it follows that F ∩E
is a simple normal crossing divisor on F as long as F 6⊂ |E|. Let g : F → X
be the composition f ◦ iF , where iF : F → Y is the inclusion.
As divf∗D is admissible for D∗, g is in M(X)D∗ . Supposing that g has
no leading pseudo-divisor with respect to D∗, it follows that i
∗
FE is in good
position with respect to D∗. Suppose then that Di0 is the leading pseudo-
divisor for g with respect to D∗. Then F ⊂ divf
∗Di for all i, 0 ≤ i < i0
and thus divg∗Di0 = i
∗
F (∩
i0
i=0divf
∗Di). But since IdY is in M(Y )D,D∗ ,
∩i0i=0divf
∗Di is a Cartier divisor on Y and is a subdivisor of divf
∗D =
divf∗D0. Thus ∩
i0
i=0divf
∗Di + E is a simple normal crossing divisor on
Y and is a subdivisor of divf∗D + E. As F is a component of a face of
divf∗D + E, it follows that i∗F (E + divf
∗Di0) is a simple normal crossing
divisor on F , and thus i∗FE is in good position with respect to D∗.
The assertion (3) follows from remark 1.9(1): E + divf∗D is in good
position with respect to D,D∗, hence each irreducible component F of a
face of E + divf∗D is admissible with respect to D,D∗. If F is contained
in |f∗D|, then D cannot be the leading pseudo-divisor for F → Y , hence
F → Y is in M(Y )D∗ .
For (4), the fact that Fi ∩ E is smooth and F1 ∩ E has codimension one
on F2 ∩E follows from the fact that E+divf
∗D is a simple normal crossing
divisor. The inclusions Fi ∩ E → Y are in M(Y )D∗ by (3). If Di0 is the
leading pseudo-divisor for F2 ∩ E → Y , then E + ∩
i0
i=0divf
∗Di is a simple
normal crossing divisor on Y and a sub-divisor of E + divf∗D. It follows
that the divisor
F1 ∩ E + divf
∗Di0 ∩ F2 ∩ E = F1 ∩ E + ∩
i0
i=0divf
∗Di) ∩ F2 ∩ E
on F2 ∩ E is a simple normal crossing divisor.
For (5), IdF2 is in M(F2)D,D∗ , since E is admissible for D,D∗ by re-
mark 1.9(1). Suppose that Di0 is the leading pseudo-divisor for F2 with
respect to D,D∗. As above, divf
∗Di0 ∩ F2 is equal to C ∩ F2 for C the
subdivisor ∩i0i=0divf
∗Di of divD. F1 ⊂ F2 is an irreducible component of
F2∩Ei for Ei some irreducible component of E. As Ei+C is a subdivisor of
the simple normal crossing divisor E +divD, the intersection F2 ∩ (Ei+C)
is a simple normal crossing divisor on F2. As this intersection contains
F1 + F2 ∩ divDi0 as a subdivisor, it follows that F1 + F2 ∩ divDi0 is also a
simple normal crossing divisor on F2, and thus F1 is in good position on F2
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with respect to D,D∗. In case there is no leading pseudo-divisor for IdF2 ,
then F1 is in good position on F2 with respect to D,D∗, as F1 is a smooth
divisor on F2.
Finally, for (6), C + S is a simple normal crossing divisor and C and S
have no common components, hence C∩S is a simple normal crossing divisor
on S. Since S is a disjoint union of faces of E, S → X is in M(X)D,D∗
by remark 1.9(1). Let S′ be an irreducible component of S; we need to
check that S′ ∩ C is in good position with respect to D,D∗. Suppose D is
the leading pseudo-divisor for S′ → X. Then C + divf∗D + S′ is a simple
normal crossing divisor on Y and S′ has no components in common with
C + divf∗D, so S′ ∩ (C + divf∗D) is a simple normal crossing divisor on
S′ and thus C ∩ S′ is in good position on S′ with respect to D,D∗. If Di0
is the leading pseudo-divisor for S′ → X for some i0 ≥ 1, then S
′ ⊂ |f∗Di|
for 0 ≤ i < i0 and S
′ ∩ divf∗Di0 = S
′ ∩ ∩i0i=0divf
∗Di. Since Y → X is in
M(X)D,D∗ , B := ∩
i0
i=0divf
∗Di is a subdivisor of divf
∗D and thus as above,
S′∩(C+B) is a simple normal crossing divisor on S′. Thus, C∩S′ is in good
position on S′ with respect to D,D∗ in this case as well. In case S
′ → X
has no leading pseudo-divisor, then C ∩ S′ is trivially in good position with
respect to D,D∗. 
1.5. Refined algebraic cobordism. We complete the definition of Ω∗(−)D∗ .
Definition 1.11. Let X be in Schk and let D1, . . . ,Dr be pseudo-divisors
on X. Let 〈RSect∗ 〉(X)D∗ be the subgroup of Z∗(X)D∗ generated by elements
of the form
[f : Y → X,L1, . . . , Lm]− [f ◦ i : Z → X, i
∗(L1), . . . , i
∗(Lm−1)],
with m > 0, [f : Y → X,L1, . . . , Lm] a cobordism cycle in Z∗(X)D∗ and
i : Z → Y the closed immersion of the smooth subscheme defined by the
vanishing of a section s : Y → Lm transverse to the zero-section, such that
Z is in good position with respect to D∗.
We define Ω∗(X)D∗ by
Ω∗(X)D∗ := Z∗(X)D∗/〈R
Sect
∗ 〉(X)D∗ .
Let 0 ≤ s ≤ r and let D′∗ be the sequence D1, . . . ,Ds. The map resD∗/D′∗ :
Z∗(X)D∗ → Z∗(X)D′∗ descends to resD∗/D′∗ : Ω∗(X)D∗ → Ω∗(X)D′∗ . The
operations f∗, f∗ and c˜1(L), as well as the external products also descend to
the quotient Ω∗(−)D∗ of Z∗(−)D∗ and the maps resD∗/D′∗ are natural with
respect to the operations and products.
We have the universal formal group law (FL,L∗) with coefficient ring L∗
the Lazard ring. If T1, T2 : B → B are commuting locally nilpotent operators
on an abelian group B, and F (u, v) =
∑
i,j aiju
ivj is a power series with L∗-
coefficients, we have the well-defined L∗-linear operator F (T1, T2) : L∗⊗B →
L∗ ⊗B defined by
F (T1, T2)(a⊗ b) :=
∑
i,j
aaij ⊗ (T
i
1 ◦ T
j
2 )(b).
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Definition 1.12. For X in Schk, let 〈R
FGL
∗ 〉(X)D∗ be the L∗-submodule
of L∗ ⊗ Ω∗(X)D∗ generated by elements of the form
(Id⊗ f∗) (FL(c˜1(L), c˜1(M))(η) − c˜1(L⊗M)(η)) ,
where f : Y → X is in M(X)D∗ , L and M are line bundles on Y , and η is
in Ω∗(Y )f∗(D∗). We set
Ω∗(X)D∗ := L∗ ⊗ Ω∗(X)D∗/〈R
FGL
∗ 〉(X)D∗ .
For 0 ≤ s ≤ r and D′∗ the sequence D1, . . . ,Ds, the natural transfor-
mation resD∗/D′∗ : Ω∗(X)D∗ → Ω∗(X)D′∗ descends to an L∗-linear transfor-
mation resD∗/D′∗ : Ω∗(X)D∗ → Ω∗(X)D′∗ . The operations we have defined
for Ω∗(−)−: f
∗, f∗, c˜1(L) and external products, all descend to L∗-linear
or bi-linear operations on Ω∗(−)−, and the maps resD∗/D′∗ are natural with
respect to these operations.
If f : Y → X is an X-scheme, and D1, . . . ,Dr are pseudo-divisors on X,
we will often write Ω∗(Y )D∗ for Ω∗(Y )f∗(D∗), and similarly for Ω∗(Y )D∗ .
1.6. Refined divisor classes. The operators
c˜1(L) : Ω∗(X)D∗ → Ω∗−1(X)D∗
are locally nilpotent and commute with one another, thus, if we have line
bundles L1, . . . , Lm on X, and a power series F (u1, . . . , um) with L∗-coeffi-
cients (of total degree d), we have the L∗-linear endomorphism
F (c˜1(L1), . . . , c˜1(Lm)) : Ω∗(X)D∗ → Ω∗+d(X)D∗ .
This lifts to the level of L∗⊗Z∗(X)D∗ , giving us the L∗-linear endomorphism
F (c˜1(L1), . . . , c˜1(Lm)) : L∗ ⊗Z∗(X)D∗ → L∗ ⊗Z∗+d(X)D∗ .
If we have a morphism f : X ′ → X and an element η ∈ Ω∗(X
′)D∗ , we often
write F (c˜1(L1), . . . , c˜1(Lm))(η) for F (c˜1(f
∗L1), . . . , c˜1(f
∗Lm))(η), when the
context makes the meaning clear; we similarly write F (c˜1(L1), . . . , c˜1(Lm))(η)
for F (c˜1(f
∗L1), . . . , c˜1(f
∗Lm))(η) for an η ∈: L∗ ⊗Z∗(X
′)D∗ .
If f : Y → X is in M(X)D∗ , we have the element 1
D∗
Y = [Id : Y → Y ] ∈
M∗(Y )D∗ . Given line bundles L1, . . . , Lm on Y we define
[Y ;F (L1, . . . , Lm)]D∗
:= F (c˜1(L1), . . . , c˜1(Lm))(1
D∗
Y ) ∈ L∗ ⊗Z∗(Y )D∗
and
[Y ;F (L1, . . . , Lr)]D∗ := F (c˜1(L1), . . . , c˜1(Lm))(1
D∗
Y ) ∈ Ω∗(Y )D∗ .
As above, if f : Y ′ → Y is a morphism, we often write [Y ′;F (L1, . . . , Lm)]D∗
for [Y ′;F (f∗L1, . . . , f
∗Lm)]D∗
and similarly write [Y ′;F (L1, . . . , Lr)]D∗ for
[Y ′;F (f∗L1, . . . , f
∗Lr)]D∗ .
We recall some notation from [6, §3.1.1]. Let n1,. . ., nm be non-negative
integers. We have the power series with L∗-coefficients F
n1,...,nm giving the
sum in the universal group law (FL,L∗):
Fn1,...,nm(u1, . . . , um) = n1 ·F u1 +F . . . +F nm ·F um.
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We have the canonical decomposition
Fn1,...,nm(u1, . . . , um) =
∑
J
uJFn1,...,nmJ (u1, . . . , um).
Here J = (j1, . . . , jm) ∈ {0, 1}
m, uJ := uj11 · · · u
jm
m and F
n1,...,nm
J is a power
series with L-coefficients that only involves the ui with ji = 1; this property
and the above identity uniquely characterize the Fn1,...,nmJ .
If E =
∑m
i=1 niEi is a simple normal crossing divisor on a scheme Y ∈
Smk, with support |E| and irreducible components E1, . . . , Em, we have for
J ∈ {0, 1}m the face EJ := ∩ji=1Ei, inclusions ι
J : EJ → |E|, iJ : E
J → Y ,
and line bundlesOY (Ei)
J := i∗J(OY (Ei)) on E
J . We have defined the divisor
class [E → |E|] of Ω∗(|E|) by the formula (see [6, definition 3.1.5])
[E → |E|] :=
∑
J
ιJ∗ ([E
J ;Fn1,...,nmJ (OY (E1)
J , . . . , OY (Em)
J )]).
Suppose now that we have f : Y → X in M(X)D∗ , and a simple normal
crossing divisor E on Y , such that E is admissible with respect to D∗. Write
E =
∑m
i=1 niEi, with the Ei irreducible, as above.
Since E is admissible with respect to D∗, IdEJ is in M(E
J )D∗ for each
index J , so we have the class
[EJ ;Fn1,...,nmJ (OW (E1)
J , . . . , OW (Em)
J)]D∗ ∈ Ω∗(E
J)D∗ ,
giving the refined divisor class
[E → |E|]D∗ :=
∑
J
ιJ∗ [E
J ;Fn1,...,nmJ (OY (E1)
J , . . . , OY (Em)
J)]D∗
in Ω∗(|E|)D∗ . In fact, the same formula gives us a well-defined class
[E → |E|]
D∗
:=
∑
J
ιJ∗ [E
J ;Fn1,...,nmJ (OY (E1)
J , . . . , OY (Em)
J)]
D∗
in L∗ ⊗Z∗(|E|)D∗ lifting [E → |E|]D∗ .
If we have a pseudo-divisor E˜ on Y such that E := divE˜ is a Cartier
divisor on Y , admissible with respect to D∗, we often write [E˜ → |E˜|]D∗
for [E → |E|]D∗ ; if f : |E| → X
′ is a projective morphism of finite type
X-schemes, we write [E → X ′]D∗ for f∗([E → |E|]D∗) and [E → X
′]
D∗
for
f∗([E → |E|]D∗
). These divisor classes and those for a truncated sequence
D′∗ := D1, . . . ,Ds are compatible via the forget maps resD∗/D′∗ .
Lemma 1.13. Let D1, . . . ,Dr be pseudo-divisors on some Y ∈ Smk and let
E be a simple normal crossing divisor on Y , admissible with respect to D∗.
Write E =
∑m
i=1 niEi with each Ei smooth, but not necessarily irreducible.
We assume that Ei and Ej have no common components if i 6= j. For
each index J = (j1, . . . , jm) ∈ {0, 1}
m let EJ = ∩ji=1Ei, with inclusions
ιJ : EJ → |E|, iJ : E
J → Y . Let Li = OY (Ei), L
J
i = i
∗
JLi. Then
[E → |E|]D∗ =
∑
J
ιJ∗ ([E
J ;Fn1,...,nmJ (L
J
1 , . . . , L
J
m)]D∗)]).
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in Ω∗(|E|)D∗ .
Proof. For each i, write Ei = ∐
pi
j=1Eij , with Eij irreducible (and smooth).
Then E =
∑m
i=1
∑pi
j=1 niEij. Let n
(pi)
i be the sequence ni, . . . , ni, with pi
terms. For J∗ = (J1, . . . , Jm) ∈ {0, 1}
p1 × . . . × {0, 1}pm , Ji = (ji1, . . . , jipi),
we have the corresponding face EJ∗ of E,
EJ∗ = ∩mi=1 ∩jik=1 Eik.
We let ui∗ = ui1, . . . , uipi . The formal group law sum
Fn
(p1)
1 ,...,n
(pm)
m (u1∗, . . . , um∗)
:= n1 ·F (u11 +F . . .+F u1p1) +F . . . +F nm ·F (um1 +F . . . +F umpm)
decomposes following our usual conventions as
Fn
(p1)
1 ,...,n
(pm)
m (u1∗, . . . , um∗) =
∑
J∗
uJ∗F
n
(p1)
1 ,...,n
(pm)
m
J∗
(u1∗, . . . , um∗),
where uJ∗ =
∏
ij u
jik
ik . We let Lij = OY (Eij), L
J∗
ij the restriction of Lij to
EJ∗ , and write LJ∗i∗ for the sequence L
J∗
i1 , . . . , L
J∗
ipi
and let ιJ∗ : EJ∗ → |E| be
the inclusion. With these notations, the divisor class [E → |E|]D∗ is
[E → |E|]D∗ =
∑
J∗
ιJ∗∗ ([E
J∗ ;F
n
(p1)
1 ,...,n
(pm)
m
J∗
(LJ∗1∗ , . . . , L
J∗
m∗)]D∗).
Fix an index J = (j1, . . . , jm) ∈ {0, 1}
m. The divisor Ei thus contains E
J
if and only if ji = 1.
To each J = (j1, . . . , jm) as above, the closed subscheme E
J breaks up
as a disjoint union of certain faces EJ∗ , namely, exactly for those J∗ =
(J1, . . . , Jm) such that, if ji = 0, then Ji = (0, . . . , 0) = 0
pi , and if ji = 1,
then the index Ji ∈ {0, 1}
pi contains exactly one 1; if this 1 appears in the
qth spot, we write this as Ji = e
(pi)
q . Since Eij ∩Eij′ = ∅ for j 6= j
′, the face
EJ∗ is empty if one Ji contains more than one 1, and thus E
J is the disjoint
union of the faces EJ∗ with Ji = 0
pi if ji = 0 and Ji = e
(pi)
qi for some qi with
1 ≤ qi ≤ pi if ji = 1. For such a J∗, we set qi = 0 if ji = 0, set e
(pi)
0 = 0
pi , set
q∗ = (q1, . . . , qm), and write the index J∗ = (e
(p1)
q1 , . . . , e
(pm)
qm ) as J∗ = J(q∗).
Let S(J) ⊂
∏m
i=1{0, . . . , pi} be the subset consisting of those q∗ such that
qi = 0 if and only if ji = 0. In this notation, we have
EJ = ∐q∗∈S(J)E
J(q∗).
Take q∗ ∈ S(J). We claim that for each i such that ji = 1,
c˜1(Li)(1
D∗
EJ(q∗)
) = c˜1(Liqi)(1
D∗
EJ(q∗)
)
in Ω∗(E
J(q∗))D∗ . Indeed, Eij ∩ E
J(q∗) = ∅ for all j 6= qi. Applying the
relations 〈RSect∗ 〉(E
J(q∗))D∗ for the empty divisor, we have c˜1(Lij)(1
D∗
EJ(q∗)
) =
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0 for all j 6= qi. Noting that Li = ⊗
pi
j=1Lij and applying the formal group
relations 〈RFGL∗ 〉(E
J(q∗))D∗ we have
c˜1(Li)(1
D∗
EJ(q∗)
) = F 1,...,1(c˜1(Li1), . . . , c˜1(L1pi))(1
D∗
EJ(q∗)
) = c˜1(Liqi)(1
D∗
EJ(q∗)
).
Since Fn1,...,nmJ (u1, . . . , um) does not involve ui if ji = 0, this gives the
relation
Fn1,...,nmJ (c˜1(L1), . . . , c˜1(Lm))(1
D∗
EJ(q∗)
)
= Fn1∗,...,nm∗J(q∗) (c˜1(L1∗), . . . , c˜1(Lm∗))(1
D∗
EJ(q∗)
)
in Ω∗(E
J(q∗))D∗ . Therefore∑
J
ιJ∗ ([E
J ;Fn1,...,nmJ (L
J
1 , . . . , L
J
m)]D∗)
=
∑
J
ιJ∗ (F
n1,...,nm
J (c˜1(L1), . . . , c˜1(Lm))(1
D∗
EJ
))
=
∑
J
∑
q∈S(J)
ι
J(q∗)
∗ (F
n1,...,nm
J (c˜1(L1), . . . , c˜1(Lm))(1
D∗
EJ(q∗)
))
=
∑
J
∑
q∈S(J)
ι
J(q∗)
∗ (F
n1∗,...,nm∗
J(q∗)
(c˜1(L1∗), . . . , c˜1(Lm∗))(1
D∗
EJ(q∗)
))
=
∑
J∗
ιJ∗∗ (F
n1∗,...,nm∗
J∗
(c˜1(L1∗), . . . , c˜1(Lm∗))(1
D∗
EJ∗
))
= [E → |E|]D∗ .

Lemma 1.14. Let E be a simple normal crossing divisor on some Y ∈ Smk.
Let D1, . . . ,Dr be pseudo-divisors on Y . Suppose that IdY is in M(Y )D∗
and that E is in good position with respect to D∗. Then
[E → Y ]D∗ = [Y ;OY (E)]D∗
in Ω∗(Y )D∗.
Proof. Write E =
∑m
i=1 niEi with the Ei irreducible and let , i : |E| → Y be
the inclusion. For J = (j1, . . . , jm) ∈ {0, 1}
m, let EJ be the corresponding
face of E with inclusions ιJ : EJ → |E|, iJ : EJ → Y . If ji = 1 for some i, let
J ′ = (j1, . . . , ji − 1, . . . , jm). Then by lemma 1.10(5), the subscheme E
J of
EJ
′
is a divisor in good position with respect to D∗. Repeated applications
of the relations 〈RSect∗ 〉(−)D∗ thus give us the relation
iJ∗
(
F (c˜1(L
J
1 ), . . . , c˜1(L
J
m)))(1
D∗
EJ
)
)
= (c˜1(L∗)
JF (c˜1(L
J
1 ), . . . , c˜1(L
J
m)))(1
D∗
Y )
for arbitrary power series F (u1, . . . , um) ∈ L∗[[u1, . . . , um]] and line bundles
L1, . . . , Lm on Y , where L
J
i := i
∗
JLi and c˜1(L∗)
J := c˜1(L1)
j1 ◦ . . .◦ c˜1(Lm)
jm .
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Applying this to the definition of [E → |E|]D∗ gives us
[E →Y ]D∗
= i∗([E → |E|]D∗)
= i∗(
∑
J
ιJ∗ (F
n1,...,nm
J (c˜1(OY (E1)
J ), . . . , c˜1(OY (Em)
J ))(1D∗
EJ
))
=
∑
J
(c˜1(OY (E∗))
J ◦ Fn1,...,nmJ (c˜1(OY (E1)), . . . , c˜1(OY (Em))))(1
D∗
Y )
= Fn1,...,nm(c˜1(OY (E1)), . . . , c˜1(OY (Em)))(1
D∗
Y )
= c˜1(OY (E))(1
D∗
Y ) = [Y ;OY (E)]D∗ .

Lemma 1.15. Take Y in Smk with pseudo-divisors D1, . . . ,Dr on Y such
that IdY is in M(Y )D∗. Let Z1, Z2 be smooth disjoint divisors on Y .
(1) Assume that at least one of Z1, Z2 is in good position with respect to D∗.
Then
c˜1(OY (Z1)) ◦ c˜1(OY (Z2))(1
D∗
Y ) = 0
in Ω∗(Y )D∗.
(2) Let D be an effective Cartier divisor on Y , let C be an effective Cartier
divisor on Y with support contained in |D| and let i : |C| → Y be the
inclusion. Suppose that IdY is in M(Y )D,D∗ and that Z1 + Z2 is in good
position with respect to D,D∗. Then c˜1(OY (Z1)) ◦ c˜1(OY (Z2))(1
D∗
CJ
) = 0 in
Ω∗(C
J)D∗ for each face C
J of C, and
c˜1(i
∗OY (Z1)) ◦ c˜1(i
∗OY (Z2))([C → |C|]D∗) = 0
in Ω∗(|C|)D∗ .
Proof. We first prove (2), assuming (1). From the hypotheses in (2) it
follows that D is the leading pseudo-divisor for IdY with respect to D,D∗.
By lemma 1.4, C is a simple normal crossing divisor on Y , admissible with
respect to D∗; in particular, the divisor class [C → |C|]D∗ is defined.
Write C =
∑m
j=1 niCj with each Ci irreducible. For each J ∈ {0, 1}
m,
write CJ as a disjoint union of irreducible components, CJ = ∐jC
J
j , and let
ιJj : C
J
j → |C|, i
J
j : C
J
j → Y be the inclusions. Then each inclusion C
J
j → Y
is in M(Y )D∗ , so the unit elements 1
D∗
CJj
∈ M(CJj )D∗ are all defined.
Let ηJ,j = c˜1(i
J∗
j OY (Z1))◦ c˜1(i
J∗
j OY (Z2))(1
D∗
CJj
). In Ω∗(|C|)D∗ we have the
identity
c˜1(i
∗OY (Z1)) ◦ c˜1(i
∗OY (Z2))([C → |C|]D∗)
=
∑
J,j
Fn1,...,nmJ (c˜1(i
∗OX(C1)), . . . , c˜1(i
∗OY (Cm)))(ι
J
j∗(ηJ,j)).
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If CJj is not contained in Z1 ∪ Z2, then Z1 ∩ C
J
j and Z2 ∩ C
J
j are smooth
disjoint divisors on CJj ; by lemma 1.10(2), these are both in good position
with respect to D∗. Thus (1) (for Y = C
J
j ) implies that ηJ,j = 0.
If CJj is contained in say Z1, then C
J
j ∩Z2 = ∅ and thus i
J∗
j OY (Z2)
∼= OCJj
.
Using the relations 〈RSect∗ 〉(C
J
j )D∗ in the case of an empty divisor, we see
that c˜1(i
J∗
j OY (Z2))(1
D∗
CJj
) = 0, so ηJ,j = 0 in this case as well, and (2) follows.
For (1), let ij : Zj → Y be the inclusion. Since c˜1(OY (Z1)) and c˜1(OY (Z2))
commute, we may assume that Z2 is in good position with respect to D∗.
Using the relations 〈RSect∗ 〉(Y )D∗ gives
c˜1(OY (Z1)) ◦ c˜1(OY (Z2))(1
D∗
Y ) = iZ2∗
(
c˜1(i
∗
2OX(Z1))(1
D∗
Z2
)
)
in Ω∗(Y )D∗ . Using 〈R
Sect
∗ 〉(Z2)D∗ , again in the case of an empty divisor,
gives c˜1(i
∗
2OX(Z1))(1
D∗
Z2
) = 0 in Ω∗(Z2)D∗ . 
Lemma 1.16. Let f : X → Z be a morphism in Schk with Z in Smk, and
let L1, . . . , Lm be line bundles on Z with m > dimkZ. Let D1, . . . ,Dr be
pseudo-divisors on X. Then the operator c˜1(f
∗L1) ◦ . . . ◦ c˜1(f
∗Lm) vanishes
on Ω∗(X)D∗ .
Proof. We proceed by induction on dimkZ. Since the operators c˜1(L) are
L∗-linear and commute with each other, it suffices to show that the operator
in question vanishes on elements g : Y → X of M(X)D∗ . The identity
c˜1(f
∗L1) ◦ . . . ◦ c˜1(f
∗Lm)(g : Y → X) = g∗((IdY , (fg)
∗L1, . . . , (fg)
∗Lm))
reduces us to the case X = Y , g = IdY , that is, it suffices to show that
(IdY , f
∗L1, . . . , f
∗Lm) = 0 in Ω∗(Y )D∗ ,
assuming IdY is in M(Y )D∗ and m > dimkZ.
We may assume that Y is irreducible. As before, we may assume that
|Di| 6= Y for all i. Using the formal group law, we reduce to the case of very
ample line bundles Li (see for example the proof of [6, lemma 3.2.6]).
Assume that r ≥ 1. Then D1 is the leading pseudo-divisor for IdY and
by lemma 1.4, divD1 is a simple normal crossing divisor on Y .
If dimkZ = 0, all the line bundles are trivial, hence have a nowhere
vanishing section. We may then use the relations in 〈RSect∗ 〉(Y )D∗ (for the
empty divisor) to conclude that (IdY , f
∗L1, . . . , f
∗Lm) = 0.
Suppose now that dimkZ > 0. Let s be a section of Lm. By Bertini’s
theorem, we may choose s so that s = 0 is a smooth divisor i¯ : Z¯ → Z on Z.
Let H be the divisor of f∗s with inclusion i : |H| → Y , and let f¯ : |H| → Z¯
be the induced morphism.
By Bertini’s theorem again, we may choose s so that H +D1 is a simple
normal crossing divisor on Y . In other words, H is in good position with
respect to D∗.
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By lemma 1.14, we have the identity in Ω∗(Y )D∗
[H → Y ]D∗ = [Y ;OY (H)]D∗ = [Y ; f
∗Lm]D∗ .
Thus
(IdY , f
∗L1, . . . , f
∗Lm)
= c˜1(f
∗L1) ◦ . . . ◦ c˜1(f
∗Lm−1)([H → Y ]D∗)
= i∗(c˜1(f¯
∗(¯i∗L1)) ◦ . . . ◦ c˜1(f¯
∗(¯i∗Lm−1))([H → |H|]D∗)).
As this last element is zero by our induction hypothesis, the lemma is proved
in case r ≥ 1. If r = 0, the same proof works, except that we need only
assume that Z¯ and H are smooth. 
2. Intersection with a pseudo-divisor
2.1. The intersection map. We construct the intersection map and derive
some of its basic properties.
Let D,E1, . . . , Er be pseudo-divisors on X. Let f : Y → X be in
M(X)D,E∗ with Y irreducible, and consider a cobordism cycle
η := (f : Y → X,L1, . . . , Lm) ∈ Z∗(X)D,E∗ .
Let C be a pseudo-divisor on X with C supported in D. In particular,
if f(Y ) 6⊂ |D|, then divf∗C is an effective Cartier divisor with support
contained in |divf∗D|.
We define the element C(η)E∗ ∈ L∗ ⊗ Z∗(|D|)E∗ as follows: Suppose
f(Y ) ⊂ |D|. Let fD : Y → |D| be the morphism induced by f ; in this case
Z∗(Y )D,E∗ = Z∗(Y )E∗ . Let ηY := (IdY , L1, . . . , Lm) ∈ Z∗(Y )E∗ . We define
C(η)E∗ := 1⊗ f
D
∗ (c˜1(f
∗OX(C))(ηY )) ∈ L∗ ⊗Z∗−1(|D|)E∗ .
If f(Y ) 6⊂ |D|, then D is the leading pseudo-divisor for f , hence divf∗D
is a simple normal crossing divisor on Y and thus C˜ := divf∗C is also a
simple normal crossing divisor on Y , with |C˜| ⊂ |f∗D|. By lemma 1.4, divD
is admissible with respect to E∗. Since each face of C˜ is a face of divf
∗D, C˜
is also admissible and the divisor class [C˜ → |f∗D|]
E∗
∈ L∗⊗Z∗(|f
∗D|)E∗ is
defined. We let fD : |f∗D| → |D| be the restriction of f , LDi the restriction
of Li to |f
∗D|, and define
C(η)E∗ := f
D
∗ (c˜1(L
D
1 ) ◦ . . . ◦ c˜1(L
D
m)([C˜ → |f
∗D|]
E∗
)) ∈ L∗ ⊗Z∗−1(|D|).
We extend this operation to a homomorphism C(−)E∗ : L∗ ⊗Z∗(X)D,E∗ →
L∗ ⊗Z∗−1(|D|)E∗ by L∗-linearity.
Definition 2.1. Let D,E1, . . . , Er be pseudo-divisors on X and let C be
a pseudo-divisor on X supported in D. Let can : L∗ ⊗ Z∗−1(|D|)D,E∗ →
Ω∗(|D|)D,E∗ be the canonical surjection. The homomorphism
C(−)E∗ : L∗ ⊗Z∗(X)D,E∗ → Ω∗−1(|D|)E∗
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is defined to be the composition
L∗ ⊗Z∗(X)D,E∗
C(−)E∗−−−−−→ [L∗ ⊗Z∗(|D|)E∗ ]∗−1
can
−−→ Ω∗−1(|D|)E∗ .
We will sometimes drop the subscript E∗, writing C(−) for C(−)E∗ and
C(−) for C(−)E∗ , if the context carries the meaning. We will also often
ignore the shift by -1 in the grading.
The next two results follow directly from the definitions:
Lemma 2.2. Let X be a finite type k-scheme with pseudo-divisors D,
E1, . . . , Er and let C be a pseudo-divisor on X supported in D. Let g :
X ′ → X be a morphism of finite type and let gD : |g
∗D| → |D| be the re-
striction of g.
(1) Suppose that g is projective. Let η be in Z∗(X
′)D,E∗. Then g∗η is in
Z∗(X)D,E∗, and
gD∗(g
∗C(η)E∗) = C(g∗η)E∗
in L∗ ⊗Z∗(|D|)E∗ .
(2) Suppose that g is smooth and quasi-projective. Let η be in Z∗(X)D,E∗ .
Then g∗η is in Z∗(X
′)D,E∗, gD is smooth and quasi-projective, and
g∗D(C(η)E∗) = g
∗C(g∗η)E∗
in L∗ ⊗Z∗(|g
∗D|)E∗ .
Lemma 2.3. Let X be a finite type k-scheme, with pseudo-divisors D,
E1, . . . , Er and let C be a pseudo-divisor supported in D. Let L be a line
bundle on X, let LD be the restriction of L to |D| and take η in Z∗(X)D,E∗ .
Then
c˜1(L
D)(C(η)E∗) = C(c˜1(L)(η))E∗
in L∗ ⊗Z∗(|D|)E∗ .
Lemma 2.4. Let f : Y → X a morphism in M(X)D,E∗, let C be a pseudo-
divisor on X supported in |D| and let L1, . . . , Lm be line bundles on Y with
m ≥ dimkY . Then
C((Y → X,L1, . . . , Lm))E∗ = 0
in L∗ ⊗Z∗(|D|)E∗ .
Proof. We may suppose Y to be irreducible. Write C˜ for f∗C, and let
fD : |f∗D| → |D| be the restriction of f . Using lemmas 2.2 and 2.3, we
have
C((f : Y → X,L1, . . . , Lm))E∗ = f
D
∗
(
c˜1(L1) ◦ . . . ◦ c˜1(Lm)(C˜(1
D,E∗
Y )E∗)
)
.
If f(Y ) ⊂ |D|, then C˜(1D,E∗Y ) = c˜1(OY (C˜))(1
D,E∗
Y ), and thus
c˜1(L1) ◦ . . . ◦ c˜1(Lm)(C˜(1
D,E∗
Y )E∗) = (IdY , L1, . . . , Lm, OY (C˜)) = 0
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in Z∗−1(Y )E∗ , using the relations 〈R
Dim
∗ 〉(Y )E∗ . If f(Y ) 6⊂ |D|, then
C˜(1D,E∗Y ) is a sum of terms of the form
a · ιJ∗ ((C˜
J ,M1, . . . ,Ms)),
with a ∈ L∗, ι
J : C˜J → Y the inclusion of a face of C˜, and the Mi line
bundles on CJ . Thus c˜1(L1) ◦ . . . ◦ c˜1(Lm)(C˜(1
D,E∗
Y )) is a sum of terms of
the form
a · ιJ∗ ((C˜
J ,M1, . . . ,Ms, ι
J∗L1, . . . , ι
J∗Lm)), a ∈ L∗.
Since dimkC˜
J < dimkY for each face C˜
J , the terms
(C˜J ,M1, . . . ,Ms, ι
J∗L1, . . . , ι
J∗Lm)
vanish in Z∗(C˜
J)E∗ (using the relations 〈R
Dim
∗ 〉(C˜
J)E∗), whence the result.

Let F (u1, . . . , um) be a power series with L∗-coefficients, let L1, . . . , Lm
be line bundles on X, and let f : Y → X be in M(X)D,E∗ . Let FN denote
the truncation of F after total degree N . By lemma 2.4, we have, for all
N ≥ dimkY and all n ≥ 0,
C(FN (c˜1(L1), . . . , c˜1(Lm))([f ]))E∗ = C(FN+n(c˜1(L1), . . . , c˜1(Lm))([f ]))E∗ .
Thus, for η ∈ L∗ ⊗Z∗(X)D,E∗ , we may set
C(F (c˜1(L1), . . . , c˜1(Lm))(η))E∗ := lim
N→∞
C(FN (c˜1(L1), . . . , c˜1(Lm))(η))E∗ ,
as the terms in the limit are eventually constant in N .
With this definition, lemma 2.3 extends to power series in the Chern class
operators.
Lemma 2.5. Let D,E1, . . . , Er be pseudo-divisors on X and take η in L∗⊗
Z∗(X)D,E∗. Let f
D : |f∗D| → |D| be the restriction of f and let i : |f∗D| →
Y be the inclusion. Let C be a pseudo-divisor on X supported in D, let
F (u1, . . . , um) be a power series with L∗-coefficients, and let L1, . . . , Lm be
line bundles on X. Then
C(f∗(F (c˜1(L1), . . . , c˜1(Lm))(η))E∗
= fD∗
(
F (c˜1(i
∗L1), . . . , c˜1(i
∗Lm))(f
∗C(η)E∗)
)
in L∗ ⊗Z∗(D)E∗.
Lemma 2.6. Let D,E1, . . . , Er be pseudo-divisors on X, let f : Y → X be
in M(X)D,E∗ with Y irreducible, and let Z → Y be a smooth codimension
one closed subscheme of Y . We suppose that Z is in good position with
respect to D,E∗ and that |f
∗D| 6= Y . Let C be an effective Cartier divisor
on Y supported in |f∗D|.
(1) Suppose that no component of Z is contained in |C| and let iZ : Z → Y ,
iCZ : |i
∗
ZC| → |C|, iC : |C| → Y be the inclusions. Then
iCZ∗([i
∗
ZC → |i
∗
ZC|]E∗) = c˜1(i
∗
COY (Z))([C → |C|]E∗)
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in Ω∗(|C|)E∗ .
(2) Suppose that no component of Z is contained in |f∗D|, and let i :
|f∗D| → Y be the inclusion. Then
C([Z → Y ]D,E∗)E∗ = c˜1(i
∗OY (Z))([C → |f
∗D|]E∗)
in Ω∗(|f
∗D|)E∗.
Proof. We first check that all the terms in (1) and (2) are defined. By
assumption, f is in M(X)D,E∗ and Y 6⊂ |f
∗D|, so D is the leading pseudo-
divisor for f with respect to D,E∗ and divf
∗D is therefore a simple normal
crossing divisor on Y . Since Z is in good position with respect to D,E∗, Z
is admissible with respect to D,E∗ by remark 1.9(1). The divisor divf
∗D
is admissible with respect to E∗ by lemma 1.4 and thus C is also admissible
with respect to E∗. By lemma 1.10(2) each face of C +Z contained in D is
admissible with respect to E∗ and thus the simple normal crossing divisor
i∗ZC on Z is admissible with respect to E∗.
Next, we note that (1) implies (2). Indeed, assuming that no component
of Z is contained in |f∗D|, we have
C([Z → Y ]D,E∗)E∗ = (iDC∗ ◦ iCZ∗)([i
∗
ZC → |i
∗
ZC|]E∗),
where iDC : |C| → |f
∗D| is the inclusion. Thus, (2) follows by applying
iDC∗ to the identity in (1). We now prove (1).
Write C =
∑m
i=1 niCi, with each Ci irreducible. The divisor class [C →
|C|]E∗ is a sum over the faces C
J of C,
[C → |C|]E∗ =
∑
J
ιJ∗ ([C
J ;Fn1,...,nmJ (L
J
1 , . . . , L
J
m)]E∗),
where ιJ : CJ → |C| is the inclusion, Li = OW (Ci) and L
J
i is the restriction
of Li to C
J .
Since no component of Z is contained in |C|, it follows that the intersection
CJZ := Z ∩ C
J is transverse, so CJZ is a smooth codimension one closed
subscheme of CJ . It follows from lemma 1.10(2) that CJZ ⊂ C
J is in good
position with respect to E∗.
Thus, the relations in 〈RSect∗ 〉(|C|)E∗ imply that
c˜1(i
∗OY (Z))([C → |C|]E∗) =
∑
J
iZJ∗ ([C
J
Z ;F
n1,...,nm
J (L
ZJ
1 , . . . , L
ZJ
m )]E∗),
where iZJ : CJZ → |C| is the inclusion, and L
ZJ
i is the restriction of Li to
CJZ . By lemma 1.13
[i∗ZC → |i
∗
ZC|]E∗ =
∑
J
ιZJ∗ ([C
J
Z ;F
n1,...,nm
J (L
ZJ
1 , . . . , L
ZJ
m )]E∗),
where ιZJ∗ : C
J
Z → |i
∗
ZC| = |C|∩Z is the inclusion, and since i
ZJ
∗ = iCZ∗◦ι
ZJ
∗ ,
(1) follows. 
We will need a strengthening of lemma 2.6.
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Lemma 2.7. Let Y be in Smk and irreducible. Let iZ : Z → Y be a
codimension one closed subscheme, smooth over k. Let D,E1, . . . , Er be
pseudo-divisors on Y such that IdY is inM(Y )D,E∗ and Z is in good position
with respect to D,E∗. Let C be a pseudo-divisor on Y supported in D. We
suppose that |D| 6= Y and let iD : |D|toY be the inclusion. Then
(2.1) C([Z → Y ]D,E∗)E∗ = c˜1(i
∗
DOY (Z))([C → |D|]E∗)
in Ω∗(|D|)E∗ .
Proof. The condition that Z is in good position with respect toD,E∗ implies
by remark 1.9(1) that iZ : Z → Y is in M(Y )D,E∗ and thus C([Z →
Y ]D,E∗)E∗ is defined. Similarly, the simple normal crossing divisor divD on
Y is admissible with respect to E∗ by lemma 1.4, hence divC is admissible
and [C → |D|]E∗ is also defined.
We first reduce to the case of irreducible Z. Write Z =
∑m
i=1 Zi with
Zi irreducible. Then each Zi is in good position with respect to D,E∗. By
lemma 1.15(2)
c˜1(i
∗
DOY (Zi) ◦ c˜1(i
∗
DOY (Zj))([C → |D|]E∗) = 0
for all i 6= j and therefore, using the relations 〈RFGL∗ 〉(|D|)E∗ , we have
c˜1(i
∗
DOY (Z))([C → |D|]E∗) =
r∑
i=1
c˜1(i
∗
DOY (Zi))([C → |D|]E∗).
As [Z → Y ]D,E∗ =
∑m
i=1[Zi → Y ]D,E∗ , it suffices to handle the case of
irreducible Z.
In case Z is not contained in |D| the result follows from lemma 2.6, so
we may suppose that Z ⊂ |D|. As Z is then a component of divD, Z is
admissible with respect to E∗ and with respect to D,E∗.
We first consider the case in which Z is not a component of |divC|. By
lemma 1.10(2), the simple normal crossing divisor i∗ZdivC on Y is in good
position with respect to E∗, and thus by lemma 1.14, we have the identity
(2.2) [divi∗ZC → Z]E∗ = c˜1(i
∗
ZOY (C))(1
E∗
Z )
in Ω∗(Z)E∗ . Let ιZ : Z → |D| be the inclusion. Applying ιZ to the identity
(2.2) and using Lemma 2.6(1) gives us the identities
ιZ∗(c˜1(i
∗
ZOY (C))(1
E∗
Z )) = ιZ∗([divi
∗
ZC → Z]E∗) = c˜1(i
∗
DOY (Z))([C → |D|]E∗).
As Z ⊂ |D|, we have
C([Z → Y ]D,E∗)E∗ = ιZ∗(c˜1(i
∗
ZOY (C))(1
E∗
Z )),
which yields the result in this case.
We now assume that Z is a component of divC. Write divC =
∑m
i=1 niCi,
with the Ci irreducible and with Z = C1. For a face C
J of divC, we have
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the following diagram of inclusions
CJ ∩ Z
τJ
//
ηJ

CJ
ιJxx♣♣
♣♣
♣♣
iJ

|D| iD
''◆
◆◆
◆◆
◆
Z
iZ
//
ιZ 66♠♠♠♠♠♠♠♠♠
Y.
Since Z is in good position with respect to D,E∗, it follows from lemma 1.10
that the Y -schemes CJ , CJ∩Z are all inM(Y )E∗ , and if C
J is not contained
in Z, then CJ ∩ Z ⊂ CJ is in good position with respect to E∗.
Since
n1 ·F u1 +F + . . . +F nm ·F um = F
n1,...,nm(u1, . . . , um)
=
∑
J
uJFn1,...,nmJ (u1, . . . , um),
we have
c˜1(OY (C)) =
∑
J
c˜1(OY (C∗))
JFJ(c˜1(OY (C1)), . . . , c˜1(OY (Cm))),
where FJ := F
n1,...,nm
J and for J = (j1, . . . , jm) ∈ {0, 1}
m
c˜1(OY (C∗))
J = c˜1(OY (C1))
j1 ◦ . . . ◦ c˜1(OY (Cm))
jm .
Since we therefore have
C([Z → Y ])E∗ = c˜1(i
∗
DOY (C))([Z → |D|]E∗)
=
∑
J
ιY ∗
(
c˜1(OY (C∗))
J([Z;FJ (OY (C1), . . . , OY (Cm))]E∗)
)
and
c˜1(OY (Z))([C → |D|]E∗)
=
∑
J
ιJ∗
(
c˜1(OY (Z))([C
J ;FJ(OY (C1), . . . , OY (Cm))]E∗)
)
,
it suffices to prove that
(2.3) ιJ∗
(
c˜1(OY (Z))([C
J ;FJ (OY (C1), . . . , OY (Cm))]E∗)
)
= ιZ∗
(
c˜1(OY (C∗))
J ([Z;FJ (OY (C1), . . . , OY (Cm))]E∗)
)
in Ω∗(|D|)E∗ , for each index J .
Suppose that J = (0, j2, . . . , jm), so no component of C
J is contained in
Z. Letting Ji = (0, 1, . . . , 1, 0, . . . , 0), with i 1’s, we may assume that J = Js
for some s ≥ 1. We have the sequence of closed subschemes
Z ∩CJs ⊂ Z ∩ CJs−1 ⊂ . . . ⊂ Z ∩CJ1 ⊂ Z,
24 M. LEVINE
with Z ∩ CJi a smooth divisor on Z ∩ CJi−1 , in good position with re-
spect to E∗ for each i = 1, . . . , s (lemma 1.10(4)). Applying the relations
〈RSect∗ (−)〉E∗ repeatedly, we see that
c˜1(OY (C∗))
J
(
[Z;FJ (OY (C1), . . . , OY (Cm))]E∗
)
= ηJ∗ [Z ∩ C
J ;FJ (OY (C1), . . . , OY (Cm))]E∗ .
Applying the same relations to the smooth divisor Z ∩CJ on CJ , which by
lemma 1.10(2) is in good position with respect to E∗, we have
c˜1(OY (Z))
(
[CJ ;FJ (OY (C1), . . . , OY (Cm))]E∗
)
= τJ∗ [Z ∩ C
J ;FJ (OY (C1), . . . , OY (Cm))]E∗ .
Since ιJ∗ ◦ τ
J
∗ = ιY ∗ ◦ η
J
∗ , these two identities yield the equality (2.3) in this
case.
In case J = (1, j2, . . . , jm), then C
J is contained in Z = C1. Letting
J ′ = (0, j2, . . . , jm), we have C
J = Z ∩ CJ
′
, and no component of CJ
′
is
contained in Z. Suppose that J ′ 6= (0, . . . , 0). As above, we have
ιJ
′
∗
(
c˜1(OY (Z))([C
J ′ ;FJ (OY (C1), . . . , OY (Cm))]E∗)
)
= ιZ∗
(
c˜1(OY (C∗))
J ′([Z;FJ (OY (C1), . . . , OY (Cm))]E∗)
)
in Ω∗(|D|)E∗ . Also, the smooth divisor C
J = Z ∩ CJ
′
on CJ
′
is in good
position with respect to E∗, and
c˜1(OY (Z))([C
J ′ ;FJ (OY (C1), . . . , OY (Cm))]E∗)
= τJ
′
∗ [C
J ;FJ (OY (C1), . . . , OY (Cm))]E∗
in Ω∗(C
J ′)E∗ . As ι
J = ιJ ◦ τJ
′
, this yields
ιJ∗
(
c˜1(OY (Z))([C
J ;FJ (OY (C1), . . .)]E∗)
)
= ιJ
′
∗
(
c˜1(OY (Z))
2([CJ
′
;FJ (OY (C1), . . .)]E∗)
)
= c˜1(OY (Z))
(
ιJ
′
∗
(
c˜1(OY (Z))([C
J ′ ;FJ(OY (C1), . . .)]E∗)
))
= c˜1(OY (Z))
(
ιY ∗(c˜1(OY (C∗))
J ′([Z;FJ (OY (C1), . . .)]E∗))
)
= ιZ∗
(
(c˜1(OY (C∗))
J([Z;FJ (OY (C1), . . .)]E∗)
)
,
verifying (2.3).
If J ′ = (0, . . . , 0), then J = (1, 0, . . . , 0), CJ = C1 = Z, i
J = iZ , ι
J = ιZ
and c˜1(OY (C∗))
J = c˜1(OY (Z)). The desired relation (2.3) becomes a simple
identity in this case, finishing the proof. 
3. Descent to Ω∗(X)D,E∗
Let X be a finite type k-scheme with pseudo-divisors D,E1, . . . , Er and
a pseudo-divisor C supported in D. We proceed in a series of steps to show
that intersection with C descends to C(−)E∗ : Ω∗(X)D,E∗ → Ω∗−1(|D|)E∗ .
INTERSECTION THEORY IN ALGEBRAIC COBORDISM 25
Step 1: The descent to Z∗(X)D,E∗ . Let pi : Y → Z be a smooth mor-
phism with Z and Y in Smk irreducible, L1, . . . , Lm line bundles on Z
with m > dimkZ, and f : Y → X a morphism in M(X)D,E∗ . Using lem-
mas 2.2 and 2.3, it suffices to show that (f∗C)(IdY , pi
∗L1, . . . , pi
∗Lm)E∗ = 0
in Ω∗(|f
∗D|)E∗ . Changing notation, we may assume that X = Y , f = IdY ,
and that either |D| 6= Y and divD is a simple normal crossing divisor on
Y , or |D| = Y . We need to show that C(IdY , pi
∗L1, . . . , pi
∗Lm)E∗ = 0 in
Ω∗(|D|)E∗ .
If Y = |D|, then
C(IdY , pi
∗L1, . . . , pi
∗Lm)E∗ = c˜1(OY (C))(IdY , pi
∗L1, . . . , pi
∗Lm)
= (IdY , pi
∗L1, . . . , pi
∗Lm, OY ),
which is zero in Ω∗(|D|)E∗ = Ω∗(Y )E∗ by the relations 〈R
Dim
∗ 〉(Y )E∗ .
If Y 6= |D| with inclusion i : |D| → Y and divD is a simple normal
crossing divisor on Y , then
C (IdY , pi
∗L1, . . . , pi
∗Lm)E∗
= c˜1((pi ◦ i)
∗L1) ◦ . . . ◦ c˜1((pi ◦ i)
∗Lm)([C → |D|]E∗).
To see that this class vanishes, apply lemma 1.16 to pi ◦ i : |D| → Z.
Step 2: The descent to Ω∗(X)D,E∗ . Let f : Y → X be in M(X)D,E∗ , let
Z → Y be a codimension one smooth closed subscheme in good position
with respect to D,E∗ and let C be a pseudo-divisor on X with support in
D. We may suppose that Y is irreducible. As in step 1, we reduce to the
case X = Y and f = IdY , and it suffices to show that
C([Y ;OY (Z)]D,E∗)E∗ = C([Z → Y ]D,E∗)E∗ .
If Y = |D|, then M(Y )D,E∗ = M(Y )E∗ , [Z → Y ]D,E∗ = [Z → Y ]E∗ and
the relations 〈RSect∗ 〉(Y )E∗ yield
C([Y ;OY (Z)]D,E∗)E∗ = c˜1(OY (C)) ◦ c˜1(OY (Z))(1
E∗
Y )
= c˜1(OY (C))([Z → Y ]E∗)
= C([Z → Y ]D,E∗)E∗ .
In case Y 6= |D|, then divD is a simple normal crossing divisor on Y , which
by lemma 1.4 is admissible with respect to E∗. The divisor divC has support
contained in |D| and is therefore also admissible with respect to E∗. Let
i : |D| → Y be the inclusion.
Using lemma 2.7, we have
C([Y ;OY (Z)]D,E∗)E∗ = c˜1(i
∗OY (Z))(C(1
D,E∗
Y )E∗)
= c˜1(i
∗OY (Z))([C → |D|]E∗)
= C([Z → Y ]D,E∗)E∗ ,
as desired.
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Step 3: The descent to Ω∗(X)D,E∗ . Let f : Y → X be in M(X)D,E∗ and
let L and M be line bundles on Y . As above, we may assume that Y = X,
f = IdY , and it suffices to show that
C([Y ;FL(L,M)]D,E∗)E∗ = C([Y ;L⊗M ]D,E∗)E∗ .
Using the relations 〈RFGL∗ 〉(|D|)E∗ and lemma 2.5, we have
C ([Y ;FL(L,M)]D,E∗)E∗ = C
(
FL(c˜1(L), c˜1(M))(1
D,E∗
Y )
)
E∗
= FL(c˜1(L), c˜1(M))(C(1
D,E∗
Y )E∗)
= c˜1(L⊗M)(C(1
D,E∗
Y )E∗)
= C([Y ;L⊗M ]D,E∗)E∗ ,
as desired.
4. Relations for intersections
4.1. Commutativity. We establish the commutativity of the intersection
maps. We begin with some preliminary results.
Lemma 4.1. Let E1, . . . , Er be pseudo-divisors on some Y ∈ Smk. Let D
and B be effective Cartier divisors on Y . Suppose that IdY is inM(Y )D,E∗∩
M(Y )B,E∗ and D + B is a simple normal crossing divisor on Y . Let C be
an effective Cartier divisor on Y with |C| ⊂ |D|. and let i : |D|∩ |B| → |B|,
iB : |B| → Y be the inclusions. Then B is admissible with respect to D,E∗
and E∗, and
i∗ (i
∗
BC([B → |B|]D,E∗)E∗) = c˜1(i
∗
BOY (C))([B → |B|]E∗).
Proof. As B is in good position with respect to D,E∗, it follows from re-
mark 1.9(1) that B is admissible with respect to D,E∗ . Since IdY is in
M(Y )B,E∗ , B is admissible with respect to E∗ by lemma 1.10(1). Thus the
terms in the conclusion are all defined.
We note that C is in good position with respect to B,E∗. Let F be an
irreducible component of a face of B. Suppose that F 6⊂ |D|. We apply
lemma 1.10(3) with E = C, which tells us that C ∩ F is a simple normal
crossing divisor on F , in good position with respect to E∗. Thus, letting
iF : F → Y , ιF : |D| ∩ F → F be the inclusions, we have
ιF∗
(
i∗FC(1
D,E∗
F )E∗
)
= ιF∗ ([C ∩ F → |D| ∩ F ]E∗) = c˜1(i
∗
FOY (C))(1
E∗
F ),
the first equality being the definition of the intersection and the second
following from lemma 1.14. In case F ⊂ |D|, then ιF = IdF and
ιF∗
(
i∗FC(1
D,E∗
F )E∗
)
= i∗FC(1
D,E∗
F )E∗ = c˜1(i
∗
FOY (C))(1
E∗
F ).
Thus, for each face BJ of B with inclusion ιJ : BJ → |B|, we have
i∗
(
i∗BC(ι
J
∗ (1
D,E∗
BJ
))E∗
)
= c˜1(i
∗
BOY (C))(ι
J
∗ (1
E∗
BJ
)).
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For B =
∑m
i=1 niBi, the divisor class [B → |B|]D,E∗ is
[B → |B|]D,E∗ =
∑
J
FJ(c˜1(L1), . . . , c˜1(Lm))(ι
J
∗ (1
D,E∗
BJ
)),
where Lj = i
∗
BOY (Bj) and FJ = F
n1,...,nm
J . Similarly,
[B → |B|]E∗ =
∑
J
FJ(c˜1(L1), . . . , c˜1(Lm))(ι
J
∗ (1
E∗
BJ
)).
Thus
i∗(i
∗
BC([B → |B|]D,E∗)E∗)
=
∑
J
FJ(c˜1(L1), . . . , c˜1(Lm))
(
i∗(i
∗
BC(ι
J
∗ (1
D,E∗
BJ
))E∗)
)
=
∑
J
FJ(c˜1(L1), . . . , c˜1(Lm))
(
c˜1(i
∗
BOY (C))(ι
J
∗ (1
E∗
BJ
))
)
= c˜1(i
∗
BOY (C))
(∑
J
FJ(c˜1(L1), . . . , c˜1(Lm))(ι
J
∗ (1
E∗
BJ
))
)
= c˜1(i
∗
BOY (C))([B → |B|]E∗).

Write the universal formal group law as FL(u, v) = u + v + uvF11(u, v)
and let G11(u, v) = vF11(u, v).
Lemma 4.2. Let W be in Smk with pseudo-divisors E1, . . . , Er and simple
normal crossing divisor D such that that IdW is in M(W )D,E∗. Let C be
an effective Cartier divisor on W , with |C| ⊂ |D| and suppose C = C0+C1,
with C0 > 0, C1 > 0, and C1 smooth.
(1) We have the identity in Ω∗(|D|)E∗
[C → |D|]E∗ = [C0 → |D|]E∗ + [C1 → |D|]E∗
+G11(c˜1(OW (C1)), c˜1(OW (C0)))([C1 → |D|]E∗).
(2) Let f : Y → W be in M(W )D,E∗. Suppose that Y is irreducible and
either f(Y ) ⊂ |D| or f∗C1 is a smooth divisor on Y . Then
(f∗C)(1D,E∗Y )E∗
= (f∗C0)(1
D,E∗
Y )E∗ + (f
∗C1)(1
D,E∗
Y )E∗
+G11
(
c˜1(OY (f
∗C1)), c˜1(OY (f
∗C0))
)
((f∗C1)(1
D,E∗
Y )E∗)
in Ω∗(|f
∗D|)E∗.
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Proof. For (2), suppose first that |f∗D| = Y . Then M(Y )D,E∗ = M(Y )E∗
and by definition
(f∗C)(1D,E∗Y )E∗ = c˜1(OY (f
∗C))(1E∗Y ),
(f∗Ci)(1
D,E∗
Y )E∗ = c˜1(OY (f
∗Ci))(1
E∗
Y ); i = 0, 1.
Since OY (f
∗C) = OY (f
∗C0)⊗OY (f
∗C1) we have
c˜1(OY (f
∗C)) = c˜1(OY (f
∗C0)) + c˜1(OY (f
∗C1))
+G11(c˜1(OY (f
∗C1)), c˜1(OY (f
∗C0)) ◦ c˜1(OY (f
∗C1)).
Thus (2) follows by applying this identity to 1E∗Y .
If |f∗D| 6= Y , then (2) is a consequence of (1). Indeed, in this case, f∗D
is a simple normal crossing divisor on Y by lemma 1.4 and
(f∗C)(1D,E∗Y )E∗ = [f
∗C → |f∗D|]E∗
(f∗Ci)(1
D,E∗
Y )E∗ = [f
∗Ci → |f
∗D|]E∗ , i = 0, 1.
Thus, applying the first assertion to the divisor f∗C = f∗C0 + f
∗C1 on Y ,
we have
(f∗C)(1D,E∗Y )E∗ = [f
∗C → |f∗D|]E∗
= [f∗C0 → |f
∗D|]E∗ + [f
∗C1 → |f
∗D|]E∗
+G11(c˜1(OY (f
∗C1)), c˜1(OY (f
∗C0)))([f
∗C1 → |f
∗D|]E∗)
= (f∗C0)(1
D,E∗
Y )E∗ + (f
∗C1)(1
D,E∗
Y )E∗
+G11(c˜1(OY (f
∗C1)), c˜1(OY (f
∗C0)))((f
∗C1)(1
D1,E∗
Y )E∗).
We now prove (1). By lemma 1.4, D is admissible with respect to E∗.
Thus C, C0 and C1 are all admissible with respect to E∗, so the divisor
classes [C → |D|]E∗ , [C0 → |D|]E∗ and [C1 → |D|]E∗ are all defined.
We first reduce to the case of irreducible C1. In general, suppose C1 =
C ′1+C
′′
1 with C
′
1 > 0, C
′′
1 > 0; as C1 is admissible with respect to E∗, so are
C ′1 and C
′′
1 .
Since C ′1 and C
′′
1 are disjoint, applying the relations 〈R
Sect
∗ 〉(−)E∗ gives
c˜1(OW (C
′′
1 ))([C
′
1 → |D|]E∗) = 0 = c˜1(OW (C
′
1))([C
′′
1 → |D|]E∗).
Noting that OW (C
′) = OW (C0)⊗OW (C
′
1), this gives
G11(c˜1(OW (C
′′
1 )), c˜1(OW (C
′))([C ′′1 → |D|]E∗)
= G11(c˜1(OW (C
′′
1 )), FL(c˜1(OW (C0), c˜1(C
′
1)))([C
′′
1 → |D|]E∗)
= G11(c˜1(OW (C
′′
1 )), c˜1(OW (C0))([C
′′
1 → |D|]E∗),
and
G11(c˜1(OW (C
′′
1 )), c˜1(OW (C
′
1))([C
′′
1 → |D|]E∗)
= F11(c˜1(OW (C
′′
1 )), c˜1(OW (C
′
1)) ◦ c˜1(C
′
1)([C
′′
1 → |D|]E∗) = 0.
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Additionally, the definition of the divisor class tells us that
[C1 → |D|]E∗ = [C
′
1 → |D|]E∗ + [C
′′
1 → |D|]E∗ .
We therefore have
c˜1(OW (C
′′
1 ) ◦ c˜1(OW (C
′
1)([C1 → |D|]E∗) = 0,
giving the identities
G11(c˜1(OW (C1)), c˜1(OW (C0)))([C1 → |D|]E∗)
= G11(c˜1(OW (C
′
1)) + c˜1(OW (C
′′
1 )), c˜1(OW (C0)))([C1 → |D|]E∗)
= G11(c˜1(OW (C
′
1), c˜1(OW (C0)))([C
′
1 → |D|]E∗)
+G11(c˜1(OW (C
′′
1 ), c˜1(OW (C0)))([C
′′
1 → |D|]E∗).
With these formulas, one easily shows that (1) for the decompositions C ′ =
C0 + C
′
1, C = C
′ + C ′′1 and C1 = C
′
1 + C
′′
1 implies (1) for C = C0 + C1.
We now assume C1 is irreducible. Write C =
∑m
i=1 niCi, with each Ci
irreducible. For each face CJ of C, let ιJ : CJ → |D| be the inclusion; if
J = (1, j2, , . . . , jm), then C
J ⊂ C1 and we let ι
J
1 : C
J → C1 be the inclusion.
We write ι1 : C1 → |D| for the inclusion ι
(1,0,...,0).
Let Fn denote the n-fold sum in the formal group (FL,L∗). We have
F 0,n2,...,nm(0,j2,...,jm)(u1, u2, . . . , um) = F
n2,...,nm
(j2,...,jm)
(u2, . . . , um) and F
0,n2,...,nm
(j1,...,jm)
= 0 if
j1 6= 0.
The identity FL(u1, Fn−1(u2, . . . , un)) = Fn(u1, . . . , un) gives us the iden-
tity
(4.1)
∑
J
uJFn1,...,nmJ (u1, . . . , um) = u1 + V + u1V F11(u1, V ),
where
V = Fn1−1,...,nm(u1, . . . , um) =
∑
J ′
uJ
′
Fn1−1,n2,...,nmJ ′ (u1, u2, . . . , um).
Here the sum
∑
J ′ is over all faces of C0 (with the convention of using indices
J ′ = (0, j2, . . . , jm) ∈ {0, 1}
m in case n1 = 1).
Write u1V F11(u1, V ) = u1G11(u1, V ) as the sum
u1V F11(u1, V ) =
∑
K
uKF ′K(u1, . . . , um),
where the sum is over all indices K = (1, k2 . . . , km) ∈ {0, 1}
m and we follow
our usual convention of requiring that F ′K does not involve ui if ki = 0. The
identity (4.1) yields
Fn1,...,nm(1,0,...,0) = 1 + F
n1−1,...,nm
(1,0,...,0) + F
′
(1,0,...,0),
and for K = (1, k2, . . . , km) 6= (1, 0, . . . , 0) and for J
′ = (0, j2, . . . , jm)
Fn1,...,nmK = F
n1−1,...,nm
K + F
′
K
Fn1,...,nmJ ′ = F
n1−1,...,nm
J ′ .
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Thus, comparing the definitions of [C → |D|]E∗ , [C1 → |D|]E∗ and [C0 →
|D|]E∗ , we see that
[C → |D|]E∗ − [C1 → |D|]E∗ − [C0 → |D|]E∗
=
∑
K
′
ιK∗ F
′
K(c˜1(O(C1)), . . . , c˜1(O(Cm)))(1
E∗
CK
),
where
∑′
K means the sum over all K = (1, k2, . . . , kn) ∈ {0, 1}
m. We
therefore need to show
(4.2)
∑
K
′
ιK∗ F
′
K(c˜1(O(C1)), . . . , c˜1(O(Cm)))(1
E∗
CK
)
= G11(c˜1(O(C1)), c˜1(O(C0)))([C1 → |D|]E∗).
We note that Ci is in good position with respect to D,E∗ for i = 0, 1. Let
K = (1, k2, . . . , km), with an index ki = 1, and let K
′ = (1, k2, . . . , ki−1, ki−
1, ki+1, . . . , km). By lemma 1.10(2), the smooth divisor C
K = CK
′
∩ Ci on
CK
′
is in good position with respect to E∗. By repeated applications of the
relations 〈RSect∗ 〉(−)E∗ , we have
(4.3) ιK1∗
(
F ′K(c˜1(O(C1)), . . . , c˜1(O(Cm)))(1
E∗
CK
)
)
=
(
F ′K(c˜1(O(C1)), . . . , c˜1(O(Cm))) ◦ c˜1(O(C∗))
K−1
)
(1E∗C1 ).
where K − 1 := (0, k2, . . . , kn). Note that
(4.4) G11(u1, V ) =
∑
K
′
uK−1F ′K(u1, . . . , um).
The relations (4.3), (4.4) together with the identities
V (c˜1(O(C1)), . . . , c˜1(O(Cm))) = c˜1(O(C0)), ι
K
∗ = ι
1
∗ ◦ ι
K
1∗,
imply∑
K
′
ιK∗
(
F ′K(c˜1(O(C1)), . . . , c˜1(O(Cm)))(1
E∗
CK
)
)
=
∑
K
′
ι1∗
(
c˜1(O(C∗))
K−1F ′K(c˜1(O(C1)), . . . , c˜1(O(Cm)))(1
E∗
C1
)
)
= ι1∗
(
G11(c˜1(O(C1)), V (c˜1(O(C1)), . . . , c˜1(O(Cm))))(1
E∗
C1
)
)
= G11(c˜1(O(C1)), c˜1(O(C0)))([C1 → |D|]E∗).
This verifies (4.2), completing the proof. 
Proposition 4.3 (Commutativity). Let T be in Smk, irreducible, let E1, . . . , Er
be pseudo-divisors on T , and let D,D′ be effective Cartier divisors on T .
Suppose that D + D′ is a simple normal crossing divisor on T , and that
IdT is in M(T )D,E∗ ∩ M(T )D′,E∗. Let iD : |D| → T and iD′ : |D
′| → T
be the inclusions and let C and C ′ be effective Cartier divisors on T with
INTERSECTION THEORY IN ALGEBRAIC COBORDISM 31
|C| ⊂ |D|, |C ′| ⊂ |D′|. Then C ′ is admissible with respect to D,E∗, C is
admissible with respect to D′, E∗ and
(i∗D′C)([C
′ → |D′|]D,E∗)E∗ = (i
∗
DC
′)([C → |D|]D′,E′∗)E∗
in Ω∗(|D| ∩ |D
′|)E∗ .
Proof. Our hypotheses on T , D and D′ imply that D is in good position
with respect to D′, E∗, and D
′ is in good position with respect to D,E∗.
By remark 1.9, C is in good position and admissible with respect to D′, E∗,
and C ′ is in good position and admissible with respect to D,E∗, so all the
terms in the conclusion are defined.
Write D =
∑
i niDi, D
′ =
∑
j n
′
jD
′
j with each Di, D
′
j irreducible, and
similarly C =
∑
imiDi and C
′ =
∑
jm
′
jD
′
j with 0 ≤ mi, 0 ≤ m
′
j . We
proceed by induction on m :=
∑
imi and m
′ :=
∑
im
′
i.
Suppose m = m′ = 1; we may suppose C = D1 and C
′ = D′1. In case
C = C ′, then C ⊂ |D′| and C ′ ⊂ |D|, so
(i∗D′C)([C
′ → |D′|]D,E∗)E∗ = c˜1(O(C))([C
′ → |D| ∩ |D′|])
= (i∗DC
′)([C → |D|]D′,E′∗)E∗
in Ω∗(|D| ∩ |D
′|)E∗ .
Suppose C 6= C ′. By lemma 1.10(2) the smooth divisor C ∩ C ′ on C ′ is
in good position with respect to E∗; similarly, the smooth divisor C ∩ C
′
on C is also in good position with respect to E∗. Applying the relations
〈RSect∗ 〉(−)E∗ gives us the identities
[C ∩ C ′ → |C|]E∗ = c˜1(OY (C
′))(1E∗C ) in Ω∗(|C|)E∗ ,
[C ∩ C ′ → |C ′|]E∗ = c˜1(OY (C))(1
E∗
C′ ) in Ω∗(|C
′|)E∗ .
Suppose C ⊂ |D′| but C ′ 6⊂ |D|. Then pushing forward the first identity to
|D| ∩ |D′| gives
[C ∩ C ′ → |D| ∩ |D′|]E∗ = i
C
∗ (c˜1(OY (C
′))(1E∗C ))
in Ω∗(|D| ∩ |D
′|)E∗ , where i
C : C → |D| ∩ |D′| is the inclusion. This yields
the identities in Ω∗(|D| ∩ |D
′|)E∗
(i∗DC
′)([C → |D|]D′,E∗)E∗ = i
C
∗ (c˜1(OY (C
′))(1E∗C ))
= [C ∩ C ′ → |D| ∩ |D′|]E∗
= (i∗D′C)([C
′ → |D′|]D,E∗)E∗ .
By symmetry, we have the desired identity if C ′ ⊂ |D| but C 6⊂ |D′|. If
C ∪ C ′ ⊂ |D| ∩ |D′|, then in Ω∗(|D| ∩ |D
′|)E∗
(i∗DC
′)([C → |D|]D′,E∗)E∗ = i
C
∗ (c˜1(OY (C
′))(1E∗C ))
= [C ∩ C ′ → |D| ∩ |D′|]E∗
= iC
′
∗ (c˜1(OY (C))(1
E∗
C′ ))
= (i∗D′C)([C
′ → |D′|]D,E∗)E∗ .
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Finally, if C 6⊂ |D′| and C ′ 6⊂ |D|, then
(i∗DC
′)([C → |D|]D′,E∗)E∗ = [C ∩ C
′ → |D| ∩ |D′|]E∗
= (i∗D′C)([C
′ → |D′|]D,E∗)E∗ .
In the general case, we may assume that D1 is a component of C. Let
C1 = D1, C0 = C−C1. By symmetry, it suffices to induct on m and assume
the result for the pairs C0, C
′ and C1, C
′. Thus
(i∗D′C0)([C
′ → |D′|]D,E∗)E∗ = (i
∗
DC
′)([C0 → |D|]D′,E∗)E∗
(i∗D′C1)([C
′ → |D′|]D,E∗)E∗ = (i
∗
DC
′)([C1 → |D|]D′,E∗)E∗
in Ω∗(|D| ∩ |D
′|)E∗ .
The divisor class [C ′ → |D′|]D,E∗ is an L∗-linear combination of cobordism
cycles of the form (g : Y → |D′|,M1, . . . ,Ms) with g(Y ) ⊂ |D|, or with
g∗(C1) a smooth divisor on Y , so we may apply lemma 4.2(2) to give
(i∗D′C)([C
′ → |D′|]D,E∗)E∗ =
(i∗D′C0)([C
′ → |D′|]D,E∗)E∗ + (i
∗
D′C1)([C
′ → |D′|]D,E∗)E∗
+G11(c˜1(OT (C1)), c˜1(OT (C0)))((i
∗
D′C1)([C
′ → |D′|]D,E∗)E∗ .
Using our induction hypothesis, together with lemma 2.5 and lemma 4.2(1),
we have the identities in Ω∗(|D| ∩ |D
′|)E∗ :
(i∗D′C)([C
′ → |D′|]D,E∗)E∗
= (i∗DC
′)([C0 → |D|]D′,E∗)E∗ + (i
∗
DC
′)([C1 → |D|]D′,E∗)E∗
+G11(c˜1(OT (C1)), c˜1(OT (C0)))((i
∗
DC
′)([C1 → |D|]D′,E∗)E∗)
= (i∗DC
′)
(
[C0 → |D|]D′,E∗ + [C1 → |D|]D′,E∗
+G11(c˜1(OT (C1)), c˜1(OT (C0)))([C1 → |D|]D′,E∗)
)
E∗
= (i∗DC
′)([C → |D|]D′,E∗)E∗ ,
as desired. 
4.2. Linear equivalent pseudo-divisors. We show how to relate the in-
tersection D0(−)D with a naive intersection D1 ∩ (−) for linearly equivalent
pseudo-divisors D0, D1, in a particular situation.
Proposition 4.4. LetW be in Smk and let E1, . . . , Er be pseudo-divisors on
W . Let f : T → W be a morphism in Smk and let D0,D1 and B be simple
normal crossing divisors on T . We suppose that IdT is in M(T )D0,E∗ ∩
M(T )B,E∗, that D0 + B is a simple normal crossing divisor on T and that
OT (D0) ∼= OT (D1). In addition, suppose that T has an open subscheme V
with |D1| ⊂ V such that
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(a) The restriction of f to V is a smooth morphism fV : V →W of relative
dimension one and with geometrically irreducible fibers.
(b) There is a simple normal crossing divisor B¯ on W such that B¯ is
admissible with respect to E∗ and such that B ∩ V = f
∗
V (B¯).
(c) fV : V → W admits a section s : W → V and D1 is the reduced divisor
s(W ).
Let ij : |Dj | ∩ |B| → |B| be the inclusion, i = 0, 1. Then the Cartier divisor
B on T is admissible with respect to D0, E∗, the Cartier divisor B ∩D1 on
D1 is admissible with respect to E∗ and
i0∗ (D0([B → |B|]D0,E∗)E∗) = i1∗ ([B ∩D1 → |D1| ∩ |B|]E∗)
in Ω∗(|B|)E∗ .
Proof. By lemma 4.1, B is admissible with respect to D0, E∗ and E∗, and
i0∗ (D0([B → |B|]D0,E∗)E∗) = c˜1(OT (D0))([B → |B|]E∗)
in Ω∗(|B|)E∗ .
On the other hand, let BJ be a face of B with non-empty intersection
with V . Then by our assumptions on fV , there is a corresponding face B¯
J
of B¯ such that fV : (B ∩ V )
J → B¯J is smooth with fibers of dimension one.
Let F be an irreducible component of BJ with F ∩ V 6= ∅. Then f(F ) is
a dense subset of an irreducible component F¯ of B¯J and F is the closure
of f−1V (F¯ ). If Ei0 is the leading pseudo-divisor for F¯ (with respect to E∗),
then Ei0 is also the leading pseudo-divisor for F . Since F is admissible with
respect to E∗, f
∗Ei0 ∩F is a simple normal crossing divisor on F . As D1 is
equal to s(W ), we see that (D1 +divf
∗Ei0)∩F is a simple normal crossing
divisor on F , and thus D1 ∩ F is in good position on F with respect to E∗.
If F¯ has no leading pseudo-divisor for E∗, the same holds for F , and the
smooth divisor D1 ∩ F on F is again in good position on F with respect
to E∗. If F
′ is an irreducible component of BJ with F ′ ∩ V = ∅, then, as
D1 ∩F
′ = ∅, D1 ∩F
′ is again in good position with respect to E∗. Thus the
smooth divisor D1 ∩B
J on BJ is in good position with respect to E∗.
Thus, by the relations 〈RSect∗ 〉(B
J)E∗ , if B
J is a face of B with non-empty
intersection with V , then
(4.5) [BJ ∩D1 → |B
J |]E∗ = c˜1(OT (D1))(1
E∗
BJ
)
in Ω∗(|B
J |)E∗ . Similarly, if B
K is a face of B with empty intersection with
V , then BK ∩D1 = ∅ and
c˜1(OT (D1))(1
E∗
BK
) = 0,
by applying 〈RSect∗ 〉(B
K)E∗ in the case of an empty divisor on B
K .
From (b) and (c), the divisor B ∩D1 on D1 is admissible with respect to
E∗. The divisor class [B ∩D1 → |B| ∩ |D1|]E∗ is given by a sum of the form
[B ∩D1 → |B| ∩ |D1|]E∗ =
∑
J
FJ (c˜1(L1), . . .)(ι¯
J
∗ (1
E∗
BJ∩D1
))
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where the sum is over the faces BJ of B with BJ∩V 6= ∅, and ι¯J : BJ∩D1 →
|B| ∩ |D1| is the inclusion. We have a similar description of [B → |B|]E∗ :
[B → |B|]E∗ =
∑
J
FJ(c˜1(L1), . . .)(ι
J
∗ (1
E∗
BJ
)) +
∑
K
FK(c˜1(L1), . . .)(ι
K
∗ (1
E∗
BK
))
where the first sum is over faces BJ of B with BJ ∩ V 6= ∅ and the second
sum is over faces BK of B with BK ∩ V = ∅.
Putting this all together and using (4.5) gives us
i0∗ (D0([B → |B|]D0,E∗)E∗) = c˜1(OT (D0))([B → |B|]E∗)
= c˜1(OT (D1))([B → |B|]E∗)
=
∑
J
FJ(c˜1(L1), . . .)c˜1(OT (D1))(ι
J
∗ (1
E∗
BJ
))
= i1∗
(∑
J
FJ (c˜1(L1), . . .)(ι¯
J
∗ (1
E∗
BJ∩D1
))
)
= i1∗([B ∩D1 → |B| ∩ |D1|]E∗).

5. A moving lemma
Let E1, . . . , Er,D be pseudo-divisors on a k-scheme X. We will show in
this section that the forgetful map
resE∗,D/E∗ : Ω∗(X)E∗,D → Ω∗(X)E∗
is an isomorphism and thus resE∗/∅ : Ω∗(X)E∗ → Ω∗(X) is an isomorphism.
This enables us to the define the intersection map
D(−) : Ω∗(X)→ Ω∗−1(X)
as the composition
Ω∗(X)
res−1
D/∅
−−−−→ Ω∗(X)D
D(−)
−−−→ Ω∗−1(X).
5.1. Blow-up diagrams. We discuss some properties of a generalized de-
formation diagram; this is a reformulation and extension of the discussion
in [6, §3.2.1], collecting most of what we will need in the following omnibus
construction.
Lemma 5.1. Let Y be in Smk, let Z ⊂ Y be a closed subscheme, let
τ : Y ′ → Y be the blowup of Y along Z. Let Y ′ := ProjOY ⊕n≥0 I
n
Z and
let O(1) → Y ′ be the tautological quotient line bundle, with zero section
s : Y ′ → O(1). Let ρ : T → Y ×A1 be the blowup of Y ×A1 along Z × 0, let
〈Y ×0〉, 〈Z×A1〉 ⊂ T be the proper transforms of Y ×0, Z×A1, respectively,
and let T 0 = T \ 〈Z × A1〉. Let E = τ−1(Z) ⊂ Y be the exceptional divisor
of τ and let E = ρ−1(Z × 0) ⊂ T be the exceptional divisor of ρ. Then
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(1) 〈Y × 0〉 is contained in T 0.
(2)There is an isomorphism α : 〈Y × 0〉 → Y ′ making the diagram
〈Y × 0〉
α
//
p1◦ρ
##❍
❍❍
❍
❍❍
❍
❍❍
Y ′
τ

Y
commute.
(3) There is a morphism of Y -schemes pi : T 0 → Y ′, such that E ∩ T 0 =
pi−1(E) and with α = pi|〈Y×0〉.
(4) There is an isomorphism of Y ′-schemes ψ : T 0 → O(1) with ψ(〈Y ×0〉) =
s(Y ′) ⊂ O(1).
Proof. Denote the sheaf of graded OY -algebras ⊕n≥0I
n
Z by B•. Let p :
Y × A1 → Y be the projection. For a sheaf F on Y we write F [t] for the
sheaf p∗F on Y × A1 and we identify Y × A1 with SpecOY p∗OY [t]. Let C•
be the graded sheaf of OY [t]-algebras ⊕n≥0(IZ [t]+(t)OY [t])
n; by definition,
T is the Y × A1-scheme ProjOY [t]C• and Y
′ = ProjOB•.
The proper transforms 〈Y × 0〉 and 〈Z ×A1〉 are defined by the homoge-
neous ideal sheaves in C• generated in degree one by (t) and IZ [t], respec-
tively. As IZ [t] and t generate C
+
• as a sheaf of ideals in C•, it follows that
〈Y × 0〉 ∩ 〈Z ×A1〉 = ∅ and thus 〈Y × 0〉 ⊂ T 0, proving (1). Writing t(1) for
t ∈ C1, the quotient algebra C•/(t(1)) is OY [t]⊕⊕n≥1I
n
Z , which is isomorphic
to B• up to a bounded algebra, hence p1 ◦ ρ : 〈Y × A
1〉 → Y is isomorphic
to τ : Y ′ → Y as a Y -scheme, giving us the isomorphism α : 〈Y ×A1〉 → Y ′
in (2).
For (3), we have the evident inclusion of sheaves of graded OY -algebras
B• → C•. Let Q• ⊂ C• be a sheaf of homogeneous prime ideals. Then
Q• ∩ B• ⊃ B
+
• if and only if Q1 ⊃ IZ if and only if the corresponding
point [Q•] of T lies in 〈Z × A
1〉. Thus the inclusion B• → C• induces a
well-defined morphism of Y -schemes pi : T 0 → Y ′. The closed subscheme
E ⊂ Y ′ is defined by the homogenous ideal sheaf in B• generated by IZ
(in degree 0), and E ⊂ T is similarly defined by the homogeneous ideal
sheaf in C• generated by IZ [t] + (t)OY [t] in degree 0. But if we restrict to
a principal open subset Uf of T formed by inverting a section f of IZ ⊂ C1
over some open subset V of Y , the ideal sheaves on Uf corresponding to
IZC• and (IZ , t)C• agree, since t(1)/f(1) is a regular function on Uf and
t = f · (t(1)/f(1)). Thus E ∩ T
0 is defined by the ideal sheaf IZC•, which
shows that pi−1(E) = E ∩ T 0. The composition B• → C• → C•/(t(1)) is the
map used to defined α : 〈Y × A1〉 → Y ′, finishing the proof of (3).
The line bundle O(1) → Y ′ is the affine Y ′-scheme SpecOY ′Sym
∗O(−1)
and, as O(−1) is an invertible sheaf, Sym∗O(−1) = ⊕m≥0O(−m). The
invertible sheaf O(−m) is the invertible sheaf associated to the graded B•-
module B•[−m], B•[−m]p = Bp−m, and so Sym
∗O(−1) is the sheaf of al-
gebras associated to the polynomial algebra B•[x] over B• with generator x
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in degree 1. The image of the zero section in O(1) is defined by the ideal
(x)B•[x] ⊂ B•[x].
For the proof of (4), we have the map of graded B•-algebras ψ
∗ : B•[x]→
C•, which sends Bnx
m = InZx
m to Cm+n = (IZ [t] + tOY [t])
m+n by setting
ψ∗(axm) = atm, where a is a section of InZ .
We claim that ψ∗ defines an isomorphism of Y ′-schemes ψ : T 0 → O(1)
and sends 〈Y × 0〉 to s(Y ′) ⊂ O(1). To show this, it suffices to handle the
case of affine Y , Y = SpecA, and to show in addition that the morphism ψ
we define is natural in A.
Let Z ⊂ Y be defined by an ideal I ⊂ A and let B• = ⊕n≥0I
n, C• =
⊕n≥0(I[t]+ tA[t])n. For a ∈ Im, we denote the corresponding element of Bm
by a(m). For f ∈ I, we have the principal open subschemes Vf ⊂ Y
′ defined
by f(1) ∈ B1 and Uf ⊂ T defined by f(1) ∈ C1. Y
′ is covered by the Vf , T
0
is covered by the Uf and pi : T
0 → Y ′ restricts to pif : Uf → Vf .
By definition
Vf = SpecB•[1/f(1)]0
O(1)|Vf = SpecB•[1/f(1)]0[x/f(1)]
Uf = SpecC•[1/f(1)]0,
with projection O(1)|Vf → Vf given by the inclusion
B•[1/f(1)]0 → B•[1/f(1)]0[x/f(1)].
The map ψ∗ gives rise to the homomorphism of B•[1/f(1)]0-algebras
ψ∗f : B•[1/f(1)]0[x/f(1)]→ C•[1/f(1)]0
with ψ∗f (x/f(1)) = t(1)/f(1). If g is another element of I, the element x/f(1)
maps to g · [x/(fg)(1)] under restriction map for O(1)|Vfg ⊂ O(1)|Vf . As
g · [t(1)/(fg)(1)] = t(1)/f(1), the maps ψ
∗
f and ψ
∗
fg are compatible with the
respective restriction maps for Vfg ⊂ Vf and Ufg ⊂ Uf , so the family (ψ
∗
f )f∈I
gives a well-defined morphism of Y ′-schemes ψ : T 0 → O(1). Clearly ψ is
natural in A. The inverse to ψ∗f is given by sending t
ia(m)t
n−m
(1) /f
n
(1) ∈
(I[t] + tA[t])n/fn(1), a ∈ I
m, i ≥ 0, to f i · (a(m)/f
m
(1)) · (x/f(1))
n−m+i (use the
relation t = f · (t(1)/f(1))). Thus ψ is an isomorphism. As 〈Y × 0〉 ∩ Uf
is defined by the ideal (t(1)/f(1)) and the zero section s(Vf ) in O(1)|Vf is
defined by the ideal (x/f(1)), ψ restricts to an isomorphism of 〈Y × 0〉 with
s(Y ′). 
5.2. Distinguished liftings. Given a finite type k-scheme X with pseudo-
divisors E1, . . . , Er,D, we describe method for lifting elements of Z∗(X)E∗
to Ω∗(X)E∗,D.
Lemma 5.2. Let Y be in Smk and let E1, . . . , Er, Er+1 be effective (non-
zero) divisors on Y ; we allow the case r = 0, that is, we have only the
divisor Er+1. We let E∗ denote the sequence E1, . . . , Er. Suppose that IdY
is in M(Y )E∗. Then
INTERSECTION THEORY IN ALGEBRAIC COBORDISM 37
(A) there is a projective birational morphism ρ : W → Y × P1, with W ∈
Smk, such that, letting E be the exceptional divisor of ρ, letting 〈Y × 0〉
denote the proper transform to W of Y × 0, and letting τˆ : 〈Y × 0〉 → Y be
the restriction of p1 ◦ ρ, we have
(5.1)
(1) The fundamental locus of ρ is contained in |E1| × 0.
(2) 〈Y × 0〉 is smooth, the morphism τˆ : 〈Y × 0〉 → Y is birational, with
fundamental locus contained in |E1|∩|Er+1|, and τˆ is inM(Y )E∗,Er+1.
(3) The morphism p1 ◦ ρ : W → Y is in M(Y )E∗ and ρ
∗(Y × 0) is in
good position with respect to E∗.
(4) The morphism ρ : W → Y × P1 is in M(Y × P1)Y×0,E∗,Er+1.
(B) If τ : Y ′ → Y is a projective birational morphism with Y ′ ∈ Sm/k, with
fundamental locus contained in |E1| ∩ |Er+1| and with τ in M(Y )E∗,Er+1,
then there is a ρ as above, satisfying (1)-(4), with τˆ : 〈Y ×0〉 → Y isomorphic
to the Y -scheme τ : Y ′ → Y , such that
(5) 〈Y × 0〉 ∩ 〈E1 × P
1〉 = ∅,
where 〈|E1| × P
1〉 is the proper transform to W of |E1| × P
1.
(C) Let A ⊂ Y be an effective Cartier divisor, in good position with respect
to E∗, and suppose that τ : Y
′ → Y is a morphism satisfying the hypotheses
in (B) such that τ∗A is in good position with respect to E∗, Er+1. Then there
is a ρ : W → Y ×P1 satisfying (1)-(5) and with τˆ : 〈Y ×0〉 → Y isomorphic
to Y ′ → Y as Y -schemes, such that ρ∗(A × P1) is in good position with
respect to Y × 0, E∗, Er+1 and ρ
∗(A × P1 + Y × 0) is in good position with
respect to E∗.
Proof. We may assume that Y is irreducible. We begin the proof of (A) by
showing that there exists a morphism τ : Y ′ → Y satisfying the hypotheses
in (B). We first suppose r > 0.
Let τ˜ : Y˜ → Y be the blowup of Y along E(r+1) := ∩
r+1
i=0Ei. As |E(r+1)| ⊂
|E1| ∩ |Er+1|, we see that the fundamental locus F of τ˜ is contained in
|E1|∩|Er+1|. Let E˜ be the exceptional divisor of τ˜ . Since IdY is inM(Y )E∗ ,
it follows that Y˜ \ E˜ → Y \ F is in M(Y \ F )E∗ , in particular, τ˜
∗E1 \ E˜ is
a simple normal crossing divisor on Y˜ \ E˜.
By resolution of singularities, there is a projective birational morphism
φ : Y ′ → Y˜ with Y ′ ∈ Sm/k and with fundamental locus contained in
|E˜|, such that φ∗(τ˜∗E1) is a simple normal crossing divisor on Y
′. Letting
τ : Y ′ → Y be the composition τ˜ ◦ φ, it follows immediately that τ has the
desired properties. We note that in particular, the exceptional divisor E′ of
τ is supported in |τ∗E1|, and τ
∗E1 is a simple normal crossing divisor on
Y ′.
If r = 0, we simply take τ : Y ′ → Y to be a blowup of Y along a closed
subscheme of Y supported in |E1| so that Y
′ is in Smk and τ
∗E1 is simple
normal crossing divisor on Y ′.
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Having shown the existence of a projective birational morphism τ : Y ′ →
Y with fundamental locus contained in |E1| ∩ |Er+1|, such that τ is in
M(Y )E∗,Er+1, we choose any such morphism and proceed with the con-
struction of ρ :W → Y × P1.
Since τ is a projective birational morphism and Y is smooth, there is a
closed subschem Z0 with support equal to the fundamental locus of τ (which
is contained in |E1|∩|Er+1|) such that τ is the blow-up of Y along Z0. Let Z
be the closed subscheme of Y with ideal sheaf IZ = IZ0 ·IE1 . Then |Z| = |E1|
and since IE1 is a locally principal ideal sheaf, τ is also isomorphic to the
blowup of Y along Z. Let q : O(1) → Y ′ be the tautological quotient line
bundle on Y ′ corresponding to this identification.
Let ρ1 : W1 → Y × P
1 be the blowup of Y × P1 along Z × 0, let 〈|E1| ×
P
1〉1 and 〈Y × 0〉1 be the proper transforms of |E1| × P
1 and Y × 0 to
W1, respectively, and let E1 ⊂ W1 be the exceptional divisor of ρ1. Let
W 01 = ρ
−1
1 (Y × A
1) ∩ (W1 \ 〈|E1| × P
1〉1), F1 = |E1| ∩ 〈|E1| × P
1〉1 and
U1 =W1 \ F1 ⊃W
0
1 . By lemma 5.1 we have
(a) 〈Y × 0〉1 ⊂W
0
1 .
(b) p1 ◦ ρ1 : 〈Y × 0〉1 → Y and τ : Y
′ → Y are isomorphic as Y -schemes.
(c) There is a Y -morphism pi : W 01 → Y
′ and an isomorphism of Y ′-schemes
ψ :W 01 → O(1), with ψ sending 〈Y × 0〉1 to the zero section of O(1) and
sending E1 ∩W
0
1 isomorphically onto (τ ◦ q)
−1(Z).
In particular, U1 is smooth, 〈Y ×0〉1 ⊂ U1, (〈Y ×0〉1+E1+ρ
∗
1(E1×P
1))∩U1
is a simple normal crossing divisor on U1 and ρ
−1
1 (Y ×0∩∩
r+1
i=1Ei×P
1)∩W 01
is a Cartier divisor on W 01 .
We claim that IdU1 is inM(U1)E∗ ∩M(U1)Y×0,E∗,Er+1. Indeed, let U
′
1 :=
U1 \ |ρ
∗
1(Y × 0)|. Then U
′
1 = Y × (P
1 \ 0) as a Y -scheme and Y × 0 pulls
back to the empty divisor on U ′1, so IdU ′1 is inM(U
′
1)E∗ ∩M(U
′
1)Y×0,E∗,Er+1.
Similarly, IdW 01 is in M(W
0
1 )E∗ ∩M(W
0
1 )Y×0,E∗,Er+1 by properties (a)-(c),
and as U1 =W
0
1 ∪ U
′
1, our claim is verified.
By resolution of singularities, there is a projective birational morphism
ψ : W →W1 with W ∈ Sm/k such that ψ has fundamental locus contained
in F1, ψ
∗(E1+〈Y ×0〉1+ρ
∗
1(E1×P
1)) is a simple normal crossing divisor onW
and IdW is in M(W )E∗ ∩M(W )Y×0,E∗,Er+1. Indeed, we may proceed as in
the construction of Y ′. First blow up the subscheme ρ−11 (Y ×0∩∩
r+1
i=1Ei×P
1)
of W1, forming ψ1 : W2 → W1. Since ρ
−1
1 (Y × 0 ∩ ∩
r+1
i=1Ei × P
1) ∩ U1 is a
Cartier divisor on U1, the fundamental locus of ψ1 is contained in F1. Next,
blow up W2 along a closed subscheme lying over F1, ψ2 : W →W2, so that
W is in Smk and, letting ψ := ψ1 ◦ ψ2, ψ
∗(E1 + 〈Y × 0〉1 + ρ
∗
1(E1 × P
1)) a
simple normal crossing divisor. Letting ρ : W → Y ×P1 be the composition
ρ1 ◦ ψ, we claim that ρ satisfies our conditions (1)-(5).
Property (1) is a direct consequence of our choice of Z. Property (2) fol-
lows from (b). Properties (3) and (4) are verified in the previous paragraph;
to see that ρ∗(Y × 0) is in good position with respect to E∗, we note that
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ρ∗(Y × 0) + ρ∗(E1 × P
1) = 〈Y × 0〉 + E + ρ∗(E1 × P
1), which is a simple
normal crossing divisor on W . We have constructed W starting with an
arbitrary projective birational morphism τ : Y ′ → Y with Y ′ ∈ Sm/k, with
fundamental locus contained in |E1| ∩ |Er+1| and with τ in M(Y )E∗,Er+1,
and from (b), 〈Y × 0〉 and Y ′ are isomorphic Y -schemes.
Finally, we see from (a) that the ρ we have constructed satisfies (5). This
completes the proof of (A) and (B).
For (C), we note that ρ∗1(A × P
1) ∩W 01 = pi
∗(τ∗(A)), and |ρ∗1(Y × 0) ∩
W 01 | = 〈Y × 0〉 ∪ |pi
∗(τ∗E1)|. Since 〈Y × 0〉 goes over to the zero-section
of O(1) → Y ′, and τ∗(A + E1) is a simple normal crossing divisor on Y
′,
it follows that ρ∗1(A × P
1 + Y × 0 + E1 × P
1) ∩ W 01 is a simple normal
crossing divisors on W 01 . Since A is in good position with respect to E∗, we
see that ρ∗1(A × P
1 + E1 × P
1) \ |E1| is a simple normal crossing divisor on
W1 \ |E1|, and thus ρ
∗
1(A × P
1 + Y × 0 + E1 × P
1) ∩ U1 is a simple normal
crossing divisor on U1. Taking ψ : W → W1 as above, we may blow up
W further in a closed subscheme lying over F1 and change notation so that
ψ∗ρ∗1(A× P
1 + Y × 0 + E1 × P
1) is a simple normal crossing divisor on W ,
and all the properties of ρ : W → Y × P1 listed in (A) and (B) still hold.
This proves (C). 
Definition 5.3. Let X be in Schk with pseudo-divisors D1, . . . ,Dn, D.
(1) Let f : Y → X be in M(X)D∗ with Y irreducible. Let E1, . . . , Er be
the sequence of Cartier divisors divf∗Di1 , . . . ,divf
∗Dir on Y , where 1 ≤
i1 < . . . < ir ≤ n and {Di1 , . . . ,Dir} is the set of pseudo-divisors Di such
that f(Y ) 6⊂ |Di|. If f(Y ) 6⊂ |D|, let Er+1 = divf
∗D, if f(Y ) ⊂ |D|, let
Er+1 = Er; in this latter case, if r = 0, we take E1, . . . , Er, Er+1 to be the
empty sequence.
Let ρ : W → Y × P1 be a birational morphism satisfying the conditions
(5.1) for f : Y → X, E1, . . . , Er, Er+1; in the case of an empty sequence
we assume ρ satisfies (5.1) after replacing |E1| with Y . In either case, the
element ρ∗(Y × 0)(1Y ×0,D,D∗W )D∗,D ∈ Ω∗(|ρ
∗(Y × 0)|)D∗,D is defined. Let
ρ¯ : |ρ∗(Y × 0)| → Y be the map induced by ρ. We call the element
(f ◦ ρ¯)∗(ρ
∗(Y × 0)(1Y ×0,D,D∗W )D,D∗)
of Ω∗(X)D∗,D a distinguished lifting of f ∈ M(X)D∗ .
(2) Let η = (f : Y → X,L1, . . . , Lm) be a cobordism cycle on X with
f ∈ M(X)D∗ . Choose ρ :W → Y ×P
1 as in (1), and let L˜i = (p1ρ)
∗Li. We
call the element
(f ◦ ρ¯)∗
(
c˜1(L˜1) ◦ . . . ◦ c˜1(L˜m)(ρ
∗(Y × 0)(1Y ×0,D,E∗W )D,E∗))
)
of Ω∗(X)D∗,D a distinguished lifting of η. We extend this notion to arbitrary
elements of L∗ ⊗Z∗(X)D∗ by L∗-linearity.
Remark 5.4. Take (f : Y → X,L1, . . . , Lr) ∈ Z(X)D∗ and let ρ : W →
Y × P1 be a morphism satisfying the conditions (5.1) for the sequence of
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divisors E1, . . . , Er+1 given in definition 5.3. Then the distinguished lifting
of (f : Y → X,L1, . . . , Lr) associated to ρ is given by
f∗
(
c˜1(L1) ◦ . . . ◦ c˜1(Lr)((p1 ◦ ρ)∗([ρ
∗(Y × 0)→W ]D∗,D))
)
,
since ρ∗(Y × 0)(1
Y ×0,E∗,Er+1
W )E∗,Er+1 = [ρ
∗(Y × 0)→ |ρ∗(Y × 0)|]D∗,D.
The term “distinguished lifting” is justified by the following result:
Lemma 5.5. Let D1, . . . ,Dn,D be pseudo-divisors on X, and write D∗ :=
D1, . . . ,Dn. Let x be in L∗⊗Z∗(X)D∗ and let xD ∈ Ω∗(X)D∗,D be a distin-
guished lifting. Let can : L∗ ⊗ Z∗(X)D∗ → Ω∗(X)D∗ be the canonical map
and resD∗,D/D∗ : Ω∗(X)D∗,D → Ω∗(X)D∗ the forgetful map. Then
resD∗,D/D∗(xD) = can(x)
in Ω∗(X)D∗ .
Proof. It suffices to handle of a cobordism cycle η := (f : Y → X,L1, . . . , Lr);
as the maps Z∗(X)D∗
can
−−→ Ω∗(X)D∗
res
←−− Ω∗(X)D∗,D are compatible with ar-
bitrary 1st Chern class operators, we reduce to the case x = (f : Y → X)
with Y irreducible. Let ρ : W → Y × P1 be the birational morphism used
to define xD and let i : |ρ
∗(Y × 0)| → W be the inclusion. The divisors
B0 := ρ
∗(Y ×0) and B1 := ρ
∗(Y ×1) are both in good position with respect
to D∗ and are linearly equivalent on W , and IdW is in M(W )D∗ . Hence, by
lemma 1.14, we have
(5.2) [ρ∗(Y × 0)→ W ]D∗ = [ρ
∗(Y × 1)→W ]D∗
in Ω∗(W )D∗ . In addition, IdW is in M(W )B0,D∗ and it follows directly from
the definition of the operation (Y × 0)(−)D∗,D that
i∗(ρ
∗(Y × 0)(1Y ×0,D∗,DW )D∗,D) = [ρ
∗(Y × 0)→W ]D∗,D
and thus xD = (f ◦ p1)∗([ρ
∗(Y × 0)→W ]D∗,D).
Pushing forward the identity (5.2) via f ◦ p1 ◦ ρ yields
resD∗,D/D∗(xD) = resD∗,D/D∗([ρ
∗(Y × 0)→ X]D∗,D)
= [ρ∗(Y × 0)→ X]D∗
= [ρ∗(Y × 1)→ X]D∗
in Ω∗(X)D∗ . As ρ
∗(Y ×1)→ X is isomorphic as an X-scheme to f : Y → X,
the result follows. 
This yields the following similar result.
Lemma 5.6. Let η be in Z∗(X)D∗,D. Then
ΦX,D∗,D(resD∗,D/D∗(η)) = can(η)
in Ω∗(X)D∗,D.
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Proof. From the relations described in remark 5.8, we reduce to the case of
η = 1D∗,DX ∈ M(X)D∗,D ⊂M(X)D∗ , with X irreducible and in Smk. Con-
sider the new sequence of pseudo-divisors D∗,D,D. One sees directly that
M(X)D∗,D =M(X)D∗,D,D, so we have the element 1
D∗,D,D
X inM(X)D∗,D,D
with resD∗,D,D/D∗,D(1
D∗,D,D
X ) = 1
D∗,D
X . If ρ :W → X × P
1 satisfies the con-
ditions (5.1) for defining the distinguished lifting ΦX,D∗,D,D(1
D∗,D
X ), then
the same ρ satisfies the conditions (5.1) for defining the distinguished lifting
ΦX,D∗,D(1
D∗
X ). This implies that
resD∗,D,D/D∗,D(ΦX,D∗,D,D(1
D∗,D
X )) = ΦX,D∗,D(resD∗,D/D∗(1
D∗,D
X )).
By lemma 5.5, we have resD∗,D,D/D∗,D(ΦX,D∗,D,D(1
D∗,D
X )) = can(1
D∗,D
X ) in
Ω∗(X)D∗,D, hence ΦX,D∗,D(resD∗,D/D∗(1
D∗,D
X )) = can(1
D∗,D
X ), as desired.

Essential for the construction is the next result.
Proposition 5.7. Let η be in Z∗(X)D∗ , and let η1, η2 ∈ Ω∗(X)D∗,D be
distinguished liftings of η. Then η1 = η2 in Ω∗(X)D∗,D.
Proof. First of all, we may assume that η is a cobordism cycle (f : Y →
X,L1, . . . , Lr), with f ∈ M(X)D∗ . Next, it follows from the formula in
remark 5.4 that, if τ is a distinguished lifting of (f, L1, . . . , Lr), then there
is a distinguished lifting 1˜D∗Y ∈ Ω∗(Y )D∗,D of 1
D∗
Y ∈ Ω∗(Y )D∗ with
τ = f∗(c˜1(L1) ◦ . . . ◦ c˜1(Lr)(1˜
D∗
Y )).
Thus, it suffices to consider the case of X ∈ Smk, and to show that two
distinguished liftings of 1D∗X ∈ M(X)D∗ agree in Ω∗(X)D∗,D.
We may assume that X is irreducible. If |D| = X, then Z∗(X)D∗ =
Z∗(X)D∗,D and Ω∗(X)D∗ = Ω∗(X)D∗,D. By lemma 5.5, each distinguished
lifting of 1D∗X agrees with 1
D∗
X in Ω∗(X)D∗ , hence each two distinguished
liftings of 1D∗X agree in Ω∗(X)D∗,D.
Thus, we may assume that D is a Cartier divisor on X. Let η1 and η2 be
two distinguished liftings of 1D∗X . We may also suppose that D1, . . . ,Dn are
Cartier divisors on X (we allow the case n = 0).
Let (E1, . . . , Er, Er+1) be the sequence (D1, . . . ,Dn,D); in particular,
E1 = D1 for r ≥ 1, while E1 = D in case r = 0. Suppose for i = 1, 2
that ηi is constructed via a birational morphism ρi : Wi → X×P
1 satisfying
(5.1) for the sequence (E1, . . . , Er, Er+1). Let Zi be a subscheme of X ×P
1,
supported in |E1| × 0, such that Wi is the blow-up of X × P1 along Zi,
i = 1, 2. Let ρ¯i : |ρ
∗
i (X × 0)| → X be the map induced by ρi, i = 1, 2; thus
ηi = ρ¯i∗(ρ
∗
i (X × 0)(1
X×0,D∗ ,D
Wi
)); i = 1, 2.
Let φ1 : T1 → X × P
1× P1 be the blow-up along Z1× P
1, let 〈Z2〉 denote
the proper transform of p∗13(Z2) to T1 and let ψ1 : T2 → T1 be the blow-up of
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T1 along 〈Z2〉, with structure morphism φ2 : T2 → X×P
1×P1, φ2 = φ1 ◦ψ1.
Let E2 be the exceptional divisor of T2 → X × P
1 × P1.
We claim there is a blow-up ψ2 : T → T2 of T2 at a closed subscheme
Z supported over |E1| × 0 × 0, such that T is smooth over k, IdT is in
M(T )X×P1×0,D∗,D∩M(T )X×0×P1,D∗,D and the divisorX×P
1×0+X×0×P1
pulls back to a simple normal crossing divisor on T . To see this, define open
subschemes U2, T
1
2 and T
2
2 of T2 by
U2 := T2 \ φ
−1(|E1| × 0× 0),
T 12 := T2 \ φ
−1(|E1| × P
1 × 0),
T 22 := T2 \ φ
−1(|E1| × 0× P
1).
Let U12 ⊂ T
1
2 and U
2
2 ⊂ T
2
2 be the open subschemes
U12 := T2 \ φ
−1(X × P1 × 0),
U22 := T2 \ φ
−1(X × 0× P1).
Finally, let U = (X \ |E1|)× P
1 × P1 ⊂ X × P1 × P1.
Clearly U2 is in Smk, φ2 : φ
−1
2 (U) → U is an isomorphism and IdU is in
M(U)D∗ ∩M(U)X×0×P1,D∗,D ∩M(U)X×P1×0,D∗,D. Next, U
1
2 =W1 × (P
1 \
{0}), so IdU12 is in M(U
1
2 )D∗ ∩M(U
1
2 )X×0×P1,D∗,D. In addition, IdU12 is in
M(U12 )X×P1×0,D∗,D, since X×P
1×0 pulls back to the empty divisor on U12 .
As T 12 \ U
1
2 is contained in φ
−1
2 (U), this implies that
IdT 12 ∈ M(T
1
2 )D∗ ∩M(T
1
2 )X×0×P1,D∗,D ∩M(T
1
2 )X×P1×0,D∗,D.
By symmetry, we have
IdT 22 ∈ M(T
2
2 )D∗ ∩M(T
2
2 )X×0×P1,D∗,D ∩M(T
2
2 )X×P1×0,D∗,D.
Since U2 = T
1
2 ∪ T
2
2 , this shows that
IdU2 ∈ M(U2)D∗ ∩M(U2)X×0×P1,D∗,D ∩M(U2)X×P1×0,D∗,D.
Thus, there is a blow up T ′2 → T2 with fundamental locus contained in T2\U2
so that the closed subschemes of X × P1 × P1,
X × P1 × 0 ∩ ∩si=1Ei × P
1 × P1; s = 1, . . . , n+ 1,
X × 0× P1 ∩ ∩si=1Ei × P
1 × P1; s = 1, . . . , n+ 1,
all pull back to Cartier divisors on T ′2. Blowing up T
′
2 further, again in closed
subschemes lying over T2 \ U2, we may resolve the singularities of T
′
2 and
achieve that X × P1× 0 +X × 0× P1 and D1 × P
1 × P1 pull back to simple
normal crossing divisors. This gives us the desired blow-up ψ2 : T → T2.
Let φ : T → X × P1 × P1 be the composition φ1 ◦ ψ1 ◦ ψ2. We have
the Cartier divisors D0 := φ
∗(X × 0 × P1), D1 := φ
∗(X × 1 × P1), D′0 :=
φ∗(X × P1 × 0) and D′1 := φ
∗(X × P1 × 1). We claim that
D0 is admissible with respect to D
′
0,D∗,D,
D′0 is admissible with respect to D0,D∗,D.
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Indeed, by proposition 4.3, D0 is admissible with respect toX×P
1×0,D∗,D.
Since D′0 = φ
∗(X × P1 × 0), it follows that D0 is admissible with respect to
D′0,D∗,D. The argument for D
′
0 is the same.
By proposition 4.3 we have
(5.3) D0([D
′
0 → |D
′
0|]D0,D∗,D)D∗,D = D
′
0([D0 → |D0|]D′0,D∗,D)D∗,D
in Ω∗(|D0| ∩ |D
′
0|)D∗,D.
We note that T1 is isomorphic to W1 × P
1. Via this isomorphism, let
f : T →W1 be the composition p1 ◦ψ1 ◦ψ2 and let V = φ
−1(X ×P1× (P1 \
{0})) ⊂ T . As T → T1 is an isomorphism over φ
−1(X×P1×(P1\{0}), we see
that the restriction fV : V →W1 of f identifies V withW1×(P
1\{0}). Let s :
W1 → V be the 1-section. Letting D¯ = ρ
∗
1(X×0), we have D0∩V = f
−1
V (D¯),
D′1 ⊂ V and D
′
1 is the reduced divisor s(W1). As IdW1 is inM(W1)X×0,D∗,D
be construction, the simple normal crossing divisor ρ∗1(X × 0) is admissible
with respect to D∗,D (lemma 1.10(1)). Finally, OT (D
′
0)
∼= OT (D
′
1).
Thus, the hypotheses for proposition 4.4 are satisfied (with E∗ = D∗,D,
B = D0, D0 = D
′
0 and D1 = D
′
1) and we may conclude that D0 ∩ D
′
1 is a
simple normal crossing divisor on D′1, admissible with respect to D∗,D, and
(5.4) i0∗(D
′
0([D0 → |D0|]D′0,D∗,D)D∗,D) = i1∗([D0 ∩ D
′
1 → |D0| ∩ |D
′
1|]D∗,D)
in Ω∗(|D0|)D∗,D, where i0 : |D0| ∩ |D
′
0| → |D0|, i1 : |D0| ∩ |D
′
1| → |D0| are
the inclusions. Similarly, D′0 ∩D1 is a simple normal crossing divisor on D1,
admissible with respect to D∗,D, and
(5.5) i′0∗(D0([D
′
0 → |D
′
0|]D0,D∗,D)D∗,D) = i
′
1∗([D
′
0 ∩ D1 → |D
′
0| ∩ |D1|]D∗,D)
in Ω∗(|D
′
0|)D∗,D, where i
′
0 : |D
′
0| ∩ |D0| → |D
′
0|, i
′
1 : |D
′
0| ∩ |D1| → |D
′
0| are
the inclusions.
Putting (5.3), (5.4) and (5.5) together and pushing forward to X gives
the identity
[D′0 ∩ D1 → X]D∗,D = [D0 ∩D
′
1 → X]D∗,D
in Ω∗(X)D∗,D. But via the isomorphisms D
′
1
∼=W1, D1 ∼=W2, we have
[D0 ∩ D
′
1 → X]D∗,D = (ρ¯1)∗(ρ
∗
1(X × 0)(1
X×0,D∗ ,D
W1
)) = η1,
[D′0 ∩ D1 → X]D∗,D = (ρ¯2)∗(ρ
∗
2(X × 0)(1
X×0,D∗ ,D
W2
)) = η2,
and thus η1 = η2, completing the proof. 
Remark 5.8. Via proposition 5.7, we may speak of the distinguished lifting of
an element of L∗⊗Z∗(X)D∗ to Ω∗(X)D∗,D. We have the following properties
of the distinguished lifting:
(1) Sending η ∈ L∗ ⊗ Z∗(X)D∗ to its distinguished lifting η˜ defines an
L∗-linear homomorphism ΦX,D∗,D : L∗ ⊗ Z∗(X)D∗ → Ω∗(X)D∗,D,
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making the diagram
L∗ ⊗Z∗(X)D∗
ΦX,D∗,D
//
can
))❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
Ω∗(X)D∗,D
resD∗,D/D∗

Ω∗(X)D∗
commute.
(2) Given f : X ′ → X projective, we have
ΦX,D∗,D ◦ f∗ = f∗ ◦ ΦX′,D∗,D.
(3) If L is a line bundle on X, then
ΦX,D∗,D ◦ c˜1(L) = c˜1(L) ◦ΦX,D∗,D.
(4) For f : X ′ → X smooth, we have
ΦX′,D∗,D ◦ f
∗ = f∗ ◦ ΦX,D∗,D.
Property (1) is just lemma 5.5 and proposition 5.7. The properties (2) and
(3) follow from the formula in remark 5.4. For (4), suppose g : Y → X is in
M(X)D∗ and ρ : W → Y ×P
1 is used to construct the distinguished lifting of
g. As f is smooth, it follows that we may useW ′ := X ′×XW → X
′×XY ×P
1
to construct the distinguished lifting of f∗(g), from which (4) follows easily.
Lemma 5.9. Let F be in L∗[[u1, . . . , um]], let f : W → X be in M(X)D∗,D,
and let L1, . . . , Lm be line bundles on W . Take an element η ∈ Z∗(W )D∗and
let FN denote the truncation of F after total degree N . Then
ΦW,D∗,D(f∗(FN (c˜1(L1), . . . , c˜1(Lm))(η)))
= f∗(F (c˜1(L1), . . . , c˜1(Lm))(ΦW,D∗,D(η)))
for all N sufficiently large.
Proof. This follows from remark 5.8, using the relations 〈RDim∗ 〉(X)D∗,D. 
5.3. Lifting divisor classes. We need some information on the distin-
guished lifting of divisor classes before proving the main moving lemma.
We fix pseudo-divisors D1, . . . ,Dn,D on X.
Let f : Y → X be in M(X)D∗ . We suppose that Y is irreducible,
f(Y ) 6⊂ |D| and f(Y ) 6⊂ |Di| for i = 1, . . . , n. Let i : S → Y be a smooth
Cartier divisor on Y , in good position with respect to D∗. As in the proof of
lemma 5.2, there is a blow-up τ : Y ′ → Y with fundamental locus contained
in |divf∗D1| ∩ |divf
∗D| such that f ◦ τ : Y ′ → X is in M(X)D∗,D. Blowing
up further, we may assume that τ∗S is a simple normal crossing divisor on
Y ′, and is in good position with respect to D∗,D. Indeed, this is clearly the
case after restriction to Y ′ \ (|(f ◦ τ)∗D1| ∩ |(f ◦ τ)
∗D|), and we need only
blow Y ′ up in smooth centers lying over |(f ◦ τ)∗D1| ∩ |(f ◦ τ)
∗D| so that
τ∗S + div(f ◦ τ)∗D1 pulls back to a simple normal crossing divisor.
INTERSECTION THEORY IN ALGEBRAIC COBORDISM 45
We apply lemma 5.2 with respect to the sequence of divisors
(E1, . . . , Er, Er+1) = (divf
∗D1, . . . ,divf
∗Dn,divf
∗D)
and the blow-up Y ′ → Y , forming a projective birational morphism ρ : W →
Y × P1 with W ∈ Smk satisfying the conditions (1)-(5) of that lemma, and
such that the proper transform 〈Y × 0〉 ⊂ W is isomorphic as Y -scheme
to Y ′. By part (C) of lemma 5.2, there is such a W so that ρ∗(S × P1)
is a simple normal crossing divisor on W , in good position with respect to
Y × 0,D∗,D and with ρ
∗(S × P1 + Y × 0) in good position with respect to
D∗.
Let E denote the exceptional divisor of ρ, 〈Y × 0〉 the proper transform
of Y × 0 and 〈S × P1〉 the proper transform of S × P1. Let S˜ = ρ∗(S × P1),
Y˜ = ρ∗(Y ×0) and let iS : |S˜| → W be the inclusion. Let ρ¯S : |ρ
∗
S(S×0)| → S
be the map induced by ρS, and ρ¯ : |Y˜ | → Y the map induced by ρ,
Lemma 5.10. Let q : |Y˜ | ∩ |S˜| → X be the composition of the inclusion
into Y˜ with f ◦ ρ¯. Then
(1) f∗ρ¯∗
(
Y˜ (1Y×0,D∗,DW )D∗,D
)
= ΦX,D∗,D([f : Y → X]D∗).
(2) q∗
(
i∗S Y˜ ([S˜ → |S˜|]Y˜ ,D∗,D)D∗,D
)
= ΦX,D∗,D(f∗([S → Y ]D∗)).
Proof. The assertion (1) follows from the fact that ρ :W → Y ×P1 satisfies
the conditions (1)-(4) of (5.1).
For (2), we first claim that
(5.6) i∗S Y˜ ([S˜ → |S˜|]Y˜ ,D∗,D)D∗,D = i
∗
S Y˜ ([〈S × P
1〉 → |S˜|]Y˜ ,D∗,D)D∗,D
in Ω∗(|Y˜ |∩|S˜|)D∗,D. Indeed, we may write the simple normal crossing divisor
S˜ as
S˜ = 〈S × P1〉+A,
where A is an effective divisor, supported in |S˜| ∩ |E|. Since the excep-
tional divisor E is supported in |Y˜ |, A is supported in |Y˜ |. From the above
decomposition of S˜, we have
[S˜ → |S˜|]Y˜ ,D∗,D = [〈S × P
1〉 → |S˜|]Y˜ ,D∗,D + i
A
∗ α,
where α is a class in Ω∗(|A|)Y˜ ,D∗,D, and i
A : |A| → |S˜| is the inclusion. Then
i∗S Y˜ ([S˜ → |S˜|]Y˜ ,D∗,D)D∗,D
= i∗S Y˜ ([〈S × P
1〉 → |S˜|]Y˜ ,D∗,D)D∗,D + i
A
∗ c˜1(i
A∗OW (Y˜ ))(α).
But Y˜ = ρ∗(Y × 0), hence OW (Y˜ ) ∼= OW in a neighborhood of |A|. Thus
c˜1(i
A∗OW (Y˜ ))(α) = 0, proving our claim.
We are thus reduced to showing that
q∗(i
∗
S Y˜ ([〈S × P
1〉 → |S˜|]Y˜ ,D∗,D))D∗,D = ΦX,D∗,D(f∗([S → Y ]D∗)).
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We write WS for 〈S×P
1〉; the restriction of ρ defines a projective morphism
ρS :WS → S × P
1.
The fact that ρ∗(S×P1) is a simple normal crossing divisor onW , in good
position with respect to Y × 0,D∗,D and with respect to D∗, implies that
〈S ×P1〉 is a smooth Cartier divisor on W , in good position with respect to
Y × 0,D∗,D and with respect to D∗. By remark 1.9, p1 ◦ ρS : WS → S is
in M(S)D∗ and ρS : WS → S × P
1 is in M(S × P1)S×0,D∗,D. Let 〈S × 0〉S
denote the proper transform of S × 0 ⊂ S × P1 to WS and let S
′ ⊂ Y ′
denote the proper transform of S to Y ′. As 〈Y × 0〉 ∼= Y ′ as Y -schemes,
it follows that 〈S × 0〉S is isomorphic to S
′ as S-schemes. Since τ∗(S) is a
simple normal crossing divisor on Y ′, and is in good position with respect to
D∗,D, it follows again from remark 1.9 that S
′ → S is in M(S)D∗,D. Since
ρ∗(S×P1+Y ×0) is in good position with respect to D∗, lemma 1.10(6) tells
us that the divisor ρ∗S(S×0) = ρ
∗(Y ×0)∩〈S×P1〉 onWS is in good position
with respect toD∗. This shows that ρS :WS → S×P
1 satisfies the conditions
(1)-(4) of (5.1), except possibly for the requirements about the support of
the fundamental loci of 〈S × 0〉S → S and WS → S × P
1; these properties
follow directly from the corresponding requirements for 〈Y × 0〉 → Y and
W → Y ×P1. Thus, we may use WS to compute the distinguished lifting of
f∗([S → Y ]D∗), giving
ΦX,D∗,D(f∗[S → Y ]D∗) = ΦX,D∗,D((f ◦ i)∗(1
D∗
S ))
= (f ◦ i ◦ ρ¯S)∗
(
ρ∗S(S × 0)(1
S×0,D∗,D
WS
)D∗,D
)
= (f ◦ ρ¯)∗
(
ρ∗(Y × 0)([〈S × P1〉 →W ]Y×0,D∗,D)D∗,D
)
= q∗
(
i∗S Y˜ ([〈S × P
1〉 → |S˜|]Y˜ ,D∗,D)D∗,D
)
= q∗
(
i∗S Y˜ ([S˜ → |S˜|]Y˜ ,D∗,D)D∗,D
)
,
as desired. 
5.4. The proof of the moving lemma. We are now ready to prove the
main result of this section.
Theorem 5.11. Let X be a finite type k-scheme, and D1, . . . ,Dn,D pseudo-
divisors on X. Then the forgetful map resD∗,D/D∗ : Ω∗(X)D∗,D → Ω∗(X)D∗
is an isomorphism.
Proof. By lemma 5.5 and lemma 5.6, we have a commutative diagram
L∗ ⊗Z∗(X)D∗,D
can
//
resD∗,D/D∗

Ω∗(X)D∗,D
resD∗,D/D∗

L∗ ⊗Z∗(X)D∗
ΦX,D∗,D
66♠♠♠♠♠♠♠♠♠♠♠♠
can
// Ω∗(X)D∗ .
Since can : L∗ ⊗ Z∗(X)D∗ → Ω∗(X)D∗ is surjective, the surjectivity of
resD∗,D/D∗ follows. As can : L∗⊗Z∗(X)D∗,D → Ω∗(X)D∗,D is surjective, so is
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ΦX,D∗,D and the injectivity of resD∗,D/D∗ will follow if we show that ΦX,D∗,D
descends to an L∗-linear homomorphism Φ¯X,D∗,D : Ω∗(X)D∗ → Ω∗(X)D∗,D.
First, we show that Φ := ΦX,D∗,D descends to Φ1 : L∗ ⊗ Z∗(X)D∗ →
Ω∗(X)D∗,D. As Φ is L∗-linear and is compatible with 1st Chern class op-
erators, we need only consider an element of the form η := (f : Y →
X,pi∗L1, . . . , pi
∗Lm) of 〈R
Dim
∗ 〉(X)D∗ . Here f : Y → X is in M(X)D∗ ,
pi : Y → Z is a smooth morphism to some Z ∈ Smk, L1, . . . , Lm are line
bundles on Z, and m > dimkZ. By lemma 5.9,
Φ(η) = f∗
(
c˜1(pi
∗L1) ◦ · · · ◦ c˜1(pi
∗Lm)(ΦY,D∗,D(1
D∗
Y ))
)
.
The operator c˜1(pi
∗L1)◦ . . .◦ c˜1(pi
∗Lm) is zero on Ω∗(Y )D∗,D by the relations
〈RSect∗ 〉(Y )D∗,D, so Φ(η) = 0, as desired.
Next, we check that Φ1 descends to Φ2 : L∗ ⊗ Ω∗(X)D∗ → Ω∗(X)D∗,D.
Since Φ is L∗-linear, intertwines the operators c˜1(L) on Z∗(X)D∗ and on
Ω(X)D∗,D, and is compatible with pushforward, it suffices to check that Φ1
vanishes on elements of the form
f∗(c˜1(OY (S))(1
D∗
Y )− [i : S → Y ]D∗),
for f : Y → X in M(X)D∗ , and i : S → Y the inclusion of a smooth divisor
in good position with respect to D∗.
By lemma 5.9,
c˜1(OY (S))(ΦY,D∗,D(1
D∗
Y )) = ΦY,D∗,D(c˜1(OY (S))(1
D∗
Y )).
On the other hand, let ρ : W → Y ×P1 be as constructed at the beginning
of §5.3 for the pair (Y, S). Retaining the notation from that section, the
Cartier divisor ρ∗(S × P1) is in good position with respect to Y × 0,D∗,D
and [ρ :W → Y × P1] is in M(Y × P1)Y×0,D∗,D, so by lemma 1.14
[ρ∗(S × P1)→W ]Y×0,D∗,D = c˜1(OW (ρ
∗(S × P1)))(1Y ×0,D∗,DW ).
Therefore, with ρ¯ : |ρ∗(Y × 0)→ Y the map induced by ρ, we have
ΦY,D∗,D([S → Y ]D∗)
= (ρ¯)∗(ρ
∗(Y × 0)([ρ∗(S × P1)→W ]Y×0,D∗,D)D∗,D)
by lemma 5.10
= (ρ¯)∗(ρ
∗(Y × 0)(c˜1(OW (ρ
∗(S × P1)))(1Y ×0,D∗,DW )))
= c˜1(OY (S))(ρ¯∗(ρ
∗(Y × 0)(1Y ×0,D∗,DW )))
= c˜1(OY (S))(ΦY,D∗,D(1
D∗
Y )).
Pushing forward to X gives the desired identity.
Finally, we check that Φ2 descends to Φ¯ : Ω∗(X)D∗ → Ω∗(X)D∗,D. As
above, it suffices to show that
Φ2
(
f∗(FL(c˜1(L), c˜1(M))(1
D∗
Y )− c˜1(L⊗M)(1
D∗
Y ))
)
= 0
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for each f : Y → X in M(X)D∗ and each pair of line bundles L,M on Y ,
where FL is the universal formal group law. But
ΦY,D∗,D(FL(c˜1(L), c˜1(M))(1
D∗
Y )− c˜1(L⊗M)(1
D∗
Y ))
= (FL(c˜1(L), c˜1(M))− c˜1(L⊗M))(ΦY,D∗,D(1
D∗
Y ))
= 0,
using the relations 〈RFGL∗ 〉(Y )D∗,D in Ω∗(Y )D∗,D. Pushing forward to X
gives the desired identity.
This completes the descent and the proof of the theorem. 
6. The intersection map
We are now in a position to define the intersection map and describe its
main properties.
Definition 6.1. Let X be in Schk, D a pseudo-divisor on X. The inter-
section map
(6.1) D(−) : Ω∗(X)→ Ω∗−1(|D|)
is defined as the composition
Ω∗(X)
res−1
D/∅
−−−−→ Ω∗(X)D
D(−)D
−−−−→ Ω∗−1(|D|);
the map resD/∅ : Ω∗(X)D → Ω∗(X) being an isomorphism by theorem 5.11.
As an aid to verifying properties of the intersection map, we prove the
following technical result.
Lemma 6.2. Take X ∈ Schk with pseudo-divisors D1,D2. Then the canon-
ical map
L∗ ⊗ (Z∗(X)D1,D2 ∩ Z∗(X)D2,D1 ∩ Z∗(X)D1+D2)→ Ω∗(X)
is surjective.
Proof. As the canonical maps L∗ ⊗ Z∗(X)D1,D2 → Ω∗(X)D1,D2 and L∗ ⊗
Z∗(X) → Ω∗(X) are surjective, it follows from lemma 5.6 that res ◦ can :
L∗ ⊗Z∗(X)D1,D2 → Ω∗(X) is surjective. To prove the result, we need only
show that for f : Y → X in M(X)D1,D2 , resD1,D2/∅(f) is in the image of
L∗ ⊗ (Z∗(X)D1,D2 ∩ Z∗(X)D2,D1 ∩ Z∗(X)D1+D2)→ Ω∗(X).
If either f(Y ) ⊂ |D1| or f(Y ) ⊂ |D2|, then f is already in the intersection
M(X)D1,D2 ∩M(X)D2,D1 ∩M(X)D1+D2 , so we may assume that f
∗Di is
a Cartier divisor on Y for i = 1, 2. Changing notation, we may replace X
with Y and D1,D2 with effective Cartier divisors on Y , so that IdY is in
M(Y )D1,D2 . Thus D1 is a simple normal crossing divisor on Y and D1∩D2
is a Cartier divisor on Y . If g : Z → Y is in M(Y )D1,D2 ∩M(X)D1+D2 ,
then automatically g is in M(Y )D2,D1 , as, in case g(Z) 6⊂ |D1| ∪ |D2|, then
g∗(D1 +D2) is a simple normal crossing divisors on Z, so g
∗D2 is a simple
normal crossing divisor, and as g∗(D1) ∩ g
∗(D2) is a Cartier divisor on Z,
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g is in M(Y )D2,D1 . Thus we need only show that IdY is in the image of
L∗ ⊗ (Z∗(Y )D1,D2 ∩ Z∗(Y )D1+D2)→ Ω∗(Y ).
Let τ : Y ′ → Y be a blowup of Y , so that Y ′ is in Smk and τ
∗(D1 +D2)
is a simple normal crossing divisor on Y ; this can be accomplished with the
blowup of a closed subscheme Z0 of Y supported in |D2|. As D1 ∩ D2 is
a Cartier divisor on Y , the same holds for τ∗D1 ∩ τ
∗D2, and clearly τ
∗D1
and τ∗D2 are simple normal crossing divisors on Y
′. Thus Y ′ → Y is in
M(Y )D1,D2 ∩M(Y )D1+D2 , τ
∗D2 is in good position on Y
′ with respect to
D1,D2 and τ
∗D1 is in good position on Y
′ with respect to D2,D1.
Let Z ⊂ Y be the subscheme with ideal sheaf IZ := IZ0 · ID1 · ID2 and
let ρ1 : W1 → Y × P
1 be the blowup of Y × P1 along Z × 0. As in the proof
of lemma 5.2, we let 〈Y × 0〉1, 〈Z × P
1〉1 be respective proper transforms
of Y × 0, Z × P1, E1 the exceptional divisor of ρ1, W
0
1 := W1 \ |〈Z × P
1〉1|
and U1 := W1 \ (|E1| ∩ |〈Z × P
1〉1|. Just as in the proof of lemma 5.2, W
0
1
is isomorphic to the line bundle O(1) → Y ′ (as Y -schemes), with the zero
section of O(1) going over to 〈Y ×0〉1 ⊂W
0
1 and with O(1)|D1∪D2 going over
to E1 ∩W
0
1 . Thus 〈Y × 0〉1 is isomorphic to Y
′,
ρ∗1(Y × 0) ∩ U1 = ρ
∗
1(Y × 0) ∩W
0
1 = E1 ∩W
0
1 + 〈Y × 0〉1
is a simple normal crossing divisor on U1 and U1 is smooth over k. Further-
more,
ρ∗1(Y ×0)∩ρ
∗
1p
∗
1(D1+D2)∩U1 = ρ
∗
1(Y ×0)∩ρ
∗
1p
∗
1(D1+D2)∩W
0
1 = E1∩W
0
1
is a Cartier divisor. Thus IdU1 is in M(U1)D1,D2 ∩ M(U1)Y×0,D1,D2 ∩
M(U1)Y×0,D1+D2 . Thus, we may blow up W1 in a closed subscheme sup-
ported in W1 \ U1, ψ : W →W1, so that W is smooth over k, ρ := ρ1 ◦ ψ is
in
M(Y × P1)Y×0,D1,D2 ∩M(Y × P
1)Y×0,D1+D2 ∩M(Y × P
1)D1,D2
and ρ∗(Y ×0)+ρ∗(D1×P
1) is a simple normal crossing divisor on W . Thus
ρ∗(Y × 0) is in good position with respect to D1,D2; clearly ρ
∗(Y × 1) is in
good position with respect to D1,D2.
As ρ∗(Y ×0) is in good position with respect to D1,D2, lemma 1.14 gives
the identity
[ρ∗(Y × 0)→ Y × P1]D1,D2 = ρ∗(c˜1(ρ
∗OY×P1(Y × 0))(1
D1,D2
W ))
in Ω∗(Y ×P
1)D1,D2 . As the smooth divisor ρ
∗(Y ×1) onW is in good position
with respect to D1,D2, the relations 〈R
Sect
∗ 〉(W )D1,D2 give the identity
[ρ∗(Y × 1)→ Y × P1]D1,D2) = ρ∗(c˜1(OW (ρ
∗(Y × 1))(1D1,D2W ))
in Ω∗(Y ×P
1)D1,D2 . Since OW (ρ
∗(Y ×1)) ∼= OW (ρ
∗(Y ×0)) and the smooth
divisor ρ∗(Y × 1) is as a Y -scheme isomorphic to Y , we may push forward
to Y , giving
[ρ∗(Y × 0)→ Y ]D1,D2 = [ρ
∗(Y × 1)→ Y ]D1,D2 = 1
D1,D2
Y
in Ω∗(Y )D1,D2
∼= Ω∗(Y ).
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On the other hand, as ρ is also in M(Y )Y×0,D1+D2 , and
Y × 0
(
[ρ : W → Y × P1]
Y×0,D1+D2
)
D1+D2
= [ρ∗(Y × 0)→ Y × P1]
D1+D2
in L∗ ⊗ Z∗(Y × P
1)D1+D2 . Pushing forward to Y , the two divisor classes
[ρ∗(Y × 0)→ Y ]
D1+D2
and [ρ∗(Y × 0)→ Y ]
D1,D2
are equal in L∗ ⊗Z∗(Y ),
thus [ρ∗(Y × 0)→ Y ]
D1,D2
is in
L∗ ⊗ (Z∗(Y )D1+D2 ∩ Z∗(Y )D1,D2) ⊂ L∗ ⊗Z∗(Y )
and IdY is in the image of L∗ ⊗ (Z∗(Y )D1,D2 ∩ Z∗(Y )D1+D2) → Ω∗(Y ), as
desired. 
Proposition 6.3. Let D be a pseudo-divisor on an X ∈ Schk. The inter-
section map (6.1) has the following properties.
(1) The map D(−) is L∗-linear.
(2) Let f : X ′ → X be a projective morphism, fD : |f
∗D| → |D| the restric-
tion of f . Then f∗ ◦ (f
∗D)(−) = D(−) ◦ f∗.
(3) Let f : X ′ → X be a smooth quasi-projective morphism, fD : |f
∗D| →
|D| the restriction of f . Then f∗D ◦D(−) = (f
∗D)(−) ◦ f∗.
(4) Let L be a line bundle on X. Then c˜1(L) ◦D(−) = D(−) ◦ c˜1(L).
(5) Take X ′ ∈ Schk, and let p : X
′ ×X → X be the projection. Then for
η′ ∈ Ω∗(X), η
′ ∈ Ω∗(X
′), we have
(p∗D)(η′ × η) = η′ ×D(η)
in Ω∗(X
′ × |D|).
(6) Let D′ be a second pseudo-divisor. Then the two maps
D(−) ◦D′(−),D′(−) ◦D(−) : Ω∗(X)→ Ω∗−2(|D| ∩ |D
′|)
are equal.
(7) Let D′ be a second pseudo-divisor. Suppose that OX(D) ∼= OX(D
′) and
let i : |D| → X, i′ : |D′| → X be the inclusions. Then
i∗ ◦D(−) = i
′
∗ ◦D
′(−) : Ω∗(X)→ Ω∗−1(X).
Proof. The properties (1)-(4) follow directly from lemma 2.2, lemma 2.3 and
the definition of the map D(−). For (5), we use (1)-(4) to reduce to the case
X,X ′ ∈ Smk, η = IdX , η
′ = IdX′ ; in particular, p : X
′ ×X → X is smooth
and quasi-projective. As 1X′ × 1X = 1X′×X = p
∗(1X ), we have
p∗(D)(1X′ × 1X) = p
∗(D)(p∗(1X )) = p
∗
D(D(1X )) = 1X′ ×D(1X),
the second equality following from (3).
For (6), we use lemma 6.2 to reduce to showing that
D(D′(η)) = D′(D(η))
for η ∈ L∗ ⊗ (Z∗(X)D,D′ ∩ Z∗(X)D′,D ∩ Z∗(X)D+D′). Since the maps
D(−),D′(−) are L∗-linear and compatible with 1st Chern class operators,
we reduce to showing D(D′([f : Y → X])) = D′(D([f : Y → X]) for
f ∈ M∗(X)D,D′ ∩M∗(X)D′,D ∩M∗(X)D+D′ . As the intersection maps are
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compatible with f∗, we reduce to the case X = Y and f = IdY . We may
assume that Y is irreducible. Since IdY is inM∗(X)D,D′ ∩M∗(X)D′,D, it is
not necessary to apply the inverse of any of the forgetful maps to compute
the intersection maps.
If |D| = |D′| = Y , then
D(D′(1D,D
′
Y )) = c˜1(OY (D))(c˜1(OY (D
′))(1Y ))
= c˜1(OY (D
′))(c˜1(OY (D))(1Y )) = D
′(D(1D
′,D
Y )).
If |D| = Y , but |D′| 6= Y , then
D(D′(1D,D
′
Y )) = c˜1(OY (D))(D
′(1D,D
′
Y ))
= D′(c˜1(OY (D))(1
D′
Y )) = D
′(D(1D,D
′
Y )).
By symmetry, we have the desired identity in case |D′| = Y , but |D| 6= Y
as well.
Suppose both D and D′ are Cartier divisors on Y . Since IdY is in
M∗(Y )D+D′ ∩ M(Y )D,D′ ∩ M(Y )D′,D, D + D
′ is simple normal crossing
divisor. We may then apply proposition 4.3 to yield
i∗D′(D)([D
′ → |D′|]D) = i
∗
D(D
′)([D → |D|]D)
in Ω∗(Y ). Thus
D(D′(1D,D
′
Y )) = i
∗
D′(D)(D
′(1D,D
′
Y ))
= i∗D′(D)([D
′ → |D′|]D)
= i∗D(D
′)([D → |D|]D′)
= D′(D(1D
′,D
Y )).
For (7), we may assume as above that X = Y is in Smk, irreducible
and that IdY is in M∗(Y )D+D′ ∩ M(Y )D,D′ ∩ M(Y )D′,D. It suffices to
show that i∗(D(IdY )) = i
′
∗(D
′(IdY )). Our assumptions imply that IdY is in
M(Y )D ∩M(Y )D′ .
Suppose Y = |D|. Then i = IdY and D(IdY ) = c˜1(OY (D))(IdY ). Thus,
if |D′| = Y , we have i∗(D(IdY )) = i
′
∗(D
′(IdY )). If |D
′| 6= Y , then D′ is a
simple normal crossing divisor on Y and D′(IdY ) = [D
′ → |D′|]. Thus D′ is
in good position with respect to the empty sequence ∅ and by lemma 1.14,
i′∗(D
′(IdY )) = c˜1(OY (D
′))(IdY ) = c˜1(OY (D))(IdY ) = i∗(D(IdY )).
If both |D| 6= Y and |D′| 6= Y , then the same computation as above gives
the desired result. 
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