We investigate the relation between broken time-reversal symmetry and localization of the electronic states, in the explicitly tractable case of the Landau model.
Introduction
Symmetries play a prominent role in our understanding of the physical world. Solid State Physics is not exceptional, and researchers in this field are often guided by the symmetry principle. For example, it has been realized that in crystalline insulators the lattice translation invariance (a unitary Z d -symmetry) and the timereversal symmetry (an antiunitary Z 2 -symmetry) cooperate to yield exponential localization of the electronic states. More precisely, in a sequence of papers starting with a seminal contribution by the Nobel Laureate W. Kohn [Ko, Cl 1 , Cl 2 , NN, Ne 1 , HS, BPCM, Pa, FMP, CLPS, CHN, CMM] , it has been rigorously proved that be more appealing to mathematically oriented readers, since our proof clearly highlight the central role of the Balian-Low theorem as the deep mathematical structure behind the result. In this paper, following the idea in [Z 3 , Z 4 ], we provide an alternative and self-consistent proof of the Zak's results using an abstract version of the Balian-Low theorem. After reviewing the Landau model, with a particular emphasis on its symmetries and its relation with the Segal-Bargmann holomorphic representation of Quantum Mechanics (Section 2), we provide a new, representation-independent proof of the Balian-Low theorem, which slightly generalizes Battle's proof (Section 3). As a consequence of this abstract ) we obtain a straightforward and mathematically transparent proof of Zak's results. In short, we prove that it is not possible to construct a system of orthonormal eigenfunctions corresponding to a given Landau level which are both intertwined by magnetic translations (the technical word is Gabor frame) and well-localized in space.
The non-existence of such a well-localized basis for a single Landau level is in complete accordance with the paradigm of the Localization-Topology Correspondence. Indeed, each Landau level is topologically non trivial and its Hall conductivity is non-zero [ASS] .
Although the same results on the Landau Hamiltonian have been already obtained by Zak two decades ago, we are confident that our new argument may be useful to clarify the essential mathematical structure underlying the subtle relation between broken time-reversal symmetry and delocalization in magnetic periodic quantum systems.
The Landau model and its symmetries: a review
In this Section we shortly review the main properties of the Landau Hamiltonian, with emphasis on its symmetries and on the correspondence between the classical and the quantum theory. We are interested in describing the quantum mechanical behaviour of a point charge in R 2 under the influence of a magnetic field perpendicular to the plane.
At the classical level one considers the phase space R 2 × R 2 where each point is labelled as (q, p) with q and p vectors in R 2 . The Hamiltonian governing the dynamics of the system is
potential (in the usual physical units) is
where (e 1 , e 2 , e 3 ) is a positively-oriented basis with e 3 // B (clearly the embedding R 2 ⊂ R 3 is understood). For the sake of a simpler notation, we consider a particle of unit mass, so that the Hamiltonian reads
. Up to an appropriate choice of the orthonormal frame, one can always assume that b > 0, as we do hereafter. Notice, however, that the dynamics depends on the sign of the charge, since for positive charges one has (B · e 3 ) > 0, while (B · e 3 ) < 0 for negative charges.
The dynamics is generated by Hamilton's equations
By substitution, it follows that q 1 = bq 2 , q 2 = −bq 1 .
The solutions are described by the well-known cyclotron dynamics
where we denoted byq the centre of the cyclotron orbit, which depends on the initial data (q(0),q(0)).
2.1. Symmetries of the classical theory. From the equations (2.2) it is easy to recognize that the centre of the cyclotron orbit is a constant of motion. This can be understood as follows: the solutions to the equations of motion are localized in space, but the system has no preferred centre of localization. The area in which the solution is localized is labelled by the coordinates of the centreq = (q 1 ,q 2 ).
A posteriori we note that the following canonical transformation simplifies the problem in a substantial way:
(2.3)
Indeed, after the above transformation the Hamiltonian depends only on the second set of coordinates H( q, p) = 1 2 ( p 2 2 + b 2 q 2 2 ) and it is simply the Hamiltonian of a harmonic oscillator, but defined on the phase space R 2 × R 2 ∋ ( q 1 , q 2 , p 1 , p 2 ). In particular, the following Poisson brackets vanish
as a consequence of the special symmetry of the problem. Let us see how this information reflects at the quantum mechanical level.
2.2. Symmetries of the quantum theory. Consider the Hilbert space L 2 (R 3 ), let P = −i∇ be the momentum operator and let X i , i ∈ {1, 2, 3}, be the three components of the position operator, i. e. (X i ψ)(x) = x i ψ(x) for all ψ ∈ D(X i ). The Schrödinger operator that describes a point charge of mass m = 1 moving in R 3 under the influence of a constant magnetic field perpendicular to the xy plane is given by (1)
Exploiting the isomorphism L 2 (R 3 ) ∼ = L 2 (R 2 ) ⊗ L 2 (R) it is sufficient to study the dynamics induced by the following operator, densely defined in L 2 (R 2 ),
which is called Landau Hamiltonian. Note that H L is essentially selfadjoint on the dense domain C ∞ 0 (R 2 ). Motivated by the classical case, see (2.3), we define the following operators
(2.4)
(1) We use Hartree units (so that e 2 , , m e are dimensionless and equal to 1) and b is defined as in (2.1).
The operators (G 1 , G 2 ) are the quantum analogous of the coordinates of the cyclotron orbit (q 1 ,q 2 ) ≡ ( q 1 , p 1 ) in the classical theory, while (K 1 , K 2 ) are the "dynamical coordinates" ( q 2 , p 2 ) appearing in (2.3). As before, we can write the Hamiltonian as H L = 1 2 (K 2 2 + b 2 K 2 1 ). All the operators defined in (2.4) are essentially selfadjoint on C ∞ 0 (R 2 ), see [Ha, Proposition 9.40] , and by explicit computations we observe that they satisfy the following commutation relations
(2.5)
In view of Stone's Theorem, we have the following proposition.
Proposition 2.1. [Ha, Proposition 13 .5] The four operators defined in equations (2.4) are the four generators of the following one parameter unitary groups
Let us focus our attention on the action of the one parameter unitary group associated to G 1 . For any vector ψ ∈ L 2 (R 2 ) we have that
We see that the action of e iαG 1 amounts to a translation of the wave function and a gauge transformation generated by the function χ(x) := −α x 1 2 . Hence the magnetic vector potential in the new gauge is given by
that is exactly the same translation performed on the wave function. In other words, what the unitaries e iαG i are doing is shifting the eigenfunctions in the plane R 2 , which means that they are changing the centre of localization of the wave function and simultaneously acting with a gauge transformation that shifts the zero of the magnetic vector potential by the same amount. What is the physical interpretation of this fact and how it is related to the classical cyclotron orbit centre?
While the Hamiltonian H L does not commute with the ordinary translations T α (defined by (T α ψ) (x) = ψ(x − α) ) it does commute with the magnetic translations e iα 2 G 1 and e iα 1 G 2 , as stated in the following proposition, which is a standard results and whose proof is detailed for the reader's convenience.
Proposition 2.2. The one-parameter unitary groups defined in (2.7) are two symmetry groups for the Hamiltonian H L , that is
. Then we are allowed to define the commutator as an operator acting on the dense invariant subset C ∞ 0 and we get
Hence the commutator is well defined on L 2 (R 2 ) and is equal to the null operator. Consider now the one-parameter unitary group given by the Stone Theorem, that is e iαG j , α ∈ R. From [Ha, Lemma 10 .17] we have that for every ϕ ∈ C ∞ 0 , the function
(2) and then we can use the argument above. Therefore we have that
and the group properties are guaranteed by Proposition 2.1.
Using the standard approach, whose essential idea traces back to Landau, one can prove the following two propositions.
Proposition 2.3 (Landau). The spectrum of the Landau Hamiltonian H L is discrete and given by
where each E n is called the n th -Landau level (3) . Moreover the function
is an eigenfunction corresponding to the lowest Landau level E 0 .
For comparison purposes, we briefly sketch the main steps of the proof of the previous proposition.
(2) See formula (2.8). The action of the unitary group is simply a translation and a multiplication by a smooth phase.
(3) With a little abuse of terminology, we use the term "n th Landau level" or "lowest Landau level" also to refer to the corresponding eigenspaces.
Proof. Recall that, with our conventions, one has b > 0. Consider the ladder operators
One checks that [A, A * ] = 1 and
This is exactly what happens in the case of the harmonic oscillator, where the positive operator A * A, namely the number operator, has discrete spectrum, σ(A * A) = N, and the action of A * , the raising operator (resp. A, the lowering operator) is to "move up" (resp. "move down") in the spectrum. Namely, if ϕ is such that A * Aϕ = nϕ then (A * A)A * ϕ = (n + 1)A * ϕ and (A * A)Aϕ = (n − 1)Aϕ. Therefore it suffices to show that the kernel of the number operator contains non-null vectors, namely that there exists a function ϕ 0 such that Aϕ 0 = 0 .
(2.10)
One can easily check that the function defined in (2.9) satisfies (2.10).
The previous argument shows that N ⊂ σ pp (A * A). The inverse inclusion is obtained by means of a simple argument. Suppose that there exists a vector ϕ λ = 0 such that A * Aϕ λ = λϕ λ , λ > 0. Then for m ∈ N, m > λ we have only two cases: either A m ϕ λ = 0 or A m ϕ λ = 0. Since
the first case implies the existence of a negative eigenvalue, which is impossible in view of the non-negativity of A * A. Regarding the second case, let ϕ λ−m+n := A m−n ϕ λ , where n > 0 is the smallest integer such that A m−n ϕ λ = 0. Notice that n ≤ m by hypothesis. Then A * Aϕ λ−m+n = (λ − m + n)ϕ λ−m+n with ϕ λ−m+n = 0. By acting with the linear operator A * on Aϕ λ−m+n = 0 one gets
which forces λ to be equal to m − n ∈ N. This proves that σ pp (A * A) = N.
A completeness argument, which we omit for the sake of brevity, shows that σ(A * A) = σ pp (A * A) = N, which concludes the proof.
Notice that, even if the Landau Hamiltonian has the same spectrum as the harmonic oscillator Hamiltonian, the spectral type is different.
Proposition 2.4. Each eigenvalue E n of H L is infinitely degenerate. Hence the spectrum of H L is purely essential spectrum.
Proof. Recall that, with our conventions, b > 0. Consider the operators G 1 and G 2 . These operators satisfy the commutation relation (2.5) and, in the same spirit of the proof of Proposition 2.3, we can built another set of ladder operators, namely
One can easily check that [B * , B] = −1. Similarly to what happens for the ladder operators A and A * , we have that the number operator B * B has discrete spectrum and the role of the raising and lowering operators is played now by B * and B respectively. By direct computation one can check that the eigenfunction ϕ 0 defined in (2.10) satisfies also
Bϕ 0 = 0. This means that ϕ 0 is in the kernel of the number operator B * B. Since the operators G i commute with the operators K i , we have that
Therefore all the infinite eigenvectors of the number operator B * B are eigenvectors of H L corresponding to the lowest Landau Level. Since B * B is a selfadjoint operator, eigenvectors corresponding to different eigenvalues are orthogonal. This proves that the eigenvalue E 0 is infinitely degenerate. A similar argument shows that each Landau level E n , n ∈ N, is infinitely degenerate.
Note that the expectation value of the number operator B * B on a given state "measures" the distance from the origin of the state, since 2B * B + 1 = G 2 1 + G 2 2 is the analogous of the square of the radius of the cyclotron orbit in the classical theory. Classically, there exist infinitely many orbits with the same cyclotron radius, which differ among each other by the position of the centre of the orbit. This infinite multiplicity of the solutions of the classical dynamics reflects into the infinite degeneracy of the Landau levels.
The eigenvector φ 0 defined in Proposition 2.3 is well-localized around the origin. Nevertheless, the action of the symmetry groups generated by G 1 and G 2 implies that, for a given energy, there is no preferred centre of localization. In other words, the energy does not depend on where the eigenfunction is localized. Indeed, given an eigenfunction ψ n of H L associated with the eigenvalue E n , we have H L e iαG i ψ n = e iαG i H L ψ n = E n e iαG i ψ n .
Hence e iαG i ψ n is an eigenfunction of H L associated with the eigenvalue E n .
The general translation of the orbit centre is described in the next definition.
Definition 2.5. For every vector α = (α 1 , α 2 ) ∈ R 2 we define the magnetic translation operator associated to α to be the following unitary operator 
Identifying R 2 with the complex plane, namely x 1 + ix 2 =: z ∈ C, and setting
we have that
and similarly
If we substitute ψ with the eigenvector ϕ 0 defined in (2.9), we get that
This means that the action of the raising operator B * on ϕ 0 amounts to multiplication by z. Therefore, since the LLL is a closed subspace, we get that a generic function in the LLL is of the form
where f (z) is analytic and such that
From the commutation relation [B, B * ] = 1 one can deduce that the action of B and B * can be described only in terms of the analytic function f , that is
To be more precise, one considers the Gaussian measure dµ := N exp − |b| 4 |z| 2 dz, with N positive constant, and defines the weighted L 2 -space It is straightforward to identify the LLL and the Segal-Bargmann space via the unitary operator U : Π 0 L 2 (R 2 ) → SB(C) defined by
where ψ(x, y) = f (x, y)ϕ 0 (x, y), and Π 0 denotes the projection onto the LLL. Therefore we obtain
Notice that the operators G i are related to the operator z and ∂ by the following relations
(2.12)
The relations (2.12) together with [Ha, Theorem 14.16] allow to prove that the operators e itG 1 , t ∈ R, and e isG 2 , s ∈ R, form an irreducible representation of the Weyl relations. The irreducible representation space is provided by (the eigenspace corresponding to) the lowest Landau level.
We emphasize that the Segal-Bargmann representation, by means of its complex plane formalism, provides a simple and straightforward characterization of the lowest Landau level in terms of entire functions and, as a by-product, also the action of the operators B and B * is extremely simplified. This formalism turned out to be useful in the study of Fractional Quantum Hall effect, in particular in studying the effect of external potentials acting on the Landau levels, see [GJ] , [MmP] .
An abstract Balian-Low theorem
It emerges from the previous discussion that the pair of operators (G 1 , G 2 ) defined in the previous Section has some structural analogies with the canonical pair (X, P ), given by position and momentum operators in the Schrödinger representation. The essential structure is captured by the following abstract definitions of Gabor triple and Generalized Gabor frame (GGF).
Given any Hilbert space H endowed with the sesquilinear form ·, · : H×H → C, consider two selfadjoint operators X and P (whose domains are denoted by D(X) and D(P), respectively), a dense subspace C ⊂ H and a two dimensional lattice Γ generated by the vectors a, b ∈ R 2 via
Our main Assumption is the following:
Assumption 3.1. Assume that X, P and C satisfy the following properties :
(i) C is a common core for X and P. This means that for every vector ψ ∈ D(X) ∩ D(P) there exists a sequence {ξ i } ⊂ C such that (4) ξ i → ψ
where the convergence is understood in the norm of H. (ii) The operators X and P satisfy the Weyl commutation relations, that is, for all t, s ∈ R e itX e isP = e −its e isP e itX , (3.2) compare with equation (2.11).
Definition 3.2 (Gabor triple). A Gabor triple G := (X, P, C) consists of two operators X, P and a dense subspace C ⊂ H such that Assumption 3.1 holds true.
From the Weyl commutation relations we have the following well-known results.
(4) In the definition of common core it is essential that the sequence ξ i → ψ, i → ∞ provides convergence of both {Xξ i } i∈N and {Pξ i } i∈N . This is, in general, stronger than asking that C is a core for both X and P. for every z ∈ C, defines a projective unitary representation of the additive group C, that is
The restriction of the map T to the lattice Γ (after the identification of R 2 with C) is a projective unitary representation of Z 2 .
Definition 3.4 (Generalized Gabor Frame). Consider a Gabor triple G, a lattice Γ generated by the vectors a, b ∈ R 2 and a closed subspace V ⊂ H. If the set
is contained in V, we call it a Generalized Gabor Frame (GGF) for V generated by ϕ 0 and associated to the Gabor triple G and the lattice Γ.
Hereafter we make use of the short-hand notation T m,n := T (a) m T (b) n .
Proposition 3.5. Let G = (X, P, C) be a Gabor triple. Then X and P satisfy the weak canonical commutation relations, that is ∀ ψ, ϕ ∈ D(X) ∩ D(P)
Xψ, Pϕ − Pψ, Xϕ = i ψ, ϕ .
(3.4)
Proof. Consider two vectors ψ, ϕ ∈ D(X) ∩ D(P). By Assumption 3.1 (i) we know that there exist two sequences {ξ i } i∈N and {ζ i } i∈N satisfying (3.1) for ψ and ϕ, respectively. From (3.2) we have e −itX ξ i , e isP ζ i = e −its e −isP ξ i , e itX ζ i .
(3.5)
Define now F i (t, s) := e −itX ξ i , e isP ζ i and F i (t, s) := e −its e −isP ξ i , e itX ζ i . By Stone's Theorem and the hypothesis on ξ i , ζ i we can differentiate both sides of equation
Applying again Stone's Theorem, we differentiate in s, getting
Evaluating the derivatives at the point (t, s) = (0, 0) we obtain
Performing the limit i → +∞ and taking into account (3.1), one concludes the proof.
Theorem 3.6 (Balian [Bal] , Low [Lo] , Battle [Bat] ). Given a Gabor triple G = (X, P, C) and a lattice Γ ⊂ R 2 , consider a GGF for V generated by ϕ 0 ∈ V. Moreover suppose that V is an invariant subspace for the operators X and P, that is for every
If the elements of the GGF form a complete and orthonormal system for V then either ϕ 0 / ∈ D(X) or ϕ 0 / ∈ D(P).
The latter claim is usually written, especially in the physics literature, as
Notice, however, that the previous equation makes no sense in an abstract setting. To justify the appearance of "+∞" in (3.6), we notice that -whenever the thesis of Theorem 3.6 holds true -there exist two sequences of vectors
As we anticipated in the Introduction, we provide a slight generalization of Battle's proof of Balian-Low Theorem. Our proof is representation-independent, in the sense that does not exploit the Stone-von Neumann uniqueness theorem.
Proof. We prove the theorem via reductio ad absurdum. By contradiction, suppose that there exists c < +∞ such that Xϕ 0 Pϕ 0 = c (this means, equivalently, that ϕ 0 ∈ D(X) ∩ D(P)). From the invariance property of V follows that
Hence Xϕ 0 , Pϕ 0 ∈ V and we have that
Xϕ 0 , T m,n ϕ 0 T m,n ϕ 0 , Pϕ 0 .
Let us now prove that Xϕ 0 , T m,n ϕ 0 = T −m,−n ϕ 0 , Xϕ 0 and Pϕ 0 , T −m,−n ϕ 0 = T m,n ϕ 0 , Pϕ 0 . By (3.2) we have that e isX T m,n e −isX = e −is(ma 2 +nb 2 ) T m,n .
(3.7)
Moreover, since T restricted to Γ is a projective unitary representation of Z 2 , see Proposition 3.3 , we have that T * m,n = e i(ma 1 nb 2 −ma 2 nb 1 ) T −m,−n .
(3.8)
Putting together (3.7) and (3.8) we obtain e −isX ϕ 0 , T m,n ϕ 0 = e −is(ma 2 +nb 2 ) e −i(ma 1 nb 2 −ma 2 nb 1 ) T −m,−n ϕ 0 , e isX ϕ 0 .
(3.9)
Using the same strategy as in the proof of Proposition 3.5, we differentiate by s both sides of (3.9). Evaluating at s = 0 we get Xϕ 0 , T m,n ϕ 0 = e i(ma 1 nb 2 −ma 2 nb 1 ) T −m,−n ϕ 0 , Xϕ 0 − (ma 2 + nb 2 ) e −i(ma 1 nb 2 −ma 2 nb 1 ) T −m,−n ϕ 0 , ϕ 0 .
Since T mn ϕ 0 ⊥ ϕ 0 , for every (m, n) = (0, 0), we obtain
Xϕ 0 , T m,n ϕ 0 = e i(ma 1 nb 2 −ma 2 nb 1 ) T −m,−n ϕ 0 , Xϕ 0 .
The same argument shows also that T m,n ϕ 0 , Pϕ 0 = e −i(ma 1 nb 2 −ma 2 nb 1 ) Pϕ 0 , T −m,−n ϕ 0 .
Therefore, by phase cancellation, we conclude that
Consider now a sequence ξ i that satisfies item (i) of Assumption 3.1 with ψ = ϕ 0 . By using Proposition 3.5, we have
Hence, for i → ∞, it happens that
This implies that ϕ 0 = 0 and so {ϕ mn } m,n∈Z can not be a complete and orthonormal system for V. Thus we get a contradiction and the theorem is proved.
Application to the Landau model: non existence of well-localized Gabor frames
The Balian-Low theorem has been already applied to the Landau Hamiltonian by Zak, [Z 3 , Z 4 ]. These works are based on the theory of linear canonical transformations of Moschinsky and Quesne [MQ] , which requires to handle several integral transformations, and on the use of the Bloch-Floquet-Zak transform, also called Zak transform, [Z 1 , Z 2 ]. In the following we provide an alternative argument -hopefully more transparent for some readers -, based on a direct application of the Balian-Low theorem (Theorem 3.6) to the Landau levels. Our alternative argument uses only the theory explained so far.
By definition, G 1 , G 2 and C ∞ 0 (R 2 ) satisfy Assumption 3.1.(i). Moreover by explicit computation we get that for every t, s ∈ R e itG 1 e isG 2 = e −i ts b e isG 2 e itG 1 .
By setting G 1 = bG 1 , we obtain e it G 1 e isG 2 = e −ist e isG 2 e it G 1 .
(4.1)
Hence G 1 and G 2 together with the dense set C = C ∞ 0 (R 2 ) define a Gabor triple G L . Consider now the n th Landau level and the lattice Z 2 . Since G 1 and G 2 commute with the Landau Hamiltonian, in view of (2.4), every vector ϕ in the n th Landau level generates a generalized Gabor frame given by T m,n ϕ = e im G 1 e inG 2 ϕ .
Assume that there exists a vector ϕ 0 that generates a Generalized Gabor frame that is an orthonormal basis for the n th Landau level. Applying Theorem 3.6 we conclude that ϕ 0 cannot be in both the domain of G 1 and of G 2 . Assume now that ϕ 0 is not a null vector and is in both the domain of X 1 and of X 2 , or in other words that X 1 ϕ 0 X 2 ϕ 0 < ∞ .
(4.2) From definition (2.4), it follows that
Since ϕ 0 is an eigenvector of the Hamiltonian H L , we know that ϕ 0 is in the domain of K 1 and K 2 , therefore by linearity it has to be also in the domain of G 1 and G 2 in contradiction with Theorem 3.6. Thus, we conclude that ϕ 0 cannot satisfy (4.2), i. e. it cannot be well-localized in both directions. Note that we are not addressing the issue of the existence of a Generalized Gabor frame for a single Landau Level. As it is widely discussed in the literature, see for example [Pe, BBGK, BZ] , the existence of a complete Gabor frame for a Landau level is related to the existence of a complete von Neumann set for the same space, which in turn is related to the choice of the lattice Γ. The orthogonality and the completeness of the elements of the GGF is crucially related to the properties of both the lattice Γ and the generator ϕ 0 [Si] , and can be investigated by using the Zak transform as done in [BGZ, Z 3 , Z 4 ]. Our Theorem says that whenever one can construct such an orthonormal basis for the subspace V, then the elements of the basis cannot be well-localized in position space, in agreement with Zak's result [Z 3 , Z 4 ], Thouless argument [Th] and the more recent model-independent analysis in [MPPT 1 , MPPT 2 ].
