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Introduction
Given the conditions of global environmental change such as outlined in the Fifth Assessment Report of the United National Intergovernmental Panel on Climate Change (Stocker et al. 2013) , impacts from natural hazards on natural and human systems are manifest world-wide (Field et al. 2014) . Therefore, such impacts are the result of both the frequency and magnitude of the environmental hazard and the exposure of the society or elements at risk such as buildings or infrastructure lines. According to Varnes (1984) , risk can be defined as the expected degree of loss due to particular natural phenomena of a given magnitude and frequency, and exposure is given by a set of processes and situations emerging from socio-economic, environmental and physical impacts driving vulnerability, sensitivity and resilience of the population at risk. In recent years, the concepts of vulnerability and resilience (again) became popular in environmental hazard and risk management (Parry et al. 2007 ). Ideas and concepts of vulnerability and resilience are used by various scholars from different scientific disciplines -as well as by practitioners and institutions -and hence are used in multiple disciplinary models underpinning either a technical or a social origin of the concept and resulting in a range of paradigms for either a qualitative or quantitative assessment, both scale-dependent. Despite the growing amount of studies recently published (e.g., Menoni et al. 2012 , Birkmann et al. 2013 ) current approaches are still driven by a divide between natural and social sciences, even if some attempts have been made within to bridge this gap (e.g., Fuchs (2009) with respect to vulnerability and Kuhlicke (2013) pointing on resilience). Whereas social scientists tend to view vulnerability and resilience as representing the set of socio-economic factors that determine people's ability to cope with stress or changes (e.g., Field et al. 2012) , natural scientists and engineers often view both terms focusing on the likelihood of occurrence of specific hazards, and associated impacts on the built environment (e.g., Papathoma- Köhle et al. 2011) . Representatives from each discipline define both vulnerability and resilience in a way which fits to their individual disciplinary purposes. However, efforts to reduce the exposure to hazards and to create disaster-resilient communities require intersections among these different disciplines (Fuchs et al. 2011 , Birkmann et al. 2013 , since human activity cannot be seen independently from the environmental settings and vice versa. Simultaneously, approaches suitable within the development context may not fit to the climate change context. Acknowledging different roots of disciplinary paradigms, methods determining structural, economic, institutional or social vulnerability and resilience should be inter-woven in order to enhance our understanding of vulnerability and resilience, and to adapt to ongoing global change processes. Therefore, there is a need to expand our vision on hazard and risk management integrating adaptation and mitigation approaches into the broader context of related governance arrangements. As such, it is increasingly recognized that disaster risk and threats to human security cannot be reduced by focusing solely on the hazards. The Sendai Framework for Disaster Risk Reduction 2015-2030, which was formulated at the Third UN World Conference on Disaster Reduction in 2015, underlines that the starting point for reducing disaster risk and for promoting a culture of disaster resilience is the knowledge of the hazards and the physical, social, economic and environmental vulnerabilities to disasters that most societies bear (UN/ISDR 2015). Regional hazard analysis is the starting point of any of such actions.
As indicated by the current scientific consensus, the Mediterranean Basin is considered amongst the geographic regions that are most endangered to climate change, and is expected to have unfavourable climate change effects. Hence, Cyprus is placed in a hot spot and will confront a serious risk for desertification, which is expected to worsen with climate change (Za chariadis 2012). In this paper, we present a regional analysis of hydrological hazards for the island of Cyprus in order to enhance subsequent risk and vulnerability analysis.
Materials and Methods

Raw data
Based on the scope of the study, a quantitative approach was applied and data was collected for analysis from two sets of hydrological and meteorological stations (70 and eight stations, respectively) in Cyprus (Fig. 1) . The data was provided by the Water Development Department of Cyprus <http://www.moa.gov.cy/moa/wdd/ Wdd.nsf/index_en/index_en?OpenDocument>. The data recorded included: -for the first set of 70 stations: the area of the watershed, the perimeter of the selected stations, the roundness, the altitude (minimum, maximum, mean), the mean annual precipitation, the mean slope, the length and density of the hydrological network, the land use, and the mean annual flow of water for each station (drainage trend), -for the second set of eight stations: the minimum and maximum monthly temperatures for the years 1979 to 2009. The data showed the intensity of the parameter measured in terms of scale data to reflect the actual effect of the factor on the ground.
Data Manipulations and Operational Analysis
We applied the parametric analysis system on the data which could indicate the normal distribution based on the central tendencies. Further, we used the non-parametric statistical analysis on the data that could not show the standard distribution from the central tendencies. We used SPSS Modeler v.14.2 which allows data entry, management, processing, analysis and presentation.
Kohonen's algorithm was applied for operational analysis purposes (Kohonen 1982) . Kohonen networks are a type of neural network that perform clustering, also known as a k-net or a self-organizing map, and are widely used in hydrology (Govindaraju and Rao 2000) . This type of network can be used to cluster the dataset into distinct groups. Records are grouped so that records within a group or cluster tend to be similar to each other, and records in different groups are dissimilar. The basic units are neurons, and they are organized into two layers: the input layer and the output layer (output map). All of the input neurons are connected to all of the output neurons, and these connections have strengths, or weights, associated with them. During training, each unit competes with all of the others to "win" each record.
Initially, all weights are random. When a unit wins a record, its weights (along with those of other nearby units, collectively referred to as a neighborhood) are adjusted to better match the pattern of predictor values for that record. All of the input records are shown, and weights are updated accordingly. This process is repeated many times until the changes become very small. As training proceeds, the weights on the grid units are adjusted so that they form a two-dimensional "map" of the clusters (hence the term self-organizing map). When the network is fully trained, records that are similar should be close together on the output map, whereas records that are vastly different will be far apart.
Unlike most learning methods, Kohonen networks do not use a target field. This type of learning, with no target field, is called unsupervised learning. Instead of trying to predict an outcome, Kohonen nets try to uncover patterns in the set of input fields.
The silhouette measure indicates whether the formation of groups is poor, fair or good, as regards the cohesion and the separation (Kaufman and Rousseeuw 2005). A silhouette measure equal to -1 means that all entries are in the wrong group (i.e. wrong pattern), a measure equal to 0 that all entries have the same distance from the centre of the group where they belong and from the centres of the other groups (i.e. no pattern), while a measure equal to 1 means that all entries are in the correct group (i.e. correct pattern).
In order to apply the selected operational analysis technique, we discretized our data, i.e. we reduced the number of values for given continuous attributes by dividing the range of the attribute into intervals (Kurgan and Cios 2001, Ratanamahatana 2003) , by using the Categorical Regression CATREG Discretization (IBM 2011).
To make comparisons between k-nets under customary repeated sampling, 250 samples of average size 30 were selected by simple random sampling.
Map Formation
Following grouping of stations, we displayed them on a map of Cyprus, using their coordinates. As Coordinates Reference System (CRS), Universal Transverse Mercator (UTM) was recorded (WGS 1984; Cyprus Island belongs to UTM 36N zone).
Results
Descriptive statistics for the first set of 70 stations are given in Table 1 , while for the second set of eight stations are given in Fig. 2 .
For the first set of 70 stations, the average silhouette measure of cohesion and separation was calculated equal to 0.9, which defines the quality of the model as "Good".
Based on the selected operational technique, the first set of 70 stations forms four groups ( Table  2) , and the most important variable that defined this formation was the minimum altitude. Means for the four groups of stations, for all variables measured, are given in Table 3 . For the second set of eight stations, the average silhouette measure of cohesion and separation was calculated equal to 0.4, which defines the quality of the model as "Fair".
Based on the selected operational technique, the temperature measurements from the eight stations are classified in six groups (Table 4) , and the most important variable that defined this formation was the month. Means for these 6 groups, for both temperatures measured, are given in Table 5 .
Finally, the comparison of different calibration schemes (repeated random sampling) indicated that the same model parameters can be used (extrapolated) for the entire island. In addition, it was demonstrated that, for operational purposes, it is sufficient to rely on a fewer stations than the 70 of the first set (results were similar with 65 or 60, randomly selected, stations). Original classification of the 70 stations dataset that was used for repeated random sampling and extrapolation purposes is given in Table 6 .
Following grouping of the first set of 70 stations, we displayed on a map, showing the areas with common characteristics in different colors (Fig. 3) . Combined with socio-economic factors, this map can be a very useful tool in risk and vulnerability assessment.
Discussion -Conclusion
Due to rapid developing computational technology, large datasets for composite ecological systems have been increasingly available. Life science researchers are collecting massive data, and the assumption is that something in the data will provoke important questions and insights. This provides opportunities and challenges on how to efficiently and effectively manage these data for new uncoverings. Unsupervised learning algorithms, which is the process of analyzing data without distinguishing dependent and independent variables and summarizing them into useful information and patterns, is of huge importance in bioinformatics. With more and different sources of data, it requires sophisticated computational analyses to study them. Unsupervised learning techniques can be used to undertake these challenging and interesting computational problems (Baird et al. 2008) .
Based on Kohonen's algorithm we presented a method for regional hazard assessment. The results have shown that such analyses are promising with respect to larger regions and may serve as an input for regional-scale risk and vulnerability analyses.
