We prove boundary higher integrability for the (spatial) gradient of very weak solutions of quasilinear parabolic equations of the form
Introduction
In this paper, we consider the boundary regularity of quasilinear parabolic equations of the form u t − div A(x, t, ∇u) = 0 on Ω × (−T, T ), u = 0 on ∂Ω × (−T, T ), (1.1) where the non-linear structure A(x, t, ∇u) is modelled after the variable exponent p(x, t)-Laplace operator given by |∇u| p(x,t)−2 ∇u and the domain Ω could potentially have non-smooth boundary (see Subsection 2.2 and Subsection 2.3 for the precise assumptions).
Weak solution u of (1.1) is in the space
(Ω)) which allows one to use u as a test function. But from the definition of weak solution, we see that the expression (see Definition 2.7) makes sense if we only assume u ∈ L 2 (−T, T ; L 2 (Ω)) ∩ L s(·) (−T, T ; W
1,s(·) 0
(Ω)) for some s(·) > p(·) − 1. But under this milder notion of solution called very weak solution, we lose the ability to use u as a test function.
In the constant exponent case p(·) ≡ p, a suitable test function in the interior case was constructed in [11] by modifying u on a bad set and partial interior higher integrability results were obtained in [10, 11] . By suitably adapting the techniques from [10] , in [14, 15] , the boundary higher integrability for weak solutions were proved for domains satisfying a uniform thickness condition measured with respect to a suitable capacity. Under the same boundary regularity assumption from [15, 14] , in [2] , the authors were able to extend the techniques of [11] to prove boundary higher integrability of very weak solutions.
Unlike the constant exponent case, there is a genuine difficulty when trying to prove the higher integrability for gradients of very weak solutions solving (1.1). In the constant exponent case, the standard idea is to consider intrinsically scaled cylinders of the form Q R,λ 2−p R 2 in the case p ≥ 2 or Q λ p−2 2 R,R 2 in the case p ≤ 2, for some λ > 0 and radius R > 0. This approach was used in [5] where they considered cylinders of the form 2) and in [12] , they considered cylinders of the form
2p(x,t) R,R 2 (x, t) in the case 2n n + 2 < p − ≤ p(·) ≤ p + ≤ 2.
(1.3)
One of the reason that there is a difference in the intrinsic scaling is because, the intrinsic cylinders in (1.2) and (1.3) shrink as λ ր ∞. If we were to consider the situation where p(·) is allowed to cross the exponent 2, i.e., suppose p(·) ≤ 2 in a subregion and p(·) ≥ 2 in the remaining part, then the techniques of [5, 12] fail and thus, we are forced to come up with a different approach which should be capable of handling both the singular case and the degenerate case simultaneously. The main contribution of this paper is to overcome the aforementioned difficulty and develop a unified intrinsic scaling using which, we are able to prove interior and boundary higher integrablity for very weak solutions of (1.1) in the full range 2n n + 2 < p − ≤ p(·) ≤ p + < ∞. As far as we know, this is the first technique that can deal with both the singular case and degenerate case simultaneously.
In our approach, we consider intrinsic cylinders of the form Q 
Structure of the operator
We shall now describe the assumptions on the nonlinear structure in (1.1). We assume A(x, t, ∇u) is a Carathéodory function, i.e., we have (x, t) → A(x, t, ζ) is measurable for every ζ ∈ R n and ζ → A(x, t, ζ) is continuous for almost every (x, t) ∈ Ω × (−T, T ).
We further assume that for a.e. (x, t) ∈ Ω × (−T, T ) and for any ζ ∈ R n , there exist two positive constants Λ 0 , Λ 1 , such that the following bounds are satisfied by the nonlinear structure:
A(x, t, ζ) , ζ ≥ Λ 0 |ζ| p(x,t) − h 1 and |A(x, t, ζ)| ≤ Λ 1 (1 + |ζ|) p(x,t)−1 ,
where, h 1 ∈ R is a fixed constant. As in the constant exponent case (see [11, 2] ), we do not make any assumptions regarding the smoothness of A(x, t, ζ) with respect to x, t, ζ.
Structure of the variable exponent
Definition 2.5. We say that a bounded measurable function p(·) : R n+1 → R belongs to the log-Hölder class log ± , if the following conditions are satisfied:
• There exist constants p − and p + such that 1 < p − ≤ p(z) ≤ p + < ∞ for every z ∈ R n+1 .
• |p(z 1 ) − p(z 2 )| ≤ L − log |z 1 − z 2 | holds for every z 1 , z 2 ∈ R n+1 with d p (z 1 , z 2 ) ≤ 1 2 and for some L > 0.
Remark 2.6. We remark that p(·) is log-Hölder continuous in R n+1 if and only if there is a non-decreasing continuous function ω p(·) : [0, ∞) → [0, ∞) such that
• lim r→0 ω p(·) (r) = 0 and |p(z 1 ) − p(z 2 )| ≤ ω p(·) (d p (z 1 , z 2 )) for every z 1 , z 2 ∈ R n+1 .
• ω p(·) (r) log 1 r ≤ L holds for all 0 < r ≤ 1 2 .
The function ω p(·) (r) is called the modulus of continuity of the variable exponent p(·).
Definition of very weak solution
There is a well known difficulty in defining the notion of solution for (1.1) due to a lack of time derivative of u. To overcome this, one can either use Steklov average or convolution in time. In this paper, we shall use the former approach (see also [7, Page 20 , Eqn (2.5)] for further details).
Let us first define Steklov average as follows: let h ∈ (0, 2T ) be any positive number, then we define (Ω) ∩ L ∞ (Ω).
Maximal Function
For any f ∈ L 1 (R n+1 ), let us now define the strong maximal function in R n+1 as follows:
M(|f |)(x, t) := sup Q∋(x,t) − −Q |f (y, s)| dy ds (2.5) where the supremum is taken over all parabolic cylindersQ a,b with a, b ∈ R + such that (x, t) ∈Q a,b . An application of the Hardy-Littlewood maximal theorem in x− and t− directions shows that the Hardy-Littlewood maximal theorem still holds for this type of maximal function (see [13, Lemma 7.9 ] for details):
, then for any α > 0, there holds
and if f ∈ L ϑ (R n+1 ) for some 1 < ϑ ≤ ∞, then there holds
Notation
We shall clarify all the notation that will be used in this paper.
(i) We shall fix a point z 0 = (x 0 , t 0 ) ∈ ∂Ω × (−T, T ).
(ii) We shall use ∇ to denote derivatives with respect the space variable x.
(iii) We shall sometimes alternate between using df dt , ∂ t f and f ′ to denote the time derivative of a function f .
(iv) We shall use D to denote the derivative with respect to both the space variable x and time variable t in R n+1 .
(v) In what follows, we shall always assume the following bounds are applicable for the variable exponent p(·):
(vi) Let z 0 = (x 0 , t 0 ) ∈ R n+1 be a point, d > 0 be a fixed constant and ρ, s > 0 be two given parameters and let λ ∈ (0, ∞). We shall use the following notations:
. Note that in the above notation, we have dropped writing the exponent d because this constant will be universally fixed in (5.4).
(vii) Once we have fixed d in (5.4), we will use the short form to denote d
(viii) We shall useˆto denote the integral with respect to either space variable or time variable and use¨to denote the integral with respect to both space and time variables simultaneously.
Analogously, we will use and − − to denote the average integrals as defined below: for any set A × B ⊂
(ix) Given any positive function µ, we shall denote (f ) µ :=ˆf µ µ L 1 dm where the domain of integration is the domain of definition of µ and dm denotes the associated measure.
In what follows, m ε will denote the constants arising from the assumption that Ω c satisfies a uniform measure density condition (see Assumption 2.3).
(xi) We will use the notation p ± log to denote the constants p + , p − and the constant coming from the log-Hölder continuity of the variable exponent.
(xii) We will obtain an β 0 = β 0 (n, p ± log , Λ 0 , Λ 1 , , m ε ) ∈ (0, 1) in Definition 5.5 such that all the estimates hold for any β ∈ (0, β 0 ).
(xiii) We will use the notation (a,b,...) to denote an inequality with a constant depending on a, b, . . ..
(xiv) We will user,Q, . . . to denotes objects scaled by the constantĉ given by (W4).
(xv) We use M to denote the Hardy-Littlewood Maximal function defined in (2.5) andM to denote the truncated maximal function as given in (7.15).
Main Theorem
We now state the main theorem that will be proved.
Theorem 3.1. Let p(·) : R n+1 → R be a variable exponent as in Definition 2.5 and Ω be a bounded domain satisfying Assumption 2.3. Then there exists a constant β 0 = β 0 (n, p ± log , Λ 0 , Λ 1 , m e ) ∈ (0, 1) such that the following holds: for any β ∈ (0, β 0 ) and any very weak solution
(Ω)) of (1.1), we have the improved integrability |∇u| ∈ L p(·) (Ω × (−T, T )).
Moreover, for M ≥ 1 there exists a radius ρ 0 = ρ 0 (n, Λ 1 , M) > 0 such that if
where d ∈ (0, 1) is the constant chosen in (5.4).
Remark 3.2. The above theorem is stated only at the boundary, i.e., when z 0 ∈ ∂Ω × (−T, T ). The interior higher integrability result for very weak solution follows similarly by combining our unified intrinsic scaling with the techniques of [5, 12] .
Remark 3.3. In Theorem 3.1, we extend the solution by 0 outside Ω, i.e., we set
Some useful lemmas
Let us first recall a well known parabolic type Poincaré's inequality (see [2, Lemma 2.13] for a proof):
) with ϑ ∈ [1, ∞) and suppose that B r ⋐ Ω be compactly contained ball of radius r > 0. Let I ⊂ (−T, T ) be a time interval and ρ(x, t) ∈ L 1 (B r × I) be any positive function such that
The following crucial lemma will be used throughout the paper:
(Ω)) is a very weak solution of (1.1) for some 0 ≤ β ≤ min{1, p − − 1}. Let B ⊂ Ω be a compactly contained region and
be two non-negative functions and [u] h be the Steklov average as defined in (2.3). Then the following estimate holds:
Proof. Let us use φ(x)ϕ(t) as a test function in (2.4) to get
Using the Fundamental theorem of calculus, we get
To obtain (a) above, we made use of (2.2). This completes the proof.
We next state Gagliardo-Nirenberg's inequality (see [2, Lemma 2.6] for the proof).
for some universal c 0 > 0, then the following estimate holds
We will also need the following Poincaré's inequality proved in [3, Theorem 4.13] .
For any φ ∈ W 1,p(·) (B 2r ) with 2r < R p satisfying
We conclude this section with a standard iteration lemma, see [8, Lemma 6 .1].
Lemma 4.5. Let 0 < r < R < ∞ be given and let h : [r, R] → R be a non-negative and bounded function. Furthermore, let θ ∈ (0, 1) and A, B, γ 1 , γ 2 ≥ 0 be fixed constants and suppose that
holds for all r ≤ ρ 1 < ρ 2 ≤ R, then the following conclusion holds:
Covering lemmas
Henceforth, we shall assume there exists a very weak
(Ω)) for some β ∈ (0, β 0 ) with β 0 = β 0 (n, Λ 0 , Λ 1 , p ± log , m e ) to be suitably chosen (see Definition 5.5) . For this choice of β, let us now fix the following universal constant
Definition 5.1. We are going to fix a radius ρ 0 which satisfies the following bounds:
, where M 0 is from (5.1). This restriction also ensures that we can apply [3, Theorem 4.13] .
Restriction (ii):
We will assume that
Restriction (iii): We will assume ρ 0 small such that
Remark 5.2. Let us consider the fixed base cylinder of the form:
We now consider the following universal cylinder for ρ 0 as defined in Definition 5.1:
Remark 5.3. We shall henceforth denote
. This is possible since we will show that all the cylinders considered henceforth will be contained inside Q. 
This choice is possible since we see from
In the case of constant exponent, i.e., p(·) ≡ p, we can take d = min 2 p , 1 and in each of those choices, we recover the usual parabolic scaling considered for singular and degenerate equations. In a sense, our choice of d helps us to obtain an intermediate scaling which lies between the standard intrinsic scaling for singular and degenerate equations. An important fact to note is that all the subsequent estimates obtained will be independent of d.
Definition 5.5. We are going to collect all the restrictions on β 0 :
.3 for definition of p + and p − ). This choice is possible due to (5.2).
We will further assume
Restriction (iii):
We will assume β 0 ≤ 1 2 holds.
Restriction (iv):
We will assume p − − β 0 > 2n n + 2 holds.
Definition 5.6. Throughout this section, we shall assume the following holds:
Definition 5.7. Let us now fix two radii ρ a and ρ b such that 6) and consider the following chain of cylinders:
Consider the following cut-off functions:
Let us now define the truncated solution to bẽ 
From the first restriction in Definition 5.5 which gives the choice of exponent q, let us now define the following function for some β ∈ (0, β 0 ):
Recall that M is the Hardy-Littlewood Maximal function defined in (2.5). Given the function g(z), we define the good set for some λ ≥ c e α 0 (here c e is a universal constant to be fixed in Lemma 5.8):
We shall use the following notation E λ (t) := {(x,t) ∈ E λ :t = t} to denote a time slice of the good set.
Lemma 5.8. There exists a constant c e = c e (p ± log , n) such that if λ ≥ c e α 0 for α 0 satisfying (5.5), then E λ = ∅. Proof. To show this, we proceed by contradiction. Suppose E λ = ∅ for some λ > 0, then we must have
(5.9)
Let us now estimate each of the above terms:
Estimate for J 1 : Using (5.5), we geẗ
Estimate for J 2 : We can estimate J 2 as follows:
Combining the estimates (5.10), (5.11) and (5.9), we see that
Hence, if we denote
where C (n,p ± log ,me) is the constant in (5.12), then for all λ > c e α 0 , the estimate (5.12) fails which shows that E λ = ∅ whenever λ > c e α 0 . Note that since β ≤ β 0 ≤ 1 2 (see Definition 5.5) , the constant c e is independent of β. This proves the lemma.
Lemma 5.9. With α 0 as in (5.5) and any ρ satisfying 128ρ ≤ ρ 0 , we have
Proof. Let us prove each of the bounds as follows:
Bound for ρ: Since p(·) ∈ p ± log , we have from (2.1) that
Note that to obtain (5.14), we have made use of (5.4) along with the fact that α 0 ≥ 1 to get α
Since we have ρ 0 ≤ 1, we must also have ρ ≤ 1. Thus the bound ρ
(z 0 ) ≤ 1 is trivial. On the other hand, to bound ρ
, we use the fact that ω p(·) is log-Hölder continuous to get
This proves the second bound.
Bound for α 0 : From (5.5), we see that
Making use of (5.1), we get
From (5.4), we see that d(n + 2) 2 − n p − > 0 and from Definition 5.5, we havẽ
Along with the fact that ρ 0 1 M 0 (see Definition 5.1), we get
(5.16) Using (5.14) into (5.16), we get
Let t ∈ (0, 1) be a given constant and consider the open covering of
Then there exists a universal constant X = X (n,p ± log ,me) ≥ 9 and a countable disjoint sub-collection
Proof. From (5.18) and the fact that Q
Note that to obtain (5.19), we have used ρ 0 ≤ 1. Also from (5.19), it is easy to observe that Q
ρ z := R < ∞ and hence for any j ∈ N, consider the following subcollection of (5.18):
Let us now extract a countable collection that satisfies the conclusions of this lemma. Assume that the countable disjoint sub-collection G 1 ⊂ F , G 2 ⊂ F , . . . , G k−1 ⊂ F has been chosen, we will now inductively choose G k to be the maximal disjoint sub-collection from the set
Now let us define
It is easy to see that G constructed in (5.20) is a disjoint countable sub-collection of F . In order to prove the Vitali covering lemma, we need to show the following two properties hold:
• For any Q ∈ F , there exists anQ ∈ G such that Q ∩Q = ∅ and
• There exists a universal constant X = X (n,p ± log ,me) such that Q ⊂ XQ holds.
Let us now fix Q ∈ F , then it must necessarily belong to F k for some k ∈ N. By the maximality of G k , there
This proves the first assertion of the Vitali Covering.
Let us now prove the second assertion of the Vitali covering lemma. Recall that Q ∈ F andQ ∈ G are two fixed cylinders such that Q ∩Q = ∅. We shall use the notation
From the choice ofQ and Q, we have
We shall now show B ⊂ XB and I ⊂ XÎ for some X = X (n,p ± log ,me) :
Inclusion B ⊂ XB: It would suffice to show the following holds:
After using (5.21), proving (5.22) reduces to showing
Hence without loss of generality, we shall assume p(z) ≥ p(ẑ). Since we have Q ∩Q = ∅, there exists a pointz ∈ Q ∩Q which we use to obtain
as follows:
(5.25) To obtain the above bound, we have used λ ≥ 1 combined with (5.4).
On Q, we have g(·) > λ 1−β , which combined with Lemma 2.8 and Theorem 4.4 gives
We also have
Combining (5.27) and (5.26), we get
Similarly to the calculation in (5.15), we obtain
Combining (5.25) and (5.28) gives
Analogous to (5.29), there also holds
Combining (5.29),(5.30) and (5.24), we get
Recall from the covering (5.18), we have z,ẑ ∈ Q
Since we have restricted
Combining (5.32) and (5.31) implies the bound (5.23). This concludes the proof of the space inclusion.
Inclusion I ⊂ XÎ: In order to show I ⊂ XÎ, we need to show the following holds:
But from (5.21), it is easy to get
This completes the proof of the Vitali type lemma.
Lemma 5.11. Let F be a covering of Q α0 ρ b (z 0 ) \ E λ given by the cylinders:
, whereĉ is from (W4) and X is the constant from Lemma 5.10.
Subordinate to the covering F , there exists a countable sub-collection
that the following holds:
There exists a constant C = C (n,p ± log ,me) such that for any two cylinders Q i and Q j with 2Q i ∩ 2Q j = ∅, there holds
In particular, there holds
There exists a constantĉ =ĉ (n,p ± log ,me) ≥ 9 such that for all i ∈ N, there holds:
(W5) For the constantĉ from above, there holds
Proof. Applying Lemma 5.10 to the covering F , we obtain a countable disjoint collection H = {Q i } i∈N such that
Let us define
We shall now show that the countable collection G satisfies all the properties:
Proof of (W1): Using Lemma 5.10, we constructed G and this property is automatically satisfied.
Proof of (W3): Let Q i and Q j be two cylinders such that 2Q i ∩ 2Q j = ∅. Note that the centers of Q i and Q j denoted by
. Following the procedure in obtaining (5.31), we get
, we have the following easy calculation:
(5.34)
Using Definition 5.1 and (5.3) followed by combining (5.33) and (5.34), we get
Since we have 2Q i ∩ 2Q j = ∅, we can pick somez ∈ 2Q i ∩ 2Q j and using (5.35), we get 
(5.37) Let us denote r i := δρ zi and letẑ j ∈ E λ be such that d zj (z j ,ẑ j ) = d zj (z j , E λ ) (possible since E λ is a closed set) and letz ∈ 2Q i ∩ 2Q j be as before. Then we have
To obtain the last inequality of (5.38), we used the fact that δ ∈ 0, 1 4 . This implies there exists a
Comparison of |B i | and |B j |: We proceed as follows:
Proof of (W5): Let z i ∈ 2Q i be any point and letz ∈ 2Q i ∩ 2Q j = ∅ be as from before. We now get
≤ĉr j . This implies 2Q i ⊂ĉQ j . This is where we obtain the constantĉ.
Proof of (W4): At this point, let us choose δ = 1 4ĉ . Then we see that
Proof of (W2): Let us fix z ∈ Q α0 ρ b (z 0 ) \ E λ and define the index set
We need to show that #I z ≤ C (n,p ± log ,me) < ∞. Let us fix some i ∈ I z , then for any k ∈ I z , using (W3), we have
|B i | which implies #I z < ∞. Now we shall proceed with showing #I z ≤ C (n,p ± log ,me) , i.e., a uniform bound exists. Since #I z < ∞, there exists i 0 ∈ I z such that min
Moreover by (W5), we know that Q i ⊂ĉQ i0 for any i ∈ I z . Taking into account that
Thus from (5.41), and using the fact that X = X (n,p
, which proves the desired assertion.
Lemma 5.12. Subordinate to the covering G obtained in Lemma 5.11, we obtain a partition of unity {ψ}
n+1 \ E λ that satisfies the following properties:
•
, where we have used the notation r i := δρ zi which is the parabolic radius of Q i with respect to the metric d
Method of Lipschitz truncation
From Lemma 5.11, let us define the following enlarged cylinders (recallĉ is from (W4))
We shall also use the notation
Let us now construct the Lipschitz truncation function:
3)
From construction in (6.3) and (6.4), we have
We see that v λ,h has the right support for the test function and hence the rest of this section will be devoted to proving the Lipschitz regularity of v λ,h on a suitable region.
Let us consider the following time slices:
The rest of this section will be devoted to showing v λ,h ∈ C 0,1 (B α0 ρ2 (x 0 ) × S 1 ). In this regard, let us further define Θ := {i ∈ N : spt(ψ i ) ∩ S 1 = ∅}, (6.5)
whereQ i is defined as in (6.1).
Remark 6.1. Let 2Q i be a given Whitney-type cylinder for some i ∈ Θ. If i ∈ Θ 2 , then we have
Then we have the following sequence of estimates:
Thus for i ∈ Θ 2 , there holds
Preliminary estimates for the test function
there holds
Proof. Proof of (6.9): We prove this estimate as follows:
Proof of (6.10): We see that ∇ũ h (x,t) = ζ(t)η(x)∇u(x,t)+ ζ(t)u(x,t)∇η(x) which combined with (5.7) implies
We obtain from (5.6) that 16ρ
, we have z ∈ 2Q i for some i ∈ I z . Then the following bound holds:
, where I z is as defined in (6.2). Making use of (W2), we see that in order to prove the lemma, it is sufficient to bound |ũ j h | which is proved in Lemma 6.11 with θ = 1. This completes the proof of the corollary.
Proof. Let us consider the following two cases:
In this case, we can use triangle inequality along with (6.9) to get
(6.12)
The first term on the right-hand side of (6.13) can be estimated using (6.10), which gives
(6.14)
To estimate the second term on the right-hand side of (6.13), we make use of Lemma 4.2 with φ(x) = µ(x) and ϕ(t) ≡ 1 (since i ∈ Θ 1 ) to get
Now making use of (5.35) along with the fact that λ ≥ 1 and p
Substituting (6.16) into (6.15), we have
Thus, combining (6.14),(6.17) and (6.13) followed by making use of the fact that 16ρ ρ b − ρ a ≥ 1, we finally obtain
which proves the lemma. Corollary 6.5. For any i ∈ Θ 1 and any j ∈ I i , there holds
Proof. From (6.6), we see that j ∈ Θ 1 for every j ∈ I i with i ∈ Θ 1 . Thus we can split the proof into two cases:
In this case, using triangle inequality along with i, j ∈ Θ 1 , we get
(6.18) Using (6.10), we estimate the first term on the right-hand side of (6.18) to get
To estimate the second term on the right-hand side of (6.18), we make proceed analogous to (6.17), which gives
Combining (6.19) and (6.20) into (6.18) and making use of the fact that 16ρ
This completes the proof of the corollary.
6.1.1. Bounds on v λ,h and ∇v λ,h Lemma 6.6. Let Q i be a parabolic Whitney type cylinder. Then for any z ∈ 2Q i , we have the following bound in the case i ∈ Θ 1 or i ∈ Θ 2 with α
Proof. The bound for v λ,h (z) follows directly from Corollary 6.3 and the fact that 16ρ
In order to bound ∇v λ,h (z), we consider the two cases:
gives the following sequence of estimates:
In this case, we can again make use of (W2) along with the bound (6.9) applied with θ = 1 and Lemma 5.12, we get
This completes the proof of the lemma.
Proof. Let us prove each of the estimates as follows:
Proof of (6.22): Since j∈Ii ψ(z) = 1, we make use of (W2) and prove the desired estimate as follows:
.
To obtain (a), we made use of Young's inequality along with the fact that 16ρ
Proof of (6.23): From (6.21), we have
Proof. Note that since i ∈ Θ 2 , there must hold λ −1+d r 2 i s from (6.8). Let us first obtain a rough estimate of the form
We now prove both the assertions of the lemma as follows:
Estimate (6.24): Using (6.26), we get
Estimate (6.25): Again making use of (6.26) along with Lemma 5.12, we have
Bounds on
We then have the following estimates for the time derivative of v λ,h : in the case i ∈ Θ 1 , there holds 27) and in the case i ∈ Θ 2 , there holds
Proof. Let us prove each of the assertions as follows:
Estimate (6.27): From the fact that j∈Ii ψ j (z) = 1, we see that j∈Ii ∂ t ψ j (z) = 0, which along with Lemma 5.12
gives the following sequence of estimates
Estimate (6.28): In this case, we make use of (6.8) to obtain
Some important estimates for the test function
Lemma 6.10. Let Q i be a Whitney-type parabolic cylinder, then i ∈ Θ. Then for any ϑ ∈ [1, 2], there holds
i , using (W2) and (W5), we infer that
has finite overlap. This gives
Lemma 6.11. Let Q i be a Whitney-type parabolic cylinder, then i ∈ Θ. Suppose that i ∈ Θ 1 , we have
Proof. Since i ∈ Θ 1 , using triangle inequality along with the fact that {Q i } i∈N has finite overlap, we get
This proves the lemma.
Lemma 6.12. Let Q i be a Whitney-type parabolic cylinder, then i ∈ Θ. Then there holds
where s := α
Proof. We write the term on the left-hand side of (6.31) as follows:
We shall now estimate each of the terms as follows:
Estimate for J 1 : Since i ∈ Θ 1 , making use of (W2) along with (6.27) and (6.30), we have
Estimate for J 2 : Using triangle inequality along with (6.8), for some z ∈ 2Q i , there holds
Using the above estimate, we obtain
Combining both the estimates proves the lemma.
Recall thatQ i =ĉQ i = Q (|∇u| + 1)
There also holds
Here we have used the notation χ Θ1 = 1 if and only if i ∈ Θ 1 and χ Θ1 = 0 else. Similarly χ Θ2 = 1 if and only if i ∈ Θ 2 and χ Θ2 = 0 else.
Proof. Using (W4) and Definition 5.5 which restricts 1 < q < p + − 1
Let us prove each of the estimate as follows:
Estimate (6.33) when i ∈ Θ 1 : Since i ∈ Θ 1 , we make use of Corollary 6.3 along with (6.35) to geẗ 2Qi (|∇u| + 1)
Estimate (6.33) when i ∈ Θ 2 : In the case i ∈ Θ 2 with α
In the case i ∈ Θ 2 with α
2 r i , we make use of (6.24) along with (6.35) to havë 2Qi (|∇u| + 1)
Estimate (6.34): In the case i ∈ Θ 1 , we make use of (6.23) and in the case i ∈ Θ 2 , we make use of (6.25) to obtain¨2
Corollary 6.14. Let Q i be a Whitney-type cylinder with i ∈ Θ and furthermore suppose that the following restriction λ
is true, then for any δ ∈ (0, 1), there holds 2Qi (|∇u| + 1)
Proof. Note that the bound for the term containing |∇v λ,h | is the same as (6.34) and hence we only have to consider the term containing |v λ,h |. It follows from the hypothesis that
Let us split the proof into two cases as follows:
Case i ∈ Θ 1 : In this case, we make use of (6.22) along with (6.35) to havë 2Qi (|∇u| + 1)
Case i ∈ Θ 2 : In this case, we make use of (6.24) along with (6.35) to geẗ
Corollary 6.15. Under the assumptions of Corollary 6.13 and Corollary 6.14, there holds
Crucial estimates for the test function
In this subsection, we shall prove three crucial estimates that will be necessary in Section 7. Note that by the time these estimates are applied, we would have taken h ց 0 in the Steklov average. Lemma 6.16. Let λ ≥ c e α 0 , then for any i ∈ Θ 1 , δ ∈ (0, 1] and a.e. t ∈ S 1 , there holds
where χ 3 = 1 if and only if λ
and χ 3 = 0 else. In the case i ∈ Θ 2 , for a.e. t ∈ S 1 , there holds
Proof. Let us fix any t ∈ S 1 , i ∈ Θ and take η(y)ζ(τ )ω i (y, τ )v λ,h (y, τ ) as a test function in (2.7). Further integrating the resulting expression over t i − λ −1+d r λ −1+d r 2 i ) = 0, we get for any a ∈ R, the equalitŷ
(6.38)
We can estimate |∇(ηζψ i v λ )| using the chain rule, (5.7) and Lemma 5.12, to get
Similarly, we can estimate ∂ t ηζψ i v λ using the chain rule, (5.7), (6.7) and Lemma 5.12, to get
where we have set χ Θ2 = 1 if i ∈ Θ 2 and χ Θ2 = 0 otherwise. Let us now prove each of the assertions of the lemma.
Proof of (6.36): Note that i ∈ Θ 1 , which implies ζ(t) ≡ 1 onĉI i , thus taking a =ũ i h in the (6.38) followed by letting h ց 0 and making use of (6.39) and (2.2), we get ˆ8
where we have set
dz.
Let us now estimate each of the terms as follows:
Bound for J 1 : Since i ∈ Θ 1 , we can directly use (6.33) if α
2 r i or Corollary 6.14 when
2 r i to get for any δ ∈ (0, 1], the bound
Bound for J 2 : In this case, we can directly use (6.34) to get for any δ ∈ (0, 1], the bound
Bound for J 3 : In order to estimate J 3 , we further split the proof into the following two subcases:
Let us first obtain the following bound:
Recall thatr i =ĉr i whereĉ is from (W4). In this case, we make use of Lemma 6.3, (6.27) and (6.41) to get
Combining (6.45) and (6.46) and using the hypothesis λ
The first term on the right-hand side of (6.47) can be estimated as follows:
The second term on the right-hand side of (6.47) can be estimated using Lemma 4.2 to get
(6.50) Combining (6.49),(6.50) and (6.48), we geẗ
In order to estimate |∂ t (ψ i v λ )|, we make use of Lemma 5.12, (6.22) and (6.27) to get for any δ ∈ (0, 1],
Combining (6.51) and (6.52), we get
(6.53)
Combining the estimates (6.47) in the case λ
(ρ b − ρ a ) with (6.43), (6.44) and (6.42), we obtain the proof of (6.36).
Proof of (6.37): Note that in this case, we have λ −1+d r 2 i s from (6.8). Setting a = 0 in (6.38) along with making use of the the bounds (6.39) and (6.40), we get the following estimate: ˆ8
dz,
dy dτ,
dy dτ.
Bound for II 1 : Since i ∈ Θ 2 , we can directly use (6.33) to bound this term to get
Bound for II 2 : To bound this term, we make use of (6.34) to get and (6.3) to get
(6.57)
Bound for II 4 : In this case, we make use of (W4) along with |ũ| ≤ |u|χ
, (6.8) and (6.3), to get
(6.58)
We finally combine the estimates (6.55), (6.56), (6.57), (6.58) and (6.54) to obtain (6.37).
Lemma 6.17. Let λ ≥ c e α 0 , then for a.e. t ∈ S 1 , there exists a constant C = C (n,p ± log ,Λ0,Λ1,me) such that there holdsˆB
Proof. Let us fix any t ∈ S 1 and any point x ∈ Q α0 ρ b
Hence we only need to consider i ∈ Υ. We now decompose Υ = Υ 1 ∪ Υ 2 , where
, we can rewrite the left-hand side of (6.59) aŝ
Estimate of J 1 : We can further rewrite this term as follows:
(6.61)
Estimate of J 1 1 : Using (6.36), we get
Hence we only have to sum over all those i ∈ Υ 1 for which spt(ψ i ) ⊂ B α0 ρ2 (x 0 ) ∩ Ω × R. In this case, we make use of a suitable choice for δ ∈ (0, 1], and use (W4) to estimate (6.62) from below. We get
, we have from Lemma 5.12 that j ψ j (x, t) = 1, which gives
(6.64)
To obtain (a) above, we made use of Corollary 6.5 (recall i ∈ Υ 1 ⊂ Θ 1 ) along with (W3). Substituting (6.64) into the expression for J 2 1 and using
Substituting (6.63) and (6.65) into (6.61), we get
(6.67)
This term can be easily estimated using (6.37) followed by summing over i ∈ Υ 2 and using (W1), to get
and (W1), to get
We combine (6.68), (6.69) and (6.67) to obtain
Thus, from (6.66), (6.70) and (6.60), the proof of the lemma follows.
Lipschitz regularity for the test function
We will now show that the function v λ,h constructed in (6.3) is Lipschitz continuous on B α0 ρ b (x 0 ) × S 1 . To do this, we shall use the integral characterization of Lipschitz continuous functions obtained in [6, Theorem 3.1] . This technique for proving the Lipschitz regularity of (6.20) was first used in [4] . 
Remark 6.19. From (5.4) and the fact that λ ≥ 1, for any z 1 , z 2 ∈ R n+1 and any z ∈ R n+1 , we get
This shows that for any z ∈ R n+1 , we have
In this subsection, we want to apply Lemma 6.18, hence we only need to ensure the constants involved are independent of r > 0 andz only. Only for this subsection, we will use the notation o(1) to denote a constant which can depend on λ, α 0 , p 
In particular, this implies for any
Proof. In order to show (6.72), we will consider the following four cases:
16ρ (x 0 ) × S 2 and r < 1 3 λ
16ρ (x 0 ) × S 2 and r ≥ 1 3 λ
and show (6.72) holds in each of them. From the fact thatz ∈ B α0 ρ b (x 0 ) × S 1 , it is easy to see that
Case (6.73): In this case, using (6.77), we get
In order to bound (6.78), let us fix an z ∈ B α0
. Thus using the fact that 2Q r (z) ∩ E λ = ∅, we get
(6.79)
If i ∈ Θ 1 , then we can use (6.23) and (6.27) to get
If i ∈ Θ 2 , using (6.8), we see that
then we will use (6.25) and (6.32) along to get
u L 1 (6.79), (6.8) o(1).
Case (6.74): Noting that (6.77) must also hold in this case, we apply triangle inequality and estimate I r (z) as follows:
Estimate for J 1 : If 2Q r (z) ⊂ E λ , then v λ,h =ũ h which implies J 1 = 0. Hence without loss of generality, we can assume 2Q r (z) ∩ E c λ = ∅. Using the construction of (6.3), we get
Let us fix an i ∈ Θ and take two points z 1 ∈ 2Q i ∩ Q r (z) and z 2 ∈ E λ ∩ 2Q r (z). Then from (6.71), we have
Sinceĉ ≥ 9 (see (W4)), we thus get
It follows from the triangle inequality, (6.77) and (6.82) that
To bound (6.4) , in the case i ∈ Θ 1 , we apply Lemma 6.4 to get 6.83) and in the case i ∈ Θ 1 , we use (6.82) and (6.8) to obtain
(6.84)
Thus, combining (6.83) and (6.84) with (6.77) and (6.81) gives
Estimate for J 2 : From triangle inequality, we see that
then we estimate (6.86) by first applying Lemma 4.1 for some µ ∈ C ∞ c (B r (x)) satisfying |µ| ≤ C(n) r n and |∇µ| ≤ C(n) r n+1 to get
From hypothesis, we have 2Q r (z) ∩ E λ = ∅, thus we can estimate the first term on the right-hand side of (6.87) as follows:
To estimate the second term on the right-hand side of (6.87), we observe from Lemma 4.2 that
we can combine (6.89),(6.88) and (6.87) to get
On the other hand, if Q r (z) Ω ∩ B α0 ρ b (x 0 ) × R, then we can directly apply Poincaré's inequality to get
Therefore, combining (6.90) or (6.91) along with (6.85) and (6.80) shows that I r (z) ≤ o(1) in the case (6.74) holds.
Case (6.75): In this case, using (6.77) and the bound r ≥ 1 3 λ
, we observe that
We then obtain from (6.92) that
Case (6.76): Similar to the case (6.75), we again obtain (6.92), thus we can proceed exactly as in (6.93) to bound
This completes the proof of the Lipschitz continuity.
Caccioppoli type inequality
Lemma 7.1. There exist a small constant β 0 = β 0 (n, p ± log , Λ 0 , Λ 1 , m e ) ∈ (0, 1) and a positive constant C cac = C cac (n, p ± log , Λ 0 , Λ 1 , m e ) such that the following holds: Let Q := B × I = Q α0 ρ (z 0 ) be a parabolic cylinder for some α 0 ≥ 1 satisfying (5.5). Then we have
where we have setM(x, t) := max{g(x, t) 1 1−β , c e α 0 }.
Proof. Let t 1 ∈ S 1 \ I α0 ρ1 (t 0 ) and t ∈ I α0 ρa (t 0 ) with t 1 < t. We shall make use of η(x)v λ,h (x, τ ) where v λ,h is from (6.3) and η is from (5.7) as a test function in (2.7) (this is possible since spt(
from Lemma 6.20). Thus, after integrating the resulting expression of (2.7) over (t 1 , t), we get
Estimate of L 1 : Note that ζ(τ ) = 1 for all τ ∈ (t 1 , t). Using the standard hole filling technique, we have
Estimate for J 2 : Taking absolute values and making use of Lemma 6.12, we get
Estimate for J 1 (t 1 ): We first claim that we can choose t 1 ∈ S 1 \ I α0 ρa (t 0 ) such that
holds with s defined as in (6.7). Suppose not, then for any t 1 ∈ S 1 \ I α0 ρa (t 0 ), we would have
But the gap between S 1 and I α0 ρa (t 0 ) is given by
Combining (7.6) and (7.7), for any
|J 1 (τ )|, which is absurd. Hence (7.5) must be true for some t 1 ∈ S 1 \ I α0 ρa (t 0 ). From the construction (6.3), we have v λ,h =ũ h on E λ . Furthermore, spt(ũ h ) ⊂ Q 
holds. For t 1 ∈ S 1 \ I α0 ρa (t 0 ) satisfying (7.5), we then get
To obtain (a), we used Lemma 6.10 (applied with ϑ = 2).
Estimate for L 2 : We decompose the expression as
Estimate for L 2 2 : Using the chain rule, (2.2), (5.7) along with Corollary 6.13, we get
Substituting (7.10) into (7.9) and (7.4), (7.8) into (7.3), and finally making use of (7.2) along with the bound
, we obtain
Since the estimate in (7.11) is independent of h, we can let h ց 0 to get
Using the fact thatũ = v λ on E λ and (6.59), we havê
Making use of the bounds (7.13) and (7.12), followed by multiplying the resulting expression with λ −1−β and integrating over the interval (c e α 0 , ∞) with respect to λ (recall that c e is as in Lemma 5.8), for almost every t ∈ S 1 , we get
|ũ(y, t)| 2 dy dλ,
A(y, τ, ∇u) , ∇(ηu) dy dτ dλ,
We now define the truncated Maximal functioñ M(z) := max{c e α 0 , (g(z)) 1 1−β } (7.15) and then estimate each of the K i for i ∈ {1, 2, 3, 4} as follows:
Estimate for K 1 : By applying Fubini, we obtain
Estimate for K 2 : Again applying Fubini, we get
Applying the chain rule along with (2.2), we get dz. Substituting (7.18) and (7.19) into (7.17) followed by combining (7.16), (7.20), (7.21) and (7.14), we get Let us now take ρ a = ρ and ρ b = 16ρ, then 16ρ ρ b − ρ a = constant. This along with (6.7) giveŝ This completes the proof of the lemma. As in (8.3), it follows from the Hölder inequality that for a.e. t ∈ I α0 2ρ (t 0 ) (recall (7.15)), 
