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Abstract
With the square eigenfunctions symmetry constraint, we introduce a new extended matrix
KP hierarchy and its Lax representation from the matrix KP hierarchy by adding a new τB flow.
The extended KP hierarchy contains two time series tA and τB and eigenfunctions and adjoint
eigenfunctions as components. The extended matrix KP hierarchy and its tA-reduction and τB
reduction include two types of matrix KP hierarchy with self-consistent sources and two types of
(1+1)-dimensional reduced matrix KP hierarchy with self-consistent sources. In particular, the
first type and second type of the 2+1 AKNS equation and the Davey-Stewartson equation with
self-consistent sources are deduced from the extended matrix KP hierarchy. The generalized
dressing approach for solving the extended matrix KP hierarchy is proposed and some solutions
are presented. The soliton solutions of two types of 2+1-dimensional AKNS equation with self-
consistent sources and two types of Davey-Stewartson equation with self-consistent sources are
studied.
PACS numbers: 02.30.IK
KEYWORDS: Extended matrix KP hierarchy; Lax representation; Generalized dressing
method; 2+1 AKNS equation with self-consistent sources; DS equation with self-consistent sources
1 Introduction
Generalizations of Kadomtsev-Petviashvili (KP) hierarchy attracts lots of interests from physical
and mathematical points of view 1−9. One kind of generalization is the so called multi-component
KP (mcKP) hierarchy or matrix KP hierarchy 2−4, which contains many physical relevant non-
linear integrable systems, such as (2+1)-dimensional AKNS hierarchy and Davey-Stewartson (DS)
equation. An extended DS equation can be derived from matrix KP hierarchy 4. The explicit solu-
tions of the matrix KP equation were studied in 10−11. The relation between the 1+1 dimensional
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C-integrable Bu¨rgers hierarchy and the matrix KP hierarchy is discussed in 12. The constrained
matrix KP flows was obtained from the matrix KP hierachy 3. Another kind of generalization of
KP equation is the so called KP equation with self-consistent sources initiated by Mel’nikov 5−7.
The first type and second type of KP equation with self-consistent sources were studied in 5. The
KP equation with self-consistent sources describes the interaction of a long wave with a short-wave
packet propagating on the x, y plane at an angle to each other. Recently, a systematic approach
inspired by squared eigenfunction symmetry constraint was proposed to construct a new extended
KP hierarchy 13. The extended KP hierarchy extended the KP hierarchy by containing two times
series tn and τk and more components given by eigenfunctions and adjoint eigenfunctions. This
extended KP hierarchy and its tn- and τk-reduction provide an unified way to find the two types
of KP equation with self-consistent sources and some (1+1)-dimensional soliton equations with
self-consistent sources. The solutions of the extended KP hierarchy and extended mKP hierarchy
can be derived under a generalized dressing approach 14.
In this paper, we will construct the extension of the matrix KP hierarchy. Inspired by the
square eigenfunction symmetry constraint of matrix KP hierarchy, we introduce a new τB flow by
”extending” a specific tA-flow of matrix KP hierarchy. The extended matrix KP hierarchy consists
of tA-flow, τB-flow and the tA-evolutions of eigenfunctions and adjoint eigenfunctions. We get the
zero curvature representations for the extended matrix KP hierarchy from the commutativity of tA-
flow and τB-flow and its Lax representation. The extended matrix KP hierarchy contains two time
series tA and τB and more components by adding eigenfunctions and adjoint eigenfunctions, and
admits tA-reduction and τB-reduction. The extended matrix KP hierarchy and its two reduction
provide an unified way to find two types of matrix KP hierarchy with self-consistent sources, and
two types of (1+1)-dimensional reduced matrix KP hierarchy with self-consistent sources.
By restricting the elements of the matrix KP hierarchy in 2× 2 matrices, we deduce two types
of 2+1-dimensional AKNS equation with self-consistent sources and two types of DS equation with
self-consistent sources from the extended matrix KP hierarchy as examples. We can deduce two
types of 1+1 AKNS equation with self-consistent sources under two types of reductions. The DS
equation with self-consistent sources were also studied in 15 and 16. We would like to emphasize
that our DS equation with self-consistent sources is different from those in 15 and 16 as they have
different types of sources and the sources satisfy different conditions.
The dressing method is an important tool for solving Gelfand Dickey and KP hierarchy 17.
However the dressing method for the matrix KP hierarchy can not be directly applied to the
extended matrix KP hierarchy. With the combination of a dressing approach and the method of
variation of constants, we propose a generalized dressing method for extended matrix KP hierarchy.
By using this method, we can solve the entire hierarchy of extended matrix KP hierarchy. We solve
two types of 2+1 AKNS equation with self-consistent sources and two types of DS equation with
self-consistent sources as examples.
This paper is organized as follows. In section 2, we construct the extended matrix KP hierar-
chy and derive its Lax pair, including two types of the 2+1 AKNS equation with self-consistent
sources and DS equation with self-consistent sources as examples. In section 3, tA-reduction and
τB-reduction of the extended matrix KP hierarchy are given. In section 4, a generalized dressing
method for the extended matrix KP hierarchy is discussed. In section 5, we give the N-soliton
solutions for the extended matrix KP hierarchy. The soliton solution of 2+1 AKNS equation with
self-consistent sources and DS equation with self-consistent sources are studied. In section 6, we
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present the conclusion.
2 The extended matrix KP hierarchy
First we review the well known matrix KP hierarchy 3−4. Let g0 be a finite dimensional matrix
algebra, which means that the elements in g0 are N × N matrices. The matrix KP hierarchy can
be formulated by a pseudodifferential operator which is called the dressing operator 17
W = 1 + w1∂
−1 + w2∂
−2 + · · · (2.1)
where ∂ = ∂
∂x
, and the matrix valued coefficients wi ∈ go are functions of x. w = (w1, w2, · · · ) will
be the dynamical fields of the matrix KP hierarchy. Define
A = {cn∂
n, n ∈ N, cn ∈ g0, [cn, cm] = 0}.
For each element A ∈ A, the evolution of W is given by
WtA = −P<0(WAW
−1)W = −WA+MAW, (2.2)
where
MA = P≥0(WAW
−1), (2.3)
P≥0(L) and P<0(L) denote the nonnegative parts and negative parts of psedodifferential operator
L. If we fix an arbitrary element C ∈ A and define a Lax operator
L =WCW−1, (2.4)
the Lax equation of the matrix KP hierarchy is given by
LtA = [MA, L]. (2.5)
The commutativity of ∂tA and ∂tB flows gives rise to the zero-curvature equations of matrix
KP hierarchy.
MA,tB −MB,tA + [MA, MB ] = 0. (2.6)
It is known 3 that the evolution of W given by
Wz = −
N∑
i=1
Φi∂
−1ΨTi W, (2.7a)
Φi,tA =MA(Φi), (2.7b)
Ψi,tA = −M
∗
A(Ψi) (2.7c)
is compatible with the matrix KP hierarchy (2.5) and reduces the matrix KP hierarchy to the
constrained matrix KP hierarchy. If MA =
∑N
i=0 ui∂
i, the adjoint operator M∗A is defined by
M∗A =
N∑
i=0
(−1)i∂iuTi . (2.8)
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Based on this observation, we now introduce a new τB flow given by
WτB = −P<0(WBW
−1)W +
N∑
i=1
Φi∂
−1ΨTi W, (2.9a)
Φi,tA =MA(Φi), (2.9b)
Ψi,tA = −M
∗
A(Ψi). (2.9c)
We have the following lemma.
Lemma 1. P<0[MA,Φ∂
−1ΨT ] =MA(Φ)∂
−1ΨT − Φ∂−1(M∗A(Ψ))
T .
Proof . Without loss of generality, we consider a monomial Q = u∂k, u ∈ g0. Using (2.8), we
have
P<0(∂
−1ΨTQ) = P<0(∂
−1ΨTu∂k)
= P<0(∂
−1∂ΨTu∂k−1 − ∂−1∂(ΨTu)∂k−1)
= −P<0(∂
−1∂(ΨTu)∂
k−1) = · · ·
= (−1)k∂−1(ΨTu)(k) = (−1)k∂−1((uTΨ)(k))T
= ∂−1(Q∗(Ψ))T .
So we have
P<0[MA,Φ∂
−1ΨT ] = P<0(MAΦ∂
−1ΨT )− P<0(Φ∂
−1ΨTMA)
= MA(Φ)∂
−1ΨT − Φ∂−1(M∗A(Ψ))
T . ✷
Further more, we find that
LτB = WτBCW
−1 −WCW−1WτBW
−1
= MBL− LMB +Φ∂
−1ΨTL− LΦ∂−1ΨT (2.10)
= [MB +Φ∂
−1ΨT , L].
Lemma 2. The τB flow given by (2.9) and (2.10) is compatible with the matrix KP hierarchy
(2.5), namely, (WtA)τB = (WτB )tA , (LtA)τB = (LτB )tA .
Proof . For convenience, we omit
∑
. Notice that WτB =WtB +Φ∂
−1ΨTW , we obtain
(WτB )tA = (WtB )tA + (MA(Φ)∂
−1ΨT − Φ∂−1(M∗A(Ψ))
T − Φ∂−1ΨTP<0(WAW
−1))W,
(WtA)τB = −P<0(WtBAW
−1 +Φ∂−1ΨTWAW−1 −WAW−1WtBW
−1
−WAW−1Φ∂−1ΨT )W − P<0(WAW
−1)WtB − P<0(WAW
−1)Φ∂−1ΨTW,
so
(WτB )tA − (WtA)τB = (WtB )tA − (WtA)tB + (MA(Φ)∂
−1ΨT − Φ∂−1(M∗A(Ψ))
T
−[Φ∂−1ΨT , P<0(WAW
−1)] + P<0([Φ∂
−1ΨT , WAW−1]))W.
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Using Lemma 1, we find that
P<0([Φ∂
−1ΨT , WAW−1]) = P<0(Φ∂
−1ΨTMA +Φ∂
−1ΨTP<0(WAW
−1)
− MAΦ∂
−1ΨT − P<0(WAW
−1)Φ∂−1ΨT )
= [Φ∂−1ΨT , P<0(WAW
−1)] + Φ∂−1(M∗A(Ψ))
T −MA(Φ)∂
−1ΨT ,
so we have that (WτB )tA−(WtA)τB = 0. As (LtA)τB = ((WCW
−1)tA)τB , (LτB )tA = ((WCW
−1)τB )tA ,
we find (LtA)τB = (LτB )tA from (WtA)τB = (WτB )tA . ✷
The commutativity of tA flow and τB flow enables us to obtain a new extended matrix KP
hierarchy as
∂tAL = [MA, L], (2.11a)
∂τBL = [MB +
N∑
i=1
Φi∂
−1ΨTi , L] (2.11b)
Φi,tA =MA(Φi), i = 1, . . . , N, (2.11c)
Ψi,tA = −M
∗
A(Ψi), i = 1, . . . , N. (2.11d)
Proposition 1. The commutativity of (2.11a) and (2.11b) under (2.11c) and (2.11d) gives rise
to the zero-curvature equation for extended matrix KP hierarchy (2.11)
MA,τB − (MB +
N∑
i=1
Φi∂
−1ΨTi )tA + [MA, MB +
N∑
i=1
Φi∂
−1ΨTi ] = 0, (2.12a)
Φi,tA =MA(Φi), (2.12b)
Ψi,tA = −M
∗
A(Ψi), i = 1, . . . , N, (2.12c)
or equivalently
MA,τB −MB,tA + [MA, MB ]−
N∑
i=1
P≥0([Φi∂
−1ΨTi , MA]) = 0, (2.13a)
Φi,tA =MA(Φi), (2.13b)
Ψi,tA = −M
∗
A(Ψi), i = 1, . . . , N, (2.13c)
with the Lax representation given by
ψtA =MA(ψ), (2.14a)
ψτB = (MB +
N∑
i=1
Φi∂
−1ΨTi )(ψ). (2.14b)
Proof . The commutativity of (2.11a) and (2.11b) under (2.11c) and (2.11d) immediately gives
rise to (2.12). Now we prove (2.13). Using Lemma 1, we have
− (Φ∂−1ΨT )tA + [MA, Φ∂
−1ΨT ] = −MA(Φ)∂
−1ΨT +Φ∂−1M∗A(Ψ)
T + [MA, Φ∂
−1ΨT ]
= −P<0[MA, Φ∂
−1ΨT ] + [MA, Φ∂
−1ΨT ] (2.15)
= P≥0[MA, Φ∂
−1ΨT ]. ✷
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Remark. The extended matrix KP hierarchy extends the matrix KP hierarchy by containing
two time series tA and τB and more components Φi and Ψi, i = 1, . . . , N .
In the following we restrict wi to 2×2 matrices and consider the extended matrix KP hierarchy
with A = σ3∂, B = σ3∂
2 and C = σ3∂, where σ3 =
(
1 0
0 −1
)
. The associated times are tA = y,
tB = t. We introduce U =
(
0 r
q 0
)
= [ω1, σ3] = −2σ3ω
off
1 , D =
(
a 0
0 b
)
= −2ωdiag1 . The
zero-curvature equation (2.6) leads to the evolution equation
Ut =
1
2
σ3(Uxx + Uyy) + σ3U
3 + [Dy, U ], (2.16a)
σ3Dy −Dx + U
2 = 0, (2.16b)
i.e.
rt =
1
2
(rxx + ryy) + r
2q + (ay − by)r, ay − ax + rq = 0, (2.17a)
qt = −
1
2
(qxx + qyy)− q
2r − (ay − by)q, by + bx − rq = 0, (2.17b)
As ax − ay = by + bx, we may assume a + b = φx, a − b = φy, which leads to φxx − φyy = 2rq.
Denote v = φy, then we have
rt =
1
2
(rxx + ryy) + r
2q + vyr, (2.18a)
qt = −
1
2
(qxx + qyy)− q
2r − vyq, (2.18b)
vxx − vyy = 2(rq)y, (2.18c)
which is 2+1 dimensional AKNS equation 3. If we replace Ut by iUt and assume that q = r¯, φ = φ¯,
then the above system reduces to the Davey-Stewartson I (DSI) equation
irt =
1
2
(rxx + ryy) + |r|
2r + vyr, vxx − vyy = 2(|r|
2)y. (2.19)
Now we derive the (2+1) dimensional AKNS equation with self-consistent sources and Davey-
Stewartson equation with self-consistent sources from (2.13).
Example 1. If we take tA = y and τB = t, we obtain the first type of 2+1 dimensional AKNS
equation with self-consistent sources from (2.13)
Ut =
1
2
σ3(Uxx + Uyy) + σ3U
3 + [Dy, U ] + [
N∑
i=1
ΦiΨ
T
i , σ3], (2.20a)
σ3Dy −Dx + U
2 = 0, (2.20b)
Φi,y = σ3Φi,x + UΦi, (2.20c)
Ψi,y = σ3Ψi,x − U
TΨi, (2.20d)
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or we can rewrite it as
rt =
1
2
(rxx + ryy) + r
2q + vyr −
N∑
i=1
(2(φi11ψi21 + φi12ψi22)), (2.21a)
qt = −
1
2
(qxx + qyy)− q
2r − vyq +
N∑
i=1
(2(φi21ψi11 + φi22ψi12)), (2.21b)
vxx − vyy = 2(rq)y, (2.21c)
Φi,y = σ3Φi,x + UΦi, (2.21d)
Ψi,y = σ3Ψi,x − U
TΨi. (2.21e)
Here and afterward Φi =
(
φi11 φi12
φi21 φi22
)
, Ψi =
(
ψi11 ψi12
ψi21 ψi22
)
, i = 1, . . . , N are 2× 2 matrices.
Its Lax representation is
ψy = (σ3∂ + U)ψ, (2.22a)
ψt = (σ3∂
2 + U∂ +
1
2
Ux +
1
2
σ3U
2 +
1
2
σ3Uy +Dy +
N∑
i=1
Φi∂
−1ΨTi )ψ. (2.22b)
Example 2. When we take τA = y and tB = t, we get the second type of 2 + 1 dimensional
AKNS equation with self-consistent sources from (2.13)
Ut =
1
2
σ3(Uxx + Uyy) + σ3U
3 + [Dy, U ]−
N∑
i=1
(
[U, (ΦiΨ
T
i )
diag] + 2σ3(Φi,xΨ
T
i )
off
)
,(2.23a)
(σ3Dy −Dx + U
2)y −
N∑
i=1
(
[U, (ΦiΨ
T
i )
off ] + 2σ3(ΦiΨ
T
i )
diag
x
)
= 0, (2.23b)
Φi,t = σ3Φi,xx + UΦi,x +
1
2
(Ux + σ3U
2 + σ3Uy +Dy)Φi, i = 1, . . . , N, (2.23c)
Ψi,t = −σ3Ψi,xx + U
TΨi,x −
1
2
(Ux + σ3U
2 + σ3Uy +Dy)
TΨi, i = 1, . . . , N, (2.23d)
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or
rt =
1
2
(rxx + ryy) + r
2q + vyr +
N∑
i=1
(r(φi11ψi11 + φi12ψi12 − φi21ψi21 − φi22ψi22)
−2(φi11,xψi21 + φi12,xψi22)), (2.24a)
qt = −
1
2
(qxx + qyy)− q
2r − vyq −
N∑
i=1
(q(φi11ψi11 + φi12ψi12 − φi21ψi21 − φi22ψi22)
−2(φi21,xψi11 + φi22,xψi12)), (2.24b)
vyy − vxx = 2(
N∑
i=1
(r(φi21ψi11 + φi22ψi12 − q(φi11ψi21 + φi12ψi22)
+2(φi11ψi11 + φi12ψi12)x))), (2.24c)
Φi,t = σ3Φi,xx + UΦi,x +
1
2
(Ux + σ3U
2 + σ3Uy +Dy)Φi, i = 1, . . . , N, (2.24d)
Ψi,t = −σ3Ψi,xx + U
TΨi,x −
1
2
(Ux + σ3U
2 + σ3Uy +Dy)
TΨi, i = 1, . . . , N, (2.24e)
Its Lax representation is
ψy = (σ3∂ + U +
N∑
i=1
Φi∂
−1ΨTi )ψ, (2.25a)
ψt = (σ3∂
2 + U∂ +
1
2
Ux +
1
2
σ3U
2 +
1
2
σ3Uy +Dy)ψ. (2.25b)
Example 3. Define U˜ =
(
0 r
r¯ 0
)
, the first type of DSI equation with self-consistent sources
is
irt =
1
2
(rxx + ryy) + |r|
2r + vyr − 2
N∑
j=1
(φj11ψj21 + φj12ψj22), (2.26a)
vxx − vyy = 2(|r|
2)y, (2.26b)
Φj,y = σ3Φj,x + U˜Φj, j = 1, . . . , N, (2.26c)
Ψj,y = σ3Ψj,x − U˜
TΨj, j = 1, . . . , N. (2.26d)
Its Lax representaion is
ψy = (σ3∂ + U˜)ψ, (2.27a)
ψt = −i(σ3∂
2 + U˜∂ +
1
2
U˜x +
1
2
σ3U˜
2 +
1
2
σ3U˜y +Dy +
N∑
j=1
Φj∂
−1ΨTj )ψ. (2.27b)
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Example 4. The second type of DSI equation with self-consistent sources is
irt =
1
2
(rxx + ryy) + |r|
2r + vyr +
N∑
j=1
(r(φj11ψj11 + φj12ψj12 − φj21ψj21 − φj22ψj22)
−2(φj11,xψj21 + φj12,xψj22)), (2.28a)
vyy − vxx = 2(
N∑
j=1
(r(φj21ψj11 + φj22ψj12 − r¯(φj11ψj21 + φj12ψj22)
+2(φj11ψj11 + φj12ψj12)x))), (2.28b)
Φj,t = σ3Φj,xx + U˜Φj,x +
1
2
(U˜x + σ3U˜
2 + σ3U˜y +Dy)Φj , j = 1, . . . , N, (2.28c)
Ψj,t = −σ3Ψj,xx + U˜
TΨj,x −
1
2
(U˜x + σ3U˜
2 + σ3U˜y +Dy)
TΨj , j = 1, . . . , N. (2.28d)
Its Lax representation is
ψy = (σ3∂ + U˜ +
N∑
j=1
Φj∂
−1ΨTj )ψ, (2.29a)
ψt = −i(σ3∂
2 + U˜∂ +
1
2
U˜x +
1
2
σ3U˜
2 +
1
2
σ3U˜y +Dy)ψ. (2.29b)
Remark. The extended matrix KP hierarchy (2.11) provides a unified way to construct the
first type and second type of the (2+1)-dimensional AKNS equation (and DSI equation) with
self-consistent sources and their Lax representation.
3 Reductions of the extended matrix KP hierarchy
The extended KP hierarchy depends on two time series tA and τB. It is natural to consider its
tA-reduction and τB-reduction.
3.1 The tA-reduction
The tA-reduction of the extended matrix KP hierarchy is given by
WAW−1 =MA, (3.1)
where A = Ck∂
k. The wave function and the adjoint wave function are given by
Φ(t, z) =W exp (ξ(t, z)), Φ∗(t, z) = (W ∗)−1 exp (−ξ(t, z)), (3.2)
where ξ(t, z) =
∑
i>0 tiz
i, t1 = x. Then we have
MA(Φ) =WAW
−1Φ = zkΦCk, (3.3)
M∗A(Φ
∗) = (WAW−1)∗Φ∗ = −zkΦ∗Ck. (3.4)
LtA = [MA, L] = [WAW
−1, WCW−1] =W [A, C]W−1 = 0. (3.5)
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So L is independent of tA and we can drop tA dependence from (2.12)
(MA)τB = [MB +
N∑
i=1
Φi∂
−1ΨTi , MA], (3.6a)
MA(Φi) = λ
k
iΦiCk, (3.6b)
M∗A(Ψi) = λ
k
iΨiCk. (3.6c)
When A = σ3∂ and B = σ3∂
2 we have MA(Φi) = WAW
−1(Φi) = λiΦiσ3. Then the first type
of the 2 + 1-dimensional AKNS equation with self-consistent sources reduces to the first type of
1 + 1-dimensional AKNS equation with self-consistent sources
Ut =
1
2
σ3Uxx + σ3U
3 + [
N∑
i=1
ΦiΨ
T
i , σ3], (3.7a)
U2 = Dx, (3.7b)
σ3Φi,x + UΦi = λiΦiσ3, (3.7c)
σ3Ψi,x − U
TΨi = λiΨiσ3. (3.7d)
3.2 The τB-reduction
The τB-reduction is given by
3
WBW−1 =MB +
N∑
i=1
Φi∂
−1ΨTi . (3.8)
Then we can drop τB dependence from (2.12)
(MB +
N∑
i=1
Φi∂
−1ΨTi )tA = [MA, MB +
N∑
i=1
Φi∂
−1ΨTi ], (3.9a)
Φi,tA =MA(Φi), (3.9b)
Ψi,tA = −M
∗
A(Ψi). (3.9c)
which is just the constrained matrix KP hierarchy given in 3.
When B = σ3∂ and A = σ3∂
2, we get the constrained (2+1)-dimensional AKNS equation or
second type of AKNS equation with self-consistent sources.
Ut =
1
2
σ3Uxx + σ3U
3 + [
m∑
j=1
(ΦjΨ
T
j )
diag, U ] + σ3
m∑
j=1
(ΦjxΨ
T
j − ΦjΨ
T
jx)
off , (3.10a)
Φit = σ3Φixx + UΦix +
1
2
UxΦi +
1
2
σ3U
2Φi +
m∑
j=1
ΦjΨ
T
j Φi +
m∑
j=1
(ΦjΨ
T
j )
diagΦi, (3.10b)
Ψit = −σ3Ψixx + U
TΨix +
1
2
UTx Ψi −
1
2
σ3U
2Ψi −
m∑
j=1
ΨjΦ
T
j Ψi −
m∑
j=1
(ΨjΦ
T
j )
diagΨi.(3.10c)
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Remark. The extended matrix KP hierarchy and its tA-reduction and τB-reduction provide a
simple and unified way to obtain the two types of (2+1)-dimensional and (1+1)-dimensional AKNS
equation with self-consistent sources.
4 Generalized dressing approach for extended matrix KP hierar-
chy
In the following, we restrict g0 to be the matrix algebra of dimensional 2 × 2. Now we propose a
generalized dressing approach for the extended matrix KP hierarchy. For the dressing form of L
given by (2.4)
L =WCW−1, (4.1)
usually the W has finite terms, so it is equivalent to assume that the dressing operator W is a pure
differential operator of order N as follows
W = ∂N + w1∂
N−1 + w2∂
N−2 + · · · + wN . (4.2)
Let 2× 2 matrices fi, gi satisfy
fi,tA = A(fi), fi,τB = B(fi), gi,tA = A(gi), gi,τB = B(gi), i = 1, · · · , N. (4.3)
By means of the method of variation of constants, let 2× 2 matrices hi be the linear combination
of fi and gi as
hi = fi + αi(τB)gi, i = 1, · · · , N (4.4)
with αi being a function of τB. We assume that hi and its derivatives are invertible matrices and
the 2N × 2N matrix


h1 h2 · · · hN
h
(1)
1 h
(1)
2 · · · h
(1)
N
...
...
. . .
...
h
(N−1)
1 h
(N−1)
2 · · · h
(N−1)
N

 is invertible.
Theorem 1 3: Let a0, . . . , aN−1 be the 2 × 2 matrix functions determined as the solution of
the linear algebraic system
N∑
i=0
aih
(i)
j = 0, j = 1, . . . , N, (4.5)
with aN = 1. Then W =
∑N
i=0 ai∂
i satisfies (2.2) and L = WCW−1 satisfies the matrix KP
hierarchy (2.5).
We have
W (hi) = 0, i = 1, · · · , N (4.6)
Theorem 2: Let b1, . . . , bN be the 2× 2 matrix functions satisfy
N∑
j=1
h
(i)
j bj = δi,N−1, i = 0, . . . , N − 1. (4.7)
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Define Φi = −α˙iW (gi), and Ψ
T
i = bi, where α˙i = dαi/dτB , then W =
∑N
i=0 ai∂
i, Φi, Ψi and
L =WCW−1 satisfy extended matrix KP hierarchy (2.11).
To proof Theorem 2, we need several lemmas under the above assumptions.
Lemma 3: W−1 =
∑N
i=1 hi∂
−1ΨTi .
Proof: Using(4.6) and (4.7), we have
P≥0(W
N∑
i=1
hi∂
−1ΨTi ) = P≥0(W
N∑
i=1
hi∂
−1bi) = P≥0(W
∞∑
k=0
∂−k−1
N∑
i=1
h
(k)
i bi)
= P≥0(W∂
−N +
∞∑
k=N
∂−k−1
N∑
i=1
h
(k)
i bi)
= P≥0(W∂
−N (1 +
∞∑
k=0
∂−k−1
N∑
i=1
h
(N+k)
i bi)) = 1.
P≤0(W
N∑
i=1
hi∂
−1ΨTi ) =
N∑
i=1
(W (hi))∂
−1ΨTi = 0. (4.8)
So we know that W−1 =
∑N
i=1 hi∂
−1ΨTi .
Lemma 4: W ∗(Ψi) = 0.
Proof: From the relation W ∗(W−1)∗∂j = ∂j , we know that
0 = Res∂W
∗(
N∑
i=1
hi∂
−1ΨTi )
∗∂j = −Res∂W
∗
N∑
i=1
Ψi∂
−1hTi ∂
j = (−1)j+1
N∑
i=1
W ∗(Ψi)h
T (j)
i .
As the 2N ×2N matrix


h1 h2 · · · hN
h
(1)
1 h
(1)
2 · · · h
(1)
N
...
...
. . .
...
h
(N−1)
1 h
(N−1)
2 · · · h
(N−1)
N

 is invertible, we find that W ∗(Ψi) = 0.
Lemma 5: The operator ∂−1ΨTi W is a pure differential operator for each i. Further more, for
1 ≤ i, j ≤ N , (∂−1ΨTi W )(hj) = δijI.
Proof: As P<0(∂
−1ΨTi W ) = ∂
−1(W ∗(Ψi))
T = 0, we know that ∂−1ΨTi W is a pure differential
operator. Let cij = (∂
−1ΨTi W )(hj). We find that ∂(cij) = Ψ
T
i W (hj) = 0 and
N∑
i=1
h
(k)
i cij = ∂
k(
∑
i
hicij) = ∂
k(
∑
i
(hi∂
−1ΨTi W )(hj)) = h
(k)
j .
So we have cij = δijI.
Proposition 2: W satisfies WτB = −P<0(WBW
−1)W +
∑N
i=1Φi∂
−1ΨTi W .
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Proof: Taking ∂τB to the identity W (hi) = 0 and using (4.3), Lemma 3 and Lemma 5, we have
0 = WτB (hi) +WB(hi) + α˙iW (gi)
= (∂τBW )(hi) + (WBW
−1W )(hi)−
N∑
j=1
Φjδji
= (∂τBW + P<0(WBW
−1)W −
N∑
j=1
Φj∂
−1ΨTj W )(hi). (4.9)
Since the non-negative operator acting on hi above has degree lower than N and hi are N inde-
pendent functions, the operator itself must be zero. Hence the proposition is proven.
Proof of the Theorem 2: The proof of (2.11a) is similar as we have in Theorem 1. By using
(2.10), we get (2.11b). By a direct calculation, we get (2.11c) and (2.11d).
5 Solutions for extended matrix KP hierarchy
By using the generalized dressing approach given by Theorem 2, we can construct the explicit
solutions to the extended matrix KP hierarchy.
For the (2+1)-dimensional AKNS equation with self-consistent sources, we choose proper 2×2
matrices fi and gi. The solution of fy = σ3fx, ft = σ3fxx is
f =
(
c11
λ
+ d11e
λx+λy+λ2t c12
µ
+ d12e
µx+µy+µ2t
c21
λ
+ d21e
λx−λy−λ2t c22
µ
+ d22e
µx−µy−µ2t
)
, (5.1)
where cij , dij are arbitrary constants, but they should be chosen such that f is invertible for any
x, y, t. We can define
fi =
(
1
λi
+ eλix+λiy+λ
2
i t 0
0 1
µi
+ eµix−µiy−µ
2
i t
)
, (5.2)
gi =
(
0 −eµix+µiy+µ
2
i t
eλix−λiy−λ
2
i t 0
)
. (5.3)
where λi > 0, µi > 0. In this way we have ai and bi and the N-soliton solution of the (2+1)-
dimensional AKNS equation with self-consistent sources is
U = −2σ3a
off
n−1, D = a
diag
n−1, Φi = −α˙iW (gi), Ψi = bi, i = 1, . . . , n. (5.4)
The one-soliton solution of the first type of (2 + 1)-AKNS equation with a self-consitent
source (2.21) can be constructed from h = f + α(t)g =
(
1
λ
+ eλx+λy+λ
2t −α(t)eµx+µy+µ
2t
α(t)eλx−λy−λ
2t 1
µ
+ eµx−µy−µ
2t
)
:=( 1
λ
+ eξ11 −α(t)eξ12
α(t)eξ21 1
µ
+ eξ22
)
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From Theorem 1 and Theorem 2 we have a0 = −hxh
−1, a1 = 1, b0 = h
−1, which gives rise to
W = ∂ − hxh
−1, U = 2σ3(hxh
−1)off , D = 2(hxh
−1)diag,
Φ = −α˙(t)(gx − hxh
−1g), ΨT = h−1. (5.5)
So the one-soliton of the first type of (2+1)-AKNS equation with a self-consistent source (2.21)
is
q = −2α(t)
λ
µ
eξ21 + (λ− µ)eξ21+ξ22
( 1
λ
+ eξ11)( 1
µ
+ eξ22) + α(t)2eξ12+ξ21
, (5.6)
r = 2α(t)
−µ
λ
eξ12 + (λ− µ)eξ11+ξ12
( 1
λ
+ eξ11)( 1
µ
+ eξ22) + α(t)2eξ12+ξ21
, (5.7)
v = 2
λ
µ
eξ11 − µ
λ
eξ22 + (λ− µ)(eξ11+ξ22 − α(t)2eξ12+ξ21)
( 1
λ
+ eξ11)( 1
µ
+ eξ22) + α(t)2eξ12+ξ21
, (5.8)
Φ = −α˙(t)

 α(t)
2
µ
λ
eξ12+ξ21+(µ−λ)eξ11+ξ12+ξ21
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(t)2eξ12+ξ21
−α(t)eξ12
(µ−λ)eξ11+ξ22+(1−λ
µ
)eξ11+µ
λ
eξ22+ 1
λ
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(t)2eξ12+ξ21
α(t)eξ21
(λ−µ)eξ11+ξ22+(1−λ
µ
)eξ22+λ
µ
eξ11+ 1
µ
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(t)2eξ12+ξ21
α(t)2
λ
µ
eξ21+ξ12+(λ−µ)eξ21+ξ22+ξ12
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(t)2eξ12+ξ21

 ,
(5.9)
Ψ =


1
µ
+eξ22
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(t)2eξ12+ξ21
−α(t)eξ21
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(t)2eξ12+ξ21
α(t)eξ12
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(t)2eξ12+ξ21
1
λ
+eξ11
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(t)2eξ12+ξ21

 . (5.10)
The one-soliton solution of the second type of (2 + 1)-AKNS equation with a self-consitent
source (2.24) can be constructed from h = f +α(y)g =
(
1
λ
+ eλx+λy+λ
2t −α(y)eµx+µy+µ
2t
α(y)eλx−λy−λ
2t 1
µ
+ eµx−µy−µ
2t
)
:=( 1
λ
+ eξ11 −α(y)eξ12
α(y)eξ21 1
µ
+ eξ22
)
.
From Theorem 1 and Theorem 2 we have a0 = −hxh
−1, a1 = 1, b0 = h
−1, which gives rise to
W = ∂ − hxh
−1, U = 2σ3(hxh
−1)off , D = 2(hxh
−1)diag,
Φ = −α˙(y)(gx − hxh
−1g), ΨT = h−1. (5.11)
So the one-soliton of the second type of (2+1)-AKNS equation with a self-consistent source
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(2.24) is
q = −2α(y)
λ
µ
eξ21 + (λ− µ)eξ21+ξ22
( 1
λ
+ eξ11)( 1
µ
+ eξ22) + α(y)2eξ12+ξ21
, (5.12)
r = 2α(y)
−µ
λ
eξ12 + (λ− µ)eξ11+ξ12
( 1
λ
+ eξ11)( 1
µ
+ eξ22) + α(y)2eξ12+ξ21
, (5.13)
v = 2
λ
µ
eξ11 − µ
λ
eξ22 + (λ− µ)(eξ11+ξ22 − α(y)2eξ12+ξ21)
( 1
λ
+ eξ11)( 1
µ
+ eξ22) + α(y)2eξ12+ξ21
, (5.14)
Φ = −α˙(y)

 α(t)
2
µ
λ
eξ12+ξ21+(µ−λ)eξ11+ξ12+ξ21
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(y)2eξ12+ξ21
−α(y)eξ12
(µ−λ)eξ11+ξ22+(1−λ
µ
)eξ11+µ
λ
eξ22+ 1
λ
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(y)2eξ12+ξ21
α(y)eξ21
(λ−µ)eξ11+ξ22+(1−λ
µ
)eξ22+λ
µ
eξ11+ 1
µ
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(y)2eξ12+ξ21
α(y)2
λ
µ
eξ21+ξ12+(λ−µ)eξ21+ξ22+ξ12
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(y)2eξ12+ξ21

 ,
(5.15)
Ψ =


1
µ
+eξ22
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(y)2eξ12+ξ21
−α(y)eξ21
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(y)2eξ12+ξ21
α(y)eξ12
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(y)2eξ12+ξ21
1
λ
+eξ11
( 1
λ
+eξ11 )( 1
µ
+eξ22 )+α(y)2eξ12+ξ21

 . (5.16)
The one-soliton solution of the first type of the (2+1)-DS equation with a self-consistent source
(2.26) can be constructed from
h = f + α(t)g =
(
1
λ
+ eλx+λy+iλ
2t −α(t)e−λx−λy+iλ
2t
α(t)eλx−λy−iλ
2t 1
λ
+ e−λx+λy−iλ
2t
)
:=
(
1
λ
+ eη11 −α(t)eη12
α(t)eη21 1
λ
+ eη22
)
.
where λ > 0.
We find that the one-soliton solution of the first type of the (2 + 1)-DS equation with a self-
consistent source is
r = 2α(t)
eη12 + 2λeη11+η12
( 1
λ
+ eη11)( 1
λ
+ eη22) + α(t)2eη12+η21
, (5.17)
v = 2
eη22 + eη11 + 2λ(eη11+η22 − α(t)2eη12+η21)
( 1
λ
+ eη11)( 1
λ
+ eη22) + α(t)2eη12+η21
, (5.18)
Φ = −α˙(t)

 −α(t) eη12+η21+2λeη11+η12+η21( 1λ+eη11 )( 1λ+eη22 )+α(t)2eη12+η21 α(t)eη12 2λe
η11+η22+2eη11+eη22+ 1
λ
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(t)2eη12+η21
α(t)eη21
2λeη11+η22+2eη22+eη11+ 1
λ
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(t)2eη12+η21
α(t) e
η21+η12+2λeη21+η22+η12
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(t)2eη12+η21

 ,
(5.19)
Ψ =


1
λ
+eη22
( 1
λ
+eη11 )( 1
λ
+eη22)+α(t)2eη12+η21
−α(t)eη21
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(t)2eη12+η21
α(t)eη12
( 1
λ
+eη11 )( 1
λ
+eη22)+α(t)2eη12+η21
1
λ
+eη11
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(t)2eη12+η21

 . (5.20)
The one-soliton solution of the second type of the (2 + 1)-DS equation with a self-consistent
source (2.28) can be constructed from
h = f + α(y)g =
(
1
λ
+ eλx+λy+iλ
2t −α(y)e−λx−λy+iλ
2t
α(y)eλx−λy−iλ
2t 1
λ
+ e−λx+λy−iλ
2t
)
:=
(
1
λ
+ eη11 −α(y)eη12
α(y)eη21 1
λ
+ eη22
)
.
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where λ > 0.
We find that the one-soliton solution of the second type of the (2 + 1)-DS equation with a
self-consistent source is
r = 2α(y)
eη12 + 2λeη11+η12
( 1
λ
+ eη11)( 1
λ
+ eη22) + α(y)2eη12+η21
, (5.21)
v = 2
eη22 + eη11 + 2λ(eη11+η22 − α(y)2eη12+η21)
( 1
λ
+ eη11)( 1
λ
+ eη22) + α(y)2eη12+η21
, (5.22)
Φ = −α˙(y)

 −α(y) eη12+η21+2λeη11+η12+η21( 1λ+eη11)( 1λ+eη22 )+α(y)2eη12+η21 α(y)eη12 2λe
η11+η22+2eη11+eη22+ 1
λ
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(y)2eη12+η21
α(y)eη21
2λeη11+η22+2eη22+eη11+ 1
λ
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(y)2eη12+η21
α(y) e
η21+η12+2λeη21+η22+η12
( 1
λ
+eη11)( 1
λ
+eη22 )+α(y)2eη12+η21

 ,
(5.23)
Ψ =


1
λ
+eη22
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(y)2eη12+η21
−α(y)eη21
( 1
λ
+eη11 )( 1
λ
+eη22)+α(y)2eη12+η21
α(y)eη12
( 1
λ
+eη11 )( 1
λ
+eη22 )+α(y)2eη12+η21
1
λ
+eη11
( 1
λ
+eη11 )( 1
λ
+eη22)+α(y)2eη12+η21

 . (5.24)
6 Conclusion
We extend the matrix KP hierarchy by introducing a new τB flow and adding eigenfunctions and
adjoint eigenfunctions as new components. The zero curvature equation and Lax representation
for the extended matrix KP hierarchy and its tA-reduction and τB-reduction are presented. The
extended matrix KP hierarchy and its two reductions provide an unified way to find two types of
(2+1)-dimensional and (1+1)-dimensional AKNS equation (and DS equation) with self-consistent
sources. With the combination of dressing method and the method of variation of constants, we
propose a generalized dressing method to solve the extended matrix KP hierarchy and obtain some
of its solutions. The soliton solution of two types of 2+1 AKNS equation with self-consistent sources
and two types of DS equation with self-consistent sources are studied.
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