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Abstract
Let L be an elliptic differential operator on a complete connected Riemannian
manifold M such that the associated heat kernel has two-sided Gaussian bounds as
well as a Gaussian type gradient estimate. Let L(α) be the α-stable subordination
of L for α ∈ (1, 2). We found some classes Kγ,βα (β, γ ∈ [0, α)) of time-space functions
containing the Kato class, such that for any measurable b : [0,∞)×M → TM and
c : [0,∞) ×M →M with |b|, c ∈ K1,1α , the operator
L
(α)
b,c (t, x) := L
(α)(x) + 〈b(t, x),∇·〉 + c(t, x), (t, x) ∈ [0,∞) ×M
has a unique heat kernel p
(α)
b,c (t, x; s, y), 0 ≤ s < t, x, y ∈M , which is jointly contin-
uous and satisfies
t− s
C{ρ(x, y) ∨ (t− s) 1α }d+α
≤ p(α)b,c (t, x; s, y) ≤
C(t− s)
{ρ(x, y) ∨ (t− s) 1α }d+α
,
∣∣∇xp(α)b,c (t, x; s, y)∣∣ ≤ C(t− s)
α−1
α
{ρ(x, y) ∨ (t− s) 1α }d+α
, 0 ≤ s < t, x, y ∈M
for some constant C > 1, where ρ is the Riemannian distance. The estimate of
∇yp(α)b,c and the Ho¨lder continuity of ∇xp(α)b,c are also considered. The resulting
estimates of the gradient and its Ho¨lder continuity are new even in the standard
case where L = ∆ on Rd and b, c are time-independent.
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1 Introduction
In [13], the two-sided Gaussian bounds were confirmed for the heat kernel of the time-
dependent second order differential operator div(A∇) +B · ∇ on Rd, where A : [0,∞)×
R
d → Rd⊗Rd is uniformly elliptic and uniformly Ho¨lder continuous, and B : [0,∞)×Rd →
R
d is in a class of singular functions. In the same spirit, the sharp heat kernel bounds
have been presented in [1] for fractional Laplacian with perturbations. More precisely, let
∆(α) := ∆
α
2 be the fractional Laplacian on Rd for α ∈ (1, 2), and let b : Rd → Rd be in
the Kato class K α−1d , i.e.
lim
ε↓0
sup
x∈Rd
∫
|x−y|<ε
|b(y)|
|x− y|d+1−α dy = 0,
or equivalently,
lim
ε↓0
sup
x∈Rd
∫
Rd
|b(y)|(ε ∧ |x− y|α)
|x− y|d+1 dy = 0.
Then the heat kernel p
(α)
b (t, x, y) of ∆
(α) + 〈b,∇·〉 satisfies
(1.1)
t
C(|x− y| ∨ t 1α )d+α ≤ p
(α)
b (t, x, y) ≤
Ct
(|x− y| ∨ t 1α )d+α
for some constant C > 1. Recently, this result was extended in [3] to the Dirichlet heat
kernel for the fractional Laplacian with perturbations. The aim of this paper is to de-
rive sharp heat kernel bounds for more general fractional diffusion operators with time-
dependent perturbations, and to derive gradient estimates of the heat kernel which are
new even in the framework of [1].
LetM be a d-dimensional connected complete Riemannian manifold with Riemannian
distance ρ. Let L be an elliptic differential operator onM generating a (sub-)Markov semi-
group Pt. Then Pt is a C0-contraction semigroup on the Banach space Cb(M) equipped
with the uniform norm ‖ · ‖∞, and D(L) ⊃ C20 (M), where (L,D(L)) is the infinitesimal
generator of Pt on Cb(M).
Throughout the paper, we assume that Pt has a density p(t, x, y) w.r.t. a reference
measure µ on M such that
(1.2)
exp[−Cρ(x,y)2
t
]
C(µ(M) ∧ t) d2
≤ p(t, x, y) ≤ C exp[−
ρ(x,y)2
Ct
]
(µ(M) ∧ t) d2
, t > 0, x, y ∈M
and
(1.3) |∇xp(t, x, y)| ≤
C exp[−ρ(x,y)2
Ct
]√
t (µ(M) ∧ t) d2
, t > 0, x, y ∈M
hold for some constant C > 1, where ∇x stands for the gradient operator w.r.t. variable
x. Consider the α-stable subordination of Pt:
P
(α)
t :=
∫ ∞
0
Ps µ
(α)
t (ds), t ≥ 0,
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where µ
(α)
t is a probability measure on [0,∞) with Laplace transform∫ ∞
0
e−λsµ
(α)
t (ds) = e
−tλα , λ ≥ 0.
Then P
(α)
t is a C0-contraction semigroup on Cb(M). Let L
(α) be the infinitesimal generator
of P
(α)
t . Then D(L
(α)) ⊃ D(L) ⊃ C20 (M), see e.g. [8, Proposition 12.5]. By (1.2), the
density p(α)(t, x, y) of P
(α)
t w.r.t. µ satisfies (see Proposition 2.1 below)
(1.4) C−1ξ(α)(t, ρ(x, y)) ≤ p(α)(t, x, y) ≤ Cξ(α)(t, ρ(x, y)), t > 0, x, y ∈M
for some constant C > 1 and
(1.5) ξ(α)(t, r) :=
t
µ(M)(r ∨ t 1α )α +
t
(r ∨ t 1α )d+α , t > 0, r ≥ 0.
Now, to make time-dependent first- and zero-order perturbations of L(α), let b :
[0,∞)×M → TM and c : [0,∞)×M → R be measurable. Consider
L
(α)
b,c (t, x) := L
(α)(x) + 〈b(t, x),∇x·〉+ c(t, x), (t, x) ∈ [0,∞)×M.
To construct the heat kernel of this operator, we restrict |b| and c in certain classes of
functionals as in [1, 13]. To introduce these classes, a function f on [0,∞) ×M will be
automatically extended to R×M by letting f(s, ·) = 0 for s < 0. For γ, β ≥ 0, define
Kγ,βα,f (ε) = sup
(t,x)∈[0,∞)×M
{
ε
β
α
∫ ε
0
∫
M
ξ(α)(s, ρ(x, y))|f(t± s, y)|
s
γ
α (ε− s) βα
µ(dy)ds
}
, ε > 0.
Definition 1.1. For γ, β ≥ 0, let
K
γ,β
α = K
γ,β
α (µ) =
{
f ∈ B(R×M) : lim
ε↓0
Kγ,βα,f (ε) = 0
}
,
where B(R×M) is the set of all measurable functions on R×M.
It is easy to see that Kγ,βα is decreasing in both γ and β. According to Proposition 2.1
below, K1,βα (µ) ⊃ K α−1d (µ) for any β ∈ [1, α), where K α−1d (µ) is the Kato class on M
consisting of measurable functions f with
(1.6) 1{µ(M)<∞}µ(|f |) <∞, lim
ε↓0
sup
x∈M
∫
M
|f(y)|(ε∧ ρ(x, y)α)
ρ(x, y)d+1
µ(dy) = 0.
When M = Rd and µ(dy) = dy, this class reduces back to the class K α−1d in [1] as
mentioned above. See also Proposition 2.2 for explicit subclass of Kγ,βα in the time-space
functional space.
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To introduce the heat kernel of L
(α)
b,c , let us look at the heat equation
(1.7)
{
∂tu(t, s, ·) = L(α)b,c (t, ·)u(t, s, ·), t > s,
u(s, s, ·) = ϕ,
where s ≥ 0 and ϕ ∈ Cb(M). Recall that u is called a mild solution of this equation, if it
satisfies
u(t, s, x) = P
(α)
t−sϕ(x) +
∫ t
s
P
(α)
t−r
{〈b(r, ·),∇u(r, s, ·)〉+ c(r, ·)u(r, s, ·)}(x)dr, t ≥ s.
Therefore, it is natural to construct the fundamental solution to the heat equation by
solving the integral equation
p
(α)
b,c (t, x; s, y) =p
(α)(t− s, x, y) +
∫ t
s
dr
∫
M
p(α)(t− r, x, z)
· {〈b(r, z),∇zp(α)b,c (r, z; s, y)〉+ c(r, z)p(α)b,c (r, z; s, y)}µ(dz)
(1.8)
for t > s ≥ 0, x, y ∈M, so that the mild solution to (1.7) can be formulated as
u(t, s, ·) = P b,ct,s ϕ :=
∫
M
p
(α)
b,c (t, ·; s, y)ϕ(y)µ(dy).
We remark that following the argument of [13], the heat kernel of ∆(α)+ 〈b,∇·〉 on Rd
with time-free b was constructed in [1] by solving the dual equation
(1.9) p
(α)
b (t, x, y) = p
(α)(t, x, y) +
∫ t
0
dr
∫
Rd
p
(α)
b (t− r, x, z)〈b(z),∇zp(α)(r, z, y)〉dz,
where p(α) is the heat kernel for the α-stable operator ∆(α). The advantage of (1.9) is that
it does not involve the derivative of the unknown heat kernel, and hence easier to solve.
On the other hand, the good point of (1.8) is that from which one can easily derive the
gradient estimate and confirm the infinitesimal generator of the solution.
The following three theorems are the main results of the paper.
Theorem 1.1. Assume (1.2), (1.3) and let α ∈ (1, 2). If |b|, c ∈ K1,1α , then (1.8) has a
unique solution p
(α)
b,c (t, x; s, y) such that for all t− s ∈ (0, 1], x, y ∈M ,
(1.10) C−1ξ(α)(t− s, ρ(x, y)) ≤ p(α)b,c (t, x; s, y) ≤ Cξ(α)(t− s, ρ(x, y)),
and
(1.11) |∇xp(α)b,c (t, x; s, y)| ≤
Cξ(α)(t− s, ρ(x, y))
(t− s) 1α
hold for some constant C > 0. Moreover, p
(α)
b,c is continuous and satisfies the following
two assertions:
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(1) For any 0 ≤ s < r < t and x, y ∈M ,
p
(α)
b,c (t, x; s, y) =
∫
M
p
(α)
b,c (t, x; r, z)p
(α)
b,c (r, z; s, y)µ(dz);
(2) If µ has a C1-density w.r.t. the volume measure, b ∈ C([0,∞);L1loc(M → TM ;µ)), c ∈
C([0,∞);L1loc(M → R;µ)), then for any ϕ, ψ ∈ C20(M),
lim
t↓s
1
t− s
∫
M
ψ(P b,ct,s ϕ− ϕ)dµ =
∫
M
ψL
(α)
b,c (s, ·)ϕdµ, s ≥ 0.
We remark that Theorem 1.1 not only generalizes the main result in [1] for solution to
(1.9), but also provide the new gradient estimate (1.11). The next result says that under
a Hessian upper bound condition of p(t, x, y), we are able to further confirm the Ho¨lder
continuity estimate on p
(α)
b,c . For x 6= x′, let γx,x
′
: [0, 1] → M be the minimal geodesic
from x to x′, which might be non-unique if x is in the cut-locus of x′. Define
(1.12) η(t; x, x′; y) = p(α)(t, x, y) + p(α)(t, x′, y) +
∫ 1
0
p(α)(t, γx,x
′
θ , y)dθ.
Theorem 1.2. Assume that (1.2), (1.3) and
(1.13)
∣∣∇2xp(t, x, y)∣∣ ≤ C exp[−ρ(x,y)
2
Ct
]
t(µ(M) ∧ t) d2
, t > 0, x, y ∈M
hold for some constant C > 1. Let α ∈ (1, 2). If |b|, c ∈ Kβ,βα for some β ∈ (1, α), then
there exists a constant C ′ > 0 such that∣∣∣∇xp(α)b,c (t, x; s, y)− //x′→x∇x′p(α)b,c (t, x′; s, y)∣∣∣ ≤ C ′ρ(x, x′)β−1η(t− s; x, x′; y)
(1 ∧ (t− s)) βα
holds for all 0 ≤ s < t and x, x′, y ∈M , where //x′→x denotes the parallel transport along
the geodesic γx,x
′
.
Finally, we consider the derivative estimate of p
(α)
b,c w.r.t. the variable “y”.
Theorem 1.3. In addition to the assumptions of Theorem 1.1, we also assume that
p(α)(t, x, y) = p(α)(t, y, x) and divµb ∈ K1,1α exists, where divµb(s, ·) is the unique (if exists)
element in L1loc(M → R;µ) such that∫
M
(divµb(s, ·))fdµ =
∫
M
〈b(s, ·),∇f〉dµ, f ∈ C10 (M).
Then
(1.14) |∇yp(α)b,c (t, x; s, y)| ≤
Cξ(α)(t− s, ρ(x, y))
(t− s) 1α
hold for some constant C > 0.
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The remainder of the paper is organized as follows. We present in Section 2 some
estimates on p(α)(t, x, y) and characterization of the class Kγ,βα , then prove the above
theorems in Section 3. Finally, some examples are presented in Section 4 to illustrate the
above three theorems.
2 Some preliminaries
In this section we aim to characterize the class Kγ,βα and to present some estimates on p
(α)
which will be used in the proofs of Theorems 1.1 and 1.2.
Proposition 2.1. K1,βα (µ) ⊃ K α−1d (µ) holds for β ∈ [1, α), where K α−1d (µ) is fixed by
(1.6).
Proof. Since∫ ε
0
{(
s1−
1
α r−(d+α)
) ∧ s− d+1α }ds ≤ C{rα−d−1 ∧ (εr−(d−1))}, ε, r > 0
holds for some constant C > 0, it is easy to see that
ε
β
α
∫ ε
2
0
∫
M
|f(y)|ξ(α)(s, ρ(x, y))s− 1α (ε− s)− βαµ(dy)ds
≤ C1εα−1α µ(|f |)1{µ(M)<∞} + C1
∫
M
|f(y)|µ(dy)
∫ ε
2
0
{(
s1−
1
α r−(d+α)
) ∧ s− d+1α }ds
≤ C1εα−1α µ(|f |)1{µ(M)<∞} + C2
∫
M
|f(y)|(ε ∧ ρ(x, y)α)
ρ(x, y)d+1
µ(dy)
holds for some constants C1, C2 > 0. Similarly, the same estimate holds for
ε
β
α
∫ ε
ε
2
∫
M
|f(y)|ξ(α)(s, ρ(x, y))s− 1α (ε− s)− βαµ(dy)ds.
Therefore, the proof is finished.
In the next result, we present a lower bound of Kγ,βα (µ) in the class of time-space
functions.
Proposition 2.2. Assume that
(2.1) µ(B(x, s)) ≤ Csd, s ≥ 0, x ∈M
holds for some constant C > 0. Let α ∈ (0, 2), γ, β ∈ [0, α) and p, q ∈ [1,∞]. If
(2.2)
d
p
+
α
q
< α− γ, q > α
α− β ,
then
Lq(R;Lp(M,µ)) ⊂ Kγ,βα (µ).
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Proof. Using Ho¨lder’s inequality, it is enough to prove
(2.3) lim
t↓0
sup
x∈M
I(x, t) = 0,
where
I(x, t) := t
βq∗
α
∫ t
0
(∫
M
ξ(α)(s, ρ(x, y))p
∗
µ(dy)
) q∗
p∗
s−
γq∗
α (t− s)−βq
∗
α ds
for q∗ = q
q−1
and p∗ = p
p−1
. By the definition of ξ(α), there exists a constant C1 > 0 such
that ∫
M
ξ(α)(s, ρ(x, y))p
∗
µ(dy)
≤ C1
{
1 +
∫
B(x,s
1
α )
s−
dp∗
α µ(dy) + sp
∗
∫
B(x,s
1
α )c
ρ(x, y)−(d+α)p
∗
µ(dy)
}
=: C1
{
1 + J1(x, s) + J2(x, s)
}
, s ∈ (0, 1].
By (2.1), there exists a constant C > 0 such that 1 + J1(x, s) ≤ Cs d−dp
∗
α and
J2(x, s) = s
p∗
∞∑
n=0
∫
B(x,2n+1s
1
α )−B(x,2ns
1
α )
ρ(x, y)−(d+α)p
∗
µ(dy)
≤ sp∗− (d+α)p
∗
α
∞∑
n=0
2−n(d+α)p
∗
µ(B(x, 2n+1s
1
α ))
≤ Cs− dp
∗
α
∞∑
n=0
2−n(d+α)p
∗
2(n+1)ds
d
α = Cs
d−dp∗
α
hold for s ∈ (0, 1]. Thus,
I(x, t) ≤ C2t
βq∗
α
∫ t
0
s
dq∗
αp∗
− dq
∗
α
− γq
∗
α (t− s)−βq
∗
α ds = C2t
1+θ
∫ 1
0
sθ(1− s)−βq
∗
α ds ≤ C3t1+θ,
holds for some constants C2, C3 > 0, and all t ∈ (0, 1], where θ = dq∗αp∗ − dq
∗
α
− γq∗
α
> −1
and βq
∗
α
< 1 by (2.2). Then (2.3) holds.
Next, we consider estimates on p(α)(t, x, y).
Proposition 2.3. Assume (1.2).
(1) (1.4) holds for some constant C > 1.
(2) If there exist constants C1, C2 > 0 and a natural number k ≥ 1 such that
(2.4) |∇ixp(t, x, y)| ≤
C1 exp[−C2ρ(x,y)
2
t
]
t
i
2 (µ(M) ∧ t) d2
, t > 0, x, y ∈M, 0 ≤ i ≤ k,
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then
(2.5) |∇kxp(α)(t, x, y)| ≤
Cξ(α)(t, ρ(x, y))
t
k
α
, t > 0, x, y ∈M
holds for some constant C > 0.
(3) If (2.4) holds for k = 1, 2, then for any β ∈ (1, α) there exists a constant C > 0
such that∣∣∣∇xp(α)(t, x, y)− //x′→x∇x′p(α)(t, x′, y)∣∣∣ ≤ Ct− βαρ(x, x′)β−1η(t; x, x′; y),
where η is in (1.12).
Proof. (1) According to the proof of [2, Theorem 3.1], for any λ > 0 and m ≥ 0 there
exists a constant C1 > 1 such that
(2.6)
t
C1(r ∨ t 1α )m+α
≤
∫ ∞
0
exp[−λr2
s
]
s
m
2
µ
(α)
t (ds) ≤
C1t
(r ∨ t 1α )m+α
holds for any r, t > 0. Combining this with the second inequality in (1.2) we obtain
p(α)(t, x, y) ≤ C
∫ ∞
0
exp[−ρ(x,y)2
Cs
]
s
d
2
µ
(α)
t (ds) +
C
µ(M)
1{µ(M)<∞}
∫ ∞
0
e−
ρ(x,y)2
Cs µ
(α)
t (ds)
≤ C
′t
(ρ(x, y) ∨ t 1α )(d+α) +
C ′t
(ρ(x, y) ∨ t 1α )α = C
′ξ(α)(t, ρ(x, y))
for some constant C ′ > 1. On the other hand, noting that
1
(µ(M) ∧ t) d2
≥ 1
2
( 1
t
d
2
+
1{µ(M)<∞}
µ(M)
d
2
)
,
we obtain the desired lower bound estimate by using the first inequality in (1.2).
(2) It is well known that (cf. (14) in [2])
µ
(α)
t (ds) ≤ C0ts−
2+α
2 exp[−ts−α2 ]ds(2.7)
holds for some constant C0 > 0. Then (2.4) yields that
sup
x,y
sup
0≤i≤k
|∇ixp(·, x, y)| ∈ L1(µ(α)t ),
so that by the dominated convergence theorem we obtain
|∇kxp(α)(t, x, y)|
≤ C0C1t
∫ ∞
0
{
s−
d+α+k+2
2 + 1{µ(M)<∞}s
−α+k+2
2
}
exp
[
− t
s
α
2
− C2ρ(x, y)
2
s
]
ds
≤ C0C1(I1 ∧ I2),
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where
I1 := t
∫ ∞
0
{
s−
d+α+k+2
2 + 1{µ(M)<∞}s
−α+k+2
2
}
exp
[
− C2ρ(x, y)
2
s
]
ds
≤ C3t
{
ρ(x, y)−(d+α+k)
∫ ∞
0
r
d+α+k−2
2 e−rdr + 1{µ(M)<∞}ρ(x, y)
−(α+k)
∫ ∞
0
r
α+k−2
2 e−rdr
}
≤ C4t
{
ρ(x, y)−(d+α+k) + 1{µ(M)<∞}ρ(x, y)
−(α+k)
}
,
and
I2 := t
∫ ∞
0
{
s−
d+α+k+2
2 + 1{µ(M)<∞}s
−α+k+2
2
}
exp
[
− t
s
α
2
]
ds
≤ C3
{
t−
d+k
α
∫ ∞
0
r
d+k
α e−rdr + 1{µ(M)<∞}t
− k
α
∫ ∞
0
r
k
α e−rdr
}
≤ C4
{
t−
d+k
α + 1{µ(M)<∞}t
− k
α
}
for some constants C3, C4 > 0. Therefore,
|∇kxp(α)(t, x, y)|
≤ C4min
{
tρ(x, y)−(d+α+k) + t1{µ(M)<∞}ρ(x, y)
−(α+k), t−
d+k
α + 1{µ(M)<∞}t
− k
α
}
.
(2.8)
From this we complete the proof by considering the following two cases respectively.
(i) If ρ(x, y) ≤ t 1α then (2.8) implies
|∇kxp(α)(t, x, y)| ≤ C4
{
t−
d+k
α + 1{µ(M)<∞}t
− k
α
}
.
Moreover, in this case (1.5) implies
ξ(α)(t, ρ(x, y)) ≥ 1
µ(M)
+ t−
d
α .
Therefore, (2.5) holds for some constant C.
(ii) If ρ(x, y) ≥ t 1α , then from (2.8) and (1.5) we obtain
|∇kxp(α)(t, x, y)| ≤ C4
{
tρ(x, y)−(d+α+k) + t1{µ(M)<∞}ρ(x, y)
−(α+k)
}
≤ C
t
k
α
ξ(α)(t, ρ(x, y))
for some constant C > 0.
(3) Since (2.4) implies (2.5) for k = 1, 2, we have∣∣∣∇xp(α)(t, x, y)− //x′→x∇x′p(α)(t, x′, y)∣∣∣ ≤ ρ(x, x′)
∫ 1
0
|∇2xp(α)(t, γx,x
′
θ , y)|dθ
≤ Ct− 2αρ(x, x′)
∫ 1
0
|p(α)(t, γx,x′θ , y)|dθ.
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Hence, by (2.5) for k = 1 and Young’s inequality, we obtain∣∣∣∇xp(α)(t, x, y)− //x′→x∇x′p(α)(t, x′, y)∣∣∣
≤
(
|∇xp(α)(t, x, y)|2−β + |∇x′p(α)(t, x′, y)|2−β
)
× |∇xp(α)(t, x, y)− //x′→x∇x′p(α)(t, x′, y)|β−1
≤ C3t−
β
αρ(x, x′)β−1
{
p(α)(t, x, y) + p(α)(t, x′, y)
}2−β
×
(∫ 1
0
|p(α)(t, γx,x′θ , y)|dθ
)β−1
≤ C4t−
β
αρ(x, x′)β−1η(t; x, x′; y)
for some constants C3, C4 > 0. Then the proof is finished.
Finally, we present below a (3P)-inequality as in [1, Theorem 4].
Proposition 2.4. There exists a constant C > 0 such that
(2.9) ξ(α)(t, r) ∧ ξ(α)(s, u) ≤ Cξ(α)(t+ s, r + u), s, t, r, u > 0.
Consequently, there exists a constant C > 0 such that for s, t > 0, x, y, z ∈M ,
(2.10) p(α)(t, x, z)p(α)(s, z, y) ≤ Cp(α)(s+ t, x, y)(p(α)(t, x, z) + p(α)(s, z, y)).
Proof. (1) According to the proof of [1, Theorem 4], for anym ≥ 0 the function ξm(t, r) :=
t−
m
α ∧ (tr−(m+α)) satisfies
(2.11) ξm(t, r) ∧ ξm(s, u) ≤ 2 6mα ξm(t + s, r + u), t, r, s, u > 0.
So, it suffices to prove (2.9) for µ(M) <∞. In this case the proof of (2.9) can be finished
by considering the following two situations.
(i) If either r ∨ t, s ∨ u ≥ 1 or r ∨ t, s ∨ u < 1, then for m = d or m = 0 respectively
one derives from (2.11) that
ξ(α)(t, r) ∧ ξ(α)(s, u) ≤
(
1 +
1
µ(M)
){
ξm(t, r) ∧ ξm(s, u)
}
≤ 2
6m(1 + µ(M))
µ(M)
ξm(t+ s, r + u) ≤ 2
6m(1 + µ(M))2
µ(M)
ξ(α)(t+ s, r + u).
(ii) If e.g. r ∨ t ≤ 1 but s ∨ u > 1, then
ξ(α)(t, r) ∧ ξ(α)(s, u) ≤ ξ(α)(s, u) ≤ s(1 + µ(M))
µ(M)(u ∨ s 1α )α
≤ (1 + µ(M))(t+ s)
µ(M)(uα ∨ s) ≤
2α(1 + µ(M))(t+ s)
µ(M){(r + u)α ∨ (t + s)}
≤ 2α(1 + µ(M))ξ(α)(t+ s, r + u).
10
(2) Combining (2.9) with the inequality ab ≤ (a+ b)(a ∧ b), a, b > 0, we obtain
ξ(α)(t, r)ξ(α)(s, u) ≤ Cξ(α)(t + s, r + u)(ξ(α)(t, r) + ξ(α)(s, u)).
Since ξ(α)(t, r) is decreasing in r, combining this with Proposition 2.3 (1) and noting that
ρ(x, z) + ρ(z, y) ≥ ρ(x, y), we prove (2.10) for some (different) constant C > 0.
3 Proofs of Theorems 1.1, 1.2 and 1.3
To construct the solution of (1.8), we make use of the argument of Picard iteration as in
[13, 1]. For t > s ≥ 0 and x, y ∈ M, let p0(t, x; s, y) = p(α)(t− s, x, y) and
pn(t, x; s, y) = p
(α)(t− s, x, y) +
∫ t
s
∫
M
p(α)(t− r, x, z)
·
{〈
b(r, z),∇zpn−1(r, z; s, y)〉+ c(r, z)pn−1(r, z; s, y)
}
µ(dz)dr
(3.1)
for n ≥ 1. Moreover, let Θ0(t, x; s, y) := p(α)(t− s, x, y) and
Θn(t, x; s, y) := pn(t, x; s, y)− pn−1(t, x; s, y), n ≥ 1.
It is clear that
Θn(t, x; s, y) =
∫ t
s
∫
M
p(α)(t− r, x, z)〈b(r, z),∇zΘn−1(r, z; s, y)〉µ(dz)dr
+
∫ t
s
∫
M
p(α)(t− r, x, z)c(r, z)Θn−1(r, z; s, y)µ(dz)dr.
(3.2)
Lemma 3.1. Assume (1.2), (1.3) and let |b|, c ∈ K1,1α . Let
ℓ(r) = sup
ε∈(0,r]
{
K1,1
α,|b|(ε) +K
1,1
α,c(ε)
}
, r > 0.
Then there exists a constant c0 > 0 such that for any n ≥ 0, pn (hence Θn) is well defined
and
|∇xΘn(t, x; s, y)| ≤ {c0ℓ(t− s)}n(t− s)− 1αp(α)(t− s, x, y),
|Θn(t, x; s, y)| ≤ {c0ℓ(t− s)}np(α)(t− s, x, y), t > s ≥ 0, x, y ∈M.
(3.3)
Proof. According to Propositions 2.3 and 2.4, we may take a constant C ≥ 1 such that
(1.4), (2.5) for k = 1, and (2.10) hold. Take c0 = 4C. Then the assertion holds for
n = 0. Assume it holds for n ≤ m for some m ≥ 0, then it is easy to see from (1.4) and
|b|, c ∈ K1,1α that pm+1 is well defined. It remains to prove (3.3) for n = m + 1. For any
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unit vector U ∈ TxM, let xε = exp[εU ], ε ≥ 0. According to the assertion for n = m, it
follows from (2.10) that
1
ε
|Θm+1(t, xε; s, y)−Θm+1(t, x; s, y)|
≤ 1
ε
∫ ε
0
dθ
∫ t
s
∫
M
|∇xp(α)(t− r, xθ, z)|
·
{
|b(r, z)| · |∇zΘm(r, z; s, y)|+ |c(r, z)|Θm(r, z; s, y)
}
µ(dz)dr
≤ (c0ℓ(t− s))
m
ε
∫ ε
0
dθ
∫ t
s
∫
M
(t− r)− 1α p(α)(t− r, xθ, z)p(α)(r − s, z, y)
·
{
|b(r, z)|(r − s)− 1α + |c(r, z)|
}
µ(dz)dr
≤ C(c0ℓ(t− s))
m
ε
∫ ε
0
p(α)(t− s, xθ, y)dθ∫ t
s
∫
M
{
|b(r, z)|(p(α)(t− r, xθ, z) + p(α)(r − s, z, y))(t− r)− 1α (r − s)− 1α
+ |c(r, z)|(p(α)(t− r, xθ, z) + p(α)(r − s, z, y))(t− r)− 1α}µ(dz)dr
≤ C(c0ℓ(t− s))m
(
2K1,1
α,|b| +K
1,0
α,c +K
0,1
α,c
)
(t− s)
(
1
ε
∫ ε
0
p(α)(t− s, xθ, y)dθ
)
≤ (c0ℓ(t− s))m+1
(
1
ε
∫ ε
0
p(α)(t− s, xθ, y)dθ
)
→ (c0ℓ(t− s))m+1p(α)(t− s, x, y)
as ε → 0. Then the first inequality in (3.3) holds for n = m + 1. Similarly, and even
simpler, we have
|Θm+1(t, x; s, y)| ≤ {c0ℓ(t− s)}m+1p(α)(t− s, x, y).
Therefore, the proof is finished.
Proof of Theorem 1.1. It is standard that we need only to find t0 > 0 such that (1.8) has
a unique solution satisfying (1.10) and (1.11), and to verify assertion (1) with t− s ≤ t0
and assertion (2). Let t0 > 0 be such that c0ℓ(t0) ≤ 13 , where ℓ is defined in Lemma 3.1.
(a) Construction of the solution. Define
p
(α)
b,c (t, x; s, y) =
∞∑
n=0
Θn(t, x; s, y), t− s ∈ (0, t0], x, y ∈M.
By Lemma 3.1, this series, as well as
∑∞
n=0∇xΘn(t, x; s, y), converge uniformly on {(t, x; s, y) :
t− s ∈ (0, t0], x, y ∈M}. Then (1.11) holds. By letting n→∞ in (3.1), we see that (1.8)
holds. Moreover, since all Θn are jointly continuous, so is p
(α)
b,c . Finally, by Lemma 3.1,
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we have
|p(α)b,c (t, x; s, y)− p(α)(t− s, x, y)| ≤
∞∑
n=1
|Θn(t, x; s, y)|
≤ c0ℓ(t− s)
1− c0ℓ(t− s)p
(α)(t− s, x, y) ≤ 1
2
p(α)(t− s, x, y).
Then (1.10) follows from (1.4) ensured by Proposition 2.3(1).
(b) Uniqueness. Let p˜
(α)
b,c be another solution to (1.8) satisfying (1.11). Then the
induction argument in the proof of Lemma 3.1 implies that Θ := p
(α)
b,c − p˜(α)b,c satisfies
|Θ(t, x; s, y)| ≤ (c0ℓ(t− s))np(α)(t− s, x, y) for all n ≥ 0, so that letting n→∞ we derive
Θ(t, x; s, y) = 0 for t− s ≤ t0. Thus, the solution is unique.
(c) For (1) it suffices to prove that for any ϕ ∈ C∞0 (M),
P b,ct,s ϕ(x) = P
b,c
t,r P
b,c
r,sϕ(x), s ≤ r ≤ t,(3.4)
where
P b,ct,s ϕ(x) :=
∫
M
p
(α)
b,c (t, x; s, y)ϕ(y)µ(dy).
Set
gr,s(x) =
〈
b(r, x),∇P b,cr,sϕ(x)
〉
+ c(r, x)P b,cr,sϕ(x), r > s.
By (1.8) we have
P b,ct,s ϕ(x) = P
(α)
t−sϕ(x) +
∫ t
s
P
(α)
t−r′gr′,s(x)dr
′
= P
(α)
t−rP
(α)
r−sϕ(x) +
∫ r
s
P
(α)
t−rP
(α)
r−r′gr′,s(x)dr
′ +
∫ t
r
P
(α)
t−r′gr′,s(x)dr
= P
(α)
t−rP
b,c
r,sϕ(x) +
∫ t
r
P
(α)
t−r′
(
〈b(r′, ·),∇P b,cr′,sϕ〉
)
(x)dr′
+
∫ t
r
P
(α)
t−r′
(
c(r′, ·)P b,cr′,sϕ
)
(x)dr′.
On the other hand,
P b,ct,r P
b,c
r,sϕ(x) = P
(α)
t−rP
b,c
r,sϕ(x) +
∫ t
r
P
(α)
t−r′
(
〈b(r′, ·),∇(P b,cr′,rP b,cr,sϕ)〉
)
(x)dr′
+
∫ t
r
P
(α)
t−r′
(
c(r′, ·)P b,cr′,rP b,cr,sϕ
)
(x)dr′.
By the uniqueness as observed in (b), we obtain (3.4).
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(d) Finally, we prove (2). Let ϕ, ψ ∈ C20 (M). By (1.8), we have
P b,ct,s ϕ− ϕ
t− s − L
(α)
b,c (s)ϕ
=
(P (α)t−sϕ− ϕ
t− s − L
(α)ϕ
)
+
1
t− s
∫ t
s
〈b(r, ·)− b(s, ·),∇P b,cr,sϕ〉dr
+
1
t− s
∫ t
s
{
(c(r, ·)− c(s, ·))P b,cr,sϕ+ c(s, ·)(P b,cr,sϕ− ϕ)
}
dr
+
1
t− s
∫ t
s
〈b(s, ·),∇P b,cr,sϕ−∇ϕ〉dr
=: I0(t, s) + I1(t, s) + I2(T, s) + I3(t, s).
(3.5)
Since ϕ ∈ C20 (M) ⊂ D(L(α)), we have
(3.6) lim
t↓s
‖I0(t, s)‖∞ = 0, s ≥ 0.
Fix s ≥ 0 and set
u(t, x) := P b,ct,s ϕ(x), t ≥ s.
First of all, by (1.4), (1.10) and the contraction of P
(α)
t we have
(3.7) sup
t∈[s,1+s]
‖u(t, ·)‖∞ <∞.
Next, by (1.3) and Proposition 2.3(2), (2.5) holds for k = 1. Combining this with (1.4),
we obtain
‖∇P (α)t ϕ−∇ϕ‖∞ ≤
∫ t
0
‖∇P (α)s L(α)ϕ‖∞ds
≤ C1‖L(α)ϕ‖∞
∫ t
0
s−
1
αds ≤ C, t ∈ [s, 1 + s]
(3.8)
for some constants C1, C > 0. Next, let
Θ
(n)
t,s ϕ =
∫
M
Θn(t, ·; s, y)ϕ(y)µ(dy), t ≥ s.
By (3.3), (1.4) and noting that ‖P (α)r ϕ‖∞ ≤ ‖ϕ‖∞ <∞, r ≥ 0, we obtain
‖∇Θ(n)t,s ϕ‖∞
≤ C‖ϕ‖∞(c0ℓ(t− s))n−1
∥∥∥∥
∫ t
s
∫
M
ξ(α)(t− r, ρ(·, z))
( |b(r, z)|
(t− r) 1α + |c(r, z)|
)
µ(dz)dr
∥∥∥∥
∞
≤ C‖ϕ‖∞(c0ℓ(t− s))n−1ℓ(t− s) ≤ (c1ℓ(t− s))n, n ≥ 1,
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where c1 := c0 + C‖ϕ‖∞. Since ℓ(r) → 0 as r → 0, we may find t0 ∈ (0, 1] such that
c1ℓ(t0) < 1. Combining this with (3.8) we conclude from the construction of p
(α)
b,c and the
definition of P b,ct,s that ‖∇u(t, ·)‖∞ is bounded on [s, s+ t0]. This and (3.7) yield
(3.9) sup
r∈[s,t0+s]
{‖∇P b,cr,sϕ‖∞ + ‖P b,cr,sϕ‖∞} <∞.
Therefore, there exists a constant C > 0 such that
‖P b,ct,s ϕ− ϕ‖∞ ≤ ‖P (α)t−sϕ− ϕ‖∞ +
∥∥∥∥
∫ t
s
∫
M
p(α)(t− r, ·, z)|c(r, z)| · |u(r, z)|µ(dz)dr
∥∥∥∥
∞
+
∥∥∥∥
∫ t
s
∫
M
p(α)(t− r, ·, z)|b(r, z)| · |∇zu(r, z)|µ(dz)dr
∥∥∥∥
∞
≤ ‖P (α)t−sϕ− ϕ‖∞ + C sup
r∈[s,t]
‖P b,cr,sϕ‖∞K0,0α,c(t− s)
+ C sup
r∈[s,t]
‖∇P b,cr,sϕ‖∞K0,0α,|b|(t− s)→ 0,
as t ↓ s. Hence,
lim
t↓s
sup
r∈[s,t]
‖P b,cr,sϕ− ϕ‖∞ = 0.(3.10)
Since b ∈ C([0,∞);L1loc(M → TM ;µ)), c ∈ C([0,∞);L1loc(M → R;µ)), this and (3.9)
yield that
lim
t↓s
∫
M
ψ
{
I1(t, s) + I2(t, s)
}
dµ = 0.
Combining this with (3.5) and (3.6), we need only to prove
(3.11) lim
t↓s
∫
M
ψI3(t, s)dµ = 0.
To this end, take {bn(s, ·)}n≥1 ⊂ C∞0 (M ;TM) such that
lim
n→∞
∫
M
|ψ| · |bn(s, ·)− b(s, ·)|dµ = 0.
Since µ has a C1-density w.r.t. the volume measure, divµ(ψbn(s)) ∈ C0(M) for ψ ∈
C20(M). Combining this with (3.9) and (3.10), and by the dominated convergence theorem
we conclude that
lim sup
t↓s
∣∣∣∣
∫
M
ψI3(t, s)dµ
∣∣∣∣
≤ lim sup
n→∞
lim sup
t↓s
1
t− s
∫ t
s
∫
M
|b(s, ·)− bn(s, ·)| · |∇P b,cr,sϕ−∇ϕ| · |ψ|dµdr
+ lim sup
n→∞
lim sup
t↓s
1
t− s
∫ t
s
∫
M
|divµ(bn(s, ·)ψ)| · |P b,cr,sϕ− ϕ|dµdr = 0.
Then the proof is complete.
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Proof of Theorem 1.2. Due to Theorem 1.1(1), it suffices to prove for 0 ≤ s < t with
t − s ≤ t0, where t0 > 0 is fixed in the proof of Theorem 1.1. According to (a) in the
proof of Theorem 1.1, we only need to prove∣∣∣∇xΘn(t, x; s, y)− //x′→x∇x′Θn(t, x′; s, y)∣∣∣(3.12)
≤ (c0ℓβ(t− s))n(t− s)−
β
αρ(x, x′)β−1η(t− s; x, x′; y), n ≥ 1,
where
ℓβ(r) := sup
ε∈(0,r]
{
Kβ,β
α,|b|(ε) +K
β,β
α,c (ε)
}
, r > 0.
By (1.4), Lemma 3.1 and Proposition 2.3(2),(3), we have∣∣∣∇xΘn(t, x; s, y)− //x′→x∇x′Θn(t, x′; s, y)∣∣∣
≤
∫ t
s
∫
M
(
|b(r, z)| · |∇zΘn(r, z; s, y)|+ |c(r, z)| · |Θn(r, z; s, y)|
)
×
∣∣∣∇xp(α)(t− r, x, z)− //x′→x∇x′p(α)(t− r, x′, z)∣∣∣µ(dz)dr
≤ C{c0ℓ(t− s)}nρ(x, x′)β−1
∫ t
s
∫
M
[
η(t− r; x, x′; z)p(α)(r − s, z, y)
×
(
|b(r, z)|(r − s)− 1α (t− r)− βα + |c(r, z)|(t− r)− βα
)]
µ(dz)dr.
By the (3P)-inequality, we have
η(t− r; x, x′; z)p(α)(r − s, z, y)
≤ p(α)(t− s, x, y)
{
p(α)(t− r, x, z) + p(α)(r − s, z, y)
}
+ p(α)(t− s, x′, y)
{
p(α)(t− r, x′, z) + p(α)(r − s, z, y)
}
+
∫ 1
0
p(α)(t− s, γx,x′θ , y)
{
p(α)(t− r, γx,x′θ , z) + p(α)(r − s, z, y)
}
dθ.
Substituting this into the above estimate, we find that∣∣∣∇xΘn(t, x; s, y)− //x′→x∇x′Θn(t, x′; s, y)∣∣∣
≤ C{c0ℓ(t− s)}nρ(x, x′)β−1η(t− s; x, x′; y)(t− s)−
β
α
×
(
K1,β
α,|b|(t− s) +Kβ,1α,|b|(t− s) +K0,βα,c (t− s) +Kβ,0α,c (t− s)
)
.
This implies (3.12).
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Proof of Theorem 1.3. By (1.11) and the existence of divµb, we see that divµ{p(α)(t −
r, x, ·)b(r, ·)} exists. Take {hm}m≥1 ⊂ C∞0 (M) with 0 ≤ hm ≤ 1, hm ↑ 1, ‖∇hm‖∞ ↓ 0.
Then, by approximating Θn−1 with hmΘn−1, we obtain from (3.2) that
Θn(t, x; s, y) =
∫ t
s
∫
M
divµ{p(α)(t− r, x, ·)b(r, ·)}(z)Θn−1(r, z; s, y)µ(dz)dr
+
∫ t
s
∫
M
p(α)(t− r, x, z)c(r, z)Θn−1(r, z; s, y)µ(dz)dr
=
∫ t
s
∫
M
〈b(r, z),∇zp(α)(t− r, x, z)〉Θn−1(r, z; s, y)µ(dz)dr
+
∫ t
s
∫
M
p(α)(t− r, x, z)c˜(r, z)Θn−1(r, z; s, y)µ(dz)dr,
where
c˜(r, z) = c(r, z) + divµb(r, z).
Notice that by the symmetry and (1.3),
|∇yp(t, x, y)| = |∇yp(t, y, x)| ≤
C exp[−ρ(x,y)2
Ct
]√
t (µ(M) ∧ t) d2
, t > 0, x, y ∈M.
Using the same arguments as in Lemma 3.1, one can prove
|∇yΘn(t, x; s, y)| ≤ {c0ℓ˜(t− s)}n(t− s)− 1αp(α)(t− s, x, y),
where
ℓ˜(r) := sup
ε∈(0,r]
{
K1,1
α,|b|(ε) +K
1,1
α,c˜(ε)
}
, r > 0.
As in the proof of Theorem 1.1,
∑∞
n=0∇yΘn(t, x; s, y) converges uniformly on {(t, x; s, y) :
t− s ∈ (0, t0], x, y ∈M}. Thus (1.14) holds.
4 Some examples
Example 4.1. Let L = ∆+ 〈∇V,∇·〉 for some V ∈ C2(M) such that
Ric(X,X)− HessV (X,X)− ε〈X,∇V 〉2 ≥ 0, X ∈ TM,
rd
C
≤ µ(B(x, r)) ≤ Crd, r > 0, x ∈M
(4.1)
hold for some constants ε > 0, C > 1, where B(x, r) is the geodesic ball at x with radius
r, and µ(dx) = eV (x)vol(dx) for vol the volume measure on M . Then Pt is symmetric in
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L2(µ) and all assertions in Theorems 1.1 hold. In fact, according to [6] (see also [5] when
V = 0), the condition (1.2) follows from (4.1). Next, according to e.g. [12, Corollary 4.2]
(4.2) |∇Ptf | ≤ C(Ptf
2)
1
2√
t
, t > 0, f ∈ Bb(M)
holds for some constant C > 0. Letting ft,y(z) = p(
t
2
, z, y), this implies that
|∇xp(t, x, y)| = |∇P t
2
ft,y(x)| ≤
C(P t
2
f 2t,y)
1
2
√
t
≤ C
√‖ft,y‖∞p(t, x, y)√
1 ∧ t .
Combining this with (1.2) we prove (1.3).
Example 4.2. Let M be compact and L = ∆ + 〈∇V,∇·〉 for some V ∈ C2(M). Let
µ(dx) = eV (x)vol(dx). Then all assertions in Theorem 1.2 hold. In this case (1∧r)
d
C
≤
µ(B(x, r)) ≤ C(r ∧ 1)d holds for some constants C > 1 and all x ∈ M, r > 0. So,
(1.2) follows from [5] or [6]. Next, since the compactness of M implies that Ric− HessV
is bounded below, [12, Corollary 4.2] implies (4.2) for t ∈ (0, 1]. Thus, as observed in
Example 4.1 that (1.3) holds for t ∈ (0, 1]. Again since M is compact, the second assertion
in [12, Theorem 4.4] implies that
|∇xp(t, x, y)| ≤ Ce−λt, t ≥ 1, x, y ∈ M
holds for some constants C, λ > 0. Therefore, (1.3) holds also for t ≥ 1 as ρ is bounded.
Example 4.3. Let M = Rd, µ(dx) = dx and
L =
d∑
i,j=1
aij(x)
∂2
∂xi∂xj
.
Assume that aij are bounded and Ho¨lder continuous functions on R
d, and (aij) ≥ λ0Id×d
holds for some constant λ0 > 0. Then all assertions in Theorems 1.1 and 1.2 hold. In fact,
(1.2) follows from [9, Theorem A] with b = 0, and (1.3) and (1.13) follow from [9, (1.3)]
(see also [4], page 229).
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