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2
1 Introduction
There are two main approaches to solve the problem of finding closed geodesics on a
Riemannian manifold M . The variational approach views a closed geodesic as a closed
curve which happens to be a geodesic and it looks for critical points of the energy
functional, while the dynamical systems approach views a closed geodesic as a geodesic
which happens to close up and looks for periodic orbits of the geodesic flow on the unit
tangent bundle.
First, in 1927, Birkhoff proved in [4] the existence of three closed geodesics on a generic
closed convex surface M under the assumption, that there is a simple (i.e. embedded)
closed geodesic c of minimax type, using the dynamical systems approach. In his proof,
he uses the “Birkhoff map” B, which is an area preserving diffeomorphism of a closed
annulus describing the geodesic flow on M , which is always defined if the surface is
convex. Interior periodic points of B give closed geodesics on M . B has infinitely
many periodic orbits (and hence M has infinitely many closed geodesics) unless c is
nonrotating (meaning that there is a point on c whose second conjugate point along c
occurs after exactly one circuit about c) (see [8] or [15]).
In 1929, Lusternik and Schnirelmann [12] used the variational approach to outline a
proof of the existence of 3 simple closed geodesics for any metric on S2. Ballmann [1]
completed the proof in 1978.
In 1991, Bangert proved in [3], that there are infinitely many closed geodesics on a
two-sphere M , if the Birkhoff map is not defined, and thus in particular, that there are
infinitely many closed geodesics on S2 unless all three Lusternik-Schnirelmann geodesics
are nonrotating. In this case the longest and shortest must also be degenerate critical
points of the energy functional.
In 1992, the final step proving the existence of infinitely many closed goedesics for any
metric on S2 was given by Franks, using the dynamical systems approach. In [5] he
proves, that any area preserving diffeomorphism of the closed annulus having at least
one interior periodic point must have infinitely many interior periodic points. Hence,
a metric on S2 has infinitely many closed geodesics, whenever there is a simple closed
geodesic for which the birkhoff map is defined.
Nancy Hingston found in 1997 a variational proof for the existence of infinitely many
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geometrically distinct closed geodesics in the case, that M contains an isolated closed
geodesic with maximal index growth:
Theorem (Hingston): [9]
Let M be a compact Riemannian manifold of dimension n.
Let c be an isolated closed geodesic of length L on M . Let λ ∈ Z+. Assume
1. c gives local homology in dimension λ, i.e. Hλ(Λ
L ∪ c,ΛL) 6= 0
2. ind(cm) ≥ mλ+ (m− 1)(n− 1) for m ≥ 1
Then there is an m0 ∈ Z+ and a sequence σm ↓ 0 so that if m ≥ m0, and
if m is odd (or if n and λ have different parity), M has a closed geodesic
γm with length l ∈ (mL − σm,mL). It follows that M has infinitely many
closed geodesics.
Here, ΛL denotes the subspace of Λ consisting of the curves of energy < L2/2.
(A similar theorem, also by Hingston, exists in the case, that c has minimal growth of
index and nullity [8], although the proofs are quite different.)
In the case of a two-sphere, the assumptions hold for the “shortest” Lusternik-Schnirel-
mann geodesic, provided it is isolated and nonrotating:
Corollary (Hingston): [9]
Suppose M is a two-sphere; suppose the “shortest” Lusternik-Schnirelmann
geodesic c is isolated and nonrotating. Then the assumptions of the theorem
hold with λ = 1, i.e. there are infinitely many closed geodesics on M .
Together with Bangert’s, Hingston’s result gives a complete proof for the existence of
infinitely many geometrically distinct closed geodesics on S2 for any metric.
In this paper, we will examine the proof of Hingston’s theorem, since it does not go
much into details.
In chapter 2 we will give an overview of geodesics, the free loop space and local homology,
which will be useful for the proof of the main result.
The Proof of Hingston’s theorem, treated in chapter 3, will be split into two parts:
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First part
For a closed geodesic c of length L, for which the assumptions of the theorem hold,
we will construct small disks perpendicular to c˙ along c and the finite dimensional
space ΛW consisting of the closed broken geodesics near c with breakpoints inside these
disks. By iteration we obtain further spaces Ωm of closed broken geodesics near c
m.
We will show, that ΛW is a useful topological approximation for the free loop space
Λ in a neighborhood of c, i.e. all local homology groups of c in Λ are isomorphic to
those in ΛW . Furthermore index (as well as nullity) of c
m in Ωm and in Λ are equal.
Hence, we can work with our assumptions in finite dimensional spaces. Next, using
degenerate Morse theory, with help of [7] and [13], we will introduce normal coordinates
(x, y, z) ∈ Dλ×D(n−1)(k+1)−λ−µ×Dµ on ΛW about c, such that for γ = (x, y, z) ∈ ΛW :
l(γ) = L − x2 + y2 + g(z) holds for a function g : Dµ → R and show that length is
increasing in the degenerate part (Dµ), i.e. g has a strict local minimum at 0. Hence,
λ = ind(c) is the dimension of the unstable manifold of c in ΛW (concerning length).
Second part
Next, we will define normal coordinates for curves γ in ΩW , which is the space of broken
geodesics, that do not necessarily close up at the disk W perpendicular to c(0), by taking
the coordinates of the corresponding curve in ΛW which comes up, taking the mean
value of the two intersection points of γ in W . Hence, any curve in Ωm decomposes
into m curves in ΩW , so it has m intersection points with W and m index-coordinates.
Denote Wm the space of m-tupels in W with meanvalue c(0), then Ωm can be mapped
onto Wm × (Dλ)m. We will show, that, if c has maximal index growth, i.e. if the
assumptions of the theorem are assumed, then there exists a neighborhood Um of the
image Om of c
m in Wm× (Dλ)m with the property, that the inverse image of any point
in Um \ {Om} contains a curve of length < mL = l(cm). If we choose m large enough,
this will not be the case throughout Wm × (Dλ)m, i.e. there exists a point Rm outside
Um, such that all curves in the inverse image of Zm ×Rm have length > mL. Now, we
pick κ > 0 small, such that there exists a sphere Sm of codimension 1 in Um about c
m
with the property, that each point contains a curve of length < mL − κ in its inverse
image. Furthermore we find  > κ small, such that there exist m lines Zm × OmRm
in Wm × (Dλ)m, connecting the image of cm with the points Zm × Rm, such that the
inverse images of points in Zm ×OmRm each consist of curves of length > mL− . By
construction, Sm must intersect Zm×OmRm m times. Last, we construct a continuous
mapping from ΛmL−κ/ΛmL− onto a set Xm := Zm × [(D′m \ Rm)/∂(Dm ∪ D′m)]/Zm,
where Dm and D
′
m are overlapping disks in W
m × (Dλ)m with OmRm ∈ Dm ∪ D′m,
Om /∈ D′m and Rm /∈ Dm. Topologically, Xm will be a sphere with two holes. We
will show, that, for infinitely many m, the restriction of Sm/Zm to Xm is an orientable
sphere of codimension 1 in Xm, seperating the holes represented by Om and Rm which
are connected by OmRm. Hence, any continuous deformation of Sm/Zm in Xm must
intersect this line, and thus, any element in the homotopy class of the inverse image
of Sm/Zm in ΛmL−κ must contain a curve of length ∈ (mL − ,mL − κ). Taking the
minimax will yield infinitely many closed geodesics.
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In chapter 4 we will proof the corollary and give a short overview of the construction
of the shortest Lusternik-Schnirelmann geodesic, using an appropriate curve shortening
process [6].
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2 Definitions and Basics
First, a general overview of geodesics and the free loop space will be given. It only
contains definitions and statements which will be useful in the subsequent chapters. A
more complete discussion can be found in the quoted literature.
2.1 Geodesics and Jacobi Fields
Let (M, 〈·, ·〉) be a Riemannian manifold of dimension n.
A geodesic c : I → M is a smooth curve such that parallel transport along c preserves
the tangent vector c˙ to c, so:
∀t ∈ I : ∇c˙(t)c˙(t) = 0
The length of a continuously differentiable curve γ : [a, b]→M is defined by:
l(γ) :=
∫ b
a
√
〈γ˙(t), γ˙(t)〉dt
Geodesics are always parametrized proportional to the arclength, meaning that |c˙(t)| is
constant.
The distance d(p, q) between two points p, q ∈M is defined by:
d(p, q) := inf{l(γ) | γ : [a, b]→M continuous, γ(a) = p, γ(b) = q}
If the infimum is attained, which is always the case if M is complete, then the curve is
a geodesic. Geodesics are locally distance minimizing paths.
A vector field J along a geodesic c is called a Jacobi field if:
∇2c˙
dt2
J(t) +R(J(t), c˙(t))c˙(t) = 0
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where R denotes the Riemann curvature tensor. If M is complete, any Jacobi field J
can be described by a one parameter family of geodesics γτ with γ0 = c and
J(t) =
∂γτ (t)
∂τ
|τ=0
Every Jacobi-field J along c splits uniquely into a sum:
J = JO + ac˙+ btc˙ (2.1)
with a Jacobifield JO(t) along c which is orthogonal to c˙(t) for all t.
A Jacobi field J is uniquely determined by its initial values: J(0) and∇c˙J(0). Therefore
the set of Jacobi-fields along a geodesic c forms a real vector space J with
dim J = 2n (2.2)
On a geodesic c, two points p and q are called conjugate if there is a nontrivial Jacobi
field on c which has a zero at p and q.
The exponential map at p ∈M is defined by:
expp : TpM →M,v 7→ γv(1)
where γv : [0, 1]→M is the unique geodesic satisfying γv(0) = p and γ′v(0) = v.
The injectivity-radius
r := inf{rp | p ∈M}
of M is the infimum over the based injectivity radii
rp := sup{s ∈ R | expp |Bs(p) is injective}
at all points p ∈M , where Bs(p) is the open ball of radius s about p. If M is closed, the
injectivity radius is either half the minimal length of a closed geodesic or the minimal
distance between conjugate points on a geodesic.
2.2 The Free Loop Space
Let (M, 〈·, ·〉) be a Riemannian manifold of dimension n.
Let S1 = R/Z.
The free loop space
Λ := H1(S1,M) = {γ : S1 →M | γ absolutely continuous,
∫ 1
0
〈γ˙, γ˙〉 <∞}
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consists of the closed and absolutely continuous curves on M .
Let γ ∈ Λ. Then the tangent space
TγΛ =
{
∂α(s, t)
∂s
(0, t)
∣∣∣∣α(s, .) ∈ H1(S1,Λ) variation of α(0, .) = γ}
consists of the H1-vector-fields along γ.
Λ inherits the structure of a (infinite dimensional) Riemannian manifold with metric:
〈X,Y 〉1 :=
∫ 1
0
〈X(t), Y (t)〉dt+
∫ 1
0
〈∇c˙X(t),∇c˙Y (t)〉dt
where X,Y ∈ TcΛ are H1-vector-fields along c.
For m ∈ N, the m-th iterate of a curve γ ∈ Λ is defined by:
γm : S1 →M,γm(t) = γ(mt)
The energy functional
E : H1(S1,M)→ R, γ 7→ 1
2
∫ 1
0
〈γ˙(t), γ˙(t)〉dt
and the length functional
l : H1(S1,M)→ R, γ 7→
∫ 1
0
√
〈γ˙(t), γ˙(t)〉dt
are continuously differentiable on Λ.
For a curve γ ∈ Λ we define the gradient vector grad E(γ) ∈ TγΛ by:
〈grad E(γ), X〉1 = dE(γ).X for all X ∈ TγΛ
where
dE(γ).X =
∫ 1
0
〈γ˙(t),∇X(t)〉dt
The critical points of E are the closed geodesics of M , i.e. c ∈ Λ with Oc˙(t)c˙(t) = 0 for
all t ∈ S1, and the constant maps c(t) = m ∈M . The critical points of l are the curves,
which are locally shortest, i.e. the arbitrarily parameterized closed geodesics and the
constant maps.
On Λ the condition of Palais and Smale is satisfied for the energy functional:
”Let (γm)m∈N be a sequence such that (E(γm))m∈N is bounded and lim
m→∞ ‖grad E(γm)‖1 =
0. Then (γm)m∈N contains a subsequence converging to a critical point of E.”
The integral curve φs of the vector field −grad E is the unique maximal solution of:
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• φ0(γ) = γ
• ∂∂rφr(γ) |r=s= −grad E(φs(γ))
φs(γ) is continuous in s as well as in γ and lim
s→∞φs(γ) is a critical point of E for all
γ ∈ Λ.
For a critical point c, the stable resp. unstable manifold are defined as
W s(c) : = {γ ∈ Λ | lim
s→∞(φs(γ)) = c}
resp.
W u(c) : = {γ ∈ Λ | lim
s→∞(φ−s(γ)) = c}.
The Hessian of E in a critical point c ∈ Λ is defined by:
d2E(c)(X,Y ) =
∫ 1
0
{〈∇c˙X,∇c˙Y 〉(t)− 〈R(X, c˙)c˙, Y 〉(t)}dt
with the Riemann curvature tensor R. d2E(c) is a symmetric bilinearform on TcΛ.
Let Ac be the self adjoint operator with:
∀X,Y ∈ TcΛ: 〈AcX,Y 〉1 = d2E(c)(X,Y )
then index and nullity of c are defined by:
ind(c) := dim (T−c Λ) <∞
and
null(c) := dim (T 0c Λ)− 1 <∞
where T 0c Λ is the subspace of TcΛ spanned by the eigenvectors of eigenvalue 0 of Ac
and T−c Λ is the subspace of TcΛ spanned by the eigenvectors of negative eigenvalues of
Ac.
The nullspace (or degenerate space) T 0c Λ of c can be identified with the space of periodic
Jacobi-fields along c. We subtract by 1, since R · c˙ ⊆ T 0c Λ does not give information
about the degeneracy of c.
On Λ an S1-action is defined by:
z.γ := γz with γz(t) = γ(t+ z) for t ∈ S1
for z ∈ S1 and γ ∈ Λ. For a closed geodesic c, z.c is also a closed geodesic for all
z ∈ S1.
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A closed geodesic c ∈ Λ is called isolated, if there exists a neighborhood U of S1.c in Λ,
such that U contains no critical points other than S1.c.
Using the Cauchy-Schwarz inequality, we obtain:
l(γ)2 ≤ 2 · E(γ) (2.3)
with equality if and only if
∣∣∣dγdt ∣∣∣ is constant, i.e. γ is parametrized proportional to the
arclength. Since this holds for any closed geodesic c ∈ Λ, we have:
l(c)2 = 2 · E(c) (2.4)
Let U ⊆ Λ be a subset of Λ. Then denote for a > 0:
Ua := {γ ∈ U | l(γ) < a}
the subset of all curves with length < a and
U≤a := {γ ∈ U | l(γ) ≤ a} and U=a := {γ ∈ U | l(γ) = a}
the subsets of all curves with length ≤ a, resp. = a.
For more information about the free loop space see ([11], chapter 2) and ([17], chapter
2).
2.3 Morse Theory and Local Homology
Let X and Y be topological spaces.
Two continuous mappings f, g : X → Y are called homotopic, if there exists a continuous
function F : X× [0, 1]→ Y , such that for all x ∈ X: F (x, 0) = f(x) and F (x, 1) = g(x).
F is then called a homotopy.
Two spaces X and Y are called homotopy equivalent, if there exist continuous maps
f : X → Y and g : Y → X such that g ◦ f is homotopic to id |X and f ◦ g is homotopic
to id |Y .
In the special case, that Y ⊆ X and f |Y = id |Y , f is called a retraction, if f is
homotopic to the identity.
A continuous map F : X × [0, 1]→ X is a deformation retraction of X onto a subspace
Y if for all x ∈ X and for all y ∈ Y :
F (x, 0) = x, F (x, 1) ∈ Y, F (y, t) = y for all t ∈ [0, 1]
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so a deformation retraction is a homotopy between a retraction f : X → Y and idX . So
the existence of a retraction implies that X and Y are homotopy equivalent.
Homotopy equivalence between two spaces X and Y induces isomorphisms for all ho-
mology groups:
Hn(X) ∼= Hn(Y ) for n ∈ Z≥0 (2.5)
Any homology has to meet the Eilenberg-Steenrod axioms, which are necessary axioms
for any homology theory. We will make use of two of them:
Exactness: For A ⊆ X there exists a long exact homology sequence
...→ Hn(A)→ Hn(X)→ Hn(X,A)→ Hn−1(A)→ Hn−1(X)→ ...
where the mappings Hn(A) → Hn(X) and Hn(X) → Hn(X,A) are induced by the
corresponding inclusion mappings A ↪→ X and (X, ∅) ↪→ (X,A). Hence, with B ⊆ Y ,
by using the the corresponding long exact homology sequence for B and Y and the
“five-lemma”, it suffices to prove Hn(X) ∼= Hn(Y ) and Hn(A) ∼= Hn(B) for all n ∈ Z≥0
in order to prove Hn(X,A) ∼= Hn(Y,B) for all n ∈ Z≥0.
Excision: Let B ⊆ A. Assume that O is an open subset of A, such that the closure of
O is contained in the interior of B. Then
Hn(A,B) ∼= Hn(A \O,B \O) for n ∈ Z≥0 (2.6)
Let c ∈ X. Then the group Hn(X,X \ {c}) is called the n-th local homology group of
X at c.
For the special case of local homology we have, with c ∈ X, c′ ∈ Y,A ⊆ X and B ⊆ Y ,
for n ∈ Z≥0 by exactness:
Hn(A ∪ c) ∼= Hn(B ∪ c′) ∧Hn(A) ∼= Hn(B)⇒ Hn(A ∪ c, A) ∼= Hn(B ∪ c′, B) (2.7)
Let X1, X2 ⊆ Λ such that X1 ∩ X2 contains a closed neighborhood U of c in X1 and
X2. Then, by excision:
Hn(X1, X1 \ {c}) ∼= Hn(X2, X2 \ {c}) for n ∈ Z≥0 (2.8)
Proof of (2.8):
Let Ai := Xi, Bi := Xi \ {c} and Oi := Ai \ U = Bi \ U for i = 1, 2. Then
Oi is open in Ai and its closure is contained in int(Bi) = Bi. By (2.6) we
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get for n ∈ Z≥0:
Hn(X1, X1 \ {c}) ∼= Hn(X1 \ (X1 \ U), (X1 \ {c}) \ (X1 \ U))
∼= Hn(U,U \ {c})
∼= Hn(X2 \ (X2 \ U), (X2 \ {c}) \ (X2 \ U))
∼= Hn(X2, X2 \ {c})

Let f be a smooth real valued function on a manifold M .
A critical point p ∈ M of f is called nondegenerate, if the Hessian of f is nonsingular,
i.e. the nullity of p is 0. If this is the case for all critical points of f and if furthermore
f−1((−∞, a]) is compact for all a ∈ R, then f is called a Morse function.
The Morse Lemma
Let p be a nondegenerate critical point for f . Then there is a local coordinate
system (y1, ..., yn) in a neighborhood U of p with yi(p) = 0 for all i and such,
that the identity
f = f(p)− (y1)2 − ...− (yλ)2 + (yλ+1)2 + ...+ (yn)2 (2.9)
holds throughout U , where λ is the index of f at p. (compare [14], Lemma
2.2).
It follows that nondegenerate critical points are isolated.
Morse theory connects the homology of a manifold M with the indices of the critical
points of any Morse function f on M , i.e. if p ∈ M is a critical point of f of index λ.
Then there exists  > 0 such that the closed -ball B(p) contains no further critical
points, and hence
Hn(M
≤f(p) ∪B(p),M≤f(p) \B(p)) 6= 0⇔ n = λ (2.10)
meaning that Mf(p) ∪B(p) is diffeomorphic to Mf(p) \B(p) with a handle of index λ
attached. (more explicite, the rank of the λ-th homology group is 1, while the rank of
any other is 0.)
This situation can be generalized:
Let a < b, such that f has no critical point p with value f(p) ∈ {a, b}. Let p1, ..., pm be
the critical points of f in M≤b\M≤a with indices λ1, ..., λm. Then M≤b is diffeomorphic
to M≤a with a handle of index λi attached for each critical point pi, and thus:
Hn(M
≤b),M≤a) 6= 0⇔ n ∈ {λ1, ..., λm} (2.11)
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For the special case, that all these critical points are situated in a closed -ball B(p)
about a point p ∈M , retraction yields:
Hn(M
≤f(p) ∪B(p),M≤f(p) \B(p)) 6= 0⇔ n ∈ {λ1, ..., λm} (2.12)
For more information about nondegenerate Morse theory, see ([14], chapter 1) and
[16].
The proof of Hingston’s theorem requires morse theory for degenerate critical points.
In this case there exists a generalization of the morse lemma, the so-called splitting
lemma, which will be outlined in 3.1.5.
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3 The Main Result
The assumptions of the following theorem differ slightly from those in Hingston’s theo-
rem, since the proof will not work in the special case, where c is itself an iterated closed
geodesic.
Theorem (Main Result):
Let (M, g) be a compact Riemannian manifold of dimension n.
Let c be an isolated, prime closed geodesic of length L on M . Let λ ∈ Z≥0.
Assume c gives local homology in dimension λ, i.e.
Hλ(Λ
L ∪ c,ΛL) 6= 0 (3.1)
and
ind(cm) ≥ mλ+ (m− 1)(n− 1) for m ≥ 1 (3.2)
Then there is an m0 ∈ Z≥0 and a sequence σm ↓ 0 so that if m ≥ m0, and
if m is odd (or if n + λ is odd), M has a closed geodesic γm with length
l ∈ (mL− σm,mL).
It follows that M has infinitely many geometrically distinct closed geodesics.
3.1 Proof Part I: A Finite Dimensional Approximation of Λ
Let c : S1 → M be an isolated, prime closed geodesic of length L on a Riemannian
manifold (M, g), such that the assumptions of the theorem are fulfilled.
Let r be the injectivity radius of M .
Let k ∈ N be such that:
k = min
{
N ∈ N∣∣ L
N
<
r
8
}
(3.3)
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We can conclude:
L/k ≥ 2r/17 (3.4)
and
L/(k + 1) ≥ r/9 (3.5)
Proof of (3.4) and (3.5):
Since L ≥ 2r and L/(k − 1) ≥ r/8 we have:
k ≤ 8L/r + 1 ≤ 8L/r + L/2r = 17L/2r
and
(k + 1)/L ≤ 17/2r + 1/L ≤ 17/2r + 1/2r = 9/r

3.1.1 Transverse Disks along c
First, we will create transverse disks Wi along c at c
(
i
k+1
)
for i = 0, ..., k.
Along c, the tangential space of M at c(t) splits into a direct sum:
Tc(t)M = {ac˙(t) | a ∈ R} ⊕ T⊥c(t)M
where T⊥c(t)M is the subspace of tangential vectors at c(t) orthogonal to c˙(t)
Let ci := c(
i
k+1) for i = 0, ..., k + 1.
Let δ > 0 with δ < r/64. Then
Diδ(0) = {v ∈ T⊥ciM | gci(v, v) ≤ δ2}
for i ∈ {0, ..., k+1} is a closed (n−1)-dimensional disk, where gci is the scalar product on
TciM induced by the Riemannian metric g on M . It is obvious that D
0
δ (0) = D
k+1
δ (0).
Let
Wi := expci(D
i
δ(0)) ⊂M
for i = 0, .., k + 1 be the images of these disks in M under the exponential map.
Since δ < r, expci |Diδ(0) : D
i
δ(0)→Wi is a homeomorphism. Hence, Wi can be identified
topologically with Diδ(0) and thus Wi is a closed (n− 1)-dimensional disk in M .
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Figure 3.1: two examples: transverse disks for k = 6
Let d be the distance defined on M and thus on Wi for i = 0, ..., k + 1. Then, by
definition of the exponential map, we have:
d(ci, wi) =
√
gci(exp
−1
ci (wi), exp
−1
ci (wi)) ≤ δ
for wi ∈Wi, i.e the shortest geodesic connecting the origin ci to wi is inside Wi. Hence,
the diameter of Wi equals 2δ.
Since c˙
(
i
k+1
)
/∈ TciWi, Wi is transverse to c at ci, meaning that the tangent spaces of
c and of Wi at ci generate the tangent space of M at ci.
Let i ∈ {0, ..., k}, wi ∈ Wi and wi+1 ∈ Wi+1. Then there is a unique minimal geodesic
in M connecting wi and wi+1, i.e.
∀i = 0, ..., k : d(wi, wi+1) < r/2 for wi ∈Wi, wi+1 ∈Wi+1 (3.6)
Proof of (3.6):
Since diam(Wi) = 2δ < r/8 and L/k < r/8 we have
d(wi, wi+1) ≤ d (wi, ci) + d (ci, ci+1) + d (ci+1, wi+1)
≤ r/8 + r/8 + r/8 < r/2

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Later we only need the disk W0, so we denote it by W .
3.1.2 The Approximation Spaces ΩW , ΛW , ΩQ and Ωm
Using the just defined disks Wi, we can define several finite dimensional spaces which
can be used to approximate a neighborhood of c, resp. cm in Λ.
With the disks Wi as defined above we can create the following sets:
ΩW := W ×W1 × ...×Wk ×W
ΛW := W ×W1 × ...×Wk
ΩQ := W1 × ...×Wk
and for m ∈ N:
Ωm := (W ×W1 × ...×Wk)m
Let (w0, ..., wk+1) ∈ ΩW . By (3.6) there exist uniquely determined minimal geodesics
τi : [0, 1] → M connecting wi and wi+1. So (w0, ..., wk+1) can be identified with a
piecewise geodesic curve γ : [0, 1]→M with
γ(t) = τi((k + 1)t− i) for t ∈
[
i
k + 1
,
i+ 1
k + 1
]
So ΩW can be identified with the set of piecewise geodesics starting and ending in W ,
with break points inside Wi (in cyclic order).
ΩW is a (k+2)(n−1)-dimensional manifold. Since the curves in ΩW are not necessarily
closed, we have ΩW * Λ.
A point (w10, ..., w
1
k, w
2
0, ..., w
m
k ) ∈ Ωm can be seen as a composition ofm curves {γ1, ..., γm} ⊂
ΩW which coincide at the endpoints, i.e. γi(1) = γi+1(0) for i = 1, ...,m − 1 and
γm(1) = γ1(0).
So Ωm can be identified with the set of closed piecewise geodesics (“geodesic polygons”),
with breaking points inside Wi, circling m times through the disks, so we have:
Ωm ↪→ Λ, (w10, ..., w1k, w20, ..., wmk ) 7→ γ
with γ(t) = σi,j(tm(k + 1) − i) for t ∈
[
i
m(k+1) ,
i+1
m(k+1)
]
, where σi,j : [0, 1] → M is the
unique geodesic from wji to w
j
i+1 (or w
j
k to w
j+1
0 , or w
m
k to w
1
0.)
This also holds for ΛW , since ΛW = Ω1. ΛW can also be embedded into ΩW by
(w0, ..., wk) ∈ ΛW 7→ (w0, ..., wk, w0) ∈ ΩW
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Figure 3.2: example: curves in ΩW and Ω2
so ΛW can be identified with the set of geodesic polygons starting and ending in W
with breakpoints inside Wi.
ΩQ is the subspace of ΛW of curves starting and ending at c(0) = c(1):
(w1, ..., wk) ∈ ΩQ ↪→ (0, w1, ..., wk) ∈ ΛW
By these definitions, we can conclude, that c has representatives in ΩW , ΛW and ΩQ,
and cm has a representative in Ωm for m ∈ N. These representatives are always the
trivial points (0, ..., 0), so c and cm are interior points.
Lemma
We can restrict the tangential spaces of c and cm in Λ to
TcmΩm =
{
∂α(s, t)
∂s
(0, t)
∣∣∣∣α(s, ·) ∈ H1(S1,Ωm) variation of α(0, ·) = cm(·)}
which consists of the periodic broken Jacobi-fields along cm pointwise orthogonal to c˙
with break points only at ci.
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Proof:
Let ∂α(s,t)∂s (0, t) ∈ TcmΩm. Then, for i ∈ {0, ...,m(k + 1)− 1},
α |
(−,)×
[
i
m(k+1)
, i+1
m(k+1)
] is a variation of geodesics with endpoints in two
neighboring disks Wj ,Wj+1 with j = i mod k + 1, so
Xi(t) :=
∂α(s, t)
∂s
(0, t) |{0}×[ i
m(k+1)
, i+1
m(k+1)
]
is a Jacobi field along cm |[ i
m(k+1)
, i+1
m(k+1)
]. Since the Wj are chosen to be
orthogonal to c˙( jk+1), we have
Xi
(
i
m(k + 1)
)
⊥ c˙
(
j
k + 1
)
, Xi
(
i+ 1
m(k + 1)
)
⊥ c˙
(
j + 1
k + 1
)
so Xi has no component in c˙ and tc˙ direction (otherwise at least one of
the endpoints wouldn’t be perpendicular). By (2.1) we obtain that Xi is
pointwise orthogonal to c˙. On the other hand, every Jacobi-field X along
cm |[ i
m(k+1)
, i+1
m(k+1)
] is uniquely defined by its values X ( im(k+1)) ∈ T0Wj and
X
(
i+1
m(k+1)
)
∈ T0Wj+1. Since Wj ×Wj+1 is 2n − 2 dimensional, we know
by (2.2) that all pointwise orthogonal Jacobi-fields are assumed.

We can conclude that TcΛW consists of the broken Jacobi-fields along c pointwise or-
thogonal to c˙ with breakpoints only at ci.
Lemma
TcΩQ is the subspace of vectorfields of TcΛW vanishing at c(0), i.e.
TcΩQ = {X ∈ TcΛW | X(0) = 0}
Proof:
Let X ∈ TcΩQ. Then X ∈ TcΛW since ΩQ ⊆ ΛW . Let X0 = X[0, 1k+1 ] and
Xk = X[ kk+1 ,1]
. Then X0 and Xk are defined by geodesic variations. Since
the endpoints at W of such geodesics are fixed at 0, X0 and Xk have to
vanish at 0. On the other hand, if X ∈ TcΛW vanishes at 0, it has to come
from a variation of geodesic polygons γs ∈ ΛW fixed at 0, so γs ∈ ΩQ and
so X ∈ TcΩQ.

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The spaces Ωm, ΛW , ΩW and ΩQ inherit topology from the disks Wi. Hence, we can
define distances on ΩW by
d(γ, γ′) := max{d(wi, w′i) | i = 0, ..., k + 1}
where γ = (w0, ..., wk+1) and γ
′ = (w′0, ..., w′k+1), and similar for the other spaces.
3.1.3 The Length Functional in ΛW and Ωm
On Ωm we will work with the length functional instead of energy. We will show, that
both functions have the same critical points and indices in Ωm.
Consider F := E − l2/2. By (2.3), F is positive on Ωm (as well as on Λ).
Let γ ∈ Ωm be parametrized proportional to the arclength. Then, by (2.4), F has a
local minimum at γ, i.e. F (γ) = 0, dF (γ).X = 0 and d2F (γ)(X,X) ≥ 0 for X ∈ TγΩm.
Since
0 = dE(c)− dF (c) = d(l2/2)(c) = (l · dl)(c) = dl(c) · L
c is a critical point of l in Ωm and since
d2E(c)(X,X) ≥ d2(E − F )(c)(X,X)
= d2(l2/2)(c)(X,X)
= d(l · dl)(c)(X,X)
= (l · d2l + (dl)2)(c)(X,X)
= d2l(c)(X,X) · L
for all X ∈ TcΩm, if U ⊆ TcΩm is a maximal subspace on which d2E(c) is negative
definite, then also d2l(c) is negative definite on U . Therefore:
indΩm(c) := indl,Ωm(c) ≥ indE,Ωm(c) (3.7)
and
(ind + null)l,Ωm(c) ≥ (ind + null)E,Ωm(c) (3.8)
where indl,Ωm(c) and indE,Ωm(c) denote the indices of the Hessians of the length and
the energy function in Ωm. Later we will show, that (3.7) holds with “ = ”.
Lemma
The critical points of l in int(ΛW ) are the (arbitrarily parameterized) closed geodesics.
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Proof:
Since the arbitrarily parametrized closed geodesics are the critical points of
l in Λ, they are also critical in ΛW , since TγΛW ⊂ TγΛ for γ ∈ ΛW .
Let γ = (w0, ..., wk) ∈ int(ΛW ). Then wi ∈ int(Wi) for i = 0, ..., k. If γ is
not a geodesic, then there must be a knee at some disk Wi, i.e.
d(wi−1, wi) + d(wi, wi+1) > d(wi−1, wi+1)
Since d(wi−1, wi+1) < r there is a unique goedesic connecting these two
points, which intersects an extention Wi of Wi transversely. Denote this
intersetion point by q. Hence, γ can be shortened by varying wi in direction
of q in Wi. This variation is always possible, since wi /∈ ∂(Wi). Let X ∈ TγΛ
be the associated vector field, then dl(γ).X 6= 0, since γ is not locally
shortest curve at wi. By construction is X ∈ TγΛW in contradiction to the
assumption that γ is critical.

ΛW may contain non-geodetical critical points on the boundary ∂ΛW .
Lemma
By shrinking the disks Wi we can assure that c is the only critical point of l in int(ΛW )
Proof:
Since S1.c is an isolated set of geodesics in Λ, there can be no further
geodesics in a neighborhood U of c in Λ. Since ΛW ⊂ Λ inherits topology,
the restriction of U to ΛW is a neighborhood of c in ΛW , so by shrinking
the disks Wi we can assure that U ∩ ΛW = ΛW . Let z ∈ S1. Then
z.c ∈ ΛW ⇔ z.c
(
i
k + 1
)
∈Wi for all i = 0, ..., k
This can happen only for finitely many z ∈ S1. If z.c
(
i
k+1
)
6= ci we can
shorten the disks so far, that z.c
(
i
k+1
)
is outside of Wi. So only those
z ∈ S1 remain, with z.c = c, but those are identical in ΛW .

Hence, c is isolated in the sense of Morse-theory.
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Figure 3.3: example: nontransverse curve in a neighborhood of c.
3.1.4 The Isomorphy of the Local Homology Groups of c in Λ and ΛW
Now we show, that the local homology groups Hn(Λ
L∪{c},ΛL) and Hn(ΛLW ∪{c},ΛLW )
are isomorphic for n ∈ Z≥0.
This can be shown by finding a smooth deformation map f : U ⊂ Λ→ ΛW , where U is
a sufficiently small H1-neighborhood of c in Λ.
The most natural way would be to simply catch the intersection points with the Wi.
This is not possible, because in every neighborhood of c, there exist “bad” curves, which
intersect the Wi in a non-transverse way or more than once (compare Figure (3.3)), so
the mapping f would not be well defined.
Hence the deformation has to be defined differently. We will create two intermediate
spaces P and R containing c and two deformation maps from a neighborhood of c in
R ⊆ Λ onto P and from a neighborhood of c in P onto ΛW , which together will yield
the result.
Before we go into detail, we show, that the H1-neighborhoods of c in Λ are contained
in C0-neighborhoods.
Since H1(S1,M) ⊂ C0(S1,M) we can apply the supremum norm onto TcΛ:
‖X‖∞ = sup{|X(t)| | t ∈ S1}
Lemma
We have:
‖X‖∞ ≤
√
2‖X‖1 for X ∈ TcΛ (3.9)
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So every H1-neighborhoods of c in Λ is contained in a C0-neighborhood and every C0
neighborhood contains an H1-neighborhood of c.
Proof:
Choose t1, t2 ∈ S1 such that |X(t1)| = ‖X‖∞ and |X(t2)| = inf{|X(t)| | t ∈
S1}. Then
|X(t2)| ≤
∫
S1
|X(s)| ds
and since
∫
S1
d
ds |X(s)|2 ds = 0,
∫ t1
t2
d
ds |X(s)|2 ds is well defined, so using
Cauchy-Schwarz and that a2 + b2 ≥ 2ab, we have:
‖X‖2∞ = |X(t2)|2 +
∫ t1
t2
d
ds
|X(s)|2 ds
≤ (
∫
S1
|X(s)| ds)2 +
∫ t1
t2
d
ds
〈X(s), X(s)〉ds
≤
∫
S1
|X(s)|2 ds+ 2
∫ t1
t2
〈X(s),∇X(s)〉ds
≤
∫
S1
|X(s)|2 ds+ 2
∫ t1
t2
|X(s)| |∇X(s)| ds
≤
∫
S1
|X(s)|2 ds+
∫
S1
|X(s)|2 ds+
∫
S1
|∇X(s)|2 ds
≤ 2‖X‖21

Let UΛ(c) be a small closed H
1-neighborhood of c in Λ. Then we have (by (3.9)):
∃1 > 0: ∀t ∈ S1 : ∀γ ∈ UΛ(c) : d(γ(t), c(t)) < 1 (3.10)
Choose UΛ(c) so that 1 < r/8.
Now we define a subset of Λ which contains only curves with a “nice” parametrization,
i.e. that l(γ |[ ik+1 , i+1k+1 ]) < r.
Let
R :=
{
γ ∈ Λ | ∀i = 0, ..., k : ∀t ∈
[
i
k + 1
,
i+ 1
k + 1
]
: d
(
γ
(
i
k + 1
)
, γ(t)
)
≤ r/2
}
⊆ Λ
Lemma
R is a closed subset of Λ and contains UΛ(c) as a subset.
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Proof:
R is closed, since for a converging sequence (γn)n∈N ⊂ R with limit γ ∈ Λ
we have by (3.10) that γn(t)→ γ(t) for all t ∈ S1 and hence
d
(
γn
(
i
k + 1
)
, γn(t)
)
→ d
(
γ
(
i
k + 1
)
, γ(t)
)
For γ ∈ UΛ(c), i ∈ {0, ..., k} and t ∈
[
i
k+1 ,
i+1
k+1
]
we have:
d
(
γ
(
i
k + 1
)
, γ(t)
)
≤ d
(
γ
(
i
k + 1
)
, ci
)
+ d (ci, c(t)) + d (c(t), γ(t))
< 1 +
L
k + 1
+ 1 <
r
8
+
r
8
+
r
8
<
r
2
so R is a closed subset of Λ containing UΛ(c).

By (2.8), we can conclude that the local homology groups of c in Λ and in R are
isomorphic:
Hn(Λ
L ∪ c,ΛL) ∼= Hn(RL ∪ c,RL) for n ∈ Z≥0 (3.11)
Let
P = {(p0, ..., pk) ∈Mk+1 | d(pi, pi+1) ≤ r/2, d(pk, p1) ≤ r/2}
be the set of k-tupel in M with distance bounded by r/2. By definition of k, P contains
c as an interior point. P can be identified with the subset of R of geodesic polygons
by:
P ↪→ R, (p0, ..., pk) 7→ γ with ∀i ∈ {0, ..., k} : γ
(
i
k + 1
)
= pi, γ |[ ik+1 , i+1k+1 ] geodesic
By (3.6), we have ΛW ⊂ P .
P inherits topology and metric from Λ:
For γ = (p0, ..., pk) ∈ P , X ∈ TγP splits into
X = (X0, ..., Xk) ∈ Tp0M × ...× TpkM
so we can define a norm by
‖X‖max = max{‖Xi‖ | i = 0, ..., k}
in TγP , where ‖Xi‖ is defined by the Riemannian metric g on M .
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Since dim(P ) = dim(TγP ) = n(k + 1) < ∞ for γ ∈ P , we know that all norms are
equivalent on TγP , so α · ‖X‖1 ≤ ‖X‖max ≤ β‖X‖1 for all X ∈ TγP and for some
constants α, β ∈ R+, so
expγ({X | ‖X‖1 < α · }) ⊆ expγ({X | ‖X‖max < }) ⊆ expγ({X | ‖X‖1 < β · })
for all  > 0, so for pi ∈ P ,{
γ ∈ P | d
(
γ
(
i
k + 1
)
, pi
(
i
k + 1
))
<  for all i = 0, ..., k
}
>0
is a (topological) base for the H1-neighborhoods of pi in P .
On R we can define a mapping
h1 : R→ P, γ 7→
(
γ(0), γ
(
1
k + 1
)
, ..., γ
(
k
k + 1
))
which shortens the curve γ into geodesic segments. It is easy to see, that h1 |P= id.
Lemma
h1 is continuous
Proof:
Let  > 0 and pi ∈ R. Then, by (3.9):
U(pi) : = {γ ∈ R | d(γ(t), pi(t)) <  for all t ∈ S1}
contains a H1-neighborhood V of pi in R. We have:
h1(U(pi)) =
{
(q0, ..., qk) ∈ P | d
(
qi, pi
(
i
k + 1
))
<  for all i = 0, ..., k
}
is a neighborhood of h1(pi) in P , so h1 is continuous.

Since h1 shortens length, it can be restricted to:
hL1 : R
L → PL, γ 7→
(
γ(0), γ
(
1
k + 1
)
, ..., γ
(
k
k + 1
))
It is not possible to define hL1 on Λ
L since ΛL contains curves of ”bad” parametrization,
meaning that l(γ) |[ ik+1 , i+1k+1 ]> r is possible for some i ∈ {0, ..., k}.
Lemma
RL and PL are homotopy equivalent
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Proof:
To prove homotopy equivalence, we show that h1 is a retraction.
Let A : RL × [0, 1]→ RL, (γ, s) 7→ σ with s ∈
[
i
k+1 ,
i+1
k+1
]
and
• σ |[0, ik+1 ]= h
L
1 (γ) |[0, ik+1 ]
• σ |[ ik+1 ,s]= minimal geodesic from γ(
i
k+1) to γ(s)
• σ |[s,1]= γ |[s,1]
σ ∈ RL, since A keeps points γ( ik+1) fixed and so
d
(
σ
(
i
k + 1
)
, σ(t)
)
= d
(
γ
(
i
k + 1
)
, σ(t)
)
≤ d
(
γ
(
i
k + 1
)
, γ(t)
)
for t ∈
[
i
k+1 ,
i+1
k+1
]
.
Its easy to see that A is continuous in γ and s, A(γ, 0) = γ and A(γ, 1) =
hL1 (γ), so A is a homotopy, and therefore h
L
1 is a retraction.

By the same arguments RL ∪ c and PL ∪ c are homotopy equivalent. By (2.5) and (2.7)
we have:
Hn(R
L ∪ c,RL) ∼= Hn(PL ∪ c, PL) for n ∈ Z≥0 (3.12)
With P we have a subset of Λ, which does not contain ”bad” curves close to c. So now
we are going to prove, that a whole neighborhood of c in P can be retracted to ΛW .
In general c can intersect some of the disks Wi more than once (for example if c has
self intersections), but we can show:
Lemma
By shortening 1, we can find a compact (and hence closed) neighborhood UP (c) ⊆ P
of c of curves γ ∈ UP (c) so that for all i = 0, ..., k: γ |[ i−1k+1 , i+1k+1 ] intersects Wi exactly
once transversely.
Proof:
Let  > 0 such that  < min{min{d(c, ∂(Wi)) | i = 0, ..., k}, 1}. Then
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 < δ < r/64 and
UP (c) := {γ = (p0, ..., pk) ∈ P | d (pi, ci) ≤ , for i = 0, ..., k} ⊆ P
is a compact neighborhood of c in P and γ ∈ UP (c) intersects, by definition
of , each of the disks at least once in its interior. The curves in UP (c) are all
situated in the tubular neighborhood of c with radius . Now let γ ∈ UP (c).
Then γ |[ i−1k+1 , i+1k+1 ] consists of two geodesic segments pi−1pi and pipi+1. If
γ |[ i−1k+1 , i+1k+1 ] intersects Wi more than once or nontransversely, then there are
two cases:
• Wi is intersected more than once, or nontransversely by one of the
segments, w.l.o.g. pi−1pi. Then, by (3.5):
l(pi−1pi) ≥ d(ci−1, ci)− d(pi−1, ci−1)− d(ci, pi)
≥ L/(k + 1)− 2
> r/9− r/32 >> 2δ > 2
Hence, since Wi is small, pi−1pi must leave the tubular neighborhood,
i.e. γ /∈ UP (c).
• Wi is intersected by both segments pi−1pi and pipi+1. If one of these
intersections is nontransversely, we are in case one. If both intersections
are transversely, pi must be situated on one side of Wi, w.l.o.g between
Wi and Wi+1. Then pipi+1 crosses Wi and hence has to come back to
the other side, since pi+1 is close to ci+1. To do so, pipi+1 must intersect
Wi again or move beyond ∂Wi. In both cases, we have γ /∈ UP (c).

Now we can define a retraction, to show homotopy equivalence between UP (c) and
ΛW .
Let
h2 : UP (c)→ ΛW , γ → (..., γ |[ i−1
k+1
, i+1
k+1
] ∩Wi, ...)
be the projection of the above defined neighborhood of c in P onto the unique intersec-
tion points in ΛW .
Lemma
h2 is continuous.
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Proof:
Let γ ∈ UP (c). For  > 0:
U(h2(γ)) := {(w0, ..., wk) ∈ ΛLW | d(wi, γ |[ i−1
k+1
, i+1
k+1
] ∩Wi) < }
is an -neighborhood of h2(γ) in ΛW . A δ-neighborhood of γ in UP (c) is a
subset of a tube of radius δ in P (using the C0-norm). Since γ intersects
the disks transversely, we can pick δ small enough, such that the inter-
section points of any curve γ′ in this δ-tube with any disk Wi lies in the
-neighborhood of ci. Hence h2(γ
′) ∈ U(h2(γ)).

Again, by definition, h2 shortens length, so we can restrict it to
hL2 : UP (c)
L → ΛLW
Let
C : UP (c)
L × [0, 1]→ PL, (γ, t) = (p0, ..., pk, t) 7→ (q0(γ)(t), ..., qk(γ)(t))
where qi(γ) : [0, 1]→M is the unique geodesic connecting pi to hL2 (γ)i. The uniqueness
holds, since
d(pi, h
L
2 (γ)i) ≤ d (pi, ci) + d
(
ci, h
L
2 (γ)i
) ≤ 1 + δ < r
Lemma
C is continuous
Proof:
Let (pi, t) = (p0, ..., pk, t) ∈ UP (c)L × [0, 1] and for  > 0 let
U(C((pi, t))) := {γ = (r0, ..., rk) ∈ PL | d(ri, qi(γ)(t)) < }
be an -neighborhood of C((pi, t)) in PL and for δ > 0 let
Uδ((pi, t)) := {(γ, s) = (r0, ..., rk, s) ∈ UP (c)L×[0, 1] | d(ri, pi) < δ, |t− s| < δ}
be a δ-neighborhood of (pi, t). Then for γ ∈ UP (c):
d(C(γ, t), C(γ, s)) < δ ·max {l(qi(γ)) | i = 0, ..., k}
With the arguments of the previous proof, C(·, t) is continuous for any fixed
t. Hence we can find δ(t) > 0 such that for d(γ, pi) < δ(t) in UP (c)
L, we
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have d(C(pi, t), C(γ, t)) < /2. Let δ1 := min{δ(t) | t ∈ [0, 1]} > 0, which
exists since [0, 1] is compact. Hence, for
0 < δ < min{δ1, /(2 ·max{l(qi(γ)) | γ ∈ UP (c)L, i = 0, ..., k})}
we have:
d(C(pi, t), C(γ, s)) ≤ d(C(pi, t), C(γ, t)) + d(C(γ, t), C(γ, s)) < 
for (γ, s) ∈ Uδ((pi, t)). This δ exists, since for γ ∈ UP (c)L, l(qi(γ)) is
bounded.

Let V := Im(C). Then the domain of C can be extended to V , since elements γ ∈ V
are passed by geodesics connecting UP (c)
L with ΛLW and hence use the same geodesics
on their way. Therefore we have C(V × [0, 1]) = V , so C implicates a homotopy:
C ′ : V × [0, 1]→ V ⊆ PL, (p0, ..., pk, t) 7→ (q0(t), ..., qk(t))
so, since V is compact in PL, hL2 is a retraction from V to a compact neighborhood
hL2 (UP (c)
L) of c in ΛLW . With the same arguments, we can construct a retraction from
V ∪ {c} onto hL2 (UP (c)L) ∪ {c}, so by (2.7) and (2.8), we obtain:
Hn(P
L ∪ c, PL) ∼= Hn(ΛLW ∪ c,ΛLW ) for n ∈ Z≥0 (3.13)
and combined:
Hn(Λ
L ∪ c,ΛL) ∼= Hn(ΛLW ∪ c,ΛLW ) for n ∈ Z≥0 (3.14)
3.1.5 A Lemma by D. Gromoll and W. Meyer
In order to use special normalized coordinates about c in ΛW the key-tool would be the
Morse-lemma (see 2.9). This can only be used for non-degenerate critical points. The
following lemma by Gromoll and Meyer [7] is helpful to generalize this lemma in the
degenerate case.
Let H be a separable real Hilbert space, M be a neighborhood of the origin 0 in H
and f : M → R be a differentiable function on M with the only critical point 0, with
f(0) = 0. Let A be the self-adjoint operator corresponding to the hessian form H0 of f
on T0H:
〈AX,Y 〉 = H0(X,Y ) for all X,Y ∈ T0H
For N = ker(A) we have the orthogonal complement E of N so that H = E ⊕N .
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Splitting Lemma ([7], Lemma 1)
Let f satisfy the assumptions from above. Then there exists an origin pre-
serving diffeomorphism Φ of some neighborhood of 0 in H into H and an
origin preserving differential map h defined in some neighborhood of 0 in N
into E such that
f ◦ Φ(x, z) = ‖Px‖2 − ‖(I − P )x‖2 + f(h(z), z)
with an orthogonal projection P : E → E.
Φ keeps the z-coordinate fixed, and ϕ˜ : N → R, z 7→ f(h(z), z) is a (degenerate) differ-
entiable function on N with ϕ˜′(0) = 0 and ϕ˜′′(0) = 0.
We can apply this lemma for H = Tc0W0 × ... × TckWk, M = ΛW , identifying the
disks Wi with the disks D
i
δ(0) ⊂ T⊥ciM defined in (3.1.1), and f = l − L, so we get a
splitting:
l ◦ Φ(x, z) = L+ ‖Px‖2 − ‖(I − P )x‖2 + l(h(z), z) (3.15)
The following arguments are similar to those in [7].
Since ΛW is finite dimensional, we can apply Sard’s theorem (stating that the image of
a set of critical points of a smooth function is a null set). Hence, the function
j : N → R, z 7→ l(h(z), z) + 〈a, z〉
is non-degenerate for almost every a ∈ N . Choose ρ > 0 such that l ◦ Φ is defined on
the closed ball Bρ(c) : = Bρ × Bρ ⊂ E × N , with Bρ(c) ∩ ∂ΛW = ∅. Now consider
differentiable functions ϕ : R → R with ϕ(t) = 1 for t ≤ ρ/2 and ϕ(t) = 0 for t ≥ ρ.
Let α : E → R, β : N → R with α(x) = ϕ(‖x‖), β(z) = ϕ(‖z‖). Then for almost every
sufficiently small a ∈ N :
l˜ : int(ΛW )→ R, (x, z) 7→ L+ l ◦ Φ(x, z) + α(x)β(z)〈a, z〉
is a Morse function, having only finitely many and only nondegenerate critical points
z1, ..., zs all contained in 0×Bρ/2, which correspond to the nondegenerate critical points
z¯1, ..., z¯s of j by zi = (0, z¯i). (We have to exclude ∂(ΛW ) since there might be situated
degenerate critical points of l and hence of l˜.) By (3.15) we obtain:
l˜(x, z) = L+ ‖Px‖2 − ‖(I − P )x‖2 + j(z)
in 0×Bρ/2 and hence, using the Morse lemma (2.9):
indl˜(zi) = indj(z¯i) + indΛW (c) ≥ indΛW (c)
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In ΛW \ Bρ(c) we have l ◦ Φ = l˜. Since l˜ is a Morse function on int(ΛW ) we know by
(2.12):
Hn(Λ
≤L
W ∪Bρ(c),Λ≤LW \Bρ(c)) = 0 for n < indΛW (c) (3.16)
(The result differs slightly from that in [7], since ΛW is a manifold with boundary, thus
we don’t have informations about the degeneracy of critical points in ∂ΛW . Hence we
cannot assume that l˜ is a Morse function on ΛW , but on int(ΛW ), since there are no
further critical points outside Bρ(c).
3.1.6 Local Homology and the Critical Groups
In this section it will be shown, that the relative homology groups used in (3.16) are
isomorphic to the local homology groups of c in ΛW .
On ΛW , we now denote with φs the integral curve of −grad l.
Let M be a Riemannian manifold modelled on a real seperable Hilbert space H and
ϕ : M → R a differentiable function having only isolated critical points.
Let c be a critical point of ϕ. Then
Cn(ϕ, c) := Hn(M
≤ϕ(c),M≤ϕ(c) \ {c})
denotes the n-th critical group of c.
In our case:
Cn(l, c) := Hn(Λ
≤L
W ,Λ
≤L
W \ {c}) (3.17)
With Bρ(c) from the splitting lemma, we have:
Hn(Λ
≤L
W ∪Bρ(c),Λ≤LW \Bρ(c)) ∼= Cn(l, c) for n ∈ Z≥0 (3.18)
Proof of (3.18):
Since ΛW might contain critical points on the boundary, we have to make
sure, that we don’t enter ∂ΛW by applying the integral curve φs of −grad l.
The splitting Lemma allows us to choose ρ arbitrarily small, so let ρ be
small enough, that:
s(γ) := inf{s ∈ R+ | φs(γ) ∈ Λ≤LW } ≤ inf{s ∈ R+ | φs(γ) ∈ ∂ΛW }
for γ ∈ Bρ(c), i.e. the flow of curves in Bρ(c) enters Λ≤LW before entering
the boundary. Let Bρ(c) = {φs(γ) | s ∈ [0, s(γ)], γ ∈ Bρ(c)}: Then we can
32
extend the definition of s(γ) for γ ∈ Bρ(c). We can define a deformation
retraction by:
F : Λ≤LW ∪Bρ(c)× [0, 1]→ Λ≤LW ∪Bρ(c)
with
F (γ, t) =

γ γ ∈ Λ≤LW
φ t
1−t
(γ) t1−t ≤ s(γ), γ ∈ Bρ(c)
φs(γ)
t
1−t ≥ s(γ) or t = 1, γ ∈ Bρ(c)
With φs also F is continuous, and maps Λ
≤L
W ∪Bρ(c) onto Λ≤LW .
Analogously, we can retract Λ≤LW \ {c} onto Λ≤LW \Bρ(c) by
G : Λ≤LW \ {c} × [0, 1]→ Λ≤LW \ {c}
with
G(γ, t) =

γ γ ∈ Λ≤LW \Bρ(c))
φ t
1−t
(γ) t1−t ≤ s2(γ), γ ∈ Bρ(c)
φs2(γ)(γ)
t
1−t ≥ s2(γ) or t = 1, γ ∈ Bρ(c)
where s2(γ) = inf{s ∈ R+ | φs(γ) /∈ Bρ(c)} <∞.

We can also show that:
Hn(Λ
L
W ∪ {c},ΛLW ) ∼= Cn(l, c) for n ∈ Z≥0 (3.19)
Proof of (3.19):
In Λ≤LW for every point γ 6= c we denote by s(γ) = inf{s ∈ R+ | φs(γ) /∈ ΛW }
the value, where φs(γ) leaves ΛW for the first time. This value exists,
since the flow converges to a critical point, which is not inside ΛW , so
φs(γ)(γ) ∈ ∂ΛW .
Let V ⊂ ΛW be a small closed neighborhood of c in ΛW with V ∩∂ΛW = ∅.
Let a > 0 small enough, such that φt(γ) /∈ ∂ΛW for γ ∈ V and t ∈ [−a, a].
Let U =
⋃
t∈[−a,a](φt(V )). Then U is a closed neighborhood of c in ΛW and
g : Λ=LW → Λ≤LW , γ 7→ φmin{a,s(γ)}(γ)
is continuous (since φ is) and length-decreasing everywhere but on c and
perhaps on some points γ ∈ (∂ΛW )=L.
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Since the hypersurface Λ=LW seperates U in an “above” (> L) and “below”
(< L) part,
g(Λ=LW ) ⊆ ΛLW ∪ {c} ∪ (∂ΛW )=L
seperates g(U) into two parts:
• γ below g(Λ=LW ), if l(φ−a(γ)) < L
• γ above g(Λ=LW ), if l(φ−a(γ)) > L
For γ above g(Λ=LW ), let s2(γ) < a be the value, where φs(γ) enters g(Λ
=L
W ).
Then
F : U≤L × [0, 1]→ U≤L
defined by
F (γ, t) =

γ γ on or below g(Λ=LW )
φ t
1−t
(γ) t1−t ≤ s2(γ), γ above g(Λ=LW )
φs2(γ)(γ)
t
1−t > s2(γ) or t = 1, γ above g(Λ
=L
W )
forms a deformation retraction. (F (U≤L× [0, 1]) ⊆ U≤L since φt(γ) ∈ U for
γ above g(Λ=LW ) and t ∈ [0, a]). The continuity of φs implies the continuity
of F . We have:
F (U≤L, 1) = X
F (U≤L \ {c}, 1) = X \ {c}
F (UL ∪ {c}, 1) = X
F (UL, 1) = X \ {c}
where
X := {γ ∈ U | γ on or below g(Λ=LW )}
so by (2.8) we can conclude for n ∈ Z≥0:
Hn(Λ
≤L
W ,Λ
≤L
W \ {c}) ∼= Hn(U≤L, U≤L \ {c})
∼= Hn(F (U≤L, 1), F (U≤L \ {c}, 1))
∼= Hn(X,X \ {c})
∼= Hn(F (UL ∪ {c}, 1), F (UL, 1))
∼= Hn(UL ∪ {c}, UL)
∼= Hn(ΛLW ∪ {c},ΛLW )

Now we can conclude by (3.16), (3.18) and (3.19)
Hn(Λ
L
W ∪ {c},ΛLW ) = 0 for n < indΛW (c) (3.20)
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3.1.7 Index and Nullity of c in ΛW
Now, we will show, that the approximation spaces Ωm have the property, that the
subspaces T−cmΛ and T
−
cmΩm of the tangent spaces are isomorphic, i.e. indΩ(c
m) =
indΛ(c
m).
By (3.14) we have Hλ(Λ
L
W ∪ {c},ΛLW ) 6= 0, hence by (3.20):
indΛW (c) ≤ λ (3.21)
Let m ∈ N and
T ′cm =
{
X ∈ TcmΛ | X
(
i
m(k + 1)
)
= 0 for i ∈ Z
}
be the set of vector fields along cm vanishing at im(k+1) and let Jm be the set of periodic
broken Jacobi-fields along cm with breakpoints at im(k+1) for i ∈ Z.
With respect to d2E(cm), TcmΛ splits into a direct sum:
TcmΛ = Jm ⊕ T ′cm
since for X ∈ Jm and Y ∈ T ′cm :
d2E(cm)(X,Y ) =
∫ 1
0
〈∇X,∇Y 〉(t)− 〈R(X, c˙m)c˙m, Y 〉(t)dt
=
m(k+1)∑
i=1
(∫ i+1
m(k+1)
i
m(k+1)
〈∇X,∇Y 〉(t)− 〈R(X, c˙m)c˙m, Y 〉(t)dt
)
=
m(k+1)∑
i=1
(
〈∇X,Y 〉 |
i+1
m(k+1)
i
m(k+1)
−
∫ i+1
m(k+1)
i
m(k+1)
〈∇2X,Y 〉(t) + 〈R(X, c˙m)c˙m, Y 〉(t)dt
)
= −
m(k+1)∑
i=1
(∫ i+1
m(k+1)
i
m(k+1)
〈∇2X +R(X, c˙m)c˙m, Y 〉(t)dt
)
= 0
where ∇ := ∇c˙m . d2E(c) is positive definite on T ′cm , since every Y ∈ T ′cm comes
from a variation γs of curves with γs
(
i
m(k+1)
)
= cm
(
i
m(k+1)
)
for i = 0, ..., k. Since
1
m(k+1) < r, c
m |[ i
m(k+1)
, i+1
m(k+1)
] is the (unique) shortest curve connecting cm ( im(k+1))
with cm
(
i+1
m(k+1)
)
, so E(γs) ≥ E(cm) for all s, and therefore d2E(cm)(Y, Y ) > 0 for
Y 6= 0 (compare [14], Lemma 15.3, Lemma 15.4).
Hence, Jm contains a maximal negative definite subspace, as well as a maximal nullspace,
of the Hessian form on TcmΛ.
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Again we can split Jm into a direct sum, with respect to d2E(cm):
Jm = TcmΩm ⊕ J′m,
where
J′m =
{
(a(t) + t · b(t))c˙m(t) | a, b : S1 → R constant in
[
i
m(k + 1)
,
i+ 1
m(k + 1)
]}
is the set of tangential periodic broken Jacobi-fields along c (compare (2.1)), since for
X ∈ TcmΩm and Y = a(t)+t·b(t))c˙m(t) ∈ J′m: 〈X(t), Y (t)〉 = 0 and 〈R(X, cm)cm, Y 〉(t) =
(a(t) + t · b(t))〈R(X, cm)cm, cm〉(t) = 0 for all t ∈ S1.
For X ∈ J′m we have X(t) = ac˙m(t) + btc˙m(t) with a, b ∈ R constant in each segment.
Now, since
R(ac˙m(t) + btc˙m(t), c˙m(t))c˙m(t) = (a+ bt)R(c˙m(t), c˙m(t))c˙m(t) = 0
for all t, we have:
d2E(cm)(X(t), X(t)) =
∫ 1
0
〈∇X(t),∇X(t)〉 − 〈R(X(t), c˙m(t))c˙m(t), X(t)〉dt
=
∫ 1
0
‖∇X(t)‖2dt ≥ 0
with ”=” if and only if b = 0 everywhere (so that X = ac˙m is an unbroken Jacobi-field).
Hence d2E(cm) is positive definite on J′m \{ac˙m | a ∈ R} so, by Sylvesters law of inertia,
the dimension of index- (resp. nullity-)type vectors in TcmΩm equals the dimension of
index- (resp. nullity-)type vectors in Jm, so index and nullity of cm in Λ equal index
and nullity of cm restricted to the space TcmΩm, i.e., using (3.7):
indΩm(c
m) ≥ indE,Ωm(cm) = indΛ(cm) (3.22)
and
nullE,Ωm(c
m) = nullΛ(c
m) (3.23)
By (3.2) we have:
indΛ(c) ≥ λ (3.24)
and therefore we can conclude with (3.21), (3.22) and (3.24):
indΛ(c) = indΛW (c) = λ (3.25)
Later, in section (3.2.3), we will show that (3.22) also holds with “=”.
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3.1.8 Theorems by J. Mawhin and M. Willem
The next two theorems by J. Mawhin and M. Willem [13] describe the relations between
the critical group of the original function and the one created on the nullspace.
Let M be a neighborhood of the origin of a separable real Hilbert space. and f : M → R
be a differentiable function on M with the only critical point 0 of index λ. Then, the
Splitting Lemma can be used for f (see 3.1.5), which decomposes f into a Morse function
and a degenerate part. Like in (3.1.5) denote the degenerate function by ϕ˜.
Theorem ([13], 8.7, Theorem 8.4)
With the notations from above, we have:
Cn(f, 0) ≈ Cn−λ(ϕ˜, 0) for n ∈ Z (3.26)
where ϕ˜ : N → R, z 7→ f(h(z), z).
Hence, ϕ˜ inherits the part of local homology which comes from the degenerate part.
Theorem ([13], 8.7, Theorem 8.6)
Let U be an open subset of Rp and let v be an isolated critical point of a
function ϕ ∈ C2(U,R). If v is neither a local minimum nor a local maximum,
then
C0(ϕ, v) = Cp(ϕ, v) = 0 (3.27)
The splitting used in ([13], 8.6, Theorem 8.3) varies from Gromoll and Meyer’s Lemma
1, but only by factors coming from the positive and negative eigenvalues, which can
be removed by normalizing. Particularly the degenerate part is the same in both ver-
sions.
3.1.9 Normal Coordinates on ΛW
Let µ denote the nullity of our closed goedesic c, fulfilling the assumptions (3.1) and
(3.2) of the main result.
By (3.25) we can introduce normal coordinates (x, y, z) ∈ Dλ ×D(n−1)(k+1)−λ−µ ×Dµ
on ΛW , so that the splitting lemma (3.15) yields:
l(x, y, z) = L− |x|2 + |y|2 + g(z) (3.28)
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where g(z) := l(h(z), z) − L. with g(0) = 0 and h is the map defined in the splitting
lemma.
By (3.19) we have
Cλ(l, c) = Hλ(Λ
L
W ∪ c,ΛLW ) 6= 0 (3.29)
and by (3.26) we have:
Cn(l, c) = Cn−λ(g, c) for all n ∈ Z (3.30)
and especially
0 6= Cλ(l, c) = C0(g, c) (3.31)
so by (3.27) g has a local minimum at 0.
Lemma
g has a strict local minimum at 0
Proof:
Since c is an isolated critical point of l in ΛW it follows that 0 is an isolated
critical point of g in Dµ. For  > 0 let U(0) := {z ∈ Dµ | |z| < } be an
open neighborhood of 0 in Dµ. If g was not strictly minimal at 0, there
would exist 0 6= z ∈ U(0) with g(z) = 0 for all  > 0. For  small enough,
z cannot be critical. Hence g(φs(z)) < 0 for all s > 0. Since U is an open
set, φs(z) would be contained in U for s small. Hence, for all  > 0, U
would contain a point z′ with g(z′) < 0 in contradiction to the fact, that g
has a minimum at 0.

A consequence of this is, since int(Dµ) contains no further critical points than 0, that
for a > b:
max{g(z) | |z| = a} > max{g(z) | |z| = b}, (3.32)
if a ≤ min{|z| | z ∈ ∂(Dµ)}.
Now, we obtain two inequalities in ΛW , that will be useful later.
1. Let γ ∈ ΛW with x(γ) = 0 and d(γ, c) ≥ u > 0. Then
l(γ) = L+ |y(γ)|2 + g(z(γ)) ≥ L+ ρu > L (3.33)
where ρu := min {|y(γ)|2 + g(z(γ)) | d(γ, c) = u}. ρu > 0 since |y| and g(z) both
have strict minima at 0.
Furthermore, if u1 > u2 > 0, we have by (3.32): ρu1 > ρu2 .
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2. Since 0 is an interior point in ΛW , there exists  > 0 such that the -ball about 0
is disjoint to ∂ΛW . Hence, with µ = ρ we have d(γ, c) >  for γ ∈ ∂ΛW , and by
(3.33): l(γ) > L+ µ, if x(γ) = 0. Therefore:
∃µ > 0: {γ | l(γ) ≤ L+ µ;x(γ) = 0} ⊆ int ΛW (3.34)
3.2 Proof part II: Construction of Infinitely Many Closed
Geodesics
3.2.1 A Continuous Mapping onto the Approximation Space
First, we will try to find a continuous mapping from Λ onto Ωm, which has the property
of keeping Ωm invariant. The natural way would be to take the intersection points with
the disks, if any. Lets assume we have done that. Since geometrically identical curves
in Ωm can carry up to m different parametrizations, we cannot make a natural choice
which one to take in general.
On Ωm a Zm = Z/mZ action is defined:
Let γ = (w00, ..., w
0
k, w
1
0, ..., w
m−1
k ) ∈ Ωm and z ∈ Zm. Then
z.γ = (wz0, ..., w
z
k, w
z+1
0 , ..., w
m−1
k , w
0
0, ..., w
z−1
k ) ∈ Ωm
so the action passes all parametrizations of the curve γ defined by γ, since all points
wi0 can play the role of γ(0). This action comes from the S
1 action defined on Λ, since
Zm is a subgroup of S1 for all m ∈ Z.
l is invariant under the Zm-action:
∀γ ∈ Ωm : ∀z ∈ Zm : l(z.γ) = l(γ) (3.35)
since Zm only changes parametrization, so l is defined on
Ωm/Zm : = {{z.γ | z ∈ Zm} | γ ∈ Ωm}
Before we start to define our mapping, we have to treat another problem:
In general it is possible, that a geodesic segment xy connecting points x ∈ Wi and
y ∈ Wi+1 intersects another disk Wj (for example, if c has a self intersection, compare
figure (3.1)).
39
1. c has no self-intersection at cj :
We can shorten the disks so that Wj is no longer intersected by xy.
2. c has a self-intersection at cj :
a) c has finitely many self-intersections:
We can shift the disks away from these points by using z.c for some z ∈ S1
instead of c. (The conditions of the theorem also hold for z.c.) and then go
on with case 1.
b) c has infinitely many self-intersections:
c must be an iterate ds of another closed geodesic d. This case has to be
treated in a different way, see chapter 5. Since we assume that c is prime,
this case does not occur here.
We can assume now, that all curves γ ∈ ΩW intersect each disk exactly once and in
cyclic order.
Our mapping consists of 3 parts. The first one only changes parametrization, such that
we can work with curves, that do not behave too badly.
Let X be a topological space and A,B ⊆ X. Then A/B is the space coming from A by
identifying all points b ∈ B ∩A with each other. B ∩A is called the basepoint in A/B
and A/B inherits topology from A by:
O open in A⇒ O/B open in A/B
Let  > 0 with  < r/64.
Let γ ∈ ΛmL+/ΛmL− and ti = im(k+1) for i = 1, ...,m(k + 1).
For i = 1, ...,m(k + 1), let αi : Λ
mL+/ΛmL− → ΛmL+/ΛmL− be defined by:
αi(γ) =

γ′ if l(γ |[ti−1,ti]) > r/2
γ if r/2 ≥ l(γ |[ti−1,ti]) ≥ r/16
γ′′ if l(γ |[ti−1,ti]) < r/16
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Figure 3.4: reparametrization of a curve γ using αi, (γi := γ(
i
m(k+1)))
with
γ′(t) =

γ
(
t−ti
ti+1−ti (ti+1 − t′i) + t′i
)
t ∈ [ti, ti+1]
γ
(
t−ti−1
ti−ti−1 (t
′
i − ti−1) + ti−1
)
t ∈ [ti−1, ti]
γ(t) else
and
γ′′(t) =

γ(t′′i ) t ∈ [ti, t′′i ]
γ
(
t−ti−1
ti−ti−1 (t
′′
i − ti−1) + ti−1
)
t ∈ [ti−1, ti]
γ(t) else
where t′i := max{t < ti | l(γ |[ti−1,t]) = r/2} and t′′i := min{t > ti | l(γ |[ti−1,t]) =
r/16}.
αi is continuous for i = 1, ...,m(k + 1) and keeps the length invariant. It changes
parametrization of curves, but since αi(γ) |[t′i,ti−1]= γ |[t′i,ti−1], αi only has an effect
on parametrization in one (“forward”) direction, so by applying αi+1 onto αi(γ) the
segment αi(γ)[ti−1,ti] is kept invariant (compare figure 3.4).
Let f1 : = αm(k+1) ◦ ... ◦ α2 ◦ α1 ◦ αm(k+1) ◦ ... ◦ α2 ◦ α1.
Lemma
f1 is a continuous map, keeping length invariant, and r/2 ≥ l ◦ f1(γ) |[ti−1−ti]≥ r/16 for
i = 1, ...,m(k + 1) and γ not the basepoint.
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Proof:
If γ is not the basepoint, we have by (3.4):
l(γ) ≥ mL−  > 2mkr/17− r/64
≥ 128mkr − 17r
64 ∗ 17
=
60mkr + 68m(k + 1)r − 68mr − 17r
1088
≥ 60mkr − 68mr − 17mr
1088
+m(k + 1)r/16
≥ 120mr − 85mr
1088
+m(k + 1)r/16
> m(k + 1)r/16
and
l(γ) ≤ mL+  < mkr/8 + r/64
≤ m(k + 1)r/8 +m(k + 1)r/64
< m(k + 1)r/2
so the mean value of the length of the segments γ |[ti−1,ti] is between r/16
and r/2.
Since αi changes parametrization only in forward-direction, we know that
αm(k+1) ◦ ...◦α2 ◦α1 lengthens small segments, by taking length from follow-
ing segments and shortens long segments by giving length to the following
segment. Since the mean value of l |[ti−1,ti] is between r/16 and r/2, this
process has to end. (We have to apply αm(k+1) ◦ ... ◦ α2 ◦ α1 twice, since
αm(k+1) may effect on [t0, t1].)

f1 does not have any effect on curves, which are “nicely” parameterized, meaning that
all segments are of length in between r/16 and r/2, so a neighborhood of Ωm is invariant
under f1.
Let f2 : Im(f1) ⊂ ΛmL+/ΛmL− → ΛmL+/ΛmL− be defined by replacing each segment
γ |[ti,ti+1] by the shortest geodesic segment connecting γ(ti) and γ(ti+1). (This segment
is unique, since l(γ[ti,ti+1]) ≤ r/2)
f2 is continuous and does not increase length. For γ ∈ ΛmL+/ΛmL−, f2◦f1(γ) consists
of geodesic segments of length ≥ r/16− 2, or is the basepoint.
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The mapping f2 ◦ f1 is independent of c. Hence, Im(f2 ◦ f1) contains curves which are
not in a neighborhood of c. Now, we are going to find a continuous mapping f3 onto the
approximation space Ωm. Therefore, it is necessary to map all curves to the basepoint,
which cannot be mapped onto Ωm in a canonical way.
Let f3 : Im(f2) ⊂ ΛmL+/ΛmL− → (ΩmL+m /(∂Ωm ∪ΩmL−m ))/Zm be defined by finding
the intersection points of γ ∈ ΛmL+/ΛmL− with the disks Wi. If γ intersects the disks
exactly m times transversely and in cyclic order, this mapping is well defined, since
the Zm action allows us to forget with which of the m circulations to start, which is
necessary, since in general there is no natural parametrization for the image of a curve
in Ωm. If γ does not act as outlined above, it is mapped to the basepoint.
Lemma:
f3 : Im(f2 ◦ f1)→ (ΩmL+m /(∂Ωm ∪ ΩmL−m ))/Zm is continuous and surjective
Proof:
Im(f2 ◦ f1) consists of geodesic polygons p of length < mL+ , where each
segment has length ≥ r/16− 2 (or p is the basepoint).
Let p ∈ Im(f2 ◦ f1) be not the basepoint.
We have to treat some cases individually in order to prove continuity:
1. p does not intersect all disks transversely and in the right order
This is possible since p does not have to be in a neighborhood of c.
In this case p is mapped to the basepoint. This happens if one of the
two following cases hold:
a) p intersects the disks in the wrong order, or some too often or not at all
Since the disks are closed, a whole open neighborhood of p also
has this property and is therefore mapped to the basepoint, so f3
is continuous in p.
b) p intersects all disks, but at least one (Wi) in a non-transverse way
Since p is a geodesic polygon, it follows that a geodesic segment ab
of p has to be tangential to Wi at a point wi. Hence, by definition of
ΛW , awi and wib cannot be part of any geodesic segment connect-
ing Wi−1 and Wi or Wi and Wi+1. Since d(a, b) ≥ r/16−2 > r/32,
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we can find ˜ > 0 such that:
d(wi−1, a)+d(a,wi)+d(wi, b)+d(b, wi+1) > d(wi−1, wi)+d(wi, wi+1)+˜
for all wj ∈Wj , for all segments ab tangential to Wi with d(a, b) ≥
r/16−2 and for all i = 0, ..., k+ 1. By shortening  so that 2 < ˜
this unequation still holds.
Let (pn)n∈N ⊂ Im(f2 ◦ f1) be a sequence of curves, intersecting all
the disks transversely, converging to p. A segment anbn in pn has
to converge to ab and so pn has to be shortened by more than 2
for n large enough and so enters the basepoint.
Sequences converging to p including a subsequence of non-transverse
curves pnk act the same way, since pnk is also mapped to the base-
point. So f3 is continuous in p.
2. p intersects all disks transversely and in the right order
Let (pn)n∈N ⊂ Im(f2 ◦ f1) be a sequence converging to p. Then also
the breaking points pn1 , ..., pnm(k+1) converge (as long as pn is not the
basepoint). So the pn are C
1-close to p for n large enough.
If f3(p) ∈ int(Ωm) then also pn have to intersect the Wi transversely
and in the right order (for n large enough) and converge pointwise to
p, so also the intersection points with the disks converge.
If f3(p) ∈ ∂Ωm, p is mapped to the basepoint. Let pnk be the subse-
qence of pn of curves intersecting transversely and in the right order.
Then, we have again convergence of the intersection points. All other
curves in (pn)n∈N are mapped to the basepoint by f3. Hence, f3(pn)
converges to f3(p), so f3 is continuous in p.

Combined we obtain a continuous map:
ψ = f3 ◦ f2 ◦ f1 : ΛmL+/ΛmL− → (Ωm/(∂Ωm ∪ ΩmL−m ))/Zm
This mapping is different from the original mapping Hingston ([9], page 3102) uses in
her proof, which is defined by cutting curves into segments of equal length not regarding
parametrizations. Although continuous and more simple to handle, this definition leads
to a problem later, since ψ |Ωm 6= id/Zm in general. Hence, curves γ ∈ (Ωm/(∂Ωm ∪
ΩmL−m ))/Zm can occur with ψ−1(γ) = ∅.
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Here, this is not the case, so for A ⊆ Ωm \ (∂Ωm ∪ ΩmL−m ), we have:
ψ(A) ⊆ A/Zm (3.36)
since f1 and f2 keep Ωm invariant, so f3 |Ωm is the canonical projection A→ A/Zm on
Ωm.
3.2.2 A Projection onto Wm
Next, Ωm will be projected onto a space of smaller dimension Wm × V m, where Wm
denotes the space of n-tupels in W with mean-value 0 and V the range of the x-
coordinate on ΛW . This space will be helpful, since it will be shown that dim(Wm ×
V m) = ind(cm). Later we will show, that this projection maps a neighborhood of cm in
its unstable manifold diffeomorphic onto a neighborhood of (0, 0).
From now on the Wi, ρu, µ and  are fixed.
Since expc(0) |D0δ (0): D
0
δ (0) → W0 = W is a homeomorphism, we can identify W with
D0δ (0) ⊂ T⊥c(0)M ∼= Rn−1. Hence, W can be viewed as a convex subset of a (n − 1)
dimensional real vector space.
On W = W0, we can define mean values by:
(w1 + w2)/2 := expc(0)((exp
−1
c(0)(w1) + exp
−1
c(0)(w2))/2)
for w1, w2 ∈ W . This is well defined, since exp−1c(0)(W ) = D0δ (0) ⊂ T⊥c(0)M is a convex
set.
Furthermore, W inherits a norm from Tc(0)M by:
‖w‖ :=
√
gc(0)(expc(0)(w), expc(0)(w))
for w ∈W .
Let
p : ΩW → ΛW , (w0, ..., wk+1) 7→
(
w0 + wk+1
2
, w1, ..., wk
)
be the map averaging the two coordinates on W . Then curves in ΩW inherit coordinates
x, y, z from ΛW by x ◦ p, y ◦ p and z ◦ p.
p is continuous, since addition and scalar multiplication are continuous in W .
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Let V = Dλ be the range of the coordinate x on ΛW , then τ ∈ ΩW has coordinates
(w0, w1, x ◦ p) ∈W ×W × V .
Since every curve γ ∈ Ωm splits into m curves γi ∈ ΩW for i = 1, ...,m, we obtain a
map
ϕ : Ωm →Wm × V m, γ 7→ (w1, ..., wm, x1, ..., xm)
where xi = x ◦ p(γi) and wi = γi(0).
Wm×V m is a subset of Rm(λ+n−1) and can so be equipped with the maximum-norm:
‖(w1, ..., wm, x1, ..., xm)‖ : = max{‖wi‖, ‖xi‖ | i = 1, ...,m}
Lemma:
ϕ is continuous
Proof:
Let (γn)n∈N ⊂ Ωm be a sequence converging to γ ∈ Ωm. So we have point-
wise convergence, i.e.
lim
n→∞(w
n
1 , ..., w
n
m) = (w1, ..., wm)
where wni denotes the i-th intersection point of γn with W .
γn splits into (γ
1
n, ..., γ
m
n ) ∈ ΩmW with:
lim
n→∞ γ
i
n = γ
i for i = 1, ...,m
and so, since p is continuous:
lim
n→∞ p(γ
i
n) = p(γ
i) for i = 1, ...,m
On ΛW , x is continuous, so
lim
n→∞xn,i = limn→∞x ◦ p(γ
i
n) = x ◦ p(γi) = xi for i = 1, ...,m

Let τ ∈ ΩW with coordinates (w0, w1, x). Then, by using the triangle inequality, we
get:
l(τ) + |w1 − w0| ≥ l ◦ p(τ) (3.37)
and, by definition of x:
l ◦ p(τ) ≥ L if x = x(τ) = 0 (3.38)
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Let
∆m := {(w, ..., w) ∈Wm}
be the diagonal in Wm and
Rn−1m := {(w1, ..., wm) ∈ (Rn−1)m |
m∑
i=1
wi = 0}
We have dim Rn−1m = (n − 1)(m − 1). Every element w ∈ Wm can be written as an
(orthogonal) sum:
w = w∆ + w | w∆ ∈ ∆m, w ∈ Rn−1m
with w /∈Wm in general.
Let
q : Wm → Rn−1m , (w1, ..., wm) 7→ (w1 − w, ..., wm − w)
where w =
∑m
i=1 wi
m is the projection to the second component.
Let
Wm := Im(q)
This gives a continuous map:
ϕ = q ◦ ϕ : Ωm →Wm × V m
with q = (q × id) : Wm × V m →Wm × V m.
Like in Ωm, Zm acts on Wm × V m by:
z.(w1, ..., wm, x1, ...xm) = (w1+z, ..., wm+z, x1+z, ..., xm+z)
(the addition is modulo m). This action commutes with ϕ meaning that
z.ϕ(w) = ϕ(z.w) for all z ∈ Zm, w ∈ Ωm (3.39)
Proof of (3.39):
w ∈ Ωm consists of m curves w1, ..., wm ∈ ΩW . So we have
ϕ(w) = (w1, ..., wm, x1, ..., xm)
where wi and xi only depend on w
i and wi−1. So
z.ϕ(w) = z.(w1, ..., wm, x1, ..., xm) = (w1+z, ..., wm+z, x1+z, ..., xm+z) = ϕ(z.w)

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Hence ϕ/Zm : Ωm/Zm → (Wm × V m)/Zm is well defined, since for γ ∈ Ωm:
ϕ/Zm(γ/Zm) = ϕ/Zm({z.γ | z ∈ Zm})
= {ϕ(z.γ) | z ∈ Zm}
= {z.ϕ(γ) | z ∈ Zm}
= ϕ(γ)/Zm
Furthermore Zm keeps the norm invariant in Wm × V m, since
‖z.(w1, ..., wm, x1, ..., xm)‖ = ‖(wz, ..., wm−1+z, xz, ..., xm−1+z)‖
= max{‖wi+z‖, ‖xi+z‖, i = 0, ...,m− 1)
= max{‖wi‖, ‖xi‖, i = 1, ...,m)
= ‖(w1, ..., wm, x1, ..., xm)‖
Lemma:
Zm preserves orientation on Wm×V m if m is odd or if λ and n have different parity.
Proof:
The Zm-action is generated by
1.(w1, ..., wm, x1, ..., xm) := (w2, ..., wm, w1, x2, ..., xm, x1)
This is a linear mapping with the associated (block-)matrix
A =
(
A1 0
0 A2
)
with
Ai =

0 1 0 . . . 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 . . . . . . 0 1
1 0 . . . . . . 0
 ∈ (R
ki)m×m
where k1 = n− 1 and k2 = λ. Since
det(A) = det(A1) · det(A2)
= (−1)(n−1)2(m−1) · (−1)λ2(m−1)
= (−1)(m−1)((n−1)2+λ2)
A is orientation preserving (i.e det(A) > 0), if m is odd, or if n and λ have
different parity. Since 1 generates Zm this holds for any element of the
group.

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Let j = bm2 c and let
∆′m = {(w1, ..., wm) ∈Wm ∩Wm | w1 = ... = wj , wj+1 = ... = wm}
meaning that w1 = −m−jj wm (and so |w1| ≥ |wm|).
Zm acts freely on (∆′m \ {0})× V m, i.e.
z1.γ = z2.γ ⇒ z1 = z2 for z1, z2 ∈ Zm, γ ∈ (∆′m \ {0})× V m (3.40)
Proof of (3.40):
Let γ = (w1, ..., wm, x1, ..., xm) ∈ (∆′m \ {0}) × V m and z1, z2 ∈ Zm, with
z1.γ = z2.γ. Then
(wz1+1, ..., wm, w1, ..., wz1) = (wz2+1, ..., wm, w1, ..., wz2)
and so wz1+i = wz2+i for i = 1, ...,m. Especially for i = m − z1 we have:
wm = wz2+m−z1 and w1 = wz2+m+1−z1 . The structure of ∆′m yields:
wm 6= w1 ⇒ z2 +m− z1 = m
so z1 = z2 if w1 6= 0 6= wm

The inverse image q−1(w) of a point w = (w1, ..., w1, wm, ..., wm) ∈ ∆′m consists of
points:
q−1(w) = {(z + w1, ..., z + w1, z + wm, ..., z + wm) ∈Wm | {z, z + w1, z + wm} ⊆W}
Let γ ∈ ϕ−1(∆′m×0), with ϕ(γ) = (z+w0, ..., z+w0, z+wm, ..., z+wm, 0, ..., 0). Then
l(γ) ≥ mL+ (j − 1)ρ|wm| −
2m
j
|wm| (3.41)
Proof of (3.41):
Since γ ∈ ϕ−1(∆′m × 0), γ consists of
• j − 1 closed curves γi ∈ ΛW with γi ∩W = z + w1, i = 1, ..., j − 1
• 1 curve γj ∈ ΩW with γj(0) = z + w1 and γj(1) = z + wm.
• m−j+1 closed curves γi ∈ ΛW with γi∩W = z+wm, i = j+1, ...,m−1
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• 1 curve γm ∈ ΩW with γm(0) = z + wm and γm(1) = z + w1.
with x(γi) = 0 for all i = 1, ...,m.
For i /∈ {j,m} we have by (3.33):
l(γi) ≥ L+ ρ|z+w1| resp. l(γi) ≥ L+ ρ|z+wm|
For i ∈ {j,m} we have by (3.37) and (3.38):
l(γj) ≥ L− |w1 − wm| resp. l(γm) ≥ L− |w1 − wm|
Putting this together, we have for γ ∈ ϕ−1(∆′m × 0):
l(γ) ≥ mL+ (j − 1)ρ|z+w1| + (m− j + 1)ρ|z+wm| − 2 |w1 − wm|
We also have for all z ∈Wm:
|z + w1| ≥ |w1| ≥ |wm| or |z + wm| ≥ |wm|
since w1 and wm are vectors in opposite directions, so we have:
l(γ) ≥ mL+ (j − 1)ρ|wm| −
2m
j
|wm|
on ϕ−1(∆′m × 0).

Let m ≥ 4 and γ ∈ ϕ−1(∆′m × 0)∩ ∂Ωm with ϕ(γ) = (z +w0, ..., z +w0, z +wm, ..., z +
wm, 0, ..., 0). Then
l(γ) > mL+ µ− 2m
j
|wm| (3.42)
Proof of (3.42):
Again γ can be split into:
• j − 1 closed curves γi ∈ ΛW with γi ∩W = z + w1, i = 1, ..., j − 1
• 1 curve γj ∈ ΩW with γj(0) = z + w1 and γj(1) = z + wm.
• m−j+1 closed curves γi ∈ ΛW with γi∩W = z+wm, i = j+1, ...,m−1
• 1 curve γm ∈ ΩW with γm(0) = z + wm and γm(1) = z + w1.
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with x(γi) = 0 for all i = 1, ...,m.
Since γ ∈ ∂Ωm, γi ∈ ∂ΩW for at least one i = 1, ...,m, meaning that
γi ∩Wg ∈ ∂Wg for one disk Wg.
case 1: i /∈ {j,m}:
We have γi ∈ ∂ΛW , so by (3.34) we have:
l(γi) > L+ µ
Further we have by (3.37) and (3.38)
l(γj) ≥ L− |w1 − wm| ≤ l(γm)
and for h /∈ {i, j,m}, since x(γh) = 0:
l(γh) ≥ L
so combined (3.42) holds.
case 2: i ∈ {j,m}:
By (3.37) we have
l(γi) ≥ l ◦ p(γi)− |w1 − wm|
with p(γi) ∈ ΛW
case 2a: g 6= 0:
Since p does not act on disks other than W = W0, we still have: p(γi)∩Wg ∈
∂Wg, so p(γi) ∈ ∂ΛW and therefore by (3.34)
l(p(γi)) > L+ µ
so we have:
l(γi) > L+ µ− |w1 − wm|
and similar to case 1, (3.42) holds.
case 2b: g = 0:
Here we know that z + w1 ∈ ∂W or z + wm ∈ ∂W . Since m ≥ 4 we have
j ≥ 2 so there must exists curves γa, γb ∈ ΛW with γa ∩W = z + w1 and
γb ∩W = z + wm. So case 1 can be used with either i = a or i = b.

Pick δ > 0, with δ < min(µ8 ,

8). Let ∆
δ
m be the closed subset of ∆
′
m×0 where |wm| ≤ δ.
Furthermore, δ shall be small enough, such that ∂(Wm × V m) ∩∆δm = ∅.
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Let
Bm : = cl (ϕ(Ω
mL
m ∩ (∂Ωm ∪ ΩmL−m )))
Then for m ≥ 4:
Bm ∩∆δm = ∅ (3.43)
Proof of (3.43):
Since m ≥ 4 we have:
2m
bm2 c
≤ 2m
(m−12 )
=
4m
m− 1 < 8
By (3.41) we have for γ ∈ ϕ−1(∆δm):
l(γ) ≥ mL− 2mbm2 c
δ > mL− 8 
8
= mL− 
so
ϕ(Ω≤mL−m ) ∩∆δm = ∅
and by (3.42) for γ ∈ ∂Ωm ∩ ϕ−1(∆δm):
l(γ) > mL+ µ− 2mbm2 c
δ > mL+ µ− 8µ
8
= mL
so
ϕ(Ω≤mLm ∩ ∂Ωm) ∩∆δm = ∅
and combined, with
B′m := Ω
mL
m ∩ (∂Ωm ∪ ΩmL−m )
resp. its closure
cl B′m = Ω
≤mL
m ∩ (∂Ωm ∪ Ω≤mL−m )
we have
ϕ(B′m) ∩∆δm = ∅
resp.
ϕ( cl B′m) ∩∆δm = ∅
Since Bm = cl ϕ(B
′
m), for b = (w1, ..., wm, x1, ..., xm) ∈ Bm exists a se-
quence bn = (w
n
1 , ..., w
n
m, x
n
1 , ..., x
n
m) ∈ ϕ(B′m) with
lim
n→∞ bn = b
Since bn ∈ ϕ(B′m) there exist an ∈ B′m ⊆ Ωm with ϕ(an) = bn for all n ∈ N.
Ωm is compact, so (an)n∈N contains a convergent subsequence (ank)k∈N with
limit a ∈ cl B′m, so ϕ(a) /∈ ∆δm.
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Since ϕ is continuous, we have
ϕ(a) = lim
k→∞
ϕ(ank) = lim
k→∞
bnk = b
and hence
Bm ∩∆δm = ∅

From now on δ is fixed.
For m ≥ 4 consider
ϕ′ : ΩmLm /(∂Ωm ∪ ΩmL−)→ (Wm × V m)/Bm
Then, with ϕ also ϕ′ is continuous, since the basepoint ∂Ωm ∪ΩmL− is mapped to the
basepoint Bm. By (3.39), the Zm-action is preserved under this mapping, so ϕ′/Zm
combined with
ψ : ΛmL/ΛmL− → (ΩmLm /(∂Ωm ∪ ΩmL−m ))/Zm
yields a continuous map:
Φ: ΛmL/ΛmL− → (Wm × V m/Bm)/Zm
3.2.3 The Differential of the Projection Mapping
Until now, we have not used assumption (3.2). In this section we show, that, if this is
the case, dϕ |Nm : Nm → Wm × V m is an isomorphism, where Nm denotes a maximal
subspace of TcmΩm on which d
2l(cm) is negative definite. Hence, ϕ |exp(Nm) is a local
diffeomorphism in cm and thus, the inverse image of each point in a sufficiently small
neighborhood of (0, 0) in Wm × V m contains a curve of length < mL.
For the tangential mapping
dϕ : TcmΩm → T0(Wm × V m)
of ϕ, we have:
Ker (TcmΩm → T0Wm) = (TcΩQ)m (3.44)
Proof of (3.44):
Ker (TcmΩm → T0Wm) consists of the periodic broken Jacobi-fields X along
cm orthogonal to c˙ with breakpoints at c( ik+1) and X(
i
m) = 0 for all i =
1, ...,m.
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Therefore
Xi(t) : = X |[ im , i+1m ]
(
t+ i
m
)
for i = 0, ...,m− 1, t ∈ [0, 1]
are broken Jacobi-fields along c orthogonal to c˙ which close up with Xi(0) =
Xi(1) = 0 and so can be extended in a unique way to periodic fields X˜i ∈
TcΩQ along c.
On the other hand, every m-tupel of vectorfields X˜i ∈ TcΩQ along c can
be combined to a vector field X ∈ TcmΩm along cm with X( im) = 0 for all
i = 1, ...,m.

Let Nm be a maximal subspace of TcmΩm on which d
2l(cm) is negative definite.
Lemma:
dϕ |Nm is injective
Proof:
Since V is the range of x on ΛW , T0V is the set of index-type vectorfields
at c in TcΛW .
By (3.44) we have that:
Ker dϕ ∼= {X = (X1, ..., Xm) ∈ (TcΩQ)m | dϕ(X) = (0, 0)}
so none of the vectorfields Xi has a component in index-direction. Hence
d2l(c)(Xi, Xi) ≥ 0 for all i = 1, ...,m
and combined:
d2l(c)(X,X) ≥ 0 for all X ∈ Ker dϕ
so Ker (dϕ) ∩Nm = Ker (dϕ |Nm) = {0}.

Now we can split T0(W
m × V m) into
T0(W
m × V m) = ϕ(Nm)⊕ T0(∆m × 0) (3.45)
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Proof of (3.45):
Since dim W = n− 1 and dim V = λ, we have
dim (Wm × V m) = m((n− 1) + λ)
Further we have that
dim (∆m × 0) = n− 1
independent of m and by (3.2) and (3.22)
dim Nm ≥ mλ+ (m− 1)(n− 1)
By (3.41) we have for γ ∈ ϕ−1(0× 0) :
l(γ) ≥ mL
Since ∆m × 0 ⊆ q−1(0× 0):
l(γ) ≥ mL on ϕ−1(∆m × 0)
so
T0(∆m × 0) ∩ dϕ(Nm) = {0}
Combined, using that Nm is injective, we have:
dim(Wm×V m) ≥ dim Nm+dim(∆×0) ≥ m(λ+(n−1)) = dim(Wm×V m)

The above proof also implies that
indΩm(c
m) = dim Nm = mλ+ (m− 1)(n− 1) = indΛ(cm) (3.46)
Furthermore we can prove that
Ker (dq : T0(W
m × V m)→ T0(Wm × V m)) = T0(∆m × 0) (3.47)
Proof of (3.47):
Since q = q × id and d(id)(X) = 0⇔ X = 0 for all X ∈ T0V m it suffices to
show that
Ker (dq : T0W
m → T0Wm) = T0∆m
Let c : (−, )→ Wm, t 7→ (c1(t), ..., cm(t)) be a curve, with c(0) = 0. Then
[c] ∈ T0Wm and so
dq([c]) = [q ◦ c] = [(c1 − c, ..., cm − c)] = [c]− [c]
with c(t) : =
∑m
i=1(ci(t)/m). Since [c] ∈ T0∆m,we have
dq([c]) = 0⇔ [c] ∈ T0∆m

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A consequence of (3.45) and (3.47) is that
dϕ = dq ◦ dϕ : Nm ∼−→ T0(Wm × V m) (3.48)
is an isomorphism.
3.2.4 The Minimal Length of the Inverse Images of Points in Wm × V m
Now, since dϕ |Nm is an isomorphism, we can define a sphere of codimension 1 in
T0(Wm×V m) such that the inverse image of each point in Λ contains a curve of length
< mL. Furthermore, a whole neighborhood of (0, 0) in Wm × V m has this property
(excluding (0,0)). The important fact is, that this does not hold throughout Wm×V m
for m large enough, i.e. we can find m0, such that for all m > m0 there is a point
R ∈ Wm × V m, such that all inverse images in Ωm are of length > mL, no matter
how small the disks Wi were chosen (of course, the smaller the disks, the larger is m0).
Hence, the image of the restriction of Φ to ΛmL−κ for some small κ <  will contain
holes ((0, 0) and R), which will be seperated by this sphere. Later we use the fact, that
this holds for its whole homotopy class.
Lemma:
On Ωm there exists κ > 0 with κ <  and a sphere Sm ⊆ ΩmL−κm such that ϕ(Sm) is a
sphere of codimension 1 encircling 0, which lies at a distance < δ from the origin.
Proof:
By (3.48), we have that ϕ : expcm(Nm) → Wm × V m is a local diffeomor-
phism, meaning that there is an open neighborhood U ⊆ expcm(Nm) of cm
so that ϕ |U : U → ϕ(U) is an diffeomorphism.
Let (Sm,k)k∈N with
Sm,k := {X ∈ Nm | |X| = 1
k
}
be a sequence of spheres in Nm of codimension 1 meaning
dim Sm,k = dim(Nm)− 1 = mλ+mn−m− n
Since expcm is continuous and lim
k→∞
(Sm,k) = {0}, we have
lim
k→∞
expcm(Sm,k) = {cm}
If k is large enough then expcm(Sm,k) is a sphere in expcm(Nm) ⊆ Ωm
encircling cm.
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Since Sm,k ∈ Nm consists of index-type vectors, we have
l(exp (X)) < l(exp (X/2)) < mL for all X ∈ Sm,k
with X/2 ∈ Sm,2k. In particular
max {l(exp(X)) | X ∈ Sm,k} < max {l(exp(X)) | X ∈ Sm,2k} < mL
The maxima exist, since the Sm,k are compact.
With κ(k) := mL−max {l(exp(X)) | X ∈ Sm,2k} we have
l(γ) < mL− κ(k) for γ ∈ expcm(Sm,k)
and κ(k) <  if k large enough.
Again, if k is large enough we have expcm(Sm,k) ⊆ U and therefore ϕ(expcm(Sm,k))
is a sphere of codimension 1 in Wm × V m.
Since ϕ is continuous we obtain:
lim
k→∞
ϕ(expcm(Sm,k)) = {(0, 0)} ⊆Wm × V m
and so (if k is large enough)
d(ϕ(expcm(Sm,k)), 0) = max{d(w, 0) | w ∈ ϕ(expcm(Sm,k))} < δ
Let k0 ∈ N be large enough so that all all these assumptions hold, then
Sm := expcm(Sm,k0) is the sphere we are looking for.

From now on Sm and κ := κ(k0) <  are fixed.
Lemma:
Let m ≥ 4. Then we can find a disk Dm about the origin in Wm × V m with
• ‖(w, x)‖ < δ for (w, x) ∈ Dm
• Dm ∩Bm = ∅
• l(γ) > mL− κ for γ ∈ ϕ−1(Dm)
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Proof:
Let
Dkm = {(wk1 , ..., wkm, xk1, ..., xkm) ∈Wm × V m | ‖(wk, xk)‖ ≤ 1/k}
be a sequence of disks. Then
lim
k→∞
Dkm = {(0, 0)}, lim
k→∞
wki = 0, lim
k→∞
xki = 0 for i = 1, ...,m
Since (0, 0) /∈ Bm and Bm closed, there exists a > 0, so that
Ba((0, 0)) ∩Bm = ∅
where Ba((0, 0)) denotes the open ball of radius a about (0, 0), so if
k > max
{√
2m
κ
,
4m
κ
,
1
δ
,
1
a
}
the first two properties hold and the index-component of curves
γi ∈ ϕ−1(wk, xk) |[ i
m
, i+1
m
] is
x(γi) = xi <
√
κ
2m
and
|wi − wi+1| ≤ |wi|+ |wi+1| < κ
2m
so by (3.28), and (3.37):
l(γi) ≥ l ◦ p(γi)− |wi − wi+1|
> L− x(γi)2 + y(γi)2 + g(z(γi))− κ
2m
> L−
(√
κ
2m
)2
− κ
2m
= L− κ
m
for i = 1, ...,m, so combined:
l(γ) > mL− κ for γ ∈ ϕ−1(Dkm)
so Dkm with k > max
{√
2m
κ ,
4m
κ ,
1
δ ,
1
a
}
can be used as our disk Dm.

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By definition of Dm we have
Sm ∩ ϕ−1(Dm) = ∅ (3.49)
Let R = (wR1 , ..., w
R
1 , w
R
m, ..., w
R
m, 0, ..., 0) ∈ ∂∆δm (wR1 appears j times and wRm appears
m− j times). Then d(R, 0) = δ and therefore R /∈ Dm.
We can find m0 ∈ N such that for all m > m0 and for all z ∈ Zm:
l(γ) > mL for γ ∈ ϕ−1(z.R) (3.50)
Proof of (3.50):
Let γ ∈ ϕ−1(R). Pick m0 so that for m > m0:(⌊
m
2
⌋− 1) ⌊m2 ⌋
2m
>
δ
ρδ
This is possible, since the numerator has quadratic growth and the denom-
inator has only linear growth in m.
So, using (3.41) we have for m > m0:
l(γ) ≥ mL+
(⌊m
2
⌋
− 1
)
ρδ − 2m⌊m
2
⌋δ > mL
since R ∈ ∂∆δm.
By (3.35), this also holds for γ ∈ ϕ−1(z.R).

Let
OR : = {aR = (awR1 , ..., awR1 , awRm, ..., awRm, 0, ..., 0) | a ∈ [0, 1]}
denote the segment in ∆δm from the origin O ∈Wm × V m to R.
By (3.40), Zm acts freely on aR for a > 0, so Zm ×OR is a star with midpoint O.
Let R′ = a0R ∈ int OR with a0 ∈ (0, 1).
For z1 6= z2 ∈ Zm we have:
d(z1.R′R, z2.R′R) ≥ 2a0δ (3.51)
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Figure 3.5: OR and the image of Sm in Wm × V m
Proof of (3.51):
Let z1 6= z2 and a, b ∈ [a0, 1]. Then a(z1.R) and b(z2.R) must have at least
two components in different directions (wR1 and w
R
m), so:
d(a(z1.R), b(z2.R)) ≥ d(awR1 , bwRm)
≥ (a+ b) ∣∣wRm∣∣
= (a+ b)δ
and so
d(z1.R′R, z2.R′R) ≥ 2a0δ

Lemma:
There exists a disk D′m ⊆Wm × V m with
• OR ⊂ Int(Dm ∪D′m)
• (Zm ×D′m) ∩Bm = ∅
• Zm ×D′m consists of m disjoint sets
Proof:
Since Dm is a disk about the origin of Wm×V m it must contain a segment
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Figure 3.6: example: Dm, D
′
m and Sm for m = 6
OR′ of OR in its interior, with
R′ = a0R, a0 ∈ (0, 1)
z.R′R ⊆ ∆δm is closed for z ∈ Zm, so there must exist an open neighborhood
U of R′R with z.U ∩Bm = ∅.
Let (D′m,k)k∈N be a sequence of closed disks, with:
D′m,k = {(w, x) ∈Wm × V m | d((w, x), R′R) ≤ 1/k}
Since
lim
k→∞
D′m,k = R′R
D′m,k ⊆ U for k large enough.
By (3.51) we know that for k > 1a0δ , z1 6= z2 ∈ Zm, x ∈ z1.D′m,k and
y ∈ z2.D′m,k:
d(x, y) ≥ d(z1.R′R, z2.R′R)− d(z1.R′R, x)− d(y, z2.R′R)
> 2a0δ − a0δ − a0δ = 0
so
z1.D
′
m,k ∩ z2.D′m,k = ∅
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So if k is large enough, D′m,k has all desired properties.

3.2.5 Construction of Minimax Geodesics
Now, we will construct infinitely many minimax geodesics. For this purpose we show,
that for infinitely many m ∈ N each element of the homology class of Sm in ΛmL−κ
intersects the inverse image of Zm×OR, which consists of curves of length ≥ mL−σm
with a non-negative null sequence σm.
Let
(Wm × V m)s : = {(w, x) ∈Wm × V m | ∃γ ∈ Ωsm : ϕ(γ) = (w, x)}
for s ∈ R+.
Lemma:
For m > m0, the restriction mapping
pi : (Wm × V m)mL−κ/Bm → Zm × ((D′m \R)/∂(Dm ∪D′m))
is well defined and continuous.
Proof:
Since (Zm ×D′m) ∩Bm = ∅, we know that
(Wm × V m)mL−κ/Bm → Zm × (D′m/∂D′m)
is continuous. By definition of Dm, we know that curves γ ∈ Ωm with
l(γ) < mL− κ cannot be mapped onto Dm by ϕ. Hence, z.R and the part
Zm × (Dm ∩ ∂D′m) of the boundary are not in the domain of pi and so pi is
well defined. Since pi is the identity on points not mapped to the basepoint,
it is continuous.

pi commutes with the Zm-action. This can be shown analoguously to the proof of (3.39).
So pi : = pi/Zm is well defined.
Composing the maps Φ and pi, we obtain a continuous map (for m > m0):
Ψ: ΛmL−κ/ΛmL− → Zm × [(D′m \R)/∂(Dm ∪D′m)]/Zm =: Xm
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Figure 3.7: example: Xm and the image of Sm
Since z1.[(D
′
m \ R)/∂(Dm ∪ D′m)] ∩ z2.[(D′m \ R)/∂(Dm ∪ D′m)] = ∅ for z1, z2 ∈ Zm,
z1 6= z2, Xm can be represented by (D′m \R)/∂(Dm ∪D′m).
Topologically, Xm is a sphere with two holes (RXm := Zm×R/Zm and (Dm∩∂D′m)Xm :=
Zm×(Dm∩∂D′m)/Zm), which are connected by the curveORXm := pi(Zm×ORmL−κ/Zm)
(more precisely, ORXm consists of m curves located at the same position).
ϕ(Sm) ∈Wm×V m has intersection number m with Zm×OR (since Zm×OR is a star
with midpoint O, O and the points z.R are situated on different sides of ϕ(Sm) and
ϕ(Sm) has codimension 1 in Wm × V m) and thus pi ◦ϕ(Sm) ∈ Zm × (D′m \R)/∂(Dm ∪
D′m) has intersection number m with pi(Zm × ORmL−κ), since the intersection points
ϕ(Sm) ∩ (Zm × OR) take place in Zm × (D′m \Dm) and hence are not mapped to the
basepoint by pi.
Since Zm acts freely on ϕ(Sm) ∩ D′m, pi ◦ (ϕ/Zm)(Sm/Zm) intersects ORXm m times.
More precisely, the visible image of Sm/Zm in Xm consists of m slices of codimension
1, located at the same position, each intersecting ORXm .
By (3.36) we have Sm ⊆ ψ−1(Sm/Zm), so Sm/Zm has a nontrivial inverse image in
Λml−κ.
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As seen in (3.2.2), Zm preserves orientation on Wm × V m, if 2 - m or if n and λ have
different parity.
From now on we assume this is the case.
It follows, that Φ(Sm) is an (orientable) sphere of codimension 1 in
((Wm×V m)mL−κ/Bm)/Zm seperating this space into two subspaces such that Dm/Zm
and (Zm × R)/Zm are on different sides. Since pi is a projection, it is also orientation
preserving. Hence, Ψ(Sm) = pi ◦ Φ(Sm) is a sphere of codimension 1 in Xm seperating
Xm such that the two holes represented by RXm and (Dm ∩ ∂D′m)Xm are on different
sides. This property cannot be removed by deforming Ψ(Sm) continuously. Hence, any
continuous deformation of Ψ(Sm) must intersect ORXm .
Lemma
Ψ(S′m) ∩ORXm 6= ∅ for all continuous deformations S′m of Sm in ΛmL−κ.
Proof:
Let S′m be a deformation of Sm in ΛmL−κ (and so in ΛmL−κ/ΛmL−). Then
there exists a continuous mapping H : [0, 1]×Sm → ΛmL−κ with H(0, Sm) =
Sm and H(1, Sm) = S
′
m.
Let H : [0, 1]×Ψ(Sm)→ Xm with H(t,Ψ(γ)) = Ψ(H(t, γ)) for γ ∈ Sm.
The continuity ofH and Ψ implies the continuity ofH, so Ψ(S′m) = H(1, Sm)
is a deformation of Ψ(Sm) and so Ψ(S
′
m) intersects ORXm .

Let Sm be the homotopy class of Sm in ΛmL−κ. Then we have for all S′m ∈ Sm, by
(3.41)
sup{l(γ) | γ ∈ S′m} ≥ mL− σm (3.52)
with
σm := max{4u− (j − 1)ρu | u ∈ [0, δ]} > 0
since ∅ 6= Ψ(S′m) ∩ORXm ⊆ ∆δm. So we also have:
inf{sup{l(γ) | γ ∈ S′m} | S′m ∈ Sm} ≥ mL− σm (3.53)
This so-called minimax-value is achieved by a saddle point γm ∈ Λ. In general γm is
not parameterized proportional to the arc-length. Let
τ : [0, 1]× Λ→ Λ
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be a continuous change of parametrization of curves, with τ(0, γ) = γ for all γ ∈ Λ and
τ(1, γm) proportional to the arclength (it can be easily verified that τ exists), then for
S′m ∈ Sm:
γm = sup{l(γ) | γ ∈ S′m} ⇒ τ(1, γm) = sup{l(γ) | γ ∈ τ(1, S′m)}
Since τ is continuous and therefore a homotopy, we have that τ(1, S′m) ∈ Sm, so since l
is invariant under τ , we can assume γm is parameterized proportional to the arclength.
Since
inf{sup{l(γ) | γ ∈ S′m} | S′m ∈ Sm} ≤
√
2 · inf{sup{E(γ) | γ ∈ S′m} | S′m ∈ Sm} (3.54)
it follows that γm solves
E(γm) = inf{sup{E(γ) | γ ∈ S′m} | S′m ∈ Sm} ≥ (mL− σm)2/2 (3.55)
Since φs is continuous, we have with A ∈ Sm also φs(A) ∈ Sm for s > 0. Hence, Sm
is a φ-family (see ([11], 2.4.17). By ([11], 2.4.18), we can conclude that γm is a critical
point of E, and thus a closed geodesic.
For m→∞ also j goes to infinity, and since δ is independent of m, σm goes to 0.
Hence, σm is a positive null-sequence, with the property, that for infinitely many m ∈ N,
M contains a closed geodesic of length l ∈ (mL− σm,mL).
QED
3.2.6 The Existence of Infinitely many Closed Geodesics
A consequence of the main result is the following lemma:
Lemma:
With the assumptions of the main result, it follows, that M has infinitely
many goemetrically distinct closed geodesics.
Proof:
Let τ be a prime closed geodesic of length l. Then we have to treat two
cases:
• If L/l = p/q ∈ Q, with p, q ∈ N, then
|mL− kl| ≥ l
q
if mL 6= kl (3.56)
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since, for
G : = {mL− kl | m, k ∈ N} = {(mp− kq) l
q
| k,m ∈ N} ⊆ l
q
Z
l
qZ is a discrete group with |a| ≥ lq for 0 6= a ∈ lqZ. Certainly this also
holds for a ∈ G.
Since τk has length kl and σm → 0, we have τk /∈ ΛmL \ ΛmL−σm for
σm <
l
q . Thus, only a finite number of the iterates τ
k could appear
among the γm.
• Now suppose L/l /∈ Q. Given N ∈ Z, let
N = min1≤m≤N,k∈Z |mL− kl| > 0
Assume p is large enough, so that σm < N for m ≥ p; assume q > p
and that γp and γq are both iterates of τ . Then for some k, j ∈ Z:
l(γp) = kl and l(γq) = jl, so
0 < pL− kl < σp
and
0 < qL− jl < σq
so that
|(q − p)L− (j − k)l| < |σq − σp| < N
which implies q − p > N . Thus, the frequency with which the iterates
of τ appear among the γm goes to 0.
In both cases it follows that M contains infinitely many geometrically dis-
tinct closed geodesics.

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4 A Corollary for the Case of a Two-Sphere
4.1 The “Shortest” Lusternik-Schnirelmann Geodesic
Let M be a two-sphere, i.e. a Riemannian surface diffeomorphic to S2, let ΣM be the
space of simple, i.e. embedded loops in M and AM ⊂ ΣM be the set of circles on M .
Then by [1] and [10] the space (AM,A=0M) retracts onto (RP 3−D3, ∂) and has hence
homology classes h1, h2 and h3 of dimensions 1, 2 and 3. Each class contains a simple
closed geodesic, the so-called Lusternik-Schnirelmann geodesics.
The “shortest” Lusternik-Schnirelmann geodesic, i.e. the one coming from h1 can be
found by following construction:
Let G be a great circle on S2 and A := {γi | i ∈ [−1, 1]} be the 1-parameter-family
of circles parallel to G, i.e. γ0 = G, γ−1 and γ1 are the poles. Then A cannot be
homotoped into the point curves. Hence, A forms a 1-cycle in (ΣS2,Σ0S2) representing
a nontrival homology class in the space of simple, i.e. embedded closed curves relatively
to the point curves. Let Φ: S2 → M be a diffeomorphism, which exists by definition
of M . Then the curves Φ(γi) are simple, and {Φ(γi) | i ∈ [−1, 1]} forms a 1-cycle
representing a nontrivial homology class h ∈ (ΣM,Σ0M). Now we can apply a curve
shortening process onto the cycles in h:
Lemma (Curve shortening) (Grayson 1989) [6]
Let F be a smooth Riemannian surface convex at infinity, and c(0) : S1 → F
a smooth embedded curve. Then there exist c(t) : S1 → F for t ∈ [0, t∞)
satisfying
∂c
∂t
= kN
where k is the geodesic curvature of c and N its unit normal vector. If t∞
is finite, c converges to a point. If t∞ is infinite, then the curvature of c
converges to 0 in the C∞-norm, so c converges to a closed geodesic.
This lemma can be applied, since any compact manifold is convex at infinity. The
process described in the lemma can be extended continuously over families of curves.
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Now let X ∈ h. Then, since h ∈ (ΣM,Σ0M) is nontrivial, some curve γ ∈ X has to
converge to a simple closed geodesic. Hence, the minimax
L : = inf{sup{l(γ(t∞)) | γ(0) ∈ X} | X ∈ h}
exists, and is taken on by a simple closed geodesic. Any such simple closed geodesic c can
be defined as the “shortest” Lusternik-Schnirelmann geodesic and has the property:
H1(Λ
L ∪ {c},ΛL) 6= 0 (4.1)
Corollary: (by Hingston)
SupposeM is a two-sphere; suppose the shortest Lusternik-Schnirelmann closed geodesic
c is isolated and nonrotating. Then the assumptions of the theorem hold for λ = 1,
i.e.
H1(Λ
L ∪ {c},ΛL) 6= 0 (4.2)
and
Ind(cm) ≥ 2m− 1 for all m ≥ 1 (4.3)
4.2 Proof of the Corollary
Let c be the “shortest” Lusternik-Schnirelmann geodesic on the two-sphere M . Then
(4.2) is attained.
Hence, to prove the corollary, it suffices to show, that any nonrotating closed geodesic
c on M satisfies (4.3).
Proof of (4.3):
By ([17], section 3.2) and ([14], theorem 15.1), we have for a closed geodesic:
ind(γ) ≥ indΩ(γ) = #{points conjugate to γ(0) along γ}
where Ω denotes the based-loop-space of curves with fixed endpoints γ(0) =
γ(1). The conjugate points are counted with their multiplicities.
Since dim(M) = 2, we have by (2.2):
dim{Jacobi fields along c} = 4
so they can be generated by: {c˙, tc˙, X, Y }, where X and Y are pointwise
orthogonal to c˙, with X(0) = 0 and Y (0) 6= 0.
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Since c is nonrotating, we have that there exist two nontrivial Jacobi-fields
X1, X2 along c and t ∈ (0, 1) such that:
X1(0) = X2(0) = X1(t) = X2(1) = 0
X1 and X2 have to be pointwise orthogonal to c˙, since c˙ is constant ( 6= 0),
and tc˙ has only one zero along c, so we have a, b ∈ R with:
X = aX1 = bX2
and so
X(0) = X(t) = X(1) = 0
Let Z be the Jacobi-field defined by Z(t) = X(t+ 1). Then Z is pointwise
orthogonal to c˙ with Z(0) = 0, so Z = aX for some a ∈ R and hence:
X(1) = X(1 + t) = X(2) = 0
By induction we get:
X(t+ z) = X(z) = 0 for all z ∈ Z
LetXm be the Jacobi field along c
m defined byXm(s) = X(ms) for all s ∈ R.
Then Xm(i/m) = Xm((i + t)/m) = 0 for i ∈ N and t/m, (i + t)/m ∈ [0, 1)
for i = {0, ...,m− 1}, so cm has at least 2m− 1 points conjugate to cm(0),
and therefore:
ind(cm) ≥ indΩ(cm) ≥ 2m− 1

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5 Results
Since Hingston’s proof [9] does not go much into detail, most parts have been extended
here. Thus, some problems appeared, which made it necessary to change arguments.
In other cases argumentation was changed to avoid introducing more theories and give
more elementary and more explicite proofs. Hence, some parts of the proof of Hingston’s
theorem vary from the ones in her original paper:
In the original paper, Λs is defined as the subspace of curves of energy < s2/2. These
are subsets of the spaces “Λs” := {γ ∈ Λ | l(γ) < s} used here, but can also be
locally retracted to ΛW by the method used in (3.1.4). Hence, the local homology
groups are isomorphic, and thus it does not matter which definition is used. Since
the main statement is about length, the choice used here is better to interprete the
proof geometrically. Especially in section (3.2.1), where curves from ΛmL+/ΛmL− are
mapped onto Ωm by finding the intersection points with the disks, not regarding the
energy of the curves, it is visible, that this choice is more natural.
From the assumptions (3.1) and (3.2), it is possible to conclude indΛ(c) = λ directly.
This involves more theory, which was avoided here by making the detour over ΛW ,
showing that indΛ(c) = indΛW (c) and then that indΛW (c) = λ using conclusions from
[7].
In Hingston’s proof, the disks Wi for i = 0, ..., k have been chosen arbitrarily transverse
to c. Here we sharpened this condition to orthogonality. This special choice allows us
to simplify many arguments, e.g. in (3.1.7), as well as in the definition of f3 in (3.2.1),
since the tangent spaces TcmΩm are simpler defined, than in the general case.
Here, for the approximation process as well as in the definition of ψ, curves γ are
cut by parametrization, i.e. at the points γ(i/m(k + 1)), while Hingston cuts into
segments of equal length, before replacing by geodesic polygons. This modification is
necessary, since some geodesic polygons γ ∈ Ωm ⊂ Λ, consist of segments of various
lengths. Hence, if Hingston’s method was used, the breakpoints did not coincide with
the cutting points generally, and thus, ψ |Ωm= (f3 ◦ f2) |Ωm (see section 3.2.1) was not
the canonical projection onto Ωm/Zm. So ψ was not necessarily surjective, making it
possibile that ψ−1(Sm/Zm) = ∅ for the sphere Sm defined in section (3.2.4). Since the
minimax geodesics will be found in the homotopy class of ψ−1(Sm/Zm) in ΛmL−κ, the
proof would not work in this case.
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In the case, where c is not prime, i.e. if c = ds for some other closed geodesic d, cm
intersects each disk ms times. Hence, the mapping ψ defined in (3.2.1) has to map
onto Ωms instead of Ωm, which will lead to the problem, that the sphere Sm, defined in
(3.2.4) has codimension > 1 in Xm and hence can be continuously deformed away from
ORm. If it is possible to show that with c, also d has maximal index growth and gives
local homology in dimension of its index, i.e. if
ind(d) = ω :=
λ− (s− 1)(n− 1)
s
(5.1)
as well as
Hω(Λ
L/s ∪ d,ΛL/s) 6= 0 (5.2)
and
ind(dm) ≥ mω + (m− 1)(n− 1) (5.3)
the assumptions of the theorem would be assumed for d and infinitely many closed
goedesics could be constructed.
However, this problem does not affect the proof of the corollary, since the Lusternik-
Schnirelmann geodesics are simple and hence prime.
The approximation, described in (3.1), does not depend on the assumptions, and hence
can be used for any closed geodesic c ∈ Λ. It preserves local homology, as well as index
and nullity of c. Furthermore, this approximation has the advantage to that used by
Milnor in ([14], chapter 16), that for curves z.c in a neighborhood of c are identified with
c during the approximation process. Hence, if c is isolated in Λ, it will be isolated in the
sense of Morse theory in ΛW . However, ΛW is not an approximation for a neighborhood
of c in Λ/S1, since in general z1.γ and z2.γ for z1, z2 ∈ S1 can be retracted onto different
curves in ΛW , if γ is not a geodesic.
The main result not only proves the existence of infinitely many closed geodesics on M ,
but also that they are of length l(γm) ∈ (l(cm)− σm, l(cm)) for a positive null-sequence
σm. Nevertheless, it does not say, where these geodesics are located. The following
conclusions might give a hint, where γm can be found, whereas there is no proof yet:
Let Sm be the sphere defined in (3.2.4) and
Sm = exp{X ∈ T−cmΛ | ‖X‖ = k}
where k > 0 is small, but large enough, such that Sm ⊂ ΛmL−κ. Since both spheres Sm
and Sm come from maximal subspaces of TcmΛ, on which d
2E(cm) is negative definite, it
can be shown that Sm is homotopy equivalent to Sm in Λ
mL−κ and hence, φs(Sm) ∈ Sm
for s ∈ R. Furthermore, with Sm also φs(Sm) lies in the unstable manifold of cm.
Hence, for s → ∞, φs(Sm) remains hanging at γm, and thus, γm lies in the closure of
the unstable manifold of cm.
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Now, let ORκ := Ψ
−1(ORX)∩ΛmL−κ. Then, S′m ∩ORκ 6= ∅ for all S′m ∈ Sm and thus,
also S′m∩φs(ORκ) 6= ∅ for all s ∈ R and all S′m ∈ Sm. Hence, inf{l(γ) | γ ∈ φs(ORκ)} ≤
l(γm) for s ∈ R. So, some point in ORκ lies in the unstable manifold of some closed
geodesic τ1 of length ≤ l(γm). If τ1 6= γm then τ1 lies in the closure of the unstable
manifold of another closed geodesic τ2 of length ∈ (l(τ1), l(γm)] and after finitely many
steps γm will be assumed.
By construction of Ψ, curves in ORκ lie in a tubular neighborhood of c
m, Hingston
expects in [9], that γm itself lies in a tubular neighborhood of c
m, although there is no
proof, whether this follows necessarily.
Although the assumptions of Hingston’s theorem are strict, it is possible to find some
generalizations:
For the definition of the sphere Sm it is only necessary that vectors in Nm come from
variations {γs}s∈(−,) of cm with l(γs) < mL for s 6= 0 small. Hence, Nm can be
extended by vectors X ∈ T 0cmΩm coming from such variations. Now pick X ∈ Nm. If
X ∈ Ker(dϕ), then X can be partitioned into vectors Xi ∈ TcΩQ with d2l(c)(Xi, Xi) ≥ 0
for i = 1, ...,m. Hence, at least one of the Xi has to come from a variation {γs}s∈(−,)
of c with l(γs) < L for s 6= 0 small, since X ∈ Nm. We have to make sure that this does
not happen to assure Ker(dϕ)∩Nm = {0}, which is necessary to apply the theorem.
Let null↓(cm) = dim A, where A ⊆ T 0cmΩm ⊆ T 0cmΛ is a maximal subspace of decreasing
length, i.e. X ∈ A is a periodic Jacobi-field along cm coming from a variation {γs}s∈(−,)
of cm with l(γs) < mL for s 6= 0 small. Therefore, assumption (3.2) can be replaced
by:
(ind + null↓)(cm) ≥ λm+ (n− 1)(m− 1) for m ∈ N (5.4)
and
ind(c) = λ, (5.5)
since then, null↓(c) = 0 and hence, Nm ∩Ker(dϕ) = {0} is assured.
It might be possible to extend the theorem for Finsler-manifolds, i.e. manifolds equipped
with a Finsler-metric F : TM → R with:
• F |TM\T 0M is C∞-differentiable.
• F (λX) = λF (X) for λ ≥ 0, X ∈ TM
• F (X) = 0⇔ X ∈ T 0M
• The second derivative of F 2 is positive definite in direction of the fiber.
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(see [17], 5.1). Important objects like the length- and energy functional, geodesics,
Jacobi fields, the Hessian form of E, index and nullity are defined with properties
similar to the Riemannian case (see [18]). So most parts of the proof can be carried
over to the Finsler case.
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