Abstract. This paper presents an image-based cooperative driving system for telepresence robot, which allows safe operation in indoor environments and is meant to minimize the burden on novice users operating the robot. The paper focuses on one emerging telepresence robot, namely, mobile remote presence systems for social interaction. Such systems brings new opportunities for applications in healthcare and elderly care by allowing caregivers to communicate with patients and elderly from remote locations. However, using such systems can be a difficult task particularly for caregivers without proper training. The paper presents a first implementation of a vision-based cooperative driving enhancement to a telepresence robot. A preliminary evaluation in the laboratory environment is presented.
Introduction
Mobile Remote Presence (MRP) [1] is an emerging field of assistive robotics which aims to bring mobile robots equipped with certain telepresence and teleoperation capabilities into domestic environments. The main goal of those systems is to allow rich natural human-human interactions from distant locations. Many systems are now available for research and some are already commercial products. The application domains of such systems may vary and define the appearance and functionality of a particular robot to certain degree. [2] provides an overview of modern MRP systems for different applications.
One of the important application domains for MRP systems is healthcare and elderly care, where telepresence robots can be profitable [3] and contribute to prevention of problems related to loneliness and social isolation [4] . At the same time, with the spread of the technology into consumer fields, scientists and developers are facing problems related to the nature of end-users who may have no proper skills, knowledge and experience on using such systems and who cannot be exposed to extensive training which is normally acceptable in other application domain for telepresence and teleoperation. Particularly, previous research has shown that some novice users of MRP system can experience high workload even in a relatively simple driving task [5] . This actually might leave no room for actual interaction between local and remote people diminishing the utility of such solutions [6] .
The problem of high mental workload during driving/piloting tasks has been previously studies in automotive industry [7] , aviation [8] and related fields. However, in a vast majority of cases, it is possible or assumed to be possible to overcome the problem the problem with training and experience [9] , [10] . Unfortunately, it is not always possible to use extensive training for those who operate telepresence robots in domestic environments as the type of end-users are diverse and the care structures may not be suitable to enable this type of training. Another possible solution to coping with inexperienced users is to provide certain semi-autonomous functions that can predict and avoid possible hazardous situations. Such systems are growing rapidly for example in automotive industry [11] [12] .
One important function is to avoid collisions and utilizing various sensors and processing techniques to detect possible collisions. For example, [13] presents a system for real-time obstacle and lane detection in a structured environment based on stereoscopic cameras, [14] proposes the fusion algorithm for combining stereo vision and laser scanner data, [15] introduces the system for safe car navigation using multiple sensors and software algorithms, [16] describes the system for collision-free navigation for humanoid robot using laser range finder and camera, [17] investigates the effectiveness and drivers' acceptance of collision avoidance system. For MRP systems, a good balance between autonomous functions and manual driving is needed. Pilots must be able to not only use video-conferencing, but also to express behaviours through the mobile robot. For example, during the conversation the remote user might want to nod using the robot camera, or screen tilt function or to show impatience by slightly rotating left-right. This basic problem can be found in many different domains. Particularly, [18] and [19] discuss the problem of balanced control for urban search and rescue (USAR) robots, a constrained-based method for vehicle semiautonomous operation is presented in [20] , shared control for robots is discussed in [21] . Different operation modes for cooperative control are shown in [22] .
In this paper we present an image-based system for drivable area discovery and collision avoidance for telepresence robot which implements the cooperative control paradigm in a parallel mode in combined case [22] . The system only uses the video stream from the robot to find drivable areas based on floor samples. The current paper is based on the previous research reported in [23] .
The rest of the paper is organized as follows: Section 2 depicts our cooperative driving system along with the drivable area discovery algorithm. First tests are described in Section 3. The paper is concluded by Section 4.
Semi-autonomous Cooperative Driving
When mobile robots are used in indoor environments and especially in homes of older adults, there are certain considerations that must be taken into account.
First of all, the safety aspect of a fully autonomous domestic robot might be questionable [24] . And this need special attention concerning that MRP systems naturally have human in the loop in most of cases, which makes the entire system even more complicated.
Another important aspect of a telepresence robot is its ability to keep the balance between autonomy or semi-autonomy with a possibility for human users to express behaviours through the robot as briefly mentioned in Section 1. It is important to understand that a MRP system is not only a video-conferencing system on wheels. Its ability to mediate user's statements through body language is also important. In this light, our proposed system attempts to combine robot's semi-autonomy with a possibility for manned behaviours. We use parallel shared cooperation control to combine manned driving performed by an operator with an autonomous collision avoidance algorithm.
System Architecture
The system which we use for this study is the Giraff MRP system [25] . It is a split system in which there are two essential components: the Giraff robot and pilot interface called Giraff Pilot. Since both parts of the system are actually PCs running Windows R OSs, and several levels of API are currently available for developers, there are several possibilities to inject drivable area discovery algorithm into the basic system. Currently, all semi-autonomous driving functions are implemented on the side of pilot. There are advantages and drawbacks of such solution in comparison to the robot-side implementation of collision avoidance. There are two factors which influence the decision on pilot side implementation:
• When all processing is done on the pilot side, there is no dependency on the robot itself. Thus, the tests can be carried out with different robots and in case of lacking computational resources, a pilot side computer's performance can be increased in an easy way.
• The problem of synchronization under conditions of variable control latency is also eliminated. The control latency of the system depends on many factors and cannot be easily controlled except the case when there is a direct network connection between the robot and the pilot. Performing all processing on the same side eliminates the need of synchronization. The downsides of this decisions are the reduced quality of the video stream (frames may contain compression artefacts) and a varying framerate.
Image-Based Drivable Area Discovery
The current implementation of the drivable area discovery algorithm is based on a combination of image thresholding in HSV-space [26] and flood filling. Thus, the method only uses the robot's camera for drivable area discovery. In this paper, the algorithm is called "image-based" because the whole processing is done from scratch on each frame and there is not between-frame persistence of the discovered drivable area.
While
only use images provided by the onboard camera is driven by the intent to use a standard platform with no hardware modification, to reduce overall system cost and to ease portability to other robotic platforms.
Method The frames received from the robot have the resolution of 640 X 480 px at the rate of 15-25 FPS. Therefore, our goal was to develop an algorithm simple enough to be able to process frames in real time using a standard office PC for pilot. The full processing chain for the algorithm is shown in Fig. 1 . Fig. 1 : Algorithm of the frame processing. Note that global floor samples are being loaded outside the frame processing.
The algorithm uses samples of known surfaces called "floor samples" to discover the drivable area from frames. There are two kinds of floor samples used by algorithms. First, global floor samples are those which are previously known to belong to floor surfaces allowed to drive. Those floor samples come from initial teaching and experience. Additionally, local floor samples are taken from each frame to allow traversal of unknown surfaces further algorithm learning. Pilot users can choose to store recently taken local floor patterns into the permanent database. Local floor samples are taken in front and on both sides of the robot's base. The actual capturing area is shown on Fig. 2 . In the preparation phase, additionally to selecting the region of interest, the Canny edge detection and Hough transform [27] is applied to find any long straight lines and draw them back to the frame. This is done to emphasize the margins between segments of the frame (e.g. floor and wall) which may have not significantly different color to be found by thresholding, but the margin can be still extracted by edge detection and Hough transform. After that, the frame is converted into HSV color space and thresholding is performed using the global floor samples loaded from the library and local floor samples taken in front of the robot.
After the main plugin loop received any discovered drivable area, it attempts to avoid possible collisions or to minimize impact. The algorithm for collision avoidance is shown of Fig. 3 . The proposed system implements the cooperative control paradigm in a parallel mode in combined case. Therefore, the user input is modified by the system to avoid obstacles if there are any in the drivable area. As it can be seen from Fig. 3 , the system attempts to find two types of obstacle. First, it the drivable area is fully cut by some straight line (like from the wall or furnitures), the collision avoidance algorithm attempts to make a turn to avoid collision. Then, if the drivable area contains some obstacle, but no straight line is found, the system reduces the current speed.
Implementation All image processing is done on the pilot side. Giraff Pilot plugin API [25] was used to embed the code into the basic Giraff Pilot software. Development is accomplished in Java, using JavaCV 1 [29] computer vision library.
Giraff Pilot plugin API offer two interfaces: 1. GiraffViewPlugin interface, which allows to access the video stream received from the robot and manipulate the video stream on the user interface; 2. GiraffDrivePlugin interface, which extends the previous one with hardware access and driving capabilities. The latter is used in this study.
Essentially, the Cooperative Driving plugin replaces the original driving UI in that sense that it implements all basic robot driving functions. but also incorporates cooperative driving and collision avoidance parts.
When the pilot application starts it also loads and instantiates all available plugins. The cooperative driving plugin is designed in a way to also load all dependencies during this stage to avoid any delays if the plugin is actually selected and started by users. Then, during the call when the plugin is actually started by user it identifies available CPU cores and memory and starts processing each new frame in a new thread. The framerate of the video stream received from the robot depends on many factors, such as selected resolutions, network conditions, available PC resources, etc. The plugin attempts to use maximum available CPU cores and starts processing each frame, but may skip some frames if the received framerate is too high in comparison to computational resources available.
Preliminary Evaluation
Two variations of the visualization method were developed and incorporated into the Giraff pilot software. They are shown on Fig. 4 and Fig. 5 . On the user interface, the main video area shows the video stream received from the robot along with some overlays containing important information (resolution and framerate, rotation and back up buttons, battery status), a driving line (green on both screens) and a drivable area discovery visualization. The driving is done with a mouse. Our previous research [30] shows that using projected image which corresponds to the real robot's size in user interface can assist novice users to drive in narrow passages. This was used for the second visualization method shown in Fig. 5 . At the same time, the interface with round shape visualization helps users to identify obstacles in the sides of the robot. Nevertheless, the drivable area discovery and obstacle avoidance algorithms behind both visualization methods are identical and use the same region of interest to cope with obstacles in front and on the sides of the robot.
Some examples of drivable area discovery is shown in Fig. 6 . In the case (b) the collision avoidance algorithm extracts the straight line in the drivable area (shadow of the bed) and attempts to turn left to avoid front collision. Of course, this implementation of collision avoidance inevitably falls into a local minima, for example, in the corner of the room, which was observed during the trials. On other cases no long enough straight lines is found and the system reduces the forward speed. Fig. 6d shows the work of the drivable area discovery in a fast motion when the robot is being rotated. It can be clearly seen that there is a gap between the margin of the extracted drivable area and the actual obstacle 2 caused by the frame processing lag. In this test the system was trained and used both local floor samples along with the previously captured and stored global samples. The video demonstration of this test is available also in [23] . In another test, the robot was put into an environment with a coloured and reflective floor without any global samples to work with (see Fig. 7 ). Here, several issues with the drivable area discovery system were discovered. First, the system is not capable to cope with light blobs (see Fig. 7b and Fig. 7c ). This is due to a restriction in the algorithm which does not permit to classify overexposed segments as drivable. This limitation does not also allow the robot to traverse the overexposed area in Fig. 7d . One possible way to address the issue with light blobs in the future is to track them in motion according to the robot's actual speed. Another issue seen in Fig. 7c is the margin between two different areas. Although both areas are classified as drivable according to the local floor samples captured in both areas, the margin between them is still considered as an obstacle due to the straight line detection stage. In both tests, the pilot software was run on an average laptop PC 3 using Oracle R Java TM SE Runtime Environment 1.7.0.
In this configuration, the average measured performance was 18.7 FPS (average frame processing time is µ = 53.4ms, σ = 10.0ms).
Discussion and Future Work
This paper outlines an attempt to incorporate active collision avoidance into a teleoperated mobile robot. This issue is currently well known and recent research shows rapid development of new technologies and their application in automotive industry. However, it appears quite a new and different problem for teleoperation and mobile robotic telepresence in particular when users have different level of immersion and depth perception.
There are two main directions of future work. First of all, the system reported in this paper was primarily developed for conducting studies in the HRI field. Specifically, the possible difference in technology perception and pilots' self confidence depending on the system autonomous behaviour is of a particular interest. We are also interested in evaluating semi-autonomous systems in conversational situations.
At the same time, reliability of the system must be improved in order to allow more complicated experimental scenarios and thorough evaluations. The currently used drivable area discovery algorithm does not guarantee stable work on surfaces with complex patterns. To overcome this limitation, another or additional methods must be implemented. Such methods can be based for example Local Binary Patterns [31] or Gabor filters [32] .
