Abstract-In recent years, computer systems are widely used in the modern Chinese part of speech tagging. Modern Chinese part of speech tagging is a basic subject in the natural language processing. It is widely used in machine translation, natural language understanding, establishing of the Chinese corpus, information retrieval, text classification, text proofreading and speech recognition, among others. In the part of speech tagging, multi-category words part of speech (POS) tagging is always a difficulty. Although the total number of multi-category words in the modern Chinese is not high, the usage is fairly widespread. This paper, proposes an algorithm of multi-category words part of speech tagging. First, it is word segmentation according to the traditional method. And then, on this basis, we introduce a method based on the rules of multi-category words part of speech tagging. Finally, a detailed description of the Hidden Markov Model (HMM) used in the words part of speech tagging, and a statistical algorithm based on Hidden Markov Model.
INTRODUCTION
The main task of modern Chinese part of speech tagging is to mark ambiguous word part of speech through the use of computer, in a manner that is automatic and accurate. Presently, the language model of part of speech tagging can be divided into two parts: method based on rules and method based on statistics [2] . The method based on rules has poor adaptability, and needs a special large corpus support. Non statistical model is often used as an independent tagger. Consequently, it is difficult for it to be used as a component part of a larger probability model. However, the method based on the statistics is using different algorithms, according to the probability of word occurrences, to mark with probability statistics. This method can make up for the shortcomings of the method based on the rules. Among the methods based on statistical approaches, Hidden Markov Model is widely applied. It is one of the best language models in the statistical model. [3] . In recent years, domestic scholars also have done a lot of research. A lot of literature has written on the concrete analysis and improvement for the traditional Hidden Markov Model used in part of speech tagging. This paper combines the rule-based method with the statistic based method to implement annotation on Modern Chinese ambiguity among words, focuses on the application of statistical method.
Ⅱ
WORD SEGMENT TECHNOLOGY The word segment is the continuous word sequence of language according to certain standard reconfigured into a sequence of words.
After many years of research, word segment technology has been more widely entrenched presently. Maximum matching (MM) method is one of the most effective methods. Maximum matching method proposed by the Soviet Union experts in twentieth Century at the end of the 50's, is a kind of automatic word segment algorithm that appeared earliest. The basic idea of the algorithm is: first build lexicon, which contains all the possible words, the word to segment given by a string of Chinese characters S, according to a certain principle (positive or negative) get the substring of S. If the substring matched with an entry in the lexicon, the substring is the word segment. Continue to segment the rest, until the rest is empty. Otherwise, the substring is not a word, is to take S substring matching. The MM method is a widely used for mechanical word segmentation method. The "machine" means the algorithm only depend on the existing dictionary for matching [4] .
According to each matching priority of long International Conference on Mechatronics, Electronic, Industrial and Control Engineering (MEIC 2014) term or short term, mechanical word segment method is divided into the maximum matching method and the minimum matching method. According to the direction of the scan list and the interception of words by increasing words or decreasing words. Mechanical word segment method is divided into forward MM method, reverse MM method, adding word MM method and minus word MM method. Maximum matching method commonly used, assumes that the longest term in automatic word segment dictionary contains a number of I Chinese characters, and then take the material to be processed in the current string sequence of I characters as the matching field, matching by looking up word segment dictionary . Matching word segment technique was actually restricted by thesaurus capacity. However, after decades of research, the basic thesaurus capacity has reached the demand of practical application.
Ⅲ
METHOD BASED ON THE RULE Rule-based method is a traditional method. Its advantage is to make full use of existing achievements in linguistics. For some special ambiguity combination, this method can obtain a high effect of eliminating different meanings by detailed description of the feature information in the context of words and part of speech.Obviously, the rule-based method requires a large corpus. The corpus is divided into raw corpus and mature corpus.Raw corpus refers to those original text without being processed, while mature corpus is the part of speech tagged corpus. Because calculation of the data needs to be words and part of speech information, it must be annotated and data statistics provided using the corpus information.
To this end, we accumulate years of study to form the existing corpus. Corpus is such as People's Daily, the famous novels, novels in China Mainland, Hong kong and Taiwan novels, the scientific and technological paper, and others. In the process of data collection, only "准备" as an example, we collected 62765 sentences. By giving each sentence manual annotation, we summarized the tagging rules.
For example:
From example 1 , it is not difficult to conclude that if the word "准备" is followed by the word "着", then the word "准备" is a verb (v). And from example 2, it was not difficult to conclude that if the word "的 " comes before the word "准备", then the word "准备 " must be a noun(n).
In example 1 and example 2，"准备" is a noun / verb multi-category word.
The part of speech tagging program interface of the method based on rules refers to Figure 1 .
The method based on rules is supported by corpus. If the corpus is large enough and the words to be tagged can be covered by corpus, then the tagging accuracy is extremely high, and can even reach 100%. However, with the new words appearing more and more commonly, even new collocation structure appears, the tagging accuracy may have change. Although the method based on rules is an important part of speech tagging method, it can not be the only method. It must be combined with the method based on statistics. There are many kinds of methods based on statistics, they have different characteristics. Hidden Markov Model is one of the methods that are based on statistical approach. And this model are widely used with better effect in statistical models. HIDDEN MARKOV MODEL OVERVIEW Markov model describes a class of important stochastic process. Assume the existence of a sequence of random variables (usually related to time), such that it satisfies the following conditions: each random variable is not mutually independent of each other, and each random variable only depends on the random variable before it in the sequence. In many similar systems, we can make the assumption that, to predict the future state based on the now state without consideing the past state. That is to say, the future random variables in the sequence have nothing to do with the past random variables. It conditional depends on the current random variables. Random variable sequences like this, often referred to a Markov chain. We can say the sequence has a Markov property.
Assume that X={X 1 , X 2 , …...,X T } is a value for S={s 1 ,s 2 ,......,s N } random variable sequence, the properties of the Markov model are as follows:
(1) P(X t+1 =S k |X 1 ,X 2 ,...,X t )=P(X t+1 =S k |X t ) [5] .
Ⅴ THE APPLICATION OF THE HIDDEN MARKOV MODEL TO PART OF SPEECH TAGGING
Modern Chinese part of speech tagging problem can be described as a state sequence whose part of speech sequence t 1 , t 2 ,…,t n is hidden, under the condition of a known word sequence w 1 ,w 2 ,…,w n . The result of our study is to count the part of speech transfer matrix [a ij ] and the output matrix [b jk ] from part of speech to words. The problem solving process is to find the most likely state sequence.
According to the word segment method mentioned above, we assume that W is the word sequence after the word segment, T is a possible part of speech tagging sequence of W, T* is the final result of tagging, that is the maximal probability part of speech sequence. Thus we can get: W= (w 1 ,w 2 ,…,w n ) T= (t 1 ,t 2 ,…,t n ) T*= argmaxP (T|W) So, the question turns out to be the question of W search, the best hidden Markov state sequence T under the condition of a given observed sequence.
Applying Bayes algorithm, we obtain,
T*=argmax For a given word sequence, the word sequence probability P (W) is same for any part of speech tagging sequence. So we can ignore it in the calculation of T*, then T*=argmax P(T)P(W|T) According to the N element syntax hypothesis, there is P(T)P(W|T)≈ p(w i | w 1 t 1 …w i-1 t i-1 t i )p(t i | w 1 t 1 …w i-1 t i-1 )
By using the bigram model, there are P(w i |w 1 t 1 …w i-1 t i-1 t i )=P(w i |t i ) P(t i |w 1 t 1 …w i-1 t i-1 )=P(t i |t i-1 ) So T *=argmax P(w i |t i )P(t i | t i-1 ) Here, P(w i |t i ) is the probability of the word w i whose part of speech is t i , P(t i | t i-1 ) refers to the transition probability of the part of speech t i-1 to part of speech t i [6] .
Thus we get the final part of speech tagging results of the Multi-category words.
Through these calculations, we use maximum likelihood estimation to estimate the two probabilities from the relative frequency:
Here C(w i , t i ) is the number of occurrences of the word w i as the part of speech t i in modern Chinese part of speech tagging corpus. C(t i ) is the number of occurrences of the part of speech of t i ; C(t i-1 ，t i ) is the number of two adjacent part of speech for T i-1 and t i .
Using statistics of January 1998 People's Daily idiom material (8621K), we obtain the POS transfer matrix and part of speech frequency table [7] . Referring to the following data:
回顾 (v, non multi-category)发展(n/ v, multicategory) 的 (u, non multi-category), 历史 (n, non multi-category). The calculation process according to the following presentation: We can see, the probability of v is greater than the probability of n for 发展. Therefore, the part of speech tagging result is as follows:
回顾/v发展/v的/u历史/n With the help of above hidden Markov model, we put the algorithm into the multi-category word part of speech tagging computer system and tag the existing corpus. The tagging result can basically meet the needs of multi-category words part of speech tagging in the modern Chinese.
Ⅵ
COMPARED TO OTHER METHODS In addition to the hidden Markov model, the cascaded hidden Markov model, maximum entropy method and decision tree methods are methods based on the statistical method. These methods are used in the different POS tagging methods.These methods are as follows.
A. Cascaded Hidden Markov Model
Cascaded Hidden Markov Model (referred to as CHMM) is a multi-layer hidden Markov model.It is actually a combination of simple HMM. Several ways between the layers of hidden Markov models associated with each other, forming a close coupling relationship between each layer. Each HMM layer share a word segmentation map as the public data structure; each layer of hidden Markov model using N-Best strategy, a plurality of the best results will produce to the word map for the higher level model; low layer HMM provides data to high layer HMM at the same time, and also provides the support for the parameter estimation of the data. The time complexity of the system and HMM are the same [8] .
B. Maximum entropy Method
The maximum entropy principle was first proposed by E. T Jaynes. Many things show a certain randomness, the results are often not identified. We do not know the probability distribution of the random phenomenon, only know a few samples or sample characteristics. How to make a reasonable judgment on the distribution, it is necessary to solve the problem. Maximum entropy model is based on a sample of information on a method for an unknown distribution of inference. When we have known some of the information, the most rational probability distribution is consistent with the given information and the maximal entropy distribution [9] .
C. Decision tree Method
Decision tree is induction algorithm widely used in data mining. At the same time it is also a powerful tool for solving classification problems. The decision tree by constructing a two fork tree or multi fork tree, make the examples from the root node to a leaf node arrangement, and make the examples classification. A leaf node is the classification of examples. Each node on the tree for example specifies an attribute test, and each branch of the node Correspond with a possible value. The method of example classification is started from the root node. The node test attribute is specified, then according to the attribute of the given example value to grow down. This process repeats in the subtree that is the root again the new node [10] .
To make a long story short, there are many methods of modern Chinese multi-category words part of speech tagging based on statistics.But after our experiment, we think that the hidden Markov model is the best method. Ⅶ CONCLUSIONS Part of speech tagging is very significant for the understanding of natural language especially in the syntactic analysis and the semantic analysis of the input text. This paper mainly introduces the part of speech tagging methods of modern Chinese multicategory word based on HMM model. Of course, the multi-category words part of speech tagging based on HMM model is just one of the different multicategory words part of speech tagging methods. There are also a lot of methods can solve these problems, and each methods has its own merits.
The exploration of the construction of special multi-category word information database is also the focus of our study in the future. The difficulty of this work is dynamic parts of speech tagging by computer, eliminate ambiguity, and make full use of the existing corpus tagging technology and the parts of speech research to solve the unsolved problems. We shall explore the corresponding rules of parts of speech and functions to build the functional system along with the existing system of parts of speech, to build a fully functional multi-category words information datebase.
