The mathematical approach proposed in this paper refers to the modelling of large systems of interacting entities whose microscopic state includes not only mechanical variables (typically position and velocity), but also specific activities of the single entity. Their number is sufficiently large to describe the overall state of the system by a suitable probability distribution over the microscopic state. The first part of the paper is devoted to the derivation of mathematical structures which can be properly used to model a variety of models in different fields of applied sciences. Then, some research perspectives are focused on applications to biological systems.
Introduction
A mathematical kinetic theory of large systems of active particles has been developed, in the last two decades, to model complex systems in biology. This approach was first introduced in the paper by Jager and Segel [1] to model the social behavior of colonies of insects. This method has been subsequently developed by other authors [2, 3] , to model population dynamics of interacting individuals whose microscopic state is related to their social and/or biological behavior.
Within the above line, the modelling of the behavior of large populations of interacting cells has been proposed in [4] , with special attention to the immune competition. The ideas proposed in [4] have been developed by various authors, e.g. [5] [6] [7] [8] [9] [10] , with reference to different aspects of the competition including the mathematical description of specific therapies. The existing literature concerning the above topic is documented in the expository paper [11] , and in the book [12] .
The term active particles [13, 14] , denotes microscopic entities whose state includes, in addition to geometrical and mechanical variables, a microscopic state related to their socio-biological behavior, called activity. Microscopic interactions do not follow rules of mechanics (classical or quantum), but are governed by a somehow organized behavior that cannot be modelled simply by the laws of mechanics. Indeed, this is one peculiarity of biological systems, and in general of living systems [15] .
The first mathematical problem to face is the derivation of an evolution equation for the one-particle distribution function over the microscopic state of the active particles. The derivation follows rules analogous to those of the mathematical kinetic theory of classical particles. Specific results are proposed in [11, 14] with special attention to multicellular systems related to cancer phenomena.
In this paper, the application of the kinetic theory for active particles is focused on the modelling of multicellular systems, and specifically on tumor growth, due to genetic evolution, in competition with the immune system. The description of the above biological system, delivered in Section 2, indicates that relevant phenomena occur at least in three scales: subcellular, cellular, and macroscopic. The mathematical problem consists in deriving models at a scale suitable to be properly related both to the lower and to the higher scale. It is a challenging target somehow related to the attempt of designing mathematical methods to describe the behavior of the living matter by mathematical equations. The conceptual lines followed in this paper are identified by the following steps.
1. Derivation, on the basis of the methods of the mathematical kinetic theory for active particles, of evolution equations for the one-particle distribution function over the microscopic state of the cells belonging to a large system of interacting individuals. Classically, as in kinetic theory, the equation is derived by a particle balance in the elementary volume of the space of the microscopic states. The derivation needs a detailed modelling of microscopic interactions. 2. Modelling subcellular interactions to describe mathematically cellular interactions and dynamics to implement the kinetic model. The analysis is first related to the onset of tumor cells, and then to their competition with the immune system. 3. Analysis of the conceptual steps towards the derivation of a bio-mathematical theory for multicellular systems to be viewed as a multiscale theory.
The above topics are dealt with in the sections that follow with the aim of analyzing how the conceptual approach proposed in [12] can possibly be developed towards a deeper analysis of biological phenomena. Specifically: Section 2 deals with a brief phenomenological description of the class of systems with special attention to the physical events at each scale. Section 3 proposes, as a development of the analysis in [12] , suitable mathematical structures of the kinetic theory to be used for the above described analysis; it is also shown how the above frameworks can be properly used as a fundamental paradigm towards modelling complex biological phenomena. Section 4 analyzes the link of the class of models proposed in this paper with the lower and higher scales. Finally some conclusions and research perspectives are outlined.
From a phenomenological to a mathematical description
The aim of this paper is to propose a mathematical approach suitable for modeling large systems of interacting entities whose microscopic state includes not only geometrical and mechanical variables, but also peculiar functions or specific activities. The number of the above entities is sufficiently large to describe the overall state of the system by a suitable probability distribution over the microscopic state.
The above phenomenological description needs to be transformed into a mathematical description. The first step consists in assessing the variables to be used to describe the above system according to the observation and representation scales selected for the modelling process. In the following, some preliminary definitions will be given also with the aim of unifying a broad and somehow dispersed literature.
Concerning with the selection of the observation and representation scales, the following definitions are consistent with the analysis developed in the sequel of the paper:
• The microscopic scale is related to the mathematical description of each element of the whole system. The microscopic state is the variable used to describe the physical state of each element.
• The macroscopic scale is related to the mathematical description of gross quantities corresponding to averages, local in space, of microscopic states. These averaged variables define the macroscopic state.
Different phenomena correspond to each scale. Relating specifically to multicellular systems including tumor cells in competition with the immune system, the microscopic scale corresponds to cells, while the macroscopic scale corresponds to biological tissues. The following description can be extracted from [16] :
• Models at cellular scale are proposed to simulate the effects of the failure of programmed cell death and of the loss of cell differentiation. If and when a tumor cell is recognized by immune cells, a competition starts, which may end up either with the destruction of tumor cells or with the inhibition and depression of the immune system. Cellular interactions are regulated by signals emitted and received by cells through complex shape reception and transduction processes. On the other hand, the development of tumor cells, if not suppressed by the immune system, tends towards condensation into a solid form so that macroscopic features become important.
• Models at tissue level scale correspond to the stage where tumor cells start to condense and aggregate into an entity that eventually evolves as a quasi fractal surface which interacts with the outer environment, for example normal host cells and the immune system. These interactions usually occur on the surface and within a layer where angiogenesis (the process of formation of new blood vessels, induced by factors secreted by the tumor, and vital for tumor growth) takes place. Here, one has the overlap of phenomena at the cellular level with typical macroscopic behavior such as diffusion or, more generally, phenomena that can be related to the mass balance or evolution of macroscopic variables such as tumor size.
It is plain that biological phenomena at both the above scales are ruled by biological events at the sub-cellular scale. The evolution of a cell is regulated by the genes contained in its nucleus. Receptors on the cell surface can receive signals that are then transmitted to the cell nucleus, and the genes can be activated or suppressed. Particular signals can induce a cell to reproduce itself in the form of identical or differentiated descendants, or to die and disappear apparently without trace, so-called apoptosis or programmed cell death. This proliferation activates a competitivecooperative interaction between tumor cells and cells of the immune system. If the immune system is active and able to recognize the tumor cells, then it may be able to develop a destruction mechanism; otherwise, tumor growth may develop progressively.
Deeper additional information is delivered in the literature of biological sciences [17] [18] [19] [20] concerning specifically the multicellular system dealt with in this paper, but also general aspects of new approaches of theoretical biology in this century. The above cited papers implicitly indicate the need of use of methods of statistical mechanics. Indeed, methods of mathematical kinetic theory have been developed, as documented in [12] , looking at a multiscale representation of multicellular systems. In this case, the overall statistical description of the system is given by a suitable probability distribution over the microscopic state of the elements of the system. Classic macroscopic variables can be obtained by suitable weighted moments of the above probability distribution.
Relating to the above scaling, some definitions can be given with reference to the previously described physical system.
• The elements interacting in the system are called active particles, which may be organized into different populations. Each population is characterized by different interaction rules between pairs of particles within the same population, or pairs of particles within different populations.
• The state of the active particles is called microscopic state, defined by the variable:
with
x (position) and v (velocity) describing the mechanical microscopic state of the particles, and u, called activity, describing the peculiar non-mechanical functions of the particles.
• The state of the system is described by the distribution function over the microscopic state:
where the subscript i = 1, . . . , n is related to the ith population. By definition:
denotes the number of active particles which, at the time t, are in the element [w, w + dw] of the space of the microscopic states.
• The local number density of the particles can be obtained, under suitable integrability assumptions on f i , as follows:
Additional quantities can be obtained by means of higher order moments, while the microscopic state may include additional variables suitable to identify more precisely the shape of the microscopic entities. In particular, the description of the microscopic mechanical state can be properly enlarged (if necessary) including additional variables such as, among others, angular configuration and rotation.
An interesting particular case to be analyzed is the spatially homogeneous case where the distribution of cells does not depend on the space variable, and the distribution over the velocity variable is constant in time. In this case, the distribution function depends only on the activity, and is obtained by marginal density of the distribution function (2):
for all populations. Then, first-order moments provide some interesting biological quantities such as the activation corresponding to the jth component of the state u, related to the ith populations:
and the activation density:
Mathematical frameworks towards modelling
The contents of this section deal with various developments of the mathematical framework proposed in [12] , Chapter 3, with the aim of including the mathematical description of additional biological phenomena. The final goal is designing, following [21] , a general mathematical framework suitable to act as a paradigm for the derivation of specific models.
The contents are organized through five subsections which follow this brief introduction. The first one summarizes the mathematical frameworks proposed in [12] , which is regarded as the basis of the developments proposed in what follows. Then, the remaining subsections analyze the following issues:
(i) modelling external actions related to interactions either with the outer environment, or with specific therapeutical actions; (ii) modelling high density effects by pair correlation functions and shielding effects; (iii) analysis of systems with variable number of populations related to genetic evolution; (iv) modelling perspectives based on the developments proposed in the preceding subsections.
Mathematical frameworks in the spatially homogeneous case
The analysis is related, to avoid overgeneralizations, to a system of two interacting populations: environmental and immune cells, whose microscopic state is a scalar variable, u ∈ (−∞, ∞). In the first population, negative values of u denote normal environmental cells which possess feeding ability, as in the case of endothelial cells, while positive values of u denote abnormal cells (e.g. tumor cells) which possess proliferating ability, and, moreover, are able to inhibit immune cells. In the second population, negative values of u denote inhibited immune cells, positive values denote the ability of immune cells to contrast the growth of abnormal cells.
The deviation from genetic or phenotipic normality of the cells of the first population will be called progression, as suggested in [17] ; it provides a criterion for describing the collective cellular changes that will develop in the tumor.
It is worth stressing that to consider only two populations is an attempt to reduce complexity, considering that each of the above two population can be specialized into several components. Therefore, we consider a collective behavior of various populations which are characterized by the same objective. For instance, various populations of the immune system attempt to contrast invasive cell carriers of a pathology. Relating explicitly to [12] , Chapter 3, the background framework is the following:
where the encounter rate between pairs of cells is defined as follows:
Moreover:
-B i j (u * , u * ; u) denotes the probability density that a candidate particle with state u * , of the ith population, after an encounter with the field particle, with state u * , of the jth population falls into the state u in the ith population. It has to be regarded as a probability density with respect to the variable u:
-µ i j (u * , u * ) models proliferation of the test particle with state u * , of the ith population, after an encounter with the field particle, with state u * , of the jth population. The proliferation rate is η 0 i j µ i j (u * , u * ). Of course, some technical developments, such as enlarging the number of interacting populations or using vector variables, do not change the mathematical structure of the equation, although these modifications may possibly include the description of relevant phenomena as we shall see in the last section. The superscript "b" is dropped, in the analysis that follows, to avoid heavy notation.
Modelling external actions
The mathematical framework delivered by Eqs. (8) and (9) refers to an isolated system, i.e. in the absence of external actions, which may be applied by the outer environment and/or by specific therapeutical actions. This section proposes a generalization of the above framework with the aim of including the mathematical description of external actions.
The modelling can be described by deterministic or stochastic terms. In the first case, the action is identified by a term k i = k i (t, u) given as a known function of time and of activation. Specifically k i acts as a transport term which drives the distribution function towards higher or lower states of the activation. The resulting equation is as follows:
where the right-hand-side term
is the same as in Eq. (8).
The stochastic modelling of external actions applies to the terms J i [ f ] by given actions:
which may either modify the microscopic state or produce proliferating or destructive events. The action is then developed at a microscopic level through a variable denoted by z which is related to the intensity of the action developed at microscopic level for each population: g 1 → f 1 and g 2 → f 2 . For instance, the action may be the outcome of a therapeutical treatment, like a drug, which acts to stimulate the proliferation rate of immune cells, or destroy the abnormal cells. The mathematical structure writes as follows:
where: η a i j is the encounter rate of the external action to the inner system; P i j (u * , z * ; u) denotes the probability density that a candidate particle with state u * , of the ith population, after an encounter with the field particle action, with state z * , of the jth population falls, into the state u in the ith population.
p i j (u, z * ) models the proliferation of the test particle with state u, of the ith population, after an encounter with the field particle action, with state z * , of the jth population. The proliferation rate is η a i j p i j (u * , z * ). When both actions are applied, the mathematical structure is as follows:
where
is the right hand side of Eq. (13). The above structure is valid when the distribution functions g 1 and g 2 are known functions of time. On the other hand, some applications are such that microscopic interactions modify these functions. Therefore, the mathematical structure can be obtained by adding to the evolution equation additional populations of active particles interacting with the first two populations. The structure is the one reported in Eq. (8), maybe with a source term to describe the inlet of particles corresponding to the specific therapy under consideration.
Correlation functions and high-density effects
The mathematical framework analyzed above in this section is valid only when the distances between active particles are consistent with the assumption of binary interactions. On the other hand, high-density effects have to be taken into account when cells start to condense into aggregate structures.
The mathematical kinetic theory of classical particles deals with the above outlined issue by means of suitable developments of the Boltzmann equation, for instance the Enskog equation documented in the books [22, 23] . A similar analysis can be developed also in the case of kinetic theory for active particles, however consistently with the different structure of the governing equations. Indeed, the main difference concerns the structure of the equilibrium distribution function, which for a gas of classical particles is a Maxwellian with the velocity variable defined over the whole space R 3 . The distribution tends to zero when the velocity tends to infinity with exponential decay: the lowest is the local temperature, the strongest is the decay.
On the other hand, the velocity of cells in a biological system is bounded, while when the density tends to the maximum packing value n M , then the above-mentioned distribution tends to a delta Dirac function over the value zero of the velocity. Therefore, let
where n is the overall density. Then, a biologically reasonable approximation of the averaging process (9) is η 0
The phenomenology of the system suggests to describe a trend η → 0 corresponding to b → 1. Moreover, a pair correlation function χ ( f i , f j ) should be introduced to take into account the shielding effect of the presence of other particles within the interaction domain of the interacting pairs.
The reference structure (8) can then be rewritten as follows:
The above simple approximation of a high-density effect modifies substantially the structure of the equation, and consequently the related ability to describe biological phenomena.
Modelling heterogeneity from genetic mutations
The frameworks described in the preceding subsections are related to a continuous evolution towards progressing states. On the other hand, progressing cells may be subject to mutations which may generate new cells with higher progressing states, higher ability to proliferate and to inhibit the immune system, which finally may generate the heterogeneity patterns observed in [17] .
In order to deal with the above phenomena, some technical modifications of the definition of the microscopic state and its statistical representation are useful. Consider a large system of four interacting cell populations homogeneously distributed in space. The microscopic state of cells is identified by a scalar variable u ∈ [0, ∞) which represents the relevant biological function within each population. The cell populations which are involved in the competition are: i = 1. Differentiated cells, where u is the age. They are normal cells, with a standard lifetime, characterized by regular replication, differentiation, and apoptosis. However, this population may, with small probability, generate weakly progressing cells. i = 2. Weakly progressing cells, where u is the progression. These cells have lost their differentiation and initiate a very slow proliferation. Moreover, they may generate cells in a third population characterized by a relatively greater proliferation ability. i = 3. Progressing cells, where u is again the progression. These cells are characterized by a relatively greater proliferation ability with respect to the second population not only to proliferate, but also by a greater velocity of progression and by the ability to hide their presence with respect to the immune system. i = 4. Immune cells, where u is the activation. These cells have the ability to contrast tumor cells either by weakening their progression (DNA repair) or by destroying them.
This subsection, following [24] , deals with the derivation of a mathematical framework suitable to describe the evolution of the distribution functions f i = f i (t, u) that acts as a general paradigm for the derivation of specific models generated by a detailed modelling of cellular interactions.
The formal equation expressing the balance of particles in the elementary volume of the microscopic state is as follows:
where the left-hand-side term models the flow, at time t, into the elementary volume of the state space of the ith population due to transport and interactions. In detail: k i (u) models external actions which modify the microscopic state.
(t, u) models the flow, at time t, into the elementary volume of the state space of the ith population due to conservative interactions:
where conservative interactions, which occur with rate η hk , are related to the candidate particle, with state u * , of the ith population and the field particle, with state u * , of the jth population; interactions are described by the term B i j (u * , u * ; u) which denotes the probability density that the candidate particles fall into the state u remaining in the same populations.
P i [ f ](t, u) models the flow, at time t, into the elementary volume of the state space of the ith population due to proliferating interactions with the transition of population:
where µ i hk (u * , u * ; u) models proliferation, into the ith population, due to interactions, which occur with rate η hk , of the candidate particle, with state u * , of the hth population and the field particle, with state u * , of the kth population.
(t, u) models the net flow, at time t, into the elementary volume of the state space of the ith population due to proliferating and destructive interactions without the transition of population:
where µ i j (u, u * ) models the net flux within the same population due to interactions, which occur with rate η i j of the test particle, with state u of the ith population and the field particle, with state u * of the jth population. Substituting the above expression into (17), yields:
Modelling perspectives
As already mentioned, the mathematical structure (8) has been used in [12] to model the immune competition between cell carriers of a pathology (abnormal cells) and the immune system. Cells are subject to conservative and/or destructive interactions, with rate η assumed to be the same for all populations. In detail, the following interactions are relevant:
• Conservative interactions: C.1, interactions between cells of the first population generate a continuous trend towards progressing states; C.2, the state of abnormal cells is reduced by encounters with active immune cells: C.3, the activation of immune cells is reduced by encounters with abnormal cells.
• Proliferating-destructive interactions: PD.1, abnormal cells undergo uncontrolled mitosis stimulated by encounters with non-progressing cells due to their feeding ability; PD.2, abnormal cells are partially destroyed due to encounters with active immune cells; PD.3, active immune cells proliferate due to encounters with abnormal cells.
The model is described in Chapter 3 of [12] , while a qualitative and computational analysis is developed in Chapters 4 and 5 to analyze the biological events that separate the two different trends: growth of abnormal cells with inhibition of immune cells, or depletion of abnormal cells by the immune system. This specific feature was discovered in [25] by simple computation, while the detailed analysis of [12] provides a detailed panorama of the various influence of biological functions over the above-mentioned trend.
The model, developed in [12] , still describes only a part of the large variety of phenomena related to the complex system with which we are dealing. Specifically, the following simplifications of physical reality can be mentioned:
(i) The number of involved cell populations is limited to two, while, in general, immune cells belong to several populations characterized by different functions.
(ii) The model is related to an isolated system, while the mathematical description of external actions, including therapy, should be included. This section aims to show how the generalizations proposed in the above subsections can be properly used towards modelling additional interesting biological events. Referring to the actions of the outer environment, or of specific therapies: k 1 > 0 models the natural trend, due to the outer system, towards greater progressing states; k 1 < 0 models specific therapeutic actions finalized to weaken the cell progression; k 2 > 0 models specific therapeutic actions finalized to activate the defense ability of immune cells. If the structure refers to therapeutic actions, the k i can be factorized into functions of time and activity only:
where the first term models the specific applications and may be related to suitable protocols, while the second term models the specific action. It can be easily recognized that an analogous reasoning can be developed for the case of stochastic modelling. Here, one may include therapeutical actions finalized to reduce the feeding ability of the blood vessels towards the tumor [26] ; see also [7] . Of course, as mentioned in item (i), the number of populations can possibly be increased specializing them accordingly to a relatively more refined interpretation of biological functions.
Still referring to a system of two populations only, the various generalizations proposed in Section 3.3 allow some phenomena outlined in (iii) to be described. Specifically, high-density effects have been taken into account by relating the encounter rate η to the local density as indicated in Eq. (16) . Of course, if condensation into solid forms has to be considered, then it is necessary to describe different types of encounter rate for cells on the surface of the solid tumor and cells inside the aggregate form.
The analysis of heterogeneity problems outlined in item (iv) can be described by the models proposed in [12] limited to time phenomena, while space heterogeneity, which is, however, a relevant phenomena as documented in [27, 28] , needs to introduce the space variable into the evolution equation.
However, time heterogeneity is also related to genetic mutations towards more and more malignant states; this means that progressing cells may generate new cells with relatively more malignant properties, as discussed in [29, 30] . The mathematical structures proposed in [24] may possibly be used to describe the above phenomena, as we have seen in the preceding subsection.
Time evolution and multiscale problems looking for a biological mathematical theory
This section looks at a deeper insight into the interactions between mathematical and biological sciences to verify how far the new paradigms which have been proposed in a rigorous framework, the mathematical theory, can be effectively regarded as a biological-mathematical theory. The analysis developed in [21] provides some guidance towards such an ambitious aim. In other words, we attempt to analyze how far the above target can be pursued by a mathematical approach which develops methods of the mathematical kinetic theory to deal with active particles (cells) rather than with classical particles.
In general, we can state that the mathematical frameworks proposed in Section 3 (including the indications for future developments) can be a useful reference for the design of specific models. According to [21] , mathematical models cannot be designed on the basis of a purely heuristic approach. They should be related to well-defined mathematical structures, which may act as a mathematical theory. Some examples of specific models are already reported in the bibliography, among others: [5] [6] [7] [8] [9] [10] [11] . Additional contributions are given by [31] [32] [33] , while general bibliographic indications of cancer modelling are reported in [34, 35] . Indeed, the above mathematical structure takes into account that the microscopic state of cells includes biological functions in addition to geometrical and mechanical variables. The modelling of microscopic interactions also refers to the organized behavior and ability of cells to interact and have a dialogue with other cells. Moreover, reproductive and destructive (even self-destructive) ability, as well as the ability to generate new populations due to genetic mutations are included.
Useful references, from the view point of biologists are: [20, 28, [36] [37] [38] [39] [40] . These papers analyze mechanisms, at the subcellular level, that generate the biological functions which play a relevant role in cellular interactions, e.g. genetic mutations, signalling, immune response.
It is important to stress, still in view of a biological-mathematical theory, that the evolution in time of the system requires models (equations) which change type. Specifically, the following phases can be identified:
• genetic mutations and generation of cells which lose their differentiation, becoming tumor cells;
• proliferation of tumor cells and their competition with the immune system; • further generation, again due to genetic mutations, of cells with higher progression ability, which implies ability to proliferate and to escape from the immune system; • aggregation into solid forms, still, however, in the presence of genetic mutations and phenomena at the cellular scale.
The first stage has been actively studied by several authors by means of master equations, which describe the evolution in time of the probability of genetic mutations, [41] [42] [43] [44] [45] . The derivation of these models is generally based on heuristic methods finalized to identify the parameters of the model by comparison with empirical data.
On the other hand, it is worth analyzing which type of additional work has to be developed to obtain a biomathematical theory. Continuing the reasoning proposed in [21] , this aspect can be developed by looking at the interactions with the lower and higher scales. The choice of the above reasoning is consistent with the fact that the functions of cells are generated by properties at the subcellular level, while multicellular systems cannot be simply observed and interpreted at a macroscopic level. A system constituted by millions of cells shows, at the macroscopic level, the output of the cooperative and organized behaviors which may not, or are not, singularly observed, and the evolution of the system has to be regarded as the output of the collective behavior of the whole variety of microscopic entities.
We claim that the mathematical structure proposed in Section 3 is a candidate to model the above evolution of models which change type. Specifically, modelling of the genetic evolution process which includes gene duplication, loss, and accumulation, can be referred to the structure proposed in Section 3.1, which is also valid to describe events indicated in the second and third stages of the above outlined evolution.
On the other hand, the same structure should be able to deliver the macroscopic equations to be used to describe the solid phase stage of tumors. The derivation of macroscopic equations from their microscopic behavior has been studied by several authors, including [46] [47] [48] [49] [50] [51] [52] . It is shown that the structure of the evolution equations depend on the rates related to the cell motions, whose dynamics is modelled by a velocity jump process with given turning frequency, and to the various biological events that characterize the system: conservative interactions that modify the biological state and proliferating and destructive interactions. The prevalence of a rate with respect to the other leads to different types of macroscopic equation. An interesting research perspective consists in developing a similar analysis for models derived according to the framework proposed in Section 3.5. Macroscopic models known in the literature, e.g. [53] [54] [55] , may be referred to equations derived according to the above approach.
Considering that the macroscopic stage is still influenced by the presence of microscopic entities and events, it is particularly important strictly to relate macroscopic equations to the models at the microscopic stage. Moreover, the system may include zones where both macro and micro situations are present as documented in, e.g., [26, [56] [57] [58] . The analysis of the relation with the lower (sub-cellular) scale is definitely the key to design a bio-mathematical theory. Indeed, the analysis can be finalized to implement the mathematical framework, called mathematical theory in [21] , by a robust biological theory.
The above outlined project should refer to the literature in the field, e.g. [28, 39, 40] , while specific examples where subcellular events are related to cellular functions are offered by [59, 60] . This general principle may possibly support models of the cellular dynamics, e.g. [61] [62] [63] [64] , where biological functions are assumed to be the same for all cells. The above reasoning on a multiscale approach to a bio-mathematical theory for multicellular systems should be regarded as the background towards the above ambitious research perspective.
