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Resumen
El comportamiento de un agente social colaborativo es diferente al de un agente aislado
porque debe considerar las metas, el conocimiento y las habilidades de los miembros de la
comunidad en la que participa. En este trabajo adoptamos gene´ricamente el modelo BDI y
analizamos dos alternativas diferentes para la representacio´n del conocimiento compartido
por los agentes del sistema. Presentamos un protocolo de negociacio´n explorando algunas
de las formas de interaccio´n posibles entre agentes auto´nomos, racionales y colaborativos.
Se propone luego un repertorio de primitivas de negociacio´n que permiten que cada agente
muestre su actitud frente a la negociacio´n y eventualmente influya en los planes e inten-
ciones de su interlocutor. Por u´ltimo mostramos algunos ejempos que permiten ilustrar
co´mo mejoran las oportunidades de colaboracio´n, cuando el conocimiento compartido se
distribuye entre pares de agentes.
1. Introduccio´n
El comportamiento de un agente social es diferente al de un agente aislado porque no actu´a
siguiendo exclusivamente sus metas, su conocimiento y sus habilidades sino que tambie´n debe
considerar las metas, el conocimiento y las habilidades de los miembros de la comunidad en
la que participa. En este trabajo adoptamos gene´ricamente el modelo BDI para representar la
actitud mental de cada miembro del grupo y un mecanimo de argumentacio´n rebatible para
razonar y construir planes.
El conocimiento de un agente incluye sus creencias acerca del dominio en el que actu´a, sus
deseos e intenciones y sus propias capacidades. Las creencias representan lo que el agente sabe
acerca del entorno que lo rodea, sus deseos e intenciones se refieren al estado que desea alcanzar
y representan sus motivaciones y compromisos.
Las habilidades esta´n asociadas a acciones que tienen precondiciones y consecuencias. Un
agente puede ejecutar una accio´n so´lo si sus creencias aseguran que se satisfacen las precondi-
ciones. Su aplicacio´n provoca consecuencias que pueden modificar las creencias, genera´ndose
una interaccio´n dina´mica y continua.
Cada agente elabora planes considerando sus creencias acerca del mundo, sus intenciones
respecto al estado deseado y sus habilidades para transformarlo. Un plan es una secuencia
de acciones que al ejecutarse provocan un cambio en el conocimiento acerca del entorno. El
mecanismo de argumentacio´n va a evaluar argumentos y contrargumentos para garantizar las
precondiciones de las acciones. En un sentido inverso, la ejecucio´n de una accio´n puede agregar
o remover hechos de las creencias, con la intencio´n de garantizar nuevas conclusiones.
Los agentes son auto´nomos y esa cualidad se refleja en el hecho de que ninguno va a sufrir
modificaciones en sus creencias como consecuencia de una accio´n ejecutada por otro agente. Sin
embargo, todos los miembros del grupo pueden modificar las creencias compartidas. Ma´s au´n,
cuando un agente encuentra una forma de atender un requerimiento de otro, su colaboracio´n
se refleja en la modificacio´n del conocimiento compartido.
La actitud de cada uno de ellos es cooperativa, las solicitudes de colaboracio´n pueden re-
solverse mediante un proceso de negociacio´n. Durante la negociacio´n, los agentes interactu´an
intentando influir en los planes y preferencias de los dema´s miembros del grupo, buscando al-
canzar un acuerdo compartido. La comunicacio´n provoca el intercambio de actos comunicativos
a trave´s de los cuales la actitud mental de cada agente puede cambiar.
Cada agente mantiene la consistencia entre sus propias creencias y las creencias compartidas,
pero no puede controlar la consistencia entre las creencias de los dema´s agentes y las creencias
compartidas. Si todo el conocimiento compartido es global, las oportunidades de colaboracio´n
pueden quedar restringidas, debido a la necesidad de mantener la consistencia.
En la siguiente seccio´n de este trabajo presentamos diferentes alternativas para la repre-
sentacio´n del conocimiento de los agentes de un sistema. En la tercera seccio´n planteamos un
protocolo de negociacio´n y analizamos algunas de las situaciones que pueden generarse durante
la interaccio´n. En la cuarta seccio´n se introduce la propuesta del lenguaje de interaccio´n. Luego,
en la quinta seccio´n se introduce la negociacio´n con conocimiento compartido global mostrando
ejemplos que ilustran las dificultades de esta opcio´n y a continuacio´n, en la u´ltima seccio´n
se elabora la propuesta considerando el conocimiento compartido distribuido. Finalmente, se
ofrecen las conclusiones del trabajo y se delinea el trabajo futuro.
2. Representacio´n del Conocimiento
El conocimiento de los miembros de un sistema multiagente puede organizarse de diferentes
maneras. La forma ma´s de´bil se conoce como conocimiento distribuido y en este caso cada
agente tiene su propio conjunto de creencias acerca del mundo, que dependen de su capacidad
de percepcio´n. En este modelo, cada agente puede percibir diferentes aspectos del mundo real y
adema´s tener un enfoque distinto acerca de un aspecto particular. A partir de esta consideracio´n,
es probable que el conocimiento de un miembro del grupo, sea inconsistente respecto al de los
dema´s.
La alternativa ma´s estricta es mantener el conocimiento compartido globalmente, de manera
tal que el conjunto de creencias sea compartido por todos los miembros del sistema. Cualquier
modificacio´n sobre el conocimiento afectara´ a todos los agentes del sistema.
Nuestra propuesta analiza dos alternativas intermedias. Una de ellas es que se mantengan
las dos formas de representacio´n. Cada agente tendra´ algunos conocimientos espec´ıficos, pero
tambie´n existira´ un conjunto de hechos compartidos por todos los miembros del grupo. As´ı,
el conocimiento individual de cada agente estara´ integrado por su conocimiento espec´ıfico y el
conocimiento compartido global. Cada agente razonara´ a partir de su conocimiento individual,
que le brinda una visio´n parcial pero consistente acerca del mundo.
Si el sistema esta´ integrado por dos agentes, cuando la negociacio´n termina en forma ex-
itosa, el conocimiento compartido deber´ıa modificarse para incorporar nuevas creencias y el
estado mental de ambos agentes cambiara´ como consecuencia de la interaccio´n [1]. Si el grupo
es numeroso, el acuerdo entre dos de los miembros del grupo no asegura que la modificacio´n del
conocimiento compartido global pueda realizarse, manteniendo la consistencia en el conocimien-
to individual de cada miembro. Es ma´s, todo el proceso de negociacio´n entre dos agentes podr´ıa
fracasar, au´n cuando hubieran llegado a un acuerdo, si al terminar el dia´logo tienen que solicitar
la aprobacio´n del resto del grupo.
La segunda alternativa analizada en este trabajo, supone mantener parte del conocimiento
compartido distribuido entre pares de agentes. Puede existir adema´s, un conjunto de hechos
conocidos por todos los miembros del grupo, que conformen el conocimiento compartido global.
El conocimiento compartido por cada par de agentes debera´ ser consistente con el conocimiento
compartido global.
En este modelo, el conocimiento individual de cada agente esta´ integrado por su conocimien-
to espec´ıfico, el conocimiento compartido con cada uno de los otros miembros del grupo y el
conocimiento compartido global. El proceso de negociacio´n no demanda en este caso el acuerdo
de todos los integrantes del sistema, sino so´lo de aquellos que han entablado una conversacio´n.
3. Protocolo de Interaccio´n
En un sistema multiagente el grupo puede ser homoge´neo o heteroge´neo. En el primer caso
todos los miembros son ide´nticos. En un grupo heteroge´neo los agentes pueden tener diferentes
creencias, deseos, intenciones y habilidades. En nuestro modelo el grupo es heteroge´neo y las
metas de cada uno de sus miembros esta´n ligadas a sus habilidades, aunque ocasionalmente
estas no resultan suficientes y esta´n forzados a solicitar colaboracio´n. Cuanto mayor sea el nivel
de especializacio´n de un agente respecto a sus metas, menos frecuentes sera´n sus requerimientos
de colaboracio´n.
Los agentes intentan hacer converger sus intereses, a trave´s de un proceso de negociacio´n
en el cual se establecen dia´logos en los que se intercambian propuestas y contrapropuestas. Si
el proceso es exitoso la interaccio´n termina cuando se alcanza un acuerdo compartido.
Cuando un agente a1 requiere de un literal p y no puede encontrar una garant´ıa para e´l
a partir de su conocimiento individual, ni elaborar una secuencia de acciones que le permita
agregarlo, inicia un dia´logo para solicitar colaboracio´n de otro miembro del grupo a2.
El agente a1 require asistencia de a2 a trave´s de una propuesta en la que solicita p. El agente
a2 recibe entonces la propuesta de a1 y pueden producirse diferentes situaciones.
Algunas de estas situaciones provocan que el dia´logo entre a1 y a2 continu´e, como se propone
en [1], intentando encontrar un acuerdo compartido. As´ı, es posible para atender el requerim-
iento de a1, a2 construya un plan que requiere de un literal q y elabore una contrapropuesta
solicitando q a a1. Alternativamente, a1 o a2 pueden lograr construir un plan adecuado para
atender una propuesta o contrapropuesta, pero este plan provoca algunos efectos colaterales
conflictivos con los planes o las creencias del otro agente.
En algu´n momento del dia´logo entre a1 y a2 puede suceder que:
a) Se alcanza un acuerdo compartido
b) Alguno de los dos no es capaz de atender una propuesta o contrapropuesta del otro
c) Alguno de los dos encuentra un conflicto entre una propuesta o contrapropuesta y sus
propias creencias, metas o planes.
Si el grupo incluye a otros miembros, cada una de estas situaciones los afectara´ de una
manera diferente.
En el primer caso, a2 acepta la propuesta indicando que encontro´ un modo de colaborar.
Si la colaboracio´n se hace efectiva, se van a agregar literales al conocimiento compartido, al-
gunos corresponden a las propuestas y contrapropuestas y otros a sus efectos colaterales. Si
todo el conocimiento compartido es global, la modificacio´n puede provocar conflictos con otros
miembros del grupo, que evidentemente no aparec´ıan en el modelo restringido a dos agentes.
En el segundo caso, a pesar de que ambos tienen una actitud colaborativa, en algu´n punto
del dia´logo uno de ellos, por ejemplo a2, indica que no es capaz de atender la propuesta de
a1, porque sus conocimientos o capacidades no son suficientes. El dia´logo se suspende y a1
solicitara´ la ayuda de algu´n otro miembro del grupo para obtener p. Si todo el conocimiento
compartido es global, el agente a2 no queda fuera del proceso de negociacio´n, au´n cuando a1
consiga colaboracio´n de otro miembro de la organizacio´n, todos los dema´s van a tener que
acordar las modificaciones sobre el conocimiento compartido, inclusive a2.
Una situacio´n algo ma´s compleja se produce cuando para atender la propuesta de a1 referida
a p, a2 solicita q a a3. Si a3 no puede atender el requerimiento q, puede reconocer que su
capacidad es insufiente o rechazar el pedido porque existe conflicto con sus propios planes. La
propuesta rechazada es de a2, pero originada a partir de su intencio´n de atender la solicitud de
a1. El agente a2 intentara´ colaborar con a1 a trave´s de un camino alternativo que no requiera del
literal q, si no lo logra y la razo´n es el conflicto con a3 respecto a q, el dia´logo puede evolucionar
de dos maneras diferentes.
Una posibilidad es que a2 continue negociando con a3 e insista en su propuesta acerca de
q y eventualmente demandando este literal. Alternativamente, considerando que el proceso de
negociacio´n lo inicio´ a1, puede ser que sea este u´ltimo el que tome una actitud ma´s ene´rgica
con a3. Este u´ltimo caso, el lenguaje debe incluir primitivas para que a2 le informe a a1 que
no pudo satisfacer su requerimiento porque tuvo conflicto con a3 respecto a q. El agente a1
puede solicitar colaboracio´n para p a otro miembro del grupo, inclusive a a3, pero si no la
obtiene revisara´ su plan. Si no encuentra un modo de satisfacer sus intenciones sin obtener
p, insistira´ solicita´ndole q a a3. Este u´ltimo intentara´ modificar sus planes para colaborar con
a1, pero si el conflicto se produjo con sus propias metas, volvera´ a rechazar la propuesta. El
agente a1 puede entonces demandar q y a3 se vera´ forzado a comprometerse con otra meta. Si
a3 modifica su meta o encuentra un plan alternativo para alcanzarla, de modo tal que evita el
conflicto respecto a q, acepta colaborar y a1 vuelve a pedirle p a a2.
En el caso c, uno de los agentes, por ejemplo a2 rechaza la propuesta de a1, porque se produce
alguna forma de conflicto y pueden darse a su vez dos situaciones diferentes. Una posibilidad
es que a2 pueda elaborar un plan para atender la propuesta de a1, pero este plan provoca
un efecto colateral q sobre los planes o intenciones de a1. Notemos que a2 no esta´ realmente
interesado en q, de modo que no va a insistir con la contrapropuesta, como si se tratara de una
necesidad propia. Si no encuentra un plan alternativo para colaborar, rechaza la solicitud del
literal p y a1 solicita la colaboracio´n de otro agente. Notemos que en este caso, la presencia
de otros miembros en el grupo, mejora las posibilidades de que el requerimiento de a1 pueda
satisfacerse.
Otra posibilidad es que a2 no pueda colaborar con a1 porque la propuesta misma provoca
conflictos con sus propios planes o intenciones. En este caso si el conocimiento compartido
es global, el problema no se resuelve con solicitar la colaboracio´n de otro miembro del grupo,
porque au´n obtenie´ndola no habra´ modo de modificar el conocimiento compartido, manteniendo
la consistencia de cada miembro del grupo.
El agente a1 puede revisar sus planes o insistir en su propuesta para que que a2 modifique
los suyos. Si au´n as´ı no hay acuerdo, a1 puede revisar sus intenciones o demandarle a a2 que
modifique las suyas.
El uso de ciertas palabras como insisto o demando infundira´ vehemencia al dia´logo e in-
fluira´ en la actitud del receptor. El repertorio de primitivas que conforman el lenguaje de
interaccio´n, debe permitir que los agentes expresen hasta que punto desean influir en la actitud
mental de su interlocutor.
4. Lenguaje de Interaccio´n
El razonamiento de un agente social es sustancialmente ma´s complejo que el de un agente
aislado. Cada agente va a actuar motivado por sus metas y condicionado por sus propias
creencias y por las de otros miembros del grupo. La existencia de otros miembros le va a permitir
solicitar y obtener colaboracio´n, pero tambie´n va a requerir cierta capacidad de interaccio´n.
En este sentido el rol de un lenguaje para agentes BDI es fundamental, porque permite
expresar actitudes mentales. La funcio´n esencial del lenguaje retiene muchos de los aspectos
que permiten la comunicacio´n humana.
Los lenguajes de interaccio´n basados en la Teo´ria del acto hablado, capturan las carac-
ter´ısticas esenciales de la comunicacio´n humana y las trasladan a un modelo adecuado para
el desarrollo de agentes artificiales. La idea es reconocer todos los aspectos internos de una
entidad artificial auto´noma, considerando particularmente los cambios que se producen cuando
interactu´a con otras.
Una aspecto esencial en la teor´ıa es que una comunicacio´n es una clase especial de ac-
cio´n. Cuando un agente se comunica ejecuta acciones, tales como requerimientos, sugerencias,
promesas, etc. El acto hablado es la unidad mı´nima de comunicacio´n. Toda expresio´n es un acto
hablado y denota al mismo tiempo una accio´n.
Un lenguaje de interaccio´n entre agentes basado en la Teor´ıa del acto hablado, esta´ con-
stituido por un conjunto de primitivas de comunicacio´n. A partir del protocolo de negociacio´n
presentado en la seccio´n anterior, proponemos el siguiente repertorio de primitivas.
Solicitudes de colaboracio´n
• Require(a1, a2, p) El agente a1 necesita el literal p y solicita la colaboracio´n del
agente a2.
• Insist(a1, a2, p) El agente a1 le pide al agente a2 que revise sus planes para evitar el
conflicto respecto al literal p.
• Demand(a1, a2, p) El agente a1 le pide al agente a2 que revise sus metas para evitar
el conflicto respecto al literal p.
Respuestas a una solicitud de colaboracio´n
• Accept(a1, a2, p) El agente a1 le informa al agente a2 que puede colaborar en relacio´n
porque conoce el literal p o puede construir un plan para e´l.
• Unable(a1, a2, p) El agente a1 le informa al agente a2 que no esta´ capacitado para
colaborar respecto al literal p.
• Reject(a1, a2, p) El agente a1 le informa al agente a2 que existe un conflicto entre
sus propios planes o metas y el literal p.
• Indirect Reject(a1, a2, a3, p, q) El agente a1 le informa al agente a2 que para sat-
isfacer el requerimiento de p, necesita q, pero hay un conflicto con a3 respecto a
q.
Solicitudes de modificar el conocimiento compartido
• Request add(a1, a2, p) El agente a1 solicita al agente a2 autorizacio´n para agregar
el literal p al conocimiento compartido entre ambos.
• Request All add(a1, p) El agente a1 solicita a todos los miembros del grupo autor-
izacio´n para agregar el literal p al conocimiento compartido global.
• Authorize add(a1, a2, p) El agente a1 responde a a la solicitud de a2 indicando que
agregar el literal p al conocimiento compartido no provoca inconsistencias con sus
creencias ni conflicto con sus metas.
La primitivaRequests All add(a1, p) so´lo se utiliza en el caso de que todo el conocimiento
compartido sea global. La interaccio´n tiene que asegurar que se mantenga la consistencia entre
las creencias comunes a todos los miembros del grupo.
Si parte del conocimiento compartido esta´ distribuido entre pares de agentes, la interac-
cio´n entre dos miembros del grupo so´lo provocara´ modificaciones en el conjunto de creencias
compartidas por ambos, no es necesario solicitar autorizacio´n a los dema´s integrantes del grupo.
Mostramos a continuacio´n, algunos ejemplos en los cuales la evolucio´n del dia´logo var´ıa,
dependiendo de si el conocimiento compartido vincula a todos los miembros del grupo o se
distribuye entre pares de agentes.
5. Negociacio´n con conocimiento compartido global
Consideremos un ejemplo concreto con tres agentes a1, a2 y a3 entre los que se produce el
siguiente dia´logo:
Ejemplo 5.1
Require(a1,a2,p)
Request all add(a2,p)
Reject (a3,a2,p)
En el ejemplo, a1 inicia el dia´logo con una propuesta en la que solicita p a a2. El agente
a2 elabora un plan para p y solicita autorizacio´n para modificar el conocimiento compartido,
agregando el literal p. Si el grupo estuviera integrado u´nicamente por dos agentes, no habr´ıa
conflicto porque a1 fue justamente quien solicito´ p. Pero con ma´s miembros en el sistema,
a3 puede rechazar la solicitud de modificacio´n del conocimiento compartido, porque provoca
inconsistencia con sus propias creencias o conflictos con sus planes.
Observemos que en apariencia a3 tiene un conflicto con la solicitud de autorizacio´n de a2,
sin embargo a1 es quien efectivamente necesita p. El siguiente ejemplo muestra una situacio´n
similar:
Ejemplo 5.2
Require(a1,a2,p)
Require(a2,a1,q)
Request all add(a1,q)
Request all add(a1,r)
Authorize(a3,a1,q)
Reject(a3,a1,r)
El plan elaborado por a1 para atender la contrapropuesta de a2 provoca como efecto colateral
q y r. El literal r es rechazado por a3, de modo que el dia´logo puede continuar de acuerdo a
diferentes alternativas, a1 puede:
Reiniciar el dia´logo con a2, solicita´ndole un plan alternativo para p, que no requiera de q
Iniciar un nuevo dia´logo con otro agente solicitando colaboracio´n para p.
Buscar un plan alternativo para q, que no provoque el efecto colateral r
Continuar el dia´logo con a3, insistiendo o incluso demandando q y provocando que a3
revise sus propios planes o intenciones
En todos los casos, pero sobretodo en los dos u´ltimos, el dia´logo puede ramificarse y prolon-
garse considerablemente. Evidentemente la introduccio´n de nuevos miembros al grupo aumenta
las posibilidades de colaboracio´n, pero tambie´n introduce mayores riesgos de conflicto. La re-
striccio´n de mantener la consistencias entre las creencias compartidas por todos los miembros
del grupo, puede llegar a comprometer las oportunidades de colaboracio´n.
6. Negociacio´n con conocimiento compartido distribuido
Mantener la consistencia en el conocimiento compartido de un grupo numeroso de agentes,
puede ser una tarea costosa, que exija un esfuerzo considerable por parte de los miembros
del sistema. Si las solicitudes de colaboracio´n son frecuentes, el dia´logo puede demandar una
atencio´n desproporcionada de los integrantes del grupo.
Una alternativa es distribuir el conocimiento compartido entre pares de agentes. La principal
ventaja de esta alternativa es que si un par de agentes encuentran un acuerdo favorable para
ambos, se modificara´ en conocimiento compartido entre ellos mismos. El inconveniente es que
cada par de agentes puede mantener un enfoquemuy diferente respecto al de los dema´s miembros
del grupo.
Ejemplo 6.1
Require(a1,a2,p)
Request add(a2,a1,q)
Authorize(a1,a2,q)
Request add(a2,a1,p)
Authorize(a1,a2,p)
Accept(a2,a1,p)
El agente a2 recie´n acepta construir una garant´ıa para p cuando a1 autoriza el efecto colateral
q. El dia´logo vuelve a concluir con el acuerdo entre a1 y a2, no van a necesitar la aprobacio´n
de los dema´s miembros del grupo.
Au´n as´ı los dia´logos pueden involucrar a varios agentes, como en el siguiente ejemplo:
Ejemplo 6.2
Require(a1,a2,p)
Require(a2,a1,q)
Unable(a1,a2,q)
Require(a2,a3,q)
Request add(a3,a2,q)
Authorize(a2,a3,q)
Accept(a3,a2,q)
Request add(a2,a1,p)
Authorize(a1,a2,p)
Accept(a2,a1,p)
En el ejemplo a1 inicia el dia´logo con una propuesta en la que solicita p a a2. El agente
a2 puede construir una garant´ıa para p pero para hacerlo necesita q. El agente a1 no tiene
conocimiento suficiente para atender la contrapropuesta y as´ı lo informa. El agente a2 solicita
q a a3, quien acepta la propuesta.
En el ejemplo que sigue a3 no puede atender el requerimiento q porque existe conflicto con
sus propios planes.
Ejemplo 6.3
Require(a1,a2,p)
Require(a2,a3,q)
Reject(a3,a2,q)
Indirect Reject(a2,a1,a3,q)
Insist(a1,a3,q)
Accept(a3,a1,q)
Request add(a3,a2,q)
Authorize(a2,a3,q)
Request add(a2,a1,p)
Authorize (a1,a2,p)
Accept(a2,a1,p)
El agente a2 no encuentra un modo de colaborar con a1 que no requiera del literal q, de modo
que le informa a a1 que no pudo satisfacer su requerimiento porque tuvo conflicto con a3
respecto a q. Asumiendo que no hay ma´s miembros en el grupo y que a1 no encuentra una
plan alternativo para sus metas, insiste solicita´ndole q a a3. Este u´ltimo revisa sus planes y
acepta colaborar. Es evidente que el protocolo puede complicarse considerablemente a medida
que aparecen nuevos miembros en el grupo, pero la posibilidad de restringir los acuerdos entre
pares de agentes, mejora las oporturnidades de colaboracio´n.
7. Conclusiones y trabajo futuro
En el modelo propuesto los miembros del sistema interactu´an solicitando colaboracio´n cuan-
do sus creencias y capacidades resultan insuficientes para alcanzar sus metas. Cada solicitud
inicia un proceso de negociacio´n en el cual pueden establecerse varios dia´logos, cada uno de
ellos involucrando a dos agentes. El primero es por supuesto el que entabla el agente que realiza
el requerimiento, con otro de los miembros del grupo. Cualquiera de los dos puede necesitar co-
laboracio´n de un tercero, para atender una contrapropuesta, iniciando una nueva conversacio´n,
dentro del mismo proceso.
Una alternativa es que cada proceso de negociacio´n comience cuando un agente realiza un
requerimiento global de colaboracio´n, enviando una solicitud de colaboracio´n a todos los dema´s
miembros del sistema. Algunos integrantes del grupo estara´n abocados a sus propias metas y no
estara´n en condiciones de colaborar. Otros, en cambio, respondera´n mostrando su disposicio´n
para atender el requerimiento. El agente que realizo´ este requerimiento realiza entonces una
propuesta de colaboracio´n espec´ıfica a alguno de los agentes dispuestos a ayudar.
Otra posibilidad es que cada agente conozca las habilidades de los dema´s miembros del
grupo. En este caso, las solicitudes de colaboracio´n se realizara´n seleccionando previamente a
aquellos que esta´n ma´s capacitados para atender la propuesta. Evidentemente esta alternativa
puede agilizar considerablemente la interaccio´n, pero requiere de un modelo ma´s complejo.
En este trabajo, la negociacio´n parte de la necesidad de coordinar intereses, en un contexto
en el que ninguno de los participantes controla a los dema´s, pero s´ı puede influir en su com-
portamiento. Una extensio´n posible es organizar a los miembros del sistema de acuerdo a una
estructura social dentro de la cual el rol que ocupa cada agente respecto a otro, afecte el dia´logo
y determinara´ hasta que punto puede influir en la actitud mental del receptor.
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