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Abstract
We adapt a fitness function from evolutionary game theory as a
mechanism for aggregation and dispersal in a partial differential equa-
tion (PDE) model of two interacting populations, described by density
functions u and v. We consider a spatial model where individuals mi-
grate up local fitness gradients, seeking out locations where their given
traits are more advantageous. The resulting system of fitness gradient
equations is a degenerate system having spatially structured, smooth,
steady state solutions characterized by constant fitness throughout the
domain. When populations are viewed as predator and prey, our model
captures prey aggregation behavior consistent with Hamilton’s selfish
herd hypothesis. We also present weak steady state solutions in 1d
that are continuous but in general not smooth everywhere, with an
associated fitness that is discontinuous, piecewise constant. We give
numerical examples of solutions that evolve toward such weak steady
states. We also give an example of a spatial Lotka–Volterra model,
where a fitness gradient flux creates instabilities that lead to spatially
structured steady states. Our results also suggest that when fitness
has some dependence on local interactions, a fitness-based dispersal
mechanism may act to create spatial variation across a habitat.
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1 Introduction
An interesting problem in ecology is understanding the aggregation behavior
seen in some prey species in the presence of predators. In some settings,
such as bait balls of mackerel in the open ocean, aggregation provides an
easy target for large predators even as the behavior diffuses the risk to each
individual [31]. Thus, aggregation can be viewed as a cooperative behavior.
In his 1971 paper, Geometry of the Selfish Herd, Hamilton hypothesized
that the aggregation behavior in a prey species could arise from the se-
lection pressure of predators [21]. Under the selfish herd hypothesis each
animal seeks to minimize its individual domain of danger in the presence
of a predator that may appear at a random location. Hamilton proposed
a nearest neighbor rule; by moving in the direction of the nearest neigh-
bor, prey animals reduce their individual domains of danger. There are two
interesting shortcomings of this assumption, noted by Hamilton in his orig-
inal paper. First, the rule tends to produce small isolated clusters instead
of large aggregations. Another is that an animal may temporarily increase
its domain of danger in its approach to its nearest neighbor. A variety
of movement rules have followed. A review paper by Morrell and James
summarizes movement rules that have been considered and analyzes their
success in capturing aggregation behavior in various settings [27].
In this paper we adapt a fitness function from evolutionary game the-
ory as a mechanism for aggregation in a predator-prey model. The model
seeks to capture transitory dynamics of the interacting populations as each
locates itself on the landscape relative to the other. We have in mind aggre-
gation phenomena such as bait balls where species of prey fish densely pack
themselves together in the presence of predators [31].
Our modeling assumptions will be shown to encode assumptions of Hamil-
ton’s selfish herd hypothesis; prey tend to aggregate so as to maximize their
population density relative to the population of predators and the predators
follow. Steady states are characterized by the condition where the relative
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frequency of the two populations is constant. Our model can also be viewed
as capturing the spatial dynamics of a public goods type game, where both a
cooperating and defecting population each increase their fitness by locating
themselves in regions where the relative frequency of cooperators is higher.
As is standard in evolutionary games, the fitness in our model depends
on the relative frequency of each population [22]. However, we are not mod-
eling selection dynamics among competing traits or strategies. Instead we
model the spatial dynamics as each population tends to move up its local
fitness gradient. The resulting model is a degenerate quasilinear system of
partial differential equations which we refer to as a fitness gradient flux sys-
tem of partial differential equations (PDE). The most interesting feature of
the model is the presence of a negative density-dependent diffusion coeffi-
cient for the prey population. Naturally, this is the feature in the model
that gives rise to the aggregation phenomenon. The prey aggregation is
moderated by the predator population which “chases” the prey. We show
that a perturbation of the model yields a normally parabolic system, having
smooth solutions. Thus, despite the negative self-diffusion coefficient, the
degeneracy should be viewed as a limiting case of a well-behaved system.
We also note that the mechanism for aggregation differs from that used
in the Keller-Segel chemotaxis model where aggregation follows a chemical
gradient and is moderated by self-diffusion [11, 23].
We present results on steady state solutions and on a linearization around
these steady states. We then discuss a Lotka–Volterra predator-prey model
spatially extended via the fitness-gradient flux.
1.1 The model
We consider here a spatial model of two populations without selection, driven
by migration only in the direction of increasing fitness, resulting from a fit-
ness gradient flux. This flux arises naturally from the effort of individuals
within each population as they seek out, locally, positions of greater ad-
vantage. The dynamics of the population densities can be modeled by the
following partial differential equations (PDEs) in a bounded domain Ω ⊂ Rn,
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with a no-flux boundary condition and strictly positive initial conditions

∂tu = −β1∇ · (u∇f1) , in Ω× (0, T ),
∂tv = −β2∇ · (v∇f2) , in Ω× (0, T ),
ν · (u∇f1) = 0, ν · (v∇f2) = 0, on ∂Ω× (0, T ),
u(x, 0) = u0(x) > 0, in Ω,
v(x, 0) = v0(x) > 0, in Ω,
(1.1)
where fi describe the fitness for each population, the βi are constants de-
termining each population’s sensitivity to its fitness gradient, and ν is the
outer unit normal to ∂Ω. These equations, first presented in [15], describe
population migration in the direction of increasing fitness. The resulting
system can be viewed as a generalized diffusion system, where there are
cross-diffusion effects (see Section 2).
It is interesting to contrast a steady state solution of (1.1) with an ideal
free distribution. In an ideal free distribution a population is allocated to the
available habitat in an optimal way. Fitness depends on local environmental
conditions and is assumed to be a decreasing function of the local population
density. Constant fitness is a characteristic of ideal free distributions, since if
fitness were not a constant function of space, some individuals could relocate
to more favorable habitat, improving their fitness [19, 14, 12].
As we show below in Section 5, for strictly positive steady state solutions
of (1.1) the fitness functions fi are constant throughout Ω. However, our
results differ from an ideal free distribution in several ways. In our model, an
individual’s fitness is the expected value of an interaction with another in-
dividual occupying the same local area and depends only on the ratio of the
local population densities, consistent with an evolutionary game. As such,
there are many possible steady states giving the same constant values for
the fitness functions, fi. Thus while populations at a steady state are opti-
mally distributed, there is no dependence on the background environmental
conditions, which are assumed to be uniform throughout the domain. The
spatial structure of a particular steady state instead results from variations
in the ratio of population densities throughout the domain at some initial
time. This suggests that when fitness has some dependence on intraspecies
and interspecies interactions, fitness-based dispersal may act as a source of
variation across a habitat.
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In Section 3 we treat a simplified version of (1.1) on two nodes. We
derive this equation from a continuum limit argument in Section 4. Our
main results appear in Section 5, where we discuss steady state solutions,
weak steady state solutions, and show that smooth steady state solutions are
unstable. Numerical examples are discussed in Section 6. In the remainder
of this section we provide some background on PDE models of interacting
populations.
1.2 Background on PDE Population Models
Although the use of diffusion in a PDE model of population dynamics orig-
inated with Fisher [18, 5], Skellam is credited as the first systematic treat-
ment of diffusion in modeling the spread of biological populations [37, 4,
30, 8]. He further suggested that such models must account for attractive
and repulsive forces that arise from animal behavior [36]. Okubo extended
Skellam’s work along these lines by allowing a transition probability in a
biased random walk to depend either on local conditions at a present node,
or conditions at neighboring nodes and at intermediate locations [29].
The first use of fitness-based migration in a PDE model of biological pop-
ulations seems to be by Shigesada, Kawasaki, and Teramoto, whose work
(now called the SKT model) formalized Morisita’s theory of environmen-
tal density [35]. This theory, based on Morisita’s experimental work with
antlions and observations of other species, assumes that the suitability of
a given habitat declines with an increase in population density and can be
thought of as a precursor to the assumptions used in define an ideal free
distribution [26, 32]. The SKT model includes “the attractive force which
induces directed movements of individuals toward favorable places”, as well
as random movements (diffusion) and a nonlinear dispersive force due to
population pressure. Their model demonstrates that dispersal due to popu-
lation pressure can reduce interspecific competition by leading competitors
to segregate spatially.
More recently, Cosner and Cantrell have used a fitness gradient flux in
dynamic models whose steady state solutions approximate ideal free dis-
tributions [12, 9]. These are reaction-advection-diffusion models where the
advective term represents directed movement up a local fitness gradient.
The fitness is defined to be a local rate of reproduction and is a decreasing
5
function of the local population density. The key result is that such a local
dispersal mechanism can lead to an ideal free distribution. An extension
to a two-species competition model has been used to show that a species
adopting a fitness-based dispersal cannot be invaded by a competitor using
only random dispersal [10].
A model of ideally-motivated competitors was investigated in [33], demon-
strating conditions for coexistence, spatial segregation, and competitive ex-
clusion. A more recent paper by Cosner gives a thorough review of the use
of reaction-diffusion-advection models in studying both the effects and evo-
lution of dispersal as well as providing background on relevant analytical
techniques [13].
The Keller-Segel chemotaxis model is a well studied system modeling ag-
gregation. See the review in [23]. More recent work in aggregation-diffusion
equations has been focused degenerate on diffusion and on aggregation with
nonlocal effects incorporated via convolution with a potential [6, 7]. An in-
teresting model in [24] uses convolution with a smooth potential to regularize
a density dependent backward heat equation.
1.3 Background on Normally Parabolic Reaction Diffusion
Systems
Our main results concern a degenerate system of equations with a negative,
density dependent self-diffusion coefficient for one of the populations. Strong
solutions for an approximation to this system, regularized by additional
diffusion terms were shown to exist in [41].
Under a different regularization, this system may also be viewed as a
limiting case of a normally parabolic reaction diffusion system. The theory
of quasilinear normally parabolic systems is developed in a series of papers
by Amann [1, 3, 2]. Such systems feature spatial operators that are nor-
mally elliptic, but in general are not strongly elliptic and they capture the
smoothing property associated with the heat equation. That is to say such
operators are generators of analytic semigroups which can be used to rep-
resent solutions in an appropriate function space. We state here a general,
local in time existence result due to Amann for normally parabolic reaction-
diffusion systems having a no-flux boundary. In the sequel we show that a
regularization of our model results in such a system. While in this model
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we focus on accessible features of the degenerate system, we are interested
in further study of normally parabolic reaction-diffusion systems that retain
key features of the present model.
Let Ω be an open, bounded, and connected domain in Rn with C2 bound-
ary ∂Ω. We consider a system of PDEs acting on real-valued functions
u = (u1, . . . , ud) given by
∂tuk = ∇ · (bk1∇u1 + · · ·+ bkd∇ud) + fk(u), for k = 1, . . . , d, (1.2)
satisfying the no-flux boundary condition
d∑
k=1
bkjν · ∇uj = 0, (1.3)
where ν is the outer unit normal to Ω. Define
G =: {ξ ∈ Rd : σ(B(ξ)) ⊂ [Re z > 0]}.
We take the coefficient functions bkj(·) and the “reaction” functions fk(·) to
be smooth maps from G to R:
bkj ∈ C∞(G), fk ∈ C∞(G). (1.4)
Remark. The set G is open in Rd. For the PDE we consider we will want
Rd≥0 = {x ∈ Rd : xi ≥ 0 for all i} ⊂ G,
or at least
Rd>0 = {x ∈ Rd : xi > 0 for all i} ⊂ G.
Expressing the spatial differential operator in (1.2) in the form
B(u)u = ∇ · [B(u)∇u] ,
and the boundary operator in (1.3) in the form
C(u)u = 0,
we can rewrite our PDE in the form
∂tu = B(u)u+ f(u),
C(u)u = 0 (1.5)
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Finally, let V denote the space of Rd-valued functions in W 1,p(Ω) that take
values in G:
V :=
{
v ∈W 1,p(Ω) : v(Ω) ⊂ G} .
We use the following local existence theorem [3, pg. 17].
Theorem 1 (Amann Normally Parabolic Local Existence). For any u0 ∈ V ,
the PDE given by

∂tu = B(u)u+ f(u), in Ω× (0, T ),
C(u))u = 0, on ∂Ω × (0, T ),
u(·, 0) = u0, on Ω,
(1.6)
satisfying (assumptions above) has a unique maximal solution,
u(·) ∈ C([0, tf )) ∩ C∞(Ω × (0, tf ),Rd). (1.7)
The map t 7→ u(t) defines a smooth semiflow on V , in the W 1,p(Ω) sense.
Furthermore, if u(t) is a bounded orbit that is also bounded away from the
boundary ∂V then u(t) is relatively compact in V and for t > 0 is also
bounded in W 2,p(Ω).
Remark. In general, tf depends on the initial condition u0. If u(t) remains
bounded in W 1,p(Ω) and bounded away from ∂V then we may take tf =∞;
existence is global.
2 Recasting the Model as a Generalized Diffusion
System
Here we calculate fitness gradients based on fitness functions from an evolu-
tionary game for two populations and recast (1.1) as a generalized degener-
ate diffusion system. We also demonstrate a regularizing perturbation that
results in a normally parabolic quasilinear system.
We first consider the following system, first presented in [15], where we’ve
denoted the fitness for u as f1; the fitness for v is denoted by f2:{
∂tu = −β1∇ · (u∇f1), in Ω× (0, T )
∂tv = −β2∇ · (v∇f2) , in Ω× (0, T ),
(2.1)
8
The constants βi denote each population’s responsiveness or sensitivity to
its individual fitness gradient. By letting β = β2
β1
and rescaling time, we may
re-write (2.1) as {
∂tu = −∇ · (u∇f1), in Ω× (0, T )
∂tv = −β∇ · (v∇f2) , in Ω× (0, T ),
(2.2)
Now let A denote a two strategy symmetric game matrix,
A =
[
a11 a12
a21 a22
]
.
The fitness functions for u and v are
f1(u, v) =
a11u+ a12v
u+ v
, f2(u, v) =
a21u+ a22v
u+ v
. (2.3)
This definition of fitness, which we base on Taylor and Jonker [38], is stan-
dard in the evolutionary game literature (see also [39], [16], [17, Ch. 7],[22]).
This leads to
∇f1(u, v) = (a11 − a12)
(u+ v)2
(v∇u− u∇v)
∇f2(u, v) = (a21 − a22)
(u+ v)2
(v∇u− u∇v) .
(2.4)
Noting that the fitness gradients are proportional, we define a constant
depending on the matrix A,
κA =
(a21 − a22)
(a11 − a12) ,
so that
∇f2 = κA∇f1.
As we have done in (1.1), we will usually denote the fitness function for u
as f(u, v). The corresponding fitness gradient for v is then
κA∇f.
By defining a parameter γ > 0 such that
(1 + γ) = κA,
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we arrive at the following PDE system.

∂tu = −∇ · (u∇f), in Ω× (0, T )
∂tv = −(1 + γ)∇ · (v∇f) , in Ω× (0, T ),
ν · (u∇f) = ν · (v∇f) = 0, on ∂Ω× (0, T ),
u(x, 0) = u0(x) > 0, in Ω,
v(x, 0) = v0(x) > 0, in Ω.
(2.5)
We normalize the game matrix, making the assumption that a11−a12 =
1; we also assume that γ > 0 which requires that a21 − a22 > 1. Thus v is
more responsive to ∇f than the population u.
Remark. This game dynamic is one where players of type u do best against
their own type, while individuals of type v do better against type u than
against others of their own type. This is the case in the classical prisoner’s
dilemma and hawk-dove games. As discussed in the introduction, a similar
dynamic exists in predator-prey systems where prey aggregate and by so
doing, reduce their individual risk of predation while predators benefit by
locating themselves where prey is highly concentrated [21, 34, 40]. We are
not considering Nash equilibria of the game given by A; our interest here
is only in how the game matrix A, though the parameter γ, affects the
movement and distribution of the populations.
From (2.4) with a11 − a12 = 1 we have
−u∇f = 1
(u+ v)2
(−uv∇u+ u2∇v)
−(1 + γ)∇f = (1 + γ)
(u+ v)2
(−v2∇v + uv∇v)
It is sometimes convenient to express (2.5) in the vector form
∂tw = ∇ · (b(w)∇w) , (2.6)
where w = (u, v) and ∇w = (∇u,∇v), where B(·) a matrix of density
dependent diffusion coefficients with
B(u, v) =
1
(u+ v)2
[
−uv u2
−(1 + γ)v2 (1 + γ)uv
]
. (2.7)
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Remark. It is now clear how our choice of fitness functions for the two
populations encodes the assumption that both the prey population u and the
predator population v tend toward regions where the population u has higher
density. The term −uv∇u in the flux for u drives the prey aggregation,
while the term u2∇v indicates that prey are also seeking to move away
from higher concentrations of the predators. Meanwhile the term −v2∇v
indicates the predators are chasing the prey, while the term uv∇v indicates
some intraspecies competition among predators.
Note that for (u, v) ∈ R2>0 the matrix B(u, v) has one zero eigenvalue
and one positive eigenvalue.
Lemma 1. The eigenvalues of B(u, v) are
λ1 = 0, λ2 =
γuv
(u+ v)2
Regularizing (2.5) by including the additional diffusion terms ǫ∆u and
ǫ∆v results in a normally parabolic diffusion system.
Theorem 2. For all ǫ > 0, the following PDE system is normally parabolic
for strictly positive u, v.

∂tu = −∇ · (u∇f) + ǫ∆u, in Ω× (0, T )
∂tv = −(1 + γ)∇ · (v∇f) + ǫ∆v, in Ω× (0, T ),
ν · (u∇f − ǫ∇u) = ν · (v∇f − ǫ∇v) = 0, on ∂Ω× (0, T ),
u(x, 0) = u0(x) > 0, in Ω,
v(x, 0) = v0(x) > 0, in Ω,
(2.8)
Proof. Note that for the regularized PDE system in (2.8), the matrix of
coefficients Bǫ(u, v) is
Bǫ = B(u, v) + ǫI
having the eigenvalues λ1 = ǫ and λ2 =
γuv
(u+v)2 + ǫ. These eigenvalues are
strictly positive for u, v ∈ R2>0.
The set
G =
{
ξ ∈ R2 : σ(Bǫ(ξ)) ⊂ [Re z > 0]
}
clearly contains R2>0. Since the PDE system also satisfies (1.6)-(1.7) in this
region, it follows that (2.8) is normally parabolic for strictly positive u, v.
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Corollary 1. Given strictly positive initial conditions u0 and v0 and taking
u(t) = (u(t), v(t)) C(Ω), (2.8) has a unique maximal solution
u(·) ∈ C([0, tf ]) ∩ C∞(Ω× (0, tf ),Rd). (2.9)
Proof. This follows directly from Theorem 1.
Remark. Note that B(u, v) in (2.7) is not symmetric and our resulting PDE
is non-coercive. Nonetheless, under our assumptions, the perturbed system
involving Bǫ(u, v) satisfies the conditions to be normally parabolic having
smooth, local in time solutions.
3 A simple system: two coupled spatial points
It is instructive to consider a discrete spatial model for the fitness-gradient
flux, where population movements can be described by a system of ordinary
differential equations (ODE). Here we consider two populations moving be-
tween two nodes. In analogy to the system described by (2.5), movement of
each population is determined by a fitness gradient; simply put, movement is
toward the node where population fitness is higher. As in Section 2, fitness is
defined by the expected payoff of an underlying evolutionary game between
the two populations, and we again imagine the dynamic as movement of a
prey population, with density given by u and a predator population, whose
density is given by v.
In this context, fitness depends only on the population ratio u/v at
each node. A steady state is reached when these ratios are equal between
nodes, or when both populations accumulate at a single node, leaving the
other node empty. In other words, the prey either distributes its population
between nodes so that it is in constant ratio to the predator population, or
the entire prey population aggregates to a single node, followed by
As we show, the system approaches a steady state for any initial condi-
tions and for particular initial conditions, both populations accumulate on
a single node. This is perhaps the most interesting behavior of this basic
model as it provides some insight into the pinching off behavior observed
the fitness-gradient flux PDE system for two populations given by (2.5).
For i = 1, 2, let ui(t) and vi(t) denote populations at node i at time
t ≥ 0. In the model under consideration, population changes are due entirely
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to migration between nodes, as described by the following system of ODEs:
u˙1 =
{
u2 [f1(u1, v1)− f1(u2, v2)] , if f1(u1, v1) ≥ f1(u2, v2),
−u1 [f1(u2, v2)− f1(u1, v1)] , if f1(u1, v2) < f1(u2, v2),
(3.1)
v˙1 =
{
βv2 [f2(u1, v1)− f2(u2, v2)] , if f2(u1, v1) ≥ f2(u2, v2),
−βv1 [f2(u2, v2)− f2(u1, v1)] , if f2(u1, v2) < f2(u2, v2),
(3.2)
u˙2 = −u˙1, (3.3)
v˙2 = −v˙1. (3.4)
The function f1(u, v) describes a fitness for u that depends only on the
relative size of the populations u and v (at a given node). Similarly, f2(u, v)
describes the fitness of v. The parameter β > 0 indicates the degree to
population v is sensitivity to a difference in fitness, relative to ppopulation
u’s sensitivity, as discussed in Section 2.
For each population, migration between the nodes corresponds to move-
ment in the direction of increasing fitness. Fixed points of the system occur
when the fitness of both species is equal between the two nodes. For our
definition of fitness, this occurs when the populations satisfy
u1v2 = u2v1.
This occurs when the population ratios at each node are equal or when both
populations accumulate at a single node, as discussed below.
As in 2, we take
f1(u, v) =
a11u+ a12v
u+ v
, f2(u, v) =
a21u+ a22v
u+ v
, (3.5)
and set
a11 − a12 = 1, κA = a21 − a22 > 0 (3.6)
Let δf denote the difference in fitness for population u between the two
nodes,
δf = f1(u1, v1)− f1(u2, v2).
Then using (3.5), (3.6) we have
δf =
1
(u1 + v1)(u2 + v2)
(u1v2 − u2v1) , (3.7)
κA δf = f2(u1, v1)− f2(u2, v2),
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Again as in Section 2, we make the assumption βκA > 1, and define the
positive parameter γ by
γ = βκA − 1 > 0. (3.8)
This allows us to re-write (3.1)-(3.2) in terms of δf ; effectively, population
v is more sensitive than u to differences in f between the two nodes.
u˙1 =
{
u2δf, if δf ≥ 0,
u1δf, if δf < 0,
(3.9)
v˙1 =
{
(1 + γ)v2δf, if δf ≥ 0,
(1 + γ)v1δf, if δf < 0,
(3.10)
u˙2 = −u˙1, (3.11)
v˙2 = −v˙1, (3.12)
ui(0) = u
0
i > 0, vi(0) = v
0
i > 0, for i = 1, 2. (3.13)
Remark. In our reduced model, the assumption γ > 0 implies that the
population v is more sensitive to (or responds more rapidly to a change in)
the difference in fitness, δf . This assumption is important for the parabolic
nature of the PDE discussed in Section 2.
Remark. From (3.7), we see that u1v2 = u2v1 implies δf = 0 and hence
u˙i = v˙i = 0. Motivated by this condition, we define E(t) := u1v2 − u2v1,
so that the ODE system (3.9)-(3.13) is at a steady state when E = 0. We
show that E
t→∞−−−→ 0, for any positive initial conditions. Furthermore, for
some initial conditions, the total population accumulates at one node with
the other node emptying out.
Let us denote the total population at each node i at time t by Si(t),
S1(t) = u1(t) + v1(t),
S2(t) = u2(t) + v2(t).
Because the populations u1+u2 and v1+ v2 are conserved, there is a bound
on each ui and vi and hence on the product S1S2. Therefore there exists a
constant M > 0 such that for all t ≥ 0,
S1(t)S2(t) ≤M.
14
1 2
Figure 1: Schematic of the two node model. The arrow denotes the direction
of flux for u when E > 0 (equivalently when δf > 0).
Lemma 2. For any initial conditions ui(0), vi(0) > 0 for i = 1, 2, the ODE
system (3.9)-(3.13) converges to a steady state such that E = u1v2−u2v1 =
0.
Proof. Again we assume that δf is positive at t = 0. Then

u˙1 = u2 δf,
v˙1 = (1 + γ)v2 δf,
u˙2 = −u˙1,
v˙2 = −v˙1,
and E(0) = (u1v2 − u2v1) > 0, since δf > 0. Next,
E˙ = u˙1v2 + u1v˙2 − u˙2v1 − u2v˙1
= u˙1(v1 + v2)− v˙1(u1 + u2)
= u2(v1 + v2)δf − (1 + γ)v2(u1 + u2) δf
= [(u2v1 − u1v2)− γv2(u1 + u2)] δf
≤ −E δf
= − 1
S(t)T (t)
E2 ≤ − 1
M
E2.
Thus,
E˙ ≤ −CE2
for some C > 0, which implies that E(t)
t→∞−−−→ 0. To see this define
F (t) =
E(0)
Ct+ 1
,
and note that F (0) = E(0), E˙ ≤ F˙ , and F (t) t→∞−−−→ 0.
Since u1 and v1 are initially increasing (for E(0) > 0), we have in the
limit
u1
v1
v2 = u2.
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If v2 > E at t = 0, then v2 and u2 remain bounded away from zero and the
steady state condition can also be written
u1
v1
=
u2
v2
.
When v2 ≤ E at t = 0, however, we will show that node 2 empties
out, as the entire population moves to node 1. Consider the projection of
trajectories to the (v2, E)-phase plane (see Figure 2), for which
dE
dv2
=
E˙
v˙2
=
E + γv2
(1 + γ)v2
=
1
(1 + γ)v2
E +
γ
(1 + γ)
. (3.14)
Notice that when E(t) = v2(t), then
dE
dv2
= 1,
so that the trajectory remains along the line v2 = E, approaching the origin
as t → ∞. This line divides the phase plane into two regions that char-
acterize the asymptotic behavior. Trajectories for which E ≥ v2 at t = 0
(i.e. begin on or above the line E = v2) will also approach the origin, while
trajectories with E < v2 at t = 0 (beginning below the line) approach a
positive value of v2 along the v2-axis - see Figure 2.
If we make a normalization so that u1 + u2 = 1, then we can write the
explicit solution to (3.14) for E as a function of v2 is
E(v2) = v2 + (α− 1)v
1
1+γ
2 , (3.15)
where α is a parameter that characterizes the trajectories. We use v2 = 1
as a reference value in the (v2, E)-plane, and let α denote E(1), the value of
E when v2 = 1, which will depend on the initial conditions. Specifically, if
E0 and v
0
2 denote the values of E and v2 at time t = 0, then
α =
E0 − v02
(v02)
1
1+γ
+ 1.
Recall from (3.9)-(3.13) that v2 and E are decreasing whenever E > 0. The
choice α = 1 corresponds to the trajectory along the line E = v2. When
α > 1, the trajectory lies above the line E = v2 and approaches the origin
as t→∞. When α < 1, the trajectory is below the line E = v2, intersecting
the v2-axis at v2 = (1− α)
1+γ
γ . We summarize these results in the theorem
below.
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Figure 2: ODE dynamics in the (v2, E)-plane, for γ = 0.5 and E > 0 at
t = 0. Trajectories satisfy (3.15), with α determined by the initial conditions
(α = E(1)). For α > 1, trajectories approach the origin as t→∞. For α =
1, the trajectory approaches the origin along the line E = v2. Trajectories
for α < 1 approach the point
(
(1− α) 1+γγ , 0
)
along the v2-axis.
Theorem 3. Define E(t) = u1v2 − u2v1. If −v1(0) < E(0) < v2(0), then
the ODE system (3.9)-(3.13) approaches a steady state such that
u1
v1
=
u2
v2
. (3.16)
If v2(0) ≤ E(0), then u2, v2 → 0, whereas if v1(0) ≤ −E(0), then u1, v1 → 0.
4 Derivation of the fitness gradient flux PDE
In this section we derive the fitness gradient flux PDE (1.1) in two dimen-
sions; this system was first described in [15]. Our derivation is similar to
continuum limit arguments for biased random walks that appear in [29, 35].
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Biased random walks in theoretical populations are discussed in greater de-
tail in [37].
Let {xij} denote a Jx × Jy uniform grid with uniform meshsize δx. At
time t, each grid point xij has populations u(xij , t) and v(xij , t). Our model
is based on the following assumption: the movement of each population on
this grid is governed by transition probabilities, which are proportional to
local differences in fitness, and defined in the following.
Definition 1. Given two grid points a and b, and fixed timestep δt, we define
the transition probability p(a, b; t) to be the probability that an individual
from population u moves from a to b in the time interval (t, t + δt). We
define an analogous transition probability q(a, b; t) for the population v.
Note that the allowed transitions will be made effectively local by re-
stricting points a and b to be nearest neighbors on the grid. We use the
following notation conventions throughout this section.
Notation. For lattice nodes denoted by a, xij, or xα with α ∈ {(i, j −
1), (i, j + 1), (i − 1, j), (i + 1, j)}, let
uta := u(a, t), u
t
ij = u(xij , t), u
t
α = u(xα, t),
and similarly for the fitness functions f(u, v), g(u, v), let
f tij = f(u
t
ij, v
t
ij).
We also define the following forward-difference and backward difference op-
erators
D+x uij =
1
δx
(ui+1,j − uij) ,
D+y uij =
1
δx
(ui,j+1 − uij),
D−x uij =
1
δx
(uij − ui−1,j) ,
D−y uij =
1
δx
(uij − ui,j−1) .
Definition 2. Let a and b be adjacent nodes and let the fitness functions
f and g be bounded continuous functions. Define the bounds
M1 = {sup f(x)− inf f(x)} , M2 = {sup g(x)− inf g(x)} ,
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where the sup and inf are taken over x ∈ R+×R+ (the domain of the fitness
functions). We define the transition probabilities p(a, b; t) and q(a, b; t) to
depend on the fitness differences as
p(a, b; t) =
{
1
4M1
(f tb − f ta), if f tb ≥ f ta,
0, if f tb < f
t
a,
(4.1)
q(a, b; t) =
{
1
4M2
(gtb − gta), if gtb ≥ gta,
0, if gtb < g
t
a.
Note that in this formulation, at most one of p(a, b; t) or p(b, a; t) can
be nonzero, representing the fact that an individual has nonzero probability
of moving to an adjacent node if and only if the fitness is strictly higher at
that node. Thus, populations travel to adjacent points by moving in the
direction of increasing fitness, as in the two-node model of Section 3.
The scaling constants, 14M1 and
1
4M2
, ensure that for any node xij ,∑
α
p(xij , xα; t) ≤ 1, and
∑
α
q(xij, xα; t) ≤ 1,
where α ranges over the set of nodes adjacent to xij.
We now derive the PDE for the population density u; the argument for
v is entirely similar. Consider u at the node xij and at time t+ δt:
u(xij , t+ δt) = u
t
ij +
1
4M1
∑
α
utαp(xα, xij ; t)−
1
4M1
∑
α
utijp(xij, xα; t)
= ut+δtij .
With respect to either coordinate direction, the fitness function f may be
increasing, decreasing, or achieve a local extremum at xij. We show the case
where the fitness function f is increasing with respect to both coordinate
directions.
f ti+1,j ≥ f tij ≥ f ti−1,j, f ti,j+1 ≥ f tij ≥ f ti,j−1.
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ut+δtij − utij =
1
4M1
uti−1,j
(
f tij − f ti−1,j
)− 1
4M1
utij
(
f ti+1,j − f tij
)
+
1
4M1
uti,j−1
(
f tij − f ti,j−1
)− 1
4M1
uij
(
f ti,j+1 − f tij
)
,
ut+δtij − utij
δt
=
(
δx2
4M1δt
)(
uti−1,j
δx
(
f tij − f ti−1,j
δx
)
− u
t
ij
δx
(
f ti+1,j − f tij
δx
))
+
(
δx2
4M1δt
)(
uti,j−1
δx
(
f tij − f ti,j−1
δx
)
− u
t
ij
δx
(
f ti,j+1 − f tij
δx
))
=
δx2
4M1δt
(
uti−1,j
δx
D+x f
t
i−1,j −
uij
δx
D+x f
t
ij
)
+
δx2
4M1δt
(
uti,j−1
δx
D+y f
t
i,j−1 −
uij
δx
D+y fij
)
=
δx2
4M1δt
[−D−x (utijD+x f tij)−D−y (utijD+y f tij)] .
Since, by assumption, −D+x fij < 0 and −D+y fij < 0, we notice that the
backward-difference operator in the final line is equivalent to a first-order
upwinding scheme [25]. Consideration of the other cases bears this out.
Therefore, by taking a limit as δt→ 0 and δx→ 0 in such a way that
lim
δt→0
δx→0
δx2
δt
= 1,
we arrive at the fitness gradient equation in (1.1), and given below in (5.1),
where β1 =
1
4M1
and β2 =
1
4M2
.
5 Analysis of the Fitness Gradient Flux System
In this section we analyze the system

∂tu = −∇ · (u∇f) , in Ω× (0, T ),
∂tv = −(1 + γ)∇ · (v∇f) in Ω× (0, T ),
ν · (u∇f) = 0, ν · (v∇f) = 0, on ∂Ω× (0, T ),
u(x, 0) = u0(x) > 0, in Ω,
v(x, 0) = v0(x) > 0, in Ω.
(5.1)
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Remark. Under our assumptions, the populations u and v experience the
same fitness gradient ∇f , but the population v has a higher sensitivity to the
gradient than does u, since γ > 0. The game dynamics lead the population
u to aggregate, and to flee regions where the density of v is high, while the
population v pursues u. Due to the v population’s higher sensitivity, it is it
acts to inhibit u’s aggregation. If γ < 0 however, then (5.1) is ill-posed.
As discussed in Section 2, we may write (5.1) as
∂tw = ∇ · (B(w)∇w) , (5.2)
where w = (u, v) and ∇w = (∇u,∇v) and
B(u, v) = (bij(u, v)) =
1
(u+ v)2
[
−uv u2
−(1 + γ)v2 (1 + γ)uv
]
. (5.3)
5.1 Steady State Solutions
As was previously observed in [15], strictly positive steady state solutions
are characterized by the simple condition u = cv. When u and v are smooth
positive functions on Ω, then we have the following:
Theorem 4. Let u and v be strictly positive functions in C1
(
Ω
)
. Then
(u, v) is a steady state solution of (5.1) if and only if u = cv, where
c =
‖u‖L1(Ω)
‖v‖L1(Ω)
.
Proof. Given u = cv, then using lnu = ln(cv) one has
∇u
u
=
∇v
v
,
or
v∇u− u∇v = 0.
From (2.4) this implies ∇f = 0 and thus ∂tu = ∂tv = 0. Note that this also
implies that the fitness function f is constant.
Conversely, if (u, v) is a steady state solution, then
∇ · (u∇f) = 0,
(1 + γ)∇ · (v∇f) = 0.
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This implies
−∇u · ∇f = u∆f,
−∇v · ∇f = v∆f.
Consequently,
−∇u
u
· ∇f = ∆f = −∇v
v
· ∇f, (5.4)
and
(v∇u− u∇v) · ∇f = 0. (5.5)
Recalling the value of ∇f from (2.4), we have
1
(u+ v)2
|v∇u− u∇v|2 = 0.
Since by our assumptions 1(u+v)2 > 0, we conclude
v∇u− u∇v = 0.
Equivalently,
∇ lnu = ∇ ln v,
which implies lnu = ln(cv) and u = cv. Since∫
Ω
udx =
∫
Ω
cvdx,
with u, v > 0, it is easy to see that c will be the ratio of the L1 norms.
5.2 Weak Steady State Solutions
If Ω is an interval, we can define continuous weak steady state solutions in
H1(Ω). As shown above, when u = cv, then we have ∂xf = 0; equivalently
f constant. This is a local condition; it possible that f is only piece-wise
constant. If u and v are to be continuous, we must have u = v = 0 at points
of discontinuity of f .
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For example, suppose that Ω is partitioned into two disjoint intervals:
Ω = (x0, x1] ∪ (x1, x2) = I1 ∪ I2 and let u = c1v on I1 and u = c2v on I2. If
each u and v are to be continuous we must have u = v = 0 at the adjoining
endpoint x1. In this case, we have ∂xf = 0 everywhere except at x1 (where
∂xf is not defined). The resulting (u, v) is a weak steady state solution of
(5.1).
0 0.5 1 1.5 2
0
1
2
3
4
Figure 3: u and v, v = 1.5u on (0, 1) and v = 1.25u on (1,2)
If we partition Ω into a set of disjoint intervals, then f may have a
different constant value on each interval, with u = v = 0 at the adjoining
endpoints. An example is shown in Figures 5.2 and 5.2.
Definition 3. For functions u and v in H1(Ω), (u, v) is a weak steady state
solution of (5.1) if, for every pair of smooth test functions φ,ψ ∈ C∞0 (Ω),∫
Ω
φx · (ufx)dx = 0,∫
Ω
ψx · (vfx)dx = 0.
(5.6)
Theorem 5. Let Ω be a bounded open interval in R. Let v ∈ H1(Ω), with
v ≥ 0 and such that v = 0 at no more than a finite number of points xk ∈ Ω.
This set of zeros partitions Ω into a finite collection of disjoint intervals Ik.
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Figure 4: Piecewise-constant f
Construct a function u as follows. For each interval Ik, let ck be a
nonnegative constant and take u=ckv on Ik. Then (u, v) is a weak steady
state solution of (5.1).
Proof. By construction for each k, we have ∇f = 0 on each interval Ik.
Since u and v are each in H1(Ω), we can take u and v to be absolutely
continuous. Therefore u(xk) = v(xk) = 0.
Take φ ∈ C∞0 (Ω) and consider∫
Ω
φ∇ · (u∇f)dx = −
∫
Ω
∇φ · (u∇f)dx
Although u ∈ H1(Ω), the function f under our assumptions is piecewise
constant and consequently is not in H1(Ω). Suppose that f has one point
of discontinuity at x1 ∈ Ω = (x0, x2), as in 5.2 and consider a small open
interval around this point B(x1, ǫ). Then
−
∫
Ω
∇φ · (u∇f)dx = −
∫ x1−ǫ
x0
∇φ · (u∇f)dx−
∫ x2
x1+ǫ
∇φ · (u∇f)dx
−
∫ x1+ǫ
x1−ǫ
∇φ · (u∇f)dx.
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By assumption, ∇f = 0 on (x0, x1 − ǫ) and (x1 + ǫ, x2). Thus we have
−
∫ x1+ǫ
x1−ǫ
∇φ · (u∇f)dx = −
∫
∇f · (u∇φ)dx
=
∫ x1+ǫ
x1−ǫ
∇ · (u∇φ)fdx− (u∇φf)(x1 + ǫ) + (u∇φf)(x1 − ǫ)
=
∫ x1+ǫ
x1−ǫ
u∆φf +∇u · ∇φfdx− (u∇φf)(x1 + ǫ) + (u∇φf)(x1 − ǫ)
Note that f(u) is not defined when u = v = 0, but f is bounded as (u, v)→
(0, 0). Since u and v are in ∈ H1(Ω), we have, for some constant C,∣∣∣∣
∫
Ω
∇φ(u∇f)dx
∣∣∣∣ ≤ ǫC ‖u‖H1(Ω) ‖φ‖H1(Ω) → 0 as ǫ→ 0.
Similarly, we have
∫
Ω φ∇ · (v∇f)dx = 0 so that (u, v) is a weak solution of
(5.1).
Remark. Although the piecewise constant function f does not have a weak
derivative, its distributional derivative is a delta function (or a finite set of
delta functions in the general case). Integrating the function u against ∇f
thus gives us the value u(x1), which by our assumptions is zero. Thus we see
(again) that it is essential that the function u = 0 at each point xk where
the fitness f is discontinuous.
Remark. For the model in (2.5) below, describing two populations, numer-
ical simulations have shown that for some initial conditions, the system
evolves to such weak steady state solutions. A ’pinching off’ occurs, where
each population reaches zero at a point in Ω. The populations then redis-
tribute themselves on the remaining subintervals, until reaching a configu-
ration where ∇f = 0 on each subinterval.
Remark. The consideration of weak steady state solutions reveals two short-
comings in our model. First, there is no law of motion for the population
u in the absence of v, or vice versa (since the fitness is constant in that
case). If u0 = 0 on some subinterval I ⊂ Ω, then (u0, v0) will be a weak
steady state solution to (5.1), provided u0 and v0 are in H
1(Ω), satisfy the
Neumann boundary condition, and
u0 = cv0 in Ω \ I. (5.7)
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That is, v0 can be arbitrarily chosen on the subinterval I where u0 ≡ 0.
Second, our fitness derives from an evolutionary game, which is inher-
ently a mean-field model. The evolutionary game approach assumes large
well-mixed populations, but these assumptions break down when u+v≪ 1.
An improved model would require multiple scales, where the mean-field ap-
proach dominates when u and v are large, while dynamics for individual
interactions are brought into play when u and v are near zero.
In future work we may consider alterations to these models that address
these shortcomings.
5.3 Linearization around a steady state
We next study solutions for a linearization of the fitness-flux PDE in the
case of two populations, and where Ω is an interval. Solutions are of the
form
w(x, t) = (u(x, t)− u0(x), v(x, t) − v0(x)),
where (u0, v0) is a smooth (strictly positive), steady state solution to (2.5).
We show that this steady state is neutrally. While perturbations from the
steady state remain bounded, they do not decay but tend toward a new
steady state near (u0, v0) in the L
2 sense.
We choose Ω to be the interval (0, 2π); u0 and v0 are strictly positive,
and u0 = cv0 with c = ‖u0‖ / ‖v0‖ as before. We consider the linearization
∂tw1 = ∇ · [∂uP (u0, v0)w1 + ∂vP (u0, v0)w2]
∂tw2 = ∇ · [∂uQ(u0, v0)w1 + ∂v(u0, v0)w2] ,
Where
P (u, v) = ∇ · [b11(u, v)∇u + b12(u, v)∇v]
Q(u, v) = ∇ · [b21(u, v)∇v + b22(u, v)∇v],
∂uP (u, v)w1 = ∇ ·
[
uv − v2
(u+ v)3
w1∇u− uv
(u+ v)2
∇w1 + 2uv
(u+ v)3
w1∇v
]
∂vP (u, v)w2 = ∇ ·
[
uv − u2
(u+ v)3
w2∇u+ u
2
(u+ v)2
∇w2 − 2u
2
(u+ v)3
w2∇v
]
∂uQ(u, v)w1 = (1 + γ)∇ ·
[
2v2
(u+ v)3
w1∇u− v
2
(u+ v)2
∇w1 + v
2 − uv
(u+ v)3
w1∇v
]
∂vQ(u, v)w2 = (1 + γ)∇ ·
[ −2uv
(u+ v)3
w2∇u+ uv
(u+ v)2
∇w2 + u
2 − uv
(u+ v)3
w2∇v
]
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Evaluating the above at the steady state solution (cv0, v0), we arrive at the
following linearized PDE:

∂tw1 =
1
(c+1)2
∇ ·
[
(cw1 − c2w2)∇v0v0 − c∇w1 + c2∇w2
]
∂tw2 =
(1+γ)
(c+1)2
∇ ·
[
(w1 − cw2)∇v0v0 −∇w1 + c∇w2
] (5.8)
which can be written as
∂tw = K∇ ·
(
B∇w − ∇v0
v0
Bw
)
for
K =
1
(c+ 1)2
, w = (w1, w2), and B =
(
−c c2
−(1 + γ) (1 + γ)c
)
The eigenvalues of B are λ0 = 0 and λ1 = γKc > 0, with corresponding
eigenvectors
e0 =
[
c
1
]
, e1 =
[
c
1+γ
1
]
.
Using the eigenvectors given above, we can decompose w as
w(x, t) = c0(x, t)e0 + c1(x, t)e1,
where c0(x, t)e0 is in the eigenspace associated with λ0 and, hence remains
constant in time, while c1(x, t) will evolve according to the linear PDE shown
below (see equation (5.10)). Solving this system gives
c0(x, t) =
1 + γ
cγ
w1(x, t)− 1
γ
w2(x, t),
c1(x, t) = −1 + γ
cγ
w1(x, t) +
1 + γ
γ
w2(x, t).
(5.9)
Given an initial condition w0(x, 0) = (w1, w2), the function c0(x, t)e0 =
c0(x, 0)e0 is constant in time. Writing this as y0(x) = (y
1
0 , y
2
0), we have
y10 = cy
2
0, as we expect.
Writing y1(x, t) = c1(x, t)e1, we see that ∂ty
1
1 =
c
1+γ∂ty
2
1 . Thus, we can
reduce the problem to the single linear partial differential equation,
∂tw = α∆w − a(x)∇w − b(x)w, where α = Kγc > 0, (5.10)
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and
a(x) = α
∇v0
v0
, b(x) = α
(
∆v0
v0
− |∇v0|
2
v20
)
.
A perturbation attains a new steady state. We illustrate an example in
Figure 8 in the next section.
We can also see the instability in the linearization by investigating a dis-
persion relation. We assume the solution takes the form w(x, t) = ei(k·x+ωt),
with ω ∈ C and k and x in Rn. Plugging this into (5.10) gives the dispersion
relation
iω
α
= − |k|2 − ik · a(x)− b(x).
Thus, the real part of iω = −α |k|2 − b(x). Since b(x) is not positive in
general, the modes for for small wave-numbers, may grow on some parts
of the domain Ω, while for sufficiently large |k|, the associated modes will
decay.
6 Discussion and Numerical Examples
To illustrate and provide insight into the results presented above, we next
discuss several numerical examples in 1D. We discuss the numerical methods
in Section 6.1. In Sections 6.2 - 6.3, we examine the transient and pertur-
bation dynamics of steady states. In 6.4 we show several examples evolving
to a weak steady state, with piecewise constant fitness. We conclude by
demonstrating cross-diffusive instabilities and the onset of pattern forma-
tion produced when fitness gradient flux is included in a Lotka–Volterra
type population model (Section 6.5).
6.1 Numerical Methods
We use an implicit numerical scheme by Newton iteration with a no-flux
boundary condition; the discretization uses a first order upwinding scheme,
necessary for simulating examples that evolve toward a weak steady state
solution.
For the one-dimensional case, the PDE system (5.1) can be written as
ut = −uxfx − ufxx,
vt = −(1 + γ)vxfx − (1 + γ)vfxx.
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We describe the first-order upwinding discretization for ut. The sign of
fx determines whether we use a forward or backward difference in the dis-
cretization of ux: we use a backward difference when fx > 0 and a forward
difference when fx < 0 [25].
Let f+x,i and f
−
x,i denote the forward and backward difference operators
at xi,
f+x,i =
1
δx
(fi+1 − fi) , f−x,i =
1
δx
(fi − fi−1) ,
where fi denotes f(xi) (we are supressing the time variable t).
The first order central difference for fxx can be computed as
fxx,i =
1
δx
(
f+x,i − f−x,i
)
.
If we use f−x,i whenever fx,i > 0 and f
+
x,i whenever fx,i < 0, then we have
the discretization
∂tui =
{
−ui+1f+x,i + uif−x,i, fx,i < 0,
−uif+x,i + ui−1f−x,i, fx,i > 0,
which we combine into
∂tui = −uif+x,i[f+x,i ≥ 0]−ui+1f+x,i[f+x,i < 0]+ui−1f−x,i[f−x,i ≥ 0]+uif−x,i[f−x,i < 0],
where
[g ≥ 0] =
{
1, if g ≥ 0,
0, otherwise.
Remark. If f+x,i and f
−
x,i differ in sign for some xi, then the above discritiza-
tion treats fx,i = 0.
For the examples shown below, we use a uniform mesh size δx = 0.005,
and δt = 0.001 on the domain [0, 1], with J = 201 gridpoints. Refining the
mesh and reducing the time step (δx = 0.001, J = 1001, δt = 10−5) does not
produce a significant difference in the results.
6.2 Evolution toward steady state solutions
Beginning from arbitrary but smooth initial conditions, a typical solution
exhibits two distinct phases in its dynamics. First, the populations quickly
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Figure 5: Evolution of a solution to (5.1) toward steady state. The extrema
for u and v are almost perfectly aligned by the tenth iteration (d), t = 0.010.
The local maxima grow at a decreasing rate as the solution approaches a
steady state in (e), where u = cv. At steady state (f), the fitness function
f(u, v) is constant throughout Ω. Solutions shown are for γ = 0.5.
reach a configuration where local extrema of u and v are aligned with one
another, as well as with the local extrema of the fitness function f . Once
aligned, the local maxima of u and v grow while their local minima decrease,
but at a decreasing rate as ∇f → 0, and the solution approaches a steady
state.
We can understand this dynamic as follows. Suppose that at time t, u
and v each have a local maximum at a point x∗ ∈ Ω. Since ∇u = ∇v = 0
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Figure 6: The plot from Figure 5d compared with the fitness f(u, v). The
extrema of u, v, and f are nearly aligned. Notice that f has a different scale
than u and v. In particular, f falls below zero over part of the domain.
at the point (x∗, t) ∈ Ω× (0,∞), the solution to (5.1) locally obeys
ut(x
∗, t) = −u(x∗, t)∆f(x∗, t),
vt(x
∗, t) = −(1 + γ)v(x∗, t)∆f(x∗, t).
If f(·, t) also has a local maximum at x∗ and is such that ∆f(x∗, t) ≤ ∆f(x, t)
for x in a neighborhood of x∗, (for example if f is well approximated by a
quadratic in the vicinity of its maxmimum), then
ut(x
∗, t) > ut(x, t) ≥ 0,
vt(x
∗, t) > vt(x, t) ≥ 0,
for x near x∗. The rate of increase at x∗ is greater than at nearby points,
and the local maxima of u and v at x∗ remain at x∗ at a later time t+ δt.
Figure 5 demonstrates this typical evolution toward a steady state, with
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γ = 0.5. The initial conditions are
u(x, 0) = 2 +
(
1
5
cos(3πx) +
1
2
cos(5πx)
)
exp
(
− (x−
1
2)
2
x(1− x)
)
,
v(x, 0) = 1.75 +
(
3
10
cos(2πx) +
2
5
cos(4πx)
)
exp
(
− (x−
1
2)
2
x(1− x)
)
.
(6.1)
The factor exp
(
− (x−
1
2 )
2
x(1−x)
)
is included to de-emphasize the role of the bound-
ary, while satisfying the Neumann conditions. Early in the simulation
(t = 0.010, Figure 5d), the local extrema of u and v are aligned with one
another, and also aligned with the local extrema of the fitness function f
(see Figure 6). Evolution then progresses asymptotically toward a steady
state where the fitness f is constant and u(x, t) = cv(x, t) throughout the
domain Ω. During this second phase, the aligned maxima are increasing
with time, while the aligned minima are decreasing, but at a decreasing rate
as the steady state is approached.
We have observed that for some initial conditions, u and v appear to
actually reach zero pointwise before the steady state is achieved (in finite
time), leading to the development of weak steady state solutions. These
initial conditions seem to correlate with uv ≪ |∇f |2 in some region of Ω.
In particular, by decreasing the initial conditions in (6.1) by a constant, we
seem to be able to produce a weak steady state solution (see Figure 10).
Several examples are included in Section 6.4 below.
6.3 Perturbation from Steady State
Figure 7 illustrates the instability of smooth, strictly positive steady states;
Figure 7a shows a steady state solution (us, vs), where
us = 1 +
1
5
cos(πx) +
1
5
cos(2πx) +
1
2
cos(3πx) +
1
100
cos(5πx),
vs =
9
10
us.
(6.2)
This steady state is perturbed at t = 0 (Figure 7b),
u(x, 0) = us +
1
100
cos(4πx) +
1
20
cos(11πx),
v(x, 0) = vs +
1
100
cos(2πx) +
1
20
cos(7πx).
(6.3)
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Figure 7: (a) A steady state solution (us, vs) given by (6.2); (b) perturbation
of (us, vs) given by (6.3); (c) Evolution of perturbed problem to nearby
steady state (u′s, v
′
s).
With this perturbation as the initial condition, the solution to (5.1) evolves
to a nearby steady state, (u′s, v
′
s), shown in Figure 7(c).
In Figure 8 we show a simulation for the linearization around a steady
state (us, vs), where
vs(x) = cos(2x) exp(−(π − x)2) + 2, and us(x) = 2vs(x).
This steady-state (us, vs) is shown by the dashed plots in the figure. The
solid blue and black plots show the initial conditions for a perturbation
w(x, 0) = (w1(x, 0), w2(x, 0)), given by
w1(x, 0) = 0.5 cos(x)−0.75 cos(4.5x), w2(x, 0) = 0.5 cos(1.5x)+0.3 cos(2.5x).
Computing the decomposition w(x, t) = c0(x)e0 + c1(x, t)e1, we simulate a
solution to the linearization (5.10) using the initial condition c1(x, 0). The
plot for the final time (a steady state for the linearization) is also shown
(the green and orange plots in the figure).
w1(x, T ) = us(x)+cc0(x)+
c
1 + γ
c1(x, T ), w2(x, T ) = vs(x)+c0(x)+c1(x, T ).
6.4 Evolution toward weak steady state solutions
As noted in Section 5.1, given certain initial conditions, a solution of (5.1)
may evolve to a weak steady state solution. These solutions are continuous
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Figure 8: The dashed plots depict a steady state solution (us, vs), where
us(x) = 2vs(x). The functions w1(x, 0) and w2(x, 0) denote a perturbation
of this steady state, which evolves according to the linearization given by
(5.8). The functions w1(x, T ) and w2(x, T ) denote the steady-state that this
perturbation evolves to.
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Figure 9: Evolution toward non-smooth steady-state (Example 1). The
fitness f approaches a piecewise constant function.
but not smooth, and the corresponding fitness function f becomes piecewise
constant in the steady state. We present several numerical examples.
It will be helpful to first discuss the implicit dynamics of f , the fitness
function for u. Recall from Section 2 that f depends only on u and v,
f(u, v) =
a11u+ a12v
(u, v)
,
where we have assumed that a11 − a12 = 1. We will use the notation f(x, t)
to refer to f(u(x, t), v(x, t)). Given a solution (u, v) to (5.1), notice that
ft =
1
(u+ v)2
(vut − uvt), (6.4)
from which we can obtain
ft =
1
(u+ v)2
[
γuv∆f − |∇f |2 + γu∇v · ∇f
]
. (6.5)
If u and v are smooth strictly positive solutions, then the coefficient on ∆f
in (6.5) is positive, and it is clear from the maximum principle that f attains
its maximum and minimum values on the parabolic boundary, ∂Ω× [t = 0].
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Weak solution - Example 1. Let (u(x, t), v(x, t)) be a weak solution to
(5.1), with the initial conditions
u(x, 0) =
3
5
, v(x, 0) =
1
5
cos(2πx) +
3
10
. (6.6)
In Figure 9, the top row depicts the evolution of u(x, t) and v(x, t) (Fig. 9a-
d), while the bottom row depicts f , the fitness of population u (Fig. 9e-h).
The initial conditions were chosen so that the fitness f would have a single
peak and no interior minima, and such that v(x, 0) is nearly zero over part of
the domain. Notice in Figure 9c and g that the local minima of u and v are
nearly aligned. In the vicinity of these local minima we have the following
conditions
1. fxx > 0,
2. |∇f |2 > 1,
3. the product uv ≪ 1.
If u(·, t) has a local minimum at x∗, then at the point (x∗, t) we have
ut(x
∗, t) = −u(x∗, t)∆f(x∗, t). (6.7)
From the convexity of f , it is clear that u and v are decreasing in the vicinity
of the local minima. If also, |∇f |2 > γuv∆f , then we see from (6.5) that f
will also be decreasing. As a result, in the vicinity of the local minima of u
and v, both ∆f and |∇f | are increasing. Notice how this differs from the
case where local minima of u and v are aligned with a local minimum of f .
We have
∆f =
v∆u− u∆v
(u+ v)3
> 0,
with ∆u and ∆v increasing. Therefore
∆f ∼ u∆v
v3
,
If we assume that ∆v is not decreasing and that u ∼ v, we conclude that
∆f ∼ u−2 in the vicinity of x∗.
As long as the local minimum for u remains at x∗ as t increases, then
ut(x
∗, t) = −u(x∗, t)∆f(x∗, t) ∼ −u−1(x∗, t)
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Thus we expect u ∼ √C − t for some constant C > 0, which implies u(x∗, t)
goes to zero in finite time.
The dynamic here is one in which both u and v locally sense a high
fitness gradient, and their response has the effect of increasing this gradient,
thus accelerating the rate at which the densities u and v locally approach
zero.
Weak solution - Example 2. In our second example, we modify the
initial conditions (6.1) from the example in Section 6.2, subtracting the
constant 1 from each initial condition (see Figure 10(a),(b)). This changes
the relative values of u and v, thus altering the fitness profile and setting up
the condition, uv ≪ 1 on part of the domain, that leads to weak solutions
(Figure 10(c),(d)). In the steady state (Figure 10(e),(f)), the fitness profile
for the modified problem is piecewise constant.
Weak solution - Example 3. Our third weak solution is shown in Fig-
ure 11, with initial conditions
u(x, 0) =
3
5
,
v(x, 0) =
2
5
+
(
2
5
cos(5πx)
)
exp
(
− (x−
1
2)
2
x(1− x)
)
.
(6.8)
Notice from Figure 11(a),(d) that at time t = 0, the local minima of v
correspond to local maxima of f , at the points x∗ and y∗ in the figure. The
local maxima of f drive aggegration of u and v in the vicinity of x∗ and y∗
(Figure 11(b)), which in turn leads to local minima in u and v near x∗ and
y∗, with large gradients in f , the conditions that drive u and v to zero.
6.5 A spatial Lotka–Volterra model
In our final example, we use the fitness gradient flux to construct a spatial
Lotka–Volterra model. The non-spatial model has a stable steady state,
which we show here to be destabilized by cross-diffusion when the fitness
gradient flux is included. Our approach will be discussed more fully in a
future paper.
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Consider a generalized Lotka–Volterra ODE model
u˙ = g1(u, v) = u(c1 − c2u− c3v),
v˙ = g2(u, v) = v(k1 + k2u− k3v),
(6.9)
where u and v are densities of the two species subject to logistic growth,
and the constants ci, ki > 0. The growth rate of v is enhanced by u, while
the growth rate of u is decreased by v, as might occur in a predator-prey
or host-parasite type interaction, where u is the prey and v is the predator.
We note however that in the standard Lotka–Volterra predator-prey system,
the constant k1 would be strictly negative. If the null-clines c1 = c2u− c3v
and k1 = −k2u+k3v in the (u, v)-phase plane intersect in the interior of the
first quadrant, then (6.9) has a stable steady state (u∗, v∗), with u∗, v∗ > 0.
Linearizing (6.9) around the steady state and letting
J(u∗,v∗) =
[
∂ug1 ∂vg1
∂ug2 ∂vg2
]
(u∗,v∗)
=
[
−k2u∗ −k3u∗
c2v
∗ −c3v∗
]
,
we see that J has the following sign structure:[
− −
+ −
]
. (6.10)
Since ∂ug1 and ∂vg2 have the same sign at the steady state, the ODE system
does not display an activator-inhibitor dynamic, and the steady state cannot
be destabilized by diffusion [28]. However, a cross-diffusive instability occurs
when we spatially extend this model as a fitness gradient flux system
∂tu = −∇ · (u∇f) + u(c1 − c2u− c3v),
∂tv = −(1 + γ)∇ · (v∇g) + v(k1 + k2u− k3v),
(6.11)
where the fitness f is as defined in Section 2 above, and satisfies the same
conditions as assumed in our previous analysis. The instability is illustrated
with a numerical example in Figure 12. Note that an individual in either
the prey or predator population benefits by locating itself where there is
a high density of prey relative to predators. Prey tend to aggregate, and
predators follow. The result is an alignment dynamic for the extrema as
shown in Figure 12, very similar to the fitness gradient flux system discussed
previously. Spatial variation of the ratio u/v in the initial conditions give
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rise to local aggregations, as the populations align in a spatially structured
steady state. Unlike Turing patterns, however, there is no characteristic
wavelength; steady state patterns depend on initial conditions.
7 Conclusions
Our results show that under a fitness-based dispersal mechanism where the
fitness has some dependence on individual interactions, as in an evolutionary
game, variations in the ratio of population densities lead to spatial structure
as populations ascend local fitness gradients.
The interaction between populations in our model has a predator-prey
or cooperative-exploitative dynamic, as in the standard prisoner’s dilemma
and hawk-dove games. Individuals of both populations benefit by locating
themselves where the density of the cooperative or prey species u is large,
relative to the density of the exploitative or predatory species v.
We can consider interesting extensions of the model by coupling this fit-
ness gradient flux with ODE systems for relevant local population dynamics,
as we have done in the spatial Lotka–Volterra model in Section 6.5. We also
expect this spatial coupling to have relevance to public-goods interactions
that describe coexistence of cooperative and exploitative behavior as has
been observed, for example, in polymorphic populations of yeast [20].
Although here we have focused on directed motion in a non-diffusive
limit, it is natural to consider including a component of diffusion and/or a
law of motion for each population in the absence of the other, as well as
a density dependent fitness or term describing interactions when u + v is
small and the mean-field assumptions of evolutionary game theory should
not be expected to hold. We also have not included in our basic model any
term that a priori prevents unlimited aggregation. The higher sensitivity of
population v, to the fitness gradient (γ > 0 in (5.1)) allows the exploitative
population to in some sense overtake u and limit its aggregation. We expect
that if the cooperative population u has the higher sensitivity that blow up
would occur, although this remains to be shown.
It is also interesting to consider non-transitive (cyclic) games for three
players, such as the classic Rock, Paper, Scissors game. Through numerical
simulations, we have shown the development of spiral waves in 2D in a
previous paper, and we suspect that such models also have periodic solutions
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when coupled with particular local population dynamics [15].
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Figure 10: Comparison for two solutions whose initial conditions differ by
a constant. In each plot scaling for densities u and v, is indicated on the
left, while scaling for f(u, v) is indicated on the right. Left column shows
evolution for (a) initial conditions u0, v0 from (6.1). The right column shows
evolution for (b) initial conditions are u0 − 34 , v0 − 34 . This produces large
gradients in the fitness, along with regions where the product uv ≪ 1 leading
to a weak solution (see text).
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Figure 11: Example 3: (a) initial conditions that produce large gradients
in the fitness and regions where uv ≪ 1 (near x = 0.6), leading to a weak
steady state solution with a fitness that is piecewise constant in the steady
state (c). Note that the fitness is constant on a small interval around x = 0.6
(see inset).
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Figure 12: Spatially-extended Lotka–Volterra model (6.11), with k1 = k2 =
k3 = 1, c1 = 3/2, c2 = 1, c3 = 6.
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