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Preface
In this book we describe an approach through toric geometry to the following problem: “estimate
the number (counted with appropriate multiplicity) of isolated solutions of n polynomial equations in n
variables over an algebraically closed field k.” The results coming out of this approach give the number of
solutions for “generic” systems in terms of their Newton polytopes, and explicitly characterize what makes
a system “generic.” The pioneering work in this field was done in the 1970s by Kushnirenko, Bernstein and
Khovanskii, who completely solved the problem of counting solutions of generic systems on the “torus”
(k \ {0})n. In the context of our problem, however, the natural domain of solutions is not the torus, but the
affine space kn. There were a number of works to extend Bernstein’s theorem to the case of affine space,
and recently it has been completely resolved. The aim of this book is to present these results in a coherent
way. We start from the beginning, namely Bernstein’s beautiful theorem which expresses the number of
solutions of generic systems in terms of the mixed volume of their Newton polytopes. In fact one goal
of this text is to give a complete proof of Benstein’s theorem (over arbitrary algebraically closed fields)
which is as elementary as possible. We also describe some results, both classical and new, on the theory
of Milnor numbers of hypersurface singularities which can be obtained by similar techniques. Care was
taken to make this book as elementary as possible. In particular, we develop all the necessary results from
toric geometry and intersection theory. This book should be accessible to any student after a first course in
algebraic geometry.
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Introduction
1. The problem and the results
This book is about the problem of computing the number of solutions of systems of polynomials, or
equivalently, the number of points of intersection of the sets of zeroes of polynomials. In this section we
formulate the precise version of the problem we are going to study and give an informal description of the
results. One natural observation that simplifies the problem is that intersection multiplicity should be taken
into account, e.g. even though a tangent line intersects a parabola at only one point, it should be counted
with multiplicity two (see fig. 1).
O
As secants approach the tangent at O more and
more closely, both of the two points of intersec-
tion move arbitrarily close to O.
FIGURE 1. A tangent line intersects a parabola at a point with multiplicity two
The geometric intuition for intersection multiplicity is the “principle of continuity,” the principle that
continuous perturbations of systems result in continuous changes of associated metrics or invariants1. Since
the number of points of intersection is a discrete invariant of a system, it follows that it must not change
under continuous perturbation. However, over real numbers points of intersection may disappear upon
an infinitesimal deformation (see fig. 2). On the other hand, this problem disappears if one also counts
“imaginary” solutions (this is why the intersection theory over complex numbers, or, more generally, an
algebraically closed field, is easier than the intersection theory over real numbers). In this book we will
consider polynomial systems defined over algebraically closed fields2.
(0, 0)
y = x2
y =  intersects the parabola at two real points with multiplicity one.
y = 0 intersects the parabola at one real point with multiplicity two.
y = − intersects the parabola at two imaginary points with multiplicity one.
FIGURE 2. Disappearance of real points of intersection
If there are infinitely many solutions of a system of polynomials, then the solution set has positive di-
mensional components, and assigning multiplicity to these components is trickier; we bypass this problem
1“Consider an arbitrary figure in general position . . . Is it not obvious that if . . . one begins to change the initial figure by
insensible steps, or applies to some parts of the figure an arbitrary continuous motion, then is it not obvious that the properties
and relations established for the initial system remain applicable to subsequent states of this system provided that one is mindful
of particular changes, when, say, certain magnitudes vanish, change direction or sign, and so on—changes which one can always
anticipate a priori on the basis of reliable rules.” – J. V. Poncelet, the foremost exponent of the principle of continuity, in the
introduction of Traite´ des proprie´te´s projectives des figures (1822), as cited in [Ros05].
2. . . which Poncelet probably would not have approved of, given his attitude towards consideration of complex solutions; see
[Gra11, Section 4.2] for a most interesting account of this history.
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in this book and compute only isolated3 solutions. This implies in particular we do not consider “under-
determined systems,”4 since an underdetermined system over an algebraically closed field can only have
either positive dimensional or empty sets of solutions. We also ignore “overdetermined systems” 5 because
of the relative difficulty in assigning multiplicities. The final form of the subject of this book is thus the
following:
Problem 0.1 (Affine Be´zout problem). Given n polynomials in n variables over an algebraically closed
field k, give a sharp estimate of the number of its isolated solutions counted with appropriate multiplicity,
and determine the conditions under which it is exact.
For n = 1, the fundamental theorem of algebra gives a complete answer: a polynomial of degree d has
precisely d zeroes counted with multiplicity. For n ≥ 2, there is a problem: points of intersection may run
off to infinity (see fig. 3).
y = x2
O
As secants approach the vertical line at O more
and more closely, one of the points of intersection
approaches O and the other goes to infinity.
FIGURE 3. A vertical line intersects the parabola at one point with multiplicity one
Any reasonable approach to problem 0.1 therefore must take into account “intersections at infinity.”
Be´zout’s theorem, named after E. Be´zout (1730–1783), is the most basic result that does it satisfactorily.
THEOREM 0.2 (Be´zout’s theorem, affine version). The number of isolated solutions in kn of n poly-
nomials in n variables is at most the product of their degrees. Moreover, this bound is exact if and only if
the only common solution of the leading forms6 of the polynomials is the origin.
Example 0.3. Consider the system in fig. 3 consisting of the parabola y−x2 = 0 and a line ax+by+c = 0.
The Be´zout bound is 2 × 1 = 2, and the leading forms are −x2 and ax + by. As long as b 6= 0, the only
solution to −x2 = ax + by = 0 is (0, 0), so that the bound is exact. However, if b = 0, i.e. the line is
vertical, then any point of the form (0, k), k ∈ k, is a common solution of the leading forms. Consequently
the Be´zout bound overestimates the number of solutions in this case, as observed in fig. 3.
Be´zout’s theorem gives a sharp answer to problem 0.1 provided there is no solution “at infinity.”
However, as Gauss famously remarked,7 infinity is the limit of some process, and curves which approach
arbitrarily close to each other in one process may grow apart in another. From the perspective of projective
geometry, the Be´zout bound is the intersection number of the polynomial hypersurfaces in the projective
space Pn, which is a compactification of the affine space kn formed by adjoining a “hyperplane at infinity.”
Therefore the Be´zout bound is exact if and only if the hypersurfaces do not intersect at any point at infinity
on Pn. A natural class of compactifications of kn containing the projective space is that of weighted
projective spaces. Given an n-tuple ω = (ω1, . . . , ωn) of positive integers, the corresponding weighted
rational curve Cωa through a point a = (a1, . . . , an) ∈ kn is the curve parametrized by the map t 7→
3A point is isolated in a set S if it is open in S.
4A system is underdetermined or overdetermined depending on whether the number of equations is smaller or greater than the
number of variables.
5See footnote 4.
6The leading form of a polynomial is the sum of its monomial terms with the highest degree; e.g. if f = 2x3 + 7x2y− 9y2 +
7xy − x+ 1, then its degree is 3 and the leading form is 2x3 + 7x2y.
7Discussing his friend H. Schumacher’s purported proof of the parallel postulate, Gauss wrote to him (as cited in [Wat79]), “I
protest first of all against the use of an infinite quantity as a completed one, which is never permissible in mathematics. The infinite
is only a fac¸on de parler, where one is really speaking of limits to which certain ratios come as close as one likes while others are
allowed to grow without restriction.”
1. THE PROBLEM AND THE RESULTS 8
(a1t
ω1 , . . . , ant
ωn). In the same way that in the projective space straight lines with different slopes are
separated at infinity, in the weighted projective space Pn(1, ω) the curves Cωa corresponding to distinct a
are separated at infinity. See fig. 4 for an example with ω = (1, 2), in which case {Cωa }a is the family
of parabolas {a12y − a2x2 = 0}. The “weight” of a monomial xα11 xα22 · · ·xαnn corresponding to ω is
ω1α1 + · · · + ωnαn. If f is a polynomial, then the corresponding weighted degree ω(f) of f is the
maximum of the weights of all the monomials appearing in f . The leading weighted homogeneous form
of f is the sum of all monomials (with respective coefficients) of f with the highest weight. Computing
intersection numbers on Pn(1, ω) leads to the “weighted Be´zout theorem,” of which the original theorem
of Be´zout (theorem 0.2) is a special case (corresponding to ω = (1, . . . , 1)).
parabolas lines
(A) k2
parabolas lines
line at infinity
(B) P2
parabolas
lines
line at infinity
(C) P2(1, 1, 2)
FIGURE 4. Parabolas and lines on k2 and near the line at infinity on P2 and P2(1, 1, 2)
THEOREM 0.4 (Weighted Be´zout theorem). Let ω be a weighted degree on the ring of polynomials
with positive weights ωj for xj , j = 1, . . . , n. Then the number of isolated solutions of polynomials
f1, . . . , fn on kn is bounded above by (
∏
j ω(fj))/(
∏
j ωj). This bound is exact if and only if the leading
weighted homogeneous forms of f1, . . . , fn have no common solution other than the origin.
Example 0.5. Let ω = (1, 2), f = y − x2 and g = ax + c, a 6= 0. Then ω(f) = 2, ω(g) = 1, and the
leading weighted homogeneous forms of f and g are respectively y − x2 and ax . The only solution to the
leading weighted homogeneous forms of f and g with respect to ω is (0, 0), so theorem 0.4 implies that
the number of solutions of f = g = 0 is precisely the weighted Be´zout bound (ω(f)ω(g)/(ω(x)ω(y)) =
(2× 1)/(1× 2) = 1, as we saw in fig. 3.
ω = (1, 1)
ω = (1, 2)
(A) P
c(1,1),∞parabolas
lines
c(1,2),∞
(B) A coordinate chart near
infinity on XP
FIGURE 5. Parabolas and lines near curves at infinity on XP
The main class of compactifications considered in this book are toric varieties associated to convex
integral polytopes8. If P is an n dimensional convex integral polytope in Rn, then the outer normal to each
of its (n − 1)-dimensional face determines (up to a constant of proportionality) a weighted degree, and in
the corresponding toric variety XP , weighted rational curves corresponding to each of these weights are
8A convex integral polytope in Rn is the convex hull of finitely many points in Rn with integer coordinates.
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separated. See fig. 5 for an example of a toric variety in which both parabolas and lines are separated at
infinity. It has two curves at infinity (with respect to k2) corresponding to the two edges which are not along
the axes; we denote these curves by cω,∞, where ω is the corresponding weight. Each cω,∞ separates the
family of weighted rational curves corresponding to ω. Computing intersection numbers of hypersurfaces
on toric varieties yields a beautiful result of D. Bernstein, which we now describe. The Newton polytope
of a polynomial is the convex hull of all the exponents that appear in its expression, see fig. 6.
y
x
NP(f)
f = 1− x+ 3x3 + 4x2y − 7y3
y
x
NP(g)
g = 2 + x− y + xy + x2y + xy2
FIGURE 6. Some Newton polytopes in dimension 2
V. I. Arnold noticed (in the 1960s?) that invariants of “generic” systems of polynomials tend not to
depend on precise values of the coefficients of their monomials, but only on the combinatorial relations of
the exponents of these monomials. The study of this phenomenon was a recurring topic at his seminars at
Moscow University. While working on Arnold’s question on determination of the Milnor number9 at the
origin of a generic polynomial, A. Kushnirenko discovered that if all polynomials have the same Newton
polytope, then for generic systems the number of isolated solutions which do not belong to any coordinate
hyperplane has a strikingly simple expression: it is simply n! times the volume of this polytope! D.
Bernstein soon figured out how to remove the restriction on Newton polytopes (about 130 years before this
F. Minding [Min41] discovered a special case of Bernstein’s theorem in dimension two10).
THEOREM 0.6. Let N be the number (counted with appropriate multiplicities) of the isolated zeroes
of polynomials f1, . . . , fn on (k∗)n := kn \
⋃
i{xi = 0}.
(1) Kushnirenko [Kus76]: If each fi has the same Newton polytope P , then N ≤ n! Vol(P). If
Vol(P) is non-zero, then the bound is exact if and only if the following condition holds:
for each non-trivial weighted degree ω, the corresponding lead-
ing forms of f1, . . . , fn do not have any common zero on (k∗)n.
(∗)
(2) Bernstein [Ber75]: In general N is bounded above by the mixed volume11 of the Newton poly-
topes of fj . If the mixed volume is non-zero, then the bound is exact if and only if (∗) holds.
Example 0.7. If the Newton polytope of each polynomial contains the origin, then theorem 0.6 in fact
gives an upper bound on the number of isolated solutions on kn and it is in general better than the bounds
from theorems 0.2 and 0.4. For example, using the fact that mixed volume of two planar bodies P andQ is
simply Area(P +Q)−Area(P)−Area(Q) (example 3.3), we see that Bernstein’s bound for the number
of solutions of f = g = 0 is the area of the region shaded in blue in fig. 7, which is equal to 8. Be´zout
bound, on the other hand is 3 × 3 = 9; it is not hard to show that the 9 is also the best possible weighed
Be´zout bound.
The natural domain of solutions of systems of polynomials over a field k is not the torus (k∗)n, but the
affine space kn. There are at least two different ways to extend Bernstein’s theorem to kn. The approach
motivated by the polynomial homotopy method for solving polynomial systems is as follows: given poly-
nomials f1, . . . , fn, one starts with a deformed system f1 = c1, . . . , fn = cn with nonzero cj . For generic
9The Milnor number is an invariant of a singularity, see section 6.2.
10A. Khovanskii gives a summary of Minding’s approach in [BZ88, Section 27.3]; an English translation of [Min41] by D. Cox
and J. M. Rojas appears in [GK03].
11The mixed volume is the canonical multilinear extension (as a functional on convex bodies) of the volume to n-tuples of
convex bodies in Rn, see section 3.2 for a precise description.
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+ =
NP(f) NP(g) NP(f) + NP(g)
FIGURE 7. Minkowski sum of Newton polytopes of f and g
f1, . . . , fn all solutions of the deformed system are in fact on the torus, and their number is given by Bern-
stein’s theorem. Then one counts how many of these solutions approach isolated solutions of f1, . . . , fn as
each cj → 0. This approach is taken in [Kho78, LW96, RW96, Roj99, HS95]. In particular, B. Huber and
B. Sturmfels [HS95] found the general formula through this approach; however they proved it in a special
case, and only in characteristic zero. J. M. Rojas [Roj99] observed that Huber and Sturmfels’ formula
works over all characteristics. The other approach is closer to Bernstein’s original proof of his theorem:
here one computes the number of “branches” of the curve defined by f2 = · · · = fn = 0 and then the
sum of order of the restriction of f1 along these branches. General formulae through this approach were
obtained by A. Khovanskii [unpublished] and the author [Mon16]. This formula requires computation of
the intersection multiplicity at the origin of generic systems of polynomials; a formula for this multiplicity
was also given in [Mon16]. In the special case that each polynomial is “convenient,”12 the generic inter-
section multiplicity was computed in [AY83], and Khovanskii [unpublished] obtained a recipe to reduce
the general case to the convenient one. Rojas [Roj99] gave another formula for the generic intersection
multiplicity via Huber and Sturmfels’ polynomial homotopy method.
Characterizations of the systems that achieve the generic bound for intersection multiplicity at the ori-
gin and the systems that achieve the generic bound for the number of isolated solutions on kn have been
achieved in [Mon16]. Sufficient conditions for genericness are not hard to obtain. In particular, for a given
system of polynomials, it is straightforward to see that if its restriction to each coordinate subspace of kn
satisfies the non-degeneracy condition (∗) from Bernstein’s theorem, then it attains the generic bound for
both the multiplicity at the origin and the number of isolated solutions on kn. [Mon16] shows that for in-
tersection multiplicity at the origin it is also necessary (modulo some obvious corrections). For convenient
polynomials this was already known (see e.g. [Est12, Theorem 5]). Rojas [Roj99] gave some sufficient
conditions for the genericness of the number of isolated solutions in kn. The complete characterization in
[Mon16] of the kn-case is trickier than the case of (k∗)n, e.g. if a system of polynomials have non-isolated
solutions on (k∗)n, this guarantees that (∗) fails, so that the number of its isolated solutions on (k∗)n is
less than the maximum possible value. This is not true for kn (see part (b) of example 5.15). It is an open
problem to classify coordinate subspaces of kn which violate this property for systems with given Newton
polytopes (problem 5.30).
As we noted above, the pioneering work of Kushnirenko on counting solutions of polynomial sys-
tems was motivated by his work on Milnor numbers of hypersurface singularities. In [Kus76] he gave
a beautiful formula for a lower bound on the Milnor number, and showed that the bound is achieved by
Newton non-degenerate singularities if either the characteristic is zero or if the polynomial is convenient.
It was however clear from the beginning that Newton non-degeneracy is not necessary for the formula to
hold, and it also does not imply “finite determinacy.”13 C. T. C. Wall [Wal99] introduced another notion of
non-degeneracy which implies finite determinacy and which also guarantees that the Milnor number can
be computed by Kushnirenko’s formula. Wall considered only the case of zero characteristic; Y. Boubakri,
12A polynomial or power series is convenient if for each j, there is mj ≥ 0 such that the coefficient of xmjj is nonzero.
13i.e. it does not ensure that the singularity at the origin is isolated.
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G.-M. Greuel and T. Markwig [BGM12] showed that his results also hold in positive characteristic. S. Br-
zostowski and G. Oleksik [BO16] found the combinatorial condition which under Newton non-degeneracy
is equivalent to finite determinacy. The Milnor number of a hypersurface at the origin is same as the in-
tersection multiplicity at the origin of the partial derivatives of the defining polynomial (or power series).
The non-degeneracy condition for intersection multiplicity therefore gives a natural starting point to study
Milnor numbers. This condition generalizes both Newton non-degeneracy (for isolated singularities) and
Wall’s non-degeneracy condition, and [Mon16] shows that in positive characteristic it is sufficient, and in
zero characteristic it is both necessary and sufficient for the Milnor number to be generic.
The purpose of this book is to give a unified exposition of the results described above. We tried to
ensure that it is accessible to a student equipped with a first course in algebraic geometry. In particular, no
familiarity with toric varieties or intersection theory has been assumed. The only technical tool from inter-
section theory required for (the proofs of) the main results of this book is the computation of intersection
multiplicity via curves; this has been derived from scratch in the appendices. In addition to Bernstein’s
theorem (over arbitrary algebraically closed fields), classical results proved in this book include weighted
homogeneous and multi-homogeneous versions of Be´zout’s theorem; complete proofs of these results are
otherwise hard to find. The characterization of the non-degeneracy condition in Bernstein’s theorem was
established following Bernstein’s original proof; in particular we present his simple and ingenious trick to
construct a curve of solutions that runs off to infinity in the case that (∗) is not satisfied14.
2. Organization
We start with a short introduction in chapter 1 to weighted projective spaces and the notions of
weighted orders, degrees, and leading forms. In chapter 2 we give an introduction to the theory of toric
varieties. The goal was to develop as efficiently (and as elementarily) as possible the theory needed for
the proof of the results in the subsequent chapters. The starred sections of chapter 2 are not necessary for
the proof of Bernstein’s theorem. In chapter 3 we prove Bernstein’s theorem and present some of its basic
applications. On the convex geometric side we use it to give a proof of Minkowski’s characterization of
collections of polytopes with zero mixed volume, and on the algebro-geometric side we prove the weighted
homogeneous and multi-homogeneous versions of Be´zout’s theorem. Chapter 4 contains the results on the
generic bound and non-degeneracy conditions for intersection multiplicity at the origin, which we use in
chapter 5 to compute the generic bounds and non-degeneracy conditions for the number of solutions of
polynomial systems on kn. It turns out that one can as easily replace kn by an arbitrary Zariski open
subset of kn - the results of chapter 5 are derived in this greater generality. In chapter 6 we apply the
results from chapter 4 to the study of Milnor numbers. Each of chapters 4 to 6 ends with a selection of
open problems (mostly combinatorial in nature).
The prerequisites from algebraic and convex geometry are listed in the appendices. In appendix C
we prove that intersection multiplicity of n polynomials at an isolated zero on kn can be computed by
computing the order of the restriction of one of them along the curve determined by the other n − 1.
The latter curve is in general not reduced, therefore we need to use the language of schemes. We require
familiarity with only the very basic notions from the theory of schemes, these are reviewed in appendix B.
There is one nontrivial result that we use (in appendix C) without proof and which is probably not included
in a typical first course in algebraic geometry: it is Macaulay’s unmixedness theorem which states that
if the zero set of f1, . . . , fk has codimension k in kn, then fk is a non zero-divisor in the quotient of
k[x1, . . . , xn] modulo the ideal generated by f1, . . . , fk−1 (should a proof be included?).
14The bound from Bernstein’s theorem and the sufficiency of (∗) for the bound can be established without much difficulty (and
also very elegantly!) using the general machinery of intersection theory (see e.g. [Ful93, Section 5.4]). However, we do not know of
any proof of the necessity of (∗) using this approach; in all probability it would be much more difficult, since establishing positivity
of excess intersections is in general a hard problem. Bernstein’s trick is a non-trivial example of an elementary argument faring better
than a formidable machinery.
CHAPTER 1
(Weighted) projective spaces
1. Introduction
After a historical overview of the concept of points at infinity and homogeneous coordinates, we
describe some of the algebraic compactifications of affine spaces obtained by adding points at infinity,
namely projective spaces, weighted projective spaces and their products. In each case we describe the
points at infinity on the closure of polynomial hypersurfaces (provided the underlying field is algebraically
closed). We also introduce the notions of (weighted) degrees, orders, and the corresponding leading and
initial forms.
2. Points at infinity
Points at infinity seem to have first cropped up in Johannes Kepler’s work on conics in Ad Vitellionem
paralipomena quibus astronomiae pars optica traditur1 (1604). It is in this text that Kepler introduces the
term focus2 to denote each of the (unique) pair of points inside a conic such that the rays from any point
on the conic make equal angles to the tangent at that point. For a circle the foci coincide at the center, and
they separate as the circle deforms into an ellipse. As one continues to deform the ellipse so that in the end
it turns into a parabola, Kepler concludes that “In the Parabola one focus . . . is inside the conic section, the
other to be imagined either inside or outside, lying on the axis at an infinite distance from the first, so that
if we draw the straight line . . . from this blind focus to any point . . . on the conic section, the line will be
parallel to the axis . . . ” [FG87, pp. 186-187], see fig. 1.
FIGURE 1. Foci of families of conics
Another inspiration, albeit indirect, of points at infinity is the theory of linear perspective. Application
of perspectives were already present in early fourteenth century paintings from Italy [And07, Chapter I], the
1“Literally ‘Things omitted by’ (or ‘Supplements to’) ‘Witelo with which the optical part of astronomy is concerned’. [. . .]
Witelo’s Perspectiva, probably written in the 1270s, appeared in several new editions in the sixteenth century, and seems to have been
the standard textbook on Optics” [FG87, pp. 221-222].
2Focus is the Latin word for hearth. “Since light was reflected to the focus, . . . the focus of the mirror was the position in which
one would place the material one wished to burn” [FG87, p. 222].
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earliest surviving written account of geometric construction of perspective being Leon Battista Alberti’s De
Pictura (1435). By the seventeenth century there were numerous treatises on perspective. In 1639 Girard
Desargues, who had worked as a military engineer and written on perspective, circulated fifty copies of his
Brouillon project du´ne atteinte aux evenmens des rencontres du cone avec un plan (“Rough draft of an essay
on the results of taking plane sections of a cone”). At the very beginning of Brouillon project Desargues
introduced the notion that parallel lines intersect at a point at infinity and parallel planes intersect at a line
at infinity; constructing essentially the projective plane P2(R) and the three dimensional projective space
P3(R) over R. He made extensive use of the lines and planes at infinity to give a unified treatment of
families of parallel lines and families of lines through a common point. The subject of projective geometry
was born in Brouillon project.
3. Homogeneous coordinates
The birth however, went practically unnoticed. Desargues’ manuscript was thought to have been lost
and it did not inspire much new work (an exception being Blaise Pascal’s Essay pour les coniques (1640)
which contains Pascal’s theorem on conics). Projective geometry was revived in the nineteenth century
largely due to Jean-Victor Poncelet, who fought in Napoleon’s army in the battle of Krasnoi in November,
1812, and then was a prisoner of war in Satarov till Napoleon’s defeat in mid 1814. In the prison “he occu-
pied himself summarising all he knew of the mathematical sciences in notebooks that he then distributed
to his fellow prisoners who wanted to finish an education disrupted by the incessant military campaigns”
[Gra11, p. 13]. In the process he discovered, and upon his return to France, championed, the unifying
aspect of projective geometry (as opposed to the “analytic geometry” of Descartes). A fundamental tool of
this new geometry was the duality between points and lines on the plane. Initially applied by Charles Julien
Brianchon and Poncelet to conics, the duality principle was extended to all planar curves by Joseph Diaz
Gergonne3. All the details of the duality principle however were not clear, e.g. even though the principle
suggests that dualising twice one should get back the original curve, it was soon discovered that dualising a
curve of degree higher than two results in a curve of degree higher than that of the original curve. Poncelet
had some ideas about resolving this paradox by taking into account the effects of cusps and double points
on a curve, but his ideas were not very precise. The resolution came through the algebraic treatment of pro-
jective geometry by August Mo¨bius in Der barycentrische calcul (1827). Mo¨bius observed that weights
w0, w1 placed at the ends of a (weightless) rod uniquely determines a point P on the rod, namely their
barycenter, i.e. the center of gravity; the ordered pair [w0 : w1] (we write it in this way to distinguish from
the Cartesian coordinates of P ) are the barycentric coordinates of P . It is straightforward to work out
the relation between the Cartesian and barycentric coordinates, e.g. if we identify the rod with the closed
interval [a, b] on the real line, then the barycentric coordinates [w0 : w1] of x ∈ [a, b] satisfies:
x =
aw0 + bw1
w0 + w1
This formula can be readily extended to allow for w0 and w1 to be zero or negative. It follows that each
point on the real line has barycentric coordinates, see fig. 2. It is also clear that the barycentric coordinates
are homogeneous, i.e. [w0λ : w1λ] denote the same point as [w0 : w1] for every non-zero λ ∈ R. Finally,
note that if w0 +w1 = 0, then [w0 : w1] does not correspond to any point on the line; Mo¨bius defined it as
a point lying at infinity.
−1
[2 : −1]
0
[1 : 0]
0.5
[0.5 : 0.5]
1
[0 : 1]
2
[−1 : 2]
FIGURE 2. Barycentric coordinates in dimension one with respect to the interval [0, 1]
3“. . . it is one thing to realise that dualising a figure is a good way to obtain new theorems, which is what Poncelet did, and
quite another thing to claim that points and lines are interchangeable concepts which must logically be treated on a par. This was the
view that Gergonne put forward in 1825. Interpreted in such generality, Gergonne’s principle of duality is one of the most profound
and simple ideas to have enriched geometry since the time of the Greeks . . . ” [Gra11, p. 55].
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In dimension two one starts with a triangle ∆; assume for convenience that the vertices of ∆ are the
points with Cartesian coordinates (0, 0), (1, 0) and (0, 1). Then the Cartesian coordinates (x, y) and the
barycentric coordinates [w0 : w1 : w2] of a point P on the plane with respect to ∆ are related as follows:
x =
w1
w0 + w1 + w2
, y =
w2
w0 + w1 + w2
-2 -1 0 1 2
-1
0
1
2
[1 : 0 : 0] [0 : 1 : 0]
[0 : 0 : 1]
[−1.5 : 1.5 : 1][0.5 : −1 : 1.5]
[2.5 : −1 : −0.5] [0.5 : 1 : −0.5]
FIGURE 3. Barycentric coordinates in dimension two with respect to ∆
As in the case of the real line, the barycentric coordinates of the points at infinity are [w0 : w1 : w2]
with w0 + w1 + w2 = 0. Mo¨bius observed that many computations with barycentric coordinates become
simpler upon a change of coordinates of the form
[w0 : w1 : w2] 7→ [w0 + w1 + w2 : w1 : w2]
These new coordinates are nowadays usually denoted as homogeneous coordinates. In particular, the equa-
tion of the line ax+by+c = 0 changes in the barycentric coordinates to aw1+bw2+c(w0+w1+w2) = 0,
and this in turn becomes aw1 +bw2 +cw0 = 0 in homogeneous coordinates. And in homogeneous coordi-
nates the points at infinity are described byw0 = 0. As he was finishing Der barycentrische calcul, Mo¨bius
heard of the duality between points and lines studied by the French geometers, and noticed that the homo-
geneous coordinates gives a natural algebraic approach to duality, namely the line aw1 + bw2 + cw0 = 0
corresponds simply to the point with homogeneous coordinates [a : b : c], and vice versa. This automat-
ically ensured that concurrent lines go to collinear points under duality and that dualising twice one gets
back to the original curve. Julius Plu¨cker, possibly independently of Mo¨bius, gave an analogous theory of
homogeneous coordinates in 1830, and later used it to completely resolve the duality paradox. The homo-
geneous coordinates were soon extended to higher dimensions (by Segre (?)), which opened the door to
algebraic study of higher dimensional projective spaces.
4. Projective space
Let k be an arbitrary field. Fix coordinates (x0, . . . , xn) on kn+1, n ≥ 0. The n-dimensional projec-
tive space Pn over k is the set of lines (with respect to (x0, . . . , xn)) in kn+1 through the origin. Every point
(a0, . . . , an) ∈ kn+1\{0} determines a unique line through the origin which passes through it; the homoge-
neous coordinate of this line is [a0 : · · · : an]. For each j = 0, . . . , n, let Uj := {[a0 : · · · : an] : aj 6= 0}.
The map (a1, . . . , an) 7→ [a1 : · · · : aj−1 : 1 : aj : · · · : an] gives a one-to-one correspondence between
k
n and Uj , and defines on Uj the structure of an affine algebraic variety isomorphic to kn. It is straight-
forward to see that these structures are compatible with each other, and accordingly turns Pn =
⋃n
j=0 Uj
into an algebraic variety. The complement Hj of Uj in Pn is the set of lines (through the origin) which lie
on the j-th coordinate hyperplane, so that if we identify kn with U0, then the set of points at infinity is pre-
cisely H0 := {[0 : a1 : · · · : an]}, and the homogeneous coordinates on Pn are precisely those introduced
by Mo¨bius. Note that H0 is naturally isomorphic to Pn−1. Using this observation it is straightforward
5. WEIGHTED ORDERS, DEGREES AND PROJECTIVE SPACES 15
to check that Pn is an irreducible algebraic variety and each Uj is Zariski dense and open in Pn. It turns
out that Pn is also a complete (see appendix B.5 for the definition) variety. If we identify U0 with kn, this
implies that Pn is a compactification of kn, i.e. it is a complete variety containing kn as a dense open subset.
Recall that a polynomial h ∈ k[x0, . . . , xn] is called homogeneous if each of its monomial have the
same degree. Let h be a homogeneous polynomial. Since [a0 : · · · : an] = [b0 : · · · : bn] if and
only if there is a nonzero t ∈ k such that aj = tbj for each j, it follows that h(a0, . . . , an) = 0 if and
only if h(b0, . . . , bn) = tdeg(h)h(a0, . . . , an) = 0. Consequently, the set V (h) := {[a0 : · · · : an] ∈
Pn : h(a0, . . . , an) = 0} of zeroes of h is a well defined subset of Pn. In particular, if h = xj , then
V (h) = Pn \ Uj ∼= Pn−1. The restriction of V (h) on each affine chart Uj is isomorphic to the zero set of
the polynomial h|xj=1; in particular V (h)∩Uj is Zariski closed for each j. It follows that V (h) is a Zariski
closed subset of Pn. If f is an arbitrary polynomial in k[x1, . . . , xn], its homogenization with respect to x0
is f˜ := xdeg(f)0 f(x1/x0, . . . , xn/x0). If f = fd + fd−1 + · · · + f0, where each fj is homogeneous and
d := deg(f), then f˜ =
∑d
i=0 x
d−ifi. We say that fd is the leading form of f , and denote it by ld(f).
Proposition 1.1. Identify kn with U0. Assume k is algebraically closed.
(1) Let f ∈ k[x1, . . . , xn]. Then V (f˜) is the Zariski closure in Pn of V (f) := {(x1, . . . , xn) :
f(x1, . . . , xn) = 0} ⊂ kn.
(2) If f1, . . . , fk ∈ k[x1, . . . , xn], then the following are equivalent
(a)
⋂k
j=1 V (f˜j) \ kn = ∅.
(b) there is no common zero of ld(f1), . . . , ld(fk) on kn \ {0}.
PROOF. At first we prove assertion (1). If f is a nonzero constant, then both V (f) and V (f˜) are
empty. So assume f is a non-constant polynomial. Since V (f˜) ∩ kn = V (f), B.3(b) implies that each
irreducible component of dim(V (f˜)) has dimension n− 1. On the other hand,
V (f˜) ∩ (Pn \ kn) = V (f˜) ∩ V (x0) = V (ld(f)) ∩ V (x0)(1)
Since ld(f) is a nonzero polynomial and V (x0) ∼= Pn−1, B.3(b) implies that each irreducible component of
V (f˜)\kn has dimension n−2, and therefore can not be an irreducible component of V (f˜). Consequently
every irreducible component of V (f˜) intersects kn and therefore contains an irreducible component of
V (f). Since V (f˜) is Zariski closed, this completes the proof of assertion (1). Assertion (2) follows from
identity (1). 
Using assertion (1) of proposition 1.1 it is straightforward to check that the closure in Pn of each
straight line on kn has a unique point at infinity, and two lines intersect at a common point at infinity if
and only if they are parallel, formalizing the intuition from the theory of the perspective. Assertion (2)
provides a bridge between Be´zout’s theorem (theorem 0.2) and the geometry on Pn. In fact the standard
intersection theoretic proof of Be´zout’s theorem (theorem 0.2) proceeds by showing that given polynomials
f1, . . . , fn ∈ k[x1, . . . , xn],
• the number of isolated points, counted with appropriate multiplicity, in V (f˜1, . . . , f˜n) ⊂ Pn is at
most the product of the degrees of the fi, and
• if k is algebraically closed, then this bound is attained on kn if and only if there is no “intersection
at infinity,” i.e. V (f˜1, . . . , f˜n) ∩ (Pn \ kn) = ∅.
We prove the weighted homogeneous version of Be´zout’s theorem in section 3.7; the original version
follows as a special case.
5. Weighted orders, degrees and projective spaces
A weighted projective space is constructed using the same process as the projective space, using
weighted rational curves in place of straight lines. We introduce some terminology before defining weighted
projective spaces more precisely. Let L := k[x1, x−11 , . . . , xn, x
−1
n ] be the ring of Laurent polynomials in
(x1, . . . , xn). If ν ∈ (Zn)∗, the weighted order corresponding to ν is an integer valued map, which
by an abuse of notation we also denote by ν, on L defined as follows: if f =
∑
α cαx
α ∈ L, then
ν(f) := min{〈ν, α〉 : cα 6= 0}. The initial form Inν(f) of f with respect to ν is the sum of all cαxα such
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that 〈ν, α〉 = ν(f). Similarly, the weighted degree corresponding to ω ∈ (Zn)∗ is a map L→ Z which we
also denote by ω; for every f =
∑
α cαx
α ∈ L, we have ω(f) := max{〈ω, α〉 : cα 6= 0} and the leading
form of f with respect to ω is ldω(f) :=
∑
〈ω,α〉=ω(f) cαx
α. If η is either a weighted order or weighted
degree and f =
∑
α cαx
α ∈ L, we say that f is weighted homogeneous with respect to η (or in short,
η-homogeneous) if η(xα) are equal for all α such that cα 6= 0.
Remark 1.2. The weighted order of the zero-polynomial, corresponding to any set of weights, is∞, and
its weighted degree is −∞.
Now identify (Zn+1)∗ with Zn+1 via the dual basis. Let ω = (ω0, . . . , ωn) ∈ (Zn+1)∗ such that
each ωj is a positive integer. The corresponding weighted projective space Pn(ω) is the set of curves in
k
n+1 of the form Ca := {(a0tω0 , . . . , antωn) : t ∈ k}, where a := (a0, . . . , an) ∈ kn+1 \ {0}. The
weighted homogeneous coordinates of Ca are [a0 : · · · : an]. We treat ω also as a weighted degree on
k[x0, . . . , xn]. The set V (f) := {[a0 : · · · : an] : f(a0, . . . , an) = 0} ⊂ Pn(ω) of zeroes of f is a well
defined subset of Pn(ω) if f is ω-homogeneous. As in the case of Pn, the basic open subsets of Pn(ω) are
Uj := Pn(ω) \ V (xj), j = 0, . . . , n. If f is ω-homogeneous with ω(f) = kωj , k ≥ 0, then (f/xkj )|Ca is
constant for all Ca ∈ Uj and therefore f/xkj is a well defined function on Uj . The k-algebra Rj generated
by all these f/xkj , k ≥ 0, as in the preceding sentence is finitely generated. If h1, . . . , hs generate Rj
as a k-algebra, then the map from φj : Uj → ks determined by (h1, . . . , hs) maps Uj bijectively onto
a closed subvariety of ks whose coordinate ring is isomorphic to Rj . Identifying Uj with φj(Uj) gives
Uj the structure of an affine algebraic variety and Pn(ω) =
⋃n
j=0 Uj the structure of a complete algebraic
variety. In section 2.6 we construct weighted projective spaces as a special class of toric varieties4.
5.1. Compactification of the affine space when ω0 = 1. In this section we treat the case that ω0 =
1. In this case the map (a1, . . . , an) 7→ [1 : a1 : · · · : an] induces an isomorphism between kn and U0, and
therefore Pn(ω) is a compactification of kn. The points at infinity (with respect to U0 ∼= kn) on Pn(ω) are
precisely those with weighted homogeneous coordinates [0 : a1 : · · · : an], with (a1, . . . , an) ∈ kn \ {0}.
For each b = (b1, . . . , bn) ∈ kn \ {0} and c = (c1, . . . , cn) ∈ kn, let Cb,c be the weighted rational curve
with parametrization t 7→ (b1tω1 + c1, . . . , bntωn + cn). Then the closure of each Cb,c in Pn(ω) has a
unique point, namely [0 : b1 : · · · : bn], at infinity. Moreover, two such curves Cb,c and Cb′,c′ have a
common point at infinity if and only if the curves Cb,c and Cb′,c are identical for each c. Note in particular
that if ω1 = · · · = ωn = 1, then each Cb,c is a straight line and Pn(ω) is simply Pn. Since ω0 = 1,
for each polynomial f ∈ k[x1, . . . , xn], we can define its weighted homogenization with respect to ω as
f˜ =: x
ω(f)
0 f(x1/x
ω1
0 , . . . , xn/x
ωn
0 ). The following is the analogue of proposition 1.1; it can be proved
exactly in the same way.
Proposition 1.3. Identify kn with U0. Assume k is algebraically closed.
(1) Let f ∈ k[x1, . . . , xn]. Then V (f˜) is the Zariski closure in Pn(ω) of V (f) ⊂ kn.
(2) If f1, . . . , fk ∈ k[x1, . . . , xn], then the following are equivalent:
(a)
⋂k
j=1 V (f˜j) \ kn = ∅.
(b) there is no common zero of ldω(f1), . . . , ldω(fk) on kn \ {0}. 
6. Products of weighted projective spaces
In this section we examine the closures of the hypersurfaces in a product of weighted projective spaces.
This would be useful in the proof of the weighted multi-homogeneous Be´zout bound (theorem 3.31). Let
X¯ :=
∏s
j=1 Pn(ωj), where each ωj is a weighted degree on Aj := k[xj,0, . . . , xj,nj ] such that the weight
ωj,k of xj,k is positive for each j, k. Let A := k[xj,k : 1 ≤ j ≤ s, 0 ≤ k ≤ nj ], and for each j, let ω˜j be
the trivial extension of ωj to A, i.e.
ω˜j(xk,l) =
{
ωk,l if k = j,
0 otherwise.
4Note that in chapter 2 we assume from the outset that k is algebraically closed. However, the toric-variety-construction of
weighted projective spaces remains valid even if k is not algebraically closed.
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We say that a polynomial h ∈ A is (weighted multi-) homogeneous with respect to Ω := {ω1, . . . , ωs}, or
in short, f is Ω-homogeneous, if it is ω˜j-homogeneous for each j = 1, . . . , s. If h is Ω-homogeneous, then
V (h) := {a ∈ X¯ : h(a) = 0} is a well defined Zariski closed subset of X¯ .
6.1. The case that ωj,0 = 1 for each j = 1, . . . , s. In this section we consider the case that ωj,0 =
1 for each j. In this case each Pn(ωj) is a compactification of knj , and therefore X¯ is a compactification
of kn, where n :=
∑s
j=1 nj . More precisely, k
n can be identified with X¯ \ V (∏sj=1 xj,0), and we may
treat B := k[xj,k : 1 ≤ j ≤ s, 1 ≤ k ≤ nj ] ⊂ A as the coordinate ring of kn. Let f ∈ B. Then
Ω-homogenization f˜ of f is formed by substituting xj,k/xj,0 for xj,k in f for each j, k, and then clearing
out the denominator. The following result is the analogue of assertion (1) of proposition 1.1, and follows
from the same arguments.
Proposition 1.4. Let f ∈ B. If k is algebraically closed, then V (f˜) is the Zariski closure in X¯ of
V (f) ⊂ kn. 
The set of points at infinity on X¯ is X¯ \ kn = V (∏sj=1 xj,0) = ⋃J YJ , where the union is over all
nonempty subsets J of [s] := {1, . . . , s}, and YJ are defined as follows:
YJ = V (xj,0 : j ∈ J) \ V (
∏
j 6∈J
xj,0) ∼=
∏
j∈J
Pnj−1(ω′j)×
∏
j 6∈J
k
nj
where ω′j are the restriction of ωj to k[xj,1, . . . , xj,nj ] for each j. Fix a nonempty subset J of [s]. Given
f ∈ B, we would like to compute the points at infinity on V (f˜) which belong to YJ . If f =
∑
α cαx
α, we
write ldΩ,J(f) for be sum of cαxα over all α such that ω˜j(xα) = ω˜j(f) for each j ∈ J . In other words,
ldΩ,J(f) is obtained from f˜ by substituting xj,0 = 0 for each j ∈ J and xj,0 = 1 for each j 6∈ J .
Example 1.5. Let s = 3, n1 = n2 = 1 and n3 = 2 (so that n = 4). Let ω1, ω2 be the usual degree
in respectively x1,1 and x2,1 coordinates, and ω3 be the weighted degree in (x3,1, x3,2) coordinates corre-
sponding to weights 2 for x3,1 and 3 for x3,2. Let f = x51,1 + x
7
2,1 + x
5
1,1x
7
2,1 + x
3
3,1 + x
5
1,1x
2
3,2. Then
ω1(f) = 5, ω2(f) = 7, ω3(f) = 6, and
ldJ,Ω(f) =

x51,1 + x
5
1,1x
7
2,1 + x
5
1,1x
2
3,2 if J = {1},
x72,1 + x
5
1,1x
7
2,1 if J = {2},
x33,1 + x
5
1,1x
2
3,2 if J = {3},
x51,1x
7
2,1 if J = {1, 2},
x51,1x
2
3,2 if J = {1, 3},
0 if J = {2, 3} or J = {1, 2, 3}.
Note the following difference from the weighted homogeneous case: if |J | ≥ 2, then it might happen that
ldJ,Ω(f) = 0 even if f is a nonzero polynomial.
Since ldΩ,J(f) is ω˜j-homogeneous for each j ∈ J , it defines a well defined Zariski closed subset of
YJ . It is straightforward to check that this set is precisely the intersection of V (f˜) and YJ , which is the
content of the next result.
Proposition 1.6. Assume k is algebraically closed. If f ∈ B, then V (f˜) ∩ YJ = V (ldΩ,J(f)) ∩ YJ . If
f1, . . . , fk ∈ B, then the following are equivalent
(1)
⋂k
j=1 V (f˜j) \ kn = ∅.
(2) For each nonempty subset J of [s], there is no common zero of ldΩ,J(f1), . . . , ldΩ,J(fk) on∏
j∈J(k
nj \ {0})×∏j 6∈J knj . 
CHAPTER 2
Toric varieties over algebraically closed fields
In this chapter we give an introduction to the theory of toric varieties. We will use some standard
notions and results from the theory of convex rational polyhedra; these are summarized in appendix D.
Unless explicitly stated otherwise, from this chapter onward k denotes an algebraically closed field (of
arbitrary characteristic).
1. Algebraic torus
An (algebraic) torus is a variety X isomorphic to (k∗)n for some n ≥ 1. A system of coordinates on
X is an ordered collection (x1, . . . , xn) of regular functions on X such that the coordinate ring k[X] of
X is k[x1, x−11 , . . . , xn, x
−1
n ]. A basic property of the torus is that every morphism between two tori is a
group homomorphism and it is also a monomial map with respect to every set of coordinates. Indeed, let φ :
X → Y ∼= (k∗)N be a morphism. Choose coordinates (y1, . . . , yN ) on Y . If φ(x) = (φ1(x), . . . , φN (x)),
then each φj must be a monomial in (x1, . . . , xn), for otherwise it will be zero at some point of X . This
shows that φ is a monomial map. Write φj(x) = xαj , α1, . . . , αN ∈ Zn. If x = (x1, . . . , xn), x′ =
(x′1, . . . , x
′
n) ∈ X , then it follows that φ(x · x′) = φ(x1x′1, . . . , xnx′n) = ((x · x′)α1 , . . . , (x · x′)αN ) =
φ(x) · φ(x′), so that φ is indeed a homomorphism. This implies in particular that the multiplication with
respect to every set of (algebraic) coordinates on a torus defines the same group structure on a torus, and
the image of a morphism between two tori is a subgroup of the target. Proposition 2.1 below shows that
it is in addition a closed subvariety of the target1. We now introduce some notation used in the proof
of proposition 2.1. We write [φ] for the N × n matrix whose rows are the αi. If φ∗ : k[Y ] → k[X]
is the k-algebra homomorphism induced by φ, then it follows that for each β = (β1, . . . , βN ) ∈ Zn,
φ∗(yβ) = xβ[φ]. It is straightforward to check that φ is an isomorphism if and only if N = n and [φ] is
invertible over Z. Moreover, if ψ : Y → Z is a morphism, then
[ψ ◦ φ] = [ψ][φ](2)
Let G be the subgroup of Zn generated by the αi, and G¯ := {α ∈ Zn : kα ∈ G for some k ≥ 1} be the
“saturation” of G in Zn. Let q be the index of G in G¯.
Proposition 2.1. Let r be the rank of [φ] as a matrix over Q.
(1) φ(X) is a torus and a closed subvariety of Y of dimension r.
(2) G¯/G ∼= ∏rj=1 Z/qjZ for positive integers q1, . . . , qr such that q = ∏j qj .
(3) ker(φ) is an (n− r)-dimensional subgroup of X isomorphic to (G¯/G)× (k∗)n−r. In particular,
if r = n, then the degree of φ (as a map from X to φ(X)) is q.
(4) Pick a basis (β1, . . . , βn−r) of ker[φ] ⊆ Zn, and let η : (k∗)n−r → (k∗)n be the morphism such
that the column vectors of [η] are the βj . Then the irreducible component of ker(φ) containing
(1, . . . , 1) is the image of η.
PROOF. Corollary E.2 implies that we can choose coordinates (x1, . . . , xn) on X and (y1, . . . , yN )
on Y with respect to which φ takes the form (x1, . . . , xn) 7→ (xq11 , . . . , xqrr , 1, . . . , 1) for positive integers
q1, . . . , qr. All the assertions now follow in a straightforward way. 
1Contrast this to the case of kn: the additive group structures on kn with respect to different systems of algebraic coordinates
are in general different, and the image of a morphism from kn to kn is in general neither a subgroup nor a closed subvariety of the
target.
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2. Toric varieties from finite subsets of Zn
A toric variety is a variety X which contains an algebraic torus as a dense open subset such that
the (multiplicative) action of the torus on itself extends to an action on all of X . Given a finite subset
A = {α0, . . . , αN} of Zn, we write φA : (k∗)n → PN for the map given by
x 7→ [xα0 : · · · : xαN ](3)
We denote by X0A the image of φA and XA for the closure of X
0
A in PN . Denote the homogeneous
coordinates of PN by [zα0 : · · · : zαN ]. Let Uα := PN \ V (zα), α ∈ A, be the basic open sets of PN .
Since X0A ⊂
⋂
α∈A Uα ∼= (k∗)N , proposition 2.1 implies that XA is a toric variety with torus X0A. More
precisely, together with proposition B.8, it implies the following result:
Proposition 2.2. X0A is a torus and X0A = XA ∩
⋂
α∈A Uα. For each α ∈ A, the coordinate ring of
XA∩Uα is k[xβ : β ∈ Sα], where Sα is the subsemigroup of Zn generated byA−α := {β−α : β ∈ A}.
The dimension of X0A equals the dimension (as a polytope) of the convex hull of A in Rn. The action of
X0A on XA is induced by the multiplicative action on PN given by:
[yα0 : · · · : yαN ] · [zα0 : · · · : zαN ] := [yα0zα0 : · · · : yαN zαN ](4)
for all [yα0 : · · · : yαN ] ∈ X0A and [zα0 : · · · : zαN ] ∈ PN . 
Proposition 2.2 states in particular that XA is “equivariantly embedded” in PN , i.e. the action of the
torus on XA extends to all of PN . Conversely every equivariantly embedded projective toric variety is
essentially of the form XA for some appropriate A (see e.g. [GKZ94, Proposition 5.1.5]); we will not use
this result. We now show that X0A and XA depend only on the affine geometry of the set A.
Proposition 2.3 ([GKZ94, Proposition 5.1.2]). Let A ⊂ Zn, B ⊂ Zm, and T : Zn → Zm be an injective
integer affine transformation such that T (A) = B. Then X0A = X0B and XA = XB as subsets of PN ,
where N = |A| − 1.
PROOF. LetA = {α0, . . . , αN}, B = {β0, . . . , βN}, where βj = T (αj), j = 0, . . . , N . By definition
there is λ = (λ1, . . . , λm) ∈ Zm and an n × m matrix M such that for each γ = (γ1, . . . , γn) ∈ Zn,
T (γ) = λ + γM . Let µj ∈ Zm be the j-th row vector of M , j = 1, . . . , n, and T ∗ : (k∗)m → (k∗)n
be the map defined by T ∗(y) = (yµ1 , . . . , yµn). Then T ∗(y)αj = yαjM = yβj−λ for each j = 0, . . . , N .
Since the rank of M = [T ∗] is n, it follows that T ∗ is surjective (proposition 2.1) and
X0B = {[yβ0 : · · · : yβN ] : y ∈ (k∗)m}
= {[y−λyβ0 : · · · : y−λyβN ] : y ∈ (k∗)m}
= {[T ∗(y)α0 : · · · : T ∗(y)αN ] : y ∈ (k∗)m}
= X0A (since T
∗ is surjective)
which completes the proof. 
3. Structure of XA
In this section we study the subvariety XA \X0A of XA “at infinity” (with respect to X0A) and catch a
glimpse of its beautiful combinatorial structure. Let P be the convex hull of A. A face of A is a set B of
the form Q ∩ A where Q is a face of P . We say that B is a facet (respectively vertex) of A if Q is a facet
(respectively vertex) of P , see fig. 1.
Proposition 2.4. Let P ∈ XA. Define AP := {α ∈ A : P ∈ Uα}. Then AP is a face of A.
PROOF. Pick α, α′ ∈ AP . Let F and F ′ be the faces of P which contain respectively α and α′ in
their interiors. Assertion (7) of theorem D.1 implies that for every  ∈ (0, 1), the convex linear combination
β := α + (1 − )α′ of α and α′ belongs to the relative interior of a face Q of P containing both F and
F ′. It suffices to show thatQ∩A ⊂ AP . Indeed, let  be a rational number in (0, 1). If β1, . . . , βk are the
vertices ofQ, then lemma E.4 implies that there are positive integersN1, . . . , Nk such that (
∑k
j=1Nj)β =∑k
j=1Njβj . Write N :=
∑k
j=1Nj . Multiplying the Nj by some appropriate integer we may ensure that
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A
B
C
D
E
(A) A = {A,B,C,D,E}
Facets: {A,E,B}, {B,C}, {C,A}
Vertices: A, B, C
A′ B′
C ′
D′
E′
(B) A′ = {A′, B′, C′, D′, E′}
Facets: {A′, E′, B′}, {B′, C′}, {C′, D′, A′}
Vertices: A′, B′, C′
FIGURE 1. Faces of some planar sets
N is a positive integer. Then
∏k
j=1 z
Nj
βj
= zNα z
N−N
α′ on XA and therefore zβj (P ) 6= 0 for each j. Since
each β ∈ Q ∩ A is a convex rational linear combination of the βj , it follows by the same reasoning that
zβ(P ) 6= 0 for each β ∈ Q ∩A, as required. 
THEOREM 2.5. For each face B of A, define VB := XA \
⋃
α6∈B Uα and OB := VB ∩
⋂
β∈B Uβ .
(1) Write B′  B (respectively, B′  B) to denote that B′ is a face (respectively, a proper face) of B.
Then VB =
⋃
B′B OB′ . In particular,
XA \X0A =
⋃
BA
OB =
⋃
BA
VB =
k⋃
j=1
VAj
where A1, . . . ,Ak are the facets of A.
(2) There is a one-to-one correspondence between the collection of OB for B  A and the set of
orbits of X0A on XA. In particular, each VB is invariant under the action of X
0
A.
(3) Each VB is a toric variety with torus OB. More precisely, the pair (VB, OB) is isomorphic to
(XB, X0B). The isomorphism is given by the projection map piB : VB → P|B|−1 which ‘forgets’
all the coordinates zα such that α 6∈ B; in other words, piB([zα : α ∈ A]) = [zβ : β ∈ B].
(4) The action of OB on VB is compatible with the action of X0A. More precisely, assume yA ∈ X0A
and yB ∈ OB ∼= X0B correspond to the same x ∈ (k∗)n, i.e. yA = [xα : α ∈ A] and yB = [xβ :
β ∈ B]. Then for all z ∈ VB,
yA ·A z = yB ·B z
where we write ·A (respectively, ·B) to denote the action of X0A (respectively, OB) on VB.
PROOF. The first statement of assertion (1) follows from proposition 2.4. Since VB′ ⊆ VB whenever
B′  B, and sinceX0A = OA (proposition 2.2), the second statement of assertion (1) follows from the first.
We now prove the remaining assertions. Let HB := V (zα : α 6∈ B) ⊂ PN be the coordinate subspace
containing VB. Let piB : PN \ V (zβ : β ∈ B)→ HB be the natural projection and ZB be the closure in PN
of piB(X0A).
Claim 2.5.1. VB = ZB.
PROOF. Assertion (4) of proposition B.8 implies that VB ⊆ ZB. For the opposite inclusion it suffices
(due to the definition of VB) to show that XA ⊃ ZB. Pick β ∈ B. We will show that XA ∩Uβ ⊇ ZB ∩Uβ .
We may assume β = α0. Let z′i := zαi/zα0 , so that Uβ ∼= kN with coordinates (z′1, . . . , z′N ). Let
f(z′1, . . . , z
′
n) =
∑
γ c
′
γz
′γ be a polynomial in (z′1, . . . , z
′
n) which vanishes on X
0
A ∩ Uβ . It suffices to
show that f vanishes on ZB ∩ Uβ as well. Note that X0A ∩ Uβ = {(xα
′
1 , . . . , xα
′
N ) : x ∈ (k∗)n}, where
α′i := αi − α0, i = 1, . . . , N . Write f = f ′ + f ′′, where the monomials in f ′ consist solely of the yi such
4. TORIC VARIETIES FROM POLYTOPES 21
that αi ∈ B and each monomial in f ′′ contains at least one yi such that αi 6∈ B. If B is the affine hull2
of {αi − α0 : αi ∈ B}, it follows that each monomial in f ′(xα′1 , . . . , xα′N ) is on B, whereas none of the
monomials in f ′′(xα
′
1 , . . . , xα
′
N ) is on B. Since f(xα
′
1 , . . . , xα
′
N ) is identically zero on (k∗)n, it follows
that f ′(xα
′
1 , . . . , xα
′
N ) is also identically zero on (k∗)n. This implies that f ◦ piB(xα′1 , . . . , xα′N ) = 0 for
all x ∈ (k∗)n, so that f vanishes on piB(X0A), as required. 
It is evident that forgetting the coordinates zα for all α 6∈ B gives an identification of ZB = VB with
XB. Proposition 2.2 implies that this induces an identification of X0B with OB, which proves assertion (3).
Assertion (4) then follows from identity (4). Since assertion (4) in particular implies that OB is an orbit of
X0A, this proves assertion (2) as well. 
The following result is an immediate corollary of proposition 2.9. It shows that the complement of the
torus is locally defined by a single equation on XP ; in other words, XP \X0P is the “support of a Cartier
divisor.”
Corollary 2.6. XA \X0A = V (
∏
α∈A zα) ∩XA. 
4. Toric varieties from polytopes
4.1. Toric varieties XP . Let M,N, d be positive integers and Vd := {α = (α0, . . . , αN ) ∈ ZN+1≥0 :∑N
j=0 αj = d} be the set of exponents of monomials of degree d in (z0, . . . , zN ). The degree d Veronese
map νd : PN → P|Vd|−1 and the Segre map σ : PM × PN → P(N+1)(M+1)−1 are given by
νd : [z0 : · · · : zN ] 7→ [zα : α ∈ Vd]
σ : ([y0 : · · · : yM ], [z0 : · · · : zN ]) 7→ [yizj : 0 ≤ i ≤M, 0 ≤ j ≤ N ]
It is not hard to see that both νd and σ are closed embedding [Har77, Exercises I.2.12 and I.2.14]. The
following proposition is a corollary.
Proposition 2.7. Let A,B be finite subsets of Zn.
(1) For each d ≥ 1, the toric varieties XA and XdA are isomorphic, where dA := {α1 + · · ·+ αd :
αj ∈ A, j = 1, . . . , d}.
(2) Fix positive integers d, e. Let Xd,e be the closure in XdA × XeB of the image of (k∗)n under
the diagonal map δ : x 7→ (φdA(x), φeB(x)), where φdA and φeB are defined as in (3). Then
XA+B ∼= XdA+eB ∼= Xd,e ∼= X1,1. 
IfA ⊂ A′ are finite subsets of Zn, then the natural projection P|A′|−1 99K P|A|−1 restricts to a rational
map XA′ 99K XA. This map is in general not defined everywhere on XA′ . However, if in addition A and
A′ have the same convex hull in Rn (i.e. they have the same vertices), proposition 2.2 implies that the map
is well-defined everywhere on XA′ . If P is the convex hull of A in Rn, this observation shows that there
is a natural morphism XP∩Zn → XA and for every positive integer k there is a natural morphism
X(k+1)P∩Zn → X(kP∩Zn)+(P∩Zn)
Proposition 2.7 implies that there is a natural map X(kP∩Zn)+(P∩Zn) → XkP∩Zn . Consequently, there is
a natural sequence of morphisms
· · · → X3P∩Zn → X2P∩Zn → XP∩Zn → XA(5)
Proposition 2.8. For k sufficiently large, the natural map X(k+1)P∩Zn → XkP∩Zn is an isomorphism.
PROOF. Let α0, . . . , αs be the vertices of P , so that kαj , j = 0, . . . , s, are the vertices of kP . The-
orem 2.5 implies that XkP∩Zn is the union of affine open sets XkP∩Zn ∩ Ukαj , j = 0, . . . , s. For each j,
the coordinate ring of XkP∩Zn ∩Ukαj is k[xα−kαj : α ∈ kP ∩Zn] (proposition B.8) which is in turn iso-
morphic to the semigroup algebra k[Sj,k], where Sj,k is the semigroup consisting of non-negative integral
linear combinations of elements from {α − kαj : α ∈ kP ∩ Zn}. The map X(k+1)P∩Zn → XkP∩Zn is
induced by the inclusion Sj,k ⊂ Sj,k+1. Note that each Sj,k is a sub-semigroup of Cαj ∩ Zn, where Cαj
is the rational convex polyhedral cone in Rn generated by {αi − αj : i = 0, . . . , s}. Lemma E.5 implies
2See appendix D.1 for the definition.
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that Cαj ∩ Zn is finitely generated. We may choose an integer K such that Sj,k contains each of these
generators for each j and each k > K. For each k > K, it follows that Sj,k = Cαj ∩ Zn for each j, and
correspondingly X(k+1)P∩Zn ∼= XkP∩Zn . 
A
B
C
P CB
CA
CC
FIGURE 2. Cones of regular functions on basic open subsets of XP
Given a convex integral polytope P ⊆ Rn, we write XP for the toric variety isomorphic to XkP∩Zn
for sufficiently large k and X0P for the torus X
0
kP∩Zn of XP ; we also write φP for the morphism φkP∩Zn :
(k∗)n → X0P defined as in (3). The proof of proposition 2.8 shows that XP is the union of open affine
subsets U ′α := XP ∩Uα corresponding to vertices α of P , and the coordinate ring of each U ′α is generated
by the monomials whose exponents belong to the cone Cα generated by P − α. See fig. 2 for the cones
corresponding to the polygon from fig. 1a. The following proposition summarizes some basic properties
of XP .
Proposition 2.9. Let A be a finite subset of Zn and P be the convex hull of A in Rn. Let GP be the
subgroup of Zn generated by pairwise differences of integral elements in the affine hull of P and GA be
the subgroup of GP generated by the pairwise differences of elements from A.
(1) If k is such that GP is generated by {α− β : α, β ∈ kP ∩ Zn}, then XP ∼= XkP∩Zn .
(2) The dimension of XP is the same as the dimension of P . If dim(P) = n, then φP is an isomor-
phism between (k∗)n and X0P ; i.e. XP is a compactification of (k
∗)n.
(3) There is a natural finite-to-one morphism φ : XP → XA. The degree of φ is the index of GA in
GP . In particular, if GA = GP , then φ restricts to an isomorphism between X0P and X
0
A.
(4) There is an open cover {U ′α}α∈P∩Zn of XP such that the coordinate ring of each U ′α is the
semigroup algebra k[Sα], where Sα is the semigroup of integral points in the convex polyhedral
cone Cα generated by {α′ − α : α′ ∈ P}.
(5) There is a natural one-to-one correspondence between the faces of P and the orbits of X0P on
XP . For each face Q of P , let OQ be the corresponding orbit and VQ be the closure of OQ in
XP . Then VQ is naturally isomorphic to XQ, and the isomorphism identifies OQ with X0Q.
(6) In particular, XP \X0P is the union of the VQ for the facets Q of P .
(7) Let P ′ be a convex integral polytope in Rn. Then XP+P′ is isomorphic to the closure in XP ×
XP′ of the image of the diagonal map (k∗)n → XP ×XP′ which sends x 7→ (φP(x), φP′(x)).
Moreover, XkP+lP′ ∼= XP+P′ for every pair of positive integers k, l.
PROOF. Due to proposition 2.3 we may assume dim(P) = n and P contains the origin. If k is as in
assertion (1), then after another application of proposition 2.3 we may assume that each standard unit vector
is in kP ∩ Zn, which immediately implies that φP is an isomorphism and proves the first two assertions.
The last assertion is a straightforward corollary of propositions 2.7 and 2.8. The remaining statements
follow from propositions 2.1 and 2.2 and theorem 2.5. 
Example 2.10. If Sn is the n-dimensional simplex in Rn with vertices at the origin and at each of the n
standard basis vectors, then XSn ∼= Pn. Indeed, the group GSn = Zn and Sn satisfies assertion (1) of
proposition 2.9 with k = 1. Therefore XSn is the closure in Pn of the image of the map x 7→ [1 : x1 : · · · :
xn], which is Pn itself.
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Example 2.11. Consider A′ from fig. 1b. The convex hull P ′ of A is a translation of 9S2, so that propo-
sition 2.7 implies that XP′ ∼= XS2 ∼= P2. Note that GP′ = GA′ = Z2, i.e. the map φ : XP′ → XA′ has
degree one. However, it is not an isomorphism. Indeed, proposition 2.2 implies that the coordinate ring of
XA′ ∩UA′ is k[x8, x9, y] ∼= k[u, v, w]/〈u9− v8〉. Therefore XA′ ∩UA′ is isomorphic to the hypersurface
in k3 defined by u9 − v8 = 0, which is singular at all points of the w-axis.
4.2. Nonsingularity in codimension one. Let Q be a facet of P . We show that XP is nonsingular
at generic points of VQ, i.e. XP is “nonsingular in codimension one.” Due to proposition 2.3 we may
assume without loss of generality that P is a full dimensional. Let ν be the primitive inner normal (see
remark E.10) to Q. Let Znν≥0 := {β ∈ Zn : 〈ν, β〉 = 0}. Choose an arbitrary element αν ∈ Zn such that
〈ν, αν〉 = 1. Lemma E.1 implies that Znν⊥ := {β ∈ Zn : 〈ν, β〉 = 0} ∼= Zn−1 and as a semigroup Znν≥0 is
isomorphic to Znν⊥ + Z≥0〈αν〉 ∼= Zn−1 × Z≥0.
Proposition 2.12. Let UQ := X0P ∪OQ.
(1) UQ is an open affine neighborhood of OQ in XP .
(2) k[UQ] = k[xβ : β ∈ Znν≥0] ∼= k[Zn−1 × Z≥0]. In particular, UQ ∼= (k∗)n−1 × k.
(3) OQ = V (xαν ) ⊂ UQ and k[OQ] ∼= k[UQ]/〈xαν 〉 ∼= k[Znν⊥ ]. In particular, the embedding
OQ ↪→ UQ is isomorphic to the embedding (k∗)n−1 × {0} ↪→ (k∗)n−1 × k.
PROOF. Choose a basis {β1, . . . , βn−1} of Znν⊥ . Let A := kP ∩ Zn, where k is large enough so that
XP ∼= XA and there is an integral element α0 in the relative interior of kQ. Since P is full dimensional,
choosing a large enough k we can also ensure that A contains αν and ±β1, . . . ,±βn. It is straightforward
to check that the semigroup generated by A− α0 is precisely Znν≥0. Proposition 2.4 and theorem 2.5 then
imply that UQ = XP ∩ Uα0 , and k[UQ] = k[xα−α0 : α ∈ A] = k[Znν≥0]. All the assertions of the
proposition now follow in a straightforward manner. 
Nonsingularity in codimension one is the reason that we introduce the varieties XP in this book;
example 2.11 shows that this is in general not true for varieties XA. Now we look at another implication of
this property. Let ν and αν be as in proposition 2.12. Recall that ν induces a weighted order on the ring L
of Laurent polynomials in (x1, . . . , xn) (see section 1.5). Let g =
∑
β cβx
β ∈ L and m := ν(g). Choose
an isomorphism ψν : Znν⊥ ∼= Zn−1. Define gν := x−mανg and g′ν :=
∑
〈ν,β〉=m cβx
ψν(β−mαν). See fig. 3
for an example with P from fig. 2. The following result is an immediate corollary of proposition 2.12.
Corollary 2.13. gν is a regular function on UQ for each g ∈ L. The correspondence gν |OQ 7→ g′ν induces
an isomorphism ψ∗ν : (k
∗)n−1 ∼= Oν . 
A
B
C
Q
P
NP(g) ν = (1,−1)
NP(gν)
αν = (2, 1)
NP(gν)
αν = (−1,−2)
FIGURE 3. Different choices for gν for g = 2xy−1 − x5y−1 + xy−3 − 6x5y−3
4.3. Extending subschemes of the torus. Let P be an n-dimensional convex integral polytope in
Rn. Proposition 2.9 implies that we can identify (k∗)n with X0P . Denote the facets of P by Qi and their
primitive inner formals by νi, i = 1, . . . , s. Given g ∈ L corollary 2.13 implies that each gνi is a regular
function on UQi . Since UQi ∩ UQj = X0P ∼= (k∗)n for i 6= j (proposition 2.12) and since gνi/gνj
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is a monomial in x1, . . . , xn, it follows that {gνi}i defines a Cartier divisor on the Zariski open subset3
X1P :=
⋃
j UQj = X
0
P ∪
⋃
j OQj which “extends” the hypersurface on (k
∗)n defined by g. In fact this
construction can be carried out for arbitrary subschemes of (k∗)n, or equivalently, ideals of L. Indeed, let
I be an ideal of L generated by g1, . . . , gk ∈ L. For each Qi, let IQi be the ideal of k[UQi ] generated by
g1,νi , . . . , gk,νi . Then {IQi} defines a sheaf of ideals on X1P which restricts to I on (k∗)n. Consequently
the corresponding subscheme ofX1P , which we denote by V
1
P(g1, . . . , gk), extends the subscheme of (k
∗)n
determined by I .
Remark 2.14. If I is not a principal ideal, then the extension V 1P(g1, . . . , gk) of V (I) is not canonical,
it depends on the choice of g1, . . . , gk; in other words, if h1, . . . , hl is another set of generators of I , in
general V 1P(g1, . . . , gk) and V
1
P(h1, . . . , hl) are different extensions of V (I) to X
1
P .
Let Q be a facet of P with primitive inner normal ν. As a subscheme OQ is defined in UQ by xαν ,
where αν is as in proposition 2.12. We now determine V 1P(g1, . . . , gk)∩OQ, where the intersection is that
of subschemes of XP (see appendix B.2). Let ψ∗ν : (k
∗)n−1 ∼= Oν be as in corollary 2.13.
Proposition 2.15. V 1P(g1, . . . , gk) ∩ OQ is isomorphic via ψ∗ν to the subscheme V (g′1,ν , . . . , g′k,ν) of
(k∗)n−1.
PROOF. Proposition 2.12 and corollary 2.13 imply that k[UQ]/〈xαν , g1,ν , . . . , gk,ν〉 is isomorphic via
ψ∗ν to k[(k
∗)n−1]/〈g′1,ν , . . . , g′k,ν〉, which is precisely what we have to show. 
5. Points at infinity via curves on the torus
5.1. Branch of a curve on a variety. As described in appendix C.1, curves in this book are allowed
to be non-reduced. In this section we introduce the notion of a branch of a curve. By a branch of a non-
reduced curve C we simply mean a branch of the corresponding reduced curve Cred. Therefore it suffices
to treat the case of reduced curves: let C be a reduced curve on a variety X . Fix a desingularization
pi : C ′ → C of C and a nonsingular compactification C¯ ′ of C ′. A branch of C is the germ of a point in
C¯ ′. In other words, consider the equivalence relation∼ on the collection of pairs {(Z, z) : z ∈ C¯ ′ and Z is
an open neighborhood of z in C ′} defined as follows: (Z, z) ∼ (Z ′, z′) iff z = z′; then a branch of C is a
equivalence class of ∼. Let X¯ be an arbitrary compactification of X and C¯ be the closure of C in X¯ . Then
pi extends to a map C¯ ′ → C¯, which we also denote by pi. If B := (Z, z) is a branch of C and y := pi(z),
we say that y is the center of B on X¯ , or equivalently, B is a branch at y. If y 6∈ X , we say that (with
respect to X) B is a branch at infinity, or that it is centered at infinity. Since C¯ ′ is nonsingular, OZ,z is a
discrete valuation ring. If f is a regular function on a neighborhood of z on X , then we define ordz(f) to
be the order of f |Z in OZ,z .
5.2. Weights of a branch on the torus. Fix a system of coordinates (x1, . . . , xn) on (k∗)n. Let
B = (Z, z) be a branch of a curve on (k∗)n. The weight of xj corresponding to B is ordz(xj |Z). By νB
we denote the element in (Rn)∗ with coordinates (ordz(x1|Z), . . . , ordz(xn|Z)) ∈ (Rn)∗ with respect to
the dual basis.
Lemma 2.16. (1) For each α ∈ Zn, xα restricts to a well-defined rational function on Z and
ordz(x
α|Z) = 〈νB , α〉.
(2) νB 6= 0 if and only if B is centered at infinity with respect to (k∗)n.
PROOF. The first assertion is straightforward to check. For the second assertion, let Y := Pn with
homogeneous coordinates [y0 : · · · : yn] and identify (k∗)n with Pn\V (y0 · · · yn) via the map xi = yi/y0,
i = 1, . . . , n. Let a = [a0 : . . . : an] be the center of B on Y . It is straightforward to check that:
(i) If a ∈ (k∗)n, then each aj 6= 0, each xi is regular near a and the value of xi at a is ai/a0 6= 0.
(ii) If a 6∈ (k∗)n, then either xi or 1/xi for some i is regular near a and vanishes at a.
The second assertion follows immediately from the preceding observations. 
3The “1” in X1P corresponds to the fact that X
1
P is the union of torus orbits of codimension one or less.
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5.3. Centers of branches at infinity on the torus. Let A := {α0, . . . , αN} be a finite subset of Zn
and B = (Z, z) be a branch centered at infinity on (k∗)n. If φA : (k∗)n → X0A is the map from (3), then
φA(B) is a branch centered at infinity on X0A. We will see below that νB completely determines the torus
orbit which contains the center oB of φA(B) on XA. We give the description in terms of the normal fan
(see appendix D.4) ΣP of the convex hull P of A in Rn. Let B be a face of A. Then the convex hull Q of
B is a face of P . As in appendix D.4, let σQ be the normal cone ofQ and σ0Q be the relative interior of σQ.
A
B
C
P σ0B
σ0A
σ0C
σ0BC σ
0
CA
σ0AB
FIGURE 4. Normal fan of P
Proposition 2.17. oB ∈ OB if and only if νB ∈ σ0Q. In particular, if B is a facet of A, then oB ∈ OB if
and only if νB is proportional to the inner normal of Q.
PROOF. Theorem 2.5 implies that oB ∈ OB if and only if zα|oB = 0 for each α 6∈ B and zβ |oB 6= 0
for each β ∈ B. Pick β ∈ B. Theorem 2.5 implies that xα−β = zα/zβ is a regular function on OB
for each α ∈ A. It also implies that oB ∈ OB if and only if the following holds: “xα−β |oB 6= 0 if and
only if α ∈ B.” Due to assertion (1) of lemma 2.16 the latter condition is equivalent to the condition that
InνB (A) = B, which is in turn equivalent to the condition that InνB (P) = Q, as required. 
We now describe the coordinates of oB . Note that νB induces a weighted order on k[x1, x−11 , . . . , xn, x
−1
n ]
(see section 1.5), which we also denote by νB . Fix an arbitrary element ρB ∈ OZ,z such that ordz(ρB |Z) =
1. We say that ρB is a parameter of B. Define
InB(xj) :=
xj
(ρB)νB(xj)
∣∣∣∣
z
In(B) := (InB(x1), . . . , InB(xn)) ∈ (k∗)n
Note that In(B) depends on the choice of ρB . In all cases below, whenever a branch B is considered, a
corresponding parameter ρB is assumed to be fixed from the beginning. Let B be the face of A such that
oB ∈ OB (proposition 2.17 shows that B is uniquely determined by νB). Let φB : (k∗)n → X0B be the map
from (3). Theorem 2.5 implies that we may think of φB as a map from (k∗)n to OB, simply by adjoining a
zero in place of each coordinate zα on PN such that α 6∈ B.
Proposition 2.18. oB = φB(In(B)).
PROOF. Pick β ∈ B. Since for all α ∈ B, (zα/zβ)|oB = xα−β |oB = (In(B))α−β , the result follows
from theorem 2.5. 
Remark 2.19. φB(In(B)) = oB does not depend on the choice of ρB , even though In(B) does. .
5.4. Closure of subvarieties of the torus. Let W be a closed subvariety of (k∗)n defined by Laurent
polynomials f1, . . . , fm in (k∗)n. Let A be a finite subset of Zn and φA : (k∗)n → X0A is the map from
(3). Write W¯ ′ for the closure in XA of W ′ := φA(W ) ⊂ X0A. In this section we give a partial description
of the points in W¯ ′.
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Lemma 2.20. Let B be a branch of a curve contained in W . Then In(B) is a common zero of InνB (fi),
i = 1, . . . ,m.
PROOF. Let B = (Z, z). Pick a parameter ρB of B. Each xj/ρ
νB(xj)
B is a regular function on a neigh-
borhood of z on Z, and its image in OˆZ,z ∼= k[[ρB ]] is of the form InB(xj) + ψj , where ordρB (ψj) > 0.
Consequently, for each i, the induced image of fi/ρ
νB(fi)
B in k[[ρB ]] is of the form InνB (fi)(In(B)) plus
terms with positive order in ρB . Since fi/ρ
νB(fi)
B maps to zero in k[[ρB ]], it follows that InνB (fi)(In(B)) =
0, as required. 
Let ν ∈ (Zn)∗, we write ν also for the corresponding weighted order on k[x1, x−11 , . . . , xn, x−1n ] and
define Wν := V (Inν(f1), . . . , Inν(fm)) ⊂ (k∗)n. Let B be a face of A. As in proposition 2.18, we regard
the map φB : (k∗)n → X0B from (3) as a map from (k∗)n to OB. As in proposition 2.17 we writeQ for the
convex hull of B and σ0Q for the relative interior of the corresponding cone of the normal fan of the convex
hull of A.
Corollary 2.21. W¯ ′ ∩OB ⊂
⋃
ν∈σ0Q φB(Wν).
PROOF. Let w ∈ W¯ ′ ∩ OB. If w ∈ W ′, then we must have that B = A. In that case 0 ∈ σ0Q.
Since W0 = W , it follows that w ∈ φB(W0) = W ′, as required. So assume z ∈ W¯ ′ \W ′. Then there
is an irreducible curve C ′ ⊂ W ′ such that w is in the closure of C ′ (proposition B.6). Pick a branch
B = (Z, z) of φ−1A (C) such that z 7→ w under the morphism induced by φA. Proposition 2.17 implies that
νB ∈ σ0Q and proposition 2.18 implies that w = φB(In(B)). Since In(B) ∈WνB (lemma 2.20), the result
follows. 
Remark 2.22. The containment of corollary 2.21 is in general proper. However, if W is a hypersurface
(i.e. m = 1), then W¯ ′ ∩OB =
⋃
ν∈σ0Q φB(Wν) for each face B of A; we do not prove nor use this fact.
Remark 2.23. Given W ⊂ (k∗)n, there are only finitely many distinct sets of the form Wν , so that the
union in the statement of corollary 2.21 is in fact over a finite collection of ν ∈ (Zn)∗ (cf. remark 3.8).
6. ∗Weighted projective spaces as toric varieties
Let ω ∈ (Zn+1)∗ with coordinates (ω0, . . . , ωn) with respect to the dual basis. Assume each ωj is
positive. In this section we give two constructions of integral polytopes P in Rn such that XP ∼= Pn(ω).
A
B
C
P
ν1 = (−2,−3)
ν2 = (1,−1)
ν0 = (−1, 3)
FIGURE 5. The toric variety corresponding to P from fig. 4 is P2(5, 2, 9)
6.1. First construction. Pick elements ν0, . . . , νn ∈ (Zn)∗ such that ν0, . . . , νn span (Zn)∗, and∑n
j=0 ωjνj = 0. Let P be an n-dimensional integral simplex in Rn such that its inner facet normals are
ν0, . . . , νn (note that P is uniquely determined by the νj up to translation and scaling). We claim that
XP ∼= Pn(ω). Indeed, assume without loss of generality that XP ∼= XA, where A := P ∩ Zn. Let
α0, . . . , αs be the elements in P ∩ Zn, where α0, . . . , αn are the vertices of P , with αj being the (unique)
vertex not on the facet Qj with inner normal νj . Pick j, 0 ≤ j ≤ n. The coordinate ring of Uαj ∩ XA
is k[Sj ], where Sj is the semigroup generated by αi − αj , i = 0, . . . , s. Since Sj = σj ∩ Zn, where
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σj is the polyhedral cone generated over R by αi − αj , i = 0, . . . , n, it follows that α ∈ Sj if and only
if α ∈ Zn and 〈νi, α〉 ≥ 0 for each i = 0, . . . , jˆ, . . . , n. Consider the map φ : Zn 7→ Zn+1 given by
α 7→ (〈ν0, α〉, . . . , 〈νn, α〉). Then Sj = φ−1(S′j), where S′j := {α ∈ Zn+1 : 〈ω, α〉 = 0, αi ≥ 0 for
each i = 0, . . . , jˆ, . . . , n}. We now show that S′j = φ(Sj). Indeed, let Hj and H ′j be the subgroups of
Zn+1 generated respectively by φ(Sj) and S′j . It suffices to show that H ′j = Hj . Since Hj ⊂ H ′j are
subgroups of Zn of the same rank n, we have to show that if kβ ∈ Hj for some positive integer k and
β = (β0, . . . , βn) ∈ Zn+1, then β ∈ Hj . Indeed, if kβj = 〈νj , α〉 for each j = 0, . . . , n, then since the
νj span (Zn)∗, it follows that α/k ∈ Zn, and β = φ(α/k) ∈ Hj . Therefore H ′j = Hj , which proves the
claim. Recall from section 1.5 that the coordinate ring of the basic open subset Uj of Pn(ω) isRj = k[S′j ].
It follows that Uαj ∩XA ∼= Uj . It is straightforward to check that these isomorphisms are compatible and
induce an isomorphism between XA and Pn(ω).
6.2. Second construction. ConsiderRn+1 with coordinates (α0, . . . , αn). Let p := lcm(ω0, . . . , ωn)
andP be the n-dimensional simplex inRn+1 with vertices βj := (p/ωj)ej , j = 0, . . . , n, where e0, . . . , en
are the standard unit vectors in Rn+1. We now show that XP ∼= Pn(ω). Indeed, proposition 2.9 implies
that the coordinate ring of Uβj ∩XP is the semigroup algebra k[S′j ], where S′j is the semigroup of integral
elements in the convex polyhedral cone generated by βi − βj , i = 0, . . . , jˆ, . . . , n. It is straightforward
to check that S′j = {α = (α0, . . . , αn) ∈ Zn+1 : 〈ω, α〉 = 0, αi ≥ 0, i = 1, . . . , jˆ, . . . , n}, so that
k[S′j ] = Rj , where Rj is the coordinate ring of the basic open subset Uj of Pn−1(ν) from section 1.5. It
follows that Uαj ∩XP ∼= Uj , and these isomorphisms combine to give an isomorphism XP ∼= Pn(ω).
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FIGURE 6. A polytope P in R3 such that XP ∼= P2(5, 2, 9)
6.3. Ideal of points. Let a := [a0 : · · · : an] ∈ Pn(ω). In this section we compute the ideal Ia
of all ω-homogeneous polynomials in (x0, . . . , xn) that vanish at a. Let Ja be the ideal of k[x0, . . . , xn]
generated by all the xj such that aj = 0 and all binomials of the form aα2xα1 − aα1xα2 where α1, α2 ∈
Zn+1≥0 such that 〈ω, α1〉 = 〈ω, α2〉. It is clear that Ja ⊂ Ia. The following proposition shows that the
converse is also true.
Proposition 2.24. Ia = Ja.
PROOF. Since Pn(ω)∩V (xj) ∼= Pn−1(ω0, . . . , ωˆj , . . . , ωn), we may assume without loss of general-
ity that aj 6= 0 for each j. Let α1, . . . , αn be a basis of {α ∈ Zn+1 : 〈ω, α〉 = 0}. Assume aαi = 1 for each
i = 1, . . . , n. It suffices to show that a = [1 : · · · : 1]. Pick α0 ∈ Zn such that 〈ω, α0〉 = gcd(ω0, . . . , ωn).
Lemma E.1 implies that (α0, . . . , αn) is a basis of Zn+1. Let b = (aα0 , . . . , aαn) = (aα0 , 1, . . . , 1). Let A
be (n+1)×(n+1) matrix whose rows are α0, . . . , αn and β0, . . . , βn be the rows ofA−1. Identity (2) im-
plies that (a0, . . . , an) = (bβ0 , . . . , bβn). Let d := gcd(ω0, . . . , ωn), ω′j := ωj/d, and ω
′ := (ω′0, . . . , ω
′
n).
Since 〈ω′, αj〉 = δi,j (where δi,j is the “Dirac delta”), it follows that the first column of B is (the transpose
of) ω′. Consequently, (a0, . . . , an) = (b
ω′0
0 , . . . , b
ω′n
0 ) (where b0 := a
α0 ) = (b′ω00 , . . . , b
′ωn
n ) (where b
′
0 is a
d-th root of b0). Therefore (1, . . . , 1) and (a0, . . . , an) are on the same weighted rational curve on kn+1,
and they correspond to the same point on Pn(ω). 
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7. ∗Weighted blow up
Let ν ∈ (Zn)∗ with coordinates (ν1, . . . , νn) with respect to the dual basis. Assume that each νj is
positive. Fix a positive integer k. Let Bk := {α ∈ Zn≥0 : 〈ν, α〉 = kp}, where p := lcm(ν1, . . . , νn) and qk
be the ideal of k[x1, . . . , xn] generated by {xα : α ∈ Bk}. We denote by Blqk(kn) the blow-up of kn with
respect to qk. Note that Blqk(k
n) is the closure in kn ×XBk of the graph of the map φBk : (k∗)n → XBk
defined as in (3). Let P := {α ∈ Rn≥0 : 〈ν, α〉 = p}. Then P is the (n − 1)-dimensional simplex with
vertices (p/νj)ej , j = 1, . . . , n, where e1, . . . , en are the standard unit vectors. LetQ be the n-dimensional
simplex inRn whose vertices are 0, e1, . . . , en, so that kn can be naturally identified with the basic open set
U0 of XQ ∼= Pn. If k is sufficiently large, then XBk ∼= XP , so that proposition 2.9 implies that Blqk(kn)
is isomorphic to the open subset of XP+Q which is the union of basic open subsets Uej , j = 1, . . . , n
(note that each ej is a vertex of P +Q). In particular, Blqk(kn) are isomorphic for all sufficiently large k;
we call the corresponding algebraic variety the ν-weighted blow up of kn and denote it by Blν(kn). Let
pi : Blν(k
n) → kn be the natural projection map. The exceptional divisor on Blν(kn) is Eν := pi−1(0).
Note that pi is an isomorphism on Blν(kn) \ Eν . If V is a subvariety of kn, the strict transform of V on
Blν(k
n) is the closure in Blν(kn) of pi−1(V \{0}). Note that P is a facet of P+Q and Eν is precisely the
subvariety VR ofXP+Q corresponding to the facetR ofP+Qwith vertices αj := (p/νj)ej , j = 1, . . . , n.
The construction in section 2.6.2 therefore shows that Eν ∼= Pn−1(ν). The following proposition makes
this isomorphism more explicit.
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FIGURE 7. Construction of Bl(5,2,9)(k3)
Proposition 2.25. For each a = (a1, . . . , an) ∈ kn \ {0}, let Ca := {(a1tν1 , . . . , antνn) : t ∈ k} ⊂ kn.
The strict transform of each Ca intersects Eν at precisely one point which we denote by [a]. The map
[a1 : · · · : an]→ [a] yields an isomorphism between Pn−1(ν) and Eν .
PROOF. Fix a = (a1, . . . , an) ∈ kn \ {0} and j such that aj 6= 0. Let C′j be the convex polyhedral
cone generated by αi − αj , i = 1, . . . , jˆ, . . . , n, and Cj be the convex polyhedral cone generated by C′j
and ej . Let Sj and S′j be the semigroups of integral elements respectively in Cj and C′j . Proposition 2.9
implies that k[Uαj ∩ XP+Q] = k[Sj ] and k[Uαj ∩ VR] = k[S′j ]. It is straightforward to check that
S′j = {α = (α1, . . . , αn) ∈ Zn : 〈ν, α〉 = 0, αi ≥ 0, i = 1, . . . , jˆ, . . . , n}. It turns out that every
α ∈ S′j , either xα identically vanishes on Ca or ordt(xα|(a1tν1 ,...,antνn )) is non-negative; moreover, the
latter order (in t) is zero if and only if α ∈ S′j . It follows that the strict transform of Ca intersectsEν ∩Uαj .
Proposition 2.24 then implies that Ca ∩ Eν ∩ Uαj = [a1 : · · · : an], as required. 
We write Oν for the torus OR of Eν = VR. The isomorphism between Eν and Pn−1(ν) from propo-
sition 2.25 induces isomorphisms Oν ∼= Pn−1(ν) \ V (x1 · · ·xn) ∼= (k∗)n−1. Proposition 2.12 implies
that Oν is a non-singular hypersurface of Blν(kn). Let I ⊂ [n] := {1, . . . , n} and kI := V (xj : j 6∈ I)
be the corresponding coordinate subspace of kn. We identify kI with k|I|. Let ν′ be a weighted order on
k[xi : i ∈ I] such that (ν′(xi) : i ∈ I) is proportional to (νi : i ∈ I). It follows from the definition of a
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weighted blow up that Blν′(kI) can be identified with the strict transform of kI on Blν(kn). The following
proposition compiles some properties of the embedding Blν′(kI) ↪→ Blν(kn).
Proposition 2.26. Assume gcd(νi : i ∈ I) = 1. Let k := |I|. Then there is a Zariski open neighborhood
U of Oν′ in Blν(kn) and regular functions (z1, . . . , zn) on U such that
(1) U ∼= k× (k∗)k−1 × kn−k with coordinates (z1, . . . , zn),
(2) z1, . . . , zk are monomials in (xi : i ∈ I),
(3) ν(z1) = 1, ν(zi) = 0, 2 ≤ i ≤ n,
(4) for all i′ 6∈ I , there is i′ such that zi′ = xi′/zνi′1 ,
(5) Eν ∩ U = V (z1) ∼= (k∗)k−1 × kn−k,
(6) Oν = (Eν ∩ U) \ V (zk+1 · · · zn),
(7) Blν′(kI) ∩ U = V (zk+1, . . . , zn) ∼= k× (k∗)k−1,
(8) Eν′ ∩ U = Oν′ = V (z1, zk+1, . . . , zn) ∼= (k∗)k−1.
PROOF. Let ZI := {(α1, . . . , αn) ∈ Zn : αj = 0 for all j 6∈ I}. Due to the assumption on ν we may
choose β1 ∈ ZI such that 〈ν, β1〉 = 1. Let Znν⊥ := {α ∈ Zn : 〈ν, α〉 = 0}. Let (β2, . . . , βk) be a basis of
ZI∩Znν⊥ ∼= Zk−1. Let i′1 < · · · < i′n−k be the elements of [n]\I . Set βk+j := ei′j−νi′jβ1, j = 1, . . . , n−k.
It is straightforward to check that (β2, . . . , βn) is a basis of Znν⊥ and (β1, . . . , βn) is a basis of Z
n. Let
P,Q be as in the definition of Blν(kn). Choose a positive integer k such that there is a point β0 in the
relative interior kQ ∩ ZI . Let Cβ0 be the cone generated by P + kQ − β0. Then it is straightforward
to check that Cβ0 ∩ ZI is generated as a semigroup by β1,±β2, . . . ,±βk, and Cβ0 ∩ Zn is generated as a
semigroup by β1,±β2, . . . ,±βk, βk+1, . . . , βn. Let U := Uβ0 ∩XP+kQ. Then U ∼= Speck[Cβ0 ∩Zn] and
Blν′(k
I)∩U ∼= Speck[Cβ0 ∩ZI ] and all the assertions of proposition 2.26 follow upon setting zj := xβj ,
j = 1, . . . , n. 
CHAPTER 3
Number of solutions on the torus: BKK bound
1. Introduction
In this chapter we derive Bernstein’s theorem for the number of isolated solutions of generic systems
of n Laurent polynomials on the algebraic torus (k∗)n over an algebraically closed field k. We apply
it to derive some properties of mixed volumes and prove the weighted and weighted multi-homogeneous
versions of Be´zout’s theorem.
2. Mixed volume
The set of convex polytopes in Rn, n ≥ 1, is a commutative semigroup under Minkowski addition (see
appendix D.3). The interaction between Minkowski addition and volume gives rise to the theory of mixed
volumes. The starting point of this theory is the following result proven in appendix D.3:
THEOREM D.8. Let P1, . . . ,Ps be convex polytopes inRn. Then there are non-negative real numbers
vα(P1, . . . ,Ps) for all α ∈ Es := {(α1, . . . , αs) ∈ Zs≥0 : α1 + · · · + αs = n} such that for all λ =
(λ1, . . . , λs) ∈ Rs≥0,
Voln(λ1P1 + · · ·+ λsPs) =
∑
α∈Es
vα(P1, . . . ,Ps)λα11 · · ·λαss
where Voln is the n-dimensional Euclidean volume.
Definition 3.1. The mixed volume MV(P1, . . . ,Pn) of convex polytopesP1, . . . ,Pn inRn is v(1,...,1)(P1, . . . ,Pn).
THEOREM 3.2. LetK be any collection of convex polytopes inRn which is invariant under Minkowski
addition1. Then MV : Kn → R is the unique function such that
(1) MV(P, . . . ,P) = n! Voln(P) for all P ∈ K,
(2) MV is symmetric in its arguments, and
(3) MV is multiadditive, i.e.
MV(k1P1 + k′1P ′1,P2, . . . ,Pn) = k1 MV(P1,P2, . . . ,Pn) + k′1 MV(P ′1,P2, . . . ,Pn)
for all k1, k′1 ∈ Z≥0 and P1, . . . ,Pn,P ′1 ∈ K.
Moreover, MV can be expressed in terms of the volume (we write [n] to denote {1, . . . , n}):
MV(P1, . . . ,Pn) =
∑
I⊆[n]
I 6=∅
(−1)n−|I|Voln
(∑
i∈I
Pi
)
(6)
PROOF. This follows from combining theorem D.8, corollary F.4, and lemma F.1. 
Example 3.3. For n = 1, a convex polytope is simply an interval and its mixed volume is its length. For
n = 2, if P,Q are convex polygons in R2, then identity (6) implies (see fig. 1) that
MV(P,Q) = Area(P +Q)−Area(P)−Area(Q)(7)
(2ω1 + 2ω2)
2
ω1ω2
=
4(r + 1)2
r
1E.g. K may be the set of all convex polytopes in Rn, or the set of convex integral polytopes in Rn.
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FIGURE 1. MV(P,Q) is 8, which is the area of the blue part of P +Q
Remark 3.4. Theorem D.8 implies that the mixed volume is non-negative., and identity (6) implies that
MV is invariant under volume preserving transformations ofRn. In section 3.6 we use Bernstein’s theorem
to deduce some other basic properties of mixed volume.
3. Bernstein’s theorem
3.1. The bound. We writeL for the ring k[x1, x−11 , . . . , xn, x−1n ] of Laurent polynomial in x1, . . . , xn.
In this section we state the Bernstein-Kushnirenko theorem on the number of the common zeroes of n Lau-
rent polynomials on (k∗)n. Counted with multiplicity, the number of zeroes of f1, . . . , fn ∈ L is
[f1, . . . , fn](k∗)n :=
∑
a∈(k∗)n
[f1, . . . , fn]a
where [f1, . . . , fn]a is the intersection multiplicity of f1, . . . , fn at a defined in (80). If V := V (f1, . . . , fn)
has non-isolated points, then [f1, . . . , fn](k∗)n = ∞ (proposition C.8). We write [f1, . . . , fn]iso(k∗)n for the
sum of intersection multiplicities of f1, . . . , fn at all the isolated points of V .
Given f =
∑
α∈A cαx
α ∈ L, its support Supp(f) is the set of all α ∈ Zn such that cα 6= 0. Given
a subset S of Rn, we say that f is supported at S if Supp(f) ⊆ S, and we write L(S) for the set of all
Laurent polynomials supported at S. Given finite subsets A1, . . . ,Am of Zn, we say that some property
holds for generic fj supported at Aj , j = 1, . . . ,m, if it holds for all (f1, . . . , fm) in a nonempty Zariski
open subset of
∏m
j=1 L(Aj) ∼= k
∑
j |Aj |.
THEOREM 3.5 (Bernstein’s theorem: the bound). Let Pj be the convex hull of Aj , j = 1, . . . , n. If
Supp(fj) ⊂ Aj , j = 1, . . . , n, then
[f1, . . . , fn]
iso
(k∗)n ≤ MV(P1, . . . ,Pn)(8)
Moreover, for generic fj supported at Aj , j = 1, . . . , n, we have
[f1, . . . , fn](k∗)n = [f1, . . . , fn]
iso
(k∗)n = MV(P1, . . . ,Pn)(9)
A. Kushnirenko proved theorem 3.5 for the case that each Pj is identical (or more generally, each Pj
is of the form P + αj for some fixed convex integral polytope P and elements αj ∈ Zn). D. Bernstein
found theorem 3.5 while trying to understand and generalize Kushnirenko’s result. Kushnirenko however,
not only gave the bound, but also gave a precise characterization of the collections of f1, . . . , fn for which
the bound is achieved. There is a natural way to understand this characterization in the case that k = C;
we describe it now.
3.2. The non-degeneracy condition. The Newton polytope NP(f) of a Laurent polynomial f is the
convex hull (in Rn) of its support of f . Pick Laurent polynomials fj , gj in x1, . . . , xn over C such that
NP(fj) ⊇ NP(gj) for each j, and [f1, . . . , fn]iso(C∗)n < [g1, . . . , gn]iso(C∗)n . Write hj := (1 − t)fj + tgj ,
j = 1, . . . , n. Then intuitively we may expect that there is a curve C(t) on (C∗)n such that hj(C(t)) = 0
and limt→0 C(t) is not on (C∗)n, i.e. as t approaches 0, either C(t) approaches one of the coordinate
hyperplanes of Cn, or |C(t)| approaches infinity (see fig. 2). In any event, assuming our intuition is
correct, there is a punctured neighborhood U of the origin on C and a parametrization U → C(t) of the
form γ : t 7→ (a1tν1 + · · · , . . . , antνn + · · · ), where a = (a1, . . . , an) ∈ (C∗)n and for each j, νj is the
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t = 0t = 1 t = 0.6 t = 0.3
(f1, f2) = (6y−6x−1, y−(y−x)2−1)
(g1, g2) = (6y−x−18, y−(y−x)2−1)
NP(f1) = NP(g1) NP(f2) = NP(g2)
FIGURE 2. One of the common roots of (1− t)fj + tgj = 0, j = 1, 2, approaches infinity as t→ 0
order (in t) of the j-th coordinate. Since limt→0 C(t) 6∈ (C∗)n, it follows that not all the νj are zero. Let ν
be the weighted order on Laurent polynomials (see section 1.5) corresponding to weights νj for xj . Fix j,
1 ≤ j ≤ n. Since the Newton polytope of each gj is contained in that of fj , it follows that ν(fj) ≤ ν(gj),
so that
hj(γ(t)) = t
ν(fj) Inν(fj)(a) + t
ν(fj)+1(− Inν(fj)(a) + t Inν(gj)(a)) + · · ·
where Inν(·) denotes the initial form with respect to ν,  is non-negative, and the omitted terms have higher
order in t. Since hj(γ(t)) ≡ 0, it follows that Inν(fj)(a) = 0 for each j = 1, . . . , n. This leads to the
following definition.
Definition 3.6. We say that Laurent polynomials f1, . . . , fm, m ≥ 1, in (x1, . . . , xn) are BKK non-
degenerate if they satisfy the following condition:
for each nontrivial weighted order ν, there is no
common root of Inν(fj), j = 1, . . . ,m, on (k∗)n.
(BKK)
The preceding argument suggests that for k = C, BKK non-degeneracy is sufficient for the maximality
of [f1, . . . , fn]iso(k∗)n . It turns out that it is also necessary; Kushnirenko proved it in the case that the Newton
polytopes of the fj are identical and Bernstein treated the general case. Both necessity and sufficiency
remain valid even if C is replaced by an arbitrary algebraically closed field:
THEOREM 3.7 (Bernstein’s theorem: non-degeneracy condition). Let Pj := NP(fj), j = 1, . . . , n. If
the mixed volume of P1, . . . ,Pn is nonzero, then the bound (8) is satisfied with an equality if and only if
f1, . . . , fn are BKK non-degenerate.
Remark 3.8. On the face of it condition (BKK) consists of uncountably many conditions, one for each
weighted order. In fact, there are only finitely many conditions to check. Indeed, let fj =
∑
α cj,αx
α ∈ L,
j = 1, . . . ,m. Write P := NP(f1) + · · · + NP(fm). For each face Q of P , there are unique faces Qj of
NP(fj) such that Q = Q1 + · · · +Qm (corollary D.6). Let fj,Q :=
∑
α∈Qj cj,αx
α be the component of
fj supported at Qj . Then (BKK) is equivalent to the following condition:
for each face Q of dimension less than n of P , there
is no common root of fj,Q, j = 1, . . . ,m, on (k∗)n.(BKK
′)
4. Proof of the non-degeneracy condition
Let A1, . . . ,Am, m ≥ 1, be finite nonempty subsets of Zn. Denote the convex hull of Aj by Pj , j =
1, . . . ,m. Let L := ∏mj=1 L(Aj) ∼= k∑j |Aj | and L0 (respectively N ) be the set of all (f1, . . . , fm) ∈ L
such that NP(fj) = Pj , j = 1, . . . ,m (respectively, f1, . . . , fm are BKK non-degenerate). Let N 0 :=
N ∩ L0. In section 3.4.2 we prove the following result:
THEOREM 3.9. N 0 is a Zariski open subset of L, andN is a constructible subset of L containingN 0.
If m ≥ min{n, dim(∑mj=1 Pj) + 1}, then N 0 is nonempty.
Remark 3.10. The intersection with L0 is essential for openness. Consider e.g. f1 = x + y + 2, f2 =
tx + ty + xy. Then (f1, f2) is BKK degenerate for all fixed t 6= 0, but (f1, f2|t=0) = (x + y + 2, xy) is
BKK non-degenerate. It follows that N is not open in L near (x+ y + 2, xy).
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In the case that m = n, define
[A1, . . . ,An]iso(k∗)n := max{[f1, . . . , fn]iso(k∗)n : Supp(fj) ⊆ Aj , j = 1, . . . , n},
and let M be the set of all (f1, . . . , fn) ∈ L such that [f1, . . . , fn]iso(k∗)n = [A1, . . . ,An]iso(k∗)n . In sec-
tions 3.4.1 and 3.4.4 we prove the following result:
THEOREM 3.11. Assume m = n. Then
M∩L0 =
{
L0 if [A1, . . . ,An]iso(k∗)n = 0,
N 0 if [A1, . . . ,An]iso(k∗)n > 0.
In particular,M contains a nonempty Zariski open subset of L.
4.1. Sufficiency of BKK non-degeneracy. In this section we prove that N 0 ⊆ M in the case that
m = n. In his proof of this part of his theorem, Bernstein used the theory of Puiseux series of curves,
which only works in characteristic zero. For arbitrary characteristics, the analogous role is played by the
notion of branches described in section 2.5. Let B = (Z, z) be a branch on (k∗)n. Let νB ∈ (Zn)∗ be the
corresponding vector of weights, ρB be a parameter of B and In(B) ∈ (k∗)n be the corresponding n-tuple
of “initial coefficients.”
Lemma 3.12. Let B be a branch of a curve contained in the common zero set of Laurent polynomials
f1, . . . , fm on (k∗)n. Then In(B) is a common zero of InνB (fi), i = 1, . . . ,m. In particular, if B is a
branch at infinity, then (BKK) is violated with ν = νB .
PROOF. The first assertion is a direct corollary of lemma 2.20. If B is a branch at infinity, then νB is
a non-trivial weighted order (lemma 2.16), so that the second assertion follows from the first one. 
Corollary 3.13. If f1, . . . , fm are BKK non-degenerate Laurent polynomials on (k∗)n, then V (f1, . . . , fm) ⊂
(k∗)n is finite. 
Proposition 3.14 (Sufficiency of BKK non-degeneracy). Let fj , j = 1, . . . , n, be Laurent polynomials
supported at Aj such that the Newton polytope of each fj is the convex hull (in Rn) of Aj . If f1, . . . , fn
are BKK non-degenerate, then [f1, . . . , fn]iso(k∗)n = [A1, . . . ,An]iso(k∗)n .
PROOF. Pick Laurent polynomials gj such that NP(gj) ⊆ NP(fj), j = 1, . . . , n. We show that the
assumption [g1, . . . , gn]iso(k∗)n > [f1, . . . , fn]
iso
(k∗)n leads to a contradiction. Indeed, define hj := (1−t)fj+
tgj , where t is a new indeterminate. Since the set of zeroes of f1, . . . , fn on (k∗)n is finite (corollary 3.13),
assertion (4) of proposition C.9 implies that the set of zeroes of h1, . . . , hn in (k∗)n × k contains a curve
which has a branchB = (Z, z) at infinity (with respect to (k∗)n×k) at t = 0 andB 6⊆ (k∗)n×{0}. Then
t|B 6≡ 0 and B determines a well-defined weighted order νB on L[t] such that νB(t) > 0. Since NP(gj) ⊆
NP(fj) for each j, it follows that νB(gj) ≥ νB(fj). Since νB(t) > 0, it follows that InνB (hj) = InνB (fj),
so that lemma 2.20 implies that InνB (fj), j = 1, . . . , n, have a common zero on (k
∗)n. SinceB is centered
at infinity with respect to (k∗)n × k and νB(t) > 0, it follows that νB |L is a non-trivial weighted order on
L. This contradicts the BKK non-degeneracy of f1, . . . , fn, as desired. 
4.2. The set of BKK non-degenerate systems. In this section we prove theorem 3.9. We start with
some notation. Let J ⊆ [m] and LJ :=
∏
j∈J L(Aj). Write cj,α for the coefficient of xα for each j ∈ J ,
so that (cj,α : j ∈ J, α ∈ Aj) are the coordinates on LJ . For f = (cj,α)j,α ∈ LJ , we write fj for the
corresponding element in L(Aj), i.e. fj =
∑
α∈Aj cj,αx
α. Let L0J (respectively, NJ ) be the set of all
f ∈ LJ such that NP(fj) = Pj for each j ∈ J (respectively, (fj : j ∈ J) are BKK non-degenerate).
Note that L0J is a nonempty Zariski open subset of LJ . We will at first show that N 0J := NJ ∩ L0J is
Zariski open in L0J . Let AJ := (Aj : j ∈ J). If B = (Bj : j ∈ J) is an ordered tuple of (finite) sets, we
say that B is a face of AJ , and write B  AJ , if it satisfies the following property: “there is ν ∈ (Zn)∗
such that Bj = Inν(Aj) for each j ∈ J .” Define PJ :=
∑
j∈J Pj . For each B = (Bj : j ∈ J)  AJ ,
define PJ,B :=
∑
j∈J conv(Bj). Note that PJ,B is a face of PJ . For each f = (cj,α)j,α ∈ LJ , we define
fj,Bj :=
∑
α∈Bj cj,αx
α. Let D0J,B be the set of all f ∈ L0J such that there is a common root of fj,Bj ,
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j ∈ J , on (k∗)n, so that
L0J \ N 0J =
⋃
BAJ
dim(PJ,B)<n
D0J,B(10)
Let L′0J := L0J × (k∗)n and L¯′0J := L0J × Pn. Let D′0J,B ⊂ L′0J be the collection of all (f, a), where
f ∈ D0J,B and a ∈ (k∗)n are such that fj,Bj (a) = 0 for each j ∈ J ; let D¯′0J,B be the closure of D′0J,B in L¯′0J .
Let piJ : L¯′0J → L0J be the natural projection and D¯0J,B := piJ(D¯′0J,B).
Claim 3.15. Let B  AJ . Then D¯0J,B ⊂
⋃
B′B D0J,B′ .
PROOF. Let f0 = (c0j,α)j,α ∈ D¯0J,B \ D0J,B. Pick a0 ∈ Pn such that (f0, a0) ∈ D¯′0J,B. We can find an
irreducible curve C on D¯′0J,B such that (f0, a0) ∈ C and C ∩ D′0J,B is nonempty and open in C (proposi-
tion B.6). Let B = (Z, z) be a branch of C at (f0, a0). For each j ∈ J , we have that Fj :=
∑
α∈Bj cj,αx
α
is identically zero on B. Let ν′B be the element in (Zn)∗ with coordinates (νB(x1), . . . , νB(xn)) with
respect to the dual basis. Fix j ∈ J . Let B′j := Inν′B (Bj) and mj := minBJ (ν′B) = 〈ν′B , β〉 for any
β ∈ B′j . Then for each α ∈ Bj , since ordz(cj,α) ≥ 0, it follows that
ordz(cj,αx
α) = ordz(cj,α) + ordz(x
α) ≥ ordz(xα) = 〈ν′B , α〉 ≥ mj
Moreover, ordz(cj,αxα) = mj if and only if ordz(cj,α) = 0 and α ∈ B′j if and only if c0j,α 6= 0 and
α ∈ B′j if and only if α ∈ Supp(f0j,B′j ). Note that Supp(f
0
j,B′j ) 6= ∅, since f
0 ∈ L0J . If ρB is a parameter
at B, it follows that Fj can be expanded in k((ρB)) as∑
α∈B′j
c0j,α
n∏
i=1
(a0i )
αi(ρB)
mj + · · ·
where a0i = InB(xi), i = 1, . . . , n, and the omitted terms have higher order in ρB . Since Fj is identically
zero on B, it follows that (a01, . . . , a
0
n) is a zero of
∑
α∈B′j c
0
j,αx
α = f0j,B′j for each j ∈ J . Therefore
f0 = (f0j : j ∈ J) is BKK degenerate and is an element of D0J,B′ , as required. 
Corollary 3.16. For each B  AJ , the set
⋃
B′B D0J,B′ is Zariski closed in L0J . Consequently N 0J is
Zariski open in L0J .
PROOF. Since Pn is complete (see appendix B.5), it follows that D¯0J,B := piJ(D¯′0J,B) is Zariski closed
in L0J . Since the relation  is transitive, claim 3.15.therefore implies the first assertion. The second
assertion then follows from eq. (10) (and also the transitivity of ). 
Claim 3.17. Let B  AJ be such that dim(PJ,B) < |J |. Then D¯0J,B $ L0J .
PROOF. We proceed by induction on |J |. If |J | = 1, then the assumption dim(PJ,B) < |J | is valid
only if PJ,B is a vertex of PJ , and therefore BJ is a vertex ofAj for each j. In that case fj,Bj is a monomial
for each f ∈ L0J , so that D¯0J,B = ∅. Now assume |J | ≥ 2. Let d := dim(PJ,B). Since d < |J |, there
is J ′ ⊂ J such that |J ′| = |J | − 1 and dim(PJ′,BJ′ ) = d, where BJ′ := (Bj : j ∈ J ′). For eachB′ = (B′j : j ∈ J)  B, let B′J′ := (B′j : j ∈ J ′). Define
N 0J′,B := L0J \
⋃
B′B
⋃
B′′B′
J′
dim(PJ′,B′′ )<d
D¯0J′,B′′
For each D¯0J′,B′′ appearing in the above union, we have dim(PJ′,B′′) ≤ d− 1 < |J ′|, so that the inductive
hypothesis implies that D¯0J′,B′′ is a proper Zariski closed subset of L0J′ . Since L0J′ is irreducible2, it follows
that N 0J′,B is a nonempty Zariski open subset of L0J′ .
After a monomial change of coordinates of L we may arrange that the affine hull (see appendix D) of
PJ,B is of the form H + α where α ∈ Zn and H is the coordinate hyperplane of Rn spanned by the first d
2It is straightforward to check that L0
J′
∼= kp × (k∗)q for some p, q ≥ 0.
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unit vectors. Let (fj : j ∈ J ′) ∈ N 0J′,B. Let B′ = (B′j : j ∈ J)  B. For each j ∈ J ′, fj,B′j is of the form
xαjgj,B′(x1, . . . , xd) for some αj ∈ Zn and Laurent polynomial gj,B′ in (x1, . . . , xd). Since PJ′,B′
J′
is a
translation of the sum of Newton polytopes of gj,B′ for j ∈ J ′, it follows from the definition of N 0J′,B that
(gj,B′ : j ∈ J ′) is a BKK non-degenerate system of Laurent polynomials in (x1, . . . , xd). Corollary 3.13
implies that WB′ := V (gj,B′ : j ∈ J ′) is a finite set of points in (k∗)d. If j0 is the unique element of
J \ J ′, then a generic fj0 ∈ L(Aj0) will take a nonzero value at each point of
⋃
B′BWB′ , and therefore
f := (fj : j ∈ J) 6∈
⋃
B′B D0J,B′ . Claim 3.15 now implies that f 6∈ D¯0J,B, as required. 
PROOF OF THEOREM 3.9. Let A′ = (A′1, . . . ,A′m) be an ordered tuple of sets such that each A′j is
a nonempty subset of Aj . Let L(A′) :=
∏
j∈J L(A′j) and N 0(A′) denote the space of all BKK non-
degenerate systems (f1, . . . , fm) ∈ L(A′) such that NP(fj) = conv(A′j) for each j = 1, . . . ,m. Corol-
lary 3.16 implies thatN 0(A′) is Zariski open in L(A′). The inclusion mapsA′j ↪→ Aj induce embeddings
ιA′ : L(A′) ↪→ L, and N 0 =
⋃
A′ ιA′(N 0(A′)). Since ιA′(N 0(A′)) is constructible (see appendix B.5)
for each A′, it follows thatN 0 is constructible as well. Since corollary 3.16 shows thatN 0 is Zariski open
in L, it only remains to prove the last assertion. If dim(∑mj=1 Pj) < m, then applications of claim 3.17
with J = [m] show that D¯J,B is a proper Zariski closed subset ofL0 for each face B ofA = (A1, . . . ,Am).
Since L0 is irreducible, it follows that the complement in L0 \ ⋃BA D¯J,B is nonempty. Equation (10)
then implies that N 0 is nonempty. If on the other hand m ≥ n, applications of claim 3.17 with J = [m]
show that D¯J,B is a proper Zariski closed subset of L0 for each face B ofA such that dim(P[m],B) ≤ n−1,
and it follows similarly that N 0 is nonempty, as required. 
4.3. Properly non-degenerate systems. We now introduce a notion of non-degeneracy to be used in
section 3.5. Let f1, . . . , fm be Laurent polynomials and Q be the sum of their Newton polytopes. We say
that f1, . . . , fm are properly non-degenerate if for every J ⊆ [m] and every3 weighted order ν on L such
that dim(Inν(
∑
j∈J NP(fj))) < |J |, the initial forms Inν(fj), j ∈ J , have no common zero in (k∗)n. If
m ≥ min{n, dim(Q) + 1}, then a properly non-degenerate system (f1, . . . , fm) ∈ L is also BKK non-
degenerate; otherwise there may be properly non-degenerate systems which are not BKK non-degenerate.
Let N˜ ⊂ L be the set of all properly non-degenerate (f1, . . . , fm) ∈ L. Let N˜ 0 := N˜ ∩ L0 be the set of
all properly non-degenerate (f1, . . . , fm) such that NP(fj) = Pj , j = 1, . . . ,m.
Proposition 3.18. N˜ 0 is a nonempty Zariski open subset of L, and N˜ is a constructible subset of L
containing N˜ 0. If m ≥ min{n, dim(∑mj=1 Pj) + 1}, then N˜ 0 ⊂ N 0.
PROOF. Indeed, for each J ⊆ [m], let p˜iJ be the natural projection from L onto LJ . It is straightfor-
ward to check that
N˜ 0 = L0 \
⋃
J⊆[m]
dim(PJ )<|J|
⋃
BAJ
p˜i−1J (D0J,B)
Claim 3.15 implies that
⋃
BAJ p˜i
−1
J (D0J,B) =
⋃
BAJ p˜i
−1
J (D¯0J,B), so that N˜ 0 is Zariski open in L.
Claim 3.17 implies that N˜ 0 is nonempty. The constructibility of N˜ follows by the same arguments as
those used to show that N is constructible in the proof of theorem 3.9. The last assertion follows from
definition of proper non-degeneracy. 
4.4. Necessity of BKK non-degeneracy. In this section we finish the proof of theorem 3.11. Let
f = (f1, . . . , fn) be a BKK degenerate system in L0, i.e. NP(fj) = Pj , j = 1, . . . , n, and there is a
non-trivial weighted order ν on L such that Inν(f1), . . . , Inν(fn) have a common zero on (k∗)n. Assume
[A1, . . . ,An]iso(k∗)n > 0. It suffices to show that [f1, . . . , fn]iso(k∗)n < [A1, . . . ,An]iso(k∗)n . We show it in two
ways.
Claim 3.19. There is g = (g1, . . . , gn) ∈ N 0, and there is a common zero b of g1, . . . , gn on (k∗)n such
that fj(b) 6= 0 for each j = 1, . . . , n.
3Unlike BKK non-degeneracy, ν is allowed to be the trivial weighted order (0, . . . , 0).
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PROOF. Due to theorem 3.9, we can pick BKK non-degenerate (h1, . . . , hn) ∈ N 0. For each j,
let αj be an arbitrary element of Aj . For each  := (1, . . . , n) ∈ (k∗)n, let hj ,j := hj − jxαj .
Since N 0 is open, it follows that (h1,1, . . . , hn,n) is also in N 0 for generic  ∈ (k∗)n, and therefore
[hj ,1, . . . , hj ,n](k∗)n = [A1, . . . ,An]iso(k∗)n > 0 (proposition 3.14); in particular the map Φ : (k∗)n →
(k∗)n defined by x 7→ (x−α1h1, . . . , x−αnhn) is dominant. Therefore it suffices to take gj := hj ,j for
generic (1, . . . , n) ∈ (k∗)n \ Φ(V (f1 · · · fn)). 
4.4.1. Bernstein’s proof of necessity of BKK non-degeneracy. After a monomial change of coordinates
of L and multiplying each fj by a monomial (i.e. translating each Aj by an element in Zn) if necessary,
we may arrange that ν = (0, . . . , 0, 1) and Inν(fj) = fj |xn=0, j = 1, . . . , n. If (a1, . . . , an) is a common
zero of the Inν(fj) on (k∗)n, then it follows that a′ := (a1, . . . , an−1, 0) is also a common zero of the
Inν(fj) on kn. Let g1, . . . , gn and b be as in claim 3.19. Since N 0 is Zariski open in L, we may also
ensure that gj(a′) 6= 0 for each j = 1, . . . , n. Take any map c : k→ kn such that c(0) = a′ and c(1) = b
(e.g. we may take c(t) = (1− t)a′ + tb) and set hj(x, t) := gj(c(t))fj(x)− fj(c(t))gj(x), j = 1, . . . , n.
Then each hj vanishes on the curve C ′ := {(c(t), t) : t ∈ k} ⊂ kn+1. Since (b, 1) is an isolated zero of
h1(x, 1), . . . , hn(x, 1), and since (a′, 0) ∈ C ′ is a “point at infinity” with respect to (k∗)n × k, assertion
(4) of proposition C.9 implies that [h1(x, 0), . . . , hn(x, 0)]iso(k∗)n < [h1(x, ), . . . , hn(x, )]
iso
(k∗)n for generic
 ∈ k. Since each hj(x, ) is supported at Aj , it follows that [f1, . . . , fn]iso(k∗)n < [A1, . . . ,An]iso(k∗)n , as
required. 
4.4.2. A modified proof of necessity of BKK non-degeneracy. Here we give an alternative proof of the
necessity of BKK non-degeneracy by adapting Bernstein’s trick to produce a curve C ′ as in his original
proof without changing the coordinates on (k∗)n; this will be useful later, e.g. in the proofs of the weighted
Be´zout theorem (section 3.7) and the extension of the BKK bound to the affine space (section 5.7.3).
Let a = (a1, . . . , an) be a common zero of the Inν(fj) on (k∗)n. As in the original proof, let b =
(b1, . . . , bn) ∈ (k∗)n be a common zero of BKK non-degenerate Laurent polynomials g1, . . . , gn such that
NP(gj) = Pj and Inν(gj)(a) 6= 0 6= fj(b) for each j = 1, . . . , n. Fix integers ν′j > νj := ν(xj). Let C
be the rational curve on kn parametrized by c(t) := (c1(t), . . . , cn(t)) : k→ kn given by
cj(t) := ajt
νj + (bj − aj)tν′j , j = 1, . . . , n.(11)
Let mj := ν(fj) = ν(gj), 1 ≤ j ≤ n. Note that c(1) = b ∈ (k∗)n, so that c(t) ∈ (k∗)n for all but finitely
many values of k, and therefore
• t−mjfj(c(t)) and t−mjgj(c(t)) are well defined rational functions in t, and
• t = 0 is not a pole of t−mjfj(c(t)) or t−mjgj(c(t)).
Define
hj := t
−mjfj(c(t))gj − t−mjgj(c(t))fj(12)
Let T be the complement in k of all the poles of
∏
t−2mjfj(c(t))gj(c(t)). Both 0 and 1 are in T , and
hj(x, 0) and hj(x, 1) are (nonzero) constant multiples of respectively fj and gj . Each hj vanishes on the
curve C ′ := {(c(t), t) : t ∈ T} ⊂ kn+1. Note that C ′ ∩ (k∗)n × {1} contains (b, 1) which is an isolated
zero of h1(x, 1), . . . , hn(x, 1). On the other hand, since ν is non-trivial, it follows that C ′ has a “point
at infinity” at t = 0 with respect to (k∗)n × T . Therefore assertion (4) of proposition C.9 implies that
[h1(x, 0), . . . , hn(x, 0)]
iso
(k∗)n < [h1(x, ), . . . , hn(x, )]
iso
(k∗)n for generic  ∈ T . Since each such hj(x, )
is supported at Aj , it follows that [f1, . . . , fn]iso(k∗)n < [A1, . . . ,An]iso(k∗)n , as required. 
5. Proof of the BKK bound
For each j = 1, . . . , n, let Aj be a finite subset of Zn and Pj be the convex hull of Aj in Rn. In this
section we show that
[A1, . . . ,An]iso(k∗)n = MV(P1, . . . ,Pn)(13)
In section 3.5.1 we prove two relevant results from the theory of toric varieties, which we use in sec-
tion 3.5.2 to prove (13). Throughout this section we identify weighted orders on the ring L of Laurent
polynomials in (x1, . . . , xn) with integral elements of (Rn)∗.
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5.1. Toric propositions. Let ν be a primitive element in (Zn)∗. For each g ∈ L, define gν and g′ν
as in corollary 2.13. Let P be an n-dimensional convex integral polytope in Rn which has a facet Q with
primitive inner normal ν. Let XP be the toric variety corresponding to P from section 2.4, and given
g1, . . . , gk ∈ L, let V 1P(g1, . . . , gk) be the extension from section 2.4.3 of the subscheme V (g1, . . . , gk) of
(k∗)n to a subscheme of the Zariski open subset X1P of XP .
Proposition 3.20. Let f1, . . . , fn ∈ L.
(1) If V (f ′2,ν , . . . , f
′
n,ν)∩ (k∗)n−1 = ∅, then there is a Zariski open subset U ′ of XP containing OQ
such that V 1P(f2, . . . , fn) ∩ U ′ is empty.
(2) If V (f ′2,ν , . . . , f
′
n,ν) ∩ (k∗)n−1 is nonempty and finite, then there is a Zariski open subset U ′ of
XP containing OQ such that C ′ := V 1P(f2, . . . , fn) ∩ U ′ is a (possibly non-reduced) curve and
every irreducible component ofC ′ intersects (k∗)n. If in addition V (f ′1,ν , . . . , f
′
n,ν)∩(k∗)n−1 =
∅, then f1 restricts to a nonzero rational function on C ′ which is representable near every point
of C ′ as a quotient of non zero-divisors, and∑
a∈C′∩OQ
orda(f1|C′) = ν(f1)[f ′2,ν , . . . , f ′n,ν ](k∗)n−1
PROOF. If V (f ′2,ν , . . . , f
′
n,ν) ∩ (k∗)n−1 = ∅, then proposition 2.15 implies that V 1P(f2, . . . , fn) ∩
OQ = ∅, so that part (1) holds with U ′ := X1P \ V 1P(f2, . . . , fn). Now assume V (f ′2,ν , . . . , f ′n,ν) ∩
(k∗)n−1 6= ∅. Let UQ := X0P ∪ OQ. Recall that by definition each fj,ν is of the form fjx−ν(fj)αν for
some αν ∈ Zn such that 〈ν, αν〉 = 1. Proposition 2.15 and the assumption on V (f ′2,ν , . . . , f ′n,ν) imply
that f2,ν , . . . , fn,ν , xαν are n regular functions on the n dimensional variety UQ such that their common
zero set Z is finite and nonempty. B.3(b) then implies that V 1P(f2, . . . , fn) has pure dimension one near
each point of Z. Since Z is precisely the set of points in V 1P(f2, . . . , fn) ∩ OQ, this implies that the first
statement of part (2) is satisfied with some U ′ ⊂ UQ. Since UQ is non-singular, and the set of zeroes
of xαν on UQ is precisely OQ, and since OQ does not contain any irreducible component of C ′, B.3(c)
implies that xαν |C′ is a non zero-divisor in OC′,a for each a ∈ C ′. Now fix a ∈ C ′ ∩ OQ. Then f1,ν is a
regular function near a, and proposition C.2 coupled with the assumption on V (f ′1,ν , . . . , f
′
n,ν) implies that
f1,ν(a) 6= 0. Therefore f1,ν |C′ is a unit in OC′,a, and f1 = f1,νxν(f1)αν is the quotient of two non zero-
divisors inOC′,a. Proposition C.2 then implies that orda(f1|C′) = orda(f1,ν |C′)+ν(f1) orda(xαν |C′) =
ν(f1) orda(x
αν |C′). On the other hand, assertion (4) of proposition C.8 implies that
orda(x
αν |C′) = [xαν , f2,ν , . . . , fn,ν ]a = dimk(OXP ,a/〈xαν , f2,ν , . . . , fn,ν〉)
Proposition 2.15 then implies that
orda(x
αν |C′) = dimk(O(k∗)n−1,(ψν)∗(a)/〈f ′2,ν , . . . , f ′n,ν〉) = [f ′2,ν , . . . , f ′n,ν ](ψν)∗(a)
where (ψν)∗ : OQ ∼= (k∗)n−1 is the inverse of the isomorphism ψ∗ν : (k∗)n−1 ∼= OQ from corollary 2.13.
The result now follows immediately. 
Corollary 3.21. Let f1, . . . , fn ∈ L and letR be the sum of Newton polytopes of f2, . . . , fn.
(1) Assume that V (f ′2,ν , . . . , f
′
n,ν) ∩ (k∗)n−1 = ∅ for every ν ∈ (Zn)∗ such that dim(Inν(R)) <
n− 1. Then V (f2, . . . , fn) ∩ (k∗)n is either empty or a curve.
(2) Assume in addition that V (f ′1,ν , . . . , f
′
n,ν) ∩ (k∗)n−1 = ∅ for every ν ∈ (Zn)∗ such that
dim(Inν(R)) = n− 1. Then
[f1, . . . , fn](k∗)n = [f1, . . . , fn]
iso
(k∗)n = −
∑
ν
ν(f1)[f
′
2,ν , . . . , f
′
n,ν ](k∗)n−1(14)
where the sum is over all primitive ν ∈ (Zn)∗, or equivalently, over all primitive ν ∈ (Zn)∗ such
that dim(Inν(R)) = n− 1.
PROOF. Let C ′ be the set of common zeroes of f2, . . . , fn on (k∗)n. If dim(R) < n − 1, then
assumption (1) implies that C ′ = ∅ and all three sides of (14) are zero. Therefore assume that dimR is
n−1 or n. Let P be an n-dimensional convex integral polytope inRn which satisfy the following property:
for every ν ∈ (Rn)∗, if ν is an inner normal to a face of R of
dimension n− 1, then ν is also an inner normal to a facet of P .(15)
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For example, if dim(R) = n, then we can simply take P = R, and if dim(R) = n − 1, we can take
P to be any (convex integral) polytope which has two facets parallel to R. Let XP be the toric variety
corresponding to P . As in assertion (2) of proposition 2.9, identify the torus X0P of XP with (k∗)n. Let
C¯ ′ be the closure of C ′ in XP . Let ν be a primitive element in (Zn)∗. Let Q := Inν(P) and OQ be the
corresponding torus orbit on XP .
Claim 3.21.1. Let Q′ := Inν(R).
(1) If dim(Q′) < n− 1, then V (f ′2,ν , . . . , f ′n,ν) ∩ (k∗)n−1 = ∅, and C¯ ′ ∩OQ = ∅.
(2) If dim(Q′) = n− 1, then Q is a facet of P , and V (f ′2,ν , . . . , f ′n,ν) ∩ (k∗)n−1 is finite.
PROOF. Let ΣP be the normal fan of P in Rn, and σ0Q be the relative interior of the cone of ΣP
corresponding to Q. Let ν′ ∈ σ0Q. It follows from the definition of σ0Q (see appendix D.4) that Inν′(P) =
Q. If Q is not a facet of P , property (15) of P implies that dim(Inν′(R)) < n − 1. Assumption (1) then
implies that the set of common zeroes of Inν′(f2), . . . , Inν′(fn) on (k∗)n is empty. Assertion (1) of the
claim then follows from corollary 2.21. On the other hand, if dim(Q′) = n− 1, then property (15) implies
thatQ is a facet of P , and assumption (1) implies that f ′2,ν , . . . , f ′n,ν are BKK non-degenerate on (k∗)n−1.
Corollary 3.13 then implies that V (f ′2,ν , . . . , f
′
n,ν) ∩ (k∗)n−1 is finite, as required. 
Let C := V 1P(f2, . . . , fn), where the latter is defined as in section 3.5.1. Assertion (1) of claim 3.21.1
implies that C¯ ′ ⊂ Cred. If V (f ′2,ν , . . . , f ′n,ν) ∩ (k∗)n−1 is empty for each primitive ν ∈ (Zn)∗, then
assertion (2) of claim 3.21.1 and proposition 3.20 imply that C ∩XP,∞ = ∅, where XP,∞ := XP \ (k∗)n.
Since C¯ ′ ⊂ Cred, and since if C ′ 6= ∅, then C¯ ′ must intersect XP,∞, it follows that C ′ = ∅ and all sides
of (14) are zero. So assume there is primitive ν ∈ (Zn)∗ such that V (f ′2,ν , . . . , f ′n,ν) ∩ (k∗)n−1 6= ∅.
Then assertion (2) of claim 3.21.1 and proposition 3.20 imply that C has dimension one near XP,∞, and
Cred ⊂ C¯ ′. It follows that Cred = C¯ ′. In particular, C¯ ′ ∩ XP,∞ is nonempty and finite. Since XP,∞ is
defined locally by a single regular function on XP (corollary 2.6), B.3(b) implies that C ′ has dimension
one. It follows thatC is a complete curve. SinceC∩(k∗)n is the subscheme of (k∗)n defined by f2, . . . , fn,
proposition C.8 implies that
[f1, . . . , fn](k∗)n =
∑
a∈C∩(k∗)n
orda(f1|C)
Since C is complete, part (2) of proposition 3.20,claim 3.21.1 and corollary C.6 then imply that
[f1, . . . , fn](k∗)n = −
∑
a∈C∩XP,∞
orda(f1|C) = −
∑
ν
ν(f1)[f
′
2,ν , . . . , f
′
n,ν ](k∗)n−1
as required. 
5.2. Proof of (13). Define
[P1, . . . ,Pn]iso(k∗)n := max{[f1, . . . , fn]iso(k∗)n : Supp(fj) ⊆ Pj , j = 1, . . . , n}(16)
Let A′j := Pj ∩ Zn ⊇ Aj , j = 1, . . . , n. It follows from the definition that [P1, . . . ,Pn]iso(k∗)n =
[A′1, . . . ,A′n]iso(k∗)n ≥ [A1, . . . ,An]iso(k∗)n . However, due to theorem 3.9 we may pick BKK non-degenerate
Laurent polynomials f1, . . . , fn such that Supp(fj) ⊆ Aj ⊆ A′j and NP(fj) = Pj for each j, and then
proposition 3.14 implies that
[A1, . . . ,An]iso(k∗)n = [f1, . . . , fn]iso(k∗)n = [A′1, . . . ,A′n]iso(k∗)n = [P1, . . . ,Pn]iso(k∗)n
In order to prove (13) it therefore suffices to show that
[P1, . . . ,Pn]iso(k∗)n = MV(P1, . . . ,Pn)(17)
Claim 3.22. LetK be the set of convex integral polytopes in Rn regarded as a semigroup under Minkowski
addition. The function Kn → R given by (Q1, . . . ,Qn) 7→ [Q1, . . . ,Qn]iso(k∗)n is symmetric and multiad-
ditive.
PROOF. The symmetry is evident, so we prove the multiadditivity. Pick Q1, . . . ,Qn,Q′1 ∈ K. Theo-
rem 3.9 implies that we may choose g1, . . . , gn, g′1 ∈ L such that NP(gj) = Qj , j = 1, . . . , n, NP(g′1) =
Q′1, and both g1, . . . , gn and g′1, g2, . . . , gn are BKK non-degenerate. But then g1g′1, g2, . . . , gn are also
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BKK non-degenerate; in particular, corollary 3.13 implies that g1g′1, g2, . . . , gn only have isolated zeroes
on (k∗)n. Proposition 3.14 then implies that [Q1 + Q′1,Q2, . . . ,Qn]iso(k∗)n = [g1g′1, g2, . . . , gn]iso(k∗)n =
[g1, . . . , gn]
iso
(k∗)n + [g
′
1, g2, . . . , gn]
iso
(k∗)n = [Q1, . . . ,Qn]iso(k∗)n + [Q′1,Q2, . . . ,Qn]iso(k∗)n as required (the
second equality uses proposition C.8, assertion (5)). 
Theorem 3.2 and claim 3.22 implies that in order to prove (17), it suffices to show that [P, . . . ,P]iso(k∗)n =
n! Voln(P) for each convex integral polytope P in Rn. We proceed by induction on n. It is clearly true
for n = 1, so assume it is true for n − 1. Pick a convex integral polytope P in Rn. Let f1, . . . , fn be
properly non-degenerate Laurent polynomials (see section 3.4.3) such that the Newton polytope of each
fj is P . In particular f1, . . . , fn are BKK non-degenerate (proposition 3.18). Therefore corollary 3.13
and proposition 3.14 imply that
[P, . . . ,P]iso(k∗)n = [f1, . . . , fn](k∗)n
Since the fj are properly non-degenerate, they satisfy the hypothesis of corollary 3.21, and (14) implies
that
[f1, . . . , fn](k∗)n = −
∑
ν
ν(f1)[f
′
2,ν , . . . , f
′
n,ν ](k∗)n−1
where the sum is over all primitive ν ∈ (Zn)∗. Fix one such ν. The proper non-degeneracy of the fj
implies that f ′2,ν , . . . , f
′
n,ν are BKK non-degenerate on (k
∗)n−1. Moreover, the Newton polytope of each
f ′j,ν is Pν , which is the convex hull in Rn−1 of {ψν(β−mναν) : β ∈ Inν(P)∩Zn}, where αν and ψν are
as in section 2.4.2, and mν := minP(ν). The inductive hypothesis implies that [f ′2,ν , . . . , f
′
n,ν ](k∗)n−1 =
(n − 1)! Voln−1(Pν). It follows from the definition of Vol′ν(·) (see appendix E.2) that Voln−1(Pν) =
Vol′ν(Inν(P)). It follows that
[f1, . . . , fn](k∗)n = −(n− 1)!
∑
ν
min
P
(ν) Vol′ν(Inν(P)) = (n− 1)!
∑
ν
max
P
(ν) Vol′ν(ldν(P)) = n! Voln(P)
where the last equality uses corollary E.9. Therefore, [P, . . . ,P]iso(k∗)n = n! Voln(P), as required. 
6. Applications of Bernstein’s theorem to convex geometry
In this section we use Bernstein’s theorem to deduce some properties of mixed volume. We will also
use (without proof) the following properties of Hausdorff distance4 of polytopes:
(i) The volume is continuous with respect to the Hausdorff distance. Identity (6) then implies that
the mixed volume is continuous with respect to Hausdorff distance.
(ii) Every polytope can be approximated arbitrarily closely with respect to the Hausdorff distance by
rational polytopes.
Throughout this section P1, . . . ,Pn denote convex polytopes in Rn, n ≥ 1.
Proposition 3.23 (Monotonicity of mixed volume). If P ′j are convex polytopes in Rn such that Pj ⊆ P ′j
for each j, then MV(P1, . . . ,Pn) ≤ MV(P ′j , . . . ,P ′n).
PROOF. Theorem 3.5 implies that it holds for rational polytopes. The general case then follows from
the properties of Hausdorff distance of polytopes listed above. 
Let ν be a nonzero integral element of (Rn)∗ and Rnν⊥ := {α ∈ Rn : 〈ν, α〉 = 0}. Choose an affine
transformation ψν : Rn → Rn such that ψν restricts to an automorphism of Zn and maps Rnν⊥ ∩ Zn
onto Zn−1 × {0}. If Q1, . . . ,Qn−1 are rational polytopes in Rn such that each Qj is a translate of some
polytope Q′j ⊂ Rnν⊥ , then we define
MV′ν(Q1, . . . ,Qn−1) := MV(ψν(Q′1), . . . , ψν(Q′n−1))(18)
where the mixed volume on the right hand side is the (n − 1)-dimensional mixed volume on Rn−1.
Lemma E.6 and theorem 3.2 imply that MV′ν does not depend on the choice of ψν or the translations
involved.
4The Hausdorff distance of two subsets P and Q of Rn is maxp∈P{minq∈Q d(p, q)}, where d(p, q) is the (Euclidean)
distance between p and q.
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Proposition 3.24. Assume P1, . . . ,Pn are rational polytopes. Then
(1) MV(P1, . . . ,Pn) =
∑
ν maxP1(ν) MV
′
ν(ldν(P2), . . . , ldν(Pn)), where the sum is over all
primitive integral ν ∈ (Rn)∗.
(2) Assume P1 is a line segment in the direction of ν, where ν is a primitive integral element in
(Rn)∗. Let l(P1) is the “integer length” of P1 (i.e. the Euclidean length of P1 is l(P1) times
the length of ν1) and piν : Rn → Rnν⊥ be a “lattice projection in the direction normal to ν” (i.e.
piν = ψ
−1
ν ◦pi◦ψν , where pi : Rn → Rn−1×{0} is the projection in the first (n−1)-coordinates).
Then MV(P1, . . . ,Pn) = l(P1) MV′ν(piν(P2), . . . , piν(Pn)).
PROOF. By multi-additivity of the mixed volume, we may assume that each Pj is integral. Pick Lau-
rent polynomials fj with Newton polytope Pj such that f1, . . . , fn are properly non-degenerate. Then they
are BKK non-degenerate on (k∗)n, they satisfy the hypothesis of corollary 3.21, and for each primitive
integral ν ∈ (Rn)∗, f ′2,ν , . . . , f ′n,ν are BKK non-degenerate on (k∗)n−1. Then corollary 3.21 and theo-
rems 3.5 and 3.7 implies assertion (1). For assertion (2), change coordinates on Zn (using lemma E.1) so
that ν = (0, . . . , 0, 1). Without loss of generality we may assume that P1 is the line segment bounded by
the origin and (0, . . . , 0, l), where l := l(P1). Then for each a = (a1, . . . , an) ∈ (k∗)n,
[f1, . . . , fn]a = [x
l
n − a1, f2, . . . , fn]a =
∑
l=an
[f2|xn=, . . . , fn|xn=](a2,...,an)
Since piν is simply the projection in the first (n − 1)-coordinates, for generic a1, the Newton polytope of
fj |xn= is piν(Pj) for each j. Assertion (2) therefore follows from theorem 3.5. 
We say that convex polytopes Q1, . . . ,Qm in Rn are dependent if there is a nonempty subset I of
[m] := {1, . . . ,m} such that dim(∑i∈I Qi) < |I|; otherwise we say that they are independent. In
particular if m ≥ 1 and Qj = ∅ for some j, then Q1, . . . ,Qm are dependent.
THEOREM 3.25 (Minkowski). MV(P1, . . . ,Pn) = 0 if and only if they are dependent.
PROOF. Due to the properties of the Hausdorff distance mentioned in the proof of proposition 3.23,
and using the multi-additivity of mixed volumes, it suffices to consider the case that each Pj is integral.
At first assume there is I ⊆ [n] such that dim(∑i∈I Pi) < |I|. Assertion (1) of proposition 3.24 implies
that MV(P1, . . . ,Pn) can be expressed as a sum such that each summand has a multiplicative factor of the
form MV′ν(ldν(P ′i) : i ∈ I), where MV′ denotes an |I|-dimensional mixed volume and P ′i is a face of Pi
for each i ∈ I . Now pick BKK non-degenerate Laurent polynomials fi, i ∈ I , such that NP(fi) = Pi
for each i. Since dim(
∑
i∈I Pi) < |I|, it follows from the definition of BKK non-degeneracy that there is
no common zero of ldν(fi), i ∈ I , on (k∗)n. Theorem 3.5 then implies that MV′ν(ldν(P ′i) : i ∈ I) = 0.
This in turn implies that MV(P1, . . . ,Pn) = 0. Now assume that P1, . . . ,Pn are independent. We will
show that MV(P1, . . . ,Pn) > 0. We proceed by induction on n. The case of n = 1 is obvious. In the
general case, since dim(Pn) ≥ 1, after a change of coordinates on Zn if necessary, we may assume that it
has positive length along xn-axis. Let pi : Zn → Zn−1 be the projection in the first (n − 1)-coordinates.
We consider two cases:
Case 1: MV(pi(P1), . . . , pi(Pn−1)) = 0. Due to the inductive hypothesis, we may assume after a
reordering of the Pj if necessary, that there is k, 1 ≤ k ≤ n− 1, such that dim(
∑k
j=1 pi(Pj)) < k. Since
P1, . . . ,Pn are independent, it follows that dim(
∑k
j=1 pi(Pj)) = k − 1 and dim(
∑k
j=1 Pj) = k. Due
to lemma E.1 we can change the basis of Zn to ensure that the subgroup of Zn generated by the affine
hull of P1 + . . . + Pk is Zk × {(0, . . . , 0)}. Let pi′ : Zn → Zn−k be the projection in the last (n − k)-
coordinates. We claim that pi′(Pk+1), . . . , pi′(Pn) are independent. Indeed, if dim(
∑
j∈J pi
′(Pj)) < |J |
for some J ⊆ {k + 1, . . . , n}, then setting J ′ := {1, . . . , k} ∪ J will yield that dim(∑j∈J′ Pj) < |J ′|,
contradicting the independence of the Pj . Now pick generic f1, . . . , fn such that NP(fj) = Pj for each j.
Theorems 3.5 and 3.7 and the inductive hypothesis implies that the number of solutions Zk of f1, . . . , fk
on (k∗)k is nonzero, and for each a = (a1, . . . , ak) ∈ Zk, the number of solutions of fk+1, . . . , fn on
{a} × (k∗)n−k is nonzero. Theorem 3.5 then implies that MV(P1, . . . ,Pn) > 0, as required.
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Case 2: MV(pi(P1), . . . , pi(Pn−1)) > 0. In this case, for each generic  ∈ (k∗)n, and for generic fj
with NP(fj) = Pj , j = 2, . . . , n− 1,
[xn − , f1, . . . , fn−1](k∗)n = [f1|xn=, . . . , fn−1|xn=](k∗)n−1 = MV(pi(P1), . . . , pi(Pn−1)) > 0
Computing [xn− , f1, . . . , fn−1](k∗)n using eq. (14) then implies due to theorem 3.5 that there is a primi-
tive element ν ∈ (Zn)∗ such that 〈ν, en〉 6= 0 (where en = (0, . . . , 0, 1) ∈ Zn) and MV′ν(ldν(P1), . . . , ldν(Pn−1)) >
0. After a translation if necessary, we may assume the origin is in the relative interior of Pn. Then
maxPn(ν) > 0, and therefore assertion (1) of proposition 3.24 implies that MV(P1, . . . ,Pn) > 0, as
required. 
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FIGURE 3. Newton polytopes of polynomials from example 3.26
Example 3.26. Let f1 = a1x + b1y + c1z + d1z2, f2 = a2x3 + b2xz2 + c2y3 + d2yz2, f3 = a3x2 +
b3xz
2 + c3y
2 + d3yz
2, where ai, bi, ci, di’s are generic elements of k, and let Pj := NP(fj), j = 1, 2, 3
(see fig. 3). We compute [f1, f2, f3](k∗)3 = MV(P1,P2,P3) using proposition 3.24. Assertion (1) of
item 1 implies that MV(P1,P2,P3) =
∑
ν maxP1(ν) MV
′
ν(ldν(P2), ldν(P3)). Theorem 3.25 implies
that MV′ν(ldν(P2), ldν(P3)) is nonzero only if ν is one of the six outer normals of facets of P2 + P3
(fig. 4). When ν = (−1, 0, 0) or (0,−1, 0), then maxP1(ν) = 0, so it suffices to consider the remaining
four cases. The image of the leading faces of P2,P3 and P2 + P3 under (certain choices of) ψν are given
in fig. 5, and example 3.3 implies that MV′(ldν(P2), ldν(P3)) is the area of the region shaded green inside
ψν(ldν(P2 + P3)). It follows that
2 4
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(2,2,1)
(1,1,1)
(0,-1,0)
(-1,0,0)
(-1,-1,-1)
(-2,-2,-1)
outer normals to facets
of P2 + P3
FIGURE 4. P2 + P3 and the outer normals to its facets
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MV(P1,P2,P3) = maxP1 (1, 1, 1) ·Area( ) + maxP1 (−1,−1,−1) ·Area( )
+ max
P1
(2, 2, 1) ·Area( ) + max
P1
(−2,−2,−1) ·Area( )
= 2 · 2− 1 · 4 + 2 · 3− 1 · 1
= 5
ν = (1, 1, 1)
+ =
ldν(P2) ldν(P3) ldν(P2 + P3)
ν = (−1,−1,−1)
+ =
ldν(P2) ldν(P3) ldν(P2 + P3)
ν = (2, 2, 1)
+ =
ldν(P2) ldν(P3) ldν(P2 + P3)
ν = (−2,−2,−1)
+ =
ldν(P2) ldν(P3) ldν(P2 + P3)
FIGURE 5. The image under ψν of leading faces of P2,P3 and P2 + P3
7. Applications to the affine Be´zout problem
THEOREM 3.27 (Kushnirenko [Kus76]). Let f1, . . . , fn be Laurent polynomials supported atA ⊂ Zn
and P := conv(A). Then [f1, . . . , fn]iso(k∗)n ≤ n! Voln(P). If NP(fj) = P for each j, then the bound is
satisfied with equality if and only if f1, . . . , fn satisfy (BKK).
PROOF. Follows from combining theorems 3.2, 3.5 and 3.7. 
Proposition 3.28. Let the set up be as in theorem 3.5. Assume MV(P1, . . . ,Pn) is nonzero. If the set of
common zeroes of f1, . . . , fn on (k∗)n has a positive dimensional component, then [f1, . . . , fn]iso(k∗)n <
MV(P1, . . . ,Pn).
PROOF. Combine theorem 3.7 and lemma 2.20. 
Corollary 3.29. Let the notation be as in proposition 3.20. Assume V (f ′2,ν , . . . , f ′n,ν)∩ (k∗)n 6= ∅, so that
C ′ is a curve. Let {C ′j}j be the irreducible components ofC ′, andB′j,ν be the collection of all branchesB of
C ′j at infinity (with respect to (k
∗)n) such that νB is proportional to ν. If V (f ′1,ν , . . . , f
′
n,ν)∩(k∗)n−1 = ∅,
then ∑
a∈C′∩OQ
orda(f1|C′) =
∑
j
∑
(Z,z)∈B′j,ν
ordz(f1|C′j )[f2, . . . , fn]C′j = ν(f1)[f ′2,ν , . . . , f ′n,ν ](k∗)n−1(19)
where [f2, . . . , fn]C′j are defined as in appendix C.5. If in addition f
′
2,ν , . . . , f
′
n,ν are BKK non-degenerate,
then ∑
a∈C′∩OQ
orda(f1|C′) = min
NP(f1)
(ν) MV′ν(Inν(NP(f2)), . . . , Inν(NP(fn)))(20)
PROOF. Theorem C.5 implies that∑
a∈C′∩OQ
orda(f1|C′) =
∑
j
∑
a∈C′j∩OQ
[f2, . . . , fn]C′j orda(f1|C′j )
=
∑
j
∑
a∈C′j∩OQ
[f2, . . . , fn]C′j
∑
z∈pi−1j (a)
ordz(pi
∗
j (f1|C′j ))
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where pij : C˜j → C ′j are desingularizations of C ′j . It follows from the definition of branches in section 2.5
that each z ∈ pi−1j (a), where a ∈ C ′j∩OQ, corresponds to a branchB = (Z, z) at infinity ofC ′j . Moreover,
sinceQ is a facet of P , proposition 2.17 implies that a branch B at infinity of C ′j intersects OQ if and only
if νB is proportional to ν. It follows that∑
a∈C′∩OQ
orda(f1|C′) =
∑
j
∑
(Z,z)∈B′j,ν
ordz(f1|C′j )[f2, . . . , fn]C′j
The result now follows from proposition 3.20 and theorems 3.5 and 3.7. 
THEOREM 3.30 (Weighted Be´zout theorem (theorem 0.4)). Let ω be a weighted degree on k[x1, . . . , xn]
with positive weights ωj for xj , j = 1, . . . , n. Then the number of isolated solutions of polynomials
f1, . . . , fn on kn is bounded above by (
∏
j ω(fj))/(
∏
j ωj). This bound is exact if and only if the leading
weighted homogeneous forms of f1, . . . , fn have no common solution other than (0, . . . , 0).
PROOF. Replacing each fi by fmi for an appropriate positive integer m we may assume that mi,j :=
ω(fi)/ωj is an integer for each i, j. Let Pi be the simplex with vertices at the origin and at (mi,jej ,
j = 1, . . . , n, where e1, . . . , en are the standard unit vectors in Rn. Then
MV(P1, . . . ,Pn) = MV(P1, ω(f2)
ω(f1)
P1, . . . , ω(fn)
ω(f1)
P1) =
n∏
j=2
ω(fj)
ω(f1)
MV(P1, . . . ,P1)
=
n∏
j=2
ω(fj)
ω(f1)
n! Voln(P1) =
n∏
j=2
ω(fj)
ω(f1)
n∏
j=1
m1,j =
n∏
j=1
ω(fj)
ωj
Let [P1, . . . ,Pn]iso(k∗)n be as in (16). Define similarly
[P1, . . . ,Pn]isokn := max{[p1, . . . , pn]isokn : Supp(pj) ⊆ Pj , j = 1, . . . , n}
It is clear that [P1, . . . ,Pn]isokn ≥ [P1, . . . ,Pn]iso(k∗)n . We claim that [P1, . . . ,Pn]isokn = [P1, . . . ,Pn]iso(k∗)n .
Indeed, pick BKK non-degenerate q1, . . . , qn such that the Newton polytope of each qi is Pi; in other
words, if we write Ai := Pi ∩ Zn, then (q1, . . . , qn) is an element of the set N 0 from theorem 3.9. Pick
arbitrary polynomials pi with support in Pi, and set ri(x, t) := (1 − t)pi + tqi. For each  ∈ k, write
r,i := ri|t=. Note that r1,i = qi and r0,i = pi. Pick a generic  ∈ k. SinceN 0 is (nonempty and) Zariski
open in L (theorem 3.9), we may assume that r := (r,1, . . . , r,n) ∈ N 0. In particular, the Newton
polytope of each r,i is Pi, and therefore the BKK non-degeneracy of the r,i implies that they do not have
any common zero on kn \ (k∗)n. Corollary 3.13 and proposition 3.14 then imply that
[r,1, . . . , r,n]kn = [r,1, . . . , r,n]
iso
kn = [r,1, . . . , r,n]
iso
(k∗)n = [P1, . . . ,Pn]iso(k∗)n
Since [r,1, . . . , r,n]isokn ≥ [p1, . . . , pn]isokn (assertion (3) of proposition C.9), it follows that
[P1, . . . ,Pn]isokn = [r,1, . . . , r,n]iso(k∗)n = [P1, . . . ,Pn]iso(k∗)n = MV(P1, . . . ,Pn) =
n∏
j=1
ω(pj)
ωj
Now we treat the non-degeneracy condition. At first assume that [f1, . . . , fn]isokn is less than the weighted
homogeneous bound. We will show that the leading weighted homogeneous forms ldω(fi) of fi have a
common zero on kn \ {0}. Let ω′ := (1, ω1, . . . , ωn). Embed kn into Pn(ω′) via the map (x1, . . . , xn) 7→
[1 : x1 : · · · : xn]. Set pi := fi, i = 1, . . . , n, and define r1, . . . , rn as above. Let V be the (finite)
set of common zeroes of q1, . . . , qn on kn and C ⊆ kn+1 be the union of irreducible components of
V (r1, . . . , rn) containing V × {1}. Assertion (1) of proposition C.9 implies that C is a curve. Since
[f1, . . . , fn]
iso
kn
< [q1, . . . , qn]
iso
kn
, assertion (4) of proposition C.9 implies that one of the following holds:
(i) there is a positive dimensional component of V (f1, . . . , fn) ⊂ kn, or
(ii) C “has a point at infinity at t = 0”, i.e. if C¯ is the closure of C in Pn(ω′) × P1, then C¯ ∩
((Pn(ω′) \X)× {0}) 6= ∅.
Denote the weighted homogeneous coordinates on Pn(ω′) by [x0 : · · · : xn]. Let f˜i and q˜i be the weighted
homogenization (see section 1.5) of respectively fi and qi with respect to ω′. The closures of V (fi) and
V (qi)) in Pn(ω′) are respectively V (f˜i) and V (q˜i) (proposition 1.3). Since ω(fi) = ω(qi) for each i, it
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follows that the closure of V (ri) in Pn(ω′)× k is V (r˜i), where r˜i := (1− t)f˜i + tq˜i. If (i) holds, then the
closure of V (f1, . . . , fn) in Pn(ω′) contains a point a′ ∈ Pn(ω′)\kn. The weighted homogeneous coordi-
nates of a′ are of the form [0 : a1 : · · · : an] with a = (a1, . . . , an) ∈ kn\{0}. Then f˜i(a′) = 0, and there-
fore ldω(fi)(a) = 0 for each i. On the other hand, if (ii) holds, then let (a′, 0) ∈ C¯∩((Pn(ω′)\X)×{0}).
Since r˜i(a′, 0) = 0 for each i, this again yields a common zero of the ldω(fi) on kn \ {0}, as required.
It remains to show the necessity of the non-degeneracy condition. Assume the leading weighted
homogeneous forms ldω(fi) of fi have a common solution a ∈ kn \ {0}. As in section 3.4.4, pick
BKK non-degenerate g1, . . . , gn with a common zero b ∈ kn such that for each i, NP(gi) = Pi and
ldω(gi)(a) 6= 0 6= fi(b). Let ν := −ω. Define a rational curve C on kn via the parametrization from (11)
and define h1, . . . , hn as in (12) with mj = −ω(fj) = −ω(gj). Note that t−mjfj(c(t)) and t−mjgj(c(t))
are polynomials in t. The same arguments as in the alternate proof of necessity of BKK non-degeneracy in
section 3.4.4 show that [f1, . . . , fn]isokn < [g1, . . . , gn]
iso
kn
, so that the weighted homogeneous bound is not
exact. 
We now generalize the weighted Be´zout bound to the multi-projective setting. LetJ := (J1, . . . , Js)
be an ordered partition of [n] := {1, . . . , n}, i.e. [n] = ⋃j Jj and∑j |Jj | = n. For each j = 1, . . . , s, let
ωj be a weighted degree on k[xk : k ∈ Jj ] with positive weights ωj,k for xk, k ∈ Jj . Let f1, . . . , fn be
polynomials on kn. Given di,j := ωj(fi), we would like to compute a (sharp) upper bound of the number of
isolated solutions of f1, . . . , fn. Let nj := |Jj | and lj be the least common multiple of ωj,1, . . . , ωj,nj and
Sj be the simplex in Rnj≥0 defined by {α : 〈ωj , α〉 ≤ lj}. Note that Supp(fi) ⊆ Pi :=
∏s
j=1(di,j/lj)Sj ⊂
Rn. By definition MV(P1, . . . ,Pn) is the coefficient of λ1 · · ·λn in the polynomial
Voln(
n∑
i=1
λiPi) = Voln(
n∑
i=1
λi
s∏
j=1
di,j
lj
Sj) = Voln(
s∏
j=1
(
n∑
i=1
λi
di,j
lj
Sj)) =
s∏
j=1
(
n∑
i=1
λi
di,j
lj
)nj Voln(
s∏
j=1
Sj)
=
∏s
j=1
∏nj
k=1(lj/ωj,k)∏s
j=1(nj !l
nj
j )
s∏
j=1
(
n∑
i=1
λidi,j)
nj =
∏s
j=1(
∑n
i=1 λidi,j)
nj∏s
j=1(nj !
∏nj
k=1 ωj,k)
The coefficient of λ1 · · ·λn in
∏s
j=1(
∑n
i=1 λidi,j)
nj is the permanent5 perm(D) of the n × n matrix D
defined as follows:
D :=

n1 times︷ ︸︸ ︷
d1,1 · · · d1,1
· · ·︷ ︸︸ ︷
· · · · · ·
ns times︷ ︸︸ ︷
d1,s · · · d1,s
...
...
...
...
dn,1 · · · dn,1 · · · · · · dn,s · · · dn,s

It follows that MV(P1, . . . ,Pn) = B(Ω, D), where Ω := {ω1, . . . , ωs} and
B(Ω, D) :=
perm(D)∏s
j=1(nj !
∏nj
k=1 ωj,k)
(21)
Bernstein’s theorem implies that B(Ω, D) is an upper bound for the number of isolated solutions of
f1, . . . , fn on (k∗)n. However, since each Pj contains the origin, the same arguments as in the proof
of theorem 3.30 imply that for generic fj supported at Pj , all the solutions of f1, . . . , fn on kn would
in fact belong to (k∗)n, and therefore B(Ω, D) is an upper bound for the number of isolated solutions of
f1, . . . , fn on kn. Note that when s = 1, then Ω consists of only one weighted degree ω and perm(D) =
n!ω(f1) · · ·ω(fn), so that B(Ω, D) is the weighted Be´zout bound
∏n
j=1(ω(fj)/ωj). Now we determine
the condition for the attainment of this bound. For each j = 1, . . . , s, fix a new indeterminate uj . LetB′j be
the ring of polynomials (over k) in uj and xk, k ∈ Jj . Note that each XPi is isomorphic to
∏s
j=1 Pnj (ω′j),
where ω′j is the weighted degree on B
′
j such that ω
′
j(uj) = 1 and ω
′
j(xk) = ωj,k, k ∈ Jj . For each
5The permanent of an n × n matrix A with entries ai,j is the sum of a1,j1 · · · an,jn over all permutations (j1, . . . , jn) of
(1, . . . , n).
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g ∈ k[x1, . . . , xn] and each nonempty subset J of [s], define ldΩ,J(g) as in section 1.6.1. If I ⊆ [n] and k
is a field (in most cases k will be either k or R), we write
kI := {(x1, . . . , xn) ∈ kn : xi = 0 if i 6∈ I} ∼= k|I|,(22)
(k∗)I := {
∏
i∈I
xi 6= 0} ∩ kI ∼= (k∗)|I|(23)
where k∗ := k \ {0}. Note that k∅ = (k∗)∅ = {0}. SinceJ is a partition of [n], we may identify kn with∏s
j=1 k
Jj .
THEOREM 3.31 (Weighted multi-homogeneous Be´zout theorem). The number of isolated solutions
of polynomials f1, . . . , fn on kn is bounded above by B(Ω, D). This bound is exact if and only if the
following holds: for each nonempty subset J of [s], there is no common zero of ldΩ,J(f1), . . . , ldΩ,J(fn)
on
∏
j∈J(k
Jj \ {0})×∏j 6∈J kJj (upon identification of kn with∏sj=1 kJj ).
PROOF. We have already proved that B(Ω, D) is an upper bound of the number of isolated solutions
of polynomials f1, . . . , fn on kn. Let f˜i be the Ω-homogenization of fi defined as in section 1.6.1. If the
bound is not exact, then it follows by the same arguments as in the proof of theorem 3.30 that
⋂s
j=1 V (f˜j)\
k
n 6= ∅, and then proposition 1.6 implies that the condition in the second assertion of theorem 3.31 is
violated. Now assume there is a nonempty subset J of [s] such that ldΩ,J(f1), . . . , ldΩ,J(fn) have a
common zero a = (a1, . . . , an) ∈
∏
j∈J(k
Jj \ {0}) × ∏j 6∈J kJj . Replacing each fi by fmi for some
appropriate positive integer m, we may assume that the vertices of each Pi have integer coordinates. Let
I := {i : ai 6= 0} ⊆ [n]; in other words, I is the smallest subset of [n] such that a ∈ (k∗)I . Since J is
nonempty, it follows that I is also nonempty; in fact Jj ∩ I 6= ∅ for each j ∈ J . For each j ∈ J , let Tj be
the face of Sj determined by 〈ωj , α〉 = lj . Fix i ∈ [n]. Define
Qi := RI ∩
∏
j∈J
(di,j/lj)Tj ×
∏
j 6∈J
(di,j/lj)Sj

Then Qi is a proper (nonempty) face of Pi. Let fi,Qi be the component of fi supported at Qi, i.e. if fi =∑
α cαx
α, then fi,Qi =
∑
α∈Qi cαx
α. It is straightforward to check that fi,Qi(a) = 0 for each i. Now
choose an integral element ν ∈ (Rn)∗ such that Qi = Inν(Pi) for each i. As in section 3.4.4, pick BKK
non-degenerate g1, . . . , gn with a common zero b ∈ kn such that for each i, fi(b) 6= 0, NP(gi) = Pi and
Inν(gi)(a) 6= 0. Define a rational curve C on kn via the parametrization from (11) and define h1, . . . , hn
as in (12) with mi = ν(gi) for each i (note that it is possible that ν(gi) < ν(fi) for some i). Then
t−mjfj(c(t)) and t−mjgj(c(t)) are polynomials in t and the same arguments as in section 3.4.4 show that
[f1, . . . , fn]
iso
kn
< [g1, . . . , gn]
iso
kn
, as required. 
8. Coefficients whose genericness guarantees that the number of solutions is maximal
LetA = (A1, . . . ,An) be an n-tuple of finite subsets of Zn, and L(A) and L0(A) be as in section 3.4.
Given (f1, . . . , fn) ∈ L(A), theorem 3.5 implies that if the coefficients of the fj are generic, then
[f1, . . . , fn]
iso
(k∗)n = MV(P1, . . . ,Pn)(24)
where Pj = conv(Aj), j = 1, . . . , n. On the other hand, it is straightforward to see that not all the
coefficients of the fj have to be generic for the equality in (24). E.g. if Bj is the set of vertices of Pj and if
the coefficient of xα in each fj is fixed for each α ∈ Aj \Bj , (24) still holds provided the coefficients of xα
in the fj are generic for all α ∈ Bj . J. M. Rojas [Roj99] posed the problem of identifying all (B1, . . . ,Bn)
which have this property. The precise version of Rojas’ problem for (k∗)n is as follows: let Bj ⊆ Aj ,
j = 1, . . . , n and B := (B1, . . . ,Bn). We say that B guarantees (k∗)n-maximality on L(A) if for each
choice of coefficients in k of xα in fj for each j and each α ∈ Aj \Bj , (24) holds provided the coefficients
of xα in each fj are generic for all α ∈ Bj . Then Rojas’ problem6 is to classify all B which guarantees
(k∗)n-maximality on L(A).
6Rojas [Roj99] posed the problem in a more general context (instead of (k∗)n he allows for a broader class of subsets of kn)
and proposes a solution.
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Proposition 3.32 (Solution of Rojas’ problem for (k∗)n). Let Qj := conv(Bj), j = 1, . . . , n. Then B
guarantees (k∗)n-maximality on L(A) if and only if MV(Q1, . . . ,Qn) = MV(P1, . . . ,Pn).
PROOF. It is straightforward to check that B guarantees (k∗)n-maximality on L(A) if and only if for
each (f1, . . . , fn) ∈ L(A), there is (g1, . . . , gn) ∈ L(B) such that
[f1 + g1, . . . , fn + gn]
iso
(k∗)n = MV(P1, . . . ,Pn)
The (⇒) direction of proposition 3.32 follows from taking (f1, . . . , fn) = (0, . . . , 0) and applying theo-
rem 3.5 and proposition 3.23. For the opposite implication, assume MV(Q1, . . . ,Qn) = MV(P1, . . . ,Pn).
Pick BKK non-degenerate (g1, . . . , gn) ∈ L0(B) and set hj := (1− t)fj + tgj . Theorem 3.7 implies that
[g1, . . . , gn]
iso
(k∗)n ≥ [h1|t=, . . . , hn|t=]iso(k∗)n for each  ∈ k, and therefore proposition C.9 implies that
for generic  ∈ k, [h1|t=, . . . , hn|t=]iso(k∗)n = [g1, . . . , gn]iso(k∗)n = n! MV(P1, . . . ,Pn), which proves the
proposition. 
There is a natural variant of the notion of (k∗)n-maximality on L(A) that we now describe. Consider
the case that n = 2 and A1 = A2 = P ∩ Z2, where P is the bigger triangle from fig. 6. Let B1 =
B2 = Q ∩ Z2, where Q is the smaller triangle in fig. 6. If f1, f2 are polynomials in two variables with
Newton polytope P , it is straightforward to check that (BKK) is satisfied if the coefficients of monomials
in fj whose exponents are in B are generic, and therefore the number of solutions of f1, f2 on (k∗)2 is
MV(P1,P2) = 2 Area(P) = 48. Note however that MV(Q1,Q2) = 2 Area(Q) = 12 < MV(P1,P2).
This motivates the following (open) problem.
P
Q
FIGURE 6. The number of solutions on (k∗)2 of polynomials with Newton polytope P
is maximal if the coefficients of monomials from Q are generic
Problem 3.33. Given B = (B1, . . . ,Bn) with Bj ⊆ Aj , j = 1, . . . , n, let piB : L(A) → L(B) be the
natural projection. Let A \ B := (A1 \ B1, . . . ,An \ Bn). We say that B guarantees (k∗)n-maximality on
L0(A) if for each (h1, . . . , hn) ∈ L(A \ B), there is a nonempty Zariski open subset U of L(B) such that
(24) holds for each (f1, . . . , fn) ∈ L0(A) ∩ pi−1A\B(h1, . . . , hn) ∩ pi−1B (U). The problem is to classify all B
which guarantees (k∗)n-maximality on L0(A).
In the remainder of this section we give some partial answers to problem 3.33. We start with a condition
that guarantees (k∗)n-maximality on L0(A). Given a weighted order ν on L and a subset J of let dJ,ν :=
dim(Inν(
∑
j∈J Pj)) and eJ,ν := |{j ∈ J : Inν(Pj) ∩ Bj 6= ∅}|.
Proposition 3.34. Assume for each nontrivial weighted order ν, one of the following holds:
(1) either Inν(Pj) is a vertex of Pj for some j,
(2) or there exists a nonempty subset J of [n] such that eJ,ν ≥ dJ,ν < |J |.
Then B guarantees (k∗)n-maximality on L0(A).
PROOF. Fix (h1, . . . , hn) ∈ L(A \ B). It suffices to show that for generic (g1, . . . , gn) ∈ L(B), if
(f1, . . . , fn) ∈ pi−1A\B(h1, . . . , hn) ∩ pi−1B (g1, . . . , gn), then (BKK) holds provided (f1, . . . , fn) ∈ L0(A).
Let ν be a nontrivial weighted order on L. If (1) holds for some j, then Inν(fj) is a monomial whenever
NP(fj) = Pj and therefore is nowhere zero on (k∗)n. So without loss of generality we may assume (2)
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holds for some nonempty subset J of [n]. Let Jν := {j ∈ J : Inν(Pj) ∩ Bj 6= ∅}, so that eJ,ν = |Jν |.
If eJ,ν > dJ,ν , it is straightforward to check that V (Inν(fj) : j ∈ Jν) ∩ (k∗)n = ∅. On the other
hand, if eJ,ν = dJ,ν , then there is j′ ∈ J \ Jν (since dJ,ν < |J |), and it is straightforward to check that
V (Inν(fj) : j ∈ Jν) ∩ V (fj′) ∩ (k∗)n = ∅ for generic (gj : j ∈ Jν). This proves the proposition. 
Proposition 3.35 (Solution to problem 3.33 for n = 2). Assume n = 2. Then B = (B1,B2) guarantees
(k∗)2-maximality on L0(A) if and only if for each nontrivial weighted order ν, one of the following holds:
(1) either Inν(Pj) is a vertex of Pj for some j,
(2) or there is j such that Inν(Pj) ∩ Bj 6= ∅.
PROOF. The (⇐) direction follows from proposition 3.34. For the opposite inclusion assume there
is a nontrivial weighted order ν such that for each j, Inν(Pj) is an edge of Pj which does not intersect
Bj . Then it is clear we can pick fj with NP(fj) = Pj such that Inν(f1) ∩ Inν(fj) have a common zero
on (k∗)2 and for such (f1, f2), no choice of coefficients of monomials from Bj would make that zero
disappear. 
Proposition 3.36 (Solution to problem 3.33 for n = 3). Assume n = 3. Then B guarantees (k∗)3-
maximality on L0(A) if and only if for each nontrivial weighted order ν, one of the following holds:
(1) Inν(Pj) is a vertex of Pj for some j,
(2) or there are j1 6= j2 such that Inν(Pj1 + Pj2) has dimension one and Inν(Pj1) ∩ Bj1 6= ∅,
(3) or there are j1 6= j2 such that Inν(Pj1 + Pj2) has dimension two and Inν(Pjk) ∩ Bjk 6= ∅ for
each k = 1, 2,
(4) or there are j1 6= j2 such that
(a) there is no positive dimensional polytope which is a Minkowski summand7 of Inν(Pjk) for
each k = 1, 2,
(b) Inν(Pjk) ∩ Bjk = ∅ for each k = 1, 2, and
(c) Inν(Pj3) ∩ Bj3 6= ∅, where j3 is the single element of {1, 2, 3} \ {j1, j2}.
PROOF. At first we prove the (⇐) implication. Fix (h1, . . . , hn) ∈ L(A \ B), (g1, . . . , gn) ∈ L(B)
and (f1, . . . , fn) ∈ pi−1A\B(h1, . . . , hn) ∩ pi−1B (g1, . . . , gn) ∩ L0(A). Pick a nontrivial weighted order
ν. If one of (1), (2) or (3) holds, then proposition 3.34 implies that V (Inν(f1), . . . , Inν(fn)) ∩ (k∗)n
is empty if g1, . . . , gn are generic. So assume (4) holds. Condition (4a) implies that Inν(Pj1) and
Inν(Pj2) have no common non-invertible factor in L. This implies that V (Inν(Pj1), Inν(Pj2)) is ei-
ther empty or have codimension 2 in (k∗)3. Therefore, by choosing generic gj3 , it is possible to ensure
that V (Inν(Pj1), Inν(Pj2)) ∩ V (Inν(gj3)) ∩ (k∗)3 = ∅, which completes the proof of (⇐) implication.
For the opposite implication, assume there is a nontrivial weighted order ν such that Inν(Pj) is positive
dimensional for each j, and one of the following holds:
(i) either Inν(Pj) ∩ Bj = ∅ for each j,
(ii) or there are j1 6= j2 such that
(1) there is a positive dimensional polytopeQwhich is a Minkowski summand of each Inν(Pjk),
k = 1, 2,
(2) Inν(Pjk) ∩ Bjk = ∅ for each k = 1, 2, and
(3) Inν(Pj3) ∩ Bj3 6= ∅, where j3 is the single element of {1, 2, 3} \ {j1, j2}.
If (i) holds then one can choose (f1, f2, f3) ∈ L0(A) such that Inν(fj) have a common zero on (k∗)n,
and the zero would be unaffected by the coefficients of monomials from the Bj , so that B will not be able
to ensure that (BKK) holds. On the other hand, if (ii) holds, then we can choose fj1 , fj2 such that Inν(fj1)
and Inν(fj2) have a common factor g with Newton polytope Q. Then for generic gj3 and generic fj3 ∈
pi−1B3 (gj3), Bernstein’s theorem would imply that V (Inν(fj1 , Inν(fj2 , Inν(fj3) ∩ (k∗)3 ⊇ V (g, Inν(fj3) ∩
(k∗)3 6= ∅, so that (f1, f2, f3) violates (BKK), as required. 
7We say that a convex polytope P is a Minkowski summand of a convex polytope Q if there is a convex polytope R such that
Q = P +R.
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9. Notes and references
All results of this chapter are well known. A. Khovanskii in [BZ88, Section 27] gives a simple proof
of Bernstein’s formula in zero characteristic. The main distinction between his proof and ours is in the
handling of intersection multiplicity: he counts the number of roots of systems which are nonsingular
at the points of intersection. We avoid this approach since it would involve having some versions of
Bertini-type theorem every time we deal with intersection multiplicity, e.g. in chapter 4. B. Huber and B.
Sturmfels [HS95] give a constructive proof of Bernstein’s theorem (in zero characteristic) which has had a
deep impact on the “homotopy continuation” method to numerically compute the solutions of polynomial
systems; the techniques of their proof also gives an efficient way to compute mixed volumes. Our proof
that the set of BKK non-degenerate polynomials is Zariski open follows the arguments from [Oka79], and
our proof that it is nonempty comes from [Mon16]. Complete proofs of weighted and weighted multi-
homogeneous Be´zout theorems are hard to find. A version of the weighted Be´zout theorem appears in
[Dam99]. The multi-homogeneous (corresponding to the case that all weights are 1) estimate seems to
have appeared first in [MS87].
CHAPTER 4
Intersection multiplicity
1. Introduction
In this chapter we consider the “local” version of the affine Be´zout problem (problem 0.1), i.e. the
problem of estimating the intersection multiplicity of generic hypersurfaces at the origin. This computation
is a crucial ingredient of the extension in chapter 5 of Bernstein’s theorem to the affine space. Recall that
the support of a power series f =
∑
α cαx
α ∈ k[[x1, . . . , xn]] is Supp(f) := {α : cα 6= 0} and we say
that f is supported at A ⊂ Zn if Supp(f) ⊂ A. The following is the precise statement of the problem we
solve in this chapter.
Problem 4.1. Given subsets A1, . . . ,An of Zn≥0, compute the minimum of [f1, . . . , fn]0 for all f1, . . . , fn
such that each fj is supported at Aj , and characterize the systems which achieve the minimum.
2. Generic intersection multiplicity
In this section we motivate, state and illustrate the formula for generic intersection multiplicity. Its
proof is given in section 4.5.
2.1. Motivation of the formula. Let Aj be a (possibly infinite) subset of Zn≥0, j = 1, . . . , n. Define
[A1, . . . ,An]0 := min{[f1, . . . , fn]0 : ∀j, fj ∈ k[[x1, . . . , xn]], Supp(fj) ⊆ Aj}(25)
In this section we study informally the case k = C and try to guess the formula for [f1, . . . , fn]0 when
fj are “generic” polynomials supported at Aj . It is straightforward to understand when [f1, . . . , fn]0 is
zero or infinity: the former is true if and only if the origin belongs to some of the Aj , and the latter is
true if and only there is a coordinate subspace H of Rn such that the number of the Aj that intersect
H is less than dim(H) (corollary 4.13). So consider the case that 0 < [f1, . . . , fn]0 < ∞. Then near
the origin f2 = · · · = fn = 0 defines a curve C, and [f1, . . . , fn]0 is the sum of ord0(f1|B) over all
“branches” B of C at the origin (theorem C.5 and proposition C.8). We now try to compute this sum.
So fix a branch B of C at the origin and an analytic parametrization γ : U → B of B, where U is a
neighborhood of the origin on C. Let γ1, . . . , γn be the coordinates of γ. Each γi is a convergent power
series in a coordinate t on U . Let IB be the set of all those indices i such that γi is not identically zero. Then
CIB := {(x1, . . . , xn) ∈ C : xj = 0 for all j 6∈ IB} is the smallest coordinate subspace of Cn containing
B. At first consider the case that IB = {1, . . . , n}, or equivalently, CIB = Cn. Let νi := ordt(γi),
i = 1, . . . , n. Note that each νi is positive. Let ai be the coefficient of tνi in γi, and νB be the weighted
order on k[x1, . . . , xn] such that νB(xi) = νi, i = 1, . . . , n. Then for each j = 2, . . . , n, the identity
fj(γ(t)) ≡ 0 implies that
InνB (fj)(a1, . . . , an)t
ν(fj) + · · · ≡ 0,
where InνB (·) denotes the initial form with respect to νB , and the orders in t of the omitted terms are higher
than νB(fj). This leads to a system of (n− 1) weighted homogeneous polynomial equations:
InνB (fj)(a1, . . . , an) = 0, j = 2, . . . , n.(26)
Theorem 3.5 implies that the number of solutions of (26) is the (n − 1)-dimensional mixed volume of
the Newton polytopes of InνB (fj), j = 2, . . . , n. It is “reasonable” to guess that each solution of (26)
corresponds to a distinct branch B of C and for each such B, the order of f1|B at the origin is νB(f1) if f1
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is generic. In other words,∑
IB={1,...,n}
νB=ν
ord0(f1|B) = ν(f1) MV(Inν(f2), . . . , Inν(fn))
for each weighted order ν on k[x1, . . . , xn]. Now consider the case that IB is a proper subset of {1, . . . , n}.
Let k := |IB |. Since [f1, . . . , fn]0 < ∞ and since f1, . . . , fn are generic, this would only be possible
if precisely (n − k) of the f2, . . . , fn vanish identically on CIB ; denote them by fj′1 , . . . , fj′n−k . Let
j1 = 1, j2, . . . , jk be the polynomials which do not vanish identically on CIB . Since fjl(γ(t)) ≡ 0 for
each l = 2, . . . , k, it follows that
InνB (fjl)(ai1 , . . . , aik) = 0, l = 2, . . . , k.(27)
where i1, . . . , ik are the elements of I and νB is the weighted order on k[xi : i ∈ I] induced by γ. As
in the preceding case, the number of solutions of (26) in the generic situation is the (k − 1)-dimensional
mixed volume of the Newton polytopes of InνB (fjl), l = 2, . . . , k, and each solution corresponds to a
distinct branch B of C. However, each branch should be counted with proper multiplicity, and therefore
this mixed volume should be multiplied by the “intersection multiplicity of fj′1 , . . . , fj′n−k along C
IB .” It
turns out (see corollary C.23) that for generic fj′1 , . . . , fj′n−k , this is precisely the intersection multiplicity
at the origin of fj′1,, . . . , fj′n−k,, where  = (1, . . . , k) is a generic element of (C
∗)k, and fj′l, stands
for the polynomial obtained by substituting m for xjm , m = 1, . . . , k, in fj′l . Let I
′ be the complement
of I in {1, . . . , n}, and piI′ : Rn → Rn−k be the projection onto the coordinates (xi′ : i′ ∈ I ′). Note that
each fj′l, is supported at piI′(Aj′l ); in fact it is reasonable to assume that if the fj and  are generic, then
[fj′1,, . . . , fj′n−k,]0 = [piI′(Aj′1), . . . , piI′(Aj′n−k)]0
It follows that for each subset I of {1, . . . , n} such that precisely (n − |I|) of the polynomials f2, . . . , fn
identically vanish on CI , and for each weighted order ν on k[xi : i ∈ I],
∑
IB=I
νB=ν
ord0(f1|B) = ν(f1|CI ) MV(Inν(fj2 |CI ), . . . , Inν(fj|I| |CI ))[fj′1,, . . . , fj′n−|I|,]0
= min
A1∩RI
(ν) MV(Inν(Aj2 ∩ RI), . . . , Inν(Aj|I| ∩ RI))[piI′(Aj′1), . . . , piI′(Aj′n−|I|)]0
(28)
where I ′ is the complement of I in {1, . . . , n}, and j′1, . . . , j′n−|I| (respectively j1 = 1, j2, . . . , j|I|) are the
indices of the polynomials vanishing (respectively not vanishing) on CI . Therefore [A1, . . . ,An]0 should
be the sum of the right hand side of eq. (28) over all appropriate I and ν. Theorem 4.2 states that this
precisely the case, and the proof of theorem 4.2 in section 4.5.2 simply makes the preceding arguments
rigorous.
2.2. Precise formulation. LetA be a (possibly infinite) subset of Zn≥0. The convex hull ofA+Rn≥0 in
Rn is a convex polyhedron (corollary C.15); the Newton diagram ND(A) ofA is the union of the compact
faces of this polyhedron. The Newton diagram of a power series f in (x1, . . . , xn), denoted ND(f), is
the Newton diagram of Supp(f); it is the local analogue of the Newton polytope of a polynomial. Given
diagrams Γ1, . . . ,Γn in Rn, define
[Γ1, . . . ,Γn]0 := min{[f1, . . . , fn]0 : ∀j, fj ∈ k[[x1, . . . , xn]], ND(fj) + Rn≥0 ⊆ Γj + Rn≥0}(29)
We will see in theorem 4.2 below that [Γ1, . . . ,Γn]0 can be expressed in terms of certain mixed volumes of
the faces of Γj , and if Γj are Newton diagrams of Aj ⊆ Zn≥0, then [A1, . . . ,An]0 = [Γ1, . . . ,Γn]0. First
we need to introduce some notation. We write [n] := {1, . . . , n}. If I ⊆ [n] and k is a field, define kI and
(k∗)I as in respectively (22) and (23). For A ⊂ Rn, we write AI := A∩RI . We denote by piI : kn → kI
the projection in the coordinates indexed by I , i.e.
the j-th coordinate of piI(x1, . . . , xn) :=
{
xj if j ∈ I
0 if j 6∈ I.(30)
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Let ν be a weighted order on L := k[x1, x−11 , . . . , xn, x
−1
n ] corresponding to weights νj for xj ,
j = 1, . . . , n. We identify ν with the element in (Rn)∗ with coordinates (ν1, . . . , νn) with respect to the
dual basis. We say that ν is centered at the origin if each νi is positive and that ν is primitive if it is non-zero
and the greatest common divisor of ν1, . . . , νn is 1. If ν is centered at the origin, then it also extends to
a weighted order on the ring of power series in (x1, . . . , xn). We write V0 for the set of weighted orders
centered at the origin and V ′0 for the primitive elements in V0. Given polytopes Γ1, . . . ,Γn in Rn, define
[Γ1, . . . ,Γn]
∗
0 :=
∑
ν∈V′0
min
Γ1
(ν) MV′ν(Inν(Γ2), . . . , Inν(Γn))(31)
where MV′ν(·, . . . , ·) is defined as in (18).
THEOREM 4.2 (Formula for generic intersection multiplicity). LetA := (A1, . . . ,An) be a collection
of subsets of Zn≥0 and Γj be the Newton diagram of Aj , j = 1, . . . , n. For each I ⊂ [n], let T IA := {j :
AIj 6= ∅} be the set of all indices j such that Aj touches the coordinate subspace RI of Rn. Define
TA,1 := {I ⊆ [n] : I 6= ∅, |T IA| = |I|, 1 ∈ T IA}(32)
Then
(1) If 0 6∈ ⋃j Γj and there is I ⊂ [n] such that |T IA| < |I|, then
[A1, . . . ,An]0 = [Γ1, . . . ,Γn]0 =∞
(2) Otherwise
[A1, . . . ,An]0 = [Γ1, . . . ,Γn]0 =
∑
I∈TA,1
[ΓI1,Γ
I
j2 , . . . ,Γ
I
j|I| ]
∗
0 × [pi[n]\I(Γj′1), . . . , pi[n]\I(Γj′n−|I|)]0(33)
where for each I ∈ TA,1, j1 = 1, j2, . . . , j|I| are elements of T IA, and j′1, . . . , j′n−|I| are elements
of [n] \ T IA.
Remark 4.3. The product of 0 and∞, when/if it occurs in (33), is defined to be 0. Also empty intersection
products and mixed volumes are defined as 1. In particular, when n = 1, the term MV(Inν(Γ2), . . . , Inν(Γn))
from (31) is defined to be 1.
It is not obvious from the outset that the term computed by (33) is invariant under the permutations of
theAj . Some formulae which are invariant under permutations of theAj are given in section 4.7. We now
present an example to illustrate this invariance.
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1
0.2 0.4
0.6 0.8
1
0.5
1
(1,1,1)
Γ1
2
1 2
3
1
2 (1,1,1)
Γ2
1
2
0.5 1
1.5 2
1
2
(2,2,1)
Γ3
FIGURE 1. Newton diagrams of polynomials from example 4.4 and inner normals to their facets
Example 4.4. Consider the polynomials f1, f2, f3 from example 3.26. IfA := (Supp(f1),Supp(f2),Supp(f3)),
then it is straightforward to check (see fig. 1) that TA,1 = {{1, 2, 3}, {3}}, so that (33) implies that
[f1, f2, f3]0 = [Γ1,Γ2,Γ3]
∗
0 + [pi{1,2}(Γ2), pi{1,2}(Γ3)]0 [Γ
{3}
1 ]
∗
0
The Newton diagrams of pi{1,2}(Γ2) and pi{1,2}(Γ3) are the same diagram consisting of the line segment
from (1, 0) to (0, 1), which is the Newton diagram of linear polynomials with no constant terms. It follows
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that [pi{1,2}(Γ2), pi{1,2}(Γ3)]0 = 1. The Newton diagram of Γ2 + Γ3 has two facets with inner normals in
(R>0)3, and these inner normals are ν1 := (1, 1, 1) and ν2 := (2, 2, 1) (see fig. 2). Then it follows from
fig. 3 and identity (7) that
[f1, f2, f3]0 = min
Γ1
(ν1) MV
′
ν1(Inν1(Γ2), Inν1(Γ3)) + minΓ1
(ν2) MV
′
ν2(Inν2(Γ2), Inν2(Γ3)) + 1 · ordz(f1|x=y=0)
= min
Γ1
(1, 1, 1) ·Area( ) + min
Γ1
(2, 2, 1) ·Area( ) + 1 · 1 = 1 · 4 + 1 · 1 + 1 = 6.
2
4
1 2
3 4
2
ND(Γ1 + Γ2)
2
4
1 2
3 4
5
2
4
ND(Γ2 + Γ3)
2
1 2
3
2
ND(Γ3 + Γ1)
FIGURE 2. Sum of the Newton diagrams of polynomials from example 4.4
On the other hand with A′ := (Supp(f3),Supp(f1),Supp(f2)), one has TA′,1 = {{1, 2, 3}}. Since
the Newton diagram of Γ1 + Γ2 has only one facet and that the primitive inner normal to that facet is ν1,
we have
[f1, f2, f3]0 = [Γ3,Γ1,Γ2]
∗
0 = min
Γ3
(ν1) MV
′
ν1(Inν1(Γ1), Inν1(Γ2))
= min
Γ3
(1, 1, 1) ·Area( ) = 2 · 3 = 6.
Similarly, with A′′ := (Supp(f2),Supp(f3),Supp(f1)), one has TA′′,1 = {{1, 2, 3}}. The Newton
diagram of Γ3 + Γ1 have two facets, with inner normals ν1 and ν2, we have
[f1, f2, f3]0 = [Γ2,Γ3,Γ1]
∗
0
= min
Γ2
(ν1) MV
′
ν1(Inν1(Γ3), Inν1(Γ1)) + minΓ2
(ν2) MV
′
ν2(Inν2(Γ3), Inν2(Γ1))
= min
Γ2
(1, 1, 1) ·Area( ) + min
Γ2
(2, 2, 1) ·Area(∅) = 3 · 2 + 4 · 0 = 6.
2.3. Monotonicity of generic intersection multiplicity. It is straightforward to see that under the
convention from remark 4.3 theorem 4.2 is equivalent to the following identity:
[A1, . . . ,An]0 =
∑
I⊆[n]
I 6=∅
∑
16∈J′⊆[n]
|J′|=n−|I|
[ΓI1,Γ
I
j2 , . . . ,Γ
I
j|I| ]
∗
0 × [pi[n]\I(Γj′1), . . . , pi[n]\I(Γj′n−|I|)]0(34)
where J ′ = {j′1, . . . , j′n−|I|} and [n] \ J ′ = {1, j2, . . . , j|I|}. This gives an easy proof of the fact that
generic intersection multiplicity is “monotonic.”
Proposition 4.5. For all j = 1, . . . , n, let A′j ⊆ Zn≥0 be such that no point of A′j “lies below” Aj , i.e.
A′j ⊆ Aj + Rn≥0. Then
(1) [A′1, . . . ,A′n]0 ≥ [A1, . . . ,An]0.
(2) Assume 0 < [A1, . . . ,An]0 < ∞. If there is j such that A′j ∩ Γj = ∅, then [A′1, . . . ,A′n]0 >
[A1, . . . ,An]0.
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ν1 = (1, 1, 1)
Inν1(Γ1) Inν1(Γ2) Inν1(Γ3) Inν1(Γ1 + Γ2) Inν1(Γ2 + Γ3) Inν1(Γ3 + Γ1)
ν2 = (2, 2, 1)
Inν2(Γ1) Inν2(Γ2) Inν2(Γ3) Inν2(Γ1 + Γ2) Inν2(Γ2 + Γ3) Inν2(Γ3 + Γ1)
FIGURE 3. Normalized faces of the diagrams of example 4.4
PROOF. The definition of [Γ1, . . . ,Γn]0 implies that [A′1, . . . ,A′n]0 ≥ [Γ1, . . . ,Γn]0. Since [A1, . . . ,An]0 =
[Γ1, . . . ,Γn]0, assertion (1) follows. Expanding the term [ΓI1,Γ
I
j2
, . . . ,ΓIj|I| ]
∗
0 on the right hand side of (34)
gives:
[A1, . . . ,An]0 =
∑
I⊆[n]
I 6=∅
∑
1 6∈J′⊆[n]
|J′|=n−|I|
[pi[n]\I(Γj′1), . . . , pi[n]\I(Γj′n−|I|)]0
×
∑
ν∈V′I0
min
ΓI1
(ν) MV′ν(Inν(Γ
I
j2), . . . , Inν(Γ
I
j|I|))
(35)
where V ′I0 is the set of primitive weighted orders centered at the origin on k[xi : i ∈ I]. If Γ′1 is the
Newton diagram of A′1, then by assumption minΓ′I1 (ν) ≥ minΓI1(ν) for all ν ∈ V ′I0 and all I ⊆ [n]. If
0 < [A1, . . . ,An]0 <∞, then there are subsets I, J ′ of [n] and ν ∈ V ′I0 such that each of the terms on the
right hand side of (35) is a positive integer. If A′1 ∩ Γ1 = ∅, then minΓ′I1 (ν) > minΓI1(ν), and therefore
[A′1,A2, . . . ,An]0 > [A1, . . . ,An]0, which in turn proves assertion (2). 
3. Characterization of minimal multiplicity systems
In this section we characterize the systems which achieve the minimum intersection multiplicity at the
origin. The proofs of the results of this section are given in sections 4.4 and 4.6.
3.1. Non-degeneracy at the origin. As in the case of Bernstein’s theorem, we try to guess the correct
non-degeneracy condition by considering the case k = C. So pick polynomials fj , gj ∈ k[x1, . . . , xn]
over C such that Supp(gj) ⊂ Supp(fj) + Rn≥0 for each j, and [f1, . . . , fn]0 > [g1, . . . , gn]0. Write
hj := (1 − t)fj + tgj , j = 1, . . . , n. Then it seems reasonable to expect that there is a curve C(t) on
Cn such that hj(C(t)) = 0 and limt→0 C(t) = 0 (see fig. 4). Pick a parametrization U → C(t), where
U is a neighborhood of the origin on C the form γ : t 7→ (γ1(t), . . . , γn(t)), where each γi is a power
series in t. Fix j = 1, . . . , n. As in section 3.3.2, we examine the initial part of the expansion of hj(γ(t)).
Let νi := ordt(γi), and ν be the weighted order on k[x1, . . . , xn] corresponding to weights νi for xi,
i = 1, . . . , n. Then ordt(fj(γ(t))) ≥ ν(fj). Since limt→0 γ(t) = 0, each νj > 0, and the assumption on
the supports implies that ν(gj) ≥ ν(fj). It follows that
hj(γ(t)) = t
ν(fj) Inν(fj)(a1, . . . , an) + t
ν(fj)+1(− Inν(fj)(a1, . . . , an) + t Inν(gj)(a1, . . . , an)) + · · ·
where  ≥ 0 and ai is the coefficient of tνi in γi(t), i = 1, . . . , n. Since hj(γ(t)) is identically zero, it
follows that Inν(fj)(a1, . . . , an) = 0 for each j. This leads to the following notion.
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Definition 4.6. We say that f1, . . . , fm ∈ k[[x1, . . . , xn]], m ≥ 1, are BKK non-degenerate at the origin
if they satisfy the following condition:
for each weighted order ν centered at the origin, there is
no common root of Inν(fj), j = 1, . . . ,m, on (k∗)n.
(BKK0)
t = 0t = 1 t = 0.4 t = 0.2
(f1, f2) = (y − x, y2 − x2 − x3)
(g1, g2) = (6y − x, y2 − x2 − x3)
ND(f1) = ND(g1) ND(f2) = ND(g2)
FIGURE 4. One of the common roots of (1− t)fj + tgj = 0, j = 1, 2, approaches the origin as t→ 0
So far we ignored the possibility that some of the γj can be identically zero (equivalently, some of the
νj could be infinity). This happens if γ(t) belongs to a proper coordinate subspace of Cn. Incorporating
this possibility into BKK non-degeneracy at the origin leads to the following notion.
Definition 4.7. For each power series f in (x1, . . . , xn) and I ⊆ [n], write f |kI for the power series
obtained from f by substituting 0 for each xj such that j 6∈ I . We say that f1, . . . , fm are non-degenerate
at the origin if they satisfy the following condition:
f1|kI , . . . , fm|kI are BKK non-degenerate at
the origin for each nonempty subset I of [n].(ND0)
The preceding discussion suggests that for k = C, non-degeneracy at the origin is a sufficient condition
for minimum intersection multiplicity at the origin. We will see that it is in fact necessary and sufficient
for all (algebraically closed) k.
3.2. The results. Let A := (A1, . . . ,An) be a collection of (possibly infinite) subsets of Zn≥0 and
L0(Aj) be the space of all power series in (x1, . . . , xn) supported at Aj , j = 1, . . . , n. Write L0(A) :=∏n
j=1 L0(Aj). Theorem 4.8 below states the necessary and sufficient condition for the minimality of
[f1, . . . , fn]0 for (f1, . . . , fn) ∈ L0(A). It also states that [f1, . . . , fn]0 is minimal for generic (f1, . . . , fn) ∈
L0(A). We have to be careful about the notion of “genericness” though, since the spaces L0(Aj) and
L0(A) are in general infinite dimensional vector spaces over k, and therefore they are not algebraic vari-
eties. Let A′ := (A1 ∩ ND(A1), . . . ,An ∩ ND(An)). Then L0(A′) is an algebraic variety isomorphic
to k
∑
j |Aj∩ND(Aj)|. Let pi : L0(A) → L0(A′) be the natural projection. We will show that there is a
Zariski dense subsetM′0 of L0(A′) such that [f1, . . . , fn]0 is minimal for all (f1, . . . , fn) ∈ pi−1(M′0).
Let L00(A) be the set of all (f1, . . . , fn) ∈ L0(A) such that ND(fj) = ND(Aj) for each j. Note that
L00(A′) is a dense Zariski-open subset of L0(A′), and L00(A) = pi−1(L00(A′)).
THEOREM 4.8. LetM0(A) be the set of all (f1, . . . , fn) in L0(A) with the minimum possible value
for [f1, . . . , fn]0. WriteM00(A) :=M0(A) ∩ L00(A).
(1) M0(A′) is a Zariski open subset of L0(A′).
(2) M00(A′) is a nonempty Zariski open subset of L0(A′) andM00(A) = pi−1(M00(A′)).
(3) If [A1, . . . ,An]0 is either 0 or∞, thenM00(A) = L00(A). Otherwise (f1, . . . , fn) ∈ M00(A) if
and only if (f1, . . . , fn) ∈ L00(A) and f1, . . . , fn are non-degenerate at the origin.
Remark 4.9. In fact it turns out thatM0(A) = pi−1(M0(A′)); we prove this in corollary 4.34.
To check if (ND0) is satisfied, one needs to check BKK non-degeneracy for all (nonempty) subsets I
of [n]. The following theorem often significantly limits the number of test cases.
THEOREM 4.10. Let f1, . . . , fm ∈ k[[x0, . . . , xn]]. For each I ⊆ [n], let EI := {j : fj |kI ≡ 0} and
I := {I ⊆ [n] : I 6= ∅, |EI | ≥ n− |I|}. Then the following are equivalent:
(1) f1, . . . , fm are non-degenerate at the origin.
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(2) f1|kI , . . . , fm|kI are BKK non-degenerate at the origin for every I ∈ I .
Remark 4.11. If m = n and 0 < [Supp(f1), . . . ,Supp(fn)]0 <∞, then corollary 4.13 implies that
I = {I ⊆ [n] : I 6= ∅, |EI | = n− |I|} = {I ⊆ [n] : I 6= ∅, |T I | = |I|}
where T I := {j : fj |kI 6≡ 0}.
4. Proof of the non-degeneracy condition
In this section we prove theorem 4.8. Let A := (A1, . . . ,Am), m ≥ 1, be a collection of subsets of
Zn≥0. Define L0(A), L00(A) and A′ as in section 4.3. Let I ⊆ [n]; define T IA as in theorem 4.2. Note that
T IA = T
I
A′ .
Lemma 4.12. Assume 0 6∈ ⋃j Aj . Then
(1) If |T IA| < |I|, then dimk(k[[xi : i ∈ I]]/〈f1|kI , . . . , fm|kI 〉) = ∞ for all (f1, . . . , fm) ∈
L0(A).
(2) If |T IA| ≥ |I|, then V (f1, . . . , fm) ∩ (k∗)I is isolated for generic f1, . . . , fm ∈ L0(A′).
PROOF. If |T IA| < |I| then for all (f1, . . . , fm) ∈ L0(A), the number of fj such that fj |kI is non-
zero is less than |I|. Since 0 6∈ Aj for any j, each fj |kI is in the maximal ideal of RI := k[[xi :
i ∈ I]]/〈f1|kI , . . . , fm|kI 〉. A standard result in commutative algebra (see e.g. [Eis95, Corollary 10.9])
implies that the Krull dimension of RI is positive, so that dimk(RI) = ∞ ([AM69, Proposition 6.10 and
Theorem 8.5]). The second assertion follows from Bernstein’s theorem. 
Corollary 4.13 (cf. [Roj99, Lemma 2], [HJS13, Proposition 5]). Assume m = n.
(1) [A1, . . . ,An]0 = 0 if and only if 0 ∈
⋃n
i=1Ai.
(2) [A1, . . . ,An]0 =∞ if and only if 0 6∈
⋃n
i=1Ai and there is I ⊆ [n] such that |T IA| < |I|. 
Let N 00 (A) be the set of all (f1, . . . , fm) ∈ L00(A) such that f1, . . . , fm are non-degenerate at the
origin. Note that N 00 (A) = pi−1(N 00 (A′)), where pi : L0(A)→ L0(A′) is the natural projection.
Proposition 4.14. Assume either 0 ∈ ⋃mi=1Ai or |T IA| ≥ |I| for all I ⊆ [n]. Then N 00 (A′) is a nonempty
Zariski open subset of L00(A′).
PROOF. If 0 ∈ ⋃mi=1Ai, then it is straightforward to check that N 00 (A′) = L00(A′). So assume that
|T IA| ≥ |I| for all I ⊆ [n]. For each m-tuple B = (B1, . . . ,Bm) of subsets of Rn and for each ν ∈ (Rn)∗,
we write Inν(B) := (Inν(B1), . . . , Inν(Bm)). If B′ = Inν(B) for some ν ∈ (Rn)∗, we say that B′ is a
face of B and write that B′  B; if in addition each of the coordinates of ν with respect to the dual basis
on (Rn)∗ is positive, we write that B′ 0 B.
Claim 4.14.1. If B′  B 0 A′, then B′ 0 A′.
PROOF. There is ν ∈ (Zn)∗ such that each of its coordinates with respect to the dual basis on (Zn)∗
is positive, and B = Inν(A′). Pick ν′ ∈ (Zn)∗ such that B′ = Inν′(B). If k is a sufficiently large positive
integer, then each of the coordinates of kν + ν′ with respect to the dual basis on (Zn)∗ is also positive, and
Inkν+ν′(A′) = B′, so that B′ 0 A′. 
Let B  A′. For all f = (f1, . . . , fm) ∈ L0(A′), define fj,Bj as in section 3.4.2. Let D0B(A′) be
the set of all f ∈ L00(A′) such that there is a common root of f1,B1 , . . . , fm,Bm on (k∗)n. Let D00(A′) :=⋃
B0A′ D0B(A′). Claim 4.14.1 implies that D00(A′) =
⋃
B0A′
⋃
B′B D0B′(A′), so that corollary 3.16
implies that D00(A′) is a Zariski closed subset of L00(A′). Let I ⊆ [n]. Replacing A′ by A′I := (A′1 ∩
RI , . . . ,A′m ∩ RI), it follows that D00(A′I) is a Zariski closed subset of L00(A′I). Let p¯i0,I : L00(A′) →
L00(A′I) be the natural projection. Then N 00 (A′) = L00(A′) \
⋃
I⊆[n] p¯i
−1
0,I (D00(A′I)) is Zariski open in
L00(A′). For every I ⊆ [n], since |T IA| ≥ |I|, claim 3.17 further implies that D00(A′I) is a proper Zariski
closed subset of L00(A′I). It follows that N 00 (A′) is nonempty, as required. 
We now explore the relation between non-degeneracy at the origin and the intersection multiplicity at
the origin. At first we need to extend the notion of weighted orders and “initial coefficients” corresponding
to branches on (k∗)n to the case of branches on kn.
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Definition 4.15. Let B := (Z, z) be a branch of a curve C ⊂ kn. Identify Z∗ := Z \ z with its image on
C and let IB := {i : xi|Z∗ 6≡ 0}. Note that kIB is the smallest coordinate subspace of kn which contains
Z∗. We write νB for the weighted order on k[xi, x−1i : i ∈ IB ] corresponding to the weight ordz(xi|Z)
for each i ∈ IB . Fix a parameter ρB of B and define
InB(xj) :=
0 if j 6∈ IBxj
(ρB)
νB(xj)
∣∣∣
z
if j ∈ IB .
In(B) := (InB(x1), . . . , InB(xn)) ∈ (k∗)IB
Lemma 4.16. If the center of B is on (k∗)I , then I ⊂ IB . 
Lemma 4.17. Let f1, . . . , fm ∈ k[x1, . . . , xn] and B be a branch of a curve contained in V (f1, . . . , fm).
Then In(B) ∈ V (InνB (f1|kIB ), . . . , InνB (fm|kIB )) ∩ (k∗)IB . In particular, if B is a branch at the
origin, then f1|kIB , . . . , fm|kIB violate (BKK0) with ν = νB . In particular, f1, . . . , fm violate (ND0)
with I = IB .
PROOF. The first assertion is a direct corollary of lemma 2.20. If B is a branch at the origin, then νB
is centered at the origin, so that the second assertion follows from the first one. 
Corollary 4.18. If f1, . . . , fm ∈ k[x1, . . . , xn] are BKK non-degenerate at the origin, then the origin is
not a non-isolated point of V (f1, . . . , fm) ⊂ kn. 
4.1. Proof of theorem 4.8. Below sometimes we work with kn+1 with coordinates (x1, . . . , xn, t).
In those cases we usually denote the coordinates of elements of kn+1 as pairs, with the last component of
the pair denoting the t-coordinate. In particular, the origin of kn+1 is denoted as (0, 0). Take m = n and
defineM00(A) as in theorem 4.8.
Claim 4.19. M00(A) ⊇ N 00 (A).
PROOF. Let (f1, . . . , fn) ∈ L00(A) \ M00(A). We will show that f1, . . . , fn are degenerate at the
origin. By our assumption there is (g1, . . . , gn) ∈ L0(A) such that [g1, . . . , gn]0 < [f1, . . . , fn]0. Due to
corollary C.20 we may assume all gi and fj are polynomials in x1, . . . , xn. Let t be a new indeterminate.
An application of proposition C.10 with hj := (1−t)fj+tgj , j = 1, . . . , n,X = kn, and (b0, 0) = (0, 1)
implies that
(i) either the origin is a non-isolated zero of f1, . . . , fn,
(ii) or there is an irreducible component V of V (h1, . . . , hn) in kn × k containing (0, 0) such that
V is different from {0} × k.
In case (i) f1, . . . , fn are degenerate at the origin (corollary 4.18), so consider that we are in case (ii).
Choose a branch B at the origin of a curve contained in V (h1, . . . , hn) ⊂ kn+1 which is different from
{0} × k. Since B 6⊂ {0} × k, it follows that I := IB ∩ [n] 6= ∅. Let ν be the restriction of νB to
k[xi : i ∈ I].
Claim 4.19.1. InνB (hj |kIB ) = Inν(fj |kI ) for each j ∈ [n].
PROOF. Note that for each polynomial g in (x1, . . . , xn), g|kIB = g|kI . Fix j ∈ [n]. Since νB , and
therefore also ν, are centered at the origin, and since Supp(gj) ⊂ Aj , we have νB(gj |kIB ) = ν(gj |kI ) ≥
minAj∩RI (ν) = ν(fj |kI ) = νB(fj |kIB ). Since νB(t) > 0, it follows that νB(t(gj − fj)|kIB ) > ν(fj |kI )
whenever Aj ∩ RI 6= ∅, and therefore InνB (hj |kIB ) = Inν(fj |kI ), as required. 
Lemma 4.17 implies that h1|kIB , . . . , hn|kIB violate (BKK0) with ν = νB , and therefore claim 4.19.1
implies that f1, . . . , fm are non-degenerate at the origin, as desired. 
Claim 4.20. Assume [A1, . . . ,An]0 <∞. ThenM00(A) ⊆ N 00 (A).
PROOF. We may assume [A1, . . . ,An]0 > 0, for otherwise corollary 4.13 implies that M00(A) =
L00(A). Pick (f1, . . . , fn) ∈ L00(A) \ N 00 (A). We will show that (f1, . . . , fn) 6∈ M00(A) following (the
adapted version of) Bernstein’s trick from section 3.4.4. Without loss of generality we may assume that
[f1, . . . , fn]0 < ∞. Due to corollary C.20 we may assume in addition that each fj is a polynomial in
(x1, . . . , xn). Since f1, . . . , fn violate (ND0), there is a nonempty subset I of [n] and a weighted order ν
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centered at the origin on k[xi : i ∈ I] such that Inν(f1|kI ), . . . , Inν(fn|kI ) have a common zero a ∈ (k∗)I .
Let T IA be as in theorem 4.2. Since [A1, . . . ,An]0 < ∞, corollaries 4.13 and C.20 and proposition 4.14
imply that there are polynomials g1, . . . , gn in (x1, . . . , xn) such that (g1, . . . , gn) ∈ N 00 (A) and gj(a) 6= 0
for each j ∈ T IA. Define c(t) := (c1(t), . . . , cn(t)) : k→ kI as follows:
ci(t) :=
{
ait
νi if i ∈ I,
0 otherwise.
For each j ∈ T IA, let mj := ν(fj |kI ) = ν(gj |kI ). Define
hj :=
{
t−mjgj(c(t))fj − t−mjfj(c(t))gj if j ∈ T IA,
fj otherwise.
Note that each hj is a polynomial in (x1, . . . , xn, t). Since gj(a) 6= 0 for each j ∈ T IA, it follows that
hj(x, 0) is a non-zero constant multiple of fj for each j. By our assumption the origin is an isolated zero
of f1, . . . , fn. Since h1, . . . , hn vanish on the curve {(c(t), t) : t ∈ k}, proposition C.10 implies that
[f1, . . . , fn]0 > [h1(x, ), . . . , hn(x, )]0 for generic  ∈ k. Since Supp(hj(x, )) ⊂ Aj for each , it
follows that [f1, . . . , fn]0 > [A1, . . . ,An]0, as required. 
Assertions (2) and (3) of theorem 4.8 follow from corollary 4.13, proposition 4.14, and claims 4.19
and 4.20. Now we prove assertion (1). Due to assertion (2) and corollary 4.13 we may assume that
0 < [A′1, . . . ,A′n]0 < ∞. For each collection A′′ := (A′′1 , . . . ,A′′n) where A′′j is a nonempty subset
of A′j for each j, assertion (2) implies that M00(A′′) is Zariski open in L0(A′′). Note that M0(A′) is
the union ofM00(A′′) over some of these A′′. Since each L0(A′′) is Zariski closed in L0(A′) and since
each A′j has only finitely many subsets, it follows thatM0(A′) is a constructible subset of L0(A′). Let
(f1, . . . , fn) be in the (Zariski) closure M¯′0(A′) of M′0(A′) := L0(A′) \ M0(A′). We will show that
(f1, . . . , fn) is also inM′0(A′). This is obvious if (f1, . . . , fn) is an isolated point of M¯′0(A′), so assume
otherwise. Since M′0(A′) is constructible, proposition B.6 implies that there is an irreducible curve C
on L0(A′) containing (f1, . . . , fn) which intersects M′0(A′) in a nonempty Zariski subset. For each
ξ ∈ C, we write (fξ,1 . . . , fξ,n) ∈ L0(A′) for the corresponding system of polynomials. In particular,
(f1, . . . , fn) = (fξ0,1, . . . , fξ0,n) for some ξ0 ∈ C. Define
V := {(ξ, a) : ξ ∈ C, a ∈ kn, fξ,1(a) = · · · = fξ,n(a) = 0} ⊂ C × kn
Since [A1, . . . ,An]0 > 0, it follows that C × {0} ⊆ V . If there exists an irreducible component of V
properly containingC×{0}, then it would follow that the origin is a non-isolated point of V (f1, . . . , fn) ⊆
k
n and therefore (f1, . . . , fn) would be in M′0(A′), as required. So assume C × {0} is an irreducible
component of V . Then the origin is an isolated point of V (fξ,1, . . . , fξ,n) for generic ξ ∈ C. Since
[A′1, . . . ,A′n]0 < ∞, due to assertion (2) and theorem 3.9 and corollary 4.13 we can find (g1, . . . , gn) ∈
M0(A′) such that for each j, the Newton polytope of gj contains the Newton polytope of fξ,j for generic
ξ ∈ C, and g1|kI , . . . , gn|kI are BKK non-degenerate for every nonempty subset I of [n]. Define
V ′ := {(ξ, a, t) : ξ ∈ C, a ∈ kn, t ∈ k, (1− t)fξ,j(a) + tgj(a) = 0, j = 1, . . . , n} ⊂ C × kn+1
Then C ′ := C × {0} × k ⊆ V ′. Fix ξ ∈ C ∩ M′0(A′) such that the origin is an isolated point of
V (fξ,1, . . . , fξ,n). Then proposition C.10 implies that there is an irreducible positive dimensional compo-
nent Dξ of V ′ ∩ ({ξ} × kn+1) containing (ξ, 0, 0) such that Dξ 6⊆ C ′.
Claim 4.21. Dξ,1 := Dξ ∩ ({ξ} × kn × {1}) is nonempty.
PROOF. By assumption Dξ intersects, but is not contained in {ξ}kn × {0}. Corollary C.7 implies
that the closure D¯ξ of Dξ in {ξ} × Pn × k contains a point (ξ, a, 1) ∈ {ξ} × Pn × {1}. We claim that
a ∈ kn. Indeed, assume a ∈ Pn \ kn. By lemma B.4 there is an irreducible curve E on D¯ξ containing
(ξ, a, 1) such that E ∩ ({xi} × kn+1) 6= ∅. Take a branch B of E at (ξ, a, 1) and let IB be the smallest
subset of [n + 1] such that B ⊆ {ξ} × kIB . Let hξ,j := (1 − t)fξ,j + tgj , j = 1, . . . , n. Lemma 4.17
implies that InνB (hξ,j |kIB ), j = 1, . . . , n, have a common zero on (k∗)n. It is straightforward to check
that n+ 1 ∈ IB and I := IB \ {n+ 1} 6= ∅. Since νB(t− 1) > 0 and since NP(gj) ⊃ NP(fξ,j) for each
j, it follows that InνB (hξ,j |kIB ) = Inν(gj |kI ) for each j, where ν is the restriction of νB to k[xi : i ∈ I].
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Since a ∈ Pn \ kn, it follows that ν is a nontrivial weighted order, and the BKK non-degeneracy of
g1|kI , . . . , gn|kI are violated. This contradiction proves the claim. 
Claim 4.21 implies that there is an irreducible component W of V ′ containing C × {0} × {0} such
that W 6⊆ C ′, and W ∩ ({ξ} × kn × {1}) is nonempty for generic ξ ∈ C. Note that V ′ ∩ V (t − 1) =
C × V (g1, . . . , gn) × {1}. The choice of the gj and corollary 3.13 imply that V (g1, . . . , gn) is finite. It
follows that W1 := W ∩ V (t − 1) is a (possibly reduced) curve of the form C × Z × {1}, where Z is
a (finite) nonempty subset of V (g1, . . . , gn). In particular, dim(W1) = 1. Since dim(W ) ≥ 2, B.3(b)
implies that dimW = 2. Since (g1, . . . , gn) ∈ M0(A′), proposition C.10 implies that 0 6∈ Z. But
then W ∩ ({ξ0} ∩ kn × k) contains a curve Dξ0 containing (ξ0, 0, 0) such that Dξ0 6= {ξ0} × {0} × k.
Proposition C.10 then implies that [f1, . . . , fn]0 > [g1, . . . , gn]0, as required.
5. Proof of the bound
In this section we prove theorem 4.2. The computation of intersection multiplicity becomes easier if
a generic system satisfies a property which is stronger than (ND0); section 4.5.1 is devoted to the proof of
existence of such systems. The proof of theorem 4.2 is then given in section 4.5.2.
5.1. A-non-degenerate systems. If g is a polynomial in (x1, . . . , xn), a = (a1, . . . , an) ∈ kn and
I ⊆ [n], we write gIa := g|(xi′=ai′ )i′ 6∈I ∈ k[xi : i ∈ I].
Lemma 4.22. Let I ⊆ [n] and f1, . . . , fk ∈ k[x1, . . . , xn] such that fj |kI = 0 for each j = 1, . . . , k. As-
sume V (f1, . . . , fk) has an irreducible component V which is not contained in kI . Then f
[n]\I
1,a , . . . , f
[n]\I
k,a
are degenerate at the origin for each a ∈ (k∗)I ∩ V .
PROOF. Let a ∈ (k∗)I ∩ V and B be a branch centered at a of a curve contained in V such that
B 6⊂ kI . Then IB % I (lemma 4.16) and piI(In(B)) = a, where piI : kn → kI is the natural projection.
Let I ′ := IB \ I and ν′ be the restriction of νB to k[xi′ : i′ ∈ I ′]. Then it is straightforward to check that
for each j = 1, . . . , k, InνB (fj |kIB )(In(B)) = Inν′(f [n]\Ij,a |kI′ )(a′), where a′ := piI′(In(B)) ∈ (k∗)I
′
.
The result now follows from lemma 4.17. 
Corollary 4.23. Let f1, . . . , fm be polynomials in (x1, . . . , xn), I ⊆ [n] and J ′ ⊆ [m] \ J . Define
DI0(fj′ : j
′ ∈ J ′) := {a ∈ (k∗)I : (f [n]\Ij′,a : j′ ∈ J ′) is degenerate at the origin}
Let V be an irreducible component of V (fj′ : j′ ∈ J ′) such that V 6⊆ kI . If J ⊆ [m] is such that
dim(DI0(fj′ : j
′ ∈ J ′) ∩ V (fj : j ∈ J)) < |I| − |J |, then V does not contain any irreducible component
of V (fj : j ∈ J) ∩ (k∗)I . 
Given a collection A = (A1, . . . ,Am), m ≥ 1, of finite subsets of Zn≥0, we write L(A) for the set of
all collections (f1, . . . , fm) of polynomials in (x1, . . . , xn) such that Supp(fj) ⊆ Aj for each j. Given
I ⊆ [n], define
T IA := {j : Aj ∩ RI 6= ∅} ⊆ [m]
T ′IA := {J = {j1, . . . , jn−|I|} ⊆ [m] \ T IA : |J | = n− |I|, [pi[n]\I(Aj1), . . . , pin\I(Aj[n]−|I|)]0 <∞}
where pi[n]\I is defined as in (30). Let (f1, . . . , fm) ∈ L(A). We say that f1, . . . , fm areA-non-degenerate
if for all I ⊆ [n],
(a) f1|kI , . . . , fm|kI are properly non-degenerate (see section 3.4.3),
(b) for all J ′ ∈ T ′IA , f [n]\Ij′,(1,...,1), j′ ∈ J ′, are non-degenerate at the origin and NP(f [n]\Ij′,(1,...,1)) =
conv(pi[n]\I(Aj)) for each j′ ∈ J ′,
(c) for all J ⊆ T IA and J ′ ∈ T ′IA ,
dim(DI0(fj′ : j
′ ∈ J ′) ∩ V (fj : j ∈ J)) < |I| − |J |,
where DI0(·) are as in corollary 4.23.
We write L0(A) for the subset of L(A) consisting of all (f1, . . . , fm) such that NP(fj) = conv(Aj) for
each j. Let N 00 (A) and Nˇ 0(A) be the collection of all (f1, . . . , fm) ∈ L0(A) which are respectively
non-degenerate at the origin and A-non-degenerate.
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Proposition 4.24. Assume either 0 ∈ ⋃mi=1Ai or |T IA| ≥ |I| for all I ⊆ [n]. Then Nˇ 0(A) ⊆ N 00 (A). In
particular, if m = n and [A1, . . . ,An]0 <∞, then Nˇ 0(A) ⊆ N 00 (A).
PROOF. Follows from proposition 3.18 and corollary 4.13. 
Proposition 4.25. Nˇ 0(A) is constructible and it contains a nonempty Zariski open subset of L(A).
PROOF. For a subset J ⊆ [m], writeAJ := (Aj : j ∈ J). Let I ⊆ [n], J ⊆ T IA and J ′ ∈ T ′IA . Define
N 0,I(AJ ,AJ′) := {((fj : j ∈ J), (fj′ : j′ ∈ J ′)) ∈ L0(AJ)×L0(AJ′) : dim(DI0(fj′ : j′ ∈ J ′)∩V (fj :
j ∈ J)) < |I| − |J |}. Due to proposition 3.18 it suffices to show that N 0,I(AJ ,AJ′) is constructible and
it contains a nonempty Zariski open subset of L(AJ)×L(AJ′). Let L′0,I(AJ′) := {((fj′ : j′ ∈ J ′), a) ∈
L0(AJ′) × (k∗)I : (f [n]\Ij′,a : j′ ∈ J ′) ∈ L0(pi[n]\I(AJ))}. Then L′0,I(AJ′) is a nonempty Zariski open
subset of L0(AJ′)× (k∗)I . Define
D′0,I0 (AJ′) := {((fj′ : j′ ∈ J ′), a) ∈ L′0,I(AJ′) : a ∈ DI0(fj′ : j′ ∈ J ′)}
D′′0,I0 (AJ ,AJ′) := {((fj : j ∈ J), (fj′ : j′ ∈ J ′), a) ∈ L0(AJ)×D′0,I0 (AJ′) : a ∈ V (fj : j ∈ J)}
Proposition 4.14 implies thatD′0,I0 (AJ′) is a Zariski closed subset ofL′0,I(AJ′) and thereforeD′′0,I0 (AJ ,AJ′)
is a Zariski closed subset of L0(AJ)×L′0,I(AJ′). Let pi : D′′0,I0 (AJ ,AJ′)→ L0(AJ)×L0(AJ′) be the
natural projection. Then pi is a morphism of algebraic varieties and therefore proposition B.5 implies that
N 0,I(AJ ,AJ′) = {((fj : j ∈ J), (fj′ : j′ ∈ J ′)) ∈ L0(AJ)× L0(AJ′) : dim(pi−1((fj′ : j′ ∈ J ′), (fj :
j ∈ J))) < |I| − |J |} is a constructible subset of L0(AJ) × L0(AJ′). We now show that it contains a
nonempty Zariski open subset of L0(AJ) × L0(AJ′). Let pi[n]\I(AJ′) := (pi[n]\I(Aj′) : j′ ∈ J ′) and
ρ[n]\I : L(A) → L(pi[n]\I(AJ′)) be the map which sends (fj′ : j′ ∈ J ′) 7→ (f [n]\Ij′,(1,...,1) : j′ ∈ J ′).
Let N 00 (pi[n]\I(AJ′)) be the set of systems in L0(pi[n]\I(AJ′)) which are non-degenerate at the origin.
Since J ′ ∈ T ′IA , proposition 4.14 implies that N 00 (pi[n]\I(AJ′)) is a nonempty Zariski open subset of
L0(pi[n]\I(AJ′)). Pick (fj′ : j′ ∈ J ′) ∈ ρ−1[n]\I(N 00 (pi[n]\I(AJ′))). Then proposition 4.14 implies that
DI0(fj′ : j
′ ∈ J ′) is a constructible subset (k∗)I of dimension smaller than |I|. Since J ⊂ T IA, lemma 4.26
below implies that for generic (fj : j ∈ J), dim(DI0(fj′ : j′ ∈ J ′) ∩ V (fj : j ∈ J)) < |I| − |J | and
therefore ((fj : j ∈ J), (fj′ : j′ ∈ J ′)) ∈ N 0,I(AJ ,AJ′). Applying B.3(d) to the natural projection
N 0,I(AJ ,AJ′) → L(AJ′) then gives that dim(N 0,I(AJ ,AJ′)) = dim(L(AJ)) + dim(L(AJ′)), as
required. 
Lemma 4.26. Let W be an irreducible subvariety (k∗)n and B = (B1, . . . ,Bk) be a collection of finite
nonempty subsets of Zn. LetW ′ := {((f1, . . . , fk), (x1, . . . , xn)) ∈ L(B)×W : fj(x1, . . . , xn) = 0 for
each j} and piB : L(B) × (k∗)n → L(B) be the natural projection. Let W := {(f1, . . . , fk) ∈ L(B) :
dim(pi−1B (f1, . . . , fk)) ≤ dim(W ) − k}. Then W is a constructible subset of L(B) and it contains a
nonempty Zariski open subset of L(B).
PROOF. Let piW :W ′ →W be the natural projection. For each w ∈W , dim(pi−1W (w)) =
∑
j |Bj | −
k. It follows that dim(W ′) = ∑j |Bj | − k + dim(W ) = dim(L(B)) + (dim(W ) − k). The result now
follows from B.3(d) and proposition B.5. 
5.2. Proof of theorem 4.2. Corollary 4.13 implies that theorem 4.2 holds when [A1, . . . ,An]0 = 0 or
∞. So assume 0 < [A1, . . . ,An]0 <∞. LetA′ := (A1∩Γ1, . . . ,An∩Γn). Pick (f1, . . . , fn) ∈ Nˇ 0(A′),
where Nˇ 0(A′) is defined as in proposition 4.25. Theorem 4.8 and proposition 4.24 imply that
[f1, . . . , fn]0 = [A1, . . . ,An]0
Therefore it suffices to show that
[f1, . . . , fn]0 =
∑
I∈TA,1
[ΓI1,Γ
I
j2 , . . . ,Γ
I
j|I| ]
∗
0 × [pi[n]\I(Γj′1), . . . , pi[n]\I(Γj′n−|I|)]0(36)
where for each I ∈ TA,1, j1 = 1, j2, . . . , j|I| are elements of T IA, and j′1, . . . , j′n−|I| are elements of
[n] \ T IA. We proceed by induction on n. It is true for n = 1 (see remark 4.3), so assume it is true for all
dimensions smaller than n. Since 0 < [f1, . . . , fn]0 < ∞, proposition C.8 implies that on a sufficiently
small Zariski open neighborhood U of the origin in kn, the subscheme of U defined by f2, . . . , fn is a
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curve C. For each I ⊆ [n], let {CIj }j be the set of irreducible components of C such that kI is the smallest
coordinate subspace of kn containing each CIj .
Claim 4.27. Let I ⊆ [n], TA,1 be as in theorem 4.2 and T ′IA be as in property (c) of A-non-degeneracy.
(1) If {CIj }j is nonempty, then I ∈ TA,1.
(2) If I ∈ TA,1, then [n] \ T IA ∈ T ′IA .
PROOF. For the first assertion, pick I ⊆ [n] such that {CIj }j is nonempty. Since 0 < [A1, . . . ,An]0 <
∞, corollary 4.13 implies that |T IA| ≥ |I|. On the other hand, if |T IA \ {1}| ≥ |I|, then the proper non-
degeneracy of f1|kI , . . . , fn|kI (property (a) of A-non-degeneracy) and lemma 4.17 implies that {CIJ}j
is empty, which is a contradiction. Accordingly |T IA \ {1}| = |I| − 1 and |T IA| = |I|, which imply that
I ∈ TA,1, as required. For the second assertion, pick I ∈ TA,1 and set J ′ := [n]\T IA. Since |J ′| = n−|I|,
we have to show that [pi[n]\I(Aj′1), . . . , pin\I(Aj′[n]−|I|)]0 < ∞, where j′1, . . . , j′n−|I| are elements of J ′.
Indeed, otherwise corollary 4.13 would imply that 0 6∈ ⋃j Aj and |T I′A | < |I ′| for some I ′ ) I , which
would in turn imply that [A1, . . . ,An]0 =∞, which is a contradiction. 
Pick I ∈ TA,1. Let j1 = 1, j2, . . . , j|I| be the elements of T IA and j′1, . . . , j′n−|I| be the elements of
J ′ := [n]\T IA. Since J ′ ∈ T ′IA (claim 4.27), property (b) ofA-non-degeneracy and lemma 4.22 imply that
k
I is an irreducible component of V (fj′1 , . . . , fj′n−|I|). On the other hand, applying property (c) ofA-non-
degeneracy with J = {j2, . . . , j|I|}, and then using corollary 4.23 and B.3(b) shows that no irreducible
component of V (fj′1 , . . . , fj′n−|I|) other than k
I contains any irreducible component of V (fj2 , . . . , fj|I|)∩
(k∗)I . Therefore claim 4.27, theorem C.5, and propositions C.8 and C.22 imply that
[f1, . . . , fn]0 =
∑
I∈TA,1
[f
[n]\I
j′1,
, . . . , f
[n]\I
j′
n−|I|,
]0
∑
j
ord0(f1|CIj )[fj2 |(k∗)I , . . . , fj|I| |(k∗)I ]CIj(37)
where f [n]\I·, are defined as in section 4.5.1 and  is a generic element of (k∗)n. Since J ′ ∈ T ′IA , property
(b) of A-non-degeneracy and theorem 4.8 imply that
[f
[n]\I
j′1,
, . . . , f
[n]\I
j′
n−|I|,
]0 = [pi[n]\I(Aj′1), . . . , pi[n]\I(Aj′n−|I|)]0 = [pi[n]\I(Γj′1), . . . , pi[n]\I(Γj′n−|I|)]0
where the last equality follows from the inductive hypothesis. It remains to compute the inner sum of the
right hand side of (37). Let I ⊂ [n]. Write RI := k[xi : i ∈ I]. Let VI0 be the set of weighted orders on
RI which are centered at the origin and V ′I0 be the set of primitive elements in VI0 . For each ν ∈ V ′I0 , let
BI0,j,ν be the set of all branches at the origin of CIj such that νB is proportional to ν. Theorem C.5 implies
that for each I, j,
ord0(f1|CIj ) =
∑
ν∈VI0
∑
(Z,z)∈BI0,j,ν
ordz(f1|CIj )
Therefore it suffices to show that
∑
j
∑
(Z,z)∈BI0,j,ν
ordz(f1|CIj )[fj2 |(k∗)I , . . . , fj|I| |(k∗)I ]CIj = minΓI1
(ν) MV′ν(Inν(Γ
I
j2), . . . , Inν(Γ
I
j|I|))
(38)
To see it, apply corollary 3.29 (with n = |I|) to f1|(k∗)I , fj2 |(k∗)I , . . . , fjI |(k∗)I . Property (a) of A-
non-degeneracy implies that all the assumptions of proposition 3.20 and corollary 3.29 are satisfied. Part
2 of proposition 3.20 implies that each irreducible component of the resulting curve C ′ comes from an
irreducible component of V (fj2 |(k∗)I , . . . , fjI |(k∗)I ) ⊂ (k∗)I and therefore the collections B′j,ν from
corollary 3.29 are precisely the collections BI0,j,ν . Corollary 3.29 then implies identity (38) and completes
the proof of theorem 4.2.
6. The efficient version of the non-degeneracy condition
In this section we prove theorem 4.10. Given I ⊆ [n], we write VI for the set of weighted orders
on k[xi : i ∈ I]. Given I ⊆ I˜ , we say that ν ∈ VI and ν˜ ∈ V I˜ are compatible if (ν(xi) : i ∈ I)
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and (ν˜(xi) : i ∈ I) are proportional, with a positive constant of proportionality, and ν˜(xi˜) > 0 for each
i˜ ∈ I˜ \ I . Theorem 4.10 follows directly from lemma 4.28 below.
Lemma 4.28. Let I be a nonempty subset of [n] and f1, . . . , fm ∈ k[x1, . . . , xn]. Let EI := {j ∈ [m] :
fj |kI ≡ 0}. Assume
(1) |EI | < n− |I|,
(2) there exists ν ∈ VI such that Inν(f1|kI ), . . . , Inν(fm|kI ) have a common zero u ∈ (k∗)n.
Then there exists I˜ % I and ν˜ ∈ V I˜ such that
(3) ν˜ is compatible with ν.
(4) Inν˜(f1|kI˜ ), . . . , Inν˜(fn|kI˜ ) have a common zero u˜ ∈ (k∗)n such that piI(u˜) = piI(u), where
piI : (k
∗)n → (k∗)I is defined as in (30).
PROOF. We may assume without any loss of generality that I = {1, . . . , k}, 1 ≤ k ≤ n. Let
a := piI(u) ∈ (k∗)I and (a1, . . . , an) be the coordinates of a. At first consider the case that ν(xi) = 0 for
each i ∈ I . Assumption (2) then says that a is a common zero of f1, . . . , fm on (k∗)I . Let yj := xj − aj ,
j = 1, . . . , n, so that a is the origin of kn with respect to (y1, . . . , yn) coordinates. Choose any ν′ ∈ (Zn)∗
with positive coordinates with respect to the dual basis, and let pi : Blν′(kn) → kn be the ν′-weighted
blow up of kn with respect to (y1, . . . , yn) coordinates (see section 2.7). Let Eν′ be the exceptional divisor
of pi, and W ′ be the strict transform of (k∗)I on Blν′(kn). Since |EI | < n − |I|, there is an irreducible
component V of V (fj : j ∈ EI) ∩ (k∗)n properly containing (k∗)I . Then the strict transform V ′ of
(the closure of) V properly contains W ′. Pick a′ ∈ Eν′ ∩W ′, and choose an irreducible curve C ′ ⊂ V ′
such that a′ ∈ C ′ 6⊆ W ′ ∪ Eν′ , and a branch B′ = (Z ′, z′) of C ′ centered at a′. Let I˜ := IB′ and
ν˜ := νB′ ∈ V I˜ (definition 4.15). Since pi is centered at a ∈ (k∗)I and since pi(B′) 6⊂ kI , it follows
that I $ I˜ , InB′(xi) = ai for each i ∈ I , and ν˜(xi) = 0 for each i ∈ I , and ν˜(xi˜) is positive for each
i˜ ∈ I˜ \ I . Fix j ∈ [m]. If j 6∈ EI , it follows that ν˜(fj |kI˜ ) = 0 and Inν˜(fj |kI˜ ) = fj |kI . This implies that
Inν˜(fj |kI˜ )(In(B′)) = fj |kI (a) = 0. On the other hand, if j ∈ EI , then Inν˜(fj |kI˜ )(In(B′)) = 0 due to
lemma 4.17. The lemma is therefore true in the case that ν is the trivial weighted order.
Now assume ν is not the trivial valuation. Assume without loss of generality that I = {1, . . . , k}.
Identify ν with the element in (Zn)∗ with coordinates (ν(x1), . . . , ν(xk)) with respect to the dual basis.
Choose a basis α1, . . . , αk of Zk such that 〈ν, αj〉 = 0 for j = 1, . . . , k − 1, and 〈ν, αk〉 = 1. Then
(xα1 , . . . , xαk , xk+1, . . . , xn) are coordinates on X := (k∗)k × kn−k. Define
yj :=

xαj − aαj if 1 ≤ j ≤ k − 1,
xαk if j = k,
xj if k + 1 ≤ j ≤ n.
Let Y := Speck[y1, . . . , yn] ∼= kn. Choose positive integers ν′1, . . . , ν′n such that ν′k = 1 and ν′j  1
for j = k + 1, . . . , n. Let ν′ be the element in (Zn)∗ with coordinates (ν′1, . . . , ν′n) with respect to the
dual basis, and pi : Y ′ → Y be the ν′-weighted blow up of Y with respect to (y1, . . . , yn) coordinates,
E be the exceptional divisor of pi, and W ′ be the strict transform on Y ′ of W := V (yk+1, . . . , yn) ⊂ Y .
Proposition 2.26 implies that there is an affine open subset U of Y ′ such that
(i) U ∼= k × (k∗)k−1 × kn−k with coordinates (z1, . . . , zn) where z1, . . . , zk are monomials in
(y1, . . . , yk), zj = yj/z
ν′j
1 for j = k + 1, . . . , n, ν
′(z1) = 1 and ν′(zj) = 0 for j = 2, . . . , n,
(ii) U ∩ E = V (z1) ∼= (k∗)k−1 × kn−k, and
(iii) U ∩W ′ = V (zk+1, . . . , zn) ∼= k× (k∗)k−1.
We treat X as an open subset of Y via the natural embedding. There is an irreducible component V of
V (fj : j ∈ EI) ∩ X such that its closure V¯ in Y properly contains W . The strict transform V ′ of V¯
on Y ′ properly contains W ′. Pick a′ ∈ U ∩W ′ ∩ E. Choose an irreducible curve C ′ ⊂ V ′ such that
a′ ∈ C ′, and C ′ 6⊂ E ∪ W ′, and C ′ ∩ pi−1(X) 6= ∅. Pick a branch B′ = (Z ′, z′) of C ′ centered at
a′. Since pi(B′) ∩ X 6= ∅, we may treat B′ as a branch (possibly at infinity) of a curve on X . Define
νB′ and IB′ as in definition 4.15. Since each of x1, . . . , xk is everywhere non-zero on X , it follows that
IB′ ⊃ {1, . . . , k} = I . On the other hand, since pi(B′) 6⊂ W , it follows that there exists j > k such
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that xj |B′ 6≡ 0. It follows that IB′ ) I . We show that properties (3) and (4) are true with I˜ := IB′ and
ν˜ := νB′ . Indeed, since a′ ∈ E, for each j = 1, . . . , n, either yj |B′ ≡ 0, or ordz′(yj |B′) > 0. Therefore,
for each j = 1, . . . , k − 1,
(iv) νB′(xαj ) = ordz′((aαj + yj)|B′) = 0, since ordz′(yj |B′) > 0.
Since νB′(xαk) = ordz′(yk|B′) > 0, it follows that νB′ and ν are proportional on k[xi : i ∈ I] with a
positive constant of proportionality. Pick j ∈ IB′ \ I . Then j > k, and νB′(xj) = ordz′(yj |B′) > 0.
It follows that νB′ and ν are compatible. It remains to exhibit property (4). Let q := ordz′(z1|B′) ≥ 1.
Property (i) of U implies that νB′(xαk) = ordz′(yk|B′) = ν′kq = q = qν(xαk). Since νB′ is compatible
with ν, it follows that
(v) νB′(xj) = qν(xj) for j = 1, . . . , k.
On the other hand, since a′ ∈ U ∩W ′ ∩E, properties (ii) and (iii) imply that ordz′(zj |B′) ≥ 1 if j > k. It
follows that
(vi) for each j ∈ IB′ \ I , νB′(xj) = ordz′(zj |B′) + ν′j ordz′(z1|B′) > qν′j .
Let u′ := In(B′) ∈ (k∗)IB′ . Observation (iv) implies that u′αj = aαj for j = 1, . . . , k−1. Proposition 2.1
then implies that there is t ∈ k∗ such that (a1, . . . , ak) = (tν(x1)u′1, . . . , tν(xk)u′k). Choose a q-th root
t′ of t in k (where q is as in (v)) and let u˜ be any element in (k∗)n such that for each j ∈ IB′ , the j-th
coordinate of u˜ is u˜j := t′νB′ (xj)u′j . Note that piI(u˜) = (a1, . . . , ak). Fix l ∈ [m]. If l 6∈ EI , then (v) and
(vi) imply that choosing ν′k+1, . . . , ν
′
n sufficiently large we can ensure that InνB′ (fl|kIB′ ) = Inν(fl|kI ),
which would imply that InνB′ (fl|kIB′ )(u˜) = Inν(fl|kI )(a) = 0. On the other hand, if j 6∈ EI , then
InνB′ (fl|kIB′ )(u˜) = t′νB′ (fl|kIB′ ) InνB′ (fl|kIB′ )(In(B′)) = 0 due to lemma 4.17. This completes the
proof of property (4). 
7. Other formulae for generic intersection multiplicity
7.1. The formula of Huber-Sturmfels and Rojas. Let t be a new indeterminate. Fix positive integers
k1, . . . , kn. Note that for each f1, . . . , fn ∈ k[[x1, . . . , xn]],
[f1, . . . , fn]0 = [t, f1 + c1t
k1 , . . . , fn + cnt
kn ]0
for any c1, . . . , cn ∈ k. It follows that, for each collection of subsets A1, . . . ,An of Zn≥0,
[A1, . . . ,An]0 = [Aˆ0, . . . , Aˆn]0
where Aˆ0 := {(1, 0, . . . , 0)} ⊂ Zn+1≥0 and Aˆj := {(kj , 0, . . . , 0)} ∪ ({0}×Aj) ⊂ Zn+1≥0 for j = 1, . . . , n.
Let Aˆ := (Aˆ0, . . . , Aˆn). It follows from (32) that TAˆ,1 = {[n+ 1]} and therefore, if [A1, . . . ,An]0 <∞,
then theorem 4.2 implies that
[A1, . . . ,An]0 = [Γˆ0, . . . , Γˆn]∗0 =
∑
νˆ∈Vˆ′0
νˆ0 MV
′
νˆ(Inνˆ(Γˆ1), . . . , Inνˆ(Γˆn))(39)
where Γˆj are the Newton diagrams of Aˆj , and νˆ ranges over the primitive weighted orders on k[t, x1, . . . , xn]
which are centered at the origin, and νˆ0 := νˆ(t). Note that MV′νˆ(Inνˆ(Γˆ1), . . . , Inνˆ(Γˆn)) is positive only
if νˆ′ is the inner normal to a “lower” facet of Γˆ1 + · · ·+ Γˆn (the designation “lower” comes from the fact
that νˆ′ points “upward” along the t-coordinate). B. Huber and B. Sturmfels presented in [HS97] the idea of
“lifting” subsets of Zn to one extra dimension and summing the mixed volumes of faces corresponding to
certain lower facets of the sum of the lifted bodies. J. M. Rojas [Roj99] observed that the expression in the
right hand side of (39) gives the generic intersection multiplicity at the origin. Note that unlike the formula
(33) from theorem 4.2, the expression in (39) is symmetric in A1, . . . ,An (provided the kj are chosen to
be equal).
7.2. Convenient Newton diagrams. We say that a subset of Rn≥0 is convenient if it contains a point
on each coordinate axis. The subdiagram volume V −n (A) of a subset A of Rn≥0 is the n-dimensional
volume of the “cone” whose base is the Newton diagram of A and apex is at the origin; in other words,
V −n (A) is the n-dimensional volume of the union of all line segments from the origin to ND(A).
Proposition 4.29. Let A1, . . . ,An be subsets of Zn≥0. Let Γj := ND(Aj), j = 1, . . . , n.
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(1) If Γ2, . . . ,Γn are convenient, then
[A1, . . . ,An]0 =
∑
ν∈V′0
min
Γ1
(ν) MV′ν(Inν(Γ2), . . . , Inν(Γn))(40)
(2) (Kushnirenko [AY83, Theorem 22.8]) If Γ is a convenient Newton diagram, and if Γj = Γ for
each j, then
[A1, . . . ,An]0 = n!V −n (Γ)(41)
(3) (Aizenberg and Yuzhakov [AY83, Theorem 22.10]) If Γ1, . . . ,Γn are convenient, then
[A1, . . . ,An]0 =
∑
I⊆[n]
I 6=∅
(−1)n−|I|V −n (
∑
i∈I
Γi)(42)
PROOF. If Γ2, . . . ,Γn are convenient, then TA,1 = {[n]}, and (40) follows from (33). Now we prove
assertion (2). Let {Qj}j be the facets of Γ2 + · · ·+ Γn with inner normals in Zn>0. Then (40) implies that
[A1, . . . ,An]0 =
∑
j
min
Γ
(νj) MV
′
νj (Inνj (Γ), . . . , Inνj (Γ)) = (n− 1)!
∑
j
min
Γ
(νj) Vol
′
νj (Inνj (Γ))
where ν′j are the inner normals toQj and Vol′νj are as in corollary E.9. Now fix j, and letRj := conv(Qj∪
{0}). Then Qj is a facet of Rj with outer primitive normal νj , and all other facets of Rj passes through
the origin. Since maxRj (νj) = minΓ(νj), corollary E.9 implies that Voln(Rj) = (1/n) Vol′νj (Inνj (Γ)).
Since V −n (Γ) =
∑
j Voln(Rj), identity (41) follows. Since the [A1, . . . ,An]0 is multi-additive and sym-
metric in the Aj , assertion (3) then follows from corollary F.4. 
The following is a more precise version of assertion (2) of proposition 4.29.
Proposition 4.30. Let A1, . . . ,An be subsets of Zn≥0. Let Γj := ND(Aj), j = 1, . . . , n, and Γ :=
ND(
⋃n
j=1Aj). For each I ⊆ [n], let T IA, where A := (A1, . . . ,An), be as in theorem 4.2. Then
(1) (Kushnirenko [AY83, Theorem 22.8]) [A1, . . . ,An]0 ≥ n!V −n (Γ).
(2) [A1, . . . ,An]0 = n!V −n (Γ) if and only if for each I ⊆ [n] the set T IA is nonempty, and for each
weighted order ν centered at the origin on k[xi : i ∈ I], the collection {Inν(Γj ∩ RI) : j ∈
T IA, minΓj∩RI (ν) = min{minΓk∩RI (ν) : k ∈ T IA}} of polytopes is dependent.
PROOF. If [A1, . . . ,An]0 = ∞ then both assertions of the proposition are satisfied (for the sec-
ond assertion one needs to use corollary 4.13). So assume [A1, . . . ,An]0 < ∞. Then Γ is conve-
nient. Let M00(A) be as in theorem 4.8. Pick (f1, . . . , fn) ∈ M00(A) and let (g1, . . . , gn) be generic
k-linear combinations of the fj . The Newton diagram of each gj is Γ, so that identity (41) implies
that [f1, . . . , fn]0 = [g1, . . . , gn]0 ≥ n!V −n (Γ), which proves assertion (1). Theorem 4.8 implies that
[g1, . . . , gn]0 = n!V
−
n (Γ) if and only if g1, . . . , gn are non-degenerate at the origin. It is straightforward to
check using theorem 3.25 that the non-degeneracy at the origin of n generic linear combinations of the fj
is equivalent to the condition from assertion (2). 
7.3. Reduction to the convenient case. Letm be the maximal ideal of k[[x1, . . . , xn]]. If [f1, . . . , fn]0 <
∞, then the ideal generated by f1, . . . , fn in k[[x1, . . . , xn]] contains mk for all sufficiently large k. It fol-
lows that if we replace fj by fj +
∑
j ci,jx
di,j
j , then [f1, . . . , fn]0 does not change for sufficiently large
di,j . Since the Newton diagrams of the fj become convenient after these replacements, it follows that
given any set of subsets A1, . . . ,An of Zn≥0 such that [A1, . . . ,An]0 < ∞, we may use (40) or (42) to
compute [A1, . . . ,An]0 after adding to each Γj appropriate vertices on the coordinate axes. In this section
we derive a sharp explicit bound on the placement of these vertices which guarantees that the intersection
multiplicity at the origin remains unchanged.
Let S be a compact subset of Rn and ν be an element of (Rn)∗ centered at the origin. Let Hν(S) :=
{α ∈ Rn : 〈ν, α〉 = minS(ν)} be the hyperplane perpendicular to ν which contains the “face” Inν(S) of
S corresponding to ν. We write mν,i(S) for the i-th coordinate of the point of the intersection of Hν and
the i-th coordinate axis. Given a collection A = (A1, . . . ,An) of subsets of Zn≥0, pick I ∈ TA,1, where
TA,1 is as in (32). Let j1 = 1, j2, . . . , j|I| be the elements of T IA. For each j, let Γ
I
j be the Newton diagram
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of AIj := Aj ∩ RI . Define V ′I0,1(A) to be the set of primitive weighted orders centered at the origin on
k[xi : i ∈ I] such that the (|I| − 1)-dimensional mixed volume of Inν(ΓIj2), . . . ,ΓIj|I| is nonzero; recall
that faces with nonzero mixed volume can be detected combinatorially (theorem 3.25). Finally, define
mi(A, 1) := max
I∈TA,1
max
ν∈V′I0,1(A)
mν,i(Γ
I
1) ∈ Q(43)
Let A′1 := A1 ∪ {m′1e1, . . . ,m′nen}, where ei are the standard unit vectors in Rn and m′i are arbitrary
integers greater than or equal to mi(A, 1). Let A′ := (A′1,A2, . . . ,An). Note that A′1 is convenient.
Proposition 4.31. Assume [A1, . . . ,An]0 < ∞. Then [A′1,A2, . . . ,An]0 = [A1, . . . ,An]0. Moreover,
the transformation A1 7→ A′1 is sharp in the following sense: if A′′1 ⊃ A1 ∪ {m′′i ei} for any i and any
non-negative integer m′′i such that m
′′
i < mi(A, 1), then [A′′1 ,A2, . . . ,An]0 < [A1, . . . ,An]0.
PROOF. If [A1, . . . ,An]0 = 0, then 0 ∈
⋃
j Aj ⊂ A′1 ∪
⋃
j≥2Aj , so that [A′1,A2, . . . ,An]0 = 0 as
well. Now assume 0 < [A1, . . . ,An]0 < ∞. Then 0 6∈ A1, and therefore mi(A, 1) > 0 for each i, and
therefore lemma 4.12 implies that 0 < [A′1,A2, . . . ,An]0 <∞ and TA,1 = TA′,1. Now pick I ∈ TA′,1.
Let j1 = j, j2, . . . , j|I| be the elements of T IA′ . If Γ
′I
1 is the Newton diagram ofA′1∩RI , it is straightforward
to see using the definition of [·, . . . , ·]∗0 that [Γ′I1 ,ΓIj2 , . . . ,ΓIj|I| ]∗0 = [ΓI1,ΓIj2 , . . . ,ΓIj|I| ]∗0, and therefore (33)
implies that [A′1,A2, . . . ,An]0 = [A1, . . . ,An]0. On the other hand, if for some i ∈ I , Γ′I1 contains
an element on the i-th axis with coordinates m′′i ei such that m
′′
i < mν,i(Γ
I
1) for some ν ∈ V ′I0,1(A),
then minΓ′I1 (ν) < minΓI1(ν), and it would follow that [Γ
′I
1 ,Γ
I
j2
, . . . ,ΓIj|I| ]
∗
0 < [Γ
I
1,Γ
I
j2
, . . . ,ΓIj|I| ]
∗
0, which
implies the last assertion. 
It is clear that given A1, . . . ,An such that [A1, . . . ,An]0 < ∞, repeating the above process n times
would yield a collection of convenient subsets with the same intersection multiplicity at the origin.
8. Open problems
Let A := (A1, . . . ,An) be a collection of subsets of Zn≥0. It is natural to ask for characterizations of
those (f1, . . . , fn) ∈ L0(A) such that [f1, . . . , fn]0 = [A1, . . . ,An]0. Theorem 4.8 answers the question
in the case that ND(fj) = ND(Aj) for each j. It remains to solve the combinatorial task of determining
the configurations of sets with the minimal multiplicity.
Problem 4.32. Given subsetsA1, . . . ,An of Zn≥0, characterize the collections A′j of subsets ofAj +Rn≥0
such that [A′1, . . . ,A′n]0 = [A1, . . . ,An]0.
Theorem 4.2 implies that [A1, . . . ,An]0 is determined by the “initial parts” Aj ∩ ND(Aj) of Aj .
If A′j ⊆ Aj + Rn≥0 are such that [A′1, . . . ,A′n]0 = [A1, . . . ,An]0, then proposition 4.5 implies that
A′j ∩ND(Aj) 6= ∅ for each j. It is natural to ask if these subsets determine [A′1, . . . ,A′n]0. Corollary 4.34
below shows that this is indeed the case. We use the following notation in the results below: given f =∑
α cαx
α ∈ k[[x1, . . . , xn]] and S ⊆ Rn, we write fS :=
∑
α∈S cαx
α.
Lemma 4.33. Let h1, . . . , hn ∈ k[[x1, . . . , xn]] and B be a subset of Zn≥0 containing Supp(hn). Assume
[h1, . . . , hn]0 = min{[h1, . . . , hn−1, g]0 : Supp(g) ⊆ B} <∞
Then [h1, . . . , hn]0 = [h1, . . . , hn−1, hn,ND(B)]0.
PROOF. Indeed, since 0 < [h1, . . . , hn]0 < ∞, proposition C.8 implies that h1, . . . , hn−1 define a
curveC on a neighborhood of the origin, and [h1, . . . , hn]0 = ord0(hn|C) = min{ord0(g|C) : Supp(g) ⊆
B}. For each branch B of C at the origin, min{ord0(g|B) : Supp(g) ⊆ B} is precisely mB :=
minB∩RIB (νB), where IB and νB are as in definition 4.15. Since Supp(hn) ⊆ B, it follows that Supp(hn)∩
RI contains points α such that 〈νB , α〉 = mB , and these points determine ord(hn|B). This proves the
lemma. 
Corollary 4.34. Let (f1, . . . , fn) ∈ L0(A) be such that [f1, . . . , fn]0 = [A1, . . . ,An]0. Then
[f1,ND(A1), . . . , fn,ND(An)]0 = [f1, . . . , fn]0 = [A1, . . . ,An]0
In particular, if A′j are subsets of Aj + Rn≥0 such that [A′1, . . . ,A′n]0 = [A1, . . . ,An]0, then
[A′1 ∩ND(A1), . . . ,A′n ∩ND(An)]0 = [A′1, . . . ,A′n]0 = [A1, . . . ,An]0
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PROOF. We proceed by induction on δ := |{j : ND(Aj) 6= ND(fj)}|. Clearly the result holds
for δ = 0. If δ ≥ 1, we may assume without loss of generality that ND(fn) 6= ND(An). Let g be a
generic power series supported atAn. Proposition C.10 implies that [A1, . . . ,An]0 ≤ [f1, . . . , fn−1, g]0 ≤
[f1, . . . , fn]0. Since [A1, . . . ,An]0 = [f1, . . . , fn]0, it follows that min{[f1, . . . , fn−1, g]0 : Supp(g) ⊆
An} = [f1, . . . , fn]0. Lemma 4.33 then implies that [f1, . . . , fn−1, fn,ND(An)]0 = [f1, . . . , fn]0 =
[A1, . . . ,An]0. Now replace An by Supp(fn) ∩ND(An) and apply the induction hypothesis. 
The requirement that A′j ⊆ Aj + Rn≥0 for each j is necessary for corollary 4.34. Indeed, if Aj ,A′j ,
j = 1, 2, are from fig. 5, then [A1,A2]0 = [A′1,A′2]0 = [A1,A′2]0 = 9, but [A′1 ∩ ND(A1),A′2 ∩
ND(A2)]0 =∞.
A1 A2 A′1 A′2
FIGURE 5. Failure of corollary 4.34 when there is j such that A′j 6⊆ Aj + Rn≥0
Due to corollary 4.34 problem 4.32 reduces to the following problem.
Problem 4.35. Given diagrams Γ1, . . . ,Γn ⊂ Rn≥0, characterize the collections of diagrams Γ′j ⊆ Γj
such that [Γ′1, . . . ,Γ
′
n]0 = [Γ1, . . . ,Γn]0.
9. Notes and references
Theorems 4.2, 4.8 and 4.10 are from [Mon16]. For convenient Newton diagrams there is a formula
for generic intersection multiplicity in terms of integer lattice points in the region bounded by the diagram
and the coordinate hyperplanes (see e.g. [Est12, Theorem 5]). A. Khovanskii informed the author that he
had obtained (but did not publish) a bound equivalent to (43) which reduces the computation of generic
intersection multiplicity to the convenient case. [HJS17] lists some other formulae for generic intersection
mulitplicity in the general case.
CHAPTER 5
Number of solutions on (open subsets of) the affine space
1. Introduction
In this section we compute the number of solutions on kn of generic systems of polynomials with
given supports, and give explicit BKK-type characterizations of genericness in terms of initial forms of the
polynomials. The technique of the proof allows us to treat the more general case of counting solutions (of
generic systems) on any Zariski open subset of kn.
2. The bound
2.1. Khovanskii’s formula. For polynomials f1, . . . , fn, and any Zariski open subset U of kn, as
in section 3.3 let [f1, . . . , fn]isoU be the sum of intersection multiplicities of f1, . . . , fn at all the isolated
points of V (f1, . . . , fn) ∩ U . Given a collection A := (A1, . . . ,An) of n finite subsets of Zn≥0, define
[A1, . . . ,An]isoU := max{[f1, . . . , fn]isoU : Supp(fj) ⊂ Aj , j = 1, . . . , n}
In this section we give a formula for [A1, . . . ,An]isoU in terms of (mixed volumes of) convex hulls of Aj .
For I ⊆ [n], define T IA as in theorem 4.2, and let
E (A) := {I ⊆ [n] : there is I˜ ⊇ I such that |T I˜A| < |I˜|}(44)
Lemma 5.1 below implies that [A1, . . . ,An]isoU = [A1, . . . ,An]isoUA , where UA := U \
⋃
i∈E (A) k
I .
Lemma 5.1. Let f1, . . . , fm ∈ k[x1, . . . , xn] and let V := V (f1, . . . , fm) ⊂ kn. Given I ⊆ [n], if there
exists I˜ ⊇ I such that |{j : fj |kI˜ 6≡ 0}| < |I˜|, then no point of V ∩ kI is isolated in V . 
Define
E (U) := {I ⊆ [n] : kI ∩ U = ∅},(45)
T (U,A) := {I ⊆ [n] : I /∈ E (U) ∪ E (A), |T IA| = |I|}.(46)
Lemma 5.2. If I 6∈ T (U,A), then (k∗)I ∩ V (f1, . . . , fn) ∩ U = ∅ for generic f1, . . . , fn such that
Supp(fj) ⊆ Aj , j = 1, . . . , n. 
Remark 5.3. It is possible that the empty set ∅ is in T (U,A); this is the case if and only if the origin is in
U and [A1, . . . ,An]0 <∞ (see example 5.5).
THEOREM 5.4 (Khovanskii). Let Pj be the convex hull of Aj , j = 1, . . . , n. For I ⊆ [n], let PIj :=
Pj ∩ RI , and define piI as in (30). Then
[A1, . . . ,An]isoU =
∑
I∈T (U,A)
MV(PIj1 , . . . ,PIj|I|)× [pi[n]\I(Pj′1), . . . , pi[n]\I(Pj′n−|I|)]0(47)
where for each I ∈ T (U,A), j1, . . . , j|I| are the elements of T IA, and j′1, . . . , j′n−|I| are the elements of
[n] \ T IA, and [·, . . . , ·]0 is defined as in (29).
The interpretation of the right hand side of (47) is straightforward - for each I ∈ T (U,A), the corre-
sponding term counts with multiplicity the number of solutions on (k∗)I ∩U of generic systems supported
at A1, . . . ,An. In the next section we present another formula which sometimes is more efficient, since it
involves summing over elements from a proper subset of T (U,A).
66
2. THE BOUND 67
Example 5.5. LetAj be the support of fj from examples 3.26 and 4.4, and U be a nonempty Zariski open
subset of k3. Then E (A) = ∅, and
T (U,A) =

{{1, 2, 3}, {3}, ∅} if 0 ∈ U (Case 1),
{{1, 2, 3}, {3}} if 0 6∈ U , but U contains a point on the z-axis (Case 2),
{{1, 2, 3}} otherwise (Case 3).
In Case 3, identity (5.4) and example 3.26 imply that
[A1,A2,A3]isoU = MV(P1,P2,P3) = 5
Since the projections of P2 and P3 onto the (x, y)-plane have non-trivial linear part, and P{3}1 has integer
length 1 (see fig. 1), identity (5.4) implies that in Case 2,
[A1,A2,A3]isoU = 5 + MV(P{3}1 )× [pi{1,2}(P2), pi{1,2}(P3)]0 = 5 + 1 · 1 = 6
Finally, in Case 1, identity (5.4) and the computation from example 4.4 imply that
[A1,A2,A3]isoU = 6 + [P1,P2,P3]0 = 6 + 6 = 12
2
1 2
3
1
2
P{3}1
2
1 2
3
1
2
pi{1,2}(P2) 1
2
0.5 1
1.5 2
1
2
pi{1,2}(P3)
FIGURE 1. Computing MV(P{3}1 )× [pi{1,2}(P2), pi{1,2}(P3)]0
2.2. A formula in the same spirit as the formula for generic intersection multiplicity. If ν is a
weighted order on k[x1, . . . , xn], we say that ν is centered at infinity if ν(xi) < 0 for some i ∈ [n]. Given
I ⊆ [n], we say that ν is centered at kI if ν(xi) ≥ 0 for each i ∈ I and ν(xi′) > 0 for each i′ ∈ [n] \ I .
Given a collectionS of subsets of [n], we denote by knS the complement in k
n of the coordinate subspaces
k
I for all I ∈ S , i.e.
k
n
S := k
n \
⋃
I∈S
k
I(48)
We write VS for the union of the sets of weighted orders centered at kI for all I ∈ S , and V∞ for the
set of weighted orders centered at infinity; the collection of primitive elements in VS and V∞ are denoted
respectively as V ′S and V ′∞.
Example 5.6. Taking S = ∅ gives knS = kn and VS = ∅. If we take S = {∅}, then knS = kn \ {0}
and VS is the set V0 of weighted orders centered at the origin (see section 4.2.2). If S is the set of all
subsets of [n] consisting of n − 1 elements, then knS = (k∗)n and VS is the set of all non-zero weighted
orders which are not centered at infinity.
Let A := (A1, . . . ,An) be a collection of subsets of Zn≥0 and Pj be the convex hull in Rn of Aj ,
j = 1, . . . , n. Given a collectionS of subsets of [n], define
[P1, . . . ,Pn]∗S := −
∑
ν∈V′S∪V′∞
min
P1
(ν) MV′ν(Inν(P2), . . . , Inν(Pn))(49)
where MV′ν(·, . . . , ·) is defined as in (18).
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THEOREM 5.7. Let U be a Zariski open subset of kn. We continue to use the notation of theorem 5.4.
Define T1(U,A) := {I ∈ T (U,A) : 1 ∈ T IA}, and for each I ⊆ [n], set E I(U,A) := {J ⊆ I : J ∈
E (U) ∪ E (A)}. Then
[A1, . . . ,An]isoU =
∑
I∈T1(U,A)
[PI1 ,PIj2 , . . . ,PIj|I| ]∗E I(U,A) × [pi[n]\I(Pj′1), . . . , pi[n]\I(Pj′n−|I|)]0(50)
where for each I ∈ T1(U,A), j1 = 1, j2, . . . , j|I| are the elements of T IA, and j′1, . . . , j′n−|I| are the
elements of [n] \ T IA.
There is an obvious analogy between formula (50) and the formula (33) for intersection multiplicity
at the origin. The interpretations of the terms on the right hand side of (50) are also analogous to the
interpretations of the corresponding terms of (33) described in section 4.2.1. As in the case of (33), and
unlike (47), the symmetry of the right hand side of (50) with respect to permutations of the Pj is not at all
obvious. We use (50) to derive the symmetric formula of Huber and Sturmfels [HS97] and Rojas [Roj99]
in section 5.4.1.
2
1 2 3
1
2
3
4
P1 + P3
(2,2,1)
(1,1,1)
(0,1,0)
(1,0,0) (1,1,0)
(-2,-2,-1)
inner normals to facets
of P1 + P3
FIGURE 2. P1 + P3 and the inner normals to its facets
Example 5.8. We continue with A1,A2,A3 from example 5.5, and compute [A1,A2,A3]isoU using theo-
rem 5.7 for nonempty Zariski open subsets U of k3. It is straightforward to check that
T1(U,A) =
{
{{1, 2, 3}, {3}} if U contains a point on the z-axis (Case 1 or 2 of example 5.5),
{{1, 2, 3}} otherwise (Case 3 of example 5.5).
On the other hand, if we change the order of the Aj , or equivalently, consider the collection A′ :=
(A2,A1,A3), then one checks that T1(U,A′) = {{1, 2, 3}} for any (nonempty) U , and we apply identity
(50) to A′ to reduce computation. In particular, we have
[A1,A2,A3]isoU = [A2,A1A3]isoU = [P2,P1,P3]∗E (U,A) = −
∑
ν∈V′
E(U,A)∪V′∞
min
P2
(ν) MV′ν(Inν(P1), Inν(P3))
The inner normals to the facets of P1+P2 are listed in fig. 2. The only element in V ′∞ is (−2,−2,−1).
If the origin is in U , then E (U) = ∅, and therefore it follows from example 3.3 and fig. 3 that
[A1,A2,A3]isoU = −minP2 (−2,−2,−1) ·Area( ) = 6 · 2 = 12
If the origin is not in U , but U contains some other points of the z-axis, then for I = {1, 2, 3}, the set
E I(U,A) contains the emptyset, but not {3}. It follows that V ′E I(U,A) does not contain (1, 1, 0), but it
contains each (primitive) weighted order centered at the origin (see example 5.6); in particular, it contains
(2, 2, 1) and (1, 1, 1). Since minP2(ν) = 0 when ν = (1, 0, 0) or (0, 1, 0), it does not matter if these two
elements are in V ′E I(U,A). It then follows from fig. 3 that
[A1,A2,A3]isoU = 12−minP2 (2, 2, 1) ·Area(∅)−minP2 (1, 1, 1) ·Area( ) = 12− 4 · 0− 3 · 2 = 6
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ν = (−2,−2,−1)
+ =
Inν(P1) Inν(P3) Inν(P1 + P3)
ν = (2, 2, 1)
+ =
Inν(P1) Inν(P3) Inν(P1 + P3)
ν = (1, 1, 1)
+ =
Inν(P1) Inν(P3) Inν(P1 + P3)
ν = (1, 1, 0)
+ =
Inν(P1) Inν(P3) Inν(P1 + P3)
FIGURE 3. The image under ψν of initial faces of P1,P3 and P1 + P3
If U does not intersect the z-axis, then (1, 1, 0) is also an element of V ′E I(U,A), and it follows that
[A1,A2,A3]isoU = 6−minP2 (1, 1, 0) ·Area( ) = 6− 1 · 1 = 5
The computations therefore agree with those from example 5.5. Note that formulae (47) and (50) resolve
the cases in the opposite order!
3. Derivation of the formuale for the bound
In this section we prove theorems 5.4 and 5.7. Throughout this section A := (A1, . . . ,An) denotes
a collection of finite subsets of Zn≥0, and Pj denotes the convex hull of Aj in Rn, j = 1, . . . , n. As in
the preceding chapters, we write L(A) for the space of n-tuples of polynomials supported at A, and as
in section 4.5.1, we write Nˇ 0(A) be the collection of all A-non-degenerate (f1, . . . , fn) ∈ L(A) such
that NP(fj) = Pj for each j = 1, . . . , n. Given a Zariski open subset U of kn, let Nˇ 0(U,A) for all
(f1, . . . , fn) ∈ Nˇ 0(A) such that for all I 6∈ E (U) ∪ E (A),
(V (f1, . . . , fn) ∩ (k∗)I) \ U = ∅(51)
Proposition 4.25 and lemma 4.26 imply that Nˇ 0(U,A) contains a nonempty Zariski open subset of L(A).
Assertion (3) of proposition C.9 therefore implies that in order to prove theorems 5.4 and 5.7, it suf-
fices to show that [f1, . . . , fn]U equals the quantities from the right hand sides of (47) and (50) for all
(f1, . . . , fn) ∈ Nˇ 0(U,A).
3.1. Proof of theorem 5.4. Theorem 5.4 follows from the following result.
Proposition 5.9. Let (f1, . . . , fn) ∈ Nˇ 0(U,A) and I ⊆ [n] such that U ∩ kI 6= ∅.
(1) If I 6∈ T (U,A), then V (f1, . . . , fn) ∩ (k∗)I = ∅.
(2) If I ∈ T (U,A), then∑
a∈(k∗)I
[f1, . . . , fn]a = MV(PIj1 , . . . ,PIj|I|)× [pi[n]\I(Pj′1), . . . , pi[n]\I(Pj′n−|I|)]0(52)
where j1, . . . , j|I| are elements of T IA, and j
′
1, . . . , j
′
n−|I| are elements of [n] \ T IA.
PROOF. If I 6∈ T (U,A) ∪ E (A), then |T IA| > |I|, and property (a) of A-non-degenerate systems
imply that V (f1, . . . , fn) ∩ (k∗)I = ∅, which proves assertion (1). Now pick I ∈ T (U,A) and a ∈
V (f1, . . . , fn) ∩ (k∗)I . Since proper non-degeneracy implies BKK non-degeneracy when dimension of
the ambient affine space is equal to the number of polynomials, property (a) of A-non-degenerate systems
implies that (fj |kI : j ∈ T IA) are BKK non-degenerate, and corollary 3.13 implies that V (f1, . . . , fn) ∩
(k∗)I is finite. If j ∈ T IA, B.3(b) implies that C := V (fi : i 6= j) ∩ (k∗)I is purely one dimensional near
a. Property (c) of A-non-degenerate systems and corollary 4.23 imply that kI is an irreducible component
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of V ′ := V (fj′ : j′ 6∈ T IA), and no irreducible component of V ′ other than kI contains any irreducible
component of C. Corollary C.23 then implies that
[f1, . . . , fn]a = [fj1 |kI , . . . , fj|I| |kI ]a × [fj′1,, . . . , fj′n−|I|,]0(53)
for generic  = (1, . . . , n) ∈ (k∗)I , where fj′k, are formed from fj′k by substituting i for xi for all
i ∈ I . Due to property (51), assertion (2) follows by summing (53) over all a ∈ (k∗)I due to theo-
rems 3.7 and 4.8 (after using BKK non-degeneracy of fj1 |kI , . . . , fj|I| |kI and non-degeneracy at the origin
of fj′1,, . . . , fj′n−|I|, for generic ). 
3.2. Proof of theorem 5.7. Let (f1, . . . , fn) ∈ Nˇ 0(U,A) and C be the subscheme of f2, . . . , fn
defined on U ′ := U \ ⋃I∈E (A) kI . For each I ⊆ [n] such that U ′ ∩ kI 6= ∅, let {CIj }j be the set of
irreducible components of C such that kI is the smallest coordinate subspace of kn containing each CIj .
Claim 5.10. Let I ⊆ [n] such that U ′ ∩ kI 6= ∅, T1(U,A) be as in theorem 5.7 and T ′IA be as in property
(c) of A-non-degeneracy.
(1) If {CIj }j is nonempty, then I ∈ T1(U,A).
(2) If I ∈ T1(U,A), then [n] \ T IA ∈ T ′IA .
PROOF. For the first assertion, pick I ⊆ [n] such that {CIj }j is nonempty. Since I 6∈ E (A), it follows
that |T IA| ≥ |I|. On the other hand, if |T IA \ {1}| ≥ |I|, then property (a) of A-non-degeneracy and
lemma 4.17 implies that each {CIJ}j is a point, which contradicts B.3(b). Accordingly |T IA \{1}| = |I|−1
and |T IA| = |I|, which imply that I ∈ T1(U,A), as required. The second assertion follows from the
definition of E (A) and corollary 4.13. 
For each I ∈ T1(U,A), property (a) of A-non-degeneracy and assertion (1) of corollary 3.21 imply
that either {CIj }j is empty, or each CIj has dimension one. It then follows from claim 5.10 that C is a
curve, and therefore proposition C.8 and theorem C.5 and B.3(c) imply that
[f1, . . . , fn]U =
∑
a∈C
orda(f1|C) =
∑
I,j,a
[f2, . . . , fn]CIj orda(f1|CIj )
where [f2, . . . , fn]CIj are defined as in appendix C.5. Pick I ∈ T1(U,A). Let j1 = 1, j2, . . . , j|I| be the
elements of T IA, and j
′
1, . . . , j
′
n−|I| be the elements of [n] \ T IA. Property (c) of A-non-degenerate systems
and corollary 4.23 imply that kI is an irreducible component of V ′ := V (fj′1 , . . . , fj′n−|I|), and if {CIj }j
is nonempty, then no irreducible component of V ′ other than kI contains any irreducible component of C.
Proposition C.22 then implies that
[f1, . . . , fn]U =
∑
I,j,a
orda(f1|CIj )[fj2 |kI , . . . , fj|I| |kI ]CIj × [fj′1,, . . . , fj′n−|I|,]0
for generic  = (1, . . . , n) ∈ (k∗)I , where fj′k, are formed from fj′k by substituting i for xi for all
i ∈ I . Property (b) of A-non-degenerate systems and theorem 4.8 imply that [fj′1,, . . . , fj′n−|I|,]0 =
[pi[n]\I(Pj′1), . . . , pi[n]\I(Pj′n−|I|)]0 for generic  ∈ kI . In order to prove theorem 5.7 therefore it suffices
to show that for each I ∈ T (U,A),∑
j,a
orda(f1|CIj )[fj2 |kI , . . . , fj|I| |kI ]CIj = [P
I
1 ,PIj2 , . . . ,PIj|I| ]∗E I(U,A)
Identify kI with kk, where k := |I|. Proposition 3.20 and claim 3.21.1 imply that we can find a k-
dimensional convex rational polytope P such that
• kI ↪→ XP ,
• V (fj2 |kI , . . . , fjk |kI ) extends to a complete curve C¯I on XP , and
• f1 restricts to a non-zero rational function on C¯I which is representable near every point of C¯I
as a quotient of non zero-divisors.
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Corollary C.6 implies that∑
j
∑
a∈U ′
orda(f1|CIj )[fj2 |kI , . . . , fjk |kI ]CIj = −
∑
j
∑
a∈C¯Ij \U ′
orda(f1|CIj )[fj2 |kI , . . . , fjk |kI ]CIj
where C¯Ij are the closures of C
I
j in XP . Property (51) of the fj implies that a ∈ C¯Ij \ U ′ if and only if
either a ∈ kI′ for some I ′ ∈ E (U)∪ E (A), or (the germ at) a is a branch at infinity of CIj . Corollary 3.29
then implies that∑
j
∑
a∈U ′
orda(f1|CIj )[fj2 |kI , . . . , fjk |kI ]CIj = −
∑
ν∈V′I
EI (U,A)∪V′I∞
min
PI1
(ν) MV′ν(Inν(PIj2), . . . , Inν(PIjk))
where V ′I∞ (respectively V ′IE I(U,A)) is the set of primitive weighted orders on k[xi : i ∈ I] which are
centered at infinity (respectively at kI
′
for some I ′ ∈ E I(U,A)). Since the right hand side of the preceding
identity is precisely [PI1 ,PIj2 , . . . ,PIj|I| ]∗E I(U,A), this completes the proof of theorem 5.7.
4. Other formulae for the bound
Throughout this section we continue to use A to denote a collection (A1, . . . ,An) of finite subsets of
Zn≥0 and Pj to denote the convex hull of Aj , j = 1, . . . , n.
4.1. The formula of Huber-Sturmfels and Rojas. Let t be a new indeterminate. Fix positive integers
k1, . . . , kn. Note that for each f1, . . . , fn ∈ k[[x1, . . . , xn]], and each Zariski open subset U of kn,
[f1, . . . , fn]
iso
U = [t, f1 + c1t
k1 , . . . , fn + cnt
kn ]isoU×k(54)
for any c1, . . . , cn ∈ k. It follows that
[A1, . . . ,An]isoU = [Aˆ0, . . . , Aˆn]isoUˆ
where Uˆ := U × k, Aˆ0 := {(1, 0, . . . , 0)} ⊂ Zn+1≥0 and Aˆj := {(kj , 0, . . . , 0)} ∪ ({0} ×Aj) ⊂ Zn+1≥0 for
j = 1, . . . , n. Let Aˆ := (Aˆ0, . . . , Aˆn). It is straightforward to check that T1(Uˆ , Aˆ) = {[n + 1]}, so that
theorem 5.7 implies that
[A1, . . . ,An]isoU = [Pˆ0, . . . , Pˆn]∗E (Uˆ)∪E (Aˆ) = −
∑
νˆ∈Vˆ′
E(Uˆ)∪E(Aˆ)∪Vˆ′∞
νˆ0 MV
′
νˆ(Inνˆ(Pˆ1), . . . , Inνˆ(Pˆn))
where Pˆj are the convex hulls of Aˆj , and νˆ ranges over the collection Vˆ ′E (Uˆ)∪E (Aˆ) ∪ Vˆ ′∞ of all primitive
weighted orders on k[t, x1, . . . , xn] which are either centered at infinity or centered at kI for some I ∈
E (Uˆ) ∪ E (Aˆ), and νˆ0 := νˆ(t). Now, since dim(Pˆ0) = 0, either theorem 3.5 or theorem 3.25 implies that
MV(Pˆ0, . . . , Pˆn) = 0. Therefore assertion (1) of proposition 3.24 implies that
[A1, . . . ,An]isoU =
∑
νˆ 6∈Vˆ′
E(Uˆ)∪E(Aˆ)∪Vˆ′∞
νˆ0 MV
′
νˆ(Inνˆ(Pˆ1), . . . , Inνˆ(Pˆn))(55)
If ν is a primitive weighted order on k[t, x1, . . . , xn], then ν 6∈ Vˆ ′E (Uˆ)∪E (Aˆ) ∪ Vˆ ′∞ if and only if all the
following hold:
(i) ν is nonnegative, and
(ii) for each I ∈ E (U) ∪ E (A), there is i′ 6∈ I such that ν(xi) = 0.
Let Vˆ ′(U,A) be the set of all primitive weighted orders νˆ on k[t, x1, . . . , xn] which satisfy properties (i),
(ii) and in addition satisfy the following:
(iii) νˆ0 := νˆ(t) is positive.
Since a summand on the right hand side of (55) has a nonzero contribution only if νˆ0 is positive, it follows
that for any Zariski open subset U of kn,
[A1, . . . ,An]isoU =
∑
νˆ∈Vˆ′(U,A)
νˆ0 MV
′
νˆ(Inνˆ(Pˆ1), . . . , Inνˆ(Pˆn))(56)
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In the case that k = C, E (A) = ∅, and U = kn \ V (∏j∈J xj) ∼= (k∗)|J| × kn−|J| for some J ⊆ [n],
formula (56) appeared in [HS97]. In this case Vˆ ′(U,A) consists of all primitive nonnegative weighted
orders νˆ on k[t, x1, . . . , xn] such that νˆ0 is positive, and νˆ(xj) = 0 for each j ∈ J . The sum on the
right hand side in this case was termed in [HS97] as the I-stable mixed volume (where I := [n] \ J) of
A1, . . . ,An. J. M. Rojas [Roj99] observed that the formula of [HS97] works over all algebraically closed
fields.
4.2. Estimates in terms of single mixed volumes. If U is nonempty, identity (47) implies that
[A1, . . . ,An]isoU ≥ MV(P1, . . . ,Pn). On the other hand, since Aj ⊆ A˜j := Aj ∪ {0}, it trivially follows
that [A1, . . . ,An]isoU ≤ [A′1, . . . ,A′n]isoU = MV(P ′1, . . . ,P ′n), where P ′j are the convex hull of A′j , and the
last equality follows from (47). It follows that for nonempty Zariski open subsets U of kn,
MV(conv(A1), . . . , conv(An)) ≤ [A1, . . . ,An]isoU ≤ MV(conv(A1 ∪ {0}) . . . , conv(An ∪ {0}))(57)
The upper bound in (57) is due to T. Y. Li and X. Wang [LW96]. We now examine when these bounds
are exact. The lower bound is easier to handle; the following result follows directly from theorems 3.25
and 5.4.
Proposition 5.11. Let U be a nonempty Zariski open subset of kn. The first inequality in (57) holds with
equality if and only if for each I ∈ T (U,A), Pj1 ∩ RI , . . . ,Pj|I| ∩ RI are dependent, where j1, . . . , j|I|
are the elements of T IA. In particular, it holds if all Aj have the same Newton polytope. 
We say that A = (A1, . . . ,An) is regularly attached to the coordinate cross if for each proper subset
I of [n], the set of nonempty elements of {Pj ∩ RI : j = 1, . . . , n} is dependent; in particular this
implies (taking I = ∅) that the origin belongs to at least one of the Aj . The following is immediate from
proposition 5.11.
Corollary 5.12 (Khovanskii [Kho78]). If U is nonempty and A is regularly attached to the coordinate
cross, then [A1, . . . ,An]isoU = MV(P1, . . . ,Pn). 
Now let M := MV(conv(A1 ∪ {0}) . . . , conv(An ∪ {0})) be the upper bound from (57). Consider
as in (54) the system
fj + t = 0, j = 1, . . . , n,(58)
where fj are generic polynomials supported at Aj . For generic t 6= 0, the corresponding system has
precisely M solutions, all of which are on (k∗)n. Therefore, the number of solutions of the system at
t = 0 is also M if and only if there is no curve of solutions of the system (58) on (k∗)n that escapes U as
t approaches 0. Theorems 3.5 and 3.25 and proposition 3.20 imply that such a curve exists if and only if
there is a weighted order νˆ on k[x1, . . . , xn, t] such that
(i) νˆ(t) > 0,
(ii) the restriction of νˆ to k[x1, . . . , xn] is either centered at infinity or at kI for some I ∈ E (U) ∪
E (A), and
(iii) Inνˆ(Pˆ1), . . . , Inνˆ(Pˆn) are independent, where Pˆj := NP(fj + t) ⊂ Rn+1≥0 .
Let ν be the restriction of νˆ to k[x1, . . . , xn]. Let mν := max{minPj (ν) : j = 1, . . . , n}. Since
dim(Inνˆ(
∑
j Pˆj)) ≤ dim(Inν(
∑
j Pj)) + 1, and since νˆ(t) > 0, it follows from the definition of depen-
dence of polytopes that Inνˆ(Pˆ1), . . . , Inνˆ(Pˆn) are independent if and only if
(iv) mν > 0, and
(v) for all J ⊆ [n],
dim(Inν(
∑
j∈J
Pj)) ≥
{
|J | if minPj (ν) < mν for each j ∈ J ,
|J | − 1 if there is j ∈ J such that minPj (ν) = mν .
(59)
Taking J = [n] in (59) implies in particular that dim(Inν(
∑
j Pj)) = n− 1. These observations imply the
following result.
Proposition 5.13. Let P := ∑j Pj . The second inequality in (57) holds with equality if and only if
(1) either dim(P) ≤ n− 2, or
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(2) dim(P) ≥ n−1, and for each face of dimension (n−1) ofP such that its primitive inner normal1
ν is centered at infinity or at kI for some I ∈ E (U) ∪ E (A), at least one of the conditions (iv)
and (v) fails for ν. 
As a corollary we get a situation where both of the bounds of (57) are exact.
Corollary 5.14. If each Aj is convenient and U is a nonempty Zariski open subset of kn, then
[A1, . . . ,An]isoU = MV(conv(A1), . . . , conv(An)) = MV(conv(A1 ∪ {0}) . . . , conv(An ∪ {0}))
PROOF. Aj satisfy the hypotheses of both propositions 5.11 and 5.13. 
5. Examples motivating the non-degeneracy conditions
In this section we give some examples to motivate the necessary and sufficient conditions for the equal-
ity [f1, . . . , fn]isokn = [A1, . . . ,An]isokn , where A := (A1, . . . ,An) is a given collection of finite subsets of
Zn≥0, and (f1, . . . , fn) ∈ L(A). We consider the case U = kn; in a sense this is the most important case,
and it already captures the essence of the general case. We also assume for simplicity that E (A) = ∅, which
ensures in particular that for generic (f1, . . . , fn) ∈ L(A), all points in the set V (f1, . . . , fn) of common
zeroes of f1, . . . , fn in kn are isolated. In this scenario, if we apply the intuitive reasoning from section 3.3
that motivated the non-degeneracy condition for Bernstein’s theorem, we are led to the following condition:
f1|kI , . . . , fn|kI are BKK non-degenerate at infinity for each I ⊆ [n].(ND∞)
where BKK non-degeneracy at infinity is defined as follows: g1, . . . , gm ∈ k[x1, . . . , xn] are BKK non-
degenerate at infinity if for each weighted order ν centered at infinity (see section 5.2.2), there is no common
root of Inν(gj), j = 1, . . . ,m, on (k∗)n. We now present a series of examples which illustrate how
condition (ND∞) falls short of characterizing the correct non-degeneracy condition, and which also suggest
the ways to amend it. In all these examples Pj would denote the convex hull of Aj , j = 1, . . . , n.
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FIGURE 4. Newton polytopes of example 5.15
Example 5.15. LetA1 = A2 = {(0, 0, 0), (1, 1, 0), (0, 1, 1), (1, 0, 1)} ⊂ Z3≥0 andA3 = A1 +{(0, 0, 1)}.
Then P1 = P2 is a tetrahedron and P3 is a translation of P1, and therefore
MV(P1,P2,P3) = 3! Vol(P1) = 2
If fj are polynomials such that NP(fj) = Pj , then
f1 = a1 + b1x1x2 + c1x2x3 + d1x3x1
f2 = a2 + b2x1x2 + c2x2x3 + d2x3x1
f3 = x3(a3 + b3x1x2 + c3x2x3 + d3x3x1)
where aj , bj , cj , dj ∈ k∗. We write V for the set of common zeroes of f1, . . . , f3 on k3, and V ∗ for
V ∩ (k∗)3.
1If dim(P) = n− 1, then both of the primitive normals to P are considered to be inner.
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(a) If all aj , bj , cj , dj are generic, then it is straightforward to check directly that V = V ∗. Therefore
theorem 3.5 implies that [A1,A2,A3]isok3 = [f1, f2, f3]isok3 = MV(P1,P2,P3) = 2.
(b) If a1 = a2, b1 = b2, and the remaining coefficients are generic, then V = V ∗ ∪ C, where
C := {x3 = a1 + b1x1x2 = 0} is a positive dimensional component of V (f1, f2, f3). However,
f1, f2, f3 still satisfy (BKK), and theorem 3.7 implies that [f1, f2, f3]isok3 = 2 = [A1,A2,A3]isok3 .
(c) If a1 = a2 = a3, b1 = b2 = b3, and the rest of the coefficients are generic, then again
V = V ∗∪C. However, (BKK) fails for the weighted order ν corresponding to weights (−1, 1, 2)
for (x, y, z), and theorem 3.7 implies that [f1, f2, f3]isok3 < 2 = [A1,A2,A3]isok3 . (It is straight-
forward to verify directly that in this case V ∗ = ∅ and [f1, f2, f3]isok3 = 0.)
Part (b) of example 5.15 shows that it is possible that V (f1, . . . , fn) has a positive dimensional com-
ponent on kn, but still [f1, . . . , fn]isokn = [A1, . . . ,An]isokn (where Aj = Supp(fj)). This does not happen
in the case of (k∗)n, see proposition 3.28. Moreover, since the intersection of the curve C with the “torus”
of the (x1, x2)-plane is nonempty, in part (b) of example 5.15, condition (ND∞) is violated for I = {1, 2}.
However, note that the intersections of P1 and P2 with the (x1, x2)-plane (in Rn) are dependent in the ter-
minology of theorem 3.25. Moreover, in part (c) of example 5.15, where [f1, f2, f3]isok3 < [A1,A2,A3]isok3 ,
condition (ND∞) is violated with I = {1, 2, 3}, and the corresponding polytopes are independent. This
motivates the following definition.
Definition 5.16. An ordered collection B = (B1, . . . ,Bm), m ≥ 1, of collections of finite subsets of Rn is
called RI -dependent if there is a nonempty subset J of [m] such that BIj := Bj ∩RI is nonempty for each
j ∈ J , and the collection {conv(BIj ) : j ∈ J} of convex polytopes is dependent in the sense of section 3.6;
otherwise we say that B is RI -independent.
Example 5.15 suggests that
(i) Condition (ND∞) should be checked only for those I ⊆ [n] such that A is RI -independent.
This, however, is not enough, as the next example shows.
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FIGURE 5. Newton polytopes of example 5.17
Example 5.17. Consider the following system of polynomials:
f1 = a1 + b1x1 + c1x2x3 + d1x3x1
f2 = a2 + b2x1 + c2x2x3 + d2x3x1
f3 = x3(a3 + b3x2 + c3x2x3 + d3x3x1)
where aj , bj , cj , dj ∈ k∗, and Aj := Supp(fj), j = 1, 2, 3. We continue to write V := V (f1, f2, f3) and
V ∗ := V ∩ (k∗)3. When all the coefficients are generic, then it is straightforward to check that V = V ∗,
so that theorem 3.5 implies that
[f1, f2, f3]
iso
k3
= [A1,A2,A3]isok3 = MV(P1,P2,P3)
We compute MV(P1,P2,P3) using proposition 3.24. If ν is the primitive outer normal to any of the facets
of P1 = P2, it is straightforward to check that the image of the corresponding facet under the map ψν from
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the definition of MV′ν(·, . . . , ·) is (up to a translation) the triangle T with vertices (0, 0), (0, 1), (1, 0), and
therefore MV′ν(ldν(P1), ldν(P2)) = 2! Area(T ) = 1. It follows that
[A1,A2,A3]isok3 = MV(P1,P2,P3)
= max
P3
(0,−1, 0) + max
P3
(0, 1,−1) + max
P3
(1, 1, 0) + max
P3
(−1,−1, 1)
= 0 + 0 + 1 + 1
= 2
If a1 = a2 and b1 = b2 and the other coefficients are generic, then it is straightforward to check directly
that V ∗ = ∅ and V is the curve {x3 = a1 + b1x1 = 0}, so that [f1, f2, f3]isok3 = 0. However, the
only I ⊆ {1, 2, 3} such that A is RI -independent is I = {1, 2, 3}, and it is straightforward to check that
fj |kI = fj are in fact BKK non-degenerate at infinity. In particular, f1, f2, f3 satisfy condition (i), but
[f1, f2, f3]
iso
k3
< [A1,A2,A3]isok3 .
Given I ′ ⊆ I ⊆ [n] and a weighted order ν on k[xi : i ∈ I], we say that ν is centered at (k∗)I′ if
ν(xi) = 0 for all i ∈ I ′ and ν(xi) > 0 for all i ∈ I \ I ′. It is straightforward to check that in example 5.17,
the only nonzero weighted orders ν such that Inν(fj), j = 1, 2, 3, have a common zero on (k∗)3 are of the
form (0, 0, ) for  > 0, i.e. they are centered at (k∗)I
′
for I ′ = {1, 2}. It turns out that A is hereditarily
RI′ -dependent (see section 5.6) and therefore example 5.17 suggests that for [f1, . . . , fn]isokn to be equal to
[A1, . . . ,An]isokn , the following condition needs to be satisfied in addition to (i):
(ii) For each I ⊆ [n] such that A is not hereditarily RI -dependent, Inν(fj |kI ) do not have any
common zero on (k∗)n for all weighted orders ν on k[xi : i ∈ I] which are centered at (k∗)I′
for some I ′ ( I such that A is hereditarily RI′-dependent.
Example 5.18. Let f1, . . . , f4 be polynomials in (x1, . . . , x4) such that f1 and f2 are polynomials in
(x1, x2), the (two dimensional) mixed volume of NP(f1) and NP(f2) is nonzero, and
fj = x3fj,1(x1, x2) + x4fj,2(x1, x2) ∈ k[x1, x2, x3, x4], j = 3, 4,
where f3,1, f3,2, f4,1, f4,2 are polynomials in (x, y) such that NP(f3,1) and NP(f4,1) are positive dimen-
sional. Let Aj be the support of fj and Pj be the Newton polytope of fj , j = 1, . . . , 4. The only
I ⊆ {1, 2, 3, 4} such that the fj are RI -independent is I = {1, 2}. It follows that for generic coeffi-
cients, all the common zeroes of f1, . . . , f4 are isolated and contained in the (x1, x2)-plane. Moreover,
theorem 5.4 implies that
[A1,A2,A3,A4]isok4 = MV(P{1,2}1 ,P{1,2}2 )× [pi{3,4}(P3), pi{3,4}(P4)]0 = MV(P1,P2)
Now fix f1, f2 which satisfy (BKK), and fix a common zero z = (z1, z2) of f1, f2 on (k∗)2. Now take
f3,1 and f4,1 such that f3,1(z) = f4,1(z) = 0. Then {(z1, z2, t, 0) : t ∈ k} ⊆ V (f1, f2, f3, f4), so
that (z1, z2, 0, 0) is no longer an isolated point of V (f1, f2, f3, f4) (even though it is an isolated point
of V (f1, f2, f3, f4) ∩ k{1,2}). It follows that [f1, f2, f3, f4]isok4 < MV(P1,P2) = [A1,A2,A3,A4]isok4 .
However, f1, . . . , f4 satisfy both conditions (i) and (ii).
Example 5.18 leads us to another condition that needs to be satisfied in addition to (i) and (ii) for
[f1, . . . , fn]
iso
kn
to be equal to [A1, . . . ,An]isokn ;
(iii) For each I ⊆ [n] such that A is hereditarily RI -dependent, Inν(fj |kI ) do not have any common
zero on (k∗)n for all weighted orders ν on k[xi : i ∈ I] which are centered at (k∗)I′ for some
I ′ ( I such that A is not hereditarily RI′ -dependent.
Note that condition (iii) is precisely the opposite of condition (ii).
6. Non-degeneracy conditions
Let A := (A1, . . . ,An) be a collection of finite subsets of Zn≥0 and I ⊆ [n]. We say that A is
hereditarily RI -dependent if A is RI -dependent (see definition 5.16) and there is I ′ ⊇ I such that
(a) A is RI′ -dependent,
(b) |T I′A | = |I ′|,
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(c) |T I˜A| > |I˜| for each I˜ such that I ⊆ I˜ ( I ′.
Remark 5.19. If I = ∅, then RI is the origin, and A is hereditarily RI -dependent if and only if the origin
belongs to some Aj .
As in section 3.4, we write L0(A) for the space of all systems (f1, . . . , fn) ∈ L(A) such that
NP(fj) = conv(Aj), j = 1, . . . , n. The relevance of “hereditary dependence” to affine Be´zout prob-
lem is given by proposition 5.20 below: it states that if A is hereditarily RI -dependent, then for all
(f1, . . . , fn) ∈ L0(A), either V I := V (f1, . . . , fn) ∩ (k∗)I is empty, or all points of V I are non-isolated
in (the possibly larger set) V (f1, . . . , fn) (however, points of V I might be isolated in V I itself!). This is
not necessarily true if A is simply RI -dependent, e.g. the system (x + y − 1, 2x − y − 2) (over a field of
characteristic not equal to two) has an isolated zero on the coordinate subspace y = 0.
Proposition 5.20. If A is hereditarily RI -dependent, then V (f1, . . . , fn) has no isolated point on (k∗)I
for each (f1, . . . , fn) ∈ L0(A).
We prove proposition 5.20 in section 5.7. Now we introduce the correct non-degeneracy condition for
(arbitrary open subsets of) the affine space. Let U be a Zariski open subset of kn. Let E (A) and E (U) be
as in section 5.2.1. Define
D(U,A) := {I ⊆ [n] : I 6∈ E (U) ∪ E (A), A is hereditarily RI -dependent}(60)
I (U,A) := {I ⊆ [n] : I 6∈ E (U) ∪ E (A), A is not hereditarily RI -dependent}(61)
We say that polynomials f1, . . . , fn are (U,A)-non-degenerate if the following conditions are true:
(a) For each I ∈ I (U,A), there is no common zero of f1|kI , . . . , fn|kI on (k∗)I \U (note that this
condition is vacuously true when U = kn, or more generally, when U = knS (see (48)) for some
collectionS of subsets of [n]),
(b) For all nonempty I ∈ I (U,A) and for all weighted order ν on k[xi : i ∈ I] such that ν is
centered at infinity or at (k∗)I
′
for some I ′ ∈ E (U) ∪ E (A) ∪ D(U,A), there is no common
zero of Inν(f1|kI ), . . . , Inν(fn|kI ) on (k∗)n.
(c) For all nonempty I ∈ D(U,A) and for all weighted order ν on k[xi : i ∈ I] such that ν is cen-
tered at (k∗)I
′
for some I ′ ∈ I (U,A), there is no common zero of Inν(f1|kI ), . . . , Inν(fn|kI )
on (k∗)n.
THEOREM 5.21. Assume [A1, . . . ,An]isoU > 0. Then for each (f1, . . . , fn) ∈ L0(A), the following
are equivalent:
(1) [f1, . . . , fn]isoU = [A1, . . . ,An]isoU ,
(2) f1, . . . , fn are (U,A)-non-degenerate.
In both examples 5.15 and 5.17,D(k3,A) = {{1, 2}} andI (k3,A) is the collection of all nonempty
subsets of {1, 2, 3} excluding {1, 2}. It is straightforward to check that in cases (a) and (b) of example 5.15,
f1, f2, f3 are (k3,A)-non-degenerate, but in case (c), condition (b) of (k3,A)-non-degeneracy fails for
I = {1, 2, 3} and ν = (−1, 1, 2), which is centered at infinity. In example 5.17, condition (b) of (k3,A)-
non-degeneracy fails for I = {1, 2, 3} and ν = (0, 0, 1), which is centered at (k∗)I′ , where I ′ := {1, 2}.
In the scenario of example 5.18, D(k4,A) = {{1, 2, 3, 4}} and I (k4,A) is the collection of all proper
nonempty subsets of {1, 2, 3, 4}, and condition (c) of (k4,A)-non-degeneracy fails for I = {1, 2, 3, 4} and
ν = (0, 0, 1, 2), which is centered at (k∗)I
′
, where I ′ := {1, 2}.
6.1. A more efficient formulation of (U,A)-non-degeneracy. In this section we describe a criterion
equivalent to (U,A)-non-degeneracy, but which involves checking fewer conditions. Recall that for I ⊆
[n], we write T IA := {j ∈ [n] : Aj ∩ RI 6= ∅}. Define
D∗(U,A) := {I ∈ D(U,A) : I 6= ∅, |T IA| = |I|}(62)
I ∗(U,A) := {I ∈ I (U,A) : I 6= ∅, |T IA| = |I|}(63)
Proposition 5.22. For polynomials f1, . . . , fn in (x1, . . . , xn), the following are equivalent:
(1) fi’s are (U,A)-non-degenerate.
(2) (i) property (a) of (U,A)-non-degeneracy holds,
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(ii) property (b) of (U,A)-non-degeneracy holds with I (U,A) replaced by I ∗(U,A),
(iii) property (c) of (U,A)-non-degeneracy holds with D(U,A) replaced by D∗(U,A).
Example 5.23 (Warning!). In property (b) of (U,A)-non-degeneracy D(U,A) can not be replaced by
D∗(U,A), and in property (c) of (U,A)-non-degeneracy I (U,A) can not be replaced by I ∗(U,A).
Indeed, at first consider the system
f1 = 1 + x1
f2 = 1 + x1 + x2
f3 = 1 + x1 + 2x2 + ax3x4
f4 = x4(1 + x1 + bx2 + cx3 + dx4)
for generic a, b, c, d ∈ k∗. Let U = k4 and Aj = Supp(fj), j = 1, . . . , 4. Then D(U,A) is the collection
of all nonempty subsets of {1, 2, 3}, I (U,A) is the collection of all subsets of {1, 2, 3, 4} containing 4,
D∗(U,A) = {{1, 2, 3}}, and I ∗(U,A) = {{1, 2, 3, 4}}. Condition (b) of (U,A)-non-degeneracy fails
with I = {1, 2, 3, 4} and ν = (0, 1, 1, 1), so that the center of ν is (k∗)I′ , where I ′ := {1} ∈ D(U,A).
However, it is straightforward to check that condition (b) would not have been violated had D(U,A) been
replaced by D∗(U,A). Now consider the system
g1 = 1 + x1 + x2 + x3
g2 = 1 + x1 + 2x2 + 3x3
g3 = x2(ax1 + bx2 + cx3) + z(a
′x1 + b′x2 + c′x3)
g4 = x4(1 + x1)
where a, b, c, a′, b′, c′ are generic elements in k∗. Let B := (Supp(g1), . . . ,Supp(g4)), and U := k4.
Then D(U,B) is the collection of all subsets of {1, 2, 3, 4} containing 4, I (U,B) is the collection of all
nonempty subsets of {1, 2, 3, 4} not containing 4, D∗(U,B) = {{1, 2, 3, 4}}, andI ∗(U,B) = {{1, 2, 3}}
(note that D(U,B) = I (U,A), D∗(U,B) = I ∗(U,A), I (U,B) = D(U,A), and I ∗(U,B) =
D∗(U,A)). It is straightforward to check that g1, g2, g3, g4 violate condition (c) of (U,B)-non-degeneracy
with I = {1, 2, 3, 4} and ν = (0, 1, 1, 1) (so that the center of ν is (k∗)I′ , where I ′ := {1} ∈ I (U,B)). It
is also straightforward to check that condition (c) would not have been violated hadI (U,B) been replaced
by I ∗(U,B).
7. Proof of the non-degeneracy conditions
7.1. Reduction to the more efficient non-degeneracy criterion. In this section we prove proposi-
tions 5.20 and 5.22.
PROOF OF PROPOSITION 5.20. Let I ′ ⊇ I be as in the definition of hereditary non-degeneracy. By
restricting all fj’s to kI
′
, we may assume that I ′ = [n]. Let ZI be the set of isolated points V (f1, . . . , fn)
which are on (k∗)I . Assume to the contrary of the claim that ZI 6= ∅. Let (g1, . . . , gn) ∈ L0(A) be
a system such that g1|kI˜ , . . . , gn|kI˜ are properly non-degenerate (see section 3.4.3) for each I˜ ⊆ [n]
(proposition 3.18 implies that the set of such systems is a nonempty Zariski open subset of L0(A)). Let
t be a new indeterminate, and hj := gj + (1 − t)fj ∈ k[x1, . . . , xn, t], j = 1, . . . , n. Pick z ∈ ZI .
Then (z, 0) is an isolated point of V (h1, . . . , hn, t) on kn+1, and therefore B.3(b) implies that there is a
Zariski open neighborhood U of (z, 0) in kn+1 such that C := V (h1, . . . , hn)∩U is a curve. Let C ′ be an
irreducible component of C containing (z, 0), and C¯ ′ be the closure of C ′ in Pn×P1. Then C ′ 6⊆ kn×{}
for any  ∈ k, and corollary C.7 implies that C¯ ′ intersects Pn × {1}. Pick a branch B′ of C¯ ′ centered
at a point (z′, 1) ∈ C¯ ′ ∩ (Pn × {1}). Define IB ⊆ [n + 1] and the weighted order νB on the coordinate
ring of kIB as in definition 4.15. Let I˜ := IB ∩ [n] and ν˜ be the restriction of νB to k[xi : i ∈ I˜].
Since for each j, the Newton polytopes of fj and gj are identical, it follows that ν˜(fj |kI˜ ) = ν˜(gj |kI˜ ).
Since νB(t − 1) > 0, it follows that νB(t) = 0, and therefore InνB (hj |kIB ) = t Inν˜(gj |kI˜ ) for each
j. Lemma 4.17 then implies that Inν˜(gj |kI˜ ) have a common zero in (k∗)I˜ . On the other hand, since C¯ ′
contains the point (z, 0) ∈ (k∗)I , it follows that I ⊆ I˜ , and therefore it follows from the definition of
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hereditary non-degeneracy (applied with I ′ = [n]) that either |T I˜A| > |I˜|, or |T I˜A| = |I˜| and A is RI -
dependent. In any event, there is a nonempty subset J of T I˜A such that dim(
∑
j∈J NP(gj |kI˜ )) < |J |.
Since g1|kI˜ , . . . , gn|kI˜ are properly non-degenerate, it then follows by definition of proper non-degeneracy
that there is no common zero of Inν˜(gj |kI˜ ) on (k∗)I˜ . This contradiction completes the proof. 
PROOF OF PROPOSITION 5.22. Since D∗(U,A) ⊆ D(U,A) and I ∗(U,A) ⊆ I (U,A), it suffices
to show the following:
(1) property (b) of (U,A)-non-degeneracy holds if it holds with I (U,A) replaced by I ∗(U,A),
(2) property (c) of (U,A)-non-degeneracy holds if it holds with D(U,A) replaced by D∗(U,A).
It follows from the definition of hereditary non-degeneracy that for every I ∈ I (U,A) \ I ∗(U,A),
there exists I ′ ∈ I ∗(U,A) such that I ( I ′ and |T I′A | > |I ′| for each I ′ such that I ⊆ I ′ ( I˜ . The
same statement also holds if we replace I (U,A) and I ∗(U,A) respectively by D(U,A) and D∗(U,A).
Since restricting all fj to kI˜ yields a system with the same number of non-zero polynomials as the num-
ber of variables, it suffices to prove the following claim: “if there is I ⊆ [n] such that |T IA| > |I| and
Inν(f1|kI ), . . . , Inν(fn|kI ) have a common zero on (k∗)n for some weighted order ν on k[xi : i ∈ I],
then there is I˜ ) I and a weighted order ν˜ on k[xi˜ : i˜ ∈ I˜] such that ν˜ is compatible with ν, and
Inν˜(f1|kI˜ ), . . . , Inν˜(fn|kI˜ ) have a common zero in u˜ ∈ (k∗)n.” This follows from lemma 4.28. 
7.2. Understanding condition (c) of (U,A)-non-degeneracy. In this section we show that if condi-
tion (c) of (U,A)-non-degeneracy is violated for (f1, . . . , fn) ∈ L0(A) with I , ν and I ′, then the common
zero on (k∗)n of Inν(f1|kI ), . . . , Inν(f1|kI ) corresponds to a non-isolated point of V (f1, . . . , fn). Recall
the definition of piI : kn → kI from (30).
Lemma 5.24. Assume conv(A1), . . . , conv(An) are dependent polytopes in Rn. Let (f1, . . . , fn) ∈
L0(A), and ν be a weighted order on k[x1, . . . , xn] centered at (k∗)I , I ⊆ [n]. If Inν(f1), . . . , Inν(fn)
have a common zero a ∈ (k∗)n, then piI(a) ∈ (k∗)I is a non-isolated point of the set V (f1, . . . , fn) of
common zeroes of f1, . . . , fn on kn.
PROOF. It is immediate to check that piI(a) is in V (f1, . . . , fn); we only have to show that it is non-
isolated in there. Since Pj := conv(Aj), j = 1, . . . , n, are dependent, it follows that there is J ⊆ [n]
such that p := dim(
∑
j∈J Pj) < |J |. Let Π be the (unique) p-dimensional linear subspace of Rn such
that
∑
j∈J Pj is contained in a translate of Π. Let νj := ν(xj), j = 1, . . . , n. As in section 1.5 we
identify ν with the element of (Rn)∗ with coordinates (ν1, . . . , νn) with respect to the dual basis. Let
Π0 := {α ∈ Π : 〈ν, α〉 = 0} and r := dim(Π0). Choose a basis α1, . . . , αr of Π0 ∩ Zn. Let ci := aαi ,
i = 1, . . . , n. Let Y be the subvariety of (k∗)n determined by xαi − ci, i = 1, . . . , r, and Y¯ be the closure
of Y in kn. Then Y , and therefore Y¯ , is an irreducible variety of codimension r in kn.
Claim 5.24.1. piI(a) ∈ Y¯ . Moreover, if g is any Laurent polynomial in (x1, . . . , xn) such that Supp(g) ⊆
Π0, then g restricts to a constant function on Y with value g(a).
PROOF. The second assertion is obvious, so we prove the first assertion. If ν is the trivial weighted or-
der, then piI is the identity and therefore piI(a) = a ∈ Y . Otherwise let C be the curve on kn parametrized
by t 7→ c(t) := (a1tν1 , . . . , antνn). Then C ∩ (k∗)n ⊆ Y , so that C ⊆ Y¯ . Since piI(a) = c(0) ∈ C, the
claim is proved. 
Note that r equals either p or p− 1. If r = p, then Π0 = Π and for each j ∈ J , fj is ν-homogeneous
and is of the form fj = xβjgj for some βj ∈ Zn and Laurent polynomial gj such that Supp(gj) ⊆ Π0.
Claim 5.24.1 implies that fj |Y ≡ 0 for each j ∈ J , so that piI(a) ∈ Y¯ ⊆ V (fj : j ∈ J). It follows that at
least one of the irreducible components of V (fj : j ∈ J) containing piI(a) has codimension smaller than
|J | in kn. The lemma then follows due to B.3(b). It remains to consider the case that r = p−1. Lemma E.1
implies that α1, . . . , αr can be extended to a basis α1, . . . , αn of Zn such that α1, . . . , αr+1 is a basis of
Π, and 〈ν, αj〉 ≥ 0 for each j = 1, . . . , n; this in particular implies that 〈ν, αr+1〉 > 0. Let yi := xαi ,
i = 1, . . . , n. Then the yi form a system of coordinates on (k∗)n and the projection onto (yr+1, . . . , yn)
restricts to an isomorphism Y ∼= (k∗)n−r. Pick βj := (βj,1, . . . , βj,n) ∈ Zn such that xj =
∏n
i=1 y
βj,i
i ,
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j = 1, . . . , n. Then Y¯ is the closure of the image of the map ψ : (k∗)n−r → kn given by
ψ(yr+1, . . . , yn) := (c
′
1
n∏
i=r+1
y
β1,i
i , . . . , c
′
n
n∏
i=r+1
y
βn,i
i ),
where c′j :=
∏r
i=1 c
βj,i
i , j = 1, . . . , n. Let Y¯
′ be the closure of the image of the map ψ′ : (k∗)n−r → kn
given by
ψ′(yr+1, . . . , yn) := (
n∏
i=r+1
y
β1,i
i , . . . ,
n∏
i=r+1
y
βn,i
i )
Then Y¯ ′ is isomorphic to Y¯ via the map ρ : (x1, . . . , xn) 7→ (c′1x1, . . . , c′nxn). Let β′j := (βj,r+1, . . . , βj,n),
j = 1, . . . , n, and B′ := {β′0, . . . , β′n}, where β′0 is the origin in Zn−r. Let XB′ be the corresponding toric
variety. In the notation of theorem 2.5 Y¯ ′ is isomorphic to the affine open subset XB′ ∩Uβ′0 of XB′ . Since
dim(Y¯ ′) = n− r, it follows that the convex hull P ′ of B′ in Rn−r has dimension n− r. Let ν′j := 〈ν, αj〉,
j = r + 1, . . . , n, and ν′ ∈ (Rn−r)∗ be the element with coordinates (ν′r+1, . . . , ν′n). Then for each
j = 1, . . . , n, 〈ν′, β′j〉 =
∑n
i=r+1 βj,i〈ν, αi〉 = 〈ν,
∑n
i=1 βj,iαi〉 = νj ≥ 0. It follows that minP′(ν′) = 0
(since 〈ν′, β′0〉 = 0). Since ν′r+1 > 0, there is a facet Q′ of P ′ containing Inν′(P ′) such that the first
coordinate of the inner normal with respect to the dual basis is positive. Let C′ := B′ ∩ Q′, and VC′ be the
corresponding torus invariant codimension one subvariety of XB′ (see theorem 2.5). Let Z ′ := Y¯ ′ ∩ VC′ ,
and Z := ρ(Z ′) ⊆ Y¯ .
Claim 5.24.2. piI(a) ∈ Z ⊆ V (fj : j ∈ J).
PROOF. Let η ∈ (Rn−r)∗ be the primitive inner normal to Q′, and (ηr+1, . . . , ηn) be the coordinates
of η in the dual basis of (Rn−r)∗. For each b = (br+1, . . . , bn) ∈ (k∗)n−r, consider the rational curve on
Y¯ ′ parametrized by
t 7→ c′b(t) := ψ′(br+1tηr+1 , . . . , bntηn) = (bβ
′
1tη
′
1 , . . . , bβ
′
ntη
′
n)
where η′j := 〈η, β′j〉 for each j = 1, . . . , n. Note that each η′j is non-negative, and it is zero if and only
if β′j ∈ Q′. In particular, c′b(0) is well defined, and is an element in kn. Moreover, theorem 2.5 implies
that the set {c′b(0) : b ∈ (k∗)n−r} is a dense Zariski open subset of Z ′. Therefore, in order to prove
Z ⊆ V (fj : j ∈ J), it suffices to show that fj(ρ(c′b(0))) = 0 for each j ∈ J . Fix j ∈ J . Write fj as
fj = fj,0 + fj,1 + · · · , where fj,k are ν-homogeneous with ν(fj,0) < ν(fj,1) < · · · . We will show that
fj,k(ρ(c
′
b(0))) = 0 for each k. Indeed, fix k. It suffices to show that
ordt(fj,k ◦ ρ ◦ c′b(t)) > 0(64)
Since fj,0(a) = 0, claim 5.24.1 implies that fj,0|Y = 0, so that (64) holds for k = 0. Now assume k > 0.
Pick α0 ∈ Supp(fj,0) and α ∈ Supp(fj,k). Then α− α0 ∈ Π, and 〈ν, α− α0〉 = ν(fj,k)− ν(fj,0) > 0.
It follows that α − α0 =
∑r+1
j=1 mjαj with integers mj such that mr+1 > 0. Since x
αj |Y ≡ cj for
j = 1, . . . , r, and xαr+1 |Y ≡ yr+1|Y , it follows that
ordt(x
α ◦ ρ ◦ c′b(t)) = ordt(xα0 ◦ ρ ◦ c′b(t)) +mr+1ηr+1
Since ηr+1 > 0 (due to our choice ofQ′) and α0 ∈ Zn≥0, (64) follows. It remains to prove that piI(a) ∈ Z.
Consider the rational curve C ′ on Y¯ ′ parametrized by
t 7→ ψ′(cr+1tν′1 , . . . , cntν′n) = ((
n∏
i=r+1
c
β1,i
i )t
ν1 , . . . , (
n∏
i=r+1
c
βn,i
i )t
νn)
Since Inν′(P ′) is a face of Q′, proposition 2.17 implies that the center of the branch of C ′ at t = 0 is
contained in Z ′. Note that ρ(C ′) is precisely the curve C from claim 5.24.1. It follows from claim 5.24.1
that piI(a) is the center of the branch of C at t = 0, and therefore it is on Z, as required. 
Since dim(Z) = n− r − 1 > n− |J |, the lemma follows from claim 5.24.2 and B.3(b). 
Corollary 5.25. Let I ∈ D(U,A) and ν be a weighted order on k[xi : i ∈ I] such that ν is centered
at (k∗)I
′
for some I ′ ⊆ I , and Inν(f1|I) . . . , Inν(fn|I) have a common zero a ∈ (k∗)n. Then piI′(a) ∈
(k∗)I
′
is a non-isolated point of the zero-set V (f1, . . . , fn) of f1, . . . , fn on kn.
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PROOF. Remark 5.19 implies that I 6= ∅. It is straightforward to check that piI′(a) ∈ V (f1, . . . , fn).
There is J ⊇ I such that A is RJ -trivial, |T JA| = |J |, and |T I˜A| > |I˜| for each I˜ such that I ⊆ I˜ ( J .
Replacing the fj by fj |kJ and applying lemma 4.28 reduces the corollary to the case that I = [n]. Then it
follows from lemma 5.24. 
7.3. Proof of theorem 5.21. At first we prove the implication (2)⇒ (1). We proceed as in the proof
of proposition 3.14. Pick (f1, . . . , fn) ∈ L0(A) and (g1, . . . , gn) ∈ L(A) such that [g1, . . . , gn]isoU >
[f1, . . . , fn]
iso
U . We will show that f1, . . . , fn are (U,A)-degenerate. Define hj := (1− t)fj + tgj , where t
is a new indeterminate. The set of isolated zeroes of g1, . . . , gn on U is nonempty. Proposition C.9 implies
that we can find an irreducible curve C contained in the set of zeroes of h1, . . . , hn on U × k such that
(i) C intersects Z × {1},
(ii) for generic  ∈ k, the set C := C ∩ (U × {}) is nonempty, and each point of C is an isolated
zero of h1|t=, . . . , hn|t= on U ; and
(iii) (1) there is (z, 0) ∈ C such that z is a non-isolated zero of f1, . . . , fn on U ,
(2) or C has a “point at infinity with respect to U” at t = 0, i.e. if C¯ is the closure of C in
Pn × k, then there is (z, 0) ∈ C¯ such that z 6∈ U .
Claim 5.26. Let B be a branch of C¯ ⊂ Pn × k. Let I˜ := IB ∩ [n] (where IB ⊆ [n + 1] is defined as in
definition 4.15) and ν˜ be the restriction of νB to k[xi : i ∈ I˜].
(1) C ⊆ (k∗)I˜ × {} for generic  ∈ k.
(2) I˜ ∈ I (U,A).
(3) Let A˜ := (Supp(h1), . . . ,Supp(hn)) ⊂ (Zn+1≥0 )n. Then T IBA˜ = T I˜A.
(4) Assume the center of B is (z, 0) where z ∈ Pn. Then
(a) Inν˜(fj |kI˜ ), j = 1, . . . , n, have a common zero on (k∗)n.
(b) If z ∈ Pn \ kn, then I˜ 6= ∅ and ν˜ is centered at infinity. In particular, f1, . . . , fn violate
condition (b) of (U,A)-non-degeneracy with I = I˜ and ν = ν˜.
(c) Otherwise let J be the (unique) subset of [n] such that z ∈ (k∗)J . Then either I˜ = J = ∅,
or I˜ 6= ∅ and ν˜ is centered at (k∗)J . In particular, if J ∈ E (U) ∪ E (A) ∪ D(U,A), then
f1, . . . , fn violate property (b) of (U,A)-non-degeneracy with I = I˜ , I ′ = J and ν = ν˜.
PROOF. Assertion (1) follows from the definition of IB . Since (h1|t=, . . . , hn|t=) ∈ L0(A) for
generic , assertion (1), property (ii) and lemma 5.1 imply that I˜ 6∈ E (U)∪E (A), and then proposition 5.20
implies that I˜ ∈ I (U,A). This proves assertion (2). It is clear that T I˜A ⊆ T IBA˜ . On the other hand, if
j 6∈ T I˜A, then since the supports of both fj and gj are contained in the convex hull ofAj , it follows that both
fj and gj vanish identically on kI˜ , which in turn implies that hj vanishes identically on kIB . Therefore j 6∈
T IB
A˜
, which proves assertion (3). Now assume we are in the situation of assertion (4). Then νB(t|kIB ) > 0.
Pick j ∈ T I˜A. Since NP(gj − fj) ⊆ NP(fj), it follows that ν˜(gj − fj)|kI˜ ) ≥ ν˜(gj |kI˜ ). Consequently,
νB((t(gj−fj))|kIB ) = νB(t|kIB )+ν˜((gj−fj)|kI˜ ) > ν˜(fj |kI˜ ) and therefore InνB (hj |kIB ) = Inν˜(fj |kI˜ ).
Since T IB
A˜
= T I˜A, assertion (4a) then follows from lemma 4.17. Now, if z ∈ Pn \ kn, then there is at least
one j such that 1/xj is a regular function near z which vanishes at z. This j has to be in I˜ and ν˜(xj)
has to be negative, which proves the first statement of part (4b). The second statement then follows from
assertions (2) and (4a). The first statement of part (4c) is obvious. If J ∈ E (U) ∪ E (A) ∪ D(U,A), then
assertion (2) and the first statement of part (4c) imply that I˜ 6= ∅, and then the second statement follows
from assertions (2) and (4a). 
Now we resume the proof of the implication (2)⇒ (1) from theorem 5.21. At first assume (iii.1) holds.
Pick a branchB ofC centered at (z, 0) and let I˜ , J, ν˜ be as in part (4c) of claim 5.26. Part (4c) of claim 5.26
implies that f1, . . . , fn are (U,A)-degenerate if J ∈ E (U) ∪ E (A) ∪D(U,A). So assume J ∈ I (U,A).
Pick an irreducible curve C ′ on U such that z ∈ C ′ ⊆ V (f1, . . . , fn). Let J ′ be the smallest subset of [n]
such that C ′ ⊆ kJ′ . Since J ′ ⊇ J and J 6∈ E (U) ∪ E (A), it follows that J ′ 6∈ E (U) ∪ E (A) as well.
If J ′ ∈ I (U,A), then lemma 4.17 implies that f1, . . . , fn violate condition (b) of (U,A)-non-degeneracy
with I = J ′ and some weighted order ν on k[xj : j ∈ J ′] centered at infinity (take a branch B′ of C ′
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centered at infinity, and set ν = νB′ ). On the other hand, if J ′ ∈ D(U,A), then f1, . . . , fn violate con-
dition (c) of (U,A)-non-degeneracy with I = J ′ and I ′ = J (take a branch B′ of C ′ centered at z and
take ν := νB′ ). This completes the proof of (2)⇒ (1) in the case that (iii.1) holds. Now assume we are in
case (iii.2). Pick z ∈ Pn \ U such that (z, 0) ∈ C¯. If z ∈ Pn \ kn, then part (4b) of claim 5.26 implies
that f1, . . . , fn are (U,A)-degenerate. So assume z ∈ kn \ U . Define J as in part (4c) of claim 5.26. If
J ∈ E (U) ∪ E (A) ∪D(U,A), then part (4c) of claim 5.26 implies that f1, . . . , fn are (U,A)-degenerate.
So assume J ∈ I (U,A). But then f1, . . . , fn violate condition (a) of (U,A)-non-degeneracy. This com-
pletes the proof of the implication (2)⇒ (1).
Now we prove the (1)⇒ (2) implication of theorem 5.21. So assume [A1, . . . ,An]isoU > 0 and pick
an (U,A)-degenerate system f1, . . . , fn ∈ L0(A). We will show that [A1, . . . ,An]isoU > [f1, . . . , fn]isoU .
Recall the definition of I ∗(U,A) from (63).
Claim 5.27. One of the following holds:
(1) Either there is I ∈ I ∗(U,A) and a weighted order ν on k[xi : i ∈ I] such that Inν(fj |kI ),
j = 1, . . . , n, have a common zero a ∈ (k∗)n, and one of the following holds:
(a) ν is centered at infinity,
(b) or ν is centered at (k∗)I
′
for some I ′ ⊆ I , and piI′(a) 6∈ U ,
(c) or ν is centered at (k∗)I
′
for some I ′ ⊆ I and piI′(a) is a non-isolated zero of f1, . . . , fn.
(2) Or ∅ ∈ I (U,A), and the origin is a non-isolated zero of f1, . . . , fn.
PROOF. If f1, . . . , fn violate property (a) of (U,A)-non-degeneracy, then the claim is true and (1b)
holds (with ν being the trivial weighted order). Otherwise, if property (b) of (U,A)-non-degeneracy fails
with I ∈ I ∗(U,A), then either the claim holds with case (1a), or there is a weighted order ν on k[xi :
i ∈ I] such that Inν(fj |kI ) have a common zero a ∈ (k∗)n, and ν is centered at (k∗)I′ for some I ′ ∈
E (U) ∪ E (A) ∪ D(U,A). It is straightforward to check that piI′(a) is in the set V of common zeroes of
f1, . . . , fn on kn. If I ′ ∈ E (U), then we are in case (1b), since piI′(a) ∈ (k∗)I′ and (k∗)I′∩U = ∅. If I ′ ∈
E (A) ∪ D(U,A), then piI′(a) has to be a non-isolated point of V due to lemma 5.1 and proposition 5.20,
which is case (1c). Due to proposition 5.22 the only case left to consider is that of f1, . . . , fn violating
property (c) of (U,A)-non-degeneracy. Then there is J ∈ D(U,A) and a weighted order η on k[xj : j ∈ J ]
centered at (k∗)J
′
for some J ′ ∈ I (U,A) such that Inη(f1|kJ ), . . . , Inη(fn|kJ ) have a common zero b on
(k∗)n. Corollary 5.25 implies that piJ′(b) is a non-isolated point of V . If J ′ = ∅, then piJ′(b) is the origin,
and it is case (2). So assume J ′ 6= ∅. Pick the smallest subset I of [n] containing J ′ such that |T IA| = |I|.
Since J ′ 6∈ E (U)∪E (A), it follows that I 6∈ E (U)∪E (A), and sinceA is not hereditarily RJ′ -dependent,
it follows that A is RI -independent; in particular, I ∈ I ∗(U,A). Lemma 4.28 implies that there exists a
weighted order ν on k[xi : i ∈ I] centered at (k∗)J′ and a common zero a of Inν(f1|kI ), . . . , Inν(fn|kI )
on (k∗)n such that piJ′(a) = piJ′(b), so that case (1c) holds. 
At first consider case (2) of claim 5.27. Then the origin is in U , since ∅ 6∈ E (U). Moreover, since
∅ 6∈ E (A) ∪ D(U,A), corollary 4.13 and remark 5.19 imply that 0 < [A1, . . . ,An]0 < ∞. There-
fore theorem 4.8 implies that there is (g1, . . . , gn) ∈ L(A) such that the origin is an isolated zero of
g1, . . . , gn on U . Applying proposition C.9 to X = U and hj = (1 − t)fj + tgj , j = 1, . . . , n, then
yields that [f1, . . . , fn]isoU < [h1|t=, . . . , hn|t=]isoU for generic  ∈ k. It follows that [f1, . . . , fn]isoU <
[A1, . . . ,An]isoU , as required. Now assume there are I , ν and b as in case (1) of claim 5.27. We may assume
without loss of generality that I = T IA = {1, . . . , k} for some k, 1 ≤ k ≤ n. Let L′0(A) be the collection
of all (g1, . . . , gn) ∈ L0(A) such that
(i) g1|kJ , . . . , gn|kJ are BKK non-degenerate for all J 6∈ E (U) ∪ E (A), and
(ii) there is no common zero of g1, . . . , gk on ((k∗)I \ U) ∪ ((k∗)I ∩
⋃k
j=1 V (fj)).
Since I ∈ I ∗(U,A), theorem 3.9 and lemma 4.26 imply that L′0(A) contains a nonempty Zariski open
subset of
∏k
j=1 L(Aj). Therefore we can pick (g1, . . . , gk) ∈ L′0(A) such that
(iii) Inν(gj |kI )(a) 6= 0 for each j = 1, . . . , k.
Since I ∈ I ∗(U,A), it follows that the (k-dimensional) mixed volume of conv(Aj) ∩ RI , j = 1, . . . , k,
is nonzero. Properties (i), (ii) and theorem 3.7 imply that
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(iv) there is a common zero b of g1, . . . , gk on (k∗)I ∩ U such that fj(b) 6= 0 for each j = 1, . . . , k.
Now we follow the process from section 4.4.2. Fix integers ν′j > νj := ν(xj). Let C be the rational curve
on kn parametrized by c(t) := (c1(t), . . . , cn(t)) : k→ kn given by
cj(t) :=
{
ajt
νj + (bj − aj)tν′j if 1 ≤ j ≤ k,
0 otherwise.
Let mj := ν(fj |kI ) = ν(gj |kI ), 1 ≤ j ≤ k. Define
hj :=
{
t−mjfj(c(t))gj − t−mjgj(c(t))fj if 1 ≤ j ≤ k,
(1− t)fj + tgj otherwise.
For each j = 1, . . . , n, property (iii) implies that hj |t=0 is a nonzero constant times fj , and property (iv)
implies that hj |t=1 is a nonzero constant times gj . Property (i) implies that c(1) = b is an isolated zero of
g1, . . . , gn on U . Claim 5.27 implies that the center of C at t = 0 is either out of U , or it is a non-isolated
zero of f1, . . . , fn. Since each hj vanishes on the curve C ′ := {(c(t), t) : t ∈ k} ⊂ kn+1, assertion (4) of
proposition C.9 implies that [f1, . . . , fn]isoU < [h1|t=, . . . , hn|t=]iso(k∗)n for generic  ∈ k. It follows that
[f1, . . . , fn]
iso
U < [A1, . . . ,An]isoU , as required. 
8. Open problems
8.1. Existence of isolated zeroes. Given finite subsetsA1, . . . ,An of Zn≥0 and a coordinate subspace
K of kn, it is straightforward to identify if for generic fj supported at Aj , there is any common zero of
f1, . . . , fn on K, and in case there are such points, if they are isolated in V (f1, . . . , fn) or not. This is the
content of the next result, which is straightforward to prove from theorem 3.25 and lemma 5.1.
Proposition 5.28. LetA := (A1, . . . ,An). For all f = (f1, . . . , fn) ∈ L(A), write V (f) := V (f1, . . . , fn) ⊂
k
n and (V ∗)I(f) := V (f1, . . . , fn) ∩ (k∗)I .
(1) The following are equivalent:
(a) (V ∗)I(f) = ∅ for generic f ∈ L(A).
(b) A is RI -dependent.
(2) The following are equivalent:
(a) (V ∗)I(f) 6= ∅ and all points of (V ∗)I(f) are isolated in V (f) for generic f ∈ L(A).
(b) I 6∈ E (A) and A is RI -independent.
(3) The following are equivalent:
(a) (V ∗)I(f) 6= ∅ and all points of (V ∗)I(f) are non-isolated in V (f) for generic f ∈ L(A).
(b) I ∈ E (A). 
Problem 5.29. Characterize those I ⊆ [n] for which there exists f ∈ L0(A) such that (V ∗)I(f) 6= ∅ and
all points of (V ∗)I(f) are isolated in V (f).
If I is as in problem 5.29, then
• lemma 5.1 implies that I 6∈ E (A);
• theorems 3.7 and 3.25 imply that
– either I is RI -independent and |T IA| = |I| (i.e. I ∈ I ∗(U,A)),
– or |T IA| > |I| (in particular, A is RI -dependent);
• proposition 5.20 implies that A is not hereditarily RI -dependent.
In the context of these observations problem 5.29 boils down to the following problem.
Problem 5.29′. If I 6∈ E (A) and A is not hereditarily dependent and |T IA| > |I|, does there exist f ∈
L0(A) such that (V ∗)I(f) 6= ∅ and all points of (V ∗)I(f) are isolated in V (f)? If not, then characterize
those I ⊆ [n] which satisfy the hypothesis of the preceding question but fail the conclusion.
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8.2. Non-isolated zeroes and non-degeneracy. In contrast to the case of (k∗)n, example 5.15 shows
that for f = (f1, . . . , fn) ∈ L(A), the existence of non-isolated solutions of f1, . . . , fn does not automati-
cally mean that f1, . . . , fn are (kn,A)-non-degenerate. More precisely, part (b) of example 5.15 shows that
if I ∈ D(kn,A), then it is possible for f1, . . . , fn to be (kn,A)-non-degenerate even if (V ∗)I(f) has non-
isolated points. On the other hand, condition (b) of (U,A)-non-degeneracy implies that if I ∈ I (kn,A)
and (V ∗)I(f) has non-isolated points, then f1, . . . , fn are (kn,A)-degenerate. The question is if it is
sufficient.
Problem 5.30. If I ∈ D(kn,A), does there exist f = (f1, . . . , fn) ∈ L0(A) such that (V ∗)I(f) 6= ∅ (and
due to proposition 5.20 necessarily positive dimensional) but f1, . . . , fn are (kn,A)-non-degenerate? If
not, then characterize those I ⊆ D(kn,A) for which no such f exists in L0(A).
8.3. The set of non-degenerate systems. The set of (U,A)-non-degenerate systems contains the set
of A-non-degenerate systems defined in section 4.5.1, which contains a nonempty Zariski open subset
L(A) (proposition 4.25). However, theorems 3.9 and 4.8 imply that both the set N (A) of BKK non-
degenerate systems and the set N0(A) of systems which are non-degenerate at the origin have an addi-
tional property: the intersections of N (A) and N0(A) with L0(A) are in fact (nonempty) Zariski open
themselves. It is natural to wonder if this holds for (U,A)-non-degenerate systems as well.
Problem 5.31. Given a nonempty Zariski open subsetU of kn, is it true that the subset ofL0(A) consisting
of (U,A)-non-degenerate systems is Zariski open? In particular is it true when U = knS for some set S
of subsets of [n]?
8.4. Simple criteria for equality of Li and Wang’s bound. Since the upper bound of Li and Wang
from (57) is so simple, it would be interesting to find simple criteria under which it holds with equality.
Proposition 5.13 gives a characterization of all such scenarios, so the question is if it can be made “more
explicit” in any sense, or if there are simpler criteria (e.g. as in corollary 5.14 or assertion (1) of propo-
sition 5.13) which are sufficient. One possible criterion was proposed in [RW96] and [Roj99], but that
turns out to be incorrect. Indeed, both [RW96, Theorem 1] and [Roj99, Affine Point Theorem II] imply
the following: if E (A) = ∅ and the intersection of each Aj with each of the n coordinate hyperplanes is
nonempty, then Li and Wang’s bound holds with equality. This is indeed the case for n ≤ 2, but as the
following example shows, it is false in higher dimensions.
Example 5.32. Let f1 := ax+by+cx2, f2 := a′x+b′y+c′x2, f3 := pzkx+q, where a, b, c, a′, b′, c′, p, q
are generic elements in k and k ≥ 1. It is straightforward to check directly that on kn there are precisely
k solutions for f1 = f2 = f3 = 0 and 2k solutions for f1 = f2 = f3 = t for generic t 6= 0, so that
Li and Wang’s bound fails for Aj := Supp(fj), j = 1, 2, 3. Note that both conditions (iv) and (v) from
section 5.4.2 hold with the weighted degree ν on k[x, y, z] corresponding to weights x 7→ k, y 7→ k,
z 7→ −1.
9. Notes and references
A. Khovanskii described theorem 5.4 to the author during the Askoldfest, 2017. Theorem 5.7 and the
non-degeneracy conditions are from [Mon16].
CHAPTER 6
Milnor number of a hypersurface at the origin
1. Introduction
The modern theory of applications of Newton polyhedra to affine Be´zout problem started from A.
Kushnirenko’s work aimed at answering V. I. Arnold’s question on Milnor numbers of generic singular-
ities. In [Kus76] Kushnirenko gave a beautiful formula for a lower bound of the Milnor number at the
origin in terms of volumes of the region bounded by the Newton diagram, and showed that the bound is
attained in the case that the singularity is Newton non-degenerate. In this chapter we introduce a non-
degeneracy criteria induced from the non-degeneracy at the origin introduced in chapter 4, and show that
in zero characteristic this is necessary and sufficient for the Milnor number to be the minimum, and the
minimum Milnor number can be obtained by Kushnirenko’s bound. In positive characteristic this criterion
is sufficient, but not necessary. This criterion generalizes Newton non-degeneracy and inner Newton non-
degeneracy1 introduced by C. T. C. Wall in [Wal99]. As a result we generalize several results from the
theory of Milnor numbers.
2. Milnor number
The Milnor number µ0(f) of a power series f in (x1, . . . , xn) is the dimension over k of the quotient of
k[[x1, . . . , xn]] by the ideal generated by the partial derivatives of f , i.e. µ0(f) = [∂f/∂x1, . . . , ∂f/∂xn]0.
It is a fundamental measure of complexity of the singularity of V (f) at the origin (in the case that f is the
Taylor series of a rational function, or in the case that k = C and f is a analytic at the origin).
Proposition 6.1. Let f ∈ k[x1, . . . , xn] such that f(0) = 0.
(1) µ0(f) = 0 if and only the origin is a nonsingular point of V (f).
(2) If V (f) has a non-isolated singularity at the origin, then µ0(f) = ∞. The converse holds if
char(k) = 0.
PROOF. The first assertion is clear, so we prove the second assertion. If V (f) has a non-isolated
singularity at the origin, then the origin is a non-isolated point of V (∂f/∂x1, . . . , ∂f/∂xn), and propo-
sition C.8 implies that µ0(f) = ∞. Now assume char(k) = 0 and µ0(f) = ∞. Due to lemma B.4
and proposition C.8 imply that there is an irreducible curve C containing the origin such that C ⊆
V (∂f/∂x1, . . . , ∂f/∂xn). It suffices to show that f |C ≡ 0. Pick a nonsingular point a ∈ C. Then
there is an isomorphism φ : k[[t]] ∼= OˆC,a. Since d(f ◦ φ)/dt =
∑n
j=1(∂f/∂xj)(d(φj)/dt) ≡ 0 ∈ OˆC,a,
it follows that f is constant on C. Since 0 ∈ C and f(0) = 0, it follows that C ⊆ V (f), as required. 
Example 6.2. The converse to assertion (2) of proposition 6.1 may not be true if p := char(k) is positive;
consider e.g. the case that n = 1 and f(x) = xp, or n = 2 and f(x, y) = xp+yq , where q ≥ 2 is relatively
prime to p.
In the case that k = C and the origin is an isolated singular point of V (f), Milnor defined µ0(f)
in [Mil68, Chapter 7] in the following way: let S2n−1 be the sphere of radius  centered at the origin of
Cn ∼= R2n and S2n−1 := S2n−11 be the unit sphere of Cn. Given a morphism g : Cn → Cn such that
the origin is an isolated zero of g−1(0), the multiplicity of g at the origin is the degree of the mapping2
1This terminology is taken from [BGM12].
2The degree of a differentiable map φ : M → N between oriented differentiable manifolds of the same dimension, where M
is compact and N is connected, is the sum of sign of dfx over all x ∈ φ−1(y) for a generic y ∈ N , where dfx is the derivative map
from the tangent space of M at x to the tangent space of N at y, and the sign of dfx is either 1 or −1 depending on whether dfx
preserves or reverses orientation.
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S2n−1 7→ S2n−1 given by z 7→ g(z)/||g(z)|| (where || · || is the Euclidean distance). Milnor defined
µ0(f) as the multiplicity at the origin of the map z 7→ (∂f/∂x1, . . . , ∂f/∂xn). Milnor showed that for all
sufficiently small , if φ : S2n−1 \ V (f) → S1 is the map given by z 7→ f(z)/||f(z)||, then each fiber of
φ is a smooth (2n− 2)-dimensional real manifold with homotopy type of a “bouquet” Sn−1 ∨ · · · ∨ Sn−1
of spheres, and µ0(f) is precisely the number of spheres in the bouquet. The fact that the multiplicity of
a map g : Cn → Cn at the origin equals [g1, . . . , gn]0 was left in [Mil68, Appendix B] as an exercise; a
proof can be found in [AGZV85, Chapter I.5].
3. Generic Milnor number
Let f ∈ k[[x1, . . . , xn]]. We say that f is partially non-degenerate at the origin if either f(0) 6= 0 or
∂f/∂x1, . . . , ∂f/∂xn are “non-degenerate at the origin” in the sense of chapter 4, i.e. for each nonempty
subset I of [n] and each weighted order centered at the origin on k[xi : i ∈ I], there is no common zero of
Inν(∂f/∂xj |kI ), j = 1, . . . , n, on (k∗)n. Let A be a (possibly infinite) subset of Zn≥0 and L0(A) be the
space of all power series in (x1, . . . , xn) supported at A. Define
µ0(A) := min{µ0(f) : f ∈ L(A)}
For each j = 1, . . . , n, define
∂A/∂xj := {α− ej : α ∈ A, α− ej ∈ Zn≥0, p does not divide αj}(65)
where ej is the j-th standard unit vector in Zn and p := char(k). Note that ∂A/∂xj is the support
of ∂f/∂xj for “generic” f ∈ L0(A). Recall that in section 4.2.2 we introduced the notion of Newton
diagram of subsets of Zn≥0 and in chapter 4 we gave several formulae for the multiplicity [Γ1, . . . ,Γn]0 at
the origin of Newton diagrams Γ1, . . . ,Γn.
THEOREM 6.3. Let Γj := ND(∂A/∂xj), j = 1, . . . , n. Assume 0 6∈ A. Then
µ0(A) ≥ [Γ1, . . . ,Γn]0(66)
Assume in addition [Γ1, . . . ,Γn]0 <∞. Let L′00 (A) be the set of all f ∈ L0(A) such that ND(∂f/∂xj) =
Γj , j = 1, . . . , n. Then
(1) The following are equivalent for all f ∈ L′00 (A):
(a) µ0(f) = [Γ1, . . . ,Γn]0,
(b) f is partially non-degenerate at the origin.
(2) LetM′00 (A) be the set of all f ∈ L′00 (A) which are partially non-degenerate at the origin. Let
A′ be any finite subset ofA such that ∂A′/∂xj ⊇ Γj ∩∂A/∂xj , j = 1, . . . , n. ThenM′00 (A′) is
a Zariski open subset of L0(A′), andM′00 (A) = pi−1(M′00 (A′)), where pi : L0(A) → L0(A′)
is the natural projection.
(3) µ0(A) = [Γ1, . . . ,Γn]0 if and only ifM′00 (A) is nonempty.
(4) If char(k) = 0, thenM′00 (A) is nonempty and µ0(A) = [Γ1, . . . ,Γn]0.
Example 6.4. Assertion (4) of theorem 6.3 may not be true in the case that p := char(k) > 0. E.g. letA :=
{(p+ 1, 1), (1, p+ 1)} ⊂ Z2≥0. Then ∂A/∂x1 = {(p, 1), (0, p+ 1)} and ∂A/∂x2 = {(p+ 1, 0), (1, p)}.
Therefore if f1 = a1,1x
p
1x2 + a1,2x
p+1
2 and f2 = a2,1x
p+1
1 + a2,2x1x
p
2 are generic polynomials supported
respectively at ∂A/∂x1 and ∂A/x2, then [f1, f2]0 = [x1, x2]0 = 1. Therefore [Γ1,Γ2]0 = 1. On the other
hand, if f = axp+11 x2 + bx1x
p+1
2 is a generic polynomial supported at A, then ∂f/∂x1 = x2(axp1 + bxp2)
and ∂f/∂x2 = x1(ax
p
1+bx
p
2) so that µ0(A) = [x2(axp1+bxp2), x1(axp1+bxp2)]0 =∞. It is straightforward
to check that if a, b are nonzero then ∂f/∂x1 and ∂f/∂x2 are degenerate at the origin, i.e.M′00 (A) = ∅.
PROOF OF THEOREM 6.3. Assertions (1), (2) and (3) follow respectively from assertions (3), (2) and
(1) of theorem 4.8. Therefore it suffices to show thatM′00 (A) is nonempty in the case that char(k) = 0. We
may assume without loss of generality that 0 < µ0(A) <∞. Pick any finite subset A′ of A satisfying the
assumptions of assertion (2). Let I ⊆ [n] and ν be a weighted order on k[xi : i ∈ I] centered at the origin.
It suffices to show that the set L′I0 of all g ∈ L′00 (A′) such that V (Inν(∂g/∂x1|kI ), . . . , Inν(∂g/∂xn|kI ))∩
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(k∗)n = ∅ contains a nonempty Zariski open subset of L′00 (A′). We may assume without loss of generality
that I = {1, . . . , k}. Take g ∈ L′00 (A′), and express it as
g = g0(x1, . . . , xk) +
n∑
i=k+1
xigi(x1, . . . , xk) + · · ·
where the omitted terms have quadratic or higher order in (xk+1, . . . , xn). Since 0 < [Γ1, . . . ,Γn]0 <∞,
corollary 4.13 implies that ∂g/∂xj |kI 6≡ 0 for l ≥ k values of j; denote them by 1 ≤ j1 < · · · < jl ≤ n.
If g0 ≡ 0, then each ji > k, and V (Inν(∂g/∂x1|kI ), . . . , Inν(∂g/∂xn|kI )) = V (Inν(gj1), . . . , Inν(gjl).
Therefore g ∈ L′I0 if gj1 , . . . , gjl satisfy (BKK). Since l ≥ k, theorem 3.9 then implies that L′I0 contains a
nonempty Zariski open subset of L′00 , as required. So assume g0 6≡ 0. Let h0 := Inν(g0) and V ′(h0) :=
V (∂h0/∂x1, . . . , ∂h0/∂xk)∩(k∗)n. LetA′0 := Supp(h0). Since V (Inν(∂g/∂x1|kI ), . . . , Inν(∂g/∂xn|kI )) ⊆
V ′(h0), it suffices to show that the set of all polynomials h ∈ L0(A′0) such that V ′(h) = ∅ contains a
nonempty Zariski open subset of L0(A′0). Let Z := {(x, h) : x ∈ (k∗)n, h ∈ L0(A′0), h(x) = 0} ⊂
(k∗)n × L0(A′0), and Let pi1 : Z → (k∗)n and pi2 : Z → L0(A′0) be the natural projections. It suffices to
show that dim(pi2(Z)) < dimL0(A′0). We prove this by a dimension count. Denote the elements in A′0
by αi = (αi,1, . . . , αi,n), i = 1, . . . , N , and the coefficients of xαi (in a polynomial supported at A′0) by
ai. Let x ∈ (k∗)n. Then pi−11 (x) is the subspace of L0(A′0) defined by a system of linear equations of the
form α1,1x
α1−e1 · · · αN,1xαN−e1
...
...
α1,kx
α1−ek · · · αN,kxαN−ek

a1...
aN
 = 0(67)
where e1, . . . , ek are the standard unit vectors in Zk. Since char(k) = 0, the rank (as a matrix over k) of
the left-most matrix in (67) is the same as the rank (as a matrix over Q) of
B :=
α1,1 · · · αN,1... ...
α1,k · · · αN,k

Since ν has positive weights, and the αj belong to a level set of ν, it follows that Rank(B) = 1 +
dim(NP(h0)) and therefore dim(pi−11 (x)) = N − 1 − dim(NP(h0)). Since this is independent of x, it
follows that dim(Z) = N+n−1−dim(NP(h0)). On the other hand, if x ∈ V ′(h) for some h ∈ L0(A′0),
then since the support of each of ∂h/∂xj is contained in a translation of NP(h0), it is straightforward to
check that h(xzβ) = 0 for each z ∈ (k∗)n and each β ∈ Zn which is normal (with respect to the “dot
product”) to NP(h0). Therefore the dimension of each fiber of pi2 is at least n− dim(NP(h0)). It follows
that dim(pi2(Z)) ≤ dim(Z)− n+ dim(NP(h0)) = N − 1, as required. 
4. Classical notions of non-degeneracy
4.1. Newton non-degeneracy. For a power series f in (x1, . . . , xn), we write j(f) for the ideal gen-
erated by the partial derivatives of f . We say that f is Newton non-degenerate iff j(Inν(f)) has no zero
on (k∗)n for each weighted order ν on k[[x1, . . . , xn]] centered at the origin. Newton non-degeneracy
is possibly the most studied non-degeneracy property of hypersurface germs: it is a Zariski open condi-
tion (in the same sense as partial non-degeneracy at the origin) and, in the characteristic zero case, also
nonempty. In this section we discuss its relationship with partial non-degeneracy at the origin. In general
Newton non-degeneracy does not imply “finite determinacy,” i.e. f can be Newton non-degenerate but still
V (f) may have a non-isolated singularity at the origin (take e.g. f := x1 · · ·xn, n ≥ 2). However, if the
Newton diagram of f is convenient then Newton non-degeneracy of f implies that the origin is an isolated
singularity of V (f) (corollary 6.7), which can be resolved by a “toric modification.” As a result, the in-
variants of the singularity can be computed combinatorially in terms of the diagram (see e.g. [Oka97]).
Proposition 6.6 shows that for isolated singularities, Newton non-degeneracy is a special case of partial
non-degeneracy at the origin. However, example 6.5 shows that even in the case of convenient diagrams
partial non-degeneracy at the origin does not imply Newton non-degeneracy.
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Example 6.5. Let f := x1 + (x2 + x3)q , where q ≥ 2. Then ND(f) is convenient and f is not Newton
non-degenerate (take ν with weights (q + 1, 1, 1) for (x, y, z)). However, f is partially non-degenerate at
the origin with µ0(f) = 0.
Proposition 6.6. Let f ∈ k[[x1, . . . , xn]] and Γj := ND(∂f/∂xj), j = 1, . . . , n. If f is Newton non-
degenerate and [Γ1, . . . ,Γn]0 < ∞, then f is partially non-degenerate at the origin. In particular, if f is
Newton non-degenerate and ND(f) is convenient, then f is partially non-degenerate at the origin.
PROOF. We start with a direct proof of the second assertion since it is easier to see. Assume Γ :=
ND(f) is convenient and f is Newton non-degenerate. Pick a non-empty subset I of [n] and a weighted
order ν on k[xi : i ∈ I] which is centered at the origin. Since Γ is convenient, Γ ∩ RI 6= ∅. Therefore we
can find a weighted order ν′ on k[x1, . . . , xn] such that ν′ is compatible with ν and Inν′(Γ) ⊂ RI . Then
Inν′(f) depends only on (xi : i ∈ I). Since f is Newton non-degenerate, it follows that ∂(Inν′(f))/∂xi,
i ∈ I , do not have any common zero in (k∗)n. But if i ∈ I is such that ∂(Inν′(f))/∂xi is not identically
zero, then ∂(Inν′(f))/∂xi = ∂(Inν(f |kI ))/∂xi = Inν(∂f/∂xi|kI ). This implies that Inν(∂f/∂xi|kI ),
i ∈ I , do not have any common zero on (k∗)I , as required for partial non-degeneracy of f at the origin.
Now we prove the first assertion. Assume [Γ1, . . . ,Γn]0 < ∞ and f is partially degenerate at
the origin. It suffices to show that f is Newton degenerate. This is obvious (due to corollary 4.13) if
[Γ1, . . . ,Γn]0 = 0, so assume 0 < [Γ1, . . . ,Γn]0 < ∞. Pick I ⊆ [n] and a primitive weighted order ν
on k[xi : i ∈ I] such that Inν(∂f/∂xi|kI ), i ∈ I , have a common zero (a1, . . . , an) ∈ (k∗)n. At first
consider the case that f |kI 6≡ 0. Then as in the convenient case pick a weighted order ν′ on k[x1, . . . , xn]
such that ν′ is compatible with ν and Inν′(f) ∈ k[xi : i ∈ I]. Then for each j = 1, . . . , n, ∂ Inν′(f)/∂xj
is either Inν(∂f/∂xj |kI ) or is identically zero. It follows that (a1, . . . , an) is a common zero of j(Inν′(f))
on (k∗)n, so that f is Newton degenerate, as required. Now assume that f |kI ≡ 0. We may assume that
I = {1, . . . , k} for some k, 1 ≤ k ≤ n, and ∂f/∂xj |kI 6≡ 0 if and only if i = k + 1, . . . , k + l. Then f
can be expressed as
f =
l∑
j=1
xk+jfj(x1, . . . , xk) +
∑
i≥j≥1
xk+ixk+jfi,j(x1, . . . , xn)(68)
Let hj := Inν(fj), j = 1, . . . , l, and B be the k× l matrix with (i, j)-th entry (∂hj/∂xi)(a1, . . . , ak). We
claim that Rank(B) < k. Indeed, let νi := ν(xi), i = 1, . . . , k. For each j = 1, . . . , l, by assumption
(a1, . . . , ak) is a common zero of Inν(∂f/∂xk+j |kI ) = hj(x1, . . . , xk), so that hj(a1tν1 , . . . , aktνk) = 0
for all t ∈ k. Note that
d
dt
(hj(a1t
ν1 , . . . , akt
νk)) =
k∑
i=1
∂hj
∂xi
(a1t
ν1 , . . . , akt
νk)νiait
νi−1 =
k∑
i=1
∂hj
∂xi
(a1, . . . , ak)νiait
ν(hj)−1
If a′ := (ν1a1, . . . , νkak) ∈ kn, then it follows that a′B = 0. Since ν is primitive, a′ 6= 0, so that the map
k
k → kl given by multiplication by B on the right is not injective. Therefore Rank(B) < k, as claimed.
Since 0 < [Γ1, . . . ,Γn]0 <∞, corollary 4.13 implies that l ≥ k, so that there is b = (b1, . . . , bl) 6= 0 ∈ kl
such that B times the transpose of b is zero. Let m be the number of nonzero coordinates of b. Without
loss of generality we may assume that bj 6= 0 if and only if j = 1, . . . ,m. Then we have that
m∑
j=1
bj
∂hj
∂xi
(a1, . . . , ak) = 0(69)
Fix positive integers q, qk+m+1, . . . , qn and let ν′ be the weighted order on k[x1, . . . , xn] such that
ν′(xi) =

ν(xi) if i = 1, . . . , k,
q − ν(fi−k) if i = k + 1, . . . , k +m,
qi if i = k +m+ 1, . . . , n.
If q  1 and qi  q for i = k+m+ 1, . . . , n, then identity (68) implies that Inν′(f) =
∑m
j=1 xk+jhj . If
b′1, . . . , b
′
n−k−m are arbitrary elements in k
∗, it follows that (a1, . . . , ak, b1, . . . , bm, b′1, . . . , b
′
n−k−m) is a
zero of j(Inν′(f)) on (k∗)n. Therefore f is Newton degenerate, as required. 
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Corollary 6.7 (Brzostowski and Oleksik [BO16, Theorem 3.1]). Let Γj := ND(∂f/∂xj), j = 1, . . . , n.
Assume f(0) = 0 and f is Newton non-degenerate. Then the following are equivalent:
(1) µ0(f) <∞.
(2) [Γ1, . . . ,Γn]0 <∞.
(3) |{j : Γj ∩ RI 6= ∅}| ≥ |I| for each I ⊆ [n].
PROOF. Combine corollary 4.13 and proposition 6.6. 
4.2. Inner Newton non-degeneracy. A diagram Γ in Rn is the Newton diagram of some subset of
Rn≥0, and a face ∆ of Γ is a compact face of Γ +Rn≥0. ∆ is called an inner face if it is not contained in any
coordinate subspace. If f =
∑
α∈Zn≥0 cαx
α is a power series in (x1, . . . , xn) and ∆ is a subset of Rn, we
write f∆ :=
∑
α∈∆ cαx
α. We say that f is inner Newton non-degenerate if there is a convenient diagram
Γ such that
(a) no point of Supp(f) “lies below” Γ, i.e. Supp(f) ⊆ Γ + Rn≥0, and
(b) for every inner face ∆ of Γ and for every nonempty subset I of [n],
∆ ∩ RI 6= ∅ ⇒ V (j(f∆)) ∩ (k∗)I = ∅(70)
The difference between Newton non-degeneracy and inner Newton non-degeneracy is most evident in the
case of weighted homogeneous polynomials with isolated singularities, e.g. consider the polynomial f :=
x1 +(x2 +x3)
q , where q ≥ 2, from example 6.5. The Newton diagram of f is convenient and has only one
inner face, namely the two dimensional face ∆ with vertices (1, 0, 0), (0, q, 0), (0, 0, q). In particular, f∆ =
f and ∂f/∂x1 = 1, which implies that f is inner non-degenerate. However, as we seen in example 6.5,
f is Newton degenerate. In fact C. T. C. Wall introduced inner Newton non-degeneracy in [Wal99] in
order to find a condition which (in the case of power series with convenient Newton diagrams) is weaker
than Newton non-degeneracy, but still wide enough to include all weighted homogeneous polynomials with
isolated singularities. We now show that inner Newton non-degeneracy implies partial non-degeneracy at
the origin. Some notations are necessary for its proof: let I ⊆ I ′ ⊆ [n], ν ∈ (RI)∗ and ν′ ∈ (RI′)∗. We
say that ν and ν′ are compatible if the weighted order on k[xi : i ∈ I] induced by ν and the weighted order
on k[xi′ : i′ ∈ I ′] induced by ν′ are compatible in the sense of section 4.6. If ∆ ⊆ Rn, we write I∆ for the
smallest subset of [n] such that ∆ ⊆ RI∆ .
Lemma 6.8. Let Γ be a convenient diagram, I ⊆ [n] and ∆ be a face of Γ ∩ RI . Pick an integral element
ν ∈ (RI)∗ centered at the origin such that ∆ = Inν(Γ ∩ RI). Then there is an integral ν′ ∈ (Rn)∗ which
is centered at the origin and compatible with ν|RI∆ such that ∆′ := Inν′(Γ) is an inner face of Γ and
∆ = ∆′ ∩ RI∆ .
PROOF. We proceed by induction on  := n − |I∆|. It is obvious if  = 0. Now assume  = 1.
Then without loss of generality we may assume I∆ = {1, . . . , n − 1}. Pick ν ∈ (RI∆)∗ such that
∆ = Inν(Γ ∩ RI∆). For each pair of positive integers q, r, let νq,r be the element on (Rn)∗ defined
as follows:
〈νq,r, (α1, . . . , αn)〉 := q〈ν, (α1, . . . , αn−1)〉+ rαn
If r  q, then Inνq,r (Γ) = ∆. On the other hand, since ν is centered at the origin and Γ is convenient, if
q  r, then Inνq,r (Γ) is a point on the xn-axis. Therefore we can find q, r such that Inνq,r (Γ) contains ∆
and also a point with positive n-th coordinate. The lemma then holds with ν′ := νq,r. Now assume  ≥ 2.
Pick i′ ∈ [n] \ I∆. The induction hypothesis implies that there is ν˜ ∈ (R[n]\{i′})∗ which is centered at the
origin and compatible with ν|RI∆ such that ∆˜ := Inν˜(Γ ∩ R[n]\{i
′}) is an inner face of Γ ∩ R[n]\{i′} and
∆ = ∆˜ ∩ RI∆ . The  = 1 case then implies that there is ν′ ∈ (Rn)∗ which is centered at the origin and
compatible with ν˜ such that ∆′ := Inν′(Γ) is an inner face of Γ and ∆′ ∩ R[n]\{i′} = ∆˜. The lemma then
holds with ν′, which completes the proof. 
Proposition 6.9. If f ∈ k[[x1, . . . , xn]] is inner Newton non-degenerate, then it is partially non-degenerate
at the origin.
PROOF. Assume f is inner Newton non-degenerate with respect to a convenient diagram Γ. Pick
I ⊆ [n] and a weighted order ν on k[xi : i ∈ I]. Let ∆ := Inν(Γ ∩ RI). Lemma 6.8 implies that there is
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ν′ ∈ (Rn)∗ compatible with ν|RI∆ such that ∆′ := Inν′(Γ) is an inner face of Γ, and ∆ = ∆′ ∩ RI∆ . Fix
j, 1 ≤ j ≤ n.
Claim 6.9.1. One of the following holds:
(i) either ∂f∆′/∂xj is identically zero on kI∆ ,
(ii) or ∂f∆′/∂xj |kI∆ = Inν(∂f/∂xj |kI ).
PROOF. Assume ∂f∆′/∂xj is not identically zero on kI∆ . Let m := ν′(f) = ν′(f∆′). Then
ν′(∂f∆′/∂xj) = m − ν′(xj). There is a positive rational number λ such that ν′|RI∆ = λν|RI∆ . Then
ν(∂f∆′/∂xj |kI∆ ) = ν′(∂f∆′/∂xj |kI∆ )/λ = (m − ν′(xj))/λ. Now pick α ∈ Supp(∂f/∂xj |kI ) \
Supp(∂f∆′/∂xj |kI∆ ). It suffices to show that ν(xα) > (m − ν′(xj))/λ. Let ej be the unit vec-
tor along the (positive) j-th axis on Rn. Pick α′ ∈ Supp(∂f∆′/∂xj |kI∆ ). Then α′ + ej ∈ ∆′ and
α+ej ∈ Γ\∆′. Therefore 〈ν′, α+ej〉 > 〈ν′, α′+ej〉, so that 〈ν′, α〉 > 〈ν′, α′〉 = m−ν′(xj). It follows
that 〈ν, α〉 = 〈ν′, α〉/λ > (m− ν′(xj))/λ, as required. 
Claim 6.9.1 implies that V (Inν(∂f/∂x1|kI ), . . . , Inν(∂f/∂xn|kI ))∩(k∗)I is contained in the product
of V (∂f∆′/∂x1|kI∆ , . . . , ∂f∆′/∂xn|kI∆ ) ∩ (k∗)I∆ with (k∗)I\I∆ . The inner non-degeneracy of f with
respect to Γ then implies that V (Inν(∂f/∂x1|kI ), . . . , Inν(∂f/∂xn|kI )) ∩ (k∗)I = ∅, as required. 
Corollary 6.10 (Wall [Wal99, Lemma 1.2]). Inner Newton non-degeneracy implies finite determinacy. 
If p := char(k) is nonzero, partial Newton non-degeneracy at the origin is strictly weaker than inner
Newton non-degeneracy, e.g. xp+yp+xp+1 +yp+1 is partially non-degenerate at the origin, but it is inner
Newton degenerate. We do not know if this is true in zero characteristic (see section 6.6.2).
5. Kushnirenko’s formula for the generic Milnor number
Let Γ be a diagram in Rn. We write Γ¯ for the region bounded by the cone with base Γ and apex at the
origin, and V −k (Γ), 0 ≤ k ≤ n, for the sum of k-dimensional Euclidean volumes of the intersections of Γ¯
with the k-dimensional coordinate subspaces of Rn (in particular, V0(Γ) is defined to be 1). The Newton
number of Γ is
ν(Γ) :=
{∑n
k=0(−1)n−kk!V −k (Γ) if Γ is convenient,
sup{ν(Γ ∪ {me1, . . . ,men}) : m ≥ 0} otherwise,
where ej are the unit vectors along the (positive direction of the) axes of Rn. Let f ∈ k[[x1, . . . , xn]] such
that f(0) = 0. A. Kushnirenko proved in [Kus76] that µ0(f) ≥ ν(ND(f)), and µ0(f) = ν(ND(f)) if
f is Newton non-degenerate and if either char(k) = 0 or ND(f) is convenient. C. T. C. Wall proved in
[Wal99] that if char(k) = 0, then the equality µ0(f) = ν(ND(f)) continues to hold if f is inner Newton
non-degenerate. In this section we present some generalizations of these results.
5.1. Preliminary results. Let A be a subset of Zn≥0 not containing the origin. For each m ≥ 0, let
Am := A∪{me1, . . . ,men} where ej are the unit vectors along the (positive direction of the) axes of Rn.
Recall the definition of ∂A/∂xj from (65). For each j = 1, . . . , n, let Γm,j := ND(∂Am/∂xj), and let
Γ0m,j := {α− ej : α ∈ ND(Am), α− ej ∈ Rn≥0}
Note that Γm,j = Γ0m,j if and only if either p := char(k) = 0, or if p > 0 and p does not divide the j-th
coordinate of any vertex of ND(f) \ R[n]\{j}. Theorems 4.2 and 6.3 and the monotonicity of intersection
multiplicity (proposition 4.5) imply that for each m ≥ 1,
µ0(A) ≥ [∂A/∂x1, . . . , ∂A/∂xn]0 ≥ [∂Am/∂x1, . . . , ∂Am/∂xn]0
= [Γm,1, . . . ,Γm,n]0 ≥ [Γ0m,1, . . . ,Γ0m,n]0 ≥ [Γ0m−1,1, . . . ,Γ0m−1,n]0
(71)
Proposition 6.11. Let Γ′ be a convenient diagram in Rn not containing the origin. Let
Γ′j := {α− ej : α ∈ Γ′, α− ej ∈ Rn≥0}
where ej is the j-th standard unit vector in Rn, j = 1, . . . , n. Then [Γ′1, . . . ,Γ′n]0 = ν(Γ′).
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PROOF. Fix m ≥ 1. Pick gj ∈ k[[x1, . . . , xn]] such that ND(gj) = Γ′j for each j, and g1, . . . , gn
are non-degenerate at the origin. Then [Γ′1, . . . ,Γ
′
n]0 = [g1, . . . , gn]0. For each I, J ⊆ [n] such that
|I|+ |J | = n, we write
[(gi)i∈I , (xj)j∈J ]0 := [gi1 , . . . , gik , xj1 , . . . , xjn−k ]0
where I = {i1, . . . , ik} and J = {j1, . . . , jn−k}. By assumption Γ′i contains a point on the xi-axis for each
i, and therefore corollary 4.13 implies that [(gi)i∈I , (xj)j∈[n]\I ]0 is defined for each I ⊆ [n]. Consequently
corollary F.6 implies that
[g1, . . . , gn]0 =
∑
I⊆[n]
(−1)n−|I|[(xigi)i∈I , (xj)j∈[n]\I ]0 =
∑
I⊆[n]
(−1)n−|I|[xi1gi1 |kI , . . . , xi|I|gi|I| |kI ]0
where i1, . . . , i|I| are elements of I for each I ⊆ [n]. For each I ⊆ [n] and each i ∈ I , the Newton diagram
of gi|kI is Γ′i ∩ RI , which can be constructed from Γ′ ∩ RI precisely in the same way as Γ′i is constructed
from Γ′. Using the definition of ν(·) it therefore suffices to show that [x1g1, . . . , xngn]0 = n!V −n (Γ′)
for “generic” g1, . . . , gn with ND(gj) = Γ′j for each j. This follows from proposition 4.30 since Γ
′ is the
Newton diagram of the union of
⋃
j Supp(xjgj) and since the condition of assertion (2) of proposition 4.30
is satisfied. 
Corollary 6.12. Let Γm := ND(Am). Then [Γ0m,1, . . . ,Γ0m,n]0 = ν(Γm) for each m ≥ 1. 
Corollary 6.13 (Kushnirenko [Kus76, Theorem I, part (i)]). µ0(f) ≥ ν(ND(f)) for all f ∈ k[[x1, . . . , xn]].
In particular, if ν(ND(f)) =∞, then µ0(f) =∞.
PROOF. Combine inequation (71) and corollary 6.12. 
5.2. Characteristic zero case. Continue to assume thatA is a subset ofZn≥0 not containing the origin.
THEOREM 6.14. If char(k) = 0, then µ0(A) = ν(ND(A)).
PROOF. If char(k) = 0, then theorem 6.3 implies that µ0(A) = [∂A/∂x1, . . . , ∂A/∂xn]0. At first
consider the case that [∂A/∂x1, . . . , ∂A/∂xn]0 <∞. Then corollary C.20 implies that [∂A/∂x1, . . . , ∂A/∂xn]0 =
[∂Am/∂x1, . . . , ∂Am/∂xn]0 for m  1. Since ND(∂Am/∂xj) = Γ0m,j in zero characteristic, in-
equation (71) and corollary 6.12 imply that µ0(A) = ν(ND(A)) in this case. On the other hand, if
[∂A/∂x1, . . . , ∂A/∂xn]0 =∞, then corollary C.20 implies that supm[∂Am/∂x1, . . . , ∂Am/∂xn]0 =∞,
so that corollary 6.12 implies that ν(ND(A)) =∞, as required. 
Corollary 6.15 (Kushnirenko [Kus76, Characteristic zero case of Theorem I], Wall [Wal99, Theorem
1.6], Brzostowski and Oleksik [BO16, Corollaries 3.10 and 3.11]). Let f ∈ k[[x1, . . . , xn]] such that
f(0) = 0. If char(k) = 0, then µ0(f) = ν(ND(f)) if f is either Newton non-degenerate or inner Newton
non-degenerate.
PROOF. Combine theorems 6.3 and 6.14 and propositions 6.6 and 6.9. 
5.3. The general case. We continue to use the notation of section 6.5.1. In particular, A is a subset
of Zn≥0 not containing the origin. Let M′00 (A) be as in theorem 6.3. Theorem 6.3, inequation (71) and
corollary 6.12 immediately imply the following result.
Proposition 6.16. µ0(A) = ν(ND(A)) if and only if
(1) either ν(ND(A)) =∞, or
(2) (a) M′00 (A) is nonempty, and
(b) [Γm,1, . . . ,Γm,n]0 = ν(Γm) for all m 1 not divisible by p, where Γm := ND(Am). 
Remark 6.17. Corollary 4.13 and theorem 6.14 imply that the following are equivalent:
(1) ν(ND(A)) =∞.
(2) [Γ01, . . . ,Γ
0
n]0 =∞.
(3) there is a nonempty subset I of [n] such that |{j : Γ0j ∩ RI 6= ∅}| < |I|.
where
Γ0j := {α− ej : α ∈ ND(A), α− ej ∈ Rn≥0}
6. OPEN PROBLEMS 91
Let p := char(k). Example 6.4 shows that if p is positive, then condition (2a) of proposition 6.16 is
nontrivial. The example below shows that condition (2b) is nontrivial as well.
r
(p, p)
q
pr/2
pq/2
FIGURE 1. Subdivision of the area under the Newton diagram from example 6.18
Example 6.18. Assume p is positive. Let f = xr1 + x
p
1x
p
2 + x
q
2, where q, r are large positive integers
not divisible by p. Let A := Supp(f) and Γ := ND(f). It is straightforward to see from fig. 1 that
ν(Γ) = 2p(q + r)/2 − (r + q) + 1 = (p − 1)(q + r) + 1. On the other hand, ∂f/∂x1 = rxr1 and
∂f/∂x2 = qx
q−1
2 , so that f is partially non-degenerate at the origin. It follows that M′00 (A) 6= ∅ and
µ0(A) = µ0(f) = [rxr−11 , qxq−12 ]0 = (r − 1)(q − 1). It follows that µ0(A) > ν(ND(A)) for sufficiently
large q, r.
We now state a condition which ensures condition (2b) of proposition 6.16: for each subset ∆ of Rn≥0,
let IA(∆) be the set of indices i ∈ [n] such that there is α = (α1, . . . , αn) ∈ ∆ ∩ A such that p does not
divide αi. Define Am, m ≥ 1, as in section 6.5.1. Then the condition is the following:
for each m  1 not divisible by p and for each face ∆ of ND(Am),
the convex hulls of ∂(Am ∩∆)/∂xj , j = 1, . . . , n, are dependent.(72)
Proposition 6.19. Assume (72) holds. Then condition (2b) of proposition 6.16 also holds. In particular,
µ0(A) = ν(ND(A)) if either ν(ND(A)) =∞ orM′00 (A) is nonempty.
PROOF. Pick m  1 not divisible by p. The arguments from the proof of proposition 6.11 show that
it suffices to prove that [x1g1, . . . , xngn]0 = n!V −n (Γm) for power series gj such that ND(gj) = Γm,j and
g1, . . . , gn are non-degenerate at the origin. Condition (72) ensures that Γm is the Newton diagram of the
union of
⋃
j Supp(xjgj), and the condition of assertion (2) of proposition 4.30 is also satisfied. Therefore
the result follows from proposition 4.30. 
Note that condition (72) is not necessary for (2b) of proposition 6.16 to hold - see section 6.6.3.
Corollary 6.20 ([Kus76, Positive characteristic case of Theorem I]). Let f ∈ k[[x1, . . . , xn]] such that
f(0) = 0, ND(f) is convenient, and f is Newton non-degenerate. Then µ0(f) = ν(ND(f)).
PROOF. Due to propositions 6.6 and 6.19 it suffices to show that A := Supp(f) satisfies condition
(72). Since A is convenient, ND(Am) = ND(A) for m  1. So pick a face ∆ of ND(A). Define f∆
as in section 6.4.2. Let gj := ∂f∆/∂xj , j = 1, . . . , n. Since f is Newton non-degenerate, it follows that
g1, . . . , gn are BKK non-degenerate. Since g1, . . . , gn have no common zero on (k∗)n, theorems 3.5, 3.7
and 3.25 imply that the Newton polytopes of gj are dependent, as required. 
6. Open problems
6.1. Existence of non-degenerate polynomials. Let A be a subset of Zn≥0 not containing the origin.
The estimate of µ0(A) from theorem 6.3 is exact if and only if the setM′00 (A) is nonempty, whereM′00 (A)
is the of power series f supported at A such that ND(f) = ND(A), ND(∂f/∂xj) = ND(∂A/∂xj) for
each j, and f is partially non-degenerate at the origin. Theorem 6.3 shows that in characteristic zero
M′00 (A) is always nonempty, and example 6.4 shows that in positive characteristic there are A such that
M′00 (A) is empty. This motivates the following problem.
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Problem 6.21. In the case that char(k) > 0, characterize those A for whichM′00 (A) is nonempty. Com-
pute µ0(A) for those A such thatM′00 (A) is empty.
Let N ′00 (A) is the of power series f supported at A such that ND(f) = ND(A), ND(∂f/∂xj) =
ND(∂A/∂xj) for each j, and f is Newton non-degenerate. Proposition 6.6 implies that N ′00 (A) ⊆
M′00 (A) when µ0(A) <∞. The following is therefore a subproblem of problem 6.21 in that case.
Problem 6.22. In the case that char(k) > 0, characterize those A for which N ′00 (A) is nonempty.
The proof of theorem 6.3 gives a sufficient condition for existence of Newton non-degenerate polyno-
mials: let B be a finite subset of Zn≥0 and B be the n × |B| matrix whose columns are the elements of B.
Let Rankk(·) denote the rank of a matrix over k. The condition we are interested in is the following:
Rankk(B) = dim(conv(B)) + 1(73)
Lemma 6.23. Assume (73) holds. Then the set of polynomials g supported at B such that ∂g/∂xj , j =
1, . . . , n, have no common zero on (k∗)n contains a nonempty Zariski open subset of the space of all
polynomials supported at B.
PROOF. This is the in fact the main content of the proof of theorem 6.3 (the only place where the zero
characteristic played a role in that proof was to ensure that (73) holds). 
Corollary 6.24. If (73) holds with B = ∆ ∩ A for each face ∆ of ND(A), then N ′00 (A) 6= ∅. 
Inequality (66) implies that for A to admit polynomials which are partially non-degenerate at the
origin, it is necessary that
[Γ1, . . . ,Γn]0 <∞(74)
where Γj := ND(∂A/∂xj), j = 1, . . . , n. Corollary 4.13 implies that (74) is equivalent to the condition
that |{j : Γj ∩RI 6= ∅}| ≥ |I| for each I ⊆ [n]. The following is an immediate corollary of proposition 6.6
and corollary 6.24.
Corollary 6.25. Assume (74) holds and (73) holds with B = ∆ ∩ A for each face ∆ of ND(A), then
M′00 (A) 6= ∅. 
A deeper examination of the proof of theorem 6.3 suggests a more technical sufficient condition for
the non-triviality ofM′00 (A). Let I be a nonempty subset of [n] and η be a weighted order centered at the
origin on k[xi : i ∈ I]. For each i ∈ I , define AIi := {α = (α1, . . . , αn) ∈ A ∩ RI , p does not divide
αi}. Let mIη,1 < · · · < mIη,kI,η be the minimum values {minAIi (η) : i ∈ I} of η on the AIi listed in the
increasing order. Fix j, 1 ≤ j ≤ kI,η. Define
JIη,j := {i ∈ I : mIη,j = minAIi
(η)}
AIη,j := {α ∈ A ∩ RI : 〈η, α〉 = mIη,j}
Define a |JIη,j | × |AIη,j | matrix BIη,j as follows: if i1 < i2 < · · · are elements of JIη,j and α1, α2, . . . are
elements of AIη,j , then the (l,m)-th entry of BIη,j is defined to be the il-th coordinate of αm. Let dIη be the
dimension of the smallest linear subspace H of Rn such that each AIη,j is contained in a translate of H .
The arguments of the proof of theorem 6.3 prove the following result.
Proposition 6.26. Assume (74) holds. Assume in addition that the following holds for each nonempty
subset I of [n] and weighted order η centered at the origin on k[xi : i ∈ I]:
dIη <
kI,η∑
j=1
Rankk(B
I
η,j) + |{j 6∈ I : A ∩ (RI + ej) 6= ∅}|(75)
where each ej is the standard unit vector along the j-th axis of Rn. ThenM′00 (A) is nonempty. 
Corollary 6.24 and proposition 6.26 motivate the following special case of problems 6.21 and 6.22.
Question 6.27. Are the conditions of proposition 6.26 necessary for M′00 (A) to be nonempty? Is the
condition from corollary 6.24 necessary for N ′00 (A) to be nonempty?
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6.2. Relation among non-degeneracy conditions. Given a power series f , let us write (N), (I), (P)
to denote respectively the conditions that f is Newton non-degenerate, inner Newton non-degenerate and
partially non-degenerate at the origin. If p := char(k) is nonzero, then (P) does not imply (I), e.g. xp+yp+
xp+1 + yp+1 is partially non-degenerate at the origin, but it is inner Newton degenerate. This observation
together with the discussion from section 6.4 implies the relations depicted in fig. 2, where “(N<∞)”
denotes the condition that f is Newton non-degenerate and µ0(f) <∞.
(P )
(N<∞) (I)
/
?
?
/
(A) zero characteristic
(P )
(N<∞) (I)
/ /
?
/
(B) positive characteristic
FIGURE 2. Relation among non-degeneracy conditions
Problem 6.28. Determine if the question-marked implications from fig. 2 are valid.
We now show that in the zero characteristic case the implication (P)⇒ (I) does hold in dimension≤ 3.
Proposition 6.29. Let f ∈ k[x1, . . . , xn]] be partially non-degenerate at the origin. If n ≤ 3 and char(k)
is zero, then f is also inner Newton non-degenerate.
PROOF. Since all the ∂f/∂xj can not be identically zero on any axis, the distance from every axis to
ND(f) can not be greater than 1. This leads to the possibilities of fig. 3 in the case that n = 2. If ND(f)
is convenient, take Γ = ND(f), otherwise take Γ to be the union of ND(f) and edges (with appropriate
slopes) from the end points of ND(f) to some points on the axes (e.g. the “dashed edges” in fig. 3). It is
straightforward to check that f is inner Newton non-degenerate with respect to Γ.
FIGURE 3. Four possibilities for ND(f) in dimension two
Now assume that n = 3. If ND(f) does not touch any of the three coordinate hyperplanes, then
f would be divisible by some xi. The partial non-degeneracy of f at the origin would then imply that
f = xig such that g(0) 6= 0, and f would be inner Newton non-degenerate with any convenient diagram
with a vertex at the i-th standard unit vector in R3. Therefore we may assume that ND(f) touches every
coordinate hyperplane. Let Γ be the Newton diagram of f + xN1 + x
N
2 + x
N
3 for some N  1. We
claim that f is inner Newton non-degenerate with respect to Γ. Indeed, let ∆ be an inner face of Γ and
I ⊆ {1, 2, 3} such that ∆ ∩ RI 6= ∅. We will check that (70) holds for ∆ and I . Let ∆′ := ∆ ∩ RI and
∆′′ := ∆′∩ND(f). At first assume ∆′′ is nonempty. Then it is a face of ND(f)∩RI . Since char(k) = 0,
the partial derivative of f∆′′ with respect to xi for any i ∈ I is not identically zero on kI . Since f∆ = f∆′′ ,
the partial non-degeneracy of f at the origin implies that V (j(f∆)) ∩ (k∗)I = ∅, as required. So assume
∆′ = ∅. The assumption on ND(f) implies that |I| = 1. We may assume I = {1}. The observation made
in the first sentence of the proof implies that there is an element on ∆ of the form (k, 1, 0) or (k, 0, 1) for
some k ≥ 0. Then xk1 ∈ j(f∆), and therefore V (j(f∆)) does not contain any point on x1-axis other than
the origin, as required. 
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6.3. Validity of Kushnirenko’s formula in positive characteristic. Consider the case that p :=
char(k) > 0. The characterization from proposition 6.16 of the cases in which µ0(A) = ν(ND(A))
is not explicit. In particular it would be interesting to find simple criteria under which condition (2b) of
proposition 6.16 holds. The condition from proposition 6.19 is not necessary for this, e.g. if f = x + yp,
then the (72) fails (and f is not Newton non-degenerate as well), but µ0(f) = ν(ND(f)) = 0. Note that f
is inner Newton non-degenerate. Y. Boubakri, G.-M. Greuel and T. Markwig prove in [BGM12, Theorem
3.5] that µ0(f) = ν(ND(f)) if f is inner Newton non-degenerate, i.e. Wall’s result [Wal99, Theorem 1.6]
extends to positive characteristics.
Problem 6.30. Determine necessary and sufficient conditions for µ0(f) = ν(ND(f)) to hold when
char(k) > 0. In particular, is inner Newton non-degeneracy necessary for this equality?
7. Notes and references
One of Arnold’s problems [Arn04, Problem 1982-16] is to find an elementary proof of the fact that the
Newton number ν(∆) grows monotonically with ∆ (note that this is a consequence of theorem 6.14). S.
K. Lando wrote in the commentary of that problem that he gave an elementary proof for n = 2. For n = 3
an elementary proof was given by S. Brzostowski, T. Krasin´ski and J. Walewska [BKW17].
APPENDIX A
Notation
:= is defined as
|| · || Euclidean length∐
disjoint union
〈f, g, . . . , 〉 ideal generated by f, g, . . .
k[[x]] The ring of formal power series in x with coefficients in k
k((x)) The field of Laurent series in x with coefficients in k
k[X] the ring of rational functions on the algebraic variety X defined over k
[n], n ∈ Z {1, 2, . . . , n}
[T ], T : (k∗)n → (k∗)m the n×m matrix of exponents of coordinates of T
xα, α = (α1, . . . , αn) x
α1
1 · · ·xαnn
1n identity matrix of size n× n
aff(·) affine hull
conv(·) convex hull
fund(H) the volume of any fundamental lattice parallelotope of H
gcd(a, b, · · · ) greatest common positive divisor of the non-zero elements from a, b, · · ·
Inν(·) Intitial form of a (Laurent) polynomial or minimizing face of a polyhedron
L k[x1, x
−1
1 , . . . , xn, x
−1
n ]
lcm(a, b, · · · ) lowest common positive multiple of the non-zero elements from a, b, · · ·
ld Leading form of a (Laurent) polynomial or maximizing face of a polyhedron
maxP(ν) max{〈ν, α〉 : α ∈ P}
minP(ν) min{〈ν, α〉 : α ∈ P}
MV Mixed volume
MV′ν normalized Mixed volume
ND(·) Newton diagram
NP(·) Newton polytope
OX,Z the local ring of the variety X at its subvariety Z
Q>0 {q ∈ Q : q > 0}
Q≥0 {q ∈ Q : q ≥ 0}
R>0 {r ∈ R : r > 0}
R≥0 {r ∈ R : r ≥ 0}
relint(·) relative interior
Supp(f) support of f
V (f, g, . . .) the set of zeroes of f, g, . . .
Vol′H normalized lattice vlume on an affine subspace H
Vol′ν Vol
′
H , where H := {α ∈ Rn : 〈ν, α〉 = 0}
Z>0 {0, 1, 2, . . . , }
Z≥0 {1, 2, . . . , }
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APPENDIX B
Schemes and varieties over algebraically closed fields
In this chapter we compile some basic notions regarding algebraic varieties and schemes over alge-
braically closed fields, and list some of their properties that we use in this book. The results that we believe
are part of the standard material for introductory courses in algebraic geometry, or for which we could find
references in standard texts are presented without proof. Throughout this section k denotes an algebraically
closed field.
1. Length of modules
Let R be a ring and M be an R-module. A composition series of M of length n ≥ 0 is a sequence
M = M0 )M1 ) · · · )Mn = 0(76)
of R-submodules which is “maximal,” or equivalently, each quotient Mi−1/Mi, 1 ≤ i ≤ n, is simple, (that
is, has no non-zero proper submodule). Not every module has a composition series. However, if M has
a composition series, then all composition series of M have the same length [Eis95, Theorem 2.13]. The
length l(M) of M is defined to be infinite if it has no composition series; otherwise l(M) is the length of
any composition series of M . If (76) is a composition series of M , then each Mi−1/Mi is isomorphic to
R/m for some maximal ideal m of R.
2. Schemes and varieties
Unless otherwise stated, by a “scheme” in this book we mean an algebraic scheme over an alge-
braically closed field k, i.e. a scheme which has an open covering by affine schemes SpecRi, where each
Ri is a finitely generated algebra over k. A “point” means a closed point unless otherwise stated. Given
a sheaf I of ideals on a scheme X , we write V (I) for the corresponding closed subscheme of X . If
Y = V (I) and Z = V (J ) are closed subschemes of X , then their intersection Y ∩ Z is the subscheme
V (I + J ). If X is an affine scheme over k, we write k[X] for its coordinate ring; if X is in addition a
variety, we write k(X) for the field of rational functions on X .
Let X be a scheme with an open affine cover {SpecRi}i. We say that X is reduced if no Ri has any
non-zero nilpotent element. A variety is another name for a reduced scheme. The reduced scheme Xred
associated to X is the scheme with the open covering {SpecRi/ni}i where ni is the ideal of nilpotent
elements of Ri. The quotient maps Ri → Ri/ni induce a closed embedding of Xred into X . If Y is a
closed irreducible subvariety of X , we write OX,Y for the local ring of X at Y . If Y ∩ SpecRi 6= ∅, then
Y ∩ SpecRi corresponds to a prime ideal p of Ri, and OX,Y is isomorphic to the localization of Ri at p.
A rational function h on X is a section of the sheaf of total quotient rings on X; there is an affine open
covering {Ui}i of X such that h|Ui = fi/gi for fi, gi ∈ k[Ui] such that gi is a non zero-divisor in k[Ui],
and for each i, j, figj = gjfi in OX,x for each x ∈ Ui ∩ Uj . We use the following result on a number of
occasions.
Proposition B.1. Let Y be a subvariety of a scheme X and f ∈ k[X]. If f |Xred is invertible in k[Xred]
(respectively OXred,Y ), then f is invertible in k[X] (respectively OX,Y ).
PROOF. We only consider the case that f |Xred is invertible in OX,Y , since the other case follows by
similar arguments. Pick g ∈ OX,Y such that g|Xred is the inverse of f |Xred in OXred,Y . Then fg − 1 is
nilpotent in OX,Y , which implies that f is invertible in OX,Y , as required. 
If Y is a closed irreducible subvariety of X , we write OˆX,Y for the completion of OX,Y with respect
to its maximal ideal.
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Proposition B.2. Let Y = V (I) ⊆ kn be an affine scheme over a field k defined by an ideal I of R :=
k[x1, . . . , xn]. Assume Y contains the origin O of kn. Let Rˆ := k[[x1, . . . , xn]].
(1) OˆY,O ∼= Rˆ/IRˆ.
(2) Let J be an ideal of R containing I such that OY,O/JOY,O is a finite dimensional vector space
over k. Then OY,O/JOY,O ∼= Rˆ/JRˆ.
PROOF. WriteX := kn. SinceOY,O ∼= OX,O/IOX,O, the exactness property of completion [AM69,
Propositions 10.12 and 10.13] implies that OˆY,O ∼= OˆX,O/IOˆX,O. The natural identification of OˆX,O with
Rˆ completes the proof of the first assertion. Now let m be the maximal ideal of O in R. The assumption
on J implies that JOY,O ⊃ mqOY,O for q  1. It follows that OY,O/JOY,O ∼= OX,O/JOX,O ∼=
(OX,O/mqOX,O)/(JOY,O/mqOX,O) ∼= (Rˆ/mqRˆ)/(JRˆ/mqRˆ) ∼= Rˆ/JRˆ, which proves the second as-
sertion. 
The irreducible components of a scheme are the irreducible components of the associated reduced
scheme; in particular irreducible components are reduced by definition. If Y is an irreducible component
of a scheme X , then the local ring OX,Y is a zero dimensional Noetherian ring, and therefore it is also
Artinian [AM69, Theorem 8.5]. Therefore the length of OX,Y as a module over itself is finite [Eis95,
Theorem 2.13]; we call it the multiplicity of Y in X and denote it by µY (X).
3. Dimension
A scheme V has pure dimension d means that every irreducible component of V has dimension d. If
P ∈ V and there is a Zariski open neighborhood U of P (in some ambient space) such that V ∩U has pure
dimension d, we say that V has pure dimension d near P .
Fact B.3. Let f1, . . . , fk be regular functions on an affine scheme X of pure dimension n.
(a) If f1 is not identically zero on any irreducible component of X , then V (f1) is either empty or
has pure dimension n− 1.
(b) The dimension of every irreducible component of V := V (f1, . . . , fk) ⊆ X is at least n− k. If
dim(V ) = n − k, then V (fi : i ∈ I) has pure dimension n − |I| near every point of V for all
I ⊆ [k].
(c) If dim(V ) = n − k and P ∈ V is a nonsingular point of X , then even more is true: for every
j ≤ k, fj is a non zero-divisor in OX,P /〈f1, . . . , fj−1〉 (see e.g. [Eis95, Corollaries 17.7 and
17.8]).
(d) Assume X is irreducible. If ψ : X → Y is a surjective morphism of varieties, then for every
y ∈ Y and every irreducible component V of ψ−1(y), dim(V ) ≥ dim(X)−dim(Y ). Moreover,
there is a non-empty Zariski open subset U of Y such that dim(ψ−1(y)) = dim(X) − dim(Y )
for each y ∈ U [Sha94, Theorem I.6.7].
Lemma B.4. Let U be a non-empty Zariski open subset of an irreducible variety X and a ∈ X . If
dim(X) > 0, then there is an irreducible curve C on X containing a such that C ∩ U is non-empty.
PROOF. Without loss of generality we may assume thatX is affine. Pick f ∈ k[X] such that f(a) = 0
and f does not identically vanish on any irreducible component of X \ U . The proposition follows from
induction on dim(X) upon replacing X by an irreducible component of V (f) ⊂ X . 
4. Morphisms of varieties
4.1. Degree of a dominating morphism. A morphism φ : X → Y of varieties is called dominant or
dominating if φ(X) is dense in Y . If φ is dominating, and X,Y are irreducible then φ induces an inclusion
of k(Y ) into k(X). If in addition X and Y have the same dimension, then the field extension k(X)/k(Y )
is finite; the degree of this extension is called the degree of φ and is denoted as deg(φ).
4.2. Image of a morphism and constructible sets. A constructible subset of a variety X is a finite
union of open subsets of closed subvarieties of X . It is a theorem of Chevalley (see e.g. [Eis95, Corollary
14.7]) that if f : X → Y is a morphism of varieties, then f(X) is a constructible subset of Y . We note a
generalization:
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Proposition B.5. Let f : X → Y be a morphism of varieties and k be a non-negative integer. Then
Yk := {y ∈ Y : dim(f−1(y)) < k} is a constructible subset of Y .
PROOF. Proceed by induction double induction on d := dim(Y ) and k. It is true whenever d = 0,
or whenever k ≤ dim(X) − dim(f(X)) due to B.3(d) and Chevalley’s theorem. Now assume it is true
for (d, k) with d ≥ 0 and k ≥ dim(X) − dim(f(X)). We will show that it is true for (d, k + 1).
Let Y ′k := Y \ Yk and Y ′0k be an irreducible component of Y ′k . It suffices to show that Y ′0k ∩ Yk+1 is
constructible. Let X ′0k := f
−1(Y ′0k ) and f
′0
k be the restriction of f to X
′0
k . Then f
′0
k : X
′0
k → Y ′0k is
surjective and dim((f ′0k )
−1(y)) ≥ k for each y ∈ Y ′0k . If k < dim(X ′0k )− dim(Y ′0k ), then B.3(d) implies
that Yk+1∩Y ′0k = ∅, which is constructible. Otherwise B.3(d) implies that k = dim(X ′0k )−dim(Y ′0k ) and
there is a non-empty Zariski open subset U ′0k of Y
′0
k such that dim((f
′0
k )
−1(y)) = k for each y ∈ U ′0k . Let
Y ′′0k := Y
′0
k \ U ′0k . Since dim(Y ′′0k ) < dim(Y ), it follows by induction that Yk+1 ∩ Y ′′0k is construcible,
so that Yk+1 ∩ Y ′0k = U ′0k ∪ (Yk+1 ∩ Y ′′0k ) is constructible as well. 
4.3. Zariski closure of the image. The Zariski closure of a subsetW of a varietyX is the intersection
of all Zariski closed subsets of X containing W .
Proposition B.6. Let W be a constructible subset of a variety X and W¯ be the Zariski closure of W in X .
Pick an irreducible component Z of W¯ and a ∈ Z. If dim(Z) ≥ 1, then there is an irreducible curve C on
Z containing a such that C ∩W is non-empty and (Zariski) open in C.
PROOF. Indeed, W is a union of subsets of X of the form Ui ∩ Vi, where each Ui is open and Zi is
closed inX . Without loss of generality we may assume that eachZi is irreducible andZi∩Ui is non-empty.
Then W¯ =
⋃
i Zi and Z is one of the Zi. The proposition now follows from lemma B.4. 
We now describe the Zariski closures of images of morphisms to affine and projective spaces.
Proposition B.7. Let f1, . . . , fN be regular functions on a (possibly reducible) affine variety X and R :=
k[f1, . . . , fN ] ⊆ k[X]. Define φ : X → kN defined by x 7→ (f1(x), . . . , fN (x)).
(1) The (Zariski) closure Z of φ(X) in kN is isomorphic to SpecR.
(2) Let H = V (yM+1, . . . , yN ) for some M ≤ N , and pi : kN → H be the natural projection onto
the first M coordinates. Then Z ∩H is contained in the closure of pi ◦ φ(X).
(3) If φ(X) ⊆ (k∗)N , then the closure of φ(X) in (k∗)N is isomorphic to SpecRf1···fN , where
Rf1···fN = k[f1, f
−1
1 , . . . , fN , f
−1
N ].
PROOF. Let φ∗ : k[y1, . . . , yN ] → R be the ring homomorphism which maps each yi 7→ fi. The
first assertion is an immediate consequence of the observation that a polynomial g in (y1, . . . , yn) vanishes
on φ(X) if and only if g(f1, . . . , fN )(x) is zero for all x ∈ X if and only if φ∗(g) = 0 in k[X]. For
the second assertion, note that the ideal of the closure of pi ◦ φ(X) is generated by yM+1, . . . , yN and
the polynomials g in y1, . . . , yM such that g(f1, . . . , fM )(x) is identically zero on X . Since each of these
polynomials vanish on Z∩H , it proves the second assertion. Finally, since the closure of φ(X) in (k∗)N is
Z \V (y1 · · · yN )with coordinate ring k[Z]y1···yN ∼= Rf1···fN , the third assertion follows from the first. 
Proposition B.8. Let f0, . . . , fN be regular functions on an irreducible affine variety X and Z be the
closure in PN of the image of the map φ : X \V (f0, . . . , fN )→ PN defined by x 7→ [f0(x) : · · · : fN (x)].
Let [z0 : · · · : zN ] be homogeneous coordinates on PN and Ui := PN \ V (zi), 0 ≤ i ≤ N . Then
(1) Z ∩ Ui ∼= Speck[f0/fi, . . . , fN/fi],
(2) Z ∩ Ui ∩ Uj ∼= Speck[f0/fi, . . . , fN/fi, fi/fj ].
(3) Assume there exists b ∈ Z>0 and b1, . . . , bN ∈ Z≥0 such that b =
∑n
i=1 bi and f
b
0 =
∏
i≥1 f
bi
i .
Then Z ∩ U0 ⊆
⋃
i≥1(Z ∩ Ui).
(4) Let H = V (zM+1, . . . , zN ), H ′ := V (z0, . . . , zM ) for some M ≤ N , and pi : PN \H ′ → H
be the natural projection onto the first M coordinates. Then Z ∩H is contained in the closure
of pi ◦ φ(X \ V (f0, . . . , fM )).
PROOF. Since each Ui ∼= kN , assertion (1) follows from proposition B.7. Write Zi := Z ∩ Ui and
Zij := Z∩Ui∩Uj . SinceZi is an affine variety, fj/fi is a regular function onZi, andZij = Zi\V (fj/fi),
it follows that k[Zij ] = k[Zi]fj/fi = k[f0/fi, . . . , fN/fi], which proves assertion (2). For assertion (3),
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note that zb0−
∏
i≥1 z
bi
i is identically zero on Z. It follows that Z ∩U0 = Z \V (zb0) = Z \V (
∏
i≥1 z
bi
i ) ⊆⋃
i≥1(Z ∩ Ui), as required. For the last assertion it suffices to show that Z ∩ H ∩ Ui is contained in the
closure of pi ◦φ(X \V (fi)) for each i = 0, . . . ,M . This follows from assertion (2) of proposition B.7. 
5. Completeness and compactification of schemes
A variety X over k is complete if for any variety Y , the projection map X × Y → Y is closed, i.e.
it maps Zariski closed sets onto Zariski closed sets. If X is a scheme over k, we say that X is complete
if Xred is a complete variety. In the case that k = C, completeness is the same as compactness. This
motivates the following definition: a compactification of a scheme X is a complete scheme containing X
as an open subscheme. The projective space Pn is complete. It follows that all projective schemes (i.e.
closed subschemes of projective spaces) are complete. The only complete subschemes of an affine scheme
are zero dimensional. In particular, if X is affine and C is a complete positive dimensional subscheme of
a compactification X¯ of X , then C ∩ (X¯ \ X) 6= ∅. A fundamental result of Nagata [Nag63] states that
every scheme can be compactified. We do not use this result. However, we need the following very special
case of the result on extension of affine schemes.
Proposition B.9. Let X be an affine scheme and X¯ be a compactification of X ′ := Xred. Let Y ′ be an
open affine subvariety of X¯ such that X ′ = Y ′ \V (g′) for some g′ ∈ k[Y ′]. Then there is an affine scheme
Y such that X ∼= Y \ V (g) for some g ∈ k[Y ] and Y ′ ∼= Yred. Moreover, g′ = g|Y ′ and the natural
homomorphism k[Y ]→ k[Y ]g ∼= k[X] is injective.
PROOF. Pick g ∈ k[X] such that g′ = g|X′ . Since g′ is invertible in k[X ′], proposition B.1 implies
that g is invertible in k[X]. Pick k-algebra generators f1 = 1/g, f2 = g, f3, . . . , fk of k[X] such that
fj |X′ , j = 2, . . . , k, are restrictions to X ′ of elements of k[Y ′] and they generate k[Y ′] as a k-algebra.
Then Y := Spec(k[f2, . . . , fk]) works. 
APPENDIX C
Intersection multiplicity
In this chapter we define intersection multiplicity of n hypersurfaces at a point on a nonsingular variety
of dimension n and prove some of its basic properties.
1. Reduced curves
By a curve we mean a scheme of pure dimension one (i.e. curves may be non-reduced). If C is a
reduced curve, then up to isomorphism there is a unique nonsingular curve C˜ and a morphism pi : C˜ → C
which is an isomorphism near nonsingular points; we say that pi, or equivalently, C˜, is a desingularization
of C.
A non-constant morphism f : C → D between two reduced projective curves is finite, i.e. if U is
any affine open subset of D, then f−1(U) is affine and the ring of regular functions on f−1(U) is a finite
module over the ring of regular functions on U .
Let a be a point on a reduced curve C. Identify a neighborhood U of a in C with a curve in some kn
with coordinates (x1, . . . , xn). If C is nonsingular at a, then there is f ∈ k[x1, . . . , xn] such that f(a) = 0
and (∂f/∂xj)(a) 6= 0 for some j; we call f a parameter of C at a. The local ring OC,a of C at a is a
discrete valuation ring with parameter f . This means that for every non-zero rational function g on C, there
is a unique integer k such that g/fk is an invertible element of OC,a; we say that k is the order of g at a,
and write orda(g) = k. The order does not depend on the choice of the parameter. If C is nonsingular and
projective, then there are only finitely many points a on C such that orda(g) 6= 0, and
∑
a∈C orda(g) = 0.
2. Order at a point on a (possibly non-reduced) curve
Definition C.1. Let a be a point on a curve C and f ∈ OC,a. The order orda(f) of f at a is the dimension
of OC,a/fOC,a as a vector space over k. Note that orda(f) = ∞ if f vanishes on any irreducible
component of C containing a. If h is a rational function on C, then h = f/g for some f, g ∈ OC,a such
that g is a non zero-divisor in OC,a. We define orda(h) to be orda(f) − orda(g). Proposition C.2 below
shows that orda(h) does not depend on the choice of f or g.
Proposition C.2. Let a be a point on a curve C and f be an element in OC,a.
(1) If f |Cred is a non zero-divisor in OCred,a, then orda(f) < ∞. In particular, if f is a non zero-
divisor in OC,a, then orda(f) <∞.
(2) orda(f) = 0 if and only if f is invertible in OC,a.
(3) If f is a non zero-divisor in OC,a and g ∈ OC,a, then orda(fg) = orda(f) + orda(g).
PROOF. If f |Cred is a non-zero divisor in OCred,a, then the quotient OC,a/fOC,a of OC,a by the
ideal generated by f is a zero dimensional Noetherian local ring, and therefore it is also Artinian [AM69,
Theorem 8.5] and a finite dimensional vector space over k [AM69, Exercise 8.3], proving the first assertion.
The second assertion is straightforward. For the third assertion, without loss of generality we may assume
that orda(g) <∞. Let (f1, . . . , fl) be a basis ofOC,a/fOC,a and (g1, . . . , gm) be a basis ofOC,a/gOC,a
over k. Let h ∈ OC,a. Write Kf and Kg for respectively the k-linear span of the fi and of the gj . Then
OC,a = Kf + fOC,a = Kf + fKg + fgOC,a, which implies that f1, . . . , fl, fg1, . . . , fgm spans OC,a
modulo the ideal generated by fg. We claim that they are also linearly independent over k. Indeed, pick
ci, dj ∈ k such that
∑
i cifi +
∑
j djfgj = fgh, h ∈ OC,a. Then
∑
i cifi ∈ fOC,a, so that c1 = · · · =
cl = 0. It follows that f
∑
j djgj = fgh. Since f is a non zero-divisor,
∑
j djgj = gh ∈ gOC,a. It
follows that d1 = · · · = dm = 0 as well. 
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Proposition C.3. Let a be a point on a curve C. Assume C is irreducible and Cred is nonsingular at a.
Let t ∈ k[C] be an element such that t|Cred is a parameter of OCred,a. Assume t is not a zero-divisor in
OC,a.
(1) orda(t) = µCred(C), where µCred(C) is the multiplicity of Cred in C.
(2) orda(f) = orda(f |Cred) orda(t) for each f ∈ k[C].
PROOF. We start with the first assertion. Choose an isomorphism k[C] ∼= S/J , where J is an ideal in
S := k[x0, . . . , xn] such that a corresponds to the point x0 = · · · = xn = 0 and x0|C = t. Then OˆC,a ∼=
Sˆ/JSˆ where Sˆ := k[[x0, . . . , xn]] and r := dimk(Sˆ/(x0Sˆ + JSˆ)) = dimk(OˆC,a/tOˆC,a) = orda(t).
In particular, r < ∞, which implies that Sˆ/Jˆ is a finitely generated k[[x0]]-module. Note that t is not a
zero-divisor in OˆC,a (due to the exactness property of completion [AM69, Proposition 10.12]), i.e. x0 is
not a zero-divisor in Sˆ/JSˆ. Therefore the fundamental theorem of finitely generated modules over a P.I.D.
implies that Sˆ/JSˆ ∼= k[[x0]]s as a module over k[[x0]] for some s ≥ 0. But then s = dimk(Sˆ/(x0Sˆ +
JSˆ)) = r. Now for each i = 1, . . . , n, there is ui ∈ OC,a and a positive integer mi such that xi − uixmi0
is nilpotent in OC,a. Pick a representative ψi ∈ Sˆ of ui and set yi := xi − xmi0 ψi. Pick φ1, . . . , φr ∈ Sˆ
such that Sˆ/JSˆ =
⊕r
i=1 φik[[x0]] as a k[[x0]]-module. Since the linear parts of (x0, y1, . . . , yn) are
linearly independent, it follows that Sˆ = k[[x0, y1, . . . , yn]]. Moreover, since each yj is nilpotent modulo
JSˆ, each φi can be expressed as a k[[x0]]-linear combination of finitely many monomials in (y1, . . . , yn).
Let yαj , j = 1, . . . , N , be a minimal collection of such monomials such that every other monomial in
(y1, . . . , yn) is their k((x0))-linear combination modulo JSˆ. After a Gauss-Jordan elimination process
and re-orderings of the αj if necessary we may assume that φi = yαi +
∑N
j=r+1 φi,j(x0)y
αj , i = 1, . . . , r,
where φi,j(x0) ∈ k((x0)). Let yα1 =
∑r
i=1 ρi(x)φi =
∑r
i=1 ρi(x)y
αi+
∑r
i=1
∑N
j=r+1 ρi(x)φi,j(x)y
αj .
The minimality assumption on the yαi implies that ρ1(x) = 1 and ρi(x) = 0 if i > 1. It follows that
yα1 = φ1. The same arguments inductively show that φi = yαi for each i = 1, . . . , r. In particular,
N = r.
Claim C.3.1. OC,Cred can be identified with a k-subalgebra of OC,a[1/t].
PROOF. Elements of OC,Cred are of the form f/g where f, g ∈ OC,a such that g|Cred 6= 0. Let
m := orda(g|Cred). There is invertible u ∈ OC,a such that g = utm − h where h is a nilpotent in
OC,a. Pick k such that hk+1 = 0. Write f ′ := f/u and h′ := h/u. Then f/g = f ′/(tm − h′) =
t−m(k+1)f ′
∑k
j=0 t
mjh′k−j which is an element of OC,a[1/t]. 
Since t is a non zero-divisor in OˆC,a, it follows that OC,Cred is a k-subalgebra of OˆC,a ∼= Sˆx0/JSˆx0 ,
where Sˆx0 := Sˆ[1/x0] = k((x0))[[y1, . . . , yn]]. Re-order α1, . . . , αr if necessary to ensure that αi−αj ∈
Zn≥0 only if i ≥ j. For each i = 0, . . . , r, let Jˆi be the ideal of Sˆx0/JSˆx0 generated by yαi+1 , . . . , yαr
and Mi := Jˆi ∩ OC,Cred . Now fix i, 0 ≤ i ≤ r − 1. We claim that yαi+1 , . . . , yαr generate Mi is
generated as an ideal of OC,Cred . Indeed, pick h ∈ Mi. Then there exists k ≥ 0 such that htk ∈ OC,a
and hxk0 is a k[[x0]]-linear combination of the y
αi+1 , . . . , yαr in Sˆ/JSˆ. Write M ′i for the ideal of OC,a
generated by yαi+1 , . . . , yαr and N ′i for the ideal of OC,a generated by M ′i and htk. Let L′i := N ′i/M ′i be
the quotient of N ′i/M
′
i as a module over OC,a. Then the completion (with respect to the maximal ideal of
OC,a) of L′i is Lˆ′i ∼= Nˆ ′i/Mˆ ′i ∼= (OˆC,a ⊗OˆC,a N ′i)/(OˆC,a ⊗OˆC,a M ′i) = 0 [AM69, Propositions 10.12 and
10.13]. A theorem of Krull [AM69, Theorem 10.17] then implies that L′i = 0. It follows that N ′i = M ′i
and h ∈ Mi, as required. Since yαi ∈ Mi \Mi+1, it follows that Mi/Mi+1 6= 0. On the other hand,
if h is a nilpotent element in OC,Cred , then as an element of Sˆx0/JˆSˆx0 , h is in the ideal generated by
y1, . . . , yn, and the ordering of the αj ensures that hMi ⊆Mi+1. Combining all these observations we see
that as OC,Cred-module, Mi/Mi+1 ∼= OC,Cred/n, where n is the (maximal) ideal of nilpotent elements of
OC,Cred . It follows that OC,Cred = M0 ⊃ M1 ⊃ · · · ⊃ Mr = 0 is a composition series of OC,Cred , so
that µCred(C) = r, as required to prove the first assertion.
For the second assertion, we may assume without loss of generality that q := orda(f |Cred) < ∞.
Then there is u ∈ OC,a such that u|Cred is invertible and (tq − uf)|Cred = 0. Proposition B.1 implies that
u is invertible inOC,a. Note that h := tq−uf is nilpotent inOC,a. Pick a new indeterminate z, and define
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R := k[C][z]/〈zq − h〉 and D := SpecR. In R then uf = tq − zq = ∏qi=1(t − ζiz), where the ζi are
the q-th roots of unity in k. Since Dred ∼= Cred and z is nilpotent in D, it follows that (t − ζiz)|Dred is a
parameter of ODred,a for each i. Since R =
∑q−1
i=0 z
i
k[C] ∼= (k[C])q as a k[C]-module, it follows that
(i) t is not a zero-divisor in k[D], which implies that t− ζiz is not a zero-divisor in k[D] for any i.
(ii) orda(g|D) = q orda(g|C) for each g ∈ k[C].
Combining these observations with the first assertion and proposition C.2 yields that q orda(f |C) =
orda((uf)|D) =
∑q−1
i=0 orda(t − ζiz) = q orda(t|D) = q2 orda(t|C), so that orda(f |C) = q orda(t|C),
as required. 
Lemma C.4. Let D be an affine curve over k and f ∈ k[D] be such that r := dimk(k[D]/fk[D]) <∞.
Then r =
∑
a∈D orda(f).
PROOF. Since r < ∞, there are finitely many zeroes of f on D. Denote them by a1, . . . , ak; let mj
be the maximal ideal of aj in k[D] and ιj : k[D]→ k[D]mj be the natural map.
Claim C.4.1. fk[D] =
⋂
j ι
∗
j (fk[D]mj ).
PROOF (A` LA MUMFORD [Mum95, Proposition 1.11]). We only need to show the “⊃” inclusion. Let
h ∈ ι∗j (fk[D]mj ) for each j. Then for each maximal ideal m of k[D], there exists u 6∈ m such that
uh ∈ fk[D]. It follows that the ideal [fk[D] : h] := {u ∈ k[D] : uh ∈ fk[D]} of k[D] is not contained
in any maximal ideal of k[D]. Therefore 1 ∈ [fk[D] : h], as required. 
Claim C.4.2. If j 6= j′, then ι∗j (fk[D]mj ) + ι∗j′(fk[D]mj′ ) = k[D].
PROOF. Since k[D]mj/fk[D]mj and k[D]mj′/fk[D]mj′ are Artin local rings, their maximal ideals
are nilpotent [AM69, Proposition 8.6]. Therefore there exists q such that (mi)qk[D]mj ⊆ fk[D]mj and
(mj)
q
k[D]mj′ ⊆ fk[D]mj′ . Since 1 ∈ (mi)q + (mj)q , the claim follows. 
Claims C.4.1 and C.4.2 and the Chinese remainder theorem imply that
r = dimk(k[D]/fk[D]) =
k∑
j=1
dimk(k[D]/ι
∗
j (fk[D]mj ))(77)
Claim C.4.3. k[D]/ι∗j (fk[D]mj ) ∼= k[D]mj/fk[D]mj for each j.
PROOF. It is straightforward to see that the natural map k[D]/ι∗j (fk[D]mj ) → k[D]mj/fk[D]mj is
injective. For surjectivity, note that if h = g1/g2 is an element of (mj)qk[D]mj for some q ≥ 0, where
g1 ∈ k[D] and g2 ∈ k[D] \ mj , then h − cg1 ∈ (mj)q+1k[D]mj , where c ∈ k is the image of g−12 in
k ∼= k[D]mj/mjk[D]mj . It follows by an induction on q that for each h ∈ k[D]mj and q ≥ 1, there exists
h′ ∈ k[D] such that h − h′ ∈ (mj)q+1k[D]mj . Choosing q such that (mj)q+1k[D]mj ⊆ fk[D]mj yields
the required result. 
The result follows from (77) and claim C.4.3. 
THEOREM C.5. Let a be a point on a curve C. Let C1, . . . , Cs be the irreducible components of C
containing a and pii : C˜i → Ci be the desingularizations of Ci. If f is a non zero-divisor in OC,a, then
orda(f) =
∑
i
µCi(C) orda(f |Ci) =
∑
i
µCi(C)
∑
a˜∈pi−1i (a)
orda˜(pi
∗
i (f |Ci))(78)
PROOF. Without loss of generality we may assume that C is affine, Cred \ {a} is nonsingular and the
restriction of f to every irreducible component ofC is non-constant. Let C¯ be the (unique) compactification
of Cred such that C¯i \{a} is nonsingular for each i (given a closed embedding of Cred into an affine space,
C¯ can be explicitly constructed by taking the closure in an projective completion of the affine space and
then resolving the singularities at infinity of the closure of Cred). The restriction f ′ := f |Cred of f to
Cred defines a morphism C¯ → P1 which we also denote by f ′. Let D := f ′−1(k). Then D′ is an affine
curve. Let g′ be an element in k[f ′] such that g′(a) 6= 0 and D′ \ V (g′) is contained in Cred. Then
k[D′]g′ ⊃ k[Cred]g′ . On the other hand, if h ∈ k[D′]g′ , then h = h′/g′k for some h′ ∈ k[D′] and k ≥ 0.
Since k[D′] ⊂ k[Cred], it follows that k[D′]g′ ⊂ k[Cred]g′ , and therefore k[D′]g′ = k[Cred]g′ . Let
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g ∈ k[f ] such that g′ = g|Cred and apply proposition B.9 with X = C \ V (g) and Y ′ = D′; let D be the
resulting affine curve such that D′ = Dred and C \ V (g) is an open subscheme of D. We write Di for the
irreducible component of D containing Ci.
Claim C.5.1. k[D] (respectively k[D′]) is a finitely generated module over k[f ] (respectively k[f ′]).
PROOF. Each k[Di] is a finitely generated k[f ′]-module. Since the natural map k[D′] →
∏
i k[Di]
is injective, k[D′] is isomorphic to a k[f ′]-submodule of
∏
i k[Di], and therefore also a finitely generated
module over k[f ′]. Pick a finite collection g′1, . . . , g
′
k of k[f
′]-module generators of k[D′]. Pick gi ∈ k[D]
such that g′i = gi|D′ , i = 1, . . . , k. Let h1, . . . , hl be generators of the ideal n of nilpotent elements
of k[D]. There is m ≥ 0 such that nm+1 = 0. We claim that k[D] is generated as a k[f ]-submodule
by gihα11 · · ·hαmm , 1 ≤ i ≤ k, α ∈ Zl≥0, α1 + · · · + αl ≤ m. Indeed, let u ∈ k[D]. Then there are
φ1, . . . , φk ∈ k[f ] such that u1 := u−
∑k
j=1 φjgj ∈ n. Then u1 =
∑l
j=1 u1,jhj . Expressing the u1,j as
k[f ]-linear combinations of gj modulo n and continuing as above gives the claim. 
The fundamental theorem of finitely generated modules over a P.I.D. implies that as a k[f ]-module
k[D] has a decompositions of the form:
k[D] ∼= (k[f ])r
⊕(⊕
i
k[f ]/〈φi(f)〉
)
where φi(f) are polynomials in f . Note that for each c ∈ k, f − c is a zero-divisor in k[D] if and only if
f − c divides some φi(f). It follows that r = dimk(k[D]/(f − c)k[D]) for all c ∈ k such that f − c is a
non zero-divisor in k[D]. Lemma C.4 then implies that
r =
∑
b∈D
f(b)=c
ordb(f − c)
for all c ∈ k such that f − c is a non zero-divisor in k[D]. Now pick a point a∗ ∈ C \ {a}. Applying the
above construction with a∗ and C∗ := C \ {a} respectively in place of a and C yields an affine curve D∗
containing an open neighborhood of a∗, and the same arguments show that there is an integer r∗ such that
r∗ =
∑
b∈D∗
f(b)=c
ordb((f − c)|D∗)
for all c ∈ k such that f − c is a non-zero divisor in k[D∗]. Since D and D∗ are birational, and since our
construction guarantees that f − f(a) is a non zero-divisor in both k[D] and k[D∗], it follows that r = r∗
and ∑
b∈D
f(b)=f(a)
ordb(f) =
∑
b∈D∗
f(b)=f(a)
ordb(f |D∗)
Let a1 = a, a2, . . . , ak be the points of f−1(f(a)) on D. For each j > 1, the construction of D∗ shows
that aj ∈ D∗ and aj has a neighborhood on D which is isomorphic to D∗. Let S := (f |D∗)−1(f(a)) \
{a2, . . . , , ak} ⊂ D∗. Then
orda(f) =
∑
b∈S
ordb(f |D∗)
It follows from the construction of D∗ that Dred is nonsingular at every point on S. For each b ∈ S, let
D∗ib be the (unique) irreducible component of D
∗ containing b. Proposition C.3 then implies that
orda(f) =
∑
b∈S
µD∗ib
(D∗) ordb(f |D∗ib )
Since D∗ib has a Zariski open set isomorphic to Ci, and since the desingularization C˜i of Ci is isomorphic
to D∗ib near b, it follows that µD∗ib (D
∗) = µCib (C) and ordb(f |D∗ib ) = ordb(pi
∗
ib
(f |Cib,red), which proves
the theorem. 
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Corollary C.6. Let C be a complete curve and h be a rational function on C such that for every a ∈ C, h
can be represented near a as a quotient of non zero-divisors in OC,a. Then
∑
a∈C orda(h) = 0.
PROOF. Let C1, . . . , Cs be the irreducible components of C containing a and pii : C˜i → Ci,red be the
desingularizations of Ci,red. Theorem C.5 implies that∑
a∈C
orda(h) =
∑
i
µCi(C)
∑
a˜∈Ci
orda˜(pi
∗
i (h|Ci,red))
Since
∑
a˜∈Ci orda˜(pi
∗
i (h|Ci,red)) = 0 for each i, we are done. 
Corollary C.7. LetX be a complete variety and C be a complete curve onX×P1. Assume no component
of C is contained in X × {a} for any a ∈ P1. Then each component of C intersects X × {a} for every
a ∈ P1.
PROOF. We may assume without loss of generality thatC is reduced and irreducible. Let (x, a), where
x ∈ X and a ∈ P1, be an arbitrary point of C. Choose an arbitrary point b ∈ P1, and an affine coordinate
t on P1 such that t is regular at both a and b. Then (t − a)/(t − b) restricts to a well defined rational
function on C which is regular and nonzero near every point of X × {∞} (where∞ is the unique point in
P1 \ Speck[t]), and corollary C.6 implies that∑y∈X ord(y,b)((t− b)|C) = ∑y∈X ord(y,a)((t− a)|C) ≥
ord(x,a)((t− a)|C) > 0. It follows that C intersects X × {b}, as required. 
3. Intersection multiplicity at a point
The intersection multiplicity at the origin of ψ1, . . . , ψn ∈ k[[x1, . . . , xn]] is
[f1, . . . , fn]0 := dimk(k[[x1, . . . , xn]]/〈ψ1, . . . , ψn〉)(79)
If a is a nonsingular point of a variety X of dimension n then the completion OˆX,a of the local ring OX,a
of X at a is isomorphic to k[[x1, . . . , xn]]. If f1, . . . , fn are regular functions on a neighborhood of a in
X , the intersection multiplicity at a of f1, . . . , fn is
[f1, . . . , fn]a := dimk(OˆX,a/〈f1, . . . , fn〉) = dimk(OX,a/〈f1, . . . , fn〉).(80)
where the last equality follows from proposition B.2. Given a subset S of a variety X and a ∈ S, we say
that a is an isolated point of S if the Zariski closure of S \ {a} in X does not contain a. In other words, a
is isolated in S if and only if {a} is an irreducible component of the Zariski closure of S in X .
Proposition C.8. Let V := V (f1, . . . , fn) ⊆ X .
(1) [f1, . . . , fn]a = 0 iff a 6∈ V .
(2) 0 < [f1, . . . , fn]a <∞ iff a is an isolated point of V .
(3) If 0 < [f1, . . . , fn]a < ∞, then there is a Zariski open neighborhood U of a in X such that
V (f2, . . . , fn) ∩ U has dimension one.
(4) If there is a Zariski open neighborhood U of a in X such that C := V (f2, . . . , fn) ∩ U has
dimension one, then [f1, . . . , fn]a = orda(f1|C).
(5) [f1f ′1, f2, . . . , fn]a = [f1, . . . , fn]a + [f
′
1, f2, . . . , fn]a.
PROOF. Assertion (1) is clear. Assertion (2) follows from the observation that a is an isolated point
of V if and only if the radical of the ideal generated by f1, . . . , fn in OX,a is the maximal ideal of OX,a.
The third assertion follows from assertion (2) and B.3(b). Since OX,a/〈f1, . . . , fn〉 ∼= OC,a/f1OC,a,
the fourth assertion follows from the definition of order. The fifth assertion is obvious in the case that
either [f1, . . . , fn]a or [f ′1, f2, . . . , fn]a is zero or infinite. Otherwise assertion (3) implies that C :=
V (f2, . . . , fn) is a curve near a and B.3(c) implies that f1f ′1 is a non-zero divisor in OC,a. Therefore
assertion (4) and proposition C.2 imply that [f1f ′1, f2, . . . , fn]a = orda((f1f
′
1)|C) = orda(f1|C) +
orda(f
′
1|C) = [f1, . . . , fn]a + [f ′1, f2, . . . , fn]a, as required. 
Let X be a nonsingular affine variety of dimension n. Let hi :=
∑
j φi,j(t)gi,j , i = 1, . . . , n, where
φi,j are rational functions in an indeterminate t and gi,j are regular functions on X . Let T ⊂ k be the
complement of the poles of
∏
i,j φi,j . For each  ∈ T , write h,i := hi|t= and Z := V (h,1, . . . , h,n) ⊂
X × {}.
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Proposition C.9. Assume there is 0 ∈ T such that Z0 has an isolated point (b0, 0).
(1) Let C ⊆ X × T be the union of irreducible components of V (h1, . . . , hn) containing (b0, 0).
Then C has pure dimension one and no irreducible component of C is contained in X × {} for
any  ∈ T . In particular, C ∩ (X × {}) is finite and non-empty for every  ∈ T .
(2) Let T ∗ be the set of all  ∈ T such that all points on C := C ∩ (X × {}) are isolated in Z.
Then T ∗ is a non-empty Zariski open subset of k.
(3) Let C˜ := {(b, ) ∈ C : (b, ) is isolated in Z}. The function M : T → Z given by  7→∑
(b,)∈C˜ [h,1, . . . , h,n]b achieves the maximum on a non-empty Zariski open subset of T
∗.
(4) If  ∈ T , then M() fails to attain the maximum if and only if at least one of the following is true:
(a)  6∈ T ∗, i.e. there is a point on C which is a non-isolated zero of h,1, . . . , h,n, or
(b) C “has a point at infinity at t = ”, i.e. if X¯ is a compactification of X and C¯ is the closure
of C in X¯ × P1, then C¯ ∩ ((X¯ \X)× {}) 6= ∅.
PROOF OF PROPOSITION C.9. Since b0 is an isolated point of C ∩ {t = 0} which is defined by
n + 1 functions on a variety of dimension n + 1, B.3(b) implies that C has pure dimension one. Now
assume there is  ∈ T such that X × {} contains an irreducible component of C. Since (b0, 0) is in
every irreducible component of C, the only choice for such  is 0; since (b0, 0) is an isolated point of Z0 ,
this is impossible. This proves assertion (1). Let T ∗ be as in assertion (2) and {(b′j , ′j)}j be set of points
in the intersection of C with the irreducible components of V (h1, . . . , hn) not containing (b0, 0). Since
T \ {′j}j ⊆ T ∗, this proves assertion (2). On a Zariski open neighborhood U of C ∩ (X × T ∗), the set of
points defined by h1, . . . , hn is precisely C∗. In other words, the subscheme D := V (h1, . . . , hn) ∩ U of
U has pure dimension one, and Dred = C ∩ (X × T ∗). It follows that for all  ∈ T ∗,∑
(b,)∈C
[h,1, . . . , h,n]b =
∑
(b,)∈C
[t− , h1, . . . , hn](b,) =
∑
(b,)∈C
ord(b,)((t− )|D)
where the last equality is due to proposition C.8. Let X¯ be a compactification of X and C¯ be the closure
of C in X¯ × P1. Proposition B.9 implies that there is a complete curve D¯ in X × P1 containing D as an
open subscheme such that D¯red = C¯. Fix 1, 2 ∈ k. Since t−  is not a zero divisor in k[D] for all  ∈ k
(B.3(c)), proposition B.9 in addition ensures that (t− 1)/(t− 2) is a rational function on D¯ which does
not identically vanish on any component of D¯. Therefore corollary C.6 implies that∑
{b∈X¯:(b,1)∈C¯}
ord(b,1)((t− 1)|D¯) =
∑
{b∈X¯:(b,2)∈C¯}
ord(b,2)((t− 2)|D¯)
There are only finitely many points  ∈ T ∗ such that C¯ ∩ ((X¯ \X)×{}) 6= ∅. Let T ′∗ be the complement
of these points in T ∗. Since ord(b,)((t− )|D¯) is positive whenever (b, ) ∈ C¯ ⊂ D¯, it follows that M()
is the maximum if and only if  ∈ T ′∗, which proves assertions (3) and (4). 
Proposition C.10. Let the assumptions and the notation be as in proposition C.9.
(1) Let T˜ := { ∈ T : either (b0, ) 6∈ Z or (b0, ) is isolated in Z}. Then m : T → Z ∪ {∞}
given by  7→ [h,1, . . . , h,n]b0 achieves its minimum on a non-empty Zariski open subset of T˜ .
(2) Assume the minimum m∗ of m over T is finite. If  ∈ T , then m() > m∗ if and only if one of
the following is true:
(a)  6∈ T˜ , i.e. (b0, ) is a non-isolated zero of h,1, . . . , h,n, or
(b) there is an irreducible component of V (h1, . . . , hn) ⊂ X × k containing (b0, ) other than
the “vertical line” {b0} × k.
PROOF. If there is  ∈ T such that b0 is not a common zero of h,1, . . . , h,n, then m∗ = 0, and the
result is clearly true. So assume otherwise. Without loss of generality we may assume that 0 < m∗ < ∞.
Then B.3(b) implies that C0 := {b0} × T is an irreducible component of V := V (h1, . . . , hn) ⊂ X × T .
Let T0 := { ∈ T : (b0, ) is isolated in Z and C0 is the only component of V containing (b0, )}.
Then T0 is a non-empty Zariski open subset of T and there is a neighborhood U0 of C0 ∩ (X × T0) such
that the scheme D0 := V ∩ U0 has pure dimension one and D0,red = C0 ∩ (X × T0). Proposition B.9
implies that there is a complete curve D¯0 in X × P1 containing D0 as a Zariski open subscheme such that
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D¯0,red = {b0} × P1 and (t − 1)/(t − 2) is a rational function on D¯0 for all 1, 2 ∈ k. As in the proof
of proposition C.9 it follows that
[h,1, . . . , h,n]b0 = [t− , h1, . . . , hn](b0,) = ord(b0,)((t− )|D0) for all  ∈ T0, and
ord(b0,1)((t− 1)|D¯0) = ord(b0,2)((t− 2)|D¯0) for all 1, 2 ∈ k.
Therefore it suffices to show that [t − , h1, . . . , hn](b0,) > ord(b0,)((t − )|D¯0) whenever  ∈ T \ T0.
This inequality is clear if (b0, ) is non-isolated in Z, so assume (b0, ) is an isolated point of Z and there
are irreducible components of V containing (b0, ) other than C0; denote them by C1, . . . , Ck. Choose a
Zariski open neighborhood W of (b0, ) in X × T such that C0 ∩W, . . . , Ck ∩W are the only irreducible
components of V ∩W . Then
[t− , h1, . . . , hn](b0,) = ord(b0,)((t− )|V ∩W ) =
k∑
i=0
µCi(V ) ord(b0,)((t− )|Ci)
> µC0(V ) ord(b0,)((t− )|C0) = µC0(D¯0) ord(b0,)((t− )|C0) = ord(b0,)((t− )|D¯0)
where the last equality follows from theorem C.5. This completes the proof. 
4. The power series ring and monomial orders
In this section we show that if the intersection multiplicity is finite, then it is finitely determined
(corollary C.20). We also give a direct (and easy) proof of Noetherianity of power series rings. We start
with ta definition: a monomial order on Zn≥0 is a binary relation  on Zn≥0 such that
(a)  is a total order,
(b)  is compatible with the addition on Zn≥0, i.e. if α  β, then α+γ  β+γ for all γ ∈ Zn≥0, and
(c) 0  α for each α ∈ Zn≥0.
We show below in corollary C.14 that every monomial order  is also a well order on Zn≥0, i.e. for every
non-empty subset S of Zn≥0, there is a unique α ∈ S such that α  α′ for all α′ ∈ S. Let x1, . . . , xn
be indeterminates. Since a monomial order  on Zn≥0 defines an ordering on the set of monomials in
(x1, . . . , xn), we also say that  is a monomial order on k[x1, . . . , xn] or on k[[x1, . . . , xn]].
Example C.11. The lexicographical order lex on Zn≥0 is defined as follows: if α, β ∈ Zn≥0, then α lex
β iff either α = β, or α 6= β and the first non-zero coordinate (from the left) of α − β is negative. It is
straightforward to check that lex is a monomial order and also a well order on Zn≥0.
Definition C.12. A corner point of a subset S of Zn≥0 is an element α ∈ S such that there is no α′ ∈ S,
α′ 6= α, such that α = α′ + β for some β ∈ Zn≥0.
Lemma C.13. Let S be a non-empty subset ofZn≥0. The set CS of corner points of S is finite and non-empty.
Moreover, S + Zn≥0 = CS + Zn≥0.
PROOF. It is immediate to check that the minimal element of S with respect to lex is a corner
point of S, which proves that CS is non-empty. Now assume CS has infinitely many elements. Let α0 =
(α01, . . . , α
0
n) be an arbitrary element of S. For each α = (α1, . . . , αn) ∈ CS , there is j such that αj < α0j .
Fix j1 such that there are infinitely many α ∈ CS with αj1 < α0j1 . Since there are finitely many choices for
αj1 , it follows that there is aj1 < α
0
j1
such that C1S := {α ∈ CS : αj1 = aj1} is infinite. Now fix α1 ∈ C1.
Replacing α0 by α1 and CS by C1S and running the above procedure yields j2 6= j1 and aj2 < α1j2 such that
C2S := {α ∈ C1S : αj2 = aj2} is infinite. Continuing this process we will end up with an infinite set CnS . But
this is absurd, since CnS will consist of a single element (a1, . . . , an) by construction. This contradiction
implies that CS was finite to begin with, which proves the first assertion. For the second assertion, pick
(α1, . . . , αn) ∈ S and define S≤α := {β ∈ S : α − β ∈ Zn≥0}. The first assertion implies that there is
a corner point β of S≤α. It is clear that β is also a corner point of S and α ∈ β + Zn≥0. This proves the
second assertion. 
Corollary C.14. Every monomial order on Zn≥0 is also a well order on Zn≥0.
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PROOF. Let  be a monomial order on Zn≥0 and S be a non-empty subset of Zn≥0. Let CS be the set
of corner points of S. Since CS is finite and non-empty, it has a unique minimal element β0 with respect to
. For every α ∈ S, lemma C.13 implies that there is β ∈ CS such that α−β ∈ Zn≥0, so that properties (b)
and (c) of monomial orders imply that β  α. It follows that β0 is the minimal element of S with respect
to . 
Corollary C.15. Let S ⊂ Zn. Then the convex hull of S + Rn≥0 is a (convex) polyhedron.
PROOF. By translating S if necessary, we may assume S ⊂ Zn≥0. Lemma C.13 implies that S+Rn≥0 =
CS + Rn≥0, where CS is the finite set of corner points of S. It is straightforward to see that the convex hull
of the Minkowski addition of any finite set with Rn≥0 is a convex polyhedron. 
Let k be a field, x1, . . . , xn be indeterminates, and R := k[[x1, . . . , xn]] be the ring of formal power
series in (x1, . . . , xn) over k. Lemma C.13 implies that every ideal of R which is generated by monomials
is finitely generated. We now give a proof of the more general fact that every ideal ofR is finitely generated.
We need a definition first: we say that a monomial order  on Zn≥0 has finite depth if for every α ∈ Zn≥0,
the set [Zn≥0]α := {β ∈ Zn≥0 : β  α} is finite.
Example C.16. The graded lexicographic ordergrlex on Zn≥0 is defined as follows: if α = (α1, . . . , αn)
and β = (β1, . . . , βn) ∈ Zn≥0, then α lex β iff either
∑
j αj <
∑
j βj , or
∑
j αj =
∑
j βj and α lex β.
It is straightforward to check that grlex is a monomial order on Zn≥0 of finite depth.
Fix a monomial order  on Zn≥0. For each non-empty subset S of Zn≥0, we write In(S) for the
minimal element of S with respect to . For f = ∑α cαxα ∈ R, the support Supp(f) of f is the
set {α : cα 6= 0} ⊆ Zn≥0; if f 6= 0 and α := In(Supp(f)), we say that α is the initial exponent
of f denoted by exp(f) and cαx
α is the initial form In(f) of f . For each subset Q of R, we write
exp(Q) := {exp(f) : f ∈ Q, f 6= 0} ⊆ Zn≥0 for the set of initial exponents of non-zero elements in
Q.
THEOREM C.17. Let  be a monomial order of finite depth on Zn≥0. Let I be an ideal and CI =
{α1, . . . , αs} be the set of corner points of exp(I). For each i = 1, . . . , s, pick fi ∈ I such that
In(fi) = xαi .
(1) Each g ∈ R can be expressed as g = ∑i fihi + g′ for some h1, . . . , hs, g′ ∈ R such that either
g′ = 0, or exp(g)  exp(g′) and exp(g′) 6∈ exp(I).
(2) I is generated by f1, . . . , fs.
(3) If g ∈ R is such that Supp(g) ⊂ Zn≥0 \ exp(I), then g 6∈ I . In particular, dimk(R/I) =
|Zn≥0 \ exp(I)| and if dimk(R/I) < ∞, then {xα : α ∈ Zn≥0 \ exp(I)} form a k-basis of
R/I .
PROOF. It suffices to prove the first assertion. Pick g ∈ R. If α := In(Supp(g)) 6∈ exp(I), there
is nothing to do. Otherwise pick the smallest i1, 1 ≤ i1 ≤ s, such that α = αi1 + β1 for some β1 ∈ Zn≥0.
Then In(g) = c1xαi1+β1 for some c1 ∈ k. Write g0 := g and g1 := g − c1xβ1fi1 . Continuing with
g1 and repeating this procedure, yields a sequence of elements (gk)k≥0 such that In(gk)  In(gk+1)
for each k. Either this sequence is infinite, in which case the finite depth of  ensures that f is a R-linear
combination of the fj , or it stops at a stage k, in which case In(Supp(gk)) 6∈ exp(I). This implies
the first assertion. The second assertion follows from the first. The third assertion follows from the first
assertion and finite depth of . 
Lemma C.18. Let be a monomial order on Zn≥0 andQ be a k-vector subspace ofR. Then | exp(Q)| =
dimk(Q).
PROOF. It suffices to consider the case that d := dimk(Q) < ∞. The lemma is clear when d = 1.
Assume by induction that it is true for d and assume Q has a basis consisting of f1, . . . , fd+1. Let Q′ be
the k-vector space spanned by f1, . . . , fd. By induction we have exp(Q
′) consists of α1, . . . , αd ∈ Zn≥0.
It is straightforward to see that there is g ∈ Q′ such that exp(fd+1 + g) 6= αj for any j = 1, . . . , d, and
that exp(Q) = exp(Q
′) ∪ {exp(fd+1 + g)}, which completes the proof. 
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Let  be a monomial order on Zn≥0. For each f =
∑
α cαx
α ∈ R and each β ∈ Zn≥0 write [f ]β :=∑
αβ cαx
α.
THEOREM C.19. Assume  has finite depth. Let I be an ideal of R generated by f1, . . . , fs. For each
β ∈ Zn≥0, let [I]β be the ideal of R generated by [fj ]β , j = 1, . . . , s.
(1) If dimk(R/I) <∞, then there is β ∈ Zn≥0 such that exp(I) = exp([I]β′) and dimk(R/I) =
dimk(R/[I]β′) for all β′  β.
(2) If dimk(R/I) =∞, then for each N ≥ 0, there is β ∈ Zn≥0 such that dimk(R/[I]β′) ≥ N for
all β′  β.
PROOF. At first assume dimk(R/I) < ∞. Theorem C.17 implies that Zn≥0 \ exp(I) is finite.
For every finite subset S of Zn≥0, write ld(S) for the maximal element of S with respect to . Let
β1 := ld(Zn≥0 \ exp(I)). Then for each β′  β1 and each g1, . . . , gs ∈ R, we have∑
j
gj [fj ]β′ =
∑
j
gj([fj ]β′ − fj) +
∑
j
gjfj
Let h :=
∑
j gj [fj ]β′ , h1 :=
∑
j gj([fj ]β′ − fj) and h2 :=
∑
j gjfj . Since exp(h2) ∈ exp(I) and
exp(h1)  ld(Zn≥0 \ exp(I)), it is straightforward to see that if h = h1 + h2 6= 0, then exp(h) ∈
exp(I). It follows that exp([I]β′) ⊆ exp(I). Now let CI be the set of corner points of exp(I)
and β2 := ld(exp(I)). For each α ∈ CI , there is g1, . . . , gs ∈ R such that exp(
∑
j gjfj) = α. Pick
β′  β2, and define h, h1, h2 as above. Then exp(h2)  exp(h1), so that exp(h) = exp(h2) =
α. Therefore CI ⊂ exp([I]β′) and consequently lemma C.13 implies that exp(I) ⊂ exp([I]β′).
Consequently, the first assertion holds with β := ld{β1, β2}. For the second assertion, fixN ≥ 0. Take an
arbitrary subset S of Zn≥0 \ exp(I) such that |S| ≥ N and let β := ld(S). The same argument as in the
beginning of the proof suggests that for each β′  β and each g1, . . . , gs ∈ R, exp(
∑
j gj [fj ]β′) 6∈ S,
so that theorem C.17 implies that dimk(R/[I]β′) ≥ |S| ≥ N , as required. 
Corollary C.20. Assume  has finite depth. Let f1, . . . , fn ∈ R.
(1) If [f1, . . . , fn]0 <∞, then there exists β ∈ Zn≥0 such that [[f1]β′ , . . . , [fn]β′ ]0 = [f1, . . . , fn]0
for all β′  β.
(2) If [f1, . . . , fn]0 =∞, then for eachN ≥ 0, there exists β ∈ Zn≥0 such that [[f1]β′ , . . . , [fn]β′ ]0 ≥
N for all β′  β. 
5. Intersection multiplicity of complete intersections
Let f1, . . . , fk be regular functions on a non-singular variety X and let Y be the subscheme of X
defined by (the ideal generated by) f1, . . . , fk. If Z is an irreducible component of Y of codimension k in
X , then the intersection multiplicity [f1, . . . , fk]Z of f1, . . . , fk along Z is the multiplicity µZ(Y ) defined
in appendix B.2.
Proposition C.21. In the case that k = dim(X) (i.e. Z is a point), the above definition of [f1, . . . , fk]Z
agrees with the definition in (80).
PROOF. Assume Z is a point. Then S := OX,Z/〈f1, . . . , fk〉 is a vector space over k of finite
dimension d. We will show that d is also the length of S as a module over itself. Proposition B.2 implies
that S ∼= k[[x1, . . . , xn]]/I for some ideal I of k[[x1, . . . , xn]], where n := dim(X). Let grlex be
the graded lexicographic order on Zn≥0 from example C.16. Theorem C.17 implies that Zn≥0 \ exp(I)
consists of precisely d elements α1  · · ·  αd and the monomials xαj , j = 1, . . . , d form a k-basis of
S. Let Sj , 0 ≤ j ≤ d, be the ideal of S generated by αj+1, . . . , αd. It is straightforward to check that
S = S0 ) · · · ) Sd = 0 is a composition series of S, which completes the proof. 
Proposition C.22. Let f1, . . . , fn−1 ∈ k[x1, . . . , xn]. Let Y = V (x1, . . . , xk). Assume
(1) Y is an irreducible component of V (f1, . . . , fk).
(2) V (fk+1|Y , . . . , fn−1|Y ) has a one dimensional irreducible component Z.
(3) Z is not contained in any irreducible component of V (f1, . . . , fk) other than Y .
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For each  = (0, . . . , 0, k+1, . . . , n) ∈ Y , and each j = 1, . . . , k, we write fj, for the polynomial in
(x1, . . . , xk) obtained by substituting i for xi for i = k + 1, . . . , n. Then
[f1, . . . , fn−1]Z = [f1,, . . . , fk,]0[fk+1|Y , . . . , fn−1|Y ]Z
for generic  ∈ Y .
PROOF. We prove this by induction on n − k. At first consider the case that n − k = 1. Then Z is
the xn-axis, and for generic  ∈ k, Z is the only irreducible component of V (f1, . . . , fn−1) containing
a := (0, . . . , 0, ). Since orda((xn − )|Z) = 1, theorem C.5 implies that
[f1, . . . , fn−1]Z = [xn − , f1, . . . , fn−1]a
= dimk(k[[x1, . . . , xn−1, xn − ]]/〈xn − , f1, . . . , fn−1〉)
= dimk(k[[x1, . . . , xn−1]]/〈f1|xn=, . . . , fn−1|xn=〉)
= [f1,, . . . , fn−1,]0
as required. In the general case, pick a non-singular point z = (0, . . . , 0, zk+1, . . . , zn) of Z. Then there
is j, k + 1 ≤ j ≤ n, such that (xj − zj)|Z has order one at z. Pick a generic j ∈ k. Then the set
V (xj − j) ∩ Z is non-empty and contains a non-singular point a of Z such that orda((xj − j)|Z) = 1.
In particular a is an isolated zero of xj − j , f1, . . . , fn−1, so that xj − j , f1, . . . , fn−2 defines a curve
Z ′ near a. Let Z ′1, . . . , Z
′
s be the irreducible components of Z
′ and pii : Z˜i → Z ′i be the desingularization.
Theorem C.5 and proposition C.8 imply that
[f1, . . . , fn−1]Z = orda(fn−1|Z′)
=
∑
i
µZ′i(Z
′)
∑
a˜∈pi−1i (a)
orda˜(pi
∗
i (fn−1|Z′i))
=
∑
i
[f1|xj=j , . . . , fn−2|xj=j ]Z′i
∑
a˜∈pi−1i (a)
orda˜(pi
∗
i (fn−1|Z′i))
Let Yj := Y ∩ V (xj − j). Then the inductive hypothesis implies that
[f1, . . . , fn−1]Z = [f1,, . . . , fk,]0
∑
i
[fk+1|Yj , . . . , fn−2|Yj ]Z′i
∑
a˜∈pi−1i (a)
orda˜(pi
∗
i (fn−1|Z′i))
= [f1,, . . . , fk,]0 orda(fn−1|Z′′)
where Z ′′ is the subscheme of Z ′ defined by x1, . . . , xk. It follows that
[f1, . . . , fn−1]Z = [f1,, . . . , fk,]0[xj − j , fk+1|Y , . . . , fn−1|Y ]a
= [f1,, . . . , fk,]0[fk+1|Y , . . . , fn−1|Y ]Z ,
as required. 
Corollary C.23. Let the assumptions be as in proposition C.22. Let fn ∈ k[x1, . . . , xn] and a ∈ Z. Then
[f1, . . . , fn]a = [f1,, . . . , fk,]0[fk+1|Y , . . . , fn|Y ]a
for generic  ∈ Y .
PROOF. Follows from propositions C.8 and C.22. 
APPENDIX D
Convex polyhedra
1. Basic notions
An affine subspace A of Rn is simply a translation of a linear subspace L of Rn, i.e.
A = L+ α := {β + α : β ∈ L}
for some α ∈ Rn. The dimension of A is the dimension of L as a vector space over R. The affine hull
aff(S) of a set S of Rn is the smallest affine subspace of Rn containing S; alternatively, if L is the linear
space spanned by all elements of the form α− β such that α, β ∈ S, then aff(S) = L+ α for any α ∈ S.
Given ν ∈ (Rn)∗, we define
min
S
(ν) := min{〈ν, α〉 : α ∈ S}, provided the minimum exists.
max
S
(ν) := max{〈ν, α〉 : α ∈ S}, provided the maximum exists.
Inν(S) := {α ∈ S : 〈ν, α〉 = min
S
(ν)}, provided min
S
(ν) exists.
ldν(S) := {α ∈ S : 〈ν, α〉 = max
S
(ν)}, provided max
S
(ν) exists.
A set is convex if it contains the line segment joining any two points in it. The convex hull of S is the
smallest convex set containing S.
A convex polyhedron is a subset of Rn defined by finitely many inequalities of the form a0 + a1x1 +
· · · + anxn ≤ 0. A convex polytope is a bounded convex polyhedron is called a convex polytope. If σ
is a convex polyhedron such that for every α ∈ σ, rα ∈ σ for every r ≥ 0, we say that σ is a convex
polyhedral cone. In this book we only consider convex polyhedra, and therefore we will simply write
“polyhedra,” “polytopes,” “polyhedral cones” to mean “convex polyhedra,” “convex polytopes,” “convex
polyhedral cones” respectively. The dimension dim(P) of a polyhedron P is the dimension of its affine
hull. A face of P is a subset of the form Inν(P) for some ν ∈ (Rn)∗. A vertex (respectively, edge, facet)
is a face of dimension zero (respectively one, dim(P) − 1). The relative interior relint(P) of P is the
complement in P of the union of its proper faces. Theorems D.1 and E.3 below compile the results (and
notions) regarding polyhedra that we use without proof.
THEOREM D.1. Let P be a convex polyhedron in Rn.
(1) P is a polytope if and only if it is the convex hull of finitely many points.
(2) P is a polyhedral cone if and only if
P = {r1α1 + · · ·+ rsαs : ri ∈ R≥0, i = 1, . . . , s}
for α1, . . . , αs ∈ Rn; we say that the αj are generators of P .
(3) 1If P is a polytope and α 6∈ P , then there is ν ∈ (Rn)∗ such that 〈ν, α〉 < minP(ν).
(4) Every face of P is also a polyhedron; it is a polytope (respectively, polyhedral cone) if P is a
polytope (respectively, polyhedral cone).
(5) A face of a face of P is also a face of P .
(6) Every proper face of P is contained in a facet.
(7) LetQ0,Q1 be faces of P . There is a faceQ of P such thatQ0 ∪Q1 ⊂ Q, andQ ⊂ Q′ for every
faceQ′ of P such thatQ0 ∪Q1 ⊂ Q′. Pick αi ∈ relint(Qi), i = 0, 1. Then for every  ∈ (0, 1),
the convex linear combination α0 + (1− )α1 of α0 and α1 is in the relative interior of Q.
1This result is in fact valid for all convex polyhedra P; however, we make direct use of it only in the case of polytopes.
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2. Volume of convex polytopes
We denote by Voln the usual (Lebesgue) measure on Rn. If P is a polytope of dimension ≤ d in Rn,
we denote by Vold(P) the measure ofP with respect to the measure induced by Voln on any d-dimensional
affine subspace of Rn containing P . The function λ ∈ R 7→ Vold(λP) is homogeneous of order d.
THEOREM D.2. Let P be an n-dimensional polytope in Rn. Let O be an arbitrary point in Rn. For
each facet Q of P , let dO,Q denote the distance between O and the affine hull aff(Q) of Q. Then
Voln(P) = 1
n
∑
Q
(−1)O,QdO,QVoln−1(Q)(81)
where the sum is over facets Q of P and the sign (−1)O,Q = ±1 is determined as follows: it is negative
if and only if O and P are on different sides of aff(Q). In particular,
Voln(P) = 1
n
∑
ν∈(Rn)∗
||ν||=1
max
P
(ν) Voln−1(ldν(P))(82)
Remark D.3. The norm || · || on (Rn)∗ in (82) is the Euclidean norm induced from Rn upon identification
of (Rn)∗ and Rn via the dual basis.
PROOF. For each facet Q of P , let SQ be the convex hull of O and Q, i.e. SQ := {rO + (1 − r)α :
0 ≤ r ≤ 1, α ∈ Q}. Let Q and Q′ be two distinct facets of P . Since they intersect only in a common
proper face, it is straightforward to see that
• if (−1)O,Q = (−1)O,Q′ , then dim(SQ ∩ SQ′) ≤ n− 1,
• if (−1)O,Q′ = −1 then SQ′ ∩ relint(P) = ∅ and SQ′ is contained in the union of all SQ such
that (−1)O,Q = 1.
It follows that
Voln(P) =
∑
Q
(−1)O,Q Voln(SQ) =
∑
Q
∫ dO,Q
r=0
(−1)O,Q Voln−1(rQ)dr (where rQ := {rα : α ∈ Q})
=
∑
Q
(−1)O,Q Voln−1(Q)
∫ dO,Q
r=0
rn−1dr =
1
n
∑
Q
(−1)O,QdO,QVoln−1(Q)
which proves eq. (81). Now for each facet Q of P , let νQ ∈ (Rn)∗ be the outward facing unit normal to
Q. Take O to be the origin of Rn. Then αQ := (−1)O,QdO,QνQ is a point on aff(Q). It follows that
maxP(νQ) = 〈νQ, αQ〉 = (−1)O,QdO,Q. Identity (82) now follows from identity (81). 
3. Minkowski sum
Definition D.4. The Minkowski sum of two subsets P,Q of Rn is P +Q := {α+ β : α ∈ P, β ∈ Q}.
Lemma D.5. Let P1, . . . ,Ps be compact sets in Rn. Let P := P1 + · · ·+ Ps and ν ∈ (Rn)∗. Then
(1) minP(ν) = minP1(ν) + · · ·+ minPs(ν).
(2) Inν(P) = Inν(P1) + · · ·+ Inν(Ps).
The analogous results hold for maxP and ldν(P).
PROOF. The inequality≥ of the first assertion follows from the definition of minP(·). By compactness
Inν(Pi) is non-empty for each i. Picking αi ∈ Inν(Pi), i = 1, . . . , s, yields the opposite inequality. The
second assertion is even more straightforward. 
Corollary D.6. Let P1, . . . ,Ps be convex polytopes in Rn. Let P := P1 + · · ·+ Ps.
(1) If P ′1 is a subset of Rn such that P1 ( P ′1, then P ( P ′1 + P2 + · · ·+ Ps.
(2) If Q is a face of P , then there are unique faces Qj of Pj such that Q = Q1 + · · ·+Qs.
PROOF. It suffices to treat the case that s = 2. Assertion (3) of theorem D.1 implies that there is
ν ∈ (Rn)∗ such that minP1(ν) > minP′1(ν). The first assertion then follows from the first assertion of
lemma D.5. For the second assertion, take ν ∈ (Rn)∗ such that Q = Inν(P). Pick faces Qj of Pj such
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that Q = Q1 + Q2. If αj ∈ Qj , then since α1 + α2 ∈ Q, assertion (1) of lemma D.5 implies that
〈ν, αj〉 = minPj (ν), i.e. Qj ⊂ Inν(Pj). Now the result follows from combining the second assertion of
lemma D.5 with the first assertion of corollary D.6. 
Lemma D.7. Let P1, . . . ,Ps be subsets of Rn and λ := (λ1, . . . , λs) ∈ Rs>0. Then for different λ, the
affine hull Aλ of λ1P1 + · · ·+ λsPs are translations of each other. In particular, dim(Aλ) is independent
of λ.
PROOF. Fix an arbitrary element αi of Pi, i = 1, . . . , n. Without loss of generality we may replace
Pi by Pi − αi and assume that each Pi contains the origin. It then follows that each Aλ contains each Pi
and therefore it is simply the linear subspace of Rn generated by elements in P1, . . . ,Ps. 
It is straightforward to see that volume interacts reasonably well with Minkowski addition, namely
given compact convex subsets P,Q of Rn, the function from R≥0 to R≥0 given by λ 7→ Voln(P + λQ)
is continuous. However, it turns out that this function is much more than a continuous function, it is a
polynomial. We will use, and therefore state, this result only for the case of polytopes:
THEOREM D.8. Let P1, . . . ,Ps be convex polytopes in Rn. Then there are non-negative real numbers
vα(P1, . . . ,Ps) for all α ∈ Es := {(α1, . . . , αs) ∈ Zs≥0 : α1 + · · · + αs = n} such that for all λ =
(λ1, . . . , λs) ∈ Rs≥0,
Voln(λ1P1 + · · ·+ λsPs) =
∑
α∈Es
vα(P1, . . . ,Ps)λα11 · · ·λαss
where Voln is the n-dimensional volume.
PROOF. We proceed by induction on n. If n = 1 each Pi is of the form [ai, bi], so that
Vol1(λ1P1 + · · ·+ λsPs) = Vol1([λ1a1 + · · ·+ λsas, λ1b1 + · · ·+ λsbs])
= λ1(b1 − a1) + · · ·+ λs(bs − as)
=
∑
i
λi Vol1(Pi)
Now assume it is true for convex polytopes in Rn−1. Now pick convex polytopes P1, . . . ,Pn in Rn. Since
the volume is translation invariant, we may assume that
the origin is in the relative interior of each Pj .(∗)
Let Pλ := λ1P1 + · · · + λsPs. If dim(Pλ) ≤ n − 1, then the result is true with all vα being zero. So
assume dim(Pλ) = n. Due to continuity of the map
Rs≥0 3 λ 7→ Voln(Pλ) ∈ R
it suffices to consider the case that each λi is positive. Then lemmas D.5 and D.7 imply that the number of
facets of Pλ does not depend on λ, and moreover, if Pλ,1, . . . ,Pλ,N are the facets of Pλ, then for each j,
there are faces Pi,j of Pi, i = 1, . . . , s, such that
Pλ,j = λ1P1,j + · · ·+ λsPs,j
For each i, j, pick an arbitrary αi,j ∈ Pi,j . Let νj be the outward pointing unit normal to Qλ,j . Then
eq. (82) implies that
Voln(Pλ) = 1
n
∑
j
max
Pλ
(νj) Voln−1(Pλ,j)
=
1
n
∑
j
〈νj , λ1α1,j + · · ·+ λsαs,j〉Voln−1(λ1P1,j + · · ·+ λsPs,j)
Condition (∗) implies that 〈νj , αi,j〉 is non-negative for each i, j. Since each Pλ,j can be identified (via a
volume preserving affine map) to a polytope in Rn−1, the result follows from the inductive hypothesis. 
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4. Normal fan of a convex polytope
A fan2 in Rn is a collection Σ of convex polyhedral cones in Rn such that
(1) Each face of a cone in Σ is also a cone in Σ.
(2) The intersection of any two cones in Σ is a face of each of them.
We identify (Rn)∗ with Rn via the dual basis, and extend the notions of (convex) polyhedra, cones and
fans to (Rn)∗. Let P be a convex polytope in Rn. For each face Q of P , define
σQ := {ν ∈ (Rn)∗ : Inν(P) ⊇ Q} ⊂ (Rn)∗
It is straightforward to see that σQ is a convex polyhedral cone in (Rn)∗. Let ΣP := {σQ : Q is a face of
P}. We show below that ΣP is a fan in (Rn)∗; this is called the normal fan of P .
Let Q be a face of P . Define σ0Q := {ν ∈ (Rn)∗ : Inν(P) = Q} ⊂ σQ. We show below that σ0Q is
the relative interior of σQ. Let LQ be the linear subspace of Rn spanned by all vectors of the form α − β
with α, β ∈ Q and L⊥Q be the linear subspace of (Rn)∗ consisting of all ν ∈ (Rn)∗ such that ν|LQ ≡ 0.
Proposition D.9. L⊥Q = aff(σQ) = aff(σ0Q). In particular, dim(σQ) = n− dim(Q).
PROOF. SinceQ is a face of P , there is ν′ ∈ (Rn)∗ such thatQ = minP(ν′). It follows that ν′ ∈ σ0Q;
in particular σ0Q is non-empty.
Claim D.9.1. Let ν ∈ σ0Q. Then for each µ ∈ L⊥Q, ν + µ ∈ σ0Q for all sufficiently small positive .
PROOF. Indeed, let m := minP(ν) and pick  such that for all vertices α of P not on Q, 〈−µ, α〉 <
〈ν, α〉 −m. 
Claim D.9.1 implies that aff(σ0Q) ⊃ L⊥Q. On the other hand, if ν ∈ σ0Q, then for each α, β ∈ Q,
〈ν, α − β〉 = 0, so that ν ∈ L⊥Q. It follows that aff(σ0Q) = L⊥Q. Since σQ is the union of the σ0R over all
facesR of P containingQ, and sinceR⊥ ⊂ L⊥Q wheneverR containsQ, it follows that aff(σQ) = L⊥Q as
well, as required. 
Corollary D.10. Let Q be a face of P .
(1) IfR is a face of P containing Q, then σR = L⊥R ∩ σQ. In particular, σR is a face of σQ.
(2) σ0Q is the relative interior of σQ.
(3) Every face of σQ is of the form σR for some faceR of P containing Q.
PROOF. Proposition D.9 implies that σR ⊂ L⊥R ∩ σQ. Now pick ν ∈ L⊥R ∩ σQ. Since ν ∈ L⊥R, it
follows that ν is constant on R. On the other hand, since ν ∈ σQ, it follows that minP(ν) is achieved on
Q. Consequently, minP(ν) is achieved on all ofR and ν ∈ σR. Therefore σR = L⊥R ∩ σQ, which proves
assertion (1) and in addition implies that σ0Q, being the complement of a union of faces of σQ, contains
relint(σQ). On the other hand, claim D.9.1 implies that for each ν ∈ σQ, one can fit inside σQ a dim(σQ)-
dimensional ball Bν centered at ν. This implies that σ0Q ⊂ relint(σQ). Consequently, σ0Q = relint(σQ),
which proves assertion (2). Assertion (3) follows from assertions (1) and (2). 
Corollary D.11. ΣP is a fan in (Rn)∗.
PROOF. Corollary D.10 shows that ΣP satisfies property (1) of a fan. Let Q1 and Q2 be faces of P ,
and let Q from assertion (7) of theorem D.1 be the smallest face of P containing both Qj . It is clear that
σQ ⊂ σQ1 ∩σQ2 . On the other hand, sinceQ is contained in every face of P containing bothQj , it follows
that for every ν ∈ σQ1 ∩ σQ2 , Inν(P) ⊃ Q, so that ν ∈ σQ. Therefore σQ1 ∩ σQ2 = σQ, which is a face
of each σQj (corollary D.10). This shows ΣP satisfies property (2) of a fan as well. 
2Our definition of a fan is more general than the definition in standard texts on toric varieties (e.g.[Ful93, CLS11]) in that we
do not require the cones in a fan to be “strongly convex”, i.e. they are allowed to contain whole lines (through the origin).
APPENDIX E
Convex rational polyhedra
0. Primitive elements of Zn
An element in Zn is primitive if it is non-zero and the greatest common divisor of its non-zero coordi-
nates is one. Every member of a basis of Zn is primitive. The following lemma shows that the converse is
also true.
Lemma E.1. Let n be a positive integer and G be a subgroup of Zn.
(1) If α is a primitive element in Zn, then there is a basis of Zn containing α.
(2) G ∼= Zm for some m ≤ n, and there is a basis (α1, . . . , αn) of Zn and positive integers
k1, . . . , km such that (k1α1, . . . , kmαm) is a basis of G.
PROOF. For the first assertion, let α1 := α. Since α1 is primitive, there is β1 ∈ (Zn)∗ such that
〈β1, α1〉 = 1. Let H1 := β⊥1 := {γ ∈ Zn : 〈β1, γ〉 = 0}. If H1 6= 0, pick a primitive element α2 ∈ H1
and β2 ∈ (Zn)∗ such that 〈β2, α2〉 = 1, and set H2 := H1 ∩ β⊥2 . Continue in this way up to the n-th
step. It is straightforward to see that β1, . . . , βn are linearly independent (over R), so that Hn = 0 and
(α1, . . . , αn) is a basis of Zn, as required. For the second assertion, we may assume G 6= {0}. For each
non-zero α ∈ G, let dα be the greatest common divisor of the non-zero coordinates of α. Pick α ∈ G
with the smallest possible dα. Due to the first assertion we may assume without loss of generality that
α = dα(1, 0, . . . , 0). The minimality of dα implies that for all β = (β1, . . . , βn) ∈ G, the first coordinate
β1 of β is divisible by dα. It follows that G = Zα + G′, where G′ := G ∩ ({0} × Zn−1). The second
assertion holds for G′ by induction on n, which in turn implies that it holds for G. 
Corollary E.2. Let φ : Zn → Zm be a homomorphism of abelian groups and r be the rank (overQ) of the
matrix of φ. Then the matrix of φ with respect to appropriate bases of Zn and Zm is of the form
[φ] =
[
1r 0
0 0
]
PROOF. Let emi and e
n
j denote respectively the i-th standard unit element in Zm and the j-th standard
unit element in Zn. Let α1, . . . , αm be the rows of the matrix of φ with respect to the standard bases of Zn
and Zm. Let G be the subgroup of Zn generated by α1, . . . , αm. Lemma E.1 implies that after a change
of basis of Zm we may assume that G is generated by k1en1 , . . . , krenr , where each kj is a positive integer.
Pick γ1 = (γ1,1, . . . , γ1,m) ∈ Zm such that
∑
j γ1,jαj = k1β1. Then γ1 must be a primitive element of
Zm, so after a change of basis in Zm, we may assume that γ1 = em1 , which in turn implies that α1 = k1en1 .
Note that for each j = 2, . . . ,m, αj is of the form djk1en1 +α
′
j , with α
′
j in the subgroupG
′ of Zn generated
by k2en2 , . . . , kre
n
r . Therefore, after a change of basis of Zm the form emj 7→ emj + djk1em1 , j = 2, . . . ,m,
the matrix of φ is of the form [
k1 0
0 M
]
for some (n − 1) × (m − 1) matrix M . Now apply induction (say, on n) to the homomorphism from
Zn−1 → Zm−1 induced by M . 
1. Rational polytopes and cones
We say that a convex polyhedron P is rational if the inequalities that determine P in Rn are defined
over rational numbers, or equivalently, over integers. We use the following basic properties of rational
polyhedra without proof.
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THEOREM E.3. Let P be a convex polyhedron.
(1) If P is a polytope, then it is rational if and only if each of its vertices has rational coordinates.
(2) If P is a polyhedral cone, then it is rational if and only if it has a set of generators with rational
coordinates.
We say that a polytope is integral if its vertices have integer coordinates.
Lemma E.4. Let P be a convex rational polytope with vertices α1, . . . , αk and α be a point with ra-
tional coordinates in the relative interior of P . Then there are positive integers N1, . . . , Nk such that
(
∑k
j=1Nj)α =
∑k
j=1Njαj . In particular, α is a convex rational linear combination of the αj .
PROOF. Replacing P by −α + P if necessary we may assume that α = 0. Let L : Rk → Rn be
the map which sends (r1, . . . , rk) 7→
∑k
j=1 rjαj . We claim that L
−1(0) ∩ Rk>0 6= ∅. For each j, pick a
small positive real number j such that −jαj is in the relative interior of P . Then there are non-negative
real numbers j,i such that −jαj =
∑k
i=1 j,iαi. It follows that (1 +
∑k
i=1 i,1, . . . , k +
∑k
i=1 i,k) ∈
L−1(0) ∩ Rk>0, as required. Since (L|Qn)−1(0) is dense in L−1(0) (due to the rationality of the αj), it
follows that L−1(0) ∩Qk>0 6= ∅, which in turn implies that L−1(0) ∩ Zk>0 6= ∅, as required. 
Lemma E.5 (Gordan’s lemma). If σ is a rational convex polyhedral cone in Rn, then σ ∩ Zn is a finitely
generated semigroup.
PROOF. It is straightforward to check that Sσ := σ∩Zn is a semigroup. Pick α1, . . . , αs ∈ Sσ which
generate σ. Let K := {∑si=1 tiαi : ti ∈ R, 0 ≤ ti ≤ 1}. Since K is compact, K ∩ Zn is a finite set.
Now, if α =
∑s
i=1 riαi ∈ Sσ , then α =
∑s
i=1bricαi + β, where bric is the greatest integer less than or
equal to ri and β :=
∑
i(ri − bric)αi ∈ K ∩ Zn. It follows that Sσ is generated by the αj together with
K ∩ Zm. 
2. Volume of rational polytopes
An integral element of Rn is an element with integral coordinates; an integral element of (Rn)∗ is one
which has integral coordinates with respect to the dual basis.
Lemma E.6. Let P be the parallelotope in Rn generated by integral elements α1, . . . , αn of Rn, i.e.
P := {λ1α1 + · · ·+ λnαn : 0 ≤ λj ≤ 1, 1 ≤ j ≤ n}
If α1, . . . , αn generate Zn as an abelian group, then Voln(P) = 1.
PROOF. By assumption the inverse is an integer matrix, so the only possibility for determinant is
±1. 
Let d ≥ 1, H be a d-dimensional rational affine subspace of Rn and β ∈ H ∩ Zn. Lemma E.1
implies that GH := (H − β) ∩ Zn is isomorphic (as an abelian group) to Zd. Let P be a (d-dimensional)
parallelotope generated by d elements from GH which generate GH as an abelian group. We say that
P + α is a fundamental lattice parallelotope of H . Lemma E.6 implies that every fundamental lattice
parallelotope of H has the same d-dimensional volume, which we denote by fund(H).
Convention E.7. Given α, β ∈ Rn, we write 〈α, β〉 to denote the usual “dot product.” Equivalently, α can
be identified with an element of (Rn)∗ via the dot product, and then 〈α, β〉 denotes the usual pairing of
elements of (Rn)∗ and Rn.
Let H ′ be a rational affine subspace of Rn such that H ′ ⊃ H and dim(H ′) = d+ 1. We now describe
the relation between fund(H) and fund(H ′). Pick β ∈ H . Since (H − β) ∩ Qn ⊂ (H ′ − β) ∩ Qn is
an inclusion of vector spaces over Q, it follows from the elementary theory of vector spaces that there is
η′ ∈ (H ′−β)∩Qn such that H −β = η′⊥ ∩ (H ′−β). Pick r ∈ Q \ {0} such that η := rη′ is a primitive
element of Zn. Let || · || denote the Euclidean norm on Rn.
Proposition E.8.
fund(H) =
||η||
min{|〈η, α〉| : α ∈ ((H ′ − αH) ∩ Zn) \ (H − αH)} fund(H
′)
In particular, if d = n− 1 and H ′ = Rn, then fund(H) = ||η||.
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PROOF. Replacing H by H − β if necessary we may assume that β = 0. Lemma E.1 implies that we
may pick α1, . . . , αd+1, ud+1, . . . , un ∈ Rn such that
• α1, . . . , αd generate H ∩ Zn,
• α1, . . . , αd+1 generate H ′ ∩ Zn,
• ud+1 ∈ H ′, H = u⊥d+1 ∩H ′, ||ud+1|| = 1,
• for each j = 2, . . . , n − d, ||ud+j || = 1 and ud+j is perpendicular (with respect to the dot
product) to the linear subspace generated by H ′ and {ud+i : i 6= j}.
Let M be the matrix with column vectors α1, . . . , αd, ud+1, . . . , un and M ′ be the matrix with column
vectors α1, . . . , αd+1, ud+2, . . . , un. Write ud+1 = cd+1αd+1 + u′, where u′ ∈ H . Then
fund(H) = |det(M)| = |cd+1 det(M ′)| = |cd+1| fund(H ′)
Note that ud+1 = ±η/||η||. It follows that 〈η, ud+1〉 = ±||η||. On the other hand, 〈η, ud+1〉 =
〈η, cd+1αd+1 + u′〉 = cd+1〈η, αd+1〉. Since for each α ∈ H ′ ∩ Zn, 〈η, α〉 is an integer multiple of
〈η, αd+1〉, the result follows. 
Let H be a rational affine subspace of Rn of dimension d. The H-normalized volume is
Vol′H(·) := Vold(·)/ fund(H)
If ν is an integral element of (Rn)∗, then we write Vol′ν for Vol
′
ν⊥ , where ν
⊥ := {α : 〈ν, α〉 = 0} ⊂ Rn.
Corollary E.9. Let P be a convex rational polytope in Rn. Then
Voln(P) = 1
n
∑
ν
max
P
(ν) Vol′ν(ldν(P))(83)
where the sum is over all primitive integral ν ∈ (Rn)∗.
PROOF. Follows from combining eq. (82) and proposition E.8. 
Remark E.10. IfF is a facet of an n-dimensional rational polytope inRn, then the primitive inner (respec-
tively outer) normal to F is the unique primitive integral ν ∈ (Rn)∗ such that F = Inν(Q) (respectively
F = ldν(Q)). Note that the sum in (83) is practically finite: the only non-zero contributions come from
those ν which are primitive outer normal to (n− 1)-dimensional faces of P .
APPENDIX F
Symmetric multiadditive functions on a commutative semigroup
Throughout this section (K,+) is a commutative semigroup and n is a positive integer. Let ρ be a map-
ping from Kn to R. We say that ρ is symmetric if ρ(f1, . . . , fn) = ρ(fσ1 , . . . , fσn) for each permutation σ
of (1, 2, . . . , n). We say that ρ is multiadditive if
ρ(h1, . . . , hj−1, qf + rg, hj+1 . . . , hn) = qρ(h1, . . . , hj−1, f, hj+1 . . . , hn)
+ rρ(h1, . . . , hj−1, g, hj+1 . . . , hn)
(84)
for each q, r ∈ Z≥0, j ∈ {1, . . . , n} and f, g, h1, . . . , hj−1, hj+1, . . . , hn ∈ K. Throughout this section
we use ρ to denote a symmetric multiadditive function from Kn to R.
1. Existence from polynomial functions
Lemma F.1. Let ν : K → R be a function which satisfies the following property: for each s ≥ 1 and
f1, . . . , fs ∈ K, there are να(f1, . . . , fs) ∈ R for all α ∈ Es := {(α1, . . . , αs) ∈ (Zs≥0 : α1 + · · ·+ αs =
n} such that for all λ1, . . . , λs ∈ Z≥0,
ν(λ1f1 + · · ·+ λsfs) =
∑
α∈Es
να(f1, . . . , fs)λ
α1
1 · · ·λαss(85)
Then ρ(f1, . . . , fn) := 1n!ν(1,...,1)(f1, . . . , fn) is a symmetric multiadditive function from Kn to R such
that ρ(f, . . . , f) = ν(f).
PROOF. Fix f ∈ K. Applying (85) with s = 1 shows that ν(λf) = νn(f)λn for each λ ∈ Z≥0.
Setting λ = 1, we have νn(f) = ν(f), and therefore ν(λf) = λnν(f) for all λ ∈ Z≥0. It follows that
ν(λ1f + · · ·+ λnf) = (λ1 + · · ·+ λn)nν(f) =
∑
α
(
n
α1, . . . , αn
)
λα11 · · ·λαnn ν(f)
so that
ρ(f, . . . , f) =
1
n!
(
n
1, . . . , 1
)
ν(f) = ν(f)
It is clear that ρ is symmetric in its arguments. For multiadditivity, write elements of Zn+1 as (α, β, γ¯) :=
(α, β, γ1, . . . , γn−1) and note that
ν(λf + µg + τ1h1 + · · ·+ τn−1hn) =
∑
(α,β,γ¯)∈En+1
ν(α,β,γ¯)(f, g, h1, . . . , hn−1)λαµβτ
γ1
1 · · · τγn−1n−1
so that
ν(λ(f + g) + τ1h1 + · · ·+ τn−1hn) =
∑
(α,β,γ¯)∈En+1
ν(α,β,γ¯)(f, g, h1, . . . , hn−1)λα+βτ
γ1
1 · · · τγn−1n−1
It follows that
ν(δ,γ¯)(f + g, h1, . . . , hn−1) =
∑
α+β=δ
ν(α,β,γ¯)(f, g, h1, . . . , hn−1)
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In particular,
ρ(f + g, h1, . . . , hn−1) =
1
n!
ν(1,...,1)(f + g, h1, . . . , hn−1)
=
1
n!
(ν(1,0,1,...,1)(f, g, h1, . . . , hn−1) + ν(0,1,...,1)(f, g, h1, . . . , hn−1))
= ρ(f, h1, . . . , hn−1) + ρ(g, h1, . . . , hn−1)
which implies that ρ is multiadditive, and completes the proof. 
2. Identities from homogeneous polynomials
Let x1, . . . , xN be indeterminates and f := (f1, . . . , fN ) ∈ KN . Let An be the abelian group spanned
by homogeneous polynomials of degree n in x1, . . . , xN . Then ρ induces a map ρf : An → R given by
xj1i1 · · ·xjkik 7→ ρ(fi1 , . . . , fi1 , . . . , fik , . . . , fik),
where each fis is repeated js times. It is straightforward to check that ρf is a homomorphism of abelian
groups. This implies the following principle:
Remark F.2. Any identity that is valid on An remains valid after replacing every term that appears in it by
its image under ρf .
We now use this observation to show that a symmetric multiadditive function is uniquely determined
by its diagonal part. For nonnegative integers j1, . . . , jk such that j1 + · · · + jk = n, we write
(
n
j1,...,jk
)
for the multinomial coefficient which equals n!/(j1! · · · jk!).
Lemma F.3. Let x1, . . . , xn be indeterminates and I ⊆ [n]. Let I := {i1, . . . , ik}, where k = |I|. Write
sI := (xi1 + · · ·+ xik)n
rI :=
∑
j1+···+jk=n
jl≥1, l=1,...,k
(
n
j1, . . . , jk
)
xj1i1 · · ·xjkik
Then
rI = sI −
∑
J⊂I
|J|=k−1
sJ +
∑
J⊂I
|J|=k−2
sJ + · · ·+ (−1)k−1
∑
J⊂I
|J|=1
sJ(86)
In particular,
n!x1 · · ·xn =
∑
I⊆[n]
I 6=∅
(−1)n−|I|(
∑
i∈I
xi)
n(87)
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PROOF. It suffices to prove identity (86), since identity (87) follows from (86) by setting I = [n].
Straightforward algebra shows that
sI =
∑
j1+···+jk=n
(
n
j1, . . . , jk
)
xj1i1 · · ·xjkik = rI +
∑
J(I
rJ = rI +
∑
J(I
|J|=k−1
rJ +
∑
J(I
|J|≤k−2
rJ
= rI +
∑
J(I
|J|=k−1
(sJ −
∑
J′(J
rJ′) +
∑
J(I
|J|≤k−2
rJ
= rI +
∑
J(I
|J|=k−1
sJ +
∑
J(I
|J|≤k−2
(1− k + |J |)rJ = rI +
∑
J(I
|J|=k−1
sJ +
k−2∑
l=1
∑
J⊂I
|J|=l
(1− k + l)rJ
= rI +
∑
J(I
|J|=k−1
sJ −
∑
J⊂I
|J|=k−2
(sJ −
∑
J′(J
rJ′) +
k−3∑
l=1
∑
J⊂I
|J|=l
(1− k + l)rJ
= rI +
∑
J(I
|J|=k−1
sJ −
∑
J⊂I
|J|=k−2
sJ +
k−3∑
l=1
∑
J⊂I
|J|=l
(1− (k − l) +
(
k − l
2
)
)rJ
In this way, at every step writing rJ = sJ −
∑
J′(J rJ′ and rearranging terms, and observing that rJ = sJ
whenever |J | = 1, we will have
sI = rI +
∑
J(I
|J|=k−1
sJ −
∑
J⊂I
|J|=k−2
sJ + · · ·+ (−1)k−3
∑
J⊂I
|J|=2
sJ
+
∑
J⊂I
|J|=1
(1− (k − 1) +
(
k − 1
2
)
+ · · ·+ (−1)k−2
(
k − 1
k − 2
)
)sJ
Since
∑k−2
j=0 (−1)j
(
k−1
j
)
= (1− 1)k−1 − (−1)k−1 = −(−1)k−1, the lemma follows. 
Corollary F.4 (See e.g. [hl]). ρ is uniquely determined by its diagonal part, i.e. the map fromK to R which
sends f 7→ ρ(f, . . . , f). More precisely,
ρ(f1, . . . , fn) =
1
n!
∑
I⊆[n]
I 6=∅
(−1)n−|I|ρ(
∑
i∈I
fi, . . . ,
∑
i∈I
fi)(88)
PROOF. Combine remark F.2 and identity (87). 
Lemma F.5. Let x1, . . . , xk, y1, . . . , yk be indeterminates. Then
x1 · · ·xk =
∑
I⊆[k]
(−1)k−|I|
∏
i∈I
(xi + yi)
∏
j∈[k]\I
yj(89)
PROOF. We prove this by induction on k. For k = 1 it boils down to the identity x1 = (x1 +y1)−y1.
In the general case, write
x1 · · ·xk =
k∏
i=1
(xi + yi)−
k∑
j=1
(
j−1∏
i=1
xi)yj(
k∏
i=j+1
(xi + yi))
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Applying induction to the expression
∏j−1
i=1 xi yields that
x1 · · ·xk =
k∏
i=1
(xi + yi)−
k∑
j=1
(
∑
I⊆[j−1]
(−1)j−1−|I|
∏
i∈I
(xi + yi)
∏
i′∈[j−1]\I
yi′)yj(
k∏
i=j+1
(xi + yi))
=
k∏
i=1
(xi + yi)−
k∑
j=1
∑
[k]⊇I⊇[k]\[j]
I 63j
(−1)k−|I|−1
∏
i∈I
(xi + yi)
∏
i′∈[k]\I
yi′
=
∑
I⊆[k]
(−1)k−|I|
∏
i∈I
(xi + yi)
∏
i′∈[k]\I
yi′
This completes the proof. 
For the next result we assume ρ : Kn → R is a symmetric multiadditive “rational” map, i.e. ρ may
not be defined everywhere on Kn, but if ρ(f1, . . . , fn) is defined, then ρ(fσ1 , . . . , fσn) are defined for all
permutations σ of (1, . . . , n), and all of them take the same value in R; and identity (84) holds whenever
ρ is defined on at least two of the three elements of Kn that appear on (84). Given h1, . . . , hn ∈ K
and I, J ⊆ [n] such that |I| + |J | = n, we write ρ((hi)i∈I , (hj)j∈J) for ρ(hi1 , . . . , hik , hj1 , . . . , hjn−k)
(provided it is defined), where I = {i1, . . . , ik} and J = {j1, . . . , jn−k}.
Corollary F.6. Let f1, . . . , fn, g1, . . . , gn ∈ K be such that ρ((fi)i∈I , (gj)j∈[n]\I) is defined for each
I ⊆ [n]. Then
ρ(f1, . . . , fn) =
∑
I⊆[n]
(−1)n−|I|ρ((fi + gi)i∈I , (gj)j∈[n]\I)(90)
PROOF. Let x1, . . . , xn, y1, . . . , yn be indeterminates and Bn be the abelian group generated by the
monomials of degree n of the form
∏
i∈I xi
∏
j∈[n]\I yj for all I ⊆ [n]. Then the map ρf,g which sends∏
i∈I xi
∏
j∈[n]\I yj 7→ ρ((fi)i∈I , (gj)j∈[n]\I) is a well defined homomorphism from Bn to R. Since all
the monomials that appear on (89) for k = n belong to Bn, identity (90) therefore follows from applying
ρf,g to the k = n case of (89). 
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