Abstract: This paper investigates the absolute exponential stability (AEST) of a class of neural networks with a general class of partially Lipschitz continuous and monotone increasing activation functions. The main obtained result is that if the interconnection matrix T of the neural system satisfies that T − is an H -matrix with nonnegative diagonal elements, then the neural system is AEST.
INTRODUCTION
Recently, the analysis of absolute stability (ABST) of neural networks, especially to Hopfield neural networks and cellular neural networks, has received much attention in the literature (Forti, 1994; Bhaya, 1994, 1995; Arik, 1996 and .Liang and Wu, 1998; Liang and Wang, 2000) An absolutely stable neural network has the ideal characteristics that , for any neuron activation in a proper class of sigmoid functions and other network parameters, the network has a unique and globally asymptotically stable (GAS) equilibrium point. The ABST property of neural networks is very attractive in their applications for solving optimization problems, such as linear and quadratic programming, because it implies that the optimization neural networks are devoid of the spurious suboptimal responses for any activation functions in the proper class and other network parameters. The ABST neural networks are thus regarded as the most suitable ones for solving optimization problems (Liang and Wang, 2000) . optimization neural networks are unbounded and/or non-differentiable, as demonstrated in previous work (Forti and Tesi, 1995; Sudharsanan and Sundareshan, 1991; Bouzerman and Pattison, 1993; Liang and Wang, 2000) . Moreover, it is desirable that the optimization neural networks are globally exponentially stable (GES) at any prescribed exponential convergence rate (Sudharsanan and Sundareshan, 1991; Bouzerman and Pattison, 1993; Liang and. Wang, 2000) . Furthermore, for a GES neural network we can make a quantitative analysis and therefore, know the convergence behaviors of the neural network arrives at a solution with a specified precision. Thus, the analysis of absolute exponential stability (AEST) of neural networks is deemed necessary and rewarding. An absolutely exponentially stable (AEST) neural network means that the network has a unique and GES equilibrium point for any activation functions in the proper class and other network parameters (Liang and Wang, 2000) .
The main purpose of this paper is to provide an AEST result, which can be stated as follows: if the interconnection matrix T of the network system satisfies that T − is an H -matrix with nonnegative diagonal elements, then the network system is AEST with respect to (w.r.t.) a general class of partially Lipschitz continuous (p.l.c.) and monotone increasing activation functions. The obtained AEST result of the neural networks in the paper is first proposed in the literature.
MODEL AND PRELIMINARIES
Consider the neural network model descibed by the system of differential equations in the form
where
where 
It can be seen that a function ∈ g PLI may be unbounded and/or non-differentiable. Liang and Wang, (2000) have shown that several classes of activation functions used in the literature (Hopfield (1985) ; ; Forti and Tesi (1995) ) are special ones of the PLI class.
Lemma 1 (Liang and Wang, 2000) If g belongs to sigmoid functions defined by the property that for .By the Continuation Theorem for the solutions of ODE (see Hale, 1969) , we can conclude that +∞ = ) ( 0 * x t . In the following definitions of stability, we will denote
as the global solution of system (N) uniquely determined by the initial condition (Liang and Wang, 2000) System (N) is said to be AEST with respect to the class PLI if it possesses a GES equilibrium point for every function ∈ g PLI, every input vector ∈ I R n , and any
It is obvious that an AEST neural network system (N) is ABST because the GES property implies the GAS one.
For the proof of AEST result of neural network model (N) in Section 3, we require some knowledge in matrix types with their characteristics and some concepts from degree theory. For convenience, we give those of particular relevance to our need. ,can be well defined by an algorithm whose details can be seen in Chua and Wang (1977) . Roughly speaking, the degree of ) (x f relative to 0 and Ω can be regarded a the algebraic number of solutions of 0
, then the identity mapping
A particularly useful fact is that if Liang and Wang (2000) , the above presented facts from the degree theory will be used to prove the existence of equilibrium of the network system (N).
AEST RESULT AND ITS PROOF
The main AEST result in the paper is the following. 
Thus, its transposition
Step 1:
n is an equilibrium of the network system the
where the function
Since ∈ g PLI, by (1) there exist positive constants
for which the inequality (2) holds 
In the following, we will prove that for sufficiently large 0 
Now, we show that there is at most one solution of
n by the contradiction method.
The last inequality is equivalent to 0 ] [
Moreover, noting the inequality 0 
