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Abstract. A Policy Gradient Reinforcement Learning (RL) technique
is used to design the low level controllers that drives the joints of ar-
ticulated mobile robots: A search in the controller’s parameters space.
There is an unknown value function that measures the quality of the con-
troller respect to the parameters of it. The search is orientated by the ap-
proximation of the gradient of the value function. The approximation is
made by means of the robot experiences and then the behaviors emerge.
This technique is employed in a structure that processes sensor informa-
tion to achieve coordination. The structure is based on a modularization
principle in which complex overall behavior is the result of the interac-
tion of individual ‘simple’ components. The simple components used are
standard low level controllers (PID) which output is combined, sharing
information between articulations and therefore taking integrated con-
trol actions. Modularization and Learning are cognitive features, here we
endow the robots with this features. Learning experiences in simulated
robots are presented as demonstration.
Keywords: Cognitive Robotics, Sensor-Motor control, Reinforcement
Learning, Coordination.
1 Introduction
For engineering purposes, cognitive science provides models to guide the gener-
ation of eﬃcient artiﬁcial systems, e.g. robots, that demonstrate some level of
cognitive performance [2], allowing them to cooperate and interact safely with
humans at ordinary environments like home, oﬃce, transportation systems, pub-
lic facilities, etc. Robots interact with their environment by performing dynamic
tasks; Nowadays, this interaction has reached open and human-habitual spaces
which are not accurately structured or modeled inside the robot.
Motions in robots are conducted by actuators, whose dynamic control policies
are computed based on information captured throughout sensors; it is precisely
in the sensor-motor relationship where a key opportunity to provide robots with
certain cognitive capacities appears. The automatic computation of motor con-
trollers based on experiences, i.e. robot learning [15,10], is considered as a cog-
nitive feature [3]. A machine extrapolation of human cognitive behavior :The
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interplay of brain, body and environment [1], would allow robots to automati-
cally compute their motions from high-level descriptions of tasks.
Robots with several Degrees of Freedom (DOF) and redundant conﬁgurations
are more frequently constructed; humanoids like Qrio [7] or HRP-2 [6], and
entertainment robots like Aibo [5] are examples of it. Robots are no more just
manipulators grounded to the ﬂoor in which every single control task could
be computed using the inverse of its dynamics mathematical model. Motions
in complex robots in unstructured environments are not easy to calculate, the
participation of multiple joints and its synchronization requirements demand
novel approaches that endow the robot with the ability of coordination.
The work developed in [12] demonstrates that coordination at the level of
dynamics exploits the robot’s physical capacities. Their objective was to use
a biologically inspired approach to proﬁt synergical movements between joints.
In their work, they ﬁnd the controllers using a direct search technique [8] [12]
and an Actor-Critic RL method [11], solving a 2D ‘weightlifting’ manipulator
task. Here we extend these ideas by deﬁning a systematical structure to process
sensory inputs and provide signal to actuators. The structure is computed using
a policy gradient RL framework. Also, we apply it to articulated mobile robots
performing 3D tasks, where the whole-body stability is in risk.
Two major assumptions command the developed work. First, and being con-
sequent with the cognitive motivation of this study, there is no pre-established
mathematical model of the physics of the robot’s body from which a control
law could be computed; and second, the control design philosophy is focused on
the action performance of the robot and not on the trajectory achievement by
its joints. Through this paper, we combine the Policy Gradient Reinforcement
Learning (RL) principles [16,13] with an stochastic optimization technique [4],
creating an strategy to automatically generate coordination during dynamical
tasks in articulated mobile robots with several DOF.
This paper is organized as follows: Section 2 describes the RL strategy em-
ployed to learn from experience; Practical examples are demonstrated in Section
3, the design of low level control policies is proposed in (3.1), followed by the
coordination assessing in (3.2). Results are analyzed in Section 4. Finally, section
5 gathers the conclusions and points to the future work.
2 Learning from Experiences
Considering a controlled continuous time dynamical system,
x˙ = f(x, u) (1)
u(x, u) = π(x) (2)
where x ∈ Rn are the n states of the time-invariant system dynamics f , and
u ∈ Rm the m continuous control actions; the optimal (ﬁnite-horizon) control
problem consists of ﬁnding a control policy π, that maximizes the ﬁnite-horizon
(0 ≤ t ≤ T ) reward function:
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J(x, u) =
∫ T
0
r(x, u)dt + r(xT ) (3)
Where r(x, u) is the instantaneous reward, and r(xT ) is the reward at the ﬁnal
state T . The time dependency of the states and control actions is assumed, and
has been dropped to allow simplicity in the notation.
Within this framework, the developed work is raised as an optimal control
problem, where a cost function (task interpreted as a function of the robot
states) is minimized. Traditional optimal control techniques could not be ap-
plied accurately. The use of habitual simpliﬁed mathematical models to repre-
sent complex articulated robot systems, i.e., approximating non-linearities and
uncertainties, would result in policies that execute approximately optimal control
[15]. Stochastic methods applied to numerical simulation models are employed
as an alternative to approximate an optimal control solution. A wide subset of
these methods are the Reinforcement Learning (RL) algorithms, in which the
approximation of the control policy or the value functions is done on-line based
on the reward received by the performance of the system under the inﬂuence of
a policy [14].
A particular set of RL strategies are the Policy Gradient methods, where
the optimal control problem of ﬁnding a control u that maximizes Eq.(3) is
replaced by a parametric optimization problem in which the policy u = π(x, u)
is constrained to come from some class of functions parameterized by a vector
w ∈ Rd, written u = πw(x, u).
The PGRL method is based on the measurement of the performance of a
parameterized policy π applied on (1),(2). The measure of the performance of
the parameters w is deﬁned as follows:
V (w) := J(x, πw(x)) (4)
By restricting the scope of the policy to certain class of parameterized func-
tions u = πw(x), the performance measure (4) is a surface where the maximum
value corresponds to the optimal set of parameters w ∈ Rd. The search for the
maximum can be performed by standard gradient ascent techniques,
wk+1 = wk + η∇wV (w) (5)
where η is the step size and ∇wV (w) is the gradient of V (w) with respect to w.
The Learning Algorithm. The computation of the gradient in (5) is not
evident, therefore the stochastic optimization proposed in [4] is employed. The
robot evaluate its controllers in a noisy point of the parameters space and then
reward is donated to its performance, this reward is used to compute an approx-
imative value of the gradient. The control parameters W are updated through
iterations using the following stochastic approximation,
∇wV (w) ≈ J(w + μν) · ν (6)
where ν is a uniformly random unitary vector in the search space. Note how the
performance of the actual search point is never computed. It is demonstrated
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in [4] that with the adequate selection of the optimization parameters (μ, η) the
gradient approximation lead to a local minimum convergence.
3 Emerging Robots Behaviors
Actions have been disaggregated in function of their complexity: basic move-
ments (BM), where only one joint acts, and dynamical task (DT) , where coor-
dination of several joints is needed.
3.1 Basic Movements
Here we are interest in the control of single joints. Well known and widely ac-
cepted structures, like the Proportional Integrative Derivative (PID) compen-
sator, are used as low level controllers. The following is a parameterized discrete-
time formulation of it :
Δu(t) = Kc [e(t) − e(t − 1)]+KcTs
Ti
e(t)+
KcTd
Ts
[e(t) + 2e(t − 1) + e(t − 2)] (7)
Where Δu(t) is the incremental control action (velocity) to be applied on the
motor, it depends on the corresponding position error e. The parameters Wpid =
[Kc, Td, Ti] determine the dynamics of the controller, and the factor Ts represents
the sample time of the PID implementation.
The selected reward function to measure the dynamic performance of (7)
within a ﬁxed period of time T is determined by,
JBM = −
∫ T
0
t · |(t)|dt (8)
where,
(t) =
eθ(t) + eθ˙(t)
2
(9)
The average value of the position and velocity error at each time step add neg-
atively thought the evaluation. The update of the parameters using (5) is done
oﬀ-line after evaluation ﬁnishes, then a new controller is prepared, the robot is
initialized to its initial position and another trial starts.
3.2 Dynamical Tasks
During a DT the ﬁnal state of the robot is the result of the interaction between
articulations. They may reach the desired state (local set point), but the whole-
body of the robot may ﬁnish in a completely undesired state. An example of it
is the depicted in ﬁgure 1, where the simulated AIBO performs a dynamical
task. The robot starts in a lay down position and its joints are asked to get to
a straight conﬁguration.
It can be seen that in both ﬁnal states (a) and (b) the articulations arrive to
the same ﬁnal local conﬁguration, i.e no PID controllers fail, but the whole-body
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Fig. 1. Robot Dynamical Task : AIBO standing up
Fig. 2. Coordination control loop
state is quite diﬀerent. In order to obtain coordination a basic rule is employed:
Complex overall behavior is the result of the interaction of individual ‘simple’
components [2].
The modiﬁed control loop is represented in ﬁgure 2, where the PID is used
as the simple component, which manipulates the dynamics of a singular joint,
positioning its corresponding joint in a previously speciﬁed angle, but its output
is ﬁltered by a function (f), which also collect information coming from the other
joints. Function f is able to take integrated control actions and then to seek for
coordination. The following is a linear implementation of practical use,
fwi(u) = wi · u (10)
The linear combination of the PID outputs commands the coordination, oriented
by the vector wi, which elements are the parameters to be found by the learning
algorithm. The reward function used to seek coordination has two components,
Jcoord = − (JBM + Jpenalty) (11)
where JBM is the same reward used in (8) and Jpenalty is a penalization factor,
donated to the robot when it falls down.
4 Simulations Results
Three simulated robots were used as a test-bed to evolve the controllers : two
diﬀerent humanoid robots and the quadruped robot AIBO. The program We-
bots [9] was the 3D robot simulation platform employed.
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Fig. 3. Aibo Single Joint PID tuning. Left: Response of the Joint angle for three
diﬀerent sets of PID parameters. Right: Learning Evolution trough iterations.
Aibo Articulations. The one-joint PID controller of the quadruped robot
was trained during 6000 iterations, starting from scratch. The PID parameters
converge to a satisfactory ﬁnal solution Wpid = [2.058 0.672 − 0.246].
Figure 3. shows the evolution of the training of the parameters of oneAIBO’s ar-
ticulation PID. Left side shows the response for three diﬀerent sets of parameters,
the initial, an intermediate search point and the ﬁnal gains. The quality improve-
ment (overshoot, settling time and response time) of the ﬁnal response is evident.
Right side of ﬁgure 3 shows the evolution of the reward function trough trials.
Humanoid Equilibrium. A DT named ‘one-leg equilibrium task’ is tested in
two diﬀerent humanoid robots (Judoka/Hoap-2). It starts from the stand up
position of the robot and its goal is to reach an equilibrium point where the
humanoid stands using just one leg.
The articulations involved during the motion in the Judoka robot are the
Hip,Knee and Back (3DOF), while the Hoap-2 uses 4DOF (2 Ankles, Hip and
Knee). By using just low level controllers the robots falls down, despite each joint
arrives to the desired local setpoint; using the parameterized control structure
of ﬁgure 2 both systems learn how to synchronize to complete the task avoiding
to fall down. Figure 4 shows the initial and ﬁnal state for each robot.
Figure 5 shows the adaptation in the trajectories of the knew and hip articula-
tions of the Hoap-2 robot. It can be noticed that the system learns that in order
to complete the task without falling, the response of the hip must be faster and
even got to have overshoot, on the other hand, the knee changes its dynamics to
be a slower response, avoiding the friction between the ﬂoor and its foot soles.
Fig. 4. Simulated Humanoids : Judoka (Left) and Fujitsu Hoap-2 (Right)
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Fig. 5. Hoap-2 Joint Trajectory Comparison : Before and After Coordination
5 Conclusions
An optimization algorithm is used within a Policy Gradient Reinforcement
Learning scheme to adapt the robot’s controllers based on experiences. Low level
PID controllers of three diﬀerent simulated robots are tuned by learning from
experience. Emergent behaviors result as consequence of the learning process.
A collaborative sensor processing structure is used to drive the dynamic be-
havior of an articulated mobile robot with several degrees of freedom and redun-
dancies. The structure is tested in a highly dynamic task performed by humanoid
robots. The robots learn how ‘not to fall down’, changing the dynamics of each
articulation trajectory. The coordination structure overcomes the problem of
high dimensionality and nonlinearity of articulated robots performing dynami-
cal task by employing distributed and layered system.
We extend the results of [12] by proposing a more general scheme, where
sensor information is processed in independent and speciﬁc layers to produce co-
ordinate control actions. Furthermore, at the architecture deﬁnition, the control
functions are no restricted to PID’s and its linear combination. Additionally, we
use reinforcement learning to compute all the architecture controllers avoiding
the use of hand-made or nominal PID gains. Additionally, cognitive features
are endowed to the robot by means of the implementation of modularization,
learning and coordination capabilities.
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