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Abstract-The periodical boundary value problem for linear second-order ordinary differential 
equation with small parameter by the first and second derivatives is considered. By the method of 
integral identities with the use of exponential basis functions and interpolating quadrature rules with 
weight and remainder term in integral form, an exponentially fitted difference scheme is constructed in 
a uniform mesh which gives first-order uniform convergence in the discrete maximum norm. Numerical 
experiments support these theoretical results. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we consider the singularly perturbed periodical problem 
Lu G E2U” + EcJ(2)U’ - b(z)u = f(z), O<X<l, (1.1) 
40) = 4% (1.2) 
Lf)u E u’(l) - u’(0) = 4, 
where E is a small positive parameter, a(z) 1 cr > 0, b(z) 1 ,f3 > 0, and f(x) are given functions 
and A is a given constant. We assume that a, b, and f are sufficiently smooth and besides 
a(0) = a(l), b(0) = b(l), f(O) = f(Z). The solution u of (l.l)-(1.3) has in general a boundary 
layer near x = 0 and x = 1. 
For practical importance, this type of equation has been pointed out, e.g., in [1,2]. 
Singularly perturbed differential equations (differential equations with a small parameter E 
multiplying the highest order derivatives) are certainly of interest in many scientific and engi- 
neering applications. Among these are the Navier-Stokes equations of fluid flow at high Reynolds 
number, mathematical models of liquid crystal materials and chemical reactions, control theory, 
electrical ,networks (see, e.g., [l-4]). 
For small values of E, it is well known that standard numerical methods for solving such prob- 
lems are unstable and fail to give accurate results. Therefore,‘it is important to develop suitable 
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numerical methods to these problems, whose accuracy does not depend on the parameter value E, 
i.e., methods that are convergence s-uniformly. These include fitted finite difference methods, 
finite element methods using special elements such as exponential elements, and methods which 
use a priori refined or special nonuniform grids condensing in a special manner in the boundary 
layers (for more recent work, see, e.g., monographs [5-71). 
Here we analyze a fitted difference scheme on a uniform mesh for the numerical solution of 
problem (l.l)-(1.3). Our approach constructs a difference scheme that is based on the method 
of integral identities by using exponential basis functions and interpolating quadrature rules 
with the weight and remainder terms in integral form [&ll] and we prove pointwise first-order 
convergence, uniform in E. A numerical example is also considered. 
It should be noted that difference schemes for differential equation 
EU” + a(x)u’ - b(x)u = f(x) 
with periodic boundary conditions were handled by other techniques examined in [12,13]. 
We shall use the notation of [14] for mesh function. 
2. PRELIMINARIES 
Here we show some properties of the solution of (l.l)-( 1.3)) w ic are needed in later sections h h 
for the analysis appropriate.numerical solution. 
LEMMA 2.1. MAXIMUM PRINCIPLE. Let L and Lo be the differential operators in (l.l)-(1.3) 
and w E C2[0,Z]. If v(0) = w(Z), LOU 1 0, and Lv 5 0 for all 0 < z < I, then v(z) 1 0 for all 
o<x<z. 
PROOF. The proof is by contradiction. Assume that there exists a point x = p. E [0, Z] such that 
v(po) < 0. Choose pl E [0, I] such that w(pl) = minlo,ll w(x). If pl E (0, Z), then w” 2 0, u’ = 0 at 
x = pi, and therefore 
L4Pl) = &2~“h) + Ea(pl)v’(pl) - b(pl)v(pl) > 0, 
which is a contradiction with the given conditions. The only remaining possibility is that v 
attains its minimum at the end-point x = 0 (w(Z) = v(0)). In that case v’(0) > 0 and then 
v’(Z) 2 v’(0) > 0. Therefore, V(X) is an increase function in a small neighborhood near x = 1, 
so that V(X) will also get its negative minimum at some point ps E (0, I), which is impossible as 
shown above. I 
LEMMA 2.2. If a, b, f E C[a, b], then for the solution u(x) of problem (1.1)~(1.3) the inequality 
II4 5 P-’ llfll + 84 (2.1) 
. . 
holds, where ]]u]] = maxlc,Zl ]u(x)], p = cO’coth(ccZ/l), cc = a*+Jm, a* = maxlo,Zl a(x). 
PROOF. Considering the two functions 
*4x) = P-‘IfI + I4 4x1 f 4x), 
where 
W(x) _ exp (-GJx/~&) + exp (-co0 - x)/W 
co (1 - exp (--cows)) 
= cash (~a@ - 1)/k) 
~0 sinh (ccl/b) ’ 
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it is easy to see that 
LQ&) = +(x) [c; + 2a(x)co tanh (2) - 46(z)] 
5 $u(x) ($ + 2a*c(J - 4p) = 0. 
The maximum principle in Lemma 2.1 then implies that S+(z) 2 0, 0 5 2 5 I, from which 
estimate (2.1) follows immediately for E < 1. I. 
LEMMA 2.3. Assume that a E C1[O, l] and b, f E C[O, 11. Then the derivative u’(x) of the solution 
of (l.l)-(1.3) satisfies the estimate 
IIu’(xc)II 5 ;, (2.2) 
where C axe positive constants that are independent of E (also of mesh size, in our discussion 
about numerical solution). 
PROOF. It is easy to show that under the transformation 
u(x) = e --lP~Soz a(E)4 v(x), (2.3) 
equation (1 .l) takes the form 
&)” - a2 (xl &a’(x) - - 
4 
2 + 6~~) 1 w = f(x)e(l/2~) SC? a(S)dE. (2.4) 
From (2.3) and (2.1) we get 
and it now follows from (2.4) that 
Iw”(x)~ 5 cE-2,9/2~.lb3 4~3 dE, O<x<l. (2.6) 
We now proceed with the estimation of [w’(O) I. H ere we use the following relation which holds 
for any function g E C2[0, 11: 
where 
g Lao al] = 9 (4 - 9 (4 7 
(w - ao) ’ 
K&,x) =To@ -x)- (a1 -ho)-% -4 
(2.7) 
and 
Equality (2.7) with the values 
g(x) = dx)7 x = 0, cro = 0, CYl = & 
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yields 
Iv’(o)1 I &-l ITI(E) - w(o)( + l’(l - ~-‘t) Iv”(t)1 dt 
5 &-l (Iw(E)~ - lw(o)l) + CE-’ Jd’ (e1/2r~~a(c)q) dt 
1 C&-l, 
where we also have used (2.5) and (2.6). This and the fact that 
u’(0) = w’(0) - maw 
lead to 
Id( < C&--l. 
Next, from (1.1) we have the following relation for U’(E): 
(2.8) 
U’(X) = q())e-l/40Z 49 4 + E-2 J oz [f(~) + MU] e+/'-f," a(E)d~ dT, 
from which (2.2) follows by using here (2.1) and (2.8). The proof of the lemma is complete. 1 
The following lemma shows that the solution of problem (l.l)-(1.3) has two boundary layers 
near x = 0 and x = 1. 
LEMMA 2.4. If a, b, f E C1[O, 11, then the estimate 
Id(x)1 5 c { 1+ f (e-C@/, + e-+)~~)}, 
holds, where 
0 5 2 5 1, 
co = f (&2(O) + 4b(O) + a(0)) , 
Cl = ; (@QjTz@ - a(Z)) . 
PROOF. Since uniform boundness in E of lu(O)l and lu(l)l h ave already been established, this 
result follows in the same way as in appropriate first type boundary value problem [ll]. I 
3. CONSTRUCTION OF THE DIFFERENCE SCHEME 
Let wh denote the uniform mesh on [O, 11, 
wh = {xi = ih, i = 1,2,. . . ,N - 1, Nh = 1)) Wh=Whu{x=o,~}. 
The approach of generating difference method is through the integral identity 
X;lh-l J 
1 
Lucpj(x) dx = x7lh-l 
0 J 
1 
f(xM4 dx, i=1,2 ).“, N-l, (3.1) 
0 
with the exponential basis functions 
eX’,‘(“-2’-‘) _ eXa.i(-%-l) 
,+,ih _ eXa,ih E p (x) ) I xi-1 < 2 < xj, 
Vi(X) = e--Xa,i(ri+l--+) _ e-Xl,i(ri+l-z) 
e-h,ih - e-Xl,ih z yJ2’(x) I 7 xi < x < xj+1, 
0, x 4 (Xi-l, %+1>, 
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where 
Xl,i = 0.5&-l X&i = 0.5&-l 
J xi+1 xi = h-’ +,_l cpib> c&rI 
a-’ (h,, - X2,4 
= Al,& sinh((Xl,i - X2,4 h/2) 
sinh(y)sinh(y), 
gi = g(zi) for any function g. 
We note that functions (p,!“(x) and (P,!~‘(x) are the solutions of the following problems, respec- 
tively: 
&g - &a& - bicp = 0, xi-1 < x < xi, cp (G-1) = 0, 'p (Xi) = 1, 
&” - &a& - bicp = 0, xi < x < xi+1, cp (Xi) = 1, ‘p (%+I) = 0. 
Rearranging gives 
J 
z‘i+1 
Xi1 ‘PI (x) u’(x) dx + &aih-’ x,-1 vi (xl u’(x) dcz 
I 
-bib-’ /=+I cpi(x)u(x) dx 1 = fi - Ri, i=1,2 )..‘, N-l, 
with 
J Xifl J& =-&h-' [a(x) - a (41 'P~x)u' ($1 dx xi- 1
+&h-l J xi+1 [b (xi) - b(x)] Cpi (x> U(X) dx a-1 
J ai1 + Xi’h-’ x,-1 [f (xi) - f(x)] Vi(z)dx. I 
(3.3) 
As consistent with [lO,ll], we obtain the precise relation 
-eE2h-' J Zi+l (p~(x)u’(x) dx + &aih-’ 5*- 1 J 
x,+1 xi+1 
pi(x)u’(x) dx - bib-’ 
Xi-1 J x,-1 vi (xl 4x)dx i 
= &2 { 1 + 0.5hE-‘ai (x2,i - Xl,i) - 0.5hsm2bi (/.Aa,i - /A~,O} uZZ,~ 
+ Eai (xi - &-‘af’b+i) U$ i - biXiUi> 
where 
=’ "+I xl,i = h-l J (p!“(x) dx 2 7 x2,i = h-l J (P!~'(~) dx, 2 xi-1 Xi 
J z’ (x - xi) c&x) dx, J 
xi+1 
pl,i = h-l p2+ = h-l (x - xi) (pj2’(x) dx, 
Xi-l +i 
pi = Pl,i + p2,i 
Ui+1 - Ui ui - U&l f&+1 - w-1 
21 x,i = h ’ 
uqi = 
h ’ %,i = 2h ’ 
Ui+l - 2Ui + ?.L+-1 
%x,i = h2 ’ 
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A simple calculation shows that 
cod ((Al,; + h,i)h/2> 
1 + 0.5he-‘oi(xz,i - xl,i) - 0.5h~-~bi(~~g,i - pl,i) = 0.5h(X1,i - X2,4 sinh((X1 _ x2 
,t 
.)h,2) , 
9% 
xi _ E-lailbipi = (Xl,i - hi) sinh ((Xl,i + Xz,i)h/Z) 
(Xl,i + XL+) sinh((Xl,i - X&h/2) 
It then follows from (3.2) that 
-hi z E281,iUe,,i + &a&s,&; i - biui = fi - Ri, i=1,2 )...) N-l, 
where 
e1,i = -2 2: (l+coth(y)coth(y)), 
e2,i = -- ;$(coth(y)+coth(y)). 
(3.4) 
(3.5) 
(3.6) 
To define an approximation for the boundary condition (1.3), we begin our discretization 
process by 
J 
1 ~Ucpo(~) -la: = (3.7) 
0 
with 
e-x2,0(zl-z) _ e-xl,o(zl-z) 
e--X2,oh - ,-Xl,Oh , x E (xo,a) , 
cpo(x> = &Nb-ZN-1) _ ,$2,N(Z-ZN-1) 
&h’h _ &a.Nh 
E &‘(x), x E (w-l,XN), 
0, x 4 (x0,21) u (m-1, xiv). 
Following a similar way as above, we have 
J Xl (EMU” + EaOu’ - bcu) +$‘(x) dx + J ZN (EMU” + EaNu’ - bNu) cpg’(x) dx 20 XN-1 
= AE - &2 
+~2{~+a~~~1~~~~‘(x)~-bo~~2~~x~~‘(x)dx}ur,o 
- bo (~~l.:‘tx)dx)urv 
= A&-E’ (h,N - X2,N) h ho - X2,0) h &,j,rh _ &Nh u’lN + E2 e-Xz,oh - e-Xt,ohux~O 
uo 
bN XT1 (eAl,Nh - 1) - A& (&,Nh - 1 
)I - 
eAl,Nh - &,Nh 
UN. 
Taking into account condition of periodicity, it then follows from (3.7) that 
E2 ehNN)uz,N - e$iz,o + boKouo = +ofo -t A& - T, (34 
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where 
e(0) = h (XI - X2) eXzh 
0 1 - e-(X1-X*)h ’ 
&Y = @)e-(x’+xz)h, 
0 Xl = x1,0, x2 = ~2,Ol (3.9) 
Ko=(&J 
cash ((XI - A,) h/2) - cash ((XI + X2) h/2) 
sinh ((XI - X2) h/2) 
(3.10) 
r = --E 
I 
21 [u(x) - a(O)] &‘(x)u’(x) dx 
a2 
+ 1” [b(x) - b(O)] $‘(x)u (x) dx - E szN [u (x) - a(l)] &‘(x)u’(x) dx 
a ZN-1 
IN +’ 
/ .ZN-l 
[b(x) - b(Z)] p;‘(x)u(x) dx + /‘I [f(x) - f(O)] P:‘(Z) dx 
Q 
2N + 
I 
[f(x) - f(Ol cp;‘W c-h. (3.11) 
ZN-1 
Baaed on (3.4),(3.8) , we propose the following difference scheme for approximating (l.l)-( 1.3): 
ey = E2ely5s + &&yg - by = f, x E Wh, 
Y(O) = YM> 
coy z E2 @iN)ywv - @)Y,,o) + bo~oyo = -mfo + AE, 
where or, e2, of), OiNN), KO are defined by (3.5), (3.6), (3.9), (3.10), respectively. 
(3.12) 
(3.13) 
(3.14) 
4. UNIFORM ERROR ESTIMATES 
First, we shall state a lemma which establishes a discrete maximum principle for the 
method (3.12)-(3.14). 
LEMMA 4.1. If v is any mesh function defined on mh such that k?v 5 0 in wh and v(0) = v(l), 
l&v 2 0, then w(x) 2 0 for all x E ah. 
PROOF. By arguments analogous to those used, e.g., in [7,14]. I 
Let zi = yi - ui, where yi the solution of (3.12)-(3.14) and ‘1~~ the solution of (l.l)-(1.3) at 
mesh point xi. Then for the error .zi, we have 
ezi = Ri, i=l,2,...,N-1, 
20 = ZN, (4.1) 
eoz = r, 
where the truncation errors Ri, r are defined by (3.3),(3.1&). 
LEMMA 4.2. The solution Zi of problem (4.1) satisfies 
l141ah I P-lIIW+, + (PKo)-~ Id, 
where II&,, = mm<illv Igil, llgllwh = mw<i<N-l Igil for- any mesh function 9. -- 
PROOF. Consider the two mesh functions 
(4.2) 
@ = *G + P-lIIRllw, + (PKo)-’ b-1, i=o,1,2 )..‘, iv. 
We observe that Ql,f = Q$, lo*: 2 0, and ezi 5 0, i = 1,2,. . . , N - 1. The discrete maximum 
principle (Lemma 4.1) then gives q: 2 0, i = 0, 1, . . , IV, which implies (4.2). I 
We now can state the main result of this paper. 
702 G. M. AMIRALIYEV AND H. DURU 
THEOREM 4.3. Assume that a, b, f E C1[O, 11. Then the error of difference scheme (3.12)-(3.14) 
satisfies 
IYi - ‘Ilil I Ch (4.3) 
forO<i_<N. 
PROOF. Using the explicit expressions for’ R and T and taking into consideration (2.1),(2.2), it 
is not hard to verify that 
IIf%,, 5 Ch, n,‘lrl 5 Ch, 
which along with (4.2) completes the proof. I 
5. ALGORITHM AND NUMERICAL RESULTS 
(a) The difference scheme (3.12)-(3.14) can be rewritten as 
AIYN -GY~+B~Y~ 
Ail/i-l - Ciy< + Biyi+l 
ANYN-I - CNYN + BNYI 
where 
E2e1 i saie2 i 
Ai=h2-Ly 2h 
E2e1 i me2,i Bi=*+- 
2h ’ 
2E2e1 i 
Ci = -+- + bj, 
Fi = -fi, 
= -Fl, 
= -Fi, i = 2,3, . . . , N - 1, 
= -FN, 
i=1,2 ,..., N-l, 
(5.1) 
,2g(W 
AN=BN=--~, 
,2e(N) ,Zg(O) 
CN = + + + f bOKO, 
FN = -n&o + EA. 
System (5.1) may be solved by the following factokzation procedure, which is extremely 
rapid [14, p. 6001: 
cQ=-, “c: p2=$ y2=$ 
Bi p, = Fi +A& AiT% 
%+’ = Ci _ Aiai ’ a+1 Ci - Aiai ’ ^li+’ = ci _ Aiai ’ 
i = 2,3, . . . , N, 
PN-1 = PN, QN-1 = aN + -fN, 
Pi = %+lPi+l + Pi+17 Qi = %+lQi+l + Yi+l, i=N-2,...,1, 
@N+l + aN+lPl 
yN= 1-a N+lql - ‘t’N+l ’ 
yi = Pi + YNqi, i=1,2 ,..., N-l. 
It is easy to verify that 
Ai > 0, Bi > 0, Ci > Ai + Bi, i=1,2 ,..., N, 
and, in consequence of which the described factorization algorithm is stable. 
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(b) We test the performance of our method when applied to the following problem: 
EMU” + 2~ (sin(27rz) + 1.5) 2~’ 
- (6.75 - sin2(2rz) - 3sin(27rz) - 2n~cos(27rs)) u = f(z), 0 < z < 1, 
u(0) = u(l), U’(1) - u’(0) = f, 
with 
f(z) = -2(~7r)~ cos(27r2) - m2 (sin(27rz) + 1.5) sin(27rs) 
+ (6.75 - sin2(27rz) - 3sin(27rz) - 27r~cos(27rz)) sin2(7rz). 
The exact solution is given by 
e(cos(2?rs)-l)/2x& 
+) = cash (3/e) - cash (3/(2&)) 
[e-3”/2Esinh (%$A) +e3(1-z)/2Esinh ($)I -sin2(rz). 
This U(Z) has the typical boundary layers at 2 = 0 and z = 1. The error of the scheme 
is measured in the discrete maximum norm. Some computed results for the error are listed in 
Table 1. It can be observed that they agree with the theoretical analysis described above. 
Table 1. 
h 
E 
0.2 0.1 0.05 0.025 
10-Z 1.42330153-l 3.30883683-2 5.64776023-3 1.48697543-3 
10-d 1.42776053- 1 3.61618813-2 9.62488013-3 2.43417583-3 
10-6 1.42778443-l 3.61907303-2 9.66296753-3 2.47440893-3 
10-a 1.42778503-l 3.61910283-2 9.66332513-3 2.47482613-3 
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