In this paper, we propose a new stochastic algorithmic framework to solve stochastic composite nonconvex optimization problems that covers both finite-sum and expectation settings. Our algorithms rely on the SARAH estimator introduced in (Nguyen et al., 2017a) and consist of two steps: a proximal gradient step and an averaging step that are different from existing nonconvex proximal-type algorithms. The algorithms only require a smoothness assumption of the nonconvex objective term. In the finite-sum case, we show that our algorithm achieves optimal convergence rate by matching the lower-bound worst-case complexity, while in the expectation case, it attains the best-known convergence rate under only standard smoothness and bounded variance assumptions. One key step of our algorithms is a new constant step-size that helps to achieve desired convergence rate. Our step-size is much larger than existing methods including proximal SVRG schemes in the single sample case. We generalize our algorithm to mini-batches for both inner and outer loops, and adaptive step-sizes. We also specify the algorithm to the non-composite case that covers and dominates existing state-of-the-arts in terms of convergence rate. We test the proposed algorithms on two composite nonconvex optimization problems and feedforward neural networks using several well-known datasets.
Introduction
In this paper, we consider the following stochastic composite, nonconvex, and possibly nonsmooth optimization problem: 
where f (w) := E [f (w; ξ)] is the expectation of a stochastic function f (w; ξ) depending on a random vector ξ in a given probability space (Ω, P), and ψ : R d → R ∪ {+∞} is a proper, closed, and convex function. As a special case of (1), if ξ is a uniformly random vector defined on a finite support set Ω := {ξ 1 , ξ 2 , · · · , ξ n }, then (1) reduces to the following composite nonconvex finitesum minimization problem:
where f i (w) := f (w; ξ i ) for i = 1, · · · , n. Problem (2) is often referred to as a regularized empirical risk minimization in machine learning and finance. Motivation: Problems (1) and (2) cover a broad range of applications in machine learning and statistics, especially in neural networks, see, e.g. (Bottou, 1998 (Bottou, , 2010 Bottou et al., 2018; Goodfellow et al., 2016; Sra et al., 2012) . Hitherto, state-of-the-art numerical optimization methods for solving these problems rely on stochastic approaches, see, e.g. (Johnson and Zhang, 2013; Schmidt et al., 2017; Defazio et al., 2014) . In the convex case, both non-composite and composite settings (1) and (2) have been intensively studied with different schemes such as standard stochastic gradient (Robbins and Monro, 1951) , proximal stochastic gradient (Ghadimi and Lan, 2013; Nemirovski et al., 2009) , stochastic dual coordinate descent (Shalev-Shwartz and Zhang, 2013) , variance reduction methods (Allen-Zhu, 2017a; Defazio et al., 2014; Johnson and Zhang, 2013; Nitanda, 2014; Schmidt et al., 2017; Xiao and Zhang, 2014) , stochastic conditional gradient (Reddi et al., 2016a) , and stochastic primal-dual methods (Chambolle et al., 2018) . Thanks to variance reduction techniques, several efficient methods with constant step-sizes have been developed for convex settings that match the lower-bound worst-case complexity (Agarwal et al., 2010) . However, methods for nonconvex settings are still limited and heavily focus on the non-composite form of (1) and (2), i.e. ψ = 0. Theory and stochastic methods for nonconvex problems are still in progress and require substantial effort to obtain efficient algorithms with rigorous convergence guarantees. It is shown in (Fang et al., 2018) that there is still a gap between the upper-bound complexity in state-of-the-art methods and the lower-bound worst-case complexity for the nonconvex problem (2) under standard smoothness assumption. Motivated by this fact, we make an attempt to develop a new algorithmic framework that can reduce and at least close this gap in the composite finite-sum setting (2). Our algorithms rely on a recent biased stochastic estimator for the objective gradient, called SARAH, introduced in (Nguyen et al., 2017a ) for convex problems. Related work: In the nonconvex case, both problems (1) and (2) have been intensively studied in recent years with a vast number of research papers. While numerical algorithms for solving the non-composite setting, i.e. ψ = 0, are well-developed and have received considerable attention (Allen-Zhu, 2017b; Allen-Zhu and Li, 2018; Allen-Zhu and Yuan, 2016; Fang et al., 2018; Lihua et al., 2017; Nguyen et al., 2017b Nguyen et al., , 2018b Nguyen et al., , 2019 Reddi et al., 2016b; , methods for composite setting remain limited (Reddi et al., 2016b; Wang et al., 2018) . In terms of algorithms, (Reddi et al., 2016b ) studies a non-composite finite-sum problem as a special case of (2) using SVRG estimator from (Johnson and Zhang, 2013) . Additionally, they extend their method to the composite setting by simply applying the proximal operator of ψ as in the well-known forwardbackward scheme. Another related work using SVRG estimator can be found in . These algorithms have some limitation as will be discussed later. The same technique was applied in (Wang et al., 2018) to develop other variants for both (1) and (2), but using the SARAH estimator from (Nguyen et al., 2017a) . The authors derive a constant large step-size, but at the same time control mini-batch size to achieve convergence. Consequently, it has an essential limitation as will also be discussed in Subsection 3.2.3. Both algorithms achieve suboptimal convergence rate with the same order. In (Reddi et al., 2016a) , the authors propose a stochastic Frank-Wolfe method that can handle constraints as special cases of (2). Recently, a stochastic variance reduction method with momentum was studied in for solving (2) which can be viewed as a modification of SpiderBoost in (Wang et al., 2018) .
Our algorithm remains a variance reduction stochastic method, but it is different from these works at two major points: an additional averaging step and different two constant step-sizes. Having two step-sizes allows us to flexibly trade-off them and develop an adaptive update rule. Note that our averaging step looks similar to the robust stochastic gradient method in (Nemirovski et al., 2009 ), but fundamentally different since it evaluates the proximal step at the averaging point. In fact, it is closely related to averaged fixed-point schemes in the literature, see, e.g. (Bauschke and Combettes, 2017) .
In terms of theory, many researchers have focussed on theoretical aspects of existing algorithms. For example, (Ghadimi and Lan, 2013) appear as one of the first pioneering works studying convergence rates of stochastic gradient descent-type methods for nonconvex and non-composite finite-sum problems. They later extend it to the composite setting in (Ghadimi et al., 2016) . (Wang et al., 2018) also investigate the gradient dominance case, and (Karimi et al., 2016) consider both finite-sum and composite finite-sum under different assumptions.
Whereas many researchers have been trying to improve complexity upper bounds of stochastic first-order methods using different techniques (Allen-Zhu, 2017b; AllenZhu and Li, 2018; Allen-Zhu and Yuan, 2016; Fang et al., 2018) , other researchers attempt to construct examples for lower-bound complexity estimates. In the convex case, there exist numerous research papers including (Agarwal et al., 2010; Nemirovskii and Yudin, 1983; Nesterov, 2004) . In (Fang et al., 2018; Zhou and Gu, 2019) , the authors have constructed a lower-bound complexity for nonconvex finite-sum problem covered by (2). They show that the lower-bound complexity for any stochastic gradient method relied on only smoothness assumption to achieve an ε-stationary point in expectation is Ω n 1/2 ε −2 . For the expectation problem (1), the best-known complexity bound to achieve an ε-stationary point in expectation is O σε −3 + σ 2 ε −2 as shown in (Fang et al., 2018; Wang et al., 2018) , where σ is an upper bound of the variance (see Assumption 2.3). Unfortunately, we have not seen any lower-bound complexity for the nonconvex setting of (1) under standard assumptions in the literature. Our approach and contribution: In this paper, we exploit the SARAH estimator, a biased stochastic recursive gradient estimator, in (Nguyen et al., 2017a) , to design new proximal variance reduction stochastic gradient algorithms to solve both composite finitesum (1) and expectation (2) problems. The SARAH algorithm is simply a double-loop stochastic gradient method with a flavor of SVRG (Johnson and Zhang, 2013) , but using a novel biased estimator that is different from SVRG. SARAH is a recursive method as SAGA (Defazio et al., 2014) , but can avoid the major issue of storing gradients as in SAGA. Our method will rely on the SARAH estimator combining with an averaging proximal-gradient scheme to solve both (1) and (2).
The contribution of this paper is a new algorithmic framework that covers different variants with optimal and best-known theoretical complexity bounds. More specifically, our main contribution can be summarized as follows:
(a) Composite settings: We propose a general stochastic variance reduction framework relying on the SARAH estimator to solve both finite-sum and expectation problems (2) and (1) in composite settings. We analyze our framework to design appropriate constant step-sizes instead of diminishing step-sizes as in standard stochastic gradient descent methods. As usual, the algorithm has double loops, where the outer loop can either take full gradient or mini-batch to reduce computational burden in large-scale and expectation settings. The inner loop requires single sample but can also work with mini-batch as an option. Our framework can be specified to cover adaptive step-size variants and non-composite settings.
(b) Optimal and best-known complexity: In the finite-sum setting (2), our method achieves O n 1/2 ε −2 complexity bound to attain an ε-stationary point in expectation under only the smoothness of f . This complexity matches the lower-bound worst-case complexity in (Fang et al., 2018; Zhou and Gu, 2019) , and therefore, it is optimal. In the expectation setting (1), our algorithm requires O σε −3 iterations to achieve an ε-stationary point in expectation under only the smoothness of f and bounded variance σ 2 . To the best of our knowledge, this is the best-known complexity so far for general problem (1) under standard assumptions. Our result covers the non-composite setting with optimal rate in the finite-sum case (Nguyen et al., 2019) , and appears to be better than the best-known complexity in (Fang et al., 2018; Wang et al., 2018) for the expectation problem (1). Since the composite setting covers a broader class of nonconvex problems including convex constraints, our method has better chance to handle new applications than non-composite methods. It also allows one to deal with neural network training problems with different regularizers such as sparsity or constraints on weights.
Comparison: Hitherto, we have found three different variance reduction algorithms of the stochastic proximal gradient method for nonconvex problems that are most related to our work: proximal SVRG (called ProxSVRG) in (Reddi et al., 2016b) , ProxSVRG+ in , and ProxSpiderBoost in (Wang et al., 2018) . Other methods such as proximal stochastic gradient descent (ProxSGD) scheme (Ghadimi et al., 2016) , Prox-SAGA in (Reddi et al., 2016b) , and Natasha variants in (Allen-Zhu, 2017b) are quite different and already intensively compared in previous works Reddi et al., 2016b; Wang et al., 2018) , and hence we do not including them here.
In terms of theory, Table 1 compares different methods for solving (1) and (2) regarding the stochastic first-order oracle calls (SFO), the applicability to finite-sum and/or expectation and composite settings, step-sizes, and the use of mini-batch.
Algorithms
Finite-sum Expectation Composite
Step-size Mini-batch
SGD (Ghadimi and Lan, 2013 
SVRG+ ) Table 1 : Comparison of results on SFO (stochastic first-order oracle) complexity for nonsmooth nonconvex optimization (both non-compsite and composite case). Here, m is the number of inner iterations (epoch length) and σ is the variance in Assumption 2.3, and "required" means that the algorithm uses mini-batch size to achieve the best complexity. Note that all the complexity bounds here must depend on the Lipschitz constant L of the smooth components and F ( w 0 ) − F , the difference between the initial objective value F ( w 0 ) and the lower-bound F . For the sake of presentation, we assume that L = O (1) and ignore these quantities in the complexity bounds Now, let us compare in detail our algorithms and three methods: ProxSVRG, Prox-SVRG+, and ProxSpiderBoost.
• Single sample for the finite-sum case: As shown in (Reddi et al., 2016b, Theorem 1) , in the single sample case, i.e. the mini-batch size of the inner loopb = 1, ProxSVRG for solving (2) has a small step-size η = 1 3Ln , and its complexity is O n/ε 2 (see (Reddi et al., 2016b , Corollary 1)). ProxSVRG+ in , Theorem 3) is a variant of ProxSVRG, and in the single sample case, it achieves O n ε 2 complexity bound but using a different step-size η = min 1 6L , 1 6mL . This step-size is only better than ProxSVRG if 2m < n. With this step-size, the complexity of ProxSVRG+ remains O n ε 2 as in ProxSVRG. In our ProxSARAH, we use two step-sizes γ =
, and their product presents a combined step-size, which isη :
. Clearly, our step-sizeη is much larger than that of both ProxSVRG and ProxSVRG+. Moreover, with these stepsizes, our complexity bound is O √ nL ε 2 and it is optimal. As we can observe from Algorithm 1 in the sequel, the number of proximal operator calls in our method remains the same as in ProxSVRG or ProxSVRG+.
• Mini-batch for the finite-sum case: As indicated in (Reddi et al., 2016b , Theorem 2), if we choose the batch size b = n 2/3 and m = n 1/3 , then the step-size η can be chosen as η = 1 3L , and its complexity is improved up to O n + n 2/3 ε −2 . However, the mini-batch size n 2/3 is very large which tends to full proximal gradient methods. For ProxSVRG+ in , based on Theorem 1, we need to set b = n 2/3 and m = b = n 1/3 to obtain the best complexity bound, which is O n 2/3 ε −2 . For SpiderBoost in (Wang et al., 2018) , it requires to properly set mini-batch size to achieve O n + n 1/2 ε −2 complexity for (2) and O σ 2 ε −2 + σε −3 complexity for (1). More precisely, from (Wang et al., 2018 , Theorem 1), we can see that one needs to set m = √ n andb = √ n to achieve such a complexity. Unfortunately, ProxSpiderBoost does not have theoretical guarantee for the single sample case (i.e.,b = 1). In our methods, it is flexible to choose the epoch length m and the batch sizeb such that we can obtain different step-sizes and complexity bounds. More details can be found in Subsection 3.2.3. In summary, it is clear that our O n 1/2 ε −2 complexity is better than the best-known result O n + n 1/2 ε −2 . If n is larger than the order of ε −4 , e.g.
Therefore, our complexity is clearly better in big data regime.
• Online expectation or large-n case: In the online or expectation case (1), SPIDER in (Fang et al., 2018 , Theorem 1) achieves an O σε −3 + σ 2 ε −2 complexity. In the finite-sum case, it has O n + n 1/2 ε −2 complexity. Similar results also hold for SpiderBoost in (Wang et al., 2018) . To this end, the total complexity of these methods is O min n + n 1/2 ε −2 , σε −3 + σ 2 ε −2 . If σ = O (1) and n ≤ O ε −4 , then this complexity can be simplified as O min n 1/2 ε −2 , ε −3 . However, the dependence of σ cannot simply be ignored since σ could depend on ε or can grow significantly large. In addition, in big data regime, n can be very large, e.g. n > O ε −4 . Therefore, this complexity bound no longer holds. As shown in Theorem 8, our complexity is O σε −3 given that L = O (1). In this case, if σ = O ε −2 , then our total complexity is O ε −5 while SPIDER and SpiderBoost have O ε −5 + ε −6 = O ε −6 complexity.
From the above analysis, it is clear that our complexity results match the optimal rate in the finite-sum case and are better than others in the expectation case. From an algorithmic point of view, our method is fundamental different from existing methods due to its averaging step and large step-sizes in the composite settings. Moreover, it has a flexibility to choose parameters: the step-sizes η and γ, the epoch length m, the inner mini-batch sizeb, and the snapshot batch size b s to trade-off complexity bounds.
Paper organization: The rest of this paper is organized as follows. Section 2 discusses the fundamental assumptions and optimality conditions. Section 3 presents the main algorithmic framework and its convergence results for two settings. Section 4 considers extensions and special cases of our algorithms. Section 5 provides some numerical examples to verify our methods and compare them with existing state-of-the-arts.
Mathematical tools and preliminary results
Firstly, we recall some basic notation and concepts in optimization. They can be found in (Bauschke and Combettes, 2017; Nesterov, 2004) . Then, we state our blanket assumptions and discuss the optimality condition of (1) and (2). Finally, we provide necessarily preliminary results used in the sequel.
Basic notation and concepts
We work with finite dimensional spaces, R d , equipped with standard inner product ·, · and Euclidean norm · . Given a function f :
denotes its subdifferential at w, and prox f (w) := arg min z f (z) + (1/2) z − w 2 denotes its proximal operator. Note that if f is the indicator of a nonempty, closed, and convex set X , i.e. f (w) = δ X (w), then prox f (·) = proj X (·), the projection of w onto X . Any element ∇f (w) of ∂f (w) is called a subgradient of f at w. If f is differentiable at w, then ∂f (w) = {∇f (w)}, the gradient of f at w. A continuous differentiable function
We use U p (S) to denote a finite set S := {s 1 , s 2 , · · · , s n } equipped with a probability distribution p over S. If p is uniform, then we simply use U(S). For any real number a, a denotes the largest integer less than or equal to a.
Fundamental assumptions
To develop numerical methods for solving (1) and (2), we rely on some basic assumptions usually used in stochastic optimization methods.
Assumption 2.1 (Bounded from below) Both problems (1) and (2) are bounded from below. That is
This assumption usually holds in practice since f often represents a loss function which is nonnegative or bounded from below. In addition, the regularizer ψ is also nonnegative or bounded from below, and its domain intersects dom(f ).
Our next assumption is the smoothness of f with respect to the argument w.
Assumption 2.2 (L-smoothness) In the expectation setting (1), for any realization of ξ ∈ Ω, f (·; ξ) is L-smooth, i.e. f (·; ξ) is continuously differentiable and its gradient ∇ w f (·; ξ) is Lipschitz continuous with the same Lipschitz constant L ∈ (0, +∞), i.e.:
In the finite-sum setting (2), we assume that each term f i is L-smooth, i.e.:
It is well-known that the L-smooth condition leads to the following bound
Hence, using either (5) or (7), we get
Alternatively, for (4), we have
In this case, (6) still holds for f in the finite-sum minimization problem (2).
In the expectation setting (1), we need the following bounded variance condition:
Assumption 2.3 (Bounded variance) For the expectation problem (1), there exists a uniform constant σ ∈ [0, +∞) such that
This assumption is standard in stochastic optimization and often required in almost any solution method for solving (1), see, e.g. (Ghadimi and Lan, 2013) .
Remark 1 For simplicity of analysis, we assume that all functions f i in (2) are Lsmooth with the same Lipschitz constant L > 0 for i = 1, · · · , n. However, our analysis can be easily extended to the case where the Lipschitz constant of ∇f i is not the same by appropriately choosing a distribution for sampling, or using arbitrary sampling schemes.
Optimality conditions
Under Assumption 2.1, we have dom(f ) ∩ dom(ψ) = ∅. When f (·; ξ) is nonconvex in w, the first order optimality condition of (1) can be stated as
Here, w is called a stationary point of F . We denote S the set of all stationary points. The condition (9) is called the first-order optimality condition, and also holds for (2). Since ψ is proper, closed, and convex, its proximal operator prox ηψ satisfies the nonexpansiveness, i.e. prox ηψ (w) − prox ηψ (z) ≤ w − z for all w, z ∈ R d . Now, for any fixed η > 0, we define the following quantity
This quantity is called the gradient mapping of F (Nesterov, 2004) . Indeed, if ψ ≡ 0, then G η (w) ≡ ∇f (w), which is exactly the gradient of f . By using G η (·), the optimality condition (9) can be equivalently written as
If we apply gradient-type methods to solve (1) or (2), then we can only aim at finding an ε-approximate stationary point w T to w in (11) after at most T iterations within a given accuracy ε > 0, i.e.:
The condition (12) is standard in stochastic nonconvex optimization methods. Stronger results such as approximate second-order optimality or strictly local minimum require additional assumptions and more sophisticated optimization methods such as cubic regularized Newton-type schemes, see, e.g., (Nesterov and Polyak, 2006) .
Stochastic gradient estimators
One key step to design a stochastic gradient method for (1) or (2) is to query an estimator for the gradient ∇f (w) at any w. Let us recall some existing stochastic estimators. Single sample estimators: A simple estimator of ∇f (w) can be computed as follows:
where ξ t is a realization of ξ. This estimator is unbiased, i.e., E ∇f (w t ) | F t = ∇f (w), but its variance is fixed for any w t , where F t is the history of randomness collected up to the t-th iteration, i.e.:
This is a σ-field generated by random variables {w 0 , w 1 , · · · , w t }. In the finite-sum setting (2), we have ∇f (w t ) := ∇f it (w t ), where
In recent years, there has been a huge interest in designing stochastic estimators with variance reduction properties. The first variance reduction method was perhaps proposed in (Schmidt et al., 2017) since 2013, and then in (Defazio et al., 2014) for convex optimization. However, the most well-known method is SVRG introduced by Johnson and Zhang in (Johnson and Zhang, 2013 ) that works for both convex and nonconvex problems. The SVRG estimator for ∇f in (2) is given as
where ∇f ( w) is the full gradient of f at a snapshot point w, and i t is a uniformly random index in [n]. It is clear that E ∇f (w t ) | F t = ∇f (w t ), which shows that ∇f (w t ) is an unbiased estimator of ∇f (w t ). Moreover, its variance is reduced along the iteration t.
Our methods rely on the SARAH estimator introduced in (Nguyen et al., 2017a) for the non-composite convex problem instances of (2), which is defined as follows:
for a given realization ξ t of ξ. Each evaluation of v t requires two gradient evaluations. Clearly, the SARAH estimator is biased, since
But it has a variance reduction property.
Minibatch estimators:
We consider a mini-batch estimator of the gradient ∇f in (13) and of the SARAH estimator (16) respectively as follows:
where B t is a mini-batch of the size b t := |B t | ≥ 1. For the finite-sum problem (2), we replace f (·; ξ i ) by f i (·). In this case, B t is a uniformly random subset of [n]. Clearly, if b t = n, then we take the full gradient ∇f as the exact estimator.
Basic properties of stochastic and SARAH estimators
We recall some basic properties of the standard stochastic and SARAH estimators for (1) and (2). The following result was proved in (Nguyen et al., 2017a) .
Lemma 2 Let {v t } t≥0 be defined by (16) and F t be defined by (14). Then
Consequently, for any t ≥ 0, we have
Our next result is some properties of the mini-batch estimators in (17). The proof is presented in (Harikandeh et al., 2015; Lohr, 2009; Nguyen et al., 2017b Nguyen et al., , 2018a , and we omit it here.
Lemma 3 If ∇f Bt (w t ) is generated by (17), then, under Assumption 2.3, we have E ∇f Bt (w t ) = ∇f (w t ) and
If ∇f Bt (w t ) is generated by (17) for the finite-sum problem (2), then
where σ 2 n is an upper bound such that
If v t is generated by (17) for the finite-sum problem (2), then
Note that if b t = n, i.e., we take a full gradient estimate, then the second estimate of (21) is vanished and independent of σ n .
ProxSARAH framework and convergence analysis
We describe our basic algorithmic framework and then specify it to solve different instances of (1) and (2) under appropriate structures. The general algorithm is described in Algorithm 1. We abbreviate it by ProxSARAH.
Algorithm 1 (Proximal SARAH with stochastic recursive gradient estimators) 1: Initialization: An initial point w 0 and necessary parameters (will be specified). 
4:
Update w
1 .
5:
InnerLoop:
Generate a proper single random sample or mini-batchB
Hence, this step is similar to a gradient step applying to the gradient mapping G ηt (w (s) t ). In particular, if we set γ t = 1, then we obtain a vanilla proximal SARAH variant which is similar to ProxSVRG, ProxSVRG+, and ProxSpiderBoost discussed above. ProxSVRG, ProxSVRG+, and ProxSpiderBoost are simply vanilla proximal gradient-type methods in stochastic setttings. If ψ = 0, then ProxSARAH is reduced to SARAH in (Nguyen et al., 2017a (Nguyen et al., ,b, 2018b ) with a step-sizeη t := γ t η t . Note that Step 8 can be represented as a weighted averaging step:
Compared to (Ghadimi and Lan, 2012; Nemirovski et al., 2009) , ProxSARAH evaluates v t at the averaging point w
t . Therefore, it can be written as
which is similar to averaged fixed-point schemes (e.g. the Krasnosel'skiȋ -Mann scheme) in the literature, see, e.g., (Bauschke and Combettes, 2017) .
In addition, we will show in our analysis a key difference in terms of step-sizes η t and γ t , mini-batch, and epoch length between ProxSARAH and existing methods, including SPIDER (Fang et al., 2018) and SpiderBoost (Wang et al., 2018) .
Analysis of the inner-loop: Key estimates
This subsection proves two key estimates of the inner loop for t = 0 to m. We break our analysis into two different lemmas, which provide key estimates for our convergence analysis. We first consider the single sample case, i.e.b := |B (s)
Lemma 4 Let {(w t , w t )} be generated by the inner-loop of Algorithm 1 with |B (s) t | = 1. Then, under Assumption 2.2, we have
where {c t }, {r t }, and {s t } are given positive sequences,
t ) 2 ≥ 0, and
The proof of Lemma 4 is deferred to Appendix A.1. The next lemma considers a special case by showing how to choose constant step-sizes γ and η, and other parameters to obtain a descent property. The proof of this lemma is given in Appendix A.2.
Lemma 5 Under Assumption 2.2 and |B (s) t | = 1, let us choose η t ≡ η > 0 and γ t = γ > 0 in Algorithm 1 such that
where q := 2 + c + 1 r and ω :=
where
3.2 Convergence analysis for composite finite-sum problem (2) In this subsection, we specify missing steps of Algorithm 1 to solve the composite finitesum problem (2). We consider two cases: single sample (i.e. |B t | = 1 First, there are two steps that we need to adapt in Algorithm 1:
0 ), where B s is a mini-batch at the sth outer iteration and independent of i t of the inner loop. Note that if |B s | = n, then we take a full gradient snapshot.
With these two modified steps in Algorithm 1, we can prove the following main result.
Theorem 6 Let us apply Algorithm 1 to solve (2) with the above two modified steps and fixed step-sizes γ :=
defined in (25). Then, under Assumptions 2.1 and 2.2, we have the following estimate:
In particular, if we choose b s = n for all s = 1, · · · , S and m = n, then, with
iterations. Consequently, the number of individual gradient evaluations ∇f i is at most 3T , and the number of proximal operations prox ηψ is at most T .
Proof The step-sizes η and γ in Theorem 6 correspond to the choice r = c = 1 from Lemma 5. Summing up (26) from s = 1 to s = S, and then using w (0) 0 := w 0 fixed and ignoring the nonnegative term
By Assumption 2.1, we have E F (w
Using these estimates into the last inequality, we can overestimate it as
Multiplying both sides of this inequality by 2 γη 2 (m+1)S we obtain (27).
In particular, if b s = n and m = n, and w T ∼ U {w
t=0→m , then we have
This is the maximum number of iterations. Finally, we can show that the number of gradient evaluations ∇f i is T grad = S(n + 2(m + 1)) = 3S(n + 1) − S = 3T − S ≤ 3T , and the number of proximal operator calls prox ηψ is at most T .
Ignoring the term F ( w 0 ) − F , we can see that the complexity of Algorithm 1 for
which dominates all existing results in the literature.
The mini-batch for the inner-loop: |B (s)
t | > 1 Now, we analyze the case of using mini-batch in the inner loop of Algorithm 1. Particularly, we replace Step 7 in Algorithm 1 by the following one:
The following theorem shows the convergence of this variant, whose proof is postponed until Appendix A.3.
Theorem 7 Let us apply Algorithm 1 to solve (2) with the mini-batch estimator v (s) t defined as above such thatb (s) t =b ≥ 1, and fixed step-sizes γ and η as
Then, under Assumptions 2.1 and 2.2, and the choice m := n b
and b s := n, the conclusions of Theorem 6 are still valid for this algorithmic variant with
The number of gradient evaluations
, and the number of proximal operator calls prox ηψ is T .
We note that the mini-batch variant does not change the convergence rate, but it improves the complexity bound by a constant factor due to larger step-sizes γ and η.
3.2.3 Mini-batch size and learning rate trade-offs Although our step-size in the single sample case is much larger than that of ProxSVRG in (Reddi et al., 2016b , Theorem 1), it still depends on √ m, where m is the epoch length. To obtain larger step-sizes, we can choose m and the mini-batch sizeb using the same trick as in (Reddi et al., 2016b, Theorem 2) . Let us first fix γ :=γ ∈ (0, 1]. From (28), we have ρm = 1 L 2γ2 . It makes sense to chooseγ close to 1 in order to use new information from w C . This mini-batch size is much smaller than n 2/3 in ProxSVRG. Note that, in ProxSVRG, they set γ := 1 and η := 1 3L . In ProxSpiderBoost (Wang et al., 2018) , m and the mini-batch sizeb were chosen as m =b = n 1/2 so that they can use constant step-sizes γ = 1 and η = , which is suboptimal.
Lower-bound complexity and optimal complexity
Let us analyze a special case of (2) with ψ = 0. We consider any stochastic first-order methods to generate an iterate sequence {w t } as follows
where A t−1 are measure mapping into R d+1 , f it is an individual function chosen by
is a random vector, and [w 0 , i 0 ] := A 0 (ξ). Clearly, Algorithm 1 can be cast as a special case of (30). As shown in (Fang et al., 2018, Theorem 3) and later in (Zhou and Gu, 2019) , under Assumptions 2.1 and 2.2, the lower-bound complexity of Algorithm 1 to produce an output
. This lower-bound clearly matches the upper bound in Theorem 6. Therefore, Algorithm 1 achieves optimal complexity for solving (2).
Convergence analysis for the composite expectation problem (1)
In this subsection, we apply Algorithm 1 to solve the general expectation setting (1). For simplicity of presentation, we only consider the single sample case, i.e.B (s) t = 1. The mini-batch case for inner-loop is very similar to Theorem 7, and we omit the details.
In this case, we generate the snapshot at Step 3 of Algorithm 1 as follows:
• Step 3: Evaluate v t | = 1), and fixed step-sizes γ and η as
Then, under Assumptions 2.1 and 2.2, we have the following estimate:
In particular, if we choose
ε 2 , then after at most
. Consequently, the number of gradient evaluations ∇ w f (·, ·) is at most
and the number of proximal operator call prox ηψ is at most T .
Proof Summing up (26) from s = 1 to s = S, using w , we obtain
Note that E F (w (S) m+1 ) ≥ F by Assumption 2.1. Moreover, by (20), we havē
Since c = r = 1 in Lemma 5, we have θ = 1 +
2 . Using these estimates into (33), we obtain (32). Now, since w T ∼ U {w
Note that since the number of iterations T := S(m + 1), if b is chosen such that b > 75σ 2 8ε 2 , then this inequality implies
and m := C 2 σ 2 ε 2 for some C 1 > 0 and C 2 > 0 independent of σ. Then, the number of iterations T is
Now, we estimate the total number of gradient evaluations
Hence, the number of iterations is
, the number of gradient eval-
, and the number of proximal operator calls is also T .
Note that complexity bound of SPIDER (Fang et al., 2018) and ProxSpiderBoost (Wang et al., 2018) , our bound is better if σ > O ε −1 . Moreover, our method does not require to perform mini-batch in the inner loop, i.e., it is independent ofB (s) t , and the mini-batch is independent of the number of iterations m of the inner loop, while in (Wang et al., 2018) , the mini-batch size |B 
Special case and extension
In this section, we consider the non-composite settings of (1) and (2) as special cases and an extension of Algorithm 1 to adaptive step-sizes η t and γ t .
The non-composite case
Note that if we solely apply Algorithm 1 with constant stepsizes to solve the noncomposite case of (1) and (2) when ψ ≡ 0, then by using the same step-size as in Theorem 8, we can obtain the same complexity as stated in Theorem 8. However, we will modify our proof of Theorem 8 to obtain a larger step-size in an adaptive manner as shown in Theorem 9, whose proof is given in Appendix A.4.
Theorem 9 Let {w (s)
t } be the sequence generated by the variant of Algorithm 1 using single sample, i.e. |B (s) t | = 1 and the update:
for both Step 4 and Step 8 and using
Step 3, where the step-sizeη t is computed recursively backward from t = m to t = 0 aŝ
Then, we have
Suppose that Assumptions 2.1 and 2.2 hold, and
We consider two cases:
(a) If we apply this variant of Algorithm 1 to solve the non-composite instance of (2) (i.e. ψ = 0) using full gradient snapshot b s = n, and m = n, then
Consequently, the total of iterations T to achieve an ε-stationary point w T such that
. The number of gradient evaluations ∇f i is at most
(b) If we apply this variant of Algorithm 1 to solve the non-composite expectation instance of (1) (i.e. ψ = 0) using mini-batch size
for the outer-loop
. The number of gradient evaluations is at most
. In particular, if ν = 2,
and
Note that the first statement (a) of Theorem 9 covers the nonconvex case of (Nguyen et al., 2019) 
. However, this constant step-size is rather small if m = O (n) is large. Hence, it is better to updateη t adaptively increasing as in (35), whereη m = 1 L is a large step-size. Again, by combining the first statement (a) of Theorem 9 and the lower-bound complexity in (Fang et al., 2018) , we can conclude that this algorithmic variant still achieves an optimal complexity O √ n ε 2 for the non-composite finite-sum problem in (2) to find an ε-stationary point in expectation.
Adaptive step-size for the composite case
We can extend Theorem 6 and Theorem 8 to adaptive step-sizes variants as in Theorem 9, but to solve composite problems for both single sample and mini-batch cases.
The single sample case
Our goal is to choose the parameters (γ t , η t , c t , s t , r t ) > 0 for all t such that the following condition derived from (23) holds:
where β t := γt ct + (1 + r t )s t η 2 t and κ t :
This condition is tight if we choose the parameters such that
There are several parameter choices that satisfy (39). As an example, let us fix c t = 1 2 , r t = 1, choose s t = 1 4 γ t and η t = η > 0 fixed. In this case, (39) becomes
This condition leads to the following update
This update shows that 0 < γ 0 < γ 1 < · · · < γ m = 1 Lη . Moreover, we have
Clearly, the update rule (40) is larger than the fixed step-size in Theorem 6 and Theorem 8. The convergence of algorithmic variants using the update rule (40) is shown in the following corollary, whose proof is similar to that of Theorem 9 and we omit the details.
Corollary 10 Let us apply the variant of Algorithm 1 in Theorem 6 to solve (2) but using the adaptive step-sizes (40). Then, under Assumptions 2.1 and 2.2, the conclusions of Theorem 6 are still valid.
The mini-batch case | B (s)
t | > 1 Now, we assume that the mini-batch sizeb = | B (s)
As an example, if we fix c t = 1 2 , r t = 1, and choose s t = 1 4 γ t and η t = η > 0, then (41) leads to the following recursive update γ m := 1 Lη , and γ t := 1
This update shows that 0
Lη . Obviously, (42) shows that we can obtain larger step-size γ t when the mini-batch sizeb is large.
Note that the mini-batch variant of Algorithm 1 in Theorem 7 using the update rules (42) still has convergence guarantee as in Theorem 7. However, we omit the details here.
Numerical experiments
We present three numerical examples to illustrate our theory and compare our methods with state-of-the-art algorithms in the literature. We implement 8 different variants of our ProxSARAH algorithm:
• ProxSARAH: Single sample and fixed step-sizes γ := √ 2 L √ 3m
• ProxSARAH-A-v1: Single sample and adaptive step-sizes in Subsection 4.2.1.
• ProxSARAH-v1: Fixed γ := 0.95 and mini-batch sizeb := √ n C and m := √ n.
• ProxSARAH-v2: Fixed γ := 0.99 and mini-batch sizeb := √ n C and m := √ n.
• ProxSARAH-v3: Fixed γ := 0.95 and mini-batch sizeb := • ProxSARAH-v4: Fixed γ := 0.99 and mini-batch sizeb := We also implement 4 other algorithms:
• ProxSVRG: The proximal SVRG algorithm in (Reddi et al., 2016b) for single sample with theoretical step-size η = 1 3nL , and for the mini-batch case withb := n 2/3 , the epoch length m := n 1/3 , and the step-size η := 1 3L .
• ProxSpiderBoost: The proximal SpiderBoost method in (Wang et al., 2018) witĥ b := √ n, m := √ n, and step-size η := 1 2L .
• ProxSGD: Proximal Stochastic Gradient Descent scheme (Ghadimi and Lan, 2013) with step-size η t := η 0 1+η t/n , where η 0 > 0 andη ≥ 0 given in each example.
• ProxGD: Standard Proximal Gradient Descent algorithm with step-size η := 1 L . All the algorithms are implemented in Python running on a single node of a Linux server (called Longleaf) with configuration: 2.50GHz Intel processors, 30M cache, and 256GB RAM. For the last example, we implement these algorithms in TensorFlow (https://www.tensorflow.org) running on a GPU system. To be fair for comparison, we compute the norm of gradient mapping G η (w (s) t ) for visualization at the same value η := 0.5 in all methods. In the first two examples, we run all algorithms with 30 epochs, but in the last example, we increase it up to 150 epochs.
Nonnegative principal component analysis
We reconsider the problem of non-negative principal component analysis (NN-PCA) studied in (Reddi et al., 2016b) . More precisely, for a given set of samples {z i } n i=1 in R d , we solve the following problem:
By defining f i (w) := − 1 2 w (z i z i )w for i = 1, · · · , n, and ψ(w) := δ X (w), the indicator of X := w ∈ R d | w ≤ 1, w ≥ 0 , we can write (43) into (2).
We test all the algorithms on three different well-known datasets: mnist (n = 60000, d = 784), rcv1-binary (n = 20242, d = 47236), and real-sim (n = 72309, d = 20958). In ProxSGD, we set η 0 := 0.1 andη := 1.0 that allow us to obtain good performance.
We first verify our theory by running 5 algorithms with single sample (i.e.b = 1). The relative objective residuals and the norm of gradient mappings of these algorithms after 30 epochs are plotted in Figure 1 . Figure 1 indicates that both ProxSARAH and its adaptive variant work really well and dominate all other methods. ProxSARAH-A-v1 is still better than ProxSARAH. ProxSVRG is slow since its theoretical step-size 1 3nL is too small. Now, we consider the mini-batch case. In this test, we run all the mini-batch variants of the methods described above. The relative objective residuals and the norms of gradient mapping are plotted in Figure 2 .
From Figure 2 , we observe that ProxSpiderBoost works well since it has a large stepsize η = Training Loss: convergence. Other variants of ProxSARAH also work well, but ProxSARAH-v3 and ProxSARAH-v4 are slower than other variants. ProxSGD works well but then it is saturated around 10 −4 accuracy. As predicted, ProxGD is inefficient in this example.
Sparse binary classification with nonconvex losses
We consider the following sparse binary classification involving nonconvex loss function:
n is a given training dataset, λ > 0 is a regularization parameter, and (·, ·) is a given smooth and nonconvex loss function as studied in (Zhao et al., 2010) . By setting f i (w) := (a i w, b i ) and ψ(w) := λ w 1 for i = 1, · · · , n, we obtain the form (2). The loss function is chosen from one of the following three cases:
and |τ | = 1, we can show that 1 (·, τ ) is L-smooth with respect to s, where L :=
. For this function, we have | | ≤ 0.092372τ 2 . Therefore, if |τ | = 1, then this function is also L-smooth with L = 0.092372. We test the above algorithms on four datasets: w8a (n = 49749, d = 300), rcv1-binary, real-sim, and news20 (n = 11314, d = 130107). We set the regularization parameter λ := 0.1 √ n in all the tests, which gives us relatively sparse solutions. Figure 3 shows the relative objective residuals and the norms of gradient mapping on three datasets: w8a, rcv1-binary, and real-sim for the loss function 1 (·). Similar to the first example, ProxSARAH and its adaptive variant work well, whereas ProxSARAH-A-v1 works better. ProxSVRG is still slow due to small step-size. ProxGD is again inefficient within 30 epochs. Now, we test the loss function 2 (.) with the mini-batch variants using the same 3 datasets. Figure 4 shows the results of 10 algorithms on these datasets. We can see that ProxSARAH-A-v2 works best, ProxSpiderBoost also performs well. ProxSVRG seems to be better than before but remains slow. Note that ProxSARAH-A-v2 still preserves the optimal complexity O n 1/2 ε −2 compared to O n + n 1/2 ε −2 of ProxSpiderBoost.
Finally, we test the loss function 3 (·) but using a larger dataset: news20 (n = 11314, d = 130107). Figure 5 reveals the results of different algorithms on this news20 dataset. Again, in the single sample case, ProxSARAH-A-v1 performs best, but ProxSVRG is even slower than ProxGD. In the mini-batch case, ProxSARAH-A-v2 works best. ProxSARAH-A-v3 and ProxSpiderBoost have similar performance. ProxSVRG are comparable with ProxSARAH-v1 and ProxSARAH-v2. Training Loss: Training Loss: Training Loss: Norm of Gradient Mapping Gη( wT
Norm of Gradient Mapping: real-sim
Figure 3: The relative objective residuals and gradient mapping norms of (44) on three datasets using the loss 1 (s, τ ). Training Loss:
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Training Loss: real-sim
Number of effective passes Training Loss:
Training Loss: rcv1_train.binary
Number of effective passes Training Loss: w8a.tr
Number of effective passes Norm of Gradient Mapping: real-sim
Number of effective passes Norm of Gradient Mapping: rcv1_train.binary
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Figure 4: The relative objective residuals and gradient mapping norms of (44) on three datasets using the loss 2 (s, τ ). Training Loss:
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Figure 5: The relative objective residuals and gradient mapping norms of (44) on news20 using the loss 3 (s, τ ).
Feedforward Neural Network Training problem
We consider the following composite nonconvex optimization model arising from a feedforward neural network configuration:
where we concatenate all the weight matrices and bias vectors of the neural network in one vector of variable w,
is a training dataset, h(·) is a composition between all linear transforms and activation functions as h(w, a) :
, where W i is a weight matrix, µ i is a bias vector, σ i is an activation function, l is the number of layers, is a soft-max cross-entropy loss, and ψ is a convex regularizer (e.g., ψ(w) := λ w 1 for some λ > 0 to obtain sparse weights). Again, by defining f i (w) := (h(w, a i ), b i ) for i = 1, · · · , n, we obtain the same form as (2).
We implement our algorithms and other methods in TensorFlow and use two datasets mnist and fashion_mnist to compare their performance. In the first test, we use a onehidden layer neural network: 784 × 100 × 10 for both mnist and fashion_mnist. The activation function σ i of the hidden layer is ReLU and the loss function is the soft-max cross-entropy. To estimate the Lipschitz constant L, we normalize the input data. The regularization parameter λ is set at λ := 0.1 √ n and ψ(·) := · 1 .
We first test ProxSARAH, ProxSVRG, ProxSpiderBoost, and ProxSGD by taking the learning rates based on theory and using mini-batch. For ProxSGD, we use the minibatchb = 200, η 0 = 0.5, andη = 0.05. For the mnist dataset, to verify the theory, we use L = 1, and set the learning rate for ProxSVRG at η = 1 3L = 1 3 , and for ProxSpiderBoost at η = 1 2L = 1 2 as suggested by the theory. For ProxSARAH, we choose η and γ as suggested in Subsection 3.2.3. However, for the fashion_mnist dataset, it requires a smaller learning rate. Therefore, we choose L = 5 for ProxSARAH and follow the theory in Subsection 3.2.3 to set η, γ, m, andb. We also tune the learning rate for ProxSVRG and ProxSpiderBoost until they are stabilized to obtain the best possible step-size in this example as η ProxSVRG = 0.5 and η ProxSpiderBoost = 0.2, respectively. Figure 6 shows the convergence of different variants of ProxSARAH, ProxSpiderBoost, ProxSVRG, and ProxSGD on three criteria for mnist: training loss values, the norm of gradient mapping, and the test accuracy. Training Loss: mnist In this example, ProxSGD appears to be the best in terms of training loss and test accuracy. However, the norm of gradient mapping is rather different from others, relatively large, and oscillated. ProxSVRG is clearly slower than ProxSpiderBoost due to smaller learning rate. The four variants of ProxSARAH perform relatively well, but the first and second variants seem to be slightly better. Note that the norm of gradient mapping tends to be decreasing but still oscillated since perhaps we are taking the last iterate instead of a random choice of intermediate iterates as stated in the theory.
Next, we increase the number of hidden layers in our model to 2 and the new network becomes 784 × 300 × 100 × 10. We again test these algorithms on both mnist and fashion_mnist datasets and the results are plotted in Figure 7 . We choose L = 15 for mnist and L = 30 for fashion_mnist in ProxSARAH and then follow the configuration in Subsection 3.2.3 for ProxSARAH. We also tune both ProxSVRG and ProxSpiderBoost to obtain the best possible step-sizes: η ProxSVRG = 0.225 and η ProxSpiderBoost = 0.09 for mnist, and η ProxSVRG = 0.12 and η ProxSpiderBoost = 0.06. For ProxSGD, we use η 0 = 0.0333 andη = 0.5 in both mnist and fashion_mnist. Figure 7 : The training loss, gradient mapping, and test accuracy on mnist (top line) and fashion_mnist (bottom line) of 7 algorithms.
Number of effective passes
As we can see from Figure 7 that ProxSGD still makes a good progress on the training loss and the test accuracy, but it is very oscillated on the norms of gradient mapping in both datasets. ProxSVRG is slower than others in both cases even with tuned learning rate. ProxSpiderBoost performs comparably with . This is clearly understandable since ProxSpiderBoost uses the same SARAH estimator and a large learning rate η.
Appendix A. The proof of technical results in the main text
In this appendix, we provide the full proofs of technical results in the main text.
A.1 The proof of Lemma 4: One-iteration analysis for single sample case From the update w (s)
Firstly, using the L-smoothness of f from (6) of Assumption 2.2, we can derive
Next, using the convexity of ψ, one can show that
where ∇ψ( w
). By the optimality condition of w
). Substituting this expression into (47), we obtain
Combining (46) and (48), and then using F (w) := f (w) + ψ(w) yield
Now, for any c t > 0, we have
Utilizing this inequality, we can rewrite (49) as
Taking expectation both sides of this inequality over the entire history, we obtain
Next, recall from (10) that G η (w) := Using this definition, the triangle inequality, and the nonexpansive property prox ηψ (z)− prox ηψ (w) ≤ z − w of prox ηψ , we can derive that
Now, for any r t > 0, the last estimate leads to
Multiplying this inequality by st 2 > 0 and adding the result to (50), we finally get
Summing up this inequality from t = 0 to t = m, we obtain
By the definition of v (s) t and Assumption 2.2, we can show that v
j−1 . Using this inequality and (19), we can derive
Substituting the estimate (52) into (51), we finally arrive at
which is exactly (23).
A.2 The proof of Lemma 5: Parameter selection -The constant case Let us first fix all the parameters and step-sizes as constants as follows:
= r > 0, and s t := γ > 0.
We also denote a (s)
Using these expressions into (23), we can easily show that
where T m is defined as
Our goal is to choose c > 0, r > 0, η > 0, and γ ∈ (0, 1] such that T m ≤ 0. We first rewrite T m as follows:
By synchronizing the coefficients of the terms a
Assume that
Lγ+q , where q := 2 + c + 1 r > 2. Next, since
and Lγ > 0, we can overestimate the first inequality of (54) as
The last equation and η = 2 Lγ+q lead to
which is exactly (25), where
In particular, if we choose r = c = 1, then ω = 3 2 . Finally, using this choice (25) of the step-sizes, we can derive that
which is exactly (26), where θ :
The proof of Theorem 7: Mini-batch case From (22) of Lemma 3, the L-smoothness in (4), the choiceb t =b ≥ 1, and w
Using this estimate, similar to the proof of (52) and taking full expectation, we have
Utilizing the estimate (56) instead of (52) in the proof of Lemma 5, we have the following estimate:
If we choose (γ t , η t , c t , s t , r t ) = (γ, η, c, γ, r) > 0 for all t, then the last estimate leads to
In order to telescope this inequality, we impose the following conditions for the parameters:   with T := (m + 1)S and b s = n, the last estimate implies
By the update rule of η, we can easily show that η ≥ 2 5 . To guarantee E G η ( w T ) 2 ≤ ε 2 , we choose S and m such that Moreover, the number of proximal operator calls prox ηψ is at most T .
A.4 The proof of Theorem 9: The non-composite cases Since ψ = 0, we have w Substituting this estimate into (60), and summing up the result from t = 0 to t = m, we eventually get 
Our next step is to chooseη t such that Similar to (54), to guarantee the last inequality, we impose the following conditions
If we tighten all inequations in (62), then we can compute recursively the step-sizes aŝ This expression leads to L 2 Σ 2 m +2LΣ m −2(m+1) = L 2 S 2 m ≥ 0. Therefore, we can bound
by solving the quadratic inequation L 2 Σ 2 m +2LΣ m −2(m+1) ≥ 0 in Σ m with Σ m > 0.
Using the update (35), we can simplify (61) as follows: 
Since Prob w T = w Substituting this estimate into (63), we obtain (36). Now, we consider two cases: Case (a): If we apply this algorithm variant to solve the non-composite finite-sum problem of (2) (i.e. ψ = 0) using the full-gradient snapshot for the outer-loop with b s = n, then v (s) 0 = ∇f (w (s) 0 ), which leads toσ s = 0. Using this fact and the choice of epoch length m = n into (36), we obtain
which is exactly (37). To achieve E ∇f ( w T ) 2 ≤ ε 2 , we impose
[f ( w 0 ) − f ] = ε 2 . Hence, the maximum number of iterations is at most T = 3nS ∼ S(n+1) = 
This is exactly (38). The last conclusion is proved similarly as in Theorem 8.
