Abstract-Recently, the sizes of networks are always very huge, and they take on distributed nature. Aiming at this kind of network clustering problem, in the sight of local view, this paper proposes a fast network clustering algorithm in which each node is regarded as an agent, and each agent tries to maximize its local function in order to optimize network modularity defined by function Q, rather than optimize function Q from the global view as traditional methods. Both the efficiency and effectiveness of this algorithm are tested against computer-generated and real-world networks. Experimental result shows that this algorithm not only has the ability of clustering large-scale networks, but also can attain very good clustering quality compared with the existing algorithms. Furthermore, the parameters of this algorithm are analyzed.
optimization and heuristic based methods. The former solves the network clustering problem by transforming it into an optimization problem and trying to find an optimal solution for a predefined objective function such as different kinds of cut criterions adopted by spectral methods [5, 6] , and the network modularity employed in several algorithms [7, 8, 9] . On the contrary, there are no explicit optimization objectives in the heuristic based methods, and they solve the network clustering problem based on some intuitive assumptions or heuristic rules, such as Girvan-Newman (GN) algorithm [3] , Clique Percolation Method (CPM) [10] , Finding and Extracting Communities (FEC) [11] , Label Propagation Algorithm (LPA) [12, 13] , etc. Additionally, there are some other kinds of network clustering algorithms: local centralities based algorithm [14] , agents based algorithm [15] , locality mixing based algorithm [16] , etc.
Nowadays, the sizes of networks are becoming larger and larger, and they take on distributed nature. Aiming at this problem, different from all existing approaches, this paper proposes a fast network clustering algorithm (FNCA) in the sight of local view, in which each node is regarded as an agent, and each agent tries to maximize its local function in order to optimize function Q, rather than optimize function Q from the global view as most methods. This algorithm treads each agent as a cluster at first; each agent updates its label according to the information offered by neighbors in order to maximize its local function at each iteration; algorithm stops when the labels of all agents in the network don't change.
II. ALGORITHM

A. The Main Idea
In 2004, aiming at complex network clustering problem, Newman proposed network modularity defined by function Q [17] . Function Q is the fraction of edges that fall within communities, minus the expected value of the same quantity if edges fall at random without regard for the community structure. One form is given by
where c i is the community to which node i is assigned, the δ-function δ(u, v) is 1 if u = v and 0 otherwise, A = (A ij ) n×n is adjacency matrix of the network,
the number of edges in the network, k i is the degree of node i [18] . In this paper, function Q is denoted by the sum of local function f of all nodes in the network, and the computation of each node's function f is only related to its own cluster. Consequently we transform (1) into (2), and give Theorem 1 based on (2).
Theorem 1. For i = 1…n, function Q of complex network is monotone increasing following any f i .
Proof. Let network N and its current community structure C. Take any node i in the network. Let the label of node i be changed from c i to c i ', and then the community structure of this network become C', which makes f-value of each node whose label is c i or c i ' be changed. Then the variation of Q-value can be computed as follows:
. Then this proof is finish.
Though function Q has resolution limit problem, recently it's still regarded as the measure of clustering quality in most researches on network clustering problem. This paper also takes it as objective function. As we can see from (2) and Theorem 1, function Q of complex network is monotone increasing following local funtion f of any node. Starting from this theory, agents based fast network clustering algorithm-FNCA is proposed in this paper. In FNCA, each network node is regarded as an agent, and each agent has the ability of communicating with neighbors and updating its own label. At the beginning of FNCA, each agent is assigned to a unique label; during the execution of this algorithm, each agent attains local information by communicating with its neighbors, and tries to choose the label which can maximize its local function f by using the information of its neighbors in order to optimize function Q; algorithm FNCA stops when all agents enter inactive state (which also means the labels of all agents don't change).
As we can see, FNCA tries to optimize function Q in the sight of local view rather than from the global view as most methods. In this algorithm, each node is regarded as an agent, and each agent tries to maximize its local function f in order to optimize function Q. Therefore, FNCA is in essence a distributed gradient descent method, which makes use of the gradient of each node's function f. Additionally, because any agent in the network should have same label with one of its neighbors or it itself is a cluster, any agent can update its own label only by using the information of its neighbors, and needn't attain the information about global network community structure.
B. Algorithm Description
Based on the above section, a simple description of algorithm FNCA is as follows:
Procedure find label j in labels which can maximize function f of agent i 10 assign label j to agent i 11 end 12 until labels of all agents don't change end At each iteration, each agent updates its label by maximizing its local function f. Though this strategy is very effective, it's also easy to fall into the trap of local optimal. In this paper, our resolution is to give a great probability p as a parameter. Each agent chooses its best label under probability p, otherwise freely selects a better label than its current label. Additionally, this probability can be also set using simulated annealing algorithm.
If the labels of one agent's neighbors and the clusters related to them don't change at last iteration, then the label of this agent will not change at this iteration, but this condition is so strong. Additionally, we should have reason to believe that, if the labels of one agent's neighbors don't change, under a great probability the label of this agent will not change too. In order to speed up our algorithm, we make the agents which satisfy this weak condition enter sleeping (or inactive) state, which means they needn't update their labels any more. However, when some sleeping agent doesn't satisfy this condition, it should be awakened immediately, and begins to compute and update its label again. Experimental results show that, this operation can speed up our algorithm obviously, and doesn't affect its performance.
The termination condition of this algorithm is strong. However, generally speaking, the clustering solution is good enough before iteration number reaches 50 even though aiming at large-scale networks containing millions of nodes and edges. Therefore we can take the iteration number limitation as accessorial termination condition of our algorithm. Additionally, users can also give their acceptable Q-value as another accessorial termination condition.
As we can see, in this algorithm each agent has the ability of updating its label asynchronously and independently, and optimizing function Q to cluster networks only by using local information. Therefore we can extend this algorithm to complete distributed algorithm easily, and apply it to cluster the large-scale and dynamic networks in distributed situation.
C. Time Complexity Analysis
Let the iteration number limitation be T. In the network, let the number of total nodes be n, the number of total edges be m, the average degree of all nodes be k, and the average community size be c. We give some propositions as follows. Proposition 1. The time complexity of algorithm FNCA can't be worse than T*n*k*c.
Proof. There are four loops in this algorithm. If we don't consider the speeding up strategy, the first three loops are obvious. As for the fourth loop, it shouldn't be greater than c because the sizes of communities are always increasing in this algorithm, and the average community size is c to the end. Furthermore, considering the speeding up strategy, this algorithm is more efficient.
Proposition 2. For large-scale networks, algorithm FNCA is near linear time.
Proof. We find out that the size of well community in large-scale networks is always a constant about 100 according to the analysis in literature [19] , so c can be considered as a constant. Because T is a constant and n*k is m, time complexity of this algorithm can be given by O(m) for large-scale networks.
III. EXPERIMENTS
In order to quantitatively analyze the performance of algorithm FNCA, we test this algorithm by using computergenerated and real-world networks, and analyze its parameters at last. All experiments are done on a single Dell Server (Intel(R) Xeon(R) CPU 5130 @ 2.00GHz 2.00GHz processor with 4Gbytes of main memory on Microsoft Windows Server 2003 OS). Our programming environment is Matlab 7.3.
A. Computer-Generated Networks
To test the performance of this method, we adopt random networks with known community structure, which have been used as benchmark problem for testing complex network clustering algorithms [3] . This kind of random network is defined as RN (C, s, d, z out ) , where C is the number of communities, s is the number of nodes in each community, d is the degree of each nodes in the network, and each node has z in edges connecting it to members of its community and z out edges to members of other communities. As z out is increased from zero, community structures of networks become more diffused and the resulting networks pose greater and greater challenges to the communityfinding algorithm. Especially, a network doesn't have community structure when z out is bigger than 8. The clustering solution of a random network is perfect only if each node is assigned to the correct community, and no communities are divided further. This measure is used to compute clustering accuracy in this paper.
In order to investigate the performance of FNCA, the accuracy of this algorithm is compared with GN algorithm [3] , Fast Newman (FN) algorithm [7] , CPM algorithm [10] and FEC algorithm [11] . Algorithm GN and FN are all classic network clustering algorithms which take function Q as objective function, and they are proposed by Newman. Algorithm CPM and FEC don't adopt any objective function, which were reported in Nature and TKDE respectively, and they are also very competitive algorithms at present. In our algorithm, parameter p is set to be 0.95, iteration number limitation is set to be 100. Benchmark random network RN (4, 32, 16, z out ) is used in this experiment. Fig. 1 (a) shows the experimental results. In Fig.  1 (a) , y-axis denotes clustering accuracy, x-axis denotes p in . For each p in , for each algorithm, we compute the average accuracy through clustering 50 random networks. As we can see from this figure, our algorithm significantly outperforms the other four algorithms according to clustering accuracy. Moreover, as z out becomes larger and larger, the superiority of our algorithm becomes more and more significant. Especially, when z out equals 8, which means the number of within-community and between-community edges per vertex is the same, our algorithm can still correctly classify 97.97% of vertices into their correct communities, while the clustering accuracy of the other algorithms is low at this moment.
Computing speed is another very important criterion to evaluate the performance of clustering algorithms. Time complexity analysis of algorithm FNCA has been given in Sec. II C yet, so in this section we show the actual running time of our algorithm from experimental view in order to evaluate its efficiency. In our algorithm, parameter p is set to be 0.95, iteration number limitation is set to be 50, and this parameters setting will be also used in all experiments in the following part of this paper. From literature [19] we find out that the size of well community in lager-scale networks is always about 100, so random network RN (C, 100, 16, 5) containing 100C nodes and 800C edges is adopted in this experiment. Though community structure of the network is known, the number of communities can still be changed by C. Fig. 1 (b) shows the experimental results. In Fig. 1 (b) , y-axis denotes the actual running time (second), x-axis denotes the scales of networks (number of nodes + number of edges). In this figure, the blue curve denotes running time of FNCA, and the red curve denotes running time of FNCA without speeding up strategy. As we can see from this result, our algorithm is near linear time, and the speeding up strategy is very useful. 
B. Real-World Networks
We further test the performance of algorithm FNCA against many widely used real-world networks. There are not only small networks containing dozens of nodes, but also large-scale networks containing millions of nodes. A simple description of them is given by Table 1 . As FNCA takes function Q as objective function, two algorithms which also employ Q as objective function are selected from Sec. III A. They are algorithm GN and FN. Comparing algorithm FNCA with these two algorithms against the networks described above, Table 2 shows the experimental results (empty cells correspond to computation time over 24 hours or out of memory). As we can see, our algorithm can attain good clustering solutions against large-scale networks containing millions of nodes and edges only within one hour. Its efficiency is much higher than GN and FN, and its clustering solution is good enough at the same time.
C. Parameters Analysis
There are two parameters: probability p and iteration number limitation l in this algorithm. Taking the biggest four real-world networks WWW, amazon_2003_all, Webgoogle and Road-PA as example, this paper analyzes these two parameters now. For l = 50, we set the range of p to be [0.9, 1] where its interval is 0.01, in order to test the sensitivity of parameter p in our algorithm. Experimental results on the four networks are given by Fig. 2 (a) . As we can see, aiming at different p, this algorithm can attain different clustering quality, but the variety is very small. Therefore, in general p is set to be 0.95 in this paper.
For p = 0.95, l is set to be 50. The trend that our algorithm's clustering quality varies with iteration number is given by Fig. 2 (b) . As we can see, even against the networks containing millions of nodes and edges, our algorithm can attain good clustering solution within several iterations, but needs dozens of iterations in order to get a better result. Therefore, in general l = 50 is enough.
IV. CONCLUSION
This paper tries to optimize objective function (function Q) of network clustering problem from local view, and proposes a fast network clustering algorithm by using agents. Experimental results show that this algorithm is valid. Our future work can be as follows. First, to improve the efficiency and effectiveness of this algorithm by proposing a better strategy to update the label of each agent; second, to extend this algorithm to complete distributed algorithm in order to cluster large-scale and dynamic networks in distributed situation. 
