An author's way of presenting a story through his/her writing style has a great impact on whether the story will be liked by readers or not. In this paper, we learn representations for authors of literary texts together with representations for character n-grams annotated with their functional roles. We train a neural character ngram based language model using an external corpus of literary texts and transfer learned representations for use in downstream tasks. We show that augmenting the knowledge from external works of authors produces results competitive with other style-based methods for book likability prediction, genre classification, and authorship attribution.
Introduction
Literary texts have been computationally modelled by extracting stylistic traits such as readability and writing density, flow of emotions, and even by cover images of books (Maharjan et al., 2018b (Maharjan et al., ,a, 2017 Ashok et al., 2013) . However, modelling of authors through their work has not been explored until now. An author's style of presenting stories has a great influence on whether a book will be liked by readers or not.
We can find evidence of the effect that an author's style has on readers in book reviews and through readers' comments left on Goodreads 1 shown in Table 1 . The readers talk about the impact of the author's writing style on their reading experience. In the first two examples, it left a positive impact on the readers, while in the last it had a negative impact. These examples provide further evidence for the need for modeling authors' This author's writing style is just perfect in every way, you will feel everything one should experience when you read a genre such as this. The author's writing style is straightforward which made it easy to understand. I think that the writing is very uneven. Overwhelmingly episodic, not terribly consistent, and largely as dimensionless as the characters. In this paper we propose a new approach to capture style in text by jointly learning author specific embeddings and character based n-gram embeddings. The idea of using author embeddings is motivated by reader comments as discussed above. The use of character n-gram embeddings comes from previous work on authorship attribution (AA) that has shown character n-grams to have strong prediction value for the task (Kešelj et al., 2003; Koppel et al., 2009; Stamatatos, 2009; Sapkota et al., 2015) . Rather than using plain character-based ngrams, we first annotate them with their functional roles (prefix, suffix, and whole-word) . This is necessary since, for example, off is semantically distinct from when it is used as a whole word and when it is used as a suffix (e.g. trade-off ) or when it is used as a prefix (e.g. offend).
After obtaining representations for authors and annotated character n-grams using an external corpus of literary texts, we transfer them to tasks where author information is useful, namely book likability prediction and authorship attribution. Moreover, we provide quantitative and qualitative analyses of the author and annotated character ngram embeddings. Figure 1 shows the overall workflow of our proposed method. As shown in the figure, there are two phases. First, we jointly learn embeddings for authors and annotated character n-grams using an external corpus of books written by authors in the Goodreads corpus prepared by Maharjan et al. (2017) . We refer to this corpus as Author Corpus. Next, we transfer this knowledge represented as the author and annotated character n-gram embeddings to build book representations. We describe these phases in detail below.
Phase I: Learning from an external corpus
We collected a new external corpus of books from Project Gutenberg to learn author and annotated character n-gram embeddings 2 . It consists of at most five books from each author in the Goodreads corpus ( §3.1). Annotated Character n-grams: We annotate character n-grams according to their position and function in a word as prefix, suffix, or whole-word. We follow the definitions by Sapkota et al. (2015) to decide which n-grams constitute each of these three types. Prefix and suffix are character n-grams that cover the first and last n-characters, respectively, of a word that is at least n + 1 characters. A whole-word n-gram is word that is exactly n characters long. This annotation helps to distinguish a single lexical entity as many different semantic entities. For instance, an n-gram like the could either be used as a prefix (therefore), as a suffix (wreathe), a standalone word (the), or oc-2 The source code and data for this paper can be downloaded from https://github.com/sjmaharjan/ author2vec. cur within a word (wither). Note that although we do not explicitly annotate n-grams occurring midword, all of the remaining unannotated n-grams will fall under this category. These annotations will ensure that separate embeddings are learned according to the morphological and functional information carried by the n-grams.
Similar to Sapkota et al. (2015) , we choose n as 3. While generating character 3-grams, we try various step sizes for sliding our window. With a step size of one, adjacent 3-grams will have two characters in common, one character in common with a step size of two and none with a step size of three. We name them Overlap, Partial, and Non-Overlap, respectively, based on the overlapping of characters in adjacent n-grams. We explore author and annotated character n-gram embeddings under these three settings. Author2Vec: Given a sequence of annotated character n-grams c i , . . . , c i+n , and an author a, the objective of our Author2Vec model is to maximize the following conditional probability for the nextin-sequence output character n-gram c o :
where y c is the unnormalized log probability for annotated character n-gram c in the vocabulary V , W and b are softmax parameters, and h is either the concatenation or mean function applied to character n-gram and author vectors from C and A, respectively. Similar to Le and Mikolov (2014) , we call the concatenation method Distributed Memory Concatenation (DMC) and the mean method Distributed Memory Mean (DMM).
Phase II: Building book representations
We use the annotated character n-grams from Phase I to obtain the book's representations. We concatenate this with the book author's embedding and feed them as features to an SVM classifier. Similar to Maharjan et al. (2017) , we consider the first 1k sentences from each book in the Goodreads corpus. We define the following three methods to obtain book representations:
Bag of annotated character n-grams (ACn): Similar to bag-of-word (BoW) approach, we generate the annotated character n-grams from books' content. We then represent each book by a sparse vector and weight each annotated character ngrams using their term frequency-inverse document frequency (TF-IDF) scores. The motivation behind using this representation is the success of stylistic analysis in the domain of books success prediction, author attribution, and author profiling.
Mean of Annotated character n-grams embeddings (Mean): Unlike the above method, here we use the annotated character n-gram embeddings to represent each book by a dense vector. We generate the annotated character n-grams from book content and look up their embeddings. A book is then represented by the mean of all annotated character n-gram embeddings generated from its content. Mathematically, the resulting book vector r is represented as r
where N is the total number of annotated character n-grams for a book, and emb(.) is the function that gets the embeddings for a given annotated character n-gram c.
Inverse Document Frequency (IDF) Weighted Average (Weighted): This method is similar to the above method of averaging the embeddings of annotated character n-grams, but weights each annotated n-grams embedding by their IDF scores before averaging. Mathematically, the resultant book vector r is represented
is the function that gets the IDF score for given annotated character n-gram c. The idf (.) is learned from the training data and is defined as idf (c, B) = log |B| |{d∈B:c∈d}| , where B is the collection of books, and d is an instance of book.
Book Likability Prediction
Here we present results of using the author and character based n-gram embeddings for the task of predicting whether readers will like a book or not. We use likeability as a proxy to measure the success of a book. Narrowing down success as a measure of readers ratings is not ideal. But it gives us a practical starting approach to evaluate our models.
Dataset
We experiment with the publicly available book likability prediction dataset (Goodreads corpus) from Maharjan et al. (2017) . They collected books from Project Gutenberg 3 . They then labeled the books into two categories: Successful and Unsuccessful, by using the average rating and the total number of reviews received by the books on Goodreads 4 . It consists of 1,003 books (654 Successful and 349 Unsuccessful) from 8 genres downloaded from Project Gutenberg: Detective Mystery, Drama, Fiction, Historical Fiction, Love Stories, Poetry, Science Fiction, and Short Stories.
Experimental Settings
We used the same stratified splits of 70:30 training to test as provided by Maharjan et al. (2017) . We used the negative sampling (Mikolov et al., 2013) method to train 300-dimension embeddings for both authors and annotated character 3-grams. We filtered out 3-grams with frequency<2, set the window size to 5, configured the sample threshold to 1e-5 for randomly downsampling higherfrequency 3-grams, and trained for 100 epochs.
We predicted success separately (Single task (ST)) as well as simultaneously with genre (Multitask (MT)). We used linear kernel SVM and tuned the C hyper-parameter through a grid search over (1e{-4,. . . ,4}), using three-fold cross validation on the training split. Table 2 shows the results for our methods under the Overlap, Partial, and Non-Overlap settings.
Results
Our first set of experiments tests book representation methods (AC3, Mean, and Weighted) without author embeddings. The sparse feature representation method AC3 (71.1%) performs better than embedding aggregation methods, Mean (69.9%) and Weighted (70.1%), as the mean operation likely removes important information. Here, the Partial setting yields the best results. Our next set of experiments combine book representations with author embeddings and this improves the results in most cases. We obtain the overall highest F1-score of 73.8% with Weighted setting under concatenation (DMC) method. This result is statistically significant (p < 0.02) over the same setup but without authors' embeddings. This result is also better than the results from the state-of-the-art methods by Maharjan et al. (2017) : Character 3-grams (70.0%) and All typed n-grams (69.1%). We also see that the DMC method yields consistently better results than the DMM method. Author embeddings and correctness: We group authors by the genre of their books (in case of multiple genres, we pick the one with the most books). We then obtain representations for successful and unsuccessful authors in that genre by averaging the author vectors for these two classes. Our intuition was that if the distance between these representations is small, there will be fewer correct predictions for that genre. We obtained a large negative Pearson correlation coefficient of -0.753 (p < 0.03) between distances and the number of incorrect predictions, supporting our intuition.
Annotated vs Plain Character n-grams: To validate the importance of annotating n-grams, we trained embeddings using unannotated n-grams and performed likability prediction using the best setup from before. This produced an F1-score of 69.9% (< 73.8%) illustrating the usefulness of considering the functional behavior of character n-grams. The performance further decreased to 63.4% with the removal of author embeddings.
Authors as binary vectors:
To further confirm the advantage of learning author embeddings from external data, we replace author embeddings with one-hot vectors indicating the book's author. Using the best setup in Table 2 , this produced a score of 70.3% (< 73.8%), strengthening our intuition that author embeddings capture style related information, which is relevant for likability prediction.
Author Embeddings and Genre: We experimentally verify that author embeddings capture genrespecific information by using them to perform genre classification. We used the best model, Author (DMC), to automatically infer author vectors for all books in the dataset and fed them to an SVM classifier. We obtained F1-scores of 64.6%, 66.8%, and 64.0% with the Overlap, Partial, and Non-Overlap settings respectively. These scores outperform a random baseline of 15.2%, showing that author embeddings are also capturing more general style traces related to the genre. 4 Discriminative Annotated Character n-grams Figure 3 shows some of the top positively and negatively weighted annotated n-grams by the classifier. We used the best performing AC3 model from Table 2 , AC3 under Partial setting, to extract the weights for the annotated character n-grams.
For each of the annotated n-grams, the figure also plots the weights for all four positional variants. The figure clearly shows that different forms of the same character n-gram have different contributions towards the likability prediction of books. This important piece of information would have been lost if we had treated these different forms of the n-grams as one. For instance, sea as a wholeword has a different meaning than when it is used as a prefix or a suffix. Accordingly, the classifier has also weighted them differently. The wholeword form of the n-gram sea is weighted higher than its other forms. This also holds for the case of thy and dog. During this analysis, we also found that quotation marks and male honorific titles were highly weighted by the classifier, similar to what Maharjan et al. (2017) found. This most likely points to the importance of dialogues and the preference of male characters in these books.
Analysis of Annotated Char n-grams
In Figure 4 , we visualize the annotated character n-gram embeddings by projecting them using PCA. For some n-grams, the embeddings of different annotations are indeed distinct. For in-stance, the embeddings for sub (prefix, mid-word), est (whole-word, suffix), ion (suffix, whole-word), mid (prefix, suffix), and the (whole-word, suffix) lie far from each other. On the other hand, ful in suffix and mid-word form are close together, since the contexts for ful as a suffix (beautiful, careful) are similar to the contexts where it occurs midword (beautifully, carefully). In addition, we can also see a clear separation between prefix and suffix n-grams with the mid-word and whole-word n-grams occupying regions in between. The suffix and prefix n-grams mostly occupy the regions above and below the zero line respectively. This figure visually demonstrates that learning separate embeddings for n-grams with different functional roles is important to preserve their semantics. Table 3 : Results for word similarity task showing Spearman's rank correlation (ρ × 100) with similarity scores assigned by human annotators * p < 0.03, * * p < 0.0001
We also empirically show the advantage of these embeddings through the word similarity task using three standard datasets: RG65 (Rubenstein and Goodenough, 1965) , WordSim353 (Agirre et al., 2009) , and RW (Luong et al., 2013) . Similar to FastText (Bojanowski et al., 2017) , we represent a word as an average of the embeddings of its character n-grams. We create two representations for each word: one using plain character n-grams and another with annotated character n-grams. Table 3 shows the results for the word similarity task with these two different approaches. The Spearman's rank correlation coefficient between human annotations and word vectors composed of our annotated n-gram embeddings are higher than the same obtained from plain n-grams. The difference between the two proposed methods is statistically significant for WordSim353 (p < 0.03) and highly statistically significant for RW2034 (p < 0.0001). These results demonstrate that annotated character n-gram embeddings are also good at producing high-quality word representations and they might be capturing semantics at some level.
Authorship Attribution
Another task to test the effectiveness of our approach is authorship attribution (AA). To ensure that the model learns to discriminate authors and not the genre, we selected books from fiction genres for authors having at least five books that were not used to train our Author2Vec model. We have 12 such authors in our corpus.
We again used the first 1k sentences, used an SVM classifier in a stratified 5-fold crossvalidation setup, and tuned the C hyper-parameter using grid search for each fold. Table 4 shows our results along with two baselines: word unigram and character 3-grams with tf-idf. Using only the book representations (Mean or Weighted), we obtained the highest mean accuracy of 86.67%. When we added in the inferred author embeddings (directly getting author embeddings would reveal the author, so we infer author embeddings similar to Le and Mikolov (2014) using only the book content without revealing the actual author of the book), the accuracy improved to 95% (∼ 10% above Char 3-gram), showing that our approach not only works for likability prediction but also for AA. Sapkota et al. (2015) sub-grouped character ngrams according to grammatical classes, like affixes, lexical content, and stylistic classes, like beg-punct and mid-punct. With these sub-groups, they provided empirical evidence to support the importance of character n-grams features in the task of authorship attribution. Iacobacci et al. (2015) showed that learning separate word embeddings for polysemous words yields the stateof-the-art result in word similarity and relational similarity tasks. Separating the same tokens or ngrams helps to preserve their functional and morphological information which is important for all tasks. Learning embeddings for words (Mikolov et al., 2013) , n-grams (Zhao et al., 2017) , and documents (Le and Mikolov, 2014) and using them as input for various NLP tasks (Samih et al., 2016;  Table 4 : Mean and standard deviation of accuracy for 5 fold cross validation AA experiments (*statistically significant at p < 0.05 from t-test with Char 3-grams) Zhang et al., 2015; Kim, 2014) has shown improvement in performance. Again, Shrestha et al. (2017) showed that applying convolutional neural network (CNN) over character bigrams embeddings improves authorship attribution of short texts like tweets. They visually showed that character bigrams were capturing important stylistic markers to distinguish between bot-like authors and other normal authors. Song and Lee (2017) jointly learned the embedding for users (senders and receivers) and showed that these user embeddings capture the semantic relationship between users through an auto-foldering of emails task. Following these research findings, we also distinguish between the same character n-grams by annotating them with categories defined by Sapkota et al. (2015) and learn separate embeddings for each of them in addition to learning embeddings for authors.
Related Work
Prior works in likability prediction of books have shown that style is an important aspect (Maharjan et al., 2017; van Cranenburgh and Bod, 2017; Ashok et al., 2013) . They captured the style of successful and unsuccessful books using lexical, syntactic, readability, and writing density features, and deep learning methods with only first 1K sentences. Since style is evident even with first few fragments, they obtained competitive results using only first few fragments of books. Maharjan et al. (2017) even showed that around 200 sentences are enough to perform book success prediction with reasonable accuracy. Louis and Nenkova (2013) proposed features to capture different aspects of great writing (surprising, visual and emotional content) and used them in combination with genre-specific features to predict high quality writings in science articles. Iwana et al. (2016) extracted visual features from book covers for genre classification. Also, the potential of using a com-puter to plot the trajectory of emotion throughout the book and its correlation with success have been discussed (Vonnegut, 1981; Reagan et al., 2016) . However, learning and using stylistically aware embeddings for authors in conjunction with other relevant stylistic features extracted from books for the problem has been overlooked. Our work fills this gap by adding author's general writing style learned using an external corpus of books.
Conclusions and Future Work
In this paper we explored a new dimension of modeling authors for literary texts by jointly learning annotated character n-gram embeddings and author embeddings using an external corpus. We showed that a book representation using our proposed embeddings significantly improves likability prediction results. Our approach was also able to obtain competitive accuracy for authorship attribution and genre classification, two tasks where style plays a prominent role. Moreover, we also demonstrated that annotated character n-gram embeddings yield higher quality word vectors. These results in likability prediction, authorship attribution, genre classification, and word similarity further demonstrate the usability of annotated character n-grams and author embeddings in varied tasks. In the future, we will extend our method to other domains where authors' information is important, such as author profiling.
