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Abstract
The Lq -spectrum of a Borel measure is one of the key objects in multifractal analysis, and it is widely believed that Lq -
spectrum associated with a fractal measure encode important information about the underlying dynamics and geometry. The study
of the Lq -spectrum therefore plays a fundamental role in the understanding of dynamical systems or fractal measures. For q  0
Olsen [L. Olsen, Empirical multifractal moment measures and moment scaling functions of self-similar multifractals, Math. Proc.
Cambridge Philos. Soc. 133 (2002) 459–485] recently determined the exact rate of convergence of the Lq -spectra of a self-similar
measure satisfying the Open Set Condition (OSC). Unfortunately, nothing is known about the rate of convergence for q < 0.
Indeed, the problem of analysing Lq -spectra for q < 0 is generally considered significantly more difficult since the Lq -spectra are
extremely sensitive to small variations in the distribution of μ for q < 0. The purpose of this paper is to overcome these obstacles
and to investigate the more difficult problem of determining the exact rate of convergence of the multifractal Lq -spectra of a
self-similar measure satisfying the OSC for q < 0.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
1.1. Self-similar measures
Let Si : Rd → Rd for i = 1, . . . ,N be contracting similarities and let (p1, . . . , pN) be a probability vector. We de-
note the Lipschitz constant of Si by ri ∈ (0,1). Let K and μ be the self-similar set associated with the list (S1, . . . , SN),
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J. Xiao et al. / J. Math. Anal. Appl. 338 (2008) 726–741 727and the self-similar measure associated with the list (S1, . . . , SN ,p1, . . . , pN), i.e., K is the unique non-empty com-
pact subset of Rd such that
K =
⋃
i
Si(K), (1.1)
and μ the unique Borel probability measure on Rd such that
μ =
∑
i
piμ ◦ S−1i , (1.2)
cf. [6]. It is well known that suppμ = K .
We will frequently assume that the list (S1, . . . , SN) satisfies certain “disjointness” conditions, viz. the Open Set
Condition (OSC) or the Strong Separation Condition (SSC) defined below.
The Open Set Condition: There exists an open non-empty and bounded subset U of Rd with
⋃
i SiU ⊆ U and
SiU ∩ SjU = ∅ for all i, j with i 	= j .
The Strong Separation Condition: There exists an open non-empty and bounded subset U of Rd with
⋃
i SiU ⊆ U
and SiU ∩ SjU = ∅ for all i, j with i 	= j .
1.2. Lq -spectra
Let X ⊆ Rd be a bounded subset of Rd and r > 0. A subset E of X is called an r-spanning subset of X if
X ⊆
⋃
x∈E
B(x, r),
where B(x, r) denotes the closed ball with center x and radius r , and a subset F of X is called an r-separated subset
of X if |x − y| > 2r for all x, y ∈ F with x 	= y, i.e., if
B(x, r)∩B(y, r) = ∅ for all x, y ∈ F with x 	= y.
For q ∈ R and r > 0, we define the qth covering moment, Mqc (r), of μ at scale r and the qth packing moment,
M
q
p (r), of μ at scale r by
M
q
c (r) = inf
{∑
x∈F
μ
(
B(x, r)
)q ∣∣∣∣ F is an r-spanning subset of K
}
,
M
q
p (r) = sup
{∑
x∈F
μ
(
B(x, r)
)q ∣∣∣∣ F is an r-separated subset of K
}
. (1.3)
The moments Mqc (r) and M
q
p (r) play an important role in multifractal analysis. They are related to the so-called
Lq -spectra. Indeed, the covering Lq -spectrum, τc(q), and the packing Lq -spectrum, τp(q), are defined by the limits
(if they exist)
τc(q) = lim
r↘0
logMqc (r)
− log r ,
τp(q) = lim
r↘0
logMqp (r)
− log r . (1.4)
The Lq -spectrum of a self-similar measure is one of the key objects in multifractal analysis, and it is widely believed
that Lq -spectrum associated with a self-similar measure encode important information about the underlying dynamics
and geometry. The study of the Lq -spectrum therefore plays a fundamental role in the understanding of dynamical
systems or self-similar measures and have been investigated by a large number of authors, cf. [9–13,16,17]. It is clear
that if q < 0, then the Lq -spectra τc(q) and τp(q) are extremely sensitive to small variations in the distribution of μ.
This makes the problem of analysing the Lq -spectra for q < 0 considerably more difficult than for q  0. This is also
reflected in the literature. Indeed, many results have only been obtained for q  0. For example, if q  0 and μ is
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shown that the limits in (1.4) exist. If in addition the OSC is satisfied, then the limits in (1.4) exist for all q ∈ R and
an explicit expression can be obtained. Indeed, Arbeiter and Patzschke [1] proved that if the OSC is satisfied, then
lim
r↘0
logMqc (r)
− log r = β(q) for q ∈ R,
lim
r↘0
logMqp (r)
− log r = β(q) for q ∈ R, (1.5)
for all q ∈ R where β(q) is defined by∑
i
p
q
i r
β(q)
i = 1. (1.6)
It is natural to ask for the exact rate of convergence of the limits in (1.5). Indeed, assuming the OSC and using methods
from Renewal Theory (similar to those used by Lalley [7,8]) Olsen [14] determined the exact rate of convergence
in (1.5) for q  0.
Theorem A. (See [14].) Assume that (S1, . . . , SN) satisfies the OSC and that 0 q .
(i) The arithmetic case: If {log 1
r1
, . . . , log 1
rN
} is contained in a discrete (additive) subgroup of R, and λZ with λ > 0
is the smallest such subgroup, then there exist functions πq,Πq : (0,∞) → R satisfying πq(e±λr) = πq(r) and
Πq(e
±λr) = Πq(r) for all r > 0 (i.e., πq and Πq are multiplicatively periodic with period eλ) such that
M
q
c (r)
r−β(q)
= πq(r)+ ε(r),
M
q
p (r)
r−β(q)
= Πq(r)+ ε(r),
where ε(r) → 0 as r ↘ 0.
(ii) The non-arithmetic case: If {log 1
r1
, . . . , log 1
rN
} is not contained in any discrete (additive) subgroup of R, then
there exist constants cq,Cq ∈ R such that
M
q
c (r)
r−β(q)
= cq + ε(r),
M
q
p (r)
r−β(q)
= Cq + ε(r),
where ε(r) → 0 as r ↘ 0.
We remark that it is very easy to see that the conclusion in Theorem A still holds for q < 0 provided that the
much more restrictive SSC is satisfied, cf. [14]. Unfortunately, if the OSC is satisfied nothing is known about the
rate of convergence of the limits in (1.5) for q < 0, and the main purpose of this paper is to overcome the obstacles
associated with studying this problem for q < 0. In fact, we will show that if the OSC is satisfied, then the conclusion
in Theorem A remains valid for a large set of q < 0.
However, to state our main result we first introducing some notation. For a positive integer n, let
Σn = {1, . . . ,N}n
denote the family of strings i = i1 . . . in of length n with entries ij ∈ {1, . . . ,N}, and let
Σ∗ =
⋃
n
Σn,
denote the family of all finite strings i = i1 . . . in with entries ij ∈ {1, . . . ,N}. If i = i1 . . . in ∈ Σ∗ is a string whose
length equal n, we will write |i| = n for the length of i. Finally, if i = i1 . . . in ∈ Σ∗, we will write Si = Si ◦ · · · ◦ Sin ,1
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there exists an open, bounded and non-empty set V with⋃
i
SiV ⊆ V,
SiV ∩ SjV = ∅ for all i, j with i 	= j ,
V ∩K 	= ∅. (1.7)
For a positive integer n, write
Πn =
{
l ∈ Σn ∣∣ SlK ⊆ V }.
Notice, that since V ∩K 	= ∅, we can find l ∈ Σ∗ such that SlK ⊆ V . Hence, there are positive integers n with Πn 	= ∅.
Next, let n be a positive integer and fix q ∈ R. It is clear that there exists a unique γn(q) ∈ R such that∑
|i|=n
i/∈Πn
p
q
i r
γn(q)
i = 1. (1.8)
(Indeed, since the function Ξns →∑|i|=n, i/∈Πn pqi rsi is continuous and strictly decreasing with lims→−∞ Ξn(s) = ∞
and lims→∞ Ξn(s) = 0, there exists a unique γn(q) ∈ R such that Ξn(γn(q)) = 1.) Observe that since∑
|i|=n, i/∈Πn p
q
i r
γn(q)
i = 1 =
∑
|i|=n p
q
i r
β(q)
i it follows that
β(q) = γn(q) if Πn = ∅,
β(q) > γn(q) if Πn 	= ∅.
Also, a similar argument shows that γ1(q) γ2(q) γ3(q) · · · . Finally, let
γ (q) = inf
n
γn(q), (1.9)
and notice that
β(q) > γ (q).
Put
δ = min
i
logpi
log ri
,
Δ = max
i
logpi
log ri
. (1.10)
We can now state our main result.
Theorem 1. Assume that (S1, . . . , SN) satisfies the OSC and that q < 0. Also assume that
β(q) > γ (q)+ (δ −Δ)q. (1.11)
(i) The arithmetic case: If {log 1
r1
, . . . , log 1
rN
} is contained in a discrete (additive) subgroup of R, and λZ with λ > 0
is the smallest such subgroup, then there exist functions πq,Πq : (0,∞) → R satisfying πq(e±λr) = πq(r) and
Πq(e
±λr) = Πq(r) for all r > 0 (i.e., πq and Πq are multiplicatively periodic with period eλ) such that
M
q
c (r)
r−β(q)
= πq(r)+ ε(r),
M
q
p (r)
r−β(q)
= Πq(r)+ ε(r),
where ε(r) → 0 as r ↘ 0.
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r1
, . . . , log 1
rN
} is not contained in any discrete (additive) subgroup of R, then
there exist constants cq,Cq ∈ R such that
M
q
c (r)
r−β(q)
= cq + ε(r),
M
q
p (r)
r−β(q)
= Cq + ε(r)
where ε(r) → 0 as r ↘ 0.
The proof of Theorem 1 is given in Sections 2 and 3. We now list a number of examples illustrating condition (1.11)
and some fairly general results guaranteeing that condition (1.11) is satisfied for all q < 0 or for a “large” set of q < 0.
Remark. Since β and γ are continuous with β(0) > γ (0), it follows that there is a positive number q0 > 0 such that
β(q) > γ (q) + (δ − Δ)q for all q ∈ (−q0,0). Hence, the conclusion of Theorem 1 is valid for all q ∈ (−q0,0), i.e.,
the conclusion of Theorem 1 is always valid for all q sufficiently close to 0.
Example 1 (Hausdorff measures on self-similar sets). If s denotes the Hausdorff dimension of K (i.e., s is the unique
real number such that
∑
i r
s
i = 1) and pi = rsi for all i, then clearly δ = Δ, and condition (1.11) is therefore satisfied
for all q < 0. In this case the self-similar measure μ equals the normalized s-dimensional Hausdorff measure restricted
to K , cf. [6]. This completes Example 1.
It follows from Example 1 that the conclusion in Theorem 1 is valid for all q < 0 if μ equals the “uniform”
measure on a self-similar set K satisfying the OSC, i.e., if μ equals the normalized Hausdorff measure restricted
to K . However, it is clearly of interest to find conditions guaranteeing that the conclusion in Theorem 1 is valid for
all q < 0 (or for a “large” set of q < 0) even if μ is a highly non-uniform self-similar measure on a self-similar set K
satisfying the OSC. Below we give such a criterion. Next, we present several examples using this criterion to show
that even for many highly non-uniform self-similar measures condition (1.11) is still satisfied for “large” sets of q < 0.
Proposition 2. Define w ∈ R by∑
logpi
log ri
=δ
rwi = 1.
For each positive integer n, let
Δn = max|i|=n
i/∈Πn
logpi
log ri
.
Observe that infn Δn  δ.
(1) If w > γ (0) and infn Δn > δ, then
{
q < 0
∣∣ β(q) > γ (q)+ (δ −Δ)q}⊇
(
− w − γ (0)
infn Δn − δ ,0
)
.
(2) If w > γ (0) and infn Δn = δ, then{
q < 0
∣∣ β(q) > γ (q)+ (δ −Δ)q}= (−∞,0).
To prove Proposition 2 we need the following elementary result from real analysis.
Lemma 3. Let I be a finite subset of Σ∗. Define f : R → R by∑
p
q
i r
f (q)
i = 1.
i∈I
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∑
i∈I, logpilog ri =D
rwi = 1.
(1) The function q → f (q)− (−Dq +w) is increasing.
(2) We have limq→−∞(f (q)− (−Dq +w)) = 0.
(3) For all q we have f (q)−Dq +w.
(4) For all q we have f (q)−Dq + f (0).
Proof. Statements (1) and (2) are easily seen to be true and the proofs are therefore omitted; instead the reader
is referred to similar arguments in [2, p. 202]. Furthermore, statements (3) and (4) follow immediately from (1)
and (2). 
Proof of Proposition 2. It follows immediately from Lemma 3 that
β(q)−Δq +w, (1.12)
γn(q)−Δnq + γn(0), (1.13)
for all q < 0.
We now prove that the sequence (Δn)n is decreasing. For n ∈ N define the number wn by∑
|i|=n, i/∈Πn, logpilog ri =Δn
r
wn
i = 1.
Next, fix a positive integer n and note that it follows from Lemma 3 that γn+1(q)  −Δn+1q + wn+1 for all q .
It also follows from Lemma 3 that there is a number qn such that γn(q)  −Δnq + wn + 1 for q  qn. Since
γn(q)  γn+1(q), we now deduce that if q < qn, then −Δn+1q + wn+1  γn+1(q)  γn(q)  −Δnq + wn + 1.
Hence, (Δn − Δn+1)q  wn + 1 − wn+1 for q  qn, and so supqqn(Δn − Δn+1)q  wn + 1 − wn+1 < ∞. This
clearly implies that Δn −Δn+1  0, and shows that the sequence (Δn)n is decreasing.
Since the sequences (Δn)n and (γn(0))n are decreasing, it follows from (1.13) that
γ (q) = inf
n
γn(q) inf
n
(−Δnq + γn(0))= −
(
inf
n
Δn
)
q + inf
n
γn(0) = −
(
inf
n
Δn
)
q + γ (0) (1.14)
for all q < 0. Combining (1.12) and (1.14) gives
β(q)− (γ (q)+ (δ −Δ)q) (−Δq +w)− (−( inf
n
Δn
)
q + γ (0)
)
− (δ −Δ)q
= w − γ (0)+
(
inf
n
Δn − δ
)
q
for all q < 0. The desired result follows immediately from this inequality. 
We now present several examples illustrating Proposition 2. For instance, in Example 2 we provide a class of highly
non-uniform self-similar measures for which the conclusion in Theorem 1 is valid for all q < 0.
Example 2 (General self-similar measures in R). Let a1, b1, . . . , aN , bN ∈ R with 0 = a1 < b1  a2 < b2  a3 < b3 
· · · aN−1 < bN−1  aN < bN = 1. Define maps S1, . . . , SN : [0,1] → [0,1] by Si(x) = rix + ai where ri = bi − ai ,
and let (p1, . . . , pN) be a probability vector. Let δ be defined by (1.10) and assume that
logp1
log r1
= logpN
log rN
= δ. (1.15)
Observe that V = (0,1) satisfies conditions (1.7). For this choice of V we will now prove that
{
q < 0
∣∣ β(q) > γ (q)+ (δ −Δ)q}= (−∞,0), (1.16)
and the conclusion in Theorem 1 is therefore valid for all q < 0. Now we prove (1.16). Let w and Δn be defined as in
Proposition 2. By Proposition 2, it suffices to prove that w > γ (0) and infn Δn = δ.
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imply that 1 = pq1...1rγn(q)1...1 +pqN...N rγn(q)N...N . Hence 1 = rγn(0)1...1 + rγn(0)N...N = rnγn(0)1 + rnγn(0)N  2rnγn(q)max , and so 0 γn(0)
log 2
−n log rmax . This implies that γ (0) = infn γn(0) = 0. Finally, since the set {i |
logpi
log ri = δ} contains at least 2 elements
(because 1,N ∈ {i | logpilog ri = δ}), it follows from the definition of w, that w > 0. This shows that w > 0 = γ (0).
Next we prove that infn Δn = δ. Again using the fact that Σn \ Πn = {1 . . .1,N . . .N} for n  2, we deduce
from (1.15) that Δn = max( logp1...1log r1...1 ,
logpN...N
log rN...N ) = max(
logpn1
log rn1
,
logpnN
log rnN
) = max( logp1log r1 ,
logpN
log rN ) = δ, whence infn Δn = δ.
This completes Example 2.
If N = 2 in Example 2, then condition (1.15) shows that pi = rδi for all i, and we therefore conclude that μ equals
the “uniform” measure on K , i.e., μ equals the normalized Hausdorff measure restricted to K , cf. Example 1. Hence,
if N = 2, then Example 2 does not provide any information about non-uniform self-similar measures. This is clearly
unfortunate and the purpose of Example 3 is to investigate a class of non-uniform self-similar measures with N = 2.
Example 3 (General binomial measures whose support equals the unit interval [0,1]). In this example we put d = 1
and N = 2. Define S1, S2 : R → R by S1(x) = x2 and S2(x) = x2 + 12 and let (p1,p2) be a probability vector with
p1 >p2. In this case μ is a so-called binomial measure and the support of μ clearly equals the unit interval [0,1]. We
have δ = − logp1log 2 and Δ = − logp2log 2 . Also
β(q) = log(p
q
1 + pq2 )
log 2
.
Moreover, it is clear that V = (0,1) satisfies conditions (1.7), and with this choice of V it is clear that Πn = Σn \
{1 . . .1,2 . . .2} for n 2. It follows from this that γn(q) is determined by pq1...1rγn(q)1...1 +pq2...2rγn(q)2...2 = 1. Since ri = ( 12 )n
for all i ∈ Σn, this implies that γn(q) = log(p
nq
1 +pnq2 )
n log 2 . Hence
γ (q) = inf
n2
log(pnq1 + pnq2 )
n log 2
= logp2
log 2
q.
Condition (1.11) therefore simplifies to
log(pq1 + pq2 )
log 2
>
logp2
log 2
q +
(
− logp1
log 2
+ logp2
log 2
)
q. (1.17)
Rearranging (1.17) shows that (p1
p2
)2q + (p1
p2
)q − 1 > 0. Solving this quadratic inequality gives q ∈ (− log τ
log p1
p2
,0) where
τ denotes the golden ratio, i.e., τ = 1+
√
5
2 . Hence
{
q < 0
∣∣ β(q) > γ (q)+ (δ −Δ)q}=
(
− log τ
log p1
p2
,0
)
.
The conclusion in Theorem 1 is therefore valid provided q ∈ (− log τ
log p1
p2
,0). Also, observe that
− log τ
log p1
p2
→ −∞ as p2 ↗ 12 .
The set of q ∈ (−∞,0) for which the conclusion in Theorem 1 is valid therefore “converges” to the entire negative
half-line as p2 ↗ 12 . For example, if (p1,p2) = ( 35 , 25 ), then − log τlog p1
p2
= − log τ
log 32
≈ −1.1868, and if (p1,p2) = ( 1121 , 1021 ),
then − log τ
log p1
p2
= − log τ
log 1110
≈ −5.0489. This completes Example 3.
Example 4 (Trinomial measures whose support equals the Sierpinski triangle). We now consider an example where
d = 2 and N = 3. Let S1, S2, S3 : R2 → R2 be defined by S1x = 1x, S2x = 1x +
( 1
2
)
and S3x = 1x +
( 0
1
)
, and2 2 0 2 2
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list (S1, S2, S3) is the Sierpinski triangle. In this case μ is a so-called trinomial measure and the support of μ clearly
equals the Sierpinski triangle K . We have δ = − logp1log 2 and Δ = − logp3log 2 . Also
β(q) = log(p
q
1 + pq2 + pq3 )
log 2
.
If V denotes the interior of the closed convex hull of the Sierpinski triangle K , then V satisfies conditions (1.7), and
with this choice of V it is not difficult to see that Πn = Σn \ ({1,2}n ∪ {2,3}n ∪ {1,3}n) for n 3. We conclude from
this that
∑
i∈{1,2}n∪{2,3}n∪{1,3}n p
q
i r
γn(q)
i = 1. Since ri = ( 12 )n for all i ∈ {1,2}n ∪ {2,3}n ∪ {1,3}n, this implies that
γn(q) =
log
∑
i∈{1,2}n∪{2,3}n∪{1,3}n p
q
i
n log 2
= log(
∑
i∈{1,2}n p
q
i +
∑
i∈{2,3}n p
q
i +
∑
i∈{1,3}n p
q
i − pq1...1 − pq2...2 − pq3...3)
n log 2
= log((p
q
1 + pq2 )n + (pq2 + pq3 )n + (pq1 + pq3 )n − pnq1 − pnq2 − pnq3 )
n log 2
for n 3. Hence
γ (q) = inf
n3
log((pq1 + pq2 )n + (pq2 + pq3 )n + (pq1 + pq3 )n − pnq1 − pnq2 − pnq3 )
n log 2
= log maxi (p
q
i + pqi+1)
log 2
= log(p
q
2 + pq3 )
log 2
,
where the indices to the pi ’s in the expression maxi (pqi + pqi+1) are computed modulo 3. Condition (1.11) therefore
simplifies to
log(pq1 + pq2 + pq3 )
log 2
>
log(pq2 + pq3 )
log 2
+
(
− logp1
log 2
+ logp3
log 2
)
q. (1.18)
Inequality (1.18) can be solved analytically for various choices of the probability vector (p1,p2,p3). For example,
if p1 > p2 = p3, then (1.18) simplifies to −2(p1p3 )2q + (
p1
p3
)q + 2 > 0. However, since (p1
p3
)q < 1 for q < 0, this
inequality is satisfied for all q < 0. Hence, if p1 >p2 = p3, then{
q < 0
∣∣ β(q) > γ (q)+ (δ −Δ)q}= (−∞,0),
and the conclusion in Theorem 1 is therefore valid for all q < 0.
Of course, inequality (1.18) can always be solved numerically. For example, if we put (p1,p2,p3) = ( 720 , 13 , 1960 ),
then a numerical calculation shows that (1.18) is satisfied for all q ∈ (−q0,0) where q0 ≈ 3.2903. This completes
Example 4.
2. Proof of Theorem 1. A preliminary result
The purpose of this section is to prove Proposition 2.3 stated below. We first recall and introduce some notation.
Recall, that if n is positive integer, then Σn = {1, . . . ,N}n denotes the family of strings i = i1 . . . in of length n
with entries ij ∈ {1, . . . ,N}, and Σ∗ =⋃n Σn denotes the family of all finite strings i = i1 . . . in with entries ij ∈{1, . . . ,N}. Let ΣN = {1, . . . ,N}N denote the family of all infinite strings i = i1i2 . . . with entries ij ∈ {1, . . . ,N}.
Also recall that if i = i1 . . . in ∈ Σ∗ is a string whose length equal n, we will write |i| = n for the length of i. For an
infinite string i = i1i2 . . . ∈ ΣN and a positive integer n we will write i|n = i1 . . . in for the truncation of i to the nth
place. Finally, recall that if i = i1 . . . in ∈ Σ∗, we will write Si = Si ◦ · · · ◦ Sim , ri = ri · · · rim and pi = pi · · ·pim . We1 1 1
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{
π(i)
}=⋂
n
Si|nK.
It is well known that π(ΣN) = K . Furthermore, write rmin = mini ri and rmax = maxi ri . We now turn towards the
statement and proof of Proposition 2.3. We begin with a few well-known auxiliary results.
Lemma 2.1. Assume that (S1, . . . , SN) satisfies the OSC. Then μ(SiK) = pi for all i ∈ Σ .
Proof. This lemma is proved in [5]. 
Lemma 2.2. Let r, c1, c2 > 0, and let (Vi)i be a family of subsets of Rd . Assume that each set Vi contains a closed
ball Bi of radius c1r and is contained in a closed ball of radius c2r , and that Bi ∩Bj = ∅ for i 	= j . Then we have for
all s > 0 and all x ∈ Rd ,∣∣{i ∣∣ Vi ∩B(x, sr) 	= ∅}∣∣ (s + 2c2)dc−d1 .
Proof. Lemma 2.2 is a slight modification of a result due to Hutchinson [6] and the proof is therefore omitted. 
Proposition 2.3. Assume that (S1, . . . , SN) satisfies the OSC. For each ε > 0 there exist positive constants cε and rε
such that
1
cε
rΔ+ε  μ
(
B(x, r)
)
 cεrδ−ε
for all x ∈ K and all 0 < r < rε; recall that δ and Δ are defined in (1.10).
Proof. First note that
δ  logpi
log ri
Δ (2.1)
for all i ∈ Σ∗.
We may clearly assume that diamK = 1. Now choose rε > 0 such that if 0 < r < rε , then 1 − log rminlog r  11+ ε
Δ
. Fix
x ∈ K and choose i ∈ ΣN with π(i) = x. Next fix 0 < r < rε . Finally, we let n denote the unique positive integer such
that ri|n  r < ri|n−1. Observe that since x = π(i) ∈ Si|nK and diamSi|nK = ri|n diamK = ri|n  r (recall that we are
assuming that diamK = 1), we conclude that Si|nK ⊆ B(x, r), whence (using Lemma 2.1)
pi|n = μ(Si|nK) μ
(
B(x, r)
)
.
We conclude from this and (2.1) that
Δ logpi|n
log ri|n
 logμ(B(x, r))
log ri|n
= log r
log ri|n
logμ(B(x, r))
log r
. (2.2)
Rearranging the inequality r  ri|n−1  ri|nrmin shows that
log r
log ri|n  1 −
log rmin
log ri|n . This and (2.2) imply that
Δ
(
1 − log rmin
log ri|n
)
logμ(B(x, r))
log r
. (2.3)
Furthermore, rearranging the inequality ri|n  r shows that 1 − log rminlog ri|n  1 −
log rmin
log r 
1
1+ ε
Δ
. We therefore conclude
from (2.3) that
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1 + ε
Δ
logμ(B(x, r))
log r
,
whence rΔ+ε  μ(B(x, r)) for all x ∈ K and all 0 < r < rε .
For x ∈ K and r > 0 write
Γ (x, r) = {i ∈ Σ∗ ∣∣ ri  r < ri||i|−1, SiK ∩B(x, r) 	= ∅}.
We now show that there is a constant c > 0 such that
∣∣Γ (x, r)∣∣ c (2.4)
for all x ∈ K and all r > 0 Indeed, let U be the open set in the OSC. Now put
Π(x, r) = {i ∈ Σ∗ ∣∣ ri  r < ri||i|−1, SiU ∩B(x, r) 	= ∅}
for x ∈ K and r > 0. It is well known that SiK ⊆ SiU for all i ∈ Σ∗, whence Γ (x, r) ⊆ Π(x, r). Since U is non-empty,
bounded and open, there are two number s1, s2 > 0 such that U contains a ball of radius s1 and is contained in a ball
of radius s2. Hence, if i ∈ Π(x, r), then SiU contains a ball of radius ris1, and since ris1  ri||i|−1rmins1  (rmins1)r ,
we deduce that SiU contains a ball of radius (rmins1)r . Similarly, if i ∈ Π(x, r), then SiU is contained in a ball
of radius ris2, and since ris2  s2r , we deduce that SiU is contained in a ball of radius s2r . Since also the sets
(SiU)i∈Π(x,r) are pairwise disjoint (because SiU ∩ SjU = ∅ for i 	= j ), it therefore follows from Lemma 2.2 that
∣∣Γ (x, r)∣∣ ∣∣Π(x, r)∣∣
(
1 + 2s2
rmins1
)d
.
This completes the proof of (2.4).
Observe that for all x ∈ K and all r > 0 we have B(x, r) ⊆⋃i∈Γ (x,r) SiK , and it therefore follows from (2.4) and
Lemma 2.1 that
μ
(
B(x, r)
)

∑
i∈Γ (x,r)
μ(SiK) =
∑
i∈Γ (x,r)
pi

∣∣Γ (x, r)∣∣ sup
i∈Γ (x,r)
pi  c sup
i∈Γ (x,r)
pi.
This and (2.1) imply that
logμ(B(x, r))
log r
 log c
log r
+ supi∈Γ (x,r) logpi
log r
= log c
log r
+ inf
i∈Γ (x,r)
logpi
log r
= log c
log r
+ inf
i∈Γ (x,r)
logpi
log ri
log ri
log r
 log c
log r
+ δ inf
i∈Γ (x,r)
log ri
log r
(2.5)
for all x ∈ K and all 0 < r < 1. However, if i ∈ Γ (x, r), then ri  r , and so log rilog r  1. We therefore conclude from (2.5)
that
logμ(B(x, r))
log r
 log c
log r
+ δ
whence μ(B(x, r)) crδ  crδ−ε for all x ∈ K and all 0 < r < 1. This completes the proof. 
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For q ∈ R, r > 0 and E ⊆ K , we define the qth covering moment of μ on E at scale r and the qth packing moment
of μ on E at scale r by
M
q
c (E, r) = inf
{∑
x∈F
μ
(
B(x, r)
)q ∣∣∣ F is an r-spanning subset of E
}
and
M
q
p (E, r) = sup
{∑
x∈F
μ
(
B(x, r)
)q ∣∣∣ F is an r-separated subset of E
}
,
respectively. Finally, for q ∈ R and i, j ∈ Σ∗ with |i| = |j| and i 	= j, write
P
q
i,j(r) = Mqc
(
SiK ∩B(SjK,r), r
)
,
and
Q
q
i,j(r) = Mqp
(
SiK ∩B(SjK,r), r
)
,
where B(E, r) = {x ∈ Rd | dist(x,E) r} for E ⊆ Rd and r > 0, i.e., B(E, r) is the closed r-neighbourhood of E.
Proposition 3.1. Assume that (S1, . . . , SN) satisfies the OSC. Fix q ∈ R and n ∈ N. Then there exists cn > 0 such that
for r > 0 and i, j ∈ Σ∗ with |i| = |j| = n and i 	= j we have
Q
q
i,j(r) cnr
−γn(q);
recall that γn(q) is defined in (1.8) and (1.9).
Proof. This result is proved in [15, Propositions 2.5, 2.6]. 
Lemma 3.2. Assume that (S1, . . . , SN) satisfies the OSC. Fix q ∈ R and n ∈ N.
(1) For r > 0, we have
M
q
p (K, r)
∑
|i|=n
M
q
p (SiK,r).
(2) For i ∈ Σ∗ with |i| = n and r > 0, we have
M
q
p (SiK,r) pqi M
q
p
(
K,r−1i r
)+ ∑
|j|=n
i 	=j
Q
q
i,j(r).
(3) For r > 0, we have
−
∑
|i|=|j|=n
i 	=j
Q
q
i,j(r)+
∑
|i|=n
M
q
p (SiK,r)Mqp (K, r).
(4) For r > 0, we have
M
q
c (K, r)
∑
|i|=n
M
q
c (SiK,r).
(5) For i ∈ Σ∗ with |i| = n and r > 0, we have
M
q
c (SiK,r) pqi M
q
c
(
K,r−1i r
)+ ∑
|j|=n
i 	=j
P
q
i,j(r).
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−
∑
|i|=|j|=n
i 	=j
P
q
i,j(r)+
∑
|i|=n
M
q
c (SiK,r)Mqc (K, r).
Proof. This result is proved in [14, Lemmas 2.1–2.3]. 
Lemma 3.3. Assume that (S1, . . . , SN) satisfies the OSC. Fix q < 0 and n ∈ N. Assume that there are positive constants
a,A,c0 and r0 with a A such that
1
c0
rA  μ
(
B(x, r)
)
 c0ra
for all x ∈ K and all 0 < r < r0.
(1) There is a positive constant cn such that for i ∈ Σ∗ with |i| = n and 0 < r < r0, we have
−cnr(A−a)q
∑
|j|=n
i 	=j
Q
q
i,j(r)+ pqi Mqp
(
K,r−1i r
)
Mqp (SiK,r).
(2) There is a positive constant cn such that for i ∈ Σ∗ with |i| = n and 0 < r < r0, we have
−cnr(A−a)q
∑
|j|=n
i 	=j
P
q
i,j(r)+ pqi Mqc
(
K,r−1i r
)
Mqc (SiK,r).
Proof. (1) Fix r > 0 and let F be an r−1i r-separated subset of K . Write
G = SiF
∖ ⋃
|j|=n
i 	=j
B(SjK,r), H = SiF ∩
⋃
|j|=n
i 	=j
B(SjK,r).
Note that S−1j B(x, r) = ∅ for all x ∈ G and all j ∈ Σ∗ with |j| = n and i 	= j, whence
μ
(
B(x, r)
)=∑
j
pjμ
(
S−1j B(x, r)
)= piμ(S−1i B(x, r))
for all x ∈ G. We therefore conclude that
M
q
p (SiK,r)
∑
x∈G
μ
(
B(x, r)
)q + ∑
x∈H
μ
(
B(x, r)
)q
=
∑
x∈G
(
piμ
(
S−1i B(x, r)
))q + ∑
x∈H
μ
(
B(x, r)
)q
=
∑
x∈G∪H
(
piμ
(
S−1i B(x, r)
))q − ∑
x∈H
(
piμ
(
S−1i B(x, r)
))q + ∑
x∈H
μ
(
B(x, r)
)q
 pqi
∑
x∈SiF
μ
(
S−1i B(x, r)
)q − pqi
∑
x∈H
μ
(
S−1i B(x, r)
)q
= pqi
∑
x∈F
μ
(
B
(
x, r−1i r
))q − pqi
∑
x∈H
μ
(
S−1i B(x, r)
)q
. (3.1)
Next, we estimate pqi
∑
x∈H μ(S
−1
i B(x, r))
q
. In fact, we will prove that there is a constant cn such that
p
q
i
∑
x∈H
μ
(
S−1i B(x, r)
)q  cnr(A−a)q ∑
j|=n
Q
q
i,j(r). (3.2)
i 	=j
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H is an r-separated subset of
⋃
|j|=n
i 	=j
SiK ∩B(SjK,r). (3.3)
We will now prove (3.3). Indeed, if x, y ∈ H ⊆ SiF , then there exist x0, y0 ∈ F , such that Si(x0) = x and
Si(y0) = y, whence |x − y| = ri|x0 − y0| > 2rir−1i r = 2r (because F is an r−1i r-separated set). This shows that
H is an r-separated set. The statement in (3.3) now follows from the fact that H = SiF ∩⋃|j|=n, i 	=j B(SjK,r) ⊆⋃
|j|=n, i 	=j SiK ∩B(SjK,r). This proves (3.3).
Next, we observe that for all x and for all j ∈ Σ∗ with |j| = n we have
μ(S−1j B(x, r))
μ(S−1i B(x, r))
= μB(S
−1
j x, r
−1
j r)
μB(S−1i x, r
−1
i r)
 c20
r−aj ra
r−Ai rA
 c20
(
rAmax
ramin
)n
r−(A−a).
This implies that for all x we have
μ
(
B(x, r)
)= ∑
|j|=n
pjμ
(
S−1j B(x, r)
)
 c20
(
rAmax
ramin
)n ∑
|j|=n
pjr−(A−a)μ
(
S−1i B(x, r)
)
= c20
(
rAmax
ramin
)n
r−(A−a)μ
(
S−1i B(x, r)
)
. (3.4)
Since q < 0, we conclude from (3.4) that for all x we have
μ
(
S−1i B(x, r)
)q  c−2q0
(
rAmax
ramin
)−nq
r(A−a)qμ
(
B(x, r)
)q
. (3.5)
Combining (3.3) and (3.5) we conclude that
p
q
i
∑
x∈H
μ
(
S−1i B(x, r)
)q  cnr(A−a)q ∑
x∈H
μ
(
B(x, r)
)q
 cnr(A−a)qMqp
( ⋃
|j|=n
i 	=j
SiK ∩B(SjK,r)
)
 cnr(A−a)q
∑
|j|=n
i 	=j
M
q
p
(
SiK ∩B(SjK,r)
)
= cnr(A−a)q
∑
|j|=n
i 	=j
Q
q
i,j(r),
where cn = c−2q0 ( r
A
max
ramin
)−nq(mini pi)nq . This proves (3.2).
Finally, combining (3.1) and (3.2) gives
M
q
p (SiK,r) pqi
∑
μ
(
B
(
x, r−1i r
))q − pqi
∑
μ
(
S−1i B(x, r)
)q
x∈F x∈H
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∑
x∈F
μ
(
B
(
x, r−1i r
))q − cnr(A−a)q ∑
|j|=n
i 	=j
Q
q
i,j(r).
Taking supremum over all r−1i r-separated subsets F of K gives the desired result.
(2) The proof of this result is similar to the proof of the result in part (1) and is therefore omitted. 
Lemma 3.4. Assume that (S1, . . . , SN) satisfies the OSC. Fix q < 0 and n ∈ N. Assume that there are positive constants
a,A,c0 and r0 with a A such that
1
c0
rA  μ
(
B(x, r)
)
 c0ra
for all x ∈ K and all 0 < r < r0.
(1) There is a positive constant cn such that for 0 < r < r0, we have∣∣∣∣Mqp (K, r)−
∑
|i|=n
p
q
i M
q
p
(
K,r−1i r
)∣∣∣∣ (1 + cnr(A−a)q)
∑
|i|=|j|=n
i 	=j
Q
q
i,j(r).
(2) There is a positive constant cn such that for 0 < r < r0, we have∣∣∣∣Mqc (K, r)−
∑
|i|=n
p
q
i M
q
c
(
K,r−1i r
)∣∣∣∣ (1 + cnr(A−a)q)
∑
|i|=|j|=n
i 	=j
P
q
i,j(r)
 5d
(
1 + cnr(A−a)q
) ∑
|i|=|j|=n
i 	=j
Q
q
i,j(r).
Proof. (1) This follows easily from Lemmas 3.2 and 3.3.
(2) The first inequality in part (2) follows easily from Lemmas 3.2 and 3.3. In order to prove the second inequality
in part (2) it suffices to show that Mqc (E, r) 5dMqp (E, r) for all E ⊆ Rd and all r > 0. Indeed, it is easily seen that
there exists a family B = (B(xi, r))i of balls with xi ∈ E and E ⊆⋃i B(xi, r) such that B can be partitioned into
5d subfamilies B1 = (B(x1,i , r))i , . . . ,B5d = (B(x5d ,i , r))i where each Bs consists of pairwise disjoint balls. Hence
M
q
c (E, r)
∑
i μ(B(xi, r))
q =∑5ds=1∑i μ(B(xs,i , r))q ∑5ds=1 Mq(E, r) = 5dMqp (E, r). 
Proposition 3.5. Assume that (S1, . . . , SN) satisfies the OSC. Fix q < 0 and n ∈ N. Assume that there are positive
constants a,A,c0 and r0 with a A such that
1
c0
rA  μ
(
B(x, r)
)
 c0ra
for all x ∈ K and all 0 < r < r0. Define hp,n, hc,n : [0,∞) → R by
hp,n(T ) = e−Tβ(q)
(
M
q
p
(
K,e−T
)− ∑
|i|=n
p
q
i M
q
p
(
K,r−1i e
−T )),
hc,n(T ) = e−Tβ(q)
(
M
q
c
(
K,e−T
)− ∑
|i|=n
p
q
i M
q
c
(
K,r−1i e
−T )).
Then there exists a positive constant Cn such that∣∣hp,n(T )∣∣Cne−T (β(q)−(γn(q)−(A−a)q)),∣∣hc,n(T )∣∣ Cne−T (β(q)−(γn(q)−(A−a)q)),
for all T > 0.
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We begin with a definition. A function f : [0,∞) → R is called directly Riemann integrable with integral I , if∑
n
∣∣Mn(δ)∣∣< ∞ for all δ > 0, ∑
n
∣∣mn(δ)∣∣< ∞ for all δ > 0,
and ∑
n
Mn(δ)δ → I as δ ↘ 0,
∑
n
mn(δ)δ → I as δ ↘ 0,
where Mn(δ) = supnδx(n+1)δ f (x) and mn(δ) = infnδx(n+1)δ f (x) for n = 0,1,2, . . . . If f : [0,∞) → R is
directly Riemann integrable, then the integral of f will be denoted by
∫∞
0 f (t) dt . (The word “direct” in the name
refers to the fact that while the Riemann integral over [0,∞) is usually defined as the limit of integrals over [0, a], we
are approximating the integral over [0,∞) directly.) It is easily seen that if f : [0,∞) → R is Riemann integrable on
all compact subintervals and there exist c1, c2 > 0 such that∣∣f (x)∣∣ c1e−c2x for all x  0,
then f is directly Riemann integrable. The proof of Theorem 1 relies on the following theorem from Renewal Theory.
Theorem 3.6 (Renewal Theorem). Let P be a probability measure on [0,∞) with P({0}) = 0 and ∫∞0 t dP (t) < ∞.
Let h : [0,∞) → R be a measurable and directly Riemann integrable function. Assume that H ∈ L1(R,P ) satisfies
the so-called Renewal Equation
H(x) = h(x)+
∞∫
0
H(x − t) dP (t) for all x  0.
(i) The arithmetic case: If suppP is contained in a discrete (additive) subgroup of R, and λZ with λ > 0 is the
smallest such subgroup, then
H(x) = Π(x)+ ε(x)
where Π : [0,∞) → R is a λ-periodic function and ε(x) → 0 as x → ∞.
(ii) The non-arithmetic case: If suppP is not contained in any discrete (additive) subgroup of R, then
H(x) = c + ε(x)
where c ∈ R and ε(x) → 0 as x → ∞.
Proof. See [3, Chapter 13] for the arithmetic case, and [4, Chapter 11] for the non-arithmetic case. 
We remark that the function Π and the constant c in the Renewal Theorem can be specified. In fact, it follows
from [3,4] that Π(x) =
∑
n∈Z h(x+λn)∫∞
0 t dP (t)
and c =
∫∞
0 h(t) dt∫∞
0 t dP (t)
.
Proposition 3.7. Assume that (S1, . . . , SN) satisfies the OSC. Fix q < 0. Assume that there are positive constants a,
A, c0 and r0 with a A such that
1
c0
rA  μ
(
B(x, r)
)
 c0ra
for all x ∈ K and all 0 < r < r0. Assume that
β(q) > γ (q)− (A− a)q.
Then the conclusion in Theorem 1 holds.
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γn(q)− (A− a)q . Next, define Hp,n : R → R and hp,n : [0,∞) → R by
Hp,n(T ) = e−Tβ(q)Mqp
(
K,e−T
)
,
hp,n(T ) = e−Tβ(q)
(
M
q
p
(
K,e−T
)− ∑
|i|=n
p
q
i M
q
p
(
K,r−1i e
−T )).
It follows from Proposition 3.5 that there exists a positive constant Cn such that |hp,n(T )|Cne−T (β(q)−(γn(q)−(A−a)q))
for all T > 0. Since β(q) − (γn(q) − (A − a)q) > 0, this shows that hp,n is directly Riemann integrable on [0,∞).
Finally, let Pn denote the probability measure Pn =∑|i|=n pqi rβ(q)i δlog 1
ri
. Clearly Hp,n ∈ L1(R,Pn). Next note that
for all T > 0,
Hp,n(T ) = e−Tβ(q)Mqp
(
K,e−T
)
= e−Tβ(q)
(∑
|i|=n
p
q
i M
q
p
(
K,r−1i e
−T )+ eTβ(q)h(T )
)
=
∑
|i|=n
p
q
i r
β(q)
i Hp.n
(
T − log 1
ri
)
+ hp,n(T )
=
∞∫
0
Hp.n(T − t) dPn(t)+ hp,n(T ).
The desired result now follows from the Renewal Theorem.
The corresponding result for Mqc (K, r) is proved similarly. 
Proof of Theorem 1. Theorem 1 follows immediately by combining Propositions 2.3 and 3.7. 
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