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Abstract
Given two endomorphisms τ1, τ2 of C
m, we provide eigenspace conditions under
which τ1(v1) = τ2(v2) for v1, v2 ∈ V can only be true if v1 = v2, where V is a
general n-dimensional subspace of Cm for some n ≤ m/2. As a special case, we
show that these eigenspace conditions are true when the endomorphisms are permuta-
tions composed with coordinate projections, leading to an abstract proof of the recent
unlabeled sensing theorem of [21].
Keywords: Homomorphic sensing, unlabeled sensing, shuffled linear regression,
Jordan form, determinantal varieties, rational normal scroll
1. Introduction
In a fascinating line of research termed unlabeled sensing, it has been recently
established that uniquely recovering a signal from shuffled and subsampled measure-
ments is possible as long as the number of measurements is at least twice the intrinsic
dimension of the signal [21]. In abstract terms, the result of [21] says that if V is a
general n-dimensional linear subspace of Cm, for some m ≥ 2n, π1, π2 permutations
on the m coordinates of Cm and ρ1, ρ2 coordinate projections viewed as endomor-
phisms, then ρ1π1(v1) = ρ2π2(v2) for v1, v2 ∈ V only if v1 = v2, provided that
each of ρ1, ρ2 preserves at least 2n coordinates. Unlabeled sensing is in fact an even
more challenging version of the already NP-hard problem of shuffled linear regression
[20, 12, 11, 1, 13, 2, 17, 9, 19, 16], in which one aims at determining v ∈ V from the
data π(v),V , where π is some unknown permutation. Interestingly, it has recently been
shown that this can be done in linear complexity in terms ofm (but still exponential in
n) by means of symmetric polynomials, resulting in Groebner basis based algorithms
that are efficient for n ≤ 5 and remain stable under small levels of noise [19, 14].
Inspired by unlabeled sensing, in this paper we study the problem of homomorphic
sensing, which in its simplest form can be stated as follows: given two endomorphisms
τ1, τ2 of C
m and a general subspace V of dimension n, under what conditions does the
implication τ1(v1) = τ2(v2)⇒ v1 = v2 hold true, whenever v1, v2 ∈ V?
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The results of the present paper substantiate the technical part of the expository
paper [18], written for a computer science audience. The reader may also find there
an application of these notions to image registration. In his short letter [7] Dokmanic
studied independently the same problem and provided results of similar flavor for di-
agonalizable automorphisms. The author is grateful to Aldo Conca for suggesting to
study the abstraction of the unlabeled sensing problem and noticing eigenspace condi-
tions in the form of Proposition 2 for diagonalizable endomorphisms.
2. Conventions
We adopt the language of abstract linear algebra and algebraic geometry, and refer
the reader to [15] for the former and [6, 10, 8] for the latter.
We work over the field C of complex numbers; an essential choice for the valid-
ity of our eigenspace conditions. If one is interested only in real vector spaces V , our
results still hold in that case, assuming one computes the eigenspaces and their dimen-
sion overC. For an endomorphism τ of a finite-dimensional vector space U , we denote
by Eτ,λ the eigenspace of τ corresponding to eigenvalue λ, i.e., the set of all vectors
v ∈ U such that τ(v) = λv. For two endomorphisms τ1, τ2 of U , E(τ1,τ2),λ denotes
the corresponding eigenspace of the generalized eigenvalue problem τ1(v) = λτ2(v).
Given an endomorphism τ of a vector space U with eigenvalues λ1, . . . , λs, U ad-
mits a decomposition U =
⊕
k,i Ck,λi into τ -invariant cyclic subspaces whose an-
nihilators are generated by the elementary divisors of τ . Thus each Ck,λi admits a
basis w1, . . . , wdki , where dki is the dimension of Ck,λi , such that τ(w1) = λiw1 and
τ(wj) = λiwj + wj−1, ∀j = 2, . . . , dki. Represented on this basis, the restriction of
τ on Ck,λi is given by a Jordan block of size dki×dki and of eigenvalue λi. We refer to
such a basis as a Jordan basis. By a projection ρ of U we always mean an idempotent
endomorphism. A coordinate projection is a projection that sets to zero a subset of the
entries of every vector in Cm, and its rank is the number of entries that are preserved.
A signed coordinate projection is a coordinate projection composed with a diagonal
matrix whose diagonal entries take values in {1,−1}.
By an algebraic variety or simply variety we mean the zero locus of a collection of
polynomials with coefficients inC. IfY is a variety dimY denotes the affine dimension
of Y . If R is a ring dimR denotes the Krull dimension of R. If I is an ideal of a
polynomial ringR over C, codim I denotes the height of the ideal I, and it is equal to
dimR− dimR/I. By a general subspace V of Cm of dimension n, we mean a non-
empty open set in the Zariski topology of the Grassmannian variety of n-dimensional
linear subspaces of Cm. For s an integer [s] denotes the set {1, . . . , s}. A quasi-variety
is an open subset of a variety. For I ⊂ [m] and A an m × k matrix where k is any
integer, AI denotes the (#I) × k row submatrix of A obtained by selecting the rows
with index in I , #I denoting the cardinality of I . For a real number α we denote by
⌊α⌋ the largest integer smaller than α.
3. Main results
We need the following quasi-variety. For endomorphisms τ1, τ2 of C
m let ρ be a pro-
jection onto im(τ2). Let Yρτ1,τ2 be the set of all w ∈ C
m for which ρτ1(w), τ2(w)
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are linearly dependent. This is a determinantal variety defined by the vanishing of the
2 × 2 minors of the matrix [ρτ1(w) τ2(w)]. In fact Yρτ1,τ2 is the union of all general-
ized eigenspaces of the endomorphism pairs (ρτ1, τ2) and (τ2, ρτ1). Our quasi-variety
is the complement in Yρτ1,τ2 of the generalized eigenspaces corresponding to eigneval-
ues 0, 1: Uρτ1,τ2 = Yρτ1,τ2 \ ker(ρτ1) ∪ ker(τ2) ∪ ker(ρτ1 − τ2).
The main result of this paper reads:
Theorem 1. Let τ1, τ2 be endomorphisms of C
m with dim(ker(τ1)) ≤ m − n and
dim(im(τ2)) ≥ 2n, for some n ≤ m/2. Let ρ be any projection onto im(τ2). If
dimUρτ1,τ2 ≤ m− n, then the following is true for a general n-dimensional subspace
V of Cm: if τ1(v1) = τ2(v2) with v1, v2 ∈ V , then v1 = v2.
Our second result shows that the eigenspace hypothesis of Theorem 1 is true for the
special case of permutations composed with coordinate projections:
Theorem 2. Let π1, π2 be permutations on them coordinates of C
m, and ρ1, ρ2 coor-
dinate projections. Then dimUρ2ρ1π1,ρ2π2 ≤ m− ⌊rank(ρ2)/2⌋.
Using Theorems 1-2 one obtains a generalization of the main theorem of [21]. The gen-
eralization consists in allowing one of the projections to preserve at least n coordinates
(and not 2n for both projections as in [21]) as well as considering sign changes:
Corollary 1. Let Pm be the group of permutations on the m coordinates of C
m,
and Rn,R2n,Sn, S2n the set of all coordinate projections (Rn, R2n) and signed
coordinate projections (Sn, S2n) ofC
m, which preserve at least n and 2n coordinates
respectively, for some n ≤ m/2. Then the following is true for a generaln-dimensional
subspaceV: if ρ1π1(v1) = ρ2π2(v2) for v1, v2 ∈ V with ρ1 ∈ Sn, ρ2 ∈ S2n, π1, π2 ∈
Pm, then v1 = v2 or v1 = −v2. Moreover, if ρ1 ∈ Rn and ρ2 ∈ R2n, then v1 = v2.
Remark 1. The proof given in [21] is in its essence algebraic geometric as well, yet
different from our approach. It amounts to showing that certain determinants are non-
zero by constructing suitable non-zero evaluations over a set of finitely many different
possibilities. We also point out that the notion of cycle used in [21] is less standard
than the one we use in this paper, the latter being that of a cyclic permutation.
Finally, we provide a version of Theorem 1 for general points; its proof requires only
linear algebra:
Proposition 1. Let τ1, τ2 be endomorphisms of C
m, one not a multiple of the other.
Suppose that τ1, τ2 have rank at least n + 1. Let v ∈ V be a general point inside a
general subspace V of dimension n. If τ1(v) = τ2(v′) for some v′ ∈ V , then v′ = v.
4. Proof of Theorem 1
The proof relies on two devices. The first one, given in Proposition 2 and proved
in §4.1, gives eigenspace conditions for a single endomorphism. The second device
consists of reducing the case of two endomorphisms τ1, τ2 to the case of a single endo-
morphism τ and applying Proposition 2.
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Proposition 2. Let U be a vector space of dimensionm ≥ 2n and τ an endomorphism
such that dimEτ,λ6=1 ≤ m−n. Then the following is true for a general n-dimensional
subspace V: if τ(v1) = v2 with v1, v2 ∈ V , then v1 = v2.
Let k = dim(im(τ2)). Since V is a generaln-dimensional subspace ofCm, we may
as well view V as a general n-dimensional subspace of a general k-dimensional sub-
space H of Cm. Hence τ1(v1) = τ2(v2) for v1, v2 ∈ V implies τ1|H(v1) = τ2|H(v2).
This further implies ρτ1|H(v1) = τ2|H(v2), where ρ is the given projection onto
im(τ2). Since H is general we have H ∩ ker(τ2) = 0 and so τ2|H establishes an
isomorphism between H and im(τ2). We denote by (τ2|H)−1 : im(τ2) → H the
inverse of τ2|H. Then τ1(v1) = τ2(v2) implies (τ2|H)−1ρτ1|H(v1) = v2, and as
per Proposition 2 we are done if dimEτH,λ6=1 ≤ k − n, where τH is the endo-
morphism of H given by (τ2|H)−1ρτ1|H. Let (y, λ) be an eigenpair of τH; then
(τ2|H)−1ρτ1|H(y) = λy and applying τ2 on both sides gives τ2(τ2|H)−1ρτ1|H(y) =
λτ2(y). Clearly, τ2(τ2|H)−1ρ = ρ whence ρτ1|H(y) = λτ2(y) or ρτ1(y) = λτ2(y).
In other words, the eigenpair (y, λ) of τH is a generalized eigenpair for (ρτ1, τ2) and
EτH,λ is isomorphic to E(ρτ1,τ2),λ ∩ H via τ2|H. Consequently, we are done if we can
show that dimE(ρτ1,τ2),λ6=1 ∩ H ≤ k − n. If dim E(ρτ1,τ2),0 ≤ m − n, we are done
because H is general of dimension k, thus H intersects Uρτ1,τ2 at most at dimension
[(m − n) + k] −m = k − n. If on the other hand dimE(ρτ1,τ2),0 = dim ker(ρτ1) ≥
m− n, then im(τ2) will intersect any complement C of im(ρτ1) at dimension at least
[(m − n) + k] − m = k − n ≥ n. Let σ be the projection onto C ∩ im(τ2) along
any complement that contains im(ρτ1). Applying σ on both sides of ρτ1(v1) = τ2(v2)
gives 0 = στ2(v2), i.e., v2 ∈ ker(στ2). Since the codimension of the kernel of στ2 is
at least n and V is general of dimension n, we must have V ∩ ker(στ2) = 0, so that
v2 = 0. Then τ1(v1) = τ2(v2) gives τ1(v1) = 0, whence v1 = 0 since by hypothesis
the codimension of the kernel of τ1 is at least n.
4.1. Proof of Proposition 2
We prove the proposition in several stages, starting with the boundary situation de-
scribed in the next lemma.
Lemma 1. Let U be a vector space of dimension 2n. Let τ be an endomorphism of U
such that dimEτ,λ = n for some eigenvalue λ of τ . Then there exists an n-dimensional
subspace V such that U = V ⊕ τ(V).
Proof. Let λ1, . . . , λs be the spectrum of τ and suppose that λ1 = λ is the said eigen-
value. Then there are exactly n τ -cyclic subspaces C1,λ1 , . . . , Cn,λ1 associated to λ1
each of them contributing a single eigenvector. If w1, . . . , wdk is a fixed Jordan basis
for Ck,λ1 , we let vi = w1 be that eigenvector. We produce n linearly independent vec-
tors u1, . . . , un to be taken as a basis for the claimed subspace V , by summing pairwise
the v1, . . . , vn with the remaining Jordan basis vectors across all Ck,λi .
First, suppose that all Ck,λ1 are 1-dimensional. Then C1,λ2 is a non-trivial subspace
with Jordan basis w1, . . . , wd, for some d ≥ 1. We construct the first d basis vectors
u1, . . . , ud for V as uj = vj + wj , j ∈ [d]. A forward induction on the relations
τu1 = λ1v1 + λ2w1; τuj = λ1vj + λ2wj + wj−1, ∀j = 2, . . . , d,
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together with λ1 6= λ2, gives Span(u1, τu1, . . . , ud, τud) =
(
⊕k∈[d]Ck,λ1
)⊕
C1,λ2 .
If d = n we are done, otherwise either C2,λ2 or C1,λ3 is a non-trivial subspace and we
inductively repeat the argument above until all Ck,λi for i > 1 are exhausted.
Next, suppose that not all Ck,λ1 are 1-dimensional. We may assume that there exists
integer 0 ≤ r < n such that dim Cj,λ1 = 1 for every j ≤ r and dim Cj,λ1 = dj > 1
for every j > r. If r = 0, then each Ck,λ1 is necessarily 2-dimensional and τ has
only one eigenvalue λ1. Letting w1,k, w2,k be the Jordan basis for Ck,λ1 , we define
uk = w2,k, ∀k ∈ [n]. Clearly, Span(uk, τuk) = Span(w1,k, w2,k), in which case
Span ({uk, τuk}nk=1) =
⊕n
k=1 Ck,λ1 = U . So suppose 1 ≤ r < n. Let w1, . . . , wdr+1
be the Jordan basis for Cr+1,λ1 . Since
2(n− r − 1) ≤ dim
n⊕
k=r+2
Ck,λ1 ≤ codim
r+1⊕
k=1
Ck,λ1 = 2n− r − dr+1,
we must have dr+1 − 2 ≤ r. We may then assume that w1 = vr+1 and define u1 =
vr+1 + wdr+1 and uj = vj−1 + wj for j = 2, . . . , dr+1 − 1. Noting that {wj : j ∈
[dr+1−1]} = {τuj−λuj : j ∈ [dr+1−1]}, we haveV ′ = Span
(
{uj, τuj}
dr+1−1
j=1
)
=(⊕dr+1−2
k=1 Ck,λ1
)⊕
Cr+1,λ1 . If r = n − 1, we have found a (dn − 1)-dimensional
subspace V ′ such that V ′ + τ(V ′) =
⊕n
k=1 Ck,λ1 . Otherwise if r < n − 1, Cr+2,λ1 is
a nontrivial subspace of dimension dr+2 ≥ 2, which must satisfy
r + dr+1 + dr+2 + 2(n− r − 2) ≤ 2n ⇔ dr+2 − 2 ≤ r − (dr+1 − 2).
Letting w1, . . . , wdr+2 be the Jordan basis for Cr+2,λ1 and recalling the convention
vr+2 = w1, we define udr+1 , . . . , udr+1+dr+2−4 as
udr+1 = vr+2 + wdr+2 , udr+1−1+j = vdr+1−3+j + wj , ∀j = 2, . . . , dr+2 − 1.
Then one verifies that
Span
(
{udr+1−1+j , τudr+1−1+j}
dr+2−1
j=1
)
=
(
dr+2−2⊕
k=1
Cdr+1−2+k,λ1
)⊕
Cr+2,λ1 ,
and in particular
Span
(
{uj, τuj}
dr+1+dr+2−2
j=1
)
=
(
dr+1+dr+2−4⊕
k=1
Ck,λ1
)⊕(
Cr+1,λ1
⊕
Cr+2,λ1
)
.
Continuing inductively like this we exhaust all higher-dimensional subspaces associ-
ated to λ1, and obtain V ′ = Span ({uj : j = 1, . . . ,
∑n
k=1 dk − n}) such that
V ′ + τ(V ′) =
(∑n−r
j=1
(dr+j−2)⊕
k=1
Ck,λ1
)⊕( n−r⊕
k=1
Cr+k,λ1
)
,
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with
∑n−r
j=1 (dr+j − 2) ≤ r. If equality is achieved, then s = 1 and we are done.
Otherwise, dim
⊕
k;i>1 Ck,λi = r −
∑n−r
j=1 (dr+j − 2) =: α and this is precisely the
number of 1-dimensional subspaces associated to λ1 that have not been used so far.
Letting ξ1, . . . , ξα be the union of all the Jordan basis of all Ck,λi for i > 1, we define
the remaining α basis vectors of V as un−α+j = vr−α+j + ξj , for j ∈ [α], and since
Span
(
{un−α+j, τ(un−α+j)}
α
j=1
)
=
(
α⊕
j=1
Cr−α+j,λ1
)⊕( ⊕
k;i>1
Ck,λi
)
,
the proof is complete.
We now use Lemma 1 to get a stronger statement for eigenspace dimensions less than
or equal to half of the ambient dimension.
Lemma 2. Let U be a vector space of dimension 2n. Let τ be an endomorphism of U
such that dimEτ,λ ≤ n for every eigenvalue λ of τ . Then there exists an n-dimensional
subspace V such that U = V ⊕ τ(V).
Proof. Let λ1, . . . , λs be the eigenvalues of τ and proceed by induction on n. For
n = 1 we have s ≤ 2 and dim Eτ,λi = 1, whence the claim follows from Lemma 1.
So let n > 1. If dimEτ,λi = n for some i, then we are done by Lemma 1. Hence
suppose throughout that dimEτ,λi < n, ∀i ∈ [s]. Since the induction hypothesis
applied on any 2(n − 1)-dimensional τ -invariant subspace S furnishes an (n − 1)-
dimensional subspace V ′ ⊂ S such that V ′ ⊕ τ(V ′) = S, our strategy is to suitably
select S so that for a 2-dimensional complement T there is a vector u ∈ T such that
Span(u, τ(u)) = T . Then we can take V = V ′ + Span(u).
If there are two 1-dimensional subspaces C1,λ1 , C1,λ2 spanned by v1, v2 respec-
tively, we let S =
⊕
(k,i) 6=(1,1),(1,2) Ck,λi and u = v1 + v2. So suppose that there
is at most one eigenvalue, say λ1, that possibly contributes 1-dimensional subspaces
Ck,λ1 for some k. In that case, there exist k
′, i′ such that d := dim Ck′,λi′ > 1. Let
w1, . . . , wd be a Jordan basis for Ck′,λi′ . Define the τ -invariant subspace C˜k,λi =
Span(w1, . . . , wd−2), which is taken to be the zero subspace if d = 2. Then we let
S =
(⊕
(k,i) 6=(k′,i′) Ck,λi
)⊕
C˜k,λi and u = wd.
We take one step further by allowing ambient dimensions larger than 2n.
Lemma 3. Let U be a vector space of dimensionm ≥ 2n. Let τ be an endomorphism
of U such that dimEτ,λ ≤ m − n for every eigenvalue λ of τ . Then there exists an
n-dimensional subspace V such that dim(V + τ(V)) = 2n.
Proof. Let U =
⊕
k,i Ck,λi be the decomposition of U into τ -cyclic subspaces. The
strategy of the proof is to find a 2n-dimensional τ -invariant subspace S ⊂ U for which
dimEτ |S ,λi ≤ n; then the claim will follow from Lemma 2. We obtain S by suitably
truncating the Ck,λi . We proceed by induction on µ = maxi dimEτ,λi . If µ = 1
then τ has m distinct eigenvalues and we may take S =
⊕2n
i=1 C1,λi . Suppose that
1 < µ ≤ n. If there is some Ck′,λi′ with d = dim Ck′,λi′ ≥ c, let w1, . . . , wd be a
Jordan basis for Ck′,λi′ and take S =
(⊕
(k,i) 6=(k′,i′) Ck,λi
)⊕
Span(w1, . . . , wd−c).
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Otherwise, let t > 1 be the smallest number of subspaces Ck1,λi1 , . . . , Ckt,λit for which
dim
⊕t
j=1 Ckj ,λij = c+ ℓ for some ℓ ≥ 0. Then by the minimality of t we must have
that dim Ck1,λi1 ≥ ℓ. Now replace Ck1,λi1 by an ℓ-dimensional τ -invariant subspace
C˜k1,λi1 obtained as the span of the first ℓ vectors of a Jordan basis of Ck1,λi1 , and take
S =
(⊕
(k,i) 6=(kj ,λij ), j∈[t]
Ck,λi
)⊕
C˜k1,λi1 .
Next, suppose that µ > n and we may assume that dimEτ,λ1 = µ = n + c1
with 0 < c1 ≤ c. We first treat the case c1 = c. In such a case dimEτ,λi ≤ n for
any i > 1. Let r be the number of 1-dimensional Ck,λ1 , say C1,λ1 , . . . , Cr,λ1 . Then
we must have that r + 2(n + c − r) ≤ 2n + c ⇔ c ≤ r and we can take S =(⊕n+c
k=c+1 Ck,λ1
)⊕(⊕
k;i>1 Ck,λi
)
. Next, suppose that c1 < c. If dim Ck,λi = 1
for every k, i, then there are n+c−c1 1-dimensional subspaces associated to eigenval-
ues other than λ1. In that case we can take S to be the sum of n subspaces associated to
λ1 and any other subspaces associated to eigenvalues different than λ1. If on the other
hand dim Ck,λi > 1 for some k, i, then we replace U by U1, the latter being the sum
of all cyclic subspaces with the exception that Ck,λi has been replaced by a τ -cyclic
subspace C˜k,λi ⊂ Ck,λi of dimension one less. Notice that this replacement does not
change µ. If c−1 = c1 or all cyclic subspaces of U1 are 1-dimensional, we are done by
proceeding as above. If on the other hand c−1 > c1 and there is a cyclic subspace C of
U1 of dimension larger than one, then replace U1 by U2, where the latter is the sum of
all τ -cyclic subspaces of U1 except the said subspace C, which is replaced by a τ -cyclic
subspace of C of dimension one less. Continuing inductively like this furnishes S.
We are now in a position to complete the proof of Proposition 2. Suppose first that
dimEτ,1 ≤ m−n. Then for any n-dimensional V we have dim(V+τ(V)) ≤ 2n, with
equality on an open set U1 which is not empty as per Lemma 3. Hence for every V ∈
U1 we have V ∩ τ(V) = 0, so that τ(v1) = v2 gives v2 = 0 and v1 ∈ ker(τ). Then on
a non-empty set U2 V does not intersect ker(τ) so that for every V ∈ U1∩U2 we must
have v1 = v2 = 0. Next, suppose that dimEτ,1 ≥ n. Working on a basis on which
the matrix representation of τ is in Jordan canonical form J ∈ Cm×m, the relation
τ(v1) = v2 can be written as JAξ1 = Aξ2, where A ∈ Cm×n is a matrix containing
in its columns the representation of a basis of V , and Aξi is the representation of vi.
Since dim Eτ,1 ≥ n, there are at least n Jordan blocks in J associated to eigenvalue
1, so that there are indices i1, . . . , in for which the ik row of J is the vector eik of all
zeros except a 1 at position ik. Letting Ai1,...,in ∈ C
n×n be the row submatrix of A
indexed by rows i1, . . . , in, we must haveAi1,...,inξ1 = Ai1,...,inξ2. Since V is general
Ai1,...,in is invertible whence ξ1 = ξ2, i.e., v1 = v2.
5. Proof of Theorem 2
We first need two lemmas.
Lemma 4. Let Π be an ℓ× ℓ permutation matrix consisting of a single cycle, and let Σ
be an ℓ×ℓ diagonal matrix with its diagonal entries taking values in {1,−1}. LetQ be
the ideal generated by the 2× 2 minors of the matrix [z ΣΠz] over the ℓ-dimensional
polynomial ring C[z] = C[z1, . . . , zℓ]. Then codimQ = ℓ− 1.
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Proof. Let σi ∈ {1,−1} be the ith diagonal element of Σ. Let Y ⊂ Cℓ be the variety
defined by the vanishing of all generators of Q. Since dimY = dimC[z]/Q, it is
enough to show that dimY = 1. Clearly, v ∈ Y if and only if v is an eigenvector of
ΣΠ. Hence Y is the union of the eigenspaces of ΣΠ, the latter being the irreducible
components of Y . Since the eigenvalues of ΣΠ are the ℓ distinct roots of the equation
xℓ = σ1 · · ·σℓ, ΣΠ is diagonalizable with ℓ distinct eigenvalues, i.e., each eigenspace
has dimension 1.
Lemma 5. Let Π be an m ×m permutation matrix consisting of c cycles, and let Σ
be an m ×m diagonal matrix with its diagonal entries taking values in {1,−1}. For
every i ∈ [c] let Ii ⊂ [m] be the indices that are cycled by cycle i. Let I¯ ⊂ [m] be such
that Ii 6⊂ I¯ for every i ∈ [c]. Let Q be the ideal generated by the 2 × 2 minors of the
row-submatrix Φ of [x ΣΠx] indexed by I¯ . Viewing Q as an ideal of the polynomial
ring over the indeterminates that appear in Φ, we have that codimQ = #I¯ − 1.
Proof. Let Φ = [x ΣΠx]I¯ be the said submatrix. Let k ∈ [c] be such that I¯ ∩ Ik 6= ∅.
Since Ik 6⊂ I¯ , we can partition I¯ ∩ Ik into subsets I¯kj for j ∈ [sk] for some sk, such
that each Φkj = [x ΣΠx]I¯kj has (up to a permutation of the rows) the form
Φkj =


xα σβxβ
xα+1 σαxα
...
...
xα+ℓ−2 σα+ℓ−3xα+ℓ−3
xγ σα+ℓ−2xα+ℓ−2

 ,
where the α, β, γ, ℓ, σ depend on k, j, with σ ∈ {1,−1} and xα, . . . , xα+ℓ−2, xβ , xγ
distinct variables appearing only in Φkj . Define s =
∑
k sk and let T be the (#I¯ + s)-
dimensional polynomial subring of C[x] = C[x1, . . . , xm] generated by the variables
that appear in the {Φkj}. Next, let C[y] = C[y1, . . . , y2(#I¯)] be a 2(#I¯)-dimensional
polynomial ring and let Ψ be a (#I¯)× 2 matrix with (i, j)th entry equal to y2(i−1)+j ,
where i = 1, . . . , (#I¯) and j = 1, 2. Let P ⊂ C[y] be the ideal generated by the 2× 2
minors of the matrix Ψ. Then it is well-known that dimC[y]/P = #I¯ + 1 [3]. Now,
there exist
∑
k,j(#I¯kj − 1) = #I¯ − s linear forms in C[y], say generating an ideal L,
such that T /Q ∼= C[y]/(P+L). Moreover, we may add s linear forms to L and obtain
an ideal L′ ⊃ L generated by #I¯ linear forms, such that C[y]/(P + L′) ∼= C[z]/Q′,
where C[z] = C[z1, . . . , z#I¯ ] is a #I¯-dimensional polynomial ring andQ
′ is the ideal
of C[z] generated by the 2 × 2 minors of the matrix [z Σ′Π′z], where Σ′ is a diagonal
matrix with diagonal entries in {1,−1} and Π′ a cycle of length #I¯ . Then Lemma
4 gives dimC[z]/Q′ = 1. Hence taking quotient of C[y]/P by the #I¯ linear forms
generating L′ reduces the dimension of the graded ring C[y]/P by #I¯ , which implies
that these linear forms form a regular sequence. As a consequence, the generators of L
also form a regular sequence, so that dimC[y]/(P +L) = dimC[y]/P − (#I¯ − s) =
s+ 1. Thus, codimQ = dim T − dim T /Q = (#I¯ + s)− (s+ 1) = #I¯ − 1.
Remark 2. If the matrix Σ in Lemma 5 is the identity, the ideal Q is the vanishing
ideal of an s-fold rational normal scroll Y
(s)
RNS [10]. Since such a variety is known to
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have affine dimension s+ 1, it follows directly that codimQ = dim T − dimY
(s)
RNS =
(#I¯+s)−(s+1) = #I¯−1. Our argument then reduces to yet another algebraic device
for computing the dimension of Y
(s)
RNS, which geometrically relies on specializing the
general determinantal variety to the union of the eigenspaces of a cyclic permutation
through a sequence of hyperplane sections of rational normal scrolls [5, 4].
Working with matrices, we let P1, P2 be the matrix representations of the coordi-
nate projections ρ1, ρ2, and Π1,Π2 the permutation matrices representing the permu-
tations π1, π2. Since (v, λ) is a generalized eigenpair of (P2P1Π1, P2Π2) if and only
if (Π2v, λ) is a generalized eigenpair of (P2P1Π1Π
−1
2 , P2), it is enough to show that
the dimension of the generalized eigenspace of the matrix pair (P2P1Π, P2) has the
required upper bound for any permutation Π. Now, if P2P1Πv = λP2v, then v lies
in the variety Y ⊂ Cm defined by the vanishing of all the 2 × 2 minors of the matrix
[P2x P2P1Πx], where C[x] = C[x1, . . . , xm] is the m-dimensional polynomial ring
over C. Contrary though to ordinary eigenspaces, there may be infinitely many gen-
eralized eigenvalues, so that the union of the eigenspaces Y ′ =
⋃
λ6=0,1 E(P2P1Π,P2),λ
need not be closed. Instead, since each E(P2P1Π,P2),λ is closed, it is enough to show
that Y ′ lies inside a subvariety Y ′′ of Y of dimension at mostm− ⌊rank(P2)/2⌋.
Suppose that v ∈ E(P2P1Π,P2),λ6=0,1, i.e., P2P1Πv = λP2v, for some λ 6= 0, 1. For
i = 1, 2, let Ii ⊂ [m] be the indices that correspond to im(Pi), and similarly Ki the
indices that correspond to ker(Pi). If i ∈ I2 ∩K1, then it is clear that vi must be zero,
because λ 6= 0. If π(i) ∈ I2 ∩ K1, then we must also have vπ(i) = 0 for the same
reason. If π(i) ∈ I2 ∩ I1, then again vπ(i) = 0 because we already have vi = 0 and
λ 6= 0. This domino effect either forces v to be zero in the entire orbit of i, or until an
index j in the orbit of i is reached such that π(j) ∈ K2 ∩K1. Let Idomino ⊂ I2 be the
coordinates of v that are forced to zero by the union of the domino effects for every
i ∈ I2 ∩K1. Clearly I2 \ Idomino ⊂ I2 ∩ I1. Let i ∈ I2 \ Idomino; if it so happens that
π(i) = i, then we must have that vi = 0 because λ 6= 1. Consequently the coordinates
of v that correspond to fixed points of π and lie in I2 \ Idomino must be zero. Letting
Ifixed ⊂ I2 \ Idomino be the set containing these indices, v must lie in the linear variety
defined by the vanishing of the coordinates indexed by Idomino ∪ Ifixed.
Next, let π¯1, . . . , π¯c′ be all the c
′ ≥ 0 cycles of π of length at least two that lie
entirely in I2 \ (Idomino ∪ Ifixed). Let Ci ⊂ [m] be the indices cycled by π¯i. Since
λ 6= 0, it is clear that vCi must be an eigenvector of π¯i, and so by Lemma 4 vCi
must lie in a codimension-(#Ci − 1) variety. Adding codimensions over i ∈ [c′],
and letting Icycles =
⋃
i∈[c′]Ci, we get that vIcycles must lie in a variety of codimension∑
i∈[c′](#Ci − 1). Moreover, we may assume that the set Iincomplete = I2 \ (Idomino ∪
Ifixed ∪ Icycles) does not contain any complete cycles, and if Iincomplete 6= ∅ Lemma 5
gives that vIincomplete must lie in a codimension-(#Iincomplete − 1) variety.
Let Ydomino,Yfixed,Ycycles,Yincomplete be the varieties defined by the vanishing of the
coordinates in Idomino, the vanishing of the coordinates in Ifixed, as well as the vanishing
of the 2 × 2 minors of the matrix [x Πx] indexed by Icycles and Iincomplete respectively.
Noting that these varieties are all associated with disjoint polynomial rings and that
#Idomino+#Ifixed+#Icycles+#Iincomplete = #I2, the above analysis gives that v must
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lie in a variety Y ′′ = Ydomino × Yfixed × Ycycles × Yincomplete so that
codimY ′′ ≥ #Idomino +#Ifixed +
∑
i∈[c′]
(#Ci − 1) + max{#Iincomplete − 1, 0}
= #I2 − c
′ −#Iincomplete +max{#Iincomplete − 1, 0}.
If Iincomplete = ∅, then codimY ′′ ≥ #I2 − c′. Since c′ ≤ #I2/2, we have that
codimY ≥ #I2/2 ≥ ⌊#I2/2⌋. If on the other hand Iincomplete 6= ∅, then c′ ≤
⌊(#I2 − 1)/2⌋, so that codimY ′′ ≥ #I2 − ⌊(#I2 − 1)/2⌋ − 1 ≥ ⌊#I2/2⌋, with
the last inequality separately verified for#I2 odd or even.
6. Proof of Corollary 1
If ρ1 ∈ Rn and ρ2 ∈ R2n, then the claim is a direct corollary of Theorems 1
and 2. Otherwise, a similar set of arguments as in the proof of Theorem 2 establishes
that dim U¯ρ2ρ1π1,ρ2π2 ≤ m−⌊rank(ρ2)/2⌋, where now U¯ρ2ρ1π1,ρ2π2 = Uρ2ρ1π1,ρ2π2 \
ker(ρτ1+τ2). Moreover, an identical argument as in the end of the proof of Proposition
2, shows that we can reformulate that proposition as follows: “Let U be a vector space
of dimension m ≥ 2n and τ such that dimEτ,λ6=1,−1 ≤ m − n. Then the following
is true for a general n-dimensional subspace V : if τ(v1) = v2 with v1, v2 ∈ V , then
either v1 = v2 or v1 = −v2.” Combining everything together establishes the claim.
7. Proof of Proposition 1
Let V ∈ Cm×n be a basis of V . If τ1(v1) = τ2(v2) then τ2(v2) ∈ τ1(V) and
so rank([T1V T2V ξ]) ≤ n for ξ ∈ Cn with v2 = V ξ. We show that for gen-
eral V , ξ this can not happen unless τ1 = τ2, in which case v1 − v2 ∈ ker(τ1) and
so v1 = v2 for every V ∈ U, where U is the open set of subspaces that do not
intersect ker(τ1). Suppose τ1 6= τ2. We show that there are non-empty open sets
U,U of Gr(n,m),Cn respectively, such that for any V = Span(V ) ∈ U and any
ξ ∈ U , rank([T1V T2V ξ]) = n + 1. This condition is indeed true on an open set of
Gr(n,m)×Cn defined by the complement of the vanishing locus of all (n+1)×(n+1)
minors of [T1V T2V ξ]. We exhibit v,V , that lie inside that set. Since τ1 6= λτ2 for all
λ ∈ C, there exists some v ∈ Cm such that τ1(v), τ2(v) are linearly independent. Let
W = Span
(
τ1(v), τ2(v)
)
. Since rank(τ1) ≥ n+1, any complement C ofW∩ im(τ1)
in im(τ1) has dimension at least n− 1. Let C1 be a subspace of C of dimension n− 1.
Let V1 be a subspace of τ
−1
1 (C1) of dimension n− 1 such that C1 = τ1(V1). Then for
V = V1 + Span(v) we have dim
(
τ1(V) + τ2(v)
)
= n+ 1.
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