Abstract-The MPEG standard is the most popular technique in video and audio encoding, thanks to its high compression ratio and flexibility. However, when MPEG encoding is used to transmit video information, one intrinsic drawback is its high burstiness. To overcome this problem and to obtain a shaped bit rate at the output of the encoding system, a large number of solutions have been proposed, which implement encoding control schemes based mainly on the on-line adjusting of the encoder quantizer level through the quantization parameter. However, the choice of the feedback law still constitutes a challenge to make MPEG encoding suitable for transmission over the forthcoming guaranteed service network scenarios, where a negotiated bandwidth profile is available for video transmission.
I. INTRODUCTION

I
N THE last few decades, progress in the field of digital techniques has led to the development of a variety of multimedia applications, like high-definition television (HDTV), digital video communications, CD-ROM and digital video disk recording, multimedia computing, and networking. In this context, the MPEG encoding standard [1] - [5] has played a key role, becoming the most popular technique in video encoding. The reason for this is the high compression ratio obtained and the Manuscript received November 16, 2000 ; revised August 12, 2001 . This paper was recommended by Associate Editor S. U. Lee. The authors are with the Istituto di Informatica e Telecomunicazioni, Università di Catania, 95125 Catania, Italy (e-mail: acernuto@iit.unict.it; fcoci@iit.unict.it; lombardo@iit.unict.it; schembra@iit.unict.it; cernutoanto@yahoo.com; Francesco.Cociman@italtel.it).
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flexibility provided by the standard, which makes it possible to choose the ratio between the resulting image quality and the generated bit rate. However, one intrinsic drawback in MPEG encoding is the high burstiness due to the presence of three different encoding modes within a GoP: the intra-frame encoding mode ( frames), the predictive encoding mode ( frames), and the bi-directional encoding mode ( frames). To overcome this problem, a large number of solutions have been proposed in the literature [6] - [10] , all based on some kind of rate control at the output of the encoder. Most encoder control schemes are based on the on-line adjusting of the encoder quantization level through a feedback on the quantizer scale parameter ( ) [11] - [13] . Feedback signals usually take into account the state of either an output buffer, or a counter which is incremented by the number of packets emitted by the MPEG encoder and decreased by a constant number of packets at each frame interval. However, for encoders with multiple picture types like MPEG, simple counter/buffer control is not sufficient because of the different amount of bits to be assigned to frames of different kinds. For this reason, a solution widely accepted today is the use of a feedback law depending on both the actual counter/buffer state and the activity level of the frame to be encoded in order to estimate the rates produced by the encoding algorithm by means of each potential [14] . At the same time, the availability of high bandwidth in wired and wireless networks is increasing the need for the deployment of distributed MPEG video services in the near future [15] , [16] . The service paradigms provided by these new network scenarios are today a challenging task for coding-system designers and, in particular, for the choice of the feedback law to be used in these systems. As an example, the Internet guaranteed services framework [17] supported by the Internet Engineering Task Force will allow high quality video to be successfully delivered provided that the MPEG encoder is enforced to match the negotiated traffic profile; analogously, in the wireless environment UMTS [18] is expected to support adaptive rate video besides the multirate (AMR) audio sources [19] , [20] . In this context, the availability of a flexible tool which allows designers to study the most effective feedback law for transmitting MPEG video is an urgent task approached up to now in the literature by using simulations only. The target of this paper is to define an analytical framework for the design of feedback laws to be used in an MPEG encoder when a shaped traffic is to be provided, while maintaining an acceptable image quality. The analytical framework takes into account both the counter/buffer state and the activity level of the frame to be encoded. In order to maintain the analytical tractability of the model, in this paper we address an MPEG encoder where the whole frame is encoded by using the same value: where different values are used to encode the macroblocks in the frame, the used in the model is to be regarded as the average value used in that frame.
The analytical paradigm proposed in this paper is derived in two main steps. First we model the output flow of the noncontrolled MPEG encoder. Then we model the rate-controlled MPEG encoder as a queuing system whose arrival process consists of the previous model modulated by the feedback law to be studied.
To derive the above MPEG models, in Section II we introduce a statistical analysis of MPEG traces, aimed at characterizing both the activity of an MPEG sequence, the relationships binding the sequence activity and the encoder emissions, and the relationships binding the encoder emissions and the picture distortion. Then, in Section III, the noncontrolled MPEG encoder output is modeled as a switched batch Bernoulli process (SBBP) [21] , [22] , following an approach similar to the one introduced by the authors in [23] - [27] . Then, in the same section, the rate-controlled MPEG encoder output is modeled as an SBBP queuing system. Section IV describes how the analytical framework is used to evaluate the performance of a rate-controlled MPEG encoder output in terms of the distortion introduced by the quantization mechanism and output-rate statistics. Section V considers four different feedback laws as examples, and applies the proposed analytical framework to compare their performances. Finally, the authors' conclusions are drawn in Section VI.
II. MPEG STATISTICAL ANALYSIS
An MPEG encoder generates a pseudo-periodic emission process depending on the activity, the frame encoding mode ( , , or ), and the used to encode the current frame. This emission process can be described by the activity process and the activity/emission relationships. The activity process only depends on the peculiarities of the scene being encoded; the activity/emission relationships represent the number of bits resulting from the encoding of a picture characterized by a given activity, and therefore depend on both the frame-encoding mode and the used to encode each frame. Of course, the used determines the distortion introduced by the encoder;
for this reason, in this section we also address the emission/distortion relationships; i.e., the relationships binding, for each encoding mode and for each , the number of bits emitted and the distortion introduced.
We analyzed the statistical characteristics of one hour of MPEG video sequences of the movie "The Silence of the Lambs." To encode this movie, we used a frame rate of fps, and a frame size of macroblocks. The GoP structure IBBPBB was used, selecting a ratio of total frames to intraframes of , and the distance between two successive frames or between the last -frame in the GoP and the frame in the next GoP as . The same analysis was carried out for many other sequences and different GoP structures, and similar results were obtained. So we will limit our discussion to the sequence "The Silence of Lambs" with the aforementioned characteristics.
Referring to this sequence, first we study its activity process (Section II-A), then the dependence of the emission process on the activity process (Section II-B), and finally the distortion introduced by quantization for different values (Section II-C).
A. Characterization of the Activity Process
According to the MPEG standard, three elements are considered to encode a movie sequence: luminance , chrominance , and chrominance . However, as luminance is the most relevant component characterizing the perceived quality, the activity of a video sequence is usually characterized using the luminance of each frame only [28] . The activity of the macroblock in the frame , , is defined as the variance of the four luminance blocks within this macroblock. So we can define the frame activity process, indicated here as the activity process, as the discrete-time process obtained as the average value of the activities, , in the macroblocks within the frame , that is (1) where is the number of macroblocks making up a frame. Fig. 1(a) shows the activity process of some of the movie sequences considered in this paper. In order to represent the activity process statistically, we measured its first-and secondorder statistics in terms of the probability density function (pdf) and normalized autocovariance function, respectively. They are defined as follows:
where and are the mean and maximum values of the activity process. The functions and for the movie being considered are shown in Fig. 1(b) and (c), respectively. As regards the first-order statistics, in [29] it was demonstrated that the Gamma function is a good approximation of the pdf.
As far as the second-order statistics are concerned, from Fig. 1(c) we can observe that the decreasing trend of the normalized autocovariance function curve can be approximated by a linear combination of exponential functions [23] - [27] , that is (4) where is the width of the interval in which we want to fit the measured normalized autocovariance function and is the number of exponential terms needed to minimize an approximation error function defined as (5) The terms and in (6) are two arrays containing the coefficients used to fit the normalized autocovariance function of the activity process of a particular MPEG trace, and therefore, they characterize the second-order statistics of this process.
In order to calculate these coefficients for the sequence we are considering, we can use a genetic algorithm [30] , which is a nondeterministic algorithm inspired by Darwin's theory of evolution, minimizing the error function against the number of exponential terms. In all the cases we tested, we obtained a negligible error with only exponential terms fitting the short-and long-range behavior, respectively [27] .
B. Characterization of the Activity/Emission Relationships
The MPEG emission process is modulated by the activity process described in the previous section. Moreover, while the activity process does not depend on the encoding mode and the value used, the emission process does. In particular, the emission process depends on the GoP structure. In this section, we will characterize the dependence of the emission process on the activity process when given and values characterize the encoding mode evolution, and a fixed value is used. As an example, we have used , , and . Let us indicate the overall emission process encoded with a fixed as , and let us decompose it into different emission processes, one for each frame in the GoP, , where indicates the frame position in the GoP, and a generic GoP. Of course, we have (6) For example, in the case of and , will refer to an -frame if , a -frame if and a -frame if . Given that frames of the same kind in the same GoP in any MPEG sequence have very close statistical parameters [26] , [27] , in what follows, unless specified otherwise, we will only consider three emission processes: the -frame emission process for , the -frame emission process for , and the -frame emission process for . Moreover, in the following sections. we will define , and as the mean value of the -, -, and -frame emission processes, and , and as the variance of the same processes. Now, for each encoding mode , we define the activity/emission relationships when a fixed is used, as the distribution of the sizes of the frames of this encoding mode once the activity of the same frame is given (7) As demonstrated in [23] and [27] , these functions can also be well approximated by Gamma distributions (8) where , and , are the so-called "shape" and "scale" parameters of the GAMMA functions for each frame encoding mode . So we can say that, for each activity and for a given , the activity/emission relationships can be exhaustively described by the mean value and variance of the -, -and -frame emission processes, indicated here as and , respectively. Fig. 2 shows the terms and as functions of the activity values. In this figure, we can observe that the mean values present a quite linear and increasing law, while the variances follow a parabolic law. So we can approximate these functions by means of the following functions:
Finally, we can state that the coefficients of these functions completely characterize the activity/emission relationships for a given . They are given in Table I for the movie we are focusing on when . In order to analyze how the value influences the statistical parameters characterizing the frame process, in Fig. 3 we have plotted the curves defined in (9) for all the values . In this figure, as expected, we can observe that the slope of the curves increases when decreases. 
C. Characterization of the Emission/Distortion Relationships
Distortion introduced by quantization is one of the most important aspects of video encoding. When the is varied during the encoding process to shape the encoder output rate, the quantization distortion is not constant: the higher the values, the greater the quantization distortion. The distortion can be represented by the peak signal-to-noise ratio (PSNR) process, defined as follows: (10) where is the number of bits assigned to a pixel, and is the mean square error caused by quantization of the frame . Fig. 4 shows the rate-distortion curves, , and for each frame encoding mode , measured from the considered movie, when a fixed is used during its encoding. More specifically, Fig. 4(a) shows the rate curves , defined as the average value of the emission process versus the value . Fig. 4 (b) shows the distortion curves , defined as the average value of the process versus the value, . Finally, Fig. 4 (c) links the rate and distortion curves shown in Fig. 4 (a) and (b) by plotting the function representing the average number of bits emitted for each frame in order to obtain a given average value of the process . Any pair of these curves completely characterizes the distortion introduced by quantization.
III. SYSTEM DESCRIPTION AND MODELING
The target of this section is to derive a discrete-time analytical model of a rate-controlled MPEG video encoding system. To this purpose, the slot duration is taken as being equal to the frame interval duration, that is, . In an MPEG encoder, a video stream is first encoded with a that varies according to the feedback provided by a rate controller, and then packetized in a packetizer according to the packet format imposed by the network. In order to shape the output rate, the rate controller monitors both the activity of the frame which is being encoded, its encoding mode, and the number of packets used to encode the previous frames. To achieve the latter, the rate controller monitors either the state of a counter, when packets are directly sent to the network as in Fig. 5(a) , or the state of a buffer when the packet emission rate is smoothed before entering the network, as in Fig. 5(b) . Of course, the output rate of the counter-based system is more bursty than that of the buffer-based system.
The rate controller works according to a feedback law designed so as to obtain a given target. The target can be, for example, to encode each frame with the same average number of packets ( ) or obtain a constant average number of packets per GoP ( ). Other targets can be that the PSNR should be as constant as possible, or as high as possible.
Although our approach can be used to model both systems in Fig. 5 , in the following sections we will focus on the system described in Fig. 5 (a). In the system in Fig. 5(a) , the counter unit is incremented at each slot by the number of packets emitted by the MPEG encoder, and decreased by a number of packets according to the target pursued (for example, when the target is to encode each frame with the same average number of packets, ). The value of the counter at each slot represents the credit/debt the encoding system has with respect to the desired target. It therefore assumes positive values, i.e., registers a debit when the encoder emits too many packets with respect to the desired target, or assumes negative values, i.e., registers a credit, when the encoder emits too few packets with respect to the desired target. Too high positive or negative counter values allow very large windows to memorize the encoder emission history, but they may cause high output-rate burstiness; we therefore bound counter values in a range : when the counter takes values over or below packets, it is truncated to or , respectively. Let us stress that this occurrence does not imply any loss for the MPEG sequence. In the system in Fig. 5(b) , on the contrary, packet losses may occur since a real buffer is used instead of the counter.
As a first step, in Section III-B we model the noncontrolled MPEG encoder output as SBBP [21] , [22] . Then, the rate-controlled MPEG encoder is modeled as an SBBP queuing system in Section III-C, where is the range of the counter state. For the sake of completeness, Section III-A provides a brief outline of SBBP processes.
A. SBBP
An SBBP is a discrete-time emission process modulated by an underlying Markov chain. Each state of the Markov chain is characterized by an emission pdf: the SBBP emits data units according to the pdf of the current state of the underlying Markov chain. Therefore, an SBBP is fully described by the state space of the underlying Markov chain and the parameter set , where is the transition probability matrix of the underlying Markov chain, and is the emission probability matrix whose rows contain the emission pdfs for each state of the underlying Markov chain. If we indicate the state of the underlying Markov chain in the generic slot as , the generic elements of the matrices and are defined as follows: (11) (12) where is the maximum number of data units the SBBP can emit in one slot. From , we can obtain the steady-state probability array of the underlying Markov chain of the SBBP , , by solving the following linear system:
It can easily be demonstrated (see for example [31] and [32] ) that the autocorrelation function of the above SBBP can be expressed as (14) where the symbol " " indicates the element-by-element product, denotes the transposition operator, and is the row array containing the mean value of the arrival process in each state, whose generic element is defined as (15) Through the spectral decomposition of in (14), we obtain that the autocorrelation function of an SBBP is the sum of a constant term, equal to the square of the mean value of , and a number of exponential terms (where is no greater than the cardinality of ), that is (16) where the terms are the eigenvalues of [31] , [32] . Finally, the normalized autocovariance function of is simply the sum of the exponential terms, divided by its maximum value (17) Below, we will introduce an extension of the meaning of the SBBP to model not only an emission process, but also the activity process which characterizes the video sequence. In the latter case, we will indicate it as an activity SBBP, and its matrix as the activity probability matrix.
B. Non-Controlled Encoder Model
Before modeling the rate-controlled MPEG video encoder, in this section we propose an algorithm to obtain an SBBP process , modeling the output emission process of the noncontrolled MPEG encoder using a given . On the basis of what was said in Section II, the model has to capture two different components: the activity process behavior and the activity/emission relationships. More specifically, after identifying a set of possible activity states , each representing a possible level of scene activity, both the transitions between the activity states, and the transitions between one frame and the successive one within a GoP, have to be modeled simultaneously. We will obtain the model of the noncontrolled MPEG video encoder in three steps.
1) Derivation of an activity SBBP,
, modeling the activity process of the movie (Section III-B-1); of course, will be independent of both the particular GoP structure and the used during encoding; 2) Derivation of the SBBP , modeling the whole measured MPEG emission process, (Section III-B-2); the SBBP will be obtained by calculating first its underlying Markov chain from the underlying Markov chain of the activity SBBP , and then its emission process from the activity/emission relationships defined in (9). 3) Derivation of the SBBP at the packetizer output (Section III-B-3).
1) First
Step-Model of the Video Sequence Activity: The desired activity SBBP, , has to fit the first-and second-order statistics, and , of the activity process . Determination of the activity SBBP represents a modified version of the so-called inverse eigenvalue problem. This problem was solved in [32] for an emission process. Here, we use the above solution to synthesize an activity process. We follow two successive sub-steps: first we obtain the underlying Markov chain of in order to match the normalized autocovariance function , and then we assign an activity pdf to each state of the underlying Markov chain, in such a way that the whole activity pdf is equal to the target one, . Table II, we  chose , and therefore , because the use of more exponential terms produces no tangible improvement. The resulting activity SBBP is shown in Fig. 6 . In this figure, the terms represent the elements of the transition probability matrix . Let us note that the activity levels described by the above four states correspond to the four values low, medium, high, and very high, defined in [6] . The transition probability matrix, the mean value, and the autocovariance function of are given by (20) (21) (22) It can easily be demonstrated (see, for example, [31] and [32] ) that the mean value of is (23) and its normalized autocovariance function is (24) where (25) Now, for the activity SBBP to have the measured mean value and a normalized autocovariance function which approximates by minimizing the error function in (5), we have to impose .
Therefore, from (23) and (25), the parameters to be determined for each process have to satisfy the following relationships: (27) In order to derive the parameters which characterize each process , we have to add the following constraints to (27) : (28) Let us note that the system in (27) and (28) has more than one solution, but all the solutions give an underlying Markov chain with the second-order statistics as in the activity process , except for the error introduced in (5). Therefore, we can accept any of them.
The target of the second sub-step is to find the activity probability matrix for each activity state of the underlying Markov chain of . It is defined as follows. When the underlying Markov chain is in the state representing the activity level , the activity process assumes values according to the probabilities in the th row of the activity probability matrix . The generic term of this matrix ( ) is such that (29) where maximum activity value;
-steady-state probability of the state of the underlying Markov chain of the process obtainable from as in (13) Here again, the system in (29) may have more than one solution. In order to solve it, we use an algorithm with successive approximation, based on a genetic algorithm, with the following initial conditions:
if is the activity value of nearest to otherwise. (32) As demonstrated in [33] - [35] , any solution obtained with the above algorithm, that is, any SBBP resulting from the two sub-steps solves the above-mentioned inverse eigenvalue problem, given that it is able to capture both the first-and the second-order statistics of the process .
2) Second
Step-Model of the Non-Controlled MPEG Encoder Output: Once the activity SBBP modeling the activity process has been obtained, we can derive the SBBP modeling the noncontrolled MPEG emission process when the is used. To this end, let us define the state of the underlying Markov chain of as a double process , where is the state of the underlying Markov chain of , and is the frame position in the GoP at the slot . Let us note that we have used instead of because the underlying Markov chain of is independent of . For the same reason, below we will indicate its transition probability matrix as instead of . To calculate the above matrix, let us note that the admissible transitions are only between two states such that the frame at the time slot , , is the one in the GoP following the frame . Thus, the transition probability from the state to the state , with , , and , , is if or and otherwise.
(33) The resulting Markov chain underlying is shown in Fig. 7 . As far as the emission probability matrix is concerned, its generic element depends on the frame-encoding mode, the frame activity, and the used. Once the has been fixed, this matrix can be obtained from the activity/emission relationships. In fact, the probability of using bits to encode the frame when the state of the underlying Markov chain of the activity process is and the is used, is
where , , and are the functions introduced in (8) to characterize the activity/emission relationships, while is the probability that the activity is when the activity level is , and has been obtained in Section III-B-1. The set defines the SBBP emission process modeling the output flow of the noncontrolled MPEG encoder, when this uses a fixed .
3) Model of the Packetized Output Flow:
The objective of the packetizer in Fig. 5 is to pack the bits emitted by the MPEG encoder to obtain packets to be transmitted according to the format imposed by the network. In this framework, we will assume packets of a fixed size, as standardized in ATM transmissions, and often used in transmissions of real-time application flows over the UDP/IP protocol suite.
Let us denote the packet payload size available to transmit information, expressed in bits, as . The arrival process , representing the number of bits emitted per slot, can easily be transformed into an arrival process , expressed in packets emitted per slot. In fact, the parameter set of the latter process can be derived as follows:
In (36) , is the maximum number of packets needed to encode one frame and is given by , where is the smallest integer not less than .
C. Rate-Controlled Encoder Model
As stated at the beginning of Section III, the rate-controlled encoding system pursues a given target by implementing a feedback law in the rate controller. More specifically, the rate controller measures the activity level of the frame which is being encoded and, according to both the frame position in the GoP ( ), the counter state ( ), and the rate-distortion curves, it decides the value to be used to quantize the current frame through the feedback law . We model the rate-controlled encoder shown in Fig. 5(a) as a virtual queuing system , where the queue represents the counter and, therefore, its length can assume both positive and negative values. This queue is fed by the packets emitted by the MPEG encoder and is served with a rate of packets/slot, according to the defined target. We assume a late arrival system with immediate access time diagram [36] : packets arrive in batches, and a batch of packets can enter the service facility if it is free, with the possibility of them being ejected almost instantaneously. Note that in this model, a packet service time is counted as the number of slot boundaries from the point of entry to the service facility up to the packet departure point. Therefore, even though we allow the arriving packet to be ejected almost instantaneously, its service time is counted as 1, not 0. When a given target is to be pursued, the serving rate may not be expressed in packets/slot, but in bits/slot or in bytes/slot; in these cases, when we convert it into packets/slot, we may obtain a service rate that is not an integer. In order to model this occurrence, we define the service facility serving in each slot is either packets with a probability of , or packets with a probability of , where we have indicated the largest integer not greater than as . We will indicate the packet emission process of as . A complete description of at the th slot requires a 2-D state , where is the counter state in the th slot, i.e., the number of packets in the virtual queue and in the service facility at the observation instant, and is the state of the underlying Markov chain of . Let us note that the underlying Markov chain of does not depend on the used, and therefore coincides with that of , . Due to the late arrival system with immediate access assumption, each observation instant is preceded by departures. Therefore, the counter state will never be seen at its maximum value at the observation instants and, as a consequence, we have . Now, in order to obtain the state transition probability matrix characterizing the system behavior , let us consider two generic states of the system as and . We first apply the algorithm introduced in Section III-B to obtain an SBBP emission process of the noncontrolled MPEG encoder for each . So we have a set of parameter sets , one for each value of . Then we characterize the emission process of the rate-controlled MPEG video encoder through a set of matrices , , each representing the transition probability matrix including the probability of packets being emitted when the counter state is and the is . Its generic element can be obtained from the above parameter sets , taking into account that the is chosen by the rate controller according to the feedback function . We therefore have (37) where is the chosen when the frame to be encoded is the th in the GoP, its activity is , and the counter state before encoding this frame is . Thus, the generic element of the transition matrix of the MPEG encoder system is as shown in (38), at the bottom of the next page, where is a null matrix if or . Once the matrix is known, we can calculate the steady-state probability array of the system as the solution of the following linear system: (39) where is a column array all of whose elements are equal to 1, and is the steady-state probability array, whose generic element is the array containing the steady-state probabilities of the underlying Markov chain of the process when the counter state is , that is, the generic term of is (40) It may be difficult to solve (39) directly, since the number of states grows explosively as the counter range increases. Nevertheless, many algorithms [37] , [38] enable us to calculate the array maintaining a linear dependency on the counter range.
Finally, from (40), we can calculate the mean value of the counter state immediately before encoding the frame (41) IV. PERFORMANCE EVALUATION In this section, we use the paradigm introduced so far to provide designers with the capability of evaluating the effectiveness of an addressed feedback law. For this purpose, in the following, we introduce how to compute the quantization distortion statistics and the output process statistics of the rate-controlled MPEG encoder. These statistics will be analytically evaluated in Sections IV-A and IV-B, respectively.
A. Quantization Distortion
The target of this section is to evaluate both the static and time-variant statistics of the quantization distortion, represented here by the process . To this end, let us quantize the distortion curves with different levels of distortion, , each representing an interval of distortion values where the quality perceived by users can be considered as constant. As an example, for the movie "The Silence of the Lambs," from a subjective analysis obtained with 300 test subjects, the following levels of distortion were envisaged: dB, dB, dB, dB, and dB. One frame for each of the above distortion levels is represented in Fig. 8 .
Let such that , for each , be the range providing a distortion belonging to the th level for a frame of the kind . Of course, by so doing we are assuming that a variation in within the generic interval does not cause any appreciable distortion. From the distortion curves in Fig. 4(b) , we can calculate the following ranges corresponding to the above distortion intervals , for each : • for the frames: ; • for the frames: ; • for the frames: . As in Section III-C, let be the feedback law, linking the counter state , the activity level
, and the position of the frame in the GoP to be encoded , to the to be used. Moreover, for each and , let such that be the range of values of the counter state for which the encoder chooses values belonging to the level . It follows, by definition, that a variation of the counter state within does not cause any appreciable distortion variation.
So, we can now calculate the probability that the value of the process is in the generic interval , , and the pdf of the duration of the time the process remains in the generic interval without interruption, . They are defined as (42) and as (43), shown at the bottom of the page. The term in (42) is the probability that the value of the process is in the generic interval for the th frame in the GoP. It can be calculated from the system steady-state array obtained in (39) as follows:
From (44), we can also obtain the probability that the value of the process is in the generic interval for each kind of frame (45) where represents the number of elements in the set of frames . In order to calculate the pdf in (43), let us indicate the matrix containing the one-slot transition probabilities for the system state toward states in which the distortion level is as . It can be obtained from the transition probability matrix of the system, , as follows:
From (46), the pdf can be calculated as follows [39] :
where is the steady-state probability array in the first slot of a period in which the distortion level is . It can be calculated as follows: (48) where is the steady-state probability array in a generic slot in which the distortion level is other than . It can be obtained as follows: (49) At this point we have calculated the pdf of the random variable . Now its mean value can be obtained as follows:
(50)
B. Output-Rate Statistics
The target of this section is to calculate the statistics of the whole output process . The pdf of the output process is defined as follows: (51) where is the pdf of the number of packets used to encode the frame in the GoP. From the steady-state solution of the equation system in (39) , and applying the theorem of total probability, it can be obtained as follows: where . Now, from the pdf , the average value and variance of can also be easily derived as follows:
In the same way, the mean sizes of each frame in the GoP can be obtained from in (52).
V. NUMERICAL RESULTS
In this section, we apply the analytical paradigm introduced in the paper to the encoding of the movie "The Silence of the Lambs" which was studied in Section II.
In order to assess our paradigm, first we compare the performance obtained by using the model presented in the previous sections and the measured performance of a real MPEG encoder [40] . We assume, of course, the same rate-controller target in both the model and the real encoder. In particular, we address the target of achieving the same number of packets for each encoded frame, on average, in order to minimize the burstiness of the traffic sent over the network. So, if we indicate the per-frame target, expressed in packets per slot, as , the has to be chosen according to the following law: minimum such that:
where is the expected number of packets used to encode the th frame in the GoP, when the used is and the activity state is . It can be calculated as follows:
The counter will be decreased by for each frame interval, and incremented by the number of packets actually used for encoding in the same interval. Thanks to this counter, it is possible to take into account the packet debit/credit , resulting from the encoding of the previous frames.
We assume that the encoded video stream obtained will be transmitted on the Internet, and for this reason we will use packets of 576 bytes, comprising 548 bytes of payload at the UDP layer, 8 bytes of UDP header, and 20 bytes of IP header. Moreover, we use the counter state range . Fig. 9 shows the pdfs of the qsp, the average encoder output rate, and the PSNR level, calculated both with the real MPEG encoder and the analytical model proposed in the paper. The accuracy of our model has been evaluated with a Q-Q plot [41] in Fig. 10 . Now we will use the analytical paradigm to evaluate the effects of different feedback laws. In particular, we will analyze the behavior of the MPEG encoder when the following feedback laws are used.
1) The feedback law introduced in (54), whose target is to obtain a constant number of packets per frame, , from the encoder. 2) The feedback law whose target is to obtain a constant number of packets per GoP, , leaving the number of packets for encoding each frame in the GoP variable in order to pursue a constant distortion level within the GoP. In this case, the is chosen as in (56), shown at the bottom of the page, where is the PSNR of the th frame when it is encoded by using ; is the expected number of packets used to encode the th frame in the GoP, when the used is and the activity state is .
can be calculated as in (55); and is the number of packets still available to encode the th and the remaining frames of the GoP that will be distributed to maintain the same distortion level in the GoP. Given that, by this law, the counter is decreased by for each frame interval, and incremented by the number of packets actually used by the encoder in the same interval, we have (57) Let us note that, thanks to the counter, the above feedback law takes into account the packet debit/credit resulting from both the previous GoP and the previous frames in the same GoP.
In addition to the above feedback laws, we will consider two other laws obtained from them when the dependence on the state of the counter is not taken into account. These laws only take into account the activity level of the frame to be encoded, and therefore can be considered as memoryless.
Summarizing, the four feedback laws we address are: 1) per-frame target with counter memory (MF), defined in (54); 2) memoryless per-frame target (MLF), defined by (54) when ; 3) per-GoP target with counter memory (MG), defined in (56); 4) memoryless per-GoP target (MLG), defined in (56) when . The above feedback laws are evaluated versus the per-frame target and the per-GOP target. In order to make the comparison consistent, we will take , and we will refer to as the used target, that is:
• [packets/slot] when we discuss either the MF or MLF feedback law; • [packets/slot] when we discuss either the MG or MLG feedback law. Fig. 11(a) shows the average qsp versus the target value. In this figure, a value of is obtained for packet/slot, and when the target is greater than 35 packets/slot. Therefore the main effects of application of the feedback laws are to be expected in the interval between packet/slot and packets/slot, whichever feedback law is used. This is due to the fact that the average emission rate of the noncontrolled MPEG encoder is 35.8 packets/slot. Moreover, Fig. 11(b) shows the qsp variance; again, the variance is close to zero when packets/slot, regardless of which feedback law is used. The average PSNR level versus the target value presented in Fig. 12(a) shows a trend mirroring the average trend, as expected. From this figure, we note that the MLG law presents the best PSNR level. The MLG law, in fact, works better than memory-based laws, i.e., MF and MG, because the encoder is not affected by the debits the counter registers when low target values are applied. At the same time, MLG works better than MLF because it distributes the packets to all the frames in the GoP in order to pursue a PSNR as higher as possible. Both MLF and MG, however, present a very fast improvement when increases; MF, on the other hand, needs higher targets to get good PSNR performance. For example, MLF and MG provide an average PSNR level close to 5 when packets/slot, while MF needs packets/slot to achieve the same PSNR level. minimum such that: Besides the PSNR performance of the whole sequence, we calculated the average PSNR level for each kind of frame. These are shown in Fig. 12(b)-(d) . Observing these figures, where PSNR curves for frames are shown, we can note that the PSNR performance of MF is mainly due to the low PSNR of both frames and frames, especially in the range packets/slot. In addition, let us note that, although we can observe in Fig. 12(b) that MLF causes a lower PSNR for frames than the GoP-based laws, MLF compensates for this drawback in frames, whose encoding provides the best PSNR level.
In order to account for MF's poorer performance with respect to the other laws, we have calculated the average value of the counter state immediately before encoding each frame in the GoP, calculated according to (41) , for both the two memory-based laws, MF and MG. In particular, in Fig. 13 the state of the counter immediately before encoding -frames is shown. In this figure positive average counter state values demonstrate that the frame is encoded with counter debits, whereas negative values demonstrate that the frame is encoded with counter credits. We can see that, for target values lower than 15 packets/slot, frames experience positive values of the counter when MF is used, and therefore the encoder is forced to use a lower number of packets than for their encoding. The same figure shows the counter values for MG; however, this debt is fairly distributed among all the frames in the GoP in the MG law. For this reason, the number of packets assigned to frames, and therefore the average PSNR, is lower in the MF case than in the MG case. Fig. 14 shows the PSNR level variance. As the average PSNR level, the MF law presents the worst performance, the MLG the best. Let us note that MLG, MG, and MLF provide a very low PSNR level variance when . In order to achieve a similar variance value, the MF law has to be used with . Perceived quality is not only related to a high PSNR, but to the time during which the PSNR level remains unchanged. As an example, in Fig. 15 , the mean duration of the best PSNR level, , calculated according to (50) for each of the feedback laws addressed, is shown. The average duration of consecutive time periods in which the PSNR level is maintained starts from zero slots, for low target values, and increases as the target increases, as expected. However, the feedback laws addressed here perform differently: the MLG law guarantees that the whole movie is coded at the level with target values of , whereas the MF law guarantees 14 consecutive slots only, because of its high PSNR variance, even with packets. Figs. 16 and 17 show the statistics of the MPEG encoder output rate. As expected, in Fig. 16(a) , we can observe that, for targets higher than the average emission rate (35.8 packets/slot) of the noncontrolled MPEG encoder, the average output rate of the encoder is lower than the target, whatever feedback law is used. In the same figure, moreover, we can observe that the two feedback laws with memory, MF and MG, follow the target better than the two memoryless ones. These laws, in fact, provide a lower output rate than the target when the target values are greater than 15 packets/slot. To understand this behavior, we need to go back to the rate curves shown in Fig. 4(a) . This figure shows that the average frame sizes obtained with two consecutive qsp values are very far from each other when we use low qsp values. This is the case of the output rate curves relating to MLG and MLF in the target interval : a qsp , in fact, is imposed by these laws in all this target range because a value of would result in an encoder output rate higher than the target . Only when the target is greater than 30 packets/slot is it possible to use a qsp , which is maintained up to the target value . On the contrary, the memory-based strategies take credits into account; these laws can, therefore, exploit this further packet availability to use a value for lower target values, i.e., in the target range . In addition, by comparing the two memoryless laws in Fig. 16(a) , we can observe that MLG presents a greater average output rate than MLF. Again, this occurrence is due to the flexibility of MLG in assigning packets to encode the different frame types; in fact, this occurrence results in a higher probability of using lower values than MLF, on average. Although MF and MG provide the same encoder output rate, Fig. 16(b)-(d) shows that the per-frame output rate of these laws differ. As an example, let us note that the average -frame output process is higher than the target for both GoP-based laws, whereas it is lower than the target for both frame-based laws. The former occurrence is because the GoP-based laws, in order to pursue a constant PSNR in the GoP, allow the encoder to use more packets than to encode -frames. The MLF -frame output rate, on the other hand, is able to fit very well when low targets are used because in this case the encoder is not affected by debits in the counter. For the opposite reason, MLF shows some problems in fitting the target for intermediate target values. Similar reasoning can be used to account for the results obtained with MF. Finally, another important performance parameter to be taken into account is the output rate variance. Minimizing it is a challenging task for transmitting MPEG video. Fig. 17 shows that output rate variance decreases when we use, in order, MF, MG, MLG, or MLF. MLF performance is the best because this law pursues the target of encoding any frame in the GoP by using the same number of packets. Although MLG pursues the target of using the same number of packets to encode the whole GoP, this law imposes a variance in order to pursue a constant PSNR in the GoP. The application of MG law increases the variance because it takes into account the counter state. As the resulting debit/credit, according to (57), is made available to encode all the frames belonging to the same GoP, this law presents an output rate variance lower than the MF feedback law. Finally, let us note that all the curves tend to a constant variance value when .
VI. CONCLUSIONS
In order to limit the high burstiness intrinsic in traffic generated by an MPEG encoder, a large number of solutions have been proposed in the literature, all based on some kind of rate control on the encoder, often with the help of an output counter. However, all these solutions require design of the counter and the feedback law driving the variation. In this paper, an analytical model of an MPEG encoding system with feedback on the has been proposed, capturing both the statistics of MPEG traffic and the rate controller behavior.
To demonstrate the analytical versatility of the proposed framework, it has been applied to a real case, when a feedback law is used to control the output of the encoder with a given movie sequence as input.
Despite the apparent complexity of the model, which is based on a 3-D Markov chain, its solution is feasible with acceptable time complexity, taking into account that it has to be run off-line to design and evaluate feedback laws. Typically, the dimensions of the first two components are four states for the activity process and six states for the frame process. The most critical component is the virtual buffer queue length process, but thanks to the algorithms proposed in [37] , [38] the time complexity grows in a linear fashion with this component.
