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Abstract
The paper deals with random vectors X in Rd , d ≥ 2, possessing the stochastic representation
X d= ARV, where R is a positive random radius independent of the random vector V and A ∈ Rd×d
is a non-singular matrix. If V is uniformly distributed on the unit sphere of Rd , then for any integer
m < d we have the stochastic representations (V1, . . . , Vm)
d= W (U1, . . . ,Um) and (Vm+1, . . . , Vd ) d=
(1 − W 2)1/2(Um+1, . . . ,Ud ), with W ≥ 0, such that W 2 is a beta distributed random variable with
parameters m/2, (d − m)/2 and (U1, . . . ,Um), (Um+1, . . . ,Ud ) are independent uniformly distributed
on the unit spheres of Rm and Rd−m , respectively. Assuming a more general stochastic representation
for V in this paper we introduce the class of beta-independent random vectors. For this new class we
derive several conditional limiting results assuming that R has a distribution function in the max-domain of
attraction of a univariate extreme value distribution function. We provide two applications concerning the
Kotz approximation of the conditional distributions and the tail asymptotic behaviour of beta-independent
bivariate random vectors.
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1. Introduction
Let (S1, S2) be a bivariate random vector with distribution function invariant with respect
to orthogonal transformations in R2. Denote by R :=
√
S21 + S22 the associated random radius
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and let F be its distribution function with F(0) = 0 and upper endpoint ∞. Approximation of
the distribution function of S1 conditioning on the event {S2 = un} with un, n ≥ 1, constants
tending to ∞ is of some theoretical interest. Hashorva [16] shows that the distribution function
of the random variable Zn := S1|S2 = un, n ≥ 1, can be approximated (n →∞) by a Gaussian
distribution function on R, provided that F has a distribution function in the max-domain of
attraction of the Gumbel distribution. Making use of this fact it follows that the maxima of
elliptical triangular arrays can be approximated by the Hu¨sler–Reiss distribution function (see
Hashorva [17]). Under the same assumption on F it is further shown in the aforementioned paper
that also the distribution function of the random variable Z∗n := S1|S2 > un can be approximated
by the same Gaussian distribution function on R. The latter Gaussian approximation is proved
in the context of Berman processes in [5] (see also [3,4]), and in [13,8] in the context of the
extremes of convex hulls.
Estimation of the conditional distribution (density) and the conditional expectation is an
important topic in statistics. In various statistical applications estimation of the distribution or
the density function of Zn is of interest (for fixed un), see [11,2,29] and the references therein.
In the latter monograph statistical methods dealing with the estimation of rare events related
to the conditional random variable Zn (again for fixed un) are presented. Statistical applications
arise also when the approximation of the distribution function of Zn , or Z∗n for high thresholds
un , is of interest. The first attempt in this direction is made in [1]. Utilising the Gaussian
approximation of the distribution function of Z∗n , in the aforementioned paper novel statistical
techniques for the estimation of the distribution of Z∗n (un being large) are presented.
In a multivariate setup if S is a random vector in Rd , d ≥ 2, with the distribution
function invariant with respect to orthogonal transformations in Rd , then we have the stochastic
representation (see e.g., [6] or [10])
S d= RU˜,
where R > 0 (almost surely) is the associated random radius of S with distribution function F
independent of U˜, which is uniformly distributed on the unit sphere of Rd ( d= stands for equality
of the distribution functions). Commonly, S is referred to as a spherical random vector, whereas
linear transformations of S as elliptical random vectors. Assuming that F is in the max-domain
of attraction of a univariate extreme value distribution, [16,18,19] obtains several conditional
limiting results for the elliptical random vector X with stochastic representation
X d= ARU˜, (1.1)
with A ∈ Rd×d a non-singular matrix. Similar results for U˜ being an L p-norm symmetrised
Dirichlet random vector in Rd are derived in [23].
A natural question that arises is whether conditional limiting results for X with stochastic
representation (1.1) can be stated for a general random vector U˜ without specifying its
distribution function.
In this paper we show that the answer is positive, provided that U˜ inherits a crucial
distributional property shared by the uniformly distributed random vectors. Explicitly, if U˜ is
uniformly distributed on the unit sphere (with respect to L2-norm) of Rd , then for any integer
m < d (see Lemma 2 of [6]) the stochastic representation
U˜ d= (WU1, (1−W 2)1/2U2) (1.2)
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holds with U1,U2 uniformly distributed on the unit spheres of Rm and Rd−m, 1 ≤ m < d,
respectively. Furthermore, W ∈ [0, 1] with W 2 ∼ Beta(m/2, (d − m)/2), and W,U1,U2 are
mutually independent. We refer to (1.2) as the beta-independent splitting. If instead a power
function of W is beta distributed we refer to (1.2) as the weak beta-independent splitting.
In this paper we introduce a large class of random vectors with stochastic representation
(1.1), where the random vector U˜ satisfies the weak beta-independent splitting property, being
independent of the associated random radius R. We refer to such random vectors as beta-
independent random vectors.
We show that the weak beta-independent splitting property implies interesting conditional
limiting results, provided that the associated random radius of the beta-independent random
vectors has a distribution function in the max-domain of attraction of a univariate extreme value
distribution H . In particular, if H is the Gumbel distribution, then we show that instead of the
Gaussian approximation (elliptical setup) for the conditional distributions of interest, the Kotz
approximation is the adequate one in the more general setup of beta-independent random vectors.
Our paper is organised as follows. In Section 2 we introduce our notation, define a new
class of beta-independent random vectors, and derive a stochastic representation related to
conditional random vectors. In Section 3 we obtain asymptotic results for the conditional
distribution of beta-independent random vectors assuming that the associated random radius
R has a distribution function in the max-domain of attraction of a univariate extreme value
distribution. Two applications of the Kotz approximation are presented in Section 4. The proofs
of all the results are relegated to Section 5.
2. Notation and preliminaries
First we present some standard notation. Then we introduce a new class of random vectors
with stochastic representation (1.1). Under certain working assumptions we derive a useful
stochastic representation for the conditional distribution of such random vectors.
Throughout the paper I is a non-empty index subset of {1, . . . , d}, d ≥ 2, with m := |I | < d
elements and J is defined by J := {1, . . . , d} \ I . For any vector x = (x1, . . . , xd)> ∈ Rd
set xI := (xi , i ∈ I )>, xJ := (xi , i ∈ J )> (here > denotes the transpose sign). Similarly,
if A ∈ Rd×d is a given matrix, we write AI I , AI J , AJ I , AJ J for the submatrices of A
obtained by keeping the rows and columns with the indices in the corresponding index sets.
If y = (y1, . . . , yd)> is another vector in Rd we use the following notation
x+ y := (x1 + y1, . . . , xd + yd)>,
x > y, if xi > yi , ∀i = 1, . . . , d,
x ≥ y, if xi ≥ yi , ∀i = 1, . . . , d,
x 6= y, if for some i ≤ d xi 6= yi ,
ax := (a1x1, . . . , ad xd)>, cx := (cx1, . . . , cxd)>, a ∈ Rd , c ∈ R,
‖xJ‖pp :=
∑
i∈J
|xi |p, ‖xJ‖A,p := ‖A−1J JxJ‖p, A ∈ Rd×d ,
Sk−1p := {x ∈ Rk : ‖x‖p = 1}, the unit sphere in Rk, k ≥ 1.
In order to simplify the notation, we write next x>I instead of (xI )> and ‖x‖, ‖xJ‖A instead
of ‖x‖p, ‖xJ‖A,p, respectively. We write (AJ J )−1 instead of A−1J J provided it exists. Further
set 0 := (0, . . . , 0)> ∈ Rd , 1 := (1, . . . , 1)> ∈ Rd , and write Z ∼ Beta(a, b) or Z ∼
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Gamma(a, b) if the random variable Z is beta or gamma distributed with positive parameters
a, b, respectively. In our notation the beta and the gamma distributions with positive parameters
a, b possess the density functions xa−1(1 − x)b−1Γ (a + b)/(Γ (a)Γ (b)), x ∈ (0, 1), and
xa−1 exp(−bx)ba/Γ (a), x ∈ (0,∞), respectively (Γ (·) denotes the gamma function).
Basic distributional results for spherical random vectors are derived in [6]. In Lemma 2 therein
it was shown that for any two non-empty disjoint index sets I, J such that I ∪ J = {1, . . . , d},
and a uniformly distributed random vector U˜ on the unit sphere Sd−1p (where p := 2) we have
the stochastic representation
U˜I
d= WUI , U˜J d= (1−W 2)1/2UJ , (2.1)
with W ∈ (0, 1),W p ∼ Beta(|I |/p, |J |/p), and UI ,UJ are two uniformly distributed
random vectors on the unit spheres S |I |−1p and S |J |−1p , respectively. Furthermore, W,UI ,UJ
are independent.
The stochastic representation (2.1) shows that the random vector U˜ can be split into two
subvectors utilising the positive random variable W which is independent of both UI ,UJ . We
refer to this property as the beta-independent splitting. The basic distributional properties of
the spherical random vectors in general, can be derived by making use of the beta-independent
splitting in (2.1) (see [6], or [26]).
The first natural generalisation aimed to enlarge the class of the spherical random vectors is
achieved by dropping the distributional assumptions on UI ,UJ , and requiring only that UI and
UJ be independent. Further, the assumptions on W can be relaxed, still involving the beta family
of distribution functions. We give next a precise definition of the new class or random vectors,
which will be the focus for our asymptotic results presented in Section 3.
Let α, β, δ, p ∈ (0,∞) be given constants, and let U = (U1, . . . ,Ud)> be a random vector
in Rd such that almost surely
‖UI ‖ = ‖UJ‖ = 1 (2.2)
is valid. If R,Wα,β are two independent positive random variables being independent of U, then
we define a new random vector S = (S1, . . . , Sd)> via the stochastic representation
SI
d= RWα,βUI , SJ d= R(1−W pα,β)1/pUJ . (2.3)
We impose throughout the paper the following distributional constraint on Wα,β
1−W pα,β d= Z δα,β , with Zα,β ∼ Beta(β, α). (2.4)
For the random vector S we have introduced thus a weak beta-independent splitting property.
The class of random vectors S defined in (2.3) is quite large. For instance any L p-norm (p > 0)
spherical random vector in Rd , d ≥ 2, belongs to this class, satisfying (2.4) with
α = m/p, β = (d − m)/p, δ = 1 (2.5)
for any non-empty index set I ⊂ {1, . . . , d} with m < d elements. See [31] for further details on
L p-norm spherical random vectors.
By the definition of the random vector U, utilising (2.3) we arrive at
S d= RU˜, ‖U˜‖ = 1, (2.6)
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with U˜ independent of R. On the other hand (2.3) can be written as
SI
d= R1UI , SJ d= R2UJ , with R1 := RWα,β , R2 := R(1−W pα,β)1/p, (2.7)
withWα,β satisfying (2.4). Thus the random vector S and both components SI ,SJ can be written
as products of a positive random radius with an independent random vector taking values on the
corresponding L p-norm unit spheres.
Next, let X = (X1, . . . , Xd)> be a random vector with the stochastic representation
X d= AS d= ARU˜, (2.8)
where A is a non-singular d × d real matrix.
If S is a spherical random vector (i.e., L2-norm spherically distributed), then X is elliptically
distributed, and (see e.g., [26])
BS d= AS (2.9)
holds for any matrix B ∈ Rd×d such that
BB> = AA> = Σ . (2.10)
Consequently, for the elliptical model the distribution function of X is completely known when
the matrix Σ and the distribution function of S are known. The particular choice of A is
therefore irrelevant for the distribution function of X, which is not in general the case for a beta-
independent random vector X with stochastic representation (2.8), i.e., (2.10) does not always
imply (2.9). If X is not an elliptical random vector we shall impose a restriction on the matrix A,
namely AJ I has all entries equal to 0. This restriction is dropped if S is a (L2-norm) spherical
random vector.
Our conditional limiting results make use of a convenient stochastic representation of
XI |XJ = xJ , x ∈ Rd , which we derive in Theorem 2.5 below. Depending on the distribution
function of UJ and R the conditional random vector might not be defined for some x ∈ Rd . In
order to avoid this problem, we impose throughout the paper the following assumption:
A1. If X is a random vector with stochastic representation (2.8), then for any x ∈ Rd the
conditional random vector XI |XJ = xJ is well defined, and if |J | = 1, then P{XJ = 1} ∈ (0, 1].
Definition 2.1 (Beta-independent Random Vector). A random vector X in Rd , d ≥ 2, satisfying
assumption A1 is called a beta-independent random vector with parameters A, α, β, δ, p and
index sets I, J , if X possesses the stochastic representation (2.8), where the random vector S
satisfies (2.7) with R ∼ F,Wα,β ,UI ,UJ mutually independent, with ‖UI ‖ = ‖UJ‖ = 1, and
Wα,β , α, β > 0, such that (2.4) holds with δ > 0. Further F(0) = 0, and AJ I has all entries
equal to 0 if S is not an L2-norm spherical random vector.
In the following we shall write
X ∼ Bi(p, A, α, β, δ, F,UI ,UJ )
whenever the random vector X is a beta-independent random vector as defined above.
We give next two illustrative examples.
Example 2.2 (Kummer-Beta LpGSD). Let p > 0, and let αi , 1 ≤ i ≤ d, d ≥ 2, be positive
constants. Hashorva et al. [23] consider a Kummer-Beta L p-norm generalised symmetrised
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Dirichlet (LpGSD) random vector S in Rd with density function
h(x) := c1‖x‖p(δ−1)(1− ‖x‖p)γ−1 exp(−λ‖x‖p)
d∏
i=1
|x |pαi−1, x ∈ Rd : ‖x‖ ∈ (0, 1),
with δ > 1−∑di=1 αi , γ ∈ (0,∞), λ ≥ 0, and
c1 :=
( p
2
)k Γ (α)
k∏
i=1
Γ (αi )
Γ (θ + γ )
1F1(θ; θ + γ ;−λ)Γ (θ)Γ (γ )
, α :=
d∑
i=1
αi , θ := α + δ − 1,
where 1F1 is the confluent hypergeometric function of the first kind (also known as Kummer’s
function of the first kind). 1F1 has the following expansion
1F1(a; b; x) = 1+
a
b
x + a(a + 1)
b(b + 1)
x2
2! + · · · =
∞∑
k=0
(a)k
(b)k
xk
k! , a ∈ R, b > 0, x ∈ R,
where (a)k, (b)k are the Pochhammer symbols. In view of the amalgamation property of LpGSD
random vectors (Theorem 3.10 in [23]) the random vector S is a beta-independent random vector
for any I, J partitions of {1, . . . , d}, and furthermore
AS ∼ BI
(
p, A,
∑
i∈I
αi ,
∑
i∈J
αi , 1, F,UI ,UJ
)
, (2.11)
with A ∈ Rd×d being a matrix as in Definition 2.4, F the distribution function of the associated
random radius R of S, and UI ,UJ two independent L p-norm symmetrised Dirichlet random
vectors with parameters αi , i ∈ I and αi , i ∈ J , respectively. Furthermore, R p possesses the
density function
Γ (θ + γ )
1F1(θ; θ + γ ;−λ)Γ (θ)Γ (γ )
xθ−1(1− x)γ−1 exp(−λx), ∀x ∈ (0, 1). (2.12)
Example 2.3 (Kotz Type I LpGSD). Let S be a Kotz Type I LpGSD random vector in Rd , d ≥ 2,
with density function h given by
h(x) :=
( p
2
)k r (N+α)/s
sΓ ((N + α)/s)
Γ (α)
k∏
i=1
Γ (αi )
‖x‖pN exp(−r‖x‖ps)
d∏
i=1
|xi |pαi−1, ∀x ∈ Rd ,
where αi > 0, 1 ≤ i ≤ d, N > −α := −∑di=1 αi , r > 0, s > 0, are given constants. The
random vector S has stochastic representation
S d= RU˜, R ps ∼ Γ ((N + α)/s, r) , (2.13)
with R > 0 (almost surely) independent of U˜, which is an L p-norm symmetrised Dirichlet
random vector with parameters αi > 0, 1 ≤ i ≤ d (see [10,23]). Since S is a LpGSD random
vector the random vector X in Rd with stochastic representation
X d= ARU˜ (2.14)
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is a beta-independent one. If (2.13) holds with N = 0, p = 1/r = 2/s = 2, then X is a Gaussian
random vector with covariance matrix Σ := AA>.
As mentioned in the Introduction the Gaussian approximation of the conditional distribution
of elliptical random vectors is of both theoretical and practical interest. In the context of beta-
independent random vectors we show that a more general distribution, namely the Kotz Type
I polar distribution should be utilised (instead of the Gaussian one) arriving at the following
definition:
Definition 2.4 (Kotz Type I Polar Random Vector). Let p > 0, A ∈ Rd×d , d ≥ 2, and let U˜
be a random vector in Rd such that ‖U˜‖ = 1 almost surely. If R is a positive random variable
independent of U˜, then we refer to the random vector X in Rd with stochastic representation
(2.14) as a Kotz Type I polar random vector if additionally the associated random radius satisfies
R p ∼ Γ (α, r), where α, r are some positive constants.
Clearly, a Kotz Type I LpGSD random vector X with stochastic representation (2.14) is a Kotz
Type I polar random vector. We show in Section 3 that Kotz Type I polar random vectors play
a crucial role in the asymptotic approximation of conditional distributions of beta-independent
random vectors. Such approximations are referred to – in parallel to the Gaussian one – as the
Kotz approximations.
If F is a distribution function with upper endpoint xF ∈ (0,∞], and τ, a, b, p, q are some
positive constants, then we define another distribution function Qτ,a,b,p,q,F by
Qτ,a,b,p,q,F (z) := 1−
∫ xF
(τ p+z p)1/p (s
q − τ q)a−1s−q(a+b−1)dF(s)∫ xF
τ
(sq − τ q)a−1s−q(a+b−1)dF(s) ,
∀z ∈ (0, (xF p − τ p)1/p), τ < xF , (2.15)
which determines the conditional distribution XI |XJ = xJ as will be shown in the next theorem.
Theorem 2.5. Let X ∼ Bi(p, A, α, β, δ, F,UI ,UJ ) be a beta-independent random vector in
Rd , d ≥ 2. If a ∈ Rd is such that F(‖aJ‖A) ∈ (0, 1), then we have the stochastic representation
(XI |XJ = aJ ) d= AI I R‖aJ ‖A,α,β,δUI + AI J A−1J JaJ , (2.16)
where R‖aJ ‖A,α,β,δ has distribution function Q‖aJ ‖A,α,β,p,p/δ,F , and is independent of the
random vector UI .
Remarks. (i) If we simply assume that the random variable Z δ/pα,β in (2.4) possesses a positive
density function g, as shown in the proof of Theorem 2.5 (see (5.1)) the stochastic representation
(2.16) holds where R‖aJ ‖A,α,β,δ possesses the survivor function∫ xF
(z p+‖aJ ‖pA)1/p
g(‖aJ‖A/r)r−1dF(r)∫ xF
‖aJ ‖A g(‖aJ‖A/r)r−1dF(r)
, ∀z ∈ (0, (xF p − ‖aJ‖pA)1/p).
(ii) Let S be an L p-norm (p > 0) spherical random vector in Rd , d ≥ 2, and let I, J
be two non-empty disjoint index sets such that I ∪ J = {1, . . . , d}. Since S belongs to the
class of beta-independent random vectors the conditional distribution XI |XJ = xJ obeys the
stochastic representation (2.16), which in fact holds for the larger class of LpGSD random vectors
(see [23]).
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Example 2.6. Let I1, I2 be two independent discrete random variables taking values ±1 with
equal probability 1/2, and let Wα,β ∈ (0, 1), α, β > 0, be another random variable satisfying
(2.4) being independent of I1, I2. Let A be a square matrix given by
A =
(
a11 a12
0 1
)
, a11, a12 ∈ R.
If R > 0 (almost surely) is another random variable with distribution function F and
R, I1, I2,Wα,β are mutually independent, then a bivariate random vector X with stochastic
representation
X d= AS = (a11S1 + a12S2, S2)>,
where
(S1, S2)
d=
(
RWα,βI1, R(1−W pα,β)1/pI2
)
,
is a beta-independent random vector with parameters p, A, α, β, δ, F . In view of Theorem 2.5
for any y ∈ (0, xF )
(X1|X2 = y) d= a11Ry,α,β,δI1 + a12y
holds where Ry,α,β,δ is independent of I1 with distribution function Q y,α,β,p,p/δ,F .
3. Main results
Let X ∼ Bi(p, A, α, β, δ, F,UI ,UJ ) be a beta-independent random vector as defined in the
previous section. Denote throughout the paper by xF := sup{s : F(s) < 1} the upper endpoint
of the distribution function F . For notational simplicity write in the following xk,L instead of
(xk)L for given xk ∈ Rd , k ∈ N, and L a non-empty index set of {1, . . . , d}. In the following let
Zn, n ≥ 1 and Z∗n, n ≥ 1 be two sequences of random vectors defined on the same probability
space such that
Zn,I
d= (XI − AI J A−1J Jun,J )|XJ = un,J , (3.1)
Z∗n
d= ((XI − AI Jun,J ), (XJ − un,J )) |XJ > un,J (3.2)
hold for any n ≥ 1, and set
χn := ‖un,J‖A, n ≥ 1, (3.3)
with un, n ≥ 1, being constants in Rd where χn ∈ (0, xF ), n ≥ 1.
Our main interest is in asymptotic approximations of the distribution function of Zn,I and
Z∗n when χn tends to xF . The only asymptotic condition imposed on F is that it belongs to the
max-domain of attraction of a univariate extreme value distribution function H . Explicitly, we
suppose that
lim
n→∞ supx∈R
∣∣Fn(anx + bn)− H(x)∣∣ = 0 (3.4)
holds for some an > 0, bn ∈ R, n ≥ 1. For more information on extreme value theory we
refer the reader to the following standard monographs: [12,30,28,9,27], or [7]. The univariate
distributions satisfying (3.4) are only the Gumbel, Weibull, or the Fre´chet distributions. We
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consider each case separately, starting next with the Gumbel one. We derive two types of limiting
results which can be seen as multivariate generalisations of the conditional limiting results for
both Zn and Z∗n mentioned in the Introduction.
3.1. Kotz approximation
The Gaussian approximation of the conditional distribution of elliptical random vectors
has several statistical applications. For the larger class of beta-independent random vectors
we show below that the Kotz approximation of the conditional distribution of interest is an
adequate one, provided that the distribution function F of the associated random radius of
the beta-independent random vector is in the Gumbel max-domain of attraction. Denote by
Λ(x) = exp(− exp(−x)), x ∈ R, the unit Gumbel distribution. Explicitly, we assume that there
exists a positive scaling function w (see e.g., [30] or [27]) such that
lim
u↑xF
1− F(u + x/w(u))
1− F(u) = exp(−x), ∀x ∈ R (3.5)
is valid with xF being the upper endpoint of F . The scaling function w satisfies
lim
u↑xF
uw(u) = ∞ and lim
u↑xF
w(u)(xF − u) = ∞ if xF < ∞. (3.6)
If (3.5) holds, then we write in the following F ∈ MDA(Λ, w). Canonical examples for the
Gumbel max-domain of attraction are the univariate Gaussian and the gamma distributions. In
both mentioned cases the scaling function is explicitly known (see Example 3.3).
We state next the Kotz approximation of Zn,I .
Theorem 3.1. Let X ∼ Bi(p, A, α, β, δ, F,UI ,UJ ) be a beta-independent random vector in
Rd , d ≥ 2, and let un, n ≥ 1, be constants in Rd defining Zn,I , n ≥ 1, and χn, n ≥ 1, as in (3.1)
and (3.3), respectively. If F ∈ MDA(Λ, w), and for large n, we have χn ∈ (0, xF ) such that
lim
n→∞χn = xF , (3.7)
then the convergence in distribution
hnZn,I
d→ AI IRαUI , n →∞ (3.8)
is valid with hn := (w(χn)/χ p−1n )1/p, n > 1, and Rα being a positive random variable
independent of UI such that Rpα ∼ Gamma(α, 1/p).
The random vector YI := RαAI IUI appearing in (3.8) is a Kotz Type I polar random vector.
Therefore we refer to the distribution approximation in (3.8) as the Kotz approximation. It is
well known (see e.g., [26]) that YI is a Gaussian random in Rm,m := |I | with covariance
matrix AI I A>I I , provided that p = 2, α = m/2, and UI is uniformly distributed on the unit
sphere Sm−12 . This Gaussian approximation is first shown for elliptical random vectors in [16].
It is an interesting fact that if I := {1, . . . , d − 1}, AJ J := 1, then the random sequence
Z∗n,I , n ≥ 1, defined in (3.2) can be approximated by the same limiting distribution function
as the random vector Zn,I . The Gaussian approximation of Z∗n,I dates back to Gale (1980), [3].
The general result (assuming only the Gumbel max-domain of attraction of F) is derived for
bivariate elliptical random vectors in [5]. Note in passing that the Gaussian approximation of
Z∗n,I does not in general imply the Gaussian approximation of Zn,I .
E. Hashorva / Journal of Multivariate Analysis 99 (2008) 1438–1459 1447
In the recent article [1] statistical applications of the Gaussian approximation of Z∗n,I are
presented. See also [14] for several related theoretical results. We show next that for the larger
class of beta-independent random vectors the approximation of Z∗n,I by a Kotz Type I polar
distribution (when p 6= 1) is possible. Given p ∈ (0,∞), we set in the following 1p := 1 if
p = 1, and 1p := 0 otherwise.
Theorem 3.2. Under the assumptions of Theorem 3.1 we suppose further that I := {1, . . . , d −
1}, J := {d} and AJ J = 1. Assume that AI J has all entries equal to 0 if p ∈ (0, 1). Then for any
sequence un := un1, un ∈ (0, xF ), n ≥ 1, such that limn→∞ un = xF we have the convergence
in distribution(
hnZ∗n,I , w(un)Z∗n,J
) d→ (AI IRαUI + E1pAI J , E) , n →∞, (3.9)
with hn := (w(un)/u p−1n )1/p, E ∼ Gamma(1, 1), and Rα as defined in Theorem 3.1.
Furthermore,Rα,UI and E are mutually independent.
Remarks. (i) For LpGSD random vectors with associated random radius R ∼ F such that
F is in the Gumbel max-domain of attraction the results of Theorems 3.1 and 3.2 are shown in
Theorem 5.1 of [23] and Theorem 4.3 in [24], respectively.
(ii) In view of (3.6), condition (3.7) implies that the sequence hn, n ≥ 1, in (3.8) satisfies
limn→∞ hn = ∞.
We give next two illustrative examples.
Example 3.3 (Kotz Type III Beta-Independent). Let X ∼ Bi(p, A, α, β, δ, F,UI ,UJ ) be a beta-
independent random vector in Rd , d ≥ 2. Assume that the distribution function F satisfies
(u →∞)
1− F(u) = (1+ o(1))KuN exp(−ruγ ), K > 0, r > 0, γ ∈ R, N ∈ R. (3.10)
If γ ≤ 0, then we require N to be negative. We refer to X as a Kotz Type III beta-independent
random vector.
Since for any γ > 0
1− F(u + xu1−γ /(rγ ))
1− F(u) = (1+ o(1))
(
1+ x
rγ uγ
)N
× exp
(
−ruγ
[(
1+ x
rγ uγ
)γ
− 1
])
→ exp(−x), u →∞
we deduce that F ∈ MDA(Λ, w) with the scaling function w defined by
w(u) := rγ uγ−1, u > 0. (3.11)
Consequently, (3.8) holds with hn := (rγ )1/pχγ /p−1n , n ≥ 1. If γ = p, then hn, n ≥ 1, does not
depend on n, hence (3.8) can be written as
Zn,I
d→ (rp)−1/pAI IRαUI , n →∞.
If X is a Gaussian random vector the above is obviously true since p = γ = 1/r = 2 and(
XI |XJ = un,J
) d= AI IRαUI , ∀n ∈ N.
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Example 3.4. We continue Example 2.6 allowing here the matrix A to depend on n as follows
A =: An =
(
λn ρn
0 1
)
, λn, ρn ∈ [−1, 1], n ∈ N,
with limn→∞ λn = λ 6= 0. Let (Xn, Yn), n ≥ 1, be a bivariate sequence of beta-independent
random vectors defined by
Xn := S2, Yn := λnS1 + ρnS2, S1 d= RWα,βI1,
S2
d= R(1−W pα,β)1/pI2, i = 1, 2,
(3.12)
where I1, I2, R,Wα,β , α, β > 0, are as in Example 2.6. Let un, n ≥ 1, be such that |un| <
xF , n ∈ N, and limn→∞ un = xF . Under the assumptions of Theorem 3.2 if p > 1, or p ∈ (0, 1]
and ρn = 0,∀n ≥ 1, then for any x > 0, y ∈ R we obtain
lim
n→∞P {hn(Yn − ρnun) ≤ y, w(un)(Xn − un) ≤ x |Xn > un}
= P{λRαI1 ≤ y, E ≤ x}, n →∞, (3.13)
where hn := (w(un)/u p−1n )1/p, and Rα > 0,Rpα ∼ Gamma(α, 1/p), E ∼ Gamma(1, 1).
Furthermore, I1,Rα, E are mutually independent.
3.2. Regularly varying case
We consider next the Weibull case, i.e., we assume that (3.4) holds with H being the Weibull
distribution function Ψγ (x) = exp(−|x |γ ), x < 0, γ ∈ (0,∞). The upper endpoint xF of the
distribution function F is necessarily finite. We assume without loss of generality that xF = 1.
The case xF 6= 1, xF ∈ (0,∞), follows easily and is therefore omitted here. It is well known
(see e.g., [30,27]) that F is in the max-domain of attraction of the unit Weibull distribution
Ψγ , γ ∈ (0,∞), is equivalent with the fact that 1− F is regularly varying at 1 with index γ , i.e.,
lim
u→∞
1− F(1− x/u)
1− F(1− 1/u) = x
γ , ∀x > 0. (3.14)
Hashorva [20] shows that when considering elliptical random vectors the regular variation of
1−F at the upper endpoint of F is a crucial assumption for deriving an asymptotic approximation
of the distribution function of Zn,I . In the next theorem we show that this assumption implies
an asymptotic approximation for the distribution function of Zn,I when considering the class of
beta-independent random vectors.
Theorem 3.5. Let X ∼ Bi(p, A, α, β, δ, F,UI ,UJ ) and un, χn,Zn,I , n ≥ 1, be as in
Theorem 3.1. Assume that the distribution function F has upper endpoint xF = 1 satisfying
(3.14) with some γ ∈ (0,∞). Let an, n ≥ 1, be positive constants such limn→∞ an = 0, and
further χn = 1− an is satisfied for all large n. Then we have
hnZn,I
d→ AI IRα,γUI , n →∞ (3.15)
with hn := (pan)−1/p, n ≥ 1, and Rα,γ being a positive random variable independent of UI
such that Rpα,γ ∼ Beta(α, γ ).
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As mentioned in the Introduction approximation of the distribution function of Z∗n is of
both theoretical and practical interest. Such approximations for spherical random vectors when
additionally F possesses a density function can be found in Gale (1980), and Eddy and Gale
(1981). Elliptical random vectors are dealt with in [5,20] where no restriction on the existence
of the density function of F is imposed. Next we obtain a similar result to that presented in
Theorem 3.2.
Theorem 3.6. Under the assumptions of Theorem 3.5we assume further that I := {1, . . . , d−1}
and AJ J = 1. Suppose that the matrix AI J has all entries equal to 0 if p ∈ (0, 1). If an, n ≥ 1,
are positive constants such that limn→∞ an = 0, then for any x ∈ Rd with xd ∈ (−∞, 0) we
have
lim
n→∞P
{
(pan)
−1/p(XI − AI J ) ≤ xI , (Xd − 1)/an ≤ xd |Xd > 1− an
}
= P{|E |1/p(AI IRα,γUI − 1pAI J ) ≤ xI , E ≤ xd}, (3.16)
where E is a negative random variable with distribution function 1 − |s|α+γ , s ∈ (−1, 0), and
Rα,γ ,UI are as in Theorem 3.5 being independent of E .
We present next two illustrative examples.
Example 3.7 (Kummer-Beta-Independent). Let X ∼ Bi(p, A, α, β, δ, F,UI ,UJ ) be a beta-
independent random vector in Rd , d ≥ 2. If the associated random radius R is such that R p
possesses the density function given in (2.12), then we call X a Kummer-beta-independent
random vector. It follows easily that the distribution function F of R is in the max-domain of
attraction of Ψγ , hence for this instance both the above theorems hold.
Example 3.8. Let F, I1, I2, S1, S2, An, un, n ≥ 1, be as in Example 3.4, and let an, n ≥ 1, be a
positive sequence converging to 0 as n →∞. Suppose that F with upper endpoint xF = 1 is in
the max-domain of attraction of Ψγ , γ ∈ (0,∞), and set I := {1}, J := {2}. In view of (3.15) if
further p > 1, then for any x ∈ R, y < 0 we obtain
lim
n→∞P
{
λnS1 + ρn(S2 − 1) ≤ x(pan)1/p, S2 ≤ 1+ an y|S2 > 1− an
}
= P{λ|E |1/pRα,γ I1 ≤ x, E ≤ y}, (3.17)
with E a negative random variable with distribution function 1 − |x |α+γ , x ∈ (−1, 0), being
independent of I1. If p ∈ (0, 1] and ρn = 0, n ≥ 1, then (3.17) still holds.
Finally, we treat the case where the distribution function F of the associated random radius R
is in the Fre´chet max-domain of attraction. Explicitly, we suppose that (3.4) holds with H being
the Fre´chet distribution function Φγ (x) = exp(−x−γ ), x > 0, γ ∈ (0,∞). Necessarily we have
xF = ∞, and furthermore (see e.g., [27])
lim
u→∞
1− F(xu)
1− F(u) = x
−γ , ∀x > 0. (3.18)
The above asymptotics mean that 1 − F is regularly varying at infinity with index −γ < 0.
Conditional limiting results for regularly varying 1 − F are obtained in [18,23]. In our last
theorem below we extend our previous results considering beta-independent random vectors.
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Theorem 3.9. Let X ∼ Bi(p, A, α, β, δ, F,UI ,UJ ) and un,Zn,I , n ≥ 1, be as in Theorem 3.1,
and let un, n ≥ 1, be a positive sequence such that limn→∞ un = ∞. If F is in the max-domain
of attraction of Φγ , with γ > 0, then for any a ∈ Rd such that ‖aJ‖A > 0 we have
1
un
Zn,I
d→ AI IRUI , n →∞, (3.19)
whereR is independent of UI , and
R ∼ Q‖aJ ‖A,α,β,p,p/δ,G , with G(s) := 1− ‖aJ‖γAs−γ ,∀s ≥ ‖aJ‖A.
If F satisfies (3.18) and A ∈ Rd×d is a non-singular matrix, utilising the stochastic
representation (2.6) along the lines of Theorem 12.6.1 of [5] (see also Proposition 3.6 in [15])
we obtain
lim
t→∞
P{X/t ∈ B}
P{R > t} =
∫ ∞
0
P{s AU˜ ∈ B} d(s−γ ) < ∞, (3.20)
with B a given Borel set away from the origin of Rd , and random vector U˜ as in (2.6). A
corresponding result to (3.16) is thus immediate.
4. Applications of Kotz approximation
The conditional limiting results above have several applications such as the approximation
of the maxima of beta-independent triangular arrays, approximation of the concomitant of order
statistics, tail approximation, and estimation of the conditional survivor and quantile function.
The first two applications are shown for the class of elliptical distributions in [17,22]. In the
following we provide few details for the last two applications.
4.1. Tail approximation
Consider a sequence of beta-independent bivariate random vectors (Xn, Yn), n ≥ 1. We show
next that the Kotz approximation in Theorem 3.2 implies a new asymptotic result (n → ∞)
for the joint survivor probability P{Xn > xn, Yn > yn}, with xn, yn, n ≥ 1, two sequences of
constants.
Let F, I1, I2, λ, λn, ρn, un, n ≥ 1, and (Xn, Yn), n ≥ 1, with stochastic representation (3.12)
be as in Example 3.4. If F ∈ MDA(Λ, w), then for any x, y positive and p > 1 we may write
(recall (3.13))
P{Xn > x/w(un)+ un, Yn > y(u p−1n /w(un))1/p + ρnun}
= (1+ o(1))1
2
exp(−x)P{R∗α > (y/λ)p}P{Xn > un}, n →∞,
withR∗α ∼ Gamma(α, 1/p). Applying Theorem 6.2 in [19] we obtain the tail approximation
P{Xn > xn, Yn > yn} = (1+ o(1))14 exp(−x)(p/δ)
α Γ (α + β)
Γ (β)
P{R∗α > (y/λ)p}
× (unw(un))−α[1− F(un)], n →∞, (4.1)
where
xn := x/w(un)+ un, yn := y(u p−1n /w(un))1/p + ρnun, n ≥ 1.
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The above asymptotics hold for any p > 0, provided that ρn = 0,∀n ≥ 1. Tail asymptotics
of joint survivor functions are of certain theoretical interest. See [21,22] for results on tail
asymptotic expansions of elliptical random vector.
4.2. Estimation of conditional survivor and quantile function
Let (Xn, Yn), n ≥ 1, be as above and suppose that the distribution function F has an infinite
upper endpoint such that (3.5) holds with some scaling function w. Define the conditional
survivor function Ψx (y) by
Ψx (y) := P{Y1 > y|X1 > x}, x, y ∈ R.
Estimation of 1 − Ψx (y) (elliptical setup) when x is large is discussed in detail in [1]. As noted
in the aforementioned paper for x large enough no observation might be available for estimating
Ψx (y). Utilising the Gaussian approximation two different estimators for Ψx are introduced in
the aforementioned paper. In our model with beta-independent random vectors we utilise the
Kotz approximation in order to estimate Ψx for x large. Explicitly, suppose that
λn := (1− bp)1/p, ρn := b ∈ (−1, 1), ∀n ≥ 1,
implying that (X1, Y1), . . . , (Xn, Yn) are identically distributed, and let bˆn, n ≥ 1, be an
estimator of b which can be easily constructed provided that E(X21) ∈ (0,∞). Further, let
wˆn(x), n ≥ 1, be an estimator of the scaling function w. Such an estimator is in general not easy
to construct, see [1]. In view of Theorem 6.2 in [19] both X1 and Y1 have distribution functions
in the Gumbel max-domain of attraction with the same scaling function w as F . If (X1, Y1) is
a Kotz Type III beta-independent random vector (see Example 3.3), then the estimation of w
(see (3.11)) can be performed by estimating the constants r and γ based on the observations
of X1, . . . , Xn . In view of the Kotz approximation in (3.13) we can estimate Ψx (y) for any y
positive and x large by
Ψˆx,n(y) := Υα
(
hˆn(y − bˆnx)/(1− bˆpn )1/p
)
, n > 1, (4.2)
with Υα the survivor function of (1− bp)1/pRαI1, and
hˆn(x) := (wˆn(x)/x p−1)1/p, x > 0, n > 1.
If the parameters α, p are unknown, we need to estimate them. As communicated in [1]
estimation of the conditional quantile function is also of some interest. In view of (4.2) such
an estimator can be easily constructed.
5. Proofs and further results
Proof of Theorem 2.5. Let xF ∈ (0,∞], be the upper endpoint of F . We closely follow the
proof of Theorem 5 of [6]. By the assumption ‖UI ‖ = ‖UJ‖ = 1, hence
‖RWα,βUI ‖p + ‖R(1−W pα,β)1/pUJ‖p = R p.
Since further R,UI ,UJ ,Wα,β are mutually independent for any x ∈ Rd such that ‖xJ‖A ∈
(0, xF ) we have
(SI |SJ = xJ ) d=
(
RWα,βUI |R(1−W pα,β)1/pUJ = xJ
)
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d=
(
UI (R p − ‖xJ‖pA)1/p|R p(1−W pα,β) = ‖xJ‖pA
)
d= R‖xJ ‖A,α,βUI ,
where
R‖xJ ‖A,α,β
d= (R p − ‖xJ‖p)1/p|R p(1−W pα,β) = ‖xJ‖p,
with R‖xJ ‖,α,β being independent of UI . Since AJ I has all elements equal to 0, we have
XI
d= (AS)I = AI ISI + AI JSJ , XJ d= (AS)J = AJ JSJ .
Hence using the fact that A−1J J exists (see also the proof of Theorem 2.18 in [10]) for any a ∈ Rd
such that F(‖A−1J JaJ‖) ∈ (0, 1) we obtain
(XI |XJ = aJ ) d= AI ISI + AI JSJ |AJ JSJ = aJ
d= AI ISI + AI JSJ |SJ = A−1J JaJ
d= AI ISI + AI J A−1J JaJ |SJ = A−1J JaJ
d= R‖A−1J J aJ ‖,α,β AI IUI + AI J A
−1
J JaJ
= R‖aJ ‖A,α,β AI IUI + AI J A−1J JaJ .
Utilising Lemma 3 of [6] and (2.4) for any y > 0 such that y p < xF p − ‖aJ‖pA we have
P{R‖aJ ‖A,α,β ≤ y} = P{(R p − ‖aJ‖pA)1/p ≤ y|R p(1−W pα,β) = ‖aJ‖pA}
= P{R p ≤ y p + ‖aJ‖pA|R p(1−W pα,β) = ‖aJ‖pA}
= P{R ≤ (y p + ‖aJ‖pA)1/p|RZ δ/pα,β = ‖aJ‖A}
=
∫ (y p+‖aJ ‖pA)1/p‖aJ ‖A g(‖aJ‖A/r)r−1dF(r)∫ xF
‖aJ ‖A g(‖aJ‖A/r)r−1dF(r)
, (5.1)
with g being the density function of Z δ/pα,β . Straightforward calculations yield that R‖aJ ‖A,α,β
possesses the survivor function∫ xF
(‖aJ ‖pA+z p)1/p
(r p/δ − z p/δ)α−1r−p(α+β−1)/δdF(r)∫ xF
‖aJ ‖A (r
p/δ − z p/δ)α−1r−p(α+β−1)/δdF(r) , ∀z ∈ (0, (x
p
F − ‖aJ‖pA)1/p),
thus the result follows. 
Lemma 5.1. Let F be a univariate distribution function with upper endpoint xF ∈ (0,∞], and
let yu ≥ 0, zu ∈ R, u ∈ (0, xF ), be such that
lim
u↑xF
yu = y ∈ [0,∞), lim
u↑xF
zu = z ∈ R. (5.2)
If F ∈ MDA(Λ, w) with some positive scaling function w, then for any α > −1, β ≤ 0, and
δ > 0 we have∫ xF
u+(yu+zu)/w(u)
[xδ − (u + zu/w(u))δ]αxβdF(x)
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= (1+ o(1)) exp(−z)
(
δuδ−1
w(u)
)α
uβ [1− F(u)]
∫ ∞
y
sα exp(−s)ds, u ↑ xF . (5.3)
Proof of Lemma 5.1. The proof follows with similar arguments as those in the proof of Lemma
3.5 in [16] where the case δ = 2 is shown. We provide a shorter proof showing that the
aforementioned lemma can be applied also if δ > 0 is an arbitrary constant. Assume for
simplicity that xF = ∞ or xF = 1. By the assumption on F and (3.6) it follows that
Fλ(x) := F(xλ), λ := 2/δ is in the max-domain of attraction of Λ with the scaling function
wλ defined by
wλ(x) := λxλ−1w(xλ), x ∈ (0, xF ).
Hence, utilising Lemma 3.5 in [16] we have (set uλ := u1/λ)∫ xF
u+(yu+zu)/w(u)
[xδ − (u + zu/w(u))δ]αxβdF(x)
=
∫ xF
uλ+(1+o(1))(y+z)/wλ(uλ)
[y2 − (uλ + (1+ o(1))z/wλ(uλ))2]α y2dFλ(y), uλ ↑ xF
= (1+ o(1)) exp(−z)
(
2uλ
wλ(uλ)
)α
u2λ[1− Fλ(uλ)]
∫ ∞
y
sα exp(−s)ds, uλ ↑ xF
= (1+ o(1)) exp(−z)
(
δuδ−1
w(u)
)α
uβ [1− F(u)]
∫ ∞
y
sα exp(−s)ds, u ↑ xF ,
thus the result follows. 
Proof of Theorem 3.1. For any n ≥ 1 set
χn := ‖un,J‖A = ‖A−1J Jun,J‖p, hn :=
(
w(χn)
χ
p−1
n
)1/p
and denote by xF the upper endpoint of the distribution function F . By the assumptions,
F(χn) ∈ (0, 1), for large n. Hence, Theorem 2.5 implies for all large n
Zn,I
d= (XI − AI J A−1J Jun,J )|XJ = un,J d= AI I RnUI , (5.4)
where Rn, n ≥ 1, is a random variable independent of UI with the survivor function
P{Rn > z} :=
∫ xF
(χ
p
n +z p)1/p (s
q − χqn )α−1s−rdF(s)∫ xF
χn
(sq − χqn )α−1s−rdF(s)
, ∀z ∈ (0, (xF p − χ pn )1/p),
where q := p/δ > 0, r := p(α + β − 1)/δ.
Let Rα be a positive random variable independent of UI such that Rpα ∼ Γ (α, 1/p). Then,
(3.6) and Lemma 5.1 imply for any z > 0
lim
n→∞P{hnRn > z} = limn→∞
∫ xF
χn [1+z p/(χnw(χn))]1/p [sq − χ
q
n ]α−1s−rdF(s)∫ xF
χn
[sq − χqn ]α−1s−rdF(s)
= lim
n→∞
∫ xF
χn+(1+o(1))z p/(pw(χn))[sq − χ
q
n ]α−1s−rdF(s)∫ xF
χn
[sq − χqn ]α−1s−rdF(s)
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= p
−α
Γ (α)
∫ ∞
z p
tα−1 exp(−t/p)dt
= P{Rα > z}.
Consequently, we obtain the convergence in distribution
hnRn
d→ Rα, n →∞.
Since UI and Rn, n ≥ 1, are independent
hnAI I RnUI
d→ AI IRαUI , n →∞.
Hence the proof is established. 
Proof of Theorem 3.2. Let H denote the distribution function of Xd . By the assumptions, we
have
Xd
d= R(1− V )δ/pI1, and |Xd | d= R(1− V )δ/p, (5.5)
where I1 ∈ {−1, 1},P{I1 = 1} ∈ (0, 1], and V ∼ Beta(α, β). Furthermore, R, V and I1 are
mutually independent. Utilising Theorem 6.2 of [19] we obtain
P{|Xd | > u} = (1+ o(1))(p/δ)α Γ (α + β)Γ (β) (uw(u))
−α[1− F(u)], u ↑ xF . (5.6)
The self-neglecting property of the scaling function w (see e.g., [30]), i.e.,
lim
u↑xF
w(u + z/w(u))
w(u)
= 1 (5.7)
uniformly for z in compact sets of R and (3.6) (recall limu→∞(u + x/w(u)) = ∞,∀x ∈ R)
imply
lim
u↑xF
P{Xd > u + z/w(u)}
P{Xd > u} = limu↑xF
1− F(u + z/w(u))
1− F(u) = exp(−z), ∀z ∈ R.
Consequently, H ∈ MDA(Λ, w), hence
lim
n→∞
1− H(un + z/w(un))
1− H(un) = exp(−z), ∀z ∈ R.
Let x ∈ Rd and t ∈ R be given and set
hn := (unw(un))(1−p)/pw(un), u∗n := un + t/w(un),
h∗n := (u∗nw(u∗n))(1−p)/pw(u∗n), n ≥ 1.
For any p > 1 we have (recall (3.6))
lim
n→∞
hn
w(un)
= lim
n→∞(unw(un))
(1−p)/p = 0.
Hence if p ≥ 1, then Theorem 3.1 implies
lim
n→∞P {hn(XI − unAI J ) ≤ xI |Xd = un + t/w(un)}
= lim
n→∞P {hn(XI − (un + t/w(un))AI J )+ thn/w(un)AI J ≤ xI |Xd = un + t/w(un)}
= P{AI IRαUI + 1pt AI J ≤ xI },
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withRα defined in Theorem 3.1 independent ofUI and 1p := 1 if p = 1, and 1p := 0 otherwise.
By (5.7) we may further write limn→∞ hn/h∗n = 1. Consequently, if p ∈ (0, 1), and AI J has all
elements equal to 0, applying again Theorem 3.1 we arrive at
lim
n→∞P {hnXI ≤ xI |Xd = un + t/w(un)} = limn→∞P{h
∗
nXI ≤ xI |Xd = u∗n}
= P{AI IRαUI ≤ xI }
= P{AI IRαUI + 1pt AI J ≤ xI }.
Furthermore, the limiting results above hold locally uniformly for t ∈ R. As in the proof of
Theorem 3.3 in [16] we obtain for any x ∈ Rd such that xd > 0
P {hn(XI − unAI J ) ≤ xI , w(un)(Xd − un) ≤ xd |Xd > un}
= 1
1− H(un)
∫ xF
un
P {hn(XI − unAI J ) ≤ xI , Xd ≤ un + xd/w(un)|Xd = s} dH(s)
=
∫ xd
0
P {hn(XI − unAI J ) ≤ xI |Xd = un + t/w(un)}
×dH(un + t/w(un))/(1− H(un))
→
∫ xd
0
P{AI IRαUI + 1pt AI J ≤ xI } d(exp(−t)), n →∞,
hence the result follows. 
Lemma 5.2. Let F be a univariate distribution function with upper endpoint 1, and let y, z,
yu, zu, u > 0, be non-negative constants such that
lim
u↓0 yu/u = y, limu↓0 zu/u = z ≥ y. (5.8)
If F is in the max-domain of attraction of Ψγ , γ ∈ (0,∞), then for given constants α > −1, β ∈
R, δ > 0, we have∫ 1
1+yu−zu
(xδ − (1− zu)δ)αxβdF(x) = (1+ o(1))[1− F(1− u)](δu)α
×
∫ z−y
0
(z − t)α d(tγ ), u ↓ 0. (5.9)
The proof for δ = 2 is given in Lemma 4.3 of [20]. Since the distribution function Fτ , τ > 0
defined by Fτ (x) := F(xτ ), x ∈ R is also in the Weibull max-domain of attraction, the proof for
any δ > 0 follows easily by applying the aforementioned lemma. 
Proof of Theorem 3.5. Let Rn, n ≥ 1, be positive random variables as in (5.4) corresponding to
un,J = 1− an . Since limn→∞ an = 0 we have
[(1− an)p + pan t p]1/p = 1− an(1− t p)(1+ o(1)), n →∞.
Hence for any t ∈ (0, 1), and q := p/δ, r := p(α + β − 1)/δ utilising Lemma 5.2 we obtain
lim
n→∞P
{(
1
pan
)1/p
Rn > t
}
= lim
n→∞
∫ 1
[(1−an)p+pan t p]1/p [sq − (1− an)q ]α−1s−rdF(s)∫ 1
1−an [sq − (1− an)q ]α−1s−rdF(s)
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= lim
n→∞
∫ 1
1−an(1−t p)(1+o(1))[sq − (1− an)q ]α−1s−rdF(s)∫ 1
1−an [sq − (1− an)q ]α−1s−rdF(s)
=
∫ 1−t p
0 (1− x)α−1xγ−1dx∫ 1
0 (1− x)α−1xγ−1dx
=
∫ 1
t p x
α−1(1− x)γ−1dx∫ 1
0 x
α−1(1− x)γ−1dx
= 1− B(t p, α, γ ),
with B(s, α, γ ), s ∈ (0, 1), the beta distribution function with positive parameters α, γ .
Consequently, the convergence in distribution(
1
pan
)1/p
Rn
d→ Rα,γ , n →∞
holds with Rα,γ > 0 (almost surely) and Rpα,γ ∼ Beta(α, γ ). Since for any n ∈ N the random
variable Rn is independent of UI we can assume further thatRα,γ is independent of UI , hence(
1
pan
)1/p
AI I RnUI
d→ AI IRα,γUI , n →∞,
thus (5.4) yields the result. 
Proof of Theorem 3.6. As in the proof of Theorem 3.2 utilising Theorem 6.2 in [19] we obtain
P{|Xd | > u} = (1+ o(1))(p/δ)α Γ (α + β)Γ (γ + 1)Γ (β)Γ (γ + α + 1) (1− u)
α[1− F(u)], u ↑ 1.
By (3.14) and the fact that limn→∞ an = 0 for any x ∈ (0,∞) we have
lim
n→∞
P{Xd > 1− anx}
P{Xd > 1− an} = x
α lim
n→∞
1− F(1− anx)
1− F(1− an) = x
α+γ ,
hence the distribution function H of Xd is in the max-domain of attraction of the Weibull
distribution Ψα+γ . Let Rα,γ be as in Theorem 3.1 being independent of UI , and set hn :=
(pan)−1/p, n ≥ 1. Since limn→∞ an = 0, then for any x ∈ Rd and p ≥ 1, t > 0, Theorem 3.5
and (5.4) imply
P {hn(XI − AI J ) ≤ xI |Xd = 1− an t}
= P
{
(hn t
−1/p)AI I RnUI − anhn t1−1/pAI J ≤ t−1/pxI
}
→ P
{
AI IRα,γUI − 1pAI J ≤ t−1/pxI
}
, n →∞,
with Rn satisfying (5.4) for un,J = 1 − an t, n ≥ 1, and 1p := 1 if p = 1 and 0 otherwise.
Similarly, if p ∈ (0, 1), and AI J has all components equal to 0, then we have
lim
n→∞P{hnXI ≤ xI |Xd = 1− an t} = P{AI IRα,γUI ≤ t
−1/pxI }
= P{AI IRα,γUI − 1pAI J ≤ t−1/pxI }.
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The above convergence holds locally uniformly for t ∈ (0,∞). If xd ∈ (−∞, 0), then we obtain
by conditioning
P {hn(XI − AI J ) ≤ xI , (Xd − 1)/an ≤ xd |Xd > 1− an}
= 1
1− H(un)
∫ 1
1−an
P {hn(XI − AI J ) ≤ xI , Xd ≤ 1+ anxd |Xd = s} dH(s)
=
∫ xd
−1
P {hn(XI − AI J ) ≤ xI |Xd = 1+ an t} dH(1+ an t)/(1− H(1− an))
→
∫ xd
−1
P{AI IRα,γUI − 1pAI J ≤ |t |−1/pxI } d(1− |t |α+γ ), n →∞
= P{|Y |1/p(AI IRα,γUI − 1pAI J ) ≤ xI , E ≤ xd},
where E is a negative random variable with distribution function G(s) := 1−|s|α+γ , s ∈ [−1, 0].
Hence the proof is complete. 
Lemma 5.3. Let F be a univariate distribution function in the Fre´chet max-domain of attraction
with index γ ∈ (0,∞), and let yu, zu, u > 0, be constants such that
lim
u→∞ yu/u = y > 0, limu→∞ zu/u = z > 0. (5.10)
If a, b ∈ R, δ > 0, are given constants such that λ := aδ + b < γ , then we have as u →∞∫ ∞
(y pu +z pu )1/p
(sδ − zδu)asbdF(s) = (1+ o(1))γ uλ[1− F(u)]
×
∫ ∞
(y p+z p)1/p
(1− (z/s)δ)asλ−γ−1ds. (5.11)
Proof of Lemma 5.3. By the regular variation of 1 − F , and the assumption λ < γ , for any
c > 0 (see Lemma 1 in [25]) we obtain∫ ∞
c
(sδ − zδ)asbdF(us) = (1+ o(1))[1− F(u)]γ
×
∫ ∞
c
(1− (z/s)δ)asλ−γ−1ds, u →∞.
Transforming the variables and applying the above result we have∫ ∞
(y pu +z pu )1/p
(sδ − zδu)asbdF(s)
= (1+ o(1))uλ
∫ ∞
(y p+z p)1/p
(1− (z/s)δ)asλdF(us)
= (1+ o(1))uλ[1− F(u)]γ
∫ ∞
(y p+z p)1/p
(1− (z/s)δ)asλ−γ−1ds, u →∞,
hence the result follows. 
Proof of Theorem 3.9. Again let Rn, n ≥ 1, be defined as in (5.4) where we take un,J :=
un‖aJ‖A, n ≥ 1. For any z > 0 applying Lemma 5.3 (set c := ‖aJ‖A and q := p/δ > 0, r :=
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q(α + β − 1)) we obtain
lim
n→∞P{Rn > unz} = limn→∞
∫∞
un(cp+z p)1/p [sq − (unc)q ]α−1s−rdF(s)∫∞
unc
[sq − (unc)q ]α−1s−rdF(s)
=
∫∞
(cp+z p)1/p [sq − cq ]α−1s−r d(s−γ )∫∞
c [sq − cq ]α−1s−r d(s−γ )
=: P{Rc,α,β,γ,p,δ > z},
whereRc,α,β,γ,p,δ ∼ Q‖aJ ‖A,α,β,p,q,G , with distribution function G defined by
G(s) := 1− cγ s−γ , ∀s ≥ c > 0.
Furthermore, we can takeRc,α,β,γ,p,δ to be independent of UI . Consequently
1
un
AI I RnUI
d→ AI IRc,α,β,γ,p,δUI , n →∞,
thus the proof is complete. 
Acknowledgments
I would like to thank Professor Samuel Kotz for inspiring discussions, numerous corrections
and suggestions as well as for providing important manuscripts. I am very thankful to three
reviewers of the paper and Professor Balakrishnan for careful reading, kind remarks, and several
corrections and suggestions.
References
[1] B. Abdous, A.-L. Fouge`res, K. Ghoudi, P. Soulier, Estimation of bivariate excess probabilities for elliptical models.
www.arXiv:math.ST/0611914v2, 2007.
[2] R. Braekers, I. Van Keilegom, Flexible modeling based on copulas in nonparametric regression, Discussion paper
0724, Universite` Catholique de Louvain, 2007.
[3] M.S. Berman, Sojourns and extremes of stationary processes, Ann. Probab. 10 (1982) 1–46.
[4] M.S. Berman, Sojourns and extremes of Fourier sums and series with random coefficients, Stochastic Process. Appl.
15 (1983) 213–238.
[5] M.S. Berman, Sojourns and Extremes of Stochastic Processes, Wadsworth & Brooks/ Cole, Boston, 1992.
[6] S. Cambanis, S. Huang, G. Simons, On the theory of elliptically contoured distributions, J. Multivariate Anal. 11
(3) (1981) 368–385.
[7] L. De Haan, A. Ferreira, Extreme Value Theorey. An Introdution, Springer, New York, 2006.
[8] W.F. Eddy, J.D. Gale, The convex hull of a spherically symmetric sample, Adv. in Appl. Prob. 13 (1981) 751–763.
[9] M. Falk, J. Hu¨sler, R.-D. Reiss, Laws of Small Numbers: Extremes and Rare Events, second edition, in: DMV
Seminar, 23, Birkha¨user, Basel, 2004.
[10] K.-T. Fang, Bi-Qi. Fang, Generalised symmetrised Dirichlet distributions, in: K.T. Fang, T.W. Anderson (Eds.),
Statistical Inference in Elliptically Contoured and Related Distributions, Allerton Press, New York, 1990,
pp. 127–136.
[11] O.P. Faugeras, A product type non-parametric estimator of the conditional density by quantile transform and copula
representation. www.arXiv:math.ST/0709.3192v1, 2007.
[12] J. Galambos, The Asymptotic Theory of Extreme Order Statistics, second edition, Krieger, Malabar, 1987.
[13] J.D. Gale, The asymptotic distribution of the convex hull of a random sample, Ph.D. Thesis, Carnegie-Mellon
University, 1980.
[14] J.E. Heffernan, S.I. Resnick, Limit laws for random vectors with an extreme component. http://www.maths.lancs.
ac.uk/∼currie/Papers/ConditModel.pdf, 2005.
E. Hashorva / Journal of Multivariate Analysis 99 (2008) 1438–1459 1459
[15] E. Hashorva, Extremes of asymptotically spherical and elliptical random vectors, Insurance: Mathematics and
Economics 36 (3) (2005) 285–302.
[16] E. Hashorva, Gaussian approximation of conditional elliptical random vectors, Stoch. Models 22 (3) (2006)
441–457.
[17] E. Hashorva, On the multivariate Hu¨sler–Reiss distribution attracting the maxima of elliptical triangular arrays,
Statist. Probab. Lett. 76 (18) (2006) 2027–2035.
[18] E. Hashorva, Extremes and asymptotic dependence of elliptical random vectors, in: M. Ahsanulah, S. Kirmani
(Eds.), Extreme Value Distributions, Nova Science Publishers, 2007, pp. 159–179.
[19] E. Hashorva, Extremes of L p-norm asymptotically spherical distributions, Albanian J. Math. 1 (3) (2007) 157–172.
[20] E. Hashorva, Conditional limiting distribution of type III elliptical random vectors, J. Multivariate Anal. 98 (2)
(2007) 282–294.
[21] E. Hashorva, Exact asymptotics for Type I bivariate elliptical distributions, Albanian J. Math. 1 (2) (2007) 99–114.
[22] E. Hashorva, Asymptotics properties of type I elliptical random vectors, Extremes 10 (4) (2007) 175–206.
[23] E. Hashorva, S. Kotz, A. Kume, L p-norm generalised symmetrised Dirichlet distributions, Albanian J. Math. 1 (1)
(2007) 31–56.
[24] E. Hashorva, S. Kotz, On the strong Kotz approximation of Dirichlet random vectors, 2008, preprint.
[25] I. Kaj, L. Leskela¨, I. Norros, V. Schmidt, Scaling limits for random fields with long-range dependence, Institut
Mittag-Leffler, The Royal Swedish Academy of Sciences, Report No. 24, 2005.
[26] S. Kotz, N. Balakrishnan, N.L. Johnson, Continuous Multivariate Distributions, second edition, Wiley, New York,
2000.
[27] S. Kotz, S. Nadarajah, Extreme Value Distributions, Theory and Applications, Imperial College Press, London,
United Kingdom, 2005, Second Printing.
[28] R-D. Reiss, Approximate Distributions of Order Statistics: With Applications to Nonparametric Statistics, Springer,
New York, 1989.
[29] R-D. Reiss, M. Thomas, Statistical Analysis of Extreme Values. From Insurance, Finance, Hydrology and Other
Fields, Third Edition, Birkha¨user, Basel, 2007.
[30] S.I. Resnick, Extreme Values, Regular Variation and Point Processes, Springer, New York, 1987.
[31] P.J. Szabłowski, Uniform distributions on spheres in finite dimensional Lα and their generalizations, J. Multivariate
Anal. 64 (2) (1998) 103–117.
