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1 Introduction
A point z in Rm is a lattice point if z = (z1, ..., zm) where each zj is an integer.
Consider the number of lattice points included in the simplex S(a1, ..., am),
where
S(a1, ..., am) =

z :
m∑
j=1
zj
aj
≤ 1, zj ≥ 0, 1 ≤ j ≤ m

 , (1.1)
and aj, j = 1, 2, ..., m, are positive real numbers. Denote this number by
ρ(a1, ..., am), or ρ(S).
We need estimates of ρ(S) as a tool in studying the following problem.
Let n and N be two positive real numbers, and we are interested in the
number of integers 2 ≤ k ≤ N such that the largest prime divisor of k does
not exceed n. We denote this number by
ν(n,N). (1.2)
Denote by {pj}∞j=1 the increasing sequence of the primes, and let m be such
that
pm < n ≤ pm+1. (1.3)
Then by the Prime Numbers Theorem
m ≈ n
lnn
(1.4)
in the sense that the ratio between the two sides of (1.4) tends to 1 as n→∞.
We are thus interested in the integers k ≤ N which are of the form
k =
m∏
j=1
p
xj
j , xj are nonnegative integers. (1.5)
Equivalently, we are interested in integers k as in (1.5) for which
m∑
j=1
(ln pj)xj ≤ lnN (1.6)
1
holds, and we have to estimate
ρ
(
lnN
ln p1
, ...,
lnN
ln pm
)
. (1.7)
Concerning ν(n,N) we have the following result, which is a corollary of
our main results, Theorems 8.2 and 8.4. It deals with situations where
lnN << n << N, (1.8)
in a sense expressed precisely in the theorem.
Theorem 1.1 (i) Consider pairs (n,N) such that
ln lnN
lnn
→ 0 and lnN
lnn
→∞ as n→∞.
Then
ln ν(n,N)
lnN
> 1− ln lnN + ln ln lnN
lnn
+
a⋆ + ln lnn+ δ(n,N)
lnn
, (1.9)
where a⋆ = 1 + ln(e− 1) and δ(n,N)→∞ as n→∞.
(ii) Consider pairs (n,N) such that
N < e
√
n and
lnN
(lnn)2 ln lnN
→∞ as n→∞,
and let a be any constant. Then there exists n0 such that
ln ν(n,N)
lnN
< 1− ln lnN + ln ln lnN
lnn
+
a+ ln lnn + ln ln lnn
lnn
(1.10)
if n > n0.
Remark 1.2 There is a gap between the lower bound (1.9) and the upper
bound (1.10), where in the former we have a⋆ + δ(n,N) while in the latter
a+ ln ln lnn. The following might consist of sharper bounds. For an integer
k ≥ 2 and sufficiently large N denote
ln(k)N = ln · · · lnN
2
where the logarithm function appears k times, and denote
Ln(k)N =
k∑
j=2
ln(j)N.
We conjecture that the sharper bounds
ln ν(n,N)
lnN
> 1− Ln
(k)N
lnn
+
a⋆ + Ln(k−1)n + δ(n,N)
lnn
,
and
ln ν(n,N)
lnN
< 1− Ln
(k)N
lnn
+
a+ Ln(k)n
lnn
may be established. We note that these bounds reduce to (1.9) and (1.10) for
k = 3.
The following result covers a different range of parameters N and n.
Theorem 1.3 Consider the set E of integers 1 ≤ k ≤ N for which all the
prime divisors are smaller than
√
N . In our notations #(E) = ν(
√
N,N),
and we have that
ν(
√
N,N) > αN for some constant α > 0 and every N > 1. (1.11)
Actually, for sufficiently large N we may take α = ln(e/2) in (1.11).
The proof is relegated to the appendix.
The next result will be needed below.
Lemma 1.4 The following relation holds:
ρ(a1, ..., am) >
∏m
j=1 aj
m!
. (1.12)
Proof: The proof is by induction on m. For m = 1 we have
ρ(a1) = [a1] + 1 > a1,
so that (1.12) holds in this case. (We denote by [x] the integer part of x.)
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Let m ≥ 2 and assume that the assertion of the proposition holds for
m− 1. Denote
am = a
and
ρ(a1, ..., am−1) = ρ0.
Let 0 ≤ j ≤ [a] be an integer, and we consider the (m− 1)-simplex
Sj = S(a1, ..., am) ∩ {xm = j}.
Then Sj is a translation of the (m− 1)-simplex
S[(1− j/a)a1, ..., (1− j/a)am−1],
and by the induction hypothesis, the number of lattice points in Sj, denoted
ρj , satisfies
ρj >
(
1− j
a
)m−1 ∏m−1
j=1 aj
(m− 1)! .
Since
ρ(a1, ..., am) =
[a]∑
j=0
ρj ,
it follows that
ρ(a1, ..., am) >
∏m−1
j=1 aj
(m− 1)!
[a]∑
j=0
(
1− j
a
)m−1
, (1.13)
and we estimate the sum in (1.13) by an integral as follows:
[a]∑
j=0
(
1− j
a
)m−1
>
∫ a
0
(
1− x
a
)m−1
dx =
a
m
. (1.14)
Using (1.14) in (1.13) implies (1.12), concluding the proof. ✷
For parameters in a certain range the estimate of ρ in (1.12) is adequate,
while for others it is quite poor. For example, consider the situation where
aj = L for every 1 ≤ j ≤ m, in which case (1.12) yields the lower bound
Lm/m!. Assuming that m is large, we use Stirling’s formula
m! ≈
√
2pim
(
m
e
)m
(1.15)
4
to approximate
Lm
m!
≈ 1√
2pim
(
eL
m
)m
. (1.16)
This yields a good estimate if 1 << m < L, but it provides a very poor
bound if, e.g., L < m/2e. In this case (1.16) yields a lower bound which is
smaller than 2−m, while actually ρ increases to infinity as L→∞.
Considering (1.7) we take as a typical order of magnitude for aj in (1.12)
lnN
ln pj
≈ lnN
lnn
,
and the above discussion implies that the estimate in (1.12) is poor if
lnN
lnn
<
m
2e
,
namely
n > 2e lnN. (1.17)
In the range of parameters (1.8) which is of interest for us (1.17) certainly
holds, and the estimate in (1.12) is actually useless.
Remark 1.5 If n = (lnN)q then by Theorem 1.1, ν(n,N) ≈ N1−1/q. There-
fore, if n is of a polynomial order in lnN , then the set of integers having
largest prime factor that is smaller than n is sparse in [2, N ]. On the other
hand, if n >
√
N then by Theorem 1.3
ν(n,N) > αN
for some constant α > 0, so that the set of integers having largest prime
factor in [2, n] is quite dense in [2, N ]. It is thus of interest to study the
situation where ln lnN << lnn << lnN .
The paper is organized as follows. In the next section we establish a
preliminary bound, which will be improved in the sequel. In section 3 we
describe a setting which enables the study of tight lower and upper bounds for
ν(n,N). In section 4 we introduce a family of auxiliary problems in which our
problem can be imbedded. In section 5 we introduce our iterations method,
which is the main technical tool developed in this paper. In sections 6 and 7
we establish lower and upper bounds for the auxiliary problems, and our main
results are presented in section 8. In the appendix we establish Theorem 1.3
and Proposition 2.2.
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2 A Preliminary lower bound for ν(n,N)
To compute a lower bound for ν(n,N) we will estimate the number of lattice
points which are contained in the simplex (1.6) (where m is as in (1.3) and
(1.4)). Since ln pj < lnn, it follows that this number is larger than the
number of lattice points contained in the simplex
m∑
j=1
xj ≤ lnN
lnn
, xj ≥ 0. (2.1)
Obviously, the number
m∑
j=1
xj is an integer whenever (x1, ..., xm) is a lattice
point. Hence the number of lattice points contained in the simplex (2.1) is
equal to
l∑
k=1
f(k,m), (2.2)
where
l =
[
lnN
lnn
]
, (2.3)
and where f(k,m) denotes the number of different ways in which k can be
written as a sum of m nonnegative integers. Clearly
f(k,m) =
(
k +m− 1
k
)
=
m(m+ 1) · · · (m+ k − 1)
k!
, (2.4)
so that the number of lattice points contained in the simplex (1.6) is larger
than
l∑
k=1
(
k +m− 1
k
)
. (2.5)
We express the kth term in (2.5) in the form
(
k +m− 1
k
)
=
mk
k!
(
1 +
1
m
)
· · ·
(
1 +
k − 1
m
)
, (2.6)
and it follows that
f(k,m) >
mk
k!
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for every k. By (2.2), the quantity mk/k! is a lower bound for ν(n,N) for
each 1 ≤ k ≤ l , and we note that if m >> l (namely n >> lnN), then the
lower bound ml/l! is much larger than the lower bound lm/m! which results
from (1.12).
Using f(l, m) as a lower bound for ν and employing Stirling’s formula
(1.15) we obtain
ν(n,N) >
1√
2pil
(
em
l
)l
>
1√
lnN
(
en
lnN
)lnN/ lnn
(2.7)
if n > n0 for some n0. In case that l is large enough so that Stirling’s
approximation (1.15) may be employed for it, then (2.7) may be expressed
in the form
ln ν(n,N)
lnN
> 1− ln lnN
lnn
+
1
lnn
− ln lnN
2 lnN
. (2.8)
To obtain upper bounds for ν(n,N) the following result will be useful.
Proposition 2.1 Let {pk}∞k=1 denote the sequence of primes. Then
ν(pk+1, N) =
[
lnN
lnpk+1
]
∑
j=0
ν
(
pk, N/p
j
k+1
)
(2.9)
holds for every N > 2 and k ≥ 1.
Proof: Let Fk(N) denote the set of integers z ≤ N whose largest prime
divisor does not exceed pk, so that
ν(pk, N) = #{Fk(N)}. (2.10)
Denote by Aj the set of integers z ∈ Fk+1(N) such that pjk+1 is the largest
power of pk+1 which divides z. It is then easy to see that
Aj = p
j
k+1Fk
(
N
pjk+1
)
(2.11)
and
Fk+1(N) =
⋃
j≥0
Aj , (2.12)
a disjoint union. The relation (2.9) follows from (2.10), (2.11) and (2.12). ✷
We obtain the following result, which will be used in section 7.
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Proposition 2.2 Let α > 0 be fixed, and consider pairs (n,N) such that
n = α(lnN)2. (2.13)
Then there exists a constant C > 1 such that
ln ν(n,N)
lnN
< 1− ln lnN
lnn
+
C
lnn
(2.14)
holds for every N > 1, where n is as in (2.13).
The proof is displayed in the appendix.
3 The reduced order simplex
In this section we relate with the high dimensional simplex (1.6) a simplex
of smaller order. We will study certain properties of this simplex, which will
be used in the next sections as tools used to establish tight lower and upper
bounds for the number of solutions of (1.6).
In establishing a lower bound in section 2 we used the inequality
ln pj < lnn (3.1)
for every 1 ≤ j ≤ m. Modifying this approach we divide the integers interval
(1, n) into subintervals
Ji =
(
n
ei
,
n
ei−1
)
, i = 1, 2, ..., r, (3.2)
where
r = [lnn] if lnn < [lnn] + ln 2 (3.3)
and
r = [lnn] + 1 if lnn > [lnn] + ln 2. (3.4)
For simplicity of notations we henceforth consider only case (3.3), and com-
ment that the discussion and main results in case (3.4) are the same. (In
Remark 3.1 we will indicate where the difference between case (3.3) and case
(3.4) plays a role.)
Refining (3.1) we have for primes pj ∈ Ji the relations
lnn− i < ln pj < lnn− i+ 1, (3.5)
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and regarding (1.6) this implies
(lnn− i)zi <
∑
pj∈Ji
(ln pj)xj < (lnn− i+ 1)zi, (3.6)
where we denote
zi =
∑
pj∈Ji
xj . (3.7)
Clearly (z1, ..., zr) is a nonnegative lattice point in R
r.
Remark 3.1 The cases (3.3) and (3.4) differ only when considering i = r
in the left hand side of (3.5).
If {xj}mj=1 is a solution of (1.6), then in view of (3.6) this implies
r∑
i=1
(lnn− i)zi < lnN. (3.8)
Therefore the number of solutions {xj}mj=1 of (1.6) is smaller than the number
of solutions {xj}mj=1 of (3.8). (We say that {xj}mj=1 is a solution of (3.8) if
(3.7) and (3.8) are satisfied.) Similarly, if {xj}mj=1 is a solution of
r∑
i=1
(lnn− i+ 1)zi < lnN, (3.9)
then in view of (3.6) it is also a solution of (1.6), implying that the number
of solutions {xj}mj=1 of (1.6) is larger than the number of solutions {xj}mj=1
of (3.9). These considerations are the basis of our computation of upper and
lower bounds for ν(n,N).
For a prescribed lattice point (z1, ..., zr) which satisfies (3.8) we are inter-
ested in the number of lattice points {xj}mj=1 in Rm for which (3.7) holds for
every i = 1, 2, ..., r. Let mi denote the size of the set {j : pj ∈ Ji}:
mi = #
{
pj ∈
(
n
ei
,
n
ei−1
)}
,
and if mi >> 1, then by the Prime Numbers Theorem
mi ≈ (e− 1)n
(lnn− i)ei , (3.10)
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and we have the inequality
mi >
n
ei(lnn− i) . (3.11)
Employing the notation f(k,m) in (2.4), it follows that the number of lattice
points {xj}mj=1 that satisfy (3.7) for every 1 ≤ i ≤ r is
K(z1, ...zr) =
r∏
i=1
f(zi, mi). (3.12)
We Denote by ν(n,N) and ν(n,N) the number of solutions of (3.8) and
(3.9) respectively, and it follows that ν(n,N) is bounded from above by
ν(n,N) and from below by ν(n,N). Using the expression K(z1, ..., zr) in
(3.12) we consider sums of the form
M(F ) =
∑
z∈F
K(z1, ..., zr), (3.13)
where the summation runs over all the lattice points z = {z1, ..., zr} which
belong to some set F in Rr. Thus when F in (3.13) is the set of points
belonging to the simplex (3.8), denoted F1, then by (2.4) and (3.12) we have
ν(n,N) =
∑
{zi}∈F1
r∏
i=1
mzii
zi!
(
1 +
1
mi
)
· · ·
(
1 +
zi − 1
mi
)
. (3.14)
Similarly we obtain the following lower bound for ν
ν(n,N) =
∑
{zi}∈F2
r∏
i=1
mzii
zi!
, (3.15)
where F2 is the set of all the lattice points in the simplex (3.9).
We next consider the product
Pi =
zi−1∏
k=1
(
1 +
k
mi
)
that appears in the right hand side of (3.14), and in view of the inequality
ln(1 + x) < x for x > 0 we obtain lnPi < z
2
i /2mi, hence
Pi < e
z2i /2mi . (3.16)
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When dealing with a lower bound we will ignore the term
∏r
i=1 Pi in the
right hand side of (3.14), and we will focus on computing a lower bound to
expressions of the form
Z(F ) =
∑
{zi}∈F
r∏
i=1
mzii
zi!
(3.17)
for certain sets F . We will then describe the modifications required to obtain
an upper bound by taking into consideration the terms Pi in (3.14).
4 A family of auxiliary problems
It will be convenient to study our main problem, of estimating sums of the
form (3.13), by using slightly different notations. In this section we define
a collection of problems, parameterized by two real variables, such that for
certain values of the parameters the auxiliary problem coincides with the
main problem. Thus for a positive number c > 1, let r = [c] and consider
the inequality
cz0 + (c− 1)z1 + (c− 2)z2 + · · ·+ (c− r + 1)zr−1 < M (4.1)
for some positive number M > 1, where z = {zi}r−1i=0 is a nonnegative lattice
point in Rr (compare with (3.9)). We associate with c the r bases
mi =
(e− 1)ec−i
c− i , 0 ≤ i ≤ r − 1 (4.2)
(compare with (3.10) in case that c = lnn). In view of (3.15) we address the
problem of computing the sum
F (c,M) =
∑
z
r−1∏
i=0
mzii
zi!
, (4.3)
where z = (z0, ..., zr−1) runs over all the nonnegative lattice points which
satisfy (4.1); we call this Problem Pc,M for the r variables z0,...,zr−1.
Remark 4.1 There is a close relation between the value of Problem Pc,M
and ν(n,N) for
c = lnn and M = lnN. (4.4)
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Thus the value of Pc,M yields a lower bound for ν(n,N). We also note that
if c ≥M (namely n ≥ N) and N is an integer, then
ν(n,N) = N = eM . (4.5)
To establish an upper bound for ν(n,N) we will estimate a sum of the
type (3.13), which is associated with the simplex
(c− 1)z1 + (c− 2)z2 + · · ·+ (c− r)zr < M (4.6)
(compare with (3.8)). This sum is smaller than the corresponding sum that
is associated with the simplex
cz0 + (c− 1)z1 + (c− 2)z2 + · · ·+ (c− r)zr < M, (4.7)
which we denote by G0(c,M). Thus to obtain an upper bound for G0(c,M)
we consider a sum similar to the one in (4.3), where we take into consideration
the terms Pi in (3.16). We then address the problem of computing the sum
G(c,M) =
∑
z
r∏
i=0
mzii e
z2i /mi
zi!
, (4.8)
where z = (z0, z1, ..., zr) runs over all the nonnegative lattice points which
satisfy (4.7); we call this Problem Qc,M for the r + 1 variables z0,z1,...,zr.
Remark 4.2 We use the simplex (4.7) rather than the simplex (4.6), which
is more directly related to (3.8), in order to avoid repetition of computations
for the lower and upper bounds. Thus a substantial part of the computations
for (4.1) and (4.7) will be unified.
We claim that for a fixed value of z0, Problem Pc,M reduces to Problem
Pc−1,M−cz0 for the r − 1 variables z1,...,zr−1. To justify this statement we
have to check that the r − 1 bases m1,...,mr−1 in (4.2) are indeed the bases
associated with Problem Pc−1,M−cz0, which is easily verified.
The possible values for the variable z0 in (4.1) are the integers z satisfying
0 ≤ z ≤ M
c
,
12
and it follows from (4.3) that
F (c,M) =
[M/c]∑
z=0
F (c− 1,M − cz)m
z
0
z!
. (4.9)
In the subsequent discussion we will consider situations where F (·, ·) sat-
isfies inequalities of the form
F (c,M) ≥ BeM(1− lnMc+1 + γc+1) (4.10)
for some constant 0 < B ≤ 1. In terms of the original parameters we are
actually interested in inequalities of the form
ν(n,N) ≥ BN(1− ln lnNlnn+1+ γlnn+1), (4.11)
where (n,N) and (c,M) are related as in (4.4).
Remark 4.3 It follows from (1.11) in Theorem 1.3 that for a fixed γ, in-
equality (4.11) holds whenever M/c < 2. Indeed, for M = lnN and c = lnn
the condition M/c < 2 translates to n >
√
N , and ν(n,N) > αN by (1.11).
But the inequality
αN > N1−
ln lnN
lnn+1
+ γ
lnn+1
is equivalent to
lnN
lnn+ 1
(ln lnN − γ) > − lnα,
and this holds for every N > N0, for some N0, since n < N . For N ≤ N0,
however, (4.11) holds for some B(γ), since in this case we have a bounded
set of pairs (n,N). Therefore, when trying to establish an inequality of the
type (4.10), we may assume that
M
c
≥ 2, (4.12)
since for M/c < 2 inequality (4.11) is already established.
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5 The iterations method
The discussion in this section is fundamental to our analysis. We develop
the iterations method which will be employed in the subsequent sections to
establish lower and upper bounds for ν.
Assume that for a certain γ > 0 and some 0 < B < 1, inequality (4.10)
holds for any pair (c,M) which verifies
c ≤ κ0 (5.1)
for a certain κ0. We consider then pairs (c,M) that satisfy
κ0 < c ≤ κ0 + 1, (5.2)
and our goal is to establish the inequality (4.10) for such pairs as well. Once
this is achieved we will iterate the argument to obtain a lower bound for all
pairs in a certain domain.
Intending to employ (4.9) to establish a lower bound to F (c,M), and
assuming that (4.10) holds whenever (5.1) is satisfied, we will estimate from
below the expressions
F (c− 1,M − cz)m
z
0
z!
(5.3)
for integers 0 ≤ z ≤ M/c. By (5.2) c − 1 ≤ κ0, and we may use (4.10) for
the pair (c− 1,M − cz), obtaining
F (c− 1,M − cz) ≥ BeA, (5.4)
where
A = (M − cz)− 1
c
(M − cz) ln(M − cz) + (M − cz)γ
c
. (5.5)
Also
mz0
z!
> eE , (5.6)
denoting
E = (z lnm0 − z ln z + z)−
(
1
2
ln z +
1
2
lnpi +
3
2
ln 2
)
, (5.7)
where we used Stirling’s formula
St(z) =
√
2piz
(
z
e
)z
(5.8)
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to estimate
z! < 2St(z) for every z ≥ 1. (5.9)
A term (− ln 2) in (5.7) arises from the factor 2 in (5.9), and the term
−1
2
(ln z + ln pi + ln 2) (5.10)
in (5.7) is due to the logarithm of
√
2piz in (5.8). To avoid the disturbing
term (5.10) in (5.7) we note that
1
2
ln z +
1
2
ln pi +
3
2
ln 2 < βz (5.11)
where β > 0 may be chosen arbitrarily small provided that z is sufficiently
large. It follows that
z −
(
1
2
ln z +
1
2
ln pi +
3
2
ln 2
)
> bz (5.12)
where
b = 1− β (5.13)
may be chosen arbitrarily close to 1 provided that z is large enough, and we
thus obtain
E > (z lnm0 − z ln z + bz) (5.14)
for sufficiently large values of z.
It follows from m0 = (e− 1)ec/c that
z lnm0 = cz − z ln c+ z ln(e− 1).
Using the last equation in (5.14) and recalling (5.5) yield that
A+ E > H(z), (5.15)
denoting
H(z) = M
(
1 +
γ
c
)
+ (a− γ)z − M
c
ln c− z ln z −
(
M
c
− z
)
ln
(
M
c
− z
)
(5.16)
and
a = b+ ln(e− 1). (5.17)
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Thus a is smaller and arbitrarily close to a⋆, which is defined by
a⋆ = 1 + ln(e− 1). (5.18)
It follows from (5.4), (5.6) and (5.15) that
F (c− 1,M − cz)m
z
0
z!
> BeH(z), (5.19)
and to obtain a lower bound for the sum in (4.9) we will estimate the maximal
value of H(z), 0 ≤ z ≤ [M/c], where z is an integer.
Remark 5.1 We will compute a maximizer z0 of H(·) defined on the real
interval [0, [M/c]], and in general z0 is not an integer. Let z1 be the integer
z1 = z0 + θ for some 0 ≤ θ < 1,
and then
H(z1) = H(z0) +
1
2
H ′′(ζ)θ2
for some z0 < ζ < z1. But
H ′′(ζ) =
−M/c
ζ(M/c− ζ) ,
and it follows from ζ ≥ 1 that
|H ′′(ζ)| ≤ M/c
M/c− 1 < 2
(since M/c > 2), and we obtain
H(z1) > H(z0)− θ2. (5.20)
Similarly, for the integer z2 = z0 − (1− θ) we have
H(z2) > H(z0)− (1− θ)2. (5.21)
It follows from (5.19), (5.20) and (5.21) that
[M/c]∑
z=0
F (c− 1,M − cz)m
z
0
z!
> B
(
eH(z1) + eH(z2)
)
> BeH(z0) (5.22)
16
since
min
0≤θ≤1
{
e−θ
2
+ e−(1−θ)
2
}
> 1.
Therefore we may use the maximal value of H(z) over the whole real interval
0 ≤ z ≤M/c.
We have the following basic result.
Proposition 5.2 Let H(z) be as in (5.16). Then
max
{
H(z) : 0 ≤ z ≤ M
c
}
= M
(
1− lnM
c
+
γ + f(γ)
c
)
, (5.23)
where
f(γ) = ln(1 + ea−γ). (5.24)
Proof: Denoting
K =
M
c
and z = Kt
it follows that
max
z
{(a− γ)z − z ln z − (K − z) ln(K − z)} =
−K lnK +K max
0≤t≤1
{(a− γ)t− t ln t− (1− t) ln(1− t)}. (5.25)
We denote
ϕ(t) = (a− γ)t− t ln t− (1− t) ln(1− t), (5.26)
and it follows that the maximizer t0 of ϕ satisfies
(a− γ)− ln t0 + ln(1− t0) = 0.
We conclude that
t0(γ) =
1
1 + eγ−a
, (5.27)
and the maximal value of ϕ(·) is given by
(a− γ)t0 + ln(1 + eγ−a)− (1− t0)(γ − a),
which yields
max{ϕ(t) : 0 ≤ t ≤ 1} = ln(1 + ea−γ). (5.28)
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We thus conclude from (5.25) and (5.28) that
max
0≤z≤K
{
z(a− γ)− z ln z −
(
M
c
− z
)
ln
(
M
c
− z
)}
=
−K lnK +K ln(1 + ea−γ). (5.29)
It follows from (5.16) and (5.29) that (5.23) is satisfied, where f(γ) in (5.24)
is the maximum in (5.28). The proof of the proposition is complete. ✷
It follows from (4.9), (5.22) and (5.23) that
F (c,M) ≥ B exp
{
M
(
1− lnM
c
+
γ + f(γ)
c
)}
. (5.30)
For the induction argument we need that (4.10) would hold for some
initial value of c, say for c = κ for some κ > 1. This is the content of the
following result.
Proposition 5.3 For a prescribed γ > 0 the inequality
F (κ,M) ≥ B(κ, γ)eM(1− lnMκ+1+ γκ+1) (5.31)
holds for every M ≥ 0, where
B(κ, γ) = e−e
κ+γ
. (5.32)
Proof: The maximal value of
M 7→M
(
1− lnM
c+ 1
+
γ
c+ 1
)
is
eκ+γ
κ+ 1
, and it is attained at M0 = e
κ+γ. Since B(κ, γ) in (5.32) satisfies
B(κ, γ)e
eκ+γ
κ+1 < 1,
and since F (c,M) ≥ 1, inequality (5.31) follows for every M > 1. ✷.
We note that if B is equal to B(κ, γ) in (5.32), then (4.10) holds for any
pair (c,M) such that c ≤ κ.
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6 A lower bound for Problem Pc,M
In this section we employ the results of the previous section to establish a
lower bound for Problem Pc,M . We will construct a sequence
{(cj,Mj)}lj=0 (6.1)
for which (5.30) will be employed successively. The coefficient B will be
chosen such that
F (c,M) ≥ B exp
{
M
(
1− lnM
c+ 1
+
γ′
c + 1
)}
(6.2)
will hold for the pair (cl,Ml) for a certain γ
′ = γl, and consequently, employ-
ing (5.30), it will hold for each (cj ,Mj) with a certain γ
′ = γj, in particular
for (c,M) = (c0,M0).
Recall that in deriving the estimate (5.30) we used a value
z0 = Kt0
which is associated with a pair (c1,M1) such that c1 = c0 − 1, and
M1 =M0(1− t0). (6.3)
Although it does not correspond to an integer z, it may be used to obtain a
lower bound for F (c,M), as explained in Remark 5.1.
Concerning (5.30), we wish to estimate its right hand side as follows:
M
(
1− lnM
c
+
γ + f(γ)
c
)
> M
(
1− lnM
c+ 1
+
γ′
c+ 1
)
(6.4)
for a certain γ′. Clearly the inequality (6.4) is equivalent to
γ + f(γ)
c
>
lnM
c(c+ 1)
+
γ′
c+ 1
. (6.5)
For any β > 0 we denote
Dβ = {(c,M) : 1 ≤M ≤ eβc}, (6.6)
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and for a fixed 0 < α < a we denote for every pair (c,M)
γc,M = a− α + ln c− ln lnM. (6.7)
For a pair (c,M) we consider the maximization over z of
F (c− 1,M − cz)m
z
0
z!
. (6.8)
We assume validity of (6.2) with c− 1 replacing c, taking for (c− 1,M ′)
γ′ = γc−1,M−cz,
namely we assume that
F (c− 1,M ′) ≥ B exp
{
M ′
(
1− lnM
′
c
+
γc−1,M ′
c
)}
(6.9)
for every 1 ≤M ′ ≤M . Using (6.7) in (6.9) yields
F (c− 1,M ′) ≥ B exp
{
M ′
(
1− lnM
′
c
+
a− α + ln(c− 1)− ln lnM
c
)}
,
which we write in the form
F (c− 1,M ′) ≥ B exp
{
M ′
(
1− lnM
′
c
+
γ0
c
)}
(6.10)
for every 1 ≤M ′ ≤M , denoting
γ0 = a− α + ln(c− 1)− ln lnM. (6.11)
The fact that the parameter γ0 in (6.10) is the same for all M
′ enables to
employ the results of section 5. Thus the maximal value of (6.8) exceeds the
maximal value which is obtained when we replace F (c − 1,M − cz) by the
right hand side of (6.9), with M ′ = M − cz, namely the maximal value of
exp
{
(M − cz)
[
1− ln(M − cz)
c
+
γ0
c
]}
mz0
z!
(6.12)
over 0 ≤ z ≤M/c. This latter maximum is attained at
M ′ = M(1− t0) (6.13)
where
t0 =
1
1 + eγ0−a
. (6.14)
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Proposition 6.1 Let α > 0 be fixed. Then there exists a constant β0 such
that
(c,M) ∈ Dβ ⇒ (c− 1,M ′) ∈ Dβ (6.15)
for every 0 < β < β0.
Proof: By (6.11)
eγ0−a = e−α
c− 1
lnM
,
and using this in (6.14) yields
t0 > e
α/2 lnM
c
(6.16)
if
lnM
c
< β0
for some β0 which is small enough, and if c is large enough. It follows from
(6.13) that
lnM ′ < lnM − t0
which, in view of (6.16), yields
lnM ′ < lnM
(
1− e
α/2
c
)
, (6.17)
implying
lnM ′
c− 1 <
lnM
c
(
c− eα/2
c− 1
)
. (6.18)
Thus (6.15) follows from (6.18), since α > 0. ✷
We will next establish (6.2) with
γ′ = γc,M (6.19)
(recall (6.7)), assuming the validity of (6.2) with c being replaced by c− 1.
Proposition 6.2 Let z0 be the maximizer in the maximization over z of
(6.12), and let a be associated with z0 as in (5.11), (5.13) and (5.17). Let γ
′
be as in (6.19) and γ = γ0 (recall (6.11)). Then (6.4) holds.
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Proof: We consider the expression
f(γ) = f(γ0) = ln
(
1 + eα
lnM
c− 1
)
. (6.20)
For any 0 < q < 1, which may be arbitrarily close to 1, we have that
ln
(
1 + eα
lnM
c− 1
)
> qeα
lnM
c− 1 (6.21)
if (lnM)/(c−1) is sufficiently small. But α > 0 is fixed while q is arbitrarily
close to 1, and it follows from (6.21) that there exist c0 and β such that
f(γ) >
lnM
c
(6.22)
if c > c0 and (c,M) ∈ Dβ.
For γ = γ0 and γ
′ as in (6.11) and (6.19) the inequality
γ
c
>
γ′
c+ 1
(6.23)
is equivalent to
a− α− ln lnM + (c+ 1) ln(c− 1) > c ln c (6.24)
But (6.24) follows from
ln c < ln(c− 1) + 1
c− 1
in view of M < ec−1. The inequality (6.4) is a consequence of (6.5), (6.22)
and (6.23). ✷
For a fixed β > 0 we have relation (6.15), which enables to use (6.4)
iteratively. It follows from (5.30), (6.4) and Proposition 6.2 that for a fixed
α > 0, the inequality
F (c,M) > B exp
{
M
(
1− lnM
c + 1
+
a− α + ln c− ln lnM
c+ 1
)}
(6.25)
holds for certain pairs (c,M). More precisely, the above discussion yields the
next iterative property.
22
Proposition 6.3 For a fixed α > 0 there exist κ0 > 0 and β > 0 with the
following property: If κ > κ0 is such that (6.25) holds for every (c,M) ∈ Dβ
satisfying κ0 < c ≤ κ, then it also holds for every (c,M) that verifies
(c,M) ∈ Dβ and κ0 < c ≤ κ+ 1.
Remark 6.4 Consider a sequence (6.1) where (cj−1,Mj−1) is the maximizing
pair associated with (cj ,Mj) in the above discussion. We denote by tj, zj and
aj the corresponding parameters in this maximization, and it follows from
(6.16) that
tj >
lnMj
cj
.
Then the maximizer zj satisfies
zj =
Mj lnMj
cj
,
and in view of (6.18) it follows that zj → ∞ if Mj → ∞. But then by
(5.11), (5.13) and (5.17), we may take aj → a⋆, since α > 0 may be chosen
arbitrarily small. We conclude that if Mj lnMj/cj → ∞ for the sequence
(6.1) then we may assume that aj → a⋆.
To start the iterations procedure we need the following result:
Proposition 6.5 For a fixed α > 0 let κ0 and β be as in Proposition 6.3,
and let B be defined by
B = e−κ0e
a+κ0
. (6.26)
Then (6.25) holds for every (c,M) ∈ Dβ such that c ≥ κ0.
Proof: The assertion of the proposition follows from Propositions 5.3 and 6.3,
employing an induction argument. ✷
We conclude from Propositions 6.3 and 6.5 the following result.
Proposition 6.6 Let a < a⋆ be fixed. Then there exist β > 0, c0 and B such
that
F (c,M) > B exp
{
M
(
1− lnM + ln lnM
c+ 1
+
a+ ln c
c+ 1
)}
(6.27)
for every (c,M) such that M < eβc and c > c0.
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The following is the asymptotic lower bound which we obtain for F (c,M).
By Remark 6.4 we may assume that a is arbitrarily close to a⋆, provided that
M(lnM)/c is sufficiently large. We therefore may replace a and α in (6.25)
by a⋆ + δ(c,M), where δ → 0 if M(lnM)/c → ∞. Moreover, we note that
the denominator c+1 in (6.27) may be replaced by c, as expressed in (6.29),
since the difference that arises from this change may be absorbed into a term
δ(c,M) as in (6.29) and (6.30). We further note that the coefficient B in
(6.27) may be absorbed in δ(c,M) under the assumption M/c→∞.
Theorem 6.7 Consider pairs (c,M) such that
lnM
c
→ 0 and M
c
→∞ as c→∞. (6.28)
Then
F (c,M) > exp
{
M
(
1− lnM + ln lnM
c+ 1
+
a⋆ + ln c+ δ(c,M)
c+ 1
)}
, (6.29)
where
δ(c,M)→∞ as c→∞. (6.30)
7 An upper bound for Problem Qc,M
In this section we are concerned with the upper bound for G(c,M) in (4.8).
We will employ a method similar to the one used to establish a lower bound
for F (c,M) in sections 5 and 6.
It will be shown that the variables G(c,M) satisfy relations similar to
(4.9), and we wish to establish for G(c,M) an inequality analogous to (4.10),
with a reversed inequality sign. We note, however, that for fixed c, B and γ
the inequality
G(c,M) ≤ BeM(1− lnMc+1 + γc+1) (7.1)
cannot hold for sufficiently large M , since for such M the right-hand side
of (7.1) becomes smaller than 1, while the left-hand side of (7.1) is clearly
larger than 1.
We henceforth focus on the function G(c,M) defined in (4.8). Our goal is
to estimate the value of G(c,M) for pairs (c,M) which belong to the domain
D = D1/2
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(recall (6.6)), and we denote
D+ = {(c,M) : ec/2 < M < e(c+1)/2}. (7.2)
Analogous to (4.9), for points (c,M) ∈ D we have the following relation
G(c,M) =
[M/c]∑
z=0
G(c− 1,M − cz)m
z
0
z!
ez
2/m0 . (7.3)
(Of course, even though (c,M) ∈ D, some points (c−1,M−cz) in (7.3) may
fail to belong to D.)
To obtain an upper bound of the type (7.1) on D we will employ the
iterative method described in sections 5 and 6. To use this approach in the
present situation we have to guarantee in advance that (7.1) holds for points
in D+. This property will follow from Proposition 2.2 and the next result.
Proposition 7.1 The following relation holds:
G(c,M) < 2cF (c,M). (7.4)
Proof: We note that
z ≤ M
c
≤ e
(c+1)/2
c
and m0 >
ec
c
,
implying
z2
m0
<
e
c
.
It follows that ez
2/m0 < 2 if c > e/ ln 2. Now (7.4) follows from (4.9) and
(7.3), employing induction on c. ✷
Remark 7.2 We will establish an upper bound for F (c,M), and then use
(7.4) to estimate G(c,M) from above. Thus we wish to establish for F an
inequality of the form
F (c,M) ≤ BeM(1− lnMc+1 + γc+1) (7.5)
for some coefficient B and a certain γ (which may depend on c and M), and
in view of (7.4) this will yield the estimate
G(c,M) ≤ B exp
{
M
(
1− lnM
c+ 1
+
γ
c+ 1
)
+ c ln 2
}
. (7.6)
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We note that under the assumption
M
c2
→∞ as c→∞, (7.7)
the term c ln 2 in the exponent in (7.6) becomes negligible compared to the
other terms in the exponent when c→∞.
The following result is a consequence of Proposition 2.2.
Proposition 7.3 Let D+ be as in (7.2), and let C be as in Proposition 2.2.
Then (7.5), with B = 2 and γ = C, holds on D+.
We consider (7.3) as a difference equation in D satisfying boundary upper
bounds on D+ as expressed in Proposition 7.3. For a fixed κ > 1 let
Dκ = D ∩ {1 ≤ c ≤ κ}
which is a bounded set, and it follows that for any fixed γ, F (·, ·) satisfies
(7.5) on Dκ for some B > 1 (depending on γ).
Suppose that we have an upper bound for F (·, ·) on Dκ, and we consider
in the left hand side of (4.9) pairs (c,M) which belong to Dκ+1 \ Dκ. We
will next show that for such (c,M) the right hand side of (4.9) involves pairs
(c− 1,M − cz) for which an upper bound of the form (7.5) has been already
established. We will then use these bounds to estimate the right hand side
of (4.9), thus establishing an upper bound for F (c,M).
Proposition 7.4 If (c,M) ∈ Dκ+1 \Dκ then
(c− 1,M − cz) ∈ Dκ ∪ D+ (7.8)
for every 0 ≤ z ≤ M/c.
Proof: If (c,M) ∈ Dκ+1 then M ≤ ec/2. Obviously this can be written in the
form
M ≤ e (c−1)+12 ,
implying that (c − 1,M) ∈ D+ if M > e(c−1)/2, and (c − 1,M) ∈ Dκ if
M ≤ e(c−1)/2. ✷
It follows from Proposition 7.4 that each summand F (c − 1,M − cz) in
the right hand side of (7.3) may be bounded by employing a bound of the
form (7.5) for (c− 1,M − cz).
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In analogy with (5.6) we have that
mz0
z!
< eE¯ , (7.9)
where similarly to (5.14)
E¯ = (z lnm0 − z ln z + z) . (7.10)
(In (7.10) we ignore the term
√
z in (5.8), since we consider now an upper
bound)). Substituting m0 = (e− 1)ec/c in (7.10) we obtain
E¯ = cz − z ln z + z(1 + ln(e− 1))− z ln c.
Let A be as in (5.5), and analogous to (5.4) we assume that
F (c− 1,M − cz) ≤ BeA,
so that
F (c− 1,M − cz)m
z
0
z!
≤ BeA+E¯ .
It follows that an upper bound for A + E¯ is given by the function H(z) in
(5.16), where the variable a (recall (5.17)) is replaced by a⋆ in (5.18). We still
denote this function by H(z), and analogous to (5.19) we have the relation
F (c− 1,M − cz)m
z
0
z!
< BeH(z). (7.11)
As in section 5, we should maximize the function H(z) over 0 ≤ z ≤
[M/c]. But in the present situation, since we are concerned with an upper
bound, we may use the maximum of H(z) over the real interval 0 ≤ z ≤M/c
and do not have to restrict to the integers in this interval.
Summarizing the above discussion we obtain, analogous to (5.30), the
following result.
Proposition 7.5 Assume that
F (c,M) ≤ BeM(1− lnMc+1 + γc+1) (7.12)
for every (c,M) ∈ Dκ, for some γ > C and κ > 1. Then
max
{
F (c− 1,M − cz)m
z
0
z!
: 0 ≤ z ≤ M
c
}
≤ BeM(1− lnMc + γ+f(γ)c ), (7.13)
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implying
F (c,M) < BeM(1−
lnM
c
+
γ+f(γ)
c )+ln(M/c) (7.14)
for every (c,M) ∈ Dκ+1.
Remark 7.6 The term ln(M/c) appears in (7.14) since we should multiply
the maximum in (7.13) by the number of terms which appear in the sum in
(4.9). We may use ln(M/c) rather than ln([M/c]+1) since there are in (4.9)
several summands which are much smaller than the maximal term there.
In this section we use induction to establish an inequality of the type (7.5),
with γ depending on (c,M) as follows:
γ(c,M) = a¯+ ln c+ ln ln c− ln lnM (7.15)
for a certain a¯.
The next is an important comment.
We consider now the maximization in the left hand side of (7.13). Em-
ploying an induction hypothesis we obtain bounds on the expressions F (c−
1,M−cz), using inequalities of the form (7.12) for the pairs (c−1,M ′), where
M ′ = M − cz. In these bounds we denote γ = γ(c − 1,M ′), using (7.15).
Suppose that the maximum over the bounds is attained at 1 < M0 ≤M , and
denote γ0 = γ(c− 1,M0), namely
γ0 = a¯+ ln(c− 1) + ln ln(c− 1)− ln lnM0. (7.16)
Clearly the maximum over the bounds is not larger than the maximal value
of
exp
{
(M − cz)
[
1− ln(M − cz)
c
+
γ0
c
]}
mz0
z!
(7.17)
over 0 ≤ z ≤M/c.
In view of (7.13) and (7.14), and analogous to (6.5), we wish to establish
γ0 + f(γ0)
c
<
lnM
c(c+ 1)
+
γ′
c+ 1
, (7.18)
where
γ′ = a¯+ ln c+ ln ln c− ln lnM. (7.19)
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We first address the term f(γ0) in (7.18), and recalling (5.24) we have
f(γ0) = ln
(
1 + ea
⋆−a¯ lnM0
(c− 1) ln(c− 1)
)
. (7.20)
We assume now that
(c,M) ∈ Dβ,
and denote in (7.15)
a¯ = a⋆ + δ (7.21)
for some (not necessarily positive) δ. It follows from (7.20) that
f(γ0) < e
−δ lnM
(c− 1) ln(c− 1) ,
and concerning (7.18) we have thus established that
f(γ0)
c
<
q lnM
c(c+ 1) ln c
(7.22)
for some constant q > 1 independent of β and c, if c is sufficiently large.
We next consider the terms γ0/c and γ
′/(c + 1) in (7.18). Let z0 be the
point where the maximization over z of (7.17) is attained, and let, as above,
M0 = M − cz0. We note that in this maximization, the value γ0 is the same
for all the points (c− 1,M ′), 1 < M ′ ≤M . We have then
M0 = M(1 − t0), (7.23)
where by (5.27)
t0 =
1
1 + eγ0−a⋆
=
q1e
−δ lnM0
c ln c
,
for some constant q1 if c is sufficiently large. Thus
ln(1− t0) = −q2 lnM0
c ln c
(7.24)
for some constant q2, and it follows from (7.23) and (7.24) that(
1 +
q2
c ln c
)
lnM0 = lnM,
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hence
lnM0 =
(
1− q3
c ln c
)
lnM
for some q3 > q2. The last relation implies that
ln lnM0 > ln lnM − 2q3
c ln c
(7.25)
if c is sufficiently large.
Using the expressions (7.16) and (7.19) it follows from (7.25) that
γ0
c
− γ
′
c+ 1
is smaller than
a¯ + ln(c− 1) + ln ln(c− 1)
c
− a¯+ ln c+ ln ln c
c+ 1
+
2q3
c2 ln c
− ln lnM
c(c+ 1)
,
implying that
γ0
c
− γ
′
c+ 1
<
a¯ + ln c+ ln ln c
c(c+ 1)
+
2q3
c2 ln c
− ln lnM
c(c+ 1)
. (7.26)
Using M > c we conclude from (7.26) that
γ0
c
− γ
′
c+ 1
<
ln(kc)
c(c+ 1)
(7.27)
for large enough c, where we denote
k = a⋆ + 1.
We next examine the inequality
ln(kc) <
[
1− q
ln c
]
lnM (7.28)
where q is as in (7.22). We note that (7.18) follows from (7.22), (7.27) and
(7.28), hence it only remains to establish (7.28). But (7.28) holds if
(
1 +
q0
ln c
)
ln(kc) < lnM (7.29)
30
for a certain q0 > q, e.g. we may take q0 = 2q provided that c satisfies
ln c > 2q. The inequality (7.29), however, is equivalent to
M >
(
eq0k1+q0/ ln c
)
c,
which is satisfied if
M > Kc (7.30)
for the constant K = eq0k1+q0/ ln c. We have thus established the following
result.
Proposition 7.7 Let the constant K > 1 be fixed, and for some constant a¯
let γ(c,M) be as in (7.15). Then there exist constants B and c0 such that
F (c,M) < BeM(1−
lnM
c+1
+
γ(c,M)
c+1 )+c lnM (7.31)
holds provided that c > c0.
Proof: The inequality (7.31) follows from (7.14) and (7.18) and the preceding
discussion. We note that when employing successively the inequalities (7.14)
and (7.18), the various terms ln(M/c) in (7.14) accumulate, yielding the term
c lnM in (7.31). ✷
In the following result we consider pairs (c,M) such that M/c < K.
Proposition 7.8 There exist constants B and c0 such that the inequality
F (M, c) < BeM(1−
lnM
c+1
+
γ(c,M)
c+1 ) (7.32)
holds for every (c,M) such that 1 ≤ M/c ≤ K and c > c0, where γ(c,M) is
as in (7.15).
Proof: We substitute M = K1c in (7.32), for some 1 ≤ K1 ≤ K, and use
(7.15) to obtain
F (c,M) < Be
M
(
1− lnK1−a¯+2(lnK1)/(ln c)
c+1
)
. (7.33)
But for M = K1c the right hand side of (7.33) exceeds
BeMe−2K1(lnK1−a¯)
for large enough c. Since F (c,M) < 2N and 1 ≤ K1 ≤ K, it follows that
(7.33) indeed hold, provided that B is sufficiently large. ✷
Propositions 7.7 and 7.8 cover the whole range of interest, and we sum-
marize the above discussion as follows:
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Proposition 7.9 Let a¯ be any constant. Then there exist constants B and
c0 such that
F (c,M) < BeM(1−
lnM+ln lnM
c+1
+ a¯+ln c+ln ln c
c+1 )+c lnM (7.34)
if (c,M) ∈ D and c > c0.
We note that (7.34) holds for arbitrarily small a¯, for certain constants B
and c0 (depending on a¯). This fact is due to the term ln ln c in the exponent
in (7.34).
Concerning G(c,M), in view of Remark 7.2 we obtain the following re-
sults:
Proposition 7.10 Let a¯ be any constant. Then there exist constants B and
c0 such that
G(c,M) < BeM(1−
lnM+ln lnM
c+1
+ a¯+ln c+ln ln c
c+1 )+c ln 2M (7.35)
if (c,M) ∈ D and c > c0.
Theorem 7.11 Consider pairs (c,M) such that
M
c2 lnM
→∞ as c→∞. (7.36)
Then there exists c0 such that
G(c,M) < eM(1−
lnM+ln lnM
c
+ a¯+ln c+ln ln c
c ) (7.37)
if (c,M) ∈ D and c > c0.
8 The main results
In this section we will establish our main results concerning lower and upper
bounds for ν(n,N). They consist of rephrasing the results in sections 6 and
7 in terms of n and N instead of c and M .
Proposition 8.1 Let a⋆ be defined by (5.18), and let a < a⋆ be fixed. Then
there exist β > 0, n0 and b such that
ln ν(n,N)
lnN
> 1− ln lnN + ln ln lnN
lnn
+
a+ ln lnn
lnn
(8.1)
for every (n,N) such that nb < N < en
β
and n > n0.
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Our first main result is concerned with the asymptotic lower bound for
ν(n,N).
Theorem 8.2 Consider pairs (n,N) such that
ln lnN
lnn
→ 0 and lnN
lnn
→∞ as n→∞. (8.2)
Then
ln ν(n,N)
lnN
> 1− ln lnN + ln ln lnN
lnn
+
a⋆ + ln lnn+ δ(n,N)
lnn
, (8.3)
where
δ(n,N)→∞ as n→∞. (8.4)
Concerning upper bounds for ν(n,N) we have the following result:
Proposition 8.3 Let a¯ be any constant. Then there exist a constant n0 such
that
ln ν(n,N)
lnN
< 1− ln lnN + ln ln lnN
lnn
+
a¯ + ln lnn+ ln ln lnn
lnn
+
lnn ln(2 lnN)
lnN
(8.5)
if N < e
√
n and n > n0.
Our second main result is concerned with the asymptotic lower bound for
ν(n,N).
Theorem 8.4 Consider pairs (n,N) such that
lnN
(lnn)2 ln lnN
→∞ as n→∞. (8.6)
Then there exists n0 such that
ln ν(n,N)
lnN
< 1− ln lnN + ln ln lnN
lnn
+
a¯ + ln lnn+ ln ln lnn
lnn
(8.7)
if N < e
√
n and n > n0.
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9 Appendix
Proof of Theorem 1.3: Let F = [1, N ] \ E be the complement of E in [1, N ].
For a prime
√
N ≤ p ≤ N we denote by Fp the set of integers in F which
are divisible by p. Then Fp1 ∩ Fp2 = ∅ if p1 6= p2,
#(Fp) =
[
N
p
]
and it follows that
#(F ) =
∑
√
N≤p≤N
[N/p] < N
N∑
p≥√N
1
p
, (9.1)
where the sum is over the primes in the indicated interval. To estimate the
sum in the right hand side of (9.1) we consider, more generally, sums of the
form
Sa,b =
∑
a≤p≤b
1
p
. (9.2)
By the Prime Numbers Theorem the distribution function of the number of
primes in the real line is, for large enough x, Φ(x) = x/ ln x. Using this in
the summation in (9.2) implies that for sufficiently large a we have
Sa,b ≈
∫ b
a
dΦ(x)
x
=
∫ b
a
Φ(x)dx
x2
+
Φ(x)
x
∣∣∣∣∣
b
a
,
and substituting Φ(x) = x/ lnx we conclude that
Sa,b ≈
∫ b
a
dx
x ln x
+
1
ln x
∣∣∣∣
b
a
< ln ln b− ln ln a. (9.3)
For a =
√
N and b = N the right hand side of (9.3) is equal to ln 2, and
using this in (9.1) yields that for sufficiently large N we have
#(F ) < N ln 2,
implying
#(E) > N ln(e/2).
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This establishes (1.11) and concludes the proof. ✷.
Proof of Proposition 2.14: It follows from ν(2, N) ≤ lnN/ ln 2 that
ν(2, N) ≤
√
N
ln 2
,
since lnN <
√
N for every N ≥ 1. It is easy to see that
ν(pk, N) ≤
√
N
(ln 2)(1− 1/√p2) · · · (1− 1/√pk) , (9.4)
for every k ≥ 2. Relation (9.4) can be established by employing a simple
induction argument, using (2.9).
To estimate from above the right hand side of (9.4), we have to estimate
from below the product
k∏
j=1
(
1− 1√
pj
)
, (9.5)
and for this we estimate from above the sum
k∑
j=1
1√
pj
. (9.6)
To this end we use the distribution function
Φ(x) =
x
ln x
of the primes in the real line, and we have to estimate
∫ pk
3
dΦ(x)√
x
.
This leads to ∫ pk
3
dx√
x ln x
=
∫ √pk
√
3
dt
2 ln t
<
C
√
pk
ln pk
(9.7)
for some constant C > 0, and we obtain
ν(pk, N) ≤ N1/2e
C
√
pk
lnpk . (9.8)
For a prescribed n = α(lnN)2 we let pk be the smallest prime p which satisfies
p ≥ n. Employing (9.8) for this pk yields the assertion of the proposition. ✷
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