Abstract. In this paper, we study the existence of multiple positive solutions of boundary value problems for secondorder three-point discrete equations
Introduction
Let N + = {0, 1, 2, . . .}, N 0 = {1, 2, . . .}, N (a, b) = {a, a + 1, . . . , b}, a, b ∈ N + . This paper is concerned with the existence of multiple positive solutions to the following boundary value problem ∆ 2 x(n − 1) − p∆x(n − 1) − q x(n − 1) + f (n, x(n)) = 0, n ∈ N 0 , (1.1)
here p, α ≥ 0, l ∈ N + , p, q ∈ R and q > 0, 1 + p > q. In the current work, we give the associate Green's function and obtain the existence of multiple positive solutions for BVP (1.1) (1.2) by employing fixed point theorem in Fréchet space (see [7] ).
The motivation for the present work stems from both practical and theoretical aspects. In fact, particular cases of the continuous boundary value problem (BVP) on the half-line occur naturally in the study of radially symmetric solutions of nonlinear elliptic equations, see [11, 16] , and various physical phenomena [9, 15] , such as unsteady flow of gas through a semiinfinite porous media, the theory of drain flows, plasma physics, in determining the electrical potential in an isolated neutral atom. In all this applications, it is frequent that only solutions that are positive are useful. Recently there have been investigations on the positive solutions of boundary value problem, see [1-8, 10, 12-14, 17-25] . Agarwal et al. in [3] have considered the following two-point boundary value problem
(1.3)
By employing upper and lower solutions method, one positive solution is obtained. Liu [18] , [19] , Zima [25] studied the existence of positive solutions of second-order two-point boundary value problems for differential equations. However, no results were established for multiple point boundary value problems of discrete equations on the half-line. It is well known that the study of multiple point boundary value problems is very important. For finite interval, there have been many results, see [8, 20, 21] . So it is necessary that we discuss the existence of the positive solutions for the three-point boundary value problem on the half-line. The goal of this paper is to fill the gap in this area. Furthermore, the existence of multiple positive solutions is given. Our results extend and complete many results in the literatures, see [1, 2, 3, 4, 5, 10, 14] and the references therein. The paper is organized as follows: Section 2 presents the expression and some useful properties for Green's function to the problem
(see Lemma 2.1 and Lemma 2.2). In Section 3 we first state fixed point theorem in Fréchet space from [7] , then applying the fixed point theorem the existence of one positive solution of BVP (1.1) (1.2) is established. In Section 4, the existence of multiple positive solutions is established.
Related Lemmas
For convenience, let
It is easy to see that a > 0, b < 0. By 1 + p > q we have b + 1 > 0.
The following conditions will be used in this paper:
Lemma 2.1. Let g ∈ C (N + , R) and
is a solution of the following boundary value problem
if and only if x ∈ C (N + , R) is a solution of the following equation
By the equation in (2.1) we have
Multiplying (2.4) by 1 1+b n and summing on N (1, k) we get
Similarly, multiplying (2.3) by 1 1+a n and summing on N (1, k − 1), we get
By (2.5), (2.6) we get
From (2.3), (2.7) we have
where
By x(0) = αx(l ) and (2.9) we have
By boundary condition,
g (i ) = ∞, then by the rule of L'Hospital, we have
The condition
(2.12)
i g (i ) + B and (2.10), we have
Thus substituting (2.12) and (2.13) into (2.8), we have
.
After a tedious computation we have (2.2) holds. On the other hand, applying the difference operator directly to (2.2) gives (2.1).
Lemma 2.2. Suppose that G(n, i ) is given by Lemma 2.1 and the condition (H 2) holds, then we have
Proof. It is clear that (i) holds. Now we show that (ii) holds. For the case i ≤ n − 1, i ≤ l − 1, we have
and
For the case n ≤ i ≤ l − 1, we have
Notice the condition (H2) we have
For the case l ≤ i ≤ n − 1, we have
we have
Finally we prove that (iii) holds.
Therefore, (iii) holds.
Existence Based on a Cone Compression and Expansion Theorem in Fréchet Space
We first present the fixed point result from [7] that we will use in the Section 3 and Section 4. Let E be a Fréchet space endowed with a family of semi-norms {| · | n : n ∈ N 0 } with
Also assume for each n ∈ N 0 that (E n , | · | n ) is a Banach space, and suppose
with E = ∩ ∞ n=1 E n and |x| n ≤ |x| n+1 for all x ∈ E n+1 (here n ∈ N 0 ). For each n ∈ N 0 , let C n be a cone in E n and assume that | · | n is increasing with respect to C n . Also assume
For ρ > 0 and n ∈ N 0 , let
(the first closure is with respect to C n , whereas the second is with respect to E n ). In addition, notice since |x| n ≤ |x| n+1 for all x ∈ E n+1 that
We now present a general result which guarantees that the equation
has a solution in E . [7] .) Let r 1 > 0, r 2 > 0, γ > 0 be constants, r = min{r 1 , r 2 } and R = max{r i , r 2 } with γ < r . Suppose that the following conditions are satisfied:
Theorem 3.2.(see
for each n ∈ N 0 , |F n x| n ≥ |x| n for all x ∈ ∂ E n U n,r 1 ∩C n ; (3.3)
for each n ∈ N 0 , |F n x| n ≤ |x| n for all x ∈ ∂ E n U n,r 2 ∩C n ; (3.4)
for each n ∈ N 0 , the map K n : U n,R ∩C n → C n , given by
for every k ∈ N 0 and any subsequence A ⊆ {k, k + 1, · · · } if x ∈ C n , n ∈ A, is such that R ≥ |x| n ≥ r then |x| k ≥ γ; (3.6) and if there exists a ω ∈ E and a sequence {y n } n∈N 0 with y n ∈ (U n,R \U n,r ) ∩C n and y n = F n y n in E n such that for every k ∈ N 0 , there exists a subsequence (3.7)
Remark 3.1. The definition of K n in (3.5) is as follows. If y ∈ U n,R ∩ C n and y ∈ U n+1,R ∩ C n+1 , then K n y = F n y, whereas if y ∈ U n+1,R ∩C n+1 and y ∈ U n+2,R ∩C n+2 , then K n y = F n y ∪ F n+1 y, and so on.
Theorem 3.3. Besides the conditions (H1) (H2) hold, we assume that the following conditions are satisfied: (H3) there exist R > r > o, and l
hold. Then Problem (1.1) (1.2) has at least one positive solution x ∈ C (N + , R) with x(i ) ≥ 0 for i ∈ N + and with
Proof. Choose {b n } ⊂ N 0 an increasing sequence such that b 1 = b ≥ 1 and b n → ∞ as n → ∞. We endow C (N + , R) with a family of semi-norms {| · | n } n∈N , defined as follows:
We denote E n = C (N (0, b n ), R) and C n = {x ∈ E n |x(i ) ≥ 0 for i ∈ N (0, b n ), and min
here x ∈ C (N , (1, b n ) ).
For ρ = r, R, let
We know from [6] that F n : U n,R ∩C n → E n is continuous for each n ∈ N 0 .
We claim that F n : U n,R ∩C n → C n for each n ∈ N 0 . (3.11)
If (3.11) is true, then of course (3.2) is true for n ∈ N 0 . To see (3.11), fix n ∈ N 0 and take x ∈ U n,R ∩C n . Using (3.10) and inequality (ii) we obtain
On the other hand, using inequality (iii) we have
By G(i , j ) ≥ 0, (i , j ) ∈ N + × N 0 and (H1) we have F n x(i ) ≥ 0 for i ∈ N (0, b n ). Thus (3.11) (also (3.2) with n ∈ N 0 ) is true. Next we show (3.3) (with r 1 = r ) with n ∈ N 0 . Let x ∈ ∂ E n U n,r ∩ C n . Note |x| n = r and x(i ) ≥ γ|x| n = γr for i ∈ N (l 1 , l 2 ). Noticing (H1) (3.9) (3.10) and inequality (iii) we have
So (3.3) (with r 1 = r ) is true for n ∈ N 0 .
To see (3.4) (with r 2 = R) with n ∈ N 0 holds. Let n ∈ N 0 and x ∈ ∂ E n U n,R ∩C n , so sup
. Then using (3.8) and inequality (ii), we have
which yields |F n x| n ≤ R = |x| n .
Thus (3.4) (with r 2 = R) holds for n ∈ N 0 .
Fix n ∈ N 0 , we will show
Without loss of generality, assume there exists l ∈ {0, 1, . . .} with x ∈ U n+l ,R ∩C n+l
is uniformly bounded according to the maximum norm. According to Lemma 3.1 (Arzelá-Ascoli theorem), M is relatively compact, i.e. there exists a sequence {y k } ⊆ M and y 0 ∈ C (N (0, b n )) such that lim
relatively compact in C n , and K n : U n,R ∩C n → C n is compact, so (3.5) holds. We next will prove that (3.6) holds for n ∈ N 0 and γ = γr (1 + a) −l 2 . To see this, fix k ∈ N 0 and take any subsequence
, and so min
x(i ) ≥ γr . Thus
so (3.6) holds for n ∈ N 0 . It remains to show that (3.7) is satisfied. Suppose there exists ω ∈ C (N 0 , R) and a sequence {x n } n∈N 0 with x n ∈ U n,R ∩C n and x n (i ) = F n x n (i ), i ∈ N (0, b n ) such that for every k ∈ N 0 , there exists a subsequence S ⊆ {k + 1, k + 2, · · · } of N 0 with x n → ω in C (N (0, b k 
Consider k ≥ i and n ∈ S (as described above). Then x n (i ) = F n x n (i ), i ∈ N (0, b n ) for n ∈ S, and so
i . Now by (3.8) and inequality (ii) we have
Finally let k → ∞, we conclude by (3.8)
So (3.7) holds. Now apply Theorem 3.2
with x(i ) ≥ 0 for i ∈ N + and
By (3.8) we have
Thus by Lemma 2.1, x is a positive solution of Problem (1.1) (1.2).
Theorem 3.4.
Besides the conditions (H1) (H2) hold, we assume that there exist l 1 , l 2 ∈ N 0 and l 1 < l 2 such that sup
Then Problem (1.1) (1.2) has at least one positive solution.
Proof. By (3.13), choose an R > 0 such that
which implies (3.8). From (3.14), there exists an r < R such that
γ , which implies (3.9). So the conditions in Theorem 3.3 are satisfied. Applying Theorem 3.3, Problem (1.1) (1.2) has a positive solution. 
Existence of Multiple Positive Solutions
Then Problem (1.1) (1.2) has at least two positive solutions.
Proof. Choose {b n } ⊂ N 0 an increasing sequence such that b 1 = b ≥ 1 and b n → ∞. We endow C (N + , R) with a family of semi-norms {| · | n } n∈N , defined as follows:
here x ∈ C (N (1, b n ) ). Now from condition (3.13) choose an R such that
. From (3.14) there exists r ≤ R such that
From (4.1) there exists R > R such that
Now we define for ρ = r, R, R ,
First by Theorem 3.3 condition (H1) (4.4) (4.5) guarantee that there exists one positive solution
We next will prove that there exists another positive solution
The proof is based on Theorem 3.2. First similar to Theorem 3.3 we get for each n ∈ N 0 , F n : U n,R ∩C n → C n is a continuous map, that is to say, the condition (3.2) in Theorem 3.2 holds.
The following two claims hold:
. By (4.6) and inequality (iii) we have
Thus (3.3) holds for r 1 = R .
Fix n ∈ N 0 and let x ∈ ∂ E n U n,R ∩ C n . So x(i ) ≤ R(1 + a) i , i ∈ N + . By (4.4) and inequality (ii) we
Thus (3.4) holds for r 2 = R. We next will show that (3.5) holds. For this, fix n ∈ N 0 , we will show K n : U n,R ∩ C n → C n given by K n x = 
So |K n x| n < ∞. Similar to the process of Theorem 3.2 we have K n : U n,R ∩ C n → C n is compact, so (3.5) holds. Next we will prove (3.6) holds for n ∈ N 0 for γ = γR(1 + a) −l 2 . To see this, fix k ∈ N 0 and take any subsequence A ⊆ {k, k + 1, · · · } if x ∈ C (0, b n ), n ∈ A is such that R ≤ |x| n ≤ R , then x(i ) ≥ γ|x| n ≥ γR for i ∈ N (l 1 , l 2 ), and so inf where β i ≥ 0, i = 1, 2, β 2 1 + β 2 2 = 0, which has been studied in [23] . Our results in present paper generalize those in [23] .
