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Abstract –In this letter, we have studied the effects of proximity of a superconductor to a normal
metal. The system, represented by a bilayer attractive Hubbard model, is investigated using
layer-dynamical mean field theory and iterated perturbation theory for superconductivity as an
impurity solver. The bilayer system comprises a superconducting and a normal metallic layer,
connected by an inter-planar hopping (t⊥). It is found that superconductivity is induced in the
normal layer for small t⊥. With increasing inter-layer hopping, the bilayer system undergoes two
transitions: a first order transition to a normal metallic phase, and subsequently a continuous
crossover to a band insulator.
Introduction. – The physical proximity of two or
more distinct phases of matter can generate exotic phe-
nomena at the interface. Spectacular examples of such
phenomena include formation of a depletion layer at p-n
junctions [1], giant magnetoresistance effect in alternat-
ing ferromagnetic and non-magnetic metallic heterostruc-
tures [2], formation of a two-dimensional electron gas at
the interface of a band insulator and a Mott insulator [3].
Similarly, when a superconductor is brought into contact
with a normal metal or a ferromagnet, then many inter-
esting phenomena take place at the interfaces such as An-
dreev reflection [4], induction of superconducting (SC) cor-
relations in normal metal, triplet pairing at the interface
of superconductor and ferromagnet etc. These phenomena
are collectively known as proximity effects [5].
There are many experimental realizations of the
superconductor-normal metal (SN) interface, such as
Nb/Au [8, 9] and NbSe2/Au [10]. Similarly, proxim-
ity effects in a superconductor-ferromagnet(SF) interface
have been realized in Nb/Fe [11–13], Nb/Gd [14, 15],
V/Fe [16–18], V/V1−xFex [19], Pb/Fe [20], Co/Al [21],
and YBa2Cu3O7−δ/ La0.7Co0.3MnO3 [22] etc. At an SN
or an SF interface, it is observed that the superconductiv-
ity is induced in the metallic/ferromagnetic (M/FM) layer
because of leakage of Cooper pairs from superconductor to
M/FM [16]. The superconducting transition temperature
decreases with increasing the thickness of the non-SC sec-
ond layer. The magnetic moments in ferromagnet break
Cooper pairs inside the ferromagnet because of breaking
of time reversal symmetry and hence the superconducting
critical temperature decreases as function of thickness of
ferromagnetic layer faster than in an SN layer [16].
The proximity of a superconductor to a normal metal
is, theoretically, a well studied problem [5–7], albeit with
static mean field theories. The static mean field theo-
ries, however, do not incorporate dynamical fluctuations,
which are very important in accessing the true ground
state. Nevertheless, theoretical studies of the SN interface
that go beyond static mean field theory are scant. In a
recent theoretical study, an SN interface has been repre-
sented by a bilayer attractive Hubbard model on a square
lattice of finite size. The model has been solved using
Quantum Monte Carlo (QMC) as well as Bogoliubov-de
Gennes mean field (BdGMF) approximation [24].
In this letter, we have studied the bilayer attractive
Hubbard model (AHM) by combining dynamical mean
field theory (DMFT) [25–27] and iterated perturbation
theory for superconductivity (IPTSC) [28–30] as an im-
purity solver. The IPTSC method is perturbative, but
is known to benchmark excellently when compared to re-
sults from numerical renormalization group for the bulk
AHM [31]. Although the target system is the same as that
of Ref. [24], our method allows us to study the thermody-
namic limit, thus avoiding any finite-size effects. More-
over, since the IPTSC has been implemented on a real
frequency axis, we have been able to investigate spectral
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dynamics in detail without facing the ill-posed problem of
analytic continuation. The various phases of the system
as a function of increasing t⊥ have been explored. The
paper is structured as follows: In the following section,
we outline the model and the formalism used. Next, we
present our results for the spectra, order parameter and
phase transitions. We conclude in the final section.
Model and Method. – We consider a single band
bilayer attractive Hubbard model (AHM), which may be
represented by the following Hamiltonian:
H =
l=2∑
iσ,l=1
ǫlc
†
ilσcilσ −
l=2∑
<ijσ>,l=1
tl[c
†
ilσcjlσ + h.c]−
l=2∑
i,l=1
|Ul|(nil↑ −
1
2
)(nil↓ −
1
2
)−
l=2∑
iσ,l=1
µlc
†
ilσcilσ − t⊥
∑
iσ
[c†i1σci2σ + h.c] (1)
where cilσ annihilates an electron with spin σ on the i
th
lattice site in the lth plane. The local occupancy is deter-
mined by the operator, nilσ = c
†
ilσcilσ. The indices i, j run
over the lattice sites in each plane and l is a plane index.
t⊥ is inter-planar hopping and tl is intra-planar hopping
in the lth plane; ǫl is the site energy of lth plane.
To take superconductivity into account, we use a four
component Nambu spinor, which is defined as
Ψ†k =
[
ck1↑ c
†
−k1↓ ck2↑ c
†
−k2↓
]
(2)
The matrix Green’s function is given by
Gˆ(~k, τ) = − < TτΨ (~k, τ)Ψ
†(~k, 0) > (3)
where 1 and 2 label the planes and ~k is momentum quan-
tum number. The Green’s function in absence of interac-
tion (U1 = U2 = 0) is given by
Gˆ0(~k, ω) =


ω+ − ǫ¯1(~k) 0
t⊥ 0
0 ω+ + ǫ¯1(~k)
0 −t⊥
t⊥ 0
ω+ − ǫ¯2(~k) 0
0 −t⊥
0 ω+ + ǫ¯2(~k)


−1
(4)
where ǫ¯l(~k) = ǫl(~k) − µl + ǫl and ǫl(~k) is the dispersion
relation for the lth plane. Then, the interacting Green’s
function is obtained by using the Dyson’s equation
Gˆ−1(~k, ω) = Gˆ−10 (
~k, ω)− Σˆ(ω) (5)
where Σˆ(ω) is self-energy matrix, and is given by
Σˆ(ω) =


Σ1(ω) S1(ω) 0 0
S1(ω) −Σ
∗
1(−ω) 0 0
0 0 Σ2(ω) S2(ω)
0 0 S2(ω) −Σ
∗
2(−ω)

 (6)
where Σ1(ω), S1(ω), Σ2(ω) and S2(ω) are the normal and
anomalous self-energies of planes 1 and 2 respectively. In
order to calculate the local self-energies, we use the IPTSC
[28] as an impurity solver. In the IPTSC method, based
on second order perturbation theory, the self-energies are
given by the following ansatz:
Σ1(ω) = −U1
n1
2
+A1Σ
(2)
1 (ω) (7)
S1(ω) = −U1Φ1 +A1S
(2)
1 (ω) (8)
Σ2(ω) = −U2
n2
2
+A2Σ
(2)
2 (ω) (9)
S2(ω) = −U2Φ2 +A2S
(2)
2 (ω) (10)
where the local filling n1, n2 and order parameter Φ1, Φ2
are given by
n1 = −
2
π
∫ ∞
−∞
dω Im(G11(ω)) f(ω) (11)
Φ1 =
∫ ∞
−∞
dω
−Im(G12(ω))
π
f(ω) (12)
n2 = −
2
π
∫ ∞
−∞
dω Im(G33(ω)) f(ω) (13)
Φ2 =
∫ ∞
−∞
dω
−Im(G34(ω))
π
f(ω) (14)
and f(ω) = θ(−ω) is the Fermi-Dirac distribution function
at zero temperature. In the ansatz above, (equations (4
and 5)), the second order self-energies are given by
Σ
(2)
1 (ω) = U
2
1
∫ ∞
−∞
3∏
j=1
dωj
g11(ω1, ω2, ω3)N(ω1, ω2, ω3)
ω+ − ω1 + ω2 − ω3
S
(2)
1 (ω) = U
2
1
∫ ∞
−∞
3∏
j=1
dωj
g21(ω1, ω2, ω3)N(ω1, ω2, ω3)
ω+ − ω1 + ω2 − ω3
Σ
(2)
2 (ω) = U
2
2
∫ ∞
−∞
3∏
j=1
dωj
g12(ω1, ω2, ω3)N(ω1, ω2, ω3)
ω+ − ω1 + ω2 − ω3
and
S
(2)
2 (ω) = U
2
2
∫ ∞
−∞
3∏
j=1
dωj
g22(ω1, ω2, ω3)N(ω1, ω2, ω3)
ω+ − ω1 + ω2 − ω3
(15)
where
N(ω1, ω2, ω3) = f(ω1)f(−ω2)f(ω3) +
f(−ω1)f(ω2)f(−ω3)
g11(ω1, ω2, ω3) = ρ˜11(ω1)ρ˜22(ω2)ρ˜22(ω3)−
ρ˜12(ω1)ρ˜22(ω2)ρ˜12(ω3)
g21(ω1, ω2, ω3) = ρ˜12(ω1)ρ˜12(ω2)ρ˜12(ω3)−
ρ˜11(ω1)ρ˜12(ω2)ρ˜22(ω3)
g12(ω1, ω2, ω3) = ρ˜33(ω1)ρ˜44(ω2)ρ˜44(ω3)−
ρ˜34(ω1)ρ˜44(ω2)ρ˜34(ω3)
g22(ω1, ω2, ω3) = ρ˜34(ω1)ρ˜34(ω2)ρ˜34(ω3)−
ρ˜33(ω1)ρ˜34(ω2)ρ˜44(ω3) (16)
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and the spectral functions ρ˜iαβ , α, β = 1, 4 are given by
the imaginary part of the ‘Hartree-corrected’ host Green’s
function, namely ˆ˜ρ(ω) = −ImGˆ(ω)/π. The latter is given
by
Gˆ(~k, ω) =


ω+−ǫ¯1(~k)+U1
n1
2
U1Φ1
t⊥ 0
U1Φ1 ω
++ǫ¯1(~k)−U1
n1
2
0 −t⊥
t⊥ 0
ω+−ǫ¯2(~k)+U2
n2
2
U2Φ2
0 −t⊥ U2Φ2
ω++ǫ¯2(~k)−U2
n2
2


−1
(17)
Gˆ(ω) =
∑
~k
Gˆ(~k, ω)
Gˆ(ω) =
∑
~k
Gˆ(~k, ω) (18)
Finally the coefficient Al, which is determined by the high
frequency limit, in the IPTSC ansatz equations (7, 8, 9,
and 10), is given by
Al =
nl
2 (1−
nl
2 )− Φ
2
l
n0l
2 (1−
n0l
2 )− Φ
2
0l
(19)
where the pseudo order-parameter Φ0l and the pseudo oc-
cupancy n0l, are given by
n01 = 2
∫ ∞
−∞
dωρ˜11(ω)f(ω)
Φ01 =
∫ ∞
−∞
dωρ˜12(ω)f(ω)
n02 = 2
∫ ∞
−∞
dωρ˜33(ω)f(ω)
and Φ02 =
∫ ∞
−∞
dωρ˜34(ω)f(ω) . (20)
Numerical Algorithm. The algorithm to solve above
equations is given below:
1. Guess Σˆ and calculate Gˆ by using equations 4 and 5.
2. Then, by using equations 11,12, 13, 14 and 17, calcu-
late effective medium propagator Gˆ(ω).
3. By using effective medium propagator, calculate the
new self-energy matrix.
4. If initial and final self-energy matrices have converged
within a desired accuracy, then stop, else feedback
this new self-energy to step 1.
The results obtained using the above-mentioned procedure
will be denoted as IPTSC. We have also carried out mean-
field calculations by turning off the dynamical self-energies
in equations 7, 8, 9 and 10. These results will be denoted
as BdGMF.
Results and discussion. – In this letter, we have
considered plane-1 to be interacting (U1 6= 0) and plane-2
to be non-interacting (U2 = 0). Both planes are at half
filling which is fixed by taking µ1 = µ2 = ǫ1 = ǫ2 =
0.0. We have taken t1 = t2 = 1 as an energy unit, and
U1 = U = 2.0. Both layers are Bethe lattices of infinite
connectivity, hence the k-summations in equations 18 may
be converted to a density of states integral as done in
Ref [30].
Spectral functions. To understand the proximity ef-
fect, we have analyzed the spectral functions of both in-
teracting (U 6= 0) and non-interacting (U = 0) planes for
different values of t⊥.
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Fig. 1: Upper panel: interacting layer spectral function ; Lower
panel: non-interacting layer spectral function at U=2.0, and at
〈n1〉 = 〈n2〉 = 1.0 for different values of t⊥.
In figure 1, the diagonal component of the spectral func-
tion as function of ω is shown for different values of t⊥.
The upper panel represents the spectral function of in-
teracting plane while lower panel represents the spectral
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Fig. 2: Upper panel: interacting layer spectral function ; Lower
panel: non-interacting layer spectral function at U=2.0, and at
〈n1〉 = 〈n2〉 = 1.0 for different values of t⊥.
function of the non-interacting plane. In upper panel,
there is a sharp coherence peak at the gap edge of spec-
tral function at t⊥ = 0.0, which is a characteristic of s-
wave superconductivity. The spectral weight of the coher-
ence peak decreases with increasing t⊥, indicating that su-
perconducting order is decreasing in interacting plane be-
cause of proximity to non-interacting plane. In the lower
panel, at t⊥ = 0.0, spectral function is semi-elliptic be-
cause it is basically the non-interacting spectral function
of an infinite-dimensional Bethe lattice. With increasing
t⊥, the non-interacting spectral function becomes gapped.
As will be discussed later, this gap is due to induction of
superconductivity in the non-interacting layer caused by
the proximity to the SC layer. At t⊥ = 0.20, there is a
sharp coherence peak at the gap edge and weight in the
peak increases with increasing t⊥ reaching a maximum at
t⊥ = 0.35. In figure 2, the diagonal component of the spec-
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
t
⊥
0
0.1
0.2
0.3
0.4
0.5
Φ
Interacting layer
Non-interacting layer
SC Metal Band Insulator
0 0.5 1 1.5 2
t
⊥
0
0.1
0.2
0.3
0.4
0.5
Φ
Interacting layer
Non-interacting layer
SC
Band Insulator
Fig. 3: Order parameter – Upper panel : IPTSC result; Lower
panel : BdGMF result, Φ vs t⊥ at U=2.0, and at 〈n1〉 = 〈n2〉 =
1.0.
tral functions of both the interacting and non-interacting
planes are shown for higher values of t⊥. The upper panel
represents the spectral function of the interacting plane
and lower panel represents the spectral function of the
non-interacting plane. At t⊥ = 0.60, the coherence peak
at gap edge in both interacting and interacting planes com-
pletely vanishes and both planes become metallic. Further
increasing t⊥, both interacting and non-interacting spec-
tral functions become gapped. The nature of this gap,
that occurs at large t⊥ will be discussed later. The spec-
tral gap increases with increasing t⊥.
Superconducting order parameter (Φ) . Superconduct-
ing order is characterized by a finite value of Φ, hence
this is a measure of the strength of the pairing of elec-
trons of opposite momentum and spin. The Φ for both
planes is defined in equations 12 and 14. In the upper
panel of figure 3, Φ vs t⊥ for both interacting and non-
p-4
Proximity effects in a superconductor-normal metal bilayer system
interacting planes is shown. The Φ of interacting plane
decreases monotonically with increasing t⊥ and beyond a
critical value of tc⊥ = t⊥ ∼ 0.6, it completely vanishes
and interacting plane becomes non-superconducting. In
the non-interacting plane, beyond t⊥ ∼ 0.08, the Φ is
non zero, indicating that superconductivity is induced in
the non-interacting plane. Beyond t⊥ ∼ 0.08, Φ increases
with increasing t⊥ and after a certain value of t⊥ ∼ 0.35,
Φ decreases with increases t⊥ and beyond tc⊥ = t⊥ ∼ 0.6,
it completely vanishes, and non-interacting plane also be-
comes non-superconducting.
Nature of the Spectral gap. From figure 3, since Φ
is finite for t⊥ < tc⊥ = 0.6, we infer that the nature of
the spectral gap in figures 1 is superconducting. In the
figures 2, since t⊥ > tc⊥, the Φ is zero, and hence any
gap would correspond to the system being a simple band
insulator.
Comparison of IPTSC and BdGMF Results . To un-
derstand the effects of dynamical fluctuations over the
static mean field, Φ vs t⊥ within the BdGMF is shown in
the lower panel of figure 3 for both interacting and non-
interacting planes. Upper panel represents the IPTSC re-
sult and the lower panel represents the BdGMF result. In
both IPTSC and BdGMF framework, Φ for both interact-
ing and non-interacting planes vanishes beyond a critical
value of t⊥ = tc⊥. This critical value of t⊥ hopping is
higher in the BdGMF than in the IPTSC method. In
the BdGMF framework, the superconducting phase con-
tinuously goes to insulating phase beyond tc⊥ and the
intermediate metallic phase is not observed. While in
the IPTSC framework, in both the interacting and non-
interacting planes, the system first goes from supercon-
ductor to metallic phase and subsequently with increasing
t⊥, both planes become insulating. Thus the inclusion of
dynamical fluctuations strongly modifies the static mean
field results.
Conclusions. – In this letter, we have studied a bi-
layer attractive Hubbard model by combining DMFT and
IPTSC at half filling. We have computed real frequency
spectral functions and superconducting order parameter
as a function of inter-layer hopping, t⊥. Superconductivity
is induced in the non-interacting layer due to proximity to
superconducting plane, and beyond a critical value of t⊥,
both planes become non-superconducting. Our results are
similar to a recent determinantal quantum Monte-Carlo
(DQMC) study [24] of a bilayer-AHM on finite-size lat-
tices, in terms of the dependence of the order parameter
on the t⊥. However, it is not clear that, the intervening
metallic phase and the subsequent insulating phase shown
in figure 3, are also found by the DQMC work. To un-
derstand the effect of dynamical fluctuations over static
mean field, we have compared the superconducting order
parameter computed using the IPTSC approach with that
of the BdGMF approach. In the latter static mean field
approach, the intervening metallic phase is not observed,
thus implying that dynamical fluctuations play a very im-
portant role in the physics of this SN bilayer system.
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