ABSTRACT It is important to estimate the source term for a gas emission event in atmosphere. Optimization method is one of the useful tools to identify the source parameters by solving the inverse problem. Swarm intelligent optimization (SIO) algorithm has been used to estimate the source term successfully. However, there are still some issues for the SIO method. Therefore, an active firefly algorithm (AFA) method was proposed to improve the estimation performance of common passive firefly algorithm (PFA) for source estimation. Then, the release experiment cases were used to test the AFA method. The comparison results prove that AFA has much higher computation efficiency than PFA and PSO as well as higher estimation accuracy. Further, different effect factors on the performance of AFA were discussed. Compared with common PFA, the estimation results of AFA are more robust with different population number, and the estimation accuracy of AFA with less population scale is better than that of PFA. The estimation of AFA with less generation is better than that of PFA, and the computation efficiency of AFA is improved significantly. Finally, the effect of sensor numbers on AFA method was discussed. The estimation accuracy increases with the sensor numbers. AFA can still obtain a better estimation result with less sensor amount than PFA. Hence, the proposed AFA method has better performance than the commonly used SIO method to estimate the atmospheric source term. It is a potentially useful method for gas emission inverse problem.
I. INTRODUCTION
A serious consequence may be caused once contaminant and hazardous gases release into atmosphere. In this case, estimating the source term is very important and necessary for emission event management and control. In industrial application, the source term is always determined by direct detection with a portable instrument or other method with the help of manual estimation. In recent years, many researchers have tried to identify the emission source with monitoring data combined with mathematical algorithms. Actually, source term estimation is an inverse problem corresponding to the gas dispersion process. Many methods have been proposed to solve the gas emission inverse problem. Different types of source term estimation methods have been reviewed by The associate editor coordinating the review of this article and approving it for publication was Shaoyong Zheng.
Rao [1] , Singh et al. [2] , and Hutchinson and Chen [3] . Here, only some classic types of source estimation methods based on different principles are discussed to explain the necessity for this research.
Because inverse emission dispersion is an ill-posed problem, direct solution of advection-dispersion equation is not suitable to estimate source parameters [4] . Stochastic theory can provide the uncertainty analysis for inverse problem solution. Keats et al. [5] and Yee [6] used Bayesian probability theory to infer the source term of gas emission in atmosphere. Wang et al. [7] applied approximate Bayesian computation method to estimate source term and compared the performances of likelihood functions and distance measures. Yee and Flesch [8] , Hirst et al. [9] and Luhar et al. [10] utilized Markov chain Monte Carlo (MCMC) technique to reconstruct the multiple parameters of single or multiple emission sources. Ma et al. [11] proposed a hybrid method VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ that coupled minimum relative entropy (MRE) with particle swarm optimization (PSO) to identify the source term for higher computation efficiency and accuracy. Also, Tikhonov regularization was also improved to solve the nonlinear inverse problem of source estimation by Ma et al. [12] , [13] , Flesch et al. [14] , and Gao et al. [15] proposed a calculation process based on backward Lagrangian stochastic (BLS) model to estimate the source term. Brunner et al. [16] and Zhang et al. [17] utilized Kalman filter principle to solve the inverse emission estimation problem. However, the prior information such as model and measurement errors should be known for most of the methods based on stochastic method. Additionally, the computation efficiency is still a problem for stochastic methods such as MCMC and BLS. Therefore, optimization method is a good choice for solving the inverse problem. Classic optimization methods including least square method [18] , [19] , convex optimization [20] , Newton-type method [21] , Simplex [22] and regularized gradient optimization [23] , have been used to estimate the source term. Even so, classic optimization methods often depend on the initial guesses and are easily trapped in the local optimization field although they have fast computation efficiency, which was discussed in detail in the research of Ma et al. [24] . Therefore, heuristic optimization algorithm was considered to identify the gas emission source. Allen et al. [25] and Annunzio et al. [26] applied Genetic algorithm (GA) to identify the source character. Thomson et al. [27] and Kouichi et al. [28] retrieved the unknown point source emission with simulated annealing (SA) algorithm. In addition, the swarm intelligent optimization (SIO) algorithms have also been adopted to solve the inverse problem in gas source determination. Ma and Zhang [29] and Wang et al. [30] employed particle swarm optimization (PSO) to estimate hazardous source term. In fact, heuristic algorithms are always inspired from the biological behavior or the natural law in the real world. Heuristic algorithm can obtain the global optimization results more easily than classic optimization methods according to their global searching process. In spite of this, the computation efficiency of heuristic method, especially for the SIO algorithms based on the movement of large number of particles, is always lower than that of classic algorithm. Hence, three classic SIO methods including PSO, ant colony optimization (ACO) and firefly algorithm (FA) will be compared and a new active swarm production mechanism will be proposed to enhance the computational efficiency of FA method to estimate the emission source term. The factors influencing the performance of active FA method will also be discussed in this research.
II. BASIC PRINCIPLES
The Firefly algorithm (FA) mimics the behavior of fireflies gathering together relying on flashing light from themselves [31] , [32] . The position with brighter light will attract more fireflies. The moving and gathering process of fireflies can be viewed as an optimization process. The light intensity is associated with the objective function in optimization process, which can be expressed with Eq.(1)
where I 0 is the intensity at the light source; γ is the absorption coefficient, which is fixed for a specific firefly group to solve one problem; r ij is the space distance between firefly i and j.
The attractiveness of a firefly is defined with Eq.(2)
where β 0 is the attractiveness at r = 0. Hence, the movement that a firefly i is attracted to another more attractive (brighter) firefly j is determined by
where the second term is due to attraction and the third is the term of randomness with α being the randomization parameter and ε i is a vector of random numbers drawn from a probability distribution. The basic calculation process of FA is illustrated in Fig.1 , where n is the size of population.
Commonly, each individual firefly in FA will compare the light of itself with that of others in the population and then it moves near to the brightest position. Hence, a new generation is produced by this passive comparison and sorting process. This kind of FA proposed by Yang [33] can be called passive firefly algorithm (PFA). Three important parameters will affect the movement of fireflies, randomization parameter α, the attractiveness β and the light absorption γ , which will be updated for each individual. The diversity of the population restricts the efficiency of PFA.
For emission source estimation in atmosphere, the basic principle is to solve the inverse model with inverse theory. Among different inverse methods, the optimization method is proved to be a good tool to identify the source parameters in an emission event [24] - [27] . The basic model is shown with Eq.(4).
where C mea,i (g · m −3 ) is the concentration measured by the sensor at the position i and C pre,i (g · m −3 ) is the concentration predicted by the forward dispersion model; Q is the emission source strength (g · s −1 ); x, y and z are downwind, crosswind and vertical distances of the sensor to the source location respectively (m). N is the number of the measurement. The values to make the prediction match the measurement maximum can be viewed as the estimated source parameters. When the prediction concentrations with estimation concentrations match the measurement results maximally, the parameters are viewed the estimated source parameters. Here, the forward dispersion model is Gaussian dispersion model for continuous point gas emission, as shown with Eq. (5).
Here, C is the concentration at the position of (x,y,z) in atmosphere. U is the wind speed (m · s −1 ) and h is the effective height of the emission source. σ y (m) and σ z (m) are the distance deviation coefficients in crosswind and vertical direction, which are related with the downwind distance and atmosphere condition.
III. COMPARISON WITH TRADITION SIO ALGORITHM
First, all release cases in Prairie Grass experiment [34] were tested with PFA method. On the other hand, other classic swarm intelligent methods including PSO and ACO method were also tested with the same cases. For PSO algorithm, acceleration constants are both set as 0.5 in this research. The inertia function is a decreasing liner function. For ACO method, pheromone volatilization rate is optimized to 0.8 and the route transition probability of is 0.2. For PFA algorithm, the absorption coefficient γ is 0.0001 and the randomization parameter α is 5. The size of population for all algorithms is 500 and the number of generation is 1000. All calculations are carried out on the Matlab 2017a software. The CPU of the computer is Intel CORE i7-6700 with the calculation frequency of 2.6G Hz. The results are illustrated in Fig.2 . The estimation results of four release cases in Prairie Grass experiment are especially listed in Table 1 , where the emission rate (Q) and the crosswind and downwind distance (x 0 , y 0 ) of the first sensor to the emission source are three estimation parameters in this research. Q e , x 0e and y 0e are the estimated parameters. The performances of different methods are evaluated by the parameters of skill score, which is defined by the absolute error between real and estimation value, which is discussed in detail in the Ref. [22] . Assuming that the worst value of source parameters are twice the real values, the skill scores are from 0 to 1. The less of the skill score, the better of the performance. s q, s x ands y are skill scores for source strength, downwind and crosswind distance, which reflect the estimation accuracy of the method to the corresponding parameters. s a is the average value of s q and s l, where s l = (s 2 x + s 2 y ) 1/2 . All estimated results are the average value of ten computation processes.
The comparison results showed that the skill scores of PSO method are less than that of PFA and ACO method in most release cases. Therefore, PSO has the best estimation accuracy among the three methods. The results in Table 1 indicate that the skill score of ACO is the highest among the cases selected here. The computation time for different SIO methods with four cases were also listed in Table 1 . The computation time of ACO method is the longest compared with PSO and PFO, which is also demonstrated in Fig.3 . The computational efficiency of PSO is the highest among these three SIO methods. On the other hand, PFA has a higher computational efficiency than that of ACO. However, it is also lower than that of PSO method. Therefore, it is necessary to improve the computational efficiency of PFA.
IV. ACTIVE FIREFLY ALGORITHM
How to improve the efficiency and accuracy of source term estimation is critical for its application to identify the source term in safety management. As discussed before, although SIO algorithms such as PSO, ACO and PFA can provide satisfied estimation results, the computational efficiency is still low compared with classic optimization methods like simplex and pattern search algorithm. In order to enhance the computational efficiency of FA method, a new FA computation process is proposed. For all SIO algorithms, the population number and generation are two important parameters impacting the estimation efficiency and accuracy. During the process of PFA calculation, a new group will be formed by updating the parameters of each individual through comparing the brightness of itself with that of others in one generation, which takes too much time. Therefore, another way to form a new generation is inspired because all fireflies have the potential to gather near the brightest group, which is a potential global optimization point. A new population can be generated with a random probability distribution with the mean distance to the brightest individual. Here, Gaussian normal distribution form is adopted and the standard deviation of normal distribution is the distance of current individual to the brightest one. In this case, it is not necessary to update the generation by comparing the brightness of every two individuals in the group, and a new generation will be formed actively with the value of the brightest individual and the deviation of others to it. Hence, this type of FA optimization method can be called active FA (AFA) method. In this method, the movement of next generation can be obtained at one time for all individuals but not generated step by step, which can be expressed as 
V. CASE STUDY
The estimation of all release cases in Prairie Grass experiment with AFA method is illustrated in Fig.4 . The estimation results of AFA were compared with that of PFA and PSO method, as shown in Fig4. Fig.4a demonstrates the results of average skill scores of the methods with different release cases while Fig.4b shows the statistic results of the skill scores of different methods. Here, the randomization parameter α for AFA is 15 and absorption coefficient γ is 0.01. ε i , ς i are two random vectors from 0 to 1.
It is noted that the skill scores of AFA are much smaller than that of PFA method in most cases. Moreover, the skill scores of AFA are similar to that of PSO and even smaller than that of PSO method in many cases. Thus, the estimation accuracy of AFA is enhanced by producing the fire flies actively. Additionally, the statistical results of different methods indicate that the skill scores of AFA are gathered near to 1, where the probability is higher than that of PFA and PSO. The interval of AFA with low skill scores is much narrower than that of PFA and even narrower than that of PSO. It means that the number of the test cases with little skill score of AFA is more than that of other two methods and thus the estimation accuracy performance of AFA is the best among these methods. The computation time of AFA with four release cases in Prairie Grass experiment are compared with that of PFA and PSO in Fig.5 . It is noticed that AFA takes the least computation time to estimate source parameters with different cases. The computation time of AFA is about 1/15 of that of PFA, and it is about 1/10 of that of PSO method.
According to the discussion above, the AFA method proposed here improved the accuracy and efficiency of emission source estimation with SIO algorithm, especially in the term of computational efficiency.
VI. DISCUSSION
For SIO method, the number of individuals in the population and the number of the generations are two factors playing important roles on computational efficiency. Therefore, the influence of the population and generation scale to the estimation results will be discussed first in the following.
A. EFFECT OF POPULATION NUMBER
Different population and generation numbers were set to test the estimation performance for AFA. The population is set from 50 to 600. The variation of estimation results for four release cases with AFA under different population numbers are shown in Fig.6 . The results of PFA with different population numbers were also compared with that of AFA in Fig.6 .The average skill scores and computation time for both AFA and PFA methods are calculated and also illustrated in Fig.6 .
It is shown from Fig.6 that the skill score of AFA to estimate the source term remains stable under different population numbers. Especially, under the case of population within 50 individuals, the skill score of AFA is less than that of PFA in 3 of 4 release cases, which indicates that AFA can obtain a more accurate estimation than PFA even with such small population scale. The skill scores of PFA vary with different populations. Hence, the estimation results of AFA are more robust than that of PFA. On the other hand, the computation time of PFA increases with the population number greater than that of AFA. The computation time of AFA will also increase with the population number, but it is so slight compared with that of PFA that the computation time can be viewed as a stable value. Besides, the computation time of AFA is less than that of PFA under all cases with different population numbers.
B. EFFECT OF GENERATIONS
The average skill score of AFA with different generation numbers to estimate source parameters for four release cases are compared with that of PFA method in Fig.7 . The generation number is set from 100 to 1000. It is noticed that the skill scores of PFA decrease with an increase in generation before the cases with less than 400 generation number while the results of AFA remain stable under the cases with generation number from 100 to 1000.
Therefore, AFA can estimate more accurate source term under the case with less generation number (e.g. less than 400 generations in test cases). The reason that AFA has higher computational efficiency and estimation efficiency under less VOLUME 7, 2019 generation number than FA can be explained by the convergence process. Hence, the convergence process of AFA and FA are discussed.
C. CONVERGENCE PERFORMANCE
The convergence process of AFA and FA with different release cases are compared in Fig.8 . The larger fitness value indicates the brighter firefly population, which has brighter intensity.
It is noted that AFA can converge to a stable fitness value before 50 generations for all tested release cases while PFA reaches convergence at about 300 generations. The convergence rate of AFA proposed in this paper is about 1/6 of that of the common PFA method. Thus, the estimation efficiency of AFA is much higher than that of PFA.
D. EFFECT OF SENSOR NUMBER
According to the previous research [21] , the sensor number can affect the source estimation results. The source term estimation process with AFA and PFA method discussed before utilized the concentrations from all valid sensors. Here, the concentrations from different sensors are used to estimate the source terms of four release cases with AFA and PFA method. The variations of estimation skill scores with different sensor number using PFA and AFA method under all test release cases are illustrated in Fig 9. It is seen from Fig.9 that the skill scores of both PFA and AFA decrease with an increase in sensor number. Therefore, it proves that a more valid sensor number can improve the estimation accuracy, which is consistent with the conclusion from the simulation scenarios by Ma et al. (2013) . Although the skill scores of PFA and AFA are close to each other when the number of sensors is enough (larger than 20 in test cases), the scores are different under the cases with less sensors (less than 20 here). It is obvious that the estimation results of AFA are better than that of PFA when the number of sensors is less than 20 in test cases due to less skill scores of AFA than that of PFA in these cases. When the sensor number is less than 10, the skill scores of PFA are larger than 1 while they are near to 1 for AFA method even with much less sensors. Therefore, the AFA method proposed in this paper can estimate the source term with more accurate results with less sensors than the common PFA method.
VII. CONCLUSION
This research improved the firefly algorithm and proposed an active population generation strategy to estimate the source parameters with more accuracy and efficiency. The estimation performance of active firefly algorithm was compared with other common swarm intelligent optimization (SIO) algorithms. Among classic SIO methods including particle swarm optimization (PSO), ACO (ant colony) and FA (firefly algorithm), PSO estimates the source term with the highest efficiency and accuracy. The estimation efficiency of FA seems better than ACO, but its accuracy and computational efficiency are still less than that of PSO. Therefore, a new method of active firefly algorithm (AFA) was proposed by introducing an active swarm group generation strategy instead of the common passive behavior, which needs renewing the particles' movement by comparing the individual brightness with each other in the group.
Comparing the estimation results of AFA with that of classic passive FA (PFA) and PSO, AFA can improve the computation efficiency by more than 10 times that of FA and even PSO. The estimation accuracy is also enhanced with AFA proposed in this research. It is very important for source term estimation process. The AFA method performs more robustly than classic PFA method with the increase of the number of population. The computation time of PFA will rise greatly while that of AFA grows slightly with an increase of the population scale. For test cases in the research, AFA can reach convergence before 50 generations while PFA can coverage to stable values before 300 generations. Therefore, AFA has a better property of convergence than that of classic PFA method. For this reason, AFA can obtain better estimation results for source term than PFA when the number of generation is limited (less than 300 generations with the test cases in this research) while the estimation results will become worse for PFA. The sensor number has an impact on the source term estimation. The more sensors, the more accurate estimation results are. In the cases of limited sensor number (less than 20 in test cases), AFA method performs better than PFA.
Therefore, the new SIO method proposed in this research enhances the estimation efficiency and accuracy for source term compared with common SIO methods. It is a potentially good method to estimate source parameters of a gas emission. Moreover, AFA can also be applied to solve other inverse and optimization problems with high accuracy and efficiency.
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