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A DISPERSIVE ESTIMATE FOR THE MULTIDIMENSIONAL BURGERS EQUATION
LUIS SILVESTRE
Abstract. We study the multi-dimensional Burgers equation ut + uux1 + · · ·+ u
duxd = 0. We prove that
the L∞ norm of entropy solutions of this equation decays polynomially as t→∞ in terms of the L1 norm
of the initial data only.
We consider entropy solutions of the equation
(1) ut + uux1 + · · ·+ u
duxd = 0 for t ∈ [0,∞)× x ∈ R
d.
We prove the following estimate.
Theorem 1. Let u0 ∈ L
∞ ∩ L1(Rd) and u ∈ L∞([0,∞) × Rd) ∩ C([0,∞), L1(Rd) be the unique entropy
solution to the equation (1) with initial data u0. Then u satisfies the estimate
‖u(t, ·)‖L∞(Rd) ≤ C‖u0‖
γ0
L1(Rd)
t−dγ0 ,
where γ0 = (1 + d(d+ 1)/2)
−1. The constant C depends on dimension only.
The multi-dimensional Burgers equation (1) is the canonical example of a mutidimensional scalar con-
servation law that satisfies the genuine nonlinearity condition (originally stated in [2]). As such, it is often
used as a test ground for regularity estimates for scalar conservation laws with the strongest possible genuine
nonlinearity assumptions. See for example [1], [3] or [4].
Very recently, Denis Serre proved in [3] the following estimate for (1).
(2) ‖u(t, ·)‖L(d+1)2/d ≤ C‖u0‖
γ
L1t
−δ,
where
γ =
d2 + 2d+ 2
(1 + d)(d2 + d+ 2)
and δ =
2d(d2 + d+ 1)
(1 + d)2(d2 + d+ 2)
.
Note that the exponents in [3] are writen in terms of the space-time dimension d + 1. Here, we express
them in terms of the spacial dimension and that is why the formulas look different. Using this estimate, it
is explained in [3] how one can extend the notion of entropy solutions for unbounded initial data u0 ∈ L
1.
The estimate (2) follows from Theorem 1 by interpolation since ‖u(t, ·)‖L1 ≤ ‖u0‖L1 .
In [4], we obtained the following result for general scalar conservation laws.
Theorem 2 (Theorem 1.5 in [4]). Let u be the entropy solution of a genuinely nonlinear scalar conservation
law ut + a(u) · ∇u = 0. Then, there is an exponent γ0 depending on the nonlinearity a (see [4] for a specific
expression) such that for all γ ∈ (0, γ0), there exists a constant C = C(γ, d, ‖u0‖L∞) such that
‖u(t, ·)‖L∞ ≤ C‖u0‖
γ
L1t
−dγ .
In the case of the multidimensional Burgers equation, a more explicit form of the estimate can be obtained
by scaling. This is done in Remark 8.4 in [4]. We obtain
(3) ‖u(t, ·)‖L∞ ≤ C(γ, d)‖u0‖
1−γ(1+d(d+1)/2)
L∞ ‖u0‖
γ
L1t
−dγ ,
for any γ < γ0 := (1 + d(d + 1)/2)
−1.
The estimate (3) is not good enough to define entropy solutions with unbounded initial data as in [3]
because of its dependence on ‖u0‖L∞ on the right hand side. This drawback is pointed out in the comments
after the main theorem in [3] together with the fact that the endpoint exponent γ = γ0 is not reachable in
(3) since C(d, γ) may not stay bounded as γ → γ0. In this short note, we show a quick argument to overcome
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both drawbacks and obtain Theorem 1. Our proof is based on the application of (3) in dyadic subintervals
of the form (t/2j+1, t/2j) for j = 0, 1, 2, 3, . . . . Compounding all these inequalities, we obtain Theorem 1.
The advantage of the multidimensional Burgers equation (1) over general scalar conservation laws is that
there is an explicit global two-parameter scaling that is used in Remark 8.4 in [4] to obtain (3). It is easy
to work out a version of Theorem 1 whenever a similar scaling property works (for example in the case of
monomial equations as in Section 2.1 in [3]). It is currently unclear whether there is any form of Theorem 1
that applies to more general scalar conservation laws. In particular, we do not know yet if the dependence on
‖u0‖L∞ can be removed from the right hand side in Theorem 2 or if the decay exponent γ = γ0 is reachable
in general.
Acknowledgment. I thank Denis Serre for pointing out this problem to me. This work started as a result
of an email exchange between the author and Denis Serre after the paper [3] was completed.
Proof of Theorem 1. Let γ be any exponent in the range (0, γ0) so that (3) applies. Let us define θ :=
1− γ(1 + d(d+ 1)/2). Note that θ ∈ (0, 1).
Because of the semigroup property, we can apply the estimate (3) to estimate ‖u(t, ·)‖L∞ in terms of the
L∞ and L1 norms of u(t1, 0) at any earlier time t1. In particular, for t1 = t/2 we obtain
‖u(t, ·)‖L∞ ≤ C
(
t
2
)
−dγ
‖u(t/2, ·)‖γL1‖u(t/2, ·)‖
θ
L∞,
≤ C
(
t
2
)
−dγ
‖u0‖
γ
L1‖u(t/2, ·)‖
θ
L∞
We reapply (3) to estimate ‖u(t/2, ·)‖L∞ in terms of ‖u(t/4, ·)‖L∞. Then we iteratively apply (3) to estimate
‖u(t/2j, ·)‖L∞ in terms of ‖u(t/2
j+1, ·)‖L∞ . In each step, we get
‖u(t/2j, ·)‖L∞ ≤ Ct
−dγ2(j+1)dγ‖u0‖
γ
L1‖u(t/2
j+1, ·)‖θL∞
Compounding all these inequalities, after k + 1 iterations we are left with
‖u(t, ·)‖L∞ ≤ C
(
∑k
j=0 θ
j)‖u0‖
(γ
∑k
j=0 θ
j)
L1 t
−(dγ
∑k
j=0 θ
j)2(dγ
∑k
j=0(j+1)θ
j)‖u(t/2k+1, ·)‖
(θk+1)
L∞ .
Since θ ∈ (0, 1) and entropy solutions are bounded, we can pass to the limit k →∞ and obtain
‖u(t, ·)‖L∞ ≤ C
1/(1−θ)‖u0‖
γ/(1−θ)
L1 t
−dγ/(1−θ)2dγ/(1−θ)
2
,
≤ C˜‖u0‖
γ0
L1(Rd)
t−dγ0 .
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