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ABSTRACT 
We propose a network flooding algorithm for wireless ad 
hoc networks based on a pure physical layer design. The 
idea is to let the nodes in the network act as asynchronous 
relays to a specific leader, generating an avalanche of sig- 
nals which we call Opportunistic Large Array (OLA). The 
accumulation of power in the medium coming from the in- 
terfering signals consuucts a signal space for each receiver 
node that can be acquired through training or blindly. The 
acquisition of the signal space allows the leader to flood 
the network without higher layer intervention. Compared 
to other approaches that are based on the network layer and 
use point-to-point links to flood the network, we show that 
the proposed flooding algorithm achieves higher efficiency 
in the end-to-end delay and has higher delivery ratio due to 
the accumulation of energy. In fact, a major contribution of 
this paper is mapping the multiple-access network problem 
into a single user problem and then using signal processing 
techniques to solve it instead of networking algorithms. 
1. INTRODUCTION 
In this paper, we study a form of multi-user diversity that 
is enabled by a cooperative form of transmission performed 
by a set of asynchronous transceivers. Recent studies on co- 
operative transmission are mostly limited to the case of one 
relay, whereas the present work provides a mechanism for 
readily scaling the system to a large network. In [l, 21, it is 
shown that such cooperation between source and relay can 
produce large gains in both capacity and robustness. How- 
ever, the forms of cooperation analyzed require scheduling 
and synchronization between users. In this paper, we extend 
this cooperation among the entire network with mild syn- 
chronization requirements which can be fulfilled in a dis- 
tributed fashion, and perform a network flooding algorithm 
based on a pure physical layer design by utilizing standard 
signal processing techniques for symbol detection. 
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Broadcasting is often necessary in Mobile Ad Hoc Net- 
works (MANET) to achieve coordination among nodes. It 
is also, in itself, a desirable application in many cases. As 
proposed in [3], flooding is used as an efficient alternative 
for multi-casting in highly time-varying networking envi- 
ronments. In conventional ad hoc networks, broadcasting is 
done through point-to-point transmission considering sig- 
nals from other transmitters as interference. This is ineffi- 
cient for broadcasting scenarios, because the transmission 
at each node is actually congested by the same information 
that it is trying to transmit. Therefore, by utilizing the re- 
dundant informution embedded in the interference, we can 
provide great improvement upon the original performance. 
The idea we explore in this paper is based on the OLA sys- 
tem proposed in [4], where we showed that a network of 
uncoordinated relays with smart receivers can be utilized as 
a distributed modem for one or few sources that are effec- 
tively sending data (leaders) to a far destination (reach-back 
node). In this paper; we show that OLA is also an eficienr 
algorithm for datu bmadcusting. 
In contrast to our scheme, methods such as the simple 
flooding algorithm, the probabilistic scheme [5 ] ,  the scal- 
able broadcast algorithm 161 etc., all require the virtual trans- 
mission pipes to connect each pair of nodes. None of these 
solutions make real use of the fact that the wireless nodes 
are physically broadcasting. In the OLA, this aspect is fully 
exploited without requiring higher-layer interventions (MAC 
or Network layer). 
2. SYSTEM MODEL 
Let there be N nodes in the network with one node acting 
as the broadcasting source, we call the leader. In the basic 
OLA scheme, the signal starts with the stimulus from the 
leader and is followed by an avalanche of signals caused by 
multiple relays in the network. Let the leader transmit the 
pulse with complex envelope p,(t) out of an M-ary set of 
signalling waveforms. Without considering emor propaga- 
tion, the signal effectively received at the i-th receiver can 
be modelled as a multi-path channel created by a set of ac- 
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tive scatterers. Therefore, the received signal (* denotes the 
convolution): 
r i ( t )  = g ; ( t )  *p,(t) +n;(t) ,  rn E {O,... , M - 1) (1) 
N 
where g i ( ~ )  = CA~,,S(T - T ; , ~ )  (2) 
n=l 
is the network impulse response, analogous to that of a multi- 
path channel. n;(t) is the ith receiver additive white Gaus- 
sian noise with variance N,, TC,,, is the delay between the ith 
and the nth node considering the asynchronous of the start 
of transmission at each node, and Ai,n is the product of the 
nth transmitter amplitude gain times the complex fading co- 
efficient. Our idea is to let the nodes operate as regenerative 
repeaters to avoid any complex coordination needed to for- 
ward their signals at the network layer and share the band- 
width at the MAC layer. This is achieved by using receivers 
that are capable to track the equivalent signature waveforms 
si ,m(t)  !i g i ( t )  *p,(t). we assume that: 
(all Ai,,, and ~ i , ~  are constant over multiple symbol peri- 
ods due to slow channel variation. 
(aZ) The delays are T ~ , ~  < TQ 5 . . . 5 T;,N. where the 
minimum delay T ~ , I  corresponds to the leader. To 
avoid IS1 we choose the effective symbol rate R, 5 
l /Ar ,  where AT z supi[T;,N - T ~ , , ] .  
(a3) Symbol period T, is assumed known to all the nodes 
and do not echo the signal again unless T, has ex- 
pired, therefore, T, > AT. This assures no ambiguity 
at the nodes in timing their responses. 
(a41 The leader transmits pulses with complex envelope 
p,(t) having double-sided bandwidth bV and dura- 
tion Tp. Np = TpW is the length of the sequence 
{p , (k /M/)}  of samples. 
Since the transmission channel is handlimited with band- 
width W ,  we can sample the received signal ri(t) at the 




{gi}k = Ssinc(?rW~)g;(kT,  - T ) ~ T ,  
{ r i } k  = r ; ( k W ,  
{ n i h  = ni(kTc), 
and {Gi)k>n = {gi}k-n,  n = 0,. , , , Np - 1, (4) 
r; = G i p ,  + n;. (3) 
k = 0, . . . N p  - 1 
k = 0,. . . , Ni + Np - 2 
k = 0,. ..,AI; + N p  - 2, 
k = 0,.  . .N; - 1, 
k = 0,.  ..,AT, +N p  - 2, 
is the Toeplitz convolution matrix formed by gc, and NC 5 
N, = T, 14". 
'The OLA response gi has a maximum number of parameters which 
is approximately less or equal to T, W and. thus does nor grow asymptoti- 
cally with the numberofnodes in the network N .  
Signals coming from two nodes n and n' that are re- 
ceived at the ith node with relative delay (q,,, - T~,,,,) < 
1/W cannot be resolved and their transmission appears as 
simultaneous to the i.th node. The set of unresolvable nodes 
are denoted by: 
R i , k  2 i  {n : LT,,,,W] = k , n  = 1 , .  . . , N} Vk. ( 5 )  
3. OLA WITH REGENERATIVE RELAY 
In the regenerative OLA scheme [7], the nodes have the 
choice of retransmitting its detected symbol or to stay silent. 
Only nodes that are connected actively respond. The con- 
nectivity in the OLA is defined as follows: 
Definition 1 Based on its estimates of all possible signa- 
tures G i p ,  and receiver noise variance, the i-th regenera- 
tive node is connected if the painvise symbol ermr proba- 
bilifj of the ith receiver (not considering error propagation) 
is below ajixed upper-bound E, ;.e.: 
maxPr{m 4 p }  I E ,  Vp # rn E {O,. . . ,A4 - 1). (6) 
For a discrete time symbol period N,, choose N; 5 N, 
as the discrete time when node i satisfies the connectivity 
criterion above. If there is no such sample the node will 
never echo the signal. 
The effect of errors at the nodes, can be modelled as an 
additive noise contribution as follows: 
rn 
r; = G i p ,  + Ei,,(p, - prn) + ni (7) 
fi#m 
where Ei+ is the Toeplitz matrix formed as in (4) with the 
vector ei,, such that: 
{ e i , , J k  = Ai,nS(*(n) - (8) 
n E 7 2 i . k  
and %(n) denotes the decision taken by the nth node. 
Let us assume that the nodes perform the detection by 
selecting the symbol that bas minimum distance with the 
observation. Consider a worst case scenario where, for any 
1, the error is actually colinear and in the opposite direction 
with respect to G ; ( p ,  - pi), this effectively decreases the 
Euclidean distance in the worst possible way, i.e. 
E;+(P, - P,) = a G i ( p ,  -Pi). (9)  
Since the percentage of nodes that are incorrect in every 
unresolvable region 'R+ is less than E ,  then, from (S), the 
error vector should be such that Ileili2 = O(llgi112e), which 
indicates that a = O(&). Therefore, we can see that in 
this worst case scenario, it can lead at most to a decrease in 
the order of (1 - O ( a )  of the relative distance between 
hypotheses. Hence, through e the effect of the error propa- 
gation can be effectively reduced to the desired limits. 
pi, 
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3.1. Error Propagation during Flooding 
In Fig. 1 we show the average BER of a network of 60 nodes 
versus the S N R  threshold introduced in Definition 1. The 
bars at each experiment point represent the BER standard 
deviation over the different users. Each experiment is aver- 
aged over 10 different network configurations where node 
positions are randomly chosen within the area specified in 
Table 1. It is shown that by considering error propagation, 
there is a loss of approximately 2dB in the SNR threshold, 
and the variance is much smaller due to the spatial correla- 
tion of the errors. 
. .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . .  . . .  . . . . . . .  . . . . . . . .  . .  . .  . .  . . .  
. .  . .  ....................... 
' '  : I . .  f ~ I - -  - -3- ~ - .:. ..... . . . . . . . . . . . . . . . . . .  - ~. 
Note that error propagation is present in any multi-hop 
system. However, the strength of OLA is that the error of 
one relaying node only contributes to a portion of the re- 
ceived signal. If the accumulation of the correct signals are 
strong enough to compensate for the error component, the 
receiving node will still be able to receive correctly. By us- 
ing point-to-point multi-hop links, the effect of error prop- 
agation cannot he compensated unless redundant copies of 
the packet reach the same destination. 
3.2. Linear Modulation and Signal Estimation 
Let us denote by s,,, = G,p, the modulation signatures 
viewed by the ith node. The receiver does not have prior 
knowledge of the signal space, therefore, the optimum ML 
receiver structure differs from the classic ML receiver in 
AWGN. However, when the estimates of & are such that 
the MSE is much less than the noise variance, the difference 
is then negligible. 
The baseband equivalent signal of the leader in this case 
is z , p ( t )  where x, is the complex symbol of an M - ary 
constellation (QAM, ASK, PSK) and p ( t )  is a Nyquist pulse 
with bandwidth W .  In the discrete-time model the leader- 
signature lasts equivalently one sample, i.e. p, = z,,
therefore equation (3) is equivalent to 
ri = giz,  + ni. 
OLA with linear modulation is a DS-SS system with pseudo- 
random signature gi. 
Omitting the node suffix i for simplicity, the ML detec- 
tion rule is: 
(10) 
f, = argrnaxp(rlz,), (11) 
P 
where p(rlz,) is the joint probability density function of r 
given z,. If we neglect the propagation error we have 
argmax m (zRe{z,r*g} - Ix,,1211gI12 - C(zm) )  (12) 
where the correction term due to imperfect knowledge of 
the symbols C(z,) is 
C(z,) a N,(No+lz,12MSE) ln[Z~(No+lz,l~AtSE)] 
(13) 
The Mean Square Estimation Error (MSE) of the signature 
waveforms after training with P symbols is: 
The receiver can adaptively update the estimations in a de- 
cision directed mode. Other forms of signal estimation can 
be found in [4]. 
4. OLA FLOODING ALGORITHM 
In this section we compare our approach to more traditional 
ways of flooding the network. Since interference plays in 
our favor and against the competing techniques, the benefits 
that we expect from eliminating two layers are higher con- 
nectivity andflooding speed. In our numerical comparisons 
we will consider performance metrics and physical layer pa- 
rameters that are consistent with the network simulations 
in [SI, where various broadcasting methods were analyzed 
(the simulation parameters are specified in Table 1). In the 
experiments, we used the IEEE 802.11 DSSS PHY specifi- 
cations [9] for the 2.4GHz canier. In our experiment each 
node-to-node transmission is assumed to experience inde- 
pendent Rayleigh fading with variance 1, and the path loss 
model is based on the model used in the network simula- 
tor ns2. The origin of the broadcasting is randomly selected 
among the N nodes in the network. 
4.1. Network Connectivity and End-to-End Delay 
There are three parameters that define our simulation set- 
tings. The first is the point-to-point average SNR (averaged 
over the small scale fading) defined as: 
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Table 1. Simulation Parameters 
Network Area 
Radius of Tx 
Number of Trials 
1 Simulation Parameters I Values 
350 x 350 m 
Payload 64 bytedpkt 
Modulation BPSK 
where Pt is the transmission power and d' is the path loss. 
The second is the transmission radius which is defined as 
the distance at which S N R  = <, where < is the defined 
SNR threshold. The point-to-point SNR and transmission 
radius are the parameters often referred to in conventional 
multi-hop networks. In OLA, the exact S N R  at each node is 
defined differently due to the accumulation of signal power 
at the receiving node. Therefore, we define a third parame- 
ter which is the node SNR at the detection level: 
Each value of SNROl,  corresponds to a certain BER, there- 
fore, it can be used as a criterion equivalent to Definition 1 
to establish connectivity. In the following, we use < as both 
the radius defining S N R  and the SNR threshold in OLA. 
To simplify our network simulations, we assume that 
the transmission propagates through the network approxi- 
mately in a multiple ring stmcture. In each ring we detect 
the received signal over the previously transmitting rings, 
and prune away the nodes that do not have strong enough 
SNR,1, while retransmitting at nodes that achieve the SNR 
threshold. We also assume that the signal space is perfectly 
estimated at each relaying node. This assumption is prac- 
tical, when the number of training symbols is sufficiently 
large and the contribution of the estimation error can be ne- 
glected, as shown in [4, Fig.21. 
In Fig. 2 ,  we show the ConnectiviQ Ratio (CR) defined 
as the number of nodes that are "connected", as per Def- 
inition I ,  over the total number of nodes in the network. 
We fix the S N R  threshold < = 10 d B  for the transmission 
radii d equal to 100, 80, and 60 meters. It is shown that the 
CR is 100% even at very low node densities for the case of 
d = 100 m. We can also observe that, as we shorten the 
radius of transmission, the connectivity of the network will 
sensibly decrease. On the other hand, as the network gets 
denser both the multi-hop connectivity and the accumulat- 
ing power increases at the relaying nodes, therefore the CR 
soon reaches 100%. 
In Fig. 3, we plot the Delivery Ratio (DR) defined in 
[SI as the ratio between the average number of nodes that 
lNote that, because of the signal enhancement in OLA SNR,,. i s  
higher lhan the S N R  at equal distances 
Fig. 2. Connectivity Ratio vs. Number of Nodes 
Number of UsBR 
Fig. 3. Delivery Ratio vs. Number of Nodes 
effectively receive packets over the number of nodes that are 
connected in multiple-hops, i.e. nodes for which there exist 
a path from the leader. The only cause of packet loss consid- 
ered in [8] is the fact that the packet is not delivered because 
it is dropped by the intermediate relays queues to reduce the 
nodes congestion. Hence, according to [8] the straightfor- 
ward flooding achieves 100% DR, even if it might create 
longer delays and instability due to the increased level of 
traffic that it causes. In the OLA, the accumulation of sig- 
nal energy may allow nodes that were not connected with a 
multi-hop route to receive the broadcasted packets reliably, 
therefore. we were able to achieve more than 100% DR. 
This phenomenon is clearly illustrated in Fig. 3, where a 
remarkable gain is shown in connectivity over any scheme 
utilizing point-to-point links, especially when the density is 
large. 
The second performance measure we analyzed is the 
End-to-End Delay, using the same setup and parameters 
specified in Table 1. The OLA flooding algorithm does not 
produce any channel contention, therefore the time neces- 
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Fig. 4. End-to-End Delay vs Number of Nodes 
sary for carrier sensing and collision avoidance is not nec- 
essary. Hence, it is clear that the speed of flooding will be 
much higher than the one of the higher-layer broadcasting 
methods. This is shown in Fig. 4, where the End-to-End 
Delay is only in the order of milliseconds for a packet pay- 
load of 64 bytes. The End-to-End delay is the time required 
to broadcast the packet to the entire network. It is essen- 
tially a function of the delay spread and, therefore, must de- 
pend only on the geographical extension of network. This 
intuition is confirmed by our simulation in Fig. 4 where 
the End-to-End Delay is plotted versus the number of nodes 
in the network. Since the area is fixed, the symbol dura- 
tion reaches almost a plateau and slowly decreases with the 
number of nodes. The slow decrease is caused by the fact 
that the power accumulation allows the node to detect and 
echo the symbols slightly earlier. Note that, as opposed to 
what is observed in [S, Fig. 81, we do not experience con- 
gestion and the delay in OLA is guaranteed to be constant. 
However, higher rates can be obtained if moderate IS1 is 
allowed. 
Remark 1 In the previous simulations we did not consider 
the effect of errorpropagation caused by the relaying nodes. 
With error pmpagation, the errors are niostly localized in 
.spececif;c portions of the network and dominated by the node 
fhat has the highest errorprobabiliry in that area. 
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