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Protein aggregation is of great importance in biology, e.g., in amyloid fibrillation. The aggregation
processes that occur at the cellular scale must be highly stochastic in nature because of the statistical
number fluctuations that arise on account of the small system size at the cellular scale. We study
the nucleated reversible self-assembly of monomeric building blocks into polymer-like aggregates
using the method of kinetic Monte Carlo. Kinetic Monte Carlo, being inherently stochastic, allows
us to study the impact of fluctuations on the polymerisation reactions. One of the most important
characteristic features in this kind of problem is the existence of a lag phase before self-assembly
takes off, which is what we focus attention on. We study the associated lag time as a function
of the system size and kinetic pathway. We find that the leading order stochastic contribution to
the lag time before polymerisation commences is inversely proportional to the system volume for
large-enough system size for all nine reaction pathways tested. Finite-size corrections to this do
depend on the kinetic pathway.
I. INTRODUCTION
Protein aggregation is linked to neuro-degenerative afflictions such as Alzheimer’s and Parkinson’s disease. [1]
Another classic example of a linearly self-assembling system is the polymerization of actin fibrils and microtubules
in living cells that help cells to control their mechanics. [2] It is the importance of the aggregation of proteins in a
wider biological context that has motivated many theoreticians and experimentalits to study equilibrium [4, 5] and
kinetic aspects of it. [6–8] Although decades of theoretical and experimental investigation has contributed to deeper
understanding of how proteins self-assemble into polymer-like objects in vitro, relatively little is known as to what
happens in vivo, that is, at the cellular scale. Almost all of the theoretical work is restricted to using deterministic
rate equations to study the kinetics of linear self-assembly. Even experimentally, studying stochasticity in protein
aggregation turns out to be challenging. [9, 10] This is because given the mesoscopic nature of the biology of the cell,
the stochasticity is arguably mainly due to statistical number fluctuations of assemblies of a certain size. As cells are
small in volume (pico litre to femto litre), the number of molecules aggregating is also relatively small, that is, on
the scale of typical in vitro experiments, causing fluctuations to play a significant role in the kinetics as well as in
equilibrium. The latter expresses itself in large deviations from mean length distributions. [11]
The kinetics of self-assembly of protein monomers into polydisperse polymer-like objects, i.e., the time evolution
of the polymer length distribution, can take place via a host of different molecular pathways. Examples include
monomer addition and removal, scission and recombination, secondary nucleation and so on, see Fig. 1. [12–15]
In principle, all these pathways are active during the time course of aggregation, but the predominance of one or
more pathways may depend on the specific chemistry of a particular system. Due to the highly nonlinear nature of
the dynamical equations that describe these pathways, it is extremely difficult to study the kinetics of even a single
pathway analytically, let alone a combination of several of them. To study the stochastic nature of self-assembly,
one would be required to include the effects of thermal noise that might depend on a plethora of rate constants and
thermodynamic parameters. [8] Deducing the properties of the noise from microscopic rate equations, i.e., by making
use of the fluctuation-dissipation theorem, is not trivial, again due to the complexity of the involvement of multiple
molecular pathways. All of the above-mentioned challenges limits the applicability of analytical tools available to
study the kinetics of protein aggregation. [20]
Given the challenges and limitations of the rate-equations approach, we study in this work the kinetics of nucleated
linear self-assembly using the method of kinetic Monte Carlo, hereafter referred to as kMC. kMC is a computer
simulation technique used to study Markov processes. [16] Protein aggregation can be cast in to the form of a Markov
process, where a monomer becomes a dimer, a dimer becomes a trimer, and so on. This is exactly the same principle
on which rate-equation approaches are based upon. The advantage of kMC is that it is inherently stochastic and
hence we do not need to know the nature of thermal noise a priori. In fact, the results obtained from this technique
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2can be used to characterise this kind of noise and its dependence on the model parameters. Stochastic simulation
techniques have been widely employed to study colloidal aggregation kinetics. [21–24] Colloidal aggregation resembles
protein self-assembly closely in terms of the governing rate equations. The characteristic feature of a lag phase present
in nucleated self-assembly has also been found in computational studies of reversible colloidal aggregation. [25]
In this paper we explore the stochastic nature of the kinetics of protein polymerization in small volumes, and
study the effect of statistical number fluctuations. We study the aggregation kinetics for small volumes not for one
pathway but for no fewer than nine of them discussed in more detail in Section II. The pathways we consider are end
evaporation and addition [15], scission and recombination [13], secondary nucleation [8], two-stage nucleation [18],
and combination thereof. For the scission and recombination molecular pathway, the forward and backward rate
constants in principle depend on the length of the polymer chains. Hence, to probe the impact of length-dependent
rate constants, we use Hill’s model. [26] Although Hill’s model is valid only for long rigid rod like polymers, we
neverthless use it to study if any kind of length dependence of the rate constants can alter the scaling of the lag time
with system volume. To quantify the stochastic behavior of the polymerization kinetics, we focus specifically on the
lag time associated with the time evolution of the polymerized mass fraction. We provide the simulation details in
Section III. In Section IV, by doing an exhaustive study for various combinations of molecular pathway, we show that
the lag time for the polymerized mass fraction is inversely proportional to the system size in the limit of large volumes
albeit that there are corrections to that, that do depend on the specific assembly pathway. [9, 10, 19, 20] Finally, in
Section V, we conclude the article and discuss our main findings.
II. KINETIC PATHWAYS FOR REVERSIBLE SELF-ASSEMBLY
The molecular pathway determines the relevant time scales in reversible polymerization kinetics. [6–8] Hence, if we
are interested in the stochastic kinetics of the protein aggregation, it makes sense to study the system size dependence
of a variety of molecular pathways. In this work we choose the most widely accepted and dominant kinetic pathways
as far as the study of protein polymerization is concerned. [8, 18] We focus on (i) end evaporation and addition,
(ii) scission and recombination, (iii) monomer-dependent secondary nucleation, and (iv) two-stage nucleation, and
combinations of these pathways. In our description, all these reaction pathways have two things in common, which is
that they all are nucleated with nucleus size nc and that they are reversible. Primary nucleation is thought of as the
coming together of a minimum of nc monomers to form the smallest stable polymer.
Of these pathways seemingly the most obvious to consider is that of end evaporation and addition, given the
linear structure of the aggregates of proteins. In it, growth or shrinkage of an aggregate is possible only by adding
or removing a single monomer from either end. [7] Although end evaporation and addition is the most plausible
choice to describe the kinetics of the evolution of length distributions of aggregates, fragmentation and recombination
of polymers must be important if the self-assembly is nucleated. For a nucleated self-assembling system, the end
evaporation and addition pathway requires each polymer formed to cross a nucleation barrier, which slows down the
assembly process significantly. Instead, in scission and recombination kinetics the polymers can bypass the nucleation
barrier by breaking already existing filaments and creating new nucleation centers that then can grow. Hence, it is
sensible to study scission-recombination in combination with end evaporation and addition, which is why this is one
of the combined schemes that we investigate.
The forward and backward rate constants for all pathways could be length dependent, in particular for the scission-
recombination pathway. Indeed, shorter polymers should recombine faster than longer ones if the reaction is diffusion
limited, and longer ones plausibly have a higher probability of breaking within a certain amount of time than shorter
ones. We do take into account the length dependence of the rate constants for the scission and recombination pathway
by invoking Hill’s rate constants. [26] Hill derived the forward and backward rate constants in the limit of diffusion-
limited aggregation that are valid only for long rigid rods. Hill’s rate constants are not entirely consistent with
the thermodynamics of nucleated self-assembly, and alternative ones have been derived in the context of the radical
polymerization with more accurate length dependent rate constants these seem to suffer from the same problem.
[27, 28] As our aim is to find out if any kind of length dependence of the rate constants alters the dominant scaling of
the lag time as a function of system volume, we make an arbitrary choice of using Hill’s model. We study both kinds
of scission-recombination pathway, i.e., with and without length dependence of the rate constants.
The pathways of end evaporation and addition and of scission and recombination have proven to apply to the
polymerisation of actin and tubulin filaments, but the time scales obtained from these pathways cannot explain other
types of protein aggregation, such as that of sickle hemoglobin. [29–32] Sickle cell hemoglobin shows relatively rapid
polymerization kinetics in comparison to predictions from end evaporation and addition and scission and recombination
kinetics. To successfully explain the rapid polymerization observed in sickle cell hemoglobin, surface-catalysed or
secondary nucleation has been included in several studies. [30–32] Secondary nucleation is also found to be relevant
in the context of amyloid fibrillation. [33] Recalling that primary nucleation concerns the conversion of a cluster of
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pathway
Reaction Future state given the present state (x, ..., yi, ...) Reaction rate
primary nucleation
nc x
k+n−−⇀↽−
k−n
ync
Forward reaction: (x− nc, ync + 1, ..., yi, ...)
Backward reaction: (x+ nc, ync − 1, ..., yi, ...)
xnck+n
ynck
−
n
end evaporation
and addition yi + x
k+e−−⇀↽−
k−e
yi+1
Forward reaction: (x− 1, ..., yi − 1, yi+1 + 1, ...)
Backward reaction: (x+ 1, ..., yi + 1, yi+1 − 1, ...)
2xyik
+
e
2yi+1k
−
e
scission and
recombination yi + yj
k+
f−−⇀↽−
k−
f
yi+j
Forward reaction: (..., yi − 1, ..., yj − 1, ..yi+1 + 1)
Backward reaction: (..., yi + 1, ..., yj + 1, ..yi+1 − 1)
yiyjk
+
f (i, j)
yi+jk
−
f (i, j)
secondary
nucleation i yi + nsec x
ksec−−→ ysec + i yi Forward reaction: (x− nsec, ..., ysec + 1..., yi, ...) iyix
nsecksec
two-stage
nucleation
nc x
k+n−−⇀↽−
k−n
xnc
xnc
k+c−−⇀↽−
k−c
ync
Forward reaction: (x− nc, xnc + 1, ..., yi, ...)
Backward reaction: (x+ nc, xnc − 1, ..., yi, ...)
Forward reaction: (xnc − 1, ync + 1, ..., yi, ...)
Backward reaction: (xnc + 1, ync − 1, ..., yi, ...)
xnck+n
xnck
−
n
xnck
+
c
ynck
−
c
TABLE I: Possible molecular aggregation steps by which a polymer length distribution can change, considered in this work.
Assuming the present state to be (x, ync , ..., yi, ...), where x is the number of monomers and yi the number of polymers of
length nc ≤ i ≤ ∞, the states following the corresponding reactions are indicated. Notice that for secondary nucleation we do
not have a backward reaction. This is because ysec is a polymer of size greater than the stable nucleus of size nc, that then
can disintegrate via monomer removal or scission. Also note that for two-stage nucleation we also have to track the evolution
of unstable aggregate xnc .
monomers into a stable polymer of shortest length, [34–36] in secondary nucleation a critical number nc of monomers
may first form an unstable cluster that next transforms into a stable cluster, which in turn facilitates the elongation
process.
Clearly, molecules may polymerize via a combination of molecular pathways. In this work we perform an exhaustive
study of stochastic aggregation kinetics allowing for several combinations of pathway, and study how the resulting
kinetics are affected by the system size. The pathways we study are listed in Table I. Mathematically, reversible
polymerization can be represented by an infinite set of rate equations for all allowed chemical reactions. Indeed, a
monomer reacts with a monomer to form a dimer, a dimer reacts with a monomer to form a trimer and so on. Let us
first translate each pathway of Table I into a set of chemical reactions and write the corresponding rate equation for
the polymers as
dyi(t)
dt
= k+n x(t)
ncδi,nc − k−n yi(t)δi,nc
+ 2k+e x(t)yi−1(t)− 2k+e x(t)yi(t) + 2k−e yi+1(t)− 2k−e yi(t)
−
i−nc∑
j=nc
k−f (i− j, j)yi(t) +
∞∑
j=nc
k−f (i, j)yi+j(t) +
∑
k+l=i
k+f (k, l)yk(t)yl(t)−
∞∑
j=nc
k+f (i, j)yi(t)yj(t)
+ ksecx(t)
nsecδi,nsec
∞∑
j=nc
jyj(t), (1)
and that for the monomers as
dx(t)
dt
= − d
dt
( ∞∑
i=nc
iyi
)
, (2)
which conserves the total amount of material in the solution. Here, δi,nc is the Kronecker delta that obtains the value
unity if i = nc and zero otherwise, and x, yi and nc denote the number of monomers, the number of polymers of
4degree of polymerization i ≥ nc and the size of the critical nucleus, respectively, for a given system volume. The
kinetic rate constants k+n , k
−
n , k
+
e , k
−
e , k
+
f (i, j), k
−
f (i, j) and ksec are associated with the various molecular aggregation
pathways listed in Table I. The rate constants associated with scission and recombination, i.e., k+f (i, j) and k
−
f (i, j)
depend on post-scission or pre-recombination polymer lengths, i and j. In this work these rate constants are assumed
to be length independent, in which case k+f (i, j) = k
+
f and k
−
f (i, j) = k
−
f , except for a specific case of the Hill’s
length-dependent rate constants to be discussed below.
To use experimentally consistent units we assign molar units for the rate constants in Table I. However, as our
simulation method is based on dealing with numbers of molecules rather than concentration, the reaction rate constants
in our simulations are appropriately rescaled by the system volume to attain the dimensions of s−1.
In Eq. (1), the first two terms describe primary nucleation, while end evaporation and addition contributes the next
four terms, and scission and recombination are described by the next four terms. The last term is a consequence of
secondary nucleation. The factors of two in Eq. (1) accounts for the fact that each linear polymer has two ends. Eqs.
(1) and (2) describe the time evolution of the length distribution when the nucleation mechanism is straightforward
primary nucleation. To describe the kinetics of aggregation pathways involving two-stage nucleation, we also have to
consider the dynamics of unstable aggregates of size nc. The resulting equations are in that case slightly different,
where the number of unstable nuclei of nc monomers xnc obeys
dxnc
dt
= k+n x(t)
nc − k−n xnc(t)− k+c xnc(t) + k−c ync(t), (3)
and the polymers follow
dyi(t)
dt
= k+c xnc(t)δi,nc − k−c yi(t)δi,nc
+ 2k+e x(t)yi−1(t)− 2k+e x(t)yi(t) + 2k−e yi+1(t)− 2k−e yi(t)
−
i−nc∑
j=nc
k−f (i− j, j)yi(t) +
∞∑
j=nc
k−f (i, j)yi+j(t) +
∑
j=nc
k+f (i− j, j)yi−j(t)yj(t)−
∞∑
j=nc
k+f (i, j)yi(t)yj(t)
+ ksecx(t)
nsecδi,nsec
∞∑
j=nc
jyj(t), (4)
Mass conservation requires again that
dx(t)
dt
= − d
dt
( ∞∑
i=nc
iyi
)
− nc dxnc(t)
dt
. (5)
Here, k+c and k
−
c are forward and backward rates for unstable aggregation formation and its dissociation back to
monomers, and all other rate constants have the same meaning as before.
As remarked above, the rate constants associated with the scission and recombination of polymers could depend
on the length of the polymers. The length dependence of the scission and recombination rate constants k+f and k
−
f
that we consider in this work were derived by Hill in the diffusion-limited aggregation regime. [26] They obey
k−f (i, j) =
k−f (ij)
n−1(i ln j + j ln i)
(i+ j)n+1
, (6)
for the backward rates, and
k+f (i, j) =
k+f (i ln j + j ln i)
ij(i+ j)
, (7)
for the forward rates, where i ≥ nc and j ≥ nc are the degrees of polymerization of the filaments, either recombining
resulting into a filament of length i + j or a filament of length i + j fragmenting into two polymers, n denotes the
number of degrees of freedom of each polymer contributing to the diffusive transport of particles required to merge
or separate two polymers. [26] These might include rotation, translation or even flexing of the polymer chains. Hong
and Yong find in their work the value of nto apply1 ∼ 3 for several amyloid fiber systems. [40]
For our purposes of qualitative study, we choose a value of n = 2. The Hill’s rate constant for scission is a bell-
shaped curve peaked in the center, i.e., the polymer has largest probability of breaking around the middle, while
5the recombination rate decreases monotonically as a function of the size of the polymers engaged in recombining.
It should be emphasized that Hill’s model incorrectly predicts the length distribution for long times, and is anyway
strictly applicable only for rigid rod-like polymer chains of i, j  1. This then of course limits the applicability of
Hill’s model. We choose to ignore both caveats as we exclusively focus on the lag phase, i.e., the early time kinetics
where the chains can already be very long sufficiently cooperative self-assembly.
The reaction rate equations Eqs. (1)-(5) completely characterize the time evolution of the length distribution for all
aggregation pathways listed in Table I and for our choice of reaction rate constants. However, in this paper we study
the self-assembly kinetics not by evaluating the rate equations, which are deterministic, but by means of the method
of kinetic Monte Carlo applied to the reactions listed in Table I. This simulation method, developed by Gillespie, has
the advantage of being inherently stochsatic and has been applied extensively in the context of the kinetics of chemical
reactions and of aggregation processes. [37, 38] Fundamentally, the algorithm relies on two ingredients: (i) given the
current micro-state of the system, choose the transition that takes the system to the next possible micro-state under
the assumption of Markovian dynamics, and (ii) calculate the time for transition for the next micro-state, see also
Appendix A. [39]
To study the large number of combination of pathways we are interested in, we simply switch on or off the desired
pathways by making their rate constants non-zero or zero, respectively. We perform a consistency check by comparing
the results of our stochastic simulations with predictions that we obtain using the deterministic Eqn. (1). We do
this for one particular combination of three pathways, by obtaining closed form dynamical equations for the first two
moments of the full distribution, i.e., the number of polymers and the polymerized monomeric mass. We focus on the
combination of molecular pathways consisting of primary nucleation, end evaporation and addition and scission and
recombination, and presume length independent rate constants. The resulting moment equations we solve numerically
and compare with our Monte Carlo simulations for large enough system size, where our simulations should produce
deterministic predictions. As expected, our Monte Carlo simulations for nc = 2 are in quantitative agreement with
the deterministic moment equations. This confirms the correct implementation of most of the individual reaction
schemes. Details are presented in Appendix B.
Our stochastic simulations produce the time evolution of the full length distribution. Practically, it makes sense to
focus on one or more moments of the length distribution, such as the polymerized mass, the polydispersity index and
the number of “living” polymers. However, the latter two quantities are extremely difficult to probe experimentally,
in particular as a function of time. Hence, in this work we exclusively focus on the first moment of the polymer length
distribution excluding the inactive monomers. This is proportional to the polymerized mass fraction that is primarily
probed in experiments and that is equal to the polymerized mass divided by the total monomer mass present in the
solution.
In equilibrium the polymerized mass fraction that from now on we denote f , obeys f = 1 − 1/X if X ≥ 1 and
f = 0 if X ≤ 1, provided the polymerisation is sufficiently cooperative. Here, X = Ck+e /k−e is sometimes called a
mass action variable, [4] with C the total monomer concentration and k+e and k
−
e the forward and backward rate
constants for the end evaporation and addition pathway. [15] Notice that the rate constants for other pathways do not
influence the equilibrium polymerized mass fraction. The reason is that nucleated reversible self-assembly can be seen
as involving two components: (i) active polymers consisting of nc or more monomers and (ii) inactive monomers that
can turn into active polymers. Upon incorporation of the scission and recombination pathway the monomeric mass
present in polymers remains unaffected. Indeed, for i, j ≥ nc we cannot allow scission and recombination kinetics to
deplete or add to the monomer pool. Although the total number of monomers in the polymeric state is not influenced
by this pathway, the polymers do tend to become shorter if k+f /k
−
f ≥ 1, i.e, if the scission and recombination pathway
is switched on keeping all other reaction rates fixed. This implies that access to at least two moments of the full length
distribution, such as the mean degree of polymerization and the polymerized mass fraction, is needed to ascertain the
presence or absence of the scission and recombination pathway in any experiment.
III. SYSTEM SIZE DEPENDENCE OF THE LAG TIME
In this section, we quantify the stochasticity of the polymerization kinetics by studying one key feature of linear
self-assembly, known as the lag time in the polymerized mass fraction. This is the most widely studied feature of
nucleated self-assembly, experimentally and theoretically. [41] To quantify the lag phase for our system of nucleated
self-assembly, we use the conventional definition in which we identify the time at which the growth rate is the largest,
estimate the tangent at that point and finally take its time intercept as the lag time. [42] In our study this is not a
trivial affair because data obtained from our stochastic simulations are inherently noisy and, hence, straightforwardly
calculating derivatives is not feasible. To remedy this, we first obtain by means of a regression analysis a fit curve to
our polymerization data points, using a generalized logistic function that has the following form, [43, 44]
6FIG. 1: Representative stochastic trajectories obtained from 20 different computer experiments performed for the set of
parameters given in Table II, for system size (a) V=0.67 pL and (b) V=30 pL, with total monomer concentration of 10
µM and a critical concentration of 1µM . Polymerization curves are shown for a combined molecular pathway with primary
nucleation (with nucleus size nc = 2), end evaporation and addition, and scission and recombination. The initial condition for
the simulations is yi = 0 for all nc ≤ i ≤ ∞, i.e., only monomers are present at time t = 0. The polymerization curves saturates
at the polymerized mass fraction of 0.9 which is in agreement with the law of mass action.
kinetic pathways
reaction constants
k+n k
−
n k
+
e k
−
e k
+
f k
−
f k
+
sec k
+
c k
−
c
[Mnc−1/s] [1/s] [M/s] [1/s] [M/s] [1/s] [M/s] [1/s] [1/s]
end evaporation and addition
(nc = 1)
10−6 10−1 103 10−3 7 7 7 7 7
end evaporation and addition
+ scission and recombination (nc = 1)
10−6 10−1 103 10−3 103 10−3 7 7 7
end evaporation and addition
+ scission and recombination (Hill) (nc = 1)
10−6 10−1 103 10−3 103 10−3 7 7 7
evaporation and addition
(nc = 2)
10−2 10−3 103 10−3 7 7 7 7 7
end evaporation and addition
+ scission and recombination (nc = 2)
10−2 10−3 103 10−3 103 10−3 7 7 7
end evaporation and addition
+ scission and recombination (Hill) (nc = 2)
10−2 10−3 103 10−3 103 10−3 7 7 7
secondary nucleation
+ end evaporation and addition (nc = 2)
10−2 10−3 103 10−3 7 7 10−2 7 7
secondary nucleation + end evaporation and addition
+ scission and recombination (nc = 2)
10−2 10−3 103 10−3 103 10−3 10−1 7 7
two stage nucleation + end evaporation and addition
+ scission and recombination (nc = 2)
10−2 10−3 103 10−3 103 10−4 7 10−3 10−2
TABLE II: The kinetic rate constants for each molecular aggregation pathways and their combinations considered in this
work. The parameters are defined in the main text. The molar (M) and seconds (s) are the units for concentration and time,
respectively.
z(t) =
z(∞)
(1 +Qe−ανt)
1
ν
, (8)
where z denotes the polymerized mass fraction, t is time and Q, ν and α are fitting parameters. We use the generalized
logistic function instead of a simple logistic function to account for the asymmetry of polymerization kinetics before
and after the inflection point. For every run, we construct a smooth function using our fitting procedure, calculate
the maximum growth rate and determine the polymerized mass fraction at that point to calculate the lag time.
The lag time for small system size is not a deterministic function of the system parameters. Rather, it is a
stochastic variable with a certain probability distribution. To obtain the distribution function of lag times, we repeat
our computer experiment 500 times for the same set of parameters given in Table II. We study the system size
7dependence of the lag time distribution by performing our in-silico experiments for various volumes ranging from 0.3
pL to 30 pL (1 pL = 10−15m3), which is typical volume range for microfluidic experiments and living cells. [10] The
rate constants for our computer simulation are collected in Table II. We choose rate constants arbitrarily, but do
aim to clearly see the effect of each pathway under consideration and at the same time perform simulations within
reasonable time. The nucleation rate constants k+n and k
−
n are chosen in such a way that the nucleation constant,
i.e, the ratio k+n /k
−
n , is small enough to give rise to a distinct lag phase. At the same time, the ratio k
+
n /k
−
n should
be large enough to have feasibly small mean polymer length so as to speed up the simulation. The concentration
of protein monomers for all of our simulations is 10 µM , and the critical polymerization concentration for all of
our simulation is 1µM . This critical concentration can be inferred from the equilibrium thermodynamic theory of
nucleated linear self-assembly with end evaporation and addition. As discussed in the previous section, the additional
pathway of scission and recombination does not alter the equilibrium between monomers and polymers. This implies
that the critical concentration is independent of the pathways considered.
We choose 10 µM total monomeric concentration with a motive to stay deep into the polymerized regime. As is
well known, nucleated reversible self-assembly is a true phase transition in the limit of infinitely large nucleation free
energy barrier and hence occurs in the limit k+n /k
−
n → 0. [11] Although in our computer experiments we have a
finite (but large) nucleation barrier, this can give rise to critical fluctuations that have little to do with the effect of
system size. Because our aim is to study system-size dependence and not any critical behavior, studying self-assembly
dynamics deeply into polymerized regime avoids encountering fluctuations originating from the latter.
By fixing the concentration of monomers at 10 times the critical value and that way making certain that the
stochasticity in our simulations finds its origin in the number fluctuations in each molecular species, we vary the
number of molecules in the system by changing the system volume only. In Fig. 1 we show representative stochastic
trajectories for the time evolution of the polymerized mass fraction for a small volume (0.3 pL) and a relatively large
volume (30 pL). Notice that almost all of the stochasticity is confined to the lag time, i.e., the polymerization curves
are shifted while preserving their shape, including the maximum growth rate (the inflection point). Fig 1. shows
that if the lag time is shifted appropriately, all the polymerization curves for one set of parameters collapse on to a
universal curve. This indicates that the only feature that is different for different runs is the lag phase.
In Fig. 2 we show the distribution of lag times for different system sizes. Note that the lag time distribution for
small volumes is exponential with a cutoff for times smaller than a value that does not seem to depend on system
size, and tends slowly towards a normal distribution for larger system sizes. We find this for all molecular pathways
tested. The system size in our simulations refers to volume at fixed monomer concentration, so to the number of
monomers in the system. The gradual shift from piece-wise exponential to normal distribution with increasing system
size (number of particles) is seen for all pathways tested and is in qualitative agreement with experiments on sickle
cell hemoglobin by Ferron et al.. [9] In their work, instead of changing volume to change the number of molecules
in the system of observation they change concentration of monomers. Because the stochasticity in the self-assembly
kinetics at the mesoscale arises as a consequence of statistical number fluctuations, changing volume or concentration
while keeping the other constant produces similar results. We stresss again that from Fig. 2 we conclude that the
exponential distribution is not a truly exponential one, because below a timescale τmin the probability of τlag < τmin
rapidly tends to zero. We will discuss the detailed implication of this in the next section.
From Fig. 2 we read off that both the mean lag time and its variance decreases with increasing system volume.
We calculate the mean of the distribution of lag times and show in Fig. 3 the mean lag time as a function of inverse
system volume V −1. For generality we assume a power law dependence, i.e., τlag = τ∞lag + c/V
α, where τ∞lag is the
infinite-volume, deterministic lag time, c is a constant and α a power. After fitting with this power law, we obtain for
the exponent α a value close to but not exactly equal to unity. The deviation of exponent α from unity is small and
suggests a logarithmic correction from the universal law of τlag ∼ τ∞lag+cV −1, i.e., τlag ∼ τ∞lag+cV −1(1−δ lnV ), where
δ is deviation of the exponent α from a value of unity. From Fig. 3, we conclude that to leading order the lag time
is inversely proportional to the system volume. The power law of τlag − τ∞lag ∝ 1/V is reached only for large volumes
and is universal. The value of δ is not universal and depends on the reaction pathway. See Table III. Table III shows
the exponent δ for all combinations of pathways listed in Table II. From the values listed in Table III, we confirm
that the deviation δ is indeed pathway dependent. Hence, although the inverse system volume dependence of the lag
time is a universal feature of all the studied combination of aggregation pathways, the deviation δ is non-universal.
Another interesting cumulant of the lag time distribution is the variance of the lag time. It can be seen from error
bars in Fig. 3 that the variance decreases with the system volume. Further analysis shows that the variance of the
lag time distribution varies as V −β , with β strongly dependent on the pathway combination. For end evaporation
and addition the variance scales as V −1/2, whereas addition the pathway of scission and recombination changes this
to V −1 to the leading order albeit with an error as large as 50 percent. Indeed, the exponent of the variance of the
lag time distribution is expected to be more erratic than the mean lag time, as higher moments are more sensitive to
fluctuations. Given that this is the case, we cannot with absolute certainity comment on the scaling of variance with
system volume.
8FIG. 2: The probability distributions of the lag time for systems of volume , V = 0.30, 1.00, 1.67, 5.00, 8.33 and 30 pL, obtained
by performing 500 runs for parameter values given in Table II. The data shown are for a combined molecular pathway with
primary nucleation (nc = 2), end evaporation and addition, and scission and recombination. The simulations are performed
under the total monomer concentration of 10 µM , where the critical concentration for polymerization is 1 µM . Although we
only show the lag time distribution for one specific pathway, all the other combination of aggregation pathways listed in Table
II also show similar qualitative gradual shift from exponential to gaussian with an increasing volume.
Notice from Fig. 3 that different molecular aggregation indeed have different deterministic lag times τ∞lag. To explain
this, consider Fig. 2a for nc = 1, where among three sets of pathway shown, the end evaporation and addition has the
largest deterministic lag time. This is because, for every single polymer created, the system has to cross the nucleation
barrier, thereby slowing down the assembly. If the scission and recombination pathway with length independent rate
constants is introduced, this allows the assembly to bypass the nucleation barrier by breaking already existing polymers
and hence speed up the assembly process. This pathway has lowest deterministic lag time. By taking into account
Hill’s length dependent rate constants, we suppress the scission of smaller polymers as well as the recombination of
longer ones. This, in turn, suppresses to some extent the energetically favourable creation of new polymers from
already existing ones, and hence increases the assembly time. It is for this reason that the deterministic lag time for
Hill’s length dependent scission and recombination pathway falls between the end evaporation and addition and the
polymer length independent scission and recombination pathways. The same reasoning holds true for bimolecular
nucleation, so nc = 2. Fig. 2b and 2c shows that, not surprisingly, secondary nucleation also speeds up the assembly
process. This is to be expected for secondary nucleation also allows the system to bypass the primary nucleation
barrier by catalysing already formed polymers. The deterministic lag times for nc = 1 are different from those where
nc = 2. This is because the lag time has a power law dependence on the initial polymerised mass fraction with the
exponent being a function of the size of the critical nucleus nc. [8] The power law exponent also depends on the
combination of pathway.
9FIG. 3: Mean lag time as a function of the reciprocal system volume for various combination of pathways. (a) Primary
nucleation (with nucleus size nc = 1) + end evaporation and addition (orange circle), primary nucleation (nc = 1) + end
evaporation and addition + scission and recombination (red triangle) and primary nucleation (nc = 1) + end evaporation and
addition + scission and recombination with Hill rate constants (green square). (b) Same as (a), except primary nucleation with
nc = 2. (c) Primary nucleation (nc = 2) + secondary nucleation (nc = 2) + end evaporation and addition (orange circle) and
primary nucleation (nc = 2) + secondary nucleation (nc = 2) + end evaporation and addition + scission and recombination
(red triangle). (d) Nucleation-conversion (two-stage nucleation) with (nc = 2) + end evaporation and addition + scission and
recombination. All simulations are performed for total monomer concentration of 10 µM , where the critical polymerization
concentration is 1 µM . Refer to Table II for the system parameters. The error bars indicate the variance of the lag time
distribution.
IV. DISCUSSION
Naively, the universality of the leading order correction to the deterministic lag time originates from the requirement
of a nucleation event. We infer this from Fig. 1, for the elongation phase following the lag phase is almost deterministic.
To elucidate the actual cause of the existence of a lag time, we extract the first nucleus time, τnuc, from our computer
simulations and show in Fig. 4 the probability distribution of this quantity for the combined molecular pathway with
primary nucleation (nc = 2), end evaporation and addition, and scission and recombination. The other pathways
paint qualitatively the same picture. From Fig. 4, we read off that unlike the lag time, the shape of the distribution
function of the nucleation time is independent of the system size and is exponential without a small time cutoff. This
is not surprising because the nucleation time is the time at which first nucleus is formed and, hence, can be seen as
a first passage problem. [45] The first passage problem in our system is the transition of nc monomers into a stable
nucleus. This nucleus is energetically unfavorable but, once a stable nucleus is formed, elongation can proceed.
Such first passage processes typically have a time scale associated with them that is exponentially distributed. [46]
The independence of the shape of the nucleation time distribution on the system size hints at the circumstance that
the lag time must be more than just a nucleation time. From the probability distribution from Fig. 4, we calculate
the mean nucleation time, i.e., the average time to form first nucleus calculated from 500 runs, shown in Fig. 5.
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Following our analysis of the mean lag time, we assume the expectation value of the nucleation time τnuc to depend on
the system volume V according to τnuc = τ
∞
nuc + c
′/V γ where c′ is a nucleation-mechanism dependent proportionality
constant, τ∞nuc the nucleation time in the thermodynamic limit and γ is the power law exponent for the stochastic
nucleation time. Not surprisingly, Fig. 4 shows that the nucleation time remains unaltered for pathways affecting
elongation mechanisms, i.e., end evaporation and addition and scission and recombination, and only depends on the
primary nucleation constant k+n /k
−
n . Fig. 4b, 4c and 4d, have the same primary nucleation constant and same nucleus
size of nc = 2, have similar volume dependence. Fig. 4a shows results for a nucleus size of nc = 1 and hence the
rate of change of the nucleation time differs from the others. The nucleation time for nc = 1 is smaller than that for
nc = 2, because of our choice of forward and backward rate constants.
The nucleation time turns out to be rather precisely linearly dependent on the system size, i.e., γ = 1 to within
1 to 8 percent. To explain this, we note that one particle has a first passage time, τp, when the system crosses the
nucleation barrier for the first time. For N independent (uncorrelated) particles, the probability that one of them
crosses the nucleation barrier will be N times larger than the one particle case. Hence, the time scale of crossing the
barrier will be inversely proportional to N , i.e., to the system volume. The same reasoning holds for the variance of
the lag time distribution, because first passage processes generally result into exponentially distributed time scales.
As is well known, the variance of the sum of N exponentially distributed random variables with equal variance is
simply the variance of one random variable divided by N . By the same token, N particles crossing a nucleation barrier
generate N exponentially distributed first passage time scales. The probability distribution of the sum of these N
time scales is the so-called Gamma distribution, which in the limit N → ∞ converges to Gaussian distribution, also
see Fig. 2.
As remarked in previous section, we do observe such a linear dependence for the scission and recombination pathway,
but for the end evaporation and addition there are large deviations from linearity. This is because the argument of
N independent particles crossing the nucleation barrier is not stricly applicable. The reason for this is that post-
nucleation elongation of a polymer depletes the monomeric pool that, depending on the pathway, correlates the
nucleation and elongation phases of the assembly. This results into a deviation from the linear dependence of the lag
time on the system size, as observed. It implies that the nucleation time alone should scale as N−1, which indeed can
be seen from Fig. 5.
We notice from Figs. 3 and 5 that, for an infinitely large system, the deterministic nucleation time τ∞nuc is zero
whilst the deterministic lag time τ∞lag is not zero. In fact, the distribution of nucleation times is exponential and that
of the lag times is piece-wise, i.e., is essentially zero for small times. This observation strengthens our suggestion that
the processes leading up to the existence of a lag time not only involves nucleation but also elongation. The part of
the lag phase that involves elongation strongly depends on the elongation pathway considered, and hence does not
have any of the universal features seen for the nucleation time. Different molecular pathways have different length
distributions at the lag time and hence lack universality. In any event, the lag time defined the way described in
Section I is an analytical way of quantifying a lag phase but it lacks any physical intuition.
Indeed, the question what the length distribution is at the end of the lag phase cannot be generally answered.
Hence, this may require us to redefine lag time and replace it by the elongation-pathway independent nucleation time
and a pathway-dependent elongation time. How such a lag time is to be probed experimentally remain elusive though.
The contribution of the elongation time to the lag time is caused by the circumstance the self-assembling system has
to acquire a critical length distribution beyond which exponential growth occurs. The critical length distribution
itself can be a stochastic variable with some distribution function. This adds further complexity to the problem of
defining an elongation time. Although defining a sensible elongation time eludes us, we do emphasize that this is the
most dominant time scale for the lag phase, at least in the thermodynamic limit. This can be seen once again from
Figs. 3 and 5, where τ∞lag > 0 whilst τ
∞
nuc = 0, hence confirming that for deterministic master equations, i.e., in the
absence of any noise, the rate limiting step is elongation and not nucleation.
V. CONCLUSIONS
In this work we study by means of kinetic Monte Carlo simulation the stochastic nature of nucleated linearly self-
assembling molecular building blocks in dilute solution. One of the models that we invoke is the thermodynamically
consistent end evaporation and addition, also known as the Oosawa model for self-assembly. [7] Another also includes
scission and recombination, with and without allowing for explicit length dependent rate constants. [12] We in addition
allow for (i) monomolecular primary nucleation, (ii) bimolecular primary nucleation, (iii) secondary nucleation of
monomers on already existing fibers and (iv) two-stage nucleation. [41] In combination, nine different sets of pathways
are studied. We show that irrespective of the combination of pathways we study, to leading order the stochastic
component of the lag time is inversely proportional to the system volume. This scaling remains unchanged even when
Hill’s length dependent rate constants, valid for rigid long polymer chains, are adapted in kinetic pathways. The first
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kinetic pathway δ
end evaporation and addition (nc = 1) -0.17
end evaporation and addition
+ scission and recombination (nc = 1)
0.12
end evaporation and addition
+ scission and recombination (Hill) (nc = 1)
0.16
end evaporation and addition (nc = 2) 0.19
end evaporation and addition
+ scission and recombination (nc = 2)
0.28
end evaporation and addition
+ scission and recombination (Hill) (nc = 2)
0.21
secondary nucleation
+ end evaporation and addition (nc = 2)
0.09
secondary nucleation + end evaporation and addition
+ scission and recombination (nc = 2)
0.16
two stage nucleation + end evaporation and addition
+ scission and recombination (nc = 2)
0.02
TABLE III: The aggregation pathways studied and their respective δ, i.e., deviation from linearity of the lag time dependence
on the system volume, τlag − τ∞lag ∝ 1/V 1+δ.
FIG. 4: The probability distribution of the nucleation time for system sizes of, V = 0.30, 1.00, 1.67, 5.00, 8.33 and 30 pL,
obtained by performing 500 computer experiments under the same set of parameters. The data shown for a combined molecular
pathway with primary nucleation (nc = 2), end evaporation and addition, and scission and recombination. See also Table II
for the values of the kinetic parameters. The total monomer concentration and the critical concentration is 10µM and 1µM ,
respectively.
12
FIG. 5: Mean nucleation time as a function of the system volume for various combination of pathways. (a) Primary nucleation
(with nucleus size nc = 1) + end evaporation and addition (orange circle), primary nucleation (nc = 1) + end evaporation and
addition + scission and recombination (red triangle) and primary nucleation (nc = 1) + end evaporation and addition + scission
and recombination with Hill rate constants (green square). (b) Same as (a), except primary nucleation with nc = 2. (c) Primary
nucleation (nc = 2) + secondary nucleation (nc = 2) + end evaporation and addition (orange circle) and primary nucleation
(nc = 2) + secondary nucleation (nc = 2) + end evaporation and addition + scission and recombination (red triangle). (d)
Nucleation-conversion (two-stage nucleation) with (nc = 2) + end evaporation and addition + scission and recombination. All
simulations are performed for total monomer concentration of 10 µM , where the critical polymerization concentration is 1 µM .
Refer to Table II for the system parameters.
order correction that depends logarithmically on the volume turns out strongly pathway dependent. By comparing
our lag time with the corresponding nucleation time to form the first nucleus, we show that for all tested pathways
the stochastic component of the lag time must be a combination of a nucleation time and an elongation time. The
nucleation time, unlike the lag time, is rather precisely inversely proportional to the system volume. We find it to
be exponentially distributed for all system volumes, which is not the case for the lag time. The elongation time, on
the other hand, strongly depends on whether the pathway involves only end evaporation and addition or in addition
scission and recombination kinetics. This leads us to infer that a contribution from the elongation time is the cause
of the non-universal correction to the leading order stochastic lag time. Finally, we find that in the thermodynamic
limit the mean lag time is non-zero whilst the mean nucleation time seems to vanish. Consequently, for linearly
self-assembling systems, the rate limiting step in the lag phase in that limit must be found in the elongation phase,
not in the nucleation phase.
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Appendix A: Gillespie Algorithm for simulation of self-assembly
We invoke the Gillespie algorithm to simulate our system of linearly self-assembling particles. [16] Let us consider
a state of the system as (x, y2, y3, ..., yi, ...), where x and yi are the numbers of monomers and of polymer of length
i respectively. The self-assembly as described by the molecular aggregation pathways shown in Table I, can be seen
as a Markov process. In a Markov process the transition from the current state to the next state via one of the
reactions shown in Table I depends on the current state of the system, and not on the states before that. As a first
step towards implementing the Gillespie algorithm to study reaction kinetics is to list out all the possible reactions,
given the current state of the system with their corresponding reaction rates. Given the current state of the system
(x, y2, y3, ..., yi, ...), the Gillespie algorithm in essence requires two quantities: I) From all possible reactions listed in
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Table I, given the current state of the system, determine the next reaction that is going to take place in the time
bracket from t to t+dt. II) Calculate dt the time that one of the reactions from Table I will happen for the first time.
To find next possible reaction, we first have to transform the reaction rates for each reaction of Table I into the
corresponding probability. Let us define the rate to leave the present state, i.e., R =
∑
αRα, where Rα is the reaction
rate for each individual reaction α. The probability of reaction α with reaction rate Rα is given by Pα = Rα/R. Next,
we generate a uniformly distributed random number, r1, in the interval (0, 1) and find the next possible reaction α,
such that,
∑α−1
β=1 Pβ < r1 <
∑α
β=1 Pβ , where α is the reaction that is going to happen next. The second quantity, i.e.,
the time dt for next reaction to happen turns out to be exponentially distributed, typical of first passage processes.
[46] This then by simple transformation can be related to a uniform distribution. To calculate dt we can then generate
a uniformly distributed random number r2, in the interval (0, 1) and using the relation dt = ln(1/r2)/R. This way, at
every instance we know the next micro-state of the system and the time it will take for transition from the current to
the next state of the system. This combination gives us the time evolution of the length distribution of the polymer
self-assembly. By generating appropriate random numbers we also take into account the stochasticity coming from the
mesoscopic number fluctuations. Hence, the Gillespie algorithm provides us with a tool to study stochastic kinetics
arising from the reaction rate kinetics of self-assembling systems.
Appendix B: Deterministic moment equations and comparison with Monte Carlo simulations
We obtain closed-form differential equations for the first two moments of a generalized pathway consisting of primary
nucleation, end evaporation and addition and scission and recombination. Similar equations have also been obtained
previously by Michaels and Knowles. [47] Using Eq. (1) for the special case of length independent scission and
recombination rate constants, we obtain for the polymers
dyi(t)
dt
= 2k+e x(t)yi−1(t)− 2k+e x(t)yi(t) + 2k−e yi+1(t)− 2k−e yi(t)− k−f (i− 2nc + 1)yi(t)
+ 2k−f
∞∑
j=i+nc
yj(t) + k
+
f
∑
k+l=i
yk(t)yl(t)− 2k+f yi(t)
∞∑
j=nc
yj + k
+
n x(t)
ncδi,nc , (B1)
and for the monomers
dx(t)
dt
= − d
dt
( ∞∑
i=nc
iyi(t)
)
. (B2)
Note the factor of (i − 2nc + 1) in the fifth term on the right hand side, accounts for the number of bonds allowed
to break so that the fragmenting filaments are larger than nc. Next, we define first two moments of the full length
distribution as
P (t) =
∞∑
i=nc
yi(t) and M(t) =
∞∑
i=nc
iyi(t), (B3)
where, P (t) and M(t) are the number of polymers and the polymerized monomeric mass respectively. Upon rear-
ranging terms, we can write the time-evolution equation for P (t) as
dP (t)
dt
= 2k+e x(t)
∞∑
i=nc
[
yi−1(t)− yi(t)
]
+ 2k−e
∞∑
i=nc
[
yi+1(t)− yi(t)
]
− k−f
∞∑
i=nc
(i− 2nc + 1)yi(t) (B4)
+2k−f
∞∑
i=nc
∞∑
j=i+nc
yj + k
+
f
∞∑
i=nc
∞∑
k+l=i
yk(t)yl(t)− 2k+f
∞∑
i=nc
yi(t)
∞∑
j=nc
yj(t) + knx(t)
nc
∞∑
i=nc
δi,nc .
Note that the first and second term on the right hand side of Eq. (B4), coming from end evaporation and addition,
cancel each other and hence do not contribute to the dynamics or equilibrium of first moment, P .
Next, we rewrite the third and the fourth term, coming from polymer scission, in terms of the theta function,
−
∞∑
i=nc
(i− 2nc + 1)yi(t) + 2
∞∑
i=nc
∞∑
j=nc
yj(t)Θ(i− j − nc)
= M(t)− (2nc − 1)P (t). (B5)
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The contribution from polymer recombination, represented by terms five and six, can be written as,
∞∑
i=nc
∞∑
k+l=i
yk(t)yl(t)− 2
∞∑
i=nc
yi(t)
∞∑
j=nc
yj(t)
=
∞∑
k=nc
∞∑
l=nc
yk(t)yl(t)− 2
∞∑
i=nc
yi(t)
∞∑
j=nc
yj(t)
= −P (t)2. (B6)
The dynamical equation for total polymerized mass, M(t), can be obtained by multiplying Eq. (B1) by i and
summing over it,
dM(t)
dt
= 2k+e x(t)
∞∑
i=nc
i
[
yi−1(t)− yi(t)
]
+ 2k−e
∞∑
i=nc
i
[
yi+1(t)− yi(t)
]
− k−f
∞∑
i=nc
i(i− 2nc + 1)yi(t) (B7)
+2k−f
∞∑
i=nc
∞∑
j=i+nc
iyj(t) + k
+
f
∞∑
i=nc
∞∑
k+l=i
iyk(t)yl(t)− 2k+f
∞∑
i=nc
iyi(t)
∞∑
j=nc
yj(t) + k
+
n x(t)
nc
∞∑
i=nc
iδi,nc .
Here, the first term, associated with elongation, can be simplified to
x(t)
∞∑
i=nc
i
[
yi−1(t)− yi(t) =
∞∑
i=nc−1
(i+ 1)yi(t)−
∞∑
i=nc
iyi(t) = P (t), (B8)
and the second (evaporation) term gives
∞∑
i=nc
i
[
yi+1(t)− yi(t)
]
=
∞∑
i=nc+1
(i− 1)yi(t)−
∞∑
i=nc
iyi(t) = −P (t)− ncync(t). (B9)
Here, we neglect the contribution, ncync(t), and obtain dynamical equation for second moment, M(t). We can safely
neglect the term ncync(t), because for sufficiently cooperative self-assembly, the number of nuclei are really small in
comparison with the total number of polymers P (t).
Using a similar algebraic manipulation as we did in Eqs. (B5) and (B6), we find that the terms originating from
scission and recombination in Eq. (B7) vanish. This is to be expected, as we apply the scission and recombination
pathway to the polymers only. Again, k+f and k
−
f cannot influence the exchange of material between polymers and
monomers. This leads us to the dynamical equations for the first two moments of the length distribution,
dP (t)
dt
= −k+f P (t)2 + k−f (M(t)− (2nc − 1)P (t)) + knx(t)nc (B10)
dM(t)
dt
= 2
(
x(t)k+e P (t)− k−e P (t)
)
+ nck
+
n x(t)
nc . (B11)
Analytical solution of the above equations has eluded us and hence we resort to a numerical evaluation, the results
of which we compare in Fig. (6) with those from our Monte Carlo simulations. For a comparison we took a system
volume of V = 500pL, which is very much larger than the volumes at which we see stochastic behavior. Stochastic
behavior we find for our set of parameters to occur at volumes below approximately below V = 30pL. See Fig. (1).
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