Abstract. We provide examples of multiplicative functions f supported on the square free integers, such that on primes f (p) = ±1 and such that M f (x) :
Introduction.
We say that f : N → C resembles the Möbius function µ if f is multiplicative, supported on the squarefree integers, i.e., f (n) = 0 whenever n is divisible by some perfect square, and f (p) ∈ {+1, −1} for each prime p. The set of the squarefree integers S is an abelian group under the operation n • m := lcm(n,m) gcd (n,m) . Further, all the complexvalued group characters of (S, •) are the real valued multiplicative functions f that have support on the squarefree integers, and on primes f (p) ∈ {−1, 1}, see [3] .
Let P be the set of prime numbers. In [7] the authors called such f as a multiplicative function that resembles the Möbius µ, and their main result provide a condition on the values (f (p)) p∈P for which the partial sums M f (x) := n≤x f (n) are O(x 1/2+o (1) ).
If the values (f (p)) p∈P are given by independent random variables that have equal probability to be either ±1, then with probability one M f (x) = o(x 1/2+ ) for all > 0.
Further, these partial sums are not (with probability one) o(x 1/2− ), see [11] for these and other interesting results. Further, up to this date, the best upper bound for M f (x) can be found in [6] and the best Ω-result can be found in [2] .
The solution of the Erdős discrepancy problem (see [9] ) implies that a completely multiplicative function f : N → {−1, 1} has unbounded partial sums. However, a completely multiplicative function f : N → {−1, 0, 1} may have bounded partial sums, for instance, a real non-principal Dirichlet character χ. Also, a multiplicative function f : N → {−1, 1} may have bounded partial sums, see [4] for a complete classification of such f , and see [5] for the proof of Chudakov's conjecture. In the case f : N → {−1, 1} is completely multiplicative there are known examples for which M f (x) is O(log x), see [1] . 
Then for some λ > 0
. under RH, and unconditionally
This raises the question of how small the partial sums M f (x) can be for f resembling µ and such that f = µ 2 g, where g : N → {−1, 1} is a completely multiplicative extension of a real non-principal Dirichlet character χ mod k, i.e., g is completely multiplicative, g(n) = χ(n) whenever gcd(n, k) = 1 and for each prime p|k, g(p) = ±1. It is worth mentioning that the best upper bound we can obtain for M f (x) for such f seems to be o(x 1/4 ), and further the claim M f (x) = o(x α ) for some α < 1/2 is linked with zero free regions for ζ. Indeed, we have the following:
is a completely multiplicative extension of a real non-principal Dirichlet character χ. Assume that RH holds for the L-function L(s, χ), i.e., all the zeros on the half plane
ii. ζ has no zeros in the half plane H 2α .
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Proofs of the main results
Notation. Here M f (x) := n≤x f (n). We use both f (x) g(x) and f (x) = O(g(x))
whenever there exists a constant C > 0 such that for all large x > 0 we have that
= 0. We let P for the set of primes and p for a generic element of P. The notation p k n means that k is the largest power of p for which p k divides n. The Möbius function is denoted by µ, i.e., the multiplicative function with support on the square free integers and such that at the primes µ(p) = −1.
Dirichlet convolution is denoted by * . Given a subset A ⊂ N, we denote by 1 A (n) the characteristic function of A. Finally, ω(k) is the number of distinct primes that divide a certain k.
Proof of Theorem 1.2. We begin with the following
Lemma 2.1. Let h : N → [0, ∞) be a multiplicative function such that:
, for all primes p and all powers k ≥ 2;
ii. For some constant c > 0, p≤x h(p)
.
Then there exists a δ > 0 such that
Proof. We are going to show that the series
converges for some small 0 < δ < c/2, and hence, the proof of the desired result is obtained either by partial summation or by Kroenecker's Lemma (see [8] pg. 390).
whereh is the multiplicative function such thath(p k ) = exp(δ log p k )h(p k ), for all primes p and all powers k. Hence, by the Euler product formula, we only need to show that the
Let 0 < δ < c/2 be small such that
combined with the formula for the the sum of a geometric series implies
Put T (x) = 0 for 0 ≤ x < 1 and T (x) = p≤x h(p) for x ≥ 1. We have that:
This estimate combined with (3) gives that p∈P
Lemma 2.2. Let f : N → {−1, 1} be completely multiplicative. Assume that for some real non-principal Dirichlet character χ mod k f satisfies (1). Then for some δ > 0,
Proof. Let h = f * χ −1 , where χ −1 is the Dirichlet inverse of χ. Then χ −1 is multiplicative and it is supported on the square free integers. It follows that for each prime p and any power k:
Hence |h| satisfies the conditions i-ii of Lemma 2.1. Since f = h * χ, it follows that
, and since χ has (uniformly) bounded partial sums, it follows
We complete the proof of Theorem 1.2 with the following Lemma 2.3. Let g : N → {−1, 1} be completely multiplicative and such that
Proof. Let h := f * g −1 , where g −1 is the Dirichlet inverse of g. Let F , G and H be the associated Dirichlet series of f , g and h respectively. The Euler product formula yields
Since h = f * g −1 :
Thus, h has support on the perfect squares and
Vinogradov-Korobov zero free region for ζ implies that M µ (x) x exp(−c √ log x), for some constant c > 0. Hence
The Dirichlet hyperbola method yields: For all U ≥ 1 and
We choose V = exp( ( √ log x)) where 0 < < c √ 2
Estimate for A.
Estimate for B. By (4) we obtain:
,
Estimate for C.
2.2.
Proof of Theorem 1.1. The first part is a consequence from Theorem 1.2 proved above. Next we are going to proof the part that depends on RH.
We say that f : N → {−1, +1} is a completely multiplicative extension of a real character χ mod k if f is completely multiplicative and f (n) = χ(n) whenever gcd(n, k) = 1.
The following result is closely related to corollary 4 and 5 of [1]:
Lemma 2.4. Let g : N → {−1, 1} be the completely multiplicative extension of a real non-principal Dirichlet character χ mod k such that:
g(p) = 1, for each prime p|k.
Then:
Proof. Let g be as above and h = g * χ −1 . Let G, H and L be the Dirichlet series of g, h and χ respectively. Observe that
Leth(n) = nh(n). Observe that ∞ n=1h (n) n s = H(s − 1) converges for all s = σ + it with σ > 1. Further, H(s − 1) has pole at s = 1 of order ω(k), since
In particular
Further,h(n) ≥ 0. By the Theorem of Hardy-Littlewood-Karamata (see [10] , Theorem 8, pg. 227) we obtain that
Since g = h * χ, we have:
Proof of Theorem 1.1. Let g be as in Lemma 2.4. In particular M g (x) x α for any α > 0.
Let f = µ 2 g and h = f * g −1 . Thus, as in the proof of Lemma 2.3,
Under RH, we have for any > 0:
Next, we proceed with the Dirichlet Hyperbola method in the same line of reasoning of the proof of Lemma 2.3. Let A, B and C be defined as in (5); V = x 1/5 and U = x 4/5 . It is worth mentioning that these choices for U and V are optimal.
Estimate for B.
We complete the proof by choosing α > 0 and > 0 arbitrarily small.
Proof of Theorem 1.3.
Proof. Let χ be a real non-principal Dirichlet character and L(s, χ) be its Dirichlet series.
Assume that RH holds for L(s, χ). Let g : N → {−1, 1} be a completely multiplicative extension of χ and f = µ 2 g. Let F (s) and G(s) be the Dirichlet series of f and g respectively. It follows that G(s) is analytic in the half plane H 0 and share same zeros (with same multiplicty) with L(s, χ). On the other hand, the hypothesis M f (x) = o(x α )
implies that F is analytic in H α . Observe that is analytic where F is; In particular it is analytic in H α . It follows that
is analytic in H α .
