In multiple regression model, regression variables are usually assumed to be independent from each other. When this assumption is not established, the model would be inappropriate and therefore the results might be incorrect. So, biased regression methods are applied. Ridge regression and principal components regression are two methods of biased regression methods. In this paper, Monte Carlo simulation tests were used for estimating coefficients of ridge and principal components regression. These two methods were compared using minimum squared error (MSE).
Introduction
In a regression model, regression variables are assumed to be independent from each other. When regression variables are not independent from each other and there is multi collinearity among them, estimating regression coefficients of minimum squared error would have large variance and they would also have averagely large length. In fact, absolute value of minimum squared estimates would be very large; thus, they are very unstable, which makes the model inappropriate and results in incorrect results. In Section 2, large variance and estimated coefficients length of minimum squares are examined. Section 3 introduces ridge regression and selection methods of ridge parameter. Section 4 introduces principal components regression and Broken Stick approach, which is one of selection methods of the number of components for remaining in regression model. Section 5 uses Monte Carlo simulation and MSE to compare ridge regression and principal components regression.
Regression model

Introducing regression model
Consider the following standard regression model:
(1) where y is an vector of dependent variable observations, X is an matrix of observations on p regression variables , is a vector of unknown regression coefficients and e is an vector of random errors so that and in which is identity matrix. In the standard model (1) , assume that the variables are standardized; then, is correlation matrix of regression variables and vector is correlation coefficients between regression variables and dependent variable y. It is known that minimum squared regression coefficients are estimated as follows:
(2) 2.2 Investigating variance of regression coefficients In standard model (1), assume that there are only two regression variables and ; so, matrix is:
where is correlation coefficient between and . Inverse of matrix is obtained as follows:
and estimating regression coefficients using Eq. (2) includes:
where is correlation coefficient between y and and is correlation coefficient between y and Since ( is the j-th diagonal component of matrix M), if there is strong correlation between and , then: (6) Thus, the estimated variance of regression coefficients would be very large. If there are more than two regression variables, components of main diagonal of matrix are as follows: j=1,…,p where is multiple determination coefficient, which is obtained from regression of each against other regression variables. If there is strong multicollinearity between regression variables, would get closer to 1 and, since , variance of regression coefficients would be very large.
Investigating squared distance of estimated coefficients from their real value
Squared distance from vector is: (7) the hope of which is: (8) Since is equal to sum of its special values, then the following can be written:
where are special values of matrix. In case of existence of multi colinearity between regressions variables, at least one of s would be large and distance of estimating minimum squares from actual value of would be large.
Ridge regression
Introducing ridge regression
Ridge regression is one of the methods for obtaining biased estimators of regression coefficients, which was first presented by Horl and Konard (1970). In Eq. (2), instead of using , in which k>0 is used and ridge estimation is defined as follows: (10) where I is identity matrix and k is a constant larger than zero, which is called ridge parameter or bias parameter. In Section 2, it was assumed that the variables were standardized. So, matrix will be correlation matrix between regression variables and its special values are obtained.
is matrix of special values and D is the corresponding matrix of orthogonal eigenvectors of s; thus:
(11) where is a diagonal matrix in which . The following is defined:
(12) Then, regression model (1) will be as follows:
Minimum squared error for Eq. (13) will be obtained as follows:
Therefore, estimating ridge (0RR) is defined as follows: (15) Mean squared error for ridge regression is:
so that is error variance and is the i-th component of .
Selection methods of ridge parameter
Below, several methods of selecting ridge parameter are introduced: 
Principal components regression
In principal components regression method, instead of using regression variables, principal components are used as regression variables. Thus, the replaced regression variables are independent from each other. In principal components regression model, a subset of principal components is used instead of all components. Assume q first components are used in regression model (q<p); then, is estimated as follows: (26) so that and are diagonal matrix of q first special values (where ) and is a matrix with q corresponding special value vector. In Eq. (12), is defined as . Then, can be written and estimated value of using principal component method is equal to:
(27) and by replacing with , the following is given for the reduced model:
(28) and minimum squared error of principal components regression are:
so that is the i-th vector of special values from matrix . There are different ideas about selecting the number of components for presence in regression model. Kasier (1960) proposed leaving the components with special values of greater than 1 in the model. Jolaiev considered as the remaining criterion. Cumulative percent of variance was also proposed by people such as Mendel, Kerzanoski, Tang, Hang, Jackson and many others. In cumulative percent method, among total variations, the first few components that have 80 to 90 percent of changes are remained in regression model. Sometimes, considering details of the model and discretion of the researcher, the first few components that make up 70% of total changes are remained in the model.
Another method was proposed by Frontier (1976) and Legendre (1983) which is called Broken Stick model and is as follows:
is a criterion for selecting the number of principal components in the model and is defined as follows:
Values of are compared with the corresponding values of from large to small, respectively. For the first value of k which , the comparison is stopped and special value before k, i.e.
, are remained in principal components regression model. Another form of was also introduced by Legendre (1998) as follows: 
Monte Carlo simulation of regression variables
Conclusion
Comparing different selection methods of ridge parameter
In the above tables, at all levels of correlation, value was smaller than other selection methods of ridge parameter and MSE value was larger than them. At all correlation levels of Kibria mean methods, two or three means had very close MSE to each other and were slightly different from other ks. In high and low correlation values, two methods of KS and HK had very close MSE value to each other. In general, MSE values of different methods of selecting k in ridge regression were close to each other.
Comparing ridge regression and principal components
According to the above tables, with increasing value of correlation coefficient, a less number of principal components were selected for remaining in principal components regression model. At all correlation levels, MSE of principal components regression was larger than that of ridge regression. In fact, based on MSE, ridge regression worked better than principal components regression. As can be seen in the tables, with increasing correlation value, MSE value of ridge regression and principal components regression got closer to each other.
