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We investigate polynomials satisfying a three-term recurrence relation of the form
BnðxÞ ¼ ðx bnÞBn1ðxÞ  anxBn2ðxÞ; with positive recurrence coefﬁcients anþ1;bn
ðn ¼ 1; 2; . . .Þ: We show that the zeros are eigenvalues of a structured Hessenberg
matrix and give the left and right eigenvectors of this matrix, from which we deduce
Laurent orthogonality and the Gaussian quadrature formula. We analyse in more
detail the case where an ! a and bn ! b and show that the zeros of Bn are dense on
an interval and that the support of the Laurent orthogonality measure is equal to this
interval and a set which is at most denumerable with accumulation points (if any) at
the endpoints of the interval. This result is the Laurent version of Blumenthal’s
theorem for orthogonal polynomials. # 2002 Elsevier Science (USA)1. INTRODUCTION
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SRI RANGA AND VAN ASSCHE256with B0 ¼ 1 and B1 ¼ 0: It was shown in [6] that if an > 0 for every n52 and
bn > 0 for every n51; then the polynomials Bn are denominator polynomials
for a positive T -fraction (M-fraction) and as such they satisfy a certain
orthogonality property:Z
xnþkBnðxÞ dmðxÞ ¼ 0; k ¼ 0; 1; . . . ; n 1; ð1:2Þ
where m is some positive measure on the positive real line for which all the
strong moments Z
xk dmðxÞ; k 2 Z
exist. Furthermore, the zeros of Bn are real and simple, they are all on the
positive real line and they interlace with the zeros of Bn1: These properties
easily follow from the recurrence relation (1.1), which shows that we are
dealing with a Sturm sequence. Indeed, we have that sign Bnð0Þ ¼ ð1Þ
n and
at the zeros xj;n1 of Bn1 we have Bnðxj;n1Þ ¼ anxj;n1Bn2ðxj;n1Þ; so that
Bnðxj;n1Þ and Bn2ðxj;n1Þ have opposite sign if xj;n1 is positive. The
properties of the zeros follow from this by induction. These properties also
follow from (1.2) which implies that Bn is the orthogonal polynomial of
degree n for the varying measure dmnðxÞ ¼ x
n dmðxÞ; and therefore the zeros
of Bn have the usual properties of orthogonal polynomials. Our objective is
to obtain some information about this measure m and its support when some
information about the recurrence coefﬁcients fanþ1;bn; n ¼ 1; 2; 3; . . .g is
given.
Laurent orthogonal polynomials are of interest for a number of reasons.
First of all they correspond to three-term recurrence relations of the form
(1.1) which are of a different nature than the usual three-term recurrence
relations of orthogonal polynomials. The Laurent orthogonality (1.2) and
recurrence (1.1) then give rise to inverse and direct spectral problems.
Secondly, Laurent orthogonal polynomials are a limiting case of orthogonal
rational functions (see [4]) when all the poles of the rational functions are at
the origin. Usual orthogonal polynomials are another limiting case that
occurs when all the poles tend to inﬁnity. These limiting cases require a
separate treatment and as such stand out from the general case. Laurent
orthogonal polynomials are related to the strong Stieltjes moment problem
[6] and a special kind of continued fractions, known as positive T-fractions
(Thron fractions). Finally, it turns out that Laurent orthogonal polynomials
play an important role in the analysis of the relativistic Toda lattice, which
was introduced by Ruijsenaars [10]. This role is similar to the role of the
usual orthogonal polynomials in the analysis of the Toda lattice. See, for
instance [17]. The direct and inverse spectral problems for Laurent
orthogonal polynomials are very natural in this application.
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lim
n!1
an ¼ a > 0; lim
n!1
bn ¼ b > 0: ð1:3Þ
We will obtain some information about the Laurent orthogonality measure
m using this information on the recurrence coefﬁcients. The situation is well
known in the case of orthogonal polynomials pn ðn ¼ 0; 1; 2; . . .Þ satisfying a
three-term recurrence relation
xpnðxÞ ¼ anþ1pnþ1ðxÞ þ bnpnðxÞ þ anpn1ðxÞ; n50; ð1:4Þ
with p0 ¼ 1 and p1 ¼ 0: When the recurrence coefﬁcients for these
polynomials converge,
lim
n!1
an ¼ a=250; lim
n!1
bn ¼ 0; ð1:5Þ
then the corresponding family of orthogonal polynomials, or equivalently
their orthogonality measure n for which
Z
pnðxÞpmðxÞ dnðxÞ ¼ dm;n; m; n50;
belongs to the class Mða; bÞ; which has been studied intensively during the
past two decades [9, 16]. A century ago, Blumenthal [3] proved that (1.5)
implies that the zeros of the orthogonal polynomials pn ðn ¼ 1; 2; . . .Þ are
dense in the interval ½b a; bþ a: Later it became clear that Blumenthal’s
result in fact gives relevant information about the support of the
orthogonality measure n (see, e.g., [8]): indeed (1.5) implies that the interval
½b a; bþ a is a subset of the support of the measure n and that suppðnÞ=
½b a; bþ a is at most denumerable with accumulation points (if any) at the
endpoints b a: In this paper, we will obtain a similar result for Laurent
orthogonal polynomials Bn ðn ¼ 1; 2; 3; . . .Þ satisfying a three-term recur-
rence relation (1.1) with recurrence coefﬁcients for which (1.3) holds. The
situation is somewhat different from the case of orthogonal polynomials in
the sense that the recurrence relation (1.1) does not give rise to a self-adjoint
operator, whereas the recurrence relation (1.4) gives a symmetric tridiagonal
Jacobi matrix which can be extended to a self-adjoint operator acting on ‘2:
The case where the recurrence coefﬁcients are asymptotically periodic with
period two, i.e., when the subsequences of the recurrence coefﬁcients with
even indices and the odd indices are converging, was recently considered in
[1], where the ratio asymptotics and the asymptotic zero distribution was
obtained.
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Consider the Laurent polynomials
*BnðxÞ ¼ xnBnðxÞ;
then the recurrence formula (1.1) becomes
x *BnðxÞ ¼ ðx bnÞ *Bn1ðxÞ  an *Bn2ðxÞ;
which can be rewritten as
x½ *Bn1ðxÞ  *BnðxÞ ¼ bn *Bn1ðxÞ þ an *Bn2ðxÞ:
In matrix notation this becomes
b1 0 0    0
a2 b2 0    0
0 a3 b3
..
.
..
. . .
. . .
.
0
0    0 an bn
0
BBBBBBBB@
1
CCCCCCCCA
*B0ðxÞ
*B1ðxÞ
*B2ðxÞ
..
.
*Bn1ðxÞ
0
BBBBBBBB@
1
CCCCCCCCA
¼ x
1 1 0    0
0 1 1 ..
.
..
. . .
. . .
.
0
0 0 1 1
0 0    0 1
0
BBBBBBBB@
1
CCCCCCCCA
*B0ðxÞ
*B1ðxÞ
*B2ðxÞ
..
.
*Bn1ðxÞ
0
BBBBBBBB@
1
CCCCCCCCA
 x *BnðxÞ
0
0
..
.
0
1
0
BBBBBBB@
1
CCCCCCCA
:
If we denote the n n matrices F and G by
F ¼
b1 0 0    0
a2 b2 0    0
0 a3 b3
..
.
..
. . .
. . .
.
0
0    0 an bn
0
BBBBBBBB@
1
CCCCCCCCA
;
BLUMENTHAL’S THEOREM 259G ¼
1 1 0    0
0 1 1 ..
.
..
. . .
. . .
.
0
0 0 1 1
0 0    0 1
0
BBBBBBBB@
1
CCCCCCCCA
;
and the vector *BðxÞ by
*BðxÞ ¼ ð *B0; *B1ðxÞ; *B2ðxÞ; . . . ; *Bn1ðxÞÞ
T ;
then this matrix relation is written as
F *BðxÞ ¼ xG *BðxÞ  x *BnðxÞen; ð2:1Þ
where en is the nth unit vector ð0; 0; . . . ; 0; 1Þ
T in Rn: It follows that at each
zero xj;n of Bn we have
F *Bðxj;nÞ ¼ xj;nG *Bðxj;nÞ;
so that each zero xj;n of Bn is an eigenvalue of G1F with right eigenvector
*Bðxj;nÞ: The matrix G1F is an upper Hessenberg matrix and is of the
form
G1F ¼
a2 þ b1 a3 þ b2 a4 þ b3    an þ bn1 bn
a2 a3 þ b2 a4 þ b3    an þ bn1 bn
0 a3 a4 þ b3    an þ bn1 bn
..
. . .
. ..
. ..
.
0 0    an1 an þ bn1 bn
0 0    0 an bn
0
BBBBBBBBBB@
1
CCCCCCCCCCA
:
ð2:2Þ
This matrix approach for Laurent orthogonal polynomials was ﬁrst
observed in [13] and we will use it in Theorem 3.1 to obtain useful bounds
on the zeros of Bn:
Next, we consider the polynomials
#BnðxÞ ¼
BnðxÞ
anþ1an    a3a2
;
then the recurrence relation for these polynomials becomes
anþ1 #BnðxÞ ¼ ðx bnÞ #Bn1ðxÞ  x #Bn2ðxÞ;
SRI RANGA AND VAN ASSCHE260which can be rewritten as
x½ #Bn1ðxÞ  #Bn2ðxÞ ¼ anþ1 #BnðxÞ þ bn #Bn1ðxÞ:
In matrix notation this becomes
#BðxÞT F ¼ x #BðxÞTG anþ1 #BnðxÞeTn ; ð2:3Þ
with
#BðxÞ ¼ ð #B0; #B1ðxÞ; #B2ðxÞ; . . . ; #Bn1ðxÞÞ
T ;
and hence each zero xj;n of Bn is an eigenvalue of FG1 with left eigenvector
#Bðxj;nÞ:
Combining the results, we see that #Bðxj;nÞ is a left eigenvector of FG1 for
the eigenvalue xj;n and *Bðxj;nÞ is a right eigenvector for this eigenvalue for
G1F ; or G *Bðxj;nÞ is a right eigenvector for this eigenvalue for FG1: It is well
known that the left and right eigenvector of two different eigenvalues of a
matrix are orthogonal, hence #Bðxi;nÞ and G *Bðxj;nÞ are orthogonal. In order to
ﬁnd the inner product of the left and right eigenvector for the same
eigenvalue, we will derive a formula of Christoffel–Darboux ﬂavour.
Multiply (2.1) on the right by the vector #BðyÞT ; then this gives
F *BðxÞ #BðyÞT ¼ xG *BðxÞ #BðyÞT  x *BnðxÞen #BðyÞ
T : ð2:4Þ
Similarly, we multiply (2.3) evaluated at y on the left by *BðxÞ to ﬁnd
*BðxÞ #BðyÞT F ¼ y *BðxÞ #BðyÞTG anþ1 #BnðyÞ *BðxÞeTn : ð2:5Þ
Now take the trace of (2.4) and (2.5) and subtract, then using the fact that
tr AB ¼ tr BA gives
ðx yÞ trG *BðxÞ #BðyÞT ¼ x *BnðxÞ #Bn1ðyÞ  anþ1 #BnðyÞ *Bn1ðxÞ;
which gives the desired Christoffel–Darboux formula
ðx yÞ
Xn2
k¼0
½ *BkðxÞ  *Bkþ1ðxÞ #BkðyÞ þ *Bn1ðxÞ #Bn1ðyÞ
 !
¼ x *BnðxÞ #Bn1ðyÞ  anþ1 #BnðyÞ *Bn1ðxÞ: ð2:6Þ
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Xn2
k¼0
½ *BkðxÞ  *Bkþ1ðxÞ #BkðxÞ þ *Bn1ðxÞ #Bn1ðxÞ
¼ anþ1 #B
0
nðxÞ *Bn1ðxÞ  x *BnðxÞ #B
0
n1ðxÞ: ð2:7Þ
The orthogonality of #Bðxi;nÞ and G *Bðxj;nÞ for i=j now follows immediately
by taking x ¼ xj;n and y ¼ xi;n in (2.6). Taking x ¼ xi;n in (2.7) gives
Xn1
k¼0
½ *Bkðxi;nÞ  *Bkþ1ðxi;nÞ #Bkðxi;nÞ ¼ anþ1 #B
0
nðxi;nÞ *Bn1ðxi;nÞ;
which is positive since at xi;n the polynomials B0n and Bn1 have the same sign
due to the interlacing property we mentioned in the Introduction (see also
[6] or Section 3). Hence if we normalize the eigenvectors by putting
*bðxi;nÞ ¼ *Bðxi;nÞ= *Bn1ðxi;nÞ; #bðxi;nÞ ¼ #Bðxi;nÞ=ðanþ1 #B
0
nðxi;nÞÞ;
then the left eigenvectors #bðxi;nÞ and the right eigenvectors G *bðxj;nÞ are
orthogonal if i=j and for i ¼ j their inner product is 1. Hence if we put
P ¼
#bðx1;nÞ
T
#bðx2;nÞ
T
..
.
#bðxn;nÞ
T
0
BBBBB@
1
CCCCCA;
then
P1 ¼ Gð *bðx1;nÞ *bðx2;nÞ    *bðxn;nÞÞ
and
PFG1P1 ¼ D;
where D is the diagonal matrix containing the eigenvalues x1;n; x2;n; . . . ; xn;n:
Observe that as an extra result we have from P1P ¼ I
Xn
j¼1
½ *Bkðxj;nÞ  *Bkþ1ðxj;nÞ #B‘ðxj;nÞlj;n ¼ dk;l;
04k5n 1; 04‘4n 1; ð2:8Þ
SRI RANGA AND VAN ASSCHE262where
lj;n ¼
1
anþ1 #B
0
nðxj;nÞ *Bn1ðxj;nÞ
> 0:
Taking k ¼ ‘ ¼ 0 in (2.8) gives
b1
Xn
j¼1
lj;n
xj;n
¼ 1;
taking k ¼ 0 and ‘ ¼ 1 gives after some simpliﬁcation
Xn
j¼1
lj;n ¼ 1;
and taking k ¼ 0 and ‘ ¼ 2 gives
Xn
j¼1
lj;nxj;n ¼ b1 þ a2:
This means that we can introduce the sequence of discrete probability
measures
mn ¼
Xn
j¼1
lj;ndxj;n ;
where dc is the Dirac measure concentrated at the point c; and (2.8) becomesZ
½ *BkðxÞ  *Bkþ1ðxÞ #B‘ðxÞ dmnðxÞ ¼ dk;l; 04k5n; 04‘4n: ð2:9Þ
Observe that the Laurent polynomials f *Bk  *Bkþ1 : 04k5‘g are a basis for
the linear space spanned by fx1; x2; . . . ; x‘g; hence by linearity (2.9)
implies for ‘4nZ
x‘þsB‘ðxÞ dmnðxÞ ¼ 0; s ¼ 0; 1; . . . ; ‘  1: ð2:10Þ
Now note that the Laurent polynomials f½ *Bk  *Bkþ1 #B‘ : 04k5n; 04‘4ng
span the space of all Laurent polynomials of the form f ðxÞ ¼
Pn1
k¼n akx
k ;
hence by linearity all the momentsZ
xm dmnðxÞ; n4m5n
BLUMENTHAL’S THEOREM 263exist and Z
xm dmnðxÞ ¼
Z
xm dmnþkðxÞ; k50: ð2:11Þ
The sequence of probability measures mn is tight, i.e., for every e > 0 there
exists a compact interval ½A;B such that mnð½A;BÞ > 1 e for every n:
Indeed, we have on one hand for A > 0
mnð½0;AÞÞ ¼
X
xj;n5A
lj;n5A
Xn
j¼1
lj;n
xj;n
¼
A
b1
;
and on the other hand for B > 0
mnððB;1ÞÞ ¼
X
xj;n>B
lj;n5
1
B
Xn
j¼1
lj;nxj;n ¼
b1 þ a2
B
;
so that
mnð½A;BÞ ¼ 1 mnð½0;AÞÞ  mnððB;1ÞÞ > 1
A
b1

b1 þ a2
B
:
For every e > 0 we can therefore take A ¼ eb1=2 and B ¼ ðb1 þ a2Þ=ð2eÞ to
ﬁnd that mnð½A;BÞ > 1 e for every n: This tightness implies that this
sequence of measures has a subsequence that converges to a probability
measure m (see, e.g., [2]) and all the strong moments of m exist because of
(2.11). Taking the limit in (2.8) over this subsequence givesZ
½ *BkðxÞ  *Bkþ1ðxÞ #B‘ðxÞ dmðxÞ ¼ dk;‘; k; ‘50;
and the limit of (2.10) is precisely the orthogonality given in (1.2). This gives
a proof of this orthogonality property without the use of positive T-
fractions [6]. The measure m need not be unique: this will depend on whether
or not the strong Stieltjes moment problem is determinate. We will show
later that (1.3) implies that m is unique and is supported on a compact subset
of ð0;1Þ:
We can now write (2.8) as
Xn
j¼1
½ *Bkðxj;nÞ  *Bkþ1ðxj;nÞ #B‘ðxj;nÞlj;n
¼
Z
½ *BkðxÞ  *Bkþ1ðxÞ #B‘ðxÞ dmðxÞ; 04k5n; 04‘4n
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 #B‘ : 04k5n 1; 04‘4n 1g span the space of all
Laurent polynomials of the form f ðxÞ ¼
Pn1
k¼n akx
k ; we have by linearity
Xn
j¼1
lj;nf ðxj;nÞ ¼
Z
f ðxÞ dmðxÞ; f ðxÞ ¼
Xn1
k¼n
akxk : ð2:12Þ
This is the Gauss quadrature formula for Laurent polynomials, found
earlier in [12], which is of course a consequence of the Gaussian quadrature
formula for the orthogonal polynomials of degree n for the varying weight
xn dmðxÞ:
3. LOCATION OF THE ZEROS
The zeros of Bn are real, positive and simple. Furthermore, from the
recurrence relation (1.1) it follows easily that the zeros of Bn and Bn1
interlace. Indeed, at a zero of Bn1 the polynomials Bn and Bn2 have
opposite signs. Hence if Bn1 and Bn2 have interlacing zeros, then Bn2
changes sign at each zero of Bn1; and therefore also Bn changes sign at each
zero of Bn1: Since Bnð0Þ ¼ ð1Þ
nbnbn1   b1 and the sign of Bn near þ1 is
positive, it follows therefore by induction that there is a zero between two
consecutive zeros of Bn1 and furthermore there is a zero between 0 and the
smallest zero of Bn1 and a zero to the right of the largest zero of Bn1: This
interlacing property was already observed in [6].
If we shift all the recurrence coefﬁcients by one, then we get the associated
polynomials Bð1Þn which satisfy the recurrence relation
Bð1Þn1ðxÞ ¼ ðx bnÞB
ð1Þ
n2ðxÞ  anxB
ð1Þ
n3ðxÞ; ð3:1Þ
with Bð1Þ0 ¼ 1 and B
ð1Þ
1 ¼ 0: Multiply (1.1) by B
ð1Þ
n2ðxÞ and (3.1) by Bn1ðxÞ and
subtract the two obtained equations, then one ﬁnds
Bð1Þn2ðxÞBnðxÞ  B
ð1Þ
n1ðxÞBn1ðxÞ ¼ x
n1anan1    a2:
Hence, at a zero of Bn1 the polynomials B
ð1Þ
n2 and Bn have opposite signs.
This gives n 1 sign changes for Bð1Þn2 so that the zeros of B
ð1Þ
n2 and Bn1 are
interlacing. Of course, this fact is not new either, but it will be of use to us
later.
Theorem 3.1. Suppose that an4M and 05N4bn4M for every n: Then
all the zeros of Bn are in a compact interval ½A;B with A > 0: Furthermore, if
lim
n!1
an ¼ a > 0; lim
n!1
bn ¼ b > 0:
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Bn has at most m zeros to the left of ð1 3eÞð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2 and at most m
zeros to the right of ð1þ eÞð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2:
Proof. We will use the fact that the zeros of Bn are also the eigenvalues
of the matrix G1F given in (2.2), but we will apply a similarity
transformation to this matrix. Let Da be the diagonal matrix with diagonal
ða; a2; a3; . . . ; anÞ; where a > 0; and consider the matrix DaG1FD1a ; then this
matrix has the same eigenvalues as G1F : An upper bound for the
eigenvalues is the spectral radius rðDaG1FD1a Þ: Now rðAÞ4jjAjj1; where
jj  jj1 is the matrix norm
jjAjj1 ¼ max
14j4n
Xn
i¼1
jAi;jj:
Hence the matrix norm jjDaG1FD1a jj1 gives an upper bound for the zeros of
Bn: We have
jjDaG1FD1a jj14jjDaG
1D1a jj1jjDaFD
1
a jj1:
One easily ﬁnds
DaFD1a ¼
b1 0 0    0
aa2 b2 0    0
0 aa3 b3
..
.
..
. . .
. . .
.
0
0    0 aan bn
0
BBBBBBBB@
1
CCCCCCCCA
so that jjDaFD1a jj14Mð1þ aÞ: On the other hand
DaG1D1a ¼
1 1=a 1=a2    1=an2 1=an1
0 1 1=a    1=an3 1=an2
0 0 1    1=an4 1=an3
..
. ..
. . .
. ..
. ..
.
0 0    0 1 1=a
0 0    0 0 1
0
BBBBBBBBBB@
1
CCCCCCCCCCA
;
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a
a1 whenever a > 1: The zeros xj;n of Bn; therefore,
satisfy
xj;n4M
ð1þ aÞa
a 1
;
for any a > 1: Taking a ¼ 2 gives xj;n46M as an upperbound. To ﬁnd a
lower bound for the zeros, we consider the matrix F 1G for which the
eigenvalues are 1=xj;n ðj ¼ 1; 2; . . . ; nÞ: We now ﬁnd that rðDaF1GD1a Þ4jj
DaF 1D1a jj1 jjDaGD
1
a jj1; and one easily ﬁnds jjDaGD
1
a jj14ð1þ aÞ=a for any
a > 0: The matrix F 1 is a lower triangular matrix with entries
ðF 1Þi;j ¼ ð1Þ
ij
Qi
k¼jþ1 akQi
k¼j bk
; i5j;
so that jðF 1Þi;jj4
Mij
Nijþ1 and
jjDaF 1D1a jj14
1
N  aM
;
for any a5N=M : This gives the upper bound for the reciprocals of the zeros
1
xj;n
4
1þ a
aðN  aMÞ
;
and thus the lower bound
xj;n5
aðN  aMÞ
1þ a
;
for any a such that 05a5N=M : Taking 2a ¼ N=M gives xj;n5N2=ð4M þ
2N Þ: Hence the ﬁrst part of the theorem holds with A ¼ N2=ð4M þ 2N Þ and
B ¼ 6M :
For the second part of the theorem we consider the zeros xðmÞj;nm of the
polynomials BðmÞnm: These are the eigenvalues of the matrix G
1Fm; where we
are now dealing with matrices of order n m and
Fm ¼
bmþ1 0 0    0
amþ2 bmþ2 0    0
0 amþ3 bmþ3
..
.
..
. . .
. . .
.
0
0    0 an bn
0
BBBBBBBB@
1
CCCCCCCCA
:
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jak  aj4ae; jbk  bj4be; k5m:
Then ak4að1þ eÞ; bk4bð1þ eÞ and bk5bð1 eÞ for k5m: We can then
obtain bounds as in the ﬁrst part of this theorem, namely for a > 1
jjDaFmD1a jj14ðbþ aaÞð1þ eÞ; jjDaG
1D1a jj14
a
a 1
;
which gives
xðmÞj;nm4
aðbþ aaÞ
a 1
ð1þ eÞ:
The minimum of the right-hand side is obtained for a ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
=
ﬃﬃﬃ
a
p
and gives
xðmÞj;nm4ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2ð1þ eÞ:
For a lower bound we look at the eigenvalues of F 1m G and ﬁnd that
jjDaF 1m D
1
a jj14
1
bð1 eÞ  aað1þ eÞ
;
whenever a4bð1eÞað1þeÞ: Since e41=3 we have that ð1 eÞ=ð1þ eÞ5
1
2
; hence we
will take a4b
2a: Together with jjDaGD
1
a jj14ð1þ aÞ=a this gives
1
xðmÞj;nm
4
1þ a
aðb aaÞ
1 e
bþ aa
b aa
 1
:
The minimum of ð1þ aÞ=½aðb aaÞ is obtained for a ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
=
ﬃﬃﬃ
a
p
;
which is positive and less than b=ð2aÞ; and gives
xðmÞj;nm5ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2 1 e
bþ aa
b aa
 
:
A simple calculation, and the arithmetic–geometric mean inequality, shows
that for this value of a
bþ aa
b aa
43;
hence
xðmÞj;nm5ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2ð1 3eÞ:
SRI RANGA AND VAN ASSCHE268By using the interlacing property, Bðm1Þnmþ1 has at most one zero to the left of
the interval ½ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2ð1 3eÞ; ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2ð1þ eÞ; and one zero
to the right of that interval. Continuing this way, it follows that Bn has at
most m zeros to the left of the interval and m zeros to the right, which is
what we wanted to prove. ]
One consequence of this theorem is that the Laurent orthogonality
measure m will have a support in ½A;B; with A > 0; whenever an4M and
05N4bn4M for all n; since we obtained the measure m as a weak limit of
measures mn supported on the zeros. All these measures are supported on
½A;B; hence also any weak limit. The Laurent orthogonality measure is
unique in this case.
From the interlacing of the zeros of Bn and Bn1; it follows that the
sequence of the kth zeros xk;n is decreasing with n and the sequence of the kth
largest zeros xnkþ1;n is increasing with n: Hence
lim
n!1
xk;n ¼ Xk ; lim
n!1
xnkþ1;n ¼ Yk
exist, and Xk is increasing and Yk is decreasing. Theorem 3.1 now implies
that for each 05e51=3 there exists an integer m such that Xk > ð1
3eÞð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2 and Yk5ð1þ eÞð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2 for k > m: In particular,
this means that
lim
k!1
Xk5ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2; lim
k!1
Yk4ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2: ð3:2Þ
4. RATIO ASYMPTOTICS
In order to get more detailed information about the set where the zeros of
Bn ðn ¼ 0; 1; 2; . . .Þ are dense, we will investigate the ratio asymptotic
behaviour of the Laurent polynomials given by recurrence (1.1).
Theorem 4.1. Suppose that
lim
n!1
an ¼ a > 0; lim
n!1
bn ¼ b > 0:
Then
lim
n!1
Bn1ðxÞ
BnðxÞ
¼
2
x bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4xa
q ð4:1Þ
BLUMENTHAL’S THEOREM 269holds uniformly on compact subsets of C=ð½a; b [ fXk ; Yk : k 2 NgÞ; where a ¼
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2 and b ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2 and the square root is such
that
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4xa
q
is an analytic function of x in C=½a; b; withﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4xa
q
> 0 if x > b and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4xa
q
50 for x5a:
Proof. This is a consequence of Poincar!e’s theorem (see, e.g., [7, 8])
which states that for a sequence yn ðn ¼ 0; 1; 2; . . .Þ satisfying a linear
recurrence relation of the form anyn þ bnyn1 þ cnyn2 ¼ 0 with converging
recurrence coefﬁcients an ! a=0; bn ! b; cn ! c=0; the ratio yn1=yn
converges to a solution z of the characteristic equation aþ bzþ cz2 provided
both roots z1 and z2 have a different modulus ðjz1j=jz2jÞ: In the case under
consideration, the characteristic equation is
xaz2  ðx bÞzþ 1 ¼ 0;
and the roots are
z1 ¼
x b
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4xa
q
2xa
¼
2
x bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4xa
q ;
z2 ¼
x bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4xa
q
2xa
¼
2
x b
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4xa
q :
Observe that for large x the ratio Bn1ðxÞ=BnðxÞ behaves like 1=x; hence for x
large we have to take the root z1 which also behaves like 1=x: The zeros of
Bn1 and Bn interlace, hence we have the partial fraction decomposition
Bn1ðxÞ
BnðxÞ
¼
Xn
j¼1
aj;n
x xj;n
;
with positive residues aj;n for which
Pn
j¼1 aj;n ¼ 1: If x is in a compact subset
K of C=ð½a; b [ fXk ; Yk : k 2 NgÞ; then there exist a d > 0 such that
jx xj;nj > d for 04j4n and n large enough, since all accumulation points
of zeros of Bn are in ½a; b [ fXk ; Yk : k 2 Ng: Hence
Bn1ðxÞ
BnðxÞ

4Xnj¼1 aj;njx xj;nj5
1
d
; x 2 K;
so that the ratios Bn1=Bn are a normal family on K: We already know that
this ratio converges to z1 for large x; hence the Stieltjes–Vitali theorem
SRI RANGA AND VAN ASSCHE270implies that it converges to z1 uniformly on every compact subset of C=ð½a
; b [ fXk ; Yk : k 2 NgÞ and the limit function must be an analytic function on
C=ð½a; b [ fXk ; Yk : k 2 NgÞ: ]
Observe that the roots z1 and z2 have equal modulus when ðx bÞ
2 
4xa40; and this is precisely the interval ½a; b: We are now ready to prove
Blumenthal’s theorem for Laurent orthogonal polynomials.
Theorem 4.2. Suppose that
limn!1 an ¼ a > 0; limn!1 bn ¼ b > 0:
Then the zeros of the Laurent orthogonal polynomials Bn are dense on
½ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2; ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2 [ fXk ; Yk : k 2 Ng: The set fXk ; Yk : k 2
Ng is either finite or has accumulation points at a ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2 and/or
b ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2:
Proof. The limit function in (4.1) has singularities on the interval ½a; b;
and the ratio Bn1=Bn has its singularities at the zeros of Bn: Suppose that
x0 2 ½a; b is not an accumulation point of zeros, then there exists e > 0 and
an integer n0 such that ðx0  e; x0 þ eÞ contains no zeros of Bn for n > n0: But
then in the ball Dðx0; e=2Þ ¼ fjz x0j5e=2g we have jz xj;nj > e=2; so that
jBn1ðzÞ=BnðzÞj52=e on Dðx0; e=2Þ; as in the proof of the previous theorem.
The ratio Bn1ðzÞ=BnðzÞ is, therefore, a normal family on Dðx0; e=2Þ; so that
there exists a subsequence that converges to an analytic function. But this is
in contradiction with (4.1), hence every point on ½a; b is an accumulation
point of zeros. Obviously each Xk and Yk is an accumulation point, since
they are deﬁned as limits of extreme zeros. This covers all the possibilities if
we take (3.2) into account. ]
5. THE SUPPORT OF THE MEASURE
First we will give the asymptotic distribution of the zeros of the
polynomials Bn; which follows as a consequence of Theorem 4.1.
Theorem 5.1. Suppose that
limn!1 an ¼ a > 0; limn!1 bn ¼ b > 0:
Then
limn!1
1
n
B0nðxÞ
BnðxÞ
¼
xþ bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q
2x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q ð5:1Þ
BLUMENTHAL’S THEOREM 271holds uniformly on compact subsets of C=ð½a; b [ fXk ; Yk : k 2 NgÞ; where
a ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2 and b ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2:
Proof. We can take derivatives in Theorem 4.1 to ﬁnd
limn!1
Bn1ðxÞ
BnðxÞ
B0n1ðxÞ
Bn1ðxÞ

B0nðxÞ
BnðxÞ
 
¼ G0ðxÞ;
where G0ðxÞ is the derivative of the right-hand side of (4.1). This means that
limn!1
B0nðxÞ
BnðxÞ

B0n1ðxÞ
Bn1ðxÞ
 
¼ 
G0ðxÞ
GðxÞ
:
A simple calculation shows that G0ðxÞ=GðxÞ is equal to the expression on
the right-hand side of (5.1). Ces"aro’s lemma then gives the desired result. ]
Corollary 5.1. Suppose that
limn!1 an ¼ a > 0; limn!1 bn ¼ b > 0:
Then the asymptotic distribution of the zeros x1;n5x2;n5   5xn;n of Bn is
given by the density
vðtÞ ¼
1
2p
t þ b
t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4at  ðt  bÞ2
q ; t 2 ½a; b; ð5:2Þ
where a ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2 and b ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2: This means that for
every continuous function f on Rþ we have
limn!1
1
n
Xn
k¼1
f ðxk;nÞ ¼
Z b
a
f ðtÞvðtÞ dt:
Proof. Let nn be the nth order zero counting measure
nn ¼
1
n
Xn
k¼1
dxk;n ;
where dxk;n is the Dirac measure with unit mass at the zero xk;n: Then
Theorem 5.1 implies that
limn!1
Z
dnnðtÞ
x t
¼
xþ bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q
2x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q ; ð5:3Þ
SRI RANGA AND VAN ASSCHE272uniformly for x 2 C=ð½a; b [ fXk ; Yk : k 2 NgÞ: If we use the integral
1
p
Z b
a
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4at  ðt  bÞ2
q dt
x t
¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q ; x 2 C=½a; b;
where the square root is such that
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q
> 0 for x > b andﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q
50 for x5a; then one easily veriﬁes that the right-hand side
in (5.3) is given by
xþ bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q
2x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx bÞ2  4ax
q ¼ Z b
a
vðtÞ
x t
dt:
This convergence of the Stieltjes transforms implies the weak convergence of
the zero counting measures nn using the Grommer–Hamburger convergence
theorem [15, p. 175]. ]
The limiting measure with density given by (5.2) is the convex
combination vðtÞ ¼ ðv0ðtÞ þ v1ðtÞÞ=2 of the arcsine weight on ½a; b
v0ðtÞ ¼
1
p
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4at  ðt  bÞ2
q ; t 2 ½a; b;
and the weight
v1ðtÞ ¼
b
p
1
t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4at  ðt  bÞ2
q ; t 2 ½a; b:
The latter is in fact the balayage of the Dirac measure d0 on ½a; b (see, e.g.,
[11, Eq. (4.47), p. 122]). The asymptotic zero distribution given by Corollary
5.1 is, therefore, compatible with the zero distribution that would follow
using logarithmic potential theory and properties of the orthogonality
measure (such as regularity of the measure m on the interval ½a; b). Indeed,
the polynomials Bn are orthogonal polynomials of degree n for the varying
measure dmnðxÞ ¼ x
n dmðxÞ: This is a problem of weighted polynomials, with
external ﬁeld QðxÞ ¼  1
2n log x
n ¼ 1
2
log x: This external ﬁeld is equal to
QðxÞ ¼ 1
2
U ðx; d0Þ; where U ðn; xÞ is the logarithmic potential of the measure
n: The asymptotic zero distribution is then given by the equilibrium measure
in ½a; b with external ﬁeld Q; and according to [11, Example 4.8, p. 118] this
is the convex combination vðtÞ ¼ ðv0ðtÞ þ v1ðtÞÞ=2:
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2; ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2 [
fXk ; Yk : k 2 Ng; on which the zeros are dense, is very closely related to the
support of the measure m: Indeed, we have
Theorem 5.2. Suppose that
limn!1 an ¼ a > 0; limn!1 bn ¼ b > 0:
Then the support of the orthogonality measure m in (1.2) is the interval
½ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2; ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2 together with the set fXk ; Yk : k 2 Ng;
which is either finite or has accumulation points at ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p

ﬃﬃﬃ
a
p
Þ2 (for Xk)
and/or ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2 (for Yk).
This result can be proved in a similar way as the corresponding result for
the usual orthogonal polynomials (see, e.g., [8, 9]). We will prove this result
using a lemma which extends well-known properties of zeros of orthogonal
polynomials [5, Theorem 4.3; 14, Theorem 6.1.1]) to Laurent orthogonality.
Lemma 5.1. (1) Suppose ðc; dÞ is an interval where m has no mass, i.e.,
mðc; dÞ ¼ 0: Then there is at most one zero of each polynomial Bn in ðc; dÞ:
(2) Suppose that the support of m is compact and that ðc; dÞ is an interval
such that mðc; dÞ > 0: Then for n sufficiently large, the polynomial Bn will have
at least one zero in ðc; dÞ:
Proof. (1) Suppose Bn has two zeros x1 and x2 in ðc; dÞ; then we can write
BnðxÞ ¼ ðx x1Þðx x2ÞCn2ðxÞ; where Cn2 is a polynomial of degree n 2:
Consider the integral
In ¼
Z
xnBnðxÞCn2ðxÞ dmðxÞ;
then by the Laurent orthogonality (1.2) we have that In ¼ 0: On the other
hand, we have ðx x1Þðx x2Þ > 0 whenever x 2 R=ðc; dÞ; hence
In ¼
Z
R=ðc;dÞ
xnðx x1Þðx x2ÞC2n2ðxÞ dmðxÞ > 0;
and this contradiction implies that Bn cannot have two zeros in ðc; dÞ:
(2) Suppose that for every n > n0 the polynomial Bn has no zeros in ðc; dÞ:
Consider the function
f ðxÞ ¼
0 for x4c and x5d;
ðx cÞðd  xÞ for c5x5d;
(
SRI RANGA AND VAN ASSCHE274then f is a continuous and non-negative function. For every e > 0 we can
ﬁnd a polynomial pm such that jf ðxÞ  pmðxÞj5e on an compact interval
containing the support of m (Weierstrass theorem). HenceZ
f ðxÞ dmðxÞ4
Z
jf ðxÞ  pmðxÞj dmðxÞ þ
Z
pmðxÞ dmðxÞ
4e mðRÞ þ
Xn
j¼1
lj;npmðxj;nÞ;
provided n > m; where we used the Gauss quadrature (2.12). The zeros xj;n
are all outside ðc; dÞ; and in suppðmÞ=ðc; dÞ we have jpmðxÞj5e: We thus ﬁndZ
f ðxÞ dmðxÞ4emðRÞ þ e
Xn
j¼1
lj;n ¼ 2emðRÞ:
The right-hand side can be made as small as possible, but the left-hand side
is a positive quantity. This contradiction implies that for sufﬁciently large n
the polynomial Bn has a zero in ðc; dÞ: ]
Proof of Theorem 5.2. First we prove that ½a; b  suppðmÞ: Let x 2 ða; bÞ
and choose e such that ðx e; xþ eÞ  ½a; b: Then the result on the zero
distribution (Corollary 5.1) implies that the number of zeros of Bn in
ðx e; xþ eÞ is equal to
n
Z xþe
xe
vðtÞ dt þ oðnÞ;
and hence, since vðtÞ > 0 on ða; bÞ; for n large ðx e; xþ eÞ contains more
than one zero of Bn: Therefore, Lemma 5.1 implies that mðx e; xþ eÞ > 0
for every e > 0; and hence x 2 suppðmÞ: A similar argument works for x ¼ a
and x ¼ b by considering ½a; aþ eÞ and ðb e; b; respectively. Hence ½a; b 
suppðmÞ:
Next we prove that each Xk and Yk belongs to the support of m: We limit
the discussion to Xk because the reasoning for Yk is similar. We will prove by
induction on k that each Xk belongs to the support of m: The ﬁrst X1 is the
limit of x1;n: Suppose X1 =2 suppðmÞ: Then there exists e > 0 such that mðX1 
e;X1 þ eÞ ¼ 0: But the zeros of orthogonal polynomials always are in the
convex hull of the support of m; hence there should not be any zeros of Bn in
ð1;X1 þ eÞ; but this is in contradiction with the fact that x1;n ! X1:
Therefore X1 2 suppðmÞ: Suppose that X1; . . . ;Xk1 2 suppðmÞ: If Xk ¼ Xk1;
then there is nothing to prove. Hence assume that Xk > Xk1 and that Xk =2
suppðmÞ: Then there exists e > 0 such that mðXk  e;Xk þ eÞ ¼ 0: The interval
ðXk1;XkÞ contains at most one zero of Bn; namely xk1;n; and this
zero converges to Xk1: Hence ðXk1;XkÞ \ suppðmÞ is empty, since each
point in the support of m is an accumulation point of zeros. We see
BLUMENTHAL’S THEOREM 275that mðXk1;Xk þ eÞ ¼ 0 and hence Lemma 5.1 implies that there can be at
most one zero of Bn in ðXk1;Xk þ eÞ: But we already know that, for large n;
xk1;n is in this interval and since xk;n ! Xk we conclude that also xk;n belongs
to ðXk1;Xk þ eÞ for large n: This contradiction implies that Xk 2 suppðmÞ: ]
6. PERTURBATION
Given a > 0 and b > 0 the Laurent–Chebyshev polynomials BðT Þn are those
with the recurrence relation
BðT Þ2 ðxÞ ¼ ðx bÞB
ðT Þ
1 ðxÞ  2axB
ðT Þ
0 ðxÞ;
BðT Þn ðxÞ ¼ ðx bÞB
ðT Þ
n1ðxÞ  axB
ðT Þ
n2ðxÞ; n53;
with BðT Þ1 ðxÞ ¼ x b; B
ðT Þ
0 ¼ 1 and B
ðT Þ
1 ¼ 0: It was shown in [12] that these
polynomials satisfy the orthogonality property
1
p
Z b
a
xnþkBðT Þn ðxÞ
dxﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðb tÞðt  aÞ
p ¼ 2andk;n; k ¼ 0; 1; . . . ; n 1; n51;
where b ¼ b2=a ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ b
p
þ
ﬃﬃﬃ
a
p
Þ2:
A system of Laurent orthogonal polynomials BnðxÞ for which the
recurrence coefﬁcients in (1.1) satisfy
limn!1 an ¼ a > 0 and limn!1 bn ¼ b > 0; ð6:1Þ
will be said to be a perturbation of the system of Laurent–Chebyshev
polynomials. For such a system the following result holds.
Theorem 6.1. Suppose that (6.1) holds. Let ½A;B be the smallest interval
that contains the support of the positive measure m associated with the
orthogonality (1.2). Then for every f 2 C½A;B and k50 one has
limn!1
Z
f ðxÞ &BnðxÞ &BnþkðxÞ dmðxÞ !
1
p
Z b
a
f ðuÞ &B
ðT Þ
k ðuÞ
duﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðb uÞðu aÞ
p :
Here &B
ðT Þ
0 ¼ 1; &B0 ¼ 1;
&B
ðT Þ
n ðxÞ ¼
BðT Þn ðxÞ
2ð
ﬃﬃﬃﬃﬃ
ax
p
Þn
and &BnðxÞ ¼
BnðxÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2a3    anþ1
p
ð
ﬃﬃ
x
p
Þn
; n51:
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I ðT Þ0 ðm; kÞ ¼
1
p
Z b
a
um &B
ðT Þ
2k ðuÞ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðb uÞðu aÞ
p du;
I ðT Þ1=2ðm; kÞ ¼
1
p
Z b
a
umþ1=2 &B
ðT Þ
2kþ1ðuÞ
duﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðb uÞðu aÞ
p ;
I0ðm; k; nÞ ¼
Z
xm &BnðxÞ &Bnþ2kðxÞ dmðxÞ;
I1=2ðm; k; nÞ ¼
Z
xmþ1=2 &BnðxÞ &Bnþ2kþ1ðxÞ dmðxÞ;
deﬁned for n50; m50 and for all possible values k: Since ½A;B  ð0;1Þ;
the spans of f1; x; x2; x3; . . .g and fx1=2; x3=2; x5=2; x7=2; . . .g are both dense in
C½A;B: Hence we have established the theorem if we can show
I0ðm; kÞ ¼ limn!1 I0ðm; k; nÞ ¼ I
ðT Þ
0 ðm; kÞ;
I1=2ðm; kÞ ¼ limn!1 I1=2ðm; k; nÞ ¼ I
ðT Þ
1=2ðm; kÞ; ð6:2Þ
for all m50 and k50: The limits, as n!1; exist because of (6.1) and the
orthogonality relations for the polynomials Bn:
First one veriﬁes from the orthogonality properties of BðT Þn and Bn;
I ðT Þ0 ð0; kÞ ¼
1; k ¼ 0;
0; k51;
(
I ðT Þ
1=2ð0; kÞ ¼
ﬃﬃﬃ
a
p
; k ¼ 0;
0; k51
(
and for n50;
I0ð0; k; nÞ ¼
1; k ¼ 0;
0; k51;
(
I1=2ð0; k; nÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
anþ2
p
; k ¼ 0;
0; k51:
(
Hence (6.2) clearly holds for m ¼ 0: From the recurrence relation for BðT Þn ;
I ðT Þ0 ðm; 0Þ ¼ 2
ﬃﬃﬃ
a
p
I ðT Þ
1=2ðm 1; 0Þ þ bI
ðT Þ
0 ðm 1; 0Þ;
I ðT Þ0 ðm; kÞ ¼
ﬃﬃﬃ
a
p
I ðT Þ
1=2ðm 1; kÞ
þ bI ðT Þ0 ðm 1; kÞ þ
ﬃﬃﬃ
a
p
I ðT Þ
1=2ðm 1; k  1Þ; k51;
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1=2ðm; kÞ ¼
ﬃﬃﬃ
a
p
I ðT Þ0 ðm; k þ 1Þ
þ bI ðT Þ
1=2ðm 1; kÞ þ
ﬃﬃﬃ
a
p
I ðT Þ0 ðm; kÞ; k50:
Note that these relations applied in the given order for m ¼ 1; 2; 3; . . .
generate all the integrals I ðT Þ0 ðm; kÞ and I
ðT Þ
1=2ðm; kÞ:
Now from the recurrence relation for Bn we obtain, for n large enough,
I0ðm; k; nÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
anþ2
p
I1=2ðm 1; k  1; nþ 1Þ
þ bnþ1I0ðm 1; k; nÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
anþ1
p
I1=2ðm 1; k; n 1Þ; k50;
and
I1=2ðm; k; nÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
anþ2
p
I0ðm; k; nþ 1Þ
þ bnþ1I1=2ðm 1; k; nÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
anþ1
p
I0ðm; k þ 1; n 1Þ; k50:
Letting n tends to1 and observing that I1=2ðm;1Þ ¼ I1=2ðm; 0Þ; we obtain a
set of recurrence relations for I1=2ðm; kÞ and I0ðm; kÞ identical to those of
(6.3). Since the initial conditions are the same, this establishes the validity of
(6.2). ]
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