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Let R be a unital lattice-ordered algebra over a totally ordered eld F and Fn be
the n× n n ≥ 2 matrix algebra over F . It is shown that under certain conditions
R contains a lattice-ordered subalgebra which is isomorphic to (Fn; F+n. In par-
ticular, let (Fn; P) be a lattice-ordered algebra over F with the positive cone P . If
a certain element is positive in Fn; P, then Fn; P is isomorphic to Fn; F+n.
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In the following we always assume that F is a totally ordered eld and R
is a unital lattice-ordered algebra (`-algebra) over F with 1 ∈ R+ although
some of the results obtained hold for a lattice-ordered ring (`-ring). Let
Fn n ≥ 2 be the n× n matrix ring over F . It is well-known that Fn may be
lattice-ordered by saying that a matrix in Fn is positive exactly when each of
its entries is positive, namely, the positive cone of Fn is F+n. This lattice
order is called the usual lattice order on Fn.
Let Q be the eld of rational numbers. In [6], Weinberg conjectures that
(Q+n is the only lattice order of Qn (up to an isomorphism) such that
Qn is an `-algebra over Q in which 1 is positive, and it was proved for
n = 2. In [5], Steinberg shows that, under a certain maximum condition,
Weinberg’s conjecture is true for the matrix rings over a totally ordered
eld. The results in this paper are motivated by their works. Given a unital
`-algebra R over F with 1 ∈ R+. We obtain some conditions such that R
is isomorphic to Fn with the usual lattice order. As a consequence, it is
shown that if a certain element in an `-algebra Fn is positive, then Fn is
isomorphic to Fn; F+n.
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First we collect some results about lattice-ordered groups (`-groups) and
`-rings that we will use. Let G be an `-group. An element 0 < g ∈ G is
called a basic element of G if a ∈ G+ x a ≤ g is a chain. Let g1; g2 ∈ G+.
Then g1, g2 are called disjoint if g1 ∧ g2 = 0. A subset S in an `-group G
is called disjoint if s > 0; ∀s ∈ S and s ∧ t = 0 for any s, t ∈ S with s 6= t. A
subset S of G is a basis of G if
(i) S is a maximal disjoint subset of G, and
(ii) each element in S is basic.
The following condition F was introduced by Conrad in [2], and he
showed that if G satises F, then G has a basis [2, Theorem 5.2]:
F Each 0 < a ∈ G is greater than at most a nite number
of disjoint elements:
A subset S of an `-group G is convex if whenever s; t ∈ S and s ≤ g ≤ t
in G for g ∈ G, then g ∈ S. An `-subgroup of an `-group is a subgroup
and a sublattice. Let X be a nonempty subset of an `-group G. Dene
X⊥ = y ∈ G x y ∧ x = 0; ∀x ∈ X. X⊥ is called a polar of G, and it
is a convex `-subgroup of G. The double polar X⊥⊥ is denoted by X⊥⊥.
If X = x, then we denote x⊥ by x⊥, and x⊥⊥ by x⊥⊥. Let s ∈ G be
a basic element. Then, from [2], s⊥⊥ is the greatest totally ordered convex
subgroup of G that contains s, so s⊥⊥ is a maximal totally ordered convex
subgroup of G. Let G be an `-group having a basis S = sγ x γ ∈ 0.
Then the basis group B = BG of G is dened as the (direct) sum of
s⊥⊥, γ ∈ 0 x B = ⊕γ∈0s⊥⊥. If G satises F and has no maximal totally
ordered convex subgroup which is bounded from above, then G = BG
[2, Corollary, P . 231]. Let M = s⊥⊥γ x γ ∈ 0. Then M is the set of all
maximal totally ordered convex subgroups of G.
Let A be a partially ordered ring (po-ring). A module AM is called an
`-module over A if M is an `-group and A+M+ ⊆ M+. An `-module
is called an f -module if it is isomorphic to a subdirect product of totally
ordered modules. A po-ring is called directed if any two elements have a
lower bound and a upper bound. Let AM be an `-module over the directed
po-ring A. Then AM is an f -module if and only if x ∧ y = 0 implies ax ∧
y = 0, ∀x; y ∈ M , a ∈ A+ [3, Theorem 1]. An `-ring A is called an f -ring
if AA and AA are f -modules. Let A be an `-ring. The element a ∈ A+ is
called an f -element of A if b ∧ c = 0 implies that ab ∧ c = ba ∧ c = 0 for
any b; c ∈ A. Let T A = a ∈ A x a is an f -element of A. Then T A
is a convex f -subring of A [1, p. 55]. From [4, p. 364], an `-algebra R over
F is an algebra R over F which is also an f -module over F , and an `-ring.
Now let R be a unital `-algebra over F with 1 ∈ R+. Since FR is an f -
module, for any subset X ⊆ R, the polar X⊥ is a convex `-subspace of FR.
Thus if 0 < a ∈ R is basic, then a⊥⊥ is the greatest totally ordered convex
408 jingjing ma
subspace of FR that contains a, and hence the basis group BR is a convex
`-subspace of FR. Let e ∈ R+ be an invertible element of order n ≥ 2, that
is, en = 1, n ≥ 2. Then multiplication by e is an `-automorphism of FR,
and hence if E is a totally ordered convex subspace of R, then so are eiEej ,
for 1 ≤ i; j ≤ n.
Lemma 1. Let e ∈ R+ be an element of order n ≥ 2, and let E be a totally
ordered subspace of FR. If eiEej = ekEel for some i; j; k; l, then eixej =
ekxel, ∀x ∈ E.
Proof. Let 0 < x ∈ E. Since eixej ∈ ekEel, there exists y ∈ E such that
eixej = ekyel. If x < y, then y = en−k+ixen−l+j < en−k+iyen−l+j , and hence
y < en−k+iyen−l+j < e2n−k+iye2n−l+j < · · · < enn−k+iyenn−l+j = y,
which is a contradiction. Similarly, y 6< x. Thus x = y.
Lemma 2 [2, Lemma 3.1]. If A and B are totally ordered convex sub-
groups of an `-group, then A ⊆ B or B ⊆ A or A ∩ B = 0.
Let E be a totally ordered convex subspace of FR. As a direct conse-
quence of Lemma 2 and that e is an invertible element of order n ≥ 2, we
have the following:
(∗) ∀i; j; k; l; eiEej = ekEel or eiEej ∩ ekEel = 0:
Lemma 3. Let E be a totally ordered convex subspace of FR, and let e ∈
R+ be an element of order n ≥ 2. If E ∩ T R2 6= 0, then we have the
following.
(i) For any k, Eek = E if and only if ekE = E.
(ii) For any i and j, if Eei 6= Eej , then eiE 6= Eej .
Proof. Let 0 < a ∈ E ∩ T R such that a2 6= 0.
(i) Let Eek = E. From (∗), we have that ekE = E or ekE ∩E = 0.
Suppose ekE ∩ E = 0. Then eka ∧ a = 0, and hence aeka ∧ a = 0 since
a ∈ T R. By Lemma 1, we have aek = a, so a2 ∧ a = 0, and hence a2 =
a2 ∧ a2 = 0, which is a contradiction. Thus ekE = E. Similarly if ekE = E,
then Eek = E.
(ii) Suppose eiE = Eej . Since Eei 6= Eej , Eei ∩ Eej = 0. Then
aei ∧ aej = 0, and hence aeia ∧ aej = 0. By Lemma 1, eia = aej , so a2ej ∧
aej = 0, and hence a2 ∧ aej = 0. Thus a2 ∧ a = 0 and a2 = 0, which is a
contradiction.
Lemma 4. Let e ∈ R be an element of order n ≥ 2, and E a subset of R.
(i) If m is the smallest positive integer such that emE = E, then mn.
(ii) If k is the smallest positive integer such that ekE = Eek, then kn.
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(iii) If m and k are in (i) and (ii) and E is a totally ordered convex
subspace with E ∩ T R2 6= 0, then km.
Proof. Let e be the cyclic group generated by e, and let PR be the
set consisting of all subsets of R.
(i) Let e act on PR by left multiplication. Given E ∈ PR. The
stabilizer of E is eE = g ∈ e x gE = E. Since m is the smallest positive
integer such that emE = E, eE = em, so mn.
(ii) Let e act on PR via conjugation. Then eE = ek, so kn.
(iii) By Lemma 3(i), em ∈ ek, so n/mn/k and km.
Let’s consider Example 1, which will be used in the following result.
Example 1. Let G = e be a cyclic group of order n. Let R = FG be
the group algebra of G over F . We order R = FG by saying α0 + α1e+
· · · + αn−1en−1 ≥ 0 if and only if α0 ≥ 0, α1 ≥ 0; : : : ; αn−1 ≥ 0. Then R is a
commutative `-algebra over F with dimFR = n. We denote this `-algebra
by Fn.
Let R be a unital `-algebra over F , and let e ∈ R+ be an element of
order n ≥ 2. The centralizer of e is dened as Ce = x ∈ R x xe = ex.
An element 0 < a ∈ R is said to be a component of 1 commuting with e if
a ∈ Ce and a ∧ 1 − a = 0, that is, a is a nonzero idempotent in Ce
and 0 ≤ a ≤ 1.
Lemma 5. Let e ∈ R+ be an element of order n ≥ 2, and let E be a totally
ordered convex subspace of FR and H =
Pn
i; j=1 e
iEej . Suppose H contains
a component of 1 commuting with e. Let m be the smallest positive integer
with emE = E and k the smallest positive integer with ekE = Eek. Then km
and mn.
(i) If k = 1, then H contains an `-subalgebra of R which is isomorphic
to Fm.
(ii) If k ≥ 2, then H contains an `-subalgebra of R which is isomorphic
to (Fk, F+k.
Proof. Let 0 < a ∈ H be a component of 1 commuting with e. Since H is
a direct sum of some of eiEej; 1 ≤ i; j ≤ n, there exists 0 < c ∈ ei1Eej1 for
some i1, j1, 1 ≤ i1, j1 ≤ n such that a = c + d, c ∧ d = 0 for some d ∈ H+.
Let E1 = ei1Eej1 and H1 =
Pn
i; j=1 e
iE1e
j . Then H = H1. Thus, without the
loss of generality, we can assume that there exists 0 < c ∈ E such that
a = c + d, and c ∧ d = 0, for some d ∈ H+. Since 1 = a + 1 − a =
c + d + 1− a and c ∧ d + 1− a = 0, we have c2 = c ∈ E ∩ T R.
By Lemma 3, m is also the smallest positive integer such that Eem = E,
and by Lemma 4, mn and km.
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(i) Since eE = Ee;H = E ⊕Ee⊕ · · · ⊕Eem−1. Since c ∈ E, Fc ⊆ E.
Let A = Fc ⊕ Fce⊕ · · · ⊕ Fcem−1 = Fc ⊕ Fce ⊕ · · · ⊕ Fcem−1 ⊆ H.
Then c is the identity element of the `-subalgebra A since ec = ce by
Lemma 1; also we have cem = cem = c again by Lemma 1, since Eem = E.
Thus A ∼= Fm.
(ii) Consider the following array:
eEe eEe2 : : : eEem
e2Ee e2Ee2 : : : e2Eem
:::
::: : : :
:::
ekEe ekEe2 : : : ekEem:
We claim that any two elements in the above array are different. In fact,
since m is the smallest positive integer such that emE = E and Eem =
E, any two elements in the same row or column are different. Suppose
there exist two elements from different rows and columns that are equal.
Then there exist i1, i2, j1, and j2 with i1 6= j1 and i2 6= j2, 1 ≤ i1, j1 ≤ k
and 1 ≤ i2, j2 ≤ m such that ei1Eei2 = ej1Eej2 . Therefore, there exist i,
j with 1 ≤ i < k and 1 ≤ j < m such that eiE = Eej . By Lemma 3(ii),
we have Eei = Eej , and hence i = j since any two elements in the same
row are different. Thus eiE = Eei and 1 ≤ i < k, which is a contradiction
since k is the smallest positive integer with this property. Thus any two
elements in the above array are different, and hence disjoint by (∗), so
H = eEe ⊕ eEe2 ⊕ · · · ⊕ eEem ⊕ e2Ee ⊕ e2Ee2 ⊕ · · · ⊕ e2Eem ⊕ · · · ⊕
ekEe⊕ ekEe2 ⊕ · · · ⊕ ekEem.
Let a = Pki=1Pmj=1 eiaijej , where 0 ≤ aij ∈ E. Since a is in Ce and
eH = He = H, we have ea = ae ∈ H, and hence
(?)
kX
i=1
mX
j=1
ei+1aije
j =
kX
i=1
mX
j=1
eiaije
j+1 ∈ H:
We claim that aij = ai+1;j−1, for 1 ≤ i ≤ k− 1 and 1 ≤ j ≤ m. The second
subscript j is taken modulo m using 1; 2; : : : ;m (m instead of 0).
In fact, for 1 ≤ i ≤ k − 1 and 2 ≤ j ≤ m, on the left of (?) ei+1aijej ∈
ei+1Eej and the only term on the right of (?) belonging to ei+1Eej is the
term ei+1ai+1; j−1ej−1+1. Thus ei+1aijej = ei+1ai+1; j−1ej , so aij = ai+1; j−1.
If 1 ≤ i ≤ k − 1 and j = 1, then ei+1ai1e ∈ ei+1Ee and the only term on
the right-hand side of (?) belonging to ei+1Ee is ei+1ai+1;mem+1, and hence
ei+1ai1e = ei+1ai+1;mem+1 = ei+1ai+1;me. Thus ai1 = ai+1;m.
From aij = ai+1; j−1, for 1 ≤ i ≤ k − 1 and 1 ≤ j ≤ m. We have the
following:
a11 = a2m = a3;m−1 = · · · = ak;m−k+2
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a12 = a21 = a3m = · · · = ak;m−k+3
· · ·
a1j = a2; j−1 = a3; j−2 = · · · = ak;m−k+j+1
· · ·
a1m = a2;m−1 = a3;m−2 = · · · = ak;m−k+1:
Let a1 = a11, a2 = a12; : : : ; am = a1m, and
f1 = ea1e+ e2a1em + · · · + eka1em−k+2
f2 = ea2e2 + e2a2e+ · · · + eka2em−k+3
· · ·
fj = eajej + e2ajej−1 + · · · + ekajem−k+j+1
· · ·
fm = eamem + e2amem−1 + · · · + ekamem−k+1:
Then we have
a = ea11e+ · · · + ea1mem + e2a21e+ · · · + e2a2mem
+ · · · + ekak1e+ · · · + ekakmem
= ea1e+ e2a1em + · · · + eka1em−k+2
+ ea2e2 + e2a2e+ · · · + eka2em−k+3
+ · · · + eamem + e2amem−1 + · · · + ekamem−k+1
= f1 + f2 + · · · + fm:
Since 1 = a + 1 − a, we have 1 = f1 + f2 + · · · + fm + 1 − a, and
the fi are disjoint orthogonal idempotents in T R.
We claim that a = fi for some i. Let fi 6= 0 and fj 6= 0 for j 6= i.
Then since ai, aj ∈ E, they are comparable. If ai ≤ aj , then fiej−i =
eaiei + e2aiei−1 + · · · + ekaiem−k+i+1ej−i = eaiej + e2aiej−1 + · · · +
ekaie
m−k+j+1 ≤ fj . Thus fifj = 0 implies that fiej−i = 0, and hence
fi = 0, a contradiction. If ai > aj , then fiej−i > fj , so fj = 0, a contra-
diction. Thus we have that a = fi 6= 0 for some 1 ≤ i ≤ m, and fj = 0
for 1 ≤ j ≤ m, j 6= i. We show next that i = m − 1. Note that fm−1 ∈
eEem−1 ⊕ e2Eem−2 ⊕ · · · ⊕ ekEem−k+m = eEem−1 ⊕ e2Eem−2 ⊕ · · · ⊕ E
since ekE = Eek. Since 0 < c ∈ E ∩ T R and a = c + d; fm−1 6= 0. In
fact, if fm−1 = 0, then a = fi for some i 6= m − 1, and hence a ∧ c = 0
since c ∈ E and fi ∈ eEei ⊕ e2Eei−1 ⊕ · · · ⊕ ekEem−k+i+1, which is con-
tained in E⊥; so c = 0, which is a contradiction. Thus fm−1 6= 0, and
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hence a = fm−1 = eam−1em−1 + · · · + ekam−1em−k. Let g = am−1 and let
e1 = egem−1, e2 = e2gem−2; : : : ; et = etgem−t ; : : : ; ek = ekgem−k. Then
et x 1 ≤ t ≤ k is a set of disjoint orthogonal idempotents in T R since
1 = a+ 1− a = e1 + · · · + et + · · · + ek + 1− a. Thus gem−t+sg = 0, if
t 6= s, since etes = 0 if t 6= s, and g2 = g since e2t = et . Let eij = eigem−j ,
1 ≤ i; j ≤ k. Then
ei1j1ei2j2 =
(
ei1gem−j1+i2gem−j2 = 0; j1 6= i2
ei1gem−j2 = ei1j2; j1 = i2:
Thus eijy 1 ≤ i; j ≤ k is a set of positive matrix units, and hence
H ⊇ ⊕ki; j=1Fei; j ∼= Fk; F+k.
Now, let R be a unital `-algebra over F with a basis S = sγ x γ ∈ 0,
and e ∈ R+ an element of order n ≥ 2. Let Eγ = s⊥⊥γ ; ∀γ ∈ 0. Then Eγ
is a maximal totally ordered convex subspace of the basis group BR =
⊕γ∈0Eγ. For γ ∈ 0 we dene Hγ =
Pn
i; j=1 e
iEγe
j . Then eHγ = Hγe = Hγ
and, for α, β ∈ 0 either Hα = Hβ or Hα ∩Hβ = 0 since the sets eiEαej
and eiEβej are identical or disjoint. Thus there exists a subset 3 of 0 such
that BR = ⊕λ∈3Hλ.
Theorem 1. Let R be a unital `-algebra over F with a basis and 1 ∈
BR. If R contains an element e ∈ R+ with order n ≥ 2, then R contains an
`-subalgebra that is isomorphic to a nite direct sum of Fk; F+k and Fm,
where kn, mn, and at least one of the k’s or m’s is greater than 1.
Proof. We know that BR = ⊕λ∈3Hλ, where Hλ =
Pn
i; j=1 e
iEλe
j and
Eλ is a maximal totally ordered convex subspace of FR. Since 1 ∈ BR,
there exist Hλ1; : : : ;Hλl such that 1 = aλ1 + · · · + aλl , where 0 < aλ1 ∈
Hλ1; : : : ; 0 < aλl ∈ Hλl . Since e = eaλ1 + · · · + eaλl = aλ1e+ · · · + aλle and
eaλi ; aλie ∈ Hλi for 1 ≤ i ≤ l, we have aλie = aλie ∧ aλ1e + · · · + aλle =
aλie ∧ eaλ1 + · · · + eaλl ≤ aλie ∧ eaλi ≤ eaλi and, similarly, eaλi ≤ aλie.
Thus aλie = eaλi , namely, aλi ∈ Ce for each i, 1 ≤ i ≤ l. Thus each Hλi ,
1 ≤ i ≤ l, contains a component of 1 commuting with e, and hence, by
Lemma 5, each Hλi contains an `-subalgebra Aλi of R which is isomorphic
to Fk; F+k or Fm, for some kn or mn and k ≥ 2. Since e 6= 1, there
exists Eλj , 1 ≤ j ≤ l, such that eEλj 6= Eλj ; otherwise, e = e1 = eaλ1 + · · · +
aλl = eaλ1 + · · · + eaλl = aλ1 + · · · + aλl = 1 by Lemma 1, a contradiction.
Thus, by Lemma 5, the k or m for Aλj is greater than 1. Since each Aλi ,
1 ≤ i ≤ l, has an identity element, and they are disjoint f -elements of R,
Aλ1 ⊕ · · · ⊕Aλl is an `-subalgebra of R.
Let K be an `-ring. An element a ∈ K+ is called a d-element of K, if
b ∧ c = 0 implies ab ∧ ac = ba ∧ ca = 0 for any b; c ∈ K, namely, x→ ax
and x→ xa are `-endomorphisms of the underlying `-group of K. If 0 < a
is a d-element in an `-algebra R, then Ia = x ∈ R x ax = x and xa = x
is an `-subalgebra of R over F .
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Theorem 2. Let R be a unital `-algebra over F with a basis, and let BR
be the basis group of R. Suppose that there exists an element e ∈ R+ with order
n ≥ 2 such that
(i) e, e2; : : : ; en−1 are not in the centralizer of BR,
(ii) dimF Ie = 1.
Then BR is a unital `-subalgebra of R and BR ∼= Fn; F+n as
`-algebras.
Proof. We know that BR = ⊕λ∈3Hλ, where Hλ =
Pn
i; j=1 e
iEλe
j and
Eλ is a maximal totally ordered convex subspace of FR.
Let 0 < aλ ∈ Eλ. Then e
Pn
i; j=1 e
iaλe
j = Pni; j=1 eiaλeje =
Pni; j=1 eiaλej, and hence Pni; j=1 eiaλej ∈ Ie. But 1 + e + · · · + en−1 ∈
Ie, and hence 1+ e+ · · · + en−1 = αPni; j=1 eiaλej for some 0 < α ∈ F ;
so 1 ∈ Hλ since Hλ is convex and 1 ≤ α
Pn
i; j=1 e
iaλe
j ∈ Hλ. Since
1 ∈ Hλ1 ∩Hλ2 = 0 if λ1 6= λ2, λ1, λ2 ∈ 3, we must have that BR = H,
where H = Pni; j=1 eiEej and E is a maximal totally ordered convex
subspace of FR.
Since e, e2; : : : ; en−1 are not in the centralizer of BR = Pni; j=1 eiEej ,
we have eE 6= Ee; : : : ; en−1E 6= Een−1, and hence, n is the smallest positive
integer such that enE = Een. Thus by Lemma 5(ii), BR = ⊕ni; j=1eiEej
contains an `-subalgebra A which is isomorphic to Fn; F+n.
Next we show that dimF E = 1. If dimF E > 1, take 0 < a; b ∈ E which
are linearly independent. Consider x = Pni; j=1 eiaej , y = Pni; j=1 eibej . If
αx+ βy = 0, for some α;β ∈ F , then Pni; j=1 eiαa+ βbej = 0, and hence
αa+βb = 0 since BR is the direct sum of eiEej , 1 ≤ i; j ≤ n, so α = β =
0. Thus x, y are linearly independent. But x; y ∈ Ie, which contradicts
dimF Ie = 1. Thus dimF E = 1. Since n2 = dimF BR ≥ dimF A = n2,
we have BR = A, and hence BR ∼= Fn; F+n.
Theorem 3. Let R be a unital `-algebra over F with a basis. Suppose that
there exists an element e ∈ R+ with order n ≥ 2 such that
(i) e is in the centralizer of BR,
(ii) dimF Ie = 1.
Then the basis group BR ∼= Fn as `-algebras.
Proof. Since e is in the centralizer of BR and dimF Ie = 1, just as
in the proof of Theorem 2, we have that 1 ∈ BR = E +Ee+ · · · +Een−1,
where E is a maximal totally ordered convex subspace of FR. If two of
the subspaces in E;Ee; : : : ; Een−1 are the same, then E = Eek, for some
1 ≤ k < n, and hence aek = a, ∀a ∈ BR by Lemma 1; so ek = 1, which
is a contradiction. Thus BR = E ⊕ Ee⊕ · · · ⊕ Een−1, and dimF Ie = 1
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implies dimF E = 1 by the same argument used in the proof of Theorem 2.
Let 1 = a0 + a1e+ · · · + an−1en−1, where 0 ≤ a0, 0 ≤ a1; : : : ; 0 ≤ an−1 ∈ E.
Then a0; a1e; : : : ; an−1en−1 is a set of positive disjoint orthogonal idem-
potents in T R. Since a0; a1; : : : ; an−1 are comparable and e is invertible,
there exists ak 6= 0, for some 0 ≤ k < n, and aj = 0, for j 6= k, 0 ≤ j < n.
Thus 1 ∈ Eek, and hence BR = F ⊕ Fe ⊕ · · · ⊕ Fen−1 is isomorphic to
Fn over F .
Let R be a unital `-algebra over F satisfying the condition F, and as-
sume that no maximal totally ordered convex subspace is bounded from
above. Then R = BR [2, Corollary, p. 231], and hence, under the condi-
tions in Theorems 2 and 3, R ∼= Fn; F+n, or Fn.
Let R be an `-algebra over F . R is called Archimedean over F if, for any
a; b ∈ R+, αa ≤ b for all α ∈ F+ implies a = 0.
Theorem 4. Let R be a unital Archimedean `-algebra over F with
dimF R = n2, where n is a prime number. If R contains an element
e ∈ R+ with order n ≥ 2, and e is not in the centralizer of T R, then
R ∼= Fn; F+n.
Proof. It is known that R is the direct sum of totally ordered convex
`-simple subspaces, and T R is a sum of some of these subspaces. Let
T R = E1 ⊕ E2 ⊕ · · · ⊕ Ek, where E1; E2; : : : ; Ek are maximal totally or-
dered convex subspaces of R, and let Hr =
Pn
i; j=1 e
iEre
j , 1 ≤ r ≤ k. Then
each Hr contains a component of 1 commuting with e since Er ⊆ Hr (cf.
the proof in Theorem 1). Let E be a maximal totally ordered convex sub-
space of FR such that E ⊆ T R and eE 6= Ee. By Lemma 5(ii), H =Pn
i; j=1 e
iEej contains an `-subalgebra that is isomorphic to Fp; F+p for
some p > 1 and pn. Since n is prime, p = n, and hence R ∼= Fn; F+n
since dimF R = n2.
If n is not prime, then Theorem 4 is not true in general as shown in the
following example.
Example 2. Let R = F4 ⊕ F2; F+2 ⊕ F2; F+2 ⊕ F2; F+2.
Then dimF R = 16. It is easy to see that T R = F ⊕ T F2; F+2 ⊕
T F2; F+2 ⊕ T F2; F+2), where
T F2; F+2 =
( 
α 0
0 β
!
yα;β ∈ F
)
:
Let e = d +

0 1
1 0

+

0 1
1 0

+

0 1
1 0

, where d ∈ F4+ has or-
der 4. Then e ∈ R+ with order 4, and e is not in the centralizer of T R.
Now let
d =
 
0 In−1
1 0
!
n×n
∈ Fn:
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Then d > 0 in Fn; F+n. In the following lemma, we collect some basic
properties of d, whose proofs are omitted.
Lemma 6. Let d be dened as above.
(i) dn = 1, and dk 6= 1, ∀1 ≤ k < n.
(ii) d; d2; : : : ; dn−1 are not in the center of Fn.
(iii) Let A ∈ Fn. If dA = A and Ad = A, then A = α1 + d
+ · · · + dn−1, for some α ∈ F .
By the Theorem 2, we have the following corollary.
Corollary. Let n ≥ 2 and let Fn; P be an `-algebra over F with the
positive cone P , and let d be dened as above. Then Fn; P ∼= Fn; F+n if
and only if a matrix similar to d is in P .
Proof. Suppose that A−1 dA ∈ P for some invertible matrix A ∈ Fn.
Then d ∈ APA−1 = P1. By [1, Corollary 1, p. 51], Fn; P1 is Archimedean
over F , so Fn; P1 has no maximal totally ordered convex subspace
which is bounded from above, and hence, Fn = BFn (with respect to
P1). By Lemma 6, d has the properties in Theorem 2. Thus, by Theo-
rem 2 Fn; P1 ∼= Fn; F+n, so Fn; P ∼= Fn; F+n. Conversely, if
Fn; P ∼= Fn; F+n, then d ∈ F+n implies there exists an invertible
matrix A such that A−1 dA ∈ P .
Finally we give an example of a lattice order, which is different from the
usual lattice order, on the n× n matrix ring over a unital `-ring.
Example 3. Let K be a unital `-ring with 1 ∈ K+, and Kn the n × n
n ≥ 2 matrix ring over K. Let eij; 1 ≤ i; j ≤ n be the set of canonical
matrix units in Kn, that is, the entry of eij in the ith row and the jth column
is 1, and the other entries are zero. Dene
fij =
8>><>>:
e11 + e21 + · · · + ei1; 1 ≤ i ≤ n; j = 1
e11 + e21 + · · · + ei1
+ e1j + e2j + · · · + eij; 1 ≤ i; j ≤ n; j 6= 1:
Then it is easy to see that fij x 1 ≤ i; j ≤ n is a basis of Kn as a left or right
K-module, so Kn can be lattice ordered by dening a =
Pn
i; j=1 aijfij ≥ 0 if
and only if aij ≥ 0, for each 1 ≤ i; j ≤ n.
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Now it is easy to check the following multiplication results:
fijflk =
8>>>>>>>>>>><>>>>>>>>>>>:
fij; j = 1; k = 1
fik; j = 1; k 6= 1
2fik; j 6= 1; k = 1; j ≤ l
fik; j 6= 1; k = 1; j > l
2fik; j 6= 1; k 6= 1; j ≤ l
fik; j 6= 1; k = 1; j > l:
Thus Kn is an `-ring under this lattice order, in which 1 is not positive.
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