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Abstract
This work studies solutions of the scalar wave equation
gφ = 0
on a fixed subextremal Reissner–Nordstro¨m spacetime with non-vanishing charge q and mass M . In a
recent paper, Luk and Oh established that generic smooth and compactly supported initial data on a
Cauchy hypersurface lead to solutions which are singular in the W 1,2loc sense near the Cauchy horizon
in the black hole interior, and it follows easily that they are also singular in the W 1,ploc sense for p > 2.
On the other hand, the work of Franzen shows that such solutions are non-singular near the Cauchy
horizon in the W 1,1loc sense. Motivated by these results, we investigate the strength of the singularity at
the Cauchy horizon. We identify a sufficient condition on the black hole interior (which holds for the full
subextremal parameter range 0 < |q| < M) ensuring W 1,ploc blow up near the Cauchy horizon of solutions
arising from generic smooth and compactly supported data for every 1 < p < 2. We moreover prove that
provided the spacetime parameters satisfy 2
√
e
e+1 <
|q|
M < 1, we in fact have W
1,p
loc blow up near the Cauchy
horizon for such solutions for every 1 < p < 2. This shows that the singularity is even stronger than was
implied by the work of Luk–Oh for this restricted parameter range.
For the majority of this work, we restrict to the spherically symmetric case, as W 1,ploc blow up of
a spherically symmetric solution with admissible initial data is sufficient to ensure the generic blow
up result. Blow up is proved by identifying a condition near null infinity that prevents the solution
from belonging to W 1,ploc in any neighbourhood of the future Cauchy horizon. This is done by means of a
contradiction argument, namely it is shown that regularity of the solution in the black hole interior implies
Lp-type upper bounds on the solution that contradict lower bounds deduced from the aforementioned
condition at null infinity. Establishing the Lp-type upper bounds provides the main challenge, and is
achieved by first establishing corresponding L1 and L2-type estimates and using the K-method of real
interpolation to deduce the Lp-type estimates.
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1 Introduction
In what follows, we study the linear wave equation
gφ = 0 (1)
on a subextremal Reissner–Nordstro¨m spacetime (M, g) with non-vanishing charge. As usual, g denotes
the standard covariant wave operator (Laplace–Beltrami operator) associated with the metric g. In a
local coordinate system, the metric g can be written as
g = −
(
1− 2M
r
+
q2
r2
)
dt2 +
(
1− 2M
r
+
q2
r2
)−1
dr2 + r2dσS2 ,
where dσS2 is the standard metric on the unit 2-sphere. q and M , the charge and mass parameters
respectively, are assumed to satisfy
0 < |q| < M, (2)
namely (M, g) is subextremal with non-vanishing charge. We denote Q = |q|M , so the subextremality
assumption (2) implies
0 < Q < 1.
In recent years, much progress has been made in analysing solutions to (1), both in the black hole
exterior and interior (see for instance [2], [3], [8], [9], [10], [19] and the references therein). In the interior
region, both stability and instability results have been obtained ([12], [14], [16] and [17]). Of particular
relevance to this thesis is [16] where Luk and Oh show that generically φ is singular in the W 1,2loc sense,
namely the L2 norm of the derivative of φ with respect to a regular, Cauchy horizon transversal vector
field blows up at the Cauchy horizon. On the other hand, Franzen proved in [12] that the solution is
non-singular in the W 1,1loc sense, and moreover that the solution is uniformly bounded in the black hole
interior, up to and including the Cauchy horizon, to which it can be continuously extended. (See also
[14] for a more refined estimate.)
It follows immediately from the W 1,2loc blow up result of [16] that we in fact have generic W
1,p
loc blow
up for every p > 2. Indeed, given a compact neighbourhood U of any point of the Cauchy horizon, we
have Lp(U) ⊆ L2(U) when p > 2. From this it follows that if generic W 1,ploc blow up of solutions does not
hold, then generic W 1,2loc blow up also fails, a contradiction with [16].
We thus have W 1,1loc stability and W
1,p
loc instability of solutions for p ≥ 2, but uncertainty remains over
the precise nature of the instability. For physical reasons, it is important to understand and quantify the
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strength of the singularity. Our first result in this direction is the following conditional theorem, which
holds for the full subextremal range of parameters with non-vanishing charge, i.e. 0 < Q = |q|M < 1,
and identifies a condition on the black hole interior which, if violated, ensures generic W 1,ploc blow up of
solutions for 1 < p < 2.
Theorem 1.1 (Conditional Theorem, version 1). Let Σ0 be a complete 2-ended asymptotically flat
Cauchy hypersurface for the maximal globally hyperbolic development of a subextremal Reissner–Nordstro¨m
spacetime with non-vanishing charge. Suppose 1 < p < 2. Then generic smooth and compactly supported
initial data for (1) on Σ0 give rise to solutions that are not in W
1,p
loc in a neighbourhood of any point
on the future Cauchy horizon CH+, unless the “solution map” in the black hole interior is not bounded
below in W 1,1 in an appropriate sense.1
Furthermore, we show that for a certain subrange of the parameters the condition of the theorem
does not hold (i.e. the “solution map” is bounded below in W 1,1 in the black hole interior), and so
establish W 1,ploc instability in this parameter subrange for 1 < p < 2. This instability result is our main
result and is stated directly below.
Theorem 1.2 (Main Theorem, version 1). Let Σ0 be a complete 2-ended asymptotically flat Cauchy hy-
persurface for the maximal globally hyperbolic development of a subextremal Reissner–Nordstro¨m space-
time such that 2
√
e
e+1 < Q < 1, where e is the Euler number (i.e. 0 < log
r+
r−
< 1 where r+ > r− > 0 are
the roots of r2 − 2Mr + q2 = 0). Then for each 1 < p < 2, generic smooth and compactly supported
initial data for (1) on Σ0 give rise to solutions that are not in W
1,p
loc in a neighbourhood of any point on
the future Cauchy horizon CH+.
Remark. Recall that if p ≥ 2, W 1,ploc instability holds for the whole subextremal range of parameters with
non-vanishing charge (0 < Q < 1). Combining this with our main theorem yields W 1,ploc instability for
every p > 1 for the parameter range 2
√
e
e+1 < Q < 1. We remark also that Theorem 1.2 in particular shows
the W 1,1loc result of Franzen [12] is sharp, at least for the restricted parameter range
2
√
e
e+1 < Q < 1.
1See Section 1.2 and in particular Theorem 1.6 and Remark 1.7 for details.
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While for technical reasons arising from the analysis in the black hole interior, we have only man-
aged to prove our instability result, Theorem 1.2, for a subrange of the subextremal parameters2, one
nonetheless expects that in fact W 1,ploc instability holds for the full subextremal range with non-vanishing
charge. Indeed, if one na¨ıvely extrapolates from results in the extremal case Q = 1 (linear stability
of the extremal Cauchy horizon is shown in [13]), then one may even think that the “far away from
extremality” case is “more unstable” than the “near extremality” case. Similarly for the cosmological
case, heuristic arguments in [4] show that we expect the Cauchy horizon of Reissner–Nordstro¨m–de Sit-
ter to be “more unstable” “far away from extremality” than “near extremality”. Ironically, however, we
succeed in proving instability only “near extremality” due to the technicalities in the black hole interior,
but remain optimistic that the result can be extended to the full parameter range. We thus make the
following conjecture.
Conjecture 1.3. Let Σ0 be a complete 2-ended asymptotically flat Cauchy hypersurface for the maximal
globally hyperbolic development of a subextremal Reissner–Nordstro¨m spacetime with non-vanishing
charge. Then, for each 1 < p < 2, generic smooth and compactly supported initial data on Σ0 give rise
to solutions that are not in W 1,ploc in a neighbourhood of any point on the future Cauchy horizon CH+.
Although this conjecture remains open, we show in Theorem 1.2 that at the very least it holds for the the
subrange 2
√
e
e+1 < Q < 1 of black hole parameters. This contrasts with the expectation in the cosmological
case, where a heuristic argument suggests the following conjecture:
Conjecture 1.4. For each non-degenerate Reissner–Nordstro¨m–de Sitter spacetime, there exists p > 1
such that solutions of the linear wave equation with smooth and compactly supported data on a Cauchy
hypersurface are in W 1,p near the Cauchy horizon.
This conjecture is supported by [15], in which Hintz–Vasy showed that for all non-degenerate Reissner–
Nordstro¨m–de Sitter spacetimes, solutions are in H1/2+β near the Cauchy horizon for some β > 0.3 (See
also [7], [11] and [18], where Schwarzschild–de Sitter, Kerr and Kerr–de Sitter spacetimes are considered.)
Thus the strength of the singularity is different for the asymptotically flat and cosmological cases. This
is ultimately due to the differing decay properties of solutions in the black hole exterior regions, namely
in Reissner–Nordstro¨m solutions decay polynomially in the exterior whereas in Reissner–Nordstro¨m–de
Sitter solutions decay exponentially in the exterior.
As with other instability results, Theorems 1.1 and 1.2 are motivated by the strong cosmic censorship
conjecture. This conjecture, perhaps the most fundamental open problem in mathematical general
2The reason for this parameter restriction is due to the need to propagate L1-type estimates from a null hypersurface
through the black hole interior to the event horizon. See Theorem 2.1 for details.
3Since it was moreover shown that the solution is smooth in the directions tangental to the Cauchy horizon, one can
think that the singularity is one-dimensional and that H1/2 scales like W 1,1 near the Cauchy horizon.
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relativity, is the subject of a huge body of literature. We will not discuss the conjecture itself here, but
refer the reader to Section 1.4 of [16] (and the references within) where it is discussed in detail. Here, it
suffices to say that, if true, the strong cosmic censorship conjecture would imply that small perturbations
of the Reissner–Nordstro¨m spacetime for the nonlinear Einstein–Maxwell equations give rise to a singular
Cauchy horizon. The linear wave equation which we study is regarded as a “poor man’s linearisation”
of the Einstein–Maxwell equations, and so the generic W 1,ploc blow-up result presented in this work is
evidence in favour of the strong cosmic censorship conjecture. Our instability result strengthens the
W 1,2loc result of Luk–Oh, implying that the Cauchy horizon is more singular than was implied by [16].
Strategy of Proof
We now turn our attention to the proofs of the two theorems above. As Theorem 1.1 follows almost
immediately from the proof of Theorem 1.2, in particular from identifying how the proof of Theorem 1.2
may fail outside the parameter range 2
√
e
e+1 < Q < 1, our main challenge is in proving Theorem 1.2.
The proof of Theorem 1.2 proceeds by showing that if 2
√
e
e+1 < Q < 1, then for each 1 < p < 2 there
is a spherically symmetric solution arising from smooth and compactly supported initial data which is
singular in the W 1,ploc sense, from which it follows that the set of smooth, compactly supported data which
correspond to regular solutions is of codimension at least 1.
In analogy to [16], the existence of the spherically symmetric solution of the previous paragraph
is shown by identifying a condition near null infinity that prevents a spherically symmetric solution
from belonging to W 1,ploc in any neighbourhood of the future Cauchy horizon - this is shown using a
contradiction argument. Indeed, we show that regularity of a spherically symmetric solution in the black
hole interior implies upper bounds on the solution in the exterior region that contradict lower bounds
that are implied if the condition at null infinity holds. It then remains only to identify a spherically
symmetric solution arising from smooth and compactly supported data on the Cauchy surface Σ0 which
satisfies the condition near null infinity. Note that while the proof of Theorem 1.2 is philosophically
similar to the proof for the case p = 2 in [16], Theorem 1.2 is not implied by [16]. We emphasise that the
argument in [16] uses an L2-type upper bound near the Cauchy horizon as the contradictive assumption
and from this deduces a L2-type upper bound in the black hole exterior which contradicts a L2-type lower
bound obtained from the condition near null infinity. We, however, assume a Lp-type upper bound as
our contradictive assumption, and show that it implies a Lp-type upper bound in the black hole exterior
which contradicts a Lp-type lower bound deduced from the condition near null infinity. This conclusion
that the Lp-type upper bound is false could not be reached assuming the L2 upper bound assumption
of [16].
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A key ingredient of the contradiction argument is the propagation of Lp-type upper bounds from
the black hole interior to the exterior. This is achieved by establishing a chain of estimates. We show
a weighted Lp term involving certain derivatives of a spherically symmetric solution on a constant r-
hypersurface in the exterior can be controlled by a corresponding weighted Lp term on the event horizon
and a data term. Furthermore, the Lp term on the event horizon can in turn be controlled by a
corresponding Lp term on a Cauchy horizon transversal null hypersurface in the interior together with a
data term. For 1 < p < 2, proving these various Lp type estimates in a direct manner seemed intractable,
so we prove them indirectly using real interpolation. Indeed, we establish analogous estimates for the
cases p = 1 and p = 2 (the endpoint estimates) and interpolate between these estimates to deduce the
family of desired intermediate estimates for 1 < p < 2.
It is precisely this method of proof which allows us to conclude the conditional instability result
Theorem 1.1: we obtain the necessary Lp-type estimates precisely when the corresponding L1 and L2-
type estimates hold. While we succeed in establishing the L2 estimates and the exterior L1 estimate
for all subextremal Reissner–Nordstro¨m spacetimes, the same is not true for the interior L1 estimate.
In other words, instability may fail precisely when we are unable to estimate the L1 norm of a suitable
derivative of the solution on the event horizon by the L1 norm of the same derivative on a Cauchy horizon
transversal null hypersurface. This can be interpreted as a statement about the boundedness from below
of the “solution map” in a W 1,1 sense, namely the condition given in Theorem 1.1.
We now give an outline of the structure of the remainder of this section. We begin with a brief
exposition on the geometry of subextremal Reissner–Nordstro¨m spacetime in Section 1.1. In Sections
1.1.1 and 1.1.2, we introduce the coordinate systems in the black hole exterior and interior with which
we work. We then discuss the linear wave equation (Section 1.1.3), the notations and conventions which
we adopt (Section 1.1.4) and we describe the class of initial data of interest (Section 1.1.5). In Section
1.1.6 we discuss the space W 1,ploc on the interior of the Reissner–Nordstro¨m black hole. Then, armed
with these preliminaries, in Section 1.2 we give precise statements of Theorem 1.1 and Theorem 1.2 (see
Theorem 1.6 and Theorem 1.8) and a detailed explanation of the strategy of their proofs in Section 1.3.
The remainder of the thesis is devoted to proving these two results.
1.1 The Reissner–Nordstro¨m Solution
The Reissner–Nordstro¨m spacetimes are a 2-parameter family of spacetimes: they represent a charged,
non-rotating black hole as an isolated system in an asymptotically flat spacetime, and are indexed by the
charge q and the massM of the black hole. They are the unique static and spherically symmetric solutions
of the Einstein–Maxwell system. The Penrose diagram of the maximal globally hyperbolic development
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of subextremal Reissner–Nordstro¨m with non-vanishing charge (i.e, 0 < |q| < M ⇐⇒ 0 < Q < 1) data
on a complete Cauchy hypersurface Σ0 with two asymptotically flat ends is shown below.
Figure 1: The maximal globally hyperbolic development of Reissner–Nordstro¨m data on a complete
two-ended asymptotically flat Cauchy hypersurface Σ0.
We summarise now the key features of the geometry that will be important for us. Recall that in a
local coordinate chart, the metric g may be written as
g = −
(
1− 2M
r
+
q2
r2
)
dt2 +
(
1− 2M
r
+
q2
r2
)−1
dr2 + r2dσS2 . (3)
We denote by r+ and r− the distinct positive roots of the quadratic r2 − 2Mr + q2 and assume that
r+ > r−.
The black hole region (region II in Figure 1) is the complement of the causal past of future null
infinity I+, in other words no signal from the black hole region can reach future null infinity. The black
hole region is separated from the exterior regions (I and I ′ in the figure) by its boundary, the bifurcate
null hypersurface referred to as the future event horizon and given by H+ = {r = r+}\I−(I+). The
white hole region (region II ′), past null infinity I− and the past event horizon H− are defined by time
reversal. The expression for the metric given in (3) has a coordinate singularity at r = r+ but is valid
everywhere else in {r− < r}.
The null hypersurface {r = r−} is a smooth Cauchy horizon. The component in the future of the
black hole region is denoted CH+ and called the future Cauchy horizon. The past Cauchy horizon
CH− is defined similarly by time reversal. The presence of the smooth Cauchy horizon means that the
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maximal globally hyperbolic development may be extended smoothly and non-uniquely as a solution of
the Einstein–Maxwell equations. The strong cosmic censorship conjecture asserts that this property is
non-generic.
Due to the symmetry of the asymptotically flat ends, it will suffice only to consider part of the
maximal globally hyperbolic development, namely the region shaded in Figure 1. Furthermore, it will
be sufficient to consider only the incoming component of CH+, that is the component on the right of
the shaded region shown in bold. Once we have the blow-up result for this component of the Cauchy
horizon, the result for the other component follows by analogy.
The shaded region is composed of the black hole interior and an exterior region. We now describe
suitable coordinates for these regions.
1.1.1 Coordinates for the Black Hole Exterior
We define null coordinates u and v in the black hole exterior {r > r+} as follows. Set
Ω2 = 1− 2M
r
+
q2
r2
=
(r − r+)(r − r−)
r2
> 0,
and define
r∗ = r + (M +
2M2 − q2
2
√
M2 − q2 ) log(r − r+) + (M −
2M2 − q2
2
√
M2 − q2 ) log(r − r−),
so that
dr∗
dr
=
1
Ω2
.
Note dr
∗
dr > 0, so r
∗ is a strictly increasing function of r in {r > r+}. Set
v =
1
2
(t+ r∗), u =
1
2
(t− r∗).
Then
∂
∂v
=
∂
∂t
+
∂
∂r∗
,
∂
∂u
=
∂
∂t
− ∂
∂r∗
.
Let (θ, ϕ) be a spherical coordinate system on S2 and dσS2 = dθ2 + sin2 θ dϕ2 the standard metrc on S2.
Then, with respect to the (u, v, θ, ϕ) coordinates, the Reissner–Nordstro¨m metric is
g = −4Ω2dudv + r2dσS2 .
Furthermore, we have
12
λ := ∂vr = Ω
2, ν := ∂ur = −Ω2. (4)
In this coordinate system, the limit {v = ∞} corresponds to future null infinity I+, while {u = ∞}
corresponds to the future event horizon H+. This is shown in Figure 2 below.
Figure 2: Coordinates in the black hole exterior.
1.1.2 Coordinates for the Black Hole Interior
We define null coordinates u and v in the black hole interior {r− < r < r+} as follows. Set
Ω2 = −(1− 2M
r
+
q2
r2
) =
(r+ − r)(r − r−)
r2
> 0,
and define
r∗ = r + (M +
2M2 − q2
2
√
M2 − q2 ) log(r+ − r) + (M −
2M2 − q2
2
√
M2 − q2 ) log(r − r−),
so that
dr∗
dr
= − 1
Ω2
.
Thus dr
∗
dr < 0, so r
∗ is a strictly decreasing function of r in {r− < r < r+}. Set
v =
1
2
(r∗ + t), u =
1
2
(r∗ − t).
Then,
∂
∂v
=
∂
∂r∗
+
∂
∂t
,
∂
∂u
=
∂
∂r∗
− ∂
∂t
.
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As before, we let (θ, ϕ) be a spherical coordinate system on S2 and dσS2 = dθ2 + sin2 θ dϕ2 the standard
metrc on S2. Then, with respect to the (u, v, θ, ϕ) coordinates, the Reissner–Nordstro¨m metric is
g = −4Ω2dudv + r2dσS2 .
Furthermore, in this region we have
λ := ∂vr = −Ω2, ν := ∂ur = −Ω2. (5)
In this coordinate system, the limit {v = ∞} corresponds to the incoming part of the future Cauchy
horizon CH+, while {u = −∞} corresponds to the future event horizon H+, as shown in Figure 3 below.
Figure 3: Coordinates in the black hole interior.
1.1.3 The Wave Equation
In both the interior and exterior coordinate systems, the wave equation (1) takes the form
∂u∂vφ = −∂vr∂uφ
r
− ∂ur∂vφ
r
+
Ω2 /∆φ
r2
,
where /∆ is the Laplace–Beltrami operator on the standard unit 2-sphere. In spherical symmetry, the
equation takes the form
∂u∂vφ = −∂vr∂uφ
r
− ∂ur∂vφ
r
= −λ∂uφ
r
− ν∂vφ
r
. (6)
So by (4) and (5), the wave equation in spherical symmetry takes the form
∂u∂vφ =
Ω2
r
(∂vφ− ∂uφ) (7)
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in the exterior region and
∂u∂vφ =
Ω2
r
(∂vφ+ ∂uφ) (8)
in the interior region.
1.1.4 Notation and Conventions
We adopt the notation and conventions used in [16]. We recall these here for the reader’s convenience.
• Cu and Cv will denote constant u and v hypersurfaces respectively. When considering a constant
v hypersurface that crosses the event horizon, we will denote the interior and exterior components
of the hypersurface by Cintv and C
ext
v . Similarly, to eliminate ambiguity over whether a constant
u-hypersurface is in the black hole interior or exterior, we will sometimes write Cintu and C
ext
u . We
omit these superscripts when it is clear from context.
• On the constant u-hypersurfaces Cu, integration is always with respect to the measure dv, and on
constant v-hypersurfaces Cv integration is always with respect to the measure du.
• Constant r-hypersurfaces will be denoted γR = {r = R}, and similarly (with slight abuse of
notation), constant r∗-hypersurfaces will be denoted γR∗ = {r∗ = R∗}, where R∗ = r∗(R).
• Unless otherwise stated, constant r-hypersurfaces γr and constant r∗-hypersufaces γr∗ are param-
eterised by the v coordinate and integration is respect to the measure dv.
• In spacetime regions, we integrate with respect to du dv. We emphasise that this is not integration
with respect to the volume form induced from the metric.
• We shall use the notation vR∗(u) to denote the unique value of v such that r∗(u, v) = R∗. So
r∗(u, vR∗(u)) = R∗. We define uR∗(v) similarly. Again with slight abuse of notaion, we shall
sometimes write vR(u) and uR(v) instead of vR∗(u) and uR∗(v) respectively.
1.1.5 Initial Data
We now describe the initial data of interest to us.4 The data shall be prescribed on two transversal null
hypersurfaces, Cext−U0 for some U0 > 0 large enough and C1. In fact, we only prescribe the data on a
4Note that here the term initial data does not refer to data prescribed on the Cauchy hypersurface Σ0. Instead we are
prescribing initial data for solutions defined in the shaded region of Figure 4, as for most of this thesis these solutions are
the solutions with which we work. In Theorem 1.8 we show that one particular solution φsing with initial data as prescribed
in this section can be used to construct a solution on the entire spacetime with smooth and compactly supported data on
Σ0.
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portion of C1, namely (C
ext
1 ∩ {u ≥ −U0}) ∪ ({Cint1 ∩ {u ≤ −1}). So we prescribe data on the surface
S := (Cext1 ∩ {u ≥ −U0}) ∪ ({Cint1 ∩ {u ≤ −1}) ∪ (Cext−U0 ∩ {v ≥ 1}).
These surfaces are shown in bold in Figure 4 below.
Figure 4: The initial data are prescribed on the dark surface S.
We shall be concerned with smooth solutions φ of the wave equation such that there exists some
constant D > 0 such that
sup
C−U0∩{v≥1}
r2
∣∣∂vφ
∂vr
∣∣ ≤ D, sup
C−U0∩{v≥1}
r3
∣∣∂v(rφ)
∂vr
∣∣ ≤ D (9)
and
sup
(Cext1 ∩{u≥−U0})∪(Cint1 ∩{u≤−1})
∣∣∂uφ
∂ur
∣∣ ≤ D, sup
(Cext1 ∩{u≥−U0})∪(Cint1 ∩{u≤−1})
∣∣∂u(rφ)
∂ur
∣∣ ≤ D. (10)
In particular, we will be interested in solutions φ for which
lim
v→∞ r
3∂v(rφ)(−U0, v) exists. (11)
For φ with smooth, spherically symmetric data on S satisfying (9), (10) and (11), we set
L = Lφ := lim
v→∞ r
3∂v(rφ)(−U0, v)−
∫ ∞
−U0
2MΦ(u) du,
where Φ(u) = limv→∞ rφ(u, v). Note that it follows from the results in [6] that this limit exists.
16
1.1.6 The W 1,ploc Space on the Black Hole Interior
For p > 1 we now formally define the W 1,ploc space on the Reissner–Nordstro¨m black hole, to which we
have previously referred. We consider the region {r− ≤ r < r+} as the manifold with boundary
{Interior of Reissner–Nordstro¨m black hole} ∪ CH+,
and recall first the definition of the space W 1,ploc (M) for a general n-dimensional manifold with boundary
M.
Indeed, let ∂M denote the boundary of an n-dimensional manifold with boundary M and suppose
(Uα, ϕα) is an atlas for M. Given a function f : M → R and an open set U ⊆ Uα for some α, the
W 1,p norm of f on U , ‖f‖W 1,p(U), is defined as the sum of the Lp norms of f ◦ ϕ−1α : Rn → R (or
f ◦ϕ−1α : Rn−1×R+ → R if Uα∩∂M 6= ∅) and its coordinate derivatives on ϕα(U). The space W 1,ploc (M)
is defined to be the space of functions f :M→ R such that the W 1,p norm of f on U is finite for every
open U with compact closure such that U ⊂ U ⊂ Uα. In particular, a smooth change of coordinate
system results in an equivalent space.
We now take M to be {r− < r < r+} ∪ CH+. In order to consider M as a manifold with boundary
∂M = CH+, we must find coordinates which are regular at the Cauchy horizon. Following [16], we
specify such coordinates below. Indeed, for v sufficiently large, define V = V (v) to be the solution of the
equation dVdv = e
−2|κ−|v such that V → 1 as v → ∞ (where κ− := r−−r+2r2− < 0 is the surface gravity of
the Cauchy horizon). Also, for u sufficiently large, define U = U(u) to be the solution of dUdu = e
−2|κ−|u
with U → 1 as u→∞. The Cauchy horizon is then given by
CH+ = {U = 1} ∪ {V = 1},
and we may attach this boundary to the interior of the black hole to form a manifold with boundary.
One can easily verify that the metric can be smoothly extended to the boundary CH+.
Let U be a small neighbourhood of some point on the incoming part {V = 1} of the boundary CH+
of M such that U has compact closure. The W 1,p norm of a smooth, spherically symmetric5 solution φ
to (1) is equivalent to (∫
U
(|∂V φ|p + |∂uφ|p + |φ|p) (u, V ) du dV
)1/p
(12)
in the (u, V ) coordinates. However, since e−2|κ−|v ∼ e−2|κ−|r∗ ∼ Ω2 in U (because U is compact),
5It is sufficient for us to consider explicitly the W 1,p norms of spherically symmetric solutions, as to show generic
blow up of solutions, it is enough to find one solution which blows up and the solution which we specify is a spherically
symmetric.
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changing to (u, v) coordinates we have det J = e−2|κ−|v ∼ Ω2 and ∂V φ = e2|κ−|v∂vφ ∼ Ω−2∂vφ in U .
Thus, in (u, v) coordinates (12) is equivalent to the expression
(∫
U
(
1
Ω2p−2
|∂vφ|p + Ω2(|∂uφ|p + |φ|p)
)
(u, v) du dv
)1/p
. (13)
Thus, for the smooth, spherically symmetric solution to satisfy φ ∈ W 1,ploc (M), (13) must be finite for
every such U (as well as a similar statement for the outgoing portion of the Cauchy horizon). On the
other hand, to show a smooth, spherically symmetric solution φ 6∈W 1,ploc (M), it is sufficient to show that
∫
Cu∩{v≥1}
(
1
Ω
)2p−2
|∂vφ|p dv (14)
blows up for all u in some subset of (−∞,∞) with positive measure. However, we actually prove a
stronger result, namely that (14) blows up for every u ∈ (−∞,∞) for smooth, spherically symmetric
solutions φ satisfying (9), (10), (11) and Lφ 6= 0, provided 2
√
e
e+1 < Q < 1.
Remark 1.5. For p > 1, 2p− 2 > 0 and it is easy to see (using l’Hoˆpital’s rule) that
lim
x→∞
(log x)a0
x2p−2
= 0
for any a0 > 0, or in other words x
2p−2 grows faster that (log x)a0 . But in the black hole interior,
Ω2(u, v)→ 0 as v →∞ for any u ∈ (−∞,∞), so 1/Ω(u, v)→∞ as v →∞ (where Ω :=
√
Ω2). It follows
that if ∫
Cu∩{v≥1}
loga0
(
1
Ω
)
|∂vφ|p dv
blows up then so does (14). So, in order to show a smooth, spherically symmetric solution satisfies
φ 6∈W 1,ploc (M), it is sufficient to show that for some a0 > 0
∫
Cu∩{v≥1}
loga0
(
1
Ω
)
|∂vφ|p dv =∞
for all u in some positive measure subset of (−∞,∞). We in fact show that for 2
√
e
e+1 < Q < 1, this
statement holds true for every u ∈ (−∞,∞) for smooth, spherically symmetric solutions φ satisfying (9),
(10), (11) and Lφ 6= 0, so that φ 6∈ W 1,p in any neighbourhood of the incoming future Cauchy horizon
(or, abusing notation slightly, φ 6∈W 1,ploc in any neighbourhood of the incoming future Cauchy horizon).
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1.2 The Main Theorems
In this section, we give precise statements of our two key results, the conditional instability result
(Theorem 1.1) and the instability result for the “near extremal” subrange of subextremal black hole
parameters (Theorem 1.2). We begin with the conditional theorem.
Theorem 1.6 (Conditional Theorem, version 2). Let Σ0 be a complete 2-ended asymptotically flat
Cauchy hypersurface for a subextremal Reissner–Nordstro¨m spacetime with non-vanishing charge. Sup-
pose 1 < p < 2. Then the set of smooth and compactly supported initial data on Σ0 giving rise to solutions
in W 1,ploc near the future Cauchy horizon CH+ has codimension at least 1, unless there is a sequence of
smooth, spherically symmetric solutions φn of (1) such that in the black hole interior
1. ∂uφn = 0 on C1 ∩ {u ≤ −1},
2. ‖∂vφn‖L1(H+∩{v≥1}) =
∫
H+∩{v≥1} |∂vφn| = 1 and
3. ‖∂vφn‖L1(C−1∩{v≥1}) =
∫
C−1∩{v≥1} |∂vφn| ↘ 0.
Remark 1.7. The condition in Theorem 1.6 can be viewed as a statement about the boundedness of
the solution map. Indeed, given smooth, spherically symmetric data (∂vφ|C−1∩{v≥1}, ∂uφ|C1∩{u≤−1}),
then ∂vφ|H+∩{v≥1} is uniquely determined. Define
T : f 7→ Tf
where Tf := ∂vφ|H+∩{v≥1} for the smooth, spherically symmetric solution φ to the wave equation (1)
such that ∂vφ|C−1∩{v≥1} = f and ∂uφ|C1∩{u≤−1} = 0. Then T is a well-defined linear operator and
Theorem 1.6 says that generically solutions blow up in W 1,ploc unless the operator T is unbounded in the
L1 sense, or in other words unless the solution map (the inverse of T ) is not bounded below.
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We now give a precise statement of our main theorem, the instability result “near extremality”.
Theorem 1.8 (Main Theorem, version 2). Let Σ0 be a complete 2-ended asymptotically flat Cauchy
hypersurface for a subextremal Reissner–Nordstro¨m spacetime such that 2
√
e
e+1 < Q < 1. For p > 1, the
set of smooth and compactly supported initial data on Σ0 giving rise to solutions in W
1,p
loc near the future
Cauchy horizon CH+ has codimension at least 1.
We now discuss the proof of Theorem 1.8. We defer discussing the proof of Theorem 1.6 to the end
of this Section (as it relies on the proof of Theorm 1.8).
Proof of Theorem 1.8
The bulk of the work in proving Theorem 1.8 goes into proving the following theorem, which roughly
states that for 1 < p < 2 and 2
√
e
e+1 < Q < 1, a smooth, spherically symmetric solution φ of the wave
equation is singular in the W 1,ploc sense, provided the condition at null infinity Lφ 6= 0 is satisfied.
Theorem 1.9. Assume 2
√
e
e+1 < Q < 1. Suppose 1 < p < 2 and let φ be a solution to the wave equation
(1) with smooth, spherically symmetic data on S satisfying (9), (10) and (11) and such that Lφ 6= 0.
Then, in the black hole interior, φ satisfies
∫ ∞
1
logα(p)
(
1
Ω
)
|∂vφ|p(u, v) dv = +∞
for every u ∈ (−∞,∞) and every α(p) ≥ 4p+ 4.
In order to use this result, we rely on a theorem of Luk–Oh, proved in [16], which asserts that there
is in fact a smooth, spherically symmetric solution satisfying Lφ 6= 0.
Theorem 1.10 (Luk–Oh [16]). For U0 > 0 sufficiently large, there exists a spherically symmetric solution
φsing to (1) (defined on the domain of dependence of C1 ∪ C−U0) with smooth and compactly supported
initial data on C1 and zero data on C−U0 such that
Lφsing 6= 0.
In fact, the support of the initial data φsing|C1 is contained in Cext1 ∩ {−U0 ≤ u ≤ −U0 + 1}.
Combining Theorems 1.9 and 1.10 and Remark 1.5, we arrive at the conclusion that there are smooth,
spherically symmetric solutions to (1) on the domain of dependence of C1 ∪C−U0 which are not in W 1,p
in a neighbourhood of any point of the “incoming” future Cauchy horizon, and hence are not in W 1,ploc (M)
(for 1 < p < 2 and 2
√
e
e+1 < Q < 1). However, we can actually use them to get a stronger result, namely
our instability result, Theorem 1.8, which we prove below.
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Proof of Theorem 1.8. For p = 2, this is the main result of [16], while for p > 2, this follows from the
result for p = 2 and the fact that Lp(U) ⊆ L2(U) for every compact set U . We emphasise that the
restriction 2
√
e
e+1 < Q is not necessary for the case p ≥ 2.
We thus assume 1 < p < 2. Our goal is to show that the quotient of the space of smooth and
compactly supported initial data on Σ0 by the space of smooth and compactly supported initial data on
Σ0 leading to solutions in W
1,p
loc near CH+ has dimension at least 1, or equivalently, that the quotient
space has a non-trivial element. Thus it suffices to show that there exist smooth and compactly supported
initial data on Σ0 leading to a solution with infinite W
1,p norm on a neighbourhood of some point of
CH+ (with compact closure). We show this by specifying a solution φ : M → R such that the initial data
(φ, nΣ0φ)|Σ0 is smooth and compactly supported and such that ‖φ‖W 1,p blows up on a neighbourhood
of every point on CH+.
We use Theorem 1.10 to construct this solution. Indeed, as in [16], we first show that for sufficiently
large U0, there is a smooth solution φ0 of the wave equation (1) in the whole spacetime M with smooth
and compactly supported data on Σ0 such that φ0 = φsing in the exterior region restricted to the future
of Σ0, which we denote by F . Here φsing is the solution from Theorem 1.10. (This is shown in the
proof of Corollary 1.6 of [16], but we repeat the argument here for completeness.) By finite speed of
propagation, it’s enough to prove this property for a particular Cauchy hypersurface. It is convenient
to consider Σ0 spherically symmetric and asymptotic to the {t = 0} hypersurface near each end. We
assume furthermore that Σ0 intersects C2 (and hence also C1) in the black hole interior. We choose U0
large enough so that the segment Cext1 ∩{−U0 ≤ u ≤ −U0 +1} lies in the past of Σ0. Such a hypersurface
Σ0 is illustrated in Figure 5 below. Let χ : R→ R be a smooth, positive cutoff function such that
χ(x) =
 1 if x ≥ 2,0 if x ≤ 1.
We denote by (f, g) the data on Σ0 defined by
(f, g)(p) =

(φsing, nΣ0φsing)(p) if p is in the domain of dependence of C2 ∪ C−U0
χ(v(p)) · (φsing, nΣ0φsing)(p) if 1 ≤ v(p) ≤ 2
(0, 0) otherwise
for p ∈ Σ0. Note that v(p) denotes the v-value of the point p. The Cauchy hypersurface Σ0 necessarily
exits the domain of dependence of C1 ∪ C−U0 , and it follows that (f, g) is compactly supported on Σ0.
Moreover, (f, g) is smooth.6
6The cutoff function χ is introduced so as to ensure smoothness of g at v = 1, as nΣ0φsing need not vanish there.
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Figure 5: The hypersurface Σ0.
Let φ0 : M → R be the solution to the linear wave equation (1) with data (φ0, nΣ0φ0) = (f, g)
on Σ0. By finite speed of propagation together with the support proprties of the initial data for φsing
on C1 ∪ C−U0 , we see that φ0 agrees with φsing in F , and so φ0 is the desired solution. Moreover,
φ0 is spherically symmetric and φ0 ≡ 0 in G, where G is defined to be the domain of dependence of
(Σ0 ∩ I ′) ∪ (Σ0 ∩ II ∩ {v ≤ 1}). G is the shaded region indicated in Figure 5.
Now φ0 = φsing in F and furthermore, for any spherically symmetric solution φ˜, Lφ˜ depends only on
the values of φ˜ in the exterior region F . Hence
Lφ0 = Lφsing 6= 0.
Also, defining L′ to be the analogous quantity to L defined in the exterior region I ′, we have L′φ0 = 0
because φ0 ≡ 0 on the region G.
Moreover, by symmetry, or arguing analogously for the region I ′ ∪ II, we have that there is a
spherically symmetric solution φ′0 : M → R with smooth and compactly supported initial data on Σ0
such that L′φ′0 6= 0 and φ
′
0 ≡ 0 in the region G′ (defined analogously to G), so that Lφ′0 = 0.
Let
φ = φ0 + φ
′
0.
Then φ is a spherically symmetric solution of (1) with smooth and compactly supported initial data on
Strictly speaking we should also use a cutoff to ensure smoothness of g at u = −U0. However, this is not actually necessary
due to the construction of φsing (see Section 5 of [16]). It is easily seen (by choosing the initial data for φsing appropriately)
that φsing may be chosen such that φsing ≡ 0 on [−U0,−U0 + ε]× {v ≥ 1}, so that g is indeed smooth at u = −U0.
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Σ0 and satisfies
Lφ = Lφ0 + Lφ′0 = Lφ0 + 0 6= 0 (15)
and
L′φ = L′φ0 + L′φ′0 = 0 + L
′
φ′0
6= 0. (16)
Due to (15), φ satisfies the hypothesis of Theorem 1.9. Hence
∫ ∞
1
logα(p)
(
1
Ω
)
|∂vφ|p(u, v) dv = +∞
for every u ∈ (−∞,∞) and every α(p) ≥ 4p + 4. Hence, by Remark 1.5, ‖φ‖W 1,p blows up on a
neighbourhood of every point of the “incoming” future Cauchy horizon.
Also, by (16) and by construction of φ, φ also satisfies the analogous result to Theorem 1.9 for region
I ′. It follows that ‖φ‖W 1,p blows up on a neighbourhood of every point of the “outgoing” future Cauchy
horizon. In particular, ‖φ‖W 1,p blows up near every point of the bifurcate future Cauchy horizon, so
φ 6∈W 1,ploc near the future Cauchy horizon, as required.
The proof of our main result, Theorem 1.8, will thus be complete once we prove Theorem 1.9. In the
next Section, Section 1.3, we reduce the task of proving this theorem to proving another result (Theorem
1.13) using a contradiction argument. Then, in Section 1.3.1, we state the two main ingredients in the
proof of Theorem 1.13 and, assuming these two key results, we prove Theorem 1.13. Sections 2 and 3
are devoted to proving the two stated key results, so as to close the proof of Theorem 1.13. Their proofs
are quite involved and require the use of interpolation theory. We give some more details about the
interpolation in Section 1.4 but defer a thorough discussion of interpolation and the proofs of the results
from Interpolation Theory which we shall need to Appendix A. We discuss the proof of the conditional
result Theorem 1.6 in Section 1.4.1, and give the proof in detail at the end of Section 2.
1.3 Proof of Theorem 1.9
We now set about reducing the task of proving Theorem 1.9 to proving a more tractable result. In the
black hole interior, for each u ∈ (−∞,∞), limv→∞ log(1/Ω)(u,v)v has a finite positive value, so proving
Theorem 1.9 is equivalent to proving the following theorem.
Theorem 1.11. Assume 2
√
e
e+1 < Q < 1. Suppose 1 < p < 2 and suppose φ is a solution of wave equation
(1) with smooth, spherically symmetric data on S satisfying (9), (10) and (11) and such that Lφ 6= 0.
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Then, in the black hole interior, φ satisfies
∫ ∞
1
vα(p)|∂vφ|p(u, v) dv = +∞
for every u ∈ (−∞,∞) and every α(p) ≥ 4p+ 4.
The same proof works for any particular value of u ∈ (−∞,∞). Consequently we prove the above
theorem only for the case u = −1 and the general statement follows immediately.
The proof of Theorem 1.11 is by contradiction. Indeed, given φ satisfying the hypothesis of Theorem
1.11, we shall assume ∫ ∞
1
v4p+4|∂vφ|p(−1, v) dv < +∞. (17)
We can then propagate this estimate through the black hole region to the event horizon, and from the
event horizon to the hypersurface r = R in the exterior region (for R > r+ sufficiently large). More
precisely, we use (17) to deduce
∫
γR∩{v≥1}
v3p−1|∂v(rφ)|p < +∞ for any R > r+ sufficiently large. (18)
However, in [16] the authors prove the following theorem.
Theorem 1.12 (Luk–Oh [16]). Suppose φ is a solution of wave equation (1) with smooth, spherically
symmetric data on S satisfying (9), (10) and (11) and such that L 6= 0. Then there exists a large
constant R1 = R1(M) > r+ such that if
sup
γR1∩{u≥1}
u3|φ| ≤ A′ (19)
for some A′ > 0, then there exist R0 = R0(L, A′, D, U0, R1) > R1 and U = U(L, A′, D, U0, ∂v(rφ)|C−U0 )
sufficiently large such that
|∂v(rφ)|(u, v)|γR0∩{u≥U}| ≥
|L|
8
v−3. (20)
Note in particular that we may (and do) assume R1 is large enough that R
∗
1 ≥ 1.
Thus, provided we show that (19) follows from (17), it follows from (20) that
∫
γR0∩{v≥vR0 (U)}
v3p−1|∂v(rφ)|p ≥
( |L|
8
)p ∫
γR0∩{v≥vR0 (U)}
v−1 = +∞,
contradicting (18) with R = R0 > R1. Thus the proof of Theorem 1.11 (and hence of Theorem 1.8) is
complete once we prove the following theorem.
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Theorem 1.13. Assume 2
√
e
e+1 < Q < 1. Let 1 < p < 2 and suppose φ is a solution of wave equation
(1) with smooth, spherically symmetric data on S satisfying (9) and (10). Assume in the interior of the
black hole φ satisfies ∫ ∞
1
v4p+4|∂vφ|p(−1, v) dv = A < +∞ (21)
for some A > 0. Then there exist C1 = C1(A,R1, D, p, φ) > 0 and C2 = C2(A,R,D, p, φ) > 0 such that
sup
γR1∩{v≥1}
v3|φ| ≤ C1 (22)
and for every R > R1 ∫
γR∩{v≥1}
v3p−1|∂v(rφ)|p ≤ C2. (23)
1.3.1 Outline of Proof of Theorem 1.13
The key ingredients in the proof of Theorem 1.13 are the two theorems stated directly below. The first
of these two theorems is an estimate in the black hole interior and is proved in Section 2.
Theorem 1.14. Assume 2
√
e
e+1 < Q < 1, 1 < p < 2 and 0 < θ < 1 are such that
1
p
=
1− θ
1
+
θ
2
.
Let α > 1 be an integer7 and 0 < ε < 1. Then, given a solution φ of the wave equation (1) with smooth,
spherically symmetric data on S satisfying (10), there exists a constant C = C(α, ε, p,D, φ) > 08 such
that in the black hole interior
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ|p ≤ C
(∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p
)
.
The second theorem we shall need relates to the black hole exterior and is proved in Section 3.
Theorem 1.15. Let α, ε > 0 be such that α− (1 + 2ε) > 0 and suppose φ is a solution of wave equation
(1) with smooth, spherically symmetric data on S. Assume 1 < p < 2 and 0 < θ < 1 with
1
p
=
1− θ
1
+
θ
2
.
7We may only consider positive integers α due to the fact that the analogous result for the case p = 2 ([16]), upon which
the proof of Theorem 1.14 relies, is only known to be valid for such α, due to the fact that its proof is by induction. See
Proposition 2.3 for details.
8We remark that it is possible to prove the estimate with a constant that is independent of both D and φ, as in Theorem
1.15. The argument we use to prove Theorem 1.14, however, is crucial to proving the condition in Theorem 1.6, albeit at
the expense of the constant depending on D and φ. See Section 2.2 and Remark 3.9 in Section 3.1.3 for details.
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If R > R1, then there exists C = C(R,α, ε, p) > 0 such that
∫
γR∩{v≥1}
v(α−(1+2ε))
pθ
2 |∂vφ|p ≤ C
(∫
H+∩{v≥1}
v
αpθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
and
∫
γR∩{v≥1}
v(α−(1+2ε))
pθ
2 |∂uφ|p ≤ C
(∫
H+∩{v≥1}
v
αpθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
.
Proving these two theorems is the main challenge faced in proving Theorem 1.13 and hence our main
result, Theorem 1.8. Indeed, their proofs form the bulk of the remainder of this thesis. Both proofs make
use of interpolation theory to deduce the desired estimates. We begin by proving “endpoint estimates”,
namely analogous estimates to those of the theorems for the cases p = 1 and p = 2, directly by analysis
of the wave equation (1) in spherical symmetry in the interior and exterior regions separately. We then
appeal to the K-method of real interpolation to allow us to deduce the desired “intermediate estimates”
for 1 < p < 2. More details are given in Section 1.4.
In addition to the theorems above, we need two more results about the black hole exterior to complete
the proof of Theorem 1.13, though, unlike the theorems stated above, their proofs are straightforward
and can be found in Section 3.2. We state these results directly below.
Proposition 1.16. Assume p > 1. Suppose φ is a solution of wave equation (1) with smooth, spherically
symmetric data on S satisfying (9) and (10) and let R > r+ be such that R
∗ ≥ 1. Then there exist
C = C(R,φ, p) > 0 and C˜ = C˜(R, p) such that
(∫
γR∩{v≥1}
v3p−1|φ|p
)1/p
≤ C + C˜
(∫
γR∩{v≥1}
v4p|∂uφ|p
)1/p
+
(∫
γR∩{v≥1}
v4p|∂vφ|p
)1/p .
Proposition 1.17. Assume p > 1. Suppose R > r+ is such that R
∗ ≥ 1. Then, given a solution φ of
the wave equation (1) with smooth, spherically symmetric data on S satisfying (9) and (10), there exists
C = C(R, p) > 0 such that
sup
γR∩{v≥R∗}
v3|φ| ≤ C
(∫
γR∩{v≥1}
v4p|∂uφ|p
)1/p
+
(∫
γR∩{v≥1}
v4p|∂vφ|p
)1/p .
We now give the proof of Theorem 1.13 making use of Theorem 1.14, Theorem 1.15, Proposition 1.16
and Proposition 1.17. Then the remainder of this work is devoted to proving these results, so as to close
the proof of Theorem 1.13 and hence Theorem 1.8.
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Proof of Theorem 1.13. We begin by showing (23). Let R > R1 so R
∗ ≥ R∗1 ≥ 1 (since r∗ is increasing
in r on the exterior region). For brevity, set γ˜R = γR ∩ {v ≥ 1}. Then, setting Ω2R = Ω2(r = R), by the
product rule we have
(∫
γR∩{v≥1}
v3p−1|∂v(rφ)|p dv
)1/p
≤ 2
(∫
γ˜R
v3p−1(rp|∂vφ|p + |∂vr|p|φ|p) dv
)1/p
≤ 2R
(∫
γ˜R
v3p−1|∂vφ|p dv
)1/p
+ 2Ω2R
(∫
γ˜R
v3p−1|φ|p dv
)1/p
≤ 2R
(∫
γ˜R
v4p|∂vφ|p dv
)1/p
+ 2Ω2R
(∫
γ˜R
v3p−1|φ|p dv
)1/p
.
Using Proposition 1.16 to estimate the last term on the right hand side yields
(∫
γ˜R
v3p−1|∂v(rφ)|p dv
)1/p
≤ C + C˜
((∫
γ˜R
v4p|∂uφ|p
)1/p
+
(∫
γ˜R
v4p|∂vφ|p
)1/p)
, (24)
where C = C(R,φ, p) and C˜ = C˜(R, p). We need to control the right hand side.
To this end, fix ε0 < 1. Then, choosing α and ε such that ε = ε0/2 and (α − (1 + 2ε))pθ2 = 4p, the
first inequality of Theorem 1.15 yields
∫
γ˜R
v4p|∂vφ|p ≤ C
(∫
H+∩{v≥1}
v4p+(1+ε0)
pθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
≤ C
(∫
H+∩{v≥1}
v4p+2|∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
, (25)
where C = C(R,α, ε, p) = C(R, p). Note that we have used that 4p + (1 + ε0)
pθ
2 < 4p + 2
pθ
2 < 4p + 2.
Similarly, the second inequality of Theorem 1.15 gives
∫
γ˜R
v4p|∂uφ|p ≤ C
(∫
H+∩{v≥1}
v4p+2|∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
, (26)
where C = C(R, p).
Set
γ0 :=
 4p+ 2 if (4p+ 2)
2
pθ 6∈ Z
4p+ 2 + pθ3 if (4p+ 2)
2
pθ ∈ Z
,
so that γ0 ≥ 4p+ 2 and 2pθγ0 6∈ Z. Then combining (24) with (25) and (26) we have
(∫
γ˜R
v3p−1|∂v(rφ)|p
)1/p
≤ C + C ′
(∫
H+∩{v≥1}
vγ0 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)1/p
, (27)
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for C = C(R,φ, p) and C ′ = C ′(R, p).
Again we need to control the right hand side. Due to the assumption (10) on the initial data, the
Cext1 integral is bounded, so it remains to bound the H+ integral, and this is achieved using Theorem
1.14. Set α = d 2pθγ0e and ε = d 2pθγ0e − 2pθγ0. Then α ∈ Z, α ≥ γ0 ≥ 4p+ 2 > 1 since p > 1. Moreover,
since 2pθγ0 6∈ Z, it follows that 0 < ε < 1. Note α − ε = 2pθγ0 =⇒ (α − ε)pθ2 = γ0, and so by Theorem
1.14 we have
∫
H+∩{v≥1}
vγ0 |∂vφ|p ≤ C
(∫ ∞
1
vγ0+ε
pθ
2 |∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
|∂uφ|p
Ωpθ
)
≤ C
(∫ ∞
1
vγ0+1|∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p
)
≤ C
(∫ ∞
1
v4p+4|∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p
)
for some C(α, ε, p,D, φ) = C(p,D, φ) > 0, since γ0 < 4p+ 3 by definition.
Thus, substituting the last inequality into (27), we have
(∫
γ˜R
v3p−1|∂v(rφ)|p
)1/p
≤ C + C
(∫ ∞
1
v4p+4|∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p
+
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)1/p
≤ C(A,R,D, p, φ)
by (21) and (10). Indeed, as p = 22−θ , we have
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p =
∫
Cext1 ∩{u≥uR(1)}
∣∣∣∣∂uφΩ2
∣∣∣∣p Ωp(2−θ) ≤ Dp ∫
Cext1 ∩{u≥uR(1)}
Ω2
= Dp
∫ ∞
uR(1)
(−∂ur)(u, 1) du
≤ Dp(R− r+),
and
∫
Cint1 ∩{u≤−1} Ω
−pθ|∂uφ|p can be estimated similarly.
It remains now to prove (22). We have
sup
γR1∩{v≥1}
v3|φ| ≤ sup
γR1∩{1≤v≤R∗1}
v3|φ|+ sup
γR1∩{v≥R∗1}
v3|φ|
≤ C(R1, φ) + sup
γR1∩{v≥R∗1}
v3|φ|, (28)
and we use Proposition 1.17 (with R = R1) to estimate the second term on the right hand side. This
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yields
sup
γR1∩{v≥R∗1}
v3|φ| ≤ C
(∫
γR1∩{v≥1}
v4p|∂uφ|p
)1/p
+
(∫
γR1∩{v≥1}
v4p|∂vφ|p
)1/p , (29)
where C = C(R1, p). Now, arguing exactly as before (for the proof of (23)), we can estimate the right
hand side of (29) by
C(R1, p,D, φ)
(∫ ∞
1
v4p+4|∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)1/p
≤ C(A,R1, D, p, φ)
for some C(A,R1, D, p, φ) > 0. Thus by (28)
sup
γR1∩{v≥1}
v3|φ| ≤ C(R1, φ) + C(A,R1, D, p, φ),
which proves (22).
The above proof will be complete once we prove Theorem 1.14, Theorem 1.15, Proposition 1.16 and
Proposition 1.17. The proofs of the two propositions are straightforward, but to prove Theorem 1.14
and Theorem 1.15 we will need to interpolate L1 and L2-type estimates for the derivative of φ in order
to deduce Lp-type estimates. For this, we will need some tools from interpolation theory.
Remark 1.18. We remark that the only place in the proof of Theorem 1.13 where we needed the
parameter restriction 2
√
e
e+1 < Q < 1 was Theorem 1.14. The rest of the above proof is valid for 0 < Q < 1,
namely on any subextremal Reissner–Nordstro¨m spacetime with non-vanishing charge.
1.4 Interpolation
As noted above, proving Theorems 1.14 and 1.15 requires us to prove inequalities of the form
∫
γR∩{v≥1}
v(α−(1+2ε))
pθ
2 |∂vφ|p ≤ C
(∫
H+∩{v≥1}
v
αpθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
(30)
and
∫
γR∩{v≥1}
v(α−(1+2ε))
pθ
2 |∂uφ|p ≤ C
(∫
H+∩{v≥1}
v
αpθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
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in the black hole exterior for R > R1, and
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ|p ≤ C
(∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p
)
in the black hole interior (so long as 2
√
e
e+1 < Q < 1), where α ∈ N, α > 1, 1 < p < 2, 0 < θ < 1 and
1
p
=
1− θ
1
+
θ
2
.
For the case p = 2 (θ = 1), similar inequalities are proved directly in [16], but the arguments given
there do not generalise to the case 1 < p < 2. The reason is chiefly because the exponent p = 2 allows
one to deduce positivity of tems where it occurs, and hence deduce desirable inequalities. However, this
is of course no longer true when p 6= 2, and so a different strategy is needed to deduce the more general
Lp-type estimates above.
Our strategy is to use real interpolation to establish these estimates. Namely, we prove endpoint
estimates, that is estimates for the cases p = 1 and p = 2 (some of which are already established in [16],
some of which we prove), and appeal to real interpolation to deduce the intermediate estimates with
1 < p < 2.
For instance, in order to prove (30), we first prove the corresponding estimates for p = 1 (and θ = 0)
and for p = 2 (and θ = 1), that is we prove
∫
γR∩{v≥1}
|∂vφ| ≤ C
(∫
H+∩{v≥1}
|∂vφ|+
∫
Cext1 ∩{u≥uR(1)}
|∂uφ|
)
and ∫
γR∩{v≥1}
vα−(1+2ε)(∂vφ)2 ≤ C
(∫
H+∩{v≥1}
vα(∂vφ)
2 +
∫
Cext1 ∩{u≥uR(1)}
(
∂uφ
Ω
)2)
.
As we will show later, these two estimates amount to showing that an operator T mappring
T : (∂vφ|H+∩{v≥1}, ∂uφ|Cext1 ∩{u≥uR(1)}) 7→ ∂vφ|γR∩{v≥1}
is bounded in both a L1 and a weighted L2 sense. It then follows from the theory of real interpolation
that this operator is bounded in a weighted Lp sense, namely (30).
Background information on the K-method of real interpolation and proofs of the results we shall use
are included in Appendix A. Note that standard terminology, notation and conventions from Interpolation
Theory introduced there will be used throughout the remainder of this work.
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1.4.1 Remarks on the Proof of Theorem 1.6
Recall that Theorem 1.6 asserts generic W 1,ploc blow up of solutions to (1) for the full subextremal range
of black hole parameters with not vanishing charge unless the solution map is not bounded below. On
the other hand, Theorem 1.8 guarantees the generic W 1,ploc blow up of solutions for the parameter range
2
√
e
e+1 < Q < 1. Thus, in order to prove the conditional instability result Theorem 1.6, we examine the
proof of Theorem 1.8 to identify where the proof does not work for the full parameter range and this
yields the desired condition which prevents us from deducing instability for 0 < Q ≤ 2
√
e
e+1 .
Notice that the only part of the proof of Theorem 1.8 that does not hold for the full range 0 < Q < 1
is Theorem 1.9, and in turn the only part of the proof of Theorem 1.9 that does not hold for the full
range is Theorem 1.14, namely an estimate in the black hole interior. As mentioned above, Theorem 1.14
is proved using interpolation theory: we establish analogous estimates to those in Theorem 1.14 for the
cases p = 1 and p = 2 in Section 2. While the estimate for p = 2 holds for all subextremal parameters
with non-vanishing charge 0 < Q < 1, the estimate for p = 1 does not. We succeed in establishing this
black hole interior L1-type estimate only for the parameter range 2
√
e
e+1 < Q < 1. We note that if we
could extend the L1-type estimate to the case 0 < Q ≤ 2
√
e
e+1 , then we could deduce W
1,p
loc instability for
this range exactly as for the case 2
√
e
e+1 < Q < 1. If the L
1 estimates do not hold for this range however,
then our method of proof does not guarantee instability. We therefore conclude W 1,ploc instability unless
the L1 estimate is false, precisely the condition given in Theorem 1.6. We give the proof of Theorem
1.6 in detail in Section 2.2, after the proof of the interior Lp estimate for the case 2
√
e
e+1 < Q < 1, namely
Theorem 1.14.
Outline
In the next Section, Section 2, we consider the black hole interior and prove the necessary L1 and L2-type
estimates for this region. We then use real interpolation to conclude Theorem 1.14. We also give the
proof of the conditional instability result, Theorem 1.6.
In Section 3, the focus is the black hole exterior. Here we prove the relevant L1 and L2 estimates
for the exterior region and then interpolate between them to deduce Theorem 1.15. We also prove
Propositions 1.16 and 1.17 and thus close the proof of Theorem 1.13.
Appendix A is devoted to the K-method of real interpolation, and discusses all the background
material needed to employ it in the proofs of Theorems 1.14 and 1.15. Finally, Appendix B contains the
proof of a technical lemma needed for the proof of Theorem 1.14.
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2 Estimates in the Black Hole Interior
Recall that in order to close the proof of Theorem 1.13, we need to prove Theorem 1.14, Theorem 1.15,
Proposition 1.16 and Proposition 1.17. The latter three are results pertaining to the black hole exterior,
and we defer their proofs to the next section, and now focus on proving Theorem 1.14, which relates to
the black hole interior.
2.1 Proof of Theorem 1.14
In this section, we prove Theorem 1.14, which we restate here for convenience.
Theorem. Assume 2
√
e
e+1 < Q < 1, 1 < p < 2 and 0 < θ < 1 are such that
1
p
=
1− θ
1
+
θ
2
.
Let α > 1 be an integer and 0 < ε < 1. Then, given a solution φ of the wave equation (1) with smooth,
spherically symmetric data on S satisfying (10), there exists a constant C = C(α, ε, p,D, φ) > 0 such
that in the black hole interior
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ|p ≤ C
(∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
|∂uφ|p
Ωpθ
)
.
Notice that this is a result about the black hole interior, and so for the rest of this section we shall be
working in the coordinate system for the interior region introduced in Section 1.1.2.
In [16], Luk–Oh proved an analogous result for the case p = 2. As mentioned above, the direct
argument they used to establish the L2-type estimate does not go through to the case 1 < p < 2, and so
to prove the Lp-type estimate, we instead prove an L1-type estimate and interpolate between this and
the L2-type estimate of [16].
In the next subsection we establish the L1-type estimate. Then we give the statement of the L2-type
estimate deduced in [16] and provide a proof (as the structure of the estimate was not explicitly stated
in [16] as it was only necessary to establish finiteness there). Finally, we interpolate between the L1 and
L2 estimates to deduce the required Lp-type estimate above.
2.1.1 L1 Estimates
The L1-type estimates that we need are proved using ideas from the proof of Proposition 13.1 of [5].
Proposition 2.1. Suppose 2
√
e
e+1 < Q < 1 and let φ be a solution of the wave equation (1) with smooth,
spherically symmetric data on S. Then there exists C > 0 (depending only on the spacetime parameters)
32
such that ∫
H+∩{v≥1}
|∂vφ| ≤ C
(∫ ∞
1
|∂vφ|(−1, v) dv +
∫
Cint1 ∩{u≤−1}
|∂uφ|
)
. (31)
Proof. Recall from (5) that in the black hole interior we have λ = ∂vr = −Ω2 ≤ 0 and ν = ∂ur = −Ω2 ≤
0. Note that we are in spherical symmetry and may rewrite the wave equation (6) as
∂u(r∂vφ) = −λ∂uφ.
For each v ≥ 1, we integrate over [u,−1]× {v} to deduce
r|∂vφ|(u, v) ≤ r|∂vφ|(−1, v) +
∫ −1
u
|λ∂uφ| du,
and hence
sup
u∈[−∞,−1]
r|∂vφ|(u, v) ≤ r|∂vφ|(−1, v) +
∫ −1
−∞
|λ|
r
r|∂uφ| du.
Integrating over v ∈ [1,∞) gives
∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ|(u, v) dv ≤
∫ ∞
1
r|∂vφ|(−1, v) dv +
∫ ∞
1
∫ −1
−∞
|λ|
r
r|∂uφ| du dv.
But
∫ ∞
1
∫ −1
−∞
|λ|
r
r|∂uφ| du dv ≤ sup
u∈[−∞,−1]
∫ ∞
1
|λ|
r
dv
∫ −1
−∞
sup
v∈[1,∞)
r|∂uφ| du
= sup
u∈[−∞,−1]
∫ ∞
1
−∂vr
r
dv
∫ −1
−∞
sup
v∈[1,∞)
r|∂uφ| du
≤ log r+
r−
∫ −1
−∞
sup
v∈[1,∞)
r|∂uφ| du,
and hence
∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ|(u, v) dv ≤
∫ ∞
1
r|∂vφ|(−1, v) dv + log r+
r−
∫ −1
−∞
sup
v∈[1,∞)
r|∂uφ| du. (32)
Similarly, however, we may write the wave equation (6) as
∂v(r∂uφ) = −ν∂vφ.
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For each u ≤ −1, we integrate over {u} × [1, v′] to get
r|∂uφ|(u, v′) ≤ r|∂uφ|(u, 1) +
∫ v′
1
|ν∂vφ| dv.
Hence, taking the supremum over v′ ≥ 1 and integrating with respect to u yields
∫ −1
−∞
sup
v∈[1,∞)
r|∂uφ|(u, v) du ≤
∫ −1
−∞
r|∂uφ|(u, 1) du+
∫ −1
−∞
∫ ∞
1
|ν∂vφ| dv du.
Now,
∫ −1
−∞
∫ ∞
1
|ν∂vφ| dv du ≤ sup
v∈[1,∞]
∫ −1
−∞
|ν|
r
du
∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ| dv
≤ sup
v∈[1,∞]
∫ −1
−∞
−∂ur
r
du
∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ| dv
≤ log r+
r−
∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ| dv,
so ∫ −1
−∞
sup
v∈[1,∞)
r|∂uφ|(u, v) du ≤
∫ −1
−∞
r|∂uφ|(u, 1) du+ log r+
r−
∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ| dv.
Combining this with (32) yields
∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ|(u, v) dv ≤
∫ ∞
1
r|∂vφ|(−1, v) dv + log r+
r−
∫ −1
−∞
r|∂uφ|(u, 1) du
+
(
log
r+
r−
)2 ∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ| dv.
Thus, provided (log r+r− )
2 < 1 (or equivalently log r+r− < 1, as r+ > r−), we have
∫ ∞
1
sup
u∈[−∞,−1]
r|∂vφ|(u, v) dv ≤ C
(∫ ∞
1
r|∂vφ|(−1, v) dv +
∫ −1
−∞
r|∂uφ|(u, 1) du
)
for some C > 0 depending only on r+, r− (and hence only on the spacetime parameters). Thus
∫ ∞
1
r|∂vφ|(−∞, v) dv ≤ C
(∫ ∞
1
r|∂vφ|(−1, v) dv +
∫ −1
−∞
r|∂uφ|(u, 1) du
)
,
which gives the desired inequality as r− ≤ r(u, v) ≤ r+ in the black hole interior.
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Now, recalling that Q := |q|M , we see that
log
r+
r−
< 1 ⇐⇒ M +
√
M2 − q2
M −
√
M2 − q2 < e ⇐⇒
(M +
√
M2 − q2)2
M2 − (M2 − q2) < e
⇐⇒ M +
√
M2 − q2
|q| <
√
e
⇐⇒ 1
Q
+
√
1
Q2
− 1 < √e
⇐⇒ Q > 2
√
e
e+ 1
,
so (31) holds for 2
√
e
e+1 < Q < 1, as desired.
Remark 2.2. We emphasise that this is the only point in the entire proof of Theorem 1.8 that we need
the assumption log r+r− < 1 or equivalently
2
√
e
e+1 < Q < 1.
2.1.2 L2 Estimates
We now give the L2 type estimate which we shall need.
Proposition 2.3. Let α > 0 be an integer and 0 < ε < 1. Then, given a solution φ of the wave equation
(1) with smooth, spherically symmetric data on S, there exists C = C(α, ε) > 0 such that
∫
H+{v≥1}
vα−ε(∂vφ)2 ≤ C
(∫ ∞
1
vα(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) . (33)
This result is proved in [16], though it is not formulated in the form we have stated it above: in
[16] the aim was to show that the left hand side of (33) can be bounded under suitable conditions, so
the form of the right hand side was not important. For us however, the form of the right hand side of
the estimate is of crucial importance (as we intend to interpolate between it and the L1 estimate of the
previous section). Consequently, we provide the proof below so as to emphasise the form of the estimate,
but we stress that the proof is taken from [16] (in particular Propositions 4.5 and 4.6 of [16]). Before
giving the proof however we introduce some notation and definitions from [16] that will be needed.
Given τ ≥ 1, we set
Γ(1)τ = {(−τ, v) : v ≥ τ}
and
Γ(2)τ = {(u, τ) : u ≤ −τ}.
For 1 ≤ τ ≤ τ ′, we define
H+(τ, τ ′) = H+ ∩ {τ ≤ v ≤ τ ′}
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and
CH+(τ, τ ′) = CH+ ∩ {−τ ′ ≤ u ≤ −τ}.
We denote by D(τ, τ ′) the spacetime region enclosed by Γ(1)τ , Γ(2)τ , H+(τ, τ ′), CH+(τ, τ ′), Γ(1)τ ′ and Γ(2)τ ′ .
These objects are illustrated in the Penrose diagram below.
Figure 6: The region D(τ, τ ′).
Finally, we let χ1 and χ2 be smooth cutoff functions near the Cauchy horizon and the event horizon
respectively, given by
χ1(r) :=
 1 if r− ≤ r ≤ r
(1)
0 if r ≥ r(1) + (r(1) − r−)
for r(1) > r−
and
χ2(r) :=
 1 if r
(2) ≤ r ≤ r+
0 if r ≤ r(2) − (r+ − r(2))
for r(2) < r+.
We state Proposition 4.5 of [16] directly below as the proof of Propostion 2.3 relies on it.
Proposition 2.4. Let 1 ≤ τ ≤ τ ′ and let φ be a smooth, spherically symmetric solution of the wave
equation (1). Then for every β ≥ 0, there exists a constant C = C(β) > 0 such that if r(1) and r(2) are
sufficiently close to r− and r+ (independently of β), then
∫
Γ
(1)
τ′
(
1 + χ1(r) log
β(
1
Ω
)
)
(∂vφ)
2 +
∫
Γ
(2)
τ′
Ω−2(∂uφ)2 +
∫
CH+(τ,τ ′)
(∂uφ)
2 +
∫
H+(τ,τ ′)
(∂vφ)
2
+
∫∫
D(τ,τ ′)
(
Ω2 + βχ1(r) log
β−1(
1
Ω
)
)
(∂vφ)
2 +
(
Ω2 + χ2(r)Ω
−2) (∂uφ)2
≤ C
(∫
Γ
(1)
τ
(
1 + χ1(r) log
β(
1
Ω
)
)
(∂vφ)
2 +
∫
Γ
(2)
τ
Ω−2(∂uφ)2
)
. (34)
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We may now give the proof of Proposition 2.3.
Proof of Proposition 2.3. First, note that there exists V = V (ε) > 1 such that vε ≥ log2(1 + v)∀v ≥ V ,
and so
∫
H+{v≥1}
vα−ε(∂vφ)2 =
∫ V
1
vα−ε(∂vφ)2(−∞, v) dv +
∫ ∞
V
vα−ε(∂vφ)2(−∞, v) dv
≤ max
v∈[1,V ]
(
log2(1 + v)
v
)∫ V
1
vα
log2(1 + v)
(∂vφ)
2(−∞, v) dv
+
∫ ∞
V
vα
log2(1 + v)
(∂vφ)
2(−∞, v) dv
≤ C(V, ε)
∫
H+∩{v≥1}
vα
log2(1 + v)
(∂vφ)
2.
Thus it will be sufficitent for us to show that we can control
∫
H+∩{v≥1}
vα
log2(1 + v)
(∂vφ)
2
by the right hand side of (33)
We show this by first showing that
τα
∫
H+(τ,∞)
(∂vφ)
2 ≤ C
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) (35)
for τ ≥ 1, where C = C(α) > 0. To see this, we prove the statement
τn
∫
H+(τ,∞)
(∂vφ)
2 +
n∑
j=0
(α− j)τ j
∫∫
D(τ,∞)
(
χ1(r) log
α−j−1(
1
Ω
)
)
(∂vφ)
2
+τn
∫∫
D(τ,∞)
χ2(r)Ω
−2(∂uφ)2 + τn
∫∫
D(τ,∞)
Ω2
(
(∂vφ)
2 + (∂uφ)
2
) ≤ In (36)
for n = α and τ ≥ 1, where
In = Cn(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2)
by induction on n. Note that (35) follows immediately from (36) with n = α.
For n = 0, this follows from Proposition 2.4. Indeed, when n = 0, the left hand side of (36) reduces
to
∫
H+(τ,∞)
(∂vφ)
2 +
∫∫
D(τ,∞)
(
Ω2 + αχ1(r) log
α−1(
1
Ω
)
)
(∂vφ)
2 +
∫∫
D(τ,∞)
(
Ω2 + χ2(r)Ω
−2) (∂uφ)2,
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which by Proposition 2.4 with β = α (and sending τ ′ →∞) is bounded by
C
(∫
Γ
(1)
τ
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2 +
∫
Γ
(2)
τ
Ω−2(∂uφ)2
)
,
where C = C(α) > 0. But by Proposition 2.4 (with τ = 1 and τ ′ = τ), this in turn is bounded by
I0 = C˜(α)
(∫
Γ
(1)
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2 +
∫
Γ
(2)
1
Ω−2(∂uφ)2
)
= C0(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) ,
as desired, so (36) holds for n = 0.
Now, for the sake of induction, assume (36) holds for n = 0, 1, . . . , n0 − 1 for some positive integer
n0 ≤ α. Then by the pigeonhole principle, for every k ∈ N ∪ {0} there exists τk ∈ [2k, 2k+1] such that
∫
Γ
(1)
τk
(
(
Ω2 + (α− n0 + 1)χ1(r) logα−n0( 1
Ω
)
)
(∂vφ)
2 + Ω2(∂uφ)
2)
+
∫
Γ
(2)
τk
(
(
Ω2 + χ2(r)Ω
−2) (∂uφ)2 + Ω2(∂vφ)2) ≤ CIn0−1τ−n0k , (37)
for some absolute constant C > 0. Now, the right hand side of (34) with β = α − n0 and τ = τk is
bounded by a constant times the left hand side of (37) (where the constant may depend on n0 but is
independent of τk). Thus by Proposition 2.4 with β = α− n0, τ = τk and τ ′ = 4τk, we have
∫
H+(τk,4τk)
(∂vφ)
2 +
∫∫
D(τk,4τk)
(α− n0)χ1(r) logα−n0−1( 1
Ω
)(∂vφ)
2
+
∫∫
D(τk,4τk)
χ2(r)Ω
−2(∂uφ)2 +
∫∫
D(τk,4τk)
Ω2((∂vφ)
2 + (∂uφ)
2) ≤ Cn0 · CIn0−1τ−n0k . (38)
Also, by the inductive hypothesis, namely (36) with n = n0 − 1 and τ = τk, we have
n0−1∑
j=0
(α− j)τ jk
∫∫
D(τk,4τk)
χ1(r) log
α−j−1(
1
Ω
)(∂vφ)
2
≤
n0−1∑
j=0
(α− j)τ jk
∫∫
D(τk,∞)
χ1(r) log
α−j−1(
1
Ω
)(∂vφ)
2 ≤ In0−1. (39)
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Multiplying (38) by τn0k and summing the result with (39) yields
τn0k
∫
H+(τk,4τk)
(∂vφ)
2 +
n0∑
j=0
(α− j)τ jk
∫∫
D(τk,4τk)
χ1(r) log
α−j−1(
1
Ω
)(∂vφ)
2
+τn0k
∫∫
D(τk,4τk)
χ2(r)Ω
−2(∂uφ)2 + τn0k
∫∫
D(τk,4τk)
Ω2
(
(∂vφ)
2 + (∂uφ)
2
)
≤ Cn0 · CIn0−1 + In0−1
= C˜n0In0−1.
Now, τk ∈ [2k, 2k+1] for each integer k ≥ 0 inplies [2k+1, 2k+2] ⊆ [τk, 4τk], and hence
τn0k
∫
H+(2k+1,2k+2)
(∂vφ)
2 +
n0∑
j=0
(α− j)τ jk
∫∫
D(2k+1,2k+2)
χ1(r) log
α−j−1(
1
Ω
)(∂vφ)
2
+τn0k
∫∫
D(2k+1,2k+2)
χ2(r)Ω
−2(∂uφ)2 + τn0k
∫∫
D(2k+1,2k+2)
Ω2
(
(∂vφ)
2 + (∂uφ)
2
)
≤ C˜n0In0−1. (40)
Summing up these bounds for k ≥ 0 and using Proposition 2.4 and the inductive hypothesis for the
interval τ ∈ [1, 2] yields the desired estimate (36) with n = n0. To see this, consider for instance
τn0
∫
H+(τ,∞)
(∂vφ)
2, τ ≥ 1.
There exists a unique integer l ≥ 1 such that τ ∈ [2l−1, 2l). If l ≥ 2 (τ ≥ 2), then by (40)
τn0
∫
H+(τ,∞)
(∂vφ)
2 = τn0
∫
H+(τ,2l)
(∂vφ)
2 + τn0
∞∑
m=l−1
∫
H+(2m+1,2m+2)
(∂vφ)
2
≤
(
τ
τl−2
)n0
τn0l−2
∫
H+(2l−1,2l)
(∂vφ)
2 +
∞∑
m=l−1
(
τ
τm
)n0
τn0m
∫
H+(2m+1,2m+2)
(∂vφ)
2
≤ 4n0τn0l−2
∫
H+(2l−1,2l)
(∂vφ)
2 +
∞∑
m=l−1
(
2l
2m
)n0
τn0m
∫
H+(2m+1,2m+2)
(∂vφ)
2
= 4n0τn0l−2
∫
H+(2l−1,2l)
(∂vφ)
2 +
∞∑
m=l−1
(
1
2n0
)m−l
τn0m
∫
H+(2m+1,2m+2)
(∂vφ)
2
≤ 4n0C˜n0In0−1 +
∞∑
m=l−1
(
1
2n0
)m−l
C˜n0In0−1
= Cn0In0−1
= C ′n0(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) ,
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since (by the induction hypothesis)
In0−1 = Cn0−1(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) .
On the other hand, if l = 1 (τ ∈ [1, 2)), by the previous case we have
τn0
∫
H+(τ,∞)
(∂vφ)
2 ≤ τn0
∫
H+(τ,2)
(∂vφ)
2 + 2n0
∫
H+(2,∞)
(∂vφ)
2
≤ τn0
∫
H+(1,2)
(∂vφ)
2 + 2n0
∫
H+(2,∞)
(∂vφ)
2
≤ 2n0
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2)
+C˜n0In0−1
= C ′n0(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) ,
where we estimate
∫
H+(1,2)(∂vφ)
2 using Proposition 2.4 (with τ = 1, τ ′ = 2 and β = α).
We conclude that for any τ ≥ 1 we have
τn0
∫
H+(τ,∞)
(∂vφ)
2 ≤ Cn0(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2)
:= In0
and we can treat the other terms on the left hand side of (36) (with n = n0) in the same way. Thus we
conclude that (36) holds with n = n0. So by induction (36) holds for every positive integer n ≤ α. We
have thus established (35), as it is a direct consequence of (36) with n = α.
In particular, it follows from (35) that for any τ ≥ 1
∫
H+(τ,2τ)
τα(∂vφ)
2 ≤ C(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) .
(41)
Now, for v ∈ [2k, 2k+1], log(1 + v) ≥ log(2k) = Ck, so
∫
H+∩{v≥1}
vα
log2(1 + v)
(∂vφ)
2 =
∫
H+(1,2)
vα
log2(1 + v)
(∂vφ)
2 +
∞∑
k=1
∫
H+(2k,2k+1)
vα
log2(1 + v)
(∂vφ)
2
≤ c(α)
∫
H+(1,2)
1α(∂vφ)
2 + C−2
∞∑
k=1
∫
H+(2k,2k+1)
vα
k2
(∂vφ)
2
≤ c(α)
∫
H+(1,2)
1α(∂vφ)
2 + 2αC−2
∞∑
k=1
∫
H+(2k,2k+1)
(2k)α
k2
(∂vφ)
2.
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But setting τ = 2k in (41) for each k ≥ 0, we deduce that
∫
H+∩{v≥1}
vα
log2(1 + v)
(∂vφ)
2
is bounded by
(
c(α) + 2αC−2
∞∑
k=1
1
k2
)
· C(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2)
= C ′(α)
(∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) .
Finally, we note that
∫ ∞
1
(
1 + χ1(r) log
α(
1
Ω
)
)
(∂vφ)
2(−1, v) dv ≤ C
∫ ∞
1
vα(∂vφ)
2(−1, v) dv
because lim
v→∞
v
log 1Ω(−1,v)
> 0, and so
∫
H+∩{v≥1}
vα
log2(1 + v)
(∂vφ)
2 ≤ C(α)
(∫ ∞
1
vα(∂vφ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uφ
Ω
∣∣2) ,
as desired.
2.1.3 Lp Estimates
We are now ready to prove Theorem 1.14. The proof considers an operator which maps smooth, spher-
ically symmetric “data” for the wave equation on the Cauchy horizon transversal null hypersurface
Cint−1 ∩ {v ≥ 1} to a coresponding solution of the wave equation on the event horizon H+ ∩ {v ≥ 1}.
The L1 and L2-type estimates established in the previous sections mean precisely that this operator
is bounded in an appropriate L1 and L2 sense, and we can use real interpolation to deduce that the
operator must also be bounded in an Lp sense, giving the Lp-type estimate we desire. We make use of
arguments from Section 5.5.1 of [1] to calculate the interpolation spaces needed. Note that we will use
the material about the K-method of real interpolation from Appendix A extensively in the coming proof,
and so refer the unfamiliar reader to that Appendix now.
Proof of Theorem 1.14. Let φ be a solution to (1) with smooth, spherically symmetric data on S sat-
isfying (10). Let φ1 and φ2 be smooth solutions to the wave equation in spherical symmetry (6) such
that
∂uφ1|Cint1 ∩{u≤−1} = 0, ∂vφ1|Cint−1 ∩{v≥1} = ∂vφ|Cint−1 ∩{v≥1} (42)
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and
∂uφ2|Cint1 ∩{u≤−1} = ∂uφ|Cint1 ∩{u≤−1}, ∂vφ2|Cint−1 ∩{v≥1} = 0.
Note that φ1 and φ2 are determined up to a constant on (C1 ∩ {u ≤ −1}) ∪ (C−1 ∩ {v ≥ 1}) and hence
φ1 and φ2 are determined up to a constant on {v ≥ 1} ∩ {−∞ ≤ u ≤ −1}. Consequently ∂vφ1 and
∂vφ2 are uniquely determined on H+ ∩ {v ≥ 1}. Furthermore, by linearity and uniqueness, we have
φ = φ1 + φ2 + c on {v ≥ 1} ∩ {−∞ ≤ u ≤ −1} and hence,
∂vφ = ∂vφ1 + ∂vφ2 on {v ≥ 1} ∩ {−∞ ≤ u ≤ −1}.
We claim that there exist C1 = C1(α, ε, p) > 0 and C2 = C2(α, ε, p,D, φ) > 0 such that
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ1|p ≤ C1
∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv (43)
and ∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ2|p ≤ C2
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p. (44)
Once we have proved these two estimates, the result follows immediately because
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ|p ≤ 2P
(∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ1|p +
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ2|p
)
≤ 2pC1
∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv + 2pC2
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p
≤ C
(∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv +
∫
Cint1 ∩{u≤−1}
Ω−pθ|∂uφ|p
)
,
with C = C(α, ε, p,D, φ), as desired.
In order to prove the claim, we first prove (44). Let q = 2/p > 1 and suppose 1/q + 1/q′ = 1. Set
β = (α− ε)pθ2 . Then
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ2|p =
∫
H+∩{v≥1}
vβ |∂vφ2|p
≤
(∫
H+∩{v≥1}
v(β+1+ε0)q|∂vφ2|pq
)1/q (∫
H+∩{v≥1}
v−(1+ε0)q
′
)1/q′
= C(p)
(∫
H+∩{v≥1}
v(β+1+ε0)q|∂vφ2|2
)p/2
.
Now there exists a positive integer γ such that (γ − ε) > (β + 1 + ε0)q, and so by the L2 estimate
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(Proposition 2.3) applied to φ2 we get
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ2|p ≤ C(p)
(∫
H+∩{v≥1}
v(γ−ε)|∂vφ2|2
)p/2
≤ C ′
(∫
C−1∩{v≥1}
vγ |∂vφ2|2 +
∫
C1∩{u≤−1}
∣∣∂uφ2
Ω
∣∣2)p/2
= C ′
(∫
C1∩{u≤−1}
∣∣∂uφ
Ω
∣∣2)p/2 , (45)
where C ′ = C ′(α, ε, p). But
(∫
C1∩{u≤−1}
∣∣∂uφ
Ω
∣∣2)p/2 = (∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
∣∣∂uφ
Ω2
∣∣2−pΩ2+p(θ−2))p/2
≤ D(2−p)p/2
(∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
Ω2+p(θ−2)
)p/2
,
where we have used (10). Also,
1
p
=
1− θ
1
+
θ
2
and hence p = 22−θ . Thus Ω
2+p(θ−2) = Ω0 = 1, and so
(∫
C1∩{u≤−1}
∣∣∂uφ
Ω
∣∣2)p/2 ≤ C(p,D)(∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
)p/2
.
So by (45)
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ2|p ≤ C(α, ε, p,D)
(∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
)p/2
, (46)
We note that
∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
< +∞ because p = 22−θ so
∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
=
∫
C1∩{u≤−1}
∣∣∣∣∂uφΩ2
∣∣∣∣p Ωp(2−θ) ≤ Dp ∫
C1∩{u≤−1}
Ω(2−θ)p
= Dp
∫ −1
−∞
(−∂ur)(u, 1) du
< +∞.
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If
∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
= 0, then (44) is true by (46). Otherwise, we have
∫
H+∩{v≥1}
v(α−ε)
pθ
2 |∂vφ2|p ≤ C(α, ε, p,D)(∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
)1−p/2 ∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
= C(α, ε, p,D, φ)
∫
C1∩{u≤−1}
|∂uφ|p
Ωpθ
,
so (44) holds in this case also.
We now turn our attention to proving (43). The idea is to use the K-method of real interpolation
(see Appendix A) to interpolate between the bounds achieved in Proposition 2.1 and Proposition 2.3
for solutions of the form φ1 (i.e, for solutions with ∂uφ1 = 0 on C1 ∩ {u ≤ −1}) to deduce the desired
estimate. For clarity, set p0 = 1 and p1 = 2, so that
1
p
=
1− θ
p0
+
θ
p1
.
We split the argument into several steps.
Step 1: First of all, we need to define the compatible couples we wish to interpolate between. Given a
postitve, measurable function w : [1,∞)→ (0,∞) and q ≥ 1, we set
Aq(w) := L
q
w([1,∞)).
In particular,
‖f‖Aq(w) =
(∫ ∞
1
w(v)|f |q(v) dv
)1/q
.
Then, given positive, measurable functions w0, w1 : [1,∞)→ (0,∞), define
A0 = Ap0(w0) and A1 = Ap1(w1)
so
‖f‖Aj =
(∫ ∞
1
wj(v)|f |pj (v) dv
)1/pj
, j = 0, 1.
Similarly for a postitve, measurable function ω : [1,∞)→ (0,∞) and q ≥ 1, we set
Bq(ω) := L
q
ω([1,∞)),
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so
‖f‖Bq(ω) =
(∫ ∞
1
ω(v)|f |q(v) dv
)1/q
.
Then, given positive, measurable functions ω0, ω1 : [1,∞)→ (0,∞), define
B0 = Bp0(ω0) and B1 = Bp1(ω1)
so
‖f‖Bj =
(∫ ∞
1
ωj(v)|f |pj (v) dv
)1/pj
, j = 0, 1.
Finally, let A and B denote the compatible couples A = (A0, A1) and B = (B0, B1).
Step 2: Suppose S : A→ B is a linear operator. Recall from Section A.1 this means (with slight abuse
of notation) that, S : A0 +A1 → B0 +B1 and moreover, S : Aj → Bj and is bounded, with norm ‖S‖j
say, for j = 0, 1. Recalling that
1
p
=
1− θ
p0
+
θ
p1
=
1− θ
1
+
θ
2
,
it follows from Theorem A.5 (with q = p and θ = θ) that
S : Aθ,p → Bθ,p is bounded with norm ‖S‖θ,p ≤ ‖S‖1−θ0 ‖S‖θ1.
In order to make use of this result, we will need to identify appropriate weights w0, w1, ω0 and ω1 and a
bounded operator T : Aj → Bj . This is where the L1 and L2 estimates proved in the previous sections
will come in. We will also need to understand the spaces Aθ,p and Bθ,p and this is our next task.
Step 3: We show that
Aθ,p := (A0, A1)θ,p = (Ap0(w0), Ap1(w1))θ,p = Ap(w),
with equivalent norms, where
w = w
p 1−θp0
0 w
p θp1
1 .
The proof of this fact is sketched in Theorem 5.5.1 of [1], though we present the proof in full detail.
Indeed, set ρ0 = p0, ρ1 = p1, η =
θp
p1
∈ (0, 1) and r = 1. Now 1− η = 1− θpp1 = ( 1p − θp1 )p = 1−θp0 p, and it
follows that ρ := (1− η)ρ0 + ηρ1 = p and q := ρr = p. Then by the Power Theorem (Theorem A.6) we
have
((A0, A1)θ,p)
p
= (Ap00 , A
p1
1 )η,1 (47)
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with equivalent quasinorms. For brevity we set X = (Ap00 , A
p1
1 )η,1. For f ∈ Ap00 +Ap11 , we have
‖f‖X =
∫ ∞
0
(
t−ηK(t, f ;Ap00 , A
p1
1 )
)1 dt
t
=
∫ ∞
0
t−η( inf
f=f0+f1
fi∈Lpiwi ([1,∞))
[
‖f0‖Ap00 + t‖f1‖Ap11
]
)
dt
t
=
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi ([1,∞))
[∫ ∞
1
w0|f0|p0(v) dv + t
(∫ ∞
1
w1|f1|p1(v) dv
)]
dt
t
=
∫ ∞
1
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) dt
t
 dv. (48)
The justification for (48) is quite technical and is given in Lemma B.1 in Appendix B.
We may write the right hand side of (48) as
∫ ∞
1
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) dt
t
 dv
=
∫
{f(v) 6=0}
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) dt
t
 dv
+
∫
{f(v)=0}
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) dt
t
 dv. (49)
But for v such that f(v) = 0,
inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) = 0,
this infimum being attained for any f0 ∈ Lp0w0 and f1 ∈ Lp1w1 with f0 + f1 = f and f0(v) = f1(v) = 0.
Now set
F (x) = inf
y0+y1=1
(|y0|p0 + x|y1|p1). (50)
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Then for v such that f(v) 6= 0,
inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) = inf
1=
f0
f +
f1
f
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v))
= inf
1=
f0
f +
f1
f
fi∈Lpiwi
w0|f |p0
(∣∣f0
f
∣∣p0 + tw1
w0
|f |p1−p0∣∣f1
f
∣∣p1) (v)
= w0|f |p0(v) · F
(
t
w1
w0
|f |p1−p0(v)
)
.
Thus
∫
{f(v)6=0}
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) dt
t
 dv
=
∫
{f(v)6=0}
w0|f |p0(v)
∫ ∞
0
t−ηF
(
t
w1
w0
|f |p1−p0(v)
)
dt
t
dv
=
∫
{f(v) 6=0}
w0|f |p0(v)
∫ ∞
0
s−ηF (s)
(
w0
w1
|f |p0−p1(v)
)−η
ds
s
dv
=
∫ ∞
0
s−ηF (s)
ds
s
·
∫
{f(v) 6=0}
|f |p0(1−η)+p1ηw1−η0 wη1(v) dv
=
∫ ∞
0
s−ηF (s)
ds
s
·
∫
{f(v) 6=0}
|f |pwp
(1−θ)
p0
0 w
p θp1
1 dv
= C
∫
{f(v)6=0}
|f |pw(v) dv
= C
∫ ∞
1
w|f |p(v) dv.
Note that
∫∞
0
s−ηF (s) dss converges because F (s) ≤ 1. Thus, by (49)
∫ ∞
1
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) dt
t
 dv = C ∫ ∞
1
w|f |p(v) dv,
and so by (48)
‖f‖X = C
(∫ ∞
1
w|f |p(v) dv
)
= ‖f‖pAp(w).
In particular, ‖f‖X < +∞⇐⇒ ‖f‖Ap(w)p < +∞, so X = Ap(w)p and they have equivalent quasinorms.
Thus, by (47)
((A0, A1)θ,p)
p
= Ap(w)
p,
with equivalent quasinorms, and so
(A0, A1)θ,p = Ap(w)
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with equivalent norms, as desired.
Step 4: Using an argument identical to that in the previous step, we deduce
Bθ,p := (B0, B1)θ,p = (Bp0(ω0), Bp1(ω1))θ,p = Bp(ω)
with equivalent norms, where
ω = ω
p 1−θp0
0 ω
p θp1
1 .
To avoid repetition, we omit the details.
Step 5: We now fix the weights by setting w0(v) = 1, w1(v) = v
α, ω0(v) = 1 and ω1(v) = v
α−ε, where
α > 1 is a positive integer and 0 < ε < 1. So
A0 = L
1([1,∞)), A1 = L2vα([1,∞))
and
B0 = L
1([1,∞)), B1 = L2vα−ε([1,∞)).
In order to construct a linear operator T : A→ B, we first construct two bounded linear operators
T0 : A0 → B0 and T1 : A1 → B1.
Before defining these operators, we note that given smooth and spherically symmetric data
(∂vφ|Cint−1 ∩{v≥1}, ∂uφ|Cint1 ∩{u≤−1}) for the wave equation (1), the solution φ is determined up to a constant
in {v ≥ 1} ∩ {u ≤ −1} (as it is determined up to a constant on Cint−1 ∩ {v ≥ 1} and Cint1 ∩ {u ≤ −1}),
and hence ∂vφ is uniquely determined on H+ ∩ {v ≥ 1}.
Step 5a: We define the operator T0 : A0 → B0. We first define T0 for smooth functions f ∈ A0 and
then use a limiting process to extend T0 to the entire space A0.
Indeed, given a smooth f ∈ A0 we set T0f = ∂vϕ|H+∩{v≥1} where ϕ is a solution of the (spherically
symmetric) wave equation with ∂vϕ|C−1∩{v≥1} = f and ∂uϕ|C1∩{u≤−1} = 0. By the remarks directly
above T0f is uniquely determined and by the L
1 estimates (Proposition 2.1 9) applied to ϕ, T0f ∈ B0.
9We emphasize that we must assume the parameter restriction 2
√
e
e+1
< Q < 1 in order to make use of the interior L1
estimates, and this is the (only) reason for the parameter restriction in the interior LP estimates.
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Indeed,
‖T0f‖B0 =
∫ ∞
1
|T0f |(v) dv =
∫
H+∩{v≥1}
|∂vϕ| ≤ C
(∫ ∞
1
|∂vϕ|(−1, v) dv +
∫
Cint1 ∩{u≤−1}
|∂uϕ|
)
.
= C
∫ ∞
1
|f(v)| dv = C‖f‖A0 <∞.
Moreover, by uniqueness and linearity of solutions to the wave equation, T0 acts linearly on the smooth
functions in A0. See Figure 7 below for a diagramatic representation of the action of T0 on smooth
functions of A0.
Now suppose f ∈ A0 is not smooth. By density of smooth functions in A0 = L1, there is a sequence of
smooth functions {fn} in A0 such that fn → f in A0. Thus {fn} is a Cauchy sequence in A0, T0fn ∈ B0
is defined for each n by above and by the L1 estimates (Proposition 2.1) {T0fn} is a Cauchy sequence
in B0. But B0 = L
1 is complete and hence {T0fn} has a limit in B0. We define
T0f := lim
n→∞T0fn in B0.
It is easy to check that T0f is well-defined. Indeed, if {fn} and {gn} are both sequences of smooth
functions in A0 which converge to f in A0, then by Proposition 2.1
‖T0fn − T0gn‖B0 = ‖T0(fn − gn)‖B0 ≤ C‖fn − gn‖A0 → 0,
so it follows that T0f is uniquely determined. So T0 is well-defined. It is trivial to check that T0 is
linear. Furthermore, T0 is bounded: if f ∈ A0 is smooth, it follows immediately from Proposition 2.1
that ‖T0f‖B0 ≤ C‖f‖A0 , and if f ∈ A0 is not smooth, then for any sequence of smooth functions {fn}
in A0 converging to f in A0,
‖T0f‖B0 = limn→∞ ‖T0fn‖B0 ≤ limn→∞C‖fn‖A0 = C‖f‖A0 .
So we have constructed the desired bounded linear operator T0 : A0 → B0 and moreover ‖T0‖ ≤ C,
where C is the constant from Proposition 2.1.
Step 5b: We similarly define the operator T1 : A1 → B1. Again, we first define T1 for smooth functions
f ∈ A1 and then use a limiting process to extend T1 to the entire space A1.
Given a smooth f ∈ A1, we set T1f = ∂vϕ|H+∩{v≥1}, where ϕ is a solution of the (spherically
symmetric) wave equation with ∂vϕ|C−1∩{v≥1} = f and ∂uϕ|C1∩{u≤−1} = 0. By the remarks at the
start of Step 5 T1f is uniquely determined and by the L
2 estimates (Proposition 2.3) T1f ∈ B1. Indeed,
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Figure 7: Action of the operators T0 and T1 on smooth functions in their domains.
applying Proposition 2.3 to ϕ yields
‖T1f‖2B1 =
∫ ∞
1
vα−ε|T1f |2(v) dv =
∫
H+{v≥1}
vα−ε(∂vϕ)2
≤ C(α, ε)
(∫ ∞
1
vα(∂vϕ)
2(−1, v) dv +
∫
Cint1 ∩{u≤−1}
∣∣∂uϕ
Ω
∣∣2)
= C(α, ε)
∫ ∞
1
vα|f(v)|2 dv = C(α, ε)‖f‖2A1 <∞.
Moreover, by uniqueness and linearity of solutions to the wave equation, T1 acts linearly on the smooth
functions in A1.
Now suppose f ∈ A1 is not smooth. By density of smooth functions in A1 = L2vα([1,∞)), there is
a sequence of smooth functions {fn} in A1 such that fn → f in A1. Thus {fn} is a Cauchy sequence
in A1, T1fn ∈ B1 is defined for each n by above and by the L2 estimates (Proposition 2.3) {T1fn} is a
Cauchy sequence in B1. But B1 = L
2
vα−ε([1,∞)) is complete and hence {T1fn} has a limit in B1. We
define
T1f := lim
n→∞T1fn in B1.
As before T1f is well-defined. Indeed, if {fn} and {gn} are both sequences of smooth functions in A1
which converge to f in A1, then by Proposition 2.3
‖T1fn − T1gn‖B1 = ‖T1(fn − gn)‖B1 ≤ C(α, ε)1/2‖fn − gn‖A1 → 0,
so it follows that T1f is uniquely determined. So T1 is well defined. It is trivial to check that T1 is
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linear. Furthermore, T1 is bounded: if f ∈ A1 is smooth, it follows immediately from Proposition 2.3
that ‖T1f‖B1 ≤ C(α, ε)1/2‖f‖A1 , and if f ∈ A1 is not smooth, then for any sequence of smooth functions
{fn} in A1 converging to f in A1,
‖T1f‖B1 = lim
n→∞ ‖T1fn‖B1 ≤ limn→∞C(α, ε)
1/2‖fn‖A1 = C(α, ε)1/2‖f‖A1 .
So we have constructed the desired bounded linear operator T1 : A1 → B1 and moreover ‖T1‖ ≤
C(α, ε)1/2, where C(α, ε) is the constant from Proposition 2.3.
Step 5c: We show that T0 = T1 on A0 ∩A1. To see this, we note that T0|A0∩A1 : A0 ∩A1 → B0 +B1 is
continuous. If f ∈ A0 ∩A1, by continuity of T0 : A0 → B0 and by definition of ‖ · ‖B0+B1 and ‖ · ‖A0∩A1
(see Appendix A), we have
‖T0f‖B0+B1 ≤ ‖T0f‖B0 ≤ C‖f‖A0 ≤ C‖f‖A0∩A1 ,
so T0|A0∩A1 : A0 ∩A1 → B0 +B1 is indeed continuous. In exactly the same way, T1|A0∩A1 : A0 ∩A1 →
B0 +B1 is continuous.
Now, the space of smooth and compactly supported functions C∞c satisfies C
∞
c ⊂ A1 and (C∞c , ‖·‖A1)
is dense in (A1, ‖ · ‖A1). Also, because α > 1, given f ∈ A1 by Ho¨lder’s inequality
‖f‖A0 =
∫ ∞
1
|f |(v) dv ≤
(∫ ∞
1
vα|f |2(v) dv
)1/2(∫ ∞
1
v−α dv
)1/2
= C‖f‖A1 <∞, (51)
and hence f ∈ A0. Thus A1 ⊂ A0. In particular, A0 ∩ A1 = A1. Moreover, (as ‖ · ‖A1 ≤ ‖ · ‖A0∩A1
and by (51)) ‖ · ‖A0∩A1 = max(‖ · ‖A0 , ‖ · ‖A1) is equivalent to ‖ · ‖A1 . It follows that (C∞c , ‖ · ‖A0∩A1)
is dense in (A0 ∩ A1, ‖ · ‖A0∩A1). Furthermore, it follows immediately from the definitions of T0 and T1
that T0 = T1 on C
∞
c (as their actions on smooth functions are defined in the same way).
Now recall the classical result that if X, Y are metric spaces, S, T : X → Y continuous maps and
A ⊂ X a dense subset of X such that S = T on A, then S = T (on the entire space X). Applying this
result with X = A0 ∩ A1, Y = B0 + B1, A = C∞c , S = T0|A0∩A1 and T = T1|A0∩A1 , we deduce that
T0 = T1 on A0 ∩A1.
Step 5d: We define the linear operator T : A0 + A1 → B0 + B1 as follows. For f ∈ A0 + A1 with
f = f0 + f1, fi ∈ Ai, we set Tf = T0f0 + T1f1. We need to check that T is well-defined and linear.
• To see that T is well-defined, suppose f ∈ A0 + A1 with f = f0 + f1 = g0 + g1, where f0, g0 ∈ A0
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and f1, g1 ∈ A1. Then f0 − g0 = g1 − f1 ∈ A0 ∩A1 and hence (by Step 5c)
T0(f0 − g0) = T0(g1 − f1) = T1(g1 − f1) =⇒ T0f0 − T0g0 = T1g1 − T1f1
=⇒ T0f0 + T1f1 = T0g0 + T1g1,
so Tf is independent of the representation of f and so T is well-defined.
• To see that T is linear, suppose α, β ∈ R and f = f0 +f1, g = g0 +g1 ∈ A0 +A1 (where f0, g0 ∈ A0,
f1, g1 ∈ A1). Then by linearity of T0 : A0 → B0 and T1 : A1 → B1
T (αf + βg) = T ((αf0 + βg0) + (αf1 + βg1)) = T0(αf0 + βg0) + T1(αf1 + βg1)
= α(T0f0 + T1f1) + β(T0g0 + T1g1)
= αTf + βTg,
so T is indeed linear.
Step 6: Notice it follows immediately from the definition of the linear operator T : A0 +A1 → B0 +B1
that T |A0 = T0 : A0 → B0 and T |A1 = T1 : A1 → B1 and both of these maps are bounded. In other
words, using the notation of Appendix A, T : A→ B. Hence, by Step 2,
T : (A0, A1)θ,p → (B0, B1)θ,p with norm ‖T‖θ,p ≤ ‖T0‖1−θ‖T1‖θ.
Recalling that we fixed p0 = 1, p1 = 1 w0(v) = 1, w1(v) = v
α, ω0(v) = 1 and ω1(v) = v
α−ε, where α > 1
is an integer and 0 < ε < 1, Steps 3 and 4 allow us to compute (A0, A1)θ,p and (B0, B1)θ,p. By Step 3
(A0, A1)θ,p = Ap(w) = L
p
w([1,∞)),
where
w(v) = w0(v)
p 1−θp0 w1(v)
p θp1 = 1p(1−θ)/1 · (vα)pθ/2 = v αpθ2 ,
so
(A0, A1)θ,p = L
p
v
αpθ
2
([1,∞)).
Similarly, by Step 4
(B0, B1)θ,p = Bp(ω) = L
p
ω([1,∞)),
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where
ω(v) = ω0(v)
p 1−θp0 ω1(v)
p θp1 = 1p(1−θ)/1 · (vα−ε)pθ/2 = v(α−ε) pθ2 ,
so
(B0, B1)θ,p = L
p
v(α−ε)
pθ
2
([1,∞)).
Thus, we conclude
T : Lp
v
αpθ
2
([1,∞))→ Lp
v(α−ε)
pθ
2
([1,∞)) (52)
is a bounded linear operator and by Steps 5a and 5b its norm ‖T‖θ,p is bounded by
‖T‖θ,p ≤ ‖T0‖1−θ‖T1‖θ ≤ C1−θ · C ′(α, ε)θ/2 = C˜(α, ε, p), (53)
where C and C ′ are the constants from Propositions 2.1 and 2.3 respectively.
Step 7: We complete the proof. Recall that given a solution φ of the wave equation with smooth,
spherically symmetric data on S, we need to show (43), where we denoted by φ1 a smooth, spherically
symmetric solution of the wave equation such that
∂uφ1|Cint1 ∩{u≤−1} = 0, ∂vφ1|Cint−1 ∩{v≥1} = ∂vφ|Cint−1 ∩{v≥1}.
Note that if ∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv = +∞,
then (43) trivially holds. So we assume
∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv < +∞,
namely we assume f := ∂vφ|Cint−1 ∩{v≥1} ∈ L
p
v
αpθ
2
([1,∞)) = (A0, A1)θ,p. But this implies Tf ∈ (B0, B1)θ,p =
Lp
v(α−ε)
pθ
2
([1,∞)) (using (52)), and moreover by (53)
∫ ∞
1
v(α−ε)
pθ
2 |Tf |p(v) dv ≤ C˜(α, ε, p)p
∫ ∞
1
v
αpθ
2 |f |p(v) dv = C˜(α, ε, p)p
∫ ∞
1
v
αpθ
2 |∂vφ|p(−1, v) dv.
Comparing the last inequality to (43), we see that in order to prove (43) it remains only to prove
Tf = ∂vφ1|H+∩{v≥1}.
To see this, note that f ∈ (A0, A1)θ,p ⊆ A0 + A1 ⊆ A0 + A0 since A1 ⊆ A0 (as α > 1). But
A0 + A0 = A0 (with equal norms), so in particular f ∈ A0. Moreover, as φ is a smooth solution of the
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wave equation, f = ∂vφ|Cint−1 ∩{v≥1} is smooth. Hence, by construction of T (Step 5d), Tf = T0f and by
definition of T0 (Step 5a), T0f = ∂vφ1|H+∩{v≥1}. So Tf = ∂vφ1|H+∩{v≥1} and the proof is complete.
2.2 Proof of Theorem 1.6
Now that we have seen the proof of Theorem 1.14, and in particular the proof of the L1 estimates, we
give the proof of the conditional instability result, Theorem 1.6.
Proof of Theorem 1.6. For the parameter range 2
√
e
e+1 < Q < 1, the result trivially follows from the
instability result Theorem 1.8. So we need only consider the parameter range 0 < Q ≤ 2
√
e
e+1 .
Now, as noted in Section 1.4.1, Theorem 1.8 holds for the range 0 < Q ≤ 2
√
e
e+1 if Theorem 1.9 is valid
for that range. Moreover, Theorem 1.9 holds for 0 < Q ≤ 2
√
e
e+1 if Theorem 1.14 holds in this range for
all smooth, spherically symmetric solutions φ of (1) satisfying the initial conditions (9) and (10) and
the assumption (11). In particular, instability holds in 0 < Q ≤ 2
√
e
e+1 if Theorem 1.14 holds in this
range for all smooth, spherically symmetric solutions φ satisfying (10). However, arguing as in the proof
of Theorem 1.14 we see that the estimate (44) holds regardless of the parameter range, and therefore
Theorem 1.14 holds if we can establish the estimate (43) for the range 0 < Q ≤ 2
√
e
e+1 .
By the interpolation argument in the proof of Theorem 1.14, (43) holds for 0 < Q ≤ 2
√
e
e+1 so long as
the L1 and L2 estimates of Propositions 2.1 and 2.3 hold in this range for smooth, spherically symmetric
solutions φ satisfying ∂uφ = 0 on C
int
1 ∩{u ≤ −1}. This is trivially true in the L2 case by Proposition 2.3.
Thus, the instability result Theorem 1.8 holds for 0 < Q ≤ 2
√
e
e+1 , provided there exists some C = C > 0
such that ∫
H+∩{v≥1}
|∂vφ| ≤ C
∫
Cint−1 ∩{v≥1}
|∂vφ|
for all smooth, spherically symmetric solutions φ satisfying ∂uφ = 0 on C1 ∩ {u ≤ −1}.
It follows that the instability result Theorem 1.8 holds unless there is a solution φ as above such that
∫
H+∩{v≥1}
|∂vφ|
cannot be bounded by a constant multiple of
∫
Cint−1 ∩{v≥1}
|∂vφ|,
or in other words unless there is a sequence {φn} of smooth, spherically symmetric solutions to (1) such
that in the black hole interior
1. ∂uφn = 0 on C1 ∩ {u ≤ −1},
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2.
∫
H+∩{v≥1} |∂vφn| = 1, and
3.
∫
Cint−1 ∩{v≥1} |∂vφn| ↘ 0,
as desired.
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3 Estimates in the Black Hole Exterior
In this section, we prove the results relating to the black hole exterior needed for the proof of Theorem
1.13, namely Theorem 1.15, Proposition 1.16 and Propositon 1.17. The proofs of the two propositions
are straightforward and we defer them to the end of the section and focus first on the much more involved
proof of Theorem 1.15. Note that for the rest of this section we work in the coordinate system for the
exterior region introduced in Section 1.1.1.
3.1 Proof of Theorem 1.15
Recall from Section 1.3.1 that Theorem 1.15 asserts that if α− (1 + 2ε) > 0, then for a solution φ of the
wave equation (1) with smooth, spherically symmetric data on S and R > r+ sufficiently large, there
exists C = C(R,α, ε, p) > 0 such that
∫
γR∩{v≥1}
v(α−(1+2ε))
pθ
2 |∂vφ|p ≤ C
(∫
H+∩{v≥1}
v
αpθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
and
∫
γR∩{v≥1}
v(α−(1+2ε))
pθ
2 |∂uφ|p ≤ C
(∫
H+∩{v≥1}
v
αpθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
,
where
1
p
=
1− θ
1
+
θ
2
, 0 < θ < 1.
As in the case of the black hole interior, we prove these weighted Lp-type estimates by proving the
analogous estimates for p = 1 and p = 2 and interpolating to deduce the estimates for 1 < p < 2. We
begin with the L1-type estimates.
3.1.1 L1 Estimates
In this section, we aim to show that we can control
∫
γR∩{v≥1} |∂vφ| and
∫
γR∩{v≥1} |∂uφ| by terms of the
form
∫
H+∩{v≥1} |∂vφ| and
∫
Cext1 ∩{u≥uR(1)} |∂uφ| for any R > r+. However, we cannot prove this directly.
Rather, we must partition the region {r+ ≤ r ≤ R} into subregions where supu
∫ |λ| dv and supv ∫ |ν| du
are small, obtain an estimate for each region separately and then patch these estimates together.
The next proposition establishes the desired estimates for a constant r-hypersurfaces sufficiently
close to the event horizon. The proof is similar to the proof of Proposition 2.1 (so again uses ideas from
Proposition 13.1 of [5]).
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Proposition 3.1. Suppose φ is a solution of the wave equation (1) with smooth, spherically symmetric
data on S. Let r1 > r+ be such that r1 − r+ < r+2 . Then there exists C > 0 (independent of r1) such
that ∫
γr1∩{v≥1}
|∂vφ| dv ≤ C
(∫
H+∩{v≥1}
|∂vφ| dv +
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du
)
, (54)
and ∫
γr1∩{u≥ur1 (1)}
|∂uφ| du ≤ C
(∫
H+∩{v≥1}
|∂vφ| dv +
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du
)
. (55)
Proof. We work in the shaded region shown in the figure below, namely {r+ ≤ r ≤ r1}∩{v ≥ 1}. Recall
from (4) that λ = ∂vr = Ω
2 > 0 and ν = ∂ur = −Ω2 < 0 in this region.
The wave equation (6) may be written as
∂u(r∂vφ) = −λ∂uφ.
For v ≥ 1 and u ≥ ur1(1), integrating over u′ ∈ [u,∞] yields
|r∂vφ|(u, v)| ≤ |r∂vφ|(∞, v)|+
∫ ∞
u
|λ∂uφ| du′,
and hence (as r(∞,v)r(u,v) =
r+
r(u,v) ≤ 1 and 1r(u,v) ≤ 1r+ ),
|∂vφ|(u, v)| ≤ |∂vφ|(∞, v)|+ 1
r+
∫ ∞
u
|λ∂uφ| du′. (56)
Thus, setting
θ(u1, v) := sup
u1≤u≤∞
|∂vφ|(u, v),
57
and taking the supremum of (56) over u ∈ [ur1(v),∞] and then integrating over v ∈ [1,∞), we get
∫ ∞
1
θ(ur1(v), v) dv ≤
∫ ∞
1
|∂vφ|(∞, v) dv + 1
r+
∫ ∞
1
∫ ∞
ur1 (v)
|λ∂uφ| du dv. (57)
Now, define
Z(u, v) := sup
1≤v≤v
|∂uφ|(u, v).
Then, since |λ| = ∂vr,
∫ ∞
1
∫ ∞
ur1 (v)
|λ∂uφ| du dv =
∫ ∞
ur1 (1)
∫ vr1 (u)
1
|λ∂uφ| dv du
≤ sup
u∈[ur1 (1),∞]
∫ vr1 (u)
1
|λ| dv
∫ ∞
ur1 (1)
sup
v∈[1,vr1 (u)]
|∂uφ| du
= sup
u∈[ur1 (1),∞]
(r1 − r(u, 1))
∫ ∞
ur1 (1)
Z(u, vr1(u)) du
= (r1 − r+)
∫ ∞
ur1 (1)
Z(u, vr1(u)) du.
So (57) becomes
∫ ∞
1
θ(ur1(v), v) dv ≤
∫ ∞
1
|∂vφ|(∞, v) dv + r1 − r+
r+
∫ ∞
ur1 (1)
Z(u, vr1(u)) du. (58)
To estimate the rightmost term, we rewrite the wave equation (6) as
∂v(r∂uφ) = −ν∂vφ
and integrate over v ∈ [1, v] to get
|r∂uφ|(u, v) ≤ |r∂uφ|(u, 1) +
∫ v
1
|ν∂vφ| dv,
and hence
|∂uφ|(u, v) ≤ |∂uφ|(u, 1) + 1
r+
∫ v
1
|ν∂vφ| dv
because r(u,1)r(u,v) ≤ 1 since r is increasing in v. Taking the supremum over v ∈ [1, vr1(u)] and integrating
over u ∈ [ur1(1),∞] yields
∫ ∞
ur1 (1)
Z(u, vr1(u)) du ≤
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du+ 1
r+
∫ ∞
ur1 (1)
∫ vr1 (u)
1
|ν∂vφ| dv du.
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But |ν| = −∂ur, so
∫ ∞
ur1 (1)
∫ vr1 (u)
1
|ν∂vφ| dv du =
∫ ∞
1
∫ ∞
ur1 (v)
|ν∂vφ| du dv
≤ sup
v∈[1,∞)
∫ ∞
ur1 (v)
|ν| du
∫ ∞
1
sup
u∈[ur1 (v),∞]
|∂vφ| dv
= (r1 − r+)
∫ ∞
1
θ(ur1(v), v) dv,
and hence
∫ ∞
ur1 (1)
Z(u, vr1(u)) du ≤
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du+ r1 − r+
r+
∫ ∞
1
θ(ur1(v), v) dv.
Substituting the last equation into (58) gives
∫ ∞
1
θ(ur1(v), v) dv ≤
∫ ∞
1
|∂vφ|(∞, v) dv + r1 − r+
r+
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du
+
(
r1 − r+
r+
)2 ∫ ∞
1
θ(ur1(v), v) dv,
and since
(
r1 − r+
r+
)
< 1/2, we deduce
∫ ∞
1
θ(ur1(v), v) dv ≤ C
(∫ ∞
1
|∂vφ|(∞, v) dv +
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du
)
.
Thus,
∫ ∞
1
|∂vφ|(ur1(v), v) dv ≤
∫ ∞
1
θ(ur1(v), v) dv
≤ C
(∫ ∞
1
|∂vφ|(∞, v) dv +
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du
)
,
which proves (54). The proof of the second statement (55) is similar.
Next, we show that if two constant r-hypersurfaces, γrj and γrj+1 with rj < rj+1 say, are sufficiently
close, we can control
∫
γrj+1∩{v≥1}
|∂vφ| dv and
∫
γrj+1∩{u≥urj+1 (1)}
|∂uφ| du
in terms of the corresponding integrals on γrj and
∫ urj (1)
urj+1 (1)
|∂uφ|(u, 1) du. The proof is very similar to
the proof of the previous proposition.
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Proposition 3.2. Suppose φ is a solution of the wave equation (1) with smooth, spherically symmetric
data on S. Let rj+1 > rj > r+ be such that rj+1 − rj < r+2 . Then
∫
γrj+1∩{v≥1}
|∂vφ| dv ≤ C
(∫
γrj∩{v≥1}
|∂vφ| dv +
∫
γrj∩{u≥urj (1)}
|∂uφ| du
+
∫ urj (1)
urj+1 (1)
|∂uφ|(u, 1) du
)
(59)
and
∫
γrj+1∩{u≥urj+1 (1)}
|∂uφ| du ≤ C
(∫
γrj∩{v≥1}
|∂vφ| dv +
∫
γrj∩{u≥urj (1)}
|∂uφ| du
+
∫ urj (1)
urj+1 (1)
|∂uφ|(u, 1) du
)
, (60)
where C > 0 is independent of rj , rj+1.
Proof. The proof of this proposition runs along the same lines as the previous proposition but is a little
more involved. This time the analysis takes place in the shaded region shown below. As noted previously,
the wave equation (6) may be written as
∂u(r∂vφ) = −λ∂uφ.
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Thus for v ≥ 1 and u ∈ [urj+1(v), urj (v)], we have
r|∂vφ|(u, v) ≤ r|∂vφ|(urj (v), v) +
∫ urj (v)
u
|λ∂uφ|(u′, v) du′
=⇒ |∂vφ|(u, v) ≤ |∂vφ|(urj (v), v) +
1
r+
∫ urj (v)
u
|λ∂uφ|(u′, v) du′ (61)
since r(urj (v), v) ≤ r(u, v) because r is decreasing in u. Define
θ(u, v) := sup
u≤u′≤urj (v)
|∂vφ|(u′, v) for u ≤ urj (v).
Take the supremum of (61) over u ∈ [urj+1(v), urj (v)] and integrate over v ∈ [1,∞) to get
∫ ∞
1
θ(urj+1(v), v) dv ≤
∫ ∞
1
|∂vφ|(urj (v), v) dv +
1
r+
∫ ∞
1
∫ urj (v)
urj+1 (v)
|λ∂uφ|(u, v) du dv. (62)
We shall estimate the rightmost term. Indeed, setting M(u) = max(1, vrj (u)) for u ∈ [urj+1(1),∞],
we have
∫ ∞
1
∫ urj (v)
urj+1 (v)
|λ∂uφ|(u, v) du dv =
∫ ∞
urj+1 (1)
∫ vrj+1 (u)
M(u)
|λ∂uφ| dv du
≤ sup
u∈[urj+1 (1),∞]
∫ vrj+1 (u)
M(u)
|λ| dv
∫ ∞
urj+1 (1)
sup
v∈[M(u),vrj+1 (u)]
|∂uφ| du
≤ (rj+1 − rj)
∫ ∞
urj+1 (1)
sup
v∈[M(u),vrj+1 (u)]
|∂uφ| du (63)
because |λ| = ∂vr, and so
sup
u∈[urj+1 (1),∞]
∫ vrj+1 (u)
M(u)
|λ| dv = sup
u∈[urj+1 (1),∞]
[r(u, vrj+1(u))− r(u,M(u))]
= sup
u∈[urj+1 (1),∞]
 rj+1 − rj if vrj (u) ≥ 1⇔ u ≥ urj (1)rj+1 − r(u, 1) if vrj (u) < 1⇔ u < urj (1)
= max
(
rj+1 − rj , sup
u∈[urj+1 (1),urj (1)]
(rj+1 − r(u, 1))
)
= rj+1 − rj since r is decreasing in u.
Now define
Z(u, v) := sup
M(u)≤v≤v
|∂uφ|(u, v) for v ≥M(u).
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Then by (62) and (63) we have
∫ ∞
1
θ(urj+1(v), v) dv ≤
∫ ∞
1
|∂vφ|(urj (v), v) dv +
(
rj+1 − rj
r+
)∫ ∞
urj+1 (1)
Z(u, vrj+1(u)) du. (64)
Now rewriting the wave equation (6) as
∂v(r∂uφ) = −ν∂vφ
and integrating over v ∈ [M(u), v], we deduce
|∂uφ|(u, v) ≤ |∂uφ|(u,M(u)) + 1
r+
∫ v
M(u)
|ν∂vφ| dv (65)
for v ≥ M(u) = max(1, vrJ (u)). Now, rj+1 > rj =⇒ vrj+1(u) ≥ vrj (u)∀u. Moreover, for u ≥ urj+1(1),
vrj+1(u) ≥ 1. Thus u ∈ [urj+1(1),∞] =⇒ vrj+1(u) ≥ M(u). Thus [M(u), vrj+1(u)] is nonempty ∀u ∈
[urj+1(1),∞], so for u ≥ urj+1(1) we can thus take the supremum of (65) over v ∈ [M(u), vrj+1(u)] to
deduce
Z(u, vrj+1(u)) ≤ |∂uφ|(u,M(u)) +
1
r+
∫ vrj+1 (u)
M(u)
|ν∂vφ| dv,
and hence
∫ ∞
urj+1 (1)
Z(u, vrj+1(u)) du ≤
∫ ∞
urj+1 (1)
|∂uφ|(u,M(u)) du+ 1
r+
∫ ∞
urj+1 (1)
∫ vrj+1 (u)
M(u)
|ν∂vφ| dv du
=
∫ ∞
urj+1 (1)
|∂uφ|(u,M(u)) du+ 1
r+
∫ ∞
1
∫ urj (v)
urj+1 (v)
|ν∂vφ| du dv.
But
∫ ∞
1
∫ urj (v)
urj+1 (v)
|ν∂vφ| du dv ≤ sup
v∈[1,∞)
∫ urj (v)
urj+1 (v)
|ν| du
∫ ∞
1
sup
u∈[urj+1 (v),urj (v)]
|∂vφ| dv
= sup
v∈[1,∞)
∫ urj (v)
urj+1 (v)
(−∂ur) du
∫ ∞
1
θ(urj+1(v), v) dv
= (rj+1 − rj)
∫ ∞
1
θ(urj+1(v), v) dv,
so
∫ ∞
urj+1 (1)
Z(u, vrj+1(u)) du ≤
∫ ∞
urj+1 (1)
|∂uφ|(u,M(u)) du+
(
rj+1 − rj
r+
)∫ ∞
1
θ(urj+1(v), v) dv.
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Substituting this equation into (64) gives
∫ ∞
1
θ(urj+1(v), v) dv ≤
∫ ∞
1
|∂vφ|(urj (v), v) dv +
(
rj+1 − rj
r+
)∫ ∞
urj+1 (1)
|∂uφ|(u,M(u)) du
+
(
rj+1 − rj
r+
)2 ∫ ∞
1
θ(urj+1(v), v) dv.
Since
(
rj+1 − rj
r+
)
<
1
2
, we have
∫ ∞
1
θ(urj+1(v), v) dv ≤ C
(∫ ∞
1
|∂vφ|(urj (v), v) dv +
∫ ∞
urj+1 (1)
|∂uφ|(u,M(u)) du
)
,
or in other words
∫ ∞
1
sup
urj+1 (v)≤u≤urj (v)
|∂vφ|(u, v) dv
≤ C
(∫ ∞
1
|∂vφ|(urj (v), v) dv +
∫ ∞
urj+1 (1)
|∂uφ|(u,M(u)) du
)
≤ C
(∫
γrj∩{v≥1}
|∂vφ| dv +
∫ urj (1)
urj+1 (1)
|∂uφ|(u, 1) du+
∫ ∞
urj (1)
|∂uφ|(u, vrj (u)) du
)
= C
(∫
γrj∩{v≥1}
|∂vφ| dv +
∫ urj (1)
urj+1 (1)
|∂uφ|(u, 1) du+
∫
γrj∩{u≥urj (1)}
|∂uφ| du
)
. (66)
In particular, ∫
γrj+1∩{v≥1}
|∂vφ| dv =
∫ ∞
1
|∂vφ|(urj+1(v), v) dv
can be controlled by the right hand side of (66), which proves (59). The second statement (60) is proved
similarly.
Remark 3.3. Note that the same constant C will work for both Propostion 3.1 and Proposition 3.2.
Combining the previous two propositions allows us to deduce estimates for
∫
γR∩{v≥1}
|∂vφ| dv and
∫
γR∩{v≥1}
|∂uφ| dv =
∫
γR∩{u≥uR(1)}
|∂uφ| du
for any R > r+. If R is sufficiently close to r+, this is merely Proposition 3.1. If R is large, however,
we partition the region {r+ ≤ r ≤ R} ∩ {v ≥ 1} into subregions separated by constant r-hypersurfaces
such that in each subregion we can apply either Proposition 3.1 or Proposition 3.2. Combining these
estimates will yield an estimate for the γR integral.
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Corollary 3.4. Suppose φ is a solution of the wave equation (1) with smooth, spherically symmetric
data on S. Let R > r+. Then there exists C = C(R) > 0 such that
∫
γR∩{v≥1}
|∂vφ| ≤ C
(∫
H+∩{v≥1}
|∂vφ|+
∫
Cext1 ∩{u≥uR(1)}
|∂uφ|
)
(67)
and
∫
γR∩{v≥1}
|∂uφ| =
∫
γR∩{u≥uR(1)}
|∂uφ| du
≤ C
(∫
H+∩{v≥1}
|∂vφ|+
∫
Cext1 ∩{u≥uR(1)}
|∂uφ|
)
. (68)
Proof. If R− r+ < r+2 , we are done by Proposition 3.1 with r1 := R. So assume R− r+ ≥ r+2 . We may
partition the region {r+ ≤ r ≤ R} ∩ {v ≥ 1} into N = N(R) > 1 regions {ri ≤ r ≤ ri+1} ∩ {v ≥ 1}, i =
0, . . . , N − 1 such that ri+1 − ri < r+2 for each i. So r0 = r+ and rN = R. This is illustrated in the
Penrose diagram below.
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By Proposition 3.2 with j = N − 1, we have
∫
γR∩{v≥1}
|∂vφ| dv =
∫
γrN∩{v≥1}
|∂vφ| dv
≤ C
(∫
γrN−1∩{v≥1}
|∂vφ| dv +
∫
γrN−1∩{u≥urN−1 (1)}
|∂uφ| du
+
∫ urN−1 (1)
urN (1)
|∂uφ|(u, 1) du
)
. (69)
If N − 1 = 1, we use Proposition 3.1 to estimate the first two terms on the right hand side:
∫
γR∩{v≥1}
|∂vφ| dv ≤ C
(∫
γr1∩{v≥1}
|∂vφ| dv +
∫
γr1∩{u≥ur1 (1)}
|∂uφ| du
+
∫ ur1 (1)
uR(1)
|∂uφ|(u, 1) du
)
.
≤ 2C2
(∫
H+∩{v≥1}
|∂vφ| dv +
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du
)
+C
∫ ur1 (1)
uR(1)
|∂uφ|(u, 1) du
= C2
(∫
H+∩{v≥1}
|∂vφ| dv +
∫ ∞
uR(1)
|∂uφ|(u, 1) du
)
,
as required.
On the other hand, if N − 1 > 1, we use (59) and (60) with j = N − 2 to estimate the first two terms
on the right hand side of (69):
∫
γR∩{v≥1}
|∂vφ| dv ≤ 2C2
(∫
γrN−2∩{v≥1}
|∂vφ| dv +
∫
γrN−2∩{u≥urN−2 (1)}
|∂uφ| du
+
∫ urN−2 (1)
urN−1 (1)
|∂uφ|(u, 1) du
)
+ C
∫ urN−1 (1)
urN (1)
|∂uφ|(u, 1) du
≤ C2
(∫
γrN−2∩{v≥1}
|∂vφ| dv +
∫
γrN−2∩{u≥urN−2 (1)}
|∂uφ| du
+
∫ urN−2 (1)
urN (1)
|∂uφ|(u, 1) du
)
.
Proceeding inductively yields
∫
γR∩{v≥1}
|∂vφ| dv ≤ CN−1
(∫
γr1∩{v≥1}
|∂vφ| dv +
∫
γr1∩{u≥ur1 (1)}
|∂uφ| du
+
∫ ur1 (1)
urN (1)
|∂uφ|(u, 1) du
)
.
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And hence, by (54) and (55), we have
∫
γR∩{v≥1}
|∂vφ| dv ≤ CN
(∫
H+∩{v≥1}
|∂vφ| dv +
∫ ∞
ur1 (1)
|∂uφ|(u, 1) du
+
∫ ur1 (1)
urN (1)
|∂uφ|(u, 1) du
)
= CN
(∫
H+∩{v≥1}
|∂vφ| dv +
∫ ∞
uR(1)
|∂uφ|(u, 1) du
)
.
Note that the constant CN depends on N , and hence on R. So we have shown (67). The proof of the
second statement (68) is similar.
3.1.2 L2 Estimates
We now turn our attention to proving the L2-type estimates for the derivatives of a smooth, spherically
symmetric solution φ that we need in order to prove Theorem 1.15. Note that estimates for such
quantities are obtained in Section 3 of [16]. However, we stress that the estimates of [16] are not suitable
for our purposes due to our need to interpolate the L2-type estimates with their L1-type counterparts.
As we wish to interpret the L2 estimates as a statement about the boundedness of a certain operator
between normed spaces, the structure of the estimate is vitally important to us: the left hand side of
our estimate must correspond to the norm on the target space while the the right hand side must be a
constant multiple of the norm on the domain of the operator. The estimates of [16] do not take this form
(there it was only necessary to show that the left hand side could be bounded given certain assumptions
on the initial data) and for this reason we must derive new (albeit similar) estimates to the L2-type
estimates established in [16].
As in the L1 case, to obtain an estimate for an integral over γR for R > r+ large, we must again first
deduce the estimate for curves γr sufficiently close to the event horizon and then propagate this estimate
to the curve γR. We begin by estimating
∫
γR2∩{v≥1}
vα(∂vφ)
2 dv,
where R2 is sufficiently close to r+.
Proposition 3.5. Suppose φ is a solution of the wave equation (1) with smooth, spherically symmetric
data on S and let α > 0. If R2 > r+ is sufficiently close to r+ then, for any 1 ≤ v1 < v2 and
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u2 = uR2(v2), we have
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv ≤ C
(∫ v2
v1
vα(∂vφ)
2(u2, v) dv +
∫ u2
uR2 (v1)
vα1
(
∂uφ
Ω
)2
(u, v1) du
)
,
where C = C(R2, α) > 0. In particular,
∫
γR2∩{v≥1}
vα(∂vφ)
2 =
∫ ∞
1
vα(∂vφ)
2(uR2(v), v) dv
≤ C
(∫
H+∩{v≥1}
vα(∂vφ)
2 +
∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du
)
, (70)
where C = C(R2, α) > 0.
The Penorse diagram below depicts the scenario of interest. This proposition and its proof are
reminiscent of Proposition 3.2 of [16], though we emphasise that our estimate differs from the estimate
obtained there. Indeed, the final term on the right hand side of (70) does not appear in the estimate in
[16], where a supu
(
∂uφ
Ω2
)2
term takes its place. Because we intend to interpolate, replacing the supremum
term with the L2-type term is essential. As mentioned above, it allows us to show boundedness of an
appropriate operator in the L2 endpoint case.
Proof. By the wave equation (7), we have
∂v
(
∂uφ
Ω
)
=
Ω∂v∂uφ− ∂uφ∂vΩ
Ω2
= −∂uφ
Ω
(
Ω2
r
+
∂vΩ
Ω
)
+
Ω
r
∂vφ.
Let V > 0 be a large constant which we will choose later on, and multiply the previous equation by
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(v + V )α ∂uφΩ to get
1
2
∂v
(
(v + V )α
(
∂uφ
Ω
)2)
= (v + V )α
(
∂uφ
Ω
)
∂v
(
∂uφ
Ω
)
+
α
2
(v + V )α−1
(
∂uφ
Ω
)2
= −
(
∂uφ
Ω
)2(
Ω2
r
+
∂vΩ
Ω
− α
2(v + V )
)
(v + V )α + ∂vφ∂uφ
(v + V )α
r
. (71)
Now, ∂vΩΩ =
∂vΩ
2
2Ω2 =
1
r2+
(M − e2r+ ) > 0 on H+. Thus, if R3 > r+ is sufficiently close to r+, there is a
constant c > 0 such that
Ω2
r
+
∂vΩ
Ω
≥ c for r+ ≤ r ≤ R3,
and choosing a smaller R3 if necessary, we can ensure R3 < R1, where R1 is as in Theorem 1.12. Thus
by fixing V = V (α) > 0 large enough, we can ensure
Ω2
r
+
∂vΩ
Ω
− α
2(v + V )
≥ c
2
for r+ ≤ r ≤ R3.
Now let r+ < R2 < R3 to be chosen later and suppose 1 ≤ v1 < v2 and u2 = uR2(v2), as in the figure.
Then integrating (71) over the spacetime region {(u, v) : uR2(v) ≤ u ≤ u2, v1 ≤ v ≤ v2} with respect to
the measure dv du and using the above lower bound together with the estimates v ≤ v + V ≤ (V + 1)v
gives
∫ u2
uR2 (v1)
∫ vR2 (u)
v1
∂v((v + V )
α
(
∂uφ
Ω
)2
) dv du+ c
∫ v2
v1
∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du dv
≤ 2(V + 1)
α
r+
∫ v2
v1
∫ u2
uR2 (v)
vα|∂vφ∂uφ| du dv. (72)
By the Cauchy–Schwarz inequality,
∫ v2
v1
∫ u2
uR2 (v)
vα|∂vφ∂uφ| du dv
≤
∫ v2
v1
(∫ u2
uR2 (v)
vα(∂vφ)
2Ω2 du
)1/2(∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du
)1/2
dv
≤ 1
2
[
ε−1
∫ v2
v1
∫ u2
uR2 (v)
vα(∂vφ)
2Ω2 du dv + ε
∫ v2
v1
∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du dv
]
,
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where ε > 0 is chosen small enough that ε(V+1)
α
r+
< c. Thus, by (72)
∫ u2
uR2 (v1)
(vR2(u))
α
(
∂uφ
Ω
)2
(u, vR2(u)) du+ c
∫ v2
v1
∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du dv
≤ (V + 1)α
∫ u2
uR2 (v1)
vα1
(
∂uφ
Ω
)2
(u, v1) du+
(V + 1)α
r+
[
ε−1
∫ v2
v1
∫ u2
uR2 (v)
vα(∂vφ)
2Ω2 du dv
+ε
∫ v2
v1
∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du dv
]
.
As ε > 0 was chosen so that ε(V+1)
α
r+
< c, we deduce
∫ u2
uR2 (v1)
(vR2(u))
α
(
∂uφ
Ω
)2
(u, vR2(u)) du+
∫ v2
v1
∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du dv
≤ C
(∫ u2
uR2 (v1)
vα1
(
∂uφ
Ω
)2
(u, v1) du+
∫ v2
v1
∫ u2
uR2 (v)
vα(∂vφ)
2Ω2 du dv
)
≤ C
(∫ u2
uR2 (v1)
vα1
(
∂uφ
Ω
)2
(u, v1) du+
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv sup
v∈[v1,v2]
∫ u2
uR2 (v)
Ω2 du
)
= C
(∫ u2
uR2 (v1)
vα1
(
∂uφ
Ω
)2
(u, v1) du+ (R2 − r+)
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv
)
, (73)
where C = C(α) > 0.
On the other hand, from the wave equation (6), it follows that
∂u(r∂vφ) = −∂vr∂uφ.
Multiplying by vαr∂vφ and integrating with respect to u ∈ [u′, u2] for any u2 ≥ u′ ≥ uR2(v) gives
sup
u′∈[uR2 (v),u2]
r2vα(∂vφ)
2(u′, v) ≤ r2vα(∂vφ)2(u2, v) + 2R2
∫ u2
uR2 (v)
|vα∂vφ∂uφ∂vr| du.
Integrating with respect to v gives
∫ v2
v1
sup
u′∈[uR2 (v),u2]
vα(∂vφ)
2(u′, v) dv
≤ C
(∫ v2
v1
vα(∂vφ)
2(u2, v) dv +
∫ v2
v1
∫ u2
uR2 (v)
|vα∂vφ∂uφ∂vr| du dv
)
, (74)
where C = C(R2) > 0 increases in R2.
But using the Cauchy–Schwarz inequality and the fact that (∂vr)
2 = Ω4 ≤ 1 in the black hole exterior,
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we deduce
∫ v2
v1
∫ u2
uR2 (v)
|vα∂vφ∂uφ∂vr| du dv
≤
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα/2|∂vφ|
∫ u2
uR2 (v)
vα/2
( |∂uφ|
Ω
)
Ω|∂vr| du dv
≤
(∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv
)1/2∫ v2
v1
(∫ u2
uR2 (v)
vα/2
( |∂uφ|
Ω
)
Ω|∂vr| du
)2
dv
1/2
≤ ε0
2
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv +
ε−10
2
∫ v2
v1
(∫ u2
uR2 (v)
vα/2
( |∂uφ|
Ω
)
Ω|∂vr| du
)2
dv
≤ ε0
2
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv +
ε−10
2
∫ v2
v1
(∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du ·
∫ u2
uR2 (v)
Ω2(∂vr)
2 du
)
dv
≤ ε0
2
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv +
ε−10
2
∫ v2
v1
(∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du ·
∫ u2
uR2 (v)
Ω2 du
)
dv
≤ ε0
2
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv +
ε−10 (R2 − r+)
2
∫ v2
v1
∫ u2
uR2 (v)
vα
(
∂uφ
Ω
)2
du dv
for any ε0 > 0. So using (73) to estimate the second term on the right hand side, we have
∫ v2
v1
∫ u2
uR2 (v)
|vα∂vφ∂uφ∂vr| du dv
≤ ε0
2
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv + CR2
∫ u2
uR2 (v1)
vα1
(
∂uφ
Ω
)2
(u, v1) du
+ C˜ε−10 (R2 − r+)2
∫ v2
v1
sup
u∈[uR2 (v),u2]
vα(∂vφ)
2 dv,
for some universal constant C˜. Thus, choosing ε0 sufficiently small and R2 sufficiently close to r+ that
C(R2)
(ε0
2
+ C˜ε−10 (R2 − r+)2
)
< 1,
it follows from (74) that
∫ v2
v1
sup
u′∈[uR2 (v),u2]
vα(∂vφ)
2(u′, v) dv ≤ C
(∫ v2
v1
vα(∂vφ)
2(u2, v) dv +
∫ u2
uR2 (v1)
vα1
(
∂uφ
Ω
)2
(u, v1) du
)
,
where C = C(R2, α) > 0, as desired.
For the second statement (70), set v1 = 1 and v2 =∞ so that u2 = uR2(v2) =∞. This gives
∫ ∞
1
sup
u′∈[uR2 (v),∞]
vα(∂vφ)
2(u′, v) dv ≤ C
(∫ ∞
1
vα(∂vφ)
2(∞, v) dv +
∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du
)
.
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So
∫
γR2∩{v≥1}
vα(∂vφ)
2 dv =
∫ ∞
1
vα(∂vφ)
2(uR2(v), v) dv
≤ C
(∫ ∞
1
vα(∂vφ)
2(∞, v) dv +
∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du
)
,
where C = C(R2, α) > 0.
In order to prove a corresponding estimate to Proposition 3.5 for ∂uφ, we first need to prove a similar
estimate for ∂vφ on a constant u-hypersurface instead of a constant r-curve. This is done in the next
proposition.
Proposition 3.6. Suppose φ is a solution of the wave equation (1) with smooth, spherically symmetric
data on S. Let α > 0. Then there exists R2 > r+ sufficiently close to r+ such that if [u1, u2]× [v1, v2] ⊆
{r+ ≤ r ≤ R2} ∩ {v ≥ 1}, then there is a constant C = C(R2, α) > 0 such that
∫ v2
v1
vα(∂vφ)
2(u1, v) dv ≤ C
(∫ v2
v1
vα(∂vφ)
2(u2, v) dv +
∫ u2
u1
vα1
(
∂uφ
Ω
)2
(u, v1) du
)
.
In particular, if u′ > uR2(1), then
∫ vR2(u′)
1
vα(∂vφ)
2(u′, v) dv ≤ C
(∫ ∞
1
vα(∂vφ)
2(∞, v) dv +
∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du
)
, (75)
where C = C(R2, α) > 0.
The proof of this result is very similar to the proof of Proposition 3.5, the only difference is the region
of integration.
Proof. Arguing exactly as in the proof of Proposition 3.5, we have that if V > 0, then
1
2
∂v
(
(v + V )α
(
∂uφ
Ω
)2)
= (v + V )α
(
∂uφ
Ω
)
∂v
(
∂uφ
Ω
)
+
α
2
(v + V )α−1
(
∂uφ
Ω
)2
= −
(
∂uφ
Ω
)2(
Ω2
r
+
∂vΩ
Ω
− α
2(v + V )
)
(v + V )α + ∂vφ∂uφ
(v + V )α
r
, (76)
and fixing V = V (α) > 0 large enough, we can ensure
Ω2
r
+
∂vΩ
Ω
− α
2(v + V )
≥ c
2
for r+ ≤ r ≤ R3,
for R3 < R1 sufficiently close to r+.
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Now let r+ < R2 < R3 to be chosen later and let [u1, u2] × [v1, v2] ⊆ {r+ ≤ r ≤ R2} ∩ {v ≥ 1}, as
shown in the diagram.
For u ∈ [u1, u2], we integrate (76) over {u} × [v1, v2] and use the inequality v ≤ v + V ≤ (V + 1)v for
v ∈ [v1, v2], together with the Cauchy–Schwarz inequality to deduce
vα2
(
∂uφ
Ω
)2
(u, v2) + c
∫ v2
v1
vα
(
∂uφ
Ω
)2
dv
≤ 2(V + 1)α
[
vα1
(
∂uφ
Ω
)2
(u, v1) +
∫ v2
v1
vαΩ
r
∂vφ
∂uφ
Ω
dv
]
≤ 2(V + 1)α
vα1 (∂uφΩ
)2
(u, v1) +
(∫ v2
v1
vα(∂vφ)
2 Ω
2
r2
dv
)1/2(∫ v2
v1
vα
(
∂uφ
Ω
)2
dv
)1/2
≤ 2(V + 1)α
[
vα1
(
∂uφ
Ω
)2
(u, v1) +
ε−1
2r2+
∫ v2
v1
vα(∂vφ)
2Ω2 dv +
ε
2
∫ v2
v1
vα
(
∂uφ
Ω
)2
dv
]
,
where ε > 0. Thus, choosing ε small enough so that
c > (V + 1)αε,
we have that
vα2
(
∂uφ
Ω
)2
(u, v2) +
∫ v2
v1
vα
(
∂uφ
Ω
)2
dv ≤ C
(
vα1
(
∂uφ
Ω
)2
(u, v1) +
∫ v2
v1
vα(∂vφ)
2Ω2(u, v) dv
)
(77)
for u ∈ [u1, u2], where C = C(α).
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Integrating over u ∈ [u1, u2] gives
∫ u2
u1
vα2
(
∂uφ
Ω
)2
(u, v2) du+
∫ u2
u1
∫ v2
v1
vα
(
∂uφ
Ω
)2
dv du
≤ C
(∫ u2
u1
vα1
(
∂uφ
Ω
)2
(u, v1) du+
∫ u2
u1
∫ v2
v1
vα(∂vφ)
2Ω2 dv du
)
≤ C
(∫ u2
u1
vα1
(
∂uφ
Ω
)2
(u, v1) du+
∫ v2
v1
sup
u∈[u1,u2]
vα(∂vφ)
2
∫ u2
u1
(−∂ur) du dv
)
≤ C
(∫ u2
u1
vα1
(
∂uφ
Ω
)2
(u, v1) du+ (R2 − r+)
∫ v2
v1
sup
u∈[u1,u2]
vα(∂vφ)
2 dv
)
, (78)
where C = C(α).
As before, from the wave equation (6), it follows that
∂u(r∂vφ) = −∂vr∂uφ.
Multiplying by vαr∂vφ and integrating with respect to u ∈ [u′, u2] for any u′ ≥ u1, and then taking the
supremum over u′ ∈ [u1, u2] gives
sup
u′∈[u1,u2]
r2vα(∂vφ)
2(u′, v) ≤ r2vα(∂vφ)2(u2, v) + 2R2
∫ u2
u1
|vα∂vφ∂uφ∂vr| du.
Integrating with respect to v then gives
∫ v2
v1
sup
u′∈[u1,u2]
vα(∂vφ)
2(u′, v) dv
≤ C ′
(∫ v2
v1
vα(∂vφ)
2(u2, v) dv +
∫ v2
v1
∫ u2
u1
|vα∂vφ∂uφ∂vr| du dv
)
, (79)
where C ′ = C ′(R2) > 0 increases in R2. But arguing exactly as in Proposition 3.5, we deduce
∫ v2
v1
∫ u2
u1
|vα∂vφ∂uφ∂vr| du dv
≤ ε0
2
∫ v2
v1
sup
u∈[u1,u2]
vα(∂vφ)
2 dv +
ε−10 (R2 − r+)
2
∫ v2
v1
∫ u2
u1
vα
(
∂uφ
Ω
)2
du dv
for any ε0 > 0. So using (78) to estimate the second term on the right hand side of the previous equation,
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we have
∫ v2
v1
∫ u2
u1
|vα∂vφ∂uφ∂vr| du dv ≤ ε0
2
∫ v2
v1
sup
u∈[u1,u2]
vα(∂vφ)
2 dv + C ′′
∫ u2
u1
vα1
(
∂uφ
Ω
)2
(u, v1) du
+ C˜ε−10 (R2 − r+)2
∫ v2
v1
sup
u∈[u1,u2]
vα(∂vφ)
2 dv,
where C ′′ = C ′′(R2, α) and C˜ = C˜(α). Thus, choosing ε0 sufficiently small and R2 sufficiently close to
r+ that
C ′(R2)
(ε0
2
+ C˜ε−10 (R2 − r+)2
)
< 1,
it follows from (79) that
∫ v2
v1
sup
u′∈[u1,u2]
vα(∂vφ)
2(u′, v) dv ≤ C
(∫ v2
v1
vα(∂vφ)
2(u2, v) dv +
∫ u2
u1
vα1
(
∂uφ
Ω
)2
(u, v1) du
)
,
where C = C(R2, α) > 0, as desired.
The second statement (75) follows from the first by taking u1 = u
′ > uR2(1), u2 = ∞, v1 = 1 and
v2 = vR2(u
′) (so [u1, u2]× [v1, v2] ⊆ {r+ ≤ r ≤ R2} ∩ {v ≥ 1}), as shown in the Figure below.
We now use the previous proposition to deduce a L2-type estimate analogous to Proposition 3.5 for
∂uφ on a curve γR2 with R2 sufficiently close to r+. (We remark that no corresponding estimate was
deduced in [16] because there it was sufficient to estimate supr≤R2 |∂uφ| instead.)
Corollary 3.7. Suppose φ is a solution of the wave equation (1) with smooth, spherically symmetric
data on S. Let α, ε > 0 be such that α − (1 + ε) > 0. Then if R2 > r+ is sufficiently close to r+, there
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is a constant C = C(R2, α, ε) > 0 such that
∫
γR2∩{v≥1}
vα−(1+ε)(∂uφ)2 ≤ C
(∫
H+∩{v≥1}
vα(∂vφ)
2 +
∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du
)
.
Proof. Let R2 > r+ be sufficiently close to r+ such that Proposition 3.6 (and its proof) hold. Let
u1 = u > uR2(1), u2 = ∞, v1 = 1 and v2 = vR2(u). Then [u1, u2]× [v1, v2] ⊆ {r+ ≤ r ≤ R2} ∩ {v ≥ 1}
and so from the proof of Proposition 3.6 (equation (77))
(vR2(u))
α
(
∂uφ
Ω
)2
(u′, vR2(u)) ≤ C(α)
((
∂uφ
Ω
)2
(u′, 1) +
∫ vR2 (u)
1
vα(∂vφ)
2Ω2(u′, v) dv
)
for all u′ ∈ [u1, u2] = [u,∞]. In particular, since Ω2 ≤ 1 in the exterior region, with u′ = u we have
(vR2(u))
α
(
∂uφ
Ω
)2
(u, vR2(u)) ≤ C(α)
((
∂uφ
Ω
)2
(u, 1) +
∫ vR2 (u)
1
vα(∂vφ)
2(u, v) dv
)
. (80)
But by the second statement of Proposition 3.6, the rightmost integral may be estimated by
C(R2, α)
(∫ ∞
1
vα(∂vφ)
2(∞, v) dv +
∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du
)
.
Multiplying (80) by (vR2(u))
−(1+ε)Ω2(u, vR2(u)) and integrating over u ∈ [uR2(1),∞] yields
∫ ∞
uR2 (1)
(vR2(u))
α−(1+ε)(∂uφ)2(u, vR2(u)) du ≤ C(R2, α)
[∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1)
Ω2(u, vR2(u))
(vR2(u))
1+ε
du
+
(∫ vR2 (u)
1
vα(∂vφ)
2(∞, v) dv +
∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u′, 1) du′
)(∫ ∞
uR2 (1)
Ω2(u, vR2(u))
(vR2(u))
1+ε
du
)]
.
Since
Ω2(u, vR2(u))
(vR2(u))
1+ε
≤ 1 and since
∫ ∞
uR2 (1)
Ω2(u, vR2(u))
(vR2(u))
1+ε
du = Ω2R2
∫ ∞
1
1
v1+ε
dv = C(R2, ε) < +∞,
we deduce
∫ ∞
uR2 (1)
(vR2(u))
α−(1+ε)(∂uφ)2(u, vR2(u)) du ≤ C
(∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du+
∫ ∞
1
vα(∂vφ)
2(∞, v) dv
)
,
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with C = C(R2, α, ε). So
∫
γR2∩{v≥1}
vα−(1+ε)(∂uφ)2 dv =
∫
γR2∩{u≥uR2 (1)}
vα−(1+ε)(∂uφ)2 du
≤ C
(∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du+
∫ ∞
1
vα(∂vφ)
2(∞, v) dv
)
with C = C(R2, α, ε), as desired.
We now fix a value of R2 small enough that R2 < R1 and that both Proposition 3.5 and Corollary 3.7
hold. What we actually need is to propagate the bounds we have established for γR2 to the surface γR
for any R > R2. This is done in the next proposition, albeit at the expense of some polynomial power.
Proposition 3.8. Suppose φ is a solution of the wave equation (1) with smooth, spherically symmetric
data on S. Let α, ε > 0 be such that α − (1 + 2ε) > 0. Then, for any R > R2, there exist C =
C(R2, R, α, ε) > 0 such that
∫
γR∩{v≥1}
vα−(1+2ε)((∂uφ)2 + (∂vφ)2) ≤ C
(∫
H+∩{v≥1}
vα(∂vφ)
2 +
∫
Cext1 ∩{u≥uR(1)}
(
∂uφ
Ω
)2)
.
The proof below follows the proof of Proposition 3.3 of [16], though uses the estimates we have proved
instead of the similar estimates obtained in [16] in order to yield an estimate with which we can inter-
polate.
Proof. Fix R > R2 and for r+ < r < R define
γ
(v0)
r∗ = γr∗ ∩ {v0 − (R∗ − r∗) ≤ v ≤ 2v0}.
We begin by listing four facts we shall need during the course of the proof.
1. During the proof of Proposition 3.3 of [16], it is shown that for any v0 ≥ 1,
sup
r∗∈[R∗2 ,R∗]
(∫
γ
(v0)
r∗
(∂vφ)
2 + (∂uφ)
2
)
+ sup
v∈[v0,2v0]
∫
Cv(R
∗
2 ,R
∗)
(∂uφ)
2 ≤ C
∫
γ
(v0)
R∗2
(∂vφ)
2 + (∂uφ)
2
 , (81)
where
Cv(R
∗
2, R
∗) = {(u, v) : uR∗(v) ≤ u ≤ uR∗2 (v)} = Cextv ∩ {R2 ≤ r ≤ R}
and C = C(R2, R) > 0.
76
2. For v0 ≥ V1 := 2(R∗ −R∗2), we have
γ
(v0)
R∗2
= γR∗2 ∩ {v0 − (R∗ −R∗2) ≤ v ≤ 2v0} ⊆ γR∗2 ∩ {
1
2
v0 ≤ v ≤ 2v0}.
3. Given ε > 0, there exists V2 = V2(ε) > 1 such that
v ≥ V2 =⇒ vε ≥ log2(1 + v).
4. Combining Proposition 3.5 and Corollary 3.7 gives
∫
γR∗2∩{v≥1}
vα−(1+ε)((∂uφ)2 + (∂vφ)2)
≤ C
(∫
H+∩{v≥1}
vα(∂vφ)
2 +
∫ ∞
uR2 (1)
(
∂uφ
Ω
)2
(u, 1) du
)
≤ C
(∫
H+∩{v≥1}
vα(∂vφ)
2 +
∫
Cext1 ∩{u≥uR(1)}
(
∂uφ
Ω
)2)
, (82)
for some C = C(R2, α, ε) > 0.
With these facts in mind we set V = max(V1, 2V2) and note V/2 > 1. Write
∫
γR∩{v≥1}
vα−(1+2ε)((∂uφ)2 + (∂vφ)2) =
∫
γR∩{1≤v≤V }
vα−(1+2ε)((∂uφ)2 + (∂vφ)2)
+
∫
γR∩{v≥V }
vα−(1+2ε)((∂uφ)2 + (∂vφ)2). (83)
We shall estimate the two terms on the right hand side separately.
To estimate the second term, we use (81) and the second fact above to deduce
∫
γR∩{v≥V }
vα−(1+2ε)((∂uφ)2 + (∂vφ)2)
=
∞∑
k=0
∫
γR∩{2kV≤v≤2k+1V }
vα−(1+2ε)((∂uφ)2 + (∂vφ)2)
≤
∞∑
k=0
(2k+1V )α−(1+2ε)
∫
γ
(2kV )
R∗
((∂uφ)
2 + (∂vφ)
2)
≤ C
∞∑
k=0
(2k+1V )α−(1+2ε)
∫
γ
(2kV )
R∗2
((∂vφ)
2 + (∂uφ)
2)
≤ C
∞∑
k=0
(2k+1V )α−(1+2ε)
∫
γR∗2∩{2
k−1V≤v≤2k+1V }
((∂vφ)
2 + (∂uφ)
2)
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since 2kV ≥ V ≥ V1 for each k ≥ 0. Thus, by the third fact above
∫
γR∩{v≥V }
vα−(1+2ε)((∂uφ)2 + (∂vφ)2)
≤ C4α−(1+2ε)
∞∑
k=0
∫
γR∗2∩{2
k−1V≤v≤2k+1V }
vα−(1+2ε)((∂vφ)2 + (∂uφ)2)
≤ C
∞∑
k=0
∫
γR∗2∩{2
k−1V≤v≤2k+1V }
vα−(1+ε)
log2(1 + v)
((∂vφ)
2 + (∂uφ)
2)
= CV
∫
γR∗2∩{V/2≤v≤4V }
vα−(1+ε)((∂vφ)2 + (∂uφ)2)
+C
∞∑
k=2
∫
γR∗2∩{2
k−1V≤v≤2k+1V }
vα−(1+ε)
log2(1 + v)
((∂vφ)
2 + (∂uφ)
2) , (84)
since 2k−1V ≥ V/2 ≥ V2. Furthermore, given v such that 2k−1V ≤ v ≤ 2k+1V , since V > 1, we have
log(1 + v) ≥ log(1 + 2k−1V ) > log(2k−1) = 1
log2 e
(k − 1).
Substituting this result into (84), together with the fact 2k−1V ≥ V/2 > 1 yields
∫
γR∩{v≥V }
vα−(1+2ε)((∂uφ)2 + (∂vφ)2)
≤ CV
∫
γR∗2∩{V/2≤v≤4V }
vα−(1+ε)((∂vφ)2 + (∂uφ)2)
+C
∞∑
k=2
1
(k − 1)2
∫
γR∗2∩{2
k−1V≤v≤2k+1V }
vα−(1+ε)((∂vφ)2 + (∂uφ)2),
≤ CV
∫
γR∗2∩{v≥1}
vα−(1+ε)((∂vφ)2 + (∂uφ)2)
+C
∞∑
k=2
1
(k − 1)2
∫
γR∗2∩{v≥1}
vα−(1+ε)((∂vφ)2 + (∂uφ)2)
= C
∫
γR∗2∩{v≥1}
vα−(1+ε)((∂vφ)2 + (∂uφ)2)
≤ C
(∫
H+∩{v≥1}
vα(∂vφ)
2 dv +
∫ ∞
uR(1)
(
∂uφ
Ω
)2
(u, 1) du
)
, (85)
where we have used (82) to deduce the last inequality.
To estimate the first term on the right hand side of (83), note that by the wave equation (7)
1
2
∂v(∂uφ)
2 − 1
2
∂u(∂vφ)
2 = ∂uφ∂v∂uφ− ∂vφ∂u∂vφ = (∂uφ− ∂vφ)∂u∂vφ = −Ω
2
r
(∂vφ− ∂uφ)2
≤ Ω
2
r
(∂vφ− ∂uφ)2
≤ C(∂vφ− ∂uφ)2,
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for some C > 0 since Ω2 is bounded and r is bounded below in the exterior region. Hence, in fact
1
2
∂v(∂uφ)
2 − 1
2
∂u(∂vφ)
2 ≤ C˜((∂vφ)2 + (∂uφ)2). (86)
Given R > R2, we integrate (86) over the region
Y = {R2 ≤ r ≤ R} ∩ {v ≥ 1}.
We have
∫
Y
∂u(∂vφ)
2 du dv =
∫ ∞
1
∫ uR2 (v)
uR(v)
∂u(∂vφ)
2 du dv
=
∫ ∞
1
(∂vφ)
2(uR2(v), v) dv −
∫ ∞
1
(∂vφ)
2(uR(v), v) dv
=
∫
γR∗2∩{v≥1}
(∂vφ)
2 −
∫
γR∗∩{v≥1}
(∂vφ)
2
and
∫
Y
∂v(∂uφ)
2 dv du =
∫ ∞
uR(1)
∫ vR(u)
max(1,vR2 (u))
∂v(∂uφ)
2 dv du
=
∫ ∞
uR(1)
(∂uφ)
2(u, vR(u)) du−
∫ ∞
uR(1)
(∂uφ)
2(u,max(1, vR2(u)) du
=
∫ ∞
uR(1)
(∂uφ)
2(u, vR(u)) du−
∫ uR2 (1)
uR(1)
(∂uφ)
2(u, 1) du
−
∫ ∞
uR2 (1)
(∂uφ)
2(u, vR2(u)) du
=
∫
γR∗∩{v≥1}
(∂uφ)
2 −
∫ uR2 (1)
uR(1)
(∂uφ)
2(u, 1) du−
∫
γR∗2∩{v≥1}
(∂uφ)
2
Thus, integrating (86) over Y yields
∫
γR∗∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv −
∫
γR∗2∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv −
∫ uR2 (1)
uR(1)
(∂uφ)
2(u, 1) du
≤ C˜
∫
Y
(∂uφ)
2 + (∂vφ)
2 du dv
= C
∫ R∗
R∗2
(∫
γr∗∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv
)
dr∗,
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and hence
∫
γR∗∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv ≤
∫
γR∗2∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv +
∫ uR2 (1)
uR(1)
(∂uφ)
2(u, 1) du
+C
∫ R∗
R∗2
(∫
γr∗∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv
)
dr∗
≤
∫
γR∗2∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv +
∫ uR2 (1)
uR(1)
(
∂uφ
Ω
)2(u, 1) du
+C
∫ R∗
R∗2
(∫
γr∗∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv
)
dr∗,
since Ω2 ≤ 1 in the black hole exterior. Hence, by Gro¨nwall’s inequality we have
∫
γR∗∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv ≤ C(R,R2)
(∫
γR∗2∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv +
∫ uR2 (1)
uR(1)
(
∂uφ
Ω
)2(u, 1) du
)
.
In particular, it follows that
∫
γR∗∩{1≤v≤V }
vα−(1+2ε)((∂uφ)2 + (∂vφ)2)
≤ V α−(1+2ε)
∫
γR∗∩{v≥1}
(∂uφ)
2 + (∂vφ)
2
≤ C(R,R2, V, α)
(∫
γR∗2∩{v≥1}
(∂uφ)
2 + (∂vφ)
2 dv +
∫ uR2 (1)
uR(1)
(
∂uφ
Ω
)2(u, 1) du
)
≤ C
(∫
γR∗2∩{v≥1}
vα−(1+ε)((∂uφ)2 + (∂vφ)2) dv +
∫ ∞
uR(1)
(
∂uφ
Ω
)2(u, 1) du
)
,
and hence by (82), we have
∫
γR∗∩{1≤v≤V }
vα−(1+2ε)((∂uφ)2 + (∂vφ)2) dv
≤ C
(∫ ∞
1
vα(∂vφ)
2(∞, v) dv +
∫ ∞
uR(1)
(
∂uφ
Ω
)2
(u, 1) du
)
, (87)
for some C = C(R2, R, α, ε) > 0. So summing (85) and (87) gives the desired result.
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3.1.3 Lp Estimates
We are now ready to prove Theorem 1.15, which we restate below for convenience.
Theorem. Suppose φ is a solution of the wave equation (1) with smooth, spherically symmetric data on
S. Let α, ε > 0 be such that α− (1 + 2ε) > 0. Assume 1 < p < 2 and 0 < θ < 1 with
1
p
=
1− θ
1
+
θ
2
.
If R > R1, then there exists C = C(R,α, ε, p) > 0 such that
∫
γR∩{v≥1}
v(α−(1+2ε))
pθ
2 |∂vφ|p ≤ C
(∫
H+∩{v≥1}
v
αpθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
(88)
and
∫
γR∩{v≥1}
v(α−(1+2ε))
pθ
2 |∂uφ|p ≤ C
(∫
H+∩{v≥1}
v
αpθ
2 |∂vφ|p +
∫
Cext1 ∩{u≥uR(1)}
Ω−pθ|∂uφ|p
)
. (89)
Remark 3.9. The above theorem could be proved in exactly the same way as Theorem 1.14 provided we
made the additional assumption that the solution φ satisfies (10). Recall that including this assumption
in Theorem 1.14 allowed us to split the solution into two parts, φ1 and φ2, and deduce the desired
estimate for each of them separately (and in particular without using interpolation in the case of φ2
because by (10) it is well behaved). For Theorem 1.14, this approach had the advantage of allowing us
to deduce the condition on solutions of the form φ1 (namely smooth, spherically symmetric solutions
with ∂uφ1 = 0 on C1 ∩ {u ≤ −1}) asserted in Theorem 1.6 which may prevent instability. However,
the assumption (10) is not actually needed to perform interpolation and deduce the estimate. Indeed,
removing the assumption and not splitting the solution, we may deduce the same estimate but with the
constant independent of D and φ. As we do not assume (10) in Theorem 1.15, we follow this approach
to prove it. We note that an almost identical argument to the one given below could have been used for
Theorem 1.14, though with the disadvantage that the condition of Theorem 1.6 would not follow from
the proof in this case.
Proof. We prove the only the first estimate (88) as the proof of the second estimate (89) is analogous.
We have R > R1 > R2 and so Proposition 3.8 applies. The idea is to use the K-method of real
interpolation to interpolate between the bounds achieved in Corollary 3.4 and Proposition 3.8 to deduce
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the desired estimate. Again, for clarity, set p0 = 1 and p1 = 2, so that
1
p
=
1− θ
p0
+
θ
p1
.
We split the argument into a number of steps.
Step 1: First of all, we need to define the compatible couples we wish to interpolate between. Given
postitve, measurable functions w : [1,∞)→ (0,∞), w˜ : [uR(1),∞)→ (0,∞) and q ≥ 1, we set
Aq(w, w˜) := L
q
w([1,∞))× Lqw˜([uR(1),∞))
with norm
‖(f, g)‖Aq(w,w˜) =
(∫ ∞
1
w(v)|f |q(v) dv +
∫ ∞
uR(1)
w˜(u)|g|q(u) du
)1/q
.
Then, given positive, measurable functions w0, w1 : [1,∞)→ (0,∞) and w˜0, w˜1 : [uR(1),∞), define
A0 = Ap0(w0, w˜0) and A1 = Ap1(w1, w˜1)
so
‖(f, g)‖Aj =
(∫ ∞
1
wj(v)|f |pj (v) dv +
∫ ∞
uR(1)
w˜j(u)|g|pj (u) du
)1/pj
, j = 0, 1.
Similarly for a postitve, measurable function ω : [1,∞)→ (0,∞) and q ≥ 1, we set
Bq(ω) := L
q
ω([1,∞)),
so
‖f‖Bq(ω) =
(∫ ∞
1
ω(v)|f |q(v) dv
)1/q
.
Then, given positive, measurable functions ω0, ω1 : [1,∞)→ (0,∞), define
B0 = Bp0(ω0) and B1 = Bp1(ω1)
so
‖f‖Bj =
(∫ ∞
1
ωj(v)|f |pj (v) dv
)1/pj
, j = 0, 1.
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Finally, let A and B denote the compatible couples A = (A0, A1) and B = (B0, B1).
Step 2: Suppose S : A→ B is a linear operator. Recall from Section A.1 this means (with slight abuse
of notation) that, S : A0 +A1 → B0 +B1 and moreover, S : Aj → Bj and is bounded, with norm ‖S‖j
say, for j = 0, 1. Recalling that
1
p
=
1− θ
p0
+
θ
p1
=
1− θ
1
+
θ
2
,
it follows from Theorem A.5 (with q = p and θ = θ) that
S : Aθ,p → Bθ,p is bounded with norm ‖S‖θ,p ≤ ‖S‖1−θ0 ‖S‖θ1.
In order to make use of this result, we will need to identify appropriate weights w0, w1, w˜0, w˜1, ω0 and
ω1 and a bounded operator T : Aj → Bj . This is where the L1 and L2 estimates proved in the previous
sections will come in. We will also need to understand the spaces Aθ,p and Bθ,p and this is our next
task.
Step 3: We show that
Aθ,p := (A0, A1)θ,p = (Ap0(w0, w˜0), Ap1(w1, w˜1))θ,p = Ap(w, w˜),
with equivalent norms, where
w = w
p 1−θp0
0 w
p θp1
1 and w˜ = w˜
p 1−θp0
0 w˜
p θp1
1 .
The proof of this fact is almost identical to the proof of the corresponding statement in Theorem
1.14 (again following the proof of Theorem 5.5.1 of [1]). As before, set ρ0 = p0, ρ1 = p1, η =
θp
p1
∈ (0, 1)
and r = 1. Now 1 − η = 1 − θpp1 = ( 1p − θp1 )p = 1−θp0 p, and it follows that ρ := (1 − η)ρ0 + ηρ1 = p and
q := ρr = p. Then by the Power Theorem (Theorem A.6) we have
((A0, A1)θ,p)
p
= (Ap00 , A
p1
1 )η,1 (90)
with equivalent quasinorms. For brevity we set X = (Ap00 , A
p1
1 )η,1. For (f, g) ∈ Ap00 +Ap11 , we have
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‖(f, g)‖X =
∫ ∞
0
(
t−ηK(t, (f, g);Ap00 , A
p1
1 )
)1 dt
t
=
∫ ∞
0
t−η( inf
(f,g)=(f0,g0)+(f1,g1)
fi∈Lpiwi ([1,∞))
gi∈Lpiw˜i ([uR(1),∞))
[
‖(f0, g0)‖Ap00 + t‖(f1, g1)‖Ap11
]
)
dt
t
=
∫ ∞
0
t−η inf
(f,g)=(f0,g0)+(f1,g1)
fi∈Lpiwi ([1,∞))
gi∈Lpiw˜i ([uR(1),∞))
[∫ ∞
1
w0|f0|p0(v) dv +
∫ ∞
uR(1)
w˜0|g0|p0(u) du
+t
(∫ ∞
1
w1|f1|p1(v) dv +
∫ ∞
uR(1)
w˜1|g1|p1(u) du
)]
dt
t
=
∫ ∞
0
t−η
 inf
f=f0+f1
fi∈Lpiwi
(∫ ∞
1
w0|f0|p0(v) + tw1|f1|p1(v) dv
)
+ inf
g=g0+g1
gi∈Lpiw˜i
(∫ ∞
uR(1)
w˜0|g0|p0(u) + tw˜1|g1|p1(u) du
) dt
t
=
∫ ∞
1
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) dt
t
 dv
+
∫ ∞
uR(1)
∫ ∞
0
t−η inf
g=g0+g1
gi∈Lpiw˜i
(w˜0|g0|p0(u) + tw˜1|g1|p1(u)) dt
t
 du. (91)
Note that (91) follows from an analogous argument to Lemma B.1 of Appendix B.
Now arguing exactly as in the proof of Theorem 1.14 we see that
∫ ∞
1
∫ ∞
0
t−η inf
f=f0+f1
fi∈Lpiwi
(w0|f0|p0(v) + tw1|f1|p1(v)) dt
t
 dv = C ∫ ∞
1
w|f |p(v) dv
and
∫ ∞
uR(1)
∫ ∞
0
t−η inf
g=g0+g1
gi∈Lpiw˜i
(w˜0|g0|p0(u) + tw˜1|g1|p1(u)) dt
t
 du = C ∫ ∞
uR(1)
w˜|g|p(u) du,
with C =
∫∞
0
s−ηF (s) dss < +∞ (where F is defined by (50)). Thus by (91)
‖(f, g)‖X = C
(∫ ∞
1
w|f |p(v) dv +
∫ ∞
uR(1)
w˜|∂ug|p(u) du.
)
= C‖(f, g)‖pAp(w,w˜).
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In particular, ‖(f, g)‖X < +∞⇐⇒ ‖(f, g)‖Ap(w,w˜)p < +∞, so X = Ap(w, w˜)p and they have equivalent
quasinorms. Thus, by (90)
((A0, A1)θ,p)
p
= Ap(w, w˜)
p
with equivalent quasinorms, and so
(A0, A1)θ,p = Ap(w, w˜)
with equivalent norms, as desired.
Step 4: Using an argument analogous to that in the previous step, we deduce
Bθ,p := (B0, B1)θ,p = (Bp0(ω0), Bp1(ω1)) = Bp(ω)
with equivalent norms, where
ω = ω
p 1−θp0
0 ω
p θp1
1 .
To avoid repetition, we omit the details.
Step 5: We now fix the weights by setting w0(v) = 1, w1(v) = v
α, w˜0(u) = 1, w˜1(u) = Ω
−2(u, 1),
ω0(v) = 1 and ω1(v) = v
α−(1+2ε), where 0 < ε < 1 and α− (1 + 2ε) > 0. So
A0 = L
1([1,∞))× L1([uR(1),∞)), A1 = L2vα([1,∞))× L2Ω−2(u,1)([uR(1),∞)) (as sets)
and
B0 = L
1([1,∞)), B1 = L2vα−(1+2ε)([1,∞)).
In order to construct a linear operator T : A→ B, we first construct two bounded linear operators
T0 : A0 → B0 and T1 : A1 → B1.
Before defining these operators however, we note that given smooth and spherically symmetric data
(∂vφ|H+∩{v≥1}, ∂uφ|Cext1 ∩{u≥uR(1)}) for the wave equation (1), the solution φ is determined up to a
constant in {r ≤ R} ∩ {v ≥ 1} (as it is determined up to a constant on H+ ∩ {v ≥ 1} and Cext1 ∩ {u ≥
uR(1)}), and hence ∂vφ is uniquely determined on γR ∩ {v ≥ 1}.
Step 5a: We define the operator T0 : A0 → B0. We first define T0 for smooth (f, g) ∈ A0 and then use
a limiting process to extend T0 to the entire space A0.
Indeed, given a smooth (f, g) ∈ A0 we set T0(f, g) = ∂vϕ|γR∩{v≥1} where ϕ is a solution of the
(spherically symmetric) wave equation with ∂vϕ|H+∩{v≥1} = f and ∂uϕ|C1∩{u≥uR(1)} = g. Then, by
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the remarks directly above T0(f, g) is uniquely determined and by the L
1 estimates (Proposition 3.4)
T0(f, g) ∈ B0. Indeed,
‖T0(f, g)‖B0 =
∫ ∞
1
|T0(f, g)(v)| dv =
∫ ∞
1
|∂vϕ|(uR(v), v) dv
≤ C(R)
(∫
H+∩{v≥1}
|∂vϕ|+
∫
Cext1 ∩{u≥uR(1)}
|∂uϕ|
)
= C(R)
(∫ ∞
1
|f(v)| dv +
∫ ∞
uR(1)
|g(u)| du
)
= C(R)‖(f, g)‖A0 <∞.
Moreover, by uniqueness and linearity of solutions to the wave equation, T0 acts linearly on the smooth
elements of A0. See Figure 8 below for a diagramatic representation of the action of T0 on smooth
elements of A0.
Now suppose (f, g) ∈ A0 is not smooth. By density of smooth functions C∞([1,∞))×C∞([uR(1),∞))
in A0, there is a sequence of smooth functions {(fn, gn)} in A0 such that (fn, gn) → (f, g) in A0. Thus
{(fn, gn)} is a Cauchy sequence in A0, T0(fn, gn) ∈ B0 is defined for each n by above and by the L1
estimates (Proposition 3.4) {T0(fn, gn)} is a Cauchy sequence in B0. But B0 = L1 is complete and hence
{T0(fn, gn)} has a limit in B0. We define
T0(f, g) := lim
n→∞T0(fn, gn) in B0.
It is easy to check that T0(f, g) is well-defined. Indeed, if {(fn, gn)} and {(f ′n, g′n)} are both sequences
of smooth functions in A0 which converge to (f, g) in A0, then by Proposition 3.4
‖T0(fn, gn)− T0(f ′n, g′n)‖B0 = ‖T0(fn − f ′n, gn − g′n)‖B0 ≤ C(R)‖fn − f ′n, gn − g′n)‖A0 → 0,
so it follows that T0(f, g) is uniquely determined. So T0 is well-defined. It is trivial to check that T0 is
linear. Furthermore, T0 is bounded: if (f, g) ∈ A0 is smooth, it follows immediately from Proposition 3.4
that ‖T0(f, g)‖B0 ≤ C(R)‖(f, g)‖A0 , and if (f, g) ∈ A0 is not smooth, then for any sequence {(fn, gn)}
of smooth functions in A0 converging to (f, g) in A0,
‖T0(f, g)‖B0 = lim
n→∞ ‖T0(fn, gn)‖B0 ≤ limn→∞C(R)‖(fn, gn)‖A0 = C(R)‖(f, g)‖A0 .
So we have constructed the desired bounded linear operator T0 : A0 → B0 and moreover ‖T0‖ ≤ C(R),
where C(R) is the constant from Proposition 3.4.
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Figure 8: Action of the operators T0 and T1 on smooth functions in their domains.
Step 5b: We similarly define the operator T1 : A1 → B1. Again, we first define T1 for smooth (f, g) ∈ A1
and then use a limiting process to extend T1 to the entire space A1.
Given a smooth (f, g) ∈ A1, we set T1(f, g) = ∂vϕ|γR∩{v≥1}, where ϕ is a solution of the (spherically
symmetric) wave equation with ∂vϕ|H+∩{v≥1} = f and ∂uϕ|C1∩{u≥uR(1)} = g. By the remarks at the
start of Step 5 T1(f, g) is uniquely determined and by the L
2 estimates (Proposition 3.8) T1(f, g) ∈ B1.
Indeed,
‖T1(f, g)‖2B1 =
∫ ∞
1
vα−(1+2ε)|T1(f, g)|2(v) dv
=
∫ ∞
1
vα−(1+2ε)|∂vϕ|2(uR(v), v) dv
≤ C(R,α, ε)
(∫
H+∩{v≥1}
vα(∂vϕ)
2 +
∫
Cext1 ∩{u≥uR(1)}
(
∂uϕ
Ω
)2)
= C(R,α, ε)
(∫ ∞
1
vα|f(v)|2 dv +
∫ ∞
uR(1)
|g(u)|2
Ω2(u, 1)
du
)
= C(R,α, ε)‖(f, g)‖2A1 <∞.
Moreover, by uniqueness and linearity of solutions to the wave equation, T1 acts linearly on the smooth
elements of A1.
Now suppose (f, g) ∈ A1 is not smooth. By density of smooth functions C∞([1,∞))×C∞([uR(1),∞))
in A1, there is a sequence of smooth functions {(fn, gn)} in A1 such that (fn, gn) → (f, g) in A1. Thus
{(fn, gn)} is a Cauchy sequence in A1, T1(fn, gn) ∈ B1 is defined for each n by above and by the L2
estimates (Proposition 3.8) {T1(fn, gn)} is a Cauchy sequence in B1. But B1 = L2vα−(1+2ε)([1,∞)) is
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complete and hence {T1(fn, gn)} has a limit in B1. We define
T1(f, g) := lim
n→∞T1(fn, gn) in B1.
As before T1f is well-defined. Indeed, if {(fn, gn)} and {(f ′n, g′n)} are both sequences of smooth
functions in A1 which converge to (f, g) in A1, then by Proposition 3.8
‖T1(fn, gn)− T1(f ′n, g′n)‖B1 = ‖T1(fn − f ′n, gn − g′n)‖B1 ≤ C(R,α, ε)1/2‖(fn − f ′n, gn − g′n)‖A1 → 0,
so it follows that T1(f, g) is uniquely determined. So T1 is well defined. It is trivial to check that T1 is
linear. Furthermore, T1 is bounded: if (f, g) ∈ A1 is smooth, it follows immediately from Proposition
3.8 that ‖T1(f, g)‖B1 ≤ C(R,α, ε)1/2‖(f, g)‖A1 , and if (f, g) ∈ A1 is not smooth, then for any sequence
of smooth functions {(fn, gn)} in A1 converging to (f, g) in A1,
‖T1(f, g)‖B1 = lim
n→∞ ‖T1(fn, gn)‖B1 ≤ limn→∞C(R,α, ε)
1/2‖(fn, gn)‖A1 = C(R,α, ε)1/2‖(f, g)‖A1 .
So we have constructed the desired bounded linear operator T1 : A1 → B1 and moreover ‖T1‖ ≤
C(R,α, ε)1/2, where C(R,α, ε) is the constant from Proposition 3.8.
Step 5c: We show that T0 = T1 on A0 ∩ A1. To see this, we note that T0|A0∩A1 : A0 ∩ A1 → B0 + B1
is continuous. Indeed if (f, g) ∈ A0 ∩ A1, by continuity of T0 : A0 → B0 and by definition of ‖ · ‖B0+B1
and ‖ · ‖A0∩A1 (see Appendix A), we have
‖T0(f, g)‖B0+B1 ≤ ‖T0(f, g)‖B0 ≤ C(R)‖(f, g)‖A0 ≤ C(R)‖(f, g)‖A0∩A1 ,
so T0|A0∩A1 : A0 ∩A1 → B0 +B1 is indeed continuous. In exactly the same way, T1|A0∩A1 : A0 ∩A1 →
B0 +B1 is continuous.
Now, the space of smooth and compactly supported functions C := C∞c ([1,∞)) × C∞c ([uR(1),∞))
satisfies C ⊂ A1 and (C, ‖ ·‖A1) is dense in (A1, ‖ ·‖A1). Also α > 1+2ε, so given (f, g) ∈ A1, by Ho¨lder’s
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inequality we have
‖(f, g)‖A0 =
∫ ∞
1
|f |(v) dv +
∫ ∞
uR(1)
|g|(u) du
≤
(∫ ∞
1
vα|f |2(v) dv ·
∫ ∞
1
v−α dv
)1/2
+
(∫ ∞
uR(1)
|g|2(u)
Ω2(u, 1)
du ·
∫ ∞
uR(1)
Ω2(u, 1) du
)1/2
= C1(α)
(∫ ∞
1
vα|f |2(v) dv
)1/2
+ (R− r+)1/2
(∫ ∞
uR(1)
|g|2(u)
Ω2(u, 1)
du
)1/2
= C(R,α)‖(f, g)‖A1 <∞,
and hence (f, g) ∈ A0. So A1 ⊂ A0. In particular, A0 ∩A1 = A1 and (as ‖ · ‖A1 ≤ ‖ · ‖A0∩A1 and by the
previous equation) ‖ · ‖A0∩A1 = max(‖ · ‖A0 , ‖ · ‖A1) is equivalent to ‖ · ‖A1 . It follows that (C, ‖ · ‖A0∩A1)
is dense in (A0 ∩ A1, ‖ · ‖A0∩A1). Furthermore, it follows immediately from the definitions of T0 and T1
that T0 = T1 on C (as their actions on smooth functions are defined in the same way).
Now recall the classical result that if X, Y are metric spaces, S, T : X → Y continuous maps and
A ⊂ X a dense subset of X such that S = T on A, then S = T (on the entire space X). Applying this
result with X = A0∩A1, Y = B0 +B1, A = C, S = T0|A0∩A1 and T = T1|A0∩A1 , we deduce that T0 = T1
on A0 ∩A1.
Step 5d: We define the linear operator T : A0 + A1 → B0 + B1 as follows. For (f, g) ∈ A0 + A1 with
(f, g) = (f0, g0) + (f1, g1), (fi, gi) ∈ Ai, we set T (f, g) = T0(f0, g0) + T1(f1, g1). We need to check that
T is well-defined and linear.
• To see that T is well-defined, suppose (f, g) ∈ A0 +A1 with (f, g) = (f0, g0) + (f1, g1) = (f ′0, g′0) +
(f ′1, g
′
1), where (fi, gi), (f
′
i , g
′
i) ∈ Ai. Then (f0, g0) − (f ′0, g′0) = (f ′1, g′1) − (f1, g1) ∈ A0 ∩ A1 and
hence (by Step 5c)
T0((f0, g0)− (f ′0, g′0)) = T0((f ′1, g′1)− (f1, g1)) = T1((f ′1, g′1)− (f1, g1))
=⇒ T0(f0, g0)− T0(f ′0, g′0) = T1(f ′1, g′1)− T1(f1, g1)
=⇒ T0(f0, g0) + T1(f1, g1) = T0(f ′0, g′0) + T1(f ′1, g′1),
so T (f, g) is independent of the representation of (f, g) and so T is well-defined.
• To see that T is linear, suppose α, β ∈ R and (f, g) = (f0, g0)+(f1, g1), (f ′, g′) = (f ′0, g′0)+(f ′1, g′1) ∈
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A0 +A1 (where (fi, gi), (f
′
i , g
′
i) ∈ Ai). Then by linearity of T0 : A0 → B0 and T1 : A1 → B1
T (α(f, g) + β(f ′, g′)) = T [(α(f0, g0) + β(f ′0, g
′
0)) + (α(f1, g1) + β(f
′
1, g
′
1))]
= T0(α(f0, g0) + β(f
′
0, g
′
0)) + T1(α(f1, g1) + β(f
′
1, g
′
1))
= α(T0(f0, g0) + T1(f1, g1)) + β(T0(f
′
0, g
′
0) + T1(f
′
1, g
′
1))
= αT (f, g) + βT (f ′, g′),
so T is indeed linear.
Step 6: Notice it follows immediately from the definition of the linear operator T : A0 +A1 → B0 +B1
that T |A0 = T0 : A0 → B0 and T |A1 = T1 : A1 → B1 and both of these maps are bounded. In other
words, using the notation of Appendix A, T : A→ B. Hence, by Step 2,
T : (A0, A1)θ,p → (B0, B1)θ,p with norm ‖T‖θ,p ≤ ‖T0‖1−θ‖T1‖θ.
Recalling that we fixed p0 = 1, p1 = 1 w0(v) = 1, w1(v) = v
α, w˜0(u) = 1, w˜1(u) = Ω
−2(u, 1), ω0(v) = 1
and ω1(v) = v
α−(1+2ε), where 0 < ε < 1 and α − (1 + 2ε) > 0, Steps 3 and 4 allow us to compute
(A0, A1)θ,p and (B0, B1)θ,p. By Step 3
(A0, A1)θ,p = Ap(w, w˜) = L
p
w([1,∞))× Lpw˜([uR(1),∞))
with norm
‖(f, g)‖(A0,A1)θ,p =
(∫ ∞
1
w(v)|f |p(v) dv +
∫ ∞
uR(1)
w˜(u)|g|p(u) du
)1/p
,
where
w(v) = w0(v)
p 1−θp0 w1(v)
p θp1 = 1p(1−θ)/1 · (vα)pθ/2 = v αpθ2
and
w˜(u) = w˜0(u)
p 1−θp0 w˜1(u)
p θp1 = 1p(1−θ)/1 · (Ω−2(u, 1))pθ = Ω−pθ(u, 1).
So
(A0, A1)θ,p = L
p
v
αpθ
2
([1,∞))× Lp
Ω−pθ(u,1)([uR(1),∞))
with norm
‖(f, g)‖(A0,A1)θ,p =
(∫ ∞
1
v
αpθ
2 |f |p(v) dv +
∫ ∞
uR(1)
Ω−pθ(u, 1)|g|p(u) du
)1/p
.
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Similarly, by Step 4
(B0, B1)θ,p = Bp(ω) = L
p
ω([1,∞)),
where
ω(v) = ω0(v)
p 1−θp0 ω1(v)
p θp1 = 1p(1−θ)/1 · (vα−(1+2ε))pθ/2 = v(α−(1+2ε)) pθ2 ,
so
(B0, B1)θ,p = L
p
v(α−(1+2ε))
pθ
2
([1,∞))
with norm
‖f‖(B0,B1)θ,p =
(∫ ∞
1
v(α−(1+2ε))
pθ
2 |f |p(v) dv
)1/p
.
Thus, we conclude
T : Lp
v
αpθ
2
([1,∞))× Lp
Ω−pθ(u,1)([uR(1),∞))→ Lp
v(α−(1+2ε))
pθ
2
([1,∞)) (92)
is a bounded linear operator and by Steps 5a and 5b its norm ‖T‖θ,p is bounded by
‖T‖θ,p ≤ ‖T0‖1−θ‖T1‖θ ≤ C(R)1−θ · C(R,α, ε)θ/2 = C˜(R,α, ε, p), (93)
where C(R) and C(R,α, ε) are the constants from Propositions 3.4 and 3.8 respectively.
Step 7: We complete the proof. Let φ be a solution of the wave equation with smooth, spherically
symmetric data on S. Note that if
∫ ∞
1
v
αpθ
2 |∂vφ|p(∞, v) dv +
∫ ∞
uR(1)
Ω−pθ|∂uφ|p(u, 1) du = +∞,
then (88) trivially holds. So we assume
∫ ∞
1
v
αpθ
2 |∂vφ|p(∞, v) dv +
∫ ∞
uR(1)
Ω−pθ|∂uφ|p(u, 1) du < +∞,
namely we assume (f, g) := (∂vφ|H+∩{v≥1}, ∂uφ|C1∩{u≥uR(1)}) ∈ (A0, A1)θ,p. But this implies T (f, g) ∈
(B0, B1)θ,p = L
p
v(α−(1+2ε))
pθ
2
([1,∞)) (using (92)), and moreover by (93)
∫ ∞
1
v(α−(1+2ε))
pθ
2 |T (f, g)|p(v) dv ≤ C˜(R,α, ε, p)p
(∫ ∞
1
v
αpθ
2 |f |p(v) dv +
∫ ∞
uR(1)
Ω−pθ(u, 1)|g|p(u) du
)
= C˜
(∫ ∞
1
v
αpθ
2 |∂vφ|p(∞, v) dv +
∫ ∞
uR(1)
Ω−pθ|∂uφ|p(u, 1)| du
)
.
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Comparing the previous inequality to (88), we see that our proof of (88) will be complete if we show
that T (f, g) = ∂vφ|γR∩{v≥1}.
To see this, note that (f, g) ∈ (A0, A1)θ,p ⊆ A0 +A1 ⊆ A0 +A0 since A1 ⊆ A0 (as α > 1 and Ω2(u, 1)
is integrable). But A0 + A0 = A0 (with equal norms), so in particular (f, g) ∈ A0. Moreover, as φ is a
smooth solution of the wave equation, (f, g) := (∂vφ|H+∩{v≥1}, ∂uφ|C1∩{u≥uR(1)}) is smooth. Hence, by
construction of T (Step 5d), T (f, g) = T0(f, g) and by definition of T0 (Step 5a), T0(f, g) = ∂vφ1|γR∩{v≥1}.
So T (f, g) = ∂vφ|γR∩{v≥1} and the proof is complete.
3.2 Proof of Propositions 1.16 and 1.17
The remainder of this section is devoted to proving Propositions 1.16 and 1.17, namely showing that
for R > r+ with R
∗ ≥ 1 and a smooth, spherically symmetric solution φ of the wave equation, we can
control ∫
γR∩{v≥1}
v3p−1|φ|p
and
sup
γR∩{v≥R∗}
v3|φ|
in terms of
Ip,R(φ) :=
(∫
γR∩{v≥1}
v4p|∂vφ|p
)1/p
+
(∫
γR∩{v≥1}
v4p|∂uφ|p
)1/p
. (94)
We first prove a preliminary lemma from which these estimates easily follow.
Lemma 3.10. Assume p > 1. Suppose φ is a solution of the wave equation (1) with smooth, spherically
symmetric data on S satisfying (9) and (10). Let R ≥ r+ be such that R∗ ≥ 1 and suppose a > 1− 1/p.
Then for v0 ≥ R∗, there exists C = C(a, p) > 0 such that
|φ|(uR∗(v0), v0) ≤ C
(∫
γR∩{v≥1}
vap|∂uφ|p
)1/p
+
(∫
γR∩{v≥1}
vap|∂vφ|p
)1/p v1−a−1/p0 .
Proof. Let R be as above. It follows from the fundamental theorem of calculus, together with the fact
φ(t, R∗)→ 0 as t→∞ (see [6]) that
|φ|(t0, R∗) ≤
∫ ∞
t0
|∂tφ|(t, R∗) dt
=
∫ ∞
t0
ta|∂tφ|(t, R∗)t−a dt
≤
(∫ ∞
t0
tap|∂tφ|p(t, R∗) dt
)1/p(∫ ∞
t0
t−ap
′
dt
)1/p′
, (95)
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where 1/p+ 1/p′ = 1. Now, since a > 1− 1/p
(∫ ∞
t0
t−ap
′
dt
)1/p′
=
(∫ ∞
t0
t−
ap
p−1 dt
) p−1
p
= C(t
1− app−1
0 )
p−1
p = Ct
1−a−1/p
0 , (96)
where C = C(a, p) > 0.
On the other hand, since v = t+R
∗
2 on γR and ∂t =
1
2 (∂u + ∂v), we have
(∫ ∞
t0
tap|∂tφ|p(t, R∗) dt
)1/p
≤ 1
2
((∫ ∞
t0
tap|∂uφ|p(t, R∗) dt
)1/p
+
(∫ ∞
t0
tap|∂vφ|p(t, R∗) dt
)1/p)
=
21/p
2
(∫ ∞
t0+R
∗
2
(2v −R∗)ap|∂uφ|p(uR∗(v), v) dv
)1/p
+
(∫ ∞
t0+R
∗
2
(2v −R∗)ap|∂vφ|p(uR∗(v), v) dv
)1/p
≤ C
(∫ ∞
t0+R
∗
2
vap|∂uφ|p(uR∗(v), v) dv
)1/p
+
(∫ ∞
t0+R
∗
2
vap|∂vφ|p(uR∗(v), v) dv
)1/p ,
where C = C(a, p). Thus, if v0 =
t0+R
∗
2 ≥ R∗ ≥ 1, then
(∫ ∞
t0
tap|∂tφ|p(t, R∗) dt
)1/p
≤ C
((∫ ∞
v0
vap|∂uφ|p(uR∗(v), v) dv
)1/p
+
(∫ ∞
v0
vap|∂vφ|p(uR∗(v), v) dv
)1/p)
≤ C
(∫
γR∩{v≥1}
vap|∂uφ|p
)1/p
+
(∫
γR∩{v≥1}
vap|∂vφ|p
)1/p , (97)
where C = C(a, p). Thus for v0 =
1
2 (t0 +R
∗) ≥ R∗, substituting (96) and (97) into (95) gives
|φ|(uR∗(v0), v0) = |φ|(t0, R∗)
≤ C
(∫
γR∩{v≥1}
vap|∂uφ|p
)1/p
+
(∫
γR∩{v≥1}
vap|∂vφ|p
)1/p · t1−a−1/p0
≤ C
(∫
γR∩{v≥1}
vap|∂uφ|p
)1/p
+
(∫
γR∩{v≥1}
vap|∂vφ|p
)1/p · v1−a−1/p0 ,
with C = C(a, p), where we have used the fact that t0 = 2v0 − R∗ = v0 + (v0 − R∗) ≥ v0 ≥ 0 and
1− a− 1/p < 0, and hence t1−a−1/p0 ≤ v1−a−1/p0 .
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3.2.1 Proof of Proposition 1.16
From the above Lemma, we can conclude Proposition 1.16, which is restated below for convenience.
Corollary. Assume p > 1. Suppose φ is a solution of the wave equation (1) with smooth, spherically
symmetric data on S satisfying (9) and (10) and let R > r+ be such that R
∗ ≥ 1. Then there exist
C = C(R,φ, p) > 0 and C˜ = C˜(R, p) > 0 such that
(∫ ∞
1
v3p−1|φ|p(uR∗(v), v) dv
)1/p
≤ C + C˜Ip,R(φ),
where Ip,R(φ) is as in (94).
Proof. By Lemma 3.10 with a = 4, we have
|φ|(uR∗(v), v) ≤ Cp · Ip,R(φ)v−(3+1/p) for v ≥ R∗,
so
(∫ ∞
1
v3p−1|φ|p(uR∗(v), v) dv
)1/p
≤ 2
(∫ R∗
1
v3p−1|φ|p(uR∗(v), v) dv
)1/p
+
(∫ ∞
R∗
v3p−1|φ|p(uR∗(v), v) dv
)1/p
≤ C(R,φ, p) + Cp
[∫ ∞
R∗
v3p−1
(
Ip,R(φ) · v−(3+1/p)
)p
dv
]1/p
≤ C(R,φ, p) + Cp · Ip,R(φ)
(∫ ∞
R∗
v−2 dv
)1/p
≤ C(R,φ, p) + C˜(R, p) · Ip,R(φ),
as desired.
3.2.2 Proof of Proposition 1.17
We now close the proof of Theorem 1.13 by giving the proof of Proposition 1.17, which is stated below.
Corollary. Assume p > 1. Suppose R > r+ is such that R
∗ ≥ 1. Then, given a solution φ of the
wave equation (1) with smooth, spherically symmetric data on S satisfying (9) and (10), there exists
C = C(R, p) > 0 such that
sup
γR∩{v≥R∗}
v3|φ| ≤ C · Ip,R(φ).
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Proof. From Lemma 3.10 with a = 4, for v0 ≥ R∗ we have
|φ|(uR∗(v0), v0) ≤ C · Ip,R(φ) · v−(3+1/p)0
with C = C(p), and hence
v30 |φ|(uR∗(v0), v0) ≤ C · Ip,R(φ) · v−1/p0 ≤ C · (R∗)−1/p · Ip,R(φ),
and the result follows by taking the supremum.
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A Interpolation Theory
A.1 Interpolation of Normed Spaces
This section provides a review of some definitions, terminology and results from interpolation theory.
This material presented here is covered in [1].
Let (A0, ‖ · ‖A0), (A1, ‖ · ‖A1) be normed spaces.
Definition A.1 (Compatible Couple). We say that A = (A0, A1) is a compatible couple of normed
vector spaces if there is a Hausdorff topological vector space U such that A0 and A1 are subspaces of U .
If (A0, A1) is a compatible couple, we define
A0 +A1 = {a ∈ U : a = a0 + a1, ai ∈ Ai}.
Then (A0 ∩A1, ‖ · ‖A0∩A1) and (A0 +A1, ‖ · ‖A0+A1) are normed spaces, where
‖a‖A0∩A1 = max(‖a‖A0 , ‖a‖A1)
and
‖a‖A0+A1 = inf{‖a0‖A0 + ‖a1‖A1 : a = a0 + a1, ai ∈ Ai}.
Definition A.2 (Intermediate Space). Let A = (A0, A1) be a a compatible couple of normed spaces. A
normed space A is said to be an intermediate space with respect to A if
A0 ∩A1 ⊂ A ⊂ A0 +A1
and these inclusions are continuous.
Given a pair of compatible couples A = (A0, A1) and B = (B0, B1) and a linear operator T :
A0 +A1 → B0 +B1, we write T : A→ B if
T |A0 : A0 → B0, T |A1 : A1 → B1
and these maps are bounded.
Definition A.3 (Interpolation Spaces). Given compatible couples A and B, we say intermediate spaces
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A and B with respect to A and B are interpolation spaces with respect to A and B if
T : A→ B implies T |A : A→ B
and moreover this map is bounded. Furthermore, we say the interpolation spaces A and B are exact of
exponent θ if
‖T |A‖ ≤ ‖T |A0‖1−θ · ‖T |A1‖θ.
A.2 The K-Method of Real Interpolation
Let A be a compatible couple of normed spaces. For t > 0 and a ∈ A0 +A1 we define
K(t, a) := K(t, a;A) = inf{‖a0‖A0 + t‖a1‖A1 : a = a0 + a1, ai ∈ Ai}.
For each fixed t > 0, ‖ · ‖A1 and t‖ · ‖A1 are equivalent norms on A1, and hence ‖ · ‖A0+A1 and K(t, ·)
are equivalent norms on A0 +A1. In fact,
K(t, a) ≤ max(1, t/s)K(s, a) ∀ s, t > 0. (98)
Let 1 ≤ q ≤ +∞ and 0 < θ < 1. We define a functional Φθ,q by
Φθ,q(ϕ) :=

(∫∞
0
(t−θϕ(t))q dtt
)1/q
, if q <∞
supt>0 |t−θϕ(t)|, if q =∞
(99)
for non-negative functions ϕ : (0,∞)→ [0,∞).
Definition A.4. We define
Aθ,q := {a ∈ A0 +A1 : Φθ,q(K(·, a)) < +∞}
and, for a ∈ A0 +A1, we set ‖a‖Aθ,q = Φθ,q(K(·, a)).
Since K(t, a) is a norm on A0 +A1 for each t > 0 and since Φθ,q satisfies all the properties of a norm, it
follows that ‖ · ‖Aθ,q is a norm on Aθ,q.
Theorem A.5. Let A and B be two compatible couples of normed spaces and let 0 < θ < 1 and
1 ≤ q ≤ +∞. Then Aθ,q and Bθ,q are interpolation spaces with respect to A and B, namely
T : A→ B =⇒ T : Aθ,q → Bθ,q
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and the map T |Aθ,q is bounded. Furthermore, they are exact interpolation spaces of exponent θ, namely
‖T |Aθ,q‖ ≤ ‖T |A0‖1−θ · ‖T |A1‖θ.
Proof. First we prove
K(s, a;A) ≤ γθ,qsθ‖a‖Aθ,q (100)
for some constant γθ,q depending only on θ and q. Indeed, by (98) we have
min(1, t/s)K(s, a) ≤ K(t, a),
and applying Φθ,q to this inequality (where t is the variable of integration) yields
Φθ,q(min(1, t/s)K(s, a)) = Φθ,q(min(1, t/s))K(s, a) ≤ ‖a‖Aθ,q . (101)
But for any non-negative function ϕ, if q <∞
Φθ,q(ϕ(t/s)) =
(∫ ∞
0
(t−θϕ(t/s))q
dt
t
)1/q
= s−θ
(∫ ∞
0
((t/s)−θϕ(t/s))q
d(t/s)
(t/s)
)1/q
= s−θΦθ,q(ϕ(t)), (102)
and similarly if q =∞. Hence, by (101)
s−θΦθ,q(min(1, t))K(s, a) ≤ ‖a‖Aθ,q ,
which is (100) with γθ,q = Φθ,q(min(1, t))
−1 <∞.
Now that we have established (100), the theorem follows in a straightforward manner. We first show
that Aθ,q and Bθ,q are intermediate spaces with respect to A and B respectively. Indeed, taking a ∈ Aθ,q
and s = 1 in (100) yields
‖a‖A0+A1 = K(1, a;A) ≤ γθ,q‖a‖Aθ,q ,
and in particular the inclusion Aθ,q ⊂ A0 +A1 is continuous. Furthermore, the inclusion A0 ∩A1 ⊂ Aθ,q
is continuous, since for a ∈ A0 ∩A1 by definition
K(t, a) ≤ min(1, t)‖a‖A0∩A1 ,
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so applying the functional Φθ,q gives
‖a‖Aθ,q = Φθ,q(K(t, a)) ≤ Φθ,q(min(1, t))‖a‖A0+A1 .
In exactly the same way the inclusions B0 ∩ B1 ⊂ Bθ,q ⊂ B0 + B1 are continuous. Thus Aθ,q and Bθ,q
are intermediate spaces with respect to A and B respectively.
It remains now to show that Aθ,q and Bθ,q are exact interpolation spaces of exponent θ with respect
to A and B. Thus assume T : A→ B. Then
T |Aj : Aj → Bj for j = 0, 1
are bounded and for brevity we set
Mj := ‖T |Aj‖ = ‖T‖Aj ,Bj , j = 0, 1.
Then, for a ∈ Aθ,q, we have
K(t, Ta;B) := inf{‖b0‖B0 + t‖b1‖B1 : Ta = b0 + b1, bj ∈ Bj}
≤ inf{‖Ta0‖B0 + t‖Ta1‖B1 : a = a0 + a1, aj ∈ Aj}
≤ inf{M0‖a0‖A0 + tM1‖a1‖A1 : a = a0 + a1, aj ∈ Aj}
= M0 inf{‖a0‖A0 +
tM1
M0
‖a1‖A1 : a = a0 + a1, aj ∈ Aj}
= M0K
(
tM1
M0
, a;A
)
.
Hence, applying Φθ,q and using (102) with s = M0/M1, we see
‖Ta‖Bθ,q ≤M1−θ0 Mθ1 ‖a‖Aθ,q . (103)
So a ∈ Aθ,q =⇒ ‖a‖Aθ,q < +∞ =⇒ ‖Ta‖Bθ,q < +∞ =⇒ Ta ∈ Bθ,q, so T : Aθ,q → Bθ,q, and moreover
by (103) this map is bounded. Thus Aθ,q and Bθ,q are interpolation spaces with respect to A and B,
and by (103) they are exact of exponent θ.
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A.3 The Power Theorem
So far, all of our interpolation results have been formulated for normed spaces, but in fact strict triangle
inequalities are not necessary. The theory works just as well if we relax the assumptions on the various
norms so that they satisfy quasi-triangle inequalities
‖a+ b‖ ≤ C(‖a‖+ ‖b‖) for some C > 0,
(where C is independent of a, b) instead of strict triangle inequalities, and we refer to them as quasinorms.
Indeed, it is shown in [1] that, given a compatible couple A of quasinormed spaces, Aθ,q is a quasinormed
space. Moreover, by the same proof as for Theorem A.5, ifA andB are compatible couples of quasinormed
spaces, then Aθ,q and Bθ,q are exact interpolation spaces of exponent θ with respect to A and B.
Given a quasinorm ‖ · ‖ on a vector space A, we note that for any ρ > 0, ‖ · ‖ρ is also a quasinorm.
We denote the quasinormed space (A, ‖ · ‖ρ) by Aρ.
One of our main tools will be the Power Theorem, which, under certain assumptions on the exponents
and indices, relates interpolation spaces of powers of a compatible couple to powers of interpolation spaces
of that compatible couple.
Theorem A.6 (Power Theorem). Let ρ0, ρ1 > 0 be given. For 0 < η < 1 and 0 < r ≤ +∞, set
ρ = (1− η)ρ0 + ηρ1,
θ =
ηρ1
ρ
,
q = ρr.
Then given a compatible couple A = (A0, A1) of normed spaces, we have
(Aρ00 , A
ρ1
1 )η,r = ((A0, A1)θ,q)
ρ = (Aθ,q)
ρ
with equivalent quasinorms.
The proof below is sketched in [1].
Proof. Given any compatible couple A = (A0, A1) of normed spaces, consider the functional
K∞(t, a) = K∞(t, a;A) = inf
a=a0+a1
ai∈Ai
max(‖a0‖A0 , t‖a1‖A1).
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Since
K∞(t, a) ≤ K(t, a) ≤ 2K∞(t, a), (104)
the norm ‖a‖θ,q on Aθ,q is equivalent to Φθ,q(K∞(t, a)), so it is sufficient to prove the Power Theorem
using the functional K∞ instead of K.
First, we will show
K∞(s, a;A
ρ0
0 , A
ρ1
1 ) = K∞(t, a;A0, A1)
ρ0 , (105)
where
s = tρ1K∞(t, a;A0, A1)ρ0−ρ1 . (106)
For ease of notation, we shall write
K∞(t) = K∞(t, a;A0, A1), K∞(s) = K∞(s, a;A
ρ0
0 , A
ρ1
1 ).
Given a ∈ A0 +A1 and ε > 0, we may choose a0 and a1 such that
K∞(t) ≤ max(‖a0‖A0 , t‖a1‖A1) ≤ (1 + ε)K∞(t).
Thus, since at least one of
‖a0‖A0
K∞(t)
,
t‖a1‖A1
K∞(t)
is larger than 1, it follows that
1 ≤ max
((‖a0‖A0
K∞(t)
)ρ0
,
(
t‖a1‖A1
K∞(t)
)ρ1)
≤ 1 + ε′,
where ε′ → 0 as ε→ 0. Hence,
1 = inf
a=a0+a1
ai∈Ai
max
((‖a0‖A0
K∞(t)
)ρ0
,
(
t‖a1‖A1
K∞(t)
)ρ1)
= inf
a=a0+a1
ai∈Aρii
max
((‖a0‖A0
K∞(t)
)ρ0
,
(
t‖a1‖A1
K∞(t)
)ρ1)
.
and multiplying by K∞(t)ρ0 gives (105).
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Now, if q =∞, then r =∞ and so, by (105) and (106)
‖a‖(Aρ00 ,Aρ11 )η,r ∼ sups>0 s
−ηK∞(s)
= sup
t>0
(tρ1K∞(t, a;A0, A1)ρ0−ρ1)−ηK∞(t, a;A0, A1)ρ0)
= sup
t>0
t−ηρ1K∞(t)ρ0(1−η)+ρ1η
= sup
t>0
(t−θK∞(t))ρ
∼ ‖a‖ρ(A0,A1)θ,q=∞ ,
as required.
On the other hand, if q <∞, then r <∞ and by (104)
∫ ∞
0
(s−ηK∞(s))r
ds
s
≤ ‖a‖r
(A
ρ0
0 ,A
ρ1
1 )η,r
=
∫ ∞
0
(s−ηK(s))r
ds
s
≤ 2r
∫ ∞
0
(s−ηK∞(s))r
ds
s
. (107)
Now,
∫ ∞
0
(s−ηK∞(s))r
ds
s
=
∫ ∞
0
s−ηr−1K∞(s)r ds
=
−1
ηr
∫ ∞
0
K∞(s)r d(s−ηr)
=
−1
ηr
[
K∞(s)r
sηr
]∞
0
+
1
ηr
∫ ∞
0
s−ηr d(K∞(s)r). (108)
But by (105) and (106) we have
∫ ∞
0
s−ηr d(K∞(s)r) =
∫ ∞
0
(tρ1K∞(t)ρ0−ρ1)−ηr d(K∞(t)ρ0r)
=
∫ ∞
0
t−ρ1ηrK∞(t)ρ1ηr−ρ0ηr d(K∞(t)ρ0r)
= ρ0r
∫ ∞
0
t−ρ1ηrK∞(t)ρ1ηr+ρ0r(1−η)−1 dK∞(t)
= ρ0r
∫ ∞
0
t−θρrK∞(t)ρr−1 dK∞(t)
= ρ0r
∫ ∞
0
t−θqK∞(t)q−1 dK∞(t)
=
ρ0r
q
∫ ∞
0
t−θq d(K∞(t)q).
102
So, integration by parts gives
∫ ∞
0
s−ηr d(K∞(s)r) =
ρ0r
q
[
K∞(t)q
tθq
]∞
0
− ρ0r
q
∫ ∞
0
K∞(t)q d(t−θq)
=
ρ0r
q
[
K∞(t)q
tθq
]∞
0
+
ρ0rθq
q
∫ ∞
0
t−θq−1K∞(t)q dt
=
ρ0r
q
[
K∞(t)q
tθq
]∞
0
+ ρ0rθ
∫ ∞
0
t−θq−1K∞(t)q dt.
Combining the last equation with (108) yields
∫ ∞
0
(s−ηK∞(s))r
ds
s
=
−1
ηr
[
K∞(s)r
sηr
]∞
0
+
ρ0
ηq
[
K∞(t)q
tθq
]∞
0
+
ρ0θ
η
∫ ∞
0
t−θq−1K∞(t)q dt. (109)
But by (105) and (106)
K∞(s)r
sηr
=
(
K∞(t)ρ0
(tρ1K∞(t)ρ0−ρ1)η
)r
=
K∞(t)ρr
tρ1ηr
=
K∞(t)q
tθq
. (110)
Suppose a ∈ (A0, A1)ρθ,q. Then by (104)
∫ ∞
0
(t−θK∞(t))q
dt
t
≤ ‖a‖q(A0,A1)θ,q < +∞, (111)
and it follows that
lim
t→0
(t−θK∞(t))q = 0 and lim
t→∞(t
−θK∞(t))q = 0. (112)
Indeed, these limits must exist in [0,∞] because K∞ is an increasing function of t, and if either is positve
then ‖a‖(A0,A1)θ,q would diverge. For instance, if
L := lim
t→∞(t
−θK∞(t))q > 0,
then for ε = L/2 > 0, there exists N > 0 sufficiently large such that
|(t−θK∞(t))q − L| < L/2 for t > N,
and in particular
L/2 < (t−θK∞(t))q for t > N.
Thus ∫ ∞
N
(t−θK∞(t))q
dt
t
>
∫ ∞
N
L
2t
dt =∞,
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a contradiction with (111). So combining (112) and (110), we see that if a ∈ (A0, A1)ρθ,q, then the
boundary terms in (109) vanish and so by (109) and (104)
∫ ∞
0
(s−ηK∞(s))r
ds
s
= C
∫ ∞
0
t−θq−1K∞(t)q dt ≤ C
∫ ∞
0
(t−θK(t))q
dt
t
= C‖a‖q(A0,A1)θ,q .
So from (107)
‖a‖r
(A
ρ0
0 ,A
ρ1
1 )η,r
≤ 2rC‖a‖q(A0,A1)θ,q
for some C > 0. Hence
‖a‖(Aρ00 ,Aρ11 )η,r ≤ C
′‖a‖q/r(A0,A1)θ,q = C ′‖a‖
ρ
(A0,A1)θ,q
.
It follows that a ∈ (A0, A1)ρθ,q =⇒ a ∈ (Aρ00 , Aρ11 )η,r.
On the other hand, if a ∈ (Aρ00 , Aρ11 )η,r, then
∫ ∞
0
(s−ηK∞(s))r
ds
s
≤ ‖a‖r
(A
ρ0
0 ,A
ρ1
1 )η,r
<∞.
Arguing exactly as before, we find that
lim
s→0
(s−ηK∞(s))r = 0 and lim
s→∞(s
−ηK∞(s))r = 0,
so it follows from (110) that all the boundary terms in (109) must vanish. So by (109) and (104) we get
∫ ∞
0
(s−ηK∞(s))r
ds
s
= C
∫ ∞
0
t−θq−1K∞(t)q dt ≥ 2−qC
∫ ∞
0
(t−θK(t))q
dt
t
= c‖a‖q(A0,A1)θ,q .
So by (107)
‖a‖r
(A
ρ0
0 ,A
ρ1
1 )η,r
≥ c‖a‖q(A0,A1)θ,q .
Thus
‖a‖(Aρ00 ,Aρ11 )η,r ≥ c
′‖a‖ρ(A0,A1)θ,q .
It follows that a ∈ (Aρ00 , Aρ11 )η,r =⇒ a ∈ (A0, A1)ρθ,q.
Thus, we have shown that a ∈ (Aρ00 , Aρ11 )η,r ⇐⇒ a ∈ (A0, A1)ρθ,q, and that the quasinorms on the
spaces are equivalent, namely
(A0, A1)
ρ
θ,q = (A
ρ0
0 , A
ρ1
1 )η,r
with equivalent quasinorms, as required.
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B A Technical Lemma
The proof of Theorem 1.14 will be complete once we prove the following lemma.
Lemma B.1. Let f ∈ Ap00 +Ap11 , where A0 = Ap0(w0), A1 = Ap1(w1), p0 and p1 are as in the proof of
Theorem 1.14. (In particular, w0, w1 : [1,∞)→ (0,∞) are assumed to be positive, measurable functions.)
Then
inf
f=f0+f1
fi∈Lpiwi ([1,∞))
∫ ∞
1
w0|f0|p0(v) + tw1|f1|p1(v) dv =
∫ ∞
1
inf
f=f0+f1
fi∈Lpiwi ([1,∞))
w0|f0|p0(v) + tw1|f1|p1(v) dv (113)
for every t > 0.
Proof. It is clear that the LHS of (113) ≥ the RHS for every t > 0, so we need only show
inf
f=f0+f1
fi∈Lpiwi
∫ ∞
1
w0|f0|p0(v) + tw1|f1|p1(v) dv ≤
∫ ∞
1
inf
f=f0+f1
fi∈Lpiwi
w0|f0|p0(v) + tw1|f1|p1(v) dv (114)
for every t > 0.
Let t > 0 and set
Ft(v) := inf
f=f0+f1
fi∈Lpiwi
w0|f0|p0(v) + tw1|f1|p1(v).
If ∫ ∞
1
Ft(v) dv = +∞
then (114) certainly holds, so we assume
∫ ∞
1
Ft(v) dv < +∞. (115)
Suppose there are fucntions h0 ∈ Lp0w0 and h1 ∈ Lp1w1 (which may depend on t) with h0 + h1 = f such
that at each point v ≥ 1, the pointwise infimum is attained at h0, h1, namely for each v ≥ 1
inf
f=f0+f1
fi∈Lpiwi
w0|f0|p0(v) + tw1|f1|p1(v) = w0|h0|p0(v) + tw1|h1|p1(v).
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Then
∫ ∞
1
inf
f=f0+f1
fi∈Lpiwi
w0|f0|p0(v) + tw1|f1|p1(v) dv =
∫ ∞
1
w0|h0|p0(v) + tw1|h1|p1(v) dv
≥ inf
f=f0+f1
fi∈Lpiwi
∫ ∞
1
w0|f0|p0(v) + tw1|f1|p1(v) dv,
as desired. So we are done once we prove the existence of the functions h0 and h1.
If a measurable function α(v) = αt(v) satisfies
Ft(v) = w0|α(v)|p0 + tw1(v)|f(v)− α(v)|p1 , (116)
then integrating gives
∫ ∞
1
w0|α(v)|p0 + tw1(v)|f(v)− α(v)|p1 dv =
∫ ∞
1
Ft(v) dv <∞,
by (115). Thus α ∈ Lp0w0 and f − α ∈ Lp1w1 (note f − α is measurable as f ∈ Lp0w0 + Lp1w1 so f and α are
both measurable) and we may choose h0 = α and h1 = f − α. So it remains only to show that for each
v ≥ 1 we can choose a measurable function α(v) satisfying (116).
Note that for each v ≥ 1
inf
f=f0+f1
fi∈Lpiwi
w0|f0|p0(v) + tw1|f1|p1(v) = tw1(v) inf
f0∈Lp0w0
f−f0∈Lp1w1
w0
tw1
(v)|f0(v)|p0 + |f(v)− f0(v)|p1
= tw1(v) inf
x∈R
w0
tw1
(v)|x|p0 + |f(v)− x|p1
= tw1(v) inf
x∈R
Gv(x),
where
Gv(x) =
w0
tw1
(v)|x|p0 + |f(v)− x|p1 .
We claim that for each v ≥ 1, Gv has a (unique) minimiser, x0 = x0(v) say. Furthermore, we claim that
x0 : [1,∞)→ R is a measurable function. It follows that
Ft(v) = inf
f=f0+f1
fi∈Lpiwi
w0|f0|p0(v) + tw1|f1|p1(v) = tw1(v)Gv(x0(v)) = w0|x0(v)|p0 + tw1(v)|f(v)− x0(v)|p1 ,
namely (116) with α replaced by x0. Thus, as x0 is measurable, we may choose α(v) = x0(v) and so the
proof will be complete once we prove the existence and measurability of the minimising function x0.
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Set a = a(v) = f(v) and b = b(v) = w0(v)tw1(v) > 0 so that
Gv(x) = b|x|p0 + |a− x|p1 = b|x|+ (a− x)2.
We have that
inf
x∈R
Gv(x) = min{ inf
x≥0
Gv(x), inf
x≤0
Gv(x)}
and
Gv(x) =
 G
+
v (x) if x ≥ 0
G−v (x) if x ≤ 0,
(117)
where
G+v (x) = x
2 + (b− 2a)x+ a2 and G−v (x) = x2 − (2a+ b)x+ a2.
Hence
inf
x∈R
Gv(x) = min{ inf
x≥0
G+v (x), inf
x≤0
G−v (x)}, (118)
and we need to determine the minimisers of G+v and G
−
v in the indicated domains.
As G±v are monic quadratic polynomials, it follows that (over the whole real line) G
±
v are minimised
at the unque points where (G±v )
′ = 0. Now
(G+v )
′(x) = 2x+ (b− 2a) and (G−v )′(x) = 2x− (2a+ b),
so
inf
x∈R
G+v (x) = G
+
v (
2a− b
2
) and inf
x∈R
G−v (x) = G
−
v (
2a+ b
2
).
Hence (as G±v are monotonic on either side of their minimiser)
inf
x≥0
G+v (x) =
 G
+
v (
2a−b
2 ) if 2a− b ≥ 0
G+v (0) if 2a− b < 0
, inf
x≤0
G−v (x) =
 G
−
v (
2a+b
2 ) if 2a+ b ≤ 0
G−v (0) if 2a+ b > 0
. (119)
We are now ready to determine the minimiser of Gv. Recalling that b > 0, we distinguish three
possible cases.
Case 1: Assume 2a ≥ b. Then since 2a − b ≥ 0 and b > 0, we have 2a + b = (2a − b) + 2b > 0. So by
(119) we have
inf
x≥0
G+v (x) = G
+
v (
2a− b
2
) = ab− b
2
4
and inf
x≤0
G−v (x) = G
−
v (0) = a
2.
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In particular, infx≤0G−v (x)− infx≥0G+v (x) = a2 − ab+ b
2
4 = (a− b2 )2 ≥ 0, so by (118) and (117)
inf
x∈R
Gv(x) = inf
x≥0
G+v (x) = G
+
v (
2a− b
2
) = Gv(
2a− b
2
)
and so the infimum is attained at x = x0(v) =
2a−b
2 .
Case 2: Assume −b < 2a < b. Then 2a− b < 0 and 2a+ b > 0. So using (119), we have
inf
x≥0
G+v (x) = G
+
v (0) = a
2 and inf
x≤0
G−v (x) = G
−
v (0) = a
2.
So by (118) and (117),
inf
x∈R
Gv(x) = inf
x≥0
G+v (x) = G
+
v (0) = Gv(0),
and so the infimum is attained at x = x0(v) = 0.
Case 3: Assume 2a ≤ −b. Then 2a+ b ≤ 0 and (as 2a ≤ −b < 0) 2a− b < 0. Thus by (119),
inf
x≥0
G+v (x) = G
+
v (0) = a
2 and inf
x≤0
G−v (x) = G
−
v (
2a+ b
2
) = −(ab+ b
2
4
).
In particular, infx≥0G+v (x)− infx≤0G−v (x) = a2 + ab+ b
2
4 = (a+
b
2 )
2 ≥ 0, so by (118) and (117)
inf
x∈R
Gv(x) = inf
x≤0
G−v (x) = G
−
v (
2a+ b
2
) = Gv(
2a+ b
2
),
and so the infimum is attained at x = x0(v) =
2a+b
2 .
Combining the three cases above (and recalling that a = f(v), b = w0tw1 (v)) yields that infx∈RGv(x) =
Gv(x0(v)), where
x0(v) =

2a−b
2 , if 2a ≥ b
0, if −b < 2a < b
2a+b
2 , if 2a ≤ −b
=

1
2 [2f(v)− w0tw1 (v)], if 12 [2f(v)− w0tw1 (v)] ≥ 0
0, if − w0tw1 (v) < 2f(v) < w0tw1 (v)
1
2 [2f(v) +
w0
tw1
(v)], if 12 [2f(v) +
w0
tw1
(v)] ≤ 0
.
We have thus shown the existence of a minimiser x0(v) for Gv for each v ≥ 1. It remains only to show
that x0 is a measurable function of v.
Define gi : [1,∞)→ R, i = 1, . . . , 4 by
g1 =
1
2
[2f +
w0
tw1
], g2 = − w0
tw1
− 2f, g3 = 2f − w0
tw1
, g4 =
1
2
[2f − w0
tw1
].
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By virtue of the fact that f, w0 and w1 are measurable, gi, i = 1, . . . , 4 are measurable functions. Given
y ∈ R, we show x−10 ((−∞, y]) is measurable.
• Suppose y < 0. Then as x0(v) < 0 if and only if 2f + w0tw1 < 0 (in which case x0 = g1),
x−10 ((−∞, y]) = g−11 ((−∞, y]),
which is measurable because g1 is measurable.
• Suppose y = 0. Then
x−10 ((−∞, y]) = x−10 ((−∞, 0]) =
( ∞⋃
n=1
x−10 ((−∞,−1/n])
)
∪ x−10 ({0}). (120)
Each of the sets x−10 ((−∞,−1/n]) is measurable by the previous case (y < 0). Moreover,
x−10 ({0}) = {v ∈ [1,∞) : −
w0
tw1
(v) ≤ 2f(v) ≤ w0
tw1
(v)}
= {v ∈ [1,∞) : g2(v) < 0 and g3(v) < 0} ∪ {v ∈ [1,∞) : g1(v) = 0 or g4(v) = 0}
= g−12 ((−∞, 0)) ∩ g−13 ((−∞, 0)) ∪ g−11 ({0}) ∪ g−14 ({0}),
so x−10 ({0}) is measurable as each gi is measurable. It then follows from (120) that x−10 ((−∞, y])
is a countable union of measurable sets, and hence is measurable.
• Suppose y > 0. Then
x−10 ((−∞, y]) = x−10 ((−∞, 0]) ∪ x−10 ((0, y]).
By the previous case (y = 0), x−10 ((−∞, 0]) is measurable. On the other hand, as x0(v) > 0 if and
only if 2f − w0tw1 > 0 (in which case x0 = g4)
x−10 ((0, y]) = g
−1
4 ((0, y])
so x−10 ((0, y]) is measurable (because g4 is measurable). Thus x
−1
0 ((−∞, y]) is the union of two
measurable sets and hence is measurable.
Thus x−10 ((−∞, y]) is measurable for each y ∈ R, and thus x0 : [1,∞) → R is measurable, as desired.
This completes the proof.
109
References
[1] J. Bergh and J. Lo¨fstro¨m, Interpolation Spaces, An Introduction, Springer-Verlag, 1976.
[2] P. Blue and A. Soffer, Phase Space Analysis on some Black Hole Manifolds, 2009, arXiv0511281.
[3] P. Blue and J. Sterbenz, Uniform decay of local energy and the semi-linear wave equation on
Schwarzschild space, Comm. Math. Phys., 268(2):481–504, 2006, arXiv:math.AP/0510315.
[4] P. Brady, I. Moss and R. Myers, Cosmic Censorship: As Strong As Ever, 1998, arXiv:gr-
qc/9801032.
[5] M. Dafermos, The Interior of Charged Black Holes and the Problem of Uniqueness in General
Relativity, 2003, arXiv:gr-qc/0307013.
[6] M. Dafermos and I Rodnianski, A proof of Price’s law for the collapse of a self-gravitating scalar
field, Invent. Math., 162(2):381–457, 2005.
[7] M. Dafermos and I. Rodnianski, The wave equation on Schwarzschild–de Sitter spacetimes, 2007,
arXiv:0709.2766.
[8] M. Dafermos and I. Rodnianski, Lectures on black holes and linear waves, Clay Mathematics
Proceedings, Amer. Math. Soc. 17, 97–205, 2013.
[9] M. Dafermos, I. Rodnianski and Y. Shlapentokh-Rothman, Decay for solutions to the
wave equation on Kerr exterior spacetimes III: The full extremal case |a| < M , preprint, 2014,
arXiv:1402.7034.
[10] M. Dafermos, I. Rodnianski and Y. Shlapentokh-Rothman, A scattering theory for the
wave equation on Kerr black hole exteriors, preprint, 2014, arXiv:1412.8379.
[11] S. Dyatlov, Asymptotics of linear waves and resonances with applications to black holes, Comm.
Math. Phys., 335:1445–1485, 2015.
[12] A. Franzen, Boundedness of massless scalar waves on Reissner–Nordstro¨m interior backgrounds,
preprint, 2014, arXiv:1407.7093.
[13] D. Gajic, Linear waves in the interior of extremal black holes I, preprint, 2015, arXiv:1509.06568.
[14] P. Hintz, Boundedness and decay of scalar waves at the Cauchy horizon of the Kerr spacetime,
2015, arXiv:151208003.
110
[15] P. Hintz and A. Vasy, Analysis of linear waves near the Cauchy horizon of cosmological black
holes, 2015, arXiv:1512.08004.
[16] J. Luk and S.-J. Oh, Proof of Linear Instability of the Reissner–Nordstro¨m Cauchy Horizon Under
Scalar Perturbations, 2015, arXiv:1501.04598.
[17] J. Luk and J. Sbierski, Instability results for the wave equation in the interior of Kerr black holes,
2015, arXiv:1512.08259.
[18] R. Melrose, A. Sa´ Barreto and A. Vasy, Asymptotics of solutions of the wave equation on
de Sitter–Schwarzschild space, arXiv:0811.2229v1, 2008.
[19] D. Tataru, Local decay of waves on asymptotically flat stationary space-times, Amer. J. Math.
135(2):361–401, 2013.
111
