Understanding spoken language can be impeded through factors like noisy environments, hearing impairments or lack of proficiency. Subtitles can help in those cases. However, for fast speech or limited screen size, it might be advantageous to compress the subtitles to their most relevant content. Therefore, we address automatic sentence compression in this paper. We propose a neural network model based on an encoder-decoder approach with the possibility of integrating the desired compression ratio. Using this model, we conduct a user study to investigate the effects of compressed subtitles on user experience. Our results show that compressed subtitles can suffice for comprehension but may pose additional cognitive load.
Introduction
Spoken language is ubiquitous in our daily lives. However, numerous factors, such as background noise, lack of proficiency in a particular language, or difficulties with hearing, can impede the understanding of it [1, 2] . In all those settings, subtitles can improve the accessibility of spoken content by adding a visual channel to the oral information [3] . According to Zanón [4] subtitles are a "dynamic and rich source of communicative language use". Unfortunately, reading subtitles can be cumbersome, as we generally speak faster than we read [5] . Therefore, subtitles are often edited to enable a more comfortable reading. Manual editing, however, is expensive since it is timeconsuming and requires specific training. Thus, automatic systems for compressing the spoken content are desired. Such systems could be used in various places, such as foreign language courses [6, 7] , lectures, talks or meetings.
Previous studies on simplifying subtitles replace words with synonyms that are more frequent or increase the cohesion between words [8] . Others reduce subtitles to keyword captions [6, 9] . In contrast, we approach the simplification of subtitles as a sentence compression problem [10] and learn automatic models to only keep the most relevant parts of the subtitles. The goal of sentence compression is the creation of a grammatically correct extractive summary of the most relevant information [11, 12] . Several methods have been proposed for automatic sentence compression. Examples are tree-based methods [11, 13] , optimization approaches [14] and neural methods [15, 16] . Filippova et al. [15] treat sentence compression as a sequence labelling task, where each word in the sentence is labeled as KEEP (1) or DROP (0), and use stacked long shortterm memory networks (LSTMs) for that task. Similar to other studies [16, 17, 18, 19] , we use a baseline that builds upon their model. Other work on sentence compression investigates the benefits of multi-task learning [16] , bi-directional LSTMs [17] , attention [17] and encoder-decoder architectures [18, 19] . We also propose a model with an encoder-decoder structure but in difference to [18, 19] who use two encoders, we use only one encoder and enhance it with linguistic features, namely part-ofspeech tags. Moreover, our model allows to specify a desired compression ratio to control how many words of the original sentence should be kept after compression. This is similar to the idea of Kikuchi et al. [20] . However, we propose a different approach and, to the best of our knowledge, we are the first to investigate the effects of controlling the output length in the context of sentence compression.
Because automatic compression of spoken language is relevant for daily life applications, it is important to evaluate not only the performance on datasets of limited size but also the applicability to real-life settings. Thus, additional to an evaluation on a benchmark dataset for comparison to state of the art, we assess the effect of compressed subtitles on comprehension and cognitive load in a user study. Related user studies regarding partial and keyword captions provide controversial results: Guillory [21] , Rooney [22] and Mirzaei et al. [7] find positive effects of partial captions and no significant differences in comprehension compared to full captions. They argue based on the dual-coding theory that as they lower the input on the visual channel, the cognitive load has to be smaller. Others, however, report worse results with keyword captions compared to full captions or no captions due to confusion and distraction [23, 24, 25] . These results stress the need of additional user studies, as mere technical evaluations cannot provide enough insights on how the chosen technological methods affect the user. This is why we also enrich the evaluation of our paper with a user study on how manual and automatic subtitles are perceived.
To sum up, our contributions are: (i) We propose an adapted recurrent encoder-decoder model for sentence compression which takes the desired compression ratio into account.
(ii) We perform a user study on the effectiveness of subtitles which shows the potential of compressed subtitles. Our results can be used as a starting point for further investigations of sentence compression for spoken language and contribute to future research to make spoken language more accessible. Figure 1 . Popular models for this task are recurrent neural networks (RNNs) which predict one output label for each input token (left part of Figure 1 ). However, these models classify each token individually without knowing how long the remaining part of the sentence is and how the final compression would look like. Therefore, it is hard to integrate sentence-level information, such as the desired compression ratio, into the model. However, we argue that especially in the context of real-world applications it is important to be able to control the compression ratio: For example, if only small screens are available for showing the subtitles, it might be advantageous to increase the compression ratio. Thus, in order to model the sentence as a whole and control the compression ratio, we build upon the idea of an encoder-decoder model [27] , similar to Filippova et al. [15] .
Our model
Our model (right part of Figure 1 ) first reads the whole sentence and builds a representation for it (encoder). A traditional encoder-decoder model [27, 28] would then generate another sequence with the decoder which can be of different length than the original sentence. Our setup is different due to the particularities of sentence compression: Building upon the representation for the whole sentence, we aim for a decision for each token of the input sentence whether to keep it or to drop it in the compression. Therefore, we adapt the decoder and feed the hidden states of the encoder into it again, so that we can make a keep and drop decision for each individual token. This is similar to the approach taken by Filippova et al. [15] . In contrast to their work, however, we extend the input for the decoder with an encoding of the desired compression ratio which can be used to produce more keep or more drop labels, respectively. Encoder. We use a bi-LSTM encoder. Its inputs are word embeddings which are initialized with pre-trained word2vec [29] embeddings of 256 dimensions and randomly initialized embeddings of 10 dimensions for the part-of-speech (POS) tags of the words. All embeddings are fine-tuned during training. The bi-LSTM layer of the encoder transforms the input sequence into a sequence of hidden states which then forms the input to the decoder.
Decoder. The first hidden state of the decoder is initialized with the last hidden state of the encoder, i.e., with a representation for the whole sentence. As motivated before, for producing the i-th output label, the decoder gets the i-th hidden state of the encoder as input. Additional inputs are an encoding of the compression ratio and -as for standard decoders -the previously predicted label (or a special start-of-sentence token for the first output). To encode the compression ratio, we first define classes [c, c + 0.1), 0 ≤ c ≤ 0.9 and map each compression ratio to their respective class. For example, a compression ratio of 0.45 is mapped to the class [0.4;0.5). Then, we represent each class with a one-hot vector (1-of-N encoding) of 10 dimensions. The output layer of the decoder is a standard softmax layer.
Experiments for sentence compression 3.1. Data and evaluation measures
We use the Google benchmark dataset for sentence compression [26] 1 . It consists of news texts and compressions automatically derived based on the headlines and the parse trees of the sentences. For more details, see Filippova and Altun [26] . The dataset consists of 200,000 training and 10,000 test instances. We split the training set into a core-training (180,000 instances) and development set (20,000 instances). Additionally, the dataset also provides the results of tokenizers, lemmatizers, POS taggers, named entitiy recognizers and syntactic dependency parsers for the sentences as well as the compression ratio for each sentence. For our model, we use only the tokenized sentences, the POS tags of the words and the compression ratios as input.
Since the real-life application scenario of our model is the compression of spoken language, we cannot assume to have clean punctuation marks as in news article texts. Therefore, we evaluate our models both with (punct 2 ) and without (no punct) punctuation marks. We report the sentence-level accuracy As, token-level accuracy At, the F1 score for the keep label as well as the compression ratio accuracy Ac.
Training and hyperparameters
We implement our models in PyTorch 3 . For pretraining the word embeddings, we use the word2vec [29] implementation provided by gensim [30] with a minimum word occurrence count of 5. We set the dimensionality of the word embeddings to 256 and train the embeddings on the training part of the dataset. Out-of-vocabulary (OOV) words are mapped to a special OOV embedding which is initialized with the average of all other word vectors. The parameters of the other layers of our model are initialized with uniform Glorot [31] . For training, we use mini-batch gradient descent with a batch size of 100 and Adam [32] as the optimizer. We train the model for ten epochs in total and shuffle the training data after each epoch. After each epoch, we evaluate the performance of our model on the development set. To avoid overfitting, we select the model with the best performance on the development set after training. In addition, we employ weight decay with a parameter of 1e −5 . For the LSTM, 256 hidden units per direction led to the best results on the development set.
Experiments and results
Baseline and feature exploration. Our baseline model is a bidirectional LSTM which predicts one label for each input token. Building upon the baseline, we explore different additional input features, namely POS tags and an encoding for the target compression ratio. The results show that these features increase the performance of the baseline.
Our model. In comparison to the baseline model, our proposed encoder-decoder approach performs better w.r.t. all evaluation measures.
Punctuation marks. Further, we test the effect of punctuation marks in the input data by comparing models trained on data with punctuation marks (punct) to models trained on data without punctuation marks (no-punct). The results show that especially our encoder-decoder model is able to perform well without punctuation marks, an observation which is important when applying it to spoken language transcriptions.
Comparison to state of the art. We compare our results to Filippova et al. [15] , the closest state-of-the-art approach to our architecture (and to the best of our knowledge the best performing model on this dataset so far). In Table 1 , we show the results of their base model and the results of their best model which also uses different features from the dependency parse trees of the sentences. Our results are comparable to theirs even though we do not use dependency parse features: Our F1 score is better while our sentence-level accuracy score is slightly worse.
Compression ratio. To further investigate the effect of the target compression ratio on the output, we compress each sentence of the test set with each of our possible target compression ratio classes. Then, we evaluate how close the actual compression ratio in the output is to the desired one. Figure 2 shows the results. Especially for medium compression ratios, the model is able to control the length of the output of the sentence accordingly. For very small compression ratios, many sentences might not have a reasonable compression. This might be a reason why the accuracy drops considerably for those ratios. Thus, the output is influenced by both the input sentence and the target compression ratio. 
User study
To evaluate the applicability of compressed subtitles in reality, we conduct a user study. In particular, we assess three conditions: human compressed subtitles (compressed h), system compressed subtitles (compressed h) and original subtitles without compression (full).
We target the following research questions with the study: RQ1: Compared to standard subtitles, what are the effects of compressed subtitles on cognitive load and comprehension? RQ2: What is the perceived usefulness of the three different subtitle conditions?
Moreover, the design of our conditions will allow us to assess potential differences between manually and automatically compressed subtitles regarding cognitive load, subjective feedback and comprehension.
Data and apparatus
To make the setting of the user study similar to possible applications in real life (as described in Section 1), we choose TED talks 4 as our dataset. We choose nine videos 5 of 3-4.5min length and download them together with their subtitles from Amara 6 . The subtitles have 15-27 sentences (456-717 words) per video and 204 sentences in total. For the full condition, we directly use them without further processing. For the compressed h condition (compressed by human), we ask a person to mark the important parts of each sentence, retaining ∼ 50% of the words. For the compressed s condition (compressed by system), we run our model (without POS tags) from Section 2 on the subtitles with a target compression ratio class of [0.5;0.6).
4 https://www.ted.com/, available under Creative Commons License. 5 https://www.youtube.com/watch?v=ID with ID ∈ {qpfq3xCdAu4, TRQdHrGuVgI, uv5-hIif7BQ, YX OxBfsvbk, IBf9pXOmpFw, EaY 6muHSSI, xqzLm0Xua8g, 3Va3oY8pfSI, NAYkF04IZHI} 6 https://amara.org/en/teams/ted/videos/
Study design and participants
Each participant experiences every of the three conditions (repeated measures design, counterbalanced via Latin Latin Square [33] ) with three videos per condition to minimize the confounding effect of the speakers. We measure subjective cognitive load and usefulness as Likert-style ratings, comprehension scores and free-form comments. We recruit 30 university students as participants. Their age ranges between 20 and 32 (µ = 25.06, σ = 3.46). Three of the participants are (near) native English speakers, 24 of them consider themselves fluent and three report to have a good knowledge of English. Their mother tongues vary among German (14 participants), English (2) and others (14) . The majority of them watches or listens to English content "often" (14 participants) to "always" (12) . However, most of them use subtitles "sometimes" (10 participants) to "rarely" (11).
Procedure
The study was conducted in a computer lab at the university in a supervised environment using an online survey. 7 First, the participants are briefed about the study purpose and sign a form of consent. Second, they answer demographic questions (occupation, age, gender, mother tongue, English proficiency) and state their daily-life exposure to English videos and their subtitle usage behaviour with possible answers ranging from "1 -never" to "5 -always" (5-point Likert scale) [34] . In the main part, they are shown 3 videos per condition in random order and without knowing the condition. After each video, they are asked to answer questions regarding the cognitive load (mental demand, temporal demand, effort and frustration), based on NASA TLX [35] , subjective feedback questions with 5-point Likert-scale answer options ranging from "1-disagree" to "5-agree" (see Table 2 ) as well as comprehension questions on the video content. Finally, we ask them for concluding feedback. The subtitles were easy to read.
(s1) The subtitles helped me to understand the content.
(s2) The subtitles were confusing.
(s3) The subtitles were too short.
(s4) The subtitles were too long.
(s5) The subtitles contained all important information.
Results
We assess the results of the different conditions for statistical significance with α = 0.05. For ordinal data, we employ repeated-measures Friedman tests followed by Dunn's multiple comparisons test with p-value correction for multiple comparisons. For interval data, we use a one-way repeated-measures ANOVA with a Geisser-Greenhouse correction. RQ1: effects of compressed subtitles. We use the answers for the comprehension questions and the cognitive load questions to investigate the effects of compressed subtitles on the users. Our results show slightly higher comprehension scores for the full condition than for the other conditions but no significant difference (F (2, 29) = 0.601, p = 0.5506) between the conditions. Thus, we cautiously conclude that 50% of the subtitle content might be enough for comprehension. This confirms the findings of Rooney [22] and Guillory [21] . For the cognitive load scores 8 , however, the Friedman test finds a significant difference between the subtitle conditions in the categories mental (χ 2 (2) = 7.719, p = 0.0211 < α), effort (χ 2 (2) = 12.87, p = 0.0016 < α), and frustration (χ 2 (2) = 21.82, p < 0.0001). Only, for the temporal demand, we do not see a significant difference (χ 2 (2) = 0.3158, p = 0.8539). The participants seem to be more irritated by compressed subtitles. However, there is no significant difference between human compressed and system compressed subtitles (p corrected > 0.99). These higher cognitive load scores for partial subtitles are in line with the findings of Montero Perez et al. [23] , Behroozizad and Majidi [24] and Bensalem [25] . This could be explained by a lack of "belongingness" (c.f. Grimes [36] ) of the two stimuli: Audio and subtitles cannot be processed together and instead compete for attention, resulting in higher frustration and effort [36] .
RQ2: usefulness. We use the answers to the subjective feedback questions (see Table 2 ) to determine the usefulness of (compressed) subtitles. We find significant differences between full and compressed subtitles for s1 (χ 2 (2) = 16.32, p < α), s2 (χ 2 (2) = 21.68, p < α), s3 (χ 2 (2) = 38.21, p < α), s4 (χ 2 (2) = 38.21, p < α) and s6 (χ 2 (2) = 51.86, p < α) but not for s5 (χ 2 (2) = 5.450, p = 0.655). The Dunn's posthoc test shows no significant difference between human-and system-compressed subtitles for neither of the questions.
To sum up, the perceived usefulness of the compressed subtitles is mixed with a tendency towards full subtitles because the participants are used to it (as stated in their final feedback). This is in line with the findings of Berke et al. [37] , who also observe that people tend to reject unknown subtitle designs.
Overall findings. Compressed subtitles seem to be sufficient for comprehension, but cause higher cognitive load. Note that this negative impact is in line with previous findings in [36] . Moreover in many real applications where information from acoustic signals is not accessible, the main objective of automatic compression approach is comprehension. Furthermore as mentioned before, the results of our study do not show significant differences between manually vs. automatically compressed subtitles. Thus, at first sight, automatic compression seems to be already applicable in real-life scenarios.
Conclusions
In this paper, we investigated the automatic compression of subtitles to aid spoken language understanding. We proposed an encoder-decoder architecture for sentence compression that allows to specify a target compression ratio for the output. Our model is state of the art on a popular benchmark dataset and is shown to be applicable to compress audio subtitles. Furthermore, we conducted a user study on the effects of compressed subtitles on user experience. The results show that automatically compressed subtitles are sufficient for comprehension and there are no significant differences between manual vs. automatic compressions. This indicates the usefulness of our automatic compression approach in real-life scenarios. However, more research needs to be done to verify this in the future. [2] I. Krejtz, A. Szarkowska, and M. Łogińska, "Reading Function 8 More information on the scores can be found in [35] .
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