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Abstract
Euler Classes and Frobenius algebras
Valimbavaka Hosana Ranaivomanana
Department of Mathematical Sciences,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MSc
April 2019
This thesis investigates the relationship between the handle element of the
De Rham cohomology algebra of a compact oriented smooth manifold, thought
of as a Frobenius algebra, and the Euler class of the manifold. In this way it
gives a complete answer to an exercise posed in the monograph of Kock [5]
(which is based on a paper of Abrams [6]), where one is asked to show that
these two classes are equal. Firstly, an overview of De Rham cohomology,
Thom and Euler classes of smooth manifolds, Poincaré duality, Frobenius
algebras, and their graphical calculus is given. Finally, it is shown that the
handle element and the Euler class are indeed equal for even-dimensional
manifolds. However, they are not equal for odd-dimensional manifolds.
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Uittreksel
Euler Classes and Frobenius algebras
(“Euler classes and Frobenius algebras”)
Valimbavaka Hosana Ranaivomanana
Departement Wiskuudige Wetenskappe,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MSc
April 2019
Hierdie proefskrif ondersoek die verband tussen die handvatselelement van
die De Rham-kohomologie-algebra van ’n kompakte georiënteerde gladde
variëteit, beskou as ’n Frobenius-algebra, en die Euler-klas van die varië-
teit. Op hierdie manier gee dit ’n volledige antwoord op ’n oefening wat in
die monografie van Kock [5] gebaseer is (wat gebaseer is op ’n papier van
Abrams [6]), waar een gevra word om te wys dat hierdie twee klasse ge-
lyk is. Eerstens word ’n oorsig gegee van De Rham-kohomologie, Thom- en
Euler-klasse van gladde manifolds, Frobenius algebras, en hul grafiese nota-
sie word gegee. Ten slotte word getoon dat die handvatsel en die Euler-klas
inderdaad gelyk is vie ewe-dimensionele variëteite. Maar hulle is nie gelyk
nie vir onewe-dimensionele variëteite nie.
iii
Stellenbosch University  https://scholar.sun.ac.za
Acknowledgements
First and foremost, I would like to thank the department of Mathematics at
Stellenbosch University for accepting me as a Masters student and for giv-
ing me a half bursary. In this regard special thanks go to Prof Louise War-
nich, the Dean of the Faculty of Science for her compassion and for helping
me to get that scholarship. Also , gratitude to those who work in the In-
ternational office for their assistance in preparing the visa and registration
at the Univeristy. Secondly, I would like to thank AIMS South Africa for
awarding me a half bursary. Thirdly, I would like to sincerely thank my su-
pervisor, Dr Bruce Henry Bartlett for accepting me as his Masters student,
for his patience in understanding my little spoken and written English, and
for his generousity in sharing his knowledge. Dr Bartlett was not only a
supervisor but a friend, a mentor and a confidant. I will always be grate-
ful towards him for all his support, not only professionaly but also morally
and financially. His trust in me was one of the encouragements that kept me
going. Fourthly, I would like to thank all the colleagues and friends from
the department especially Dr Karin Howell, Dr Gareth Boxall, Vanessa, all
my office mates (including Sogo) and my flatmates Sylvie and Assumpta
for their endless assistance. A warm and special mention must go to the SIF
family not only for their prayers and hospitality but also for being a home
away from home. I would also like to thank the Libertas choir for accepting
me as a member of them. That helped me to balance my social and academic
life. Last but not least, all the glory must go to God because He is The One
who gives me strength, patience, perseverance and wisdom. And He is The
One who brought all those wonderful people who accompanied me in this
journey.
iv
Stellenbosch University  https://scholar.sun.ac.za
Dedications
To God, dad, mom, Fy, Salomé and Bruce.
v
Stellenbosch University  https://scholar.sun.ac.za
Contents
vi
Stellenbosch University  https://scholar.sun.ac.za
Nomenclature
Linear Algebra
pi∗ The pullback of pi
Rn The set of all vectors of size n with real entries.
id The identity map.
∆ The diagonal map.
pi∗ The integration map.
j• The extension map.
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Chapter 1
Introduction
In Mathematics, classification of objects is very important in order to better
understand the object itself. Regarding Algebra, the Artin-Wedderburn the-
orem stated below gives the classification of a finite dimensional semisimple
algebra.
Theorem(Artin-Wedderburn)
A finite dimensional semisimple algebra over a fieldK is isomorphic to a finite
product ΠMni(Di) where the ni are natural numbers, the Di are finite
dimensional division algebras overK and Mni(Di) is the algebra of ni × ni
matrices over Di.
In this theorem semisimplicity property is one of the pillars that lead to
the classification. In 2000, Abrams (?) discovered a way of checking the
semisimplicity of a Frobenius algebra which is given by the following theo-
rem:
The characteristic element of a Frobenius algebra A over a field of characteristic 0
K is unit if and only if A is semisimple.
Here what he meant by characteristic element is exactly the same as what
we mean by handle element in this thesis.
Regarding Topology, the Euler class is a powerful tool to classify vector bun-
dles over spheres. For instance, in 1956, Milnor(?) could prove that all the
S3−bundles over S4 are homeomorphic to S7 when the Euler class has a
value of ±1.
This thesis links Algebra and Topology in showing that the diagonal class is
the comultiplication of the unit in R, which leads to the fact that the handle
1
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CHAPTER 1. INTRODUCTION 2
element of the cohomology ring of an even dimensional compact connected
orientable manifold is equal to the Euler class of that same manifold. And
as a bonus, we would like to correct some statements made in Kock’s book
(?, exercise 22, page 131) and Abrams (?, bottom of page 4). Regarding (?),
we point out that the handle class is equal to the Euler class only for even-
dimensional manifolds, but not for odd-dimensional manifolds. Regarding
(?), we point out that the formula on the bottom of page 4 is not quite right,
namely
e(X) =∑
i
eie#i should be e(X) =∑
i
e#i ei.
To better understand that, let us look at the layout of the thesis.
- The second chapter is mainly divided into two parts. The first part
provides the useful tools to understand the de Rham cohomology and
the second part the explanation of the de Rham cohomology itself.
The tools are composed on one hand by the chain complexes and their
cohomology and on the other hand by the alternating algebra. In the
chain complexes and their cohomology section we are going to have
an insight on the notion of chain complexes and their map, on the
cohomology of chain complexes and their map, and on the short ex-
act sequence of chain complexes and its induced long exact sequence
of cohomology of chain complexes. However in the alternating alge-
bra, we are going to introduce the alternating forms and explain the
map between two vector spaces of alternating forms. About the de
Rham cohomology, there are three types of it namely, the Ordinary de
Rham cohomology, the compactly supported de Rham cohomology
and the compact vertical de Rham cohomology. All these cohomolo-
gies started from the simplest case which is the de Rham complex for
open sets in Rn, which is expanded into the de Rham cohomology for
a manifold that here we call the Ordinary de Rham cohomology. The
compactly supported cohomology enables us to define the integration
of differential forms on a manifold which leads us to the generaliza-
tion of the Poincaré lemma. Moreover, compact vertical cohomology
is needed to define the characteristic classes of a vector bundle over
a manifold. Therefore in this chapter, we are going to look at the ex-
plicit construction of these cohomologies, the Poincaré lemmas and
the Mayer-Vietoris sequence.
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- The Chapter 3 introduces quite different concepts which are the graph-
ical calculus and the Frobenius algebra. The graphical calculus which
is a generalization of Penrose’s graphical calculus(?) is used to rep-
resent maps. As dealing with algebraic proofs are not obvious, the
graphics will enable us to prove some statements in an easier way. So
the first part of this chapter will define graphical calculus and explain
how it works. Although the second part discusses more about the
Frobenius algebra and its handle element. Since the notion of Frobe-
nius algebra appears in different fields like Computer Science, Mathe-
matics, etc, there are many version of its definition. Here we are only
going to look at two of them, namely the classical and categorical defi-
nitions, followed by the proof of their equivalence. Right after that we
are going to give the graphical representation of the handle element
for a Frobenius algebra. Finally as an example, we will compute the
handle element for the cohomology ring of a manifold.
- In Chapter 4 we focus our attention on the principal problem in this
thesis, namely the following exercise from Kock’s book (?, exercise 22,
page 131)
(C.f. Abrams [3]) If you are aquainted with cohomology ring (cf. 2.2.23).
Let X be a compact connected orientable manifold of dimension r, and put
A = H∗(X). Show that the Euler class (top Chern class of the tangent
bundle, cr(TX)) is the handle element of A.
The key to understanding the Euler class from a Frobenius algebra
point of view is to translate the Thom class of the tangent bundle of the
manifold M,
ThTM ∈ Hmcv(TM)
into the diagonal class, namely the Poincaré dual of M as a submanifold
of M×M,
DˆM ∈ Hm(M×M)
This is the viewpoint of Milnor and Stasheff (?, Chapter 11), and we
give an overview of this approach. In Section 4.1 we show that af-
ter applying certain natural isomorphisms, the Thom class is actually
equal to the diagonal class. This is useful because the diagonal class
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CHAPTER 1. INTRODUCTION 4
fits more easily into the framework of studying the cohomology alge-
bra H∗(M) as a Frobenius algebra. Indeed, after applying the Künneth
isomorphism, the diagonal class can be thought of as an element
DM ∈
⊕
i+j=m
Hi(M)⊗ H j(M)
and hence can be directly compared with the copairing element of
H∗(M),
γ(1) ∈ ⊕
i+j=m
Hi(M)⊗ H j(M).
We show that for even-dimensional manifolds, the diagonal class is
equal to the copairing element, while for odd-dimensional manifolds,
they are not equal. Since the Euler class is derived from the Thom
class, this is both a small correction (in that the statement is only true
for even-dimensional manifolds), as well as a refinement (in that it’s
not only that the Euler class is the same as the handle element, but also
that the diagonal class is the same as the copairing) of the exercise from
Kock’s book (?, exercise 22, page 131). Furthermore, a clarification on
the algebraic formula for the Euler class given by Abrams (?, bottom
of page 4) is made.
In this very end, I would like to acknowledge that some of the pictures
present in this thesis are taken form Kock’s book (?).
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Chapter 2
De Rham cohomology, compactly
supported cohomology and
compact vertical cohomology
In this chapter we review the three different versions of De Rham coho-
mology we will need in this thesis. Firstly, there is the Ordinary De Rham
cohomology of manifolds which is the vector space of closed forms that are
not necessarily exact. Secondly, there is the compactly supported cohomol-
ogy of manifolds, where the differential forms have compact support on the
manifold. Finally, there is the compact vertical cohomology of vector bun-
dles, where the differential forms must have compact support on the fiber.
The reader is expected to be familiar with the notion of vector spaces, man-
ifolds, smooth map between manifolds and tangent space of manifolds.
In sections ?? and ?? we will review chain complexes and their cohomol-
ogy, and the alternating algebra of a vector space. The sections ?? and ??
will cover the Ordinary De Rham cohomology for open sets in Rn and for a
manifold. The section ?? gives us more details about compactly supported
cohomology. And the section ?? takes us through the compact vertical co-
homology.
The materials used but not cited here may be found in Madsen (?).
5
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CHAPTER 2. COHOMOLOGY 6
2.1 Chain complexes and their cohomology
In this section we are firstly going to look at the definition of a chain complex
and its cohomology. Secondly we are going to go give an overview on the
definition of a map between two chain complexes and its induced map on
cohomology. And finally, we are going to define the short exact sequence of
chain complexes and its induced long exact sequence.
To begin with, let us see the definition of a chain complex.
Definition 2.1.1. A sequence A∗ = {Ai, di} of vector spaces and linear maps
defined as
· · · −→ Ai−1 di−1−−→ Ai di−→ Ai+1 di+1−−→ Ai+2 −→ · · ·
is called a chain complex if di+1 ◦ di = 0 for all i.
It is said to be exact if Ker di = Im di−1 for all i.
Now, let us define the cohomology of a chain complex.
Definition 2.1.2. Let A∗ = {Ai, di} be a chain complex. The p−th cohomology
vector space of A∗ is defined as:
Hp(A∗) = Ker d
p
Im dp−1
.
Given two chain complexes, one may wonder what the definition of a map
between them can be. It is given the name of a chain map, and as follows is
its definition.
Definition 2.1.3. A chain map f : A∗ −→ B∗ between chain complexes consists
of a family f p : Ap −→ Bp of linear maps, satisfying dpB ◦ f p = f p+1 ◦ dpA. And it
might be viewed as the following commutative diagram:
· · · // Ap−1 d
p−1
A //
f p−1

Ap
dpA //
f p

Ap+1 //
f p+1

· · ·
· · · // Bp−1
dp−1B
// Bp
dpB
// Bp+1 // · · ·
Given two chain complexes, we can study their cohomologies. So it is in-
teresting to know what a chain map between two chain complexes become
when it comes to cohomology. It turns out that it induces a map in coho-
mology as well. The following lemma is taking us through that.
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Lemma 2.1.4. A chain map f : A∗ −→ B∗ induces a a linear map
f ∗ = H∗( f ) : Hp(A∗) −→ Hp(B∗)
a + Im dp−1A 7−→ f (a) + Im dp−1B
for all p.
Proof. The proof amounts to show that f ∗ is well-defined.
So we first need to show that if a ∈ ker dpA then f p(a) ∈ ker dpB.
Let a ∈ ker dpA. Since f is a chain map, we have
dpB( f
p(a)) = f p+1(dpA(a))
= f p+1(0) ; a ∈ ker dpA
= 0
Therefore f p(a) ∈ ker dpB.
Let a1 + Im d
p−1
A = a2 + Im d
p−1
A , a1, a2 ∈ ker dpA. This is equivalent to say
that a1 − a2 ∈ Im dp−1A which means there exists x ∈ Ap−1 such that a1 −
a2 = d
p−1
A (x). Therefore,
f p(a1 − a2) = f p(dp−1A (x))
= dp−1B ( f
p−1(x))
Hence f p(a1)− f p(a2) ∈ Im dp−1B i.e f p(a1) + Im dp−1B = f p(a2) + Im dp−1B .
Now that we have defined the map between chain complexes, let’ s move
to the definition of short exact sequence of chain complexes.
Definition 2.1.5. A short exact sequence of chain complexes
0 −→ A∗ f−→ B∗ g−→ C∗ −→ 0
consist of chain maps f and g such that 0 −→ Ap f
p
−→ Bp g
p
−→ Cp −→ 0 is exact
for every p.
As we have seen before, a chain map induces a map between the coho-
mology of chain complexes. And here, as we have defined the short exact
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sequence of chain complexes it intrigues our mind to know if it induces a
short exact sequence of cohomology of chain complexes as well. In fact, that
is not true. It induces an exact sequence but not a short exact sequence. The
following lemma is giving us the details about that.
Lemma 2.1.6. A short exact sequence of chain complexes
0 −→ A∗ f−→ B∗ g−→ C∗ −→ 0
induces an exact sequence
Hp(A∗)
f ∗−→ Hp(B∗) g
∗
−→ Hp(C∗)
Proof. We need to prove that ker g∗ = Im f ∗.
Recall
f ∗ = H∗( f ) : Hp(A∗) −→ Hp(B∗)
a + Im dp−1A 7−→ f (a) + Im dp−1B
Im f ∗ = {[b] ∈ Hp(B∗) | ∃[a] ∈ Hp(A∗) and [ f (a)] = [b] = f ∗([a])}
ker g∗ = {[b] ∈ Hp(B∗) | g∗([b]) = 0C∗}
= {[b] ∈ Hp(B∗) | g∗([b]) ∈ Im dp−1C }
= {[b] ∈ Hp(B∗) | [g(b)] ∈ Im dp−1C }
• Im f ∗ ⊆ ker g∗
Let [b] ∈ Im f ∗ i.e. there exists a ∈ ker dpA such that [b] = [ f (a)]. Since
g( f (a)) = 0 (short exact sequence), we have
g∗([b]) = g∗[ f (a)]
= [g( f ()a)]
= [0]
Therefore, [b] ∈ ker g∗.
• ker g∗ ⊆ Im f ∗
The commutativity of the diagram below gives us the exactness of the
short sequence.
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...

...

...

0 // Ap−1
f p−1
//
dp−1A 
Bp−1
gp−1
//
dp−1B 
Cp−1 //
dp−1C 
0
0 // Ap
f p
//
dpA 
Bp
gp
//
dpB 
Cp //
dpC 
0
0 // Ap+1

f p+1
// Bp+1
gp+1
//

Cp+1 //

0
...
...
...
Let [b] ∈ ker g∗ i.e. [gp(b)] = 0 or gp(b) ∈ Im dp−1C . That means
gp(b) = dp−1(c), where c ∈ Cp−1. Since gp−1 is surjective, there exists
b1 ∈ Bp−1 such that gp−1(b1) = c. Therefore
gp(b) = dp−1C (g
p−1(b1))
= gp(dp−1B (b1))
It follows that gp(b− dp−1B (b1)) = 0 i.e. b− dp−1B (b1) ∈ ker gp. So there
exists a ∈ Ap such that b− dp−1B (b1) = f p(a). Now, we need to show
that a ∈ ker dpA.
We have
f p+1(dpA(a)) = d
p
B( f
p(a))
= dpB(b− dp−1B (b1))
= dpB(b)
= 0
Hence, dpA(a) = 0 since f
p+1 is injective. Thus we have found a coho-
mology class [a] ∈ Hp(A) and
f ∗([a]) = [ f p(a)]
= [b− dp−1B (b1)]
= [b]
So [b] ∈ Im f ∗.
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If we cannot have a short exact sequence of cohomology of chain complexes,
then let us see the best we can do on it. The following definition gives the
map that connects the p−th cohomology of the last chain complex present
in the short exact sequence and the (p+ 1)−th cohomology of the first chain
complex present in the short exact sequence.
Definition 2.1.7. For a short exact sequence of chain complexes 0 −→ A∗ f−→
B∗
g−→ C∗ −→ 0, let
∂∗ : Hp(C∗) −→ Hp+1(A∗)
be the linear map defined as
∂∗([c]) = [( f p+1)−1(dpB((g
p)−1(c)))].
which is illustrated by the slanted arrow.
...

...

...

0 // Ap−1
f p−1
//
dp−1A 
Bp−1
gp−1
//
dp−1B 
Cp−1 //
dp−1C 
0
0 // Ap
f p
//
dpA 
Bp
gp
//
dpB 
Cp //
dpC uu
0
0 // Ap+1

f p+1
// Bp+1
gp+1
//

Cp+1 //

0
...
...
...
Notice that according to Madsen(?) p.29, Definition 4.5, this map is well-
defined.
Now that we have ∂∗, it encourages us to seek if there is an exact sequence
between Hp(B∗), Hp(C∗) and Hp+1(A∗). Indeed, there is. And this lemma
gives us an insight on that.
Lemma 2.1.8. The sequence Hp(B∗)
g∗−→ Hp(C∗) ∂∗−→ Hp+1(A∗) is exact.
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Proof. Recall
ker ∂∗ = {[c] ∈ Hp(C∗) | ∂∗([c]) = 0Hp+1(A∗)}
= {[c] ∈ Hp(C∗) | ( f p+1)−1(dpB((gp)−1(c))) ∈ Im dpA}
Im ∂∗ = {[c] ∈ Hp(C∗) | ∃[b] ∈ Hp(B∗) and [c] = g∗([b])}
= {[c] ∈ Hp(C∗) | ∃[b] ∈ Hp(B∗) and [c] = [gp(b)]}
• Im g∗ ⊆ ker ∂∗
Let [c] ∈ Im g∗ i.e. there exists [b] ∈ Hp(B∗) such that [c] = [gp(b)].
And we have
∂∗([gp(b)]) = ( f p+1)−1(dpB((g
p)−1(gp(b))))
= [( f p+1)−1(dpB(b))]
= 0 (because b ∈ ker dpB)
Therefore [c] ∈ ker ∂∗.
• ker ∂∗ ⊆ Im g∗
Let [c] ∈ ker ∂∗ i.e. ∂∗([c]) = 0 or ( f p+1)−1(dpB((gp)−1(c))) ∈ Im dpA.
which means ∃a ∈ Ap such that ( f p+1)−1(dpB((gp)−1(c))) = dpA(a).
Since gp is surjective, we can choose b ∈ Bp such that c = gp(b).
So
dpA(a) = ( f
p+1)−1(dpB((g
p)−1(gp(b))))
= ( f p+1)−1(dpB(b))
And dpB(b) = f
p+1(dpA)(a) = d
p
B( f
p(a)). Therefore dpB(b− f p(a)) = 0
and gp(b− f p(a)) = gp(b)− gp( f p(a)) = c since the short sequence is
exact.
Hence g∗([b− f p(a)]) = [c] i.e. [c] ∈ Im g∗.
Now that we have the previous exact sequence, it becomes interesting to
see if the sequence of Hp(C∗), Hp+1(A∗) and Hp+1(B∗) is exact. And it is
actually true. The following lemma explains more about that.
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Lemma 2.1.9. The sequence Hp(C∗) ∂
∗−→ Hp+1(A∗) f
∗
−→ Hp+1(B∗) is exact.
Proof. • Im ∂∗ ⊆ ker f ∗
Let [c] ∈ Hp(C∗). So we have ∂∗([c]) = [( f p+1)−1(dpB((gp)−1(c)))].
Since gp is surjective, there exists b ∈ Bp such that gp(b) = c.
So
f ∗(∂∗([c])) = f ∗[( f p+1)−1(dpB((g
p)−1(c)))]
= f ∗[( f p+1)−1(dpB((g
p)−1(gp(b))))]
= f ∗[( f p+1)−1(dpB(b))]
= [ f p+1( f p+1)−1(dpB(b))]
= [dpB(b)]
= 0Hp+1(B∗)
Therefore, [c] ∈ ker f ∗.
• ker f ∗ ⊆ Im ∂∗
Lt [a] ∈ ker f ∗ i.e. f ∗([a]) = 0Hp+1(B∗) or [ f p+1(a)] = 0, which means
f p+1(a) ∈ Im dpB and so there exists b ∈ Bp such that f p+1(a) = dpB(b).
Therefore a = ( f p+1)−1(dpB(b)). And we can write b = (g
p)−1(c)
where c ∈ Cp, since gp is surjective. So now, we are left to prove
that c ∈ ker dpC.
We have
dpC(c) = d
p
C(g
p()b)
= gp+1(dpB(b))
= gp+1( f p+1(a)) = 0Cp+1since the short sequence is exact
Hence, [a] = ( f p+1)−1(dpB((g
p)−1(gp(b)))) = ∂∗(gp(b)).
In combining all those previous results, a very important theorem comes
out.
Theorem 2.1.10. Let 0 −→ A∗ f−→ B∗ g−→ C∗ −→ 0 be a short exact sequence of
chain complexes. Then the sequence
· · · −→ Hp(A∗) f
∗
−→ Hp(B∗) g
∗
−→ Hp(C∗) ∂∗−→ Hp+1(A∗) f
∗
−→ Hp+1(B∗) −→ · · ·
is exact.
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2.2 Alternating algebra
In this section we define the alternating algebra on a vector space, the map
on alternating algebras and its functorial properties.
Throughout this section, V will represent a vector space over R.
To start with let’s have a look at the definition of a vector space of alternating
forms and that of a graded algebra.
Definition 2.2.1. Let V be a vector space overR. A k-linear map ω : Vk −→ R is
said to be alternating if ω(ξ1, · · · , ξk) = 0 whenever ξi = ξ j for some pair i 6= j.
The vector space of alternating, k−linear maps is denoted by Altk(V).
Notice that Alt0(V) = R.
Definition 2.2.2. • A gradedR-algebra A∗ is a sequence of vector spaces Ak, k ∈
N, and bilinear maps µ : Ak × Al −→ Ak+l which are associative.
• An algebra A∗ is called graded commutative, if
µ(a, b) = (−1)klµ(b, a)
for a ∈ Ak and b ∈ Al.
On one hand, a k−form on V is also said to be alternating if for all k−tuples
of vectors in V which presents one vector repeating consecutively ω van-
ishes on it. Furthermore, given a k−tuples of vectors in V we obtain that ω
applied to the permutation of that tuple only differs from ω applied to the
original tuple by the sign of the permutation.
On the other hand, the set of all the alternating k−forms on V is a real vec-
tor space. One might wonder if it can have a structure of an algebra. Well,
the usual operation that one may apply on forms is the wedge product.
And since the wedge product of two k−forms belongs to the vector space of
2k−forms, it can’t have a structure of algebra under that operation. How-
ever, the Alt∗(V) = ⊕k Altk(V) is an algebra under the wedge product.
Moreover, this algebra is graded commutative.
Remark 2.2.3. The algebra Alt∗(V) is called the exterior or alternating algebra
associated to V.
When we have a set one usually wonders about what we can do with it.
So he/she tries to put structures on it then start all the study. But after the
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structure is set up, most of the time the next step is to study the functions
between two sets of the same structure. So in our case, given two vector
spaces V and W. Suppose that they are related by a function f . It turns
out that there is a natural map relating Altk(V) to Altk(W) built out from f .
And the next definition gives us more details about that.
Definition 2.2.4. Let V, W be vector spaces. Let f : V −→ W be a linear map.
This map f induces a linear map
Altk( f ) : Altk(W) −→ Altk(V) (2.1)
where Altk( f )(ω)(ζ1, · · · , ζk) = ω( f (ζ1), · · · , f (ζk)).
And the composition works as follows: Altk( f ◦ g) = Altk(g) ◦ Altk( f ). Further-
more, Altk(idV) = idAltk(V).
2.3 The De Rham complex for open sets in Rn
The previous section has prepared us to the construction of the De Rham
complex on an open set of Rn by giving us the detailed overview on al-
ternating algebra. Now, this coming section is explaining more about that
construction explicitly. Moreover, this section will provide an insight on
maps between two cohomology groups for two open sets of two different
power of R.
As a starter let’s define the vector space of differential k−forms.
Definition 2.3.1. Let U be an open set in Rn.
A differential k− form on U is a smooth map ω : U −→ Altk(Rn). The vector
space of such maps is called the vector space of k−differential forms and denoted by
Ωk(U).
Since Alt0(Rn) = R we have Ω0(U) = C∞(U,R).
Now that we have a smooth map, one might ask the explicit definition of its
derivative. Indeed, it’s defined as follows:
Definition 2.3.2. Let (e1, · · · , en) be the standard basis of Rn.
The derivative of a smooth map ω : U −→ Altp(Rn) at a point x ∈ U is given by
the linear map
Dxω : Rn −→ Altp(Rn)
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such that
Dx(ei) =
d
dt
ω(x + tei)t=0 =
∂ω
∂xi
(x).
As we talk about vector spaces of differential forms, it intrigues immedi-
ately our mind what could be the exterior differentiation so that we may
construct a chain complex out of it. The following definition explicates that
exterior differentiation.
Definition 2.3.3. Let U be an open set in Rn. The exterior differential
di f f : Ωk(U) −→ Ωk+1(U)
is the linear operator defined as
di f fxω(ζ1, · · · , ζk+1) = Σk+1l=1 (−1)l−1Dxω(ζl)(ζ1, · · · , ζˆl, · · · , ζk+1)
where (ζ1, · · · , ζˆl, · · · , ζk+1) = (ζ1, · · · , ζl−1, ζl+1, · · · , ζk+1) and ω ∈ Ωk(U).
Remark 2.3.4. We may have a chain complex {Ωk(U), di f f k} of differential forms
on U which is denoted as Ω∗(U).
Since the chain complex of vector spaces of differential forms on an open
subset of a certain power of R is understood, now we may talk about its
cohomology.
Definition 2.3.5. Let U be an open set in Rn.
The k−th de Rham cohomology of U, denoted Hk(U) is the k−th cohomology vec-
tor space of Ω∗(U). And the issued chain complex which is the De Rham complex
is denoted H∗(U).
Here again, similarly to the Definition ??, one might ask if we may find a
relation between two vector spaces of differential forms on two different
subsets of two different power of R. Actually the answer is yes and it’s
detailed by the following definition.
Definition 2.3.6. Let U1 ⊆ Rn, U2 ⊆ Rm be open sets and φ : U1 −→ U2 a
smooth map. This induces a morphism
Ωk(φ) : Ωk(U2) −→ Ωk(U1)
defined as
Ωk(φ)(ω)x = Altk(Dxφ)(ωφ(x))
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Since the cohomology of an open set of Rn is just the quotient of two sub-
spaces of the vector space of differential forms, therefore it naturally inherits
all the structures that this one has.
Remark 2.3.7. • Since Hk(U) = Ker di f f
k
Im di f f k−1 we may define
Hk(φ) : Hk(U2) −→ Hk(U1)
such that
Hk(φ) = [Ωk(φ)(ω)]
• From now on φ∗ will represent Ωk(φ) or Hk(φ). And it’s called pullback
map.
Furthermore this new map has the ability to split with wedge product, to
commute with the exterior differentiation and of being a contravariant func-
tor.
Theorem 2.3.8. Let U1 ⊆ Rn, U2 ⊆ Rm be open sets and φ : U1 −→ U2 a
smooth map.
(a) φ∗(ω ∧ τ) = φ∗(ω) ∧ φ∗(τ) for ω1,ω2 ∈ Hk(U2)
(b) φ∗( f ) = f ◦ φ when f ∈ Ω0(U2)
(c) di f fφ∗(ω) = φ∗(di f fω)
Theorem 2.3.9. Let U1 ⊆ Rn, U2 ⊆ Rm, U3 ⊆ Rk be open sets and let φ :
U1 −→ U2,ψ : U2 −→ U3 be smooth maps.
Then
(ψ ◦ φ)∗ = φ∗ ◦ ψ∗
id∗U1 = idH∗(U1)
To end this section, let us look at the Poincaré lemma for Rn.
Theorem 2.3.10 (Poincaré lemma). The de Rham cohomology for Rn is R in
degree 0 and 0 elswhere,i.e.
H∗(Rn) =
{
R ∗ = 0
0 otherwise
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2.4 The De Rham complex for a manifold
In the previous section we have encountered the De Rham complex for an
open set ofRn. But one may ask if all those results might be generalized for
a manifold. We define in this section the De Rham complex for a smooth
manifold, study its functorial properties, and define the Mayer-Vietoris se-
quence.
To start with, let’s define the vector space of differential forms on a mani-
fold.
Let M be a smooth manifold of dimension m.
A local parametrization is the inverse of a smooth chart.
Let ω = {ωp}p∈M be a family of alternating k−forms on TpM i.e. ωp ∈
Altk(TpM).
Let W be an open subset ofRm and g : W −→ M be a local parametrization.
Let x ∈W.
The map
Dxg : Rm −→ Tg(x)M
is an isomorphism, therefore it induces an isomorphism
Altk(Dxg) : Altk(Tg(x)M) −→ Altk(Rm)
defined as Altk(Dxg)(ω)(ζ1, · · · , ζk) = ω(Dxg(ζ1), · · · , Dxg(ζk)).
Consider the map g∗(ω) : W −→ Altk(Rm) whose value at x is
g∗(ω)x = Altk(Dxg)(ωg(x))
Definition 2.4.1. Let M be a smooth manifold of dimension m.
Let W be an open subset of Rm.
A family ω = {ωp}p∈M of alternating k−forms on TpM is said to be smooth if
g∗(ω) : W −→ Altk(Rm) is a smooth function for every local parametrization
(W, g). The set of such smooth families is a real vector space Ωk(M).
And again, we must give the explicit definition of the exterior differentiation
in order to get a chain complex of vector spaces of differential form on M.
So as follows is the definition.
Definition 2.4.2. Let M be a smooth manifold of dimension m. The exterior dif-
ferentiation is given by:
d : Ωk(M) −→ Ωk+1(M)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. COHOMOLOGY 18
such that dpω = Altk+1((Dxg)−1)(di f fx(g∗ω)) where p = g(x).
Remark 2.4.3. • Note that Ω0(M) = C∞(M,R).
• Similarly to the Remark ?? we have a chain complex {Ωk(M), dk} of differ-
ential forms on M denoted Ω∗(M).
Now, the de Rham cohomology may be defined.
Definition 2.4.4. The k−th de Rham cohomology of the manifold M, denoted
Hk(M) is the k−th cohomology vector space ofΩ∗(M). And its De Rham complex
{Hk(M), dk} is denoted H∗(M).
In the previous section, we have defined the map between the k−th coho-
mology of two open subsets of two different power of R. And we called it
pullback map in Remark ??. Here, we have that same concept for a map
between two smooth manifolds. As follows is its definition.
Definition 2.4.5. Let M, N be smooth manifolds and φ : M −→ N be a smooth
map. It induces a chain map
φ∗ : Ω∗(N) −→ Ω∗(M)
such that if τ ∈ Ωk(N), and p ∈ M we have:
φ∗(τ)p = Altk(Dpφ)(τφ(p))
where τφ(p) lives in Altk(Tφ(p)N).
From φ∗ we may derive a linear map Hk(φ) : Hk(N) −→ Hk(M) such that
Hk(φ)[(τ)p] = [φ∗(τ)p] for p ∈ M. We will still denote Hk(φ) as φ∗.
And it turns out that all the results of the Theorem ?? and ?? still hold.
Now suppose that M is the union of two open sets namely U1 and U2. Then
with the inclusions jν and iν for ν = 1, 2, we obtain two sequences given by
U1 ∩U2 j1−→ U1 i1−→ M
U1 ∩U2 j2−→ U2 i2−→ M
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Theorem 2.4.6. The sequence
0 −→ Ωp(M) Ip−→ Ωp(U1)⊕Ωp(U2) J
p
−→ Ωp(U1 ∩U2) −→ 0
is exact. Where Ip(ω) = (i∗1(ω), i
∗
2(ω)), J
p(ω1,ω2) = j∗1(ω1)− j∗2(ω2).
And it follows from the Theorem ?? that this short exact sequence induces a
long exact sequence for cohomology.
Theorem 2.4.7 (Mayer-Vietoris). The Mayer-Vietoris sequence
· · · −→ Hp(M) I∗−→ Hp(U1)⊕Hp(U2) J
∗
−→ Hp(U1∩U2) ∂
∗−→ Hp+1(U) −→ · · ·
is exact.
Notice that I∗([ω]) = (i∗1([ω]), i
∗
2([ω])), J
∗([ω1], [ω2]) = j∗1([ω1])− j∗2([ω2]),
and
∂∗([τ]) =
[−d(ρU2τ)] on U1[d(ρU1τ)] on U2
where {ρU1 , ρU2} is a partition of unity subordinate to the open cover {U1, U2}
and τ ∈ Hp(U1 ∩U2).
2.5 Compactly supported cohomology and
Poincaré lemma
Until now, we have encountered the de Rham cohomology of a manifold
without any condition. But there is a second type of de Rham cohomology
recall compactly supported cohomology which is slightly different from the
previous one. This section will take us through this new cohomology and
drive us to the generalized Poincaré lemma.
Before everything, let us first define the support of a differential form, and
what it means to be a compactly supported form.
Definition 2.5.1. (?) Let M be a smooth manifold.
Let ω ∈ Ωp(M).
The support of ω is defined by supp(ω) = {p ∈ M,ωp 6= 0}.
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Definition 2.5.2. (?) Let M be a smooth manifold.
Let ω ∈ Ωp(M).
The differential form ω is called compactly supported if its support is compact in
M.
The following remark is stating that all the results that we obtained in the
previous section still hold for compactly supported cohomology.
Remark 2.5.3. • The vector space of compactly supported differential k−forms
on M is denoted Ωkc(M). Its definition is exactly the same as in the previous
section, but the only difference is that all the forms are compactly supported.
Furthermore, even the exterior differentiation remains the same. And simi-
larly to the Remark ?? we may have the chain complex of compactly supported
differential forms on M as well, which we denote Ω∗c (M) = {Ωpc (M), dp}.
Hence, as in the Definition ?? we have a compactly supported de Rham coho-
mology Hpc (M) which is the p−th cohomology vector space of Ω∗c (M).
• However, we should be aware that if U ⊂ M is open, a form ω with compact
support on M will not restrict to a form with compact support in U unless
the inclusion map from U to M is proper.
Although, there is a new operation that we may do on compactly supported
differential forms, which is the integration.
Let M be a smooth orientable manifold of dimension m.
Let pi : M×R −→ M.
Our aim is to construct a map pi∗ : Ω∗c (M ×R) −→ Ω∗−1c (M) which will
give rise to a map pi∗ : H∗c (M×R) −→ H∗−1c (M) which we call integration
map over the fiber.
Let (U, ϕ) be a chart around p ∈ M and x = (x1, · · · , xm) be the local coor-
dinate at p. So we get (U ×R, ϕ× id) as a chart for M×R.
If ω = ΣI f I(x)dxI is a compactly supported differential form on U then a
k−form on U ×R looks like
Σ|I|=kαI(x1, · · · , xm, t)dx˜I + Σ|J|=k−1β J(x1, · · · , xm, t)dx˜J ∧ dt
where
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dx˜I = dx˜i1 ∧ · · · ∧ dx˜ik
= d(pi∗xi1) ∧ · · · ∧ d(pi∗xik)
= pi∗(dxi1) ∧ · · · ∧ pi∗(dxik)
= pi∗(dxi1 ∧ · · · ∧ dxik)
= pi∗(dxI)
and αI , β J are smooth. In addition, β J is integrable over R for all J.
Let our pi∗ be defined as follows:
(i) αI(x1, · · · , xm, t)dx˜I 7−→ 0
(ii) β J(x1, · · · , xm, t)dx˜J ∧ dt 7−→ (
∫ ∞
−∞ β J(x1, · · · , xm, t)dt)dxJ
One of the properties of the integration map is given by the following theo-
rem.
Theorem 2.5.4 (Generalized Poincaré lemma). (?) The integration map
pi∗ : H∗c (M×R) −→ H∗−1c (M)
is an isomorphism.
Proof. See Bott and Tu p.39
In particular we have the Poincaré lemma for the compactly supported co-
homology for Rn.
Lemma 2.5.5 (Poincaré lemma). The compactly supported de Rham cohomology
of Rn is equal to 0 in dimension n, and 0 elswhere, i.e.
H∗c (Rn) =
{
R ∗ = n
0 otherwise
Similarly to the previous section, we have Mayer-Vietoris sequence for com-
pactly supported forms. However it is slightly different. So let us use a
different notation.
Let V ⊂ U be open subsets of M, and let i be the inclusion map i : V −→ U.
Then i induces a chain map
i• : Ω∗c (V) −→ Ω∗c (U)
ω 7−→ i•(ω) =
{
ω on V
0 elsewhere
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Notice that the extension of the composition of two maps is just the compo-
sition of the extension of the two maps.
So suppose that M is the union of two open sets namely U1 and U2. Then
with the inclusions jν and iν for ν = 1, 2, we obtain two sequences given by
U1 ∩U2 j1−→ U1 i1−→ M
U1 ∩U2 j2−→ U2 i2−→ M
Theorem 2.5.6. (?) The sequence
0 −→ Ωpc (U1 ∩U2)
Ip−→ Ωpc (U1)⊕Ωpc (U2)
Jp−→ Ωp(M) −→ 0
is exact. Where Ip(ω1,ω2) = (i1)•(ω)+ (i2)•(ω)) and Jp(ω) = ((j1)•(ω),−(j2)•(ω)).
And it follows from the Theorem ?? that this short exact sequence induces a
long exact sequence for cohomology.
Theorem 2.5.7 (Mayer-Vietoris compact). (?) The Mayer-Vietoris sequence
· · · −→ Hpc (U1∩U2) I•−→ Hpc (U1)⊕Hpc (U2) J•−→ Hpc (M) ∂•−→ Hp+1c (U1∩U2) −→ · · ·
is exact.
Notice that I•([ω1], [ω2]) = (i1)•([ω1])+ (i2)•([ω2])) and J•([ω]) = ((j1)•([ω1]),−(j2)•([ω2])).
2.6 Compact vertical cohomology
Apart from compactly supported de Rham cohomology mentioned before,
there exists another kind of cohomology that we may apply on a vector
bundle over a manifold which is called compact vertical cohomology or
compactly supported cohomology in the vertical direction. This section
gives us an overview on vector bundles, the definition of a compact vertical
cohomology and the generalization of the integration map.
So let’s start with the definition of a vector bundle.
Definition 2.6.1. A rank n vector bundle ξ = (E, B,piE) consists of :
1. a smooth manifold E, called the total space
2. a smooth manifold B, called the base space
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3. a smooth map piE : E −→ B
4. for each x ∈ B, there is a structure of a vector space on Ex := pi−1E (x)
such that for each x ∈ B there exists an open neighborhood U ⊂ B of x and
a diffeomorphism
h : U ×Rn −→ pi−1(U)
where, for each x ∈ U, the map
Rn −→ Ex
which sends v ∈ Rn to h(x, v) is a linear isomorphism.
The map h is called trivialization.
Here are some important examples of vector bundles that we are going to
use all the way along.
Example 2.6.2. 1. Let M be a manifold. Set TM = {(p, v) : p ∈ M, v ∈
Tp(M)}. The tangent bundle over M is a vector bundle where E = TM
which we may denote as (TM, M,piTM). And piTM : TM −→ M defined
as piTM((p, v)) = p.
2. Let M be a manifold endowed with a Riemannian metric and S be a subman-
ifold of M.
Let Np(S) = (Tp(S))⊥ where Tp(S) denotes the tangent space of S at the
point p.
Set N(S) = ∪p∈MNp(S). Then (N(S), S,piN(S)) is a vector bundle over
S. The projection piN(S) is such that piN(S) : N(S) −→ S defined as
piN(S)((p, v)) = p for v ∈ Np(S).
Now, let’s define the compact vertical vector space of a vector bundle over
a smooth oriented manifold.
Definition 2.6.3. (?) Let M be a smooth oriented manifold and (E, M,piE) be a
vector bundle over M.
Ωkcv(E) is the vector space of differential k−forms on E with compact support in
the vertical direction i.e. the forms do not need to have compact support in E but its
restriction to each fiber has compact support.
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Remark 2.6.4. As we have seen in the two previous sections, we may have a chain
complex of vector spaces of vertical compactly supported differential forms on E
which we denote {Ω∗cv(E), d} since E itself is a manifold. And the de Rham complex
H∗cv(E) follows.
We may generalize the concept of integration map in Chapter ?? by the in-
tegration map over the fiber that we will still call integration map.
Definition 2.6.5. Let M be an m−dimensional smooth oriented manifold.
Let (E, M,piE) be a rank n oriented vector bundle over M.
Our aim is to define the integration along the fiber
(piE)∗ : Ω∗cv(E) −→ Ω∗−n(M).
Let {(Uα, φα)}α∈I be an oriented trivialization of E. Let x = (x1, · · · , xm) be the
coordinate system on Uα and t1, · · · , tn be the fiber coordinates on E|Uα .
Let’s define (piE)∗ as :
(I) all the compactly supported on the vertical direction differential forms on
Uα ×Rn of the form ΣI f I(x, t, · · · , tn)dxI ∧ dtj1 · · · ∧ dtjr maps to 0 when
r < n,
(II) all the compactly supported on the vertical direction differential forms on
Uα ×Rn of the form ΣJ f J(x, t, · · · , tn)dxJ ∧ dt1 ∧ · · · dtn maps to
ΣJ(
∫
Rn
f J(x, t1, · · · , tn)dt1 ∧ · · · ∧ dtn)dxJ .
And, (piE)∗ satisfies a formula called Projection formula.
Proposition 2.6.6 (Projection formula). Let M be a smooth oriented manifold.
a) Let (E, M,piE) be an oriented vector bundle of rank n over M, ω ∈ Ωqcv(E)
and τ ∈ Ωm+n−q(M) with compact support along the fiber. Then
(piE)∗(pi∗Eτ ∧ω) = τ ∧ (piE)∗ω.
b) As we consider M as oriented of dimension m, if ω ∈ Ωqcv(E) and τ ∈
Ωm+n−q(M), then ∫
E
pi∗Eτ ∧ω =
∫
M
τ ∧ (piE)∗ω.
Proof. See Bott and Tu p.63
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Frobenius algebra and its handle
element
The mathematician Richard Brauer and his PhD student Cecil James Nes-
bitt began to study Frobenius algebras in 1930. However, the interest in it
has currently been renewed due to its connections to Topological Quantum
Field Theory as shown in Robbert Dijkgraaf’s PhD thesis in 1989.
A Frobenius algebra is an algebra defined by a form called Frobenius form.
And its operator called handle operator which is defined by a specific ele-
ment called handle element is very important for the algebraic topologist,
because it turns out that it represents a hole in the topological point of view.
So our aim in this Chapter is to compute the handle element of a Frobenius
algebra in the topological and algebraic way. Therefore, to start with, the
first section will take us through the techniques to represent an algebraic en-
tity into a topological one. Then, the following section will take us through
the definitions of a Frobenius algebra. Next, the third section will give us
more details about the handle operator and the handle element. Eventually,
the last section explains about the Frobenius algebra structure on the coho-
mology ring of a connected compact orientable smooth manifold and the
algebraic computation of its handle element.
Notice that throughout this chapter, the following maps will remain the
same:
• the multiplication µ : A⊗ A −→ A
• the comultiplication δ : A −→ A⊗ A
25
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• the Frobenius form e : A −→ K
• the unit η : K −→ A
• the pairing β : A⊗ A −→ K
• the copairing γ : K −→ A⊗ A
3.1 Graphical calculus
The physicist and mathematician Roger Penrose, in 1971, has introduced a
new method of representing maps called graphical calculus or string dia-
grams (?). As every new tool needs a manual, here it is:
• For eachK−linear map φ : Am −→ An (Am = A⊗ · · · ⊗ A︸ ︷︷ ︸
m times
),we repre-
sent it by a particular cobordism where m are the in-boundaries and n
the out-boundaries of the cobordism.
• If we have a tensor products of k linear maps, we draw them in parallel
vertically (from top to bottom) by reversing the order of each factor
(i.e. the last factor goes to the top and the first factor to the bottom).
• For the composition f ◦ g, we glue the out-boundaries of g with the
in-boundaries of f .
Example 3.1.1. 1. The maps defining aK−algebra are given by:
(a) unit η (b) identity idA
(c) multiplica-
tion µ
2. The tensor product idA ⊗ µ 3. The composition
K⊗ A η⊗idA−−−→ A⊗ A µ−→ A
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3.2 Frobenius algebra
As we want to connect Algebra and Topology, there are two definitions of
Frobenius algebra that we will be giving in this section, namely the classical
and the categorical one that here we will call Frobenius definition. And of
course the last part of the section will show the equivalence between those
definitions.
3.2.1 Frobenius algebra in the classical point of view
Definition 3.2.1 (classical). A Frobenius algebra is aK-algebra A equipped with
a linear functional e : A −→ K whose associated pairing β(a, b) = e(ab) is
nondegenerate.
Note: The form e is called the Frobenius form.
Definition 3.2.2. (?) Let A be aK−algebra. A pairing β : A⊗ A −→ K is called
left (right) nondegenerate if there exists a copairing γ : K −→ A⊗ A such that
the left (right) diagram commute:
A
γ⊗idA //
idA %%
A⊗ A⊗ A
idA⊗β

A
A
idA⊗γ //
idA %%
A⊗ A⊗ A
β⊗idA

A
And the pairing is called nondegenerate if it is both left and right nondegenerate.
By using the graphical representation, nondegeneracy is given by a relation
called snake relation where the "left snake" represents the left nondegener-
acy and the "right snake" represents the right nondegeneracy.
However, there is the algebraic definition of the nondegeneracy of a pairing
as well, which is given by the following theorem.
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Theorem 3.2.3. (?) A paring is left nondegenerate if and only if the map
βle f t : A −→ A∗
a 7−→ β(−, a)
is an isomorphism.
And similarly, it is right nondegenerate if and only if the map
βright : A −→ A∗
a 7−→ β(a,−)
is an isomorphism
And this theorem brings us to a lemma.
Lemma 3.2.4. Let {b1, · · · , bn} be a basis for a Frobenius algebra A. Then there
exists a unique dual basis {b#1, · · · , b#n} of A such that β(bi, b#i ) = δij.
Proof. • To start with let’s prove the existence of {b#1, · · · , b#n}.
Since {b1, · · · , bn} is a basis of A ⊗ A and γ(1K) ∈ A ⊗ A, then we
have
γ(1K) =∑
i,j
aijbi ⊗ bj
=∑
j
(∑
i
aijbi)⊗ bj
=∑
j
cj ⊗ bj
So define, b#j = cj. And now we may write γ(1K) = ∑j b
#
j ⊗ bj for some
elements b#1, · · · , b#n ∈ A.
• The second thing to do is to show that β(bi, b#j ) = δij. From the snake
relation we have
A⊗K id⊗γ−−→ A⊗ A⊗ A β⊗id−−→ K⊗ A
bi ⊗ 1K 7−→∑
i
bi ⊗ b#j ⊗ bj 7−→∑
j
β(bi, b#j )⊗ bj = bi
And from the fact that {b1, · · · , bn} is a basis, we have β(bi, b#j ) = δij
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• Thirdly, let’s prove the linearly independence of b#1, · · · , b#n.
Suppose that ∑ni=1 aib
#
i = 0 for ai ∈ K. Then we have
β(bj,
n
∑
i=1
aib#i ) = 0
which is equivalent to say
n
∑
i=1
ai β(bj, b#i )︸ ︷︷ ︸
δij
= 0
Therefore, ai = 0 for i = 1, · · · , n.
Furthermore b#1, · · · , b#n span A since they are n linearly independent
vectors in an n−dimensional vector space.
• Finally, let’s prove the uniqueness of b#1, · · · , b#n.
Suppose there exists (b#1)
′, · · · , (b#n)′ such that
β(bi, b#j ) = δij ∀i, j ∈ {1, · · · , n}.
Then
β(bi, b#j − (b#j )′) = 0 ∀i, j ∈ {1, · · · , n}. (3.1)
Define vj = b#j − (b#j )′, so we have β(bi, vj) = 0 ∀i, j ∈ {1, · · · , n}.
By using the snake relation
K⊗ A γ⊗id−−→ A⊗ A⊗ A id⊗β−−→ A⊗K
1K ⊗ v 7−→∑
j
b#j ⊗ bj ⊗ v 7−→ b#j ⊗
n
∑
j=1
β(bj, v) = v
which may be interpreted as
n
∑
j=1
β(bj, v)b#j = v
In particular, when v = vj, we obtain vj = 0 ∀j ∈ {1, · · · , n} from (??).
Which means b#j = (b
#
j )
′.
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Lemma 3.2.5. The copairing of a Frobenius algebra can be expressed as
γ(1K) =∑
i
b#i ⊗ bi (3.2)
where {bi}i is any basis of A and {b#i }i is the dual basis.
Proof. In fact, what we need to do here is to check if the snake relation holds.
K⊗ A γ⊗id−−→ A⊗ A⊗ A id⊗β−−→ A⊗K
1K ⊗ b#i 7−→∑
i
b#i ⊗ bi ⊗ b#i 7−→ b#i ⊗ 1K = b#i
A⊗K id⊗γ−−→ A⊗ A⊗ A β⊗id−−→ K⊗ A
bi ⊗ 1K 7−→∑
i
bi ⊗ b#i ⊗ bi 7−→ 1K ⊗ bi = bi
3.2.2 Frobenius algebra in a categorical point of view
The classical definition of a Frobenius algebra may be viewed in a categori-
cal point of view which we call Frobenius definition. In this subsection we
are mainly working on that definition. This new definition involves alge-
bras and coalgebras, so we are going to define them in an appropriate way.
Definition 3.2.6 (algebra). A K−algebra is a K−vector space A, together with
twoK−linear maps
µ : A⊗ A −→ A, η : K −→ A
such that the three following diagrams, which are respectively called associativity
and unit conditions, commute :
A⊗ A⊗ AidA⊗µ //
µ⊗idA

A⊗ A
µ

A⊗ A µ // A
Associativity of µ,represented as
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K⊗ A η⊗idA//

A⊗ A
µ
yy
A
A⊗K idA⊗η//

A⊗ A
µ
yy
A
unit conditions, represented as
Definition 3.2.7 (Coalgebra). A coalgebra over K is a vector space A together
with two K−linear maps δ : A −→ A ⊗ A, e : A −→ K such that the three
following diagrams, which are called respectively coassociativity and counit con-
dition, commute:
A δ //
δ

A⊗ A
idA⊗δ

A⊗ A
δ⊗idA
// A⊗ A⊗ A
Coassociativity of δ, graphically represented as
A δ //
δ ##
A⊗ A
e⊗idA

K⊗ A
A δ //
δ ##
A⊗ A
idA⊗e

A⊗K
Counit axioms, graphically represented as
Definition 3.2.8 (Frobenius definition). A Frobenius algebra is a vector space
equipped with the structure of algebra and coalgebra, satisfying the Frobenius rela-
tion:
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A⊗ A
δ⊗idA
ww
µ

idA⊗δ
''
A⊗ A⊗ A
idA⊗µ ''
A
δ

A⊗ A⊗ A
µ⊗idAww
A⊗ A
Frobenius relation, represented as
3.2.3 Equivalence between the two definitions of Frobenius
algebra
In fact, what we would like to do here is to summarise both definitions in
two different tables by using the graphical meaning, and then try to fill in
the missing picture in each one of them that will make them equal . So the
Frobenius definition may be summarised as:
Frobenius definition of a Frobenius algebra
Pictures Algebraic meaning
multiplication
unit
comultiplication
counit
the unit satisfies the unit axiom
the multiplication is associative
the counit satisfies the counit axiom
The comultiplication is coassociative
the Frobenius relation holds
And the summary of the Classical definition goes like:
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Picturised details of the classical definition of a Frobenius algebra
Classical definition Graphical representation
µ : A⊗ A −→ A
η : K −→ A
e : A −→ K
pairing β : A⊗ A −→ K
copairing γ : K −→ A⊗ A
Associativity of µ
Counit axiom
nondegeneracy of β
Theorem 3.2.9. The Classical definition is equivalent to the Frobenius definition.
Proof. (=⇒)On one hand, let’s suppose that we have the Classical definition.
From those tables, we can see that the grapical datas in Frobenius definition
appear in the Classical definition. However the comultiplication is missing.
But, since we have the mutiplication and the copairing, the comultiplication
might be defined as follows :
:= =
Furthermore, in the relations section the counit axiom, the Frobenius rela-
tion and the coassociativity of the comultiplication are missing. So firstly,
let us prove that the counit axiom is satisfied in the Classical definition.
Notice that the instruction given above the sign "=" means that we apply
this relation on the figure put inside rectangle.
So now that we have the comultiplication, from the Lemma 2.3.17(?) the
multiplication can be expressed in terms of the comultiplication as follows:
And the proof of the counit axiom is given as follows:
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Hence, we have the counit axiom.
Secondly, let’ s show that all we have in the classical definition is enough for
the Frobenius relation to hold. In fact, the associativity of the multiplication
and the existence of the comultiplication gives us the Frobenius relation as
follows:
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and the other equality is obtained by the same process by using the other
definition of comultiplication which is .
Finally, since we have the Frobenius relation we may have the coassociativ-
ity of the comultiplication as well as follows:
(⇐=)
On the other hand, suppose that we have the Frobenius definition.
We may consider the counit as the Frobenius form. And from the data that
we have, we may obtain the pairing associated to e and the copairing might
be considered as . So the only thing left to prove is the snake rela-
tion which represents the nondegeneracy of the pairing.
We have
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Therefore
Thus, indeed the two definitions are equivalent.
3.3 Handle operator and handle element
Given an algebra, an operator might be defined on it. In this section we are
particularly interested in the handle operator of a Frobenius algebra.
Definition 3.3.1 (Handle operator). (?) Let A be a K−algebra. The handle
operator is the K−linear map v : A −→ A defined as the composite µ ◦ δ which
is graphically represented by .
For a Frobenius algebra, a handle operator has the property of being a mod-
ule homomorphism which is explained in the following theorem.
Theorem 3.3.2. (?) If A is a Frobenius algebra then v : A −→ A is a right (and
left) A−module homomorphism, i.e. the following diagram commutes:
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A⊗ Av⊗idA//
µ

A⊗ A
µ

A
v
// A
and which we may represent as
Proof. Note: The text on top of the equality sign is meant to be applied on
the figure inside the rectangle.
We may say that the previous definition of a handle operator is topological.
So it is a little bit difficult to use it in calculation. Therefore, here is the
algebraic one.
Definition 3.3.3. (?) Let A be a K−algebra. An element u in A is said to be
central if xu = ux for all x in A.
Theorem 3.3.4. Let A be a Frobenius algebra. The handle operator is given by
multiplication by a central element which is called the handle element.
Proof. Our aim here is to construct explicitly the graphical representative of
the handle element.
Therefore, for a better understanding, the first step is to represent the state-
ment "∀a ∈ A, ma = am" graphically.
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Let M : K −→ A such that 1 7−→ m.
We may have ma as follows:
K⊗ A M⊗idA−−−−→ A⊗ A µ−→ A
1⊗ a 7−→ m⊗ a 7−→ ma
Similarly, we may have am as follows:
A⊗K idA⊗M−−−−→ A⊗ A µ−→ A
a⊗ 1 7−→ a⊗m 7−→ am
Therefore we have
Our goal is to find
such that
By taking
It follows that
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Remember that the main significance of the handle operator is given by the
following theorem:
Theorem 3.3.5 (Abrams). (?) IfK is algebraically closed, then
A semisimple⇐⇒ the handle element m is invertible.
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3.4 Example of Frobenius algebra: H∗(M), and
its handle element
Let M be a compact oriented smooth manifold of even dimension m.
The previous sections enlightened us about the general concept of a Frobe-
nius algebra and its handle operator. But, this coming section provides a
particular example of Frobenius algebra which is H∗(M) and its handle ele-
ment. To be precise, we will give the explicit definitions of the multiplication
µ, the unit η, the Frobenius form e and its corresponding pairing β. Right
after that we are going to see the definition of the copairing and eventually,
give the algebraic formula for the handle element of H∗(M).
Note that H∗(M) is an R−algebra with multiplication given by
µ : H∗(M)⊗ H∗(M) −→ H∗(M)
ω1 ⊗ω2 7−→ ω1 ∧ω2
and a unit 1 ∈ H0(M) which is the constant function.
The Frobenius form is given by
e : H∗(M) −→ R
α 7−→
∫
M
α
And its corresponding pairing β by:
β : H∗(M)⊗ H∗(M) −→ R
ω1 ⊗ω2 7−→
∫
M
ω1 ∧ω2
To show the nondegeneracy of the pairing β we make use of the Poncaré
duality theorem stated below and its simplified version for compact mani-
folds.
The Poincaré duality theorem and Theorem ?? implies that the pairing β is
nondegenerate.
The Poincaré duality theorem is stated as follows:
Theorem 3.4.1 (Poincaré duality). (?) Let M be an m−dimensional oriented
manifold with finite good cover. Then the pairing
β : Hq(M)⊗ Hm−qc (M) −→ R
defined as β(ω, α) =
∫
M ω∧ α for ω ∈ Hq(M), α ∈ H
m−q
c (M) is nondegenerate.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. FROBENIUS ALGEBRA AND ITS HANDLE ELEMENT 41
The proof of this theorem necessitates two lemmas which are stated as fol-
lows:
Lemma 3.4.2 (Five lemma). (?) Consider a commutative diagram of vector spaces
and linear maps with exact rows
A1
g1 //
f1

A2
g2 //
f2

A3
g3 //
f3

A4
g4 //
f4

A5
f5

B1 h1
// B2 h2
// B3 h3
// B4 h4
// B5
Suppose that f1, f2, f4, f5 are isomorphisms. Then so is f3.
Proof. The commutativity of the diagrams amounts to say the following re-
sults:
Im g1 = ker g2 Im h1 = ker h2 f2 ◦ g1 = h1 ◦ f1
Im g2 = ker g3 Im h2 = ker h3 f3 ◦ g2 = h2 ◦ f2
Im g3 = ker g4 Im h3 = ker h4 f4 ◦ g3 = h3 ◦ f3
f5 ◦ g4 = h4 ◦ f4
• Let’s show that f3 is injective.
Let a3 ∈ A3 such that f3(a3) = 0. So h3( f3(a3)) = 0 i.e. f4(g3(a3)) = 0.
Since f4 is injective, we have g3(a3) = 0 i.e. a3 ∈ ker g3 = Im g2.
Therefore there exists a2 ∈ A2 such that a3 = g2(a2). From the as-
sumption that f3(a3) = 0 and by substituting a3 by g2(a2) we have
f3(g2(a2)) = 0 = h2( f2(a2)) i.e. f2(a2) ∈ ker h2 = Im h1. Hence, there
exists b1 ∈ B1 such that f2(a2) = h1(b1). But f1 is surjective so there
exists a1 ∈ A1 such that b1 = f1(a1). Therefore
f2(a2) = h1( f1(a1))
= (h1 ◦ f1)(a1)
= ( f2 ◦ g1)(a1)
= f2(g1(a1))
Thus a2 = g1(a1) since f2 is injective i.e. a2 ∈ Im g1 = ker g2. Whence
a3 = g2(a2) = 0 and f3 is injective.
• Now, let’s show that f3 is surjective i.e. for all b3 ∈ B3 there exists
a3 ∈ A3 such that b3 = f3(a3).
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Let b3 ∈ B3. Since f4 is surjective, there exists a4 ∈ A4 such that
f4(a4) = h3(b3). From that we have
h4(h3(b3)) = 0
= h4( f4(a4))
= f5(g4(a4))
So g4(a4) = 0 since f5 is injective, i.e. a4 ∈ ker g4 = Im g3. Therefore
there exists a3 ∈ A3 such that a4 = g3(a3). And we obtain f4(a4) =
f4(g3(a3)) = h3(b3) i.e. h3( f3(a3)) = h3(b3), which means h3( f3(a3)−
b3) = 0. But that is equivalent to say that there exists b2 ∈ B2 such
that f3(a3) − b3 = h2(b2) which leads us to b3 = f3(a3) − h2(b2). As
we know that f2 is surjective, then there exists a2 ∈ A2 such that b2 =
f2(a2). Thus
b3 = −h2( f2(a2)) + f3(a3)
= − f3(g2(a2)) + f3(a3)
= f3(a3 − g2(a2))
And f3 is surjective.
Lemma 3.4.3. (?) By combining the two Mayer-Vietoris sequences Theorem ??
and Theorem ??
Recall
· · · −→ Hp(M) I∗−→ Hp(U1)⊕Hp(U2) J
∗
−→ Hp(U1∩U2) ∂
∗−→ Hp+1(M) −→ · · ·
· · · ←− Hn−pc (M) I•←− Hn−pc (U1)⊕Hn−pc (U2) J•←− Hn−pc (U1∩U2) ∂•←− Hn−p−1c (M)←− · · ·
we have the commutativity of the following diagrams:
Hp(U1 ∩U2)⊗ Hn−p−1c (U1 ∪U2) id⊗∂• //
∂∗⊗id

Hp(U1 ∩U2)⊗ Hn−pc (U1 ∩U2)∫
U1∩U2

Hp+1(U1 ∪U2)⊗ Hn−p−1c (U1 ∪U2) ∫
U1∪U2
// R
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(Hp(U1)⊕ Hp(U2))⊗ Hn−pc (U1 ∩U2) id⊗J• //
J∗⊗id

(Hp(U1)⊕ Hp(U2))⊗ (Hn−pc (U1)⊕ Hn−p(U2))∫
U1
+
∫
U2

Hp(U1 ∩U2)⊗ Hn−pc (U1 ∪U2) ∫
U1∩U2
// R
Hp(U1 ∪U2)⊗ (Hn−pc (U1)⊕ Hn−p(U2)) id⊗I• //
I∗⊗id

Hp(U1 ∪U2)⊗ Hn−pc (U1 ∪U2)∫
U1∩U2

(Hp(U1)⊕ Hp(U2))⊗ (Hn−pc (U1)⊕ Hn−p(U2)) ∫
U1
+
∫
U2
// R
And that induces the sign-commutativity of the following diagram:
· · · // Hp //

Hp ⊕ Hp //

Hp //

· · ·
· · · // (Hn−pc )∗ // (Hn−pc )∗ ⊕ (Hn−pc )∗ // (Hn−pc )∗ // · · ·
Proof. (Poincaré duality) The fact that M is compact implies that it has a
good cover. And {U, V} is a good cover for M means that U ∩ V is con-
tractible. We are going to prove this theorem by induction on the cardinality
of the good cover of M.
• Let M be a good cover for M, i.e. M is contractible and M is diffeo-
morphic toRn. The Poincaré lemmas ??, ?? tell us that H0(Rn) = R =
Hnc (Rn) = (H0(Rn))∗.
• Suppose that the Poincaré duality holds for any manifold having a
good cover at most p open sets. Let M be a compact oriented manifold
and {U0, · · · , Up} be its good cover. Then (U0 ∪ · · · ∪Up−1) ∩Up has
{U0,p, · · · , Up−1,p} as its good cover. By hypothesis Poincaré duality
holds for U0 ∪ · · · ∪ Up−1, Up and (U0 ∪ · · · ∪ Up−1) ∩ Up. So from
the Five lemma and the lemma ??, it holds for U0 ∪ · · · ∪Up−1 ∪Up as
well, and so for any compact oriented manifold.
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Remark 3.4.4. The Theorem ?? amounts to say that the linear map
βle f t : Hq(M) −→ (Hn−qc (M))∗
where ω 7−→ ∫M ω ∧ · is an isomorphism.
Notice that when M is compact, Hqc (M) = Hq(M) ∀q. Therefore, we may con-
clude that H∗(M) is a Frobenius algebra.
From its definition, nondegeneracy of β is equivalent to the existence of
γ : R −→ H∗(M)⊗ H∗(M) such that the snake relation is satisfied. Indeed,
from Lemma 3.2.5 we see that the copairing is given by:
γ : R −→ H∗(M)⊗ H∗(M)
1R 7−→∑
i
b#i ⊗ bi
Therefore, the algebraic expression of the handle element of H∗(M) is given
by
(µ ◦ γ)(1R) =∑
i
b#i ∧ bi
=∑
i
(−1)deg bi deg b#i bi ∧ b#i
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Algebraic representation of the
Euler class of a manifold
According to wikipedia, the Euler class of a vector bundle of a manifold
measures how "twisted" it is. Furthermore, it is a generalization of the Euler
characteristic and even considered to be the archetype for other characteris-
tic classes of vector bundles. In this chapter, we are going to look at all the
steps to obtain the algebraic formula for the Euler class of a connected com-
pact orientable smooth manifold M of finite dimension. We will conclude
that it is equal to the handle element of the cohomology ring of M when the
dimension of M is even, and not equal when the dimension of M is odd.
We claim that the Euler class of M is none but the image of the diagonal
class by the multiplication µ. So the first section will take us through the
construction of the diagonal class DM from the Thom class of the tangent
bundle of a connected compact oriented smooth manifold M of dimension
m equipped with a Riemannian metric and its algebraic formula, plus the
fact that the diagonal class of M is equal to the image of the unit ofR under
the copairing γ. And the second section explains more about how we ob-
tained the algebraic formula of the Euler class of TM by using the diagonal
class plus the fact that it is equal to the handle element of the cohomology
ring of M when the dimension of M is even. To support that statement, the
third section will be showing the computation of some surfaces. Lastly, the
fourth section is about some corrections and clarifications to the statements
made by Kock (?, pg 131, exercise 22) and by Abrams (?, bottom of page 4).
45
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Notice that throughout this chapter, we refer to ∆ as
∆ : M −→ M×M
such that ∆(x) = (x, x) for all x ∈ M.
And DM will be the diagonal class.
4.1 The diagonal class
The diagonal class is basically the equivalent of the Thom class of the tan-
gent bundle TM of M, which lives in the m−th cohomology of M × M,
when m is the dimension of a connected compact oriented smooth manifold
M.
4.1.1 Thom isomorphism and Thom class
As the construction of the diagonal class requires the notion of Thom class,
this subsection is telling us more about it. In fact, the Thom class is the
inverse image of the constant function of the 0−th cohomology of M by
an isomorphism called Thom isomorphism; let us first look at that isomor-
phism.
Theorem 4.1.1 (Thom isomorphism theorem). (?) Let M be an orientable
smooth manifold of finite type.
Let (E, M,piE) be a vector bundle of rank n over M.
Let (piE)∗ : Ω∗cv(E) −→ Ω∗−n(M) be the integration along the fiber.
Then,
(piE)∗ : H∗cv(E) −→ H∗−n(M)
is an isomorphism.
Proof. Let U and V be open subsets of M. Then the following sequence is
exact.
0 −→ Ωpcv(E|U∪V) (IE)
p
−−→ Ωpcv(E|U)⊕Ωpcv(E|V) (JE)
p
−−→ Ωpcv(E|U∩V) −→ 0
which is defined as exactly in Theorem ??. Therefore this sequence is exact.
And it induces a long exact sequence as in Theorem ??. Furthermore, we
have the diagram
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· · · //H∗cv(E|U∪V)
(IE)∗ //
(piE)∗

H∗cv(E|U)⊕ H∗cv(E|V)
(JE)∗ //
(piE)∗

H∗cv(E|U∩V)
∂∗E //
(piE)∗

H∗+1cv (E|U∪V) //
(piE)∗

· · ·
· · · //H∗−ncv (U ∪V) I∗ //H
∗−n
cv (U)⊕ H∗−ncv (V) J∗ //H
∗−n
cv (U ∩V) ∂∗ //H
∗+1−n(U ∪V) // · · ·
And this diagram is commutative. In fact for the first two diagrams, since
I∗E, J
∗
E, I
∗ and J∗ are almost just inclusions we have the commutativity. So
let us focus more on the commutativity of the third diagram. From the
Theorem ??, we had the explicit formula for ∂∗ by
∂∗([ω]) =
[−d(ρVτ)] on U[d(ρUτ)] on V
where ω ∈ H∗−ncv (U ∩V).
But now we want to write the formula for ∂∗E based on that of ∂
∗. Indeed, it
is given by
∂∗E([τ]) =
[−(pi∗EdρV) ∧ τ] on E|U[(pi∗EdρU) ∧ τ] on E|V
On E|U∩V , −pi∗EdρV ∧ τ = pi∗EdρU ∧ τ for τ ∈ H∗cv(E|U∩V). So the commuta-
tivity of the diagram resumes to the fact that
(piE)∗∂∗Eτ = (piE)∗(pi
∗
EdρU) ∧ τ)
= (dρU) ∧ (piE)∗τ from the projection formula ??
= ∂∗(piE)∗τ
Hence the diagram is commutative.
Now let us prove the theorem by induction.
• Let U = M be contractible, therefore it is isomorphic toRm. So its vec-
tor bundle E|M is trivial, and the Thom isomorphism theorem reduces
to the Generalized Poincaré lemma Theorem??. Therefore (piE)∗ is
an isomorphism. Thus, from the Five lemma the Thom isomorphism
holds.
• The rest of the proof goes verbatim as in the proof of the Poincaré
duality Theorem ?? based on the cardinality of the good cover of M.
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Now, let us look at the definition of the Thom class itself.
Definition 4.1.2 (Thom class). Let M be an orientable smooth manifold of finite
type.
Let (E, M,piE) be a vector bundle of rank n over M.
Let (piE)∗ : Ω∗cv(E) −→ Ω∗−n(M) be the integration along the fiber.
Let pi∗E : H
∗(M) −→ H∗cv(E) be the pullback map of piE : E −→ M.
The inverse image ThE of 1H0(M) in H
m(E) by (piE)∗ is called Thom class of the
bundle (E, M,piE). That is
ThE = (piE)−1∗ (1H0(M)).
In the next few subsections we will find a concrete formula for the Thom
class in terms of the Diagonal class of M, which is easier to compute.
4.1.2 Fiber bundles
Let M be a connected compact orientable manifold.
The next step in the construction of the diagonal class DM requires two bun-
dle isomorphisms: the isomorphism between the normal bundle of ∆(M)
and the tangent bundle of M, and that of the normal bundle of a compact
submanifold of M and its tubular neighborhood. Therefore, in this subsec-
tion we are firstly going to look at the notion of fiber bundle and isomor-
phism between fiber bundles. Then explain the bundle isomorphisms cited
earlier.
To start with, let us look at a concept of fiber bundle.
Definition 4.1.3. (?)
• A fiber bundle over a manifold consists of three manifolds E (total space),B
(base space), F (typical fiber) and a continuous map piE : E −→ B noted
(E, B, F,piE), such that for each open neighborhood Ub of b ∈ B there is a
homeomorphism
h : Ub × F −→ pi−1E (Ub)
where piE ◦ h = pi1 and pi1 is the first projection.
The pre-image pi−1E (x) denoted by Fx is called the fiber over x for x ∈ B.
• A rank of a fiber bundle is the dimension of F.
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Now, let us go through the definition of a bundle isomorphism.
Definition 4.1.4. (?) Let (E, M, F,piE) and (E′, N, F′,piE′) be fiber bundles over
manifolds M and N respectively.
Then a diffeomorphism map ϕ : E −→ E′ is called a bundle isomorphism from E
to E′ if there is a diffeomorphism f : M −→ N such that the following diagram
commutes:
E
φ
//
piE

E′
piE′

M
f
// N
Since vector bundles are particular cases of fiber bundles, the definition of
vector bundle isomorphism is almost the same as above with the extra con-
dition: for all x ∈ M, ϕx : Ex −→ E′f (x) such that ϕx(v) = ϕ(v) for v ∈ Ex
is an isomorphism. In the Example ?? we have seen two instances of vector
bundles namely (N(M),∆(M),piN(M)) and (TM, M,piTM). And actually
they are isomorphic.
Theorem 4.1.5. (?)
Let (N(M),∆(M),piN(M)) be the normal bundle over ∆(M), and (TM, M,piTM)
be the tangent bundle over M.
The map
λ : TM −→ N(M)
(p, vp) 7−→ ((p, p), (vp,−vp))
is an isomorphism of vector bundles. Here p ∈ M, vp ∈ Tp(M)
Therefore (N(M),∆(M),piN(M))
λ∼= (TM, M,piTM) since ∆(M) ∼= M.
Proof. (Theorem ??)
By looking at the map, we may see immediately that it is an isomorphism.
However, it is not clear that it is well-defined. So this proof is showing that λ
is indeed well-defined which basically means that N(M) ⊂ T(M×M)|∆(M)
and that (vp, vp) ∈ N(p,p)M
By convention we write N(M) = N(∆(M)). And by definition,
N(M) = ∪p∈MN(p,p)(M)
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where
N(p,p)(M) = (T(p,p)∆(M))
⊥
And from Bott and Tu(?) p.66, we have
N(M)⊕ T∆(M) = T(M×M)|∆(M)
Therefore N(M) ⊂ T(M×M)|∆(M).
Since
T(p,p)(M×M) = Tp(M)⊕ Tp(M)
we have
T(p,p)∆(M) = {(vp, vp) : v ∈ TpM}
So
N(p,p)(M) = {(vp,−vp) : v ∈ TpM}
There is one interesting example of fiber bundle which is not a vector bun-
dle, the tubular neighborhood of a compact submanifold of a compact man-
ifold. It is particular because it is isomorphic to the normal bundle that same
submanifold. The following Theorem and Lemma explain more about that
fact.
Theorem 4.1.6 (Tubular Neighborhood Theorem). (?) Let M be a compact
manifold of dimension m equipped with a Riemannian metric. Let S ⊂ M be a
compact submanifold of dimension s of M. Then S has an open neighborhood T in
M such that T
κ∼= N(S) where N(S) is the total space of the normal bundle of S.
Lemma 4.1.7. By taking the T mentioned above and equip it with the commuta-
tive diagram below, we see that (T, S,Rm−s,piT) is a fiber bundle which we will
call tubular neighborhood over S and simultaneously we have the bundle isomor-
phism (T, S,Rm−s,piT)
κ∼= (N(S), S,piN(S)).
T κ ////
piT
!!
N(S)
piN(S)

S
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4.1.3 Algebraic formula for the diagonal class
Let M be a connected compact oriented smooth manifold of dimension m
equipped with the Riemannian metric. By definition, the diagonal class is
the Poincaré dual of the submanifold ∆(M) in M×M. However in order to
obtain its algebraic formula it is needed to represent it under another form.
Therefore in this subsection we are going to explain what a Poincaré dual is,
give the Poincaré dual of ∆(M) regarded as a submanifold of M×M, and
show that it is equal to DM which is similar to the Thom class of M × M.
Moreover, we are going to explain how the diagonal class of M is equal to
the image of 1R via the copairing γ when the dimension of the manifold M
is even.
With the notice that from now on when we say tubular neighborhood T
we refer to the fiber bundle, let us give an insight of the Poincaré dual of a
submanifold.
Definition 4.1.8. (?) Let S be a closed oriented submanifold of dimension k of M.
Let i : S −→ M be the inclusion of S in M.
The Poincaré dual ηS is the unique cohomology class in Hm−k(M) satisfying∫
S
i∗ω =
∫
M
ω ∧ ηS
for any ω ∈ Hkc (M).
From the Theorem ??, we have T
κ∼= N(S) where N(S) is the normal bundle
over S and T is the tubular neighborhood of S in M. So we have the Thom
class of N(S) denoted ThN(S). Therefore, κ∗(ThN(S))) is similar to the "Thom
class" on T. And this result leads us to another formulation of the Poncaré
dual of S.
Theorem 4.1.9. (?) Let S be a closed oriented submanifold of dimension k of M.
Let j : T −→ M be the inclusion map.
The Poincaré dual of S might be expressed as
ηS = j•(κ∗(ThN(S)) ∧ 1H0(T)) = j•(κ∗(ThN(S)))
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For a smooth manifold M, a smooth section of the vector bundle (E, M,piE)
is basically a smooth map s such that piE ◦ s = idM. And it’s called zero
section when its image at p is the zero vector of pi−1(p) for all p in M.
Those informations and Stokes theorem are needed for the proof of the
above theorem. The Stokes theorem goes as follows:
Theorem 4.1.10 (Stokes theorem). (?) Let M be an oriented smooth manifold of
dimension m. Let ω be a compactly supported (m− 1)−differential form on M. If
∂M is given the induced orientation, then∫
M
dω =
∫
∂M
ω
Proof. (Theorem??)
From Definition ??, ηS is unique. Therefore to prove this equality, we need
to check that for any compactly supported k−form ω on M and i : S −→ T
the inclusion regarded as the zero section of the bundle (T, S,Rm−s,piT) we
have
∫
M ω ∧ j•(κ∗(ThN(S))) =
∫
S i
∗ω.
From the definition of a section we have piT ◦ i = idS, then (piT)∗ and i∗ are
inverse isomorphisms in cohomology. Therefore ω = (piT)∗i∗ω+ dτ. where
τ ∈ Ωk−1(M). From the definition of j•, we may notice that j•(κ∗(ThN(S)))
has support in T. Therefore
∫
M
ω ∧ j•(κ∗(ThN(S)) =
∫
T
ω ∧ κ∗(ThN(S))
=
∫
T
((piT)
∗i∗ω+ dτ) ∧ κ∗(ThN(S))
=
∫
T
((piT)
∗i∗ω) ∧ κ∗(ThN(S))
since
∫
T
(dτ) ∧ κ∗(ThN(S)) =
∫
T
d(τ ∧ κ∗(ThN(S)) = 0
(Stokes’ theorem and the fact that the forms get zero at the boundary )
=
∫
S
i∗ω ∧ (piT)∗κ∗(ThN(S)) by Proposition ??
=
∫
S
i∗ω
Since now we have the two formulations of the Poincaré dual of a closed
oriented submanifold S of M, let us move to the construction of DM.
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The first step for that is to use the Theorem ?? by changing our M into M×
M and our S into M. As we have stated at the beginning, our manifold M
is compact. Therefore, M × M is compact as well. The fact that M might
be considered as a compact submanifold of M × M leads us to a bundle
isomorphism (N(M),∆(M),pi(N(M)))
κ∼= (T,∆(M),piT) where T is a tubular
neighborhood of ∆(M) in M×M.
By applying the Theorem ?? we have the bundle isomorphisms
(T,∆(M),piT)
κ∼= (N(M),∆(M),piN(M)) (4.1)
(N(M),∆(M),piN(M))
λ∼= (TM, M,piTM) (4.2)
And combined with the extension map
j• : Hmc (T) −→ Hm(M×M)
of j : T −→ M×M ( Chapter ??), we may now define DM.
So from the tangent bundle of M we obtain the Thom class ThTM ∈ Hm(TM).
Then the Theorem ?? insures that (λ−1)∗(ThTM) ∈ Hm(N(M)). And by us-
ing the Theorem ?? we obtain κ∗(((λ−1)∗(ThTM)) ∈ Hm(T).
Finally, DM ∈ Hm(M×M) is defined to be
DM := j•(κ∗((λ−1)∗(ThTM)).
Notice that the form DM here is no longer a Thom class but only a differen-
tial form on M×M.
After seeing the expression of DM and the Poincaré dual of a closed sub-
manifold of M, we may conclude that:
Theorem 4.1.11. Let M be a compact oriented smooth manifold of dimension m.
Then DM is exactly the diagonal class i.e.
η∆(M) = DM.
Proof. By taking S in Theorem ?? to be∆(M)we have η∆(M) = j•(κ∗(ThN(∆(M)))).
But in the previous method, we have
DM := j•(κ∗(((λ−1)∗(ThTM))).
So it’ s necessary to check that ThN(∆(M)) = (λ−1)∗(ThTM). If we have a
look at the following diagram,
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TM λ∼=
////
piTM

N(M)
piN(M)

M
∆
∼= // ∆(M)
we see that it commutes and it induces the commutative diagram
H∗c (TM)
(λ−1)∗////
(piTM)∗

H∗c (N(M))
(piN(M))∗

M
∆∗
// ∆(M)
which says:
(∆)∗((piN(M))∗((λ−1)∗)(ThTM)) = (piTM)∗(ThTM) = 1H0(M).
Since (∆)∗ is an isomorphism, therefore (piN(M))∗((λ−1)∗(ThTM)) = 1H0(M)
i.e. (λ−1)∗(ThTM) = ThN(M).
As we see here, the formula of the diagonal class that we obtained is still
not algebraic. In order to get to the explicit computation we first need the
notion of Künneth isomorphism. So as follows is that theorem:
Theorem 4.1.12 (Künneth). (?) Let P and Q be two manifolds. Therefore
K : H∗(P)⊗ H∗(Q) −→ H∗(P×Q)
ω⊗ α 7−→ p∗1ω ∧ p∗2α
such that
p1 : P×Q −→ P
(x, y) 7−→ x
p2 : P×Q −→ Q
(x, y) 7−→ y
is an isomorphism.
Our goal here is to write the diagonal class into an algebraic formula.
From the Künneth formula we may represent the diagonal class as a form in
H∗(M)⊗ H∗(M) that we still call diagonal class and will represent as DˆM.
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As a result from the section before, the pairing β is nondegenerate. Since
H∗(M) = ⊕k≤mHk(M) and Hk(M) is finite dimensional for all k ≤ m,
H∗(M) is also finite dimensional as an algebra. So we may think of its basis
and its dual basis.
Let {bi}i be a basis for H∗(M) and {b#i }i be its dual basis i.e.
∫
M bi ∧ b#j = δi,j.
In particular if bi ∈ Hk(M) then b#i ∈ Hm−k(M).
According to Milnor and Stasheff (?) DˆM = K−1(DM) has an algebraic
formula that is presented by the following theorem:
Theorem 4.1.13. (?) The diagonal class DˆM ∈ H∗(M)⊗ H∗(M) is given by
DˆM =
r
∑
i=1
(−1)deg bi bi ⊗ b#i
where r is the dimension of H∗(M) as a vector space and deg bi is the degree of the
cohomology where bi lives.
Proof. The aim of the proof is first to give the algebraic formula for DM in
terms of bi and b#i , then follows that of DˆM.
Notice that this proof is inspired from that of Milnor and Stasheff(?).
First of all, let us remind ourselves that if two maps are homotopic map,
then their pullback are equal.
Let
p1 : M×M −→ M
(x, y) 7−→ x
p2 : M×M −→ M
(x, y) 7−→ y
Since p1 and p2 are homotopic (they differ by rotation), they induce the same
pullback maps i.e. p∗1 = p
∗
2 . Therefore for ω ∈ Hk(∆(M)) for a fixed k, we
have
p∗1(ω) ∧ DM = p∗2(ω) ∧ DM
Hence we have
(p1)∗(p∗1(ω) ∧ DM) = (p1)∗(p∗2(ω) ∧ DM)
and from the projection formula ??, the left hand side gives us
ω ∧ (p1)∗(DM) = ω.
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As an illustration from the Künneth isomorphism ?? we may write
DM =
r
∑
i=1
p∗1(bi) ∧ p∗2(ci), deg bi + deg ci = m
where the cis are certain forms on M. Our goal here is to write them in terms
of the b#i . Notice that for σ ∈ H∗(∆(M))
(p1)∗p∗2σ =

∫
M σ deg σ = m
0 otherwise
The right hand side gives us
(p1)∗(p∗2(ω) ∧ DM) =
r
∑
i=1
(p1)∗(p∗2(ω) ∧ p∗1(bi) ∧ p∗2(ci))
=
r
∑
i=1
(−1)degω deg bi(p1)∗(p∗1(bi) ∧ p∗2(ω) ∧ p∗2(ci))
=
r
∑
i=1
(−1)degω deg bi bi ∧ (p1)∗(p∗2(ω ∧ ci))
=
r
∑
i=1
(−1)degω deg bi(
∫
M
ω ∧ ci)bi
Therefore,
ω =
r
∑
i=1
(−1)degω deg biβ(ω, ci)bi
By taking ω = bj we have
bj =
r
∑
i=1
(−1)deg bj deg biβ(bj, ci)bi
So
(−1)deg bj deg biβ(bj, ci) = δji
i.e.
β(bj, ci) = (−1)deg bj deg biδji
In particular when i = j we have
β(bj, cj) = (−1)(deg bj)2
Thus
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• if deg bj is even, then β(bj, cj) = 1
• if deg bj is odd, then β(bj, cj) = −1
Therefore b#j = (−1)deg bj cj i.e. cj = (−1)deg bj b#j which leads us to the alge-
braic formula of DM:
DM =
r
∑
i=1
p∗1(bi) ∧ p∗2((−1)deg bi b#i )
=
r
∑
i=1
(−1)deg bi p∗1(bi) ∧ p∗2(b#i )
And the Künneth formula gives us that
DˆM =
r
∑
i=1
(−1)deg bi bi ⊗ b#i
Furthermore, this brings us to new informations on the diagonal class which
is given by:
Lemma 4.1.14. If M is of even dimension, then the diagonal class is equal to the
image of the unit in R via the copairing i.e.
DˆM = γ(1R) when dim M is even.
Proof. Recall from Chapter 4 that
γ(1R) =
r
∑
i=1
b#i ⊗ bi
So our aim here is to know the condition on αi such that
γ(1R) =∑
i
αibi ⊗ b#i
To compute that, we use the fact that γ must satisfy the snake relations.
R⊗ H∗(M) γ⊗id−−→ H∗(M)⊗ H∗(M)⊗ H∗(M) id⊗β−−→ H∗(M)⊗R
1R ⊗ bi 7−→ ∑
j
αjbj ⊗ b#j ⊗ bi 7−→ αj(−1)deg bi deg b
#
j bi
∫
M
bi ∧ b#j ⊗ 1R
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Therefore, in order to get
bi = αi(−1)deg bi deg b#i bi
we need
αi = (−1)deg bi deg b#i .
Until now we have only used the first snake, we need to check if it satisfies
the second snake.
H∗(M)⊗R id⊗γ−−→ H∗(M)⊗ H∗(M)⊗ H∗(M) β⊗id−−→ R⊗ H∗(M)
b#i ⊗ 1R 7−→∑
i
(−1)deg bj deg b#j b#i ⊗ bj ⊗ b#j 7−→ 1R ⊗ b#i = b#i
Thus, γ(1R) = ∑i(−1)deg bi deg b#i bi ⊗ b#i .
By looking at the following table:
deg bi deg b#i (−1)deg bi deg b
#
i (−1)deg bi
dim M = even even even 1 1
odd odd −1 −1
dim M = odd even odd 1 1
odd even 1 −1
we may conclude that (−1)deg bi deg b#i = (−1)deg bi when the dimension of
M is even, so we have DˆM = γ(1R).
Lemma 4.1.15. If M is of odd dimension, then the diagonal class is not equal to
the image of the unit in R via the copairing i.e.
DˆM 6= γ(1R) when dim M is odd.
Proof. From the table in the previous proof (proof of Lemma ??), one may
think that (−1)deg bi deg b#i 6= (−1)deg bi but the sum might be the same when
dim M is odd. In fact, that is impossible.
In general for any connected compact oriented manifold M of dimension m,
since we know that (Hk(M))∗ = Hm−k(M), we have:
H0(M) H1(M) · · · Hm(M)
basis 1 · · · · · · α
dual basis α · · · · · · 1
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So
γ(1R) =∑
i
(−1)deg bi deg b#i bi ⊗ b#i
= 1⊗ α+ ∑
bi 6=1,α
(−1)deg bi deg b#i bi ∧ b#i + α⊗ 1
= 1⊗ α+ α⊗ 1+∑
i
(−1)deg bi deg b#i bi ∧ b#i
and
DˆM =∑
i
(−1)deg bi bi ⊗ b#i
= 1⊗ α+ ∑
bi 6=1,α
(−1)deg bi bi ⊗ b#i + (−1)mα⊗ 1
= 1⊗ α+ (−1)mα⊗ 1+ ∑
bi 6=1,α
(−1)deg bi bi ∧ b#i
= 1⊗ α− α⊗ 1+ ∑
bi 6=1,α
(−1)deg bi bi ∧ b#i dimension of M odd
Therefore
γ(1R)− DˆM = 2α⊗ 1+ ∑
bi 6=1,α
(−1)deg bi [(−1)deg b#i − 1]bi ⊗ b#i
6= 0
4.2 Euler class of M
Let M be a connected compact oriented smooth manifold of dimension m.
Now that we are done with the diagonal class, let us focus more on the
Euler class of M. Our aim in this subsection is to describe how to get its
algebraic definition and to prove that when the dimension of the manifold
M is even the Euler class of M is equal to the handle operator of the de
Rham cohomology ring H∗(M). So let us start with a reminder of a what an
Euler class is in general.
Definition 4.2.1. (?) Let M be a smooth oriented manifold.
Let ξ = (E, M, F,piE) be a vector bundle of rank n over M.
Let s : M −→ E be any section.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. ALGEBRAIC REPRESENTATION OF THE EULER CLASS OF A
MANIFOLD 60
The Euler class e(ξ) ∈ Hn(M) of ξ is defined as
e(ξ) = s∗ThE
In our case, the manifold M is compact, oriented, smooth, and of dimension
m, and the Euler class eM ∈ Hm(M) is given by eM = s∗(ThTM). This is the
topological definition of an Euler class. But as stated before we would like
to give its algebraic definition. The following theorem is the first step to get
there.
Theorem 4.2.2. The Euler class of M is equal to the pullback of the diagonal class
by the diagonal map ∆ i.e.
eM = ∆∗(DM).
Proof. To prove this theorem we need to show that the following diagram
commutes:
H∗(TM) λ
∗
//
s∗
,,
H∗(N(M)) κ
∗
// H∗(T)
j• // H∗(M×M)
∆∗

H∗(M)
By the definition of fiber bundles isomorphism in the Definition ?? and all
the results from Chapter ?? we see that the following diagrams commute.
TM
∼= //
piTM

N(M)oo
∼= //
piN(M)

T
piT

oo
M ∼=
//
s0
UU
∆(M)oo
id
//
s0
TT
∆(M)oo
i
VV
However, by considering the zero sections and by regarding the inclusion i
of ∆(M) into T as the zero section of T, those commutative diagrams induce
the commutativity of the following diagram:
H∗(TM) λ
∗
//
s∗ ,,
H∗(N(M)) κ
∗
// H∗(T)
i∗

H∗(∆(M)) = H∗(M)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. ALGEBRAIC REPRESENTATION OF THE EULER CLASS OF A
MANIFOLD 61
Since i∗ is an isomorphism, and by taking ι to be the inclusion of ∆(M) in
M×M, it’s obvious to see that the following diagram commutes:
H∗(T)
j• //
i∗

H∗(M×M)
ι∗ww
H∗(M)
Thus, the first diagram commutes and eM = ∆∗(DM).
However, from the Theorem ?? we have DM = K(DˆM) so the Euler class
can be written as
eM = ∆∗(K(DˆM)).
And since we have the algebraic formula for the diagonal class DˆM, the
algebraic formula for the Euler class might be defined.
Theorem 4.2.3. The algebraic formula for the Euler class of M is given by:
eM =
r
∑
i=1
(−1)deg bi bi ∧ b#i
Proof. When looking at the algebraic formula for the diagonal class DˆM, we
realize that the expression of the Euler class here is the same as µ(DˆM). So
if we are able to prove that the equality between µ and ∆∗ ◦ K, then we are
done. Actually, this equality resumes to the commutativity of the following
diagram:
H∗(M)⊗ H∗(M) K //
µ ))
H∗(M×M)
∆∗

H∗(M)
It is known that M ∼= ∆(M), so their De Rham cohomology groups are
isomorphic i.e. Hk(M)
ψ∼= Hk(∆(M)) for all k ≤ m.
Consider the maps
p1 : M×M −→ M
(x, y) 7−→ x
p2 : M×M −→ M
(x, y) 7−→ y
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Then the definition of the composite map is given by
H∗(M)⊗ H∗(M) K−→ H∗(M×M) ∆∗−→ H∗(M)
ω1 ⊗ω2 7→ p∗1(ω1) ∧ p∗2(ω2) 7→ ∆∗(p∗1(ω1) ∧ p∗2(ω2))
Therefore, all we need to prove is
∆∗(p∗1(ω1) ∧ p∗2(ω2)) = ω1 ∧ω2.
But that requires the explicit definition of p∗1 and p
∗
2 . So let
p∗i : H
k(M) −→ Hk(M×M)
ωi 7−→ ψ(ωi)
for i = 1, 2.
Since ∆∗ H∗(∆(M)) is an isomorphism and it’s exactly the inverse of ψ. Thus
∆∗(p∗1(ω1) ∧ p∗2(ω2)) = ω1 ∧ω2,
which means the commutativity of the diagram above and therefore the
equality between µ and ∆∗ ◦ K. And that result leads us to the algebraic
expression of the Euler class of M.
We can now present the main conclusion of this thesis, namely the relation-
ship between the handle element and the Euler class.
Theorem 4.2.4. The Euler class of M is equal to the handle element of H∗(M)
when the dimension of M is even i.e.
eM = (µ ◦ γ)(1R) when dim M is even.
Moreover, if the dimension of M is odd, then the Euler class of M is not equal to
the handle element of H∗(M).
Proof. Recall that
eM =
r
∑
i=1
(−1)deg bi bi ∧ b#i
and
(µ ◦ γ)(1R) =∑
i
(−1)deg bi deg b#i bi ∧ b#i
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• Suppose that M is of even dimension
The proof carries over verbatim as that of the lemma ?? by changing
all the ⊗ into ∧. Furthermore we have∫
M
(µ ◦ γ)(1R) =
r
∑
i=1
∫
M
(−1)deg bi bi ∧ b#i
=
r
∑
i=1
∫
M
(−1)deg bi
=
m
∑
i=0
(−1)i dim Hi(M)
= χ(M)
which is a known formula for the Euler characteristic of M.
• Supppose that M is of odd dimension
Therefore , we get
∫
M
(µ ◦ γ)(1R) =
m
∑
i=0
dim Hi(M)
which is equal to the total (unsigned) dimension of the cohomology of
M, and hence cannot be equal to the Euler characteristic of M.
4.3 Examples
For more understanding let us look at some examples.
4.3.1 The circle M = S1
Let’s look at the simplest case where the manifold is S1, the unit circle.
H0(S1) H1(S1)
basis 1 α
dual basis α 1
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The Euler class is given by:
eS1 =∑
i
(−1)deg bi bi ∧ b#i
= 1∧ α− α ∧ 1
= 0
and the handle element is given by:
(µ ◦ γ)(1R) =∑
i
b#i ∧ bi
= α ∧ 1+ 1∧ α
= 2α
4.3.2 The torus M = S1× S1
For the case of the torus, we have the following table:
H0(M) H1(M) H2(M)
basis 1 α, β α ∧ β
dual basis α ∧ β β,−α 1
The Euler class is given by:
eM = (−1)0α ∧ β+ (−1)1α ∧ β+ (−1)1β ∧ (−α) + α ∧ β
= 0
And the handle element is given by:
(µ ◦ γ)(1R) = α ∧ β+ β ∧ α− α ∧ β+ α ∧ β
= 0
4.3.3 A genus g surface Σg
Let M be a genus g surface. The basis and dual basis of its cohomology ring
is given by the following table:
H0(M) H1(M) H2(M)
basis 1 αi, βi ω
dual basis ω βi,−αi 1
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where i ∈ {1, · · · , g}, ω = α1 ∧ β1 = · · · = αg ∧ βg and
∫
M ω = 1.
The Euler class is given by
eM =
g
∑
i=1
(−1)deg αiαi ∧ βi +
g
∑
i=1
(−1)deg βiβi ∧ (−αi) + 2ω
=
g
∑
i=1
(−1)deg αiαi ∧ βi +
g
∑
i=1
(−1)deg βiαi ∧ βi + 2ω
= 2
g
∑
i=1
(−1)deg αiαi ∧ βi + 2ω since αi, βi ∈ H1(M)
= (2
g
∑
i=1
(−1) + 2)ω since deg αi = 1 and αi ∧ βi = ω
= (2− 2g)ω
and the Euler characteristic follows as
χ(M) = (2− 2g)
∫
M
ω
= 2− 2g
4.4 Corrections and clarifications to literature
In summary we would like to point out the following corrections and re-
finements to the literature.
• The exercise in (?, pg 131, exercise 22) should be qualified to hold for
even-dimensional manifolds:
Let X be a compact connected orientable even-dimensional
manifold of dimension r, and put A = H∗(X). Show that the
Euler class (top Chern class of the tangent bundle, cr(TX))
is the handle element of A.
• Moreover, we point out that a refinement of this statement is true,
namely:
Let X be a compact connected orientable even-dimensional
manifold of dimension r, and put A = H∗(X). Then the
diagonal class of M (the avatar of the Thom class) is equal to
the comultiplication of the unit of R.
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• The formula for the Euler class in Abrams (?, bottom of page 4),
e(X) =∑
i
eie#i (4.3)
seems to be a misquotation of (?, Theorem 11.11). It should read
e(X) =∑
i
(−1)dim ei eie#i . (4.4)
Abrams does qualify his formula as holding for even-dimensional man-
ifolds (first sentence on page 4). But even in that case, (??) is still in-
correct. It is possible he meant to write
e(X) =∑
i
e#i ei (4.5)
which holds for even-dimensional M.
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