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h NEXT-GENERATION SEQUENCING (NGS) tech-
nologies use parallel sequencing techniques to
generate a large set of short DNA fragments. For ex-
ample, the Roche 454 generates tens of thousands of
400–800 base pair sequences, while the Illumina
MiSeq/HiSeq generates millions or billions of 150
base pair sequences. Because of this, NGS pipelines
generally must rely on advanced computational
tools to extract useful knowledge from the target
genome or metagenome. One important class of
analysis methods relies on clustering the DNA frag-
mentsbasedonasimilaritymetric.Althoughindivid-
ual alignments are relatively inexpensive,computing
pairwise distances requires Oðn2Þ alignments, be-
coming prohibitively expensive for large data sets.
In this paper, we describe a graphics processing
unit (GPU) kernel that performs batch Needleman–
Wunsch (N–W) global alignments. For each align-
ment, the kernel returns an alignment score divided
by the total alignment
length. When used with its
MPI-based host software,
the kernel is scalable and
is capable of achieving
high-throughput alignment
when run on a CPU–GPU
cluster. The host software
includes a load balancing
technique for data sets hav-
ing sequences of nonuni-
form lengths.
We evaluate our kernel using the Stampede
supercomputer at the Texas Advanced Computing
Center (Austin,TX,USA).Byexecutingourkernel on
32 of Stampede’s NVIDIA K20 GPUs, we were able
to align 256 K (218) 400 base pair sequences, re-
quiring over 34 billion individual alignments using
79 872 GPU cores.
GPU Computing
Since the introduction of the NVIDIA compute
unified device architecture (CUDA) in 2008, GPU
computing has become widely adopted by the
scientific computing community. There are now
several large-scale supercomputer installations
equipped with GPU coprocessors, including Titan,
currently ranked number one on the Top 500 list
containing 18 688 NVIDIA K20  GPUs, Stampede,
ranked number seven containing 128 NVIDIA K20
GPUs, and Tianhe-1A, currently ranked number
eight containing 7168 NVIDIA M2050 GPUs [1].
Table 1 summarizes the differences in micro-
architectural philosophy between NVIDIA GPUs and
Intel Xeon CPUs. As compared to CPUs, GPUs devote
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20 February 2014.a larger portion of their real estate to functional units
but have substantially less onchip cache. GPUs
exploit data-level parallelism by interleaving instruc-
tions across a large set of active threads, while CPUs
exploit instruction-level parallelism by maximizing
the number of in-flight instructions from each
thread. GPUs use smaller, nonexpandable DRAMs
but have substantially higher memory bandwidth
than CPUs.
Previous work
Knowledge of DNA sequences has become indis-
pensable for biological research and in numerous
applied fields such as diagnostic medicine, biotech-
nology, and biological systematics. The high de-
mand for low-cost sequencing has driven the
development of NGS technologies that parallelize
the sequencing process, producing thousands or
millions of short sequences at once.
One of the first such high-throughput sequencing
technologies was developed by Roche in their
454 pyrosequencer, which provided a means of
sequencing tens of thousands of short DNA se-
quences quickly and efficiently [2]–[8]. However,
this technology brought new
problems. The 454 data are
prone to errors, leading to the
realization that computational
methods would be necessary to
‘‘denoise’’ the data.
One such tool, Amplicon-
Noise, is designed for metage-
nomic data sets and relies on
grouping the input sequences
into clusters that each repre-
sents oversampling of a single
taxonomic unit [9]. The clus-
tering is based on the pair-
wise distances given by the
Needleman–Wunsch [10] glo-
bal sequence alignment. The
alignment used in Amplicon-
Noise differs from traditional
sequence alignment in that it
requires the use of double-
precision floating-point ope-
rations when performing
alignment score calculation.
AmpliconNoise is used to de-
noise the 454 data in order to
reduce the overestimation of the number of unique
taxonomic units implied by the data, a common
problem in metagenomic sequencing [11]–[19].
Unlike other GPU-based sequence alignment
kernels such as CUDASW++ that employ a perfor-
mance optimization in which the move matrix is
discarded, in AmpliconNoise, this movement
matrix must be retained in order to calculate
the normalized alignment distance required for
AmpliconNoise’s final distance calculation.
There are several examples in the literature that
describe GPU accelerated local and global se-
quence alignment algorithms such as Needleman–
Wunsch, Smith–Waterman [20], and BLAST [21].
However, the emphasis of these efforts is on local
sequence alignment for genomic database search,
in which a relatively short sequence is aligned
against a very long database sequence.
The Needleman–Wunsch alignment method
used in AmpliconNoise is inherently more expen-
sive than BLAST. As such, one obvious method for
improving the performance of AmpliconNoise is
to replace its alignment method with BLAST. This
is especially tempting since BLAST has been
Table 1 Comparison of Intel’s largest scale CPU with GPUs used in our tests.
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but also on traditional distributed memory parallel
computers [22]. However, our objective is to
achieve GPU acceleration of AmpliconNoise while
guaranteeing that the results match those from our
software baseline. The authors of AmpliconNoise
emphasize accuracy and explicitly chose not to
use the less expensive but less sensitive BLAST
method because it would compromise the quality
of their results. As such, we feel that comparing
BLAST to a GPU-accelerated Needleman–Wunsch
(N–W) is not a fair comparison.
pGraph is a load balancing method that is spe-
cifically designed to address the problem of higher
variance in the lengths of protein sequences that is
not typical of DNA sequences [23]. pGraph also
includes a feature that reduces the number of re-
quired sequence comparisons by subjecting each
pair to a similarity test before adding that
alignment to the work queue. The similarity test is
based on checking for long exact matches in the
proposed sequence pair, which is implemented
using a suffix tree-based filter. While such a filter
would benefit our approach, it would violate
AmpliconNoise’s expectation that a distance be
returned for all pairs. More importantly, although
using such a filter would allow us to process larger
d a t as e t s ,i tw o u l dn o ta f f e c to u ra c h i e v e d
alignment throughput, which is our target perfor-
mance metric.
Manavski provided the seminal work in accel-
erating Smith–Waterman using CUDA [24]. This
early work has been improved upon in the de-
velopment of more recent and more popular
libraries such as CUDASW++ [25]. More recently,
Razmyslovich has developed an OpenCL imple-
mentation of Smith–Waterman [26] that achieves
three times the performance of CUDASW++ 2.0 in
some situations [27].
To the best of our knowledge, the parallel im-
plementation of Needleman–Wunsch that we used
is the only that is sufficiently memory efficient to
make it feasible to achieve our target scales, in terms
of number of alignments. In other words, all the
implementations from the literature, including GPU,
FPGA, and MPI-based implementations, either do
not provide an alignment length (only the score) or
they perform a full traceback which requires large
memory which makes them not amenable for
massively large alignment workloads.
Needleman–Wunsch global alignment
The Needleman–Wunsch algorithm is a compari-
son operation between two sequences A and B
given an implicit assumption that, when the se-
quences are not exactly equal, their similarity can
be characterized as the number of edit operations
that would transform one sequence into the other.
Possible edit operations are character substitutions
and substring insertions and deletions. The objec-
tive of an alignment is to align the matching or
substituted characters that are common in both
sequences and add blank spacesVor gapsVin one
sequence that correspond to characters in the other
sequence that are not common to both. The dis-
tance ‘‘penalty’’ that is contributed by each edit
operation can be specified using a substitution table
and a gap penalty.
The algorithm works by constructing two matri-
ces, where each matrix has k þ 1r o w sa n dl þ 1
columns, where k and l are the lengths of the two
strings to be compared. The score matrix records
the alignment score for every possible alignment
between the two matrices, while the movement
matrix provides a path through the matrix, from the
bottom-right cell to the upper-left cell, that repre-
sents the alignment configuration that yields the
minimal alignment score. In this path, a move to
t h el e f to ru pr e p r e s e n t sag a pt h a ti si n s e r t e di n t o
the first or second sequence, while a move
diagonally represents a matching or substituted
c h a r a c t e rt h a ti sc o m m o nt ob o t hs e q u e n c e s .
Each cell of the score and movement matrix is
computed as shown in
Hði;jÞ¼min
Hi   1;j   1ÞþSðA½i ;B½j  ðÞ
Hði   1;jÞ d
Hði;j   1Þ d
8
> > <
> > :
(1)
Mði;jÞ¼
diag if Hði;jÞ¼Hi  1;j 1ÞþSðA½i ;B½j  ðÞ
left if Hði;jÞ¼Hði 1;jÞ d
up if Hði;jÞ¼Hði;j 1Þ d:
8
> > > <
> > > :
(2)
In these equations, Hði;jÞ is the score matrix,
Sða;bÞ is the substitution penalty resulting from
comparing element A½i  and element B½j ,a n dd is
the gap penalty. S and d a r es p e c i f i ct ot h es e -
quencer technology and are represented as
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minor variations between flows, the authors of
A m p l i c o n N o i s ec h o o s et ou s ed o u b l e - p r e c i s i o n
floating point to perform the comparisons, score
accumulation, and score normalization.
Figure 1 shows an example N–W alignment. In
this example, sequence 1 undergoes three edits to
produce sequence 2. These sequences are then
aligned. The final alignment score is taken from the
lower right cell of the resultant score matrix (not
shown). The move matrix is depicted in the figure
and shows how characters present in sequence 1
but not in sequence 2 produce moves to the left,
characters present in sequence 2 but not in se-
quence 1 produce moves up, and characters that
match or are substituted produce a move diagonally.
In this example, the final score is divided by the
alignment length of 13 to compute the normalized
score.
Space optimization
The generation of the two
matrices represents a major chal-
lenge when performing large-
scale batch alignments, as the
memory requirement will often
become a constraint well before
the execution time. In our orig-
inal kernel implementation, we
store only the last row of the
score matrix in GPU memory
during the alignment procedure
[28]. However, since Amplicon-
Noisemustkeeptrackofthe total
movement distance in order to
use it to divide the alignment
score, we originally stored the
entire movement matrix in mem-
ory GPU. This was prohibitively
expensive both in terms of mem-
ory space and time for perform-
ing the ‘‘traceback’’ operation on
the movement matrix to deter-
mine the alignment length.
In our improved kernel, we
store only one row of the move-
ment matrix in GPU memory. In
order to avoid storing the entire
movement matrix, the kernel
maintains only a single vector
V,w h e r eV½i  represents the ac-
cumulated number of minimal alignment moves
beginning from the current row and from column i.
In addition to this vector, we establish two registers
ndist and ldist to hold intermediate values. ndist
holds the newly computed number of moves, and
l d i s th o l d st h ep r e v i o u sn u m b e ro fm o v e sf r o mt h e
left cell.
We later discovered that this technique is actually
standard technique in dynamic programming despite
thefactthatitwasnotusedinAmpliconNoise norwas
it used in any of the GPU aligners in the literature. We
assume this is because it is a relatively obscure
technique as it is only applicable in situations where
the alignment length is needed but not the recovered
alignment itself, which may be a rare requirement
(somewhat unique to AmpliconNoise).
Figure 2 depicts this operation. If the current
move is determined to be diagonal, then we set
N ¼ V½i   1 þ1; if the current move is determined
Figure 1. Example N–W alignment between two sequences.
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and if the current move is de-
termined to be up, then we set
N ¼ V½i þ1. After this, we set
V½i   1 ¼L, L ¼ N,a n di n c r e -
ment i.
Arithmetic intensity
Algorithm 1 shows the ver-
sion of the Needleman–Wunsch
algorithm used in our kernel.
Algorithm 1: Single-Vector
Needleman–Wunsch Alignment
Input: A;B;S
1f o ri ¼ 1 ! lengthðAÞ do
2l d i s t   0
3 leftScore   i   gap penalty
4f o r j ¼ 1 ! lengthðBÞ do
5 currentScore   min ð
6S c o r e j 1 þ SðAi;BjÞ,
7 leftScore d,
8S c o r e j   dÞ
9 if currentScore ¼ Scorej 1 þ SðAi;BjÞ then
10 ndist   Vj 1 þ 1
11 else if currentScore ¼ leftScore   d then
12 ndist   ldist þ 1
13 else
14 ndist   Vj þ 1
15 end if
16 Scorej 1  leftScore
17 leftScore   currentScore
18 Vj 1   ldist
19 ldist  ndist
20 end for
21 Scorej 1   leftScore
22 Vj 1   ldist
23 end for
24 return ScorelengthðBÞ=VlengthðBÞ
The innermost loop performs all the operations re-
quiredtocalcula teasinglecellofboththescoreand
the movement matrices. This requires nine double-
precision floating-point operations when computing
each cell. The algorithm performs the following
memory operations when computing each cell.
h Line 6: load 1 B for Bj (recall that Aj is stored in
shared memory).
h Lines 6, 8: 16 B loaded from the double-precision
score array.
h Lines 10, 12, and 14: only one of these lines is
executed, but on two of the lines 4 B are read
from the V (distance) array. With our random in-
put data, each line will be executed with equal
probability. However, in the most common case,
each warp (group of 32 threads) will include at
least one thread that executes line 10 and one
thread that executes line 14. This will cause warp
serialization, subjecting all the threads in the
warp to the latency required incurred by all of
three branches. Thus, we assume that 8 B will
always be read.
h Line 16: 8 B written to the double-precision score
array.
h Line 18: 4 B written to the V (distance) array.
In total, each cell update requires accessing 37 B
on average. Since our test sequences are of length
400, each alignment requires 4002 ¼ 160 000 cell
updates.
Note that when updating the score vector Score,
writes to this vector must be delayed until after the
previous value is no longer needed. leftScore is used
as a temporary holding place for this updated score
before it can be written back to the vector. current-
Score is a temporary holding place for the current
score, which is shifted into leftScore for the next
iteration. In other words, leftScore is the updated
score to the left of the current score and currentScore
is the new value of the current score, but these
Figure 2. Example showing the movement matrix optimization.
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since currentScore depends on the scores above and
to the left from the previous iteration. The alignment
distance vector V is treated the same way.
If we begin with the assumption that our kernel is
compute bound, and we consider that each of the
13 streaming multiprocessor cores (SMXs) on the
NVIDIA K20 can dispatch 128 double-precision
operations per cycle, we should be able to achieve
a throughput of 1/160 000 alignment/cells  
1/9 cell/ops   (13   128) ops/cycle   706e6 cycles/
second ¼ 815 820 alignments/second per GPU.
On the other hand, given our kernel’s arithmetic
intensity of 37 B per cell, if we assume that the
kernel is memory bound, we expect to be able to
compute 1/37 cell/B   1/160 000 alignment/cells  
208 GB/s ¼ 37 726 alignments/second per GPU.
Since the second throughput is lower, we conclude
that the kernel is actually memory bound, and that
this kernel utilizes only 37 726/815 820 ¼ 4.6% of
the GPU’s computational capability.
In order to compute the pairwise distances
among sequences, an input data set with n se-
quences will perform a Needleman–Wunsch align-
ment ðn2   nÞ=2 times to construct matrices. For a
data set of218 sequences,there are approximately34
billion required alignments, which would ideally
require 474 min on 32 K20 GPUs.
Kernel implementation
In general, performance tuning GPU kernel code
requires that the programmer apply code transfor-
mations to maximize the utilization of both GPU
resources and memory bandwidth, and a key ob-
jective for achieving both these goals is to maximize
t h en u m b e ro fa c t i v et h r e a d s .
As shown in Figure 3, existing Smith–Waterman
and Needleman–Wunsch alignment kernels (includ-
ing CUDASW++) use a strategy where they employ
multiple threads to generate each diagonal of a
single score and movement matrix. This is possible
since cells along the diagonal can be computed in-
dependently. This is an effective strategy for kernels
that perform one alignment at a time, since many
threads can be utilized during the alignment.
There are two drawbacks to this approach. When
assigning one thread per cell in the matrix diagonal,
in order to access memory in a coalesced way, the
matrices must be organized in a diagonal-major
order as opposed to row- or column-major order.
Organizing the matrix in this way adds overhead for
translating row and column pairs into memory ad-
dresses. In addition, there are several ‘‘corner cases’’
that must be considered that require additional con-
ditional execution paths (i.e., if-statements) which
cause branch divergences among the threads and
degrading performance. Both of these issues also
lead to higher register usage per
thread that limits the kernel’s
occupancy, or the number of
threads that can execute simul-
taneously on each of the GPU’s
processor cores.
A ss h o w ni nF i g u r e4 ,s i n c e
AmpliconNoise performs a
large number of short align-
ments, we observe that a more
effective strategy is to assign
one thread to each alignment
operation and to perform a
large set of alignments in paral-
lel. As compared to the more
traditional approach of comput-
i n gt h es c o r em a t r i xd i a g o n a l s
in parallel, this technique leads
to fewer divergent branches
and allows for lower register
u s a g ea l l o w i n gm o r et h r e a d st o
be invoked.
Figure 3. Two data parallel strategies for constructing the N–W matrices:
(a) method used in implementations that seek to speed up single
alignments, and (b) method used in our approach, which seeks to
speed up multiple alignments.
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tion, provides an option for performing multiple
alignments in parallel on the GPU but does not
provide traceback capability for determining the
length of the alignment. Razmyslovich’s work, on the
other hand, does provide an option for performing
traceback, but when enabled, the overall perfor-
mance is reduced by a factor of 10, as compared to
when traceback is not enabled.
Task parallelization
In AmpliconNoise, the Needleman–Wunsch
kernel is launched for sequence to sequence
alignment. In order to take advantage of the GPU’s
parallel computing ability, however, we divide the
sequences into groups where each group has a pre-
defined number of sequences. Instead of computing
the distance one by one, we launch a thread grid to
compute all the possible distances between the
sequences from each pair of groups.
A single thread performs the construction of one
score and move matrix. In order to achievecoalesced
memory access of a block of threads, we interleave
each group of score and movement matrices, where
the group size is 32 to match the warp size. As such,
the addresses from 0 to 31 store the first values of 32
matrices; the next block of 32 addresses store the
second values of each of 32 matrices; and so forth.
Shared memory optimizations
Using shared memory is a common optimiza-
tion for increasing the performance of memory
bandwidth-bound kernels. In our kernel, we use
shared memory to store the substitution matrix in
order to lower the number of global loads and
stores. In addition, since one thread block is
aligning a group of sequences (Bj   BjþGroup Size to
sequence Ai), we store Ai in the shared memory to
reduce the bandwidth usage by the block.
Multi-GPU implementation and
performance overhead
Since each individual alignment is independent,
the host can assign each GPU a workload consisting
of a subset of the alignments in order to parallelize
thepairwise alignments across multiple GPUs. In our
multi-GPU implementation, we divide the workload
across each GPU using MPI.
When the GPU kernel is invoked, it performs pair-
wise comparisons between blocks of 32 sequences
each. Since each thread performs one alignment, this
requiresthe instantiation of322 ¼ 1024 threadson the
GPU. Each time the kernel in invoked, it can perform
up to 128 of these pairwise block comparisons.
Each cluster node receives a set of work units.
Each work unit is identified as a starting sequence
block Ci and requires the pairwise alignment be-
tween blocks Ci and Ci 1, Ci and Ci 2, Ci and
Ci 3;...;Ci and C0.T h i sr e q u i r e sCi sequence block
alignments and, therefore, ceiling (Ci/128) kernel
invocations. In other words, each GPU invokes the
kernel multiple times but the number of invocations
depends on which sequence block is being com-
puted. The number of invocations per GPU can grow
q u i t el a r g ew i t hl a r g ed a t as e t s( t h o u s a n d so f
invocations per GPU). This causes the CUDA run-
time to add overhead to the execution time.
Single GPU performance results
Each node in the TACC Stampede cluster con-
tains dual 2.7-GHz eight-core Intel Xeon E5-2680
CPUs that can all execute 16 MPI processes. Our
first set of experimental results seeks to determine
Figure 4. Group assignment and memory arrangement.
The ticked cell means we should do the distance
computation between the two groups, and for dash we
do nothing. The distances between the flows within
each group are also computed.
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i np e r f o r m a n c e ,t oas i n g l eN V I D I AG T X 6 8 0G P U
for performing a set of pairwise alignments.
Table 2 shows the performance results from align-
ing,usingStampede’sCPUsonly,8Kand6Ksequences
on 2–64 nodes, and on all 16 processors on each
node. Our CPU implementation uses the same opti-
mized algorithm as described in Algorithm 1, which
itself is approximately six times faster than the base
implementation in AmpliconNoise due to the move-
ment vector optimization. We used the base MPI im-
plementation in AmpliconNoise which distributes the
workload uniformly across all nodes. Note that the
speedup is nearly ideal as we scale to larger numbers
of processors, except for the case when scaling from
128 to 256 processors for the 8K data set and from 64
to 128 processors in the 6K data set. We assume that
this is due to communication overheads related to
the placement of the MPI processes on the cluster.
We also ran the same data sets using a single
NVIDIA GTX 680 GPU (a $500 gaming card). For
both data sets, the GPU is approximately equivalent
to 64 processors on TACC Stampede.
The thermal design power (TDP) for the NVIDIA
GTX 680 is 195 W, while the TDP for one of
Stampede’s 8-core Intel Xeon E5-4650 CPUs is
130 W. This gives an approximate power consump-
tion of 8   130 ¼ 1040 W for the CPUs versus 195 W
for the GPU, which makes the GPU approximately
five times more power efficient.
Multi-GPU performance results
Stampede has 128 nodes that all contain one
NVIDIA K20 GPU. For our multi-GPU experiments,
we scaled our GPU kernel up to 32 NVIDIA K20s on
Stampede using data sets that ranged from 16K to
256K sequences. Our XSEDE allocation for Stam-
pede limits our GPU runs to 12 h, which in turn limits
the maximum data set size that we could test. For
this test, Stampede’s CPUs remained idle while the
GPUs executed the alignment kernel.
As shown in Table 3, for each test, we calculated
the ideal performance using the memory bandwidth
bound derived in the previous section. We calcu-
lated the parallelization overhead as the difference
between the ideal and actual execution time
Table 2 CPU versus single GPU execution time
in seconds.
Table 3 Multi-GPU runtimes in minutes.
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time. In this case, the paralleli-
zation overhead mostly consists
of file I/O for the results. The
overheads were consistent,
from 22% to 25%, and in general
were smaller for larger jobs.
GPU load balancing
Our main experimental re-
sults assume a fixed sequence
size of 400 bp, which is typical of data sets gene-
rated in metagenomic shotgun sequencing. Be-
cause of the uniformity of the sequence length and
thus the alignment workload, there is little work
imbalance when using a uniform workload distri-
bution mechanism.
In order to characterize the load imbalance that
occurs when the sequences have varying length, we
have added a new set of results that measure the
GPU utilization for synthetically generated data sets
of 16K sequences where the length of each se-
quence is chosen from a normal distribution having
mean 400 while scaling the standard deviation.
Our results show that the utilization does scale
with the variance in the sequence length. To address
this problem, we developed an improved workload
distribution method. In our improved method, we
consider each group of 32 consecutive sequences as
a group, which corresponds to the number of pa-
rallel alignments performed on our GPU kernel, and
we assign a block of groups to each GPU based on
the estimated cumulative execution time of the
groups, as opposed to a naive method where an
equalnumberofalignmentsisassignedtoeachGPU .
We estimate the execution time of each group of
sequences by observing that the time required for
each block is determined by its longest sequence,
due to the implicit barrier synchronization after
each kernel invocation. Also, each block is aligned
against all blocks having an index less than its own
index, so this is incorporated into the estimate.
For each group i, we estimate the execution time
Ci using
Ci ¼
m0
 
; if i ¼ 0
mi
 
 
1
 
 
X i 1
0
mj; otherwise.
8
> > <
> > :
(3)
In (3), mj is the maximum sequence length
within group j.W ed i v i d et h ec o s to fe a c hg r o u pb y
the mean   of the sequence length (in this case 400)
in order to prevent overflow.
In our improved workload distribution method,
we first use (3) to estimate the execution time of
each group, and then sort the groups according to
this value. After this, we assign the sorted groups to
the GPUs in a round-robin manner.
As shown in Table 4, our improved workload
distribution method consistently achieves 97% or
higher utilization.
INT H I SA R T I C L E , we describe our implementation
of the normalized floating-point Needleman–
Wunsch kernel used in AmpliconNoise, a tool for
denoising metagenomic sequences obtained from
NGS technology. We compared the performance of a
single gaming GPU versus that of a large-scale CPU
cluster, and then scaled the kernel to a large set of
computing GPUs. We believe that our final result,
aligning 256K sequences,isa new record in pairwise
alignments, and demonstrates that GPU clusters can
be a useful tool for NGS data analysis. h
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