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ABSTRACT
One goal of Virtual Analog modeling of audio circuits is to produce
digital models whose behavior matches analog prototypes as closely
as possible. Discretization methods provide a systematic approach
to generate such models but they introduce frequency response er-
ror, such as frequency warping for the trapezoidal method. Recent
work showed how using different discretization methods for each
reactive element could reduce such error for driving point transfer
functions. It further provided a procedure to optimize that error ac-
cording to a chosen metric through joint selection of the discretiza-
tion parameters. Here, we extend that approach to the general case
of transfer functions with one input and an arbitrary number of out-
puts expressed as linear combinations of the network variables, and
we consider error metrics based on the L2 and the L1 norms. To
demonstrate the validity of our approach, we apply the optimization
procedure for the response of a Hammond organ vibrato/chorus lad-
der filter, a 19-output, 36th order filter, where each output frequency
response presents many features spread across its passband.
Index Terms— Discretization schemes, Virtual Analog model-
ing, Optimization, Bilinear transform, Audio effects
1. INTRODUCTION
One of the main methods available to simulate physical systems
such as audio circuits, where the governing equations are available,
is through the use of discretization methods [1, 2]. For audio cir-
cuits, the governing equations can often be derived from the avail-
able schematics using circuit analysis methods [3]. In the virtual
analog context [4], different formalisms for discretization are used,
including wave digital filters [5–8] and state-space models [9, 10].
However the underlying discretization methods are largely identi-
cal, and systems generated using those methods present similar dis-
tortion in their response compared to the original system. In the
case of linear time-invariant systems, that distortion manifests itself
as an error in the system frequency response. A typical example
of such distortion is the frequency warping introduced by the trape-
zoidal method (i.e., the standard bilinear transform) [11, 12].
Typical applications of discretization methods use a single
method across the entire system to be modeled. Typical methods
include methods from the Mo¨bius transform family, e.g., the for-
ward Euler method, the backward Euler method and the parametric
bilinear transform [12]. In the case of linear time-invariant circuits,
system discretization is equivalent to discretizing only the reactive
circuit elements (e.g., inductor, capacitor) using that same method.
Degrees of freedom in the discretization method can be used to
alleviate some of the frequency response distortion. For simple
circuits with only a single feature in the frequency response, an ex-
ample of such approach is the parametric bilinear transform [11,13]
where the free parameter may be used to match the response at one
frequency exactly. For circuits with a simple known pole/zero struc-
ture, the pole/zero frequencies themselves may be “pre-warped” to
account for the anticipated frequency warping, for example in the
case of graphical equalizers made out of cascades of second-order
filters [14–16]. Another approach is to directly develop discrete-
time system whose parameters are selected to match properties
from the original circuit, either using mapping equations [17–22],
for example for graphical equalizers [23–25], or using optimiza-
tion methods [26–28]. However, those approaches have limitations
for complex circuits with wideband frequency response features,
including the loss of correspondence with the original physical sys-
tem (i.e., to the individual circuit elements), and/or the limited set
of response features they target (e.g., Nyquist magnitude response,
resonant and transition frequencies).
Recent work [13] showed how the use of differentiated dis-
cretization methods in a circuit could be leveraged to improve the
match in driving point frequency response of audio circuits between
the original and discretized systems over a wide range of frequen-
cies without losing the structure of the underlying circuit, as each
individual component remains attached to its own equation. That
approach was illustrated using the example of the differentiated
parametric bilinear transform. A different free parameter was set
for each reactive element in the circuit through a joint optimization
process aimed at minimizing the L2 distance between the original
and discretized frequency responses. Results showed a much closer
match in terms of driving point frequency response over a wide fre-
quency range compared to typical alternative approaches.
In this paper we extend the framework from [13] so that it can
be used in the case where the output variable is an arbitrary combi-
nation of various circuit variables (i.e., node voltages, branch cur-
rents) and the case where there are multiple concurrent output vari-
able of interest. We also present the L1 norm as alternative to the
L2 norm for the error definition in the optimization process. Sec. 2
presents the mathematical framework of those extensions and Sec. 3
shows its successful application to the case of the vibrato/chorus
circuit of the Hammond organ [29]. We use the same mathematical
notation as outlined in [13].
2. THEORY
2.1. General Tableau formulation
Following a derivation similar to [13], we know that a circuit (or
sub-circuit) with independent linear elements and a driving point
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Figure 1: Vibrato/Chorus Schematic.
Table 1: Circuit component values.
Name value units
Rc 22 kΩ
R1+ 27 kΩ
R1− 68 kΩ
R2+ 56 kΩ
R3+ 39 kΩ
R2−, R3− 0.15 MΩ
R4+ 33 kΩ
Name value units
R5+ 18 kΩ
R6+ 12 kΩ
R4− . . . R6− 0.18 MΩ
L1 . . . L18 500 mH
C1 . . . C17 0.004 µF
C18 0.001 µF
Rt 15 kΩ
branch/port (whose voltage ue and current ie are tied through the
branch equation αie − βue = e) can be written as:ZL 0L −ATL0TL α −βaTe
AL ae 0N,N
iLie
v
 = e
0L1
0N
 (1)
with AL the incidence matrix associated with the branches of the
L linear elements, ZL the (diagonal) impedance matrix of the lin-
ear elements, iL the branch currents for the linear elements, e the
driving point source value, ae the incidence matrix of the voltage
source branch, ie the branch current for the voltage source and v
the voltages of the N circuit nodes.
2.2. Multi-output transfer function
In [13], we derived the framework to optimize driving point trans-
fer functions, i.e., transfer functions relating an input and an output
both measured at the driving branch/port of the circuit. In this pa-
per, we are interested in optimizing transfer functions in the more
generic case of multiple output variables, i.e., where we have M
distinct output variables o(1), .., o(m), .., o(M) that are expressed
as a linear combination of several circuit variables (node voltages,
branch currents). Then, using matrix block inversion [30], we can
obtain the expression of those variables from Eq. (1) as:
o =
 o
(1)
...
o(M)
 = G
iLie
v
 = eG
α+ βθ
−YLATLΦ−1ae1
−Φ−1ae
 (2)
with YL = Z−1L , Φ = ALYLA
T
L, θ = a
T
eΦ
−1ae, and G a matrix
of weights expressing the linear combination of circuit variables
forming each output variable. The multi-output transfer function is
then written as:
H(s) =
H
(1)(s)
...
H(M)(s)
 = o
e
=
G
α+ βθ
−YLATLΦ−1ae1
−Φ−1ae
 (3)
2.3. Discretization and transfer function derivatives
Once we discretized the system, i.e., we discretize the admittance
matrix YL as YˆL, we can form the discretized transfer function
Hˆ(z−1) by replacing YL, Φ and θ by the discretized YˆL, Φˆ and
θˆ in Eq. (3). Another quantity of interest for the optimized dis-
cretization parameter selection is the partial derivatives of the trans-
fer functions with respect to the discretization free parameter(s) ψ.
From Eq. (3), these derivatives can be expressed as:
∂Hˆ
∂ψ
=
G
α+ βθˆ
YLATLΦ−1AL − IL0
Φ−1AL
∂YL
∂ψ
ATLΦ
−1ae
− βa
T
eΦˆ
−1AL ∂YL∂ψ A
T
LΦˆ
−1ae
α+ βθˆ
YLATLΦ−1ae−1
Φ−1ae
 (4)
In our approach, we consider in particular the case where a
given parameter ψ is attached only to the lth element, so that only
its discretized admittance yˆl depends on it, and as a consequence:
∂YL
∂ψ
=
∂yˆl
∂ψ
δlδ
T
l and (5)
∂Hˆ
∂ψ
=
G
α+ βθˆ
(aTlΦ
−1ae)
∂yˆl
∂ψ
YLATLΦ−1al − δl0
Φ−1al

− βa
T
l Φˆ
−1ae
α+ βθˆ
YLATLΦ−1ae−1
Φ−1ae
 (6)
where al (respectively δl) is the column of AL (resp. IL) attached
to the branch of the lth element.
2.4. Error description
From the expression of the original transfer function value HΩ =
H(jΩ) at radian frequency Ω and the corresponding discretized
transfer function value HˆΩ = Hˆ(ejΩ), we want to select discretiza-
tion parameters that minimize the system error similarly as in [13].
We choose to express the error  to minimize as a vector norm over
a given radian frequency range [Ω1,Ω2] ∈ ]0, pi/T [, with:
 = ||H− Hˆ|| =
∫ Ω2
Ω1
||HΩ − HˆΩ||dΩ (7)
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Figure 2: Responses of the LC ladder at the 19 tap indices, using differentiated parametric bilinear transforms optimized using the L2 and L1
error functions. For readability, the taps are offset in 15dB increments.
0 1 2 3 4 5 6 7 8
frequency (kHz)
-45
-30
-15
0
er
ro
r 
m
ag
ni
tu
de
 (d
B)
BLT
PBLT
L2
L1
(a) Mean error magnitude |H(m)Ω − Hˆ
(m)
Ω |.
0 1 2 3 4 5 6 7 8
frequency (kHz)
-45
-30
-15
0
er
ro
r 
m
ag
ni
tu
de
 (d
B)
BLT
PBLT
L2
L1
(b) Max error magnitude |H(m)Ω − Hˆ
(m)
Ω |.
Figure 3: Mean and max error magnitudes across tap indices for the bilinear transform (BLT), the parametric bilinear transform (PBLT), and
two differentiated parametric bilinear transform (L2-optimized and L1-optimized).
Table 2: Jointly optimized differentiated T ′ coefficients. All are in units of µs and rounded to five significant figures.
norm m 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
L2
Lm 24.852 22.298 22.575 20.400 21.033 21.926 22.075 21.723 21.661 22.153 22.376 21.979 21.625 21.567 21.968 22.534 23.631 18.128
Cm 18.107 20.962 26.161 21.771 20.974 21.551 22.082 22.011 21.713 21.990 22.486 22.340 21.960 22.326 22.437 22.387 22.447 20.365
L1
Lm 23.412 24.757 20.555 21.230 22.601 22.228 21.696 21.649 21.840 22.023 22.227 22.401 22.441 22.466 22.634 22.911 24.393 20.084
Cm 13.870 21.222 22.792 20.150 21.658 21.972 21.205 20.819 20.801 20.863 20.917 20.959 20.917 20.990 20.939 20.848 21.114 20.912
As in [13], one possible choice for error description is the error
function based on the L2-norm which corresponds to:
L2 = ||H− Hˆ||L2 =
∫ Ω2
Ω1
(H∗Ω − Hˆ∗Ω)T(HΩ − HˆΩ)dΩ (8)
and the error partial derivatives with respect to the discretization
parameters ψ (needed for the optimization algorithm) are:
∂L2
∂ψ
= 2
∫ Ω2
Ω1
Re
(∂Hˆ
∂ψ
∗)T
(HˆΩ −HΩ)
dΩ (9)
Optimizing the L2 norm generally emphasizes a more even dis-
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tribution of the error across frequencies. An alternative error func-
tion is based on the L1 norm. Compared to L2, it generally em-
phasizes lower error values at most frequencies while concentrating
larger error values at a few frequencies [31]. It is defined as:
L1 = ||H− Hˆ||L1 =
∫ Ω2
Ω1
M∑
m=1
|H(m)Ω − Hˆ(m)Ω |dΩ (10)
and the error partial derivatives with respect to ψ become:
∂L1
∂ψ
= 2
∫ Ω2
Ω1
Re
[
M∑
m=1
∂Hˆ(m)
∂ψ
∗
Hˆ
(m)
Ω −H(m)Ω
|Hˆ(m)Ω −H(m)Ω |
]
dΩ (11)
2.5. Differentiated parametric bilinear transform
As in [13], we consider in particular the case of the differentiated
parametric bilinear transform. For linear circuits described in the
s-domain, this discretization amounts to replacing instances of s in
each component’s admittance yl(s) using the mapping:
s 7→ 2
T ′l
1− z−1
1 + z−1
(12)
using a different bilinear transform parameter T ′l or each linear ele-
ment to form a discretized admittance yˆl(z−1) so that:
yˆl(z
−1) = yl
(
2
T ′l
1− z−1
1 + z−1
)
and (13)
∂yˆl
∂T ′n
(z−1) =
− 2T ′2l
∂yl
∂s
(
2
T ′
l
1−z−1
1+z−1
)
if l = n,
0 otherwise.
(14)
3. CASE STUDY
3.1. Circuit description
We apply the framework described above to the design of differenti-
ated discretization for the LC ladder section of the Hammond organ
vibrato/chorus effect circuit [29]. The ladder section is a 19-stage
ladder structure terminated by a resistor (see Fig. 1 and component
values in Tab. 1). We focus here on the vibrato setting of the cir-
cuit, so that the resistor Rc can be ignored. In terms of input/output
structure, this circuit feeds the second part of the system, the scan-
ner device, which scans successively various subsets of the taps vm
(m = 1 . . . 19). As such, the scanner section essentially performs
an interpolation between two of the node voltages [29]. As input,
the circuit is driven by the voltage value of the source vin.
3.2. Optimization
Following the circuit description, the relevant circuit variables to
observe and optimize correspond to the 19 node voltages vm (m =
1 . . . 19) indicated in Fig. 1. We thus set the G matrix so that each
of the node voltages is set as one of the output variables o(m) to op-
timize. As described in [29], the transfer function associated with
each of the node voltages in the original system corresponds to a
low-pass filter with a cutoff at roughly 7075 Hz whose passband
contains a complex pattern of ripples. Furthermore, neither the re-
sponse associated with the system discretized using the standard bi-
linear transform nor the one associated with the system discretized
using the parametric bilinear transform for which T ′ was chosen to
match the responses at the cutoff frequency 7075 Hz properly match
the transfer functions in the passband. Differentiated parametric bi-
linear transforms are then optimized using our approach to generate
a system that matches better the different transfer functions.
3.3. Implementation
To perform the optimization, we use an implementation of the cir-
cuit coded in MATLAB 2016b using integral [32] with default
options to perform numerical integration for Eq. (7) and fmincon
[33, 34] to perform the iterative error minimization with the known
analytical gradient expression, the constraints T ′l > 0 for all m and
default options. The sampling frequency is set at 48 kHz. The opti-
mization range is between 20 Hz and 20 kHz roughly matching the
human auditory range. The initial solution for the optimization is
set as the bilinear transform solution T ′l = 20.833 µs for all m.
3.4. Results
We show the differentiated coefficients T ′ obtained optimizing the
L2 and L1 error functions in Tab. 2. They can be compared to the
bilinear transform solution (T ′l = 20.833 µs) and to the paramet-
ric bilinear transform for which the cutoff frequency response is
matched (T ′l = 22.462 µs). The magnitude response corresponding
to the 19 outputs is shown in Fig. 2a (respectively Fig. 2b) for the
L2 (resp. L1) error function along with the original continuous-time
system response. Those figures can be compared to the ones in [29]
that show the responses in the case of the bilinear transform and
the parametric bilinear transform. We show in Fig. 3a (respectively
Fig. 3b) the mean (resp. the maximum) value of |H(m)Ω − Hˆ(m)Ω |
across frequencies for the four approaches. As expected for the bi-
linear transform, the error grows with frequency due to the warping
distortion, with a rather large error on the upper half of the pass-
band. The parametric bilinear transform matches best the response
at the cutoff frequency at the expense of a much larger overall er-
ror in the passband. Finally, we see that both optimized methods
significantly lower and spread the error across the passband, with
the exception of some residual error around the cutoff frequency. In
more detail, the L2 optimization matches more closely the cutoff,
while the L1 optimization lowers more significantly the error across
most of the the passband. We can then select the best approach de-
pending on the desired trade-off for the discretized system.
4. CONCLUSION
In this paper, we presented an extension of the framework presented
in [13], aiming at using differentiated discretization schemes across
the reactances of audio circuits in order for the discretized system to
more closely match the original frequency response. This extension
goes beyond driving point transfer functions, adding the general
case where the output variable depends on an arbitrary combination
of the circuit variables, and where multiple output variables need to
be considered at once, and considering error metrics based on the
L1 and the L2 norms for the optimization. We detailed the process
to express the optimization problem associated with the differen-
tiated discretization parameter selection starting from the Tableau
formulation of the studied circuit. Finally, we validated this frame-
work by successfully improving the discretization of the LC ladder
section of the Hammond organ vibrato/chorus circuit, a complex
audio circuit with wideband frequency response features and 19 si-
multaneous output variables, compared to typical approaches.
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