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Abstract
In this thesis, variable-magnetic-field and variable-pressure Raman spectroscopy is used to
study the magnetically ordered phases of magnetodielectric Mn3O4, as well as the pressure-
induced charge-ordered to superconducting transition in ZrTe3.
In Mn3O4, I examine the differences in magnetic and structural order between two distinct
orthorhombic phases which are descended from the paramagnetic tetragonal phase. These
two orthorhombic phases are nearly degenerate and intrinsically coexist at low temperatures.
I demonstrate that magnetic fields directed along the secondary and tertiary tetragonal
directions stabilize the first and second orthorhombic phases, respectively, and compare
these results to magnetic-field-induced changes in the bulk dielectric response. These are
the first spectroscopic measurements of untwinned crystals of Mn3O4, which were grown
directly into the tetragonally distorted spinel phase, thereby avoiding twinning associated
with the high-temperature Jahn-Teller distortion. For comparison, I present measurements
of Mn3O4 under pressure, as well as measurements of twinned Mn3O4, to show how strain can
dramatically affect the orthorhombic phase coexistence. Strain may provide a novel method
of tuning the bulk behavior of materials like Mn3O4 that display nanoscale inhomogeneity.
In ZrTe3, I observe enormous increases in select phonon lifetimes concomitant with charge
density wave (CDW) formation, which indicates that these phonons are strongly coupled to
regions of the Fermi surface that are gapped by the CDW. These strongly-coupled phonons
involve internal vibrations of ZrTe3 prismatic rods. Applying pressure progressively removes
spectral weight from peaks that represent the strongly coupled internal vibrations as the
system approaches the CDW-to-superconducting transition at P = 50 kbar. I argue that
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this reduction in spectral weight indicates a loss of long-range order within the ZrTe3 rods,
specifically among intrarod Zr-Te bonds. Together, these results suggest that the pressure-
induced suppression of CDW order in ZrTe3 is driven by crystallographic disorder.
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Chapter 1
Introduction
This thesis presents self-contained studies of two different materials: magnetic dielectric
Mn3O4 (Chapter 4), and low-dimensional metal ZrTe3 (Chapter 5). Sufficient introductory
material is included in these chapters that they may be read on their own, in any order;
however, it is worth pausing to consider the broader context of these studies.
Mn3O4 belongs to a class of manganese oxides whose bulk properties are ‘tunable’ using
an external perturbation such as a magnetic field. Celebrated examples of this class include
hexagonal and orthorhombic RMnO3 (R = rare earth), where a magnetic field can control
the ferroelectric polarization of the crystal [1, 2], as well as hole-doped R1−xAxMnO3 (A =
alkaline earth), where a magnetic field can change the resistivity of the crystal by orders of
magnitude [3]. The ability to control, e.g., resistivity with a magnetic field is surprising;
the magnetism of a transition-metal ion like manganese typically arises from the spin of
its electrons, and a connection to the charge degrees of freedom isn’t necessarily obvious.
In these tunable manganese oxides, however, the spin and charge (and orbital and lattice)
degrees of freedom are strongly coupled, due in large part to how the highly anisotropic
manganese electrons interact with their surroundings.
Strongly correlated materials have complex phase diagrams, which often exhibit multiple
phases in close proximity [4]. A common feature of the tunable manganese oxides is nanoscale
inhomogeneity that results from competition between such nearly degenerate phases [5]. It
is this near-degeneracy that allows even weak perturbations to effect macroscopic changes
in these materials, but determining the concrete mechanisms that connect nearly degenerate
phases and tunable behavior has been one of the key challenges of condensed matter physics
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in recent years.
In the case of Mn3O4, a magnetic field produces anisotropic changes in the dielectric
response of the crystal [6]. Magnetic order in Mn3O4 is ‘frustrated’ by a lattice geometry that
admits many nearly-degenerate spin arrangements, and nanoscale inhomogeneity has been
directly observed in this material [7]. In order to elucidate the mechanism through which a
magnetic field tunes the bulk dielectric response, Chapter 4 presents a variable-magnetic-field
study of the competing phases of Mn3O4. In particular, I examine the magnetostructural
order of each phase, how the phase mixture depends on magnetic-field orientation, and what
parameters govern the intrinsic phase coexistence.
ZrTe3 belongs to the family of transition-metal chalcogenides (TMCs) MX2 and MX3
(M = transition metal, X = S, Se, Te) that adopt layered structures. Charge transport
in these materials is highly anisotropic, i.e., is quasi one- or two-dimensional [8]. The low-
dimensional character of layered TMCs makes them susceptible to the spontaneous formation
of charge density waves (CDWs), coupled periodic distortions of the charge density and
underlying lattice. CDWs have been extensively studied [9,10] since their first experimental
observation in the 1970s [11,12], although the origin of CDWs is still a matter of debate [13].
Interest in layered TMCs experienced a revival when it was discovered [14] that inter-
calation of metal atoms between layers can originate superconductivity in these materials.
Superconducting order appears to compete with CDW order [15]; for example, the level of
doping x that maximizes Tc in CuxTiSe2 and CuxTaS2 is approximately the same level of
doping that suppresses the CDWs in these dichalcogenides [14, 16]. Broadly speaking, the
situation in these intercalated TMCs, where the superconducting phase emerges from the
CDW phase, is the same as the situation in another famous layered family—the high-Tc cop-
per oxides, where a superconducting phase is found at finite doping in close proximity to a
charge-ordered phase [17]. This similarity has prompted enormous interest in understanding
how CDWs ‘melt’ in layered TMCs.
Intercalating metal atoms between the layers of TMCs tends to expand the crystal along
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the stacking direction, i.e., acts as a negative pressure. Alternatively, positive pressure can
be directly applied to undoped TMCs. The ability of pressure to mediate the competition
between CDW and superconducting order in layered TMCs is well established [18] and
pressure, like intercalation, can even induce superconductivity [19].
ZrTe3 is a quasi-two-dimensional metal that exhibits CDW order [20–22]. Under 5× 104
atmospheres of pressure, the CDW melts and ZrTe3 becomes superconducting [23]. In order
to determine the proximate cause of this melting, Chapter 5 presents a variable-pressure
study of ZrTe3. In particular, I examine pressure-induced changes in the lattice of ZrTe3
that precede the CDW-to-superconducting transition.
The principal experimental technique employed in these studies is Raman spectroscopy,
where visible light is scattered inelastically from a crystal in order to study the collective
excitations of that crystal. An overview of Raman spectroscopy, including basic theory and
analysis, is presented in Chapter 2. Practical experimental details are covered in Chapter 3.
3
Chapter 2
Theory
2.1 Raman scattering
2.1.1 Historical background
Inelastic visible light scattering was first predicted in the 1920s by Brillouin [24], Mandel-
stam [25], and Smekal [26]. Shortly thereafter, the effect was observed concurrently in a
solid by Landsberg and Mandelstam [27], and in a variety of liquids and gases by Krishnan
and Raman [28]. Somewhat controversially, Raman alone received the 1930 Noble Prize in
Physics ‘for his work on the scattering of light and for the discovery of the effect named after
him.’
Raman’s original experimental setup used focused sunlight as an excitation source and
Krishnan’s eye as a detector. Incident light was passed through a blue-violet filter, and
scattered light was observed through a complementary yellow-green filter to remove the
elastic component. The appearance of a faint, polarized signal proved the existence of a new
type of visible light scattering [28].
Raman presented his first quantitative results in an address to the South Indian Science
Association in 1928 [29]. His recorded spectra of scattered mercury-lamp light displayed
new lines of ‘degraded’ (reduced) frequency, and Raman attributed the size of the frequency
shift to ‘a quantum of absorption by the molecule.’ He noted that a molecule ‘might also
be capable of adding a quantum of its own characteristic frequency,’ in which case a line at
increased frequency would be expected, although his data were inconclusive on this point.
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Figure 2.1: Fraction of total publications with topic ‘Raman’. Data from Web of Science.
It seems that Raman, who was searching for an optical analog of inelastic xray (Comp-
ton) scattering, was unaware of, e.g., Smekal’s prediction of the phenomenon he had just
observed [30]. In any case, Raman noted that measuring this new radiation presented ‘a
new pathway of research into molecular spectra’. Three years later, Mandelstam reiterated
this key point more poetically:
Here we have nothing else than the modulation of an incident wave by the natural
oscillations of a molecule and of molecular aggregates. It is clear then that, like
the spectrum of a telephone transmitter carries all our talk, the spectrum of
scattered light carries what a molecule speaks about itself. By studying this
spectrum you study the structure of a molecule [31].
The first solid to ‘speak’ in this manner was quartz [27], followed by other optically
transparent crystals such as topaz [32] and diamond [33] due to their large scattering volumes.
Studies of opaque materials had to wait until the arrival of the laser as an excitation source
in the 1960s, at which point the field experienced a resurgence (see Fig. 2.1).
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Figure 2.2: A schematic Raman spectrum with three doublets.
2.1.2 Kinematics
A schematic Raman spectrum is depicted in Fig. 2.2. It consists of an intense elastic
(Rayleigh) line at the frequency of the incident light ωI , as well as weaker, inelastic (Raman)
doublets distributed symmetrically about the elastic line. Following fluorescence nomencla-
ture [34], lines from scattered light with ωS < ωI are referred to as Stokes lines, while lines
with ωs > ωI are referred to as anti-Stokes lines.
The fundamental measurement made from such a spectrum is the difference ω between
scattered photon frequency ωS and incident photon frequency ωI ,
ω =

ωI − ωS Stokes
ωS − ωI anti-Stokes
. (2.1)
For a Stokes (anti-Stokes) process, each scattered photon represents a gain (loss) of energy
~ω by the material. Typical ω measured are 1011 < ω/2pi < 1014 s−1 (3 < ν˜ < 3000 cm−1,
1 < ~ω < 400 meV), i.e., from far- to mid-infrared frequencies [35]. Excitations in this
energy range considered here include optical phonons, optical magnons, and intraband and
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low-lying interband transitions of conduction electrons.
The majority of scattering considered in this thesis is first-order Raman scattering, i.e.,
scattering from a single excitation. Higher-order scattering is also possible, and ~ω then
approximately corresponds to a linear combination of the excitation energies, allowing for
potential coupling between the excitations.
The momenta transferred to or removed from the crystal q = |kI − kS| during Raman
scattering events are small relative to a reciprocal lattice vector K. If the incident photon has
wavelength λI = 600 nm within a crystal of period a = 3 A˚, and if the photon is backscattered
so that q ≈ 2kI , then q/K = 10−3. For this reason, first-order Raman scattering probes the
dispersion of collective modes only in the immediate vicinity of q ≈ 0, i.e., excitations of
infinitely long wavelength.
Higher-order Raman scattering, on the other hand, allows for the excitation of modes
throughout the Brillouin zone, so long as the crystal momenta of the excitations sum to
approximately zero. As a consequence, the particular momenta probed in a given scattering
event are heavily weighted by the combined density of states [36], which is dominated by
modes near the Brillouin zone boundary since the density of wave vectors is N(k) ∝ k2 in
three dimensions. Higher-order scattering appears in a spectrum as a much broader band
than the sharp lines in Fig. 2.2, with structure that reflects the relevant dispersion relations.
Scattering from q ≈ 0 electronic transitions is possible, in principle, wherever energeti-
cally allowed in the Brillouin zone [37].
2.1.3 Scattering process
In the Raman process, incident light is scattered inelastically from excitations that modulate
the electric susceptibility of a crystal.
In the absence of excitations, monochromatic incident light
Ej(t) = Eje−iωI t + Ej∗eiωI t (2.2)
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will induce a polarization
P i(t) = ε0χ
ij(ωI)E
j(t) (2.3)
that is the source of elastically scattered light.
Now consider an excitation of the crystal with amplitude
A(t) =
∫
A(ω)e−iωt + A(−ω)eiωt dω . (2.4)
A(t) might represent, say, the displacement of atoms from their equilibrium positions. For
convenience, I omit any position dependence; as discussed in Sec. 2.1.2, we are primarily
concerned with excitations of infinitely long wavelength. The macroscopic effect of this
excitation is to modulate the electric susceptibility of the crystal. To first order in A,
P i(t) = ε0χ
ij(ωI)E
j(t)
+ ε0
∫
χij(ωI , ω)A(ω)E
je−i(ωI+ω)t dω
+ ε0
∫
χij(ωI ,−ω)A(−ω)Eje−i(ωI−ω)t dω ,
(2.5)
where χ(ωI , ω) is a second-order susceptibility that describes how the component of the
fluctuation oscillating at ω modulates the response to an electric field oscillating at ωI . The
polarization now has additional frequency components at ωS = ωI ± ω
P i(ωS) = ε0χ
ij(ωI ,±ω)A(±ω)Ej (2.6)
that are the sources of inelastically scattered light.
The spectral differential cross section for inelastic light scattering is [38]
d2σ
dΩ dωS
∝ ωIω
3
SV
(4piε0)2c4Ej∗Ej
〈
ˆiSP
i∗(ωS)ˆ
j
SP
j(ωS)
〉
, (2.7)
where V is the scattering volume, ˆS is the polarization of the scattered light, and 〈· · ·〉
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is an average over the thermal-equilibrium distribution, i.e., the power spectrum of the
polarization fluctuations. Using Eq. (2.6), the spectral differential cross section becomes
d2σ
dΩ dωS
∝ ωIω
3
SV
(4piε0)2c4
∣∣ε0ˆiSχij(ωI ,±ω)ˆjI∣∣2 〈A(ω)A(−ω)〉 , (2.8)
where ˆI is the polarization of the incident light.
The power spectrum of the excitation A(t) is related to the imaginary (dissipative) part
of its response function G(ω) through a thermal factor. This is the content of the famous
fluctuation-dissipation theorem [39]
〈A(ω)A(−ω)〉 = ~
pi
ImG(ω)×

n(ω) anti-Stokes
n(ω) + 1 Stokes
, (2.9)
where
n(ω) =
1
exp{~ω/(kBT )} − 1 . (2.10)
Say A(t) represents the amplitude of a particular normal mode with frequency ω0. We can
introduce a damping term ΓA˙(t) into the equation of motion for this mode in order to model
interactions with other modes, i.e., anharmonic effects, and the response function is then
[40]
G(ω) =
1
ω20 − ω2 − iωΓ
, (2.11)
where Γ is the damping strength. Combining Eqs. (2.8), (2.9), and (2.11) yields the spectral
differential cross section for ωS ≈ ωI ± ω0,
d2σ
dΩ dωS
∝ ~ωIω
3
SV
c4ω0
∣∣ˆiSχij(ωI ,±ω0)ˆjI∣∣2× Γ/2(ω − ω0)2 + (Γ/2)2×

n(ω0) anti-Stokes
n(ω0) + 1 Stokes
,
(2.12)
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where I have assumed that Γ ω0, i.e., that the damping is weak.
The differential cross section in Eq. (2.12) captures the essential considerations of a
Raman experiment. Perusing the expression from left to right:
1. When incident light of frequency ωI impinges on a crystal and illuminates a sample
volume V , the overall intensity of the Raman lines scales approximately as ω4IV .
2. The incident light interacts with the electrons in the crystal, whose macroscopic re-
sponse at ωI is described by the susceptibility χ
ij(ωI). If an excitation of the crystal
at ω0 modulates this susceptibility, the second-order susceptibility will be nonzero and
Raman lines may appear at ωI ± ω0.
3. The symmetry of the excitation is reflected in χij(ωI ,±ω0), and in general requires
certain elements of the tensor to vanish. Choosing the scattered and incident polar-
izations ˆS, ˆI experimentally selects particular elements of the χ
ij(ωI ,±ω0), i.e., acts
as a symmetry filter for excitations that contribute to the scattering. This powerful
technique is the subject of Sec. 2.2.2.
4. The intrinsic frequency profile of a mode is typically Lorentzian, with the linewidth
Γ indicating how long the mode ‘rings’ before its energy is redistributed to other
modes through interactions. The observed linewidth also includes contributions from
inhomogeneity and the experimental resolution of the apparatus, e.g., from diffraction
effects.
5. As a practical matter, since n(ω) vanishes as T → 0 for finite ω, the Stokes (loss)
spectrum is typically measured in low-temperature experiments.
2.2 Symmetry considerations
Typically, we are given an atomic or magnetic structure that is invariant under a set of spatial
symmetry operations, but we are ignorant of the interaction strengths between constitutents.
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Without ever solving an eigenvalue problem, however, we are able to determine:
1. Required degeneracies among the normal modes of the system, i.e., the block structure
of the eigenvalue problem.
2. A limited microscopic description of the eigenmodes.
3. Allowed modes in the Raman scattering process, and how to isolate them experimen-
tally.
The purpose of this section is to outline the machinery that will be used repeatedly to
determine these items.
2.2.1 Point group analysis
A matrix representation of a group is simply a set of matrices which obey the group multi-
plication table. If the matrices are simultaneously block diagonalizable, the representation is
referred to as reducible. For the groups we will work with, there are at most 10 distinct (not
connected by a unitary transformation) irreducible representations, the characters (traces)
of which are tabulated in standard references.
We consider here groups composed of spatial symmetry operations Oˆi that commute
with a Hamiltonian Hˆ. We could obtain a (reducible) representation of the Oˆi by projecting
them onto the eigenbasis of Hˆ. The Oˆi would all share the same block form as Hˆ in this
basis, with each degenerate subspace forming an irreducible representation of the Oˆi,
Hˆ 7→

ω1
ω2
ω2
. . .

Oˆi 7→

Γ1
Γ2
. . .

. (2.13)
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Even though we don’t know the eigenbasis of Hˆ, we can easily determine the block structure
of the Oˆi, i.e., we can find the symmetries and degeneracies of the normal modes.
We wish to work with a single unit cell, so we begin by factoring out translation operations
from the space group of the crystal. For a nonsymmorphic group, this factorization depends
in general on the symmetry of the excitation wavevector q. However, for first-order Raman
scattering at q ≈ 0, i.e., for excitations with all unit cells in phase, it is sufficient to set
all fractional translations contained in screw and glide operations equal to zero [41]. For
example, the space groups of Mn3O4 and ZrTe3 are I41/amd and P21/m, and the factor
groups we consider are isomorphic to the point groups 4/mmm and 2/m, respectively. (In
these cases, the motifs happen to be of sufficiently high symmetry that the point groups are
identical to those of the underlying centered-tetragonal and primitive-monoclinic Bravais
lattices.)
We next consider the decomposition of the reducible representation of the point group
in an appropriate basis. To describe a zone-center vibration, for example, we must specify
three displacements xi for each of the N atoms in the unit cell, and the representation will
be 3N dimensional. However, the xi are with respect to atomic sites whose local symmetry
is, in general, only a subgroup of the crystallographic point group. Site symmetries of
crystallographic orbits (symmetry-equivalent atomic sites) are tabulated in Volume A of the
International Crystallography Tables [42].
To account for differences between local and crystal symmetries, the easiest strategy [43]
is to first decompose the reducible representations of each local point group obtained in the xi
into irreducible representations, and then correlate these representations with irreducible rep-
resentations of the crystallographic point group. For example, Mn3O4 contains two formula
units in the primitive unit cell, or four formula units in the conventional, internally-centered
cell. The occupied crystallographic orbits are found in the diffraction literature [44,45], and
the relevant site symmetries are tabulated in Table 2.1.
The local symmetry of the Mn2+ ions is 4¯2m, and by consulting the character table
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Atom Multiplicity Site Symmetry
Mn2+ 4 4¯m2
Mn3+ 8 .2/m.
O 16 .m.
Table 2.1: Mn3O4 (space group I41/amd) oriented site symmetries.
E C2 2S4 2C
′
2 2σd
4¯2m
A1 1 1 1 1 1
A2 1 1 1 -1 -1
B1 1 1 -1 1 -1
B2 1 1 -1 -1 1
E 2 -2 0 0 0
E C2 2iC4 2C
′′
2 2iC
′
2
4/mmm
A1g 1 1 1 1 1
B2u 1 1 1 1 1
A2g 1 1 1 -1 -1
B1u 1 1 1 -1 -1
B2g 1 1 -1 1 -1
A1u 1 1 -1 1 -1
B1g 1 1 -1 -1 1
A2u 1 1 -1 -1 1
Eg 2 -2 0 0 0
Eu 2 -2 0 0 0
Table 2.2: Character table for group 4¯2m (top) and partial character table for group 4/mmm
(bottom).
for this point group we find the representation in the xi decomposes into B2 + E. These
representations are reducible in the larger crystallographic point group, and we begin by
writing a partial character table for 4/mmm. The operations contained in the subgroup
4¯2m are E, C2, S4 = iC
−1
4 , C
′
2, and σd. The equivalent operations in the parent group
are obvious for the first three operations, but the last two are ambiguous. In the parent
group, both the secondary 〈100〉 and tertiary 〈110〉 axes have both twofold symmetry and
mirror symmetry. In the local group, on the other hand, all we know is that one set of axes
preserves the twofold symmetry, while the other set preserves the mirror symmetry.
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Atom Decomposition
Mn2+ B1g + Eg + A2u + Eu
Mn3+ A1u + 2A2u +B1u + 2B2u + 3Eu
O 2A1g + A2g + 2B1g +B2g + 3Eg + A1u + 2A2u +B1u + 2B2u + 3Eu
Table 2.3: Block structure of Mn3O4 phonons labeled by irreducible representations of the
4/mmm point group.
Fortunately, the symmetries listed in Table 2.1 are oriented site symmetries, where the
first, second, and third symbols denote symmetry operations about the primary, secondary,
and tertiary axes, respectively (a dot indicates a lack of symmetry about the relevant axis).
In this case, then, we have the correspondences C
′
2 7→ C ′′2 and σd 7→ iC ′2, and the partial
character table is tabulated in Table 2.2. By comparing characters, we can read off the
decompositions B2 7→ B1g+A2u and E 7→ Eg+Eu. Note that this piece of the representation
is six-dimensional, as we expect for the two Mn2+ ions in the primitive cell. We can repeat
this procedure for the remaining orbits to determine the complete block structure, which is
tabulated for future reference in Table 2.3.
2.2.2 Selection rules
We have already accomplished a limited description of the microscopics. For example, from
Table 2.3 we can see that the A1g vibrations, which preserve the symmetry of the lattice,
only involve linear combinations of the xi which describe displacements of the O atoms.
Furthermore, by consulting the full 4/mmm character table, we find that in the full point
group of the crystal, xi transform as A2u + Eu. These irreducible representations appear
in the decomposition of each crystallographic orbit because these three degrees of freedom
represent the zero-energy, uniform translations of the crystal, which necessarily involve all
of the atoms.
In general, only some of the normal modes will be ‘Raman active’, i.e., will contribute
to the scattering cross section in Eq. (2.12). The Raman perturbation is proportional to
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χij(ωI ,−ω), a 3× 3 matrix. The vector space of 3× 3 matrices is nine-dimensional, and we
can decompose the reducible representation of a point group in this basis in the same fashion
as we did for the normal coordinates. For example, in the Mn3O4 point group 4/mmm, we
find the decomposition 2A1g + A2g + B1g + B2g + 2Eg, and a basis that block diagonalizes
the representation is
∣∣∣A(1)1g 〉 =

a
a
 ,
∣∣∣A(2)1g 〉 =

b
 ,
|A2g〉 =

c
−c
 ,
|B1g〉 =

d
−d
 ,
|B2g〉 =

e
e
 ,
∣∣E(1,1)g 〉 , ∣∣E(1,2)g 〉 =

f
f
 ,
 f
f
 ,
∣∣E(2,1)g 〉 , ∣∣E(2,2)g 〉 =

g
−g
 ,
 g
−g
 . (2.14)
Let Γω denote the representation obtained from χ
ij(ωI ,−ω). The Raman perturbation
connects a state that transforms as Γi with a state that transforms as Γf , and we have the
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selection rule [46–48]
Γf ⊗ Γω ⊗ Γi ⊃ Γ1 , (2.15)
i.e., the decomposition of the direct product on the left side must contain the irreducible
representation that transforms as a scalar. When scattering from collective excitations at
low temperature, we typically begin in the ground state with Γi = Γ1, so in this case the
selection rule reduces to
Γf = Γω . (2.16)
Equation 2.16 represents the essential Raman selection rule: A mode must transform
as one of the irreducible representations contained in the nine-dimensional representation
discussed above. Note that in centrosymmetric crystals, i.e., crystals that possess inver-
sion symmetry, xi are necessarily odd under inversion, while quadratic xixj are even under
inversion. An important consequence is that infrared absorption (proportional to a spon-
taneous dipole, xi) and Raman scattering (proportional to the second-order susceptibility,
xixj) examine mutually exclusive modes of centrosymmetric crystals.
Selecting a χij(ωI ,−ω) that transforms as a particular irreducible representation restricts
the allowed excitations to that particular block of normal modes. As can been seen from
Eq. (2.14), many elements of any particular eigenvector are required to vanish. This allows
us to use the polarization vectors ˆiS, ˆ
j
I in Eq. (2.12) to select only those χ
ij(ωI ,−ω) that
transform as a particular irreducible representation. For example, if we wished to scatter
from only the completely symmetric (A1g) vibration of the O atoms in Mn3O4, we could
choose ˆS = ˆI = cˆ = zˆ.
Polarization analysis is the principal method for assigning observed Raman lines to par-
ticular normal modes or, more generally, for determining what symmetries are present in a
particular phase of the crystal. Polarization-resolved Raman experiments provide a sensitive
probe of symmetry changes that may be unresolvable in diffraction experiments.
Finally, note that a bit of caution is needed if consulting tabulated Raman matrices.
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The relationship between the xi that the matrices and polarizations are expressed in and
the symmetry axes of the point group is a matter of convention, e.g., the principal axis is
taken to lie along zˆ. However, another relationship may prove more convenient, especially
when considering phase transitions between different symmetries where the xi employed in
the first phase may no longer lie along high-symmetry directions in the second phase. In
such a case, the tabulated matrices must be rotated using the transformation that carries
the conventional basis into the chosen one.
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Chapter 3
Experiment
The experimental configuration of a Raman experiment includes those elements common
to most scattering experiments; namely, an excitation source, beam-steering and signal-
collection optics, and a frequency-resolved detection system. The weak intensity of the
Raman signal relative to the elastic scattering, i.e., 10−12 < IRaman/IRayleigh < 10−6 [49, 50],
represents a difficult hurdle to be cleared by the frequency-analyzer, in this case a diffraction-
grating spectrometer. On the other hand, since the momentum transfer is limited to q ≈ 0,
we are free to adopt a largely fixed scattering geometry.
A schematic of the experimental configuration used in this work is presented in Fig. 3.1.
Polarized light is focused onto a sample, which is mounted inside an optical cryostat within
the bore of a superconducting magnet. For variable-pressure studies, the sample is mounted
between the opposed anvils of a diamond-anvil cell (DAC, see Fig. 3.4). Backscattered light
of a chosen polarization is collected and passed through a triple-stage spectrometer which
removes the elastic component and disperses the Raman signal onto a charge-coupled device
(CCD) for counting. The individual components of the configuration are discussed in greater
detail in the following sections.
3.1 Excitation source
Laser light has been the standard excitation source for Raman experiments since the 1960s,
since it is monochromatic, intense, and well collimated. The laser used for this work is a
continuous-wave, Kr1+-gas laser, operating in single-line mode at the 647.1 nm 5p to 5s
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Figure 3.1: Raman-scattering configuration used in this work. Abbreviated labels are (BF)
bandpass filter, (PM) prism monochromator, (P) polarizing cube, (M) grating monochro-
mator. A star indicates the sample position.
transition [51]. Red light has two principal advantages over shorter wavelengths. The first
is better energy resolution δν˜, which is related to the spectral resolution by
δν˜ ∝ δλ
λ2
=
1
λ
(
λ
δλ
)−1
. (3.1)
The term λ/δλ is the resolving power of the spectrometer, and is considered further in
Sec. 3.3. The principal wavelength dependence is contained in the 1/λ term, which is smallest
(best) at long wavelengths.
The second advantage of a red excitation source is that its lower energy is less likely to
generate fluorescence from the material studied. If the incident light is energetic enough to
excite real electronic transitions that later decay and emit light, such flourescence will pollute
the Raman signal. Flourescence lines are easily identified in a loss spectrum—since their
energies are fixed, their position will vary with the excitation energy. However, fluorescence
will generally overwhelm the weak Raman signal. Diamond, for example, which is used as
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an anvil material in this work, has strong green fluorescence [52], which is avoided by using
red light as an excitation source.
To block nonlasing lines, the laser light is passed through a holographic, 2.5 nm band-
width filter BF centered at 647.1 nm, as well as a prism monochromator PM.
3.2 Optics
The first optics encountered by the beam allow for the selection of an arbitrary incident
polarization ˆI , which is required for symmetry analysis as described in Sec. 2.2.2. Since the
plasma tube of the laser is capped by quartz Brewster windows, the emitted light is linearly
polarized. A half-wave plate is used to rotate ˆI to the desired orientation. To remove any
leakage polarization, the beam is passed through a polarizing cube beamsplitter P1 which
has a reflectance R > 0.99 for s-polarization. If circularly polarized light is required, a
quarter-wave plate is introduced into the beam path at this point.
As the momentum transfer is typically inconsequential in a Raman scattering experiment,
scattering geometries vary for practical reasons. To minimize reflectance, for example, the
incident light can be introduced at a pseudo-Brewster angle (typically near grazing incidence)
[53]. On the other hand, to best align the polarization of the incident light with high-
symmetry directions within the crystal, i.e., to reduce polarization leakage, the incident light
can be introduced along the surface normal. To reduce the amount of elastically scattered
light that must be filtered, a separate lens is often used to collect the Raman signal at an
angle far removed from the path of specular reflections.
In the present case, the scattering geometry is dictated by the sample space apparatus.
The sample is mounted within the bore of a superconducting magnet (see Sec. 3.5), which
necessitates a backscattering configuration where the same lens is used to focus the incident
light and collect the scattered light. A low f-number lens L1 is mounted within the bore
of the magnet to maximize the amount of scattered light collected. A mirror directs the
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laser beam onto L1 as far removed from the principal axis in −Yˆ as possible, so that the
mirror occludes as little of the collimated signal as possible. This also allows any specularly
reflected light to be removed with a block that occludes as little of the collimated signal as
possible (see Fig. 3.3). The focused laser beam has a diameter of approximately 50 µm.
As the incident beam is moved away from the principal axis of L1, the wavevector of
the light begins to diverge from normal incidence. As a result, in the crystallographic basis,
ˆI begins to pick up undesired components, frustrating symmetry analysis. Fortunately,
since the laser is only off-axis in Yˆ, only this component of ˆI ‘leaks’ into Zˆ. Moreover, the
relatively large refractive indices of the materials considered here [54,55] lead to wavevectors
inside the crystal that are better aligned with the surface normal.
To select the polarization of the scattered light ˆS, which is also required for symmetry
analysis, the collimated signal is passed through a large-aperture polarizing cube beamsplit-
ter P2. Note that filtering the light while it is converging or diverging would again lead to
polarization leakages.
In general, we need only control ˆS relative to ˆI . Due to the blaze of the spectrom-
eter diffraction gratings, the throughput of the spectrometer is enormously enhanced for
p-polarization, i.e., ˆS = Xˆ. Accordingly, the plane of incidence of P2 is matched to the
grating plane of incidence, and we rely on the incident-beam optics to vary ˆI relative to ˆS.
This compromise is not entirely satisfactory, as it can increase the number of orientations
the sample must be mounted in to complete a symmetry analysis. The future inclusion of a
large-aperture, half-wave plate after P2 would likely prove a useful addition.
With ˆS selected, the scattered light is ready to be focused onto the entrance slit of the
spectrometer, which is composed of three monochromators in series. The f-number of the
first monochromator is 5.3, and a matched 40 mm lens L2 is used to focus the scattered light
so that the entire grating is illuminated.
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3.3 Spectrometer
All of the excitations studied here are relatively low-energy, and many lie even within ν˜ <
100 cm−1 of the Rayleigh line. The spectrometer must therefore strongly reduce stray elastic
light while maintaining a large throughput in deference to the weak Raman signal, as well
as high resolution.
As mentioned, the spectrometer is composed of three monochromators in series. Two
identical f = 300 mm Czerny-Turner monochromators in crossed configuration [56] are used
in subtractive geometry (mirrored relative to each other) to define a spectral bandpass and
reject stray light. A slit between the two subtractive monochromators defines the width
of the bandpass. The resulting nondispersed bandpass is sent to a third, f = 660 mm
Czerny-Turner monochromator in normal configuration acting as a spectrograph, i.e., with
its exit slit replaced by a CCD array detector. The energy resolution of the instrument
δν˜ = 1.7 cm−1 is determined by this spectrograph.
Large gratings (50× 50 mm and 110× 110 mm for the subtractive and diffractive stages,
respectively) are used to maximize the light-gathering power of the monochromators (f-
numbers 5.3 and 5.8, respectively). Moreover, the gratings are blazed for 450 < λ < 850 nm
light to further increase throughput. To maximize resolution, high-density (period d =
1/1800 mm) gratings were used for all experiments. Further details of the monochromators
are discussed below.
A typical Czerny-Turner monochromator is shown in Fig. 3.2. Broadband signal is passed
through the entrance slit, which defines a point source. A mirror of appropriate focal length
f then collimates this light and illuminates a diffraction grating.
The grating equation which determines the geometric path of a given wavelength λ is
λ =
d
m
(sin θI − sin θS) , (3.2)
where d is the period of the grating and m is the diffraction order. This is Bragg’s condition
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Figure 3.2: Czerny-Turner monochromator in crossed configuration. Here, off-axis
paraboloidal mirrors are used for focusing.
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for elastic scattering from a one-dimensional lattice. The grating normal is rotated by a lead
screw, allowing different λ to fall on a second mirror, also with focal length f , which focuses
the diffracted light onto the exit slit.
The ideal behavior of a monochromator is to send a particular λ to a slit at a particular
θS (for the final spectrograph, a narrow region of the array detector takes the place of the
exit slit), with the dispersion of the light controlled by m/d. Two fundamental problems
that lead to nonideal behavior are
1. The grating is not infinitely large, therefore its spatial frequency is not perfectly de-
fined.
2. The slit-width cannot be infinitesimally small.
In the Fraunhofer (far-field) limit, which we achieve at the focal plane of the second
mirror, the intensity of a given order m is
I(q) ∝
∣∣∣∣∣
∫ L/2
−L/2
dx eiqxe−i(2pim/d)x
∣∣∣∣∣
2
∝
∣∣∣∣sin[(q − 2pim/d)L/2]q − 2pim/d
∣∣∣∣2 , (3.3)
where
q =
2pi
λ
(sin θI − sin θS) (3.4)
is the momentum transfer parallel to the grating and L is the grating length. Rather than
a delta function at q = 2pim/d, the finite L leads to a spread in momentum δq = 2pi/L.
Therefore, even for a perfect slit at exactly θS, we admit a spectral range δλ, which is
determined by Eq. (3.4)
|δλ| = 2pi
q2
(sin θI − sin θS)δq = d
m
λ
L
. (3.5)
For a perfect grating, i.e., where d is perfectly uniform, this is typically not a limiting
factor. For example, we find the dimensionless ratio δλ/λ ≈ 10−5 for the gratings used
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here in first order. Of course, this ratio—the reciprocal of the resolving power—can grow
enormously if d is nonuniform, i.e., if the grating is of poor quality. Nonrandom errors in d
contribute new spatial frequencies to the transform in Eq. (3.3), while random errors lead
to additional white noise.
To ensure the uniformity of d, one option is to use holographic gratings whose lines are
etched, rather than ruled, using a mask created by an interference pattern. Such gratings can
achieve theoretically optimal resolving powers, but their groove profile is typically sinusoidal.
Due to the low intensity of the Raman signal, the throughput of the spectrometer is of
paramount concern and we instead require gratings whose grooves have been mechanically
blazed in order to diffract a majority of the incident light into a specific order. The three
gratings used here are high-quality replica gratings blazed for m = 1.
More typically, the geometry of the experiment limits the resolution. If we hold θI fixed
in Eq. 3.2, we find the angular dispersion to be
|δλ| = d
m
cos θSδθS . (3.6)
The spectrograph is coupled to a CCD array with w = 20 µm pixels, and it requires
at least three pixels to resolve a peak. In first order, with δθS = 3w/f , we find that
δλ ≈ 0.06 nm. The actual resolution, measured using a resolution-limited line from a Xe
gas lamp, is slightly worse at δλ = 0.07 nm, for a reciprocal resolving power δλ/λ ≈ 10−4.
If we convert the resolution to an energy, we find the previously quoted δν˜ = 1.7 cm−1.
3.4 Data aquisition
Photon counting is accomplished with a commercial package from Princeton Instruments
that includes a CCD detector, analog-to-digital converter, and control software.
A CCD is composed of photoactive Si that is capped by an insulating layer of SiO2. An
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array of conducting electrodes, in turn, is deposited atop the SiO2 in order to form an array
of metal-oxide-semiconductor capacitors. When the Si layer of a particular capacitor is illu-
minated by sufficiently energetic light, e.g., visible light, that capacitor accumulates a charge
proportional to the number of photons incident on that capacitor. This proportionality is
typically referred to as the quantum efficiency of the CCD, and for visible light is ideally
unity. Once an exposure is complete, the charge accumulated in each individual capacitor
is read out by sequentially biasing the electrodes in the manner of a shift register.
When used in a spectrograph, important considerations include the array dimensions,
quantum efficiency, and dark current of the CCD.
Since the diffracted signal is dispersed only in Xˆ, pixel counts are binned along Yˆ and
only serve to increase signal sensitivity. For a given number of pixels (re: cost), it is therefore
most efficient to select a rectangular array, and the imaging array of the CCD used here is
1340× 400 pixels. The size of the pixels, in this case 20× 20 µm, governs the resolution of
the spectrograph, as discussed in Sec. 3.3.
The quantum efficiency of the CCD is limited in large part by the reflectivity of Si. How-
ever, using an antireflective coating is not particularly effective due to the various refractive
indices of the metal, SiO2, and Si layers. A more expensive option, chosen here, is to remove
the substrate that the Si layer was grown on and to illuminate the CCD from the ‘back’,
i.e., illuminate the Si layer directly, which can then be coated with an antireflective layer.
The resultant quantum efficiency for this CCD is 88± 3% at 647.1 nm.
Dark current refers to charge that is generated from non-photonic processes in the CCD.
This noise can be essentially eliminated [57] by cooling the CCD with liquid N2. Accordingly,
data were collected while holding the detector temperature T < −100 ◦C.
Illumination of the CCD is controlled by a camera shutter. Exposure times varied from
5 to 20 minutes in order to achieve sufficient counting statistics, and as a result, any given
exposure typically included at least one cosmic-ray event, i.e., a huge accumulation of charge
in a small number of pixels due to a cosmic ray interacting with the Si. Such events can be
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removed through either spatial averaging (applying a smoothing filter) or temporal averaging
(averaging multiple exposures). Spatial averaging proved too destructive to some of the
narrow lines measured, so all spectra reported here are the average of two or more exposures
taken sequentially, unless otherwise noted.
For a given spectral range, resolution-limited excitation lines of Xe and Ne gas discharge
lamps at known wavelengths are used to determine the pixel-to-λ calibration of the CCD.
The energy shift of a particular Raman line is then determined by
ν˜Raman = λ
−1
0 − λ−1 , (3.7)
where λ0 is the excitation wavelength. Here and throughout, the wavenumber ν˜ may be
variously referred to as a frequency cν˜ or an energy hcν˜, where c is the speed of light in
vacuum and h is Planck’s constant. Note that, with these conventions, 1 cm−1 = 3 ×
1010 s−1 = 1/8 meV.
Finally, recall from Eq. (2.12) that the Stokes cross section is proportional to n(ν˜Raman)+
1, where n(ν˜) is Bose’s thermal factor. Therefore, if it is desirable to compare signal intensity
between two modes at different energies, or between the same mode at different temperatures,
the observed intensity must be normalized by this factor.
3.5 Sample space
Chapters 4 and 5 present variable-temperature (T ), variable-magnetic-field (B), and variable-
pressure (P ) Raman scattering studies. I discuss here the apparatus and methods used to
control T , B, and P independently.
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Figure 3.3: The various ways a sample is mounted within the cryostat for variable-T ,
variable-B, and variable-P measurements.
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3.5.1 Temperature
To control T , the sample is mounted within an Oxford cryostat. A diaphragm pump con-
nected to the innermost chamber of the cryostat (see Fig. 3.3) continuously siphons liquid
He from an external dewar into the cryostat to cool the sample. Cryogen flow is controlled
by a needle valve between the dewar and cryostat, and T is measured with a resistance
thermometer. A stream of dry N2 gas is passed over the exterior cryostat window to prevent
water from condensing there. For T > 4 K, an Oxford PID controller is used to control the
output of a heater located near the sample. In this way, measurements are possible in the
range 4 ≤ T ≤ 300 K.
The sample is glued to a sample holder using conducting Ag paint and positioned a few
mm away from the cryostat windows in order to maximize the amount of light collected by
lens L1. The cryostat itself is mounted atop a triple-axis stage so that the sample region of
interest can be moved to the focal point of L1, which is fixed with respect to the laboratory.
3.5.2 Magnetic field
The cryostat is equipped with axial, rather than radial, windows so that it can be inserted
into an Oxford superconducting-NbTi magnet, which is used to control B. The magnet is
housed in a separate bath cryostat (see Fig. 3.1) which has an open bore that passes through
the superconducting solenoids. Using separate cryostats for the sample and magnet has two
main advantages: First, the sample can be easily rotated about Zˆ, unlike in a single-cryostat
system where the sample holder is oriented along Yˆ. The ability to rotate the sample
about Zˆ facilitates polarization studies, and can also be used to redirect undesired specular
reflections. Second, the collecting lens L1 can be positioned near the sample in the bore
of the magnet, which increases the amount of inelastically-scattered light that is collected.
Conversely, the cryostat windows of a single-cryostat system are much farther from the
sample, reducing the solid angle collected.
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The superconducting magnet can generate magnetic fields −9 ≤ Bz ≤ 9 T at Tmagnet =
4 K. Within a magnetically ordered material, the polarization of linearly polarized light will
rotate by
φ ∝ ω
2cη
(
Mˆ · kˆ
)
(3.8)
per unit pathlength, where M is the magnetization, η is the refractive index in the absence of
magnetic order, and the proportionality depends on how the electric susceptibility χ(ω,M)
varies with M [58,59]. Therefore, to collect polarization-resolved spectra while the magnet is
energized, the sample face should be oriented such that kˆI,S · Zˆ = 0. This is accomplished by
mounting the sample on a small plate, the edge of which is then glued to the sample holder
as illustrated in Fig. 3.3. A right-angle prism mirror glued to the sample holder reflects the
incident and scattered light so that kˆI,S · Zˆ ≈ 0 inside the sample.
3.5.3 Pressure
To control P , the sample is placed into a miniaturized diamond-anvil cell (DAC, see Fig. 3.4)
designed to fit within the cryostat. The DAC is an example of an opposed-anvil (Bridgman)
pressure device, which forces together the small (sub-mm2) faces of two anvils made of hard
material. The smallness of the anvil faces multiplies the applied load to produce enormous
pressures at the interface. A typical pressure used in this work, P = 10 kbar, is the same
pressure an ocean vessel would experience at a depth of P/ρg ≈ 105 m, or ten times the
maximum known depth of the world’s oceans.
The use of diamond as an anvil material was first demonstrated in 1959 [61, 62]; to
prepare the anvil face, the pavilion of a cut diamond is ground and polished into a culet.
In addition to its extreme hardness, the optical properties of diamond make it an attractive
window material. The synthetic type II (nitrogen-free) diamonds used here are transparent
across the visible spectrum, and their fluorescence is primarily green, as mentioned previously
[52]. Moreover, the only first-order optical vibration of the diamond crystal structure (space
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Figure 3.4: Miniaturized diamond-anvil cell (DAC) measuring 19 mm in diameter by 28
mm in length [60]. Raman spectra are collected in a back-scattering configuration through
the bottom anvil. The fluorescence of a ruby chip located near the sample is collected in a
forward-scattering configuration in order to measure the applied pressure.
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group Fd3¯m, C site symmetry 4¯3m) is a triply-degenerate mode at 1332 cm−1 [63]. Since the
scattered light measured in this work is red-shifted from λ0 = 647.1 nm by less than 300 cm
−1
(13 nm), the diamond itself contributes no artificial features to Raman spectra collected
through the anvil. (Some additional stray light due to multiple reflections is unavoidable.)
To drive the anvils together, a uniaxial force is generated outside the cryostat by a
hydraulic ram and transmitted down the length of the cryostat by a tube-and-wire assembly
in the manner of a Bowden cable. The load is thereby applied to the top and bottom plates
of the DAC, which bear directly on the anvils through the piston and translation plate,
respectively (see Fig. 3.4). This configuration allows for in situ adjustment of P , i.e., allows
for true variable-P measurements, without the need to thermally cycle the DAC between
each pressure.
Anvils will cleave or explode if the anvil faces are not parallel when a load is applied.
Accordingly, the tilt plate shown in Fig. 3.4 can be rotated relative to the cell body in order
to bring the anvils into alignment. (Future users should note that, unusually, translation
adjustments in this DAC are made in the rotated plane of the tilt plate, which necessitates an
iterative alignment procedure.) To check the parallelism of the anvil faces, the visible-light
interference pattern they produce is examined with an optical microscope in the manner of
a Fizeau interferometer. In this DAC, the clearance δ between the piston and cell body is
approximately 0.1% of the piston length l [52]. Since the anvil faces are d = 800 µm in
diameter, the anvils are ‘aligned’ when the maximum gap between faces is δd/l ≈ 800 nm
or approximately three fringes.
In order to apply hydrostatic pressure, argon is interposed between the anvils and sample;
a metal gasket with a small hole is used as a seal. Argon is monatomic, and therefore
contributes no first-order optical modes to Raman spectra. To prepare the sample space, a
250- to 500-µm-thick stainless-steel or copper gasket is placed between the anvils and the
maximum anticipated load is applied to the DAC [64], indenting the gasket. A 300- to
400-µm-diameter hole is machined in the indentation using an electrical discharge machine;
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this hole accommodates the sample when the DAC is assembled as in Fig. 3.4. To fill
the remainder of the sample cavity with argon, the DAC is inserted into a cryostat (not
pictured) that is flooded with argon gas. The DAC is cooled below T = 87 K so that the
argon gas condenses and flows into sample cavity. After applying a small load to seal the
anvils against the gasket, the DAC is warmed to room temperature and inserted into the
cryostat illustrated in Fig. 3.3.
At room temperature, the trapped argon only remains liquid until P ≈ 13 kbar [65], and
is solid for all P at T = 4 K. However, previous studies show that solid argon yields pressures
that are hydrostatic to ±1 kbar [66,67], justifying its use as a pressure-transmitting medium.
To monitor P , a small piece of Cr3+-doped Al2O3 (ruby) is added to the sample chamber
when the DAC is assembled [68, 69]. The ground state of a Cr3+ ion in vacuum is 4F .
Within Al2O3, the Cr
3+ ion feels an approximately cubic electric field [70] which lifts the
orbital degeneracy of this multiplet according to 4F 7→ 4A2 + 4T1 + 4T2. The 4A2 level lies
lowest in energy, corresponding to all three d electrons residing in t2 orbitals. Due to the
crystal field, the lowest-energy excited state is not 4T1 or
4T2 (promotion from t2 to e2),
but rather a 2E doublet [71] derived from the 2H 7→ 2E + 2T1 + 2T1 + 2T2 level (pairing
two t2 electrons). While the
2E → 4A2 transition is normally forbidden, since ∆L = 2 and
∆S = 1, L is not quenched in the 2E state, and L · S coupling can split the 2E doublet
and allow this process to occur [70]. Accordingly, the decay time is very long [71], and the
2E → 4A2 emission lines R1 and R2 are narrow; Γ1,2 < 0.1 nm at cryogenic temperatures
[72]. Applying pressure perturbs the crystal field, moving all Cr3+ electronic levels closer in
energy [70]. In particular, the wavelengths λ1,2 of the narrow R1,2 lines increase linearly as
dλ1,2 / dP = 0.036 nm/kbar [69], providing a convenient measure of P .
Since λ1,2 ≈ 700 nm, 532 nm light from a separate solid-state laser (not pictured) is used
to excite the ruby for fluorescence measurements. Ruby emission is collected in a forward-
scattering geometry (see Fig. 3.4) using an optical fiber and sent to a dedicated grating
spectrometer (not pictured). The resolution of this spectrometer is δλ ≈ 0.16 nm, for an
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uncertainty of ±2.2 kbar in P . To calibrate the pressure scale, the ambient-pressure values
of λ1,2 are measured at T = 4 K prior to each variable-pressure experiment. While λ1,2 vary
with T in general, λ1,2 are constant for all T considered here [72].
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Chapter 4
Mn3O4
4.1 Introduction
Mn3O4 is an insulating ferrimagnet whose low-frequency permittivity ε
′ and length l change
in response to an applied magnetic field [6,73–76]. For certain field orientations, the changes
are quite large, with ∆ε′/ε′ ≈ 10−2 and ∆l/l ≈ 10−3, respectively [6, 76]. Typical magne-
tostriction due to magnetocrystalline anisotropy, in contrast, is of order 10−6 or 10−5 [77,78].
The single-ion spin anisotropy of Mn3+ ions in Mn3O4 was nevertheless advanced [74]
as an explanation for the observed magnetocapacitance and magnetostriction, i.e., that an
external magnetic field reorients the electronic spins, which in turn reorient the electronic
orbitals via intraionic spin-orbit coupling. This change in electronic overlap changes the
dielectric response, dimensions, and optical phonon frequencies. However, the Stark effect
from the local electric field seen by the Mn3+ ions quenches their orbital angular momentum,
i.e., 〈L〉 = 0, limiting the contribution of the spin anisotropy to second order.
It was recognized early on [73] that direct evidence of spin-phonon coupling was needed
in order to establish the microscopic origin of the magnetic phenomena. Mn3O4 undergoes
three low-temperature magnetic transitions [79–81], and in 2010, Raman-scattering exper-
iments [82] showed that the final transition to the ground-state magnetic configuration is
accompanied by a collective, symmetry-lowering structural distortion, thus providing clear
evidence of strong spin-phonon coupling in this material. Diffraction experiments [76,83,84]
confirmed the concomitant structural transition soon after.
Mn3O4 and, more generally, the spinel AB2O4 crystal structure it adopts, have long been
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subjects of general interest because the geometry of the B (Mn3+) sublattice is magnetically
frustrating, i.e., supports a macroscopic number of degenerate spin configurations under
nearest-neighbor exchange [85]. Mn3O4 undergoes a high-temperature (T ≈ 1440 K [86]),
nonmagnetic, symmetry-lowering structural transition driven by orbital degeneracy that
partially relieves this frustration. However, two groups quickly and independently pointed
out [76, 84] that remnant frustration could drive the newly discovered, low-temperature
structural distortion.
By 2014, then, a microscopic picture of the observed magnetocapacitance and magne-
tostriction was emerging that tied together single-ion anisotropy (Li·Si-driven) and exchange
striction (Si · Sj-driven) contributions. However, two large obstacles remained.
First, the low-temperature, structural transition that was discovered in 2010 proved to
be more complicated than originally thought. An early variable-temperature diffraction
study [81] had found no evidence of the low-temperature structural transition, but it was
initially assumed that the change was not resolved by the experiment. However, a high-
resolution study of polycrystalline Mn3O4 in 2014 [87] found that only half of the sample
volume experienced a structural-symmetry lowering. Subsequent reexamination of recent
diffraction experiments revealed in every case that the structural-symmetry lowering was, in
fact, inhomogeneous, suggesting some additional subtlety in the driving mechanism.
Second, gaps remained in the magnetic-field orientations measured by scattering experi-
ments, relative to the bulk measurements of the anisotropic response. Even worse, there was
fundamental disagreement amongst scattering experiments that did have geometries that
matched bulk measurements [76, 83].
A comprehensive scattering study of the anisotropic, magnetic-and-structural response
of Mn3O4 to applied magnetic fields was clearly required, and the high resolution and ge-
ometrical freedom of polarization-resolved Raman scattering made it an obvious choice for
overcoming the second obstacle. However, despite the fact that the Raman spectrum of
Mn3O4 was first measured in 1991 [88], no light-scattering experiment had yet managed to
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observe the excitations of the magnetically ordered state, and even more astonishingly, no
experiment had yet managed to measure the symmetry of any excitation in the spectrum.
In this chapter, I present the first Raman-scattering measurements of optical magnons in
Mn3O4, including their symmetry transformation properties. In addition, I present the first
symmetry assignments of the optical phonons in Mn3O4. I use these results to prove the exis-
tence of two nearly-degenerate, orthorhombic magnetostructural phases of ferrimagnetically-
ordered Mn3O4. Having identified the spectroscopic ‘fingerprint’ of each magnetostructural
phase, I present a comprehensive, variable-magnetic-field study that determines how the mix-
ture of these two phases changes in response to magnetic fields applied along the primary,
secondary, and tertiary axes. These results are compared to previous bulk measurements,
and strongly support a proposed microscopic mechanism [76] for the observed magnetostric-
tion and magnetocapacitance.
In the course of conducting this study, I discovered that previous Raman measurements,
including my own, were stymied by crystallographic twinning that occurs when Mn3O4
is grown from a melt. To avoid this problem, the variable-magnetic-field study instead
used a set of untwinned Mn3O4 crystals grown out of a flux. Access to both twinned
and untwinned crystals provided an unforeseen benefit—I show here that past confusion
regarding the low-temperature structural transition in Mn3O4 is the result of varying crystal
growth and preparation. The ground state mixture of magnetostructural phases can be
controlled by either tuning the volume of the twin domains, or with external pressure.
4.2 Background
Mn3O4 is the stable oxide of Mn in air for T > 1150 K [89,90]. Naturally occurring crystals
of Mn3O4, called Hausmannite in mineral form, are rare, but can be found in the Kalahari
manganese field of South Africa [79, 91]. Here I review those details of Mn3O4 that are
required to interpret the experimental results presented in this thesis.
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4.2.1 Orbital order
Hausmannite is a member of the spinel class of minerals with chemical formula AB2O4,
named after the mineral spinel, MgAl2O4. The oxidation of the Mn cations is close to
Mn2+Mn3+2 O4 [92, 93], and Mn3O4 is therefore referred to as a normal spinel, since it is
isovalent to Mg2+Al3+2 O4.
When T > 1440 K, Mn3O4 adopts the face-centered-cubic (FCC) spinel structure illus-
trated in Fig. 4.1 [86]. The primitive unit cell of this crystal contains two formula units, and
the conventional cell depicted in Fig. 4.1 therefore contains eight formula units.
The A-site, Mn2+ cations form a diamond sublattice, i.e., an FCC Bravais lattice dressed
with a two-cation motif. Each Mn2+ cation in the sublattice is tetrahedrally coordinated
with O ligands. When these cations are eventually exchange-coupled to the B-site, Mn3+
cations, they will be responsible for the canted-spin order in Mn3O4; however, we will focus
here on the Mn3+ cations which determine most of the relevant physics.
The Mn3+ cations form a pyrochlore sublattice, i.e., a network of corner-sharing tetra-
hedra, emphasized in the top panel of Fig. 4.1. The geometry of this lattice will prove
important when these cations are eventually antiferromagnetically exchange-coupled. More
important at present is the octahedral coordination of the Mn3+ cations, emphasized in the
bottom panel of Fig. 4.1, and the effect of this environment on the orbital configuration of
the cation.
The one-electron solutions to the hydrogen-like central potential of a free ion are subject
to the usual perturbations arising from intraionic electron-electron repulsion and coupling
between the spin and orbital angular momenta of the electron. When the ion is implanted
in a crystal we must also include the Stark effect arising from the electric field produced by
the neighboring ions, referred to as the crystal field.
The hierarchy of these perturbations varies amongst the transition metals. For example,
the overlap of the extended l = 2 orbitals of the 4d and 5d elements with coordinated anion
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Figure 4.1: Mn3O4 conventional cell in the T > 1440 K, FCC phase. (Top) Blue, Mn
3+
4
tetrahedra illustrate the B-site pyrochlore sublattice. (Bottom) Orange and yellow Mn3+O6
octahedra illustrate the local coordination of the Mn3+ cations, with the two colors denoting
orthogonal rhombohedral distortions.
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Table 4.1: Characters of the Γl=2 representation of point group O, as well as characters of
the irreducible representations contained in its decomposition.
orbitals is often so extensive that the crystal field perturbation dominates even the intraionic
electron repulsion. At the other extreme, the l = 3 valence electrons of the 4f elements are
screened so heavily by the complete shells of 5s and 5p orbitals that the crystal field effect
is by far the smallest perturbation [94].
3d elements such as Mn represent an interesting middle ground. The dominant pertur-
bation is the intraionic electron-electron repulsion, and we can find the total spin angular
momentum S and orbital angular momentum L of the free ion following Hund’s first two
empirical rules, viz., maximize S, then maximize L. However, since the spin-orbit coupling
strength is small, we continue to assume that L and S are independently conserved. The
local (crystal) electric field breaks the full rotational symmetry of the central potential, and
will lift the 2l + 1 degeneracy of the orbitals through a Stark splitting, changing L. To
find the ‘good’ linear combinations of orbitals amongst this degenerate subspace, we can
decompose the reducible representation of the local point group in the orbital basis [95].
The site symmetry of the Mn3+ cations is approximately Oh, i.e., if we ignore the rhom-
bohedral distortion of the octahedra. Furthermore, since the Y m2 spherical harmonics are all
even under inversion, we can temporarily drop this operation and work in point group O.
The characters of the representation of O obtained in the Y m2 basis, Γl=2, are tabulated in
Table 4.1.
The cubic crystal field will split the fivefold degenerate l = 2 manifold into a T2 triplet
and an E doublet, or T2g and Eg if we reintroduce the inversion operation. We can determine
the energetic ordering without an explicit calculation by treating the O2− anions as point
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Figure 4.2: Angular distribution of the cubic basis functions superimposed on regular
Mn3+O6 octahedra. Distance from the origin represents amplitude along that direction.
The cartesian form of each linear combination is also indicated, e.g., z2/r2 ∝ Y 02 .
sources and examining the form of the new basis functions, as illustrated in Fig. 4.2.
The T2g triplet (first three plots in Fig. 4.2) lies lower in energy, and is occupied by three
of the four Mn3+ valence electrons. The crystal field splitting is approximately 2 eV [96,97],
which is not enough to overcome the energetic cost of placing the final electron in the triplet.
Instead, the Eg doublet (last two plots in Fig. 4.2) is singly occupied, yielding a total ionic
spin S = 2, i.e., the spin angular momentum is the same as for the free ion. On the other
hand,
〈L〉 = xˆ/2 〈L+ + L−〉+ yˆ/2i 〈L+ − L−〉+ zˆ 〈Lz〉 = 0 (4.1)
in the both the Eg and T2g subspaces, i.e., the orbital angular momentum is quenched.
The Oh diagram in Fig. 4.3 illustrates the level splitting described above. Jahn and
Teller [98, 99] first pointed out in the 1930s that if an ion has a degenerate orbital angular
momentum state, such as the singly-occupied Eg doublet, the lattice will deform in order
to lower the site symmetry of the ion and break this degeneracy. The elastic energy cost of
doing so is offset by a reduction in electronic energy, similar to a Peierls instability [100].
At first glance, it seems as though the rhombohedral (D3d) distortion of the Mn
3+O6
octahedra (see Fig. 4.1) might lift the Eg degeneracy. This body-diagonal distortion removes
the threefold rotational symmetry about the other three body diagonals, as well as the
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Oh D3 d C2 h
Figure 4.3: Energy level diagram for the Mn3+ cation in electric fields of relevant symmetries.
twofold rotational symmetry about three of the six face diagonals. After constructing the
partial character table for the Oh point group, however, we find the correlations T2g 7→
A1g +Eg and Eg 7→ Eg (see Fig. 4.3), i.e., the Eg degeneracy is protected, regardless of how
large the distortion is.
To remove the Eg degeneracy, the crystal undergoes a massive c-axis expansion (c/
√
2a =
1.16 [44,45]) for T < 1440 K as it lowers its symmetry to centered tetragonal (CT) D4h. This
tetragonal distortion, in concert with the existing rhombohedral distortion, further lowers
the site symmetry of the Mn3+ cation to monoclinic C2h, where the fivefold-degenerate,
l = 2 multiplet is fully split into five nondegenerate levels that transform as 3Ag + 2Bg (see
Fig. 4.3). The centered-tetragonal structure is illustrated in Fig. 4.4.
The relationship between the conventional axes of the FCC and CT phases is a source of
frequent and pernicious confusion in the literature. Two equivalent conventional unit cells
are employed to describe the CT phase: a body-centered tetragonal (BCT) cell (Fig. 4.5,
left) and a face-centered tetragonal (FCT) cell (Fig. 4.5, right). The FCT cell is obtained
by simply stretching the parent FCC cell along cˆ (compare with Fig. 4.1). The 〈100〉 axes
of the BCT cell, on the other hand, differ by a pi/4 rotation about cˆ, and are shorter by a
factor of
√
2. Since the BCT cell is half as large as the FCT cell, the BCT cell is used most
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Figure 4.4: Two Mn3O4 conventional cells in the T < 1440 K, CT phase. The blue,
irregular, Mn3+4 tetrahedra illustrate the distorted pyrochlore sublattice. The orange and
yellow Mn3+O6 octahedra illustrate the two types of monoclinic distortions.
often, and will be used here (compare Figs. 4.5 and 4.4). To be absolutely clear: we take
the secondary, 〈100〉 CT axes to lie along the edges of the Mn3+4 tetrahedra, which means
that the principal axes of the FCC cell become the tertiary, 〈110〉 CT axes.
4.2.2 Spin order
Mn3O4 orders ferrimagnetically when it is cooled to T < 42 K [79,80]. Since 〈L〉 = 0 for both
the Mn2+ and Mn3+ cations, for a Ne´el arrangement we would expect to measure a saturation
magnetization Ms = 2 × (2 + 2 − 5/2) = 3 µB/molecule. Instead, Ms ≈ 1.8 µB/molecule
[79–81], indicating that the spins are not collinear.
The magnetization M is directed along a 〈100〉 axis of the CT structure, which is then
called [010] by convention [81]. The [001] axis is a magnetically hard direction, while the
(001) plane is relatively easy [6]. For example, when a H = 5500 Oe magnetic field is rotated
away from the easy [010] axis toward [100] by pi/6, the magnetization along the field direction
is approximately 90% of the saturation magnetization [79].
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[110]
[110]
[110]
[100]
[010]
BCT FCT
Figure 4.5: The body-centered tetragonal (BCT) and face-centered tetragonal (FCT) con-
ventional cells are equivalent ways of describing the same centered-tetragonal (CT) lattice.
Open and closed circles represent Bravais lattice sites that are separated by c/2. Yellow
Mn3+O6 octahedra are also illustrated to aid comparison with Figs. 4.1 and 4.4.
In greater detail, Mn3O4 undergoes three magnetic transitions between 42 > T > 33 K
[81,101].
For 42 > T > 39 K, the ferrimagnetic spin order is commensurate with the CT cell, as
illustrated in Fig. 4.6 [81, 102]. The strongest interaction, by an order of magnitude [103],
is the antiferromagnetic exchange coupling between Mn3+ cations that form chains running
along the 〈100〉 directions (see Fig. 4.6), arising from the direct overlap of T2g orbitals.
This antiferromagnetic coupling, in conjunction with the local anisotropy [103], leads to
staggered c-axis spin components. On the other hand, the Mn2+ cation magnetic moments
align along [010]. Antiferromagnetic coupling between the Mn2+ and Mn3+ moments causes
the Mn3+ magnetic moments to cant away from [001], resulting in a triangular or Yafet-Kittel
configuration.
Due to the elongation of the c axis in the CT phase, the Mn3+ tetrahedra are irregular.
The bond length rBB′ between Mn
3+ cations in neighboring chains is longer than the bond
length rBB within a chain by a factor
rBB′
rBB
=
1√
2
{
1 +
(
c√
2a
)2}1/2
≈ 1.08 , (4.2)
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Sz > 0
[010]
[100]
Figure 4.6: Two perspectives of the commensurate Yafet-Kittel magnetic order for 42 >
T > 39 K. (Top) Two unit cells. The pink traces illustrate the antiferromagnetic ordering
of the c-axis components among chains of Mn3+ cations running along 〈100〉. Diffraction
data from [102]. (Bottom) Projection along cˆ. Open and closed circles represent +cˆ and −cˆ
Mn3+ magnetic moment components, respectively. The size of the circles represents height
along the c axis.
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Figure 4.7: Incommensurate modulation of half of the Mn3+ magnetic moments for 39 >
T > 33 K, indicated by the red trace. The period of the modulation begins at 2.27a when
T = 39 K before smoothly decreasing to 2a at T = 33 K [81, 102]. The unaffected Mn3+
magnetic moments are omitted.
which is why the intrachain exchange coupling dominates. However, this bond-length
anisotropy does not fully relieve the geometric frustration, as any chain can be translated
by a/2 without affecting the overall exchange energy. To see this, examine the bottom panel
of Fig. 4.6. Any given tetrahedron (blue square) has two magnetic moments with Sz > 0
and two magnetic moments with Sz < 0, and translating any antiferromagnetic chain (line
of same-size circles) by half a period does not change the situation. So long as the fourfold
structural symmetry remains intact, the interchain exchange cannot yield a reduction in
energy.
Between 39 > T > 33 K, a modulation appears in half of the Mn3+ magnetic moments as
the crystal attempts to solve the question of how the c-axis components should order. Recall
from Fig. 4.4 that the Mn3+ cations reside in two different types of monoclinically distorted
O6 octahedra. Half of the octahedra retain a mirror operation in the (100) plane (yellow
octahedra), while the other half retain a mirror operation in the (010) plane (orange ocahe-
dra), i.e., the plane orthogonal to the magnetization. The spins residing in the latter type of
octahedra spontaneously develop an incommensurate modulation of their c-axis component
when T < 39 K, with propagation wavevector (0 0.44 0) [81, 102]. This modulation, whose
period is somewhat longer than two CT unit cells, is illustrated in Fig. 4.7.
As the temperature is lowered in this phase, the modulation wavevector smoothly in-
creases until T = 33 K, where it locks in at (0 0.5 0), i.e., until the magnetic unit cell is
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Sz > 0
[010]
[100]
Figure 4.8: Two perspectives of the cell-doubled orthorhombic (CDO) phase that Mn3O4
adopts when T < 33 K. (Top) A single unit cell. (Bottom) Projection along cˆ. Open and
closed circles represent +cˆ and −cˆ Mn3+ magnetic moment components, respectively. The
size of the circles represents height along the c axis. Double-sided arrows denote proposed
[76,84] local distortions of the Mn3+4 arising from exchange striction.
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doubled along the magnetization direction [81,101,102]. This doubled ground state is illus-
trated in Fig. 4.8. The new magnetic unit cell is orthorhombic, and since doubling removes
the centering translation, I will refer to this state as cell-doubled orthorhombic (CDO). In
addition, bulk magnetization measurements at T = 4 K show that the magnetic anisotropy
of Mn3O4 does not retain the fourfold symmetry of the CT phase, but is rather uniaxial [79],
as expected for an orthorhombic state.
Given these results, a concomitant structural distortion seems likely. In contrast, isostruc-
tural ZnMn2O4, which has the same one-dimensional antiferromagnetic order within the
〈100〉 chains [104], is unable to achieve three-dimensional order even at temperatures as
low as T = 300 mK, likely because ZnMn2O4 does not undergo a structural distortion. In
ZnMn2O4, the Mn
3+ cation moments do not cant away from cˆ because the Zn2+ cations
which occupy the A sublattice do not possess a magnetic moment, unlike Mn3O4. This may
explain the retention of fourfold symmetry in this material; for example, the existence of
two types of monoclinic distortions (see Fig. 4.4) is irrelevant in this case.
Investigations into the ground-state nuclear structure of Mn3O4, however, have provided
somewhat contradictory results. An early neutron diffraction study of 30 nuclear reflections
[81] found no evidence of a structural distortion down to T = 4 K. On the other hand, a
Raman study of a set of degenerate normal modes [82] observed a substantial gap develop
between the mode energies (∆ω/ω = 0.034) at T = 33 K, indicating a reduction in symmetry.
A follow-up x-ray diffraction study of two nuclear reflections from the same crystal [83] found
the structural symmetry of the ground state to be face-centered orthorhombic (FCO). A
high-resolution neutron diffraction study of two nuclear reflections [84] observed a partial
transition to the same FCO phase at T = 20 K, although this was not recognized at the
time due to confusion arising from the coordinate systems employed (see Fig. 4.5). Finally,
an x-ray diffraction study of polycrystalline Mn3O4 [87] found that for T < 42 K, structure
observed in the reflections from Mn3O4 could not be fit with a single-phase model. The
authors instead proposed a mixture of CT and FCO symmetries with nearly equal phase
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fractions.
4.2.3 Magnetic response
Both the manner in which the low-T magnetic and structural symmetries are related, as
well as the possible coexistence of multiple symmetries, are important as they are likely
to explain the large and anisotropic changes in electronic and structural properties that
Mn3O4 exhibits in response to an applied magnetic field. Demonstrating strong coupling
between the static magnetic and structural orders is, of course, important to explain how a
magnetic field can influence the long-wavelength phonon frequencies that govern, e.g., the
dielectric response [105]. In concert, the near degeneracy implied by the coexistence of phases
frequently leads to ‘tunability’ of bulk physical properties via external parameters [4]. This
is seen, for example, in the manganites, where a fragile balance between antiferromagnetic
insulating and ferromagnetic metallic phases permits ‘colossal’ tunability of the resistivity
using a magnetic field [3].
As Mn3O4 magnetically orders, the real part of the low-frequency permittivity ε
′ de-
creases abruptly, with anomalous shifts at each of the magnetic transition temperatures
T = 42, 39, 33 K [6, 73, 76, 87]. The magnitude of the change is ∆ε′/ε′ ≈ 10−3, indicating
that the dielectric response is strongly coupled to the magnetic order. In addition, the length
of the crystal l changes at the magnetic transitions, with ∆l/l ≈ 10−4 [6]. This strain is too
small to explain the change in capacitance on purely geometric grounds, but suggests that
there is a structural contribution.
When a 1 ≤ B ≤ 5 T magnetic field is applied to polycrystalline samples of Mn3O4,
similar changes in ε′ and l are observed, confirming their coupling to the magnetic order
[73,87]. More interesting is when the orientational averaging inherent in such measurements
is avoided by studying single crystals of Mn3O4. Such studies [6, 76] show that the magne-
todielectric and magnetoelastic changes are up to an order of magnitude larger for the same
magnetic field strengths, but are highly anisotropic.
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Perhaps unsurprisingly, ∆ε′ ≈ ∆l ≈ 0 when B is directed along the magnetic hard axis
[001] [6]. Large changes are observed when Bˆ = [110], i.e., in the easy plane, pi/4 away from
the ordering axis. In this geometry, ε′ decreases (increases) and l expands (contracts) along
Bˆ (orthogonal to Bˆ) [6,76]. The large strain ∆l/l ≈ 10−3 that appears in this geometry is a
hint that a change in structural symmetry might have occurred. Aside from a single strain
measurement with Bˆ = [010] [75], bulk measurements with Bˆ directed along or against the
magnetization are lacking.
Two variable-magnetic-field scattering reports were published prior to this work [76,83].
Both saw evidence of a structural symmetry lowering in response to an applied magnetic
field; however, the required orientation of the magnetic field was nominally different. (It now
appears likely that both magnetic fields were, in fact, directed along [110]). The symmetry
of the induced phase is FCO, i.e., the same as the secondary phase that appears in some
crystals even in the absence of a magnetic field.
In the following, I use the transformation properties of both magnetic and structural
excitations to prove the existence of two orthorhombic phases of commensurate, ferrimagnetic
Mn3O4 which represent distinct distortions of the room-temperature, centered-tetragonal
(CT) symmetry. The first phase is a cell-doubled orthorhombic (CDO) phase, which retains
symmetry operations about [100] and [010]. The distortions that produce the CDO phase
are very slight, and from a diffraction point of view, this phase is nearly identical to the CT
phase. The second phase is an undoubled, face-centered orthorhombic (FCO) phase, which
retains symmetry operations about [110] and [1¯10]. The FCO phase is easily distinguished
from the CT phase.
The intrinsic, zero-magnetic-field mixture of the nearly degenerate CDO and FCO phases
is governed by strain, especially strain due to the presence of CT twinning domains that
result from high-temperature growths. When untwinned Mn3O4 enters the commensurate
ground state, it adopts CDO order. However, a small amount of the FCO phase is typically
present as well, and this FCO phase fraction increases dramatically in twinned Mn3O4. This
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is the reason for previous reports of partial-to-complete spontaneous transformation to FCO
symmetry for T < 33 K.
I ultimately show that magnetic fields directed along [100] and [010] ([110] and [1¯10])
force Mn3O4 into a pure CDO (FCO) phase, and therefore that the observed anisotropic
magnetocapacitance in the bulk is almost certainly the result of tuning the CDO and FCO
phase fractions.
4.3 Experimental
The details of the Raman-scattering setup used in these experiments are described in Chap. 3.
Two sets of Mn3O4 samples were used. The first set consisted of samples cleaved from a
boule of Mn3O4 that was grown out of a melt by Dr. Minjung Kim using an optical floating-
zone furnace. Polycrystalline Mn3O4 powder was pressed into rods, which were then sintered
at 1320 K. The details of the crystal growth are reported elsewhere [83].
Large (several mm) semicircular samples were prepared by cutting through the majority
of the cylindrical boule using a low-speed saw equipped with a diamond-impregnated blade.
The slice was then cleaved from the boule using a razor and mallet to produce specular
surfaces suitable for scattering. Diffuse scattering from the as-grown surface, as well as
surfaces produced by sawing, precluded the observation of the low-frequency spin waves.
The DC magnetization of these samples displays magnetic transitions at T = 42, 39, 33 K,
as expected [83]. On the other hand, x-ray-diffraction measurements of various reflections
reveal additional poles at nonsymmetric positions in momentum space. These are due to
twinned tetragonal domains which are prevalent in these samples as a result of the high
temperatures used in this growth [106]. Recall that Mn3O4 adopts a cubic structure when
T > 1440 K. As Mn3O4 does not melt until T > 1800 K, the newly-formed crystal cools
through the cubic-to-tetragonal transition, at which point the lattice distorts in order to
select a unique tetragonal axis from among the three equivalent cubic axes. The choice of
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unique axis is inhomogeneous, and leads to misaligned ‘twins’ of tetragonal grains. In the
present case, I was unable to observe polarization selection rules using a laser-spot size of
d ≈ 50 µm, indicating that the length scale of the twin domains is microscopic (less than
50 µm). Spatially-resolved electron-diffraction measurements confirm this length scale [7].
Growing Mn3O4 from a melt is seemingly the de facto growth method used presently
[76, 82, 84], possibly because the large sample volumes are ideal for neutron-diffraction ex-
periments. However, the twinning that results from this growth method was recognized as
early as 1969 by Nielsen [107], who instead used a Na2B4O7 flux to depress the melting
temperature of Mn3O4 to well below the cubic-to-tetragonal transition temperature.
The second set of Mn3O4 samples was grown by Dr. Alex Thaler following the work
of Nielsen. Polycrystalline Mn3O4 and Na2B4O7 powders were combined in a one-to-one
molar ratio and wet milled under ethanol. The resultant mixture was heated in a crucible
to 1370 K over 10 hours, held at 1370 K for 2 hours, cooled to 1170 K over 12 hours, and
then decanted and quenched to room temperature to avoid oxidization to Mn2O3. To limit
evaporation of the flux, a second, inverted crucible was used as a lid. The two crucibles
were sealed together using the Mn3O4/Na2B4O7 mixture in a manner suggested by Wanklyn
[108].
The resultant crystals (see Fig. 4.9) are long, thin parallelepipeds, with approximate
dimensions 1 × 1 × 5 mm. The large crystal facets are parallel to (101) and (011) planes,
while the long axis is parallel to the [1¯1¯1] direction (see Fig. 4.10). X-ray-diffraction mea-
surements yield two sets of reflections, which can be successfully indexed by assuming the
presence of two domains whose crystallographic orientations are related by a pi rotation
about [1¯1¯1]. The crystal facets occasionally display visible faults, and polarization-resolved
Raman measurements confirm that these faults separate the two twins.
In contrast to the microscopically twinned, melt-grown samples, the twinned domains in
the flux-grown crystals are macroscopic (several mm in size) and much larger than the laser
spot size. Well-defined polarization selection rules are observed within a domain, and for
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Figure 4.9: Untwinned crystals of Mn3O4.
[100]
[010]
[001]
(101)
(011) [100]
[010] [001]
(101)
(011)
(101)
(011)
(101)
(011)
[010]
[010]
Figure 4.10: Relative orientation of macroscopic twinned domains in flux-grown Mn3O4.
(Left) Twin 1 (black) is related to twin 2 (orange) by a pi rotation about the long-edge
direction, [1¯1¯1]. (Center) View along [1¯1¯1] of a small facet. The large facets are {101} planes
in both domains. (Right) View along (101) of a large facet. The high-symmetry direction
[010] lies in the plane of the facet for both domains, but the two axes are misaligned by 55
degrees. Similarly, the [100] axes lie 55 degrees apart in the other large facet.
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Figure 4.11: DC magnetization (left) and heat capacity (right) measurements of a flux-
grown, untwinned crystal of Mn3O4.
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Figure 4.12: Raman scattering geometries used in variable-magnetic-field measurements.
Light is incident along the page normal.
this reason I will refer to the second set of crystals as ‘untwinned’ or ‘single domain’.
As shown in Fig. 4.11, both the DC magnetization and heat capacity of the flux-grown
samples reveal transitions at the expected T = 42, 40, 34 K. The splitting of the T = 34 K
peak in heat capacity is due to the latent heat of the incommensurate-to-commensurate
transition, as observed previously [82,109].
Three principal scattering geometries were employed in the variable-magnetic-field stud-
ies using the untwinned crystals (see Fig. 4.12). Each geometry shown in Fig. 4.12 specifies
the orientation of the magnetic field, as well as the plane containing the incident- and
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scattered-light polarizations. Geometry 1 (Fig. 4.12, left) utilizes an as-grown facet, which
presents a (101) plane (or, equivalently, a (011) plane), and contains a [010] ([100]) axis. A
magnetic field is applied in the scattering plane along this [010] ([100]) axis. The [010] and
[100] directions become magnetically inequivalent in the magnetically ordered state, with
[010] labeling the magnetization direction by convention. Accordingly, when a sufficiently
large magnetic field is applied along the [010] ([100]) axis to form a single magnetic domain,
i.e., when there is no signature of domains in a polarization study, I refer to this direction
as the [010] direction.
Flux-grown crystals were also cut and mechanically polished to present a face normal
to the [110] ([11¯0]) direction. A magnetic field was applied either along the scattering-
plane normal (geometry 2; see Fig. 4.12, middle) or in the scattering plane along the [1¯10]
([110]) direction (geometry 3; see Fig. 4.12, right). As mentioned previously, a sufficiently
large magnetic field applied along the [110] ([1¯10]) axis in the magnetically ordered state
causes these directions to become magnetically and structurally inequivalent, as the crystal
elongates along the direction of the magnetic field. I refer to this elongated direction as the
[110] direction.
Note that the domains referred to here arise within a given orthorhombic phase as a result
of the CT-to-CDO or CT-to-FCO transitions, and are easily ‘trained’ with a small (B ≈
0.2 T) magnetic field. They are a universal feature of symmetry reduction, much like the
high-temperature, tetragonal-twin domains discussed previously. They are not the CDO and
FCO domains, which are a unique feature of Mn3O4 and require larger (B ≈ 1 T) magnetic
field strengths to manipulate. The domains referred to here are not especially interesting,
aside from the fact that they can complicate zero-field-cooled spectra if unaccounted for.
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4.4 Results and discussion
Here, I first present the room-temperature phonon spectrum of untwinned Mn3O4, and
demonstrate that the scattering volume is a single domain. Second, I present variable-T
and variable-B studies of twinned Mn3O4. I identify low-frequency excitations that appear
in the T < 33 K commensurate phase as magnetic excitations. Third, I present variable-T
and variable-B studies of untwinned Mn3O4. I establish the existence of two symmetri-
cally inequivalent, orthorhombic magnetostructural phases of Mn3O4, and determine the
spectroscopic ‘fingerprint’ of each phase, i.e., the energies and characters of the q = 0 excita-
tions of each phase. I demonstrate the magnetic-field orientations required to stabilize each
orthorhombic phase, and discuss these results in the context of a microscopic framework
proposed by Nii et al. [76]. Finally, I show that the orthorhombic phases intrinsically coexist
when B = 0, and explore how growth methodology and pressure can tune this intrinsic
phase mixture.
4.4.1 Room-temperature phonon spectrum
Figure 4.13 presents the room-temperature Raman spectra of an untwinned crystal of Mn3O4
taken with various polarizations of the incident and scattered light. This is the first exper-
imental determination of the Mn3O4 phonon symmetries, which are indicated in Fig. 4.13.
The well-defined selection rules demonstrate that the region under investigation is truly a
single domain. Identical peaks are present in the room-temperature Raman spectrum of a
twinned crystal (not shown), but no selection rules are observed.
The decomposition of the 42-dimensional representation of the 4/mmm point group in
the 14 nuclear displacements xi is tabulated in Table 2.3. Of the irreducible representations
listed there, only the even irreducible representations are contained in the decomposition
of the representation of 4/mmm in the space of 3 × 3 matrices, i.e., are ‘Raman active’.
Furthermore, there is an approximate selection rule χij(ωI , 0) = χ
ji(ωI , 0) for vibrations
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Figure 4.13: Room-temperature, Raman-scattering spectra of untwinned Mn3O4 in the
energy ranges (a) 150 to 200 cm−1, (b) 270 to 500 cm−1, and (c) 620 to 700 cm−1 at various
polarizations of the incident ([hkl]) and scattered ([h′k′l′]) light, as indicated by [hkl], [h′k′l′].
Phonon symmetries are specified above vertical, dashed lines that indicate the phonon peak
positions. The data have been offset for clarity.
57
A1g B1g B2g Eg a a
b
  d −d
  ee
  f
f
,
 f
f

Table 4.2: Symmetrized 4/mmm Raman tensors.
[110] which eliminates the A2g representation (see Eq. (2.14)). Therefore, the eigenmodes
that may contribute to light scattering transform as 2A1g + 3B1g + B2g + 4Eg, and involve
the motion of Mn2+ and O2− ions only.
I observe seven of the ten predicted vibrations. Earlier studies of Mn3O4 [88,111,112] did
not observe the relatively low-frequency Eg mode at 172 cm
−1, and were unable to resolve
the B1g and B2g modes near 372 cm
−1, reporting only five modes. By coincidence, this is the
number of modes predicted by a factor-group analysis of Mn3O4 in the T > 1440 K, m3¯m
phase, and it was therefore mistakenly assumed that any peak splittings due to the tetragonal
symmetry of Mn3O4 were simply too small to be resolved. Now, with the symmetries in hand,
we can see that the c/
√
2a = 1.16 tetragonal distortion has, in fact, an enormous effect on
the vibrational energies. For example, between m3¯m and 4/mmm we have the correlation
Eg 7→ A1g + B2g, and therefore the ∆ν = 54 cm−1 gap between the 320-cm−1 A1g and
374-cm−1 B2g modes is a direct result of the tetragonal expansion.
The ‘Raman tensors’, i.e., symmetry-restricted forms of χij(ωI ,−ω), used to determine
the phonon symmetries are tabulated in Table 4.2. For incident and scattered polarizations
ˆI,S, we can calculate
d2σ
dΩ dωS
∝ ∣∣ˆiSχij(ωI ,−ω)ˆjI∣∣2 , (4.3)
which is suitable for comparing the scattering intensities of a given mode across different ˆI,S.
Expected scattering amplitudes using the polarizations shown in Fig. 4.13 are tabulated in
Table 4.3. Strictly speaking, the polarization dependence of the reflectance at the crystal
surface has not been not accounted for. However, if we compare, e.g., the intensity of the
367-cm−1 B1g mode for ˆI = ˆS = [100] and ˆI = [110], ˆS = [11¯0], we see that the intensities
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Polarization CT amplitude
∣∣ˆiSχij ˆjI∣∣2
ˆI ˆS A1g B1g B2g Eg
[100] [100] a2 d2
[100] [010] e2
[110] [11¯0] d2
[001] [110] f 2
Table 4.3: Theoretical scattering amplitudes in the room-temperature, centered-tetragonal
(CT) phase.
are nearly identical, as predicted. The small peak amplitudes in forbidden channels, e.g.,
A1g in ˆI = [100], ˆS = [010], are ‘leakages’ that result from imperfect alignment of the
polarization vectors with the crystallographic axes.
Both the 172-cm−1 and 290-cm−1 Eg modes are doubly degenerate, and sensitive to
further reductions in symmetry at low T . The 290-cm−1 mode in particular will prove to be
an excellent monitor of the structural symmetry of Mn3O4.
4.4.2 Twinned Mn3O4: Identification of ν < 170 cm
−1 excitations
as spin waves
Chronologically, early experiments were performed using melt-grown, twinned crystals. Cleav-
ing these crystals permitted the first observation of low-frequency excitations in the Ra-
man spectrum of Mn3O4, and variable-magnetic-field measurements confirmed that the
ν < 170 cm−1 excitations are spin waves.
4.4.2.1 Variable-T spectra
Figure 4.14 presents the temperature dependence of the twinned-Mn3O4 Raman spectrum
in the energy range 40 < ν < 200 cm−1. A broad continuum background exists at tem-
peratures near the commensurate-to-incommensurate transition at T = 33 K. Since Mn3O4
is insulating, it is unlikely that this continuum background represents inelastic electronic
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Figure 4.14: (a)-(c) Raman-scattering spectra of twinned Mn3O4 at various temperatures in
the energy ranges (a) 40 to 200 cm−1, (b) 40 to 60 cm−1, and (c) 70 to 160 cm−1. The data
in (b) and (c) have been offset for clarity. (d),(e) Peak energies as a function of temperature.
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scattering. Rather, I associate this background with incoherent spin scattering similar to
that observed in Raman scattering from low-dimensional spin systems [113] and thiospinels
[114]. Below the commensurate transition at T = 33 K, this incoherent spin scattering is
suppressed and several magnetic-excitation peaks develop, labeled here as M1 to M4 and
2M. The sharp peak at 176 cm−1 is the Eg phonon shown in Fig. 4.13 (a), labeled P to
distinguish it from the magnetic excitations. The apparent peak labeled L is an artifact due
to stray light and has no physical significance.
I identify peaks M1 to M4 as q = 0 one-magnon excitations for the following reasons:
the peaks are absent in the paramagnetic phase; the peaks broaden and decrease in energy
as T increases, with the exception of M4, tracking the magnetization; and the peak ener-
gies are consistent with fits to inelastic-neutron-scattering data [103]. I tentatively identify
the feature 2M as two-magnon scattering for the following reasons: the bandwidth is larger
than the linewidths of the one-magnon excitation peaks, as expected since the bandwidth
primarily reflects the dispersion of the constituent magnon branches rather than the excita-
tion lifetimes; a qualitatively similar two-magnon-scattering feature was observed in spinel
MnV2O4 [115]; and fits to inelastic-neutron-scattering data place several Brillouin-zone-edge
spin waves at approximately half the energy of 2M [103], as expected since the constituent
modes are weighted by the combined density of states, which is dominated by modes near
the zone boundary.
4.4.2.2 Variable-B spectra
Figure 4.15 presents the magnetic-field dependences of the one-magnon excitations M1 to
M4. The magnetic field is oriented along [001] (magnetic hard axis) in the majority twin,
but along a low-symmetry direction in the minority twins. All peaks except for M1 exhibit
linear changes in peak energy in response to this magnetic field, with M2 increasing in
energy at a rate ∆E/∆B = 0.34 cm−1/T, and M3 and M4 decreasing in energy at rates
∆E/∆B = −0.25 and −0.54 cm−1/T, respectively.
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Figure 4.15: (a),(b) Raman-scattering spectra of twinned Mn3O4 at various magnetic fields
in the energy ranges (a) 40 to 60 cm−1 and (b) 70 to 160 cm−1. The data have been offset for
clarity. (c),(d) Peak energies as a function of magnetic field. The magnetic field is directed
along [001] in the majority domain.
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A normal mode calculation [103] using a Heisenberg Hamiltonian with single-ion anisotropies
Ddi along d,
H =
∑
i 6=j
JijSi · Sj +
∑
i,d
Ddi
∣∣∣dˆ · Si∣∣∣2 , (4.4)
suggests that the M1 spin wave mainly occurs in the Mn2+ spins, which are orthogonal to
[001], while the M3 and M4 spin waves mainly involve the Mn3+ spins, which are antifer-
romagnetically ordered along [001]. The Zeeman shifts shown in Fig. 4.15 (c),(d) appear
to support this ‘molecular-vibration’-type picture; however, since the magnetic field is only
directed along [001] in some fraction of the domains probed, it may not pay to press this
result too far. More important is that the peak energies in general change linearly in re-
sponse to the external magnetic field, confirming the assignment of M1 to M4 as one-magnon
excitations.
When a magnetic field is applied along [010] in the majority domain, a change in sym-
metry is observed, signified by the appearance of new peaks in the spectrum. Figure 4.16
presents the changes observed in the magnetic-excitation spectrum for such a field orienta-
tion. At magnetic-field strengths B ≥ 1 T, peak M1 disappears and a new peak appears
at lower energy (see Fig. 4.16 (a)), a new peak appears near M3 (Fig. 4.16 (b)), and M4
is replaced by three new peaks (Fig. 4.16 (c)). The qualitative changes observed in the
spectra of Fig. 4.16 indicate for the first time that the magnetic order changes in response
to a Bˆ = [010] magnetic field, i.e., a magnetic field directed along the purported magnetiza-
tion axis, which further suggests that the ground state of Mn3O4 is more complicated than
currently believed [76].
4.4.3 Untwinned Mn3O4: Magnetostructural phase ‘fingerprints’
and magnetic-field tuning of the phase fraction
The inhomogeneity in the crystallographic orientation of twinned Mn3O4 crystals prevents
a polarization-resolved symmetry analysis to uniquely identify different magnetostructural
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Figure 4.16: Raman-scattering spectra of twinned Mn3O4 at various magnetic fields showing
the appearance of new magnetic peaks. The magnetic field is directed along [010] in the
majority domain. The data have been offset for clarity.
64
[100]
[010]
[110]
[110]
[100]
[010]
[110]
[110]
Centered Tetragonal Body-Centered Orthorhombic Face-Centered Orthorhombic
Figure 4.17: Bravais lattices of the (left) centered-tetragonal parent and (middle) body-
centered orthorhombic and (right) face-centered orthorhombic children. Empty and filled
circles denote lattice points separated by c/2. Crystallographic directions are everywhere
with respect to the centered-tetragonal coordinate system.
phases. Moreover, unlike momentum-resolved probes, Raman signal is collected from all illu-
minated domains, which averages out magnetic-field-response anisotropy in heavily twinned
samples. Switching to untwinned crystals allowed me to assign symmetries, for the first
time, to the vibrational and magnetic excitations of Mn3O4, and permitted a comprehensive
study of the magnetic-field response.
4.4.3.1 Variable-T spectra
At room temperature, the Bravais lattice of Mn3O4 is centered tetragonal, and the crystal
structure possesses fourfold rotational symmetry about the principal axis [001], up to a
fractional translation. The crystal also has two pairs of twofold symmetry axes in the (001)
plane: the secondary axes [100] and [010], and the tertiary axes [1¯10] and [110] (see Fig. 4.17).
As I will show, the low-temperature (T < 33 K), magnetically ordered state of Mn3O4 is
a mixture of two orthorhombic magnetostructural phases that are distorted such that the
fourfold symmetry is lost.
Each orthorhombic phase retains only one pair of twofold symmetry axes in the (001)
plane. The cell-doubled-orthorhombic (CDO) phase retains twofold symmetry about the
[100] and [010] directions (see Fig. 4.17, center). As mentioned previously, I refer to this
phase as cell-doubled orthorhombic rather than body-centered orthorhombic since a cell-
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Phase Ag B1g B2g B3g
CDO
 a b
c

 dd

 e
e

 f
f

FCO

a+b
2
b−a
2
b−a
2
a+b
2
c

 d −d


e√
2−e√
2
e√
2
−e√
2


f√
2
f√
2
f√
2
f√
2

Table 4.4: Symmetrized CDO and FCO Raman tensors in the centered-tetragonal coordinate
system.
doubling modulation present in this phase removes the centering translation. On the other
hand, the face-centered-orthorhombic (FCO) phase retains twofold symmetry about the
[1¯10] and [110] directions (see Fig. 4.17, right). The CDO and FCO Raman tensors, in the
centered-tetragonal coordinate system used throughout, are recorded in Table 4.4.
Figure 4.18 presents the temperature dependence of the Raman-scattering spectrum of
an untwinned crystal of Mn3O4. The T < 32 K Raman spectra in Fig. 4.18 are composed of
excitations of the CDO phase, as I will show below. This is the symmetry that untwinned
Mn3O4 naturally adopts in the commensurate phase. I will return to the B = 0 spectrum of
twinned Mn3O4 at the end of this section; for now, simply note that the spectrum obtained
from twinned Mn3O4 when a B ≥ 1 T magnetic field is directed along [010] (see Fig. 4.16)
is the same CDO spectrum shown in Fig. 4.18.
There are three salient developments shown in Fig. 4.18 for T < 32 K: (a) eight magnetic-
excitation peaks develop in the low-energy range ν < 170 cm−1; (b) the Eg-phonon peak
at ν = 295 cm−1 develops additional structure, indicating a change in structural symmetry;
and (c) two new phonon peaks appear at ν = 342 and 351 cm−1. Features (a) and (c)
confirm that simultaneous cell-doubling modulations of the magnetic and nuclear lattices
develop below T = 32 K. Previous studies of Mn3O4 observed the appearance of magnetic
[76,81] and nuclear [76] superlattice reflections at (h k+ 1
2
0) for integer h, k when T < 34 K.
The observation of eight one-magnon peaks in Fig. 4.18 indicates that the magnetic unit cell
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Figure 4.18: Raman scattering spectra of untwinned Mn3O4 at various temperatures in the
energy ranges (a) 50 to 185 cm−1, (b) 285 to 305 cm−1, and (c) 325 to 375 cm−1. The data
have been offset for clarity.
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Figure 4.19: Raman scattering spectra of untwinned Mn3O4 in the CDO phase at T = 8 K in
the energy ranges (a) 50 to 185 cm−1 and (b) 285 to 305 cm−1 taken with various polarizations
of the incident [hkl] and scattered [h′k′l′] light, indicated as [hkl], [h′k′l′]. [h1k1l1] + i[h2k2l2]
denotes circular polarization. Vertical, dashed lines indicate magnon and phonon peak
positions in the CDO phase. Characters of select modes are labeled. The data have been
offset for clarity.
of the CDO phase is indeed larger than the unit cell of the parent CT phase, which only
contains six magnetic moments. (For each magnetic moment in the magnetic unit cell, there
is one doubly-degenerate eigenmode). Similarly, the low-intensity phonon peaks that appear
at ν = 342 and 351 cm−1 are modes that have been folded from the Brillouin-zone edge to the
Brillouin-zone center by the doubling of the real-space unit cell. Unlike previous experiments
which could only observe the magnetic and nuclear superlattice modulations separately, these
Raman data provide direct evidence that the two modulations occur simultaneously below
T = 32 K.
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Polarization CDO amplitude
∣∣ˆiSχij ˆjI∣∣2
ˆI ˆS Ag B1g B2g B3g
[101¯] [101¯] 0.1a2 + .4ac+ .5c2 0.8e2
[001] [1¯10] 0.5e2 0.5f 2
[1¯10] [1¯10] 0.5(a+ b)2 d2
[101¯] + i[010] [010] 0.5b2 0.1d2 0.4f 2
[101¯] [010] 0.3d2 0.7f 2
[010] [010] b2
[101¯] + i[010] [101¯] 0.2ac+ .3c2 0.1d2 0.4e2 0.4f 2
Table 4.5: Theoretical scattering amplitudes in the CDO phase. [h1k1l1] + i[h2k2l2] denotes
circular polarization.
To clarify feature (b), which concerns a reduction in lattice symmetry for T < 32 K,
I performed a polarization analysis of the magnetic and vibrational excitations. Crystals
were field trained to create a single domain prior to measurement, and seven configurations
of incident- and scattered-light polarizations were used to determine the transformation
properties of the excitations at T = 8 K. Figure 4.19 shows the spectra obtained from these
experiments. For comparison, expected CDO scattering amplitudes for each polarization
configuration shown in Fig. 4.19 are tabulated in Table 4.5.
The symmetry-imposed selection rules exhibited by the phonon and magnon peaks in
Fig. 4.19 indicate that the low-temperature, zero-field-cooled phase of untwinned Mn3O4
has orthorhombic symmetry with a, b, and c axes along the [100], [010], and [001] directions,
respectively. In greater detail, each mode shown in Fig. 4.19 can be assigned to an irre-
ducible representation of the mmm point group using the CDO Raman tensors presented in
Table 4.4. (Experimentally determined energies and symmetries of the Raman-active mag-
netic and vibrational excitations with ν < 300 cm−1 are tabulated in Table 4.6.) This is
emphatically not possible using the FCO Raman tensors, indicating that the high-symmetry
directions of the CDO phase are along [100], [010], [001].
As mentioned previously, due to the high-temperature, cubic-to-tetragonal structural
transition driven by orbital degeneracy, the Mn3+4 tetrahedra of the pyrochlore sublattice
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CDO excitation Energy (cm−1) Γ (mmm)
Magnon
49 Ag
51 Ag
54 B1g
75 Ag
83 B3g
139 B3g
148 B2g
152 B2g
Phonon
175 B2g
175 B3g
293 B2g
295 B3g
298 B2g
Table 4.6: Energies and symmetries of magnetic and vibrational excitations of the CDO
phase at T = 8 K. The energy difference between the B2g and B3g phonons at ν = 175 cm
−1
could not be resolved in this phase.
are irregular (see Fig. 4.6). As a result, the intra-〈100〉-chain antiferromagnetic exchange
dominates, and these one-dimensional antiferromagnetic chains may be thought of as fun-
damental building blocks of the magnetic order. It is unclear whether the much-weaker
inter-〈100〉-chain interaction is primarily due to direct overlap of T2g orbitals and antiferro-
magnetic [76], or is primarily due to superexchange through O ligands and ferromagnetic
[103]. In either case, however, the arrangement of antiferromagnetic chains depicted in Fig.
4.6 is not unique, since translating any chain by half a period will result in the same number
of out-of-c-plane nearest-neighbors with Si,zSj,z = +s as with Si,zSj,z = −s. On the other
hand, if the Mn3+4 tetrahedra are allowed to distort locally, they will lower their symmetry
in order to increase the exchange Jij between favorable-Si,zSj,z neighbors. Such exchange
striction has been proposed [76, 84] as the origin of the structural-symmetry lowering that
accompanies the incommensurate-to-commensurate magnetic transition in Mn3O4.
The magnetic order of Mn3O4 below T = 33 K, as determined by Jensen and Nielsen
[81], is illustrated in Fig. 4.8. (Note that these authors examined an untwinned crystal of
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Mn3O4 grown from a flux, Nielsen being the first to warn of the twinning inherent in melt-
grown samples [107].) Local distortions of the Mn3+4 tetrahedra that would stabilize this
arrangement of the antiferromagnetic chains are indicated in the bottom panel of Fig. 4.8,
where the interchain exchange is assumed antiferromagnetic for the purpose of illustration.
The spectroscopic results presented thus far for untwinned Mn3O4 are entirely consistent
with this distortion pattern.
First, since the distortions follow the magnetic order, which is doubled along [010], the
nuclear unit cell is also doubled along [010], in agreement with the appearance of folded
phonons at the zone center (see Fig. 4.18 (c)). Second, these displacements remove twofold
rotational symmetry about the [110] and [1¯10] axes, as well as any mirror operations in
planes orthogonal to these directions. On the other hand, twofold rotations about the
[100] and [010] axes are preserved (up to a fractional translation, in the case of the [010]
axis). This is again consistent with the results of the polarization study which indicate
that the high-symmetry directions of zero-field-cooled untwinned Mn3O4 are [100] and [010].
Third, I clearly resolve three nondegenerate phonons near ν = 295 cm−1 in the CDO phase
(see Fig. 4.19, especially I , S = [101¯], [101¯] and [101¯], [010]), indicating a reduction in
symmetry. These phonons include a B3g mode (ν = 295 cm
−1) and two B2g modes (ν = 293
and 298 cm−1). A tetragonal-to-orthorhombic transition is expected to split the ν = 295
cm−1 Eg-parent phonon into a B3g phonon and a single B2g phonon. The presence of a
second B2g phonon is associated with a mode that has been folded to q = 0, similar to the
higher-energy folded-phonon modes discussed previously. Finally, the distortion amplitudes
must necessarily be small, meaning that the departure from tetragonal symmetry is slight.
This is reflected, for example, in the second-order susceptibility χijAg of the ν = 51 cm
−1
magnon. Between the CT and CDO symmetries we have the correlation B1g 7→ Ag; therefore,
if the ν = 51 cm−1 mode is ‘descended’ from a B1g mode in the CT phase, we expect
χ11Ag ≈ −χ22Ag for a small perturbation. This is exactly what is observed in Fig. 4.19. The
small displacement amplitude also explains why the CT-to-CDO transition was previously
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overlooked in diffraction experiments, which are less sensitive to symmetry changes than
polarization-resolved Raman scattering is.
4.4.3.2 Variable-B spectra
I have established that the magnetostructural unit cell of the T < 33 K, commensurate phase
of untwinned Mn3O4 is doubled and orthorhombic, with high-symmetry directions along
[001], [100] and [010]. The spectroscopic ‘fingerprint’ of this CDO phase, i.e., the energies
and transformation properties of its excitations, is well-defined (see Fig. 4.19). Moreover, the
presence of both magnetic and structural excitations permits the simultaneous investigation
of how both the magnetic and structural order changes in response to an external magnetic
field.
I will first confirm that the application of a magnetic field along the tertiary direction
[110] induces a symmetry transformation to a face-centered-orthorhombic (FCO) phase, as
observed previously [76, 82]. This FCO phase represents a global distortion of the crystal,
and the transition is hysteretic. Next, I will show that a magnetic field applied along the
secondary direction [010] preserves the CDO magnetostructural phase, or selects the CDO
phase if the crystal is currently in the FCO phase. However, I will also show that reversing
the magnetic field orientation from [010] to [01¯0] induces a CDO-to-FCO-to-CDO transition.
For completeness, the response to a magnetic field directed along the magnetic hard axis [001]
was also measured; the orthorhombic phase mixture is largely insensitive to this magnetic
field, so the Bˆ = [001] geometry will not be discussed further.
4.4.3.3 Bˆ = [110]: Face-centered orthorhombic-phase
Figure 4.20 presents the magnetic-field dependence of the Raman-scattering spectrum for a
magnetic field applied along the [110] direction, i.e., in the magnetic easy plane, pi/4 from
the magnetization direction. The top (bottom) panel of Fig. 4.20 shows spectra collected in
geometry 2 (3). The two scattering geometries are required in order to observe a majority
72
290 30050 70 90 110 130 150 170
(b)(a) x1
In
te
ns
ity
(a
rb
.u
ni
t)
Energy (cm-1)
x1.5
1.0 T
0.8 T
0.6 T
0.4 T
0.2 T
0.0 T
50 70 90 110 130 150 170
(c)
In
te
ns
ity
(a
rb
.u
ni
t)
Energy (cm-1)
x1.5
1.0 T
0.8 T
0.6 T
0.4 T
0.2 T
0.0 T
290 300
(d) x1
Geometry 2
[110]
[001]
[110]
H
[ ]
[ ]
[11
Geometry 3
110
001
0]
H
*
*
Figure 4.20: Raman scattering spectra of untwinned Mn3O4 at T = 8 K taken in (a,
b) geometry 2 and (c, d) geometry 3 (see Sec. 4.3) at various magnetic field strengths in
the energy ranges (a,c) 50 to 185 cm−1 and (b,d) 285 to 305 cm−1. Vertical dashed lines
indicate magnon and phonon peak positions in the FCO phase. The asterisk indicates a
peak associated with a small remnant CDO phase fraction [116]. The data have been offset
for clarity.
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of the Raman-active modes due to the high symmetry of the scattering planes, which were
chosen to facilitate a subsequent polarization study. For all measurements, the crystals were
zero-field-cooled from room temperature to T = 8 K before a magnetic field was applied.
The resulting B = 0, T = 8 K Raman spectra (black curves in Fig. 4.20) are consistent with
the CDO phase discussed in Sec. 4.4.3.1 [117].
When Bˆ = [110], as the magnetic field magnitude increases, the spectra in Fig. 4.20
change dramatically in the range 0 < B ≤ 1 T. These changes occur among both the
magnetic and structural excitations, indicating a magnetostructural phase transition. No
further changes in the spectra are observed for 1 < B ≤ 6 T (not shown). I show below that
the phase stabilized for B ≥ 1 T and Bˆ = [110] is consistent with an undoubled FCO phase,
in agreement with previous results [76, 82]. Note for future reference that the magnetic
(ν < 170 cm−1) portion of the B = 1 T spectrum is identical to the magnetic spectrum
observed at B = 0 in twinned Mn3O4 (see Fig. 4.14 (a)).
To verify the FCO symmetry of the magnetostructural phase for B > 1 T and Bˆ = [110],
I performed a polarization study of the magnetic and vibrational excitations in this phase
regime. A B = 1 T magnetic field was applied along [110] to select the FCO phase [118], and
six configurations of incident- and scattered-light polarizations were used to determine the
transformation properties of the excitations of the FCO phase. Fig. 4.21 shows the spectra
obtained from these experiments. For comparison, expected FCO scattering amplitudes for
each polarization configuration shown in Fig. 4.21 are tabulated in Table 4.7.
The phonon and magnon peaks in Fig. 4.21 exhibit symmetry-imposed selection rules
that are consistent with an FCO structure with a, b, and c axes along the [1¯10], [110],
and [001] directions, respectively. In further detail, each mode shown in Fig. 4.21 can be
assigned to an irreducible representation of the mmm point group using the FCO Raman
tensors presented in Table 4.4. (Experimentally determined energies and symmetries of the
Raman-active magnetic and vibrational excitations with ν < 300 cm−1 are tabulated in
Table 4.8.) This is emphatically not possible using the CDO Raman tensors, indicating that
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Figure 4.21: Raman scattering spectra of untwinned Mn3O4 in the FCO phase at T = 8 K
and B = 1 T [118] along [110] in the energy ranges (a) 50 to 185 cm−1 and (b) 285 to
305 cm−1 taken with various polarizations of the incident [hkl] and scattered [h′k′l′] light,
indicated as [hkl], [h′k′l′]. h1k1l1] + i[h2k2l2] denotes circular polarization. Vertical dashed
lines indicate magnon and phonon peak positions in the FCO phase. Characters of select
modes are labeled. The asterisk indicates a peak associated with a remnant CDO phase.
The data have been offset for clarity.
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Polarization FCO amplitude
∣∣ˆiSχij ˆjI∣∣2
ˆI ˆS Ag B1g B2g B3g
[1¯10] + i[001] [1¯10] 0.5a2 0.5e2
[110] + i[001] [001] 0.5b2 0.5f 2
[110] [110] b2
[001] [110] f 2
[101¯] + i[010] [010] 0.2a2 + 0.2ab+ 0.2b2 0.5d2 0.2e2 0.2f 2
[101¯] + i[010] [101¯] 0.1ac+ 0.1bc+ 0.3c2 0.4e2 0.4f 2
Table 4.7: Theoretical scattering amplitudes in the FCO phase. [h1k1l1] + i[h2k2l2] denotes
circular polarization.
FCO excitation Energy (cm−1) Γ (mmm)
Magnon
51 Ag
56 B1g
83 B3g
142 B2g
Phonon
174 B3g
176 B2g
289 B3g
300 B2g
Table 4.8: Energies and symmetries of magnetic and vibrational excitations of the FCO
phase at T = 8 K.
the high-symmetry directions of the FCO phase are along [1¯10], [110], and [001].
The anisotropy axis of the frustrated Mn3+ spins, i.e., the preferential alignment axis
determined by the local crystal field and on-site Li · Si coupling, is [001]. As discussed
previously, the zero-magnetic-field magnetostructural transition to CDO order at T = 33 K
is driven by magnetostriction as these spins attempt to order themselves. Local distortions
enhance (reduce) the exchange coupling between Mn3+ moments on neighboring 〈100〉 chains
with Si,zSj,z < 0 (Si,zSj,z > 0) (see Fig. 4.8). We have so far neglected the component of the
Mn3+ spins in the (001) plane, except to note that there is a small component along [01¯0]
due to the antiferromagnetic coupling between the Mn3+ moments and the [010]-aligned
Mn2+ moments on the diamond sublattice (see Fig. 4.6). However, we are now interested
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C2 h
Ag + 2Bg
Ag
Ag xy/r2 ∝ Y2-2 - Y22
z2/r2 ∝ Y20
(x2 - y2)/r2 ∝ Y2-2 + Y22
yz/r2 ∝ Y2-1 + Y21
xz/r2 ∝ Y2-1 - Y21
Figure 4.22: Energy level diagram for a Mn3+ cation in the CT phase. The Cartesian form
of each wavefunction appears to the right, while the irreducible representation of the C2h
point group generated by that wavefunction appears to the left. The specific ordering of the
Ag + 2Bg levels depends on the site (see Fig. 4.4), but does not affect the results discussed
here.
in the response of Mn3O4 to a magnetic field applied in the (001) plane, i.e., the response
to manipulation of the in-plane spin component. Recall that the largest bulk changes in
the low-frequency permittivity ε′ and length l are observed when Bˆ = 〈110〉, and that ε′
decreases (increases) and l expands (contracts) along Bˆ (orthogonal to Bˆ) [6, 76].
The local electric field seen by the Mn3+ cations in the paramagnetic CT phase has mon-
oclinic symmetry, as discussed in Sec. 4.2.1. An energy-level diagram for this environment
is illustrated in Fig. 4.22, along with basis functions in the CT coordinate system. In the
magnetically-ordered CDO phase, distortions of the Mn3+4 tetrahedra discussed previously
will stretch the Mn3+O6 octahedra along either [110] or [1¯10] (see top panel of Fig. 4.23).
As pointed out by Nii et al. [76], these distortions should change the hole eigenstate from
|xy〉 to
|Y (θ, φ)±〉 =
√
1− δ2 |xy〉 ± δ ∣∣z2〉 , (4.5)
where |Y+〉 (|Y−〉) is stabilized by an expansion along [110] ([1¯10]), and δ is proportional to
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Sz > 0
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Sz < 0
Sz > 0
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Figure 4.23: (Top) Projection of the CDO structure along [001], depicting both Mn3+4
tetrahedra (blue squares), and Mn3+O6 octahedra (orange and yellow rectangles). Local
distortions are indicated by black arrows. The in-plane components of the Mn3+ moments
are directed along [01¯0] in this phase. (Bottom) The same projection of the FCO phase. In
the FCO phase, the in-plane components of the Mn3+ moments are directed along [1¯1¯0] and
a global distortion occurs along this direction, as discussed in the text.
the size of the expansion. These perturbed wavefunctions are illustrated in Fig. 4.24.
In the CDO phase, the in-plane component of the Mn3+ spins is −Syˆ. Spin-orbit coupling
contributes no first-order correction to the energy since
〈Y±|L · S|Y±〉 ∝ 〈Y±|Ly|Y±〉 = 0 . (4.6)
More generally, all such matrix elements between |Y±〉 and linear combinations of the high-
energy Ag orbitals vanish. Even if we consider second-order corrections connecting |Y±〉 to
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(a) xy (b) 1 - δ2 |xy> + δ|z2> (c) 1 - δ2 |xy> - δ|z2>
Figure 4.24: Two perspectives of a monoclinic Mn3+O6 octahedron superimposed on an (a)
unperturbed |xy〉 hole orbital, (b) |Y+〉 hole orbital, and (c) |Y−〉 hole orbital. The distance
from the origin r(θ, φ) is proportional to |Y (θ, φ)|2.
the Ag + 2Bg states, we find no preference for |Y+〉 or |Y−〉 since
∣∣ 〈x2 − y2∣∣Ly∣∣Y+〉∣∣2 − ∣∣ 〈x2 − y2∣∣Ly∣∣Y−〉∣∣2 = 0 ,
| 〈yz|Ly|Y+〉|2 − | 〈yz|Ly|Y−〉|2 = 0 ,
| 〈xz|Ly|Y+〉|2 − | 〈xz|Ly|Y−〉|2 = 0 . (4.7)
On the other hand, if we apply a magnetic field along [110] or [11¯0] that is large enough to
force the in-plane component of the Mn3+ spins to lie along −S(xˆ± yˆ)/√2, the second-order
energy shifts are no longer the same for the |Y+〉 and |Y−〉 states. Instead,
| 〈yz|Lx ± Ly|Y+〉|2 − | 〈yz|Lx ± Ly|Y−〉|2 ≈ ±
√
48δ~2 ,
| 〈xz|Lx ± Ly|Y+〉|2 − | 〈xz|Lx ± Ly|Y−〉|2 ≈ ±
√
48δ~2 . (4.8)
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For B = B(xˆ± yˆ), the energy difference between the hole occupying |Y+〉 and |Y−〉 is
∆E± ∝ ±δλ
2S2~2
−∆Ecf , (4.9)
where ∆Ecf is the crystal-field-induced energy gap between the 2Ag and Ag + 2Bg levels
in Fig. 4.22, and λ is the spin-orbit coupling constant. Therefore, if Bˆ = [110] ([11¯0]), we
expect the hole to occupy |Y+〉 (|Y−〉), and for the Mn3+O6 octahedra to uniformly distort
along [110] ([11¯0]). This prediction agrees with the observed bulk response.
The spectroscopic data presented in Figs. 4.20 and 4.21 are entirely consistent with the
microscopic model discussed above. First, the global FCO distortion depicted in the bottom
panel of Fig. 4.23 would remove the doubled superlattice of the CDO phase. The number
of one-magnon excitations indeed decreases to four, consistent with an undoubled magnetic
unit cell. Second, the FCO distortion removes the twofold rotational symmetry about the
[100] and [010] axes, as well as mirror operations in planes orthogonal to these directions. On
the other hand, the FCO phase possesses twofold rotational symmetry about the [110] and
[1¯10] directions, which is consistent with the symmetry-imposed selection rules I observe.
Third, the energy gap between the B3g and B2g vibrations near 295 cm
−1 (see Fig. 4.21 (b))
is approximately four times larger than the gap between equivalent vibrations in the CDO
phase (see Fig. 4.19 (b)). Similarly, there is a resolvable energy gap between the B3g and
B2g vibrations near 175 cm
−1, unlike in the CDO phase where the two equivalent modes
cannot be resolved. As these gaps reflect the loss of fourfold symmetry in the (001) plane,
a larger gap in the FCO phase is consistent with the more pronounced asymmetry between
the in-plane, high-symmetry directions caused by the uniform distortion of the crystal.
Finally, the folded optical phonons shown in Fig. 4.18 (c) should also vanish in the FCO
phase, as they are due to the structural cell-doubling modulation. Figure 4.25 shows the
magnetic-field dependence of (a) the phonon spectrum in the 285 to 305 cm−1 energy range
and (b) the folded phonon modes near 342 and 351 cm−1 for Bˆ = [110] and T = 8 K.
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Figure 4.25: Raman scattering spectra of untwinned Mn3O4 at T = 8 K taken in geometry
2 at various magnetic-field strengths with Bˆ = [110]. The data have been offset for clarity.
The B = 0 phonon spectrum indicates a dominant CDO phase fraction [117], as discussed
previously. As the magnetic-field strength increases, the FCO phase is stabilized, as indicated
by the appearance of the phonon at 300 cm−1, and the suppression of the phonons between
293 to 298 cm−1. Concurrently, the intensities of the folded phonon modes vanish, confirming
the absence of a structural superlattice in the FCO phase.
4.4.3.4 Bˆ = [010]: Cell-doubled-orthorhombic phase
We now possess the spectroscopic ‘fingerprint’ of both orthorhombic phases of Mn3O4, i.e.,
the energies and characters of the magnetic and structural excitations of each phase. These
energies and characters are compiled in Table 4.9 for comparison, and representative spectra
from each phase are reproduced in Fig. 4.26. In terms of gross differences between the CDO
and FCO spectra, the clearest vibrational signature (see Fig. 4.26 (b)) of each phase is how
the Eg-phonon peak near 295 cm
−1 splits. In the CDO phase, this peak ‘splits’ into three
nondegenerate phonons at 293, 295, and 298 cm−1 (one branch is folded from the Brillouin-
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Energy (cm−1)
CDO FCO Γ(mmm)
Magnon
49 − Ag
51 51 Ag
54 − B1g
− 56 B1g
75 − Ag
83 83 B3g
139 − B3g
− 142 B2g
148 − B2g
152 − B2g
Phonon
− 174 B3g
175 − B2g
175 − B3g
− 176 B2g
− 289 B3g
293 − B2g
295 − B3g
298 − B2g
− 300 B2g
Table 4.9: Measured energies and symmetries of the magnetic and vibrational excitations
of the CDO and FCO phases of Mn3O4.
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Figure 4.26: Raman spectra collected at T = 8 K from untwinned Mn3O4 in the CDO
phase (black curve) and FCO phase (red curve). A B = 1 T magnetic field along [110] was
used to select the FCO phase. Inset diagrams indicate the secondary and tertiary axes, i.e.,
high-symmetry directions, and magnetization of each phase. Vertical dashed lines indicate
unique magnon and phonon peak positions for the CDO (black) and FCO (red) phases. The
characters of select CDO (black) and FCO (red) modes are labeled at the top of the figure.
zone edge). In the FCO phase, the Eg mode splits into two nondegenerate phonons at 290
and 300 cm−1. The clearest magnetic signature (see Fig. 4.26 (a)) of each phase is the
collection of magnons near 145 cm−1. In the CDO phase, there are three nondegenerate
magnons at 139, 148, and 152 cm−1. In the FCO phase, on the other hand, there is a single
one-dimensional magnon at 142 cm−1.
I show next that a magnetic field applied along the magnetic easy axis [010] preserves the
CDO phase in untwinned Mn3O4. Figure 4.27 shows the magnetic-field-strength dependence
of the Raman spectrum (a) in the 50 to 185 cm−1 energy range and (b) near 295 cm−1 for
Bˆ = [010] and T = 8 K. The sample was zero-field-cooled from room temperature to T = 8 K
before the magnetic field was applied. Once again, the B = 0 Raman spectrum of untwinned
Mn3O4 (black curve in Fig. 4.27) is characteristic of the CDO phase [117].
As the magnetic field is increased to B = 1 T, the spectrum does not change appreciably.
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Figure 4.27: Raman scattering spectra of untwinned Mn3O4 at T = 8 K taken in geometry
1 at various magnetic-field strengths with Bˆ = [010]. Vertical, dashed lines indicate magnon
and phonon peak positions in the CDO phase. The data have been offset for clarity.
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Moreover, no significant changes are observed in the spectrum for 1 < B ≤ 6 T (not shown).
I therefore conclude that a magnetic field applied along the secondary axis [010] stabilizes
the CDO phase.
This also explains the magnetic-field dependence observed in twinned Mn3O4 when B is
directed along [010] in the majority domain (see Fig. 4.16). By examining the B = 0 and
1 T data in Fig. 4.16, especially panel (c), we see that this twinned crystal begins in the
FCO phase, but transforms into the CDO phase in response to the magnetic field reordering
the spin components in the (001) plane.
Previous Raman-scattering studies by Kim et al. also reported that an FCO phase can be
stabilized by magnetic fields applied in the (001) plane [82,83]. However, Kim et al. reported
that the FCO phase is stabilized for a magnetic field oriented either parallel or orthogonal to
the easy axis direction [010], which conflicts with the results presented here. My results, as
well as the results of Nii et al. [76], suggest that the magnetic fields that stabilized the FCO
phase in Refs. [82] and [83] were actually along the [1¯10] or [110] directions. The discrepancy
likely results from an inconsistent use of both face-centered-tetragonal and body-centered-
tetragonal settings (see Sec. 4.2.1) when describing crystallographic orientations in Refs. [82]
and [83].
4.4.3.5 Bˆ = [010]: Hysteresis
After applying a magnetic field along the [010] direction and subsequently reducing the
field to B = 0, I occasionally found that the original CDO spectrum would spontaneously
transform to the FCO spectrum 0 to 15 minutes later. This motivated me to perform a
sequence of measurements in which a magnetic field applied along the [010] direction was
cycled between B = +0.3 and −0.3 T. Figure 4.28 shows the Raman spectrum of Mn3O4
for various fields in this sequence.
As seen in Fig. 4.28, reversing the magnetic field along the [010] direction spectacularly
alters the phase fraction. I have already identified the B = ±0.3 T spectra (black curves)
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Figure 4.28: Raman-scattering spectra of untwinned Mn3O4 at T = 8 K taken in geometry
1. A magnetic field directed along [010] was cycled between B = +0.3 and −0.3 T; the black
arrow indicates the sequence of field values. Raman spectra characteristic of the CDO and
FCO phases are plotted in black and red, respectively. The data have been offset for clarity.
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as the CDO spectrum. The B = ±0.05 T spectra (red curves), on the other hand, are the
FCO spectrum, which was previously obtained by applying a B = 1 T magnetic field along
[110].
In the previous section, I demonstrated that a magnetic field along [010] stabilizes the
CDO phase, in agreement with the observation of the CDO spectrum at B = ±0.3 T in
Fig. 4.28. Here, we also see that if the magnetic field is initially applied along, e.g., the
[010] direction and subsequently reversed to the [01¯0] direction, the CDO phase fraction will
decrease until the crystal enters an intermediate FCO phase. As the magnetic field along
[01¯0] is further increased, the crystal will again saturate in the CDO phase, but presumably
with reversed magnetization Mˆ = [01¯0]. This toggling is hysteretic, with a ‘coercive field’
B = 0.05 T.
It is rather incredible that we can cycle the magnetostructural order of Mn3O4 through
symmetrically inequivalent orthorhombic phases with only MsB/kB ≈ 360 mK/molecule.
This indicates that the difference in thermodynamic free energies between the CDO and
FCO phases is small. Measurements of the low-frequency permittivity ε′(B) with Bˆ = [010]
are absent in the literature, but Fig. 4.28 indicates [6, 76] that ∆ε′/ε′ > 2% should be
attainable with B < 1 T. Furthermore, the fact that the crystal spontaneously transforms
to the FCO phase after removing the magnetic field suggests that the CDO phase is quite
‘fragile’. In the next section, I explore the effects of twinning and external force on the B = 0
orthorhombic phase fraction in Mn3O4.
4.4.4 Non-magnetic-field tuning of the phase fraction
As mentioned, an x-ray diffraction study of polycrystalline Mn3O4 by Kemei et al. [119] found
that approximately half of the sample volume they investigated exhibited FCO symmetry
in the magnetically ordered state. The difference between FCO a = [11¯0] and b = [110]
lattice parameters was b/a ≈ 1.006, and the authors concluded that strain energy prevents
an otherwise homogeneous transformation to the FCO phase. In the Raman-scattering
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Figure 4.29: Raman spectra of various twinned and untwinned Mn3O4 crystals that were
zero-field-cooled to T = 8 K. Vertical dashed lines indicate unique (a) magnon and (b)
phonon peak positions for the CDO (black) and FCO (red) phases. The data have been
offset for clarity.
studies discussed here, orthorhombic phase coexistence manifests in spectra that can be
decomposed into linear combinations of the pure-CDO and pure-FCO spectra shown in
Fig. 4.26. Figure 4.29 presents zero-field-cooled, T = 8 K Raman spectra obtained from a
collection of twinned and untwinned Mn3O4 crystals. The Raman spectra of the twinned
crystals are indeed a combination of both CDO and FCO spectra, indicating that both
orthorhombic phases are present in these samples. On the other hand, the Raman spectra of
the untwinned crystals are essentially identical to the pure-CDO spectrum, indicating that
the intrinsic FCO phase fraction in untwinned Mn3O4 is minuscule.
The minuscule FCO volume in untwinned Mn3O4 is confirmed by low-T x-ray diffraction
measurements of (hhl) reflections from untwinned crystals. Figure 4.30 shows the appearance
of a q ≈ (2.98 2.98−1.94) satellite peak near the (332¯) Bragg reflection below T = 33 K,
indicating that the FCO phase is present in this untwinned crystal. However, the intensity
of the FCO satellite peak is less than 1% of the intensity of the (332¯) reflection, indicating
that the sample is almost entirely CDO.
88
Figure 4.30: X-ray diffraction data collected from untwinned Mn3O4 at various T . Intensities
are plotted along a line in momentum space that connects the CDO reflection and FCO
satellite, q = (hhl).
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These results suggest that the sample volume that spontaneously converts from modu-
lated CDO order to globally distorted FCO order (see Fig. 4.23) scales inversely with twin-
domain size. Mn3O4 crystals grown at 1150 < T < 1440 K exhibit tetragonal twin domains
with dimensions d > 103 µm (‘untwinned’ Mn3O4), and are primarily CDO. Conversely, the
twin domains in Mn3O4 grown at T > 1440 K (‘twinned’ Mn3O4) are approximately two
orders of magnitude smaller, which is the same size as the crystallites studied by Kemei et al.
[119], and both twinned and polycrystalline Mn3O4 exhibit a roughly equal mixture of CDO
and FCO sample volume. Microscopic theories of perovskite manganites, which can also
exhibit stable phase coexistence between two phases of unequal energies, demonstrate that
phase interfaces are pinned by strain compatibility, i.e., bonding constraints [120,121]. It is
plausible that shrinking the size of the tetragonal twin domains, which host the competing
CDO and FCO phases in Mn3O4, reduces the pinning strength and allows regions of FCO
symmetry to expand.
Direct correspondence between tetragonal-domain size and magnetic texture is confirmed
by electron-diffraction and magnetic-force-microscopy (MFM) measurements of twinned
Mn3O4 crystals [7]. MFM images of zero-field-cooled samples show distinct stripe order
within each tetragonal domain [7], which most likely arises from alternating regions of CDO
and FCO symmetry (electron-diffraction measurements were not performed in the magneti-
cally ordered state). The spatial frequency of the stripe pattern scales inversely with the size
of the parent tetragonal domain, providing further evidence that twin-domain size affects
orthorhombic phase coexistence in Mn3O4, although the orthorhombic phase fraction itself
is not reported. Applying a B ≥ 2 T magnetic field along [110] removes the stripe order [7],
indicating a transformation to homogeneous FCO symmetry in agreement with the results
of Sec. 4.4.3.3.
The inverse relationship between tetragonal twin-domain size and FCO phase fraction in
magnetically ordered Mn3O4 likely explains conflicting reports regarding the ground-state
symmetry of this material, which are summarized in Table 4.10. While twin-domain di-
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Study Sample Symmetry
Jensen et al. (1974) [81] Crystal grown at T = 1320 K [107] No FCO
Kim et al. (2011) [83] Crystal grown at T > 1440 K Homogeneous FCO
Chung et al. (2013) [84] Crystal grown at T > 1440 K Partially FCO
This work (2014) [115] Crystal grown at T > 1440 K Partially FCO
Kemei et al. (2014) [119] 10-µm crystallites Partially FCO
This work (2016) [122] Crystal grown at T = 1370 K No FCO
Table 4.10: Reports of Mn3O4 symmetry in the commensurate ferrimagnetic state.
mensions are not explicitly reported for all of the studies listed in Table 4.10, every crystal
grown out of a melt exhibits a partial or complete transformation to FCO symmetry below
T = 33 K. The work presented here demonstrates that the bulk magnetic response of Mn3O4
[6, 76] should be understood in terms of tuning between nearly degenerate CDO and FCO
phases. The ability to control the intrinsic ground-state orthorhombic phase fraction via
growth methodology may therefore present a novel method for controlling the magnetodi-
electric response of Mn3O4. Furthermore, if strain dictates the B = 0 energy landscape, it
is natural to ask how external force affects the CDO and FCO phase fractions.
Figure 4.31 presents variable-pressure Raman scattering measurements of untwinned
Mn3O4 at T = 8 K and B = 0. The crystal begins to transform to FCO symmetry in
the pressure range 0 < P < 1 kbar, and exhibits homogeneous FCO symmetry above
P = 1 kbar. Remarkably, the same mixed-phase spectra are obtained from twinned crystals
at P = 0 (Fig. 4.29) as from untwinned crystals in the range 0 < P < 1 kbar (Fig. 4.31),
providing further evidence that strain in heavily-twinned crystals of Mn3O4 leads to the ap-
pearance of a nonzero FCO phase fraction at B = 0. The transition toward FCO symmetry
at P > 0 kbar agrees with a variable-pressure study of twinned Mn3O4 in the T > 33 K
incommensurate phase [83], which observed a transformation to FCO symmetry at corre-
spondingly higher pressures.
Variable-pressure spectra are collected from small crystals of volume V ≈ (250 µm)3, as
discussed in Sec. 3.5.3. The P = 0, T = 8 K spectra of these small crystals are unusual,
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Figure 4.31: Raman-scattering spectra of untwinned Mn3O4 at various pressures and T =
8 K (nominal, see text). The spectra in panels (a,b) and (c,d) were collected from two
different samples. Vertical dashed lines indicate unique CDO (black) and FCO (red) modes.
The data have been offset for clarity.
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Figure 4.32: Comparison of ambient-pressure Raman-scattering spectra collected from (a)
an untwinned V ≈ (250 µm)3 crystal at T = 8 K (nominal, see text) and (b) an untwinned
bulk crystal at T = 38 K.
closely resembling the spectrum of bulk Mn3O4 near the incommensurate-to-commensurate
transition at T = 33 K, as shown in Fig. 4.32. The magnetic moment m(T ) of a V ≈
(250 µm)3 crystal of untwinned Mn3O4 is presented in Fig. 4.33. Since m(T ) displays
features at each of the bulk magnetic transition temperatures T = 43, 40, 33 K, there is no
reason to suspect that the P = 0, T = 8 K magnetic order in small crystals of Mn3O4 differs
from that of the bulk. A possible explanation for the anomalous P = 0 spectra in Figs. 4.31
and 4.32 (a-c) is that local laser heating is underestimated for these particular experiments.
A ∆T = 4 K correction, established from comparisons with diffraction, magnetization, and
heat capacity data, is included throughout this chapter to account for local laser heating;
however, this ∆T may not be applicable when the scattering volume is a significant portion
of V . Furthermore, P = 0 measurements in particular are made without the solid-argon
pressure medium that the sample is usually embedded in for variable-P measurements.
Regardless, Fig. 4.31 demonstrates that feeble pressures 0 < P < 1 kbar emulate the effect
of heavy twinning on the B = 0 mixture of CDO and FCO phases.
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Figure 4.33: Zero-field-cooled magnetic moment m(T ) of a V ≈ (250 µm)3 untwinned
crystal of Mn3O4.
4.5 Concluding remarks
Determining how functional behavior such as magnetoresistance and magnetocapacitance
emerges from coupling between spin, orbital, and nuclear degrees of freedom is an impera-
tive challenge. The work presented in this chapter represents a systematic attempt to clarify
the mechanism responsible for magnetostriction and magnetocapacitance observed in the
ferrimagnet Mn3O4. When I began this work, it was becoming clear that the magnetic
response of Mn3O4 is ultimately due to a magnetic-field-induced magnetostructural phase
transition. However, the B = 0 order, the magnetic field needed to effect the magnetostruc-
tural phase transition, and the differences in magnetic order between the B = 0 and B > 0
phases were either unknown or confused in the literature. These issues are resolved here.
Using variable-magnetic-field, polarization-resolved Raman scattering at T < 33 K, I
have characterized the distinct q = 0 magnetic and vibrational excitations of the two com-
peting magnetostructural phases of Mn3O4. The first, cell-doubled-orthorhombic (CDO)
phase is closely related to the tetragonal paramagnetic phase, with high-symmetry directions
along 〈100〉 and [001] in a (body)-centered-tetragonal coordinate system. Local distortions
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fold additional magnetic and vibrational excitations to q = 0 and lift the tetragonal degen-
eracy very slightly. A magnetic field directed along 〈100〉 induces homogeneous CDO order.
The second, face-centered-orthorhombic (FCO) phase represents a global distortion of the
tetragonal structure, with high-symmetry directions along 〈110〉 and [001]. The Brillouin
zone is unfolded, and tetragonal degeneracy is fully removed. A magnetic field directed along
〈110〉 induces homogeneous FCO order.
CDO and FCO phases coexist when B = 0, indicating that the system resides at the
thermodynamic boundary between these phases under ambient conditions. Hysteresis is
observed, for example, when a magnetic field directed along [010] is oscillated between
B = ±0.3 T. The B = 0 phase mixture can be controlled with either pressure or growth
methodology, i.e., by tuning the size of high-temperature tetragonal domains in the crystal.
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Chapter 5
ZrTe3
5.1 Introduction
Competition between charge-density-wave (CDW) and superconducting order is frequently
observed in low-dimensional, (inner) transition-metal chalcogenides. Applying pressure or
intercalating atoms, i.e., applying negative pressure, typically suppresses charge order and
simultaneously increases Tc in these materials. Experimental examples include pressure-
tuned 2H-NbSe2 [18], Cu-intercalated and pressure-tuned 1T -TiSe2 [14,19], Cu-intercalated
2H-TaS2 [16], pressure-tuned (Gd,Tb,Dy)Te3 [123], Pd-intercalated HoTe3 [124], pressure-
tuned NbSe3 [125], and pressure-tuned and (Ni,Cu)-intercalated ZrTe3 [23, 126,127].
This tuning is conventionally understood in terms of a competition for electronic states
at the Fermi surface [15]. Due to electron-phonon coupling, a phonon will ‘freeze’ into
a static periodic deformation of the lattice if the corresponding change in band structure
sufficiently reduces the electronic energy to offset the increase in elastic energy [13]. The
reduced density of states at the Fermi level, in turn, inhibits the formation of Cooper pairs.
Conversely, melting the CDW should bolster superconducting order.
ZrTe3 is a quasi-two-dimensional metal that that forms a CDW at TCDW = 63 K [20–22],
and becomes superconducting at Tc = 2 K [128]. The competition between CDW and su-
perconducting order in ZrTe3 as a function of pressure and intercalation is particularly dra-
matic. Under pressure P , the charge-ordering temperature initially increases to a maximum
TCDW = 100 K at P = 20 kbar, while the superconducting state is suppressed to Tc ≈ 0 K
at the same pressure [23]. On the other hand, at still higher pressures P > 50 kbar, the
96
CDW collapses as the superconducting state reappears [23]. Similarly, intercalating metal
atoms within the layered ZrTe3 crystal structure lowers TCDW and decreases the number of
electronic states affected by the modulation, while increasing Tc [126,127].
It was originally suggested [23, 129] that the ZrTe3 pressure phase diagram might be
due to changes in dimensionality. As a result of the quasi-low-dimensional structure, the
Fermi surface of ZrTe3 includes two pairs of approximately parallel sheets [130]. From a
purely electronic point of view, this parallelism originates the charge order, since the CDW
modulation wavevector connects a significant portion of these sheets [129, 131, 132]. Truly
hydrostatic pressure should make the system more three-dimensional, i.e., make the electron
dispersion more isotropic, which would reduce the parallelism of the Fermi surface.
Alternatively, recent investigations into the contest between CDW and superconducting
order in ZrTe3 and related materials have found that crystallographic disorder can tip the
balance in favor of superconducting order [133, 134]. I present here a study of structural
changes that precede the pressure-tuned CDW-to-superconducting transition which supports
this second viewpoint.
In select ZrTe3 phonon peaks, I observe enormous reductions in linewidth concomitant
with CDW formation, which indicates that these phonons are strongly coupled to regions
of the Fermi surface that are gapped by the CDW. These strongly-coupled phonons involve
internal vibrations of ZrTe3 prismatic rods. Applying pressure progressively removes spectral
weight from the peaks that represent the strongly-coupled internal vibrations as the system
approaches the CDW-to-superconducting transition at P ∗ = 50 kbar. I argue that this
reduction in spectral weight indicates a loss of long-range order within the ZrTe3 rods,
specifically among intrarod Zr-Te bonds. Together, these results suggest that the pressure-
induced suppression of CDW order in ZrTe3 is driven by crystallographic disorder.
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5.2 Background
ZrTe3 crystallizes in the ZrSe3-type structure (space group P21/m, depicted in Fig. 5.1)
in which ZrTe3 trigonal prismatic units stack along the b axis to form infinite quasi-one-
dimensional rods [130]. The monoclinic unit cell contains two such rods, which are related
by the 21 screw operation. Interprism Zr-Te(1) bonds hold the rods together to form layers
in the ab plane which are easily cleaved along the c∗ axis. Along the edge of each layer,
Te(2,3) atoms form nearly linear dimerized chains.
The most striking feature of the transition-metal trichalcogenides is the perfectly linear,
quasi-one-dimensional rods of metal atoms that run along the principal axis. Indeed, in
typical systems such as NbSe3 these Peierls-like rods are responsible for CDW instability
along b [12]. In ZrTe3, on the other hand, the Zr 4d bands comprise only a minuscule portion
of the Fermi surface [130]. Instead, the majority of conduction electrons reside within Te(1)
5py and Te(2,3) 5px bands [130,131]. This electronic structure is reflected in bulk transport
measurements, which report quasi-two-dimensional resistivity ρa ≈ ρb ≈ ρc∗/10 [20].
Below TCDW = 63 K, a CDW develops in the ac plane, orthogonal to the trigonal-
prismatic rods, as evidenced by three experimental signatures. First, resistivity measure-
ments show an anomalous increase in ρa and ρc∗ upon cooling through TCDW due to a re-
duction in carriers as the Fermi surface is partially gapped [20]. Second, electron-diffraction
measurements observe the appearance of a satellite reflection at qCDW = (1/14, 0, 1/3) be-
low TCDW , i.e., they directly observe the static charge modulation [21]. Finally, inelastic
x-ray scattering measurements show an anomalous softening in the dispersion of an acoustic
phonon (Kohn anomaly) at qCDW near TCDW [22]. Taken together, these signatures are
‘smoking gun’ evidence of CDW order.
As mentioned, the Fermi level in ZrTe3 intersects the 5px bands of Te(2,3) atoms that
form nearly linear dimerized chains along a (see Fig. 5.1). As these chains are isolated,
running along the edges of the ab layers, the dispersion is almost entirely along a ≈ a∗,
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Figure 5.1: (Top) ZrTe3 crystal structure. Purple triangular prisms stacked along b em-
phasize ZrTe3 trigonal prismatic units. Blue springs represent interprism Zr-Te(1) bonds.
(Bottom) Perspective along b. Opaque blue tubes represent bonds of length r < 3 A˚. Trans-
parent tubes illustrate dimerized Te(2,3) chains.
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and the associated Fermi surface takes the form of nearly parallel sheets [130, 131]. The
measured wavevector qCDW nests a significant portion of these sheets [130], suggesting that
the Te(2,3) chains along a are responsible for the CDW instability in ZrTe3. Photoemission
measurements observe significant changes in the Te(2,3) bands below TCDW [131], supporting
this hypothesis.
The CDW does not gap the entire Fermi surface; ZrTe3 remains metallic below TCDW ,
and becomes superconducting at Tc = 2 K [20, 128]. As mentioned previously, TCDW and
Tc exhibit opposite pressure dependences [23]. First, between 0 < P < 20 kbar, TCDW
initially increases with increasing pressure while Tc decreases to Tc ≈ 0 K. Next, between
20 < P < 50 kbar, TCDW begins to decrease with increasing pressure. No superconducting
transition is observed in this domain. Finally, at P > 50 kbar, the CDW resistivity anomaly
vanishes, the superconducting transition reemerges, and Tc increases linearly with pressure.
The negative correlation between TCDW and Tc implies that the charge-ordered and
superconducting phases of ZrTe3 compete directly with each other, and that the melting of
the CDW between 20 < P < 50 kbar is responsible for the reemergence of superconductivity
in this material. The present experiment attempts to determine the underlying mechanism
for this pressure-induced collapse of CDW order. Based on the results presented in the
following sections, I argue that pressure introduces crystallographic disorder within the ZrTe3
prismatic rods, which ultimately leads to the collapse of the CDW.
5.3 Experimental
Details of the Raman-scattering setup used in these experiments are described in Chap. 3.
Here, the incident laser power was limited to 5 mW; consequently, it was assumed that the
increase in sample temperature due to laser heating was negligible.
Single crystals of ZrTe3 were prepared at Brookhaven National Laboratory by chemical
vapor transport. A nearly stoichiometric mixture of powdered Zr and Te was enclosed in an
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evacuated and sealed quartz ampoule, along with iodine as as the transport agent [126,127].
After heating to 700 ◦C for two days, the furnace gradient was held between 760 and 650 ◦C.
The dissolution of ZrTe3 in the presence of I2 is an endothermic process [135], and crystalline
ZrTe3 is therefore deposited at the ‘cold’ end of the ampoule where the dissolution reaction
proceeds less readily.
The resultant ZrTe3 crystals are platelike, and thin layers can be easily cleaved from the
bulk using tape. Cleaved layers have a fibrous quality; x-ray diffraction measurements indi-
cate that the fibers lie parallel to b, and are therefore a manifestation of the one-dimensional
prismatic rods which run along this direction (see Fig. 5.1). This morphology allowed me
to orient the polarization of the incident and scattered light relative to the crystallographic
axes even when scattering from samples inside the diamond-anvil pressure cell, a feat which
is normally impossible due to the small size and random orientation of the sample within
the cell.
The as-grown crystal surface is dark and lustrous, and remains so while the crystal is
kept under vacuum. When exposed to air, however, the surface becomes dull and grey over
the course of one to two days. Raman spectra collected from exposed surfaces are comprised
of three principal peaks located at 92, 122, and 141 cm−1 (not shown), which is consistent
with the spectrum of crystalline tellurium [136]. Accordingly, fresh samples were cleaved
prior to each experiment.
5.4 Results and discussion
In this section, I first identify the displacement patterns of the ZrTe3 phonons studied in these
experiments. Next, I examine changes in the phonon spectrum as CDW order is removed by
increasing the sample temperature at ambient pressure. In particular, I find two phonons
that are strongly coupled to gapped electronic states. Lastly, I again measure the phonon
spectrum as the CDW is removed, this time through the application of pressure at constant
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temperature. Prior to pressure-induced CDW collapse, increasing pressure progressively
removes the strongly-coupled phonon peaks from the Raman spectrum. I argue that this
removal is due to pressure-induced disorder, and based on the displacement patterns of the
affected modes, suggest a pressure-induced structural change that precipitates CDW collapse
and reentrant superconductivity.
5.4.1 Identification of phonons
Raman scattering has been used previously to measure the phonon spectrum of ZrTe3 at
room temperature [137] and at T = 77 K [138]. Figure 5.2 shows my measurements of the
ZrTe3 phonon spectrum at T = 295 K and 6 K, obtained with both incident and scattered
light polarized along the crystallographic a axis. The T = 295 K spectrum exhibits six first-
order vibrations with energies ω1 = 38 cm
−1, ω2 = 60 cm−1, ω3 = 84 cm−1, ω4 = 108 cm−1,
ω5 = 144 cm
−1, and ω6 = 215 cm−1. These energies agree with previously measured values
[137,138].
As mentioned, the ZrTe3 crystal structure may be viewed as infinite trigonal-prismatic
rods which are held together by interrod Zr-Te bonds. The phonon spectra of isostructural
crystals ZrS3 and ZrSe3 are comprised of two sets of three phonon peaks which are well
separated in energy [138], encouraging a normal mode description that discriminates between
‘external’ or rod-preserving vibrations, and ‘internal’ or rod-distorting vibrations. Although
the two sets of vibrations are not well separated in ZrTe3 (see Fig. 5.2), I nevertheless
follow previous authors [137–140] in assigning lower-energy modes ω1,2,3 to primarily external
vibrations of the trigonal prismatic rods, and higher-energy modes ω4,5,6 to primarily internal
vibrations of the trigonal prismatic rods. These assignments are supported by the distinct
pressure dependences of the external and internal mode frequencies (see Sec. 5.4.4), as well
as the symmetry considerations described below.
The trigonal prismatic rods are orthorhombic, exhibiting twofold symmetry about c∗ and
mirror planes orthogonal to a and b (see Fig. 5.3). In the limit of weak interrod bonding, the
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Figure 5.2: Raman spectra of ZrTe3 at T = 295 K and 6 K with normal mode displacement
patterns. Phonons ω1,2,3 involve vibrations of rigid ZrTe3 rods against one another. Phonons
ω4,5 involve deformations of the ZrTe3 rods along the c
∗ axis. Phonon ω6 is a diatomic
vibration. Eigenmode illustrations after Ref. [139].
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Figure 5.3: A single ZrTe3 trigonal-prismatic ‘molecule’. Conventional coordinate labels
used in, e.g., character tables are indicated for the crystal (x, y, z) and rod (x′, y′, z′).
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2mm
Internal External m 2/m
3A1(aa) A1(c
∗) }
8A′ 8Ag(aa) + 8Bu2B1 2B1(a,Rb)
A2
}
4A′′ 4Bg + 4Au2B2 B2(b)
Table 5.1: Correlation table between prismatic-rod symmetry 2mm, site symmetry m, and
crystal symmetry 2/m. Rod vibrations are classified as internal or external based on whether
they deform the rod or not. Select basis functions are included in parentheses (Rb denotes
libration about b).
2mm symmetry of the rods will govern the symmetry-imposed selection rules. The represen-
tation of the 2mm group in the 12-dimensional basis of ZrTe3-prism nuclear displacements
decomposes to 4A1 + 4B1 + A2 + 3B2. These eigenmodes are segregated into internal and
external vibrations of the prismatic rods in Table 5.1.
In the ˆI,S = a scattering geometry employed here, the only observable vibrations are
3A1 internal modes, which involve displacements in the ac plane. One of these, a ‘diatomic’
vibration of the Te(2,3) bond, is assigned to ω6 following a previous lattice dynamical cal-
culation [137]. The other two A1 internal vibrations, which involve deformations of the
triangular prisms along the c∗ axis, are assigned to ω4,5.
As interrod bonding becomes more significant, we must consider the full monoclinic (2/m)
symmetry of the crystal. Each unit cell contains two rods, and the 24 crystal eigenmodes
will resemble linear combinations of the rod vibrations. To correlate the characters of the
rod vibrations with the characters of the crystal vibrations, we note that the site symmetry
of the rods is m, i.e., the trigonal-prismatic units and crystal share a mirror operation in
the ac plane. After constructing the partial 2mm and 2/m character tables, we find the
correlations A1 7→ Ag + Bu and B1 7→ Ag + Bu (see Table 5.1). Again, in the ˆI,S = a
scattering geometry, only the Ag channel is active; however, the full 2/m symmetry allows
the observation of up to five additional vibrations which were previously forbidden, including
three external vibrations of the prismatic rods (A1 + 2B1). These rod-preserving modes are
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assigned to the relatively weaker, lower-energy peaks at ω1,2,3. Figure 5.2 summarizes the
eigenmodes assigned to each peak in the phonon spectrum of ZrTe3.
5.4.2 Background continuum and folded phonons
In addition to the sharp phonon modes shown in Fig. 5.2, at T = 295 K there is a broad
background that is associated with inelastic electronic scattering. This interpretation is sup-
ported by the broad linewidths of the ω4,5 phonon modes, and especially by the asymmetric
Fano lineshape [141] of the ω4 mode, suggesting that these modes are strongly coupled to
the electronic continuum.
Several new weak features appear in the T = 6 K spectrum, for example the peaks
between 175 and 200 cm−1. These peaks are associated with phonons that have been folded
to q = 0 from elsewhere in the Brillouin zone due to the CDW modulation. As can be seen in
the following sections, these peaks vanish when the CDW is destroyed by either temperature
or pressure.
5.4.3 Phonon temperature dependence
The full temperature dependence of the ZrTe3 phonon Raman spectrum is shown in Fig. 5.4
(a). (The spectral range considered in this experiment did not include the lowest-energy
external mode ω1.) Rod-preserving phonons ω2,3, along with the diatomic mode ω6, are
insensitive to changes in temperature. On the other hand, the linewidths Γ of phonons ω4,5,
which involve deformations of the ZrTe3 trigonal-prismatic rods along c
∗, vary enormously
with temperature. In particular, between T = 5 K and 200 K, Γ4 and Γ5 increase by factors
of 4.5 and 3.5, respectively. This increase in Γ4,5, which is summarized in Fig. 5.4 (b), reflects
an increase in the damping of these oscillators.
The increase in damping of ω4,5 coincides with destruction of the CDW (TCDW = 63 K),
and indicates strong coupling between these phonons and the electronic states affected by
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Figure 5.4: (a) Ambient-pressure Raman scattering spectra of ZrTe3 at various tempera-
tures. The data have been offset for clarity. (b) Linewidth of each phonon peak, relative to
the linewidth of that peak at T = 5 K, as a function of temperature.
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the CDW. As mentioned, CDW modulation in ZrTe3 opens a gap in the dispersion of the
electronic bands arising from the 5p orbitals of Te(2, 3) ions [130]. The gap energy 2∆, as
determined by optical conductivity [142] and photoemission [22] measurements, is at least
400 cm−1, which is larger than the phonon energies considered here. Therefore, the increased
damping of modes ω4,5 as the CDW melts is due to increased electronic relaxation channels
for these phonons. Similar changes in Γ have also been observed for strongly coupled phonons
in other correlation-gap materials, such as the putative Kondo insulator FeSi [143] and the
A-15 superconductor Nb3Sn [144].
Conversely, the lower-energy external vibrations are evidently not strongly coupled to
the gapped electronic states, as the linewidths of these modes are indifferent to the presence
or absence of the CDW. Somewhat surprisingly, the linewidth of the diatomic phonon ω6
is also unaffected by the charge order, despite the fact that this eigenmode represents a
longitudinal vibration of the dimerized Te(2, 3) chain.
5.4.4 Phonon pressure dependence
The pressure dependence of the ZrTe3 phonon Raman spectrum at T = 3 K is shown
in Fig. 5.5 (a). The frequencies of internal modes ω4,5,6 show little sensitivity to applied
pressure, while the frequencies of external modes ω2,3 increase linearly with pressure. These
distinct pressure dependences are summarized in Fig. 5.5 (b).
Eigenmodes ω2,3 stretch the interrod Zr-Te bonds; the increase in the ‘spring constants’
of these bonds indicates that interrod coupling becomes stronger at high pressures, or equiv-
alently, that the crystal becomes more three-dimensional. As discussed, increased dimen-
sionality and consequential reduction in nested Fermi surface has been speculated to con-
tribute to the pressure-induced suppression of CDW order above 20 kbar in ZrTe3 [23].
Pressure-induced transitions from CDW to superconducting order in quasi-one-dimensional
rod materials NbSe3 [125] and Nb3Te4 [145] have also been attributed to enhanced interrod
coupling.
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Figure 5.5: (a) T = 3 K Raman spectra of ZrTe3 at various pressures. The data have
been offset for clarity. (b) Energy of each phonon, relative to the energy of that phonon at
P = 3 kbar, as a function of pressure.
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However, the most striking feature of the spectra shown in Fig. 5.5 (a) is the suppression of
internal-vibration peaks ω4,5 with increasing pressure. Figure 5.6 (b) plots the peak intensity
of one of these modes, ω5, relative to the robust ω6 peak. The ω5 peak intensity decreases
rapidly above 10 kbar, and is almost completely suppressed at pressures approaching the
CDW collapse at P ∗ = 50 kbar. For comparison, Fig. 5.6 (a) shows the evolution of TCDW
(filled circles) as a function of pressure.
The loss of a subset of peaks normally indicates a change in symmetry; however, since all
phonons measured here have the same character, we may rule out this possibility. Another
possibility is that CDW-induced gaps in the Fermi surface gradually close as P approaches
P ∗, completely damping out ω4,5 in an exaggerated analogue to the damping observed when
the CDW is melted with thermal energy (compare Figs. 5.5 (a) and 5.4 (a)). This scenario
also appears unlikely, however, for two reasons. First, the intensity loss begins at pressures
well below P ∗ (see Fig. 5.6). Second, the high-temperature spectra in Fig. 5.4 (a) are
qualitatively different from the high-pressure spectra in Fig. 5.5 (a). Whereas warming
through TCDW broadens peaks ω4,5 by a factor of 3.5 to 4.5, these peaks broaden by, at most,
a factor of 1.7 under pressure, which also includes broadening due to pressure inhomogeneity.
To be more quantitative, we can compare how the spectral weight contained in peak ω5
Wω5 =
∫
ω5
Iω5(ω)
n(ω) + 1
dω (5.1)
changes as T → TCDW to how Wω5 changes as P → P ∗. To account for systematic changes
in intensity, we again consider Wω5/Wω6 . Between T = 5 K and 200 K, i.e., while completely
melting the CDW with thermal energy, Wω5/Wω6 is constant to within 10%. On the other
hand, between P = 3 kbar and 30 kbar, Wω5/Wω6 decreases by a factor of 5.
Having ruled out symmetry changes, and having set aside overdamping due to electron-
phonon coupling as unlikely, we must look elsewhere to explain the loss of peaks ω4,5 as
P → P ∗. Loss of select phonon bands in materials such as fluorine-doped NdFeAsO [146] and
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Figure 5.6: (a) Pressure dependence of the CDW transition temperature TCDW and the
superconducting transition temperature Tc, from Ref. [23]. Pressure dependence of the peak
intensity of intra-prismatic-rod mode ω5, relative to the peak intensity of diatomic mode ω6.
Data shown are from measurements of four different samples.
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pressure-tuned Sb2Se3 [147] has been attributed to dopant- and pressure-induced disorder
among atoms that participate in the ‘lost’ vibrations. In this vein, I propose that the
pressure-induced loss of spectral weight in peaks ω4,5 is due to a loss of long-range structural
order. More specifically, recall that the suppressed modes primarily stretch intrarod Zr-Te
bonds. On the other hand, the lower-energy external vibrations ω2,3, as well as the diatomic
vibration ω6 of the Te(2,3) bond, all persist up to the highest pressures measured (see Fig. 5.5
(a)). Therefore, I propose that pressure specifically disorders the intrarod Zr-Te bonds.
Since the ω4,5 vibrations have already been shown to be strongly coupled to the electronic
states involved in CDW formation, and since the suppression of TCDW follows the suppression
of modes ω4,5, it is natural to link the disorder among intrarod Zr-Te bonds with the collapse
of the CDW. In support of this hypothesis, note that an ambient-pressure study of disordered
ZrTe3 crystals grown at elevated temperatures T > 900
◦C also observed suppression of
the CDW in favor of superconducting order [133]. X-ray diffraction measurements of the
disordered crystals grown for that study revealed that in 6 to 9% of the trigonal prismatic
units, Zr and Te(1) atoms were misplaced along c∗ [133]. Such disorder would primarily
affect the intrarod Zr-Te(2,3) bonds, which is consistent with the pressure-induced structural
changes proposed here.
5.5 Concluding remarks
To better understand the mechanism by which pressure melts the CDW in ZrTe3, I have
measured the phonon Raman spectrum of ZrTe3 while tuning the system out of the CDW
phase, first with temperature, and then with pressure. When the charge order is destroyed
by thermal energy, eigenmodes that involve vibrations of the intrarod Zr-Te bonds are in-
creasingly damped. These internal modes are evidently strongly coupled to the electronic
states gapped by the CDW. When pressure is applied in the CDW phase, the same strongly
coupled modes are rapidly suppressed at pressures P > 10 kbar. Based on the character
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of these modes, as well as the loss of spectral weight in these modes, I argue that pressure
introduces disorder among the intrarod Zr-Te bonds, and that this disorder is responsible
for the pressure-induced CDW-to-superconducting transition in ZrTe3.
Subsequent to publication of the results presented here [148], two complementary studies
of the ZrTe3 lattice were published. The first, a variable-temperature study of the ZrTe3
phonon spectrum by Hu et al. [149], agrees with the results presented in Sec. 5.4.3. In a
slight deviation, the authors’ first-principles calculation of the ZrTe3 eigenmodes suggests
that the strongly coupled, intrarod modes ω4,5 also stretch the Te(2,3) bond (see Fig. 5.2),
but this detail does not alter the essential conclusion of this section. The second study,
variable-pressure diffraction measurements by Hoesch et al. [150], finds that the charge-
modulation wavevector changes significantly as P → P ∗. To check for changes in the crystal
structure, Hoesch et al. performed a second diffraction experiment at room temperature, i.e.,
in the normal state. The authors were only able to collect a partial set of reflections, and
consequently could not perform a full refinement; however, the accessible data are consistent
with a largely unperturbed lattice. Hoesch et al. therefore conclude that the pressure-induced
CDW collapse is essentially accidental, and not driven by any particular change in structure
or Fermi surface [150].
If Hoesch et al. are correct, the disappearance of modes ω4,5 at high pressures remains a
mystery. A full refinement of the high-pressure ZrTe3 crystal structure in the CDW phase
would be the ultimate test.
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