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A NOTE ON RANK-METRIC CODES
JOSE´ ALVES OLIVEIRA
Abstract. Let Fq denote the finite field with q = p
λ elements. Maximum Rank-metric
codes (MRD for short) are subsets of Mm×n(Fq) whose number of elements attains the
Singleton-like bound. The first MRD codes known was found by Delsarte (1978) and
Gabidulin (1985). Sheekey (2016) presented a new class of MRD codes over Fq called
twisted Gabidulin codes and also proposed a generalization of the twisted Gabidulin
codes to the codes Hk,s(L1, L2). The equivalence and duality of twisted Gabidulin codes
was discussed by Lunardoni, Trombetti, and Zhou (2018). A new class of MRD codes
in M2n×2n(Fq) was found by Trombetti-Zhou (2018). In this work, we characterize the
equivalence of the class of codes proposed by Sheekey, generalizing the results known for
twisted Gabidulin codes and Trombetti-Zhou codes. In the second part of the paper, we
restrict ourselves to the case L1(x) = x, where we present its right nucleus, middle nu-
cleus, Delsarte dual and adjoint codes. In the last section, we present the automorphism
group of Hk,s(x, L(x)) and compute its cardinality. In particular, we obtain the number
of elements in the automorphism group of the twisted Gabidulin codes.
1. Introduction
For a field K, let Mm×n(K) be the set of m× n matrices over K. A rank metric code C
is a subset of Mm×n(K) equipped with the distance function d(A,B) = rank(A−B). The
rank metric codes were introduced by Delsarte in [1]. The minimun distance of C is given
by d(C) = minA,B∈C,A 6=B{d(A,B)}. The particular case where K is a finite field have been
studied over the last few decades, since there exist many interesting properties involving
these codes. Let Fq denotes a finite fields with q = p
λ elements, where p is a prime number
and λ is a positive integer. A code C ⊂Mm×n(Fq) that attains the Singleton-like bound
|C| ≤ qmax{m,n}(min{m,n}−d(C)+1)
is called maximum rank distance code (MRD code for short). The first MRD codes over
a finite field over Fq have been constructed by Delsarte [1] and Gabidulin [2]. Currently,
these codes are often called generalized Gabidulin codes. A matrix A ∈ Mn,n(Fq) is
uniquely represented by a polynomial in
Ln,q[x] :=
{∑
aix
qi : ai ∈ Fqn
}
,
Date: July 7, 2020.
2000 Mathematics Subject Classification. 94B05 (primary) and 12E20 (secondary).
Key words and phrases. Maximum Rank Distance Codes, Linearized Polynomials, Finite Fields.
1
2 JOSE´ ALVES OLIVEIRA
the set of linearized polynomials over Fqn. We note that Ln,q[x] equipped with composition
is a group. In this paper we will use the language of linearized polynomials over Fq (see
definition in Section 2) in order to prove our main results. Throughout the paper, we
also use the bijection between A ∈ Mn,n(Fq) and Ln,q[x] := Ln,q[x]/(xq
n
− x). Using the
language of linearized polynomials the generalized Gabidulin code Gk,s can be seen as the
set
{a0x+ a1x
qs + · · ·+ ak−1x
qs(k−1) : ai ∈ Fqn},
where s is relatively prime to n. The number of elements in Gk,s is qnk and each polynomial
in it has at most qk−1 roots, which means its minimum distance is d = n−k+1 and then
Gk,s is an MRD code.
In the last few years, many authors have presented important contributions to the
general theory of MRD codes (e.g see [1, 2, 3, 4, 5, 6]). Sheekey [7] proposed the study of
the generalized twisted Gabidulin codes
Hk,s(L1(x), L2(x)) = {L1(a0)x+ a1x
qs + · · ·+ L2(a0)x
qsk : ai ∈ Fqn}
where L1(x) and L2(x) are linearized polynomials over Fqn. Let Nqn,q(a) = a
qn−1
q−1 be the
norm function from Fqn to Fq and let F
∗
q := Fq\{0}. By Lemma 2.2, Hk,s(L1(x), L2(x))
is an MRD code if Nqn,q(L1(a)) 6= (−1)nkNqn,q(L2(a)) for all a ∈ F∗qn . These codes have
been used for many authors in order to present new classes of MDR codes. To date the
following MRD codes are known (see survey in [8]):
Name L1(x) L2(x) Conditions Reference
TG x ηxq
h
Nqn,q(η) 6= (−1)nk and s = 1 [7]
GTG x ηxq
h
Nqn,q(η) 6= (−1)nk [9]
AGTG x ηxp
h
Nqn,p(η) 6= (−1)nk [10]
TZ x+ xq
n/2 η(x− xq
n/2
)
θ
n even,
[11]N(η) is not a quadratic residue in Fq
and θ ∈ Fqn\Fqn/2 and θ
2 ∈ Fqn/2
Table 1. TG=Twisted Gabidulin, GTG=Generalised Twisted Gabidulin,
AGTG=Additive Generalised Twisted Gabidulin, TZ = Trombetti-Zhou
We say that two codes C and C′ are equivalent if there exist ψ ∈ Ln,q[x], two bijective
linearized polynomials φ1, φ2 ∈ Ln,q[x] and ρ ∈ Aut(Fq) such that
C′ = {φ1 ◦ f
ρ ◦ φ2 + ψ : f ∈ C}
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where f ρ =
∑
aρi x
qi for f =
∑
aix
qi . When C and C′ are both additive, it is not difficult
to show that we can choose ψ = 0. It is always a difficult task to show that a new family
of MRD codes is inequivalent to another family already known. Lunardoni, Trombetti,
and Zhou [9] characterized the equivalence of generalized twisted Gabidulin codes and
presented its Delsarte dual and adjoint codes. In Section 3 we characterize completely
the equivalence between codes of the form Hk,s(L1(x), L2(x)), generalizing the results
obtained in [9, 11] for the codes in the Table 1.
In Section 4 we restrict ourselves to the codes of the form Hk(x, L(x)), where we
completely describe their nucleus, Delsarte dual codes and adjoint codes (see definitions
in Section 2). The most codes in Table 1 (namely TG, GTG, AGTG) are covered for our
results.
Lastly, in the Section 5 we characterize the automorphism group of Hk(x, L(x)) and
compute its number of elements. In particular, the automorphism groups of TG, GTG,
AGTG codes are obtained.
2. Preliminaries
In this section, we introduce concepts that will be useful throughout the paper. Let de-
fine Hk(L1, L2) = Hk,1(L1, L2). For an integer m ≥ 0 and a0, . . . , am ∈ Fqn, a polynomial
of the form
a0x+ a1x
q + · · · amx
qm
is called a linearized polynomial over Fqn. As a
qn = a for all a ∈ Fqn , we can consider
only polynomials with q-degree smaller than n. The following result is an immediate
consequence of the Lagrange interpolation formula for polynomials over Fqn.
Lemma 2.1. Let L(x) ∈ Ln,q[x]. If L(a) = 0 for all a ∈ Fqn, then L(x) ≡ 0.
For s an integer such that gcd(s, n) = 1 and an positive integer k, the polynomials of
the form
a0x+ a1x
qs + · · · akx
qsk
are called qs-linearized polynomial. For more properties of linearized polynomials over
finite fields, see [12, Chapter 3.4]. Sheekey [7] has been using properties of qs-linearized
polynomials in order to find new classes of MRD codes, as we can see below.
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Lemma 2.2. [7, Remark 8] Let s and m be two relatively prime positive integers. Suppose
that
f(x) =
k∑
i=0
aix
qi
is a qs-linearized polynomial over Fqn. If f has rank n−k, then Nqn,q(a0) = (−1)knNqn,q(a0)
As an immediate consequence, Sheekey has shown the following result.
Proposition 2.3. Let L1 and L2 be linearized polynomials over Fqn and k ≤ n − 1. If
Nqn,q(L1(a)) 6= (−1)knNqn,q(L2(a)) for all a ∈ F∗qn, then Hk(L1, L2) is an MRD code.
The most MRD codes that are not equivalent to generalized Gabidulin codes was found
using the Proposition 2.3. There are several invariants for a rank metric codes which
we can use to decide when two codes are equivalent to another already known. Next we
present some of this invariants. The middle and right nucleus of semifields were introduced
in [13]. We define the middle nucleus Nm and right nucleus Nr for a rank metric code C
as
Nm(C) = {g(x) ∈ Ln,q[x] : f ◦ g ∈ C for all f ∈ C}
and
Nr(C) = {g(x) ∈ Ln,q[x] : g ◦ f ∈ C for all f ∈ C}.
The nuclei of TG and GTG codes can be found in [9]. In [11], the author present the
nuclei of the TZ codes. Let Trqn/q(x) = x+ x
q + · · ·+ xq
n−1
be the trace function of Fqn
over Fq. The adjoint of a q
s-linearized polynomial f =
∑n−1
i=0 aix
qsi is given by
fˆ =
n−1∑
i=0
aq
s(n−i)
i x
qs(n−i)
and the adjoint code of a rank metric code C is Ĉ = {fˆ : f ∈ C}. For the codes which we
are interested in this paper, it is easy to verify that the following result holds.
Proposition 2.4. The adjoint code of Hk,s(L1, L2) is equivalent to Hn−k,s(L
qn−sk
2 , L1).
Another useful invariant is the dual of a code. The Delsarte dual code of a code C is
given by
C⊥ = {g(x) ∈ Ln,q[x] : b(f, g) = 0 for all f ∈ C}
where b(f, g) =
∑
Trqn/q(aibi) for f(x) =
∑
aix
qi and f(x) =
∑
bix
qi .
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It is not difficult to show that two additive codes C and C′ are equivalent if and only
if the codes C⊥ and C′⊥ are equivalent. Furthermore, Delsarte [1] proved the following
result.
Lemma 2.5. Let C be a Fq-linear code. Then C is an MRD code if and only if its Delsarte
dual C⊥ is an MRD code.
An important relation between these invariants are the adjoint and Delsarte dual op-
eration, given by
Nr(C
⊥) = N̂r(C) = Nm(Ĉ)
and
Nm(C
⊥) = N̂m(C) = Nr(Ĉ),
were stated in [13, Proposition 4.2].
3. Equivalence
We say that a code is additive if the sum of two elements is also an element of the
code. For L1, L2 ∈ Ln,q[x], it is not difficult to prove that Hk,s(L1, L2) is an additive
code. Hence, the equivalence between two codes Hk,s(L1, L2) and Hk,r(M1,M2) is given
by the existence of two bijective linearized polynomials φ1, φ2 ∈ Ln,q[x] and ρ ∈ Aut(Fq)
such that
Hk,r(M1,M2) = {φ1 ◦ f
ρ ◦ φ2 : f ∈ Hk,s(L1, L2)}.
In this case, we say that (φ1, φ2, ρ) is an equivalence map between Hk,s(L1, L2) and
Hk,r(M1,M2). As F
∗
q is a cyclic group, it is not difficult to show that Aut(Fq) = 〈σ〉 where
σ(a) := ap is Frobenius automorphism from Fq to Fp and p is the characteristic of Fq.
Throughout this paper, we always consider k ≤ n−1. From now on, L1, L2,M1,M2, L,M
will denote linearized polynomials in Ln,q[x]\{0}. Our main result in this section presents
conditions on L1, L2,M1 and M2 for which the codes Hk,s(L1, L2) and Hk,r(M1,M2) are
equivalent. In order to describe these conditions, the following lemmas will be needed.
Lemma 3.1. Let r, s, k and n ≥ 4 be positive integers such that gcd(n, r) = gcd(n, s) = 1,
2 ≤ k ≤ n − 2 and 1 ≤ r, s < n. Let Zn denote the ring of integers module n and let
Γr,s,k = {tr − is (mod n) : 1 ≤ i ≤ k − 1 and k + 1 ≤ t ≤ n − 1}. If k ≥
n
2
, then the
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following hold:
Γr,s,k =

Zn\{−s, 0, s}, if r = s;
Zn\{−s(k − 1), −sk, −s(k + 1)}, if r = n− s;
Zn\{−2s}, if k + 1 = n− 3 and r ≡ 2s (mod n);
Zn\{6s}, if k + 1 = n− 3 and r ≡ −2s (mod n);
Zn\{−s,−2s}, if k + 1 = n− 2 and r ≡ 2s (mod n);
Zn\{5s, 4s}, if k + 1 = n− 2 and r ≡ −2s (mod n);
Zn\{−3s}, if k + 1 = n− 2 and r ≡ 3s (mod n);
Zn\{6s}, if k + 1 = n− 2 and r ≡ −3s (mod n);
Zn\{−r,−r + s,−r + 2s}, if k + 1 = n− 1;
Zn, otherwise.
Proof: The first cases can be obtained by straightforward computations, then we will
only prove the last case. We also can assume r < n
2
replacing r by n− r if it is necessary.
As gcd(s, n) = 1, we can suppose s = 1 by multiplying every element by s−1. We note
that for each t satisfying k + 1 ≤ t ≤ n− 1, we have that
[(t− 1)r − 1, tr − 1] ⊂ {tr − is (mod n) : 1 ≤ i ≤ k − 1 and k + 1 ≤ t ≤ n− 1}
since k − 1 ≥ r. Then our result follows by observing that r(n− 1)− 1 ≥ n+ r(k + 1)−
(k − 1)− 1. 
We note that a similar result can be obtained for the case k ≤ n
2
by changing that role
of r and s.
In the following result, let r and s be integers satisfying 0 ≤ r < n and 0 ≤ s < n.
Theorem 3.2. Let n ≥ 4 and let k be an integer. Let (φ1, φ2, ρ) be an equivalence map
between Hk,s(L1, L2) and Hk,r(M1,M2). If 2 < k < n− 2, then the following hold:
(1) either r = s or r = n− s;
(2) if r = s, then there exist elements α, β ∈ Fqn and an integer l satisfying 0 ≤ l ≤
n− 1 such that φ1(x) = αxq
l
and φ2(x) = βx
qn−l;
(3) if r = n − s, then there exist elements α, β ∈ Fqn and an integer l satisfying
0 ≤ l ≤ n− 1 such that φ1(x) = αxq
l−sk
and φ2(x) = βx
qn−l .
Furthermore, if there exists no γ ∈ F∗qn such that L1(c) = γL2(c) for all c ∈ Fqn or
L1(c) = γL2(c)
qs for all c ∈ Fqn, then (1), (2) and (3) hold for k = 2 and k = n− 2.
Proof: Along the proof we will use that k ≥ n
2
in order to use the previous lemma. If
k ≤ n
2
, then we only need to change the role of s and r in order to use the same result. For
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any y ∈ Fqn and integer i satisfying 1 ≤ i ≤ k−1, we have φ1 ◦yρxq
si
◦φ2 ∈ Hk,r(M1,M2).
If φ1(x) =
∑n−1
m=0 amx
qm and φ2(x) =
∑n−1
j=0 bjx
qj , then
φ1 ◦ y
ρxq
si
◦ φ2 = φ1
(
yρ
n−1∑
j=0
bq
si
j x
qj+si
)
and therefore
φ1 ◦ y
ρxq
si
◦ φ2 =
n−1∑
m=0
amy
ρqm
n−1∑
j=0
bq
si+m
j x
qj+si+m =
n−1∑
t=0
[ ∑
si+j+m=tr
amy
ρqmbq
si+m
j
]
xq
tr
.
Hereafter, we consider the indexes of ai and bi module n, it means that am := ai and
bm := bi for every m ≡ i (mod n). As φ1 ◦ yρxq
si
◦ φ2 ∈ Hk,r(M1,M2), we must have
Ti,t(y
ρ) :=
∑
si+j+m=tr
amy
ρqmbq
si+m
j = 0 (1)
for all k + 1 ≤ t ≤ n− 1, y ∈ Fq and 1 ≤ i ≤ k − 1. We can rewrite Ti,t(yρ) as
n−1∑
m=0
am b
qsi+m
tr−m−si y
ρqm.
We note that Ti,t(x) ∈ Ln,q[x], then the Equation (1) and Lemma 2.1 together imply that
ambtr−m−si = 0 (2)
for all 0 ≤ m ≤ n − 1, k + 1 ≤ t ≤ n − 1 and 1 ≤ i ≤ k − 1. We assume r = s. In this
case, by Equation (2) and Lemma 3.1 there exists a non-negative integer l ≤ n − 1 for
which one of following holds:
(a) aj = 0 for every j 6= l and bj = 0 for every j /∈ {n− s− l, n− l, n + s− l};
(b) bj = 0 for every j 6= l and aj = 0 for every j /∈ {n− s− l, n− l, n + s− l};
(c) aj = 0 for every j /∈ {l, l + s} and bj = 0 for every j /∈ {n− s− l, n− l};
(d) bj = 0 for every j /∈ {l, l + s} and aj = 0 for every j /∈ {n− s− l, n− l}.
How φ1 and φ2 can be switched, we may assume without loss of generality that (a) or
(c) holds. Now let us compute the image of L1(c)x+L2(c)x
qsk under the equivalence map
(φ1, φ2, ρ). In the case (a), we have that φ1 ◦ (L1(c)x+ L2(c)xq
sk
)ρ ◦ φ2 equals
al
(
L1(c)
ρql(bq
l
n−s−lx
qn−s+bq
l
n−lx+b
ql
n+s−lx
qn+s)+L2(c)
ρql(bq
l
n−s−lx
qsk−s+bq
l
n−lx
qsk+bq
l
n+s−lx
qsk+s)
)
.
As φ1 ◦ (L1(c)x+ L2(c)xq
sk
)ρ ◦ φ2 ∈ Hk,r(M1,M2) (and under the assumption that there
exists no γ ∈ F∗qn such that L1(c) = γL2(c) for all c ∈ Fqn in the case k = 2 and k = n−2),
it follows that bn−s−l = 0 and bn+s−l = 0. Then our result is shown in this case.
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In the case (c), we have that φ1 ◦ (L1(c)x+ L2(c)xq
sk
)ρ ◦ φ2 equals
al
(
L1(c)
ρql(bq
l
n−s−lx
qn−s + bq
l
n−lx) + L2(c)
ρql(bq
l
n−s−lx
qsk−s + bq
l
n−lx
qsk)
)
+ al+s
(
L1(c)
ρql+s(bq
l+s
n−s−lx+ b
ql+s
n−l x
qs) + L2(c)
ρql+s(bq
l+s
n−l x
qsk + bq
l+s
n−l x
qsk+s)
)
.
As φ1 ◦ (L1(c)x+ L2(c)xq
sk
)ρ ◦ φ2 ∈ Hk,r(M1,M2) (and under the assumption that there
exists no γ ∈ F∗qn such that L1(c) = γL2(c)
qs for all c ∈ Fqn in the case k = 2 and
k = n − 2), it follows that alL1(c)ρq
l
bq
l
n−s−l = 0 and al+sL2(c)
ρql+sbq
l+s
n−l = 0. Then al = 0
and bn−l = 0 (or al+s = 0 and bn−s−l = 0) and our result follows. The case r = n− s can
be obtained in the same way.
Now assume that k = n − 2 (the same for k = 2) and r 6≡ ±s (mod n). Under the
assumption that there exists no γ ∈ F∗qn such that L1(c) = γL2(c) for all c ∈ Fqn, it
follows (by the same proof done in the case n = s using the Equation (2) and Lemma 3.1)
that there exist elements α, β ∈ F∗qn and an integer l satisfying 0 ≤ l ≤ n − 1 such that
φ1(x) = αx
ql and φ2(x) = βx
qn−l+s−r . We remind that each element f(x) = η0x+ηkx
qsk ∈
Hk,r(M1,M2) is such that η0 = M1(c) and ηk = M2(c) for some c ∈ Fqn. As r − s 6≡ 0
(mod n) and r − s 6≡ ks (mod n), we must have
φ1 ◦ y
ρxq
s(r−s)
◦ φ2 = αy
ρqlβq
s(r−s)+l
x ∈ Hk,r(M1,M2)
for all y ∈ Fqn, which is a contradiction since M2(x) 6≡ 0. Therefore Hk,s(L1, L2) is not
equivalent to Hk,r(M1,M2) in this case.
For the remaining possible values of r and s (namely r 6≡ ±s (mod n), k 6= 2 and
k 6= n− 2), the Equation (2) and Lemma 3.1 imply that if ai 6= 0 for some i, then bj = 0
only for j ∈ Zn\Γr,s,k. It is straight to compute that if φ1 ◦ f ρ ◦ φ2 ∈ Hk,r(M1,M2) for all
f ∈ Hk,s(L1, L2), then bj = 0 for every j, which is a contradiction. 
The following lemma is a trivial result from linear algebra and it will be used in the
next theorem.
Lemma 3.3. Let M(x), L(x) ∈ Ln,q[x]. If ImL = ImT , then there exists a bijective
linearized polynomial T (x) ∈ Ln,q[x] such that M(x) = L(T (x)).
Throughout the rest of the section, we assume that there exists no γ ∈ F∗qn such that
L1(c) = γL2(c) for all c ∈ Fqn or L1(c) = γL2(c)q
s
for all c ∈ Fqn
Theorem 3.4. Let n ≥ 4 and let k be an integer satisfying 2 ≤ k ≤ n − 2. The
codes Hk,s(L1, L2) and Hk,s(M1,M2) are equivalent if and only if there exist c, d ∈ Fq,
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ρ = pν ∈ Aut(Fqn), an integer l satisfying 0 ≤ l ≤ n − 1 and a bijective linearized
polynomial T ∈ Ln,p[x] such that M1(x) = abL1(T (x))
pνql and M2(x) = ab
qskL2(T (x))
pνql.
Proof: The necessity follows immediately from Theorem 3.2. Let us prove the con-
verse. Let l ≤ n − 1 be an integer, φ1(x) = axq
l
, φ2 = b
qn−lxq
n−l
and ρ ∈ Aut(Fqn).
Since Hk,s(L1, L2) = 〈L1(a0)x+ L2(a0)xq
sk
, a1x
qs, . . . , ak−1x
qs(k−1)〉ai∈Fqn , we only need to
prove that the set of images of these elements under the equivalence map is a basis of
Hk,s(M1,M2). For 1 ≤ i ≤ k − 1, we have that
φ1 ◦ a
ρ
i x
qsi ◦ φ2 = aa
ρql
i b
qsixq
si
∈ Hk,s(M1,M2)
for all ai ∈ Fq. For a0 ∈ Fq,
φ1 ◦ (L1(a0)x+ L2(a0)x
qsk)ρ ◦ φ2 = abL1(a0)
ρqlx+ abq
sk
L1(a0)
ρqlxq
sk
∈ Hk,s(M1,M2)
where ρ = pm for an integer m ≥ 0. Since we need
〈abL1(a0)
ρqlx+ abq
sk
L1(a0)
ρqlxq
sk
, aaρq
l
i b
qsixq
si
〉1≤i≤k−1,ai∈Fqn = Hk,s(M1,M2),
our result follows from Lemma 3.3. 
A very similar result can be obtained for the case r = n− s, where the role of L1 and
L2 is changed. As a consequence of Theorem 3.4, one can easily show Theorems 11, 12
and 13 of Trombetti-Zhou [11].
Corollary 3.5. For k and n satisfying the hypothesis of the Theorem 3.4, Hk,s(x, L(x))
is equivalent to Hk,s(x,M(x)) if and only if there exist a, b ∈ Fqn, ρ = pν ∈ Aut(Fqn) and
an integer l satisfying 0 ≤ l ≤ n− 1 such that M(x) = abq
sk+l
L((x/abq
l
)p
λn−νqn−l)ρq
l
.
This result generalize the Theorem 4.4 from Lunardon, Trombetti and Zhou [9] for the
case L(x) = ηxq
sg
and M(x) = θxq
sh
.
4. Codes of the form Hk,s(x, L(x))
Throughout this section, we let L =
∑
ηix
qsi denotes an qs-linearized polynomial in
Ln,q[x]. In this section we completely characterize the invariants of the codesHk,s(x, L(x)).
Lemma 4.1. For a, b ∈ Fqn, we have
Trqn/q
(
bL(a)
)
= Trqn/q
(
aLˆ(b)
)
,
where Lˆ is the adjoint of L.
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Proof: We have
Trqn/q
(
bL(a)
)
=
n−1∑
i=0
[bL(a)]q
si
=
n−1∑
i=0
[
b
n−1∑
j=0
ηja
qsj
]qsi
=
n−1∑
i=0
n−1∑
j=0
bq
si
ηq
si
j a
qs(i+j)
and letting i+ j = k it follows that
n−1∑
i=0
n−1∑
j=0
bq
si
ηq
si
j a
qs(i+j) =
n−1∑
i=0
n−1∑
l=0
aq
sl
ηq
si
l−ib
qsi =
n−1∑
l=0
[
a
n−1∑
i=0
ηq
s(i−l)
l−i b
qs(i−l)
]qsl
= Trqn/q
(
aLˆ(b)
)
,
proving the lemma. 
Theorem 4.2. The Delsarte dual of Hk,s(x, L(x)) is equivalent to Hn−k,s(x,−Lˆ(x)),
where Lˆ is the adjoint of L.
Proof: We note that Hn−k,s(x,−Lˆ(x)) is equivalent to
J :=
{
−Lˆ(bk) +
n−1∑
i=k
bix
qsi : bi ∈ Fqn
}
.
Since the dimension of the code J over Fq is n − k, we only need to show that J ⊂
Hk,s(x, L(x))⊥. If g(x) =
∑n−1
i=0 bix
qsi ∈ J and f(x) =
∑n−1
i=0 a0x
qsi ∈ Hk,s(x, L(x)), then
b(f, g) =
n−1∑
i=0
Trqn/q(aibi) = Trqn/q
(
bkL(a0)
)
− Trqn/q
(
a0Lˆ(bk)
)
and our result follows from Lemma 4.1. 
This result was already established earlier by Lunardon, Trombetti and Zhou [9, Propo-
sition 4.2] for the case where L(x) = ηxq
h
.
Lemma 4.3. Assume L(x) =
∑M
i=0 aix
qei , where ai ∈ F∗qn and M is a positive integer
and e0 < e1 < . . . < eL are non-negative integers. Let d = gcd(e1, . . . eL, n). Then
L(αx) = αL(x) for all x ∈ Fqn if and only if α ∈ Fqd.
Proof: Suppose that L(αx) = αL(x) for all x ∈ Fqn . We have that
α
M∑
i=0
aix
qei −
M∑
i=0
ai(αx)
qei =
M∑
i=0
ai[α− α
qei ]xq
ei = 0
for all x and then αq
ei = α from Lemma 2.1, which implies that α ∈ Fqd. The converse is
trivial. 
Theorem 4.4. Let n ≥ 3. Assume L(x) =
∑M
i=0 ηeix
qsei , where ηi ∈ F
∗
qn and M is
a positive integer and e0 < e1 < . . . < eM < n are non-negative integers. Let d =
gcd(e1, . . . eL, n). The right nucleus of Hk,s(x, L(x)) is
Nr(Hk,s(x, L(x))) = {ax : a ∈ Fqd}.
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The middle nucleus of Hk,s(x, L(x)) is
Nm(Hk,s(x, L(x))) = {ax : a ∈ Fqd}.
Proof: We will compute only the right nucleus, since the middle nucleus can be
computed in a similar way by doing the needed changes. By duality presented in the
Theorem 4.2 and the Delsarte dual operation we can suppose without loss of generality
that k ≤ n
2
. We can write L(x) as
∑n−1
j=0 ηjx
qsj by setting bj = 0 if j 6∈ {ei : i = 0, . . . ,M}.
Now let g(x) =
∑n−1
i=0 bix
qsi ∈ Nr(Hk,s(x, L(x))).
Claim 1. bi = bi−k = 0 for all i = k + 1, . . . , n− 1.
Proof of the Claim 1. For every c ∈ Fqn, we have that
g
(
cx+ L(c)xq
sk)
=
n−1∑
i=0
xq
si
(
bic
qsi + bi−kL(c)
qs(i−k)
)
∈ Hk,s(x, L(x)).
By Lemma 2.1, for i satisfying k + 1 ≤ i ≤ n− 1 we have that the linearized polynomial
bic
qsi + bi−kL(c)
qs(i−k) is identically null. In particular, bi−kη
qs(i−k)
j = 0 for all j 6= k. Since
M ≥ 1, there exists an integer δ 6= k such that ηδ 6= 0, then bi−kη
qs(i−k)
δ = 0 implies that
bi−k = 0. Besides that, since bi + bi−kη
qs(i−k)
k = 0 we have bi = 0, proving the claim.
Claim 2. If 2 ≤ k ≤ n− 2, then bi = 0 for all i = 2, . . . , n− 2.
Proof of the Claim 2. For j satisfying 1 ≤ j ≤ k−1, we have that g(xq
sj
) =
∑
bi−jx
qsi .
Therefore bi−j = 0 for all i = k + 1, . . . , n− 1, proving the claim.
The claims 1 and 2 together imply that bi = 0 for all i 6= 0. Now we consider g(x) =
b0x ∈ Nr(Hk,s(x, L(x))). Since
b0cx+ b0L(c)x
qsk ∈ Hk,s(x, L(x)),
we must have L(b0c) = b0L(c) for all c ∈ Fqn and our result follows from Lemma 4.3. 
5. The Automorphism Group
The automorphism group of an additive code C is given by
Aut(C) = {(φ1, φ2, ρ) : φ1 ◦ C
ρ ◦ φ2 = C}.
Sheekey computed the automorphism group of Gabidulin codes (Theorem 4 of [7]) and
Twisted Gabidulin codes (Theorem 7 of [7]). With Theorem 3.4 we are able to describe
the automorphism group of Hk,s(x, L(x)). In this section, we will be always assuming
that k is an integer satisfying 2 ≤ k ≤ n − 2 and that there exists no γ ∈ F∗qn such
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that L1(c) = γL2(c) for all c ∈ Fqn or L1(c) = γL2(c)
qs for all c ∈ Fqn. For a set
I ⊆ [0, n − 1], let D(I) = {i − j : i, j ∈ I, i > j} be the set of distinct differences in
I. Let i1, . . . , iu represent the elements of D(I). In order to present the automorphism
group of Hk,s(x, L(x)), we define the function
κqn(I) = gcd(q
i1 − 1, . . . , qiu − 1, qn − 1) = qgcd(i1,...,iu,n) − 1.
Along the proof of the following result we will extensively use the well-known fact that
gcd(qi − 1, qj − 1) = qgcd(i,j) − 1 for positive integers i, j and q. From now on, for d a
divisor of qn− 1, let χd be the multiplicative character of F∗qn of order j. For convenience
we extend a multiplicative character setting χd(0) = 0.
Theorem 5.1. Let I ⊆ [0, n− 1] be a nonempty set and d = gcd(qk − 1, qn− 1). Assume
L(x) =
∑n−1
i=0 ηix
qi where ηi 6= 0 if i ∈ I and ηi = 0 otherwise. The automorphism group
Aut
(
Hk,s(x, L(x))
)
is given by{(
axq
l
, bxq
n−l
, pν
)
: a, b ∈ F∗qn, 0 ≤ l < n, 0 ≤ ν < λn and η
pνql−1
i =
(abq
l
)q
i
abql+sk
for all i ∈ I
}
.
Furthermore, if |I| ≥ 2 then
∣∣Aut (Hk,s(x, L(x)))∣∣= κd
∣∣∣∣∣
{
(ν, l) ∈ B
∣∣∣∣∣ ∃ α, β ∈ F
∗
qn such that χd(αβ) = 1
and ηp
νql−1
i = αβ
qi for all i ∈ I
}∣∣∣∣∣
where B = [0, λn− 1]× [0, n− 1] and κ = gcd
(
κqn(I),
qn−1
d
)
.
Proof: By Theorem 3.2, we can assume that an element of Aut
(
Hk,s(x, L(x))
)
is of
the form
(
axq
l
, bxq
n−l
, pν
)
where a, b ∈ F∗qn , ρ ∈ Aut(Fqn) and l is an integer satisfying
0 ≤ l ≤ n− 1. By Theorem 3.4, we have that
n−1∑
i=0
ηix
qi = L(x) = abq
sk+l
L((x/abq
l
)p
nλ−νqn−l)p
νql = abq
sk+l
n−1∑
i=0
ηp
νql
i
1
(abql)qi
xq
i
.
The first part of our result follows from Lemma 2.1. Now let
∆ν,l = {(α, β) ∈ F
2
qn : η
pνql−1
i = αβ
qi for all i ∈ I}.
Claim 1. For each pair (α, β) ∈ ∆ν,l the following hold:
(a) If χd(αβ) = 1, then there exist exactly d pairs (a, b) ∈ F
2
qn such that
(
axq
l
, bxq
n−l
, pν
)
∈
Aut
(
Hk,s(x, L(x))
)
;
(b) If χd(αβ) 6= 1, then there exists no pair (a, b) ∈ F
2
qn such that
(
axq
l
, bxq
n−l
, pν
)
∈
Aut
(
Hk,s(x, L(x))
)
.
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Proof of the Claim 1. Let (ν, l) ∈ B and assume that there exist α, β ∈ F∗qn such
that ηp
νql−1
i = αβ
qi. If
(
axq
l
, bxq
n−l
, pν
)
∈ Aut
(
Hk,s(x, L(x))
)
, then a straightforward
computation shows that
bq
sk−1 = (αβ)−q
n−l
and a = βb−q
l
.
Therefore χd(αβ) = 1. Furthermore, for each β there exist d elements b ∈ Fqn such that
bq
sk−1 = (αβ)−q
n−l
. Then for each pair (α, β) ∈ ∆ν,l, there exist d pairs (a, b) ∈ F2qn such
that
(
axq
l
, bxq
n−l
, pν
)
∈ Aut
(
Hk,s(x, L(x))
)
, proving the claim.
Now we let
∆′ν,l = {(α, β) ∈ F
2
qn : η
pνql−1
i = αβ
qi for all i ∈ I and χd(αβ) = 1}.
Claim 2. For each pair (ν, l) ∈ B we have that either |∆′ν,l| = 0 or |∆
′
ν,l| = gcd
(
κqn(I),
qn−1
d
)
.
Proof of the Claim 2. Let (α1, β1) and (α2, β2) be two elements (distinct or not) in
∆′ν,l. For i > j elements in I, we have that
βq
i−qj
1 = η
pνql−1
i η
−(pνql−1)
j = β
qi−qj
2
and then it follows that β1 = δβ2 where δ is a (q
gcd(i−j,n) − 1)-th root of unity in Fqn . As
i, j was taken arbitrarily, it follows that β2 = ξβ1 where ξ is a κqn(I)-th root of unity in
Fqn and then
∆′ν,l ⊆ {ξ
iβ1 : 0 ≤ i ≤ κqn(I)}
for ξ a primitive κqn(I)-th root of unity. If ξiβ1 ∈ ∆′ν,l then
1 = χd(ξ
iβ1) = χd(ξ
i) = ξi
qn−1
d ,
which implies that i is a multiple of κqn(I)/ gcd
(
κqn(I),
qn−1
d
)
. Therefore
|∆′ν,l| =
κqn(I)
κqn(I)
gcd
(
κqn(I),
qn−1
d
) = gcd
(
κqn(I),
qn−1
d
)
,
proving the claim.
The Claims 1 and 2 together show our result. 
As an immediate consequence we have the following result.
Corollary 5.2. Let L be a linearized polynomial and n, k, d and let κ be integers under
the same conditions as Theorem 5.1. Let I ⊆ [0, n− 1] be a set with |I| ≥ 2. Then∣∣Aut (Hk,s(x, L(x)))∣∣ = κd λn2
τ(L)
≤ κdλn2
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where
τ(L) = min
{
m|λn
∣∣∣∃α, β ∈ F∗qn such that χd(αβ) = 1 and ηpm−1i = αβqi for all i ∈ I} .
Proof: Let
A = {m|λn : ∃α, β ∈ F∗qn such that χd(αβ) = 1 and η
pm−1
i = αβ
qi for all i ∈ I}.
We only need to show that if m1, m2 ∈ A, then gcd(m1, m2) ∈ A, since for each m ∈ A, it
is easy to note that lm ∈ A for any integer l. For m1, m2 and m = gcd(m1, m2), let a and
b be integers such that a(pm1 −1)+ b(pm2 −1) = pm−1. Suppose that α1, α2, β1, β2 ∈ F∗qn
are such that ηp
m1−1
i = α1β
qi
1 and η
pm2−1
i = α2β
qi
2 for all i ∈ I. Then
ηp
m−1
i = η
a(pm1−1)+b(pm2−1)
i =
(
α1β
qi
1
)a (
α2β
qi
2
)b
= (αa1α
b
2)(β
a
1β
b
2)
qi for all i ∈ I.
Our result follows fro Theorem 5.1 by observing that χd(α1β1) = 1 and χd(α2β2) = 1
imply χd(α
a
1α
b
2β
a
1β
b
2) = 1. 
In particular, in the case where there exist α, β ∈ F∗qn such that χd(ab) = 1 and ηi = αβ
i
for all i ∈ I, the integers ν and l can be chosen arbitrary and a, b are fixed. Then∣∣Aut (Hk,s(x, L(x)))∣∣ = κλdn2.
The remaining case is L(x) = ηxq
h
. For this case, let g be a primitive element of F∗qn
and let η = gu, where u is an integer.
Corollary 5.3. If η = gu ∈ Fqn and d = gcd(q
n − 1, qh − 1, qsk−h − 1), then∣∣∣Aut (Hk,s(x, ηxqh))∣∣∣ = d(qn − 1) λn2
τ(gu, h)
where
τ(gu, h) = min
{
m|λn : (qgcd(n,h,sk−h) − 1) divides (u(pm − 1))
}
.
Proof: Let ∆ =
{
m|λn : (qgcd(n,h,sk−h) − 1) divides (u(pm − 1))
}
. By Theorem 5.1, if(
axq
l
, bxq
n−l
, pν
)
∈ Aut
(
Hk,s(x, ηxq
h
)
)
then
(gu)p
νql−1 = (ab
ql )q
h
abql+sk
= aq
h−1bq
l(qh−qsk) = aq
h−1bq
l+h(1−qsk−h).
Set d1 = q
h − 1, d2 = 1− qsk−h and d = gcd(qn − 1, d1, d2). Te have that(
gu(p
νql−1)
) qn−1
d
=
(
ad1bq
l+hd2
) qn−1
d
= 1
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and then d|(u(pνql − 1)). In particular, (ν + λl) ∈ ∆. Hence, if a = gi and bq
l+h
= gj,
then (
g
id1
d g
jd2
d
)d
= gid1gjd2 = gu(p
νql−1) =
(
g
u(pνql−1)
d
)d
, (3)
whose number of pairs (i, j) of solutions is equal to d times the number of solutions
of g(id1)/dg(jd2)/d = gu(p
νql−1))/d. Then we only need to compute the number pairs (i, j)
satisfying the equation
i
(
d1
d
)
+ j
(
d2
d
)
≡ u(p
νql−1)
d
(mod qn − 1), (4)
which is a Diophantine equation over Z(qn−1). For a pair (i, j), let f(i, j) = i
(
d1
d
)
+ j
(
d2
d
)
.
Let (ie, je) ∈ Z(qn−1) satisfying f(ie, je) = e with e := gcd(d1/d, d2/d). We recall that e is
an unity in Z(qn−1), then e
−1 ∈ Z(qn−1). For A ∈ Z(qn−1), let
ΥA = {(i, j) ∈ Z
2
(qn−1) : f(i, j) ≡ A (mod q
n − 1)} (5)
be the set of solutions of f(i, j) = A and let nA = |ΥA|. It is direct to verify that∑
A nA ≤ (q − 1)
2 and (iA, jA) := (i0e
−1A, j0e
−1A) ∈ ΥA. Furthermore, if (iA,t, jA,t) is
given by iA,t = iA + t
d2
d
and jA,t = jA − t
d1
d
with t ∈ Z(qn−1), then (iA,t, jA,t) ∈ ΥA. Set
d′1 = gcd(q
n − 1, d1/d) and d
′
2 = gcd(q
n − 1, d2/d). We observe that that iA,t = iA,t′
if and only if t ≡ t′ (mod q
n−1
d′1
), then (iA,t, jA,t) = (iA,t′ , jA,t′) if and only if t ≡ t′
(mod lcm( q
n−1
d′1
, q
n−1
d′2
)). Since lcm( q
n−1
d1/d
, q
n−1
d2/d
) = qn − 1, it follows that nA ≥ q − 1. Since∑
A nA ≤ (q−1)
2 and nA ≥ q−1, we must have nA = q−1 for all A ∈ Z(qn−1). In particular,
Υℓ = q − 1 for ℓ =
u(pνql−1)
d
and then the number of solutions of Eq. (3) is d(qn − 1).
More generally, we have that the number of pairs (a, b) for which
(
axq
l
, bxq
n−l
, pν
)
∈
Aut
(
Hk,s(x, ηxq
h
)
)
is d(qn− 1) provided (ν + λl) ∈ ∆ and then we only need to compute
the number of such pairs (ν, l).
It is direct to verify the number of pairs (ν, l) such that (ν + λl) ∈ ∆ is exactly n · |∆|.
Similarly to the proof of the previous result, we can show that
∆ = {lτ(gu, h) : 0 ≤ l < qn − 1}
and then |∆| = λn
τ(gu,h)
, from where our result follows. 
In particular, Corollary 5.3 gives us the number of automorphisms of Generalised
Twisted Gabidulin codes.
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Example 5.4. Let g be a primitive element of Fqn and let h be an positive integer. For u
an integer such that gcd(u, n) = 1, the number of elements of the automorphism group of
the code Hk,s(x, g
uxq
h
) equals n2(qn−1), since we have that τ(gu, h) = λ gcd(n, h, sk−h).
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