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Récemment, une nouvelle classe d'ADN circulaire extrachromosomique (eccDNA) appelée microADN 
a été identifiée dans des tissus humains et murins. Ces microADNs ont une longueur de 100 à 400 
pb, sont dérivés de régions génomiques non répétitives uniques et présentent un enrichissement au 
niveau des régions géniques et riches en GC. Bien qu'il ait été proposé qu'ils puissent provenir du 
métabolisme de l'ARN ou des défauts de réplication, leurs mécanismes de production et leur 
éventuelle fonctionnalité restent à déterminer. Grâce à l'analyse des microADNs extraits d'une série 
de 10 lignées cellulaires lymphoblastoïdes humaines (LCL), nous avons confirmé la distribution non-
aléatoire des microADNs vers les régions actives du génome. Les microADNs identifiés présentaient 
des loci d'origine redondants et une périodicité de taille de 190 pb pouvant correspondre à la 
fragmentation de l'ADN lors de l'apoptose caspase-dépendante. L'apoptose induite de ces LCLs par 
des drogues chimiothérapeutiques (méthotrexate ou L-asparaginase) a entrainé la modulation de la 
diversité et de la taille des microADNs, suggérant qu'une partie de ces entités pourrait être des 
produits résiduels de la mort cellulaire apoptotique. Ainsi, bien que compatible avec l'observation 
initiale suggérant que les microADNs proviennent d'un processus physiologique normal, ces résultats 
impliquent une source de production alternative ou complémentaire. 
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Recently, a new class of extrachromosomal circular DNA (eccDNA) called microDNA was identified in 
mouse and human tissues. These microDNAs are 100 to 400 bp long, derive from unique non-
repetitive genomic regions and show an enrichment in GC rich and genic sequences. While it has 
been proposed that they could arise from RNA metabolism or replication defects, their production 
mechanisms and eventual functionality remain unclear. Through the analysis of microDNAs extracted 
from a series of 10 human lymphoblastoid cell lines (LCLs), we confirmed the non-random distribution 
of microDNA towards active regions of the genome. Identified microDNAs showed redundant loci of 
origin and a size periodicity of 190 bp that matched caspase-dependant DNA fragmentation of 
apoptotic cells. Strikingly, the chemotherapeutic drug-induced apoptosis (using methotrexate or L-
asparaginase) of these LCLs modulated both diversity and size of microDNAs further suggesting that 
a part of microDNAs could represent circularized by-products of the programmed cell death. Thus, 
while compatible with the original observation that microDNAs originated from a normal physiological 
process, these results imply an alternative or complementary source of production.  
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1.1 ADN extrachromosomal 
L'ADN extrachromosomal, aussi appelé ADN cytoplasmique, réfère à l'ADN qui n'est pas situé dans le 
compartiment nucléaire d'une cellule. Ces entités sont retrouvées dans toutes les cellules, qu'elles 
soient eucaryotes ou procaryotes. Chez les procaryotes, l'ADN extrachromosomal se retrouve sous 
forme virale ou dans les organelles [1], tandis que chez les eucaryotes, nous les retrouvons plutôt 
majoritairement dans les organelles cellulaires, tel que dans le cas de l'ADN mitochondrial ou 
plastidial (chapitre 1.2.1 et 1.2.2). 
 
Malgré leur localisation extrachromosomale, elles exercent toutefois des fonctions biologiques 
cellulaires [2]. En effet, des délétions de gènes mitochondriaux ou plastidiaux, ou des mutations dans 
leur séquence, peuvent entrainer le développement de maladies graves et quelques fois mortelles. 
L'existence de ces entités reflèterait donc la complexité et la plasticité du génome, sujet abordé dans 









1.1.1 ADN mitochondrial  
L'ADN mitochondrial humain (mtDNA) est retrouvé dans les mitochondries, organelles essentielles à 
la survie des cellules eucaryotes. Leur fonction principale est de générer de l'ATP, molécule 
indispensable à la majorité des activités cellulaires. Le mtDNA est une molécule double brin de 16.6 
kb présente en nombre varié selon le type cellulaire ou l'organisme dans lequel elle se retrouve. Elle 
encode 13 protéines ainsi que 24 gènes liés à la production d'ARN; 22 ARNt et 2 ARNr, ces derniers 
essentiels à la synthèse protéique de la mitochondrie [3]. Le génome mitochondrial ne possède 
qu'une seule région non-codante nommée le D-loop (1 kb) (Figure I). Cette région est utile lors de 
liaisons entre l'ADN mitochondrial et les protéines nucléaires régulatrices. En effet, l'ADN nucléaire est 
nécessaire lors de fonctions cellulaires des mtDNAs telles que la réplication, la réparation ou la 
transcription d'ADN [4]. Les événements de dommage à l'ADN sont plus fréquents dans les mtDNAs 
que dans l'ADN nucléaire en partie en raison du manque de protection par les histones chez les 
mtDNAs [5]. Lors de ces événements, l'ADN mitochondrial est i) détruit sans conséquences ou ii) 
réparé par la voie de signalisation de réparation par excision de base [6]. Même si quelque peu 
controversé, il est suggéré que des délétions dans les mtDNAs ou des mutations dans les gènes 
encodés par ceux-ci peuvent causer des maladies dites mitochondriales telle que le syndrome de 
Pearson, une maladie à haut risque de mort infantile [7]. Enfin, il a été démontré que les mtDNAs sont 
impliqués dans des processus cellulaires divers tels que la différentiation cellulaire, le développement 
ainsi que la tumorigenèse [8] et sont impliqués dans plusieurs voies de signalisations aussi connues 
sous le nom de voies de signalisations rétrogrades mitochondriales impactant plusieurs processus 






















Figure I. Cartographie du génome mitochondrial humain. Diagramme schématique représentant 
le génome mitochondrial circulaire double brin de 16.6 kb. Le cercle externe représente le brin lourd 
(H) du génome et le cercle interne représente le brin léger (L). Les gènes encodant les sous-unités de 
la chaîne respiratoire complexe I sont affichés en vert, le gène MT-CYB du complexe III est en mauve, 
les sous-unités catalytiques du complexe IV sont en jaune et ceux du complexe V en bleu. Les deux 
ARNr sont en rouges et les 22 ARNt sont présentés avec des barres noires et dénotés par leur 
abbréviation. 







1.1.2 ADN plastidial 
L'ADN plastidial (cpDNA) ou plastome, est une classe d'ADN extrachromosomal et représente le 
matériel génétique contenu dans le chloroplaste ainsi que dans divers plastes chez les plantes. Il 
encode entre 100-200 gènes [11] codant pour des ARN messagers. Récemment, des études 
intégratives de protéomiques et génomiques ont révélé des nouvelles protéines chloroplastiques dont 
l'absence peut entrainer, dans un cas extrême, des phénotypes albinos chez les plantes [12]. Ses 
caractéristiques sont similaires à celles de l'ADN mitochondrial (section 1.2.1). En effet, lui aussi est 
dépendant de l'ADN nucléaire lors des processus cellulaires liés à la production de protéines 
chloroplastiques. De plus, les cpDNAs sont présents dans le chloroplaste en plusieurs copies, leur 
nombre dépendant de l'organisme, du type cellulaire mais aussi du stage de développement de la 
cellule; le nombre de copies de cpDNA est plus élevé chez les cellules en voie de développement par 
rapport aux cellules matures [13]. À noter que la taille des cpDNAs varie selon l'espèce (entre 120-160 
kb chez les plantes) [14]. Il a longtemps été cru que les cpDNA existaient uniquement sous forme 








1.1.3 ADN circulaire extrachromosomal 
Les ADNs circulaires extrachromosomaux (eccDNAs) sont omniprésents dans les organismes 
eucaryotes et sont étudiés depuis un peu plus de 40 ans [16-17]. Ces entités sont homologues à 
l'ADN chromosomal et elles sont caractérisées par l'hétérogénéité i) de leur taille (entre <1 Kb et >1 
Mb), ii) de leur complexité de séquence et iii) de leur région génomique d'origine [18]. Chez les 
plantes, les eccDNAs joueraient un rôle en tant qu'intermédiaires dans le processus conduisant à 
l'évolution des séquences satellites répétées [19]. Dans les levures, ils semblent dériver de l'ADN 
ribosomal ou télomérique [20-21] et leur génération semble être dépendante de la réplication de l'ADN 
génomique, tandis que chez les mammifères, ce n'est pas le cas [22].   
 
Même si elles sont étudiées depuis plusieurs années, leur fonction n'est pas tout à fait connue mais 
ces entités semblent influencer la stabilité génomique, le vieillissement cellulaire et reflèteraient la 


















Jusque récemment, nous pensions que la plupart des eccDNAs humains proviennent d'une 
recombinaison homologue intrachromosomique de répétitions en tandems (gènes codants et ADN 
satellite) [18]. En 2012, Shibata et al. découvrèrent une nouvelle classe de eccDNAs, les microADNs, 
dans des cellules de souris et humaines (saines et tumorales). Puisque ces entités possèdent des 
traits distincts par rapport à celles précédemment caractérisées [24], il est logique de suggérer un 
mécanisme de production différent. Premièrement, les microADNs mesurent en moyenne entre 100-
400 pb et sont donc plus courts que les autres eccDNAs. Ils présentent une périodicité de 150 pb 
dans leur taille et sont dérivés de régions génomiques uniques et non-répétitives. De plus, ils 
semblent être enrichis dans les régions géniques à forte densité exonique, près des 5'UTRs et 
présentent un contenu en GC plus élevé que leurs régions flanquantes génomiques (Figure II). Alors 
que des analyses supplémentaires du même groupe ont suggéré qu'une fraction importante de ces 
microADNs puissent provenir d'erreur de réplication et de la voie de signalisation de réparation des 















Figure II. Propriétés des microADNs dans les tissus sains de souris adultes. (A) Images de 
microscopie électronique (EM) de microADNs double brins provenant de tissu de rein de souris adulte 
et de microADNs simple brins provenant de tissu de rate après liaison avec le T4 gene 32, protéine 
ligante d'ADN. Barre d'échelle noire = 100 nm. (B) Distribution de la taille des microADNs identifiés 
dans les tissus de souris adultes. (C) Pourcentage moyen du contenu en GC des microADNs et de 
ses régions flanquantes génomiques sont enrichis relativement à la moyenne du contenu en GC dans 
le génome de la souris (ligne pointillée noir). (D) Les séquences de répétitions directes près du début 
et de la fin des séquences de microADNs (2-15 pb) sont enrichies dans tous les tissus vs. le modèle 
aléatoire (RM). (E) L'enrichissement des microADNs dans chacunes des régions génomiques 
étudiées vs. le pourcentage attendu basé sur la distribution aléatoire. La ligne noire pointillée à y = 1 
indique le niveau attendu aléatoirement. 
 










L'apoptose, aussi appelée mort cellulaire programmée, est un processus omniprésent dans les 
organismes multicellulaires et nécessaire à la synergie et au bon fonctionnement de la cellule. Elle 
permet de maintenir l'homéostasie d'un organisme en contrôlant sa population cellulaire et en 
éliminant les cellules endommagées ou détériorées par des maladies, par des agents qui leur sont 
néfastes ou encore par une accumulation trop élevée de mutations nuisibles ou délétères [26]. 
L'apoptose est hautement régulée; sa dérégulation est factorielle dans plusieurs troubles 
physiologiques telles que certaines maladies neurodégénératives et autoimmunes ainsi que dans 
divers cancers [27]. 
 
Le processus de l'apoptose peut être enclenché par une grande variété de stimuli ou conditions tant 
physiologiques que pathologiques. Par exemple, l'apoptose peut être amorcée lors de l'accumulation 
dans la cellule d'une protéine à conformation irrégulière, lors d'un détachement cellulaire avec la 
matrice extracellulaire (apoptose spécifique à ce cas nommée anoïkose), lors d'une perte de signal lié 
aux facteurs de croissance cellulaire ou lorsque le matériel génétique d'une cellule a subi trop de 
dommages. L'apoptose peut aussi être induite à cause du raccourcissement progressif des télomères, 
phénomène naturel se produisant à la suite de multiples divisions cellulaires [28]. 
 
L'apoptose a traditionnellement été caractérisée comme étant un phénomène irréversible mais des 
études récentes suggèrent que dans certaines conditions, ce ne soit pas toujours le cas. En 2001, 
Hoeppner et son équipe ont prouvé qu'en bloquant l'action de gènes codants pour les protéines 
impliquées dans la phagocytose des cellules apoptotiques dans des embryons de C.elegans, le taux 
de survie des cellules est amélioré lorsque les cellules sont sujettent à des signaux pro-apoptotiques 
faibles [29] et l'inhibition de ces gènes a même permis à certaines cellules destinées à mourir par 








Les mêmes conditions ou stimuli peuvent causer deux types de mort cellulaire; l'apoptose ou la 
nécrose, deux processus pouvant se produire simultanément, indépendamment ou même 
séquentiellement [31-32]. Le type de mort cellulaire est dépendante de plusieurs éléments; la nature 
du signal de mort cellulaire, le type de tissu dans lequel ce processus se produit, le stade de 
développement du tissu et finalement le milieu physiologique [32-33]. La table I présente les 




Table I. Comparaisons des caractéristiques morphologiques entre l'apoptose et la nécrose. 
Apoptose Nécrose 
Cellules uniques ou regroupement cellulaire Cellules souvent contiguës 
Rétrécissement et convolution cellulaire Gonflement cellulaire 
Pycnose et caryorrhexie Caryolyse, pycnose et caryorrhexie 
Membrane cellulaire intacte Membrane cellulaire déchirée 
Cytoplasme maintenu dans les corps apoptotiques Cytoplasme relâché 
Pas d'inflammation Inflammation observée 
 









1.2.1 Voies de signalisations apoptotiques 
 
 
Il existe 3 principales voies de signalisations apoptotiques; i) la voie extrinsèque ou de récepteurs de 
mort cellulaire (death receptor pathway), ii) la voie intrinsèque ou mitochondriale et iii) la voie 
perforine-granzyme dépendante (Figure III). La perforine permet la pénétration des granzymes, A ou 
B, dans la cellule cible afin d'en induire la mort [35]. Comme représenté dans la figure III, les voies de 
signalisations intrinsèques, extrinsèques et granzyme B convergent vers la même voie de 
signalisation d'execution (execution pathway), soit celle initiée par la caspase-3 et dont la finalité est la 
fragmentation de l'ADN. Elle résulte aussi en la dégradation du cytosquelette, l'expression des 
récepteurs phagocytaires de la cellule et finalement la dégradation par les macrophages. 
Parallèlement, la granzyme A active une voie de signalisation caspase-indépendante et induit 












Figure III. Représentation schématique d'évènements apoptotiques. Les deux voies de 
signalisations majeures sont les voies extrinsèques et intrinsèques ainsi que celle dépendante de la 
perforine-granzyme. Chacunes des voies requiert des signaux déclencheurs spécifiques afin d'initier 
la cascade énergie-dépendante d'événements moléculaires. Chaque voie active sa propre caspase 
initiatrice (8,9,10) qui elle active la caspase effectrice cas-3. Par contre, granzyme A fonctionne de 
manière caspase-indépendante. La voie de signalisation d'éxecution (execution pathway) résulte en 
des caractéristiques cytoplasmiques spécifiques incluant le rétrécissement des cellules, la 
condensation de la chromatine, la formation de blebs cytoplasmiques et de corps apoptotiques et 
finalement la phagocytose des corps apoptotiques par des cellules adjacentes parenchymateuses, 
des cellules néoplasiques ou des macrophages.   
 







1.2.2 Fragmentation apoptotique 
 
Les caspases sont des enzymes (protéases à cystéines) jouant un rôle primordial lors de l'apoptose. Il 
existe 3 types de caspases; les caspases initiatrices qui activent les caspases effectrices et enfin les 
caspases inflammatoires (Table II). Ces protéases clivent les protéines aux résidus d'acide aspartique 
avec une spécificité qui leur est propre impliquant les résidus avoisinants [37-38]. Lors de l'initiation de 
l'étape de fragmentation de l'ADN, la CAD (caspase-activated DNase) est activée après le clivage de 
son inhibiteur (ICAD) par la caspase-3. Une fois activée, la CAD, aussi nommée DFF40 (DNA 
fragmentation factor 40 kDa) clive l'ADN chromatinien exposé dans les régions de linker 
internucléosomaux. Ce clivage produit des fragments dégradés de multiples de 180-200 pb créant un 
profil en échelle (laddering pattern) visible par électrophorèse sur gel [39-40] (Figure IV). La caspase-
3 induit également la réorganisation du cytosquelette et la désintégration de la cellule en corps 



















Figure  IV. Démonstration d'un profil en échelle (DNA laddering) de cellules apoptotiques 
visualisées avec le Apoptotic DNA Ladder Kit de Life Science. Puit central: Marqueur 1 kb (M). 
Puits +: Cellules traitées avec de la Camptothecin.  Puits -: Cellules non-traitées (contrôle). C: 
Contrôle positif provenant du kit.    
 













1.3 Médicaments chimiothérapeutiques 
L'apoptose est un phénomène physiologique se produisant naturellement qui a pour but de conserver 
l'homéostasie d'un organisme. Par contre, lors de cancers, les cellules tumorales ne cessent de 
proliférer et une intervention externe (drogues) est requise afin d'enclencher le processus apoptotique 
en vue de les éliminer. Il existe plusieurs catégories de médicaments utilisés dans les traitements 
chimiothérapeutiques; les antimétabolites, les agents alkylants, les inhibiteurs de la topoisomérase, 
les alcaloïdes végétaux, ainsi que le traitement hormonal [41]. Certaines enzymes, telle que 
l'asparaginase (chapitre 1.3.2), sont aussi utilisées lors du traitement. 
 
Les antimétabolites remplacent les purines et les pyrimidines de l'ADN et causent l'arrêt du cycle 
cellulaire induisant ainsi l'apoptose [42]. Même si elles éliminent efficacement les cellules cancéreuses 
caractérisées par leur forte prolifération, elles touchent aussi les cellules saines. Il existe 3 sous-types 
d'antimétabolites; les antipyrimidines, les antipurines et les antifolates, dont le Méthotrexate (chapitre 
1.3.1) [43]. Les agents alkylants (comme le Busulfan) agissent en liant les guanines (G) ensemble 
dans l'ADN double-brin [44]. Ce faisant, les 2 brins ne peuvent plus se détacher et la réplication de 
l'ADN des cellules tumorales est ainsi bloquée. Un médicament dérivé de la Camptothécine (la 
Camptothécine étant trop toxique si administrée tel quel) est un exemple d'inhibiteur de la 
topoisomérase, enzyme permettant de maintenir la topologie de l'ADN. Une dysfonction de la 
topoisomérase affecte le superenroulement de l'ADN causant des problèmes de transcription [45]. 
L'inhibition de la synthèse microtubulaire ainsi que de la formation du fuseau mitotique, un élément clé 
lors de la mitose, décrit l'action générale des alcaloïdes végétaux [46]. Finalement, le traitement 
hormonal est utilisé dans le contexte de cancers dits hormonaux tels que le cancer du sein ou de la 
prostate. La prolifération et la maintenance de ces tumeurs dépendent de certains stimuli hormonaux 
qui, lorsque bloqués ou débalancés par des drogues tels les corticostéroïdes, causent l'arrêt de 








Dans les années 1940s, après la découverte du rôle critique joué par les folates dans les mécanismes 
de division cellulaire et de synthèse de l'ADN/ARN, les chercheurs ont identifié un effet catalyseur 
d'une forme synthétique de folate, l'acide folique, sur le développement de la leucémie [47-49]. Une 
décennie plus tard, l'enzyme dihydrofolate reductase (DHFR) responsable de la réduction de l'acide 
folique en sa forme active, a été mise en évidence et ses inhibiteurs ont été proposés comme agents 
thérapeutiques potentiels pour le traitement des cancers [49-50].  
 
Un analogue structurel de folate, le méthotrexate (MTX), est l'un de ces inhibiteurs. Son administration 
à très hautes doses chez des patientes atteintes de choriocarcinomes placentaires a conduit aux 
premières rémissions de tumeurs solides par chimiothérapie chez l'humain [51-52]. Introduit en 
clinique dans les années 1950s, il est aujourd'hui encore un des composants majeurs du traitement 
administré aux patients atteints de leucémie aigue lymphoblastique (LAL) pédiatrique [53].  
 
Le MTX entre dans la cellule par transport actif via le transporteur SLC19A1 (solute carrier family 19 
member 1)/RFC-1 (reduced folate carrier 1) [54] et est ensuite métabolisé en MTX polyglutamates 
(MTXPGs) (Figure V). Son élimination se fait par les voies urinaire et biliaire. Le MTX et ses 
métabolites actifs MTXPGs participent à l'inhibition compétitive de la DHFR et entrainent la déplétion 
en tétrahydrofolate cellulaire [55]. Les MTXPGs, dont l'activité anti-leucémiques a été démontrée [56-
58], ciblent également d'autres enzymes «folate-dépendantes» comme la TYMS, entrainant une 
réduction de la synthèse d'acides nucléiques et de protéines puis la mort cellulaire par apoptose [59], 
notamment au niveau des cellules se divisant rapidement. Il a été récemment démontré que l'initiation 
de l'apoptose se fait par l'activation de la voie p53-dépendante [60]. En outre, le MTX pourrait 
également rétablir l'expression de gènes suppresseurs de tumeurs, comme CDH1 codant pour l'E-
cadhérine, via la répression de l'histone déacetylase (HDAC) et de la lysine N-méthyltransferase 







Alternativement, il a été également démontré que le MTX entraine une surexpression des gènes FOS 
et JUN, formant le facteur de transcription AP-1, via l'activation de la MAP kinase Jun-N-terminal 
(JNK) qui phosphoryle Jun [52,61]. Cette activation favorise l'apoptose par la production de ROS 
(reactive oxygen species) et la modification du profil transcriptionnel de gènes induisant la mort 
cellulaire incluant JUN. 
 
Les polymorphismes au niveau des gènes codants pour les acteurs des voies de transport ou d'action 
du MTX influencent la réponse des patients [54]. Par exemple, une dysfonction du transporteur 
SLC19A1/RFC-1 provoquée par le variant commun p.G80A a été associé au niveau du MTX dans le 
plasma [62-64] à l'issue du traitement [62,65-67], ainsi qu'à une toxicité gastro-intestinale [68-69], 
hématologique [65,67,70] et hépatique [65,67,71]. Notre laboratoire a également démontré l'influence 
génétique sur les résistances au MTX. Au sein d'une étude publiée en 2005, nous avons montré que 
les patients atteints de LAL et homozygotes pour des répétitions en tandem au niveau du gène codant 
pour la TYMS, variations entrainant une augmentation de l'activité enzymatique, présentaient une 








Figure V. Voies pharmacodynamiques/ph
d'intérêt du transport, de l'action, du métabolisme et de l'élimination du MTX sont présentées. Les 
drogues et métabolites sont représentés par des boîtes roses, les gènes ou 
ovales bleus. 5-CH-THF: 5 méthylté
ABC: ATP-binding cassette transporter
MTXPG: Methotrexate polyglutamated form
 
Figure adaptée de Lopez-Lopez et al
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armacocinétiques du méthotrexate (MTX). 
protéines d'intérêt par des 
trahydrofolate; 5,10-CH2-THF: 5,10-méthylèneté
; DHF: Dihydrofolate; DS breaks: Double
; THF: Tetrahydrofolate. 















Au début des années 1950s, John Kidd réussit à provoquer la régression de lymphomes chez des 
souris par injections intra-péritonéales répétées de sérum de cochon d'Inde [73]. Dix ans plus tard, en 
complémentant le phénotype observé par ajout de L-asparagine dans le milieu, John Broome 
démontra que l'asparaginase (ASP), un des composés présent dans le sérum, était responsable de 
l'activité anti-lymphome observée et le proposa comme agent anti-cancer [74]. Les premiers essais 
cliniques utilisant l'ASP furent menés avec succès en 1966 [75]. Elle est aujourd'hui l'une des 
composantes majeures de la chimiothérapie anti-leucémie, notamment utilisée dans la phase 
intensive d'induction du traitement de la LAL pédiatrique. 
 
L'enzyme, extraite à l'origine de la bactérie Escherichia coli (E.Coli ASP, retirée du marché), et 
maintenant utilisée sous sa forme pégylée (PEG-ASP) ou, plus récemment, isolée de Erwinia 
caratovora (Erwinia ASP) [76-78]. Elle est active sous forme tétramérique et hydrolise la L-asparagine 
en acide aspartique et ammoniac [79-80]. La déplétion en L-asparagine dans le milieu entraine l'arrêt 
de la synthèse protéique, un arrêt du cycle cellulaire en phase G1, une fragmentation de l'ADN (DNA 
laddering), suivi de la mort cellulaire par apoptose [81-83]. À l'inverse de nombreux agents 
antinéoplasiques, l'asparaginase est très discriminante puisque contrairement aux cellules normales, 
les cellules leucémiques ne présentent qu'une activité réduite de l'asparagine synthétase (ASNS), 
voire aucune, limitant la synthèse de novo de l'acide aminé [84] (Figure VI). 
 
L'ASP entraine de graves effets secondaires chez les patients traités pour des allergies, des 
pancréatites, et des accidents cérébrovasculaires [85]. Alors que les cas d'hypersensibilité en réponse 
à l'E.Coli ASP s'élevaient à 35% [76,86-87], l'utilisation de la PEG-ASP a permis de réduire ce risque 
tout en faisant montre d'une demi-vie prolongée et d'une activité accrue [88-90]. Quant à l'Erwinia 
ASP, plus récente, elle a démontré une activité enzymatique supérieure, y compris chez des patients 







Bien que les connaissances sur les mécanismes d'action de l'ASP soient encore limitées, nous 
savons que la réduction du niveau d'asparagine et de glutamine qu'elle provoque entraine une 
inhibition de la voie de signalisation mTOR dans la cellule [80]. Celle-ci entraine une inhibition de la 
phosphorylation de la sérine thréonine kinase p70s6k et du facteur d'initiation E-binding protein 1 (4E-
BP1) conduisant à l'arrêt de la synthèse des protéines ribosomiques [92] et à la mort cellulaire. 
Alternativement, il a été démontré que l'ASP induit un processus autophagique au niveau de cellules 
de leucémie aigue myéloide via l'inhibition de mTORC1, un des deux complexes mTOR [93]. 
 
Comme pour le MTX, des polymorphismes modulent la réponse à l'ASP. Notamment, des SNPs et 
des répétitions en tandem localisés au niveau des gènes ATF5 et ASNS respectivement ont été 
associés avec une mauvaise réponse à l'ASP et des chances plus importantes de rechute [94-95]. 
Des variations au niveau du gène codant pour le récepteur de glutamate GRIA1 ont également été 





Figure VI. Mécanisme d'action sélectif de la l
l'acide aminé L-asparagine (N) à 
tumorales sont incapables de synthétiser l'acide aminé L
dépendent de l'absorption de L-
asparaginase diminue la concentration de L
meurent alors dû à l'absence de synthèse protéique et les cellules normales survivent grâce à l'AS.
 
Figure adaptée de Shrivastava et al.
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-asparaginase. (A) Les cellules normales synthétisent 
l'aide de l'enzyme asparagine synthétase (AS)
-asparagine (N) à cause de l'absence d'AS et 
asparagine extracellulaire pour leur survie. 















1.4 Le séquençage de nouvelle génération 
Dix années se sont maintenant écoulées depuis l’avènement du séquençage de nouvelle génération 
(NGS). Les récentes avancées autour du NGS et de son analyse ainsi que la réduction des coûts 
inhérents – environ 1,000$ pour le séquençage d'un génome humain [97] – permettent de l'envisager 
pour des projets autant dans un contexte de recherche fondamentale que comme outil clinique à part 
entière, aussi bien pour le diagnostic, la stratification du risque ou l'identification de cibles spécifiques 
pour une thérapie personnalisée [98-100]. Au cours de ma maitrise, j'ai eu l'occasion de participer à la 
conception d'un programme d'identification de mutations somatiques au sein de données NGS 
présentant une profondeur de couverture limitée (low-pass sequencing, voir Annexe VIII). 
 
L'état actuel de la technologie de NGS propose deux types d'approches qui se distinguent 
principalement par la taille des séquences générées: de 50 à 1,000 pb pour les approches à 
séquences courtes (short reads), contre 8 à 200 kb pour les approches à séquences longues (long 
reads) [101]. L'approche des séquences courtes, plus ancienne, est dominée par le fabriquant 
Illumina. Elle présente l'avantage d'un coût réduit et d'un taux d'erreur assez faible (<1%) en 
comparaison de son pendant proposant des séquences longues dont la technologie la plus courante, 
le PacBio RS II instrument, peut présenter un taux d’erreur s’élevant jusqu’à 15% (en particulier au 
niveau des indels) pour un coût qui reste prohibitif pour beaucoup de laboratoires de recherche avec 
environ 1,000$ par Gb [101]. L'avantage proposé par la technologie des séquences longues réside 
principalement dans le fait qu'elle facilite l'étude des régions complexes ou répétitives du génome 
pouvant ainsi être couverte par une seule séquence continue, tandis que l'alignement de séquences 
plus courtes dans ces zones, lorsque possible, entraine la génération de nombreuses erreurs. Cette 
technologie facilite également l'étude des transcrits alternatifs dans le cadre du séquençage d'ARN 
[101]. 
 







principalement pas la chimie de séquençage.  
 
Le séquençage par séquences courtes se divise en 2 catégories: i) le séquençage par ligation utilisant 
des sondes couplées à des fluorophores s'hybridant à la séquence d'ADN à déterminer, l'émission de 
fluorescence informant de la nature des bases incorporées (Figure VII) ; ii) le séquençage par 
synthèse utilisant une polymérase élongant le brin par l'incorporation de nucléotides déterminés par 
l'émission de fluorescence ou de charge ionique [101]. La captation du signal émis est généralement 
simplifiée par la formation de mini-réacteurs sur la lame de séquençage comportant chacun des 
milliers de séquences identiques séquencées simultanément (Figure VIII). Dans le cadre du projet 
présenté dans ce mémoire, nous avons utilisé la technologie PGM (Personal Genome Machine) d'Ion 
Torrent, exemple de la méthode de séquençage par synthèse. Contrairement à la technologie 
exploitée par Illumina, ce séquenceur n'utilise pas les signaux optiques afin d'identifier les nucléotides 
mais plutôt la variation de pH enregistrée. En effet, lors de l'addition de dNTP à un polymère d'ADN, 
un ion H+ est relâché [102]. À chaque ion H+ relâché, le pH diminue et les variations de pH sont 
enregistrées pour chaque puits par une puce en silicone (Ion 314, 316, 318, Proton ou PI), nous 
permettant de déterminer quelle base (et sa quantité) a été identifiée [103]. 
 
Le séquençage par séquences longues proposent également 2 alternatives (Figure IX): i) le 
séquençage d'une molécule unique en temps réel; ii) l'approche synthétique qui ne génère pas 
réellement de longues séquences mais dépend de la lecture de barcodes associés aux fragments 




Figure VII. Séquençage par méthodes de ligation.
clusters ou le dépôt de billes sur une lame, les fragments sont séquencés par ligation, où une sonde 
codée à deux bases marquée par un fluorophore, qui est composée de nucléotides connus dans la 
première et la seconde positions (bleu foncé), suivie de bases dégéné
ajoutée à la banque d'ADN. La sonde à deux bases est ligaturée sur une ancre (violet clair) 
complémentaire à un adaptateur (rouge), et la lame est imagée pour identifier les deux premières 
bases de chaque fragment. Les brin
une phosphatase pour maintenir la synchronisation du cycle. Enfin, les bases dégénérées terminales 
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 a | séquençage SOLID. Après la génération de 
rées ou universelles (rose), est 










et le fluorophore sont clivés de la sonde, laissant un fragment étendu de 5 pb. Le processus est 
répété dix fois jusqu'à ce que deux bases sur cinq soient identifiées. A ce stade, le brin entier est 
remis à zéro par élimination de toutes les sondes ligaturées et le processus de liaison de la sonde, de 
ligation, d'imagerie et de clivage est répété quatre fois, chacune avec un n + 1, n + 2, n + 3 ou n + 4 
ancre décalée. b | Génomique complète. L'ADN est séquencé en utilisant l'approche combinatoire de 
la sonde-ancre (cPAL). Après le dépôt d'ADN nanoball, une ancre complémentaire à l'une des quatre 
séquences adaptatrices et une sonde marquée par un fluorophore sont liées à chaque nanoball. La 
sonde est dégénérée, sauf à la première position. L'ancre et la sonde sont ensuite ligaturées en 
position et imagées pour identifier la première base soit sur le côté 3' ou 5' de l'ancre. Ensuite, le 
complexe sonde-ancre est retiré et le processus recommence avec la même ancre mais une sonde 
différente avec la base connue à la position n + 1. Ceci est répété jusqu'à ce que cinq bases de 
l'extrémité 3' de l'ancre et cinq bases de l'extrémité 5' de l'ancre soient identifiées. Un autre cycle 
d'hybridation se produit, cette fois en utilisant des ancres avec un décalage de cinq bases identifiant 
cinq bases supplémentaires de chaque côté de l'ancre. Enfin, tout ce processus est répété pour 
chacune des trois séquences adaptatrices restantes dans le nanoball, générant des reads paired-end 
de 100 pb. 
 
Figure adaptée de Goodwin et al. [101] 
  
  
Figure VIII. Séquençage par synthèse: approches de terminaisons cycliques réversible. 
Illumina. Après un enrichissement en phase solide du gabarit (
d'ADN polymerase et de nucléotides modifiés est ajouté à la cellule d'écoulement. Chaque nucléotide 
est bloqué par un groupe 3'-O-azidométhyle et est marqué 
spécifique (F). Au cours de chaque cycle, les fragments dans chaque 
nucléotide puisque le groupe 3' bloqué empêche des incorporations supplémentaires. Après 
incorporation de base, les bases non
microscopie de fluorescence à réflexion interne totale (TIRF) en utilisant soit deux ou quatre canaux 
laser; la couleur (ou l'absence ou le mélange de couleurs dans le système à deux can
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template), un mélange d'amorces, 
avec un fluorophore clivable et base
cluster incorporeront juste un 













NextSeq) identifie la base qui a été incorporée dans chaque cluster. Le colorant est ensuite clivé et le 
3'-OH est régénéré avec l'agent réducteur tris (2-carboxyéthyl) phosphine (TCEP). Le cycle d'addition, 
d'allongement et de clivage des nucleotides peut alors recommencer. b | Qiagen. Après un 
enrichissement du gabarit (template) à base de billes, un mélange d'amorces, d'ADN polymérase et 
de nucléotides modifiés est ajouté à la cellule d'écoulement. Chaque nucléotide est bloqué par un 
groupe 3'-O-allyle et certaines des bases sont marquées avec un fluorophore clivable base-
spécifique. Après incorporation de bases, les bases non incorporées sont éliminées par lavage et la 
lame est imagée par TIRF en utilisant quatre canaux laser. Le colorant est ensuite clivé et le 3'-OH est 
régénéré avec le mélange d'agent réducteur de palladium et de P(PhSO 3 Na) 3 (TPPTS). 
 






Figure IX. Schématisation de la technologie Ion Torrent. (a) Structure de la puce Ion Torrent 
utilisée lors de séquençage basé sur les variations de pH. (b) Détection de variation de pH lors de 
l'incorporation de nucléotides. 
  











1.5 Objectifs du projet 
Jusqu'à récemment, il était admis que la majorité des eccDNAs humains provenaient de 
recombinaisons homologues intra-chromosomiques de répétitions en tandem [18]. En 2012, Shibata 
et ses collègues ont identifié au sein de tissus humains et murins une nouvelle classe d'eccDNA qu’ils 
ont appelé les microADNs. Ces nouvelles entités circulaires présentent des caractéristiques (tailles, 
séquences non répétitives et périodicité de 150 pb) qui les distinguent des autres eccDNAs [24] et qui 
suggèrent des mécanismes de production différents. Bien que d'autres recherches du même groupe 
aient suggéré qu'une fraction de ces eccDNAs pourrait provenir d’erreurs dans le processus de 
réplication de l'ADN suivi par une réparation des mésappariements, ou encore de cassures de l'ADN 
associées avec le métabolisme de l'ARN [25], le ou les mécanismes de production de ces entités ne 
sont toujours pas caractérisés.  
 
Parce que le DNA laddering est considéré comme une caractéristique de l'apoptose [104] et en nous 
basant sur la périodicité observée, nous avons émis l'hypothèse qu'une partie de cette nouvelle classe 
d'acides nucléiques pourrait être issue de la recircularisation de sous-produits du processus de 
fragmentation de l'ADN qui a lieu au cours de la mort naturelle programmée des cellules. 
    
Au cours de ma maitrise, mon objectif était de caractériser les microADNs (taille, distribution 
génomique, diversité) provenant de lignées cellulaires lymphoblastoïdes (LCL) humaines et 
d’observer les effets de l’apoptose induite par des drogues sur la génération de ces entités.   
Les objectifs spécifiques de mon projet étaient: 
i) d’isoler et de séquencer à l'aide du système Ion Torrent (PGM, Ion 318™ Chip v2, Life 
Technologies) les microADNs issus de 10 LCLs traitées ou non avec 2 agents chimiothérapeutiques 
utilisés lors du traitement de la leucémie aiguë lymphoblastique (LAL) pédiatrique: le Methotrexate 







ii) d’identifier et de valider la nature des fragments séquencés comme microADNs à l'aide d'outils 
bioinformatiques développés sur mesure. 
iii) de caractériser les microADNs identifiés (%GC, taille, nombre, enrichissements) et de déterminer la 
distribution génomiques de leurs loci d'origine. 
iv) d’évaluer l’impact du traitement des LCLs sur la production de microDNAs (modulation du nombre, 
de la diversité ou de la distribution) et de déterminer l’influence éventuelle du spectre de sensibilité 
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Lors de ce projet, mon rôle fut: 
- de développer un pipeline bioinformatique propre à nos données. En effet, la nature circulaire et 
chimérique des microADNs comporte un défi tant informatique que biologique. 
- de développer des scripts "maison" afin d'être en mesure d'interpréter les données de séquençage. 
- d'effectuer les analyses quantitatives et qualitatives sur les microADNs. 
- d'interpréter les résultats découlant de ces analyses. 
- de présenter les résultats en réunions. 












Background: Recently, a new class of extrachromosomal circular DNA (eccDNA) called microDNA 
was identified in mouse and human tissues. These microDNAs are on average 100 to 400 bp long, 
derive from unique non-repetitive genomic regions and show an enrichment in GC rich and genic 
sequences. While it has been proposed that they could arise from RNA metabolism or replication 
defects, their production mechanisms and eventual functionality remain unclear.  
 
Results: Through the analysis of microDNAs extracted from a series of 20 human lymphoblastoid cell 
lines (LCLs), we confirmed the non-random occurence of microDNAs and their distribution toward 
active regions of the genome. Identified microDNAs showed redundant loci of origin and a size 
periodicity of 190 bp that matched caspase-dependent DNA fragmentation of apoptotic cells. 
Strikingly, the chemotherapeutic drug-induced apoptosis (using Methotrexate or L-Asparaginase) of 
these LCLs modulated both number and size of microDNAs further suggesting that a part of 
microDNAs could represent circularized by-products of the programmed cell death.  
Thus, while compatible with the original observation that microDNAs originated from a normal 
physiological process, these results imply an alternative or complementary source of production.  
 










Extrachromosomal circular DNAs (eccDNAs) have been known for almost 4 decades and have been 
characterized in several eukaryotic organisms including humans. These entities are homologous to 
chromosomal DNA and are heterogeneous in terms of size (<1 Kb to >1 Mb), sequence complexity 
and regions of origin [1]. In plants, eccDNAs are a potential intermediate in processes driving satellite 
repeat evolution [2] while in yeasts, eccDNAs seem to derive from ribosomal or telomeric DNA [3-4].  
 
Until recently, most of human eccDNAs were thought to originate from intra-chromosomal homologous 
recombination of chromosomal tandem repeats (coding genes and satellite DNA) [1]. In 2012, Shibata 
and colleagues discovered a new class of eccDNA (called microDNAs) in mouse and human cells that 
harbor distinct features than previously characterized entities [5], suggesting different production 
mechanisms. These microDNAs were shorter than other eccDNAs, with the majority ranging from 100 
to 400 bp in length, showed a periodicity of ~150 bp and were derived from unique non-repetitive 
genomic regions. Furthermore, they were enriched in genic regions and showed a high GC content. 
While further research from the same group suggested that a significant fraction of these eccDNAs 
could arise from replication slippage and the mismatch repair pathway [6], the mechanism behind the 
production of microDNAs remains elusive. 
 
Because DNA laddering is considered as a hallmark of apoptosis [7] and based on the observed 
periodicity of size peaks of microDNAs, it is possible that a part of this new class of nucleic acids could 
represent the by-products of the caspase-dependent DNA fragmentation process during the 
programmed cell death. 
 
In this study, we extracted and sequenced microDNAs from untreated human lymphoblastoid cell lines 
(LCLs) or following treatment using chemotherapeutic drugs inducing apoptosis and DNA breaks such 







corresponding to the laddering pattern of degraded DNA reminiscent of apoptosis [10]. We also 
observed an influence of chemotherapeutic drug-induced apoptosis on microDNA size, diversity and 
redundancy and a modulation of this effect according to the sensitivity status of cells. Overall, our 
findings suggest that microDNAs could derive from apoptotic cells and may reflect a particular status 








2.5. Materials and Methods 
 
2.5.1 Study samples 
Cell lines were selected from human EBV immortalized Lymphoblastoid Cell Lines (LCLs) obtained 
from different healthy individuals and purchased from the Coriell Institute for medical research 
(Camden, NJ, USA) based on their sensitivity phenotype to two major chemotherapeutic drugs, 
methotrexate (MTX) and L-asparaginase (ASP) (Table S1), as defined in a prior independent 
experiment, by measuring their half maximal inhibitory concentrations (IC50). Cell lines that are either 
intrinsically sensitive or resistant to MTX and ASP were selected for this experiment (5 cell lines for 
each phenotype per drug, 20 different cell lines in total). Supplementary Figure S1 shows a graphical 
representation of the drug group segregation design. MicroDNA  was extracted from each cell line 
prior and after treatment resulting in overall 40 tested conditions distributed across 8 drug groups (4 
per drug, Figure S1). LCLs were cultured at 37°C and 5% CO2 in RPMI medium supplemented with 
15% fetal bovine serum and antibiotics (100 IU/ml penicillin; 100 μg/ml streptomycin).  
 
2.5.2 MicroDNA isolation 
Nuclei were extracted from 1x107-108 cells/well according to the Nuclei Pure Prep Nuclei Isolation Kit 
protocol (Sigma_Alrich NUC-201). Samples were layered on a 1.8M sucrose cushion concentration 
(30 ml per 10 ml homogenized samples) and spun at 30000g for 45 min at 4°C (Beckman Optima L-
90K Ultracentrifuge, SW32 rotor). Supernatant were discarded and pellet were resuspended in 200 μl 
Nuclei PURE storage buffer [5].  
 
MicroDNA was isolated using the Qiagen High Speed Midi Plasmid Purification Kit according to the 
manufacturer's instructions. DNA was eluted in 1 ml of Buffer TE and concentrated by adding 20 μg of 
glycogen, 0.1 volume of 3M sodium acetate, pH 5.2 and 2 volume of Isopropanol followed by 







determined using the Nanodrop. 1 μg was digested with the Exonuclease VII (Epicentre) and an ATP-
Dependant DNase (Epicentre) to remove linear ds and ssDNA, and purified after each digestion step 
with MinElute. 
  
2.5.3 MicroDNA amplification 
MicroDNA elute was used for rolling circle amplification using degenerative 6-mers and Phi 29 
polymerase. An in-house protocol using oligonucleotides containing internal C3 spacers which 
minimized production of self-priming products was used [11]. Amplified microDNA was purified using 
Amicon Ultra-0.5 centrifugal filter devices then quantified using the dsDNA BR Assay Kits (Life 
Technologies Q32853). 1 μg of microDNA was physically sheared using Covaris S2 (10% duty cycles, 
intensity of 5,200 cycles per burst and a time of 180 seconds) to obtain size peaks centered around 
200 bp. Sheared DNA was purified with AMPure beads and quantified. 1 μl of purified microDNA was 
loaded on an Agilent DNA 1000 chip to assess the quality of sheared DNA. 
 
2.5.4 MicroDNA Sequencing 
Collected microDNA material was sequenced using on the Ion Torrent™ Personal Genome Machine® 
(PGM, Ion 318™ Chip v2, Life Technologies) at the Integrated Clinical Genomics Center In Pediatrics 
at the CHU Sainte-Justine according to the manufacturer's protocol (single-end (SE): 200 bp). 
Obtained reads (mean coverage 42X, 65% average of mapped reads, Table S2) were mapped on the 
hg19 human reference genome with STAR, the ultrafast universal RNA-seq aligner (version 2.4.0) 
using parameter –chimSegmentMin to insure the chimeric.junction.out output file (Figure S2) [12]. 
 
2.5.5 Cluster identification and analysis  
Outputted chimeric.junction.out files were used as input for an in-house algorithm allowing the 
microDNA cluster identification. Indeed, coordinates (start and end) of each identified 







form a cluster of 41 the reads supporting the breakpoint consistent with a circular molecule. Extension 
was pursued until no new read supporting the breakpoint could be added to the cluster. Supplemental 
figure S3 offers a graphical representation of the algorithm. This “chimeric junction method” was 
compared and preferred to an adapted version of the previously published “island method” [5]. Briefly, 
using the latter method, to be considered as belonging to a putative microDNA candidate, a sequence 
had to match the reference genome, to be enclosed with identical upstream and downstream soft-clips 
and to present a size within a range of 20 to 2000 bp, slightly larger size interval than previously 
described to add leeway for the analysis [5-6]. 
 
MicroDNAs resulting from this analysis were organized for each drug in 4 distinct groups according to 
LCL phenotypes and treatment: sensitive-treated (S_T), sensitive-non-treated (S_NT), resistant-
treated (R_T) and resistant-non-treated (R_NT).  
 
2.5.6 Genomic annotation and regions enrichment analysis 
Using an in-house script, genomic regions matching microDNA coordinates were queried against i) the 
RefSeq database (downloaded from UCSC server [13]) to annotate 3’UTR, 5’UTR, intronic and exonic 
regions. The RefSeq database was also used to annotate promoters (defined as 2kb upstream of the 
transcription start site (TSS) which were obtained from Ensembl75), ii) the  Encode Consortium [14] to 
annotate open chromatin regions (GM12878 LCL was used as reference), iii) the “repeatMasker” track 
[15] to identify regions matching repeat elements (LINE, SINE & LTR), iv) GM12878 LCL data of the 
Roadmap Epigenomics Project (narrow peaks from epigenome E116) [16] to extrapolate local histone 
marks (H3K9ac, H3K27me3 and H3K9me3) and iv) Ensembl75 annotations to obtain TSS of 
expressed genes. To avoid bias caused by different microDNA size distributions, distance to TSSs 
was computed from the center of each microDNA. For other annotations, a minimum overlap of 1 bp 
was considered. The in-house script compares each microDNA position with known genomic regions' 
coordinates (eg; introns, 5'UTRs, ...) by using the concept of intersections. Individual files for each 







microDNAs' position combined with the most likely corresponding genomic region. Multiple regions are 
possible for the same microDNA (eg; genic and intron). Distribution graphs were generated using the 
R GenomicRanges package [17]. 
The observed distribution of microDNAs in diverse genomic regions was compared to a simulated 
random distribution of equivalent entities. The latter was created using the BEDTools shuffle function 
[18]; for each microDNA coordinate, a random new position was created with the same length as the 
original one. The generation of new positions was done using the whole genome as canvas, but 2 
exclusion lists were used containing positions of telomeric and centromere regions. This step was 
repeated 1000 times for each original microDNA. The median was calculated and taken as the 
expected value. The fold ratio was inputted as the observed by expected ratio.  
BEDTools' tool nuc [18] combined with an in-house algorithm (data extraction and output file 
manipulation) was used to determine the %GC of each identified microDNA and its 1000 bp flanking 
regions.  
The enrichment ratio for TSS, histone marks and repeat elements was computed by comparing the 
number of features overlapping the regions of interest with the number of features overlapping flanking 
regions of the same size (at 5 kb distance) and the difference was calculated using a binomial test. 
MicroDNA cluster intersection was determined using an in-house script (data extraction and file 
parsing) exploiting BEDTools Intersect function [18]. 
 
2.5.7 Statistical tests 
Statistical significance was computed with the R Project for Statistical Computing [19]. Mann-Whitney-










MicroDNAs were isolated from 40 LCL samples (20 different LCLs before and after treatment with 
MTX and ASP) divided into equal groups according to the drug received (MTX, ASP or none) and their 
sensitivity status (Table S1). MicroDNAs were sequenced and aligned on the reference human 
genome to identify their loci of origin (Figure S2).  
 
2.6.1 MicroDNAs' loci of origin are not random 
MicroDNAs' regions of origin were established for each tested group (Methods and Table 1). In all 
studied drug groups, intronic regions were predominant, followed by exons and promoters with lowest 
representations of UTRs  (Table 1). As expected, given the unbalanced active:inactive region ratio of 
the human genome, less microDNAs in total were mapped on open chromatin areas (Methods). To 
assess the stochasticity of the genomic distribution of microDNAs, a simulated random distribution of 
equivalent entities was performed and compared to the observed one (Methods). A significant 
enrichment was noted for most of the functional regions but UTRs compared to random distribution in 
all LCLs regardless of treatment and their sensitivity status (Fisher's Exact Test p < 2.2e-16, Figure 1, 
Table S3). Of note, in treated cells, a stronger enrichment was identified for exonic, promoters and 
active regions compared to introns (mean fold enrichment of 1.43 for exons, 1.64 for promoters and 
1.78 for active regions vs. 1.18 for introns, Figure 1, Table S3). This effect was more apparent in ASP-
treated cell lines which could possibly be related to a drug-specific pathway of action. Importantly, 
higher frequency of microDNAs originating from exons and open chromatin regions were detected in 
treated cells (7.7% in treated samples vs. 6.7% in non-treated ones for exons, p < 0.0001 and 9.1% in 
treated samples vs. 7.9% in non-treated ones for open chromatin, p < 0.0001. Chi-squared tests with 
Yates correction were used to assess statistical significance). 
 







regions (close to H3K9ac peaks, Figure 2B, p < 0.0005, binomial test) while in comparison, no 
difference in repressed regions harboring H3K27me3 and H3K9me3 histone marks was noted (Figure 
2B). Furthermore, microDNAs presented a mean GC content of 47.7% (Figure 2C) which was 
significantly higher than the content of their 1000 bp flanking regions (FR) (p < 2.2e-16, Mann-Whitney 
test). The pattern was similar regardless of the drug, treatment or sensitivity group (Figure S4). 
Moreover, by exploring genomic distribution of different classes of repeat elements, we identified an 
enrichment of microDNAs near short interspersed nuclear elements (SINEs) and long terminal repeats 
(LTRs), but less frequently positioned near long interspersed nuclear elements (LINEs) (Figure 2D, p < 
0.0005, binomial test).  
In accordance with previous reports [5-6], general feature patterns suggested a non-random 
distribution of microDNA loci and a biased origin towards active regions of the genome. This pattern 
was similar across all studied drug groups. 
 
2.6.2 Apoptosis modulates microDNA size and diversity 
We found on average 3669 unique microDNA clusters (with at least 1 supporting read) per sample. 
Matching previous results [5-6], a general mean length of 379 bp (95% CI=152-1465 bp, IQR range 
256 bp-729 bp, sd = 406.23) with 2 peaks at ~200 bp and ~400 bp was observed (Figure 3A). 
Importantly, we identified a peak periodicity of ~190 bp. 
 
MicroDNAs’ mean length was observed to be dependent of treatment and sensitivity status (Figure 
3B). Overall, cell lines treated with either ASP or MTX showed significantly longer microDNAs on 
average than their non-treated counterparts (p < 2.2e-16, S_T vs. S_NT & R_T vs. R_NT, Wilcoxon 
rank sum test with continuity correction). This difference of size distribution was further modulated by 
the sensitivity status of cell lines with a significantly increased length noted for sensitive cells (p < 
2.2e-16, S_T vs. R_T treated with ASP and p = 5.626e-10, S_T vs. R_T treated with MTX, Wilcoxon 
rank sum test with continuity correction). These results suggest that microDNA size could be 







The resistant samples that were treated with MTX show a more important variability than their ASP 
counterparts. This is explained by the presence of a sub-optimally sequenced sample in this group 
(MTX) that acts as an outlier. In fact, this might be due to an experimental error while preparing this 
sample for sequencing. Although this sample shows lower quality in comparison with the other 
samples, it passed the minimum quality requirements. Moreover, the mean value is very similar for 
both R_T groups, further indicating that the difference between ASP and MTX shown in the figure (3B) 
is most likely due to this sample and the variability it incurs. 
 
For each condition, the total number of unique microDNAs was also assessed across groups. MTX 
treated cells generated higher numbers of unique microDNA entities, either when comparing all 
treated to non-treated cells (66.7% of microDNAs originated from T samples vs. 45 33.3% from NT 
samples, p < 0.0001, Chi-square tests with Yates correction) or when effect of treatment was 
assessed within resistant (68.5% from T samples vs. 31.5% from NT, p < 0.0001, Chi-square tests 
with Yates correction) or sensitive phenotype (65.8% from T samples vs. 34.2% from NT, p < 0.0001, 
Chi-squared tests with Yates correction) (Figure 4A). This effect was less obvious in ASP treated cells 
and was more apparent in resistant cells (Figure 4B). Irrespective of treatment, sensitive cells 
generated a higher microDNA diversity than resistant cells (Figure 4). The average number of unique 
microDNAs also differed by the treatment and sensitivity status with a more marked effect seen in 
cells treated with MTX (Figure S5). Altogether, these results suggested microDNA diversity to be 
modulated by apoptosis.  
 
2.6.3 MicroDNAs are redundant 
To examine whether microDNAs originating from similar genomic loci were shared between two or 
more samples, we analyzed microDNAs that overlap with others with at least 1 bp, further referred to 
as cluster intersects. We also defined how many times any two or more samples have their 
microDNAs originated from the same gene (microDNAs may have or not overlapping genomic loci) 







Both intersect types were compared between groups. We observed a higher number of gene 
intersects vs. cluster intersects regardless of drug groups (Table 2). A specific pattern of microDNA-
derived genes was presented in figure 5A showing the proportion of those that overlap across groups 
and those that are unique to each of them. Supplementary figure S6 sheds light on the pattern 
observed between samples within each group. Only a limited overlap was observed in this case.  
Furthermore, we observed an overall higher frequency of intersects in sensitive and treated cell lines 
(Figure 5A). In general, the number of times that the same microDNA-derived gene was observed 
among all cell lines largely exceeds that of the number expected by chance as estimated from 
microDNA sequence complexity compared to human genome (p < 0.0001, binomial test). 
Furthermore, the number of observed gene intersects (in terms of gene combinations for each group) 
was significantly higher than that of any other possibility expected by chance (p < 0.01, Chi-Squared 
Test with Yates correction) except for MTX R-NT cells (Figure 5B and Table S4). This effect was more 
apparent for MTX. 
These results further support the non-random occurrence of microDNAs and the modulation of their 








2.7. Discussion and Conclusions 
 
MicroDNAs are a new type of nucleic acids originally identified by Shibata et al. in 2012 [5]. While 
some mechanisms of production involving DNA repair pathways have been proposed [5-6], the 
underlying origin of these eccDNAs has yet to be determined. To further characterize this novel entity 
and attempt to elucidate its production process, we analyzed microDNA in intrinsically either sensitive 
or resistant human LCLs before and after treatment with 2 chemotherapeutic drugs (MTX or ASP).  To 
avoid cell line-specific effect, 10 different LCLs for each drug have been used in the analysis. 
 
While Shibata et al. observed a periodicity of 150 bp and associated this pattern with nucleosome 
wrapping, our analysis identified a shifted periodicity by 40 bp (~190 bp) suggesting alternative 
mechanisms of generation. Indeed, the periodicity of 190 bp observed in our samples corresponds to 
the length of degraded DNA fragments generated during apoptosis by Caspase-Activated DNase 
(CAD), also known as DNA fragmentation factor 40 kDa (DFF40) [10]. Cleavage of ICAD (Inhibitor of 
Caspase-Activated DNase) by caspase 3 results in the activation of CAD, which in turn cleaves 
exposed chromatin DNA at internucleosomal linker regions, producing the known laddering pattern 
viewable by electrophoresis after fragment separation (multiples of ~180-200 bp) [20,21]. In contrast, 
the fragments produced during necrosis do not usually show the same periodicity pattern, producing 
instead a smear on electrophoresis [22]. 
 
Strikingly, a larger number of microDNAs were produced in LCLs treated with both chemotherapeutic 
drugs than in their non-treated counterparts, with a more marked effect observed for MTX-treated 
cells. Moreover, sensitive samples showed a larger abundance of microDNAs than the resistant ones.  
An increase in microDNA size following drug treatment might be explained by the activation of 
caspase-independent execution pathways such as the one mediated by the apoptosis-inducing factor 







shown to induce a caspase 3-independent apoptosis in proliferating CD4+ T cells [24], we could 
speculate that the activation of an alternative apoptosis pathway in a subset of cells of our treated 
samples could lead to the observed shifted distribution of DNA fragments size.  
Together, these results seem to be reminiscent of the characteristics of apoptotic by-products by their 
size, and the observed treatment-induced variation in the number of entities generated further 
corroborates the possibility of an apoptosis-modulated microDNA generation. 
In line with previous observations [5-6], analysis of the genomic distribution showed enrichments of 
microDNAs in genic regions as well as near transcription start sites (TSS). These analysis also 
revealed a high GC content in microDNAs, feature generally associated with an open chromatin 
configuration [25,26]. This was further confirmed by comparison to the ENCODE “open chromatin” [14] 
and the Epigenome Roadmap “H3K9ac” transcriptional activation-related histone mark [16]. Overall, 
these results suggested a preferential origin of microDNAs from active chromatin sites. We also 
identified enrichments near short interspersed nuclear elements (SINEs) and LTRs, but less frequently 
positioned near LINEs. Non-random generation of DNA fragments during apoptosis was suggested by 
Di Filippo who identified GC-rich isochores as preferential targets during oxygen deprivation-induced 
apoptosis in eukaryotic cells producing fragments originating from genes and surrounding regions as 
well as from interspersed repeats [27]. This characterized non-random and redundant genomic origin 
of apoptotic fragments matches the observed genomic distribution of microDNAs [27]. 
 
The enrichment of microDNAs near SINEs and LTRs loci could suggest the involvement of the 
homologous recombination pathway [28,29], although this function was previously reported as not 
essential for microDNA production [6]. On the other hand, the characteristic microhomology exhibited 
upstream and downstream of microDNAs (2 to 15 bp direct repeats [5]) was proposed as substrate of 
a homology-mediated circularization coupled with flap resection and ligation [6] and would allow 
apoptosis-derived products to form circularized DNA sequences. 
 







our results suggest that microDNA production is in part modulated by apoptosis possibly arising 
through early apoptosis-driven fragmentation. Both processes (RNA metabolism and apoptosis) are 
part of a normal cellular physiology and participate in tissue homeostasis. Given microDNAs diversity, 
several origins are conceivable and further investigations will be needed to ascertain them. 
Importantly, given non-random positioning within the genome, notably close to transcriptionally active 
genes, microDNAs may reflect a specific status of the cell prior to cell death, which is even more 
appealing given its redundancy between individuals of the same group depicted here by 
treatment/sensitivity status.   
 

















 Figure 1. MicroDNAs are significantly enriched in coding and active genomic regions. Fold 
enrichment is calculated as the ratio of the observed by expected number. Expected numbers were 
computed by generating 1000 random new positions with lengths corresponding to those of our 
identified microDNAs and outputting the median. The dotted line shows a hypothetical situation where 
expected number (random distribution) would be equal to the observed number. This analysis was 
done for 7 genomic regions in all 4 conditions (resistant and treated, resistant and non-treated, 
sensitive and treated, sensitive and non-treated) per drug. Top: Methotrexate (MTX). Bottom: 








Figure 2. MicroDNAs' loci of origin are not random. Negative values on the x-axis correspond to 
the left of the microDNA centers and positive values to their right, according to genomic coordinates 







start sites (TSSs) of genes expressed at more than 1 FPKM (fragments per kilobase of transcript per 
million mapped  reads) in the GM12878 lymphoblastoid cell line.  The y axis corresponds to the 
fraction of TSS-centered windows overlapped by a microDNA at any given position, normalized by the 
total number of microDNAs, per drug (ASP: Asparaginase, MTX: Methotrexate). (B) Distribution of 
histone marks in the GM12878 cell line, with respect to the locations of microDNAs identified in tested 
LCLs per drug and per condition. The y axis can be interpreted as the expected number of peaks at 
any given position near a microDNA. Top: Transcriptional activation-related histone mark H3K9ac. 
Middle: Histone mark associated with inactive gene promoters, H3K27me3. Bottom: Gene silencer 
(when methylated) histone mark H3K9me3. (C) GC content of identified microDNAs vs. their 1000 bp 
flanking regions (FR), per drug and per condition. Statistical significance was assessed using Mann-
Whitney tests (p < 2.2e-16***; T vs. FR and NT vs. FR, for both drugs). (D) Genomic distribution of 3 
classes of repeated elements with respect to the locations of microDNAs identified in tested cell lines, 
per drug and per condition. The y axis can be interpreted as the expected repeat coverage at any 
given position near a microDNA. Top: Short interspersed elements (SINEs). Middle: Long 































Figure 3. MicroDNAs have a 190 bp periodicity. Size distribution in base pairs (bp) of all identified 
microDNAs (A) regardless of drug used for treatment. Vertical lines depict the 190 bp periodicity. (B) 
per drug (ASP: Asparaginase, MTX: Methotrexate) and per sensitivity status (resistant: R, sensitive: S, 









Figure 4. MicroDNA generation seems to be modulated by apoptosis. Percentage (%) of unique 
microDNAs generated from LCL samples when treated vs. non-treated with (A) Methotrexate (MTX) or 
(B) Asparaginase (ASP). Treated vs. non-treated samples Left: regardless of sensitivity/resistance 
status. Center: in resistant cells. Right: in sensitive cells. Numbers on the graph represent the number 



















Figure 5. MicroDNAs are shared between conditions and their generation seems non-random.  
Number of shared microDNA-corresponding genes between conditions (Sensitive: S; Resistant: R; 
Treated: T; Non-Treated: NT) (A) Observed numbers per drug Top: MTX  Bottom: ASP (B) Observed 
vs. expected numbers of microDNA-corresponding genes shared between n = 1-5 samples per 
condition. Expected numbers were computed by generating 1000 random new microDNAs with 
lengths corresponding to those we identified, annotating them, outputting the number of shared genes 
and outputting the median. Top: MTX Bottom: ASP. Statistical significance was estimated using Chi-









Table 1. Genomic distribution of microDNAs per drug and per condition. 
 
 
ASP: Asparaginase; MTX: Methotrexate; R_T: Resistant and treated; R_NT: Resistant and non-
treated; S_T: Sensitive and treated; S_NT: Sensitive and non-treated; NA: Number of microDNAs that 
mapped on regions that we did not investigate (eg; intergenic regions). 
  
Drug Condition Genic Exonic Intronic 5'UTR 3'UTR Promoter NA Active Inactive Total
ASP
R_T 10493 1519 9789 38 20 468 9342 1958 18463 20421
R_NT 6709 910 6264 19 8 305 6272 1075 12285 13360
S_T 12453 1934 11857 27 40 464 11122 2272 21942 24214
S_NT 14944 1891 14265 31 26 559 13367 2202 26841 29043
MTX
R_T 6103 945 5750 20 19 259 6195 1214 11441 12655
R_NT 2937 356 2754 8 5 149 2703 452 5362 5814
S_T 13697 2074 12959 42 43 545 12738 2222 24931 27153







Table 2. Percentage of shared entities between samples. Left: Gene intersects. This analysis was 
made using microDNAs mapping on genic regions of the genome. The corresponding genes were 
compared between samples and  their redundancy was computed. Right: Cluster intersects. This 
analysis was made using all microDNAs. Their genomic position was compared between samples to 
detect >= 1 bp overlaps.Statistical significance (p-value) was assessed using a two-tailed Chi-square 
































ASP: Asparaginase; MTX: Methotrexate; R_T: Resistant and treated; R_NT: Resistant and non-
treated; S_T: Sensitive and treated; S_NT: Sensitive and non-treated. 
Gene intersects Cluster intersects













































S1 Figure. Visual representation of the segregation of samples. ASP: Asparaginase; MTX: 
Methotrexate; R: Resistant; S: Sensitive; T: Treated; NT: Non-Treated. The number in parenthesis 
represents the number of samples in each condition. N = 5 in R and S represents 5 samples in T and 




S2 Figure. Analysis workflow. Boxes represent the analysis/filtering steps. The resulting file formats 
























S4 Figure. GC content of identified microDNAs vs. their 1000 bp flanking regions (FR). S_T: 
Sensitive and treated; S_NT: Sensitive and non-treated; R_T: Resistant and treated; R_NT: Resistant 
and non-treated.  Left:  Methotrexate used for cell treatment. Right: Asparaginase used for cell 
treatment. Statistical significance was assessed using Mann-Whitney tests (p < 2.2e-16***; R_T vs. 









S5 Figure. Number of unique microDNAs generated from LCL samples when treated vs. non-
treated with Asparaginase (ASP) or Methotrexate (MTX)  (A) per drug  (B) per condition and per drug 
Top: MTX Bottom: ASP.  
Statistical significance was computed using Mann-Whitney tests (p = 0.02778* for MTX_SNT vs. 























S6 Figure. Number of shared microDNA-corresponding genes within groups (Sensitive: S; Resistant: 
























































All cell line names start with the prefix “GM” before the numbers.  
R: Resistant; S: Sensitive; ASP: Asparaginase; MTX: Methotrexate; + : Treated; - : Non-Treated.  
  
Cell line Phenotype Drug Treatment Gender
7348 R MTX + FEMALE
7348 R MTX - FEMALE
6994 R MTX + MALE
6994 R MTX - MALE
6986 S MTX + MALE
6986 S MTX - MALE
12891 S ASP + MALE
12891 S ASP - MALE
12864 S MTX + MALE
12864 S MTX - MALE
12864 S ASP + MALE
12864 S ASP - MALE
12762 S MTX + MALE
12762 S MTX - MALE
12761 R ASP + FEMALE
12761 R ASP - FEMALE
12752 S ASP + MALE
12752 S ASP - MALE
12249 R MTX + FEMALE
12249 R MTX - FEMALE
12236 R ASP + FEMALE
12236 R ASP - FEMALE
12234 S MTX + FEMALE
12234 S MTX - FEMALE
12155 S ASP + MALE
12155 S ASP - MALE
12154 S MTX + MALE
12154 S MTX - MALE
12044 R ASP + FEMALE
12044 R ASP - FEMALE
12003 R ASP + MALE
12003 R ASP - MALE
11840 R MTX + FEMALE
11840 R MTX - FEMALE
11839 S ASP + MALE
11839 S ASP - MALE
10857 R MTX + MALE
10857 R MTX - MALE
10838 R ASP + MALE







S2 Table. Quality stats obtained from the mapped sequencing outputs using STAR. 
 
MTX: Methotrexate; ASP: Asparaginase; AVG: Average. 
  
AVG number of mapped reads AVG read length AVG % mapped reads
MTX (n=20) 475673 154.79 68.84


















































MTX: Methotrexate; ASP: Asparaginase; S_T: Sensitive and treated; S_NT: Sensitive and non-
treated; R_T: Resistant and treated; R_NT: Resistant and non-treated. All p-values < 0.05 were 










MTX ASP MTX ASPp-value
Genic
< 2.2E-16 < 2.2E-16 S_T 1.20 1.22
< 2.2E-16 < 2.2E-16 S_NT 1.22 1.22
< 2.2E-16 < 2.2E-16 R_T 1.14 1.22
< 2.2E-16 < 2.2E-16 R_NT 1.20 1.19
Exonic
< 2.2E-16 < 2.2E-16 S_T 1.40 1.35
< 2.2E-16 7.96E-14 S_NT 1.62 1.29
3.61E-09 < 2.2E-16 R_T 1.33 1.66
8.10E-08 < 2.2E-16 R_NT 1.55 1.72
Intronic
< 2.2E-16 < 2.2E-16 S_T 1.18 1.21
< 2.2E-16 < 2.2E-16 S_NT 1.20 1.22
4.79E-16 < 2.2E-16 R_T 1.13 1.19
8.45E-15 < 2.2E-16 R_NT 1.18 1.16
Promoter
5.26E-12 1.14E-09 S_T 1.59 1.56
4.87E-13 7.33E-10 S_NT 1.89 1.50
5.59E-07 5.32E-14 R_T 1.64 1.75
2.27E-06 1.11E-08 R_NT 1.91 3.05
5'UTR
0.3617 0.7912 S_T 1.24 0.90
1 0.7121 S_NT 1.00 0.89
0.4047 0.07666 R_T 1.33 1.58
0.7904 0.6074 R_NT 1.33 1.27
3'UTR
0.02044 0.04282 S_T 1.79 1.74
0.6899 0.7797 S_NT 1.18 1.08
0.1494 0.5111 R_T 1.73 1.25
1 0.8145 R_NT 1.25 0.80
Open Chromatin
< 2.2E-16 < 2.2E-16 S_T 1.56 1.61
< 2.2E-16 < 2.2E-16 S_NT 1.96 1.55
< 2.2E-16 < 2.2E-16 R_T 1.73 2.21



















MTX: Methotrexate; ASP: Asparaginase; S_T: Sensitive and treated; S_NT: Sensitive and non-
treated; R_T: Resistant and treated; R_NT: Resistant and non-treated. All p-values < 0.05 were 
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3.1 Synthèse du projet 
Au cours des travaux qui ont aboutis à ce mémoire, nous avons isolé les microADNs issus de 10 
lignées cellulaires lymphoblastoides humaines (LCLs) provenant d'individus sains. Ces lignées 
cellulaires furent sélectionnés sur les bases de leur phénotype de sensibilité (n = 5) ou de résistance 
(n = 5) à 2 agents chimiothérapeutiques utilisés lors du traitement de la leucémie aiguë 
lymphoblastique (LAL) pédiatrique; le Methotrexate (MTX) et l'Asparaginase (ASP) (voir figure 
supplémentaire S1 du chapitre 2 pour une représentation de la distribution des échantillons). Nous 
avons confirmé le degré de résistance de chaque lignée à chacune de ces drogues par la mesure de 
la concentration inhibitrice médiane (CI50). L'isolation des microADNs a été effectuée à l'aide d'un 
protocole fait sur mesure (Chapitre 2 – Materials and Methods) éliminant l'ADN génomique linéaire 
ainsi que l'ADN mitochondrial. Les microADNs isolés ont ensuite été amplifiés et séquencés en single-
end à l'aide du système Ion Torrent™ Personal Genome Machine® (PGM, Ion 318™ Chip v2, Life 
Technologies) au centre intégré de génomique clinique pédiatrique situé au CHU Sainte-Justine (200 
pb, Annexe III & IV). L'alignement des reads a été effectué à l'aide du logiciel STAR (ultrafast 
universal RNA-seq aligner, version 2.4.0) sur le génome humain de référence (Hg19) afin d'obtenir les 
coordonnées des jonctions chimériques pour chaque échantillon.  
À partir des fichiers d'alignement obtenus, deux méthodes ont été utilisées pour la caractérisation des 
microADNs; la méthode dite des “soft-clips” et la méthode des “jonctions chimériques”. La première, 
inspirée de Shibata et al. [24], est basée sur l'idée qu'un fragment circulaire, tel qu'un microADN, 
présente des séquences identiques, de part et d'autre de sa séquence «coeur», subissant un soft-
clipping au moment de l'alignement. Ainsi, une séquence «coeur» s'alignant parfaitement (sans 
mésappariement) à celle du génome de référence et exhibant une microhomologie au niveau des 
séquences soft-clips, a été considérée comme une entité circulaire. Seules les entités présentant une 
taille située entre 20 et 2000 pb furent conservées et considérées comme microADNs potentiels.  La 
deuxième méthode d'identification de microADNs est basée sur l'utilisation des fichiers de jonctions 







récursivement aux coordonnées de début et de fin de chaque jonction identifiée afin de former un 
cluster de séquences supportant le point de cassure identifié. L'ajout des 10 pb est répété jusqu'à ce 
qu'il n'y ait plus de nouvelle séquence supportant le point de cassure pouvant être ajoutée (Figure 
S3). La comparaison des résultats obtenus par les deux méthodes présentaient 85% d'homologie. La 
méthode des «jonctions chimériques», identifiant plus de microDNAs potentiels, fut conservée pour la 
suite de l'étude (voir Annexe I). 
La distribution de la taille des microADNs obtenus exhibait une périodicité de 190 pb rappelant la taille 
des fragments résultant d'une digestion à la CAD (Caspase-Activated DNase) au niveau des régions 
internucléosomales du génome lors de l'apoptose. De plus, une diversité et un nombre plus élevé de 
microADNs ont été obtenus à partir des échantillons traités, avec un effet plus marqué suivant le 
traitement au MTX, confirmant la possibilité des microADNs comme produits apoptotiques.  
L'analyse de la distribution des régions génomiques d'origine des microADNs a montré des 
enrichissements au niveau des régions géniques et près des UTRs et TSSs. De plus, les microADNs 
identifiés présentaient un contenu plus élevé en GC en comparaison avec leurs régions flanquantes (1 
kb en amont et aval), et un taux caractéristique d'une conformation ouverte de la chromatine [105-
106]. Par comparaison avec les tracks "open chromatin" et "histone H3K9ac" de la base de donnée 
ENCODE, nous avons pu confirmer une origine préférentielle des microADNs pour les régions 
génomiques actives, comme préalablement suggéré [24-25]. Conjointement, nous avons observé un 
enrichissement de microADNs près des régions répétées SINEs et LTRs. Étant donnée que les 
isochores riches en GC sont des cibles privilégiées lors de l'apoptose et que les fragments résultant 
de l'apoptose ont été caractérisés comme originaires de loci redondants et non-aléatoires contenant 
des gènes et des séquences répétées, la distribution génomique observée des microADNs concorde 
avec la distribution attendue des produits d'apoptose [107].  
Si l'origine apoptotique des microADNs est confirmée, le mécanisme responsable de la circularisation 
des fragments linéaires formés (extrémités 3'-hydroxyl libres) reste à être déterminé. Alors que 







implication de la recombinaison homologue dans la circularisation de fragments [108-109], cette 
fonction a été reportée comme facultative à la production de microADNs [25]. Alternativement, la 
microhomologie en amont et en aval (2-15 pb) observée chez les microADNs [24] pourrait agir comme 
substrat dans un mécanisme de circularisation médié par homologie couplé avec une résection de la 












3.2 Impacts et perspectives 
Lors de cette expérience, nous avons utilisé Ion Torrent Personal Genome Technology (PGM) afin de 
séquencer nos échantillons. Cette plateforme de séquençage offre une solution abordable (~ 
0.63$/Mb). De plus, son haut débit de séquençage (80-100 Mb/h) permet un temps d'exécution réduit. 
Toutefois, Ion Torrent possède aussi quelques limitations non-négligeables [110]. Il produit 
notamment un taux de 1.5 indels/100 bases comparé à 0.38 et <0.001 indels/100 bases pour le 454 
GS Junior de Roche et le MiSeq d'Illumina, respectivement. Ion Torrent démontre également une 
baisse progressive et constante de précision du read jusqu'à la 100ème base [110]. Ce biais est 
directement lié à la détection sub-optimale des homopolymères par Ion Torrent. Toutefois, 
l'identification de variations n'étant pas l'objet de l'étude, ce défaut ne devraient pas altérer de manière 
significative nos résultats. Il a aussi été démontré qu'Ion Torrent présente un biais d'alignement au 
niveau des portions riches ou pauvres en GC du génome engendrant des déficits de couverture de 
ces régions [111]. Il est possible ici que ce biais ait causé une baisse de la couverture des microADNs 
provenant des régions concernées et éventuellement un nombre indéterminable de faux-négatifs ne 
présentant pas de couverture. Par contre, tel que présenté dans l'annexe V, les microADNs ayant une 
très basse couverture (supportés par 1 read) présentent le même pattern que ceux étant plus 
couverts, ce qui nous fait penser que l'impact reste limité. De plus, l'essentiel de notre analyse portant 
sur la comparaison entre échantillons, nous considérons que le biais, applicable à l'ensemble des 
échantillons de manière équivalente, ne devrait impacter nos résultats que modérément. 
Si l'apoptose semble jouer un rôle dans la génération des microADNs, des expériences 
supplémentaires sont nécessaires afin de conclure avec plus de certitude son rôle et la mécanistique 
sous-jacente de la production de ces entités. De plus, la répétition des expériences présentées dans 
ce mémoire en augmentant la taille de l'échantillonnage renforcerait les conclusions de l'étude. 
Dans un premier temps, générer un spectre d'apoptose utilisant des quantités croissantes de drogues 
sur une lignée cellulaire choisie pourrait permettre une mesure quantitative de la génération de 







l'origine de ces nouvelles entités.  
De plus, des tests supplémentaires d'apoptose induite par des médicaments chimiothérapeutiques ou 
composés additionnels proapoptotiques tels que la Prednisone, la Camptothécine ou la Doxorubicine, 
ou antiapoptotiques tel que le composé B0186, un inhibiteur tBid, pourraient être envisagés afin de 
déterminer l'influence éventuelle de la drogue utilisée sur la distribution ou le profil des microADNs. 
Mesurer l'influence de l'apoptose provoquée par d'autres mécanismes tels que la privation d'oxygène 
ou le traitement au peroxyde d'hydrogène (H2O2) sur la génération de microADNs pourrait également 
s'avérer informative. 
Si les microADNs sont bien des sous-produits de l'apoptose, une éventuelle fonctionnalité biologique 
est à exclure. Cependant, d'un point de vue plus translationnel, il est possible d'envisager ces 
microADNs comme des marqueurs. Dillon et al. ont par exemple observé une ségrégation spécifique 
des microADNs en fonction des différents types de lignées cellulaires de cancer testés dont ils 
proviennent [25]. Ces résultats suggèrent que la distribution génomique des microADNs pourrait être 
prédictive du type cellulaire d'origine, voire du sous-type moléculaire d'une tumeur. Afin d'évaluer cette 
possibilité et la sensibilité de notre analyse, nous avons débuté les tests sur le matériel biologique 
(urine) de contrôles sains et de patients atteints de LAL. En appliquant à ces nouvelles données les 
mêmes analyses que celles réalisées sur les LCLs, nous avons obtenu des résultats préliminaires 
confirmant la périodicité de 190 bp observée dans le chapitre 2 (Annexe II). Nous voulons maintenant 
évaluer notre capacité à déduire du profil du microDNome le statut d'origine des échantillons (sain ou 
malade). Par la suite, dans le cas de résultats positifs, il serait intéressant d'étendre ces tests sur des 
échantillons complémentaires provenant de patients de la cohorte QcALL (Quebec childhood ALL), 
composée du matériel biologique de patients pédiatriques ayant été diagnostiqués avec la LAL au 
CHU Sainte-Justine, et présentant des phénotypes variables (ex: t(12;21), hyperdiploïdie, etc) afin de 
déterminer la spécificité du microDNome en fonction du sous-groupe. Développer un catalogue de 
microADNs cancer-spécifique, voire sous-type-spécifique, permettrait d'envisager à long terme une 
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Figure X. Distribution comparative du nombre de microADNs générés par la méthode de 
"jonctions chimériques" (new) et la méthode "soft-clips" (old). Échantillons traités ou pas par Haut: 










Figure XI. Distribution de la taille des microADNs provenant d'urine de patients sains et de 
patients malades. Ces derniers sont atteints de la LAL et ont été traités à la Prednisone. La ligne 











 Figure XII. Distribution de la taille des séquences sorties du séquenceur Ion Torrent PGM pour 
































































Figure XIV. Distribution de la taille des microADNs étant supportés par (A) plus que 4 reads, (B) 









Annexe VI. Enrichissement.pl 
 
Script écrit dans le langage de programmation PERL. Il prend en entrée un fichier contenant tous les 
microADNs uniques composant un groupe (eg; Sensible traités) → contenant n = 5 échantillons et 
requiert le chargement du module BEDTools version 2.25.0 ou plus récente. Le format d'entrée est chr 
/t start /t end /n. Il itère 1000 fois chaque entrée (→ microADN) en créeant une nouvelle entrée 
aléatoirement positionnée sur le génome mais possédant la même taille (pb) que l'originale. Les 
nouvelles entités sont ensuite annotées vs. des régions génomiques précises (eg. exons) avec des 
données provenant du UCSC Table Browser. Pour chacun des 1000 fichiers aléatoire, le nombre 
d'entités ayant été annoté sur chacune des régions génomiques d'intérêt est écrit dans un fichier pour 









###################### Exemple d'appel de script ######################  
 







################################ Input ################################ 
 
my $file1 = $ARGV[0]; 
open (my $fileHandleI, "<", $file1) 
 or die "Cannot open < $file1: $!"; 
 
my @SplitPath_file1 = split /\//,$file1; #ca split sur les / 






############################# Fichiers references ######################### 
 
my $excl = "/RQusagers/pameh/references/centro_telo_sorted.bed"; 
 










my $genes_file = "/RQusagers/pameh/references/UCSC_RefSeq_genes_hg19.bed"; 
my $exon_file = 
"/RQusagers/pameh/references/UCSC_refseq_genes_exons2_hg19.bed"; 
 
my $intron_file = 
"/RQusagers/pameh/references/UCSC_refseq_genes_introns_hg19.bed"; 
 
my $UTR5_file = "/RQusagers/pameh/references/UTRs_5_uniq_sort.bed"; 
my $UTR3_file = "/RQusagers/pameh/references/UTRs_3_uniq_sort.bed"; 
my $open_chrom_file = 
"/RQusagers/pameh/references/openChromatin_synth_LCL_4_columns.bed"; 
 





################################## Analysis ############################### 
for (my $i=1; $i<1001; $i++){  
# Shuffle input file 1000 times -> outputs 1000 different shuffled files # 
 
 my $outputFile_shuffle = $FileName;  #all_R_NT_ASP_sorted.bed 
$outputFile_shuffle =~ s/\.bed$/\_shuffle_$i.bed/;  
 #`module load BEDTools\2.25.0`; 
 





# Annotate shuffled files for each region of interest (Genes, Exons, 
Introns, 5UTRs, 3UTRs, Open Chromatin, Promoters) # 
 
 
 # input 
 my $input = $outputFile_shuffle; # to be annotated 
 my $input_bed = $input; 
 $input_bed =~ s/\.bed$/\_NA.bed/; #all_R_NT_ASP_shuffle_1_NA.bed 
 




 my $annot_bed_g = $genes_file;  # ref table genes 
 my $annot_bed_e = $exon_file;  # ref table exons  
 my $annot_bed_i = $intron_file;  # ref table introns 
 my $annot_bed_5 = $UTR5_file;  # ref table 5UTRs 
 my $annot_bed_3 = $UTR3_file;  # ref table 3UTRs 
 my $annot_bed_c = $open_chrom_file; # ref table open chromatin 
 my $annot_bed_p = $promoter_file; # ref table promoters 
 
 my $overlap = 0.5; # ratio of overlap (0.5 for 50% overlap) 










 # declare temporary files 
 my $pwd = `pwd`; 




 my $output_temp1 = $pwd.'/temp1.bed'; 
 my $output_temp2 = $pwd.'/temp2.bed'; 




 my $output_temp4 = $pwd.'/temp4.bed'; 
 my $output_temp5 = $pwd.'/temp5.bed'; 




 my $output_temp7 = $pwd.'/temp7.bed'; 
 my $output_temp8 = $pwd.'/temp8.bed'; 




 my $output_temp10 = $pwd.'/temp10.bed'; 
 my $output_temp11 = $pwd.'/temp11.bed'; 




 my $output_temp13 = $pwd.'/temp13.bed'; 
 my $output_temp14 = $pwd.'/temp14.bed'; 
 my $output_temp15 = $pwd.'/temp15.bed'; 
 
 #open chromatin 
 
 my $output_temp16 = $pwd.'/temp16.bed'; 
 my $output_temp17 = $pwd.'/temp17.bed'; 




 my $output_temp19 = $pwd.'/temp19.bed'; 
 my $output_temp20 = $pwd.'/temp20.bed'; 




 # output files 
 
 my $output_genes; 







   $output_genes = $pwd.'/'.$1.'_annotated_genes.bed'; 
 } 
 
 my $output_exons; 
 if($input_bed =~ /(.+)\.bed/){ 
   $output_exons = $pwd.'/'.$1.'_annotated_exons.bed'; 
 } 
 
 my $output_introns; 
 if($input_bed =~ /(.+)\.bed/){ 
   $output_introns = $pwd.'/'.$1.'_annotated_introns.bed'; 
 } 
 
 my $output_5UTR; 
 if($input_bed =~ /(.+)\.bed/){ 
   $output_5UTR = $pwd.'/'.$1.'_annotated_5UTR.bed'; 
 } 
 
 my $output_3UTR; 
 if($input_bed =~ /(.+)\.bed/){ 
   $output_3UTR = $pwd.'/'.$1.'_annotated_3UTR.bed'; 
 } 
 
 my $output_chromatin; 
 if($input_bed =~ /(.+)\.bed/){ 
   $output_chromatin = $pwd.'/'.$1.'_annotated_chromatin.bed'; 
 } 
 
 my $output_promoters; 
 if($input_bed =~ /(.+)\.bed/){ 




 # get header 
 my $header = `head -1 $input_bed`; 
 chomp $header; 
 if($header =~ /^#/){ 





 # test intersect with annotation table 
 
 `bedtools intersect -a $input_bed -b $annot_bed_g -wao -f $overlap -F $F 
-e | uniq > $output_temp1`; 
 
 `bedtools intersect -a $input_bed -b $annot_bed_e -wao -f $overlap -F $F 
-e | uniq > $output_temp4`; 
 
 `bedtools intersect -a $input_bed -b $annot_bed_i -wao -f $overlap -F $F 








 `bedtools intersect -a $input_bed -b $annot_bed_5 -wao -f $overlap -F $F 
-e | uniq > $output_temp10`; 
 
 `bedtools intersect -a $input_bed -b $annot_bed_3 -wao -f $overlap -F $F 
-e | uniq > $output_temp13`; 
 
 `bedtools intersect -a $input_bed -b $annot_bed_c -wao -f $overlap -F $F 
-e | uniq > $output_temp16`; 
 
 `bedtools intersect -a $input_bed -b $annot_bed_p -wao -f $overlap -F $F 




 # test occurrence (per sample) 
 
 #genes 
 my $column = `awk '{ FS = "\t" } ; { print NF ; exit}' $output_temp1`; 
 chomp $column; 
 my $gene_column1 = $column-1; 
 $gene_column1 = '$'.$gene_column1; 
 `sed -i '/-1/d' $output_temp1`; 
 
 `cat $output_temp1 | awk \'{print \$4"\t"$gene_column1}\' | sort | uniq 
> $output_temp2`; 
 
 `cat $output_temp2 | awk \'{print \$2}\' | cut -d' ' -f1 | sort | uniq -
c | awk \'{print \$2"\t"\$1}\' > $output_temp3`; 
 





 my $column2 = `awk '{ FS = "\t" } ; { print NF ; exit}' $output_temp4`; 
   chomp $column2; 
 my $gene_column2 = $column2-1; 
 $gene_column2 = '$'.$gene_column2; 
 
 `sed -i '/-1/d' $output_temp4`; 
 
 `cat $output_temp4 | awk \'{print \$4"\t"$gene_column2}\' | sort | uniq 
> $output_temp5`; 
 
 `cat $output_temp5 | awk \'{print \$2}\' | cut -d' ' -f1 | sort | uniq -
c | awk \'{print \$2"\t"\$1}\' > $output_temp6`; 
 





 my $column3 = `awk '{ FS = "\t" } ; { print NF ; exit}' $output_temp7`; 








 my $gene_column3 = $column3-1; 
 $gene_column3 = '$'.$gene_column3; 
 
 `sed -i '/-1/d' $output_temp7`; 
 
 `cat $output_temp7 | awk \'{print \$4"\t"$gene_column3}\' | sort | uniq 
> $output_temp8`; 
 
 `cat $output_temp8 | awk \'{print \$2}\' | cut -d' ' -f1 | sort | uniq -
c | awk \'{print \$2"\t"\$1}\' > $output_temp9`; 
 





 my $column4 = `awk '{ FS = "\t" } ; { print NF ; exit}' $output_temp10`; 
 chomp $column4; 
 my $gene_column4 = $column4-1; 
 $gene_column4 = '$'.$gene_column4; 
 
 `sed -i '/-1/d' $output_temp10`; 
 
 `cat $output_temp10 | awk \'{print \$4"\t"$gene_column4}\' | sort | uniq 
> $output_temp11`; 
 
 `cat $output_temp11 | awk \'{print \$2}\' | cut -d' ' -f1 | sort | uniq 
-c | awk \'{print \$2"\t"\$1}\' > $output_temp12`; 
 





 my $column5 = `awk '{ FS = "\t" } ; { print NF ; exit}' $output_temp13`; 
 chomp $column5; 
 my $gene_column5 = $column5-1; 
 $gene_column5 = '$'.$gene_column5; 
 
 `sed -i '/-1/d' $output_temp13`; 
 
 `cat $output_temp13 | awk \'{print \$4"\t"$gene_column5}\' | sort | uniq 
> $output_temp14`; 
 
 `cat $output_temp14 | awk \'{print \$2}\' | cut -d' ' -f1 | sort | uniq 
-c | awk \'{print \$2"\t"\$1}\' > $output_temp15`; 
 




 #open chromatin 








 chomp $column6; 
 my $gene_column6 = $column6-1; 
 $gene_column6 = '$'.$gene_column6; 
 
 `sed -i '/-1/d' $output_temp16`; 
 
 `cat $output_temp16 | awk \'{print \$4"\t"$gene_column6}\' | sort | uniq 
> $output_temp17`; 
 
 `cat $output_temp17 | awk \'{print \$2}\' | cut -d' ' -f1 | sort | uniq 
-c | awk \'{print \$2"\t"\$1}\' > $output_temp18`; 
 





 my $column7 = `awk '{ FS = "\t" } ; { print NF ; exit}' $output_temp19`; 
 chomp $column7; 
 my $gene_column7 = $column7-1; 
 $gene_column7 = '$'.$gene_column7; 
 
 `sed -i '/-1/d' $output_temp19`; 
 
 `cat $output_temp19 | awk \'{print \$4"\t"$gene_column7}\' | sort | uniq 
> $output_temp20`; 
 
 `cat $output_temp20 | awk \'{print \$2}\' | cut -d' ' -f1 | sort | uniq 
-c | awk \'{print \$2"\t"\$1}\' > $output_temp21`; 
 




 # create output 
 
 #genes 
 my %hash = (); 
 my %hash2 = (); 
 
 #exons 
 my %hash3 = (); 
 my %hash4 = (); 
 
 #introns 
 my %hash5 = (); 
 my %hash6 = (); 
 
 #5UTRs 
 my %hash7 = (); 









 my %hash9 = (); 
 my %hash10 = (); 
 
#open chromatin 
 my %hash11 = (); 
 my %hash12 = (); 
 
#promoters 
 my %hash13 = (); 






 open(INPUTFILE, "<$output_temp1") or die "Cannot open file 
$output_temp1: $!"; 
 while (my $l = <INPUTFILE>) { 
     chomp $l; 
     my @l = split(/\t/,$l); 
     #my $overlap_percent = sprintf '%1.2f', $l[$column-1]/($l[$column-
3]-$l[$column-4]); 
 
     #$l = $l."\t".$overlap_percent; 
     $l = $l."\tNA"; 
     push( @{$hash{$l[$column-2]}},$l ); 
 } 
 
 close INPUTFILE; 
 
 open(INPUTFILE2, "<$output_temp3") or die "Cannot open file 
$output_temp3: $!"; 
 
 while (my $l = <INPUTFILE2>) { 
     chomp $l; 
     my @l = split(/\t/,$l); 
     $hash2{$l[0]}=$l[1];  
 } 
 close INPUTFILE2; 
 
 open(OUTPUTFILE, ">$output_genes") or die "Cannot open file 
$output_genes: $!"; 
 
 if($header =~ /^#/){ 
















 }   
 foreach my $key(sort keys %hash2){   
    if(exists $hash{$key}){ 
       foreach my $var(@{$hash{$key}}){ 
          print (OUTPUTFILE $var."\t".$hash2{$key}."\n"); 
       } 
    } 
 } 
 
 close OUTPUTFILE; 
 `rm $output_temp1 $output_temp3`; 





 open(INPUTFILE3, "<$output_temp4") or die "Cannot open file 
$output_temp4: $!"; 
 while (my $l2 = <INPUTFILE3>) { 
     chomp $l2; 
     my @l2 = split(/\t/,$l2); 
     $l2 = $l2."\tNA"; 
     push( @{$hash3{$l2[$column2-2]}},$l2 ); 
 } 
 close INPUTFILE3; 
 
 open(INPUTFILE4, "<$output_temp6") or die "Cannot open file 
$output_temp6: $!"; 
 
 while (my $l2 = <INPUTFILE4>) { 
     chomp $l2; 
     my @l2 = split(/\t/,$l2); 
     $hash4{$l2[0]}=$l2[1];  
 } 
 
 close INPUTFILE4; 
 
 open(OUTPUTFILE2, ">$output_exons") or die "Cannot open file 
$output_exons: $!"; 
 
 if($header =~ /^#/){ 






   print (OUTPUTFILE2 "Chromosome\tStart\tEnd\tSample\t"."-\t"x($column2-
9)."Chromosome\tEntity_start\tEntity_end\tEntity_name\tOverlap_size(bp)\
tOverlap_ratio\tOccurrence(#sample)\n"); 
 }   
 
 foreach my $key(sort keys %hash4){   







       foreach my $var(@{$hash3{$key}}){ 
          print (OUTPUTFILE2 $var."\t".$hash4{$key}."\n"); 
       } 
    } 
 } 
 
 close OUTPUTFILE2; 
 `rm $output_temp4 $output_temp6`; 




 open(INPUTFILE5, "<$output_temp7") or die "Cannot open file 
$output_temp7: $!"; 
 while (my $l3 = <INPUTFILE5>) { 
     chomp $l3; 
     my @l3 = split(/\t/,$l3); 
     $l3 = $l3."\tNA"; 
     push( @{$hash5{$l3[$column3-2]}},$l3 ); 
 } 
 
 close INPUTFILE5; 
 
 open(INPUTFILE6, "<$output_temp9") or die "Cannot open file 
$output_temp9: $!"; 
 
 while (my $l3 = <INPUTFILE6>) { 
     chomp $l3; 
     my @l3 = split(/\t/,$l3); 
     $hash6{$l3[0]}=$l3[1];  
 } 
 
 close INPUTFILE6; 
 
 open(OUTPUTFILE3, ">$output_introns") or die "Cannot open file 
$output_introns: $!"; 
 
 if($header =~ /^#/){ 






   print (OUTPUTFILE3 "Chromosome\tStart\tEnd\tSample\t"."-\t"x($column3-
9)."Chromosome\tEntity_start\tEntity_end\tEntity_name\tOverlap_size(bp)\
tOverlap_ratio\tOccurrence(#sample)\n"); 
 }   
 
 foreach my $key(sort keys %hash6){   
 
    if(exists $hash5{$key}){ 
       foreach my $var(@{$hash5{$key}}){ 







       } 
    } 
 } 
 
 close OUTPUTFILE3; 
 `rm $output_temp7 $output_temp9`; 




 open(INPUTFILE7, "<$output_temp10") or die "Cannot open file 
$output_temp10: $!"; 
 while (my $l4 = <INPUTFILE7>) { 
     chomp $l4; 
     my @l4 = split(/\t/,$l4); 
     $l4 = $l4."\tNA"; 
     push( @{$hash7{$l4[$column4-2]}},$l4 ); 
 } 
 
 close INPUTFILE7; 
 
 open(INPUTFILE8, "<$output_temp12") or die "Cannot open file 
$output_temp12: $!"; 
 
 while (my $l4 = <INPUTFILE8>) { 
     chomp $l4; 
     my @l4 = split(/\t/,$l4); 
     $hash8{$l4[0]}=$l4[1];  
 } 
 
 close INPUTFILE8; 
 
 open(OUTPUTFILE4, ">$output_5UTR") or die "Cannot open file 
$output_5UTR: $!"; 
 
 if($header =~ /^#/){ 






   print (OUTPUTFILE4 "Chromosome\tStart\tEnd\tSample\t"."-\t"x($column4-
9)."Chromosome\tEntity_start\tEntity_end\tEntity_name\tOverlap_size(bp)\
tOverlap_ratio\tOccurrence(#sample)\n"); 
 }   
 
 foreach my $key(sort keys %hash8){   
    if(exists $hash7{$key}){ 
       foreach my $var(@{$hash7{$key}}){ 
          print (OUTPUTFILE4 $var."\t".$hash8{$key}."\n"); 
       } 









 close OUTPUTFILE4; 
 
 rm $output_temp10 $output_temp12`; 




 open(INPUTFILE9, "<$output_temp13") or die "Cannot open file 
$output_temp13: $!"; 
 while (my $l5 = <INPUTFILE9>) { 
     chomp $l5; 
     my @l5 = split(/\t/,$l5); 
     $l5 = $l5."\tNA"; 
     push( @{$hash9{$l5[$column5-2]}},$l5 ); 
 } 
 
 close INPUTFILE9; 
 
 open(INPUTFILE10, "<$output_temp15") or die "Cannot open file 
$output_temp15: $!"; 
 
 while (my $l5 = <INPUTFILE10>) { 
     chomp $l5; 
     my @l5 = split(/\t/,$l5); 
     $hash10{$l5[0]}=$l5[1];  
 } 
 
 close INPUTFILE10; 
 
 open(OUTPUTFILE5, ">$output_3UTR") or die "Cannot open file 
$output_3UTR: $!"; 
 
 if($header =~ /^#/){ 






   print (OUTPUTFILE5 "Chromosome\tStart\tEnd\tSample\t"."-\t"x($column5-
9)."Chromosome\tEntity_start\tEntity_end\tEntity_name\tOverlap_size(bp)\
tOverlap_ratio\tOccurrence(#sample)\n"); 
 }   
 
 foreach my $key(sort keys %hash10){   
    if(exists $hash9{$key}){ 
       foreach my $var(@{$hash9{$key}}){ 
          print (OUTPUTFILE5 
$var."\t".$hash10{$key}."\n"); 
       } 









 close OUTPUTFILE5; 
 `rm $output_temp13 $output_temp15`; 
 #print "Annotation 3UTRs done ! \n"; 
 
 
 #open chromatin 
 open(INPUTFILE11, "<$output_temp16") or die "Cannot open file 
$output_temp16: $!"; 
 while (my $l6 = <INPUTFILE11>) { 
     chomp $l6; 
     my @l6 = split(/\t/,$l6); 
     $l6 = $l6."\tNA"; 
     push( @{$hash11{$l6[$column6-2]}},$l6 ); 
 } 
 
 close INPUTFILE11; 
 
 open(INPUTFILE12, "<$output_temp18") or die "Cannot open file 
$output_temp18: $!"; 
 
 while (my $l6 = <INPUTFILE12>) { 
     chomp $l6; 
     my @l6 = split(/\t/,$l6); 
     $hash12{$l6[0]}=$l6[1];  
 } 
 
 close INPUTFILE12; 
 
 open(OUTPUTFILE6, ">$output_chromatin") or die "Cannot open file 
$output_chromatin: $!"; 
 
 if($header =~ /^#/){ 






   print (OUTPUTFILE6 "Chromosome\tStart\tEnd\tSample\t"."-\t"x($column6-
9)."Chromosome\tEntity_start\tEntity_end\tEntity_name\tOverlap_size(bp)\
tOverlap_ratio\tOccurrence(#sample)\n"); 
 }   
 
 foreach my $key(sort keys %hash12){   
    if(exists $hash11{$key}){ 
       foreach my $var(@{$hash11{$key}}){ 
         print (OUTPUTFILE6 $var."\t".$hash12{$key}."\n"); 
       } 
    } 
 } 
 close OUTPUTFILE6; 
 `rm $output_temp16 $output_temp18`; 










 open(INPUTFILE13, "<$output_temp19") or die "Cannot open file 
$output_temp19: $!"; 
 
 while (my $l7 = <INPUTFILE13>) { 
     chomp $l7; 
     my @l7 = split(/\t/,$l7); 
     $l7 = $l7."\tNA"; 
     push( @{$hash13{$l7[$column7-2]}},$l7 ); 
 } 
 
 close INPUTFILE13; 
 
 open(INPUTFILE14, "<$output_temp21") or die "Cannot open file 
$output_temp21: $!"; 
 
 while (my $l7 = <INPUTFILE14>) { 
     chomp $l7; 
     my @l7 = split(/\t/,$l7); 
     $hash14{$l7[0]}=$l7[1];  
 } 
 
 close INPUTFILE14; 
 
 open(OUTPUTFILE7, ">$output_promoters") or die "Cannot open file 
$output_promoters: $!"; 
 
 if($header =~ /^#/){ 





   print (OUTPUTFILE7 "Chromosome\tStart\tEnd\tSample\t"."-\t"x($column7-
9)."Chromosome\tEntity_start\tEntity_end\tEntity_name\tOverlap_size(bp)\
tOverlap_ratio\tOccurrence(#sample)\n"); 
 }   
 
 foreach my $key(sort keys %hash14){   
    if(exists $hash13{$key}){ 
       foreach my $var(@{$hash13{$key}}){ 
         print (OUTPUTFILE7 $var."\t".$hash14{$key}."\n"); 
       } 
    } 
 } 
 close OUTPUTFILE7; 
 `rm $output_temp19 $output_temp21`; 




# Concatenate annotated shuffled files of each region of interest (Genes, 









 # input 
 my $original_file = $input_bed; 
 my $genes = $output_genes;  
 my $exons = $output_exons;  
 my $introns = $output_introns;  
 my $utr5 = $output_5UTR; 
 my $utr3 = $output_3UTR;  
 my $openChrom = $output_chromatin;  




 my %ha; my %hb; my %hc; my %hd; my %he; my %hf; my %hg; my %hh;  
 my $outputFile_concat = $original_file; 
 $outputFile_concat =~ s/\.bed$/_completed.bed/; 
  
 
 #file handles 
 open (FILE1, "<$original_file") || die "open: $!"; 
 open (FILE2, "<$genes") || die "open: $!"; 
 open (FILE3, "<$exons") || die "open: $!"; 
 open (FILE4, "<$introns") || die "open: $!"; 
 open (FILE5, "<$utr5") || die "open: $!"; 
 open (FILE6, "<$utr3") || die "open: $!"; 
 open (FILE7, "<$openChrom") || die "open: $!"; 
 open (FILE8, "<$promoter_2kb") || die "open: $!"; 
 open (OUTFILE, ">$outputFile_concat") || die "open: $!"; 
 
 





 while (<FILE1>){ #original file 
    chomp; 
    my @l1=split(/\t/); 
    $ha{$l1[0]."\t".$l1[1]."\t".$l1[2]}=$l1[0]."\t".$l1[1]."\t".$l1[2]; 
 }  
 
 while (<FILE2>){ #genes 
    chomp; 
    my @l2=split(/\t/); 
    $hb{$l2[0]."\t".$l2[1]."\t".$l2[2]}=$l2[7]; #$l2[7] = gene_name 
 } 
 
 while (<FILE3>){ #exons 
    chomp; 
    my @l3=split(/\t/); 









 while (<FILE4>){ #introns 
    chomp; 
    my @l4=split(/\t/); 
    $hd{$l4[0]."\t".$l4[1]."\t".$l4[2]}=1; 
 } 
 
 while (<FILE5>){ #5'UTR 
    chomp; 
    my @l5=split(/\t/); 
    $he{$l5[0]."\t".$l5[1]."\t".$l5[2]}=1; 
 } 
 
 while (<FILE6>){ #3'UTR 
    chomp; 
    my @l6=split(/\t/); 
    $hf{$l6[0]."\t".$l6[1]."\t".$l6[2]}=1; 
 } 
 
 while (<FILE7>){ #open chromatin 
    chomp; 
    my @l7=split(/\t/); 
    $hg{$l7[0]."\t".$l7[1]."\t".$l7[2]}=$l7[7]; #$l7[7] = entity_name 
 } 
 
 while (<FILE8>){ #promoters +- 2kb 
    chomp; 
    my @l8=split(/\t/); 





 foreach my $key(sort keys %ha){ 
    if(exists $hb{$key}){ 
       print (OUTFILE $ha{$key}."\t".$hb{$key}."\t"); 
    }else{ 
       print (OUTFILE $ha{$key}."\t"."NA"."\t"); 
    } 
 
    if(exists $hc{$key}){ #exon 
   if(exists $hd{$key}){ #intron 
    print (OUTFILE "exon;intron\t"); 
   }else{ 
    print (OUTFILE "exon\t"); 
   } 
    }elsif(exists $hd{$key}){ #intron 
       print (OUTFILE "intron\t"); 
    }elsif(exists $he{$key}){ 
       print (OUTFILE "5UTR\t"); 
    }elsif(exists $hf{$key}){ 
       print (OUTFILE "3UTR\t"); 
    }elsif(exists $hh{$key}){ 
       print (OUTFILE "promoter\t"); 








     print (OUTFILE "NA"."\t"); 
    } 
    if(exists $hg{$key}){ 
       print (OUTFILE $hg{$key}."\n"); 
    }else{ 
       print (OUTFILE "inactive"."\n"); 




 close FILE1 or die $!; 
 close FILE2 or die $!; 
 close FILE3 or die $!; 
 close FILE4 or die $!; 
 close FILE5 or die $!; 
 close FILE6 or die $!; 
 close FILE7 or die $!; 
 close FILE8 or die $!; 
 close OUTFILE or die $!; 
 
 
# Extract number of entities that mapped in each genomic regions # 
 
 
 # output files 
 my $number_genes = $input_bed; 
 $number_genes =~ s/\_NA.bed$/_number_genes.txt/;  
  
 
 my $gene_names = $input_bed; 
 $gene_names =~ s/\_NA.bed$/_gene_names.txt/;  
  
 
 my $number_exons = $input_bed; 
 $number_exons =~ s/\_NA.bed$/_number_exons.txt/;  
  
 
 my $number_introns = $input_bed; 
 $number_introns =~ s/\_NA.bed$/_number_introns.txt/;  
  
 
 my $number_5UTR = $input_bed; 
 $number_5UTR =~ s/\_NA.bed$/_number_5UTR.txt/;  
  
 
 my $number_3UTR = $input_bed; 
 $number_3UTR =~ s/\_NA.bed$/_number_3UTR.txt/;  
  
 
 my $number_active = $input_bed; 









 my $number_inactive = $input_bed; 
 $number_inactive =~ s/\_NA.bed$/_number_inactive.txt/;  
  
 
 my $number_promoters = $input_bed; 
 $number_promoters =~ s/\_NA.bed$/_number_promoters.txt/;  
  
 
 my $number_NA = $input_bed; 
 $number_NA =~ s/\_NA.bed$/_number_NA.txt/;  
  
 
 my $number_total = $input_bed; 
 $number_total =~ s/\_NA.bed$/_number_total.txt/;  
  
 
 `sort $outputFile_concat | awk '\$4 != "NA" {print \$4}' | wc -l > 
$number_genes`; 
 
 `sort $outputFile_concat | awk '\$4 != "NA" {print \$4}'| uniq > 
$gene_names`; 
 
 `sort $outputFile_concat | awk '\$5 ~ "exon" {print \$5}' | wc -l > 
$number_exons`; 
 
 `sort $outputFile_concat | awk '\$5 ~ "intron" {print \$5}' | wc -l > 
$number_introns`; 
 
 `sort $outputFile_concat | awk '\$5 == "5UTR" {print \$5}' | wc -l > 
$number_5UTR`; 
 
 `sort $outputFile_concat | awk '\$5 == "3UTR" {print \$5}' | wc -l > 
$number_3UTR`; 
 
 `sort $outputFile_concat | awk '\$5 == "promoter" {print \$5}' | wc -l > 
$number_promoters`;  
 
 `sort $outputFile_concat | awk '\$5 == "NA" {print \$5}' | wc -l > 
$number_NA`; 
 
 `sort $outputFile_concat | awk '\$6 != "inactive" {print \$6}' | wc -l > 
$number_active`; 
 
 `sort $outputFile_concat | awk '\$6 == "inactive" {print \$6}' | wc -l > 
$number_inactive`; 
 











Annexe VII. Enrichissement.R 
 
Script écrit dans le langage de programmation R. Il prend en entrée les fichiers outputtés du script 
Enrichissement.pl (Annexe VI). Ces fichiers contiennent des données correspondants aux valeurs 
attendues (expected). Utilise le package ggplot2. Calcule le fold change entre les valeurs observées 
et attendues, génère une représentation graphique de ce résultat et effectue un test statistique de 
Fisher afin d'en évaluer la p-value liée. Seulement les données liées au groupe d'échantillons 
traités/non-traités à l'ASP sont présentés dans cet annexe à cause de la longueur du script. 
 
##########################################################################   
## Expected data (output of Annexe VI) ## 
########################################################################## 
 




genes_RTa <- sapply(genes_R_Ta,as.numeric) 
median_genes_RTa <- median(genes_RTa) 








exons_RTa <- sapply(exons_R_Ta,as.numeric) 
median_exons_RTa <- median(exons_RTa) 








introns_RTa <- sapply(introns_R_Ta,as.numeric) 
median_introns_RTa <- median(introns_RTa) 








active_RTa <- sapply(active_R_Ta,as.numeric) 
median_active_RTa <- median(active_RTa) 














inactive_RTa <- sapply(inactive_R_Ta,as.numeric) 
median_inactive_RTa <- median(inactive_RTa) 








NA_RTa <- sapply(NA_R_Ta,as.numeric) 
median_NA_RTa <- median(NA_RTa) 








promoters_RTa <- sapply(promoters_R_Ta,as.numeric) 
median_promoters_RTa <- median(promoters_RTa) 








UTR3_RTa <- sapply(UTR3_R_Ta,as.numeric) 
median_UTR3_RTa <- median(UTR3_RTa) 








UTR5_RTa <- sapply(UTR5_R_Ta,as.numeric) 
median_UTR5_RTa <- median(UTR5_RTa) 
















genes_RNTa <- sapply(genes_R_NTa,as.numeric) 
median_genes_RNTa <- median(genes_RNTa) 








exons_RNTa <- sapply(exons_R_NTa,as.numeric) 
median_exons_RNTa <- median(exons_RNTa) 








introns_RNTa <- sapply(introns_R_NTa,as.numeric) 
median_introns_RNTa <- median(introns_RNTa) 








active_RNTa <- sapply(active_R_NTa,as.numeric) 
median_active_RNTa <- median(active_RNTa) 








inactive_RNTa <- sapply(inactive_R_NTa,as.numeric) 
median_inactive_RNTa <- median(inactive_RNTa) 














NA_RNTa <- sapply(NA_R_NTa,as.numeric) 
median_NA_RNTa <- median(NA_RNTa) 








promoters_RNTa <- sapply(promoters_R_NTa,as.numeric) 
median_promoters_RNTa <- median(promoters_RNTa) 








UTR3_RNTa <- sapply(UTR3_R_NTa,as.numeric) 
median_UTR3_RNTa <- median(UTR3_RNTa) 








UTR5_RNTa <- sapply(UTR5_R_NTa,as.numeric) 
median_UTR5_RNTa <- median(UTR5_RNTa) 










genes_SNTa <- sapply(genes_S_NTa,as.numeric) 
median_genes_SNTa <- median(genes_SNTa) 















median_exons_SNTa <- median(exons_SNTa) 








introns_SNTa <- sapply(introns_S_NTa,as.numeric) 
median_introns_SNTa <- median(introns_SNTa) 








active_SNTa <- sapply(active_S_NTa,as.numeric) 
median_active_SNTa <- median(active_SNTa) 








inactive_SNTa <- sapply(inactive_S_NTa,as.numeric) 
median_inactive_SNTa <- median(inactive_SNTa) 








NA_SNTa <- sapply(NA_S_NTa,as.numeric) 
median_NA_SNTa <- median(NA_SNTa) 








promoters_SNTa <- sapply(promoters_S_NTa,as.numeric) 
median_promoters_SNTa <- median(promoters_SNTa) 














UTR3_SNTa <- sapply(UTR3_S_NTa,as.numeric) 
median_UTR3_SNTa <- median(UTR3_SNTa) 








UTR5_SNTa <- sapply(UTR5_S_NTa,as.numeric) 
median_UTR5_SNTa <- median(UTR5_SNTa) 










genes_STa <- sapply(genes_S_Ta,as.numeric) 
median_genes_STa <- median(genes_STa) 








exons_STa <- sapply(exons_S_Ta,as.numeric) 
median_exons_STa <- median(exons_STa) 








introns_STa <- sapply(introns_S_Ta,as.numeric) 
median_introns_STa <- median(introns_STa) 














active_STa <- sapply(active_S_Ta,as.numeric) 
median_active_STa <- median(active_STa) 








inactive_STa <- sapply(inactive_S_Ta,as.numeric) 
median_inactive_STa <- median(inactive_STa) 








NA_STa <- sapply(NA_S_Ta,as.numeric) 
median_NA_STa <- median(NA_STa) 








promoters_STa <- sapply(promoters_S_Ta,as.numeric) 
median_promoters_STa <- median(promoters_STa) 








UTR3_STa <- sapply(UTR3_S_Ta,as.numeric) 
median_UTR3_STa <- median(UTR3_STa) 
















median_UTR5_STa <- median(UTR5_STa) 





































































































































































































## Fold change calculations ## 
########################################################################## 
#genes 
fold_RTa_genes <- obs_genes_RTa/median_genes_RTa 
 
fold_RNTa_genes <- obs_genes_RNTa/median_genes_RNTa 
 
fold_STa_genes <- obs_genes_STa/median_genes_STa 
 





fold_RTa_exons <- obs_exons_RTa/median_exons_RTa 
 
fold_RNTa_exons <- obs_exons_RNTa/median_exons_RNTa 
 
fold_STa_exons <- obs_exons_STa/median_exons_STa 
 





fold_RTa_introns <- obs_introns_RTa/median_introns_RTa 
 
fold_RNTa_introns <- obs_introns_RNTa/median_introns_RNTa 
 
fold_STa_introns <- obs_introns_STa/median_introns_STa 
 











fold_RTa_active <- obs_active_RTa/median_active_RTa 
 
fold_RNTa_active <- obs_active_RNTa/median_active_RNTa 
 
fold_STa_active <- obs_active_STa/median_active_STa 
 





fold_RTa_inactive <- obs_inactive_RTa/median_inactive_RTa 
 
fold_RNTa_inactive <- obs_inactive_RNTa/median_inactive_RNTa 
 
fold_STa_inactive <- obs_inactive_STa/median_inactive_STa 
 





fold_RTa_5UTR <- obs_5UTR_RTa/median_UTR5_RTa 
 
fold_RNTa_5UTR <- obs_5UTR_RNTa/median_UTR5_RNTa 
 
fold_STa_5UTR <- obs_5UTR_STa/median_UTR5_STa 
 





fold_RTa_3UTR <- obs_3UTR_RTa/median_UTR3_RTa 
 
fold_RNTa_3UTR <- obs_3UTR_RNTa/median_UTR3_RNTa 
 
fold_STa_3UTR <- obs_3UTR_STa/median_UTR3_STa 
 





fold_RTa_promoters <- obs_promoters_RTa/median_promoters_RTa 
 
fold_RNTa_promoters <- obs_promoters_RNTa/median_promoters_RNTa 
 
fold_STa_promoters <- obs_promoters_STa/median_promoters_STa 
 











fold_RTa_NA <- obs_NA_RTa/median_NA_RTa 
 
fold_RNTa_NA <- obs_NA_RNTa/median_NA_RNTa 
 
fold_STa_NA <- obs_NA_STa/median_NA_STa 
 




## Constructing the graph ## 
########################################################################## 
 
fold_STa_genes <- data.frame(fold_STa_genes$V1) 
fold_SNTa_genes <- data.frame(fold_SNTa_genes$V1) 
fold_RTa_genes <- data.frame(fold_RTa_genes$V1) 
fold_RNTa_genes <- data.frame(fold_RNTa_genes$V1) 
names(fold_STa_genes)[names(fold_STa_genes)=="fold_STa_genes.V1"] <- "Fold" 
names(fold_SNTa_genes)[names(fold_SNTa_genes)=="fold_SNTa_genes.V1"] <- 
"Fold" 
names(fold_RTa_genes)[names(fold_RTa_genes)=="fold_RTa_genes.V1"] <- "Fold" 
names(fold_RNTa_genes)[names(fold_RNTa_genes)=="fold_RNTa_genes.V1"] <- 
"Fold" 
fold_STa_genes$Condition <- 'Sensitive Treated' 
fold_SNTa_genes$Condition <- 'Sensitive Non-Treated' 
fold_RTa_genes$Condition <- 'Resistant Treated' 
fold_RNTa_genes$Condition <- 'Resistant Non-Treated' 
fold_STa_genes$region <- 'Genic' 
fold_SNTa_genes$region <- 'Genic' 
fold_RTa_genes$region <- 'Genic' 




fold_STa_exons <- data.frame(fold_STa_exons$V1) 
fold_SNTa_exons <- data.frame(fold_SNTa_exons$V1) 
fold_RTa_exons <- data.frame(fold_RTa_exons$V1) 
fold_RNTa_exons <- data.frame(fold_RNTa_exons$V1) 
names(fold_STa_exons)[names(fold_STa_exons)=="fold_STa_exons.V1"] <- "Fold" 
names(fold_SNTa_exons)[names(fold_SNTa_exons)=="fold_SNTa_exons.V1"] <- 
"Fold" 
names(fold_RTa_exons)[names(fold_RTa_exons)=="fold_RTa_exons.V1"] <- "Fold" 
names(fold_RNTa_exons)[names(fold_RNTa_exons)=="fold_RNTa_exons.V1"] <- 
"Fold" 
fold_STa_exons$Condition <- 'Sensitive Treated' 
fold_SNTa_exons$Condition <- 'Sensitive Non-Treated' 
fold_RTa_exons$Condition <- 'Resistant Treated' 
fold_RNTa_exons$Condition <- 'Resistant Non-Treated' 
fold_STa_exons$region <- 'Exons' 
fold_SNTa_exons$region <- 'Exons' 
fold_RTa_exons$region <- 'Exons' 









fold_STa_introns <- data.frame(fold_STa_introns$V1) 
fold_SNTa_introns <- data.frame(fold_SNTa_introns$V1) 
fold_RTa_introns <- data.frame(fold_RTa_introns$V1) 









fold_STa_introns$Condition <- 'Sensitive Treated' 
fold_SNTa_introns$Condition <- 'Sensitive Non-Treated' 
fold_RTa_introns$Condition <- 'Resistant Treated' 
fold_RNTa_introns$Condition <- 'Resistant Non-Treated' 
fold_STa_introns$region <- 'Introns' 
fold_SNTa_introns$region <- 'Introns' 
fold_RTa_introns$region <- 'Introns' 




fold_STa_5UTR <- data.frame(fold_STa_5UTR$V1) 
fold_SNTa_5UTR <- data.frame(fold_SNTa_5UTR$V1) 
fold_RTa_5UTR <- data.frame(fold_RTa_5UTR$V1) 
fold_RNTa_5UTR <- data.frame(fold_RNTa_5UTR$V1) 
names(fold_STa_5UTR)[names(fold_STa_5UTR)=="fold_STa_5UTR.V1"] <- "Fold" 
names(fold_SNTa_5UTR)[names(fold_SNTa_5UTR)=="fold_SNTa_5UTR.V1"] <- "Fold" 
names(fold_RTa_5UTR)[names(fold_RTa_5UTR)=="fold_RTa_5UTR.V1"] <- "Fold" 
names(fold_RNTa_5UTR)[names(fold_RNTa_5UTR)=="fold_RNTa_5UTR.V1"] <- "Fold" 
fold_STa_5UTR$Condition <- 'Sensitive Treated' 
fold_SNTa_5UTR$Condition <- 'Sensitive Non-Treated' 
fold_RTa_5UTR$Condition <- 'Resistant Treated' 
fold_RNTa_5UTR$Condition <- 'Resistant Non-Treated' 
fold_STa_5UTR$region <- '5UTR' 
fold_SNTa_5UTR$region <- '5UTR' 
fold_RTa_5UTR$region <- '5UTR' 




fold_STa_3UTR <- data.frame(fold_STa_3UTR$V1) 
fold_SNTa_3UTR <- data.frame(fold_SNTa_3UTR$V1) 
fold_RTa_3UTR <- data.frame(fold_RTa_3UTR$V1) 
fold_RNTa_3UTR <- data.frame(fold_RNTa_3UTR$V1) 
names(fold_STa_3UTR)[names(fold_STa_3UTR)=="fold_STa_3UTR.V1"] <- "Fold" 
names(fold_SNTa_3UTR)[names(fold_SNTa_3UTR)=="fold_SNTa_3UTR.V1"] <- "Fold" 
names(fold_RTa_3UTR)[names(fold_RTa_3UTR)=="fold_RTa_3UTR.V1"] <- "Fold" 
names(fold_RNTa_3UTR)[names(fold_RNTa_3UTR)=="fold_RNTa_3UTR.V1"] <- "Fold" 
fold_STa_3UTR$Condition <- 'Sensitive Treated' 








fold_RTa_3UTR$Condition <- 'Resistant Treated' 
fold_RNTa_3UTR$Condition <- 'Resistant Non-Treated' 
fold_STa_3UTR$region <- '3UTR' 
fold_SNTa_3UTR$region <- '3UTR' 
fold_RTa_3UTR$region <- '3UTR' 




fold_STa_promoters <- data.frame(fold_STa_promoters$V1) 
fold_SNTa_promoters <- data.frame(fold_SNTa_promoters$V1) 
fold_RTa_promoters <- data.frame(fold_RTa_promoters$V1) 
fold_RNTa_promoters <- data.frame(fold_RNTa_promoters$V1) 
names(fold_STa_promoters)[names(fold_STa_promoters)=="fold_STa_promoters.V1
"] <- "Fold" 
names(fold_SNTa_promoters)[names(fold_SNTa_promoters)=="fold_SNTa_promoters
.V1"] <- "Fold" 
names(fold_RTa_promoters)[names(fold_RTa_promoters)=="fold_RTa_promoters.V1
"] <- "Fold" 
names(fold_RNTa_promoters)[names(fold_RNTa_promoters)=="fold_RNTa_promoters
.V1"] <- "Fold" 
fold_STa_promoters$Condition <- 'Sensitive Treated' 
fold_SNTa_promoters$Condition <- 'Sensitive Non-Treated' 
fold_RTa_promoters$Condition <- 'Resistant Treated' 
fold_RNTa_promoters$Condition <- 'Resistant Non-Treated' 
fold_STa_promoters$region <- 'Promoters' 
fold_SNTa_promoters$region <- 'Promoters' 
fold_RTa_promoters$region <- 'Promoters' 




fold_STa_active <- data.frame(fold_STa_active$V1) 
fold_SNTa_active <- data.frame(fold_SNTa_active$V1) 
fold_RTa_active <- data.frame(fold_RTa_active$V1) 









fold_STa_active$Condition <- 'Sensitive Treated' 
fold_SNTa_active$Condition <- 'Sensitive Non-Treated' 
fold_RTa_active$Condition <- 'Resistant Treated' 
fold_RNTa_active$Condition <- 'Resistant Non-Treated' 
fold_STa_active$region <- 'Open Chromatin' 
fold_SNTa_active$region <- 'Open Chromatin' 
fold_RTa_active$region <- 'Open Chromatin' 









typeLengths_ASP <- rbind(fold_STa_genes, fold_SNTa_genes, fold_RTa_genes, 
fold_RNTa_genes,fold_STa_exons, fold_SNTa_exons, fold_RTa_exons, 
fold_RNTa_exons, fold_STa_introns, fold_SNTa_introns, fold_RTa_introns, 
fold_RNTa_introns, fold_STa_5UTR, fold_SNTa_5UTR, fold_RTa_5UTR, 
fold_RNTa_5UTR, fold_STa_3UTR, fold_SNTa_3UTR, fold_RTa_3UTR, 
fold_RNTa_3UTR, fold_STa_promoters, fold_SNTa_promoters, 





# HISTOGRAM GGPLOT # 
 
ggplot(typeLengths_ASP, aes(region, Fold, fill=Condition)) + 
geom_bar(stat="identity",position="dodge") + geom_bar(stat="identity", 
position="dodge", , color="black") +xlab("Genomic regions") + ylab("Fold 
enrichment") + scale_fill_manual(values=c("darkgrey", "darkcyan", 
"lightcyan3", "slategray4")) + theme_bw() + geom_hline(yintercept = 
1,colour="black", linetype = "longdash", alpha=0.9, lwd=0.25)  + 
scale_y_continuous(limits=c(0,2.3),expand = c(0, 0)) + theme(text = 
element_text(size=13.5),axis.line = element_line(colour = 
"gray"),panel.grid.major = element_blank(),panel.grid.minor = 










## Statistical analysis ## 
########################################################################### 










exp_total_STa <- sapply(exp_total_S_Ta,as.numeric) 
 
exp_median_total_STa <- median(exp_total_STa) 
 



















exp_total_RTa <- sapply(exp_total_R_Ta,as.numeric) 
 
exp_median_total_RTa <- median(exp_total_RTa) 
 













exp_total_RNTa <- sapply(exp_total_R_NTa,as.numeric) 
 
exp_median_total_RNTa <- median(exp_total_RNTa) 
 













exp_total_SNTa <- sapply(exp_total_S_NTa,as.numeric) 
 
exp_median_total_SNTa <- median(exp_total_SNTa) 
 
















matrix_exons_RTa = matrix(unlist(c(median_exons_RTa, 
    exp_median_total_RTa-median_exons_RTa, 
    obs_exons_RTa, 
    obs_total_RTa-obs_exons_RTa)) 
   ,nrow=2,ncol=2) 
fisher_exons_RTa <- fisher.test(matrix_exons_RTa) 






matrix_exons_STa = matrix(unlist(c(median_exons_STa, 
    exp_median_total_STa-median_exons_STa, 
    obs_exons_STa, 
    obs_total_STa-obs_exons_STa)) 
   ,nrow=2,ncol=2) 
fisher_exons_STa <-fisher.test(matrix_exons_STa) 






matrix_exons_RNTa = matrix(unlist(c(median_exons_RNTa, 
    exp_median_total_RNTa-median_exons_RNTa, 
    obs_exons_RNTa, 
    obs_total_RNTa-obs_exons_RNTa)) 
   ,nrow=2,ncol=2) 
fisher_exons_RNTa <- fisher.test(matrix_exons_RNTa) 






matrix_exons_SNTa = matrix(unlist(c(median_exons_SNTa, 
    exp_median_total_SNTa-median_exons_SNTa, 
    obs_exons_SNTa, 
    obs_total_SNTa-obs_exons_SNTa)) 
   ,nrow=2,ncol=2) 
fisher_exons_SNTa <- fisher.test(matrix_exons_SNTa) 
















    exp_median_total_RTa-median_introns_RTa, 
    obs_introns_RTa, 
    obs_total_RTa-obs_introns_RTa)) 
   ,nrow=2,ncol=2) 
fisher_introns_RTa <- fisher.test(matrix_introns_RTa) 






matrix_introns_STa = matrix(unlist(c(median_introns_STa, 
    exp_median_total_STa-median_introns_STa, 
    obs_introns_STa, 
    obs_total_STa-obs_introns_STa)) 
   ,nrow=2,ncol=2) 
fisher_introns_STa <-fisher.test(matrix_introns_STa) 






matrix_introns_RNTa = matrix(unlist(c(median_introns_RNTa, 
    exp_median_total_RNTa-median_introns_RNTa, 
    obs_introns_RNTa, 
    obs_total_RNTa-obs_introns_RNTa)) 
   ,nrow=2,ncol=2) 
fisher_introns_RNTa <- fisher.test(matrix_introns_RNTa) 






matrix_introns_SNTa = matrix(unlist(c(median_introns_SNTa, 
    exp_median_total_SNTa-median_introns_SNTa, 
    obs_introns_SNTa, 
    obs_total_SNTa-obs_introns_SNTa)) 
   ,nrow=2,ncol=2) 
fisher_introns_SNTa <- fisher.test(matrix_introns_SNTa) 








matrix_promoters_RTa = matrix(unlist(c(median_promoters_RTa, 
    exp_median_total_RTa-median_promoters_RTa, 
    obs_promoters_RTa, 
    obs_total_RTa-obs_promoters_RTa)) 








fisher_promoters_RTa <- fisher.test(matrix_promoters_RTa) 






matrix_promoters_STa = matrix(unlist(c(median_promoters_STa, 
    exp_median_total_STa-median_promoters_STa, 
    obs_promoters_STa, 
    obs_total_STa-obs_promoters_STa)) 
   ,nrow=2,ncol=2) 
fisher_promoters_STa <-fisher.test(matrix_promoters_STa) 






matrix_promoters_RNTa = matrix(unlist(c(median_promoters_RNTa, 
    exp_median_total_RNTa-median_promoters_RNTa, 
    obs_promoters_RNTa, 
    obs_total_RNTa-obs_promoters_RNTa)) 
   ,nrow=2,ncol=2) 
fisher_promoters_RNTa <- fisher.test(matrix_promoters_RNTa) 






matrix_promoters_SNTa = matrix(unlist(c(median_promoters_SNTa, 
    exp_median_total_SNTa-median_promoters_SNTa, 
    obs_promoters_SNTa, 
    obs_total_SNTa-obs_promoters_SNTa)) 
   ,nrow=2,ncol=2) 
fisher_promoters_SNTa <- fisher.test(matrix_promoters_SNTa) 








matrix_genes_RTa = matrix(unlist(c(median_genes_RTa, 
    exp_median_total_RTa-median_genes_RTa, 
    obs_genes_RTa, 
    obs_total_RTa-obs_genes_RTa)) 
   ,nrow=2,ncol=2) 
fisher_genes_RTa <- fisher.test(matrix_genes_RTa) 












matrix_genes_STa = matrix(unlist(c(median_genes_STa, 
    exp_median_total_STa-median_genes_STa, 
    obs_genes_STa, 
    obs_total_STa-obs_genes_STa)) 
   ,nrow=2,ncol=2) 
fisher_genes_STa <-fisher.test(matrix_genes_STa) 






matrix_genes_RNTa = matrix(unlist(c(median_genes_RNTa, 
    exp_median_total_RNTa-median_genes_RNTa, 
    obs_genes_RNTa, 
    obs_total_RNTa-obs_genes_RNTa)) 
   ,nrow=2,ncol=2) 
fisher_genes_RNTa <- fisher.test(matrix_genes_RNTa) 






matrix_genes_SNTa = matrix(unlist(c(median_genes_SNTa, 
    exp_median_total_SNTa-median_genes_SNTa, 
    obs_genes_SNTa, 
    obs_total_SNTa-obs_genes_SNTa)) 
   ,nrow=2,ncol=2) 
fisher_genes_SNTa <- fisher.test(matrix_genes_SNTa) 








matrix_5UTR_RTa = matrix(unlist(c(median_UTR5_RTa, 
    exp_median_total_RTa-median_UTR5_RTa, 
    obs_5UTR_RTa, 
    obs_total_RTa-obs_5UTR_RTa)) 
   ,nrow=2,ncol=2) 
fisher_5UTR_RTa <- fisher.test(matrix_5UTR_RTa) 













matrix_5UTR_STa = matrix(unlist(c(median_UTR5_STa, 
    exp_median_total_STa-median_UTR5_STa, 
    obs_5UTR_STa, 
    obs_total_STa-obs_5UTR_STa)) 
   ,nrow=2,ncol=2) 
fisher_5UTR_STa <-fisher.test(matrix_5UTR_STa) 






matrix_5UTR_RNTa = matrix(unlist(c(median_UTR5_RNTa, 
    exp_median_total_RNTa-median_UTR5_RNTa, 
    obs_5UTR_RNTa, 
    obs_total_RNTa-obs_5UTR_RNTa)) 
   ,nrow=2,ncol=2) 
fisher_5UTR_RNTa <- fisher.test(matrix_5UTR_RNTa) 






matrix_5UTR_SNTa = matrix(unlist(c(median_UTR5_SNTa, 
    exp_median_total_SNTa-median_UTR5_SNTa, 
    obs_5UTR_SNTa, 
    obs_total_SNTa-obs_5UTR_SNTa)) 
   ,nrow=2,ncol=2) 
fisher_5UTR_SNTa <- fisher.test(matrix_5UTR_SNTa) 








matrix_3UTR_RTa = matrix(unlist(c(median_UTR3_RTa, 
    exp_median_total_RTa-median_UTR3_RTa, 
    obs_3UTR_RTa, 
    obs_total_RTa-obs_3UTR_RTa)) 
   ,nrow=2,ncol=2) 
fisher_3UTR_RTa <- fisher.test(matrix_3UTR_RTa) 






matrix_3UTR_STa = matrix(unlist(c(median_UTR3_STa, 
    exp_median_total_STa-median_UTR3_STa, 








    obs_total_STa-obs_3UTR_STa)) 
   ,nrow=2,ncol=2) 
fisher_3UTR_STa <-fisher.test(matrix_3UTR_STa) 






matrix_3UTR_RNTa = matrix(unlist(c(median_UTR3_RNTa, 
    exp_median_total_RNTa-median_UTR3_RNTa, 
    obs_3UTR_RNTa, 
    obs_total_RNTa-obs_3UTR_RNTa)) 
   ,nrow=2,ncol=2) 
fisher_3UTR_RNTa <- fisher.test(matrix_3UTR_RNTa) 






matrix_3UTR_SNTa = matrix(unlist(c(median_UTR3_SNTa, 
    exp_median_total_SNTa-median_UTR3_SNTa, 
    obs_3UTR_SNTa, 
    obs_total_SNTa-obs_3UTR_SNTa)) 
   ,nrow=2,ncol=2) 
fisher_3UTR_SNTa <- fisher.test(matrix_3UTR_SNTa) 








matrix_active_RTa = matrix(unlist(c(median_active_RTa, 
    exp_median_total_RTa-median_active_RTa, 
    obs_active_RTa, 
    obs_total_RTa-obs_active_RTa)) 
   ,nrow=2,ncol=2) 
fisher_active_RTa <- fisher.test(matrix_active_RTa) 






matrix_active_STa = matrix(unlist(c(median_active_STa, 
    exp_median_total_STa-median_active_STa, 
    obs_active_STa, 
    obs_total_STa-obs_active_STa)) 















matrix_active_RNTa = matrix(unlist(c(median_active_RNTa, 
    exp_median_total_RNTa-median_active_RNTa, 
    obs_active_RNTa, 
    obs_total_RNTa-obs_active_RNTa)) 
   ,nrow=2,ncol=2) 
fisher_active_RNTa <- fisher.test(matrix_active_RNTa) 






matrix_active_SNTa = matrix(unlist(c(median_active_SNTa, 
    exp_median_total_SNTa-median_active_SNTa, 
    obs_active_SNTa, 
    obs_total_SNTa-obs_active_SNTa)) 
   ,nrow=2,ncol=2) 
fisher_active_SNTa <- fisher.test(matrix_active_SNTa) 
capture.output(fisher_active_SNTa, file = 
"/home/pam/hubic/bed/first_experiment_diff_cells/shuffle/fisher/fisher_ASP_
SNT_active.txt") 
 
########################################################################## 
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