Fieldwork training is a key component of several practical disciplines. In this study, students' peer assessment of fieldwork is explored as a method to improve their practical training. Peer assessment theories are first discussed. A framework for peer assessment of fieldwork is proposed, and the steps taken for preparation of students for this task are discussed. A developed marking, feedback and moderation tool of assessment are presented. Application of peer assessment in the field was investigated over a period of two years in one undergraduate unit in the geospatial discipline as an example. Reliability of peer assessment was estimated by measuring the difference between assessments carried out by groups of peer assessors, and its validity was measured by comparing students' marks with those given by tutors. Results show that students have gained from the peer assessment process, mainly as a formative form of assessment, by better understanding and endeavouring to achieve the objectives of field tasks. Tutors use differences among assessments made by groups of students compared to tutors' assessments to identify field components that need better explanation of their content and assessment criteria.
Introduction
Practical disciplines, including geospatial sciences, surveying, mining engineering, agriculture, environmental, health and sports science, require highly professional fieldwork training. The fieldwork (including physical skills -psychomotor) domain taxonomy model is presented by Dave (1970) , and includes the objective levels imitation (observing and patterning behaviour after instructor), manipulation (performing certain actions following instructions), precision (performing a skill within a high degree of precision), articulation (coordinating and adapting a series of actions to achieve internal consistency) and naturalisation (mastering a high level performance until it becomes natural). Effective fieldwork can be achieved by scaffolding these levels.
In surveying, as an example, students typically exercise each practical skill in only one session (El-Mowafy, Kuhn, and Snow 2013) . As a result, their practical experience is limited to their own work. One effective way of improving students' experience is by involving them in peer assessment of others' work (Falchikov 2005) . This has several advantages, such as:
• The peer assessment process, including teachers' feedback, is a valuable way of improving students' approaches to problem solving by learning from the mistakes and innovations of others.
• It supports early learning of professional methods, including the provision of constructive criticism to peers. This is needed in today's highly professional and competitive work environment.
• In order to assess others' work, students must be fully aware of, and follow, key learning objectives and proper methodology for the fieldwork, and appreciate the importance of coming to the final correct solution.
Fieldwork has two assessable components: fieldwork activities and office work. The two components are different in nature. Assessment of office work is carried out after completing the fieldwork: finalising computations, reporting conclusions and developing products (e.g. maps). The majority of assessors use conventional paper assessment forms and some use online tools. For instance, a number of computerised, office-based peer assessment tool kits are available, such as TeCTra (Raban et al. 2009 ) and SPARK PLUS (Freeman and McKenzie 2002) . However, assessment of fieldwork activities in the field involves specific preparation, instantaneous interaction, practise and the use of various tools. For instance, it includes:
• equipment checks;
• checking safety policies and procedures prior to commencing fieldwork;
• professional field booking, recording of data and notes;
• field procedure;
• problem solving; • interpretation of results;
• practical checks at different phases of the work including verification of final results; and • compliance with professional practice in all of the above.
At present, there is a shortage of studies that discuss peer assessment of fieldwork in the field. In this paper, such field peer assessment is discussed and a case study in the area of geospatial sciences is presented. Three research issues will be addressed; the need for coaching students to carry out peer assessment, the use of well-structured interactive digital rubrics to provide clear assessment criteria and clear marking scales and the reliability and validity of peer assessments.
Literature review
Most literature focuses on students' peer assessment of examination papers or assignments, and discussion of fieldwork assessment is limited. Nevertheless, past research determines essential concepts that are needed to build on in our research related to peer assessment of fieldwork in the field.
Peer assessment as a learning strategy
Learning is an inherently social process, where different strategies for effective learning can be implemented (Strobl 2007) . Peer assessment is one of these strategies that can be used to help develop professional skills in the course of education, as well as help to promote skill transfer to the workplace (Luca and McLoughlin 2002) . These skills include team, problem solving, decision-making, communication, information literacy and time management skills. In peer assessment of individual contributions to group projects, Falchikov (2007) cited evidence that students view peer assessment of group work to have a role in promoting life-long learning skills, including reflection, autonomy, self-efficacy, diplomacy, problem solving and responsibility. In addition, peers work closely together and may therefore have a greater number of accurate behavioural observations of each other (Greguras, Robie, and Born 2001) .
Assessment has a focus on future learning that reportedly improves both shortand long-term outcomes, by helping students to make increasingly sophisticated judgements about their learning (Thomas, Martin, and Pleasants 2011) . Part of this preparation for life-long learning requires helping students to learn to continuously monitor the quality of their work during the act of production itself, so they can make improvements in real time (Sadler 1989; Montgomery 2000) . This can be enhanced when students use criteria and apply standards when they make judgements during the peer assessment process (Falchikov 2005) . Students must directly demonstrate through assessment and evaluation that they are reaching the desired outcomes. Brew (1999) mentioned that when teachers share with their students the process of assessment, giving up control, sharing power and leading students to take on the authority to assess themselves, the professional judgement of both is enhanced. Assessment becomes not something done to students; it becomes an activity done with students. Thus, the aim of the peer assessment task is to allow students to exercise their judgement in assessing their peers, and to apply what they have learnt in a self-reflective confirmatory exercise. The ability to make judgements about whether a performance or a product meets given criteria is vital for effective professional action in any field (Biggs and Tang 2007) .
For peer assessment to have a positive impact, the peer assessment process should be effective, leading to outcomes desired by the students and the instructor, and provide meaningful ratings, in that the student has taken the rating process seriously and spent time considering each rating (Friedman, Cox, and Maher 2008 ). An individual feels motivated when he or she feels that effort will lead to an acceptable level of performance, performance will lead to some outcomes and the outcomes are personally valued (Isaac, Wilfred, and Douglas 2001) . Harbaugh (2012) noted the effectiveness of structured peer assessments and guided discussion activities as a means to increase motivation levels, autonomous learning skills and a sense of connectedness with other students. However, to achieve an effective peer assessment process, it should be preceded by a stage of preparation.
Preparation of students for peer assessment In order to promote the development of reflective, critical and evaluative skills needed for peer assessment, the learning environment should be designed to enable participants to (Luca and McLoughlin 2002) :
• have a clear understanding of the objectives;
• identify valid assessment criteria; and • accurately evaluate success or failure on a given task. Price and O'Donovan (2006) stress the importance of giving students sufficient practice with the assessment criteria and of discussion to develop a shared understanding of the explicit and tacit assessment criteria, before commencing peer assessment. These points are echoed by AlFallay (2004) and Campbell et al. (2001) , who found that students need additional training to provide reliable assessment on specific criteria. Brew (1999) advised that more positive responses to the use of assessment are likely when the tutor's expectations are clear, and when students have received systematic practice.
Instructors can use three strategies to improve the quality of peer assessment; modelling, scaffolding and fading (Falchikov 2007) . Before engaging students in peer assessment, tutors can provide examples to students of how they personally use assessment tools and strategies to improve reliability and accuracy.
In terms of scaffolding, Falchikov (2007) encouraged tutors to initially start with structured grading schemes (for example, rubrics), before moving to less structured systems, where students negotiate the assessment criteria. Therefore, clear definition of the marking scales and the marking instructions is a condition for performing peer assessment. Students can use rubrics to assess the work of their peers and help them to understand the assessment criteria. This may also help students to become realistic judges of their own performance by enabling them to monitor their own learning, rather than relying on their tutors for feedback (Crisp 2007) . Students can become realistic judges when expressing awareness of what can be practically achieved or expected, and when applying the assessment criteria in a methodological manner. Students can acquire expectations and standards of assessment tasks through a preparation stage of peer assessment.
As students achieve greater independence in peer assessment, the amount of direction and level of support offered by the tutor fades over time. However, this should be discussed and negotiated with students.
Some points of concern in peer assessment and proposed solutions Davies (2003) reported negative consequences of peer assessment if students feel ill-equipped or not capable, feel uncomfortable with the responsibility of peer assessment duties or perceive that peer assessment is being used as a means of alleviating pressures for tutors, and if tutors have concerns about the subjectivity and reliability of assessment. Carless (2007) argues that teachers can improve the effectiveness of peer assessment by being very clear with the students about how they will benefit from participating. Biggs and Tang (2007) agree that it is important that educational outcomes are made clear to the students, because it is necessary to get them on side. Bouzidi and Jaillet (2009) note that performing peer assessment for examinations helps teachers identify problems, thus giving them an opportunity to correct them. However, this increases the teacher's workload. Consequently, they suggest creating a system that enhances online assessment. Bostock (2000) acknowledged certain weaknesses of peer assessment, in particular the over-estimating of friends' work. However, he explains that this can be avoided by setting up a system which would guarantee anonymity, multiple assessments, multiple assessors and moderation by the teacher. Bostock argued that the formative or summative assessment of other students' work by the students themselves has several advantages for the learning process, both for the assessor and the assessed. He pointed out that peer assessment encourages students to be independent and develop skills in high cognitive areas. However, some academics are cautious about using peer assessment as a form of summative assessment. The use of peer assessment as formative or summative assessment varies from case to case, according to the fieldwork activity and the learning objective.
Validity and reliability of peer assessment
In practice, peer assessment may pose validity and reliability concerns. This may include the activities to be assessed, the assessment tools and the assessors (Brennan 2001) . For example, the validity of a test is regarded as acceptable if the test comprises only items enabling the assessment of competences corresponding to training objectives. The reliability of an assessment tool is acceptable if it enables the accurate observation of the learning competence and makes it possible to give an opinion on this competence. Cho, Schunn, and Wilson (2006) regarded the reliability of peer assessment as a variable that can be measured by the difference between the marks given by peers. They consider the validity of peer assessment as a variable that can be measured by the difference between the marks attributed by peers and by teachers. Thus, peer assessment reliability and validity depend on several factors, such as students' academic level and abilities, the reliability of the marking schemes and the clarity of the marking instructions.
Some studies have investigated the reliability of peer assessment (Haaga 1993; Falchikov and Goldfinch 2000) . Various measurements have been used, including comparison of means, Pearson's product moment correlation, concordance percentage and intra-class correlation (ICC). Falchikov and Goldfinch (2000) found that peer assessments resemble more closely teacher assessments when global judgements based on well-understood criteria are used, rather than when marking involves assessing several individual dimensions. Bouzidi and Jaillet (2009) argued that validity comparisons in the literature are contradictory. Sadler and Good (2006) noticed that students slightly underestimate the work of their colleagues, whereas they overestimate their own. De Grez, Valcke, and Roozen (2012) indicated that a comparison of the teacher and peer assessment scores points at a positive relationship, but also at critical differences. Cho, Schunn, and Wilson (2006) , while carrying out an experiment involving 708 students, showed that the overall assessments of at least four peers on a written examination are reliable and just as valid as the assessments made by the teacher. The results suggested that the teachers' concerns regarding the reliability and validity of peer assessments should not prevent peer assessment from being applied, at least with the appropriate scaffolding.
These conclusions on the reliability and validity of peer assessment need to be further examined when performing this type of assessment in the field for fieldwork activities.
Experimenting with peer assessment of fieldwork in the field In this study, we investigate peer assessment of fieldwork, taking the discipline of Geospatial Sciences as an example. The experiment was applied for the unit 'GPS Surveying', which is offered to third-year undergraduate students at Curtin University, Australia. The experiment was performed for two years (2011 and 2012) , and for four sessions in each year. The number of students involved was 30 and 32, respectively. The practical training is arranged such that two similar classes run per week. The class size was 16 students on average, and students carry out one session per week. Fieldwork is performed in groups of four students. In this experiment, peer assessment marks are taken as a formative assessment method.
Our research in this experiment focuses on two areas:
(1) Preparation of students for peer assessment through
• coaching of students to carry out peer assessment,
• development of well-structured interactive digital rubrics, which provide: (i) a clear marking scale, (ii) clear instructions (iii) constructive feedback to students and (iv) moderation of marking.
(2) Reliability and validity analysis, where marks assigned by different groups of students are compared, and tutors check consistency of grading and competence of reflection (i.e. reliability checking). Student marks are also compared with marks given by the tutors (i.e. validity checking).
Methodology
The framework for peer assessment is developed to ensure that the assessment method is constructively aligned to active learning methods. The steps considered are given in a flow chart, which is shown in Figure 1 . A modelling and scaffolding strategy was applied where, before engaging students in peer assessment, examples and strategies of tutors' assessment were provided in order to improve the reliability and accuracy of their assessment. Structured grading schemes, defining the marking scales and instructions, were used in a form of rubrics. Students were involved in setting the assessment criteria during the design stage of the rubrics through an open discussion, where field tasks were discussed, including their sequence, requirements, field steps, computations, presentation of results and ranking of different possible performance levels. The rubrics help students to apply the assessment criteria in an organised way, and aim at helping students to become realistic judges. In the field, a paper form of the rubrics was used, and next in the office the marks were input into an interactive digital version of the rubrics to automatically assign marks and present outcomes and feedback. As discussed by Yorke (2003) , it is not only the quality of the feedback evolving from the assessment that is crucial, but what a student does with the feedback. Therefore, in our study, tutors follow up with students response to the feedback they receive. In addition, the tutors have encouraged and made sure that students take the rating process seriously and spend time considering each rating. Students were informed that quality of their assessment would also be marked.
To evaluate reliability, each fieldwork assignment was evaluated by two groups and their marks were compared. In addition, a comparison between peer and selfassessment was performed for all sessions and by all assessors; however, this was only performed for the assessment of the report component.
Coaching of students to carry out peer assessment
In one session at the start of the semester, tutors explained the purpose of peer assessment and its value, and discussed with students the general criteria that they should use and the standards they need to apply to judge the work of their peers. At the start of each fieldwork session, the tutors explained the objectives of the session, use of equipment (i.e. GPS receivers), field procedure, calculations and expected outcomes. The tutors made sure that students had a clear understanding of the objectives, and discussed with them the session-specific assessment criteria. Next, students carried out the fieldwork, and during the last quarter of the session two students from each group visited another group to perform peer assessment. They evaluated, through the use of the allocated rubrics, the ability of their peers in achieving the desired outcomes of the fieldwork session. The students were encouraged to engage in a group discussion to increase the accuracy of the assessment.
To evaluate the importance of training, students before practicing peer assessment, the differences between marks given by trained peer assessors and marks given by untrained peer assessors were compared. In general, all students were trained except for one group in one class who received only basic instructions.
Marking, feedback and moderation tool for peer assessment The clear definition of the marking scales and instructions is a condition for successful performance of peer assessment. In addition, due to different persons being involved in the assessment process, moderation of marking should be considered, which may vary according to the assessor's background and academic level. Therefore, the use of well-structured and detailed grading schemes (for example, rubrics) serves to minimise possible gaps in student grading of their peers.
Three versions of the marking tool were developed to support the three elements; provide clear marking scales, provide feedback to their peers and moderation of marking. The marking scheme was supplemented by clear marking instructions. The rubrics were designed to be adaptable to multiple surveying units. They can also be applied to other disciplines that have a fieldwork component, such as agriculture, physical education and mining, with limited effort. The templates have been designed for assessment of multiple tasks in individual and group practicals, as well as the practical component of surveying camps. The templates were provided to students before commencement of the field sessions. This ensures that students know in advance about how each fieldwork activity will be assessed, and mark distribution for each task and each performance level. This helps stimulate student's efforts in addressing all fieldwork tasks and objectives. The developed system was designed to target providing an accurate, fair and consistent moderation approach, narrowing down variability in moderation of fieldwork between different assessors.
Four main assessment components were identified in the marking rubrics of surveying; fieldwork, field recording, computation and analysis and presentation of results. The first two components are related to activities performed in the field, whereas the last two are to be carried out in the office after data collection and verification. Each assessment criterion is quantified and varies according to nature of the task. These four areas were further broken down into four subcategories that are assessed. The component fieldwork has the subcategories correct instrument set-up, maintained instrument set-up, correct observation procedure and closing/checking observations taken before leaving site. Field recording has the subcategories use of paper/digital field notes, observations recorded correctly, clear and complete field notes presented and inclusion of index/cover page. Computation and analysis comprises the tasks basic calculations and reductions performed, closure and checking calculations carried out and acceptable results achieved. Finally, presentation of results includes the subcategories clear and well-structured report elements, description of fieldwork and methodology, results/analysis/conclusions and required plans/maps/tables.
The activities for each component have been described and linked to different performance levels (i.e. very poor, poor, pass and distinction). The tasks and performance levels are set to meet the industry standards in fieldwork execution. These levels have been selected according to the results of a questionnaire to industry stakeholders and discussion with students. A unified marking scale is linked to each performance level. Figure 2 shows, as an example, one rubric and its marking scale used for each component and work activity. The peer assessment was conducted in two separate settings by the same assessors, one setting in the field for assessment of fieldwork activities and one assessment after receiving fieldwork reports.
The digital copy of the marking rubric has two interconnected sheets. The first sheet, which is depicted in Figure 2 , is for grading student performance in each sub-task, where the assessors need only to tick in the boxes describing performance level and feedback to peers. After grading on the first sheet, the assessment outcome is automatically presented in the second marking sheet, where a calculator tool is applied and assigns marks to each student according to performance in each activity and the percentage of his/her contribution. The mark for each of the main components (fieldwork, field recording, computation and analysis and presentation of results) is calculated as the sum of the marks of its subcategories. This sum is presented in a scale from 1 to 10, and it is next scaled according to an assigned weight to each component relative to the total mark. This weight may vary from one practical session to another according to the fieldwork task at hand. The final mark is presented on a scale from one to 10 as the sum of the weighted marks of all components. Figure 3 illustrates the calculation sheet component of the developed rubric. Specific feedback for each field task can also be given through this sheet. Furthermore, a field is added to reward innovation made or the complexity of the task by scaling up or down the final mark.
Practice in testing the group assignment marking tool in the unit GPS Surveying has showed that it proved to be very useful as it helped students to focus on the objectives of each activity and assign marks according to achievement. A question- naire was administered to students who used the marking tool concerning its usage and required enhancement. In general, students found the marking rubric helpful in assisting their understanding of practical task requirements, and in improving their performance and marking capability (Gulland, El-Mowafy, and Snow 2012; ElMowafy, Kuhn, and Snow 2013) . The response of the industry on the design and contents of the marking and feedback rubric received through another questionnaire was good, and valuable comments and recommendations were received which helped in the refinement of the tool.
Evaluation of reliability and availability of peer assessment Reliability and validity can be estimated by measuring the difference between assessments carried out by groups of students as peer assessors, and by comparing their assessments with assessments done by the tutors. In our experiment, it is assumed that:
• the assessment items are set up correctly;
• the observation and marking tools are reliable;
• the marking instructions and scale schemes are clear and coherent.
Results of the first year of the study Table 1 shows for all fieldwork subcategories the absolute value of the mean and dispersion (measured by the standard deviation) of differences in marks given by different groups of assessors when marking the same tasks in the first year of the study (2011). Means and standard deviations are given as percentages of the total mark in each subcategory. The differences between the marks given by two groups of assessors were computed, where each peer-assessor group consists of two assessors who gave one mark for each task. The values of the means and standard deviations that are shown in (Table 1) are the overall average of these differences for four groups per class, and for two classes per practical session, where four sessions were executed per year. This gives a total sample size for each task in a subcategory/year = 1 difference Â 4 groups Â 2 classes Â 4 practical sessions = 32. Table 2 summarises for each of the four main assessment components of the surveying fieldwork tasks the average values of their subcategories.
The differences are first computed among average marks given by different groups of student assessors (representing reliability), and when students self-assess their work against their peers' assessment. The comparison between peer and selfassessment was only performed for the two components computation and analysis and presentation of results after students were provided with model reports by the tutors. The last two columns of Tables 1 and 2 show statistics of average differences between students' and tutors' assessments (representing validity). Means and standard deviations for these differences were computed as explained above, where the total sample size in this case for each task in a subcategory/year = 2 difference (since we have two peer assessments that were differenced with the tutor assessment) Â 4 groups Â 2 classes Â 4 practical sessions = 64.
To estimate the inter-correlations among marks of different assessors, the ICC coefficient was used to assess the consistency, or conformity, of measurements made by multiple observers (Shrout and Fleiss 1979) . The overall average ICCs of marks given by different groups of assessors (peers, tutors and self) for each fieldwork component in the first year of the study are shown in Table 3 . We assume here that each group marked the fieldwork independently. We also empirically checked that the marks do not include outliers; i.e. the difference between marks given for each fieldwork component and the mean value did not exceed thrice the value of the standard deviation.
Discussion of results of the first year of the study Results (Tables 1 and 2) show that the differences in marks given by different groups of students to their peers for the field components fieldwork and field recording were on average limited to 4.46 and 3.27%, with a dispersion of 5.85 and 2.90%. Different peer assessor groups had high agreement on field components, such as maintained instrument set-up and correct observation procedure, and a small discrepancy of 3% in the correct instrument set-up. Their main disagreement came in the fieldwork component closing/checking observations taken before leaving site, with 9.29% difference, which shows some biases in judging this task. From a professional point of view, differences between assessments for this component should be minimal under the assumption that students accurately and objectively evaluate each task. Therefore, these results indicate that the explanation of this component to students was not adequate. Comparison between marks given by different groups of peer assessors with those of the tutors for the two fieldwork components fieldwork and field recording shows that they were reasonably close, but are still higher than those given by peer assessors. In general, students report higher marks than teachers. This is in agreement with the findings of other studies (e.g. Langan et al. 2008) . The fieldwork components that experience the highest differences were closing/checking observations taken before leaving site and clear and complete field notes presented, where discrepancies between tutors and peer assessors were 8.7 and 10.4%, respectively. This indicated that more clarification was needed concerning the assessment criteria of these two components.
In the analysis of the inter-correlation results between different groups of assessors, we assume that ICC values greater than 0.8 would represent a high correlation, and those between 0.5 and 0.8 a medium correlation, whereas a value below 0.5 would indicate a low correlation. Table 3 shows high correlations among peer assessment marks for the fieldwork and field recording components, and slightly lower correlation for those marks with the marks given by the tutors.
For the two office work components, data analysis and presentation of results, the discrepancies among different peer assessor groups were significant and their dispersion was also large. The components that have the largest differences were acceptable results achieved, clear and well-structured report elements and required plans/maps/tables, with average differences of 10, 9 and 8%, respectively. Similarly, the differences between the student assessment and tutors were significant. When students were asked to self-assess their own work and next compare their marks with the marks given by their peers, we noticed moderate differences and correlations, and that students relatively underestimate the work of their colleagues and overestimate their own. This is shown in Tables 1-3 by the 5.78 and 5.06% differences in average marks given by self-and peer assessment of the components computation and data analysis and presentation of results, with dispersion of 5.23 and 3.44%, respectively, and moderate values for correlation coefficients of 0.742 and 0.648.
To statistically check the significance of the differences using their mean values, it was assumed that these differences represent a random sample from a population with a normal distribution. A test statistic for the mean of the sample was formed as a t-score. The p-value, which is the probability of observing a sample statistic as extreme as the test statistic, was computed using the t distribution, given the degrees of freedom equals (n À 1), where n is the sample size. Assuming a significance level of 0.01, the p-value is compared to the significance level, and the mean is considered statistically significant when the p-value is less than the significance level. The test was applied for each practical session to ensure consistency of the samples.
The differences among the marks given by peer assessors as well as the differences between peer assessors and the tutors' marks were found to be statistically significant for the subcategories closing/checking observations taken before leaving site, clear and complete field notes presented, analysis of results performed, results, analysis and conclusion, acceptable results achieved and clear and well-structured report. The differences in the last two areas were found to be significant when comparing peer assessment with self-assessment marks. These significant differences can be explained by differences in the width and depth of the experience of students and tutors. Furthermore, within the group of peer assessors, not all students could have applied the same criteria in a consistent way. The significant discrepancies also suggest that students and tutors still interpret some assessment criteria and indicators of the rubric in a different way. This indicates that more explanation/clarification is needed for the above components, and that the expectations of the tutors need to be discussed in more detail with students.
For the same test period, Table 4 gives the average values of the differences for the four main assessment components of the surveying fieldwork tasks, when comparing the marks of trained peer assessors with marks given by peer assessors without training. Results showed that the average mark differences between the two groups (with/without training) were 7 and 10% for the field and office work components. Similarly, the discrepancies between the peer assessors without training and the tutors were higher than that of peer assessors with training, and ranged between 7 and 12% on average for the field and office work components, respectively. The differences were found to be statistically significant. These findings suggest that training of students to carry out the assessment task is important.
Results of the second year of the study The lessons learnt from the application of the peer assessment process in the first year helped us to fine tune the process and the marking rubrics, and to improve our explanation of the assessment criteria when the process was repeated for a second year (2012) . Results of the second year are given in Tables 5 and 6 . The change from the results obtained in the first year was limited, but overall positive, as it showed smaller differences and higher correlations among peer, self and tutor assessments. However, the differences are still statistically significant for the subcategories identified in the first year, which implies that the enhancement measures taken should continue. For the two years of our study, the results of a survey of students show a very positive attitude and appreciation towards the value of peer assessment, in particular when applied as formative assessment.
Student involvement in constructive assessment of peers
In our experiment, the following points were considered to support engaging students in a constructive assessment of their peers: • Students were encouraged to engage in a constructive criticism of their peers, where they discuss their strengths and weaknesses in their performance. Students were encouraged to identify how they could improve their own performance and how they could approach the task differently.
• Students were guided to carry out individual thinking and engage with the assessment criteria before meeting in the field. They were advised to discuss with their peers the objectives and requirements of each fieldwork assessment task before commencing it.
• Fieldwork assessment was performed in a small group of students and marks were given after discussion. This helps to strengthen the assessment.
• Students openly discussed with their peers their individual contribution within the team work.
• Student assessors were not advised to openly voice their marks to others, as marks were confidential, so only the tutor would know how students had rated their peers.
• We target improving students' aspirations to achieve high standards by gradually introducing a system of 'if not of a high standard -redo or fail'. This is a more realistic representation of the industry environment students those who are aiming to join upon graduation.
Future work
Our future research work includes development of best practice guidelines for peer assessment of fieldwork, with emphasis on requirements to achieve industry standards. For example, in the surveying discipline this targets meeting the professional surveyors' Code of Practice (Department of Mines and Petroleum, Western Australia 2011). In addition, the current study remains limited when it comes to sample size, the scope of the skills to be mastered and the complexity level of the competencies. Therefore, extension of the study will be performed to include a larger number of units and for a longer period. We also plan to apply the marking tool in the field using mobile technology (iPads). iPads would help in minimisation of the time spent on transfer of records to computers, and will be convenient for taking photographs or videos for the documentation needed in the assessment. The use of iPads with 4G will also allow student queries to be sent directly to supervisors for remote discussion and instantaneous feedback. An example of the use of iPads for assessment is Campbell and Wren (2012) , who presented an App that enables the markers of live performances to focus their attention on the quality of learning, while the technology streamlined the assessment process.
Conclusions
In this study, peer assessment was explored with the focus on fieldwork evaluation. The level of agreement among peer assessments and with tutor assessments was studied for one unit for two years. The differences in the marks for different field components were discussed and statistically examined. The components of poor agreement were identified to detect areas of weak assessment design. In general, discrepancies in marks of the field components were less than those for the office work component.
In general, the peer assessment process can be a useful learning strategy. The lessons learnt from the application of the peer assessment and marking/feedback tool in the first year helped us to enhance this tool and improve explanation of the assessment criteria and tutors' expectations, particularly when large differences were found in the assessment of any component. This resulted in a reduction in the marking gap among peer assessors and with tutors in the second year of the study. Results also indicated that the measures taken to enhance the peer assessment process should continue.
When comparing results of peer assessors who are trained with another group without training, the first group had more consistent results. The differences in marking between the two groups suggest that training of students to carry out peer assessment is important. On the other hand, when students are asked to self-assess their own work and compare their marks with the marks given by their peers, students moderately underestimate the work of their colleagues and overestimate their own.
