We present CAFE, a new independent code designed to solve the equations of Relativistic ideal Magnetohydrodynamics (RMHD) in 3D. We present the standard tests for a RMHD code and for the Relativistic Hydrodynamics (RMD) regime since we have not reported them before. The tests include the 1D Riemann problems related to blast waves, head-on collision of streams and states with transverse velocities, with and without magnetic field, which is aligned or transverse, constant or discontinuous across the initial discontinuity. Among the 2D tests, without magnetic field we include the 2D Riemann problem, the high speed Emery wind tunnel, the Kelvin-Helmholtz instability test and a set of jets, whereas in the presence of a magnetic field we show the magnetic rotor, the cylindrical explosion and the Kelvin-Helmholtz instability. The code uses High Resolution Shock Capturing methods and as a standard set up we present the error analysis with a simple combination that uses the HLLE flux formula combined with linear, PPM and fifth order WENO reconstructors.
I. INTRODUCTION
Models of high energy astrophysics are closely related to relativistic fluid dynamics, because most of the sources are identified with the dynamics of gas or plasma associated to a high energy source. In the most complex cases, the models involve magnetic fields and cooling processes associated to various reactions taking place in the plasma. We know moreover, that interesting sources of this sort involve also strong gravitational fields. In this sense, the most complete models approaching realistic scenarios within the field of high energy astrophysics involve three main ingredients: relativistic hydrodynamics (RHD), magnetic fields (RMHD) and strong gravitational fields (GRMHD), which are further complicated with the introduction of various cooling processes and equations of state. In this way, the most modern relativistic models involve the solution of the coupled system of equations composed by the Einstein-Euler-Maxwell equations under very general conditions.
Given the complexity of this system of partial differential equations, these have been solved numerically for particular scenarios as a system of evolution equations, which requires the development of a code. Particular examples of high energy phenomena with some of these ingredients are the propagation of jets on flat space-times, accretion of tori around black holes, supernovae core collapse processes, mergers of binary neutron stars, etc. [1, 2] .
Astrophysical models of rapidly moving gas involve also a degree of idealization, in particular the gas equation of state, the conditions on magnetic fields and sometimes symmetries. The more powerful a code is, the less idealizations it assumes. Various codes have been presented that are distinguished among them in terms of what type of problems each one is able to solve. As examples we mention some of the currently most used codes. Cactus Einstein Toolkit, a multi usage package capable of solving the general relativistic MHD [3] . Whisky, a code that in its most sophisticated version can evolve general relativistic resistive magnetohydrodynamics [4] , mounted on top of the Cactus frame [5] . GENESIS, which is a code capable of solving the GRMHD equations for relativistic flows and stellar core collapse in general relativity [6] . HARM, a general relativistic code for a fixed space-time [7] and its latest version including radiation terms [8] . HAD, that in its most recent version is capable of evolving binary compact stars in the presence of magnetic fields, in general relativity [9] . There are also independent codes, capable of dealing with general relativistic hydrodynamics, for instance the one in [10] . CoCoNuT, evolves the General relativistic magneto-hydrodynamics to simulate the core collapse of massive stars and the evolution of neutron stars [11] . Specific purpose codes also include [12] , designed to evolve the accretion of magnetized winds onto black holes. The PLUTO code, capable of solving RMHD equations [13] . And a certainly more complete list of codes designed for various purposes that can be found in for instance [2] .
Even though the codes are extremely advanced, including coupling to General Relativity and radiation cooling processes (e.g. [14, 15] ), and knowing that new state of the art numerical methods to handle the High Resolution Shock Capturing (HRSC) schemes in relativistic and General Relativistic hydrodynamics are now being studied and tested (e.g. [16, 17] ), it is our intention in this paper, to present and certify our code CAFE, which in its first version focuses on the solution of RMHD equations, with the intention of extending it to general background space-times and is projected to study accretion processes on black holes. Additionally, considering we have not presented the tests of the RHD implementation before, we include also in this paper the tests in this regime.
The paper is organized as follows. In Section II we present the standard ideal RMHD equations that are solved. In Section III we show the tests for the zero magnetic field case, which reduces the system to the pure RHD regime and also show how our implementation performs on the standard tests of the RMHD. Finally in section IV we mention some final comments.
II. RMHD EQUATIONS AND NUMERICAL METHODS

A. Ideal RMHD Equations
We start by assuming the 3+1 decomposition of the space-time useful to foliate it with spacelike hypersurfaces [18] . In this approach, the line element is written as
where α is the lapse function, β i are the components of the shift vector and γ ij are the components of the three metric induced on each hypersurface. In what follows we use latin indices to label vectors or tensors on the 3-dimensional hypersurfaces and greek indices to label objects in the 4-dimensional space-time.
For the generic space-time (1), relativistic ideal magnetohydrodynamic equations can be derived from the conservation of the rest mass, the local conservation of the stress-energy tensor T µν and Maxwell equations respectively
where ρ 0 is the rest mass density of a fluid, u µ is the 4-velocity of the fluid elements, ∇ ν is the covariant derivative consistent with the four-metric g µν of the space-time (1) and
µνδλ F δλ are the components of the Faraday dual tensor, where µνδλ are the components of the Levi-Civita tensor. We use the rescaled Faraday tensor and its dual with the factor 1/ √ 4π, in order to avoid the inclusion of the permittivity and permeability of free space in cgs-Gaussian units. Notice that our definitions assume geometric units where G = c = 1.
In this work we consider the magnetized gas is described by the sum of the stress-energy tensor of a perfect fluid T µν f luid and Maxwell stress-energy tensor T µν EM
where p is the gas pressure, b µ = u * ν F µν is the component of the Maxwell tensor parallel to the 4-velocity of the fluid (magnetic 4-vector measured by an observer comoving with the fluid), b 2 = b µ b µ is the magnitude of the magnetic field and h = 1 + ε + p/ρ 0 is the specific enthalpy, where ε is the rest frame specific internal energy density of the fluid. Then, the total stress-energy tensor reads
where p * = p + p m is the addition of the gas pressure p and the magnetic pressure p m = b 2 /2. In the same way, h * = h + h m is the sum of the specific enthalpy of the fluidh and the specific magnetic enthalpy h m = b 2 /ρ 0 . In order to track the evolution of the fluid it is convenient to write down the relativistic magnetized Euler equations as a system of flux balance laws [2, 19] on an arbitrary space-time background with metric (1). Following [19] , the evolution scheme is written as a first-order hyperbolic system of flux-conservative equations for the conservative variables (D, M j , τ, B k ), which are defined in terms of the primitive variables (ρ 0 , v j , p, B k ) as
where W = αu 0 is the Lorentz factor, v i is the 3-velocity measured by an Eulerian observer and defined in terms of the spatial part of the 4-velocity u i , as
α and B k is the spatial magnetic field measured by an Eulerian observer. Thus, the relativistic magnetized Euler equations (2) can be written in a flux balance law form as
where √ −g = α √ γ and √ γ are the determinats of the 4-metric g µν and the spatial induced 3-metric γ ij respectively.
Here, f (0) is the vector whose entries are the conservative variables. The vector f (i) contains the fluxes along the spatial directions and s is a source vector. All these ingredients are explicitly In these definitions the components of the magnetic field measured by the comoving observer and an Eulerian observer are related as follows
where the magnitude of the magnetic field can be written as
with B 2 = B i B i . Finally, the RMHD system of equations (9, 10) , is a set of eight equations for either, the primitive variables ρ 0 , v j , ε, p, B k or the conservative variables D, S j , τ, B k . As usual, we close the system with an equation of state relating p = p(ρ 0 , ε). Specifically, we choose the gas to obey an ideal gas equation of state p = (Γ − 1)ρ 0 ε, where Γ is the adiabatic index.
B. Numerical Methods
For a time-dependent PDE problem, a complete basic solver has several components: grid generation, initial conditions, boundary conditions, spatial discretization and time integration. In our case, the relativistic magnetized Euler evolution equations are solved on a single uniform cell centered grid. The integration in time uses the method of lines, with a second or third order total variation diminishing Runge-Kutta time integrator [20] . The right hand sides of the RMHD equations are discretized using a finite volume approximation together with High Resolution Shock Capturing methods. We have implemented the HLLE [21, 22] approximate Riemann solver in combination with the MINMOD and MC linear piecewise reconstructors, which are second-order methods. For high order reconstructions, we use the fourth-order piecewise parabolic method (PPM), which was developed by Collela [23] and adapted to the relativistic case by Marti & Müller [24] . We also use the fifth-order weighted Essentially Non Oscillatory (WENO5), which approaches the variables with high order of accuracy using polynomial interpolation, see [25, 26] , and are efficient at capturing the structure of turbulent fluxes [16] . Our framework is such that other schemes can be incorporated easily.
Approximate Riemann Solver
Different approximate Riemann solvers require different characteristic information from the Jacobian matrix A i = ∂f (i) /∂f (0) , for instance the Marquina [27] and Roe [28] approximate Riemann solvers, require the eigenvalues and eigenvectors. One of the appealing properties of the HLLE approximate Riemann solver is that it requires only the eigenvalues of the Jacobian matrix. Specifically, the HLLE solver uses a two-wave approximation to compute the fluxes across the discontinuity at the cell interfaces. One disadvantage of this flux formula is that as it does not resolve properly the contact discontinuity, it is more dissipative than other methods like HLLC which actually does solve the contact discontinuity [29] [30] [31] . However, less dissipative formulas may produce undesirable effects, such as the carbuncle artifact along the axis of propagation of strong shocks [32] .
Furthermore, in our HRSC scheme that solves the relativistic magnetized Euler equations (9) , in order to calculate the eigenvalue structure, we follow the formalism introduced by Anile [33] and further developed in [19] . The expressions of the seven eigenvalues associated to entropic, Alfvén, fast and slow magnetosonic waves are the following:
where E = ρ 0 h + b 2 is the total energy density measured by an observer comoving with the fluid. The fast and slow magnetosonic waves, which are required in the computation of the numerical fluxes, can be obtained by the solution of the following quartic equation in each direction i for the unknown ξ
where
c s is the sound speed and γ ii indicates a component of the metric not a summation. In order to solve this equation, we use an approximate method for the calculation of the eigenvalues related to the fast magnetosonic waves. The method was introduced by Leismann et al. [34] and basically consists in reducing the original quartic equation (19) to a quadratic equation, which can be solved analytically. Finally, Due to the structure of the HLLE formula, which uses the upper and lower bounds of the eigenvalues, it is not required to incorporate the slow magnetosonic waves.
The divergence-free magnetic field constraint
Although the analytic solutions of Maxwell equations guarantees the constraint (10), the experience shows that it is not the case when calculating numerical solutions of these equations. Instead, the numerical evolution of initial data involving Maxwell equations may eventually lead to a violation of the divergence free constraint (10), giving as a consequence the development of unphysical results like the presence of magnetic monopolar sources. There are various methods available to control the growth of the constraint violation (e. g. [35] ), in our code we use a version of the constrained transport method "CT", originally proposed in [36] , which is based on the use of the fluxes computed with the conservative scheme. This algorithm is known as flux-CT and was proposed in [37] . A detailed explanation of how the flux-CT works can be found in [38] .
In order to compare among methods, we also implemented the divergence cleaning mehtod, which preserves the magnetic field constraint by solving a modified Maxwell's equation ∇ ν * F µν + g µν ψ = κn ν ψ, where a new field variable ψ and a diffusive term κn ν ψ are added. The parameter κ may be adjusted in order to absorb errors in the constraint, and ψ vanishes when ∇ · B is satisfied. The hyperbolic divergence cleaning method used was proposed by Dender et al. [39] . To see how explicitly Maxwell's equations are modified, we refer the reader to [40, 41] .
Recovery of primitive variables
The code evolves the conservative variables {D, S j , τ, B k }, but not the primitive variables {ρ, v j , p, B k }. However, the numerical fluxes depend on both sets of variables. Therefore, after each time step within the evolution scheme, one needs to recover the primitive variables out of the conservative ones. By definition, the conservative quantities can be written in terms of the primitives, however a solution to the inverse problem is not known and a numerical algorithm is required.
The method we use is based on [30] and is as follows. As a starting point, the definitions of M i , τ , and an auxiliary variable Z = ρhW 2 are used. Then, it is necessary to compute M 2 = M i M i and τ in terms only of Z, W and B as follows
where B 2 = B i B i and p can be expressed in terms of Z and W
From equation (20) it is possible to write down the Lorentz factor in term of Z , B 2 and
and then substituting this into (21) we obtain
In order to solve this algebraic equation, we use a numerical iterative algorithm, which is a combination of the NewtonRaphson and bisection methods (see e. g. [42] ). The Newton-Raphson method requires the derivative df (Z)/dZ
where dp dZ
Finally, after calculating Z, it is possible to write down the other primitive variables as follows: once Z is calculated, W can be recovered from equation (23) , then the pressure is calculated from equation (22), ρ from the definiton of D and the velocity components from the expresion
which is obtained from the definiton of M i .
III. NUMERICAL TESTS
The first set of tests involve the evolution with the magnetic field switched off, which is the domain of the Relativistic Hydrodynamics (RHD), considered to be as important because we have not shown prior evidence of the ability of our code to handle this system. A second set of tests involve non-trivial magnetic fields, and include the typical RMHD tests.
A. RHD Tests
In order to illustrate how our implementation handles the evolution of a relativistic gas, in this subsection we present the standard tests showing that our implementation works properly. The 1D tests correspond to the Riemann problems under various conditions. In such case we compare the numerical results with the exact solution we implemented based on [43] [44] [45] .
We calculated the numerical solution of these tests using various limiters, however, unless otherwise specified: all the 1D figures corresponding to Reimann problems use the HLLE formula and the MC limiter, the problem is solved in the domain [−0.5, 0.5] with N = 400 identical cells, a Courant factor of CF L = 0.25, and with the initial discontinuity located at x = 0; the exact solution is represented with the continuous line. The resolutions we have used for the error estimates are ∆x 1 = 1/400, ∆x 2 = 1/800, ∆x 3 = 1/1600, ∆x 4 = 1/3200 and ∆x 5 = 1/6400. The various parameters of 1D tests are summarized in Table I . The first 1D Riemann problem test corresponds to a mildly relativistic blast wave explosion, characterized by an initial static state with higher pressure in the region on the left. The results can be seen in Figure 1 , where we compare the numerical solution (crosses) with the exact solution (line). The comparison between the exact and numerical solution is as good as that obtained by other codes (e.g. [44, 46, 47] ), where the most important feature is that with a relatively small number of cells the shock speed is pretty much the exact one. 
Test 2: Relativitic Blast Wave (b)
In this problem, unlike the previous one, the evolution of the initial discontinuity produces a sharper blast moving to the right. The standard initial data are those in [44] . In Figure 2 we show our results and contrast them with the exact solution. Due to the important difference of pressure between the left and right states, behind the shock there is an extremely thin dense shell, which is a feature expected to be controlled by a code. The fact that the thin shell is not well resolved is a matter of resolution, and in this particular case ∆x 1 is not enough, however with ∆x 2 the shell is well resolved and within the convergent regime.
FIG. 2:
Test 2: strong relativistic blast wave problem at time t = 0.4. As in the previous case, proper rest mass density, pressure and velocity are shown. The value of the numerical density peak of magnitude 7.3, is similar to what is found with other schemes (e. g. [44, 48] ).
Test 3: Head-on Stream Collision
In this case, the initial velocity in the two chambers is high and with opposite direction, as a consequence two strong shocks form and propagate to the left and right decelerating the gas to a very low speed. The evolution produces Lorentz factors of the order of 10000, which tests the capability of an implementation to control extremely high fluid speeds. The numerical results compared with the exact solution are shown in Figure 3 . Due to the strength of the shocks, unphysical oscillations may appear behind them, and in order to avoid these oscillations we use the MINMOD reconstructor, which is more dissipative than the MC.
Test 4: Strong Reverse Shock
In this problem a strong reverse shock forms in which post-shock oscillations are visible for the numerical methods used in our simulations. Specifically these oscillations are more evident in the pressure and density. The numerical results compared with the exact solution are shown in Figure 4 . Under these extreme conditions none of the reconstructors used here is capable of diminishing the oscillations although the oscillations converge to zero with resolution.
FIG. 4: Test 4
: strong reverse shock at t = 0.4. We show the proper rest mass density, the pressure and the velocity.
Test 5: Non-Zero Transverse Velocity: Easy Test
Many problems of interest in hydrodynamics involve strong shear flows. For example, astrophysical jets include shearing layers of ambient material into the fast jet flow. It is therefore important to test the ability of numerical codes to handle Riemann problems with velocity components transverse to the direction of propagation of the main flow. In this first case, the problem is relatively easy because the transverse velocity is in the cold gas of the right state, not in the relativistically hot left state or in the rarefaction fan which subsequently propagates into it. The numerical results compared with the exact solution are shown in Figure 5 , and there is no major difficulty to resolve the shock using resolution ∆x 1 .
Test 6: Non-Zero Transverse Velocity: Hard Test
This is a very severe test requiring very high resolution to resolve the complicated structure of the transverse velocity. This test is particularly hard because the transverse velocity is high not only where the gas is cold but also in the hot region. The numerical results compared with the exact solution are shown in Figure 6 and the initial set of parameters can be seen in Table I . : non-zero transverse velocity Hard Test at t = 0.6. In this figure, we show the results for three different resolutions, with ∆x1 (stars), ∆x3/2 = 1/3200 (diamonds) and ∆x3/4 = 1/6400 (squares). As a consistency check, and in agreement with [46] , we verified that when the resolution is increased the numerical solution is closer to the exact solution (simple line).
Error estimates for the 1D RHD tests
In order to systematically compare the numerical solutions under different combinations of limiters implemented in our code, we have calculated the error for each 1D Riemann test, and the results are summarized in the table II. In all the numerical solutions presented we found consistency, that is, the error decreases when the resolution is increased. We calculated the L 1 norm of the error of these tests as compared with the exact solution. For the methods used in our code, first order convergence is expected since the problems start with discontinuous initial data. For tests 1, 2, 3, 4 and 5 we have clearly spotted the desirable first order convergence regime for at least a combination of resolution and reconstructor used with the three base resolutions. The strong test 6 on the other hand, needs more resolution than the previous ones, however we nearly approach first order convergence for the highest resolutions.
It is important to mention that with error estimates, we also locate the resolutions required to safely work on a convergence regime of resolution. In fact these error estimates could be important in AMR codes, in which the resolution in a certain region may be prescribed by the strength and type of local Riemann problems contained in the tests presented here.
Two-dimensional Riemann problem
Multidimensional relativistic simulations are more difficult to carry out than the one-dimensional ones because the components of the velocity, which are spatially interpolated separately, eventually may cause the velocity to be greater than 1, v 2 > 1, especially in the ultrarelativistic regime, due to numerical errors in the reconstruction. For this reason, in some cases it is necessary to use more dissipative methods and use in some regions low order reconstructors. Considering that there are no exact solutions to many 2D problems, we restrict ourselves to describe the morphology of a given snapshot of the solution as usual.
The relativistic 2D Riemann problem basically implicates the interaction of shock, rarefaction and contact waves II: L1 norm of the error for the density for four schemes with different numerical reconstructor. The L1 norm is computed at t = 0.4, except for the test 6, which is presented at t = 0.6. The results achieve convergence as expected for problems with sharp discontinuities.
initially separated by four quadrants of constant values at initial time. In the context of classical hydrodynamics this problem was formulated in [49] and its extension to the relativistic case in [48] , where the initial condition involves two shocks and two tangential discontinuities. In this simulation, we use the most diffusive implementation, that is, the HLLE flux formula and the MINMOD limiter, since other cases resulted to be unstable at the same resolution. 
Relativistic Emery's Wind tunnel
This is a test proposed for classical hydrodynamics in [50, 51] that has been extended to the relativistic case [46, 52] . It consists in the flow entering from the left side of the domain and encounters a step. The initial standard conditions are ρ = 1.4, p = 1.0, v x = 0.999, v y = 0 with Γ = 1.4, with the step starting at one fifth from the horizontal and vertical domains [46] . The boundary conditions are inflow at the left boundary, outflow at the right, reflecting at the top and bottom and the step boundaries. The results using MC are shown in Fig. 8 . The global features of this test by t = 1 are that a reverse shock to the left is formed, which subsequently faces the constant entrance of the fluid form the left to form a bow shock. This shock then expands and by t = 2 it reaches the upper boundary and gets reflected as shown in the snapshot at t = 3 and finally it bounces back again from the step upwards as seen in t = 4. Also a Mach stem is formed vertically at the top boundary. Unlike in the Newtonian case, the contact discontinuity caused by the corner of the step does not develop any Kelvin-Helmholtz instability near the Mach stem.
Relativistic Kelvin Helmholtz Instability
Another test in 2D is the response of the code to unstable initial conditions and the resolution of small structures with low resolution. The Kelvin-Helmoltz (KH) instability develops when the initial conditions of a gas in two different states separated by different membranes is perturbed. Specifically, a KH instability can occur when there is velocity shear in a continuous fluid, or where there is a velocity difference across the interface between two states of the fluid. In this classical test, one assumes a chamber filled with gas in a given state and a strip in a different state. In our case we use the following set up for Γ = 5/3: Additionally the velocities are perturbed such that v x = v x × (1 + 0.01 cos(10πx) cos(10πy)) and v y = v y × (0.01 cos(10πx) cos(10πy)). In these numerical simulations, we cover the domain x, y ∈ [−0.5, 0.5] with 400 × 400 cells, and use a courant factor of CF L = 0.25 and periodic boundary conditions in all faces.
In Fig. 9 , we show the KH instability test at t = 1.5. We present the proper rest mass density using different reconstructors. From top to bottom, the figure shows the density computed with MINMOD, MC, PPM and WENO5 limiters in combination with the HLLE approximate Riemann solver. As we can see, MC and WENO5 present more sub-structure than MINMOD and PPM, because the later ones introduce more dissipation. However, the less dissipative a limiter is, more chances are that unphysical oscillations appear especially when the gas velocity approaches the speed of light. Thus, in order to avoid these oscillations, when the condition v 2 < 1 − 10 −6 is violated, the code uses a constant piecewise reconstructor. In Fig. 10 , we show the morphology at various times for different stages of the instability using WENO5 at t = 0.5, 1, 1.5, 2.
RHD Jets
Finally, the last of the numerical RHD tests corresponds to an axisymmetric relativistic jet, in cylindrical coordinates, injected through an homogeneos medium. are produced by the interaction between the turbulence and the jet.
In Figure 11 we show the progation of one of the hydrodynamical jets presented in [48] . In Figure 12 we present the hot model A1 in The particular feature of this model is that the bow shock is extended, and has a very thin cocoon as can be seen in the Figure. We compare the morphology of the rest mass density using (from top to bottom) MINMOD, MC and WENO5 reconstructors, we can see that WENO5 method captures the turbulent shocks in the cocoon region much better than the other reconstructors.
In Figure 13 we show the rest mass density and the Lorentz factor at time t = 110.67 of the model C2 in [53] . The jet parameters are v b = 0.99, adiabatic index Γ = 5/3, ρ b = 0.01, η = 0.01 and the ambient parameters ρ m = 1.0, M b = 6.0. We use the MC reconstructor in this case. This model has the extended bow shock surrounding the jet, and also has a larger cocoon evolving the spots with structure.
B. Relativistic Magnetohydrodynamic tests
Now we present the standard 1D and 2D tests for the RMHD according to the standard literature [47, 54, 55] . The 1D tests, which are summarized in Table III , consist in 1D Riemann problems with the special feature that now there is at least a non-trivial component of the magnetic field. We compare the numerical solution with the exact solution, which was computed using Giacomazzo's code [38, 56] . Unless otherwise stated, the results presented in figures are obtained with the MINMOD limiter, HLLE Riemann solver and Flux-CT method in order to preserve the constraint (10) . Furthermore, in order to compare the different limiters, we have calculated an error for each 1D Riemann test using the limiters MINMOD, MC, PPM and WENO5. In each figure, we show the proper rest mass density ρ 0 , the total pressure p + p m , the magnetic field components B y , B z and the velocity components v x , v y . In order to test our multidimensional scheme, we perform the following 2D simulations in the presence of magnetic field: relativistic cylindrical explosion, relativistic rigid rotor and a relativistic Kelvin-Helmholtz instability. 
Test type
Γ ρ0 p v x v y v z B x B y B z Test 1 Left state 4
Test 1: Komissarov shock tube
Once again, in the 1D tests we again use continuous line to represent the exact solution and the crosses to represent the numerical solutions. The first test is a shock tube test with pressure difference of p ∼ 10 3 and a constant magnetic field along the shock direction. In Figure 14 , we show the numerical and exact solutions computed in the domain x ∈ [−2, 2] at t = 1.0, using resolution ∆x = 1/800. A fast rarefaction zone moves to the left and a fast shock to the right from the contact discontinuity. The high difference of the pressure produces a thin shell in the density that moves with relativistic velocities in the shock direction. We can also verify in the figure that the transverse components of the magnetic and velocity fields are zero at all times during the evolution as expected. We obtain similar results using different reconstructors and divergence control methods.
Test 2: Komissarov collision test
This is the collision of streams moving in opposite direction with initial head-on velocity v x = 0.98058, in this test the dynamics of the fluid is immersed in a constant magnetic field along the x direction with a discontinuity along y. We compare the results with the exact solution in Figure 15 . As in the Komissarov shock tube test, we use a numerical domain x ∈ [−2, 2] at t = 1.22, using resolution ∆x = 1/800. In this case two slow and two fast shocks move to the left and to the right as expected. We experimented with different reconstructors and found that the MC limiter, unlike the other limiters, develops numerical oscillations. 
Test 3: Balsara 1 test
This RMHD test corresponds to the relativistic generalization of the classical Brio-Wu problem [57] . The results for the different variables and the various expected features are shown in Figure 16 at time t = 0.4: a left fast rarefaction wave in the region x ∈ [−3.6, −2.5], at x ∼ 0.01 a slow compound wave, a contact discontinuity at x ∼ 0.1, a slow shock at x ∼ 0.15, and a right fast rarefaction wave in the region x = [0.3, 0.38]. The slow shock appears in a strongly magnetically dominated region. In this zone the magnetic energy is greater than the fluid rest mass energy or the fluid thermal energy. It is worth to mention that the slow compound wave appears only in the numerical solution; the exact solution omits this by construction [56] ; however, the numerical solution is consistent with the previous numerical RMHD codes. 
Test 4: Balsara 2 test
This corresponds to a weak blast wave, the initial configuration consists in a moderate initial discontinuity of the pressure and constant rest mass density. The ratio between pressure is p L /p R = 30. In Figure 17 we show a snapshot at t = 0.4. A slow shock wave is formed and propagates along the x direction near the contact discontinuity, with maximum Lorentz factor W = 1.36. In this case all the reconstructors and the constraint control methods produce well behaved results. The numerical domain x ∈ [−0.5, 0.5] is covered with resolution ∆x = 1/1600.
Test 5: Balsara 3 test
This is a strong blast wave with high difference between the pressure in the initial discontinuity of nearly four orders of magnitude, constant density, x component of the magnetic field and zero velocities at initial time. In Figure 18 we show the snapshot at t = 0.4. We see the typical peak of the density in the blast wave and the effects on the velocity and magnetic field. The Lorentz factor reaches values of W ∼ 3.5. The numerical solution is consistent with the exact solution. In the rest mass density we can observe a fast and a slow rarefaction zones moving to the left, a contact wave and two (fast and slow) shocks moving to the right. The presence of the magnetic field makes the slow and fast shocks propagate closely giving as result a thin density shell, which is difficult to capture with low resolution. However, in Table IV we show that a more accurate result is also obtained using MC or WENO5.
Test 6: Balsara 4 test
This is again the case of head-on collision of streams, however unlike the Komissarov collision test, in this case the transversal components of the magnetic field are non zero and the velocities are higher. The problem starts with two relativistic streams moving in opposite directions at nearly the speed of light, with initially constant pressure and rest mass density. In Figure 19 , we show a snapshot at t = 0.4. The Lorentz factor reaches values W ∼ 22.366 and the pressure acquires high values p ∼ 1200. We can also see that two slow waves are moving in opposite directions. On 
Test 7: Balsara 5 test
This test includes non zero transversal and discontinuous components of the velocity and magnetic field. In Figure  20 , we show the snapshot at t = 0.55. In this test the Lorentz factor is rather small, of the order of W ∼ 1.86. We can see also an Alfven wave moving to the left and another one moving to the right. In this test we obtain similar errors when using the MINMOD, MC, PPM and WENO5 reconstructors. 
Test 8: Alfven test
The last 1D test of the RMHD is the generic Alfven wave. In Figure 21 we show the numerical results at t = 1.5. During the evolution different regions are formed: a fast rarefaction region, an Alfvén wave and a slow shock moving to the left, a contact wave and two (slow and fast) shocks moving to the right. We reproduce similar results with different reconstructors. All of these are able to capture the thin shell formed in B y with a few cells. . We use CF L = 0.1.
Error estimates for the 1D RMHD tests
As in the RHD case, the numerical solution using the various limiters is consistent. We calculate the L 1 norm of the error of the 1D tests and the results are shown in Table IV . Convergence is considerably more difficult to achieve. For the tests 1 to 8 we obtain nearly first order convergence at least for a resolution regime and one of the reconstructors.
Magnetic Rotor Test
The first 2D test is a magnetic rotor defined on the xy plane. The initial density within a cylinder of radius r in = 0.1 is ρ in = 10, and has angular momentum L z = 9.55. The initial pressure is constant in the whole domain p = 1 and the magnetic field has components B x = 1, B y = 0. The components of the initial velocity inside the cylinder are defined by v x in = −L z y and v y in = L z x. In the exterior region (r > r in ), the fluid density is ρ = 1 and the velocity is zero. The results of the evolution for Γ = 5/3 are shown in Figure 22 , which reproduces the morphology in [47] . We show additionally the violation of the divergence of the magnetic field constraint calculated with the flux-CT method. In this case the violation is bounded to be ∇ · B ∼ 10 −11 for both the MINMOD and MC limiters. In the figure the fluid morphology is shown at t = 0.4, where the different shocks and the rotational Alfvén waves can be observed. The magnetic field slows down the rotor velocity, reducing the Lorentz factor from W ∼ 10 at initial time to W ∼ 4 at time t = 0.4. All the variables are affected by the dragging of the initial angular velocity. In Figure 23 , we show 1D slices for three different resolutions, showing the variable profiles along the x and y axes. The variable profiles reproduce those in [58] . . L1 norm of the error for each reconstructor, using the resolutions ∆x1 = 1/200, ∆x2 = 1/400, ∆x3 = 1/800, ∆x4 = 1/1600. A dash indicates that the the reconstructor was unable to carry out the simulation.
Cylindrical Explosion Test
The second 2D test is the cylindrical explosion, starting the evolution with a cylindrical inner region with radius r in = 0.8, where the rest mass density is ρ in = 10 −2 and the pressure is p in = 1. In the outer region r > r out = 0.1 the variables are ρ out = 10 −4 and p out = 3 × 10 −5 . The magnetic field is uniform in the whole domain initially B x = 0.1, B y = 0 and the adiabatic index is Γ = 5/3. In this configuration the fluid is initially at rest. We also use a smoothing function for the density and pressure for r in < r < r out as in [58] . 
where r = x 2 + y 2 , and the similar form for the pressure. We again practice the test in the xy plane. The results of the evolution are shown in Figure 24 , that reproduce those in [47] . In this test, in order to compare the different methods implemented to preserve the constraint violation of the magnetic field and show the ability the code has to control the divergence costraint, we present the numerical calculations with flux-CT and divergence cleaning methods. In the first case, the divergence of the magnetic field remains of the order ∇ · B ∼ 10 −14 while in the second one the violation is of the order ∼ 10 −1 in some regions, which is comprable with previous analyses [59] . Additionally, like in the relativistic rigid rotor test, in Figure 25 we show 1D slices for three different resolutions, showing the variable profiles along the x and y axes. The variables profiles are better resolved with higher resolution as in [58] . The evolution shows an exterior shock wave expanding radially at nearly the speed of light with a very small amplitude.
Magnetized Kelvin Helmholtz Test
Another standard 2D test is the magnetized Kelvin-Helmholtz (MKH) instability. The initial condition sets the fluid in three separate regions. In one of them it moves in one direction and in the other two in the opposite direction. Along the layer dividing the three regions the velocity is perturbed. We study this test in the xy plane covering the 
where l is the number of nodes of the perturbation along the domain. The perturbation triggers the instabilities shown in Figure 26 , where we show the proper rest mass density computed using MINMOD and WENO5 limiters. We also show in Figure 27 the proper rest mass density, magnetic and fluid pressures, Lorentz factor, B x and the constraint violation at different times when using WENO5. As we can see, the constaint violation is of the order of 10 −11 when using the flux-CT method.
IV. FINAL COMMENTS
We have presented a new 3D code designed to solve the Relativistic ideal Magnetohydrodynamics equations and shown that it passes the RHD and RMHD standard tests. We have also shown the code is capable of handling standard hot and highly supersonic jets satisfactorily.
The code based on HRSC methods and among the various combinations between methods, we have shown the tests only for a reduced set of combinations of linear reconstructors (MINMOD, MC) and the fifth order WENO5 limiter, all of them combined with the HLLE flux formula.
We have also presented an error analysis for the RHD and RMHD 1D tests. In all the cases the numerical solutions are consistent. Furthermore, in mildly strong tests in general, the convergence achieved is the expected first order at least within a resolution regime and a particular linear reconstructor. Moreover, in the case of RMHD 2D tests we have shown the violation of the constraint, which we show to have under control with the reduced set of combinations of reconstructor, flux formula together with the flux-CT and cleaning methods. 
