In this paper we present an explicit solution to the infinite-horizon optimal stopping problem for processes with stationary independent increments, where reward functions admit a certain representation in terms of the process at a random time. It is shown that it is optimal to stop at the first time the process crosses a level defined as the root of an equation obtained from the representation of the reward function. We obtain an explicit formula for the value function in terms of the infimum and supremum of the process, by making use of the Wiener-Hopf factorization. The main results are applied to several problems considered in the literature, to give a unified approach, and to new optimization problems from the finance industry.
Introduction
Let {X t } t∈ be a process with stationary independent increments, where the time parameter is either discrete, t ∈ = Z + = {0, 1, 2, . . . }, or continuous, t ∈ = R + .
For a given reward function G and discount factor β = e −r , r 0, we consider the problem of finding a pair (V * , τ * ) such that τ * ∈ T and
where G + (x) = max{G(x), 0} and T is the set of all F-stopping times. In the discrete case we define F = {F n } n≥0 to be the natural filtration of the random walk, while in the continuous case F = {F t } t∈R + is the augmented natural filtration of {X t } t∈R + that is right continuous and contains all P-null sets (see [15, p. 172] ). We shall assume that the function G and other functions considered in the paper are always Lebesgue measurable. The cases with G(x) = x + , r = 0, and G(x) = (e x − 1) + , r 0, in the discrete-time setting, were solved explicitly in [5] . The more general case with G(x) = (K − e x ) + and G(x) = (e x − K) + was solved for random walks in [11] . By approximating a Lévy process by a sequence of random walks, the author also obtained the solution in continuous time. The
An optimal stopping problem 1131 solution for G(x) = (x + ) ν , r = 0, in the discrete-time setting, was found in [13] for positive integer valued ν. The same case was solved for continuous-time processes in [10] . Recently, the case for general ν > 0 and r 0, for both continuous-and discrete-time parameters, was solved in [14] .
In a slightly different direction in [3] and [4] , the authors introduced a representation of the reward function in terms of a stream of payoffs. In the discrete case, they considered random walks whose increments admit a density. They obtained an explicit solution for the optimal stopping problem in the class of hitting times of semi-infinite intervals. Optimality in the class of all stopping times was obtained for monotone payoffs, under some regularity conditions on the density of the increments. In the continuous case, using analytical methods, they obtained a solution in the class of hitting times of semi-infinite intervals, with optimality in the class of all stopping times established for monotone payoffs.
In this paper we give an explicit solution to (1) , for the general class of reward functions which admit the representation introduced in [3] and [4] , and we prove that the optimal stopping time is indeed the hitting time of a semi-infinite interval. We present, in Section 2, the results for random walks and for Lévy processes. While so far the problems that have been solved in the literature involve monotone reward functions, we will demonstrate nonmonotone payoffs where our results can be applied successfully, obtaining optimality in the class of all stopping times. In Section 3 we apply our method to problems that have been solved in the literature, obtaining the same results, and also treat Canadian options in discrete time, a problem from the finance industry.
Main results

Optimal stopping in discrete time
Consider the random walk {X n } n∈Z + defined as the partial sums of an independent and identically distributed (i.i.d.) sequence of random variables, say ξ, ξ 1 , ξ 2 , . . . : X 0 = 0 and X n = n k=1 ξ k for n > 0. Let F = {F n } n≥0 be the natural filtration of the random walk. We shall in the following assume that the discount factor satisfies β = e −r < 1, unless otherwise stated.
The reward functions G that we are interested in are those that have the representation
for some payoff function g. Our result is closely linked with a geometric random time T = T β , which is independent of the random walk {X n } n∈Z + and whose distribution is given by P(T k) = β k for k ∈ Z + . Note that, in terms of T , we can rewrite G in (2) as
Furthermore, let the random variables I and M be defined as follows: It is shown in [7] and [9, pp. 177-178] that X T − M is independent of M and equal in distribution to I . Thus, in particular,
implying that
whereĨ is a copy of I , independent of the random walk and of T . Note that by considering the reflected random walk {X n } n∈Z + = {−X n } n∈Z + we also know that X T − I is independent of I and equal in distribution to M. The starting point of the proof of our main result is the following lemma obtained in [5] . 
for all x and F-stopping times τ .
The following is the first main result of the paper.
Theorem 1. Assume that the function G(x)
can be written in the form (2) for some function g.
] is positive and nonincreasing for all x < x * ,
then the solution to (1) is given by the stopping time
and can be presented as
(ii) If there is an x * < ∞ such that
then the solution to (1) is given by the stopping time τ * = inf{n 0 : x + X n x * } and can be presented as By writingM for a copy of M which is independent of the random walk we have
However, it follows from the choice of x * that
and so
The choice of x * also implies that W (x) 0, and so what we have actually shown is that
To prove that W (x) satisfies the second condition of Lemma 1, write
Let J be an independent Bernoulli random variable with parameter β. Using characteristic functions, we can show (cf. [11] ) that
where the first inequality follows from the nonnegativity of F , and the second follows from the facts that −x − x and that F is nonincreasing, so that
. It now follows from Lemma 1 that, for all stopping times τ ,
It remains to show that W (x) V * (x) and that the stopping time τ * defined in (5) is indeed optimal. For these results, it suffices to show that
Observe that x + I x * if and only if τ * T . Thus,
By the memoryless property of the geometric distribution and the strong Markov property of {X n } n∈Z + , on the event {T τ * }, I − X τ * is independent of F τ * and is equal in distribution to I . Thus, we replace I − X τ * by a copy of I , denoted byĨ , which is independent of both the random walk {X n } n∈Z + andM. This gives
where in the second equalityXT is an independent copy of the random walk evaluated at an independent copy of the geometric timeT .
(ii) This can be reduced to case (i) by the transformation (x, X n ) → (−x, −X n ).
Remark 1.
The last inequality in the above proof is actually an equality. To see this, we only need to show that
, independent of each other and both also independent of {X t } t∈R + , we have x + X τ * +Ĩ x * , and so
Remark 2. (a)
The results of Theorem 1 hold even when W (x) is infinite. In that case, our proof establishes that the solution V * (x) of the optimal stopping problem must also be infinite.
(b) It is clear from the proof that the solution of (1) is the same as the solution of (1) with
(c) If g is decreasing then the monotonicity assumption on E[g(x + M)] in Theorem 1(i) is satisfied. Similarly, if g is increasing then the monotonicity assumption on E[g(x + I )] in Theorem 1(ii) is satisfied.
Optimal stopping in continuous time
In the continuous-time setting, consider a Lévy process {X t } t∈R + starting from the origin. We assume that the sample paths of {X t } t∈R + are almost surely right continuous with left limits and let F = {F t } t∈R + be its augmented natural filtration. The discount factor is given by β = e −r with r > 0. We also introduce an independent exponential random variable T = T r with parameter r and define
Then, the results on the Wiener-Hopf factorization of Lévy processes given in [8] and [9, Theorem 6.16] show that
Using similar arguments to those given in the proof of Lemma 1 (see [5] ), we obtain a continuous-time analogue which we state below. For a different version of this result, see [9, Lemma 9.1]. 
We have the following result on the optimal stopping problem for Lévy processes, where we assume that the reward function G has the representation
for some payoff function g.
Theorem 2. Assume that the function G(x) has the representation (7)
, where g is continuous.
then the solution of (1) is given by the optimal stopping time τ * = inf{t 0 : x+X t x * } and can be written as
E[g(x + I )] is positive and nondecreasing for all
Proof. The proof is similar to that for the discrete case and so, in the following, we only outline the proof for case (i).
Writing
. Using the result on the Wiener-Hopf factorization of Lévy processes, we can write
whereM is a copy of M, independent of X t . By our assumptions, on the event {x + I > x * }, we have
and, thus, 
IfĨ is a copy of I , independent of the Lévy process and of T , then, on the event {T > t}, I is equal in distribution to (X t +Ĩ ) ∧ I t , where I t = min 0 s t X s (cf. [9, p. 243]). Since F (x) is nonnegative and nonincreasing,
Thus, the fact that {e −rt W (X t )} t∈R + is a right-continuous supermartingale follows from the continuity of g. Then, by Lemma 2, since, for all x, W (x) ≥ G + (x) ≥ 0 and {e −rt W (X t )} t∈R + is a nonnegative supermartingale,
for all τ under the given assumptions. The arbitrary nature of τ implies that
On the other hand, x +I x * if and only if T τ * . Also, on the event {T τ * }, X T −X τ * is independent of F τ * , by the strong Markov property, and it is equal in distribution to X T , by the memoryless property of the exponential distribution. Then, if {X t } t∈R + is an independent copy of the Lévy process, andT is a copy of T , independent of X t ,X t , and T ,
Hence, τ * is indeed the optimal stopping time and W (x) is the value function of the continuoustime optimal stopping problem (1).
Examples and applications
In this section we demonstrate how the results described in Section 2 can be applied to a wide class of functions, recalling that T , I , and M are those defined at the beginning of Section 2.1 in the discrete-time setting, and those defined at the beginning of Section 2.2 in the continuous-time setting.
Linear reward functions
First, we treat the linear reward function G(x) = x and some perturbations to demonstrate how Theorems 1 and 2 work and when the conditions of our results are satisfied. We start with the discrete-time setting.
(a) Let G(x) = x, and recall that β < 1. Note that the case in which β = 1 has already been treated in [5] . Assume for now that E[ξ ] = µ. It is easy to see that if we take g(
is an increasing function of x. To find the optimal barrier, we solve the following equation for x * :
Since E[
, we have
. By Theorem 1(ii), the optimal stopping time is then given by
Denoting the indicator function 1 {x+M E[M]} by I to simplify notation, the solution is given by
since I is independent of M and hence of I . This gives
In particular, by letting β ↑ 1 we recover the solution obtained in [5] for the same reward function but with β = 1. 
which is nondecreasing provided that 1 2|c √ δ|. This condition for E[g(x + I )] to be nondecreasing is clearly weaker than requiring that g is nondecreasing, i.e. 1 2|cδ|.
(c) By restricting to the simple symmetric random walk, we are able to consider a much broader class of functions. Let {X n } n∈Z + be a simple symmetric random walk so that the i.i.d. increments ξ are such that ξ = 1 with probability which obviously also holds for k = 0 by symmetry. Hence,
For E[g(x+M)] to be a nonincreasing function of x ∈ Z, it is sufficient to require g(x)+g(x+1) to be nonincreasing for integer valued x, and g(x) nonincreasing for x < x * , which is clearly weaker than the assumption that g is globally decreasing.
As for the discrete-time setting, Theorem 2 does not hold just for monotone functions, as the following demonstrates.
(d) Assume that {X t } t∈R + is a Lévy process starting from the origin such that the negative of its infimum at the exponential time T has exponential distribution with parameter λ. Note that Brownian motion and spectrally positive Lévy processes have this property. For simplicity, we assume that λ = 1. Consider the perturbed reward function G(x) = x + c 1 + c 2 cos(x) + c 3 sin(x). The function G(x) has the representation (2) with g(x) = x +c 1 +c 2 cos(x) + c 3 sin(x), where the relations between the coefficients can be easily obtained. A particular case is g(x) = x+1+sin(x)+cos(x), which is clearly not monotone. However, E g(x+I ) = x+sin(x) is monotone.
This can be extended to a broader class of functions. Observe that
and so, if g is differentiable,
Thus, if g has the property that x −∞ g (z)e z dz > 0 almost everywhere then, if E[g(x + I )] = 0 has a root x * , it must be unique. Also, E[g(x + I )] is nondecreasing in x, so that Theorem 2(ii) can be applied to G.
Exponential reward functions
Here we consider exponential reward functions in the discrete-time setting. In particular, we apply Theorem 1 to perpetual American call and put options and, similarly to the previous subsection, also consider perturbations. We write a = E[e ξ ], and assume that aβ < 1.
(a) Perpetual American call. The price of a perpetual American call option with strike K, under the random walk model, is the solution of the optimal stopping problem
so that it corresponds to the case G(x) = e x − K. Note that the solution for this problem with K = 1 was obtained in [5] using a different method.
(c) Let {X n } n∈Z + be a random walk such that the distribution of the negative of its infimum at an independent geometric time T is a mixture of an atom at zero and an exponential distribution with parameter 1. To see that such a random walk exists, consider the descending ladder process of the random walk. The number of descending ladder points, up to an independent geometric time, is also geometric (see [7] ), say of parameter p, and is independent of the ladder height process. Thus, the distribution of the negative of the infimum is the geometric compounding of the distribution of the descending ladder heights. If the descending ladder heights are exponentially distributed then, conditional on the geometric time not being 0, the infimum of the random walk will also have exponential distribution. An example of a random walk with exponentially distributed descending ladder heights is given in [6, p. 193] , where the increments are distributed as the difference of two independent exponential random variables. We note that, as in example (d) of Section 3.1, if G(x) = Ke x + c 1 + c 2 cos(x) + c 3 sin(x) then G(x) has the representation (2) with g(x) = Ke x +c 1 +c 2 cos(x) +c 3 sin(x). For example, if
, which is nonmonotone. For such a g,
It can be checked that, for all p > 0.4, E[g(x +I )] = 0 has a unique solution x * . The derivative of
for x > x * , which again can be checked to be nonnegative for x > x * when p > 0.4. Thus, F (x) is nondecreasing and Theorem 1(ii) can be applied to G.
Canadian options
Canadian options have two rewards, a boundary payoff and a final payoff. The option, with strike K, can be exercised at any time before maturity to receive the boundary payoff (K − e x ) + , or at maturity to receive the final payoff f (x) 0. Under the random walk model, the maturityT of the Canadian option is a random variable which has a geometric distribution and is independent of the random walk. We continue to write a = E[e ξ ] and assume that the parameter for the distribution ofT is α. We further assume that the following condition on the derivative of f holds:
where γ = αβ, and assume that aγ < 1. The price for the Canadian option is then given bỹ Observe thatṼ
Thus, solving (12) is equivalent to solving the optimal stopping problem
For this, we first re-express the second term in the above equation as follows:
where {X n } n∈Z + is an i.i.d. copy of {X n } n∈Z + , andT is a geometric random variable which has parameter γ and is independent of the random walk. Write
Then, (13) 
Since H is nonnegative,
However, as noted in Remark 2 after the proof of Theorem 1, the solution for (14) is identical to the solution for the optimal stopping problem,
Hence, if we write g(
Assume that there is an x * ∈ R such that g(x) satisfies the assumptions of Theorem 1(i). Then, it follows from Theorem 1 that, if I γ is defined in a similar manner to that for I with β replaced by γ , the function
is the solution for (15) , and so also for (14) . In other words,
is the solution for (12) , while the optimal stopping time is τ * = inf{n 0 : x + X n x * }.
Power reward functions
Before discussing the case when rewards are power functions, we note that the requirement of Theorem 1 (respectively Theorem 2) that G(x) has the representation (2) in the discrete-time setting (respectively (7) in the continuous-time setting) on the whole of the real line can be modified to allow for the representation to hold only on the set D = {x : G(x) > 0}, under the restriction that D is a semi-infinite interval. We make this precise in the following proposition. (
ii) If D has the form (h, ∞) for some h, and if there is an x * > h such that (6) (respectively (9)) holds for all x ∈ D, then the result of Theorem 1(ii) (respectively Theorem 2(ii)) is still valid.
Proof. We outline the proof for the first case in the discrete-time setting. Most of the argument in the proof for Theorem 1(i) follows, except that we need to show that, under the current assumptions, (a) it is still true that W (x) G + (x) and (b) the representation (2) holds at x + X τ * . For (a), the inequality W (x) G + (x) is true on D c , the complement of D, since W (x) 0 G(x) for x ∈ D c . When x lies in D, our assumptions imply that x + I > x * if and only if h > x + I > x * , and so
and the representation (2) leads to W (x) G + (x), as in the proof for Theorem 1(i). For (b), it follows from the definition of τ * that x + X τ * ∈ D, implying that the representation (2) holds at x + X τ * .
In the following, we consider the case when rewards are power functions in the continuoustime setting so that {X t } t∈R + is a Lévy process starting from the origin. It was shown in [14] that Q ν (x) has a unique positive root x * such that Q ν (x) is positive increasing for all x > x * , and Q ν (x) 0 for all 0 < x < x * . Thus, by Proposition 1, the solution of the optimal stopping problem with G(x) = (x + ) ν is given by
which is the same as the solution given in [14] .
One case, in which (16) is satisfied and g ν is well defined, is when the characteristic function of the supremum is of the order (a + |z|) −k for positive integer k, and ν > 2k. For example, when X t is Brownian motion or any spectrally negative Lévy process that is not a subordinator, the supremum is exponentially distributed with some parameter λ > 0. Another situation is when the positive jumps of the process have a phase-type distribution. In this case, it has been shown (see [12] ) that the supremum also has a phase-type distribution. Phase-type distributions have rational transforms and, if the process is not a subordinator, then its characteristic function is of the form P (z)/Q(z), where the degree of the polynomial Q is one higher than that of the polynomial P (z) (see [1] ).
