Abstract. This paper investigates asymmetry in US housing price cycles at the state and metropolitan statistical area (MSA) level, using the Triples test (Randles, Flinger, Policello, & Wolfe, 1980) and the Entropy test of Racine and Maasoumi (2007) . Several reasons may account for asymmetry in housing prices, including non-linearity in their determinants and in behavioural responses, in particular linked to equity constraints and loss aversion. However, few studies have formally tested the symmetry of housing price cycles. We find that housing prices are asymmetric in the vast majority of cases. Taking into account the results of the two tests, deepness asymmetry, which represents differences in the magnitude of upswings and downturns, is found in 39 out of the 51 states (including the District of Columbia) and 238 out of the 381 MSAs. Steepness asymmetry, which measures differences in the speed of price changes during upswings and downturns, is found in 40 states and 257 MSAs. These results imply that linear models are in most cases insufficient to capture housing price dynamics.
Introduction
Housing market developments have played a major role in the Great Recession, the largest contraction in US output in decades. The meltdown of the subprime mortgage market in 2007 was at the epicentre of the global financial crisis, which was followed by a deep recession and years of lacklustre ecomomic performance. More generally, the literature has abundantly documented the links between housing market slumps, financial and banking crises and protracted economic recessions (e.g. Detken & Smets, 2004; European Central Bank [ECB], 2005; Cecchetti, 2008; Claessens, Kose, & Terrones, 2008; Reinhart & Rogoff, 2009; International Monetary Fund [IMF], 2011; Jordá, Schularick, & Taylor, 2014) . Hence, it is essential for economists and policymakers to better understand the properties of housing price cycles. Chronologies covering large samples of countries have been established. They show that housing prices generally exhibit long, ample and asymmetric cycles. Girouard, Kennedy, Van den Noord, and André (2006) find that the typical duration of a real housing price cycle in a sample of 18 OECD countries over the period 1970Q1−2005Q1 is around 10 years, roughly similar to that of the business cycle, with which it has been synchronised most of the time, with the notable exception of the early 2000s. The expansion lasts about 23 quarters, during which real housing prices increase by about 45% and the contraction lasts around 18 quarters, with prices falling by around 25%. Igan and Loungani (2012) find in a sample of 55 advanced and emerging economies over the period 1970−2010 that the typical expansion lasts 16 quarters with real housing prices increasing by 37%, while the average contraction lasts 11 quarters with real housing prices falling by 17%.
However, few studies have formally tested for asymmetry in aggregate housing prices. Against this background, this paper investigates asymmetry in housing price series for the 50 US states plus the District of Columbia and 381 metropolitan statistical areas (MSAs) using monthly Freddie Mac House Price Indices spanning the period 1975:1-2015:6. The choice of this dataset is motivated by the availability of a large set of high quality, methodologically consistent series, with a wide coverage of the United States. Developments in housing prices tend to vary widely across US states and MSAs. For example, over the past decade or so, the "Sand states" (Arizona, California, Florida, Nevada) experienced dramatic boom-bust cycles, while the housing cycle was muted in large parts of the Midwest. Hence the use of disaggregated data allows a more precise assessment of the extent of asymmetry in the housing price cycle than the use of broad aggregates, which may mask specific market evolutions.
The methodology used for investigating asymmetry in this paper draws on the literature on business cycle asymmetry (Sichel, 1993; Verbrugge, 1997; Razzak, 2001) . More specifically, we use the Triples test (Randles et al., 1980) , which beyond its traditional use in business cycle analysis, has been used, for example, to test asymmetry in electricity demand in G7 countries (Narayan & Popp, 2009) and in health expenditure in the United States (Zerihun, Cunado, & Gupta, 2016) . The Triples test has been used by Cook (2006) to investigate asymmetry in UK housing prices. We complement the Triples test results by using the Entropy test of Racine and Maasoumi (2007) . While in many cases both tests give similar results, the Entropy test detects more cases of asymmetry. However, some cases of asymmetry are detected by Triples test but not by the Entropy test, justifying the use of both tests. In addition, the Triples test distinguishes between positive and negative asymmetry, which is useful for the economic interpretation of the results.
We investigate both the deepness and steepness of cycles. Deepness measures the relative magnitude of peaks and troughs. Steepness measures the speed at which peaks and troughs are reached. A thorough technical description is provided in the methodological section. But let us provide at this stage a summary description of possible cases of asymmetry and give examples, anticipating on results described below (Figure 1 ). Positive deepness asymmetry implies that peaks are high, while downturns are relatively mild. Such a pattern can be observed in Connecticut. Negative deepness asymmetry is characterised by modest peaks but deep recessions, as illustrated by Oklahoma. Positive steepness asymmetry indicates rapid increases followed by slower declines in prices, as seen in Hawaii. Negative steepness asymmetry refers to rapid price falls following slower increases, a pattern observed in Georgia. To the best of our knowledge, this is the first paper which carries out an extensive analysis of asymmetry in US housing prices at the regional (states and MSAs) level. The remainder of the paper is organized as follows: Section 1 briefly reviews the literature. Section 2 presents the methodology. Section 3 describes the data. Section 4 discusses the empirical results. Last section concludes.
Brief literature review
The literature points to a number of factors that can explain the cyclicality of housing prices. First, housing prices are closely related to the business cycle (see André (2010) , for evidence from a sample of OECD countries and Leamer 1975 1980 1985 1990 1995 2000 2005 2010 2015 1975 1980 1985 1990 1995 2000 2005 2010 2015 1975 1980 1985 1990 1995 2000 2005 2010 2015 1975 1980 1985 1990 1995 2000 2005 2010 2015 Figure 1. Types of asymmetry: illustrative examples (source: Freddy Mac) (2007) , for evidence from the United States). Second, the financial cycle is an additional source of housing price fluctuations. While there is no commonly agreed definition of the financial cycle, it can be described as "self-reinforcing interactions between perceptions of value and risk, attitudes towards risk and financing constraints, which translate into booms followed by busts" (Borio, 2012) . The financial cycle also relates to the notion of pro-cyclicality of the financial system and the financial accelerator, where increases in credit and in the value of collateral reinforce each other (Kiyotaki & Moore, 1997; Bernanke, Gertler, & Gilchrist, 1998; Aoki, Proudman, & Vlieghe, 2002) . Third, cyclicality can be induced by the combination of extrapolative expectations and slow supply responses, which can generate hog-type cycles (André, 2015) . Getting construction permits and building homes takes time and there is evidence that the rate of appreciation of housing prices over the preceding four years is a good proxy for the expected rate of housing price increase in several countries (Muellbauer, 2012) . Fourth, momentum traders, who believe it is a good time to buy a dwelling because housing prices will rise further, can significantly amplify the housing price cycle (Shiller, 2007; Piazzesi & Schneider, 2009) . While the cyclicality of housing prices is well documented in the literature, little attention has been paid so far to the statistical properties of housing price cycles. In particular, few studies have formally tested the symmetry of housing price cycles, despite the existence of theoretical reasons for potential asymmetry and the implications for modelling and forecasting. Before reviewing the existing empirical studies on asymmetry and non-linearity in housing prices, a brief discussion of the potential causes of asymmetry is in order. Asymmetry in housing cycles may result from asymmetry in the determinants of housing prices and/or from non-linearity in the relationships between these determinants and housing prices. Determinants of housing cycles may behave in an asymmetric way. The main determinants of housing prices, besides generally relatively slow-moving variables like demographics and the dwelling stock, are household income and mortgage interest rates. Zerihun et al. (2016) find asymmetric behaviour of real per capita personal disposable income in only 7 US states. This is consistent with the general finding of little evidence of asymmetry in aggregate US GDP or GNP (Sichel, 1993; Verbrugge, 1997; Razzak, 2001) . Mortgage interest rates seem to behave in a more asymmetric way. This may result from two causes. First, monetary policy reaction functions to inflation and output may be asymmetric. However, empirical support for this hypothesis in the United States is mixed. Dolado, María-Dolores, and Naveira (2005) find that under certain conditions, the optimal monetary policy is non-linear, with stronger reactions when inflation or output is above target than when they are below target. Nonetheless, they find no asymmetry in the interest rate-setting behaviour of the US Federal Reserve (henceforth, Fed) over the period [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] . Other studies show that the Fed's reaction function has changed over time. Favero and Rovelli (2003) , in a study covering the period 1961−1998, find that the policy preferences of the Fed have changed drastically after 1979. Cukierman and Muscatelli (2008) find evidence of non-linearity in US interest-rate reaction functions, with substantial variations over sub-periods within the sample 1960-2005. Second, several studies on the United States and other countries show the presence of asymmetry in the pass-through from policy rates to bank lending rates. Payne and Waters (2008) find asymmetric pass-through from the federal funds rate to the prime rate over the period 1987-2005 . Asymmetric pass-through between policy rates and bank mortgage or other lending rates has also been documented in other countries, including Australia (Lim, 2001; Valadkhani & Anwar, 2012) , Ireland (Goggin, Holton, Kelly, Lydonm, & McQuinn, 2012) and Switzerland (Cecchin, 2011) .
Even in the absence of asymmetry in their determinants, housing prices may display asymmetry as a result of non-linearity in the relationship between housing prices and their determinants. The magnitude and speed of diffusion of economic shocks to housing prices varies across regions because of structural differences in housing markets (Meen, 1999) . Ripple effect are often observed in housing markets, as price increases in prime locations induce buyers to move to more affordable areas. In particular, several studies document ripple effects in the United States (Pollakowski & Ray, 1997; Vansteenkiste, 2007; Canarella, Miller, & Pollard, 2012; Gupta & Miller, 2012a , 2012b . In a series of papers, Cook shows that taking asymmetry into account is essential in the analysis of ripple effects and housing price convergence. Using asymmetric unit root tests, he demonstrates that UK housing price adjustments are asymmetric and that taking this feature into account allows identifying widespread housing price convergence across regions (Cook, 2003) . He shows that allowing for asymmetry helps detect long-run relationships in UK regional housing prices (Cook, 2005) . Analysing cyclical sub-samples, he finds that UK regional housing price convergence is strongest during downturns (Cook, 2012) . Cook and Watson (2016) examine the diffusion of changes in housing prices across UK regions over cyclical sub-samples. They find evidence of a ripple effect, especially strong from London to contiguous regions. They also uncover that comovement is strongest during upturns than downturns. Chiang and Tsai (2016) , allowing for asymmetry, find ripple effects in US regional housing markets, originating from Los Angeles, New York and Miami. Comovement is again found to be stronger during upswings than downswings. Wu, Lu, Chen, and Chu (2017) also find that comovement between US regional housing prices is time-dependent, with in particular a fall in correlations in 2006, which is consistent with the previous findings of weaker comovement during downturns than upturns.
The behavioural literature shows that asymmetry in housing prices may result from equity constraints and loss aversion. Stein (1995) highlights the impact of required downpayments for the purchase of homes on potential sellers. In depressed markets, liquidity constrained households are reluctant to sell if the downpayment requirement makes them unable to purchase a new home. This may increase the volatility of housing prices relative to standard efficient market settings and account for the positive correlation between housing prices and transactions. Moreover, Stein's model contributes to explaining differences in housing price cycles across states or cities, among which the proportion of households with high loan-to-value ratios differs, affecting downpayment capacities. Loss aversion is another potential explanation for low transaction volumes following price falls. Tversky and Kahneman (1991) show in experimental settings that individuals tend to show loss aversion. Empirical studies support the hypothesis of loss aversion in housing markets. Genesove and Mayer (2001) find evidence of loss aversion in the Boston condominium market in the 1990s. More specifically, they find that condominium owners facing nominal losses set higher asking prices, achieve higher selling prices and exhibit a much lower sale hazard than other sellers. Engelhardt (2003) finds that nominal loss aversion significantly affects household mobility in the United States over the period [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] . Conversely, he finds little evidence that low equity resulting from lower housing prices constrains mobility. Anenberg (2011) finds strong evidence that, in the San Francisco Bay Area real estate market over the period 1988-2005, owners facing nominal losses and those with high loan-to-value ratios sell on average for higher prices than other sellers.
Non-linearity can also be induced by expectations of housing prices, which can generate bubbles. As noted above, expectations tend to be extrapolative. In other words, the lagged appreciation of housing prices acts as a "bubble builder". But at some point the deviation of housing prices from fundamentals acts as a "bubble burster" (Abraham & Hendershott, 1996; Muellbauer & Murphy, 2008) . Such dynamics are bound to generate asymmetric cycles, especially as events triggering the bursting of a bubble are largely random. Furthermore, Bolt, Demertzis, Diks, Hommes, and Van der Leij (2014) find evidence of heterogeneity in housing price expectations with temporary switching between fundamental-reverting and trendfollowing beliefs in eight countries, including the United States, over the period 1970−2013. They show that a housing market model with heterogenous expectations and endogenous switching between optimistic and pessimistic expectations generates non-linear aggregate price fluctuations with booms and busts triggered by stochastic shocks and strongly amplified by self-fulfilling expectations.
Other potential sources of non-linearity in housing price behaviour have been identified in the literature. For example, Chowdhuri and Maclennan (2014) point to the asymmetric effect of monetary policy on UK housing prices over the period 1980−2012, which they relate to variations in the degree of asymmetric information depending on the state of the economy. Tsai (2013) also finds an asymmetric impact of monetary policy (proxied by money supply) on UK housing prices from 1986 to 2011 and relates it to downward price rigidity. Antonakakis, Gupta, and André (2015) show that housing market returns are affected in a non-linear way by economic policy uncertainty.
The empirical literature focussing on linearity tests and relative performances of linear and non-linear models also finds some support for non-linearity in US housing prices. Kim and Bhattacharya (2009) find non-linearity over the period 1969−2004 in US aggregate housing prices and in three of the four Census regions, the exception being the Midwest. Miles (2008) estimates a generalized autoregressive (GAR) model over the period 1979−2005 in five US states -California, Florida, Massachusetts, Ohio and Texas -and performs out-of-sample forecasts of housing prices at a two, five and ten year horizon. He finds that the GAR model significantly improves forecasting performances in states with volatile housing markets, such as California, while they bring little improvement in relatively stable markets, such as Ohio. Balcilar, Gupta, and Miller (2015) find evidence of non-linearity in US aggregate housing prices and the four Census regions over the period 1968-2000. However, they find that linear and non-linear models perform similarly in out-of-sample forecasting at short horizons.
Altogether, there are many reasons which could account for asymmetry in housing price cycles. Nevertheless, the literature investigating asymmetry in aggregate housing price series is quite limited. In particular, few studies have formally tested for asymmetry in aggregate housing prices. Cook (2006) investigates asymmetric behavior in the UK housing market, using national and regional data spanning the period 1973−2004. He performs the Triples test (Randles et al., 1980) , which is also used in the present paper. Cook finds extensive asymmetry in UK housing prices, with cyclical peaks typically of greater magnitude than corresponding troughs. Li (2015) finds asymmetry in serial correlation and mean reversion in Californian metropolitan housing prices, specifically downward price rigidity and greater mean reversion during downturns. Canepa and Chini (2016) estimate a generalised smooth transition model on Irish, Spanish, UK and US housing prices to show evidence of dynamic asymmetries in cycles, with expansions at exponential rates and contractions at logarithmic rates, resulting in longer contractions than expansions.
Methodology: the Triples and Entropy tests
The Triples test was initially developed by Randles et al. (1980) . Testing deepness asymmetry requires decomposing the series into trend and cyclical components. In order to do so, the Hodrick-Prescott filter can be used (see for example, Razzak, 2001; Narayan, 2009; Zerihun et al., 2016, amongst others) . Steepness is tested using first differenced data.
Formally, the Triples test can be described as follows:
where F(·) is a cumulative distribution function for a con-implies asymmetry. Failure to reject the null hypothesis implies symmetry.
The simple nature of ( ) * f ⋅ makes 1 2 , ζ ζ and 3 ζ expressible in terms of probabilities, and thus it is possible to use U statistics to estimate these quantities consistently as follows:
where:
( ) ( )
Similarly,
and
Replacing each with i ζ and ˆi ζ in the expressions N σ and A σ gives the estimators ˆN σ and ˆA σ . Both estimators are consistent because each ˆi ζ is written as a linear combination of U statistics.
To test the hypothesis in (8), the Triples test is defined on the basis of 1/2 1ˆ/ N T n = η σ and an associated test based on
Z α is as the upper percentile of the standard normal distribution. Note that these tests are asymptotically distribution free provided only that the underlying distribution is not degenerate.
The entropy test of asymmetry described in Racine and Maasoumi (2008) is based on the normalization of the Bhattacharya -Hellinger statistic measure of dependence p S given by:
is the marginal density of a continuous stationary random variable i Y , and 
tinuous population with ( ) 1 0 2 F = and θ is the median of the x population.
Let, f x x x = , the triple is neither right nor left skewed. This last event, however, has probability zero when sampling from a continuous population. The proposed test statistics is then the U statistics given by:
So that
number of right triples number of left triples
It follows from Hoeffding (1948) that this is a U statistics estimate 
and ( ) ( )
Letting 2 N = η − η ⁄σ also has a standard normal limiting distribution. The appropriate hypotheses to be tested now need to be discussed. First, note that if the underlying distribution is symmetric, 1 2 3 2 X X X + − has the same distribution as 1 2 3 2 X X X − − + and therefore, 0 η = . Hence η can be used as a statistic for testing,
This is a two-sided test, but it can be used as a onesided test. This test is used to test the hypothesis that the distribution is symmetric around the unknown median θ against a broad class of asymmetric alternatives. The Triples test can be interpreted according to the hypothesis tested in equation (8). Rejecting the null hypothesis To obtain an entropy version of this asymmetry test; Maasoumi (2007, 2008 ) make use of the standard Parzen kernel estimators (see Parzen, 1962) of the statistic p S with a specific number of bootstrap resampling based on Efron (1982) 's methodology. 1
Data
The measure of housing prices used in this study is the monthly Freddie Mac house price index (FMHPI) covering the period 1975:01-2015:06. The FMHPI is a repeatsales index covering transactions on one-family detached and townhome properties serving as collateral on loans purchased by Freddy Mac or Fannie Mae. The repeat-sales methodology is widely used to measure housing price changes, particularly in the United States. The most prominent examples are the Federal Housing Finance Agency (FHFA), Standard & Poor᾽s (S&P) Case-Shiller and CoreLogic house price indices. By measuring the evolution of the value of the same property between two transactions, the repeat-sales methodology allows to measure price changes holding constant property type and location. A limitation of the procedure is that significant renovation or deterioration of the property may affect price changes. However, in the case of the FMHPI, this problem is mitigated by the exclusion of outliers. The FMHPI includes appraisal values related to refinancing transactions in addition to home sales/purchases, with the restriction that at least one transaction in a pair must be a purchase. Appraisal values may be less accurate than purchase prices. However, the inclusion of refinancing transactions more than quadruples the sample size to over 25 million pairs between 1975 and 2010. Increasing the sample particularly increases the quality of estimates at a disaggregated level. Furthermore, the calculation of the FMHPI accounts for potential systematic deviations between appraisal values and purchase prices. 2 The main advantage of the FMHPI in the context of this study is that it provides monthly data at the MSA level. A limitation to bear in mind is that the FMHPI only covers transactions associated with conforming loans purchased by Freddy Mac or Fannie Mae. This excludes subprime loans and loans with an amount in excess of the ceiling for conforming loans. Conforming loans account for the vast majority of mortgages. However, in some periods non-conforming loans make a significant share of mortgage originations. For example, at its peak in the middle of the first decade of the new century, subprime mortgages accounted for about 20% of mortgage originations. While it is unlikely to dramatically affect the shape of the housing price cycle, the exclusion of some transac-tions may dampen somewhat the volatility of prices and the amplitude of the cycle over some periods. Conversely, the use of weights based on end of previous year estimated property values in the FMHPI is bound to amplify cycles compared with measures using weights based on numbers of housing units, such as the FHFA index.
Series have been adjusted for seasonality using the standard US Census Bureau X13 ARIMA-SEATS Seasonal Adjustment Program. Series have not been adjusted for inflation, because asymmetry in the behaviour of housing prices is likely to result, at least in part, from nominal rigidities, as suggested by the discussion of loss aversion and equity constraints above. Table 1 provides a summary description of the data. The average housing price monthly growth rate over the sample period is 0.39% (4.76% annualized) for the United States. Prices are volatile, with a standard deviation of 0.48% and an average absolute deviation from trend of 0.36%. Differences between states and across MSAs in average growth rates and volatility are fairly large. Note: Q1 and Q3 correspond to the first and third quartile of the distribution, respectively. The trend is computed using the Hodrick-Prescott filter, with λ = 14,400.
Results
The Triples test finds deepness asymmetry in 8 states, amounting to about 16% of the total (51, including the District of Columbia), and steepness asymmetry in 22 states, or more than 40% of the total ( The varying forms of asymmetry across states and MSAs suggest that different underlying economic factors are at play in different places. The Triples test allows distinguishing positive from negative forms of asymmetry, which provides further insights into the economic interpretation of asymmetry. Positive deepness asymmetry, corresponding to high peaks followed by mild downturns, is mainly found in small states of the North-East of the country (Connecticut, Delaware, Maine and Vermont). In these states, the relative scarcity of land may put a floor on housing prices. The only MSA within these states exhibiting deepness asymmetry is Portland-South Portland (Maine). Positive deepness asymmetry is also found in South Dakota (and its MSA of Sioux Falls), but the amplitude of the cycle there is low (Figure 2 ). Positive steepness asymmetry is found in 12 states. Half of them are in the densely populated North East, while the others are scattered all over the country, including Hawaii. Evidence of positive steepness asymmetry at the state level is associated with the presence of at least one MSA exhibiting the same property, except in Vermont, where nevertheless one MSA (Burlington-South Burlington) comes close to the 10% confidence threshold. Steep downturns are found in several states of the Midwest, where the decline in traditional industries has severely hit the economy. Michigan, Ohio and Wisconsin show negative steepness asymmetry at the 5% confidence level and Illinois at the 10% level. In these states, negative steepness asymmetry also appears at the MSA level. Housing prices in Wisconsin, in addition to negative steepness asymmetry, show negative deepness asymmetry. These features are also observed in many of its MSAs. While Midwest states did not experience very sharp increases in housing prices, they suffered steep falls following the latest economic recession (Figure 3 ). Developments in other states where asymmetry is found seem more idiosyncratic. Negative deepness asymmetry in Alaska and Oklahoma is related to a marked downturn in the late 1980s. Deepness asymmetry is observed in Oklahoma city, but not in MSAs in Alaska. States characterised by positive steepness asymmetry include Hawaii, which has experienced a number of steep increases in housing prices over the sample period, Idaho, which had a housing price spike in the mid-2000s, North Dakota, where the recent oil and gas boom boosted housing prices. Positive steepness asymmetry is also present in Nebraska and New Mexico, but with relatively low amplitude cycles. The latest economic downturn, during Table A1. which prices declined rapidly, drives negative steepness asymmetry in Georgia and Virginia, as well as Oregon. Sharp housing price falls between mid-2006 and mid-2012 largely account for negative steepness asymmetry in California. Furthermore, the expansion of subprime lending during the early 2000s, followed by an abrupt reduction in mortgage credit after the global financial crisis may account for quick falls in housing prices, at least in some parts of the state. The type of steepness asymmetry found in these states is also present in at least one of its MSAs. The Entropy test does not allow distinguishing between positive and negative forms of asymmetry, which restrains its economic interpretation. However, it detects much more cases of asymmetry than the Triples test (Table 3). Deepness asymmetry is found in 35 states (nearly 70% of the total) and 226 MSAs (nearly 60% of the total). Steepness asymmetry is found in 35 states (nearly 70% of the total) and 228 MSAs (nearly 60% of the total). As the literature suggests that the Entropy test is more powerful than the Triples test (Racine & Maasoumi, 2007 , it is possible to conclude that asymmetry in housing prices is the norm. Furthermore, as assuming symmetry when the series display asymmetric behaviour can lead to biased econometric estimates and forecasts, and erroneous economic conclusions, asymmetry should systematically be envisaged when modelling housing prices.
The Entropy test results differ from those of the Triples test for some of the "Sand states" (Arizona, California, Florida, Nevada), which are particularly interesting because they contributed most to the US housing price boom which preceded the Great Recession. Prices skyrocketed in the mid-2000s, but collapsed rapidly after the subprime crisis, as over-valuation became obvious, oversupply proved massive and credit dried up (Figure 4) . The Triples test found negative steepness asymmetry in California, a result confirmed by the Entropy test, which however also finds deepness in that state. The Entropy test identifies both deepness and steepness asymmetry in Arizona and Nevada. No evidence of asymmetry is found in Florida, which conforms to the Triples test results. However, asymmetry is present in the MSA which includes Miami and a number of other MSAs in Florida, as it is present in the largest MSAs of other "Sand states". A precise characterisation of cyclical patterns is difficult in these states, in part because, except in California, the large boom-bust cycle of the 2000s was preceded by only fairly mild cycles. The rebound in housing prices over the past few years, suggests that cyclicality is here to stay. More observations will be necessary to delineate a cyclical shape, but asymmetry cannot be ruled out.
To sum up, housing cycle asymmetry is found in the majority of US states and MSAs. However, it takes different shapes in different areas, suggesting underlying causes differ. While the most intuitive case of downward rigidity of housing prices, especially related to loss aversion, is widespread, cases where housing price falls are of greater magnitude than increases are also found, predominantly in areas hit by adverse economic shocks. The Triples test results for steepness asymmetry suggest that in many cases housing price adjustments towards troughs are faster than towards peak, indicating that deviations from equilibrium are often corrected in an abrupt way.
Conclusions
This paper has investigated asymmetry in US housing price cycles at the state and MSA level, using the Triples test (Randles et al., 1980) and the Entropy test of Racine and Maasoumi (2007) . Several reasons may account for asymmetry in housing prices, including non-linearity in their determinants and in behavioural responses, in particular linked to equity constraints and loss aversion. However, few studies have formally tested the symmetry of housing price cycles. Both the Triples and the Entropy 
