We study three-dimensional incompressible magnetohydrodynamic equations in bounded domains or a half space. We present new regularity criteria of weak solutions: a pair of weak solutions, (u, b), become regular if u satisfies Serrin's type conditions when we consider no-slip or slip boundary conditions for the velocity field, u, and slip boundary conditions for the magnetic field, b, in either bounded domains or a half space. In addition, in the case of a half-space with no-slip boundary conditions for u and slip boundary conditions for b, we demonstrate that, if tangential components of u and normal component of b satisfy Serrin's type conditions, then a pair of weak solutions, (u, b), become regular.
Introduction
We study the following three-dimensional magnetohydrodynamic equations (MHD): where n is the outward unit normal vector along boundary ∂Ω. In other words, we consider a slip boundary condition for the magnetic field and either no-slip or slip conditions for velocity field. The initial conditions satisfy the compatibility condition, i.e. ∇ · u 0 (x) = 0 and ∇ · b 0 (x) = 0. A weak solution pair (u, b) of (1.1)-(1.2) with boundary conditions either (B1) or (B2) is regular in
(MHD)
The notion of weak solutions will be introduced in Definition 3 of Section 2.
The MHD describe the dynamics of the interaction of electrically conducting fluids and electromagnetic forces such as conducting fluids, which are frequently generated in nature and industry, e.g., plasma and liquid metals (see e.g., [7] ).
Many important contributions have been made on the existence, uniqueness and regularity of weak solutions to the MHD, and we list only some results relevant to our concerns. It has been shown that global weak solutions for MHD exist in finite energy space (see [8] ) and classical solutions can exist locally in time (refer to [27] and [18] for the Navier-Stokes equations (NSE)). In particular, in the two-dimensional case, weak solutions become strong solutions, and therefore, strong solutions exist globally in time (see [8] ). In the three-dimensional case, as shown in [31] , if a weak solution pair (u, b) are additionally in L ∞ (0, T ; H 1 (R 3 )), they become regular. He and Xin proved in [16] that a weak solution pair (u, b) become regular in the presence of a certain type of scaling invariant integral conditions, typically referred to as Serrin's condition, for only the velocity field, u, namely,
) with 2/p + 3/q 1 and q > 3. Here we emphasize that, for the case of whole space, additional conditions are imposed only on the velocity field, but not on the magnetic field. Such a result is, however, not known for domains with boundaries (see [16] ). For a local interior case, various types of regularity criteria and partial regularity results have been also established in terms of scaled norms in [17] and [21] (see [38] for boundary case). Compared to the result in [16] , local regularity criteria require control of some scaled norms of magnetic fields as well as those of the velocity field. For the case of whole space, using the techniques of Besov spaces, the result of [16] has been improved (see e.g. [41] and [6] ). Other types of regularity criteria can be referred to, for example, [5, 40, 42] and the related references therein. The motivation of our study is that we do not know whether or not the result in [16] is also true for the case of bounded domains. One of the main difficulties for domains with boundaries is due to the fact that, unlike whole space R 3 , controlling pressure is not obvious because of the absence of the boundary condition of pressure. To be more precise, in the case that Ω = R 3 , using the equation of pressure, we observe that the pressure π satisfies
However, it is not known yet whether or not the estimate above holds for domains with boundaries.
Therefore, methods of proof in R 3 do not seem to be applicable to the case of domains with boundaries. To overcome these difficulties, we use the maximal estimates of Stokes system for both cases of slip and no-slip boundary conditions, regarding the nonlinear term as an external force (see Lemma 4 in Section 2). Since such estimates of the Stokes system are also available for domain with boundaries, this approach allows for control of pressure and is useful for our analysis. In short, one of our main results is that the result for MHD in [16] can be extended to the cases of bounded domains and a half-space with boundary data (B1) or (B2). To 
Remark 1. We remark that, in the case that (p k , q k ) = (3, ∞) in (1.5), the result of Theorem 1 is also
is sufficiently small (see Remark 5 for more details).
In the absence of the magnetic field, b, the equations (1.1) become Navier-Stokes equations; therefore, in the case of no-slip boundary conditions, the result in Theorem 1 immediately implies a well-known result, usually referred to as Serrin's condition for the Navier-Stokes equations (see e.g., [29, 32, 24, 11, 30, 4, 34, 12, 36, 28, 26, 35, 20, 9, 14, 15] ). For the case of the Navier-Stokes equations with slip boundary data, it was shown in [3] that the Serrin's conditions imply local boundary regularity of suitable weak solutions in a half space, and our result also holds for bounded domains. Although such a result may be known to experts, we were not able to find it in the literature. 
Then u becomes regular in Q T .
The second result is that, for the case of a half space, the control of tangential components of velocity and normal component of magnetic field imply regularity. A similar result was proved in [19] for whole space R 3 , and our extension is made, in particular, when no slip and slip boundary data are given to velocity and magnetic fields, respectively. To be more precise, we obtain the following. 
Theorem 2. Suppose that (u, b) is a weak solution of (1.1) in a half space with initial conditions u
Remark 2. The result of Corollary 2 seems to be of independent interest. For regularity with the Navier-Stokes equations in a half space, it suffices to control only tangential components of the velocity field. There have been numerous results regarding component reduction for the case of whole spaces, but there is little data for domains with boundaries (compare to [22] ); therefore, the result of Corollary 2 is new. This paper is organized as follows. In Section 2, we recall the notion of weak solutions and review some known results. In Section 3 and Section 4, we present the proofs of Theorem 1 and Theorem 2, respectively. In Appendix A, we present the detailed proofs of the local existence of regular solutions.
Preliminaries
In this section, we introduce the notations and definitions used throughout this paper. We also recall some lemmas which are useful to our analysis. For 1 q ∞ and a nonnegative integer k, 
All generic constants will be denoted by C , which may vary from line to line. We recall first the definition of weak solutions.
Definition 3 (Weak solutions). Let
is a weak solution of (1.1) if u and b satisfy the following:
We consider the following Stokes system, which is the linearized Navier-Stokes equations: 
(2.10)
Next, we recall maximal estimates of the Stokes system in terms of mixed norms (see [13, 
is a Banach space with the following norm (see e.g., [13] ):
where A l is the Stokes operator (see [13] and [33] 
Next, we recall a Gagliardo-Nirenberg inequality (see e.g., [ (2.12) where p, q 1, and θ = (
We remark that ∇ · u = 0 implies Ω u dx = 0 (see e.g., [2, p. 7] ), and Lemma 5 is also true for the half space R 3 + as well as R
Proof of Theorem 1
Let 1 q < ∞ and we introduce a function space X q t defined as follows 
Proof. We use the method of difference of quotient with respect to t. Let 
t , we consider the equation as an elliptic type, namely 
(3.14)
Proof. We first note that, due to Proposition 1, there exists T * such that u, b ∈ X t for all t < T * , where T * is T max in Proposition 1. We claim that T < T * under the assumption (3.14). Suppose that this is not the case, i.e., T T * . Let τ be any number with T * − < τ < T * , where is sufficiently small, which will be specified later. For convenience, we denote Q τ = Ω × (T * − , τ ). Here only the case of boundary condition (B2) is considered, since the case of boundary condition (B1) is similar.
where we used the integration by parts and slip boundary conditions. We first show that ∇u, ∇b ∈
. Indeed, we multiply the equations of (1.1) with − u and − b, respectively, and sum them after integrating over Ω to obtain
Integrating the above over (T * − , τ ) and using ∇u
We observe that, via the hypothesis (3.14)
On the other hand, due to estimate (2.11), we have
Now we estimate the fourth term in (3.15). 18) where the Hölder inequality, Sobolev embedding and the Young's inequality are used. Similarly, we can estimate the last term in (3.15) as follows
Summing up the estimates of (3.15)-(3.19) gives
Since τ is arbitrary, a Gronwall's inequality implies that ∇u, ∇b ∈ L
,∞ x,t (Q T * ) via the hypothesis (3.14), and the fact that ∇u, ∇b ∈ L 2,∞ x,t (Q T * ). Using the Stokes estimate (2.11) and Sobolev embedding, we have 12 7 ,p
We also determine that ∇b ∈ L 4,p x,t (Q T * ). This can be shown similarly as in the case of ∇u, and thus we skip its details. Due to Sobolev embedding, it is straightforward that u, b ∈ L ∞,p
Again using linear estimates of Stokes and heat equations, we have 
Similarly, we can obtain that
Since verification of (3.21) is similar to that of (3.20), we skip its details. Since t is arbitrary, estimates (3.20) and (3.21) 
Again due to linear estimates of Stokes and heat equations, we observe that
x,t (Q T * ). Summing up, we have u, b ∈ X q T * , which is contrary to the fact that T * is the maximal time of existence. Therefore, the hypothesis that T T * is not true. This completes the proof of Lemma 7. 2
We are ready to present the proof of Theorem 1.
Proof of Theorem 1. We argue by contradiction. Suppose that T * is the first time of singularity with T * T . Then u and b must satisfy for any δ > 0, lim sup
As in Lemma 7, we consider only the case of boundary condition (B2), since the case of (B1) is much simpler. We observe first via integration by parts that
Similarly, for b we have
Multiplying the first equation of (1.1) with |u| 2 u and integrating over Ω, we have 
Summing the above estimates, we obtain
We note that the last two terms in (3.23) are estimated as follows Here we will show the validity of (3.24) and the estimate (3.25) can be deduced in the same way. First, direct calculations show the identity
(3.26)
Using the (3.26) and slip boundary conditions, we get
where we used the Trace Theorem (see e.g., [10, pp. 257-258] ) and smoothness of boundary (in fact, C 2 boundary is enough to control L ∞ -norm of ∇n). Similarly, we can obtain the estimate (3.25). Let be a sufficiently small positive number, which will be specified later. Integrating (3.23) in time over
(T * − , τ ) for any τ with T * − < τ < T * , we observe
For convenience, we denote Q τ := Ω × (T * − , τ ). Using Hölder's inequality, the first term I can be estimated as follows 
Next we estimate II. Following similar computations as in I , we get
In the same manner, we estimate
For IV and V , using Hölder's inequality, we have
Summing up (3.27)-(3.29) and using Young's inequality, we obtain
Since the above estimate holds for all t with T * − < t < τ , we obtain
With sufficiently small so that (
with a constant C in the above estimate, we have
We denote, for simplicity, Q = Ω × (T * − , T * ). Since τ is arbitrary with τ < T * , we obtain
where C is a constant depending on u(·, T * − ) W 1,2 (Ω) . This is contrary to the hypothesis of (3.22).
Therefore, T * cannot be a maximal time of existence less than or equal to T . This completes the proof. 2
Remark 5. We suppose that u L 
.
Therefore, if δ is sufficiently small, the result of Theorem 1 is also true.
Proof of Theorem 2
In this section, the proof of Theorem 2 will be given. We note first that in case R Before presenting the proof of Theorem 2, we start with an observation, which is useful to our purpose (compare to [19] for the case of whole space). 
Lemma 8. Suppose that (u, b) is a weak solution of (1.1) in a half space with initial conditions u
Proof. We observe first, via integration by parts, that
The boundary term, 
We compute J as follows
Using Hölder's inequality, Young's inequality and the interpolation inequality, we continue to estimate J 1 as
(1 − θ). We set κ and α as
Noting that 1 r
, we estimate J 2 as follows
Using Young's inequality, we continue to estimate J 2 as
The second term in (4.35) can be estimated as follows 
By direct calculation, we have
Using Gronwall's inequality and Hölder inequality and (4.33), we obtain
We note that, due to 2α
+ ) for all t T . This completes the proof. 2
Remark 6. It is worth mentioning that Lemma 8 is also true for bounded domains. In addition, we can see that Lemma 8 is valid even for the case of slip boundary data for u. Since its verification is rather straightforward, we skip its details.
Now we are ready to present the proof of Theorem 2.
Proof of Theorem 2. We argue by contradiction. Suppose that T * be the first time of singularity and
Multiplying the velocity equations of (1.1) with − u and integrating, we have
where we used the divergence-free condition so that the nonlinear term vanishes. Firstly, we esti-
We continue to estimate II 2 as
On the other hand, using the divergence-free condition,
Using Hölder's inequality with 1 2
One can also see that
Summarizing all estimates above, we obtain
. The first term of the right-hand side in (4.38) can be estimated as follows
where we used Hölder's inequality with
, interpolations, Sobolev embedding, and Young's inequality. Applying Young's inequality to the second term in (4.38), we observe that
Next, multiplying the third equation of the velocity field in (1.1) with − u 3 and integrating, we
(4.40)
We first estimate the second term in the right-hand side of (4.40) as
Next, we estimate the first term in the right-hand side of (4.40) as
The term A 1 is directly estimated as follows
Continuing computations for A 2 , we have
Therefore, we obtain
Summing (4.42) and (4.43), we obtain
Next, we estimate the third term in the right-hand side of (4.40). Using the equation of pressure and integration by parts, we observe that
We consider the first term J 1 . Via the divergence-free condition, we have
Using Hölder's inequality, we obtain
Next consider J 4 .
For J 2 , we observe that
Thus, it is clear that
Next, we consider J 5 and J 6 together. We note that some cancellation occurs between the two terms.
More precisely, we observe that
where the divergence-free condition for b is used. Hence, it follows that
Again, with the aid of the divergence-free condition, we can estimate J 3 as follows
which implies that
Summing all estimates for J 1 , . . . , J 6 , we obtain 
where Young's inequality is used.
Next, multiplying the magnetic equation of (1.1) with |b| 2 b and integrating, we have
Via Hölder's inequality, Sobolev embedding and Young's inequality, . Due to the divergence-free condition and integration by parts, we estimate the third term K 3 as
therefore, it follows that 
(4.50)
Summing (4.39), (4.46) and (4.50), we get
Gronwall's inequality implies The proof is completed. 2
For a sufficiently smooth domain Ω, we note that the solenoidal space 
In addition, we define the linear operator B q as
with the robin boundary for all q ∈ (1, ∞] (see [33, p. 262] 
with the slip boundary (see [37, Theorem 2] ).
Proof of Proposition 1. We first show the existence of solutions by the Banach Fixed Point Theorem.
We suppose that
We then note that S (n) and S (s) are a closed subset of X T . For (u, b) ∈ S and t ∈ [0, T ], we define 
We first note that
(A.55)
The second term of (A.54) can be estimated as follows
(A.57) Summing (A.56) and (A.57), we obtain
Since its verification of (A.59) is almost the same as above, we skip its details.
. We consider
where we used integration by parts. The first term is estimated as follows
The second term of right-hand side in (A.60) can be estimated as follows
We first estimate I 1 as .
In the same manner, we have 
Therefore, Φ maps S onto itself for sufficiently small T . Next, we show that Φ is indeed a contraction mapping for a small T > 0. We continue to compute P 1 as We continue to compute P 3 as 
Similarly,
This shows that, if T is sufficiently small, Φ is a contraction mapping on S. Standard arguments of contraction mapping imply the existence of solutions in class S before the maximal time, T max , of existence. This completes the proof. 2
