Fracton phases are recent entrants to the roster of topological phases in three dimensions. They are characterized by subextensively divergent topological degeneracy and excitations that are constrained to move along lower dimensional subspaces, including the eponymous fractons that are immobile in isolation. We develop correlation function diagnostics to characterize Type I fracton phases which build on their exhibiting partial deconfinement. These are inspired by similar diagnostics from standard gauge theories and utilize a generalized gauging procedure that links fracton phases to classical Ising models with subsystem symmetries. En route, we explicitly construct the spacetime partition function for the plaquette Ising model which, under such gauging, maps into the X-cube fracton topological phase. We numerically verify our results for this model via Monte Carlo calculations.
Introduction.-Recent studies 1-7 of exactly-solvable stabilizer codes in three dimensions have identified a new class of topologically ordered states that exhibit subextensive topological degeneracy on closed manifolds. Unlike the emergent gauge theories of topological order these "fracton" models lack a point-like excitation free to propagate in 3D. Owing to this, they exhibit translationally-invariant glassy dynamics even at nonzero energy density 8, 9 . Instead of fully deconfined point particles, their excitation spectrum generically includes immobile "fractons", as well as a hierarchy of other excitations free to move along lower-dimensional subspaces. Depending on whether fractons may be created at the corners of two-dimensional membranes, or only upon the application of fractal operators, fracton models may be further divided into 'Type I' or 'Type II' fracton phases, in turn related to distinct subsystem symmetries of the classical spin models related to them via a generalized gauging procedure 6, 7 . Finally we note that resonating plaquette phases as discussed in Ref. [10] [11] [12] have the potential to describe fracton phases.
Despite rapid progress [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] in advancing the theory of these novel 3D topological phases, there is a paucity of sharp characterizations of fracton deconfinement away from the stabilizer limit, e.g. when fractons acquire dynamics or are at finite density. One possible diagnostic is to extract topological contributions to the entanglement entropy [26] [27] [28] , but this requires an exact computation of ground states, typically challenging in 3D, and does not immediately generalize to T > 0. For topological orders described by standard lattice gauge theories, a trio of loop observables suitably oriented in Euclidean space-time serves this role, and furthermore may be directly computed from, e.g. quantum Monte Carlo simulations. Can such diagnostics be adapted to study these new states in the presence of dynamical fractonic matter?
Here, we answer this in the affirmative for the so-called X-cube model, and argue that our results may be generalized to all Type-I fracton phases of which it is the paradigmatic example. We do so by formulating a generalized "plaquette gauge theory" (PGT) for the plaquette Ising model, a classical spin model with spin-flip symmetries along planar subsystems. The PGT (and its dual, which we will introduce) describes a perturbed X-cube model. Although quasiparticle excitations of these models are always constrained to lower-dimensional subspaces and are hence not truly deconfined, they are in a sense partially deconfined within these subspaces. We show that the standard technology for diagnosing the deconfined and confined phases 29, 30 , reviewed next, can indeed be generalized in a straightforward manner to detect this partial deconfinement that can be viewed as a defining property of fractonic matter.
Ising Gauge Theory.-To orient our discussion, we first review the gauging procedure that leads to the Ising gauge theory (IGT), and discuss its deconfinement diagnostics 29 . We begin with the classical Ising Hamiltonian on the square lattice, with matter degrees of freedom τ s, l, p denote links, sites, and plaquettes, and we denote by ∂s, ∂l, ∂p the objects touching them (in this case the 4 links surrounding a site, the 2 sites straddling a link, and the 4 links encircling a plaquette).
Precisely at J = Γ = 0, this model reduces to Kitaev's Toric code 31 (this can be seen by enforcing the constraint to replace τ x s by l∈∂s σ x l ). Introducing nonzero J or Γ can then be thought of as perturbations from the Toric code point. Turning Γ too high will drive the gauge theory into a trivial confined phase, and turning J too high will result in a Higgs transition into a symmetry broken phase where τ z obtains an expectation value. These two limits are smoothly connected 32 , thus we will refer to both as the confined limits, and small perturbations of the Toric code point as the deconfined limit (characterized by Z 2 topological order).
Let us now consider moving along the "pure gauge theory" axis, Γ > 0, J = 0, along which the matter is static, τ x s = 1 and therefore can be ignored. Here, the spatial Wilson loop, W = l∈C σ z l , where C is a closed loop (taken for simplicity to be an L × L square), serves as a diagnostic that can distinguish the confined and deconfined phases. At the Toric code point Γ = 0, we have W = 1. Small perturbations in Γ create local fluctuations of pairs of "visons", plaquettes on which l∈∂p σ z l = −1 (the magnetic flux excitations of the theory). As the Wilson loop measures the average parity of visons contained within it, these fluctuations will cause the expectation value to decay proportionally to the perimeter of the loop, following a perimeter law: log W ∼ −L for large L. In the confined phase at large Γ, the visons are condensed and so here log W ∼ −L 2 follows an area law for large L. However, as soon as we add dynamical matter J > 0, the Wilson loop follows a perimeter law everywhere. To see this, notice that in perturbation theory in J about the J = 0 ground state |ψ 0 , a term matching the Wilson loop operator appears at O(J L ): |ψ = |ψ 0 + αe −βL W |ψ 0 + . . . for some numbers α ∼ O(1) and β ∼ − ln J, so that there is at least a perimeter law component to W which dominates as L → ∞. Thus, the Wilson loop fails as a deconfinement diagnostic as soon as J > 0. Now, consider moving along the "pure matter theory" axis, with J > 0, Γ = 0. Here, the gauge field exhibits no fluctuations, and it is convenient to work with σ z = 1, and project onto the gauge invariant subspace if needed. In this subspace, the Hamiltonian is simply the original Ising model, in a transverse field. decays to zero exponentially with |s − s | in both phases. We therefore again are in a situation where a diagnostic that works exactly along this axis fails as soon as Γ > 0. How then can we distinguish the confined from the deconfined phase away from these special axes? The answer is to measure an appropriate line tension, using wisdom gained from the Euclidean path integral representation which maps the problem on to an isotropic 3D statistical mechanical problem of edges and surfaces 29, 33 . This can be linked to the expectation value of a "horseshoe operator", viz. an L × L Wilson loop cut in half (with τ z inserted at the ends for gauge invariance), 
can then be understood as measuring the "cost" of opening the Wilson loop. In the deconfined phase, opening a Wilson loop will cause the expectation value to decay exponentially with the size of the gap. In the confined phase, the expectation value of the Wilson loop follows a perimeter law regardless of whether it is opened or closed, thus the scaling with L is exactly cancelled out by dividing by the square root of the full Wilson loop. Since the Euclideanized IGT is space-time symmetric, by choosing distinct orientations and 'cuts' of the loop, we can identify three different diagnostics. Besides (1) the 'spatial loop' discussed above, the two possible cuts for the orientation extending along the time direction also have elegant physical interpretations 29 : either (2) as the Fredenhagen-Marcu diagnostic 34, 35 , measuring the overlap between the ground state and the normalized twospinon state; or (3) as a measure of delocalized spinon (electric-charge) excitations. By the self-duality of the IGT this exercise could have been done in the dual model, which defines a different Wilson loop object and exactly interchanges the role of the gauge (Γ, K) and matter (J, Γ M ) sectors 36 . Euclidean Path Integral and Wilson Loops for Plaquette Gauge Theory .-We will now proceed with our analysis of the "plaquette gauge theory" (PGT), which arises from applying the generalized gauging procedure to the classical plaquette Ising model 6, 7, 38 and produces X-cube fracton topological order in its deconfined phase, by analogy with the IGT of the preceding section. The main deviation from the standard gauging procedure is that we place σ at the center of each interaction in the Hamiltonian (the plaquettes in this model), rather than always on the links (these are the "nexus" spins of Ref. 6 ).
The classical (3D) plaquette Ising model (CPIM) is described by H CPIM = −J p s∈∂p τ z s , where the sum is over plaquettes and the product is over the four sites at the corner of plaquette p. Applying the gauging procedure, we arrive at the PGT Hamiltonian,
where now the σs live at the center of plaquettes p, c denotes a cube, and b i (c) for i = 1, 2, 3 correspond to the three distinct combinations of four plaquettes that wrap around the cube c (sometimes aptly called "matchboxes"). We further have a constraint defined on each site s, G s = τ x s p∈∂s σ x p = 1, where the product is over the 12 plaquettes touching s. Note that this model, for small J and Γ, is just a perturbed X-cube model (which is usually defined on the dual lattice where our plaquettes become links) and that the topological order is stable to small perturbations 41 . The deconfined phase of this model hosts two types of excitations: the "electric" (τ x = −1) excitations are fractons, while the "magnetic" excitations are one-dimensionally mobile quasiparticles, which we will refer to as lineons (short for "line vison").
In standard gauge theory, one is often only concerned about the deconfinement of the electric charge excitations. The X-cube model (unlike the Toric code) does not possess an electro-magnetic (σ z ↔ σ x ) self-duality, so for completeness we also consider the "electromagnetic" dual to the PGT. This dual model arises naturally from the same generalized gauging procedure on the classical dual of the CPIM, which can be written as an anisotropically coupled Ashkin-Teller model 39, 40 . Note that the duality discussed here maps between two full gauge-matter theories; the "F-S duality" between a pure matter theory and pure fracton gauge theory 6 is a limiting case. We construct deconfinement diagnostics for the electric charge in both the PGT and its dual, thus providing diagnostics for both fracton and lineon excitations.
For a full space-time discussion of Wilson loop analogues, we construct a discrete-time Euclidean path integral for the PGT Hamiltonian Eq. (3) via the usual Suzuki-Trotter decomposition. The gauge constraint is enforced by the introduction of auxiliary spin-1/2 degrees of freedom along the time-links of the 4D hypercubic lattice 36, 37 , that we will denote λ (in the IGT one has a space-time symmetric structure so these spins can be thought of as σ spins along the time-links, but this is not the case here). After a straightforward calculation (for details, see 42 ), we find Z PGT = Tr {τ,σ,λ} e −SPGT , with the Euclidean action
where the integer t labels the Euclidean time slice (which extends to infinity for zero temperature), τ s is similarly associated with the link connecting site s between time slices t and t + 1. The couplings in S PGT are related to those in H PGT and the Trotter time step viaK = K,J = J, and Γ (M ) = − 1 2 log tanh Γ (M ) . This can be viewed as a statistical mechanical model of edges, surfaces, and volumes in 4D, but with a more subtle set of rules for how to build allowed objects from these.
Proceeding by analogy with the IGT, we construct the Wilson loops for the PGT and its dual (Fig. 1) . Spatial loops are constructed by choosing a set of cubes c whose centers lie in a plane and taking the product of their 'matchbox' terms (terms multiplying K in the action) such that the vacant squares of each matchbox lie parallel to the plane, resulting in a 'ribbon loop' encircling it. This can equivalently can be thought of as the dynamical process of moving a two-dimensionally mobile combination of charges around in a loop lying in a plane, via applications of the term multiplying J in the action. For the PGT, this is a pair of fractons, while for the dual it is a pair of parallel-moving lineons. Temporal Wilson loops are constructed in a similar fashion, by taking the product of the six-spin terms (that multiply Γ) corresponding to each space-time cube in an L × L τ spacetime sheet, leaving open spatial ribbons at the initial and final slices, whose corners are linked by strings of λs. This can equivalently be constructed by moving a one-dimensionally mobile combination of charges a distance L apart, evolving both for L τ in imaginary time, and bringing them back together again. The combination again consists of a fracton-pair in the PGT, but now only a single lineon in the dual. The corresponding horseshoes (or cut Wilson loop) operators are then obtained by cutting open the loop and terminating it with appropriate combination of τ s, with three distinct possible orientations labeled a, b, and c in Fig. 1 .
Diagnostic behaviors.-We now consider the expectation value of these operators at various points in the phase diagram. First, note that the spatial Wilson loop alone functions as a diagnostic only in the pure gauge theory. When J = 0, for small Γ, vison-pair fluctuations occur only on small length scales, so that only pairs along the perimeter of the loop will affect the expectation value. In contrast, flux excitations are condensed in the confined phase at large Γ, so that the loop now exhibits an area law. As in the IGT, for any J > 0 the loop obeys a perimeter law in both phases.
Next, notice also that the spatial horseshoe alone serves as a diagnostic only along the Γ = 0 axis, where it can be understood as measuring the vanishing of a macroscopic string tension. To understand why this expectation value is nonzero in the Higgs/confined phase, we draw on known results for the CPIM 38 . Early work on the "fuki-nuke" model 44 , which may be thought of as an anisotropic limit of the CPIM with J = 0 for the plaquettes in the xy plane, reveals that this model maps on to a stack of decoupled 2D (xy-planar) Ising models. In terms of the original spins, the local observable τ z s +ẑ for s,s which are constrained to be in the same xy plane, which therefore approaches a constant as |s − s | → ∞ in the ordered phase. This correlator continues to function as a diagnostic even for the isotropic model, where we are free to choose planes oriented in any direction 43, 45, 46 . Away from the J = 0 or Γ = 0 cases, we must rely on the ratios R(L) (Eq. (2)) to distinguish between the confined and (partially) deconfined phases. The ratio for the spatial cut (a in Fig. 1 ) as before measures of the cost of opening up a gap in the loop, which depends exponentially on the size of the gap in the deconfined phase, but not in the confined phase. Figure 2 shows numerical results for R(L) across the transition at a generic point in the phase diagram, obtained via quantum Monte Carlo calculations. At Γ = 0, R(L) reduces to the "fuki-nuke" correlation function above.
Next, we examine the temporal loops. Consider the cut b of the PGT, W 1/2 = τ our candidate two-fracton-pair (4 fractons in total) state |χ = W 1/2 |G , created from the ground state |G , we see that R(L) = G|χ / χ|χ measures the overlap between the ground state and our candidate state. This is a generalization of the Fredenhagen-Marcu diagnostic 34, 35 measuring the deconfinement of fracton-pairs, with the constraint that the two fracton-pairs must be in the same plane of movement. The final orientation of the horseshoe (cut c) probes the existence of delocalized fractonpair states in the spectrum, in exactly the same way as the delocalized spinons are probed the IGT 29 . Thus, rather than measuring the deconfinement of single spinons as in the IGT, our Wilson loop and horseshoe generalizations instead measure the same quantities but for the smallest mobile combinations of quasiparticles in their subspace of allowed movement. For the PGT, this is a fracton-pair. As stated, these diagnostics only probe the deconfinement properties of fracton-pairs, and not single fractons. To identify the deconfinement of individual fractons one can do the same calculation but using Wilson loops and horseshoes with a finite width that also scale with L. This distinction can be important, for example, in an anisotropic version of the PGT 42 which exhibits an intermediate phase in which single fractons are confined into pairs, while pairs remain deconfined (reminiscent of quark confinement into mesons).
Concluding Remarks.-We have shown that deconfinement diagnostics for the Ising gauge theory (or conventional topological order) can be generalized to the plaquette Ising gauge theory, which exhibits the X-cube fracton topological order in its deconfined phase. Despite never being fully deconfined in the sense of having exci-tations free to move in all three dimensions, the expectation value of our generalized Wilson loops and horseshoes diagnoses the partial deconfinement of these excitations, with various physical interpretations depending on their orientation in Euclidean space-time. The procedure for identifying Wilson loop type operators is quite general, and can be extended to other similar type-I fracton models, such as the checkerboard model 6 . However, the extension to type-II fracton theories where the fractons (and their composites) are fully immobile remains an open question worthy of future study.
Supplementary Material

I. PATH INTEGRAL FORMULATION OF THE PLAQUETTE ISING GAUGE THEORY
Here, we present the derivation of the 4D Euclidean action in terms of the auxiliary spins λ (t) s . The PGT Hamiltonian is given by
in conjunction with the constraints
that must be satisfied on every site. We are interested in calculating the partition function Z(β) = Tre −βH for inverse temperature β (we take β → ∞ to access the relevant, zero-temperature limit). To do this, we employ the usual Suzuki-Trotter decomposition: we divide the interval β into L t small steps of size , such that β = L t . This then allows us to write the partition function as a path integral in the z-basis. Finally, to enforce the constraint, we insert the projector into the gauge-invariant subspace at every time step, P = s (1 + G s )/2. So, we have
= lim
where in the second step we have performed a Trotter decomposition e − H ≈ e − Hx e − Hz + O( 2 ), separating the parts of the Hamiltonian 5 containing σ x , τ x and σ z , τ z into H x and H z respectively. We have also enforced periodic boundary conditions on the time direction.
Let us now focus on evaluating a single one of these terms in the product 8. The path integral is performed in the z-basis, thus we can move the state past e − Hz , picking up only a number e − Hz({σ z ,τ
Then, what's left is to compute {σ z , τ z }|Pe − Hx |{σ z , τ z } . For ease of notation, let us define the projector for O, P O ≡ (1 − O)/2. In terms of these operators, we have the following:
where we are ignoring an overall shift in H x , and finally
where N s (N p ) is the number of sites (plaquettes), and we introduced an Ising variable λ s to mediate the constraint on site s.
Inserting a resolution of the identity 1 = {σ x ,τ x } |{σ x , τ x } {σ x , τ x }|, and using Eqs. (9-11), we get s by the time index and combining all our parts, the total partition function is given by Z(β) ∝ {σ (t) ,τ (t) ,λ (t) } e −SPGT({σ (t) ,τ (t) ,λ (t) }) where we have suppressed the z label on
, with the action
where we have definedK = K andJ = J. Note that the gauge constraint manifests as a local symmetry in the action: a simultaneous flip of τ
s , and λ (t−1) s leaves the action unchanged. Thus, we have successfully obtained the Euclidean action for the PGT. The zero temperature limit can be taken by making the time direction infinite.
Finally, due to the Ising nature of these variables, we may now express the partition function as a sum of products involving every possible combination of terms in the action,
Expanding the product, any term that contains an odd number of any σ
s vanish under the trace. Thus, only combinations in which each of these appear an even number of times contribute to the partition function. This can therefore be thought of as a statistical mechanical model of edges, and surfaces, where each configuration appears with its own weights, but with a more complex set of rules for allowed shapes than in the edge-surface statistical mechanical interpretation that can be given to the Euclideanized partition function of a conventional gauge theory. Nevertheless, it is still possible to assign an interpretation of the confinement/deconfinement transition in terms of vanishing string and surface tensions:K (Γ) play the role of a surface cost in the space (time) directions, andJ (Γ M ) play the role of the edge cost in the space (time) directions. In this language, the deconfined phase corrsponds to a phase with zero (macroscopic) surface tension and high line tension, and the confined phase to one where either surface tension is nonzero or line tension is zero.
i)} obtained by propagating |α by the first i operators of S M . We then need to step through the space of possible configurations S M and states α, with probability proportional to the weight in the partition function sum Eq. 33.
B. Update procedure
Due to the four and twelve-spin interactions, along with the arbitrary transverse and longitudinal fields, naively we cannot efficiently apply non-local update techniques such as loop or cluster algorithms 6, 7 . Notice that along the particular axes J = 0 or Γ = 0, the model can be mapped on to Ising models with a transverse field, for which more efficient algorithms can surely be devised. Here, we apply a simple spatially local Metropolis update procedure. A Monte carlo step consists of a diagonal update step, followed by a number of off-diagonal updates, which we will detail below. 
where N l , N x , N c is the total number of links, crosses, and cubes.
If an identity operator is encountered, we propose to add a diagonal operator with probability
If we have decided to add an operator, we must further decide the type of operator. The type of operator to add chosen with probabilities
If the type chosen is a link, we randomly pick a link l and insert a diagonal bond operator [l, 0] with probability
otherwise, if the type chosen is a cross, we randomly pick a cross x and insert [x, 0] with probability
and finally, if a cube is chosen, we choose a random cube c and insert the operator [c, 0] with probability 1. If we fail any of these probability checks, we simply consider the move failed and continue on to the next element i + 1 in S M . This concludes the diagonal update step.
Offdiagonal update
We perform simple local offdiagonal updates. These come in two types, link operator flips and cube operator flips. The link operator flip consists of picking a link operator (diagonal or offdiagonal) [l, j(i)] i randomly in S M . We then find the next operator acting on the same link, [l, j(i )] i , i = i , and propose to flip the spin state between the two, which we accept with a Metropolis probability
where W new /W old is the ratio of the weights after and before the flip, andj(i) = 1 − j(i). The weight difference depends only on the difference between the number of satisfied and dissatisfied cross operators acting on the link l between i and i . Letting n ± be the number of l∈∂x σ z l = ±1 cross operators acting on site l between i and i before the flip. The weight ratio before and after the flip is simply given by
The cube operator flip is similarly a flip of two consecutive cube operators acting on the same cube c. We randomly pick an operator [c, j(i)] i and its next [c, j(i )] i , and propose to flip the state of all 12 spins between the two, which we again accept with probability
Notice that since the cube shares two links with any cross, there is no weight change due to cross operators between i and i . The only weight change due to this flip comes from diagonal link operators [l, 0] . Similarly to before, letting n ± be the number of [l, 0] operators acting on the involved links between i and i with σ z l = ±1, we have the weight ratio
Finally, we note that including only these moves is not sufficient for ergodicity, as the total number of offdiagonal link operators acting on link l is always even, and the total number of offdiagonal cube operators acting on a cube c is also always even. We can presumably make the algorithm ergodic by allowing moves in which one cube operator is flipped along with 12 link operators. We do not consider such moves, as the parity of such operators is a non-local measurement (along the time direction), and should be locally indistinguishable. We have verified that including such moves do not make a discernible difference. Also, since we have periodicity along the expansion direction, the offdiagonal flips that cross the boundary also sample through states |α . A full Monte carlo step then consists of the diagonal update step, followed by a number of link and cube offdiagonal updates. We begin the system with some M and S M consisting of only identity operators. As the number of nonidentity operators n increases, we increase M such that M > (3/2)n at all times, so that the truncation error is completely negligible.
C. Results
Finally, we present modest numerical results using the above local update procedure. We perform simulations on a 10 × 10 × 10 periodic lattice with K = Γ M = 1 at β = 8, and consider the breakdown of the deconfined phase as we introduce J and Γ. We have verified that our choice of β is high enough that we are essentially seeing only ground state behavior. The present algorithm is also prone to getting "stuck" in suboptimal configurations, but manages to find the correct ground states in the various (J = Γ = 0, large-J, or large-Γ) limits following a slow ramp from β = 0 (infinite temperature). Figure 3 shows the internal energy E per site (with the additional constants introduced for the QMC calculation in Eq 23-28 subtracted out), as a function of J and Γ perturbations, where the QMC system is swept along both increasing and decreasing J and Γ. Looking at the energy allows one to identify the confinement transition, which appears to be strongly first order everywhere, as evidenced by the strong hysteresis which appears to be independent of sweeping rate. The confinement transition occurs at roughly J/Γ M ≈ 0.3 or Γ/K ≈ 0.9. Finally, we note that akin to the phase diagram of the Ising gauge theory [8] [9] [10] [11] [12] [13] there appears to be a line of first order transition extending from the corner of the deconfined phase, as shown in Figure 3 (right) (which are smoothly connected in the large-J, Γ limit, where the Hamiltonian becomes simply a rotation of a field). These result in the phase diagram shown in Figure 4 (right). Note that this line of first order transition must terminate at a critical point, where one can perform scaling analysis. We leave a more complete analysis of the phase diagram to future work.
In Figure 4 (left), we show the behavior of the diagnostic R(L) introduced in the main text for length L = 2 and L = 4 loops, across the confinement transition as we increase J keeping Γ = 0.8. These small loops are already enough for convergence, as R(L) is already independent of L in the confining (high-J) phase, and very close to 0 already in the deconfined phase. Identifying the transition along the increasing-Γ direction using R(L) is difficult as the expectation value for both the Wilson loop and the horseshoe are exponentially small in L and close to 0, thus leading to large statistical errors in their ratio. For practical purposes, one should instead use the dual Wilson loop
