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In this paper we analyze the spectral zeta function associated with a Laplace operator acting on
scalar functions on an N-dimensional Euclidean space in the presence of a spherically symmetric
background potential. The obtained analytic continuation of the spectral zeta function is then used
to derive very simple results for the functional determinant of the operator and the Casimir energy of
the scalar field.
I. INTRODUCTION
The detailed analysis of the influence that non-dynamical external fields have on quantized fields is a very
important and interesting component of quantum field theory. Non-dynamical external fields arise naturally
in models describing the dynamics of quantum fields in the presence of background potentials resulting
from classical solutions such as monopoles [34, 42], sphalerons [31] and electroweak Skyrmions [1, 2, 16,
18, 19, 22, 23, 37, 38]. The spectral zeta function has been proven to be an extremely valuable tool in many
areas of mathematics and physics [17, 20, 29] especially for the study of the one-loop effective action in
quantum field theory [12] and the vacuum energy [10]. For this reason, spectral zeta function regularization
techniques have been widely utilized to approach the types of problems involving the interaction between
quantum fields and non-dynamical external fields described above. The dynamics of a quantum field under
the presence of a non-dynamical spherically symmetric external field is described by a Laplace operator
endowed with a spherically symmetric potential. The appropriate formalism needed to analyze the spectral
zeta function associated with this operator was developed in [8, 15]. Within this framework the spectral
zeta function is represented in terms of a complex integral. The path of integration is then deformed along
the imaginary axis so as to obtain an integral over imaginary frequencies. The analytic continuation of the
spectral zeta function to a meromorphic function in the complex plane is obtained by adding and subtracting
the asymptotic expansion of the logarithm of the Jost functions [8]. The asymptotic terms and the logarithm
of the Jost function with the subtracted asymptotic terms are first integrated over the imaginary frequency
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2and the obtained expressions are then summed over the angular momenta. The procedure just described
consists of a series of calculations that are quite involved. Moreover, the analytically continued expression
for the spectral zeta function and the information one can extract from it, such as the vacuum energy of a
quantum field, are usually given by somewhat complex formulas.
In order to overcome some of the inherent technical difficulties that are present in the approach developed
in [8, 15], a different method for the analytic continuation of the spectral zeta function for Laplace operators
endowed with spherically symmetric potentials has been proposed in [4]; see also [32]. In this new approach
the sum over the angular momenta of the integral representation of the spectral zeta function is performed
before the integration over the imaginary frequency. Within this framework, particularly critical roles are
played by the phase shift and the asymptotic expansion of the trace of the heat kernel associated with the
Laplace type operator −∆ + V(r) +m2 endowed with a spherically symmetric potential V(r). The improved
technique has been used to obtain surprisingly simple results for the vacuum energy of scalar fields under
the influence of spherically symmetric potentials in a two and three dimensional Euclidean space. In this
paper we extend the results obtained in [4] for the vacuum energy of a scalar field to higher dimensions. In
addition, we also provide an expression for the functional determinant of the operator −∆+V(r)+m2 acting
on functions defined on RD. The additional dimensions that we consider in this work lead to calculations
that are more involved that the ones presented in [4] due to the more complicated structure of the angular
momenta in higher dimension.
The outline of the paper is as follows. In the next section we introduce the spectral zeta function of the
problem under consideration and provide its integral representation in terms of the phase shift. In Section
III the analytic continuation of the zeta function is obtained in terms of the asymptotic expansion of the trace
of the heat kernel of the Laplacian under consideration. The subsequent sections provide explicit results
for the Casimir energy of a scalar field and the functional determinant of the operator. The last section
summarizes the main results of the paper and points to a few directions for further investigation.
II. THE SPECTRAL ZETA FUNCTION
In this paper we consider the following Laplace-type operator
L = −∆ + V(r) + m2 , (2.1)
acting on scalar functions defined on the Euclidean space RD. In the above expression, ∆ denotes the familiar
Laplacian in RD, the function V(r) represents a spherically symmetric potential which decays sufficiently
fast as r → ∞, with r being the radial coordinate, and m > 0 is the mass of the scalar field. The non-trivial
3part of the eigenvalue equation associated with the operator (2.1) is
Pφ j = λ2jφ j . (2.2)
For the moment, we will assume that the scalar field φ is confined within a sphere of radius R and satisfies
Dirichlet boundary conditions φ(R) = 0. Under this assumption, equation (2.2) together with the aforemen-
tioned boundary condition leads to a discrete set of eigenvalues λ2j . In this case the index j ∈ N+ and the
spectral zeta function associated with the operator L, including the trivial mass dependence, is given as
ζ(s) =
∞∑
j=1
(
λ2j + m
2
)−s
, (2.3)
which is well defined for ℜ(s) > D/2. In this work we will be mainly concerned with the evaluation of
both the Casimir energy for the scalar field φ under the influence of the potential V(r) and the functional
determinant of the operator L. It is well known that the spectral zeta function can be utilized to compute
the Casimir energy ECas of a quantum field through the following formula [10, 29]
ECas = lim
ǫ→0
µ2s
2
ζ
(
ǫ − 1
2
)
, (2.4)
where µ represents a parameter with the dimension of a mass. Moreover, within the framework of spectral
zeta function regularization, the functional determinant of L is defined according to the expression [14, 24,
35]
DetL = exp {−ζ′(0)} . (2.5)
Since the formula for the spectral zeta function in equation (2.3) is only valid forℜ(s) > D/2, the definitions
in (2.4) and (2.5) require the use of the analytically continued expression of ζ(s). To this end, it can be
proved [26, 36, 43] that the spectral zeta function can be analytically continued to the entire complex plane
to a meromorphic function possessing only isolated simple poles.
In this work we first rewrite the spectral zeta function in (2.3) in terms of a contour integral in the
complex plane and use that integral representation as the starting point for the analytic continuation. This
technique has been used successfully several times in the literature in a wide variety of settings (see e.g.
[29, 30] for a primer on the subject).
By using spherical coordinates (r,θ), the equation (2.2) can be solved by separation and the solution can
be written as a product φl,p = r−
D−1
2 ωl,p(r)Ψl(θ). Here, the angular function Ψl(θ) satisfies the equation
− ∆S D−1Ψl(θ) = l(l + D − 2)Ψl(θ) , (2.6)
4with l ∈ N0 and ∆S D−1 being the Laplacian on the (D−1)-dimensional sphere, and the radial function ωl,p(r)
is a solution of
{
d2
dr2
− 1
r2
[(
l − 1 + D
2
)2
− 1
4
]
− V(r) + p2
}
ωl,p(r) = 0 , (2.7)
with p2 denoting a positive parameter we use in lieu of the eigenvalue λ2j . An explicit solution for the radial
equation (2.7) and the parameter p2 (which would then coincide with the eigenvalue λ2j ) can only be found
for very few special potentials V(r). However, for the purpose of performing the analytic continuation of
the spectral zeta function this explicit knowledge is not necessary, in fact the information one can obtain
from scattering theory proves to be sufficient.
As r → ∞ the scattered waves become free, and the solutions of equation (2.7) have to be compared
with the solutions of the free equation, obtained from (2.7) by setting V(r) = 0, namely
yl,p(r) = r1/2
[
C1Jl+D−22 (pr) +C2Yl+D−22 (pr)
]
, (2.8)
where (C1,C2) are arbitrary constants and Jν(x) and Yν(x) represent the Bessel functions of the first and
second kind, respectively. The only physically relevant solution, however, is the one that behaves like rl+D−12
as r → 0 which can be easily found to be the Riccati-Bessel function
yl,p(r) = ˆjl+D−32 (pr) =
√
πpr
2
Jl+D−22 (pr) . (2.9)
In light of the above discussion we define the regular solution φl,p(r) of (2.7) as the one that is proportional
to ωl,p(r) and such that
φl,p(r) ∼ ˆjl+D−32 (pr) , (2.10)
as r → 0. As r → ∞, instead, the regular solution must behave as a linear combination of free outgoing and
incoming waves, namely
φl,p(r) ∼ i2
[
fl(p)ˆh−l+D−32 (pr) − f
∗
l (p)ˆh+l+D−32 (pr)
]
, (2.11)
where the coefficients fl(p) and f ∗l (p) represent the Jost function and its complex conjugate, respectively,
and ˆh−l (pr) and ˆh+l (pr) are the Riccati-Hankel functions
ˆh+l+D−32
(pr) = i
√
πpr
2
H(1)
l+D−22
(pr) , and ˆh−l+D−32 (pr) = −i
√
πpr
2
H(2)
l+D−22
(pr) . (2.12)
Let us assume, for now, that the potential V(r) has a compact support contained in the sphere of radius R
[8]. In this case for r = R the regular solution in (2.11) becomes exact and by imposing Dirichlet boundary
5conditions, namely φl,p(R) = 0, we obtain an implicit equation for the eigenvalues λ2j of (2.2). More
precisely one has
fl(p)ˆh−l+D−32 (pR) − f
∗
l (p)ˆh+l+D−32 (pR) = 0 . (2.13)
We would like to mention that imposing boundary conditions at r = R represents only an intermediate
technical step. We are actually mainly interested in the limit as R → ∞. In this limit the results obtained
later will be independent on the choice of boundary conditions once we assume that V(r) ∼ r−D+1−ε with
ε > 0 for r → ∞ [8]. We can utilize the above implicit equation to write an integral representation for the
spectral zeta function [8]. By subtracting the contributions arising from the free Euclidean space we obtain
ζ(s) = 1
2πi
∞∑
l=0
d(l)
∫
γ
(
p2 + m2
)−s ∂
∂p
log

fl(p)ˆh−l+D−32 (pR) − f
∗
l (p)ˆh+l+D−32 (pR)
ˆh−
l+D−32
(pR) − ˆh+
l+D−32
(pR)
 dp , (2.14)
where γ is a contour that encloses in the counterclockwise direction all the solutions of (2.13) and d(l) is
the degeneracy of each eigenvalue, namely
d(l) = (2l + D − 2)(l + D − 3)!l!(D − 2)! . (2.15)
By deforming the contour of integration γ to the imaginary axis and by utilizing the properties [28, 40]
fl(−k∗) = f ∗l (k) , and ˆh±l (−z) = (−1)l ˆh∓l (z) , (2.16)
one obtains the following integral representation
ζ(s) =
∞∑
l=0
d(l)sin(πs)
π
∫ ∞
m
(
k2 − m2
)−s ∂
∂k log

fl(ik)ˆh−l+D−32 (ikR) − f
∗
l (ik)ˆh+l+D−32 (ikR)
ˆh−
l+D−32
(ikR) − ˆh+
l+D−32
(ikR)
 dk. (2.17)
Due to the asymptotic behavior
ˆh±l (ikR) = e∓kR
[
1 + O
(
1
kR
)]
, (2.18)
it is not very difficult to conclude that as R → ∞ one has
fl(ik)ˆh−l+D−32 (ikR) − f
∗
l (ik)ˆh+l+D−32 (ikR)
ˆh−
l+D−32
(ikR) − ˆh+
l+D−32
(ikR) ∼ fl(ik) . (2.19)
According to the remark above, the spectral zeta function associated with the operator L acting on scalar
functions defined on RD has the integral representation
ζ(s) =
∞∑
l=0
d(l)sin(πs)
π
∫ ∞
m
(
k2 − m2
)−s ∂
∂k log fl(ik) dk. (2.20)
6At this point, instead of using the asymptotic expansion of the Jost function to perform the analytic contin-
uation of ζ(s) to the region ℜ(s) ≤ D/2 (the approach that was followed in e.g. [8]), we first consider the
sum over the angular momentum and then we focus on the analytic continuation of ζ(s) [4]. By utilizing
the Weierstrass factorization theorem [5] we can rewrite the Jost function in terms of the phase shifts δl(q)
as follows [40]
fl(ik) =
∏
n
1 − κ
2
l,n
k2
 exp
{
−2
π
∫ ∞
0
q
q2 + k2
δl(q)dq
}
, (2.21)
where −κ2l,n represent the energies of the bound states. It is straightforward to show that once the expression
(2.21) is substituted in (2.20) one obtains
ζ(s) =
∞∑
l=0
d(l)
−
∑
n
[
m−2s −
(
m2 − κ2l,n
)−s]
+
2s
π
∫ ∞
0
q
(q2 + m2)s+1 δl(q)dq
 . (2.22)
Since the functions δl(q) can be expressed in terms of the arctangent [40], they are uniformly bounded in l
and q. The last remark, in conjunction with the fact that the function q(q2 + m2)−s−1 is integrable over R+
for ℜ(s) > D/2, allows us to use Fubini’s theorem to interchange the summation over l and the integration
to obtain
ζ(s) = 2s
π
∫ ∞
0
q
(q2 + m2)s+1 δ(q)dq , (2.23)
where, for simplicity, we have assumed that there are no bound states and we have introduced the function
δ(q) =
∞∑
l=0
d(l)δl(q) , (2.24)
which is well defined for potentials V(r) that vanish for r →∞ like r−n with n > D [25].
III. ANALYTIC CONTINUATION OF ζ(s)
To perform the analytic continuation of the spectral zeta function ζ(s) in (2.23) to the left of the line
ℜ(s) = D/2 we need to subtract and then add the large-q asymptotic expansion of the function δ(q) defined
in (2.24). The desired asymptotic expansion can be found by utilizing the inverse Mellin transform. In fact,
by denoting with ζ0(s) the zeta function associated with the massless case m = 0, one can write, from the
integral representation (2.23),
− π
s
ζ0
(
− s
2
)
=
∫ ∞
0
qs−1δ(q) dq , (3.1)
which is an expression valid for ℜ(s) < −D and shows that the function δ(q) is the Mellin transform of the
function on the left-hand-side. By applying now the inverse transform we obtain
δ(q) = − 1
2i
∫ c+i∞
c−i∞
q−s
s
ζ0
(
− s
2
)
ds , (3.2)
7where c < −D. The large-q asymptotic expansion of δ(q) is then simply obtained by shifting the contour of
integration to the right. The poles of the integrand in (3.2) consist of the set of poles of the zeta function
ζ0 (−s/2) and the point s = 0. According to the general theory (see e.g. [29]), the spectral zeta function ζ(s)
has only simple poles at the points
u =
D − k
2
, k = {0, 1, . . . , D − 1} , and u = −2l + 1
2
, l ∈ N0 ,
with residue
Res ζ(u) =
a D
2 −u
Γ(u) , (3.3)
where an/2 are the coefficients of the small-t asymptotic expansion of the trace of the heat kernel of the
operator from which the zeta function ζ(s) has been constructed.
By shifting the contour in (3.2) to the right and by taking into account the poles of the integrand we
obtain the asymptotic expansion
δ(q) ∼ π
D∑
k=0
qD−k
Γ
(
D−k
2 + 1
)a k
2
+ π
∞∑
l=0
q−2l−1
Γ
(
−l + 12
)a D+2l+1
2
. (3.4)
Let us mention that the coefficients an/2 of the asymptotic expansion of the trace of the heat kernel for the
operator P (Lwithout the mass parameter) are known for a wide class of potentials V(r). When the potential
is a smooth function over its domain, the local coefficients of the asymptotic expansion of the trace of the
heat kernel can be computed by utilizing a variety of methods. One of the most straightforward ones is
based on the covariant Fourier transform [3, 27]. This method is quite general and allows for the evaluation
of the asymptotic expansion of the local heat kernel for the operator −∆+V(x) defined on a smooth compact
Riemannian manifold M . In Euclidean space, by using the integral representation of the Dirac δ-function
(see e.g. [41]), the heat kernel can be written as
U(t|x, x′) =
∫
RD
dDk
(2π)D e
t∆−tV(x) · eik j(x j−x′j) . (3.5)
By computing the action of the heat semigroup on the exponential function we obtain
U(t|x, x′) =
∫
RD
dDk
(2π)D e
ik j(x j−x′j) exp
{
te−ik
j(x j−x′j)(∆ − V(x))eik j (x j−x′j)
}
· I , (3.6)
with I denoting the identity function. The operator in the exponential can be rewritten as follows
exp
{
te−ik
j(x j−x′j)(∆ − V(x))eik j (x j−x′j)
}
· I = exp
{
t
(
−|k|2 + 2ik j∇ j + ∆ − V(x)
)}
· I . (3.7)
By using (3.7) in (3.6), by performing the change of variables k → k/√t, and by taking the coincidence
limit x′ → x the trace of the heat kernel can be represented as
U(t|x) = 1(4πt)D/2
∫
RD
dDk
(π)D/2 e
−|k|2 exp
{
2i
√
tk j∇ j + t∆ − tV(x)
}
· I . (3.8)
8To obtain, from (3.8), the small-t asymptotic expansion of the trace of the heat kernel we use Trotter’s
product formula [39] to get
exp
{(
2i
√
tk j∇ j + t∆ − tV(x)
)}
· I =
∞∑
m=0
(−1)m
m! t
m (V(x))m
{
1 +
∞∑
n=1
∫ 1
0
dτn
∫ τn
0
dτn−1 · · ·
∫ τ2
0
dτ1etτnV(x)
(
2i
√
tk j∇ j + t∆
)
e−t(τn−τn−1)V(x) · · ·
e−t(τ2−τ1)V(x)
(
2i
√
tk j∇ j + t∆
)
e−tτ1V(x)
}
. (3.9)
Once the action of the operators in (3.9) on the exponential has been computed, one obtains simple multi-
dimensional Gaussian integrals which can be evaluated by using the formula, for m ∈ N0,
1
πD/2
∫
RD
e−|k|
2 k j1 k j2 · · · k jn dDk =

0 if n = 2m + 1
(2m)!
22mm!δ( j1 j2 · · · δ j2m−1 j2m) if n = 2m ,
(3.10)
where δi j is the Kronecker delta and the round parentheses denote complete symmetrization of the indexes.
The procedure described above gives explicit expressions for the coefficients ak(x). For the case of
a spherically symmetric potential in RD considered in this work, the local coefficients of the asymptotic
expansion of the trace of the heat kernel are obtained from ak(r) by subtracting the contribution to the
asymptotic expansion of the trace of the heat kernel coming from the Laplacian on RD without the potential,
that is K0(t|r) = (4πt)−D2 . In more detail one obtains, for the first few coefficients, [13, 33]
a0(r) = 0 , a1(r) = −V(r) ,
a2(r) = 12V
2(r) − 16V
′′(r) − D − 16r V
′(r) ,
a3(r) = − 160V
(4)(r) − D − 1
30r
V (3)(r) − (D − 1)(D − 3)
60r2
V ′′(r) + (D − 1)(D − 3)
60r3
V ′(r) + 1
12
(
V ′(r))2
− 1
2
V3(r) + 16V(r)V
′′(r) + D − 16r V(r)V
′(r) . (3.11)
Higher order coefficients can be computed with the help of an algebraic computer program. Once the local
coefficients an(r) are found, the coefficients an that appear in (3.4) are obtained by integrating the local ones
over RD, namely
an =
1
2D−1Γ
(
D
2
)
∫ ∞
0
rD−1an(r)dr . (3.12)
Let us mention that the coefficients ak/2 of the asymptotic expansion of the trace of the heat kernel for the
case of some non-smooth potential can be found in [21].
By subtracting and adding in the integrand of (2.23) N leading terms of the asymptotic expansion (3.4)
one obtains
ζ(s) = ZD(s) + 2s
D∑
k=0
a k
2
Γ
(
D−k
2 + 1
)
∫ ∞
0
q1+D−k
(q2 + m2)s+1 dq + 2s
N∑
l=0
a D+2l+1
2
Γ
(
−l + 12
)
∫ ∞
0
q−2l
(q2 + m2)s+1 dq , (3.13)
9where, for typographical convenience, we have introduced the function
ZD(s) = 2s
π
∫ ∞
0
q
(q2 + m2)s+1
{
δ(q) − π
D∑
k=0
qD−k
Γ
(
D−k
2 + 1
)a k
2
− π
N∑
l=0
q−2l−1
Γ
(
−l + 12
)a D+2l+1
2
}
dq , (3.14)
which represents an analytic function of s in the semiplane ℜ(s) > −N − 32 . The remaining two integrals
in (3.13) can be computed exactly to lead to the following simple analytically continued expression of the
spectral zeta function
ζ(s) = ZD(s) + m
−2s+D
Γ(s)
D∑
k=0
Γ
(
s +
k − D
2
)
m−ka k
2
+
m−2s−1
Γ(s)
N∑
l=0
Γ
(
s +
2l + 1
2
)
m−2la D+2l+1
2
. (3.15)
Let us point out that the meromorphic structure of the spectral zeta function is rendered completely manifest
in the last formula and all the information about its simple poles is encoded in the terms of the last two sums.
IV. FUNCTIONAL DETERMINANT AND CASIMIR ENERGY
Once the analytic continuation of the spectral zeta function ζ(s) is known we can compute, in particular,
the zeta regularized functional determinant of the operator L according to the formula (2.5), and the Casimir
energy of a scalar field under the influence of the potential V(r) by using the formula given in (2.4).
For the purpose of evaluating the functional determinant, we set N = −1 in (3.15), which means the
second sum is not needed. We obtain
ζ(s) = ZD(s) + m
−2s+D
Γ(s)
D∑
k=0
Γ
(
s +
k − D
2
)
m−ka k
2
. (4.1)
It this way the resulting expression is valid in the semiplane ℜ(s) > − 12 containing the point s = 0 and it
will allow us to obtain an expression for ζ′(0). Since ZD(s) in (3.14) is an analytic function of s about s = 0,
we can simply substitute s = 0 in Z′D(s) to obtain
Z′D(0) =
2
π
∫ ∞
0
q
q2 + m2
δ(q) − π
D∑
k=0
qD−k
Γ
(
D−k
2 + 1
)a k
2
 dq. (4.2)
By differentiating the sum in (4.1) we find
∂
∂s
m
−2s+D
Γ(s)
D∑
k=0
Γ
(
s +
k − D
2
)
m−ka k
2
 =
m−2s+D
Γ(s)
D∑
k=0
Γ
(
s +
k − D
2
)
m−ka k
2
[
− log m2 − Ψ(s) + Ψ
(
s +
k − D
2
)]
, (4.3)
with the psi-function Ψ(s) = dds ln Γ(s). In order to explicitly evaluate the expression in (4.3) at the point
s = 0 it is convenient to distinguish between even and odd values of the dimension D. When D = 2M, the
10
derivative in (4.3) can be written, by separating the contributions of the even values of k from the ones of
the odd values of k, as
∂
∂s
m
−2s+D
Γ(s)
D∑
k=0
Γ
(
s +
k − D
2
)
m−ka k
2
 =
m−2s+2M
Γ(s)
M∑
j=0
Γ (s − M + j) m−2 ja j
[
− log m2 − Ψ(s) + Ψ (s − M + j)
]
+
m−2s+2M
Γ(s)
M−1∑
j=0
Γ
(
s − M + j + 1
2
)
m−2 j−1a j+ 12
[
− log m2 − Ψ(s) + Ψ
(
s − M + j + 1
2
)]
. (4.4)
The formula obtained in (4.4) is suitable for evaluating the derivative at s = 0 of the sum in (4.1). In fact,
by noticing that
− Ψ(s) + Ψ (s − M + j) =
M− j∑
k=1
1
k − s , and
Ψ(s)
Γ(s) = −1 + O(s
2) , (4.5)
we have that
∂
∂s
m
−2s+D
Γ(s)
D∑
k=0
Γ
(
s +
k − D
2
)
m−ka k
2

∣∣∣∣∣∣
s=0
=
m2M
M∑
j=0
(−1)M− j
(M − j)!m
−2 ja j
(
− log m2 + HM− j
)
+ m2M
M−1∑
j=0
Γ
(
−M + j + 1
2
)
m−2 j−1a j+ 12 , (4.6)
where we have denoted by Hn the n-th harmonic number. When D = 2M+1, instead, the derivative in (4.3)
can be expressed, by separating once again the contributions of the even values of k from the ones of the
odd values of k, as
∂
∂s
m
−2s+D
Γ(s)
D∑
k=0
Γ
(
s +
k − D
2
)
m−ka k
2
 =
m−2s+2M+1
Γ(s)
M∑
j=0
Γ
(
s − M + j − 1
2
)
m−2 ja j
[
− log m2 − Ψ(s) + Ψ
(
s − M + j − 1
2
)]
+
m−2s+2M+1
Γ(s)
M∑
j=0
Γ (s − M + j) m−2 j−1a j+ 12
[
− log m2 − Ψ(s) + Ψ (s − M + j)
]
. (4.7)
By utilizing the results in (4.5) we obtain, for odd values of D, the following expression
∂
∂s
m
−2s+D
Γ(s)
D∑
k=0
Γ
(
s +
k − D
2
)
m−ka k
2

∣∣∣∣∣∣
s=0
=
m2M+1
M∑
j=0
(−1)M− j
(M − j)!m
−2 j−1a j+ 12
(
− log m2 + HM− j
)
+ m2M+1
M∑
j=0
Γ
(
−M + j − 1
2
)
m−2 ja j . (4.8)
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By combining the results obtained in (4.2), (4.6), and (4.8) we have the following expressions for the
derivative of the spectral zeta function at s = 0
ζ′(0) = 2
π
∫ ∞
0
q
q2 + m2
δ(q) − π
2M∑
k=0
q2M−k
Γ
(
2M−k
2 + 1
)a k
2
 dq
+m2M
M∑
j=0
(−1)M− j
(M − j)!m
−2 ja j
(
− log m2 + HM− j
)
+ m2M
M−1∑
j=0
Γ
(
−M + j + 1
2
)
m−2 j−1a j+ 12 , (4.9)
valid when D is even, and
ζ′(0) = 2
π
∫ ∞
0
q
q2 + m2
δ(q) − π
2M+1∑
k=0
q2M+1−k
Γ
(
2M+1−k
2 + 1
)a k
2
 dq
+m2M
M∑
j=0
(−1)M− j
(M − j)!m
−2 ja j+ 12
(
− log m2 + HM− j
)
+ m2M+1
M∑
j=0
Γ
(
−M + j − 1
2
)
m−2 ja j , (4.10)
valid, instead, when D is odd. The functional determinant of L is then found from (4.9) or (4.10) by using
(2.5).
The Casimir energy of the scalar field can be computed by utilizing the expression displayed in (2.4).
To this end we set s = ǫ − 1/2 in the spectral zeta function (4.1) and compute the expansion of the resulting
expression as ǫ → 0. By setting N = 0 in (3.14) it is not very difficult to realize that ZD(s) becomes an
analytic function in the semiplane ℜ(s) > − 32 and as ǫ → 0 we get
ZD
(
−1
2
)
= −1
π
∫ ∞
0
q√
q2 + m2
{
δ(q) − π
D+1∑
k=0
qD−k
Γ
(
D−k
2 + 1
)a k
2
}
dq . (4.11)
In order to obtain the small-ǫ expansion of the sum that appears in (4.1), it is, once again, convenient
to distinguish between even and odd values of the dimension D. In particular, for D = 2M we separate the
contributions coming from even and odd values of k to obtain
m−2ǫ+1+2M
Γ
(
ǫ − 12
)
2M+1∑
k=0
Γ
(
ǫ +
k − 2M − 1
2
)
m−ka k
2
= −m
2M+1
2
√
π
M∑
j=0
Γ
(
j − M − 1
2
)
m−2 ja j
−m
2M+1
2
√
π
M∑
j=0
(−1)M− j
(M − j)!m
−2 j−1a j+ 12
[
1
ǫ
+ Ψ(1 + M − j) + log m2 + Ψ
(
−1
2
)]
+ O(ǫ) . (4.12)
By using the relations
Ψ(1 + M − j) = −γ + HM− j , and Ψ
(
−1
2
)
= 2 − 2 log 2 − γ , (4.13)
one can rewrite (4.12) as
m−2ǫ+1+2M
Γ
(
ǫ − 12
) 2M+1∑
k=0
Γ
(
ǫ +
k − 2M − 1
2
)
m−ka k
2
= −m
2M+1
2
√
πǫ
M∑
j=0
(−1)M− j
(M − j)!m
−2 j−1a j+ 12
−m
2M+1
2
√
π

M∑
j=0
Γ
(
j − M − 1
2
)
m−2 ja j +
M∑
j=0
(−1)M− j
(M − j)!m
−2 j−1a j+ 12
[
HM− j − 2 − log
(
m2
4
)] + O(ǫ) . (4.14)
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When D = 2M + 1, the small-ǫ expansion of the sum in (4.1) can be expressed, separating again the
contributions of even values of k from the contributions of odd values of k, as
m−2ǫ+2+2M
Γ
(
ǫ − 12
)
2M+2∑
k=0
Γ
(
ǫ +
k − 2M − 2
2
)
m−ka k
2
= −m
2M+2
2
√
π
M∑
j=0
Γ
(
j − M − 1
2
)
m−2 j−1a j+ 12
−m
2M+2
2
√
π
M+1∑
j=0
(−1)M+1− j
(M + 1 − j)!m
−2 ja j
[
1
ǫ
+ Ψ(2 + M − j) + log m2 + Ψ
(
−1
2
)]
+ O(ǫ) . (4.15)
By using the results in (4.13) we have
m−2ǫ+2+2M
Γ
(
ǫ − 12
)
2M+2∑
k=0
Γ
(
ǫ +
k − 2M − 2
2
)
m−ka k
2
= −m
2M+2
2
√
πǫ
M+1∑
j=0
(−1)M+1− j
(M + 1 − j)!m
−2 ja j
−m
2M+2
2
√
π

M∑
j=0
Γ
(
j − M − 1
2
)
m−2 j−1a j+ 12 +
M+1∑
j=0
(−1)M+1− j
(M + 1 − j)!m
−2 ja j
[
HM+1− j − 2 − log
(
m2
4
)] + O(ǫ) .
(4.16)
The formula (2.4) and the results (4.11), (4.14), and (4.16) provide the following expressions for the
Casimir energy of a scalar field propagating in RD under the presence of a spherically symmetric potential
ECas(ǫ) = −m
2M
4
√
π
1
ǫ
M∑
j=0
(−1)M− j
(M − j)!m
−2 ja j+ 12 +
1
2
Z2M
(
−1
2
)
−m
2M+1
4
√
π

M∑
j=0
Γ
(
j − M − 1
2
)
m−2 ja j −
M∑
j=0
(−1)M− j
(M − j)!m
−2 j−1a j+ 12
(
2 + ln
(
m2
4µ2
)
− HM− j
) + O(ǫ) ,
(4.17)
which is valid when D = 2M, and
ECas(ǫ) = −m
2M+2
4
√
π
1
ǫ
M+1∑
j=0
(−1)M+1− j
(M + 1 − j)!m
−2 ja j +
1
2
Z2M+1
(
−1
2
)
−m
2M+2
4
√
π

M∑
j=0
Γ
(
j − M − 1
2
)
m−2 j−1a j+ 12 −
M+1∑
j=0
(−1)M+1− j
(M + 1 − j)!m
−2 ja j
(
2 + ln
(
m2
4µ2
)
− HM+1− j
) + O(ǫ) ,
(4.18)
valid, instead, for D = 2M + 1.
As it is to be expected, the Casimir energy given above needs to be renormalized. We impose the
following renormalization condition
lim
m→∞ E
(ren)
Cas = 0 , (4.19)
which simply states that the quantum fluctuations must vanish in the classical limit, namely, when the mass
of the field m → ∞. By applying this renormalization condition to the expressions for the Casimir energy
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in (4.17) and (4.18) we get the very simple result
E(ren)Cas =
1
2
ZD
(
−1
2
)
, (4.20)
which is valid for both even and odd values of the dimension D. The divergent part of the Casimir energy,
denoted by E(div)Cas , is defined according to the expression
ECas(ǫ) = E(ren)Cas + E(div)Cas (ǫ) , (4.21)
and reads
E(div)Cas = −
m2M
4
√
π
M∑
j=0
(−1)M− j
(M − j)!m
−2 ja j+ 12
[
1
ǫ
− 2 − ln
(
m2
4µ2
)
+ HM− j
]
− m
2M+1
4
√
π
M∑
j=0
Γ
(
j − M − 1
2
)
m−2 ja j , (4.22)
when D = 2M, and
E(div)Cas = −
m2M+2
4
√
π
M+1∑
j=0
(−1)M+1− j
(M + 1 − j)!m
−2 ja j+ 12
[
1
ǫ
− 2 − ln
(
m2
4µ2
)
+ HM+1− j
]
− m
2M+1
4
√
π
M∑
j=0
Γ
(
j − M − 1
2
)
m−2 ja j+ 12 , (4.23)
when D = 2M + 1.
The results obtained in this section for the functional determinant and the Casimir energy are very gen-
eral and are valid for any dimension D and for any radially symmetric potential V(r) that decays sufficiently
fast as r → ∞. Obviously, the knowledge of the phase shift δ(q) is required in order to obtain explicit results
for particular cases.
To conclude, let us provide final results for the determinant and the Casimir energy in D = 2 and D = 3
dimensions for the case of a smooth potential. From (4.9), in D = 2, we find using known results for the
heat kernel coefficients [20, 29]
ζ′D=2(0) =
2
π
∞∫
0
q
q2 + m2
δ(q) +
π
2
∞∫
0
rV(r)dr
 dq +
1
2
ln m2
∞∫
0
rV(r)dr . (4.24)
Similarly, from (4.10), in D = 3,
ζ′D=3(0) =
2
π
∞∫
0
q
q2 + m2
δ(q) + q
∞∫
0
r2V(r)dr
 dq + m
∞∫
0
r2V(r)dr , (4.25)
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and again from (4.9), in D = 4,
ζ′D=4(0) =
2
π
∞∫
0
q
q2 + m2
δ(q) +
π
8 q
2
∞∫
0
r3V(r)dr − π
16
∞∫
0
r3V2(r)dr
 dq
+
1
8m
2 (1 − ln m2)
∞∫
0
r3V(r)dr − 1
16 ln m
2
∞∫
0
r3V2(r)dr . (4.26)
The Casimir energies are obtained from (4.11) and read
E(ren)Cas,D=2 = −
1
2π
∞∫
0
q√
q2 + m2
δ(q) +
π
2
∞∫
0
rV(r)dr
 dq , (4.27)
E(ren)Cas,D=3 = −
1
2π
∞∫
0
q√
q2 + m2
δ(q) + q
∞∫
0
r2V(r)dr − 1
4q
∞∫
0
r2V2(r)dr
 dq , (4.28)
E(ren)Cas,D=4 = −
1
2π
∞∫
0
q√
q2 + m2
δ(q) +
π
8 q
2
∞∫
0
r3V(r)dr − π
16
∞∫
0
r3V2(r)dr
 dq . (4.29)
Higher dimensional results are obtained with ease.
V. CONCLUDING REMARKS
In this paper we have performed the analytic continuation of the spectral zeta function associated with
the Laplace operator acting on scalar functions on RD endowed with a spherically symmetric potential V(r)
which decays sufficiently fast as r → ∞. We have used the analytically continued expression of the spectral
zeta function to compute the functional determinant of the operator and the Casimir energy associated with
the scalar field. The approach used in this work to study the spectral zeta function is based on the phase shift
which is obtained from the Jost function. The analytic continuation of ζ(s) was performed by subtracting
and adding from a suitable integral representation of the spectral zeta function a finite number of leading
terms of the asymptotic expansion of the phase shift. One of the advantages of this approach is that the
asymptotic expansion of the phase shift is intimately related to the small-t asymptotic expansion of the trace
of the heat kernel associated with the Laplace operator and, hence, is immediately available for a wide range
of cases, without the need for additional calculations. The technically important advantage of the method
used in this paper to analyze the spectral zeta function stems from performing the sum over the angular
momenta in (2.22) before computing the integral over the imaginary frequencies q. This leads to the simple
integral representation of ζ(s) given in (2.23), which, in turn, provides very straightforward results for the
functional determinant and the Casimir energy.
By reading the previous section it becomes clear that in order to obtain explicit results one needs to
know the phase shift δ(q). In general the phase shift is not known explicitly, however there are simple,
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although important, cases where δ(q) can be found explicitly. A few examples of these cases in two and
three dimensional settings have been discussed in [4]. Obviously, it would be very interesting to find
higher dimensional cases where the phase shift is known explicitly and to apply the method presented here.
This would provide specific results for the functional determinant and the Casimir energy. It would be also
interesting to extend the method presented in this work to the class of singular problems in which the small-t
asymptotic expansion of the trace of the heat kernel contains logarithmic terms [11]. In this case the spectral
zeta function acquires additional, non-standard, poles which would modify the asymptotic expansion of δ(q)
in (3.4). Finally, it would be relevant to apply the underlying ideas to higher spin particles [6, 7, 9], where
even more dramatic simplifications are expected to occur.
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