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RESUMO
Neste trabalho determinamos a dependência da magnetização em função da 
temperatura para o modelo de Heisenberg anisotrópico em duas dimensões, através do 
formalismo das funções de Green. Comparamos nossos resultados com os obtidos através de 
grupo de renormalização no espaço real e com resultados experimentais realizados em filmes 
finos. Também, neste trabalho, aplicamos o grupo de renormalização de campo médio para 
obter o diagrama de fases de um antiferromagneto diluído em um campo uniforme. Nossos 
resultados sugerem a presença de pontos tricríticos neste sistema.
ABSTRACT
In this work we calculate the magnetization as a function of temperature, for the 
anisotropic Heisenberg model in two dimensions, through the Green's function approach. We 
compare our results with those obtained through the real space renormalization group, and 
with experimental results performed on thin films. In this work, we also apply the mean field 
renormalization group to obtain the phase diagram of a dilute antiferromagnetic model in a 
uniform field. Our results suggest the presence of tricritical points in this system.
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O estudo dos sistemas magnéticos de baixa dimensionalidade sempre despertou um 
grande interesse. Vários métodos tem sido empregados no estudo teórico destes sistemas. 
Expansões em séries de altas temperaturas Hl , simulação de Monte Cario l2l, grupos de 
renormalização l3J e métodos de funções de Green Kl são alguns dos métodos mais 
frequentemente utilizados nestes estudos.
Nesta dissertação consideramos dois problemas distintos. No primeiro deles aplicamos 
o método das funções de Green para estudar o comportamento da magnetização, em função de 
temperatura, de um modelo de Heisenberg anisotrópico. Nosso objetivo em estudar este 
problema foi motivado por cálculos recentes empregando o grupo de renormalização no espaço 
real I51, que demonstram que, no limite de pequenas anisotropias, a magnetização em função da 
temperatura apresenta um comportamento peculiar. Esta peculiariedade se deve ao aparecimento 
de um platô nas curvas de magnetização em função da temperatura para o modelo de Heisenberg 
com anisotropia muito pequena . Os cálculos de grupo de renormalização têm como finalidade 
justificar os resultados experimentais de Mauri e colaboradores l6l para sistemas magnéticos quase 
bidimensionais. Embora estes autores afirmem que os cálculos baseados em ondas de spin não são 
capazes de explicar seus resultados experimentais , mostramos neste trabalho que isto se deve
2essencialmente à interpretação que deve ser dada a essa região de temperaturas para sistemas 
quase bidimensionais. Nossos cálculos, válidos para todo o intervalo de temperaturas, se ajustam 
adequadamente aos resultados experimentais desses autores l6l
O segundo problema que consideramos nesta dissertação foi a aplicação do método de 
grupo de renormalização de campo médio (GRCM) (71 ao modelo de Ising antiferromagnético 
diluído na presença de um campo uniforme. Este modelo tem sido objeto de numerosas 
investigações experimentais 181 e teóricas PI. Mostramos que este modelo apresenta características 
semelhantes ao de um ferromagneto em um campo aleatório, embora não possamos afirmar, 
categoricamente, que o extremo de nossa linha de transição de fases contínuas corresponda a um 
ponto tricrítico, pois isso pode ser devido à simplicidade do método utilizado.
Esta dissertação foi organizada da seguinte forma:
No capítulo II apresentamos o método das funções de Green aplicado ao modelo de 
Heisenberg anisotrópico. Apresentamos os resultados assintóticos obtidos na região de baixas 
temperaturas e comparamos nossos resultados com os obtidos pelo grupo de renormalização no 
espaço real t5l e diretamente com os experimentos em sistemas magnéticos quase-bidimensionais.
No capítulo I I I , o grupo de renormalização de campo médio (GRCM) é aplicado ao 
modelo de Ising antiferromagnético diluído na presença de um campo externo. Mostramos o 
diagrama de fases obtido com esse método, e discutimos a sua possível relação com o modelo de 
Ising em um campo aleatório.
No capítulo IV, apresentamos algumas conclusões obtidas neste trabalho.
Apresentamos ainda, no Apêndice, o método dos pontos especiais , um método muito 
eficiente para se computar somas de funções definidas na rede recíproca de sistemas cristalinos. 
Desenvolvemos os métodos apresentados por Chadi e Cohen l10l e Cunningham lHl, de tal forma 
que podemos calcular somas na zona de Brillouin com um grande grau de precisão. Esses cálculos 
são aplicados diretamente no capítulo II, onde somas na zona de Brillouin são necessárias.
3CAPÍTULO II
MODELO DE HEISENBERG ANISOTRÓPICO BIDIMENSIONAL
2.1 - MÉTODO DAS FUNÇÕES DE GREEN
As funções de Green são generalizações apropriadas do conceito de funções de 
correlação. Elas são médias estatísticas no ensemble gran-canônico de produtos de operadores na 
representação de Heisenberg e podem ser obtidas à partir de sua equação de movimento f12l. 
Tendo-se determinada esta função, podemos encontrar as funções de correlação que estão 
diretamente relacionadas com as grandezas termodinâmicas de interesse.
A função de Green retardada é definida pela seguinte expressão:
onde g e m são dois pontos da rede, e a média é tomada no ensemble gran-canônico, e 0  é a
função de Heavyside.
A equação de evolução para a função de Green retardada é dada por:
4d G Í  -( /,/ ')
/ — ^ ------= ô(/ -  <’) <0, (/■)]>+< <[SÍ (í), //]; S^<í-)>> • (2.1.2)
Como podemos tomar a transformada de Fourier temporal
desta função:
= (2.1.3)
A função de Green retardada só está definida para os valores de energia cuja parte 
imaginária é positiva. Poderíamos também escrever a função de Green avançada G^ ^(E)  para
valores negativos da parte imaginária da energia E. Como as funções de Green retardada e 
avançada tem domínios complementares é possível definir uma função de Green válida para todo o 
plano complexo E, com exceção do eixo real l12L Portanto, a equação para a transformada de 
Fourier da função de Green válida para todos os valores de E pode ser escrita na forma:
E G g ^ E )  = ^< [X |(0 ),s :(0 )]>  + « [S Í(0 ,W ];S :(0 )» £ (2.1.4)
Esta é a equação de movimento da função de Green na representação de energia. Para 
encontrarmos a função de Green, com as quais podemos obter as funções de correlação do 
sistema, precisamos conhecer a forma explicita do Hamiltoniano do modelo .
52.2 - FUNÇÕES DE GREEN APLICADAS AO HAMELTONIANO DE 
HEISENBERG ANISOTRÓPICO
O Hamiltoniano de Heisenberg anisotrópico pode ser expresso convenientemente em 
termos dos operadores S* , S7 , S* eé  dado por:
H = - Z WiÁSt S ~j + S 7 S j ) - Z J ij S * S * - v h Z S Í  , (2.2.1) 
i j  i,j i
onde Wjj é a constante de acoplamento de troca , Jjj representa uma anisotropia uniaxial no 
termo de acoplamento de troca, e h é um campo magnético externo e assumimos apenas 
interações entre spinis primeiros vizinhos.
À partir das relações de comutação , válidas para os operadores de spin:
, [ S 7 ,S ^ S - Ò U , [ S + ^ - S f y j  , (2.2.2) 
podemos explicitar a relação de comutação entre S* e o Hamiltoniano:
[sg+, f f ] = - 2 j ; ^ - 2 5 ; v j !í + ^  ’ (2-2-3)
onde estamos impondo que Wjj = Jjj = 0, pois não consideramos interações entre spins no mesmo 
ponto da rede.
Introduzindo (2.2.3) no último termo de (2.1.4) obtemos uma expressão envolvendo 
funções de Green de três operadores:
6Um procedimento rigoroso para resolver a equação (2.1.4) exigiria que 
escrevêssemos a equação de movimento para cada uma das funções de Green de ordem superior, 
e as reintroduzíssemos na equação inicial, gerando assim uma cadeia infinita de equações 
acopladas. Diante desta dificuldade, vários autores 113>141 sugeriram aproximações de tal forma 
que fosse possível desacoplar esta cadeia infinita de equações. Um dos desacoplamentos mais 
conhecidos, e que utilizaremos neste trabalho, é a aproximação de fases aleatórias (RPA), 
proposta por Tyablikov I13l, na qual são desprezadas as - correlações entre as componentes 
transversais e longitudinais dos operadores de spin em pontos distintos da rede. Então, podemos 
escrever que
((SzgX - ,S m) ) ~ ( S zg)((S;- ,S-))  (2.2.5)
Utilizando-se este desacoplamento a equação ( 2.2.4 ) apresenta apenas funções de 
Green de dois operadores.
«[SjT,//];£ - »  = -2 2X<S!>«S(+;S- »  + 2 2 ^ < 5f  >«S+;S- »  + nA«S+;S- »
7 /
(2 .2.6)
Portanto, a equação (2.1.4) toma a seguinte forma:
G| s (£ )= i< í |> 8 | s -2 < S |> 2 » < íg ^ (£ ) ■ (2.2.7)
Agora vamos definir a função de Green no espaço de momentos k . Considerando que 
há simetria translacional na rede podemos tomar a transformada de Fourier da função de Green.
7Gm (E) = «S+,S~))E = , (2.2.8)
k
onde N é o número de células unitárias e os vetores k  são vetores de onda bidimensionais na 
primeira zona de Brillouin. Na rede de Bravais, devido à simetria translacional , para qualquer 
ponto ? teremos:
(S*) = (SZ) . (2.2.9)
A função delta pode ser expressa como:
5^ = Í X e'í ( Í ‘ '5) ■ <2.2.10) 
k
e, se considerarmos que os acoplamentos de troca são isotrópicos, isto é, Wy -  We Jjj = Jr, a 
equação (2.2.7) assume a forma.
2 z(Sz )(J -Wy i ) ) ^ G ( k )  = ~ ( S zg , (2.2.11)
k k
onde
. (2-2 i2 >
i
é o fator de estrutura da rede com z primeiros vizinhos mais próximos.
Resolvendo-se a equação (2.2.11) para g  = m , teremos:
(Sz)
lE -vh-2z{Sz){J-WU ))G(k) = -----  , (2.2.13)
rc
ou
8G(k) = <SZ) 17t E -E ç
onde
%  = M^ + 2z<52> ( J - r yjF)
(2.2.14)
(2.2.15)
são as energias de excitação das ondas de spin no sistema.
A fiinção densidade espectral está relacionada com o salto da função de Green no 
eixo real. Ela pode ser definida como
J (E ) = -jrr------ l im ^ G C E  + ré) -  G (£ -  ie)}
f / W - l
(2.2.16)
Levando-se em conta a eq. (2.2.14) podemos escrever que:
^ - E < s 2>
W
E -E ç + ie  E - E ç - i z
(2.2.17)
Calculando-se este limite obtemos a seguinte expressão:
J(E) = r 2" -  %> (2.2.18)
A função de correlação pode ser obtida fazendo-se a antitransformada de Fourier da 
função densidade espectral J(E):
(S~(t)S+(t')) = f00 J(E)eE/kBTe-mit- t">dE.J—CO (2.2.19)
Como estamos interessados apenas nas soluções de equilíbrio, utilizaremos a função de correlação 
somente no caso / = /', e a denotaremos pòr (S~S+)
9Por outro lado, pelas relações de comutação, pode-se mostrar que a função de 
correlação (S~S+), para um sistema com spins 5=7/2, se relaciona com a magnetização (S2) na 
forma:
(sz) = ~ < s s +y (2.2.20)
Introduzindo-se a função de correlação e definindo-se:
(2.2.21)
encontramos a seguinte expressão para a magnetização, quando o sistema estiver em equilíbrio,
<SZ> = -K  1211+2$ (2.2.22)
Chamando-se <Sz) = o , e fazendo-se uma simples manipulação algébrica, a equação 
(2.2.22) pode ser rescrita como





Se considerarmos o limite termodinâmico ( N—>oc ) podemos transformar a soma em 








onde é dada pela eq. (2.2.15). Podemos ainda escrever que,
10
——y f  coth 
2a (2?t)
onde
representam, respectivamente, o campo externo reduzido , a temperatura reduzida, o fator de 
estrutura cristalina e o volume da célula unitária. A expressão (2.2.25) relaciona a magnetização a  
com a temperatura e com a estrutura do cristal. No entanto, esta é uma equação autoconsistente 
que não possui uma solução analítica. Nossos resultados numéricos são discutidos adiante. 
Analiticamente, podemos determinar apenas as expansões assintóticas em altas e baixas 
temperaturas.
zJ
Vv -  — 
N




2.3 - A MAGNETIZAÇAO PARA BAIXAS TEMPERATURAS
Como vimos na seção anterior , a magnetização é dada por uma equação que não 
possui solução analítica. Para o caso de baixas temperaturas, isto é, quando for válida a condição
h + a { \ - j R) » x (2.3.1)
podemos expandir assintoticamente a expressão (2.2.25).
Expandindo-se a cotangente em série de potências para valores grandes de seu 
argumento, podemos rescrever ( 2.2.25 ) na forma:
— = i + - v
2a 2rf Z exPi=\
f - 2 l h ^
f exP
■ -2 / a ( l - 4 ) l
{ T JJZB X
d 2k (2.3.2)
Vamos expandir também a exponencial dentro do fator em uma série de potências. 
Desta forma a equação (2.3.2) torna-se:
£ - > + Í 4 ja I I “ PZCÍ /=1 p=1
d2k (2.3.3)
onde
4 = — T exP27c"
-21
1 x . 1 J K
5/ = 2 laW xJ P!
(2.3.4)
Na rede quadrada, o fator de estrutura da rede é dado por:
12
Y£ = —[cos (kj f l)  + cos (kytt)  ] (2.3.5)
Assim, para a rede quadrada, se considerarmos a simetria existente, a equação (2.3.3) toma-se
L n - p *à-(ia)2P(kx2P+ky2P) (2p)\ J K x y '
dkx dky (2.3.6)
Vamos nos restringir em obter uma expressão para baixas temperaturas a campo nulo. 
Neste caso, após expandirmos adequadamente as exponenciais em série de potências de kx e ky , 
e realizando as integrais necessárias , obtemos a seguinte expansão assintótica:
----- = 1 +
2 o 2
1 2 t '  y .  e x p [ - / a ( o ) ]  1 1 ( 2 t , ' \  y  e x p [  - j
In a ~  / + 2jt 23l a J Y  í
lo. (a)]
(2.3.7)
1 10 í  2 i '  Ÿ y '  exp[-/a(cr)] 1 33 p T ' V y  e x p [- /a (o )]
2íc 28 v o J i /3 + 2 ^ W { ~ ^ ) ^  l4 +
onde
ou ainda,
X 2 o A  W
t '  =  — -  , a ( o )  = --------  e A  =  1— -
1- A  T J
1 T' . 1 T' 5 T,3 1 33 t ,4g = ------- -Z,(a)— :—1— Z,(a)---- -— ~ Z A < x ) ,
2 ti 1 . 4 k  o  2V 32 ti a 2 3 16n 32 a 3
Z4 ( a ) - . . .  , (2.3.8)
onde
exp [-/a (o )]
4 (a) = 2 ,-----Jn (2.3.9)
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Para o caso em que a temperatura é muito baixa, isto é x' -> 0, e a magnetização 
reduzida tende obtemos a seguinte expansão assintótica:
0l = i _ l x>Zl(ao )_  J _ x'2z , ( a o ) - ^ - T '3Z3( a o ) - ^ - T '424(ao)-... , (2.3.10)
L Tl 271 o7C 047t
onde
exp(-—) *
^ ( “ o) = Z -----PT5“  > a 0 = a (y ) = — (2.3.11)
i 1 T
Substituindo Oj na equação ( 2.3.8 ) temos uma segunda aproximação para a equação 
da magnetização. Se considerarmos que, para pequenos t ’, a  difere muito pouco de 1/2, valendo 
então a aproximação:
a - ” =(^Ç-x)~n = 2”(l + 2nx+...) , (2.3.12)
obtemos com essa substituição uma nova aproximação para a magnetização:
a 2 = - x 'Z ,(a ' )  -  - L T'2Z2 (a ')  _ ± . x* z 3(a ')  -  - ^ - T'4Z4(<x')
2 x 2n Zn 64it
, (2.3.13)
— yx'3Z2(a')2i(a0)-- l-T x>4Z2(a ' )Z 2( a 0) - - ^ - x ' 4Z3( a ,)Zí ( a 0y . . .
7T 2n 4itz
na qual
a = a(Oj) = — —X
Para efeitos de análise consideraremos apenas o termo dominante na temperatura da 
expansão anterior:
14
1 \ T exp (~!±)
° 2 * 7 - - r ^ r Z — r —  -  • (2.3.14)2 7t 1 -  A i l
Quando o sistema bidimensional possui anisotropia, a magnetização, próxima a x 
= 0, decai exponencialmente com a temperatura. No entanto, para o sistema completamente 
isotrópico (A = 0), a expressão 2.3.14 toma-se:
a 2 * I - I y i  -  ... (2.3.15)
2 2 n y  l v }
Esta série diverge para qualquer temperatura não nula não havendo pois magnetização 
para o modelo de Heisenberg bidimensional, o que está de acordo com o teorema de Mermin e 
Wagner l15l .
O método que utilizamos pode ser aplicado a outras estruturas cristalinas. Se 
calcularmos a magnetização para uma rede cúbica simples, cujo fator de estrutura é dado por
Y£ -  Y[cos(&*a) + cos(£yjr) + cos(A:2a)] , (2.3.16)
ela pode ser aproximada, no limite de baixas temperaturas, em primeira ordem, pela expansão
-  r j L ^ L j ) } y  í £ í í £ >  -  ... (2.3.17)
2 2 U *  1 - A ) -Y
Para o caso do modelo de Heisenberg puro ( A=0) teremos:




Neste caso a série acima pode ser identificada com a função Zeta de Riemann, que 
converge para um valor finito e a magnetização decai na região de baixas temperaturas segundo a 
lei de Bloch.
2.4 - A MAGNETIZAÇAO PRÓXIMA A TEMPERATURA CRITICA.
A expressão (2.2.25) pode ser aproximada no caso do argumento da cotangente 
hiperbólica ser muito pequeno , o que ocorre na região próxima à temperatura crítica do sistema. 
Neste caso a cotangente hiperbólica pode ser aproximada por uma série de potências. Se 
mantivermos termos até segunda ordem, a expressão (2.2.25) toma-se.
3t ' 1 . 4
A < xc)_
(2.4.1)
onde xc é a temperatura crítica reduzida, dada por
J___f 1 .
T ~  n _ 2  J w
c ZB (1 —y £ )
(2.4.2)
' - s y / o - 7 ^ (2.4.3)
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Como podemos ver pela equação (2.4.1) , o método da equação de movimento da 
função dè Green prevê, nas proximidades da transição de fases, um comportamento crítico para a 
magnetização semelhante ao previsto pelas teorias de campo médio, obtendo-se üm expoente 
crítico (3 =  1/2 . O valor da temperatura crítica Tc não pode ser determinado analiticamente, mas 
podemos avaliar a integral (2.4.2) se a substituirmos por uma soma discreta sobre os pontos da 
rede recíproca, ou seja,
— “ - ê - E — w------ ■ (2A4>
T< » f d - j T l l
onde o fator de estrutura para as redes quadrada e cúbica são dados respectivamente por:
cos (kxa) + cos (kya) ] e cos (kxa) + cos (kya) + cos (kza) ] . (2.4.5)
Estas temperaturas críticas podem ser avaliadas pelo método dos pontos especiais, 
que apresentamos no Apêndice desta dissertação. Na tabela 1 comparamos o valor de 






$éries de altas 
temperaturas l16 l
Grupo de 
renormalização Migdal - 
Kadanoff I17 l
Função de Green
Heisenberg 1.0 0.56 0.52 0.66
Tabela 1: Valores comparativos de temperatura crítica para o modelo de 
Heisenberg tridimensional.
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2.5-A  CURVA DA MAGNETIZAÇÃO X TEMPERATURA
Resolvendo autoconsistentemente a equação (2.2.25), podemos obter a curva da 
magnetização a campo nulo para diferentes parâmetros de anisotropia , desde o modelo de 
Heisenberg até o modelo de Ising. Observamos na figura 1 que , à medida que a anisotropia 
diminui, o sistema exibe um decaimento mais rápido para a magnetização, com uma temperatura 
critica cada vez menor. De acordo com nossa expansão assintótica (eq. 2.3.15) , no limite do 
sistema bidimensional completamente isotrópico a temperatura crítica deve ocorrer para Tc = 0. 
Embora não possamos realizar o cálculo para este sistema devido à divergência que ocorre na 
integral (2.2.25), as curvas obtidas para pequenos valores da anisotropia apontam nitidamente 
nesta direção.
Para grandes valores da anisotropia nossas curvas são semelhantes àquelas obtidas 
pelo método do grupo de renormalização no espaço real t5J, muito embora, nas proximidades da 
transição de fases, encontramos um expoente crítico do tipo campo médio (P = 1/2). Por outro 
lado, para pequenos valores de anisotropia, a forma da curva de magnetização indica um 
decaimento contínuo até as proximidades da transição de fases, não apresentando um platô como 
o sugerido por esses autores.
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FIGURA 1: Curvas de magnetização para o modelo de Heisenberg anisotrópico
bidimensional, onde ( A = 1 - W /J ) representa o grau de anisotropia.
Curva A ( A = 0.999 ), B ( 0.8 ), C ( 0.4 ), D ( 0.1 ) ,  E ( 0.01 ) e F ( 0.001 ).
Construímos também a curva de temperatura crítica em função da anisotropia para o 
modelo de Heisenberg anisotrópico bidimensional ( figura 2 ) onde notamos que, para pequenos
valores da anisotropia ( W/J __> 1.0 ) ,  a temperatura crítica decai muito rapidamente para zero,
resultado este previsto na literatura í15l.
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FIGURA 2: Temperatura critica do ferromagneto de Heisenberg anisotrópico 
em função do grau de anisotropia
A fim de comparar nossos resultados com a literatura, determinamos a curva de 
magnetização relativa em função da temperatura reduzida obtida para nosso modelo para um 
sistema bidimensional com anisotropia A= 0.20. Comparamos nossos resultados com os relatados 
no trabalho de Mauri e colaboradores t6l, que realizaram medidas no volume e em uma amostra de 
um filme bidimensional desacoplado de Permalloy de 1.6 monocamadas de espessura. Nossos 
resultados se ajustam razoavelmente bem em todo o intervalo de temperatura considerado, 
conforme podemos observar na figura 3. A razão entre as constantes de troca da superfície e do 
volume, Js/Jj, = 0.66, foi escolhida já que
20
0.4 = M ç S _  = ^ Is_ 
^B^cV 6Jb
\y
FIGURA 3: Magnetização normaizada para um filme ferromagnético de 
Permalloy ( 1 . 6  monocamadas de espessura ). A curva conyínua foi obtida 
através de funções de Green considerando-se A = 0.20 e uma razão entre as 
constantes de acoplamento de troca de superfície e de volume Js /  Jv = 0.66 .
A linha pontilhada representa os resultados de grupo de renormalização de 
espaço real (5) ( a  = 0.20; Js /  Jv = 0.70 ) e os quadrados representam os 
pontos experimentais.
Nossa expansão em baixas temperaturas (eq. 2.2.14 ), que é equivalente ao resultado 
de ondas de spin, não pode ser aplicada aos resultados experimentais de Mauri e colaboradores
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[61. O limite de aplicabilidade desta expansão, assim como o da teoria de ondas de spin, é de cerca 
de 25% da temperatura crítica. No entanto, a temperatura crítica do filme de Permalloy é avaliada 
por Mauri e colaboradores em aproximadamente 340 K, isto é, 40% da temperatura crítica de 
volume do material ( 870 K), enquanto que a mais baixa temperatura usada para realizar as 
medidas neste experimento é de 80 K, o que representa aproximadamente 25% da temperatura 
em que ocorre a transição de fases. Desta forma, a região de temperaturas na qual as medidas 
foram realizadas está além daquele em que se esperamos que a teoria de ondas de spin seja 
aplicável com sucesso. Por isto não acreditamos nos argumentos de Mauri e colaboradores, onde 
afirmam que a teoria de ondas de spin não é apropriada ao estudo dos sistemas bidimensionais em 
baixas temperaturas.
CAPÍTULO III
APLICAÇÃO DO GRCM AO ANTIFERROMAGNETO 
DE ISING DILUÍDO
3.1 - O GRUPO DE RENORMAL1ZAÇÃO DE CAMPO MÉDIO
Embora útil como uma primeira abordagem de problemas em magnetismo, a 
aproximação clássica de campo médio freqüentemente fornece resultados , quando não 
qualitativamente errados, quantitativamente muito pobres. Uma gama enorme de outros métodos , 
com maior ou menor sucesso, foram desenvolvidos. Um destes métodos é o do grupo de 
renormalização.
A abordagem que utilizaremos aqui é a do grupo de renormalização recursivo por 
aproximações de campo médio (GRCM) Í71. Este método guarda muita semelhança com o grupo 
de renormalização fenomenológico l18J, pois ambos se baseiam na comparação de blocos de 
tamanhos finitos, possibilitando a determinação de temperaturas críticas, embora não produzam 
um diagrama de fluxo no espaço de parâmetros
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A proposta de trabalho do GRCM consiste em comparar parâmetros de ordem de dois 
sistemas finitos contendo N  e N' spins na presença de condições de contorno que quebram a 
simetria. No caso ferromagnético, o parâmetro de ordem é a magnetização média dos blocos 
finitos e as condições de contorno são identificadas com os campos efetivos que envolvem estes 
sistemas.
FIGURA 4 : Blocos de um e dois spins no caso ferromagnético.
Dentro de cada bloco são computadas as flutuações de spin mas, em sua volta, 
considera-se que todo spin interage com determinado número de spins exteriores cuja 
magnetização é fixada como sendo igual ao campo efetivo b e b' ( Figura 4). As funções 
magnetizações médias no interior dos blocosf y  (k,b,h) e f w  (k',b',h) se relacionam através de 
um fator de escala e , tal que,
M K A h )  = é d~ M f N.(K\b\h ') ( 3  1 1 )
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onde k  e k’ são as constantes de acoplamento, d  é a dimensão espacial e yf, é o expoente crítico 
magnético.
Há uma certa arbitrariedade na escolha do comprimento de escala, mas uma escolha
natural é:
e = L J L '= (N /N '} !d (3.1.2)
Se tivermos L/Lf -  2, o GRCM guarda uma conexão formal com a aproximação de 
cumulantes em más baixa ordem f7!. No caso de L/L' > 2, esta conexão desaparece.
Nas proximidades da transição de fases o parâmetro de ordem é muito pequeno e 
podemos expandir as funçõesf y  (k,b,h) e (k\b\h) . No caso ferromagnético e considerando-se 
um campo externo fraco, podemos escrever que:
f N'{k\b',h') = f N>{kcA  0) +
õb'
b' + ô f N.(k',b\h')
\k'=kr d h '
h \  (3.1.3)
k'=kr





Se introduzirmos as duas últimas expressões em (3.1.1) teremos:
ÔfN'(k',b',h')
Õb'









A hipótese básica do GRCM é supor que os campos b e b' obedeçam à mesma relação 
de escala que f y  (k,b,h) e (k',b\h) . O campo externo se transforma de maneira usual. 
Portanto temos:
b =  E(d-yh)b' h = e ^ h ' (3.1.7)
Levando-se as expressões (3.1.7) em (3.1.5) e (3.1.6) obtemos as relações de escala:

















A equação (3.1.8) com h=h'=0, pode ser vista como uma transformação do grupo 
de renormalização para o acoplamento k, e, desta forma, permite determinar o acoplamento 
critico kc  Os expoentes críticos yfj e são dados respectivamente por:
Ad-2yh)_ ,
õ /n  
õh  












avaliados para k=kc , b=b’=0 e h=h’=0 .
Para ilustrarmos o método, vamos aplicá-lo a um ferromagneto de Ising puro em uma 
rede quadrada ( z = 4 ). Partindo-se dos hamiltonianos para blocos finitos de um e dois spins de 
um ferromagneto de Ising, dados respectivamente por
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0Hj = -foj(zèj +h)
PH2 = -ksfô -k (si + s2 )[(z -1  )bi + h]
onde bj e Ò2 são os campos de quebra de simetria, k = J/kgT > 0 é a constante de acoplamento 
de troca termalizada e h = h g /k ^ T  é o campo externo termalizado. Efetuando-se a soma sobre 
os estados possíveis do sistema finito é fácil mostrar que as magnetizações dos blocos são dadas 
por
/Wj = tanh(4M] +h)
senh(6 kb2 +h) 
cosh(6 Z^>2 +h)+e~2k
(3.1.12)















Levando-se estes resultados nas equações (3.1.8) e (3.1.9) e considerando que 
e = ( L / L ' = ( 2/1 obtemos os seguintes resultados:
kc=0.35 , yt=0.60 , yy^l.42 (3.1.14)
Considerando-se o pequeno esforço com que foram obtidos estes valores, a 
comparação com os valores exatos [ kc = 0.441; y t = 1.0 ; yfj = 1.875 ] estimula o uso deste 
método na investigação de outros sistemas magnéticos.
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3.2 - GRCM PARA O ANT1FERROMAGNETO DE ISING
O modelo mais simples de um antiferromagneto é o antiferromagneto de lsing, no 
qual os spins da rede interagem através de uma constante de acoplamento de troca J negativa, a 
qual favorece a orientação antiparalela entre spins primeiros vizinhos. Podemos também 
interpretar o sistema antiferromagnético como consistindo de duas subredes ferromagnéticas 
interpenetrantes, com magnetizações mj e m2 . Neste caso, nas proximidades da transição de 
fases, o parâmetro de ordem , isto é, a variável que vai a zero quando o sistema se aproxima da 
temperatura critica, é a magnetização altemante, definida como:
ms = (m]- m 2)/2 , (3.2.1)
enquanto que a magnetização, variável não crítica do sistema, é dada por:
/w = (/»!+ot2)/2 (3.2.2)
Dentro da abordagem do GRCM , o Hamiltoniano para o bloco finito de dois spins 
(ver figura 5) pode ser expresso como:
H = - y ^ 2- J (z - 1) V l - ' / (z-l)V 2-A 3(sl+^2) » (3 2 -3)
onde z é o número de coordenação da rede, hg é um campo externo e bj e b2 são os campos 
efetivos de quebra de simetria nas duas subredes.
Podemos reescrever o Hamiltoniano mais adequadamente em função dos parâmetros, 




^  = (*l-*2)/2 B = (bl +b1)l2
P H  =  - k s }s2 - k ( z - 1) [ +  s2) - b s (si - s2) ] - /i(íi +  í2 ) 
k = J /(KBT) e h - t \ , l { y i B T )  .
>1/ b 1
' l '
b --------------  O ------------- - ©  —
s s 1 2
vU b ' +  b*





A função de partição para o sistema finito é facilmente obtida:
Z = ] [ V PH = 2e+*cosh[2iKz-l)£ + 2/;] + 2e~*cosh[2£(z-l)Z>s] , (3.2.6)
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onde a soma é realizada sobre os estados possíveis dos spins sj e s 2 .





senh[2 k(z - 1)5+2h]eikftj —- -■
e cosh[2 k{z - 1)5 + 2 h \+ cosh[2£(z -  ï)bs]
(3.2.8)
senh[-2A:(z- l)ô4.]
elk cosh[2£(z-1 )5  + 2h] + cosh[2£(z -  1)6S]
Próximo à transição de fases, o parâmetro de ordem ms, assim como o campo 
efetivo bs, tendem a zero. Podemos então expandir ms em série de Taylor em tomo da origem. 
Já em relação à magnetização m, isto não é possível, pois ela permanece finita na transição. 
Então, para um bloco de dois spins, podemos escrever que




- 1 k { z  - 1 )
^^0 l+ e2i cosh[2fc(z-l)i? + 2//]
No caso de bs pequeno, a magnetização pode ser aproximada por:
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senh[2£(z - 1)2? + 2h]eík
mb ->0 = ------ õt--------------------------------- - (3.2.10)
1 + e cosh[2£(z -1 )5  + 2h]
Para um bloco de üm único spin teremos duas escolhas possíveis : ou o spin pertence à 
primeira ou à segunda subrede. Neste caso, para definirmos a magnetização altemante, faremos 
uma média sobre as duas possibilidades. Para os dois subsistemas antiferromagnéticos teremos os 
Hamiltonianos termalizados:
0H] = -kzb^x -hs\ e PH2 = - k z b ^  ~hs2 (3.2.11)
É fácil encontrar a magnetização de cada subrede:
= taxú\(kzb2 +h) , (3.2.12)
e
rrlp = tanh(£zZ>] +h) , (3.2.13)
onde o superescrito (I) significa bloco com um único spin.
A magnetização será dada como a média das expressões (3.2.12 e 3.2.13), enquanto 
que a magnetização altemante será definida como a semidiferença daquelas expressões. Nas 
proximidades da transição podemos escrever que
„,(« g l (mW +ro( n )=  senh[2fag<J) +2A] _ Q  2 ]4)
1 \ + cosh[2kzB{I)+2h]
miP b - m (2J)) =---------- ---------------  (3.2.15)
s b^ °  2 1  2 \ +  cosh[2kzB[I) +2h]
A aplicação do GRCM às equações (3.2.8 e 3.2.15 ) fornece a seguinte expressão:
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___________(* -0 __________  * _______  (3 2 16)
l+e2kc costy2kc( z - l )B {I1) +2h] 1 + cosh[2^czfí(/) +2h]
onde novamente os superescritos nos campos efetivos estão relacionados ao tamanho dos blocos.
A equação (3.2.16) só pode ser resolvida para o acoplamento crítico kc para um dado 
valor do campo externo h g , se B@) e BW,  os campos efetivos definidos para os blocos de um e 
dois spins, forem conhecidos. Como não podemos determinar diretamente estes campos, vamos 
fazer uma aproximação. Vamos supor que os campos efetivos que envolvem os blocos sejam 
iguais às magnetizações dos respectivos blocos, ou seja, B@) — rrfl) e B W  = m(H), o que 
equivale a fazer uma aproximação do tipo campo médio. Neste caso, as equações ( 3.2.10 ) e 
( 3.2.14 ) tomam a forma:
Áu) +2h^2k
\+e2i cosh[2(t (z -  + 2 h)
= .. _ (3218) 
br *  1+cosh[2AzB' '  + 2h]
e o sistema de equações (3.2.16 - 3.2.18) pode ser resolvido para um dado valor do campo 
externo %
Desta forma, é possível determinar o diagrama de fases no plano temperatura crítica 
versus o campo magnético externo para um modelo antiferromagnético de Ising na aproximação 
do GRCM. Este modelo é um caso especial de um antiferromagneto de Ising diluído, de forma 
que, quando tratarmos deste último modelo, discutiremos o diagrama de fases que se aplica a esta 
situação.
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O antiferromagneto de Ising pode ser entendido como um sistema de spins localizados 
constituído de duas subredes interpénetrantes que possuem entre si um termo de interação J  < 0, 
favorecendo orientações opostas dos spins vizinhos. O antiferromagneto de Ising diluído pode ser 
representado pelo Hamiltoniano:
H = -  J ^ S jS jn ^ j  -  > (3.3.1)
ÍJ i
onde «,• são variáveis de ocupação não correlacionadas, que podem assumir, em cada ponto da 
rede, os valores 0 ou 1. A média configuracional de ocupação < nj> é denominada p, que 
podemos chamar de concentração magnética.
Uma das representações mais simples para a distribuição de probabilidade de 
ocupação é a diluição tipo "quenched", isto é, uma representação na qual as médias 
configuracionais são independentes das médias térmicas. A probabilidade de ocupação de um 
ponto será escrita na seguinte forma:
P(íí ) = />8(«l-l) + (l-^ )8(/í ) (3.3.2)
Há ainda um outro tipo de diluição na rede magnética, chamada de diluição de ligação, 
onde o termo de interação Jjj pode valer 0 ou J. O Hamiltoniano e a distribuição de probabilidade 
podem ser representados, respectivamente, por:
3.3 - O ANTIFERROMAGNETO DE 1S1NG DILUÍDO
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i j  ‘
e
PÍJ^^P & ÍJ íj- j U I v- P ^ j )
(3.3.3)
Em quaisquer dos casos acima, para obtermos as variáveis relevantes do sistema 
diluído devemos integrá-las em relação às variáveis de ocupação. Ou seja, se tivermos uma 
variável A(n],n2,—,nj), o seu valor médio com respeito à sua distribuição de probabilidades é dada 
por:
A = j . . . f jA ( n l,n2, . . . , ^ ) />(«1,«2,^ .. ni)dnidn2...dn  ^ . (3.3.4)
No caso de não haver correlação entre as variáveis de ocupação w, , a integral acima é 
de facil resolução:
A= jp ( n i)dni.. . jp(n2)cbi2jA (n l,n2,...,^)P(«1)úr«1 (3.3.5)
Na próxima seção recalcularemos a magnetização e a magnetização altemante para os 
blocos diluídos de um e dois spins, obtidos para o sistema puro na seção anterior, e calcularemos 
estes mesmos parâmetros para o bloco de quatro spins para obtermos um diagrama de fases da 
temperatura crítica versus o campo aplicado para os sistemas diluídos através do GRCM.
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Para um bloco de um antiferromagneto de Ising diluído com dois spins o Hamiltoniano 
pode ser descrito por:
pH = -ksis2nln 2 - k ( z - l ) s lnl( B -b s) -k ( z - l ) s2n2 (B  + bs) - h ( s lnl +S2n2) , (3 4.1) 
ou ainda como,
3.4 - O BLOCO DE DOIS SPINS DE UM ANTIFERROMAGNETO
DE IS1NG DILUÍDO
PH = - k s ^ ^ - f  k ( z -  l)B+hJ(  sj/*! + 2) + [ k ( z - 1 )bs] ( sln[- s 2n2)  (3.4.2)
ondeB, bs , h e k estão definidos em ( 3.2.4 ) e em ( 3.2.5 ).
Efetuando-se a soma sobre os estados dos dois spins, encontramos a função de
partição:
2 V pH = 2 { e *"1*2 cosh^Wi -w2)H2 ~ (mi +«2)g>2] 
eknW  cosh[(M! +W2V 2 + («1 “ «2)®2]}
+
onde
|i2 = k (z - \ )B + h  e (ú2 = k(z - l)bs
A magnetização e a magnetização alternante são dadas por:
(3.4.3)
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X Í (51+ ‘V2 ^  PH
s r - m
2-*e (3.4.4)
_________________senh[(»1 + n2 )n2 + (”i ~ nl  )<° 21____________  '
e~2kn\tt2 C0Sh^Wl _ W2 + n2 ^  2 ] + cosh[(«i + «2)^2 + (W1 ~ w2)® 21
(//) _W„ —
S l ( 5l- 52)g-PH
^ e-P H» (3.4.5)
senh[(w! -  w2 >1^ 2 -  (wi + n2 )® 2]________________
e 2*" i"2 coshtíwj -  w2 )l^2 “  <wl +  w2 )©  21+  cosh[(w! +  /?2 ) | i 2 +  (wj -  w2 )©  2 3
Para obtermos a magnetização alternante do sistema diluído precisamos integrar as 
expressões acima com relação à ocupação dos pontos da rede, conforme a prescrição (3.3.5 ):
« (/ 7) = I P(»2 )dn2 J ms («1 ,«2 )P(nl )dn\
m[I!) = J P(n2)[pms(],n2) + (]~ p)ms(0,n2)]dn2 , (3.4.6)
«íf- = P2 ™s ( 1,1) + P( 1 ~ P)ims ( 1,0) + ms (0,1)] + O -  P)2 ms (0,0)
Introduzindo-se a expressão (3.4.5) na expressão anterior, obtemos a magnetização 
alternante para o sistema antiferromagnético diluído com dois spins, ou seja:
-(II) 2 senh(-2o2) | ^  senh(-2co2)
s cosh(2ffl 2 ) +  ^cosh(2 (x2 ) cosh(2(o2) + cosh(2^2)
O mesmo procedimento pode ser seguido para obter-se a magnetização média do 
bloco diluído:
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r n U )  = J  ^ («2 ) J  m(«l> «2 ) P ( n \ ) d n \
(3.4.8)
m(//) = p 2m(l, 1) + p i } -  p)[m(l,0)+m(0,1>] + (1 -  p)2 m( 0,0)
- i l l ) = p 2 _ ------- senh(2^ e^ _ -------- ^ ----------------------s e n h í ^ T -------  (3 4 9)
cosh(2o  2) + e cosh(2n2 ) cosh(2co 2 )+ cosh(2|i2 )
Nas proximidades da transição de fases, podemos aproximar as expressões (3.4.7) e
(3.4.9) para:
— W) ? -2 k (z - l )b s -2 k (z - l )b s n á  ,
5 ~ ] + cosh(2 i^2) ' ( * }
(H) 2 senh(2n2)e2* ,, \ senh(2n2) m = * r -------------------- + PO~/>)--------v ■ (3.4.11)
1 + e2* cosh(2 L^2) l + cosh(2*i2)
A derivada da magnetização alternante em relação ao campo efetivo alternante é:
^ * (Z~ 1) + P 0 -P )  ' 2k ( : '  ”  ■ <3-4.12)àbs s l+e cosh(2//2) 1 + cosh(2//2 )
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3.5 - O BLOCO DE UM UNICO SPIN DE UM ANTIFERROMAGNETO
DE ISING DILUÍDO
Embora tenhamos que levar em consideração as duas subredes para o cálculo das 
magnetizações de um bloco de um único spin, cada bloco é composto por apenas um ponto da 
rede. Logo, o sistema tem uma probabilidade p do ponto estar ocupado e uma probabilidade (1-p) 
do ponto estar vazio. Então, conforme (3.2.14) e (3.2.15) teremos:
pstràxilkzB^ +2 /?)
tm(7) = £(m[I ) +ntf'>) =-----------------—-------  , (3.5.1)
bs~*0 2 1 2 1 + cosh(2kzB' ' + 2hi)
m W  =E U ' > _ m(')} =-------E t ^ -------  . (3.5.2)
bs->o 2 1+ cosh( 2 '  +2h)
= £(„,{ '>-„< '>) = -------- ------------------  . (3.5.3)
dbs 2 l + cosh(2kzB' ' +2h)
*
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3.6 - O BLOCO DE QUATRO SPINS DE UM ANTXFERROMAGNETO
DE ISING DILUÍDO
Um bloco de quatro spins de um antiferromagneto diluído (Figura 6) pode ser 
representado pelo Hamiltoniano termalizado:
pH4 = - k i s ^  + s3n3 )(.S2«2 + HnA ) - \ k ( z -2 )B (JV) + /íKsjMj + ^ «2 + s3n3 + s4n4 ) 
-k (z  -  2)b{s1V) («!«! + s3w3 -  s2n2 -  s4nA)
(3.6.1)
FIGURA 6 : Bloco de quatro spins no caso antiferromagnético.
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A magnetização e a magnetização alternante podem ser obtidas através da soma sobre 
os estados possíveis dos quatro spins. Após determinarmos estas expressões , bastante extensas 
para reproduzí-las, precisamos integrá-las em relação às variáveis de ocupação , conforme a 
distribuição de probabilidade (3.3.5 ). A partir daí obtemos:
m(1V) = /> V 7F)(1,1,1,1)+
p 3(l-/>>[w(7K)(0,l,l,l)+ m (7K)(l,0,l,l)+ /W(/,/)(l,l,0,l)+#«</K)a i , l , 0)]
+P2 0  ■- p f  [w(7K) (0,0,1,1) + m{IV) (1,0,0,1)+/w(7F) (1,1,0,0)
+w(7F) (0,1,1,0)+ w(7F) (0,1,0,1) + w(7F) (1,0,1,0)]
+p(l -  pf[m^IV) (0,0,0,1)+ m(1V) (1,0,0,0) +m{IV) (0,1,0,0) +nt{IV) (0,0,1,0)] .
(3.6.2)
Nas proximidades da transição de fases, a expressão anterior pode ser aproximada, 
quando bs — > 0 , para:
_(/IO 4 
m = p senh(4m )e4  ^+ 2senh(2m ) 
cosh(4p,4)e4^ + 2 + é~*k + 4cosh(2n4)
3senh(3|A4)e2* + (2 + e  2*)senh(n.4) 
cosh(3jj.4)e2  ^+ ( 2 + e~2k ) cosh(p.4 )
f i X - p r
2senh(2n4) _ + tanh(^ )
e 2k +cosh(|i4)
+










cosh(4[i^)£ + 2 + £ + 4cosh(2n4)
4e~*k + cosh(4fc) + 2 + 2e 2lc + 4(1 + 2e ík )cosh(2n4) +-(\ + 2elR: )cosh(4^4)-2k „2 k*
^cosh(6n4)e4i + (1 + 2e2í:)cosh(4n4) + cosh(2n4)[3 + + cosh(2£)] + 2(1 + 2e iK) + cosh(4Ar).—4Ar ~ 2 k >
+ p z0 - p )2 + P ( í - P ) ~ l + cosh(2ji4)
(3.6.4)
onde
\ía = k(z -  2 ) B ^  +h k = J /  T e h - ^ 3/  T /Kjg T / kb T
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3 .7 -0  GRCM PARA OS BLOCOS FINITOS DO ANTIFERROMAGNETO 
DE ISING DILUÍDO
Comparando-se as derivadas das magnetizações altemantes em relação aos campos 
efetivos dos blocos de um e dois spins, dadas pelas expressões (3.4.12 e 3.5.3), conforme a 
abordagem do GRCM, podemos escrever para o sistema diluído que :
pz =p 2 f r " 1) i p (i p )
1 + e^kc cosh(2fj,j) 1 + e2kc cosh(2fi2 ) l + cosh(2n2) , (3.7.1)
onde
H l= k zB ^ + h  e (i2 = +h
Os campos efetivos em cada bloco são também dados por:
B (J) = psenh(2feff^+2ft) ?
1 + cosh(2 kzB ^  + 2 h)
( l i )  2 senh(2n2)g2  ^ _ . senh(2 i^2)
^  i t  / \ W  1 \ " (3.7.3)
l +e cosh(2|ii2 ) l + cosh(2^2 )
A resolução simultânea deste sistema de três equações não lineares nos permite 
encontrar kc , B ^  e B ^  para uma dada concentração p  e um dado campo externo hg. 
De forma semelhante, aplicando aos blocos de um e quatro spins o formalismo do GRCM 
podemos, a partir das equações ( 3.5.3 e 3.6.4 ), obter a relação de escala entre estes blocos:
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que pode ser escrito como
pz
2 k1 + e c cosh(2p.j)
■'.= (z ~ 2)p
-4 k.21 e c +2cosh(2n4)
Air —Afc
cosh(4n4)e c + 2+e c +4cosh(2fi4)
+p\\-p)
—dk -Jk -Ok 2k4e c +cosh(4fcc)+2+2e c +4(l+2e c)cosh(2p.4)+(l+2e c )cosh(4n4)
4k. 2 k -4k e c ~2k„yCosh(6n4)e c +(l+2e c )cosh(4|i/j)+cosh(2n/j)[3+^—^— +cosh(2&c)]+2(l+2e c )+cosh(4£c)
+ f o - p ) 2
l+ e 2*ccosh(2(i4) 1 + cosh(2n4)
+  P ( \ - P ) ' l+cosh(2|i4)
(3.7.6)
Da mesma forma que para os blocos de um e dois spins, identificamos os campos efetivos 
BO) e BfflO, respectivamente, com a magnetização mfl) (eq. 3.5 1) e mft¥) (eq. 3.6.3).
Analogamente, podemos também relacionar os blocos de dois e quatro spins conforme 
fizemos com os blocos de um e quatro spins. Na próxima seção apresentaremos os resultados 
obtidos para o diagrama de fases de um antiferromagneto diluído na presença dê um campo 
magnético uniforme.
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3.8 - O DIAGRAMA DE FASES
Determinamos o diagrama de fases no plano temperatura crítica versus campo para 
diversos valores da diluição do sistema antiferromagnético. Na figura 7 estamos considerando a 
aproximação de GRCM para os blocos de 1 e 2 spins (GRCM 1-2) em uma rede cúbica ( z = 6 ). 
Este diagrama é obtido resolvendo-se autoconsistentemente as três equações (3.7.1 - 3.7.3).
Para o sistema sem diluição ( p = 1 ), a transição entre as fases antiferromagnética e 
paramagnética é de segunda ordem . Esta curva é análoga à obtida por Bienenstock f1^ ] 
utilizando expansões em séries de altas temperaturas. Entretanto, quando o sistema se toma 
diluído, observamos que as curvas correspondentes às transições contínuas terminam em um 
determinado ponto.
No formalismo do GRCM não podemos determinar as soluções que ocorrem para 
campos magnéticos maiores que os correspondentes a esses pontos. Acreditamos que possam 
representar pontos tricríticos. Esta conjectura é baseada no fato de que um antiferromagneto 
diluído na presença de um campo magnético uniforme é equivalente a um sistema ferromagnético 
na presença de um campo aleatório l20«21!. De acordo com Aharony l22! , um ferromagneto em 
um campo aleatório exibe um ponto trícrítico no plano temperatura versus intensidade do campo 
aleatório. Por esta razão somos inclinados a acreditar que os pontos A, B e C em nosso diagrama 














\  \p  = 1.0\
p  -  0.9\
p  -  0.5\
p  -  0.3
0 .0  1 .0  2 .0  3 .0  4 .0  5 .0  6 .0  7 .0
hc ( h O / J )
FIGURA 7: Temperatura crítica ( Tc ) versus o campo crítico (hc ) através de GRCM
1-2 para o antiferromagneto de Ising diluído com d = 3. As linhas críticas são 
interrompidas para os sistemas diluídos . Os pontos A, B e C sugerem pontos 
tricriticos.
Mesmo que aumentemos o tamanho dos blocos os resultados obtidos são 
qualitativamente semelhantes àqueles representados na figura 7. Por exemplo , na figura 8, 
mostramos o diagrama de fases obtido na aproximação do GRCM para blocos de dois e quatro 
spins.
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FIGURA 8: Temperatura critica ( Tc ) versus o campo crítico (hc ) através de GRCM
2-4 para o antiferromagneto de Ising diluído com d = 3. As linhas críticas são 
interrompidas para os sistemas diluídos . Os pontos A, B e C representam extremos 
destas linhas.
Notamos ainda que, para valores da concentração p inferiores a um dado valor 
crítico, a temperatura crítica se reduz ã zero, não havendo magnetização em nenhuma temperatura 
finita indicando que atingimos o limiar de percolação do sistema. Este resultado não aparece 
quando consideramos uma aproximação de campo médio para blocos finitos. Isto pode ser 
observado na figura 9, onde mostramos a dependência da temperatura crítica em função da 
concentração, a campo nulo, nas aproximações de campo médio para um bloco de dois spins e do 
GRCM para blocos de um e dois spins. À concentração crítica de percolação que encontramos
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para uma rede cúbica simples de um antiferromagneto de Ising utilizando o GRCM 2-4 foi pc 
= 0.20, um pouco diferente do valor encontrado por Stinchcombe t23l para a mesma rede (pc =
0.31).
FIGURA 9: Temperatura crítica ( Tc ) versus a concentração de sítios p para o 
antiferromagneto de Ising diluído com d = 3 , a campo nulo, através de 
aproximação de campo médio para um bloco de dois spins (linha tracejada), e 
através de GRCM com blocos de dois e quatro spins (linha cheia).
Embora o GRCM não dê informações definitivas sobre o diagrama de fases global, ele 
nos permite obter informações qualitativamente melhores que aquelas determinadas por
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aproximações do tipo campo médio. As constantes de acoplamento crítico que obtivemos , 
quando comparadas com valores da literatura , são consideravelmente melhores que as 
obtidas por campo médio ( ver tabela 2).








valores de Kc 
obtidos por 
outros métodos
d=2 0.250 0.286 0.346 0.369 0.441 *
d=3 0.166 0.176 0.202 0.205 0.214 **
Tabela 2 : Constantes de acoplamento críticas obtidas para antiferromagneto de 
Ising puro (p=1) na ausência de campo externo através de aproximação de campo 




Nesta dissertação determinamos o comportamento, da magnetização em função da 
temperatura para o modelo de Heisenberg anisotrópico , através do formalismo das funções de 
Green. Mostramos que, para pequenos valores da anisotropia, as curvas de magnetização não 
apresentam nenhum platô, ao contrário das previsões do grupo de renormalização no espaço real. 
No limite de baixas temperaturas , a magnetização decai exponencialmente com a temperatura e , 
em particular, a temperatura crítica se toma nula no caso do modelo de Heisenberg bidimensional. 
Os resultados obtidos foram comparados com medidas recentes determinadas para filmes 
ferromagnéticos.Mostramos também que, com a utilização do método das funções de Green, é 
possível descrever o comportamento da magnetização para todos os valores de temperatura, 
muito embora, nas vizinhanças do ponto crítico, o expoente fo da magnetização seja igual ao 
obtido através de cálculos de campo médio. Entretanto, na região de temperaturas ban inferiores 
à temperatura crítica, as expansões assintóticas obtidas são as mesmas que as obtidas, pela teoria 
de ondas de spin. Infelizmente, as medidas experimentais obtidas para os filmes finos estão acima 
do intervalo de temperatura onde se supõe que as expansões em ondas de spin possam ser 
aplicadas.
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Ainda neste trabalho, determinamos o diagrama de fases de um modelo de Ising 
antiferromagnético diluído na presença de um campo uniforme, através do grupo de 
renormalização de campo médio. Com este método não fomos capazes de determinar o diagrama 
de fases global, visto que a aplicação do grupo de renormalização de campo médio é restrita às 
transições de fases contínuas. Entretanto, devido à equivalência entre o modelo de Ising 
antiferromagnético diluído em um campo uniforme e o modelo de Ising ferromagnético em um 
campo aleatório, acreditamos que os pontos extremos das linhas de transição de fases contínuas 
possam representar pontos tricríticos.
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APÊNDICE A
MÉTODO DOS PONTOS ESPECIAIS
Muitos cálculos em cristais envolvem médias sobre-a zona de Brillouin de funções 
periódicas do vetor de onda. Para se obter uma precisão razoável nestes cálculos é necessário, em 
geral, conhecer o valor da função sobre um grande número de pontos.
Chadi e Cohen I10l e também Cunningham f11! desenvolveram um processo no qual 
um resultado bastante preciso é obtido fazendo-se uma soma sobre um pequeno número de 
pontos, ditos pontos especiais.
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A.1 - GERAÇAO DOS PONTOS ESPECIAIS
No trabalho de Chadi e Cohen HO] , é desenvolvido um método para gerar um 
conjunto sucessivo de pontos especiais. Vamos nos restringir às funções periódicas que variam 
suavemente.
Uma função periódica do vetor de onda pode ser escrita em série de Fourier como:
g(*) = /o + Z & » e' ( A .  1.1) 
«=i
Se usarmos a simetria completa da rede podemos construir uma função / (k), a partir 
de g(k), ou seja,
onde Tj representa cada uma das operações de simetria do grupo puntual da rede e n t é o  número 
de elementos em T. Então
onde
/r* ;= /o + X ;/m < u * ; . ( a . u )
n=l
S'
Am(k)=  ^ eik R , com m = 1,2,.... (A.1.4)
R =cm
52
A soma em (A. 1.4) sé realiza sobre os vetores equivalentes da rede R, que estão 
relacionados entre si através das operações de simetria de T. Os vetores são ordenados de 
modó que 0 < Cm < Cm+ j .
—>■
A equação (A. 1.4) associa a cada Am( k )  um conjunto de vetores dentro da
—►
m-ésima "concha" da rede direta. Os Am( k )  são funções reais escolhidas de modo a 
satisfazerem as seguintes condições n°l;
-Ç L çt RAm(k )d h  = 0 , 1,2,.. , (A. 1.5)
\2n) JZB
7 ^ 3  f =  . (A. 1.6)
(2tcy S zB ..
Afn( k + g )  = Am( k ) , (A. 1.7)
Am( T k )  = Am( k )  , (A 1.8)
onde
Am( k ) A n( k ) ^ a j {m,n)Aj(k) , (A 1.9)
Aq(  k ) = 1
f i é o  volume da célula primitiva,
Nn é o número de vetores da rede dentro da n-ésima "concha" na rede,
G é qualquer vetor da rede recíproca,
Tj é um elemento do grupo puntual T,
aj(n,m) são coeficientes inteiros que podem ser determinados por uma escolha 
específica de nem.
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Geralmente queremos obter um valor médio j  sobre a zona de Brillouin (ZB), o que 
exige o cálculo de uma integral sobre a rede recíproca:
00
/  = 7^ 3 f f f o  + Y . f m ^ n ( ~ k  > 1 ^ k  (A.1.10)
(2 (2ji) J ^
Devido a condição ( A. 1.5 ) a expressão acima se resume a f  = fo- O método dos
—►
pontos especiais consiste em encontrar um ponto ou um conjunto de pontos k,- da rede que 
maximizem o número de k )  que se anulam . Como os coeficientes f m decrescem
—y —►
rapidamente com o aumento de m, a avaliação do valor da função /(£ ,) sobre estes pontos 
dará uma aproximação com bastante precisão para Jq . A média na zona de Brillouin da função 
g(k),  definida na eq. ( A. 1.1), é obviamente também igual a/ q , ou seja, g  = f = f o .
Se obtivéssemos um único ponto ko  tal que Atn(k  q)  = Q para /»= 1,2,.... N  e
_ —>
N  oc, então, da eq. (A. 1.3), teríamos que /  = /o  = f (ko ) .  Infelizmente este ponto ideal não 
existe. Por outro lado, sabemos que normalmente os coeficientes f m decrescem rapidamente com 
o aumento de m. Desta fôrma, se encontrarmos um ponto, ou um conjunto de pontos, que
—^
maximizam o número de Am(k  )  que se anulam, poderemos determinar fo  com bastante precisão. 
Vamos impor as seguintes condições para os pontos lq e seus fatores peso 04:
. (A.1 .11)
/=1
S “ ' =l • (A-112)
onde N é o  maior m para o qual a equação A. 1.11 é satisfeita.
Podemos escrever então , a partir das eqs. A .l.11, A .l.12 e A. 1.3, que:
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pois para m < N  , Z a /4w (*/)-°
y=i
Então, se acharmos um conjunto de {kj} e {a;} para os quais N  é muito grande, o 
segundo termo tende a ser muito pequeno , pois./^ decresce rapidamente com o aumento de m. 
Neste caso, poderíamos escrever, para N  suficientemente grande, que
/o  = 2 > , / W  (A. 1.14)
7=1
Esta é uma expressão simples para calcular fg .  Tudo o que precisamos fazer é calcular
—^
f ( k j )  para alguns dos valores de ki que satisfaçam (A. 1.11).
Suponhamos que os pontos k\ e #2 satisfaçam Am(k) = 0 para determinados
^
valores de m denotados por {Ni\  para k\ e {-A^ J Para *2 A partir destes dois pontos 
podemos encontrar um novo conjunto de pontos kt que satisfazem a eq. ( A. 1.1 ), para 
valores de m tanto de {Nj} quanto de {A^}. Estes novos pontos estão relacionados a 
—y —^
k\ e A:2 através da relação t10l:
, (A l-15)
onde Tj é cada uma das operações do grupo puntual da rede. É fácil mostrar que os novos pontos 
—y
kj obtidos podem ser usados para se obter um conjunto ainda maior de pontos especiais. O peso 
para cada ponto é dado por
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a / = ^ -  , (A l .16)
L " /
j
onde nj é o número de vetores de onda diferentes ( não relacionados por um vetor da rede
—^
recíproca ) obtidos quando é aplicado cada elemento do grupo puntual Tj sobre o ponto kf .




- Escolhemos k\ de modo que {Nj} seja o maior possível, e que inclua a primeira
-Determinamos a primeira função Am( k 1) = 0 não nula.
- Escolhemos k2 que zere a função Am(k\)  , e a maior quantidade possível de 
Afnfk )  superiores.
- Aplicamos a equação (A. 1.15) e geramos o conjunto dos pontos especiais.
- Repetimos este processo à partir do segundo passo, e encontramos conjuntos de 
pontos de qualquer tamanho, que nos darão uma avaliação cada vez mais precisa de/ q.
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A.2 - GERAÇÃO DOS PONTOS ESPECIAIS PARA A REDE QUADRADA
O procedimento acima pode ser aplicado a qualquer tipo de rede cristalina. Neste 
trabalho estamos interessados em gerar pontos especiais na rede quadrada e na rede cúbica 
simples. A seguir, apresentamos a seqüência de passos necessária para se obter um número tão 
grande quanto se queira de pontos especiais para estas redes.
Na rede quadrada, os vetores unitários da rede são:
ã j= a ( 1,0) ; ã2 =a(O.l) ; R = a{l,n) , (A.2.1)
enquanto que os vetores unitários da rede recíproca podem ser expressos como
(U>) e Ãj=—  (0,1) 
a a
A função Am{k)  assume a seguinte forma para a rede quadrada:
Am( k )  = 2cos[a(kxl + kyfl)]
Para o vetor R - d 2 = a (0,l) teremos Am{k) = 0 apenas se
* Tt4 w(£)  = 2cos[a(AJ(.0+£yl) ] -0  , ouseja ky = — . (A.2.4)
2a





TíAm( k )  = 2cos[a(kx \ + ky0y\ = 0 , ou seja kx ~ —  (A.2.5)
—^ 7tLogo, o primeiro ponto especial no espaço de momentos é: k\ = — (4-,4) .a i i
Agora, à partir deste ponto, a função toma-se nula para todo R -a ( l ,n )
em que a soma 1 + n seja ímpar.
—^ —
O primeiro ponto para o qual Am(k \ )  é não nulo ocorre para R = a (2,0) . Então 
podemos determinar um segundo ponto gerador, usando o mesmo procedimento anterior. Este 
—^  ^ponto é k 2 -  4)- Este segundo ponto gerador anulará a função Am( k 2) para todos os a 4 4
pontos R = ct(l,ri) onde — é ímpar.
 ^  ^ —>
À partir de k\ e k2 podemos obter o conjunto de pontos especiais através da 
relação (A. 1.15). As operações Tj para o grupo puntual da rede quadrada são quatro:
^  = { (l.l) ;( - l,l) ;( l .- l) ;( - l .- l) l (A.2.6)
Aplicando estas operações aos pontos geradores segundo a eq. (A. 1.15) teremos 
quatro pontos especiais:
d )  -  _>(2)
k i  = - ( M )  ’ k ia * * a *■
->(3) 7T ^ (4)
*. = - ( i 4 »  . = - ( ? .4>a a
(A.2.7)
_>(2)
Na realidade, temos três pontos especiais independentes , pois k / é equivalente a
_>(3)
k i , com os seguintes pesos:
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* 1 -+W -+<3> „ «>
* ' = ã (<-<) • “ í1> = i  ; * ' = * ' = ^ (Í M } • “ P ) = 4
->w  .  1
k i  = - ( 1 1 )  <x(4)= -K > a ( 4 ’4 } ’ a i 4
( A .2 .8 )
A  p r i m e i r a  r e g i ã o  n a  q u a l  Am (/c2) é  d i f e r e n t e  d e  z e r o  o c o r r e  p a r a  R - a ( 0 , 4 )  . 
N e s t e  c a s o ,  r e p e t i n d o - s e ~  o ~  p r o c e d i m e n t o  a n t e r i o r ,  e n c o n t r a m o s  n o v o  p o n t o  g e r a d o r
7T —^ l  |
k 3 =  —  ( 1 , 1 )  . E s t e  p o n t o  é  t a l  q u e  a n u l a  t o d o s  o s  Am (k 3 )  p a r a  o s  q u a i s  ——  é ím p a r .
—^
C o m b i n a n d o - s e  e s t e  n o v o  p o n t o  g e r a d o r  c o m  o s  p o n t o s  e s p e c i a i s  ki d a d o s  e m  
( A . 2 . 8 )  a t r a v é s  d a s  o p e r a ç õ e s  d e  s im e t r ia :
kj =  k, + Tjk3 ( A .2 .9 )
p o d e m o s  g e r a r  m a i s  1 6  p o n t o s  e s p e c i a i s .  D e s t a  f o r m a  o b t e m o s :
->(1) 7T ~^ (2) n ->(3) 7T - (4> TT
k ■ — — f l  1 ^ k ■ — — f l  —'i k • — — (2. í\ k - —  —  (2- 1\
k j  ~  > *J ~ Q  8 '  ’ ’
_»(5) _ i->(6) _ _>(7) _>(8)
i- ■ ——(1 3.\ h . — ILtl Ia  h . — 3\ í- . — 1L(3-
KJ ~ a ^8’8'  > a 8’ 8 ’ _ a 8’ 8 ’ a 8’ 8 ’
-><9) * ->(10> * ->(n ) * ->(12) -
k ■ — k • k — ü / 1  1\ b ■ = — (l 1\Kj ~ ~ a 'S ’%' » J _ a ''8’8'  ’ J a ' 8’8'  ’
->(13) _ ->(14) _  ->(15) ->(16)
k ■ 1 k — — (Í lr ■ — — (2 1 )  ki — —  (—K J “ ^ V g j g ^  > KJ ~ a ' 8 ’ 8 '  ’ } ~ a ' 8 ’ 8 '  ’ J a
( A .2 .1 0 )
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Estes pontos, exceto os da primeira coluna, são equivalentes dois a dois, o que nos
Tí *!tivãmente dez pontos especiais. Os quatro pontos diagonais —(£,«) tem peso
o  8 8
1 Jt/» k  . . .  2I . 71 , ,• / v <6a a = — , enquanto os outros seis pontos —(£, g) , com / * j  tem peso CLy = — .
—► ^
Estes conjuntos de pontos nos garantem que Am( k 3) = 0 até R -  a (8,0) .
Se quisermos obter um resultado ainda mais preciso deveremos encontrar um novo 
—> —> 
ponto gerador k \  , e obter um novo conjunto de 64 pontos especiais que anulem Am( £ 4) até 
Ã = a(16,0) .
Genericamente, para a rede quadrada, podemos obter qualquer número de pontos
especiais, dependendo da aproximação desejada. Se quisermos um resultado com uma precisão
e « — %-rf teremos que usar 2N~2 Í 2 N~l +1) pontos especiais. Cada ponto especial poderá ser
2.2
escrito na forma
- H r ’4r>  ’ °ndei* J  e U  = W . . . , ( 2 N - l )  (A.2.11) a 2n 2
■ ■ 1 . 2 Os pontos em que i=j terao peso a;, = — y . enquanto que ay = para
2 2 
os pontos em que i#j. A partir destes pontos podemos construir uma rede de pontos especiais tão 
precisa quanto desejarmos.
Para a rede cúbica simples, os vetores unitários da rede são dados por:
Ã! =a(l,0,0) ; ã2 =a{0,1,0) ; 53 =a(0,0,l) ; R = a{l,n,m) (A.2.12)
e o procedimento para obter os pontos especiais é o mesmo que o descrito para a rede quadrada.
Para ilustrar a precisão do método, anexamos os resultados obtidos numericamente 
para a função
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/(* )  = £  , ---------- ' -  — ------ : . (A.2.13)
k 1 —  [cos^^a) + c o ú jiy a ) + cos^^a) j
definida para uma rede cúbica simples e comparamos nossos resultados com os obtidos por 
Watson (25).
número pontos especiais f
120 1.464 061
816 1.490 289
5 974 1.503 346
45 760 1.509 867
357 760 1.513 126
2 829 056 1.514 756 1.516 386(25)
Observamos que, com um número adequado de pontos especiais, podemos obter uma 
aproximação bastante satisfatória para a função, o que atesta a utilidade do método para a 
avaliação de somas dentro da zona de Brillouin.
i
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