Recently we considered a new normalization of matrices obtained by choosing distinct codewords at random from linear codes over finite fields and proved that under some natural algebraic conditions their empirical spectral distribution converges to Wigner's semicircle law as the length of the codes goes to infinity. One of the conditions is that the dual distance of the codes is at least 5. In this report, by employing more advanced techniques related to Stieltjes transform, we show that the dual distance being at least 5 is sufficient to ensure the convergence. We also obtain a fast convergence rate in terms of the length of the code.
I. INTRODUCTION
Random matrix theory is the study of matrices whose entries are random variables. Of particular interest is the study of eigenvalue statistics of random matrices such as the empirical spectral measure. It has been broadly investigated in a wide variety of areas, including statistics [21] , number theory [14] , economics [15] , theoretical physics [20] and communication theory [19] .
Most of the matrix models considered in the literature were matrices whose entries have independent structures. In a series of work ( [2] , [3] , [22] ), initiated in [1] , the authors studied matrices formed by choosing codewords at random from linear codes over finite fields and ultimately proved the convergence of the empirical spectral distribution to the expected Marchenko-Pastur law under the condition that the minimum Hamming distance of the dual codes is at least 5. This is the first result relating the randomness of matrices from linear codes to the algebraic properties of the underlying dual codes, and can be interpreted as a joint randomness test for sequences from linear codes. It implies in particular that sequences from linear codes with desired properties behave like random sequences from the The research of M. Xiong was supported by RGC grant number 16303615 from Hong Kong. view point of random matrix theory. This is called a "group randomness" property and may have many applications [1] .
Recently we considered a new normalization of matrices obtained in a similar fashion from linear codes and proved the convergence of the empirical spectral distribution to the expected Wigner's semicircle law under some natural algebraic conditions of the underlying codes (see [10] ). This is also a group randomness property of linear codes. In this paper we explore this new phenomenon much further.
To describe our results more precisely, we need some notation. Let C = {C i : i ≥ 1} be a family of linear codes of length n i and dimension k i over the finite field F q of q elements (C i is called an [n i , k i ] q code for short), where q is a prime power. The most interesting case is binary linear codes, corresponding to q = 2. Denote by C ⊥ i the dual code of C i and d ⊥ i the Hamming distance of
The standard additive character of F q extends componentwise to a natural mapping : F ni q → (C × ) ni . For each i, choosing p i distinct codewords from C i and applying the mapping , we obtain a p i × n i matrix Φ Ci . Denote
where Φ * Ci is the conjugate transpose of the matrix Φ Ci and define
Here I pi is the p i × p i identity matrix. For any n × n matrix A with eigenvalues λ 1 , . . . , λ n , the spectral measure of A is defined by
where δ λ is the Dirac measure at the point λ. The empirical spectral distribution of A is defined by
Our first main result is as follows:
and the convergence is uniform for all intervals I ⊂ R.
Here µ ni is the spectral measure of the matrix G Ci,I and SC is the probability measure of the semicircle law whose density function is given by
We remark that originally in [10] the same convergence (3) was proved with an extra condition that there is a fixed constant c > 0 independent of i such that
While the condition (5) is natural as explained in [10] , and when q = 2, it is equivalent to
here wt(c) is the Hamming weight of the codeword c.
It is interesting that this extra condition can be dropped. Now the result of Theorem 1 has the same strength as that of [22] where the condition d ⊥ i ≥ 5 alone is sufficient to ensure the convergence. It shall be noted that similar to [22] , the condition d ⊥ i ≥ 5 in Theorem 1 is optimal because if d ⊥ i = 4 ∀i, then Conclusion (3) may not hold true by considering first-order binary Reed-Muller codes which have dual distance 4.
Our second main result shows that the rate of convergence (3) is fast with respect to the length of the codes. Theorem 2. Let C be an [n, k] q code with dual distance d ⊥ ≥ 5. For fixed constants γ 1 , γ 2 ∈ (0, 1) and c ≥ 1, suppose p and n satisfy
Then there exists ξ > 0 depending only on γ 1 , γ 2 such that |µ n (I) − SC (I)| ≺ n −ξ (6) uniformly for all intervals I ⊂ R.
We remark that the symbol "≺" in (6) is a standard "stochastic domination" notation in random matrix theory (see [8] for details), which means that for any ε > 0 and any D > 0, there is a quantity N (ε, D, c, γ 1 , γ 2 ), such that whenever n ≥ N (ε, D, c, γ 1 , γ 2 ), we have sup P |µ n (I) − SC (I)| > n −ξ+ε ≤ n −D .
Here P is the probability within the space of picking p distinct codewords from C and the supremum is taken over all intervals I ⊂ R. Since ε, D and N (ε, D, c, γ 1 , γ 2 ) do not depend on C, the supremum can be taken over all linear codes C of length n over F q with d ⊥ ≥ 5. We also remark that if γ 1 = γ 2 = γ ∈ (0, 1), we can take ξ as
We illustrate Theorems 1 and 2 by numerical experiments. We focus on binary Gold codes augmented by the all-1 vector. It is known that binary Gold codes have length n = 2 m − 1, dimension 2m and dual distance 5. The augmented binary Gold codes has length n, dimension 2m + 1 and dual distance at least 5. Because of the presence of the all-1 vector, the condition (5) is not satisfied. For each triple (m, n, p) in the set {(5, 31, 8), (7, 127, 20) , (9, 511, 35) , (11, 2047 , 50)}, we randomly pick p codewords from the augmented binary Gold code of length n = 2 m −1 and form the corresponding matrix, from which we use Sage to compute the eigenvalues and plot the empirical spectral distribution along with Wigner's distribution (see Figures 1 to 4 below) . We do it 10 times for each such triple (m, n, p) and at each time, we find that the plots are almost the same as before: they are all very close to Wigner's semicircle law and as the length n increases, they become less and less distinguishable. The main technique in proving Theorems 1 and 2 is the use of Stieltjes transform, an important tool in random matrix theory. We are influenced by the book [6] and the papers [7] - [9] , [16] where similar matrix models were treated. However, it seems none of the methods in these works directly apply to our setting. Instead we adopt methods from these papers and use a combination of ideas to prove our final results. Interested readers may refer to a future journal version of the paper for the proofs of Theorems 1 and 2. 
