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Abstract
The Pohlmeyer reduced equations for strings moving only in the AdS subspace of AdS5 × S5 have
been used recently in the study of classical Euclidean minimal surfaces for Wilson loops and some
semiclassical three-point correlation functions. We find an action that leads to these reduced su-
perstring equations. For example, for a bosonic string in AdSn such an action contains a Liouville
scalar part plus a K/K gauged WZW model for the group K = SO(n− 2) coupled to another term
depending on two additional fields transforming as vectors under K. Solving for the latter fields
gives a non-abelian Toda model coupled to the Liouville theory. For n = 5 we generalize this bosonic
action to include the S5 contribution and fermionic terms. The corresponding reduced model for
the AdS2 × S2 truncation of the full AdS5 × S5 superstring turns out to be equivalent to N = 2
super Liouville theory. Our construction is based on taking a limit of the previously found reduced
theory actions for bosonic strings in AdSn×S1 and superstrings in AdS5×S5. This new action may
be useful as a starting point for possible quantum generalizations or deformations of the classical
Pohlmeyer-reduced theory. We give examples of simple extrema of this reduced superstring action
which represent strings moving in the AdS5 part of the space. Expanding near these backgrounds we
compute the corresponding fluctuation spectra and show that they match the spectra found in the
original superstring theory.
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1 Introduction
The investigation into the Pohlmeyer reduction of superstrings in AdS5 × S5 [1, 2] has advanced signifi-
cantly over recent years. The reduction, a generalization of the relation between the classical O(3) sigma
model and the sine-Gordon theory [3], relates the string equations of motion to a classically equivalent
set of equations. In the reduction the Virasoro constraints are solved and κ-symmetry is fixed, hence the
reduced theory manifestly describes only the physical (“transverse”) degrees of freedom of the string.
In general, the Pohlmeyer reduction of strings moving in a symmetric space Rt × FupslopeG is described by
a gauged WZW model for a coset GupslopeH plus an integrable potential. The Lagrangian for these theories,
otherwise known as the symmetric-space sine-Gordon models [4, 5, 6, 7, 8], was first constructed in [9].
One can furthermore find a direct relation between the currents of the string theory and the fields of
the reduced theory [1, 2, 10, 11], such that the construction can be generalized to the superstring. The
resulting Pohlmeyer-reduced AdS5 × S5 superstring is a fermionic extension of the gauged WZW model
for the coset USp(2, 2)upslopeSU(2)2 × USp(4)upslopeSU(2)2 plus an integrable potential [1, 2]. The theory was
shown to be UV-finite [12] and the study of the classical integrable charges suggested the theory was
supersymmetric [13, 14]. In [15, 16] it was shown that the action is invariant under some mildly non-local
world-sheet supersymmetry transformations.
The reduction procedure of [1] takes as its starting point a classical solution of the equations of motion
for the Green-Schwarz action for superstring theory in AdS5×S5 [17], with both the AdS5 and S5 stress-
tensors non-vanishing. Furthermore, the vacuum of the reduced theory corresponds to the BMN point-like
string and hence it is natural to compare the S-matrix of BMN light-cone gauge-fixed superstring theory
[18] (see [19, 20] for a review) with that of the reduced theory. While the two S-matrices have the
same tensorial structure, the perturbative S-matrix of the reduced theory does not satisfy the Yang-
Baxter equation (YBE) [21, 22]. Even so, there is a closely related R-matrix [23, 24], invariant under the
quantum-deformation of psu(2|2)⊕2 n R2, that satisfies the YBE and it has been conjectured [22, 25] to
describe the scattering of solitons [16] in the Pohlmeyer-reduced theory.
This R-matrix appears as a limit of a more general R-matrix, based on the quantum-deformation of the
symmetry algebra of the BMN light-cone gauge-fixed superstring, psu(2|2)⊕2nR3 [23, 24, 26, 27]. Solving
the crossing equation to compute the phase allows one to construct an interpolating S-matrix [28, 29]
depending on two couplings: one is the string tension in the undeformed limit, while the other is the
quantum deformation parameter q (related to the coupling of the Pohlmeyer-reduced theory in the limit
where the string tension goes to infinity [22]). While the realization of unitarity is not yet understood in
this interpolating theory (thus far only defined through the S-matrix) it still has a theoretical significance.
In a recent work studying the quantum-deformed thermodynamic Bethe ansatz it was shown that when
q is a root of unity the spectrum is naturally truncated and the corresponding Y-system has a finite
number of integral equations [30].
One can also compare the Pohlmeyer-reduced theory with the superstring theory via the computation
of one- and two-loop corrections to the partition function for corresponding classical solutions. In contrast
to the interpolating picture described above, in this case the one-loop corrections match [31, 32] if the
string tension and the coupling of the reduced theory are proportional to each other. At two loops [33]
there is not exact matching, but the result is very suggestive of some non-trivial relation between the two
partition functions which remains to be understood.
Regardless of possible quantum generalizations, the importance of the Pohlmeyer reduction was recog-
nised in the context of the AdS/CFT correspondence [34, 35, 36, 37], and it was used to construct
and study various classical string solutions starting with [38, 39] (see also [40, 41, 42]). While these
and related papers discussed strings moving in Sn, an alternative Pohlmeyer reduction was used also
for constructing classical solutions for strings moving entirely in AdSn (i.e. not probing an additional
compact space factor). This alternative reduction procedure was first used for strings in the de Sitter
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space [43, 44, 45] but can be easily adapted to the AdSn case. It was used to find string solutions with
time-like world-sheets corresponding to solitons of the reduced theory, e.g., of the sinh-Gordon model
for AdS3 [46, 47, 48]. More recently, it has found fruitful applications in the construction of Euclidean
minimal surfaces for open strings ending at the AdS boundary [46, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59],
which are dual to Wilson loops in planar N = 4 super Yang-Mills at strong coupling, and in the study
of semiclassical three- and four-point correlation functions for closed-string states [60, 61, 62, 63].
In general, such descriptions of classical solutions start with equations of motion written using an
explicit coordinate parametrization of AdSn. To construct an action when there is an additional compact
space sector, it is necessary to use a group-theoretic formulation of the string and reduced theories [9, 1].
While for the pure AdSn reduction some work was done in this direction [10, 11], no general action was
found. Furthermore, it was not clear how such an AdS reduction should be embedded into the general
case of the superstring reduction involving not only the AdS5 space but also the five-sphere and the
fermions.
This is the question we investigate in this paper. By starting with the Pohlmeyer reduction of strings
in AdSn×S1, for which the action is known [1], and taking the limit in which the S1 part of string stress-
tensor (parametrized by S1 angular momentum µ) vanishes, we construct an action for the Pohlmeyer
reduction of strings moving only in AdSn. Generalizing this limit to the full Pohlmeyer-reduced AdS5×S5
superstring we include the coupling to the fermionic fields and the contribution of the five-sphere. This
is a necessary first step towards a study of the corresponding quantum theory.
In contrast to the standard reduction of [1] (corresponding to the case of non-zero S5 momentum)
which is naturally compared to the superstring in the BMN light-cone gauge with p+ ∼ µ, this reduction
may be compared to the superstring in the AdS light-cone gauge [64, 65, 66].1 In the AdS light-cone
gauge superstring theory the natural expansion is around a massless geodesic in AdS5. The corresponding
8 + 8 physical fluctuations are massless like in flat space. As discussed below, performing the analogous
computation in the AdS reduced theory where the counterpart of the massless AdS geodesic is a natural
vacuum background we find the same massless spectrum. We also study the spectrum of fluctuations
around another simple classical solution of the reduced theory which corresponds to the large-spin limit
of the GKP string [67, 68, 69], and again find full agreement with the superstring theory spectrum.
1.1 Outline of the construction of reduced-theory action for strings in AdS
As the construction of the action for the Pohlmeyer reduction of strings in AdSn is somewhat subtle, it
is useful to give a brief outline of some key points. As already mentioned, we shall use as our starting
point the Pohlmeyer reduction of strings in AdSn × S1 [1], with AdSn viewed as the symmetric space
AdSn = FupslopeG =
SO(n− 1, 2)upslopeSO(n− 1, 1). As usual, we shall choose the conformal gauge and fix the
residual conformal reparametrizations by setting the angle of S1 equal to µ times the world-sheet time.
The limit we are interested in is µ→ 0 when the string moves only in AdSn.
In this standard reduction procedure for strings in AdSn × S1 the Virasoro constraints are solved
by fixing the currents in terms of a generator T , which picks out a subgroup H = SO(n − 1) of G =
SO(n− 1, 1). This gauge-fixing has a trivial µ→ 0 limit: the currents vanish. To find a non-trivial limit
we introduce two automorphisms of the algebra f = so(n − 1, 2) depending on µ and an element of the
algebra g = so(n − 1, 1), which picks out a subgroup K = SO(n − 2) of H. For a generic non-zero µ
the automorphisms are well-defined and one can find an action for the reduced theory in terms of an
asymmetrically-gauged WZW model [11].
In the µ → 0 limit the action of the automorphisms on h = so(n − 1) (with appropriately rescaled
1Note though that while the AdS light-cone gauge string theory is formulated using a generalized (AdS dependent)
diagonal gauge on the 2-d metric, the AdS reduced theory is constructed using the standard conformal gauge.
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generators) gives two copies of the Euclidean algebra, while their action on the generator T (again with
an appropriate rescaling) gives two generators T± satisfying Tr(T 2±) = 0. These algebras and generators
also appear if one tries to carry out the Pohlmeyer-reduction directly for µ = 0 [10, 11]. It is therefore
natural that they should show up in the limiting procedure, through a contraction of the algebra.
Either by (i) partially gauge-fixing, finding an action for non-zero µ and then taking µ→ 0, or by (ii)
taking the µ→ 0 limit, then partially gauge-fixing and finding an action 2 one finally arrives at a gauged
WZW model for the coset GupslopeK =
SO(n− 1, 1)upslopeSO(n− 2) plus a potential term defined in terms of T±.
In a particular parametrization of the group-valued field of the gauged WZW model the action can be
written as
S = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]
+
∫
d2x e2φ Tr
[
D−ξ−D+ξ+
]
− Tr
[ 1
2
∫
d2x k−1∂+kk−1∂−k − 1
3
∫
d3x mnl k−1∂mk k−1∂nk k−1∂lk
+
∫
d2x
(
B+∂−kk−1 −B−k−1∂+k − k−1B+kB− +B+B−
)])
. (1.1)
It is given by the sum of the Liouville action for the field φ and the KupslopeK gauged WZW action for
K = SO(n− 2) described by the fields k and B±. These two parts of the action are coupled through the
term depending on the fields ξ± taking values in two Rn−2 subspaces of g = so(n−1, 1) and transforming
as vectors under K (the covariant derivatives D± contain B±). The overall coefficient k is a coupling
constant; its choice (e.g., its relation to string tension) depends on an interpretation of the corresponding
quantum theory.
Note that while the KupslopeK gauged WZW model by itself is topological (describes no dynamical degrees
of freedom) [70, 71, 72], it leads, as we shall see below, to non-trivial dynamics once the coupling to
ξ± (and φ) is included. The action (1.1) can be further simplified (using field redefinitions and solving
for ξ±) to the Liouville part coupled to the WZW action for the group K through a potential term (see
(3.62), (A.16)). The result can be interpreted as a non-abelian Toda model [7, 73] coupled to the Liouville
model. Similar models (though without explicit Liouville potential) were discussed in [74].
To check that the action (1.1) indeed describes the Pohlmeyer reduction of strings in AdSn one may look
at the corresponding equations of motion. Eliminating the field k and defining two new fields, u and v,
equal to ±e2φD±ξ±, one arrives at the same set of equations as found via the usual Pohlmeyer reduction
of strings in AdSn, formulated directly in terms of embedding coordinates (see, e.g., [45, 46, 52, 53]).
In specific cases the equations of motion for the Pohlmeyer reduction of strings in AdSn can be gauge-
fixed to give second-order differential equations for n−2 scalar fields derivable from generalized sine/sinh-
Gordon (or non-abelian Toda) type actions [53, 55]. Equivalent actions can also be found as specific
gauge-fixings of the more fundamental action (1.1).
There is increasing evidence that a proper definition of such generalized sine/sinh-Gordon models
(preserving, in particular, their integrability at the quantum level) should indeed be in terms of a gauged
WZW theory plus a potential. For example, such a definition for the complex sine-Gordon model leads
to particular quantum corrections which imply that the Yang-Baxter equation is satisfied beyond the
tree level [75, 76]. More recently, it has been shown that the Poisson bracket of this formulation is only
mildly non-ultralocal, allowing one to discretize and canonically quantize the theory [77, 78, 79].
An important feature of the above construction is that it gives a systematic way to take the µ → 0
limit. As we shall discuss below, this allows us to generalize it to the full Pohlmeyer-reduced superstring
[1], including the fermionic fields. One can then check that the spectrum of fluctuations around some
simple classical string solutions matches that found directly from the superstring action. Note that in
addition to matching of the fluctuation frequencies, one needs to define the quantum reduced theory (i.e.
2Though these two procedures do not manifestly commute, after an additional partial gauge-fixing in the former method,
which is only allowed after µ has been taken to zero, they agree.
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make proper choice of fundamental fields and path integral measure) to have the same number (8 + 8) of
degrees of freedom as in the AdS light-cone gauge-fixed superstring.
Let us mention that most of the classical applications of this AdS reduction (as in the case of Wilson
loops in, e.g., [49, 50, 58]) deal with space-like world-sheets. However, for technical reasons, in the
main part of this paper we will assume that the 2-d string world-sheet is time-like, i.e. has Minkowski
signature. Curiously, in this case the resulting reduced theory Lagrangian has some “ghost”-like terms,
i.e. has negative signs in front of the kinetic terms of some fields. While the true reason for this peculiar
feature is still to be understood, it turns out that it is absent if the Pohlmeyer reduction is done assuming
a space-like (Euclidean signature) string world-sheet: in this case the signs in front of the all kinetic terms
in the reduced theory action are positive.
It would be important to study the integrability property of this Euclidean signature version of the full
AdS5×S5 Pohlmeyer reduced theory in more detail. In particular, it would be interesting to investigate a
possible connection to the “thermodynamic bubble ansatz” of [51] (which was used for the computation of
the area of minimal surfaces ending on null polygons). The approach based on the Pohlmeyer reduction
may help to find its natural quantum extension.
Another interesting future direction is to study the reduced-theory backgrounds corresponding to the
massless geodesic in AdS and the large spin limit of the GKP string. In the massless geodesic case, i.e.
expanding around the trivial vacuum of the reduced theory, we find a Lorentz-invariant theory describing
8 + 8 massless fields. The S-matrix for these excitations will also be Lorentz invariant, in contrast to the
usual BMN light-cone gauge-fixing. For the standard Pohlmeyer reduction of the superstring [1] there
appears to be a rich interpolating structure connecting the Lorentz-invariant massive S-matrix of the
reduced theory and the BMN light-cone gauge-fixed superstring S-matrix, and one could investigate if a
similar structure appears here.
The background corresponding to the large spin limit of the GKP string can be thought of as an alter-
native non-trivial “vacuum” of the reduced theory. In particular, one may compute quantum corrections
to dispersion relations and the S-matrix for the fluctuation modes above this “vacuum” and compare to
the corresponding string theory results [80, 81, 82]. This should be technically easier than in the original
superstring set-up due to simpler structure of the reduced theory action.
1.2 Structure of the paper
We start in section 2 with a discussion of simple examples of the Pohlmeyer reduction in explicit coordinate
parametrizations. We explore the µ→ 0 limit of the sinh-Gordon and complex sinh-Gordon models which
describe the Pohlmeyer reductions of strings in AdS2×S1 and AdS3×S1. Before taking the limit we use
various µ-dependent field redefinitions, such that the resulting theories are the Liouville model and the
SL(2,R) WZW model plus potential. These describe the Pohlmeyer reductions of strings in AdS2 and
AdS3 as expected.
In section 3 we take the µ→ 0 limit of the group-theoretic formulation of the Pohlmeyer reduction of
strings in AdSn×S1 to derive the action for the Pohlmeyer reduction of strings in AdSn (1.1). In section
4 we extend this limiting procedure to the full Pohlmeyer-reduced AdS5×S5 superstring of [1] and show,
in particular, that in the case of the truncation to the AdS2 × S2 superstring the corresponding reduced
model is equivalent to the N = 2 super Liouville model.
In section 5 we study the reduced theory description of fluctuations around two backgrounds corre-
sponding to two simple classical string solutions: the massless geodesic in AdS5 and the large-spin limit of
the folded spinning string. In both cases we find fluctuation frequencies matching those of string theory.
In section 6 we outline the construction of the reduced theory action for a space-like string world-sheet
in which all physical fields have positive kinetic terms. This theory can be found also as a particular
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analytic continuation of the time-like reduced model.
In section 7 we summarize the results of the paper and discuss some open questions. In appendix
A we review in detail the important features of the standard Pohlmeyer reduction of strings in AdSn
formulated in terms of explicit target-space coordinates. In appendix B we discuss some properties of the
algebras so(n− 1, 2) and psu(2, 2|4) and related definitions that are used in the main part of the paper.
2 AdS Pohlmeyer reduction in coordinate parametrization
In this section we study the relation between the Pohlmeyer reductions of strings in AdSn × S1 and
AdSn for n = 2, 3 formulated in terms of explicit target-space coordinates (which we shall refer to as the
coordinate parametrization or formulation). We set the angular momentum on the S1 to be proportional
to µ and explore how the µ → 0 limit of the AdSn × S1 reduction is related to the AdSn one. While
for n = 2 this limit appears to go through, albeit with some subtleties, for n = 3 the construction
breaks down when working in this coordinate parametrization, indicating that we need to use a different
approach – starting with the reduced theory in AdS3×S1 formulated in terms of a gauged WZW theory.
The Pohlmeyer reduction for classical strings moving in AdS space formulated in terms of an explicit
coordinate parametrization has been extensively studied and applied before [43, 44, 45, 46, 47, 48, 49,
50, 51, 52, 53, 54, 55, 56, 57, 59]. As we will repeatedly use the resulting set of equations of motion we
have outlined their derivation in appendix A, highlighting the features that will be important to us here.
2.1 Reduction of strings in AdS2 from AdS2 × S1
The Pohlmeyer reduction of a classical string moving in AdS2 × S1 is well known to be described by the
sinh-Gordon equation,
∂+∂−φ+
µ2
2
sinh 2φ = 0 . (2.1)
Here µ is proportional to the angular momentum of the string solution on S1, so the µ → 0 limit
corresponds to the case when string moves only in AdS2. However, this limit can naïvely be taken in
many ways. The correct way to take the limit to get the Pohlmeyer reduction of strings in AdS2 is to
first shift the field φ by logµ [10]
φ→ φ− logµ . (2.2)
Expanding out sinh in terms of exponentials then gives the following equation of motion
∂+∂−φ+
1
4
e2φ − µ
4
2
e−2φ = 0 , (2.3)
which in the µ→ 0 limit gives the Liouville equation,
∂+∂−φ+
1
4
e2φ = 0 . (2.4)
The Liouville equation is well known to describe the Pohlmeyer reduction of strings moving in AdS2, see
appendix A.
A similar limit can also be taken in the sinh-Gordon Lagrangian
LsG = ∂+φ∂−φ− µ
2
2
cosh 2φ . (2.5)
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Indeed, using the shift (2.2) and taking µ→ 0 gives
LL = ∂+φ∂−φ− 1
4
e2φ . (2.6)
2.2 Reduction of strings in AdS3 from AdS3 × S1
The Pohlmeyer reduction of strings moving in AdS3 × S1 is described by the complex sinh-Gordon
equations of motion
∂+∂−φ− tanhφ sech2 φ∂+χ∂−χ+ µ
2
2
sinh 2φ = 0 ,
∂+(tanh
2 φ ∂−χ) + ∂−(tanh2 φ ∂+χ) = 0 , (2.7)
following from
LCsG = ∂+φ∂−φ+ tanh2 φ ∂+χ∂−χ− µ
2
2
cosh 2φ , (2.8)
As before, to take the µ → 0 limit we need to be careful. In fact we will discuss two approaches. The
first, a more naïve approach, appears not to be satisfactory, while the second, based on the gauged WZW
model, turns out to be consistent.
In the first approach we start from the equations of motion (2.7). As expected, the field φ should again
be shifted as in (2.2), but to find a non-trivial result (i.e. more than just the Liouville equation and a
free scalar) the field χ should also be rescaled by 1upslope4µ,
χ→ 1
4µ
χ . (2.9)
After performing this shift and rescaling, and then taking the µ → 0 limit the complex sinh-Gordon
equations of motion (2.7) become 3
∂+∂−φ− 1
4
∂+χ∂−χ e−2φ +
1
4
e2φ = 0 , ∂+∂−χ = 0 . (2.10)
The second equation can be easily solved as follows:4
∂+χ = U(x
+) , ∂−χ = V (x−) , (2.11)
so that equations (2.10) simplify to
∂+∂−φ− 1
4
UV e−2φ +
1
4
e2φ = 0 , ∂−U = ∂+V = 0 . (2.12)
As in the AdS2 case these equations agree with the usual Pohlmeyer reduction of strings moving in AdS3,
see appendix A.
A problem of this approach becomes apparent if we attempt to take the limit in the Lagrangian (2.8).
Using the shift (2.2) and rescaling (2.9), and taking µ→ 0 gives a finite piece but also a divergent (µ−2)
piece
LCL = 1
16µ2
∂+χ∂−χ+ ∂+φ∂−φ− 1
4
e−2φ∂+χ∂−χ− 1
4
e2φ . (2.13)
3Note that to find a non-trivial finite limit of the second equation in (2.7) it should be rescaled by a factor of µ.
4We shall use the following notation for 2-d coordinates: x = (τ, σ), x± = 1
2
(τ ± σ).
8
The second approach starts with the gauged WZW formulation of the complex sinh-Gordon model. For
now we will use the axially gauged WZW theory for the coset SL(2,R)upslopeU(1) plus an integrable potential.
Fixing a gauge 5 on the SL(2,R)-valued field and expanding in terms of components we find the following
Lagrangian
LCsGg = ∂+φ∂−φ+ sinh2 φ ∂+χ∂−χ
− a− sinh2 φ∂+χ− a+ sinh2 φ∂−χ+ a+a− cosh2 φ− µ
2
2
cosh 2φ . (2.14)
As expected, integrating out a± we find (2.8).
To get a finite and non-trivial result in the µ→ 0 limit let us perform the shift (2.2) and rescale χ and
a± by µ 6
(χ, a±)→ µ (χ, a±) . (2.15)
The resulting Lagrangian is then given by
LCLg = ∂+φ∂−φ+
1
4
e2φ (∂+χ− a+)(∂−χ− a−)− 1
4
e2φ . (2.16)
This suggests that a± should be thought of as derivatives of two scalars a± = ∂±ξ˜±.7 Defining the linear
combinations, ξ± = χ− ξ˜±, we find the Lagrangian
LCLg = ∂+φ∂−φ+
1
4
e2φ∂+ξ+∂−ξ− − 1
4
e2φ . (2.17)
The variational equations following from this Lagrangian are
∂+∂−φ− 1
4
∂+ξ+∂−ξ− e2φ +
1
4
e2φ = 0 , ∂±(e2φ∂∓ξ∓) = 0 . (2.18)
If we then set
U = e2φ∂+ξ+ , V = e
2φ∂−ξ− , (2.19)
and substitute into (2.18) we again find the set of equations of motion (2.12), which agree with the usual
Pohlmeyer reduction of strings moving in AdS3, see appendix A.
This second approach describes a smooth (non-singular) µ → 0 limit, leading to the equations of
motion that are expected from the well-known direct Pohlmeyer reduction of strings moving in AdS3 (see
appendix A). It is this approach that we will follow and generalize in the following sections.
3 Group-theoretic approach to Pohlmeyer reduction
The most natural approach to understanding the Pohlmeyer reduction is based on the geometric descrip-
tion of symmetric space sigma models and integrable extensions of gauged WZW theories. For example, it
allows the extension of the bosonic string reduction to the full AdS5×S5 superstring case [1]. Motivated
5The particular gauge-fixing that we use is (σa are the usual Pauli matrices)
g = iχσ32φσ1eiχσ3 .
6Note that this is a different rescaling compared to (2.9). Using (2.9) in this second approach gives again a divergent
Lagrangian. If we use (2.15) in the first approach then we find the Liouville equation of motion and a free scalar. Finally,
if we use the rescaling (2.15) in the Lagrangian (2.8) we get just the Liouville Lagrangian.
7If we naïvely integrate out the gauge field a± we just find the Liouville Lagrangian – this should be expected as this is
what one gets if the shift (2.2) and rescaling (2.15) are implemented in the Lagrangian (2.8).
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by the discussion in the previous section, here we also find that this is the appropriate setting to take the
limit when the S1 momentum µ goes to zero.
In this section we will explore taking this limit directly in the action of the reduced theory for strings
moving in AdSn × S1. We will start with the case n = 2, in which, as in the coordinate formulation of
section 2.1, the limit goes straightforwardly. Then we will investigate the cases with n ≥ 3. These cases
are more subtle as the reduced theory is now described by a gauged WZW theory.
3.1 A simple example: µ→ 0 limit of the reduction for strings in AdS2 × S1
We start by considering the simplest possible example of strings moving in AdS2 × S1 and AdS2. The
space AdS2 can be written as the symmetric coset space
F
G
=
SO(1, 2)
SO(1, 1)
. (3.1)
The Pohlmeyer reduced theory for strings moving in AdS2 × S1 is then given by a WZW model for
G = SO(1, 1) (as G is abelian here the WZ term vanishes) plus an integrable potential,
L = Tr
[1
2
g−1∂+gg−1∂−g + µ2g−1TgT
]
. (3.2)
Here T is an element of the algebra f = so(1, 2) satisfying Tr(T 2) = −2.
Parametrizing
g = exp(−2φR) , (3.3)
where R is the generator of the subalgebra g = so(1, 1), with normalization fixed by Tr(R2) = 2, we find
that the Lagrangian (3.2) reduces to the sinh-Gordon Lagrangian (2.5). Recalling that taking the limit
µ→ 0 in the sinh-Gordon Lagrangian gave the expected result after a redefinition of φ, our aim is to find
the corresponding redefinition of the group-valued field g and observe that with the same parametrization
(3.3) we find the Liouville Lagrangian (2.6).
It turns out that the appropriate transformation is 8
g → µRgµR , µaR ≡ exp(aR logµ) , (3.4)
where, after the redefinition, we assume g is finite in the µ→ 0 limit. To take the limit in the Lagrangian
we require that
lim
µ→0
µµ±RTµ∓R =
1
2
(T ± S) ≡ T∓ , (3.5)
where S is orthogonal to both T and R and again normalized so that Tr(S2) = 2. For an explicit so(1, 2)
matrix representation for T ,S and R see appendix B.1.
Then after performing the transformation (3.4) and taking the limit µ→ 0 we arrive at
L = Tr
[1
2
g−1∂+gg−1∂−g + g−1T+gT−
]
, (3.6)
and parametrizing g as in equation (3.3) we indeed find the Liouville Lagrangian (2.6) as expected.
8This transformation is further motivated in the latter parts of this section, in particular in the discussion of the µ→ 0
limit in the reduction procedure (see section 3.2).
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3.2 The general case: µ→ 0 limit of the reduction for strings in AdSn × S1
We will now explore the µ → 0 limit of the Pohlmeyer reduction of strings moving in AdSn × S1 for
general n. As hinted at in the discussion of the µ → 0 limit of the complex sinh-Gordon equations and
Lagrangian in section 2.2 the situation here becomes more complicated due to the presence of gauge fields
in the reduced theory.
In the Pohlmeyer reduction procedure for strings in AdSn × S1 one starts by finding a single equation
for an SO(n−1, 1) group-valued field with an SO(n−1)×SO(n−1) gauge symmetry. To find a Lagrangian
formulation this needs to be partially gauge-fixed to leave an SO(n− 1) gauge symmetry. What we will
see in this section is that if one takes the µ→ 0 limit before or after this partial gauge fixing we end up
with different set of equations of motion and therefore action, i.e. the µ → 0 limit does not commute
with the partial gauge-fixing.
This discrepancy can be resolved in the same manner as for the smooth µ→ 0 limit taken in the complex
sinh-Gordon Lagrangian discussed at the end of section 2.2. In particular, considering the action found
by first partially gauge-fixing and then taking the limit, we may replace some components of the gauge
field by derivatives of new scalar fields that can then be absorbed into already existing fields. It is this
resulting action that we claim describes the Pohlmeyer reduction of strings moving in AdSn.
Further evidence for this is provided by observing that with a particular parametrization of the fields the
variational equations following from this action can be manipulated to give precisely the set of equations
that arise from the coordinate-based Pohlmeyer reduction of strings in AdSn as described in appendix A.
For practical purposes we find it useful to work with an explicit matrix representation of the algebra
so(n−1, 2) and a particular choice of subalgebras in terms of a given basis. For convenience, we summarize
the algebraic structure we will use throughout this section:
• We start with the algebra f = so(n − 1, 2), with generators {T, S,Ni, R,Mi, Hi,Kij} as defined in
appendix B.1. Note that the generators are normalized as follows
Tr(NiNj) = 2δij , Tr(R
2) = 2 , Tr(KijKkl) = −2δikδjl ,
Tr(T 2) = −2 , Tr(S2) = 2 , Tr(MiMj) = −Tr(HiHj) = 2δij . (3.7)
• The subalgebra g = so(n− 1, 1) has generators {R,Mi, Hi,Kij}.
• The subalgebra h = so(n− 1) has generators {Hi,Kij}.
• The subalgebra r = so(1, 1) has generator R.
• The subalgebra k = so(n− 2) has generators {Kij}; the corresponding group is K = SO(n− 2).
• The space spanned by {Hi} is denoted l.
• The rescaled generators {T˜ , S˜, H˜i, M˜i} are defined as µ{T, S,Hi,Mi}.
• Two automorphisms of the algebra f are defined by ±(J) = µ∓RJµ±R.
• The generators T± are defined as limµ→0 ±(T˜ ) = 12 (T ∓ S).
• The generators Σ± i are defined as limµ→0 ±(H˜i) = 12 (Hi ±Mi).
• The spaces spanned by {Σ± i} are denoted l±.
• The algebras h± are defined to be k⊕ l±.
It is possible to check that the exponentiation of these algebras gives the Euclidean group En−2.
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The rescaled generators, T˜ , S˜, H˜i and M˜i, will play an important rôle as the µ → 0 limits of these
generators and their images under the automorphisms ± are finite. However, in this limit the set of
generators no longer forms a basis for f. More precisely,
lim
µ→0
±(T˜ ) =
1
2
(T ∓ S) ≡ T± , lim
µ→0
±(S˜) =
1
2
(S ∓ T ) ≡ ∓T± ,
lim
µ→0
±(H˜i) =
1
2
(Hi ±Mi) ≡ Σ± i , lim
µ→0
±(M˜i) =
1
2
(Mi ±Hi) ≡ ±Σ± i , (3.8)
while the remaining generators are invariant under the automorphisms (3.12).
3.2.1 Two ways of taking the µ→ 0 limit of the reduction procedure
In this section we consider taking the µ → 0 limit in the standard Pohlmeyer reduction procedure. We
start with strings moving in AdSn×S1, choose the conformal gauge (
√−hhab = ηab) and fix the residual
conformal diffeomorphisms by setting the angle of S1 to be θ = µτ .
The equations of motion and the conformal gauge (Virasoro) constraints written in terms of the left-
invariant Maurer-Cartan one-form J
J = f−1df , f ∈ SO(n− 1, 2) ,
J = A+ P ∈ f = so(n− 1, 2) = g⊕ p , A ∈ g = so(n− 1, 1) , P ∈ p , (3.9)
are
D+P− +D−P+ = 0 , Tr(P±P±) = −2µ2 . (3.10)
Supplementing with the flatness condition for J the full set of equations governing this system are
D+P− = D−P+ = 0 , Tr(P±P±) = −2µ2 ,
dA+A ∧A+ P ∧ P = 0 . (3.11)
To implement the µ→ 0 limit in the reduction procedure we introduce the two automorphisms of the
algebra f = so(n− 1, 2)
±(J) = µ∓RJµ±R , (3.12)
that were defined in the algebraic setup above.
As was mentioned below (3.8), there are already apparent issues with taking µ→ 0 at the level of the
algebra, hence for now we continue with finite µ. We start the reduction procedure by parametrizing P±
in terms of two group G-valued fields g1, g2 such that the Virasoro constraints are solved
P− = g−11 +(T˜ )g1 , P+ = g−12 −(T˜ )g2 . (3.13)
To solve the equations of motion D±P∓ = 0 we write A± ∈ g in terms of the new fields A±
A+ = g−11 +(A+)g1 + g−11 ∂+g1 , A− = g−12 −(A−)g2 + g−12 ∂−g2 , A± ∈ h . (3.14)
Defining
g = g1g
−1
2 , (3.15)
we note that under the G gauge transformations of the string theory the fields g,A± are invariant and
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the reduced theory equation of motion (found by substituting for P± and A± in the second line of (3.11))
can be written in terms of these variables as
∂−(g−1∂+g + g−1+(A+)g)− ∂+−(A−)
+ [−(A−), g−1∂+g + g−1+(A+)g] + [g−1+(T˜ )g, −(T˜ )] = 0 , (3.16)
or, equivalently, as
∂+(g−(A−)g−1 − ∂−gg−1)− ∂−+(A+)
+ [+(A+), g−(A−)g−1 − ∂−gg−1] + [g−(T˜ )g−1, +(T˜ )] = 0 . (3.17)
Equations (3.16) and (3.17) have an Hµ+ ×Hµ− gauge symmetry where Hµ± ≡ exp(±(h))
g → h−1+ gh− , ±(A±)→ h−1± ±(A±)h± + h−1± ∂+h± , h±(x±) ∈ Hµ± . (3.18)
Next, we need to (i) take the µ → 0 limit, and (ii) partially fix the gauge symmetry (3.18). As
previously discussed we end up with two different results depending on the order in which we carry out
these steps. Let us now consider the two procedures based on these two different orderings.
The first procedure is to partially gauge-fix and then take the limit µ→ 0. For finite µ we can project
an element of the algebra onto ±(h).9 Projecting (3.16) and (3.17) onto −(h) and +(h) respectively
we find
∂−
(
P−(h)(g
−1∂+g + g−1+(A+)g)
)− ∂+−(A−)
+ [−(A−), P−(h)(g
−1∂+g + g−1+(A+)g)] = 0 , (3.19)
and
∂+
(
P+(h)(g−(A−)g
−1 − ∂−gg−1)
)− ∂−+(A+)
+ [+(A+), P+(h)(g−(A−)g
−1 − ∂−gg−1)] = 0 . (3.20)
Therefore, we can use the gauge symmetry (3.18) to fix
+(A+) = −(A−) = P−(h)(g
−1∂+g) = P+(h)(∂−gg
−1) = 0 . (3.21)
The final set of on-shell gauge-fixed equations of motion are given by
∂−(g−1∂+g) + [g−1+(T˜ )g, −(T˜ )] = 0 , P−(h)(g
−1∂+g) = P+(h)(∂−gg
−1) = 0 . (3.22)
It is well known that these equations follow, with a particular on-shell gauge-fixing, from an asymmet-
9For an arbitrary element η ∈ f we can write
η = ηT T˜ + ηS S˜ + ηRR+ ηNi Ni + η
M
i M˜i + η
H
i H˜i + η
K
ijKij ,
η = ηT±±(T˜ ) + η
S
±±(S˜) + η
RR+ ηNi Ni + η
M
± i±(M˜i) + η
H
± i±(H˜i) + η
K
ijKij ,
where
ηT± =
1
2µ
(ηT ± ηS) + µ
2
(ηT ∓ ηS) , ηS± =
1
2µ
(ηS ± ηT ) + µ
2
(ηS ∓ ηT ) ,
ηM± i =
1
2µ
(ηMi ∓ ηHi ) +
µ
2
(ηMi ± ηHi ) , ηH± i =
1
2µ
(ηHi ∓ ηMi ) +
µ
2
(ηHi ± ηMi ) .
Therefore, the orthogonal projections of η onto h and ±(h) are
Ph(η) = η
H
i H˜i + η
K
ijKij , P±(h)(η) = η
H
± i±(H˜i) + η
K
ijKij .
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rically gauged WZW model plus an integrable potential
S = k
8pi
Tr
[1
2
∫
d2x g−1∂+g g−1∂−g − 1
3
∫
d3x mnl g−1∂mg g−1∂ng g−1∂lg
+
∫
d2x
(
+(A+)∂−gg−1 − −(A−)g−1∂+g − g−1+(A+)g−(A−) +A+A−
)
+
∫
d2x g−1−(T˜ )g+(T˜ )
]
. (3.23)
Let us assume that in the µ → 0 limit g remains an element of the full group G. To analyze the terms
involving the gauge field we write
A± = B± + C˜±, where B± ∈ k and C˜± = C± iH˜i ∈ l , (3.24)
and take B± and C± i to remain finite in the µ→ 0 limit. Therefore 10
A± −−−→
µ→0
B± , ±(A±) −−−→
µ→0
B± + C± , where B± ∈ k and C± = C± iΣ± i ∈ l± . (3.25)
Putting all this together, the µ→ 0 of the action (3.23) is
S = k
8pi
Tr
[1
2
∫
d2x g−1∂+g g−1∂−g − 1
3
∫
d3x mnl g−1∂mg g−1∂ng g−1∂lg
+
∫
d2x
(
(B+ + C+)∂−gg−1 − (B− + C−)g−1∂+g − g−1(B+ + C+)g(B− + C−) +B+B−
)
+
∫
d2x g−1T+gT−
]
. (3.26)
Let us now consider the second procedure: to first take the µ → 0 limit and then partially gauge-fix.
In the µ → 0 limit we have seen that the projections used in the previous section become degenerate,
see, for example, footnote 9. Therefore, as we now want to work directly in the µ→ 0 limit of (3.16) and
(3.17), we use the following decomposition of the algebra
g = k⊕ l+ ⊕ l− ⊕ r . (3.27)
Note that unlike the decompositions used before this is not an orthogonal decomposition.
We define the following algebra elements
a+ = g
−1(B+ + C+)g + g−1∂+g ,
a− = g(B− + C−)g−1 − ∂−gg−1 , where B± ∈ k and C± ∈ l± , (3.28)
along with the following projections of a±
b± = a±
∣∣
k
, c+± = a±
∣∣
l+
, c−± = a±
∣∣
l−
, d± = a±
∣∣
r
, (3.29)
which relate to the decomposition (3.27).
10Note that here we have used the fact that H˜i scales like µ and hence vanishes in the µ→ 0 limit, while ±(H˜i)→ Σ± i
by construction.
14
Using these definitions the decomposition of (3.16) under g = k ⊕ l+ ⊕ l− ⊕ r is 11
k : ∂−b+ − ∂+B− + [B−, b+] + [C−, c++]
∣∣
k
= 0
l+ : ∂−c++ + [B−, c++] = 0
l− : ∂−c−+ − ∂+C− + [B−, c−+] + [C−, b+] + [(g−1T+g)
∣∣
n
, T−] = 0
r : ∂−d+ + [C−, c++]
∣∣
r
+ [(g−1T+g)
∣∣
t+
, T−] = 0 , (3.30)
while for (3.17) the decomposition is
k : ∂+b− − ∂+B+ + [B+, b−] + [C+, c−−]
∣∣
k
= 0
l+ : ∂+c−− + [B+, c−−] = 0
l− : ∂+c+− − ∂−C+ + [B+, c+−] + [C+, b−] + [(gT−g−1)
∣∣
n
, T+] = 0
r : ∂+d− + [C+, c−−]
∣∣
r
+ [(gT−g−1)
∣∣
t−
, T+] = 0 . (3.31)
On-shell the gauge-symmetry (3.18) can be used to fix C± = 0 and then B± = b± = 0 leaving the
following set of equations
∂−(g−1∂+g) + [g−1T+g, T−] = 0 , (g−1∂+g)
∣∣
k
= (∂−gg−1)
∣∣
k
= 0 . (3.32)
These equations of motion then follow, with a particular on-shell gauge-fixing, from the following action
S = k
8pi
Tr
[1
2
∫
d2x g−1∂+g g−1∂−g − 1
3
∫
d3x mnl g−1∂mg g−1∂ng g−1∂lg
+
∫
d2x
(
B+∂−gg−1 −B−g−1∂+g − g−1B+gB− +B+B−
)
+
∫
d2x g−1T+gT−
]
. (3.33)
3.2.2 Summary
It is apparent that there is some conflict between these two µ → 0 limiting procedures, i.e. the two
steps involved do not commute. To see this clearly let us return to the first procedure based on first
gauge-fixing and then taking the limit. Considering the µ→ 0 limit of the action (3.23), given by (3.26),
and varying with respect to g we find the µ → 0 limit of the equation of motion (3.16), or equivalently
(3.17), as expected. These can be decomposed under (3.27) to give (3.30) and (3.31) respectively, again
as one should expect. However, varying with respect to A± we find the constraint equations
b+ = B+ , c++ = 0 , b− = B− , c−− = 0 . (3.34)
These constraint equations only preserve a part of the H0+ ×H0− gauge symmetry (defined as the µ→ 0
limit of (3.18)) – under which (3.16) and (3.17) are invariant. In particular, representing the gauge
transformation parameters h± as
h± = eΞ±K± , Ξ± ∈ l± , K± ∈ K , (3.35)
the transformations preserving the constraint equations (3.34) are given by restricting
K+ = K− = K . (3.36)
11Here g−1T+g can be decomposed under t+⊕ t−⊕ n, where t± and n are spanned by T± and Ni respectively. It is this
decomposition that the projections in the main text refer to.
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Using these gauge transformations on-shell we can fix C± = B± = 0. The gauge-fixed equations of
motion are then given by
∂−(g−1∂+g) + [g−1T+g, T−] = 0 , (g−1∂+g)
∣∣
h+
= (∂−gg−1)
∣∣
h−
= 0 . (3.37)
As a consistency check, one can show that the µ → 0 limit of the set of equations (3.22) (with certain
rescalings to ensure a finite but non-zero limit) are equivalent to the set of equations (3.37).
It is now fully clear that we find two different sets of equations of motion depending on whether one
first takes the µ→ 0 limit or partially gauge-fixes in the reduction procedure. The sets of equations are
given by (3.32) in the case of taking the µ→ 0 limit first and by (3.37) in the case of partially gauge-fixing
first.
This ambiguity is related to an issue that we have already discussed in section 2.2. In the second
approach (based on the axially gauged WZW action) described in that section we found that to get
the desired result we needed to represent the ±-components of the gauge field as derivatives of two
independent scalars. This motivates us to do the same in the action (3.26) for C±. This is equivalent to
gauge-fixing C± = 0 using the gauge symmetry described by the parameters Ξ± in (3.35), before using
the variational principle to find the equations of motion.
Once this is done the two actions (3.26) and (3.33) become equivalent and we may claim that they
should describe the Pohlmeyer reduction of strings moving in AdSn. Indeed, in the next section we will
show that using a particular parametrization of g the action (3.33) leads to the same equations of motion
as found in the coordinate formulation of the reduction described in appendix A.
3.3 Properties of the Pohlmeyer-reduced AdS action
In this section we will investigate some properties of the Pohlmeyer-reduced action for strings in AdS
space. We will start with the action (3.33) which is equivalent, as discussed in section 3.2.2, to (3.26)
with the gauge-fixing condition C± = 0.
3.3.1 Matching equations of motion of coordinate-based reduction
To connect with the coordinate reduction described in appendix A we introduce a convenient parametriza-
tion of the group-valued field g
g = k−1eξ+e−2φReξ− , ξ± ∈ l± , k ∈ K . (3.38)
Using this parametrization, along with the field redefinition,
B+ → k−1B+k + k−1∂+k , (3.39)
the action (3.33) becomes
S = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]
+
∫
d2x e2φ Tr
[
D−ξ−D+ξ+
]
− Tr
[ 1
2
∫
d2x k−1∂+kk−1∂−k − 1
3
∫
d3x mnl k−1∂mk k−1∂nk k−1∂lk
+
∫
d2x
(
B+∂−kk−1 −B−k−1∂+k − k−1B+kB− +B+B−
)])
. (3.40)
where D±ξ± = ∂±ξ± + [B±, ξ±] (or D±ξ± i = ∂±ξ± i − B± ijξ± j in explicit component notation, see
below). This action contains the Liouville action (2.6) for the scalar field φ and a gauged WZW action
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for the coset KupslopeK with K = SO(n− 2). These two parts are coupled through the second term involving
ξ± taking values in two Rn−2 subspaces of g = so(n−1, 1) and transforming as vectors under the adjoint
action of K.
The action (3.40) has a standard K = SO(n− 2) gauge symmetry under which the fields transform as
φ→ φ , k → K−1kK , ξ± → K−1ξ±K , B± → K−1B±K +K−1∂±K , K = K(x) . (3.41)
It is also invariant under 2-d Lorentz symmetry, but being the result of taking the µ → 0 limit 12 the
action (3.40) has also much larger local conformal reparametrization symmetry acting as
(∂+, B+)→ Λ+(∂+, B+) , (∂−, B−)→ Λ−(∂−, B−) ,
e2φ → Λ
+
Λ−e
2φ , ξ+ → Λ−1− ξ+ , ξ− → Λ−1+ ξ− ,
x± → f±(x±) , Λ+ = f ′+ = Λ+(x+) , Λ− = f ′− = Λ−(x−) . (3.42)
As we will see in section 5 when we study the fluctuations of the action (3.40) this symmetry effectively
corresponds to an extra massless mode. This mode should be gauge-fixed if we consider string theory
defined directly in AdSn or it corresponds to a physical mode (associated to the S1) if we consider string
theory in AdSn × S1 and obtain the reduced theory by the µ→ 0 limit.
The equations of motion found by varying the action (3.40) are
φ : ∂+∂−φ+
1
4
e2φ − 1
4
e2φ Tr[D−ξ−D+ξ+] = 0 (3.43a)
ξ± : D±(e2φD∓ξ∓) = 0 (3.43b)
B+ : B− − kB−k−1 + ∂−kk−1 = e2φ[ξ+, D−ξ−]
∣∣∣
k
(3.43c)
B− : B+ − k−1B+k − k−1∂+k = e2φ[ξ−, D+ξ+]
∣∣∣
k
(3.43d)
k : D−(k−1B+k + k−1∂+k)− ∂+B− = k−1
(
∂−B+ −D+(kB−k−1 − ∂−kk−1)
)
k = 0 . (3.43e)
Eliminating k by taking D+ of (3.43c) (then using (3.43b) and the second equation in (3.43e)) gives 13
F+− ≡ ∂+B− − ∂−B+ + [B+, B−] = e2φ[D+ξ+, D−ξ−]
∣∣∣
k
, (3.44)
Note that for a special solution ξ∓ = 0 the field B± becomes pure gauge and k can be set to a constant,
reflecting the topological nature of the KupslopeK gauged WZW subsystem of (3.40).
Defining
u = e2φD+ξ+ , v = −e2φD−ξ− , (3.45)
equations (3.43a), (3.43b) and (3.44) become
∂+∂−φ+
1
4
e2φ +
1
4
e−2φ Tr(u v) = 0 , (3.46a)
D+v = D−u = 0 , F−+ = e−2φ[u, v]
∣∣∣
k
. (3.46b)
12Recall that in the standard Pohlmeyer reduction of strings in AdSn × S1 we set the angle of S1 equal to µτ to fix the
residual conformal diffeomorphisms remaining after choosing the conformal gauge. This symmetry is obviously restored in
the µ→ 0 limit.
13The same equation can also be found from taking D− of (3.43d) and using (3.43b) and the first equation in (3.43e),
demonstrating the consistency of the set of equations (3.43c)–(3.43e).
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Expanding these equations in components
u = uiΣ+ i , v = viΣ− i , B± = −
∑
j>i
B± ijKij , (3.47)
one finds precisely the set of equations (A.8), (A.9) and (A.10) that arise in the coordinate formulation
of the Pohlmeyer reduction of strings moving in AdS space (see, e.g., [46, 52, 53] and appendix A).
Considering strings moving in AdSn we expect to find n− 2 physical (transverse) degrees of freedom.
To isolate these we should gauge-fix the residual local conformal reparametrizations (3.42) under which
the fields u and v transform as
u→ Λ2
+
u , v → Λ2− v . (3.48)
The equations of motion for u and v (3.46b) imply that
∂+ Tr(vv˜) = ∂−Tr(uu˜) = 0 , where u˜ = uiΣ− i , v˜ = viΣ+ i , (3.49)
that is
∂+(vivi) = ∂−(uiui) = 0 . (3.50)
Therefore, using the freedom (3.48) we can fix vivi and uiui to be constant, in particular (since the
transformations (3.48) do not change signs)
vivi → sign(vivi) , uiui → sign(uiui) . (3.51)
3.3.2 Simplifying the action
The action (3.40) has a number of unusual features. In particular, there are a number of fields with
“wrong” signs for their kinetic terms and it is not clear a priori how one should count degrees of freedom.
One of the standard approaches (described in appendix A) for dealing with the set of equations (3.46a)
and (3.46b), (3.45) is to solve the first-order equations D+v = D−u = 0 for the gauge field B±. We start
by defining the gauge field in terms of two group-valued fields
B+ = −∂+k1k−11 , B− = −∂−k2k−12 , k1,2 ∈ K . (3.52)
Using the Polyakov-Wiegmann identity to rewrite its gauged WZW part, the action (3.40) takes the
compact form
S = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]
+
∫
d2x e2φ Tr
[
D−ξ−D+ξ+
]
+ I(k−11 kk2)− I(k−11 k2)
)
, (3.53)
where we have introduced the notation
I(g) ≡ −Tr
[ 1
2
∫
d2x g−1∂+gg−1∂−g − 1
3
∫
d3x mnlg−1∂mgg−1∂ngg−1∂lg
]
, (3.54)
for a WZW action. Since D± depend only on k1, k2 it is clear that we can decouple k in from (3.53) by
doing the field redefinition
k = k1k
′k−12 . (3.55)
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Ignoring the decoupled part I(k′) then leaves us with an action for just φ, ξ± and k1, k2
S = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]
+
∫
d2x e2φ Tr
[
D−ξ−D+ξ+
]− I(k−11 k2)) , (3.56)
where, from (3.52), we have D+ξ+ = ∂+ξ+ − [∂+k1k−11 , ξ+], D−ξ− = ∂−ξ− − [∂−k2k−12 , ξ−].
This action still has a K gauge invariance (3.41), i.e. ξ± → K−1ξ±K, k1,2 → K−1k1,2, which allows
one to fix, e.g., k2 = 1 (or equivalently B− = 0). Alternatively, we may introduce new gauge-invariant
variables
ξ˜+ ≡ k−11 ξ+k1 , ξ˜− ≡ k−12 ξ+k2 , k˜ ≡ k−11 k2 , (3.57)
in terms of which (3.56) becomes
S = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]
+
∫
d2x e2φ Tr
[
k˜ ∂−ξ˜− k˜−1 ∂+ξ˜+
]− I(k˜)) . (3.58)
Since the action (3.56)/(3.58) has a simple linear dependence on ξ− and ξ+ / ξ˜− and ξ˜+ one can solve
for these fields explicitly and get a “reduced” effective action for φ and k˜ only:
S = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]
+
∫
d2x e−2φ Tr
[
k˜−1 v˜ k˜ u˜
]− I(k˜)) , (3.59)
where u˜ = u˜(x+) and v˜ = v˜(x−) are fixed integration matrix functions. This action has the form of
a non-abelian Toda model coupled to a Liouville scalar.14 An equivalent action (A.15) can also be
found by choosing the B− = 0 (k2 = 1) gauge in the set of reduced equations found in the coordinate
parametrization (see appendix A).
The action (3.59) describes 1 + 12 (n− 2)(n− 3) degrees of freedom, that is 12 (n− 3)(n− 4) more than
the n − 2 we expect from string theory. To eliminate these extra fields (by solving their equations of
motion) it is useful to parametrize the fields u˜ and v˜ in terms of the new variables kˆ1, kˆ2, U, V as
15
v˜ = V kˆ1 Σ− 1 kˆ−11 , u˜ = U kˆ2 Σ+ 1 kˆ
−1
2
V = V (x−) , kˆ1 = kˆ1(x
−) ∈ K , U = U(x+) , kˆ2 = kˆ2(x+) ∈ K . (3.60)
The WZW part of the action (3.59) is invariant under the field redefinition 16
k˜ → kˆ1(x−) k˜ kˆ−12 (x+) , (3.61)
and hence kˆ1,2 can be absorbed into the field k, so that (3.59) is equal to
S = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]
+
∫
d2x e−2φU V Tr
[
k˜−1 Σ− 1 k˜Σ+ 1
]− I(k˜)) . (3.62)
An equivalent action appears in (A.16).
It is useful to define the subgroup of K = SO(n− 2) that commutes with Σ± 1 as qK = SO(n− 3) and
the corresponding algebra as kˇ = so(n−3). Furthermore, we introduce the notation kˇc for the orthogonal
14A similar action (but without the e2φ term) was discussed in [74] where it was noted that it can be itself interpreted as
a conformal non-abelian Toda model.
15Using the residual conformal reparametrization freedom as in (3.48)–(3.51) U and V can be fixed to be equal to constants
(e.g., signU and signV respectively).
16Note that by the Polyakov-Wiegmann identity I(g1g2) = I(g1)+I(g2)+Tr
∫
d2x g−11 ∂+g1∂−g2g
−1
2 and that I(g(x
+)) =
I(g(x−)) = 0.
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complement of kˇ in k. We can then parametrize the group-valued field k˜ as
k˜ = kˆkˇ , kˆ = e2X , kˇ ∈ qK , X ∈ kˇc . (3.63)
Projecting the equation of motion for k from the action (3.62) onto k¯ we find
∂−(kˇ−1∂+kˇ) = −∂−(kˇ−1kˆ−1∂+kˆkˇ)
∣∣∣
k¯
, (3.64)
which can implicitly be used to solve for kˇ in terms of kˆ. It is important to note that solving for kˇ in this
way will give a non-local function of kˆ.17 In this way we find an effective action for just the n− 2 degrees
of freedom, φ and X – it is given by (3.62) with (3.63) and kˇ defined as a function of kˆ through (3.64).
It is important to note that kˇ is thus a non-local function of kˆ and therefore the action (3.62) viewed as
a functional of kˆ is non-local.
Assuming that U and V have been fixed using the residual conformal diffeomorphisms, this action
describes n − 2 scalar fields with second-order differential equations. This is the expected number of
degrees of freedom for string theory in AdSn. However, it appears that the action contains ghost-like
degrees of freedom – the n − 3 scalar fields represented by X in (3.63) have the opposite sign for their
kinetic terms as compared to the Liouville field φ. One approach to alleviating this could be to apply the
imaginary rotation 18
X → iX , U → iU , V → iV . (3.65)
This amounts to changing the group of the WZW action in (3.62) from SO(n− 2) to SO(n− 3, 1). This
procedure can be easily generalized to the action (3.40) as long as one suitably modifies the generators
Σ± 1, and in both cases one finds a real action.
These ghost-like signs in the action are a persistent issue in the Pohlmeyer reduction of strings in AdSn.
They appear also when studying the equations of motion coming from the coordinate-based reduction,
outlined in appendix A. For AdSn with n ≥ 4 (when K = SO(n− 2) becomes non-trivial) having solved
for the gauge field, one is led to an action with opposite-sign kinetic terms – see, for example, (A.35),
(A.39) and (3.68).
In the above discussion we have assumed a time-like string world-sheet. It turns out that these ghost-
like degrees of freedom are a consequence of this, and if we started instead with a space-like world-sheet
all the degrees of freedom would have the correct signs for their kinetic terms. Indeed, the imaginary
rotation in (3.65) is part of the transformation required to change from the Pohlmeyer reduction for a
time-like world-sheet to that for a space-like world-sheet. While the ultimate resolution of this issue for
the Minkowski-signature world-sheet reduction is unclear to us at the moment, we include a more detailed
discussion of the above rotation and the space-like string world-sheet reduction case in section 6. It is
worth emphasizing again that it is the 2-d Euclidean-signature reduction that was discussed recently in
connection with construction of classical minimal surfaces ending at the boundary of AdS.
As an illustration of the above discussion regarding the action (3.62) let us consider explicitly the cases
corresponding to strings in AdS4 and AdS5. For AdS4 the group K is just SO(2) and we can parametrize
17Although we will not need it here, this is a procedure that can be performed perturbatively if the group elements kˇ
and kˆ are parametrized as exponentials of elements of the algebra. For example, using (3.63) along with kˇ = e2Y , where
Y ∈ kˇ we find ∂−∂+Y = 12∂−[X , ∂+X ] +O(X 4). As the leading order piece of Y is O(X 2) it will not contribute to the
quadratic fluctuation action discussed in section 5.
18An alternative is to rotate φ but this would make the action complex.
20
kˆ in terms of a scalar β as
kˆ = e2βK12 . (3.66)
Expanding the action (3.62) we get precisely the Lagrangian (A.35) that is found from the analogous
procedure at the level of the equations of motion in appendix A.3.
In the case of AdS5 we may parametrize kˆ in terms of two scalar fields β, γ as
kˆ = e−γK23e2βK12eγK23 , (3.67)
which is of the form (3.63). Unlike the AdS4 case here qK is no longer trivial. Therefore, we need to solve
for kˇ in terms of β and γ using (3.64) and then expand the action (3.62). The result is the following
non-local action
S = k
2pi
∫
d2x
[
∂+φ∂−φ− ∂+β∂−β + 1
4
∂+γ∂−γ − 1
4
(sec 2β ∂+γ)
∂−
∂+
(sec 2β ∂+γ)
− 1
4
(e2φ + UV cos 2β e−2φ)
]
. (3.68)
The corresponding variational equations are
∂+∂−φ+
1
4
(e2φ − UV cos 2β e−2φ) = 0 ,
∂+∂−β − 1
2
sec 2β tan 2β ∂+γ
∂−
∂+
(sec 2β ∂+γ) +
1
4
e−2φUV sin 2β = 0 ,(
1 + 2 tan 2β ∂+β
1
∂+
)[
∂+(cos 2β ∂−γ)− ∂−(sec 2β ∂+γ)
]
= 0 . (3.69)
These equations are equivalent to the set of equations (A.41) found in appendix A.3 via an analogous
procedure at the level of the equations of motion.
Generalizing to AdSn, the variational equations following from the action (3.62), with an appropriate
parametrization of kˆ should be equivalent to those derived in appendix A.3 (see (A.26) and (A.27)).
4 The µ→ 0 limit of Pohlmeyer-reduced AdS5 × S5 superstring
In this section we generalize the µ→ 0 limit of the Pohlmeyer reduction of string theory in AdSn×S1 to
the full AdS5 × S5 superstring. The world-sheet action for classical bosonic strings moving in AdS5 × S5
can be written in terms of a symmetric space sigma model with the coset space represented as
AdS5 × S5 ∼= SO(4, 2)SO(4, 1) ×
SO(6)
SO(5)
. (4.1)
This coset can be also represented, using algebra isomorphisms, as
AdS5 × S5 ∼= SU(2, 2)USp(2, 2) ×
SU(4)
USp(4)
. (4.2)
It turns out that to include fermions this latter representation is more appropriate. Indeed, the numerator
groups in (4.2) are then enlarged to the supergroup PSU(2, 2|4) so that the two-dimensional world-sheet
sigma model is based on the supercoset
PSU(2, 2|4)
USp(2, 2)×USp(4) . (4.3)
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We will work with a particular 8 × 8 matrix representation of the superalgebra f̂ = psu(2, 2|4), which is
described in detail in appendix B.2. Also outlined in this appendix is the Z4 grading of psu(2, 2|4) that
plays an important rôle in both the superstring theory and its Pohlmeyer reduction.
Let us consider the field f ∈ PSU(2, 2|4), and define the left-invariant Maurer-Cartan one-form
J = f−1df ∈ f̂. Under the Z4 grading discussed in appendix B.2 this Maurer-Cartan one-form can
be decomposed as
J = A+Q1 + P +Q3 , A = J0 ∈ g = f̂0 , Q1 = J1 ∈ f̂1 ,
P = J2 ∈ p = f̂2 , Q3 = J3 ∈ f̂3 . (4.4)
Fixing the conformal gauge we are meant to impose the Virasoro constraints
STr(P±P±) = 0 , (4.5)
while the variational equations coming from the superstring world-sheet action are
D+P− +D−P+ + [Q1−, Q1 +] + [Q3 +, Q3−] = 0 , (4.6)
[P+, Q1−] = 0 , [P−, Q3 +] = 0 . (4.7)
Interpreted as first-order equations for the components of J they should be supplemented by the flatness
equation for the Maurer-Cartan one-form J . In the superstring context, this is an equation taking values
in f̂ and therefore it can be decomposed under the Z4 grading as follows
p : D−P+ −D+P− + [Q1−, Q1 +] + [Q3−, Q3 +] = 0 , (4.8a)
f̂1 : D−Q1 + −D+Q1− + [P−, Q3 +]− [P+, Q3−] = 0 , (4.8b)
f̂3 : D−Q3 + −D+Q3− + [P−, Q1 +]− [P+, Q1−] = 0 , (4.8c)
g : dA+A ∧A+ P ∧ P +Q1 ∧Q3 +Q3 ∧Q1 = 0 . (4.8d)
Combining the equation for P (4.6) and the flatness equation projected on f̂2 (4.8a) gives the following
first-order equations for P+ and P−
D+P− + [Q3 +, Q3−] = 0 , D−P+ + [Q1−, Q1 +] = 0 . (4.9)
These equations, the Virasoro constraints (4.5), the variational equations (4.6) and the flatness equation
(4.8a) are invariant under the G-gauge symmetry
f → fg ⇒ J → g−1J g + g−1dg ⇒ g : A → g−1Ag + g−1dg ,
f̂1,3 : Q1,3 → g−1Q1,3g ,
p : P → g−1Pg . (4.10)
4.1 Generalized reduction procedure for µ 6= 0
The Pohlmeyer reduction of the above system of equations is carried out in full detail in [1]. Here we
would like to generalize that procedure to admit the limit µ → 0. The reduction involves solving the
first-order equations (4.9), the fermionic equations (4.7) and the Virasoro constraints (4.5) by introducing
new variables parametrizing the physical degrees of freedom. The equations of motion of the Pohlmeyer-
reduced theory are then given by the flatness equation projected onto f̂0, f̂1 and f̂3, i.e. equations (4.8d),
(4.8b) and (4.8c) respectively.
As in the bosonic construction we need to identify some specific features of the algebra, in particular
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certain generators. The maximal abelian subalgebra, a, of p is two-dimensional and we choose the
following basis
TA =
i
2
diag(1, 1,−1,−1, 0, 0, 0, 0) , TS = i
2
diag(0, 0, 0, 0, 1, 1,−1,−1) . (4.11)
We also introduce
T = TA + TS =
i
2
diag(1, 1,−1,−1, 1, 1,−1,−1) , (4.12)
which induces a further Z2 decomposition of the algebra psu(2, 2|4)
f̂ = f̂‖ ⊕ f̂⊥ , (4.13)
described in detail in appendix B.2. T defines the subalgebra h of g = f̂0 that commutes with it, namely
h ≡ f̂⊥0 = su(2)⊕ su(2)⊕ su(2)⊕ su(2) , [h, T ] = 0 . (4.14)
By analogy with the bosonic construction, in order to have a non-trivial µ→ 0 limit we need to identify
the generator R = T‖0(
1
2 , 0, 0, 0, 0, 0, 0, 0), as given in appendix B.2, and define the algebra automorphisms
±(̂f) = µ∓R f̂µ±R . (4.15)
The key property of R, as in the bosonic construction of section 3.2, is that it is an element of the bosonic
algebra usp(2, 2) (i.e. it is a generator of the gauge group associated with the AdS symmetric space)
that does not commute with T . The final comment of an algebraic nature is to identify the subalgebra
of h = su(2)⊕ 4 that commutes with R. We will denote this k and in this case it is su(2)⊕ 3.
To generalize the procedure of [1] we start by parametrizing P± in terms of two USp(2, 2) × USp(4)
group-valued fields,
P− = p1−g−11 +(TA)g1 + p2−g−11 +(TS)g1 , P+ = p1+g−12 −(TA)g2 + p2+g−12 −(TS)g2 ,
g1,2 ∈ USp(2, 2)×USp(4) , (4.16)
where p1,2± are functions of the world-sheet coordinates. Substituting these expressions into the Virasoro
constraints (4.5) implies that p1+ = p2+ = p+ and p1− = p2− = p−. Thus
P− = p−g−11 +(T )g1 , P+ = p+g−12 −(T )g2 . (4.17)
The world-sheet action for the AdS5 × S5 superstring possesses a local fermionic κ-symmetry [17]
which allows one to eliminate 16 of the 32 fermionic d.o.f. in the superalgebra psu(2, 2|4). A discussion
of the κ-symmetry in the context of the Pohlmeyer reduction can be found in [1]. Here we note that the
Pohlmeyer-reduced theory describes just the physical d.o.f. and therefore the κ-symmetry gauge should
be fixed. Following [1] we do this by choosing the on-shell gauge
Q1− = Q3 + = 0 , (4.18)
so that the fermionic equations of motion are satisfied. This actually leaves some residual part of the
κ-symmetry that we will use later on. Equations (4.9) then simplify to
D+P− = 0 , D−P+ = 0 , (4.19)
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which are precisely the same equations as in (3.11) that were solved in the bosonic string reduction
discussed in section 3.2. These imply that p± are functions of x± and therefore the residual symmetry
in the conformal gauge, represented by the conformal reparametrizations, can then be used to set
p+ = p− = µ = const. (4.20)
Following the bosonic construction, equations (4.19) are solved by taking
A+ = g−11 ∂+g1 + g−11 +(A+)g1 , A− = g−12 ∂−g2 + g−12 −(A−)g2 ,
A± ∈ f̂⊥0 ≡ h = su(2)⊕4 . (4.21)
Defining
g = g1g
−1
2 , Q˜1 = g2Q1 +g−12 , Q˜3 = g1Q3−g−11 , (4.22)
and substituting (4.17) (with p± = µ), (4.18) and (4.21) into (4.8b) and (4.8c) we find
∂−Q˜1 + [−(A−), Q˜1]− µ[−(T ), g−1Q˜3g] = 0 ,
∂+Q˜3 + [+(A+), Q˜3]− µ[+(T ), gQ˜1g−1] = 0 . (4.23)
This in turn implies
∂−+(Q˜1) + [A−, +(Q˜1)]− µ[T, +(g−1Q3g)] = 0 ⇒ ∂−+(Q˜1)⊥ + [A−, +(Q˜1)⊥] = 0 ,
∂+−(Q˜3) + [A+, −(Q˜3)]− µ[T, −(gQ1g−1)] = 0 ⇒ ∂++(Q˜3)⊥ + [A+, −(Q˜3)⊥] = 0 . (4.24)
The residual part of the κ-symmetry can be thus fixed by setting
+(Q˜1)⊥ = −(Q˜3)⊥ = 0 . (4.25)
Finally, we can define the fermionic fields of the Pohlmeyer-reduced theory
Ψ
R
= +(Q˜1)‖ ∈ f̂‖1 , ΨL = −(Q˜3)‖ ∈ f̂‖3 . (4.26)
Thus far the e.o.m. (4.6) and (4.7) and the Virasoro constraints (4.5) of the AdS5 × S5 superstring
have been solved through writing the currents in terms of a new set of fields {g,A±,ΨR ,ΨL} describing
the physical d.o.f. of the system. Substituting this change of variables into the remaining components
of the flatness equation, i.e. equations (4.8d), (4.8b) and (4.8c), gives the following set of e.o.m. for the
reduced theory
∂−(g−1∂+g + g−1+(A+)g)− ∂+−(A−) + [−(A−), g−1∂+g + g−1+(A+)g] (4.27)
+ µ2[g−1+(T )g, −(T )] + µ[g−1+(ΨL)g, −(ΨR)] = 0 ,
∂−ΨR + [A−, ΨR ]− µ[T, +(g−1+(ΨL)g)] = 0 , (4.28)
∂+ΨL + [A+, ΨL ]− µ[T, −(g−(ΨR)g−1)] = 0 . (4.29)
Again, as in the bosonic case, these equations have an Hµ+ ×Hµ− gauge symmetry given by the transfor-
mations (3.18) for the bosonic fields and
Ψ
R
→ +(h−)−1ΨR+(h−) , ΨL → −(h+)−1ΨL−(h+) , (4.30)
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for the fermionic fields.
To write down a Lagrangian whose variational equations give the e.o.m. (4.27) the Hµ+ × Hµ− gauge
symmetry needs to be partially fixed. Furthermore, as in our earlier discussion of the bosonic case, one
gets apparently different results depending if this is done before or after taking the µ → 0 limit. The
construction turns out to be an obvious generalization of the one in section 3.2.1. In particular, we find
that the two different results are related by an off-shell gauge-fixing. Here for computational simplicity
we will consider the case when we gauge-fix before taking the µ→ 0 limit. We will then need to gauge-fix
to zero the analogs of the C± fields in the bosonic construction in order to find the correct µ → 0 limit
of the Pohlmeyer-reduced AdS5 × S5 superstring theory. This also allows us to establish the equivalence
with the action that would be found by taking the µ→ 0 limit first and then gauge-fixing.
Starting with finite µ and projecting (4.27) onto −(h) and using the fermionic equations of motion
and the Hµ− gauge symmetry we observe that on-shell one can fix
A− = P−(h)
(
g−1∂+g − 1
2
[[T, Ψ
R
], Ψ
R
]
)
= 0 . (4.31)
Similarly, it is possible to show that at the same time using the Hµ+ gauge symmetry one can also fix (on
the equations of motion)
A+ = P+(h)
(
∂−gg−1 +
1
2
[[T, Ψ
L
], Ψ
L
]
)
= 0 . (4.32)
The resulting set of equations can then be found (after a particular on-shell gauge-fixing) from the
action
S = k
4pi
STr
[1
2
∫
d2x g−1∂+gg−1∂−g − 1
3
∫
d3x mnlg−1∂mgg−1∂ngg−1∂lg
+
∫
d2x
(
+(A+)∂−gg−1 − −(A−)g−1∂+g − g−1+(A+) g −(A−) +A+A−
)
+
∫
d2x
(
Ψ
L
T∂+ΨL + ΨLT [A+, ΨL ] + ΨRT∂−ΨR + ΨRT [A−, ΨR ]
)
+
∫
d2x
(
µ2 g−1 +(T ) g −(T ) + µ g−1 +(ΨL) g −(ΨR)
)]
. (4.33)
In summary, the fields in this action all live in various subalgebras of psu(2, 2|4) or subgroups of
PSU(2, 2|4). The supertrace is therefore the appropriate mixed signature trace required to construct
invariants of this algebra. The field g is a G = USp(2, 2)×USp(4) group-valued field and the gauge fields
A± ∈ h = su(2)⊕ 4. The fermionic fields ΨR and ΨL have canonical kinetic terms, a mass term and a
Yukawa-type coupling with g. They take values in certain Grassmann-odd subspaces of the superalgebra
f̂ = psu(2, 2|4). In particular, Ψ
R
∈ f̂‖1 and ΨL ∈ f̂‖3 (for a definition of these spaces see appendix B.2).
4.2 Reduced theory corresponding to the µ→ 0 limit
The action (4.33) has a well-defined and non-trivial µ→ 0 limit so long as we follow the same idea as in
the bosonic construction and parametrize
A± = B± + µC˜± , B± ∈ k , C˜± ∈ l . (4.34)
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Here l is the orthogonal complement of k in h. We then have the following useful limits
lim
µ→0
µ ±(T ) = T± , lim
µ→0
µ
1
2 +(ΨL) = Ψ˜L ∈ f̂‖3+ ,
lim
µ→0
µ ±(C˜±) = C± ∈ l± , lim
µ→0
µ
1
2 −(ΨR) = Ψ˜R ∈ f̂‖1− , (4.35)
where all of the objects on the right-hand side are finite, non-zero and contain the same number of
degrees of freedom as those on the left-hand side. The explicit forms of the generators and spaces on the
right-hand side are given in detail in appendix B.2.2.
Recalling once again the subtlety in the bosonic construction (see section 3.2.2) that in the µ→ 0 limit
of the Pohlmeyer reduction of AdSn × S1 we needed to gauge-fix C± = 0 off-shell 19 the final action the
µ→ 0 limit of the Pohlmeyer-reduced AdS5 × S5 superstring is given by
S = k
4pi
STr
[1
2
∫
d2x g−1∂+gg−1∂−g − 1
3
∫
d3x mnlg−1∂mgg−1∂ngg−1∂lg
+
∫
d2x
(
B+∂−gg−1 −B−g−1∂+g − g−1B+gB− +B+B−
)
+
∫
d2x
(
Ψ
L
T∂+ΨL + ΨLT [B+, ΨL ] + ΨRT∂−ΨR + ΨRT [B−, ΨR ]
)
+
∫
d2x
(
g−1T+gT− + g−1Ψ˜LgΨ˜R
)]
, (4.36)
where Ψ˜
L
, Ψ˜
R
are defined in (4.35).
In the original µ 6= 0 reduction [1] the potential and Yukawa-type fermionic term in the reduced theory
action can be identified with the original superstring action for the specific gauge-fixing of the coset
currents used in the reduction. The same is true here as well: if we substitute the field redefinitions
(4.17)–(4.22) and (4.26) into the superstring action and take the µ → 0 limit we find just the final line
of (4.36) with an appropriate identification of k and the string tension. This is also true in the bosonic
construction discussed in section 3.
One important feature of this action is that the “sphere” part of the potential is vanishing in the µ→ 0
limit as T± are only non-zero in the su(2, 2) subalgebra of psu(2, 2|4). This should be expected as the
algebra su(4) has a definite signature. Therefore, demanding that
Tr(PS±PS±) = 0 , (4.37)
implies that PS± vanish, and it is these fields that appear in the “sphere” part of the potential.
As suggested by the notation, the Grassmann-odd subspaces in which Ψ˜
L,R
take values satisfy the
following commutation relations
[̂f1−, l−] = 0 , [̂f3+, l+] = 0 . (4.38)
Therefore, extending the parametrization of section 3.3
g = k−1eξ+e−2φReξ−g
S
, k ∈ K
A
= SU(2) , g
S
∈ USp(4) ,
B± = BA± +BS ± , BA± ∈ kA = su(2) , BS ± ∈ kS = su(2)⊕2 , (4.39)
we find that ξ+ and ξ− drop out of the fermionic potential term. To clarify what the groups KA and
K
S
are, we note that K = SU(2)3 contains one SU(2) subgroup of USp(2, 2) and two of USp(4). K
A
is
19This was needed to get the correct equations of motion, degrees of freedom and to match the action found by taking
the µ→ 0 limit first and then partially gauge-fixing.
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then just the single SU(2) that is a subgroup of USp(2, 2), while K
S
is the SU(2)2 that is a subgroup of
USp(4). k
A
and k
S
are the corresponding algebras.
Using the parametrization (4.39) along with the field redefinitions 20
B
A + → k−1BA +k + k−1∂+k , ΨL → k−1ΨLk , Ψ˜L → k−1Ψ˜Lk , (4.40)
we find that (4.36) can be rewritten as
S = k
4pi
(
2
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]
+
∫
d2x e2φ STr
[
D−ξ−D+ξ+
]
+ STr
[
− 1
2
∫
d2x k−1∂+kk−1∂−k +
1
3
∫
d3x mnl k−1∂mk k−1∂nk k−1∂lk
−
∫
d2x
(
B
A +∂−kk
−1 −B
A−k
−1∂+k − k−1BA +kBA− +BA +BA−
)
+
1
2
∫
d2x g−1
S
∂+gSg
−1
S
∂−gS −
1
3
∫
d3x mnl g−1
S
∂mgS g
−1
S
∂ngS g
−1
S
∂lgS
+
∫
d2x
(
B
S +∂−gSg
−1
S
−B
S −g
−1
S
∂+gS − g−1S BS +gSBS − +BS +BS −
)
+
∫
d2x
(
Ψ
L
TD+ΨL + ΨRTD−ΨR + e
φg−1
S
Ψ˜
L
g
S
Ψ˜
R
)]
, (4.41)
where Ψ˜
L
, Ψ˜
R
are defined in (4.35) and
D±ξ± = ∂±ξ± + [BA±, ξ±] , D±Ψ = ∂±Ψ + [B±, Ψ] . (4.42)
As for the reduction of bosonic strings in AdSn this action contains the Liouville action for the field φ.
The second and third lines represent the gauged WZW action for the coset SU(2)upslopeSU(2), which is coupled
to the Liouville part through the ξ± term in the first line. As in the bosonic construction ξ± take values
in two R3 subspaces of g = usp(2, 2) and transform as vectors under the adjoint action of K
A
= SU(2).
The fourth and fifth lines represent a gauged WZW action for the coset USp(4)upslope[SU(2)]2, describing the
part of the reduced model coming from the five-sphere. The last line is the fermionic part of the action.
The action (4.41) has a manifest K gauge symmetry under which the bosonic fields from the “AdS”
sector and the full B± transform as in (3.41), while the fermionic fields and gS transform as
Ψ
L,R
→ K−1Ψ
L,R
K , g
S
→ K−1g
S
K . (4.43)
The action (4.41) is also invariant under the conformal reparametrizations (3.42) with the fermions and
g
S
transforming as
Ψ
R
→ Λ1upslope2
+
Ψ
R
, Ψ
L
→ Λ1upslope2− ΨL , gS → gS . (4.44)
4.3 µ→ 0 limit of reduced theory for AdS2 × S2 truncation:
N = 2 super Liouville theory
To provide a simple example, let us now consider the µ = 0 limit of the reduced theory for the AdS2×S2
truncation of the general AdS5 × S5 theory.
The actions describing the AdS2 × S2 superstring21 and the corresponding Pohlmeyer-reduced theory
20Note that these field redefinitions of ΨL and Ψ˜L , which, as one may recall, contain the same degrees of freedom, are
consistent as [R, K] = 0 by the definition of K.
21By the AdS2 × S2 superstring theory here we mean the formal supercoset subsector obtained by truncation of the full
10-dimensional superstring theory on AdS2 × S2 × T 6, see [83, 84].
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[1] are formally identical to those in the AdS5 × S5 case except the underlying supercoset is now
F̂
G
=
PSU(1, 1|2)
SO(1, 1)× SO(2) . (4.45)
The µ → 0 limit of the Pohlmeyer-reduced AdS2 × S2 superstring is thus found in the same way as in
the AdS5 × S5 construction above. Parametrizing the group-valued and algebra-valued fields in terms of
components as in [1] one finds that the resulting reduced-theory Lagrangian is given by
L = ∂+φ∂−φ− 1
4
e2φ + ∂+ϕ∂−ϕ+ α∂−α+ δ ∂−δ + ν ∂+ν + ρ ∂+ρ
− eφ[ cosϕ (νδ + ρα) + sinϕ (−ρδ + να)] . (4.46)
Here φ and ϕ are real bosonic fields, while α, δ, ν, ρ are real (hermitian) fermions.
As was shown in [1], the Pohlmeyer reduction of the AdS2 × S2 superstring for finite µ is given by the
N = 2 2-d supersymmetric sine-Gordon model defined by the superpotential
W (Φ) = µ cos Φ , (4.47)
i.e. the corresponding Lagrangian is given by
L = ∂+Φ∂−Φ∗ − |W ′(Φ)|2 + ψ∗L∂+ψL + ψ∗R∂−ψR +
[
W ′′(Φ)ψ
L
ψ
R
+W ∗′′(Φ∗)ψ∗
L
ψ∗
R
]
, (4.48)
where Φ is a complex scalar and ψ
L,R
are 2-d complex Weyl fermions. Writing this in real components
(Φ = ϕ+ iφ, ψ
R
= δ + iα, ψ
L
= ν − iρ) we find
L = ∂+φ∂−φ+ ∂+ϕ∂−ϕ+ µ
2
2
(cos 2ϕ− cosh 2φ) + α∂−α+ δ ∂−δ + ν ∂+ν + ρ ∂+ρ
− 2µ[ coshφ cosϕ (νδ + ρα) + sinhφ sinϕ (−ρδ + να)] . (4.49)
It is then easy to see that after shifting φ→ φ− logµ as in (2.2) the µ→ 0 limit of (4.49) gives precisely
(4.46) which is thus the same as the Lagrangian of N = 2 super Liouville theory [86] (cf. [85]). Indeed,
performing this shift of φ in (4.47) and then taking the µ → 0 limit we find the N = 2 supersymmetric
model with the following superpotential
W (Φ) =
1
2
e−iΦ . (4.50)
Expanding the Lagrangian (4.48) with this superpotential we then get (4.46). This demonstrates that
this AdS reduced theory (4.46) has N = 2 2-d supersymmetry and also provides a new interpretation to
N = 2 supersymmetric Liouville theory which was discussed, for example, in [87, 88, 89, 85].
The realisation of 2-d supersymmetry in µ 6= 0 Pohlmeyer-reduced AdS3×S3 and AdS5×S5 superstring
models is known to be more subtle than in the AdS2 × S2 case: it is effectively non-local in the action
[15, 16] and deformed in the S-matrix [22]. We would expect the same to be true in the µ → 0 limit.
Indeed, the algebra h = f̂⊥0 that plays an important rôle in the identification of 2-d supersymmetry for
finite µ is modified by the automorphisms ± that underlie the µ → 0 limit. For AdS2 × S2 case h is
empty and therefore it is perhaps not surprising that the N = 2 supersymmetry of the non-zero µ case
is present also in the µ→ 0 limit. However, for the AdS3 × S3 and AdS5 × S5 cases h is non-trivial and
thus the relationship between the two cases may be more subtle.
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5 Quadratic fluctuation spectra near simple classical solutions
In this section we investigate some quantum properties of the action (4.41) for the Pohlmeyer-reduced
AdS5×S5 superstring in the µ→ 0 limit. For non-zero µ the one-loop partition function of the Pohlmeyer-
reduced AdS5 × S5 superstring, found by fluctuating the action around a particular classical solution,
is equal to the one-loop partition function of the Green-Schwarz superstring around the corresponding
string theory solution [31, 32]. Here we will test the equivalent statement for the reduction found in the
µ→ 0 limit.
The µ→ 0 limit by construction is suitable only for describing classical string solutions in AdS5 (just
as for non-zero µ one is restricted to classical solutions which are non-vanishing both in AdS5 and in S5).
Here we will discuss the reduced theory solutions corresponding to the two simple string solutions: (i)
the massless geodesic in AdS2 ⊂ AdS5, and (ii) the large spin (or long string) limit of the folded spinning
string [67, 68, 69], which is equivalent also to the “null cusp” Euclidean world-sheet solution [90, 91, 92].
The first one is the trivial vacuum background of this AdS reduced theory, just like the BMN geodesic
is the vacuum of the original AdS5 × S5 reduced theory [1], while the second is related to a non-trivial
vacuum background of the corresponding generalized sinh-Gordon model [46].
5.1 Fluctuations around vacuum corresponding to massless geodesic in AdS5
Let us start with a massless geodesic in AdS5 and its counterpart which is the trivial vacuum background
of the reduced theory. It is sufficient to restrict the geodesic to be in the AdS2 subspace of AdS5
Y0 = 1 , Y−1 = τ , Y1 = τ , Yi+1 = 0 i = 1, 2, 3 , (5.1)
where we are using the usual embedding coordinates. To construct the reduced theory solution we may
use the coordinate-based parametrization described in appendix A. This gives φ, ui, vi and B± ij , from
which we can reconstruct φ, ξ± and B± using (3.45) and the parametrization given in (3.47). Given that
∂+Y · ∂−Y = 0, using equation (A.6) we find
φ = −∞ , ui = vi = B± ij = 0 , (5.2)
It is easy to check that this is indeed the simplest vacuum solution of the set of equations (A.8), (A.9)
and (A.10).
Using (3.45), along with the parametrization in equation (3.47) we find that the extension of this
solution to the Pohlmeyer-reduced superstring defined by (4.41) is given by
φ = −∞ , ξ± = 0 ,
k = g
S
= 1 , B
A± = BS ± = 0 , ΨL = Ψ˜L = ΨR = Ψ˜R = 0 . (5.3)
Due to its singular nature, we need to expand the action (4.41) around this solution with some care.
In particular, when considering the terms involving the fields ξ± we should first put the kinetic term
e2φ STr
[
D−ξ−D+ξ+
]
into a canonical form by the field redefinition ξ± → e−φξ±. The resulting set of
fluctuation frequencies is then given by (here n is an integer representing the 2-d spatial momentum)
4 × ±n from the first three lines of (4.41) – the reduced AdS sector ,
4 × ±n from the lines four and five of (4.41) – the reduced sphere sector ,
8 × ±n from the final line of (4.41) – the fermions . (5.4)
We have dropped three of the massless fluctuations that naively appear in the reduced AdS sector: one
should consider the fields u and v with first-order equations of motion as fundamental and hence integrate
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over ξ± with an appropriate measure cancelling the contribution from these extra massless modes (see
section 5.2.1 for a detailed discussion).
The spectrum of 8 + 8 massless modes matches that found from the superstring world-sheet action
expanded around the massless geodesic in an AdS2 subspace of AdS5 × S5 [66].
5.2 Fluctuations around background corresponding to
long folded spinning string
In general, the folded spinning string [67] is described by the following background in AdS3 ⊂ AdS5:
Y0 + iY−1 = eiκτ cosh ρ(σ) , Y1 + iY2 = eiωτ sinh ρ(σ) , YI+1 = 0 , I = 2, 3 , (5.5)
where
ρ′2 = κ2 cosh2 ρ− ω2 sinh2 ρ , (5.6)
so that ρ varies from 0 to its maximal value ρ∗
coth2 ρ∗ =
ω2
κ2
. (5.7)
Defining ε−2 = ω2κ−2 − 1, ρ(σ) can be written implicitly in terms of the Jacobi sn function 22
sinh ρ = ε sn (κε−1σ,−ε2) . (5.8)
Using the relations in appendix A it is easy to find the corresponding reduced theory solution given in
terms of φ, ui, vi, B± ij (see also [46])
φ = log(2ρ′) , u1 = v1 = 4κω , uI = vI = B± ij = 0 . (5.9)
Reversing the parametrization in (3.47) we find that the corresponding algebra/group valued fields of the
group-theoretic construction are
φ = log(2ρ′) , ξ± = −
[ (log ρ′)′
κω
+
i
ω
E(iρ,−−2)
]
Σ± 1 , BA± = 0 , k = 1 . (5.10)
Here the subscript A on the gauge field indicates that it is from the reduced AdS5 sector of the full
reduced superstring theory. The extension to a classical solution of the Pohlmeyer-reduced superstring,
defined by the action (4.41), is then given by (5.10) together with
g
S
= 1 , B
S ± = 0 , ΨL = Ψ˜L = ΨR = Ψ˜R = 0 . (5.11)
An important simple limit of the folded spinning string solution [68, 69] is found by taking the spin to
be very large in which case the string becomes very long and reaches the boundary of AdS, i.e. ρ∗ →∞,
ε→∞, ω → κ→∞. Then
ρ(σ) = κσ , (5.12)
22Note that the periodicity in σ requires the following relation on the parameters κ and ε
κ =
2ε
pi
K(−ε2) .
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and the reduced theory solution (5.10), (5.11) becomes 23
φ = log(2κ) , ξ± = σΣ± 1 ,
k = g
S
= 1 , B
A± = BS ± = 0 , ΨL = Ψ˜L = ΨR = Ψ˜R = 0 . (5.13)
Note that written in terms of u, v ∼ ∂±ξ± this “string-like” (ξ± ∼ σ) background becomes homogeneous
and may be interpreted as a non-trivial “vacuum” of the associated sinh-Gordon model [46] (it corresponds
to e4φ = UV = constant in (A.30)).24
5.2.1 Bosonic fluctuations from the reduced AdSn sector
Let us start with the bosonic fluctuations from the reduction of the string in AdS space. To highlight
various features we will consider the reduction of the string in AdSn described by the action (3.40). To
generalize the classical solution (5.5) we allow I to run from 2 to n− 2. In the superstring case we have
n = 5.
When considering the reduction of strings in AdSn we expect to have n − 2 physical fluctuations, so
the corresponding path integral is to be defined accordingly. We will consider the two approaches based
on the actions (3.40) and (3.62) respectively.
The first approach is based on the direct expansion of the action (3.40) around the solution (5.13) to
quadratic order in the fields (we set k = 1 · exp ζ ) 25
S = k
2pi
(∫
d2x
[
∂+φ∂−φ− κ2∂−ξ− 1∂+ξ+ 1 + 2κ2φ(∂+ξ+ 1 − ∂−ξ− 1)
]
+
∫
d2x
[− κ2∂+ξ+ I∂−ξ− I − κ2B+ 1Iξ+ I + κ2B− 1Iξ− I − κ2σB+ 1I∂−ξ− I − κ2σB− 1I∂+ξ+ I
+
1
4
∂+ζ1I∂−ζ1I − 1
2
B+ 1I∂−ζ1I +
1
2
B− 1I∂+ζ1I − κ2σ2B− 1IB+ 1I
]
+
1
4
∫
d2x
[
∂+ζIJ∂−ζIJ − 2B+ IJ∂−ζIJ + 2B− IJ∂+ζIJ
])
. (5.14)
An apparent dependence of this action on the 2-d space coordinate σ that could complicate the compu-
tation of the fluctuation spectrum can be removed by field redefinitions. Replacing B± ij by derivatives
of two sets of scalars
B+ ij = ∂+bij , B− ij = ∂−b¯ij , j > i = 1, . . . , n− 2 , (5.15)
we find (after integrating by parts) that the fields ξ± i only appear in the action as ∂±ξ± i. Therefore,
we can introduce the new fields
Ui = ∂+ξ+ i , Vi = ∂−ξ− i , i = 1, . . . , n− 2 , (5.16)
and immediately integrate them out. A further integration by parts then allows one to completely remove
the σ-dependence. Such field redefinitions give rise to Jacobian factors in the path integral, an issue we
will return to later in this section.
23Here we have used the property
lim
κ→∞−
i
κ
E(iκσ, 0) = σ .
24Interestingly, as was found in [46], the soliton solution of the sinh-Gordon model describes the reduced theory counterpart
of the leading correction to the long string limit of the above folded string solution.
25Note that we have used the algebra relation [Σ− 1, Σ+ 1] ∝ R and the following parametrization in terms of components
ξ± = ξ± 1Σ± 1 + ξ± IΣ± I , B± = −B± 1IK1I −B± IJKIJ , ζ = ζ1IK1I + ζIJKIJ , J > I = 2, . . . , n .
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The resulting action depends on bij and b¯ij only through the linear combination cij = bij − b¯ij . This is
a direct consequence of the SO(n− 2) gauge symmetry and the integral over the decoupled gauge degree
of freedom (b+ b¯) is cancelled as usual by dividing by the volume of the gauge group. Finally, using the
field redefinition ζij → ζij + cij we end up with the following quadratic action
S = k
2pi
∫
d2x
(
∂+φ∂−φ− 4κ2φ2 − 1
4
∂+c1I∂−c1I +
κ2
2
c1Ic1I
+
1
4
∂+ζ1I∂−ζ1I +
1
4
∂+ζIJ∂−ζIJ − 1
4
∂+cIJ∂−cIJ
)
. (5.17)
Here we again see the that n− 3 of the physical fluctuation modes are ghost-like (the sign of the kinetic
term for c1I is negative). However, all the modes would have physical signs had we started with an
equivalent [91] “null cusp” solution with Euclidean world-sheet and expanded the corresponding reduced
action near its counterpart background. For this reason we shall ignore this sign peculiarity of the time-like
version of the AdS reduction by doing a formal imaginary rotation c1I → i c1I . It is then straightforward
to compute the corresponding spectrum of fluctuation frequencies:
1 × ±
√
n2 + 4κ2 , (n− 3) × ±
√
n2 + 2κ2 , (n− 3)2 × ±n , (5.18)
where as in (5.4) n is the momentum in the compact σ direction. We thus end up with a spectrum of
n− 2 physical massive modes, which is what we would expect to find in the corresponding string theory
in AdSn.
To understand the meaning of the additional (n− 3)2 massless modes in (5.18) we recall that we used
various non-trivial field redefinitions to end up with the action (5.17). In particular, the 12 (n− 2)(n− 3)
fields B± ij were redefined as in (5.15) while the n−2 fields ξ± i underwent the “opposite” transformation
(5.16). The corresponding Jacobian factor in the partition function is then
[
det ∂+∂−
] 1
2 (n−2)(n−5) . (5.19)
Multiplying this by the contribution of the (n− 3)2 massless modes gives
[
det ∂+∂−
]− 12 (n−1) , (5.20)
which is the same as the contribution of n− 1 extra massless modes.
One of these modes has an obvious interpretation: it should correspond to the residual conformal
transformations (3.42), (3.48). These were left unfixed in the above construction. Whether we should
include this massless mode as a physical one or not depends on which is the full string-theory target space
we are starting with. We could either choose to describe fluctuations around a string living in AdSn or
a string living in an AdSn subspace of AdSn × S1. The latter is the target space we started with before
taking the µ→ 0 limit and therefore we should account for the corresponding massless mode (associated
to the S1). This agrees with the usual count of degrees of freedom: AdSn should correspond to n − 2
physical degrees of freedom, while string in AdSn × S1 should have n− 1 physical degrees of freedom.
We are then left with n−2 massless modes, which we still need to remove to match the string spectrum.
This requires a proper understanding of which are the fundamental fields of the reduced theory. In
particular, in the coordinate-based reduction described in appendix A the usual fields of the reduced
theory are u and v rather than ξ±. Each of these fields has precisely n − 2 components and they are
related to ξ± by the field redefinition (3.45), involving ∂±. This field redefinition amounts to adding an
extra n−2 massless degrees of freedom, which are precisely those that we have found above. This implies
that the corresponding part of the reduced theory path integral measure should contain an extra “ghost”
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determinant factor, i.e. ∫
[dξ+][dξ−]
[
det ∂+∂−
] 1
2 (n−2) , (5.21)
which precisely cancels the contribution of unphysical n− 2 massless modes.
Let us mention also that there is an alternative approach which leads directly to the expected physical
massive mode spectrum when considering string theory in AdSn. Instead of directly expanding the action
(3.40), we may expand the gauge-fixed action (3.62) found after solving for B±. Here the classical solution
is given by
φ = log(2κ) , U = V = 4κ2 , kˆ = 1 . (5.22)
Using the residual conformal diffeomorphisms to fix U = V = 4κ2, the quadratic expansion of the action
(3.62) is given by (I = 2, . . . , n− 2)
S = k
2pi
∫
d2x
[
∂+φ∂−φ− 4κ2φ2 − ∂+XI ∂−XI + 2κ2XIXI
]
, (5.23)
where the fluctuation of kˆ is parametrized as
kˆ = 1 · exp(2XIK1 I) . (5.24)
Here we need again to apply an imaginary rotation XI → iXI to get the quadratic action that directly
follows from fluctuating the space-like AdS reduction. Then (5.23) describes the same spectrum of massive
modes
1 × ±
√
n2 + 4κ2 , (n− 3) × ±
√
n2 + 2κ2 , (5.25)
in agreement with the corresponding string theory in AdSn.
5.2.2 Complete fluctuation spectrum around long folded spinning superstring
Let us now return to the reduction of the full AdS5 × S5 superstring, described by the action (4.41). As
discussed above, the spectrum of 8 bosonic frequencies is given by
1 ×±
√
n2 + 4κ2 , 2 ×±
√
n2 + 2κ2 , 5 ×±n . (5.26)
Here we have included the counterparts of the massless S5 modes.26
In general, the action describing the µ → 0 limit of the Pohlmeyer-reduced AdS5 × S5 superstring
is, by construction, only suitable for describing fluctuations around classical solutions that live in the
AdS5 subspace. From superstring theory, for these solutions we always expect to find five massless modes
corresponding to the transverse directions belonging to the five-sphere. The above discussion implies that
we will also find these five massless modes when fluctuating the reduced theory action (4.41) around the
corresponding reduced theory solution.
26Once again, recall that in section 5.2.1, when discussing the reduction of string theory in AdSn as a limit of string theory
in AdSn × S1, we found an additional massless mode which should correspond to the massless fluctuation along the S1
direction if one expands around a classical solution in an AdSn subspace of AdSn×S1. Consequently, this mode, related to
local conformal reparametrizations, should be ignored when describing strings in AdSn but included when describing strings
in AdSn subspace of AdSn × S1. Here, as we are considering the bosonic space AdS5 × S5, we should then include this
massless mode. Another, more heuristic, argument why this should be the case is that this mode corresponds to allowing
the stress-energy tensor of the AdS5 and S5 sectors to fluctuate TA±± = 0 − δT , TS±± = 0 + δT . In the reduction
procedure we solved the Virasoro constraints by demanding both TA±± and T
S
±± should vanish separately. However, the
Virasoro constraints of the AdS5 × S5 superstring theory only tell us that the total stress-tensor should vanish.
33
The part of the action (4.41) determining the fermionic fluctuation spectrum is given by
k
4pi
STr
∫
d2x (Ψ
L
T∂+ΨL + ΨRT∂−ΨR + 2κΨ˜LΨ˜R) . (5.27)
Using the identity
STr
(
T
‖
3+(~αL)T
‖
1−(~αR)
)
=
1
2
STr
(
T
‖
3(~αL)T
‖
1(~αR)
)
, (5.28)
where the matrices are defined in appendix B.2.2, and expanding (5.27) in terms of the component fields
we find
k
4pi
∫
d2x
[1
2
α
Lp∂+αLp +
1
2
α
Rp∂−αRp + καLpαRp
]
, p = 1, . . . , 8 . (5.29)
This action describes eight fermionic fluctuations with the frequencies
8 ×±
√
n2 + κ2 . (5.30)
We have therefore reproduced the spectrum of fluctuations, (5.26) and (5.30), following directly from the
superstring action [68, 69].
6 Pohlmeyer reduction of string in AdS in the case of
Euclidean world-sheet signature
A puzzling feature of the actions for the physical degrees of freedom of Pohlmeyer reduced string theory
in AdS with Minkowski world-sheet signature is the presence of both positive and negative signs in the
kinetic terms. In particular, this is seen in the coordinate-based reduction outlined in appendix A, which
leads to (A.35) for AdS4 and (A.39) for AdS5, and also in the group-theoretic reduction procedure, with
the gauge-fixing described in section 3.3.2, where we found (3.62) for AdSn with the explicit expression
for AdS5 given by (3.68). Related opposite signs are seen explicitly in the kinetic terms for massive
fluctuation modes in, e.g., (5.17) and (5.23).
However, in all these cases, it is possible to apply an imaginary rotation a subset of fields to find a real
ghost-free action. For example, if we set β → iβ, U → iU and V → iV in (A.35), (A.39) and (3.68) we
find
L˜4 = ∂+φ∂−φ+ ∂+β∂−β − 1
4
(e2φ − UV cosh 2β e−2φ) , (6.1)
L˜5 = ∂+φ∂−φ+ ∂+β∂−β + tanh2 β∂+γ∂−γ − 1
4
(e2φ − UV cosh 2β e−2φ) , (6.2)
L˜′5 = ∂+φ∂−φ+ ∂+β∂−β +
1
4
∂+γ∂−γ − 1
4
(sech 2β ∂+γ)
∂−
∂+
(sech 2β ∂+γ)
− 1
4
(e2φ − UV cosh 2β e−2φ) . (6.3)
Furthermore, for the action in equation (3.62), the relevant imaginary rotation is given by (3.65). This
has the effect of modifying the group of the WZW action in (3.62) from SO(n− 2) to SO(n− 3, 1) and
flipping the sign of the kinetic and mass terms for all the ghost-like degrees of freedom.
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6.1 Euclidean rotation of reduced equations in coordinate parametrization
Let us first recall the equations of motion (A.8), (A.9), (A.10) for the Pohlmeyer reduction of strings in
AdSn with time-like world-sheet derived in the coordinate-based approach in appendix A
∂+∂−φ+
1
4
(e2φ − uivie−2φ) = 0 , (6.4)
∂−ui = B− ijuj , ∂+vi = B+ ijvj , (6.5)
F−+ ij ≡ ∂−B+ ij−∂+B− ij −B− ikB+ kj +B+ ikB− kj = 1
2
e−2φ(uivj − ujvi) . (6.6)
In (A.8), (A.9), (A.10) the indices i, j, . . . are contracted with δij , hence there was no difference between
raised and lowered indices.
It turns out that all the imaginary rotations mentioned above can be universally described by a certain
imaginary rotation of the fields ui, vi and Bij . In particular, let us redefine
u1 → iu1 , v1 → iv1 , B1J → iB1J . (6.7)
The equations of motion are then given by (6.4), (6.5) and (6.6), with the SO(n− 2) indices i, j, . . . now
contracted with the metric
ηij = diag(−1, 1, . . . , 1) . (6.8)
To find the reduced equations in the space-like world-sheet case we first need to make the obvious
replacements (τ now is Euclidean time)
∂+ → ∂ = i∂τ + ∂σ , ∂− → −∂¯ = i∂τ − ∂σ , B+ ij → Bij , B− ij → −B¯ij . (6.9)
Also, ui, vi, Bij , B¯ij are to be considered now as complex-valued functions satisfying the reality condi-
tions 27
u∗ = −v , B∗ij = B¯ij . (6.10)
Then (6.4), (6.5) and (6.6) become a set of equations for the Pohlmeyer reduction of strings with space-like
world-sheets in AdSn (which itself is always assumed to have Minkowski signature in this paper).
The difference of the Euclidean world-sheet case compared to the Minkowski one is related to modifica-
tion of the Virasoro constraints (A.2), in which we need to replace ∂+ with ∂ and ∂− with −∂¯ as in (6.9).
Then the signature of the three-space with the real basis {Y, 12 (∂Y + ∂¯Y ), 12i (∂Y − ∂¯Y )} is (−,+,+) and
the complementary basis is given by n− 2 vectors Ni which should satisfy
Ni ·Nj = ηij , (6.11)
with ηij in (6.8).
Two simple examples of Euclidean AdS surfaces are the null cusp [90] mentioned in section 5 (see also
[46, 50]) and the surface corresponding to circular Wilson loop [93]. The first is the AdS3 solution ending
on the null cusp line at the boundary and corresponds in the reduced theory to the non-trivial vacuum of
the Euclidean version of the generalized sinh-Gordon equation (A.30) with φ = const and UV = e4φ. The
27While these reality conditions are consistent with the definitions (A.6), they are not consistent with the gauge-fixing
uI = 0 (I = 2, . . . , n− 2) used in appendix A.3 to construct actions for just the physical degrees of freedom – see equations
(A.32) and (A.36). Therefore, to construct such actions in this Pohlmeyer reduction for space-like world-sheets alternative
gauge-fixings need to be used. However, in general it should be possible to find such gauge-fixings achieving the same effect
as the imaginary rotations of the fields β, U , V and X described above (see, for example [53, 55]).
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second solution (non-trivial only in a Euclidean AdS2 subspace of the full Minkowski AdSn) describes a
2-d Euclidean-signature world-sheet ending on the unit circle at the boundary. Explicitly, in the Poincaré
coordinates it is given by z = tanh τ , x1 = sech τ cosσ , x2 = sech τ sinσ , while in the embedding
coordinates
Y0 = coth τ , Y−1 = 0 , Y1 + iY2 = csch τ eiσ , Yi = 0 , i = 1, . . . , n− 2 , (6.12)
where 0 < τ <∞ is the Euclidean world-sheet time. One finds then that the reduced theory solution has
all the fields vanishing apart from φ, which solves the Euclidean Liouville equation,
φ = log(2 csch τ) , ui = vi = Bij = B¯ij = 0 . (6.13)
6.2 Action for AdS reduced theory in the case of Euclidean world-sheet
The action (3.33) and (3.40) can be suitably modified to give an action for the reduction of strings in
AdS with space-like world-sheet surface. We start by introducing the metric in Rn−1,2 as
ς = diag(−1, 1, 1,−1, 1, . . . , 1) , (6.14)
instead of diag(−1,−1, 1, . . . , 1) implicitly assumed in appendix B.1. This metric is useful to define the
generators of so(n− 1, 2) (J = −ς J ς) used to describe the reduction in the Euclidean world-sheet case.
We are simply to replace the generators in appendix B.1 by those (which are non-zero in the same row
and column) constructed using (6.14). The reality conditions for the fields of the reduced theory then
also need to be suitably modified.
Using this prescription the constant matrices T± are given by
T± =
1
2

0 ∓i −1 0n−2
∓i 0 0 0n−2
−1 0 0 0n−2
0n−2 0n−2 0n−2 0(n−2)2
 , (6.15)
and satisfy the relation T †+ = −ςT−ς. The factors of i in (6.15) preserve the property Tr(T 2±) = 0, which
is linked to solving the Virasoro constraints of the string theory. Furthermore, it is clear from (6.14) that
the group K, whose algebra is spanned by those generators which are only non-zero in the bottom right
(n− 2)2 block, is modified to SO(n− 3, 1). The group G remains as SO(n− 1, 1).
Considering the action (3.33), taking T± to be given by (6.15), changing the coset for the gauged WZW
model to SO(n− 1, 1)upslopeSO(n− 3, 1) and Wick-rotating to Euclidean space (6.9) (i.e. ∂+ → ∂ , ∂− →
−∂¯ , B+ → B , B− → −B¯) we almost arrive at the reduced theory action for the Euclidean case. The
final step is to specify the reality conditions for the fields g, B, B¯: we let them take values in the
complexified group/algebra and then restrict them as follows
g† = ς g ς , B† = −ς B¯ ς . (6.16)
The reality condition for g implies that it does not take values in a real subgroup of SO(n,C), which is
the complexification of SO(n− 1, 1). These conditions (which follow from the derivation of the reduction
below) can be found also by demanding that the Euclidean counterpart of the action (3.33) is real.
For the space-like world-sheet the Maurer-Cartan one-form of the string AdS coset sigma model should
satisfy the following reality condition
P† = −ς P¯ ς , A† = −ς A¯ ς . (6.17)
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As in the time-like case we solve the Virasoro constraints Tr(P2) = Tr(P¯2) = 0 in terms of T± 28
P¯ = g−11 T+g1 , P = g−12 T−g2 . (6.18)
The reality condition (6.17) implies that g†2 = ς g
−1
1 ς. Recalling that g = g1g
−1
2 we get the condition on
g in (6.16).
The resulting action for the reduction of AdS strings with Euclidean world-sheet is therefore given by 29
S = k
8pi
Tr
[1
2
∫
d2x g−1∂g g−1∂¯g − i
3
∫
d3x mnl g−1∂mg g−1∂ng g−1∂lg
+
∫
d2x
(
B∂¯gg−1 − B¯g−1∂g − g−1BgB¯ +BB¯)+ ∫ d2x g−1T+gT−] , (6.19)
where T± are defined in (6.15), and g ∈ SO(n,C) and B, B¯ ∈ so(n− 1,C) satisfy the reality conditions
(6.16).
The action (3.40) was derived from (3.33) using the parametrization of g given in (3.38). This
parametrization is not consistent with the reality condition (6.16). However, using the gauge trans-
formation 30
g → k 12 gk− 12 , B± → k 12B±k− 12 − ∂±k 12 k− 12 , (6.20)
under which (3.40) is invariant, the parametrization (3.38) is put into a form that can be made consistent
with the reality condition (6.16), i.e.
g = k−
1
2 eξ+e−2iφReξ−k−
1
2 , ξ†+ = ς ξ− ς , k
† = ς k ς . (6.21)
Here R is the element of the real algebra so(n− 1, 2) (R† = −ς R ς)
R =

0 0 0 0n−2
0 0 1 0n−2
0 −1 0 0n−2
0n−2 0n−2 0n−2 0(n−2)2
 . (6.22)
Assuming that φ is real, the factor of i in front of φR in (6.21) is required to satisfy the reality condition
(6.16). The fields ξ± take values in the complexification of the abelian algebras l±, spanned by the
28As before, we could alternatively solve the Virasoro constraints for finite µ and introduce two algebra automorphisms
to find a non-trivial µ→ 0 limit
P¯ = µg−11 +(T¯ )g1 , P = µg−12 −(T )g2 ,
T =

0 i 0 0n−2
i 0 0 0n−2
0 0 0 0n−2
0n−2 0n−2 0n−2 0(n−2)2
 , T¯ = −ςT †ς , ±(J) = µ∓iRJµ±iR .
A matrix form of the generator R is specified below in (6.22).
29Note that we have modified the action by an overall minus sign. An extra minus sign has also been introduced in
potential term – this accounts for the minus sign in the redefinition P− → −P¯ when Wick rotating to the Euclidean space.
30Here we have schematically used the notation k
1
2 to denote an element that squares to k. As we are working with
connected groups the square root can be defined by first rotating k to live in the Cartan subgroup and then introducing
the appropriate branch cuts for each factor of U(1), R or C.
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generators
Σ± 1 =
1
2

0 0 0 0 0n−3
0 0 0 1 0n−3
0 0 0 ∓i 0n−3
0 1 ∓i 0 0n−3
0n−3 0n−3 0n−3 0n−3 0(n−3)2
 , Σ± I =
1
2

0 0 0 0 0n−3
0 0 0 0 EI
0 0 0 0 ∓iEI
0 0 0 0 0n−3
0n−3 −EI ±iEI 0n−3 0(n−3)2

(6.23)
where EI has zeroes in all entries apart from 1 in the I-th entry. These matrices satisfy the following
relations (i = (1, I))
Σ†+ i = −ς Σ− i ς , Tr(Σ+ iΣ− j) = −hij , [T±, Σ± i] = 0 . (6.24)
Furthermore, as ξ± take values in the complexification of l±, the fields parametrizing them should be
complex-valued. These should then satisfy a reality condition coming from the reality condition for ξ±
given in (6.21). Finally, the field k takes values in SO(n − 2,C) (i.e. complexification of SO(n − 3, 1))
such that it satisfies the reality condition in (6.21).
Substituting the parametrization (6.21) into (6.19) along with the field redefinitions 31
B → k− 12Bk 12 + k− 12 ∂k 12 , B¯ → k 12 B¯k− 12 − ∂¯k 12 k− 12 , (6.25)
we find the Euclidean world-sheet version of the reduced theory action (3.40):
S = k
8pi
(
4
∫
d2x
[
∂φ∂¯φ+
1
4
e2φ
]
+
∫
d2x e2φ Tr
[
D¯ξ−Dξ+
]
− Tr
[ 1
2
∫
d2x k−1∂kk−1∂¯k − i
3
∫
d3x mnl k−1∂mk k−1∂nk k−1∂lk
+
∫
d2x
(
B∂¯kk−1 − B¯k−1∂k − k−1BkB¯ +BB¯)]) . (6.26)
where Dξ+ = ∂ξ+ + [B, ξ+] and D¯ξ− = ∂¯ξ− + [B¯, ξ−]. To summarize, the fields ξ± take values in
the complexification of l±, k ∈ SO(n − 2,C) and B, B¯ ∈ so(n − 2,C), subject to the following reality
conditions
φ∗ = φ , ξ†+ = ς ξ− ς , k
† = ς k ς , B† = −ς B¯ ς . (6.27)
This action can be again rewritten in a simplified form following the discussion in section 3.3.2.
7 Summary and some open problems
In this paper we have constructed an action (3.40) that leads to the Pohlmeyer-reduced equations for a
string moving in AdSn. This action takes the form of a Liouville part plus a gauged WZW model for the
coset K/K, where K = SO(n − 2), coupled through a term containing two extra fields transforming as
vectors under K. This action was found by taking a limit of the previously known action for Pohlmeyer
reduction of strings in AdSn × S1 (which is given by a SO(n− 1)/SO(n− 2) gauged WZW model with a
potential). The limit involved is similar to the group contraction leading from orthogonal to Euclidean
groups and thus model has some similarity with gauged WZW models based on non-semisimple groups
(see, e.g., [94, 95, 96]). We furthermore showed that after a change of variables, one can integrate out
31These redefinitions are consistent with the reality conditions for B, B¯ (6.16) and k (6.21).
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the vector fields to get an action of the form of a non-abelian Toda model coupled in a specific way to
the Liouville model.
We generalized this limiting procedure to the Pohlmeyer reduction of the AdS5 × S5 superstring and
thus found the extension (4.41) of the action (3.40), which includes the contribution of the S5 part and
the fermions. A particular truncation of this action that describes the Pohlmeyer-reduced AdS2 × S2
superstring was shown to be precisely the N = 2 supersymmetric Liouville model. A realisation of 2-d
supersymmetry (possibly in a non-local or deformed form) in the µ→ 0 limit of the Pohlmeyer-reduced
AdS3 × S3 and AdS5 × S5 superstring models remains an interesting open question.
Starting from the action (4.41) we studied fluctuations around two simple classical solutions, corre-
sponding to a massless geodesic in AdS2 ⊂ AdS5 and to the long folded spinning string, and found that
the spectra of fluctuation frequencies match those found directly from string theory. With a proper choice
of fundamental fields (or integration measure) in the reduced theory this implies that the one-loop part
of its partition function should match the one-loop partition function found in string theory. Like in
the case of µ 6= 0 reduction [31, 32] this should be true for generic string backgrounds, with time-like
(Minkowski) or space-like (Euclidean) world-surface.
One of the peculiarities of the AdS reduction in the case of Minkowski-signature world-sheet is the
presence of the opposite-sign kinetic terms in the Pohlmeyer-reduced action (3.40). The ghost-like modes
appear in the gauge-fixed action containing n−2 physical degrees of freedom (the same as the number of
transverse degrees of freedom for a string in AdSn) found in section 3.3.2 (see also appendix A.3). One
could wonder if this is a consequence of a particular gauge fixing procedure used, but, as can be seen
from the analysis of fluctuation spectrum in section 5, this appears not to be the case. In general, n− 3
out of n− 2 modes appear with the same sign, which is opposite to that of the Liouville mode.
The reason for this strange feature remains to be understood, but it can be taken care of by a formal
analytic continuation (imaginary rotation) of “ghost” modes which keeps the action real. This imaginary
rotation (along with the rotation of the world-sheet time) leads precisely to the action of the Pohlmeyer
reduction for strings in AdS with Euclidean signature world-sheets, which was found in section 6.2. In
this case all fields have same physical sign, thus the action is positive and the Euclidean path integral is
well defined.32
This suggests that it is for the case of strings with Euclidean world-sheets that the AdS Pohlmeyer
reduction may play a more fundamental rôle. Surfaces with Euclidean signature appear in the context
of the string path integral with Dirichlet boundary conditions at the boundary of AdS, i.e. in the string
(strong-coupling) representation of Wilson loop expectation values in the context of AdS/CFT. In fact,
it is in this context that the classical equations of the AdS Pohlmeyer reduction were recently actively
used (see, e.g., [46, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59]).
For computing the superstring path integral over Euclidean surfaces ending at a closed contour at
the AdS boundary in the semiclassical (large string tension) approximation, the leading contribution
Z0 = exp(−
√
λ
2pi A) is given by the exponent of the classical string action, proportional to the area of
the corresponding minimal surface A = 12
∫
d2x ∂Y · ∂¯Y (in conformal gauge). This area has a simple
representation in the AdS reduced theory, i.e. 14
∫
d2x e2φ (see (A.6)). The one-loop correction Z1 is
expressed in terms of determinants of quadratic fluctuation operators as in, e.g., [97]. In view of the
above remarks, Z1 should be equal to the one-loop partition function in the reduced theory found by
32In section 6.2 we considered only the bosonic case but the full superstring action should be straightforward to find
either using an analytic continuation of the action (4.36) or by direct construction. In the latter case some care needs to be
taken over the reality conditions for the fermionic fields. In particular, considering the matrix representation of psu(2, 2|4)
described in appendix B.2 we have Ω(̂fr†) = e
ipi
2
r f̂r†, where the Z4 automorphism Ω and hermitian conjugation are defined
in equations (B.7) and (B.3) respectively. This relation is consistent with the string equations for a Minkowski world-sheet
(4.6), (4.7), (4.8a)–(4.8d), but not for a Euclidean world-sheet. For example, in the latter case, if one considers the Wick
rotation of the two equations (4.7) – [P, Q¯1] = 0 and [P¯, Q3] = 0 – one should find that these equations are conjugate to
each other. This implies that either the definition of the Z4 automorphism or hermitian conjugation should be modified
such that Ω(̂fr†) = e−
ipi
2
r f̂r†. In the end, for the Euclidean-case reduced model the fermionic fields ΨL and ΨR should be
complexified and related to each other by conjugation.
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expanding near the background which is a counterpart of the corresponding minimal surface in string
theory.
Since the structure of the Pohlmeyer-reduced theory is, in general, simpler than that of the original
string theory, this suggests that one of the applications of the reduced-theory action found in this paper
may be the computation of 1-loop corrections to minimal surfaces ending on null polygons (which represent
null Wilson loops related to gluon scattering amplitudes at strong coupling [98, 49, 50, 51]). An example
is the class of minimal surfaces inside AdS3 bounded by regular null 2k-polygons. They are described
by solutions of the generalized sinh-Gordon equation – the Euclidean counterpart of (A.30) with UV →
|p(z)|2, where p(z) (with z = σ + iτ) is a holomorphic function – in this case a homogeneous polynomial
of degree k− 2 [49, 50]. The simplest case of a four-cusp surface [90, 98], for which p and φ are constant,
is equivalent, in the absence of regularization, to the null cusp (or long folded string [91]) mentioned in
sections 5 and 6. Detailed study of these and other Wilson-loop related surfaces in the context of the
Pohlmeyer-reduced theory remain problems for the future.
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Appendix A Coordinate formulation of Pohlmeyer reduction
for bosonic strings in AdS space
In this appendix we review the coordinate formulation of the Pohlmeyer reduction of strings in AdS space,
see, for example, [43, 44, 45, 46, 52, 53, 51].
A.1 Basic set of reduced equations of motion
The equations of motion for strings moving in AdSn can be written in terms of an Rn−1,2 vector-valued
embedding coordinate field Y (we shall use the signature choice (−,−,+, . . . ,+))
Y · Y = −1 , Y ∈ Rn−1,2 . (A.1)
In the conformal gauge where
∂±Y · ∂±Y = 0 , (A.2)
the equations of motion of the AdS sigma model are
∂+∂−Y − (∂+Y · ∂−Y )Y = 0 . (A.3)
Considering a time-like world-sheet, the signature of the vector space spanned by {Y, ∂+Y, ∂−Y } is
(−,−,+) and therefore we can introduce the basis of vectors in the orthogonal space
Ni , i = 1, . . . , n− 2 , (A.4)
with the following inner products
Ni · Y = Ni · ∂+Y = Ni · ∂−Y = 0 , Ni ·Nj = δij , (A.5)
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to construct a basis for Rn−1,2.
We may then define the fields φ, ui, vi, Bij as 33
e2φ = −2∂+Y · ∂−Y , ui = 2Ni · ∂2+Y , vi = −2Ni · ∂2−Y ,
B±ij = ∂±Ni ·Nj = −∂±Nj ·Ni , (A.6)
which will end up as the fields of the reduced theory.
Since {Y, ∂+Y, ∂−Y, Ni} form a basis for Rn−1,2, any other vectors can be written as linear combina-
tions, in particular,
∂2+Y = 2∂+φ∂+Y +
1
2
uiNi , ∂
2
−Y = 2∂−φ∂−Y −
1
2
viNi ,
∂+Ni = uie
−2φ∂−Y +B+ ijNj , ∂−Ni = −vie−2φ∂+Y +B− ijNj . (A.7)
Taking the inner product of the ∂2+Y and ∂2−Y and using the equations of motion (A.3) and constraint
equations (A.1) and (A.2), we find that the field φ satisfies
∂+∂−φ+
1
4
(e2φ − uivie−2φ) = 0 . (A.8)
Furthermore, it is possible to show that ui, vi and Bij satisfy the following equations
∂−ui = B− ijuj , ∂+vi = B+ ijvj , (A.9)
F−+ ij ≡ ∂−B+ ij − ∂+B− ij −B− ikB+ kj +B+ ikB− kj = 1
2
e−2φ(uivj − ujvi) . (A.10)
The system of equations (A.8), (A.9), (A.10) has an obvious SO(n−2) gauge invariance (K(x) ∈ SO(n−2),
cf. (3.41))
u′i = Kijuj , v′i = Kijvj , KikKjk = δij ,
B′± ij = KikB± klKjl + ∂±KikKjk . (A.11)
As we discuss below, one can simplify the system (A.8)–(A.10) by using special SO(n− 2) gauge choices.
While it is not obvious a priori if the full set of equations (A.8)–(A.10) can be in general derived from
a local Lagrangian, we have shown in section 3.3.1 that they follow, in fact, from the action (3.40), where
ξ± are related to ui, vi by (3.45) and (3.47).
A.2 Gauge choices
The SO(n−2) gauge invariance allows us to solve the equations for ui, vi in (A.9) explicitly. For example,
we may choose the following gauge
B− ij = 0 , B+ ij = −Kki∂+Kkj , Kij = Kij(x+, x−) ∈ SO(n− 2) , (A.12)
so that the general solutions of (A.9) for ui, vi may be written as
ui = u˜i(x
+) , vi = Kji(x
+, x−) v˜j(x−) . (A.13)
33Denoting ∂τ by ˙ and ∂σ by ′ the Virasoro constraints (A.2) imply that Y˙ · Y˙ + Y ′ · Y ′ = 0. Therefore,
∂+Y · ∂−Y = Y˙ · Y˙ − Y ′ · Y ′ = −2Y ′ · Y ′ = 2 cosh2 ρ t′2 − 2ρ′2 − 2 sinh2 ρ n′An′A ,
where we have introduced global AdS coordinates: Y0 + iY−1 = cosh ρ eit , Yi = sinh ρnA , nAnA = 1 , A = 1, . . . , n− 1.
It is then clear that a class of physical string solutions, for which we can use the local conformal reparametrizations,
x± → f± (x±), to choose t to be independent of σ, will satisfy ∂+Y · ∂−Y ≤ 0.
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Then (A.10) becomes
∂−(Kki∂+Kkj) = −1
2
e−2φ(u˜iKkj − u˜jKki)v˜k . (A.14)
This equation follows from the SO(n − 2) WZW action for K with a potential e−2φ v˜iKij u˜j . Including
the Liouville term, the resulting action that leads to both (A.8) and (A.14) is
S = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]− ∫ d2x e−2φ v˜iKij u˜j − I(K)) , (A.15)
where the WZW term is defined in (3.54). This action is equivalent to (3.59) with k˜ → K. Note that the
WZW term enters with the opposite (“ghost”) sign compared to the Liouville term.34
Furthermore, since the WZW term has a residual chiral SO(n − 2) × SO(n − 2) symmetry under
K → K−(x−)K(x+, x−)K+(x+), we may further simplify this action by rotating u˜i and v˜i to fixed
directions; denoting their norms as U = U(x+), V = V (x−) we end up with
S ′ = k
8pi
(
4
∫
d2x
[
∂+φ∂−φ− 1
4
e2φ
]− ∫ d2x e−2φ UV u(0)i Kijv(0)j − I(K)) , (A.16)
where u(0)i and v
(0)
i are fixed constant unit vectors. This action is essentially equivalent to (3.62), and
takes the form of a non-abelian Toda model coupled to the Liouville model.
In general, one may always parametrize ui and vi as
ui ≡ Uui , vi ≡ V vi , uiui = 1 , vivi = 1 , (A.17)
and then, in view of the antisymmetry of Bij , the first-order equations for ui and vi (A.9) imply that
∂−U = 0 , ∂+V = 0 , (A.18)
i.e.
U = U(x+) , V = V (x−) . (A.19)
For topologically trivial situations one can use the residual conformal diffeomorphism freedom to fix U
and V to be constants, so that ui and vi are then parametrized by two unit vectors ui, vi.
An alternative (partial) SO(n− 2) gauge to (A.12) that we will use in the examples below is to fix
ui = (1, 0, 0, . . . , 0) . (A.20)
The unit vector vi can be parametrized, e.g., by coordinates of an (n − 3)-dimensional sphere as in the
explicit examples discussed below. The gauge-fixing (A.20) leaves a residual SO(n− 3) gauge symmetry
and also breaks the global part of the gauge symmetry to SO(n − 3). It is therefore convenient to split
vi as
vi = (v1,vI) , v1 =
√
1− vIvI , I = 2, . . . , n− 2 . (A.21)
34For example, expanding K = δij + ζij + . . ., where ζij = −ζji, for the Lagrangian in (A.15) we get
L = ∂+φ∂−φ− 1
4
e2φ − 1
4
e−2φ(v˜iu˜i + v˜iζij u˜j + . . .)− 1
8
(∂+ζij∂−ζij + . . .) ,
so that the variation over φ leads to (A.8) while the variation over ζij gives the leading term in (A.14).
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The first-order equations for ui and vi in (A.9) then reduce to
B− i1 = 0 , ∂+vi −B+ ijvj = 0 , ∂−U = ∂+V = 0 , (A.22)
while the equation for F−+(B) in (A.10) projected onto the so(n− 3) subalgebra becomes
F−+ IJ = 0 . (A.23)
Hence, using the residual SO(n− 3) gauge symmetry it is possible to set the components B± IJ to vanish
on shell. Then the gauge symmetry is completely fixed and the equations (A.22) lead to
B− ij = 0 , ∂+v1 −B+ 1IvI = 0 , ∂+vI −B+ I1v1 = 0 , (A.24)
implying (since vi∂+vi = 0) that
B+ 1I = − ∂+vI√
1− vIvI
. (A.25)
Finally the (1, I) component of (A.10) leads to
∂−(
∂+vI√
1− vIvI
) +
1
2
e−2φUV vI = 0 . (A.26)
In addition to these n− 3 second-order equations for vI we also have the equation for φ (A.8)
∂+∂−φ+
1
4
(e2φ − UV√1− vIvI e−2φ) = 0 , (A.27)
where U, V are given by (A.19).
While the set of equations of motion (A.26), (A.27) describes just physical n− 2 degrees of freedom, it
cannot be found from a local Lagrangian. As for the AdS5 case discussed below, this is a consequence of
the gauge choice (A.23); we expect there should be a non-local action, related to (3.62), whose variational
equations are equivalent to (A.26) and (A.27).
As we review below, for a few low-dimensional examples one can find a simpler non-abelian Toda-like
Lagrangian describing the subset of n−2 fields not including U, V . As discussed above, to derive equations
also for the latter requires starting with the full action (3.40) containing also extra degrees of freedom.
A.3 Special cases
Let us discuss explicitly the examples of AdSn with n = 2, 3, 4, 5.
AdS2:
For strings moving in AdS2 there are no functions ui, vi and Bij and we end up with just the Liouville
equation for φ
∂+∂−φ+
1
4
e2φ = 0 , (A.28)
which can be derived from
L2 = ∂+φ∂−φ− 1
4
e2φ . (A.29)
Since strings in two-dimensional space carry no dynamical degrees of freedom this case is “topological”:
one can fix φ using residual conformal diffeomorphisms under which it transforms so that the Liouville
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model is conformally invariant (cf. (A.6)).
AdS3:
For strings moving in AdS3 the index i takes just one value and u1 = U, v1 = V , i.e. the equations
for ui and vi in (A.9) are solved already by (A.18) and (A.19). Then (A.8) becomes a (generalized)
sinh-Gordon equation
∂+∂−φ+
1
4
(e2φ − UV e−2φ) = 0 , (A.30)
which follows from the following Lagrangian
L3 = ∂+φ∂−φ− 1
4
(
e2φ + UV e−2φ
)
. (A.31)
AdS4:
Here the index i runs over 1, 2. We shall use the SO(2) gauge (A.20) and parametrize vi in (A.17) as
v1 = cos 2β , v2 = − sin 2β , (A.32)
The equations (A.18) are solved again by (A.19). Solving (A.9) for B± 12 we find
B+ 12 = 2∂+β , B− 12 = 0 . (A.33)
Substituting into (A.8) and (A.10) we get the following set of equations for φ and β
∂+∂−φ+
1
4
(e2φ − UV cos 2β e−2φ) = 0 , ∂+∂−β + 1
4
e−2φUV sin 2β = 0 , (A.34)
which can be derived from the following Toda-like Lagrangian
L4 = ∂+φ∂−φ− ∂+β∂−β − 1
4
(e2φ + UV cos 2β e−2φ) . (A.35)
The AdS4 case is the first one where we see the appearance of a ghost-like field (β) in the reduced action.
However, the action remains real if we formally apply the rotation β → iβ corresponding to switching to
the space-like world-sheet version of the reduction.
AdS5 :
For strings moving in AdS5 the index i runs over 1, 2, 3. Here we again fix the SO(3) gauge symmetry
as in (A.20) and also parametrize vi in (A.17) as
v1 = cos 2β , v2 = − sin 2β cos γ , v3 = − sin 2β sin γ , (A.36)
with U, V again satisfying (A.19). Solving the equations (A.9) for B± ij we find
B+ 12 = 2∂+β cos γ − 2 sin γ (∂+γ tanβ + λ+ tan 2β) , B− 12 = 0 ,
B+ 13 = 2∂+β sin γ + 2 cos γ (∂+γ tanβ + λ+ tan 2β) , B− 13 = 0 ,
B+ 23 = 2λ+ − tan2 β∂+γ , B− 23 = 2λ− + tan2 β∂−γ , (A.37)
where β, γ and λ± are four new fields. There is a residual SO(2) gauge symmetry under which γ → γ+ 
and λ± → λ± + 12 (± tan2 β − 1)∂±. Equation (A.10) gives three independent relations for β, γ, λ± and
using the residual gauge symmetry and an appropriate linear combination of these equations it is possible
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to fix λ± = 0 on-shell.
Equation (A.10) together with (A.8) then lead to the following equations for φ, β and γ
∂+∂−φ+
1
4
(e2φ−UV cos 2β e−2φ) = 0 , ∂−(tan2 β ∂+γ) + ∂+(tan2 β ∂−γ) = 0 ,
∂+∂−β − sec2 β tanβ ∂+γ∂−γ + 1
4
e−2φUV sin 2β = 0 , (A.38)
which can be derived from
L5 = ∂+φ∂−φ− ∂+β∂−β − tan2 β ∂+γ∂−γ − 1
4
(e2φ + UV cos 2β e−2φ) . (A.39)
As in the AdS4 case we can get rid of the ghost-like signs by the analytic continuation β → iβ. Note that
without the Liouville term e2φ this is equivalent to the Lagrangian of the B2 = so(5) non-abelian Toda
model discussed, e.g., in [73, 99, 74].
Let us note that an alternative to the (on-shell) gauge-fixing (A.37) is
B+ 12 = 2∂+β cos γ − ∂+γ tan 2β sin γ , B− 12 = 0 .
B+ 13 = 2∂+β sin γ + ∂+γ tan 2β cos γ , B− 13 = 0 .
B+ 23 = 0 , B− 23 = 0 . (A.40)
Here instead of (A.38) we get from (A.10) and (A.8)
∂+∂−φ+
1
4
(e2φ−UV cos 2β e−2φ) = 0 , ∂+(cos 2β ∂−γ)− ∂−(sec 2β ∂+γ) = 0 ,
∂+∂−β − 1
2
tan 2β ∂+γ∂−γ +
1
4
e−2φUV sin 2β = 0 . (A.41)
Unlike the system (A.38) corresponding to the choice in (A.37) these equations cannot be derived from
a local Lagrangian. Indeed, in the discussion in section 3.3.2, which describes a Lagrangian version
of a similar gauge-fixing procedure, we found a non-local action (3.68) whose variational equations are
equivalent to (A.41). One advantage of this gauge-fixing is that it admits a natural generalization to
arbitrary n described in the previous subsection.
A.4 Residual conformal reparametrizations and degrees of freedom count
The Pohlmeyer reduction of strings in AdSn described above, was based on using the conformal gauge
and solving the resulting Virasoro conditions (A.2). This still leaves part of the original diffeomorphism
invariance – conformal reparametrizations – unfixed. Indeed, the equations (A.8), (A.9) and (A.10) are
invariant under the transformations
(∂+, B+)→ Λ+(∂+, B+) , (∂−, B−)→ Λ−(∂−, B−) ,
e2φ → Λ+Λ−e2φ , ui → Λ2+ui , vi → Λ2−vi ,
x± → f±(x±) , Λ+ = f ′+ = Λ+(x+) , Λ− = f ′− = Λ−(x−) . (A.42)
As solving the Virasoro condition eliminates only one spurious massless degree we should therefore expect
the reduced system of equations to describe the n−1 degrees of freedom, rather than the n−2 transverse
degrees of freedom for a string moving in an n-dimensional space.35
35In the procedures outlined in section A.3 certain equations were understood as constraint equations that should be
solved, whereas others were taken to be fundamental. Classically, such choices lead to equivalent results, but they may
matter at the quantum level. For example, an alternative approach to that used implicitly in section A.3 is to consider the
second-order equation for φ and the first-order equations for ui and vi as fundamental. Equation (A.10) should then be
solved for the field strength, and, along with the gauge symmetry, this would give all the components of B±ij in terms of
ui, vi and φ. Interpreting ui and vi as “half” degrees of freedom we then find n− 1 degrees of freedom.
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We saw a reflection of this in the examples described in appendix (A.3): one may interpret U and V ,
satisfying the first-order equations in (A.18), as describing together one massless degree of freedom.36 As
in string theory, to get a description only in terms of the physical transverse modes, we are to fix the
local conformal reparametrizations (3.42) and thus eliminate one massless degree of freedom. In view of
(A.19) a natural choice is to fix the freedom (A.42) by fixing U and V .
An exceptional case is the Pohlmeyer reduction of strings in AdS2 where we find the Liouville theory
(2.4), (2.6). Equation (2.4) is solved by
φ =
1
2
log
[ 16α′+α′−
1 + α2+α
2−
]
, α± = α±(x±) , (A.43)
and using the local conformal reparametrizations (3.42) it is possible to choose α± = x±, thus completely
fixing φ.
For higher-dimensional reduced AdS models φ no longer satisfies the simple Liouville equation, but
rather a generalized sinh-Gordon equation (3.43a), (A.27). As a result, fixing φ completely using the
freedom in (A.42) is not possible. Hence, while this choice is allowed for the simpler AdS2 reduced theory
it is not for the higher dimensional theories. In these cases we can instead use (A.42) to fix the norms of
ui and vi as discussed above (and also mentioned at the end of section 3.3.1).
A.5 Generalization of the coordinate formulation to non-zero µ: string in
AdSn × S1
We conclude this appendix by briefly discussing the direct generalization of the coordinate formulation of
the Pohlmeyer reduction outlined in appendix A.1 to non-zero µ. In this case we consider a string moving
in AdSn×S1, for which the equations of motion can again be written in terms of an Rn−1,2 vector-valued
AdSn embedding coordinate Y (A.1) satisfying (A.3) in the conformal gauge as before. Setting the angle
on the S1 equal to µ times the world-sheet time to fix the residual conformal reparametrization symmetry,
the Virasoro condition is now modified from (A.2) to
∂±Y · ∂±Y = −µ2 . (A.44)
For a string with a time-like world-sheet embedded in Rn−1,2 we find that
∣∣∂+Y · ∂−Y ∣∣ ≥ µ2 so that the
signature of the vector space spanned by {Y, ∂+Y, ∂−Y } is (−,−,+).37 Therefore, we can again introduce
the basis of vectors in the orthogonal space Ni (i = 1, . . . , n−2) with the same inner products as in (A.5)
thus getting a basis for Rn−1,2. We may then define the fields φ, ui, vi, Bij as (cf. (A.6)) 38
e2φ + µ4 e−2φ ≡ 2f(φ) = −2∂+Y · ∂−Y , ui = 2Ni · ∂2+Y , vi = −2Ni · ∂2−Y ,
B±ij = ∂±Ni ·Nj = −∂±Nj ·Ni . (A.45)
36In general, ui and vi in (A.9) may be interpreted as a generalization of chiral scalars each representing “half” of a
bosonic scalar degree of freedom.
37If
∣∣∂+Y · ∂−Y ∣∣ ≤ µ2 the signature of the vector space spanned by {Y, ∂+Y, ∂−Y } is (−,−,−), and the string cannot
be embedded in Rn−1,2.
38As for µ = 0, we assume that we are considering classical strings where the AdS time in global coordinates is independent
of σ. This implies that ∂+Y · ∂−Y ≤ −µ2.
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Since {Y, ∂+Y, ∂−Y, Ni} form a basis for Rn−1,2, other vectors can be written as linear combinations
of them (cf. (A.7))
∂2±Y = −
f ′ f
µ4 − f2 ∂±φ∂±Y +
µ2f ′
µ4 − f2 ∂±φ∂∓Y − µ
2Y ± 1
2
(
ui
vi
)
Ni ,
∂±Ni = ±1
2
(
ui
vi
)
µ2
µ4 − f2 ∂±Y ∓
1
2
(
ui
vi
)
f
µ4 − f2 ∂∓Y +B± ijNj . (A.46)
Taking the inner product of the ∂2+Y and ∂2−Y and using the equations of motion and constraint equations
(A.1) and (A.44), we find that the field φ satisfies
∂+∂−φ+
f ′
4
− uivi
4f ′
= 0 . (A.47)
One finds also that ui, vi and Bij satisfy (cf. (A.9), (A.10))
∂−ui +
4µ2
f ′
∂+φ vi = B− ijuj , ∂+vi +
4µ2
f ′
∂−φui = B+ ijvj , (A.48)
F−+ ij ≡ ∂−B+ ij − ∂+B− ij −B− ikB+ kj +B+ ikB− kj = 1
4
f
f2 − µ4 (uivj − ujvi) . (A.49)
The system of equations (A.47), (A.48), (A.49) has an obvious SO(n − 2) gauge invariance given by
(A.11), and reduces to (A.8), (A.9) and (A.10) in the µ → 0 limit as expected. One can generalize the
various gauge-fixings discussed in appendices A.2 and A.3 to this case of non-zero µ. However, unlike
the µ = 0 case, the resulting set of equations in general cannot be derived from an action: to find an
action one needs to use the construction based on the FupslopeG =
SO(n− 1, 2)upslopeSO(n− 1, 1) coset description
of the AdSn sigma model in first-order form leading to the GupslopeH =
SO(n− 1, 1)upslopeSO(n− 1) gauged WZW
theory with a potential [9, 1].
Appendix B Definitions of relevant algebras and matrix repre-
sentations
B.1 The algebra so(n− 1,2)
For the Pohlmeyer reduction of strings in AdSn the algebra of interest is so(n − 1, 2). We choose the
following basis for its matrix representation
T =

0 1 0 0n−2
−1 0 0 0n−2
0 0 0 0n−2
0n−2 0n−2 0n−2 0(n−2)2
 , S =

0 0 1 0n−2
0 0 0 0n−2
1 0 0 0n−2
0n−2 0n−2 0n−2 0(n−2)2

R =

0 0 0 0n−2
0 0 1 0n−2
0 1 0 0n−2
0n−2 0n−2 0n−2 0(n−2)2

Ni =

0 0 0 Ei
0 0 0 0n−2
0 0 0 0n−2
Ei 0n−2 0n−2 0(n−2)2
 , Mi =

0 0 0 0n−2
0 0 0 Ei
0 0 0 0n−2
0n−2 Ei 0n−2 0(n−2)2

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Hi =

0 0 0 0n−2
0 0 0 0n−2
0 0 0 Ei
0n−2 0n−2 −Ei 0(n−2)2

Kij =

0 0 0 0n−2
0 0 0 0n−2
0 0 0 0n−2
0n−2 0n−2 0n−2 Eij
 , where j > i = 1, . . . , n− 2 .
Here Ei has zeroes in all entries apart from 1 in the i-th entry, while Eij has zeroes in all entries apart
from 1 in the i-th row and j-th column and −1 in the j-th row and i-th column.
B.2 The superalgebra psu(2,2|4)
Here we present the matrix representation of psu(2, 2|4) which we used in the main text. In particular,
we shall make explicit the identification of the g = usp(2, 2) ⊕ usp(4) subalgebra whose corresponding
group is the subgroup G ⊂ F̂ in the F̂upslopeG supercoset, and also the group G in the GupslopeH gauged WZW
model.
Let us define the following 8× 8 matrices
Θ =
(
Θ 0
0 1
)
, K =
(
K 0
0 K
)
, Θ2 = 1 , K2 = −1 ,
Θ =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , K =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 . (B.1)
A generic element of the algebra psu(2, 2|4) can then be written as follows
f̂ =
(
A X
Y B
)
, TrA = TrB = 0 , (B.2)
satisfying the reality condition 39
f̂ = −Θ−1̂f†Θ , f̂† =
(
A† −iY†
−iX† B†
)
. (B.3)
Here A and B are 4 × 4 matrices whose components are commuting while X and Y are 4 × 4 matrices
whose components are anticommuting. The reality condition (B.3) then gives the following conditions
on A, B, X and Y
ΣA†Σ = −A , B† = −B , iΣY† = X , iX†Σ = Y . (B.4)
Thus A ∈ su(2, 2) and B ∈ su(4).
The algebra psu(2, 2|4) can be extended by two central elements. For the matrix representation
described above these are given by the identity matrix multiplied by the imaginary unit i, which we
39Our convention for the conjugation of Grassmann-odd numbers is (ab)∗ = a∗b∗. The definition of hermitian conjugation
in (B.3) is therefore consistent with (̂f1 f̂2)† = f̂2†̂f1† as required. Note also that (̂f†)† = f̂.
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denote I, and the fermionic parity matrix W,
I = i diag(1, 1, 1, 1, 1, 1, 1, 1) , W = i diag(1, 1, 1, 1,−1,−1,−1,−1) . (B.5)
The supertrace of I vanishes, hence its union with psu(2, 2|4) gives the superalgebra su(2, 2|4). If W is
also included then one finds the superalgebra u(2, 2|4).
The algebra psu(2, 2|4) admits a Z4 grading and the matrix representation that we are using can be
decomposed under this grading as follows 40
f̂ = f̂0 ⊕ f̂1 ⊕ f̂2 ⊕ f̂3 , (B.6)
Ω(̂f) = −K−1 f̂ str K = e
ipi
2 r f̂r , f̂
st =
(
At −Yt
Xt Bt
)
. (B.7)
General elements of f0,2 take the form
f̂0,2 =
(
A0,2 0
0 B0,2
)
,
A0 = KA
t
0K , A2 = −KAt2K ,
B0 = KB
t
0K , B2 = −KBt2K ,
(B.8)
and general elements of f̂1,3 are
f̂1,3 =
(
0 X1,3
Y1,3 0
)
, iX1 = −KYt1K , iX3 = KYt3K . (B.9)
The subspaces of this decomposition satisfy the following commutation relations (m,n = 0, 1, 2, 3)
[̂fm, f̂n] ⊂ f̂m+n mod 4 . (B.10)
Identifying f̂0 = g and f̂2 = p, then g forms a subalgebra. It is this algebra g whose corresponding group
is G in the F̂upslopeG supercoset and in the
GupslopeH gauged WZW model.
It is possible to perform a further Z2 decomposition, allowing one to define the group H in the GupslopeH
gauged WZW model. To do this we identify the following fixed element T ∈ f̂2
T =
i
2
diag(1, 1,−1,−1, 1, 1,−1,−1) , STr(T 2) = 0 , (B.11)
which is non-degenerate in both the su(2, 2) and su(4) bosonic subalgebras. The Z2 decomposition is
then given by
f̂‖r = −[T, [T, f̂r]] , f̂⊥r = −{T, {T, f̂r}} . (B.12)
It should be noted that this is an orthogonal decomposition, that is
f̂ = f̂‖ ⊕ f̂⊥ , STr(̂f‖ f̂⊥) = 0 . (B.13)
Then
[̂f⊥, f̂⊥] ⊂ f̂⊥ , [̂f⊥, f̂‖] ⊂ f̂‖ , [̂f‖, f̂‖] ⊂ f̂⊥ . (B.14)
40The definition of supertransposition in (B.7) is consistent with (̂f1 f̂2)st = f̂ st2 f̂
st
1 as required. Note also that (̂f
st)st =
−Wf̂W where W is given in (B.5).
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We identify h = f̂⊥0 , m = f̂
‖
0, a = f
⊥
2 , n = f̂
‖
2. h is thus a subalgebra and the corresponding subgroup is
then identified as the group H in the GupslopeH gauged WZW model.
It is possible to show that h has the following form
h = [su(2)]⊕4 =

su(2)1 0 0 0
0 su(2)2 0 0
0 0 su(2)3 0
0 0 0 su(2)4
 . (B.15)
B.2.1 Subspaces and subalgebras for µ 6= 0 reduction
The physical fields of the Pohlmeyer-reduced theory (for µ 6= 0), namely, η∣∣
m
, where g = exp η (the
bosons) and Ψ
R
and Ψ
L
(the fermions), take values in f̂‖0, f̂
‖
1 and f̂
‖
3 respectively [21]. Here we explicitly
write down the bases of these subspaces of the superalgebra psu(2, 2|4) used in section 4.
An arbitrary element of bosonic subspace f̂‖0 can be written as
T
‖
0(~x) =

0 0 x1 + ix2 −x3 − ix4 0 0 0 0
0 0 −x3 + ix4 −x1 + ix2 0 0 0 0
x1 − ix2 −x3 − ix4 0 0 0 0 0 0
−x3 + ix4 −x1 − ix2 0 0 0 0 0 0
0 0 0 0 0 0 x5 + ix6 x7 + ix8
0 0 0 0 0 0 −x7 + ix8 x5 − ix6
0 0 0 0 −x5 + ix6 x7 + ix8 0 0
0 0 0 0 −x7 + ix8 −x5 − ix6 0 0

,
where the components of ~x are commuting parameters. An arbitrary element of fermionic subspace f̂‖1 is
T
‖
1(~α) =

0 0 0 0 0 0 α1 + iα2 α3 + iα4
0 0 0 0 0 0 −α3 + iα4 α1 − iα2
0 0 0 0 α5 − iα6 −α7 − iα8 0 0
0 0 0 0 −α7 + iα8 −α5 − iα6 0 0
0 0 −iα5 + α6 iα7 − α8 0 0 0 0
0 0 iα7 + α8 iα5 + α6 0 0 0 0
iα1 + α2 −iα3 + α4 0 0 0 0 0 0
iα3 + α4 iα1 − α2 0 0 0 0 0 0

,
where the components of ~α are anticommuting parameters. Finally, an arbitrary element of the fermionic
subspace f̂‖3 can be written in terms of f
‖
1 (~α) as
T
‖
3(~α) = 2T T
‖
1(~α) . (B.16)
B.2.2 Subspaces and subalgebras for the µ→ 0 limit of the reduction
The choice of matrix R we use for explicit computations in section 4 is
R =
1
2

0 0 1 0 0
0 0 0 −1 0
1 0 0 0 0
0 −1 0 0 0
0 0 0 0 0
 . (B.17)
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We then have
T± ≡ lim
µ→0
µµ∓RTµ±R =
1
4

i 0 ∓i 0 0
0 i 0 ±i 0
±i 0 −i 0 0
0 ∓i 0 −i 0
0 0 0 0 0
 . (B.18)
If an arbitrary element of h is written as
T⊥0 (~χ) =

iχ1 χ2 + iχ3 0 0 0 0 0 0
−χ2 + iχ3 −iχ1 0 0 0 0 0 0
0 0 iχ4 χ5 + iχ6 0 0 0 0
0 0 −χ5 + iχ6 −iχ4 0 0 0 0
0 0 0 0 iχ7 χ8 + iχ9 0 0
0 0 0 0 −χ8 + iχ9 −iχ7 0 0
0 0 0 0 0 0 iχ10 χ11 + iχ12
0 0 0 0 0 0 −χ11 + iχ12 −iχ10

,
then the corresponding elements of l± are
T
⊥
0±(~χ) ≡ limµ→0 µµ
∓R
T
⊥
0 (~χ)µ
±R
=
1
4

i(χ1 − χ4) χ2 + χ5 + i(χ3 + χ6) ∓i(χ1 − χ4) ±(χ2 + χ5)± i(χ3 + χ6) 0
−χ2 − χ5 + i(χ3 + χ6) −i(χ1 − χ4) ±(χ2 + χ5)∓ i(χ3 + χ6) ∓i(χ1 − χ4) 0
±i(χ1 − χ4) ±(χ2 + χ5)± i(χ3 + χ6) −i(χ1 − χ4) χ2 + χ5 + i(χ3 + χ6) 0
±(χ2 + χ5)∓ i(χ3 + χ6) ±i(χ1 − χ4) −χ2 − χ5 + i(χ3 + χ6) i(χ1 − χ4) 0
0 0 0 0 0
 ,
such that the matrices Σ± i in the reduced superstring theory are given by
Σ± 1 = T⊥0±(1, 0, 0, 0, 0, 0) ,
Σ± 2 = T⊥0±(0, 1, 0, 0, 0, 0) ,
Σ± 3 = T⊥0±(0, 0, 1, 0, 0, 0) , (B.19)
while the element spanning the subalgebra of h that commutes with R, denoted k in the main text, is
given by
T⊥0 0(~χ) =

iχ1 χ2 + iχ3 0 0 0 0 0 0
−χ2 + iχ3 −iχ1 0 0 0 0 0 0
0 0 iχ1 −χ2 − iχ3 0 0 0 0
0 0 χ2 − iχ3 −iχ1 0 0 0 0
0 0 0 0 iχ7 χ8 + iχ9 0 0
0 0 0 0 −χ8 + iχ9 −iχ7 0 0
0 0 0 0 0 0 iχ10 χ11 + iχ12
0 0 0 0 0 0 −χ11 + iχ12 −iχ10

.
An arbitrary element of the Grassmann-odd subspace f̂‖1− is given by
T
‖
1−(~α) ≡ limµ→0 µ
1upslope2µR T‖1(~α)µ
−R
=
1
2

0 0 0 0 −α5 + iα6 α7 + iα8 α1 + iα2 α3 + iα4
0 0 0 0 −α7 + iα8 −α5 − iα6 −α3 + iα4 α1 − iα2
0 0 0 0 α5 − iα6 −α7 − iα8 −α1 − iα2 −α3 − iα4
0 0 0 0 −α7 + iα8 −α5 − iα6 −α3 + iα4 α1 − iα2
−iα5 + α6 −iα7 + α8 −iα5 + α6 iα7 − α8 0 0 0 0
iα7 + α8 −iα5 − α6 iα7 + α8 iα5 + α6 0 0 0 0
iα1 + α2 −iα3 + α4 iα1 + α2 iα3 − α4 0 0 0 0
iα3 + α4 iα1 − α2 iα3 + α4 −iα1 + α2 0 0 0 0

,
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while an arbitrary element of the Grassmann-odd subspace f̂‖3+ is given by
T
‖
3+
(~α) ≡ lim
µ→0
µ
1upslope2 µ−R T‖3(~α)µ
R
=
1
2

0 0 0 0 −iα5 − α6 iα7 − α8 iα1 − α2 iα3 − α4
0 0 0 0 −iα7 − α8 −iα5 + α6 −iα3 − α4 iα1 + α2
0 0 0 0 −iα5 − α6 iα7 − α8 iα1 − α2 iα3 − α4
0 0 0 0 iα7 + α8 iα5 − α6 iα3 + α4 −iα1 − α2
−α5 − iα6 −α7 − iα8 α5 + iα6 −α7 − iα8 0 0 0 0
α7 − iα8 −α5 + iα6 −α7 + iα8 −α5 + iα6 0 0 0 0
α1 − iα2 −α3 − iα4 −α1 + iα2 −α3 − iα4 0 0 0 0
α3 − iα4 α1 + iα2 −α3 + iα4 α1 + iα2 0 0 0 0

.
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