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Hoofdstuk 1 
Inleiding tot=de wiskunde 
Deze inleiding heeft tot doel om een aantal begripsvormingen te be-
handelen die in alle delen van de wiskunde optreden. 
Niet overal is naar volledigheid gestreefd; hier en daar is op een 
enigszins populaire wijze aansluiting gezocht aan de kennis van de 
schoolwiskunde. 
De volgorde van de paragrafen is nogal willekeurig, en doet 
misschien vreemds aan,Dat komt doordat de stof zich tot een aantal 
af en toe los van elkaar staande zaken beperkt. 
Er is geen serieuze poging gedaan om de grondslagen van de wis-
kunde te behandelen. Zo wordt niet gesproken over de eisen waaraan 
in de wiskunde de axioma's, do.finities, stellingen en bewijzen moeten 
voldoen. Ewenmin wordt gepoogd een houdbare definitie van het begrip 
"verzameling" te geven, 
§1. Logica. Het is niet de bedoeling hier "de logica" te behandelen; 
dat is een vak op zichzelf. Het is ook niet nodig; de hoeveelheid 
logica die in de wiskunde dagelijks wordt gebruikt, is bij ieder 
weldenkend mens aanwezig. Wij wijzen hier slechts op enkele punten, 
en geven enkele belangrijke notaties. 
Beweringen. We beschouwen allerlei beweringen, ook wel "volzinnen" 
of 1'ui tspraken" genoemd. Gemakshalve stellen we vaak een bewering 
voor door een hoofdletter. 
Zo'n bewering kan evengoed een juiste als een onjuiste bewering 
voorstellen. Voorbeeld: A= "2+2=4"; B = "3x6 < 7" 
Ontkenning. Is Been bewering, dan is-,B (spreek uit niet -B) de 
notatie voor de ontkenning van B. Steeds is of B of-,B waar. 
Voorbeeld,(2x2=4) betekent (2x2~4). 
Conjunctie. De uitspraak "A en B" (notatie A AB) is slechts waar als 
A en B beide waar zijn. 
v.b, A a > b B : a < b A AB a= b. 
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Disjunctie. De uitspraak "A of B" (notatie Av B) betekent 
, l{(,A) A (7B)}, 
en is dus slechts waar als niet beide onwaar zijn, In de dagelijkse 
spreektaal wordt "of" vaak (en dan meestal beklemtoond) in uitsluitende 
zin gebruikt: een van beide maar niet allebei, Als wij dat willen aanduiden, 
zullen we de zinswending "of A, of B" gebruiken, maar we voeren daar-
voor geen afzonderlijke notatie in. 
Implicatie. De veel gebruikte formule A+ Bis een afkorting van de uit-
spra.ak {7A) v B. We kunnen hem ender woorden brengen met "als A waar is, 
dan is Book waar of ook "Uit A volgt B". 
A+ Bis waar in de volgende gevallen: A en B waar, 
A onwaar en B waar, A onwaar en B onwaar 
A+ Bis onwaar slechts als A waar en B onwaar, 
Let op dat met deze beweringen niet wordt uitgesproken dat A waar is, 
en ook niet dat B waar is, 
In de wiskunde wordt de implicatie veel gebruikt om bepaalde eigen-
schappen af te leiden. Stel men wil bijvoorbeeld van een getal g, waar-
van zekere eigenschappen gegeven zijn, bewijzen dat het nul is. Men geeft 
een indirect bewijs uit de onderstelling dat g ~ 0 is, leidt men met 
behulp van de gegeven eigenschappen iets af dat kennelijk onjuist is, 
bijvoorbeeld (g ~ 0) + (2 + 2 = 2), Uit het feit dat deze implicatie 
juist is volgt evenzeer dat g = 0, 
Equivalentie. De beweringen A en l3 heten eg_uivalent als het niet waar 
is dat een van twee waar en de andere onwaar is. Notatie A+-+B. Men 
zegt vaak hiervoor "A geldt dan en slechts dan als B geldt. A-.+B is 
dus alleen een ware bewering als A+ Ben B + A beide waar zijn, 
Om in een bepaald geval A+-+B te bewijzen, is het ook voldoende te 
laten zien dat 
A+ B en7A +,B 
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Veelal maakt men de fout dat men A+ Ben B + -,A bewijst en denkt 
dat men daarmee A+ +B heeft bewezen. 
Contrapositie van een implicatie~ I_~ A + B dan is ook B +-, A. De 
laatste implicatie heet de contraposi tie _ van_ de _eerste, en is hiermede_ 
gelijkwaardig, Opdeze eigenschap berusten de bewijsmethoden "uit het 
omgerijmde": om te bewijzen A+ B bewijst men ,B + ,A. Bovenstaand 
bewijs met het getal g is hier ook een voorbeeld van. I,h.a. is de gang 
van zake bij zo'n bewijs als volgt: we moeten A bewijzen neem dus A aan. 
Stel nu dat B niet geldt. Leid uit A en-,B een tegenspraak af. De 
onderstelling dat B niet waar is was dus fout, zodat B wel geldt. 
Omkering van een implicatie •• B __ ➔ A hee-t de omkering van A + B. Soms is 
de omkering van een juiste implicatie ook nog waar en soms niet. Het 
is enigszins vaag om over de omkering van een stelling te spreken, want 
een stelling heeft niet altijd het karakter van een eenvoudige implicatie. 
Nodige en voldoende voorwaarden. Als A+ B, dan ~egt men vaak dat A een 
voldoende voorwaarde voor B is. Is-. A + -,B dan heet A een nodige voor-
waarde voor B. Is A tegelijk nodig en voldoende voor B, dan zijn A en B 
equivalent. Voorbeelden 
g > 0 is nodig op dat g - 1 > 0 is, het is echter niet voldoende 
g > 0 is voldoend~ opdat g + 1 > 0 is, het is echter niet nodig. 
Quantoren. La.at B(x) een uitdruk.king zijn waarin op een of meer plaatsen 
de letter x optreedt. De letter x heet een variabele. Gemakshalve be-
perken we ons tot het substitueren van dingen van een nader afgesproken 
soort, bijvoorbeelde de reele getallen. B(x) is bijvoorbeeld een uit-
druk.king zeals x > 3, x2 = 4, x2 + 2 x +1 = (x+1) 2 • In plaats van te 
zeggen dat voor een zekere x de uitspraak B(x) waar is, zeggen we ook 
wel, dat x aan B(x) voldoet. We gebruiken nu de formule 
Vx (B(x)) 
om te beweren, dat voor elke x van de bedoelde soort B(x) waar is. 
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V heet de universele guantor en ook wel het al-symbool. Even zo beweert 
3 X (B(x)) 
dater minstens een xis waarvoor B(x) juist is. 
3 heet de existentiele quantor, of het existentiesymbool. 
Voorbeelden 
\J X (x2+1) > 0 
V x [x2+2x+1 = (x+1) 2J 
3 X [x2 =r4] 
3 X [ ( x2 > 0) ➔ X = 1)] 
Al deze uitspraken zijn juist. 
De letter x had betrekking op dingen van een zekere soort. Als het 
zeker is dat er dingen van die soort bestaan, dan geldt de implicatie 
y x (B(x)) ➔ 3 x (B(x)). 
Veelal komen in de wiskunde beweringen voor met verschillende quantoren 
achter elkaar. Is B(x,y) een bewering die de beide letters x en y bevat, 
dan kan men bijvoorbeeld de bewering 
V x 3y [B(x,y)J beschouwen. Deze beweert dat 
voor elke x er steeds een y bestaat zodanig dat B(x,y) geldt, 
§2 Verzamelingen 
Het begrip "verzameling" veronderstellen we bekend.-
Synoniemen voor het woord verzameling zijn o.a. familie, collectie, 
stelsel. De objecten waaruit een verzameling is opgebouwd heten de 
elementen van de verzameling. Het feit dat een object a een element is 
van een verzameling V wordt uitgedrukt door de formule a EV • De ont-
kenning daarvan is a¢ V. 
Verzamelingen kunnen op verschillende manieren worden gevormd. 
-5-
1e. Door (als dat kan) de elementen in zekere volgorde op te noemen. 
Bijvoorbeeld de verza.meling die bestaat uit de getallen 3, 8, 11. Deze 
verzameling geven we aan met {3, 8, 11}. 
Men bedenke dat { 3, 8, 11 } het zel:fde· betekent als {8, 3, 11 }. 
2e. Door het noemen van een eigenschap: de verza.meling is dan de ver-
za.meling van alle objecten die deze eigenschap hebben Drukken we de 
eigenschap uit door B(x) (dit is een bewering over x) ·, en we zeggen 
dat x de eigenschap B heeft als B(x) waar is), dan geven we de ver-
zameling aan met 
{x I B(x)} 
Voorbeelden. 1. {x J xis een regel getal en x > 2} stelt voor de ver-
za.meling van alle reele getallen > 2. 
2. {x € R I x2-x = O} = {0,1}. 
Om zekere uitspraken een algemenere geldigheid.te geven, voeren we ook 
de lege verzameling in, die geen enkel element bevat. Notatie ~. 
X heet een deelverza.meling ~an Y, wanneer ieder element van X ook 
element van Y is. Notatie X c Y. 
In onze logicanotaties kunnen we dit ook noteren met (x € X + x € Y) 
Voorbeelden. {1, 2, 5} c {1, 2, 3, 4, 5} N c Z, Z c Q etc.~ c X. 
Twee verza.melingen X en Y zijn gelijk (notatie X = Y)wanneer zij uit 
dezelfde elementen bestaan, dus als ieder element van X ook tot Y be-
hoort en omgekeerd, m.a.w. als X c Yen Y c X. De gelijkheid van twee 
verzamelingen wordt in de praktijk vaak bewezen door deze twee relaties 
te verifieren. We moeten dus aantonen x € X + x €Yen bovendien 
X € Y ➔ X € X. 
De doorsnede van twee verzamelingen X en Y is de verzameling die bestaat 
uit die elementen, die zowel tot X als tot Y behoren, notatie X n Y. 
Als X n Y = ~ dan is heten X en Y disjunct. 
' Dus X n Y = { x J ( x € X) A ( x € Y) } • 
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De vereniging van twee verzamelingen X en Y is de verza.meling die bestaat 
uit_ die elementen, die tot minstens een van de verzamelingen X en Y 
behoren. 
Notatie Xu Y. Dus Xu Y = {x(x EX) v (x E Y)}. 
Het verschil van de verza.meling X met de verzameling Y is de verzameling 
van alle elementen van X, die niet tot Y behoren. 
Notatie: X \ Y. Dus X \ Y = {x EX I x f Y}. 
Als Y c X en Xis vast, dan heet X \ Y ook wel het complement van Yin 
X notatie Ye. 
Dit zijn de zogenaa.mde regels van de Morgan. 
Families en Collectie's van verza.melingen warden vaak genoteerd met be-
hulp van een indexverza.meling. Indexverzamelingen worden aangegeven met 
Griekse hoofdletters en de elementen van een indexverza.meling - de indi-
ces - met de corresponderende kleine Griekse letter - eventueel 
boven- of benedenindex. Zo geven we met t= {X I a 
ieder element a EA een verzameling X is gegev'en 
a 
zameling is van al deze X's. 
a 
Zij r = {X I a EA}. Dan is per definitie 
a 
a E A} aan dat 
en dat r juist 
met 
er bij 
de ver-
u ! = u{X 
a 
a EA} = {x j (3a E A)(x E X )} - de vereniging van de X 's. 
a a 
nl!= n{X j a EA}= {x j (Va E A)(x EX )} - de doorsnede van de X 's. 
a a a 
Bewijs nu zelf dat de regels van de Morgan als volgt gegeneraliseerd 
kunnen worden. 
Zij I!= {X j a E A} een geindiceerde collectie deelverza.melingen van 
a 
een verza.meling X. Dan is 
1 • X \ u{X 
a 
a EA}= n{X \ X 
a 
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a E A} 
2. X \ n{X 
a 
I a E A} = u{X \ X 
a 
I a E A}. 
De verzameling der natuurlijke getallen. IN 
Hiermede bedoelen we de getallen 1,2,3,4, 
getal+en. 
... , dus de positieve gehele 
Een fundamentele eigenschap van de natuurlijke getallen is de volgende: 
Als V c tN de eigenschappen bezit 1 e: V en h E V + >h+1 E V dan is V = lif 
(immers 1 ·E V-, dus 1 + 1 = 2 E V; omdat 2 e V · is 2 + 1 = 3 E V, dus 
3 + 1 = 4 E V, dus 5 E V, dus 6 e V, ••• dus alle natuurlijke getallen 
behoren tot V). Hierop berust het bewij sprincipe van volledige induc-
tie:Wanneer we nu een uitspraak A(n) moeten bewijzen, met als variabele 
een natuurlijk getal, kunnen we volstaan met 
1e te verifieren dat A(1) geldt 
2e bewijzen dat geldt A(n) ➔ A(n+1) (dit bewijs heet de inductie-
stap of de stap van n op n + 1; het aannemen van A(n) om dan A(n+1) te 
bewijzen heet de inductieonderstelling) 
Voorbeeld: Te bewijzen dat voor elke k EN geldt: 
Bewijs: Voor k = 1 is de formule juist. Nu de inductiestap: 
We moeten bewijzen dat voor elke n EN geldt: 
[1 3 + 23 + ••• + n3 = in2(n+1) 2J + [1 3 + 23 + ••• +(n+1) 3 = 
= i(n+1) 2(n+2) 2J. 
3 . 
Dit volgt uit het feit dat de linkerleden (n+1) verschillen en de 
rechterleden eveneens: 
i(n+1) 2(n+2) 2 - in2(n+1) 2 = (n+1) 2.l[(n+2) 2 - n2J = (n+1) 3• 
Cartesisch product, relaties en functies 
We beschouwen twee verzamelingen A en Ben vormen alle mogelijke paren 
, 
(a,b) met a e A en be B. We letten hierbij op de volgorde, dus (a,b) 
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is iets anders dan (b,a). (ten~ij.a=b).Van het paar (a,b) heet a de 
ee+ste en b de tweede coordinaat. Twee paren (a,b) en c,d) zijn alleen 
gelijk wanneer beide coordinaten gelijk zijn, dus als ace en b=d. 
Definitie: De verzameling van alle paren (a,b) met a EA en b EB heet 
het cartesisch product van A en B, notatie Ax B. 
Voorbeelden 
Als A~ {1,2} en B = {2,3,4}, dan is Ax B = {(1,2),(1,3),(1,4),(2,2), 
(2,3) ,(2,4)}. 
Als A= Ren B = R dan is Ax B te zien als de verzameling punten in 
het platte vlak, aangegeven door een rechthoekig c6ordinatenstelsel. 
In het laatste voorbeeld is A= B. Dit komt ook in andere belangrijke 
gevallen voor. 
Soms gebeurt het, dat we een bepaalde betrekking kunnen vinden 
die geldt tussen sommige elementen uit een verzameling A en sommige 
uit een verzameling B. 
Voorbeeld. Als A= Ren B = R, dan geldt voor sommige XE A en y EB 
dat x2 + y2 = 1; voor andere tweetallen (x,y) geldt dit niet. We zeg-
gen: voor sommige paren (x,y) geldt de relatie x2 + y2 =1. De relatie 
x
2 
+ y2 = bepaalt een deel verzameling van het cartesisch product 
Rx R, n.l. de deelverzameling {(x,y) I x2 + y2 = 1}. 
Wanneer we in het algemeen tussen elementen van A en elementen van B 
een relatie R hebben, zodat voor sommige a EA en b EB geldt, data 
in relatie R tot b staat (notatie aRb), dan hoort hier evenzo een 
deelverzameling R van het cartesisch product Ax B bij, nl. 
S = { ( a, b) I a R b } 
,. 
Omgekeerd behoort bij iedere deelverzameling R van Ax Been relatie 
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R, gedefinieerd door: a R b wanneer (a,b) e: R. 
De relatie Ren de deelverzameling R bepalen elkaar dus geheel. De 
uitspraak a R b betekent geheel hetzelfde als (a,b) e: R; we kunnen beide 
schrijfwijzen dus als gelijkwaardig beschouwen. Het is nu duidelijk dat 
we formeel een relatie als volgt kunnen invoeren. 
Definitie: Een relatie tussen elementen van A en elementen van Bis een 
deelverzameling R van Ax B. Notatie: we geven de relatie (a,b) e: R 
wel aan met a Rb. 
Opgave. Als A = B = { x E IR I O :,; x :,; 1}, schets dan de deelverzameling 
van A x B die bij de relatie :,; hoort. 
Ook bij relaties ziet men vaak dat A= B gebruikt wordt. Men spreekt 
kortweg van een relatie "tussen elementen van A". 
Definitie: Een relatie R tussen elementen van A heet een equivalentie-
relatie als geldt 
Voor iedere a EA is a Ra (reflexiteit) 
2 Voor iedere a,b e: A met a Rb geldt ook b Ra (symmetrie) 
3 Voor iedere a,b,c EA met a Rb en b R c geldt ook a R c 
(transitiviteit) 
De verzameling van alle x met a Rx (a vast) heet een equivalentie 
klasse. Twee equivalentieklassen zijn paarsgewijs disjunct of vallen 
samen. Dit laatste zullen we nu bewijzen. 
Stel A en B twee equivalentieklassen en onderstel An B ~ ¢. Zij 
A = {xi (a,x) E R} B = {xi (b,x) e: R} en c e: A n B. Dan is (a,c) E R 
en (b,c) e: R. 
Op grond van de symmetrie en de transitiviteit volgt nu achtereenvolgens 
(b,c) e: R ➔ (c,b) e: Ren met (a,c) e: IR geeft dit (a,b) ER. Als nu 
de: A, dan is (a,d) e: R. Uit de transitiviteit en symmetrie van R volgt 
nu uit (a,b) e: R en (a,d) E R dat (b,d) e: R dus d e: B en dus volgt uit 
de willekeurigheid van d : A c: B. Analoog bewijst met B c: A. Dus A = B. 
' 
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Voorbeeld. Als A= E, dan is de relatie S bepaald door (a,b) € S, wan-
ne,er a - b deelbaar is door p (p vast) natuurlij~ getal, een eg_uiva-
lent i ere lat i e. 
Verder zijn bekende voorbeelden van eg_uivalentierelaties: 
1. Congruentie-relatie in vlakke meetkunde en steriometrie 
2. Gelijkvormigheidsrelatie in de meetkunde 
3. Laat A de verzameling van rechte lijnen in de ruimte ziJn. Voor 
1 en·m € A definieren we (l,m) € R als 1 evenwijdig is met m of 
.. als 1 samenvalt met m. De R eg_uivalentieklassen warden richtingen 
genoemd. 
Een belangrijke toepassing van het begrip eg_uivalentierelatie is de 
definitie van kardinaalgetal wat in de volgende paragraaf behandeld 
wordt. 
Laten nu A en B willekeurige verzamelingen zijn. Beschouw een re-
latie R c Ax B met de eigenschap dat bij ieder element a€ A precies 
een b € B voorkomt met (a,b) € R. 
Ieder element a€ A staat dus in relatie met precies een element b € B 
(dat mag varieren met a). 
Bl~ 
A 
Bij een dergelijke relatie wordt dus aan iedere a€ A een bijbe-
horend element in B aangewezen. We kunnen zo'n relatie ook zien als een 
voorschrift, dat bij ieder element a€ A precies een element b € B aan-
geeft; dit element b heet wel het beeld van a. Essentieel hierbij is, 
dat iedere a€ A juist een beeld heeft. 
Zodoende komen we tot de voigende definitie. 
Definitie. Een afbeelding (functie) van een verzameling A naar een ver-
zameling Bis een relatie F c Ax B met de eigenschap dat bij iedere 
,, 
a€ A precies een element b € B bestaat, waarvoor geldt (a,b) € F. b 
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heet dan het beeld van a. Notatie: In plaats van F c Ax B schrijven we 
meestal f: A ➔ B, (a,b) E F wordt dan f(a) = b. 
Op grond van de beschouwing op de vorige bladzijde kunnen we een 
functie ook zien als volgt: Een functie of afbeelding van A naar B 
(notatie f: A ➔ B) is een voorschrift, dat bij ieder element·a van A 
precies een element b EB aangeeft. Dit element heet het beeld van a 
(onder f). Notatie f{a). 
Nog enkele notaties. De collectie {f(a)la EA} heet het beeld van 
A en wordt genoteerd met f(A). Indien f(A) = B, dan heet f een .2.J2,-af~ 
beelding (surjectief). Indien uit f(a1) = f(a2) steeds volgt a 1 = a2 
dan heet f eeneenduidig (injectief). Zij nu f: A ➔ Ben g: B ➔ C af-
beeldingen; we definieren nu een nieuwe afbeelding h: A ➔ C als volgt 
h(x) = g(f(x)), x EA. De afbeelding h heet de samenstelling van fen g 
en wordt aangeduid met g O f. 
Als f: A ➔ B zowel injectief als surjectief is, dan bestaat voor iedere 
y EB precies een x EA met f(x) = y; noem die x g(y). De functie g 
heeft de eigenschap (g O f)(x) = x en (f O g)(x) = x voor elke in aan 
-1 
merking komende x. g heet de inverse van f notatie f en is eenduidig 
bij f bepaald. Tenslotte, als f: A ➔ Been afbeelding is en Cc B dan 
noteert men f- 1(c) = {x E Ajf(x) EC} onafhankelijk van het feit of de 
. -1 . inverse f van f wel of niet bestaat. 
Bij een functie f: R ➔ R behoort een grafiek. Dit is een verzameling 
punten in het platte vlak met daarin een loodrecht assenstelsel n.l. die 
verzameling punten met eerste coordinaat x en tweede coordinaat f(x), 
waarbij we x alle reele getallen laten doorlopen. In formule 
{(x,y) ER x R J y = f(x)}. 
Algemeen definieren we nu: De grafiek van een afbeelding f: A ➔ Bis de 
deelverzameling F c Ax B, die bij de relatie f hoort. Dus 
F = {(a,b) EA x B J b = f(a)}. 
Machtigheid ~ kardinaalgetallen. 
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In de klasse van alle verzamelingen voeren we de volgende eq_ui Ya--
lentierelatie in die geli,jkmachtigheid heet. We zeggen dat de verzame-
lingen V en U gelijkmachtig zijn (notatie V ~ W) als er een eeneen-
duidige afbeelding van V op W bestaat. 
Een klasse van onderling gelijkmachtige verza.melingen heet een kardi-
naalgetal of machtigheid. 
Zeer belangrijk is het begrip "eindige verza.meling". 
We beginnen met op te merken dat, als n en m natuurlijke getallen zijn, 
de verza.melingen 
{1,2, ••• , n} en {1,2, ••• , m} 
slechts dan gelijkmachtig zijn als n = m. (hoofdstelling van het tellen). 
Een verza.meling V heet nu eindig als er een natuurlijk getal n bestaat 
zodat V ~ {1,2, ••• , n} en de machtigheid van V wordt dan ook met de 
letter n aangeduid. Bovendien wordt ook de lege verza.meling eindig ge-
noemd; het betreffende kardinaalgetal wordt met O aangeduid. 
Is V niet eindig, dan heet V oneindig. We zullen echter zien dat 
de oneindige verza.melingen niet allen onderling gelijkmachtig zijn. Een 
verza.meling Vis dan en slechts dan oneindig als V eeneenduidig op een 
echt deel van V kan worden afgebeeld. Een oneindige verza.meling bevat 
steE;lg.s een deelverza.meling die gelijkmachtig is met N. (N = verzameling 
der natuurlijke getallen). 
Een verza.meling die gelijkmachtig is met N noemen we aftelbaar 
oneindig. Een verza.meling die oneindig is en niet aftelbaar oneindig 
heet overaftelbaar. 
Schematisch kunnen we de zaak als volgt weergeven 
oneindig 
~ 
overaftelbaar 
aftelbaar 
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We zullen nu een niet aftelbare oneindige verzameling aangeven. We 
beschouwen afbeeldingen F van~ in de verzameling {0,1}. Zo'n afbeelding 
is ook te schrijven door een oneindige rij van nullen en enen b.v. 
(0, o, 1, 1, o, 1, o, o, o, ... ), 
die onstaat door achtereenvolgens F(1), F(2), F(3) •• op te schrijven. 
De verzameling van alle mogelijke r1Jen van dit type noemen we v. Dui-
delijk is dat V niet eindig is. Neem nu aan dat V aftelbaar is. Er is 
dan een eeneenduidige afbeelding van V op~, bijvoorbeeld 
1 ➔ (Q, o, 1 ' 1 , o, 1 , o, o, .. = F 1 
2 ➔ ( 0, .l, o, 1 , 1 , o, 1 , o, .. = F2 
3 ➔ ( 1 , o, .l, 1 ' o, o, 1 , 1 ' .. ) = F3 
Construeer nu een nieuwe rij als volgt: Beschouw de rij 
(o,1,1, •• ) 
die onstaat door de onderstreepte cijfers (diagonaal) achter elkaar te 
zetten. (het is de rij F1(1), F2(2), F3(3), ••• ) 
Maak uit deze een andere, door overal 0 door 1 en door 0 te vervangen. 
Noem deze nieuwe rij F dan is F niet gelijk aan een der F's (F wijkt 
n 
op den-de plaats van F af.) Het was dus 
n 
maar ~, in strijd met de onderstelling. 
geen afbeelding van Nop 
Een belangrijke stelling is nog: De vereniging van aftelbaar vele aftel-
bare verzamelingen is weer aftelbaar. 
Toepassing: De verzameling van alle rationale getallen is aftelbaar. 
Hoofdstuk 2. 
De verzameling der reele getallen ~' limietbegrip, reele functies. 
1. Axiomatiek ~ de reele getallen. 
Hieronder sommen we de grondeigenschappen op van de reel_e getallen IR. 
~• Er bestaat een zogenaamde optelling in IR, d.w.z. voor elke a,b E lR 
bestaat de soma+ b die uniek bepaald is en de volgende eigenschappen 
bezit 
L1 .. 
L2. 
(a+b)+c 
a+b 
= 
= 
a+(b+c) 
b+a 
associatieve wet 
commutatieve wet 
L3. Er bestaat een getal OE IR, uniek bepaald met de eigen-
schap a+O = O+a = a voor alle a E IR. 
L4. Voor Va E IR * 3 a = -a E IR, uniek bepaald zodat 
a+(-a) = (-a)+a = O. 
b. Verder is er binnen IR een z.g. vermenigvuldiging gedefinieerd. Het 
z.g. product ab van a en b E IR dat uniek bij a en b bepaald is heeft de 
volgende eigenschappen. 
L5. 
L6. 
ab= ba 
(a+b)c = ac+bc 
commutativiteit ~ de vermenigvuldiging 
distibuti vitei t 
L7. 3 een getal 1 E IR, uniek bepaald, zodat 1.a = a.1 = a 
voor alle a E IR. 
L8. 
L9. 
* Voor iedere a E IR, a~ 0 bestaat a 
1 1 
a.- = -.a = 1. 
a a 
1 ~ o. 
1 
= - zodat 
a 
De eigenschappen L1-L9 vertellen ons dat hieruit het volgende afgeleid 
kan worden: 
( we noteren a.: met :) • 
(-a)(-b) = ab (-a).b =-ab= a.(-b) 
:: =~=(a.~) -a a a b = -b = - b 0 
N.B. We schrijven voor a+ (-b) altijd a - b. 
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Bovenstaande eigenschappen zijn de bekende rekenregels van de middel-
bare school. 
Ordeningseigenschappen ~ de reele getallen. 
Een deel der getallen van IR heet positief. De verzameling der po-
+ + 
sitieve getallen duiden we aan met IR. Als a E IR dan a E IR, a= 0 
of -a E IR + 
a E IR+, b E IR+=> ab E R + 
+ + + 
a e: IR , b E R ~a+b E IR 
+ We spreken af dat a > b betekent a - b e: IR , b < a betekent a > b. 
Gana dat de volgeride stellingen afgeleid kunnen worden. 
Stelling a,be:IR~a=b a< b of a> b (lineairiteit van de 
ordening) 
Stelling 2 
Stelling 3 
a>b,b>c.:t::;>a>c 
a > O~-a < 0 
(transitiviteit) 
Bovendien gelden de volgende rekenregels die we uit o1,o2 en o3 ook 
kunnen afleiden 
a e: R 9 a 2 > 0 of' a 2 = 0 
> 0 
a > b ⇒ a + c > b + c voor alle c e: R 
a > b; c > 0 ~ ac > be 
a > b; c < 0 =? ac < be 
a>o⇒ .l.>o 
a 
ab > 0~ a en b hebben hetzelfde teken 
ab < 0{;;::;I a en b hebben verschillende tekens. 
De natuurlijke getallen N vormen een deelcollectie van de verzameling 
der reele getallen. 
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N = 1,1 + 1, 1 + 1 + 1, 1 + 1 + 1 + 1, ••• 
1 , 2, 3, 4, enz. 
Hierboven merkten we reeds op dat het volgende geldt: 
Als een deelcollectie van R het getal 1 bevat en met elk getal nook 
het getal n + 1 dan omvat deze collectie juidt de verzameling der na~ 
tuurlijke getallen. 
Op deze eigenschap berustte het principe der volledige inductie. 
Bewijs zelf de volgende vraagstukken. 
1. (a+l)n > 1+na (a> 0) (ongelijkheid van Bernoully) 
n 
2. (a+b)n = E (~) a¾n-k (binomiaalformule van Newton) 
k=O 
( n) n! O! = 1. Hierin is n! = 1.2.3 ••••• n en k = k!(n-k)! 
n 
3. ( E a.b. )2 ~ (Ea~) (Eb~) (ongelijkheid van Cauchy Swarz). 
• 1 1 1 1 1 1= 
Stelling 4 n E IN ~m+n E N 
n e: lN~m.n e: N 
Uit bovenstaande stelling volgt dat de natuurlijke getallen een z.g. 
halfgroep vormen. 
Stelling 5 m > n m ,n e: IN ==+m-n e: IN 
Opgave. Bewijs met volledige inductie dat iedere niet lege deelverzame-
ling der natuurlijke getallen een kleinste element bezit. 
Toepassing: delen met rest, decimaalontwikkeling. 
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De gehele en de rationale getallen. 
Definitie. De deelverzameling van R bestaande uit alle getallen 
O, n, -n met n € W noemt men de verzameling der gehele getallen. 
(aangeduid met z). 
We gaan gemakkelijk na dat som, verschil, product van gehele ge-
tallen weer geheel is. Bovendien bewijst men eenvoudig dat tussen pen 
p+1 (p geheel) geen andere gehele getallen liggen. 
Definitie. De deelverzameling van R bestaande uit alle getallen .E., q 
p, q, geheel is de verzameling der rationale getallen. 
Ga na dat tussen elke twee rationale getallen r en s andere rationale 
getallen liggen (Bijv. r 1 = ~(r+s) r 2 = ~(r+r1) enz. Verder is de som, 
verschil, product en quotient van twee rationale getallen weer rationaal. 
Stelling£· De verzameling der rationale getallen Q is aftelbaar. 
Bewijs. We schrijven de verzameling der rationale getallen als vere-
niging van aftelbaar veel deelverzamelingen Q., i = 1, 2, ----. 
1 1 2 -2 l 
Hierbij is Qi= i' - i' i' i' •·• en schrijven de verzameling der 
rationale getallen als volgt op. 
Q1 3 3 + 1' - 1, ... 
Q2 2 3 3 + 2' - 2' 
Q3 
2 3 3 
- 3' + 3' - 3' ... 
ve lezen dit schema volgens nevendiagonalen: 
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1 2 2 2 1 1 
, - 1' 2' 1' - 2' 3' - 1' + 2' - 3 
Dit is kennelijk een aftelling voor de rationale getallen Q. 
Uit een van de laatste beweringen volgt nu dat de rationale getal-
len van R voldoen aan alle eigenschappen L1, , L8 en o1, •• , o3 • 
Er rijst dus de vraag of misschien wel Q = R i.e. of de reele getallen 
wel voldoende gekarakteriseerd zijn door bovenstaande eigenschappen. 
Dit behandelen we in het onderstaande. 
Irrationale getallen; de voiledigheidseigenschap ~ R. 
We laten eerst aan de hand van een voorbeeld zien dat de rationale ge-
tallen nog een belangrijke eigenschap missen. 
2 Steeling 7. Er bestaat geen rationaal getal r met r = 2. M. a. w. 
niet elke kwadratische vergelijking is binnen Q oplosbaar. 
Bewijs. Zij r = .E. en pen q geheel. Veronderstel dat toch r aan de ver-q 
gelijking r 2 = 2 voldoet. We mogen onderstellen p,q > 0; q minimaal. 
2 2 We hebben dus p = 2q. Dus p > q en p < 2q. Dan is 
6g2-4pq --= ......,..._............. 2. 
3q2-2pq 
Dit is een tegenspraak 
want (2q-p) > 0; 0 < p-q < q. 
We weten dat binnen de reele getallen dergelijke kwadratische ver-
gelijkingen oplosbaar zijn. Dit is een direkt gevolg van het feit dat de 
reele getallen nog aan de volgende grondeigenschap voldoen. 
Onder een bovengrens van Ac R verstaan we een reeel getal a€ R 
met a~ x voor alle x € A. Analoog heet b €Reen benedengrens van A als 
b ~ x voor alle x €A.In het geval dat A werkelijk een bovengrens be-
zit, ,dan heet A ~ boven begrensd, is er sprake van een benedengrens, 
dan·heet A naar beneden begrensd. In het geval dat A zowel naar boven 
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als naar beneden begrensd is, heet A begrensd. 
Als de verzameling bovengrenzen van A een kleinste element bezit 
dan heet deze bovengrens het supremum van A; notatie a= sup A (merk op 
data eenduidig bepaald is). Analoog heet b het infimum van A (nota-
tie b = inf A) als b de grootste benedengrens is van A. 
Grondeigenschap van IR. Voor iedere naar boven begrensde verzameling 
A c IR bestaat a = sup A; voor iedere naar beneden begrensde verzameling 
Ac IR bestaat b = inf A. 
Met behulp van deze grondeigenschap van IR is het mogelijk om te 
bewijzen dat de vergelijking r 2 = 2 binnen IR een oplossing bezit. 
Immers, beschouw A= {r E IR I r 2 < 2}. 
Blijkbaar bestaat sup A = a want Ais naar boven begrensd. (Ga na). 
2 2 z·. a+1 Stel nu eerst a < • 1J b = 2. a+2• 
Dan b2-2 = 4(;2+2a+1) - 2 
a +4a+4 
= 
2<a
2
-
2 ) < 0 dus b2 < 2 
(a+2) 2 
en b-a 
2 
-- a+ 1 - 2-a > O d b D A 2.a+2 - a - a+2 , us > a. us b E en b > a. 
Dit is in tegenspraak met het feit data bovengrens is van A. 
Onderstel nu a2 > 2. Blijkbaar geldt nu b2 > 2 en b < a i.e. bis een 
2 kleinere bovengrens van Adan a. Dit is ook onmogelijk, dus a = 2, 
m.a.w. a
2 is een oplossing van de vergelijking r 2 = 2. 
De volgende stelling is intuitief reeds duidelijk. 
Stelling 8. (Eudoxus, Archimedes). Als b, c E IR b > O, dan bestaat 
er een natuurli-jk getal n met nb > C. 
Bewijs. Onderstel dat voor alle n = 1, 2, •• nb ~ C. Laat 
A= {nb n = 1, 2, •• }. A is naar boven begrensd dus a= sup A be-
staat; Er is dus een natuurlijk getal m zodat a-b < mb(anders zou gelden 
a-b ~ nb voor alle n = 1, 2, •• en dan zou a-been kleinere bovengrens 
zijn van Adan a omdat b > 0). Nu volgt a< (m+1)b; echter in tegenspraak 
me¼ onze onderstelling a~ nb voor alle n = 1, 2, ••• 
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§2. Rijen 
Modulus: de modulus (of absolute waarde) van a ER is per definitie a 
indien a~ 0 en -a indien a$ O. Notatie la/. 
Eigenschappen: 
1 ) 
2) 
3) 
!al ~ o en= 0 
I ab I = I a I • I b I 
la+bl ::; lal+/bl 
Bewijs van 3) a$ /al 
<;;::? a = 0 
driehoeksongelijkheid) 
b $ /b/ dus (a+b) $ lal+lbl 
evenzo -(a+b) $ lal+lbl. 
Bewijs zelf: 
la-bl ~ j lal-lbl I I-xi = lxl 
lxl $ a is gelijkwaardig met -a$ x $ a. 
Interval. Laten a,b getallen zijn met a< b. 
Dan (open) interval (a,b): verz. der x met a< x < b 
(gesloten) interval [a,b]: verz. der x met a $ X $ b 
linksgesloten interval [a,b): verz. der x met a $ X < b 
rechtsgesloten interval (a,b]: verz. der x met a < X $ b 
omgeving van a open interval (c,d) met a E (c,d) 
Rij getallen: een afbeelding van de verzameling der natuurlijke getallen 
00 ~ naar de reele getallen. Schrijfwijze {an}n= 1 
Een rij reele getallen is dus gekarakteriseerd als een zeker voor-
schrift die aan elk natuurlijk getal n een reeel getal a toevoegt. 
n 
Limiet ~ ~ ri.i. 
co 
Definitie. Zij {an}n= 1 een rij getallen. Dan heet a de limiet van de rij 
{an}:=,, schrijfwijze a = lim an als oi,i elk getal E > 0 een index n0 
best~at zodat geldt:als n ~~O dan Ian-al < E. 
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Deze definitie zegt zo ongeveer: hoe we oak een omgeving van a kiezen, 
op·den duur ligt an erin. De index n0 is i.h.a. afhankelijk van de 
keuze van £. 
Verder merken we op dat lim a eenduidig bepaald is (als deze bestaat). 
n➔oo n 
Bepaalde rijen hebben limieten. Deze rijen heten convergent. 
Beschouw de rij {l}:=1, deze heeft limiet O. De rij {¼}heeft oak limiet 
0 en oak de rij {i..}00 • Dit laatste zullen we nu strgng bewijzen. 
2n n=1 
1 Zij E: > 0 en beschouw n0 als zijnde een geheel getal grater dan -1 1 8 (stelling van Exodus!) dan geldt voor elke n > n0 < -(gebruik de 1 2n n 
ongelijkheid van Bernouilli )< - < g·',. 
n 
Dus aan de definitie van limiet0 is voldoen voor a= O. 
Hieruit volgt lim -1- = o. 
n➔oo 2n 
1 ) 
2) 
3) 
4) 
Voor limieten van rijen gelden de volgende stellingen. 
lim a • 
n➔oo n 
lim a 
n➔oo n 
Als C € 
Als lim 
n➔oo 
limb 
n➔oo n 
+limb 
n➔oo n 
IR dan C 
= 
= lim ab 
n n n➔oo 
lim (a: +b ) 
n➔oo n n 
(lim a)= lim ca 
n-+oo n n➔oo n 
a ;I! 0 dan l. 1 1 im - = 1 . n a im a n-+00 n 
n➔oo n 
. 
We zullen 1) bewijzen. Doe 2), 3) en 4) zelf. Stel lim a = a 
n 
limb = b. Zij E: een willekeurig getal >O. Neem n1~~dat ➔oo n , 
fbn-bl <1 voor n > n1 (definitie toegepast met e=1). Dan is jbnl= 
lb+b -bl < lbl+1 voor n > n1, dus lab -ab! = n n n 
lab -ab +ab -ab! ~ la -al .lb l+lal .lb -bl ~ K{la -al+lb -bl}voor n n n n n n n n n 
n > n1 als we stellen K = max (lbl+1,lal ). neem nu n2 , n3 met 
Ian-al < ~K voor n > n2 , lbn-bl <; voor n > n3• 
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Voor n > n0 = max (n1,n2 ,n3) is dan 
lanbn-abl < K.(;K + ~K) = E. 
Hieruit volgt het gestelde. 
lim a 
. an n➔oo n 
Opgave: Bewijs ook dat limb= limb 
n➔oo n n 
n➔oo 
(b ;1!0) 
n 
QO 
Definitie. Een rij {an}n=1 heet monotoon stijgend (monotoon niet dalend) 
indien a < a < a < ••• < a < ••· (a1 1 2 3 n 
monotoon dalend (monotoon niet stijgend) 
(a1 ~ a2 ~ a3 ~•••an~ ••• ). 
:,:; a2 :,; a3 
indien a 1 
:s; • • • $ a $ • • • ) 
n 
Voor monotone rijen geldt de volgende stelling. 
Stelling .!.• 
en 
a. Iedere monotoon stijgende (monotoon niet dalende) naar boven begrensde 
"" riJ0 {a} 1 heeft een limiet. n n= 
b. Iedere monotoon dalende (monotoon niet stijgende) naar beneden be-
grensde rij heeft een limiet. 
(merk op dat de rij {an}:= 1 naar boven begrensd heet indien de verza-
meling {a In= 1,2, ••• } van reele getallen naar boven begrensd is, ana-
n 
loog naar beneden begrensd). 
Bewijs van a. Blijkbaar bestaat sup {a ln=1,2, ••• } = a. 
- n 
We zullen aantonen data= lim a. Stel E > O. Omdat a kleinste boven-
n 
grens is van {a ln=1,2, ••• }nis 
n 
a-E/2 geen bovengrens van deze verzame-
ling; d.w.z. voor zekere n0 geldt a-E/2:,; a • Als n een willekeurige no 
index is met n > n0 dan geldt la-a I= a-a ~ a-a :,; t::/2 < E (want de n n no ... 
rij is monotoon). Dus geldt inderdaad volgens de definitie van limiet 
lim a = a. 
n n➔oo 
Toepassing. We onderzoeken nu de volgende rij 
e 
n 
= (1 + ..!. )n 
n 
n = 1 ,2, ••• 
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We zullen aantonen dat lime bestaat. Per definitie noemen we de limiet 
n 
dan e. n-+<><> 
Als n = 1,2,3,4 dan e 1 = 2, e2 = 2,25, e3 = 2,37, e4 = 2,45 enz. 
Het valt op dat de termen steeds groter worden en onder de drie blijven. 
Algemeen tonen we aan 
1 ) en< en+1 n = 1 , 2, ••• 2) e < n 
Uit de vorige stelling volgt dan dat lim e 
We moeten bewijzen 
Ofwel 
n+2 
= n+1 • 
[n(n+2) 7n 
[ (n+1)2J 
Blijft dus te bewijzen 
n-+<><> 
[n(n+2)]n > n+1 
Ccn+1 )~ n+2 
3 
n 
n = 1 ,2, ••• 
bestaat. 
cn+2)n 
n+1 
(n+1)n 
n 
= 
Nu geldt voor h > -1 dat (1+h)n ~ 1+nh (ongelijkheid van Bernouilli). 
Pas dit toe op 
n(n+2)Jn 
(n+1 )2J = [ n 2 +2n+ 1-1 ] n = [ 1 + -1 2 ] n = ( 1 + h) n (n+1) 2 (n+1) 
met h 1 
- - -( n_+_1_)_2 • 
Dus aan te tonen 
Dit is~ 
n
2+n+1 
n
2+2n+1 
1 + nh =1---n-= 
(n+1) 2 
n+1 
> --n+2· 
Hetgeen neerkomt op (n2+n+1)(n+2) > (n+1)(n2+2n+1) 
Hetgeen equivalent is met 
n3+3n2+3n+2 > n3+3n2+3n+1. 
2 
n +n+1 
2 • 
n +2n+1 
Hieraan is altijd voldaan, dus bewezen is dat en+1 > en. 
We zullen nu aantonen date < 3 voor alle n = 1,2, ••• 
n 
We p~ssen het binomium van Newton toe 
Neem a= 1, b = ~' dan blijkt dat 
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-= k 
n 
= 1 + 1 + n(n-1) + n(n-1)(n-2) 
2 , 2 3' 3 • n • n 
+ •• 
n(n-1) ••• 3.2.1 
n(n-1) ••• 3.2.1 n 
n 
1 
n! (1 - .1.)(1 - f) ... (1 - n- 1). n n n 
We kunnen dus zeggen 
= 1 + 1 + _1_ + + 1 
1.2 1 • 2. 3 1.2.3.4 
1 1 1 1 1 1 < + +2+2.3+u+n+ 
1 1 1 1 1 
= 1 + 1 +-+ (- - -) + (3 - 4) 2 2 3 
+ •• 
.. + 
+ .. 
+ _1_ = 
n! 
1. 2 •••• n 
1 
( n-1 )n = 
1 1 + (- - -) 
n-1 n 
1 
= 3 - - < 3. n 
00 • 00 
Hiermede is bewezen dat {en}n= 1 begrensd is en {en}n= 1 is monotoon. 
Dus lime = e bestaat. Bij benadering geldt 
n 
n+oo 
e = 2,718281828459045 ••• 
We beschouwen ~ de volgende rij 
a = .lea + .£._) 
n+1 2 n a C > 0 
n 
a+b ,r We merken op dat als a, b > 0 dan geldt 2 ~ vab 
Dit toegepast met a= a b 
n 
C 
=-
a 
n 
geeft 
-25..; 
n > 1 
Dus a 1 = 1 en an ~ Ve voor n > 
De riJ" {a }00 1 is dus naar beneden begrensd n n= 
Dus {a } is monotoon niet stijgend d.w.z. lim 
n n~ 
a bestaat. 
n 
Zij L = lim a . Kennelijk geldt nu L = J_(L + .£.) d.w.z. 2 L n 
n+00 
2 L - c = O. Dus L = c. 
Dit geeft ons een methode om wortels expliciet te berekenen. 
Stelling 2. (Cauchy).Een rij {an}:=1 van reele getallen heeft dan en 
slechts dan een limiet wanneer voor ieder positief .getal £ een index N 
bestaat zodat voor n,m > N steeds la - a I < £ geldt. (Een rij met 
n m 
deze eigenschap heet een fundamentaal rij). 
00 
Bewijs. Onderstel dat de rij {an}n=1 aan bovenstaande voorwaarden vol-
doet. Beschouw voor n = 1,2, •• bn = sup {8k_lk > n}. Blijkbaar is 
{bn}:=1 een nieuwe rij getallen en deze is monotoon niet stijgend. 
De rij {bn}:=1 is ook naar beneden begrensd, want anders was voor iedere 
k €Ween index n(k) te vinden zodat bn(k) < bn(k-1) - 1. Het is duide-
lijk dat dan nooit aan bovenstaande voorwaarden voldaan kan zijn. Blijk-
baar bestaat nu volgens de voorgaande stelling a= limb • We zullen 
n 
aantonen dat geldt lim an m.a.w. dat de rij {an}:=1n~nvergeert. Zij s 
een positief getal.nEr bestaat nu een index n zodat la-b I < s/3 voor 
n 
n > n1• Kies ook voor elke n een index k(n) > n zodat bn < ak(n) + s/3 
d.w.z. lbn - 8k(n)I < s/3. Kies tenslotte een index N zodat 
Ian - aml < s/3 voor n,m > N. Zij n0 = max (n1, N); dan geldt voor n>nO 
la· -- a~I:,; ]a -:bnl .j. lb~ - 8k{n)l + J8k(n).;. anl < ½ +; + ½ = 8 • 
0miekeerd is het vrijwel direct duidelijk dat als een rij {an}:=1 con-
vergent is dat dan aan bovenstaande voorwaarden voldaan is. 
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~nderdaad, als s > 0 en n0 is zo gekozen dat la-anl < s/2 voor n > n0 , 
dan geldt voor n,m > n0 Ian-am! < Ian-al + lam-al $ ~ +; = s. 
1We geven hieronder een paar voorbeelden die in feite toepassingen zijn 
van bovenstaande stellingen. 
Zij X een deelverzameling van de reele getallen R dan heet a ER 
een verdichtingspunt ~ X wanneer iedere omgeving (d.w.z. ieder inter-
val (a-s,a+s) mets> 0) punten van X verschillend van a bevat. 
Voorbeelden. 1 
0 is v.d.p. van de verzameling {xlo ~ x $ 1} en oak elk getal a 
met O <a$ 1 is v.d.p. van deze verzameling. 
2 0 is het enige verdichtingspunt van de verzameling {.l I n = 1,2, ••• }. 
n 
Voor het gevoel is een v.d.p. van een verzameling een punt van R 
dat door punten uit de verzameling willekeurig goed benaderd kan warden. 
Compleoce getallen. 
Voor verschillende doeleinden voeren we het systeem der complexe 
getallen in. 
Zij ~=Rx R, het cartesisch product van~ met zichzelf. ~ stelt dus 
de punten van het platte vlak voor. Door op een geschikte manier een 
optelling en vermenigvuldiging op~ te definieren (uitgaande van 
de operaties die op~ gelden) verkrijgen we de z.g. complexe getallen. 
We definieren de~ van twee paren (a,b) en (c,d) als volgt 
(a,b) + (c,d) = (a+c, b+d). 
De vermenigvuldiging wordt aldus gedefinieerd 
(a,b) x (c,d) = (ac-bd, bc+ad) 
26a 
Dan blijkt dat de volgende eigenschappen gelden: 
Stel z 1, z2 , z3 willekeurige elementen van~ en stel O = (O,O) 
(1,0) = 1. Dan geldt: 
1 ) 
2) 
3) 
4) 
5) 
6) 
t) 
}~) 
z1 + z2 = z2 + z1 commutati vi tei t 
z1 + (z2+z3) = (z1+z2) + z3 
0 + z = z + 0 = z1 voor alle z E (!: 
* ~ * Voor alle z E ~ bestaat z E ~ met z + z = z + z = O 
(Als z = (a,b) neem dan voor z* = (-a,~b). I.p.v. z* 
schrijven we -z. 
z1.z2 = z2.z1 
z1(z2.z3) = (z1·z2)z3 
1 . z ., = z voor alle z E (l; 
Als z f O dan bestaat z; E ~ zodat zz' = 1 (als z = (a,b) 
neem dan voor z' = ( a 2 2 
a +b 
-1 
we z 
2-b2 )). I.p.v. z' schrijven 
a +b 
Met deze definities voldoet het systeem ~ aan alle algebraische eigen-
schappen die ook reeds voor B golden. 
We noteren de elementen (a,O) E i gewoon met a. Dus hierdoor wordt 
1R ~ deelverzameling ~ ~ . 
Merk op dat optelling en vermenigvuldiging van elementen uit de collectie 
{(a,o)la ER} ct overeenkomt met optelling en vermenigvuldiging met 
elementen uit R. 
Als z = ( a , b ) dan z = ( a , 0 ) + ( 0 , b ) = ( a , 0 ) + ( b , 0 ) . ( 0 , 1 ) ; dan 
volgt z = (a,b) =a+ bi met a,b reeel. Ieder complex getal is dus 
op deze wijze voor te stellen. 
b heet het imaginaire geueelte van z notatie Imz 
a heet het reele gedeelte van z. notatie Rez 
Va2 + b2 heet de modulus van z. Notatie lzl. Als z E ~ en z = (a,b) dan 
, 
definieren we i als (a,-b). 
a. 
b. 
c. 
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Pro;positie zz = lzl2 voor z € a: 
Pro:eositie z + z = 2 Rez; z - z = 2 Imz. 
Pro;positie I I voldoet aan de volgende eigenschappen 
I z I > 0 Vz E V en 
-
lz1+z2I < lz1 j + lz2l 
I Z 1 z2 I = j z 1 j j z2 I • 
;::: 0 ~ z = 0 
Schematisch verkrijgen we de optelling van elementen uit a: 
door samenstelling van vectoren. De lengte van de "vector" z is 
precies jzj. Hieruit volgt pla-
' 
' 
co 
nimetrisch de vorige propositie. 
We definieren het argument van z 
als bg l:.g £. . 
a 
Definitie. Een rij punten {zn}n= 1 van het complexe vlak heet een 
fundamentaalrij indien jzn-zml < s voor r.,m > N0 . 
Nu geldt de volgende stelling die een generalisatie is van de stelling 
van Cauchy voor de reele rechte, 
Stelling. Elke fundamentaalrij in (I! convergeert in <t. M. a. w. : Als 
{zn}:= 1 een f. rij is in a: dan bestaat z E ~ (eenduidig bepaald) zodat 
lz-znl < s voor n > n0 . 
De overgang van R naar ~ heeft enige consequenties waar we overigens 
nu niet op ingaan. 
I.h.b. blijkt het nu niet mogelijk een ordening opt in te voeren die 
analooge eigenschappen bezit 
Dit heeft zekere consequenties. 
als de ordening die op~ bestond. 
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§3. Reele functies, continuiteit. 
Definitie. Zij X een verzam.eling van reele getallen. Dan is een reele 
functie op X niets anders dan een afbeelding f van X naar R. Slordig 
noteren we i.p.v. f ook f(x). 
Beschouw f(x) = V1-x (later zullen we het begrip vierkantswortel exact 
formuleren). 
Dan geldt dater alleen een voorschrift is voor x ~ 1, want voor x > 1 
is er geen reele waarde waar f(x) gedefinieerd is. Dus deze functie is 
gedefinieerd op X = {x E 1R I x ~ 1}. Wil men f definieren op de gehele 
reele rechte dan dient men nog te definieren welke waarden f(x) aanneemt 
voor x > 1. 
Een rij is nu niets anders dan een functie gedefinieerd op de verzam.e-
ling der natuurlijke getallen, immers voor elk natuurlijk getal n is er 
een voorschrift dat aan n een reeel getal toevoegt. Afgezien van dit 
geval zal X in de regel een interval zijn. 
Als fen g functies zijn die op X c R gedefinieerd zijn, dan noemen we 
f + g die functie op X die gedefinieerd is door (f+g)(x) = f(x)+g(x). 
Analoog definieren we het product f.g. van fen g door (f.g)(x) = 
= f(x)g(x). Ook kan men als g(x) ~ 0 voor x EX definieren, het quo-
tient van fen g n.l. !, door !(x) = ~-g g g\XJ 
Als f gedefinieerd is op X en g gedefinieerd is op Y ~ f(X) dan bestaat 
ook de sam.enstelling g O f van fen g (zie vroeger). 
Zij nu een functie f(x) gedefinieerd op X c Ren zij a een verdichtings-
punt van X. Dan zeggen ~ dat f(x) in!: de limiet b heeft en we schrijven 
lim f(x) = b indien geldt: Bij elke omgeving B van b bestaat een omgeving 
r~an a zodat uit x EA n X, X ~ a steeds volgt f(x) EB. Schematisch 
is voor elke B de situatie als volgt 
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A afh. van B. 
Anders gezegd: lim f(x) = b indien voor elk positief getal E een posi-
' tief getal o be~tat zodat O < Ix-al < o, x EX, impliceert 
!r(x)-b I < E. 
Als lim f(x) bestaat, dan is deze eenduidig bepaald. 
x-+a 
Nag enkele begrippen. 
lim f(x) = b (d.w.z. f(x) heeft een rechterlimiet bin a) 
x+a 
indien voor Y E>O .3 o>O zodat a < x < a + o impliGeert If( x)-b I < E 
lim f(x) = b (d.w.z. f(x) heeft een linkerlimiet bin a) 
x+a 
indien voor V e>O 3 o>O zodat ao < x ~ a impliceert I f(x)-b I < E 
lim f(x) = b (d.w.z. f(x) heeft voor x->- 00 ,"c limiet b) 
x-+"" 
indien V E>O 3M > 0 zodat Ix I > M impliceert I f(x)-b I < E. 
Bewijs zelf de volgende belangrijke stelling. 
Stelling 1. Zij X c Ren zij a een verdichtingspunt van X. 
Dan geldt de volgende equivalentie 
(i) lim f(x) = b 
(ii) f;~r alle rijen {x.}~ 1 met lim x. = x, J. i= i-+<» J. 
lim f(x.) = b 
• J. 
J.-+oo 
x. + x geldt 
J. 
We hebben voor limieten van functies de volgende rekenregels: 
,, 
Stelling 2. Laten twee functies f(x) en g(x) beide gedefinieerd zijn op 
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een verzameling X, en a een verdichtingspunt van X, 
en laten f(x) en g(x) in a de eindige limieten b resp. c hebben. 
Dan geldt 
I. lim {f(x) + g(x)} = b + C 
x+a 
II. lim f(x) . g(x) = b.c 
x+a 
III. lim 1 1 als b ~ O. f\XJ=b, 
x+a 
Bewijs ~ II. Zij E > 0 willekeurig en zij K = max (!bl + 1,lcl) 
We hebben 
lr(x)g(x) - bcl = lr(x)g(x) - f(x).c + f(x).c - bcl 
::=; lr(x)I • lg(x) - cl+ lei • lr(x) - bl. 
Omdat lim f(x) = b en lim g(x) = c kunnen we (door de doorsnede van 
x+a x+a 
enige omgevingen te nemen) een omgeving A van a vinden met de vol-
gende eigenschappen: 
als x EA, x EX, en x fa. 
lr(x) - bl < 1, dus lr(x)I ::=; lbl + lr(x) - bl < lbl + 1 
en verder lr(x) - bl < ~K lg(x) - cl < ~K• 
Voor zulke xis dan ook 
lr(x)g(x) - bcl ::=; Klg(x) - cl + Kif(x) - bl < K. ~K + K ~K = E, 
Hieruit volgt het gestelde. 
Definitie. Stel f een functie gedefinieerd op X c Ren a EX. Dan heet 
f continu in het punt a EX indien 
'-1 E > 0 3 o > 0 zodat Ix - al < o ~ lf(x) - f(a) I < E. 
Indien f continu is in elk punt x EX dan heet f continu op X. 
Opmerking. Indien a een v.d.p. is van X dan is blijkbaar continuiteit in 
a precies hetzelfde als de eigenschap lim f(x) = f(a). 
x+a 
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Stelling 3. De som, het product en het quotient van twee continue func-
ties gedefinieerd op X c R is weer continu op X. De samenstelling van 
twee continue functies is weer continu. 
Bewijs. Het eerste gedeelte volgt direct uit de vorige stelling. Het be-
wijs van het tweede gedeelte wordt aan de lezer overgelaten. 
Toepassingen 1. De functie f(x) =xis gedefinieerd op Ren overal con-
tinu. Het is de identieke afbeelding van R op R. Ook volgt dat i.h.a. 
f(x) = xn(n = 1,2, •• ) continu is. Immers deze functie is het product van 
de continue functies x, x, x, ••• 
~
m ~~ 
ax + a 1x + ••• + a 1x + a0 Stel nu f(x) = _m ___ m_- _________ _
m m-1 bx + b 1x +•••+bx+ b m n- 1 0 
a 
Dan is f blijkbaar ook continu op R \ {O}. Definieert men f(O) = bm 
dan is f continu op R. We hebben dusilet definitiegebied van f uitfe-
breid met o(verdichtingspunt van X = R \ {O}). In feite hebben we dus 
eigenlijk een nieuwe functie gedefinieerd. 
2, Stel f(x) = c een vaste constante en wel voorVx ER. Dan is f continu. 
Definitie. Zij f: X c ~ + ~ een reele functie,f heet monotoon stijgend 
(monotoon niet dalend) op X indien x1 > x2 ·> x1, x2 EX impliceert 
f(x1) > f(x2 ) (f(x1) 2:.. f(x2 )) f heet monotoon dalend (m6notoon niet 
stijgend) indien x 1 > x2 x 1 , x2 EX impliceert f(x 1) < f(x2 ) 
(f(x1) .:_ f(x2)). 
Voorbeeld. De functie f(x) = 
0 
n 
x is monotoon stijgend op x = [0,00 ) 
Hoofdstuk 3. 
§1 Metrische ruimten, het begrip topologie. 
Zij X een verzameling, en zij R+ de verzameling der niet negatieve ge-
tallen. 
Een functie 
+ p :XxX+R 
heet een metriek voor X, indien voor alle x,y,z EX geldt dat 
(i) p(x,y) = 0 @x = y 
p(x,y) = p(y,x) (ii) 
(iii) p(x,z) ~ p(x,y) + p(y,z) (driehoeksongelijkheid). 
Het paar (X,p) heet dan een metrische ruimte. p(x,y) heet de afstand 
tussen x en y. 
De verzameling B (p) = {x € X I p(x,p) < r} (r > 0) heet de (open) bol, 
r 
met straal r en middelpunt p 
Voorbeelden. 
I. Voor een willekeurige verzameling X kunnen we definieren 
{
p(x,y) = 0 
p(x,y) = 1 
als 
als 
Dan is (X,p) een metrische ruimte. 
X = y 
(x,y € X) 
X 'it y 
II. Zij R de verzameling der reele getallen. Indien p(x,y) = lx-yl 
(x,y ER) dan is (R,p) een metrische ruimte. 
III. (Generalisatie van II), Zij 
n 
R = {(x1, ••• , xn)' I xi ER voor i = 1,2, ••• , n}. 
we 
, 
p(x,y) = 
n 
{t 
i=1 
2 ]._ (x. - y.) }2 
J. J. 
... , y) E Rn dan definieren 
n 
We zullen bewijzen dat peen metriek is voor Rn. Eerst tonen we echter 
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aan de volgende 
Hulpstelling. Indien pi, qi c R voor i = 1,2, ••• , n dan geldt 
n 
( Z: 
i=1 
2 n 
p. q.) ::; ( Z: 
J. J. i=1 
2 p. ) 
J. 
n 
( Z: 
i=1 
2 q. ) • 
l 
(ongelijkheid van 
Cauchy Schwarz) 
Bewijs. 
Voor alle reele t geldt 
0 ::; 
n 
( ) 2 2 r p.t + q. = t 
• 1 J. J. i= 
n 
E 
i=1 
2 p. 
l 
2t 
n 
Z: 
i=1 
n 
p.q. + E 
l l i=1 
2 q. • 
J. 
Maar dan is de discriminant van de kwadratische vorm in het rechterlid 
::; 0 d.w.z. 
n 2 n 2 n 2 4( Z: p.q.) - 4( E p. ) ( Z: q. ) ::; 0 
i=1 l 1 i=1 l . 1 1 1= 
n 2 n 2 n 2 
of ( Z: p.q.) ::; ( Z: p. )( E q. ) • 
i=1 1 1 i=1 1 i=1 1 
Bewering (*) is een metriek voor R n 
Bewi,js. 
Van de drie eisen, die aan een metriek ZJ.Jn gesteld, zijn de eerste twee 
evident. We behoeven dus slechts de driehoeksongelijkheid te bewijzen. 
D.w.z. we moeten aantonen dat 
n 2 ! n 2 l n 2 ! { E (x.-z.) } ::;{ E (x. -y.) } 2 + { Z: (y.-z.) } 
i=1 1 1 i=1 J. 1 i=1 1 1 
Ofwel als men stelt x.-y. = p., y.-z. = q. ( zodat x.-z. = p.+q.), 1 1 1 1 1 1 1 1 1 1 
n n n 2 i i 2 2 2(Ep.2)2 (Eq.2)2 E (p.+q.) ::; E p. + Z: q. + 
i=1 1 1 i=1 1 i=1 1 1 1 
i.e. i i n n n 
2 E ::; 2( E 2)2 ( E 2)2 piqi p. q. 
i=1 i=1 1 i:;:1 1 
maar,dit volgt onmiddellijk uit de hulpstelling. 
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(Rn,p) heet de n-dimensionale Enclidische ruimte (voor n = 1 is dit de 
rechte lijn, voor n = 2 het platte vlak.). 
IV. Zij H = {(x1' x2 , ••• ) I xi 
Indien voor alle x = (x1 ,x2 , • • • 
p(x,y) wordt gedefinieerd door 
00 
p(x,y) = { ~ 
i=1 
€ R voor 
) E H en 
2 i' (x.-y.) }2 
1 1 
i = 
y = 
00 
1 ,2, ~ 2 ... ; x. < 00 . 
i-1 1 (y-1,Y2, ••• ) € H 
dan kunnen we weer aantonen dat peen metriek is voor H.(H,p) heet de 
(separabele) Hilbertruimte. Notatie i 2 
Zij (M,p) een metrische ruimte. Zij p EM. Een verzameling G c M heet 
een oflgeving ~ p, indien er een bol B (p) bestaat zodanig dat 
r 
B (p) CG. 
r 
In het bizonder is B (p) een omgeving van 
r 
q EB (p). Immers, als q EB (p\laat s = 
r r 
pen ook van elk punt 
r-p(p,q), dan XE B (q) ~ 
s 
~ p(x,q) < s ~ p(x,p) ~ p(x,q) + p(p,q) < s + p(p,q) = r ~ x € B (p). 
r 
Dus q EB (q) c B (p). 
s r 
Een niet lege verzameling O c M heet open indien O omgeving is van 
elke p € 0 of equivalent wanneer bij elke p E O een r > 0 bestaat zodat 
p EB (p) c O. I.h.b. is elke bol B (p) voor p € M,r > 0 een open verza-
r r 
meling van M; M zelf is een open verzameling van M. De lege verzameling 
is per definitie open. 
Gana dat een verzameling G c M juist dan een omgeving is van p EM 1n-
dien er een open verzameling O van M bestaat zodat p E O c G. 
We bewijzen nu twee fundamentele eigenschappen van open verzamelingen in 
een metrische ruimte. Deze eigenschappen zullen we gebruiken in de defi-
nitie van het begrip topologische ruimte - welk begrip dan als een gene-
ralisatie van het begrip metrische ruimte kan warden opgevat. 
Bewering: Zij (X,p) een metrische ruimte. 
(i) De vereniging van een willekeurige familie van open verzamelingen 
is een open verzameling. 
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(ii) De doorsnede van een eindige familie van open verzamelingen is 
een open verzameling. 
(i) Zij {O I a€ A} een collectie open verzamelingen van Men zij 
a 
0 = u{O I a€ A}. Laat peen willekeurig punt zijn van 0. Blijkbaar 
a 
bestaat er een index a€ A zodat p € 0. Omdat O is open bestaat r > 0 
a a 
zodat p € B (p) c O. Blijkbaar geldt nu ook p € B (p) c O. Dus volgt 
r a r 
dat ook O open is. 
(ii) Het is voldoende aan te tonen dat de doorsnede van twee open ver-
zamelingen weer open is (Ga dit na). Zij o1 en o2 open verzamelingen 
en p € o1 n o2 willekeurig. Kies r,s zodat p € Br(p) c o1 en 
p € B
8
(p) c o2• Zij t = min(r,s). Dan p € Bt(p) c o1 n o2 waaruit volgt 
dat inderdaad o1 n o2 open is. 
Opmerking. De doorsnede van oneindig veel open verzamelingen is i.h.a. 
niet open! 
Definitie. Zij X een verzameling. Een familie T van deelverzamelingen 
van X heet een topologie ~ X indien 
( i) ¢ € I X € I 
(ii) de vereniging van elke deelfamilie van 1 tot I behoort 
(iii) de doorsnede van elke eindige deelfamilie van I tot 1 behoort. 
Het paar (X,I) heet dan een topologische ruimte. 
De verzamelingen O € ! heten (1)-open. 
In plaats van de elementen van X spreken we van de punten van de topo-
logische ruimte (X,T). 
Voorbeelden. 
1) Zij X een verzameling. Indien I de familie van alle deelverzame~ 
lingen: is, dan is (X,I) een topologische ruimte. 
I heet dan de discrete topologie op X. 
2) Zij X een verzameling. Indien I= {¢,X} dan is (X,I) een topologi-
sche ruimte. I heet de indiscrete topologie voor X. 
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Opmerking. Indien I 1 en I 2 twee topologieen ziJn voor X zodanig dat 
I 1 c I 2 , dan heet I 1 kleiner {grover) dan I 2; I 2 heet grater (fijner) 
dan I1• De discrete topologie is de fijnste topologie en de indiscrete 
topologie is de grofste topologie voor X. 
3) Zij (X,p) een metrische ruimte. Indien I de familie van alle open 
verzamelingen is (zoals hierboven gedefinieerd, dan is (X,I) een topo-
logische ruimte. I heet de metrische topologie (geinduceerd door de 
metriek p). 
Indien (X,I) een topologische ruimte is en indien er een metriek 
p voor X bestaat, zodanig dat de door p geinduceerde topologie juist 
I is, dan heet (X,I) metrizeerbaar. Niet elke topologis;he ruimte is 
metri zeerbaar .• 
4) De reele rechte is een metrische ruimte. De metrische topologie 
heet wel de gewone of euclidische topologie op fil. Analoog•spreken we 
van de gewone of euclidische topologie op Rn. 
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2. Enkele funda.mentele begrippen ~ topologische ruimten. 
Zij X een topologische ruimte (wanneer geen verwarring mogelijk is zul-
len we i.p.v. de topologische ruimte (X,I) steeds praten over de topo-
logische ruimte X). 
Als Uc X een punt p bevat dan heet U een omgeving van .l2. indien er 
een open verza.meling O bestaat zodat p E O c U. 
Gana dat een verza.meling Gopen is in X d.e.s.d. wanneer Geen omgeving 
is van elk van zijn punten. 
Dit begrip omgeving komt overeen met het begrip omgeving zoals gedefi-
nieerd voor metrische ruimten op blz. 33, wanneer we {zoals gebruikelijk) 
de metrische toplogie beschouwen. 
Een verza.meling F c X heet gesloten wanneer X \ F open is (in de 
topologische ruimte X). 
Voorbeelden. 
I X en t zijn gesloten 
II In elke.metrische ruimte(X,p) is de verza.meling 
S (p) = {x I p(x,p) ::; r} 
r 
gesloten ( "gesloten bol") ( r > 0). 
Bovendien is elke verzameling die uit een punt bestaat gesloten. 
1 1 is de verzameling {0,1,2 ,4 , ... } gesloten, de 
echter niet. 
In de reele rechte 
. {1 1 1 } verza.meling ,2 ,4 , ... 
III 
Stelling. Zij (X,I) een topologische ruimte. 
(i) , De doorsnede van een willekeurige familie van gesloten verzame-
lingen is weer een gesloten verzameling. 
(ii) De vereniging van een eindige familie van gesloten verzamelingen 
is weer een gesloten verzameling. ,, 
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Bewijs. Ga dit zelf na. 
Als ~u A een verzameling is in een topologische ruimte X, dan is de 
doorsnede van alle gesloten verzamelingen die A omvatten kennelijk de 
kleinste gesloten verzameling die A omvat. Men noemt deze verza.meling 
het gesloten omhulsel of de afsluiting van A (in X); notatie A. 
Ten aanzien van de afsluiting gelden de volgende eigenschappen. 
Stelling 1. A u B = A u B 
A is gesloten ~A= A 
== 
A= A. 
Opmerking. Voor open verzamelingen heeft men iets analoogs 
(i) de vereniging van alle open verzamelingen cA is de grootste open 
verza.meling cA. Men noemt deze verzameling het inwendige m A; notatie 
AO. 
(J.• 1·) A . ~ AO A is open"T"'7'"" = • 
Een verzameling A in een topologische ruimte X heet (overal)dicht 
als A = X. 
We zullen hieronder enkele andere karakteriseringen van de begrippen 
"gesloten verzameling" en afsluiting geven. 
Zij A een verza.meling in de topologische ruimte X. Een punt p EX 
heet verdichtingsvunt van A, indien voor iedere omgeving U van p geldt p 
dat U n (A \ {p}) ;t cp. p 
Merk op dat deze definitie van verdichtingspunt overeenkomt met de 
vroegere definitie voor de reele getallen. 
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Voorbeeld. In de reele rechte is O verdichtingspunt zowel van de verza-
meling {O,~,t,~, ••• } als van de verzameling.{¾,¾, ••• }. 
Stelling 2. Een verzameling is dan en slechts dan gesloten indien A de 
verzameling van zijn verdichtingspunten bevat. 
. 
Bewijs. Zij eerst A gesloten en peen verdichtingspunt van A. 
We moeten aantonen p E A. Onderstel p if A. 
Blijkbaar is dan U = X \ A een omgeving van p. Omdat Un {A\ {p})= ¢ kan 
p nooit een v.d.p. van A zijn. Tegenspraak, dus p EA. Omgekeerd, als 
elk v.d.p. van A element is van A, moeten we bewijzen dat A gesloten 
is. Laat q EX\ A willekeurig 
Blijkbaar is q geen v.d.p. van A, dus er bestaat een omgeving U van q q 
zodat U n A \ {q} = 0 i.e. U n A = ¢ (want q if A) en ook U' c X \ A. q q q 
X \ A is dus open omdat deze verzameling een omgeving is van elk van 
zijn punten. Inderdaad volgt nu dat A gesloten is. 
Inwendige, uitwendige en rand van een verzameling. 
Stel X een topologische ruimte. Met AO noteren we het inwendige van een 
deelverzameling A. Het complement van een deelverzameling A noteren we 
als AC. 
Bewering AO= Ac-c. 
Bewijs. Omdat E c A4==?Ac c Ec merken we op dat de open verzamelingen 
E c A precies de complementen zijn van gesloten verzamelingen ~Ac. Dus 
AO= u {Fe I Fis gesloten en F ~Ac}= n { F gesloten en 
F ~Ac} c = Ac-c. 
Definitie. Is A een willekeurige deelverzameling van een topologische 
ruimte X dan valt X uiteen in drie disjuncte deelverzamelingen. 
(a) Ac-c = AO net inwendige van A 
(b) -c ··· cO A = A het uitwendige van A 
(c) ( -c c-c)c = A n Ac- de rand van A, notatie b(A). A u A , 
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Punten van het inwendige, uitwendige of de rand van A heten respectie~ 
velijk inwendige punten, uitwendige punten en randpunten van A. 
Voorbeelden. 2 2 2 I ., Stel A c IR , A = {(x,y) I .?£_ + L :5: 1 }. a,b ~ o. 
a2 b2 
2 2 
Het inwendige van A is {(x,y) .?E._ + L < 1}; het ui twendige van A is 
a2 b2 
2 2 2 2 
{(x,y) I .?£_ + L 
a2 b2 
>1 }; de rand van A is {(x,y) I .?£_ + L;,,: 1 }. 
a2 b2 
Hoe vreemd de rand van een verza.meling er i.h.a. uit kan zien getuige 
het volgende voorbeeld. 
II. Stel Q de deelverza.meling van R bestaande uit de rationale getallen. 
Het ui twendige van Q is </>, het ui twendige van Q is cp en de rand van Q 
is IR. 
III.Beschouw !Rn met de gewone topologie (n vast). 
Zij S (p) = {x E Rn I p(x,p) :5: r}. 
r 
Bewijs dat het inwendige van S (p) gelijk is aan B (p) = 
r r 
= {x E !Rn I p(x,p) < r}; het uitwendige van S (p) = {x E !Rn I p(x,p) "Hr} 
r 
en de rand van S (p) = {x E !Rn I p(x,p) = r}. 
r 
Geldt deze eigenschap in elke metrische ruimte ?? 
III,Stel A een deelverza.meling van een topologische ruimte X 
pis een randpunt van A#. Iedere omgeving van p bevat zowel van A als 
C 
van A punt en. 
Bewijs ook dat A= Au b(A) 
Als A open is in X toon dan aan dat b(A) n A= cp. 
Deelruimten ~~ topologische ruimte. 
Stel (X,I) een topologische ruimte. Een deelverza.meling Y van X maken 
we tot een topologische ruimte door als stelsel open verza.melingen te 
nemen I 1 = I n Y ={Un Y I ·u e: I}. (Y,1 1) heet een deelruimte van (x,I). 
De topologie op Y heet de relatieve topologie. 
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Wanneer we dus nu een willekeurige deelverzameling Y van een topologische 
ru~mte bekijken, dan is Y blijkbaar open en gesloten in de deelruimte Y 
doch niet noodzakelijk open in X. Hieruit blijkt weer duidelijk dat het 
begrip open geen absolute betekenis heeft. We moeten expliciet de ruimte 
vermelden waar we de topologie van bedoelen. 
Voorbeelden 
I~ Een segment [a,b] is een deelruimte van de reele rechte R. 
II. De verzameling Q der rationale getallen is een deelruimte van de 
reele rechte R. De deelverzamelingen {x € Q I a< x < b, a,b irrationale 
getallen} zijn zowel open als gesloten deelverzamelingen van de deel~ 
ruimte Q (maar niet van R). 
III-De verzameling der natuurlijke getallen is met de relatieve topologie 
(geinduceerd door R) een discrete topologische ruimte. 
Stel nu (X,p) een metrische ruimte. Xis dus een topologische ruimte 
d.m.v. de metrische topologie 
Een deelverzameling Y van Xis op natuurlijke wijze een metrische 
ruimte (Y,p') als we afspreken dat de afstand p' (y,z) tussen twee punten 
y,z van Y gelijk is aan p(y,z). Op natuurlijke wijze is dus op Y de 
metrische topologie geinduceerd. Nu is het gemakkelijk in te zien dat 
deze topologie op Y samen valt met de relatieve topologie op Y (gein-
duceerd door X). 
Continue afbeeldingen. 
Laten X en Y topologische ruimten zijn. 
Een functie f: X ➔ Y heet continu .!Il. x0 € X indien bij iedere omgeving 
V van f(x0) in Y een omgeving U van x0 in x bestaat zodat f(U) c V. Een 
functie f: X ➔ Y heet continu indien f continu is in elk punt van X. 
Stelling 3. Een functie f: X ➔ Y is dan en slechts dan continu indien 
voor iedere open verzameling O van Y de verzameling f- 1(0) = 
= {x EX I f(x) E O} open is in X. 
Deze ct.efinitie van continuiteit is zeer algemeen en deze kunnen we dus 
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ook toepassen om het begrip continuiteit te onderzoeken bij afbeeldingen 
tus·sen metrische ruimten en i. h. b. bij afbeeldingen tussen reele getallen. 
Stelling 4. De samenstelling van twee continue functies is weer continu. 
In formule: Als X,Y,Ztopologische ruimten zijn en f:X-+ Y g:Y-+ Z zijn continu.;:; 
afbeeldingen dan is oak g O f: X-+ Z continu.' 
Bewijs. Dit volgt gemakk.elijk uit de vorige stelling. 
Stelling 5. Een afbeelding f van een metrische ruimte (X,p) naar een 
metrische ruimte CY,cr) is dan en slechts dan continu in x0 EX indien 
bij iedere £ > 0 een o > 0 is te vinden zodanig dat 
cr(f(x), f(x/) < £ voor alle x EX die voldoen aan p(x,x0 ) < o. 
Bewi.js. Veronderstel eerst dat f continu is. Stel x0 EX en kies £ > O. 
Blijkbaar is B£(f(x0)) = {y E YI cr(f(x0 ),Y) < £ }een omgeving van 
f(x0) in Y. Omdat f continu is bestaat er een omgeving U van x0 in X 
zodat f(U) c B£(f(x0)). Uit de definitie van omgeving en open verz. in 
X volgt dater een o > 0 bestaat zodat B0 (x0 ) = {x EX I p(x,x0)<o}cU. 
Nu geldt als p(x,x0) < o dan x EU dus f(x) E B£(f(x0)) d.w.z • 
. cr(f(x), f(x0) <£.En hiermede is het eerste deel van de stelling aan-
toond. 
Zij omgekeerd f een afbeelding die aan de eis in de stelling voldoet. 
Zij Veen omgeving van f(x0) in Y. Uit de definitie van omgeving en open 
verz. in de metrische ruimte Y volgt dater een £ > 0 bestaat zodat 
B£(f(x0)) c V. Kies bij deze £ een positief getal o zodat p(x,x0 ) < o 
impliceert cr(f(x), f(x0) < e. Dan is U = B0 (x0) een omgeving van x0 die 
door f binnen V wordt afgebeeld. Dus f is continu in x0• 
Definitie.Zij f een afbe~lding van een metrische ruimte (X,p) naar een 
metrische ruimte (Y,cr). Dan heet f uniform continu indien 
ti£>0 38>0 
-irnor Va E X. 
zodat p(x,a) < o ~ cr(f(x), f(a)) < £ 
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Het begrip uniforme continuiteit is niet een topologisch begrip doch 
een metrisch begrip. Immers door verandering van metriek kan een uni-
form continue functie overgaan in een niet uniform continue functie. 
Maar zoals we later zien is onafhankelijk van pen a een functie gede-
finieerd op een compacte metris~he ruimte steeds uniform continue. 
I.h.b. is een continue functie gedefinieerd op een kubus 
{x € ~nja. < :x. < b.} uniform continu. i - i - i 
Passen we de definitie van continuiteit en bovenstaande stelling toe 
n 
op de R dan krijgen we 
Stelling 6. Een afbeelding f van een deelverzameling Kc ~n in ~n is 
dan en slechts dan continu ina == (a 1·, ••• ~a.) ind.ien V € > O Jo > O n 
zodat voor alle x = (x 1, ••• ,xn) met 
v~ 
i=1 
2 (x.-a.) < o 
i i 
( 1 ) 
geldt ((f(x)). - (f(a)). )2 < € 
i i 
(2) 
Hierbij stelt (f(x)). en (f(a)). de i'de coordinaat van f(x) resp 
i i 
f(a) voor. 
Voor het geval m = 1. (reele functies) kan men i.p.v. (2) schrijven 
jf(x) - f(a)I < & 
en als ook n = 1 kan men i.p.v, (1) schrijven Ix-al < o, 
Zodoende krijgt men in dit geval overeenstemming met het begrip 
continuiteit zoals gedefinieerd voor reele functies op blz. 29, 
Ga zelf na dat ook het volgende geldt 
Stelling. Een afbeelding f van een d 1 1 . K c \Rn ~n rom ee verzame ing .,_ 1"l 
is dan en slechts dan continu in a= (a 1 , ••• ,an) van \Rn indien 
max 
i=1, •. ,n 
~ o > 0 zodat voor alle x 
Ix. -a. I < o 
i i 
geldt 
= (x1 , ••• ,xn) met 
max 
i= 1 , •• ,m 
j((f(x)). - (f(a)).j < £. 
i i 
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Afbeeldingen van deelverzamelingen K van Rn naar B komen op natuurlijke 
wijze te voorschijn bij het bestuderen van functies van meerdere varia-
belen, 
Immers ZlJ f(x 1,x2 , ..• ,xn) een grootheid die afhankelijk is van de 
variabelen x 1, ••• ,x waarbij a. < x. < b .• Dan is deze grootheid niets n l - l - l 
anders dan een functie f van Kc ~n naar R met K = {x E ~n!a. < x. < b.}. 
l - l - l 
Als nu bv. gegeven is dat f continu is in alle variabelen x 1, ••• ,xn 
tezamen dan wil dit niets anders zeggen dat f: K ➔ ~ een continue 
afbeelding is. 
Vervolg van de algemene topologie. 
Definitie. Zij f een eenduidige continue afbeelding van een ruimte X 
-1 
op een ruimte Y. Als ook de inverse afbeelding g = f van Y op X 
continu is dan heet f een homeomorfisme. Dit is d.e.s.d. het geval 
wanneer f de open verzamelingen van X afbeeldt op de open verzame-
lingen van Y. Twee ruimten X en Y waartussen een homeomorfisme bestaat 
heten homeomorf (of topologisch equivalent). Topologisch kan men bij 
homeomorferuifuten geen onderscheid zien~ 
§3, Samenhang 
Definitie. Een topologische ruimte X heet samenhangend wanneer ¢ en 
X de enige zowel open als gesloten deelverzamelingen van X zijn. 
Een deelverzameling A van een topologische ruimte X heet samenhangend 
wanneer A als deelruimte samenhangend is. 
Voor het gemak zullen we een zowel open als gesloten deelverzameling 
van een topologische ruimte opgesloten noemen. 
Voorbeelden. 
I. Een rcimte bestaande uit een punt is samenhangend, 
II. De reele rechte ~ met de gewone topologie is samenhangend. 
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Bewijs. Veronderstel dater toch een niet lege opgesloten 
deelverzameling A van~ bestond. 
Stel B = R\A. Kies a E A en b E B, we mogen onderstellen dat a < b. 
Zij p = sup (A n -[a ,b]). p behoort tot A want p is een punt van A of 
een verdichtingspunt van A en A is gesloten. Iedere (rechter) 
omgeving van p bevat punten van R\A = B, dus A is niet open, Tegen-
spraak. Op dezelfde wijze bewijst men dat ieder segment samenhangend 
is. 
III. De enige samenhangende deelverzamelingen van R zijn intervallen 
[a,b], (a,b], [a,b), (a,b), met a,b al of niet 00 (( 00 ,b] betekent 
{xjx ~b} enz,). 
IV, De deelverzameling Q van~ bestaande uit alle rationale getallen 
is niet samenhangend. (als a,b irrationale- getallen zijn, a< b, 
dan is {x E Qja < x < b} een niet lege opgesloten verzameling van Q 
die f Q is. 
Stelling.1 Een topologische ruimte Xis dan en slechts dan niet samen-
hangend, wanneer er twee deelverzamelingen A en B bestaan met 
1 ) 
2) 
3) 
A f ¢,Bf¢ 
AuB=X·.AnB=¢ 
., 
A en B gesloten in X. 
Het is gebruikelijk om een niet samenhangende ruimte X splitsbaar 
te noemen. Als X =Au B terwijl A en B aan 1) t/m 3) van de vorige 
stelling voldoen dan heet (A,B) een splitsing van X. 
Stelling 2. Stel X een topologische ruimte en A een samenhangende deel-
verzameling van X. Dan is 7'f. samenhangend. 
Bewijs. Stel C een opgesloten deelverzameling van A, we moeten aantonen 
dat C =¢of C = A, 
C n A is een opgesloten deelverzameling van A en omdat A samenhangend 
is, geldt blijkbaar C n A= 0 of C n A= A. C n A= 0 implieert 
Ac A\C. Omdat A\C gesloten is in A (want C is open in A) en dus in X 
volit Ac A\C d.w.z. C =¢.De tweede onderstelling C n A= A impliceert 
dat Ac C en omdat C gesloten is in A (en dus in X) ook Ac C 
d.w.z. C = A. 
Stelling 3. (generalisatie van de vorige stelling). 
Zij A een samenhangende deelverzameling van een topologische ruimte X. 
Als Ac B c A, dan is B samenhangend. 
Bewijs: Opgave. 
Stelling 4. Zij {A la EI} een familie samenhangende verzamelingen 
a 
van een topologische ruimte en veronderstel, dat voor elk paar (a,8) 
geldt A· n A~ f ¢. Dan is U {A I a E I} samenhangend, 
a -~ a 
Toepassing, 
1) De deelverzameling A van IR2 gedefinieerd door A= {(x,y) E R2/y/x: 
•is rationaal} is samenhangend (merk op dat A = U {A I a is rationaal} 
a 
met A = {(x,y)ly = ax} en pas de vorige stelling toe), 
a 
2) De ruimte !Rm m ~ 1 is samenhangend, 
Bewijs. Schrijf IRm als lRm = U {S la E !Rm} met S = {x E Rmlx. = Aa,}. 
a a 1 1 
Elke verzameling S is samenhangend want A~ Aa 1 , .•• ,Aa ) bewerk-a n 
stelligt een homeomorfisme tussen ~ (die samenhangend is) en S. 
a 
Omdat San Sb ~f~voor alle a, b E !Rm volgt uit de vorige stelling 
dat lRm is samenhangend. 
Een zeer belangrijke stelling is de volgende : 
Stelling 5. Zij f een continue afbeelding van de ruimte X op de ruimte 
Y. Als X samenhangend is, dan is ook Y samenhangend. Kortweg het 
continue beeld van een samenhangende ruimte is samenhangend. 
Bewijs. Zij Z een zowel open als gesloten deelverzameling van Y. Dan 
is ook f-\z) zowel open als gesloten in X. Dus, omdat X is samenhangend, 
f- 1(z) =¢of f- 1(z) = X. Dus Z = Y of Z = ¢. Hieruit volgt dat Y 
samenhangend is. 
Gevolg. Zij f een continue afbeelding van een samenhangende ruimte X 
n 
naar IR. (b.v. een continue afbeelding van IR naar IR of een gewone 
reele functie f: IR+ IR off: X +~met X samenhangend in~). ,. 
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Dan kan f(X) alleen de volgende vormen aannemen (-00 ,a), (-00 ,a], 
(a,b], [a,b], [a,b), [a,00 ), (a,00 ) of f(X) is eenpunt. 
I,h.b. volgt dat de functie met elke twee waarden f(x) en f(y) die ze 
aanneemt ook elke waarde u met f(x) < u < f(y) aanneemto Dit laatste 
resultaat staat bekend als de tussenwaardestelling ~ continue 
functies). 
Toepassing. Zij f een monotoon dalende of stijgende functie van een 
samenhangende deelverzameling X van R naar R. 
. -
1 f t· Dan is f : X ➔ X weer con inu. 
Bewijs. We merken op dat fX blijkbaar een samenhangende deelverzameling 
is van X. Ook merken we op dat f 1-1-duidig is immers 
x 1 f x2dan x 1 > x2 of x 1 < x2 dus f(x1) > f(x2 ) of f(x 1) < f(x2 ). We 
zullen aantonen dat als (a,b) c X dan f(a,b) = (f(a), f(b)). Hieruit 
volgt de continuitei t van f. Inderdaad, het is duidelijk dat als 
x E (a,b) dan f(x) E (f(a), f(b)) omdat f monotoon iso Omgekeerd als 
y E ( f( a), f(b)) dan volgens de tussenwaarde stelling 3x E X zodat 
f(x) = y, Uit de monotonie van f volgt weer x E (a,b). 
Opgave. Zij f een continue functie van een samenhangende ruimte X naar 
R. Als gegeven is dat fin elk punt van X een lokaal maximum aanneemt 
() omgeving U van het punt x zodat f(y) .::_ f(x) voor y EU) bewijs dan 
dat f een constante is. 
n Definitie. Een open samenhangende verzameling van R heet een gebied 
Definitie. Een deelverzameling A van Rn heet een gesloten jordankromme 
indien er een homeomorfisme bestaat van de deelruimte {(x,y) E R2 Jx2 + y2 = 1} 
(= cirkel) op A. 
Zonder bewijs vermelden we de volgende klassieke stelling. 
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Stelling 6. (Jordan) Zij C een gesloten jordankromme in 1R2 • Dan 
bestaan er precies twee gebieden G1 en G2 van R
2 
zodat 
1) b(G1 ) = b(G2 ) (rand van G1 resp. G2 ) = C 
2) 2 G 1 u G2 u C = IR 
3) G 1 is begrensd en G2 is onbegrensd ( in dat gevel heet G 1 het 
binnengebied; G2 het buitengebied van c)of G2 is begrensd en 
G2 is onbegrensd (in dat geval heet G2 het binnengebied, G1 het 
buitengebied van C. 
De stelling van Jordan is zeer algemeen en zegt zoveel als;een gesloten 
kromme verdeeld het vlak in twee delen met gemeenschappelijke rand, 
een binnengebied en een buitengebied. 
Opgave 1. Onderzoek de geldigheid van de stelling van Jordan voor het 
C iR2 
2 2 
, X y 
1}. geval C J.S gegeven door C = { (x,y) 12 + 2 = 
a b 
Geldt de stelling van Jordan ook voor ~n (n > 2)?? 
Opgave 2. Zij f(x 1, ••. ,xn) een grootheid die continu afhangt van 
reele variabelen x 1, ••. ,xn. 0 < x. < 1. - ]. -
~ Zij f(O,o,o, ... ,o) = o r(1,1,1, ... ,1) = 1. Bewijs dater 
o < y , ... ,y < 1 bestaan met f(y 1, ••• ,yn) = ~-- 1 n -
b Zij 
Bewijs dat er 
voor alle x ! met 
]. 
§4. Compactheid. 
voor zekere x 1, ••• ,x met O < x. < 1. n - J. -
a. E R 
]. 
bestaan 
Ix! - x. I < a. 
J. l ]. 
zodat f(x1 ,x~,· •• ,x!~) f 0 
]. = 1 , ••• ,n. 
Zij X een verzameling en zij Ac X. Een familie K van deelverzamelingen 
van X heet een overdekking van A, indien Ac U·K; men zegt dan ook 
dat K A overdekt. Indien H c K, en indien ook H een overdekking is 
van A, dan heet H een deeloverdekking rn K voor A. 
,, 
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Als (X,1) een topologische ruimte is en Ac X dan heet een overdekking 
K.van A een open overdekking indien ieder element van K I-open is. 
Een topologische ruimte X heet compact (of bicompact) wanneer iedere 
open overdekking van X een eindige deeloverdekking bezit. Een deel-
verzameling Y van een topologische ruimte X heet compact, wanneer 
Y als deelruimte compact is. 
Het is duidelijk dat : Y c Xis compact ~Iedere overdekking van Y 
met open verzamelingen van X heeft een eindige deeloverdekking. 
Voorbeelden. 
1) De reele rechte is niet compact, want de overdekking van R bestaande 
uit alle open intervallen (-n,n) (n=1 ,2, ••. ) bezit geen eindige 
deeloverdekking 
2) Als A een onbegrensde verzameling is van fi dan is A niet compact. 
3) Een segment [a,b] is een compacte verzameling van R. 
Bewijs. Stel'U'een open overdekking van [a,b] (met open verzamelingen 
van ffi). Stel c het supremum van alle getallen x van [a,b] met de 
eigenschap dat [a,x] door een eindige deelcollectie van U wordt over-
dekt. Kies U EU zodat c EU (merk op dat c E [a,b]) en kies een open 
interval (d,c) zodat [d,c] c U. Er bestaat nu een eindige deelcollectie 
van U die [a,d] overdekt en deze familie tezamen metfU}overdekt [a,c], 
Nu is c = b want anders verkrijgen we/ een eindige deelcollectie van 
U die een interval [a,c'] overuekt met b > c 1 > c, wat in tegenspraak 
is met de definitie van c. 
Stelling 1. Stel Y een gesloten deelverzameling van de compacte ruimte 
X. Dan is Y compact. 
Bewijs. Stel U een willekeurige open overdekking van Y (met open ver-
zamelingen van X). Omdat X compact is bezit de open overdekking 
U u {X\Y} van X een eindige deeloverdekking H. H\{X\Y} is het ge-
vraagde eindige deelstelsel van U dat Y overdekt. 
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Definitie. Men noemt een topologische ruimte een Hausdorff-ruimte 
wanneer aan het volgende axioma voldaan is. 
(*) Iedere twee verschillende punten bezitten disjuncte omgevingen. 
De meeste van de ruimten die in deze syllabus als voorbeeld gegeven 
zijn, zijn Hausdorff-ruimten. Een discrete ruimte is een Hausdorff-
ruimte, iedere metrische ruimte (X,p) met de metrische topologie 
is een Hausdorff-ruimte (als p, q € X, pf q en r = ~p(p,q) dan zijn 
B (p) en B (q) disjuncte omgevingen van pen q). 
r r 
Verder is iedere deelruimte van een Hausdorff-ruimte weer een Hausdorff-
ruimte. 
Stelling 2. Stel C een compacte deelverzameling van een Hausdorff-
ruimte X. Dan is C gesloten in X. 
Bewijs. Stel peen vast punt ~ C. Kies voor ieder punt c EC een 
open omgeving U en een omgeving U van p met U 
C p C 
C compact is, bezit de overdekking {U le€ C} van 
C 
overdekking {U li=1, ••. ,n}. n {U li=1, ••• ,n} is 
Ci pi 
n U = r/J. Omdat p 
C een eindige 
nu een (open) 
deel ... 
om-
geving van p die C vermijdt, Uit de willekeurigheid van p volgt dat 
X\C open is in X, dus C is gesloten in X. 
Opgave. (generalisatie van de vorige stelling). Bewijs dat de door-
snede van een compacte deelverzameling en een gesloten deelverzameling 
van eeu-'. topologische ruimte compact is. 
_g. Bewijs dat de doorsnede van willekeurig veel compacte verzamelingen 
van een Hausdorff-ruimte weer compact is. Toon aan dat deze uitspraak 
niet juist is in een willekeurige topologische ruimte X. (Stel 
A= {a ln=1,2, ••• } een aftelbare verzameling en pen q twee vaste 
n .-
punten ~A.Kies de volgende topologie I op X =Au {p,q} 
I= {a1}, {a2} , ... ,{p}u {bijna alle an}, {q} u {bijna alle an}. 
Au {p} en Au {q} zijn twee compacte verzamelingen van (X,I) en hun 
doorsnede is niet compact. 
, 
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Stelling 3. Zij f een continue afbeelding van de compacte ruimte X 
op de ruimte Y. Dan is Y compact. 
Anders gezegd: compactheid is een continue invariant. 
Bewijs. Kies een willekeurige open overdekking U van Y. Het stelsel 
{f- 1(u)ju E U}is een open overdekking van X en uit de compactheid 
van X volgt dat voor eindig veel U. EU (i=1,2, •.. ,n) reeds geldt 
l 
X = V{r- 1(u.)li=1,, •. ,n}. {U.li=1,.,.,n} is nu de gevraagde deel-
1 l 
overdekking van U. 
Toepassing. 
1, Er bestaat geen continue afbeelding van een segment [a,b] op de 
reele rechte R (anders zou R als continu beeld van de compacte 
ruimte [a,b] compact zijn en dat is niet waar. Dus volgt dat het 
beeld van [a,b] ook begrensd is en het is gesloten in R (compact 
in Hausdorffruimte ~ gesloten); ook is het samenhangend (zie 
vroeger) dus volgt dat het beeld noodzakelijkerwijs weer een 
interval [c,d] is. 
2. Als f een continue afbeelding is van een compacte ruimte X naar R 
dan bereikt f een maximum en een minimum. 
Bewijs. f(X) is een compacte verzameling van~. Dus f(X) is ge-
sloten in IR (stelling), f(X) is ook begrensd want onbegrensde 
verzamelingen van IR zijn nooit compact (zie blz. 48). Dus inff(X) 
en sup f(X) bestaan, deze zijn resp. het maximum en het minimum 
van fop X. 
Stelling 4. Een 1-1 continue afbeelding f van een compacte ruimte X 
op een Hausdorffruimte Y is een homeomorfisme. (d.w.z. f- 1 is ook 
continu). 
Bewijs. We zullen aantonen dat f gesloten verzamelingen van X op ge-
sloten verzamelingen van Y afbeeldt. Dan volgt dat f- 1 continu is. 
Stel A een gesloten verzameling van X. Dan is A compact volgens 
stelling 1 en ook f(A) is compact volgens stelling 3 en dus ook gesloten 
in Y omdat Y een Hausdorffruimte is. 
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Opgave. In een compacte ruimte bezit iedere oneindige verzameling 
minstens een verdichtingspunt. 
Compactheid in de Euclidische ruimte. 
Met behulp van vb. 1 en 2 op blz. 48 en de stelling op blz. 49 
volgt dat de compacte deelverzamelingen van IR precies de begrensde 
gesloten deelverzameling van~ zijn. 
Definitie. Een deelverzameling A van ~m heet begrensd wanneer er een 
positief getal Mis niet de eigenschap p(x,O) < M voor \/ x EA. 
Een punt a E Rm heet limiet van een rij- punten {a }00 1 van ~m wanneer n n= 
voor iedere omgeving U van a in ~m voor bijna alle indices n geldt 
an EU (of equivalent, wanneer voor iedere E > 0 een index n0 (E) 
bestaat met p(a,an) < E voor n > n0 (E)). 
Een rij punten van IRm die een limiet heeft, heet convergent. (de limiet 
is eenduidig bepaald). 
Lemma. Iedere begrensde rij punten van IRm bezit een convergente 
deelrij. 
Voor m = 1 volgt dit direct uit de stelling van Bolzana Weierstrass. 
Stel m > 1 en veronderstel de eigenschap al bewezen voor k < m. 
Stel {a(n)}00 een begrensde rij in ~m. a(n) = (a(
1
n), ... ,am(n)) voor 
n=1 
1 . . . : {b(n)}oo {( (n) (n))} . b d n = ,2,;;, . De r1J n= 1 = a 1 , .•. ,am_ 1 is een egrens e 
m-1 punten van IR en bezit dus volgens de inductie-onderstelling een 
(n.)- · d 1 .. 
d 1 .. {b J }00 • Kies ook een convergente ee r1J ee r1J ._ 1 convergente (k.) ( n.) J- (k.) (k.) 
rij 
J 00 {a } . 1 J 00 van {a } . 1 
J J 00 
• Dan is {(a1 , ... ,am )}j= 1 een conver-m J= m J= 
gente deelriJ" van {a(n)}00 • 
n=1 
Stelling 5. Voor een deelverzameling A van Rm gelden de volgende 
equivalenties 
(i) A is compact. 
(ii) A is begrensd en gesloten. 
(iii) Iedere oneindige deelverzameling van A bezit minstens 
een verdichtingspunt dat tot A behoort. 
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(i) + (ii) Stel A compact. Uit een vorige stelling volgt dat Age-
sloten is in ~m. A is ook begrensd want anders zou de overdekking 
van A bestaande uit alle open bollen van Rm met middelpunt Oen 
straal n (n=1,2, ..• ) geen eindige deel overdekking bezitten, hetgeen 
in strijd is met de compactheid van A. 
(ii)+ (iii) Dit volgt direct uit het vorige lemma. 
(iii)+ (ii) Ga zelf na. 
We bewij zen nu (ii) ~ ( i). Het is voldoende (ii) :;, ( i) te bewij zen 
voor het geval A een kubus van lRm is A = {x e: IRml jx. j < a.}. Immers 
l - l 
A is begrensd d.w.z. bevat in een (voldoend grote)' kubus en is hierin 
ook gesloten. Toepassing van stelling 1, geeft dan het gewenste resul-
taat. 
Onder de diameter van een kubus L = {x e: ~mja. < x. < b.} verstaan we de 
·l - l - l 
lengte van de langste zijde (= max {(b.-a.) li=1 , •.. ,n)} 
l l 
We merken op dat elke kubus L uit Rm vereniging is van eindig veel 
kubussen uit lRm met diameter<; diameter L (ga dit na). 
m 
Zij U een open overdekking van K (met open verzamelingen van R) 
en onderstel dat geen eindig deelstelsel van U bestaat dat K overdekt, 
Nu is K vereniging van eindig veel kubussen met diameter<~ en 
blijkbaar is er dan een kubus K1 met diameter<~ die niet door eindig 
veel U's uit U overdekt wordt. Met volledige inductie construeren we 
kubussen K ~ K1 ~ K2 ~ •.. ~Kn~ .•• zodat diameter Kn< 1/n en 
zodat K niet door eindig veel elementen uit U wordt overdekt. Kies 
n 
00 
uit elke Kn een punt Pn· De rij {pn}n= 1 bezit een convergente deelrij 
die convergeert naar p, Blijkbaar p e: K voor alle n want elke K is 
n n 
gesloten. Kies U e: U zodat p e: U (dit is mogelijk want p e: Ken U 
is een overdekking van K). Kies 1 zo groot datB 1/ip) c U en zij 
s > 2ml, dan p e: K c B1 (p) c U. K wordt nu door {U} overdekt in s s 
tegenspraak met de onderstelling dat K niet door eindig veel elementen 
s 
van U wordt overdekt. Hiermede is de stelling bewezen. 
Opgave. Bewijs dat de compacte samenhangende deelverzamelingen van R 
juist de gesloten intervallen [a,b] zijn (al of niet ontaard). 
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Opmerking 1. Als f een continue afbeelding is van een compacte ruimte 
X naar ~ dan is blijkbaar f(X) compacte deelverzameling van R i.e. 
f(X) is begrensd en gesloten. Is -bovendien X samenhangend dan is 
f(X) noodzakelijk een interval. 
I.h.b. volgt dat wanneer A een kubus is in Rm 
A= {(x = (x1, .•• ,xm) E IRmla. < x. < b.} dat dan f(A) een interval in i - i - i 
IR is. 
Dus als f(x 1, ... ,xn) een grootheid voorstelt die continue afhangt 
van de variabelen x 1 , ••• -,x waarbij a. < x. < b. dan neemt f een n i - i - i 
maximum en een minimum aan en elke waarde hiertussen wordt door 
f(x 1,x2 , ..• ,xn) bereikt. 
Opmerking 2. Zij H de Hilbertruimte. Dus H = {(x = (x1,x2 , .•• ,xn''') 
00 00 
E x2 < 00 } en zij Ac H gegeven door H = {(x1 , •.• ,x , •• )I E x2 = 1}. i=1 n n i=1 n 
A is nu wel een begrensde gesloten verzameling van H maar toch is H 
niet compact. Bovenstaande stelling is dus blijkbaar een eigenschap 
m 
van de euclidische ruimte ~- die niet door andere metrische ruimten 
gedeeld wordt. Ook is niet iedere continue functie op Ac H begrensd, 
zodat dit voor begrensde gesloten deelverzamelingen van ~m het geval is. 
!<) 
Compactheid in willekeurige metrische ruimten. 
We vermelden de volgende stelling zonder bewijs. 
Stelling 6. In een metrische ruimte M ziJn equivalent 
(i) Mis compact. 
(ii) Iedere oneindige deelverzamelingVan M heeft een verdichtingspunt. 
(iii) Iedere rij punten in M heeft een convergente deelrij. 
Opmerking. Het begrip "compact" in de zin van "iedere oneindige 
deelverzameling heeft een verdichtingspunt" is in de literatuur 
eerder opgetreden dan het begrip "bicompact" (iedere open overdekking 
een eindige deeloverdekking). Dit laatste is vaak belangrijker gebleken 
dag het eerste begrip compact. 
54 
Stelling 7. Zij f een continue af'beelding van een compacte metrische 
ruimte (M,p) naar een metrische ruimte (N,cr). Dan is f uniform continu. 
Bewijs. Zij £ > 0. Voor x € M kies k(x) > 0 zodat 
p(x,y) < k(x) ➔ cr(f(x), f(y))< £/2. 
Nu is de collectie {Bk(x)(x)lx € M} een open overdekking van M. Omdat M 
2 
compact is bestaan er eindig veel x 1, ••• ,xn € M zodat V {~(x.) (xi) f 
J. 
2 
li=1, ..• ,n} = M. 
Zij o = .lmin{k( x.}I i=1, .•. ,n}. We zullen aantonen dat 
2 I 
P(x,y) < o 9 cr(f(x), f(y)) < £ 
Stel p(x,y) < o • Er bestaat nu i met 1 < Z < n zodat 
~~-xz) Bk ( ) ( x. ) . Dus p ( x , x. ) < Xz . l X € 2 Ook p ( y , x1) .2. p ( y , x:} + p ( x, xt) 
2 
< 0 
k(ft,) 
+ _2_.._ < k(xz) . 
Dus cr(f(x), f(xz) < £/~ en o(f(y), f(xz) < £/2 
Hieruit volgt inderdaad cr(f(x), f(y) < £ (driehoeksongelijkheid). 
Gevolg 1, Zij K = {x € Rmla. < x. < b.}. Iedere continue functie gede-
J. - J. - J. 
finieerd op K naar R is uniform continu. 
Gevolg 2. Als peen willekeurige metriek is voor de compacte metrische 
ruimte (X,p) dan is iedere continue functie gedefinieerd op X uniform 
continu. 
§5. Volledige metrische ruimten. 
00 
Definitie. Een rij punten {x.}. 1 van een metrische ruimte M met J. i= 
metriek p heet een fundamentaalri,j als bij iedere £ > 0 een natuurlijk 
get al n te vinden is met de volgende eigenschap: als i > n en j > n 
dan p ( x. ,x. ) < £. 
J. J 
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00 
Een rij punten {xi}i= 1 van een metrische ruimte M met metriek p 
heet convergent indien er een punt x EM bestaat zodat p(x. ,x) < s 
]. 
voor i > n0(s) . Notatie x = lim xn. 
n-+oo 
Het is duidelijk dat een convergente rij punten van een metrische ruimte 
een fundamentaalrij is. Omgekeerd hoeft niet iedere fundamentaalrij 
uit een metrische ruimte convergent te zijn. 
Definitie. Een metrische ruimte (M,p) heet volledig wanneer iedere 
fundamentaalrij convergent is. 
Vb.1 Rm met de euclidische metriek is een volledige metrische ruimte. 
~ Q = {r E Rlr is rationaal} is geen volledige metrische ruimte. 
Stelling 1. Iedere compacte metrische ruimte M met metriek pis een 
volledige metrische ruimte. 
00 
Bewijs. Zij {x.}. 1 een fundamentaalrij uit M. - ]. i= 
Als de rij slechts eindig veel verschillende elementen bevat, dan is 
00 
voor i > n ~ { x. } . 1 - ]. i= er een natuurlijk getal n te vinden met x. = x i n 
convergeert dan naar x. Stel nu dat 
n 
{x.}~ 1 oneindig veel ver-i i= . 
schillende elementen bevat. Dan heeft de rij een verdichtingspunt x 
(zie stelling op blz. 00 53 ). We zullen aantonen dat {x.}, 1 ]. i= 
convergeert. Zij p(x.,x.) < s/2 voor i,j > de index n. ]. J 
naar x 
Blijkbaar bevat Bs/2(x) een punt xz met l > n. Zij n0 = max(n,Z). 
Dan geldt voor i > n0 P(x,xi) ::_P(xi,xl) + P(Xz_,x) < s/2 + s/2 = £, 
Stelling 2. (Gana). Een gesloten deelverzameling van een volledige 
metrische ruimte M is als metrische deelruimte van de metrische 
ruimte M dan is A gesloten in M. 
Voorbeeld. Zij X een compacte Hausdorffruimte. Noteer met C(X) de 
collectie functies f: X + R die continu zijn. Zoals hiervoor aange-
toond is is steeds fX compact d.w.z. begrensd en gesloten in~-
,. 
Aangezien met f en g ook de functie I f-g I, welke gedefinieerd wordt 
door 
lf-gl(x) = jf(x)-g(x)I voor alle x € X 
continu is, kunnen we definieren 
p(f,g) = max if(x)-g(x)I; men gaat gemakkelijk 
X€X 
na dat aan de drie eisen voor metriek voldaan is. 
Door deze definitie wordt C(X) een metrische ruimte. De geinduceerde 
topologie op C(X) heet de topologie der uniforme convergentie. 
We zullen hieronder aantonen dat C(X) met deze metriek een volledige 
metrische ruimte is. 
00 
Bewi.is, Zij {f} 1 een fundamentaalrij in C(X) n n=, 
p(f ,f) = max If (x)-r (x)I < E 
m n X n m X€ 
voor m,n > N(E). 
Voor elk vast punt x € X geldt 
Ir (x)-r (x)I < p(r ,r) < E zodra m,n > N(E), 
m n - m n 
metals gevolg {rn(x)}:=1 een Cauchy (rundamentaal)rij in R. Aangezien 
R volledig is (Stelling van Cauchy) bestaat voor elke vaste x € X 
dus lim r (x), deze limiet duiden we aan met r(x). We tonen nog aan 
n 
n-+<x> 
dat r continu is op X en dat lim p(r ,r) = O. Voor elke x € X geldt 
n 
n-+<x> 
Ir (x)-r (x)I < p(r ,r) < E/3 zodra m,n > N{E); m n - m n 
daar lim r (x) bestaat volgt hieruit dat 
n 
n-+<x> 
lim lrm(x)I = lfm(x)-r(x)I .:::_ E/3 voor alle x € X, als m > N(£). 
n-+oo 
Het is duidelijk dat voor elk natuurlijk getal n geldt 
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geven wen de vaste waarde N = N(e) + 1 dan is 
lf(x)-fN(x) I.::_ e;3 voor alle x € X; wegens de 
continuiteit van fN is er bij elke £ > 0 een omgeving 0
8 
van x0 te 
vinden zodanig dat 
Voor alle x € 0£ geldt dus jf(x0 )-f(x)I < £, waaruit volgt dat f continu 
is in x0 € X. Uit de willekeurigheid van x0 € X volgt dat f continu is 
x. op 
Uit 
dat 
If (x)-f(x)I < £ voor alle x € X, 
n 
p(f ,f) < £ zodra n > N(£), zodat 
n 
als n > N(£), volgt 
lim p(f ,f) = O. 
n 
n-+<x> 
tenslotte 
ovgave: Zij X een compacte topologische ruimte; (Y,p) een volledige 
metrische ruimte en C(X,Y) de verzameling van alle continue afbeeldingen 
van X in Y. Definieren we voor ~' g € C(X,Y) 
o(f,g) = max p(f(x), g(x)), dan 1s a een 
X€X 
metriek op C(X,Y), terwijl C(X,Y) met deze metriek een volledige 
metrische ruimte is. 
Voorbeeld. Beschouw C(X) met X = [0,1] 
en beschouw nu de volgende metrie.k- op C(X) 
b 
p*(f,g) = cf {f(x)-g(x)}2 di] de z.g. euclidische metriek. 
a 
Het blijkt nu dat (C(X),p*) niet volledig is! 
Immers voor n = 1,2, ..• zij f: [0,1] + R gedefinieerd door 
n 
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f (x) = 0 n 0 < X < 1/2 
f (x) -nx + ( 1+~n) 1 1 = 2 < X < ~+-n 
- n 
f (x) = 0 ~+l < X < n n -· -
(f -f) 
n m 
n 
Het is gemakkelijk in te zien dat def 'seen fundamentaalrij m.b.t. 
n 
* p vormen. 
De limiet is echter de onderstaande functie 
0 
en deze is discontinu en behoort daarom niet tot onze collectie C(X). 
Contractie afbeeldingen in volledige metrische ruimten. 
Zij ~ een afbeelding van een metrische ruimte (X,p) in zichzelf 
(d.w.z. ~ is afbeelding van X in X). Dan heet ~ een (sterke) contractie-
afbeelding indien er een k € R bestaat , 0 < k < 1 zodat 
p ( ~ ( x) , ~ ( y ) ) < k , p ( X ,Y ) • 
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Wanneer we slechts eisen 
p(~(x), ~(y)) < p(x,y), dan heet ~ een 
(gewone) contractie afbeelding, 
Stelling 3. Als ~ een sterke contractie is in een volledige metrische 
ruimte X dan bezit ~ precies een dekpunt (d.i. een punt x € X zodat 
~(x) = x) 
Bewijs. Eerst tonen we aan dat zo'n punt x bestaat. 
Zij x0 een willekeurig doch vast punt van x; definieer 
x1 = ~(x0 ), x2 = ~(x1),x3 = ~(x2 ), .•• 
Wegens 
en p(xn+p'xn) 2. p(xn+p'xn+p-1)+ • .• + p(xn+1 'xn) 
geldt voor de r1J {xn}:= 1 
( ) ( n+p-1 n) p x + ,x .:_ k + .•. +k 
n p n 
metals gevolg p(x + ,x) < E als n maar voldoende groat gekozen wordt. 
n p n 
00 
De rij {x} 1 is dus een fundamentaalrij• in X; daar X volledig is, n n= 
is {x }00 1 convergeert met als limiet x E X • n n= 
Voor elk natuurlijk getal n geldt 
p(x,~(x)) < p(x,x) + p(x ,~(x)) = 
- n n 
= p(x,x ) + p(~(x 1), ~(x)) < p(x,x ) + k'.p(x 1,x). n n- - n n-
Wegens lim p(x,x) = O kunnen we hieruit concluderen dat 
n 
n--+oo 
p(x,~(x)) = o of x = ~(x). 
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X bevat dus zeker een dekpunt van~. 
Veronderstel dat x1 en x2 dekpunten zijn van~; dan geldt 
maar dit is slechts mogelijk indien x1 = x2 • 
Er is dus slechts een dekpunt. 
Opgave, Is (X,p) een metrische ruimte en~ een afbeelding van X in 
zichzelf zodanig dat 
(i) ~(X) is precompact (d,w.z. de afsluiting van ~(X) is compact) 
(ii) ~ is een (gewone)contractieafbeelding, 
dan bevat X precies een dekpunt van~. 
Aanwijzing: beschouw de functie p(x,$(x)). 
Toepassing. Is~ een differentieerbare afbeelding van het interval 
[0,1] in zichzelf, terwijl voor alle x € (0,1) geldt 
l~'(x)I .::_k < 1 , 
dan heeft de vergelijking x = ~(x) precies een oplossing op [0,1]. 
Bewijs. Het interval [0,1] is, met de gewone metriek een volledige 
metrische ruimte. Met behulp van de eerste middelwaardestelling uit de 
uit de diff.rekening (zie later) vinden we 
(x < i; < X ) 1 2 
zodat $ een contractieoperator is. Volgens de vorige stelling bezit 
$ precies een dekpunt. 
Toepassing 2. 
Gevraagd wordt aan te tonen dat de lineaire integraal vergelijking 
in h 
' b 
h(x) = g(x) +AI K(x,t) h(t) dt 
a 
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voor voldoend kleine waarden van !Al eenduidig oplosbaar is. Aangenomen 
mag worden dat h en g continu zijn op [a ,b] en dat de kern K continu 
is op het vierkant a.:_ x, t < b. 
Oplossing. Zij X de verzameling van alle reele continue functies fop 
het interval [a,b]; nemen weals metriek 
p(f,g) = max !r(x)-g(x)I 
xda,b] 
op X, dan is X volledig volgens stelling 1. 
Definieer <j>: X-+ X volgens 
b 
</>(f)(x) = g(x) + A f K(x,t) f(t)dt • 
a 
We gaan na of er waarden van A ziJn waarvoor </> een contractieoperator 
lS op X. 
Uit 
p ( </> ( f 1 ) , </> ( f 2 ) ) = max I </> ( f 1 ) ( x ) -</> ( f 2 ) ( x ) ] 
xE[a,b] 
= 
b 
J K(x,t)(f 1(t) - f 2 (t))dtj < IA! = max I A 
xda,b] 
a 
p(f,f2 ) volgt dat </> contrakerend is voor 
b 
I A I < ( max J I K( x, t) I dt )- 1 
xda,b] 
a 
b 
max J 
X E[a",b] a 
I K( X 't ) I dt . 
Volgens de stelling is de integraalvergelijking voor deze waarden 
van A dus eenduidig oplosbaar. 
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Hoofdstuk 4. Lineaire Algebra en Lineaire Analyse 
§1. Lineaire ru.imten 2 vectorrruimten, basis en dimensie 
Definitie. Een (reele) lineaire ruimte Lis een verzameling L met de 
eigenschappen A1 en A2 : 
A1• Er is een afbeelding van L x Lin L uitverkoren. Deze heet de 
optelling van elementen. Het beeld van het paar (a,b) € L x L heet de 
_§2E! van a en b, en wordt voorgesteld door a+bEL, Onder de optelling is 
Leen abelse groep d.w.z. aan de volgende eisen is voldaan: 
1) (a+b) + c = a·+ (b+c) 
2) a+ b = b + a 
3) 
4) 
Er bestaat een element OeL zodat a+ 0 = 0 +a= a voor alle a€L 
* * Voor elke aiL bestaat 1 element a €L zodat a+ a = 0. I.p.v. 
* a schrijven we -a. 
A2 • Er is een uitverkoren afbeelding van lR x Lin L, Deze heet de 
scalaire vermenigvuldiging van elementen met getallen. Het beeld van 
het paar (A,a) € lR x L heet product en noteren we met Aa€L. 
Er is aan de volgende eigenschappen voldaan: 
5) A ( a+b) = Aa + Ab 
6) (Hµ)a = Aa + µa 
7) (>,.µ )a = A(µa) 
8) 1.a = a 
Zeer belangrijke opmerking. De scalaire vermenigvuldiging kan ook m.b.v. 
een ander algebraisch systeem gedefinieerd warden. Als Seen systeem is 
waarin een optelling en vermenigvuldiging is gedefinieerd zodat aan alle 
algebraische eisen van pagina 14 voldaan is, dan kan men een z.g. lineaire 
ruimte over S definieren. Hieronder verstaat men dan een verzameling L 
waarin een optelling, en.een vermenigvuldiging met elementen uit S is·gedefi-
nieerd zodat aan A1 en A2 voldaan is (met lR vervangen door S). I.h,b. kan 
men ~oor S het systeem (lichaam) der complexe getallen nemen (zie blz. 26A). 
Men spreekt dan van een complexe lineaire ruimte. Hieronder beschouwen 
we voorlopig slechts reele ruimten. 
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Stelling 1. Zij Leen lineaire ruimte. Voor willekeurige a.,13e:IR en xe:L 
geldt: 
a) a.O = 0 
b) O.x = 0 
c) a.x = 0 <:=::=;> a= 0 of x = 0. 
d) (-a.) .x = -(a.x) = a. (-x) 
e) a. (x-y) = a.x - a.y 
f) (a-a).x= a.x - ax 
Bewijs. a~ a.O = a. ( O+O) = a.O + a.O ==> 0 = a.O 
b) O.x = (O+O) .x = O.x + o.x ==> 0 = O.x 
c) Stel ax= 0 maara:/:0. Dan is x = 1.x = (a -1 a ) • x = a - 1 (ax) 
-1 
= a .o = 0 
d) a..x + (-a) ,x = (a+(-a) )-;x = O.x = 0 . ...,,,.. (-a) .x = -(ax) 
e) a(x-y) = a.x + a(-y) = ax - ay 
f) (a-a)x =ax+ (-a)x = ax - ex 
Voorbeelden! 1) De vectoren in het platte vlak vormen met deze definitie 
een lineaire ruimte. Hetzelfde geldt voor de vectoren in de ruimte. 
2) Zij IRn· .de· ··ver.z:am~li~g·\0V:a,n· ~le· georill,endei:n-:t~J,en:.,r;eele• g~taj,J,~n 
x = (x1, •.• ,xn) metals optelling 
Voor ae:R en x = (x1, ••• ,xn )e:Rn zij 
Dan is IRn met deze definities een lineaire ruimte. IRn heet ook wel de 
numerieke n-dimensionale vectorruimte. 
Opmerking. Dikwijls schrijven we x = (x1, •• • :,xn) ook als 
x=CJ m.a,w. we schrijven de vector x als kolom-vector. 
= 
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3) Een algemener voorbeeld verkrijgen we door uit te gaan van een wille-
keur.ige verzameling V ( die in plaats treedt van de { 1 ,2, ... ,n} van 
zoeven). 
Zij ~V de verzameling van alle functies gedefinieerd op Ven met waarden 
V V in lR. Als f,gElR, dan zij f+gElR die functie waarvoor 
(f+g)(x) = f(x) + g(x) voor xEV. 
Als verder fElR V en AEIR laat dan AfE~_Y gedefinieerd zijn door ( )..f) (x)=)..f(x). 
Op deze wijze wordt lRV tot een lineaire ruimte. 
4) Stel a< b E lR. Laat C(a,b) = {f:[a,b] + lR f continu} . Als 
f,gEC(a,b) en AER definieer dan f+g en Af als volgt 
(f+g)(x)= f(x) + g(x) xda,b] 
Dan is C(a,b) een lineaire ruimte. 
5) Stel g0 ,g 1 ,g2 , ••• ,gn reeelwaardige functies gedefinieerd op het 
interval [a,b]. Zij Ede verzameling van alle functies die n-maal dif-
ferentieerbaar zijn op [a,b] en die voldoen aan de volgende differen-
tiaalvergelijking 
+ .•. + 
df(x) 
g1 (x) · dx = go(x) · 
Indien we de optelling in E en de vermenigvuldiging met een reeel 
get al weer definieren m. b. v. ( *) en ( **) dan is E een lineaire ruimte. 
Zij nu Leen lineaire ruimte en BcL heeft de eigenschap dat bij elke aEL 
3 b 1 , , , • , bn EB zodat 
... Ab 
n n 
voor zekere A.ElR, i = 1, ... ,n, 
J. 
dan heet B = {b. I iEI} een stel voortbrengenden van L. Is geen echte 
J. 
deelverzameling van B weer een stel voortbrengenden van L, dan heet B 
een basis voor L. 
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Men kan aantonen dat iedere lines.ire ruimte een oasis bezit. ·Heeft men te 
maken met een lineaire ruimte die een eindig aantal voortbrengenden 
B = {b 1, ... ,bn} bezit, dan kan,men, als B geen "basis is ,:'·minstens een .. _vector 
uit B weg laten en toch een stel voortbrengenden overhouden. Dit· her-
halend vindt men in eindig veel stappen een basis, 
Definitie:. Een l:ineaire· :buimte:·A heet ·;een .:vectorruimte •;indien A een 
eindige basis bezit. 
Het kleinste getal dat als aantal van een basis voorkomt heet de dimensie 
van A. Bestaat A uit ·precies een vector, dan heet de dimensie daaren-
tegen nul. 
V.b. In ~n beschouwen we het volgende stelsel voortbrengenden 
., = (D ' ' .. •n= G) . Gana dat {e 1, ••• ,en} 
ook een basis vormen voor ~n. Probeer te bewijzen dat de dimensie van 
~n precies n is (zie ook later). Dus ~n is een vectorruimte. 
0:Pmerking, We spreken dus alleen over een vectorruimte wanneer de ruimte 
een eindige dimensie bezit. Is er geen sprake van een eindige dimensie 
(zoals b.v. in de genoemde voorbeelden 3, 4, 5) dan spreken we van een 
l1neaire ruimte. We zullen ook alleen over vectoren spreken wanneer het 
elementen van vectorruimten·. betreft. 
Definitie. Zij Leen lineaire ruimte. Dan heet een element be:L lineair 
afhankelijk van een stelsel elementen {a1 ,a2 , ••• ,an} van L wanneer er 
A ;e:~ bestaan, i = 1 ,2, ..• ,n ;· X. hiet alle nul, zodat 
1 1 
Een stelsel elementen {a1 , ••• ,an}· heet lineair afhankelijk indien 
er een i 1 < i < n bestaat zodat a. afhankelijk is van de overige 
1 
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elementen a 1,a2 , ••• ,ai_1,ai+1"'ai+2 , •.• ,an. Het stelsel {a1,a2 , ... ,an} 
heet lineair onafhankelijk indien het niet lineair afhankelijk is. 
{a1,a2 , ••• ,an} is lineair onafhankelijk d.e.s.d. indien 
•.• +Aa =O 
n n 
= A = 0. 
n 
Ten aanzien van lineaire afhankelijkheid gelden de volgende drie 
grondeigenschappen. 
Grondeigenschap I 
Ieder ai ( i = 1 , ... ,n) is lineair afhankelijk van { a 1, ... , an}. 
Grondeigenschap II 
Is b line air afhankelijk van a 1 , ... , an, echter niet van a 1 , ... , an_ 1 , 
dan is an lineair afhankelijk van a 1, ... ,an_ 1,b. 
Grondeigens chap III 
Is c lineair afhankelijk van a 1, ... ,a en is iedere a. lineair afhanke-s J 
lijk van b 1 , ... ,bn dan is c lineair afhankelijk van b 1, ... ,bn. 
Stelling 2. Een basis a 1, .•. ,am van een vectorruimte A bestaat uit 
lineair onafhankelijke vectoren. Omgekeerd is elk lineair onafhankelijk 
stel voortbrengenden van A een basis. 
Bewijs. Stel een der vectoren a 1, ... ,am van een basis is lineair af-
hankelijk van de anderen. Na eventueel vernummeren mag aangenomen worden 
dat dit am is. Dus am lineair afhankelijk van a 1, ..• ,am_1 ; omdat elke 
vector b uit de ruimte lineair afhankelijk is van a 1, ... ,am volgt uit 
grondeigenschap III dat book lineair afhankelijk is van a 1, ... ,am_ 1 
in tegenspra:ak. met het feit dat a 1, ..• ,am een basis is. 
Was omgekeerd een onafhankelijk stelsel voortbrengenden a 1, ... ,am 
van A niet een basis, dan kan een b.v. a gemist worden. Maar dan zou 
' m 
am lineair afhankelijk zijn van a 1, ... ,am_ 1 . 
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Definitie. Twee stelsels vectoren a 1, •.• ,ar en b 1, ••• ,bs heten 
equ~valent (notatie (a1 , •• ·.,ar·) N (b 1 , ••• ,bs) indien iedere ~ van 
(b 1 , ••• , bs) en iedere bi van a 1 , ••• ,ar lineair afhankelijk is. 
Uitwisselingslemma (Steinitz) 
Zij b 1, ••• ,b s lineair onafhankelijk en :iij elke b j lineair afhankelijk 
van a 1 , ••• ,ar dan is er in het syst~em der aj een deelsysteem 
{ai , •• , ,ai } van precies s elementen welke i:nen tegen b 1 , ••• ,bs kan 1 s . 
uitwisselen zodat net door deze uitwisseling ontstane systeem uit 
{a1, ••• ,ar} equivalent is met het oorspronkelijke systeem {a 1 , ••• ,ar}. 
I.h.b .• s < r. 
Bewijs. Voor s = 0 is de bewering triviaal. Laat de stelling bewezen 
zijn voor {b1' ••. ,bs_ 1} en zij {b 1, •.• ,bs_1} tegen {ai 1, ... ,.ais_ 1} 
uitgewisseld. Door deze uitwisseling ontstaat een met {a1, .•• ,ar} equi-
valent systeem {b 1, •.. ,bs_ 1,~,a1 , ... }. Nu is bs ook van het. equivalente 
systeem {b 1, ••• ,bs_ 1,~,a1 , ... } van {a1, ••. ,ar} lineair afhankelijk. 
Er bestaat dus ook een kleinste deelverza.meling van {b 1, ••. ,bs_1,~,a1 , ... } 
waarvan b lineair afhankelijk is. Dit kleinste systeem kan niet uit s ' ' 
uitsluitend a. bestaan omdat de ·. bJ. 's lineair afhankelijk zijn. 
J ·' 
Dus bevat deze kleinste deelverza.meling minstens een ~, deze noemen we 
ais' Uit grondeigenschap II volgt dat ~ = ais lineair afhankelijk is 
van het systeem dat uit {bj, •.• ,8k} door vervanging van~ door bs ont-
staat en ook van het omvattende systeem dat uit {b 1, ••• ;bs_ 1,~,a1 , ... } 
door de vervanging ~-+ bs ontstaat. Dit systeem is {b 1, ... ,bs'~'a1 , ... }. 
Het is met {b 1, ••. ,bs_ 1,~,a1 , ... } equivalent omdat ~ van het eerste 
systeem en b van het laatste lineair afhankelijk is. Hieruit volgt 
s 
dat het nieuwe systeem {b 1, .•. ,bs_1,bk,a1 , ... } equivalent is met 
{br' ... ,bs_1 ,~ ,a1 } en ook met het oorspronkelijke systeem {a1, ... ,ar}. 
Gevolg. Twee equivalente lineair onafhankelijke systemen bestaan uit 
evenveel elementen. 
Een belangrijk gevolg is ook de volgende stelling. 
Dimensiestelling. Elke basis van een n-dimensionale vectorruimte A telt 
n vectoren. Elk stelsel lineair onafhankelijke vectoren kan aangevuld 
worden tot een basis. Men kan dus definieren: de dimensie van een 
vectorruimte is het aantal vectoren van een basis. 
Stelling 3, Is a 1 , ... ,am een basis van A, dan bestaat bij elke vector 
bEA precies een stel getallen A1, ... ,Am zodat (1) geldt. 
"· + µmam = v1a1 + .. · + v a dan is n n Bewijs. Is µ1a 1 + 
(µ1-v1 )a1 + · • · + (µ -v )a = m m m 0 en wegens onafhankelijkheid van a 1, ..• ,am 
µ1 - \/1 = o, ... ,µm-\/m = o. 
Deelruimten 
Zij Been deelverzameling van de lineaire ruimte A. Als voor elke 
a,bEB en AER ook AaEB en a+bEB, dan is ook B met de optelling en sca-
laire vermenigvuldiging van A een lineaire ruimte. B heet een deelruimte 
van de lineaire ruimte A. De dimensie van Bis kleiner of gelijk aan de 
dimensie van A. (Ga dit na). (Voor het geval A een eindige dimensie 
heeft). Als dim B = dim Adan volgt oak B = A (direct gevolg van de 
dimensiestelling). 
Uit de dimensiestelling volgt verder dat als b 1, ••. ,bm een basis 
is voor de deelruimte B, dan kan dit stelsel vectoren aangevuld warden 
tot een basis voor A. 
Zij B, C deelverzamelingert van een lineaire ruimte A. Dan 
B + C = {a+b I aEB bcC}. Zijn B en C deelruimten van Adan is oak B + C 
een deelruimte van A. B + C heet de door Ben C opgespannen deelimimte 
van A. Verder is oak steeds BnC een deelruimte van A. 
2e .dimensiestelling. Zijn Ben C twee deelruimten van een vectorruimte 
A met doorsnede BnC, die samen B + C opspannen, dan geldt voor de 
dimensies: 
dim(B+C) = dim B + dim C - dim(BnC) • 
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Bewi.js. Stel dim(BnC) = r, dim B = r + s, dim C = r + t. Kies een basis 
a 1, ... ,ar in BnC en vul deze aan enerzijds tot een basis 
a 1, ••• ,ar,b1,f .. ,bs van B, anderzijds tot een basis a 1, •.. ,ar,c 1, ... ,ct 
van C. i 
Nu is a 1, ••• ,ar,b 1, .•• ,bs,c 1, ••• ,ct een stelsel voortbrengenden van 
B + C. Het is een basis, immers, is 
s 
r 
la.a. 
1 l. l. 
Dan is - l 8.b. niet alleen in B, maar ook in C, dus in BnC. Maar dan 
1 J J 
is deze vector nul, want anders waren b 1, ... ,bs en a 1, ••• ,ar afhankelijk. 
r t 
Nu is 81 - ••. = 8 = 0 en la.a.+ l ykck = 0. Wegens de onafhankelijk-s 1 1 1 1 
heid van a 1, .•• ,ar 1c 1, •.• ,ct zijn alle coefficienten in(*) en. nu.1: 
De dimensie van B + C is dus r + s + t, hetgeen het gestelde inhoudt. 
In de volgende figuur snijden de 2 dimensionale vectorruimten B 
en C elkaar volgens de 1-dimensionale ruimte BnC; zij spannen samen de 
3-dimensionale ruimte B +Cop. 
BnC 
B 
Nog enkele voorbeelden. 
1) Zij A een vectorruimte, en a 1, •.. ,an vectoren uit A. Dan is de ver-
zameling B bestaande uit alle vectoren A1a 1 + ..• +A a met A.ER n n i 
i = 1, ••. ,n een lineaire deelruimte van A. Deze heet wel de ruimte 
opgespannen door a 1, .•. ,an. 
2) Laat n een natuurlijk getal zijn, en laat Rn de numerieke n-dimen-
siomµe vectorruimte zijn. Laat .getallen a .. (i=1, ••. ,P , j=1, ••• ,n) 
J.J 
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gegeven z1Jn, en laat B bestaan uit alle n-vectoren (x1 , ••• ,xn) die 
voldo'en aan het stelsel vergelijkingen 
+ ••• + a X pn n 
= 0 
= 0 
Dan is Been lineaire deelruimte van Rn. De ·dimensie m van Bis ten 
hoogste n. Als m = n dan is Rn= B. 
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§2, Homomorfismen van vectorruimten, beeld en kern. 
Definitie. Een afbeelding ~ van een lineaire ruimte Lin een lineaire 
ruimte M heey lineair, indien voor elke a 1 ,a2€L, A€IR geldt: 
o(Aa1 ) = A,o(a1) 
cr(a1+a2 ) = oa1 + cra2 
+ A oa 
n n 
Een lineaire afbeelding o: L + M heet een homomorfisme en indien L = M 
ook een endomorfisme. 
Enige voorbeelden 
1. In het platte vlak geeft de draaiing over ee:ri vaste hoek 
om de oorsprong een lineaire afbeelding waarvoor bovenstaande betrekkingen 
gelden. 
2. De meetkundige vermenigvuldiging van alle elementen in een lineaire 
ruimte L met een factor A ,f. O. Dit endomorfisme wordt kort door A aan-
geduid, A: L + L. 
3; Definieer de toevoeging (x1, •.•. ~fil.)€1Etm 1--+ (y 1, .•• ,yn)€IRn a.ls volgt 
(a .. dn 
J.J 
Deze toevoeging induceert een lineaire afbeelding A: ~m-+ ~n. We zullen 
hier nog later op terugkomen. 
LEMMA. Zijn de elementen a 1, ••• ,ar-E:-L lineair afhankelijk en is er: L + M 
een homomorfisme, dan zijn ook oa1, ••• ,oar lineair afhankelijk in M. 
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Bewijs. Ter inleiding merken we op o(0) = o(0.a) = 0.oa = 0. Zijn_ 
a 1,; .. ,ar lineair afhankelijk dan bestaan A1, ... ,Ar R met alle,nul, 
zodat 
dus 
Stelling 1. Een .homomorfisme o van een vectorruimte A naar een vector-
ruimte Bis uniek bepaald door haar werking op de vectoren van een basis 
van A.Vormen a 1 , ••• ,am een basis van A en ziJn b 1 , ••• ,bmEB, dan bestaat 
precies een homomorfisme o waarvoor oa. = b., i = 1, ••• ,m. 
l l 
Bewijs. Is a 1 , ••• ,am een basis, dan bestaat bij elke aEA juist een stel 
getallen A1 , ••• ,Am zodat 
+ •.. +A a 
mm 
Het eerst gestelde volgt dan uit het feit dat 
Zijn omgekeerd b 1,b2 , ... ,bmEB dan voldoet de afbeelding 
o: a= A1a 1 + ••. + Amam I-+ o(a) = A1b 1 + ••• + Ambm aan de lineari-
teitseigenschappen en oa. = b.; o is dan het gewenste homomorfisme. 
l l 
0 -1(0) Definitie. Is o: A+ Been homomorfisme, dan heet oA het beeld, 
de kern, A de bron van o, en de dimensie van oA (voor zover die eindig 
is) heet de rang van o. 
Stelling 2. De kern o- 1(0) en het beeld oA van een homomorfisme 
o: A+ B zijn lineaire deelruimten van respectievelijk A en B. De som 
van de dimensies van kern en beeld is gelijk aan de dimensie van de 
bron: dim o- 1(0) + dim o(A) = dim A 
dim kern + dim beeld = dim bron. 
Bewijs. Dat cr- 1(0) en oA lineaire deelruimten ziJn van A resp.Bis 
duidelijk. Immers a,b€o- 1(o)-. o(Aa+µb) = A(oa) +µ(ob)= O ~ 
===;, Aa+µb€o- 1(o). Voor de tweede bewering geldt een analoge redenering. 
Om bovenstaande formule te bewijzen stellen we de dimensies van A 
en o-
1(o) respectievelijk men m-r. Kies een basis a 1, ••• ,a voor r+ m 
o-
1(0), en vul deze aan tot een basis a 1 , ••• ,am van A. 
Dan is 
oa. = 0 voor i > r. 
1 
We noemen 
oa. = b. 
1 1 
voor i < r. 
De vectoren b 1, ••• ,br vormen een stelsel voortbrengenden van aA, immers 
voor a€A is 
oa = o(A 1a 1 + .•• +A a)= A1b 1 + ••• +Ab , m .m r r 
Zij vormen zelfs een basis. Veronderstel n.l. dat A1 , ••• ,Ar€R en 
Dan is + .•• + A a)= 0 
r r 
Dus _
1 
A1a 1 + ••• + Arar€a-
1(o). Om4at {ar+ 1, ••• ,am} een basis is 
voor a (0) bestaan er getallen Ar+ 1, .•• ,Am zodat 
..• + A a 
mm 
Qmdat a 1, ••• ,am onafhankelijk zijn volgt dat A1 = A2 = •.• Ar= O. 
De dimensie van a(A) is dus gelijk aan r, waarmede het gestelde is aan-
getoond. 
Opmerking. Als a een homomorfisme is van de vectorruimte A in Ben 
dim A> dim B,dan impliceert a is injectief dus automatisch a is sur-
~-
jectief. De corresponderende eigenschap voor lineaire ruimten is onjuist. 
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Matrixvoorstelling van een lineaire transformatie. 
Zij a 1, ..• ,am een basis voor A en b 1, ..• ,bn een basis voor B. Een 
willekeurig homomorfisme is bepaald door mn getallen cr .. i = 1, ... ,n; 
l.J 
j = 1 , ... ,m, n. 1. ·door de afbeelding 
cr 
Het schema 
a1 + 0 11b1 + 0 21b2 + 
a2 + 0 12b1 + 0 22b2 + 
cr 
nm 
+ cr 1b EB n n 
+ cr 2b EB n n 
+ cr b EB 
nm n 
van de getallen cr ij ( 1 .::_ i ~ n, 1 ,:_ j .:,_ m) noemt men de matrixvoorstelling 
Y.§!l cr t.o.v. de bases a 1, .•• ,am ~ b 1 , ••• ,bn. Merk op dat de matrix-,. 
voorstelling van een homomorfisme afhankelijk is van de keuze van 
a 1 , ... ,am en b 1 , ••• , bn. 
Wanneer cr: A+ A een endomorfisme is en a = 1 
we van de matrixvoorstelling varl cr t.o.v. de 
Een deelschema 
b 1 , ••• ,a · = b dan spreken n It 
basis a 1 , ••• ,a, n· 
.de heet de J kolom van bovenstaande n x m 
cr . 
nJ 
matrix. 
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Een deelschema 
[-crk1 ' ••. ,crkm] 
heet de kd~ riJ van de matrix (a;,). 
lJ 
Als x = x 1a 1 + ... + x a dan bepaalt. men het mm 
ax= y1b1 + ... 
m 
formule y. = I 1 j=1 
+ ynbn van x m.b.v. 
a . . x. (i=1, •.. ,n). lJ J 
1122/tlt lilllf I I/Ill Ill 
CJ 
n.1 
de matrix cr .. 
Schematisch 
x· 1 
~ .. 
= 
lJ 
beeld 
Door middel van de matrix-presentatie hebben weals het ware a gereali-
seerd tot een lineaire trafo van IRm in IRn ! ( de bij de matrix a. . behorende lJ 
afbeelding: zie blz. 80) 
Beschouwen we nu i.p.v. A de numerieke m-dimensionale vectorruimte IRm 
waarin de vectoren als kolommen 
C) 
m 
geschreven worden en voor B de n-dimensionale ruimte IRn, dan kunnen we 
voor a 1, .•• ,am de eenheidsvectoren 
,. 
1 
0 
0 
, ... ' e = m 
0 
0 
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nemen, en voor b 1, ••• ,bm de eenheidsvectoren 
, ... , 
0 
e = 
m 
0 
0 
Als cr nu een lineaire transformatie is van ~min ffin dan wordt deze weer-
gegeven door een matrixpresentatie t.o.v. e 1, ..• ,em en e 1, ••• ,eh. 
cr = 
0 11 • • •••• 0 1m 
cr 
nm 
Het beeld ender o van een vector (I1) 
n 
x, 0 11 e e e e Ill Ill 0 1m x1 
cr = 
X er •• 0 ••• cr X 
bepaald men door de formules 
cr 11 x1 + 0 12x2 + ... cr 1 X mm 
= 
cr + er + . .. cr X 
m n1 nm- m n1x1 n2x2 nm m 
I.h.b. geldt 
cr11 cr 1m 
cre 1 = , ... ' cre = m 
cr 
n1 er nm 
m.a.w. de kolommen van de matrix zi.in niets ander dan de beelden van 
. m 
de eenheidsvectoren van~. 
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Samenstelling en optelling van. Homomorfismen, inverse homomorfisme 
. Zij o: L +Men p: M + N homomorfismen van lineaire ruimten. Dan 
kan men de samenstelling po van o en p beschouwen het · z. g. ·product van 
o en p. Gemakkelijk gaat men na dat po: A+ C weer een homomorfisme is. 
Net als bij afbeeldingen tussen verzamelingen hebben we de associatieve 
wet 
Also: A+ Ben p: A+ B homomorfisme zijn dan is o + p: A+ B gedefi-
nieerd door (o+p)(x) =ox+ px weer een homomorfisme: de z.g. §.2!!!. der 
homomorfismen o en p. Verder, als A€~ en o: L + M dan is AO: L + M ge-
definieerd door (~o)x = A(ox), ook weer een homomorfisme. Er gelden 
de distributieve wetten 
p(o+T) =po+ PT 
en 
(o+T)p =op+ Tp. 
Een homomorfisme o: L + M dat 1-1 en surjectief is heet een isomorfisme. 
In dat geval bestaat o - 1 : M ~ .L, de inverse. van o. 
Gana dat geldt o is 1-1 d,e.s.d. o- 1(0) = O. Inderdaad, in dat geval is, 
wanneer cra = ab, dan is o(a-b) = 0 ~ a-b = 0 .......,. a = b. Het is gemak-
kelijk na te gaan dat ook o- 1 een homomorfisme is.Also en T isomorfismen 
. . ( )-1 -1 -1 ziJn o: L +Men T: M + N, dan geldt TO = o T • 
Stelling 3, Met de gedefinieerde optelling en scalaire vemenigvuldiging 
vormen de homomorfismen van L naar M zelf weer een lineaire ruimte (met 
deze vermenigvuldiging vormen zij zelfs een ring). 
Zij nu A, B, C weer vectorruimten o: A+ B, p: B + C homomorfismen; 
a 1 , ... ,am; b 1 , ••• ,bn; c 1 , ••• ,cp basis voor resp. A, B, C. 
Laat (o .. ) ( i = 1, ••• ,n; j = 1 , ••• ,m) de matrix zijn voor o t. o. v. de a' s iJ 
en b's. 
Laat ~ki }(k = 1, .•. ,P; i = 1, .•. ,n) de matrix zijn voor p t. o. v. de b' s 
,. 
en e's. 
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Dan geldt voor de matrix van pa t.o.v. de a's en de e's dat deze in de 
n 
j'de kolom en de k'de rij het getal (pcr)kj = l pki cr. . bezi t. 
i=1 lJ 
Inderdaad, als x = x 1a 1 + ••• + xmam, dan voegt cr aan x toe de 
+ •.. + y b met 
n n. 
formatie die aan y = y 1b 1 
n 
+ ... + 
C met zk = l pk. y .. 
• 1 l l i= 
y. = 
l 
m 
l a .. x .• a is de trans-j=1 lJ J 
toevoegt z 1c 1 + ..• + zpcp uit 
De productafbeelding voegt dus aan x 1a 1 + .•. + xmam toe z 1c 1 + ... + zpcp 
en we hebben 
n m m 
zk = I pki I a . . x. = I x. I pki a .. 
i=1 j=1 lJ J j=1 J lJ 
Schematisch 
VZZV777ZZ72ZOVIOV4 
Onafhankelijk van de theorie van de lineaire transformatie kan 
men (nxm) matrices definieren als zijnde een schema van mn getallen a .. 
lJ 
< i ::_ n, 1 ::_ j < m voorgesteld door 
(t . • • a1m A = 
a an1 nm 
Wanneer A een nxm matrix is A= (a .. ) (1 < i < n; 1 < j < m) en Bis een 
lJ - - - -
pxn matrix: B· =(bk;i) ( 1 ::_ k ,:_ p; 1 ,:_ i ::_ n) dan definieert men het 
product rn B en A, schrijfwijze BA, als zijnde de matrix C -~- (ckj) 
( 1 ::_ k .:_ p ; 1 ::_ j ::_ m) door 
n 
cki = l bki a .. 
-· i=1 lJ 
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Schema ti sch 
= (□) 
A B C 
Nu volgt onmiddellijk: ( zie blz. ],9) de volgende bewering: Als 
a: A+ Ben p: B + C lineaire transformaties zijn en A= (a .. ) is de J.J 
matrixpresentatie van p t.o.v. de bases a 1 , •.. ,am- en b 1 , •.. ,bn en 
B = (b .. ) is de matrixpresentatie van p t.o.v. de bases b 1, ••. ,b en J.J n 
c 1, ... ,cp dan is BA de matrixpresentatie van de samengestelde afbeelding 
poa. 
Stel nu A= (a .. ) (i = 1, ••. ,n; j = 1, ••. ,n) een nxm matrix. Men J.J 
kan A nu ook zien als een lineaire trafo A= IR.m + Rn 
door A(x) = y met y 1 = a 11 x1 + ••• + a 1mxm 
(zie ook blz. 72) 
Yn = an1x1 + •·• + anmxm 
m n, • Deze trafo A: IR + IR die biJ de matrix geassocieerd is heet de bij de 
matrix A behorende transformatie. Merk op dat het beeld van een vector x 
(kolom vector)€ IRm onder de trafo A niets anders is dan het matrix-
product van A en de matrix x. 
Ook geldt: 1) het beeld van de ide eenheidsvector 
bij A behorende lineaire transformatie A: IRm + IRn 
kolom van de matrix A. 
e. van IR.m onder de J. 
. . .de is precies de 1 
2) De matrix A is precies de matrixpresentatie van zijn bijbehorende 
m n . transformatie A: IR + IR t.o.v. de basis e 1, ..• ,em en e 1, •.• ,en van 
m n 
resp. IR en IR . 
Men definieert de som A+ B van A en B indien p = m door A+ B = C 
met c .. =a .. + b .. (1 < i ~ n; 1 ~ j ~ m). Analoog kunnen we een J.J J.J J.J 
scalaire vermenigvuldiging definieren. Als A een nxm matrix is dan de-
finieert men AA door C = AA met c .. = Aa ..• J.J J.J 
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Men verifieert gemakkelijk dat definitie van optelling en scalaire 
ver:m,enigvu.ldiging compatibel zijn met de optelling en scalaire vermenig-
vuldiging van de bijbehorende lineaire transformaties. 
De optelling·en verm.enigvu.ldiging met een scalair voldoen aan de 
volgende eigenschappen: 
1) A+B=B+A 
(A+ B) + C =A+ (B + C) 
A(A + B) =AA+ AB 
(Aµ)A = A(µA) 
(Hµ)A = AA + µA 
2) (AB)C = A(BC) 
A(B + C) =AB+ AC 
(A+ B)C =AC+ BC 
A(AB) = A(AB) = (AA)B 
De nxn matrix I die op de diagonaal allemaal enen en voor de rest 
nullen bezit, heet de eenheidsmatrix en de bijbehorende transformatie 
I :JRn ➔ IRn is de identieke afbeelding. 
Als A een willekeurige nxn matrix is dan geldt dus AI= IA= A. 
M.a.w. I treedt opals eenheidselement t.a.v. de vermenigvuldiging van 
matrices. 
* * * Als A een nxn matrix is en er bestaat A zodat AA ·=AA = I dan 
is A* eenduidig bepaald en A heet in dit geval regulier. I.p.v. A* 
schrijven we A- 1. Gemakkelijk gaan we na dat geldt: 
A is regulier ~ de bij A behorende transformatie A: a~ ➔ Rn 
is eenduidig (en dus een isomorfisme). 
Rang van een matrix 
Zij A een nxm matrix. De kolomvectoren spannen een r-dimensionale 
deelruimte op van IRn. r heet de rang van ·die .matrix A. 
Nu volgt: de rang van een matrix A is gelijk aan de rang van de bij A 
. !Rn behorende transformatie . 
,. 
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De velgende eigenschappen gelden: 
1 ) De transfermatie A: !Rm+ Rn is eeneeiiduidig ~ rang A = m. 
2) De transfermatie A: 1Ef1 + Rn is surjectief <==:> rang A = n, 
Uit het bevenstaande velgt dus: 
Een nxn matrix A is regulier d.e.s.d. wanneer rang A= n. 
Zender bewijs vermelden we neg 
Stelling 4. De dimensie van de kelommenruimte van een matrix is gelijk 
aan de dimensie van de rijenruimte van de matrix. 
Lineaire vergelijkingen 
Het stelsel 
( 1 ) 
= 0 
+a·x =O 2m m 
met bekenden a .. en enbekenden x. ( 1 ~ i ~ n, 1 ~ j ::_ m) heet een stelsel 
l.J J 
van n hemegene lineaire vergelijkingen met m enbekenden. Men vraagt de 
oplossingen. Dit vraagstuk kan oak als volgt geformuleerd warden. Men 
vraagt de kern van de bij de matrix A= (a .. ) behorende transformatie 
m n :i.J 
A: lR ·+IR • 
Het stelsel kunnen we dus samenvatten in de vergelijking 
A(x) = 0 en oak Ax = 0 
(Ax= 0 betekent dan dat het matrixproduct van de matrix A en de matrix x 
gelijk is aan nul). 
Als rang A= r dan l.S dim ker A= m - r; dus: 
De eElessingen van { 1 ) vermen een m-r dimensionale deelruimte van Rm. 
Is r = m dan is er precies een oplossing n.l. x1 = X = ... = X = o. ,, 2 m 
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Het stelsel 
(2) 
an 1x1 + · • ·• · · · · · · · · + a x = b nm m n 
kan nu samengevat warden tot Ax.= b (A(x) = b) wanneer we afspreken dat · 
b = (!1) 
n 
(2) heet een stelsel van n niet-homogene lineaire vergelijkingen in 
m-onbekenden. (1) heet het daarbij behorende homogene stelsel. Men onder-
scheidt twee gevallen 
I De vector b = (!1) ligt in A(IR"'). Er is dus e~n oplossing, De rangen 
van de volgende n matrices zijn gelijk, omdat de stelsels kolommen 
dezelfde ruimte van dimensie r opspannen 
A= en 
... ·a 
nm 
••• a ,b 
nm m 
Men noemt de laatste matrix ook wel de aangevulde matrix. 
Is y een oplossing van (2) dus A(y) = b; x een oplossing van (1) 
dus A(x) = O dan is y + x een oplossing van (2), immers 
A(y+x) = A(y) + A(x) = b + 0 = b. Anders gezegd is y een oplossing 
van (2) dan vormen alle oplossingen van (2) de verzameling y + A- 1(o). 
Dat dit inderdaad alle oplossingen zijn volgt gemakkelijk. Immers zij 
ook y' een oplossing van (2), dus A(y') = b, dan volgt 
A(y-y') = A(y) - A(y') = b - b = 0 dus y -y'EA-1(0) dus y' = y + (y'-y) 
waarbij y'-yEA- 1(o). 
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II De kolommen van de aangevulde matrix spannen een ruimte op, die de 
ruimte opgespannen door de kolommen van matrix A~ omvat, d.w.z. 
bevat en er niet gelijk aan is. De rangen van deze matrix zi,jn dan 
verschillend. Het· stelsel vergelijkingen heet dan strijdig. 
Samengevat 
Stelling 5, De vergelijkingen van (2) hebben geen oplossing (strijdig 
stelsel) indien de rang r van de matrix A ongelijk is aan de rang van 
de aangevulde matrix. Zij_n deze rangen wel gelijk dan zijn de oplossingen 
in een eeneenduidig verband te brengen met de oplossingen van. het bij-
behorende homogene stelsel (1) die een m-r dimensionale deelruimte van 
m IR vormen. 
Stelling 6. Is het aantal vergelijkingen gelijk aan het aantal onbekenden 
en is ook de rang van de matrix A hieraan gelijk, n = m = r, dan heeft 
(2) precies een oplossing. 
§3, Determinant van een endomorfisme 
Multilineaire functie 
Definitie: Een functie $(x1, ... ,xr) van r variabelen die vectoren in 
A zijn, 
$:Ax ••• xA-+IR 
met waarden iniR, heet multilineair (r-lineair) indien r > 1 en indien 
elk van de functies 
x. = constant voor j ~ i 
J 
(homogeen) lineair is. x1, ... en xr heten oak wel de argumenten van de 
functie. De functie heet antisymmetrisch indien steeds 
geldt indien de rij vectoren y 1, •.. ,yr uit de rij x 1, ... ,xr kan ontstaan 
door verwisseling van twee der vectoren. 
Een voorbeeld van een multilineaire antisymmetrische functie ver-
krijgt men als volgt. Kies drie vectoren a, b enc met beginpunt O in 
de gewone driedimensionale ruimte JR3 . Noem de inhoud van het parallelo-
pipedum data, b enc tot ribben heeft I(a,b,c). I= 0 indien a, b enc 
afhankelijk zijn. Stel $(a,b,c) = I(a,b,c) indien de draaiing van a 
naar b over de kleinste hoek vanuit het uiteinde van c gezien overeen-
stemt met de draaiing van de wijzers van de klok. Stel $(a,b,c) = -I(a,b,c) 
wanneer di t niet het geval is. Men gaat gemakkelijk na dat $ multilineair 
en antisymmetrisch is! 
Stelling 1. Zij $(x 1, •.• ,xr) een multilineaire functie met argumenten 
(dat zijn de x. 's) in de vectorruimte A. Dan zijn de volgende voorwaarden 
i 
equivalent: 
1) $ is antisymmetrisch. 
2) $(x 1, ••• ,xr) = 0 indien twee der argumenten gelijk ziJn. 
3) $(x1, •.. ,xr) = 0 indien de vectoren x1, ... ,xr lineair afhankelijk 
zijn. 
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Bewijs 
Uit 1) zowel als uit 3) volgt 2) als speciaal geval. Geldt 2) dan 
is wegens de lineariteit, indien we uitsluitend het p'de en g_rde argu-
ment noteren, en de andere argumenten constant houden: ~(a,b) = -~(b,a). 
Daarmee staat dus reeds vast dat 1) en 2) gelijkwaardig zijn we tonen 
tenslotte nog aan dat 3) _ ui t · .2) vol.gt. Stel ~ heeft de eigenschap 2) 
en x 1, ••• ,xr zijn lineair afhankelijk. Dan bestaat A2 , ••• ,Ar€R zodat 
na eventuele vernummering 
Dan is 
A. ER. 
1 
,,,; A2~(x2 ,x2 , ... ,x) + ... A ~(x .,x2 , ••• ,x) = o. · r r r - - r 
In het volgende hebben we nog het begrip permutatie nodig, Een 
eeneenduidige afbeelding van een eindige verzameling op zichzelf heet 
een permutatie. Een permutatie "toepassen" betekent elk element op de 
plaats van zijn beeld zetten. Permutaties kunnen worden samengesteld 
(samenstellen van afbeeldingen: zie vroeger). Elke permutatie van n 
elementen a 1, ••• ,an kan worden samengesteld door achtereenvolgens een 
aantal verwisselingen telkens van twee elementen uit te voeren, die b.v. 
suceessievelijk a 1 ,a2 , ••• ,an_ 1 op de uiteindelijke gewenste plaats 
brengen. 
Stelling 2. Is cr een permutatie van een eindige verzameling en zijn ,. 
1 
en T ! , J. 
J 
= 1, ••• ,m; j = 1, •.• ,m', verwisselingen van telkens twee ele-
menten zodat 
cr = T T T - ~f -Tf 
L m. L m- 1 • • • L 1 - L m ' • -L m' - 1 ',' 
. 1 
dan zijn men m' beide even of beide oneven, of gelijkwaardig daarmee 
m m' 
J.S (-1) = (-1) , 
,_ 
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Door deze stelling is de volgende definitie mogelijk: 
Een permutatie heet ~ resp. oneven indien hij door samenstelling uit 
een even resp. oneven aantal verwisselingen van telkens twee elementen 
kan ontstaan. Dan is het getal sign cr = (-1)m = (-1)m' gelijk 1 of -1. 
sign betekent de signatuur van de permutatie. 
Bewijs van de stelling. We nummeren de elementen van de eindige ver-
zameling, en stellen ze tevens voor door de natuurlijke getallen 
1,2, •.. ,n. a zij een permutatie en cr- 1(i) = j. of wel cr(j.) = i. Toe-
l. J. 
passing van cr geeft dus op de plaats van i het getal j.; op de plaatsen 
J. 
van 1,2, ... ,n de getallen j 1,j 2 , •.. ,jn. We geven deze permutatie cr aan 
door de rij die ontstaat indien men de permutatie toepast op de rij 
( ) -1( ) -1( ) -1( ) (. . . ) 1,2, ... ,n nl. cr 1 ,cr 2 , ... ,cr n = J 1,J 2 , ... ,Jn • 
We noemen een paar getallen j ,j met p < q een onordelijk paar of in-p q 
versie van de permutatie d van 1, ••. ,n, dan en slechts dan wanneer 
j > j . Het aantal inversies zij N(j 1, •.. ,j ) . Bij een verwisseling P q n 
van twee naast elkaar staande indices in de rij j 1, ... ,jn neemt 
N(j 1, ... ,j ) met een toe of af. Een verwisseling van twee willekeurige n de de indices bijv. de p of de q , kan warden teweeggebracht door een on-
even aantal n.l. 2(q-p)-1 dergelijke buurtverwisselingen. Bij een ver-
wisseling van twee indices in de rij (j 1, .•. ,jn) keert de functiewaarde 
van (-1)N(j 1,··· ,jn) dus van teken om. Ism een aantal verwisselingen 
die samengesteld de permutatie cr = (j 1, ... ,jn) leveren, dan is dus 
(-1)N(j1,···,jn) = (-1)m. Het linkerlid hiervan is bij een gegeven 
permutatie cr van 1,2, ... ,n onafhankelijk van het aantal m. Daaruit volgt 
de stelling (-1)m = (-1)m'. Het rechterlid is onafhankelijk van de num-
mering (= naamgeving der elementen). Daaruit volgt dat het getal 
sign cr = sign(j 1, ... ,jn) = (-1 )N( j 1 ' .. · ,jm) := (-1 )m geheel bepaald is 
door cr; sign cr is dus een functie van a. 
Stelling 3. Is A een n-dimensionale vectorruimte, dan bestaat precies 
een n-lineaire antisymmetrische functie t(x1, ... ,xn) met argumenten 
xiEA die op de n-gerangschikte vectoren a 1, ... ,an van een gegeven basis 
van A de gegeven waarde AER aanneemt. 
' 
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We bewijzen eerst dat ~ eenduidig bepaald is bij gegevan a 1, ••. ,an 
en >.', 
n 
Stel x 1, ••• ,xnEA en xi= l crki ~· k=1 
Dan is wegens de multilineariteit van~: 
~(x1,···,xn) = ~o: cr. a. , ... 
J 1 J 1 
= I cr. 1.cr. 2 , ••• cr. ~(a. , •.. ,a. ) J 1 J2 Jnn · J 1 · Jn 
De sommatie is over j 1, ••• ,jn die elk van tot n lopen. ~(aj 1, ••• ,ajn) = 0 
wanneer twee der argumenten gelijk zijn dus wanneer twee der indices gelijk 
zijn. Is dit niet zo dan ontstaat j 1 , ••• ,jn door een permutatie uit 1, ••• ,n 
die samengesteld is uit een m-tal verwisselingen van twee elementen. Dan 
is 
Dus volgt dat de functiewaarde van ~(x1, ••. ,xn) volledig bepaald is door 
de formule 
waarbij j 1, •.. ,jn alle permutaties toegepast op 1, •.. ,n doorloopt. 
Om nu omgekeerd de existentie te bewijzen moeten we aantonen dat 
bovenstaande formule oak inderdaad altijd een multilineaire antisymme-
trische functie voorstelt. De multilineariteit is duidelijk. Om te be-
wijzen dat (*) antisymmetrisch is stellen we twee der argumenten gelijk 
van ~(x1, ••• ,xn), b.v. xp = xq. Dan is oak crkp = crkq voor k = 1, ..• ,n. 
Nu is ~(x1, ... ,x) =>.I cr. 1 cr. 2 ... crJ. n sign(j 1, •.. ,jn). n J 1 J2 n 
Voor elke k ~ 1 zodat 1 .::_k~l .::_n bevat deze som voor een keuze van 
j. (i ~ p,q) precies twee termen van de vorm 
1 
•.• crlp •.• crkq •.• 
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die omdat akp = crkq en cr1p = cr1q elkaars tegengestelde zijn. De totale 
som bestaat dus uit term.en die twee bij twee elkaars tegengestelde zijn. 
Dus, ¢ ( x1 , .•. ,xn) = 0. Hiermede is de stelling bewezen. 
Voor het geval n = 2 uitgeschreven 
Als ¢ $ O dan geldt dus blijkbaar ¢(x1, •.. ,xn) = 0-=- (x1, ... ,xn) zijn 
lineair afhankelijk. Immers merk op dat ¢ identiek nul wordt zodra ¢ = 0 
voor een basis a 1, ... ,an van A. Verder merken we op dat de coefficient 
van ¢(a1, ••. ,an) niet van¢ afhangt. Zijn ¢en~ dus twee n-lineaire 
antisymmetrische functies niet identiek nul, dan is voor twee bases 
(y1, ... ,yn) en (z 1, ... ,zn) steeds 
~(y1 ,. • · ,yn) 
¢ (y 1 '' ' ' ,Y n) 
~(z
1
, ••• ,z) 
n· ( 1 ) 
m.a.w.: de verhouding van twee n-lineaire antisymmetrische functies op 
een n-dimensionale vectorruimte is een constante, 
Zij nu¢ een niet triviale antisymmetrische functie en cr een endo-
morfisme cr: A-+ A. De functie <!>(cry1, •.. ,cryn) is ook lineair in de argu-
menten y 1, ••• ,yn en neemt de waarde nul aan als twee der argumenten 
gelijk zijn. Het is dus ook een antisymmetrische n-lineaire functie in 
y 1, ... ,y0 en slechts identiek nul indien de rang van cr < n is. Het getal 
¢(cry1''"' yn) 
HY 1 ,,,.,yn) 
(2) 
is nu afhankelijk van de basis y 1, ••• ,yn zowel voor geval rang cr < n als 
rang cr = n. Volgens (1) verandert de waarde van (2) ook niet als ¢ door 
een andere lineaire functie ~ vervangen wordt. 
(2) heet de determinant van het endomorfisme cr, det cr of ook wel lcrl. 
Blijkbaar kunnen we det cr in formule schrijven als we de matrix 
( cr .. ) van 
lJ ' I cr .. y .• 
lJ l 
cr t.o.v. een basis y 1 , ••• ,yn van A bepalen door cryj = xj = 
• 
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Dan volgt uit het bewijs van de vorige stelling 
det cr = I cr. l. n 
n 
Stelling 4. Zijn cr en T endomorfismen A+ Adan is det(crT) = det cr. det T, 
det identiek = 1 ; det ( cr - 1 ) = ( det cr )-1 . 
Bewijs. Is de rang van cr or T kleiner dan n dan is ook de rang van crT 
kleiner dan n en det crT = det cr. det T = 0. Anders is bij een basis 
y 1, ••• ,ynEA een niet triviale n-lineaire antisymmetrische functie ~, 
volgens het voorgaande: 
waaruit het eerst gestelde volgt. De andere beweringen zijn nu triviaal. 
Determinant van een matrix. 
Zij A= (a .. ), i,j:0 = 1, ... ,n, een nxn matrix 
l.J 
A= 
a 
nn 
Dan stelt deze matrix een lineaire transformatie A voor A: fn + Rn. 
(zie blz. 80). 0nder de determinant van de matrix A verstaat men nu 
per definitie det A. Notatie 
a 
nn 
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Blijkbaar det A= I 
Gevolg. De determinant van een nxn matrix A is de functiewaarde op de 
rij kolomvectoren van A, van die n-lineaire antisymmetrische functie 
op Rn welke aan de rij kolommen van de eenheidsmatrix de waarde 1 toe-
voegt. 
Blijkbaar geldt nu voor de getransponeerde matrix, d.i. de matrix 
AT die uit A ontstaat door verwisseling van de rijen en kolommen (dus 
(AT) .. = a .. , i,j = 1, .•. ,n), dat lJ Jl 
= I 
(Ga dit na). 
a . 
ni 
n 
sign(j 1, ... ,jn) 
det A= det AT is ook een multilineaire antisymmetrische functie van 
zijn kolomvectoren = rijen van A. 
Nu hebben we dus de volgende zeer algemene stelling. 
Stelling 5. De determinant van een matrix is nul dan en slechts dan, 
wanneer de kolommen (of rijen) lineair afhankelijk zijn. Verwisselt men 
in een matrix twee kblommen (rijen) dan keert de determinant van teken 
om. Telt men bij een kolom (rij) van een matrix een veelvoud van een 
andere kolom (rij) op dan verandert de determinant niet van waarde. De 
determinant van een nxn matrix is een antisymmetrische lineaire functie 
van de rijen (idem van de kolommen). 
Stelling 6. Als A en B nxn matrices zijn, dan geldt 
det AB= det A. det B. 
Bewijs. Dit volgt direct uit Stelling 4. 
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Stelling 7. Zij j een der getallen 1, ..• ,n. Is elk element van de jde 
kolom van een vierkante matrix 
A = ( ~11 ' ' ' :1n ) 
n1 nn 
als som van twee termen geschreven: a .. = b .. + c .. (i = 1, ••. ,n) dan is 1J 1J 1J 
det A= det B + det C. Hierin is B de matrix die uit A ontstaat door de 
jde kolom 
te vervangen door (t) 
nJ 
terwijl C analoog is gedefinieerd. 
Een analoge redenering geldt voor de rijen van de matrix A. 
De ontwikkeling van een determinant naar een kolom. 
Laat men uit de matrix 
A= (? 1 ••• 
an1 
d .de d .de k 1 d t t t . k t t . e 1· riJ en e J o om weg, an on s aa er weer een vier an e ma rix 
die we met A .. aanduiden. De determinant van A .. heet de onderdeterminant 
1J . i+j 1J 
van a ... Het getal (-1) det A .. = m .. wordt de minor van a .. genoemd. 1J 1J 1J - 1J 
Stelling 8. Is j een der getallen 1, .•• ,n dan is 
det A= 
(ontwikkeling van de determinant van een matrix naar de elementen van 
een kolom). De overeenkomstige stelling geldt voor ontwikkeling naar 
een rij. 
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Bewijs. 1. Zij B een nxn matrix met b. = 0 voor j = 1, .•. ,n-1. Dan zijn 
- in 
in de. som, waarin det ;B volgens de formule op blz. 91 geschreven kan 
worden, alleen die termen mogelijk ongelijk nui, die de gedaante 
met i = n 
n 
hebben, waarbij i 1 , ••• ,in_ 1 een permutatie is van 1, ••• ,n-1. Daar 
sign(i 1, •.. ,-in_ 1 ,n) = sign(i 1 , ••• ,-in_ 1), stellen we nu vast, dat 
det B = b det B 
nn nn · 
waarbij det B de onderdeterminant is van b 
nn nn 
2. We keren nu terug tot onze matrix A. Volgens de vorige stelling is 
det A = det P 1 + . . . + det P ·n 
. . . I . .de 1 
waarbiJ de matrix P. ontstaat door in de J ko om van 
i 
bepaalde j van de stelling) alle elementen ak. met k # 
. J 
vervangen. 
A (voor de ene 
i door O te 
Door in ieder der P. 's de i-de rij n-i plaatsen naar beneden te schuiven 
i 
en de jde kolom n-j plaatsen naar rechts komen we tot 
det P. = (-1)(n-i)+(n-j) det 
i 
0 
0 
A.. 0 iJ 
•• ... •a .. iJ 
Passen we nu 1 toe dan zien we dat 
( ) i+j det P. = -1 a. . det A. . = a. . m .. i iJ iJ iJ iJ 
waaruit het gestelde volgt. 
,, 
Toepassing. Berekening van een 
2 8 4 
0 2 1 3 
= 
3 6 0 6 
4 0 2 
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determinant: 
-7 ;..14 0 -20 
0 2 3 
3 6 0 6 
4 0 2 
(de eerste rij ver-
vangen door er 8-x. 
tweede van af te 
trekken) 
-7 -14 -20 
= (ontwikkeling naar derde kolom) = 3 6 6 = 
4 2 
-7 -14 -10 -7 -14 -10 
-1 0 -10 
= 2 3 6 3 = 2.3 2 = 6 1 0 
4 4 1 4 -7 
(2x de eerste kolom van de tweede kolom afgetrokken) 
= (ontw. naar tweede kolom) = 6.7 ;..7 -10 = -42 7 10 = -42.-3 = 126. 
Opgave: Bewijs dat 
x1 x2 X n 
2 2 2 (x2-x1) (x3-~) (x3-x1) (x4-x3) x, x2 X = n 
(x4-x2) ... (xn-x1) 
n-1 n-1 n-1 
. ·x, x2 X n 
Deze aeterminant staat bekend als de determinant van Van -der Monde. 
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Toepassing op de theorie van de lineaire vergelijkingen, regel van Cramer. 
I. Beschouw het homogene stelsel vergelijkingen 
+ ... +ax =O 
nn n 
en stel A= 
a 
nn 
We hebben vroeger gezien dat dit stelsel een oplossing # 0 bezit 
d.e.s.d. rang A< n. 
Omdat rang A< n <=:> de kolomvectoren zijn lineair afhankelijk volgt 
det A= 0 ~ rang A< n (stelling 5). 
Dus: het stelsel heeft dan en slechts dan een oplossing # O indien 
det A= 0. 
II. Gegeven het niet homogene stelsel lineaire vergelijkingen 
en stel A= 
+ ... +ax =b 
nn n n 
a 
nn 
en det A# 0. In dat geval bestaat er een eenduidige oplossing 
(zie vorige paragraaf). 
Nu volgt als deze oplossing x = (x1 , ••• ,xn) is: 
a .:ic + 
n l. 1. · · · · (an 1 x. - b ) + ... +a X = 0 i n nn n 
De kolommen van de volgende matrix ziJn dus lineair afhankelijk 
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a .. x. - b 
ni J. n a nn 
Dan is de determinant van deze matrix nul. 
Indien we de determinant van de matrix, die uit A ontstaat door de 
ide kolom te vervangen door de kolom der getallen b., j = 1, ••• ,n, voor-
J 
stellen door D. en det A= D stellen, dan volgt 
J. 
D.x. 
J. 
D. = 0 
J. 
===l> X. 
J. 
D. 
J. 
=n 
Deze vroeger veel gebruikte formule voor de oplossing is de regel van 
Cramer. 
Determinant als inhoud 
Inhoud van parallelopipedum en simplex 
Onder een maat, soms genaamd oppervlakte of inhoud op een puntverzameling 
V verstaat men een functie I(G) die aan elke (G) van een collectie deel-
verzamelingen van Veen niet negatief getal I(G) toevoegt, en met de 
eigenschap 
Het zou ons veel te ver voeren om maattheorie, of een onderdeel 
van deze theorie, de integraalrekening, te bespreken. We geven alleen 
formules voor de inhoud van parallelopipedum en simplex. De lezer be-
schouwe eerst zelf het geval n = 2, n = 3, 
Onder een parallelopipedum (par.) in IRn verstaat men de verzameling 
n 
vectoren x van IR met 
n 
P: X = u + l 
i=1 
0<11..<1 
J. 
(i.h.b. n = 2 of 3, n = 2, Pis een parallelogram). 
n 
u,b.EIR 
J. 
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Onder de inhoud van het par. verstaat men per definitie de absolute 
waar~e van de determinant van de matrix die als kolommen b 1, ••. ,bn heeft. 
(vectoren in Rn als kolommen geschreven). 
Gana dat voor n = 2,3 de gewone definitie van inhoud hiermee samen-
valt. 
Als cr nu een lineaire transformatie is van mn naar IBn en·P is een 
parallelopipedum met inhoud I(P), dan is de inhoud van het par. crP precies 
I ( crP) = ldet cr f. I (P). Hierui t zien we dus dat de determinant van cr in fei te 
meet hoe de inhoud van een blok onde! invloed van cr verandert. 
~ ~ 
P crP 
Een sim]?lex (d.riehoek, · viervlak voor n = 2 resp. 3) bestaat uit 
een verzameling punten 
S: X = u + 
De inhoud van s is 
n! 
n 
I Lb. 
i=1 i i 
0<),..<1,LA.<1 
i i 
n u,b.ER 
i 
(dus ~ x de inhoud van bovenstaande par.) 
n. 
Hierbij weer b 1, ••• ,bn als kolommen geschreven. 
Men kan gemakkelijk inzien dat elke par. bestaat ui t n ! disjuncte s.im-
plices, elk met gelijke inhoud. 
Kontroleer zelf dat voor n = 2,3 aan bovenstaande formule voldaan is. 
n = 3 
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Berekening van de inverse van een matrix 
Zij ·A een nxn matrix. Op blz, 95 hebben we reeds laten zien dat Adan 
en slechts dan regulier is (d.w.z. A-1 bestaat) indien rang A< n. M,a.w, 
A is regulier ¢1,e.s.d. det· A if, O. We zullen hieronder een methode geven 
-1 i. . . 
om A werkel Jk uit te rekenen, 
We merken eerst op dat als AB= I dan A,:8 regulier zijn en elkaars 
inverse, Inderdaad, det AB = 1 = det A, det B d,w,z·, det, A :r O; det B :r O. 
-1( ) - -1 ( -1 ) ( ) -1 -1 Verder geldt A AB = A = A Ai= IB = B, Evenzo ABB = B = 
= A(BB- 1) = A. 
Stelling 9, Stel 
, A= 
• , , aa1n) 
... 
nn 
B = 
en dat b .. = m .. /(det A), waarin m .. de minor van a .. in A is, Dan is 1J Ji Ji Ji 
AB= I. 
Bewijs. Vroeger bewezen we 
Ook geldt 
Hetgeen gelezen kan worden als 
+ ••• + a. in 1\:n 
(
~. 11 · · · a 1 n) (m 11 · · · m nl) 
an1 •... ann m,n mnn 
i :f; k (Ga dit na). 
= det A.I 
Gevolg. De matrix B = (b .. ) met b .. = m.,/det A is de inverse van A, 
iJ -1 iJ Ji· . • ' 
Dit geeft ons een methode om A = B werkeliJk te berekenen. 
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Stelling 10. Als A en B regulier zijn dan is ook AB regulier en -
r )-·1 -1 ,.,.1 \AB = B A . 
Coordinatentransformaties. 
Laat A een vectorruimte zijn waarvan b 1 , ••• ,bn een basis is. Aan 
elke x kunnen we de coordinaten toekennen ·t.o.v. b 1 , ••• ,bn n.l. de 
getallen x 1, ••• ,xn eenduidig bepaald door x = x 1 b 1 + •.. + xnbn. 
Gaan .re ui t van een tweede basis c 1 , ••• , en dan behoren bij dezelfde 
vector x andere getallen, die we door x;, .•• ,x~ zullen voorstellen. 
We kunnen de e's in deb's uitdrukken 
* * Dan vinden we de x 1, ••• ,-xn uit de x 1, ••• ,xri door schematisch 
C) ={~~) 
n n 
met 
(
~11 
s = •. 
sn1 
· · · :1n) 
nn 
Sheet de matrix van deze coordinatentransformatie (d.i. deze overgang 
* * van x 1 , ••• ,xn op x 1 , ••• ,xn). 
Het is gemakkelijk in te zien .dat S regulier is; immers het is de 
matrix van de eeneenduidige lineaire trafo die de b.'s in de c.'s over-
1 1 
voert. 
Stelling 11. Laat cr een lineaire transformatie zijn van A in zichzelf. 
* Als A de matrix is van cr t.o.v. de basis b 1, ••• ,bn en A de matrix van cr 
t.o.v. de basis c 1, ••. ,cn, dan geldt als S de matrix.is van de coordi-
natentransformatie: 
Bewijs. Ga dit. zelf na. 
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Schematisch is de situatie als volgt: 
Samenstelling geeft A*= s-1As. 
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§4. Eigenwaarden en eigenvectoren van een lineaire transformatie. 
Zij o een lineaire afbeelding van een lineaire ruimte A in zichzelf. 
Een getal A heet eigenwaarde van o, indien er een element aEA, a~ 0 
bestaat, zodat o(a) = Aa. 
In het geval dat A uit functies bestaat, dan heet a een eigenfunctie 
van cr. Is A een vectorruimte, dan hee~ a een eigenvector van de trans-
formatie o; een eigenvector behorende bij de eigenwaarde A, 
Voorbeeld. Beschouw de ruimte A van alle continu differentieerbare 
functies op R4 naar de complexe getallen. Beschouw de volgende lineaire 
afbeelding H (lineaire operator H) gedefinieerd door 
fpotentiele energie. 
Stel we zoeken naar oplossingen van de volgende differentiaalvergelijking 
(Schrodingergolfvergelijking) 
- a i hat" 'l' = H'l' . 
Bij de z.g. stationaire toestanden zoeken we oplossingen van deze ver-
gelijking in de vorm 'l' = $ exp(-iEt/h), waarin $ onafhankelijK is van 
t. Eis energie. 
Dus· i E !t 'l' = i h. - i/h E. $ exp(-iEt/h) 
en H'l' = H$ exp(-iEt/h} . 
De vergelijking gaat nu over in 
(1) H$ = E$ 
M.a.w. het probleem van de stationaire toestanden is gereduceerd tot het 
zoeken van de eigenwaarden van de lineaire trafo H!. De eigenwaarden 
vormen het z.g. spectrum van de operator H. De functies ¢ heten eigen-
ftincties. 
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Hieronder zullen we nu uitsluitend eigenwaarden en eigenvectoren • 
beschouwen bij lineaire transformaties van vectorruimten (= lineaire 
ruimten met eindige dimensie). 
Zij o een lineaire transformatie van een vectorruimte A in zichzelf, 
o: A+ A. We. willen hieronder een IDethode schetsen om de eigenwaarden 
van o te bepalen. 
Zij AcR. De eis dater een x ~ 0 bestaat zodat ox= AX is equivalent 
met de eis· dat voor zekere x ~ 0 (o-Ae)x = 0 (e is de identieke afbeelding 
van A op A). Nu geldt (o-Ae)x = 0 voor zekere x ~ 0-===> ker(o-Ae) ~ 0 
«==:> rang(o-Ae) < n <===:> det(cr-Ae) = O. 
Al met al 
A is eigenwaarde van o <===> det(o-Ae) = 0 
Het rechterlid heet de eigenwaarde v.g.l. van a. 
Om inzicht te krijgen in de rechtse vergelijking beschouwen we een 
basis a 1, ••• ,an van A en bepalen we de matrix presentatie van o t.o.v. 
deze basis 
oa = o 1 a 1 n· n + ••• .•• + a a nn n 
De matrix presentatie van a-Ae is nu 
0 22-A 
a -A 
nn 
De vergelijking det(a-Ae) is nu niets anders dan de vergelijking 
,. 
det (( cr .. )-AI ) = 0 • 
J.J 
Het linkerlid is een polynoom in de graad n van A dat onafhankelijk is van 
de matrixpresentatie van a. 
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Is A een nxn matrix dan stelt A een lineaire trafo voor van Rn in 
Rn. 
det(A-H)=O heet de'eigenwaarde.vergelijking van A en bok we:l karak.teristieke 
vergelijking van A. Het linkerlid is een nde graads polynoom in A, de 
karak.teristieke veelterm van A. 
Als Seen reguliere nxn matrix is dan geldt 
det(S-1AS-AI) = det(S- 1AS-S-1AIS) = det(S-1(A-AI)S) = 
= det S- 1• det(A-AI)det S = det S- 1• det S. det(A-AI) = det(A-AI) 
De karakteristieke vergelijking van A verandert dus niet als we A door 
s-
1AS (S regulier) vervangen. Dit laatste is eigenlijk duidelijk omdat 
s-
1AS de matrix is van dezelfde transformatie A alleen t.o.v. een andere 
basis beschreven. 
Zij A1, ..• ,An eigenwaarden van Adan vindt men de bijbehorende eigen-
vectoren door oplossing van de vergelijking (A-AI)(x) = 0 voor 
A = A 1, •.. ,An. 
Stelling 1. Laat b 1, ..• ,bn een basis zijn en laat b 1, ..• ,bn tevens 
eigenvectoren zijn van een lineaire transformatie a. Dan is de matrix 
die a t.o.v. deze basis beschrijft de diagonale matrix 
Ga dit na. 
A 
n 
nullen buiten de hoofd-
diagonaal 
Gevolg. In dit geval bestaat er een reguliere matrix S zodat s-1As de 
diagonaalvorm heeft! 
We merken op, dat niet elke matrix n-lineaire onafhankelijke eigen-
vectoren heeft. Voorbeeld (6 ~). Karakteristieke vergelijking (A-1) 2 = O. 
En bij A= 1 behoren slechts de eigenvectoren (;). Ook moeten we rekening 
houden met het feit dat niet elke algebraische vergelijking reele wortels 
heeft: 
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Dit bezwaar is te ondervangen door op complexe getallen oyer te 
gaan. Tot nu toe hebben we alles met reele getallen gedaan maar de gehele 
lineaire algebra, voor zover we die tot nu toe hebben ontwikkeld, blijft 
onverminderd van kracht als we ook complexe getallen toelaten. Dit zullen 
we nu in het vervolg van de paragraaf doen. We kunnen dan de z.g. hoofd-
stelling van de algebra toepassen die zegt dat elke veelterm van de 
graad n in lineaire factoren is te ontbinden. 
Stelling 2. Bij elke (nxn.) matrix Akan men een complexe reguliere (nxn) 
matrix 8 vinden, zodat s- 1AS een driehoeksmatrix is, dit is een matrix 
in de vorm 
11 b12 b1n 
0 b22 b22 
0 0 (d.w.z. b .. = 0 als J. > j) 
J.J 
0 
0 0 b 
nn 
In de diagonaal staan dan de eigenwaarden van A, want de karak.teristieke 
vergelijking is (A-b 11 ) •.. (A-bnn) = O. 
Bewijs. 
Ondanks dat voor niet elke lineaire transformatie er een basis van 
eigenvectoren bestaat kunnen we de volgende stelling als een voldoende 
voorwaarde hiertoe rekenen. 
Stelling 3, Een collectie eigenvectoren die behoren bij verschillende 
eigenwaarden van een lineaire trafo a zijn lineair onafhankelijk. Zijn 
i.h.b. de eigenwaarden van a allen verschillend, dan is er een basis 
van eigenvectoren van a. 
Bewijs. Stel x1, •.. ,xn # 0 en zij 
met A. # A. voor i,J = 1, ••. ,n. 
J. J 
ax =Ax 
n n n 
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Om te bewijzen dat x1, ..• ,xn lineair onafhankelijk zijn, laat 
+ ... +ax =O 
n n 
We moeten aantonen a 1 = a2 = •.. =an= 0. 
Pas cr toe op· (1) dan verkrijgen we 
a.ER 
J.. 
en successievelijk door toepassing van k' keer de transformatie cr: 
+ ••• + 
Dus voor k = 1, ... ,n hebben we 
In matrix notatie: 
1 
>,.1 >,.2 >,. n 
n-1 n-1 n-1 
>,.1 >,.2 >,. n 
k-1 
a >,. x = 0 
n n n 
a1x1 
a2x2 
a X 
n n 
+ 11. a x = 0 
n n n 
= 
0 
0 
0 
Stel B de matrix uit het linkse deel van het linkerlid. Dan 
( 1 ) 
det B = (11.2-11. 1)(11.3-11. 2 )(11.3-11. 1) ... = i~j (11.i-11.j) # 0 omdat de eigenwaarden 
van a allen verschillend zijn. Dus B-1 bestaat. Hieruit volgt formeel 
ofwel a 1x 1 = ... = anxn = 0. 
Omdat x1 , ••. ,xn # 0 volgt inderdaad 
a 1 = .•. =an= 0, 
106 
In het algemeen kan men formules qpstellen voor het aantal lineair 
onafhankelijke eigenvectoren van een transformatie cr. We zullen hier 
niet nader op ingaan. 
Een zeer interessante stelling is de stelling van Cayley.en Hamilton 
die het volgende zegt: 
Stelling 4. Zij A een nxn matrix en b An+ b 1An-
1 + ..• + b0 = 0 de n n-
karakteristieke vergelijking van A. Dan geldt 
b An+ b 1An~
1 + .•.. + _b 1A + b0I = 0. n n-
Toepassingen 
matrixpolynoom z1Jn van (willekeurige) graad m. Laat f(A) een 
Dus f(A) = m m-1 amA + am_ 1A + •.• + a 1A + a0I; A is een nxn matrix. 
We zullen 
Laat 
hieronder een methode aangeven om f(A) snel te berekenen. 
f(A) het corresponderende polynoom zijn in A en d(A) de karak-
teristieke polynoom van A. 
Een stelling uit de algebra zegt dat 
waarin r(A) de restterm heet. r(A) heeft graad .::_ n-1. Als q(A) en r(A) 
de corresponderende veeltermen zijn in Adan geldt 
f(A) = d(A) q(A) + r(A). 
Omdat d(A) = 0 volgens de vorige stelling, volgt 
f(A) = r{A) 
m.a.w. f(A) is te schrijven als n-1-graadspolynoom in A. Dus 
f(A) = An-1 + a An-2 + A I an-1 n-2 ··• + a1 + ao · 
Voor het geval A n verschillende eigenwaarden bezit kunnen we 
, 
de coefficienten a0 , ..• ,an_ 1 bepalen. Dit gaat als volgt: 
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Laat A1, ••. ,An de eigenwaarden zijn van A en x1, ... ,xn de bijbehorende 
eigenvectoren. 
Als 1 < i < n dan f(A) .x. = f(A.) .x. en r(A) .x. = r(A. )x.). Dus 
1 1 1 · 1 1 1 
r(A.) = f(A.) of wel 
1 1 
f(A) 
n 
= a A n-1 + a A m-2 . 
n-1 n n~2 n + ••• ao 
Dit is een stelsel van n lineaire vergelijkingen in a0 , ..• ,an_ 1 en de 
bijbehorende matrix heeft de determinant 
1 
A1 A2 A n 
--
II (L-L) 'f 0 ,.. . 
• • 1 J i>J 
n-1 n-1 n--1 
A1 A2 A n 
Dus is het stelsel eenduidig oplosbaar en a0 , •.• ,an_ 1 zijn bekend. 
Voorbeeld. Zij A= [-3 - 4] . Te berekenen A593 . 2 3 
Oplossing: De eigenwaarden van A zijn A1 = 1, A2 = -1. Laat f(A) = A
593
. 
Dus A593 = a 1A + a0I. 
Nu volgt 
f(1),= 1593 = 1 = a 11 + a0 
f(-1 ) = 
Ofwel a0 = O, a 1 = 1. 
Substitutie geeft (-3 - 4)593 = 2 3 
,, 
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Exponentiele machten van matrices. 
Zij A een nxn matrix. Dan definieren we 
A 
e 
A A2 A3 
=I+-, + -, + -3, + 1 • 2. • 
eA is dus de matrix die 
m Ak 
Hierbij is S = l -k, . 
m k=O • 
op de ij'de plaats lim (S ) .. heeft staan. 
m J.J 
m+oo 
We gaan niet op convergentie problemen in. De functie ex voor X 
een nxn matrix is een generalisatie van de functie ex die natuurlijk en 
nuttig blijkt te zijn. 
O.a. geldt: 
A+B A B 
e = e .e als AB= BA 
Uit de tweede gelijkheid volgt o,a. dat eA altijd regulier is (neem 
t 1 = -t2 = 1 in de tweede bewering). 
We kunnen bovenstaande methode nu ook toepassen om eA snel te berekenen. 
Blijkbaar is elke partiele som S = 
in 
m Ak l -k, te schrijven als 
k=O ' 
n-1 -graadspolynoom in A volgens het bovenstaande. Nu geldt deze eigen-
A 
schap ook voor lim S = e • 
m-+<x> m 
.Dus 
A= An-1 An-2 + A I 
e an-1 + an-2 ·•· a1 + ao 
Zijn A1, ••. ,An nu weer verschillende eigenwaarden van Adan ZJ.Jn 
a0 , •.. ,an_ 1 weer te berekenen uit het stelsel vergelijkingen 
A1 n-1 n-1 
e = an-1A1 + an-2A1 + ... + a· 0 
.A 
n-1 n 
{, e = a A + .... . ... + ao n-1 n 
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Voorbeeld. Zij A=[-~-~] . Te berekenen eA. 
We moeten nu oplossen 
1 
e = a. 1 • 1 + ClQ 
-1 
e = a (-1) + a 1 0 
1 ( -1 ) Dus a 1 = 2 e-e , 
1 ( -1) a = - e+e 0 2 
i.e. 
-2 
-2e+2e. ) 
2 ,. --1 e-e 
Men kan zich afvragen of het zin heeft om de functie ex in te voeren. 
Deze functie komt te voorschijn bij het oplossen van stelsels lineaire 
differentiaalvergelijkingen. 
Definieer 
x(t) = : 
(
x1(t)) 
en A( t) = : 
(
a11(t)a12(t) 
X (t) 
n :n 1 ( t ) an2 ( t) · • · 
Dit stelsel kan dan geschreven worden als 
d~~t) = A(t)x(t) + f(t) 
Bij het oplossen van deze matrixvergelijking kunnen we nu in principe 
op dezelfde wijze te werk gaan als ware A(t):, x(t) en f(t} gewone 
reele functies. 
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Als oplossing vinden we nu ook 
t 
x(t) A( t-to) + e At I -As f(s) ds = e C e 
to 
Zie [ ] voor verdere informatie. 
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§5, Ruimten met inwendig product, Hilbertruimten 
Definitie Een inwendig product op een complexe lineaire ruimte L 
is een complexwaardige functie ~ op LxL met de volgende eigenschappen 
1. ~(x,y) = ~(y,x) voor alle x, y EL 
2. ~(x,x) > 0 voor alle x EL 
3. ~(x,x) = 0 dan en slechts dan indien x = 0 
4. ~(A 1x 1 + A2x2 ,y) = A1 ~(x1,y) + A2 ~(x2 ,y) voor alle x1,x2 , y EL 
en A 1 ,A 2 E C. 
Is een inproduct op L gegeven dan heet Leen complexe lineaire ruimte 
met inwendig product. 
Zij nu Leen reele lineaire ruimte. Dan heet een reeel-waardige 
functie op LxL een inwendig product op L indien 1, 2, 3 en 4 gelden. 
Blijkbaar geldt dan: 
~(x,y) = ~(y,x) 
symmetrisch. 
voor alle x, y EL, m.a.w. ~ is 
In beide gevallen schrijven we <x,y> of ook wel (x,y) i.p.v. 
~(x,y). l(x,x) noteren we wel met I !xi I, de~ van x. 
Merk op dat uit de eerste eis al volgt dat I !xi I steeds reeel en 
groter of gelijk nul is. 
Het inproduct is, behalve lineair in de eerste variabele ook 
lineair in de tweede variabele voor een reele lineaire ruimte en 
antilineair in de tweede variabele voor het geval van een complexe 
lineaire ruimte met inwendig product: 
Stelling 1. Zij Leen reele of complexe lineaire ruimte met inpro-
duct ( , ). Dan geldt 
ll(x,y)jl 2-llxll,IIYII-
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Opmerking. B0venstaande ongelijkheid heet de ongelijkheid van 
Cauchy-Schwarz of·Cauehy-Boenjakowski. 
Bewijs van Stelling 1. Neem twee punten x,y € L. We mogen aannemen 
dat (x,y) 'f O. We onderzoeken nu de uitdrukking 
Q(T) = I Ix+ •YI 12 = (x + 1:y, x + 1:y) = (x,x): + j.j 2(y,y) 
+ T (x,y) +-1:(y,x) ; 
1: een complexe variabele. Voor willekeurige 1: is Q(1:) reeel en .::_ O; 
de laatste twee termen uit het rechterlid zijn elkaars complex gecon-
jugeerde. Stellen we 
T = 
: (x,y) 
I <x,y)I t (t reeel) dan komt er 
(x,x) + t 2(y,y) +·2tl(x,y)j. 
Dit is een kwadratische vorm int met uitsluitend reele coefficienten, 
die steeds.::_ 0 zijn. Dan is de discriminant 
(x,x) , (y,y) - I (x,y) 12 .::_ O. 
Daarmee is het gestelde bewezen. 
Ga zelf na dat dit bewijs voor reele inwendige producten (op reele 
lineaire ruimten) sterk vereenvoudigd kan worden. 
Stelling 2. Zij Leen complexe of reele lineaire ruimte met inwendig 
p~oduct. Dan geldt 
1 ) 
2) 
I !xii .::.. o 
llaxll = lal.llxl[ 
'V x € L en = 0 ~ x = 0 
'r/ a € IR (of C) 
3) I lx+yj I .::, I !xi I + I !YI j. (Ongelijkheid van Minkowski) 
Zo'n f\u:lctie I I I I met deze 3 eigenschappen heet wel een ~ op L. 
Dus het inw. product ( , ) .QE. L induceert een norm op L. 
,, 
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Bewij s van stelling 2. ( we bewij zen slechts 3) ) 
I Jx+yj 12 = (x+y,x+y) = (x,x) + (x,y) + (y:,x) + (y,y) 
.S.. (x,x) + (y,y) + 2j(x,y)j .s_ llxll 2 + IIYll 2 + 2llxll IIYII 
= ( I I x 11 + 11 Y 11 ) 2 , dus 
I I x+y 11 .S.. 11 x 11 + 11 Y 11 • 
Opgave: Bewijs de ongelijkheid 11 x-yj I .:. j I ] x 11 - I I YI I / 
De norm I I I I induceert nu een metriek op de ruimte L met in-
wendig product ( , ) door de volgende definitie 
p (x,y) = I lx-yj I, 
(Gana dat de driehoeks-ongelijkheid een regelrecht gevolg is van de 
origelijkheid van Minkowsk~. 
Definitie. Stel Leen (reele of complexe) lineaire ruimte met inwendig 
product. Dan heet Leen Hilbertruimte indien de door het inproduct 
geinduceerde metriek L tot een volledige metrische ruimte maakt. 
Al met al geeft een inproduct dus aanleiding tot een topologie. In 
deze topologie is de functie ( , ): LxL +~of C continu in beide 
variabelen. 
(Ga dit zelf na).: 
dus 
.S.. 11 x - XO 11 ( 11 Yo 11 + 11 Y - Yo 11 ) + 11 XO 11 • I I Y - Yo 11 • 
,, 
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Ook de afbeeldingen LxL + C(of R) met (x,y) + x+y en ffixL + L (of 
C~L + L) met (A,x) + AX zijn continu. 
Dit heeft o.a. de volgende consequenties 
I. Als Geen lineaire deelruimte is van L dan is de afsluiting 
G van Gin L weer een lineaire deeltuimte van L. 
II. Als X + X 
n 
in Leny +yin L (gewone convergentie in de 
n 
metrische ruimte (L,p)); en (.x ,y) = 0 voor alle n, dan 
n n 
geldt ook (x,y) = O. 
III. Als x + x in L dan lim 
n 
de norm 11 11 ) • n4<X> 
Voorbeelden 
n 
1) De ruimte en. De vorm (x,y) = I 
i=1 
= I lxl I (continuiteit van 
n 
x.y. is een inproduct opt ; 
J. J. 
we hebben (x,y) n 2 1 = (y,x) • De bijbehorende norm is I lxl I = ( l Ix. I )2 ; 
i=1 1 
in deze norm is en volledig. Dus is en, met het genoemde inproduct 
een Hilbertruimte. 
2) De ruimte ~n. De vorm (x,y) = 
n l x.y. is een inproduct op ffin; we 
i=1 1 1 
n 2 1 
hebben (x,y) = (y,x). De bijbehorende norm is I lxl I= ( l x. ) 2 , 
i=1 1 
in deze norm is Rn volledig. Dus is Rn, met het genoemde inproduct 
een Hilbertruimte. De ongelijkheid in stelling 1 is niets anders 
dan de gewone ongelijkheid van Cauchy-Schwarz zoals we die reeds 
kenden. De metriek geinduceert door dit inproduct is precies de-
n 
zelfde als de gewone metriek die we op R reeds kenden. 
Om de meetkundige betekenis van het inproduct op R3 te onderzoeken 
beschouwen we vectoren in de "stereometrische ruimte", met basis 
e 1, e2 , e3 bestaande uit drie vectoren die (in:stereometrische zin) 
twee aan twee loodrecht op elkaar staan, en de lengte 1 hebben. Het 
inwendige product van de vector x = (x1,x2 ,x3) en y = (y1,y2 ,y3) 
,is x1y 1 + x2y2 + x3y3 • Bekend is dat x~ + x~ + x~ = llxll de lengte 
van de vector xis. Als de hoek tussen x en y recht is dan geldt 
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volgens de stelling van Pythagoras 11 x-y 11 2 = 11 x 11 2 + 11 y2 j I • 
Daar (x-y,x-y) = (x,x-y) - (y,x-y) = (x,x) - 2(x,y) + (y,y) blijkt 
nu dat (x,y) = 0. Algemener is a de hoek tussen x en y dan geldt 
volgens de projectiestelling I lx-yj 12 = I !xi 12 + I jyj 12 - 21 lxl I• I IYI I 
dus (cos a= (x,y)/]lxJl,IIYll• I 
Stereometrisch en Planimetrisch kennen we ook de parallolog+cam wet 
d.w.z. er geldt: 
x-y 
Yi ...... ___ -
-- ' 
x+y 
-
........ 
X 
a 
Deze eigenschap geldt nu in willekeurige ruimten met inwendig product: 
Stelling 3, Zij Leen lineaire (complexe of reele) ruimte met in-
wendig product. Dan geldt 
Bewijs I lx-yj 12 = (x-y,x-y) = (x,x) (x ,y) (y,x) + (y,y) 
I lx+yj 12 = (x+y,x+y) = (x,x) + (x,y) + (y,x) + (y,y) 
optelling geeft het gewenste resultaat. 
Voorbeeld 3) Laat L={f: [0,1] + cir continu }. Lis een lineaire 
ruimte m.b.v. de gewone optelling van functies en gewone scalaire 
vermenigvuldiging. 
Definieer: 
(f ,g) = or f(x) • g(x) dx 
(f,g) = (g,f) komt neer op (f,g) 
= (g,f). Ook geldt (f,g) 
= r f(x) g(x) dx = r g(x) • f(x) dx 
0 . 1 0 1 
= 
0
f f(x) • f(x) dx = ) jf(x) j2 dx. 
Dus ( , ) vormt een inproduct op L. 
cos a 
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We kunnen ook definieren 
(f,g) = J p(x) f(x) g\xJdx 
0 
als p(x) een vaste positieve continue 
functie is. Met deze definitie wordt Look een ruimte met inwendig 
product, Het is geen Hilbertruimte als we ons slechts tot continue-
functie beperken, zie blz. 58, Wanneer we alle kwadratisch integreer-
bare functie's toelaten op L dan wordt met dit inproduct wel een 
Hilbertruimte (zie later), 
Voorbeeld 4. Laat A een reele vectorruimte zijn en a 1, ••• ,an een basis 
voor A. Als x = x 1a 1+ ••. +xnan en y = y 1a 1+ ••• +ynan definieer dan 
n 
(x,y) = l 
i=1 
beeld). 
x.y .• 
J. J. 
( , ) is een inproduct op A (vergelijk met voorb-
Voorbeeld 5. 
00 
Zij H = {x = (x1, .. , ,xn,, .. ) I l i=1 
00 
(x,y) = I 
i=1 
x.y. 
J. J. 
2 
x. < 00} • 
J. 
Dan is ( , ) een inwendig product op H. His met de door ( , ) geindu-
ceerde norm een volledige metrische ruimte. Dus His een Hilbertruimte. 
Merk op dat de door 11 11 geinduceerde metriek dezelfde is als het 
voorbeeld op blz. 33. 
Lp.v. H schrijven we meestal 12 • 
Definitie. Zij H een Hilbertruimte. Twee elementen x,y € H heten 
onderling loodrecht of orthogonaal en we schrijven x .L y, · indien 
(x,y) = O. Als Geen deelruimte is van Hen x.l.. y voor alley E G 
dan zeggen we dat x loodrecht staat .Ql2. G en we schrijven x ..L G. 
Stelling H. De verzameling elementen z EH met z ..LG is een gesloten 
lineaire deelruimte van H. Deze verzameling geven we dikwijls aan 
'J.. 
met G ; het z.g. orthocomplement van G. 
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Bewijs. Als z1 _.L_ Gen z2 . .L. G dan is (z 1 ,x) = (z2 ,x) = 0 \J x € G 
dus (a1z,+a2z2 ,x) := 0 a. 1, a2 € «!· (of R) en x € G. 
dus 
Is z .LG 
n .. 
voor n .= 1 ,2, ••• en convergeert ( z ) naar z, dan hebben we 
n 
(z ,x) = 0 voor aile n en voor x € G dus 
n 
(z,x) = 0 voor x € G ofwel 
z .LG vanwege de continuiteit van het inproduct. 
Opmerking·. · 
De term loodrecht sluit direkt aan met de meetkundige betekenis die 
we hieraan kunnen toekennen in ~3• Imrners, als we de R3 beschouwen 
dan staan meetkundig de·vector~n x en y loodrecht op elkaar dan en 
slechts dan indien (x,y) = X1Y1 + X2Y2 + X3Y3 = o. 
I.h.a. moeten we deze meetkundige situatie uit ons hoofd laten ver-
dwijnen. Immers bij· voorbeeld 3 geldt f .L g dan en·slechts dari iridien 
1 f f(x) i(xT dx = O. We kunnen hieraan geen meetkundige consequenties 
0 
verbinden. 
T.a.v. loodrechtheid vermelden we nog de stelling van Pythagoras: 
Stelling 5, Als x .Ly dan geldt I lx+yl 12 = I !xi 12 + I !YI 12 
Bewijs. 
(x+y;x+y) = (x,x) + (x,y) + (y,x) + (y,y) = (x,x) + (y,y). 
9;Pmerking. Ook geldt dan I lx-yl 12 = I !xi 12 + I IYI 12 (gebruik de 
parallelogramwet. 
Orthonormale stelsels. 
In het volgende cloorloopt i een vast indexverzameling I, mogelijk zelfs 
overafte lbaar. 
De:f'initie~ Een stelsel elementen {e. Ii€ I} in een Hilbertruimte H heet 
]. 
een orthonormaal stelsel als geldt 
1) I I ei 11 = 
2) ( e. ,e. 1 ) = 0 l. l. 
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voor alle i EI 
als if i' 
M.a.w. de vectoren e. hebben lengte 1 en zijn onderling loodrecht. Deze 
l. 
voorwaarden hebben tengevolge dat ieder eindig deelstelsel van 
{e. Ii EI} lineair onafhankelijk is. 
l. 
Immers, als 
a.e., =O 
n i 
n 
dan geldt voor elke index ik ( 1 < k < n) 
voor zekere a.. E iB. ( of . C) 
l. 
Voorbeeld·. • We beschouwen de numerieke n-dimensionale vectorruimte '!Rn. 
Als x = (x1, ••• ,x ); y = (y1. , ••• ,y) dan (x,y) = x1y 1+ ••• +x y. Met n n n n 
dit inwendig product is nu het stelsel {e 1, ••. ,en} bestaa.mde uit de 
n eenlieidsvectoren een orthonormaalstelsel~ Het is zelfs een orthonor-
~ basis. 
Definitie·, Zij {a.Ii EI} een stelsel elementen van een lineaire ruimte. 
l. 
L. Onder het lineaire omhulsel van het stelsel {a. Ii EI} verstaat men 
l. 
per definitie de verza.meling van alle x E L met x = A1a. + •• ,+A a. ; 1 1 n 1n 
A1,.,.,An ER (of~ als Leen complexe lineaire ruimte is) en 
i 1, ••• , in E I. 
Het lineaire omhulsel bestaat dus uit alle eindige lineaire com-
binaties van elementen van het stelsel. 
Nu geldt de volgende stelling. 
Stelling 6. Zij H een Hilbertr.uimte en {~}:= 1 een willekeurige ::!~ 
elementen van H. (de indexverza.meling I is dus nu aftelbaar). Dan 
bestaat een af'brekende of oneindige orthonormale rij {ek}:= 1 zo dat 
de verzameling elementen t~ I ki=t ,2, ••• } hetzelfde lineair omhulsel heeft 
als · de verzameling der elementen· { ek I k= 1, ••• } • 
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Dus met een voor de hand liggende notatie 
Bewijs. We lopen de rij x1,x2 , ••• ,~,•• langs en schrappen daarbij 
elk element dat een lineaire combinatie is van de vorige elementen. 
We schrappen dus x1 als x1 = O; x2 als x2 = ax1 voor zekere a, enz. 
Op deze wijze ontstaat een afbrekende of oneindige rij van lineair 
onafhankelijke elementen. We geven deze rij wee~ met {~}:=1 aan. 
(Merk op dat de rij d.e.s.d afbreekt indien H een vectorruimte is= 
eindige dimensie bezit). 
In het bijzonder is x1 + O. We kunnen dus nemen e 1 = x1/I lx11 I, 
Zij nu y
2 
een element van de vorm 
a e: R ( of a!) 
Dan is y2 f O. Verder hebben we (y2 ,e 1) = (x2 ,e 1) - a. 
Dus als we nemen a = ( x2 ,e 1) en daarna stellen e 2 = y 2 / 11 y 2 11 dan geldt 
met zekere coefficienten e1, e2 zodat e2 f O. Uit het laatste volgt 
dat e2 e: L(x1 ,x2 ) , 
Laat nu k-1 "eenheidsvectoren" e 1, ••• ,ek_1 gekozen zijn zodat de ei 
i = 1, ••• ,k-1 onderling loodrecht zijn en a.lle tot L(x1, ... ,~_1) behoren. 
Voor alle a 1, ..• ,~_1 is dan 
Verder is 
(yk,ei) = (~,ei) - ai voor i = 1,, .• ,k-1. Nemen we ai = (~,ei) 
(i = 1, ... ,k-1) en stellen week= yk/llYkll dan is dus 
(1) (ek,ei) = 0 voor i = 1, ••• ,k-1 
(2) 
coefficienten ek,i waarbij Bk,k f O. 
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Er volgt dater een rij (ek) bestaat zodat voor alle k voldaan is aan 
( 1 )_ en ( 2). Ui t ( 2) volgt dat we e 1, e2 ,. • • opvolgend kunnen ui td.rukken 
in x 1,x2 ,,.,; daar Sk,kfO voor alle k is ook het omgekeerde waar. 
Daarmee is de stelling bewezen. 
Opmerkingen. Het beschreven proces heet orthonormaliseren en is af-
komstig van Gramm-Schmidt. Op grond Va.J:l deze stelling mogen we bij 
kwesties betreffende lineaire deelruimten voortgebracht door een rij 
elementen, er van uitgaan dat deze rij orthonormaal is. 
Ongelijkheid van Bessel. 
We merken op dat als {p la 1: A} een collectie reele getallen is dan 
a l p gedefinieerd is als het supremum van alle eindige deelsommen 
Cl, pi:A 
n 
I 1> a , 
i=1 i 
Stelling 7. (ongelijkheid van Bessel). 
Als {e. Ii 1: I} een orthonormaal stelsel elementen van een Hilbertruimte 
i 
His en x 1: H, dan geldt 
I 
id 
I (x,e.)12 
i 
Het getal (x,e.) heet de ie Fouriercoefficient van x (t.o.v. dit 
i 
orthonormale stelsel). 
Bewi.js. Zij i1,···,in i: I en ziJ voor < k < n "k = (x,e. ) . ik 
Het is gemakkelijk in te zien dat 
n n 
(x - I "k e. ) l. I "k e. 
k=1 ik k=1 ik 
Ook geldt nu volgens de stelling van Pythagoras (zie blz. 117) 
n n 
l "k e · 11 2 + 11 l "k e • 11 2 
k=1 ik k=1 ik 
= I Ix n 2 l l(x,e. )I 
k=1 ik 
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Qpmerkingen J_. Wanneer de ongelijkheid van Bessel overgaat in een ge-
lijkheid, dan spreken we van de gelijkheid van Parceval. Hieronder 
zullen we zien dat dit geval slechts optreedt indien het stelsel 
{e. Ii EI} volledig is. J. 
2, Als {e. Ii EI} een aftelbaar J. orthonormaal stelsel elementen is en 00 
{i1 ,i2,, •• } 1s een aftelling van I dan convergeert l lx,e. 12 voor k=1 . 1k 
alle X E H en de limiet is o,a. van de aftelling van I (absolute 
convergentie). 
Zij nu {eili EI} een orthonormaal stelsel elementen van Hen x EH 
omdat l l(x,e.)1 2 < 00 volgt dat (x,e.) + 0 voor hoogstens aftelbaar 
iEI 1 1 
veel i E I. Immers voor elke n = 1,2, ... is de collectie {iEI I I (x,e. ) I >.1.} J. n 
eindig. 
Er bestaat 
(x,e.) = O; 
. * dus een aftelbare deelverzamel1ng I c I zodat voor 1 E I\I* 
J. dus l l(x,e.)1 2 = l l(x,e.)1 2 iEI J. iEI* 1 
Laat nu i 1.i2 , •.. ,in,··• een aftelling zijn 
Voor elke n ZJ.J s EH gedefinieerd doors 
n n 
* voor I • 
n 
= l (x,e. )e. 
k= 1 1k 1k 
We zullen aantonen dat lim s in H bestaat en we noteren dan 
n 
n~ 
limiet x met 
X = I (x,e. )e. 
iEI J. J. 
deze 
Omdat de ruimte H met norm 11 11 ~~!!~~~~ is l.S het voldoende te 
laten zien dat 
11 s -s 11 < e: n m voor n,m > n0 
Nu geldt I I s -s I I 2 = 
1 
(x,e. )e. 112 n 2 11 I = l I ( x ,e • ) I {Pythagoras) n m k=m+1 1k 1k . k=m+1 1k 
00 
Ui t opmerking 2 volgt dat het I l(x,e. )12 convergeert, dus het 
k=1 J.k 
rechterlid 1s < e: voor n,m > n0 • 
(, 
. 
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* N.B. Merk op dat de waarde van x niet afhangt van de aftelling van I . 
* en .van I zelf. 
Zij nu A een n-dimensionale vectorruimte en ( , ) een (inwendig 
product op A. Uit de vorige stelling volgt nu dater een orthonomaal 
stelsel vectoren (e 1, •.• ,en) (m.b.t, dit inproduct) dat tegelijk een 
basis is voor A. Als x een vector is uit A, dan geldt 
n 
X 2 
i=1 
(x,e. )e. 
J. J. 
Immers xis te schrijven als lineaire combinatie der e. 's : 
J. 
x = x1e 1+ •.• +xnen en uit (x,ei) = (x1e 1) = (x1e 1+ •.• +xnen;ei) = xi 
volgt het gestelde. 
Blijkbaar is nu aan de gelijkheid van Parseval voldaan want nx 
toepassing van de stelling van Pythagoras geeft direct 
(**) n 2 I ll(x,e.)e.jl 
i=1 1 1 
= 
n 2 2 lx,e. I 
i= 1 1 
Tenslotte merken we nog op dat voor x = x 1e ( · .. +xnen het inproduct 
(x,y) gegeven is door de formule 
n 
(***) 2 
i=1 
.(x.e. )(y,e.) 
J. J. J. 
Hieronder willen we nu onderzoeken of in een willekeurige Hilbert-
ruimte een geschikt orthonormaal stelsel elementen bestaat zodat formules 
analoog aan (*), (**)en(***) voor het oneindig dimensionale geval 
bestaan, 
Definitie. Een orthonormaal stelsel elementen {e.ji €I}= D van een 
J. 
Hilbertruimte H heet maximaal indien D niet uit te breiden is tot een 
grater (i.e. echt omvattend) orthonormaal stelsel elementen van H. 
Anders gezegd: {e,li € I} is maximaal~ als (x,<;.)::: 0 voor alle 
l l 
.,_danx=O. 
Nu &rldt de volgende stellin~. 
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Stelling 8,, Zij {e. Ii e: I} een orthonormaal stelsel elementen van de 
1. 
Hilbertruimte H. Dan zijn de volgende voorwaarden equivalent: 
i) {e. Ii e: 
1. 
I} is maximaal 
ii)' Voor elke X .e: H geldt (x,e.)e. 
1. 1. 
iii) Voor elke X e: . H geldt I lxl 12 = l l(x,e.)12 
ie:I 1. 
( gelijkheid 
van Parseval). 
Bewijs. i==}ii. Stel x = I (x,e. )e .. Als r* = {i e: Il(x,e.) + O} 
ie:I 1 1 1 
00 
dan r* = i 1 ,i2 , ••. en geldt x = I (x,e. )e .• Zij nu i e: I • Als k=1 1 k 1 k 
1. e: r* dan 1. = 1. voor zeker natuurlijk getal s. Dus voor n > s geldt 
s 
n 
( 1 ) X - I 
k=1 
.Le . 
. 1. 
omdat i limiet is van bovenstaande sommen voor n > s volgt uit de 
continuiniteit van het inproduct x-i .Le .• Wanneer i ~ r* dan geldt 
1. 
(1) zelfs voor elke n, dus ook x-i .Le .. Uit de maximaliteit van 
1. 
{e.li e: I} volgt nu x-'i'= O. ·· 
1. 
ii 9 iii. ·zij I~ =.::{i e: I \(x,e:) + O};: r* =:U 1,i·2-~i 3 , ... }.·Dus· . n 1. , 
x = lim l (x,e. )e .• Uit de continuiteit van de norm volgt nu 
n-+«> k=1 :Lk 1k 
= 
11 xi I 2 = lim 
n 
11 I 
I 
ie:I 
n-+<>o k=1 
2 
l(x,e.)I. 
1. 
iii) =>i) Tri viaal. 
2 
( x,e. )e. 11 = (Pythagoras) 
1 k 1 k 
n 2. 
= lim L l(x,e. )I 
n+«> k=1 1 k 
Definitie. Zij H een Hilbertruimte en {e. Ii e: I} een orthonormaal 
1. 
stelsel elementen. Dan heet .het st.e+sel {ei Ii e: I} yolledig, indien het 
lineaire omhulsel der e. 's dicht ligt; in H. Anders gezegd: {e. Ii e: I} 
1. ]. 
is volledig d.e.s.d. indien Ve> 0 Ji 1, ••• ,in e: I en >.. 1 , .•• ,>..n e: a: (of R) 
n 
zodat 11 x - L A e. 11 < e • 
• k=1 -~ 1 k 
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Indien H een separabele Hilbert ru.imte is d.w.z. er bestaat een 
aft_elbare dicht liggende deel verzameling ( zie pagina 37 ) dan betekent 
dat dat er aftelbaar veel elementen x 1 ,x2 , ••• , • • • bestaan zodat 
{x1 ,x2 , ••• , ••• } dicht licht in H en a fortiori het lineair omhulsel 
der x.ic's dicht ligt in H. Door orthogonalisering verkrijgen we zo-
doende een aftelbaar volledig orthonormaal stelsel in H. 
Dus: 
Een separabele Hi'lbertru.imte bezi t een aftelbaar volledig or-
thonormaal stelsel elementen. 
Nu geldt de volgende stelling: 
Stelling 2• Zij {e. Ii E I} een orthonormaal stelsel elementen van een 
l 
Hilbertruimte H, dan zijn de volgende voorwaarden equ.i Valent 
1) {e. Ii EI} is een volledig stelsel 
l 
2) {e. Ii E I} is maximaal. 
l 
Bewijs, 1) ⇒2). Onderstel {e. Ii E I} is een volledig stelsel. Zij 
l 
x E H en ( x, e. ) = 0 
l 
Vi E I. ·Als e: > 0 dan bestaan A1 ,A 2 ,.,.,An Ea 
= ~ Ake. geldt (of B) en i 1,i2 , ••• ,in EI zodat voor xn k=1 lk 
2 I I x-x 11 < e:. Blijkbaar x J. x 
n n 
dus I I x-x I I 
2 
= I I x I I + I I x I I 
2 
volgens n n 
Pythagoras. Dus I I xi I 2 < e: i.e. X = 0. 
2) ~ 1), Zij x E H vast. Uit stelling 8 volgt dat X = l (x,e. )e. 
id l l 
Als r* ={ii:: rl(x,e.) + O} en r* = 
l 
n 
x = lim I 
n--+oo k=1 
d.w.z. voor 
i 1,i2 , ••• , ••• dan volgt 
no 
e: > 0 jn0 zodat llx- I (x,e. )e. II 
. k=1 lk lk 
< e:·. Omdat deze som in het lineaire omhulsel der e:. 's ligt volgt 
l 
het gestelde. 
Een zeer interessante aangelegenheid bij Hilbertru.imten is het 
z.g. projecteren van een punt op een gesloten lineaire deelru.imte. 
(Merk op dat elke lineaire deelru.imte van een vectorruimte met inproduct 
( , J gesloten is) • 
125 
S~~lling 10i Zij Geen gesloten lineaire deelruimte van een Hilbert-
ruimte Hen z € H\G, dan bestaat er precies een element x € G zodat 
11 z-xl I = inf{ I I z-y I I I Y € G}. Er geldt ( z-x) .L G; x heet de 
projectie van z op G 
z 
X 
x heet de projectie· van z op G 11 z-xl I heet de a.fstand van z tot G. 
Bewij s. Stel d = inf{ I I z-y I I I Y € G}. 
Er bestaat een rij punten x € G zodat lim 11 z-x 11 = d. We zullen 
n n 
n-+-00 
eerst aantonen dat dan {x }00 1 een fundamentaalriJ. is. n n= 
De parallelogramwet geeft voor n,m € W 
z-x 2 z-x 2 
= 2 ( I ITI I + I ITI I ) ofwel 
= 
X +X 2 2 2 2 
11 z - n2 m 11 + a 11 X -x 11 · = 
n m H 11 z-x 11 - + 11 z-x 11 ) • . n m 
Zij n > O willekeurig, dan 11 z-x 11 en 11 z-x 11 < d+n voor ntm > N0 • n m 
Omdat ~(xn+xm) € G volgt I lz-~(xn+xm)I I.:::_ d. 
Dus 11 x -x I I 2 = 2 I I z-x I I 2 + 2 I I z-x I I 2 - 41 I z-H x +x ) I [ 2 · n m n m n m 
2 2 2 2 
< 2(d+n) + 2(d+n) - 4d = 8dn + 4dn voor n,m > N0 • 
Hieruit volgt dat {xn}:= 1 een fundamentaalrij is in H. Omdat (H, I I I I) 
volledig is bestaat nu x = lim x. x € G omdat G gesloten. 
n 
n-+-00 
Nu geldt inderdaad [ I z-xl I = d. 
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Nu nog aan te tonen z-x LG. Zij y E G willekeurig. Beschouw Q(T) = 
= j. I z-x-.y 11 2 - 11 z-x 11 2 , T E O!. 
Blijkbaar Q(T) > 0 voor alle ., want x-Ty E G voor alle T, 
Q(T) = hl 2 I IYll 2 - T(z..;x,y) - T(y,z-x). 
Stel (z-x,y) + 0 • Zij T = (z-x,y) t t reeel. 
I (z-x,y) I 
Dan volgt Q(T) = t 2 j jy I I 2 - 2t I ( z-x,y) I > 0 voor alle t. Contradictie. 
~enduidigheid. Stel x1'x2 E G I I z-x111 = d, 11 z-x2 I I = d • , 
Blijkbaar volgens het bovenstaande z-x1 LG z-x2 L G;.volgens 
Pythagoras: I lz-x1j 1
2 
= I lz-x2 j 1
2 
+ I lx1-x2 11
2
,omdat I jz-x1 j 1
2 
= 
= 11 z-x2 j I 
2 
= d2 volgt I I x 1-x2 j I 
2 
= 0 i.e. x 1 = x2 . 
Stelling 11, Zij {e. Ii EI} een orthonormaal stelsel elementen van een 
1 
Hilbertruimte Hen L het lineaire omhulsel der e. 1s. 
1 
Als x EH en x' is de projectie van x op de afsluiting I van L dan 
geldt 
x' = I 
iEI 
(x,e. )e. 
1 1 
Bewijsschets. Er geldt weer (continuiteit van inproduct) 
x-x .L G, als i = l (x,e. )e .• Omdat blijkbaar i E G en dus ook 
. I 1 1 1€ 
x'-x E G volgt uit de Stelling- van Pythagoras. 
Omdat llx-x'II < !Ix-xii (llx-x'II is kortste afstand) geldt x' = X. 
Voorbeeld, Beschouw de Hilbertruimte uit Voorbeeld l· Het stelsel 
27Tinxl ( . {e n=1,2, ••• } x E [0,1] is een volledig orthonormaal stelsel. 
Als f een complexwaardige integreerbare functie is op [0,1] dan geldt 
00 
t(x) = I 
n=1 
21rinx t a e me a de n'e Fouriercoefficient van f(x): 
n n 
1 
an = J f(x) 
0 
-21rinx 
e 
Dit is de toepassing van deze theorie op de Fourierreeksen (zie 
Computer wiskunde deel II). 
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§6 Het inproduct bij vectorruimten; toepassingen. 
Eerst beschouwen we ~n, de numerieke n-dimensionale complexe getallen-
ruimte. Als gewoonlijk geven we de elementen aan door kolommen getallen 
uit (t • 
y 
(~) 5ewone inproduct van 
= ;n wordt gedefinieerd 
( x,y) = 
C) twee vectoren x = l n 
door 
x1y 1 + x2y2 
T-
x y-
-. 
+ •.• + xnyn 
en 
M.a.w. (x,y) is het matrixproduct 
Hierbij is xT de getransponeerde 
gevoegd complexe matrix (t) matrix (x1, ••• ,xn) en y is de toe-
Zij nu Veen willekeurige n-dimensionale complexe vectorruimte 
en a 1, •.• ,an een basis. Als x = x1a 1+ ••• +xnan en y = y 1a 1+ ••• +ynan 
dan kunnen we (x,y) definieren door 
• • • + X y n n 
en a 1, .•. ,a een orthonormale basis. . n 
inproduct is op V dan bestaat er m,b.t. 
( , ) wordt dan een inproduct 
Omgekeerd, als ( , ) een 
( , ) een orthonormale basis 
staande formules berekent. 
a 1, ••• ,an en (x,y) wordt met behulp van boven-
Dus een inproduct in een complexe vectorruimte is volledig analoog 
. d . "'n aan het gewone 1.npro uct ~n ~ • 
In de numerieke n-dimensionale reele getallenruimte definieren 
we het gewone inproduct analoog met bovenstaande formule, Omdat steeds 
- - T geldt y 1 = y 1 ; , • , , y n = y n volgt ( x ,Y) = x y, 
, Een inproduct in een reele vectorruimte 1.s op dezelfde manier 
bepaald als in een complexe vectorruimte. 
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Defini tie. Zij V een complexe ( reele) vectorruimte en ( , ) een in-
product. Een lineaire transformatie cr: V + V heet unitair (orthogo-
~) indien voor alle x,y € V 
( 2) (crx,cry) = (x,y) 
(3) I.h.b. volgt I I ox-cry I I = I I x-y l I 
m.a.w. een unitaire (orthogonale) transformatie laat afstanden in-
variant. Merk op dat overigens de formules (2) en (3) equivalent zijn. 
Ook geldt de volgende stelling: 
Stelling 1. Als Veen complexe vectorruimt~ is met inproduct dan geldt 
als a 1, .•. ,an een orthonormale basis is ; cr: V +Veen lineaire afbeelding 
cr is uni tair~ cra1, ••. ,cr¾ is een orthonormale basis voor v. 
Het analogon geldt voor een reele vectorruimte. 
Voorbeelden. 1) Definieer S: ·O:t2 + IR2 door 
Sx = y met fy 1 = x 1 cos$ - x2 sin$ y2 = x 1 sin$+ x2 cos$ 
Sis een orthogonale trafo van B2 in IR2 (rotatie om hoek $), 
2) Laat Veen vectorruimte zijn met inproduct; a 1, .•. ,an een orthonor-
male basis en laat $: V + V gedefinieerd zijn door $a. = + a (.) 
1 - -r 1 
i = 1, .•• ,n waarbij -r een permutatie is van {1, ••• ,n} (dus verwisse-
ling van basis elementen). Dan is$ orthogonaal. 
3 I.h.b. is een spiegeling in de~ t.o.v. een vlak door de.oorsprong 
een orthogonale afbeelding. 
Defini tie. Een complexe nxn - matrix S heet uni tair indien de bij S 
behorende transformatie S; ~n + tn unitair is, relatief het gewone 
inproduct in q:n. 
129 
Een unitaire matrix die slechts reele coefficienten bezit heet 
orthogonaal. Duidelijk is dat S orthogonaal ¢:::> S opgevat als S: IRri + !Rn 
is orthogonaal, 
Voorbeeld 1. De eenheidsmatrix is orthonaal. 
Voorbeeld 2. Beschouw in de 1R3 een t.ransformatie die de samenstelling 
is van een rotatie en een spiegeling. Dan wordt deze 
lineaire afbeelding beschreven met een orthogonale matrix. 
Stelling 2. Zij V een complexe vectorruimte; ( , ) een inproduct en 
a 1, ••• ,an een b 1, ••• ,bn orthonormale bases , Als cr: V + V lineair is, 
dan geldt 
cr is unitair~de matrix van cr t.o.v. a 1, ••• ,an 
en b 1 , ••• ,bn is unitair. 
Bewijs. Zij S de matrix van cr t.o,v. a 1, ••• ,an en b 1, ••• ,bn. Als 
x = x 1a 1+ ••• +xnan en y = y 1a 1+ ••• +ynan dan is (x,y) = x 1y 1+x2y2+ .. ,+xnyn 
en (crx,cry) is oak gemakkelijk te bepalen want de ie coordinaat t,o.v. 
b 1 , ••• ,bn van crx en cry vinden we door vermenigvuldiging van de ie rij 
van Smet de kolomvectoren 
(IJ respectievelijk (0. 
Dus (crx,cry) = (Sx,Sy) waarbij de x en y rechts bovenstaande kolom-
vectoren voorstellen. Het gestelde volgt nu. 
Een analoog resultaat verkrijgen we bij een reele vectorruimte. 
Gevolg: Zij S de transformatie matrix behorende bij een coordinaten 
transformatie van basis a 1 , ••• ,an op b 1,.,. ,bn. Dan geldt b 1 , ••• ,bn 
orthonormaal¢=:> S is unitair. Als x 1 , ••• ,xn de oude coordinaten 
• • I I 1 d • b z1Jn van x t.o.v. a 1 , ••• ,an en x 1,x2 , ••• ,xn e nieuwe t.o.v. 1 , ••• ,bn 
dan geldt als b 1 , ... ,bn orthonormaal (x,y) = .x1y 1+ ••• +xnyn = 
x1'Y1' + •. • +x'y, . 
. ,. n;p. 
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Als A een complexe n x n matrix is dan heet de matrix B gedefini-
eerd door b .. = a ... de he:rmi tis ch getransponeerde matrix van A. 
H iJ Ji 
Notatie A. 
We voeren dit begrip in omdat voor een willekeurige complexe 
n x n matrix A geldt 
Bewijs. 
(Ax,y) H = (x,A y) 
(Ax,y) = (Axly = xTATy 
(x,AHy) = xT AHy = xTATy. 
N.B. Als A reele coefficienten bezit, dan geldt voor het.reele of 
complexe) inproduct 
(Ax,,y) T = (x,A y). 
Stelling 3, Zij Seen complexe n x n matrix; dan geldt 
S . . . SH is uni tair~ S H ( S-1 H) =SS=I d.w.z. =S. 
En i.h.b. voor een reele n x n- matrix. 
S is orthogonaal ¢:=>SST = STS = I ( d.w. z. s-1 = ST). 
Bewijs. S unitair impliceert (sx,Sy) = (x,y) vo6r alle x,y ~ ~n. 
Dus (x,SHSy) = (x,y) en ook (x,s11sy-y) = 0 voor alle x en y. Nemen 
H H H 
we y vast en x = S Sy-y dan volgt S Sy-y = O, i.e., S Sy~- y voor 
H 
alle y. Dus S S -= I. 
Evenzo SSH= I. 
H H Is omgekeerd S S = I dan volgt (Sx,Sy) = (x,S Sy)= (x,y) d.w.z. S. 
is orthogonaal. 
Gevolg. Als Seen reele of complexe unitaire matrix is dan geldt 
SSH = I, dus 
1) Het inwendig product van twee verschillende kolommen van S = nul 
2) Het inwendig product van een kolom van Smet zichzelf is 1. 
Verder geldt det S = + 1. 
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Voorbeelden. J_. Zij S een 2 x 2 - matrix die orthogonaal is. 
Dus 
s 
= Gll •1~' -1 , , , ~22 
-•~) S is bliJkbaar :!:. s21 s22 -s21 s 11 
Omdat s-1 = ST volgt dat Seen der volgende vormen heeft 
(: :) 0£ G· -b) 2 2 sincj>, b a met a +b = 1 • Dus als a = = coscj> +b 
dan 
S =G~•• -sinD (coso sin•) of s = . +sincj> coscj> sincj> coscj> 
In het eerste geval zijn de eigenwaarden toegevoegd complex i.e. 
stelt een rotatie voor over een hoek cj> om de oorsprong. 
In het twee de geval ( de,t S = -1) zijn de eigenwaarden :!:. i .. e. S 
is een spiegeling t,o.v. de lijn x1 sincj> + x2 coscj> = x2 . 
s 
2. Als cr een orthogonale transformatie is in de ~n (n = 1,2, ..• ) dan 
hebben alle eigenwaarden van cr absolute waarde 1 (modulus!). Immers, 
als A een eigenwaarde is van cr met eigenvector x, dan geldt 
(x,x) = (crx,crx} = (AX,AX) = Ar(x,x) = IAl 2 (x,x), dus 1111 2 = 1, 
i.e. !Al = 1. 
J.. Ala cr een orthogonale transformatie is van ~n en n is oneven, dan 
heeft cr een eigenwaarde + of -1. Immers, de karak.teristieke v.g.l. van 
cr heeft een oneven graad en uit de algebra is bekend dat zo'n verge-
lijking altijd een reele oplossing bezit. 
Ook geldt det cr = +1 ⇒ 3eigenwaarde +1; det cr = -1:::}]eigenwaarde 
IR3 • 
"f, 
4. Zij cr een orthogonale trans formatie van Kies volgens 3 een 
eigenwaarde ::!:.1 al naar gelang det cr = ±_1 zeg met eigenvector b. Vul 
b aan met vectoren b 1 en b2 uit R
3 tot een orthonormale basis 
3 b,b 1 ,b2 voor IR • 
De matrix van cr t.o.v. b,b 1,b2 heeft nu de volgende vorm 
,, 
-1. 
+1 
T = 0 
0 
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O~dat T kennelijk orthogonaal is volgt (zie het gevolg hierboven) 
,- ; f. 
s 12 = s 13 = 0, Ook is de (2x2) matrix 
s23D orthogonaal met determinant 1 en heeft 
S33 . coscp -sinD . 
dus 
Dus 
T = 
de vorm . ,1-. ,1-. 
sin'f cos"' 
G+1 0 0 0 coscp sincp ;,.sin~ =(z:; ~ coscp \ 0 0 ____ __. 
A 
0 
-s~~. 
cosqi 
sin<!> COS<p 
B 
Bis de matrix van de rotatieafbeelding in ~3 om de as langs de eigen-
vector b over de hoek <I> en A is de matrix van of de identiteit (als 
det cr=1) of van de spiegeling der vectoren van 1R3 t.o.v. het vlak op-
gespannen door b 1 en b2 • We hebben dus bewezen: Als cr: R
3 
+ i.R3 is 
orthogonaal dan det cr=1 impliceert dat cr simpelweg een rotatie is om 
,,.,,. . . al . t 1R3 1 ' . een een dimension e deelruim e van en det cr=- impliceert dat cr 
is sa.mengesteld uit zo'n rotatie om een as en een spiegeling t.o.v. 
een vlak loodrecht op die as. 
Physisch betekent deze stelling nu het volgende: De beweging in een tij ds-
interval van een star lichaa.m in de ruimte geschiedt altijd volgens 
een translatiebeweging en een rotatie om een as. 
Definitie. Een complexe n x n-matrix A heet hermitisch indien A= AH. 
Een complexe n x n-matrix heet symmetrishh indien A= AT. I.h.b. is 
een reele symmetrische matrix hermitisch. 
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Dus A is her,mitisch (Ax,y) = (x,Ay) voor alle x,y € ©n • 
Hieronder onderzoeken we een paar eigenschappen van reele symmetrische 
matrices. Het zal blijken dat de.ze belangrijk zijn bij het bestuderen 
van kwadratische oppervlakken in de Analytische meetkunde. 
Stelling 4. 1) De eigenwaarden van een reele syrnmetrische matrix A 
zijn reeel. 2) Twee eigenvectoren behorende bij ·verschillende eigen-
waarden staan loodrecht op elkaar. 
Bewijs. 1) Beschouw A als lineaire transformatie in ¢n; Omdat A reeel 
is geldt A = AH; dus als x eigenvector is van A met bijbehorende . 
eigenvector\, dan geldt: (Ax,x) = (\x,x) = (x,Ax) = (x,\x) = I(x,x). 
Dus\= A d.w.z. A is reeel. 
2) Als x en y eigenvectoren zijn van A bij verschillende eigen-
waarden A enµ dan volgt: \(x,y) = (Ax,y) = (x,Ay) = (x,µy) = µ(x,y) = 
µ(x,y). Omdat A { µ volgt (x,y) = 0. 
Gevolg. Als A reeel en syrnmetrisch is en we beschouwen A als transformatie 
A: ~n +filn dan zijn er n reele eigenwaarden en n bijbehorende eigen-
vectoren, die hiermee corresponderen. 
Voor syrnm~trische matrices geldt verder nog de volgende belangrijke 
stelling: 
Stelling 5, Als A een reele symmetrische n x n-matrix is, dan bestaat 
.. . -1 . 
er een reele orthogonale n x n-matrix S zodat S AS de diagonaalvorm 
heeft. 
Bewijs. Volledige inductie naar n. 
We merken allereerst op dat als s- 1As = D dan J.S 
v11 .... s1n ~ 11 s1n A = 
. . . . s s 
n1 .... s n,1 nn nn 
\1 
zodat 
. A 
n 
A (t:) = A. 1 
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Dus in dat geval bestaat er dus 
7' een orthonomaal stelsel van n eigenvectoren. van A n.l. 
:;ftJ-
Vn =1s:: 1n I • • • • • • ' 
nn 
terwijl A1 , ••• ,An de bijbehorende 
eigenwaarden zijn. 
We kunnen dus ons probleem oplossen door eigenvectoren e.ls basisvectoren 
te kiezen. 
Voor 1 x 1 matrices is dit. nu triviaal. Zij nu A een n x n matrix. 
Kies daarvan een eigenvector b 1 met eigenwaarde A1 (merk op dat A1 
reeel en b 1 reeel) • We mogen aannemen dat lb 11 = 1 • Vul nu aan tot 
een orthonormale basis b 1, •.• ,bn voor ~n. We passen coordinaten-
transformatie toe naar deze naeuwe basis. De matrix wordt dan s-1As 
met een orthogonale S. De nieuwe coordinaten van lb 11 zijn ( 1 ,o, ... ,O) 
zodat 
s 
We concluderen nu 
(s-
1
As) (D = 0 -1 zodat S AS de volgende vorm 
heeft A1 P12 
.... t) 
s- 1AS 0 = 
0 pn2 Pnn 
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Daar _s orthogonaal is, is s- 1AS = STAS, dus s- 1AS is symmetrisch, dus 
p 12 = ... = p 1n = O, en de (n-1) x (n-1) matrix rechts onderaan is 
symmetrisch. 
Blijkens de inductie aanname is er nu een orthogonale matrix t .. die 
1J 
deze in de diagonaalvorm transformeert 
~22 
Nu is ook 
0 0 0 
0 t22 • ''. •' 
t 
nn 
0 t 
2 
, • , ••• t 
n nn 
·T 
·•·• Pnn 
T 0 0 •• 0 
0 
~22 ••·• t2n 
0 
t 
nn 
0 •••• 0 
t 2 •• t n nn 
0 
= 
0 
= 
De derde matrix in het linkerlid is weer een orthogonale; stel die door 
s 1 voor. We zien nu dat (ss 1)T A(ss 1) diagonaal is; aangezien ook ss 1 
diagonaal is, is hiermee de inductiestap voltooid. 
O;pmerkinij, In de praktijk zal men niet de bovengeschetste methode 
volgen. Uit het eindresultaat blijkt n.l. als A een k-voudige wortel 
van de karakteristieke vergelijking is, dan is er een orthonormaal 
stel eigenvectoren met eigenwaarden A, Deze voldoen aan de v.g.l. 
(A-AI)x = 0 . In de oplossingsruimte daarvan heeft men een orthonor-
male basis te kiezen. Doen we dit voor iedere eigenwaarde van A1 dan 
vinden we zodoende gemakkelijk een orthonormale basis van eigen-
vectoren van A. De matrix S verkrijgt men door de eigenvectoren als 
kolommen achter elkaar te zetten. 
Toepassing Kwadratische vormen. 
Definitie. Een kwadratische vorm is een homogene veelterm van de graad 
2 in een aantal veranderlijken x 1, ••• ,xn. 
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De matrix van de kwadratische vorm in x1, ••• ,xn is den x n matrix 
(a ... ) met iJ 
a .. = coefficient van de x. 2 11 1 
2a .. = coefficient van x.x. (als x.x.) 1J 1 J 1 J 
Voorbeeld x~ - 2x1x3 + 4x2x3 - 4x~ heef't de matrix(~ \-1 0 2 . 
 -1) 
2 -4 
Stelling 6. Is (a .. )= A de matrix van een kwadratische vorm, dan is 1J 
de vorm 
n n T I I a .. x.x. = x Ax = ( x,Ax) = (Ax,x). 
i=1 j=1 1J 1 J 
Verder is de matrix A symmetrisch I I 
In een vectorruimte V zij nu een basis b 1, ••• ,bn gegeven. Zij verder 
A een symmetrische n x n matrix en peen reeel getal. We bekijken 
nu de 
zodat 
(x,Ax) = p ofwel 
x e: V met x = x1b 1+ •• ,+xnbn 
geldt: 
n n 
I 
i=1 
I j=1 a .. x. x. = p •••• 1J 1 J ( 1 ) 
Wanneer we dit in de stereometrische ruimte doen vormen de uitein-
den van de genoemde vectoren een z.g. kwadratisch oppervlak met middel-
punt O. I.h.a nemen we voor b 1, •.• ,bn een orthonormale basis m.a.w. 
we beschrijven zo'n kwadratisch oppervlak d.m.v. een rechthoekig 
assenkruis. 
Als s 1 , ••• ,sn een lineair onafhankelijk stel eigenvectoren is van de 
matrix A en A1 ,A2 , ••• ,An de bijbehorende eigenwaarden dan kunnen we 
de vergelijking ( 1) ook schrijven als 
n 2 2 A.(x,s.) = p 
i= 1 1 1 .· 
(2) 
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Hierbij is (x,s.) het inproduct van de 
' ]. kolomvector x = (t) 
en de eigenvectors. van de matrix.A. 
n i 
Immers x = l (x,s.)s. dus 
i=1 1 1 
n n 
(Ax,x) = ( I (x,s. )As. ,x) = ]. ]. I A.(x,s.)(s.,x) = ]. ]. ]. 
n 
= .I 
i=1 
i=1 
2 A.(x,s.). 
]. ]. 
i=1 
f1·) Stel voor i = 1,2,,,, ,n si = \:n: en beschouw de overgang van 
van coordinaten x 1, ••• ,xn t.o.v. b 1, •.• ,bn op coordinaten x1, ... ,x~ 
t,o.v. de nieuweorthonormale basis c 1, ... ,cn door 
x = s x' + ••• s x' 
n n1 n nn n 
n 2 
De vergelijking (2) gaat nu over in I A.(x!) = p. Deze heet d.z.g. 
i=1 1 1 
kanonieke vorm van (1), en hieraa.n kan men dikwijls de aard van het 
kwadratisch oppervla.k bepalen. 
,, 
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Vectorrekening en enkele toepassingen_. 
We beschouwen hieronder vectoren uit a3; een vector a E ~ 3 schrijven 
weals a= (a 1,a2 ,a3); e 1 = (1,0,0) e 2 = (0,1,0) e3 = (0,0,1). 
Definitie. Onder het uitwendig product van twee vectoren a= (a1,a2 ,a3 ) 
en b = (b 1, b2 , b 3 ) schrij f'wij ze a x b verstaan we de vector )-
Formeel kunnen we dit onthouden door de volgende symbolische formule 
a x b = 
e 1 e2 e3 
a1 a2 a3 
b1 b2 b3 
(Dan is het eventueel handig 
pijlen op de eenheidsvectoren te schrijven). 
2) Kennelijk geldt (axb,a) = (axb,b) = 0 (Gana), dus axb La en axb Lb. 
3) Orientatiekwestie van ax b: 
We definieren voor een orthonormaalstelsel a,b,c in B3 de orientatie 
posi tief indien 
a1 a2 a3 
D = b1 b2 b3 > 0 en negatief indien D < 0 
c1 c2 c3 
Blijkbaar heeft e 1,e2 ,e3 positieve orientatie. Meetkundig betekent 
dat a,b ,c posi tief georienteerd is dat de richting van c door 
toepassing van de kurketrekkerregel op a en b bepaald is. 
Wanneer c = axb dan geldt a1 a2 a3 = 
b1 b2 b3 
2 2 2 > 0 
c1 c2 c3 
= c1 + c2 + c3 . 
,, 
Dus ( a 2b 1axb) is 12ositief georienteerd, 
. 
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4) Zij Ode oppervlakte van de driehoek ingesloten door de vectoren 
a en b. Dan geldt 
20 = lal, lbl, sin(a.,b) = la.I, lbl V1 - cos2 (a,b) = 
= Vlal
2
lbl
2 
- lal
2
lbl
2 
cos
2 $ = 
= v( 2 2 2)( 2 2 2) ( )2 = a 1+a2+a3 b 1+b2+b3 - a 1b 1+a2b2+a3b 3 
5) Verdere Rekenregels: 
a) axb ;:: -(bxa) 
b) a x ( b+c) = axb + axe 
c) (b+c) x a = bxa + cxa 
d) ()..a) x b = 1o.(axb) =ax (1o.b). 
laxbl 
6) Verband van uitwendig product en inwendig product: zij a,b,c € m3 • 
Definieer a 1 a2 a 3 
(a,b,c)= b 1 b 2 b 3 . 
c 1 c2 c 3 
Dan geldt (axb,c) = (a,bxc) = (a,b,c) = 6 x Opp viervlak (a,b,c). 
7) a x (bxc) = (a,c)b - (a,b)c. 
Al deze rekenregels zijn gemakkelijk door uitschrijven te verifieren. 
Bewijs van 7): Stel w = bxc en s = axw 
w = ( :: :: • :: :: • :: :: ) 
= 
,. 
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Evenzo s2 = b2(a,c) c2(a,b) 
S3 = b3(a,c) c3(a,b). 
Hieruit volgt het gestelde. 
Toepassingen, in de•Mechanica. 
1) In de Mechanica komt het uitwendig product te voorschijn bij het be-
studeren van rotatiebewegingen van systemen van massapunten (b.v. 
lichamen). Als we een systeem bestuderen bestaande uit de massapunten 
m1, ••• ,mn met radiele posities r 1, ••• ,rn; snelheden v1, ••• ,vn' dan 
verstaat men onder het impulsmoment van het systeem de vector 
J=l_m.(r.xv.). 
]. ]. ]. 
]. 
De verandering per seconde van deze vector J i.e. de vectorlimiet 
~ = lim 
dt t.t+O 
J(t+6t)-J{t) 
tit wordt dan in verband gebracht met de uitwendige 
koppels die op de massapunten werken: 
r. xv.)+ l m.(r. x ddt v.) = ]. ]. ]. ]. ]. 
= l (r. x F.) (volgens Newton). 
J. UJ. 
Hierin is F. de (uitwendige) kracht die op het massapunt m. werkt en 
m J. 
r. x F. is het moment van die kracht t.o.v. de positievector r .• 
J. UJ. J. 
We zullen nu J berekenen voor het geval het systeem massapunten 
een stijf lichaam is. In dat geval is er over een tijdsinterval 
t, t+6t sprake van een rotatie van het lichaam om een vaste as (zie 
ook blz .. 132). 
We nemen nu een positief georienteerd rechthoekig coordinatensysteem 
in 8 3 waarvan de oorsprong ligt op deze draaias. We noteren met w de 
vector die als richting de asrichting heeft van het systeem en als 
lengte de hoeksnelheid, Als r. en v. de posities en snelheden zijn van 
]. ]. 
de massapunten m. ( t. o. v. di t coordinatensysteem) dan volgt blijkbaar 
]. 
wiskundig 
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V. = W X r., 
l l 
Dus , als s_. de component is van r. langs w en d. de component van r. 
l l l l 
loodrecht op w: 
J = l m. ( r. x ( wxr. ) ) = l m. ( d. +s. ) x ( w x ( d. +s. ) ) 
l l l . l l l l l 
l l 
= l. m.(d.+s.) x (wxd.) = l m.(d. x (wxd.) + s. x (wxd. )) 
l l l l l l l l l 
l l 
= l. m. [(d. ,d. )w - (d. ,w)d. + (s. ,d. )w 
l l l l l l l 
l 
= l m.!d.j 2w - l m.(s.,w)d .• 
- ll . ll l 
l l 
(s. ,w)d.] 
l l 
In de meeste gevallen valt de richting van J samen met die van w, 
dus 
( 1 ) 
(1) heet wel het traagheidsmoment van het systeem om deze as; deze is 
in veel gevallen·onafhankelijk.van de tijd. 
Id. 12 = het kwadraat van de afstand van het massapunt m. tot de draaias. 
l l 
2) De schijnbare kracht op een stoffelijk punt bij een roterend 
coordinatenstelsel met hoeksnelheidsvector w berekenen we door 
mr = F - m[w x [wxr]] 
centrifugaal-
kracht 
2m(wxr) 
corioliskracht 
r is hier de positievector van het stoffelijk punt t.o.v. het roterende 
coordinatensysteem. 
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