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Abstract
The sharp asymptotics for the (metric) entropy numbers of large ellipsoids in a Hilbert space is
derived. The condition imposed is slow variation of the lengths of the semi-axes.
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1. Introduction
The concept of metric entropy provides a measure for the size of compact metric spaces.
It is, for instance, relevant in coding theory (see [11]), in the theory of general algorithms
(see[10]), and in the theory of compact operators (see [2]). However, only for a few inﬁnite
dimensional spaces there has been success in determining the precise asymptotics of the
entropy numbers (see [9]).We present a solution of the entropy problem for large ellipsoids
in l2(N).
For a decreasing sequence (j )j1 in (0,∞) with j → 0, let
E :=

x ∈ l2(N) :
∞∑
j=1
(xj /j )21

 . (1.1)
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For n ∈ N, the nth entropy number (nth covering radius) of the compact ellipsoid E is
deﬁned by
en(E) := inf

max
x∈E
min
a∈ ‖x − a‖
= inf

min
{
r0 : E ⊂
⋃
a∈
B(a, r)
}
, (1.2)
where the inﬁmum is taken over all subsets  ⊂ E with 1card n and B(a, r) = {x ∈
l2(N) : ‖x − a‖r}. In fact, the inﬁmum in (1.2) holds as a (ﬁnite) minimum.
We address the issue of the precise asymptotic behaviour of en(E) as n → ∞. It is
convenient to use the symbols ∼ and <∼ where an ∼ bn means an/bn → 1 and an <∼
bn means lim supn→∞ an/bn1. We need the notion of a regularly varying function. A
measurable function  : (t,∞) → (0,∞)(t0) is said to be regularly varying at inﬁnity
with index b ∈ R, if, for every c > 0,
lim
x→∞
(cx)
(x)
= cb.
Slow variation corresponds to b = 0. Throughout all logarithms are natural logarithms.
The entropy problem for E in case of (strictly) regularly varying j ’s has recently been
solved (see [7,3]).
Theorem 1.1. Assume j ∼ (j) as j →∞,where : (t,∞) → (0,∞) is a decreasing,
regularly varying function at inﬁnity of index −b < 0 for some t0. Then
en(E) ∼ bb(log n) as n →∞.
The proof of the preceeding theorem in [7] breaks down in case b = 0. However, it turns
out that corresponding results for slowly varying j ’s are much easier to prove and can be
obtained by a volume comparison of suitable ﬁnite dimensional projections of E . So we
argue that a reﬁnement of standard techniques already provides the precise n-asymptotics
of en(E) in case b = 0.
Theorem 1.2. Assume j ∼ (j) as j →∞, where  : (t,∞) → (0,∞) is a decreasing
slowly varying function at inﬁnity for some t0. Then
en(E) ∼ (log n) as n →∞.
Examples are (x) = c(log x)−a, x > 1 and (x) = c(log log x)−a, x > e with a, c >
0. For further examples of slowly varying functions one may consult [1].
Remark. (a) The nth dyadic entropy number of E is deﬁned by e˜n(E) := e2n−1(E). In the
situation of Theorem 1.1 one obtains
e˜n(E) ∼
(
b
log 2
)b
n, n →∞
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and in the situation of Theorem 1.2,
e˜n(E) ∼ n, n →∞.
Consequently, in case b = 0, the nth dyadic entropy number is strongly equivalent to the
n-width dn(E) of E in l2(N),
e˜n(E) ∼ dn(E), n →∞,
since
dn(E) := inf
L
max
x∈E
min
y∈L ‖ x − y ‖,
where the inﬁmum is taken over all linear subspaces L of l2(N) with dimLn − 1, is
known to be equal to n ( see [5, p. 401]).
(b) A further consequence is a tight relationship between the metric entropy problem
for (a scaled version of ) E and the functional quantization problem which concerns the
approximate reproduction of a random object. If X is a centered Gaussian l2(N)-valued
random vector with nth L2-quantization error qn(X) deﬁned by
qn(X) := inf
{(
Emin
a∈ ‖ X − a ‖
2
)1/2 :  ⊂ l2(N), card n
}
and the eigenvalues of its covariance operator are given by 2j , j1, then the unit ball of
the Cameron–Martin space of X is isometric to E and in the situation of Theorem 1.1 with
b > 1/2,
qn(X) ∼
(
2 log n
2b − 1
)1/2
en(E), n →∞
(see [8]). There is no result of this type in the situation of Theorem 1.2 since as eigenvalues
of a trace class operator the numbers 2j must satisfy
∑∞
j=1 
2
j < ∞.
(c) For ε > 0, let
N(ε, E) :=min
{
n ∈ N : ∃ ⊂ E, 1 card n such that E ⊂
⋃
a∈
B(a, ε)
}
= min{n ∈ N : en(E)ε}. (1.3)
ThenH(ε, E) := logN(ε, E) is the Kolmogorov ε-entropy of E . In the situation of Theorem
1.1 one obtains by inversion
H(ε, E) ∼ b˜(1/ε), ε → 0,
where ˜ is the (up to strong equivalence∼) uniquely determined function which is regularly
varying at inﬁnity of index 1/b such that
˜ ◦ 1

(x) ∼ x, x →∞
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(see [1, Theorem 1.5.12]). In the most prevalent cases (x) = cx−b(log x)−a with b >
0, c > 0, a ∈ R, ˜ can be explicitly evaluated. This is different in the situation of Theorem
1.2. Here one gets
1

(H(ε, E)) ∼ ε−1, ε → 0
which implies that H(·, E) is rapidly varying at zero of index −∞, that is
H(cε, E)
H(ε, E) →


∞, 0 < c < 1
1, c = 1
0, c > 1
as ε → 0.
2. Proof
Now we prove Theorem 1.2. For p ∈ [1,∞), n ∈ N, np, set
m(n, p) :=max

k ∈ N : n1/kk

 k∏
j=1
j


−1/k
p


= max


k ∈ N : k log


(
k∏
j=1
j
)1/k
k

+ k logp log n


. (2.1)
Let Bd(a, r) denote the l2-ball in Rd with center a ∈ Rd and radius r0 and let
Ed :=

x ∈ Rd :
d∑
j=1
(xj /j )21

 .
We will rely on the following bounds.
Lemma 2.1. For every p ∈ [1,∞), n ∈ N, np,
en(E) 1
p
m(n,p)+1.
Proof. For every m ∈ N, we have
en(E)en(Em)
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and comparing volumes gives
en(Em) n
−1/m vol(Em)1/m
vol(Bm(0, 1))1/m
= n−1/m

 m∏
j=1
j


1/m
.
The resulting lower bound for en(E) is well known (see [4, Proposition 1.7; 2, Proposition
1.3.2]). Now choose m = m(n, p)+ 1. 
Lemma 2.2. For every p ∈ [2,∞), n ∈ N, np,
en(E)
(
1+ 16
p2
)1/2
m(n,p).
Proof. First, observe that for every n,m ∈ N,
en(E)2en(Em)2 + 2m+1. (2.2)
Now choose m = m(n, p) and set
ε = ε(n, p) := 4n−1/m

 m∏
j=1
j


1/m
.
Let  ⊂ Em be a set of points more than ε apart, i.e. ‖a − b‖ > ε whenever a = b for
a, b ∈ , with maximal cardinality N. One obtains
Em ⊂
⋃
a∈
Bm(a, ε)
and hence
eN(Em)ε.
Furthermore, the balls Bm(a, ε/2), a ∈  are disjoint and⋃
a∈
Bm(a, ε/2) ⊂ Em + Bm(0, ε/2) (Minkowski sum).
Since p2, one gets mε/2 and thus
Em + Bm(0, ε/2) ⊂ Em + Em = 2Em.
Consequently,
N
(ε
2
)m
vol(Bm(0, 1))2m vol(Em) = 2m

 m∏
j=1
j

 vol(Bm(0, 1))
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which implies
N4mε−m

 m∏
j=1
j

 n.
Therefore,
en(Em)ε 4
p
m. (2.3)
The assertion follows from (2.2) and (2.3). 
The n-asymptotics of the constants m(n, p) for p > 1 is as follows.
Lemma 2.3. Assume the situation of Theorem 1.2. Then for every p ∈ (1,∞),
m(n, p) ∼ log n
logp
as n →∞.
Proof. Setting
ak := k log


(
k∏
j=1
j
)1/k
k

+ k logp
we see that
m(n, p) = max{k ∈ N : ak log n}.
Since
log


(
k∏
j=1
j
)1/k
k

→ 0, k →∞
(see [6]), one obtains
ak ∼ k logp, k →∞.
This yields the desired n-asymptotics of m(n, p). 
Proof of Theorem 1.2. By Lemmas 2.1 and 2.3,
en(E) >∼ 1
p

(
log n
logp
)
∼ 1
p
(log n), n →∞
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for every p ∈ (1,∞). Letting p → 1 yields the lower estimate
en(E) >∼ (log n), n →∞.
On the other hand, it follows from Lemmas 2.2 and 2.3 that
en(E) <∼
(
1+ 16
p2
)1/2

(
log n
logp
)
∼
(
1+ 16
p2
)1/2
(log n), n →∞
for every p ∈ [2,∞). Letting p →∞ yields the upper estimate
en(E) <∼ (log n), n →∞. 
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