In this paper, we explore how model-driven software engineering can be used in the development of heterogeneous multi-robot systems where we have different robots with different capabilities. Multiple robots can achieve more complex tasks that are impossible to achieve for a single robot alone. We propose a framework where simple actions are used as building blocks to define larger tasks that require multiple robots with different capabilities to achieve. We show how task distribution can be performed in such a system and how the robot operating system can be utilized. We also show how a user interface can be used to define multiple different missions for a team of heterogeneous robots without the need for regeneration of code and redeployment on each robot.
I. INTRODUCTION
As robots are becoming more complex and able to perform more complex tasks, they will increasingly become a bigger part of our lives. In the recent past, robots have mainly been used for repetitive tasks in manufacturing like building cars and electronic components on fully automated production lines. Today, robots are becoming increasingly more used to complete everyday tasks and assist humans, like cleaning the house and mowing the lawn. As robots are becoming more advanced, it becomes more relevant to research cooperative multi-robot systems; i.e., applications that involve multiple robots working together.
Multi-robot systems have several advantages over singlerobot systems. Multiple robots can complete a more complex task which might be impossible using a single robot. Multiple robots can also often complete tasks faster than a single robot depending on the task that is being done. For example, search and exploration tasks can be completed faster as the robots can work in parallel. Using multiple robots is also more reliable in the sense that if a robot fails another robot can replace it. Moreover, heterogeneous multi-robot systems add to this advantage the ability to solve complex tasks that require different specialties; for example, when the mission consists of both aerial and land activities.
Heterogeneous multi-robot systems introduce two big challenges over single-robot systems. The first is hardware heterogeneity among the robots. As different robots often are built using different hardware (sensors, actuators, microcontrollers) they need to be programmed in different ways. If we develop a system comprised of multiple different types of robots that have different hardware, we need to write a program for each robot independently using different tools, libraries, and frameworks. This is highly inefficient and requires the developers to acquire a broad skill set.
The second challenge is the distribution of tasks between the robots. If one has multiple different robots with different capabilities and multiple different tasks, how should the tasks be distributed amongst the robots? This problem is referred to as multi-robot task allocation or MRTA [1] . This is an optimization problem that has been studied a lot as it can be reduced to many similar problems outside robotics, like multiprocessor scheduling.
In [2] and [3] they conducted studies on research trends related to software architecture in robotic systems. Both studies concluded that an architecture based on model-driven techniques was one of the most popular and promising architectures to apply when developing software for robotics systems. Since robotic systems often are quite complex, raising the level of abstraction can be very beneficial. It also increases reusability by introducing platform-independent models. By separating hardware-specific and hardware-independent specifications we can create more reusable robotic components.
In this paper, we explore how model-driven software engineering (MDSE) can be applied to simplify the development of heterogeneous multi-robot systems. In MDSE, models are considered first-class citizens of the development process [4] , [5] . MDSE raises the level of abstraction, making it well suited to deal with the complexity of heterogeneous multirobot systems. MDSE is based on the separation of the system functionality being developed and the implementation of such a system for one specific platform, i.e., to separate the analysis from the implementation details, allowing the use of concepts closer to the problem domain [6] .
One of the core concepts in MDSE is domain-specific languages (DSLs). A DSL is a software development language specialized for developing applications in a particular domain, for example, robot applications, or even more specific like robot perception. The language should make it easier to develop an application for that particular domain by defining abstractions and notations relevant to that specific domain. There already exist many DSLs for robot development. In [7] the authors have surveyed multiple robotics DSLs. The DSLs usually only deal with a very specific function like perception or control, which is the essence of a DSL as opposed to a general-purpose language. There also exists larger modeldriven toolchains like RobotML [8] , BRICS [9] , Smartsoft [10] and RobMoSys [11] which contain multiple DSLs and metamodels to be used together when developing the robotic system. However, these frameworks do not focus on addressing heterogeneous multi-robot systems.
In this paper, we propose a framework for developing heterogeneous multi-robot systems. The framework is made up of 4 components (see [12] for source code and instructions): (i) a domain-specific language used to model both the robots and tasks, (ii) a task allocation module used to distribute the tasks amongst the robots, (iii) the robot operating system (ROS) used for communication between the robots and advanced navigation, and (iv) a web interface which facilitate the flexible definition of missions without redeployment of code on each particular robot that participate in the mission; i.e., when the missions change, the robots with the right capabilities are able to participate in new missions without the need for uploading new code (other than the mission instructions) to the robots.
In section II we present related work. In section III we introduce the multi-robot task allocation problem. The main contribution of this paper, i.e. our framework for the development of heterogeneous multi-robot systems, is explained in sections IV-VIII. Finally, in sections IX and X we discuss and evaluate the approach, and present concluding remarks.
II. RELATED WORK
In [13] , [14] , [15] and [16] DSLs with graphical tools were developed which can be used to specify the behavior of the robots using finite state machines and statecharts. While in [17] and [18] they showed how finite state machines can be used to model a swarm of heterogeneous robots using RoseRT. Finite state machines and statecharts are popular to use to model robot behavior as they are good for capturing real-time requirements.
In [19] and [20] they developed a family of DSLs together with a user interface called "FlyAQ" which lets the user specify a mission for the robots on a map. The user interface was mainly designed for aerial vehicles, but the DSLs was designed to be extended to other domains as well. However, to add new types of robots and actions the DSLs need to be extended while in our approach the DSL itself is used to add new types of robots and actions. Moreover, our main focus is in the problem of multi-robot task allocation combined with the flexibility of our task and mission definition language. In [21] on the other hand, they developed a DLS which lets us specify the behavior of a swarm of robots using a textual language and not state machines.
In [15] and [16] they showed how agent-based model-driven software tools could be applied to specify the behavior of a multi-robot team. In [22] they developed a DSL that can be used to define task constraints. A constraint can, for example, be that a robot may only perform a certain task if another robot is at a certain position. In [23] and [24] they proposed DSLs which let the user model the communication infrastructure of a robot team. The DSLs can be used to define the messages and protocols the robots use for communication on a platform-independent level. Moreover, in [25] they present a prototype framework with a text-based DSL that enables users to write scripts through abstracted meta-methods; i.e., function abstractions providing a higher-level language. The framework abstracts away from the underlying technologies and creates executable code for various robot platforms using code generation, however, it only allows for manual task allocation.
As we can see from related work, most studies on the topic of applying MDSE to develop mobile multi-robot systems are concerned with the ability to specify the mission or behavior of a team of robots on a platform-independent level using finite state machines, statecharts or in some cases a textual language. The platform-independent model is then used to create a platform-specific model for each robot which is again used to create the final application code. If we want the robots to perform a new task we have to redesign the platformindependent model, regenerate new code and redeploy. In this paper, we show how we can eliminate the need for redeployment when we want the robots to perform another activity by using a web interface to define the mission at runtime.
III. MULTI-ROBOT TASK ALLOCATION
One of the challenges in a multi-robot system is the problem of task distribution. Given a set of robots and a set of tasks, how do we decide which robot should perform which task? The multi-robot task allocation (MRTA) problem is about how a set of tasks should be distributed between a set of robots and is an optimization problem. As the number of heterogeneous robots and different types of tasks increases the problem becomes even more complex since heterogeneous robots may have different capabilities and different strengths and weaknesses. The authors of [1] provided a taxonomy of MRTA problems and the different ways of classifying them. They explain how the problems can be classified along 3 main axes as shown in figure 1.
Single-task robots (ST) vs multi-task robots (MT): ST means that each robot can only perform a single task at the time, while ST means that there are some robots with the ability to perform multiple tasks simultaneously. . Single-robot tasks (SR) vs multi-robot tasks (MR): SR means that each task requires exactly one robot to achieved it, while MR means that there are some tasks which require multiple robots.
Instantaneous assignment (IA) vs time-extended assignment (TA): IA means that only Instantaneous allocation of tasks is allowed, while TA means that planning for future tasks is allowed. For example, if there are more tasks than robots we might want to create a schedule for each robot.
A specific MRTA problem is then referred to as for example ST-SR-IA. This gives us 8 types of problems that require different approaches to solve. The main focus of this paper is on multi-robot systems where different robots with different capabilities have to cooperate. This means that our problem can be seen as an instance of the ST-MR-IA problem. As they explain in [1] when we have tasks that require multiple robots working together to complete, the problem becomes significantly more difficult. This problem is often referred to as the coalition formation problem and is NP-hard [1] .
The MRTA problem can be looked at as an optimization problem since we are trying to find the best distribution of tasks between the robots to optimize the performance of the whole mission. Depending on the mission we may want to optimize different performance metrics. If we have a timecritical mission we might want to minimize the time of completing the slowest task so the whole mission is completed as early as possible. If the robots are using fuel we might want to minimize the sum of distances traveled by each robot to minimize fuel usage. In [27] they refer to these as optimization objectives and list some of the most commonly used ones.
What to optimize is expressed through what is called a cost function. For each robot-task pair, a number is calculated based on what the cost is to perform the task by the robot. The cost can be calculated by the distance between the robot and the task or by how long time the robot needs to complete the task or some other available variable based on what we want to optimize.
Amongst the most popular types of multi-robot task allocation algorithms are the auction and market-based algorithms [28] . Here each robot calculates a bid on each task based on its cost function and then a central unit acts as the auctioneer which allocates each task to the highest bidder.
IV. A FRAMEWORK FOR HETEROGENEOUS MULTI-ROBOT SYSTEMS
In this paper, we propose a framework where simple actions are used as building blocks to define more complex tasks performed by multiple robots. The core part of our framework is the Task Definition Language (TDL) which allows the user to define all the necessary elements of a multi-robot system and also define the tasks which will be executed by the robots. The language is used to define a set of composite tasks which may require multiple robots to be achieved. The composite tasks consist of sub-tasks that are performed by a single robot. The sub-tasks consist of a sequence of simple actions. This way, complex tasks performed by multiple robots can be defined using simple actions as building blocks. An example composite task could be to "play football". This composite task is made up of multiple smaller tasks performed by different robots. This could be to defend the goal or to chase the ball. These tasks are again made up of a sequence of actions.
A robot engineer adds a robot to the framework by providing an implementation of each simple action that the robot can perform together with any necessary ROS nodes. After all the tasks are defined and the robots are added, the model of the system is used to partially generate all of the components. This includes the ROS files and task allocation module for each robot, and a web interface that is used to connect to the robots and define a mission from the set of available tasks. Figure 2 provides an overview of the framework and its components. At the top level is the task definition language which is defined in Xtext. The task definition language lets the user define a model of the system and all its components at a higher level of abstraction. A code generator written in Xtend is used to generate files for each robot based on the provided model. The generator uses the model together with a partially finished web interface and task allocation module to generate the final web interface and task allocation module and all necessary ROS files for each robot. The web interface is used to define and start a mission consisting of multiple tasks and robots. ROS takes care of the communication between the robots while the task allocation module is responsible for distributing the tasks appropriately.
V. THE TASK DEFINITION LANGUAGE
The task definition language is the core component of the framework which is a DSL used to design and implement heterogeneous multi-robot systems. It allows us to add any custom-built robots capable of running ROS by providing an implementation of each Simple Action that the robot can perform. The language is also used to create a model that defines each task that a team of robots might need to perform by using simple actions as building blocks. The language can be divided into two parts. One part for modeling the available robots, and one part for modeling the required tasks. Although these parts could have been defined in two different metamodels, at this stage of development both parts are defined in the single metamodel shown in figure 3 . These elements should cover all the necessary concepts to enable the user of the language to develop a fully functional heterogeneous multi-robot system.
A. Robot Model
The part of the language for modeling the robots is mostly platform-specific as different robots need different code to perform the same action since they are built from different hardware and have different configurations. Each robot has a collection of simple actions which should be as generic as possible to support a large set of tasks. Each robot also has a collection of ROS Nodes. This is an implementation of a process that continuously runs on the robot either processing sensor data or controlling actuators. A simple action can use multiple ROS nodes to achieve the desired action. Each robot also has a list of Published Data. This is data that is shared between the robots and that is sent to the web interface where it can be displayed to the user. Lastly, each robot also has an initialization module containing imports and global variables.
1) Simple Action: A Simple Action is an implementation of an action the robot is capable of performing. This part of the model is hardware dependent. The element contains a python code block provided by the developer which will be executed as part of a bigger task. Listing 1 illustrates an example Simple Action called moveForward. The illustration shows how the action is implemented on a differential wheeled raspberry pi based robot. But this implementation might look completely different on another robot. This is the reason why the code has to be provided by the developer and why it is difficult to make abstract models that the code can be derived from or to make high-level libraries that can be used for all types of robots. These implementations could, however, be part of a library and the resolution of which implementation to pick depending on the specific type of robot could be done in an automatic manner rather than hard-coding it in the models. With this mechanism, the model would be reusable even if the implementations (i.e., the library) changes, and, developers would get better debugging support since the libraries could be written using Integrated Development Environments suitable for this task. The next step after the feasibility evaluation of our prototype framework will include this separation of abstraction levels.
The core idea of the simple action element is to only require the developer to provide the code that the robot needs to perform the action, but not provide any application logic or any information about what task the robot will perform. Thus a simple action is task-independent and can be used across multiple different tasks. A set of actions can also act as a library for a specific type of robot which can be used by others that have a similar robot. 2) ROS Node: A ROS node can be thought of as a background process that is continuously running on the robot. A ROS node can either read sensor data, control actuators or perform calculations on sensor data using advanced algorithms. The ROS nodes are typically publishing data that can be accessed from a simple action block, or a simple action can call a ROS node to help to execute the action. There are two types of ROS nodes.
The first type is ROS nodes that interface with hardware such as sensors and actuators. These are hardware-dependent and must be provided by the user. There might however exist drivers for a particular robot-hardware pair that can be used. The second type is ROS nodes performing the calculation on sensor data but does not interact directly with any hardware. These are provided by ROS and often contain advanced stateof-the-art algorithms to perform for example path planning or environment mapping from various sensor data.
The implementations of these nodes are necessary as the framework is built on top of ROS and needs to follow the ROS architecture. Using ROS allows us to easier implement complex functions for our robots such as navigation and arm manipulation which are required to perform common actions. Sample files can be found in the Github repository of the project under multi-robot-simulation/robots [12] .
3) Parameter List: Each ROS node may have a list of parameters that describes the robot's attributes and the ROS nodes. This could be for example the robot's radius or the maximum forward velocity of the robot. These attributes are mainly used by ROS nodes to optimize the robot's behavior. By knowing, let's say, the radius of a robot, a node running a path planning algorithm can calculate a more precise path around objects.
Parameters are paramount when modeling robots as different robots often have many different attributes that affect their behavior. For example, the distance between the wheels of a robot is part of deciding what velocity each wheel must have to achieve a specific angular velocity for the whole robot. Parameters are used often in ROS to configure algorithms and a robot usually has tens or even hundreds of parameters. 4) Published Data: A robot can publish data over a ROS topic which will be sent to the web interface where it can be displayed to the user. It can also be used as a shared data pool between the robots. Currently, the published data element is mainly used to send the position of the robots to the web interface so that the user can track the robots.
5) Initialization Module:
The Initialization Module is just a module that will be executed at a robot startup. This is provided by the user and is just a python code block. This is where the developer can define imports and global variables accessible by all simple actions. Here, the developer can also perform other setup functions if necessary.
B. Task Model
The Task Model represents the tasks that the robots can perform. The idea of the task model is to be able to define a multi-robot task without providing any information about what type of robots are going to performing the task. This means that the task model is robot independent which makes it highly reusable. It is also much easier to develop than the robot model as it does not require any skills in robot engineering. The core idea is to use simple actions as building blocks to define bigger tasks that involve multiple robots. The implementation detail of an action is hidden. The user can then define which actions a task is composed of and if there are any dependencies between actions across robots. The task model contains the following elements.
1) Composite Task: A composite task is a set of tasks performed by a team of robots working together. Each task that the composite task is made up of is performed by exactly one robot. A composite task has a position provided by the user through the web interface. A composite task can, for example, be to play football at a football field or to paint a house at a specific location.
2) Task: A task is defined as a sequence of simple actions that will be performed by one robot. A task can, for example, be to perform a penalty kick, which could, in turn, be one of the tasks in the play football composite task. By using simple actions as building blocks to define a task we can reuse the actions to define many different tasks.
3) Simple Action Reference:
A simple action reference is a reference to a simple action used when defining a task. A simple action reference can be passed arguments. The developer can also define dependencies between actions across robots. Let's say multiple robots need to lift a heavy object together, we can specify that the lifting action must be synchronized by using the sync keyword. Or if there is an action that must occur after another action we can specify that by using the after keyword.
Listing 2 illustrates an example of a composite task. The composite task is called do a penalty shoot and is made up of two tasks called shoot ball and defend goal. The tasks are again made up of a sequence of simple actions. If the user wants a team of robots to perform this composite task he just chooses a location and the task allocation module (explained in section VI) takes care of distributing each task to the most appropriate robot that has an implementation of each simple action.
1 compositeTask do_a_penalty_shoot(lat,lng): 
VI. THE TASK ALLOCATION MODULE
The second component of our framework is the Task Allocation Module, which is responsible for distributing the tasks between the robots. Our solution uses an auction-based architecture where each robot bids on tasks based on a cost function. One of the robots is chosen to be the auctioneer and is using a task allocation algorithm to decide which robot should perform which task based on the bids. We could choose to run the algorithm on the server, however, we chose to use one of the robots because, in the future, this architecture would open up for an independent set of robots that are decoupled from the server. Figure 4 illustrates the architecture of the system. The list of steps performed when the user sends a mission through the web interface are as follows:
List of steps: 1) Auctioneer is chosen: One of the robots is chosen to have the role of the auctioneer.
2) Tasks are received from user: A mission (or set of tasks)
are sent to the auctioneer from the user using the web interface. 3) Auction begins: The tasks are distributed to all other robots. 
4) Bidding begins:
Each robot goes through all the tasks to check whether they can perform the task and then calculates a bid on it using a cost function. 5) Auction finished: After some time has passed the auctioneer distributes the tasks to available robots (i.e., robots not currently performing any task). 6) Task Execution Starts: Each robot starts executing its allocated task. The reason for using an auction-based architecture is due to their popularity [28] . Auction-based solutions have been getting a lot of attention because of their advantages. In [27] they list some of the advantages of an auction-based solution. Simplicity is one of them as the idea behind most auction-based protocols is simple and intuitive. Another is fault tolerance; as the auctioneer can keep track of "sold" tasks and their execution status, it can reallocate a task if the robot performing it fails. As we are using an auction-based solution we have a centralized algorithm as it is the auctioneer who ultimately decides which robot will perform which tasks based on all the received bids.
We identify our specific instance of the problem by defining the system and assumptions about the system. We use the 3 main axes from [1] and some additional axis from [29] , like demand and available resources, to design our algorithm (see Algorithm 1).
System Definitions:
• Task There is a set T = {t 1 ,t 2 ,...,t i } of tasks. A task is performed by a single robot. • Composite-Task There is a set C = {c 1 , c 2 ,...,c j } of composite-tasks. A composite-task is a task performed by a team of robots. Each composite-task contains a set of tasks from T and has a geographical position. • Robot There is a set R = {r 1 , r 2 ,...,r k } of robots. Each robot has a set A = {a 1 , a 2 ,...,a l } of actions representing their capabilities to perform certain tasks from T .
A coalition is a team of robots working together on one composite task from C.
System Assumptions:
• Single-task Robots A robot can only perform 1 task at the time and can only be part of 1 coalition at the time. • Multi-robot Tasks A composite task may require multiple robots to achieve it. • Instantaneous Assignment There may be more tasks than robots, but the tasks will only be distributed as long as there are robots without tasks. No future planning will be made. • Unit Demand A task is required to be executed exactly one time and not repeated. • Limited Resources There may be more tasks than robots.
This means that we cannot complete all tasks in the first iteration of task distribution since we do not plan for future tasks. Hence, we have to choose the best subset of tasks which minimizes the cost. • Variable Profit The profit is the revenue minus the cost of performing a composite task by a coalition. We assume each composite task gives equal revenue (i.e., each composite task has equal priority) but coalitions have different costs of performing different composite tasks. • Central Decision Making We assume that there is a central unit (the auctioneer) that can collect information from all the robots in the system and distribute tasks based on this information. Based on these definitions and assumptions we can design an algorithm that fits our system (see Algorithm 1) . The goal is to create a coalition for each composite task which minimizes the cost of performing all the composite tasks. We design a centralized greedy coalition formation algorithm that chooses the highest bidder in each iteration. In our case, each composite task is made up of a set of sub-tasks which will be performed by a single robot. In each iteration of the algorithm, the coalition-task pair with minimum cost will be chosen. The cost of coalition-task pair is calculated by taking the sum of the highest bid on each sub-task. After the best coalition-task pair is found the task is marked as sold and the chosen robots are marked as unavailable. Then the second-best coalition-task pair is calculated, etc., until no more tasks can be allocated. The bid on a task is defined as the negative value of the cost of performing the task. The cost is defined as the distance between the robot and the task. The optimization objective is to minimize the total sum of cost over all robots (minSum). How we want to define the cost and the optimization objective often depends on the mission which makes it difficult to design one solution which works well in all situations.
The algorithm uses the instantaneous assignment as opposed to the time-extended assignment which means that tasks are assigned to robots only when the robots are available. If a robot is in the middle of a task while new tasks arrive from the user the robot will not be allocated any of the new tasks before it has finished the current task. An algorithm supporting time-extended assignments would plan the execution of future tasks by creating a schedule for each robot if there are more tasks than there are robots available. System) is an open-source robotics middleware consisting of a collection of tools and frameworks for the development of robots. It is not an operating system but provides services we would expect from an operating system, including hardware abstraction, low-level device control, implementation of commonly-used functionality, messagepassing between processes, and package management. It also provides tools and libraries for obtaining, building, writing, and running code across multiple computers [30] .
ROS has grown into one of the most popular middlewares for robotics and it does now contain a huge amount of packages implementing functions commonly used in robotics such as navigation algorithms. This allows developers to focus on the logic of their application, while ROS provides finished implementations of algorithms and other commonly used functionality. Besides the operating system like services for heterogeneous computer clusters provided by ROS, some additional advantages of ROS include its increase in code reusability as modules are separated into different packages. ROS also provides a large library of already implemented packages. Another advantage of ROS is that it is language-independent [30] . Most of the libraries are implemented using c++, python or lisp, but additional languages can be used. we can even use multiple nodes written in different languages in the same application. This way we can, for example, use python for object recognition as python has good support for machine learning, and use c++ for driver controls. One of the disadvantages of ROS is that it only runs on Unix-based platforms [30] . Also, many microcontrollers run their own operating system and therefore cannot use ROS.
Our framework is built on top of ROS. It utilizes the publish-subscribe pattern implemented by ROS which can be used to send messages between processes(nodes) running on different machines over a network. This fits our auctionbased architecture where we have one auctioneer and multiple bidders sending messages in a one-to-many fashion. In ROS, often many nodes run on each robot which sends messages between each other over different topics. This makes the different components of the system loosely coupled and results in a component-based architecture.
ROS is not only used for the communication between the robots and to achieve a component-based architecture, but also to provide the user with tools and libraries which can be used to implement the robot's actions. ROS provides tools for visualization, simulation, debugging, and monitoring of topics and messages sent between nodes.
The framework could have been built on top of other popular middlewares such as Orocos [31] or Miro [32] , but ROS was chosen as it is currently one of the most popular middlewares. A survey of alternative robotic middlewares can be found in [33] .
VIII. THE WEB INTERFACE
The web interface is the last component of the framework. The web interface allows the user to define a mission from the set of available tasks. It can also be used to monitor the mission and the robots. From the related work section, we can see that there are only a few solutions using a web interface such as [19] and [20] . Most other solutions let the user define a graphical model of the system, often in the form of a state machine, representing the different states the robots can be in and the conditions for when the robots should transition from one state to another. The state can be "chase ball" or "defend goal" and are usually provided by the user similar to what we have defined as simple actions. However, in most other solutions, if we want the robots to perform another activity than they are currently doing, we have to redesign the model, generate new application code and redeploy the new code on the robots. The robots also have to be placed at the right location like a football field before starting the system.
In our proposed solution, we attempt to avoid the need for redeployment by using the web interface. Definitions of the tasks are stored in the web interface. The robots do not possess any application logic only the implementation of reusable simple actions. The definition of a task is sent to the robot from the web interface at runtime when the user wants the task performed. The task allocation module checks whether the robot can perform the task based on the task definition and what actions the robot has available, and it takes care of executing the actions.
This way, the robots can perform one activity like playing ball one day and another activity the next day without any redeployment. New tasks can be added and old tasks redefined without any redeployment or without even restarting the system. The web interface allows us to control what tasks or activities the robots should perform at a given time amongst all the tasks they can perform. By using a web interface with a map, the solution also works better for systems where we have multiple teams of robots over different locations.
The problem with using maps for ground robots, however, is that it is difficult to navigate robots outdoor over large distances. Our solution requires the robots to have a GSP and a "go to" action which lets the robot navigate to a global position on the map. Figure 5 shows a screenshot of the web interface. On the right side, we have all the defined composite tasks from the task model. After we have placed some tasks at different locations, we can start the mission. The tasks are sent to the server and then to the robots and the bidding process starts. The task allocation module takes care of distributing the tasks only to robots that have all the required actions to perform the task. The user only decides what task should be performed where, and not what sub-tasks and actions they are made up of as this is defined in the task model.
An example composite task could be to play ball at a football field. Another could be to paint a house at some location. Two teams of robots would be created and they would start navigating to the target location. Each robot in the teams would then start performing their sub-tasks. The sub-task might be catch ball, defend the goal, measure house, paint wall, etc., based on how the composite tasks are defined.
IX. EVALUATION, REFLECTION AND DISCUSSION
To evaluate the developed framework we use simulation software. The simulation software that is used is called Gazebo. Gazebo is popular to use together with ROS. In [34] they performed a survey on different simulation software for robotics. The survey showed that Gazebo is the most popular simulator. It can be integrated with multiple different physics engines but by default, it uses the Open Dynamic Engine (ODE). It also supports multi-robot simulations and the use of ROS messages and services to control the simulated robots.
A screenshot of the simulator is shown in figure 6 . It contains 4 robots (one turtlebot, one pioneer 3-AT, and two youbots) and a football field with some objects. The robots have simulated sensors like laser scanners which make them able to detect and navigate around objects in the simulated world like they would in the real world.
The simulator is used to perform functional testing of the framework and its components. This lets us validate that the framework meets all of its functional requirements and that it works as intended. This includes testing that the developed language and its generator produce the correct code and that the task allocation module and the communication between the robots work as intended.
In this paper, we have presented how MDSE can be applied in the development of heterogeneous multi-robot systems. In such a system, we may have different robots with different capabilities able to perform different tasks. By working together, the robots can perform more complex tasks than a single robot can perform alone. In such a system, there are additional challenges that need to be solved. Like how tasks should be distributed amongst the robots and the fact that different robots often are built from different hardware which means that they need different code to perform the same action.
The developed domain-specific language allows the user to create a model of the robots and a model of the tasks that the robots are going to perform. The task model uses simple actions as reusable building blocks allowing the user to define many different tasks using the same set of action. While the task model is platform-independent and highly reusable, the robot model is platform-specific and can contain a lot of lowlevel control code which implements the different actions that a specific type of robot can perform.
The implementation of a robot's action can be difficult and time-consuming. Unfortunately, there is no way around this problem if we want the framework to support any type of custom-built robot. As different robots often need different code to perform the same action, the implementation of the actions must be provided by the developer for each robot.
One of the main ideas of this paper is that there exists a set of core actions that are often used in most physical tasks. Even if there exists a huge number of more random-like actions such as "moveForward", "turnAround", "raiseArm" and so on, these are too simple and rarely used to define useful tasks alone. On the other hand, actions like "locate('object')", "moveTo('object')", "pickUp('object')" are actions that are used in a huge number of different tasks. So the claim is that, if the developer can implement a few of these core actions, she has the possibility to reuse them to define a large number of different tasks. However, this is difficult to validate as these types of actions might be difficult to implement. The ability to locate specific objects requires the robot to have a depth camera with image recognition, while the ability to move to an object or pick up an object can be implemented using ROS libraries, like the navigation stack or Movelt.
We have also explored how task allocation can be achieved in such a system. As we see in [1] , [26] and [27] , there are multiple variations of this problem. As we are mainly concerned with systems where we have tasks that require multiple robots to be achieved, we can classify our problem as an ST-MR-IA problem, or a coalition formation problem. Unfortunately, this problem again has many variations based on how we define our system, what assumptions are made, if task constraints are used, and so on. This makes it difficult to design an algorithm that works well in all situations. In this paper, we have proposed an auction-based centralized greedy coalition formation algorithm that chooses the highest bidder in each iteration where the bid on a specific task is based on the distance between the robot and the task.
We have also shown how a web interface with a map can be used to define a mission at runtime. The use of a map to specify and monitor a mission is commonly used in drone systems. In this paper, however, we propose the use of a web interface to define a mission for any type of robot. The use of a web interface allows us to define multiple different missions without having to redesign the model and redeploy the newly generated code to the robots. This way, the robots can perform one task one day and another task the next day without any redeployment. This is possible because the robots do not possess the definitions of the tasks, only the implementation of the actions they can perform. The definition of a task is sent to the robot at runtime and new tasks can be added to the task model or old tasks can be modified at any time without the need for redeployment.
X. CONCLUSION AND FUTURE WORK
In this paper, we have explored how model-driven software engineering can be applied in the development of heterogeneous multi-robot systems. We have proposed a framework for modeling the behavior of the robots by using simple actions as building blocks to define tasks that involve multiple robots. As opposed to other solutions, our solution allows the user to define different missions without the need for redesigning the model, regenerate code and redeploy the new code on all the robots. The user can also add new tasks and change the definition of existing tasks without the need for redeployment. The proposed framework consists of 4 components: a domainspecific language used to model both the robots and the tasks, a task allocation module used to distribute the tasks amongst the robots, the robot operating system used for communication between the robots and to achieve advanced navigation, and a web interface used to create missions for teams of robots.
For future work, more research should be done on how to easier be able to add new robots and their action implementations as this is the main challenge of the framework. The actions which are currently implemented as code blocks will be separated from the task models as code libraries providing a higher level of abstraction during the task modeling process. The task definition language can also be extended to support nested composite tasks. Also, the possibility to generate tasks automatically from a set of available actions can be explored.
The task allocation algorithm can also be improved to support additional features such as task constraints. The ability to define task requirements at runtime could also be useful. For example, the task of painting a house that is 3 meters tall requires a robot with a minimum of 3 meters reaching distance. The height of the house might not be known at design time so the user should have the ability to set requirements for a specific instance of the task through the web interface. The task should then only be allocated to a robot that meets the requirements.
The web interface can also be improved in many ways. The user should be able to have more control over the robots and receive more information about the mission status. The user should also have the ability to provide task inputs, e.g. if the task is to paint a house the robots need to know which color they should use. Often in complex tasks, there are a lot of choices to make which cannot be specified beforehand. This information could be provided through the web interface.
