Abstract. The paper presents an attempt to create a system for visual surveillance for move- 
Introduction
Video surveillance of physical rehabilitation may be carried out in two ways. In the first solution a video system is used to transfer images from a remote location and then display them to the rehabilitation process supervisor. This simple and low cost approach requires a continuous involvement of a human operator and thus synchronizing the time of rehabilitation exercises with the working hours of the supervisor. It is also necessary to provide continuous feedback about the rehabilitation results.
The second approach is based on an automatic video surveillance system. It is definitely more difficult but also more versatile. The system analyzes video sequences with recorded exercises and assesses their accuracy, the number of repetitions and other necessary parameters. In this solution the supervisor only periodically checks the rehabilitation progress, the exercises can be performed at any time and there is no need to create and maintain a two-way transmission channel.
To create this kind of video surveillance system some specific algorithms are required: human silhouette detection, segmentation of body parts (head, torso, arms, legs) and object movement analysis (range, trajectory, speed, etc.). In this paper the possibility of designing the described system is evaluated and discussed. However, the result was not entirely satisfactory due to the limited availability of different fabric paint colours.
Preliminary assumptions

Images
Sample images captured during the exercises are presented in Fig. 2 . It was noticed that in moderate and low light condition the colours show not too much variation, which causes difficulties with segmenting the individual body parts. An additional problem is also the partial or complete occlusion of certain parts during exercises execution.
Image analysis
The prepared clothing allowed to simplify the image segmentation process and body parts detection. The HSV colour space was used. Information on the colour allowed easy identification of a particular part and the analysis of The obtained silhouette was described using the Delaunay triangulation [4, 5] . The human body extraction utilizing this approach was described in papers [1, 3] . In the triangulation process, the silhouette is divided into triangles in such a way that the triangles vertices are always on the contour of the shape. In the last stage, centres of the triangles sides are linked to form the skeleton of the silhouette. This approach is much faster than classical morphological skeletonization. These stages of the image analysis are presented in Fig. 3 .
A sample input image is presented in Fig. 3(a) . The silhouette was segmented using the saturation component in the HSV colour space. The threshold was set as 25% of the maximal saturation value in the image. The resulting mask was post processed using morphological transfor- mations (opening and closing) in order to remove small noise. The segmentation result is shown in Fig. 3(b) .
Then the contour of the obtained silhouette was determined and approximated by polygon using DouglasPeucker algorithm [2] . This resulted in division of the contour into sections. The endpoints of these segments were the input (initial nodes) to the modified Delaunay triangulation [4] . The modification was based on prohibiting the generation of new vertices outside the lines of contour. As a result, the silhouette was divided into triangles, which all vertices belonged to the approximate contour.
The skeleton was obtained by connecting the edge centres of adjacent triangles (Fig. 3(c) ).
On the basis of colours, parts of the designated skeleton can be assigned to body parts (sample results presented in Fig. 4(a) andFig. 4(c)). After extracting the points belonging to the segment of the skeleton which is specific to a particular exercise (thigh to squat and torso to bend - Fig. 4(b) andFig. 4(c)), the Hough transform can be used to find lines connecting that points. As a result an average line, whose slope corresponds to the slope of the observed body part, is obtained (Fig. 4(c) and Fig. 4(f) ). Sample results for the thigh (during squats) and torso (during bends) are presented in Fig. 5 .
Summary
The obtained results allow to cautiously optimistic state that it is possible to create an automatic video rehabili- 
