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What Determines Students’ Perceptions in Course Evaluation Rating in Higher 
Education? An Econometric Exploration  
 
Abstract 
While student evaluation of courses (SEC) in higher education is an intensely researched 
area, the existing literature has not paid due attention to rigorous econometric analysis of the 
SEC data. Using the four-year (2010-2013) evaluation results for economics courses on offer 
at a leading Australian university, this study employed a random effects ordered probit model 
with Mundlak correction to identify factors influencing student ratings of courses. This 
represents an innovative application to educational data. 
Findings show that class-level, course-level, class-size, instructors’ course-specific 
experience and their linguistic background influence student ratings of courses. Lecturers’ 
prior teaching experience in a course and their English language background attracted higher 
rating while second and third-level courses relative to postgraduate classes, 2010 and 2012 
student cohorts relative to 2013, and larger classes attracted lower ratings. 
Implications include specific training for instructors of non-English speaking background 
(NESB), teaching larger classes, and intermediate and upper undergraduate courses. 
This study underscores the critical importance of student-specific responses capturing student 
heterogeneity in preference to class-average data including students’ academic performance, 
discipline destination, linguistic background, age and indicators of effort-level. It raises 
survey instrument implications e.g., sub-scales, data on course contents providing intellectual 
challenges, real world applications, and problem-solving skills. 
 
Keywords: Course evaluation, Course characteristics, Economics, Instructor characteristics, 
Student characteristics 
JEL Classification: A20, C10, I21 
3 
 
 
1. INTRODUCTION AND BACKGROUND 
Systems for evaluating teaching and course quality in higher education have long been 
created in many countries, including Australia. Though the style of student evaluations differs 
from country to country or from institution to institution, the ultimate purpose of evaluation is 
to ensure “accountability, benchmarking and continuous improvement”. 
One of the instruments that has been most widely used to measure performance and quality 
assurance in Australian higher education is the Course Experience Questionnaire (CEQ). 
Designed by Ramsden (1991), it has been in use since 1992 as a national survey (as part of 
the Australian Graduate Survey). It aims to uncover what Australian university graduates 
thought of the coursework program that they had recently completed, including their 
perceptions of course quality, their self-rated skill levels and their overall satisfaction with 
their courses during their program. The CEQ, despite its role as a performance indicator in 
higher education, suffers from some limitations. One of the main limitations is the lagging 
and aggregate nature of the CEQ data (Davies, et. al, 2010). It is difficult for a higher 
education institution to gain information on student perceptions of individual courses without 
developing its own instruments. 
A critical issue often missed in research on course evaluation is student participation. 
Zumrawi et al. (2014) provided an in-depth analysis of the adequacy of response rates and 
suggested acceptable response rates for a range of variability scenarios, class sizes, 
confidence level and margin of error. Ernst (2014) found very low response rates for online 
administration of course evaluation questionnaire relative to paper-based administration due 
to differing feeling of obligation in the two formats. Given that universities are increasingly 
moving toward online administration of course evaluation, low response rates could be 
particularly worrying. 
The university, whose data form the empirical basis of this study, uses student evaluation of 
courses (SEC) questionnaire. Each time a course is offered, students enrolled in that course 
are invited to evaluate their course mainly to serve for “quality assurance” processes 
including curriculum review. Generally, three groups of variables can affect the SEC scores. 
These relate to the characteristics of the students, courses and instructors. Using these 
variables, this paper investigates the determinants of student evaluations of economics 
courses offered by the university between 2010 and 2013 inclusive. 
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In Australia, there has been a number of national initiatives to obtain feedback from 
university students (Chalmers, 2011). The government has taken an active role in promoting 
quality assurance in universities since the 1980s. In 1989, the government commissioned a 
team led by Professor Russell Linke to define performance indicators to evaluate the quality 
of higher education. Subsequently, in 1991 the “Linke Committee” was commissioned to 
examine the indicators (Linke, 1991). An outcome of the team’s recommendations was the 
creation of the CEQ. The CEQ survey, which has been administered by all Australian 
university graduated since 1993, is about the perceptions of graduates towards their courses 
and the skills they acquired during their student years. Despite the widespread use as an 
instrument of teaching performance indicator, CEQ suffers from several limitations (Barrie 
and Ginns, 2007; Davies, et. al, 2010; Henman and Luong-Phan, 2014). One criticism of the 
CEQ is related to the aggregate nature of the data. Because the CEQ assesses a whole field of 
study, disaggregation is limited. This implies that each university has to conduct its 
evaluations about specific courses and individual instructors rather than programs or degrees. 
Another limitation of the CEQ is related to the time-lagging nature of the data given that the 
CEQ data are collected after graduation. For that reason, each university has to conduct its 
evaluations after completion of each semester. 
Student feedback on courses plays a vital role in improving student learning outcomes. 
Course evaluation is different from teaching evaluation because it seeks student opinions 
about the courses in which they have been enrolled. It is not specific to the instructor, nor is it 
directly related to processes measuring teaching performance. At this university, student 
course evaluation was administered for the first time in semester 2, 2003. At that time, the 
idea was to administer the instrument, called Institutional Course Evaluation (iCEVAL), each 
semester and apply to no more than one-sixth of courses in a program or sequence of study 
each semester, so that by the end of a three year cycle all courses in a program/sequence of 
study will have been evaluated.2 In 2009, the Australian Universities Quality Agency 
(AUQA) recommended that the university extend its proposed requirement that all courses be 
evaluated every semester (AUQA, 2009). During the time, university’s major student surveys 
on teaching and learning were assessed to determine if new instruments were required, 
consider improvement to the existing tools and identify whether changes needed to be made. 
                                                            
2 The iCEVAL instrument contained 16 quantitative items regarding the course experience, and had a 6-point 
scale ranging from 5 (strongly agree) to 0 (not applicable). 
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As a result, a combined student evaluation of course and teaching  (SECaT) questionnaire 
was developed and started to be implemented from Semester 1, 2010 after the validity and 
reliability of the instrument was examined in Semester 2, 2009 through psychometric testing. 
The student evaluation of course questionnaire consists of eight quantitative and two 
qualitative items. The first seven quantitative items are measured on a five-point scale 
ranging from ”Strongly Agree (5) on one end to “Strongly Disagree” (1) on the other with 
“Neither Agree not Disagree” (3) in the middle. The eighth quantitative item, which measures 
an overall rating of the course, is also measured on a five-point scale but rated “Very Poor” 
(1) on one end to “Outstanding” (5) on the other with “Satisfactory” (3) in the middle. The 
two qualitative items ask students to comment on best aspect of the course and on how to 
improve the course. 
Until recently, the university was conducting student evaluation using paper-based surveys. 
The transition to online evaluation began in semester 2, 2014. Morrison (2013) identified 
several advantages and disadvantages of online evaluations over paper versions. Online 
evaluations allow students more time.3 Students can complete online evaluations at their own 
convenience. Time and costs associated with administering online evaluations are lower 
relative to that of paper-based evaluations. Relatively, online evaluations can guarantee 
greater privacy and anonymity. Reporting of evaluation results are faster and accurate when 
done online. Study shows that students are more likely to write comments in online surveys 
(Anderson et al. 2005; Ballantyne, 2004; Donovan et al. 2006; Handwerk et al. 2000; Heath 
et al. 2007; Johnson 2003; Kasiar et al. 2002; Layne et al. 1999). 
However, online evaluations have several disadvantages. One disadvantage mentioned most 
often is lower response rate (Avery et al. 2006; McGourty et al. 2002; Meredith and Umbach, 
2011; Sax et al. 2003; Thorpe, 2002). However, this does not necessarily mean that there is a 
significant difference in the ratings given by students on paper comparing to online (Burton, 
et al. 2012). Another disadvantage of online survey is that student may forget to complete the 
evaluation before the closing date. To some extent, online evaluation may encourage some 
students to write disparaging comments.  
The present study uses the aggregate weighted average responses of the eight (quantitative) 
survey items to investigate factors that determine economics course ratings at one of 
                                                            
3 At this university, evaluations open two weeks prior to the last week of teaching and close before the start of 
the revision period. This gives students two weeks (including weekends) to complete their evaluations. Students 
are sent up to two reminders, usually one week apart. 
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Australia’s top eight universities. For each course, the average of all the responses 
attributable to each question does not make much sense because it has decimal points.4 For 
that reason, this paper follows the standard the university parameters used to categorise mean 
responses. The university divides mean responses into four categories: (1) < 3.50; (2) 3.50 to 
<3.75; (3) 3.75 to < 4.25; and (4) ≥ 4.25. This paper proceeds as follows. Section 2 describes 
data and presents the econometric model and estimation procedure. Results are then reported 
and discussed in Section 3 while conclusions and implications are elucidated in Section 4. 
 
2. MATERIAL AND METHOD 
Data for this study were obtained from the valuation surveys for economics courses at the 
university between 2010 and 2013. The sample includes 361 course-year observations on 89 
undergraduate and postgraduate economics courses. The student evaluation of course report 
provides information on the average score for each item, the item-wise breakdown of number 
of respondents, the number of students enrolled (total number of students enrolled in the 
course as recorded in SI-net after the census date)5 and percentage agreement values for each 
question (the proportion of students that responded 4 or 5 as a proportion of total responses 
for each item). The eight quantitative items regarding the course experience are as follows. 
(1) I had a clear understanding of the aims and goals of the course. 
(2) The course was intellectually stimulating. 
(3) The course was well structured.  
(4) The learning materials assisted me in this course.  
(5) Assessment requirements were made clear to me.  
(6) I received helpful feedback on how I was going in the course.  
(7) I learned a lot in this course. 
(8) Overall, how would you rate this course?  
 
 
The survey instrument also included two qualitative questions: 
                                                            
4 For instance, if the average of all responses received to the first item is 3.46, where is 0.46 of the distance 
between 3 and 4 on the scale we started with? It does not exist. Given the ordinal nature of the data, median is 
the appropriate measure to use. 
5 SI-net is a core business application of the university that supports student related activities across all aspects 
including admission, enrolments, examinations, calculation and charging of fees and degree progress checking.  
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(1) What were the best aspects of this course? 
(2) What improvements would you suggest? 
However, the unavailability of data on the two qualitative questions limited the analysis to 
only the quantitative data. 
The course evaluation report is available to academic staff at the end of each semester after 
grades have been released to students. In addition to course information contained in the 
evaluation report, data were collected relating to some student attributes, course 
characteristics and course-coordinator characteristics. For each economics course evaluated 
during the 2010-2013 period the proportion of domestic students, the proportion of students 
who passed the course, the proportion of male students, the average number of students who 
responded to the eight survey items, total number of students enrolled, and the proportion of 
students who responded to the eight survey items are calculated to capture student 
characteristics. Course level (undergraduate or postgraduate level) and courses evaluated by 
semester and year are used to represent course characteristics. Instructor attributes such as 
linguistic background, gender, academic position and whether or not the instructor has taught 
the course before are used to capture course-coordinator characteristics. 
As can be seen from Table 1, the aggregate average course evaluation rate for the eight 
quantitative items was 3.95 (on a scale 1-5) while 8.59% of the economics courses evaluated 
by students between 2010 and 2013 had an aggregate average response of less than 3.5 to the 
eight survey questions. For the same survey questions, 17.45%, 51.80% and 22.16% of the 
courses evaluated by students had an aggregate average response between 3.5 and < 3.75, 
between 3.75 to < 4.25 and ≥ 4.25, respectively. Data on student characteristics show that 
around 52% of the students enrolled in the relevant economics courses were from domestic 
sources. The pass rate for the evaluated economics courses was around 89%. Of those who 
enrolled in economics courses around 57% were male. While the average number of students 
enrolled in the economics courses during the study period was around 150, the average 
number of students who responded to all the survey questions was only 63 (an average 
response rate of 42%). 
Regarding course characteristics, 55.4% of the economics courses evaluated between 2010 
and 2013 were undergraduate level (i.e. 12.74% first year level, 20.78% second year level 
and 21.88% third year level). Relatively, a higher percentage of the surveyed economics 
courses (around 54%) were offered in Semester 2. 
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Of the instructors who taught the economics courses that were evaluated during the relevant 
period, around 70% were male, 46% were from English-speaking background (ESB), 65% 
had a lecturer or senior lecturer status, and 63% had taught the course before. 
Table 1. Descriptive statistics for dependent and independent variables 
Variables  Description % / mean (sd) 
Dependent variable 
Rating (mean) Aggregate average course evaluation response rate  3.95 (0.37) 
Independent variables 
Course Cohort 
First year Course evaluated was first year level 12.74 (0.33) 
Second year Course evaluated was second year level 20.78 (0.41) 
Third year Course evaluated was third year level 21.88 (0.41) 
Postgraduate Course evaluated was postgraduate level (rg) 44.60 (0.50) 
Semester 1 Course offered in semester one 42.93 (0.50) 
Semester 2 Course offered in semester two (rg) 54.02 (0.50) 
Summer Semester Course offered in summer semester 03.05 (0.17) 
2010 Course evaluated in 2010 23.55 (0.43) 
2011 Course evaluated in 2011 24.38 (0.43) 
2012 Course evaluated in 2012 25.21 (0.43) 
2013 Course evaluated in 2013 (rg) 26.87 (0.44) 
Student Cohort 
Domestic (%)  Percentage of  domestic students in each course 51.55 (0.25) 
International (%) Percentage of international students in each course (rg) 48.45 (0.25) 
Pass (%) Percentage of students who passed the course 89.42 (0.l4) 
Failure (%) Percentage of students who failed the course (rg) 10.58 (0.14) 
Male (%) Percentage of male students in each course 57.29 (.10) 
Female (%) Percentage of female students in each course (rg) 42.71 (.10) 
Enrolled (mean) Number of students enrolled in each course 150.36 (220.56) 
Participated (mean) 
 
Number of students participated in course evaluations in 
each course evaluation 
63.03 (93.21) 
Instructor Cohort 
Course-specific experience  
Before (%)  Instructor taught the course before 63.43 (0.48) 
First-time (%) Instructor taught the course for the first time (rg) 36.57 (0.48) 
Gender 
Male (%) Course instructor was male 70.08 (0.46) 
Female (%) Course instructor was female (rg) 29.92 (0.46) 
Instructor status 
Lecturer/Senior lecturer (%) Instructor was lecturer/Senior lecturer 64.54 (0.48) 
A/Professor/Professor (%) Instructor was A/Professor/Professor (rg) 35.46 (0.48) 
Instructor’s linguistic background 
 ESB (%) Instructor was from English speaking background 46.26 (.50) 
NESB (%) Instructor was from English speaking background (rg) 53.74 (.50) 
Note: rg and sd denote reference group and standard deviation respectively.  
Given that the dependent variable (i.e. the categorical variable we created for the aggregate 
average response data) in this study is ordinal in nature, the Ordinary Least Squares (OLS) 
method is not a suitable approach (Greene, 2012). Thus, random effects ordered probit (with 
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Mundlak correction) are estimated. This model has the advantage of controlling for 
unobserved time-invariant individual heterogeneity. The panel used in this study is relatively 
short, implying that differences across courses rather than changes within a course were 
likely to have more influence on course evaluation ratings. This is known as the incidental 
parameters problem. Thus, it is reasonable to use random effects instead of fixed effects 
(Lancaster, 2000). 
The econometric model of course evaluation ratings has the general form:  
3211      '  ε  X'  ctct , ,  , N,  t , ........ c ,  u v XY cctct
*
ct ==++=+= ββ    (1) 
where  Y *ct is a latent variable indicating the unobservable satisfaction level of students 
enrolled in an economics course c at time t. itX  -  a vector of observable time invariant 
factors and time-varying factors - is a matrix containing student, course and instructor 
characteristics.  'β is a vector of estimated parameters and itε is the error term. The random 
noise component of the composite ( )cctct uv +=  ε error term ctv  is a time- and course- 
specific error term and is assumed to be uncorrelated with the explanatory variables. The 
course specific component of the composite error term cu is assumed to be a random-
component constant over time and uncorrelated with the explanatory variables. Such a strong 
assumption that the course-specific error term is uncorrelated with the explanatory variable 
may not hold. In such a case an approach proposed by Mundlak (1978) is used. Mundlak’s 
approach involves “projecting the effects on the group means of the time-varying variables” 
(Greene, 2012, p.767).  
Student (economics) course satisfaction ( *Y ) cannot be observed instead a categorical but 
ordered random variable ctY  is estimated as a function of the explanatory variables and a SEC 
of cut-off points 4) , 3 2, 1,  (j =jZ . 
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The conditional probability of a given observation can be expressed as: 
  )     '  Pr(   )/  Pr( 1+<+≤== jctctjctct ZXZXjY εβ   
              = )    Pr( 1
*
+<≤ jctj ZYZ      (3) 
where j in our case is aggregate average response and ranges between 1 and 4. The 
probability that an economics course receiving an aggregate average response of j given the 
explanatory variables ( ctX ) corresponds to the region of the distribution where  *ctY falls 
between  jZ and 1+jZ  
In this paper, the dependent variable (i.e. the categories created from aggregate average 
response) is categorised into 4 scaling and coded as aggregate average response of less than 
3.50 = 1, aggregate average response between 3.50 and less than 3.75 = 2, aggregate average 
response between 3.75 to less than 4.25 = 3 and aggregate average response greater than or 
equal to 4.25 = 4.  
3. Results and Discussion 
Results from random effects ordered probit model show that economics course evaluation 
ratings are determined by course level, enrolment number, instructors’ course-specific 
experience and instructors’ linguistic background. The coefficients presented in Table 2 show 
that the evaluation ratings for undergraduate economics courses (especially second and third-
year level courses) were significantly lower compared to postgraduate economics courses. 
Course evaluation ratings were significantly lower in large enrolment courses. Student course 
evaluation scores were significantly higher for instructors who taught a course before and for 
those from ESB. The regression results also indicate that course evaluation ratings were 
significantly lower in 2010 and 2012 compared to 2013. Economics course evaluation ratings 
do not differ significantly due to: number of students participating in the course evaluation; 
course pass rate; course commencement; student gender composition in a course; the 
proportion of domestic students in a course; course evaluation period; and instructors’ 
academic position and gender. The Likelihood Ratio (LR) Chi-square test with an associated 
p-value shows that at least one of the coefficients in the model is significantly different from 
zero, hence confirming the overall quality of the estimated model.  
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Table 2. Determinants of student evaluations of courses: Random effects order probit (with 
Mundlak correction) 
Independent variable Coefficient (p-value) 
First year -0.69 (0.22) 
Second year -0.64** (0.03) 
Third year -0.52* (0.06) 
Semester 1 -0.07 (0.62) 
Summer semester -0.30 (0.54) 
2010 -0.46** (0.01) 
2011 -0.24 (0.18) 
2012 -0.48*** (0.00) 
Domestic   -0.05 (0.95) 
m(Domestic) 0.32 (0.75) 
Passed  0.51 (0.40) 
m(Passed) -1.09 (0.54) 
Male  -1.01 (0.35) 
m(Male) 4.04** (0.02) 
Enrolled/100  -0.23** (0.02) 
m(Enrolled/100) 0.17 (0.43) 
Participated/100 0.17 (0.22) 
m(Participated/100) -0.05 (0.92) 
Before  0.34** (0.01) 
Male Instructor -0.12 (0.46) 
Lecture/Senior lecturer  -0.12 (0.56) 
m(Lecturer/Senior lecturer) 0.71** (0.02) 
ESB 0.35** (0.03) 
N 361 
LR chi2(23) 50.66*** (0.00) 
Note: *** p < .01, ** p < .05 and * p < .10. m(.) denotes the Mundlak correction terms.  
The sign of the coefficients presented in Table 2 gives the direction and the effect but not the 
marginal effect. Therefore, the predicted probabilities that the dependent variable equals 1, 2, 
3 or 4, given the independent variables measuring student, course and instructor 
characteristics are presented in Table 3.  
As can be seen from Table 3, the predicted probability of a second year (third year) 
economics course receiving the lowest evaluation cut-off score (i.e. < 3.5 on a 5-point Likert 
scale) increases by 8.5 (6.8) percentage points as compared to a postgraduate economics 
course. To the contrary, the predicted probability of a second year (third year) economics 
course receiving the highest evaluation ratings (i.e. greater than or equal to 4.25) decreases by 
15.8 (12.8) percentage points as compared to a postgraduate economics course. The predicted 
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probability of an economics course receiving the lowest (highest) evaluation cut-off score 
increases (decreases) by 0.03 (0.06) percentage point if the number of students enrolled in 
that course increases by one. The predicted probability of an economics course receiving the 
lowest (the highest) evaluation cut-off score decreases (increases) by 4.5 (8.5) percentage 
points if delivered by a lecturer who has taught the course before. The predicted probability 
of an economics course receiving the lowest (highest) evaluation cut-off score decreases 
(increases) by 4.6 (8.6) percentage points if the course is taught by a lecturer from ESB. The 
predicted probability of an economics course receiving the highest evaluation cut-off score is 
almost 12 percentage points less in 2012 than in 2013. 
 
Table 3. The determinants of student evaluations of courses scores: Marginal effects 
Independent Variables  Marginal effect for average ratings (p-value) 
< 3.50 3.50 - < 3.75 3.75-<4.25 ≥ 4.25 
First year 0.092 (0.23) 0.095 (0.22) -0.016 (0.46) -0.171 (0.22) 
Second year 0.085** (0.04) 0.088** (0.03) -0.014 (0.39) -0.158** (0.03) 
Third year 0.068* (0.07) 0.071* (0.06) -0.012 (0.41) -0.128* (0.06) 
Semester 1 0.010 (0.62) 0.010 (0.62) -0.002 (0.66) -0.018 (0.62) 
Summer semester 0.039 (0.54) 0.041 (0.54) -0.007 (0.60) -0.073 (0.54) 
2010 0.061** (0.02) 0.063** (0.02) -0.010 (0.38) -0.113** (0.01) 
2011 0.031 (0.19) 0.032 (0.18) -0.005 (0.45) -0.058 (0.18) 
2012 0.064*** (0.01) 0.066*** (0.01) -0.011 (0.38) -0.119*** (0.00) 
Domestic   0.007 (0.95) 0.007 (0.95) -0.001 (0.95) -0.013 (0.95) 
m(Domestic) -0.042 (0.75) -0.043 (0.75) 0.007 (0.76) 0.078 (0.75) 
Passed  -0.068 (0.41) -0.070 (0.40) 0.012 (0.53) 0.126 (0.40) 
m(Passed) 0.145 (0.54) 0.150 (0.54) -0.025 (0.61) -0.271 (0.54) 
Male  0.134 (0.36) 0.139 (0.35) -0.023 (0.51) -0.250 (0.35) 
m(Male) -0.534** (0.02) -0.554** (0.02) 0.091 (0.39) 0.998** (0.01) 
Enrolled/100  0.030** (0.02) 0.031** (0.02) -0.005 (0.38) -0.056** (0.02) 
m(Enrolled/100) -0.023 (0.43) -0.024 (0.43) 0.004 (0.55) 0.043 (0.43) 
Participated/100  -0.023 (0.22) -0.024 (0.22) 0.004 (0.45) 0.043 (0.22) 
m(Participated/100) 0.007 (0.92) 0.007 (0.92) -0.001 (0.92) -0.013 (0.92) 
Before  -0.045** (0.02) -0.047** (0.01) 0.008 (0.38) 0.085** (0.01) 
Male Instructor 0.016 (0.47) 0.016 (0.46) -0.003 (0.56) -0.029 (0.46) 
Lecture/Senior lecturer  0.015 (0.56) 0.016 (0.57) -0.003 (0.62) -0.028 (0.56) 
m(Lecturer/Senior 
Lecturer) 
-0.094** (0.03) -0.098** (0.02) 0.016 (0.38) 0.176** (0.02) 
ESB -0.046** (0.04) -0.048** (0.03) 0.008 (0.39) 0.086** (0.03) 
Note: *** p < .01, ** p < .05 and * p < .10. m(.) denotes the Mundlak correction terms.  
This paper uses a likelihood-ratio test for model selection. A number of restricted models that 
are nested within the (unrestricted) model we used in this paper are first estimated and then 
the fit of each of these models is compared with the unrestricted model. Our results show that 
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the unrestricted model fit the data significantly better that the restricted ones, and thus our 
model passes the goodness-of-fit test  
With panel data there is no simple way to implement a fixed effects estimator for the ordered 
model and thus we are unable to perform a sensitivity analysis to compare our results with 
that of a fixed effects estimator. For that reason, we first collapse our four categorical 
responses into two different binary classifications6 and then sensitivity analyses are 
performed by comparing the results yielded from a fixed effects to those yielded from a 
random effects. Overall, results show some discrepancies in terms of sign, significance and 
magnitude of the estimated coefficients. To decide between fixed or random effects, we run a 
Hausman test where the null hypothesis postulates that the preferred is random effects versus 
the alternative the fixed effects.  For both binary classifications we used, the Hausman test 
(with p-value of 0.2764 and 0.8717) indicates that random effects is preferred over fixed 
effects. 
 
4. CONCLUSIONS AND IMPLICATIONS 
While student evaluation of courses (SEC) in higher education is an intensely researched 
area, the existing literature has not paid due attention to rigorous econometric analysis of the 
SEC data. Using the four-year (2010-2013) evaluation results for economics courses on offer 
at one of Australia’s top eight universities, this study employed a random effects ordered 
probit model with Mundlak correction to identify factors influencing student ratings of 
courses. This represents an innovative application to educational data. 
Findings show that class-level, course-level, class-size, instructors’ course-specific 
experience and their linguistic background determine SEC scores. Lecturers’ prior teaching 
experience in a course and their English language background attracted higher rating while 
second and third-level courses relative to postgraduate classes, 2010 and 2012 student cohorts 
relative to 2013, and larger classes attracted lower ratings. 
Implications include specific training for instructors of non-English speaking background 
(NESB), teaching larger classes, and intermediate and upper undergraduate courses. 
                                                            
6 One binary classification of 3.75 average rating versus 3.75 or above average rating, and another classification 
of below 4.5 average rating versus 4.5 or above. 
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This study underscores the critical importance of student-specific responses capturing student 
heterogeneity in preference to class-average data including students’ academic performance, 
discipline destination, linguistic background, age and indicators of effort-level. It raises 
survey instrument implications e.g., sub-scales, data on course contents providing intellectual 
challenges, real world applications, and problem-solving skills. 
There are a number of critically important issues that the data gathered through the 
instrument are unable to address. First, the very purpose of a SEC survey is unclear about 
whether it wants to measure the ‘course quality’ or merely reflects students’ perceptions 
about the course. It is most likely that this is the case, and may be more a subjective measure 
than an objective measure. In that case, as Judge et al. (1988, p. 582) put it: 
In some cases in empirical analysis, the variables we measure are not really what 
we want to measure....The proxy variables may be subject to large measurement 
errors. Even for the observable variables, the data may be subject to a variety of 
errors. Errors may be introduced by the wording of the survey questionnaires. 
Weak and strong may imply different things to different respondents. 
Universities regard the development of analytical abilities and critical judgement of students 
as a central graduate attribute. Thus, the SEC procedures may favour non-academic styles of 
teaching that entails less rigorous analysis than desirable at a university level e.g., a deep 
learning approach reminiscent of Level 3 teaching (Biggs and Tang, 2011). Therefore, an 
unintended consequence could be that this method of evaluations reduces the emphasis on 
reading and consideration of competing intellectual points of view and could reduce the 
intrinsic quality of university courses. 
The scores provided by SEC data are averages. The distribution of those scores and what 
influences them, would be worthy of consideration. For example, a course may be highly 
rated by one group but not by another. Is it the quality or the nature of the course content 
rather more than the quality of teaching that affects the score? No constructive use of SEC 
data of this type appears to be made in this respect. The process of averaging implies that 
each student in the sample receives an equal weight. This is despite the fact that some 
students are much better informed, intellectually superior, and less inclined toward superficial 
treatment of the subject matter and more interested in the substance than appearance than 
those from the other end of the spectrum. 
This study underscores the critical importance of making available student-specific responses 
that can capture heterogeneity within a student cohort while an analysis based on class 
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averages masks it. This paper emphasises the need to incorporate variables typifying diversity 
of student population including academic performance, discipline destination, ethno-
linguistic background, age and indicators of students’ effort. It raises broader implications 
such as sub-scales, inclusion of items on course contents, intellectual challenge, real world 
applications, and problem-solving skills. 
 
ACKNOWLEDGEMENTS 
The authors gratefully acknowledge useful comments by two anonymous referees and the 
critically important assistance of Ms Heidi Ellis for collecting historical data from the 
university Reportal that formed the empirical basis of this study. Usual caveats apply. 
16 
 
REFERENCES 
Anderson, H. M., et al. (2005). Online student course evaluations: Review of literature and a 
pilot study. American Journal of Pharmaceutical Education, 69(1): 34-43. 
AUQA (2009) Report of an audit of the University of Queensland, 
(https://www.uq.edu.au/teaching-learning/docs/UQ-AUQA-auditreport2009.pdf) 
Avery, R. J., et al. (2006). Electronic course evaluations: Does an online delivery system 
influence student evaluations? Journal of Economic Education, 37(1): 21-38. 
Ballantyne, C. (2004). Online or on paper: an examination of the differences in response and 
respondents to a survey administered in two modes. Paper presented at the 
Australasian Evaluation Society Annual Conference, Adelaide, 13– 15 October 
Biggs, J. & Tang, C. (2011). Teaching for Quality Learning at University. Buckingham, U.K. 
& Philadelphia, Pa.: Society for Research into Higher Education & Open University 
Press (Fourth Edition). 
Barrie, S. & Ginns, P. (2007). The linking of national teaching performance indicators to 
improvements in teaching and learning in classrooms. Quality in Higher Education, 
13(3): 275–86 
Burton, W., A. Civitano, and P. Steiner-Grossman. (2012). Online versus paper evaluations: 
differences in both quantitative and qualitative data. Journal of Computing in Higher 
Education, 24(1): 58-69. 
Cameron, A.C. &, Trivedi, P.K. (2009). Microeconometrics using STATA. Stata Press, Texas. 
Chalmers, D. (2011). Student feedback in the Australian national and university context, in 
Nair, C.S. & Mertova, P. (Eds.), Student Feedback: The cornerstone to an effective 
quality assurance system in higher education (Oxford, Chandos). 
Davies, M., Hirschberg, J., Lye, J. & Johnston, C. (2010). A systematic analysis of quality of 
teaching surveys, Assessment & Evaluation in Higher Education, 35 (1): 83–96. 
Donovan, J., Mader, C. E., & Shinsky, J. (2006). Constructive student feedback: Online vs. 
Traditional course evaluations. Journal of Interactive Online Learning, 5(3): 283-295. 
Ernst, D. (2014). Expectancy theory outcomes and student evaluations of teaching. 
Educational Research and Evaluation, 20 (7-8):536-556. 
Greene, W. (2012). Econometric Analysis, 7th ed., Prentice Hall, Upper Saddle River, NJ. 
Handwerk, P., et al. (2000). Online vs paper-and-pencil surveying of students: A case study. 
40th Annual Forum of the Association of Institutional Research, Cincinnati, OH. 
Heath, N. M., Lawyer, S. R., & Rasmussen, E, B. (2007). A comparison of web-based versus 
pencil-and-paper course evaluations. Teaching Psychology, 34: 259-261.  
Henman, P. and Luong-Phan (2014). CEQ and the performance regime in Australian higher 
education: A review of the policy context. , UQ Social Policy Unit, Research Paper 
No. 7 (http://www.uq.edu.au/swahs/CEQ%20Policy%20Summary.pdf). 
17 
 
Johnson, T.D. (2003). Online student ratings: Will students respond?, In: Sorenson, D.L & 
Johnson, T.D (Eds) Online Student Ratings of Instruction, New Directions for 
Teaching and Learning, No. 96, Jossey-Bass. 
Judge, G.G., Hill, R.C., Griffiths, W.E., Lütkepohl, H. and Lee, T-C. (1988). Introduction to 
the Theory and Practice of Econometrics. New York: John Wiley. 
Kasiar, J. B., et al. (2002). Comparison of traditional and web-based course evaluation 
processes in a required, team-taught pharmacotherapy course. American Journal of 
Pharmaceutical Education, 66: 268-270. 
Lancaster, T. (2000). The incidental parameter problem since 1948. Journal of Econometrics, 
95: 391-413. 
Layne, B. H., et al. (1999). Electronic versus traditional student ratings of instruction. 
Research in Higher Education, 40(2): 221-232. 
Linke, R.D. (1991). Performance Indicators in Higher Education: Report of a trial evaluation 
study commissioned by the Commonwealth Department of Employment, Education 
and Training (Canberra, Australian Government Publishing Service). 
McGourty, J., et al. (2002). Web-based student evaluation: Comparing the experience at two 
universities. 32nd ASEE/ISEE Frontiers in Education Conference, Boston, MA. 
Meredith J. D. Adams and Umbach, P.D (2012). Nonresponse and online student evaluations 
of teaching: Understanding the influence of salience, fatigue and academic 
environment, Research in Higher Education, 53: 576-591. 
Morrison, K. (2013). Online and paper evaluations of courses; a literature review and case 
study. Educational Research and Evaluation: An International Journal on Theory and 
Practice, 19(7): 585-604 
Mundlak, Y. (1978). On the pooling of time series and cross section data.  Econometrica, 46: 
69-85. 
Ramsden, P. (1991). A performance indicator of teaching quality in higher education: The 
Course Experience Questionnaire. Studies in Higher Education, 16(2): 129-149.  
Sax, L. J., Gilmartin, S.K., Bryant, A.N. (2003). Assessing response rates and non-response 
bias in web and paper surveys. Research in Higher Education, 44(4): 409-432. 
Thorpe, S. (2002). Online student evaluation of instruction: An investigation of non-response 
bias. 42nd Annual Forum of the Association for Institutional Research, Toronto, 
Canada. 
Zumrawi, A.A., Bates, S.P. & Schroeder, M. (2014). What response rates are needed to make 
reliable inferences from student evaluations of teaching? Educational Research and 
Evaluation, 20 (7-8): 557-563. 
 
