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Abstract
In this thesis we consider asymptotic counts of words in free groups. In
particular, we establish results when we restrict the group elements to a non-trivial
conjugacy class.
We study the action of the fundamental group of a finite metric graph on its
universal covering tree. We assume the graph is finite, connected and the degree of
each vertex is at least three. Our results require an irrationality condition on the
edge lengths. We obtain an asymptotic formula for the number of elements in a
fixed conjugacy class for which the associated displacement of a given base vertex
in the universal covering tree is at most T . Under a mild extra assumption we also
obtain a polynomial error term.
Related to the above orbit counting result for metric trees, we also consider
the spatial distribution of the lattice points of a given conjugacy class in the uni-
versal covering tree. We show that the lattice points of a fixed conjugacy class
are asymptotically spatially distributed according to a Patterson–Sullivan measure
supported on the boundary of the universal cover.
For a class of functions on a free group with suitable symbolic properties
we establish an asymptotic average and, subject to an appropriate normalisation,
a central limit theorem when the elements of the free group are restricted to a
non-trivial conjugacy class.
v
Chapter 1
Introduction
1.1 Counting functions
Asymptotic analysis is the study of quantification, approximation and estimation
associated with long-term or limiting behaviour. In this thesis we consider asymp-
totics counting and spatial distribution results associated to free groups. Of particu-
lar interest are results that arise from restricting the group elements to a non-trivial
conjugacy class. In this introduction we give a brief history of related asymptotic
results. The introduction is structured as follows. We draw standard comparisons
between the prime number theorem and the prime geodesic theorem, a geometric
analogue of the prime number theorem. Then we recall the collection of geometric
counting problems studied by Huber, including the prime geodesic theorem. The
other counting problems in this collection concern groups of isometries acting on
the hyperbolic plane. Finally, we introduce the original results that appear in later
chapters.
As a thesis that discusses asymptotic analysis, it would be remiss not to
mention the prime number theorem. The prime number theorem, which we recall
below, is a classical asymptotic result in analytic number theory that establishes the
asymptotic distribution of the prime numbers in the positive integers. The infinitude
of the prime numbers has been known since the time of Euclid; however, Euclid’s
proof sheds no light on the question of the asymptotic distribution of the prime
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numbers. In order to study the distribution, we consider the limiting behaviour of
the counting function pi : N→ N given by
pi(n) = #{p : p is prime and p ≤ n}.
The prime number theorem, first conjectured by, amongst others, Legendre
and Gauss and proved independently by Hadamard and de la Valle´e-Poussin in 1896,
gives the following asymptotic formula pi(n) ∼ n/ log(n) as n → ∞. Here we use
the notation f(x) ∼ g(x) to mean f(x)/g(x)→ 1 as x→∞. Ongoing work on this
topic focuses on improving the precision of the error terms. We refer the reader to
[15] for further information on the prime number theorem.
A geometric analogue of the prime number theorem is the prime geodesic
theorem. Informally, a geodesic is a path that locally minimises length and by a
closed geodesic we mean a geodesic that is a closed smooth path. By a prime geodesic
we mean a closed geodesic that is not the n-fold concatenation of another closed
geodesic for an integer n ≥ 2. The prime geodesic theorem gives the asymptotic
distribution of the number of geodesics of length at most T as T →∞.
Theorem 1.1.1 (Prime Geodesic Theorem). Let M be a compact surface with
constant negative curvature κ < 0. For each prime closed geodesic γ on the surface,
let l(γ) denote its length. Then, for h = |κ|1/2, as T →∞,
#{γ : l(γ) ≤ T} ∼ e
hT
hT
.
The use of the Riemann zeta function in the early proofs of the prime number
theorem encouraged the use of zeta functions in other areas mathematics. Notably
Selberg’s zeta function used to study the lengths of closed geodesics on surfaces of
constant negative curvature. In 1959, Huber [26] established the prime geodesic
theorem for compact hyperbolic surfaces with constant negative curvature and gave
an error term analysis in [27] and [28].
Remark 1.1.2. In 1970, Margulis’ seminal thesis (translated into English in [39])
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proved many groundbreaking results. In particular, Margulis established asymptotic
properties of the geodesic flow in the setting of variable negative curvature. In fact,
Margulis’ results hold for a class of hyperbolic flows, but we consider only the
geodesic flow.
Let M be a compact manifold with variable negative curvature, then a nat-
ural flow to consider is the geodesic flow on the unit tangent bundle T1M . Let
(x, v) ∈ T1M and γ : R+ → M the unique geodesic with unit speed such that
γ(0) = x and γ′(0) = v. We define the geodesic flow gt : T1M → T1M by
gt(x, v) = (γ(t), γ
′(t)) for t ∈ R+. For each t > 0 there are finitely many closed
orbits of the geodesic flow with period length at most t. Closed orbits of the geodesic
flow gt : T1M → T1M naturally project onto the closed geodesics in M . Further,
the closed orbits of the geodesic flow are in one-to-one correspondence with the
(oriented) closed geodesics in M . In this way, Margulis studied the prime geodesic
theorem from a dynamical viewpoint using ergodic techniques. Margulis proved
the prime geodesic theorem for compact manifolds with variable negative curvature.
Here the positive constant h is the topological entropy of the geodesic flow. We note
Margulis’ work in this more general setting does not establish an error term.
In the same setting as his prime geodesic theorem, Huber [25] also established
asymptotic results for certain groups of isometries of the hyperbolic plane. Here
the connection to the prime geodesic theorem is as follows. Instead of counting
prime closed geodesics on a surface, these results counted closed geodesics. We shall
state Huber’s results in terms of the action of a group of isometries acting on the
hyperbolic plane and so we use the term orbit counting in this setting. Huber also
established an orbit counting result when the elements of the group are restricted to
a non-trivial conjugacy class and this corresponds to counting based closed geodesics.
We refer the reader to [1] for an introduction to the action of PSL(2,C) on
the hyperbolic plane H2. A Mo¨bius map f on the Riemann sphere has the form
f(z) =
az + b
cz + d
3
with a, b, c, d ∈ C and, so that f is non-constant, ad − bc 6= 0. From now on we
consider the set of Mo¨bius maps such that
(M1) a, b, c, d ∈ R, and
(M2) ad− bc = 1.
Note there is no penalty in assuming (M2).The set of Mo¨bius maps together with
the binary operation of composition form a group. In this way the group of Mo¨bius
maps is isomorphic to PSL(2,R) = SL(2,R)/{±I2}.
It is useful to consider Huber’s counting problems, for certain groups of
isometries of the hyperbolic plane, in terms of subgroups of PSL(2,R). We recall
the terminology for such groups below.
A subgroup Γ of PSL(2,R) is discrete if each point in Γ is isolated in the
topology inherited from PSL(2,R). We call a discrete subgroup of PSL(2,R) a
Fuchsian group. Let z ∈ H2, then we call the set
Γz = {γz ∈ H2 : γ ∈ Γ}
the orbit of z, or the lattice points associated to z. Let Γ be a Fuchsian group, then
for each z ∈ H2 the set Γz is discrete in H2. We denote by Λ(Γ) the limit set of
Γz for z ∈ H2. For a Fuchsian group Γ, the limit set is a subset of ∂H2. There
are three cases to consider for the cardinality of Λ(Γ) and we note the cardinality is
independent of z ∈ H2. We have that Λ(Γ) is: empty, contains one or two points, or
contains infinitely many points. We are interested in the third case, Fuchsian groups
in this case are called non-elementary, and there are two subcases: A Fuchsian group
of the first type is a Fuchsian group whose limit set is R∪{∞}, otherwise a Fuchsian
group is of the second type. The limit set of a Fuchsian group of the second type
is a Cantor set. We note Λ(Γ) is independent of the choice of base point z ∈ H2
when Γ is non-elementary. A Fuchsian group Γ is co-compact if the surface H2/Γ is
compact. We note all compact surfaces of constant negative curvature are obtained
by taking the quotient H2/Γ where Γ is a co-compact Fuchsian group (with the
appropriate scaling for curvature).
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We say a subgroup Γ of PSL(2,R) acts discontinuously on H2 if for each
compact subset K ⊂ H2 there are only finitely many elements g ∈ Γ for which
gK ∩K is non-empty. We shall assume that Γ acts freely on H2.
Delsarte [12] (in 1942) and Huber [25] (in 1956) considered the orbit counting
problem for co-compact Fuchsian groups acting on H2. For a chosen base point
p ∈ H2 and a Fuchsian group Γ, Delsarte and Huber established the asymptotic
behaviour of the following counting function N : R+ → R+ given by
N(T ) = #{γ ∈ Γ: dH2(p, γp) ≤ T}.
They each established the asymptotic equality
N(T ) ∼ 1
4(g − 1)e
T ,
as T → ∞ where g > 1 is the genus of the surface H2/Γ. Broadly speaking, both
authors connected the spectrum of the Laplacian of a hyperbolic surface to the set
of lengths of closed geodesics in the surface. We shall refer to the set of lengths
of closed geodesics in the surface as the surface’s length spectrum. Delsarte [12]
wrote N(T ) as a series of hypergeometric functions related to the Laplacian, whilst
Huber [25] used a Tauberian theorem to establish the asymptotic formula from the
complex analytic properties of a Dirichlet series. We note Huber’s use of the spectral
theory of the Laplacian is independent of Selberg’s work in [61]. Patterson [45], [46]
established an asymptotic result in the more general setting of all Fuchsian groups
of the first type without parabolic elements. Patterson’s proof used the spectral
techniques developed by Huber and gave an error term approximation.
Remark 1.1.3. We briefly recall Selberg’s work in [61]. Let Γ be a group of isome-
tries of a Riemannian manifold M . In [61], Selberg considered spectral problems
associated to groups of isometries of certain Riemannian manifolds M . A linear
operator L is invariant with respect to a group of isometries Γ if it commutes with
the operator f(x) 7→ f(gx) for each function f on M and g ∈ G. The Selberg trace
formula relates spectral data for invariant linear operators to geometric properties
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of the manifold. Selberg gave a general trace formula in the case that the quotient is
compact and also considered certain special cases when the quotient is not compact.
For our discussion of Huber’s work, we are interested in the case M = H2 and Γ is
a co-compact Fuchsian group (cf. [22]).
Orbit counting results have also been established for manifolds with variable
negative curvature. Suppose that M is a compact Riemannian manifold with nega-
tive sectional curvatures and universal cover M˜ (so that M = M˜/Γ where Γ, a group
of isometries acting on M˜ , is isomorphic to the fundamental group of M˜). Choose
a point x˜ ∈ M˜ and define a counting function N(T ) = #{γ ∈ Γ: d
M˜
(x˜, γx˜) ≤ T}.
In his thesis [39], Margulis proved that there exists a positive constant C depending
on Γ such that N(T ) ∼ CehT as T → ∞. Here h > 0 is the topological entropy of
the geodesic flow gt : T1M → T1M on the unit tangent bundle.
Let x ∈ M be the image of the point x˜ ∈ M˜ under the natural projection.
The problem of counting the number N(T ) of elements in Γx˜ within a ball of radius
T centred at the point x˜ ∈ M˜ can be interpreted as counting the number ρ(T ) of
geodesic loops based at the point x ∈ M with length at most T . In [50], Pollicott
gave a symbolic proof that ρ(T ) ∼ CehT as T →∞ and, in addition, an asymptotic
formula for more general hyperbolic flows on compact manifolds.
Huber also considered a third problem: the conjugacy counting problem in
this setting. Let C be a non-trivial conjugacy class in F . Let NC(T ) be the counting
function given by
NC(T ) = #{g ∈ C : dH2(p, gp) ≤ T}.
Huber [25] showed there exists a positive constant C(C) > 0 such that NC(T ) ∼
CeT/2 as T → ∞. Note the exponential growth rate of the function NC(T ) is
precisely half of the exponential growth rate of the counting function N(T ). This
intriguing phenomenon forms the foundation for the research in this thesis.
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1.2 Orbit counting
In analogy to Huber’s third problem, we consider the orbit counting problem in
conjugacy classes in the setting of metric graphs. Rather than compact hyperbolic
surfaces with constant negative curvature −1, we consider finite connected metric
graphs such that the degree of each vertex is at least 3. Briefly, the closed geodesics
on a metric graph G are non-backtracking paths whose initial and terminal vertices
coincide (modulo the cyclic permutation of edges in the path). The fundamental
group of G, a finitely generated free group F , acts freely on the graph’s universal
covering tree T . Indeed, when we equip the universal cover with the metric lifted
from G the action is also isometric.
We make one further assumption: an irrationality condition on the lengths
of the closed geodesics in G. We require that there are a pair of closed geodesics in
G such that the ratio of their metric lengths is irrational. Guillope´ [20] considered
the asymptotic behaviour of the orbit counting function
N(T ) = #{x ∈ F : dT (o, xo) ≤ T}
where o ∈ T is a prescribed base vertex. Guillope´ showed that N(T ) ∼ CehT as
T →∞ for positive constants C and h; here h is the volume entropy of the tree T .
We consider the effect on Guillope´’s asymptotic formula when the counting
function counts only those free group elements in a non-trivial conjugacy class.
Theorem 3.1.1. Suppose that G is a finite connected metric graph such that the
degree of each vertex is at least 3 and there exists a pair of closed geodesics in G such
that the ratio of their metric lengths is irrational. Let C be a non-trivial conjugacy
class in F . Then, for some constant C > 0, depending on C,
NC(T ) ∼ CehT/2, as T →∞.
We summarise recent results for counting problems in conjugacy classes (cf.
[14], [42], [5]) below.
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In [14] Douma, using spectral results for the discrete Laplacian reminiscent
of Huber’s spectral approach [26], established an orbit counting result in the setting
of finite simple (q + 1)-regular graphs G with fundamental group F . Let T be the
universal covering tree of G and assign to each edge in T metric length 1. Fix
a non-trivial conjugacy class C in F and base vertex o ∈ T . Douma studied the
counting function
NC(n) = #{x ∈ C : dT (o, xo) ≤ n}
and showed there exists a positive constant C(C) such that
NC(n) ∼ Cqb(n−µ(C))/2c
for n ∈ Z+ as n→∞. Here µ(C) is the infimum distance dT (o, xo) obtained by an
element x ∈ C.
Margulis [39] did not consider orbit counting in conjugacy classes; however,
Parkkonen and Paulin considered orbit counting in conjugacy classes in the setting
of variable negative curvature. In [42], Parkkonen and Paulin established asymptotic
formulae for orbit counting in conjugacy classes in the setting of compact manifolds
with pinched variable negative curvature. By pinched we mean the manifold’s sec-
tional curvatures are bounded between two negative constants. They proved an
exponential growth rate for the conjugacy counting function and gave an asymp-
totic formula for finitely generated discrete groups of isometries of the hyperbolic
plane. Indeed, in the special case that the group has co-finite volume Parkkonen
and Paulin’s result is analogous to the result in Theorem 3.1.1 for metric graphs.
Let Γ be a finitely generated non-elementary Fuchsian group and C a non-trivial
conjugacy class in Γ. Parkkonen and Paulin showed that the associated conjugacy
counting function NC(T ) has an asymptotic formula NC(T ) ∼ CehT/2 as T →∞ and
subject to further technical assumptions gave an error term approximation. Here
C(C) > 0 and h > 0 is the critical exponent of Γ.
In [5], Broise-Alamichel, Parkkonen and Paulin proved results in the more
general situation of graphs of groups in the sense of Bass–Serre theory. They gave
8
asymptotic formulae for orbit counting in conjugacy classes of the form ∼ C(C)ehT/2
as T →∞ and in certain specialisations an error term estimate. One of these special
cases includes the fundamental group of a finite connected metric graph acting on the
graph’s universal covering tree. Broise-Alamichel, Parkkonen and Paulin attribute
the conjugacy counting asymptotic and error term in the metric graph case to Sharp
and the author for their earlier work in [33] (work that appears in Chapter 3 of this
thesis). In [5], an ergodic-geometric approach using mixing properties of the geodesic
flow of the Bowen–Margulis measure was used in contrast to the spectral analysis
of the transfer operator for subshifts of finite type used by Sharp and the author.
1.3 Spatial distribution
The orbit counting asymptotic formula discussed in the previous section concerns
the counting function NC(T ) = #{x ∈ C : dT (o, xo) ≤ T}. In chapter 4, we consider
the asymptotic spatial distribution of the lattice points {xo : x ∈ C} of distance at
most T from o ∈ T as T →∞.
Subject to the same assumptions on the metric graph in the previous sec-
tion, we establish the following result. Given a non-trivial conjugacy class C in the
free group and vertex o ∈ T , the lattice points {xo ∈ T : x ∈ C} are asymptot-
ically uniformly distributed with respect to a Patterson–Sullivan measure µPS on
the boundary of T . Specifically, let B be a Borel set in the boundary of T , written
∂T . We write [o, ξ] for the geodesic ray, an infinite non-backtracking path in T ,
originating from o ∈ T with endpoint ξ ∈ ∂T . Let S(B) ⊆ T denote the set of
points y ∈ T such that if [o, ξ] passes through y then ξ ∈ B. Let NBC (T ) be the
counting function given by
NBC (T ) = #{x ∈ C : dT (o, xo) ≤ T, xo ∈ S(B)}.
Then
lim
T→∞
NBC (T )
NC(T )
= µPS(B).
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For reference, we state the main theorem of Chapter 4 in full.
Theorem 4.1.1. Suppose that G is a finite connected metric graph such that the
degree of each vertex is at least 3 and the set of closed geodesics has lengths not
contained within a discrete subgroup of R. Let C be a non-trivial conjugacy class in
F . Let T be the universal cover of G. Then given B a Borel subset in the boundary
of the tree
lim
T→∞
NBC (T )
NC(T )
= µPS(B).
The proof of this spatial distribution result uses techniques from symbolic
dynamics and the thermodynamic formalism; in particular, our method follows work
by Sharp in [63] for Kleinian groups acting on n-dimensional hyperbolic space.
The asymptotic spatial distribution of lattice points in the setting of n-
dimensional hyperbolic space is discussed in both [40] and [63]. We note the results
within do not restrict elements to a non-trivial conjugacy class. In [40], Nicholls,
generalising earlier work by Patterson for co-compact Fuchsian groups acting on the
hyperbolic plane, showed that each orbit of a co-compact discrete group of isometries
acting on n-dimensional hyperbolic space is asymptotically uniformly distributed in
all directions. In [63], Sharp proved that asymptotically the lattice points of certain
convex co-compact Kleinian groups acting on n-dimensional hyperbolic space are
uniformly distributed with respect to the class of Patterson–Sullivan measures on
the boundary.
1.4 Asymptotic statistics
Let F be a free group on l ≥ 2 generators acting convex co-compactly on a CAT(−1)
space (X, d). There has been considerable work in trying to understand the statistics
of this action. For example, fix a free generating set A = {a1, a2, . . . , al} and for
each x ∈ F let |x| denote the word length of x with respect to the set A. Let
W ′n = {x ∈ F : |x| = n} and o an arbitrarily chosen basepoint in X. Then it is
known that the averages
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1W ′n
∑
x∈W ′n
d(o, xo)
n
converge in the limit as n→∞ to a positive constant λ that is independent of the
choice of basepoint o ∈ X [8], [54], [56]. Under the additional assumption that the
set {d(o, xo) − λ|x| : x ∈ F} is unbounded a central limit theorem is also known:
the distribution of (d(o, xo)−λ|x|)/√n with respect to the counting measure on W ′n
converges to the distribution function of a Gaussian N(0, σ2) as n→∞.
Remark 1.4.1. The number λ > 0 may also be characterised in the following way.
Let Σ be the space of infinite reduced words on A∪A−1 and let µ0 be the measure
of maximal entropy for the shift map σ : Σ→ Σ. Then, for µ0-a.e. (xi)∞i=0 ∈ Σ,
lim
n→∞
d(o, x0x1 · · ·xn−1o)
n
= λ.
This follows from the representation of d(o, xo) as a Birkhoff sum of a Ho¨lder con-
tinuous function on Σ∗ and the ergodic theorem. (See, for example, Lemma 4.4 and
Corollary 4.5 of [57].)
It is interesting to consider whether analogous results hold when we restrict
the group elements to a non-trivial conjugacy class C in F . Let k = min{|x| : x ∈ C}
and let Cn = {x ∈ C : |x| = n}. Observe that Cn is non-empty if and only if
n = k + 2m for some m ∈ Z+.
Theorem 1.4.2. We have
lim
m→∞
1
#Ck+2m
∑
x∈Ck+2m
d(o, xo)
k + 2m
= λ.
Subject to an additional non-degeneracy condition we have the following.
Theorem 1.4.3. Suppose that the set {d(o, xo)− λ|x| : x ∈ F} is unbounded then
lim
n→∞
1
#Ck+2m
{
x ∈ Ck+2m : d(o, xo)− λ(k + 2m)√
k + 2m
≤ a
}
=
1
2
√
piσ
∫ a
−∞
e−t
2/4σ2 dt.
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Hence we have a central limit asymptotic in this setting: the distribution of
(d(o, xo)−λ(k+2m))/√k + 2m normalised by the counting measure on Ck+2m con-
verges to a Gaussian distribution N(0, 2σ2) as m→∞. We note that the constant
σ > 0 is independent of the conjugacy class C and that the variance witnessed here
is twice the variance in the unrestricted case.
We remark that the limiting distribution function is independent of the choice
of non-trivial conjugacy class. Interestingly, the variance of the limit function in
Theorem 1.4.3 has twice the variance of the limit function when we do not restrict
elements x ∈ F to a non-trivial conjugacy class.
In Chapter 5 we state and prove Theorems 5.1.1 and 5.1.3 from which The-
orems 1.4.2 and 1.4.3 follow, respectively.
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Chapter 2
Preliminaries
2.1 Dynamical systems and ergodic theory
By a dynamical system we mean a pair (X,T ) with X a compact metric space and
a continuous map T : X → X. We shall use the notation T k with k ∈ Z+ (or in the
case of an invertible map k ∈ Z) for the transformation given by the k-fold com-
position of T . Briefly, ergodic theory studies the statistical properties of dynamical
systems. In particular, quantities that are invariant under the transformation. In
this section we recall standard concepts from the literature.
A dynamical system (X,T ) is topologically transitive if for each pair of non-
empty open sets U, V ⊆ X there exists k ∈ N such that T−kU ∩ V 6= ∅. We call
a dynamical system topologically mixing if for each pair of non-empty open sets
U, V ⊆ X there exists n ∈ N such that T−kU ∩ V 6= ∅ for each k > n. Clearly if a
system is topologically mixing then it is topologically transitive.
We impose additional structure on our system as follows. Let X be a proba-
bility space with σ-algebra B and probability measure µ : B(X)→ [0, 1]. We shall
assume that the map T is measurable; that is, for each B ∈ B(X) we assume that
T−1B ∈ B(X). We say that T is measure-preserving if µ(T−1B) = µ(B) for each
B ∈ B(X).
We consider a class of measure-preserving transformations, which we call
the ergodic transformations, that satisfy an additional criterion: if T−1B = B
13
then either µ(B) = 0 or µ(B) = 1. Intuitively, ergodicity is an indecomposibility
condition, by which we mean an ergodic dynamical system does not decompose into
a disjoint union of two invariant sub-systems T : X1 → X1 and T : X2 → X2 (with
X = X1 ∪X2) with µ(X1) > 0 and µ(X2) > 0.
We denote by h the topological entropy for a transformation T : (X, d) →
(X, d) on a compact metric space (X, d). Conceptually, topological entropy of a dy-
namical system is a quantification of the complexity of the system’s orbit structure.
We refer the reader to [67] for the details of the construction.
Suppose that T : X → X is a continuous map on a compact metric space.
Let M(X) denote the set of Borel probability measures on X and let M(X,T ) be
the subset of T -invariant probability measures on X. For a compact metric space
X, the spaceM(X) is weak* compact by the Riesz representation theorem. By the
Krylov–Bogolyubov theorem, there is a T -invariant probability measure on X and
so M(X,T ) is non-empty. In addition, M(X,T ) is convex and weak* closed. Thus
because M(X,T ) is a closed subset of a compact set, M(X,T ) is weak* compact.
Topological entropy is analogous to the concept of measure-theoretic entropy
for measurable dynamical systems. We refer the reader to [67] for the construction
of measure-theoretic entropy hµ(T ) of the system (X,T, µ) where µ ∈ M(X,T ).
It is interesting to consider the entropy map µ 7→ hµ(T ) for µ ∈ M(X,T ). For a
large class of measurable dynamical systems the image of this map is bounded and
a family of measures attains the supremum. We call a measure that attains this
supremum a measure of maximal entropy. The variational principle (cf. [44]), which
relates topological and measure-theoretic entropies, states that for a continuous
transformation of a compact metric space h(T ) = sup{hµ(T ) : µ ∈ M(X,T )}.
Thus if µ is a measure of maximal entropy hµ(T ) = h(T ). It can be shown that if
a dynamical system has a unique measure of maximal entropy µ, then µ is ergodic.
A symbolic dynamical system is a dynamical system whose state space con-
sists of sequences with terms from an alphabet or symbol set. Examples of symbolic
dynamical systems are subshifts of finite type, sometimes called topological Markov
chains. Subshifts of finite type are used extensively in this thesis. The introductory
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material we present below can be found in a number of sources, for instance [44]
and [67].
Let S = {s1, . . . , sn} be a finite set of symbols. A word x0x1 · · ·xn−1 is
a concatenation of elements xk ∈ S. We shall determine the admissible words
according to the entries of an (n×n)-matrix A whose rows and columns are indexed
by the S. The matrix A, which we call a transition matrix, has entries in {0, 1}
and we say a word x0x1 · · ·xn−1 is admissible if A(xk, xk+1) = 1 for each k ∈
{0, 1, . . . , n− 2}.
We extend the definition of finite admissible words to infinite admissible
sequences. Given a symbol set S, we define a shift space ΣA as the set of infinite
admissible sequences determined by a given matrix A as follows:
ΣA = {(xk)∞k=0 ∈ SZ
+
: A(xk, xk+1) = 1, ∀k ∈ Z+}.
A subshift of finite type is a dynamical system consisting of a shift space ΣA and a
shift map σ : ΣA → ΣA given by σ(xn)∞n=0 = (xn+1)∞n=0. We endow ΣA with the
following metric. Fix 0 < θ < 1, for each x ∈ ΣA we set dθ(x, x) = 0. For x, y ∈ ΣA
with x 6= y we set dθ(x, y) = θk with k = min{n ∈ Z+ : xn 6= yn}. Endowed with
this metric ΣA is compact, perfect and totally disconnected. In addition, the shift
map is continuous.
There are two standard assumptions which may be imposed on transition
matrices, or more generally, square matrices with non-negative entries. We say that
a non-negative (square) matrix A is irreducible if, for each pair of indices (i, j),
there exists n ≥ 1 such that An(i, j) > 0 and that A is aperiodic if there exists
n ≥ 1 such that, for each pair of indices (i, j), An(i, j) > 0. An aperiodic matrix
is necessarily irreducible. In the case that a transition matrix A is irreducible the
associated subshift of finite type on ΣA is topologically transitive. If, in addition,
A is aperiodic, then ΣA is topologically mixing.
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2.2 Free groups
In this section we introduce the notation and terminology for free groups which we
will use throughout this thesis.
Let F be a free group with free generating set A = {a1, . . . , al}, l ≥ 2. Write
A−1 = {a−11 , . . . , a−1l }. A word x0 · · ·xn−1, with letters xk ∈ A ∪ A−1, is said to
be reduced if xk+1 6= x−1k for each k ∈ {0, . . . , n − 2} and cyclically reduced if, in
addition, x0 6= x−1n−1. Every non-identity element x ∈ F has a unique representation
as a reduced word x = x0x1 · · ·xn−1 and we set the word length |x| of x, by |x| = n.
We associate to the identity element the empty word and take |1| = 0. For each
m ≥ 0, let Wm denote the set of reduced words of length at most m and let W ′m
denote the set of reduced words of length precisely m. We let W ∗ =
⋃∞
n=0W
′
n denote
the set of all finite reduced words.
Let C be a non-trivial conjugacy class in F and let k = inf{|x| : x ∈ C} > 0.
The set of elements with minimal word length in the conjugacy class is precisely
the set of elements with cyclically reduced word representations. In fact, if g =
g1 · · · gk ∈ C is cyclically reduced then all cyclically reduced words in C are given
by cyclic permutations of the letters in g1 · · · gk. Let Cn = {x ∈ C : |x| = n} and
note that Cn is non-empty if and only if n = k+ 2m. If x ∈ Ck+2m then its reduced
word representation is of the form w−1m · · ·w−11 g1 · · · gkw1 · · ·wm, for some cyclically
reduced g = g1 · · · gk ∈ Ck and w = w1 · · ·wm ∈ W ′m with w1 6= g1, g−1k in order
that no pairwise cancellation occurs when concatenating w−1, g and w. Hence it is
convenient to introduce the notation W ′m(g) = {w ∈ W ′m : w1 6= g1, g−1k }. A simple
calculation shows that the number of elements in Ck+2m is given by #Ck+2m =
(2l − 2)(2l − 1)m−1#Ck.
It is useful to consider infinite sequences and dynamics on them. In particu-
lar, we associate to each closed geodesics in the graph a periodic orbit of a shift map.
We can define a function on both finite and infinite reduced words which will encode
the lengths L(x) and which will also give the lengths of closed geodesics by summing
the function around the corresponding periodic orbits. Introducing the shift map
on infinite sequences also has the advantage of allowing us to use thermodynamic
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concepts from ergodic theory, for example pressure and equilibrium states defined
below, and standard results about differentiating pressure.
We associate to the free group F a subshift of finite type. This subshift
of finite type is formed from the space of infinite reduced words (with the obvious
definition) adjoined to the elements of W ∗ together with the dynamics given by the
action of the shift map. It will be convenient to describe this space by means of
a transition matrix. Define an l × l matrix A, with rows and columns indexed by
A ∪A−1, by A(a, b) = 0 if b = a−1 and A(a, b) = 1 otherwise. We then define
Σ = {(xn)∞n=0 ∈ (A ∪A−1)Z
+
: A(xn, xn+1) = 1, ∀n ∈ Z+}.
The shift map σ : Σ→ Σ is defined by (σ(xn)∞n=0) = (xn+1)∞n=0. We give A∪A−1 the
discrete topology, (A∪A−1)Z+ the product topology and Σ the subspace topology;
then σ is continuous. Since the matrix A is aperiodic, σ : Σ→ Σ is mixing.
We augment Σ by defining Σ∗ = Σ ∪W ∗. The shift map naturally extends
to a map σ : Σ∗ → Σ∗. For a finite reduced word x0x1 · · ·xn−1 ∈ W ∗, we set
σ(x0x1 · · ·xn−1) = x1 · · ·xn−1; and for the empty word σ1 = 1. It is sometimes
useful to think of an element of W ∗ as an infinite sequence ending in an infinite
string of 1s.
We endow Σ∗ with the following metric, consistent with the topololgy on
Σ. Fix 0 < θ < 1 then let dθ(x, x) = 0 and, for x 6= y, let dθ(x, y) = θk, where
k = min{n ∈ Z+ : xn 6= yn}. For a finite word x = x0x1 · · ·xm−1 ∈ W ′m we take
xn = 1 (the empty symbol) for each n ≥ m. Then σ : Σ∗ → Σ∗ is continuous and
W ∗ is a dense subset of Σ∗.
The topological entropy of the system σ : Σ→ Σ is given by h = log(2l− 1)
(the logarithm of the largest eigenvalue of the matrix A). Further, µ0 is characterised
by µ0([w]) = (2l)
−1(2l − 1)−(n−1), where, for a reduced word w = w0w1 · · ·wn−1 ∈
W ′n, [w] is the associated cylinder set [w] ⊂ Σ∗ given by [w] = {(xj)∞j=0 : xj =
wj , j = 0, . . . , n− 1}. (Technically, this defines µ0 as a measure on Σ∗ with support
equal to Σ.)
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Remark 2.2.1. Another subshift of finite type naturally associated to the graph is
obtained by taking infinite paths, i.e. infinite sequences of oriented edges with the
restriction that e′ can follow e only if e terminates at the initial vertex of e′. The
advantage of our approach is that is makes it easier to systematically enumerate the
elements of a given conjugacy class. On the other hand, it requires more work to
represent the edge lengths and we introduce a function that does this below.
2.3 Thermodynamic formalism
Suppose that A is an aperiodic transition matrix. It was shown by Parry (cf. The-
orem 8.10, [67]) that there is a unique measure µ0 ∈ M(ΣA, σ) that satisfies the
supremum hµ0 = sup{hm : m ∈ Mσ}. We call µ0 the measure of maximal entropy.
Further, the value hµ0 coincides with h the topological entropy of the shift map
σ : ΣA → ΣA.
For 0 < θ < 1, we write Fθ(ΣA,C) for the space of complex-valued functions
f : ΣA → C that are Lipschitz with respect to the metric dθ. By Lipschitz we mean
there exists κ > 0 so that for each x, y ∈ ΣA we have |f(x) − f(y)| ≤ κdθ(x, y).
We endow Fθ(ΣA,C) with the norm ‖ · ‖θ = ‖ · ‖∞ + | · |θ where ‖ · ‖∞ is the usual
supremum norm and | · |θ is a seminorm such that |f |θ is given by
|f |θ = sup
x 6=y
{ |f(x)− f(y)|
dθ(x, y)
}
.
The space Fθ(ΣA,C) together with the norm ‖ · ‖θ is a Banach space. Further, for
0 < θ < θ′ < 1 we have the inclusion Fθ(ΣA,C) ⊆ Fθ′(ΣA,C).
Let α > 0, a function f : ΣA → C is α-Ho¨lder with respect to dθ if there
exists a positive constant κ > 0 such that for each x, y ∈ ΣA we have |f(x)−f(y)| ≤
κdθ(x, y)
α. There is no loss of generality in restricting our discussion to Lipschitz
functions since if the function f : ΣA → C is α-Ho¨lder then f ∈ Fθα(ΣA,C).
A function f : ΣA → C is locally constant if there exists n ≥ 1 such that
for all pairs x, y ∈ ΣA with xk = yk for 0 ≤ k ≤ n, f(x) = f(y). It is clear that if
f : ΣA → C is a locally constant function then for all θ ∈ (0, 1), f ∈ Fθ(ΣA,C).
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We say two functions f, g ∈ Fθ(ΣA,C) are cohomologous if there exists a
continuous function u : ΣA → R such that f = g + u ◦ σ − u. We call a function
f ∈ Fθ(ΣA,C) a coboundary if f is cohomologous to the zero function. Clearly
cohomology is an equivalence relation on Fθ(ΣA,C). Let µ ∈M(ΣA, σ) and suppose
that f, g ∈ Fθ(ΣA,C) are cohomologous then
∫
f dµ =
∫
g dµ. We use the following
notation for a Birkhoff sum fn := f + f ◦ σ + · · ·+ f ◦ σn−1.
The quantity pressure generalises the concept of entropy. Suppose that f :
ΣA → R is continuous then the pressure of f , written P (f), is defined by
P (f) = sup
{
hµ +
∫
f dµ : µ ∈M(ΣA, σ)
}
.
Any such measure µ ∈ M(ΣA, σ) for which the above supremum is attained is
called an equilibrium state of the function f . If f ∈ Fθ(ΣA,C) then f has a unique
equilibrium state µf . We see that the measure of maximal entropy µ0 is the equi-
librium state of the zero function. Additionally, P (0) = h. It can be shown that
two real-valued Ho¨lder functions have the same equilibrium state if and only if they
differ by a coboundary and a constant. Thus we can recover a Ho¨lder continuous
function (up to the addition of a coboundary and a constant) from its equilibrium
state. Let Fixn = {x ∈ ΣA : σnx = x}. Livsic gave the following criterion for coho-
mologous functions: two functions f, g ∈ Fθ(ΣA,C) are cohomologous if and only
if fn(x) = gn(x), for each x ∈ Fixn. Suppose that f, g ∈ Fθ(ΣA,C) are real-valued
functions and there exists constant c such that f and g + c are cohomologous then
P (f) = P (g) + c.
We have the following result [44], [60].
Proposition 2.3.1. Suppose that f ∈ Fθ(ΣA,C) is real-valued. Then, for t ∈ R,
t 7→ P (tf) is real analytic,
dP (tf)
dt
∣∣∣∣
t=0
=
∫
f dµ0
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and
d2P (tf)
dt2
∣∣∣∣
t=0
= σ2f := limn→∞
1
n
∫ (
fn(x)− n
∫
f dµ0
)2
dµ0.
Furthermore, σ2f = 0 if and only if f is cohomologous to a constant.
2.4 The transfer operator
In this section we recall an operator, first introduced by Ruelle in [59], that plays
a key role in the theory of the thermodynamic formalism. This operator’s spectral
properties are paramount in this thesis. After introducing the operator, we continue
recall further concepts from the thermodynamic formalism.
The operator we recall in this section is called the transfer operator. Suppose
that 0 < θ < 1 and f ∈ Fθ(ΣA,C). The transfer operator Lf : Fθ(ΣA,C) →
Fθ(ΣA,C), or more generally Lf : C(ΣA,C)→ C(ΣA,C), is defined pointwise by
Lfϕ(x) =
∑
σy=x
ef(y)ϕ(y).
It is straightforward to show that the transfer operator is a bounded linear
operator. We recall the following spectral properties of the transfer operator (cf.
[44], Theorem 2.2).
Theorem 2.4.1 (Ruelle–Perron–Frobenius Theorem). Suppose that f ∈ Fθ(ΣA,C)
is real-valued. Then the operator Lf : Fθ(ΣA, C) → Fθ(ΣA,C) has a simple posi-
tive eigenvalue β, associated real-valued eigenfunction ψ ∈ Fθ(ΣA,C) that is strictly
positive and eigenmeasure m. That is, Lfψ = βψ and L
∗
fm = βm. The eigen-
function and eigenmeasure are normalised so that m is a probability measure and∫
ψ dm = 1. The remainder of the spectrum of Lf is contained in a disk centred at
the origin with radius strictly smaller than β. Furthermore, for each v ∈ C(ΣA,R)
we have β−nLnfv → ψ
∫
v dm uniformly as n→∞.
For f ∈ Fθ(ΣA,C), the next theorem gives upper bounds for the spectral
radius of Lf , denoted by spr(Lf ).
20
Theorem 2.4.2 (cf. Theorem 4.5, [44]). Suppose that f = u + iv where u, v ∈
Fθ(ΣA,C) are real-valued. Then spr(Lf ) ≤ eP (u). If Lf has a simple eigenvalue
of modulus eP (u) then Lf = αMLuM
−1. Here M is the multiplication operator
M(v) = ψv and α ∈ C with |α| = 1. Further, the remainder of the spectrum is
contained within a disk of radius strictly smaller than eP (u) centred at the origin. If
Lf does not have an eigenvalue of modulus e
P (u) then spr(Lf ) < e
P (u).
Let f ∈ Fθ(ΣA,C) be real-valued, in this thesis we frequently use the fol-
lowing operator decomposition that follows as a consequence of the spectral gap
exhibited by the quasi-compact operator Lf . Let Rf denote the projection of Lf
onto the eigenspace spanned by ψ, the eigenfunction associated to the maximal
eigenvalue β, and Qf = Lf − βRf . Recall from the Ruelle–Perron–Frobenius Theo-
rem that, given v ∈ C(ΣA,R) and m the normalised eigenmeasure associated to β,
the convergence β−nLnfv → ψ
∫
v dm is uniform as n → ∞. Under the additional
assumption that v ∈ Fθ(ΣA,C) is real-valued we have ‖β−nQnfv‖ → 0 as n → ∞.
Thus for real-valued v ∈ Fθ(ΣA,C) we have
β−nLnfv = R
n
f v + β
−nQnfv → Rfv
as n → ∞. It follows that Rfv = ψ
∫
v dm. Since the set of functions Fθ(ΣA,C)
is dense in the set of continuous functions, we have Rfv = ψ
∫
v dm for each v ∈
C(ΣA,R).
Suppose that f ∈ Fθ(ΣA,C) is real-valued and let β be the simple maximal
eigenvalue of the operator Lf . By the variational principle ([44], Theorem 3.5) we
have β = eP (f).
Let ψ be the strictly positive eigenfunction of Lf associated to the eigenvalue
eP (f). Consider f ′ = f − P (f) + u − u ◦ σ where u = logψ. Then f ′ is normalised
so that Lf ′1 = 1, which consequently means P (f
′) = 0. Clearly f and f ′ have the
same equilibrium state m.
Suppose that f, g ∈ Fθ(ΣA,C) are real-valued functions. We shall consider
small perturbations of the operator Lg : Fθ(ΣA,C)→ Fθ(ΣA,C) of the form Lg+sf
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for values of s ∈ C. Importantly, for small perturbations, where the parameter s ∈ C
is in a neighbourhood of the origin, the simple maximal eigenvalue of the operator
Lg persists. We make the following spectral deductions for the operator Lg+sf , with
s ∈ C, from the perturbation theory for linear operators (we refer the reader to [32]
for the general theory). For small perturbations, by which we mean for s close to
the origin, the simple maximal eigenvalue persists. That is, the operator Lg+sf has
a simple eigenvalue β(s) and corresponding eigenfunction ψs that vary analytically
with s so that β(0) = β and ψ0 = ψ. Furthermore, due to the upper semi-continuity
of the spectral radius, Lg+sf has a spectral gap: there is an ε > 0 such that, for
s ∈ C in a neighbourhood of the origin, the remainder of the spectrum of Lg+sf is
contained in a disk of radius eP (g)−ε centred at the origin.
We extend the definition of the pressure function for complex valued functions
of the form g + sf . We define P (g + sf) = log β(s) with the requirement that
P (g+ sf) is real-valued when s ∈ R. We note P (g+ sf) varies analytically in s. In
summary,
Proposition 2.4.3 (Proposition 4.8, [44]). The domain of the pressure function in
Fθ(ΣA,C) is open and the function f 7→ P (f) is analytic from this domain into C.
We find it useful to consider σ : Σ∗ → Σ∗ as a subshift of finite type and will
use the previous notation and concepts introduced for Σ in this setting. We modify
the definition of the transfer operator Lsf : Fθ(Σ∗,C)→ Fθ(Σ∗,C) as follows:
Lsfω(x) =
∑
σy=x
y 6=1
esf(y)ω(y).
Here 1 denotes the identity element in F , considered as an infinite word
(1, 1, . . .). We note the transfer operator we use differs from the usual definition by
excluding the preimage y = 1 from the summation over the set {y ∈ Σ∗ : σy = x};
however, the definition of this transfer operator agrees with our previous definition
for each x 6= 1. Following Lemma 2 of [54], Lsf : Fθ(Σ∗,C) → Fθ(Σ∗,C) has the
same isolated eigenvalues as Lsf : Fθ(Σ∪{1},C)→ Fθ(Σ∪{1},C). Since the mod-
ified definition of Lsf excludes the eigenvalue e
sf(1) associated to the eigenfunction
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χ{1} (the indicator function of the set {1}), Lsf : Fθ(Σ∗,C) → Fθ(Σ∗,C) therefore
has the same isolated eigenvalues as Lsf : Fθ(Σ,C)→ Fθ(Σ,C). Furthermore, again
by Lemma 2 of [54], Lsf : Fθ(Σ∗,C) → Fθ(Σ∗,C) is quasi-compact with essential
spectral radius at most θeP (Re(s)f), and so it suffices to consider the spectral theory
of Lsf on Fθ(Σ,C).
The spectral properties of the transfer operator discussed in this section are
infinite dimensional analogues of the following spectral results for matrix operators
acting on finite dimensional vector spaces.
Theorem 2.4.4 (Perron–Frobenius Theorem [17]). Suppose that A is an aperiodic
matrix with non-negative entries. Then A has a simple and positive eigenvalue β
such that β is strictly greater in modulus than all the remaining eigenvalues of A.
The left and right eigenvectors associated to the eigenvalue β have strictly positive
entries. Moreover, β is the only eigenvalue of A that has an eigenvector whose
entries are all non-negative.
Theorem 2.4.5 (Wielandt’s Theorem [17]). Suppose that A is a square matrix
with complex entries and let |A| be the matrix whose entries are given by |A|(s, s′) =
|A(s, s′)|. Suppose further that |A| is aperiodic and let β be its maximal eigenvalue
guaranteed by the Perron–Frobenius theorem. Then the moduli of the eigenvalues of
A are bounded above by β. Moreover, A has an eigenvalue of the form βeiθ (with
θ ∈ [0, 2pi]) if and only if A = eiθD|A|D−1 where D is a diagonal matrix whose
entries along the main diagonal all have modulus one.
2.5 Graph theory
In this section we introduce the terminology for graphs and also recall related fun-
damental concepts from algebraic topology.
A graph G consists of a set of edges E and a set of vertices V . Each edge
has two endpoints, which can coincide, and the vertex set V is given by the set of
these endpoints. A graph is finite if the cardinalities of both E and V are finite.
We say an edge joins the vertices associated to its endpoints. Two vertices
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joined by an edge are said to be adjacent. An edge that joins a vertex to itself is
called a loop. We say an edge and vertex are incident if the vertex is an endpoint
of the edge. For v ∈ V the degree of v, denoted by deg(v), is given by the number
of edges incident to v and note that we count each loop incident to v twice.
We draw a graph in the plane by plotting a point to represent each vertex
and for each edge we draw a line or curve that connects its endpoints. We traverse
an edge by tracing out the line associated to the edge. We can traverse each edge in
two directions and thus to each edge we associate a pair of oriented edges e and e.
Here we use the notation e for the edge e with orientation reversed. We denote by
Eo the set of oriented edges. When traversing e ∈ Eo, we call the vertices we travel
to and from the terminal and initial vertices, respectively.
A path e0, e1, . . . , en−1 is a sequence of oriented edges such that for each
k ∈ {0, 1, . . . , n− 2} the terminal vertex of ek and initial vertex of ek+1 coincide. A
path e0, e1, . . . , en−1 is non-backtracking if ek+1 6= ek for each k ∈ {0, 1, . . . , n− 2}.
A path e0, e1, . . . , en−1 is closed if the initial vertex of e0 and the terminal vertex
of en−1 coincide. A graph G is connected if between each pair of vertices v, w ∈ V
there exists a path e0, e1, . . . , en−1 such that v is the initial vertex of e0 and w is the
terminal vertex of en−1.
Let e0, e1, . . . , en−1 be a closed non-backtracking path with the additional
condition en−1 6= e0. We call the set of paths given by cyclic permutations of the
edges in e0, e1, . . . , en−1 a closed geodesic. In the work that follows when referring to
a closed geodesic we often implicitly mean a representative path in the set of cyclic
permutations. It is important we distinguish between closed non-backtracking paths
and closed geodesics. Explicitly, let γ = e0, e1, . . . , en−1 be a closed path and write
γm = (e0, e1, . . . , en−1)m with m ∈ Z+ denote the m-fold concatenation of γ. If γ
is a closed geodesic then γm is too. However, if γ is only a closed non-backtracking
path then γm with m ≥ 2 is closed but no longer non-backtracking.
We make G into a metric graph by assigning to each edge e ∈ Eo a positive
length, sometimes metric length, l(e) with the requirement that l(e) = l(e). Thus we
identify to each edge in the graph an isometric copy of a real interval. The length of
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a path l(e0, e1, . . . , en−1) is given by the sum of the lengths of its constituent edges.
We recall basic notions from algebraic topology in the context of graphs.
Two paths that share common endpoints in a topological space are homotopic if
there is continuous deformation between the paths. In fact, homotopy defines a
natural equivalence class on the set of paths. We write pi1(G, x0) for the set of
all homotopy classes of closed paths in a graph G based at x0. The set pi1(G, x0)
together with the binary operation given by concatenating closed paths based at
x0 forms a group. Let G be a connected graph and suppose that x0, x1 ∈ G, then
the groups pi1(G, x0) and pi1(G, x1) are isomorphic. Thus for a connected graph G
we refer to the fundamental group pi1(G) of G without reference to a basepoint. A
tree is an acyclic connected graph. An acyclic graph has neither loops nor closed
non-backtracking paths. Thus a tree is a contractible graph. It follows that the
fundamental group of any tree is trivial.
A subgraph H = (VH , EH) of a graph G = (V,E) is a graph such that EH is
a subset of E and VH is the set of incident vertices to the edges in EH . A subgraph
T of G is a maximal tree (of G) if T is a tree and each vertex in G is a vertex in T .
Every connected graph contains a maximal tree (cf. Proposition 1A.1, [21]).
Proposition 2.5.1 (Proposition 1A.2, [21]). Let G be a finite connected graph
with maximal tree T . Then the fundamental group pi1(G) of G is a free group.
A generating set of pi1(G) corresponds to the unoriented edges in G \ T .
It is immediate from Proposition 2.5.1 that if we assume the degree of each
vertex in a finite connected graph G is at least 3 then the generating set of the
fundamental group of G contains at least 2 elements.
A group F is said to act on the space X if there is a map ϕ : F ×X → X
such that for each x ∈ X the following two conditions hold: ϕ(e, x) = x where e
is the identity element of F and, a compatibility condition, for each g1, g2 ∈ G we
have ϕ(g1g2, x) = ϕ(g1, ϕ(g2, x)). We say a group action ϕ : F × X → X is free,
alternatively the group acts freely on X, if for each x ∈ X, ϕ(g, x) = x implies that
g is the identity element in F . Clearly, when F acts freely on a space X the isotropy
subgroup of x, the subgroup of F that fixes x, is trivial. If X is a space endowed with
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a metric dX then the group F acts isometrically on X if for each pair x, y ∈ X and
g ∈ F we have dX(ϕ(g, x), ϕ(g, y)) = dX(x, y). We use the notation ϕ(g, x) = gx
for the action of the group F .
In the chapters that follow, we concern ourselves with graphs that are finite
and connected such that the degree of each vertex is at least 3. This condition on
the vertices ensures that the fundamental group of G is a free group F on l ≥ 2
generators and that the universal cover is an infinite tree T . We put a metric on G
by assigning a positive length to each edge and this lifts to a metric on T . We define
the function L : F → R given by L(x) = dT (o, xo) for each x ∈ F and a prescribed
base point o ∈ T . We define a Gromov product (cf. pg.89 [19]) (·, ·)L : F × F → R
as follows. For the pair x, y ∈ F the value (x, y)L is given by
(x, y)L = (L(x) + L(y)− L(x−1y))/2.
The function L : F → R satisfies the following axioms [38]. Suppose that x, y, z ∈ F
we have
(A1) L(x) = 0 if and only if x = 1;
(A2) L(x) = L(x−1);
(A3) (x, y)L ≥ 0;
(A4) if (x, y)L < (x, z)L then (y, z)L = (x, y)L; and
(A5) if (x, y)L + (x
−1, y−1)L > L(x) = L(y) then x = y.
A function that satisfies the above list of axioms is called a Lyndon length function.
Since the path between any two distinct points on T is unique the function L : F →
R satisfies the additional Archimedean property
(A6) if x 6= 1 then L(x2) > L(x).
It is easily shown that there exist positive constants a,A ∈ R such that for
each x ∈ F , a|x| ≤ L(x) ≤ A|x|. We define a second Gromov product as a measure
of discrepancy between pairs of elements in F . For each pair x, y ∈ F we define a
product (x, y) such that (x, y) = (|x|+ |y| − |x−1y|)/2.
A quasi-isometry (cf. [18]) is a map f : X → Y between metric spaces
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(X, dX) and (Y, dY ) such that for each pair x1, x2 ∈ X there exist positive constants
λ, c ∈ R with
λ−1dX(x1, x2)− c ≤ dY (f(x1), f(x2)) ≤ λdX(x1, x2) + c.
Let us equip F with the word metric dF (x, y) = |x−1y|. The map f : F → T given
by f(x) = xo for a prescribed basepoint o ∈ T is a quasi-isometry. The following
inequality, which follows from the fact that f : F → T is a quasi-isometry (see
Lemma 2.6.1) and Proposition 15 in [18], describes the bounded distortion between
the two elements. For each pair of elements x, y ∈ F there exist positive constants
b, B,K ∈ R such that
b(x, y)−K ≤ (x, y)L ≤ B(x, y) +K. (2.5.1)
In our symbolic approach for the asymptotics results related to metric graphs
we will frequently use the following lemma from [65] (Lemma 3.1) to construct a
function that, when summed over periodic orbits in a subshift of finite type, encodes
the set of lengths of closed geodesic in a metric graph. We state the lemma and
reproduce the proof.
Lemma 2.5.2. Let F be a free group on l ≥ 2 generators and recall the function
L : F → R. Then there exists N ∈ N such that if x0x1 · · ·xn−1 is a reduced word
with n ≥ N we have
L(x0x1 · · ·xn−1)− L(x1 · · ·xn−1) = L(x0x1 · · ·xN−1)− L(x1 · · ·xN−1).
Proof. For brevity, let us take x = x0x1 · · ·xn−1 and y = x0x1 · · ·xN−1. Then the
required equation becomes L(x)−L(x−10 x) = L(y)−L(x−10 y). Our first aim will be
to rewrite this equation in terms of the Gromov product (·, ·)L. We add L(x0) to
each side of the equation to obtain
L(x0) + L(x)− L(x−10 x) = L(x0) + L(y)− L(x−10 y).
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By (A2), this is equivalent to the equation
L(x−10 ) + L(x
−1)− L(x−1(x−10 )−1) = L(x−10 ) + L(y−1)− L(y−1(x−10 )−1).
Then, from the definition of the Gromov product (·, ·)L, we require
(x−1, x−10 )L = (y
−1, x−10 )L.
Axiom (A4) gives a sufficient condition to prove the lemma: there exists N ∈ N
such that if n > N then (x−1, x−10 )L < (x
−1, y−1)L.
We calculate the values of 2(x−1, y−1) = n + N − (n − N) = 2N and
2(x−1, x−10 ) = n + 1 − (n − 1) = 2. Then, by inequality 2.5.1, (x−1, y−1)L ≥
b(x−1, y−1) − K = bN − K. Hence to prove the lemma, we need only choose N
sufficiently large in order that bN −K ≥ (x−1, x−10 )L. Rearranging this inequality
and substituting for (x−1, x−10 )L and (x
−1, x−10 ) we have
N = (x−1, y−1) > b−1(x−1, x−10 )L + b
−1K
≥ b−1(B(x−1, x−10 ) +K) + b−1K
= b−1B + 2b−1K
and we are done.
In the orbit counting asymptotics we establish we shall assume that there ex-
ists a pair of closed geodesics γ1, γ2 ∈ G such that the ratio of the lengths l(γ1)/l(γ2)
is irrational. We note that this assumption is equivalent to the condition that the
set of lengths of closed geodesics is not contained in a discrete subgroup of R.
Remark 2.5.3. This irrationality assumption is critical in our proof of Theorem
3.1.1; moreover, in the next paragraph we explain why it is not possible to establish
asymptotic orbit counting results such as N(T ) = {x ∈ F : L(x) ≤ T} of the form
N(T ) ∼ CehT as T → ∞ if the lengths of the closed geodesics are contained in a
discrete subgroup of R.
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Figure 2.1: metric graph with edge lengths in {1, 1−√2, 1 +√2}
Recall that every discrete subgroup of R is either trivial, or an infinite cyclic
group, i.e. a group of the form mZ where m is the smallest positive real number in
the group. Clearly the set of lengths is not contained in the trivial group. Let N(T )
count the number of closed geodesics in the graph with metric length at most T .
If the set of lengths of closed geodesics is contained in the group mZ then N(T ) is
constant on intervals [mn,m(n+1)) for n ∈ Z and so we cannot have N(T ) ∼ CehT
as T →∞.
We note we cannot replace the irrationality condition for closed geodesics
with the assumption that there exists a pair of edges e, e′ ∈ G such that the ratio
of their lengths l(e)/l(e′) is irrational. For example, consider the graph pictured in
Figure 2.1 with metric edge lengths in {1, 1−√2, 1 +√2}. Although we can choose
a pair of edges such that the ratio of their lengths is irrational, the set of closed
geodesics has lengths in Z and so we cannot establish an asymptotic result with the
desired form.
2.6 Geometric group theory
Geometric group theory studies groups as automorphisms of geometric spaces. For
example, the action of a group on its Cayley graph. Gromov’s seminal paper [19]
brought much attention to this research area. In this section we recall concepts from
geometric group theory.
Let us fix a base point o in the metric space (X, dX). We define (x, y)o, the
Gromov product with respect to o, for two points x, y ∈ X by
(x, y)o = (dX(o, x) + dX(o, y)− dX(x, y))/2.
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A metric space (X, dX) is called δ-hyperbolic with respect to o with δ ≥ 0 if for each
x, y, z ∈ X
(x, y)o ≥ min((x, z)o, (y, z)o)− δ.
A metric space is called δ-hyperbolic if it is δ-hyperbolic with respect to each point
x ∈ X.
Let (X, dX) be a metric space. A geodesic segment between two points x, y ∈
X, written [x, y], is the image of an isometry γ : [0, dX(x, y)] → (X, dX) so that
γ(0) = x and γ(dX(x, y)) = y. We note geodesic segments in metric spaces are not
necessarily unique. For t ∈ [0, 1], we denote by t[x, y] the image of tdX(x, y) under
the map γ. A metric space (X, dX) is called geodesic if between any two points
x, y ∈ X there is a geodesic segment [x, y]. A metric space is proper if all closed
balls in X are compact.
Gromov introduced the concept of hyperbolicity for geodesic metric spaces
in [19]. Perhaps the most intuitive feature of a hyperbolic space is that its geodesic
triangles are all ‘thin’. Hyperbolic metric spaces establish attributes of negatively
curved manifolds in the less restrictive setting of metric spaces. Indeed, it is well
known that every complete Riemannian manifold is geodesic.
In a geodesic metric space a geodesic triangle ∆ is the union of three geodesic
segments such that each pairwise intersection contains a single common endpoint.
We refer to these geodesic segments as the sides of ∆. We call ∆ a δ-thin triangle if
each side of ∆ is entirely contained in the δ-neighbourhoods of the other two sides.
If each geodesic triangle in ∆ is δ-thin then X is called δ-hyperbolic. A hyperbolic
metric space is any metric space that is δ-hyperbolic for some δ ≥ 0. Examples of
δ-hyperbolic spaces are metric trees. We see that any metric tree is 0-hyperbolic
since each geodesic triangle is a tripod.
For a hyperbolic metric space X we consider its boundary set. A sequence
(xk)
∞
k=1 of points in X is convergent at infinity if (xm, xn)o → ∞ as m,n → ∞.
We note that this convergence is independent of the choice of base point o ∈ X
and there is a natural equivalence relation on the sequences that are convergent at
infinity; we say two sequences (xk)
∞
k=1, (yk)
∞
k=1 convergent at infinity are equivalent
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if
lim inf
m,n→∞(xm, yn)o =∞.
The hyperbolic boundary ∂X of a hyperbolic space X is the set of equivalence classes
of sequences in X convergent at infinity. For a proper geodesic metric space, this
notion of boundary coincides with the geodesic boundary (cf. [30])
∂gX = {[γ] : γ : [0,∞)→ X is a geodesic ray in X}.
Suppose that T is the universal covering tree of a finite connected metric graph. To
describe the boundary ∂T it is sufficient to consider the endpoints of the geodesic
rays emanating from a single prescribed vertex.
For a geodesic triangle ∆ in a geodesic space X, a comparison triangle ∆′ is a
geodesic triangle in a complete simply connected surface M with constant curvature
κ ≤ 0 together with an isometry f∆ : ∆→ ∆′ that sends each side of ∆ onto a side of
∆′. We say triangle ∆ is CAT(κ) if for each x, y ∈ ∆ we have the CAT(κ)-inequality
dX(x, y) ≤ dM (f∆(x), f∆(y)).
Thus triangle ∆ is at least as ‘thin’ as its comparison triangle ∆′. Every CAT(κ)
space with κ < 0 is hyperbolic. Clearly if a metric space M is CAT(κ) then M is
also CAT(κ′) for κ′ > κ. We note the model surface M is the Euclidean plane when
κ = 0 and for κ < 0 the surface is the hyperbolic plane with the appropriate scaling.
Because the geodesic triangles in any metric tree are degenerate, we have that every
metric tree is CAT(κ) for each κ < 0.
Suppose that F is a finitely generated group with a finite generating set
S. The Cayley graph XS of F with respect to the generating set S is the graph
with vertex set F and the set E consists of edges connecting x to xs for each
x ∈ F and s ∈ S. We assign to each edge in the graph metric length 1 (isometric
copies of the Euclidean unit interval) and let the distance between two points in
XS be given by the length of the shortest path between the two points. Endowed
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with this metric XS is a geodesic metric space. The group F inherits a subspace
metric from XS , a word metric, that induces a norm given by |x|S = dS(1, x) (in
agreement with the previously defined word length) for each x ∈ F . Thus for
x, y ∈ F , dS(x, y) = |y−1x|S = |x−1y|S .
Lemma 2.6.1 (Schwarz Lemma (cf. [7])). Let G be a group of isometries acting
properly discontinuously and co-compactly on a proper geodesic metric space (X, dX).
Then G has a finite generating set S, and the map f : (G, dS) → (X, dX) given by
fx : g 7→ gx for each x ∈ X is a quasi-isometry.
We note the above construction of a word metric on F depends on the choice
of generating set S. However, some local structure is preserved. Let S, T be finite
generating sets of a group F . Then the identity map from XS to XT is a quasi-
isometry. Moreover, suppose that XS is δ-hyperbolic for some δ ≥ 0 then XT is
δ′-hyperbolic for some δ′ ≥ 0 because hyperbolicity is a quasi-isometric invariant.
Thus there is a natural definition of hyperbolicity for a finitely generated group. A
finitely generated group F is a hyperbolic group if XS is δ-hyperbolic for some δ ≥ 0
and finite generating set S (and therefore any finite generating set). For example,
free groups with finite rank are hyperbolic because their Cayley graphs with respect
to free generating sets are trees, which are δ-hyperbolic. In addition, all finite groups
are hyperbolic. If F is hyperbolic, then XS is a proper geodesic metric space. For a
hyperbolic group F , we define the group’s boundary, or limit set, by ∂F = ∂XS . We
note that the topology on ∂F does not depend on the choice of finite generating set
since any two Cayley graphs associated to finite generating sets are quasi-isometric.
Suppose that the action of a group F on a geodesic space X is isometric, co-
compact and properly discontinuous. Then we say the action of F on X is geometric.
We attribute the next theorem, which follows from Lemma 2.6.1, to Gromov [19].
Theorem 2.6.2. A group F is hyperbolic if and only if it has a geometric action
on a proper geodesic metric space (X, dX). In addition, in this case ∂X and ∂F are
homeomorphic.
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Chapter 3
Orbit counting in conjugacy
classes for free groups acting on
trees
3.1 Introduction
Let G be a finite connected graph. We always assume that each vertex of G has
degree at least 3, in which case the fundamental group of G is a free group F on
k ≥ 2 generators. We make G into a metric graph by assigning to each edge e a
positive real length l(e). The length of a path in G is given by the sum of the lengths
of its edges. We assume the set of closed geodesics in G (i.e. closed paths without
backtracking) has lengths not contained in a discrete subgroup of R.
The universal cover of G is an infinite tree T and the metric on G lifts to a
metric dT on T . We consider each edge in T as an isometric copy of a real interval.
Then the ball of radius T centred at o ∈ T is the set
B(o, T ) = {y ∈ T : dT (o, y) < T}.
The volume of B(o, T ) is the sum of the metric edge lengths in B(o, T ). Let h > 0
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denote the volume entropy of T given by
lim
T→∞
1
T
log vol(B(o, T )).
We note the volume entropy is independent of the choice of o ∈ T .
Let x ∈ F and fix a base vertex o ∈ T . We define L : F → R+ by L(x) =
dT (o, xo). Guillope´ [20] showed that #{x ∈ F : L(x) ≤ T} ∼ cehT as T → ∞, for
some c > 0. Here f(T ) ∼ g(T ) means that f(T )/g(T )→ 1 as T →∞.
Let C be a non-trivial conjugacy class in F . Then C is infinite and it is
interesting to study the restriction of the above counting problem to this conjugacy
class, i.e. to study the asymptotic behaviour of NC(T ) := #{x ∈ C : L(x) ≤ T}. The
following is our main result in this chapter.
Theorem 3.1.1. Suppose that G is a finite connected metric graph such that the
degree of each vertex is at least 3 and the set of lengths of closed geodesics in G is
not contained in a discrete subgroup of R. Let C be a non-trivial conjugacy class
in F . Then, for some constant C > 0, depending on C, as T → ∞ we have
NC(T ) ∼ CehT/2.
We can also obtain a polynomial error term in our approximation to NC(T )
subject to a mild additional condition on the lengths of closed geodesics (see Theo-
rem 3.4.2).
In the case of a co-compact group of isometries of the hyperbolic plane, an
analogue of Theorem 3.1.1 was obtained by Huber [26] in the 1960s. If Γ is a co-
compact Fuchsian group and C is a non-trivial conjugacy class, he showed that as
T →∞
#{g ∈ C : dH2(o, go) ≤ T} ∼ CeT/2,
for some C > 0 depending on Γ and C (while the unrestricted counting function
#{g ∈ Γ : dH2(o, go) ≤ T} is asymptotic to a constant times eT ). Very recently,
Parkkonen and Paulin [42] have studied the same problem in higher dimensions
and variable curvature, obtaining many results. In particular, they have shown
that for the fundamental group of a compact negatively curved manifold acting on
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its universal cover, the conjugacy counting function has exponential growth rate
equal to h/2, where h is the topological entropy of the geodesic flow. They have
an ergodic-geometric approach using, in particular, the mixing properties of the
Bowen–Margulis measure.
More closely related to our situation, suppose that G is a (q+1)-regular graph
(i.e. each vertex has degree q + 1) with each edge given length 1. Then Douma [14]
showed that NC(n) ∼ Cqb(n−l(C))/2c as n→∞ (for n ∈ Z+), for some C > 0, where
l(C) is the length of the closed geodesic in the conjugacy class C.
The orbit counting results in this chapter appear in the paper [33]; after
this paper was submitted for publication Broise-Alamichel, Parkkonen and Paulin
uploaded a preprint [5] to the arXiv that discusses orbit counting in conjugacy
classes in the more general situation of graphs of groups in the sense of Bass–Serre
theory. They established asymptotic formulae of the form ∼ C(C)ehT/2 as T → ∞
and in certain specialisations an error term estimate. One of these special cases
includes the fundamental group of a finite connected metric graph acting on the
graph’s universal covering tree.
In contrast to the ergodic-geometric approach of Parkkonen and Paulin in
[42] or the use of spectral theory of the graph Laplacian in [14] (which is inspired
by Huber’s original spectral approach [26]), we use a method based on a symbolic
coding of the group F in terms of the subshift of finite type Σ∗. We may then study
a generating function via the spectra of a family of matrices. In the next section, we
describe how the lengths on the graph may be encoded in terms of a function on our
subshift and use this function to define a family of matrices and sketch a proof of
Guillope´’s result given above. Next, we introduce a generating function appropriate
to our problem and carry out an analysis which leads to the proof of Theorem 3.1.1.
In the final section we discuss error terms.
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3.2 Length functions, matrices and spectra
We will prove Theorem 3.1.1 by studying the analytic properties of a generating
function
∑
x∈C e
−sL(x). More precisely, we will show that the generating function is
analytic in the half-plane Re(s) > h/2, has a simple pole at s = h/2 and, crucially,
apart from this pole has an analytic extension to a neighbourhood of Re(s) = h/2.
To do this, we will show that the generating function can essentially be written in
terms of a family of weighted matrices and their eigenvectors. The required analytic
properties will then follow from results about the spectra of these matrices. In
turn, the key spectral property (see Lemma 3.2.7 below) is a consequence of the
hypothesis that the lengths of closed geodesics in our metric graph do not lie in a
discrete subgroup of the real numbers.
In this section, we will set up the machinery required to study the generating
function. We first introduce a function defined on the set of (finite and infinite)
reduced words which encodes information about lengths on the graph. (This is
similar to the constructions in [64] and [65].) We will then introduce our weighted
matrices and establish some of their properties.
Definition 3.2.1. We define a function r : Σ→ R by
r((xi)
∞
i=0) = L(x0x1 · · ·xN−1)− L(x1 · · ·xN−1).
We also define r : W ∗ → R by r(1) = 0 and, for n ≥ 1,
r(x0 · · ·xn−1) = L(x0 · · ·xn−1)− L(x1 · · ·xn−1).
Note that, by Lemma 2.5.2, if n ≥ N then
r(x0 · · ·xn−1) = L(x0 · · ·xN−1)− L(x1 · · ·xN−1).
We may also extend the definition of the shift map σ to finite reduced words
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by defining σ : W ∗ →W ∗ by
σ(x0x1 · · ·xn−1) = (x1 · · ·xn−1)
and σ1 = 1. We shall continue to write rn = r + r ◦ σ + · · · + r ◦ σn−1. The next
lemma is immediate from the definition of r.
Lemma 3.2.2. For any finite reduced word x0 · · ·xn−1, we have L(x0 · · ·xn−1) =
rn(x0 · · ·xn−1).
The following lemma connects closed geodesics in the graph G to periodic
points in the subshift of finite type σ : Σ → Σ. The fact that the sums of r over
periodic points do not lie in a discrete subgroup will be crucial in establishing that
our generating function has no non-real poles on its abscissa of convergence.
Lemma 3.2.3. Let γ be the unique closed geodesic corresponding to the periodic
orbit {x, σx, . . . , σn−1x} (σnx = x) with x = (xi)∞i=0 ∈ Σ. Then rn(x) = l(γ). In
particular, {rn(x) : σnx = x, n ≥ 1} is not contained in a discrete subgroup of R.
Proof. Let (x0 · · ·xn−1)m denote the m-fold concatenation of the cyclically reduced
word x0 · · ·xn−1. By the definition of r and Lemma 3.2.2, we have
|rmn(x)− L((x0 · · ·xn−1)m)| ≤ 2N‖r‖∞
and so, since rmn(x) = mrn(x), we deduce
rn(x) = lim
m→∞
1
m
L((x0 · · ·xn−1)m).
Now consider the closed geodesic γ in G. This lifts to a non-backtracking
path in T , from some vertex p to gp, where g ∈ F is conjugate to x0 · · ·xn−1. For
each m ≥ 1, we have ml(γ) = dT (p, gmp). For any vertex q ∈ T , the triangle
inequality gives
dT (p, gmp)− 2dT (p, q) ≤ dT (q, gmq) ≤ dT (p, gmp) + 2dT (p, q),
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so that
l(γ) = lim
m→∞
1
m
dT (q, gmq).
Suppose that x0 · · ·xn−1 = w−1gw and choose q = wo. Then l(γ) is given by the
following limit
lim
m→∞
dT (wo, gmwo)
m
= lim
m→∞
dT (o, (x0 · · ·xn−1)mo)
m
= lim
m→∞
L((x0 · · ·xn−1)m)
m
.
This completes the proof.
Now we turn to the definition of the matrices we use to analyse the generating
function. We begin by defining an unweighted transition matrix A, whose rows
and columns are indexed by WN−1, the set of reduced words of length at most
N − 1, where the number N ≥ 2 is given by Lemma 2.5.2. The entries of A are
defined as follows. We have A(x, y) = 1 if there exists n ≤ N − 2 and there
exists x0, x1, . . . , xn−2 ∈ A ∪ A−1 such that x has the reduced word representation
x = x0x1 · · ·xn−2 and y has the reduced word representation y = x1 · · ·xn−2, or if
there exists x0, x1, · · · , xN−2, yN−2 ∈ A ∪ A−1 such that x has the reduced word
representation x = x0x1 · · ·xN−2 and y has the reduced word representation y =
x1 · · ·xN−2yN−2. We have A(x, y) = 0 in all other cases.
We next define the numbers we shall use to define weighted matrices com-
patible with A.
Definition 3.2.4. For each pair (x, y) ∈WN−1×WN−1 with A(x, y) = 1, we define
a number R(x, y) by
R(x, y) = r(x0x1 · · ·xN−2yN−2) = L(x0x1 · · ·xN−2yN−2)− L(x1 · · ·xN−2yN−2),
in the case where x = x0x1 · · ·xN−2 and y = x1x2 · · ·xN−2yN−2, and
R(x, y) = r(x0x1 · · ·xn−2) = L(x0x1 · · ·xn−2)− L(x1 · · ·xn−2),
in the case where x = x0x1 · · ·xn−2 and y = x1x2 · · ·xn−2, with n ≤ N .
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We now introduce the family of weighted matrices with which we encode
edge lengths. The matrices As, with s ∈ C, have rows and columns indexed by
WN−1 with entries
As(x, y) =

0 if A(x, y) = 0,
e−sR(x,y) otherwise.
We will be interested in the spectral properties of As. If s ∈ R then As
has non-negative entries but it is not aperiodic or even irreducible and we cannot
apply the Perron–Frobenius theorem directly. Similarly, we cannot apply Wielandt’s
theorem directly to As when s ∈ C. Instead, we will consider the submatrix of As
with rows and columns indexed by W ′N−1, which we will denote by Bs. One can
easily see that As and Bs have the same non-zero spectrum, though As has additional
zero eigenvalues.
When s ∈ R, the matrix Bs is aperiodic and so, by the Perron–Frobenius
theorem, has a simple and positive eigenvalue β(s), which is strictly greater in
modulus than all of the other eigenvalues of Bs. Let u˜(s) and v˜(s) denote the left
and right eigenvectors of Bs corresponding to β(s), normalised so that u˜(s) is a
probability vector and u˜(s) · v˜(s) = 1.
We have the following lemma.
Lemma 3.2.5. For s ∈ R, suppose that β(s) is the maximal eigenvalue of the matrix
Bs. Then β(s) is real analytic and is related to the integral of r : Σ → R by the
formula
β′(s) = −β(s)
∫
r dµ−sr,
where µ−sr is the equilibrium state for −sr. Furthermore,
∫
r dµ−sr > 0.
Proof. The analyticity of an isolated simple eigenvalue is standard. Furthermore,
β(s) = expP (−sr), where P is the pressure function for the shift σ : Σ → Σ. The
formula for the derivative is then given in [44], for example. For any n ≥ 1, r is
cohomologous to n−1rn and, for n sufficiently large, rn is strictly positive. These
observations prove positivity of the integral.
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Corollary 3.2.6. There exists a unique positive real number h such that β(h) = 1.
Proof. By comparing with the trace of Bns , one can easily check that β(0) > 1 and
that β(s) < 1 for sufficiently large s. By Lemma 3.2.5, β(s) is strictly decreasing,
so the required number h exists and is unique.
We will also need to consider Bs for s ∈ C. In particular, we have the
following result.
Lemma 3.2.7. For t 6= 0, the matrix Bh+it does not have 1 as an eigenvalue.
Proof. Lemma 3.2.3 tells us {rn(x) : σnx = x, n ≥ 1} is not contained in a discrete
subgroup of R. It then follows from [43] that the result holds.
For s ∈ R, let u(s) and v(s) denote, respectively, the left and right eigenvec-
tors of As associated to the eigenvalue β(s). We choose to normalise u(s) so that
each entry is strictly positive and scale the entries so that (u(s))1 = 1. (Note that
here the subscript 1 denotes the entry index by the identity element in F , i.e. the
word of length zero.) We normalise v(s) so that the entries (v(s))y for y ∈ W ′N−1
are strictly positive, whilst all other entries are 0. We then scale the entries of v(s)
so that u(s) · v(s) = 1.
We conclude this section by explaining why the number h, from Corollary
3.2.6, that gives β(h) = 1 is equal to the volume entropy. We will do this by
sketching a proof of Guillope´’s theorem. This will also serve as a prelude to the
analysis in the next section, where the arguments will be given in more detail.
To evaluate the asymptotic behaviour of #{x ∈ F : L(x) ≤ T} we first
establish analytic properties of the complex generating function
η(s) =
∞∑
n=1
∑
|x|=n
e−sL(x).
Letting 1 = (1, . . . , 1) and ex denote the standard unit vector associated to x ∈
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WN−1, we can rewrite η(s) in terms of the matrices As:
η(s) =
∞∑
n=1
1Ans e1.
This converges absolutely for β(Re(s)) < 1, i.e. for Re(s) > h.
Since β(s) is a simple eigenvalue, it varies analytically and we can show that
η(s) = c0/(s − h) + φ1(s) where φ1(s) is an analytic function in a neighbourhood
of s = h and c0 = −(v(s) · 1)/β′(h) > 0. Furthermore, using Lemma 3.2.7, we may
show that η(s) has no further poles on the line Re(s) = h.
The generating function η(s) is related to the counting function N(T ) :=
#{x ∈ F : L(x) ≤ T} by the following Stieltjes integral:
η(s) =
∫ ∞
0
e−sT dN(T ).
This enables us to apply the Ikehara–Wiener Tauberian theorem.
Theorem 3.2.8 (Ikehara–Wiener Tauberian theorem ([44], Theorem 6.7)). Suppose
that the function η(s) =
∫∞
0 e
−sT dN(T ) is analytic for Re(s) > h, has a simple
pole at s = h, and the function η(s) − c0/(s − h) has an analytic extension to a
neighbourhood of Re(s) ≥ h. Then
N(T ) ∼ c0e
hT
h
, as T →∞.
As a consequence, we recover Guillope´’s result that
#{x ∈ F : L(x) ≤ T} ∼ cehT as T →∞,
for some c > 0, and hence that the constant h defined by β(h) = 1 is the volume
entropy.
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3.3 A complex generating function
Suppose that C is a non-trivial conjugacy class of the free group F . Let Cn denote
the set of x ∈ C such that |x| = n and suppose that k = minx∈C |x|. The set of
g ∈ Ck are precisely those elements in C whose reduced word representations are
cyclically reduced. In fact, if g = g1 · · · gk ∈ Ck then all the remaining elements of
Ck are given by cyclic permutations of the letters in g1 · · · gk.
The reduced word representation of each x ∈ C takes the form
x = w−1gw = w−1m · · ·w−11 g1 · · · gkw1 · · ·wm
with g = g1 · · · gk ∈ Ck; and w = w1 · · ·wm ∈ W ′m subject to the restriction w1 6=
g1, g
−1
k in order that no pairwise cancellation occurs when concatenating w
−1, g and
w. For a given g = g1 · · · gk we say that w ∈ W ′m(g) if w ∈ W ′m and w1 6= g1, g−1k .
Clearly Cn is non-empty if and only if n = k + 2m for m ∈ N.
The next Lemma, which gives a useful decomposition of L(x) for x ∈ C with
sufficiently long word length, follows from Lemma 2.5.2.
Lemma 3.3.1. Suppose that x = w−1gw ∈ C such that g ∈ Ck and w ∈W ′m(g) with
m ≥ N − 1. Let y = w1 · · ·wN−1 then
L(x) = L(w−1gw) = L(y−1gy)− 2L(y) + 2L(w).
In order to study the counting problem in the conjugacy class C, we define a
generating function
ηC(s) =
∑
x∈C
e−sL(x).
We use the reduced word representation of elements in C to rewrite ηC(s) as follows:
ηC(s) =
∞∑
n=1
∑
x∈Cn
e−sL(x)
=
∑
g∈Ck
∑
y∈W ′N−1(g)
e−s(L(y
−1gy)−2L(y))
∞∑
m=N−1
∑
w∈W ′m
y=w1···wN−1
e−2sL(w) + φ(s)
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where φ(s) is an entire function. We may write ηC(s) in terms of A2s by using
∞∑
m=N−1
∑
w∈W ′m
y=w1···wN−1
e−2sL(w) =
∞∑
m=N−1
eyA
m
2se1.
We will need the following classical result from linear algebra.
Lemma 3.3.2. Let M be a d × d matrix with real entries. Suppose that M has a
simple eigenvalue β, and that u and v are the associated left and right eigenvectors,
normalised so that u · v = 1. Then w ∈ Rd can be written w = (u ·w)v + v, where v
is in the span of generalised right eigenvectors of M not associated to β.
Proof. Let {v} ∪ S be a Jordan basis for M . Then Rd = Rv ⊕ span(S) and u is
orthogonal to each element of S. The result follows.
Proposition 3.3.3. The generating function ηC(s) is analytic for Re(s) > h/2, has
a simple pole at s = h/2 with positive residue and, apart from this, has an analytic
extension to a neighbourhood of Re(s) ≥ h/2.
Proof. For σ ∈ R, A2σ has spectral radius β(2σ). Since this is strictly decreasing
and β(h) = 1, it is clear that
∑∞
m=N−1 e
T
yA
m
2σe1 converges for σ > h/2 and hence
that, for s ∈ C, ηC(s) is analytic for Re(s) > h/2.
We now consider the analyticity of η(s) for s in a neighbourhood of h/2+it ∈
C, for an arbitrary t ∈ R. We will let spr(M) denote the spectral radius of a matrix
M . By Wielandt’s theorem (Theorem 2.4.5), either
1. spr(Ah+2it) = spr(Bh) = 1, in which case Ah+2it has a simple eigenvalue
β(h+2it) with |β(h+2it)| = β(h) = 1 and such that the remaining eigenvalues
are strictly smaller in modulus; or
2. spr(Ah+2it) < spr(Bh) = 1.
When (1) holds, standard eigenvalue perturbation theory gives that the simple eigen-
value β(2s) persists and varies analytically for s in a neighbourhood of h + it, as
are the corresponding left and right eigenvectors u(2s) and v(2s) [32]. By Lemma
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3.3.2 and recalling that (u(2s))1 = 1, we have e1 = v(2s) + v(2s), where v(2s) is
a vector in the subspace spanned by the generalised eigenvectors associated to the
non-maximal eigenvalues of A2s. Thus we have
∞∑
m=N−1
eTyA
m
2se1 =
∞∑
m=N−1
(ey · v(2s))β(2s)m +
∞∑
m=N−1
eTyA
m
2sv(2s)
=
(ey · v(2s))β(2s)N−1
1− β(2s) + φ2(s),
where φ2(s) is analytic in a neighbourhood of h/2 + it. Therefore, ηC(s) is ana-
lytic in a neighbourhood of h/2 + it unless β(h + 2it) = 1. Lemma 3.2.7 tells us
that this only occurs when t = 0. When (2) holds, we immediately obtain that∑∞
m=N−1 e
T
v A
m
2se1 converges and hence that ηC(s) converges to an analytic function
for s in a neighbourhood of h/2 + it.
For s in a neighbourhood of h/2, we have that, modulo an analytic function,
ηC(s) =
∑
g∈Ck
∑
y∈W ′N−1(g)
e−s(L(y
−1gy)−2L(y)) (ey · v(2s))β(2s)N−1
1− β(2s) .
From the analyticity of β and the fact that β(h) = 1, we obtain that, in a neigh-
bourhood of h/2,
ηC(s) =
c
s− h/2 + φ3(s),
where φ3(s) is analytic and c > 0. The latter holds because ey · v(h) > 0, for each
y ∈ ⋃g∈CkW ′N−1(g), and, by Lemma 3.2.5, −1/(2β′(h)) > 0.
Combining the above observations, we have that ηC(s) is analytic for Re(s) >
h/2 and, apart from a simple pole at s = h/2, has an analytic extension to a
neighbourhood of Re(s) ≥ h/2. Furthermore, the residue at the simple pole is
positive.
Since ηC(s) is related to the counting functionNC(T ) = #{x ∈ C : dT (o, xo) ≤
T} via the Stieltjes integral
ηC(s) =
∫ ∞
0
e−sT dNC(T ),
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we may apply the Ikehara–Wiener Tauberian theorem (Theorem 3.2.8) to conclude
that
NC(T ) ∼ C e
hT/2
h/2
,
for some C > 0. This completes the proof of Theorem 3.1.1.
3.4 Error terms
In this final section we discuss the error terms which may appear when estimating
NC(T ). We first note the following, which may be deduced from the analysis above
and the arguments in [49] (Propositions 6 and 7).
Proposition 3.4.1. There is never an exponential error term in Theorem 3.1.1,
i.e. for no  > 0 do we have NC(T ) = Ce
hT/2 +O(e(h−)T/2).
A more interesting problem is to ask when there is a polynomial error term
for NC(T ). Recall that an irrational number α is said to be Diophantine if there
exist c > 0 and β > 1 such that |qα− p| ≥ cq−β for all p, q ∈ Z, q > 0. We have the
following.
Theorem 3.4.2. Suppose that G is a finite connected metric graph such that the
degree of each vertex is at least 3. Suppose also that G contains two closed geodesics
γ and γ′ such that l(γ)/l(γ′) is Diophantine. Then there exists δ > 0 such that
NC(T ) = Ce
hT/2 +O(ehT/2T−δ).
Note that, since the lengths of the closed geodesics in G are not contained
in a discrete subgroup of R if and only if there are two closed geodesics the ratio of
whose lengths is irrational, the hypothesis of Theorem 3.4.2 is strictly stronger that
that of Theorem 3.1.1.
The crucial new ingredient is to obtain a bound on powers of the matrix
As, for Re(s) close to h and Im(s) away from zero. To do this, we use the work of
Dolgopyat [13] on transfer operators, where it is a key ingredient in studying the
45
mixing rate of flows (cf. also [55]). Since r : Σ→ R is locally constant, the transfer
operator L−sr, defined pointwise by
(L−srψ)(x) =
∑
σy=x
e−sr(y)ψ(y),
acts on the space of complex valued Ho¨lder continuous functions with exponent α,
for any α > 0. For definiteness, we will consider the action on the Banach space
of Lipschitz functions, L−sr : Fθ(Σ,C) → Fθ(Σ,C). Recall the norm on Fθ(Σ,C)
given by ‖f‖ = ‖f‖∞ + |f |θ, where
|f |θ = sup
x 6=y
|f(x)− f(y)|
dθ(x, y)
.
Let VN−1 ⊂ Fθ(Σ,C) denote the finite dimensional subspace consisting of locally
constant functions depending on the first N − 1 coordinates. This has dimension
D := #W ′N−1. Then L−sr : VN−1 → VN−1 and ‖L−sr|VN−1‖ ≤ ‖L−sr‖. Further-
more, the restriction of L−sr to VN−1 can be identified with the action of Bs on CD.
We can therefore use the results of [13] on bounding the norm of iterates of transfer
operators to give a bound on the norm of the iterates of Bs and hence As.
For the remainder of this section, it will be convenient to write s = ς + it.
Proposition 3.4.3. Under the hypotheses of Theorem 3.4.2, there exist constants
C1, C2 > 0, τ > 0 and t1 ≥ 1 such that when |t| ≥ t1 and m ≥ 1,
‖A2νmς+it‖ ≤ C1|t|β(ς)2νm
(
1− |t|−τ)m−1 ,
where ν = bC2 log |t|c.
We will also use the elementary inequality (cf. Proposition 2.1 of [44]):
Lemma 3.4.4. There exists a constant D1 > 0, independent of t and uniform in ς,
such that, for all n > 0, we have
‖Anς+it‖ ≤ β(ς)n
(
D1|t|+ 2−n
)
.
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Proof. Let φ denote the strictly positive eigenfunction of the operator L−ςr asso-
ciated to the eigenvalue β(ς), guaranteed by the Ruelle-Perron-Frobenius Theorem
for this operator (see [44], Theorem 2.2). Let
g = −ςr + log φ− log φ ◦ σ − log β(ς).
Then Lg1 = 1 and it follows from Proposition 2.1 of [44] that
|Lng−itrψ|θ ≤ D0|t|‖ψ‖∞ + 2−n|ψ|θ,
for some D0 > 0 independent of t and uniform in ς, and
‖Lng−itrψ‖∞ ≤ ‖ψ‖∞.
(The only difference from the statement given in [44] is the appearance of the term
|t| and the uniformity of D0 but this follows from an inspection of the proof.) In
particular, we have
‖Lng−itrψ‖ ≤ (D1|t|+ 2−n)‖ψ‖.
for some D1 > 0 independent of t and uniform in σ. Since
L−(ς+it)r = β(ς)∆φLg−itr∆−1φ ,
where ∆φ is the multiplication operator ∆φ(ψ) = φψ, the result follows.
Combining Proposition 3.4.3 and Lemma 3.4.4 gives the following bound on
‖Ans ‖ for all n ∈ N.
Proposition 3.4.5. Let n = 2νm+ l where m =
⌊
n
2ν
⌋
and l ∈ {0, . . . , 2ν−1}, then,
for |t| ≥ t1
‖Anς+it‖ ≤ C3|t|2β(ς)n(1− |t|−τ )m−1,
for some C3 > 0 independent of t and uniform in ς.
We use this to study the analyticity of ηC(s) (using a simpler version of the
47
arguments in [55]).
Proposition 3.4.6. There exist constants ρ > 0 and t2 ≥ t1 such that ηC(s) has an
analytic extension to the region
R(ρ) = {ς + it ∈ C : 2ς > h− 1/|2t|ρ, |t| ≥ t2},
where it satisfies the bound |ηC(ς + it)| = O(|t|2+ρ).
Proof. Suppose that ς + it ∈ C satisfies 2ς > h − |2t|−ρ and |2t| ≥ t1. Take ρ > τ
(with τ the constant from Proposition 3.4.3). Since
β(2ς) = 1 + β′(h)(2ς − h) +O((2ς − h)2)
with β′(h) < 0, for |t| ≥ t2, where t2 ≥ t1, we have (1− |2t|−τ )1/2ν < β(2ς)−1.
We can estimate |ηC(s)| ≤ M
∑∞
m=1 |Am2se1|, for some M > 0. Thus, for
ς + it ∈ R(ρ), we have, by Proposition 3.4.5,
∞∑
m=1
|Am2(ς+it)e1| ≤
∞∑
m=1
C3|2t|2β(2ς)m
(
1− |2t|−τ)bm/2νc−1
≤ C3|2t|
2β(2ς)
(1− |2t|−τ )2−2/ν (1− β(2ς) (1− |2t|−τ )1/2ν)
≤ C4|2t|
2
1− β(2ς) (1− |2t|−τ )1/2ν
= O(|t|2+ρ),
which shows that ηC(s) is analytic in the desired region and gives the bound.
Let ξC(s) be the normalised generating function given by
ξC(s) = ηC(sh/2) =
∑
x∈C
e−shL(x)/2.
We immediately deduce that ξC(s) is analytic in the half-plane Re(s) > 1, has
an analytic extension to a neighbourhood of Re(s) ≥ 1 apart from the simple pole
at s = 1, which has positive residue. As a consequence of the the additional Dio-
phantine condition on the lengths of closed geodesics, there exist positive constants
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ρ and t3 = 2t2/h such that ξC(s) has an analytic extension to
Rξ(ρ) =
{
ς + it : ς > 1− 1
hρ+1|t|ρ , |t| > t3
}
; and
where it satisfies |ξC(s)| = O(|t|2+ρ).
Let us introduce a normalised counting function
ψ0(T ) =
∑
ehL(x)/2≤T
1.
Adapting the arguments of [55], we will establish an error term for ψ0(T ), from which
Theorem 3.4.2 will follow since ψ0(e
hT/2) = NC(T ). We introduce the following
family of auxiliary functions. Let ψ1(T ) =
∫ T
1 ψ0(u) du and continue inductively so
that
ψk(T ) =
∫ T
1
ψk−1(u) du =
1
k!
∑
ehL(x)/2≤T
(T − ehL(x)/2)k.
We use the following identity ([29], Theorem B, page 31) to connect the
functions ξC(s) and ψk(T ). If k is a positive integer and d > 0 we have
1
2pii
∫ d+i∞
d−i∞
ys
s(s+ 1) · · · (s+ k) ds =

0 if 0 < y < 1,
1
k!(1− 1/y)k if y ≥ 1.
This gives us the following.
Lemma 3.4.7. For d > 1 we may write
ψk(T ) =
1
2pii
∫ d+i∞
d−i∞
ξC(s)T
s+k
s(s+ 1) · · · (s+ k) ds.
We briefly outline the method to approximate the integral for ψk(T ). First,
compare the integral for ψk(T ) to the truncated integral on the line segment [d −
iR, d + iR], where R = (log T )ε and 0 < ε < 1/ρ. Let us choose d = 1 + 1/ log T
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and then since ξC(d) = O((d− 1)−1), we deduce∣∣∣∣ψk(T )− 12pii
∫ d+iR
d−iR
ξC(s)T
s+k
s(s+ 1) · · · (s+ k) ds
∣∣∣∣ = O((log T )T k+1Rk+1
)
= O
(
T
(log T )kε
)
.
We evaluate the truncated integral using Cauchy’s Residue theorem. Con-
sider a closed contour Γ ∪ [d− iR, d+ iR]. Here Γ is the union of the line segments
[d+ iR, c(R) + iR], [c(R)− iR, d− iR] and [c(R) + iR, c(R)− iR], where
c(R) = 1− 1
2hρ+1Rρ
,
so that Γ lies in Rξ(ρ). Note that Γ ∪ [d − iR, d + iR] encloses the simple pole of
ξC(s) at s = 1. Cauchy’s Residue theorem gives that, for some c > 0,
1
2pii
∫ d+iR
d−iR
ξC(s)T
s+k
s(s+ 1) · · · (s+ k) ds =
cT k+1
(k + 1)!
+
1
2pii
∫
Γ
ξC(s)T
s+k
s(s+ 1) · · · (s+ k) ds.
We consider the contribution made by each of the line segments in Γ. First,
integrating over the interval [d+ iR, c(R) + iR], we have∣∣∣∣∣
∫ c(R)+iR
d+iR
ξC(s)T
s+k
s(s+ 1) · · · (s+ k) ds
∣∣∣∣∣ ≤ T d+kRk+1
∣∣∣∣∣
∫ c(R)+iR
d+iR
ξC(s) ds
∣∣∣∣∣
= O
(
T d+k
(log T )(k−ρ−1)ε
)
and similarly, for [c(R)− iR, d− iR], we have∣∣∣∣∣
∫ d−iR
c(R)−iR
ξC(s)T
s+k
s(s+ 1) · · · (s+ k) ds
∣∣∣∣∣ = O
(
T d+k
(log T )(k−ρ−1)ε
)
.
We estimate the modulus of the integral along [c(R) + iR, c(R)− iR] by
T c(R)+k
∣∣∣∣∣
∫ c(R)−iR
c(R)+iR
ξC(s)
s(s+ 1) · · · (s+ k) ds
∣∣∣∣∣ = O
(
T c(R)+k
∫ R
1
t1+ρ−k dt
)
= O(T c(R)+kR2+ρ−k),
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which means for any positive γ we have
T c(R)+kR2+ρ−k = T k+1e−
log T
2hρ+1(log T )ερ (log T )(2+ρ−k)ε = O(T k+1(log T )−γ).
Together the integral estimates give us an error term for ψk(T ):
ψk(T ) = c
′T k+1 +O
(
T k+1
(log T )(k−ρ−1)ε
)
where c′ > 0. Then repeatedly applying the inequality
ψj−1(T −∆T )∆T ≤ ψj(T )− ψj(T −∆T ) ≤ ψj−1(T )∆T,
where
∆T = T (log T )−(k−ρ−1)2
j−k−1ε,
we obtain
ψ0(T ) = CT +O
(
T (log T )−δ
)
,
where C, δ > 0. Thus we have the error term NC(T ) = Ce
hT/2 + O(ehT/2T−δ),
completing the proof of Theorem 3.4.2.
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Chapter 4
Spatial distribution of
conjugacy classes in free groups
acting on trees
4.1 Introduction
We briefly recall the notation from the previous chapters. Let G be a finite connected
metric graph such that the degree of each vertex is at least 3. Then the fundamental
group of G is a free group F on k ≥ 2 generators. We shall assume throughout that
G has a pair of closed geodesics γ and γ′ such that the ratio of their metric lengths
l(γ)/l(γ′) is irrational. Let T be the universal covering tree of G endowed with the
metric dT lifted from G.
The free group F acts freely and isometrically on T . Let L : F → R be the
based length function L(x) = dT (o, xo) for a given vertex o ∈ T . Then Guillope´ [20]
showed that there exists a positive constant C such that
#{x ∈ F : L(x) ≤ T} ∼ CehT
as T →∞. Here f(T ) ∼ g(T ) denotes limT→∞ f(T )/g(T ) = 1.
We consider Guillope´’s orbit counting function when the group elements are
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restricted to a non-trivial conjugacy class C in F , which was the focus of the previous
chapter. We recall the result in Theorem 3.1.1 for the counting function NC(T ) =
#{x ∈ C : L(x) ≤ T}; there exists a positive constant C depending on C such that
as T →∞,
NC(T ) = #{x ∈ C : L(x) ≤ T} ∼ CehT/2.
In this chapter we study the spatial distribution of lattice points associated
to the conjugacy class C in the universal covering tree T . We show that the lattice
points are asymptotically uniformly distributed with respect to a natural measure
on the boundary of T .
Let ∂T denote the boundary of the tree T . We define ∂T as the set of
endpoints of geodesic rays in T originating at a prescribed base vertex o ∈ T . By
a geodesic ray we mean an infinite non-backtracking path in T . We denote by
[x, ξ] a geodesic ray originating at x ∈ T with endpoint ξ. We note that ∂T is
independent of the choice of base point (cf. §2, [30]) and additionally, we will see
that ∂T is homeomorphic to Σ∗. Suppose that B is a Borel subset of ∂T . We call
S(B) = {y ∈ T : if y ∈ [o, ξ] then ξ ∈ B} the sector in T associated to B. We
remark that S(B) depends on the vertex o ∈ T and is a subset of ⋃ξ∈B[o, ξ]. We
are interested in the asymptotic behaviour of the counting function
NBC (T ) = #{x ∈ C : L(x) ≤ T, xo ∈ S(B)}.
The purpose of this chapter is to show that in the limit as T → ∞ the ratio
NBC (T )/NC(T ) is proportional to the size of B. In fact, the ratio converges to
µPS(B) where µPS is a Patterson–Sullivan probability measure on ∂T . We formally
state this result in the next theorem.
Theorem 4.1.1. Suppose that G is a finite connected metric graph such that the
degree of each vertex is at least 3. Additionally, we assume that there is a pair of
closed geodesics in G whose ratio of metric lengths is irrational. Let C be a non-
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trivial conjugacy class in F . Let B be a Borel subset of ∂T . Then
lim
T→∞
NBC (T )
NC(T )
= µPS(B).
Remark 4.1.2. The irrationality assumption on the lengths of closed geodesics in
G is crucial in the proof of Theorem 4.1.1 we present. It is interesting to ask whether
the irrationality assumption is necessary to establish the limiting ratio in Theorem
4.1.1. However, we do not have a solution to this question.
For the remainder of the introduction, we recall related results from the
literature, which we state in terms of the Poincare´ ball model of n-dimensional
hyperbolic space. The ball model for n-dimensional hyperbolic space consists of
the set Dn = {x ∈ Rn : |x| < 1} equipped with the Poincare´ metric given by the
differential
dρ =
2|dx|
1− |x|2 .
Following Patterson, we call a discrete group of isometries of n-dimensional
hyperbolic space a Kleinian group. Suppose that Γ is a non-elementary Kleinian
group acting on n-dimensional hyperbolic space. We denote by Λ(Γ) ⊆ ∂Dn the
limit set of the group Γ. We write C(Γ) ⊆ Dn ∪ ∂Dn for the convex hull of the
limit set Λ(Γ). We say Γ is co-compact if Dn/Γ is compact and convex co-compact if
(C(Γ)∩Dn)/Γ is compact. Note that requiring Γ to be convex co-compact is weaker
than requiring Γ to be co-compact since, by Theorem 2.6.2, if Γ is co-compact then
Λ(Γ) = ∂Dn. We say Γ is geometrically finite if it has a fundamental domain that can
be represented as a polyhedron P with a finite number of sides. The condition that
Γ is geometrically finite is weaker than than requiring Γ to be convex co-compact
because a convex co-compact group cannot have parabolic elements.
In [26], Huber studied orbit counting in the setting of co-compact Fuch-
sian groups acting on D2. Fix a basepoint o ∈ D2. Then Huber showed that
there exists a positive constant C depending on Γ such that as T → ∞, #{γ ∈
Γ: dD2(o, γo) ≤ T} ∼ CeT . Huber also gave an orbit counting asymptotic when the
group elements of the Fuchsian group are restricted to a non-trivial conjugacy class.
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Specifically, he showed there exists a positive constant C(C) so that as T → ∞,
#{γ ∈ C : dD2(o, γo) ≤ T} ∼ CeT/2.
The critical exponent δ > 0 of a Kleinian group Γ is the abscissa of conver-
gence of the Dirichlet series ∑
γ∈Γ
e−sdDn (o,γo)
and note that δ is independent of the choice of base point o ∈ Dn. In [37], Lax
and Phillips proved, using spectral properties of the Laplacian, an orbit counting
result for geometrically finite Kleinian groups acting on n-dimensional hyperbolic
space such that h > (n+ 1)/2 and gave an error term estimate. An orbit counting
result was established by Patterson in [48] for h ≤ (n+ 1)/2 for convex co-compact
Kleinian groups; however, Patterson does not give an error term estimate.
In [40] Nicholls gave a number of asymptotic formulae for discrete groups
acting on n-dimensional hyperbolic space including a formula for the orbit count-
ing problem in this setting. Compared to Huber’s asymptotic results, not only
are Nicholl’s orbit counting results in higher dimensions, but the assumptions are
also weaker in that they require only co-finite volume of the discrete group. Let
Γ be a Kleinian group with co-finite volume acting on Dn and N(T ) = #{γ ∈
Γ: dDn(o, γo) < T} for some prescribed base point o ∈ Dn. Then there exists a
positive constant C(Γ) such that as T →∞, N(T ) ∼ CeδT .
The main result in [40] is a more delicate asymptotic spatial distribution
result for the lattice points of Γ in hyperbolic space and we state a simple case here.
Let B be the interesection of ∂Dn with the interior of a ball. Consider the sector
S(B) formed by the union of geodesic rays originating from a prescribed base point
o ∈ Dn whose endpoints lie in B. Let NB(T ) = #{γ ∈ Γ: γo ∈ S(B)}. Then there
exist positive constants C(Γ) and 0 < µ(B) < 1, the normalised volume of B, such
that as T →∞, NB(T ) ∼ Cµ(B)eδT . Thus we conclude the lattice points of Γ are
asymptotically uniformly distributed in all directions from the origin.
Sharp [63] showed that, asymptotically, the lattice points of certain convex
co-compact Kleinian groups acting on n-dimensional hyperbolic space are uniformly
55
distributed with respect to the Patterson–Sullivan measures on the boundary of n-
dimensional hyperbolic space. In [63], Sharp assumes that Γ < Isom(Dn) is a convex
co-compact Kleinian group of isometries that satisfies the even corners condition.
First introduced by Bowen and Series in [4] for n = 2 and generalised by Bourdon
in [2] to n ≥ 3, a Kleinian group Γ satisfies the even corners condition if Γ is
geometrically finite and the group orbit of the associated polyhedron’s boundary is
given by a union of hyperplanes. Let B be a Borel subset on the boundary of Dn and
define the counting functions N(T ) and NB(T ) as before. Employing techniques
from symbolic dynamics and the thermodynamic formalism, Sharp showed that
lim
T→∞
NB(T )
N(T )
= µPS(B).
Here µPS denotes a Patterson–Sullivan probability measure on the boundary of n-
dimensional hyperbolic space.
4.2 Length spectra and matrices
We prove Theorem 4.1.1 by considering the analytic properties of a complex gen-
erating function. Our analysis of this complex generating function relies on the
spectral properties of the transfer operator. We require much of the same terminol-
ogy and machinery introduced in the previous chapter. Thus, we duplicate some of
the definitions below and otherwise make reference to the relevant technical results.
Recall Definition 3.2.1 for the function r : Σ∗ → R, which is inspired by
the constructions in [64] and [65], from the previous chapter and Lemma 3.2.3 that
connected the metric lengths of closed geodesics in the graph G to sums of r :
Σ → R over periodic points. The lemma established the fact that the set of values
{rn(x) : σnx = x, n ≥ 1} does not lie in a discrete subgroup of R. This fact will
be crucial in establishing that our generating function has no non-real poles on its
abscissa of convergence.
We recall the transition matrix A, whose rows and columns are indexed
by WN−1 where N ≥ 2 is the constant given by Lemma 2.5.2, from the previous
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chapter. For n ≤ N − 2 we set A(x, y) = 1 in the following two cases: either we
have x, y ∈ WN−1 with reduced word representations x0x1 · · ·xn−2 and x1 · · ·xn−2,
respectively; or x, y ∈ W ′N−1 with reduced word representations x0x1 · · ·xN−2 and
x1 · · ·xN−2yN−2, respectively. For all other ordered pairs of elements x, y ∈ WN−1
we set A(x, y) = 0.
We find the following family of matrices As with s ∈ C useful. This family of
matrices is defined in terms of the transition matrix A and the entries are weighted
according to the function R(x, y), defined in Definition 3.2.4, that assigns to each
admissible pair of elements x, y ∈WN−1 a real value.
The family of weighted transition matrices As, with s ∈ C, we use to encode
edge lengths have rows and columns indexed by WN−1 with entries
As(x, y) =

0 if A(x, y) = 0,
e−sR(x,y) otherwise.
We are interested in the spectral properties of As and briefly summarise the
relevant spectral results from the previous chapter. If s ∈ R then As has non-
negative entries but it is not aperiodic nor even irreducible and we cannot apply the
Perron–Frobenius theorem directly. Similarly, we cannot apply Wielandt’s theorem
directly to As when s ∈ C. Instead, we will consider the submatrix of As with rows
and columns indexed by W ′N−1, which we will denote by Bs. One can easily see
that As and Bs have the same non-zero spectrum, though As has additional zero
eigenvalues.
When s ∈ R, the matrix Bs is aperiodic and so, by the Perron–Frobenius
theorem, has a simple and positive eigenvalue β(s), which is strictly greater in
modulus than all of the other eigenvalues of Bs. Let u˜(s) and v˜(s) denote the left
and right eigenvectors of Bs corresponding to β(s), normalised so that u˜(s) is a
probability vector and u˜(s) · v˜(s) = 1.
Suppose that s ∈ R then, by Lemma 3.2.5, the simple maximal eigenvalue
β(s) of the matrix Bs is real analytic and strictly decreasing in R. Moreover, by
Corollary 3.2.6 there is a unique positive real number h such that β(h) = 1. We
57
also use the following spectral result for Bs with s ∈ C; by Lemma 3.2.7, the matrix
Bh+it does not have 1 as an eigenvalue when t 6= 0.
For s ∈ R, let u(s) and v(s) denote, respectively, the left and right eigenvec-
tors of As associated to the eigenvalue β(s). We choose to normalise u(s) so that
each entry is strictly positive and scale the entries so that (u(s))1 = 1. (Note that
here the subscript 1 denotes the entry indexed by the identity element in F , i.e.
the empty word.) We normalise v(s) so that the entries (v(s))y for y ∈ W ′N−1 are
strictly positive, whilst all other entries are 0. We then scale the entries of v(s) so
that u(s) · v(s) = 1.
4.3 Hyperbolic boundary of the universal cover
In this section we describe the relationship between the boundary of the universal
covering tree T and the limit set of the lattice points Fo = {xo ∈ T : x ∈ F}.
Since the action of F on T is geometric, by Theorem 2.6.2 the limit set of Fo and
the boundary of T are homeomorphic. However, we require an explicit homeomor-
phism that respects both the structure of the underlying free group and the implied
symbolic structure. Indeed, the technique, coding geodesic rays by means of cut-
ting sequences is standard for symbolic dynamical systems of hyperbolic groups.
Amongst many references we draw the reader’s attention to work by Series [62]
for surfaces of constant negative curvature. We note in our setting that since the
boundary ∂T is a Cantor set, rather than a connected set, we circumvent much of
the difficulty involved in coding the limit set of hyperbolic surfaces.
A subset V ⊂ T is a fundamental domain of T if V is a non-empty open
subset of T such that for distinct x, y ∈ F we have xV ∩ yV = ∅ and ⋃x∈F xV = T .
Here A denotes the closure of the subset A in the topology of the tree T . As
before, let F be the fundamental group of the metric graph G that acts freely and
isometrically on T with generating set A. We shall find the following fundamental
domain U useful. Let U ⊂ T be the subtree of T given by the interior of the union
of the paths and vertices joining o ∈ T to aio for each ai ∈ A.
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We now consider the structure of ∂T , the boundary of the tree T . We
identify ∂T as the set of limit points of the infinite geodesic rays in T . We identify
any two geodesic rays that remain a bounded distance apart. However, without loss
of generality we can consider the boundary of the tree as the limit set of the geodesic
rays originating at a given base vertex o ∈ T and note no two distinct geodesic rays
emanating from o ∈ T remain a bounded distance apart.
It will be useful to consider ∂T as the limit set of the lattice points Fo =
{xo ∈ T : x ∈ F} in the tree T . To each geodesic ray emanating from o ∈ T
we associate a sequence of fundamental domains: we record the translates of U
(excluding the identity translation) the geodesic visits on its journey to the bound-
ary. This cutting sequence has the form (ynU)
∞
n=0 with each yn ∈ F \ {1}. We set
y0 = x0 for x0 ∈ A ∪ A−1 and then construct subsequent terms so that, for k ≥ 1,
yk+1 = ykxk+1 with xk+1 ∈ A such that xk+1 6= x−1k . Note the second restriction
follows because the geodesic ray is a non-backtracking path. In this way, each yk is
given by a reduced word yk = x0x1 · · ·xk. Importantly, since the universal covering
tree is simply connected, not only does a geodesic ray’s cutting sequence record the
fundamental domains it visits, but it also uniquely determines (up to identification
of the origin) the sequence of lattice points (yko)
∞
k=0 through which the ray passes.
We endow ∂T with the following metric: for each ξ ∈ ∂T take d∂T (ξ, ξ) = 0,
and for distinct ξ, η ∈ ∂T with respective cutting sequences (ak)∞k=0 and (bk)∞k=0 we
take
d∂T (ξ, η) = θmin{k∈Z
+ : ak 6=bk}
for a given 0 < θ < 1. For practical purposes we shall choose θ to coincide with
our choice of constant for the metric dθ on Σ, the space of infinite reduced words.
There is an obvious bijection p between the lattice points Fo = {xo ∈ T : x ∈ F}
and the set of finite reduced words W ∗. We endow Fo with the metric that makes
p : Fo→W ∗ an isometry. We can extend the map p to p : Fo ∪ ∂T → Σ∗.
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Lemma 4.3.1. The map p : Fo ∪ ∂T → Σ∗ with
p|∂T : lim
n→∞x0x1 · · ·xno 7→ (xn)
∞
n=0
is a Ho¨lder continuous homeomorphism.
Proof. The properties of p|Fo are clear and so we need only consider p|∂T . For the
remainder of the proof, we shall write p for p|∂T . We first show that p is injective.
Suppose, for a contradiction, that the map p is not an injection. Then there exist
two distinct limit points ξ, η ∈ ∂T with p(ξ) = p(η). We recall that the limit
points correspond to two geodesic rays [o, ξ] and [o, η] that do not remain a bounded
distance apart and so have distinct cutting sequences. Since the respective cutting
sequences do not agree for all terms, by definition, p(ξ) and p(η) are distinct, a
contradiction. It is clear that the map p is a surjection since to any x = (xn)
∞
n=0 ∈ Σ
we can construct a geodesic ray in T by specifying the sequence (x0x1 · · ·xno)∞n=0 of
lattice points through which the geodesic ray, emanating from o ∈ T , passes. Recall
the definitions for the metrics d∂T and dθ. If we choose the same value of 0 < θ < 1
in the definitions for the metrics dθ and d∂T we find that p is an isometry and so p is
clearly Ho¨lder continuous. We note that both ∂T and Σ are compact metric spaces,
which is sufficent for the continuous bijection p to be a homeomorphism.
4.4 Patterson–Sullivan measures
In this section we provide an introductory exposition to a family of measures inti-
mately related to orbital counting functions. Let Dn be the n-dimensional unit ball
equipped with the hyperbolic metric. Let Γ be a finitely generated discrete group of
isometries acting properly discontinuously on Dn. In [47], Patterson considered the
structure of the limit sets of Fuchsian groups of the second kind without parabolic
elements in the Poincare´ disk; in particular, Patterson calculated the Hausdorff di-
mension of limits sets for these Fuchsian groups using a family of measures supported
on the Fuchsian group’s limit set.
Patterson’s measure construction was generalised by Sullivan, in [66], for
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Kleinian groups acting on n-dimensional hyperbolic space. We refer the reader
to [41] for an account of these measures, the Patterson–Sullivan measures, in this
setting. In [10] Coornaert extended the theory of Patterson–Sullivan measures to
the case of hyperbolic groups of isometries acting properly discontinuously and co-
compactly on a hyperbolic geodesic metric space. We refer the reader to [31] (Section
3), and the references therein, for an account of Patterson–Sullivan measures in the
generalised setting of CAT(−1) spaces.
We restrict our exposition to the construction of a Patterson–Sullivan mea-
sure for metric trees. As before, let G be a metric graph with fundamental group
F and universal covering tree T . For a prescribed base vertex o ∈ T , consider the
Dirichlet series
Π1(s) =
∑
x∈F
e−sdT (o,xo).
The abscissa of convergence of the series is the unique positive h ∈ R such that the
series converges absolutely for Re(s) > h and diverges for Re(s) < h. It is known
that the series diverges for s = h, cf. [20], and so we say the series is of divergence
type. In fact, h does not depend on the chosen base vertex o ∈ T and the value of
h coincides with the volume entropy of the tree T .
Let us first consider the family of measures µs, with s ∈ C, supported on
T ∪ ∂T given by
µs =
∑
x∈F e
−sdT (o,xo)δxo∑
x∈F e−sdT (o,xo)
where δxo is the Dirac measure supported at xo ∈ T . Take a sequence (sn)∞n=1
converging to h from above. Recall the Banach–Alaoglu theorem which states that
the closed unit ball dual space is compact in the weak* topology. By compactness,
there is a subsequence (snk)
∞
k=1 such that the measures µsnk converge weakly to
a limit µo as k → ∞, a Patterson–Sullivan measure. Since the series Π1(s) is
of divergence type, the measure µo is supported on the boundary ∂T . Changing
the prescribed point o ∈ T gives rise to a family of Patterson–Sullivan measures;
however, we need only work with the Patterson–Sullivan µo. To avoid confusion
with the notation µ0 for the measure of maximal entropy, we rename the Patterson–
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Sullivan measure µPS.
Because of the natural bijection between the set of finite reduced words W ∗
and the lattice points Fo, we shall find it useful to refer interchangeably to the
spaces Fo ∪ ∂T and Σ∗. This will permit us to avoid cumbersome notation when
referring to a function f : Σ∗ → R and its pull-back f ◦ p : Fo ∪ ∂T → R.
In the work that follows we establish the equidistribution limit with respect
to the measure µPS. We note first that because the set of lattice points Fo are dense
in the metric space Fo∪ ∂T , we can extend a function f : Fo→ R continuously on
the domain Fo∪∂T . Suppose that f : Fo∪∂T → R is a continuous function. Take
vertex o ∈ T as before. We write Πf (s) for the Poincare´ series
Πf (s) =
∑
x∈F
e−sdT (o,xo)f(xo).
Recall the based length function L : F → R given by L(x) = dT (o, xo).
Since, for each x ∈ F , L(x) is given by an orbital sum of the Ho¨lder function
r : Σ∗ → R, we can write the series Πf (s) in terms of the extended transfer operator
L−sr : Fθ(Σ∗,C)→ Fθ(Σ∗,C) so that
Πf (s) =
∞∑
n=0
Ln−srf(1).
Furthermore, since the family of measures µs converges weakly to µPS as s → h+,
for each continuous function f : Σ∗ → R we have
Πf (s)
Π1(s)
→
∫
f dµPS.
Recall that L−sr : Fθ(Σ,C) → Fθ(Σ,C) (with s ∈ R) has a strictly positive
eigenfunction ψs : Σ→ R associated to its maximal eigenvalue β(s). As previously
noted, we cannot apply results from the thermodynamic formalism directly for the
transfer operator L−sr : Fθ(Σ∗,C) → C(Σ∗,C); nevertheless, the operator also has
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a continuous eigenfunction ψ∗s : Σ∗ → R that satisfies
ψ∗s(x) =

ψs(x) if x ∈ Σ, and
1
β(s)
∑
σy=x
y 6=1
e−sr(y)ψ∗s(y) if x ∈W ∗.
Indeed, for s ∈ R the eigenfunction ψ∗s is the unique strictly positive solution to the
above equations (Lemma 6.1, [36]).
We make clear the connection between the Patterson–Sullivan measure µPS
and the eigenmeasure for the transfer operator.
Lemma 4.4.1. Suppose that f : Σ∗ → R is an element of Fθ(Σ∗,C) and s ∈ R.
Then as s→ h+,
Πf (s)
Π1(s)
→
∫
f dm.
where m is the eigenmeasure of the transfer operator L−hr.
We forewarn the reader of the notation of Rh1(1) in the next proof. Here
Rh1(1) denotes a projection of the function 1 : Σ
∗ → R, where 1(x) = 1 for each
x ∈ Σ∗, evaluated at the empty word 1 ∈W ∗.
Proof of Lemma 4.4.1. Suppose that s ∈ R and s > h. We decompose the transfer
operator L−sr into the projection Rs associated to the eigenspace spanned by the
eigenfunction ψ∗s associated to the eigenvalue β(s) and Qs = L−sr − β(s)Rs. The
spectral radius of Qs is strictly smaller than β(s). Then Πf (s) is given as follows:
Πf (s) =
∞∑
n=0
Ln−srf(1) =
∞∑
n=1
β(s)nRsf(1) +
∞∑
n=1
Qns f(1) + f(1).
Here the series
∑∞
m=1Q
n
s f(1) converges absolutely in the half plane Re(s) > h. The
convergence of the geometric series with terms β(s)nRsf(1) gives
Rsf(1)β(s)
1− β(s) = −
Rhf(1)
β′(h)(s− h) + φ1(s).
The function φ1(s) is analytic in a neighbourhood of h and vanishes at s = h, from
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which obtain the following ratio in the limit as s→ h+
Πf (s)
Π1(s)
→ Rhf(1)
Rh1(1)
.
We evaluate the ratio using the Ruelle–Perron–Frobenius Theorem and recover the
desired limit.
Since the family of Lipschitz functions is uniformly dense within the contin-
uous functions, the limit in Lemma 4.4.1 holds for all continuous functions, i.e. we
have weak* convergence of the family of measures µs, s ∈ C, with respect to the
eigenmeasure m. The following lemma is clear.
Lemma 4.4.2. The eigenmeasure m of the transfer operator L−hr is the pushfor-
ward of the Patterson–Sullivan measure, i.e. p∗µPS = m.
4.5 A complex generating function
In this section we give the proof of Theorem 4.1.1. For the benefit of the reader we
recall the definition of the counting function NBC (T ) given by
NBC (T ) = #{x ∈ C : L(x) ≤ T, xo ∈ S(B)}
and the statement of the result below.
Theorem 4.1.1. Suppose that G is a finite connected metric graph such that the
degree of each vertex is at least 3. Additionally we assume that there is a pair of
closed geodesics in G whose ratio of metric lengths is irrational. Let C be a non-
trivial conjugacy class in F . Let B be a Borel subset of ∂T . Then
lim
T→∞
NBC (T )
NC(T )
= µPS(B).
In order to prove Theorem 4.1.1 we shall establish the asymptotic behaviour
of NBC (T ) as T → ∞ in terms of the asymptotic result due to Kenison and Sharp
in Chapter 3 for NC(T ) as T → ∞. Indeed, our approach, studying the complex
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analytic properties of a related complex generating function, is a refinement of the
analysis in Chapter 3.
A non-trivial word α = α0 · · ·αn−1 with each αk ∈ A ∪ A−1 determines a
cylinder set [α] = {(xk)∞k=0 ∈ Σ: xk = αk, k ∈ {0, 1, . . . , n − 1}}. The subset [α] is
non-empty if and only if α is a reduced word representation of a non-trivial element
in F (so αk+1 6= α−1k ). From here on, when considering a cylinder set [α] we shall
always assume that α is a reduced word. The length of the cylinder set [α] is the
word length of α. The algebra formed from the cylinder sets in Σ generates the Borel
σ-algebra and each cylinder set is both closed and open in the topology induced by
the above metric on Σ.
Recall that a function f : Σ → R is said to be locally constant if there
exists an N ∈ N such that for any two elements x, y ∈ Σ with xn = yn for every
n ∈ {0, 1, . . . , N − 1} we have f(x) = f(y). Indeed, the connection between locally
constant functions and cylinder sets is clear: given a cylinder set [α] of length N ,
for any pair x, y ∈ [α] we have f(x) = f(y) if f considers only the first N terms in
a sequence.
In this section, we shall prove Theorem 4.1.1 for the subsets on the boundary
given by the pushforward of cylinder sets in Σ∗ and then give an approximation
argument to recover the result for a general Borel set.
In addition, to the cylinder subsets of Σ, we shall also refer to certain subsets
of Σ∗ as cylinder sets. A cylinder set, written [α] ⊂ Σ∗ with α = α0 · · ·αk−1 ∈ W ′k,
is a set of the form
[α] = {x ∈ Σ∗ : |x| ≥ k and xn = αn ∀n ∈ {0, . . . , k − 1}},
where |x| = ∞ for each x ∈ Σ. Thus (xn)∞n=0 ∈ Σ∗ is an element of [α] if xn = αn
for each n ∈ {0, . . . , k − 1}. We define the length of the cylinder set [α], written
|[α]|, to be the word length |α|.
Consider the counting function N
[α]
C (T ) (we shall drop the square brackets
and instead write NαC (T )). The sector S([α]) restricts precisely to those lattice
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points xo ∈ T with x ∈ [α]. So it is clear that
NαC (T ) = {x ∈ C : L(x) ≤ T, x ∈ [α]}.
In the exposition that follows we shall assume, without loss of generality,
that |[α]| = N with N the natural number from Lemma 2.5.2. We do not lose
any generality under this assumption because if |[α]| < N then we can decompose
[α] into a disjoint union of cylinder sets of length N and then consider the sum
of their respective counting functions in order to recover NαC (T ). In the case that
|[α]| > N we update the value of N , setting N = |[α]|, and the proof that follows
works verbatim.
We recall our earlier notation related to non-trivial conjugacy classes. Sup-
pose that C is a non-trivial conjugacy class in the free group F . Let Cn denote the
set of x ∈ C such that |x| = n and let k = min{|x| : x ∈ C} > 0. Clearly Cn is
non-empty if and only if n = k + 2m for m ∈ N. The set of g ∈ Ck are precisely
those elements in C whose reduced word representations are cyclically reduced. In
fact, if g = g1 · · · gk ∈ Ck then all the remaining elements of Ck are given by cyclic
permutations of the letters in g1 · · · gk.
The reduced word representation of each x ∈ C takes the form
x = wgw−1 = w1 · · ·wmg1 · · · gkw−1m · · ·w−11
with g = g1 · · · gk ∈ Ck; and w = w1 · · ·wm ∈ W ′m subject to the restriction wm 6=
g−1k , g1 in order that no pairwise cancellation occurs when concatenating w, g and
w−1. For a given g = g1 · · · gk, let W ′m(g) denote the set of elements w ∈ W ′m such
that wm 6= g−11 , gk.
We study the analytic properties of the generating function ηαC (s) given by
ηαC (s) =
∑
x∈C
e−sL(x)χα(x) =
∞∑
n=1
∑
x∈Cn
e−sL(x)χα(x).
Here the function χα : F → R is a characteristic function such that for x ∈ F with
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reduced word representation x0x1 · · ·xn−1, χα(x) = 1 if x0x1 · · ·xn−1 ∈ [α] and 0
otherwise.
Using the above decomposition of elements in the conjugacy class we have
ηαC (s) =
∑
g∈Ck
∞∑
m=0
∑
w∈W ′m(g)
e−sL(wgw
−1)χα(w).
Then, modulo the addition of an entire function, we use Lemma 3.3.1 to
write ηαC (s) as follows
ηαC (s) =
∑
g∈Ck
∑
y∈W ′N−1(g)
e−s(L(ygy
−1)−2L(y))
∞∑
m=N+1
∑
w∈W ′m
y=wm−N ···wm
e−2sL(w)χα(w).
We have the following equality using the family of matrices A2s from Section 4.2
∞∑
m=N+1
∑
w∈W ′m
y=wm−N ···wm
e−2sL(w)χα(w) = e−2sL(y)
∞∑
m=1
eTαA
m
2sey.
Here we write ex for the standard unit column vector with entry 1 in the term
indexed by x ∈WN−1.
We will find Lemma 3.3.2 useful in the next proposition. For convenience,
we restate Lemma 3.3.2 below.
Lemma 3.3.2. Let M ∈ Rd×d. Suppose that M has a simple eigenvalue β, and that
u and v are the associated left and right eigenvectors, normalised so that u · v = 1.
Then for each w ∈ Rd we can write w = (u ·w)v+ v, where v lies in the span of the
generalised right eigenvectors of M not associated to β.
Proposition 4.5.1. The generating function ηαC (s) is analytic in the half-plane
Re(s) > h/2, has a simple pole at s = h/2 with positive residue, and has an analytic
extension to a neighbourhood of Re(s) > h/2 save for the simple pole at s = h/2.
Proof. For σ ∈ R, the spectral radius of the matrix A2σ, given by β(2σ), is strictly
decreasing. Since β(h) = 0, the series
∑∞
m=1 e
T
αA
m
2σey converges absolutely for σ >
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h/2. It follows that the generating function ηαC (s) is analytic in the half-plane
Re(s) > h/2.
Now consider s ∈ C with s = h/2+it. The analyticity of ηαC (s) is determined
by the convergence of
∑∞
m=1 e
T
αA
m
2sey. By Wielandt’s Theorem, there are two cases
to consider, either
1. spr(Ah+2it) = spr(Bh+2it) = spr(Bh) = 1, in which case Ah+2it has a sim-
ple eigenvalue β(h + 2it) such that |β(h + 2it)| = β(h), whilst all the other
eigenvalues of Ah+2it are strictly smaller in modulus, or
2. spr(Ah+2it) = spr(Bh+2it) < 1.
In case (1), perturbation theory ensures that the simple maximal eigenvalue β(2s)
of A2s persists and varies analytically with s in a neighbourhood of h/2 + it; as
do the associated left and right eigenvectors u(2s) and v(2s). From the eigenvalue
decomposition in Lemma 3.3.2 we have
∞∑
m=1
eTαA
m
2sey =
∞∑
m=1
eTαA
m
2s(u(2s) · ey)v(2s) +
∞∑
m=1
eTαA
m
2sv(2s)
= (eTα · v(2s))(u(2s) · ey)
β(2s)
1− β(2s) + φ2(s),
where φ2(s) is analytic in a neighbourhood of h/2 + it. Thus ηC(s) is analytic in
a neighbourhood of h/2 + it unless β(h + 2it) = 1, which, by Lemma 3.2.7, occurs
only when t = 0.
In case (2), the result follows immediately: the series
∑∞
m=1 e
T
αA
m
2sey con-
verges; hence ηαC (s) is analytic for s in a neighbourhood of h/2 + it.
We now show that the pole at s = h/2 is simple and has positive residue.
The component of ηαC (s) that determines the analyticity at s = h/2 is the infinite
series
∑∞
m=1 e
T
αA
m
2sey that, modulo the addition of a function that is analytic in a
neighbourhood of s = h/2, we write as
(eTα · v(2s))(u(2s) · ey)
β(2s)
1− β(2s) =
(eTα · v(h))(u(h) · ey)
−2β′(h)(s− h/2) .
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The terms eTα · v(h) and u(h) · ey are both positive by definition. We also
know that β′(h) < 0 since β is strictly decreasing in R. We conclude that ηαC (s) has
positive residue at s = h/2.
For the required asymptotic result in Theorem 4.1.1 we interpret the residue
of the simple pole of ηαC (s) at s = h/2, given by (e
T
α · v(h))(u(h) · ey)/(−2β′(h)) in
terms of eigenfunctions of the transfer operator. Thus it makes sense that we first
make clear the connection between the family of weighted transition matrices Bs
and the transfer operator L−sr.
We write VN−1 ⊂ Fθ(Σ∗,C) for the finite dimensional subspace consisting
of locally constant functions depending on the first N − 1 coordinates. This has
dimension D := #W ′N−1. Then L−sr : VN−1 → VN−1 and the restriction of L−sr to
VN−1 can be identified with the action of Bs on CD.
By the Ruelle–Perron–Frobenius Theorem we have, as n→∞,
1
β(h)n
Ln−hrχα(y)→ ψh(y)
∫
χα dm = ψh(y)µPS([α]).
Since χα ∈ VN−1, we write the above limit in terms of the family of weighted
transition matrices as follows
1
β(h)n
eTαA
n
hey → (eTα · v(h))(u(h) · ey).
Here we note eTαA
n
hey = e
T
αB
n
hey. Thus we equate the limits (e
T
α · v(h))(u(h) · ey) =
ψh(y)µPS([α]) and so for s in a neighbourhood of h/2 we have, modulo the addition
of an analytic function,
ηαC (s) =
µPS([α])
−2β′(h)
∑
g∈Ck
∑
y∈W ′N−1(g)
e−hL(ygy
−1)ψh(y)
1
s− h/2 .
Since ηαC (s) is related to the counting function N
α
C (T ) via the Stieltjes integral
ηαC (s) =
∫ ∞
0
e−sT dNαC (T ),
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the asymptotic formula for NαC (T ) follows from the Ikehara–Wiener Tauberian the-
orem (Theorem 3.2.8). We conclude that, as T →∞,
NαC (T ) ∼ µPS([α])CehT/2.
Here C(C) > 0 independent of [α]. We obtain the main result for NC(T ) from the
previous chapter: we have NC(T ) ∼ CehT/2 as T →∞.
We now extend the asymptotic formula to all Borel subsets with the following
argument. Since the family of cylinder sets generate the Borel σ-algebra on the
probability space (Σ∗,m), given a Borel set B we ε-approximate B (in measure) by
collections of cylinder sets.
Suppose that U is a countable collection of disjoint cylinder sets then clearly
we have ∑
[α]∈U
NαC (T ) ∼ µPS
( ⋃
[α]∈U
[α]
)
CehT/2.
as T → ∞. We can find U ,U ′ collections of disjoint cylinder sets such that⋃
[α]∈U [α] ⊆ B ⊆
⋃
[α]∈U ′ [α] and by regularity
µPS(B)− ε ≤ µPS
( ⋃
[α]∈U
[α]
)
≤ µPS
( ⋃
[α]∈U ′
[α]
)
≤ µPS(B) + ε.
Clearly
∑
[α]∈U N
α
C (T ) ≤ NBC (T ) ≤
∑
[α]∈U ′ N
α
C (T ) and so, since ε > 0 was arbitrar-
ily chosen, we have the asymptotic formula NBC (T ) ∼ µPS(B)CehT/2 as T → ∞.
Thus
lim
T→∞
NBC (T )
NC(T )
= µPS(B),
the desired limit for Theorem 4.1.1.
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Chapter 5
Asymptotic statistics in
conjugacy classes for free groups
5.1 Introduction
In the introduction to this thesis we stated two results, Theorems 1.4.2 and 1.4.3,
for a convex compact action of a free group on a CAT(−1) space where we consider
only those elements in a non-trivial conjugacy class of the group. We now state
state the technical result from which Theorem 1.4.2 follows. We consider functions
Θ : F → R which satisfy the following two asssumptions.
(A1) There exists a Ho¨lder continuous function f : Σ∗ → R so that Θ(x) = fn(x)
for each x ∈W ′n with n ≥ 0, and
(A2) Θ(x) = Θ(x−1).
We will prove the following theorem.
Theorem 5.1.1. Suppose that Θ : F → R satisfies assumptions (A1) and (A2).
There exists Θ ∈ R such that
lim
m→∞
1
#Ck+2m
∑
x∈Ck+2m
Θ(x)
k + 2m
= Θ.
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Furthermore, Θ =
∫
f dµ0. Here µ0 is the measure of maximal entropy for the
subshift of finite type Σ∗ supported on Σ.
We remark that, without the restriction to the conjugacy class, the analogous
result
lim
m→∞
1
#W ′m
∑
x∈W ′m
Θ(x)
m
= Θ
holds subject only to assumption (A1). This follows from the analysis in [54] or
from a large deviations argument following the ideas of Kifer [34] as employed in
[52]. Thus the measure of maximal entropy µ0 describes the asymptotic distribution
of pre-images. Specifically, for each m ≥ 1, define a measure µm by
1
#W ′m
∑
x∈W ′m
fm(x)
m
=
∫
f dµm
then we have weak* convergence of µm to µ0 as m → ∞: for each continuous
function f : Σ∗ → R we have
lim
m→∞
∫
f dµm =
∫
f dµ0.
This distribution result for pre-images in Σ∗ is analogous to the asymptotic distri-
bution of periodic points for mixing subshifts of finite type (cf. Theorem 8.17, [67]).
By the asymptotic distribution of periodic points for mixing subshifts of finite type,
we mean the weak* convergence of the orbital measures
1
# Fixn
∑
x∈Fixn
δx
to the measure of maximal entropy µ0 as n→∞.
We also establish a central limit theorem over the elements of a non-trivial
conjugacy class in the free group. In addition to assumptions (A1) and (A2), we
require a third assumption.
(A3) The function Θ(·)−Θ| · | : F → R is unbounded.
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Before we prove the next lemma, let us recall the constant σ2f , defined in
Proposition 2.3.1, given by
d2P (tf)
dt2
∣∣∣∣
t=0
= σ2f := limn→∞
1
n
∫ (
fn(x)− n
∫
f dµ0
)2
dµ0.
Lemma 5.1.2. Let Θ and f be as in (A1). Then Θ(·)−Θ| · | is bounded if and only
if f |Σ is cohomologous to a constant.
Proof. For simplicity, we will write f |Σ = f . If Θ(·) − Θ| · | is bounded then{
fn(x)− n ∫ f dµ0 : x ∈W ′n, n ≥ 1} is a bounded set. Since f is Ho¨lder continuous,
we also have that
{
fn(x)− n ∫ f dµ0 : x ∈ Σ, n ≥ 1} is bounded too. In particu-
lar,
(
fn − n ∫ f dµ0)2 /n converges uniformly to zero and it is easy to deduce that
σ2f = 0. Therefore, by Proposition 2.3.1, f is cohomologous to a constant.
On the other hand, if f is cohomologous to a constant then, again by
Ho¨lder continuity, {Θ(x) − Θ|x| : x ∈ F} = {fn(x)− n ∫ f dµ0 : x ∈W ′n, n ≥ 1}
is bounded.
By Lemma 5.1.2, assumption (A3) is necessary and sufficient for σ2f > 0. It is
well-known (cf. [44], Chapter 4) that if f : Σ→ R is not cohomologous to a constant
then the deterministic process f ◦ σn, n ≥ 1 satisfies a central limit theorem with
respect to µ0. More precisely, we mean that the sequence (f
n(x) − n ∫ f dµ0)/√n
converges in distribution to a Gaussian random variable N(0, σ2f ) [9], i.e., for a ∈ R
lim
n→∞µ0
{
x ∈ Σ:
(
fn(x)− n
∫
f dµ0
)
/
√
n ≤ a
}
=
1√
2piσf
∫ a
−∞
e−t
2/2σ2 dt.
Analogous results hold periodic points of σ : Σ→ Σ [9] and, by adapting the
proof, for pre-images of a given point.
Restricting to a non-trivial conjugacy class we have the following result.
Theorem 5.1.3. Suppose that Θ : F → R satisfies assumptions (A1), (A2) and
(A3). Then the sequence of real-valued functions (Gm)∞m=1 defined by
Gm(a) =
1
#Ck+2m
#
{
x ∈ Ck+2m :
(
Θ(x)−Θ(k + 2m))/√k + 2m ≤ a}
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converges to the distribution function of a normal random variable with mean 0 and
positive variance 2σ2f .
We note the limiting distribution function is independent of the choice of non-
trivial conjugacy class. Further, it is interesting that the variance of the limiting
function in Theorem 5.1.3 is twice the variance of the limiting function when we do
not restrict elements x ∈ F to a non-trivial conjugacy class.
Let F be a free group on l ≥ 2 generators acting convex co-compactly on a
CAT(−1) space (X, d) and a non-trivial conjugacy class C as before. Recall The-
orems 1.4.2 and 1.4.3 from the introductory chapter, which we repeat below for
convenience. Given a free generating set A = {a1, . . . al} of the free group F , there
is a finite positive constant λ ∈ R such that for any arbitrarily chosen basepoint
o ∈ X the following holds.
Theorem 1.4.2. We have the limit
lim
m→∞
1
#Ck+2m
∑
x∈Ck+2m
d(o, xo)
k + 2m
= λ.
Subject to an additional non-degeneracy condition we have a central limit
theorem.
Theorem 1.4.3. Suppose that the set {d(o, xo)− λ|x| : x ∈ F} is unbounded then
lim
n→∞
1
#Ck+2m
{
x ∈ Ck+2m : d(o, xo)− λ(k + 2m)√
k + 2m
≤ a
}
=
1
2
√
piσ
∫ a
−∞
e−t
2/4σ2 dt.
Proof of Theorems 1.4.2 and 1.4.3. Suppose that the free group F act convex co-
compactly on a CAT(−1) space (X, d). Then it was shown in [56] that Θ(x) :=
d(o, xo) satisfies (A1). (In fact, the result in [56] is stated when X is a simply con-
nected manifold with bounded negative curvatures, but the proof only requires we
assume (X, d) is CAT(−1).) Assumption (A2) is clearly satisfied. Therefore, Theo-
rem 1.4.2 follows from Theorem 5.1.1. Furthermore, the additional non-degeneracy
assumption on d(o, xo) in Theorem 1.4.3 is equivalent to assumption (A3) by Lemma
5.1.2. Thus Theorem 1.4.3 similarly follows from Theorem 5.1.3.
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In [9], Coelho and Parry established a central limit theorem for Ho¨lder con-
tinuous functions on a subshift of finite type ΣA with aperiodic transition matrix
A. Let f, g : ΣA → R be real-valued Ho¨lder continuous functions and m the equi-
librium state of g. We suppose that g is normalised, σ2f > 0 and
∫
f dm = 0.
The authors’ analysis used perturbations of the transfer operator Lg of the form
Lg+itf/
√
n. For small perturbations, the operator Lg+itf/
√
n has a simple maximal
eigenvalue eP (g+itf/
√
n) and crucially
lim
n→∞ e
nP (g+itf/
√
n) = e−t
2σ2f/2.
Coelho and Parry deduced that the distribution function
Hn(a) = m{y ∈ ΣA : fn(y)/
√
n < a}
converges as n → ∞ to the distribution of a normal random variable with mean 0
and variance σ2f . The authors also gave the error term O(1/
√
n) for the speed of
convergence. The authors’ deduction followed from the convergence of the sequence
of Fourier transformations associated to the distribution functions (see Theorem
5.3.1). The authors found it useful to write the sequence of Fourier transformations
in terms of enP (g+itf/
√
n) since e−t
2σ2f/2 is the Fourier transform of a normal distri-
bution with mean 0 and variance σ2f . The transfer operator method employed by
the Coelho and Parry is convenient in this setting: the Fourier transform of Hn is
given by ∫
eitf
n(x)/
√
n dm =
∫
Lng+itf/
√
n1 dm.
We say f : ΣA → R is non-lattice if f is not cohomologous to a function
a+ bψ where a, b ∈ R and ψ : ΣA → Z. Under the additional assumption that f is
non-lattice Coelho and Parry achieved a more precise error term estimate o(1/
√
n).
Coelho and Parry [9] also gave a central limit theorem for orbital measures
(Theorem 5, [9]) that is close to the result in Theorem 5.1.3. We give a brief account
of their analysis: let us assume that f, g : ΣA → R are Ho¨lder continuous functions
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such that g is normalised with equilibrium state m. We also assume that σ2f > 0
and
∫
f dm = 0 as before. Let Fixn = {x ∈ ΣA : σnx = x} and let (mn)∞n=1 be the
sequence of orbital measures so that
∫
k dmn =
∑
x∈Fixn k(x)e
gn(x)∑
x∈Fixn e
gn(x)
.
The sequence (mn)
∞
n=1 converges weak* to the equilibrium state m (cf. [60]). The
authors showed that the sequence of distribution functions mn{y ∈ Σ: fn(y)/
√
n <
a} converges as n→∞ to the distribution of a normal random variable with mean
0 and variance σ2f . Again, by Theorem 5.3.1 it sufficed to show that as n → ∞ we
have the following convergence of the Fourier transformations
∑
x∈Fixn e
gn(x)+itfn(x)/
√
n∑
x∈Fixn e
gn(x)
→ e−σ2f t2/2.
Much work has been done establishing central limit theorems for functions
acting on hyperbolic groups. For example, let F be a free group generated by l ≥ 2
elements and consider the abelianization homomorphism [·] : F → F/[F, F ] ∼= Zl.
It is interesting to consider the distribution of the images under the mapping [·] of
the elements W ′n in Zl. Indeed, Rivin proved a central limit theorem in this setting
[58].
Horsham and Sharp [24] (see also [23]) proved central limit results for quasi-
morphisms on free groups. A function ϕ : F → R is a quasimorphism if there exists
a constant D ≥ 0 so that for each x, y ∈ F , |ϕ(xy) − ϕ(x) − ϕ(y)| ≤ D. It is clear
that if a function ϕ is either a homomorphism or a bounded function then ϕ is a
quasimorphism and it is easily shown that quasimorphisms are bounded on conju-
gacy classes. The authors used the thermodynamic formalism for subshifts of finite
type to establish central limit theorems for quasimorphisms. We note Rivin’s com-
binatorial method, involving cyclic counting properties, for homomorphisms does
not generalise for maps such as quasimorphisms. Calegari and Fujiwara [8] prove a
central limit theorem for quasimorphisms on Gromov hyperbolic groups, but have
more restrictions on the regularity of the quasimorphism.
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Example 5.1.4. Brooks gave the following construction, in [6], for a family of
quasimorphisms on free groups that are not generally homomorphisms. Let ς be a
reduced word inW ∗ and ϕς : F → Z the map such the ϕς(x) is given by the difference
between the number of occurances of ς and ς−1 as a subword in the reduced word
representation of x. Then ϕς is a quasimorphism [6].
Remark 5.1.5. We briefly comment on the asymptotic statistics in Theorems 5.1.1
and 5.1.3 and discuss the inclusion of assumption (A2) when we restrict the group
elements to a non-trivial conjugacy class. Indeed, assumption (A2) is crucial in our
proofs of Theorems 5.1.1 and 5.1.3 and so it is worth considering the necessity and
sufficiency of this assumption.
By definition, a homomorphism Θ : F → R of the free group satisfies Θ(x) =
−Θ(x−1) for each x ∈ F and so certainly does not satisfy (A2). We make two
observations for homomorphisms related to Theorems 5.1.1 and 5.1.3.
We first observe that in the case that Θ : F → R is a homomorphism or,
more generally, a quasimorphism the limit
lim
m→∞
1
#W ′m
∑
x∈W ′m
Θ(x)
m
= 0
follows from the trivial observation that x ∈W ′m if and only if x−1 ∈W ′m. Moreover,
the limit is still 0 when we restrict the group elements to a non-trivial conjugacy
class; however, in this instance the limit holds because quasimorphisms are bounded
on conjugacy classes. We cannot comment in general on the existence of the limit
when we do not assume (A2).
From our first observation, we note that homomorphisms, and more generally
quasimorphisms, that satisfy (A1) have
∫
f dµ0 = 0. Thus when considering central
limit theorems related to homomorphisms we do not need to normalise to obtain a
mean zero function.
A central limit theorem holds for non-zero homomorphisms on F and, more
generally, for unbounded Ho¨lder quasimorphisms (cf. [23]); however, the same cannot
be said when we restrict the group elements to a non-trivial conjugacy class C. This
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observation follows from the fact that homomorphisms are constant on conjugacy
classes (and, in the more general case, quasimorphisms are bounded on conjugacy
classes). If Θ : F → R is a homomorphism, or quasimorphism, we have the following
limit:
lim
m→∞
1
#Ck+2m
#{x ∈ Ck+2m : Θ(x)/
√
k + 2m ≤ a} =

0 if a < 0,
1 if a > 0.
For a homomorphism Θ : F → R the limit when a = 0 depends on the sign of Θ
when restricted to the conjugacy class C.
5.2 Proof of Theorem 5.1.1
In this section we prove the following asymptotic result.
Theorem 5.1.1. Let C be a non-trivial conjugacy class in the free group F such
that the cyclically reduced words in C have word length k > 0. Suppose that the
function Θ : F → R satisfies assumptions (A1) and (A2). Then we have the limit
lim
m→∞
1
#Ck+2m
∑
x∈Ck+2m
Θ(x)
k + 2m
= Θ.
Moreover, Θ =
∫
f dµ0 where µ0 is the measure of maximal entropy for the subshift
of finite type Σ∗ supported on Σ and f : Σ∗ → R is the Ho¨lder continuous function
from assumption (A1).
In order to prove Theorem 5.1.1, we introduce a generating function ηC(s, z)
on two complex variables given by
ηC(s, z) =
∞∑
m=0
zk+2m
∑
x∈Ck+2m
esΘ(x) =
∞∑
m=0
zk+2m
∑
g∈Ck
∑
w∈W ′m(g)
esf
k+2m(w−1gw).
We prove the theorem by studying the asymptotic behaviour, as m → ∞, of the
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coefficients of zk+2m in the power series
∂
∂s
ηC(s, z)
∣∣∣∣
s=0
=
∞∑
m=0
zk+2m
∑
x∈Ck+2m
Θ(x).
For convenience, in the work that follows we shall interchangeably refer to
elements x ∈ F and the associated element of the sequence space x ∈ Σ∗. We will
find the following bound useful.
Lemma 5.2.1. Suppose that f ∈ Fθ(Σ∗,C), g ∈ Ck and w ∈ W ′m(g) then there
exists a constant K > 0, independent of w, such that
|fk+2m(w−1gw)− fm(w)− fk(g)− fm(w−1)| ≤ K.
Proof. We have fk+2m(w−1gw) = fm(w−1gw) + fk(gw) + fm(w). Thus
|fk+2m(w−1gw)− fm(w)− fk(g)− fm(w−1)|
≤ |fm(w−1gw)− fm(w−1)|+ |fk(gw)− fk(g)| ≤ 2|f |θθ
1− θ
and we are done.
By Lemma 5.2.1,
exp(sfk+2m(w−1gw)) = exp
(
s(fm(w) + fk(g) + fm(w−1))
)
+ sκw + ξw(s)
where κw = f
k+2m(w−1gw)−fm(w)−fk(g)−fm(w−1) is uniformly bounded in W ∗
(by Lemma 5.2.1) and ξw(s) = s
2ζw(s), with ζw(s) an entire function. Combining
the above approximation with assumption (A2) we have
ηC(s, z) =
∞∑
m=0
zk+2m
∑
g∈Ck
∑
w∈W ′m(g)
es(f
k(g)+2fm(w)) + δ(s, z)
where
δ(s, z) =
∞∑
m=0
zk+2m
∑
g∈Ck
∑
w∈W ′m(g)
sκw + ξw(s).
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Let χg : Σ
∗ → R be the locally constant function given by
χg((wn)
∞
n=0) =

0 if w0 = g1, g
−1
k , and
1 otherwise.
We introduced the function χg in order to write ηC(s, z) in terms of the transfer
operator. We have
ηC(s, z) =
∑
g∈Ck
esf
k(g)
∞∑
m=0
zk+2m
∑
w∈W ′m
e2sf
m(w)χg(w) + δ(s, z),
=
∑
g∈Ck
esf
k(g)
∞∑
m=0
zk+2m(Lm2sfχg)(1) + δ(s, z).
Thus the power series
∑∞
m=0 z
k+2m
∑
x∈Ck+2m Θ(x) can be written in terms
of the transfer operator since
∂
∂s
ηC(s, z)
∣∣∣∣
s=0
=
∑
g∈Ck
∞∑
m=0
∂
∂s
zk+2m(Lm2sfχg)(1)
∣∣∣∣
s=0
+
∑
g∈Ck
fk(g)
∞∑
m=0
zk+2m(Lm0 χg)(1) +
∂
∂s
δ(s, z)
∣∣∣∣
s=0
.
We analyse the growth of the coefficients of the power series in the following
sequence of lemmas.
Lemma 5.2.2. The coefficients of zk+2m in the power series
∑∞
m=0 z
k+2m(Lm0 χg)(1)
grow with order O(emh) where h = P (0).
The coefficients in the next lemma grow with the same order.
Lemma 5.2.3. The coefficients of zk+2m in the power series ∂∂sδ(s, z)
∣∣
s=0
grow with
order O(emh).
Proof. Since, for each w ∈W ∗, ξ′(0) = 0,
∂
∂s
δ(s, z)
∣∣∣∣
s=0
=
∞∑
m=0
zk+2m
∑
g∈Ck
∑
w∈W ′m(g)
κw.
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For each w ∈ W ∗ we have κw ≤ K. Thus the coefficient of zk+2m is bounded in
modulus by
∑
g∈Ck
∑
w∈W ′m(g)
K = K#Ck+2m = K(2l − 2)(2l − 1)m−1#Ck = O(emh),
from which the lemma follows.
We decompose the transfer operator Lsf into the projection Rs associated
to the eigenspace spanned by the eigenfunction associated to the eigenvalue eP (sf)
and Qs = Lsf − eP (sf)Rs. For s ∈ C in a neighbourhood of s = 0, the operators Rs
and Qs are analytic. We use this operator decomposition to obtain the estimates in
the next two lemmas.
Lemma 5.2.4. The coefficients of zk+2m in the power series
∂
∂s
∑
g∈Ck
∞∑
m=0
zk+2mQm2sχg(1)
∣∣∣∣∣∣
s=0
grow with order O(em(h−ε)) for some ε > 0.
Proof. Suppose that s ∈ C such that 0 ≤ |s| < δ1 then, by perturbation theory, if δ1
is sufficiently small each perturbed operator L2sf has a simple maximal eigenvalue
eP (2sf); moreover, the upper semi-continuity of the spectrum ensures the spectral
gap between eP (2sf) and the remainder of the spectrum of L2sf persists. Thus, for
|s| < δ1, there exists ε1(δ1) > 0 such that
lim sup
m→∞
‖Qm2s‖1/m ≤ eh−ε1 .
We consider the analyticity of the series
∑
g∈Ck
∞∑
m=0
zk+2mQm2sχg(1).
Suppose that we fix z ∈ C such that |z| < e−h+ε1 , then the series converges for each
s ∈ C with |s| < δ1. Meanwhile, given s ∈ C such that |s| < δ1 the series converges
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for each z ∈ C with |z| < e−h+ε1 . Thus, by Hartogs’ theorem (Theorem 1.2.5, [35]),
the series converges analytically in the polydisk {s ∈ C : |s| < δ1} × {z ∈ C : |z| <
e−h+ε1}. Thus the power series
∂
∂s
∑
g∈Ck
∞∑
m=0
zk+2mQm2sχg(1)
∣∣∣∣∣∣
s=0
is analytic for |z| < e−h+ε1 and so we estimate the coefficients of the power series
by O(em(h−ε)) with 0 < ε < ε1.
There is one power series left to study.
Lemma 5.2.5. Let P ′(0) denote the derivative of the function P (sf) evaluated at
s = 0. The coefficient of zk+2m in the power series
∂
∂s
∞∑
m=0
zk+2memP (2sf)R2sχg(1)
∣∣∣∣∣
s=0
is 2memhP ′(0)R0χg(1) +O(emh).
Proof. We have
∂
∂s
∞∑
m=0
zk+2memP (2sf)R2sχg(1)
∣∣∣∣∣
s=0
=
∞∑
m=0
zk+2m2memhP ′(0)R0χg(1) +
∞∑
m=0
zk+2memh
∂
∂s
R2sχg(1)
∣∣∣∣
s=0
,
from which the result follows.
Combining the above lemmas, we estimate the growth of the coefficients of
∂
∂sηC(s, z)
∣∣
s=0
by ∑
g∈Ck
2memhP ′(0)R0χg(1) +O(emh).
Returning to Theorem 5.1.1 we now have
1
#Ck+2m
∑
x∈Ck+2m
Θ(x)
k + 2m
=
2m
k + 2m
P ′(0)
emh
#Ck+2m
∑
g∈Ck
R0χg(1) +O(1/m).
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Thus we have
lim
m→∞ e
−mh ∑
x∈Ck+2m
Θ(x)
k + 2m
=
∫
f dµ0
∑
g∈Ck
R0χg(1).
If we substitute f : Σ∗ → R given by f(x) = 1 for each x ∈ Σ∗ into the preceding
limit we obtain
lim
m→∞
#Ck+2m
emh
=
∑
g∈Ck
R0χg(1).
Hence we have the desired result
lim
m→∞
1
#Ck+2m
∑
x∈Ck+2m
Θ(x)
k + 2m
=
∫
f dµ0.
5.3 Proof of Theorem 5.1.3
In this section we prove Theorem 5.1.3, which we recall below for convenience.
Theorem 5.1.3. Suppose that the function Θ : F → R satisfies assumptions (A1),
(A2) and (A3). Then the sequence (Gm)∞m=1 of distribution functions given by
Gm(a) =
1
#Ck+2m
#
{
x ∈ Ck+2m : (Θ(x)−Θ(k + 2m))/
√
k + 2m ≤ a
}
converges to the distribution function of a normal random variable with mean 0 and
variance 2σ2f .
We recall the definition for the Fourier transform (sometimes called the char-
acteristic function) of a distribution function. The Fourier transform ϕ of a distri-
bution function F is defined by
ϕ(t) =
∫ ∞
−∞
eitx dF (x).
For example, the distribution function of a normal random variable with
mean µ and variance σ2 has the Fourier transform exp{itµ− t2σ2/2} (cf. [16]) and
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the Fourier transform of the distribution function
Gm(a) =
1
#Ck+2m
#
{
x ∈ Ck+2m : (Θ(x)−Θ(k + 2m))/
√
k + 2m ≤ a
}
is given by
ϕm(t) =
1
#Ck+2m
∑
x∈Ck+2m
eit(Θ(x)−Θ(k+2m))/
√
k+2m.
The following theorem (cf. Theorem 2, Chapter XV §3, [16]), which plays a
crucial role in our proof of Theorem 5.1.3, connects the convergence of a sequence
of distribution functions to the convergence of the associated sequence of Fourier
transforms.
Theorem 5.3.1 (Continuity Theorem). Let (Fn)∞n=1 be a sequence of distribution
functions and let (ϕn)
∞
n=1 be the sequence of their respective Fourier transforms. If
(Fn)∞n=1 converges to the distribution function F then the sequence (ϕn)∞n=1 con-
verges pointwise to a function ϕ, the Fourier transform of F . Conversely, if (ϕn)∞n=1
converges pointwise to a function ϕ which is continuous in a neighbourhood of 0,
then ϕ is the Fourier transform of a distribution function F and, in addition, the
sequence of distribution functions (Fn)∞n=1 converges to F .
Suppose that Θ satisfies (A1), (A2) and (A3). By replacing Θ with Θ − Θ
(which still satisfies the three assumptions) or, equivalently, f with f − ∫ f dµ0, we
may assume without loss of generality that Θ =
∫
f dµ0 = 0. This reduction does
not change the variance. We may then write
ϕm(t) =
1
#Ck+2m
∑
x∈Ck+2m
eitf
k+2m(x)/
√
k+2m.
We recall the approximation, which we obtain from Lemma 5.2.1,
exp(sfk+2m(w−1gw)) = exp
(
s(2fm(w) + fk(g))
)
+ sκw + ξw(s).
Here κw = f
k+2m(w−1gw)− 2fm(w)− fk(g) is uniformly bounded for w ∈W ∗ and
ξw(s) is an entire function such that ξw(0) = 0. Using the above approximation, we
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write the Fourier transform ϕm(t) as the sum of a leading term plus an error term:
1
#Ck+2m
∑
g∈Ck
eτf
k(g)/2
∑
w∈W ′m(g)
eτf
m(w) + ρm(t),
where τ = 2it/
√
k + 2m, and the error term ρm(t) is given by
ρm(t) =
1
#Ck+2m
∑
g∈Ck
∑
w∈W ′m(g)
itκw√
k + 2m
+ ξw(it/
√
k + 2m).
Since the bound on κw is uniform and ξw(0) = 0, we find that ρm(t)→ 0 as m→∞.
Meanwhile, we rewrite the leading term using the transfer operator
1
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Lmτfχg(1).
For sufficiently large m, the simple maximal eigenvalue eP (τf) of the perturbed
operator Lτf persists and also plays a crucial role in determining the limit of ϕm(t)
as m → ∞. Before we prove the limit, we first analyse the pressure function and
establish a preliminary limit for em(P (τf)−h) as m→∞.
Recall that the pressure function P (sf) is analytic in a neighbourhood of
s = 0. For the remainder of the chapter we let P (k)(0) denote the kth derivative
of the function P (sf) evaluated at s = 0. By analyticity we can choose ε > 0 such
that if |s| < ε then
P (2sf) =
∞∑
k=0
P (k)(0)
k!
(2s)k = h+ 2σ2fs
2 + s3ϑ(s)
for some function ϑ(s) that is analytic in a neighbourhood of s = 0 and we note,
by assumption, P ′(0) =
∫
f dµ0 = 0. For sufficiently large m ∈ N, with τ =
2it/
√
k + 2m as before, we have
(k + 2m)P (τf) = (k + 2m)h− 2σ2f t2 −
4it3ϑ(τ)
3
√
k + 2m
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and so
e(k+2m)P (τfd)
e(k+2m)h
= e−2σ
2
f t
2
exp
{
− 4it
3ϑ(τ)
3
√
k + 2m
}
,
from which the next proposition and corollary follow.
Proposition 5.3.2. We have the following limit
lim
m→∞
e(k+2m)P (τf)
e(k+2m)h
= e−2σ
2
f t
2
.
We shall use the notation β(τ) = eP (τf) and β(0) = eh in the proof of
Proposition 5.3.4.
Corollary 5.3.3. We have the limit
lim
m→∞
β(τ)m
β(0)m
= e−σ
2
f t
2
.
Proposition 5.3.4. The limit of ϕm(t) as m→∞ is e−σ
2
f t
2
where σ2f = P
′′(0).
Proof. Written in terms of the transfer operator and a null sequence (ρm(t))
∞
m=0,
the transform ϕm(t) is equal to
1
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Lmτfχg(1) + ρm(t).
We recall the decomposition of the transfer operator into Lsf = β(s)Rs + Qs. For
sufficiently large m ∈ N, with τ = 2it/√k + 2m as before, the leading term is given
by
β(τ)m
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Rτχg(1) +
1
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Qmτ χg(1).
Let r(Qτ ) denote the spectral radius of Qτ . The bound r(Qτ ) < |β(τ)| gives
‖β(τ)−mQmτ ‖ = O(κm) for some κ ∈ (0, 1) and so we have
1
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Qmτ χg(1) = O
(
β(τ)m
β(0)m
κm
)
.
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By Corollary 5.3.3 we have limm→∞ β(τ)m/β(0)m = e−σ
2
f t
2
and so
lim
m→∞
1
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Qmτ χg(1) = 0.
We now turn our attention to the asymptotic behaviour of the term
β(τ)m
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Rτχg(1).
In order to approximate this term, we first write the projection Rτ in terms of R0.
Since the projection is analytic in a neighbourhood of 0 we have, for sufficiently large
m, eτf
k(g)/2Rτχg(1) = R0χg(1) +O(t/
√
k + 2m). Second, we recall that #Ck+2m =
(β(0)− 1)β(0)m−1#Ck and so
β(τ)m
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Rτχg(1) =
β(τ)m
#Ck+2m
∑
g∈Ck
R0χg(1) +O
(
β(τ)mt
β(0)m
√
k + 2m
)
.
We recall the limit
lim
m→∞
#Ck+2m
β(0)m
=
∑
g∈Ck
R0χg(1)
and so, together with the above approximation, we find the limit of ϕm(t) as m→∞
is given by
lim
m→∞
β(τ)m
#Ck+2m
∑
g∈Ck
eτf
k(g)/2Rτχg(1) = lim
m→∞
β(τ)m
β(0)m
= e−σ
2
f t
2
,
which is the desired result.
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Chapter 6
Further Research
In this short chapter I describe avenues for further research related to the original
work in this thesis.
6.1 Orbit counting in conjugacy classes
We have established orbit counting results in the setting of metric graphs. It is
worthwhile pursuing orbit counting results for negatively curved convex co-compact
surfaces whose fundamental groups are free. After this, a potential next step is
to consider compact negatively curved surfaces. We note Huber [26] considered
compact surfaces with constant negative curvature.
Let M˜ be the universal cover of a negatively curved convex co-compact sur-
face M (or even a manifold if there are closed geodesics whose lengths have irrational
ratio). Let x˜ ∈ M˜ be a lift of a fixed x ∈M . We denote by gx˜ ∈ M˜ the translation
of x˜ by the element g ∈ pi1(M,x). Let h > 0 be the topological entropy of the
geodesic flow on T1M . For surfaces with variable negative curvature, it was shown
in [53] that there exists c > 0 such that as T →∞,
#{g ∈ pi1(M,x) : d(x˜, gx˜) ≤ T} ∼ cehT .
We note a gap in the argument was filled in [11].
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Let C be a non-trivial conjugacy class of elements in pi1(M,x). Let us consider
the orbit counting in conjugacy classes problem in this setting. As in the case of
metric graphs, we might expect the exponential growth rate in the asymptotic to
half when we restrict the group elements to a non-trivial conjugacy class, i.e. there
exists a positive constant C(C) such that #{g ∈ C : d
M˜
(x˜, gx˜) ≤ T} ∼ CehT/2 as
T →∞.
In order to describe some of the challenges we expect to encounter, we recall
our previous setting of metric graphs. Recall the based length function L : F → R
given by L(g) = dT (o, go) for a prescribed vertex o ∈ T . Our approach constructs a
locally constant function r : Σ∗ → R, i.e. there exists an N ∈ N such that for any pair
x, y ∈ Σ∗ with xn = yn for every 0 ≤ n ≤ N we have r(x) = r(y), on both finite and
infinite reduced words whose sums over periodic orbits encode the lengths of closed
geodesics in the metric graph. We note a locally constant function is necessarily
Ho¨lder continuous. In our setting the fundamental group of each metric graph is a
free group and so it is natural to approach such problems using tools from symbolic
dynamics since the conjugacy classes of free groups are particularly susceptible to
symbolic encoding.
It is reasonable to expect that a negatively curved convex co-compact surface
M whose fundamental groups are free is also susceptible to the symbolic techniques
we employ for metric trees. If we take the same approach as before, then some of
the additional difficulty in this setting arises from the symbolic encoding: we would
construct a Ho¨lder continuous function r : Σ∗ → R, but this function is not locally
constant.
6.2 Asymptotic statistics
One goal of further research is to remove (A2) from the list of assumptions in
Theorems 5.1.1 and 5.1.3. If it is possible to prove the asymptotic
lim
m→∞
1
#Ck+2m
∑
g∈Ck
Θ(x)
k + 2m
=
∫
f dµ0
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without (A2) then equidistribution with respect to µ0, the measure of maximal
entropy, holds for each non-trivial conjugacy class in F .
We have considered statistical properties for free groups acting convex co-
compactly on hyperbolic space. It is worth investigating whether these statistical
properties hold in the more general setting of negatively curved convex co-compact
surfaces. We first give some historical context for the problem.
Let M be a compact surface with constant negative curvature and gt :
T1M → T1M the geodesic flow. Let λ(γ) be the least period of a closed orbit γ of
the flow and by λf (γ) the integral of a Ho¨lder continuous function f : T1M → R on
γ so that
λf (γ) =
∫ λ(γ)
0
f(gtx) dt
for x ∈ γ. Bowen [3] showed that the closed orbits of the geodesic flow are equidis-
tributed according to µ the measure of maximal entropy. By equidistribution, we
mean the following limit holds
lim
T→∞
∑
{γ : λ(γ)≤T} λf (γ)∑
{γ : λ(γ)≤T} λ(γ)
→
∫
f dµ.
Since each conjugacy classes in pi1(M,x) has an associated closed geodesic.
Thus when we consider asymptotics in conjugacy classes we instead study based
geodesic loops in the manifold.
Let M be a negatively curved convex co-compact surface (or, again, a man-
ifold if there are closed geodesics whose lengths have irrational ratio) whose funda-
mental groups are free. For a given basepoint x ∈M , let C be a non-trivial conjugacy
class in pi1(M,x) and consider the set of geodesic loops γg based at x for each g ∈ C.
We ask whether this restricted set of geodesics is asymptotically equidistributed
with respect to the measure of maximal entropy projected to M . We can expect to
use a symbolic approximation technique developed in [50] for orbit counting in the
context of hyperbolic flows on compact manifolds. This approximation was adapted
in [51] for orbit counting and, importantly, a refined directional asymptotic in the
harder setting of Zk covers of compact negatively curved manifolds. Here the results
90
concern orbit segments of the geodesic flow on T1M , but the asymptotic statements
push down to geodesic loops in M . A potential next step is to consider compact
negatively curved surfaces.
91
Bibliography
[1] A. Beardon. The geometry of discrete groups, volume 91 of Graduate Texts in
Mathematics. Springer-Verlag, New York, 1983.
[2] M. Bourdon. Actions quasi-convexes d’un group hyperbolique, flot ge´ode´sique.
PhD thesis, Orsay, 1993.
[3] R. Bowen. Periodic orbits for hyperbolic flows. Amer. J. Math., 94:1–30, 1972.
[4] R. Bowen and C. Series. Markov maps associated with Fuchsian groups. Inst.
Hautes E´tudes Sci. Publ. Math., 50:153–170, 1979.
[5] A. Broise-Alamichel, J. Parkkonen, and F. Paulin. Equidistribution and count-
ing under equilibrium states in negatively curved spaces and graphs of groups.
Applications to non-Archimedean Diophantine approximation. ArXiv e-prints,
2016. Preprint arXiv:1612.06717.
[6] R. Brooks. Some remarks on bounded cohomology. In Riemann surfaces and
related topics: Proceedings of the 1978 Stony Brook Conference (State Univ.
New York, Stony Brook, N.Y., 1978), volume 97 of Ann. of Math. Stud., pages
53–63. Princeton Univ. Press, Princeton, N.J., 1981.
[7] D. Calegari. The ergodic theory of hyperbolic groups. In Geometry and topology
down under, volume 597 of Contemp. Math., pages 15–52. Amer. Math. Soc.,
Providence, RI, 2013.
[8] D. Calegari and K. Fujiwara. Combable functions, quasimorphisms, and the
central limit theorem. Ergodic Theory Dynam. Systems, 30(5):1343–1369, 2010.
92
[9] Z. Coelho and W. Parry. Central limit asymptotics for shifts of finite type.
Israel J. Math., 69(2):235–249, 1990.
[10] M. Coornaert. Mesures de Patterson-Sullivan sur le bord d’un espace hyper-
bolique au sens de Gromov. Pacific J. Math., 159(2):241–270, 1993.
[11] F. Dal’bo. Remarques sur le spectre des longueurs d’une surface et comptages.
Bol. Soc. Brasil. Mat. (N.S.), 30(2):199–221, 1999.
[12] J. Delsarte. Sur le gitter fuchsien. C. R. Acad. Sci. Paris, 214:147–149, 1942.
[13] D. Dolgopyat. Prevalence of rapid mixing in hyperbolic flows. Ergodic Theory
Dynam. Systems, 18(5):1097–1114, 1998.
[14] F. Douma. A lattice point problem on the regular tree. Discrete Math.,
311(4):276–281, 2011.
[15] W. Ellison and F. Ellison. Prime numbers. A Wiley-Interscience Publication.
John Wiley & Sons, Inc., New York; Hermann, Paris, 1985.
[16] W. Feller. An introduction to probability theory and its applications. Vol. II.
Second edition. John Wiley & Sons, Inc., New York-London-Sydney, 1971.
[17] F. Gantmacher. The Theory of Matrices Vol. II. AMS Chelsea Publishing
Series. Amer. Math. Soc., 2000.
[18] E´. Ghys and P. de la Harpe. Quasi-isome´tries et quasi-ge´ode´siques. In Sur
les groupes hyperboliques d’apre`s Mikhael Gromov (Bern, 1988), volume 83 of
Progr. Math., pages 79–102. Birkha¨user Boston, Boston, MA, 1990.
[19] M. Gromov. Hyperbolic groups. In Essays in group theory, volume 8 of Math.
Sci. Res. Inst. Publ., pages 75–263. Springer, New York, 1987.
[20] L. Guillope´. Entropies et spectres. Osaka J. Math., 31(2):247–289, 1994.
[21] A. Hatcher. Algebraic topology. Cambridge University Press, Cambridge, 2002.
93
[22] D. Hejhal. The Selberg trace formula for PSL(2,R). Vol. I. Lecture Notes in
Mathematics, Vol. 548. Springer-Verlag, Berlin-New York, 1976.
[23] M. Horsham. Central limit theorems for quasi-morphisms of surface groups.
PhD thesis, Manchester, 2008.
[24] M. Horsham and R. Sharp. Lengths, quasi-morphisms and statistics for free
groups. In Spectral analysis in geometry and number theory, volume 484 of
Contemp. Math., pages 219–237. Amer. Math. Soc., Providence, RI, 2009.
[25] H. Huber. U¨ber eine neue Klasse automorpher Funktionen und ein Gitterpunk-
tproblem in der hyperbolischen Ebene. I. Comment. Math. Helv., 30:20–62,
1956.
[26] H. Huber. Zur analytischen Theorie hyperbolischen Raumformen und Bewe-
gungsgruppen. Math. Ann., 138:1–26, 1959.
[27] H. Huber. Zur analytischen Theorie hyperbolischer Raumformen und Bewe-
gungsgruppen. II. Math. Ann., 142:385–398, 1961.
[28] H. Huber. Zur analytischen Theorie hyperbolischer Raumformen und Bewe-
gungsgruppen. II. Nachtrag zu Math. Ann. 142:385–398, 1961. Math. Ann.,
143:463–464, 1961.
[29] A. Ingham. The distribution of prime numbers. Cambridge Mathematical Li-
brary. Cambridge University Press, Cambridge, 1990.
[30] I. Kapovich and N. Benakli. Boundaries of hyperbolic groups. In Combinatorial
and geometric group theory, volume 296 of Contemp. Math., pages 39–93. Amer.
Math. Soc., Providence, RI, 2002.
[31] I. Kapovich and T. Nagnibeda. The Patterson–Sullivan embedding and minimal
volume entropy for outer space. Geom. Funct. Anal., 17(4):1201–1236, 2007.
[32] T. Kato. Perturbation theory for linear operators. Classics in Mathematics.
Springer-Verlag, Berlin, 1995. Reprint of the 1980 edition.
94
[33] G. Kenison and R. Sharp. Orbit counting in conjugacy classes for free groups
acting on trees. J. Topol. Anal., 9(4):631–647, 2017.
[34] Y. Kifer. Large deviations in dynamical systems and stochastic processes.
Trans. Amer. Math. Soc., 321(2):505–524, 1990.
[35] S. Krantz. Function theory of several complex variables. AMS Chelsea Publish-
ing, Providence, RI, 2001. Reprint of the 1992 edition.
[36] S. Lalley. Renewal theorems in symbolic dynamics, with applications to geodesic
flows, noneuclidean tessellations and their fractal limits. Acta Math., 163(1):1–
55, 1989.
[37] P. Lax and R. Phillips. The asymptotic distribution of lattice points in Eu-
clidean and non-Euclidean spaces. J. Funct. Anal., 46(3):280–350, 1982.
[38] R. Lyndon. Length functions in groups. Math. Scand., 12:209–234, 1963.
[39] G. Margulis. On some aspects of the theory of Anosov systems. Springer
Monographs in Mathematics. Springer-Verlag, Berlin, 2004. With a survey
by Richard Sharp: Periodic orbits of hyperbolic flows, Translated from the
Russian by Valentina Vladimirovna Szulikowska.
[40] P. Nicholls. A lattice point problem in hyperbolic space. Michigan Math. J.,
30(3):273–287, 1983.
[41] P. Nicholls. The Ergodic Theory of Discrete Groups. London Mathematical
Society Lecture Note Series. Cambridge University Press, 1989.
[42] J. Parkkonen and F. Paulin. On the hyperbolic orbital counting problem in
conjugacy classes. Math. Z., 279(3):1175–1196, 2015.
[43] W. Parry. An analogue of the prime number theorem for closed orbits of shifts
of finite type and their suspensions. Israel J. Math., 45(1):41–52, 1983.
95
[44] W. Parry and M. Pollicott. Zeta functions and the periodic orbit structure
of hyperbolic dynamics. Aste´risque. 187-188. Paris: Socie´te´ Mathe´matique de
France, 1990.
[45] S. J. Patterson. A lattice-point problem in hyperbolic space. Mathematika,
22(1):81–88, 1975.
[46] S. J. Patterson. Corrigendum to: “A lattice-point problem in hyperbolic space”
(Mathematika 22 (1975), no. 1, 81–88). Mathematika, 23(2):227, 1976.
[47] S. J. Patterson. The limit set of a Fuchsian group. Acta Math., 136(3-4):241–
273, 1976.
[48] S. J. Patterson. On a lattice-point problem in hyperbolic space and related
questions in spectral theory. Ark. Mat., 26(1):167–172, 1988.
[49] M Pollicott. Meromorphic extensions of generalised zeta functions. Invent.
Math., 85(1):147–164, 1986.
[50] M. Pollicott. A symbolic proof of a theorem of Margulis on geodesic arcs on
negatively curved manifolds. Amer. J. Math., 117(2):289–305, 1995.
[51] M. Pollicott and R. Sharp. Orbit counting for some discrete groups acting on
simply connected manifolds with negative curvature. Invent. Math., 117(2):275–
302, 1994.
[52] M. Pollicott and R. Sharp. Large deviations and the distribution of pre-images
of rational maps. Comm. Math. Phys., 181(3):733–739, 1996.
[53] M. Pollicott and R. Sharp. The circle problem on surfaces of variable negative
curvature. Monatsh. Math., 123(1):61–70, 1997.
[54] M. Pollicott and R. Sharp. Comparison theorems and orbit counting in hyper-
bolic geometry. Trans. Amer. Math. Soc., 350(2):473–499, 1998.
[55] M. Pollicott and R. Sharp. Error terms for closed orbits of hyperbolic flows.
Ergodic Theory Dynam. Systems, 21(2):545–562, 2001.
96
[56] M. Pollicott and R. Sharp. Poincare´ series and comparison theorems for variable
negative curvature. In Topology, ergodic theory, real algebraic geometry, volume
202 of Amer. Math. Soc. Transl. Ser. 2, pages 229–240. Amer. Math. Soc.,
Providence, RI, 2001.
[57] M. Pollicott and R. Sharp. Statistics of matrix products in hyperbolic geome-
try. In Dynamical numbers—interplay between dynamical systems and number
theory, volume 532 of Contemp. Math., pages 213–230. Amer. Math. Soc., Prov-
idence, RI, 2010.
[58] I Rivin. Growth in free groups (and other stories)—twelve years later. Illinois
J. Math., 54(1):327–370, 2010.
[59] D. Ruelle. Statistical mechanics of a one-dimensional lattice gas. Comm. Math.
Phys., 9:267–278, 1968.
[60] D. Ruelle. Thermodynamic formalism, volume 5 of Encyclopedia of Mathe-
matics and its Applications. Addison-Wesley Publishing Co., Reading, Mass.,
1978.
[61] A. Selberg. Harmonic analysis and discontinuous groups in weakly symmetric
Riemannian spaces with applications to Dirichlet series. J. Indian Math. Soc.
(N.S.), 20:47–87, 1956.
[62] C. Series. Geometrical Markov coding of geodesics on surfaces of constant
negative curvature. Ergodic Theory Dynam. Systems, 6:601–625, 1986.
[63] R. Sharp. Sector estimates for Kleinian groups. Port. Math., 58(4):461–472,
2001.
[64] R. Sharp. Distortion and entropy for automorphisms of free groups. Discrete
Contin. Dynam. Systems, 26(1):347–363, 2009.
[65] R. Sharp. Comparing length functions on free groups. In Spectrum and Dy-
namics: Proceedings of the Workshop Held in Montre´al, QC, April 7-11, 2008:
CRM Proceedings & Lecture Notes, volume 52, pages 185–207, 2010.
97
[66] D. Sullivan. The density at infinity of a discrete group of hyperbolic motions.
Inst. Hautes E´tudes Sci. Publ. Math., 50:171–202, 1979.
[67] P. Walters. An introduction to ergodic theory, volume 79 of Graduate Texts in
Mathematics. Springer-Verlag, New York-Berlin, 1982.
98
