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(RNN : Recurrent Neural Network)
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Y(S) = S	 (3.21)





	 Yh(S) = Y(S)Z1 − Y(S)[	 (3.23)
s 	





gPT = Z@^T − <^T[@PTZ1 − @PT[	 (3.25)
gPT = u5gQT
Q
NPQv @PTZ1 − @PT[	 (3.26)



























Fig. 3-7  
 
e
Fig. 3-8  
 
Fig. 3-8  
 





Max Fig. 3-9 Max
 
 













― [25]  
 
Fig. 3-10  
 
? ℎO(w) )	
xy zO(w)  
xy =
1
1 + exp ~TZÄÅ − ℎO(w)[Ç
	 (3.27) 





















−å				?Y	wç ≤ w ≤ wç + èyàä
0													êwℎmëí?>m
(3.30) 



















































1. û = (SW, Sa, … , SV)  
2. †P(L = 1,… , M)  
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1. 2 íW ía  
2. ß  
3.  ß 1 >W 2
>a  
>W = argminO∈´‖ß − í≠‖	 (3.36) 
>a = argminO∈´{ÜÆ}‖ß − í≠‖	 (3.37) 
4. 1 >W 2 >a
0  
5. 1 >W 1  
6. >W ß ØÜÆ
 
ØÜÆ ← ØÜÆ + ∞ß − íÜÆ∞
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	 (3.38) 
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íV ← íV + ìa(ß − íV)	 (3.40) 
8. ± ± ≤≥
Y  
± = 	 argminO∈´Ø≠	 (3.41) 




(íV + íV)	 (3.43) 
9. ageµ∂∑
 




















∏ 	  
∏ = p ∙ π	 (3.44) 
π ¶ ¶ )
)	  
q = ß̇	 (3.45) 











ßQºW = ßQ + (qQ ∙ ∆w)		 (3.49) 
ëQºW = ëQ + (ßQ ∙ ∆w)		 (3.50) 
p = 1 ∆w
∆w  
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Fig. 4-7  OpenPose  
 





























(RO, ±O) OpenPose ” (q, <)
£?ëO ℎO
àoâ(w) 	  
£?ëO = Ã(q − RO)a + (< − ±O)a	 (4.9) 
ℎO
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Table. 5-3  
Parameter Value 
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