The measurement equivalence of the revised Job Diagnostic Survey (JDS) was studied across samples from five worker populations. Samples included workers at a printing plant, engineers, nurses and nurses' aides, dairy employees, and part-time workers. Data were analyzed according to Jgreskog's model for simultaneous factor analysis in several populations (SlFASP), revealing the five factors contained in Hackman and Oldham's theory of job characteristics. A sixth factor also appeared that apparently resulted from the two different formats used on the instrument. When the data from each group were analyzed separately by principal axes factor analysis, three-, four-, and five-factor solutions appeared. To explain these inconsistencies, a Monte Carlo simulation was conducted. Matrices representing the a priori JDS factor loadings and a hypothetical, lengthened JDS with twice the number of items per factor were used in the simulation with three sample sizes (Ns = 75, 150, and 900). Results suggested that for scales like the JDS, which has only a few items per factor, sample sizes larger than those typically recommended are needed to consistently recover the true underlying structure. The simulation results support our conclusions that the SIFASP solution is preferable to the principal axes solution and that the JDS provides measurement equivalence across worker populations.
The multidimensional nature of the job characteristic approach to job design is appealing to both researchers and practitioners because of its potential for diagnosing similarities and differences among jobs. Essentially, the goal of this approach is to provide a job-descriptive language that makes it possible to conceptualize jobs independently of worker skills, abilities, and activities (Fleishman & Quaintance, 1984) .
Most instruments developed to assess job characteristics are in survey form and are completed by job incumbents (Hackman & Oldham, 1975 Sims, Szilagyi, & Keller, 1976 ). For such instruments to be useful and for scale scores to be comparable across workers from different occupations and organizations, the instrument must provide equivalent measurement across diverse worker subpopulations. Equivalence of measurement is obtained when workers performing tasks with the same standing on the latent job characteristic construct give the same average rating (i.e., have the same expected observed score).
Currently, no measure of job characteristics has been shown to provide measurement equivalence. For example, one of the most popular measures of job characteristics in the psychology literature is Oldham's (1975, 1980) Job Diagnostic Survey (JDS), which was developed to assess five job characteristics across organizations and organizational levels. Despite
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extensive study by organizational researchers (Dunham, 1976; Dunham, Aldag, & Brief, 1977; Fried & Ferris, 1986; Green, Armenakis, Marbert, & Bedeian, 1979; Pokorney, Gilmore, & Beehr, 1980) , little evidence for the hypothesized five factors has emerged. Rather, these studies, which have used a wide variety of worker samples, have yielded one-, two-, three-, and fourfactor solutions, in addition to an occasional five-factor solution.
Results from three recent studies (Harvey, Billings, & Nilan, 1985; Idaszak & Drasgow, 1987; Kulik, Oldham, & Langner, 1988 ) using a quantitative measure of fit to determine dimensionality have differed sharply from the earlier results. Instead of fewer than five factors, the chi-square goodness-of-fit statistic from maximum likelihood factor analysis indicated that m o r e than five factors were needed to account for the correlations of the 15 JDS items. Idaszak and Drasgow found strong support for the hypothesized five factors and a sixth factor, which corresponded to the five items that were written in such a way that they required reverse scoring. Similar results were obtained for a sample of workers by Kulik et al. In addition to finding the hypothesized five factors and the reverse-scored factor, Harvey et al. found a factor associated with the five items that use 7-point rating scales with anchors under the first, middle, and last scale values.
To eliminate the measurement artifact that they found, Idaszak and Drasgow (1987) revised the items requiring reverse scoring so that all of the items on the survey could be scored in the same direction. Using a maximum likelihood factor analysis of revised JDS data, Idaszak and Drasgow (1987) and Kulik et al. (1988) obtained results that strongly supported the expected number of factors and the expected loadings of items on these factors. The three-anchor factor identified by Harvey et al. (1985) was not found.
Identification of the hypothesized JDS factor pattern for two homogeneous worker populations does not definitively establish the dimensionality of the revised JDS nor does it provide information about the measurement equivalence of the revised JDS across other populations. Given the inconsistent results from past studies of JDS data, the revised JDS needs to be assessed with samples from several groups before its measurement properties are fully understood. The research described in this article addresses the measurement equivalence issue and some methodological problems with factor analysis of the original and revised JDS. In Study 1, measurement equivalence of the revised JDS was tested using J6reskog's (1971) model for simultaneous factor analysis in several populations (SIFASP). Five samples of workers were used in this study: workers at a printing plant, engineers, student parttime workers, nurses and nurses' aides, and dairy workers. These groups were chosen because each varies greatly from the others in tasks performed on the job and qualifications needed to perform the job. Each group responded to the 15 items on the revised JDS. Responses for each group were factor analyzed individually using principal axes factor analysis and together using SIFASP.
Before beginning Study 1, we had expected factor analysis of the revised JDS to consistently yield the five task characteristic factors; however factor analyses of the separate data sets did not confirm this expectation. In contemplating possible explanations for the poor results, we considered the possibility that our results might be analogous to the results from validity studies that found large differences in validity coefficients across different samples. Following Schmidt and Hunter's (1977) line of reasoning, we hypothesized that the apparent situational specificity of the JDS was due to sampling fluctuations. This hypothesis was tested in Study 2.
Finally, our results and a reviewer's thoughtful comments on earlier drafts of this article led us to reconsider ways of factor analyzing data from narrow occupational categories and, more generally, from homogeneous subpopulations of a more heterogeneous population. In a homogeneous job class, there may be little variation in some task characteristic across workers. This restriction of range can reduce the intercorrelations of items measuring the task characteristic and, consequently, the task characteristic factor would not be expected to emerge in a factor analysis. A heterogeneous sample or samples from several diverse worker populations are needed to extract the task characteristic factor. Thus, the difficulties that have been encountered when data from separate samples are analyzed individually--both in our Study 1 and in earlier studies such as Dunham et al. (1977) --are not too surprising. In Study I and in the Discussion section, we show how JiSreskog's ( 197 l) SIFASP can be used to overcome problems associated with separate analyses of homogeneous samples.
Study 1

The SIFASP Model
To use the SIFASP analysis as a test of the measurement equivalence for the JDS, we begin with the assumption that the factor analytic model holds for each subpopulation g. Let x~ = (x~, x2, . . . . x15) be the vector of observed variables (items) with mean vector u s and variance-covariance matrix ~s for group g. Then xg can be written as a linear function of kg common factors fg and 15 unique factors zg,
where the factor loading matrix of group g is Ag and has order 15 • kg. With the usual assumptions that the unique factors are mutually uncorrelated and uncorrelated with the common factors, it immediately follows that the variance-covariance matrix ~g of the gth group is ~s = A s r + Og,
where 9 s is the variance-covariance matrix of the common factors and O s is a diagonal variance-covariance matrix of unique variable variances (i.e., uniquenesses). The hypothesis that we wish to test is Hx: At = A2 = 9 9 = As, namely, that the factor loading matrices are invariant over the five groups. When this hypothesis is true, we have the same factor loadings across groups. The alternative hypothesis is that Hx is false; at least one factor loading differs across groups.
If the hypothesis Hx cannot be rejected, we can then test the additional hypothesis that the uniquenesses are invariant: H0: Ot = 02 = 9 9 9 = Os. The hypotheses given in Hx and H0 are tested by fixing or constraining certain parameters in the A s and Og matrices. If the SIFASP model with constrained parameters provides a satisfactory goodness-of-fit statistic, we have evidence for measurement equivalence of the revised JDS.
Why should we expect factor loading matrices to be invariant across groups? Meredith (1964) proved that if the factor analysis model holds in some population, then it holds in subpopulations derived from the overall population by a very wide variety of types of selection. In particular, Meredith showed that the factor loading matrices Ag are invariant across subpopulations when (a) the observed variables are scaled appropriately, (b) the regressions of the common factors on the selection variables are linear, and (c) the selection variables used to form subpopulations are independent of the unique variables. The factor variance-covariance matrices cI, s can differ, however, because selection (i.e., restriction of range) affects variances and covariances of factor scores.
Meredith's restriction on the scaling of the observed variables is needed because the Og are not factor correlation matrices. In the SIFASP analysis, they are factor variance-covariance matrices. Conceptually, the reason for not rescaling the ~1, s to be correlation matrices is that some groups may be more or less heterogeneous with respect to, say, skill variety or task significance than are other groups. In fact, a near-zero factor variance would mean that the factor has very little influence on the responses of a particular group. Scaling the cI, s to be correlation matrices would hide such between-group differences. JiSreskog (1971) and Meredith (1964) described this situation in technical terms. Meredith's (1964) first condition can be satisfied by analyzing covariance matrices or by following JiSreskog's (1971) rescaling procedure. The second condition seems unlikely to be grossly violated because linear regressions provide very good approximations to most nonlinear regressions found in organizational psychology. The third condition can be checked by viewing each unique variable as the sum of a nonrandom specific variable and a random measurement error variable. It appears quite reasonable to assume that any selection variable is independent of r a n d o m m e a s u r e m e n t error; hence, Meredith's third condition could only be violated by an association of a selection variable a n d a specific variable. The difference between an item's reliability (perhaps obtained by a test-retest design) a n d its communality provides an indication of the variance of the specific variable. A variance near zero would imply that Meredith's third condition was satisfied.
Method
Samples. The first sample consisted of 134 workers employed at an urban printing plant in central Illinois. This is the sample used by Idaszak and Drasgow (1987) to study the revised JDS. Of the employees, 94 were women and 40 were men. Of the employees who responded, 87% were White, 47% were married, 56% had up to a high school education, and 31% had 1 to 3 years of college education. The average age was 31 years, the average tenure with the organization was between 1 and 3 years, and the respondents worked an average of 38 hr per week.
The second data set consisted of 95 engineers employed at a processing plant in northern Illinois. Of the employees who responded, 76% were men and 24% were women, 82% were White, 70% were married, and 68% had 4 to 6 years of college education. The average age of the respondents was 39 years, the average tenure at the organization was between 6 to 10 years, and the average number of hours worked per week was 44.
The third data set consisted of 140 nurses and nurses' aides employed at a hospital in central Illinois. The average age of the nurses was between 33 and 38 years, 95% were women and 5% were men, 89% were White, 72% were married, 51% had 0 to 1 years of technical training, and 36% had 3 years of technical training. The respondents averaged 5 to 7 years tenure on the job.
The fourth data set, collected by Kulik et al. (1988) , consisted of 224 dairy workers employed at farms in central Illinois. Their average age was 35 years, 79% were men and 21% were women, 110 respondents had up to a high school education, however the average level of education was some college or technical school. Their average job tenure was 13 years and 10 months.
The final data set consisted of 269 part-time workers. Of the respondents, 57% were women and 43% were men, more than 90% were single, and their average age was 21. Most of the respondents (more than 90%) were undergraduate students at a university. They had worked an average of 11 months on the job when the survey was distributed.
Administration procedures. A written survey was administered to both the engineers and the printing company employees by members of their respective organizational staffs. Employees were asked to complete the surveys on their own time and to return the completed forms, in a sealed envelope, to a specific mailbox within one week. Participation was voluntary and confidentiality of responses was assured.
A written survey was distributed to the nurses and nurses' aides in groups of 15 to 25 by researchers, on company time. Participation was voluntary and confidentiality of responses was assured. Surveys were then returned directly to researchers.
A written survey was distributed to dairy workers according to the procedure described by Kulik et al. (1988) .
A written survey was distributed by college students as part of a class project in a field research methods course. The surveys were distributed to groups of one to four individuals who held part-time jobs. Participation was voluntary and confidentiality was assured.
Measures. The surveys distributed to each of the five samples included the autonomy, task identity, skill variety, task significance, and feedback questions from the revised version (Idaszak & Drasgow, 1987) of Oldham's (1975, 1980) JDS.
Analyses. Our strategy for fitting factor analysis models to the data generally followed the approach suggested by JiSreskog (1971) . We began by testing the equality of the covariance matrices of the 15 JDS items across the five groups. Box's (1949) test for the equality of covariance matrices was used. After performing the Box test, we rescaled the covariance matrices as suggested by JiSreskog and used the rescaled covariance matrices in subsequent analyses. (The rescaled covariance matrices are available in Idaszak & Drasgow, in press .)
The second step ofJ6reskng's ( 1971) SlFASP analysis involves separate analyses of the data for each group. Because of recent research on the revised JDS (Idaszak & Drasgow, 1987; Kulik et al., 1988) , we decided to perform these analyses using confirmatory factor analysis. In these analyses, elements of the factor pattern matrix were specified to be fixed (at zero) or free according to Table 5 from Idaszak and Drasgow (1987, p. 73) . Free parameters were estimated by both generalized least squares (GLS; J6reskog & Goldberger, 1972) and maximum likelihood using the LISREL vl computer program (J6reskog & SiSrbom, 1984) . Very large standardized residuals were obtained in the confirmatory factor analyses; consequently, we conducted some exploratory analyses and then proceeded to a confirmatory analysis with six factors. The exploratory analyses included Humphreys and Montanelli's (1975) parallel analysis and principal axes factor analyses with varimax and DAPPFR (Tucker & Finkbeiner, 1981) rotations.
After obtaining reasonably satisfactory six-factor solutions and their associated chi-square goodness of fit for each group, we proceeded to assess the invariant factor pattern hypothesis Hx using the LISREL program. In this analysis, the factor pattern matrices A s were constrained to be equal across groups; the factor variance-covariance matrices Os and uniquenesses O s were free to vary across groups. To set a scale (see J6reskng, 1971, p. 423), we fixed a large loading in each column of the factor loading matrix A. A chi-square goodness-of-fit statistic was obtained for this analysis, which is termed the SlFASP analysis. The difference between the sum of the chi-squares from the individual analyses and the chi-square from the SIFASP analysis was computed. When the null hypothesis is true, the difference follows a chi-square distribution with degrees of freedom equal to the difference in degrees of freedom between the sum of individual runs and the SIFASP run. The ratio of the chi-square difference to the degrees-of-freedom difference provides a measure of fit. As a rough rule of thumb (Carmines & McIver, 1981) , this ratio should be less than 2 in order to retain Hx.
Our final test was a test of the invariance of unique variable variances. Here, both A s and O s were constrained to be equal across groups.
Results
Box test. The Box (1949) test of the equivalence of the observed variable variance-covariance matrices yielded F(480, 627298) = 3.63, p < .0001. It is clear that we should reject the equality of covariance matrices hypothesis a n d proceed to the SIFASP analysis.
Confirmatory analysis with fivefactors. Idaszak and Drasgow's (1987) pattern of fixed and free parameters in the factor pattern matrix was then used as the basis for a five-factor confirmatory factor analysis for each group. Both m a x i m u m likelihood and GLS were used to estimate parameters. The resulting five-factor solutions were unsatisfactory. For example, the chisquare statistics from the five-factor G L S analyses were quite large, and m a n y standardized residuals were very large, with some even exceeding 10. The residuals tended to be so large for some samples that we were unable to find any interpretable pattern to explain the poor fit. There is a k n o w n error in the LISREL VI computer p r o g r a m that can occur when G L S estimation is used (Brown, 1986) . O u r results were unreasonable even when we used the procedure suggested by Brown to c i r c u m v e n t the error, and so we suspect that the error may not be fully corrected. Note. The dfs for the individual five-and six-factor analyses are 74 and 64, respectively. GOF = goodness of fit; AGOF = adjusted goodness of fit. Table 1 presents the chi-square goodness-of-fit statistics from the maximum likelihood confirmatory analyses for five factors. Because each chi-square had 74 dJ~, it is evident that the chisquares for the part-time workers, nurses, and diary workers are excessively large. We then examined the modification indices computed by LISREL VI. These statistics give a rough measure of the decrease in the overall chi-square that would occur if a fixed parameter were set free. The modification indices were axes solution for the nurses had autonomy, task identity, and feedback items loading on one factor, skill variety and task significance items loading on a second factor, and the items with Table 2 Parallel Analyses for the Revised Job Diagnostic Survey generally small, and, therefore, we could not obtain satisfactory Data five-factor solutions by freeing some factor loadings that had been fixed at zero (e.g., the three autonomy items were specified R e a l Random to have zero loadings on the Task Identity factor; the modification indices showed that allowing these loadings to be nonzero 12 (03) 09 (03) 81 a 37 (04) 69 (05) --03 (03) 14 (04) 12 (04) 26 (04) 16 (04) 75 (04) 66 (04) 80 a 13 (03) 77 (04) 80 a 69 (04) 27 (04) 29 (04) 28 (04) 39 a
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Note. All factor loadings fixed at zero are omitted. Decimal points are omitted. Standard errors of parameter estimates are in parentheses.
a Parameter was fixed during the SIFASP analysis.
three anchors loading on a third factor (the format factor). Finally, the factor analytic results from the dairy-worker data suggested four factors, with skill variety and task significance items loading on one factor, autonomy and task identity items loading on a second factor, autonomy and skill variety items loading on a third factor, and a format factor as the fourth factor.
Confirmatory analysis with six factors. Because of the results
of the five-factor confirmatory analyses and the parallel analyses, a confirmatory factor analysis with six factors was obtained for each group separately using maximum likelihood estimation. Five of the factors were based on Idaszak and Drasgow's (1987) pattern of fixed and free parameters. The sixth factor was specified to be orthogonal to the five JDS factors, and only items from the first page of the JDS were allowed to have nonzero loadings. We felt that these separate factor analyses, in addition to the SIFASP analyses to follow, would provide clear evidence of overfactoring if fewer than six factors were needed for any group. So, for example, if the Skill Variety factor did not exist for the nurses, then the estimated factor loadings of the skill variety items on the Skill Variety factor should be zero in the confirmatory factor analysis. Furthermore, in the SIFASP analysis, the estimate of the variance on the Skill Variety factor for nurses should be near zero. Maximum likelihood factor analyses of two of the samples, the nurses and the part-time workers, resulted in Heywood cases (negative estimates of unique variances). For the nurses sample, the third skill variety item had a uniqueness estimate o f -. 11, and for the part-time workers, the first skill variety item had an estimated uniqueness of -.02. To eliminate this problem, we fixed these uniquenesses at. 10. This value was chosen because it was more realistic than the value (zero) suggested by J6reskog (1967) . The Heywood cases were probably a result of the relatively low loading of the second skill variety item on the Skill Variety factor (.20 and .40 for the nurses and part-time workers). Thus, only two items had large loadings on the Skill Variety factor; at least three non-zero loadings are required for loadings and uniquenesses to be statistically identified (Lawley & Maxwell, 1971) . Table 1 presents several fit statistics obtained for the six-factor maximum likelihood factor analyses after a few minor modifications. Notice that the goodness-of-fit and adjusted goodness-of-fit statistics computed by the LISREL VI program show noticeable improvements for three of the samples. The chisquare statistics are also much improved for these samples.
An overall goodness-of-fit statistic can be obtained by adding the individual chi-square statistics across the five samples and then looking at the ratio of the aggregate chi-square to the summed degrees of freedom. As shown in Table 1 , the aggregate of the chi-square statistics is 489.84 with 320 dR. The ratio of chi-square to degrees of freedom is 1.5, which indicates a good fit.
SIFASP analyses. In the next analysis, simultaneous factor
analysis was used to test the invariant factor pattern hypothesis. A single A matrix was fitted to the data from the five groups, whereas the Og and ~g matrices were free to vary across groups. The estimated A matrix is shown in Table 3 , and the estimated variances and covariances of the factors are presented for each group in Table 4 . The values in Table 4 show that the item responses from workers in the more heterogeneous groups (i.e. the part-time workers and printers) varied more than the responses made by members of the more homogeneous worker populations. In fact, the most homogeneous group, the dairy workers, were so consistent in their responses to the feedback items that the variance of the feedback factor was only .25.
The chi-square statistic for the SIFASP analysis was 671.87 with 420 dR. The difference between this chi-square statistic Note. Decimal points are omitted. and the aggregate of the individual chi-square statistics was 182.03 with 100 dj~, which results in a chi-square to degreesof-freedom ratio of 1.82. This ratio is comfortably small. Therefore, we have evidence ofinvariant factor loadings across populations. Because we failed to reject the invariant 3. hypothesis, we went on to test the invariance of the uniquenesses, as suggested by J6reskog (1971). Table 5 presents the SIFASP results for the constrained and unconstrained uniquenesses. A chi-square statistic of 1314.05 with 480 dj~ was obtained from the simultaneous factor analysis in which b o t h / t and O were constrained to be equal across groups. This is an increase in chi-square of 642.17 for 60 dj~, which is clearly unacceptable. Thus, we must conclude that the factor loadings of the JDS items on six factors are invariant across groups, but the unique variances vary considerably across groups. Hence, it appears that there is more error variance (i.e., more confusion about what the items ask the subjects) in some groups. Table 5 reveals that the most heterogeneous of the groups, the printers (workers in a printing company), the nurses (nurses and nurses' aides), and the part-time workers had the largest estimated unique variances. The printers and the nurses had the lowest levels of education, which may have also contributed to increased unique variances.
Study 2
Purpose
In Study 1 there was a discrepancy between the results of the SIFASP analyses and the principal axes factor analyses. Results from the SIFASP analysis indicate that six factors and an invariant factor loading matrix provide a satisfactory model for the data. On the other hand, the results of the principal axes factor analyses were consistent with earlier research (e.g., Dunham et al., 1977) : Different numbers of factors were needed for the different groups. Furthermore, the substantive interpretations of the principal axes factors varied across samples.
We speculate that both our results with principal axes factor analysis and the results of earlier researchers with similar methods are due to at least three statistical artifacts. The first problem consists of inadequate sample sizes. One effect of an inadequate sample size may be to obscure the true number of factors; the number of factors suggested by sample correlation matrices may follow a sampling distribution. This hypothesis follows directly from Schmidt and Hunter's (1977) work on validity generalization. Prior to Schmidt and Hunter's work, applied psychologists had concluded that validity was situation specific because validity coefficients varied enormously across situations. Schmidt and Hunter demonstrated that a substantial proportion of this variability was due simply to sampling fluctuations. Once corrected, validity coefficients showed surprising consistency across situations. The apparent situational specificity of the JDS may similarly result from sampling fluctuations.
A second statistical artifact may have exacerbated the problem of determining the number of JDS factors. Specifically, there are only three items measuring each hypothesized dimension. For any fixed sample size, it is usually better to have fewer items so that fewer parameters must be estimated. However, three items is the minimum number required to statistically identify loadings of common factors (Lawley & Maxwell, 1971) . When combined with the small sample sizes used in practice, this number of items per factor may be insufficient to unequivocally determine the dimensionality of the JDS.
A third statistical artifact is the restriction of range of the factors that occurs when data from homogeneous samples are analyzed separately. In Study 1, we showed how such differences can be modeled with the SIFASP analysis; the variances in Table  4 reflect the degree of task heterogeneity for each sample.
We decided to conduct a simulation study to test our hypotheses about the first two artifacts. Such a simulation study can determine whether small sample sizes and minimal identification cause the variability in dimensionality of the JDS that has been observed by researchers such as Dunham et al. (1977) .
In the simulation study, correlation matrices, based on varying sample sizes, were sampled from a population matrix constructed from the JDS factor loadings and were then factor analyzed using exploratory methods. The number of common factors was determined by parallel analysis and by orthogonal and oblique rotations.
The results of the study should indicate what sample sizes are SIFASP Note. Decimal points are omitted. Est = estimated.
needed to estimate accurately the factor loadings of JDS items. It should also indicate whether adding items to the JDS would be beneficial from a statistical point of view.
Method
Design and procedure. We initially constructed two population correlation matrices designed to reflect the 15 JDS items and a hypothetical modification of the JDS that contained twice as many items per factor. The factor loadings and correlations from Idaszak and Drasgow (1987) were used to generate the matrices and are shown in Table 6 . The sixth (format) factor, obtained in Study 1, was not included in the study because it is a measurement artifact and not theoretically meaningful. The first population correlation matrix was constructed by substituting the values given in Table 6 into Equation 2. This matrix was used to simulate the case of 15 items. A second population correlation matrix for the case of 30 items was constructed with a 3. that contained two copies of each row of the 3. in Table 6 . This simulates a revision of the JDS with six items per factor, where each new item has the same unique variance as a corresponding old item. The unique factors for the new items were simulated to be mutually uncorrelated and uncorrelated with all unique factors oftbe old items.
To simplify our analysis, we assumed that the observed variables followed a multivariate normal distribution. Then the Wishart distribution (Anderson, 1958; Harman, 1976) was used to obtain sample covariante matrices, which were rescaled to be correlation matrices. One hundred sample matrices were generated from each population matrix for each of three sample sizes: N = 75, 150, and 900.
Common factors were extracted from each sample matrix by the principal factors method with squared multiple correlations used to estimate communalities. Parallel analysis was used to determine the number of factors for each sample correlation matrix. Two decision rules were used. First, the observed number of factors was defined as the number of eigenvalues of the real data that were greater than or equal to the corresponding eigenvalues of the random data. We were somewhat dissatisfied with this approach because it assumes that a factor is a true common factor when its eigenvalue is exactly equal to a corresponding eigenvalue of the random data; this criterion seemed too lenient to us. Consequently, we decided to examine a second criterion, which coneludes that a factor is a true common factor only when its associated eigenvalue is slightly larger (.05) than the eigenvalue from the random data.
Rather than actually sampling random numbers and computing their eigenvalues (which would then be random quantities with their own sampling distribution), we used Tucker's (I 977) curve-fitting procedure to approximate the expected values of the eigenvalues of the random data.
As a check on both the validity of the parallel analysis criteria and the interpretability of the solutions, 20 of the sample factor solutions from each condition were rotated to simple structure using both the orthogonal varimax rotation (Kaiser, 1958) and the oblique DAPPFR rotation (Tucker & Finkbeiner, 1981) .
Results and Discussion
The numbers of common factors, as determined by both of the parallel analysis criteria, are summarized in Table 7 . The upper half of the table contains the results from factoring the 15-item correlation matrices, and the lower half contains the results for the 30-item matrices.
The most important result contained in Table 7 is that there was considerable variability in the number of factors identified by parallel analysis when N w a s 75 or 150. This leads directly to the question of whether the parallel analysis criteria accurately reflect the apparent number of factors in a sample correlation matrix. Table 8 contains two factor loading matrices from the 15-item, N = 75 condition after rotation by varimax. In both cases the oblique DAPPFR solution did not differ appreciably from the orthogonal varimax solution. The parallel analysis criteria indicated four factors for the solution shown in the top half of the table and five factors for the solution shown in the bottom half. In both cases, it is evident that parallel analysis accurately reflects the apparent number of factors for the two solutions. Moreover, it is clear that a factor has disappeared from the solution shown in the top half of Table 8 ; this result is due entirely to sampling fluctuations. A second finding contained in Table 7 concerns the requirement that an eigenvalue from the real data must be at least .05 larger than a random eigenvalue. This requirement did not work as well as the alternative criterion, which simply required the real eigenvalue to equal or exceed the corresponding ran-N dom eigenvalue. The .05 difference threshold resulted in consistent underfactoring, whereas the .00 requirement was usually closer to the true number of factors. For this reason, the results 75 to be described are based on the .00 threshold. Table 7 shows that the apparent dimensionality of the solu-150 tions ranged from 2 to 7 factors in the 15-item case. When the sample size was 75, the modal number of common factors was 900 four. When the sample size was increased to 150, the modal category was the correct number, five, but there were very large sampling fluctuations. Even with a sample size as large as 900, a small number of cases resulted in underfactoring.
75 When the number of items was doubled, the sampling fluc-150 tuations diminished substantially. There was still a strong tendency to underfactor when N = 75. But with N = 150, the true 900 number of common factors was found in more than 75% of the samples. With N = 900, the true number of factors was found in all 100 samples.
The fluctuations in the number of factors found in these simulations were very similar to those observed in empirical studies of the JDS (see, e.g., Table 1 of Dunham et al., 1977) . The authors of these studies attributed their findings to real variation in the factor loadings of the JDS in different subpopulations. Because the true factor loadings were invariant in the simulations conducted here, it is clear that substantial fluctuations should be expected to occur by chance alone and, therefore, the substantive conclusions of earlier researchers are not justified.
The source of the problem is clearly attributable to sample size and the number of items in the JDS. The samples found in most studies of the JDS are very similar to our two smallest sample sizes. Table 7 shows that much larger samples are needed to recover the underlying structure reliably. The small number of items in the JDS exacerbates the problem. As Table  7 demonstrates, doubling the number of items in the scale reduces the sample size requirements, even though more parameters must be estimated.
Discussion
The results of Study 1 provide support for the measurement equivalence of the revised JDS across worker populations: We found the revised JDS to have invariant factor loadings on the five job characteristics proposed by Oldham (1975, 1980) . However, we also found a relatively weak sixth factor, which seems to be a result of the two different formats used on the instrument. In addition, we found that the JDS items had smaller uniquenesses in some groups, which implies that the items measured their corresponding factors more accurately in these groups. Nonetheless, the format factor was considerably weaker than the five a priori factors, and the invariant A matrix allows us to make valid comparisons of JDS scale scores across groups. Note. Criterion refers to the size of the difference in eigenvalues between real and random data that was used as a threshold for determining the number of factors. Note. Decimal points and all factor loadings less than .20 in absolute value are omitted.
Our conclusions are based on the results obtained from the SIFASP analysis with an invariant 3. matrix (shown in Table 3 ), but with free cI, and O matrices across groups. We prefer this representation of the data for several reasons. First, when its assumptions are satisfied, no other estimation method can be more accurate in large samples than J6reskog's (1971) estimation method (maximum likelihood estimates are asymptotically efficient). Second, we were able to use the data from all 862 subjects in a single analysis to estimate/t (because A was found to be invariant). Finally, the chi-square goodness-of-fit statistic and matrices of standardized residuals show that we obtained a reasonably good fit to the data.
When data from each sample were analyzed separately, principal axes factor analyses suggested three-, four-, and five-factor solutions. Our failure to extract consistently the hypothesized five factors is typical of many analyses of the JDS that relied upon similar methods. The results of Studies 1 and 2 indicate that the problem is not that the five job-characteristic dimensions do not underlie the data. Rather, for some job classes (e.g., dairy workers) the factor variances are small and, with small sample sizes and only three items per scale, exploratory procedures are not powerful enough to consistently identify these dimensions. The SIFASP analysis, on the other hand, is a more powerful procedure that clearly identified Hackman and Oldham's (1975) five job characteristics.
Three statistical artifacts cause factor analyses of data from homogeneous groups to be inconsistent. First, in Study 2 we found that samples of close to 1,000 subjects were needed to obtain truly clear-cut results when factor analyzing instruments like the JDS.
A second difficulty in factor analyzing JDS data occurs because the JDS has only three items per factor. At least three observed variables must have nonzero factor loadings for the factor loadings and uniquenesses to be estimable (Lawley & Maxwell, 1971) and, in practice, loadings greater than .40 seem to be needed. Evidently, minor sampling fluctuations that are common in samples of a few hundred subjects cause serious problems when only three items assess a factor. In Study 2, we obtained much more stable results from factor analyses of samples of a few hundred in the simulation of a revised JDS with six items per scale despite a lower ratio of sample size to number of estimated parameters. Our samples in Study 1, which satisfied or almost satisfied the 10-subjects-per-observed-variable rule, were not large enough. A rule such as 50-subjects-per-observed-variable appears to be needed for scales with only three items per factor.
The small number of items per dimension may also increase the importance of method variance and coincidental associations. This can lead to the formation of method factors such as the reverse-scoring factor found by Idaszak and Drasgow (1987) and the format factor found in Study 1. Therefore, procedures such as reverse-scoring items that are commonly used to limit response sets may lead to other problems when used with questionnaires that have only a few items per factor. Writing a larger number of items that assess the full breadth of the psychological construct would seem to be the best way to circumvent this problem.
The third statistical artifact results when factor analyzing data from workers within a homogeneous job class. Sampling all workers from a single job class can greatly restrict the range of a task characteristic and, therefore, reduce the correlations of items assessing this task characteristic to the point that it may be very difficult to extract a factor corresponding to the task characteristic. This problem can be eliminated by sampling workers across representative classes of jobs. Then the range of a task characteristic would not be restricted because of sampiing, and a factor corresponding to the task characteristic would be evident in a factor analysis. Alternatively, the SIFASP method can be used to analyze data from several groups simultaneously. The factor variance-covariance matrices (~g) provide quantitative measures of the range restrictions within each job class. Moreover, by analyzing the data from several groups simultaneously, the SIFASP analysis provides a statistically powerful means for estimating A.
The length of the questionnaire and the physical location of the JDS items in the survey may have also contributed to the problems we encountered in the separate principal axes factor analyses of each group's data. In the present study, the revised JDS was placed in a very short questionnaire administered to the engineer, printer, and part-time samples. Principal axes factor analysis and DAPPFR rotation yielded clear five-factor solutions. The JDS was placed near the beginning in a longer questionnaire for the dairy workers; the DAPPFR rotation of their data did not dearly show the five a priori JDS factors. Finally, the JDS was placed near the end of an instrument that required nearly 45 min for the nurses to complete. The DAPPFR rotation gave very poor results for this sample. Note, however, that we obtained an acceptable chi-square when we fit the a priori JDS factor structure and a sixth measurement factor to the nurses' data. The importance of the format factor for the nurses is underscored in Table 4 where its variance is shown to be twice as large as the variance of any of the other factors.
In summary, the difficulties that researchers have encountered in factor analyzing the JDS emphasize several methodological points. First, data from workers sampled across a representative set of jobs should be analyzed simultaneously, preferably by the SIFASP method. Second, the instrument should have at least four to six items per scale. This would increase the likelihood that a factor analysis will accurately reflect the true underlying structure of the item pool. Sampling fluctuations seem to play an unacceptably important role in samples of several hundred individuals when only three items are used to assess each scale. Finally, these methodological problems seem to be the primary cause of the inconsistent results obtained in the large number of factor analyses of the JDS. Sampling workers from multiple job classes and increasing the number of items per scale might reduce the sample size requirements and thereby yield more accurate parameter estimates.
