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Integrated optics are key for a sustainable growth of information technol-
ogy. Novel compact and fast nonlinear optical components as well as linear 
optical amplifiers enable new high-speed network functionalities, simul-
taneously reducing the energy consumption of subsystems. These techno-
logical advances are based on nanotechnology: Nano-fabrication of wave-
guides allows to exploit nonlinear effects at low power levels, and nano-
materials like quantum dots provide novel physical properties for 
amplifiers. In this book, nonlinear silicon-organic hybrid waveguides and 
state-of-the-art quantum dot semiconductor optical amplifiers are inves-
tigated. By a detailed characterization of steady-state and dynamic device 
properties, advantageous applications are identified, and corresponding 
proof-of-principle experiments are performed. Highly nonlinear silicon-
organic hybrid waveguides such as presented in this work and fabricated 
with CMOS-compatible processes, show potential as building blocks for 
all-optical signal processing based on fourwave mixing and cross-phase 
modulation. The investigation of quantum dot semiconductor optical 
amplifiers shows that these devices operate as linear amplifiers with a 
very large dynamic range and are ready for use.
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Die vorliegende Arbeit befasst sich mit den grundlegenden Eigenschaften von 
nichtlinearen Siliziumwellenleitern und optischen Quantenpunktverstärkern. 
Theoretische Betrachtungen werden dabei von einer detaillierten Charakterisierung 
der Stärke und Dynamik der linearen und nichtlinearen Prozesse ergänzt. Mit dem 
gewonnenen Verständnis werden vielversprechende Anwendungen für die optische 
Signalverarbeitung identifiziert und in Systemexperimenten erstmals auch 
demonstriert. 
Das anhaltend schnelle Wachstum des Internet-Datenverkehrs stellt unsere Netze 
vor neue Herausforderungen - nicht nur für die übertragenen Datenraten, sondern vor 
allem auch für den Energieverbrauch und die Schadstoffemissionen. Um dieses 
Wachstum in Zukunft umweltverträglich zu gestalten, nimmt die voll-optische Signal-
verarbeitung eine wichtige Rolle ein. Voll-optische Vermittlungsknoten für zukünfige 
Übertragungsgeschwindigkeiten von mehr als 100 Gbit/s pro Wellenlänge beruhen auf 
zwei entscheidenden Komponenten: zum einen auf energieeffizienten linearen 
Verstärkern, zum anderen auf kompakten nichtlinearen Elementen.  
 
Optische Quantenpunktverstärker sind vielversprechende nanophotonische Bauteile, 
die selbstorganisierte InAs Quantenpunkte als aktives Medium verwenden. Eine 
genaue Kontrolle der Wachstumsbedingungen ermöglicht, viele Eigenschaften wie 
z.B. das Gewinnspektrum gezielt zu wählen. Eine besondere Rolle spielt dabei die 
Zusammensetzung der umgebenden Schichten, die die Zusammensetzung der 
einzelnen Quantenpunkte maßgeblich beeinflusst. 
Die Charakterisierung der Ladungsträgerdynamiken zeigt, dass die erhoffte 
schnelle Erholung der Amplitude immer von einer schwachen, aber unerwünscht 
langsamen Erholung der Phase begleitet wird. Während dies nichtlineare 
Anwendungen vor große Herausforderungen stellt, werden Anwendungen wie die 
lineare Verstärkung durch den kleinen dabei auftretenden Chirp begünstigt.  
Systemexperimente mit amplituden- und phasenkodierten Signalen zeigen zum 
ersten Mal, dass quantenpunktbasierte Verstärker weniger Verzerrungen als 
herkömmliche Verstärker erzeugen. Mit ihrem erhöhten Eingangsleistungs-
dynamikbereich stellen optische Quantenpunktverstärker daher vielversprechende 
 
 
Bauteile für Zugangsnetze und Netze mit Modulationsverfahren höherer Ordnung 
darstellen. 
 
Hybridintegration von Silizium-Wellenleitern mit organischen Materialien (engl. 
Silicon-Organic Hybrid, SOH) ist ein neuartiger Ansatz, um in einem Silizium-CMOS 
Prozess hochgradig nichtlineare passive Wellenleiter herzustellen. Dabei wird 
insbesondere die Wechselwirkung von hochkonzentriertem Licht mit einem nicht-
linearen Mantelmaterial ausgenutzt, um die Bauteileigenschaften entscheidend zu 
verbessern. Die Charakterisierung der Ladungsträgerdynamiken zeigt dabei den 
entscheidenden Einfluss der gewählten Wellenleitergeometrie.  
Wird nur die Nichtlinearität des Siliziumwellenleiterkerns ausgenutzt, so wird der 
erwünschte Kerr-Effekt von unerwünschter Zweiphotonenabsorption und einem 
langsamen Plasmaeffekt begleitet. Für hohe Lichtintensitäten leiden diese Wellenleiter 
unter Bitmustereffekten und sind daher für voll-optisches Schalten ungeeignet.  
Wird ein erheblicher Anteil des Modus im Mantelmaterial geführt, so leistet die 
Kerr-Nichtlinearität des Mantelmaterials einen starken Beitrag und die unerwünschten 
Effekte des Siliziumwellenleiterkerns werden reduziert. Diese Wellenleiter sind 
einfach herzustellen und für voll-optisches Schalten ausreichend geeignet. 
Wird in einer Schlitzwellenleitergeometrie der größte Teil des Modus auf ein sehr 
kleinen Querschnitt im Schlitz konzentriert, so dominieren die Eigenschaften des 
nichtlinearen Mantelmaterials. In diesen Wellenleitern ist der schnelle Kerr-Effekt 
nicht durch Zweiphotonenabsorption und den langsamen Plasmaeffekt begrenzt, was 
voll-optische Signalverarbeitung bis zu höchsten Geschwindigkeiten ermöglicht 
Systemexperimente zur Wellenlängenkonversion zeigen, dass die verbesserten 
Eigenschaften der Hybridwellenleiter zum ersten Mal in der Siliziumphotonik voll-
optische Signalverarbeitung bei Geschwindigkeiten über 40 Gbit/s erlauben. 
Besonders die erfolgreiche Kreuzphasenmodulation (XPM) und die Vierwellen-
mischung (FWM) von phasenkodierten Signalen unterstreichen die mögliche 








Novel integrated optical devices are key to the sustainability and growth of our 
information society. Compact and fast nonlinear devices and amplifiers are required to 
increase the network speed and simultaneously reduce the energy consumption.  
Overall, the internet traffic will grow exponentially at a compound annual growth 
rate of 40 percent and increase by a factor of 5 from 2008 to 2013 [1]. In 2008, the 
internet is already responsible for 2 percent of the worldwide energy consumption, 
and the energy consumption is predicted to increase up to 15 percent of the worldwide 
energy consumption in 2020 [2]. While the exact values are debated [3], it is clear that 
a in information and communication technology a minimum reduction of the CO2 
emissions by 15 percent is needed until 2020 [4] in order to reduce global greenhouse 
gas emissions and to combat climate change. 
A key parameter for quantifying the energy efficiency of a network is the energy 
required to transmit one bit. Depending on the available technology and the 
investigated scenario, the required energy per bit can be reduced by electronics [5] or 
optimized optics [6]. For bitrates up to 100 Gbit/s, the general opinion is that all-
optical processing based on highly nonlinear fibers (HNLF) and periodically poled 
lithium niobate (PPLN) waveguides have larger footprint and power requirements 
than CMOS technologies [7]. While electronic devices build on a product 
development period of 40 years, optical devices still have a large potential for 
optimization. Indeed, optical signal processing is expected to become competitive for 
bitrates exceeding 100 Gbit/s [8].  
To enable high-speed all-optical signal processing two key components are 
required: energy efficient amplifiers and compact nonlinear elements.  
 Amplifiers based on quantum dots promise unique properties, like high-speed 
operation, high gain, low noise figure, high energy efficiency, and large input power 
dynamic range (IPDR). Hybrid integration of silicon waveguides and highly nonlinear 
organic cladding materials is a promising approach to achieve record nonlinearities in 
very compact passive devices. 
In this thesis, the suitability of quantum dot semiconductor optical amplifiers 
(QD SOA) and ultrafast nonlinear silicon-organic hybrid (SOH) waveguides for all-
 
 
optical signal processing is investigated and possible applications are identified and 
demonstrated.  
The thesis is structured as follows. In Chapter 1, the fundamental electromagnetic 
theory for linear and nonlinear waveguides is discussed and the heterodyne pump-
probe measurement technique is introduced. 
In Chapter 2, quantum dot semiconductor optical amplifiers are investigated. The 
influence of growth conditions on quantum dot formation is studied and the dynamics 
of QD SOA are characterized. Due to the slow phase recovery, linear amplification is 
identified as the main application, and a record-large IPDR of up to 30 dB is found 
both for amplitude-encoded and phase-encoded signals. This research has been 
published in several journal articles ([J1], [J2], [J6]–[J10]) and conference 
contributions ([C1], [C2], [C4], [C8], [C11], [C15], [C18], [C19], [C21], [C22], 
[C24], [C26], [C29]–[C34]). 
In Chapter 3, the silicon-organic hybrid technology is introduced and basic designs 
of nonlinear waveguide are discussed. Experimentally, we find an optimum Kerr 
nonlinearity parameter of -1100000(W km)γ ≈ . Unlike in monolithic silicon 
waveguides, the nonlinearity introduced by SOH technology does not suffer from 
two-photon absorption and slow free-carrier effects. In a series of experiments, the 
suitability of SOH waveguides for all-optical signal processing is demonstrated. This 
includes the first demonstration of cross-phase modulation at communication speeds 
and wavelengths and the first demonstrations of wavelength conversion of 42.7 Gbit/s 
33% return-to-zero on-off keying (RZ-OOK). The suitability for advanced modulation 
formats is demonstrated by wavelength conversion of 56 Gbit/s non-return-to-zero 
differential quadrature phase-shift keying (NRZ-DQPSK) signals. Finally, we report 
on high-speed all-optical demultiplexing of time-multiplexed 170 Gbit/s down to a 
bitrate of 42.7 Gbit/s. These results have published in journal articles ([J3]–[J5]) and 
in several conference contributions ([C3], [C9], [C13], [C14], [C16], [C17], [C20], 
[C23], [C25], [C27], [C28]). 





Achievements of the Present Work 
In this thesis, state of the art quantum dot semiconductor optical amplifiers (QD SOA) 
and nonlinear silicon-organic hybrid (SOH) waveguides have been investigated. By 
detailed characterization of steady-state and dynamic device properties, advantageous 
applications have been identified and proof-of-principle experiments have been 
demonstrated.  
In the following, we give a concise overview of the main achievements. 
 
Quantum Dot Fabrication: An extensive study of the influence of the growth 
parameters on quantum dot formation shows that shift of the ground state emission 
to the 1.3 µm wavelength region can be attributed to an increase in quantum dot 
size as well as to strain effects [J10]. 
Influence of Capping Layer: the growth of a capping layer strongly influences the 
composition of the quantum dot. Contrary to previous assumptions, if the 
composition analysis is corrected for wetting layer effects, a high indium 
concentration of up to 90% is found at the top of the quantum dot [J8]. 
QD SOA Dynamics: Heterodyne pump-probe spectroscopy is used to investigate 
amplitude and phase dynamics, with an emphasis on prospective system 
performance. Two characteristic time scales are found [C34]. The fast recovery 
process dominates the material gain response and shows a very small alpha-factor, 
i.e. a small chirp. The slow recovery process contributes only little to the gain 
dynamics but since the associated alpha-factor is large it dominates the phase 
response of the device and may significantly contribute to chirp [J7]. 
QD SOA Multi-Wavelength Capability: Steady-state cross-gain modulation is used 
to measure the homogeneous linewidth. At room temperature, a value of 16 meV is 
measured for a quantum dot ensemble with high dot density, which is in very good 
agreement with theoretical predictions. However, this corresponds to a linewidth of 
22 nm or 60% of the total gain bandwidth, which effectively prevents multi-




Linear Amplification of Amplitude-Encoded Signals: For linear applications, 
quantum dot semiconductor optical amplifiers combine ultra-fast carrier dynamics 
with low distortions. In combination with the high gain, the moderate noise figure, 
and the relative temperature insensitivity, quantum dot semiconductor optical 
amplifiers fulfill all requirements for in-line amplifiers. For single-channel and 
multi-channel amplification of amplitude-shift keying signals, a large input power 
dynamic range is found, exceeding the performance of specially engineered linear 
optical amplifiers [C29]. For access networks, passive optical networks with 
quantum dot based range extenders might be a viable solution for providing cost 
efficient broadband internet access [C1][C12][C18][C19].  
Linear Amplification of Phase-Encoded Signals: As inline amplifiers for phase-
shift keying signals, clear advantages of quantum dot semiconductor optical 
amplifiers over bulk or quantum well semiconductor optical amplifiers are found. 
The alpha-factor in QD SOA is lower than in bulk SOA. As a consequence, in QD 
SOA the conversion of amplitude fluctuations to phase fluctuations is reduced and 
less phase errors are introduced [J1][C10].  
SOH Waveguide Characterization: Geometry, nonlinearity, dispersion and two-
photon absorption figure of merit of three basic silicon-organic hybrid waveguide 
designs are compared. Four-wave mixing and heterodyne pump-probe 
measurements [C23][C28] show that all designs achieve high nonlinearity 
parameters of 1100000(W km)γ −≈ . The funasdamental limitation of two-photon 
absorption in silicon is overcome using silicon- organic hybrid integration, with a 
five-fold improvement for the figure of merit ( TPAFOM ). The value of 
TPAFOM 2.19=  measured for silicon-compatible nonlinear slot waveguides is the 
highest value published [J4].  
Cross-Phase Modulation (XPM) in SOH Waveguides: Due to their large two-
photon absorption figure of merit, slot waveguides have enabled the first proof-of-
principle demonstration of cross-phase modulation at communication speeds and 
wavelengths on a silicon chip [C16].  
Four-Wave Mixing (FWM) in SOH Waveguides: In slot waveguides, no slow 
patterning effects are found. This has enables error-free wavelength conversion of 
42.7 Gbit/s 33% RZ-OOK signals [C17] and demultiplexing of data streams up to 




Wavelength Conversion of Phase-Encoded Signals: SOH strip waveguides with 
cladding nonlinearity also show a large nonlinearity, yet are easy to fabricate. At 
56 Gbit/s, this has enabled the fastest wavelength conversion experiment in silicon 
photonics, using four-wave mixing in a silicon-organic hybrid waveguide operated 







1 Theoretical Background 
To understand the linear and nonlinear optical phenomena present in semiconductor 
optical amplifiers and silicon waveguides, it is necessary to consider the 
electromagnetic theory in waveguides and dispersive media. Most of the concepts are 
standard knowledge and subject of a large number of textbooks. A good general 
overview of photonics can be found in the textbook by Saleh and Teich [9]. A 
comprehensive theory on linear waveguiding is developed in the books by Marcuse 
[10, 11] and Kawano and Kitoh [12]. A good introduction to nonlinear phenomena in 
bulk materials is presented in the book by Boyd [13]. Finally, for nonlinear effects in 
optial fibers, see the standard references by Agrawal [14, 15]. 
This chapter is structured as follows. In Section 1.1, the basic electromagnetic 
theory is introduced, beginning with Maxwell’s equations. In Section 1.2, the 
propagation in linear waveguides is studied and the influence of dispersion, loss, and 
free carrier effects is discussed. In Section 1.3, the theory on third-order nonlinear 
interaction in waveguides is derived. Prominent effects are discussed, and the two-
photon absorption figure of merit is derived. Section 1.4 describes wave propagation 
in an optical amplifier. Key parameters like gain and noise figure are introduced. 
Finally, to access all waveguide properties experimentally, the pump-probe 
spectroscopy is introduced in Section 1.5. Starting with a theoretical description of the 
heterodyne detection scheme, a direct measurement technique for the characteristic 
two-photon absorption figure of merit is developed. 
1.1 Maxwell’s Equations 
The propagation of electromagnetic radiation in waveguides is governed by 
Maxwell’s equations. In the absence of free charges and currents they take the form 





D rH r  (1.1.1) 





B rE r  (1.1.2) 
 ( , ) 0,t∇⋅ =D r  (1.1.3) 
 ( , ) 0,t∇⋅ =B r  (1.1.4) 
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where ( , )tE r  and ( , )tH r  are the electric and magnetic field vectors, respectively. 
These vectors depend on the special coordinate r  and the time t . We assume 
nonmagnetic media, to the magnetic flux density ( , )tB r  is  
 0( , ) ( , ),t tµ=B r H r  (1.1.5) 
where 60 1.25664 10 Vs (Am)µ
−= ×  is the magnetic permeability of vacuum. The 
displacement field ( , )tD r  is  
 0( , ) ( , ) ( , ),t t tε= +D r E r P r  (1.1.6) 
where 120 8.85419 10 As (Vm)ε
−= ×  is the electric permittivity of vacuum and 
( , )tP r  denotes the electrical polarization. 
If the optical frequency is far from all resonances in a medium, the spatially local 
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( , ) : ( , ) ( , ) d d
( , , ) ( , ) ( , ) ( , ) d d d
t t t t t
t t t t t t t t










′ ′ ′= −
′ ′′ ′ ′′ ′ ′′+ − −





P r E r
E r E r
E r E r E r

 (1.1.7) 
where the influence functions ( ) ( )( , , , )n nt t tχ ′ ′′  are tensors of rank 1n +  and form 
the Volterra kernel of n -th order. To improve readability, the spatial dependence of 
( ) ( )( , , , )n nt t tχ ′ ′′  is omitted here.  
 
Linear Polarization 
The polarization  
 L NL( , ) ( , ) ( , ).t t t= +P r P r P r  (1.1.8) 
can be split into a dominant contribution that depends linearly on the electric field,  
 (1)L 0( , ) ( ) ( , ) d ,t t t t tε χ
+∞
−∞
′ ′ ′= −∫P r E r  (1.1.9) 
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and into further contributions, that depend on higher orders of the electric field 





( , ) ( , ) : ( , ) ( , ) d d
( , , ) ( , ) ( , ) ( , ) d d d
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′ ′′ ′ ′′ ′ ′′= − −




P r E r E r
E r E r E r

 (1.1.10) 
Although nonlinear polarization effects NLP  are of particular interest, they can be 
treated as small perturbations to the linear polarization LP  in all practical cases. In the 
following, linear waveguide theory will be discussed first, and consequences of 
nonlinear polarization terms will be included later.  
After Fourier-transformation (A.21), the linear polarization becomes 
 (1)( , ) ( ) ( , ),ω χ ω ω=P r E r   (1.1.11) 
where the Fourier transform of the first-order influence function (1) ( )χ ω  is the linear 
optical susceptibility. Since the polarization response of the medium is causal, the 
components of ( ) ( )( , , , )n nt t tχ ′ ′′  vanish for negative time arguments. As a 
consequence, real and imaginary part of the linear complex susceptibility (1) ( )χ ω  are 
connected by the Kramers-Kronig relations and cannot be chosen independently for 
all ω∈ . However, if we only consider a small interval 1 2ω ω ω< < , we can freely 
choose real and imaginary part of  (1) ( )χ ω  independently.  
Under the assumption that in the interval the susceptibility is constant 
(1) (1)( ) const.χ ω χ= =  , the Fourier transformation of Eq. (1.1.11) simplifies the 
convolution in Eq. (1.1.9) to a simple multiplication with the optical susceptibility 
tensor (1)χ , such that the displacement field in Eq. (1.1.6) becomes  
 ( )(1)0 0( , ) ( , ) ( , ),rt t tε χ ε ε= + =D r 1 E r E r  (1.1.12) 
where 1  denotes the unity tensor and rε  is the dielectric permeability tensor. In the 
special case of isotropic media, the linear susceptibility tensor (1)χ  can be replaced by 
scalar (1)χ , and the dielectric permeability tensor rε  can be replaced by a scalar 
relative dielectric permeability (1)1rε χ= +  . With the linear refractive index 
0 rn ε= , the displacement field is given by 
 20 0 0( , ) ( , ) ( , ).rt t n tε ε ε= =D r E r E r  (1.1.13) 
 




The time dependent energy flux of the electromagnetic field is given by the Poynting 
vector  
 ( , ) ( , ) ( , ).t t t= ×S r E r H r  (1.1.14) 
In many cases the average energy flux is of interest. If the signals ( , )tE r  and ( , )tH r  
are harmonic time signals with the angular frequency cω , and cˆ ( , )ωE r  and cˆ ( , )ωH r  
are the complex amplitudes (A.38), the cross product of the complex amplitudes 
define a complex Poynting vector 
 ( )c c c1 ˆ ˆ( , ) ( , ) ( , ) .2ω ω ω
∗= ×S r E r H r  (1.1.15) 
The time averaged energy flux P  through a surface D  is then given by, 
 [ ]c c( ) Re ( , ) d ,
D
P sω ω= ⋅∫∫ S r n  (1.1.16) 
where n  is the normal to the surface D  and ds  is the associated surface element.  
For a plane wave, where the approximation c 0 c 0( , , ) ( , , )E x y Z H x y nω ω=  





1 ˆ( , , ) Re ( , , ) ( , , ) .
2
n
I x y x y E x y
Z
ω ω ω= =S  (1.1.17) 
1.2 Propagation in Linear Waveguides 
We start with the curl of Eq. (1.1.1) and eliminate B  and D  in favor of E  and H , 




1 ( , ) ( , )( , ) ,t tt
c t t
µ∂ ∂∇×∇× = − −
∂ ∂
E r P rE r  (1.2.1) 
where 1 20 0( )c ε µ
−=  is the speed of light in vacuum. If the nonlinear polarization 
NLP  is weak compared to the linear polarization LP , it can be treated as a small 
perturbation and be neglected for the moment.  
In frequency domain, Eq. (1.2.1) for a linear waveguide becomes  
 
2
2( , ) ( ) ( , ) 0.c
ωω ε ω ω∇×∇× − =E r E r   (1.2.2) 
1.2 Propagation in Linear Waveguides 5 
 
 
With the propagation constant in vacuum 0 2k cω π λ= =  and the vector identity 
2( )∇×∇× =∇ ∇ ⋅ −∇E E E , we obtain from Eqs. (1.1.3) and (1.1.12)  
 2 20( , ) ( ) ( , ) 0.kω ε ω ω∇ + =E r E r   (1.2.3) 
Separation Ansatz 
Eq. (1.2.3) can be solved by the method of separation of variables. If the signal 
consists of a carrier wave with a slowly varying envelope, the electric field ( , )tE r  in 
the Fourier domain is an analytic function which can be written as the product of a 
transverse function ( , )x y , an envelope function c( , )A z ω ω− , a normalization 
constant 
1
2( )ω − , and a rapidly oscillating term refj ze β− . The envelope c( , )A z ω ω−  




( , , )
( , ) ( , ) .
( )
zx yA z e β
ω
ω ω ω ω
ω
−− = −E r


  (1.2.4) 
Analogously, the magnetic field is given by 
 refjcc c
c
( , , )
( , ) ( , ) .
( )
zx yA z e β
ω
ω ω ω ω
ω
−− = −H r


  (1.2.5) 
With the inverse Fourier transform (A.24) of the slowly varying envelope functions 
{ } cj1 c( , ) ( , )tF A z e A z tωω ω− − = , the real-valued time domain ansatz for the electric 
field ( , )tE r  and the magnetic field ( , )tH r  is  
 c refj( )c
c
( , , )1( , ) ( , ) c.c. ,
2 ( )
t zx yt A z t e ω β
ω
ω






 c refj( )c
c
( , , )1( , ) ( , ) c.c. ,
2 ( )
t zx yt A z t e ω β
ω
ω






where c.c.  denotes the complex conjugate terms. The normalization constant is 
defined as 
 *1( ) Re ( ) ( ) d d ,
2 z
x yω ω ω
+∞
−∞
 = × ⋅ ∫ ∫ e    (1.2.8) 
where ze  is the unit vector in z  direction. This allows to normalize the transverse 
orthogonal field distributions ( , )x y  and ( , )x y  such that the guided-wave power is 
given by 
 2( , ) ( , ) .P z t A z t=  (1.2.9) 
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With the ansatz Eq. (1.2.4), the wave equation (1.2.3) reads 
       
ref refj j2 2c c
c 0 c
c c
( , , ) ( , , )
0 ( , ) ( ) ( , ) ,
( ) ( )
z zx y x yA z e k A z eβ β
ω ω
ω ω ε ω ω ω
ω ω
− −   = ∇ − + −   
      
 
 
    
  (1.2.10) 
       
( )2 c c
2
2
c ref ref c2
2
0 c c
0 ( , , ) ( , )
( , , ) j2 ( , )
( ) ( , , ) ( , ).
x y A z
x y A z
dzdz
k x y A z
ω ω ω
ω β β ω ω
ε ω ω ω ω
= ∇ −
 ∂ ∂










For nonzero functions c( , )A z ω ω−  and ( , )x y , we can divide Eq. (1.2.11) by the 
product c c( , ) ( , , )A z x yω ω ω−  ,  
       
2 2
2 2c
ref c 0 ref2
c c
( , , ) 10 j2 ( , ) ( ) .
( , , ) ( , )
x y
A z k
x y dzA z dz
ω
β ω ω ε ω β
ω ω ω
 ∇ ∂ ∂






  (1.2.12) 
Separation Constant 
Since Eq. (1.2.12) should hold for all ( , , )x y z  we can separate the dependencies on 
( , )x y  and z . As the sum of terms must be constant, we can define a separation 










( , , )
( )
( , , )





















Note that 2β ′  could also be defined with a constant offset, as it would cancel again 
when performing the summation in Eq. (1.2.12).  From Eq. (1.2.13) we can derive a 
set of coupled differential equations for the transverse field distribution c( , , )x y ω  
and the envelope function c( , )A z ω ω− , 




ref c ref c2 j2 ( , ) ( , ).A z A zdzdz
β ω ω β β ω ω
 ∂ ∂  ′− − = − − −    
 
   (1.2.15) 
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As a consequence of the separation ansatz Eq. (1.2.4), the value of 2β ′  can be found 
by solving the eigenvalue problem of the transverse mode distribution in Eq. (1.2.14) 
without knowledge of the envelope function c( , )A z ω ω−  in Eq. (1.2.15).  
An analytic solution to this eigenvalue problem only possible for simple geometries 
like optical fibers or 2D slab waveguides [10-12]. For geometries with arbitrary cross-
sections the problem is much harder [17]. A variety of numerical mode solvers exists, 
for example based on finite-difference [18], finite integration [19], finite-element [20], 
and mode-matching [21] techniques. 
 
Slowly-Varying Envelope Approximation 
As for most optical signals the change of the envelope is negligible on the order of 
one wavelength, in the slowly-varying envelope approximation (SVEA) higher order 





    and   
2




  (1.2.16) 
With the ansatz in Eq. (1.2.4) and the slowly-varying envelope approximation, 
Eq. (1.2.15) simplifies to  
 2 2cref ref c
( , )





β β ω β ω ω
∂ −  ′− + − − = ∂

  (1.2.17) 
The error to Eq. (1.2.17) introduced by Eq. (1.2.16) can be minimized by choice of the 
arbitrary reference propagation constant,  
 2ref .β β ′≈  (1.2.18) 
 With Eq. (1.2.18) we can approximate  
 ( ) ( )2 2ref ref ref ref ref2 ( ),β β β β β β β β β′ ′ ′ ′− = + − ≈ −  (1.2.19) 
which simplifies Eq. (1.2.17) even further,  
 c ref c
( , )





β ω β ω ω
∂ −  ′+ − − = ∂

  (1.2.20) 
1.2.1 Dispersion 
Assuming Eq. (1.2.14) has been solved, both eigenfunction c( , , )x y ω  and the 
eigenvalue  
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 2 2( ) ( )β ω β ω′=  (1.2.21) 
are known. To evaluate the change of the signal envelope c( , )A z ω ω−  in Eq. (1.2.20) 
for an unperturbed waveguide, the wave number ( )β ω  can be expanded in a Taylor 
series about the carrier frequency cω . When effn  is the effective refractive index, the 
propagation constant is given by 
 
( ) ( )
c
2
eff 0 1 c 2 c










ωβ ω ω β β ω ω β ω ω
ββ
ω =





The first-order term defines the group velocity gv  and group refractive index gn , 
which describe the propagation of a wave packet along the z -direction, 
 eff1 eff









 = = + = = 
 
 (1.2.23) 
The second-order term describes the group velocity dispersion (GVD) parameter, 
which is responsible for the spectral broadening of optical pulses, 
 12 2










= = = −  
 
 (1.2.24) 











= = − ≈ −  (1.2.25) 








= =  (1.2.26) 
For bandwidth limited signals, the spectral width is often negligible compared to the 
carrier frequency, cω ω∆  . In practice, only for pulses shorter than 0.1 ps, the cubic 
and higher-order terms in Eq. (1.2.22) need to be taken into account [15]. 
1.2.2 Loss 
Most effects in waveguides can be treated as small perturbations to the reference case 
of an unperturbed waveguide. The linear propagation loss can be treated as a small 
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perturbation to the real-valued refractive index 0n . Through this complex-valued 
perturbation n∆ , also the refractive index can become complex,  
 0 0j ' j .n n n n n n n n′ ′′ ′′= − = + ∆ − ∆ = + ∆  (1.2.27) 
The now complex dielectric permeability can be approximated as 
 ( )2 20 0 02 .r n n n n nε = + ∆ ≈ + ∆  (1.2.28) 








∆ = −  (1.2.29) 
The changed dielectric permeability causes a change of the propagation constant. 
From perturbation theory, the new propagation constant β  is found  [16] 
 00 0 0 0( ) j .2
k n n
α
β β β β= + ∆ = + ∆ = −  (1.2.30) 
The evolution of the amplitude is described by Eq. (1.2.20).  
Chosing the reference propagation constant as ref 0β β=  leads to   
 0c c( , ) ( , ).2
A z A z
z
α
ω ω∂ = −
∂
   (1.2.31) 
The propagating power in a linear waveguide is given by Eq. (1.2.9),  
 0
2 2
( ) ( ) (0) .zP z A z A e α−= =   (1.2.32) 
To calculate the power transmission of practical waveguides, the coupling losses (in)cpa  
from the measurement system to the waveguide and (out)cpa  from the waveguide to the 
measurement system need to be taken into account. The total transmission of a linear 
waveguide of length L  is then given by 




T L a a e
P
α−= =  (1.2.33) 
1.2.3 Free Carrier Effects 
Free carriers can have a strong influence on the optical properties of a material. This is 
especially true for semiconductor waveguides. Injection of carriers allows a large 
change in the carrier concentration, and as a consequence, the change of the optical 
parameters is large, too. 
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Free carriers can be easily exited, i.e. by photons, which gives rise to an additional 
absorption mechanism, the free-carrier absorption (FCA). Due to the Kramers-Kronig 
relations, the change of the imaginary part of the refractive index also causes the real 
part of the refractive index to change. Both this free-carrier dispersion (FCD) effect 
and the free-carrier absorption have the same physical origin, the excitation of a free-
electron plasma. As a consequence, both are summarized by the name plasma effect. 
In a mathematical treatment, both effects can be described as small perturbations to 
the real-valued refractive index n  and to the propagation loss α . The Drude model 
predicts [22], 
 



















c n m m
N Ne






π ε µ µ
 ∆ ∆




∆ = + 
  
 (1.2.34) 
where λ  is the wavelength, *e,hm  are the effective masses of electrons and holes, e,hµ  
are the respective mobilities and e,hN∆  is the change in carrier concentration of 
electrons and holes, respectively. In a Drude model, a linear dependence on the carrier 
concentration change is predicted, thus e,h 1ξ = . 
For the special case of silicon waveguides, the free-carrier effects are well known. 
An early investigation by Soref and Bennett [22] found the predictions of 
Eqs. (1.2.34) to be accurate for effective masses of *e 00.26m m=  and 
*
h 00.39m m= , 
where 0m  is the free-electron mass. In order to improve the accuracy even further, 










In practice however, the deviation of the exponents from the theoretical value of are 
often neglected e h 1ξ ξ= = , along with the dependence on the carrier type, so 
e hN N N∆ = ∆ = ∆ . All parameters of Eqs. (1.2.34) can be combined to effective cross-
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where in silicon the free-carrier cross-sections for a wavelength 0 1.55 µmλ =  take 
values of 27 31.47 10 mnσ
−= − ×  [23] and 21 21.45 10 mασ
−= ×  [24, 25].  
The free-carrier dispersion is a strong effect in silicon. A change of the hole 
concentration of 18 -3h 10 cmN∆ =  yields a refractive index change of 
32.1 10n −∆ = − ×  
for a wavelength of 1.55µmλ = . However, FCD-based modulator designs suffer from 
the relatively long carrier lifetime, which requires technological measures like ion 
implantation treatment [26] or reverse-biased p-i-n junctions [25] in order to achieve a 
bandwidth around 40 GHz.  
1.3 Third-Order Nonlinear Waveguides 
The second-order nonlinear polarization can usually be neglected, as  (2) 0χ =  holds 
for inversion symmetric materials like silica-glass fibers and most semiconductor 
materials. The third nonlinear polarization in Eq. (1.1.10) describes nonlinear effects 
like third-harmonic generation (THG), third-order sum-frequency generation (TSFG), 
four-wave mixing (FWM), cross-phase modulation (XPM) and self-phase modulation 
(SPM). It is given by 
     (3) (3)0NL ( , ) ( , , ) ( , ) ( , ) ( , ) d d d ,t t t t t t t t t t t t tε χ
+∞
−∞
′ ′′ ′′′ ′ ′′ ′′′ ′ ′′ ′′′= − − −∫ ∫ ∫P r E r E r E r  (1.3.1) 
We consider an optical signal with a limited bandwidth around a carrier frequency cω , 
which is sufficiently far away from all material resonances. Analogously to 
Eqs. (1.1.11)–(1.1.12), we can assume the third-order optical susceptibility 
(3)
1 2 3( , , )χ ω ω ω  as the Fourier transform of the influence function 
(3) ( , , )t t tχ ′ ′′ ′′′  to be 





( , , ) const.
( , , ) ( ) ( ) ( ).t t t t t t t t t
χ ω ω ω
χ χ δ δ δ
≈




As a consequence of Eq. (1.3.2), (3)χ  now describes an instantaneous response of the 
material, without any ‘memory’ of previous states. Assuming an immediate response 
of the polarization to the incident optical field, the convolution in Eq. (1.3.1) can be 
replaced by a simple multiplication with the susceptibility tensor (3)χ  and the third-
order polarization term for self-phase modulation becomes 
 2(3) (3)0NL
3( , ) ( , ) ( , ).
4
t t tε χ=P r E r E r  (1.3.3) 
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As the polarization is now dependent on the optical field intensity given in 
Eq. (1.1.17), the (real-valued) refractive index ( , )n tr  and the absorption ( , )tα r  
become dependent on the optical field intensity as well, 
 200 2 0 2
0
( , ) ( , ) ( , ) ,
2
n
n t n n I t n n t
Z
= + = +r r E r  (1.3.4) 
 200 2 0 2
0
( , ) ( , ) ( , ) .
2
n
t I t t
Z
α α α α α= + = +r r E r  (1.3.5) 








( , )( , ) ( , ) j j ( , ) j ( , )
2 2 2
j ( , ),
2
tn t n t n n I t I t
k k k




= − = − + −
= − +
rr r r r
r
 (1.3.6) 








= −  (1.3.7) 
comprises the nonlinear refractive index change as well as the nonlinear loss due to 
two-photon absorption (TPA). In optical waveguides, the nonlinear losses are usually 
small and the intensity dependent contributions can be treated as small perturbations 
to the refractive index 0n , 
 02
0
( , ) ( , ) ( , ) j ,
2
n x y n x y I x y
k
α
∆ = −  (1.3.8) 
To a first-order approximation, we can assume that the transverse mode distributions 
c( , , )x y ω  and c( , , )x y ω  are not affected by the refractive index change in 
Eq. (1.3.8). Again, the perturbation to the propagation constant is obtained from 






( , ) ( , ) ( , , ) d d
( , ) .
Re ( , , ) ( , , ) d dz
n x y n x y x y x yk
z t












For low confinement waveguides the modal fields can be approximated by scalar 
fields ( , ) ( , )x y f x y≈  and 0 0( , ) ( , )x y f x y n Z≈  and the change of the 
propagation constant reduces to the well known expression [15, 27], 






( , ) dx d
.
( , ) d d
n f x y y
k






With these perturbations and an appropriate choice of the reference propagation 
constant in Eq. (1.2.4), we derive the nonlinear Schrödinger equation (NLSE) from 
Eq. (1.2.20). If we abbreviate c c( , , ) ( )A z t Aω ω= , we have 
      
2
2c c c2
1 0 c c c2






β α ω γ ω ω
∂ ∂ ∂
+ − + = −
∂ ∂ ∂
 (1.3.11) 
In this common formulation of the NLSE, γ  is the complex nonlinearity parameter of 
the waveguide.  












c c nA A
χω ω
γ = =  (1.3.12) 
where the integrals of Eq. (1.3.9) are included in the third-order effective area (3)effA , 
which is discussed in the following section. A generalized expression for the 
nonlinearity parameter which takes into account the contributions of an arbitrary 
number of materials is given in Section 1.3.2. 
1.3.1 Effective Area 
The third-order interaction effective area (3)effA  is determined by the ratio of an integral 








eff , 2 4
0, c
Re ( , , ) ( , , ) d d







x y x y x y
Z
A
n x y x y
ω ω
ω







In the special case of optical fibers, the low index contrast allows to simplify the 
equations, as all refractive indices are practically identical, 0, 0in n≈  and the 
nonlinearity is homogeneously distributed over the total waveguide area, int totD D= . 
The transverse field distributions can be approximated by a scalar function ( , )f x y  as 
( , ) ( , ) xx y f x y= e  and ( )0 0( , ) ( , ) yx y n Z f x y≈ e .  
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which is the commonly used definition of (3)effA  in fiber optics [15] and monolithically 
integrated nonlinear optics [27]. 
As the intensity-dependent refractive index 2n  is a material parameter, the only 
other design parameter for optimizing the nonlinearity of a waveguide is the effective 
area. Depending on the refractive index contrast and the waveguide dimensions, the 
effective area can vary in the range between 100 µm2 and 0.1 µm2. To illustrate this 
fact, Fig. 1.1 compares the third order effective areas of a single mode fiber (SMF) 
[28], a holey fiber [28], a silicon rib waveguide [28, 29], a silicon strip nanowire [30], 
and a slot waveguide [30]. 
 






effA  40…80 µm
2 2…5 µm2 2…5 µm2 ~0.1 µm2 ~0.1 µm2 
Fig. 1.1  Comparison of third-order effective areas (3)effA  of a single-mode fiber (SMF) [28], 
a holey fiber [28], a silicon rib waveguide [28, 29], a silicon strip nanowire [30] and a slot 
waveguide [30]. Refractive index illustrated by gray shading. 
1.3.2 Waveguides with Hybrid Material Composition 
Hybrid waveguide structures comprise different materials with largely different 
properties. Therefore, the nonlinearity cannot be described with a single iγ  as given 
by Eq. (1.3.12), which originally has been derived for silica fibers.  
In heterogeneous waveguides, where several materials contribute to the complex 
susceptibility tensor, the nonlinear effects of Eqs. (1.3.1) and (1.3.3) need to be 
evaluated carefully over the whole modal cross-section totD . The nonlinear 
Schrödinger equation (1.3.11) then defines the total nonlinearity parameter of the 
hybrid waveguide as [31] 





(3) * *c 0
tot 2
3 ( , , ) ( , , ) ( , , ) ( , , ) ( , , ) d d
16 c c c c cD
x y x y x y x y x y x y
ω ε
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  (1.3.15) 
In the integral over the cross-section totD , the nonlinear interaction due to the local 
susceptibility (3) (3) c( , , )x yχ χ ω=  can be split into separate contributions by 
homogeneous cross-sectional domains iD  with susceptibilities 
(3)
iχ , where the index 
varies with the domain, { }2Si, SiO , Cladding,i∈  . Using Eq. (1.2.8), the total 
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With the third-order effective area definition (1.3.13), the total nonlinearity parameter 
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γ ω ω ε γ ω= =∑ ∑  (1.3.17) 
As a result, the nonlinearity parameter totγ  of a hybrid waveguide is the sum of the 
complex nonlinearity parameters of the constituent materials in Eq. (1.3.12), which 
need to be evaluated individually over the cross-sectional areas of the interaction [32]. 
1.3.3 Four-Wave Mixing 
Two photons of a strong pump are transformed into one photon of the signal wave and 
a new photon at the idler (converted) frequency 2i p sf f f= − . For sufficiently low 
power levels nonlinear losses due to two-photon absorption can be neglected. For a 
given launch power ( 0)pP z =  of the pump and of the signal ( 0)sP z = , the power iP  
of the idler wave after a propagation length L  is  
 { }( )0 2eff( ) Re (0) (0),Li p sP L e P L Pα η γ−=  (1.3.18) 




eff 0 0 0
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= =∫  (1.3.19) 
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For a center wavelength pλ  in a waveguide with the dispersion factor 2D  from 








∆ = ∆  (1.3.20) 
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 (1.3.21) 
1.3.4 Cross-Phase Modulation 
Cross-phase modulation is a third-order nonlinear effect, where an intensity 
modulated signal influences the phase of a second signal.  
Analogue to the description of self-modulation in Eq. (1.3.11), we can derive the 
NLSE in the case of XPM as 
2
21 c 1 c 1 c
1 2 0 1 c 2 c 1 c2






β β α ω γ ω ω
∂ ∂ ∂
+ − + = −
∂ ∂ ∂
 (1.3.22) 
where 1( , )A z t  and 2 ( , )A z t  are the complex amplitudes of both waves. The right hand 
side of Eq. (1.3.22) describes the interaction between both waves: The field intensity 
of the second wave 22 2I A∝  influences the optical phase of the first wave.  
It is convenient to express the achievable phase-shift not as a function of complex 
amplitudes, but as a function of optical signal power levels. In a phasor representation, 
we split the complex amplitude into a real amplitude and a phase,  
 cj j (t)c 0( , ) .
tA t A e eω φω ∆=  (1.3.23) 
The phase of a continuos wave signal which experiences cross-phase modulation by a 
signal of power s ( )P t  is then given by 
 eff s( ) 2 ( ),t L P tφ γ∆ = −  (1.3.24) 
where the effective waveguide length is defined in Eq. (1.3.19).  
The magnitude of the nonlinear phase shift is of great importance all applications 
like wavelength conversion, all-optical switching or regeneration. It is hard to 
determine experimentally, but it can be easily extracted from the optical spectrum by 
comparing measured spectra to simulation results. For a set of simplifying 
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assumptions, also an approximative analytic solution can be found, where only a 
single free parameter is needed.  
For an arbitrary bit sequence, the phase shift can be described as 
 ( ) ( )0
0
( ) ,s s s
n
t B nT s t nTφ φ
∞
=
∆ = ∆ −∑  (1.3.25) 
where 0φ∆  is the peak phase shift, { }( ) 0,1sB t =  is a bit sequence with a symbol rate 
of sT , and ( )s t  describes the pulse shape used. Under the assumption, that the main 
contribution to XPM is due to the fundamental sinusoidal contained in the bit 
sequence, we can approximate 
 1 0( ) sin( ),st bφ φ ω∆ ≈ ∆  (1.3.26) 
where 1b  and 2s sTω π=  are the Fourier series coefficient and the angular frequency 
of the fundamental wave. With this approximation, Eq. (1.3.23) becomes 
 c 1 0j j sinc 0( , ) .s
t bA t A e eω φ ωω ∆=  (1.3.27) 
We can expand the j siny xe  function in Eq. (1.3.27) in terms of Bessel functions, 
 { } { }exp j sin ( ) exp j .n
n
y x J y nx
∞
=−∞
= ∑  (1.3.28) 
Using just the fundamental Fourier component from Eq. (1.3.26), the complex field 
amplitude in Eq. (1.3.23) can be written as 




A t A e J b eω ωω φ
∞
=−∞
= ∆∑  (1.3.29) 
which is an infinite series of harmonic waves, which are weighted by Bessel function 
coefficients ( )nJ x . In frequency domain, the spectrum consists of discrete lines 
around the carrier at frequency cω , separated by the angular frequency  sω  of the 
fundamental wave.  
All discrete tones are dependent on the same argument, 1 0b φ∆ . To determine the 
acquired phase-shift from the spectrum, the magnitudes of only two frequency 
components have to be known. Looking at the carrier ( cω ω= , 0n = ) and the first 
sideband ( c sω ω ω= + , 1n = ) we get the relation 
 
2 2
c 0 1 0
2 2
c s 1 1 0
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in which the only free parameter is the Fourier coefficient 1b . We define the carrier-to-
sideband ratio (CSR) as 
 0 1 0carrier10 10dB
sideband 1 1 0
( )










The value of 1b  depends on the exact shape and duration of the pulses used. A simple 
way to determine the correct value of 1b  is to compare the predicted CSR of 
Eq. (1.3.31) to simulations, where the transmitter is modeled precisely and the 
nonlinear phase shift is described by Eq. (1.3.24). 
 
 
Fig. 1.2  (a) Simulated optical spectrum of a continuous wave that has experienced cross-
phase modulation in a nonlinear waveguide. Depending on the acquired phase-shift 0φ−∆ , 
the modulation depth varies and can be characterized by the carrier-to-sidebande-ratio 
(CSR).  (b) CSR as a function of the phase-shift. Simulation results (○) of XPM by a 33% 
RZ-OOK input signal are compared to a fit (–) of the analytic expression in Eq. (1.3.31), 
which yields a value of 1 0.22b = . 
The simulated optical spectrum of a continuous wave that experienced cross-phase 
modulation in a nonlinear waveguide is presented in Fig. 1.2(a). Depending on the 
acquired phase-shift 0φ−∆ , the modulation depth varies and can be characterized by 
the carrier-to-sidebande-ratio. Fig. 1.2(b) shows the CSR as a function of the phase 
shift. Simulation results (o) of XPM by a 33% RZ-OOK input pseudo-random bit 
sequence of length 29-1 are compared to a fit (–) of the analytic expression in 
Eq. (1.3.31), with 1 0.22b = . 
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1.3.5 Two-Photon Absorption Figure of Merit 
In a realistic Kerr-type waveguide, the nonlinear loss due to two-photon absorption is 
significant and the peak power that can be used for cross and self-phase modulation is 
reduced. This places a fundamental limit on the achievable nonlinear effect at high 
power levels. In this case, the nonlinearity parameter γ  is complex-valued: The real 
part { }Re γ  corresponds to the nonlinear refractive index change, and the imaginary 
part { }Im γ  represents the nonlinear loss, see Section 1.3.5, Eqs. (1.3.7), (1.3.12), and 
(1.3.17), respectively. 
The acquired phase change due to the Kerr nonlinearity of a nonlinear waveguide is  
 { }eff 0Re ,L Pφ γ∆ = −  (1.3.32) 
where 0 ( 0)P P z= =  is the peak power inside the waveguide, and 
( )0eff 01 LL e α α−= −  is the effective waveguide length. Depending on the switching 
scheme, the phase-shift required for complete all-optical switching varies [27, 35, 36] 
from minNLDC 4φ π∆ =  for nonlinear directional couplers, to 
min
MZIφ π∆ =  for Mach-
Zehnder interferometers. 
Taking into account the nonlinear loss due to two-photon absorption, the evolution 
of the power is described by Eqs. (1.2.32) and (1.3.5) as ( { }Im 0γ < ) 
 { }( )0( ) 2 Im ( ) ( )d P z P z P zdz α γ= − −  (1.3.33) 
















From Eq. (1.3.34) a simple criterion for the characteristic length associated with two-
photon absorption can be derived. Two-photon absorption reduces the power along 
propagation. Over a length where a nonlinear phase shift of minMZIφ π∆ =  is achieved, 
the nonlinearity should decrease the linearly reduced power by less than a factor of 
two, 
 { }eff 02 Im 1.L Pγ− <  (1.3.35) 
By combining Eqs. (1.3.32) and (1.3.35) we introduce the characteristic two-photon 








= −  (1.3.36) 
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Please note that in this definition TPAFOM  is independent of power and waveguide 
length. It represents a property of the waveguide and is a fundamental limitation for 
the maximum achievable nonlinear effect [37]. Using Eq. (1.3.35) we can rewrite the 
criterion to achieve a minimum phase-shift of minMZIφ π∆ =  over a characteristic two-




>  (1.3.37) 

















Waveguides with a small figure of merit show strong two-photon absorption even for 
small phase-shifts. Waveguides with a large figure of merit show are not limited by 
two-photon absorption even for large phase-shifts. Increasing the device length or the 
power increases the nonlinear phase-shift and the two-photon absorption at the same 
time. Thus, the two-photon absorption figure of merit poses a limit to increase the 
nonlinear effects by scaling up the operating power. 
For waveguide cross-sections with a constant nonlinearity, the figure of merit can 
also be defined to be a material property, relating the nonlinear index 2n  to the 
nonlinear two-photon absorption coefficient 2α . Following the same steps as above 
and using Eqs. (1.3.7) and (1.3.12), the nonlinear phase-shift is 
 0 0 2.k I Lnφ∆ = −  (1.3.39) 
The nonlinear interaction is limited by the characteristic two-photon absorption length 
 2 0 1,I Lα <  (1.3.40) 
which for a required phase-shift of π  leads to the common definition of the two-







= >  (1.3.41) 
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1.4 Media with Gain 
Another important class of nonlinear effects can be found in media with gain. 
Transitions from an excited state to the ground state give rise to stimulated emission. 
These photons are quantum mechanically identical to incident photons. As the 
transitions involved are transitions between real states, this effect is orders of 
magnitude stronger than the Kerr effect, which is based on the purely virtual 
transitions. Semiconductors with interband transitions are particularly interesting, as 
they allow population inversion by electric pumping.  
Also in media with gain, the wave propagation is governed by the Helmholtz 
equation (1.2.3) 
 2 2 2c c 0 c( , ) ( ) ( , ) 0,n kω ω ω∇ + =E r E r    
where c( , )ωE r  is the electric field vector of the wave, cω  is the center angular 
frequency of the light, 0 ck cω=  is the propagation constant, c  is the speed of light 
in vacuum and c( )n ω  is the complex refractive index.  
Similarly to Eq. (1.2.29), we will treat the gain change g∆  and the associated 










′= + ∆ +  (1.4.1) 
where 0 2k π λ=  is the propagation constant in vacuum and 0α  denotes the internal 
linear waveguide power loss.  
Each interband transition changes the gain as well as the refractive index due to the 
plasma effect, see Section 1.2.3. Both effects are related by the Kramers-Kronig 
relations, which can be linearized in the operating point. As a result, the refractive 
index change n′∆  can be related to the gain change g∆  by a constant linewidth 
enhancement factor (LEF), Henry factor or alpha-factor [39],  
 LE 0 02 2 ,
n N nk k
g N g
α
′ ′∂ ∂ ∆
= − ≈ −
∂ ∂ ∆
 (1.4.2) 
where the derivative with respect to the carrier concentration N  is to be taken at a 
fixed operating point. 
Practical waveguides with gain possess an active core region and a passive 
cladding. Therefore, the gain varies across the mode cross-section, ( , )g g x y= . Only 
a fraction of the guided mode interacts with the active region and experiences gain. 
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The change of the propagation constant is given by Eq. (1.3.10). The refractive index 
change inside the active region is given by Eq. (1.4.1) and dominated by the gain. 
Outside the active region, the refractive index change is equal to Eq. (1.2.29), where 
only the waveguide loss enters. 
As the strongest perturbations of the refractive index of the underlying passive 
waveguide are due to gain effects, it is convenient to rewrite Eq. (1.4.1) as 




n n g j
k k
α
α= − − Γ −  (1.4.3) 
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These surface integrals extend over the active region actD  and the total mode cross-
section totD . The confinement factor Γ  is a simple measure of the confinement of the 
mode inside the active region. The effective refractive index in Eq. (1.4.3) allows to 
solve the Helmholtz equation (1.2.3) with the ansatz in Eq. (1.2.4). The transverse 
mode profiles c( , , )x y ω  and c( , , )x y ω  need to be determined numerically and are 
assumed to be unaffected by gain changes. 
Identical to the treatment of losses in Section 1.2.2, Eqs. (1.2.28)–(1.2.30) describe 
the evaluation of the slowly-varying envelope,  
 [ ]c LE 0 c
1 1( , ) j j ( , ) ( , ) 0.
2 2c
A z gA z A z
z
ω α ω α ω∂ − − Γ + =
∂
    (1.4.5) 
For waveguides without gain ( 0g = ), Eq. (1.4.5) is identical to the differential 
equation of a passive waveguide, Eq. (1.2.31). 
1.4.1 Gain and Phase 
The description of the gain effects on the optical signal in terms of the mode envelope 
c( , )A z ω  has its shortcomings, as optical fields are experimentally not easily 
accessible. Therefore, it is convenient to separate the amplitude and phase information 
and transform Eq. (1.4.5) to the time domain.  
Amplitude and phase of the wave can be separated by using a phasor representation 
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 j ( , )( , ) ( , ) z tA z t P z t e φ=  (1.4.6) 
where ( ),P z t  and ( ),z tφ  are the power and the phase of the wave.  
Usually the waveguide losses are negligible compared to the gain. Additionally, we 
assume the gain, confinement factor, and linewidth enhancement factor to be 
independent of the propagation distance z . We obtain separate differential equations 
for the amplitude 
 ( )0
( , ) ( , ) ( , ),P z t g P z t gP z t
z
α∂ = Γ − ≈ Γ
∂
 (1.4.7) 
and find for the phase 
 LE




φ α∂ = − Γ
∂
 (1.4.8) 
Integration along the propagation in z  direction yields the well known expressions for 
the power and phase evolution in a waveguide of length L , defining the gain G , 
 
LE
( ) (0) (0),
1( ) (0) ,
2
gLP L P e GP




As a result, the power increases exponentially with the propagation length, while the 
phase increases linearly only. 
1.4.2 Noise Figure 
It is impossible to construct an completely noise free amplifier, as it would violate 
Heisenberg’s uncertainty principle [40]. A measure for the characteristic noise added 
by an amplifier is the noise figure, which is discussed in the following paragraphs. 
In a quantum mechanic description, any amplifier can be viewed as a photon 
number multiplier. Even in the case, where the amplification process is not 
accompanied by spontaneous emission, the amplification process itself increases the 
photon number variance, which is the quantum mechanic equivalent to classic 
amplitude noise [41, 42]. In the case of real amplifiers with spontaneous emission, the 
quantum mechanical description gives the same results with regard to the amplitude 
noise variance as the well known semiclassical description found in many textbooks 
[43]. In the following, a simple noise figure definition for a polarization sensitive 
amplifier is introduced [44, 45]. A more detailed discussion of the quantum mechanic 
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description can be found in Refs. [42, 46, 47]. The modifications necessary for the 
case of polarization insensitive amplifiers are discussed afterwards. 
1.4.2.1 Noise Figure Definition 
The impact of the additional noise on the amplified signal is measured by the noise 
figure, which is defined as the signal-to-noise ratio (SNR) at the input of the amplifier 
divided by the SNR at the output of the amplifier,  
 input SNR .
output SNR
F =  (1.4.10) 
It is common to use the square of the average photon number 2sn〈 〉  to define the 
SNR. This corresponds to the square of the optical power and—after direct detection 
in an ideal detector—the square of the photocurrent.  
For coherent light with a large average photon number, the photon statistics is 











= = 〈 〉
〈∆ 〉
 (1.4.11) 
After amplification by a factor of G , the square of the photon number of the signal is  
 2 2 2o sn G n〈 〉 = 〈 〉  (1.4.12) 
and the fluctuations at the output are given by [42] 
 2 2 ( 1) ( 1)[1 ( 1)],o s sp s sp spn G n n G G n n G n G〈∆ 〉 = 〈 〉 + − 〈 〉 + − + −  (1.4.13) 
where spn  is the noise enhancement factor or inversion factor. The different terms in 
Eq. (1.4.13) can be interpreted in a semiclassical picture. The first term describes the 
Poisson statistics of the amplified signal. The second term describes the beating 
between the signal and the amplified spontaneous emission. The last term describes 
the Bose-Einstein statistics of the spontaneous emission with an average photon 
number of ASE ( 1)spn n G= − , which corresponds to the available noise power at the 









where 2N  and 1N  are the occupation numbers of the excited state and ground state of 
a two-level system. The SNR at the output is 






2 ( 1) ( 1)[1 ( 1)]
s
s s sp sp sp
G n
G n G n n G n G n G
〈 〉
=
〈 〉 + 〈 〉 − + − + −
 (1.4.15) 
With the input and output signal to noise ratios in Eqs. (1.4.11) and (1.4.15), the noise 
figure (1.4.10) is then given by  
 1 1 1 1 1 12 1 1 1 .sp sp
s
F n n
G G n G G G
      = + − + − + −      〈 〉      
 (1.4.16) 
While this noise figure is input-signal dependent and—strictly speaking—not a valid 
noise figure definition [44], it still bears practical value. Typically the signal photon 
number is relatively large and the last term in Eq. (1.4.16) can be safely neglected to 
yield the common noise figure definition  
 1 12 1 ,spF nG G
 ≈ + − 
 
 (1.4.17) 
which is approximately independent of the input signal, obeys the cascading rules for 
amplifiers [48], and may be also derived from purely quantum mechanical first 
principles [44, 45]. For an ideally inverted amplifier ( 1spn = ) and large gain ( 1G ), 
Eq. (1.4.17) gives the well known minimum noise figure of an optical amplifier with 
direct detection as min 2F = . 
In a semiclassical interpretation with 1G , the photon energy ω , and a signal 
bandwidth B , the noise figure takes the well known form [41] 
 ASE
2 ( 1) 21 1 ,sp
n G P
F
G G G G Bω
−
≈ + = +

 (1.4.18) 
where ASEP  is the available noise power measured in the bandwidth B . It is 
customary to use logarithmic units,  
 10NF 10log ( ). [dB]F=  (1.4.19) 
1.4.2.2 Polarization-Dependent Correction 
Historically, the most important application for this noise figure definition has been 
the systems design for erbium-doped fiber amplifier (EDFA) based long-haul 
networks. As EDFA are practically polarization insensitive, the amplified spontaneous 
is polarized in random state. In that case, only half of the total available noise power 
ASE,totP  is co-polarized with the signal and enters in Eq. (1.4.18) [49], 
 ASE ASE, ASE,tot
1 .
2
P P P= =

 (1.4.20) 
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Standard noise-figure measurement programs of optical spectrum analyzers often 
tacitly use the assumption in Eq. (1.4.20), which is correct for polarization-
independent amplifiers.  
For polarization-dependent amplifiers, the gain for orthogonal polarizations can be 
different, G G⊥≠ . As ASE,pol polP G∝ , the assumption in Eq. (1.4.20) leads to an 
underestimation of the real noise figure. For the same total measured noise power 
ASE,totP , the real noise figure F  relative to the noise figure of a polarization-













For strongly polarization-dependent amplifiers like quantum dot semiconductor 
optical amplifiers, the gain orthogonal to the main polarization is negligible, 0G⊥ ≈ . 
In this case, all of the measured amplified spontaneous emission is co-polarized with 
the input signal. With the (invalid) assumption in Eq.(1.4.20), the noise figure 
measured by a standard noise figure measurement program of an optical spectrum 
analyzer underestimates the real noise figure of a strongy polarization-dependent 
amplifier by 3 dB. 
1.4.3 Cross-Gain Modulation 
Saturation effects play a key role for the accuracy of the description of amplifiers. 
Each amplification process requires energy, and the amount of energy that can be 
delivered by an amplifier is limited. As a consequence, for high power signals the gain 
of the amplifier is reduced.  
A multitude of microscopic processes can contribute to saturation effects in optical 
amplifiers, with a varying extend of the nature and magnitude of the respective effect. 
A comprehensive description of saturation effects in optical amplifiers is beyond the 
scope of this work and only a basic description is given here.  
In the literature, more detailed description of microscopic saturation effects in 
erbium-doped fiber amplifiers [42, 50], bulk [50-52], and quantum-dot semiconductor 
optical amplifiers [53-55] can be found. 
In a simple two-level system model, the gain constant is dependent on the 
frequency ω  and power P  of the input signal [50], Eq. (6.1.2), 


















where 2T  is the dipole relaxation time and sP  is the saturation power. Let us consider 
the center frequency 0ω  where the gain is maximized. If the input power level is 
increased up to the saturation power, the gain is reduced to s 0( ) 2g P g= , half the 
value of the small signal gain. 
If more than one signal is launched into the amplifier, the available gain can be 
saturated by each of the input signals. If the gain experienced by one signal is 
modulated by another signal, this is called cross-gain modulation (XGM). In general, 
the available gain needs to be described as  
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where iω  and iP  describe the frequencies and power levels of all input waves, 
1, 2, ,i µ=  . There are two important special cases to consider. 
First, if the total power of all input waves does not exceed the saturation power 











Without saturation effects, the gain is constant and therefore no cross-gain modulation 
and no cross-phase modulation (XPM) is possible, see Eq. (1.4.9). This is the 
operating regime of linear amplifiers. 
Second, if one of the waves ( 1 sP P ) now deeply saturates the amplifier, it directly 
modulates the gain of all other waves simultaneously. For digital optical signals, the 
change of the strong wave dominates,  
 1 2 , , ,P P Pµ∆ ∆ ∆   (1.4.25) 
such that Eq. (1.4.23) can be considerably simplified,  
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Fig. 1.3  (a) Saturation of the gain constant g  as a function of the input power P . The gain 
is normalized to the maximum small-signal value 0g , the input power is normalized to the 
saturation power sP . For high input power levels, the gain is reduced by g∆ .  (b) Gain 
spectrum with a maximum at 0ω . Two waves are launched into the device. A strong wave 
with 1 sP P≥  saturates the amplifier gain. A weak wave with 2 sP P  experiences a gain 
reduction by 2 2 1( )g g P∆ = ∆ . 
Fig. 1.3(a) illustrates the saturation of the gain constant constant g  as a function of 
the input power P . The gain is normalized to the maximum small-signal value 0g , 
the input power is normalized to the saturation power sP . For high input power levels, 
the gain is reduced by g∆ .  
To illustrate the cross-gain effect, the gain spectrum with a maximum at 0ω  is 
shown in Fig. 1.3(b). Two waves are launched into the device. A strong wave with 
1 sP P≥  saturates the amplifier gain. A weak wave with 2 sP P  experiences a gain 
reduction by 2 2 1( )g g P∆ = ∆ . Important applications of cross-gain and cross-phase 
modulation in semiconductor optical amplifiers are all-optical wavelength conversion 
[56, 57] and regeneration [58, 59]. 
1.5 Pump-Probe Spectroscopy 
A possible use of ultra-fast processes in highly nonlinear waveguides for next 
generation all-optical signal processing requires intimate knowledge of the involved 
dynamics. Unfortunately, the bandwidth limitation present in electronic measurement 
equipment, severely limits the resolution of direct measurement techniques to a time 
scale of >15 ps. In order to experimentally determine dynamics on a sub-picosecond 
time scale, special effort needs to be expended.  
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Pump-probe spectroscopy is easily one of the most versatile measurement 
techniques with applications in biology [60], chemistry [61], and optics [62]. It uses 
short optical pulses to measure device dynamics with sub-picosecond resolution. The 
heterodyne pump-probe technique [63] offers an important advantage over classic 
pump-probe spectroscopy. In combination with an advanced heterodyne detection 
scheme, it allows the simultaneous measurement of the amplitude dynamics and the 
phase dynamics. Information on the phase dynamics is of utmost importance for 
optimum filtering schemes [64] and future communication systems, which are like to 
use phase-encoded signals [65]. Heterodyne pump-probe spectroscopy even allows 
using the same state of polarization for all pulses, which is a strong advantage for the 
characterization of polarization sensitive devices like quantum dots in Section 2.3.2 











Fig. 1.4  Pump-probe principle. (a) Two pulses are needed for the measurement. The strong 
pump pulse drives the device under test into nonlinearity. The weak probe pulse cannot 
perturb the device, but is instead used to sample the propagation properties.  (b) As an 
example, the gain G  of an amplifier is investigated. The pump pulse at zero time delay 
depletes the gain. The delayed probe pulse experiences a reduced gain, depending on the 
time delay 1τ . By sweeping the time delay, the gain dynamics can be sampled with a time 
resolution determined by the probe pulse width. 
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Fig. 1.4 illustrates the basic pump-probe principle. Fig. 1.4(a) shows the two pulses 
which are needed for the measurement. The strong pump pulse drives the device 
under test into nonlinearity. The weak probe pulse cannot perturb the device, but is 
instead used to sample the propagation properties. As an example, Fig. 1.4(b) shows 
the gain G  of an amplifier. The pump pulse at zero time delay depletes the gain. The 
delayed probe pulse experiences a reduced gain, depending on the time delay 1τ . By 
sweeping the time delay, the gain dynamics can be sampled with a time resolution 
determined by the probe pulse width. 
As the aforementioned heterodyne pump-probe technique is significantly more 
complicated than the basic principle, Sections 1.5.1 and 1.5.2 discuss the experimental 
setup and the mathematical description needed. As a specialty, the heterodyne 
detection technique simultaneously measures the amplitude and phase dynamics. 
Section 1.5.3 shows that the characteristic two-photon absorption figure of merit can 
be directly measured with greatly reduced uncertainties. 
 
 
Fig. 1.5  Schematic of the heterodyne pump-probe setup. Short pulses are generated by an 
optical parametric oscillator (OPO) and split into pump, probe and reference pulses in a 
polarizing beam splitter (PBS). Probe and reference pulses are tagged by a frequency shift 
prbf  and reff , respectively, which is induced by acousto-optic modulators (AOM). A 
strong pump pulse drives the SOA into its nonlinear regime and can be attenuated by the 
combination of the half-wave plate and the second polarizing beam splitter. A weak pulse 
probes these nonlinearities in gain and phase. After the device under test (DUT), the pulse 
train is split and recombined in a Michelson interferometer with unbalanced arm lengths 
such that the resulting probe-reference beat signal with frequency prb reff f f∆ = −  can be 
detected in amplitude and phase by a lock-in amplifier. 
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1.5.1 Pump-Probe Setup 
Fig. 1.5 shows the schematic of the setup. For a measurement of the amplitude and 
phase dynamics we implemented a heterodyne pump-probe technique with sub-
picosecond resolution [63, 66-68].  
Pulses with a FWHM of 130 fs are generated by an optical parametric oscillator 
(OPO) and split into pump, probe and reference pulses. Probe and reference pulses are 
tagged by a frequency shift prbf  and reff , respectively, which is induced by acousto-
optic modulators (AOM). The pulse repetition rate is rep 80 MHzf = . The pulses are 
coupled into a polarization-maintaining fiber (PMF) from where they are launched 
into the device under test (DUT). First, the weak reference pulse is guided through the 
unperturbed SOA. Next, a strong pump pulse drives the SOA into its nonlinear 
regime. A weak pulse probes these nonlinearities in gain and phase. A polarizing beam 
splitter (PBS) acts as a variable attenuator for the pump and ensures the co-
polarization of all pulses.  
After the device, the pulse train is split in a Michelson interferometer with 
unbalanced arm lengths. Both copies of the pulse train are then superimposed in such 
a way that the reference pulse leaving the long arm coincides with the probe pulse 
leaving the short arm. Because of the respective frequency shifts, the lock-in amplifier 
detects amplitude and phase of the photodiode current at the difference frequency 
prb reff f f∆ = − .  
For each data point, a reference measurement without pump pulses is used to 
correct for phase and amplitude drift. By varying the optical delay τ  between -10 ps 
and 300 ps, the temporal evolution of gain and phase can be measured. To reduce the 
impact of the mean-zero noise, the data is over-sampled by using a step width much 
smaller than the pulse width. 
Due to the periodicity of the measurement, the device always assumes a stationary 
state on the time scale of the repetition rate rep rep1 fτ = , which for our setup is 
12.5 ns. This has two important consequences. First, it limits the temporal resolution 
to time constants repτ τ< , which might seem a minor problem. Transient behavior of 
devices like fiber amplifiers which happen on millisecond time scales, are inaccessible 
by this technique. As a second consequence, phase changes measured with this 
technique always are maximum values. At higher repetition rates (like in transmission 
experiments), a different stationary state will be reached, with a generally smaller 
phase shift for the same input power levels. 
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1.5.2 Heterodyne Detection Principle 
The heterodyne pump-probe technique is an extension to the simple pump-probe 
technique shown in Fig. 1.4. The phase sensitivity of the measurement is achieved by 
comparing the weak probe pulse to a reference pulse. As this resembles the classic 
heterodyne detection scheme, where a local oscillator is mixed with the signal in order 
to detect the intermediate frequencies, the technique is called “heterodyne” pump-
probe technique.  
Small differences in the path length experienced by probe and reference pulses 
would lead to large phase errors. To minimize these phase fluctuations, both pulses 
should have nearly the same path. As a result, the reference pulse needs to propagate 
in the device the same way as the probe pulse. A beneficial side effect, this scheme 
also minimizes amplitude fluctuations due to fluctuating coupling conditions. 
Fig. 1.6 shows the pulse sequence and the associated spectra for the heterodyne 
pump-probe measurement technique. Each pulse of a repf -periodic sequence is split 
into three individual pulses, which are shifted in time and frequency such that the 
contained information can be unambiguously retrieved. Fig. 1.6(a) shows a strong 
pump pulse, which is used to drive the device into nonlinearity. In its spectral 
representation in Fig. 1.6(d), the carrier at frequency cf  and the tones at c repf f± . 
Fig. 1.6(b) shows the weak reference pulse, which acquires a negative time delay and 
gets frequency-shifted by reff∆ , as shown in Fig. 1.6(e). Fig. 1.6(c) shows the weak 
probe pulse, which is delayed by 1τ  with respect to the pump pulse and propagates in 
the perturbed waveguide. The delay 2τ  with respect to the reference pulse is kept 
constant. The applied frequency-shift prbf  makes all three pulses discernible, see Fig. 
1.6(f).  
To extract the amplitude and phase information contained in the probe pulse, an 
unbalanced Michelson interferometer is used to superimpose the pulse train in the 
short interferometer arm with an identical but delayed copy of itself in the long 
interferometer arm, see Fig. 1.6(g) and Fig. 1.6(h). If the time delay τ∆  is sufficiently 
low, reference and probe pulses coincide. Fig. 1.6(m) shows the optical spectrum for 
that moment. In a photodetector, a beating signal at the difference frequency 
prb reff f f∆ = −  can be detected in amplitude and phase.  
 











































Fig. 1.6  Pulse sequence and associated spectra for the heterodyne pump-probe 
measurement technique. Each pulse of a repf -periodic sequence is split into three 
individual pulses, which are shifted in time and frequency such that the contained 
information can be unambiguously retrieved. (a) A strong pump pulse, is used to drives the 
device into nonlinearity. In its spectral representation (d), the carrier at frequency cf  and 
the tones at c repf f± . (b) The weak reference pulse acquires a negative time delay and (e) 
gets frequency-shifted by reff∆ . (c) The weak probe pulse is delayed by 1τ  with respect to 
the pump pulse and propagates in the perturbed waveguide. The delay 2τ  with respect to 
the reference pulse is kept constant. (f) The applied frequency-shift prbf  makes all three 
pulses discernible. To extract the amplitude and phase information contained in the probe 
pulse, an unbalanced Michelson interferometer is used to superimpose (g) the pulse train in 
the short interferometer arm with an identical but delayed copy of itself in (h) the long 
interferometer arm. If the time delay τ∆  is sufficiently low, reference and probe pulses 
coincide. (m) That moment, in a photodetector a beating signal at the difference frequency 
prb reff f f∆ = −  can be detected in amplitude and phase. 
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Mathematically, reference, pump and probe pulse trains at the output of the short 
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where Aµ  are the slowly-varying envelopes of the pulses. The summation is carried 
out over all pulses in the infinite pulse train. The pulse trains originating from the long 
arm are obtained by substituting t  with 3t τ−  in Eq. (1.5.1). 
A photodetector at the output of the Michelson interferometer receives the pulse 
sequence 
  tot ref pump prb ref 3 pump 3 prb 3( ) ( ) ( ) ( ) ( ) ( ) ( ).a t a t a t a t a t a t a tτ τ τ= + + + − + − + −  (1.5.2) 
If the electrical bandwith eB  is smaller than the repetition frequency repf , the 
photodetector has as a low-pass filter characteristic and integrates over several signal 
periods. The photodetector with built-in transimpedance amplifier averages over one 
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′ ′= ∫  (1.5.3) 
where TIAG  is the transimpedance gain, S  is the responsitivity of the photodiode, and 
int e1 Bτ =  is the integration period associated with the limited bandwidth. In the 
square-law detector, spectral components at the difference frequency prb refω ω ω∆ = −  
are generated, which carry the information of the beating of the frequency-shifted 
probe and reference pulses as shown in Fig. 1.6(m). The beating signal is  
 refj( )* j jTIA prb ref
rep
( , ) ( ) ( )d ,ct
G Su t A t A t t e e eω ω τω φω τ
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 
′ ′ ′∆ = − ∆ 
  
∫  (1.5.4) 
where we have abbreviated the constant phase difference prb ref 2φ φ φ ωτ∆ = − − ∆  and 
the time delay 3 2τ τ τ∆ = −  between the probe and the reference pulses in Fig. 1.6(h).  
A lock-in amplifier that is locked to the difference frequency ω∆  extracts the 
complex amplitude of Eq. (1.5.4) and integrates over a large number of periods,  
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Although the information on the nonlinearity of the device is only contained in the 
probe pulse, the measured complex amplitude also depends on the reference pulse, 
which is only influenced by the (linear) propagation in the device. In order to 
unambiguously determine the nonlinear amplitude and phase of the probe pulses, the 
linear influences need to be calibrated out. A possible calibration procedure is 
described in the following. 
When a strong pump pulse is present, the complex amplitude of Eq. (1.5.5) shall be 
denoted  
 ref
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∫  (1.5.6) 
In the case where the beam of pump pulses is completely blocked and only the linear 
device is measured, the complex amplitude is 
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As (on)prb ( )A t  depends on the pump-probe time delay 1τ , so do 
(on)U  and the ratio 
(on) (off)R U U= . If for each delay the complex amplitude with and without pump 
pulses are measured, the ratio R  can fully describe the system. 
The envelopes (off)prbA  and 
(off)
refA  already contain the information on the linear 
propagation of the pulses, like insertion loss and pulse broadening due to dispersion. 
In the presence of the strong pump pulses, probe and reference pulses get modified by 
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In order for the reference pulse to provide a reference that is independent of the pump 
pulse, it has to enter the device ahead of the pump pulse. The transmission factor 
becomes independent of the time, and we can use the simplification 
    1 2 1 2(off) (off)j( ) j( )1 2 1 2ref ref( ) ( ) ( ) ( ) .
tA t T t e A t T eτ τ τ τ ττ τ τ τ τ τ τ′−∆ + − −′ ′ ′−∆ −∆ + − ≈ −∆ −  (1.5.10) 
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The window function ultimately determines the measurement resolution. It depends 
on the pulse-width of probe and reference pulses, and on the non-ideal overlap of both 
pulses due to the misalignment of both interferometer arms. In the case of ultra-short 
pulses, and slow device dynamics, the window function of an optimally tuned 
interferometer reduces to a delta-function ( )tδ . 
The complex ratio R  in terms of the time-dependent transmission factor ( )T t  and 
the time-dependent phase shift ( )tφ  is given by 
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For a negative time delay, 1 0τ  , also the probe pulse is unaffected by the pump 
pulse. Analogously to Eq. (1.5.10), the probe transmission factor and phase are given 
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which can be used to normalize the complex transmission ratio 1( )R τ  in Eq. (1.5.13) 
to the value of the undisturbed device of Eq. (1.5.14).  
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The complex transmission 1( )T τ , which contains the complete amplitude and 
phase dynamics of the device is then defined as 
 1 0j ( )1 11
1 0
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( ) ( ) d .
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tR T tT w t e t
R T





′> + ′= = ∫
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 (1.5.15) 
As only changes to the linear case are of interest, a convenient simplification is to 
define 0 1T =  and 0 0φ =  as the base point for the analysis. 
1.5.3 Measurement of Two Photon Absorption Figure of 
Merit 
Simultaneous measurements of amplitude and phase dynamics allow to determine the 
two-photon absorption figure of merit (1.3.37) of passive waveguides with high 
precision and without any free parameters like the effective area (3)effA . As in integrated 
optics the refractive index contrast is high and the waveguide cannot be assumed to be 
homogeneous over the complete mode cross-section, it is advantageous to use a 
formulation in terms of a complex nonlinearity parameter, γ . An identical derivation 
in terms of material parameters can be found in Appendix A.1 and leads to 
Eq. (1.3.41), which is identical to Eq. (1.3.37) for homogeneous waveguides. 
Fig. 1.7 shows a schematic illustration of the effects found in the (a) amplitude and 
(b) phase dynamics of nonlinear silicon waveguides. At zero time delay, the Kerr 
effect causes an instantaneous phase change. For the time dependency of exp( j )tω  
used in electrical engineering, the change of the refractive index caused by the Kerr 
effect is positive and given by NL eff- (2 )n Lφ λ π∆ = . If free carriers are created by 
two-photon absorption, the plasma effect leads to an undesired phase change with the 
opposite sign and a long time constant. The amplitude transmission Fig. 1.7(a) shows 
the instantaneous loss caused by two-photon absorption, and a permanently reduced 
transmission due to free carrier absorption. 
 
























Fig. 1.7  Schematic illustration of (a) amplitude and (b) phase effects of nonlinear silicon 
waveguides. At zero time delay, the Kerr effect causes an instantaneous phase change. If 
free carriers are created by two-photon absorption of the pulse, the plasma effect leads to 
an undesired phase change with the opposite sign and a long time constant. The amplitude 
transmission (a) shows the instantaneous loss caused by two-photon absorption and a 
permanently reduced transmission due to free carrier absorption. The dashed line shows the 
spectral artifact of the measurement principle, which is expected for strong Kerr media 
[69]. 
The dashed line depicts an artifact of the measurement technique. In strong Kerr 
media the nearly instantaneous phase shift causes a very strong frequency shift 
NLd df tφ∆ =  of the probe pulse for non-zero time delay. This violates the 
assumption that the frequency difference between probe and reference pulses is fixed. 
A lock-in amplifier tuned to this difference frequency is unable to correctly detect the 
signal. Hence, the measured transmission seems to drop to nearly zero. As this drop is 
only caused by a violation of the measurement assumptions, it is treated as an artifact 
[69].  
The strong pump signal with power PP  experiences linear losses 0α  and nonlinear 
losses 2α  due to two-photon absorption (TPA) and self-phase modulation (SPM) due 
to the Kerr effect. With the results of Section 1.3.5, the two-photon absorption figure 
of merit can be determined directly from pump-probe measurements.  
The change of the power ( )PP z  and phase ,NLPφ  are given by Eqs. (1.3.32) and 
(1.3.33) [37], 
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α γ= − +  (1.5.16) 
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where 0α  is the linear loss and λ  is the center wavelength. Third-order nonlinearities 
are described by the nonlinear refractive index 2n  and the two-photon absorption 
coefficient 2α . The resulting pump power ( )PP z  for a launched pump power ,0PP  is 



















For zero time delay, pump and probe pulses occupy the same time slot. The weak 
probe pulse experiences negligible two-photon absorption, but considerable cross-
two-photon absorption (XTPA) as well as cross-phase-modulation (XPM). The change 
of power ( )SP z  and phase NL ( )zφ  are  
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If for each time delay two measurements are taken, one with a pump of known power 
,0PP  and one with a blocked beam ,0 0PP = , the power transmission PT  and the 
nonlinear phase change NLφ∆  become 
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∆ = −  (1.5.23) 
If the linear loss can be neglected, the result is identical to Eqs. (1.5.22) and (1.5.23), 
except that the effective waveguide length is the total waveguide length, effL L=  
[70].  
Amplitude transmission 0.5A PT T=  and nonlinear phase change NLφ∆  are quantities 
that can be directly measured using the heterodyne pump-probe technique. Without 
the need to calculate an effective area (3)effA , solving Eqs. (1.5.22) and (1.5.23) with 
respect to { } { }Re Imγ γ  yields an expression for the two-photon absorption figure of 
40 Chapter 1: Theoretical Background 
 
 












= − =  (1.5.24) 
If the effective area of a nonlinear waveguide is known, the pump-probe traces also 
allow to determine the two-photon absorption parameter 2α . For a simple silicon strip 
waveguide the intensity is known, as the effective area (3)eff,SiA  can be easily derived 
numerically. For a peak pulse power 0PP , the inverse power transmission of the 
strong pump pulse depends linearly on the on-chip intensity (3),0 ,0 eff,SiP PI P A= , 
 { } ,0 eff2









2 Quantum Dot Semiconductor Optical 
Amplifiers 
Self-assembled quantum dots (QD) have been studied intensively for more than a 
decade due to their δ -function-like density of states [71] and possible defect-free 
incorporation into semiconductor heterostructures [72]. Numerous device applications 
like QD laser diodes [73-75], mode-locked laser diodes [76-78], semiconductor 
optical amplifiers [79-81], and single photon emitters [82-84] have been realized and 
further applications, e. g. in spintronics [85, 86], are envisaged. The special reputation 
of quantum dots is due to a long list of predicted advantages over conventional bulk 
and quantum-well technologies.  
Compared to conventional technologies, the stronger carrier confinement in 
quantum dots should enable temperature insensitive devices [87-90] with high gain 
[81, 91, 92] and noise figures below 5 dB [81]. 
The δ -like density of states increases the differential gain [93] and—due to the 
Kramers-Kronig relations—reduces the linewidth enhancement factor below 1 [92-
98]. Additionally, the use of isolated dot groups could be used to enable multi-
wavelength operation [99]. 
For high dot densities and strong pumping, contrary to the expected phonon 
bottleneck [100], fast processes on the order of 100 fs–1 ps have been found [97, 101], 
which enable high-speed operation [81, 102, 103]. 
The strong dependence of the quantum dot formation on the exact growth 
conditions can be used to tailor the properties, allowing a broad bandwidth of 120 nm 
[80, 104] and possibly polarization insensitive operation [73, 105]. 
Curiously, apart from the ultrafast nonlinearities, the low confinement factor 
inherent to quantum dots [53] improves linear properties like the input power dynamic 
range [106, 107], the burst mode tolerance [106]. Also, in the unsaturated regime the 
decoupling of dot states and wetting layer states causes the differential gain to be 
extremely low [53], which increases the saturation power considerably. 
However, only few of these advantages have been reported at the same time for a 
single device. While some advantages are inherent only to quantum dots, it is unclear 
to what extend quantum dot devices can really outperform devices based on 
conventional technologies. Some advantages like the strong carrier confinement are 
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compensated by disadvantages like an increase in homogeneous linewidth, which 
neutralizes the advantage of an increased differential gain [108]. Additional effects 
like the low intrinsic quantum efficiency [109] that have not been taken into account 
can further reduce the performance. 
This chapter is structured as follows. In Section 2.1, the current state of the art in 
quantum dot semiconductor optical amplifiers is presented, ranging from basic 
epitaxy to linear and nonlinear applications. In Section 2.2, a detailed description of 
quantum dot device fabrication is given and the influence of the growth conditions 
and the InGaAs capping layer on the dot properties is investigated. In Section 2.3, 
quantum dot semiconductor optical amplifiers are characterized. From an analysis of 
the device dynamics and the homogeneous linewidth, possible applications are 
identified. In Section 2.4, the application of quantum dot semiconductor optical 
amplifiers as linear in-line amplifiers for amplitude-encoded and phase-encoded 
signals is investigated. Large input power dynamic ranges are found, which is 
attributed to fundamental quantum dot properties. 
2.1 State of the Art in Quantum Dot Semiconductor 
Optical Ampflifiers 
Material technology and corresponding device fabrication constitute the basis for the 
development and exploitation of new nanophotonic materials that offer new 
functionalities. Quantum dot (QD) materials promise advanced miniaturized devices 
for applications in the field of telecom systems at the core, metro, and access level. In 
the following, the state of the art in quantum dot devices with regard to fabrication 
and applications as broadband amplifiers as well as nonlinear devices is discussed. 
2.1.1 Fabrication 
The Stranski-Krastanow (SK) growth mode of universal self-organization on surfaces 
in lattice mismatched hetero-epitaxial growth can be used to realize active regions 
with high optical quality and homogeneous QD distributions [110]. Improved models 
of QD devices that take finite barrier heights and the broadening of the QD 
distribution due to strain into account allow the development of specialized photonic 
components with improved operation characteristics. Recently, a new growth 
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technique based on droplets has been proposed. However, the required control of the 
growth conditions proves to be extremely challenging [111]. 
To achieve large gain, large differential gain and in turn a fast carrier capture, a 
high QD density is necessary. Unfortunately, the Stranski-Krastanow growth mode 
couples the size and density of the QD and might reach a limitation because of the 
existence of the wetting layer. By using the deposition of sub-monolayers (SML) for 
so-called localization layers these parameters are decoupled [112, 113]. Large dot 
densities of over 1011 cm-2 with a modal gain of more than 40 cm-1 [92] as well as 
ultra fast vertical cavity surface-emitting lasers (VCSEL) based on SML-QD were 
reported [114]. 
Optimized QD laser structures show in general a low transparency current density 
(<6 A/cm2 per QD layer), low internal losses (~1.5 cm-1), high internal quantum 
efficiency up to 98% and high output powers 18.2 MW/cm2 [115]. The epitaxial 
growth of pseudomorphic layers on GaAs substrates facilitates to shift the emission 
wavelength of the devices to 1.3 µm and beyond, which exceeds the O-band of fiber-
based communications [116-118]. InP-based technology is used for the 1.5 µm range 
[119], using low temperature molecular beam epitaxy (MBE) or gas source MBE 
(GSMBE) [120]. The resulting QD are usually elongated dashes (QDash) [121], 
limiting the performance of the device [122]. Presently, stable lasers reach 
transparency current densities with values slightly below 100 A/cm2 per dot layer 
[123]. 
Devices of the current generation are strongly polarization sensitive due to the high 
aspect ratio of the QD and their inherent strain. Unfortunately, the polarization 
diversity technique cannot be used for nonlinear applications. Several new growth 
techniques have been proposed to overcome this severe limit of QD based optical 
amplifiers [124, 125]. However, constraints like the maximum strain without the 
introduction of dislocations render the realization a complex and challenging task. As 
a consequence, the maximum fiber-to-fiber gain of polarization insensitive quantum 
dot semiconductor amplifiers is well below 1 dB [105]. 
2.1.2 Broadband Amplification in Access Networks 
Present deployments of optical access networks [126] are mostly based on gigabit 
passive optical network (GPON, G.984) [127-130] or Ethernet passive optical network 
(EPON, (IEEE 802.3av) standards or on active Ethernet in point-to-multipoint 
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configuration (IEEE 802.3ah) [131]. Although none of these networks up to now 
include any kind of optical amplification, both standardization bodies now include 
optical amplifiers in their roadmaps. Particularly in access networks the available 
spectrum of the fiber must be exploited to a much larger extent than in other networks, 
e. g. the upstream wavelengths in PON are allocated within the O-band (1260–
1360 nm) and the downstream in the S-band (1480–1500 nm). In terms of efficiency 
and maturity of the technology, especially QD SOA are very attractive components to 
fill this gap. They support a wide range of bit rates at modest bias power requirements 
and a small active volume. Although they provide less gain and higher noise figures 
compared to EDFA, the optical bandwidth of QD SOA is much larger and the gain 
dynamics are faster so they can more easily amplify the burst-mode traffic of the 
PON. 
In the 1.5 µm range, the state of the art on single channel amplification with QD 
SOA is a QD SOA device that exhibits a gain bandwidth of 120 nm, 23 dBm output 
power and noise figure of less than 5 dB up to 40 Gbit/s [104]. Recently, a –3dB 
bandwidth of 120 nm in semi-cooled operation was demonstrated [80]. At 1.3 μm, the 
Fujitsu group has also successfully demonstrated pattern effect free amplification of 
QD SOA with 40 Gbit/s signals [132]. Undistorted amplification of mode-locked laser 
(MLL) pulse trains been shown at even higher rates of 80 GHz at 1.3 µm [133, 134] 
and the simultaneous amplification of 8 channels at 10 Gbit/s at 1.5 µm [119]. 
Very likely, future gigabit passive optical networks with extended reach of up to 
60 km will support subscribers at fiber spans with strongly varying lengths. For the 
upstream path at 1.3 µm, this requires an amplifier technology with moderate gain but 
an input power dynamic range (IPDR) as large as possible. QD SOA are a very 
promising approach, as they combine burst mode tolerant operation [106], a sufficient 
signal fiber-to-fiber gain of >10 dB, and an IPDR of >26 dB for a single channel and 
>18 dB for two channels [64, 106], which is comparable to the values published for 
specifically designed linear optical amplifiers [135, 136]. For phase-shift keying 
signals, QD SOA at 1.5 µm show an IPDR improvement of 10 dB over comparable 
bulk SOA [137]. 
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2.1.3 Nonlinear Devices and Applications 
The nonlinear properties are the most unique features offered by the QD-based 
devices. The strong nonlinear optical properties of semiconductors are combined with 
ultra-fast carrier dynamics and an unprecedented bandwidth. 
Ultra-fast gain and phase dynamics have been found in the 1.3 µm and the 1.55 µm 
wavelength region using the heterodyne pump-probe technique [68, 96, 97, 138-142]. 
For the first time, the magnitudes and the time constants for these gain and phase 
responses were extracted for various 1.3 μm InAs/GaAs QD SOA devices and the 
associated Henry factors were calculated. It was found, that the fast processes have a 
small Henry factor and become even faster for higher bias current densities, while the 
slow processes have Henry factors in the order of 5 and remain slow under all 
conditions. As the phase response is dominated by slow processes, QD SOA should be 
used only for regenerative schemes that are mostly based on cross-gain effects [97]. 
More system oriented experiments on the cross saturation dynamics of InAs/InP 
QDash optical amplifiers operating in 1.5 μm have been performed. The dependence 
of the cross saturation mechanism on the bit rate of the saturating signal, as well as on 
the spectral overlapping due to the finite homogeneously broadened width of every 
dash size population was examined. It was shown that for large detuning, slow rate 
signals experience large crosstalk, while at high bit rates the QDash SOA shows less 
cross-talk on the amplification of multi channel signals [141]. 
Four-wave mixing (FWM) is a very fast nonlinear process that is often used for 
wavelength conversion or dispersion compensation by optical phase conjugation. For 
QD SOA, experiments have shown high conversion efficiencies of 0 dB over the 
whole gain bandwidth, which was attributed to the low linewidth enhancement factor 
[143, 144]. However, for practical applications and high conversion efficiency, 
improved carrier confinement in the ground state of the dots is necessary [145]. 
For all-optical regeneration the single channel regenerative amplification at 
40 Gbit/s has been reported [104, 146]. This scheme exploits the nonlinear behavior of 
the device at the saturation region for suppressing the “1”-level amplitude distortions 
of the input pulses, as well as its ultra-fast gain recovery which ensures pattern effect 
free performance. Wavelength conversion up to 40 Gbit/s has been experimentally 
demonstrated based on cross gain modulation, both in the small signal regime [147, 
148] as well as the large signal regime [149]. However, no regenerative performance 
was achieved. From simulations, regenerative wavelength conversion is expected 
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[150], even for multiple input channels at high bit rates [58]. Despite the low Henry 
factor found in QD devices, new interferometric configurations at medium power 
levels promise excellent extinction ratios and novel all-optical regeneration schemes 
for advanced modulation formats [151-153]. 
2.2 Fabrication of Quantum Dot Active Regions 
For the application of InAs/GaAs QD structures in information technology, emission 
at communication wavelengths of 1.3 µm (and 1.5 µm) is an indispensable 
prerequisite. This requires the epitaxial growth of large defect-free QD containing a 
high In concentration, which is technologically challenging. Several strategies were 
applied successfully in molecular-beam epitaxy (MBE) to maximize In incorporation 
and mobility of surface atoms, e. g. low InAs deposition rates [154-157], cycled sub-
monolayer deposition [158], and utilization of InGaAs cap layers [156, 157, 159]. 
Some advances of the underlying growth technology that lead to emission in the 
1.3 µm wavelength region are detailed in this section. 
After a short introduction into the Stranski-Krastanov growth mode of molecular-
beam epitaxy (MBE) grown self-assembled quantum dots in Section 2.2.1, the typical 
structure of quantum dot semiconductor optical amplifiers and edge emitting lasers is 
presented in Section 2.2.2. The formation of the InAs dots for the active region 
critically depends on multiple MBE growth parameters at the same time. In previous 
investigations, only the effect of one or two parameters was typically analyzed [154-
157, 160-173].  
In Section 2.2.3, we investigate the effects of multiple parameters like the deposited 
amount of InAs, growth temperature, As pressure, the growth rate during InAs 
deposition as well as the growth interruption time before cap layer growth. 
Photoluminescence (PL) spectroscopy, plan-view and cross-section transmission 
electron microscopy (TEM) of capped InAs QD structures are combined to analyze 
the optical and structural properties rather than solely interpreting PL data with 
respect to the structural properties or applying atomic force microscopy or scanning 
tunneling microscopy. The two latter methods require uncapped structures which 
might lead to an unintended annealing if sample cooling after growth is not performed 
properly [174]. Furthermore, overgrowth of the QD with GaAs modifies the structures 
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due to In segregation during GaAs cap layer growth which can be assessed by TEM 
[175-177]. 
In Section 2.2.4, the use of InGaAs (instead of GaAs) cap layers with different In 
concentrations is investigated in order to increase the In content of the quantum dots. 
Different TEM techniques can be combined to determine the shape, size, and 
composition of the QD. By applying a post-processing procedure the composition of 
the layers can be reconstructed on an atomic scale. We find the In concentration in the 
QD to increase in growth direction up to a value of 90%. It is shown that 
redistribution of In during the InGaAs cap layer growth leads to a decrease of the In 
concentration in the cap layer with respect to the nominal In concentration. 
2.2.1 Self-organized Growth in Molecular Beam Epitaxy 
Most advanced optical nanostructures like photonic crystals require sophisticated 
fabrication technologies, as they require a control of device dimension and structure 
size on a nanometer scale. Quantum dot devices offer the advantage of a self-
organized growth process, where the lateral dimensions of the quantum dots can be 
controlled simply by choosing the appropriate growth parameters. The Stranski-
Krastanov (SK) growth regime in which self-assembled quantum dots are formed is 
based on the interplay between a 2D and 3D growth, due to a slight lattice mismatch 
between the substrate and the quantum dot material [111, 155, 156, 171, 178, 179]. In 
the case of InAs dots on GaAs substrate, this lattice mismatch is ~7%. 
 
 
Fig. 2.1  Stranski-Krastanov self-assembled quantum dot growth mode. (a) At the 
beginning, a fully lattice matched compressively strained 2D film (wetting layer) is 
formed.  (b) At a critical coverage of 1.8 ML InAs, the accumulated strain is elastically 
relieved by randomly forming small 3D islands.  (c) Additional InAs can freely migrate on 
the sample surface, adding to the 3D island growth.  (d) The growth of a capping layer 
finishes the dot formation. If the capping layer material has a smaller bandwidth than the 
substrate, a quantum well structure around the dots is formed. 
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Fig. 2.1 illustrates the SK self-assembled quantum dot growth mode. At the 
beginning, a fully lattice matched compressively strained 2D film (wetting layer) is 
formed, see Fig. 2.1(a). At a critical coverage of 1.8 ML InAs, the accumulated strain 
is elastically relieved by forming small 3D islands [180], shown in Fig. 2.1(b). This 
nucleation process is random and does not depend on the growth rate [155]. Above the 
critical thickness, the additional InAs can freely migrate on the sample surface, adding 
to the 3D island growth, see Fig. 2.1(c). The growth of a capping layer in Fig. 2.1(d) 
finishes the dot formation. If the capping layer material has a smaller bandwidth than 
the substrate, a quantum well structure around the dots is formed. This technique is 
commonly used to extend the emission wavelength of the dots [156].  
Depending on the temperature, the growth of the capping layer can cause an 
intermixing between the dot material and the capping layer material. As a result, both 
the composition and the shape of the quantum dots can change, and need to be 
investigated experimentally. As both parameters have a strong influence on key 
quantum dot parameters like the carrier confinement and the emission wavelength, the 
exact control of all growth parameters is essential for the fabrication of quantum dot 
based opto-electronic devices. 
2.2.2 Device Structure 
For the purpose of wave guiding and electrical pumping it is necessary to incorporate 
the quantum dot material into a device structure. Naturally, as the requirements are 
identical to conventional bulk and quantum well devices, the device structure 
surrounding the quantum dots is identical as well. Contrary to the assumptions found 
in many theoretical works on quantum dot devices [53, 58] that mainly concentrate on 
the dot properties, the influence of the surrounding structure cannot be safely 
neglected and might dominate the device performance.  
In the following, the physical structure and the electronic structure are discussed 
and the concept of homogeneous and inhomogeneous broadening of quantum dot 
emission lines is quickly introduced. 
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2.2.2.1 Physical Structure 
An accurate understanding of quantum dot devices cannot be solely based on some 
theory on quantum dots, it needs to adequately include the influence of the device 
structure. Thus, it is helpful to start the discussion of quantum dot devices with the 
description of the physical device structure. 
 
Fig. 2.2  (a) Structure of a quantum dot device grown on a GaAs substrate. For wave 
guiding and in order to avoid coupling of the optical mode to the substrate, the active 
region is surrounded by conductive Al0.35Ga0.65As cladding layers of ~1.5 µm thickness.  
(b) The 0.4 µm thick active region consists of a stack of 10 layers of quantum dots. 
In0.15Ga0.85As cap layers are used to increase the emission wavelength of the dots to the 
1.3 µm wavelength region.  (c) Composition analysis of a single quantum dot in cross-
sectional view.  
Fig. 2.2(a) shows the structure of a quantum dot device grown on a GaAs substrate. 
For wave guiding and in order to avoid coupling of the optical mode to the substrate, 
the active region is surrounded by conductive Al0.35Ga0.65As cladding layers of 
~1.5 µm thickness, in order to avoid coupling to substrate modes. The 0.4 µm thick 
active region shown in Fig. 2.2(b) consists of a stack of 10 layers of quantum dots. 
In0.15Ga0.85As cap layers are used to increase the emission wavelength of the dots to 
the 1.3 µm wavelength region. As discussed in Section 2.2.1, the overgrowth changes 
the dot shape and composition. Fig. 2.2(c) shows the composition analysis of a single 
quantum dot in cross-sectional view. 
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2.2.2.2 Electronic Structure 
The lifetime of an exited state of any oscillator is finite, when it is coupled to its 
environment. In time domain, the emission of such a state is given by an exponentially 
decaying oscillation. In frequency domain, its Fourier transform is given by a 
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which is centered around 0x  and has a full-width at half maximum (FWHM) of homΓ .  
As single quantum dots with their zero dimensional density of states (DOS) 
resemble artificial atoms, the emission of a single dot can be fully described by 
Eq. (2.2.1). Changes of the carrier lifetime affect all dots identically. As this 
homogeneously changes the emission spectrum, the broadening due to the finite 
lifetime of the excitation is called homogeneous broadening. A small homogeneous 
linewidth can be expected when the lifetime of the excited state is long. In general this 
is the case for low dot densities, where the coupling to other dots is effectively 
eliminated. Measurements at low temperatures with weak optical excitation are 
needed to validate this experimentally. Note that in practical devices these conditions 
are violated and the lifetimes are low due to coupling between two dots, coupling 
between a dot and a quantum well state, and most importantly due to Coulomb 
scattering [181]. At room temperature, a simple theory estimates the homogeneous 
linewidth of quantum dot interband transitions at 1.3 µm to be 15 meV [159]. 
Due to the random nature of the island formation for each independent quantum dot 
as discussed in Section 2.2.1 Fig. 2.1(c), the size distribution of the quantum dots is 
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which is centered around 0x  with a variance σ . Its FWHM is 
inhom 2 2ln 2 2.3548σ σΓ = ≈ . If each group of dots with identical properties can be 
regarded independent, a change of the distribution of the active dots can influence the 
spectrum asymmetrically. The broadening of the emission spectrum due to size 
variations of the dots is thus called inhomogeneous broadening. As the FWHM of the 
dot ensemble can be easily increased by varying the InAs coverage of consecutive 
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quantum dot layers, typical values for inhomΓ  range between 30 nm and 120 nm. For 
quantum dot semiconductor optical amplifiers, the inhomogeneous broadening 
determines the optical bandwidth of the amplifier. 
 
 
Fig. 2.3  (a) Band structure of a single layer of identical quantum dots (QD) embedded in a 
quantum well (QW) which is surrounded by a bulk structure (Bulk). Interband transitions 
in the QD cause stimulated (and spontaneous) emission (gray arrows). Under strong bias, 
two time constants are expected. One associated with the refilling of the dots 1τ , and one 
associated with the refilling of the QW states 2τ .  (b) Schematic of the electron density of 
states (DOS) of the device shown in Fig. 2.2. Homogeneous quantum dot groups with a 0D 
density of states (grey) are inhomogeneously broadened (red). Quantum well and bulk 
states are described by the characteristic 2D (green) and 3D (blue) density of states. FE  
denotes the Fermi energy. 
Fig. 2.3(a) shows the band structure of a single layer of identical quantum dots 
(QD) embedded in a quantum well (QW) which is surrounded by a bulk structure 
(Bulk). Interband transitions in the QD cause stimulated (and spontaneous) emission 
(gray arrows). Under strong bias, two time constants are expected. One associated 
with the refilling of the dots 1τ , and one associated with the refilling of the QW states 
2τ . Fig. 2.3(b) shows the schematic of the electron density of states (DOS) of a 
typical quantum dot device, see Fig. 2.2. Homogeneous quantum dot groups with a 
0D density of states (grey) are inhomogeneously broadened (red). Quantum well and 
bulk states are described by the characteristic 2D (green) and 3D (blue) density of 
states. FE  denotes the Fermi energy. Obviously, in order to refill quantum dot states, 
carriers must traverse the cascade of bulk and quantum well states. Under strong 
saturation (or low bias conditions), the slowest time constant will dominate the device 
dynamics.  
Although this description is extremely simplified, more elaborate models which 
involve a large number of quantum dot states and take into account the ground state as 
well as multiple possible excited states, still arrive at the same conclusions [53]. 




Fig. 2.4  Illustration of the inhomogeneous broadening of groups of quantum dots in the 
normalized density of states (DOS). The Gaussian distribution ( )g E∆  (blue) is centered at 
1300 nm with a full width at half maximum (FWHM) of inhom 33meV( 45nm)Γ =  . Each 
dot group is homogeneously broadened with a Lorentzian line shape (red). Ensembles of 
homogeneously broadened quantum dots (green) with linewidths homΓ  of (a) 5 meV 
(~ 6.8 nm, 15%), (b) 10 meV (~ 13.6 nm, 30%), (c) 15 meV (~ 20.4 nm, 45%), and (d) 
20 meV (~ 27.3 nm, 60%). 
The influence of the homogeneous linewidth on the device performance is 
illustrated in Fig. 2.4. It shows the normalized density of states for a dot ensemble of 
at 1300 nm with a full width at half maximum (FWHM) of 
inhom 33meV ( 45nm)Γ =  . Each dot group is homogeneously broadened with a 
Lorentzian line shape (red). Ensembles of homogeneously broadened quantum dots 
(green) with linewidths homΓ  of (a) 5 meV (~ 6.8 nm, hom inhom 15%Γ Γ = ), (b) 
10 meV (~ 13.6 nm, hom inhom 30%Γ Γ = ), (c) 15 meV (~ 20.4 nm, 
hom inhom 45%Γ Γ = ), and (d) 20 meV (~ 27.3 nm, hom inhom 60%Γ Γ = ). In all four 
cases the emission spectrum is unchanged, the number of individual homogeneous 
lines contributing to the spectrum changes strongly.  
The crosstalk between two homogeneous groups of dot is given by the overlap of 
their respective homogeneous lines. As a rule of thumb, a Lorentzian line reduces to 
3% of its maximum value for a detuning of hom3×Γ , hom(3 ) (0) 0.03l lΓ ≈ . The result 
is directly visible looking at Fig. 2.4(a) and Fig. 2.4(c). If only every third group of 
dots can carry a signal, multi-wavelength operation is only possible for a very low 
homogeneous linewidth, see Fig. 2.4(a). For homogeneous linewidths >15 meV and 
realistic gain bandwidths <60 nm ( hom inhom 30%Γ Γ > ), Fig. 2.4(c) and Fig. 2.4(d) 
show a significant overlap of all homogeneous lines. As a result, true multi-
wavelength operation of quantum dots in a saturated regime is extremely unlikely. 
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2.2.3 Influence of Growth Conditions on Quantum Dot 
Properties [J10] 
The influence of the conditions during growth of InAs/GaAs quantum-dot structures 
on GaAs(001) by molecular-beam epitaxy was investigated systematically with 
respect to achieving quantum-dot photoluminescence in the 1 eV range. The growth 
temperature, As flux, growth rate, InAs deposit, and growth interruption time before 
cap layer growth were varied. Photoluminescence (PL) spectroscopy and transmission 
electron microscopy (TEM) were used to study the optical and structural properties.  
Large InAs quantum dots with photoluminescence in the 1 eV range are obtained at 
a low growth rate of 0.0056 ML/s. Focusing in particular on the low-growth-rate 
regime, it is found that an InAs deposition of at least 2.4 ML and a growth 
temperature of 500–510°C are crucial to obtain large quantum dots with a high size 
uniformity. Composition analyses by transmission electron microscopy reveal a 
significantly higher In concentration in the quantum dots grown at low growth rate 
compared to high-growth-rate samples. 
2.2.3.1 Sample Fabrication and Experimental Details 
The samples were grown on GaAs(001) substrates in a Riber Compact 21 molecular-
beam epitaxy system equipped with effusion cells for Ga and In, as well as a valved 
cracker cell for As. A GaAs buffer layer was deposited at a substrate temperature of 
580°C and an As:Ga beam equivalent pressure ratio (BEPR) of about 15:1. Afterwards 
growth was interrupted and the substrate temperature reduced to the value chosen for 
QD growth. The InAs QD were embedded into a 35–40 nm (below) and a 25–30 nm 
thick (above) GaAs layer, respectively, grown at the same substrate temperature as the 
QD. The As:Ga BEPR was set to about 10:1 for the GaAs layers. This preserved a 
(2×4) reconstruction during GaAs growth at the lower temperature. The QD formation 
was monitored by reflection high energy electron diffraction (RHEED). The 
intensities of the specular spot and one 3-dimensional (3D) diffraction spot were 
recorded. A 5 nm thick In0.1Ga0.9As quantum well (QW) covered by a 35–40 nm thick 
GaAs layer was introduced below the QD for many samples to determine the In flux 
by measuring RHEED specular spot intensity oscillations. 
Table 2.1  Overview of growth conditions used for the sample series used to investigate 
the influence of growth conditions on the InAs/GaAs quantum dot properties. 




















As pressure series 
1 485 2.2 0.09 120 As4 10, 21, 
33 
2 485 2.2 0.09 30 As2 9, 15, 
40  
3 520 2.2 0.09 30 As2 15, 130 
Substrate temperature series 
4 485, 500, 520 2.2 0.09 60 As4 20 
5 485, 500 2.2 0.09 120 As4 20 
6 485, 500, 
520, 535 
2.2 0.09 30 As2 15 
Growth interruption series 
7 485 2.2 0.09 60, 120, 180 As4 20 
8 500 2.2 0.09 60, 120 As4 20 
9 485 2.2 0.09 2, 30, 60 As2 15 
Growth rate series 
10 500 2.4 0.0056, 
0.01, 0.08 
10 As4 80 
Layer thickness at low growth rate 
11 500 1.74-2.9 0.0056 10 As4 80 
Substrate temperature series at low growth rate 
12 485, 500, 
510, 530 
2.4 0.0056 10 As4 80 
13 500, 510 2.6 0.0056 10 As4 80 
Single samples at low growth rate 
14 500 1.74 0.0056 30 As4 80 
15 500 1.73 0.0056 30 As4 80 
16 500 2.2 0.01 30 As4 80 
17 500 2.2 0.01 10 As4 55 
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Several sample series were investigated which are summarized in Table 2.1. The 
As:In BEPR during InAs deposition was varied from 9:1 to 130:1, the substrate 
temperature from 485–535°C, and the growth rate from 0.0056–0.09 monolayers/s 
(ML/s). Both As2 as well as As4 were used as As precursors. The deposited amount of 
InAs was about 2.2 ML unless stated otherwise. A growth interruption of 2–180 s was 
introduced before cap layer growth. The As pressure provided during InAs growth 
was retained during growth interruption until 10 s before the start of the GaAs 
deposition. The last 10 s were necessary to increase the As pressure again because of 
the higher GaAs growth rate. 
Plan-view TEM samples were prepared by chemical etching from the substrate side 
using a 5:1 solution of NaOH (1 mol/l) and H2O2 (30%). Standard procedures [182] 
were used for cross-section sample preparation. A Philips CM 200 FEG/ST electron 
microscope with an electron energy of 200 keV was used for TEM investigations. 
High-resolution TEM lattice-fringe images were taken under two-beam conditions 
using the (002) reflection close to the [001]-zone axis. The QD morphology and local 
In concentration were determined on an atomic scale on the basis of lattice-fringe 
images utilizing composition evaluation by lattice fringe analysis (CELFA) [183]. 
At a temperature of about 6 K PL spectra were measured using a HeCd laser at 
442 nmλ = , a 0.275 m monochromator with 600 mm-1 grating, and an InGaAs 
photodiode. The signal was amplified by a standard lock-in technique. 
2.2.3.2 Experimental Results 
The transition from a two-dimensional to a 3D growth mode could be observed in-situ 
by RHEED after about 1.8 ML InAs deposition. This value was calibrated by CELFA 
measurements. It was in good agreement with the InAs growth rate calculated by 
extrapolating the In fluxes determined at higher In cell temperatures (and hence higher 
In fluxes) assuming an Arrhenius dependence of the In flux on In cell temperature. 
The intensity of the 3D diffraction spots in the RHEED pattern saturated at an InAs 
deposition of 2.2 ML for a growth rate of 0.09 ML/s. Hence, most samples contain 
2.2 ML InAs. 
In the following subsections we describe and discuss the influence of all relevant 
growth parameters on the PL and QD density as well as the In distribution of selected 
samples. 




The inset of Fig. 2.5 shows a typical low-temperature PL spectrum for samples 
deposited with a growth rate of 0.09 ML/s. The intense and broad QD emission occurs 
at around 1.2 eV. The emission of the QW and GaAs substrate are visible at 1.472 eV 
and 1.492 eV, respectively. An emission of the wetting layer (WL), expected at about 
1.42 eV [158, 184], is not visible. The assignment of the first peak to the QW 
emission was easily possible by changing the In concentration in the QW and 
observing the peak position. 
 


















Fig. 2.5  Dependence of the low-temperature (6 K) PL emission energy on the As4:In 
BEPR for a growth temperature of 485°C, a growth rate of 0.09 ML/s, a growth 
interruption of 120 s and 2.2 ML InAs deposition. The line is a guide to the eye. The inset 
shows the spectrum of the sample grown with a BEPR of 21:1. 
Fig. 2.5 depicts the low-temperature PL emission energy dependence on the As4 
flux for samples grown at 485°C with a growth rate of 0.09 ML/s and a growth 
interruption of 120 s. The As4 flux is given as As4:In BEPR. Increasing the BEPR 
from 10:1 to 21:1 lowers the emission energy by about 30 meV. An increase of the 
As4:In BEPR to about 33:1 does not introduce a further shift of the emission energy. 
The emission full width at half maximum (FWHM) rises from 65 meV to more than 
80 meV with increasing As pressure (not shown). A similar shift of emission energy 
with increasing As pressure was found for samples grown with As2 and a growth 
interruption of 30 s. 
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Fig. 2.6  Bright-field plan-view TEM micrograph along the [001]-zone axis of a sample 
containing 2.2 ML InAs grown with an As2:In BEPR of 130:1 at a temperature of 520°C 
with a rate of 0.09 ML/s. The growth interruption was 30 s. The density of coherent 
quantum dots is 10 23.6 10 cm−× . Dislocated islands are marked by circles. 
Plan-view TEM micrographs show a decrease of the density of coherent QD from 
9.2 to 10 23.6 10 cm−×  for an increasing As2:In BEPR from 15:1 to 130:1, a substrate 
temperature of 520°C, and a growth interruption of 30 s. Large relaxed islands occur 
for the highest As2:In BEPR (see Fig. 2.6). The decreasing QD density with increasing 
As flux is consistent with the shift of the PL emission to lower energy because larger 
QD are expected for a reduced QD density and a constant deposited amount of InAs. 
The confinement energy is smaller for larger QD which leads to a lower PL energy. A 
higher In concentration in the QD which could explain the experimental results as 
well cannot be ruled out completely by our results. However, we assume that QD 
enlargement is more relevant due to the increasing surface energy with increasing As 
pressure leading to a smaller number of larger QD for a higher As flux [185]. 
Reports in literature about the influence of the As flux differ significantly [154, 
158, 163-165, 185]. This may be related to the fact that the beam equivalent pressure 
values given in different reports are basically not comparable because they are 
machine dependent. Only a qualitative discussion of the observed phenomena is 
possible. The As flux was discussed in connection with the mobility of atomic species 
on the surface [158, 164, 165], surface energy [185], In desorption [154, 166], and In 
segregation efficiency [186].  
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The most striking observation was made by Ledentsov et al. [185] who found the 
formation of stable QD with equilibrium (pyramidal) shape within a narrow window 
of optimum As pressures and relatively high deposition rates (0.3 ML/s). Plan-view 
TEM images of the present samples do not show square-shaped strain contrast 
associated with pyramidal structures within the range of studied BEPR. We will see 
later (Fig. 2.10) that low growth rates are the essential ingredient for achieving large 
pyramidal QD. We speculate that the present As pressures are comparatively low 
because we observe a reduction of QD density and an increase of QD size with rising 
BEPR. This is consistent with the observation of Ledentsov et al. [185] who found a 
growing QD size with increasing As pressure in the range of low arsenic pressures 
while they found a size reduction of (coherent) QD with increasing As pressure in the 
range of high arsenic pressures. The change of the island size distribution and 
corresponding reduction of the PL energy indicates that the mobility of surface atoms 
is not limited by the impinging atomic fluxes in the present range of As:In BEPR. We 
presume that Chu et al. [158] worked in the high-flux regime because they observed 
the opposite effect: a reduced PL energy occurred for lower As pressure which was 
associated with an enhanced surface length and the formation of larger QD. 
Compositional changes and corresponding effects on the PL energy cannot be 
completely excluded because the In-segregation efficiency was shown to depend on 
the BEPR value by Muraki et al. [186] for InGaAs QW with a lower In concentration. 
A higher BEPR led to the enhancement of In incorporation during GaAs cap layer 
deposition which might be favorable if higher average In concentrations are desired. 
Enhanced In desorption at lower As fluxes with its corresponding influence on the QD 
size and PL energy are supposed not to be relevant for the substrate temperature used 
for the samples discussed in this section [166]. However, it can explain differing 
experimental results for higher substrate temperatures.  
Substrate Temperature 
The dependence of the PL emission energy and FWHM on substrate temperature is 
shown in Fig. 2.7 for samples grown with a rate of 0.09 ML/s an As4:In BEPR of 
20:1, and a growth interruption of 60 s or 120 s, respectively.  
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Fig. 2.7  Dependence of the low-temperature (6 K) PL emission energy (a) and FWHM(b) 
on substrate temperature for 2.2 ML InAs deposition, a growth rate of 0.09 ML/s, and an 
As4:In BEPR of 21:1. The growth interruption duration is given in the key. The lines are 
guides to the eye. 
The PL energy decreases and the FWHM increases with increasing substrate 
temperature for both growth interruptions. Only a generally lower emission energy is 
found for a longer growth interruptions. A comparable behavior was observed for 
sample grown with As2 instead of As4, where the As2:In BEPR was 15:1 and the 
growth interruption was 30 s. Fig. 2.8 presents plan-view TEM micrographs of three 
of the latter samples. The diameter of the QD is less than 20 nm. The QD density is in 
the order of 11 210 cm−  and decreases with increasing growth temperature from 1.6 
(485°C) to 11 20.9 10 cm−×  (520°C). Lower emission energies at higher substrate 
temperatures indicate a smaller confinement energy due to larger QD or a higher In 
concentration. 




Fig. 2.8  Bright-field plan-view TEM micrographs along the [001]-zone axis of samples 
grown with a rate of 0.09 ML/s, an As2:In BEPR of 15:1, and a growth interruption of 30 s 
with an InAs deposit of 2.2 ML. The substrate temperatures (QD densities) are (a) 485°C 
( 11 21.6 10 cm−× ), (b) 500°C ( 11 21.2 10 cm−× ), and (c) 520°C ( 11 20.9 10 cm−× ). 
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The latter is in contradiction with enhanced In segregation at elevated temperature 
[187]. Hence, larger QD are the most likely origin for the lower emission energy. A 
corresponding reduced QD density was indeed detected by TEM. These trends are in 
agreement with several previous studies [158, 163, 167-170]. The formation of fewer 
but larger QD at a higher substrate temperature can be explained by an increase of the 
surface diffusion length of adatoms with increasing substrate temperature. An 
exception from the generally observed behavior was reported by Ledentsov et al. 
[171]. They found a lower density of smaller QD emitting at higher energy for higher 
growth temperatures. This was explained by assuming equilibrium conditions for QD 
formation. Hence, kinetically limited QD formation is likely for the present growth 
conditions. 
Growth Interruptions 
The influence of a GI introduced before cap layer growth on the PL is shown in Fig. 
2.9 for a growth rate of 0.09 ML/s, an As4:In BEPR of 20:1, and two different 
substrate temperatures.  











































Fig. 2.9  Dependence of the low-temperature (6 K) PL emission energy (a) and FWHM (b) 
on the growth interruption time for 2.2 ML InAs, a growth rate of 0.09 ML/s, and an As4:In 
BEPR of 21:1. The substrate temperature is given in the key. The lines are guides to the 
eye. 
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Fig. 2.9 shows that the PL energy decreases and the FWHM increases with 
increasing growth interruption duration for both temperatures. As expected, the 
emission energy is lower and the FWHM is larger for higher temperature. A 
comparable dependence was observed for an As2:In BEPR of 15:1 and a growth 
temperature of 485°C. Plan-view TEM of selected samples of the latter series reveals 
a decreasing QD density for extended growth interruptions with densities of 
11 22.15 10 cm−×  (2 s), 11 21.6 10 cm−×  (30 s), and 11 21.0 10 cm−×  (60 s), respectively. 
Some dislocated islands were observed in plan-view TEM images (not shown here) 
for a growth interruption of 60 s. These results show the ongoing development of the 
QD morphology during the GI leading to a lower density of larger QD or QD with a 
higher In concentration. 
A reduction of the QD density accompanied by a size increase of the QD can be 
interpreted in terms of a reorganization of the InAs to an energetically more 
advantageous state. It is important to note that the FWHM increases with increasing 
growth interruption time for the samples under study, i. e., the size uniformity 
decreases. This indicates that the islands will not reach a stable size distribution which 
is in contradiction to a picture of highly uniform quantum dots in thermodynamic 
equilibrium [188, 189]. The continuing development of the QD ensemble is 
corroborated by the appearance of dislocated islands for a long growth interruption. 
A possible explanation is the dependency of the surface energy on the As flux 
[185]. A high surface energy favors ripening of the QD which yields finally few but 
large InAs islands. 
The reports in literature are quite diverse. Kiravittaya et al. [172] found similar 
results for samples grown with a high rate of 0.2 ML/s but an optimum growth 
interruption time with respect of a small PL FWHM for a growth rate of 0.01 ML/s. 
Ledentsov et al. [171] observed stable QD ensembles for short growth interruptions 
and the development of large relaxed clusters at the cost of the small islands for very 
long growth interruptions. Krzyzewski et al. [174] reported a deterioration of QD size 
uniformity for shorter growth interruptions but an improvement for longer ones. We 
suggest that these discrepancies are related to differing As fluxes or the amount of 
deposited InAs which might also influence the evolution of the QD morphology 
during a growth interruption. 




Fig. 2.10 presents the spectra of three samples containing 2.4 ML InAs, deposited 
with different growth rates. The other parameters (substrate temperature 500 C, As4:In 
BEPR about 80:1, growth interruption 10 s) were kept constant. The As4:In BEPR was 
the lowest value which could be set reproducibly for a growth rate of 0.0056 ML/s. 
Reducing the growth rate from 0.08 ML/s to 0.0056 ML/s leads to a shift of the 
emission energy as large as 180 meV reaching 1.046 eV for 0.0056 ML/s.  
T = 6 K



















Fig. 2.10  Low-temperature PL spectra for 2.4 ML InAs deposition at 500°C and different 
growth rates of 0.08 ML/s (–, black), 0.01 ML/s (–, blue), and 0.0056 ML/s (–, red). The 
As4:In BEPR was 80:1, and the growth interruption 10 s.  
The shape of the spectra in Fig. 2.10 changes drastically in the growth-rate regime 
from 0.08 ML/s to 0.01 ML/s and remains similar for a further decrease to 
0.0056 ML/s. The emission of the high-growth-rate sample consists of one broad peak 
(118 meV FWHM). In contrast, the emission of the low-growth-rate samples consists 
of two peaks where the (more intense) low-energy peak has a FWHM of only 39 meV 
(0.01 ML/s) or even 33 meV (0.0056 ML/s), respectively. Excitation intensity-
dependent measurements indicate that the low-energy peak corresponds to the ground 
and the high-energy peak to the first excited QD state. Hence, a growth rate reduction 
to very low values leads to larger QD with improved size uniformity in agreement 
with earlier reports [155-157, 170, 172]. This behavior can be explained by the 
extended time during growth to reach conditions close to thermodynamic equilibrium. 
However, we want to point out that low growth rates cannot be compensated by long 
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growth interruptions although the system has more time to approach thermodynamic 
equilibrium in both cases. 
 
Fig. 2.11  Bright-field plan-view TEM micrograph along [001]-zone axis for an InAs 
growth rate of 0.0056 ML/s. (b) and (c) Color-coded cross-section images of the In 
distribution for QD obtained with a deposition rate of (b) 0.08 ML/s and (c) 0.0056 ML/s 
under otherwise identical conditions (InAs deposit 2.4 ML, substrate temperature 500°C, 
As4:In BEPR 80:1, and growth interruption 10 s). 
In the following we present plan-view and cross-section TEM images to compare 
the structural properties and In distribution of low-growth-rate and high-growth-rate 
samples. The plan-view TEM micrograph of the sample grown with a rate of 
0.0056 ML/s is shown in Fig. 2.11(a). The QD density is 10 22.0 10 cm−×  which is 
reduced compared to higher growth rates. The contrast is square shaped and very 
strong. It is considerably different from the high-growth-rate sample which shows a 
contrast similar to all other samples deposited with a rate of about 0.09 ML/s (see, 
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e. g., Fig. 2.6). The change of contrast is indicative for a shape transition of the QD 
and larger strain fields. The pronounced strain contrast is likely to be induced by 
higher In concentrations for which we expect stronger distortions. Fig. 2.11(b) and 
Fig. 2.11(c) depict cross-section views of the color-coded In concentration obtained 
by CELFA evaluations of a high (0.08 ML/s) and a low-growth-rate (0.0056 ML/s) 
sample, respectively. 
We emphasize that the WL and QD consist of ternary InGaAs although binary InAs 
was deposited which results from the incorporation of segregated In during the GaAs 
cap-layer growth [155, 177]. A layer with fluctuating In concentration up to 27% and 
a slightly varying thickness around 6 nm is visible for the high-growth-rate sample. 
The regions with high In concentration are assigned to the QD although the 
interpretation of Fig. 2.11(b) is not straight forward. We have to consider the high 
density of small QD ( 11 21.1 10 cm−×  according to plan-view TEM micrographs) with 
respect to the finite TEM sample thickness between approximately 10 and 25 nm. 
Thus, QD may overlap in the projection along the electron-beam. Furthermore, the 
evaluated In concentration is in general lower than the real one because the QD are 
embedded in GaAs or in the wetting layer with a lower In concentration. In fact, 
quantitative results cannot be obtained for the In concentration inside the QD and the 
diameter of the QD. However, it is clear that the height of the QD is rather small. The 
QD are embedded almost completely in the WL due to In segregation during GaAs 
cap layer growth. According to Fig. 2.11(c), the QD deposited with a low rate have the 
shape of a truncated pyramid with a base width of about 45 nm and a top width of 
about 20 nm. The height of the QD is approximately 12 nm. The CELFA results 
confirm the shape change deduced from the QD contrast of plan-view images, see Fig. 
2.11(a). Thus, the low-growth-rate QD are indeed much larger (both in diameter and 
height) than the high-growth-rate QD in accordance with other reports [170]. Joyce et 
al. [155] speculated that the In concentration could be increased at reduced growth 
rates based on volume measurements using scanning tunneling microscopy. Although 
care must be exercised with respect to the interpretation of the evaluated composition 
in Fig. 2.11(b) and Fig. 2.11(c) we find extremely high In concentrations in QD of the 
low-growth-rate sample which are not observed in all other samples. The efficient In 
incorporation could be aided by the high BEPR which was found to reduce In 
segregation during GaAs cap layer growth [186]. 
The In concentration increases from the bottom to the top of the QD with the 
maximum close to the top. This kind of In concentration profile was observed earlier 
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by us and other groups using TEM evaluated by CELFA [177, 187], grazing incidence 
x-ray diffraction [190], cross-sectional scanning tunneling microscopy [191], and 
medium-energy ion scattering [192], and can be understood by In segregation during 
growth. Some groups reported more complicated inverse (truncated) cone or trumpet-
shaped In concentration profiles by cross-sectional scanning tunneling microscopy 
[193-196] which are not corroborated by the present results. 
 
Fig. 2.12  (a) Low-temperature (6 K) PL spectra for a growth rate of 0.0056 ML/s, a 
growth interruption of 10 s, an As4:In BEPR of about 80:1, a substrate temperature of 
500°C, and an InAs deposit of (1) 1.74, (2) 1.79, (3) 2.0, (4) 2.2, (5) 2.4, (6) 2.6, and (7) 
2.9 ML. The spectra are shifted for clarity. (b) Same as (1) but with a growth interruption 
of 30 s. (c) Low-temperature (6 K) PL spectrum for 2.2 ML InAs deposition but with a 
growth interruption of 30 s. The growth rate was 0.01 ML/s, the substrate temperature 
500°C, and the As4:In BEPR about 80:1. 
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Quantum Dot Formation at Low Growth Rate 
After optimizing the growth conditions with respect to obtaining large QD with a high 
size uniformity, the deposited amount of InAs was varied between 1.74 and 2.9 ML 
leaving all other parameters (growth rate 0.0056 ML/s, growth interruption 10 s, 
As4:In BEPR about 80:1, substrate temperature 500°C) unchanged.  
Fig. 2.12(a) depicts the corresponding PL spectra. A sharp peak at 1.421 eV 
combined with a broad shoulder on the low-energy side down to about 1.275 eV is 
visible for 1.74 ML InAs. The emission of the sample with 1.79 ML InAs has its 
maximum at 1.302 eV and a FWHM of 72 meV. A further increase of the amount of 
InAs (2.0 and 2.2 ML) leads to an extremely broad emission from 1.01 to 1.34 eV 
which seems to consist of several overlapping peaks. The maxima are at about 1.15 
(2.0 ML) and 1.14 eV (2.2 ML), respectively. Samples containing 2.4 ML InAs or 
more show a long wavelength emission of two peaks as already demonstrated in Fig. 
2.10. There is a slight shift of the PL emission of 5 meV (low-energy peak) and 7 meV 
(high-energy peak) to lower energies by increasing the InAs deposit from 2.4 to 
2.9 ML. 
We first discuss the samples with small InAs deposits with respect to early stages 
of QD formation. The peak at 1.421 eV for 1.74 ML InAs is attributed to WL 
emission. The broad emission on the low-energy side points to a beginning formation 
of QD which are small at first. A growth-mode transition is not yet detected by 
RHEED suggesting that the QD density was too low to observe QD formation by this 
technique. Only WL emission appeared for samples with less than 1.73 ML InAs 
indicating a critical thickness of 1.73 ML in case of these growth conditions. Another 
sample was grown with 1.74 ML InAs deposition and an extended growth interruption 
of 30 s under otherwise unchanged parameters to provide more time for QD 
formation. However, a growth-mode transition could not be observed by RHEED 
even during a 30 s growth interruption. Fig. 2.12(b) presents the PL spectrum of this 
sample. The WL emission is still visible. However, a second peak appears, almost 
separated from the WL peak and similar to the PL emission of the 1.79 ML sample in 
Fig. 2.12(a). The growth-mode transition was just detected by RHEED when the In 
shutter was closed for the latter sample. PL indicates that similar QD are formed in the 
samples with 1.79 ML and 1.74 ML with 30 s GI, but the strong WL emission and 
lack of a growth-mode transition suggests a lower QD density in the 1.74 ML sample. 
Hence, the growth interruption leads to an increase of QD size which is nevertheless 
much smaller than in the sample containing 2.4 ML InAs. The QD emission for a 
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sample containing a further reduced amount of InAs of only 1.73 ML (instead of 
1.74 ML) and a growth interruption of 30 s occurs at the same spectral position but 
with lower intensity compared to the spectrum presented in Fig. 2.12(b), which is a 
sign of a further reduced QD density. Preliminary spatially resolved luminescence 
experiments indicate a two orders of magnitude lower QD density below 8 25 10 cm−×  
for the latter compared to the 1.79 ML sample. 
In the following paragraphs we consider the role of the deposited amount of In and 
growth interruptions with respect to achieving large QD with a uniform size 
distribution. The PL emission broadens extremely for 2.0 and 2.2 ML InAs and 
narrows strongly for higher InAs coverage. The spectra of the latter samples consist of 
two relatively narrow peaks at low energy where the low-energy peak originates from 
the ground and the high-energy peak from the first excited state of large QD with a 
high size uniformity. The small shift of the emission peaks with highest InAs deposit 
indicates that the size of the QD increases only slightly. (A higher In concentration 
can be ruled out due to the reduced distance of both emission peaks which is 
explained in more detail below.) This is in agreement with Ref. [173] where large 
InAs clusters appear in atomic force microscopy images for higher InAs deposits. 
Joyce et al. [173] supposed that these clusters are dislocated and do not contribute to 
the almost unchanged PL emission energy and size of coherent QD with increasing 
amount of InAs.  
The broad emission for 2.0 and 2.2 ML InAs seems to consist of (at least) two 
overlapping peaks pointing to a bimodal size distribution. The shoulder at the low-
energy side is located nearly at the same position as the low-energy peak of samples 
containing more than 2.2 ML InAs. This can be interpreted as a general change in the 
QD properties from samples with less than 2.0 ML to samples with more than 2.2 ML 
InAs deposition. A similar change in QD properties between 2.2 and 2.4 ML InAs was 
observed for a growth rate of 0.01 ML/s. The present results are in agreement with 
Joyce et al. [173] who found a significantly narrowed size distribution above an InAs 
deposit of 2.2 ML for similar growth rates. However, is the amount of InAs really the 
important parameter? One should take into account that for a growth rate of about 
0.09 ML/s the change in QD properties cannot be observed (see Fig. 2.10) and that the 
QD evolution can take place also during a growth interruption after InAs deposition as 
demonstrated for an InAs coverage close to the critical thickness, see Fig. 2.12(b). 
Fig. 2.12(c) shows the spectrum of a sample with a slightly reduced InAs coverage 
(2.2 ML) deposited with a rate of 0.01 ML/s and an extended growth interruption of 
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30 s, i. e., the sum of growth time and the duration of the growth interruption was the 
same for this sample and the 2.4 ML sample (grown with a rate of 0.01 ML/s, too) 
shown in Fig. 2.10. The spectra of both samples differ significantly. The emission of 
the 2.2 ML sample with a longer growth interruption in Fig. 2.12(c) is characterized 
by a higher energy and a much larger FWHM than the emission of the 2.4 ML sample 
in Fig. 2.10. Thus, during the growth interruption an evolution towards larger QD with 
improved size uniformity does not take place. Effects of the varying As pressures are 
excluded because the flux ratio was similar for all samples. Therefore, both the 
amount of InAs and a low growth rate are crucial to obtain large QD with good size 
uniformity.  
The ineffectiveness of a growth interruption to obtain similar QD as for a longer 
deposition time in case of deposition of 2.2 ML InAs is a specific property of the low-
growth-rate regime at these optimum InAs deposits in contrast to a lower InAs 
coverage of 1.74 ML, see Fig. 2.12(a) and Fig. 2.12(b). The result also differs from 
the result obtained for a higher growth-rate, where growth interruptions lead to a shift 
of the PL emission to lower energy, see Fig. 2.9(a). Kiravittaya et al. [172] found a 
shift of the PL to lower energy and a smaller PL FWHM for a growth interruption of 
30 s in case of a growth rate of 0.01 ML/s. This seems to contradict the present 
results. However, they deposited only 1.8 ML InAs which is close to the critical 
thickness. In addition, the emission shifts to higher energy and becomes broader again 
for a longer growth interruption. Hence, the results of Ref. [172] are in accordance 
with the present results. 
The dependence of the PL energy on the substrate temperature is presented in Fig. 
2.13(a) for a growth rate of 0.0056 ML/s, an As4:In BEPR of about 80:1, a growth 
interruption of 10 s, and nominal InAs deposits of 2.4 ML and 2.6 ML. The energy 
decreases to 1.030 eV (2.4 ML) and 1.020 eV (2.6 ML), respectively, with increasing 
temperature up to 510°C. A drastic change of the emission energy to 1.448 eV occurs 
at 530°C (2.4 ML). The PL peak is narrow (11 meV) as expected for a quantum well. 
The emission consists of one broad peak for 485°C and two relatively narrow peaks 
for 500°C and 510°C, see Fig. 2.12(a). Thus, the formation of large QD with uniform 
size occurs only at intermediate substrate temperatures. 
The distance between the ground and the first excited QD state shown in Fig. 
2.13(b) decreases from 500°C to 510°C as a result of a reduced confinement energy. 
This indicates that the shift towards lower PL energies is correlated with a QD 
enlargement rather than an In enrichment. Hence, the QD grow to larger sizes for 
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rising substrate temperatures up to 510°C in agreement with the results for a growth 
rate of 0.09°ML/s. 
 



































Fig. 2.13  (a) Dependence of the low-temperature (6 K) PL emission energy on the 
substrate temperature.  (b) Difference between the low-temperature (6 K) PL emission 
energy of the ground and the first excited QD state as a function of substrate temperature. 
Growth rate 0.0056 ML/s, growth interruption 10 s, and the As4:In BEPR of 80:1. The 
amount of deposited InAs is given in the key. Lines are guides to the eye. 
Chu et al. [158] observed a blue-shift of the QD emission at high growth 
temperatures due to a stronger GaAs/InAs intermixing. In contrast, the PL emission of 
the present sample grown at 530°C indicates a drastic temperature dependence of the 
InAs growth rate. RHEED did not show a growth-mode transition despite a nominal 
InAs deposit of 2.4 ML whereas growth-mode transitions were detected at 1.8 ML up 
to 510°C and at nominally 2.0 ML for 520°C. The same apparently increased critical 
thickness (2.0 ML) at 520°C was determined for a growth rate of 0.09 ML/s, an As2:In 
BEPR of 15:1, and a growth interruption of 30 s. The QD PL was very weak for a 
substrate temperature of 535°C and a nominal deposition of 2.2 ML InAs under the 
otherwise identical growth conditions. Plan-view TEM did not reveal any QD in this 
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sample. The temperature dependence of the growth-mode transition can be attributed 
to a reduced In sticking coefficient at higher temperatures [166, 167]. The deviating 
observation of Chu et al. [158] may be related to higher As fluxes because Ohtake et 
al. [166] found a strong dependence of the In sticking coefficient on the As flux. 
Heyn et al. [197] reported a temperature dependence of the growth-mode transition 
which cannot be explained by a reduced In sticking coefficient. Recently, they 
explained their findings by GaAs/InAs intermixing but also presented a growth-rate 
dependent reduced In sticking coefficient at further increased temperatures [198]. No 
hints to a temperature dependence of the critical thickness up to 510°C were found in 
the present study in contradiction to Heyn et al. [197, 198] However, this might be 
related to the smaller temperature window of 485°C up to 535°C compared to 400°C 
up to 600°C in Refs. [197, 198]. The PL emission energy of the low-growth-rate 
sample grown at 530°C is higher than the PL energy of the WL in other samples. 
However, a lower energy would be expected if the critical thickness was really higher 
due to a thicker WL. Hence, the PL emission energy provides a strong indication that 
a reduced In sticking coefficient is the reason for the temperature dependent time of 
the growth-mode transition in the present work. 
The present results provide no clear evidence for an influence of the growth rate on 
the In sticking coefficient which seems to contradict Ref. [198]. However, the As 
pressure influences the In sticking coefficient as well [166]. Thus, discrepancies are 
possibly caused by different As:In BEPR in the present study and Ref. [198], 
respectively. Unfortunately, the lacking comparability of the As-pressure values in the 
literature does not allow a detailed comparison. 
2.2.3.3 Summary 
To summarize, we have performed PL and TEM investigations on InAs QD structures 
grown by molecular-beam epitaxy using a broad range of conditions in the high and 
low growth-rate regimes. As general trends, we find that the QD size increases while 
the PL emission energy and QD density decrease with increasing substrate 
temperature, As:In BEPR, and growth interruption time or decreasing growth rate. 
The QD do not reach a stable size distribution during a growth interruption in the 
studied range of growth conditions. Large dislocated InAs clusters are formed for 
longer growth interruptions. Increasing growth temperature, increasing As:In BEPR, 
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and increasing growth interruptions decrease the size uniformity of the QD ensemble 
for high growth rates. 
Spectrally narrow PL around 1 eV is achieved for a low growth rate (0.006 ML/s) 
and substrate temperatures between 500°C and 510°C. The amount of deposited InAs 
must exceed 2.4 ML. TEM demonstrates that large QD with a high degree of size 
uniformity and high In concentration are formed under these conditions. QD grown at 
higher rates are typically smaller and tend to be embedded in a wetting layer which is 
broadened by In segregation during GaAs cap layer growth. An extended growth 
interruption at low growth rate does not compensate a reduced InAs coverage with 
respect to the formation of large QD with a uniform size distribution. However, a 
growth interruption can be used to obtain a low density of small QD for InAs deposits 
close to the critical thickness. The In sticking coefficient is significantly reduced at 
temperatures above 510°C for the conditions chosen in this study. The broad range of 
analyzed growth conditions yields a unique and consistent data set leading to a 
comprehensive understanding of InAs QD formation which allows tuning of the QD 
PL at low temperatures within the range from about 1.35 eV to 1.02 eV. 
2.2.4 Influence of InGaAs Cap-Layers on Quantum Dot 
Properties [J8] 
To achieve the highest possible In concentration in the QD, the use of InGaAs (instead 
of GaAs) cap layers with different In concentrations is a promising approach. 
Different TEM techniques can be combined to determine the shape, size, and 
composition of the QD. The In concentration in the QD is measured too low in TEM 
due to the embedding of the QD in material with lower In concentration and averaging 
along the finite TEM sample thickness. By applying a post-processing procedure, we 
are able to reconstruct the composition of the layers on an atomic scale.  
We find that the In concentration in the QD increases in growth direction and 
reaches values up to 90%. Redistribution of indium during the InGaAs cap layer 
growth leads to a decrease of the In concentration in the cap layer with respect to the 
nominal In concentration. The observed red-shift of the PL peak with increasing In 
concentration in the cap layer can be attributed to the enlargement of island size and 
the change of the strain in the QD layers. 
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2.2.4.1 Sample Fabrication and Experimental Details 
A series of samples was produced by MBE on GaAs(001) substrates. The growth 
direction will be denoted in the following by [001] in contrast to the in-plane [100] 
and [010] directions. After the growth of a GaAs buffer layer at 570°C, the substrate 
temperature was reduced to 500°C. Then, an InAs QD layer with a nominal thickness 
of 2.6 ML was deposited at a low growth rate of 0.006 ML/s. After a 10 s interruption, 
an InxGa1−xAs cap layer with a nominal thickness of 6 nm and In concentrations of 
x = 0, 0.05, 0.1, 0.15, 0.2, and 0.25 was subsequently grown. Finally, an additional 
30 nm thick GaAs layer was deposited. The growth of all layers and transitions 
between the two and three-dimensional growth modes was controlled in situ by 
reflection high-energy electron diffraction (RHEED). 
The structural properties of the InAs/GaAs layers were studied by TEM of cross-
section samples prepared by standard procedures including ion milling [182] and 
viewed along the [010] and <110>-zone axes. Plan-view samples were prepared by 
chemical etching from the substrate side using a solution of NaOH (1 mol/l) and H2O2 
(30%) with a ratio of 5:1. This route was chosen to prevent the formation of additional 
defects during preparation. For conventional and high-resolution tunneling electron 
microscope (HRTEM) investigations, a Philips CM 200 FEG/ST electron microscope 
was used at an accelerating voltage of 200 kV. The microstructure of the plan-view 
and cross-section samples was characterized by conventional TEM. The In 
concentration within the InGaAs layers was determined on the atomic scale using 
composition evaluation by lattice-fringe analysis (CELFA) [199]. For this purpose, 
HRTEM lattice-fringe images are taken using (002) two-beam conditions near the 
[010]-zone axis with a center of Laue circle (COLC) corresponding to (0,20,1.5). In 
addition, lattice-fringe images were also taken with a strongly excited (200) reflection 
and a COLC (1.5,20,0). The (200) planes—being oriented perpendicular to the 
buffer/QD-layer interface—are less affected by lattice-plane bending and errors in the 
composition evaluation. The following image conditions are used for the application 
of CELFA: The chemically selected sensitive {200} reflection [(200) or (002)] is 
centered on the optical axis of the transmission electron microscope. Only the (000) 
and (200) reflections are selected for the formation of the lattice-fringe images. The 
local In concentration is determined by measuring the local amplitude of the {200} 
Fourier component of the image intensity which is normalized with respect to the 
corresponding {200} Fourier component in the adjacent GaAs. The local normalized 
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{200} amplitudes are then compared to the values calculated by the Bloch-wave 
method using structure factors [200]. 
The relative position of the QD within the TEM cross-section sample and the local 
sample thickness are determined by recording a tilt series of two-beam dark-field 
TEM images using also the chemically sensitive (200) reflection. The sample is tilted 
around an axis parallel to the [100] direction in steps of 5° starting from an [010]-zone 
axis orientation. With increasing tilt angle, the projection of the thin wetting-layer 
(WL) region broadens. From the tilted (200) dark-field images, the relative position of 
the QD within the specimen can then be derived from its position relative to the 
projection of the WL. The local sample thickness is estimated by measuring the width 
of the projected WL at a given tilt angle by applying simple trigonometry. 
Low-temperature (5 K) PL spectra were acquired using an InGaAs detector and a 
spectrometer equipped with a 600 mm−1 grating. The excitation was carried out by the 
442 nm and 325 nm lines of a HeCd laser. 
2.2.4.2 Experimental Results 
By using capping layers with increasing In content, a strong red-shift is observed. At 
best, the red-shift of the ground state energy between the samples capped with GaAs 
and In0.2Ga0.8As is 47 meV. 






















Fig. 2.14  Low-temperature (5 K) PL spectra of quantum dots covered with an InGaAs 
layer. With increasing In content, the emission wavelength is red-shifted. For a 
In0.25Ga0.75As cap layer the PL emission is greatly reduced. 
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Fig. 2.14 shows PL spectra of all samples recorded at a low temperature of 5 K. 
The PL peak positions shift to lower energies with increasing In concentration in the 
cap layer. The maximum PL intensities decrease with increasing In concentration in 
the cap layer. The only exception is the sample with x = 0.1  with a PL peak energy 
that almost coincides with the PL peak energy of the sample with x = 0.15 but with a 




Fig. 2.15  Bright-field TEM images along the [001]-zone axis of plan-view samples with 
(a) 0%, (b) 5%, (c) 20%, and (d) 25% of indium in the InGaAs cap layer. (e) Enlarged view 
of the QD from (a)–(c). 
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Furthermore, for all samples a second PL peak appears which corresponds to the 
first excited state [201]. The energy separation between the PL peaks associated with 
the ground and first excited state is about 60 meV for all samples according to fits of 
the spectra using Gaussians.  
Fig. 2.15 shows bright-field [001]-zone axis TEM images of plan-view samples 
with different InxGa1−xAs cap layers with indium concentrations of (a) 0%, (b) 5%, (c) 
20%, and (d) 25%, as well as enlarged views of the QD (e). A square-shaped base is 
observed for all QD independent of the In concentration. The irregular QD contrast in 
the sample capped with In0.25Ga0.75As shown in Fig. 2.15(d) results from defect 
formation.  
In0.2Ga0.8As GaAs


















Island Size [nm]  
Fig. 2.16  Size distribution of the quantum dots, taken from plan-view images of samples 
without In and with 20% indium in the InGaAs cap layer. 
Fig. 2.16 shows the size distribution of the QD bases in the samples without In and 
with an In0.2Ga0.8As cap layer. The QD area was measured using the IMAGEJ 
software from plan-view images for approximately 200 islands. Taking into account 
the square-shaped base of the islands, the length of the base line was extracted from 
the measured QD area. For the area measurement, contrast clipping was performed 
which may induce a systematic error to the determination of the area but does not 
affect the measured size distribution. The quantum dots in the sample with x = 0 are 
larger than those in the sample with x = 0.2. The full width at half maximum (FWHM) 
of the size distributions decreases from 7.1 nm for the sample with x = 0 to 6.3 nm for 
the sample with x = 0.2 which demonstrates the improvement of the size distribution 
with increasing In concentration in the cap layer. 




Fig. 2.17  (002) dark-field TEM images close to the [010]-zone axis. (a) Overview of the 
sample with a In0.05Ga0.95As cap layer. Enlarged views of the layers with different 
InxGa1−xAs cap layers with (b) 0x = , (c) 0.05x = , (d) 0.2x = , and (e) 0.25x = . 
Fig. 2.17 shows dark-field TEM images of cross-section samples close to the [010]-
zone axis taken with the (002) reflection which is chemically sensitive in InGaAs. Fig. 
2.17(a) presents an overview image of the sample with an In0.05Ga0.95As cap layer with 
four embedded QD. Fig. 2.17(b)–Fig. 2.17(e) are enlarged sections of the samples 
with different InxGa1−xAs cap layers with (b) 0x = , (c) 0.05x = , (d) 0.2x = , and (e) 
0.25x = . Calculated intensities of the (002) beam with the Bloch-wave method based 
on structure factors [200] show that InGaAs displays a decreasing brightness with 
respect to the embedding GaAs with a minimum intensity at an In concentration of 
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17% for thin sample regions. For higher In concentrations, the intensity rises and 
exceeds the GaAs intensity above x = 0.34. According to Fig. 2.17(b)–(d), the 
brightness of the WL regions decreases which can be understood by an increasing In 
concentration in the chosen range whereas the bright QD contrast is indicative for a 
high In concentration. The projected shape of the QD can be roughly approximated by 
a triangle with a base size increasing with x from 19 nm to 24 nm. In the sample with 
x = 0.25, a dark line above the QD appears in the cap layer [marked by ‘D’ in Fig. 
2.17(e)] which is induced by a defect. 
 
 
Fig. 2.18  Color-coded maps of the In concentration obtained with CELFA in the sample 
capped by In0.2Ga0.8As. A region where only the wetting layer exists is marked by WL. The 
wetting layer extends over the whole height of the quantum dot and causes the CELFA to 
underestimate the In concentration in the quantum dot. 
For the sample capped with In0.2Ga0.8As, a color-coded map of the local In 
concentration obtained by CELFA is presented in Fig. 2.18. A region where only the 
wetting layer exists is marked by WL. The wetting layer extends over the whole 
height of the quantum dot. The In concentrations in the QD measured with CELFA do 
not correspond to the real composition due to the three-dimensional shape of the QD 
which are embedded in a matrix with lower In concentration and the averaging effect 
due to a TEM sample with finite thickness. For the determination of the real In 
distribution within the QD, a suitable post-processing procedure of the CELFA data is 
required [202]. For the CELFA evaluation, only QD were chosen which are fully 
embedded in the InGaAs layer, without any sectioning due to the TEM specimen 
preparation. 




Fig. 2.19  Color-coded In-concentration maps obtained with CELFA using the (200) 
reflection in samples capped by (a/b) GaAs and (c/d) In0.2Ga0.8As before (left-hand side) 
and after post-processing of the CELFA data (right-hand side). The white triangles 
delineate the QD shape. 
Comparing the presented TEM images of plan-view and cross-section samples Fig. 
2.15, Fig. 2.17, and Fig. 2.18, according to simulations of TEM images [200] and 
results from cross-section scanning-tunneling microscopy investigations [191], a 
truncated pyramid with a base along the [010] and [100] directions and {101} facets is 
the most probable QD shape. Applying the above-described procedure to the 
originally obtained CELFA data in a restricted field of view containing only the QD, a 
thickness-corrected In-concentration map can be reconstructed. Fig. 2.19(a) and Fig. 
2.19(c) are color-coded maps of the In concentration obtained for the samples capped 
by GaAs and In0.2Ga0.8As. For comparison, Fig. 2.19(b) and Fig. 2.19(d) display the 
corresponding maps after the post-processing. The thicknesses of the TEM specimens 
are 33 nm for the GaAs-capped QD and 38 nm for the In0.2Ga0.8As-capped QD. Since 
the correction was only applied to the QD region, the WL is not visible in the 
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corrected maps. In the corrected data, high In concentrations up to 90% are reached. 
We emphasize that imaging was carried out with the (200) lattice fringes 
(perpendicular to the substrate/ layer interface), which are only weakly affected by 
strain in contrast to the (002) lattice planes. The latter are oriented parallel to the 
interface and their lattice distance and orientation changes within a QD, where the 
strain field gives rise to lattice-plane bending [203]. The white triangles indicate the 
approximate QD shape and size. Obviously, the lateral size of the QD increases with 
the In concentration in the cap layer from about 20 nm for the sample with x = 0 to 
24 nm for the island with x = 0.2, while the dot height increases only slightly from 
6.8 nm to 7.3 nm. The white arrows mark the maximum of the In concentration within 
the dots which shifts upward after the correction. The maximum In concentration 
reaches almost 90% in both QD with steep concentration gradients at the lower and 
upper interfaces. 
The main motivation for this study was the analysis of the effect of InxGa1-xAs cap 
layers with x up to 0.25 on the structural and chemical properties of InAs QD and, 
based on the obtained comprehensive data, the evaluation of the corresponding red-
shift of the PL. Before discussing this issue in more details, we have to explain 
contradictory results regarding the measured QD sizes. We observe an increase of the 
QD size with increasing In concentration in the cap layer on the basis of images taken 
with the chemically sensitive (002) beam, see Fig. 2.17 and Fig. 2.19. In contrast, a 
reduction of the lateral extension is observed according to plan-view bright- field 
imaging along the [001]-zone axis, see Fig. 2.15 and Fig. 2.16. This apparent 
contradiction can be resolved by taking into account that (i) bright-field images are 
mainly sensitive to distortions and lattice-plane bending induced by strain and (ii) the 
general difficulty of size measurements based on strain contrast. Images taken under 
these conditions are therefore not well suited to evaluate the real QD size. For 
example, the strain field of the QD does not only depend on the real QD size and QD 
composition but also on the lattice-parameter mismatch between QD and the 
surrounding cap layer. With respect to understanding the behavior of the PL, size 
measurements on the basis of images taken under chemically sensitive conditions are 
more relevant because the size of the region with high In content determines the PL 
energy rather the extension of the strain field. From this point of view, it is more 
reasonable to use the results of Fig. 2.17 and Fig. 2.19 which indicate an increase of 
the In-rich QD regions with increasing In concentration in the cap layer. 
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Most likely, the enlargement of the In-rich QD regions is strain driven [204, 205]. 
During the InGaAs cap-layer growth, In atoms tend to migrate to the partially relaxed 
side faces of the QD because the lattice parameter there is larger compared to the 
strained InGaAs cap layer. This effect is expected to be enhanced for cap layers 
enriched with indium which results in enlarged QD. The accumulation of indium in 
the QD also explains the reduction of measured In concentration in the cap-layer 
regions compared to the nominal values. 
Although the measured QD sizes on the basis of bright-field TEM images do not 
yield the real QD size, the FWHM of the size distribution can be assumed to reflect 
the homogeneity of the QD sizes. The reduction of the FWHM for the In0.2Ga0.8As cap 
layer in Fig. 2.16 is consistent with the PL data in Fig. 2.14, which also show a 
narrowing of the ground state PL peak from a FWHM of 59 meV for the GaAs cap 
layer to 47 meV for the In0.2Ga0.8As cap layer. Thus, both techniques demonstrate the 
improvement of the size distribution for an increasing In concentration in the cap 
layer. The sample with an In0.25Ga0.75As cap layer will not be further considered 
because it displays a strong reduction of the PL intensity. Fig. 2.15(e) and Fig. 2.17(e) 
show that this effect is clearly associated with defect formation, causing non-radiative 
recombination.  
 
The experimental results can be summarized in the following way: 
- A red-shift of the ground state PL peak energy of 47 meV is observed if the 
nominal In concentration in the InGaAs cap layer increases from 0% to 20%. The 
energy separation between ground state and first excited state of 60 meV is 
virtually independent of the cap layer composition. 
- The density and QD shape (truncated pyramids) are essentially independent of the 
cap-layer composition, see Fig. 2.15-Fig. 2.17. 
- The QD base width increases from approximately 20 nm to 24 nm (Fig. 2.17) with 
increasing In concentration in the cap layer. The QD heights increase slightly, e. g., 
6.8 nm for a GaAs-capped QD, and 7.2 nm for an In0.2Ga0.8As-capped QD 
according to Fig. 2.19. Almost identical aspect ratios of 0.33 (GaAs cap layer) and 
0.30 (In0.2Ga0.8As cap layer) are obtained. 
- The In concentration and In distribution in the QD depend only marginally on the 
cap-layer composition with a maximum of ∼90% of indium in the upper part of the 
QD, see Fig. 2.19(b) and (d). The QD are only laterally embedded in InGaAs. 
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In general, the PL energy of InAs QD depends on the QD composition, shape, size, 
and strain as well as barrier height as demonstrated by the calculated PL energies in 
Refs. [206-208]. The QD composition and shape do not depend on the In 
concentration in the cap layer as presented above. Thus changes of these attributes 
cannot explain the observed red-shift. Stier et al. [207] and Pryor [208] calculated the 
electron and hole confinement energy levels for (truncated) pyramidal InAs QD in 
GaAs with base widths up to 20 nm and find a strong dependence of the confinement 
energies on the base width. Taking these results as a trend suggests that the increase of 
the QD size could well account for the PL red-shift of our samples. In addition, the 
reduced lateral barrier height would support the shift to lower energies. However, the 
negligible change of the energy separation between ground state and first excited state 
excludes a pure effect of size and lateral barrier height. The change of strain due to the 
decrease of the misfit between QD and capping layers is expected to play a role as 
well [209, 210]. For example, Shin et al. [210] estimated a red-shift of about 40 meV 
for InAs QD capped with In0.2Ga0.8As in comparison to a GaAs cap. Although the 
calculations are based on a lower QD height, their value is in good agreement with our 
experimental results. Finally, we note that the calculation of electronic states still does 
not fully account for the real chemical morphology of InGaAs/GaAs QD systems 
despite the high level of sophistication achieved by theory. 
2.2.4.3 Summary 
In this study, size, morphology, composition, and PL of MBE-grown InAs QD layers 
capped by GaAs and InGaAs with different In concentrations up to 25% were 
investigated. Different TEM techniques were applied which are appropriate for 
obtaining quantitative data on the QD size and composition despite complex contrast 
generation in TEM. Composition-sensitive imaging with the (002) and (020) 
reflections contains reliable information about the size of the In-rich regions as 
opposed to conditions where merely the extension of the strain field is measured. The 
determination of the local TEM sample thickness and QD shape nallows for the 
correction of the primary data on the In concentration in the QD.  
After correction we find a maximum In concentration of 90% in the QD core 
independent of the cap layer composition. The observed enlargement of the QD with 
increasing In concentration in the cap layer is caused most likely by In redistribution 
during the cap layer growth which is consistent with the observed In depletion in the 
2.2 Fabrication of Quantum Dot Active Regions 83 
 
 
cap layers compared to the nominal cap-layer composition. The size distribution of the 
islands is improved when the In concentration in the cap layer increased from 0% to 
20%. A red-shift of 47 meV for the PL peak associated with the ground state energies 
is observed with increasing In concentration in the cap layer. The red-shift is related to 
the enlargement of the QD and strain change due to the decrease of the mismatch 
between the QD and cap layer.  
2.2.5 Summary 
We have performed PL and TEM investigations on InAs QD structures grown by 
molecular-beam epitaxy using a broad range of conditions in the high and low growth-
rate regimes. As general trends, we find that the QD size increases while the PL 
emission energy and QD density decrease with increasing substrate temperature, As:In 
BEPR, and growth interruption time or decreasing growth rate. The QD do not reach a 
stable size distribution during a growth interruption in the studied range of growth 
conditions. Large dislocated InAs clusters are formed for longer growth interruptions. 
Increasing growth temperature, increasing As:In BEPR, and increasing growth 
interruptions decrease the size uniformity of the QD ensemble for high growth rates. 
The dependence of size, morphology, composition, and PL of MBE-grown InAs 
QD layers on the capping material was investigated. A maximum In concentration of 
90% in the QD core is found, independent of the cap layer composition. The observed 
enlargement of the QD with increasing In concentration in the cap layer is caused 
most likely by In redistribution during the cap layer growth which is consistent with 
the observed In depletion in the cap layers compared to the nominal cap-layer 
composition. A red-shift of 47 meV for the PL peak associated with the ground state 
energies is observed with increasing In concentration in the cap layer. The red-shift is 
attributed to the enlargement of the QD and strain change due to the decrease of the 
mismatch between the QD and cap layer.  
The broad range of analyzed growth conditions yields a unique and consistent data 
set. The comprehensive understanding of InAs QD formation allows tuning of the QD 
PL at low temperatures within the range from about 1.35 eV to 1.02 eV. 
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2.3 Characterization of Quantum Dot 
Semiconductor Optical Amplifiers 
For applications based on quantum dot semiconductor optical amplifiers to show 
optimum performance, characteristic advantages and disadvantages of quantum dot 
devices have to be known precisely. 
In addition to basic amplifier characteristics like gain and noise figure which are 
investigated in Section 2.3.1, the device dynamics are of great importance. In 
Section 2.3.2, the carrier dynamics of quantum dot SOA are investigated for the first 
time from an engineering perspective and with sub-picosecond resolution. Finally in 
Section 2.3.3, possible multi-wavelength operation of typical quantum dot SOA is 
investigated by evaluating the homogeneous linewidth at the normal operating point. 
2.3.1 Gain and Noise Figure 
The two most prominent device parameters are gain and noise figure, which are 
discussed in Sections 1.4.1 and 1.4.2. Using an automated setup, the dependence of 
both parameters on wavelength and input power can be investigated. 
The gain and noise figure measurement setup is shown in Fig. 2.20. A high power 
(~ 8 dBm) tunable laser source (TLS) and a variable optical attenuator (VOA1) are 
used to vary the cw input signal in wavelength and power. A polarization controller 
allows optimizing the polarization for the device under test (DUT). Two power meters 
(PM1, PM2) are used to continuously monitor the coupling efficiency of the lensed 
fibers. A second variable optical attenuator (VOA2) is used to keep the photodetector 
in the optical spectrum analyzer (OSA) in its linear detection region. Signal and noise 
power levels are measured with a resolution bandwidth of 0.1 nm at the signal 
wavelength and with 1 nm detuning from the peak, respectively. For an accurate 
measurement of the noise figure, a low-noise TLS is needed. 
To calibrate the setup and the power levels detected by the OSA, the device under 
test (including the lensed fibers) is replaced by a strand of single mode fiber. First, the 
output ports of the second 90/10 coupler are exchanged, so that PM2 measures the 
total signal power. In a second step, the original configuration is restored with VOA2 
set to 0 dB attenuation. This is used to calibrate the OSA readings to actual power 
levels as would be measured by a photo diode with appropriate filters. This procedure 
allows eliminating most systematic errors caused by the measurement equipment. For 
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the actual measurements, VOA2 is set to 15 dB, which allows even measuring gain 
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Fig. 2.20  Gain and noise figure measurement setup. A high power (~ 8dBm) tunable laser 
source (TLS) and a variable optical attenuator (VOA1) are used to vary the cw input signal 
in wavelength and power. A polarization controller allows optimizing the polarization for 
the device under test (DUT). Two power meters (PM1, PM2) are used to continuously 
monitor the coupling efficiency of the lensed fibers. A second attenuator (VOA2) is used to 




Fig. 2.21  (a) Fiber-to-fiber gain and (b) fiber-to-fiber noise figure of a quantum dot SOA 
as a function of the wavelength and the input power for a fixed bias current of 300 mA. 
The maximum gain is 17 dB for small input power levels at a wavelength of 1296 nm. The 
corresponding noise figure is 6 dB. 
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Fig. 2.21 shows the fiber-to-fiber gain (a) and the fiber-to-fiber noise figure (b) of a 
quantum dot SOA as a function of the wavelength and the input power for a fixed bias 
current of 300 mA, which corresponds to a bias current density per QD layer of 
2
0 0.375kA cmi = . The device contains a stack of 10 layers of InGaAs/GaAs 
quantum dots having a dot in a well structure. The device length is 4 mm and the 
waveguide width is 2 μm. The maximum gain is 17 dB for small input power levels at 
a wavelength of 1296 nm. The 3 dB gain bandwidth is 35 nm and the polarization 
dependence reaches 10 dB. The noise figure is 6 dB.  
2.3.2 Device Dynamics [J7] 
Of paramount importance is the dynamic response of an SOA when it becomes 
saturated. This will ultimately determine the performance of QD SOA for use as 
broadband amplifiers or as fast nonlinear signal processing elements. Therefore, 
pump-probe measurements of gain parameters have been published for QD SOA both 
in the 1.55 µm and in the 1.3 µm wavelength region [96, 98, 139, 140, 211]. Fast gain 
recovery has been observed, but fast gain dynamics does not necessarily come along 
with fast phase dynamics. Particularly, long-reach telecommunications require un-
chirped signals with a fast response both for gain and phase. However, so far the 
strength and relevance of the slow and fast phase dynamics under various operating 
conditions have never been clarified. 
In this Section, gain and phase dynamics of 1.3 µm InAs/GaAs QD SOA extracted 
from heterodyne pump-probe measurements are presented. Fast and slow processes of 
both gain and phase are quantified. Also the relative strength of the various processes 
with respect to the current bias and input power operating conditions is shown. It is 
found that gain recovery is predominantly fast, while phase recovery is predominantly 
slow under almost any operation conditions of a QD SOA. These findings have strong 
implications for potential applications: QD SOA are efficient nonlinear amplitude 
modulators and thus well suited for cross-gain signal processing applications. If phase 
effects should be avoided then QD SOA are best operated under high bias current 
densities with very small or very high input power levels. 
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2.3.2.1 Experimental Setup and Device Structure 
For a measurement of the amplitude and phase dynamics we implemented a 
heterodyne pump-probe technique with sub-picosecond resolution as discussed in 
Section 1.5. 
The investigated samples are QD SOA grown with MBE on a GaAs substrate. The 
active region consists of a stack of 10 layers of self-assembled InAs quantum dots 
with an areal density of approximately 11 -21.3 10 cm× , each layer covered with 
InGaAs and a spacer of 33 nm thickness. The active region is surrounded by 1.5 µm 
thick p and n-doped Al0.35Ga0.65As cladding layers. The deeply etched ridge 
waveguide is W = 4 µm wide and L = 2 mm long. The facets are anti-reflection coated 
and tilted by 7° to avoid lasing. The SOA chip gain is 18 dB and the coupling losses 
of the structure are about 3 dB per facet.  
 
Fig. 2.22  Pump spectrum and ASE without optical pump (different intensity scales.) 
Ground state and excited state are marked by GS and ES, respectively. (b) Gain 
suppression measured under pump probe conditions. In the fiber before the SOA, we 
measured an input power of -11.5 dBm (-15.5 dBm) for a 3 dB (1 dB) gain compression. 
This corresponds to a pulse energy of 0.89 pJ (0.35 pJ).  
Fig. 2.22(a) shows the amplified spontaneous emission (ASE) of the SOA and the 
spectrum of the pulsed laser source that was tuned to 1295nmλ = . Fig. 2.22(b) shows 
the suppression of the measured gain relative to the small-signal gain under pump 
probe conditions, where the pump beam is blocked and the power of probe and 
reference pulses are varied. The obvious outliers are insignificant, as they are 
outnumbered by more than a factor of 20 by the total number of measurement points 
(620). For a gain compression of 3 dB, an input saturation power of -11.5 dBm is 
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found, which equals to a pump pulse energy of 0.89 pJ. Pump, probe and reference 
pulses are co-polarized and coupled into the same quasi-TE mode of the waveguide, 
where the dominant component of the electric field is parallel to the substrate plane. 
2.3.2.2 Device Model and Fitting Procedure 
We fitted the measured data by a simple empirical model that reproduces all observed 
features. Starting with a physical model and taking into account the finite temporal 
width of the laser pulses, the complex amplitude transmission function is calculated 
and finally used to fit the measured data.  
Detailed models predict complex carrier dynamics taking into account several 
different relaxation processes [96], each associated with a characteristic time constant. 
However, in pump-probe experiments the number of measurable time constants is 
limited by temporal resolution and by noise. Therefore, it is only possible to draw 
conclusions regarding the dominant relaxation processes, each of which is commonly 
approximated by an exponential time dependence [139]. 
In this thesis, we consider a fast process associated with the quantum dot carrier 
capture time 1τ  and a slow process associated with the wetting layer capture time 2τ . 
Both processes influence the material gain ( )g t∆  and the phase dependence ( )n t∆  
simultaneously, but with different magnitudes 1g∆ , 2g∆  and 1n∆ , 2n∆ . To confirm 
this assumption, we have fitted the measured data allowing for individual time 
constants for the gain and phase recovery. These time constants turned out to be equal 
within the experimental margin of error. In addition, the probe also experiences 
instantaneous cross two-photon absorption (XTPA) under the influence of a strong 
pump. 
The change of the net gain ( )g t∆  and the refractive index ( )n t∆  in response to an 
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 (2.3.1) 
where ( )u t  is the unit step function and TPAg∆ , 1g∆ , 2g∆ , 1n∆ , and 2n∆  are gain 
and phase parameters, respectively. To keep the number of free parameters small, the 
instantaneous influence on the phase due to Kerr-nonlinearities was neglected in this 
empirical model. 
The measurement setup has a limited temporal resolution, caused by the finite 
width of pump and reference pulses. Therefore, before fitting the experimental data, 
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we need to convolve the ideal impulse response in Eq. (2.3.1) with the pump pump-
probe cross-correlation F(2) [212].  
Fitting of the measured data is then performed to Eq. (1.5.15) the normalized 
complex amplitude transmission factor j( )T T e ϕτ =  of the probe pulse 
 ( ){ }(2) 0( ) ( )exp ( ) / 2 j ( ) d ,T F t L g t k n t tτ τ
∞
= − Γ ∆ − ∆
−∞
∫  (2.3.2) 
where the delay τ  is the pump-probe-delay, Γ  denotes the field confinement factor, 
L  is the length of the SOA, and 0 2 /k π λ=  is the vacuum wave vector at the center 
wavelength λ . In relation to the single pass gain 0G , the gain suppression 0/G G  is 
then related to the normalized amplitude transmission by 20/G G T= .  
Fig. 2.23 shows the results of the fitting procedure (blue solid line) and the separate 
contributions by fast (black dashed line), slow (red long-dashed line) and XTPA 
processes (green dash-dotted line). 
 
Fig. 2.23  Time evolution of (a) gain suppression 0G G  and (b) phase dynamics of a 
typical QD SOA device for a bias current density of 21.25kA cmJ = . The fit (blue solid 
line) well reproduces the measured data (gray dots). The model assumes a fast process 
(black dashed line), a slow process (red long-dashed line) and instantaneous two-photon 
absorption (XTPA, green dash-dotted line). 
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2.3.2.3 Dependence of Fast and Slow Processes on Pump Power and Bias 
Current Density 
The dependence of the process time constants on pump power and bias current density 
for both the fast and the slow process are plotted in Fig. 2.24. The time constants 
depend only weakly on the input pump power.  
 
 
Fig. 2.24  Dependence of time constants on (a) pump power and (b) bias current density for 
fast and slow processes. Both processes show only a weak dependence on input power. The 
time constant of the fast process is 1 10psτ <  and of the slow process 2100ps 500psτ< < . 
The pump power dependence was measured at a bias current density of 21.25kA cmJ =  
and the bias current dependence with pump powers of -6 dBm (open symbols) and -
11 dBm (filled symbols). The inset shows the power law of the bias current density 
dependence of the time constant of the fast process on doubly logarithmic scales.  
For all measurements a fast process with a typical time constant of 1 10 psτ <  and a 
slow process with a typical time constant of 2 100 psτ >  up to 500 ps are found. The 
two outliers in Fig. 2.24(a) are due to the small changes introduced by low input 
powers, which marks the noise limit. 
We attribute the smaller time constant to carrier capture from the wetting layer into 
the QD states, and the larger one to the recovery of the carrier numbers in the wetting 
layer. When changing the pump power by more than two orders of magnitude, the 
time constants change by less than a factor of two. The dependence on the bias current 
density shown in Fig. 2.24(b) is much stronger.  
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For the fast process a power-law behaviour is found (see inset),  
 1 , 0.5 0.1i
βτ β∝ = − ±  (2.3.3) 
the exponent of which slightly differs from the value of 0.69β =  expected for an 
Auger assisted capturing process [211]. We estimate the bias current density where the 
fast process becomes nearly instantaneous on the scale of the pump pulse width by 




Fig. 2.25  Change of (a) net gain 1,2L gΓ ∆  and (b) phase 1,2 0 1,2k L nϕ∆ = − Γ ∆  as a function 
of pump power and bias current density. The strength of the response increases with input 
power. The slow process has a weak effect on the gain, but influences the phase as strongly 
as the fast process. 
For all practical applications it is not only important to know the time constants but 
rather the strengths of the respective processes. Fig. 2.25 shows to what extent the 
various slow and fast nonlinear processes contribute to the overall nonlinearity, 
depicted as a function of input pump power and bias current density. Fig. 2.25(a) 
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shows that the gain dynamics is mostly dominated by the fast process while the slow 
process hardly contributes. This finding has often led to the conclusion that QD 
dynamics are fast in general.  
However, our measurements of the phase changes depicted in Fig. 2.25(b) confirm 




Fig. 2.26  (a) Ratio of strengths of fast and slow processes for phase ( 1 2ϕ ϕ∆ ∆ ) and gain 
( 1 2g g∆ ∆  and of (b) alpha-factors for the fast ( 1 12 ( )L gϕ∆ ∆ ) and the slow processes 
( 2 22 ( )L gϕ∆ ∆ ) as a function of input power and bias current density. The material gain 
response is dominated by the fast process. The phase response is only weakly influenced by 
the input power but both processes are of equal strength. In (b) it is seen that the fast 
process has a very low alpha-factor 1 1α <  that changes for large parameter variations by a 
factor of 2 only. The slow process has an alpha-factor of 21 22α< <  that strongly 
increases with the bias current density. 
The relevance of the contributions of fast and slow processes are probably best 
visualized in Fig. 2.26(a), where the ratios of the parameters 1 2g g∆ ∆  and 1 2ϕ ϕ∆ ∆  
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are plotted. The figure shows that the gain is dominated by the fast process (the ratio 
is larger than 1). For the phase change both fast and slow processes contribute alike (a 
ratio around 1).  
It is interesting to note, that the bias current density has no measurable influence on 
the ratio 1 2ϕ ϕ∆ ∆ , while the relative strength of the fast process for the gain rapidly 
increases, Fig. 2.26(a). Identical changes of the number of free carriers in the wetting 
layer and inside the QD lead to virtually identical phase changes, even if the current 
density increases. For the gain, which is determined by the QD states, the situation is 
different. The QD carriers deplete strongly and rapidly, and the refilling of the QD 
states is mostly determined by the capture time of carriers into the quantum dots but 
also limited by carrier number in the wetting layer. This is the reason why 1 2g g∆ ∆  
increases with the bias current density. 
By comparing the relative amplitudes of the net gain changes and phase changes 
we use Eq. (1.4.2) to calculate the alpha-factors 1α  and 2α  from Eq. (2.3.1) for the 




1,2 1,2 1,2 1,2
1,2
1,2 1,21,2 1,2
exp( / ) /4 4 2 .
exp( / ) /
n t t n
g L gg t t
τ ϕπ πα
λ λτ
∂ ∆ − ∂ ∆ ∆
= − = − =
∆ ∆∂ ∆ − ∂
 (2.3.4) 
Alpha-factors calculated from these coefficients are shown in Fig. 2.26(b). The fast 
process has a very low alpha-factor 1 1α <  that is close to zero for small current 
densities and low input pump powers, which is expected for quantum dot devices 
[96]. The slow process has an alpha-factor of 21 22α< <  that strongly increases with 
the bias current density. 
To visualize the temporal evolution of the phase response of Eq. (2.3.1), it is 
convenient to introduce an effective time dependent alpha-factor [214],  
 eff
4 ( ( )) / 2 ( ( )) /( ) .
( ( )) / ( ( )) /
n t t t tt
g t t L g t t
π ϕα
λ
∂ ∆ ∂ ∂ ∆ ∂
= − =
∂ ∆ ∂ ∂ ∆ ∂
 (2.3.5) 
In the literature, the absolute phase change ( )tϕ∆  is often related to the absolute gain 
change ( )g t∆  by using an alpha-factor definition that integrates over the infinitesimal 
changes used in our definition of eff ( )tα  in Eq. (2.3.5) [98]. This integrated alpha-
factor then takes the form 
 int
4 ( ) 2 ( )( ) .
( ) ( )
n t tt
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This definition is useful to calculate the absolute phase change at a given time ( )tϕ∆  
in comparison to the reference phase for an un-depleted device. The differential 
definition of eff ( )tα  in Eq. (2.3.5) gives insight to the temporal evolution of the 
alpha-factor experienced by the pulse. 
 
Fig. 2.27  Effective time dependent alpha-factors eff ( )tα  (red solid line) and int ( )tα  (blue 
dashed line) for the traces shown in Fig. 2.23. The dynamic response of the first 10 ps is 
governed by the fast process with an alpha-factor close to zero. Later, the slow process 
with a large alpha-factor dominates. 
Fig. 2.27 shows a characteristic plot of the time dependent effective alpha-factors 
eff ( )tα  and int ( )tα  based on data from Fig. 2.23. The plot shows an almost negligible 
effective alpha-factor during the first 10 ps. The quantum dot processes therefore can 
be regarded as almost chirp free in this time window.  
 
Fig. 2.28  Dependence of effective 90/10 recovery time of chip gain and phase on input 
power and bias current density. The phase recovery is dominated by the slow process. The 
gain recovery is fastest for low input power and high current densities and might be sped 
up by very strong input powers. 
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The situation dramatically changes when the slow regime becomes dominant. The 
alpha-factor becomes large and might contribute significantly to the overall chirp. As 
predicted, the integrated alpha-factor also shows strong dynamics during the first 
20 ps [96]. After this time, both dynamic alpha-factors give the same value, which is 
identical to the alpha-factor 2α  of the slow recovery process. 
For practical applications effective 90% to 10% recovery times of gain G  and phase 
ϕ  might be more useful. Fig. 2.28 shows the dependence on pump power and bias 
current density of the effective 90/10 recovery times calculated from the fitted device 
response. The phase recovery is clearly dominated by the slow process. It shows an 
effective recovery time of hundreds of picoseconds and cannot be improved 
considerably by changing the input power or the bias current density. The gain 
recovery is considerably faster. The associated effective time constant increases with 
input power, because the gain depletion is much stronger, but rapidly decreases for 
higher bias current densities, as the capturing process into the QD states becomes 
more efficient. 
2.3.2.4 Results 
Pump-probe measurements of QD SOA reveal two characteristic timescales, firstly a 
small time constant attributed to quantum dot carrier capture times. This fast process 
that dominates the quantum dot dynamics during the first 10 picoseconds determines 
mainly the material gain response and shows a very small alpha-factor, i.e. a small 
chirp. Secondly a large time constant associated with the slow refilling of the wetting 
layers governs the quantum-dot dynamics in the time frame after 15 ps. It contributes 
only little to the gain dynamics but since the associated alpha-factor is large (between 
1 and 22, depending on the operating conditions) it dominates the phase response of 
the device and may significantly contribute to chirp. 
Because of their fast gain dynamics, QD SOA are well suited as ultra-fast nonlinear 
elements for switching applications and regeneration schemes based on cross-gain 
modulation [59]. Distortions from chirp can be avoided either by using high input 
powers thereby improving the effective phase recovery time, or by using very low 
input powers where the total phase distortion becomes negligible. For both operating 
points, the effective gain recovery can be additionally improved by using high bias 
current densities. 
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2.3.3 Homogeneous Linewidth and Cross-Gain Modulation 
Probably the single most interesting advantage of quantum-dot based devices is the 
predicted multi-channel capability. A simple model assumes homogeneous dot groups 
which show an inhomogeneously broadened gain spectrum due to the size variations 
of the dots. This let to predictions of high-speed nonlinear devices [215] with the 
promise of multiple-wavelength operation for high bit rate pulse trains over 40 Gbit/s 
under gain saturation [216]. However, up to date only amplification of multiple 
channels with large spacing has been demonstrated [99, 106, 217].  
A numerical investigation of multi-channel cross-gain modulation (XGM) in QD 
SOA [58] finds strict requirements for the homogeneous linewidth in order to avoid 
strong signal degradation. At 40 Gbit/s and 160 Gbit/s, regenerative properties are 
found for a linewidth of 6.2 nm and a channel spacing of >10 nm and >15 nm, 
respectively. However, devices with a larger linewidth of 18.6 nm introduce strong 
signal degradations in both cases, even for a large channel spacing of 20 nm. 
The homogeneous linewidth obviously is a key parameter for all quantum dot 
models. In the case that the assumed value does not correspond to the physical reality, 
it remains unclear to what extend the theoretical results can predict the real device 
performance. While an extremly small homogeneous linewidth of a single quantum 
dot is measured for low dot densities at low temperatures and weak excitation levels 
[218], the homogeneous linewidth of real devices with high dot densities, operated at 
room temperature and with electrical bias can be significantly larger [219]. This is 
also discussed in more detail in Section 2.2.2.2. 
A simple technique to measure the homogeneous linewidth is a stationary gain 
measurement in the presence of a strong cw signal. In the absence of the strong signal, 
the small-signal gain is measured. In the presence of the strong cw signal, a spectral 
hole is burned and the small signal gain is reduced by XGM as a function of the 
wavelength.  
Fig. 2.29(a) shows the wavelength dependence of cross-gain modulation for a QD 
SOA with a fiber-to-fiber gain of 10 dB at a wavelength of 1296 nm. The 3 dB gain 
bandwidth is 36 nm at a current of 200 mAI = . The gain of the undepleted device 
(black) is compared to the gain in the presence of a +5 dBm cw input signal at 
1305 nm (blue). The gain is reduced by 3 dB over the whole bandwidth and 
completely depleted at the signal wavelength.  




Fig. 2.29  Wavelength dependence of cross-gain modulation for a QD SOA with a 3 dB 
gain bandwidth is 36 nm.  (a) Gain of an undepleted device (black) compared to the gain in 
the presence of a +5 dBm cw input signal at 1305 nm (blue). The gain is reduced by 3 dB 
over the whole bandwidth and completely depleted at the signal wavelength.  (b) Cross-
gain modulation as a function of the detuning from the photon energy of the +5 dBm cw 
signal, data points (×) and Lorentzian fit (–). The FWHM is 15.8 meV (~ 21.6 nm), which 
is about 60% of the total gain bandwidth and in good agreement with the theoretical lower 
limit of 15 meV for interband transitions [159]. 
Fig. 2.29(b) shows the cross-gain modulation as a function of the detuning from the 
photon energy of the +5 dBm cw signal, data points (×) and Lorentzian fit (–) to 
Eq. (2.2.1). The full-width at half maximum (FWHM) is 15.8 meV (~ 21.6 nm), 
which is about 60% of the total gain bandwidth. This value is in very good agreement 
with the theoretical lower limit of 15 meV predicted for interband transitions at 
1.3 µm at room temperature [159]. 
To put the experimentally determined homogeneous linewidth into perspective, 
Table 2.2 compares published values of the homogeneous linewidth of quantum dots 
under optical (Opt.) and electrical (El.) excitation. It includes values for various dot 
densities and emission energy levels measured between cryogenic temperatures and 
room temperature. For comparison, parameters commonly used for detailed quantum 
dot models are given. Note that for the comparision the relevant physical quantity is 
the energy broadening E∆ , as it is independent of the emission wavelength and 
directly corresponds to the lifetime of emitting state.  
As a result, at room temperature the value of 15.8 meV measured for a quantum dot 
ensemble with high dot density is in very good agreement both with the theoretical 
lower limit of 15 meV [159] as well as the average value of 16.8 meV of the 
published results listed in Table 2.2. If a channel spacing of more than three times the 
homogeneous linewidth is required, multi-wavelength operation is still theoretically 
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possible in ultra-large bandwidth devices [80]. In practice, this is contradicted by the 
strong cross-gain modulation over the complete gain bandwidth. Due to the depletion 
of the refilling states, this allows broadband wavelength conversion [220] but it also 
prevents useful multi-wavelength operation under gain saturation conditions. 
2.3.4 Summary 
To achieve high gain, in practical devices the dot density is maximized. The close 
proximity of the dots and the refilling by shared quantum wells leads to a strong 
coupling between dots. While this hybridization has a beneficial side-effect of 
reducing the dot recovery time it also increases the homogeneous linewidth at the 
same time. Worse yet, as the quantum dot layers are surrounded by quantum wells and 
bulk cladding layers, the carrier transport into the active region is limited by the 
slowest process. In the limit of very strong carrier depletion, the performance of a 
quantum dot device thus is expected to be identical to conventional bulk devices. 
Pump-probe measurements of QD SOA confirm the presence of two characteristic 
timescales, firstly a small time constant attributed to quantum dot carrier capture 
times. This fast process that dominates the quantum dot dynamics during the first 10 
picoseconds determines mainly the material gain response and shows a very small 
alpha-factor, i.e. a small chirp. Secondly a large time constant associated with the 
slow refilling of the wetting layers governs the quantum-dot dynamics in the time 
frame after 15 ps. It contributes only little to the gain dynamics but since the 
associated alpha-factor is large (between 1 and 22, depending on the operating 
conditions) it dominates the phase response of the device and may significantly 
contribute to chirp. 
Distortions from chirp can be avoided by using very low input powers where the 
total phase distortion becomes negligible. Far from saturation, quantum dot SOA 
combine ultra-fast carrier dynamics with low distortions due to phase effects. Because 
of this behaviour quantum dot SOA are promising devices for applications as linear 
amplifiers in metro and access networks. 
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Table 2.2  Homogeneous linewidth of quantum dots under optical (Opt.) and electrical (El.) 
excitation. Published values include measurements of quantum dots of various densities 
and emission energy levels, measured between cryogenic temperatures and room 
temperature (RT). For comparison, parameters commonly used for detailed quantum dot 
models are given. 
Material Density  Energy E  Wavelength λ  Temp. Exc. Ref. 
[ 10 -210 cm ] [eV] ∆ [meV] [nm] ∆  [nm] [K]   
Spectroscopic Methods 
InAs/GaAs  1.29 <0.1 961 <0.07 10 Opt. [71]† 
InGaAs/GaAs 30 1.31 5 946 3.61 150 Opt. [185]‡ 
InAs/GaAs 1 0.92 21 1350 30.87 RT Opt. [159] 
InAs/GaAs <10 0.93 <25 1300 <34 RT Opt. [155] 
InAs/GaAs 3.5 1.04 18.6 1192 21.32 14 Opt. [164] 
InAs/GaAs 2 0.82 22 1520 41.00 RT Opt. [221] 
InGaAs/GaAs <0.1 1.22 7...15 1014 5.80...12.43 RT Opt. [222]† 
GaAs/AlGaAs >1 1.64 16 756 7.38 4.2 Opt. [223] 
InAs/GaAs 2 0.92 14 1348 20.52 10 Opt. [224] 
InGaAs/GaAs 0.5 1.30 0.0002 954 0.0015 4.2 Opt. [218]† 
InAs/GaAs 1.7 0.94 18 1320 25.30 RT Opt. [219] 
InAs/GaAs <1 0.93 0.036 1300 0.05 13 Opt. [157]† 
InAs/GaAs <1 0.93 0.160 1300 0.22 70 Opt. [157]† 
InAs/GaAs <10 1.18 6 1055 5.39 RT Opt. [225] 
InAs/GaAs 1 0.89 17.5 1400 27.66 300 Opt. [226] 
InGaAs/GaAs 0.5 1.42 6.5 873 4.00 10 Opt. [227] 
InAs/GaAs 5 1.10 <0.15 1127 0.15 RT El.* [185]† 
InAs/GaAs  0.96 <24 1290 <32.21 RT El. [228] 
InGaAs/GaAs  1.13 16 1100 15.61 80 El. [229] 
InGaAs/GaAs  1.13 19 1100 18.54 298 El. [229] 
InAs/InGaAs  1.18 5.00 1050 4.50 RT El. [230] 
InAs/InGaAs  1.13 10...20 1100 9.76...19.52 RT El. [138] 
InAs/GaAs  1.17 13.24 1060 12.00 RT El. [89, 143] 
InAs/InGaAs 5 0.93 5.87 1300 8.00 RT El. [117] 
InGaAs/GaAs  1.08 5...25 1150 5.3...26.7 4... 
300 
El. [181] 
InAs/GaAs 3 0.99 5...20 1260 6.40...25.61 295 El. [231] 
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Material Density  Energy E  Wavelength λ  Temp. Exc. Ref. 
[ 10 -210 cm ] [eV] ∆ [meV] [nm] ∆  [nm] [K]   
InAs/GaAs 4 0.93 10...20 1300 13.6...27.3  El. [232] 
InAs/InP  0.80 3.6...6.2 1550 7...12 RT El. [233] 
Cross-Gain Modulation 
InAs/GaAs  1.07 11 1160 12.00 RT El. [215] 
InAs/GaAs  0.93 22 1300 30.00 RT El. [234] 
InAs/GaAs  0.93 22 1300 30.00 RT El. [148, 
220] 
InAs/GaAs 13 0.93 15.8 1300 21.56 RT El. this work 
Theoretical Works 
   5..20     [235] 
  1.00 16...19 1240 19.8...23.6 289  [236, 
237] 
 5 0.90 12 1377 18.30  El. [54, 55] 
  0.84 5...10 1485 8.89...17.79   [238] 
  0.83 10 1439 16.70  El. [108] 
*) Cathodoluminescence from electron beam excitation.  
†) Measurement on single quantum dots.   
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2.4 Applications of Quantum Dot Semiconductor 
Optical Amplifiers 
Of all predicted advantages of quantum dot semiconductor optical amplifiers (QD 
SOA), only few are found in real-world devices. The characterization results 
presented in Section 2.3 allow drawing several conclusions with respect to possible 
applications. 
For nonlinear applications like wavelength conversion or regeneration, QD SOA 
are not well suited, as they exhibit slow amplitude and phase dynamics for high input 
power levels. The inherently large homogeneous linewidth prohibits multi-wavelength 
operation and offers no advantage over conventional bulk and quantum-well SOA.  
For linear applications QD SOA combine ultra-fast carrier dynamics with low 
distortions due to phase effects. In combination with the high gain, the moderate noise 
figure, and the relative temperature insensitivity, QD SOA fulfill all requirements for 
in-line amplifiers. 
In Section 2.4.1, the performance of QD SOA as in-line amplifiers of amplitude 
encoded signals in access networks is investigated and a large input-power dynamic 
range is found. In Section 2.4.2, in-line amplification of advanced modulation formats 
and phase-encoded signals is investigated. For this application, QD SOA are found to 
be particularly well suited due to their low alpha factor. 
2.4.1 In-line Amplification of Amplitude-Shift Keying 
Signals [C29] 
All-optical networks, like extended reach coarse wavelength-division multiplexing 
(CWDM) based gigabit passive optical networks (GPON), have a need for optical 
amplifiers. Bulk and quantum well semiconductor optical amplifers (SOA) offer 
polarization insensitive gain, high saturation output power and reasonably low noise 
figure. This makes such devices promising for in-line amplification to increase the 
number of customers served by the same central office [239-241]. On the other hand, 
the slow gain dynamics even under moderate gain saturation limit their input power 
dynamic range (IPDR) and their multi-wavelength capability.  
Quantum dot SOA promise an ultra-fast gain response, greatly expanded 
bandwidth, low noise figure, the enhanced multi-wavelength capability and the 
possibility of uncooled operation. While extended studies of the nonlinear capabilities 
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of QD SOA have been performed [81], an in-depth characterization of the linear 
performance of QD SOA is still missing. 
In this section QD SOA are investigated for applications as linear amplifiers. A 
large input power dynamic range with error-free single and multi-wavelength 
amplification at bit rates from 2.5 Gbit/s to 43 Gbit/s is found. 
2.4.1.1 Experimental Setup 
The investigated device is a quantum dot SOA containing a stack of 10 layers of InAs 
quantum dots in a dot in an InGaAs quantum well structure. The device length is 
4 mm and the waveguide width is 2 μm. It is operated with a bias current of 500 mA, 
corresponding to a bias current density per QD layer of 20 0.625kA cmi = . The 
maximum gain is 20 dB for small input power levels at a wavelength of 1296 nm. The 
3 dB gain bandwidth is 35 nm and the polarization dependence reaches 10 dB. The 
noise figure is 6 dB.  
The experimental setup is shown in Fig. 2.30. Signals from two transmitters (Tx) at 
1310 nm and 1290 nm are combined, amplified and launched into the device under 
test (DUT) with varying power levels. At bitrates of 2.5 Gbit/s (NRZ-OOK), 10 Gbit/s 
(NRZ-OOK), and 40 Gbit/s (RZ-OOK) the Q2-factor (see Appendix A.2) is measured 
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Fig. 2.30  Experimental setup to measure Q2-factor of data signals after amplification in a 
QD SOA. Signals from two transmitters (Tx) at 1310 nm and 1290 nm are combined, 
amplified and launched into the device under test (DUT) with varying power levels. At 
bitrates of 2.5 Gbit/s (NRZ-OOK), 10 Gbit/s (NRZ-OOK), and 40 Gbit/s (RZ-OOK) the 
Q2-factor is measured in a pre-amplified receiver (Rx). For the single channel case only a 
single transmitter is used. For the two channel case, both channels are launched into the 
DUT with identical input power levels. PDFA: Praseodymium-doped fiber amplifier; 
VOA: Variable optical attenuator; OBPF: Optical band-pass filter; DCA: Digital 
communications analyzer. 
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For the single channel case only a single transmitter is used. For the two channel 
case, both channels are launched into the DUT with identical input power levels. The 
IPDR for amplification of single and multiple data signals with a 1.3 μm QD SOA is 
studied by evaluating the Q2-factor. Error-free amplification is achieved for quality 
factors exceeding 2 15.6dBQ >  [42]. 
2.4.1.2 Input Power Dynamic Range in QD SOA for ASK Signals 
The sensitivity of the Q2-factor to variations in the power launched into the QD SOA 
is investigated for bit rates and modulation formats of 2.5 Gbit/s NRZ-OOK, 10 Gbit/s 
NRZ-OOK and 43 Gbit/s RZ-OOK in the presence of one and two data signals. In 
general, the signal quality is limited by two effects. For low input power levels, it is 
limited by noise. For high input power levels it is limited by bit-patterning effects. 
 
Fig. 2.31  Dependency of Q2-factor of one and two channels amplified with a QD SOA on 
input-power per channel. (a) A large IPDR between 25 dB and 34 dB is found for bitrates 
of 2.5 Gbit/s (black), 10 Gbit/s (red), and 40 Gbit/s (blue) for the single channel case at 
1310 nm. (b) Q2-factor for two de-correlated data signals at 1290 nm and 1310 nm entering 
the DUT with equal power levels. IPDR values of 19 to 16 dB for bitrates of 2.5, 10 and 
40 Gbit/s are found. 
Fig. 2.31 shows the dependency of the Q2-factor on input-power per channe lof (a) 
one and (b) two channels amplified with a QD SOA . In general, for low input power 
levels, error free operation is limited by noise. For high input power levels, it is 
limited by saturation effects. The lower limit is designated 1P , the upper limit is 
designated 2P . 
A large IPDR between 25 dB and 34 dB is found for bitrates of 2.5 Gbit/s (black), 
10 Gbit/s (red), and 40 Gbit/s (blue) for the single channel case at 1310 nm. The Q2-
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factor for two de-correlated data signals at 1290 nm and 1310 nm is measured for both 
channels having equal power levels. IPDR values of 19 dB to 16 dB for bitrates of 
2.5, 10 and 40 Gbit/s are found. All results are summarized in Table 2.3. 
 
Table 2.3  IPDR of a 1.3 µm QD SOA for bit rates of 2.5 Gbit/s, 10 Gbit/s, and 40 Gbit/s in 
single channel and two channel operation. The IPDR is defined by error free operation with 
a quality factor of 2 15.6dBQ > . 
Bitrate [Gbit/s] 
Mod. Format 
 IPDR [dB] 
1 channel 
 IPDR [dB] 
2 channel 
2.5 Gbit/s - NRZ-OOK  34.5±0.5  19.0±0.5 
10 Gbit/s - NRZ-OOK  24.9±0.5  16.0±0.5 
40 Gbit/s - RZ-OOK  26.7±0.5  18.8±0.5 
2.4.1.3 Input Power Dynamic Range Dependence on Bias Current 
As the gain strongly depends on the bias current, a strong effect on the input power 
range is expected. In a worst-case scenario of 40 Gbit/s RZ-OOK operation, the IPDR 
is investigated for various bias current densities. 
Fig. 2.32(a) shows the amplified spontaneous emission (ASE) spectrum for bias 
currents between 150 mA and 400 mA. The ASE spectra are virtually identical to the 
gain spectra. The emission from the quantum dot ground state around 1300 nm is 
already saturated even for small bias currents. For higher currents, the emission from 
the excited state around 1220 nm increases. Additionally, the temperature of the active 
region increases which causes the spectra to shift to longer wavelengths. Fig. 2.32(b) 
shows the fiber to fiber gain at 1300 nm as a function of the device input power and 
bias current density. The gain shows a variation of 5 dB for various bias currents and 
reaches the maximum value of 16.8 dB for a bias current of 350 mA. Circles (○) mark 
the saturation input power levels. The Q2 after amplification of 40 Gbit/s data as a 
function of the input power and bias current is shown in Fig. 2.32(c).  
Despite the gain variations, for all bias current densities the device allows error-free 
operation for the same range of input power levels. All measured IPDR values are 
summarized in Table 2.4. 
 




Fig. 2.32  Bias current dependence of 1.3 µm QD SOA parameters. (a) Amplified 
spontaneous emission (ASE) spectrum for bias currents between 150 mA and 400 mA. The 
ASE spectra are virtually identical to the gain spectra. The emission from the quantum dot 
ground state around 1300 nm is already saturated even for small bias currents. For higher 
currents, the emission from the excited state around 1220 nm increases. Additionally, the 
temperature of the active region increases which causes the spectra to shift to longer 
wavelengths. (b) Fiber to fiber gain at 1300 nm as a function of the device input power and 
bias current density. The gain shows a variation of 5 dB for various bias currents and 
reaches the maximum value of 16.8 dB for a bias current of 350 mA. Open circles (○) mark 
the saturation input power levels. (c) Q2 after amplification of 40 Gbit/s RZ-OOK data as a 
function of the device input power and bias current. Despite the gain variations, for all bias 
current densities the device allows error-free operation for the same range of input power 
levels. The measured IPDR values are summarized in Table 2.4. 
 
Table 2.4  IPDR of a 1.3 µm QD SOA with 40 Gbit/s RZ-OOK data in single channel 
operation. The IPDR is defined by error-free operation with a quality factor of 
2 15.6dBQ > . 1P : lowest input power level, limited by noise. 2P : maximum input power 
level, limited by saturation effects. 
I  
[mA] 






150  -23.8 6.1 29.9 
200  -24.1 4.9 29.0 
250  -24.2 5.0 29.2 
300  -25.1 4.6 29.7 
350  -25.3 5.6 30.9 
400  -25.0 6.0 31.0 
106 Chapter 2: Quantum Dot Semiconductor Optical Amplifiers 
 
 
2.4.2 In-line Amplification of Phase-Shift Keying Signals 
[J1] 
SOA have attracted new interest in the last few years due to their ability to amplify 
signals across the whole spectral range from 1250 nm up to 1600 nm at reasonable 
costs [242]. A new and interesting question has thereby been the ability of SOA to 
amplify phase-encoded signals. As a result, it has been shown that the constant 
envelope of differential phase encoded signals provides higher tolerance towards SOA 
nonlinear impairments such as cross-gain (XGM) and cross-phase modulation (XPM) 
compared to on-off keying (OOK) formats [243]. This higher tolerance has its limit 
once the SOA is operated in saturation where nonlinear impairments reduce the input 
power dynamics even for phase encoded signals [244, 245]. While quantum dots (QD) 
as an active medium in SOA have been shown to extend the input power dynamic 
range (IPDR) for OOK formats, their suitability for differential-phase encoded signals 
has not been studied up to now. QD SOA offer low alpha-factor [97], ultra-fast QD 
gain response (~1 ps) [97], greatly expanded gain bandwidth (~120 nm) [80], high 
gain (>25 dB) [81], large IPDR for OOK signals, and high burst mode tolerance 
[106]. 
In this section, for the first time an input power dynamic range improvement for a 
28 GBd non-return to zero differential quadrature phase-shift keying (NRZ-DQPSK) 
signal amplified in a 1.5 µm QD SOA is reported. The IPDR is improved up to 10 dB 
compared to a low confinement bulk SOA especially designed for amplification. This 
enhancement found for QD SOA is attributed to the reduced phase error on the 
differential encoded phase signal, due to the lower alpha-factor. The IPDR of the QD 
SOA is 20 dB at a bit-error ratio (BER) of BER = 10-9 and exceeds 32 dB for 
BER = 10-3. 
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2.4.2.1 QD and bulk SOA characteristics 
 
Fig. 2.33  Comparison of QD and bulk SOA characteristics.  (a) Fiber-to-fiber gain, noise 
figure (NF) and saturation power levels for a 1.5 µm QD SOA (black) and a bulk SOA 
(blue) with a low optical confinement of 20%. For equal current densities all characteristics 
are comparable. (b) Peak-to-peak (P2P) phase changes of the bulk SOA compared to the 
QD SOA as a function of the channel input power. The phase changes are measured as 
XPM of a 33 % RZ-OOK 40 Gbit/s “1010” data sequence at a wavelength of 1557.4 nm on 
a cw signal at a wavelength of 1554.1 nm. The average input power of the cw (ch. 1) and 
data (ch. 2) channels is always adjusted to be equal, thereby defining the channel input 
power.  (c) Measured phase changes of bulk SOA versus QD SOA from (b). For all input 
power levels the phase effect of the QD SOA is less than the phase effect of the bulk SOA 
by a factor of 0.58. 
A comparison for phase encoded signals of two SOA with different active media 
requires similar device performance. Fig. 2.33(a) shows comparable fiber-to-fiber 
gain, noise figure (1.4.21) and saturation powers of the 1.5 µm QD SOA device (6 
layers of InAs/InP quantum dashes) and the bulk SOA operated with the same current 
density [90]. The low optical confinement (20%) bulk SOA is especially designed for 
linear applications. For both devices, the gain peak is around 1530 nm and the 3 dB 
bandwidth is 60 nm. 
Fig. 2.33(b) shows the peak-to-peak (P2P) phase changes of the QD and bulk SOA 
as a function of channel input power. The phase changes are measured as XPM of a 
33% RZ-OOK 40 Gbit/s “1010” data sequence at a wavelength of 1557.4 nm on a cw 
signal at a wavelength of 1554.1 nm. The average input power of the cw (ch. 1) and 
data (ch. 2) channels is always adjusted to be equal, thereby defining the channel input 
power. The phase change is measured using the frequency resolved electro-absorption 
gating technique (FREAG) based on linear spectrograms [246]. In Fig. 2.33(c) the 
measured phase changes of the bulk SOA are plotted versus the phase changes of the 
QD SOA using the results from Fig. 2.33(b). For all input power levels the phase 
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effect of the QD SOA is less than the phase effect of the bulk SOA. The ratio of the 
alpha-factors (1.4.2) is obtained by linear fit of the data to QD Bulk 0.58α α = . 
2.4.2.2 Experimental Setup 
The power penalty caused by SOA for NRZ-DQPSK data is investigated using the 
experimental setup shown in Fig. 2.34. It comprises two data signals at 1554.1 nm 
(ch. 1) and 1557.4 nm (ch. 2), which are de-correlated by 69 bit. The power levels of 
both channels are adjusted to be equal before launching them into the device under 
test (DUT). After amplifying both data signals in the DUT, the 1557.4 nm channel is 
blocked by a band-pass filter while the BER of the remaining data channel is 
analyzed. The DQPSK receiver (Rx) consists of a delay interferometer (DI) based 
demodulator followed by a balanced detector and a bit-error ratio tester (BERT). In 
the experiment, no data encoder circuit was employed. To allow bit-error ratio 
measurements, the error detector is programmed with the expected data sequence, 
which allows a pseudo-random bit sequence (PRBS) length of up to 29-1. 
The IPDR for amplification of one and two 28 GBd NRZ-DQPSK channels is 
studied by evaluating the power penalty for two selected bit-error ratios of BER = 10-9 
and BER = 10-3. This guarantees error-free transmission when forward error 




















Fig. 2.34  Experimental Setup. Two 28 GBd NRZ-DQPSK channels are equalized and de-
correlated using 0.5 m of fiber. The average power of both channels is varied and launched 
into a bulk or QD SOA. A single channel is selected, amplified and demodulated in a 
DQPSK receiver (Rx), consisting of a delay interferometer (DI) followed by a balanced 
detector. The electrical signal is then analyzed using a digital communications analyzer 
(DCA) and a bit-error ratio tester (BERT). 
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2.4.2.3 Dynamic Range Improvement in QD SOA for PSK Signals 
 
Fig. 2.35  Power penalty vs. channel input power levels. The input power dynamic range 
(IPDR) is defined as the range of input power levels with less than 2 dB power penalty 
compared to the back-to-back case. Red arrows indicate the IPDR enhancement of the QD 
SOA (black) over the bulk SOA (blue).  (a), (b) QD SOA improve the IPDR at a BER of 
10−3 by 5 dB and >10 dB compared to bulk SOA for one and two 28 GBd NRZ-DQPSK 
channels, respectively.  (c), (d) For a BER of 10−9, the QD SOA IPDR is enhanced by 5 dB. 
The filled symbols correspond to the I-channel, whereas the open symbols represent the Q-
channel. 
We define the IPDR as the range of input power levels with less than 2 dB power 
penalty compared to the back-to-back case. Fig. 2.35 shows the power penalty as a 
function of the SOA channel input power for one and two channels at specific BER. 
Fig. 2.35(a) and (b) show an IPDR improvement of 5 dB for the single channel and 
>10 dB for the two channel case at a BER of 10-3, respectively. Fig. 2.35(c) and (d) 
show around 5 dB IPDR improvement for the QD SOA compared to the bulk SOA for 
one and two NRZ-DQPSK channels at a BER of 10−9. The filled symbols correspond 
to the I-channel, whereas the open symbols represent the Q-channel. The QD SOA 
exhibits a large IPDR of around 20 dB for BER = 10−9 and exceeds 30 dB for 
110 Chapter 2: Quantum Dot Semiconductor Optical Amplifiers 
 
 
BER = 10−3. We attribute the increased IPDR in the two-channel case to the effect of 
cross-gain modulation (XGM), which reduces the gain for each channel. This leads to 
larger saturation power levels, less patterning effects and thus smaller power penalties. 
The results are summarized in Table 2.5.  
To illustrate this advantage of QD SOA over bulk SOA, Fig. 2.36 shows the 
observed eye diagrams of the demodulated 28 GBd NRZ-DQPSK Q-channel for high 
SOA input power levels of 6 dBm. The comparison of the back-to-back eye diagram 
in Fig. 2.36(a) for high input power to the QD SOA eye diagrams in Fig. 2.36(b) 
shows no signal degradation at optimum receiver sensitivity. In contrast, for high 
input power to the bulk SOA, the eye opening in Fig. 2.36(c) is reduced, and the 
signal quality is significantly degraded. 
 
Table 2.5  Input power dynamic range (IPDR) at 2 dB power penalty for bulk and QD 
SOA. In all cases, the QD SOA shows a significant IPDR enhancement compared to a 
conventional bulk SOA. 
  1 Channel  2 Channels 





QD > 32 19.5  > 36 19.4 
Bulk 26.9 15.0  25.7 13.4 




Fig. 2.36  Demodulated NRZ-DQPSK eye diagrams for high SOA input power levels of 
6 dBm. (a) Back-to-back eye diagram of 28 GBd Q-channel at optimum receiver 
sensitivity. (b) No signal degradation for QD SOA high input powers.  (c) Reduced eye 
opening and signal quality degradation for SOA. 
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2.4.2.4 Dominant Sources for Impairments of PSK Signals in SOA 
The unexpected IPDR enhancement found in QD SOA needs explanation. As it is well 
known from ASK formats, SOA can introduce strong amplitude distortions like 
overshoots [249] and patterning effects [250] when operated in saturation. For ideal 
phase encoded signals, these effects should be strongly suppressed [243]. 
 
Fig. 2.37  Amplitude distortions of the NRZ-DQPSK envelope in QD and bulk SOA.  (a) 
Possible transitions in the constellation diagram. To increase transmitter long time stability, 
instead of pure phase modulation (all states on the circle) some transitions (“B”, “C”) are 
generated using amplitude modulation.  (b) Example eye diagram of the power envelope of 
the 28 GBd NRZ-DQPSK signal, showing all possible transitions. A histogram is taken at 
the transition in a 1.6 ps time window. Assuming a Gaussian distribution, the mean value 
and standard deviation are investigated as a function of the device input power for both 
device types. 
Fig. 2.37(a) shows all possible transitions in the constellation diagram of DQPSK 
signals. Instead of pure phase modulation (all states on the circle), most practical 
implementations generate some transitions (“B”, “C”) using amplitude modulation in 
order to increase transmitter long time stability. Fig. 2.37(b) shows an example eye 
diagram of the power envelope of the 28 GBd NRZ-DQPSK signal with constant 
power at the decision point in the middle of the bit slot. All expected transitions are 
observed. A histogram is taken at the transition in a 1.6 ps time window. To 
investigate the influence of the amplitude effects for both SOA types, the power 
envelope of the 28 GBd NRZ-DQPSK signal is analyzed as a function of the channel 
input power. Assuming a Gaussian distribution, the mean value and standard deviation 
are calculated.  
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In DQPSK systems with direct detection, the signals are received using a delay 
interferometer (DI) followed by a balanced receiver. Fluctuations of the received 
power as well as deviations from ideal phase transitions can strongly degrade the 
signal.  
As a comparison of the amplitude and phase characteristics of bulk and QD SOA 
will show, both SOA types are practically identical with respect to amplitude effects. 
However, QD SOA cause less phase errors due to their inherently lower alpha-factors, 
which can significantly improve the input power dynamic range. 
Amplitude fluctuations 
 
Fig. 2.38  Amplitude transitions in bulk (blue) and QD SOA (black): Dependence of mean 
values (■, filled symbols) and standard deviations (□, open symbols) as a function of the 
channel input power. For all three possible transitions, bulk and QD SOA show an identical 
behavior. Measured at optimum receiver input power, the standard deviations are 
unaffected by input power levels above -10 dBm. No difference between bulk and QD 
SOA is observed with respect to the signal amplitude. 
Fig. 2.38 shows the dependence of mean values ( , filled symbols) and standard 
deviations (□, open symbols) of bulk (blue) and QD SOA (black) as a function of the 
channel input power. In all cases, bulk and QD SOAbehave identically. Measured at 
optimum receiver input power, the standard deviations are unaffected by input power 
levels above -10 dBm. No difference between bulk and QD SOA is observed with 
respect to the signal amplitude, so the observed dynamic range difference must be 
caused by phase effects. 
 





Fig. 2.39  Comparison of QD and bulk power penalty for all channels and BER.  (a) Bulk 
SOA 1 ch. power penalty for BER = 10−9 as an example. The power penalty curves are 
marked according to the corresponding limits of the IPDR. For low input power levels, the 
DQPSK signal is degraded by noise (green). For high input powers, saturation of the SOA 
induces phase errors (red).  (b) Power penalty for QD SOA vs. power penalty for bulk SOA 
when increasing the channel input power for BER = 10−9 (○: 1 ch., +: 2 ch) and 
BER = 10−3 (□: 1 ch., ×: 2 ch.). The penalty is attributed to either noise or phase errors. All 
measurements shown in Fig. 2.35 displayed a similar ratio of the penalties. The largest 
difference between the samples arises for high input powers.  (c) The power penalty for 
high input powers can be related to an effective phase error of the delay interferometer by 
the relation presented in [251]. The slope of a linear fit is 0.5, which actually corresponds 
to the ratio of the respective alpha-factors. The very good agreement between the 
calculated and measured ratio of the alpha-factors provides the explanation of the 
advantage of QD SOA in terms of IPDR: The smaller alpha-factor of QD SOA reduces the 
phase impairments. 
Direct detection receivers for differential phase encoded signals are particularly 
susceptible to errors caused by deviations from the ideal phase transitions. For a 
power penalty less than 2 dB the phase error at the DI must be less than 10° [251, 
252]. Due to the fact that typical NRZ-DQPSK transmitters show a fast amplitude 
transition if a phase change occurs [253], SOA can induce errors by amplitude and 
phase fluctuations [254]. Since the gain saturation of both devices is similar the 
observed IPDR difference must be attributed to phase induced errors. Typically, in 
SOA the phase recovery is slower than the amplitude recovery [97, 214]. As a 
consequence amplitude transitions between bit slots influence the signal phase also at 
the decision point in the middle of the bit slot which introduces bit-errors. 
As an example, the bulk SOA 1 ch. power penalty for BER = 10−9 is depicted in 
Fig. 2.39(a).The power penalty curves are marked according to the corresponding 
limits of the IPDR. For input power levels below -10 dBm, the DQPSK signal is 
limited by noise. For input power levels above -10 dBm, saturation of the SOA 
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induces phase errors. The main difference between the samples arises for high input 
powers. Therefore, the phase limitations on the DQPSK signal performance is studied.  
Fig. 2.39(b) shows the penalty for the QD SOA vs. the power penalty for the bulk 
SOA when increasing the channel input power levels for BER = 10−9 (○: 1 ch., 
+: 2 ch.) and BER = 10−3 (□: 1 ch., ×: 2 ch.). The penalty is attributed to either noise 
or phase errors. All measured data which have been displayed in Fig. 2.35(a)–(d) 
resulted in a similar penalty ratio.  
The influence of small phase errors is equivalent to the effect of deviations from 
the optimum operating point of the delay interferometer. For demonstrating this 
influence on the power penalty, we calculate the equivalent phase misalignment of a 
DI that would lead to the actually measured power penalty [251]. The absolute value 
of this phase error contains large uncertainties due to the fact that the phase error 
probability density is unknown. However, bulk and QD SOA are operated under 
identical conditions, and the calculated phase errors of the bulk SOA can be therefore 
compared to the phase errors of the QD SOA. As the biggest phase error will 
determine the bit-error ratio, the calculated values give an estimate of the worst-case 
phase error.  
Fig. 2.39(c) compares the calculated equivalent phase errors for the bulk SOA to 
the equivalent phase errors for the QD SOA. A linear fit of the data shows a slope of 
0.5. Assuming that the observed power penalty can be completely attributed to phase 
errors, this slope gives the ratio of the alpha-factors of both devices. It is in good 
agreement with the results extracted from the independently measured P2P phase 
changes using the FREAG technique, shown in Fig. 2.33(c).  
The fast amplitude transients in NRZ-DQPSK signals induce amplitude 
fluctuations in the SOA. These fluctuations induce carrier density fluctuations, which 
in turn cause refractive index variations and such create phase errors. Due to the fact 
that the alpha-factor in QD SOA is low, the amplitude to phase conversion is reduced 
compared to bulk SOA, so less phase errors are introduced. This general advantage of 
QD SOA also applies for other differential phase encoded formats like NRZ/RZ-
DPSK or RZ-DQPSK. 
 
 




The performance of QD SOA was studied for applications as linear amplifiers.  
For amplitude-shift keying signals, error-free amplification is found for a large 
input power dynamic range exceeding 25 dB in the single channel experiment at bit 
rates of 2.5, 10 and 43 Gbit/s. In the multi-channel case the IPDR is still large 
showing 19 dB at 43 Gbit/s. The large IPDR cannot be explained by evaluating the 
device gain, but must be attributed to a complex interplay of various device 
parameters. QD SOA at 1.3 μm with gain of 10–20 dB and large IPDR are promising 
candidates for in-line amplification in future access networks with simple amplitude 
based modulation formats. 
For phase-shift keying signals, an input power dynamic range improvement for a 
28 GBd NRZ-DQPSK signal amplified in a 1.5 µm QD SOA was demonstrated. The 
IPDR is improved more than 10 dB compared to a low confinement bulk SOA 
especially designed for amplification. This enhancement found in QD SOA is 
attributed to the lower alpha-factor which reduces impairments to the differentially 
encoded phase signal by phase errors. The IPDR of the QD SOA is about 20 dB at a 





3 Beyond Silicon Photonics: 
Silicon-Organic Hybrid Waveguides 
Silicon photonics is expected to be one of the key technologies of the future. Boosted 
by billions of dollars of annual investments, complementary metal oxide-
semiconductor (CMOS) technology has reached a maturity level that allows the 
production of integrated electronic devices with nanometer precision on an industrial 
scale. In a world with exponentially growing bandwidth needs [1], the promise of 
silicon photonics is tempting: to combine the availability and low price offered by 
CMOS technology with the large bandwidth and high speed offered by optics.  
Silicon is transparent at infrared wavelengths, and so the material lends itself to 
dense on-chip integration of photonic devices. Over the last years, particularly intense 
research in the field of silicon photonics has proven the viability of high index-
contrast silicon-on-insulator (SOI) integrated optical devices such as strip waveguides 
and resonators [255-257], filters [258-260] and photonic crystal waveguides [261]. 
However, there are still functionalities that cannot be realized when relying solely 
on the intrinsic properties of silicon. A prominent example is on-chip integration of 
active devices, which is hindered by the indirect band gap of silicon. Therefore, all-
silicon light emitting devices realized so far rely on optically pumped Raman emission 
[262].  
Another problem is the lack of desirable intrinsic nonlinear optical properties: Due 
to crystal symmetry, silicon does not feature a second-order nonlinear optical effect. 
Therefore, electro-optic modulators have been realized only based on free-carrier 
injection, whereby the electro-optical bandwidth is currently limited to 30 GHz by 
carrier dynamics [263]. Third-order nonlinearities in silicon nanophotonic waveguides 
can be strong, but are always impeded by two-photon absorption (TPA) and by TPA-
induced free carrier absorption (FCA). All-optical signal regeneration has been 
demonstrated at 10 Gbit/s [264], but for higher data rates, free carriers generated by 
TPA have to be removed by appropriate technological measures to prevent free-carrier 
absorption [265].  
Reports on combining conventional silicon strip waveguides with polymer 
claddings suggest that ultrafast all-optical signal processing beyond 10 Gbit/s is 
possible in hybrid systems [266]. In fact, the dominant electronic nonlinearity of 
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organic molecules with strongly polarizable delocalized electron systems would allow 
to reach Tbit/s in off-resonant interactions. 
By embedding properly designed SOI waveguide templates into organic cladding 
materials, it is possible to combine silicon’s outstanding technological maturity with 
specifically engineered optical properties of organic materials such as high optical 
nonlinearities. The unique combination of optimized core structures and organic 
nonlinear cladding materials allows building waveguides, which show record 
nonlinearity parameters of 1100000(Wkm)γ −>  yet are fully integrated with CMOS-
compatible silicon photonic devices. The resulting silicon-organic hybrid (SOH) 
waveguides fulfill the ultra-high speed requirements of the future already today. 
This chapter introduces novel device concepts based on silicon-organic hybrid 
integration. It is organized as follows. Section 3.1 gives an overview over the rapid 
progress of the state of the art in silicon photonics. In Section 3.2, basic waveguide 
designs that maximize the third-order nonlinearity are discussed. Section 3.3 presents 
characterization results, which show the unique advantages offered by hybrid silicon-
organic integration. Finally, applications like all-optical high-speed wavelength 
conversion and switching are demonstrated in Section 3.4.  




3.1 State of the Art in Silicon Photonics 
The main advantages offered by silicon as a base for integrated optics have been 
outlined in the seminal paper “Single-crystal silicon: a new material for 1.3 and 
1.6 µm integrated-optical components” of Soref and Lorenzo [267], which appeared 
in Electronics Letters in October 1985. Silicon material properties are well suited for 
near-infrared operation in the 1.3 µm and 1.5 µm communication windows, the high 
index contrast in the silicon/glass/air material system enables small structures, and, 
most importantly, highly developed complementary metal-oxide-semiconductor 
(CMOS) fabrication technology can be leveraged, which enables integration of optics 
and electronics on the same chip.  
Today, all silicon photonic devices are fabricated using the silicon-on-insulator 
(SOI) technology, where a thin layer of crystalline silicon is separated from silicon 
bulk wafer by a thin layer of buried silicon oxide (BOX). As in state of the art 
microprocessor technology, standard deep-ultraviolet (UV) lithography, etching steps, 
and regrowth processes are used to fabricate nanophotonic devices. Although 
chemical wet etching might be used to define low loss structures [268], silicon 
photonic devices up to now are based on dry etching processes. 
Apart from closed-access fabrication facilities of universities and companies like 
Intel, IBM, and Luxtera, there are several freely accessible facilities which operate 
with a foundry concept. In Europe, the efforts are bundled through the European 
project Epixfab [269], comprising the CMOS fabrication lines of CEA LETI [270] 
and IMEC [271]. In the US, silicon photonic circuits are offered by a number of 
commercial CMOS fabs of Freescale [272], BAE systems [273], Texas Instruments 
[274]. In all cases, the fabrication of photonic devices is limited to CMOS-compatible 
processing conforming to the design guidelines established by electronics. Depending 
on the layer in which the photonic functionalities are needed, this includes devices 
fabricated of amorphous silicon (a-Si) [275], polycrystalline silicon (p-Si) [276], and 
strained silicon [277]. 
Silicon is transparent at communication wavelengths, which makes the fabrication 
of sources, modulators and detectors difficult. To overcome this limitation, on-chip 
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integration of germanium, III-V semiconductors, and nonlinear organic materials is 
used. 
Technologically very close to silicon, epitaxy of silicon-germanium (SiGe) on a 
silicon chip promises easy integration into the standard CMOS process. Very recently, 
all key functionalities have been reported, like lasers [278], modulators [279, 280], 
and photodetectors with bandwidths of up to 40 GHz [270, 281, 282]. 
Hybrid integration of III-V materials promises orders of magnitude more efficient 
devices, but is hardly CMOS compatible. Complete devices like GaInAsP/InP lasers 
[283, 284] and ring resonators [285], but also membranes of active materials have 
been wafer-bonded to silicon waveguides. Evanescent coupling between the modes in 
the silicon waveguides and modes in the active membrane material is used to 
implement efficient lasers [286-290], modulators [291], amplifiers [292], and 
photodetectors [293]. 
Ultra high-speed devices become possible through hybrid integration of organic 
electro-optic [294] and Kerr [295] materials. Using slot waveguides to incorporate the 
organic cladding material, electro-optic modulation at 40 Gbit/s [296] and high speed 
demultiplexing of 170 Gbit/s signals have been demonstrated [297]. 
In the last decade, passive silicon photonic components have reached a level of 
maturity which enables the integration of multiple devices on the same chip. To 
achieve complex functionalities, high quality components are needed. The silicon 
photonic toolbox meanwhile consists of passive and active devices: Section 3.1.1 
describes the state of the art on low loss waveguides, splitters, filters, and resonators. 
Then Section 3.1.2 discusses the state of the art on integrated optical sources, 
amplifiers, and modulators. Finally, Section 3.1.3 discusses the state of the art on slot 
waveguides as optimized nonlinear elements for future all-optical signal processing 
applications. 
3.1.1 Passive Components 
One of the main reasons for choosing a high index-contrast material system is the 
possibility of shrinking the device dimensions, as this allows the integration of much 
functionality in a small area on chip. On the other hand, losses due to sidewall 
scattering and absorption at Si/SiO2 defects at interfaces increase with increasing 
confinement of the light, the realization of integrated components like low loss 
couplers, waveguides, and filters is technologically challenging.  
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Direct coupling from a standard single-mode fiber to an as-cleaved strip waveguide 
suffers from high losses of about 30 dB/facet, due to the large mode mismatch. While 
the use of lensed-fibers partly mitigates the issue, typical losses still exceed 8 dB/facet 
[298]. Several approaches have been used to overcome this problem. Inverse tapers 
have been used as spot converters, which in combination with Si3N4 or polymer 
supercladdings have led to coupling losses of less than 1 dB/facet [299]. Graded-index 
(GRIN) waveguide tapers have been shown to reduce losses to 0.5 dB/facet [300]. 
However, to form the index graded cladding structure additional plasma-enhanced 
vapor deposition steps are required, which are not yet available in the CMOS process.  
Reduced sensitivity to fiber alignment is achieved by grating couplers where a 
periodic structure is used to deflect and focus the light into a waveguide [301]. Typical 
losses of about 5 dB/coupler [302] have been improved by optimizing the grating 
parameters and incorporating backside mirrors. Low grating coupler losses of 
1.5 dB/coupler have been reported for metallic backside mirrors [303], as well as for 
dielectric Si/SiO2 backside mirror [304]. Two-dimensional (2D) grating couplers can 
be used to split orthogonal polarization states [305, 306], enabling the implementation 
of polarization diversity schemes [307]. 
For the actual functionally of photonic integrated circuits, low-loss passive 
waveguides are the basic building block and have attracted the most interest. For large 
area single-mode waveguides with a width of 14 µm, ultralow losses of 0.1 dB/cm 
have already been achieved early on [308]. For rib waveguides with a height of 
200 nm, losses of only 0.5 dB/cm have been reported [309]. For narrow strip 
waveguides, the scattering losses are increased to a value of about 2.4 dB/cm [257, 
271, 310] to 2.0 dB/cm [311]. Further optimization of the dry-etch mask has led to 
improved losses of about 1 dB/cm for 500 nm wide strip waveguides [312].  
Losses have been reduced even further by applying post processing steps–which 
smooth the surface by dry or wet oxidation [313]–down to a value of 0.8 dB/cm [314]. 
Very low loss waveguides have been fabricated without precise etching process. Just 
using thermal oxidation [315] resulted in losses of only 0.3 dB/cm [316]. 
Unfortunately, these waveguides are buried and thus hard to access, which creates 
issues for the integration with other devices. 
Another key building block of photonic integrated circuits are waveguide bends. 
Improvements in the fabrication process have led to practically lossless bends [271, 
317], which is in good agreement with 3D finite-difference in time-domain 
simulations [318]. In a different approach, overmoded waveguides have been used to 
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increase the fabrication tolerances while maintaining low propagation and bending 
losses [319]. 
Using straight waveguides and bends, optical buffers have been realized. Delay 
lines based on cascaded ring resonators achieved a delay of 510 ps in a narrow 
wavelength region [320]. Recently, delays of up to 2 ns over the complete C-band 
have been realized in multi-mode waveguides with 45° mirror bends [321]. 
To take advantage of the possible parallelization offered by integrated optics, 
wavelength channels need to be separated in a compact way. For dense wavelength-
division multiplexing (DWDM), demultiplexers are typically realized as arrayed 
waveguide gratings (AWG) [322]. Demultiplexing of 30 channels with less than 
-25 dB crosstalk and only 1.9dB insertion loss has been reported [323].  
Due to their small footprint, most filter designs employ ring resonators, e.g. to 
create narrow-band notch filters [273] or tunable filters and switches. Telecom-grade 
channel add-drop filters that provide truly hitless reconfigurability have been reported 
with extinction ratios exceeding 30 dB [258]. A similar approach has been realized to 
implement 4×4 crossbar switches [324], which are needed for on-chip interconnects in 
multi-core microprocessor architectures [325]. The state of the art fabrication already 
allows constructing more complex structures. For example, monolithically integrated 
multi-channel receivers at 10 Gbit/s have been reported [272].  
Historically even more limited by the underlying fabrication technology, photonic 
crystals (PhC) have attracted a lot of interest in the last years. The creation of a 
photonic band gap is used to reduce the speed of light close to the band edge, which 
significantly enhances the interaction of the light with the surrounding medium [326]. 
First demonstrations based on the plasma effect have confirmed the operation 
principle [327, 328]. In combination with electro-optic polymers, photonic crystal 
structures are promising candidates to realize ultra compact modulators for 100 Gbit/s 
with a drive voltage amplitude of only 1 V [329]. Although the fabrication still is 
challenging, a first low-speed proof of principle has been reported at 5 kHz [330]. 
Higher-order nonlinear effects benefit from the reduced speed of light even more. 
Recently, the predicted enhancement of third-order nonlinearities [331] was used to 
demonstrate enhanced self-phase modulation in an only 80 µm short photonic crystal 
defect waveguide [332].  
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3.1.2 Active Components 
The integration of active components allows significant enhancements in functionality 
of photonic integrated circuits. As silicon is an indirect-bandgap semiconductor, 
sophisticated growth techniques or hybrid integration with III-V materials is needed to 
implement active devices like lasers, modulators, detectors, and even photonic 
integrated circuits on silicon.  
The ‘silicon laser’ still is the biggest challenge. While optically pumped silicon 
Raman lasers [262] and epitaxially grown germanium lasers [278] have been reported, 
electrically pumped cw operation has so far only been demonstrated by die-to-wafer 
bonding of  AlGaInAs/InP lasers [286, 333], GaInAsP/InP lasers [283], and InAsP/InP 
lasers [284]. In a distributed Bragg-reflector structure, direct modulation of an 
evanescent InP laser was shown up to a bit rate of 4 Gbit/s [288]. 
A multitude of modulators has been demonstrated based on the free-carrier plasma 
effect discussed in Section 1.2.3. In a Mach-Zehnder Interferometer (MZI) geometry, 
the field effect in a metal-oxide-semiconductor (MOS) was used to modulate the free-
carrier concentration capacitively [334], up to a bit rate of 10 Gbit/s at an extinction 
ratio of 3.8 dB [335]. In p-n and p-i-n diode structures operated under reverse bias, 
modulation of the width of the depletion zone is used to modulate the free-carrier 
concentration [336, 337]. As an accumulation of carriers is avoided, the effect is fast 
and 3 dB bandwidths of 20 GHz are possible [338]. However, for high-speed 
operation at 40 Gbit/s, only a very limited extinction ratio of 1.1 dB was found [263]. 
Forward-biased diode structures usually show good extinction ratios of more than 
9 dB, but due to the accumulation of charges the modulation speed is limited. 
Modulation in ring resonators [276] has been reported up to speeds of 12.5 Gbit/s 
[339]. In addition to the strictly CMOS-compatible silicon modulator schemes, 
advanced designs which integrate other materials are possible. The quantum-confined 
Stark effect in germanium quantum wells [340] or electro-optic polymers promise 
ultrafast modulation. A photonic crystal waveguide with an infiltrated electro-optic 
polymer would theoretically enable modulation up to 100 Gbit/s [329]. 
For the detection of light, multiple solutions seem practicable. Ion implantation of 
silicon increases the absorption at communication wavelengths and has been 
demonstrated up to 20 GHz [341]. Epitaxially integrated germanium diodes allow 
detection of 10 Gbit/s signals [272, 342] and are commercially used by Luxtera. 
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Hybrid integration of III-V materials is possible, although the evanescent coupling 
requires large devices which are RC limited to <1 GHz [293]. 
In the last years, the focus has begun to shift to the realization of complex photonic 
integrated circuits. First milestones were the integration of preamplifiers and 
photodetectors [343], the integration of lasers and photodetectors [344], and the 
integration of lasers and modulators [290]. Also, integrated 2×2 [325] and 4×4 [324] 
switches have been shown. Just recently, an integrated polarization and phase 
diversity coherent receiver has been reported [307]. 
3.1.3 Nonlinear Slot Waveguides 
Despite the excellent optical properties of silicon discussed in the previous 
paragraphs, its nonlinear properties are severely limited. Its second-order electro-optic 
effect is too weak to be useful for modulators [22], and the third-order Kerr 
nonlinearity is impaired by two-photon absorption and free-carrier effects [345].  
By embedding properly designed SOI waveguide templates into organic cladding 
materials [294, 295], it is possible to combine silicon waveguide structures with 
specifically engineered optical properties of organic materials and their high optical 
nonlinearities. 
Waveguides consisting of two narrow silicon strips which form a slot are of 
particular interest, as the fundamental mode is strongly confined to the slot, which 
improves the interaction with the nonlinear cladding material. Additionally, if the 
refractive index of the cladding material is smaller than the refractive index of silicon, 
the continuity of the displacement field ( , )tD r  at each interface causes a strong 
enhancement of the electric field ( , )tE r  in the slot [346, 347]. This field enhancement 
is used to increase the sensitivity of bio-sensors, the efficiency of electro-optic 
modulators, and enables highest speed all-optical signal processing due to the Kerr 
effect. 
A number of theoretical works on slot waveguides in general has been published in 
the last years [346, 348-351]. By optimizing the geometrical parameters, compact 
bends [352] and right-angle bends [353] are possible. With the slot width as an 
additional degree of freedom over conventional strip waveguides, also the waveguide 
dispersion can be engineered from near-zero dispersion [354], up to very strong 
dispersion of 180000 ps (km nm)−  [355]. 
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For applications in bio-sensing, a strong sensitivity enhancement is predicted [350], 
up to a 5-fold to 100-fold increase [356]. High-Q silicon slot waveguide ring 
resonators have been fabricated [357] and and increased sensitivity to biomelecules in 
Si3N4-on-glass ring resonators has been experimentally demonstrated [358]. 
A novel approach to create fast electro-optic modulators on silicon is the 
combination of silicon slot waveguides and (2)χ -nonlinear organic cladding materials 
with ultrafast polarization response [359]. Due to the field enhancement in the slot and 
the small device dimensions, low-voltage operation is possible [360]. If the slot 
waveguides are surrounded by photonic crystals in order to reduce the optical group 
velocity, the interaction is increased even more, leading to very short devices [330] 
with a theoretical bandwidth of 78 GHz [329]. For conventional straight slot 
waveguides with an electro-optic polymer cladding, modulation up to a bandwidth of 
192 GHz is predicted [361] and first experiments have demonstrated operation at 
40 Gbit/s [296]. 
For nonlinear applications based on the Kerr effect, slot waveguides have been 
intensively studied. Small slot widths minimize the nonlinear effective area and 
maximize the nonlinear effect [349]. Different cladding materials like Al2O3 and TiO2 
[362], SiO2 [363], and silicon nanocrystals [364] have been investigated. For slot 
waveguides cladded with an erbium-doped glass, even gain is predicted [365, 366]. 
By choosing an appropriate organic cladding material like P-toluene sulphonate (PTS) 
[367], extremely high nonlinearity parameters of up to 6 17 10 (Wkm)γ −= ×  [351] are 
possible. In combination with the organic cladding material 2-[4-
(dimethylamino)phenyl]-3-{[4-(dimethylamino)phenyl]ethynyl}buta-1,3-diene-
1,1,4,4-tetracarbonitrile) DDMEBT [295], slot waveguides have been demonstrated 
that show large nonlinearity parameters of 1100000(Wkm)γ −=  [368, 369] without 
any slow patterning effects [298, 370]. Using these waveguides, all-optical signal 
processing experiments have been reported [371, 372], including the successful 
demultiplexing of a 170 Gbit/s stream to 42.7 Gbit/s [297]. 




3.2 Silicon-Organic Hybrid Waveguide Design 
Nonlinear waveguides should feature a large nonlinearity parameter γ  and a large 
two-photon absorption figure of merit TPAFOM  at the same time. By combinding the 
excellent waveguiding properties of silicon with specially engineered nonlinear 
cladding materials, the fundamental limitations of the silicon two-photon absorption 
can be overcome. 
In the following, the linear and nonlinear waveguide properties of silicon-organic 
hybrid waveguides are discussed in more detail. In Section 3.2.1, the basic material 
parameters of silicon are reviewed. Section 3.2.2 then introduces the silicon-organic 
hybrid waveguide geometries, where the waveguides are characterized according to 
the dominant source of the nonlinear interaction. In Section 3.2.3, dispersion, 
nonlinearity, and figure of merit are discussed by numerical modeling of the basic 
geometries. 
3.2.1 Nonlinear Material Parameters of Silicon 
It is possible to design highly nonlinear CMOS-compatible waveguides by exploiting 
the strong mode confinement, which is possible in the high index-contrast silicon-on-
insulator technology. However, the device performance is limited by silicon material 
parameters like the nonlinear refractive index 2n  and the two-photon absorption 
coefficient 2α , see Section 1.3. Unfortunately, the two-photon absorption figure of 
merit, as defined in Eq. (1.3.41), for silicon has a value of TPA,SiFOM 0.39= , which 
is insufficient to achieve all-optical switching. An extensive list of published values 
for the nonlinear material parameters of crystalline silicon is compiled in Table 3.1 
and Fig. 3.1. 




Fig. 3.1  Experimental values for silicon material parameters in a graphical representation. 
Nonlinear refractive index 2n  is plotted versus the product 2λα  of wavelength and two-
photon absorption coefficient. The TPA figure of merit of Eq. (1.3.41) is the slope of the 
linear fit (– –). Open circles (○) with gray error bars are literature values, see Table 3.1. The 
red data point (●) is the value measured in Section 3.3.3. All-optical switching is possible 
in the white area and impossible in the red area. The linear fit has been obtained by a least-
squares fit to all data points. With a value of TPA,SiFOM 0.39= , silicon does not fulfill the 
criterion needed for all-optical switching. 
Fig. 3.1 shows the nonlinear silicon material parameters in a graphical 
representation. The nonlinear refractive index 2n  is plotted versus the product 2λα  of 
wavelength and two-photon absorption coefficient. The TPA figure of merit (1.3.41) is 
the slope of the linear fit (– –). Open circles (○) with gray error bars are literature 
values, see Table 3.1. The red data point (●) is the value measured in Section 3.3.3. 
All-optical switching is possible in the white area and impossible in the red area. The 
dashed blue line  is the least squares fit to all points.  
Table 3.1 summarizes the published values of nonlinear material parameters of 
crystalline silicon. Reliable values at 1550 nmλ =  are 2 0.8cm GWα =  and 
18 2
2 6.0 10 m Wn
−= × , in good agreement with theory [373]. With a value of 
TPA,SiFOM 0.39= , pure silicon waveguides not fulfill the criterion needed for all-
optical switching. This limitation can be overcome using hybrid integration of 
nonlinear materials which do not suffer from two-photon absorption. 
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Table 3.1  Published values of nonlinear material parameters of crystalline silicon. Reliable 
values at 1550 nmλ =  are 2 0.8cm GWα =  and 
18 2
2 6.0 10 m Wn
−= × . Methods: 1/T 
and T: pulse transmission; z-scan: far-field transmittance [374]; SPM: self-phase 




[ cm GW ] 
2λα  
-18 2[10 m W] 
2n  
-18 2[10 m W] TPAFOM  Method Refs. 
1536 0.45 6.9 6 0.89 1/T [375] 
1560 0.44±0.10 6.9±1.6 – – 1/T [376] 
1540 0.79±0.12 12.2±1.8 4.5±0.7 0.37 z-scan [377] 
1530 0.90±0.27 13.8±4.1 7.0±1.4 0.51 1/T [378] 
1455 0.50±0.15 7.3±2.2 – – T [379] 
1547 0.67±0.07 10.4±1.1 – – 1/T [380] 
1550 0.60±0.06 9.3±0.9 14.5±7.0 1.56 T,SPM [28] 
1559 0.44±0.09 6.9±1.4 3.7±0.7 0.54 SPM [381] 
1547 0.46±0.23 7.1±3.6 9.0 1.26 FWM [382] 
1550 – – 4.5 – FWM [383] 
1500 – – 5.0±4.0 – SPM [384] 
1550 0.75±0.40 11.6±6.2 4.5±2.0 0.39 z-scan [385] 
1500 0.48±0.14 7.2±2.1 2.8±0.7 0.39 z-scan [386] 
1550 0.55 8.5 – – z-scan [387] 
1550 0.80±0.20 12.4±3.1 4.7±2.6 0.38 1/T [369] 
1550 1.00±0.25 15.5±3.9 4.2±0.8 0.27 T [388] 
 




3.2.2 Basic Waveguide Geometries 
We consider here three generic nonlinear waveguide structures that exploit the 
nonlinearities of the core and the cladding material to a different extent. Fig. 3.2 
shows the three proposed basic designs [351] along with the mode fields calculated 
for a cladding with 1.8n = .  
 
 
Fig. 3.2  Geometry and electric field distribution of three highly nonlinear CMOS-
compatible waveguides. All SOI structures are covered with an organic nonlinear cladding 
material (NL). (a) “Core nonlinearity”: A strip waveguide operated in TE mode (dominant 
electric field component along the x-direction), where the light is concentrated in the 
waveguide core. The third-order nonlinearity is dominated by the complex-valued (3)χ  of 
silicon, while the effect of the cladding material is negligible. (b) “Cladding nonlinearity”: 
A strip waveguide operated in TM mode (dominant electric field component along the y-
direction). The optical signal is squeezed into the cladding, allowing exploiting the real 
valued nonlinearity of the cladding. (c) “Slot nonlinearity”: In the slot geometry, the light is 
almost completely confined to the slot filled with nonlinear material. For a cladding 
material with a real susceptibility, the TPA figure of merit is high for (b) and (c). For better 
comparison, all waveguides have been fabricated on the same chip with the same cladding 
material. 
All structures feature strong optical nonlinearities but show characteristic differences 
in nonlinear dynamics, dispersion, and the TPA figure of merit, Eq. (1.3.37). They can 
be classified according to their real and imaginary part of the dominant nonlinearity. 




The strip waveguide operated in TE mode (dominant electric field component along 
the x-direction) is shown in Fig. 3.2(a). It consists of a single silicon strip waveguide. 
The field is concentrated in the waveguide core (“core nonlinearity”) and the 
nonlinear effect is maximized by the strong field confinement and dominated by the 
complex-valued (3)χ  of silicon. Hence, the figure of merit has a low value of 
TPAFOM 0.35≈  [377, 386]. This structure is simple to fabricate, although care needs 
to be taken to reduce the sidewall roughness.  
Cladding nonlinearity 
The strip waveguide operated in TM mode (dominant electric field component along 
the y-direction) is shown in Fig. 3.2(b). It consists of a single silicon strip waveguide 
with a nonlinear cladding material. The mode is mostly guided in the cladding 
(“cladding nonlinearity”). The discontinuity of the refractive index at the waveguide 
top gives rise to a strong field enhancement in the cladding [266]. If the two-photon 
absorption in the organic cladding material is negligible, the waveguide figure of 
merit will be greatly improved. The top surface of the silicon strip is protected in all 
fabrication steps, so it remains flat and the propagation loss is low. 
Slot nonlinearity 
A different approach uses two narrow silicon strips separated by a small slot. Again, 
the whole structure is covered by a nonlinear organic cladding material. The mode 
distribution of a slot waveguide operated in TE mode is shown in Fig. 3.2(c). The 
light is strongly confined to the slot (“slot nonlinearity”) due to the field enhancement 
at the silicon-organic interface. Because the intensity in the silicon strips is low, two-
photon absorption will be lowest in the slot geometry, which leads to a greatly 
improved figure of merit. The propagation loss is higher than for the strip waveguides 
as the structure has four sidewalls that suffer from surface roughness. Further 
technological improvements might solve this problem. 
 
 
3.2.3 Numerical Modelling 
The nonlinearity coefficient can be maximized for each basic design by the proper 
selection of the nonlinear material and by optimizing the geometry of the structure. 
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Taking into account the waveguide dimensions as well as the limits imposed by the 
fabrication technology, parameters like the complex nonlinearity and the dispersion 
can be predicted by numerical models. 
 
Fig. 3.3  Parameterization of (a) silicon strip waveguides and (b) silicon slot waveguides. 
Both waveguides are characterized by the waveguide height h  and the silicon strip width 
stripw . Slot waveguides consist of two silicon strips, separated by a slot of width slotw . Due 
to shortcomings of the fabrication technology, usually the cross-section of the silicon strips 
deviates from the perfect rectangle and can be described by a trapezoid. The waveguide 
dimensions are defined at height 2h , in order to keep the silicon cross-section 
independent of the sidewall angle ϑ .  
To investigate the influence of the geometrical parameters numerically, the 
waveguide dimensions are parameterized as depicted in Fig. 3.3. Strip and slot 
waveguides are characterized by the waveguide height h  and the silicon strip width 
stripw . Slot waveguides consist of two silicon strips, separated by a slot of width slotw . 
Due to shortcomings of the fabrication technology, usually the cross-section of the 
silicon strips deviates from the perfect rectangle and can be described by a trapezoid. 
The waveguide dimensions are defined at height 2h , in order to keep the silicon 
cross-section independent of the sidewall angle ϑ . The angled sidewalls extend over a 
width s tanw h ϑ= , which reduced the length of the top edge accordingly. 
Commercially available mode solvers are used to calculate the field distribution. 
For the investigated high index contrast structures, two different simulation techniques 
are used to cross-check results and use the particular strength of each method.  
The transient solver of CST Microwave Studio [19] is based on the finite-
integration technique (FIT). The computation is fast and produces reliable results. But 
due to the limited control over the mesh generation, it can only simulate rectangular 
shapes and slot widths of approximately strip 3 60 nmw ≈ . 
RSoft FemSIM [20] is based on the finite-element method (FEM). It offers finer 
control over the mesh generation and higher resolution. Thus it is better suited to 
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simulate small structures like narrow slots and non-rectangular shapes, like the 
angled-sidewall structures. However, it is computationally more expensive in terms of 
memory and time. 
For all structures and parameter variations, the   and   field distributions of the 
fundamental transverse electric and transverse magnetic modes are calculated, the 
effective area (1.3.13) and the group velocity [329] are extracted, and dispersion and 
nonlinearity parameters are calculated. 
3.2.3.1 Waveguide Dispersion 
Nanophotonic devices have reached a miniaturization level, where the device 
dimensions are on the scale of the wavelength. Even small changes of the operating 
wavelength can cause significant changes of the actual field distribution. As a 
consequence, the group velocity becomes strongly dependent on the wavelength. A 
theoretical description of these dispersion effects is given in Section 1.2.1.  
The main effect of dispersion in nonlinear signal processing is a broadening of 
pulses, which reduces the available peak power. For nonlinear interactions like four-
wave mixing (FWM), the maximum nonlinear effect can additionally be limited by 
phase mismatch. While this limitation is detrimental e.g. for broadband wavelength 
conversion, it might be highly desired for multi-wavelength operation. 
To evaluate the dependence of the dispersion parameters on the waveguide 
geometry, the   and   field distributions of the fundamental transverse electric and 
transverse magnetic modes are calculated for all basic SOH waveguide geometries, 
which allows to extract the group velocity [329]. In our case the total dispersion is 
dominated by waveguide dispersion and only waveguide dispersion will be considered 
in the following.  
To narrow down the parameter space for the simulations, several parameters have 
been fixed at relevant values. The waveguide height and sidewall angle has been fixed 
at 220 nmh =  and 0ϑ = ° , respectively. The refractive index of the cladding material 
has been fixed at 0,NL 1.8n = . Variations of the waveguide height and the cladding 
refractive index can be found in [351]. 
 
Core nonlinearity 
To evaluate the dispersion parameters of silion strip waveguides with core 
nonlinearity, the width of the strip was varied between 300 nm and 500 nm, with a 
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step width of 20 nm. The field distributions are grouped according to the dominant 
electric field contribution and the quasi-TE modes are evaluated. 
 
Fig. 3.4  Dispersion parameters for a waveguide with core nonlinearity. The strip width is 
varied from 300 nm to 500 nm in steps of 20 nm. The waveguide height is 220 nm and the 
sidewall angle is 0°. Up to a strip width of 380 nm, the group propagation constant 
1
1 gvβ
−=  changes significantly with increasing wavelength. As a result, the dispersion 2D  
is nearly constant for strip widths above 380 nm, but strongly changes for narrow strips. 
Fig. 3.4 shows the calculated dispersion parameters for a waveguide with core 
nonlinearity. Up to a strip width of 380 nm, the group propagation constant 11 gvβ
−=  
changes significantly with increasing wavelength. As a result, the dispersion 2D  is 
nearly constant for strip widths above 380 nm, but strongly changes for narrow strips.  
Silicon strip waveguides with core nonlinearity can achieve constant and low 
dispersion values, which avoids phase mismatch in nonlinear applications. 
 




To evaluate the dispersion parameters of silion strip waveguides with cladding 
nonlinearity, the width of the strip was varied between 300 nm and 500 nm, with a 
step width of 20 nm. The field distributions are grouped according to the dominant 
electric field contribution and the quasi-TM modes are evaluated. 
 
Fig. 3.5  Dispersion parameters for a waveguide with cladding nonlinearity. The strip 
width is varied from 300 nm to 500 nm in steps of 20 nm. The waveguide height is 220 nm 
and the sidewall angle is 0°. As the strip hight is always much smaller than the wavelength, 
the group propagation constant 11 gvβ
−=  changes significantly with increasing wavelength 
and strip width. As a result, the dispersion 2D  takes very large values of the order of 
10000ps (km nm)−  and varies strongly with wavelength and strip width. 
Fig. 3.5 shows the calculated dispersion parameters for a waveguide with cladding 
nonlinearity. As the strip hight is always much smaller than the wavelength, the group 
propagation constant 11 gvβ
−=  changes significantly with increasing wavelength and 
strip width. As a result, the dispersion 2D  takes very large values of the order of 
10000 ps (km nm)−  and varies strongly with wavelength and strip width. 
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Waveguides with cladding nonlinearity show an inherently large dispersion. In 
nonlinear applications, this could be used to enable multi-wavelength operation with 
only few nanometers of detuning. 
 
Slot nonlinearity 
To evaluate the dispersion parameters of silion strip waveguides with slot 
nonlinearity, the width of both silicon strips is fixed to 212 nm, and the slot width is 
varied from 0 nm to 200 nm with a step width of 20 nm. The field distributions are 
grouped according to the dominant electric field contribution and the quasi-TE modes 
are evaluated. 
 
Fig. 3.6  Dispersion parameters of waveguides with slot nonlinearity as a function of slot 
width slot 0 200nmw =  , in steps of 20 nm , sidewall angle 0ϑ = ° . For a slot width of 
0 nm, identical results to the waveguide with core nonlinearity and a width of 420 nm are 
found. For an increasing slot width, the mode is less confined to the core and the group 
propagation constant 11 gvβ
−=  decreases. As a result, the dispersion 2D  takes large values 
of the order of 5000ps (km nm)−  and varies mainly with the slot width. 
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Fig. 3.6 shows the calculated dispersion parameters of waveguides with slot 
nonlinearity as a function of slot width. For a slot width of 0 nm, identical results to 
the waveguide with core nonlinearity and a width of 420 nm are found. For an 
increasing slot width, the mode is less confined to the core and the group propagation 
constant 11 gvβ
−=  decreases. As a result, the dispersion 2D  takes large values of the 
order of 5000 ps (km nm)−  and varies mainly with the slot width. 
Waveguides with slot nonlinearity show large group velocity dispersion 
coefficients 2D , but low third-order dispersion 3β . For short waveguide lengths, these 
dispersion values are sufficiently low to avoid phase-mismatch. In addition, for short 
optical pulses which are large in spectrum, the low third-order dispersion limits the 
experienced distortion of the pulse envelope. As a result, compact waveguides with 
slot nonlinearity are ideally suited for signal processing at highest bit rates. 
3.2.3.2 Influence of Sidewall Angle 
If the sidewalls are not perfectly vertical, i.e. 0ϑ > ° , the effective area increases 
because the guided mode is less confined in the slot region and the increase of the 
effective area restricts the enhancement of the nonlinear effect [349].  
However, the extent of this effect strongly depends on the parameterization of the 
problem. If the sidewall angle is varied, while keeping the base width of the trapezoid 
constant, the total cross-section of the waveguide material is reduced. As a result, a 
sidewall angle of 8ϑ = °  would reduce the cross-sectional area of a 300 nm wide strip 
already by 20%, which will result in an even larger increase in the effective area of up 
to 35%. 
The parameterization illustrated in Fig. 3.3 avoids this main influence of the 
sidewall angle by keeping the cross-sectional areas of core and cladding materials 
constant. The main effect of angled sidewalls is a slight deviation from the ideal field 
distribution, and only in the nonlinear effective areas some differences can be 
expected. For linear quantities like e.g. the group velocity, the influence of the 
sidewall angle is negligible. 




Fig. 3.7  Influence of sidewall angle on effective areas of a waveguide with slot 
nonlinearity. For a sidewall angle of 0° (black) and 8° (red), the effective area of silicon (–
 –, dashed line) and the nonlinear cladding material (—, solid line) are compared. The 
influence of the sidewall angle is largest for the effective area of silicon at small slot 
widths, close to the minimum value for the slot width of 30 nm. In general, the influence of 
the sidewall angle is negligible. 
Fig. 3.7 illustrates the influence of the sidewall angle on effective areas of a 
waveguide with slot nonlinearity. For a sidewall angle of 0° (black) and 8° (red), the 
effective area of silicon (– –, dashed line) and the nonlinear cladding material (—, 
solid line) are compared. The influence of the sidewall angle is largest for the 
effective area of silicon at small slot widths, close to the minimum value for the slot 
width of 30 nm. In general, the influence of the sidewall angle is negligible. 
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3.2.3.3 Waveguide Nonlinearity Parameter 
 
Fig. 3.8  Finite-element simulation results for (a)–(c) third order effective area (3)effA  in 
silicon (-, Si) and in the nonlinear cladding material (-, Cladding) and (d)–(f) nonlinearity 
parameter { }Re γ  of the basic geometries, calculated for a sidewall angles of 8ϑ = °  (solid lines) and 0ϑ = °  (dashed lines). For the nonlinearity parameter, the contribution of the 
nonlinear cladding material is calculated for a nominal value of 
18 2
2,Nom (17 8) 10 m Wn
−= ± ×  (black line) and for a value of 
18 2
2,Fit (6.0 0.5) 10 m Wn
−= ± ×  (red line) obtained by a fit to measured values (○).  
Following Eqs. (1.3.12) and (1.3.17), the nonlinearity parameter is large for small effective 
areas. The dotted line (…) in (c) and (f) marks the minimum possible slot width for the 
case of a non-zero sidewall angle.  
     (a) In the waveguide with the core nonlinearity the dominant nonlinear contribution 
comes from the silicon, as the silicon effective area can be strongly minimized. (b) In 
waveguides with cladding nonlinearity both silicon and the nonlinear cladding material 
contribute alike. (c) The nonlinear effect of waveguides with slot nonlinearity depends on 
the slot width and the nonlinear cladding material. The total nonlinearity parameter for 
strip waveguides in (d) and (e) does not significantly depend on the strip width. (f) 
Decreasing the slot width decreases the effective area and thereby increases the 
nonlinearity parameter. For highly nonlinear cladding materials, a very strong nonlinearity 
parameter can be obtained. 
The nonlinearity coefficient can be maximized by minimizing the effective areas of 
the mode fields in the respective nonlinear material, see Fig. 3.2. Apart from 
parameters which are fixed to technologically viable values, the main parameters that 
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influence the waveguide properties are the strip and slot widths. For all waveguides, 
the height is fixed to 220 nmh = . For strip waveguides, the strip width is varied 
between 300 nm and 500 nm. For slot waveguides, the silicon strip width is fixed to 
strip 212 nmw = , and the slot width is varied between 0 nm and 250 nm. For angled 
sidewalls, the minimum slot width is given by slot tanw h ϑ> . Due to imperfections in 
the fabrication process, in reality all waveguides exhibit a sidewall angle of 8ϑ = ° . 
In Fig. 3.8(a)–(c), effective areas for the third order interaction in silicon (-, Si) and 
the nonlinear cladding material (-, Cladding) are calculated using a finite-element 
method (FEM) for a sidewall angles of 8ϑ = °  (solid lines) and 0ϑ = °  (dashed lines). 
For a fixed waveguide height of 220 nm the width of the strip or slot is varied.  
Fig. 3.8(a) shows that the nonlinearity of waveguides with core nonlinearity is 
dominated by the silicon effective area. For waveguides with cladding nonlinearity in 
Fig. 3.8(b) both silicon and the nonlinear cladding material contribute alike. The 
nonlinear effect of waveguides with slot nonlinearity in Fig. 3.8(c) depends on the slot 
width and the nonlinear cladding material. Decreasing the slot width decreases the 
effective area and thereby increases the nonlinearity parameter. For a waveguide with 
a slot with of 80 nm, a two-fold increase of the nonlinearity parameter over the values 
measured here is possible. 
Fig. 3.8(d)–(f) shows the nonlinearity parameter { }Re γ  of the basic geometries, 
calculated for a sidewall angles of 8ϑ = ° . Following Eqs. (1.3.12) and (1.3.17), the 
nonlinearity parameter is large for small effective areas. The contribution of the 
nonlinear cladding material is calculated for a nominal value of 
18 2
2,Nom (17 8) 10 m Wn
−= ± ×  (black line) and for a value of 
18 2
2,Fit (6.0 0.5) 10 m Wn
−= ± ×  (red line) obtained by a fit to measured values (○). 
Shaded areas illustrate the uncertainties in the values. For the nonlinear refractive 
index of silicon a value of 18 22,Si 6.0 10 m Wn
−= ×  is used. Fig. 3.8(f) illustrates how  
a very strong nonlinearity parameter can be obtained for highly nonlinear cladding 
materials. 
3.2.3.4 Two-Photon Absorption Figure of Merit 
In a realistic Kerr-type waveguide, the nonlinear loss due to two-photon absorption is 
significant and the peak power that can be used for cross and self-phase modulation is 
limited.  
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As discussed in Section 1.3.5, to achieve a minimum phase-shift of minMZIφ π∆ =  
over a characteristic two-photon absorption length, the two-photon absorption figure 








= − >  (1.3.37) 
The nonlinearity parameter totγ  of a hybrid waveguide is the sum of the complex 
nonlinearity parameters of the constituent materials in Eq. (1.3.12), which need to be 
evaluated individually over the cross-sectional areas of the interaction, see 
Eq. (1.3.17). As discussed in the previous section, for all basic geometries the 
constituent materials contribute to different extends. As a result, the maximum 
achievable figure of merit is strongly dependent on the waveguide geometry.  
Based on the results shown in Fig. 3.8, the total nonlinearity parameter and the 
figure of merit are calculated for specific values of 0,Si 3.48n = , 
18 2
2,Si 6.0 10 m Wn
−= × , and 2,Si 0.8cm GWα =  for silicon, see Table 3.1 and Fig. 
3.1. The nonlinear cladding material is assumed to have a refractive index of 
0,Clad 1.8n = . The nonlinear refractive index of 
18 2
2,Clad (6.0 0.5) 10 m Wn
−= ± ×  is 
obtained from fits to the experimental values presented in Section 3.3, the two-photon 
absorption is set to zero, 2,Clad 0cm GWα = . Implicitly, this comparison to 
waveguides covered with DDMEBT assumes a rather large deviation from the 
published value of the nonlinear refractive index, 18 22,DDMEBT (17 8) 10 m Wn
−= ± × . 
Fig. 3.9 shows the dependence of nonlinearity parameter { }Re γ  and two-photon 
absorption figure of merit TPAFOM  on the width of the silicon strip and the slot 
width. Fig. 3.9(a)–(c) show the contributions of silicon (black) and the nonlinear 
cladding material (blue) to the total nonlinearity parameter (red), as previously 
defined in Eq. (1.3.17). Shaded areas indicate the uncertainty of values. In waveguides 
with core nonlinearity shown in Fig. 3.9(d), the figure of merit is determined by the 
silicon core. In waveguides with cladding nonlinearity shown in Fig. 3.9(e), core and 
cladding material contribute alike. This significantly improves the figure of merit. In 
waveguides with slot nonlinearity shown in Fig. 3.9(f), the total nonlinearity is 
dominated by the nonlinearity of the cladding material. As a result, the figure of merit 
can be significantly improved. 
 




Fig. 3.9  Dependence of nonlinearity parameter { }Re γ  and two-photon absorption figure 
of merit TPAFOM  on the width of the silicon strip and the slot width. The waveguide 
height is fixed at 220 nm, the sidewall angle is fixed at 8ϑ = ° . Experimental results (○) are 
taken from Section 3.3. (a)–(c) Contributions of silicon (black) and the nonlinear cladding 
material (blue) to the total nonlinearity parameter (red). Shaded areas indicate the 
uncertainty of values.  (d) In waveguides with core nonlinearity, the figure of merit is 
determined by the silicon core.  (e) In waveguides with cladding nonlinearity, core and 
cladding material contribute alike. This significantly improves the figure of merit.  (f) In 
waveguides with slot nonlinearity, the total nonlinearity is dominated by the nonlinearity of 
the cladding material. As a result, the figure of merit can be significantly improved. 
While the uncertainty of the material parameters of the cladding material do not 
have an impact on the nonlinearit parameter and the figure of merit of waveguides 
with core nonlinearity, in waveguides with slot nonlinearity even small deviations 
from the assumed values can result in large deviations for the nonlinearity parameter 
and the figure of merit. 





Simulations of the basic silicon-organic hybrid waveguide geometries reveal large 
differences regarding dispersion, nonlinearity parameter, and figure of merit. By using 
an appropriate parameterization, the influence of the sidewall angle becomes 
negligible. 
Waveguides with core nonlinearity in general combine low dispersion with large 
nonlinearity parameters. As the nonlinearity is dominated by the core material, the 
figure of merit is limited and the nonlinear effect can only be exploited in long 
devices. 
Waveguides with cladding nonlinearity in general show large dispersion values. In 
combination with the high nonlinearity parameters and sufficient values of the figure 
of merit, applications as a nonlinear element capable of multi-wavelength operation 
become possible. 
Finally, waveguides with slot nonlinearity show tolerable dispersion, combined 
with high nonlinearity parameters and the best two-photon absorption figure of merit. 
The low third-order dispersion limits the experienced distortion of the pulse envelope. 
As a result, compact waveguides with slot nonlinearity are ideally suited for signal 
processing at highest bit rates. 




3.3 Characterization [J4] 
In order to experimentally evaluate the properties of silicon-organic hybrid waveguide 
designs, we have fabricated waveguides of all basic types on the same chip. Four-
wave mixing is used to measure the nonlinearity parameter, propagation losses and the 
dispersion of the waveguides. Heterodyne pump-probe measurements are used to 
measure the amplitude and phase dynamics and to calculate the two-photon 
absorption figure of merit. To reduce measurement errors, we average the data of 
multiple waveguides having slight variations in waveguide dimensions. 
The highly nonlinear silicon-organic hybrid slot waveguides [297] are based on 
silicon-on-insulator technology using the 193 nm deep-UV lithography [257] offered 
by ePIXfab [269]. Silicon strip waveguides with widths between 320 nm and 400 nm 
are fabricated from a 220 nm thick crystalline silicon layer on a 2 µm buried oxide 
buffer. Slot waveguides with slot widths between 160 nm and 200 nm are formed by 
two 220 nm wide silicon ribs.  
The waveguides are filled and covered with molecular beam deposited DDMEBT. 
The nonlinear organic cladding obtained in such a way is highly homogeneous and 
has a refractive index of 1.8n =  with a nonlinear refractive index of 
17 2
2 (1.7 0.8) 10 m Wn
−= ± ×  [295, 389]. Waveguide facets are cleaved and no anti-
reflection coating is applied, leading to a coupling loss to the strip and slot 
waveguides of (7…9) dB/facet and (4…6) dB/facet, respectively. The devices are 
6.9 mm long and are operated without any temperature control. 
3.3.1 Linear Transmission 
Low-loss passive waveguides are the basic building block for linear as well as for 
nonlinear applications. The main contributions to the propagation loss are absorption 
at Si/SiO2 interface defects and scattering loss at rough top and sidewall interfaces. 
Without further postprocessing, the expected losses of strip waveguides fabricated in 
the 193 nm deep-UV process should take values of about 2.4 dB/cm [271]. 
The total transmission discussed in Section 1.2.2 in practical units of dB is given by  
 ( )0 cpdB dB dB2 ,T L aα= − −  (3.3.1) 
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where 0α  is the linear propagation loss per unit length and cpa  is the coupling loss 
per facet. As the total transmission is determined by two independent variables, cut-
back measurement of the transmission of one waveguide at decreasing length L  can 
reveal both main contributions at the same time [390]. 
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Fig. 3.10  Cut-back measurement of silicon-organic hybrid slot waveguides with 160 nm 
slot width and 220 nm ridge width. (a) The total transmission as a function of the 
waveguide length for waveguides covered with SiO2 (black open squares, □) and 
DDMEBT (red open circles, ○ ). The slope of the fit to Eq. (3.3.1) gives the linear 
propagation loss, 0α . The loss at 0mmL =  is due to two times the coupling loss per facet, 
cpa . Waveguides covered with DDMEBT show a strongly increased coupling loss, but the 
propagation loss is only slightly increased. (b) Transmission spectrum for waveguides 
covered with SiO2 (–) and DDMEBT (–). The flat transmission spectrum is characteristic 
for waveguides without periodic variations of the refractive index or coupling to adjacent 
structures.  
Fig. 3.10(a) shows cut-back measurement of silicon-organic hybrid slot waveguides 
with 160 nm slot width and 220 nm ridge width as an example. The total transmission 
as a function of the waveguide length for waveguides covered with SiO2 (black open 
squares, □) is compared to waveguides covered with DDMEBT (red open circles, ○ ). 
The slope of the fit to Eq. (3.3.1) gives the linear propagation loss, 0α . Even though 
the losses are much stronger than typically expected for fabrication process that has 
been used [310], slot waveguides push the fabrication technology to its limit and also 
include twice the number of rough sidewalls compared to simple strip waveguides. 
Moreover, the light is guided in the slot with the peak intensity close to the rough 
inner sidewalls.  
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The loss at 0 mmL =  is due to two times the coupling loss per facet, cpa . 
Waveguides covered with DDMEBT show a strongly increased coupling loss, but the 
propagation loss is only slightly increased. Cut-back measurement results on all 
investigated waveguides are summarized in Table 3.2. 
Fig. 3.10(b) shows the transmission spectrum for waveguides covered with 
SiO2 (black) and DDMEBT (red). The flat transmission spectrum is characteristic for 
waveguides without periodic variations of the refractive index or coupling to adjacent 
structures. Showing no features in the transmission spectrum, both waveguides are 
ideally suited for broadband signal processing. 
3.3.2 Nonlinear Effects 
The nonlinearity parameter, the dispersion and the propagation loss of the respective 




Fig. 3.11  (a) Four-wave mixing setup and (b) example spectrum measured in a bandwidth 
of 0.1 nm. Co-polarized light from two amplified laser sources is launched into the device 
under test (DUT) and the four-wave mixing spectrum is recorded in an optical spectrum 
analyzer (OSA). From the ratio of the idler to the signal the nonlinearity parameter γ  can 
be extracted. (TLS: tunable laser source, EDFA: erbium-doped fiber amplifier, BPF: optical 
band pass filter, P: polarizer) 
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The four-wave mixing setup is shown in Fig. 3.11(a). Co-polarized light from two 
amplified laser sources is launched into the device under test (DUT) using 
polarization-maintaining lensed fibers. The four-wave mixing spectrum is recorded in 
an optical spectrum analyzer (OSA). Polarization controllers and polarizers (P) are 
used to strictly separate between TE and TM polarization. The example spectrum in 
Fig. 3.11(b) shows the pump and signal waves, as well as the up and down-converted 
four-wave mixing products.  
 
Fig. 3.12  Dependence of FWM conversion efficiency on the wavelength detuning λ∆ ; 
measurement (°) and fit (-). The given parameters are averaged over multiple waveguides 
and measurements. The given parameters are averaged over multiple waveguides and 
measurements. All waveguides show high nonlinearities. (a) The strip waveguides with 
pure silicon core nonlinearity show the largest effect. (b) Waveguides with cladding 
nonlinearity have low linear losses but significant waveguide dispersion, which causes a 
large phase mismatch for a detuning larger than 5 nm. (c) The slot waveguides show a 
strong nonlinear effect as well but provide larger phase-matching. The total nonlinear effect 
is limited by a low effective waveguide length, due to high linear losses of 1.5 dB/mm. All 
experimental results are summarized in Table 3.2. 
Fig. 3.12 shows the dependence of the four-wave mixing conversion efficiency 
effRe{ }Lη γ  on the wavelength detuning λ∆  for a 400 nm wide strip waveguide 
operated in TE and TM, and for a slot waveguide with a 160 nm slot. The quantity η  
describes the normalized degradation of the four-wave mixing efficiency with 
increasing phase mismatch; without mismatch 1η =  holds. The parameters extracted 
from the measurements are averaged over independent measurements of six 
waveguides for each design. Using a least squares fit procedure, the measurement of 
the idler power as a function of the frequency detuning between pump and signal 
allows to determine the nonlinearity parameter { }Re γ , the linear propagation loss 0α  
and the dispersion factor 2D . 
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In our measurements, waveguides with pure silicon core nonlinearity and 
dimensions close to the theoretical optimum [351] show the largest nonlinear effect. 
For waveguide widths of (360 400) nm  an averaged nonlinearity parameter of 
(307 000 17 000) (W km)γ = ±  is found, close to the theoretical maximum of 
max 350000 (W km)γ ≈ . Dispersion and propagation loss are measured to be 
2 ( 4350 150) ps (km nm)D = − ±  and 0 (1.1 0.1)dB mmα = ± , respectively.  
Strip waveguides with cladding nonlinearity show a large averaged nonlinearity 
parameter of (108000 17 000) (W km)γ = ±  for (360 400) nm  wide strips. A 
propagation loss of 0 (1.0 0.1)dB mmα = ±  is found. This value is higher than 
expected for a device with very low interface roughness. But because the mode 
extends deeply into the cladding, scattering at the sample surface gives rise to 
additional propagation loss. The significant waveguide dispersion of 
2 ( 18000 2300) ps (km nm)D = − ±  causes a large phase mismatch for a detuning 
larger than 5 nm, see Fig. 3.12(b). 
Waveguides with slot nonlinearity also show a strong nonlinearity parameter of 
(100000 13000) (W km)γ = ± , although the waveguide height of 220 nm  and the 
slot width of (160 200) nm  are far from the optimum that is reached for much 
smaller slot widths, see Fig. 3.8(c). An optimized waveguide could allow nonlinearity 
parameters beyond 610 (W km)  [351]. The total nonlinear effect is limited by a low 
effective waveguide length of eff 2.6 mmL = , due to an increased linear loss of 
0 (1.5 0.1)dB mmα = ± . The dispersion of 2 ( 7 000 400) ps (km nm)D = − ±  although 
large, is still sufficiently low to enable all-optical wavelength conversion at 
42.7 Gbit/s [370] and demultiplexing at 170.8 Gbit/s [297] in a 4 mm long slot 
waveguide. All experimental results are summarized in Table 3.2. 
3.3.3 Device Dynamics 
To characterize the nonlinear dynamics, pump-probe measurements were performed. 
Simultaneous measurements of amplitude and phase dynamics allow to determine the 
two-photon absorption figure of merit (1.3.37) with high precision and without any 
free parameters like the effective area (3)effA . In order to resolve amplitude and phase 
dynamics of the proposed waveguide designs, we have used a heterodyne pump-probe 
technique [97]. 
In the pump-probe setup a strong pump pulse induces nonlinearities in the 
waveguide, at a center wavelength of 1550 nm. A weak probe pulse launched after the 
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pump pulse then experiences changes in the amplitude transmission and the refractive 
index of the waveguide. By superimposing the probe pulse with a local reference 
pulse in an unbalanced Michelson interferometer, a beating signal is created in a 
photodiode. A lock-in amplifier is then used to resolve the amplitude and phase 
information. By changing the time delay between pump and probe pulses, we are able 
to sample the device dynamics with sub-picosecond resolution. 
 
Fig. 3.13  Amplitude transmission AT  and phase NLφ∆  dynamics of the highly nonlinear 
waveguides for different pump power levels. All waveguides show strong Kerr 
nonlinearities. (a) However, the silicon core nonlinearity waveguide shows strong two-
photon absorption accompanied by simultaneous strong free-carrier absorption. The 
experiment leads to a figure of merit TPAFOM 0.38 0.17= ± . (b) The waveguide with 
cladding nonlinearity shows a significantly lower detrimental TPA effect. It has a 
TPAFOM 1.21 0.19= ± . (c) Waveguide with slot nonlinearity showing a Kerr nonlinearity 
with nearly no two-photon absorption, negligible free carrier absorption, and a 
TPAFOM 2.19 0.25= ± . 
Fig. 3.13 shows amplitude transmission AT  and phase NLφ∆  dynamics of the three 
highly nonlinear waveguides. All waveguides show strong Kerr nonlinearities, the 
main difference is in the strength of the two-photon absorption and the amount of long 
lasting changes due to generated free carriers.  
Pump-probe measurements of the silicon core nonlinearity in Fig. 3.13(a) show 
strong two-photon absorption and strong free-carrier absorption at the same time. This 
leads to a figure of merit of TPAFOM 0.38 0.17= ± , in good agreement with values 
found for unclad silicon waveguides [345, 377]. As a side effect of the strong two-
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photon absorption, free carriers with a life time of 1.2 ns are generated, leading to 
free-carrier absorption and slow phase change due to the plasma effect. For high speed 
applications, free carriers will accumulate, thereby reducing the nonlinear effect and 
leading to patterning effects. 
The waveguide with cladding nonlinearity is shown in Fig. 3.13(b). As only a 
minor fraction of the intensity is still guided in the silicon, the detrimental effects are 
already reduced and the figure of merit is improved to TPAFOM 1.21 0.19= ± . At high 
peak power, smaller numbers of free carriers are generated, leading to a reduced 
plasma effect. The two lobes visible in the transmission dynamics are the spectral 
artifact due to the rapid phase change, as explained in Fig. 1.7 in Section 1.5.3. 
Waveguides with slot nonlinearity in Fig. 3.13(c) show a strong Kerr nonlinearity 
with nearly no two-photon absorption and negligible free carrier absorption. The two-
photon absorption figure of merit is TPAFOM 2.19 0.25= ± , which enables all-optical 
signal processing at highest bit rates [297]. Though, while the nonlinearity parameter 
of the silicon strip waveguide with core nonlinearity is higher, the nonlinearity of the 
slot geometry shows much smaller nonlinear losses and thus a much better scalability 
with peak power. 
Fig. 3.14 shows the inverse power transmission for a 390 nm wide silicon strip 
waveguide. By using the measured dispersion of 2 4400 ps/(km nm)D = −  (see Table 
3.2) to calculate the average peak power, an effective area of 20.092μm , and an 
effective length of eff 2.5mmL = , the imaginary part of γ  due to two-photon 
absorption is calculated from the slope of a linear fit to a value of 
{ }Im 41.6 (W m)γ =− . Since all the TPA originates form the silicon core, and since 
the effective area within the core is known, we can derive the TPA-coefficient of 
silicon, 2 0.8cm/GWα = . This is in good agreement with previous work [6, 19]. As 
the pulse width in the waveguide can only be estimated with an uncertainty of 20%, 
the total error for 2α  is 0.2cm/GW± . However, for the calculation of the figure of 
merit in Eq. (1.5.24), these and other inaccuracies (e. g., for (3)effA ) cancel. 
 




Fig. 3.14  Measured inverse power transmission 1 PT  of a silicon strip waveguide with 
core nonlinearity as a function of the on-chip peak power. For an effective waveguide 
length of eff 2.5mmL = , the two-photon absorption coefficient is calculated from the slope 
of a linear fit to a value of 2 (0.8 0.2)cm/GWα = ± . 
3.3.4 Summary 
Highly nonlinear silicon waveguides with core, cladding and slot nonlinearity have 
been fabricated. Key parameters have been analyzed and are summarized in Table 3.2. 
As each design shows characteristic advantages, the optimum design strongly depends 
on the intended application. 
For applications at repetition rates below 1 GHz or if signal distortion due to free 
carrier effects can be tolerated, pure silicon strip waveguides with core nonlinearity 
are the easiest solution. By confining the light to small waveguide cross-sections, very 
high nonlinearity parameters can be reached, up to a record value measured in silicon 
of (307 000 17 000) (W km)γ = ± . However, this high value of the nonlinearity 
parameter is resonantly enhanced, and the fundamental two-photon absorption 
limitation for switching applications cannot be overcome. The waveguides are easy to 
fabricate and show low dispersion. By engineering the waveguide dimensions to 
optimize the zero dispersion wavelength, highly efficient wavelength conversion is 
possible [391].  
For applications that simultaneously require good conversion efficiency, a high 
figure of merit and multi-wavelength operation, waveguides with cladding 
nonlinearity are the optimum design. Strip waveguides are easy to fabricate and easy 
to cover with nonlinear cladding materials. The figure of merit with a value of 
TPAFOM 1.21 0.19= ±  is sufficient for all-optical switching. Because the electric field 
in TM mode is oriented perpendicularly to the wafer surface, even cladding materials 
which have very high nonlinear refractive indices but are difficult to deposit could be 
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used, possibly increasing the nonlinearity parameter by a factor of 10 [367]. The 
significant waveguide dispersion can be even used to limit the nonlinear interaction to 
a detuning of 5 nm, enabling multi-wavelength operation. 
For high speed applications, waveguides with slot nonlinearity will provide the best 
signal quality. The light is strongly confined to the slot, so two-photon absorption and 
associated free carrier effects in silicon can be avoided. Silicon-organic hybrid slot 
waveguides are highly nonlinear showing potential for nonlinearity parameters 
beyond 610 (W km) . In addition, they exhibit the best figure of merit of 
TPAFOM 2.19 0.25= ±  reported for CMOS-compatible waveguides. As this allows 
the use of high peak powers, the waveguide length can be kept small, and phase 
mismatch due to dispersion is negligible, thus enabling all-optical signal processing at 
highest bit rates [297]. Future improvements in the fabrication process will reduce the 
limiting propagation loss and allow the move to even smaller slot widths, significantly 
increasing the confinement to the slot. In combination with improved nonlinear 
cladding materials, this will enable all-optical switching in millimeter-long devices. 
 
Table 3.2  Dimensions and optical properties of basic silicon-organic hybrid waveguide 
designs determined from four-wave mixing and heterodyne pump-probe experiments at a 
center wavelength of 1.55µmλ = . For the definition of the dimensions see Fig. 3.3.  
*: Effective areas of silicon and nonlinear cladding material are obtained from a finite-
element simulation. 
Design Core Cladding Slot 
{ }Re  [1/(W km)]γ  307 000±17 000 108 000±17 000 100 000±13 000 
TPAFOM  0.38±0.17 1.21±0.19 2.19±0.25 
2 [ps/(km nm)]D  -4350±150 -18000±2300 -7000±400 
0 [dB/mm]α  1.1±0.1 1.0±0.1 1.5±0.1 
cp [dB facet]a  8.8±0.2 7.5±0.2 5.0±1.0 
[nm]h  220 220 220 
strip [nm]w  360…400 360…400 220 
slot [nm]w  0 0 160…200 
(3) 2
eff ,Si [µm ]A  0.09
* 0.39* 0.89* 
(3) 2
eff ,NL [µm ]A  1.25
* 0.39* 0.29* 
 





Wavelength conversion is one of the corner stones of all-optical signal processing. 
While devices like semiconductor optical amplifiers or highly nonlinear fibers have 
been successfully used for some time [392], the research effort for silicon compatible 
wavelength converters that offer on-chip integration has been considerably increased 
[382, 383, 393]. However, all pure silicon implementations to date suffer from two-
photon absorption (TPA) and free-carrier absorption (FCA) effects. Additional 
technological measures like a p-i-n structure are needed to mitigate these effects and 
scale to bit rates of 40 Gbit/s [265]. Combining the waveguiding properties of silicon 
with third order nonlinearities from organic cladding materials offers a 
technologically feasibly alternative that avoids free-carrier effects completely [298]. 
Of the third-order nonlinear effects, cross-phase modulation (XPM) and four-wave 
mixing (FWM) are of particular importance. All experiments demonstrated in this 
section represent the current state of the art in all-optical wavelength conversion in 
silicon waveguides. 
XPM enables wavelength transparent switching and does not suffer from phase-
mismatch. The wavelength conversion experiment demonstrated in Section 3.4.1 is 
the first proof-of-principle of XPM at communication wavelengths and speeds. 
FWM is a versatile effect which creates signals at new wavelengths. As amplitude 
and phase information of the input signal are preserved, wavelength conversion of 
amplitude-shift keying (ASK) and phase-shift keying (PSK) signals is possible. In 
Section 3.4.2, wavelength conversion at 42.7 Gbit/s using FWM is demonstrated. As 
no patterning effects are found in slot waveguides, signal processing at highest bitrates 
becomes possible. Results on demultiplexing of 170 Gbit/s down to 42.7 Gbit/s are 
presented in Section 3.4.3. Finally, wavelength conversion of advanced modulation 
formats is demonstrated. The results on the conversion of 56 Gbit/s non-return-to-zero 
differential quadrature phase-shift keying (NRZ-DQPSK) data presented in 
Section 3.4.4 is the fastest wavelength conversion ever reported for silicon 
waveguides. 
The highly nonlinear silicon-organic hybrid slot waveguides used for all 
wavelength conversion experiments are based on silicon-on-insulator (SOI) 
3.4 Applications 153 
 
 
technology in the 193 nm deep-UV process offered by ePIXfab [271]. On a buried 
oxide buffer silicon strip waveguides and slot waveguides are formed with a height of 
220 nm. The waveguides are covered with molecular beam deposited DDMEBT (2-
[4-(dimethylamino)phenyl]-3-{[4-(dimethylamino)phenyl]ethynyl}buta-1,3-diene-
1,1,4,4-tetracarbonitrile), an offresonant Kerr-type nonlinear organic cladding with a 
refractive index of 1.8n =  [295]. Waveguide facets are as cleaved and no anti-
reflection coating is applied, leading to a coupling loss of 6…8 dB per facet. The 
linear propagation loss for strip and slot waveguides is 1.0 dB/mm and 1.55 dB/mm, 
respectively. For a typical device length of 4 mm this amounts to a total fiber-to-fiber 
loss of 18…20 dB. 
3.4.1 Wavelength Conversion using Cross-Phase 
Modulation [C16] 
Highly nonlinear waveguides are key components for on-chip integration of all-
optical signal processing. Among the nonlinear effects, cross-phase modulation 
(XPM) is of great importance. It enables switching operation with virtually unlimited 
speed across a large spectral range, because there is no phase-matching restriction for 
XPM such as with four-wave mixing (FWM). So far, XPM in silicon has only been 
studied at low repetition rates, using pump-probe measurements that clearly show 
speed limitations imposed by two-photon absorption and free carrier effects [29, 394, 
395]. Very recently NRZ-OOK to RZ-OOK conversion using XPM has been 
demonstrated in a pure silicon waveguide, limited to 10 Gbit/s [396]. Silicon 
waveguides with hybridly integrated nonlinear organic cladding materials offer a way 
to overcome these speed limitations [396]. 
The wavelength conversion experiment reported here is the first time error-free all-
optical wavelength conversion at 42.7 Gbit/s based on XPM, using a 4 mm long 
highly (3)χ -nonlinear silicon-organic hybrid (SOH) slot waveguide for cross-phase 
modulation, and a tuneable one-bit delay interferometer (DI) for phase-to-amplitude 
conversion. The measured bit-error ratio (BER) of 10BER 2 10−= ×  demonstrates 
error-free operation and underlines the potential of silicon-organic hybrid waveguides 
for all-optical switching applications. 
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Fig. 3.15  Experimental setup for wavelength conversion of 42.7 Gbit/s data using either 
cross-phase modulation or four-wave mixing. A pseudo-random bit sequence (PRBS) of 
33% RZ-OOK pulses is highly amplified, combined with a strong cw wave, and the 
composite signal is launched into the device under test (DUT) using lensed fibers. The 
(3)χ -nonlinearity of the waveguide causes a cross phase modulation (XPM) of the cw 
wave via the intensity of the data stream. At the same time new signals are created by four-
wave mixing (FWM). Either one FWM signal or the XPM signal can be selected by the 
switch. A one-bit delay interferometer (DI) is used for phase-to-amplitude conversion of 
the XPM signal. A receiver with a pre-amplifier and a bit-error ratio tester are used to 
evaluate the signal quality. EDFA: Er-doped fiber amplifier, PMx: power meter, OSA: 
optical spectrum analyzer. 
The experimental setup is shown in Fig. 3.15. A pseudo-random bit sequence (PRBS) 
of 42.7 Gbit/s 33% RZ-OOK pulses are highly amplified and band-pass filtered to 
suppress the out-of-band amplifier noise. Using a 3 dB coupler and short lensed 
fibers, the data stream is combined with a strong cw laser, and then launched into the 
nonlinear SOH waveguide. The 160 nm wide slot is formed by two silicon ribs of 
height 220 nm and width 220 nm, covered by DDMEBT [295]. On-chip power levels 
for data and cw are 21 dBm and 20 dBm, respectively. The phase of the cw is 
modulated via the intensity of the data stream by means of the (3)χ -nonlinearity of 
the waveguide. After amplification, the cross-phase modulated cw wave is band-pass 
filtered, amplified and launched into a tuneable one-bit delay interferometer for phase-
to-amplitude conversion. Although the delay interferometer performs a differentiation 
of the data, in the experiment no data encoder circuit was employed. To allow bit-
error ratio measurements, the error detector is programmed with the expected data 
sequence, which allows a pseudo-random bit sequence (PRBS) length of up to 29-1. A 
pre-amplified receiver is used to detect the signal in an optical bandwidth of 50 GHz 
or 70 GHz using a digital communications analyzer or a bit-error ratio tester, 
respectively. 
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Fig. 3.16  Signal spectrum at the output of the nonlinear SOH waveguide. When data (blue) 
and cw (green) are launched together, the total spectrum (red) clearly shows the XPM 
signal as well as up and down-converted FWM signals. 
Fig. 3.16 shows the spectrum of the data, the cw, and the total signal at the output 
of the nonlinear waveguide. Both the XPM spectrum and the up and down-converted 
FWM spectra (plotted in red) are clearly visible and can be detected after appropriate 
filtering. For further analysis, the achieved nonlinear phase shift can be determined by 
comparing the XPM spectrum to simulation results, as discussed in Section 1.3.4. 
 
 
Fig. 3.17  Analysis of XPM phase shift.  (a) The measured spectrum shows a carrier-to-
sideband ratio (CSR) of 34 dB for an average on-chip data power of 21 dBm.  (b) 
Simulation results for XPM of a 33% RZ-OOK signal in a slot waveguide with parameters 
of { } 1Re 100000(Wkm)γ −= , 4mmL = , 0 1.5 dB/mmα = . For an on-chip power of 
21 dBm, simulations predict the same CSR of 34 dB, which corresponds to a nonlinear 
phase shift of 0 0.06ϕ π∆ = − . 
Fig. 3.17(a) shows the optical spectrum measured at the output of the nonlinear 
waveguide. For an average on-chip data power of 21 dBm, a carrier-to-sideband ratio 
156 Chapter 3: Beyond Silicon Photonics: Silicon-Organic Hybrid Waveguides 
 
 
of 34 dB is measured, see Eq. (1.3.31). Fig. 3.17(b) compares the measured data to 
simulation results for XPM of a 33% RZ-OOK signal in a slot waveguide with 
parameters of { } 1Re 100000(Wkm)γ −= , 4 mmL = , 0 1.5 dB/mmα = .  
For an on-chip power of 21 dBm, simulations predict the same CSR of 34 dB, 
which corresponds to a nonlinear phase-shift of 0 0.06ϕ π∆ = − . Although this phase-
shift is small, it is ultrafast in nature and can be considerably improved by reducing 
the coupling loss and by using optimized slot waveguide geometries with smaller slot 
width. 
 
Fig. 3.18  (a) Received cross-phase modulated signal with a quality factor of Q2 = 16.6 dB 
and a simultaneously measured bit-error ratio of 10BER 2 10−= × . (b) Received spectrum 
of the wavelength converted signal, showing a strongly suppressed carrier and 
characteristic AMI side lobes. No crosstalk from the original data signal at 1541 nm or the 
four-wave mixing products is found. 
To detect the XPM data, the phase-encoded signal needs to be converted into an 
amplitude-encoded signal in the receiver. Fig. 3.18(a) shows the eye diagram in the 
pre-amplified receiver connected to the destructive port of the delay interferometer 
which was used for phase-to-amplitude conversion. The eye has a good quality factor 
of Q2 = 16.6 dB (see Appendix A.2) and a bit-error ratio of 10BER 2 10−= × . No 
dependence on the PRBS length between 27-1 bits and 231-1 bits has been observed. 
Fig. 3.18(b) shows the received optical spectrum after narrow-band filtering in the 
receiver. It shows a strongly suppressed carrier and the expected shape of an alternate 
mark inversion (AMI) signal.  
Error-free operation and a wide eye opening demonstrate the absence of strong 
patterning effects. This proves the suitability of silicon-organic hybrid waveguides for 
XPM-based all-optical switching applications. 
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3.4.2 Wavelength Conversion of Amplitude-Shift Keying 
Signals 
The wavelength conversion of ASK signals reported here is the first wavelength 
conversion devoid of any patterning effects. All-optical wavelength conversion of 
42.7 Gbit/s return-to-zero data is achieved using four-wave mixing in a 4 mm long 
silicon-organic hybrid waveguide. No patterning effects are observed and the signal 
quality is only limited by OSNR. 
3.4.2.1 Wavelength Conversion of 33% RZ-OOK Signals 
Compared to wavelength conversion by cross-phase modulation (XPM), the use of 
four-wave mixing (FWM) has distinct advantages. FWM products of amplitude-shift 
keying (ASK) signals also have an ASK format, which allows for straightforward 
direct detection. As these FWM products are generated at new wavelengths, 
appropriate filtering of the input wavelengths can improve the optical signal-to-noise 
ratio considerably. While phase matching usually is a big concern for FWM in highly 
nonlinear fibers (HNLF), the phase-matching length of SOH waveguides exceeds the 
effective length even for high dispersion values. 
The experimental setup is identical to the one which is shown in Fig. 3.15 and 
discussed in Section 3.4.1. The device under test consists of a 160 nm wide slot, 
formed by two silicon ribs of height 220 nm and width 220 nm and covered by 
DDMEBT [295]. On-chip power levels for data and cw are 21 dBm and 20 dBm, 
respectively. As no format conversion is involved, the 1538.3 nm channel is selected 
in the DWDM demultiplexer and received in the preamplified receiver using direct 
detection.  
Fig. 3.19(a) shows the received eye diagram of the four-wave mixing signal with a 
quality factor of Q2 = 18.0 dB. Error-free operation is confirmed by bit-error ratio 
measurements, BER = 8⋅10-10. Fig. 3.19(b) shows the optical spectrum of the 
wavelength converted signal in the pre-amplified receiver. No crosstalk from the 
original data signal at 1541 nm is found. However, due to an imperfect transmitter, a 
weak 20 GHz component is visible in the spectrum and in the eye diagram.  
 




Fig. 3.19  (a) Received eye diagram of the four-wave mixing signal with a quality factor of 
Q2 = 18.0 dB. Error-free operation is confirmed by bit-error ratio measurements, 
BER = 8⋅10-10. (b) Received spectrum of the wavelength converted signal. No crosstalk 
from the original data signal at 1541 nm is found. 
The eye quality factor and the bit-error ratio are limited by amplifier noise and 
could be improved by a photodiode with a bandwidth smaller than 70 GHz. 
Decreasing the propagation loss of the nonlinear waveguide would increase the 
nonlinear effect and increase the output power at the same time, which would also 
improve the OSNR considerably. 
3.4.2.2 Wavelength Conversion of 2.2 ps Mode-Locked Laser Signals [C17] 
The real need for all-optical signal processing arises for communication at bitrates of 
100 Gbit/s and above. Many technologies have been shown to work up to 40 Gbit/s, 
which corresponds to a typical time scale of 25 ps, but only few are able to work with 
mode-locked laser (MLL) pulses of a few picoseconds duration. In order to be able to 
achieve demultiplexing of high-bitrate optical time-division multiplexing (OTDM) 
streams, wavelength conversion, or even 3R (reamplification, reshaping, retiming) 
regeneration, a nonlinear medium is needed that does not exhibit patterning effects, 
even when operated with high-power MLL pulse streams. 
The all-optical wavelength conversion experiment presented here shows that 
silicon-organic hybrid (SOH) slot waveguides are suitable for all-optical wavelength 
conversion. The absence of any patterning effects confirms the ultrafast device 
dynamics discussed in Section 3.3.3.  
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Fig. 3.20  Experimental setup of the wavelength conversion experiment. Mode-locked laser 
(MLL1) pulses are modulated at 42.7 Gbit/s. A second mode-locked laser (MLL2) provides 
a clock signal. Optical delay lines (ODL) are used to synchronize the pulse streams. Both 
signals are amplified, band-pass filtered and launched into the device under test (DUT) 
using polarization-maintaining lensed fibers. The four-wave mixing signal is amplified, 
band-pass filtered and detected with a digital communications analyzer (DCA). 
Fig. 3.20 shows the setup of the wavelength conversion experiment. Mode-locked 
laser (MLL1) pulses at 1559 nm are modulated with a pseudorandom (231-1 bit) RZ 
signal at 42.7 Gbit/s (Q2 > 21 dB). A second mode-locked laser (MLL2) at 1550 nm 
provides the clock pulses at a repetition rate of 42.7 GHz. The pulse width of both 
sources is approximately 2.2 ps. Optical delay lines (ODL) are used to synchronize 
the pulse streams. Both signals are amplified and band-pass filtered to suppress the 
strong amplified spontaneous emission (ASE) from both booster amplifiers. Using 
polarization-maintaining lensed fibers the TE polarized pulses are launched into the 
device under test (DUT), reaching maximum on-chip power levels of 21.0 dBm for 
the clock and 11.3 dBm for the data signal. The 157 nm wide and 4 mm long slot 
waveguide is formed by two silicon ribs of height 220 nm and width 216 nm. All 
waveguides are filled and covered with molecular beam deposited DDMEBT [295]. 
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Fig. 3.21  Optical four-wave mixing spectra of 42.7 Gbit/s mode-locked laser pulse stream 
with a 42.7 GHz clock signal, measured (a) at the output of the nonlinear waveguide and 
(b) in the receiver after all band-pass filters. The FWM signal at 1541 nm was chosen to 
avoid cross-talk from the strong data pulses.  
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Fig. 3.21(a) shows the optical spectrum at the output of the nonlinear waveguide. 
Both four-wave mixing signals can be clearly observed. In order to avoid cross-talk 
from the strong data signal, the converted signal at 1541 nm is then amplified and 
filtered with a 0.6 nm narrow band-pass to avoid ringing in the photodiode., The 
resulting spectrum is shown in Fig. 3.21(b). A digital communications analyzer (DCA) 
with a bandwidth of 53 GHz is used to detect the signal. Compared to the 33% RZ-
OOK wavelength conversion experiment, for data modulated onto short MLL pulses 
the use of a bandwidth-limited receiver carries a certain penalty.  
For transform-limited Gaussian pulses of 2.2 psT =  duration, a bandwidth of 
0.44 200 GHzB T= =  is needed. As short pulses increase the peak power, all 
nonlinear effects–including two-photon absorption–are increased. But as the input 
pulse spectrum is considerably larger compared to the spectrum of 33% RZ pulses, the 
power of the wavelength-converted signal is distributed over a larger part of the 
spectrum as well. In the bandwidth limited receiver, only part of the wavelength-
converted signal can be used for detection, but all distortions due to patterning effects 
can degrade the quality of the received signal. If no patterning effects are found for 
very short optical pulse sequences, no inherently slow processes can be present, even 
for other communication signals. 
The measurement results for the wavelength-converted signal are shown in Fig. 
3.22. The eye diagram in Fig. 3.22(a) shows an open eye with a quality factor of 
Q2 = 11.3 dB. Distortions of the 0-rail are due to the limited bandwidth of the DCA 
and weak cross-talk from the clock. For the bit sequences (PRBS of 215-1 bit) shown 
in Fig. 3.22(b)–(d) no pattern dependence is observed, which can be fully explained 
by the absence of free-carrier effects. The signal quality is only limited by OSNR 
degradations due to amplifier noise. This limitation could be easily overcome by 
increasing the input power to the nonlinear waveguide. 
All-optical wavelength conversion at 42.7 Gbit/s over 18 nm in a passive 4 mm 
long CMOS-compatible device has been demonstrated. The quality of the received 
signal was only limited by amplifier noise. No pattern effects have been found. 
Increasing the input power will enable error free operation and allow nonlinear 
silicon-organic hybrid slot waveguides to scale to highest bit rates. 
 




Fig. 3.22  (a) Eye diagram of the four-wave mixing signal at 1541 nm with a quality factor 
of Q2 = 11.3 dB. Distortions of the 0-rail are due to the limited bandwidth of the DCA and 
weak cross-talk from the clock. (b)-(c) Bit sequences with different characteristics. No 
























Fig. 3.23  Experimental setup of the demultiplexing experiment; MLL1, MLL2: mode-
locked lasers; OTDM-Mux: optical time-division multiplexer; ODL: tuneable optical delay 
line, EDFA: erbium-doped fiber amplifier; DUT: device under test; DCA: digital 
communications analyzer.  
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3.4.3 Demultiplexing 170 Gbit/s to 42.7 Gbit/s [J5] 
To demonstrate the viability of silicon-organic hybrid (SOH) slot waveguides for 
ultrafast all-optical processing of broadband telecommunication signals, we 
performed demultiplexing of a 120.0 Gbit/s (170.8 Gbit/s) return-to-zero (RZ-OOK) 
data stream to 10 Gbit/s (42.7 Gbit/s) using partially degenerate four-wave mixing 
(FWM). As demultiplexing in the electronic domain would take considerable effort 
and power, our all-optical approach is a proof-of-principle experiment that highlights 
the potential for energy efficient all-optical signal processing offered by the silicon-
organic hybrid technology. 
The experimental setup is depicted in Fig. 3.23. For the data and pump we used two 
synchronized mode-locked fiber lasers operating at repetition rates of 40.0 GHz 
(42.7 GHz) and emitting pulses of approximately 3 ps FWHM. The temporal overlap 
of signal and pump was adjusted by a tuneable optical delay. The 120.0 Gbit/s 
(170.8 Gbit/s) data stream was generated by modulating the basic 40.0 GHz 
(42.7 GHz) pulse train with a pseudo-random bit sequence (231-1 bit) and by 
subsequent optical time-division multiplexing. Data and pump were both amplified 
and coupled into a SOH slot waveguide of height 220 nmh = , strip width 
212 nmw = , slot width slot 205 nmw = , and geometrical waveguide length 
6.0 mmL =  ( 4.0 mmL = ). The propagation loss was 0 1.5dB/mmα =  and the fiber-
chip coupling loss was cp 4.1dB/faceta =  at 1550 nm.  
 
Fig. 3.24  Signal spectrum at the output of the nonlinear SOH waveguide. When 170 Gbit/s 
data (blue) and the 42.7 GHz clock are launched together, four-wave mixing creates new 
spectral components (red). The demultiplexed 42.7 Gbit/s signal is then filtered (green) and 
detected in the receiver. 
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The signal at the output of the SOH waveguide was bandpass-filtered at the 
converted wavelength and detected in a pre-amplified receiver. Fig. 3.24 shows the 
signal spectrum at the output of the nonlinear SOH waveguide. When 170 Gbit/s data 
(blue) and the 42.7 GHz clock are launched together, four-wave mixing creates new 
spectral components (red). The demultiplexed 42.7 Gbit/s signal is then filtered 




Fig. 3.25  Eye diagrams of demultiplexing experiments: (a) 120 Gbit/s signal, (b) 10 GHz 
pump, (c) demultiplexed 10 Gbit/s signal. (d) 170.8 Gbit/s signal, (e) 42.7 GHz pump, (f) 
demultiplexed 42.7 Gbit/s signal. 
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For both the 120 Gbit/s and the 172.8 Gbit/s experiments the optical signals were 
detected with a 120 GHz photodiode, and the eye diagrams were recorded using a 
digital communication analyzer (DCA). The eye diagrams of the respective data 
signals are depicted in Fig. 3.25, (a) 120 Gbit/s signal, (b) 10 GHz pump, (c) 
demultiplexed 10 Gbit/s signal. (d) 170.8 Gbit/s signal, (e) 42.7 GHz pump, (f) 
demultiplexed 42.7 Gbit/s signal. The average on-chip pump-power was 
1,pump 15.2dBmP =  ( 1,pump 16.6dBmP = ). By varying the delay between the pump and 
the signal, different tributaries could be demultiplexed. Similar performances were 
found for the different tributaries. For the 120 Gbit/s experiment, a quality factor of 
Q2 = 11.1 dB was measured. 
Due to the limited electronic bandwidth of the photodiode and the DCA, the eye 
diagrams are noticeably distorted. The noise in the converted eye diagram is 
predominantly caused by amplified spontaneous emission (ASE) originating from the 
amplifiers (EDFA) after the DUT. The signal-to-noise ratio is lower for the 
172.8 Gbit/s-to-42.7 Gbit/s demultiplexing experiment since the received energy per 
bit is less than for demultiplexing 120.0 Gbit/s to 10.0 Gbit/s. 
This is the fastest all-optical signal processing experiment in a silicon waveguide to 
day. Signal quality and conversion efficiency still have a lot of potential for 
optimization, e.g. by improving the fiber-chip coupling, by reducing the waveguide 
loss, and by optimizing the waveguide geometry for maximum nonlinearity. The 
dispersion of the SOH slot waveguide is dominated by waveguide dispersion and can 
therefore be mitigated by appropriate waveguide design. It can further be expected 
that the converted signal experiences retiming due to the strictly periodic pump pulse 
train. The demonstrated demultiplexing scheme preserves both phase and amplitude 
information and is therefore transparent with respect to the modulation format. 
3.4.4 Wavelength Conversion of Phase-Shift Keying 
Signals [C9] 
Highly nonlinear waveguides are key components for on-chip integration of all-
optical signal processing. Waveguides with ultrafast Kerr nonlinearity enable 
switching operation and wavelength conversion with virtually unlimited speed. 
Among the nonlinear effects found in waveguides, four-wave mixing (FWM) is 
special as it preserves the phase information and allows format-transparent operation 
[382, 391, 397]. Especially for advanced modulation formats, which are needed to 
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increase the spectral efficiency [253], phase-preserving wavelength converters are 
needed. 
For the silicon-organic hybrid (SOH) waveguide technology no fundamental speed 
limitation has been found, possibly scaling to bitrates up to 170 Gbit/s and beyond 
[297]. Of the basic silicon-organic waveguide geometries discussed in Section 3.2.2 
[369], strip waveguides operated in TM mode are of particular interest, as they 
effectively exploit the cladding nonlinearity with nonlinearity parameters of 
{ } 1Re 110 000 (Wkm)γ −= , and are easy to fabricate [271]. Here, for the first time all-
optical high-speed wavelength conversion of a phase-encoded signal is demonstrated, 
based on four-wave mixing in a 4 mm long silicon-organic hybrid strip waveguide 
operated in TM mode. The bitrate of 56 Gbit/s this is the fastest wavelength 
conversion reported for silicon waveguides, limited only by the available 
measurement equipment. Compared to previous results reported for waveguides with 
slot nonlinearity, strip waveguides operated in TM mode exploit the nonlinearity of 
the cladding material and have the advantage of a greatly reduced complexity in 
fabrication. Silicon-organic hybrid waveguides provide CMOS compatible 






















Fig. 3.26  Experimental setup of the NRZ-DQPSK all-optical wavelength conversion 
experiment. Data encoded at 28 GBd NRZ-DQPSK are amplified, bandpass filtered, 
combined with a strong cw pump, and launched into the device under test (DUT) using 
polarization-maintaining lensed fibers. The four-wave mixing signal is amplified, bandpass 
filtered and demodulated in a balanced receiver. The eye opening is monitored with a 
digital communications analyzer (DCA). The received signal is analyzed using a bit-error 
ratio tester (BERT). 
Degenerate four-wave mixing is a parametric process frequently exploited for 
format-transparent wavelength conversion. Fig. 3.22 shows the setup of the 
wavelength conversion experiment. A pseudorandom data stream is encoded at 
1554.1 nm using the 28 GBd NRZ-DQPSK format, amplified and band-pass filtered 
in order to suppress the out-of-band spontaneous emission noise. The signal is 
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combined with a strong cw pump, and launched into the device under test (DUT) in 
quasi-TM (dominant electric field component parallel to the growth direction) using 
polarization-maintaining lensed fibers. The nonlinear waveguide has a length of 4 mm 
and consists of a silicon strip of 220 nm height and 400 nm width, covered by 
DDMEBT [295]. The on-chip power levels are +19 dBm for the pump and +16 dBm 
for the signal, respectively. The temperature of the device is controlled to 25°C in 
order to stabilize the fiber-to-chip coupling. The four-wave mixing signal is amplified, 
band-pass filtered and demodulated in a DQPSK receiver, consisting of delay 
interferometers and balanced detectors. The eye opening is monitored with a digital 
communications analyzer (DCA). Although the delay interferometer performs a 
differentiation of the data, in the experiment no data encoder circuit was employed. To 
allow bit-error ratio measurements, the error detector is programmed with the 
expected data sequence, which allows a pseudo-random bit sequence (PRBS) length 
of up to 29-1. The received signal is analyzed using a bit-error ratio tester (BERT).  
In NRZ-DQPSK the information is differentially encoded, using phase shifts of { 0 , 
2π , π , 2π− } [253]. While NRZ-DQPSK ideally is a constant-envelope signal, for 
most practical implementations some state transitions in the constellation diagram 
cause residual amplitude modulation. Compared to 33% RZ-OOK signals of the same 
average power, the peak power of NRZ-DQPSK is reduced by 8 dB. However, 
patterning effects are significantly suppressed, as no long sequences of marks and 
spaces are possible. In the absence of patterning effects, TPA and FCA only act as 
additional loss mechanisms and limit the achievable conversion efficiency. 
 
Fig. 3.27  (a) Optical spectra of the four-wave mixing (FWM) experiment, measured at the 
output of the nonlinear waveguide and in the receiver (Rx, scaled) after both band-pass 
filters. No crosstalk is observed. (b) Eye diagram of the Q-component of the four-wave 
mixing signal at 1547.7 nm, corresponding to a bit-error ratio of BER = 10-5. The signal 
quality is limited only by the OSNR degradations due to amplifier noise. 
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The measurement results for the wavelength-converted signal are shown in Fig. 3. The 
optical spectrum at the output of the nonlinear waveguide in Fig. 3.27(a) shows the 
up-converted and down-converted FWM products. The FWM product at 1547.7 nm is 
selected for detection in the receiver. No crosstalk is observed. Fig. 3.27(b) shows the 
demodulated data of the Q-channel corresponding to a bit-error ratio of 10-5 measured 
for a pattern length of 27-1, showing no distortions from patterning effects. No 
influence of the pattern length on the performance is found up to 231-1. Compared to 
back-to-back measurements, the signal quality is only limited by OSNR degradations 
due to amplifier noise. This limitation could be easily overcome by reducing the 
coupling loss or by increasing the input power to the nonlinear waveguide. 
All-optical wavelength conversion of a 56 Gbit/s NRZ-DQPSK signal based on 
four-wave mixing in a 4 mm long silicon-organic hybrid strip waveguide is 
demonstrated. The device is operated in TM mode and exploits the nonlinearity of the 
organic cladding material. Compared to previous results reported for waveguides with 
slot nonlinearity, strip waveguides operated in TM mode provide high nonlinearity at 
a greatly reduced complexity in fabrication. By reducing the coupling loss, error free 
operation will become possible. This allows scaling nonlinear applications to highest 
bit rates. 
3.4.5 Summary 
All-optical signal processing at highest bitrates has been demonstrated using silicon-
organic hybrid (SOH) waveguides.  
Due to their large two-photon absorption figure of merit, slot waveguides have 
enabled the first proof-of-principle demonstration of cross-phase modulation at 
communication speeds and wavelengths on a silicon chip.  
In slot waveguides, no slow patterning effects have been found. This enables error-
free wavelength conversion of 42.7 Gbit/s 33% RZ-OOK signals and demultiplexing 
of data streams up to 170 Gbit/s using four-wave mixing. 
Silicon-organic hybrid strip waveguides with cladding nonlinearity also show a 
large nonlinearity, yet are easy to fabricate. This has enabled the fastest wavelength 
conversion experiment at 56 Gbit/s, using four-wave mixing in a SOH waveguide 
operated in transverse magnetic (TM) mode. 
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Although there is still a lot room for optimization in terms of linear losses and 
nonlinear organic cladding materials, current state of the art silicon-organic hybrid 
waveguides already demonstrate a huge potential for all-optical on-chip signal 






4 Summary and Future Work 
Quantum dot semiconductor optical amplifiers and silicon-organic hybrid waveguides 
are promising approaches to enabling all-optical signal processing at highest bitrates 
in compact and energy efficient devices. 
In this thesis, state of the art quantum dot devices and nonlinear silicon-organic 
hybrid waveguides have been investigated. By detailed characterization of steady-
state and dynamic device properties, advantageous applications have been identified 
and proof-of-principle experiments have been demonstrated. In this chapter, the key 
results are summarized and suggestions for future research are given. 
Quantum Dot Fabrication 
Careful control of the growth parameters allows shifting the quantum dot ground state 
emission to the 1.3 µm wavelength region. An extensive study of the influence of the 
growth parameters on quantum dot formation shows that this shift can be attributed to 
an increase in quantum dot size as well as to strain effects.  
Especially the growth of a capping layer strongly influences the composition of the 
quantum dot. Contrary to previous assumptions, if the composition analysis is 
corrected for wetting layer effects, a high indium concentration of up to 90% is found 
at the top of the quantum dot.  
In the future, quantum dot growth on pre-patterned substrates could allow for 
independent control of emission wavelength and inhomogeneous broadening. This 
additional degree of freedom is highly desirable for engineering the properties of the 
quantum dot ensemble. 
Quantum Dot Semiconductor Optical Amplifier Device Characteristics 
Quantum dot semiconductor optical amplifiers had been envisaged as multi-
wavelength nonlinear elements at highest bit rates. An evaluation of the suitability for 
this particular application requires detailed knowledge of the device dynamics and the 
wavelength dependence of quantum dot devices. 
Heterodyne pump-probe spectroscopy is used to investigate the device dynamics. 
Two characteristic time scales are found, which are attributed to different physical 
effects. Firstly, a small time constant which is attributed to carrier capture into 
quantum dots. This fast process that dominates the quantum dot dynamics during the 
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first 10 picoseconds determines mainly the material gain response and shows a very 
small alpha-factor, i.e. a small chirp. Secondly a large time constant associated with 
the slow refilling of the wetting layers governs the quantum-dot dynamics in the time 
frame after 15 ps. It contributes only little to the gain dynamics but since the 
associated alpha-factor is large it dominates the phase response of the device and may 
significantly contribute to chirp.  
The multi-wavelength operation capability is predicted on the basis of an 
investigation of the homogeneous linewidth. At room temperature, a value of 16 meV 
is measured for a quantum dot ensemble with high dot density, which is in very good 
agreement with theoretical predictions. However, this corresponds to a linewidth of 
22 nm or 60% of the total gain bandwidth, which effectively prevents multi-
wavelength operation under gain saturation conditions. 
As a result, fast processes in quantum dot semiconductor optical amplifiers 
introduce a chirp, which is too small to efficiently exploit in nonlinear interferometric 
schemes. On the other hand, quantum dot semiconductor optical amplifiers introduce 
only small signal distortions, strongly suggesting a use as linear amplifiers. 
Applications for Quantum Dot Semiconductor Optical Amplifiers 
For nonlinear applications like wavelength conversion or regeneration, quantum dot 
semiconductor optical amplifiers are not well suited, as they exhibit slow amplitude 
and phase dynamics for high input power levels. The inherently large homogeneous 
linewidth prohibits multi-wavelength operation and offers no advantage over 
conventional bulk and quantum-well semiconductor optical amplifiers.  
For linear applications quantum dot semiconductor optical amplifiers combine 
ultra-fast carrier dynamics with low distortions due to phase effects. In combination 
with the high gain, the moderate noise figure, and the relative temperature 
insensitivity, quantum dot semiconductor optical amplifiers fulfill all requirements for 
in-line amplifiers. 
The application as an in-line amplifier of amplitude-shift keying signals is 
investigated for single and multi-channel cases. A large input power dynamic range 
with error-free single and multi-wavelength amplification at bit rates from 2.5 Gbit/s 
to 43 Gbit/s is found. For this wide range of bitrates, quantum dot semiconductor 
optical amplifiers exceed the performance of specially engineered linear optical 
amplifiers. For access networks, passive optical networks with quantum dot based 
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range extenders might be a viable solution for providing cost efficient broadband 
internet access. 
As inline amplifiers for phase-shift keying signals, clear advantages of quantum dot 
semiconductor optical amplifiers over bulk or quantum well semiconductor optical 
amplifiers are found. The fast amplitude transients in phase-shift keying signals 
without perfectly constant envelope induce amplitude fluctuations in the 
semiconductor optical amplifier. These fluctuations induce carrier density 
fluctuations, which in turn cause refractive index variations and such create phase 
errors. Due to the fact that the alpha-factor in quantum dot semiconductor optical 
amplifiers is low, the amplitude to phase conversion is reduced compared to bulk 
semiconductor optical amplifiers, so less phase errors are introduced.  
In the future, engineering and optimization of semiconductor optical amplifier 
device parameters could allow increasing the input power dynamic range even more, 
which would allow further extending the reach of an access network. An investigation 
of the performance with advanced modulation formats could identify modulation 
formats and network scenarios, for which quantum dot semiconductor optical 
amplifiers can match the performance of Erbium-doped fiber amplifiers, with 
significantly reduced cost, device size, and power consumption. 
Silicon-Organic Hybrid Waveguide Design 
Hybrid integration of silicon waveguides and organic nonlinear cladding materials is a 
promising approach to create compact and highly nonlinear waveguides in a 
complementary metal-oxide-semiconductor compatible technology. By confining light 
to the nonlinear cladding material, silicon-organic hybrid waveguides achieve high 
nonlinearity parameters and avoid nonlinear impairments by two-photon absorption in 
silicon. Simulations of the basic silicon-organic hybrid waveguide geometries reveal 
large differences regarding dispersion, nonlinearity parameter, and figure of merit.  
Waveguides with core nonlinearity in general combine low dispersion with large 
nonlinearity parameters. As the nonlinearity is dominated by the core material, the 
figure of merit is limited and the nonlinear effect can only be exploited in long 
devices. 
Waveguides with cladding nonlinearity in general show large dispersion values. In 
combination with the high nonlinearity parameters and sufficient values of the figure 
of merit, applications as a nonlinear element capable of multi-wavelength operation 
become possible. 
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Silicon-organic waveguides with slot nonlinearity avoid two-photon absorption and 
free-carrier effects nearly completely. The excellent two-photon absorption figure of 
merit enables all-optical switching at highest bitrates. 
Silicon-Organic Hybrid Waveguide Characterization 
Highly nonlinear silicon waveguides with core, cladding and slot nonlinearity have 
been fabricated and key parameters have been analyzed using cut-back measurements, 
heterodyne pump-probe measurements, and four-wave mixing. In all devices, the 
theoretically predicted properties are confirmed.  
For applications at repetition rates below 1 GHz or if signal distortion due to free 
carrier effects can be tolerated, pure silicon strip waveguides with core nonlinearity 
are the easiest solution. However, as the nonlinearity is resonantly enhanced, the 
fundamental two-photon absorption limitation for switching applications cannot be 
overcome. The waveguides are easy to fabricate and show low dispersion.  
For applications that simultaneously require good conversion efficiency, a high 
figure of merit and multi-wavelength operation, waveguides with cladding 
nonlinearity are the optimum design. Strip waveguides are easy to fabricate and easy 
to cover with nonlinear cladding materials. The figure of merit is sufficient for all-
optical switching. For the cladding, even materials which have very high nonlinear 
refractive indices but are difficult to deposit could be used, possibly increasing the 
nonlinearity parameter by a factor of 10. 
For high speed applications, waveguides with slot nonlinearity will provide the best 
signal quality as two-photon absorption and associated free carrier effects in silicon 
can be avoided. Silicon-organic hybrid slot waveguides are highly nonlinear and 
exhibit the best figure of merit reported for complementary metal-oxide-
semiconductor-compatible waveguides. As this allows the use of high peak powers, 
the waveguide length can be kept small. Phase mismatch due to dispersion is 
negligible, thus enabling all-optical signal processing at highest bit rates.  
In the future, improvements in the fabrication process of the waveguides should 
have priority. A reduction of the limiting propagation loss will allow the move to even 
smaller slot widths and significantly increase the confinement to the slot. In 
combination with improved nonlinear cladding materials, this will enable all-optical 
switching in millimeter-long devices. On-chip integration with filters and Mach-
Zehnder structures will enable further miniaturization of multiple all-optical switches 
on a single chip.  
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Applications for Silicon-Organic Hybrid Waveguides 
All-optical signal processing at highest bitrates has been demonstrated using silicon-
organic hybrid waveguides in proof-of-principle experiments. 
Due to their large two-photon absorption figure of merit, slot waveguides have 
enabled the first proof-of-principle demonstration of cross-phase modulation at 
communication speeds and wavelengths on a silicon chip.  
In slot waveguides, no slow patterning effects are found. This has enables error-free 
wavelength conversion of 42.7 Gbit/s 33% RZ-OOK signals and demultiplexing of 
data streams up to 170 Gbit/s using four-wave mixing. 
Silicon-organic hybrid strip waveguides with cladding nonlinearity also show a 
large nonlinearity, yet are easy to fabricate. At 56 Gbit/s, this has enabled the fastest 
wavelength conversion experiment in silicon photonics, using four-wave mixing in a 
silicon-organic hybrid waveguide operated in transverse magnetic mode.  
In the future, the research should be focused on three main areas. Firstly, the 
nonlinear effects need to be increased by reducing propagation loss and by improved 
cladding materials. This will significantly enhance the performance and at the same 
time reduce device size and energy consumption. Secondly, the ultrafast speed of the 
Kerr nonlinearity should be emphasized by increasing the speed. To that end, both the 
use of optical time-division multiplexed data of up to 640 Gbit/s as well as the use of 
advanced modulation formats, like multi-level quadrature amplitude modulation or 
orthogonal frequency-division multiplexing, is very promising. Lastly, the multi-
wavelength operation of high dispersion waveguides should be investigated in single-






Appendix A.  
A.1. Two-Photon Absorption Figure of Merit as 
Material Parameter 
As homogeneous waveguides precede hybrid waveguides by a long time, it is often 
more common to express the equations for the nonlinear two-photon absorption figure 
of merit in terms of the material constants 2n  and 2α  (also often designated 2β ). This 
derivation is identical to the derivation in Section 1.5.3, except for the use of 2n  and 
2α  in place of the complex nonlinearity parameter γ . 
The strong pump signal PI  experiences linear losses 0α  and nonlinear losses 2α  
due to two-photon absorption (TPA) and self-phase modulation (SPM) due to the Kerr 
effect. The change of the intensity ( )PI z  and phase ,P NLφ  are given by [37] 
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= − , (A.2) 
where 0α  is the linear power loss and λ  is the center wavelength. Third order 
nonlinearities are described by the nonlinear refractive index 2n  and the two-photon 
absorption coefficient 2α . The intensity of a pump with launch power ,0PI  then is 
 










For zero time delay, pump and probe pulses co-propagate. The weak probe pulse 
experiences negligible two-photon absorption, but considerable cross-two-photon 
absorption (XTPA) as well as cross-phase-modulation (XPM). The change of intensity 
( )SI z  and phase ( )NL zφ  are  
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If for each time delay two measurements are taken, one with a pump of known 
intensity ,0PI  and one with a blocked beam ,0 0PI = , the power transmission PT  and 
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 (A.7) 
Amplitude transmission 0.5A PT T=  and nonlinear phase change NLφ∆  are quantities 
that can be directly measured using the heterodyne pump-probe technique. Without 
the need to calculate an effective area (3)effA , solving Eqs. (A.7) with respect to 
2 2( )n λα  yields an expression for the two-photon absorption figure of merit that only 
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 (A.8) 
If the effective area of a nonlinear waveguide is known, the pump probe traces also 
allow to determine the two-photon absorption parameter 2α . For a simple silicon strip 
waveguide the intensity is known, as the effective area (3)eff,SiA  can be easily derived 
numerically. For a peak pulse power 0P , the inverse power transmission depends 
linearly on the on-chip intensity (3),0 eff,Si(0)P PI P A= , 
 2 ,0 eff2
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A.2. Eye Quality-Factor and Bit-Error Ratio 
The main figure of merit for a digital communication link is the bit-error ratio (BER). 
In the past, a 9BER 10−=  was considered the limit for error-free transmission. With 
the recent introduction of third generation forward error correction codes [398], a 
limit of 3BER 2 10−= ×  has been widely accepted. 
If the BER cannot be directly measured or in the case of low line speed where a 
statistically relevant measurement of BER values below 910−  is impractical due to 
time constraints, the BER can be estimated by evaluating the received eye quality. 
Under the assumptions of i.) a Gaussian probability distribution, ii.) equiprobable 
transmission of marks and spaces and iii.) an optimum decision threshold, the BER of 
a binary on-off-keying transmission link can be calculated [42, 50].  
The bit-error ratio is defined as 
 BER (1| 0) (0) (0 |1) (1),P P P P= +  (A.10) 
 (0) (1) 1,P P+ =  (A.11) 
where (0)P  and (1)P  represent the probabilities that a space or mark symbol is 
transmitted. (1| 0)P  denotes the conditional probability for the electronics decision 
circuit of falsely detecting a mark symbol when a space symbol was transmitted and 
(0 |1)P  represents the contrary event. To calculate these conditional probabilities for 
real world systems with various present noise sources like amplifiers, the probability 
distribution of the detected photocurrent needs to be known.  
As the exact photon statistics is virtually impossible to determine, a common 
approach is the Gaussian approximation. For mark and space symbols denoted by 
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 
 (A.12) 
where xu  and xσ  for are the mean value and standard deviation of mark and space 
symbols. Fig. A 1(a) illustrates the probability distributions in a digital on-off-keying 
receiver.  
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where 1Q , 0Q  are defined as 
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= =  (A.14) 
The BER (A.10) now depends on the chosen decision threshold level and the 
probabilities (0)P  and (1)P . For long bit sequences and especially pseudo-random bit 
sequences, marks and spaces are uniformly distributed 
 1(0) (1)
2
P P= =  (A.15) 
and the optimum decision threshold can be obtained by minimizing the BER, 
BER 0Du∂ ∂ = . As a result, the optimum threshold is  











and the probabilities in Eq. (A.13) are set equal (1| 0) (0 |1)P P= . The BER is then 
given by Eqs. (A.10)–(A.16) as 

















Typically, the Q-factor is specified either in linear units, or as Q2 in logarithmic units,  
 2 210 10dB
10log 20log .Q Q Q= =  (A.19) 
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 (A.20) 
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Fig. A 1(b) shows the dependence of the BER on the Q2-factor. A comparison 
shows that  the exact expression in Eq. (A.17) can be approximated very well by 
Eq. (A.20) for Q2-factor values over 10 dB. Error-free operation at 9BER 10−=  is 
achieved for a Q2-factor value of 15.6 dB. Although this is a powerful and quick 
method of evaluating the BER, one needs to be aware of its limitations.  
In the range of 210dB 18dBQ< < , the calculated BER of Eq. (A.17) usually 
corresponds nicely to directly measured BER. However, for values <10 dB, the Q2-
factor is very hard to measure reliably, leading to large errors in the BER. For values 
>18 dB, even small variations in the Q2-factor cause large variations in the BER. 
Although the Gaussian approximation in Eq. (A.12) typically holds, inter-symbol 
interference and nonlinear distortion effects can significantly alter the probability 
distributions. For example, transient overshoots typically lead to an underestimated 
quality factor and thus an overestimated BER.  
 
Fig. A 1  (a) Probability distributions corresponding to the photodetection of mark (1) and 
space (0) symbols of a digital transmission system. Gaussian distributions with mean value 
xu  and standard deviations xσ  are assumed. The shaded areas indicate the probabilities of 
false symbol detection. The chosen decision threshold is Du .  (b) Bit-error ratio as a 
function of the measured Q2-factor. The exact expression (black) can be approximated very 
well for Q2-factor values over 10 dB. Error-free operation at 9BER 10−=  is achieved for a 
Q2-factor value of 15.6 dB. 
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A.3. Useful Formulae and Constants 
Fourier Transformation 
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For Fourier transformed quantities, the following equations hold [16] 
 { }* *( , ) ( , ),t ω= −E r E r   (A.22) 
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 { } 0j1 0( , ) ( , ),te r tωω ω− − =E r E   (A.24) 
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Physically meaningful quantities ( , )tF r  have to be real-valued, so the spectrum 
( , )ωF r  fulfills the relation [31] 
 *( , ) ( , ),ω ω− =F r F r   (A.33) 
where the lower part of the spectrum 0ω <  can be derived from the upper part of the 
spectrum 0ω ≥ . This redundancy is removed by using analytic signals ( , )tF r  in the 
time domain. The real part of the analytic signal represents the physically meaningful 
quantity,  
 [ ]( , ) Re ( , ) ,t t=F r F r  (A.34) 
and the imaginary part is chosen such that the Fourier-transform is single sided, 
( , 0) 0ω < =F r . In this case, the real and the imaginary part form a Hilbert pair and 
are connected by the Hilbert transformation. 
If the spectrum consists of lines at discrete angular frequencies iω , 1, 2, ,i N=  , 
instead of using the Fourier transform, complex amplitudes ˆ ( , )iωF r  of harmonic 
contributions j ite ω  can be used to construct the time-domain signal,  
 j
0
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with the real valued physical quantity  
 j,0
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where ,0iδ  is the Kronecker delta. The spectrum of the signals in Eqs. (A.35) and 
(A.36) can be expressed in terms of complex amplitudes as 
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Bessel functions of the first kind ( )nJ x  are defined as solutions to the Bessel 
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Derivatives of Bessel functions are related by 
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A useful definition in terms of a generating function is 
 { } { }exp j sin ( ) exp j .n
n
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For the special case of 0n = , the integral definition of 0 ( )J x  is  
 j cos0 0
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A.4. Heterodyne Pump-Probe Setup Details 
 
Fig. A 2  Heterodyne pump-probe setup details. SHG: second-harmonic generation; Ti:Sa: 
titanium-sapphire pulse laser; OPO: optical parametric oscillator; PBS: polarizing beam 
splitter; 0... 2λ : half-wave plate, used to rotate polarization and create variable splitting 
ratio and variable attenuation; AOM: acousto-optical modulators; PD2: cross-correlation 
photodetector; 90/10: pellicle beam splitter; 90/10 PM: polarization maintaining 90/10 
fiber couplers; DUT: device under test; At position P4, multiple gray filters can be moved 










  Vectorial electric waveguide mode field, unit V m , Eq. (1.2.4) 
  Vectorial magnetic waveguide mode field, unit A m , Eq. (1.2.7) 
  Power associated with numerical mode field, unit W , Eq. (1.2.8) 
Greek Symbols 
0α  Power attenuation coefficient, unit 
-1m , Eq. (1.2.29) 
2α  Two-photon absorption coefficient, unit m/W , Eq. (1.3.5) 
LE H,α α  Linewidth enhancement factor (Henry factor), Eq. (1.4.2) 
β  Modal propagation constant, unit -1m , Eq. (1.2.4) 
nβ  n-th derivative of the propagation constant with respect to ω , 
( )n nn d dβ β ω= , unit s m
n , Eq. (1.2.22) 
β∆  Small perturbation to the propagation constant, unit 1m− , 
Eq. (1.3.9) 
Γ  Confinement factor, Eq. (1.4.4) 
homΓ  FWHM of a Lorentzian function, Eq. (2.2.1) 
γ  Waveguide nonlinearity parameter, unit 1(Wm)− , Eq. (1.3.11) 
0ε  Electric permittivity of vacuum, 
12
0 8.854188 10 As (Vm)ε
−= × , 
Eq. (1.1.6) 
rε  Dielectric permeability tensor, Eq. (1.1.12) 
rε  Scalar dielectric permeability, Eq. (1.1.13) 
η  Four-wave mixing efficiency, Eq. (1.3.18) 
ϑ  Waveguide sidewall angle, unit deg  
λ  Wavelength, unit m  
λ∆  Wavelength detuning, unit m , Eq. (1.3.20) 
0µ  Magnetic permeability of vacuum, 
6
0 1.256 637 10 Vs (Am)µ
−= × , 
Eq. (1.1.5) 
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e,hµ  Charge carrier mobility, unit 
2m (Vs) , Eq. (1.2.34) 
e,hξ  Free-carrier effect ideality factor, Eq. (1.2.34) 
σ  Variance of Gaussian function, Eq. (2.2.2) 
ασ  Free-carrier absorption cross-section, unit 
2m , Eq. (1.2.36) 
nσ  Free-carrier dispersion corss-section, unit 
3m , Eq. (1.2.36) 
1,2τ  Characteristic time constants of carrier dynamics, unit s , Eq. (2.3.1) 
1,2,3,repτ  Time delays in pump-probe setup, unit s , Fig. 1.6 
φ  Optical phase, Eq. (1.4.6) 
NLφ  Nonlinear phase shift, Eq. (1.5.17) 
φ∆  Optical phase shift, Eq. (1.3.23) 
( ) ( )n tχ  n-th order time-domain Volterra kernel of polarization response, 
tensor of rank 1n + , unit - -1s ( m V )n n , Eq. (1.1.7) 
( ) ( )nχ ω  n-th order susceptibility, tensor of rank 1n + , unit -1( m V )n , 
Eq. (1.3.12) 
ω  Angular frequency, unit rad s , Eq. (1.2.2) 
cω  Carrier angular frequency, unit rad s , Eq. (1.1.15) 
Latin Symbols 
1  Unity tensor, Eq. (1.1.12) 
A  Slowly-varying envelope of a signal, unit W , Eq. (1.2.4) 
(3)
effA  Effective area of third-order nonlinear interaction, unit 
2m , 
Eq. (1.3.12) 
cpa  Coupling loss, Eq. (1.2.33) 
ref,pump,prba  Amplitude of a pulse sequence, unit W , Eq. (1.5.2) 
B  Magnetic flux density, unit 2Vs m , Eq. (1.1.2) 
B  Bandwidth, unit Hz , Eq. (1.4.18) 
sB  Bit sequence, Eq. (1.3.25) 
BER  Bit-error ratio 
nb  Coefficient of Fourier series, Eq. (1.3.26) 
CSR  Carrier-to-sideband ratio, Eq. (1.3.31) 
c  Speed of light in vacuum, 0 01 299792 458 m sc ε µ= =  
D  Displacement field, unit 2As m , Eq. (1.1.1) 




2D  Dispersion coefficient, unit 
2s m , Eq. (1.2.25) 
e  Elementary charge, 191.60217646 10 Ce −= ×  
ze  Unit vector along z -direction, Eq. (1.3.9) 
E  Electric field, unit V m , Eq. (1.1.2) 
E  Energy, unit eV  
TPAFOM  Two-photon absorption figure of merit, Eq. (1.3.37) 
F  Noise figure, Eq. (1.4.10) 
f  Frequency, unit Hz  
G  Gain, amplification factor, Eq. (1.4.9) 
g  Gain constant, unit 1m− , Eq. (1.4.2) 
( )g x  Gaussian function, Eq. (2.2.2) 
0g  Small-signal gain constant, unit 
1m− , Eq. (1.4.22) 
g∆  Small perturbation to the gain constant, unit 1m− , Eq. (1.4.1) 
H  Magnetic field, unit A m , Eq. (1.1.1) 
h  Waveguide height, unit m  
  Reduced Planck constant, 34 21.054571 48 10 m kg s−= ×  
I  Optical field intensity, unit 2W m , Eq. (1.1.17) 
I  Bias current, unit A  
i  Current density, unit 2A m  
nJ  n-th order Bessel function, Eq. (1.3.28) 
j  Imaginary unit, 2j 1= −  
0k  Free-space wavenumber, unit 
-1m , Eq. (1.2.3) 
L  Length, unit m  
effL  Effective waveguide length, unit m , Eq. (1.3.18) 
( )l x  Lorentzian function, Eq. (2.2.1) 
*
e,hm  Effective mass of charge carriers, unit 
31
0 9.11 10 kgm
−= × , 
Eq. (1.2.34) 
1,2N  Occupation numbers, Eq. (1.4.14) 
e,hN  Carrier concentration, unit 
3m− , Eq. (1.2.34) 
NF  Noise figure, unit dB, Eq. (1.4.19) 
n  Vector of surface normale, unit m , Eq. (1.1.16) 
n  Refractive index, Eq. (1.2.3) 
0n  Unperturbed refractive index, Eq. (1.1.13) 
2n  Nonlinear refractive index, unit 
2m W , Eq. (1.3.4) 
gn  Group refractive index, Eq. (1.2.23) 
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, ,ASEs on  Photon number, Eq. (1.4.11) 
spn  Noise enhancement factor, Eq. (1.4.14) 
n∆  Small perturbation to the refractive index, Eq. (1.2.28) 
P  Polarization, unit 2As m , Eq. (1.1.6) 
P  Power, unit W , Eq. (1.1.16) 
sP  Saturation power, unit W , Eq. (1.4.22) 
2Q  Eye quality factor 
R  On-off ratio of two complex amplitudes, Eq. (1.5.14) 
r  Vector of Cartesian coordinates x , y , and z , unit m  
S  Poynting vector, unit 2W m , Eq. (1.1.14) 
S  Responsivity of a photodetector, unit A W , Eq. (1.5.3) 
SNR  Signal-to-noise ratio, Eq. (1.4.11) 
s  Pulse shape, Eq. (1.3.25) 
T  Pump-probe transmission factor, Eq. (1.5.8) 
2T  Dipole relaxation time, unit s , Eq. (1.4.22) 
t  Time, unit s  
U  Lock-in signal, unit V , Eq. (1.5.5) 
u  Electrical signal, unit V , Eq. (1.5.3) 
( )u t  Unit step function, Eq. (2.3.1) 
gv  Group velocity, unit m s , Eq. (1.2.23) 
w  Window function, Eq. (1.5.12) 
strip,slotw  Waveguide strip or slot width, unit m  
x  (Horizontal) spatial coordinate, unit m , Eq. (1.1.17) 
y  (Vertical) spatial coordinate, unit m , Eq. (1.1.17) 
z  (Longitudinal) spatial coordinate, unit m , Eq. (1.2.4) 
0Z  Free-space wave impedance, 0 0 0 376.7303ΩZ µ ε= =  
Acronyms 
3R Reamplification, reshaping, retiming 
AMI Alternate mark inversion (format) 
AOM Acousto-optic modulator 
ASE Amplified spontaneous emission 




AWG Arrayed waveguide grating 
BEPR Beam-equivalent pressure ratio 
BER Bit-error ratio 
BERT Bit-error ratio tester 
BOX Buried silicon oxide 
CELFA Composition evaluation by lattice fringe analysis 
CMOS Complementary metal oxide-semiconductor (technology) 
COLC Center of Laue circle 
CSR Carrier-to-sideband ratio 
cw Continuous-wave 
CWDM Coarse wavelength-division multiplexing 
DCA Digital communications analyzer 
DDMEBT Organic molecule, (2-[4-(dimethylamino)phenyl]-3-{[4-
(dimethylamino)phenyl]ethynyl}buta-1,3-diene-1,1,4,4-
tetracarbonitrile)) 
DI Delay interferometer 
DOS Density of states 
DQPSK Differential quadrature phase-shift keying (format) 
DUT Device under test 
DWDM Dense wavelength-division multiplexing 
EDFA Erbium-doped fiber amplifier 
EPON Ethernet PON, ethernet passive optical network 
FCA Free-carrier absorption 
FCD Free-carrier dispersion 
FEC Forward error correction 
FEM Finite-element simulation technique 
FIT Finite-integration simulation technique 
FREAG Frequency-resolved electro-absorption gating (technique) 
FWHM Full width at half maximum 
FWM Four-wave mixing 
GI Growth interruption 
GPON Gigabit PON, gigabit passive optical network 
GRIN Graded index 
GSMBE Gas source MBE, gas source molecular beam epitaxy 
GVD Group velocity dispersion 
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HNLF Highly-nonlinear fiber 
HRTEM High-resolution TEM, high-resolution transmission electron 
microscopy 
IPDR Input power dynamic range 
LEF Linewidth enhancement factor (Henry factor, alpha factor) 
MBE Molecular beam epitaxy 
ML Monolayer 
MLL Mode-locked laser 
MOS Metal-oxide semiconductor 
MZI Mach-Zehnder interferometer 
NF Noise figure 
NLSE Nonlinear Schrödinger equation 
NRZ-DQPSKNon-return-to-zero differential quadrature phase-shift keying (format) 
NRZ-OOK Non-return-to-zero on-off keying (format) 
OBPF Optical band-pass filter 
ODL Optical delay line 
OOK On-off keying (format) 
OPO Optical parametric oscillator 
OSA Optical spectrum analyzer 
OSNR Optical signal to noise ratio 
OTDM Optical time-division multiplexing 
P2P Peak to peak 
PON Passive optical network 
PBS Polarizing beam splitter 
PDFA Praseodymium-doped fiber amplifier 
PhC Photonic crystal 
PL Photoluminescence 
PM Power meter 
PMF Polarization-maintaining fiber 
PPLN Periodically-poled Lithium Niobate 
PRBS Pseudo-random bit sequence 
PSK Phase-shift keying (format) 
PTS Organic crystal, P-toluene sulphonate 
QD Quantum dot 




QD SOA Quantum dot semiconductor optical amplifier 
QW Quantum well 
RHEED Reflection high energy electron diffraction 
Rx Receiver 
RZ-OOK Return-to-zero on-off keying (format) 
SHG Second-harmonic generation 
SK Stranski-Krastanov (growth mode) 
SMF Single-mode fiber 
SML Sub-monolayer (growth technique) 
SNR Signal-to-noise ratio 
SOA Semiconductor optical amplifier 
SOH Silicon-organic hybrid 
SOI Silicon-on-insulator 
SPM Self-phase modulation 
SVEA Slowly-varying envelope approximation 
TEM Transmission electron microscopy 
TE Transverse electric (mode) 
THG Third-harmonic generation 
TLS Tunable laser source 
TOD Third-order dispersion 
TM Transverse magnetic (mode) 
TPA Two-photon absorption 
TSFG Third-order sum-frequency generation 
Tx Transmitter 
UV Ultra-violet 
VCSEL Vertical cavity surface-emitting laser 
VOA Variable optical attenuator 
WL Wetting layer 
XGM Cross-gain modulation 
XPM Cross-phase modulation 
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Integrated optics are key for a sustainable growth of information technol-
ogy. Novel compact and fast nonlinear optical components as well as linear 
optical amplifiers enable new high-speed network functionalities, simul-
taneously reducing the energy consumption of subsystems. These techno-
logical advances are based on nanotechnology: Nano-fabrication of wave-
guides allows to exploit nonlinear effects at low power levels, and nano-
materials like quantum dots provide novel physical properties for 
amplifiers. In this book, nonlinear silicon-organic hybrid waveguides and 
state-of-the-art quantum dot semiconductor optical amplifiers are inves-
tigated. By a detailed characterization of steady-state and dynamic device 
properties, advantageous applications are identified, and corresponding 
proof-of-principle experiments are performed. Highly nonlinear silicon-
organic hybrid waveguides such as presented in this work and fabricated 
with CMOS-compatible processes, show potential as building blocks for 
all-optical signal processing based on fourwave mixing and cross-phase 
modulation. The investigation of quantum dot semiconductor optical 
amplifiers shows that these devices operate as linear amplifiers with a 
very large dynamic range and are ready for use.
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