Abstract. Traditional learning techniques have the assumption that training and test data are drawn from the same data distribution, and thus they are not suitable for dealing with the situation where new unlabeled data are obtained from fast evolving, related but different information sources. This leads to the crossdomain learning problem which targets on adapting the knowledge learned from one or more source domains to target domains. Transfer learning has made a great progress, and a lot of approaches and algorithms are presented. But negative transfer learning will cause trouble in the problem solving, which is difficult to avoid. In this paper we have proposed an introspective reasoner to overcome the negative transfer learning.
Introduction
Introspection method is early a psychological research approach. It investigates the psychological phenomena and process according to the report of the tested person or the experience described by himself. The introspection learning is to introduce introspection concept into machine learning. That is to say, by checking and caring about knowledge processing and reasoning method of intelligence system itself and finding out problems from failure or poor efficiency, the introspection learning forms its own learning goal and then improves the method to solving problems [1] . Cox's paper mentioned that research on introspective reasoning has a long history in artificial intelligence, psychology, and cognitive science [2] . Leake et al. pointed that in introspective learning approaches, a system exploits explicit representations of its own organization and desired behavior to determine when, what, and how to learn in order to improve its own reasoning [3] Introspective learning has become more and more important in recent years as AI systems have begun to address real-world problem domains, characterized by a high degree of complexity and uncertainty. Early of 1980s, introspective reasoning is implemented as planning within the meta-knowledge layer. SOAR [4] employs a form of introspective reasoning by learning meta-rules which describe how to apply rules about domain tasks and acquire knowledge. Birnbaum et al. proposed the use of selfmodels within case-based reasoning [5] . Cox and Ram proposed a set of general approaches to introspective reasoning and learning, automatically selecting the appropriate learning algorithms when reasoning failures arise [6] . They defined a taxonomy of causes of reasoning failures and proposed a taxonomy of learning goals, used for analyzing the traces of reasoning failures and responding to them. The main step in the introspective learning process is to looking for the reason of failure according to the features of failure. The introspective learning system should evaluate reasoning besides finding errors. The blame assignment is like troubleshooting with a mapping function from failure symptom to failure cause. A series of processes based on casebased reasoning, such as search, adjustment, evaluation and reservation can attain blame assignment and explanation failure, and improve the efficiency of evaluation and explanation, so case-based reasoning is an effective approach.
Introspective reasoning can be a useful tool for autonomously improving the performance of a CBR system by reasoning about system problem solving failures. Fox and Leake described a case-based system called ROBBIE which uses introspective reasoning to model, explain, and recover from reasoning failures [7] . Fox and Leake also took a model-based approach to recognize and repair reasoning failures. Their particular form of introspective reasoning focuses on retrieval failures and case index refinement. Work by Oehlmann, Edwards and Sleeman addressed on the related topic of re-indexing cases, through introspective questioning, to facilitate multiple viewpoints during reasoning [8] . Leake, Kinley, and Wilson described how introspective reasoning can also be used to learn adaptation knowledge in the form of adaptation cases [9] . Zhang and Yang adopted introspective learning to maintain feature weight in case-based reasoning [10] . Craw applied introspective learning to build case-based reasoning knowledge containers [11] . Introspective reasoning to repair problems may also be seen as related to the use of confidence measures for assessing the quality of the solutions proposed by a CBR system [12] . Arcos, Mulayim and Leake proposed an introspective model for autonomously improving the performance of a CBR system by reasoning about system problem solving failures [13] . The introspective reasoner monitors the reasoning process, determines the causes of the failures, and performs actions that will affect future reasoning processes. Soh et al. developed CBRMETAL system which integrates case-based reasoning and meta-learning to introspectively refine the reasoning of intelligent tutoring system [14] . CBRMETAL system specifically improves the casebase, the similarity heuristics and adaptation heuristics through reinforcement and adheres to a set of six principles to minimize interferences during meta-learning. Leake and Powell proposed WebAdapt approach which can introspectively correct failures in its adaptation process and improve its selection of Web sources to mine [15] .
Transfer learning has already achieved significant success. One of the major challenges in developing transfer methods is to produce positive transfer between appropriately related tasks while avoiding negative transfer between tasks that are less related. So far there are some approaches for avoiding negative transfer.
Negative transfer happens when the source domain data and task contribute to the reduced performance of learning in the target domain. Despite the fact that how to avoid negative transfer is a very important issue, little research work has been published on this topic. Torrey and Shavlik summarized into three methods, that is, rejecting bad information, choosing a source task, modeling task similarity [16] . Croonenborghs et al. proposed an option-based transfer in reinforcement learning is an example of the approach that naturally incorporates the ability to reject bad information [17] . Kuhlmann and Stone looked at finding similar tasks when each task is specified in a formal language [18] . They constructed a graph to represent the elements and rules of a task. This allows them to find identical tasks by checking for graph isomorphism, and by creating minor variants of a target-task graph, they can also search for similar tasks. Eaton and DesJardins proposed to choose from among candidate solutions to a source task rather than from among candidate source tasks [19] . Carroll and Seppi developed several similarity measures for reinforcement learning tasks, comparing policies, value functions, and rewards [20] .
Besides above mentioned methods, Bakker and Heskes adopted a Bayesian approach in which some of the model parameters are shared for all tasks and others more loosely connected through a joint prior distribution that can be learned from the data [21] . The data are clustered based on the task parameters, where tasks in the same cluster are supposed to be related to each other. Argyriou et al. divided the learning tasks into groups [22] . Tasks within each group are related by sharing a lowdimensional representation, which differs among different groups. As a result, tasks within a group can find it easier to transfer useful knowledge. Though there have been lots of transfer learning algorithms, few of them can guarantee to avoid negative transfer. In this paper we propose a method which adopts introspective reasoner to avoid negative transfer.
The rest of this paper is organized as follows. The following section describes transfer learning. Section 3 introduces the transductive transfer learning. Section 4 discusses introspective reasoner. Failure taxonomy in introspective reasoner is described in Section 5. Finally, the conclusions and further works are given.
Transfer Learning
Transfer learning is a very hot research topic in machine learning and data mining area. The study of transfer learning is motivated by the fact that people can intelligently apply knowledge learned previously to solve new problems faster or with better solutions. The fundamental motivation for transfer learning in the field of machine learning was discussed in a NIPS-95 workshop on Learning to Learn. Since 1995 Research on transfer learning has attracted more and more attention. In 2005, the Broad Agency Announcement (BAA) 05-29 of Defense Advanced Research Projects Agency (DARPA)'s Information Processing Technology Office (IPTO) gave a new mission of transfer learning: the ability of a system to recognize and apply knowledge and skills learned in previous tasks to novel tasks. In this definition, transfer learning aims to extract the knowledge from one or more source tasks and apply the knowledge to a target task [23] . Fig. 1 shows you the transfer learning process. The formal definitions of transfer learning are given follows. For simplicity, we only consider the case where there is one source domain D S , and one target domain,
where is the data instance and is the corresponding class label.
where the input and is the corresponding output.
Definition 3
Transfer learning: Given a source domain DS and learning task TS, a target domain DT and learning task TT , transfer learning aims to help improve the learning of the target predictive function in DT using the knowledge in DS and TS,
where DS ≠DT, and TS ≠ TT .
Definition 4 Negative transfer:
In transfer learning if the source task is not sufficiently related or if the relationship is not well leveraged by the transfer method, the performance may not only fail to improve but also result in actually decreasing. The goal of our introspective reasoning system is to detect reasoning failures, refine the function of reasoning mechanisms, and improve the system performance for future problems. To achieve this goal, the introspective reasoner monitors the reasoning process, determines the possible causes of its failures, and performs actions that will affect future reasoning processes.
In this paper, we only focus on the negative transfer in the transductive transfer learning, that means, the source and target tasks are the same, while the source and target domains are different. In this situation, no labeled data in the target domain are available while a lot of labeled data in the source domain are available.
Transductive Transfer Learning
In the transductive transfer learning, the source and target tasks are the same, while the source and target domains are different. In this situation, no labeled data in the target domain are available while a lot of labeled data in the source domain are available. Here we give the definition of transductive transfer learning as follows: , we can learn a precise model for the target domain. Since | | , the differences between P(DS) and P(DT) are caused by P(XS) and P(XT) and , ,
If we can estimate for each instance, we can solve the transductive transfer learning problems. In transductive transfer learning the distributions on source domain and target domain do not match, we are facing sample selection bias or covariate shift. Specifically, given a domain of patterns X and labels Y, we obtain source training samples
⊆ X× Y from a Borel probability distribution PS(x, y), and target samples Z T = , , … , , drawn from another such distribution P T (x, y). Huang et al. proposed a kernel-mean matching (KMM) algorithm to learn directly by matching the means between the source domain data and the target domain data in a reproducing-kernel Hilbert space (RKHS) [24] . KMM can be rewritten as the following optimization problem. 
The advantage of using KMM is that it can avoid performing density estimation of either P(x Si ) or P(x Ti ), which is difficult when the size of the data set is small. A common assumption in supervised learning is that training and test samples follow the same distribution. However, this basic assumption is often violated in practice and then standard machine learning methods do not work as desired. The situation where the input distribution P(x) is different in the training and test phases but the conditional distribution of output values P(y|x) remains unchanged is called covariate shift. Sugiyama 
It can be integrated with cross-validation to perform model selection automatically in two steps: a) estimating the weights of the source domain data and b) training models on the reweighted data. The Naïve Bayes classifier is effective for text categorization [26] . Regarding the text categorization problem, a document d∈D corresponds to a data instance, where D denotes the training document set. The document d can be represented as a bag of words. Each word w∈d comes from a set W of all feature words. Each document d is associated with a class label c∈C, where C denotes the class label set. The Naïve Bayes classifiers estimate the conditional probability as follows:
Dai et al. proposed a transfer-learning algorithm for text classification based on an EM-based Naïve Bayesian classifiers NBTC [27] . Dai et al. also proposed coclustering based classification for out-of-domain documents algorithm CoCC which takes co-clustering as a bridge to propagate the knowledge from the in-domain to outof-domain [28] .
Ling et al. proposed a spectral classification based method CDSC, in which the labeled data from the source domains are available for training and the unlabeled data from target domains are to be classified [29] . Based on the normalized cut cost function, supervisory knowledge is transferred through a constraint matrix, and the regularized objective function finds the consistency between the source domain supervision and the target domain intrinsic structure. Zhuang et al. proposed CCR 3 approach which is a consensus regularization framework to exploit the distribution differences and learn the knowledge among training data from multiple source domains to boost the learning performance in a target domain [30] .
Introspective Reasoner
The goal of our introspective reasoning system is to detect negative transfer , refine the function of reasoning mechanisms, and improve the system performance for future problems. In order to reach this goal, the introspective reasoner should solve following problems [31]:
1. There are standards that determine when the reasoning process should be checked, i.e. monitoring the reasoning process; 2. Determine whether failure reasoning takes place according to the standards; 3. Confirm the final reason that leads to the failure; 4. Change the reasoning process in order to avoid the similar failure in the future.
Introspective reasoner for transfer learning will monitor the transfer learning process, determine the possible causes of its failures, and perform actions that will affect future transfer processes. The architecture of introspective reasoner is shown in Fig. 2 . Introspective reasoner consists of monitoring, quality assessment, blame assignment, solution generation and ontology-based knowledge bases. The monitoring task tracks the transductive transfer learning process. For each learning task solved by the transductive transfer learning system, the monitor generates a trace containing: a) the source data retrieved; b) the ranking criteria applied to the data, together with the values that each criterion produced and the final ranking; and c) the transfer operators which were applied, with the sources to which they were applied and the target changes produced.
When the user's final solution is provided to the system, quality assessment is triggered to determine the real quality of the system-generated solution, by analyzing the differences between the system's proposed solution and the final solution. Quality assessment provides a result in qualitative terms: positive quality or negative quality.
Blame assignment starts by negative quality assessment. It takes as input the differences between the source data and target data, and tries to relate the solution differences to the source data. The system searches the ontology-based knowledge bases and selects those that apply to the observed solution differences.
Solution generation identifies the learning goals related to the negative transfer failure selected in the blame assignment stage. Each failure may be associated with more than one learning goal. For each learning goal, a set of plausible source data changes in the active policies are generated by using a predefined ontology-based knowledge base.
Failure taxonomy is an important problem in introspective learning system. It can provide a clue for the failure explanation and the revise learning target. In the introspective reasoner system, the failures are put into knowledge bases which use ontology as knowledge representation. In this way, the knowledge is organized as conceptualization, formal, semantics explicit and shared [32] .
Failure Taxonomy In Introspective Reasoner
Failure taxonomy is an important problem in introspective learning system. Hierarchical failure taxonomy is a method that can solve the problem classification is too fine or too coarse in failure taxonomy. Failure can be represented into large class according to the different reasoning step. This can improve the introspective revision of the system and accelerate the process of failure comparing. If failure taxonomy is fine, failures can be described more clearly, in order to provide valuable clue. Giving a rational treatment for the relationship between the failure taxonomy and failure interpretation will increase the capacity of the system introspection. System not only need to reason out the reasons of failure and give introspective learning target accord to the symptoms of failure, but also need to have all capacities to deal with different problems. Similarly, failure explanation also can be classed into different layers, such as abstract level, level of detail or multidimensional. The layers of failure taxonomy contribute to form the reasonable relationship between the features of failure and the failure explanation.
In introspective reasoner knowledge bases contain failure taxonomy and special knowledge coming from previous experiences or expertise. Solving the failure taxonomy in introspective learning through ontology-based knowledge bases can make the failure taxonomy in introspective learning more clear and retrieval process more efficient.
Fig. 3. Failure Taxonomy In Introspective Reasoner
Based on different situations between the source and target domains and tasks, transfer learning can be categorized three types, such as inductive transfer learning, transductive transfer learning and unsupervised transfer learning. According to the basic situation, the failure taxonomy in introspective reasoner is constructed as Fig. 3 . In this paper we only focus on the transductive transfer learning which can be divided two categories, that is, single source domain single task and multi-domain single task.
At the present time, researchers make a lot approaches and algorithms in multidomain multi task. And also domain adaptation is the key problem in the transductive transfer learning. When transfer learning failure happens we can do blame assignment.
Here we make an example from domain adaptation. Domain adaptation arises in a variety of modern applications where limited or no labeled data is available for a target application. Obtaining a good adaptation model requires the careful modeling of the relationship between P(D S ) and P(D T ). If these two distributions are independent, then the target domain data DT is useless for building a model. On the other hand, if P(D S ) and P(D T ) are identical, then there is no adaptation necessary and we can simply use a standard learning algorithm. In practical problems P(D S ) and P(D T ) are neither identical nor independent.
In text classification, Daume III et al. proposed the Maximum Entropy Genre Adaptation Model, which is called MEGA Model [33] . The failure taxonomy can be illustrated in Table 1 . When the transductive transfer learning is failed, the diagnosis is provided as input for the blame assessment with failure categories used to suggest points to avoid negative transfer or low performance transfer. 
Conclusions
Traditional learning techniques have the assumption that training and test data are drawn from the same data distribution, and thus they are not suitable for dealing with the situation where new unlabeled data are obtained from fast evolving, related but different information sources. This leads to the cross-domain learning problem which targets on adapting the knowledge learned from one or more source domains to target domains. Transfer learning has made a great progress and a lot of approaches and algorithms are presented. But negative transfer learning will cause trouble in the problem solving and it is difficult to avoid. In this paper we have proposed an introspective reasoner to overcome the negative transfer learning. Introspective learning exploits explicit representations of its own organization and desired behavior to determine when, what, and how to learn in order to improve its own reasoning. According to the transfer learning process, we presented the architecture of introspective reasoner with four components, which is monitoring, quality assessment, blame assignment and solution generation. All of these components are supported by knowledge bases. The knowledge bases are organized in terms of ontology. This paper only focuses on transductive transfer learning. In the future we are working on introspective reasoner for multi-source and multi-tasks transfer learning.
