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Communicated by G. Kallianpur 
A central limit theorem is obtained for orthogonally invariant random variables 
on 4, the space of n x n real, positive definite symmetric matrices. The derivation 
requires the Taylor expansion of the spherical functions for the general linear group 
GL(n, R). This extends from the case n = 3 a result of Terras (J. Mulfivariafe Anal. 
23 (1987), 13-36). 0 1989 Academic Press. ~nc. 
1. INTRODUCTION AND PRELIMINARIES 
The study of central limit theorems on matrix spaces and general linear 
groups is motivated by the desire to abstract the classical central limit 
theory on the real line, by applications in multivariate statistical analysis 
and probability theory, and by related problems which arise in harmonic 
analysis on the underlying spaces. Many aspects of this theory, including a 
remarkable application to the electrical engineering problem of long trans- 
mission lines with random inhomogeneities, are detailed in the recent 
monograph of Terras [5]. 
Recently, Terras [6] obtained in the case n = 3 a central limit theorem 
for rotation-invariant random variables on pm, the cone of n x n real, 
positive definite (symmetric) matrices. Using an idea recently employed by 
Gross and the author [2; Section 61, we obtain the result of Terras for 
arbitrary n. First, we abstract from [6] the necessary notation and 
terminology. 
The general linear group G = GL(n, R), consisting of all n x n non- 
singular, real matrices, acts transitively on 9n via Y + Y [ g] = ‘g Yg, g E G, 
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YE Pn,, where ‘g is the transpose of gc G. Under this action, the isotropy 
group of the identity in G is K= O(n), the group of n x n orthogonal 
matrices. Hence, the homogeneous space G/K can be identified with Pa by 
Kg + Z[ g], where I is the n x n identity matrix. 
If Y = ( yv) E Pn’,, the corresponding G-invariant measure on 9” is 
where 1 YI is the determinant of Y. 
An (absolutely continuous) random variable YE Pn’,, with density 
function f(Y) in L’(Pn,, dp,), is O(n)-invariant if f(Y[k])=f(Y) for all 
YE Pn’,, k E O(n); a similar definition holds for O(n)-invariant functions on 
9”. By means of the relationship between G/O(n) and 9”, we can identify 
O(n)-invariant random variables on L??~ with O(n)-bi-invariant random 
variables on the group G. Then, the convolution Y, 0 Y2 of O(n)-invariant 
random variables on L??~ is defined by convolving the corresponding 
random variables on the group level and then identifying the outcome in 9” 
via the natural map from G/O(n) + 9$. 
For s = (si , . . . . s,) E C”, the Helgason-Fourier transform [3; Chap. IV; 61 
of an O(n)-invariant function f~ C:(Pn) is 
f(s) = j9” f( yt PA Y) dPn(  
where the power function p,(Y) is given by 
PA Y) = fi I YjIS’, 
j=l 
and I Y,] is the principal minor of order j of Y, j= 1, . . . . n. By a transfor- 
mation to polar coordinates: Y = a[k], k E O(n), a E & = (diag(u, , . . . . a,): 
uj>O}, we can also write 
m = $, f(u) h,(u) J(u) du, 
where dp,,( Y) = J(u) da dk is the polar coordinates decomposition of the 
G-invariant measure on 9”; dk is the Haar measure on O(n), normalised to 
have unit total volume; and 
k(a) = j- p,(d-kl) dk O(n) (1.1) 
is the generic zonal spherical function on 9”. It is well known [3] that the 
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spherical functions play a fundamental role in harmonic analysis on sym- 
metric spaces. Moreover, if the sj are nonnegative integers, then except for 
a constant factor, ( 1.1) is an integral formula for the zonal polynomials 
[2]. In particular, (1.1) is a special case of Harish-Chandra’s formula for 
the general spherical functions. In the sequel, we will partially develop the 
Taylor expansion of h,(expH), where HE X = (diag(h,, . . . . h,) : hje R}. 
Finally, it is assumed as in [6] that our density functions f(Y) on 9$ 
satisfy 
s h,f(exp H)J(exp H)dh, ..-dh,=O, (1.2) Jlo 
J hihjf(exp H) J(exp H) dh, . . . dh, = 6,, (1.3) x 
i, j= 1, . ..) n. 
THEOREM (the Central Limit Theorem for Pn). Let ( Ym: m > 1 } be a 
sequence of independent, identically distributed, O(n)-invariant random 
variables in Pj’,, with common density function f(Y). Assume that f( Y) 
satisfies (1.2) and (1.3), that the convolution S, = Y, 0 YZ 0 - .. 0 Y, is 
normalized as in [S; Eq. (3.3)], and that S, has density function f$( Y). Then 
for any measurable subset S of 9$, 
asm-t03. 
In (1.4), G, is the fundamental solution [5; Eq. (1.25)] of the heat equation 
on !9”, with Helgason-Fourier transform 
G,(s(r))=exp t i rf -9 
u 
, 
i=l >> 
where r = (rl, . . . . r,) is defined below in (2.2). Further, F, has Helgason- 
Fourier transform 
F,(s(r)) = exp 
( 
t C rirj . 
l<Iicj<n > 
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2. PROOF OF THE THEOREM 
In order to prove the central limit theorem for P”“,, it is clear from [S, 
Section 2-31 that we need to evaluate the coefficients uii in the Taylor 
expansion of the spherical function h,V(exp H) at H = 0: 
hAexpH)=l+ ( all i ri+a12 I( ) f hi i=l i= 1 
uzl i ‘?+a22 C 
i= 1 I <i<j<rz 
rirj+a2,$l ri+a2$sl hf) 
+ W-, , . . . . r,) ( 1 hihj) + higher terms, (2.1) 
I<i<j<n 
where the explicit evaluation of the symmetric polynomial P(r,, . . . . r,) will 
not be required; and for future reference, s = (s, , . . . . s,) and r = (rl , .,., r,) 
are related by 
sj+sj+l + ... +s,=r,+a(2j-n-l), 16j6X (2.2) 
Note also that since (2.1) is symmetric in h, , . . . . h,, then we need only 
evaluate the coefficients of h, and hf. 
For any n x n matrix x, we denote by d,(x) the principal minor of x, of 
orderj, l<j<n.Moregenerally,ifl<i,<-..<ij<nand1<1,< . ..< 
lj 6 n, we let A~::::::~ (x) denote the minor of x corresponding to rows ii, . . . . ij 
and columns I,, . . . . lj of x. With this notation, we may write the power 
function p,(Y) as 
P,(Y) = fi Aj( YP, YE9$ (2.3) 
j=l 
From (2.3), by logarithmic differentiation of p,(a[k]), a E d, k E O(n), 
we obtain 
1 
&&L-k])== f s. 1 
p,(aCkl) ah, 
?- Aj(a[k]). 
j=l ‘Aj(aCkl) ah, (2.4) 
As in [23, on applying the Binet-Cauchy theorem, we have 
Aj(aCkl) = C c A ;;,-$;( ‘k ) A 
1 < i, < < i, < n 1 d I, < ‘. < /, Q n 
;:;:::;$a) A$y:;l(k). 
68312912.12 
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Since a = diag(a, , . . . . a,), then d;:::::;~(a) = ailah . . . ai, if (i,, . . . . ii) = (/i, . . . . /,), 
and is zero otherwise; hence, 
dj(Q@l) = c [df;::::~,(‘k)]2uj,ai*..‘ul,. (2.5) 
I<i,< ... <i/<n 
Next since u,=exp(h,), then 
a 
dh,Ui,aiz...U,=bi,,,Ui,U,,-..ail, i,< . . . <ij; 
hence for 1 = 1, 2, we obtain 
f,(k) :=&l,(u[k,) = C C~;;;:::;5,(‘k)12, 0.6) 
I H=O l=r,< ... <i/G” 
j=l 3 ..., n. Note that f,(k) is independent of the choice of 1, and also that 
f,(k) G 1. 
In what follows, we will need to compute certain averages over O(n). 
Thus, we adopt the notation 
QcW)) := j” b(k) dk O(n) 
for any function 4 E L’(O(n), dk). 
LEMMA. &(4(k)) = j/ n, undb(f,(k)f,(k))=(j+2)/n(n+2), j= 1, . . ..n. 
Proof: By permuting the columns of k E O(n), and by the invariance of 
the Haar measure dk, we find that d[d,!;;:-y,j&‘k)]2 is independent of ii, . . . . ii. 
(This is a well-known invariance argument; cf. Cl].) From (2.5) with 
a,= . . . =a,= 1, 
c [df;;::y,-$(‘k)]2 = 1. (2.7) 
iGil< -ci,Gn 
Applying 8 to both sides of (2.7), we get 
0 
-1 
b[d;;;:::,{.‘k)]2 = ; . 
By substitution into (2.6), it follows that 
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Again using the standard invariance argument, we obtain 
ah(k) f,(k)) = c 6[d,(‘k) d;;,-:;,j;(‘k)]2 I=i,< ... <i,<” 
the last equality following from a result of Kushner [4, Eq. (5.16)]. 
To complete the proof of the theorem, we evaluate (2.4) at H = 0 and 
average over O(n); then we obtain 
& Uew W 
1 H=O 
proving that clll = l/n, al*=0 in (2.1). 
To evaluate the coeffkient of hi in (2.1), we differentiate (2.4) with 
respect to h,, set H=O, and average over O(n). Noting that f,(k) = 1, the 
outcome is that 
-$ Uexp HI 
n-1 n-1 
= 1 Sj8(fi(k)-fi(k)2) + d C S,&(k) +s, ‘0 (2.8) 
1 H=O j=l i= 1 
Since the Taylor expansion (2.1) is also symmetric in rl , . . . . r,,, then to 
evaluate a21, it suffices to compute the coeffkient of rf (or by (2.2), of ST) in 
(2.8). From the lemma, clzl = S(f,(k)2) = 3/n(n + 2). Next, the coefficient of 
I, r2 (or by (2.2), of s,s2 - 2s:) is az2 = 2Ct-,(k)f,(k) -f,W2) = 2/dn + 2). 
Similarly, the coefficient of rl in (2.8) is 
applying the lemma and simplifying, we obtain a23 = 0. 
It remains to compute a24, the constant term in (2.8). Denote by 
Q(s 1, . . . . s,) the right-hand side of (2.8); then Q(0, . . . . 0) = 0, and by 
symmetry, 
Q@ 1, “‘, 3,) = azl C rirj + a24. (2.9) 
IGi-cj<n 
Evaluating (2.9) at s, = . . . = S, = 0; equivalently, by (2.2), 
rj= (n+ l-2j)/4, l< j<n; we obtain a24= -(n- l)(n+ 1)/24(n+2). 
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In conclusion, 
+2n(*1+2) 3 2 rf+2 c 
( i== I 1 <i-cjSn 
rirj-q 
>( > i& hiz 
+ m-1 7 ..., f-n) ( c 
l<i<jdn 
h A) + higher terms. 
A final remark is that our method is powerful enough to compute terms 
of order higher than those considered here. 
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