Crowdsourcing systems provide scalable and cost-effective human-powered solutions at marginal cost, for classification tasks where humans are significantly better than the machines. Although traditional approaches in aggregating crowdsourced labels have relied on the Dawid-Skene model, this fails to capture how some tasks are inherently more difficult than the others. Several generalizations have been proposed, but inference becomes intractable and typical solutions resort to heuristics. To bridge this gap, we study a recently proposed generalize Dawid-Skene model, and propose a linear-time algorithm based on spectral methods. We show near-optimality of the proposed approach, by providing an upper bound on the error and comparing it to a fundamental limit. We provide numerical experiments on synthetic data matching our analyses, and also on real datasets demonstrating that the spectral method significantly improves over simple majority voting and is comparable to other methods.
Introduction
Recent advances from the machine learning community has made practical crowdsourcing systems more efficient. Several algorithms have been proposed that achieve the desired accuracy from smaller number of questions. This translates into savings in the budget for crowdsourcing requesters. However, the algorithmic and theoretical advances has focused on the Dawid-Skene model to describe how workers respond to the tasks, which does not capture how some tasks are inherently more difficult than the other. In fact, on real-world crowdsourced classification tasks, general models tailored to capture the inherent difficulty of the tasks achieve significantly better performances. We bridge this gap by studying a generalized Dawid-Skene model and investigating the fundamental limit on what the best algorithm can achieve and providing a matching linear-time algorithm.
Setup. We consider a crowdsourcing system with m tasks to be classified and n workers. We model the worker responses using a recent generalization of the Dawid-Skene model introduced in Zhou et al. (2015) , that models how different tasks can have different difficulties. Each task is parametrized by q i ∈ [0, 1] representing how likely the task is to be a positive task. When a worker j is assigned a task i, the task is perceived as a positive task with probability q i . Hence, if q i is close to a half then it is confusing and difficult to correctly classify, and easy if close to one or zero. The q i 's capture the heterogeneous difficulty of the tasks. We want to infer the true labels defined as t i = I {qi>(1/2)} − I {qi<(1/2)} ,
from noisy answers from the crowd. Each worker is parametrized by p j ∈ [0, 1] representing how likely the worker is to respond as he perceives. Presented with a task that he perceives as positive, a worker labels it as positive with probability p j , and otherwise makes a mistake and gives the opposite label. Hence, if p j is close to one then he tells the truth (in his opinion) and if it is close to half he gives random answers. Precisely, for each assigned task i, the worker j gives a noisy answer A ij ∈ {+1, −1} such that A ij = 1, w.p. q i p j +q ipj , −1, w.p.q i p j + q ipj . ,
Related work. A naive approach to classify tasks is majority voting which is used widely in practice. Majority voting simply follows what the majority of workers agree on. This is the optimal ML estimator when all workers have the same error probability. However, its performance degrades when the quality of the workers is diverse. In a general scenario, when the crowd is of diverse quality, we can iteratively infer reliability of each worker and update our beliefs on the tasks. This idea was first introduced by Dawid and Skene (Dawid & Skene, 1979) who proposed an Expectation Maximization (EM) approach. Following this work, several approaches have been proposed to solve the inference problem under the Dawid-Skene model Smyth et al. (1995) ; Sheng et al. (2008) ; Karger et al. (2011); Liu et al. (2012a) ; Zhou et al. (2012) ; Li & Yu (2014) ; Zhang et al. (2014) ; Dalvi et al. (2013) . In the theoretical side, the dense regime has been studied first, where all workers are assigned all tasks. Spectral method was first analyzed in Ghosh et al. (2011) and an EM approach followed by spectral initial step is analyzed in Zhang et al. (2014) to achieve a near-optimal performance. Gao & Zhou (2013) analyzed the MAP estimator, which is computationally intractable, and identified the minimax error rate of this problem. However, in this dense regime, all tasks are assigned a growing number of workers as the problem size increases and eventually all tasks are labelled correctly with high probability. In this paper, we are interested in a more challenging setting where each task is assigned only a small number of workers. A spectral algorithm has been analyzed under the original Dawid-Skene model in Dalvi et al. (2013) , and tighter analysis showed that the spectral approach is near-optimal in Karger et al. (2011) . A weighted majority voting algorithm has been analyzed in Li et al. (2013) , showing the dependence on the choice of the weights.
The original Dawid-Skene model, when all q i 's are either one or zero, several practical inference algorithms have been developed with strong performance guarantees. However, one of the main weakness of the model is that it does not capture how some tasks are more difficult than the others. To overcome this challenge, several practical models have been proposed recently Jin & Ghahramani (2003) ; Whitehill et al. (2009); Welinder et al. (2010) ; Zhou et al. (2015) . Although inference algorithms based on these more complex models significantly improve over those based on Dawid-Skene model on real-world datasets, there is no analysis on their performance.
Contributions.
We bridge this gap between simple models with strong guarantees and complex models that represent real-world data. To the best of our knowledge, we provide the first analysis on a crowdsourcing model that captures the difficulties of the tasks, namely the generalized Dawid-Skene model introduced in Zhou et al. (2015) . We propose an efficient iterative algorithm based on spectral methods, which does not require any hyper-parameters, only takes the crowdsourced data as input, and runs in time linear in the number of received answers up to a logarithmic factor. We prove that this iterative algorithm is near-optimal by providing a sharp upper bound on the error rate and comparing it to a fundamental limit on what any algorithm can achieve using the best possible task assignment (with the same number of edges) and the best possible inference algorithm. We present numerical results on both synthetic and real datasets that supports our theoretical results.
Main Results
We present out iterative algorithm based on a spectral method, and provide an upper bound on the error rate achieved by this algorithm in Theorem 2.2. Comparing it to a fundamental lower bound in Lemma 2.3, this establishes the near-optimality of our approach.
Algorithm
We propose using a state-of-the-art spectral method based on non-backtracking operators, first introduced for inference in Karger et al. (2011) . A similar approach has been later applied to other inference problems, e.g. Krzakala et al. (2013) ; Bordenave et al. (2015) . We compare the proposed iterative algorithm with other standard methods in Section 4, and show that typical approaches such as the EM or the belief propagation are computationally intractable.
The proposed algorithm is a message passing algorithm that operates on two sets of messages: the task messages {x i→j } (i,j)∈E capturing how likely the task is to be a positive task and the worker messages {y j→i } (i,j)∈E capturing how reliable the worker is. In each round, all messages are updated as
The first is taking the weighted majority according to how reliable each worker is, and the second is updating the reliability according to how many times the worker agreed with what we believe. The precise description is given in Algorithm 1.
Algorithm 1 Message-Passing Algorithm for Inference
Initialize y for all (i, j) ∈ E do 6:
end for 8: for all (i, j) ∈ E do 9: 
14: end for
This message-passing algorithm is also a spectral method. Precisely, we are computing the top eigenvector of a matrix known as weighted non-backtracking operator, via standard power method. Note that the above mapping is a linear mapping from the messages to the messages. This mapping, if formed into a 2mℓ × 2mℓ dimensional matrix B is known as the non-backtracking operator. Precisely, for (i, j),
The spectrum, which is the set of eigenvalues of this square but non-symmetric matrix B illustrates when and why spectral method might work. First consider decomposing the data matrix as
is a rank one matrix with spectral norm E[A] = (ℓ − 1)(r − 1)αβ, where
2 ], and
Also, typical random matrix analyses, such as those in Keshavan et al. (2009); Karger et al. (2013) , shows that the spectral norm of the noise (A − E[A]) is bounded by C((ℓ − 1)(r − 1)) 1/4 with some constant C. Hence, when
, the top eigenvector of this matrix A corresponds to the true underlying signal, and we can hope to estimate the true labels from this top eigenvector. On the other hand, if E[A] < (A − E[A]) , one cannot hope to recover any signal from the top eigenvector of A. This is known as the spectral barrier.
This phenomenon is more prominent in the matrix B. Similar spectral analysis can be applied to show that when we are above the spectral barrier, the top eigenvalue is real-valued and λ 1 (B) = (ℓ − 1)(r − 1)αβ and the mode of the rest of the complex valued eigenvalues are bounded within a circle of radius:
1/4 . Hence, the spectral barrier is exactly when (ℓ − 1)(r − 1)α 2 β 2 = 1, and this will play a crucial role in the performance guarantee in Theorem 2.2. Figure 1 illustrates two sides of the spectral barrier. The one on the left shows the scatter plot of the complex valued eigen values of B. Notice a pair of top eigen values at 0.3 × (1.4/3) × 14 × 14 ≃ 5.24 and −5.24 as predicted by the analysis. They always appear in pairs, due to the bipartite nature of the graph involved. The rest of the spurious eigenvalues are constrained within a circle of radius (14 × 14)
1/4 ≃ 3.74 as predicted. The figure on the right is when we are below the spectral barrier, since the eigenvalue corresponding to the signal is 0.3 × (1.4/3) × 4 × 4 ≃ 1.5 which is smaller than (4 × 4) 1/4 ≃ 2. The relevant eigenvalue is buried under other spurious eigenvalues and does not show. 
Performance Guarantee
We make the above intuitions precise in this section. We identify when the proposed spectral method works, and prove a sharp bound on the achievable error rate. To simplify the notation, letl ≡ ℓ−1,r ≡ r−1, and define µ ≡ E[2p j −1]. When ℓ and r are increasing with the problem size, the messages converge to a Gaussian distribution due to the central limit theorem. By tracking how the mean and variance evolves, one can precisely describe the probability of error achieved by the proposed iterative algorithm.
Theorem 2.1. Suppose for ℓ = Θ( log m/ log log m) and r = Θ( log m/ log log m), tasks are assigned according to (ℓ, r)-regular random graphs. If µ > 0, then for any t ∈ {±1} m , the estimatet i after k iterations of Algorithm 1 achieves for each i
where Q(x) is the cumulative distribution function of a standard Gaussian, and
Computing the mean of the messages conditioned on q i gives the expression of µ (k) q , and the variance gives (ρ
2 . The theorem follows from the central limit theorem and a proof is provided in Section 5.
The above theorem exactly shows the two regimes of the spectral barrier. There is a threshold atlrα 2 β 2 = 1, above which the ratio µ
decreases with the number of iterations achieving smaller error, until eventually it converges to a value that depends on the problem parameters. Since one step of the iterative algorithm is the same as majority voting, this implies that the performance of the iterative algorithm can significantly improve over majority voting. On the other hand, below the threshold, the ratio µ
q increases indefinitely. We are below the spectral barrier and the top eigenvector does not give us a accurate estimate of the underlying signal. Hence, iterating our algorithm gives worse performance than the simple majority voting.
The error for large k decays as e −ℓα(2qi−1)
2 . Large ℓ means we have more data, large α means we have a reliable pool of crowds, and large (2q i − 1) 2 means this task is an easy task. An interesting phenomenon is that the overall accuracy mainly depends on the distributions on q i and p j via only one parameter: β. This implies that, as long as we are above the spectral barrier, it does not matter how hard the other tasks are. We can achieve the same accuracy that we want for a task with difficulty q i , whether other tasks are easy or difficult.
This gives a very precise description of the accuracy, but holds only in the asymptotic regime where the problem size grows to infinity and also when the degrees grow with the problem size. In practice, we are most interested in constant degrees, since only a few workers are assigned to each task, and also in non-asymptotic results. We establish an upper bound on the error in this full generality, in the following theorem. The price we pay for removing the assumptions is in the slightly increased effective variance in (33) compared to the exact variance in Theorem 2.1.
Define σ 2 k to be the effective variance in the sub-Gaussian tail of the estimates after k iterations of the inference algorithm:
With this, we prove the following upper bound on the probability of error for each task conditioned on its difficulty level q i .
Theorem 2.2. For any ℓ > 1 and r > 1, suppose m tasks are assigned according to a random (ℓ, r)-regular graph drawn from the configuration model. If µ > 0,lrα 2 β 2 > 1, andrα > 1, then for any t ∈ {±1} m , the estimatet i after k iterations of Algorithm 1 achieves
Therefore, we have,
Further, when we run our algorithm for large enough numbers of iterations, σ 2 k converges linearly to a finite limit σ
We provide a proof of the theorem in Section 5. Note that the error decays mainly as e −α(2qi−1)
An interesting observation is that the error exponent depends on (2q i − 1) 2 . For easy tasks, one can obtain accurate estimates, whereas for difficult tasks the accuracy significantly degrades. Therefore, the overall average accuracy will be dominated by those difficult tasks in (9). This is illustrate in Figure 2 . The error decays exponentially in ℓ and α as predicted, but the rate of decay crucially hinges on the difficulty level. We run synthetic experiments with m = n = 1000 and the crowds are generated from the spammer-hammer model where p j = 1 with probability β and 1/2 otherwise Karger et al. (2014b) . We fix β = 0.3 and vary ℓ in the left figure and fix ℓ = 30 and vary β in the right figure. We let q i 's take values in {0.6, 0.8, 1} with equal probability such that α = 1.4/3. The error rate of those tasks with the same q i 's are plotted in the dashed lines. This illustrates the predicted error rate of e −Ω(ℓβ(2qi−1)
2 ) , and also shows that the overall average error rate plotted in solid lines are dominated by those difficult tasks. To confirm the scaling of the error with respect to (2q i −1), we rescale the logarithmic error rate in Figure 3 (left), where we plot the error achieved by subset of tasks with the same level of difficulty. We used finer quantization for the levels of difficulty. The iterative algorithm matches the theoretical prediction of scaling as 2q i , whereas majority voting has significantly smaller error exponent, and hence larger error. This is compared against an oracle estimator that knows all the p j 's and performs the optimal estimate.
The figure on the right panel of Figure 3 illustrates that the error rate of the iterative algorithm converges to a mother curve when appropriately rescaled by ℓβ. For two very different choices of β, 0.01 and 0.25, we observe that both oracle estimator and the iterative algorithm converge to the same mother curve, where as MV significantly degrades for small β. This is because the MV is not able to identify those few workers who are reliable.
We have set ℓ = r and α = 1.4/3 in this experiment. The theoretical spectral barrier is atlβ = 3/1.4. We see that in the limit where we fix β = 1/l and growl, the curve for MV and the iterative algorithm cross at ℓβ = 2, which is very close to the spectral barrier. 
Fundamental Limit
It follows from Theorem 2.2 that in order to achieve an error smaller than ε for a task i, it suffices to assign ℓ ≥ (c/(β(2q i − 1) 2 )) log(1/ε), under a broad range of parameters. We show in the following theorem that this scaling is also necessary. Hence, our iterative algorithm is near-optimal in terms of the average number of workers assigned to each task, in a minimax scenario where we consider the best task assignment scheme with the best inference algorithm, and the nature chooses the worst distribution of worker p j 's among the set of distributions with the same β. We provide a proof of the lemma in Section B in the supplementary material.
Lemma 2.3. There exists a positive constant C ′ s.t. when (2q i − 1) < 1, if the number of workers assigned to task i by any non-adaptive task assignment scheme is less than (C
2 )) log(1/ǫ), then no algorithm can achieve conditional probability of error on task i, conditioned on q i , less than ǫ for any m and r.
Experimental Results
In Figure 4 , we compare our algorithm with alternating minimization and majority voting on simulated data and real data. The first plot is generated under the same settings as the first plot of Figure 3 except that here we use n = m = 300 and β = 0.2. It shows that our algorithm and alternating minimization performs almost same after the phase transition while alternating minimization performs better before the phase transition. In the second plot, we compare all the three algorithms on real data collected from Amazon Mechanical Turk. We designed an experiment as follows. We created tasks for comparing colors; we showed three colors on each task and asked the worker to indicate "whether the first color is more similar to the second color or the third color." We generated 50 of such color comparison tasks and recruited 28 workers to answer all the tasks. We take the ground truth according to which color is closer to the first color in pairwise distances in the Lab color space. The second plot shows probability of error of the three algorithms when number of queries per task ℓ is varied. We generated responses for different values of ℓ by uniformly sub-sampling. 
Comparisons to other algorithms
Expectation Maximization. When the crowd is of diverse quality, to estimate tasks optimally, we need to first estimate workers abilities p j 's, usually via a maximum a posteriori estimator,p = arg max log P[p|A, F p ] = arg max log P[p, q|A, F p ]dq, where F p is the prior distribution on latent parameters p j 's. If q i 's are discrete this is commonly solved using an EM algorithm treating them as latent variables. However, since q i 's are continuous in our setting, minimizing the lower bound P[q|p
dq is computationally challenging. This is because the posterior distribution P[q|p 0 , A] for a given initial p 0 , involves product of likelihood of each response.
Graphical Model. The joint posterior distribution of the task difficulties q i 's and workers abilities p j 's conditional on the observed responses A ij 's and prior distributions F q and F p on q i 's and p j 's respectively is
The optimal estimator of t i 's to minimize the bit-wise error rate is given bŷ
For t i = −1, the first integral would be from 0 to 0.5. If q and p are both discrete the marginals on t i 's can be computed using belief propagation or mean field method. Only when p j 's are continuous and q i 's are discrete Liu et al. (2012b) propose algorithms to compute the marginals using modified belief propagation and mean field method both. However, in our setting where q i 's are also continuous, standard belief propagation approaches are challenging to implement. Alternating minimization. Since none of the above methods are immediately tractable, we propose to minimize the joint posterior distribution (11). However, this is not jointly concave in q and p. Therefore, we perform alternating minimization. Define a function g :
The logarithm of joint posterior distribution (11) is
With properly chosen prior distributions F q and F p , in particular Beta priors, it is easy to see that given q the joint log likelihood is a concave function of p and vice-versa. We start with q i = |W 
Proof of Theorems 2.1 and 2.2
We will prove the main results for a randomly chosen node I, and all the analyses naturally holds for a specific i, when conditioned on q i . Lett
denote the resulting estimate of task i after running the iterative inference algorithm for k iterations. We want to compute the conditional probability of error of a task I selected uniformly at random in [m], conditioned on its difficulty level, i.e.,
In the following, we assume q I ≥ (1/2), i.e. the true label is t i = 1. Analysis for q I ≤ (1/2) would be similar and result in the same bounds. In our algorithm, we perform task assignment on a random bipartite graph
, E) that includes all the nodes that are within k distance from the the "root" i. If we run our inference algorithm for one run to estimatê t i , we only use the responses provided by the workers who were assigned to task i. That is we are running inference algorithm only on the local neighborhood graph G i,1 . Similarly, when we run our algorithm for k iterations to estimatê t i , we perform inference only on the local subgraph G i,2k−1 . Since we update both task and worker messages at each iteration, the local subgraph grows by distance two at each iteration. We use a result from Karger et al. (2014b) to show that the local neighborhood of a randomly chosen task node I is a tree with high probability. Therefore, assuming that the graph is locally tree like with high probability, we can apply a technique known as density evolution to estimate the probability of error. When the graph is not locally tree like, we can assume that our algorithm makes an error. Therefore, we have,
The next lemma from Karger et al. (2014b) shows that the local subgraph is a tree with high probability as m grows.
Lemma 5.1 (Lemma 5 from Karger et al. (2014b) ). For a random (ℓ, r)-regular bipartite graph generated according to the configuration model,
To provide an upper bound on the first term in (15), let x (k) i denote the decision variable for task i after k iterations of the algorithm such thatt
Then as per our assumption that t i = 1, we have,
Next, we apply "density evolution" Mezard & Montanari (2009) and provide a sharp upper bound on the probability of the decision variable x (k)
I being negative in a locally tree like graph given q I ≥ (1/2). The proof technique is similar to the one introduced in Karger et al. (2014b) . Precisely, we show,
is defined in Equations (21)- (23) using density evolution. We will prove in the following that when ℓr(αβ)
2 > 1 andrα > 1,
Theorem 2.2 follows by combining Equations (15), (16), (17) and (18). Density Evolution. Let {x (21) and (22).
For brevity, here and after, we drop the superscript k-iteration number whenever it is clear from the context. Let x q,a 's and y p,b 's be independent random variables distributed according to x q and y p respectively. We use a and b as indices for independent random variables with the same distribution. Also, let z p,q,a 's and z p,q,b 's be independent random variables distributed according to z p,q , where
This represents the response given by a worker conditioned on the task having difficulty q and the worker having ability p. Let F 1 and F 2 over [0, 1] be the distributions of the tasks' difficulty level and workers' quality respectively. Let q ∼ F 1 and p ∼ F 2 . Then q a 's and p b 's are independent random variables distributed according to q and p respectively. Further, z p,qa,a 's and x qa,a 's are conditionally independent conditioned on q a ; and z p b ,q,b 's and y p b ,b 's are conditionally independent conditioned on p b . Let d = denote equality in distribution. Then for k ∈ {1, 2, · · · }, the task messages (conditioned on the latent task difficulty level q) are distributed as the sum of ℓ − 1 incoming messages that are i.i.d. according to y 
Similarly, the worker messages (conditioned on the latent worker quality p) are distributed as the sum of r−1 incoming messages that are i. 
For the decision variable x (k)
I on a task I chosen uniformly at random, we havê
Since the messages take continuous values, we cannot hope to compute the distribution of messages in (21) and (22). We prove using recursion that the messages are sub-Gaussian and hence obtain the exponential bound on probability of error in (19). Mean and Variance Computation. First, to understand how the messages behave, we analyze the evolution of the mean and variance of the task and worker messages. Define m (21) and (22) and using E[z p,q ] = (2p − 1)(2q − 1) we get the following:
Define (24) and (25), we have the following recursion on the first moment of the random variable x
From (26) and (27), and using E q [(m (25)) , we get the following recursion on the second moment:
Sincem (0) p = 1 as per our assumption, we have m
q =lµ(2q − 1) and m (1) =lµα. Therefore from (28), we have
p = 1 as per our assumption, we have ν
(1 − αβ)(1 +rαβ) and c = (lrαβ) 2 . After some algebra, we have that
Forlr(αβ) 2 > 1, we have a/c < 1 and
By a similar analysis, mean and variance of the decision variablex 
m k ≡ µl(lrαβ) k−1 , and m k,q ≡ (2q − 1)m k for k ∈ Z, where q ∼ F 1 . We will show that, x
q is sub-Gaussian with mean m k,q and parameterσ 
Discussion
We study a generalized Dawid-Skene model that captures the difficulties of the tasks. We propose a spectral approach that runs in time linear in the problem parameters. We show this approach achieves near-optimal performance by providing a sharp bound on the error rate, and comparing it to a fundamental lower bound. One of the most interesting finding is that when tasks are heterogeneous, uniformly assigning the same number of workers to each task is bad. Overall average error rate is dominated by the most difficult tasks. It matches our intuition that one should adaptively assign more workers to those tasks that are inherently more difficult. Systematically investigating rigorous adaptive task assignment schemes is an important open question. particular worker quality distribution to get a lower bound on it. In particular, we assume the p j 's are drawn from a spammer-hammer model with perfect hammers: p j = 1/2 with probability 1 − β, 1 otherwise.
Observe that the chosen spammer-hammer models belongs to F β , i.e. E[(2p j −1) 2 ] = β. To get the optimal estimator, we consider an oracle estimator that knows all the p j 's and hence makes an optimal estimation. It estimatest i using majority voting on hammers and ignores the answers of hammers. If there are no hammers then it flips a fair coin and estimatest i correctly with half probability. It does the same in case of tie among the hammers. Concretely,
where W i denotes the neighborhood of node i in the graph and H is the set of hammers. Note that this is the optimal estimation for the spammer-hammer model. We want to compute a lower bound on P[t i =t i |q i ]. Letl i be the number of hammers answering task i, i.e.,l i = |W i ∩ H|. Since p j 's are drawn from spammer-hammer model,l i is a binomial random variable Binom(ℓ i , β). We first compute probability of error conditioned onl i , i.e. P[t i =t i |l i , q i ]. For this, we use the following lemma from Karger et al. (2014b) . 
Taking expectation with respect to random variablel i and applying Jensen's inequality on the term in right side, we get a lower bound on the minimiax probability of error in (47) 
