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ABSTRACT
INFORMATION METRICS FOR PREDICTIVE
MODELING AND MACHINE LEARNING
MAY 2017
KONSTANTINOS GOURGOULIAS
B.Sc., UNIVERSITY OF CRETE
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Markos A. Katsoulakis
The ever-increasing complexity of the models used in predictive modeling and
data science and their use for prediction and inference has made the development
of tools for uncertainty quantification and model selection especially important. In
this work, we seek to understand the various trade-offs associated with the simulation
of stochastic systems. Some trade-offs are computational, e.g., execution time of an
algorithm versus accuracy of simulation. Others are analytical: whether or not we are
able to find tractable substitutes for quantities of interest, e.g., distributions, ergodic
averages, etc.
The first two chapters of this thesis deal with the study of the long-time behavior
of parallel lattice Kinetic Monte Carlo (PL-KMC) algorithms for interacting particle
systems. We introduce the relative entropy rate (RER) as a measure of long-time loss
of information and illustrate that it is a computable a posteriori quantity. The RER
vi
can act as an information criterion (IC), discriminating between different parameter
choices for the schemes and allowing comparisons at equilibrium. We make explicit
how the RER scales with the time-step and the size of the system and that it captures
details about the connectivity of the original process.
Another feature of long-time behavior is time-reversibility, which some physical
systems naturally exhibit. Unfortunately, due to the domain and time-discretization,
PL-KMC cannot conserve this property. To quantify the loss of reversibility, we intro-
duce the entropy production rate (EPR) as an IC for comparisons between different
schemes. We show that the EPR shares a lot of the properties of the RER and can
be estimated efficiently from data.
The last chapter discusses uncertainty quantification for model bias. By connect-
ing a recently derived goal-oriented divergence and concentration bounds, we define
new divergences that provide computable bounds for model bias. The new bounds
scale appropriately with data and become progressively more accurate depending on
available information about the models and the quantities of interest. We discuss
how the bounds allow us to bypass computationally expensive Monte Carlo sampling
or specialized methods, e.g., Multilevel Monte Carlo.
vii
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INTRODUCTION
The main topic of this thesis is the development of information metrics for uncer-
tainty quantification, numerical analysis, and model selection for stochastic systems.
At a high level, we seek to understand the various trade-offs associated with the sim-
ulation of stochastic systems through techniques from information theory and model
selection. Some trade-offs are computational, e.g., execution time of an algorithm ver-
sus accuracy of simulation. Others are analytical: whether or not we are able to find
tractable substitutes for quantities of interest, e.g., distributions, ergodic averages,
etc.
The first two chapters of the thesis deal with the study of the long-time behavior
of parallel schemes used for the simulation of lattice dynamics. Then, the last chapter
discusses tractable information metrics for model bias.
Information criteria for Parallel Kinetic Monte Carlo:
Schemes that depend on operator splitting have found wide applicability within
the domain of simulation of complex chemical reaction systems, biological systems, in-
teracting particle systems,etc. However, such schemes were first used in the numerical
solution of differential equations [52].
Example 1 (Operator Splitting for differential equations). Consider a bounded op-
erator L and the differential equation:
u′ = Lu. (1)
1
For example, if L was a square matrix, (1) would correspond to a system of first-order
differential equations. Regardless, we can express the solution of (1) in the language
of operator semigroups [54] as
u(t) = e∆tLu(0). (2)
Next, we assume that there exist bounded operators L1 such that L = L1 + L2. If
L was a square matrix, then for any matrix C of the same dimensions, we have the
decomposition with L1 = C and L2 = L− L1. Now that we have split L into L1 and
L2, we can built approximations to the solution of (1) in the following way. First, we
notice that:
u′ = L1u⇒ u(∆t) = e∆tL1u(0),
u′ = L2u⇒ u(∆t) = e∆tL2u(0).
(3)
Then, by the Trotter product formula [60]:
e∆tL = lim
n→∞
(e∆t/nL1e∆t/nL2)n.
This motivates approximations of e∆tLu(0) by products of e∆tL1 and e∆tL2. A partic-
ular approximation is the Lie splitting, e∆tL1e∆tL2u(0). In fact, as L1, L2 are bounded
operators, we can use the series expansions of e∆tL and e∆tL1e∆tL2 to explicitly calcu-
late the error of the approximation:
e∆tLu(0) =
(
1 + ∆t(L1 + L2) +
∆t2
2
(L1 + L2)
2 + o(∆t2)
)
u(0),
e∆tL1e∆tL2u(0) =
(
1 + ∆t(L1 + L2) +
∆t2
2
(
L21 + L
2
2 + 2L1L2
)
+ o(∆t2)
)
u(0),
e∆tLu(0)− e∆tL1e∆tL2u(0) = ∆t
2
2
[L2, L1]u(0) + o(∆t
2).
2
where [L1, L2] = L1L2 − L2L1 is the Lie bracket of L1, L2. Note that if [L1, L2] = 0,
then the splitting method we have used is exact.
Example 1 showcases an operator splitting method motivated from the structure
of the operator L. In this work, we will consider operator splittings that are imposed
by a domain decomposition method, like the checkerboard decomposition in Figure 1.
We will see in Section 1.1.2 that [A,B] captures the error of the schemes we will study
and has a geometric interpretation.
The recipe of splitting the system into components that can be simulated sepa-
rately has led to more efficient algorithms, sometimes because some of the components
can be solved explicitly (such as in Example 1 or, in chemical reaction systems [33])
and sometimes because the splitting allows for parallel computations [5, 56]. In par-
allel with the development of those algorithms, there has also been a growing amount
of work toward the numerical analysis of splitting methods for stochastic dynamics
in different contexts [33, 5, 4, 30, 24, 6]. For parallel lattice kinetic Monte Carlo
(PL-KMC), the authors in [5] developed a general framework that connects lattice
decompositions to operator splitting. Then, in [4], error estimates were provided for
bounded time intervals along with comparisons between different splitting schemes.
One of the important contributions of their work was to highlight the connection of
Figure 1. A checkerboard decomposition of a rectangular lattice.An operator L that
acts on the whole lattice will be decomposed to L1+L2, where L1 only takes the white
sub-lattices into consideration and L2 which only takes the red. Every decomposition
of the lattice, e.g., blocks, stripes, etc., corresponds to a different operator splitting
of L; see Section 1.1.2.
3
the error with the commutator associated with the splitting and how it affects the
efficiency of the scheme.
Classical numerical analysis techniques, such as the study of the local error of
the splitting scheme and expansions of the global error [59], work well in providing
error estimates for bounded time intervals. However those approaches become non-
discriminating when we are interested in long-time results. So, if we wish to sample
from an equilibrated system, we have to carefully quantify the errors generated by
the scheme at that regime. Approaches for tackling this problem are varied: In the
case of SDEs, study of the long-time behavior has been done by employing Poisson
equations [51]. For Lie–Trotter splittings, backward error analysis [1] has been used to
study the performance of the schemes in capturing the stationary distribution when
simulating Langevin dynamics (but see also [45]).
In this work, we introduce the relative entropy on path space per unit time, also
known as relative entropy rate (RER), as a tool that can capture the long-time loss
of information when using splitting schemes for PL-KMC; see Chapter 1. Through
rigorous asymptotics, shown in Section 1.4, we provide an a posteriori error expansion
of RER in terms of ∆t and connect RER with quantities central to the classical
numerical analysis of splitting schemes, like the commutator and the order of the
local error of the splitting method. After deriving computable estimators from our a
posteriori expansions for the highest-order term coefficients, we estimate them with
the use of SPPARKS [56], a parallel KMC simulator, and use them to compare two
well-known splitting schemes, the Lie and Strang splittings. Also, we illustrate how
a practitioner can use the RER as an information criterion for selecting schemes that
takes into account both long-time accuracy and communication cost. We prove that
the RER captures how much the parallel operating splitting scheme preserves the
connectivity of the serial algorithm; see Theorem 15 for details.
Quantifying the loss of time-reversibility with information metrics:
4
AB C
Figure 2. A graph illustrating the connectivity between different states of a Markov
chain — an arrow from one state to another means that the Markov chain can make
that jump in one step. A parallel algorithm that respects this connectivity will be
more accurate at long times; see Section 1.7 and in particular the simple Markov
chain example in Section 1.7.1.
Another aspect of long-time behavior concerns systems with time-reversible dy-
namics. That symmetry is often an integral part of the physical structure of the
model, for example in the simulation of interacting diffusions or adsorption/desorption
mechanisms. While in such cases the time-reversal symmetry is preserved under the
serial KMC simulation (typically by enforcing the detailed balance condition), the
time-discretization, domain decomposition, and breakdown of serial communication
of the parallelized algorithm may lead to loss of detailed balance, and thus of re-
versibility. There exists some literature on constructing parallel algorithms that pre-
serve the detailed balance (DB) condition [53]. In those algorithms, the scheme picks
a schedule for sweeping over the lattice sub-domains, executes it by simulating each
sub-domain forward in time for a fixed number of time steps according to the sched-
ule, and then picks a new schedule. For the adjustment to the correct timescale,
computation of an equilibrium autocorrelation function is also required. Although
such schemes resemble the random Lie-Trotter splitting [4] and they can be numeri-
cally analyzed in a similar manner, we will not discuss them here, mainly due to the
technical differences with schemes that employ a fixed computational schedule [5].
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In [35] the authors used the entropy production rate (EPR) as an information met-
ric to quantify the loss of reversibility for the Euler-Maruyama and Milstein schemes
for stochastic differential equations (SDEs), as well as BBK schemes for Langevin
dynamics. This idea was motivated by concepts in non-equilibrium statistical me-
chanics, originally developed to understand the long-time dynamics and the fluctu-
ations in non-equilibrium steady states [49, 50, 42, 41, 25]. Then, in [35], the same
methods were used as numerical tools to assess the loss of reversibility of numerical
schemes for SDEs. More specifically, they computed the EPR with the Gallavotti-
Cohen action functional [42] as an estimator for different numerical schemes. It was
demonstrated that the scheme performance in controlling the loss of reversibility can
vary greatly. In particular, the Euler-Maruyama scheme for SDEs with multiplicative
noise can break reversibility in an unrecoverable manner regardless of the size of the
time step [35, Theorem 3.7].
We apply a similar perspective for the study of splitting schemes in parallel KMC
(discussed in Chapter 2). In sharp contrast with the schemes for SDEs, for the class
of systems we can simulate with PL-KMC, the transition probabilities are intractable
to compute or not available at all. Because of this, a new approach is required, which
is why we express the EPR as an asymptotic expansion in the scheme’s time step
by using the semigroup theory for Markov chains. We demonstrate that the coeffi-
cients of the expansion of the EPR depend on the transition rates of the model and,
most importantly, can be estimated as ergodic averages by samples from the parallel
algorithm. We also show that the required computations for the estimation of the
coefficients scale with the size of the boundary between sub-domains on the lattice in
a manner that depends on the scheme selected. Therefore, by appropriate normaliza-
tion, we can calculate the entropy production rate per lattice site, i.e. independent of
system size. We thus obtain an a posteriori expansion for the estimator of the EPR,
which can be used as a diagnostic tool that can be calculated on a system of smaller
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size than the targeted one, and/or even ran with a simple serial implementation of
the parallel algorithm.
Guarantees for model bias via concentration bounds:
The last part of the thesis is concerned with the quantification of model bias.
That is, given probabilistic models P,Q and a quantity of interest (QoI), f , we are
interested in guarantees about the model bias,
F−(Q,P, f) ≤ EQ[f ]− EP [f ] ≤ F+(Q,P, f), (4)
where F±(Q,P, f) incorporate attributes/data about the models and the QoI.
Such guarantees are necessitated if we wish to carry out careful prediction and
inference when, for example, parts of the model P are unknown or we have a finite
sampling budget from P — this is the case with posterior distributions in Bayesian
inference. To avoid expensive Monte Carlo sampling, practitioners turn to tractable
surrogates of P . Those are models Q that approximate P and are simple to sample or
evaluate; see variational inference from [9]. Once such a model Q is available, we can
use it to estimate descriptive statistics, e.g., mean, variance, cumulative distribution
functions, etc. Note that this point of view encompasses PL-KMC as well; P would
be the description of the serial Markov process, that is expensive to sample from, and
Q describes a parallel scheme.
The point behind building such a surrogate Q rests in trading accuracy for com-
putational time. However, when guarantees for model bias are not present, Q can end
up being an erroneous description of our data and we won’t know even after we eval-
uate our QoI. A particular example comes from algorithmic / machine learning bias.
Pro Publica, a non-profit investigative journalism organization studied the risk scores
associated to more than 7000 people arrested in Broward County, FL, between 2013
and 2014, to see if offenders with high risk score ended up committing more crimes
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over the next two years. The model was designed by Northpointe and the algorithm
is put to use within the U.S. criminal justice system. However, after analyzing the
data and the risk scores, Pro Publica showed that they were only 20% accurate in
predicting violent crimes happening within the next two years — the algorithm was
unfairly biased towards black defendants, giving them twice the rate of white defen-
dants. As predictive modeling and machine learning integrate more with other fields
of study, more examples of model bias will also be revealed, for example, affecting
credit offers, who gets to see specific online job listings, etc.; see [40]
Model bias that is inherent in the process of building a surrogate Q comes from
variational inference (VI); see [48, 55, 32]. For probability distributions P,Q, with
Q absolutely continuous with respect to P , the Kullback-Leibler divergence (KL) is
defined as:
R(Q‖P ) =
∫
log
dQ
dP
dQ,
with dQ/dP being the associated Radon-Nikodym derivative. As the KL is a diver-
gence, R(Q‖P ) = 0 is equivalent to Q = P . Now, minimizing the KL over a family of
tractable distributions Q ∈ Q allows us to find approximations to P that are simple to
evaluate or sample. However, this also implies that R(Q‖P ) 6= 0 for all Q ∈ Q, which
leads to model bias. A controlled increase in model bias is acceptable, as it allows
us to conduct inference without the potentially computationally-expensive sampling
of Markov Chain Monte Carlo (MCMC). Other applications that make use of similar
approximations lie in machine learning [63, 10] and coarse-graining [14, 34, 58, 7, 8].
When using information metrics, a particular challenge is to translate the uncer-
tainty captured by the object, e.g., KL, χ2 divergence, Hellinger distance, etc., to bias
of an observable. A somewhat effective way to accomplish this is through the use of
information inequalities, i.e., bounds of the bias in terms of a divergence. Given a
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QoI f and probability distributions P,Q, such that Q is absolutely continuous with
respect to P , the Csiszar-Kullback-Pinsker (CKP) inequality [61] states:
|EQ[f ]− EP [f ]| ≤ ‖f‖∞
√
2R(Q‖P ), (5)
Various other inequalities like (5) exist, such as the Le Cam bound [61] that involves
the Hellinger distance (but also see [19] for a tighter bound involving the Hellinger)
and the Chapman-Robins [43] that depends on the χ2 divergence of Q with respect
to P .
The bound in (5) scales with the magnitude of the QoI f and thus the right-hand
side has the potential to become non-discriminating for the bias—even in situations
where the bias is small! In fact, a variety of information bounds—including the ones
referenced above—were studied in [37] and were found to be non-scalable for high-
dimensional systems. Then, in [21] and [16], a pair of goal-oriented divergences (GO)
was derived that take into account both the uncertainty of the observable and the
value of the KL divergence between the models compared:
Ξ±(Q‖P ; f) := inf
c>0
{
1
c
logMP (±c; f˜) + 1
c
R(Q‖P )
}
, (6)
MP (c; f˜) = EP [ecf˜ ],
f˜ = f − EP [f ].
The function logMP (c; f˜) stands for the cumulant-generating function (CGF) of the
centralized observable f˜ . The definition of the GO divergences involves the Donsker-
Varadhan variational representation [23] of the KL, leading to bounds that are sharp
and capture the worst-case model bias:
−Ξ−(Q‖P ; f) ≤ EQ[f ]− EP [f ] ≤ Ξ+(Q‖P ; f), (7)
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In addition, it was shown that the bounds in (7) remain sharp even when we are
interested in ergodic observables:
f(x1:N) =
1
N
N∑
i=1
g(xi),
for some function g and data {xi}; see [37] for details.
The theoretical properties of the GO divergences are inherited from its dependence
on the CGF and the KL divergence. However, explicitly knowing the CGF can be a
strong assumption when P is not known, or is known up to a multiplicative constant,
as is the case in Bayesian inference. Furthermore, estimation of the CGF via sampling
is costly; as c grows, we would need a large amount of data and/or computationally
expensive multi-level Monte Carlo methods to meet a small tolerance for the variance
of the estimator.
In Chapter 3, we take advantage of the properties of the model, P , and of the
QoI, f , and relax the requirements of the GO bounds. To accomplish this, we turn to
concentration inequalities [57, 13, 62] which make use of the concentration of measure
phenomenon to provide bounds to the moment-generating function (MGF). Starting
from the Hoeffding inequality [31], we show that we can derive divergences that retain
the sharpness of the GO bounds (7) without requiring the computation of the CGF.
In fact, concentration inequalities provide a systematic way to pick the information
we want the bound to take into account about f and P . As a result, we provide bias
guarantees that use the available data and bound the bias over a whole class of QoIs.
We demonstrate the usage of the bounds with a series of simple examples.
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CHAPTER 1
INFORMATION METRICS FOR LONG-TIME ERRORS
IN SPLITTING SCHEMES FOR STOCHASTIC
DYNAMICS AND PARALLEL KINETIC MONTE CARLO
In this chapter1, we propose an information-theoretic approach to analyze the long-
time behavior of numerical splitting schemes for stochastic dynamics, focusing primarily
on parallel kinetic Monte Carlo (PL-KMC) algorithms. Established methods for numerical
operator splittings provide error estimates in finite-time regimes, in terms of the order
of the local error and the associated commutator. Path-space information-theoretic tools
such as the relative entropy rate allow us to control long-time error through commutator
calculations. Furthermore, they give rise to an a posteriori representation of the error
which can thus be tracked in the course of a simulation. Another outcome of our analysis
is the derivation of a path-space information criterion for comparison (and possibly design)
of numerical schemes, in analogy to classical information criteria for model selection and
discrimination. In the context of parallel KMC, our analysis allows us to select schemes
with improved numerical error and more efficient processor communication. We expect that
such a path-space information perspective on numerical methods will be broadly applicable
in stochastic dynamics, for both the finite and the long-time regime.
1.1 Background
Consider that the stochastic process of interest is an ergodic continuous time
Markov Chain (CTMC) Xt on a finite, but possibly still significantly large, state
1The contents of this chapter are published in the SIAM Journal of Scientific Computing [27]
and appear here with permission.
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space S. This stochastic process can be completely defined by its transition rates,
q(σ, σ′), which describe the probability of an update from state σ to state σ′ in an
infinitesimal period of time. That is,
P (Xt+∆t = σ
′|Xt = σ) = P∆t(σ, σ′) = q(σ, σ′)∆t+ o(∆t), σ 6= σ′. (1.1)
Kinetic Monte Carlo (KMC) works by simulating the embedded Markov Chain Yn =
Xtn , with jump times tn, tn ∼ exp(λ). The parameter λ(σ) is the total rate when the
system is at state σ,
λ(σ) =
∑
σ′ 6=σ
σ′∈S
q(σ, σ′). (1.2)
This allows us to write the transition probabilities of the embedded Markov Chain
p(σ, σ′) = q(σ, σ′)/λ(σ). We can also define the infinitesimal generator L that corre-
sponds to the Markov chain as follows. First, consider f : bounded and continuous
function on the state space S. Then, L acts on f at the state σ as
L[f ](σ) =
∑
σ′∈S
q(σ, σ′) (f(σ′)− f(σ)) . (1.3)
Note that L[δσ′ ](σ) = q(σ, σ
′) for all states σ, σ′, where δσ′(σ) = δ(σ, σ′) is a Dirac
probability measure. We shall also use the notation Lk for the resulting operator after
k successive compositions of L. Because Lk[δσ′ ](σ) = L
k−1[L[δσ′ ]](σ), we see that, for
any k, Lk[δσ′ ](σ) is a computable object that depends on the transition rates.
Under fairly general conditions [39], the transition probability of the Markov pro-
cess can be written as in semigroup form, i.e., Pt(σ, σ
′) = eLtδσ′(σ). In the case of
interest to us, L is going to be a bounded operator and such operators allow for a
representation of the semigroup with a series expansion.
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Lemma 1. Let L be a linear and bounded operator, L : Cb(S) → Cb(S), with Cb(S)
being the set of continuous and bounded functions on the space S. Then L generates
a uniformly continuous semigroup etL which we can express in power series form.
etL =
∞∑
k=0
tk
k!
Lk. (1.4)
Proof. This is a classical result for which many references exist; see, for example,
Chapter 1, p. 2, of Pazy [54].
Thus, making use of Lemma 1, we can write the transition as
Pt(σ, σ
′) = etLδσ′(σ) =
∞∑
k=0
tk
k!
Lk[δ′σ](σ), σ, σ
′ ∈ S. (1.5)
1.1.1 Constructing approximations by semigroup splitting
We will now give the foundations of approximations by splitting methods, as
applied to the simulation of CTMCs, and proceed with how those ideas are applied
in the case of PL-KMC.
As mentioned earlier, the transition probability of the Continuous Time Markov
Chain (CTMC) of interest can be written as etLδσ′(σ). The goal is for us to design
a splitting scheme that can approximate the action of etL. In our context, this leads
to a new CTMC. One way to build such a scheme is to start with a splitting of the
infinitesimal generator L (1.3) into components L1, L2 with L = L1 +L2. Then, if we
consider a positive T and by using the Trotter product formula [60], we have
eTL = lim
n→∞
(eT/nL1eT/nL2)n. (1.6)
Correspondingly, if we now fix n ∈ N and set ∆t = T/n, we can write approximations
of eTL by using (1.6). For example, two such approximations are
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eTL ' (e∆tL1e∆tL2)n (Lie),
eTL ' (e∆t/2L1e∆tL2e∆t/2L1)n (Strang). (1.7)
Therefore for a one-step transition from t = 0 to ∆t, (1.7) can be written as
eL∆t ' e∆tL1e∆tL2 ,
eL∆t ' e∆t/2L1e∆tL2e∆t/2L1 .
(1.8)
Operator splittings can also be carried out with multiple components, such as
L = L1 + L2 + L3 + L4. Such a splitting is used for two-dimensional (2D) lattice
decompositions in SPPARKS [56]. All arguments can be simply extended to those
cases, but we restrict to two components, L1, L2.
Throughout this work, we use P∆t(σ, σ
′) to denote the probability eL∆tδσ′(σ) and
Q∆t(σ, σ
′) for the approximations arising from splittings of the semigroup. Since L is
a bounded operator, we can express P∆t as expansion (1.5). If we pick L1, L2 so that
they are also bounded, then we can express Q∆t as an expansion too. For example,
for the Lie splitting
exp(∆tL1) exp(∆tL2)δ
′
σ(σ) =
∞∑
k=0
∆tk
k!
(
k! ·
k∑
m=0
Lm1
m!
· L
k−m
2
(k −m)!
)
δσ′(σ), (1.9)
which we can show by multiplying the semigroup expansions of exp(∆tL1) and exp(∆tL2).
Thus, if we use the notation
LkQ : = k! ·
k∑
m=0
Lm1
m!
· L
k−m
2
(k −m)! (1.10)
we can write (1.9) in the form
Q∆t(σ, σ
′) =
∞∑
k=0
∆tk
k!
LkQ[δσ′ ](σ). (1.11)
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By the definition of LkQ in (1.10), L
0
Q = I, L
1
Q = L, L
2
Q = (L
2
1 + L
2
2 + 2L1L2), and
so on, for the case of the Lie splitting. By a similar argument, we can write an
expansion like (1.11) for other operator splitting approximations. In general, LQ is
not a generator of a Markov process and, in that case, LkQ is not equal LQ after k
compositions but is defined in the context of the expansion in (1.11). The slight
abuse of notation allows us to compare the expansion of the exact process (1.5) with
expansions of the approximating schemes of the form (1.11).
One way to compare the accuracy of using Q∆t as opposed to P∆t is to calculate
the local error between expansion (1.5) and (1.11). As an example, here are the
corresponding relations for the Lie and Strang splittings. We use QLie∆t , Q
Strang
∆t for Lie
and Strang, respectively. We will also use the notation [L1, L2] := L1L2 − L2L1 to
denote the operator that captures the failure of L1 and L2 to commute. By using the
expansions (1.5), (1.11), we can show that
P∆t(σ, σ
′) = QLie∆t (σ, σ
′) +
1
2
[L1, L2]δσ′(σ)∆t
2 +O(∆t3), (1.12)
P∆t(σ, σ
′) = QStrang∆t (σ, σ
′) +
1
24
([L1, [L1, L2]]− 2[L2, [L2, L1]]) δσ′(σ)∆t3 (1.13)
+O(∆t4).
From relations (1.12) and (1.13), we observe that the Strang splitting has a better
local error compared to Lie (∆t3 versus ∆t2). Therefore, if we prescribe an error
tolerance, the Strang scheme will be able to accommodate a larger ∆t than the Lie
scheme. With a larger ∆t, we will be able to take larger steps with the same tolerance
during the simulation, and this is especially important for parallel KMC, as we strive
for balance between error accumulation and efficiency.
To be able to discuss more general operator splitting approximations to P∆t, we
introduce the following helpful lemma.
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Lemma 2 (local order of error and commutator). Let P∆t(σ, σ
′) = eL∆tδσ′(σ) and
Q∆t(σ, σ
′) an approximation of P∆t via a splitting scheme. Then, there is a function
C : S × S → R and an integer p, p > 1, such that
P∆t(σ, σ
′) = Q∆t(σ, σ′) + C(σ, σ′)∆tp + o(∆tp). (1.14)
We will refer to C(σ, σ′) = (Lp − LpQ)δσ′(σ) as the commutator and to p as the
order of the local error.
Proof. The result is immediate by using representations (1.5), (1.11), since for σ, σ′ ∈
S,
P∆t(σ, σ
′)−Q∆t(σ, σ′) =
∞∑
k=0
∆tk
k!
(
Lk − LkQ
)
[δ′σ](σ).
Then, p is the smallest nonnegative integer such that Lp 6= LpQ. This of course implies
that Lk = LkQ for k < p.
Equations (1.12) and (1.13) are examples of this lemma for the cases of the Lie
and Strang splittings, respectively. Although in the case of Lie we were able to write
the form of LkQ explicitly for all k (see Equation (1.10)), this is not a requirement
and we only need to know LpQ to compute the commutator and that object arises
naturally when subtracting the two expansions, (1.5) and (1.11).
Remark 3. Relation (1.14) is central to the numerical analysis of splitting
schemes, as it is the starting point to the derivation of upper bounds for the local
and global error [5, 4, 30]. Even though our focus in this manuscript is on operator
splitting schemes for parallel KMC, as long as an expression for the local error such
as (1.14) exists, a similar analysis can be carried out for other types of schemes.
As we will see in the follow-up, the commutator has many desired properties.
Since it is equal to (Lp − LpQ)δσ′ [σ], and both Lp[δσ′ ](σ) and LpQ[δσ′ ](σ) depend on
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the known transition rates q, the commutator is a computable object for every pair
of states (σ, σ′). We will see in Section 1.4.1 that for parallel KMC the work required
in order to compute the commutator can scale appropriately with the system size.
1.1.2 PL-KMC and splitting schemes
We consider the case of PL-KMC as an application of the ideas in the previous
section concerning approximations by semigroup splitting. Further discussion on the
ideas of this section can be found in Arampatzis et al. [5, 4].
Our main motivating example for PL-KMC is an interacting particle system. Let
Λ ⊂ Zd be a square lattice with N sites. At each site of it, x ∈ Λ, we define an
order parameter σ(x) ∈ Σ = {0, 1, . . . , K}. This parameter can be, for example, the
species that occupies the lattice site x. For instance, in the Ising model, σ(x) = 0
would imply that the lattice site x is empty and σ(x) = 1 that a particle occupies x.
The CTMC of interest is {σt}t≥0, σt = {σt(x) : x ∈ Λ}, with state space S = ΣΛ.
At every t, σt represents a snapshot of the different spins of the lattice. We can
describe the dynamics of such a system by looking at the individual spin changes at
different lattice sites. Two more properties that are common among such systems and
which we will also assume is that the transitions between states of σt are localized and
that they only involve a finite number of lattice sites per transition step. Localization
implies that the probability that a certain transition will happen (the order parameter
of a finite collection of lattice sites will change) only depends on the values of σ on a
neighborhood around those lattice sites. In other words, transitions depend on local
(neighborhood) rather than global (whole lattice) information (see Figure 1.1).
We can formalize localization by looking at the implication for the transition rates
of the process σt. Following the notation introduced in [5], let us assume that at time
t, σt = σ. Now, we can express the transition rate for a jump to a new state σ
x,ω as
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q(σ, σx,ω) = q(x, ω;σ), (1.15)
where x ∈ Λ and ω is an index of the set of all possible configurations, Sx, that
correspond to an update at a lattice neighborhood Ωx of the site x. When the only
allowed transition is spin-flipping, that is, starting with σ, we can only go to states σ′
that differ in the order parameter of one lattice site x, we will write σ′ as σx to denote
the resulting state after the transition. It follows that for σt we have an infinitesimal
generator:
L[f ](σ) =
∑
x∈Λ
∑
ω∈Sx
q(x, ω;σ) (f(σx,ω)− f(σ)) . (1.16)
We can simulate the process σt via standard KMC, as described in the beginning
of Section 1.1. Then the system would progress in time steps tn ∼ exp(λ(σ)), where
λ(σ) is the total rate when the system is at state σ, as defined in (1.2). Since the
total rate scales with the size of the lattice and the magnitude of the transition rates,
a large or highly reactive model would be simulated slowly by classical KMC. The
Figure 1.1. A checkerboard decomposition of a 2D lattice. Red sublattices corre-
spond to group G1 and white ones to G2. For comparison, a nearest neighborhood
region (n.n. region) is also shown (solid black cross). Transitions involving the center
of that region only depend on the state of its nearest neighbors. So, if we pick the
sublattices much larger than the size of an n.n. region, transitions in different sub-
lattices belonging to the same group are independent. A site x is said to belong to
the boundary of its sublattice if part of its n.n. region is outside that sublattice (the
green region is the collection of all such points for the first sublattice). If a transition
occurs at such a site x, then an update needs to be made to the boundary information
of all other sublattices for which x belongs to an n.n. region.
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goal then, as realized in [5], is for a fixed ∆t > 0 to design an approximation to the
exact process e∆tL via a splitting method in such a way that allows for asynchronous
computations.
To begin, we note that any decomposition of the lattice into nonoverlapping sub-
lattices Λi also induces a decomposition of the generator (1.16), that is,
L[f ](σ) =
n∑
i=1
∑
x∈Λi
∑
ω∈Sx
q(x, ω;σ) (f(σx,ω)− f(σ)) . (1.17)
Due to the localization of the system, we can decompose the lattice Λ into n sub-
lattices, Λi, so that transitions in some sublattices are independent from transitions
in others; see Figure 1.1. With two groups, G1 = {Λi : i even}, G2 = {Λi : i odd}, we
can split L into
Lj[f ](σ) :=
∑
x∈Gj
∑
ω∈Sx
q(x, ω;σ) (f(σx,ω)− f(σ)) , j = 1, 2,
L[f ](σ) = L1[f ](σ) + L2[f ](σ).
(1.18)
Thus, by the formulas in (1.18), we can use the ideas of the previous section to
construct splitting approximations to eL∆t. Those can also be interpreted as compu-
tation schedules for the parallel algorithm. Such schedules set two attributes of the
simulation: (a) in what order to simulate the two groups asynchronously and (b) for
how much time to simulate each group per time step (which the user controls with
the ∆t parameter). A demonstration of how PL-KMC works is shown in Figure 1.2.
In general, the larger the ∆t, the less different processes need to communicate
to resolve inconsistencies during a run. This is a fact for any simulation algorithm
that can be expressed in the above operation splitting framework, e.g., SPPARKS
and others [5]. Since communication is the usual bottleneck of PL-KMC algorithms,
a practitioner would like to pick ∆t as large as possible, given a fixed tolerance. One
of the important insights of the analysis in [4] is that the commutator controls this
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relationship. Simply put, a small C(·, ·) (as defined in Lemma 2) allows for a larger
step size ∆t.
1.2 Information metrics for comparing dynamics at long times
We will now introduce the main tools from information theory. In later sections,
our focus will be to compare the exact process, Xt, and an approximation of it, Yt,
via their ∆t-skeleton subprocesses. That is, given a fixed ∆t > 0 and M ∈ N, we
look at the discrete-time Markov processes Xn∆t and Yn∆t for n ∈ {0, . . . ,M∆t} and
T = M∆t. For this reason, we now introduce the information-theoretical tools we
will use for discrete-time processes.
Consider two discrete-time Markov processes Xn and Yn on a countable state
space S with transition probabilities P and Q, respectively. We also assume that
for each process there exists a corresponding unique stationary distribution µP and
µ∆t. Assuming X0 (Y0) is distributed according to µP (µ∆t), we can then calculate
the probability of a specific path for each process. For example, if we fix a positive
Figure 1.2. One step of PL-KMC in the 1D case, where all of the spin values are
set to zero initially while using the Lie splitting. After the lattice is decomposed
into nonoverlapping sublattices, here blue (indexed as 1) and red (indexed as 2), the
algorithm proceeds by first simulating all blue sublattices independently by standard
KMC until a time t = ∆t is reached for all of them. Once that is done, the lattices
in the second group are simulated in the same way. This results to the process σt on
the whole lattice being propagated forward in time by ∆t. Between the simulation
of each group, communication between the processes is required in order to correct
for the mismatch on the boundaries of the sublattices. The resulting error due to the
mismatch is controlled by the commutator C [4].
20
integer M , let T = M∆t and pick an ~x ∈ SM , then we have
P0:T (~x) = P (XT = xM , . . . , X0 = x0) = µP (x0)P (x0, x1) · · ·P (xM−1, xM),
i.e., the path probability for P can be factorized according to the Markov property.
Similarly, by changing P to Q, we can calculate the path probability for Yn.
If we used a path of length T from the process Yn to compute quantities of inter-
est (QOIs), e.g., expected values on the path, how much information would be lost
compared to using a path of length T from Xn. This is a central question in coding
theory and one way to quantify the information loss is through the idea of relative
entropy,
R(Q0:T |P0:T ) :=
∑
~x∈SM
Q0:T (~x) log
Q0:T (~x)
P0:T (~x)
. (1.19)
Our definition here is with respect to the path measures P0:T , Q0:T , but we can apply
the relative entropy to more general probability measures too. For this object to be
properly defined, we need to have that Q0:T is absolutely continuous with respect to
P0:T , that is, P0:T (~x) = 0 implies Q0:T (~x) = 0. Other important properties of (1.19)
are the following: (1). R(Q0:T |P0:T ) ≥ 0 for any Q0:T , P0:T (Gibbs’ inequality); (2)
R(Q0:T |P0:T ) = 0 ⇔ P0:T = Q0:T . Note though that the relative entropy does not
qualify as a metric in the classical sense, as it is not symmetric and does not satisfy
the triangle inequality. It can, however, still be thought of as a notion of a distance
between distributions and is useful as a building block for other information measures.
For a more complete exposition on relative entropy and its properties, see [18].
Although the pathwise relative entropy is a suitable quantity to measure the sim-
ilarity of the two path measures, it is computationally demanding to calculate, es-
pecially in the case of parallel KMC, where we do not have Q0:T and P0:T explicitly.
For this reason, we look at a related object, the relative entropy per unit time, or
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relative entropy rate (RER). Given a probability measure ν0, ν0(~x) = ν0(x0), ~x ∈ ST ,
the RER with respect to ν0 is defined as
Hν0(Q|P ) :=
∑
~x∈SM
ν0(~x)Q(x0, x1) log
Q(x0, x1)
P (x0, x1)
. (1.20)
Given another measure µ0, we can use the chain rule for the relative entropy [18] to
relate relative entropy and RER as
R(Q0:T |P0:T ) = R(µ0|ν0) +
M∑
i=1
Hνi(Q|P ), (1.21)
νk(x0, . . . , xk−1) = ν0(x0)
k−1∏
m=1
Q(xm−1, xm).
In particular, when sampling from the stationary distribution corresponding to Q,
that is, ν0 = µ∆t, then Hνi = Hµ∆t = H for all i. Then,
H(Q|P ) =
∑
x0,x1∈S
µ∆t(x0)Q(x0, x1) log
Q(x0, x1)
P (x0, x1)
. (1.22)
This also simplifies (1.21) to
R(Q0:T |P0:T ) = M ·H(Q|P ) +R(µ∆t|µP ). (1.23)
In (1.23), R(µ∆t|µP ) is the relative entropy of µ∆t with respect to µP , capturing the
loss of information between the exact and approximate stationary distribution. Note
that R(µ∆t|µP ) does not depend on the length of the path. Instead, the term that
quantifies the dependence on T is H(Q|P ). Therefore, any difference between the
two stationary measures becomes negligible for large times, which is a first advantage
to studying the pathwise relative entropy through the simpler RER.
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1.2.1 Information metrics and observables
Further justification for the fact that the RER is the right quantity to track can
be given by considering time-averaged observables. For instance, if f is a function of
the state space, then such an observable would be
M · FM({Xn : n = 0, . . . ,M − 1}) =
M−1∑
k=0
f(Xk).
An important performance metric for the approximation is the weak error:
|EP [0,T ][FM ]− EQ[0,T ][FM ]|, where T = M∆t. (1.24)
In recent work [22], uncertainty quantification bounds have been developed for the
weak error that are of the form
Ξ−(Q[0,T ]‖P[0,T ];M · FM)/M ≤ EP [0,T ][FM ]− EQ[0,T ][FM ]
≤ Ξ+(Q[0,T ]‖P[0,T ];M · FM)/M.
(1.25)
The quantities Ξ±(Q[0,T ]‖P[0,T ];M ·FM) are defined as goal-oriented divergences [22],
taking into account the observable F , and such that Ξ±(Q[0,T ]‖P[0,T ];M · FM) = 0, if
Q[0,T ],= P[0,T ] or f is deterministic. Note that the bound in (1.25) is robust in the
following sense: if we consider a positive η and all Q∆t such that R(Q∆t|P∆t) < η,
then the upper bound in (1.25) is attained; see Theorem 3.4 in [17], as well as [36].
Dividing (1.25) by M and letting M go to infinity gives an inequality with respect
to the stationary measures µ∆t, µP of the scheme, Q∆t, and the exact process, P∆t,
respectively:
ξ−(Q∆t‖P∆t; f) ≤ Eµ∆t [f ]− EµP [f ] ≤ ξ+(Q∆t‖P∆t; f), (1.26)
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where ξ±(Q∆t‖P∆t; f) = limM→∞ Ξ±(Q0:T‖P0:T ;F )/M . But ξ± also admit a varia-
tional representation as
ξ+(Q∆t‖P∆t; f) = inf
c≥0
{
1
c
[λQ∆t,P∆t(c) +H(Q∆t‖P∆t)]
}
,
ξ−(Q∆t‖P∆t; f) = sup
c≥0
{
−1
c
[λQ∆t,P∆t(−c) +H(Q∆t‖P∆t)]
}
,
(1.27)
with λQ∆t,P∆t(c) in (1.27) to be the logarithm of the maximum eigenvalue of the matrix
with entries P∆t(x, y) exp(c · (f(y) − EµP [f ])) (see [36] for details). Especially when
H(Q∆t|P∆t) is small and through the asymptotic expansion of ξ±, an upper bound
for the weak error at stationarity can be given (following the ideas in [22, 36]):
|Eµ∆t [f ]− EµP [f ]| ≤
√
υµP (f)
√
2H(Q∆t|P∆t) +O(H(Q∆t|P∆t)), (1.28)
υµP (f) =
∞∑
k=−∞
EµP [f(Xk)f(X0)]. (1.29)
Inequality (1.28) connects the long-time loss of accuracy that the weak error cap-
tures with the RER and υµP (f), which is the integrated auto-correlation function
for the observable f and a quantity we can estimate during the simulation. As a
consequence of (1.28), any further results on the asymptotic behavior of H(Q∆t|P∆t)
with respect to ∆t can be simply translated to the weak error point of view.
1.3 Long-time error behavior of splitting schemes
In this section, we compare the RER between two different processes. One of them
will always be the ∆t-skeleton process derived from the CTMC we wish to simulate,
with transition probability
P∆t(σ, σ
′) = eL∆tδσ′(σ). (1.30)
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This exact ∆t-process will be compared with the ∆t-skeleton process derived from an
operator splitting of (1.30). Such approximations will be denoted with Q∆t. We note
here that the discretization (1.30) of the original Markov process with semigroup etL
with respect to ∆t is carried out only as a means to compare the original process with
the approximations Q∆t. The transition kernel P∆t is just a particular instance of
the transition matrix of the continuous Markov process with semigroup Pt = e
tL, so
there is no approximation error in (1.30). In fact, using the ∆t-skeleton corresponds
to subsampling from the CTMC at every ∆t.
Our goal is to show the dependence of the RER on various quantities of inter-
est that are usually computed for short-time error analysis. We will see that the
commutator, the order of the local error, and other quantities make an appearance
in the asymptotic results we develop. We limit our discussion to the case that ∆t
is in (0, 1], as this is the interval where splitting schemes are most accurate and so
fair comparisons can be made. We also assume throughout this section that L is a
bounded operator. We will often refer to the splittings previously discussed, Lie and
Strang, which define discrete processes with transition probabilities
QLie∆t (σ, σ
′) = eL1∆teL2∆tδσ′(σ),
QStrang∆t (σ, σ
′) = eL1∆t/2eL2∆teL1∆t/2δσ′(σ).
(1.31)
Here L is the original generator and L = L1 + L2 with L1, L2 assumed bounded as
operators. For instance, in the case of parallel KMC, L1, L2 will be imposed by the
domain decomposition of the lattice; see Figure 1.1.
Before we move on to the analysis, we need to address a last issue. Recall that
our main tool will be asymptotic expansions of the RER with respect to ∆t. We will
then use those to do comparisons for different ∆t, so it is important to first account
for the scaling of RER with respect to that parameter. The situation can be best
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illustrated by the worst-case scenario, when the order of the local error between two
Markov semigroups, QA∆t, Q
B
∆t, is equal to one.
Lemma 4. Let LA, LB be bounded generators of Markov processes, LA 6= LB, with
corresponding transition probabilities QA∆t, Q
B
∆t . Then,
H(QB∆t|QA∆t) = O(∆t).
Proof. The proof follows the ideas in Theorem 7. The argument is provided in Ap-
pendix A.2.2.
Remark 5. Using Lemma 4, we can readily see that given an operator splitting
scheme Q∆t that approximates the exact P∆t, we expect a scaling at least of the type
H(Q∆t|P∆t) = O(∆t). To correct for the ∆t scaling, we will instead work with a
∆t-normalized RER. That is, we redefine the RER as
H(Q∆t|P∆t):= 1
∆t
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
Q∆t(σ, σ
′)
P∆t(σ, σ′)
)
. (1.32)
We wish to use the RER (see (1.32)) to study the long-time loss of information
between Q∆t and P∆t. However, in the case of parallel KMC, those are difficult to
calculate explicitly, hence we turn to asymptotic expansions instead. We will see
that the terms in those expansions depend on the transition rates and, under suitable
ergodic assumptions, can be estimated during the simulation.
1.4 RER analysis for parallel KMC
We will now study an example from a class of interacting particle systems, limiting
our discussion to the Lie and Strang splittings. Given two states σ, σ′ ∈ S and x lattice
site, σ(x) ∈ {0, 1}, we have that the transition rates q are
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q(σ, σ′) =

q(σ, σx) > 0, σ′ = σx,
0, otherwise.
(1.33)
The rates in (1.33) provide a particular example of an adsorption/desorption system.
Other mechanisms can be incorporated into (1.33), such as diffusion or reactions with
multiple components or with particles that have many degrees of freedom [5].
Given a lattice Λ with N sites, we are interested in simulating the process σt =
{σt(x) : x ∈ Λ} in parallel with an operator splitting method, so we apply the ideas
in Section 1.1.2 to that end. We first decompose the lattice into nonoverlapping
sublattices (see Figure 1.1) and this induces a decomposition of the generator into
new generators L1, L2 as in (1.18). Then, for any T > 0, the adsorption/desorption
system can be simulated in [0, T ] using the parallel KMC algorithm. From the short-
time error analysis, we can control the error by computing the commutator, C(·, ·),
and the order of the local error that corresponds to the operator splitting scheme
we use. For example, we know that for the Lie splitting that order is p = 2 and
C(σ, σ′) = [L1, L2]δσ′(σ)/2 (see Lemma 2 and (1.12)). By using the properties of the
generators L1, L2 along with our assumption in (1.33), we can show that
C(σ, σ′) = [L1, L2]δσ′(σ)/2 =
1
2
∑
x,y∈Λ
f1(x, y;σ)δσ′(σ
x,y)− f2(x, y;σ)δσ′(σx)
− 1
2
∑
x,y∈Λ
f3(x, y;σ)δσ′(σ
y),
(1.34)
where f1, f2, and f3 only depend on the transition rates q. We recall here that σ
x,y
stands for the resulting state σ′ after a spin-flip of an initial state σ at lattice sites
x, y, x 6= y. A full description of the above formula along with a proof can be found
in the appendix.
Remark 6. Formula (1.34) for the Lie commutator has two important properties.
First, it is computable for any pair (σ, σ′) ∈ S×S as it only depends on the transition
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rates q. Second, it is surely equal to zero if σ′ 6= σx,y and σ′ 6= σx for all x, y ∈ Λ, x 6= y,
due to the δσ′ appearing in the different sums. We will also see that the sum in (1.34)
needs to be evaluated only for the neighboring lattice sites x, y that are not both in
the same group. For instance, in Figure 1.1, we would only need to evaluate the sum
over the green boundary regions of every sublattice, which makes the computation
of the commutator much simpler (see Remark 8 for a complexity analysis). Those
properties hold for commutators of other operator splitting schemes too; see [4] and
Section 1.7.
To study the asymptotic behavior of the RER, we will need to quantify the de-
pendence of various combinations of P∆t and Q∆t to ∆t. To this end, we use the
following facts, both of which stem from Lemma 2:
P∆t(σ, σ
′)−Q∆t(σ, σ′) = C(σ, σ′)∆tp + o(∆tp), (1.35)
P∆t(σ, σ
′) +Q∆t(σ, σ′) = 2δσ′(σ) + 2q(σ, σ′)∆t+ o(∆t) (1.36)
= 2Q∆t(σ, σ
′) + C(σ, σ′)∆tp + o(∆tp). (1.37)
We are now able to write an asymptotic result for RER for the Lie and Strang operator
splittings in parallel KMC under the assumption in relation (1.33).
Theorem 7. Let ∆t ∈ (0, 1) and σn∆t on the lattice Λ with transition probability
P∆t(σ, σ
′) = eL∆tδσ′(σ) for σ, σ′ ∈ S. Then, let L1 +L2 be a splitting of L based on a
decomposition of the lattice Λ. Assuming that property (1.33) holds for the rates, if
there exists a state σ ∈ S and lattice sites distinct x, y such that the Lie commutator
C(σ, σx,y) 6= 0, we have that
H(QLie∆t |P∆t) = O(∆t1) (Lie). (1.38)
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Similarly, if there exists a state σ ∈ S and distinct lattice sites x, y, z such that
C(σ, σx,y,z) 6= 0,
H(QStrang∆t |P∆t) = O(∆t2) (Strang). (1.39)
Proof. We will first show the result for the Lie case and then note the differences in
the proof for the Strang case. Thus, we denote QLie∆t by Q∆t and µLie by µ∆t and
consider a ∆t ∈ (0, 1). As we wish to construct an asymptotic expansion for the
RER in (1.32), we first need to expand the logarithm. Given a positive x and by the
definition of tanh−1,
log(x) = 2atanh
(
x− 1
x+ 1
)
= 2
∞∑
k=0
1
2k + 1
(
x− 1
x+ 1
)2k+1
. (1.40)
This expansion of the logarithm converges for every x > 0, as can be seen by applying
the root convergence test. Thus, expanding the logarithm part of the RER, we get
∆t ·H(Q∆t|P∆t) =− 2
∑
σ,σ′
µQ(σ)Q∆t(σ, σ
′)
P∆t(σ, σ
′)−Q∆t(σ, σ′)
Q∆t(σ, σ′) + P∆t(σ, σ′)
(1.41)
+ 2
∑
σ,σ′
µQ(σ)J(∆t;σ, σ
′),
J(∆t;σ, σ′) := Q∆t(σ, σ′)
∞∑
k=1
1
2k + 1
(
Q∆t(σ, σ
′)− P∆t(σ, σ′)
Q∆t(σ, σ′) + P∆t(σ, σ′)
)2k+1
. (1.42)
We will study the asymptotic behavior of both parts of the RER in (1.41). First,
applying (1.36) to the denominator of the fraction in (1.41) and carrying out the
simplifications, we have
∆t ·H(Q∆t|P∆t) =− 2
∑
σ,σ′
µ∆t(σ) (P∆t(σ, σ
′)−Q∆t(σ, σ′) +G(∆t;σ, σ′))
+ 2
∑
σ,σ′
µ∆t(σ)J(∆t;σ, σ
′).
(1.43)
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Now, since Q∆t, P∆t are transition probabilities,
∑
σ′∈S P∆t(σ, σ
′)−Q∆t(σ, σ′) = 0 for
all σ ∈ S, and thus the corresponding part of (1.43) is zero. To progress, we need to
study the dependence on ∆t of J,G. First, for G in (1.43),
G(∆t;σ, σ′) =
(P∆t(σ, σ
′)−Q∆t(σ, σ′))C(σ, σ′)∆t2
(2Q∆t(σ, σ′) + ∆t2C(σ, σ′) + o(∆t2))
+ o(∆t2). (1.44)
To expose the dependence of the numerator of (1.44) to ∆t, we use (1.35) to get
G(∆t;σ, σ′) =
(C(σ, σ′))2
2Q∆t(σ, σ′) + ∆t2C(σ, σ′) + o(∆t2)
∆t4 + o(∆t2). (1.45)
We wish to show that G(∆t;σ, σ′) = O(∆t2). From the explicit form of the com-
mutator in (1.34) and Remark 6, we can see that we need to study G only in the
cases that σ′ = σx or σ′ = σx,y, given a state σ and lattice sites x, y, since other-
wise C(σ, σ′) = 0. Let us consider σ′ = σx,y. Since the order of the local error is
equal to two, from expansion (1.11) and the fact that LQ[δσx,y ](σ) = L[δσx,y ](σ) and
L[δσx,y ] = q(σ, σ
x,y) = 0 (see the property in (1.33)), we have
Q∆t(σ, σ
x,y) =
∆t2
2
L2Q[δσ′ ](σ) + o(∆t
2). (1.46)
Thus, applying (1.46) to the denominator of (1.45),
G(∆t;σ, σx,y) =
(C(σ, σx,y))2
∆t2 · (L2Q[δσx,y ](σ) + C(σ, σx,y)) + o(∆t2)
∆t4 + o(∆t2)
=
(C(σ, σx,y))2
L2Q[δσx,y ](σ) + C(σ, σ
x,y)
∆t2 + o(∆t2). (1.47)
By similar calculations, we can show that G(σ, σx) = O(∆t3), if C(σ, σx) 6= 0 for that
x ∈ Λ. Regardless, this would be a lower order, since ∆t < 1. Thus, G(∆t;σ, σ′) is
indeed of order ∆t2. Next, we will account for J(∆t;σ, σ′). If σ′ = σx,y, then
J(∆t;σ, σx,y) = Q∆t(σ, σ
x,y)
∞∑
k=1
1
2k + 1
(
Q∆t(σ, σ
x,y)− P∆t(σ, σx,y)
Q∆t(σ, σx,y) + P∆t(σ, σx,y)
)2k+1
. (1.48)
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Because Q∆t(σ, σ
x,y) = O(∆t2) and Q∆t(σ, σ
x,y)± P∆t(σ, σx,y) = O(∆t2), we get
J(∆t;σ, σx,y) = O(∆t2),
since, for σ′ = σx, J(∆t;σ, σx) = O(∆t4) and this is a lower order when ∆t < 1.
Therefore, H(Q∆t|P∆t) = O(∆t1). Note that all of the terms of the series in (1.48)
contribute a term of order ∆t2, so the coefficient of ∆t2 in the asymptotic expansion
of the RER will be a result of the summation of all those terms.
Finally, we discuss the differences in our argument for the proof of the Strang case.
First, the order of the local error for Strang is p = 3, so every time we use formula
(1.35) in the proof, we would introduce a term of order ∆t3 instead of ∆t2. Then,
using an expression for C(·, ·) similar to (1.34) but for the Strang case, we would show
that
J(∆t;σ, σx,y,z) = O(∆t3) = G(∆t;σ, σx,y,z)
for x, y, z ∈ Λ and x 6= y 6= z. This would then give the result for Strang.
1.4.1 Building biased a posteriori estimators for the RER
Theorem 7 shows that the long-time accuracy with respect to the RER of the two
operator spllitting schemes, Lie and Strang, scales with ∆t in the same way the global
error does. However, it also exposes the first terms in the asymptotic expansion of
the RER for Lie and Strang. Essentially,
H(QLie∆t |P∆t) = A∆t+ o(∆t), (1.49)
H(QStrang∆t |P∆t) = B∆t2 + o(∆t2), (1.50)
where A,B are the corresponding highest-order RER coefficients. Those have an
explicit form that depends on the system one wishes to simulate and the commuta-
31
tor C(σ, σ′) corresponding to the scheme. We focus on the case of the Lie operator
splitting, though similar comments can also be made for Strang. For systems with
transition rates satisfying the property in (1.33), the highest-order coefficient A ap-
pearing in (1.49) has the form
A =
∑
σ
µLie(σ)
∑
x,y∈Λ
CLie(σ, σ
x,y)FLie(σ, σ
x,y), (1.51)
where CLie is the Lie commutator (see (1.12)) and FLie is a quantity that depends on
the splitting (see (A.1) and (A.3) in the appendix for examples on how this F can look
for different splittings). Both C and F can be expressed in terms of the transition rates
of the process q, i.e., they are computable for any state σ and x, y ∈ Λ. Therefore,
A in (1.51) can be estimated via an ergodic average when simulating with the Lie
scheme and hence, for small ∆t, H(QLie∆t |P∆t) ' A∆t.
At first glance, computing coefficient (1.51) involves work that scales with the
size of the lattice. However, it was shown in Lemma 5.15 of [4] that the commutator
only depends on the boundary regions between sublattices (see Figure 1.1). We will
continue this discussion in Section 1.5, where we consider an adsorption-desorption
system. We will also see that, apart from a comparison of the schemes in terms of
the long-time loss of information, the estimators of RER can also be of use in tuning
parameters of the scheme (∆t, domain decomposition, etc.). We will then consider
the behavior of the RER when simulating other systems in Section 1.7.
1.5 Error versus communication and time-step selection
In this section, we explore the balance between numerical error and processor
communication in parallel KMC, in the context of a specific example. Let us assume
a bounded 2D lattice, Λ ⊂ Z2 with 100 × 100 sites. At each site x, we have a spin
variable, σ(x) ∈ Σ = {0, 1}, with σ(x) = 0 denoting an empty site and σ(x) = 1
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an occupied one. Our model in this case is going to be an adsorption-desorption
one, although the analysis would similarly apply for other mechanisms (diffusions,
reactions, etc.; see [5] for more details). The transition rates we will use correspond
to spin-flip Arrhenius dynamics. Given a lattice site x, we may also define the nearest-
neighbor set Ωx = {z ∈ Λ : |z − x| = 1}. The transitions rates are then
q(σ, σx) = q(x, σ) = c1(1− σ(x)) + c2σ(x)e−βU(x), (1.52)
U(x) = J0
∑
y∈Ωx
σ(y) + h, (1.53)
where c1, c2,−β, J0, and h are constants that can be tuned to generate different
dynamics. We recall that σx denotes the result of a spin-flip at lattice position x
if we start from state σ. Note that the transition rates (1.52) have the property
(1.33). When considering a jump from σ to σx, q only depends in the spin values
of the sites close to x (through U(x)). Since transitions are localized, we can thus
employ a geometrical decomposition of the lattice, as described in Section 1.1.1, and
simulate the system in parallel. To accomplish this, we used Sandia Labs’ SPPARKS
code, a kinetic Monte Carlo simulator [56].
From Table 1.1 and Remark 8, we can see that the cost of computing quantities
that depend on the commutator scales as O(N) for an N ×N lattice. As the highest-
order coefficients of the RER also depend on the commutator (see Section 1.4.1),
those also scale as O(N). We can take advantage of the knowledge of the scaling by
defining a per-particle RER (pp-RER). That is,
Hpp(Q∆t|P∆t):= 1
N
H(Q∆t|P∆t). (1.54)
This way, setting a tolerance for the pp-RER will have the same meaning across
different system sizes. We confirmed that O(N) is the right scaling of the pp-
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Figure 1.3. Logarithmic scale: Comparison between ∆t and the estimate of the pp-
RER for Lie and Strang. Estimates for the constants A,B come from the simulation
of a 2D Ising model on a 100× 100 lattice with final time T = 1000. Simulation was
done in parallel with SPPARKS.
RER with respect to system size via simulation, as we saw that for increasing N ,
Hpp(Q∆t|P∆t) ' o(1).
To estimate the top-order coefficients of the pp-RER expansion, we simulated the
system until convergence to the stationary distribution was established. After that,
every sample simulated by SPPARKS [56] was used to calculate the estimates. Note
that, in this case, we show an overestimate of B, so results for the Strang splitting
will be even better than the ones presented in Figure 1.3. It is possible to get an
estimator that converges to the exact value of B by adding all of the positive terms
in L3S[δ
′
σ](σ) to the denominator of (A.5). Figure 1.3 illustrates the difference in long-
time accuracy between the two splittings. Since this is a logarithmic plot, most of
the difference is made by Strang having a different order than Lie.
Remark 8 (on the efficiency of computing the highest-order coefficients of the ex-
pansion of the RER for the Lie and Strang operator splittings.). In the case of a
checkerboard decomposition of the lattice (see Figure 1.1), we can calculate in exactly
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Table 1.1. Upper bounds (normalized by lattice size) on the number of lattice sites
we need to evaluate the transition rates at in order to calculate the commutator
for each operator splitting, assuming that a checkerboard decomposition into m2
sublattices of an N × N lattice is used, as in Figure 1.1. The commutator also
encodes the cost of communication between the processes. As N grows, the cost
of communication is smaller, as the processes spend more time simulating on the
sublattices than updating each others’ boundaries.
Lie Strang
Upper bound of the commutator cost
(normalized by number of sites, N2) 2(m+ 1)/N 6(m+ 1)/N
0.00 0.02 0.04 0.06 0.08 0.10 0.12
Tolerance
0
1
2
3
4
5
6
7
8
∆
t
Lie
Strang
Figure 1.4. Comparison between tolerance and ∆t. The difference in order of the
pp-RER between the two splittings allows for a larger splitting time step ∆t given a
fixed tolerance. This is similar to the behavior of the error in [4], although the RER
allows us to make this statement for T  1.
how many sites we need to evaluate the rates in order to calculate the commutator.
However, for our purposes, upper bounds will be more appropriate. Table 1.1 offers a
comparison of those bounds when we decompose an N×N lattice into m2 sublattices,
assuming nearest neighbor interactions. Notice that the cost is larger for Strang due
to the complexity of the corresponding commutator.
On a more practical note, a user of a splitting scheme may instead like to see
the flipped relationship. That is, given a fixed tolerance, what is the maximum
time window during which the simulation can run asynchronously? If we interpret
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
% of total time devoted to communication between processes
Lie, ∆t=0.02
Strang, ∆t=0.7
Lie, ∆t=0.02
Strang, ∆t=0.7
N=500
N=100
Figure 1.5. Percentage of time each scheme devotes to communication in a fixed
time interval, [0, T ], for a square N×N lattice when simulating an Ising-type system,
using four processes and for T = 3000. Note that for the ∆t considered, the pp-RER
tolerance is 10−3 for both schemes. Due to the considerably smaller step size of the Lie
scheme, a larger chunk of time is devoted to communication. This is more apparent
in the case of a moderately small lattice, N = 100, where the time spent updating the
other processes is over 60% of total time. Communication cost is more severe when
N is smaller. By Remark 8, as N grows, communication should take less of the total
time, as the processes spent more time simulating than updating their boundaries.
tolerance as a fixed value of Hpp(Q∆t|P∆t) during the simulation, then the relationship
with ∆t is the one in Figure 1.4. There we can see that if our error tolerance with
respect to the pp-RER is 10−3, then any ∆t smaller than 0.7 works for the Strang
splitting. To get within the same tolerance with Lie, ∆t has to be less than 0.02, a
substantially smaller step-size for parallel computations. As is expected, a smaller
step-size comes with larger communication cost and thus a longer computation for
the same tolerance. This can be seen in Figure 1.5.
Remark 9. Figures 1.4 and 1.5 illustrate the very practical consequences of the the-
ory. Interest in highly accurate splitting schemes in PL-KMC stems from a tolerance-
versus-communication point of view. A user of such a scheme would like for it to be
as accurate as possible; therefore the step size, ∆t, should be relatively small. How-
ever, for the scheme to be efficient, ∆t should be large enough for every processor
to have a substantial amount of work to do before communications are in order. A
good balance can be reached in between and a scheme that is more accurate allows
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for a larger ∆t while holding the same error tolerance. Given that the RER captures
long-time behavior, this is an important comparison between the schemes.
1.5.1 The pp-RER as an efficient diagnostic quantity for parallel KMC
The discussion above about the pp-RER, (1.54), suggests the use of these esti-
mates as efficient diagnostic quantities for comparing schemes. As discussed in the
previous section, we can infer the scaling of the top-order coefficient of the RER by
the properties of the commutator. Consequently, we can “normalize” the RER (as
in (1.54)) by that scaling to derive a similarity measure that does not depend on sys-
tem size. This is significant as it allows practitioners to compare schemes and tune
parameters (∆t, domain decomposition, etc.) on a system of smaller size and thus
avoid further slowing down of the target simulation, which is crucial for complicated
systems. Overall, our approach can be viewed as a diagnostic tool that allows us to
compare different parallelization schemes based on operator splitting.
1.6 Some connections with model selection and information
criteria
The interacting particle system application considered in Section 1.5 allows us to
look at the RER via a statistical lens. The goal is to compare two models, Q1∆t, Q
2
∆t,
of the actual distribution P∆t by utilizing simulated data. From this standpoint,
our methodology is nothing more than model selection. There is an abundance of
literature toward tackling the comparison of different models, given a sufficiently large
amount of data. A prominent example is the use of information criteria in the model
selection literature, like Akaike [2] and Bayesian [3]. Those provide estimates for
the information lost compared to a given data set by using one approximate model
instead of another, without requiring knowledge of the true model.
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The approach in this work is very similar in nature. As stated before, motivated
by Theorem 7, we can express the RER in each case as
H(Qi∆t|P∆t) = Ai∆tpi + o(∆tpi), pi ≥ 1, i ∈ {1, 2}.
For instance, in the case of the Lie splitting, A1 = A as defined in (A.1), p1 = 2, and
for Strang A2 = B, p2 = 3, as defined in (A.3). Given simulated data and for a small
fixed ∆t, we can estimate the coefficients Ai. Comparison of the schemes can now be
done through
H(Q1∆t|P∆t)−H(Q2∆t|P∆t) = A1∆tp1 − A2∆tp2 + o
(
∆tmin(p1,p2)
)
. (1.55)
The difference A1∆t
p1 −A2∆tp2 shares the properties of the information criteria pre-
viously mentioned while also introducing some new ones:
1. It is a computationally tractable quantity.
2. It compares the schemes in terms of long-time information loss (through p1, p2).
3. It takes into account communication cost of each scheme (through A1, A2 and
associated commutators).
Thus, as an information criterion, RER differences like in (1.55) offer a different
perspective through which to pick a splitting scheme over another. A new element in
our approach, compared to the earlier vast literature on information criteria, is the
use of RER instead of the standard relative entropy. Using RER allows us to compare
stochastic dynamics models and in a data context, correlated time series.
1.7 Generalizations, connectivity, and relative entropy rate
Up to this point, we have analyzed the RER with respect to the leading order in
∆t for the case of a stochastic particle system (see Theorem 7). In this section, we
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study the RER in a more general setting and illustrate that it captures important
details about the system and the scheme. We will also see how the order of the RER
can change depending on those details, resulting in some cases in schemes of higher
accuracy. We showcase this with a simple Markov chain example in Section 1.7.1.
Definition 10 (restriction of a generator). Let us have a set A with A ⊂ S × S and
L be an infinitesimal generator of a Markov process with associated transition rates
q. Then, the restriction L|A of L is defined as
L|A[f ](σ) =
∑
σ′∈S
qA(σ, σ
′) (f(σ′)− f(σ)) , σ ∈ S, (1.56)
where qA(σ, σ
′) = q(σ, σ′) ·χA(σ, σ′), χA is the characteristic function of set A, and f
is a continuous and bounded function on the state space S.
We assume that the operator L is split into L1, L2 and that both are restrictions
of L. Note that Definition 10 is general enough to include the splittings used in PL-
KMC. For example, the generators L1, L2 in (1.18) are precisely of that form, with
the groups Gi playing the role of the sets “A.”
Before we can construct an asymptotic estimate for the RER, we need to first
introduce some of the tools we will use. Let σ, σ′ be states of a CTMC on a countable
state space and let q be the associated transition rates. Then, a path ~z = (z0, . . . , zn)
from σ to σ′ is a finite sequence of distinct states zi such that z0 = σ, zn = σ′, and∏n
i=0 q(zi, zi+1) > 0. The length of a path will be denoted by |~z| = |(z0, . . . , zn)| = n
and we will use Path(σ → σ′) for the set of all paths from σ to σ′. Thus, we are now
able to define a distance between states by looking at the length of the shortest path
that connects them.
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Definition 11 (distance between states). Let q be the transition rates of a CTMP
over a countable state space S. Then, let σ, σ′ ∈ S, σ 6= σ′. The distance dq between
the two states is defined as
dq(σ, σ
′) := min {|~z| : ~z ∈ Path(σ → σ′)} . (1.57)
In the case that the two states are disconnected, i.e., Path(σ → σ′) = ∅, then
d(σ, σ′) = +∞. Given those distances, one can also define the diameter of the space
as
diam(S) = max
(σ,σ′)∈S×S
{d(σ, σ′)}.
This notion of distance comes from graph theory and is known as the geodesic
distance. When there is no ambiguity concerning the transition rates used, we will
drop the q from the notation, using d instead of dq. d is not a metric in the classical
sense, since it does not have to be symmetric, that is, d(σ, σ′) 6= d(σ′, σ) in general.
However, it satisfies the triangle inequality. In addition, the distances depend only on
the transition rates, i.e., they are time independent. We will refer to those distances
as the connectivity of the state space for the Markov chain with transition rates q.
The importance of using such a distance can be seen in the following result concerning
compositions of the infinitesimal generator L.
Lemma 12. Let L be an infinitesimal generator of a Markov process, with corre-
sponding transition rates q, and let σ′ be some state of the process. Then,
{σ : Ln[δσ′ ](σ) 6= 0} ⊆ {σ : d(σ, σ′) ≤ n} = Bn(σ′).
Proof. The proof is by induction. The argument can be found in the appendix.
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In other words, for a fixed state σ′, if d(σ, σ′) > n, then Ln[δ′σ](σ) = 0. The set
Bn(σ
′) contains all states that are connected with σ′ with n − 2 or less in between
states. We will also use the notation Sn(σ
′) := {σ : d(σ, σ′) = n}.
Since our primary interest is in studying approximations based on splitting our
generator L to L1, L2, it makes sense to have an extension of the previous result
to compositions of L1, L2. The following lemma is the generalization of Lemma 12
to compositions of restrictions. We will use the notation Lk|A to denote the kth
composition of generator L, where, instead of the original transition rates, we use qA.
Lemma 13. Let us have the state space S and S×S = A∪B,A∩B = ∅, along with
generators L1 = L|A, L2 = L|B. We fix σ′ ∈ S and k,m ∈ N. Then,
{
σ : Lk1 [L
m
2 [δσ′ ]] (σ) 6= 0
} ⊆ {σ : d(σ, σ′) ≤ k +m}.
Proof. The proof is an induction argument similar to that of Lemma 12; see supple-
mentary materials in the appendix.
Lemma 13 can be simply extended to more complicated compositions by the use
of similar arguments. Thus, if every composition of L1, L2 is controlled in the sense
of Lemma 13, then it is not difficult to see that the same control holds for collections
of them of the same order, i.e., if we fix σ′ ∈ S and k ∈ N,
{σ : LkQ[δ′σ](σ)} ⊆ {σ : d(σ, σ′) < k}. (1.58)
We can use restrictions of generators as building blocks for splitting schemes.
A point often made in this work is the importance of the commutator in studying
those schemes. Thus, it makes sense to have a relation between connectivity and the
commutator.
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Lemma 14 (support of the commutator). Let L be the generator of a Markov pro-
cess and L1, L2 restrictions of that generator. Let also ∆t > 0. Then, assume Q∆t
is an approximation of P∆t by using a splitting scheme of order p with associated
commutator C. Then, for fixed σ′ ∈ S,
{σ : C(σ, σ′) 6= 0} ⊆ {σ : d(σ, σ′) ≤ p}.
Proof. In Lemma 2, we defined the commutator as C(σ, σ′) = (Lp − LpQ)δσ′(σ).
From Lemma 12, we have that if d(σ, σ′) > p, then Lp[δ′σ](σ) = 0 and from (1.58),
LpQ[δ
′
σ](σ) = 0. This gives the result.
When the state space is finite, as in the case of stochastic particle systems on
finite lattices, then the commutator C is a matrix indexed by the different states.
An implication of Lemma 14 is that there is a reordering of the rows/columns that
turns C into a banded matrix. Regardless, we can now prove a general result for the
asymptotics of the RER.
Theorem 15. Consider ∆t ∈ (0, 1) and let P∆t(σ, σ′) = eL∆tδσ′(σ), Q∆t(σ, σ′) be an
approximation of P∆t based on a splitting scheme with L1, L2 restrictions of the gen-
erator L and µ∆t the stationary measure corresponding to Q∆t. Then, if the splitting
scheme is of order p, we define the bounded diameter of the state space as kˆ,
kˆ = min{diam(S), p} = min{max
σ,σ′
{d(σ, σ′)}, p}.
Then, if C(σ, σ′) 6= 0 for at least one pair σ, σ′ ∈ S such that d(σ, σ′) = kˆ, we have
that
H(Q∆t|P∆t) = O(∆t2p−(kˆ+1)).
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Proof. The proof of this theorem is the generalization of the argument given for
Theorem 7. Picking up from formula (1.45),
J(∆t;σ, σ′) =
(C(σ, σ′))2
2Q∆t(σ, σ′) + ∆tpC(σ, σ′) + o(∆tp)
∆t2p + o(∆t2p−kˆ). (1.59)
Our goal is to show that J(∆t;σ, σ′) = O(∆t2p−kˆ) for some (σ, σ′) and that this is
the highest order attainable. Next, let us have (σ, σ′) ∈ S × S such that d(σ, σ′) = kˆ.
Then, from (1.11) and (1.58), we have that
Q∆t(σ, σ
′) =
∞∑
k=kˆ
LkQ[δσ′ ](σ)
k!
∆tk = O(∆tkˆ), ∆t ∈ (0, 1]. (1.60)
Thus from (1.59) and (1.60), we can expose the first term of the asymptotic expansion
of F as
J(∆t;σ, σ′) =

(C(σ, σ′))2
2LkˆQ[δσ′ ](σ)/k!
∆t2p−kˆ + o(∆t2p−kˆ), kˆ < p,
(C(σ, σ′))2
2LkˆQ[δσ′ ](σ)/k! + C(σ, σ
′)
∆tp + o(∆tp), kˆ = p.
(1.61)
Next, we need to address the contribution of the rest of the expansion used (see
the proof of Theorem 7), that is,
G(∆t;σ, σ′) = Q∆t(σ, σ′)
∞∑
k=1
1
2k + 1
(
Q∆t(σ, σ
′)− P∆t(σ, σ′)
Q∆t(σ, σ′) + P∆t(σ, σ′)
)2k+1
.
If kˆ < p, then G(∆t;σ, σ′) = O(∆t3p−2kˆ), which are lower-order terms given that
∆t ≤ 1. However, if kˆ = p, G(∆t;σ, σ′) = O(∆tp) and in fact every term of the series
in G is of that order.
Finally, H(Q∆t|P∆t) can never have higher order than p−1, as that would require
(σ, σ′) such that d(σ, σ′) > p+ 1 and then C(σ, σ′) = 0 (from Lemma 14).
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The assumption on the commutator in Theorem 15 is simple to check for parallel
KMC, as we can write down the commutator C(σ, σ′) explicitly. For example, for Lie,
C(σ, σ′) is given by (1.34), so checking the assumption is just a matter of calculation.
Additionally, to find the bounded diameter kˆ = min{diam(S), p}, it is sufficient to
have lower bounds for the diameter, diam(S), as the order of the local error of the
scheme, p, will typically be much smaller. Example 1.7.1 shows a case where p is
close to diam(S) and the implications this has for the RER.
1.7.1 Markov chain example
In order to illustrate the connectivity-RER relation, we are studying a simple
example where we can compute the RER and all related quantities explicitly, either
by hand or by any symbolic algebra system. All calculations of the RER in this
example are not from sampling but by using definition (1.22).
We study the case of a Markov process with transition rate matrix, Q and diam(S) =
2. We consider a positive ∆t, ∆t < 1, and
Q =

−3 1 2
3 −4 1
1 0 −1
 .
Given this, we can calculate the transition probability matrix of the Markov chain as
the matrix exponential of Q, P∆t(σ, σ
′) = exp(∆tQ)δσ′(σ). Our system has diameter
equal to two since Q3,2 = 0 but Q3,1 · Q1,2 6= 0. We can construct approximations
of P∆t by splitting Q into components A,B with Q = A + B, similarly to how we
expressed the generator L as L1 + L2. One way to do this is
A =

−3 1 2
3 −4 1
0 0 0
 , B =

0 0 0
0 0 0
1 0 −1
 .
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Thus, one approximation of exp(Q∆t) could be exp(A∆t) exp(B∆t), which corre-
sponds to the Lie splitting. From Theorem 15, since diam(S) = p = 2, we expect
H(QLie∆t |P∆t) = O(∆t1). This is indeed the case, as
H(QLie∆t |P∆t) ' 0.124∆t− 0.0566∆t2 +O
(
∆t3
)
.
The use of ' comes from a truncation of the coefficients to three significant digits.
We can work similarly with the Strang splitting, now using exp(A∆t/2) exp(B∆t) ·
exp(A∆t/2) as the approximation to P∆t. The local order of the Strang splitting is p =
3, so we expect that H(QStrang∆t |P∆t) = O(∆t2·3−3) = O(∆t3) (see Theorem 15). This
can be readily demonstrated by a calculation of the RER, followed by the derivation
of its asymptotic expansion:
H(QStrang∆t |P∆t) ' 0.0279∆t3 + 0.000672∆t4 +O
(
∆t5
)
.
1.8 Quantifying information loss in transient regimes
In this last section, we consider the case where we wish to study the performance
of the operator splitting scheme in a transient regime, before convergence to the
stationary distribution takes place. Note that in the proofs of Theorems 7 and 15, we
derived the asymptotic expressions of the various quantities without referring to the
stationary measure µ∆t. Therefore those results do not depend on the choice of the
sampling measure. That is, with the assumptions of Theorem 15 and ν a probability
distribution on the state space SM such that ν(σ) > 0 for all states σ, then
Hν(Q∆t|P∆t) =
∑
σ∈SM
ν(σ)Q∆t(σ0, σ1)
Q∆t(σ0, σ1)
P∆t(σ0, σ1)
= O(∆t2p−kˆ). (1.62)
Therefore, the order of the RER is independent of the sampling measure. As a result,
we gain Theorem 16, an extension of Theorem 15 to transient time regimes.
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Theorem 16. With the assumptions of Theorem 15 for the RER, we have that for
any T > 0
R(Q0:T |P0:T )
T
=
R(µ0|ν0)
T
+O
(
∆t2p−kˆ
)
. (1.63)
Theorem 16 is implied by the decomposition of the relative entropy in terms of
rates that depend on νi (first discussed in Section 1.2). If M is a positive integer, ∆t
is the scheme’s time step, and T = M∆t, then
R(Q0:T |P0:T ) = R(µ0|ν0) +
M∑
i=1
Hνi(Q∆t|P∆t). (1.64)
Proof of Theorem 16. From (1.62) we have that the order of the RER does not depend
on the sampling measure ν, as long as ν(σ) > 0 for all σ. Therefore, Hνi(Q∆t|P∆t) =
O(∆t2p−kˆ) for i = 1, . . . ,M . This, combined with (1.64), implies the result.
Therefore, our results about the RER are applicable for parallel KMC even for
practitioners that are interested in simulating the dynamics in the transient regime.
Remark 17 (RER versus pathwise relative entropy). In Section 1.2, we saw that, in
the stationary regime, we can relate the pathwise relative entropy with the RER via
R(Q0:T |P0:T ) = TH(Q∆t|P∆t) +R(Q∆t|P∆t).
In this section, we connected the RER with the relative entropy for transient regimes
by using relation (1.64). Ultimately, those relations motivate the use of the RER as
an information criterion in place of the pathwise relative entropy, but there are other
advantages too:
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1. The RER does not depend on the length of the simulated path. Additionally, it
can be estimated from a single path, while the pathwise relative entropy requires
several.
2. For large T , the relative entropy and RER encapsulate the same amount of
information about the similarity of Q∆t and P∆t.
1.9 Conclusions
We introduced the RER, i.e., path-space relative entropy per unit time, as a means
to quantify the long-time accuracy of splitting schemes for stochastic dynamics and
in particular parallel KMC algorithms. We demonstrated, using a posterirori error
expansions, the dependence of RER on the following elements: the local error analysis
of the splitting schemes captured by the operator commutators; the local error order
p and the splitting time step ∆t, which in the case of Parallel KMC controls the
asynchrony between processors; and the diameter of the graph associated with the
approximated Markov jump process.
Based on this analysis, we showed that RER defines a computable path-space
information criterion that allows us to compare, select (and possibly design) different
splitting schemes, taking into account both error tolerance (e.g., accuracy of the
scheme) and practical concerns such as asynchrony and processor communication
cost. It is also appropriate to think of the RER as a diagnostic quantity that can be
estimated on systems of smaller size and consequently be used to compare schemes
and tune parameters without slowing down the target simulation.
Finally we note that numerical analysis of stochastic systems is typically concerned
with controlling the weak error for observable functions φ,
sup
0≤n≤N
|EP0:T [φ(X(n∆t))]− EQ0:T [φ(Xn)]| , (1.65)
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where Xn represents the approximate chain and X(n∆t) the ∆t-skeleton chain of the
exact process, T = M ·∆t. However, our results measure the information loss on path
space between the approximate chain and the ∆t-skeleton chain of the exact process,
using RER. Controlling RER also implies upper bounds for observables at long times,
using uncertainty quantification information inequalities developed in [22, 36]. We
also showed how those results can be extended to finite-time regimes.
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CHAPTER 2
INFORMATION METRICS FOR QUANTIFYING LOSS
OF REVERSIBILITY IN PARALLELIZED KMC
In this chapter1, we study operator splitting schemes for PL-KMC from the point of
view of time-reversibility. Although the original Markov Process can satisfy the detailed
balance condition, the approximating process simulated by PL-KMC will not. This is due to
the time discretization as well as the domain decomposition and asynchronous computation
required for efficient simulation. We propose the entropy production rate (EPR) as a tool
that: 1. captures the loss of time-reversibility for an operator splitting scheme, 2. is an a
posteriori quantity that can be estimated during the parallel simulation and 3. can be used
to discriminate between the performance of a variety of schemes. We discuss the estimation
of the EPR on an adsorption-desorption example simulated with Sandia Labs’ SPPARKS
code. For this example, we also compare the loss of reversibility if we change the domain
decomposition from blocks to stripes. We notice that stripes tend to behave better but also
cost more in terms of computer memory.
2.1 Background on Parallel Lattice KMC
Parallel Lattice KMC is an approximation to the exact, but serial, simulation algo-
rithm. In implementations, it works by taking advantage of the spatial dependencies
between the different events. For example, in a model with finite range interactions,
the spins on two lattice sites can change with no error to the dynamics as long as the
1The contents of this chapter are published in the Journal of Computational Physics [28] and
appear here with permission.
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two are sufficiently far apart. Therefore, by decomposing the lattice into sub-lattices,
we gain an efficient alternative to serial KMC analogous to domain decomposition
methods in parallel algorithms for partial differential equations.
Figure 2.1. Checkerboard decomposition of a rectangular lattice into sub-lattices.
Because each site’s transition depends on the information from the nearest neighbors,
transitions in sub-lattices of the same color are independent. White sub-lattices can
be simulated asynchronously in time, while keeping the states in the red ones frozen.
When the stochastic time reaches ∆t, information is shared with the red sub-lattices
about the state of the boundary regions (here only shown for the first sub-lattice).
A new insight provided in [5] was that parallel algorithms, such as the one de-
scribed in Figure 2.1, can be formulated as operator splitting schemes. This con-
nection allows for the design, error quantification, and performance analysis of such
algorithms [4]. Specifically, this approach allows for an observable-focused error anal-
ysis, through which a practitioner can pick both the scheme class and specific param-
eters that fit the computational needs. Additionally, it formalizes the dependence of
the error on the decomposition of the lattice and on the splitting time step, ∆t, for
bounded time intervals. Finally, it also allows to study the long-time behavior of the
schemes and provides long-time error control in the recent work [26].
To begin, we pick a positive operator splitting time step ∆t. If we were to simulate
a Continuous Time Markov Chain (CTMC) via the serial KMC algorithm, then the
corresponding transition probability of the process jumping from a state σ to a state
σ′, σ, σ′ ∈ S, in time t would be
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Figure 2.2. Stripe decomposition of a rectangular lattice into sub-lattices. Com-
pared to Figure 2.1, now each processor needs to store more information before the
runs can take place. However, if we fix the width of the blocks, then the boundary
regions (here only shown for the first sub-lattice) will shrink, can lead to less error
per time step [4, 26]. Considering a block decomposition with smaller block width is
possible, but there are limits to how small the width can be while still preserving the
efficiency of the parallel algorithm [4]. This can also be seen in Figure 2.3.
Pt(σ, σ
′) = P (σt = σ′|σ0 = σ) = etLδσ′(σ). (2.1)
In (2.1), δσ′ is a Dirac probability measure, centered at state σ
′, and L is the generator
of the process which, for bounded and continuous functions f , is defined as
L[f ](σ) :=
∑
σ′∈S
q(σ, σ′)(f(σ′)− f(σ)). (2.2)
The transition rates of the CTMC will be denoted by q(·, ·). In general, they are
tied to the system being modelled and are assumed to be known, see Appendix B.4
and B.5.
Since the approximate process will be a discretization with ∆t step size, we will
be comparing it against the ∆t-skeleton of the exact Continuous Time Markov Chain,
with transition probability P∆t(σ, σ
′) = e∆tLδσ′(σ). This is only done to simplify the
comparison and corresponds to sub-sampling the exact KMC, keeping only the states
every ∆t apart. Now, inspired by the Trotter product formula [60], i.e.,
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e∆tL = lim
n→∞
(
e∆t/nL1e∆t/nL2
)
,
we can write approximations to e∆tL by splitting the operator L into L1 + L2 (with
associated rates q1, q2). For example, two popular approximations are:
e∆tL 'e∆tL1e∆tL2 , (Lie) (2.3)
e∆tL 'e∆t/2L1e∆tL2e∆t/2L1 . (Strang) (2.4)
Throughout this work, we shall be using Q∆t to denote the transition probability
arising from approximations to e∆tL. We will also use µ∆t to denote the corresponding
stationary measure.
Although we consider a splitting into two operators, L1, L2, this is for the con-
venience of the reader. Occasionally, it is beneficial to split the generator L into
more than two parts, as is done in Sandia Labb’s SPPARKS code [56], where a 2D
simulation decomposes the lattice into four pieces instead of two. However, the error
analysis extends naturally to this case.
2.1.1 Local Error Analysis
Operator splitting approximations are equivalent to specific computational sched-
ules for Parallel Lattice KMC schemes [5]. For example, if we alternate between the
red and white groups in Figure 2.1, allowing each group to run only for ∆t, then that
is equivalent to using the Lie splitting (Equation (2.3)) to approximate e∆tL. If L is
a bounded operator, then we can write the semigroup as a series expansion,
e∆tL =
∞∑
k=0
∆tk
k!
Lk, (2.5)
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where Lk stands for the resulting operator after k compositions of L. We can also
write a representation for the various operator splitting schemes. For example, for
the case of the Lie splitting in (2.3) and by using the expansion in (2.5),
e∆tL1e∆tL2 =
(
I + ∆tL1 +O(∆t
3)
) · (I + ∆tL2 +O(∆t3))
= I + ∆tL+
∆t2
2
(
L21 + L
2
2 + 2L1L2
)
+O(∆t3)
(2.6)
Then, the representations in (2.5) and (2.6) allow us to study the local error between
P∆t and Q∆t:
P∆t(σ, σ
′)−Q∆t(σ, σ) = ∆t
2
2
[L1, L2]δσ′(σ) +O(∆t
3), (2.7)
where [L1, L2] is the Lie bracket of L1, L2, and is equal to L1L2−L2L1. Similarly, the
order of the local error p is equal to 2. Note that L1, L2 can be expressed in terms of
the transition rates, which implies that [L1, L2] is computable for any pair of states
(σ, σ′). A generalization of this idea is in Lemma 18.
Lemma 18 (Commutator and Order of Local Error). Let σ, σ′ be states, P∆t as in
Equation (2.1) and Q∆t: approximation of P∆t via a splitting scheme. Then, there is
a function C : S × S → R and an integer p, p > 1, such that
P∆t(σ, σ
′)−Q∆t(σ, σ′) = C(σ, σ′)∆tp +O(∆tp+1). (2.8)
C will be called the commutator and p is the order of the local error.
Equation (2.8) can be derived from the power series representations of P∆t, Q∆t,
as L is a bounded operator.
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In the context of Parallel KMC, the commutator term C = C(σ, σ′) captures the
error due to mismatches on the boundary regions between the different sub-lattices [4].
The operating assumption in this work is that all operators are bounded. This
allows us to represent the transition probabilities with power series and, subsequently,
to calculate the form of the commutators and of other quantities of interest (see
discussion in B.3). However, the present work could also be extended to the case of
unbounded operators [29, 33], where alternative representations for the semigroups
could be used for the error analysis. We are not handling such cases here, as the
Markov generators of stochastic particle systems are bounded operators [4].
2.2 Entropy Production Rate: an information criterion for
reversibility
Let us consider a discrete stochastic process Xn, n ∈ N. Then, Xn is time-
reversible if, for any m ∈ N
p(σ0, . . . , σm) = p(σm, . . . , σ0), (2.9)
where p(σ0, . . . , σm) = p(X0 = σ0, . . . , Xm = σ0), σi being states of the process. For
stationary Markov processes, the detailed balance condition (DB) is equivalent to
time-reversibility [38, Theorem 1.2]. If Xn has transition probability P and stationary
distribution µ, then DB requires that for all states σ, σ′ ∈ S,
µ(σ)P (σ, σ′) = µ(σ′)P (σ′, σ). (2.10)
Although the DB condition (2.10) is a useful analytical tool for the construction
of Markov Chains with a specific stationary distribution, we cannot apply it to quan-
tify the loss of reversibility for the systems we are interested in. In our context,
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P corresponds to the transition probability, Q∆t, of the scheme, which we do not
know explicitly, and µ = µ∆t would be the stationary distribution associated with the
scheme, which we can only access through sampling. In addition, due to the time-
discretization, domain decomposition, and asynchronous simulation associated with
the operator splitting scheme, we do not expect it to exactly satisfy condition (2.10).
Consider for example the case numerical schemes for SDEs [35], where the approxi-
mation can completely break down reversibility. In view of this, we wish to quantify
the loss of reversibility and connect it to the parameters of the scheme (lattice de-
composition, computation schedule, time step ∆t, etc.). Therefore, we need to look
for alternative ways to assess the loss of reversibility of the scheme.
Returning to the definition of time-reversibility in (2.9) with respect to paths, we
introduce an object from information theory, the entropy production (EP) associated
with P :
EP(P ) =
∑
σ0,...,σm
p(σ0, . . . , σm) log
(
p(σ0, . . . , σm)
p(σm, . . . , σ0)
)
, (2.11)
with the sum in Equation (2.11) being over Sm, S is the state space.
The EP is an example of a more general measure of similarity between distributions
known as the relative entropy (RE), or Kullback-Leibler divergence [18]. Given two
probability distributions, p1, p2, where p1 is absolutely continuous with respect to p2,
then the RE of p1 with respect to p2 is defined as
R(p1‖p2) :=
∫
log
dp1
dp2
dp1. (2.12)
The definition in (2.12) enjoys the properties of a divergence: 1. R(p1‖p2) ≥ 0 (Gibbs’
inequality), 2. R(p1‖p2) = 0 if and only if p1 = p2, p1 − a.e. However, RE is not a
metric in the strict sense, as it does not satisfy the triangle inequality and is not
symmetric in its arguments.
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From the second property of a divergence and (2.11), we can readily see that
EP(P ) = 0⇔ p(σ0, . . . , σm) = p(σm, . . . , σ0). (2.13)
Therefore, if Equation (2.13) holds for all m, then that implies time-reversibility. It is
because of this property of the EP that we will use it as a means to assess and quantify
how much a scheme Q∆t destroys reversibility. This idea was originally motivated by
tools in non-equilibrium statistical mechanics to understand long-time dynamics and
fluctuations in associated non-equilibrium steady states [49, 50, 42, 41, 25].
Calculating the EP, even for moderate m, can be computationally intensive. From
the definition in (2.11) we can derive an entropy rate that is independent of the
path length when the initial sampling distribution is the stationary. By the Markov
property, we can write the forward and backward path distributions as
p(σ0, . . . , σm) = µ(σ0)P (σ0, σ1) · · ·P (σm−1, σm),
p(σm, . . . , σ0) = µ(σm)P (σm, σm−1) · · ·P (σ1, σ0),
(2.14)
where µ is the corresponding stationary distribution. Then, using (2.14) in Equa-
tion (2.11) and carrying out the calculations leads to
EP(P ) = m ·
∑
σ0,σ1
µ(σ0)P (σ0, σ1) log
(
P (σ0, σ1)
P (σ1, σ0)
)
= m · EPR(P ). (2.15)
A formal statement and proof of (2.15) can be found in Lemma 37, B.1. The entropy
production rate (EPR) is defined for discrete time Markov processes as
EPR(P ) :=
∑
σ,σ′
µ(σ)P (σ, σ′) log
(
P (σ, σ′)
P (σ′, σ)
)
. (2.16)
A more general definition, applicable to continuous-time Markov processes, can also
be given, see [35] for an application in quantifying the loss of reversibility for numerical
schemes for SDEs.
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We will use the EPR to quantify the loss of reversibility of the schemes studied.
Given P , we can estimate the EPR in (2.16) by the Gallavotti-Cohen functional (as
done in [35]):
EPR(P ) = lim
N→∞
1
N
N∑
i=0
log
(
P (σi, σi+1)
P (σi+1, σi)
)
, (2.17)
where (σi, σi+1) are sampled according to µ(σ)P (σ, σ
′). The quantity on the right
hand side of Equation (2.17) is thus, under suitable ergodic assumptions, an unbi-
ased statistical estimator of the EPR, following the law of large numbers for Markov
chains. For a given scheme Q∆t with stationary distribution µ∆t, Equation (2.16)
thus becomes:
EPR(Q∆t) :=
1
∆t
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
Q∆t(σ, σ
′)
Q∆t(σ′, σ)
)
. (2.18)
Remark 19. In Equation (2.18), we normalize with the time step ∆t since the EPR
is a quantity defined as ”per unit time” (see also Equation (2.15)). This normaliza-
tion is also practically important, as we wish to consider comparisons of EPRs for
different time-steps ∆t. Finally, the same normalization was considered for the RER
in previous work [26, Remark 4.2] and Equation (2.22).
The EP can also be seen as an information criterion for operator splitting schemes.
Consider two schemes, Q1∆t, Q
2
∆t that approximate the same exact P∆t. Then we can
use EP to quantify which of the two retains more reversibility per time step. That
is, we are also interested in making statements of the form
EP(Q1∆t) ≤ EP(Q2∆t). (2.19)
We can then consider EP (Q1∆t) − EP (Q2∆t) as an information criterion that takes
into account loss of reversibility, similarly to how AIC and BIC are used to assess the
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quality of models in statistics [2, 3]. As the EP is a difficult quantity to compute, we
can employ the EPR and Equation (2.15), and thus have another way to distinguish
possible schemes based on their performance in controlling the loss of reversibility. In
analogy with Inequality (2.19), we are interested in the difference
EPR(Q1∆t)− EPR(Q2∆t). (2.20)
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Figure 2.3. Approximations to the EPR of the form (A + D) · ∆tp−1 for small
∆t. The Strang scheme retains more reversibility per time step and is more “stable”
(with respect to the entropy production rate) under changes in the decomposition.
Also, note that the estimate is normalized by ∆t as per Remark 19. The example is
an adsorption/desorption system, see B.4 for details on the system and B.3 for the
estimator formulas.
Even though we have an abstract representation of Q∆t (see Equations (2.3)
and (2.4)), we cannot calculate Q∆t directly. What we do know explicitly are the
transition rates of the process. We can leverage this information to construct a se-
ries expansion of Q∆t around ∆t where each term depends on the transition rates.
Through this, we can build statistical estimators of the highest order terms in an
expansion of the EPR. Details about the coefficients and their statistical estimation
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are in Sections 2.3, 2.4. In Figure 2.3 we demonstrate a comparison of two different
parallel KMC schemes, based on these computable a posteriori expansions of EPR.
2.3 Loss of reversibility in Parallel KMC
In this section, we will demonstrate how to use the EPR to quantify and control the
loss of reversibility for parallel Kinetic Monte Carlo (P-KMC). We will also mention
details about the implementation of the various observables that are needed in order
to estimate EPR.
As mentioned before, for stochastic particle dynamics, we cannot directly apply
the definition in Equation (2.18), as we do not have the transition probabilities Q∆t
explicitly. Instead, we will use asymptotic results to approximate the EPR for a small
splitting time step, ∆t (see Section 2.4 for derivations). We first write the EPR as
per Theorem 22, Section 2.4, but taking also into consideration Remark 19 for the
required ∆t normalization. That is,
EPR(Q∆t) = H(Q∆t|P∆t) + I(Q∆t|P∆t), (2.21)
where H represents the relative entropy rate (RER)
H(Q∆t|P∆t) := 1
∆t
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
Q∆t(σ, σ
′)
P∆t(σ, σ′)
)
(2.22)
and I is a “discrepancy” term (see Section 2.4) defined as
I(Q∆t|P∆t) := 1
∆t
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
P∆t(σ
′, σ)
Q∆t(σ′, σ)
)
. (2.23)
Before we move on to how results on the RER and I combine to give an asymptotic
picture of the EPR, we shall first discuss what each of those captures. The RER, or
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relative entropy per unit time, has been used in previous work [26] as a means to
quantify the long-time error of operator splitting schemes in the context of parallel
KMC. Because of this, the RER can be used as an information criterion to compare
such schemes, as it takes into account details of the scheme such as the splitting time
step, the domain decomposition of the lattice, and the computational schedule used.
The RER has the properties of a divergence, i.e. non-negativity for any Q∆t, P∆t, and
equality with zero if and only if Q∆t = P∆t. The discrepancy term in Equation (2.23)
is what enforces the property of the EPR to be zero when Q∆t is time-reversible. As
we shall see in Section 2.4, I is not a divergence.
Now, by the individual results for the asymptotic behavior of RER (see proof of
Theorem 8.6 in [26]) and I (see Equation (2.41)) for small ∆t, we have
H(Q∆t|P∆t) = A ·∆tp−1 +O(∆tp), (2.24)
I(Q∆t|P∆t) = D ·∆tp−1 +O(∆tp). (2.25)
Therefore, from Equations (2.21), (2.24), and (2.25), we get
EPR(Q∆t) = (A+D)∆t
p−1 +O(∆tp). (2.26)
We remind here that p stands for the order of the local error (see Lemma 18).
Coefficients A and D are expected values of specific observables with respect
to µ∆t (see B.4 for the explicit formulas in the case of an adsorption/desorption
process and B.5 for the case of a diffusion process). Therefore, under some ergodicity
assumptions, they can be estimated via simulation of the system by using the parallel
algorithm. In Figures 2.3 and 2.4, we estimate the EPR by an estimation of the
constants A,D for small timestep ∆t.
In previous work [26], we expressed A explicitly in terms of the commutator C
and the transition rates of the original process. For example, given a lattice Λ, for
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the Lie splitting and an adsorption/desorption example (see B.4), the highest order
coefficient for the RER is:
A = ALie = EµLie
[∑
x,y∈Λ
CLie(σ, σ
x,y)FLie(σ, σ
x,y)
]
(2.27)
=
∑
σ
µLie(σ)
∑
x,y∈Λ
CLie(σ, σ
x,y)FLie(σ, σ
x,y), (2.28)
where µLie is the corresponding stationary distribution of the Lie scheme, CLie =
[L1, L2] and FLie depends only on the transition rates. If we consider a state σ and a
lattice site x, σx corresponds to the resulting state after a spin-flip at that lattice site
and σx,y denotes successive spin-flips at x and y. Note that ALie in Equation (2.27)
seemingly depends on all lattice positions x, y. This is also the case for DLie and the
corresponding coefficients for the Strang splitting (see B.3). However, an important
property of the commutator in Lemma 18 can be used to simplify the situation and
is further explained in Remark 20.
Remark 20. A key result in [4] was that the commutator is non-zero only for lattice
sites on the boundary regions (see Figure 2.1). This has two major implications:
1. The sums over the lattice Λ in the highest order coefficients, A and D (see Equa-
tion (2.24) and (2.25)), are really sums over the boundary regions, as the com-
mutators for Lie and Strang are non-zero only along the boundary [4, Lemma
5.15].
2. We can compute the scaling of the highest order coefficients, A and D, with the
system size.
Due to Remark 20, we can estimate the EPR in a manner that does not depend
on the system size by normalizing by the appropriate scaling. For instance, for the
adsorption/desorption system on an N×N lattice, since the boundary scales as O(N),
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and because the commutator is non-zero only at the boundaries between sub-lattices,
that is, C(σ, σx,y) = 0 if x, y are not in the boundaries of different sub-lattices, the
coefficient ALie in (2.27) scales like O(N) too. Specifically for the Lie splitting, the per-
particle highest order coefficient of the RER (appearing in Equation (2.24) as “A”)
would be A/N . We do this for all estimates in this work, i.e., they are per-lattice-
size estimates. Note that the linear scaling is a property of systems that change a
single lattice site per jump, such as the adsorption/desorption example. Accordingly,
other systems can have different scaling for the computation of the highest order
coefficients, see for example the diffusion system in B.5.
2.3.1 Impact of lattice decomposition on reversibility retention
One of the choices a practitioner has to make when using parallel KMC is the de-
composition of the lattice, for example checkerboard versus stripes (see Figures 2.1, 2.2).
Selecting the right decomposition can affect the load-balancing of the algorithm as
well as the feasibility of the run. For instance, it may be that the size of the lattice
is large enough to prohibit even loading the whole system into the memory of a pro-
cessor. Then, splitting the lattice into blocks, as in Figure 2.1, can often bypass this
issue, whereas splitting into stripes may not be advantageous.
However, the choice of decomposition also has an effect on the error the splitting
method generates per time step, both for bounded time intervals [4] and for long
simulations [26]. This error is controlled by the commutator associated with the
scheme, and the analysis in [4] shows that a decomposition into stripes results to
reduced error due to the smaller size of the boundary region when compared to a
block decomposition when blocks and stripes have the same width, see Figures 2.1
and 2.2. By approximating the EPR, we can quantify the long-time effect that the
change of decomposition has to the reversibility that each scheme retains per time
step. To discuss those issues, we simulated an adsorption/desorption process and
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used the samples to estimate the EPR. For details about the setup of the example
see B.4, information about the estimators is in B.3.
In Figure 2.3 we can see how sensitive each scheme is to different decompositions
of the lattice. In both cases, the schemes have a smaller EPR estimate when using
a stripe versus a block decomposition (where the width of the blocks matches the
width of the stripes, see Figures 2.1, 2.2). In fact, the Strang scheme has consistently
better performance in controlling the loss of reversibility with respect to ∆t.
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Figure 2.4. Approximations to the RER of the form A ·∆tp−1 for the same adsorp-
tion/desorption system as with Figure 2.3 for the Lie splitting and Strang splitting.
Lie looks more sensitive to changes in the decomposition of the lattice.
2.4 Derivations and General Theory
In this section, we present the general theory concerning the asymptotic behavior
of the entropy production rate (EPR) of a scheme Q∆t. The arguments presented
here, although mirroring some of the ideas from our previous work [26], also take into
account the additional discrepancy term, I(Q∆t|P∆t). Although we handle only the
case that L is split into L1 +L2, the arguments can also generalize to splittings with
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more components, e.g. L1 + L2 + L3. In fact, the arguments can readily generalize
to schemes that are not splittings, as long as there is an expression for the error like
the one in Lemma 18. Nevertheless, we will continue to consider splitting methods in
this section.
Remark 21. An implicit assumption in the parallel schemes used in Section 2.3 was
that the splitting of the generator L into L1 +L2 was such that if q(σ, σ
′) = 0 for some
pair of states (σ, σ′), then q1(σ, σ′) = q2(σ, σ′) = 0. This is imposed by the domain
decomposition of the lattice and we also assume this throughout for any splitting of
L, although the methodology can be extended to other splittings too.
2.4.1 Decomposition of the Entropy Production Rate
To better understand the Entropy Production Rate, we shall first decompose it
into two pieces, the relative entropy rate, Equation (2.22), and a “discrepancy” term
(Equation (2.23)) that we will denote with I.
Theorem 22. Let ∆t > 0 and P∆t be a transition probability, with stationary dis-
tribution µ, that satisfies detailed balance. Then, if Q∆t is an approximation coming
from a numerical scheme, we have that
EPR(Q∆t) = H(Q∆t|P∆t) + I(Q∆t|P∆t). (2.29)
Proof. In Equation (2.16), we defined entropy production rate corresponding to Q∆t
as
EPR(Q∆t) =
1
∆t
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
Q∆t(σ, σ
′)
Q∆t(σ′, σ)
)
, (2.30)
We will first introduce the reversible P∆t in Equation (2.30) as
∆t · EPR(Q∆t) =
∑
σ,σ′,σ′ 6=σ
µ∆t(σ)Q∆t(σ, σ
′) log
(
Q∆t(σ, σ
′)P∆t(σ, σ′)P∆t(σ′, σ)
P∆t(σ, σ′)P∆t(σ′, σ)Q∆t(σ′, σ)
)
.
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This allows us to split the logarithm into three pieces.
∆t · EPR(Q∆t) =
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
Q∆t(σ, σ
′)
P∆t(σ, σ′)
)
+
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
P∆t(σ, σ
′)
P∆t(σ′, σ)
)
+
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
P∆t(σ
′, σ)
Q∆t(σ′, σ)
)
.
(2.31)
We shall now show that the middle sum is equal to zero. By our assumptions, we know
that the pair (P∆t, µ) satisfies detailed balance, i.e. µ(σ
′)/µ(σ) = P∆t(σ, σ′)/P∆t(σ′, σ).
Therefore,
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
P∆t(σ, σ
′)
P∆t(σ′, σ)
)
=
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) [log(µ(σ′))− log(µ(σ))] .
(2.32)
Looking at each sum in Equation (2.32) separately and using that µ∆t(σ
′) =
∑
σ µ∆t(σ)Q∆t(σ, σ
′),
we have
∑
σ
∑
σ′
µ∆t(σ)Q∆t(σ, σ
′) log(µ(σ′)) =
∑
σ′
µ∆t(σ
′) log(µ(σ′)),
∑
σ
∑
σ′
µ∆t(σ)Q∆t(σ, σ
′) log(µ(σ)) =
∑
σ
µ∆t(σ) log(µ(σ)).
Thus, the right-hand side of Equation (2.32) is equal to zero and we have,
∆t · EPR(Q∆t) =
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
Q∆t(σ, σ
′)
P∆t(σ, σ′)
)
+
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
P∆t(σ
′, σ)
Q∆t(σ′, σ)
)
.
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or
EPR(Q∆t) = (H(Q∆t|P∆t) + I(Q∆t|P∆t))/∆t.
Note that, even though the EPR and the RER are always non-negative, the dis-
crepancy, I, is not. If Q∆t is reversible, then EPR(Q∆t) = 0 ⇒ H(Q∆t|P∆t) =
−I(Q∆t|P∆t). If, in addition, Q∆t 6= P∆t, then the RER is positive, which implies
that I would be negative.
2.4.2 Asymptotic Behavior of Entropy Production Rate
In Theorem 22, we saw that we can express the entropy production rate (EPR)
of a scheme as a sum of two different components, the relative entropy rate (Equa-
tion (2.22)) and the discrepancy (Equation (2.23)). The objective of this section is
the study of each component separately via asymptotic expansions with respect to
∆t. Then, at the end of the section we have an asymptotic result for the EPR based
on the individual results and Equation (2.21).
In the derivations that follow, we will often refer to the distances between different
states of the state space. A path ~z of length |~z| = n between states σ, σ′ corresponds
to a sequence ~z = (z0, . . . , zn), with z0 = σ, zn = σ
′, and distinct intermediate states
zi such that
∏n
i=0 q(zi, zi+1) > 0, q being the transition rates of the CTMC of interest.
The set of all paths between those two states will be denoted by Path(σ → σ′). We
can thus define the distance between two states with respect to a fixed CTMC by the
length of the smallest path, d(σ, σ′). More formally,
d(σ, σ′) :=

min{|~z| : ~z ∈ Path(σ → σ′)}, Path(σ → σ′) 6= ∅,
∞, Path(σ → σ′) = ∅.
(2.33)
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The function d is the geodesic distance and is always calculated with respect to
the transition rates q of the exact process, P∆t. In the time-reversible case, it is
simple to show that d is actually a metric of the state space, as it is symmetric and
satisfies the triangle inequality. We also define the diameter with respect to d as
diam(S) = max(σ,σ′)∈S×S{d(σ, σ′)}.
We introduced the use of the geodesic distance (2.33) in Section 8 of [26]. For
schemes that satisfy the requirement in Remark 21, the addition of this graph-
theoretic perspective can both simplify and generalize the computations. For com-
pleteness, we include the result concerning the long-time behavior of the scheme with
respect to the RER [26, Theorem 8.6].
Lemma 23. Let P∆t(σ, σ
′) = eL∆tδσ′(σ) and Q∆t(σ, σ′) be an approximation of P∆t
based on an operator splitting scheme and µ∆t the stationary measure corresponding
to Q∆t. Then, if the scheme is of order p, diam(S) ≥ p, and C(σ, σ′) 6= 0 for at least
one pair σ, σ′ ∈ S such that d(σ, σ′) = p, we have that
H(Q∆t|P∆t) = O(∆tp−1),
for ∆t ≤ 1.
Note that the assumption diam(S) ≥ p is not particularly restrictive for the
original Markov process. For example, in lattice systems with adsorption/desorption,
diffusion, or other spin-flip mechanisms, consider states that require three jumps of
the original Markov process to go from one state to the other. Then diam(S) ≥ 3,
which is sufficient for the schemes considered here, as the maximum order of the local
error is attained by the Strang splitting and is equal to three. Also, checking the
existence of a pair (σ, σ′) for which the commutator C is not zero is just a matter of
computation.
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Lemma 24. Under the assumptions of Lemma 23, the discrepancy has the same
order with the RER. That is,
I(Q∆t|P∆t) = O(∆tp−1).
Proof. To show this, we expand I in an asymptotic expansion around ∆t. We demon-
strate that the coefficient of the ∆tp−1 term comes from considering the states σ, σ′
such that d(σ, σ′) ≤ p and that the dominant order is indeed equal to p− 1 for small
∆t. We note here that the assumptions on the order, p, and the commutator from
Lemma 23 are the only assumptions on the operator splitting scheme.
We defind the discrepancy term in Equation (2.23) as:
∆t · I(Q∆t|P∆t) =
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) log
(
P∆t(σ
′, σ)
Q∆t(σ′, σ)
)
.
Using the atanh representation of the logarithm [26, Equation 5.8] and its expansion,
we get that
∆t · I(Q∆t|P∆t) =
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) · 2
∞∑
k=0
1
2k + 1
(
P∆t(σ
′, σ)−Q∆t(σ′, σ)
Q∆t(σ′, σ) + P∆t(σ′, σ)
)2k+1
.
(2.34)
In the proof of Lemma 23 (Theorem 5.2 in [26]), we use our knowledge of the asymp-
totic behavior of P∆t ± Q∆t for small ∆t [26, Equations (5.3), (5.4)] to infer the
behavior of ratios of those quantities. That is,
P∆t(σ
′, σ)−Q∆t(σ′, σ)
P∆t(σ′, σ) +Q∆t(σ′, σ)
=
C(σ′, σ)
2Q∆t(σ′, σ) + C(σ′, σ)∆tp
∆tp + o(∆tp). (2.35)
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We assume that all σ, σ′ satisfy d(σ, σ′) = p, i.e. they are p jumps apart. For notational
brevity, we define
M(σ, σ′) :=
C(σ, σ′)
C(σ, σ′) + 2LpQ(σ, σ′)/p!
, (2.36)
where LpQ represents all the terms in the expansion of Q∆t that are of order p (see
Equation (B.19) in appendix). Then, for k > 0, we have that
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) · 2
∞∑
k=1
1
2k + 1
(
P∆t(σ
′, σ)−Q∆t(σ′, σ)
P∆t(σ′, σ) +Q∆t(σ′, σ)
)2k+1
=
∑
σ,σ′
µ∆t(σ)L
p
Q(σ, σ
′)
2∆tp
p!
(atanh(M(σ′, σ))−M(σ′, σ)) + o(∆tp). (2.37)
Before we continue with the analysis of Equation (2.37), we look at the term
from Equation (2.34) corresponding to the first term of the series, i.e. k = 0. Using
Equation (2.35), we get
2
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) · C(σ
′, σ)
2Q∆t(σ′, σ) + C(σ′, σ)∆tp
∆tp + o(∆tp). (2.38)
We notice that to get terms of order ∆tp from the sum (2.38), we need the order of
Q∆t(σ, σ
′) to be the same as that of Q∆t(σ′, σ). We remind here that the order of the
local error is equal to p and that Li is the resulting operator after i compositions of
the generator L of the original process. Therefore, if i < p, the ratio
Q∆t(σ, σ
′)
Q∆t(σ′, σ)
=
Li(σ, σ′)∆ti +O(∆ti+1)
Li(σ′, σ)∆ti +O(∆ti+1)
=
Li(σ, σ′)
Li(σ′, σ)
+ o(∆t) (2.39)
is well defined as long as Li(σ, σ′) 6= 0, and that is true because d(σ, σ′) = i implies
that Li(σ, σ′) > 0 (see Lemma 39 in B ) and Lj(σ, σ′) = 0 for j < i [26, Lemma 8.3].
Therefore, the right-hand side of Equation (2.39) is well-defined for all σ, σ′ such that
69
d(σ, σ′) = i, i < p. This finalizes the analysis of the first term of the asymptotic series
for I, with
2
∑
σ,σ′
µ∆t(σ)Q∆t(σ, σ
′) · C(σ
′, σ)
2Q∆t(σ′, σ) + C(σ′, σ)∆tp
∆tp + o(∆tp)
=
∑
σ
µQ(σ)
p−1∑
i=0
∑
σ′∈Si(σ)
Li(σ, σ′)
Li(σ′, σ)
C(σ′, σ)
+
∑
σ′∈Sp(σ)
LpQ(σ, σ
′)
2
p!
M(σ′, σ)∆tp + o(∆tp).
(2.40)
Above we use the notation Si(σ) = {σ′ : d(σ, σ′) = i}. Now, if we add Equa-
tions (2.37) and (2.40), the terms that involve M(σ′, σ) cancel. Thus, we get the
following asymptotic expansion for I.
I(Q∆t|P∆t) =
∑
σ
µQ(σ)
p−1∑
i=0
∑
σ′∈Si(σ)
Li(σ, σ′)
Li(σ′, σ)
C(σ′, σ)∆tp−1
+
∑
σ,σ′∈Sp(σ)
µ∆t(σ)L
p
Q(σ, σ
′)
2
p!
atanh(M(σ′, σ))∆tp−1
+ o(∆tp−1).
(2.41)
Equation (2.41) is the basis for our estimation of I for small ∆t, which is used in
Section 2.3. An immediate implication of Theorem 22 and Lemmas 23 and 24 is the
next result, which provides the scaling of the EPR with respect to ∆t.
Theorem 25. Let ∆t ∈ (0, 1). Let P∆t(σ, σ′) = eL∆tδσ′(σ) and Q∆t(σ, σ′) be an
approximation of P∆t based on a splitting scheme and µ∆t the stationary measure
corresponding to Q∆t. In addition, let P∆t satisfy detailed balance and diam(S) ≥ p.
Then,
EPR(Q∆t) = O(∆t
p−1). (2.42)
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Finally, note that EPR(Q∆t) = O(∆t
p−1) implies that the corresponding RER has
order O(∆tp−1), or better. In other words, a numerical scheme of high leading order
in EPR is also more accurate in sampling from the stationary regime [26].
2.5 Conclusions
We introduced the entropy production rate (EPR) as a means to quantify the loss
of reversibility for operator splitting schemes applied to Parallel Kinetic Monte Carlo.
We showed estimation of the EPR does not require the knowledge of the stationary
distribution and depends on the transition probabilities of the scheme. Since the
transition probabilities for stochastic particle systems are usually not available, or
difficult to explicitly compute, we derived a posteriori estimators of the EPR and
connected the parameters of the scheme with a quantitative assessment of the loss
of reversibility. We demonstrated this fact with an application to lattice KMC with
adsorption/desorption dynamics, which we simulated using SPPARKS [56], and a
comparison between two splitting schemes, Lie and Strang. Theory and simulations
show that the Strang splitting retains more reversibility per time step compared to
Lie and is more stable with respect to changes in the decomposition of the lattice
(blocks versus stripes, see Figure 2.3).
The proposed framework for Parallel KMC, can be applied to more than com-
putational schedule comparison. In essence, the EPR can be used as an information
criterion that allows practitioners to judge the fine details of the scheme itself, like the
time step and which lattice decompositions retain more reversibility (see Figure 2.3).
The EPR can also be used as a diagnostic observable to assess the reversibility of
the scheme used by simulating a system of smaller size than the one of interest. In
this way, issues with the scheme can be discovered early on using a much smaller
system for diagnostics, different schemes can be compared, and parameters tuned to
minimize the loss of reversibility.
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Though we only considered operator splitting schemes in the context of parallel
lattice KMC, the idea of using the EPR for the quantification of the loss of reversibil-
ity can be used on other schemes too, as long as an expression for their local error
exists and is computable. For instance, an extension of this work can be used to quan-
tify the loss of reversibility for schemes used for thermostated Molecular Dynamics
simulations [44], for example for Langevin dynamics [45].
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CHAPTER 3
QUANTIFYING MODEL BIAS WITH
CONCENTRATION INEQUALITIES
We illustrate how we can combine the sharpness of the goal-oriented divergence with
a collection of concentration inequalities to construct sharp bounds for model bias. The
new divergences allow us to trade available information about a partially-known model P
for guarantees on model bias that are applicable to a whole class of quantities of interest
(QoIs). We show how the bounds behave on a series of simple examples.
3.1 Goal-Oriented Divergence
In this section, we introduce the goal-oriented divergence (GO), which allows us
to get sharp bounds on the bias without the issues that other information metrics
suffer from (see [37]). The GO divergence was first defined in [21], following the work
in [16].
Consider two distributions P,Q, with Q absolutely continuous with respect to P ,
and a QoI f : X → R such that logEP [ecf ] is finite in a neighborhood of the origin.
Then, we will call the quantities Ξ±(Q‖P ; f) the “goal-oriented (GO) divergences”,
defined as:
Ξ±(Q‖P ; f) := inf
c>0
{
1
c
logMP (±c; f˜) + 1
c
R(Q‖P )
}
(3.1)
MP (c; f) = EP [ecf ], (3.2)
f˜ = f − EP [f ]. (3.3)
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Because of its dependence on the KL and the moment-generating function (MGF),
the GO divergence has the following properties:
1. Ξ±(Q‖P ; f) ≥ 0 for all Q P and QoIs f .
2. Ξ±(Q‖P ; f) = 0 if and only if Q = P or f is constant P-almost surely.
3. Linearization:
Ξ±(Q‖P ; f) = ±
√
varP [f ]
√
2R(Q‖P ) +O(R(Q‖P ))
We remind that Q P means that Q is absolutely continuous with respect to P : If
P (A) = 0 for some P -measurable set A, then Q(A) = 0.
Our primary interest in the GO divergences stems from the fact that they form
bounds for the model bias:
−Ξ−(Q‖P ; f) ≤ EQ[f ]− EP [f ] ≤ Ξ+(Q‖P ; f). (3.4)
We will refer to the bounds in (3.4) as the GO bounds.
We will not reproduce the derivation of Ξ±(Q‖P ; f) and the proof of (3.4) here;
see [21] and [16] for details. For the convenience of the reader we provide a sketch of
why (3.4) is true. By the variational principle for the relative entropy (see [23]), we
know that for any bounded function f we have
logMP (c; f) = sup
Q: QP
{EQ[f ]−R(Q‖P )}
and thus for any distribution Q such that Q P :
EQ[f ] ≤ logMP (c; f) +R(Q || P ).
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Replacing f by c(f −EP [f ]) with c > 0 and optimizing over c yields the upper bound
from (3.4). The lower bound is derived in a similar manner.
Finally, note that Property 3 implies that when R(Q‖P ) is small, then
|EQ[f ]− EP [f ]| ≤
√
varP [f ]
√
2R(Q‖P ) +O(R(Q‖P )). (3.5)
The GO divergences provides sharp bounds for model bias and remains discrim-
inating in the presence of large data [37]. However, its dependence on the MGF,
EP [ecf˜ ], makes its practical use challenging, especially when P is partially known, as
is the case in Bayesian inference or applications that require a coarse-graining method.
In addition, estimators of the MGF can suffer from exponentially-increasing variance
as c is increasing, requiring extensive sampling and/or the use of multi-level Monte
Carlo methods; see [47]. To bypass the computation of the MGF, we will instead
leverage the information we have about P and the QoI f to construct bounds on the
MGF that are valid in (at least) a neighborhood of the origin.
3.2 Concentration inequalities
We wish to use the GO bounds for the quantification of the bias but in order to
compute them we need the CGF of f˜ under P (see (3.1)). When only some aspects of
P are known, for example, if P is a complicated posterior distribution that is known
up to a constant, then alternatives to the GO bound that require less information
would be more useful. A particular strategy is to seek a function ΦP (c) as well as a
family of QoIs, FP , such that:
MP (c; g˜) ≤ ΦP (c) for all g ∈ FP (3.6)
and all c in a neighborhood of the origin.
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One application that makes use of such bounds to the MGF is the study of con-
centration of random variables; see, for example, Chapter 2. of [62]. A classical result
is the Chernoff bound : For any a ∈ R and c > 0,
P (X ≥ a) = P (ecX ≥ eca) ≤ E[e
cX ]
eca
. (3.7)
Thus, one way to understand the tail behavior is the derivation of bounds to the MGF
(or, equivalently, the CGF) of X. Via this approach, more informative inequalities
can be derived. For instance, the tail bound in (3.8) implies that the distribution of
X − µ is dominated in the tails by a Normally-distributed random variable:
P (|X − µ| ≥ σa) ≤ 2e−a2 for all a ≥ 0, (3.8)
where σ is the standard deviation of X. One can show that (3.8) is equivalent to a
Gaussian bound on the MGF of X [Theorem 2.1][62], i.e., there exists a σB > 0 such
that
E[ecX ] ≤ ec2σ2B/2 for all c ∈ R. (3.9)
A random variable that satisfies (3.9) is called a sub-Gaussian random variable
with parameter σB. This class of random variables is broad—it includes all bounded
random variables. However, we will see that more sharp bounds than (3.9) exist
and can be ordered in terms of the information that they require. Nevertheless, the
discussion on bounds of the MGF motivates the derivation of more bounds for the
bias, the general form of which is described in Theorem 26.
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Theorem 26. Consider distributions P,Q such that Q P and the pair (ΦP (c),FP ),
where ΦP : R→ R+ that satisfies (3.6) for all c in a neighborhood of the origin. Then,
U−(Q‖P ;FP ) ≤ EQ[g]− EP [g] ≤ U+(Q‖P ;FP ) for all g ∈ FP , (3.10)
where
U±(Q‖P ;FP ) := inf
c>0
{
1
c
log ΦP (c) +
1
c
R(Q‖P )
}
. (3.11)
Proof. The bounds to the bias in (3.10) are a consequence of (3.4) and (3.6).
The set FP can often be described explicitly in terms of the QoIs that satisfy the
requirements that ΦP (c) imposes. For instance, for the Bennet bound (3.13) with
parameters b, σB:
FP = {g : g(x) ≤ b for all x ∈ supp{P}, varP [g] ≤ σ2B}. (3.12)
Therefore, given a specific QoI f , we have to find an appropriate pair (ΦP (c),FP )
that will allow us to use Theorem 26 to bound the model bias with respect to f . As
such, f also has to belong in FP . It is more natural to separate the discussion for the
cases of bounded and unbounded QoIs.
3.2.1 Bounded observables
Many QoIs are bounded; probabilities of events are a prime example, smooth
functions of random variables with bounded support are another. Bounded random
variables are sub-Gaussian [62, Chapter 2.] and sharp bounds for their MGFs can
be derived, which can then be turned to bias bounds through Theorem 26. We next
showcase the bounds that we will use in this work, although this list is not extensive
by any means and other concentration inequalities can also be derived [57].
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Bennet bound [20, Lemma 2.4.1]: Consider an observable function f such that
f(X) ≤ b, X ∼ P , for some b ≥ 0. Setting µ := EP [f(X)], b˜ := b− µ, we have
MP (c; f˜) ≤ b˜
2
b˜2 + σ2B
exp(−cσ2B/b˜) +
σ2B
b˜2 + σ2B
exp(cb˜), (3.13)
for all c ≥ 0 and where σ2B is any bound of varP [f ].
Bennet-(a, b) bound [20, Corollary 2.4.5]: If f is such that a ≤ f(X) ≤ b, X ∼ P ,
then we can set σ2B = (µ− a)(b− µ) in the Bennet bound to get
MP (c; f˜) ≤ b˜
b− a exp(caˆ)−
aˆ
b− a exp(cb˜) for all c ∈ R. (3.14)
The right-hand side of (3.14) is the MGF of a Bernoulli-distributed random variable
with values {a, b}, as this is the distribution with the most “spread” around the mean
value between all bounded random variables in [a, b].
Hoeffding bound [31]: When f is bounded as in the Bennet-(a, b) case, we can
bound Bennet-(a, b) by a Gaussian MGF, giving us the Hoeffding MGF bound:
MP (c; f˜) ≤ exp(c2(b− a)2/8) for all c ∈ R. (3.15)
The Hoeffding bound is independent of the location of the mean µ within the interval
(a, b) and only depends on the length of the interval. As such, it requires the least
amount of information about f and P but, as can be seen in Section 3.5, it can also
fail to capture important information about f .
By Lemma 2.4.1 and Corollary 2.4.5 in [62], we can order the bounds in terms of
accuracy, assuming that f is bounded in [a, b] and σ2B ≤ (EP [f ]− a)(b− EP [f ]):
MP (c; f˜) ≤ Bennet ≤ Bennet-(a,b) ≤ Hoeffding. (3.16)
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Name Conditions on f, P
Hoeffding (3.15) a ≤ f(X) ≤ b
Bennet-(a, b) (3.14) a ≤ f(X) ≤ b
Bennet (3.13) f(X) ≤ b, varP [f ] ≤ σ2B
sub-Gaussian (3.17) MP (c; f˜) ≤ exp(σ2Bc2/2) for all c ∈ R
sub-Exponential (3.18) MP (c; f˜) ≤ exp(σ2Bc2/2) for all c ∈ (−1/β, 1/β)
GO bound (3.1) exp(c(f − EP [f ])): well-defined in a region of 0
Table 3.1. The different MGF bounds, along with the conditions they impose
on P and f . In terms of information requirements, the Hoeffding bound requires
the least amount, but it is also the least tight. As information requirements grow,
U±(Q‖P ;FP ) approach Ξ±(Q‖P ; f).
Note that the assumption on σ2B is necessary for the Bennet bound to be more accurate
than the Bennet-(a,b).
3.2.2 Unbounded observables
If the QoI is unbounded but has appropriate tail decay properties, we can still use
concentration inequalities. In (3.9) we wrote one such property, the Gaussian decay
of the tails, which we repeat here.
sub-Gaussian behavior: X is a sub-Gaussian random variable if there exists a
σB > 0 such that
MP (c; X˜) ≤ exp(c2σ2B/2) for all c ∈ R (3.17)
By using the definition of the MGF, we can show that σ2B is an upper bound of the
variance of X under P . However, in contrast with the Bennet inequality (see (3.13)),
σ2B is not just any bound of the variance and needs to be computed prior to using the
bound in (3.17); as an example of what could σ2B be, see McDiarmid’s inequality[57,
Section 2.2.3]. Apart from (3.17), there are other equivalent ways to show that X is
sub-Gaussian [62, Chapter 1.2]—proving the bound in (3.8) is one example.
79
In general, sub-Gaussianity is a strong assumption for an unbounded random vari-
able. For example, if X ∼ P = Laplace(1), i.e., a two-sided exponential distribution,
then MP (cX) = 1/(1−c2), |c| < 1, which cannot be bounded by any exp(c2σ2B/2) for
all c. We can relax the requirement by instead asking for a local bound of the MGF.
sub-Exponential behavior: X is a sub-exponential random variable [62, Section
2.1.3] if there exist σB, β: positive such that
MP (c; X˜) ≤ exp(c2σ2B/2) for all |c| ≤ 1/β. (3.18)
σ2B and β depend on the tail decay of the distribution P . For example, for X ∼ P =
Laplace(1), we would have
MP (cX) ≤ exp(2c2) for |c| < 1/2. (3.19)
As long as the MGF of X exists in a region around zero, Gaussian bounds are always
valid locally [15] with varPX ≤ σ2B.
Unbounded random variables can have other types of tail decay. See Section 3.6
for a discussion about Poisson decay.
3.3 Examples
In order to understand better both the mathematical and the computational points
that come up, we will use the bounds on a series of simple situations. Unless otherwise
stated, the KL is not calculated for a specific pair of Q,P . Instead, the distribution
P is fixed and we consider U±(Q‖P ;FP ) for R(Q‖P ) = η2 for η in some pre-specified
range. That allows us to get a non-parametric picture for the worst-case bias.
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3.4 Exponential distribution
We first consider the UQ bounds for the case of the exponential distribution as
an example of a distribution with unbounded support and an MGF that is not well-
behaved everywhere.
Consider P : exponential distribution with parameter λP = 1 and QoI: f(X) = X.
The MGF of P is
MP (c) =
1
1− c,
and thus the MGF is well-defined in (0, 1). Now, if Q is such that R(Q‖P ) = η2 for
some η > 0, then
Ξ±(Q‖P ; f) = inf
c∈(0,1)
{
1
c
MP (±c; f˜) + η
2
c
}
. (3.20)
Because the MGF is only well-defined close to zero, we had to constrain the opti-
mization problem in Equation (3.20) (see also the definition of Ξ±(Q‖P ; f) in Equa-
tion (3.1)).
The distribution P exhibits sub-exponential behavior (see Section 3.2.2), i.e., its
MGF is locally bounded by a Gaussian MGF. To see this, we first constrain c in the
interval (−0.5, 0.5). Then, by expanding the MGF:
MP (c) = 1 + c+
c2
1− c ≤ 1 + c+ 2c
2 ≤ exp(c+ c2/(2σ2B)), (3.21)
where σB = 1/2. If we have information on the location of λP , e.g., from data, then
we can change the length of the interval. (−0.5, 0.5) is picked here for illustration
purposes.
Using the MGF bound (3.21) and the definition of U±(Q‖P ;FP ) from (3.11), we
can get another bound on the bias. However, this bound applies equally to all QoIs
in the family FP :
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FP = {g : R→ R : EP [g] = 1, varP [g] ≤ 1/4}. (3.22)
Additionally, U±(Q‖P ;FP ) require less information from P compared to the GO
bound (3.20). Figure 3.1 has a comparison of the two bounds along with the bias for
the case that Q is also an exponential distribution with λQ ∈ (1.01, 10).
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Figure 3.1. Comparison of the two bounds with the bias 1 − λQ, λQ ∈ (1.01, 10).
The sub-exponential bound is considerably less sharp as the KL increases as it paints a
broad picture of worst-case performance over the family of observables FP from (3.22).
Remark 27. The bias is an unbounded function of the KL divergence in this example—
a consequence of the observable f(X) = X being unbounded under P . Therefore, any
decrease in KL divergence translates to an improvement in worst-case bias, in sharp
contrast with the truncated Normal example (see Section 3.5) where small improve-
ments to large values of the KL may not help much in reducing uncertainty.
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3.5 Truncated Normal
Suppose Y ∼ N(µ, σ2) and a, b such that a < b. Then, the random variable
X = Y |a ≤ Y ≤ b follows the truncated Normal (TN) distribution in [a, b]. We will
use the TN as an example of a distribution with bounded support.
Let P be a TN distribution in [−1, 1] with µ = 0.7 and σ2 = 0.5. Then, with
U±(Q‖P ;FP ) we can compute robust bounds to the bias if the approximation, Q, is
such that R(Q‖P ) = η2, for η2 ∈ [0.01, 1]. Note that the bounds in Figure 3.2 provide
a non-parametric result; the only thing we assume about the distribution Q is that
R(Q‖P ) = η2.
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Figure 3.2. Comparison of the different bounds for the bias in the truncated Normal
example (see Section 3.5), assuming that the QoI is f(X) = X. This plot makes no
assumptions on the form of Q except that R(Q‖P ) = η2 ∈ (0.0, 4.0). Notice that
Bennet and Bennet-(a, b) correctly capture the bound of the GO divergence for large
values of the KL whereas the Hoeffding is only accurate for small values of the KL,
i.e., at the linearized regime of the GO bounds. Only the upper bounds for the bias
are being shown here.
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A particular feature of Figure 3.2 is that for bounded QoIs we may have less to
gain in terms of worst-case bias by improving a large value of the KL divergence. For
the bounds that are tight, this is an indication of when simple improvements can offer
any advantage in reducing uncertainty versus having to use additional resources, e.g.,
sampling additional data, including more complicated parameterized families, etc.
However many bounds can exist and not all of them will be tight, for example, the
Hoeffding bound in Figure 3.2.
Even for the tightest U -like bounds, i.e., Bennet and Bennet-(a, b), there is some
discrepancy with the GO bound. This is to be expected; whereas the GO bound is
applied for a specific observable, the U bounds are sharp over a whole class of QoIs.
We give up the need for most of the information on the QoI of f to move from the
GO to the U bounds — from UQ for f to UQ for the class of observables FP . We
trade sharpness for generality and applicability.
3.6 Poisson tails
The concentration properties of an observable can differ substantially from the
quadratic decay of the tails of the Normal distribution that we have seen so far. For in-
stance, quantities of interest that have appropriate properties, e.g., self-boundedness [12],
also have Poisson concentration. That is, for those observables f , we have
logMP (c; f˜) ≤ exp(c)− c− 1. (3.23)
Then the bound (3.23) can be used with U±(Q‖P ;FP ) to derive the corresponding
bound on the bias.
The study of Poisson tail behavior is as extensive as in the Gaussian case; see
[57, Section 3.3.5] for more references and [11] for conditions that imply Poisson-like
behavior.
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Figure 3.3. Growth of U(η2;F) with the sub-Poisson bound from Inequality (3.23)
versus the sub-Gaussian bound exp(c2/2) (see Inequality (3.17)) and η2 ∈ [0.01, 5].
3.7 Discussion
We have introduced concentration bounds as a systematic way to trade informa-
tion about P and the QoI f with guarantees for the model bias that are applicable
over a whole family of QoIs FP . Such bounds are tractable to compute while still re-
taining the properties of the GO divergence. In follow-up work, we will apply them to
a variety of examples, such as model misspecification, failure probability calculations,
variational inference, etc.
We have not explored data assimilation for the bounds in this thesis, however this
would be a necessary part for a practical implementation. As can be seen in Table 3.1,
the Bennet bound requires the expected value of the QoI as well as a bound for its
variance under P . Given a finite sampling budget from P , those quantities can be
estimated up to a certain precision. In the I.I.D. case, we can exactly quantify the
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required precision in terms of estimator variance via the central limit theorem. We
explore this matter more in follow-up work.
Another interesting point concerns extending the tools presented here to the case
of Markov processes and path-space QoIs. We discussed an example of interest in the
first two chapters where we considered approximations to an exact process P by an-
other process Q (arising from the parallel scheme) and discussed how to discriminate
between different schemes via the path-space relative entropy and the relative entropy
rate. In [21], a version of the GO divergences was also derived that covers such a case
and bounds the bias of QoIs with respect to path distributions. An extension of the
ideas of this chapter for such situations would be useful and is in our future plans.
Finally, throughout the chapter we assumed that the KL divergence is a known
quantity. In situations where Q can be easily sampled (and P is known up to a mul-
tiplicative constant), we may employ thermodynamic integration [9, 46] to estimate
the KL. Upper bounds to the KL may also be usable in some cases [37]. Ultimately,
the accuracy of the bounds discussed here depends crucially on knowledge of the KL
by other methods.
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APPENDIX A
SUPPLEMENTARY MATERIAL FOR CHAPTER 1
A.1 Coefficients of the relative entropy rate for Lie and Strang
For the adsorption-desorption example considered in section 1.5 of the main text
we need to estimate the highest-order coefficients A,B for Lie and Strang, respec-
tively. To accomplish this, we have to collect all the coefficients of ∆t and ∆t2 that
appear in the expansion of RER in the proof of Theorem 7. The result is a summable
series for each coefficient. For Lie, we have
A = EµL(σ)
[∑
x,y∈Λ
FL(σ, σ
x,y)
]
=
∑
σ
µL(σ)
∑
x,y∈Λ
FL(σ, σ
x,y), (A.1)
FL(σ, σ
′) := CL(σ, σ′)ML(σ, σ′)− 2L2L[δσ′ ](σ)(arctanh(ML(σ, σ′))−ML(σ, σ′)),
(A.2)
ML(σ, σ
′) := CL(σ, σ′)/(L2L[δσ′(σ)] + CL(σ, σ
′)),
where we remind the reader that L2L stands for all the coefficients of ∆t
2/2 in the ex-
pansion of the Lie splitting and CL(σ, σ
′) = 1/2[L1, L2][δσ′ ](σ) is the Lie commutator
term. Similarly, for the Strang case,
B = EµS(σ)
[ ∑
x,y,z∈Λ
FS(σ, σ
x,y,z)
]
=
∑
σ
µS(σ)
∑
x,y,z∈Λ
FS(σ, σ
x,y,z), (A.3)
FS(σ, σ
′) := CS(σ, σ′)MS(σ, σ′)− 2L3S[δσ′ ](σ)(arctanh(MS(σ, σ′))−MS(σ, σ′)),
(A.4)
MS(σ, σ
′) := CS(σ, σ′)/(L3S[δσ′ ](σ) + CS(σ, σ
′)). (A.5)
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Since both (A.1) and (A.3) are expected values, we can estimate them as ergodic
averages.
A.2 Proofs for the supporting results
A.2.1 Representation of semigroups
One of the main tools that we used in the main text was that we could represent
the transition probabilities of an operator splitting scheme via a convergent power
series.
Lemma 28. Let L be linear & bounded operator, L : Cb(S) → Cb(S), L = L1 + L2
with L1, L2 also linear & bounded. Then, let Q∆t be an approximation to P∆t via a
splitting method. That is
Q∆t(σ, σ
′) =
n∏
i=1
exp(ai∆tL1) exp(bi∆tL2)δσ′ [σ], (A.6)
for n ∈ N and ai, bi ∈ R, i = 1, . . . , n and n ∈ N. Given this, we have,
Q∆t(σ, σ
′) =
∞∑
k=0
∆tk
k!
LkQ[δσ′ ](σ), σ, σ
′ ∈ S. (A.7)
Proof. From the boundedness of the operators L1, L2, we can represent the corre-
sponding semigroups as power series. Thus, for any constants a1, b1 ∈ R, we have
that
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exp(a1∆tL1) exp(b1∆tL2) =
∞∑
k=0
ak1 ·∆tk
k!
Lk1
∞∑
m=0
bm1 ∆t
m
m!
Lm2 .
This a classical Cauchy product of convergent series and thus is equal to
exp(a1∆tL1) exp(b1∆tL2) =
∞∑
k=0
(
k! ·
k∑
m=0
am1 L
m
1
m!
· b
k−m
1 L
k−m
2
(k −m)!
)
· ∆t
k
k!
. (A.8)
Then, if Q∆t(σ, σ
′) = exp(a1∆tL1) exp(b1∆tL2)δσ′(σ), σ, σ′ ∈ S, we could write Q∆t
as the expansion in the lemma by having
LkQ := k! ·
k∑
m=0
am1 L
m
1
m!
· b
k−m
1 L
k−m
2
(k −m)! . (A.9)
Now, let us assume that we have ai, bi ∈ R, i = 0, . . . , n, for some n positive
integer. As mentioned in the statement of the lemma, this gives us a representation
of the splitting in the general form
Q∆t(x, y) =
n∏
i=1
exp(ai∆tL1) exp(bi∆tL2)δy[x]. (A.10)
Since all semigroups have well-defined series expansions, we can apply the idea in
(A.8) iteratively to all intermediate expansions until Q∆t is represented by a power
series in terms of ∆t. The resulting coefficients of ∆tk/k! at the end of this process
are denoted by LkQ (in the spirit of (A.9)).
Using the representation of the operator splitting scheme, we can also show the
existence of the commutator, which captures the local error of the scheme.
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Lemma 29 (Local order of error & commutator). Let P∆t(σ, σ
′) = eL∆tδσ′(σ) and
Q∆t(σ, σ
′) an approximation of P∆t via a splitting scheme. Then, there is a function
C : S × S → R and an integer p, p > 1, such that
P∆t(σ, σ
′) = Q∆t(σ, σ′) + C(σ, σ′)∆tp + o(∆tp). (A.11)
Proof. Let σ′, σ ∈ S. Then, we have,
P∆t(σ, σ
′)−QLie∆t (σ, σ′) = (eL∆t − eL1∆teL2∆t)δσ′(σ). (A.12)
and we would like to show that
P∆t(σ, σ
′)−QLie∆t (σ, σ′) =
1
2
[L1, L2]δσ′(σ)∆t
2 +O(∆t3). (A.13)
We assume that L,L1, L2 are all bounded operators. Given this, Lemma 28 applies
for the semigroups eL1∆t and eL2∆t. Thus it is valid to express all semigroups in (A.12)
as series expansions. Then,
(eL∆t − eL1∆teL2∆t)δσ′(σ) =
( ∞∑
k=0
∆tk
k!
Lk −
∞∑
m=0
∆tm
m!
Lk1 ·
∞∑
n=0
∆tn
n!
Ln2
)
δσ′(σ).
Lemma 28 applies for the product of semigroups eL1∆teL2∆t, which leads to a power
series representation for it,
eL1∆teL2∆t = I + (L1 + L2)∆t+
(
L21 + L
2
2 + 2L1L2
) ∆t2
2
+O(∆t3). (A.14)
The corresponding expansion for the exact semigroup is
eL∆t = I + (L1 + L2)∆t+ (L
2
1 + L
2
2 + L1L2 + L2L1)
∆t2
2
+O(∆t3). (A.15)
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Subtracting (A.14) from (A.15) and applying on δσ′(σ) gives the result.
A.2.2 Order of the Relative Entropy Rate
To motivate the normalization of the relative entropy rate (RER) by ∆t in the
main text, we showed that for two different transition probabilities QA∆t, Q
B
∆t, the
RER has at least an order of ∆t.
Lemma 30. Let LA, LB be bounded generators of Markov Processes, LA 6= LB, with
corresponding transition probabilities QA∆t, Q
B
∆t. Then,
H(QB∆t|QA∆t) = O(∆t).
Proof. We note first that the corresponding transition probabilities are
QA∆t(σ, σ
′) = exp(∆tLA)δσ′(σ), QB∆t(σ, σ
′) = exp(∆tLB)δσ′(σ).
Then, if µ is the stationary distribution associated with QB∆t, we have
H(QB∆t|QA∆t) = ∆t
∑
(σ,σ′)∈I
µ(σ)
(qA(σ, σ
′)− qB(σ, σ′))2
qA(σ, σ′) + qB(σ, σ′)
+O(∆t), (A.16)
where I = {(σ, σ′) ∈ S2 : qA(σ, σ′) + qB(σ, σ′) > 0}. To derive this, we work similarly
as in the case of the Theorems in the main text, using the representations of QA∆t, Q
B
∆t
via expansions and subsequently expanding the logarithm in the definition of the
relative entropy rate. As QB∆t 6= QA∆t, only the first term of their expansions match,
which then gives Equation (A.16) as a result.
A.2.3 Generators and Graph Distance
In Section 8 of the main text, we discussed a more general perspective based on
graph theory, that allowed us to compute the order of the relative entropy rate based
91
on properties of both the schemes (order of the local error) and the original system.
For the convenience of the reader, we include the relevant definition of the distance
between states.
Definition 31 (Distance between states). Let q be the transition rates of a Continu-
ous Time Markov Process over a countable state space S. Then, let σ, σ′ ∈ S, σ 6= σ′.
The distance dq between the two states is defined as
dq(σ, σ
′) := min {|~z| : ~z ∈ Path(σ → σ′)} (A.17)
In the case that the two states are disconnected, i.e. Path(σ → σ′) = ∅, then d(σ, σ′) =
+∞. Given those distances, one can also define the diameter of the space as
diam(S) = max
(σ,σ′)∈S×S
{d(σ, σ′)}.
Lemma 32. Let L be an infinitesimal generator defined as,
L[f ](σ) =
∑
z
q(σ, z)(f(z)− f(σ))
for q transition rates. Let any n ∈ N and let σ′ be a fixed state, we have
{σ : Ln[δσ′ ](σ) 6= 0} ⊆ {σ : d(σ, σ′) ≤ n} = Bn(σ′).
Proof. We fix a σ′ ∈ S. Then, if L[δσ′ ](σ) = q(σ, σ′) 6= 0, by the definition of the
distance d, σ belongs in the set {σ : d(σ, σ′) ≤ 1}. We proceed by induction, assuming
our proposition as a fact for n = k ∈ N. The implication is that
{σ : Lkδσ′(σ) 6= 0} ⊆ {σ : d(σ, σ) ≤ k}.
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Now, we can prove it for n = k + 1. Let σ ∈ {z : d(z, σ′) > k + 1}. Then,
Lk+1[δσ′ ](σ) = L[L
k[δσ′ ](σ)]
=
∑
z
q(σ, z)
(
Lk[δσ′ ](z)− Lk[δσ](σ)
)
(A.18)
But then, since d(σ, σ′) > k+ 1⇒ d(σ, σ′) > k and thus Lk[δσ′ ](σ) = 0. Thus, (A.18)
becomes,
Lk+1[δσ′ ](σ) =
∑
z
q(σ, z)Lk[δσ′ ](z) (A.19)
Note that sum (A.19) is over all states z such that d(σ, z) = 1 since otherwise q(σ, z) =
0. But then, if d(σ, σ′) > k + 1, it must be the case that d(z, σ′) > k and thus, from
our assumption, we get that Lk[δσ′ ](z) = 0 for all such z states. Thus, we have that:
If d(σ, σ′) > k + 1⇒ Lk+1[δσ′ ](σ) = 0.
This is the result we wanted.
To study general operator splitting schemes, we defined restrictions of the gener-
ator L given a subset A of S × S.
Definition 33 (Restriction of a generator). Let us have set A with A ⊂ S × S and
L be an infinitesimal generator of a Markov process with associated transition rates
q. Then, the restriction L|A of L is defined as
L|A[f ](σ) =
∑
σ′∈S
qA(σ, σ
′) (f(σ′)− f(σ)) , σ ∈ S, (A.20)
where qA(σ, σ
′) = q(σ, σ′) · χA(σ, σ′), χA is the characteristic function of set A and f
is continuous and bounded function on the state space S.
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Lemma 34. Let us have the state space S and S×S = A∪B,A∩B = ∅, along with
generators L1 = L|A, L2 = L|B. We fix σ′ ∈ S and k,m ∈ N. Then,
{
σ : Lk1 [L
m
2 [δσ′ ]] (σ) 6= 0
} ⊆ {σ : d(σ, σ′) ≤ k +m}.
Proof. Let k,m ∈ N and σ′ ∈ S. Then, we first note that Lk1 = (L|A)k = (Lk)|A
(and similarly for Lm2 ). This is a consequence of the way the restriction of L is
defined in (A.20). Since Lk1 is a restriction of L
k, we have that if Lk[δσ′ ](σ) = 0 then
Lk1[δσ′ ](σ) = 0. This can be expressed as
{σ : Lk1[δσ′ ](σ) 6= 0} ⊆ {σ : Lk[δσ′ ](σ) 6= 0}.
Now, we can use Lemma 32 to get
{σ : Lk1[δσ′ ](σ) 6= 0} ⊆ {σ : d(σ, σ′) ≤ k}. (A.21)
Given this, we can address compositions of the operators L1, L2. The proof for
the case Lk1[L
m
2 [δσ′ ]](σ) is similar to the one for Lemma 32. For the sake of the reader,
we provide the argument for the case of k = 1 and the rest can be done by induction.
Let σ, σ′ states such that d(σ, σ′) > m+ 1. Then we have
L1[L
m
2 [δσ′ ]](σ) =
∑
z
q1(σ, z) (L
m
2 [δσ′ ](z)− Lm2 [δσ′ ](σ)) (A.22)
In the sum of (A.22), we only consider states z such that q1(σ, z) 6= 0. Let z ∈ A
be such a state. Since d(σ, σ′) > m + 1 and L2 is a restriction of L, Lm2 [δσ′ ](σ) = 0
(from relation (A.21)). Because q1(σ, z) = q(σ, z) 6= 0, it holds that d(σ, z) ≤ 1.
Thus, applying the triangle inequality gives that d(z, σ′) ≥ m for all such z and so
Lm2 [δσ′ ](z) = 0. As a result, if σ 6∈ Bm+1(σ′), we get that L1[Lm2 [δσ′ ]](σ) = 0.
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The idea in Lemma 34 can also be applied to more complicated compositions of
L1, L2 in the same way.
A.3 RER for a fully connected system
Systems such that the transitions rate q(σ, σ′) are positive for all states σ, σ′, will
be characterized as fully connected. In those, we can have a transition from some
state to any other state in one step. As we will see, this simplifies the asymptotic
work on the RER. This case is considered only for its simplicity, as systems of the
above type are not easily parallelized.
In the proof that follows, we will need to quantify the dependence of various
relations involving P∆t and Q∆t to ∆t.
P∆t(σ, σ
′)−Q∆t(σ, σ′) = C(σ, σ′)∆tp + o(∆tp), (A.23)
P∆t(σ, σ
′) +Q∆t(σ, σ′) = 2δσ′(σ) + 2q(σ, σ′)∆t+ o(∆t) (A.24)
= 2Q∆t(σ, σ
′) + C(σ, σ′)∆tp + o(∆tp). (A.25)
Those formulas are based on Lemma 2.2 in the main text. Thus, we can write a
theorem for the RER and its relation to the various quantities discussed for the case
of a fully connected system.
Theorem 35. Let P∆t(σ, σ
′) = eL∆tδσ′(σ) and Q∆t(σ, σ′) be an approximation of P∆t
based on a splitting scheme. Also, let µ∆t the invariant measure associated with Q∆t.
Then, if the order of the local error between Q∆t and P∆t is equal to p, p > 1, and if
the system is fully connected,
H(Q∆t|P∆t) =
∑
σ∈S
µ∆t(σ)
∑
σ′∈S
σ′ 6=σ
(C(σ, σ′))2
2q(σ, σ′)
∆t2p−2 + o(∆t2p−2). (A.26)
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We remind that C stands for the commutator associated to the scheme, as defined
in Lemma 2.2 of the main text.
Proof. Given x > 0 and by the definition of tanh−1,
log(x) = 2atanh
(
x− 1
x+ 1
)
= 2
∞∑
k=0
1
2k + 1
(
x− 1
x+ 1
)2k+1
. (A.27)
This expansion of the logarithm converges for every x > 0, as can be seen by applying
the root convergence test. Next, we expand the logarithm in the definition of the RER
according to (A.27) in order to get
∆t ·H(Q∆t|P∆t) = 2
∑
σ,σ′
µQ(σ)Q∆t(σ, σ
′)
Q∆t(σ, σ
′)− P∆t(σ, σ′)
Q∆t(σ, σ′) + P∆t(σ, σ′)
+ F (∆t),
F (∆t) := 2
∑
σ,σ′
µQ(σ)Q∆t(σ, σ
′)
∞∑
k=1
1
2k + 1
(
Q∆t(σ, σ
′)− P∆t(σ, σ′)
Q∆t(σ, σ′) + P∆t(σ, σ′)
)2k+1
.
(A.28)
Note that p > 1 implies a match of the terms in the expansion of P∆t and Q∆t
corresponding to ∆t0 and ∆t1. To progress, we first need asymptotic results for the
ratios ((P∆t−Q∆t)/(Q∆t+P∆t))k, which are proved in Lemma 36. Thus, we get that
F (∆t) = O(∆t3p−2) and we have,
∆t ·H(Q∆t|P∆t) = −2
∑
σ,σ′
σ 6=σ′
µ∆t(σ)Q∆t(σ, σ
′)
P∆t(σ, σ
′)−Q∆t(σ, σ′)
Q∆t(σ, σ′) + P∆t(σ, σ′)
+O(∆t3p−2).
(A.29)
Now we use Equation (A.25) on the denominator of the fraction appearing in (A.29).
This allows us to approximate the fraction in (A.29) and, after simplifications, we get
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∆t ·H(Q∆t|P∆t) = −
∑
σ,σ′
µ∆t(σ) (P∆t(σ, σ
′)−Q∆t(σ, σ′)) +
∑
σ,σ′
µ∆t(σ)G(∆t;σ, σ
′)
=
∑
σ,σ′
µ∆t(σ)G(∆t;σ, σ
′), (A.30)
since
∑
σ′ P∆t(σ, σ
′) − Q∆t(σ, σ′) = 0 for any σ ∈ S. Thus next we will quantify the
dependence of G(∆t;σ, σ′) in ∆t. Let us fix σ, σ′ ∈ S and neglect the sum. Then we
have
G(∆t;σ, σ′) =
− (P∆t(σ, σ′)−Q∆t(σ, σ′)) ∆tpC(σ, σ′)
2Q∆t(σ, σ′) + ∆tpC(σ, σ′) + o(∆tp)
+ o(∆t2p). (A.31)
We can apply equation (A.23) to the numerator of (A.31) to further expose the ∆t.
This manipulation leads to,
− (P∆t(σ, σ′)−Q∆t(σ, σ′)) ∆tpC(σ, σ′) = −(C(σ, σ′))2∆t2p + o(∆t2p).
Now, we need to also take care of the dependence of ∆t in the denominator. To do
that, we can separate the fraction to an approximation plus remaining terms and use
that Q∆t(σ, σ
′) = q(σ, σ′)∆t+ o(∆t) to get
−(C(σ, σ′))2∆t2p + o(∆t2p)
2Q∆t(σ, σ′) + ∆tpC(σ, σ′) + o(∆tp)
= −(C(σ, σ
′))2
2q(σ, σ′)
∆t2p−1 +O(∆t2p). (A.32)
Therefore G(∆t;σ, σ′) = O(∆t2p−1), when σ 6= σ′. We should also tend to the case
that σ′ = σ, in which Q∆t(σ, σ′) = 1 +O(∆t) and so
− (C(σ, σ))
2
2Q∆t(σ, σ)
∆t2p = −(C(σ, σ))
2
2
∆t2p +O(∆t2p+1). (A.33)
It follows that G(∆t;σ, σ) = O(∆t2p). So, combining (A.32) and (A.30), we get the
result.
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Note that, compared to the first theorem appearing in the main text, Theorem 35
shows a substantial difference in the order of the RER for the two splittings. What
it suggests is that the RER, apart from depending on the way L is decomposed into
L1, L2, is also influenced by the properties of the original process. Finally, note the
assumption we made on the commutator. As is hinted in the proof, violation of
this assumption would mean that H(QLie∆t |P∆t) = O(∆t2) instead of O(∆t1), which
matches the order in Theorem 35. We comment on this point in Section 8 of the
main text. We can see that the commutator and the order of the local error both
make an appearance in the ∆t-expansion of the RER. This implies that criteria for
splitting selection, which were applicable for short time intervals, remain relevant for
long-time errors as well.
For the convenience of the reader, we include Lemma 36, versions of which were
also used in the main text.
Lemma 36. Let P∆t(σ, σ
′) = eL∆tδσ′(σ) and Q∆t an approximation based on a split-
ting scheme with order of local error p, p > 1. Then, given k ∈ N, and σ, σ′ states
such that q(σ, σ′) > 0, σ 6= σ′, we have
Q(σ, σ′) ·
(
Q∆t(σ, σ
′)− P∆t(σ, σ′)
Q∆t(σ, σ′) + P∆t(σ, σ′)
)k
= O
(
∆tkp−(k−1)
)
. (A.34)
Proof. Since σ 6= σ′ and q(σ, σ′) > 0, Equation (A.24) is
P∆t(σ, σ
′) +Q∆t(σ, σ′) = 2q(σ, σ′)∆t+ o(∆t). (A.35)
Thus, using Equations (A.35) and (A.23), we get
(
Q∆t(σ, σ
′)− P∆t(σ, σ′)
Q∆t(σ, σ′) + P∆t(σ, σ′)
)k
=
(
C(σ, σ′)
2q(σ, σ′)
)k
∆tkp−k + o(∆tkp−k).
Since Q∆t(σ, σ
′) = q(σ, σ′)∆t+ o(∆t), we get the result.
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From Theorem 35, we can compute the first terms of the asymptotic expansion of
the RER.
Corollary 1. Let P∆t(σ, σ
′) = eL∆tδσ′(σ), QLie∆t be the Lie approximation and Q
Strang
∆t
be the Strang approximation. Let us also denote by µL (µS) the associated stationary
measure to QLie∆t (Q
Strang
∆t ). Then, assuming that the system is fully connected,
H(QLie∆t |P∆t) =
∑
σ∈S
µL(σ)
∑
σ′∈S
([L1, L2]δσ′(σ)))
2
4q(σ, σ′)
∆t2 +O(∆t3),
H(QStrang∆t |P∆t) =
∑
σ∈S
µS(σ)
∑
σ′∈S
(1/24 ([L1, [L1, L2]]− 2[L2, [L2, L1]]) δσ′(σ))2
2q(σ, σ′)
∆t4
+O(∆t5).
In both cases above, the coefficients of ∆t2 and ∆t4 are expected values of an ap-
propriate observable that includes the commutator over the corresponding stationary
measure. This implies that, apart from the theoretical results we can infer from the
formulas, those are quantities that can be estimated during a parallel KMC simulation
as ergodic averages. More generally, in Theorem 35 we stated that
H(Q∆t|P∆t) = Eµ∆t
[∑
σ′∈S
(C(·, σ′))2
2q(·, σ′)
]
∆t2p−2 + o(∆t2p−2). (A.36)
So, we can estimate the top order coefficient by simulating σi∆t ∼ µQ. Applying the
ergodic theorem for Markov chains,
Eµ∆t
[∑
σ′∈S
(C(·, σ′))2
2q(·, σ′)
]
= lim
T→∞
1
T
NT∑
i=1
∆t
∑
σ′∈S
(C(σi∆t, σ
′))2
2q(σi∆t, σ′)
, (A.37)
where NT = [T/∆t]. Therefore, given a sufficiently long path of the chain σi∆t and
since the commutator is a computable object for any pair of states, we can estimate
the coefficient to any precision during a simulation. The coefficients for lower-order
terms can also be estimated in the same fashion.
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A.4 RER-inspired higher order splitting schemes
One of the assumptions in the theorems of the main text has been the existence
of a pair of states with a certain geodesic distance from each other. A choice of
L1, L2 such that the commutator is zero for all such states would raise the order of
the scheme used. We demonstrate this idea next in the context of the simple Markov
Chain example we included in the main text (Section 8). In that example, we defined
the transition rate matrix of a simple 3× 3 Markov chain:
Q =

−3 1 2
3 −4 1
1 0 −1
 .
Can we design a splitting of Q into A,B such that H(QLie∆t |P∆t) = O(∆t2), even
though the diameter of the system is equal to two? In order to accomplish this,
we follow the idea illustrated in the proof of Theorem 8.6 in the main text and
construct an A such that the commutator C(3, 2) = [A,B]32 = 0. Since B = Q− A,
[A,B] = [A,Q−A] = [A,Q], so we just need to pick a valid transition rate matrix A
such that [A,Q]32 = 0. That is,
[A,Q]32 =
3∑
i=1
A3iQi2 −Q3iAi2 = 0. (A.38)
A simple solution for the Equations in (A.38) is A3i = Ai2 = 0 for all i. There are
now an infinite number of choices for A, since for any positive a, the matrix
A =

−a 0 a
0 0 0
0 0 0
 (A.39)
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is a valid transition rate matrix that satisfies all of our requirements. Picking a = 1,
computing the RER with this splitting and expanding it around zero we get,
H(QLie∆t |P∆t) ' 0.223∆t2 + 0.857∆t3 +O(∆t4) (A.40)
and indeed the order of the ∆t-normalized RER has risen to two.
A.5 Formula for the commutator in the Lie case
We provide the full formula for the commutator associated to the Lie splitting.
Let σ(x) ∈ {0, 1} be the order parameter for all x in the lattice Λ. Then, the Lie
commutator is
C(σ, σ′) =
1
2
∑
x,y∈Λ
[q1(σ, σ
x)q2(σ
x, σx,y)− q1(σy, σy,x)q2(σ, σy)] δσ′(σx,y)
−
∑
x,y∈Λ
q1(σ, σ
x) [q2(σ
x, σx,y)− q2(σ, σy)] δσ′(σx)
−
∑
x,y∈Λ
q2(σ, σ
y) [q1(σ, σ
x)− q1(σy, σy,x)] δσ′(σy).
(A.41)
Note that each of the sums in (A.41) can be simplified further due to the locality of
the transitions. By the definition of q1, q2 in the main text, we have
qi(σ, σ
x) := q(σ, σx)χGi(x), i = 1, 2 (A.42)
where G1 ∩G2 = ∅, G1, G2 being subsets of the lattice. Thus, when calculating
q1(σ, σ
x)q2(σ
x, σx,y)− q1(σy, σy,x)q2(σ, σy) (A.43)
we can see that (A.43) is trivially zero if x ∈ G2 or y ∈ G1. Also, if x ∈ G1, y ∈ G2 but
x is not in a lattice neighborhood of y, then q2(σ
x, σx,y) = q2(σ, σ
y) and q1(σ
y, σy,x) =
101
q1(σ, σ
x). That is, transitions that involve x do not depend on y and vice versa, when
x and y are not in each other’s neighborhood. So, in this case too, (A.43) is zero.
Therefore, we can see that the first sum in (A.41) is much smaller, as it only involves
the boundary lattice sites between the groups G1, G2. By the same argument, we
can see that this is the case for the two next sums in (A.41). As a result, the Lie
commutator is an object that only needs to be calculated in the boundary elements
between the two lattice groups and this is a much smaller set (O(N), if N2 is the
number of lattice sites), compared to the full lattice. For example, in Figure A.1
and for the Lie commutator, we have to sum over the elements in the green area
that corresponds to each sub-lattice, counting each pair of neighbors x, y, x ∈ G1 and
y ∈ G2, only once. The situation is similar for the Strang commutator.
Figure A.1. A checkerboard decomposition of a 2D lattice. Red sub-lattices corre-
spond to group G1 and white ones to G2. For comparison, a nearest neighborhood
region (n.n. region) is also shown (solid black cross). Transitions involving the cen-
ter of that region only depend on the state of its nearest neighbors. So, if we pick
the sub-lattices much larger than the size of an n.n. region, transitions in different
sub-lattices belonging to the same group are independent. A site x is said to belong
to the boundary of its sub-lattice if part of its n.n. region is outside that sub-lattice
(the green region is the collection of all such points for the first sub-lattice). If a
transition occurs at such a site x, then an update needs to be made to the boundary
information of all other sub-lattices for which x belongs to a n.n. region.
Derivation of Equation (A.41). Let σ, σ′ be states. From the text, we know that in
the Lie case the commutator is equal to
C(σ, σ′) = [L1, L2]/2δσ′(σ) = (L1L2δσ′(σ)− L2L1δσ′(σ)) /2. (A.44)
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To progress, we have to first calculate L1L2δσ′(σ), L2L1δσ′(σ). Due to the symmetry
between the two expressions, we only need to calculate L1L2δσ′(σ). Thus, we have,
L1[L2δσ′ ](σ) =
∑
z∈S
q1(σ, z) (L2[δσ′ ](z)− L2[δσ′ ](σ)) . (A.45)
First, we remind that given state σ and lattice site x then by σx we denote the state
such that if y is another lattice site, then
σx(y) =

σ(y), y 6= x,
1− σ(y), y = x.
(A.46)
Next, we will assume that the transition rates q (and thus q1, q2) have the following
property.
q(σ, σ′) =

q(σ, σx) > 0, σ′ = σx,
0, else,
(A.47)
Thus, by (A.47), Equation (A.45) can be re-written as
L1[L2δσ′ ](σ) =
∑
x∈Λ
q1(σ, σ
x) (L2[δσ′ ](σ
x)− L2[δσ′ ](σ)) . (A.48)
Using the definition of L2 and assumption in (A.47), we have
L1L2δσ′(σ) =
∑
x,y∈Λ
q1(σ, σ
x)q2(σ
x, σx,y) (δσ′(σ
x,y)− δσ′(σx))
−
∑
x,y∈Λ
q1(σ, σ
x)q2(σ, σ
y) (δσ′(σ
y)− δσ′(σ)) (A.49)
To get to L2L1 from L1L2, we can use the symmetry of the formulas and just switch
rates q1 with q2 in (A.49). Then, subtracting the two gives the result.
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A.6 Further details on asynchronous algorithm for parallel
KMC
For completeness, we include a step-by-step description of the algorithm for paral-
lel lattice KMC. The background section in the paper has more details and references.
Assuming that we can decompose the lattice Λ into sub-lattices Λi, i = 1, . . . , n
so that transitions in some sub-lattices are independent from transitions in others,
like in Figure A.1. Let G2 be the set of red sub-lattices and G1 the set of white
sub-lattices. Then, for the Lie splitting, the algorithm would be the following. First,
let the initial time be t = 0 and fix a T be the final time we wish the system to reach.
1. Freeze sub-lattices belonging to G1, apply KMC to each sub-lattice belonging
to G2 until a time ∆t is reached for all of them.
2. Since the two groups are not independent, communicate the changes in bound-
aries of sub-lattices in G2 to the corresponding sub-lattices in G1.
3. Freeze sub-lattices in G2, apply KMC to each sub-lattice in G1 until a time ∆t
is reached for all of them.
4. Communicate changes in the boundaries of sub-lattices of G1 to the correspond-
ing sub-lattices in G2.
5. Set time t← t+ ∆t. Return to step 1 and repeat until t = T is reached.
The significance of such an algorithm rests on the fact that state transitions between
different sub-lattices in G1 or G2 are independent within the group. Thus, when the
user applies KMC in step 1 or 3, it can be applied to the whole group G1 or G2
asynchronously, which leads to the speed-up in simulation.
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APPENDIX B
SUPPLEMENTARY MATERIAL FOR CHAPTER 2
Let Xn be a Markov process with P the Markov transition kernel and µ the
corresponding stationary distribution. Also,
p(σ0, . . . , σm) = p(X0 = σ0, . . . , Xm = σ0),
σi being states of the process from a state space S. We also use the notation σ0:m for
the sequence of states σ0, . . . , σm. In some cases those states will have to be distinct,
and this will be mentioned separately when is needed.
B.1 Connection of the Entropy Production with the Entropy
Production Rate
In the main text (see Equations (2.14), (2.15)), we sketched a proof for the con-
nection between entropy production (EP) for paths of length m,
EP(P ) =
∑
σ0:m
p(σ0:m) log
(
p(σ0:m)
p(σm:0)
)
, (B.1)
and entropy production per unit time (or entropy production rate (EPR)),
EPR(P ) =
∑
σ,σ′
µ(σ)P (σ, σ′) log
(
P (σ, σ′)
P (σ′, σ)
)
. (B.2)
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Lemma 37. let m ∈ N and let P be a Markov transition probability kernel, with µ
being the stationary distribution that corresponds to P . Then,
EP(P ) = m ·
∑
σ0,σ1
µ(σ0)P (σ0, σ1) log
(
P (σ0, σ1)
P (σ1, σ0)
)
= m · EPR(P ). (B.3)
Proof. By the Markov property, we can express p(σ0:m), p(σm:0) with respect to P, µ
:
p(σ0:m) = µ(σ0)P (σ0, σ1) · · ·P (σm−1, σm),
p(σm:0) = µ(σm)P (σm, σm−1) · · ·P (σ1, σ0).
(B.4)
Substituting those in the definition of the EP in Equation (B.1), we get
∑
σ0:m
µ(σ0)P (σ0, σ1) · · ·P (σm−1, σm) log
(
µ(σ0)P (σ0, σ1) · · ·P (σm−1, σm)
µ(σm)P (σm, σm−1) · · ·P (σ1, σ0)
)
=
∑
σ0:m
µ(σ0)P (σ0, σ1) · · ·P (σm−1, σm) log
(
µ(σ0)
µ(σm)
)
(B.5)
+
∑
σ0:m
µ(σ0)P (σ0, σ1) · · ·P (σm−1, σm)
m∑
k=1
log
(
P (σk−1, σk)
P (σk, σk−1)
)
. (B.6)
First, we shall show that Equation (B.5) is equal to zero. We can write it as
∑
σ0:m
µ(σ0) log(µ(σ0))P (σ0, σ1) · · ·P (σm−1, σm) (B.7)
−
∑
σ0:m
µ(σ0)P (σ0, σ1) · · ·P (σm−1, σm) log(µ(σm)). (B.8)
Now, for the first sum, we can repeatedly use that
∑
σ′
P (σ, σ′) = 1 (B.9)
for all states σ, which results to Equation (B.7) being reduced to
∑
σ0
µ(σ0) log(µ(σ0)).
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For the part in (B.8), since µ is the stationary distribution associated with P , we
have that for any state σ′,
µ(σ′) =
∑
σ
µ(σ)P (σ, σ′). (B.10)
Using the property in (B.10) repeatedly on Equation (B.8), we get that it is equal
to (B.7), which gives the equality of the first sum in the right-hand side of Equa-
tion (B.5) to zero. Next, we need to account for (B.6), which we write as
m∑
k=1
∑
σ0:m
µ(σ0)P (σ0, σ1) · · ·P (σm−1, σm) log
(
P (σk−1, σk)
P (σk, σk−1)
)
. (B.11)
For k = 1, and by using property (B.9), we get
∑
σ0:1
µ(σ0)P (σ0, σ1) log
(
P (σ0, σ1)
P (σ1, σ0)
)
. (B.12)
For any other k in Equation (B.11), we can use Equation (B.10) to show that all
terms are equal to (B.12). Since we have m of those, this proves the result.
The technique with which we showed that the term in (B.5) is equal to zero is a
generalization of the one we used in the proof of Theorem 22 in the main text (see
from Equation (2.31) in the main text and below).
B.2 Connectivity and Markov generators
We remind here that L is a generator of a Markov process Xn, L
k represents the
result of k compositions of L. d is the geodesic distance between states, defined with
respect to the transition rates of the exact Markov process with transition probabilities
P∆t:
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d(σ, σ′) :=

min{|~z| : ~z ∈ Path(σ → σ′)}, Path(σ → σ′) 6= ∅,
∞, Path(σ → σ′) = ∅.
(B.13)
In (B.13), |~z| is the length of a path from σ to σ′ and Path(σ → σ′) corresponds to
the set of all such possible paths connecting σ and σ′.
In the proof of Lemma 24 in the main text we used that if we have two states σ, σ′
with d(σ, σ′) = k, then Lk(σ, σ′) > 0. This is a consequence of a specific representation
that Lk(σ, σ′) has when the states σ and σ′ are k steps apart.
Lemma 38. Let σ, σ′ ∈ S and let L be the generator of the Markov process. Then
d(σ, σ′) = k ⇒ Lk(σ, σ′) =
∑
z1:k−1
q(σ, z1) . . . q(zk−1, σ′).
Note the notation z1:n−1 = (z1, . . . , zn−1) for a path of states of length n− 1. Here
we assume that σ, z1, . . . , zn−1, σ′ are distinct states, so that the path from σ to σ′ is
of length n.
Proof. The result is immediate for k = 0 or k = 1, as L0(σ, σ) = δσ(σ) = 1 and
L(σ, σ′) = q(σ, σ′), since there is only one path between σ and σ′. Let us assume that
this fact holds for k = n. That is, for states such that d(σ, σ′) = n,
Ln(σ, σ′) =
∑
z1:n−1
q(σ, z1) . . . q(zn−1, σ′). (B.14)
Note that in Equation (B.14), we have a sum that contains all paths of length n con-
necting σ to σ′. As the states in the sum are distinct, the product q(σ, z1) . . . q(zn−1, σ′)
is always non-negative. In fact, an implication of representation (B.14) for Ln(σ, σ′)
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is that Ln is positive when the states σ and σ′ are n steps apart. We demonstrate this
now as it will be useful for the rest of the proof. Consider a path of states of length
n from b0 = σ to bn = σ
′, (b0, b1, . . . , bn−1, bn), where the zi are all distinct states.
Then, as that sequence of states is a path, we have q(bi, bi+1) > 0 for i = 0, . . . , n− 1.
However, this path is also contained in the sum in Equation (B.14). Therefore, we
have
Ln(σ, σ′) =
∑
z1:n−1
q(σ, z1) . . . q(zn−1, σ′) ≥ q(σ, b1) . . . q(bn−1, σ′) > 0.
We will now show the result for d(σ, σ′) = n + 1. Since Ln+1 is L after n + 1
compositions, we can write
Ln+1(σ, σ′) = L[Ln[δσ′ ]](σ). (B.15)
Then, by the definition of the generator L,
L[Ln[δσ′ ]](σ) =
∑
z
q(σ, z) (Ln[δσ′ ](z)− Ln[δσ′ ](σ))
=
∑
z
q(σ, z)Ln[δσ′ ](z) (B.16)
In (B.16), we used that d(σ, σ′) = n + 1 ⇒ Ln[δσ′ ](σ) = 0. This is true by the
induction hypothesis we made in Equation (B.14). If q(σ, z) = 0, the corresponding
terms are also zero, so let z be a state such that q(σ, z) > 0. As we argued above,
due to the representation in (B.14) Ln(z, σ′) > 0. Thus, we will now show that
n ≤ d(z, σ′) ≤ n+ 2.
For the upper bound, we apply the triangle inequality. To get the lower, if d(σ, z) = 1
and d(z, σ′) is lower or equal to n− 1, then by following the path σ → z → σ′, we get
109
a new path between σ and σ′ with at most n steps. This contradicts that d(σ, σ′) is
the minimum number of steps to get from σ to σ′, as we have already assumed that
d(σ, σ′) = n+ 1.
Now, since d(σ, σ′) > n ⇒ Ln[δσ′ ](σ) = 0, we get that only the pairs of states
(z, σ′) such that d(z, σ′) = n lead to potential non-zero terms for the sum in Equa-
tion (B.16). Therefore, if we assume d(z, σ′) = n, and by using the induction step in
Equation (B.16), we have
Ln+1(σ, σ′) = L[Ln[δσ′ ]](σ) =
∑
z,z1:n−1
q(σ, z)q(σ, z1) . . . q(zn−1, σ′). (B.17)
While proving Lemma 38, we also demonstrated that compositions of the gener-
ators are always positive on certain pairs of states.
Lemma 39. Let σ, σ′ be states such that d(σ, σ′) = k. Then Lk(σ, σ′) > 0.
Proof. This is a corollary of Lemma 38.
B.3 Highest-order coefficients for Lie and Strang operator
splitting schemes
Let L be a bounded operator, which allows us to represent the semigroup eLt via
a power series expansion. We shall use the notation L(σ, σ′) := L[δ′σ](σ), with which
we have
Pt(σ, σ
′) = eLtδσ′(σ) =
∞∑
k=0
Lk(σ, σ′)
k!
tk. (B.18)
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We assume that we can write an expansion for Q∆t too by representing each
semigroup in Equation (2.3) and Equation (2.4) by its series and then multiplying
out. By this process, we get
Q∆t(σ, σ
′) =
∞∑
k=0
LkQ(σ, σ
′)
k!
∆tk, (B.19)
where LkQ represents the terms of order k in the expansion of Q∆t. For example, for
the Lie splitting, L0Lie = I, L
1
Lie = L,L
2
Lie = (L
2
1 + L
2
2 + 2L1L2). In general, the exact
form of LkQ can be computed by using the BCH formula. This notation is picked for
clarity and does not imply that LQ is a generator of a Markov process. As such, L
k
Q
does not equal k compositions of LQ, except if k < p, p being the order of the local
error for the operator splitting scheme.
Lemma 40 and Lemma 41 demonstrate the form of the highest-order coefficients
of the RER and the discrepancy for the Lie and Strang schemes in the case that
d(σ, σ′) = 1 implies σ′ = σx for some x in the lattice. This includes the adsorp-
tion/desorption systems, an example of which was demonstrated in Section 2.3.
Lemma 40. Under the assumptions of Lemma 23, if ALie(AStr) is the highest order
coefficient of the RER for the Lie (Strang) splitting, then
ALie = EµLie(σ)
[∑
x,y∈Λ
FLie(σ, σ
x,y)
]
=
∑
σ
µLie(σ)
∑
x,y∈Λ
FLie(σ, σ
x,y),
FLie(σ, σ
′) := CLie(σ, σ′)MLie(σ, σ′)− 2L2Lie[δσ′ ](σ)(arctanh(MLie(σ, σ′))−MLie(σ, σ′)),
MLie(σ, σ
′) := CLie(σ, σ′)/(L2Lie[δσ′(σ)] + CLie(σ, σ
′))
(B.20)
CLie stands for the commutator of the Lie scheme, CLie(σ, σ
′) = [L1, L2]δσ′(σ)
and, for the Strang splitting,
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AStr = EµStr(σ)
[ ∑
x,y,z∈Λ
FStr(σ, σ
x,y,z)
]
=
∑
σ
µStr(σ)
∑
x,y,z∈Λ
FStr(σ, σ
x,y,z),
FStr(σ, σ
′) := CStr(σ, σ′)MStr(σ, σ′)− 2L3Str[δσ′ ](σ)(arctanh(MStr(σ, σ′))−MStr(σ, σ′)),
MStr(σ, σ
′) := CStr(σ, σ′)/(L3Str[δσ′ ](σ) + CStr(σ, σ
′)).
(B.21)
Proof. See proof of Theorem 5.2 in [26].
Similarly, from the proof of Lemma 24, Section 2.4, and specifically Equation (2.38),
we can write down the highest-order coefficient for the discrepancy.
Lemma 41. Under the assumptions of Theorem 24, if DLie(DStr) is the highest order
coefficient of I for the Lie (Strang) splitting, then
DLie =
∑
σ
µLie(σ)
∑
x∈Λ
q(σ, σx)
q(σx, σ)
CLie(σ
x, σ)
+
∑
x,y∈Λ
µLie(σ)L
2
Lie(σ, σ
x,y)atanh(MLie(σ
x,y, σ)).
(B.22)
and
DStr =
∑
σ
µStr(σ)
(∑
x∈Λ
q(σ, σx)
q(σx, σ)
CStr(σ
x, σ) +
∑
x,y∈Λ
L2(σ, σx,y)
L2(σx,y, σ)
CStr(σ
x,y, σ)
+
∑
x,y,z∈Λ
L3Str(σ, σ
x,y,z)
1
3
atanh(MStr(σ
x,y,z, σ))
)
.
(B.23)
B.4 Adsorption/Desorption Example
Here we include the setup for the adsorption/desorption example we simulated
with the help of SPPARKS.
Let Λ ⊂ Z2 be a bounded, two-dimensional integer lattice with dimensions N×N .
To every lattice site x corresponds a spin variable σ(x), σ(x) ∈ Σ = {0, 1}, where
σ(x) = 0 denotes that site x is empty and σ(x) = 1 that the site is occupied by some
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particle. The transition rates will correspond to single spin-flip Arrhenius dynamics.
If we fix a state σ ∈ S and a lattice site x ∈ Λ, then the transition rates q are defined
by
q(σ, σx) = q(x, σ) = c1(1− σ(x)) + c2σ(x)e−βU(x), (B.24)
U(x, σ) = J0
∑
y∈Ωx
σ(y) + h. (B.25)
The constants, c1, c2, β, J0, h, can be tuned to generate different dynamics. σ
x is the
resulting state after starting with σ and changing σ(x) to 1 − σ(x). Ωx represents
the set of lattice sites that are neighbors of x. For this model, Ωx will just be the
nearest neighbors of x, like in Figure 2.1. This is the kind of spatial dependence on
information that allows us to use parallel KMC. The single spin-flip process, defined
by the transition rates in (B.24), satisfies detailed balance and can be simulated
exactly via Kinetic Monte Carlo.
To produce Figures 2.3 and 2.4, we simulated an adsorption-desorption system
with the Lie and Strang schemes in SPPARKS. The Lie scheme was already part of
the software suite, whereas the Strang scheme was implemented by the authors. In
order to estimate the EPR by using the expressions in Lemmas 40 and 41, we selected a
splitting time-step ∆t = 0.001 and simulated the process in time for T = 100, N = 100
while simultaneously tracking the mean coverage of the lattice (to assess equilibration
of the system). Then the approximation to the EPR for the ∆t considered is given
by (A+D)∆tp−1.
The simulations were carried out with one processor running the parallel algo-
rithm, although the calculation of the coefficients in Lemmas 40 and 41 can be scat-
tered to the processes used during a parallel simulation. One of the points of the
main text is that those quantities can be thought as diagnostics for the schemes and,
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as such, estimated from the simulation of systems with smaller size than the target
system.
B.5 Estimators of the EPR for a Diffusion Process
To show how the calculation of the estimators would change under a different
model, we shall now demonstrate the case of a diffusion process. Let us assume that
it is modeled by the set of transition rates
q(x, y, σ) = p(x, y)σ(x)(1− σ(y)), x, y ∈ Λ, (B.26)
for some state σ. At each time step, the system can swap the values between two
lattice sites, x, y. p(x, y) corresponds to some decaying potential that captures the
distance a particle can travel. For instance, for nearest neighbor jumps, we would
have p(x, y) = 1/4 if |x− y| = 1, and p(x, y) = 0 otherwise. Note that the transition
rates q are zero if the origin site x is empty or if the target site y is occupied.
We focus on the case of computing the discrepancy term, I, for the Lie splitting
with a splitting of the generator L into L1 + L2. Nevertheless, this example will also
be instructive for the case of the relative entropy rate and other splittings.
Theorems 23 and 24 make no assumption on the underlying model. They do
however use the notion of distance between states that the transition rates define (see
discussion at the beginning of Section 2.4). For this model, two states σ, σ′, are one
jump apart if there exist distinct lattice sites x, y such that σ′ = σx,y, and two jumps
apart if there exist distinct x, y, z, w such that σ′ = σx,y,z,w. The notation σx,y,z,w
denotes the resulting state after starting with a state σ and carrying out spin-flips at
the lattice locations x, y, z, w.
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After computing the corresponding commutator, CLie(σ, σ
′) = [L1, L2]δσ′(σ), and
L2Lie, we can write the exact formula for the highest order coefficient for the Lie
splitting as
DLie =
∑
σ
µLie(σ)
∑
x,y∈Λ
q(σ, σx,y)
q(σx,y, σ)
CLie(σ
x,y, σ)
+
∑
x,y,z,w∈Λ
µLie(σ)L
2
Lie(σ, σ
x,y,z,w)atanh(MLie(σ
x,y,z,w, σ)).
(B.27)
Since the commutator CLie is zero for all choices of lattice sites but those at the
boundaries between sub-lattices, ∂Λ, Equation (B.27) is actually
DLie =
∑
σ
µLie(σ)
∑
x,y∈∂Λ
q(σ, σx,y)
q(σx,y, σ)
CLie(σ
x,y, σ)
+
∑
x,y,z,w∈∂Λ
µLie(σ)L
2
Lie(σ, σ
x,y,z,w)atanh(MLie(σ
x,y,z,w, σ)).
(B.28)
Therefore, for nearest neighbor interactions in a square N ×N lattice, the coefficient
in (B.28) has cost of computation O(N2). Note that the difference in scaling of the
cost is because of the underlying diffusion dynamics and which imply that d(σ, σ′) = 1,
that is, the states the system can reach in one step from σ, are precisely σ′ = σx,y for
x, y distinct lattice sites. However, estimating coefficient (B.28) is more of a diagnostic
that does not have to be computed while simulating the large system, which is why
we normalize coefficients by their scaling while estimating.
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