Herein, we use the generalized Lucas polynomials to find an approximate numerical solution for fractional initial value problems (FIVPs). The method depends on the operational matrices for fractional differentiation and integration of generalized Lucas polynomials in the Caputo sense. We obtain these solutions using tau and collocation methods. We apply these methods by transforming the FIVP into systems of algebraic equations. The convergence and error analyses are discussed in detail. The applicability and efficiency of the method are tested and verified through numerical examples.
Introduction
Ordinary and partial derivatives are special cases of fractional order derivatives. Many scientists are interested in linear and nonlinear fractional differential equations (FDEs). Many phenomena are described using fractional-order differentiation and integration. Their applications appeared in fluid, engineering, mechanics, physics, mathematics, optics, and other fields of science. So the fractional calculus investigates the rules, properties of derivatives, and integrals of noninteger orders. For handling these equations, the researchers apply many numerical methods such as finite difference method [1] [2] [3] , finite element method [4] [5] [6] , homotopy analysis method [7, 8] , variational iteration method [9] [10] [11] , a domain decomposition method [12] [13] [14] [15] , and Haar wavelet method [16, 17] .
Recently, the approximate solutions of the fractional differential equations have been evaluated by the spectral methods. These methods help to solve different kinds of differential equations with small error and a small number of unknowns; [18] solutions of fractional differential equations by using Jacobi operational matrix, [19] solutions of third and fifth-order differential equations by using Petrov-Galerkin methods, [20] solutions of fractional differential equations by using shifted Jacobi spectral approximations. The most used spectral methods are the Galerkin, collocation, and tau methods; [21] solutions of time-fractional telegraph equation by using Legendre-Galerkin algorithm, [22] solution for telegraph equation of space fractional order by using Legendre wavelets spectral tau algorithm, [23] solutions of differential problems by using tau method, [24] solutions for the parabolic and elliptic partial equations by the ultra-spherical tau method, [25] solutions for a class of variable-order fractional differential equations by using Jacobi wavelets method. The choice of this method depends on the type of the investigated problem and its initial and boundary conditions. For more applications about numerical and exact solutions of fractional differential models, please see [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] .
Multi-term fractional IVPs appear in many applications in various disciplines, most of numerical studies use the orthogonal polynomials, only rare studies use nonorthogonal polynomials, this motivates us to use these polynomials as a new basis functions, to test their ability to handle these problems.
In this paper, we solve the fractional ordinary differential equations with initial and boundary conditions applying generalized Lucas polynomials. We obtain the integrated equations and solve them. We use tau and collocation methods to evaluate numerical solutions. We have a system of nonlinear algebraic equations with initial and boundary conditions. Then we solve them by using Mathematica. We compare our numerical results with the Haar wavelet method [38] .
There are many techniques in literature to handle multi-term fractional IVPs using orthogonal polynomials, i.e., Legendre, Chebyshev, Jacobi, and others, and there are very few studies on nonorthogonal linearly independent set of polynomials, i.e., Lucas and Fibonacci polynomials. The main advantages of the present technique is that new polynomials can be used as a basis for spectral methods, the generation of these polynomials is easy, and the exponential rate of convergence.
The results in this paper are more efficient and of higher accuracy than the other methods. The sections are organized as follows. In section 2 definitions, properties of fractional calculus, and generalized Lucas polynomials, which are used in the following sections, are introduced. In section 3 derivatives for generalized Lucas polynomials of integer and fractional orders are stated. In section 4 the algorithm of this method is explained. In section 5 we investigate the convergence and error analysis. In section 6 we give some examples and their numerical solutions. In the last section we introduce some conclusions.
Preliminaries
In this section, some definitions, properties for fractional calculus [39] [40] [41] , and the generalized Lucas polynomials [42, 43] are stated. We introduce the important relations for the generalized Lucas polynomials which will be used in the following sections.
Properties and definitions of fractional calculus
And I β satisfies the following properties:
Definition 2
The fractional derivative of order β according to Caputo
where m -1 < β ≤ m, and D β satisfies the following properties:
For more details about the properties of fractional derivatives, please see [43] .
An overview and relations of generalized Lucas polynomials
Lucas polynomials L j (z) [43] have the following recurrence relation:
with the initial values
Lucas polynomials have Binet's form
and also have the power form
where j represents the largest integer less than or equal to j. If a and b are nonzero real numbers, the sequence of Lucas polynomials {L j (z)} j≥0 is generalized by the sequence {ϕ a,b j (z)} j≥0 generated by the recurrence relation
so Lucas polynomials L j (z) are derived from ϕ a,b j (z) if a = b = 1. We have the following:
where ϕ a,b j (z) have the power form
and
where
The following relations, used for solving the problems, are very important.
Integer and fractional derivatives of generalized Lucas vector
In this section, we state the integer and fractional derivatives of generalized Lucas polynomials in a matrix form.
Integer derivatives for generalized Lucas matrix
Suppose that the function W (z) can be expanded in terms of generalized Lucas polynomials
If we approximate this function as
If the first derivative of dΦ(z) dz is written as
where H (1) 
From (15) we can write
Fractional derivatives for generalized Lucas matrix
We state in this section the fractional derivative of generalized Lucas matrix, which is the general case for integer derivative.
Theorem 1
The fractional derivatives of generalized Lucas vector, which is defined in (14), have the form [42] 
where H (β) = (H β nm ) is (N + 1) × (N + 1) lower triangular matrix of the form
where β represents the smallest integer greater than or equal to β. And H β nm and γ β (n, m) have the elements in the form
The algorithm of the method
In this section, we explain the method for solving the boundary FDE with constant coefficients by using generalized Lucas polynomials
with the boundary conditions
where 0 < α ≤ 1, 1 < β ≤ 2. Suppose that equation (27) has the approximating solution
By using Theorem 1, we have
and now the residual of equation (27) has the form
Then we have
By using the tau method, we obtain the system of equations
With the boundary conditions (28), we have
Equations (33)-(34) give a linear system of equations in coefficients e i , i = 0, 1, . . . , N . These coefficients can be efficiently solved by Gaussian elimination.
Investigation of convergence and error analysis
In this section, we explain the convergence and error analysis of generalized Lucas expansion. The following lemmas are satisfied.
Lemma 1
For all t ∈ [0, 1], the following inequality holds for generalized Lucas polynomials:
Proof See Abd-Elhameed and Youssri (2017) [43] .
where L is a positive constant and if W (z) has the expansion
Then one has
If ε N = max |W (z) -W N (z)|, then we have the following truncation error.
Theorem 3
We have the following truncation error estimate:
Lemma 3 The derivatives of ϕ
i , and ϕ i are denoted by the following estimates:
Proof By applying the differential operators to the right-hand side of equation (29) and noting that t < 1, and finally by induction on i, we get the desired results.
is the exact solution of equation (21) satisfies the hypotheses of Eq. (6) and W (z) is approximated by W N (z) = N i=0 e i ϕ a,b i (z), then we have the following global error estimate:
where Ω is a generic constant and
Proof Now the global error estimate
From equation (21) we have
By the triangle inequality
And hence
where A = L |a| , B = 2 √ bL |a| , by Theorem 2, Lemma 3, and Theorem 3, and application of the series comparison test, we have
where Ω = max(Ω 1 , Ω 2 ).
Numerical examples
In this section, we solve some examples on equations (21), (22) using the generalized Lucas polynomials.
Example 1 Consider the following fractional-order initial value problem [38] :
The exact solution of equation (52) is W (z) = z β+1 Γ (β+1) . The residual of this equation:
For N = 3, we have H (β) in the form
We apply the generalized Lucas tau method and obtain the following equations: 
0.1 1.4 · 10 -6 1.9 · 10 -7 1.5 · 10 -7 6.9 · 10 -8 1.4 · 10 -7 1.6 · 10 -8 3.5 · 10 -8 5.5 · 10 -18 0.2 6.9 · 10 -9 7.2.0 · 10 -7 3.8 · 10 -8 7.3 · 10 -8 8.9 · 10 -7 1.7 · 10 -8 6.5 · 10 -8 2.6 · 10 -19 0.3 3.3 · 10 -8 6.02 · 10 -7 5.7 · 10 -7 6.0 · 10 -8 1.1 · 10 -7 1.3 · 10 -8 8.7 · 10 -8 6.0 · 10 -18 0. 4 3.1 · 10 -7 9.6 · 10 -8 3.8 · 10 -7 3.4 · 10 -8 1.8 · 10 -7 7.7 · 10 -9 9.7 · 10 -8 2.0 · 10 -18 0.5 7.8 · 10 -7 8.1 · 10 -10 3.6 · 10 -7 2.8 · 10 -10 2.6 · 10 -7 6.6 · 10 -11 8.9 · 10 -8 1.1 · 10 -17 0.6 1.5 · 10 -6 9.6 · 10 -8 2.3 · 10 -7 2.8 · 10 -8 6.0 · 10 -7 5.6 · 10 -9 5.9 · 10 -8 4.1 · 10 -18 0.7 4.8 · 10 -7 1.1 · 10 -7 3.6 · 10 -8 3.3 · 10 -8 1.0 · 10 -6 6.7 · 10 -9 4.8 · 10 -9 5.5 · 10 -18 0.8 7.9 · 10 -7 1.1 · 10 -7 2.2 · 10 -7 2.9 · 10 -8 1.8 · 10 -7 5.3 · 10 -9 8.0 · 10 -8 6.1 · 10 -17 0.9
1.1 · 10 -6 6.5 · 10 -8 5.5 · 10 -7 1.5 · 10 -8 3.5 · 10 -7 2.6 · 10 -9 1.9 · 10 -7 2.2 · 10 -17 
In Table 1 , we compare our results for the case a = b = 1 and N = 16 with the results of [38] for m = 32 for different values of β. In Table 2 , we compare between different solutions of Example 2.
Example 2 Consider the following fractional-order initial value problem [38] :
The exact solution of equation (38) is W (z) = z(1e z-1 ). The residual of this equation is
Example 3 Consider the following fractional-order initial value problem [38] :
The exact solution of equation (41) is W (z) = z 2 (z 3 -37 20 z + 33 40 ). The residual of this equation is
We apply our algorithm for the case a = 1, b = 2, N = 5, β = 3 2 , which yields 
We apply our algorithm for the case a = 2, b = 1, N = 5, β = 3 2 , which yields which is the exact solution.
Conclusion
Herein, a generalized Lucas polynomial sequence approach based on the operational matrix of fractional derivatives Lucas polynomials to spectrally solve fractional multi-term initial value problem was successfully applied to handle these equations. Four examples to a system of linear algebraic equations were solved by Mathematica software showing the exponential rate of convergence of the method. This method can be modified in the future work to solve different types of ordinary and partial FDEs with nonhomogeneous conditions and with variable coefficients.
