Earth Scientists Shake Things up on Titan
Katie Bethea | Oak Ridge National Laboratory B ecause of Earth's layered composition, scientists have often compared the basic arrangement of its interior to that of an onion. There's the familiar thin crust of continents and ocean floors; the thick mantle of hot, semisolid rock; the molten metal outer core; and the solid iron inner core.
But unlike an onion, peeling back Earth's layers to better explore planetary dynamics isn't an option, forcing scientists to make educated guesses about our planet's inner life based on surface-level observations. Understanding Earth's dynamics is important not only for fundamental knowledge of our home planet but also for more tangible applications, such as informed disaster response planning and improved structural engineering.
Outside in: From the Surface to the Boundary Layer Princeton University's Jeroen Tromp and his team are using advanced modeling and simulation and seismic data generated by earthquakes to create a detailed 3D picture of Earth's interior. Using Titan, the Cray XK7 Titan supercomputer at the US Department of Energy's Oak Ridge National Laboratory, Tromp's group is currently focused on imaging the entire globe from the surface to the coremantle boundary, a depth of 1,800 miles.
These high-fidelity simulations add context to ongoing debates related to Earth's geologic history and dynamics, bringing prominent features like tectonic plates, magma plumes, and hotspots into view, as shown in Figure 1 . In September 2016, the team published a paper in Geophysical Journal International on its first-generation global model. Created using data from 253 earthquakes captured by seismograms scattered around the world, the team's model is notable for its global scope and high scalability.
"This is the first global seismic model where no approximations-other than the chosen numerical methodwere used to simulate how seismic waves travel through the Earth and how they sense heterogeneities," said Ebru Bozdag, a co-principal investigator of the project and an assistant professor at the Colorado School of Mines. "That's a milestone for the seismology community. For the first time, we showed people the value and feasibility of running these kinds of tools for global seismic imaging."
The project's genesis can be traced to a seismic imaging theory first proposed in the 1980s. To fill in gaps within seismic data maps, the theory posited a method called adjoint tomography, an iterative full-waveform inversion technique. This technique leverages more information than competing methods, using forward waves that travel from the quake's origin to the seismic receiver and adjoint waves, which are mathematically derived waves that travel from the receiver to the quake.
The problem with testing this theory? "You need really big computers to do this," Bozdag said, "because both forward and adjoint wave simulations are performed in 3D numerically."
When an earthquake strikes, the release of energy creates seismic waves that often wreak havoc for life at the surface. Those same waves, however, present an opportunity for scientists to peer into the subsurface by measuring vibrations passing through the Earth.
As seismic waves travel, seismograms can detect variations in their speed. These changes provide clues about the composition, density, and temperature of the medium the wave is passing through. For example, waves move slower when passing through hot magma, such as mantle plumes and hotspots, than they do when passing through colder subduction zones, locations where one tectonic plate slides beneath another.
Each seismogram represents a narrow slice of the planet's interior. By stitching many seismograms together, researchers can produce a 3D global image, capturing everything from magma plumes feeding the Ring of Fire to Yellowstone's hotspots to subducted plates under New Zealand.
This process, called seismic tomography, works in a manner similar to imaging techniques employed in medicine, where 2D X-ray images taken from many perspectives are combined to create 3D images of areas inside the body.
In the past, seismic tomography techniques have been limited in the amount of seismic data they can use. Traditional methods forced researchers to make approximations in their wave simulations and restrict observational data to major seismic phases only. Adjoint tomography based on 3D numerical simulations employed by Tromp's team isn't constrained in this way. "We can use the entire dataanything and everything," Bozdag said.
Running its GPU version of the SPEC-FEM3D_GLOBE code, Tromp's team used Titan to apply full-waveform inversion at a global scale. The team then compared these "synthetic seismograms" with observed seismic data supplied by the Incorporated Research Institutions for Seismology (IRIS), calculating the difference and feeding that information back into the model for further optimization. Each repetition of this process improves global models.
"This is what we call the adjoint tomography workflow, and at a global scale, it requires a supercomputer like Titan to be executed in a reasonable time frame," Bozdag said. "For our first-generation model, we completed 15 iterations, which is actually a small number for these kinds of problems. Despite the small number of iterations, our enhanced global model shows the power of our approach. This is just the beginning, however."
At this stage, the resolution of the team's global model is becoming advanced enough to inform continental studies, particularly in regions with dense data coverage. Making it useful at the regional level or smaller, such as the mantle activity beneath Southern California or the earthquake-prone crust of Istanbul, will require additional work.
To improve accuracy and resolution further, Tromp's team is experimenting with model parameters. For example, the team's second-generation model will introduce anisotropic inversions, which are calculations that better capture the differing orientations and movement of rock in the mantle. This new information should give scientists a clearer picture of mantle flow, composition, and crust-mantle interactions.
Shaking It Up
Another group of researchers is using Titan and earthquake data to understand Earth's dynamics at the surface. A team led by Thomas Jordan of the Southern California Earthquake Center (SCEC), headquartered at the University of Southern California (USC) in Los Angeles, is developing physics-based earthquake simulations to better understand earthquake systems, including the potential seismic hazards from known faults and the impact of strong ground motions on urban areas.
Each year, about 10,000 minor earthquakes emanate from the southern segment of the San Andreas Fault, which passes within 35 miles of Los Angeles.
History tells us these tremors are just a preamble until the next "big one," an earthquake of a 7.5 magnitude or greater.
The last major earthquake along the fault hit San Francisco in 1906, registering a 7.8 magnitude. The quake took 700 lives and caused $400 million worth of damage, a figure equivalent to more than $10 billion today.
To help prepare emergency officials and structural engineers for the next large quake, Jordan is leading an effort to create a highly accurate tool for assessing the risks earthquakes pose to urban areas and critical infrastructure, such as dams, nuclear power plants, and energy grids. The tool, called CyberShake, takes a physics-based, computational approach to the problem, integrating the many facets of an earthquake event into a single model. The result is a map of Southern California that can predict the intensity of ground shaking at specific sites during a quake.
Under its most recent allocation on Titan, Jordan's team produced the most accurate hazard map for the Los Angeles region to date, incorporating more realistic physics and doubling simulation capability for seismic wave frequency-from 0.5 hertz to 1 hertz-one of the most important variables in predicting earthquake-caused building damage.
The team made the enhancements after identifying a threshold around 1 hertz at which their simulations diverged from well-recorded earthquake data. Building structures respond differently to different frequencies. Large structures such as skyscrapers, bridges, and highway overpasses are sensitive to low-frequency shaking (1 hertz or less), whereas smaller structures such as homes are more likely to be damaged by high-frequency shaking, which ranges from 2 to 10 hertz and above.
"One of the simplifications we use in lowfrequency simulations is a flat simulation region," said Philip Maechling, a team member and computer scientist at USC. "California isn't flat, of course. To improve these simulations and their results, we had to add new complexities, like topography."
In addition to topography-the roughness of Earth's surface-the team's simulations now include additional geometrical and attenuation (gradual dampening of the shaking due to loss of energy) effects, including near-fault plasticity, frequency-dependent attenuation, small-scale nearsurface heterogeneities, near-surface nonlinearity, and fault roughness. Their enhanced anelastic wave propagation code, AWP-ODC, can now perform simulations using Earth models near 4 hertz.
Titan's GPU-accelerated nodes proved pivotal to improving the team's seismic hazard analysis capability, running the team's simulations 6.3 times faster than a CPU-only implementation and reducing the needed compute time by 20 percent. The team plans on pushing its code to even higher frequencies, above 10 hertz, to get a clearer picture of how large earthquakes can affect small structures in urban areas.
"This was impossible without high-performance computing," Jordan said. "We are at a point now where computers can do these calculations using physics and improve our ability to do the type of analysis necessary to create a safe environment for society." T ogether, Jordan's and Tromp's projects demonstrate how leadership-class supercomputing provides context to scientific discussions and informs decision making among civic leaders. so, for US government purposes. The DOE will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan). I acknowledge Jonathan Hines of Oak Ridge National Laboratory and Miki Nolan formerly of Oak Ridge National Laboratory for their contributions to the content of this article.
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