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This paper treats the problem of estimating positive parameters restricted to a polyhedral
convex cone which includes typical order restrictions, such as simple order, tree order and
umbrella order restrictions. In this paper, twomethods are used to show the improvement
of order-preserving estimators over crude non-order-preserving estimators without any
assumption on underlying distributions. One is to use Fenchel’s duality theorem, and
then the superiority of the isotonic regression estimator is established under the general
restriction to polyhedral convex cones. The use of the Abel identity is the other method,
and we can derive a class of improved estimators which includes order-statistics-based
estimators in the typical order restrictions. When the underlying distributions are scale
families, the unbiased estimators and their order-restricted estimators are shown to be
minimax. The minimaxity of the restrictedly generalized Bayes estimator against the prior
over the restricted space is also demonstrated in the two dimensional case. Finally, some
examples and multivariate extensions are given.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Statistical inference on restricted parameters has been extensively studied from practical and theoretical points of view.
Most results have been devoted to testing issues against ordered alternatives for means of normal distributions and to the
estimation of the means under the restriction of means, such as the simple order and tree order restrictions. Compared to
these developments, few studies have paid attention to theoretical investigations of point estimation under the restriction
of variances or scale parameters. The estimation of restricted variances arises in the estimation of functions of variance
components in the mixed linear models or random effects models.
To explainmore about the estimation problemof ordered variances of normal distributions,we consider themodelwhere
s1, . . . , sk are random variables mutually and independently distributed as si/σ 2i ∼ χ2ni , a chi-square distribution with ni
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degrees of freedom, for i = 1, . . . , k. Let σ2 = (σ 21 , . . . , σ 2k )t , and assume that σ2 is restricted to the simple ordered space
S = {σ2 ∈ Rk+| σ 21 ≤ · · · ≤ σ 2k }. Let us suppose that we want to estimate σ2 under the simple order restriction, where
estimator δ = (δ1, . . . , δk)t is evaluated in terms of the risk function relative to the Kullback–Leibler loss function, given by
LKL(δ, σ2) = 2
∫ 
log
p(s|δ)
p(s|σ2)

p(s|δ)ds =
k−
i=1
ni{δi/σ 2i − log(δi/σ 2i )− 1} =
k−
i=1
niL(δi/σ 2i ), (1.1)
where p(s|σ2) is the joint density of s = (s1, . . . , sk)t and L(x) = x− log x− 1.
In case where k = 1, an alternative to L(δ1/σ 21 ) is the quadratic loss Lq(δ1/σ 21 ) = (δ1/σ 21 −1)2, which has been used very
frequently in the literature. Although the quadratic loss is reasonable for estimating a location parameter, it is not necessarily
appropriate for estimating the scale parameter, because Lq(δ1/σ 21 ) penalizes the underestimate less than the overestimate,
as seen from the fact that limt→0 Lq(t) = 1 and limt→∞ Lq(t) = ∞. This is also a reason why the best multiple of s21 relative
to Lq(δ1/σ 21 ) is given by 1/(n + 2), namely the unbiased estimator s21/n1 is not optimal with respect to Lq(δ1/σ 21 ). For the
loss L(δ1/σ 21 ), on the other hand, limt→0 L(t) = ∞ and the unbiased estimator is the best among estimators cs21 with c > 0.
In estimation of σ2 or simultaneous estimation of σ 21 , . . . , σ
2
k , a usual estimator of σ
2 is the unbiased estimator δUB =
(δUB1 , . . . , δ
UB
k )
t with δUBi = si/ni for i = 1, . . . , k, and it is easily seen that under the loss (1.1), δUB is the best of estimators
(c1s1, . . . , cksk)t for any positive constants c1, . . . , ck. It is, however, undesirable that δUB is often beyond the simple ordered
space S. Instead of the unbiased estimator δUB, it is reasonable to consider the following three alternative procedures
restricted to S:
(1) the isotonic regression estimator δIR = (δIR1 , . . . , δIRk )t , where
δIRi = mint≥i maxs≤i

t−
r=s
nrδUBr
 t−
r=s
nr

.
(2) the order-statistics-based estimator δOS = (δOS1 , . . . , δOSk )t , where δOS1 ≤ · · · ≤ δOSk are order statistics of δUB1 , . . . , δUBk ,
namely, δOSi is the i-th smallest element of δ
UB
i ’s.
(3) the restrictedly generalized Bayes estimator δGB against the prior
∏k
j=1{σ−2j dσ 2j } over the restricted space S.
For amore detailed description of the isotonic regression see [14]. The order-statistics-based estimator δOS has not been used
and researched in the context of simultaneous estimation of σ 21 , . . . , σ
2
k from a decision-theoretic point of view. Although
δOS seems slightly strange, the dominance property of δOS over the unrestricted estimator δUB can be shown in this paper.
Since these estimators (1)–(3) are always within the restricted space S, we here call them order-preserving estimators.
Interesting queries are whether these order-preserving estimators are better than the unrestricted and unbiased estimator
δUB in terms of risk andwhether they areminimax in a decision-theoretic framework. Themain aim of this paper is to handle
these queries and to answer them.
In this paper, we handle the order-restricted estimation problem in a more general setup concerning a distributional
assumption and a restricted space. Let η1, . . . , ηk be positive parameters, and assume that ηi is estimated by δi = δi(X)
based on a random vector X . It is noted that we assume neither mutual independence of the estimators δ1, . . . , δk nor
a specific distribution for X . Also assume that η = (η1, . . . , ηk)t is restricted to a polyhedral convex cone P ⊂ Rk+ =
{(y1, . . . , yk)t ∈ Rk| yi > 0 for i = 1, . . . , k}, where P is expressed as P = {η ∈ Rk+ | r ti η ≥ 0 for i = 1, . . . , q}. Here for
i = 1, . . . , q, a certain two elements of ri are one andminus one, and the other elements are zeros. Letting R = (r1, . . . , rq)t ,
we write P as
P = {η ∈ Rk+ | Rη ≥ 0q}, (1.2)
where Rη ≥ 0q denotes componentwise inequalities. This includes various order restrictions. For instance, let Rk−1 be a
(k− 1)× kmatrix such that
Rk−1 =
−1 1 0. . . . . .
0 −1 1
 .
Then P = {η ∈ Rk+ | Rk−1η ≥ 0k−1} with q = k − 1 means the simple ordering S = {η ∈ Rk+ | η1 ≤ · · · ≤ ηk}. In this
general setup, we consider the estimation of η under the restriction P relative to the weighted loss function
LKL(δ, η) =
k−
i=1
ωiL(δi/ηi) =
k−
i=1
ωi{δi/ηi − log(δi/ηi)− 1}, (1.3)
whereω1, . . . , ωk are nonnegative weighting constants.We here call it the weighted Stein loss function since L(δi/ηi) is called
the Stein loss. It is noted that the ωi’s usually correspond to the sample sizes, but in this paper we assume that they are any
known constants.
166 H. Tsukuma, T. Kubokawa / Journal of Multivariate Analysis 102 (2011) 164–181
The isotonic regression estimator under the polyhedral convex coneP is defined by the solution of the isotonic regression
min
η∈P
k−
i=1
ωi(ηi − δi)2.
In Section 2, the two methods are used to show the improvement of such order-preserving estimators over the crude
unrestricted estimator δ without any assumption on underlying distributions. One is to use Fenchel’s duality theorem,
and then the superiority of the isotonic regression estimator is shown under the general restriction to polyhedral convex
cones. The other is to use the Abel identity, and we can derive a condition for order-preserving estimators to dominate the
unrestricted estimator δ. As typical examples of the order restriction, in Section 3, we treat the simple order, tree order
and umbrella order restrictions and demonstrate the superiority of the isotonic regression and the order-statistics-based
estimators for each restriction.
In Section 4, the scale families with the scale parameters η1, . . . , ηk are supposed as the underlying distributions. In this
case, the unrestrictedly generalized Bayes estimator against the prior
∏k
j=1{η−1j dηj} over the whole space Rk+ can be shown
to be unbiased and minimax under the loss (1.3). This implies that all the order-preserving estimators improving on the
unbiased estimator are minimax, namely, the isotonic regression and the order-statistics-based estimators are minimax.
Of great interest is whether the restrictedly generalized Bayes estimator against the prior
∏k
j=1{η−1j dηj} over the restricted
space is minimax or not. Although the minimaxity is hard to establish, we can show the minimaxity in the simple case
of k = 2. Some examples are given in Section 5, and multivariate extensions are provided in Section 6. The last section,
Section 7, contains the concluding remarks of this paper with some open problems.
2. Two approaches to improvements under order restrictions
In this section, we introduce the two methods for obtaining order-preserving estimators improving unrestricted
estimators: One is the method by using the Fenchel duality theorem and the other is based on the Abel identity.
2.1. Improvement by using the Fenchel duality theorem
Wehere describe the problemaddressed in this section. Letη1, . . . , ηk be positive parameters such thatη = (η1, . . . , ηk)t
is restricted to the polyhedral convex cone P = {η ∈ Rk+ | Rη ≥ 0q}, where R = (r1, . . . , rq)t . Suppose some ηi’s
are pairwisely comparable, namely, ri consists of one +1 element, one −1 element and 0’s for the other elements. Let
δ1, . . . , δk be unrestricted estimators of η1, . . . , ηk, respectively, where their mutual independence and unbiasedness are
not assumed.Wewant to obtain order-preserving estimators that have uniformly smaller risk than δ relative to theweighted
Stein loss (1.3).
We first give the method by using the Fenchel duality theorem, given below. For the details, see [1].
Lemma 2.1 (Fenchel Duality Theorem). Let f (x) be a concave function defined in Rk and let K be a closed convex cone in Rk.
Define the concave conjugate of f (x) and the dual cone of K as, respectively,
f ∗(y) = inf
x∈Rk

k−
i=1
xiyi − f (x)

, K∗ =

y ∈ Rk
 k−
i=1
xiyi ≤ 0, ∀x ∈ K

.
Then
sup
x∈K
f (x) = − sup
y∈K∗
f ∗(y) (2.1)
if either (i) ri(dom f ) ∩ ri(K) ≠ ∅ or (ii) ri(dom f ∗) ∩ ri(K∗) ≠ ∅, where ri means relative interior and dom f = {x ∈ Rk |
f (x) > −∞}.
Remark 2.1. Let x∗ and y∗ be, respectively, solutions of the left- and right-hand sides of (2.1), namely, f (x∗) =
supx∈K f (x) = − supy∈K∗ f ∗(y) = −f ∗(y∗). It then holds that (i) x∗ ∈ K , (ii) y∗ ∈ K∗, (iii) (x∗)ty∗ =
∑k
i=1 x
∗
i y
∗
i = 0
and (iv)−y∗ is a subgradient of−f at x∗. For details, see [15] and also [1]. 
Theorem 2.1. Suppose η lies in the polyhedral convex cone P . Let δ = (δ1, . . . , δk)t be an estimator of η. If Pr(δ ∉ P ) > 0,
then the solution δIR of the isotonic regressionmina∈P
∑k
i=1 ωi(ai − δi)2 dominates δ relative to the weighted Stein loss (1.3).
Proof. Using the notations given around (1.1) for the normal or chi-square distribution, Robertson et al. [14] showed that
the solution of the isotonic regression minσ2∈P
∑k
i=1 ni(σ
2
i − δUBi )2 is identical to the argument attaining the supremum of
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the likelihood function supσ2∈P
∑k
i=1 ni(log σ
−2
i − δUBi /σ 2i ). This fact implies that the solution δIR of the isotonic regression
mina∈P
∑k
i=1 ωi(ai − δi)2 is equivalent to the argument attaining
sup
η∈P
k−
i=1
ωi(log η−1i − δi/ηi). (2.2)
For i = 1, . . . , k, let ξi = η−1i . Denote ξ = (ξ1, . . . , ξk)t and then ξ belongs to
{ξ ∈ Rk+ | Rξ ≤ 0q} = −P (say),
which is defined from P by interchanging ξi and ξj for q ordered pairs (ξi, ξj) rather than by interchanging ‘‘≥’’ and ‘‘≤’’.
Also denote the dual cone of−P by
−P ∗ = {ξ ∈ Rk | ξty ≤ 0 for any y ∈ −P }.
Then the objective function in (2.2) can be rewritten as
ℓ(ξ|δ) =
k−
i=1
ωi(log ξi − δiξi),
which is the concave function of ξ. Then the concave conjugate function of ℓ(ξ|δ) is given by
ℓ∗(λ|δ) = inf
ξ∈Rk+

k−
i=1
ξiλi − ℓ(ξ|δ)

= inf
ξ∈Rk+

k−
i=1
ξi(λi + ωiδi)−
k−
i=1
ωi log ξi

=
k−
i=1
ωi log(λi + ωiδi)+
k−
i=1
ωi(1− logωi),
where the domain of ℓ∗(λ|δ) is given by {λ ∈ Rk|λi + ωiδi > 0 for i = 1, . . . , k}.
Since the subgradient of−ℓ(ξ|δ) is (ω1δ1 − ω1ξ−11 , . . . , ωkδk − ωkξ−1k )t , Remark 2.1 (iv) implies that the supremum of
ℓ∗(λ|δ) is attained at
λ =
ω1(ξˆ
−1
1 − δ1)
...
ωk(ξˆ
−1
k − δk)
 .
Noting that ξˆ−1i ’s are equivalent to the solution of the isotonic regression, namely, ξˆ
−1
i = δIRi , we can see that
− sup
λ∈−P∗
λi+ωiδi>0
ℓ∗(λ|δ) = −ℓ∗(λ|δ) = − k−
i=1
ωi log(ωiδIRi )−
k−
i=1
ωi(1− logωi).
Furthermore it holds that
− sup
λ∈−P∗
λi+ωiδi>0
ℓ∗(λ|δ) ≤ −ℓ∗(0k|δ) = −
k−
i=1
ωi logωiδi −
k−
i=1
ωi(1− logωi),
which implies that
∑k
i=1 ωi log δ
IR
i ≥
∑k
i=1 ωi log δi, namely,
k−
i=1
ωi log(δIRi /ηi) ≥
k−
i=1
ωi log(δi/ηi). (2.3)
From the fact thatλ ∈ −P ∗ and ξ ∈ −P , it follows thatλtξ ≤ 0, namely,
k−
i=1
ωi(δ
IR
i − δi)ξi =
k−
i=1
ωi(δ
IR
i − δi)η−1i ≤ 0. (2.4)
Thus combining (2.3) and (2.4) completes the proof. 
2.2. Improvement by using the Abel identity
Although Theorem 2.1 guarantees the superiority of the isotonic regression estimators under the general restriction of
convex cones, it does not state anything about the superiority of other order-preserving estimators, such as order-statistics-
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based estimators. The second approach to improvement under the order restriction is to use the Abel identity, and it allows
us to provide a class of estimators improving on unrestricted estimators.
Assume that η is restricted on the order restriction P = {η ∈ Rk+|Rη ≥ 0k−1}, which is a special case of (1.2) with
q = k − 1. Then we shall derive a condition under which an estimator δ∗ = (δ∗1 , . . . , δ∗k )t dominates δ = (δ1, . . . , δk)t
relative to the weighted Stein loss. To this aim, letΩ = diag (ω1, . . . , ωk), and let Rk−1 be the (k− 1)× kmatrix such that
Rk−1 =
−1 1 0. . . . . .
0 −1 1
 .
Also let T = (Tij) be a k× k lower triangular matrix with Tij = 1 for i ≥ j and Tij = 0 for i < j.
Theorem 2.2. Suppose there exists a k×k nonsingularmatrixU such that RU t = Rk−1. Assume that δ∗ = (δ∗1 , . . . , δ∗k )t satisfies
the following two conditions:
(i)
∑k
i=1 ωi log δ
∗
i ≥
∑k
i=1 ωi log δi,
(ii) the k-th element of a vector TUΩ(δ∗ − δ) is equal to zero and the other elements are less than or equal to zero.
If Pr(δ ∉ P ) > 0, then LKL(δ∗, η) ≤ LKL(δ, η), that is, δ∗ dominates δ relative to the weighted Stein loss (1.3).
Proof. It is observed that
LKL(δ∗, η)− LKL(δ, η) =
k−
i=1
ωi(δ
∗
i − δi)/ηi −

k−
i=1
ωi log δ∗i −
k−
i=1
ωi log δi

. (2.5)
Thus it suffices to show that
∑k
i=1 ωi(δ
∗
i − δi)/ηi ≤ 0. Let λ = (λ1, . . . , λk)t for λi = η−1i with i = 1, . . . , k. It follows that
Rλ ≤ 0k−1. Putting ξ = (U t)−1λ and noting that RU t(U t)−1λ ≤ 0k−1, we can see that Rk−1ξ ≤ 0k−1, namely, ξ1 ≥ · · · ≥ ξk.
The first term of the r.h.s. in (2.5) can be expressed as
k−
i=1
ωi(δ
∗
i − δi)/ηi = λtΩ(δ∗ − δ) = λtU−1UΩ(δ∗ − δ) = ξtUΩ(δ∗ − δ).
For i = 1, . . . , k, let bi be the i-th element ofUΩ(δ∗−δ). Then the condition (ii) implies that∑ji=1 bi ≤ 0 for j = 1, . . . , k−1
and
∑k
i=1 bi = 0. The formula of Abel’s partial summation gives
k−
i=1
ωi(δ
∗
i − δi)/ηi =
k−
i=1
ξibi = (ξ1 − ξ2)b1 + (ξ2 − ξ3)(b1 + b2)+ · · · + (ξk−1 − ξk)
k−1
i=1
bi + ξk
k−
i=1
bi.
Hence using the fact that ξ1 ≥ · · · ≥ ξk completes the proof. 
When we handle the simple order and tree order restrictions as examples, we can show in the next section that the
class of improved estimators described by Theorem 2.2 includes the order-statistics-based estimators as well as the isotonic
regression estimators.
3. Examples of order-preserving and improved estimators
We now consider the following typical examples of the order restriction P = {η ∈ Rk+ | Rη ≥ 0k−1}:
(1) The simple ordering: S = {η ∈ Rk+ | η1 ≤ · · · ≤ ηk},
(2) The tree ordering: T = {η ∈ Rk+ | η1 ≤ ηi for i = 2, . . . , k},
(3) The umbrella ordering:U = {η ∈ Rk+ | η1 ≤ · · · ≤ ηu ≥ · · · ≥ ηk}.
For each example, the order-statistics-based estimators will be shown to satisfy the conditions of Theorem 2.2 in the case
that ω1 = · · · = ωk = 1. For the restrictions (1) and (2), the isotonic regression estimators are expressed in the explicit
forms, and it will be verified that they satisfy the conditions of Theorem 2.2.
3.1. The simple order restriction
It is noted that the simple order restriction is expressed as S = {η ∈ Rk+ | Rk−1η ≥ 0k−1}, which implies that U = Ik in
Theorem 2.2. Thus, the condition (ii) of Theorem 2.2 can be written as
j−
i=1
ωiδ
∗
i ≤
j−
i=1
ωiδi for j = 1, . . . , k− 1 and
k−
i=1
ωiδ
∗
i =
k−
i=1
ωiδi, (3.1)
which means that {ω1δ∗1 , . . . , ωkδ∗k } is weakly majorized by {ω1δ1, . . . , ωkδk}.
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We first consider the order statistics δOS1 ≤ · · · ≤ δOSk of δ1, . . . , δk, namely, δOSi is the i-th smallest element of δi’s. Let
δOS = (δOS1 , . . . , δOSk )t , and we call it the order-statistics-based estimator. It is easy to see that δOS satisfies the conditions (i)
and (ii) or (3.1) of Theorem 2.2 for ω1 = · · · = ωk = 1.
Proposition 3.1. Under the simple order restriction S, the order-statistics-based estimator δOS dominates δ relative to the Stein
loss (1.3) with ω1 = · · · = ωk = 1. Also, if η1 = · · · = ηk, then δOS has the same loss as δ.
We next handle the isotonic regression estimator δIR = (δIR1 , . . . , δIRk )t , where δIRi is given by
δIRi = mint≥i maxs≤i
t∑
r=s
ωrδr
t∑
r=s
ωr
= max
s≤i
min
t≥i
t∑
r=s
ωrδr
t∑
r=s
ωr
.
Proposition 3.2. Under the simple order restriction S, the isotonic regression estimator δIR dominates δ relative to the weighted
Stein loss (1.3).
Proof. Although this proposition directly follows from Theorem 2.1, we here show that δIR satisfies the conditions (i) and
(ii) of Theorem 2.2. To this aim, we only consider a part violating the order in δ = (δ1, . . . , δk)t . For instance, let the part be
δi, . . . , δi+t . Then the corresponding part of δIR is given by
δIRi = · · · = δIRi+t =
ωiδi + · · · + ωi+tδi+t
ωi + · · · + ωi+t ,
which satisfies δIRi−1 < δ
IR
i = · · · = δIRi+t < δIRi+t+1 and
ωiδi + · · · + ωi+tδi+t
ωi + · · · + ωi+t = min

δi,
ωiδi + ωi+1δi+1
ωi + ωi+1 , . . . ,
ωiδi + · · · + ωi+tδi+t
ωi + · · · + ωi+t

. (3.2)
Note also that
∑k
i=1 ωiδ
IR
i =
∑k
i=1 ωiδi. Hence from (3.2), it is observed that for l = 0, 1, . . . , t ,
(ωi + · · · + ωi+l)ωiδi + · · · + ωi+tδi+t
ωi + · · · + ωi+t ≤ ωiδi + · · · + ωi+lδi+l,
which is equivalent to
ωiδ
IR
i + · · · + ωi+lδIRi+l ≤ ωiδi + · · · + ωi+lδi+l.
This shows the condition (3.1).
To check the condition (i) of Theorem 2.2, we use the inequality of the weighted arithmetic and weighted geometric
means
α1T1 + · · · + αkTk ≥ Tα11 · · · Tαkk
for Ti ≥ 0 and αi ≥ 0 with α1 + · · · + αk = 1. This is applied to show that
i+t−
j=i
ωj log δIRj = (ωi + · · · + ωi+t) log

ωiδi + · · · + ωi+tδi+t
ωi + · · · + ωi+t

≥ (ωi + · · · + ωi+t) log
i+t∏
j=i
(δj)
ωj/(ωi+···+ωi+t )
=
i+t−
j=i
ωj log δj,
which satisfies the condition (i) of Theorem 2.2, and hence the proof is complete. 
3.2. The tree order restriction
Note that the tree order restriction is expressed as T = {η ∈ Rk+ | η1 ≤ ηi for i = 2, . . . , k} = {η ∈ Rk+ | RTη ≥ 0k−1},
where RT is a (k− 1)× kmatrix such as
RT =

−1 1 0 · · · 0
−1 0 1 0
...
...
. . .
−1 0 0 1
 .
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Let U be a k× k upper triangular matrix of the form
U =

1 0 1 1 · · · 1
1 −1 0 · · · 0
1 −1 0
1
. . .
. . . −1
0 1

.
It is easy to check that RTU t = Rk−1 and
TU =

1 0 1 1 · · · 1
1 0 1 · · · 1
1 0 1
1
. . .
. . . 0
1 1

.
Hence the condition (ii) of Theorem 2.2 is rewritten as
∑k
i=1 ωiδ
∗
i =
∑k
i=1 ωiδi and for j = 2, . . . , k,−
i≠j
ωi(δ
∗
i − δi) ≤ 0. (3.3)
We first propose a reasonable estimator δOT = (δOT1 , . . . , δOTk )t based on order statistics of δ1, . . . , δk for the restriction
T . The order-statistics-based estimator δOT can be defined as follows: Let δOT1 = min(δ1, . . . , δk). If δOT1 = δl, then we define
δOTl = δ1 and δOTi = δi for i ≠ 1, l. Note that δOT is a new estimator in the context of simultaneous estimation of several
positive parameters with the tree order restriction. Then, the conditions (i) and (ii) of Theorem 2.2 with ω1 = · · · = ωk = 1
are easy to see, since for j = 2, . . . , k,−
i≠j
(δOTi − δi) =
k−
i=1
(δOTi − δi)− (δOTj − δj) = −(δOTj − δj) ≤ 0.
Proposition 3.3. Under the tree order restriction T , the order-statistics-based estimator δOT dominates δ relative to the Stein
loss (1.3) with ω1 = · · · = ωk = 1. Also, if η1 = · · · = ηk, then δOT has the same loss as δ.
The isotonic regression estimator δIR = (δIR1 , . . . , δIRk )t is defined by
δIR1 = min1≤i1<···<jc≤k
1≤c≤k−1
ω1δ1 + ωj1δj1 + · · · + ωjc δjc
ω1 + ωj1 + · · · + ωjc
,
δIRi = max(δIR1 , δi) for i = 2, . . . , k,
which satisfy that δIR1 ≤ δ1 and δIRi ≥ δi for i = 2, . . . , k. For derivation of the above explicit expression of δIR see [9].
Proposition 3.4. Under the tree order restriction, the isotonic regression estimator δIR dominates δ relative to the weighted Stein
loss (1.3).
Proof. Although the proposition follows from Theorem 2.1, we here show that δIR satisfies the conditions (i) and (ii) of
Theorem 2.2. We only consider a part in which δIRi ≠ δi for i = 1, . . . , k and such a part is denoted by (δIR1 , δIRi1 , . . . , δIRia ).
Then it is defined as
δIR1 = δIRi1 = · · · = δIRia =
ω1δ1+ωi1 δi1+···+ωia δia
ω1+ωi1+···+ωia
= min
1≤j1<···<jc≤k
1≤c≤k−1
ω1δ1+ωj1 δj1+···+ωjc δjc
ω1+ωj1+···+ωjc
. (3.4)
For condition (i) of Theorem 2.2, from the inequality for the weighted arithmetic and weighted geometric means, it is noted
that
k−
i=1
ωi log δIRi −
k−
i=1
ωi log δi ≥
−
i≠1,i1,...,ia
ωi(log δIRi − log δi).
From the fact that δIRi ≥ δi for i = 2, . . . , k, the r.h.s. of the above expression is nonnegative, and hence the condition (i)
holds.
H. Tsukuma, T. Kubokawa / Journal of Multivariate Analysis 102 (2011) 164–181 171
For condition (ii) of Theorem 2.2 or (3.3), the definition of δIR immediately yields that
∑k
i=1 ωiδ
IR
i =
∑k
i=1 ωiδi. It is also
seen that−
i≠j
ωi(δ
IR
i − δi) = (ω1 + ωi1 + · · · + ωia)δIR1 − ω1δ1 − ωi1δi1 − · · · − ωiaδia ,
in the case that j ∉ {1, i1, . . . , ia}. It is thus clear that∑i≠j ωi(δIRi − δi) ≤ 0 from (3.4). The condition (3.3) in the case that
j ∈ {1, i1, . . . , ia} can be similarly proved. 
3.3. The umbrella order restriction
We finally consider the umbrella order restriction. Let RU be a (k− 1)× kmatrix such as
RU =

u
−1 1 0
. . .
. . .
−1 1
1 −1
. . .
. . .
0 1 −1

.
The umbrella order restriction is given byU = {η ∈ Rk+ | η1 ≤ · · · ≤ ηu ≥ · · · ≥ ηk} = {η ∈ Rk+ | RUη ≥ 0k−1}.
We first define a new estimator δOU = (δOU1 , . . . , δOUk )t based on order statistics of δ1, . . . , δk. It is constructed by the
following algorithm: (i) Let δOUu = max(δ1, . . . , δk). If δOUu = δl, then we redefine δl = δu; (ii) For i = 1, . . . , u− 1 let δOUi be
the i-th smallest value of δ1, . . . , δu−1; (iii) For i = u+ 1, . . . , k let δOUi be the (k− i+ 1)-th smallest value of δu+1, . . . , δk.
Proposition 3.5. Under the umbrella order restriction U, the order-statistics-based estimator δOU dominates δ relative to the
Stein loss (1.3) with ω1 = · · · = ωk = 1. Furthermore, if η1 = · · · = ηk, then δOU has the same loss as δ.
Proof. It is noted from the definition of δOU that
j−
i=1
δOUi ≤
j−
i=1
δi for j = 1, . . . , u− 1, (3.5)
k−
i=j
δOUi ≤
k−
i=j
δi for j = u+ 1, . . . , k, (3.6)
k−
i=1
δOUi =
k−
i=1
δi. (3.7)
Letting
U = uu+ 1

u u+ 1
1 0
. . .
u 1 2 · · · 2
u+ 1 −1 0
. . .
0 −1

,
we can see that RUU t = Rk−1 and that
TU = uu+ 1

u u+ 1
1 0
. . .
u 1 2 · · · 2
u+ 1 1 . . . ...
. . . 2
1 1

.
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Hence the condition (ii) of Theorem 2.2 becomes that for j = 1, . . . , u− 1,∑ji=1 δ∗i ≤∑ji=1 δi and for j = u, . . . , k− 1
j−
i=1
(δ∗i − δi)+ 2
k−
i=j+1
(δ∗i − δi) =
k−
i=1
(δ∗i − δi)+
k−
i=j+1
(δ∗i − δi) ≤ 0
and
∑k
i=1 δ
∗
i =
∑k
i=1 δi. These conditions are satisfied by δ
OU from (3.5)–(3.7). Since it is clear that
∑k
i=1 log δ
OU
i =∑k
i=1 log δi, we complete the proof. 
4. Minimax estimation of ordered scale parameters
In this section, the underlying distributions are assumed to belong to scale families, and the estimation of the ordered
scale parameters is considered. In this setup, we shall show the minimaxity of the unrestrictedly generalized Bayes
estimators of the scales. This result implies that the isotonic regression and order-statistics-based estimators modifying
the unrestrictedly generalized Bayes estimators are minimax relative the weighted Stein loss (1.3). As another reasonable
estimator of the ordered scales, we also consider the restrictedly generalized Bayes estimator against the uniform prior over
the restricted space, and show the minimaxity in the two dimensional case.
4.1. Minimaxity of the unbiased estimator
Let Y1, . . . , Yk be positive random variables, and assume that the joint density function of Y = (Y1, . . . , Yk)t belongs to a
scale family, namely, the joint density of Y at y = (y1, . . . , yk)t is denoted by |η|−1f (y/η) for η = (η1, . . . , ηk)t , unknown
scale parameters, where the notations |η|−1 and y/ηmean
|η|−1 =
k∏
j=1
η−1j and y/η = (y1/η1, . . . , yk/ηk).
The scale parameters are assumed to be restricted to the polyhedral convex cone
η ∈ P = {η ∈ Rk+ | r ti η ≥ 0 for i = 1, . . . , q} = {η ∈ Rk+ | Rη ≥ 0q},
where R = (r1, . . . , rq)t is a q×k constant matrix of rank q (≤k). As noted in the previous sections,P includes typical order
restrictions, such as the simple ordering η1 ≤ · · · ≤ ηk and the tree ordering η1 ≤ ηi for i = 2, . . . , k.
We first consider the estimation of the unrestricted scale parameters η under the weighted Stein loss function (1.3). A
natural unrestricted estimator of η is the unrestrictedly generalized Bayes estimator against the prior |η|−1dη over thewhole
space Rk+ for dη =
∏k
j=1 dηj. Under the loss (1.3), it is given by δ
UB = (δUB1 , . . . , δUBk )t where
δUBi =
∫
Rk+
|η|−2f (y/η)dη
∫
Rk+
η−1i |η|−2f (y/η)dη.
Note that the unrestrictedly generalized Bayes estimator δUB is a unique solution of
min
δ∈Rk+
Eπ [LKL(δ, η)|Y ].
Here Eπ [·|Y ] denotes expectation with respect to a posterior distribution of η against the prior |η|−1dη, and hence δUB
can easily be derived by differentiating Eπ [LKL(δ, η)|Y ] with respect to δ. For examples of unrestrictedly generalized Bayes
estimators about a multi-dimensional scale parameter under quadratic loss, see [5,22].
Making the transformations ui = yi/ηi for i = 1, . . . , k, we can rewrite δUBi as
δUBi = Ciyi, (4.1)
Ci = 1
∫
Rk+
uif (u)du,
for u = (u1, . . . , uk)t , since

Rk+
f (u)du = 1. It can be easily seen that the unrestrictedly generalized Bayes estimator δUBi is
an unbiased estimator of ηi, namely,
E[δUBi ] = CiE[yi] = ηi.
In the following theorem, the unbiased estimator δUB is shown to be minimax under the restriction P .
Theorem 4.1. Under the restriction P , the unrestrictedly generalized Bayes and unbiased estimator δUB is minimax relative to
the Stein loss (1.3).
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Theorem 4.1 implies that estimators dominating δUB under the loss (1.3) are minimax.
Corollary 4.1. The isotonic regression estimator δIR constructed from δUB under the restriction P is minimax relative to the
loss (1.3).
Proof of Theorem 4.1. The minimaxity will be proved based on a classical method of Girshick and Savage [3] or Theorem
3.5 of [10, pp. 340].
We first handle the case of q < k. It is noted that P can be expressed as
P = {η ∈ Rk+ | R log η ≥ 0q},
where log η is denoted by log η = (log η1, . . . , log ηk)t . Form = 1, 2, . . ., let us consider a sequence of the restricted spaces
Pm = {η ∈ Rk+|0 ≤ r ti log η ≤ logm, − (1/2) logm ≤ (r∗j )t log η ≤ (1/2) logm for i = 1, . . . , q, j = 1, . . . , k− q}
=

η ∈ Rk+
0q ≤ R log η ≤ (logm)1q, − logm2 1k−q ≤ R∗ log η ≤ logm2 1k−q

,
where R∗ = (r∗1 , . . . , r∗k−q)t is a (k − q) × kmatrix of rank k − q such that R∗Rt = 0(k−q)×q. Integrating the prior function
|η|−1 over the restricted space Pm, we can see that∫
η∈Pm
|η|−1dη = (logm)k|RRt |−1/2|R∗Rt∗|−1/2 ≡ 1/dm.
Then consider a sequence of the prior distributions
πm(η) =

dm|η|−1 if η ∈ Pm,
0 otherwise,
and the corresponding Bayes estimator given by δπm = ({δπm}1, . . . , {δπm}k)t with
{δπm}i = {δπm(y)}i =
∫
a∈Pm
|a|−2f (y/a)da
∫
a∈Pm
a−1i |a|−2f (y/a)da
for a = (a1, . . . , ak)t . The Bayes risk function of δπm is written as
r(πm, δπm) = dm
∫
η∈Pm
∫
LKL(δπm(y), η)|η|−2f (y/η)dydη
= dm
k−
i=1
∫
η∈Pm
∫
ωiL({δπm(ηu)}i/ηi)f (u)du|η|−1dη, (4.2)
where uj = yj/ηj and ηu = (η1u1, . . . , ηkuk).
In order to establish the minimaxity of δUB, we shall show that limm→∞ r(πm, δπm) = r(πm, δUB) = R0, where from (4.1),
R0 is expressed as
R0 =
k−
i=1
∫
ωiL(Ciui)f (u)du.
Note here that R0 does not depend on η and that R0 =

η∈Pm R0 × πm(η)dη = r(πm, δUB). The relationship between the
minimaxity of δUB and the equality ‘‘limm→∞ r(πm, δπm) = R0’’ is based on Theorem 1.12 of [10, pp. 316].
Since r(πm, δπm) ≤ r(πm, δUB) = R0, it is sufficient to show that lim infm→∞ r(πm, δπm) ≥ R0. For the purpose, consider
the transformation η to ξ = (ξt(q), ξt(k−q))t , where
ξ(q) = 2(R log η− (1/2)(logm)1q)/(logm), ξ(k−q) = 2R∗ log η/(logm).
Then it is seen that dξ = 2k(logm)−k|RRt |1/2|R∗Rt∗|1/2
∏k
j=1 η
−1
j dη and that η ∈ Pm is equivalent to ξ ∈ U , where
U = {ξ ∈ Rk | −1 ≤ ξi ≤ 1 for i = 1, . . . , k}.
Making the transformations bj = aj/ηj for j = 1, . . . , k, we can see that
{δπm(ηu)}i
ηi
=

b∈P ∗m |b|−2f (u/b)db
b∈P ∗m b
−1
i |b|−2f (u/b)db
= {δ∗m(u|ξ)}i (say),
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where b = (b1, . . . , bk)t and
P ∗m =

b ∈ Rk+
0q ≤ R log b+ R log η ≤ (logm)1q,− logm2 1k−q ≤ R∗ log b+ R∗ log η ≤ logm2 1k−q

=

b ∈ Rk+
− logm2 (1q + ξ(q)) ≤ R log b ≤ logm2 (1q − ξ(q)) and
− logm
2
(1k−q + ξ(k−q)) ≤ R∗ log b ≤
logm
2
(1k−q − ξ(k−q))

.
Then, it is easy to see that P ∗m → Rk+ and {δ∗m(u|ξ)}i → Ciui asm →∞.
Taking the above transformations into account, we can express the Bayes risk (4.2) as
r(πm, δπm) =
1
2k
k−
i=1
∫
ξ∈U
∫
ωiL({δ∗m(u|ξ)}i)f (u)dudξ.
Let Uε = {ξ ∈ Rk | |ξi| < 1− ε (i = 1, . . . , k)} for any ε > 0. Then, the Bayes risk is evaluated as
r(πm, δπm) ≥
1
2k
k−
i=1
∫
ξ∈Uε
∫
ωiL({δ∗m(u|ξ)}i)f (u)dudξ.
Hence, using Fatou’s lemma, we can observe that
lim inf
m→∞ r(πm, δ
π
m) ≥
1
2k
k−
i=1
∫
ξ∈Uε
∫
ωiL(lim inf
m→∞ {δ
∗
m(u|ξ)}i)f (u)dudξ
= 1
2k
k−
i=1
∫
ξ∈Uε
∫
ωiL(Ciui)f (u)dudξ
= (1− ε)k
k−
i=1
∫
ωiL(Ciui)f (u)du
= (1− ε)kR0.
From the arbitrariness of ε, it holds that lim infm→∞ r(πm, δπm) ≥ R0.
The minimaxity result for q = k can be proved along the same lines as used above. As a sequence of prior distributions
of η, we consider πm(η) = (logm)−k|RRt |1/2∏kj=1 η−1j if η ∈ Pm and 0 otherwise, where Pm = {η ∈ Rk+ | 0k ≤ R log η ≤
(logm)1k}. Then, we can employ the same arguments as in the above proof to establish the minimaxity of δUB in the case of
q = k. 
4.2. Minimax and restrictedly generalized Bayes estimator
Another reasonable procedure for estimation of the ordered parameters is the restrictedly generalized Bayes estimator
against the prior |η|−1dη =∏kj=1{η−1j dηj} over the restricted space P , given by
δGBi =
∫
P
|η|−2f (y/η)dη
∫
P
η−1i |η|−2f (y/η)dη for i = 1, . . . , k. (4.3)
It can be verified that the restrictedly generalized Bayes estimator δGB = (δGB1 , . . . , δGBk )t is included in the restricted space
P . The minimaxity of δGB is of great interest, but it is hard to establish except the case of k = 2.
Let (Y1, Y2) be a pair of random variables having the density (η1η2)−1f (y1/η1, y2/η2), and assume that η = (η1, η2)t
satisfies the restriction η1 ≤ η2. Then we can obtain a class of minimax estimators which includes δGB for k = 2. Let
W = Y2/Y1, and consider a family of estimators of the form
δφ1,φ2 = (φ1(W )Y1, φ2(W )Y2)t , (4.4)
where φ1(w) and φ2(w) are absolutely continuous and positive functions.
Theorem 4.2. Assume that there exists a risk function of the estimator δφ1,φ2 and that the functions φ1(w) and φ2(w) satisfy the
following conditions:
(a) φ1(w) and φ2(w) are, respectively, nondecreasing and nonincreasing in w, and limw→∞ φi(w) = Ci for i = 1, 2, where Ci
is defined below (4.1),
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(b) φ1(w) ≥ φ∗1 (w) and φ2(w) ≤ φ∗2 (w), where
φ∗i (w) =
∫ ∞
0
∫ wv1
0
f (v1, v2)dv2dv1
∫ ∞
0
∫ wv1
0
vif (v1, v2)dv2dv1. (4.5)
Then δφ1,φ2 is better than δ
UB, namely, minimax under the weighted Stein loss (1.3).
Proof. We shall prove that ∆i = E[L(φi(W )Yi/ηi) − L(δUBi /ηi)] ≤ 0 for i = 1, 2, where L(x) = x − log x − 1 for x > 0. Let
v1 = Y1/η1, v2 = Y2/η2 and z = v2/v1. Making the transformation v2 = v1z with dv2 = v1dz gives the expression
E[L(φ1(W )Y1/η1)] =
∫ ∫
L(φ1(θz)v1)v1f (v1, v1z)dzdv1,
where θ = η2/η1 ≥ 1. By integration by parts with respect to z, it is observed that E[L(φ1(W )Y1/η1)] is evaluated as∫ ∫
L(φ1(θz)v1)
d
dz
∫ z
0
v1f (v1, v1u)du

dzdv1 =
∫ [
L(φ1(θz)v1)
∫ z
0
v1f (v1, v1u)du
]∞
z=0
dv1
−
∫ ∫
L′(φ1(θz)v1)v1θφ′1(θz)
∫ z
0
v1f (v1, v1u)dudv1dz. (4.6)
Since φ1(θz) → C1 as z → ∞ from the condition (a), the first term in the r.h.s. of the equality (4.6) is equal to
L(C1v1)
∞
0 v1f (v1, v1u)dudv1, which is just the expectation E[L(δUB1 /η1)]. Since L′(x) = 1− x−1, we get the expression
∆1 = E[L(φ1(W )Y1/η1)− L(δUB1 /η1)]
= −θ
∫ ∫ 
v1 − 1
φ1(θz)

φ′1(θz)
∫ z
0
v1f (v1, v1u)dudv1dz
= − θ
∫
φ′1(θz)
∫ ∫ z
0
v21 f (v1, v1u)dudv1 −
1
φ1(θz)
∫ ∫ z
0
v1f (v1, v1u)dudv1

dz.
Making the transformation v2 = v1u again, we can rewrite the above term as
∆1 = −θ
∫
φ′1(θz)
∫ ∫ zv1
0
v1f (v1, v2)dv2dv1 − 1
φ1(θz)
∫ ∫ zv1
0
f (v1, v2)dv2dv1

dz
= −θ
∫
φ′1(θz)

1
φ∗1 (z)
− 1
φ1(θz)
∫ ∫ zv1
0
f (v1, v2)dv2dv1dz. (4.7)
Since φ1(w) is nondecreasing and θ ≥ 1, it follows that φ1(θz) ≥ φ1(z). Hence from (4.7),∆1 is evaluated as
∆1 ≤ −θ
∫
φ′1(θz)

1
φ∗1 (z)
− 1
φ1(z)
∫ ∫ zv1
0
f (v1, v2)dv2dv1dz,
which means that∆1 ≤ 0, since φ1(z) ≥ φ∗1 (z) from condition (b). Similarly, we can show that
∆2 = E[L(φ2(W )Y2/η2)− L(δUB2 /η2)]
= −θ
∫
φ′2(θz)
∫ ∫ zv1
0
v2f (v1, v2)dv2dv1 − 1
φ2(θz)
∫ ∫ zv1
0
f (v1, v2)dv2dv1

dz
= −θ
∫
φ′2(θz)

1
φ∗2 (z)
− 1
φ2(θz)
∫ ∫ zv1
0
f (v1, v2)dv2dv1dz, (4.8)
which can be verified to be less than or equal to zero from conditions (a) and (b). Therefore, the proof of Theorem 4.2 is
complete. 
Making the transformations ηi = yi/vi with dvi = −(yi/η2i )dηi for i = 1, 2, we can see that the estimator φ∗i (Y2/Y1)Yi
for φ∗i (·) given by (4.5) is identical to the restrictedly generalized Bayes estimator δGBi against the prior (η1η2)−1dη1dη2 over
the restricted space η1 ≤ η2, which is given by (4.3).
Proposition 4.1. If the likelihood ratios f (x, xu)/f (x, xz) and f (xu, x)/f (xz, x) are nondecreasing in x for u < z, then the
restrictedly generalized Bayes estimator δGB is minimax. If η1 = η2, then δGB has the same risk of δUB.
Proof. The second part of this proposition can immediately be verified by (4.7) and (4.8). Hence we will prove only the first
part of this proposition.
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Since it is easy to see thatφ∗i (w)→ Ci asw→∞, it is sufficient to check that (d/dw)φ∗1 (w) ≥ 0 and (d/dw)φ∗2 (w) ≤ 0.
By differentiating φ∗1 (w)with respect tow, it is seen that the derivative of φ
∗
1 (w) is proportional to∫
v1f (v1, wv1)dv1 ×
∫ ∫ wv1
0
v1f (v1, v2)dv2dv1 −
∫ ∫ wv1
0
f (v1, v2)dv2dv1 ×
∫
v21 f (v1, wv1)dv1,
which is expressed as
E∗
 wv1
0 f (v1, v2)dv2
f (v1, wv1)

− E∗
 wv1
0 f (v1, v2)dv2
v1f (v1, wv1)

× E∗ [v1] , (4.9)
where E∗[·] denotes the expectation with respect to the probability density function v1f (v1, wv1)/

v1f (v1, wv1)dv1. Note
that  wv1
0 f (v1, v2)dv2
v1f (v1, wv1)
=
∫ w
0
f (v1, v1u)
f (v1, wv1)
du,
which is nondecreasing in v1 from the condition of Proposition 4.1. Since both functions
 wv1
0 f (v1, v2)dv2/{v1f (v1, wv1)}
and v1 are nondecreasing in v1, the covariance inequality (see Lemma 6.6 of [10, pp. 370]) is used to verify that (4.9) is not
negative. This means that φ∗1 (w) is nondecreasing in w. For the proof of monotonicity of φ
∗
2 (w), it is noted that φ
∗
2 (w) can
be rewritten as
φ∗2 (w) =
∫ ∞
0
∫ ∞
v2/w
f (v1, v2)dv1dv2
∫ ∞
0
∫ ∞
v2/w
v2f (v1, v2)dv1dv2.
Differentiating φ∗2 (w) in this expression with respect to w and using the same arguments as used above can show that
φ∗2 (w) ≤ 0. 
5. Application to variance components models
Consider the variance components model or random effects model given by
yijk = µ+ αi + βj + γij + εijk, (5.1)
for k = 1, . . . , K , i = 1, . . . , I and j = 1, . . . , J , where the random effects αi, βj and γij and the error term εijk have
normal distributions αi ∼ N (0, τ 2A ), βj ∼ N (0, τ 2B ), γij ∼ N (0, τ 2AB) and εijk ∼ N (0, τ 2), and all the random variables
are mutually independent. The unknown parameters are the overall mean µ and the variance components τ 2A , τ
2
B and
τ 2AB. Let T
2 = ∑Ii=1∑Jj=1∑Kk=1(yijk − yij·)2, T 2AB = K∑Ii=1∑Jj=1(yij· − yi·· − y·j· + y...)2, T 2A = KJ∑Ii=1(yi·· − y...)2 and
T 2B = KI
∑J
j=1(y·j· − y...)2, where yij· =
∑K
k=1 yijk/K , y... =
∑I
i=1
∑J
j=1
∑K
k=1 yijk/(IJK), and yi·· and y·j· are defined similarly.
Then T 2, T 2AB, T
2
A , T
2
B and y... are the minimal sufficient, and mutually and independently distributed as
T 2 ∼ τ 2χ2(K−1)IJ , T 2AB ∼ (τ 2 + Kτ 2AB)χ2(I−1)(J−1),
T 2A ∼ (τ 2 + Kτ 2AB + KJτ 2A )χ2I−1, T 2B ∼ (τ 2 + Kτ 2AB + KIτ 2B )χ2J−1,
y... ∼ N (µ, (τ 2 + Kτ 2AB + KJτ 2A + KIτ 2B )/(IJK)).
Let σ 21 = τ 2, σ 22 = τ 2 + Kτ 2AB, σ 23A = τ 2 + Kτ 2AB + KJτ 2A and σ 23B = τ 2 + Kτ 2AB + KIτ 2B . Then, the unbiased estimators of σ 21 ,
σ 22 , σ
2
3A and σ
2
3B are given by δ
UB
1 = T 2/{(K − 1)IJ}, δUB2 = T 2AB/{(I − 1)(J − 1)}, δUB3A = T 2A /(I − 1) and δUB3B = T 2B /(J − 1),
respectively. Since (σ 21 , σ
2
2 , σ
2
3A, σ
2
3B)
t is included by a polyhedral convex cone P , Theorem 2.1 provides the result that the
isotonic regression estimator improves on the unbiased estimator δUB = (δUB1 , δUB2 , δUB3A , δUB3B )t relative to the weighted Stein
loss (1.3).
The simple order and tree order restrictions explained in Section 3 are given as special cases of the model (5.1).
(Ms) (model with simple order restriction) Let βj = 0, j = 1, . . . , J , and τ 2B = 0. In this case, it is noted that
(T 2, T 2AB + T 2B , T 2A , y...) is the minimal sufficient, and that T 2 ∼ σ 21 χ2(K−1)IJ , T 2AB + T 2B ∼ σ 22 χ2I(J−1), T 2A ∼ σ 23Aχ2I−1 and
y... ∼ N (µ, σ 23A/(IJK)). Thus, (σ 21 , σ 22 , σ 23A)t satisfies the simple order restriction σ 21 ≤ σ 22 ≤ σ 23A.
(Mt) (model with tree order restriction) Let γij = 0 for all (i, j) and τ 2AB = 0. In this case, it is noted that (T 2+T 2AB, T 2A , T 2B , y...)
is theminimal sufficient, and that T 2+T 2AB ∼ σ 21 χ2(K−1)IJ+(I−1)(J−1), T 2A ∼ σ 23Aχ2I−1, T 2B ∼ σ 23Bχ2J−1 where σ 23A = τ 2+KJτ 2A
and σ 23B = τ 2 + KIτ 2B . Thus, (σ 21 , σ 23A, σ 23B)t satisfies the tree order restriction σ 21 ≤ σ 23A, σ 23B.
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To explain more about estimation of the variances or variance components, we treat the modelMs with the simple order
restriction. For notational simplicity, let S1 = T 2, S2 = T 2AB + T 2B , S3 = T 2A , η1 = σ 21 = τ 2, η2 = σ 22 = τ 2 + Kτ 2AB, η3 =
σ 23A = τ 2 + Kτ 2AB + KJτ 2A , n1 = (K − 1)IJ, n2 = I(J − 1), n3 = I − 1, and X =
√
IJKy.... Then,
Si/ηi ∼ χ2ni , i = 1, 2, 3, η1 ≤ η2 ≤ η3, X ∼ N (ξ , η3)
for ξ = √IJKµ. Since the unbiased estimator δUB = (δUB1 , δUB2 , δUB3 )t for δUBi = Si/ni is beyond the restricted space with a
positive probability, it should be modified by the isotonic regression estimator δIR = (δIR1 , δIR2 , δIR3 )t and the order-statistics-
based estimator δOS = (δOS1 , δOS2 , δOS3 )t , both of which satisfy the natural ordering that δIR1 ≤ δIR2 ≤ δIR3 and δOS1 ≤ δOS2 ≤ δOS3 .
As stated above, Theorems 2.1 and 2.2 tell us that δIR dominates δUB under the loss (1.3) with ωi = ni, i = 1, . . . , k, and
Theorem 2.2 guarantees that δOS dominates δUB relative to the loss (1.3) with ω1 = · · · = ωk. From Theorem 4.1, it is seen
that δIR and δOS are minimax as well.
One of the appealing points of using such order-preserving estimators is that they can provide nonnegative estimators of
the variance components τ 2A and τ
2
AB. Since E[δUB1 ] = τ 2, E[δUB2 ] = τ 2 + Kτ 2AB and E[δUB3 ] = τ 2 + Kτ 2AB + KJτ 2A , the estimators
of τ 2A and τAB derived from the unbiased estimators are given by
τˆ 2UBA = (δUB3 − δUB2 )/(KJ) and τˆ 2UBAB = (δUB2 − δUB1 )/K ,
which have the drawbacks of taking negative values with positive probabilities. One approach to fixing these drawbacks is
to use the order-preserving estimators δIR and δOS , which provide the alternative estimators, given by
τˆ 2IRA = (δIR3 − δIR2 )/(KJ) and τˆ 2IRAB = (δIR2 − δIR1 )/K ,
τˆ 2OSA = (δOS3 − δOS2 )/(KJ) and τˆ 2OSAB = (δOS2 − δOS1 )/K ,
which are all nonnegative.
Another attractive point of Theorems 2.1 and 2.2 arises in the use of the information contained in the sample mean y... or
X . From the results of Stein [17] and others, it follows that in the estimation of η3, the unbiased estimator δUB3 is improved on
by the truncated estimator δST3 = min{S3/n3, (S3+X2)/(n3+1)} relative to the Stein loss L(δ3/η3) = δ3/η3−log(δ3/η3)−1.
As shown in Lemma 5.1 given below, this result can be extended to the estimation of η1 and η2, namely, the unbiased
estimators δUB1 and δ
UB
2 are improved on by the truncated estimators δ
ST
1 = min{S1/n1, (S1 + X2)/(n1 + 1)} and δST2 =
min{S2/n2, (S2 + X2)/(n2 + 1)}, respectively, relative to the Stein loss. Since δST = (δST1 , δST2 , δST3 )t does not satisfy the
simple order restriction with a positive probability, it can be modified by the isotonic regression and order-statistics-based
estimators. A nice dominance property provided by Theorems 2.1 and 2.2 is that although δST1 , δ
ST
2 and δ
ST
3 are not mutually
independent, their isotonic regression and order-statistics-based estimators are guaranteed to be better than δST in terms
of risk relative to the weighted Stein loss. Finally, we conclude this section by stating the extension of the Stein result.
Lemma 5.1 (Extended Stein Result). Let X and S1 be independent random variables where X ∼ N (ξ , η3) and S1/η1 ∼ χ2n1 .
Assume that η1 ≤ η3. Then, the unbiased estimator δUB1 = S1/n1 is dominated by the truncated estimator δST1 = min{δUB1 , (S1 +
X2)/(n1 + 1)} relative to the Stein loss L(δ1/η1) = δ1/η1 − log(δ1/η1)− 1.
Proof. Consider a class of estimators of the form δφ = φ(X2/S1)S1. Since X2/η3 has a noncentral chi-square distribution, it is
noted that given J = j, X2/η3 is conditionally distributed as the central chi-square distribution χ21+2j, and that J is marginally
distributed as the Poisson distribution with mean ξ 2/(2η3). Let χ21+2J = X2/η3, χ2n1 = S1/η1 and θ = η3/η1 ≥ 1. Then the
risk function of δφ is written as
R(ξ 2, θ, δφ) = E[L(φ(X2/S1)S1/η1)] = E[E[L(φ(θχ21+2J/χ2n1)χ2n1)|J]] = E[E[L(φ(θZ)χ2n1)|Z, J]], (5.2)
where Z = χ21+2J/χ2n1 . Note that the density function p(x) of the conditional distribution of χ2n1 given Z and J is expressed
by
p(x) = (const.)(1+ Z)(n1+1+2J)/2x(n1+1+2J)/2−1e−(1+Z)x/2,
which yields that E[χ2n1 |Z, J] = (n1 + 1+ 2J)/(1+ Z). Since L(x) = x− log x− 1, it is observed that
E[L(φ(θZ)χ2n1)|Z, J] = φ(θZ)E[χ2n1 |Z, J] − logφ(θZ)− E[logχ2n1 |Z, J] − 1
= φ(θZ)n1 + 1+ 2J
1+ Z − logφ(θZ)− E[logχ
2
n1 |Z, J] − 1, (5.3)
which is rewritten as LC (φ,W , θ, J), whereW = θZ and
LC (φ,w, θ, j) = φ(w)n1 + 1+ 2j1+ w/θ − logφ(w)− E[logχ
2
n1 |w/θ, j] − 1.
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Let φTR(w) = min{(1+w)/(n1+ 1), 1/n1}. Note that the estimators with φ(w) = 1/n1 and φ(w) = φTR(w) correspond to
the unbiased estimator δUB1 and the Stein estimator δ
ST
1 , respectively. From (5.2) and (5.3), it is seen that δ
ST
1 dominates δ
UB
1 if
LC (φTR, w, θ, j) ≤ LC (1/n1, w, θ, j) (5.4)
for anyw ≥ 0, θ ≥ 1 and nonnegative integer j. Since LC (φ,w, θ, j) is a convex function of φ(w), the function LC (φ,w, θ, j)
is minimized at
φmin(w) = (1+ w/θ)/(n1 + 1+ 2j),
which is less than or equal to (1+ w)/(n1 + 1). This fact implies that
min{φmin(w), 1/n1} ≤ φTR(w) ≤ 1/n1. (5.5)
To show the inequality (5.4), we need to consider the two cases of 1/n1 ≤ φmin(w) and φmin(w) < 1/n1. When 1/n1 ≤
φmin(w), it is clear that min{φmin(w), 1/n1} = φTR(w) = 1/n1, which means that LC (φTR, w, θ, j) = LC (1/n1, w, θ, j).
When φmin(w) < 1/n1, it follows from (5.5) that min{φmin(w), 1/n1} = φmin(w) ≤ φTR(w) ≤ 1/n1, which shows that
LC (φTR, w, θ, j) ≤ LC (1/n1, w, θ, j) from the convexity of LC (φ,w, θ, j). Therefore, the requested inequality (5.4) is proved,
and we get the extension of the Stein result. 
6. Simultaneous estimation of certain parameter matrices with order restriction
6.1. Modifications by the Fenchel duality theorem and by the Abel identity
Calvin and Dykstra [1] considered balanced multivariate variance components models under the normality assumption
and gave an algorithm for finding the restricted maximum likelihood (REML) estimators of covariance matrices under order
restriction in the Löwner sense. Recently, Tsai [20,21] provided the closed-forms of the REML estimators under simple order
and tree order restrictions. In this section, the more general case of simultaneous estimation of certain positive-definite
symmetric parameter matrices is considered.
For i = 1, . . . , k, letΘi be an unknown p× p parameter matrix of a distribution. Assume thatΘi’s are positive-definite
symmetric and have order restriction in the Löwner sense (see [1,21]). The order restriction considered here follows in the
definition of Calvin and Dykstra [1]. Let . be a partial-order in the set {1, . . . , k}. If it is order preserving in the Löwner
sense, then the vector of matrices Θ = (Θ1, . . . ,Θk) is isotonic with respect to .. This implies that Θj − Θi is positive
semi-definite symmetric for i . j, which we hereafter write as Θi ≤ Θj. Denote this restricted space by PM and hence
Θ ∈ PM . Also, we say thatΘ is antitonic if i . j impliesΘj ≤ Θi (orΘi ≥ Θj).
Suppose there exists an estimator δ = (δ1, . . . , δk) ofΘ, where δi’s are positive-definite symmetric and Pr(δ ∉ PM) > 0.
Since δ ∉ PM is unnatural, we then consider modification by means of
δIR = arg sup
Θ∈PM
1
2
k−
i=1
ωi(log |Θ−1i | − tr δiΘ−1i ), (6.1)
where |A| and trA denote, respectively, the determinant and the trace of a squaredmatrixA. If we consider the case thatΘi’s
are normal covariance matrices, then δIR = (δIR1 , . . . , δIRk ) is essentially equivalent to the REML estimator of the covariance
matrices under order restrictionΘ ∈ PM . Every estimator is evaluated by the weighted Stein loss function
LST (δ,Θ) =
k−
i=1
ωi{trΘ−1i δi − log |Θ−1i δi| − p}. (6.2)
Using the method of Calvin and Dykstra [1] we can prove that
Proposition 6.1. Under order restrictionΘ ∈ PM , δIR dominates δ relative to the loss (6.2).
Proof. The proof follows from Theorem 4.1 of [1]. The theorem is constructed by the Fenchel duality theorem.
Let C be the set of vectors whose components are p × p positive-definite symmetric matrices. Note that PM ⊂ C. For
G = (G1, . . . ,Gk) ∈ PM , define−PM as the set of antitonic vectors of G . Then the same arguments as in Theorem 4.1 of [1]
give that
k−
i=1
ωitr (δi − δIRi )(δIRi )−1 = 0 (6.3)
and that for Γ = (Γ 1, . . . ,Γ k) ∈ −PM
k−
i=1
ωitr (δi − δIRi )Γ i ≥ 0. (6.4)
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Note that (6.4) yields
k−
i=1
ωitr (δi − δIRi )Θ−1i ≥ 0. (6.5)
Since PM ⊂ C, it is seen that for δ ∈ C
sup
Θ∈C
1
2
k−
i=1
ωi(log |Θ−1i | − tr δiΘ−1i ) ≥ sup
Θ∈PM
1
2
k−
i=1
ωi(log |Θ−1i | − tr δiΘ−1i ).
Here δ = (δ1, . . . , δk) and δIR = (δIR1 , . . . , δIRk ) are, respectively, the unique solutions to the l.h.s. and r.h.s. of the above
inequality. We thus obtain
1
2
k−
i=1
ωi(log |δ−1i | − tr δi · δ−1i ) ≥
1
2
k−
i=1
ωi(log |(δIRi )−1| − tr δi(δIRi )−1),
which implies, from (6.3), that
k−
i=1
ωi log |δIRi | −
k−
i=1
ωi log |δi| ≥ −
k−
i=1
ωitr (δi − δIRi )(δIRi )−1 = 0. (6.6)
Combining (6.5) and (6.6) gives that
LST (δIR,Θ)− LST (δ,Θ) =
k−
i=1
ωitrΘ−1i (δ
IR
i − δi)−
k−
i=1
ωi(log |δIRi | − log |δi|) ≤ 0,
which completes the proof. 
Next, wewill derive conditions for improvement upon a usual estimator δ by the Abel identity under the simple ordering
SM = {Θ ∈ C|Θ1 ≤ · · · ≤ Θk}.
The following theorem holds.
Theorem 6.1. Consider simultaneous estimation of Θi’s under the simple ordering SM . Let an estimator of Θ be defined as
δ∗ = (δ∗1, . . . , δ∗k), which satisfies
(i)
∑k
i=1 ωi log |δ∗i | ≥
∑k
i=1 ωi log |δi|,
(ii) For j = 1, . . . , k, ∑ji=1 ωiδ∗i ≤∑ji=1 ωiδi with matrix inequality.
If Pr(δ∗ ∉ SM) > 0, then δ∗ dominates δ relative to the loss (6.2).
Proof. Note thatΘ−11 ≥ · · · ≥ Θ−1k and that
k−
i=1
ωitrΘ−1i δ
∗
i −
k−
i=1
ωitrΘ−1i δi = tr (Θ−11 −Θ−12 )(ω1δ∗1 − ω1δ1)+ tr (Θ−12 −Θ−13 )(ω1δ∗1 + ω2δ∗2 − ω1δ1 − ω2δ2)
+ · · · + tr (Θ−1k−1 −Θ−1k )

k−1
i=1
ωiδ
∗
i −
k−1
i=1
ωiδi

+ trΘ−1k

k−
i=1
ωiδ
∗
i −
k−
i=1
ωiδi

≤ 0.
This completes the proof. 
6.2. Simultaneous estimation of ordered normal covariance matrices
For i = 1, . . . , k, let Si be p × p random matrix having the Wishart distribution with ni degrees of freedom and mean
niΣi. It is assumed that theΣi’s are unknown and that the Si’s are mutually independent. Additionally, assume that theΣi’s
lie in
SM = {Σ ∈ C|Σ1 ≤ · · · ≤ Σk}
whereΣ = (Σ1, . . . ,Σk). Also let S = (S1, . . . , Sk). Consider simultaneous estimation of theΣi’s based on the Si’s relative
to the weighted Stein loss function (6.2).
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We first consider two sample problem and give alternative estimators different from the REML estimator. Let B be
nonsingular matrix such that B(S1 + S2)Bt = Ip and BS2Bt = F , where F = diag (f1, . . . , fp) with f1 > · · · > fp > 0.
Then, define equivariant estimators ofΣ1 andΣ2 as
(Σ1,Σ2) = (B−1Ψ(Bt)−1, B−1Φ(Bt)−1),
where Ψ = Ψ(Ip − F) = diag (ψ1, . . . , ψp) and Φ = Φ(F) = diag (φ1, . . . , φp).
In the case that (Σ1,Σ2) is unrestricted, Loh [11,12] showed the minimaxity of
(ΣL1,ΣL2) = (B−1Ψ L(Bt)−1, B−1ΦL(Bt)−1),
where ψ Li = (1− fi)/(n1 − p− 1+ 2i) and φLi = fi/(n2 + p+ 1− 2i).
Let ωi = 1 for i = 1, 2. WhenΣ1 ≤ Σ2, we consider an improved estimator of the form
(Σ∗L1 ,Σ∗L2 ) = (B−1Ψ∗L(Bt)−1, B−1Φ∗L(Bt)−1),
where ψ∗Li = min(ψ Li , φLi ) and φ∗Li = max(ψ Li , φLi ). Then it holds that
log |Σ∗L1 | + log |Σ∗L2 | = log |ΣL1| + log |ΣL2|
and also thatΣ∗L1 ≤ ΣL1 and Σ∗L1 + Σ∗L2 = ΣL1 + ΣL2.
Hence Theorem 6.1 yields that
Proposition 6.2. (Σ∗L1 ,Σ∗L2 ) improves upon (ΣL1,ΣL2) under the restrictionΣ1 ≤ Σ2.
We next consider the k sample problem. Tsai [21] derived the closed-form of the REML estimator of normal covariance
matrices under the simple order restriction SM . As seen in the previous subsection, the REML estimators are better than the
unbiased estimators δUB under the weighted Stein loss (6.2) with ωi = ni for i = 1, . . . , k.
In one sample problem, many estimators improving upon δUB with respect to the Stein loss (6.2) have been proposed by
Stein [18], Takemura [19], Dey and Srinivasan [2], Haff [4], Sheena and Takemura [16] and Perron [13]. There is, however,
no guarantee that their improved estimators, denoted by δI , have the natural ordering properties, namely, δI ∈ SM , if we
use them for estimation of ordered covariance matrices. In such cases this undesirable property might be modified by the
method (6.1) stated in the previous subsection, and then the resulting estimator dominates the original estimator δI (and
also δUB) relative to the weighted Stein loss (6.2).
7. Concluding remarks
In this paper we consider simultaneous estimation of positive parameters restricted to a polyhedral convex cone with
no distributional assumption and it is first shown that certain estimators are improved on by their isotonic regression and
order-statistics-based estimators, respectively, relative to the weighted Stein loss. In the special case that the underlying
distributions are assumed to be scale families, the unbiased estimators and their order-modified estimators are shown
to be minimax, and the minimaxity of the restrictedly generalized Bayes estimator against the prior over the restricted
space is also demonstrated in the two dimensional case. Furthermore, some examples for variance componentsmodels with
the normality assumption are given and multivariate extensions to the estimation of ordered positive-definite symmetric
matrices are discussed.
Finally, we will give the salient points of our results and state some significant open problems.
1. Let X be a random vector on Rk+ and let p(x|η) be its density function, where η = (η1, . . . , ηk)t and their elements are
unknown positive parameters. Assume that η lies in a polyhedral convex cone P . Denote the unrestricted ML estimator
by δUM = arg supη∈Rk+ p(X |η) and the restricted ML estimator by δ
RM = arg supη∈P p(X |η). Suppose δUM and δRM are
respectively unique solutions and the elements of δUM and δRM are positive with probability one. If we consider the
problem of estimating η under the Kullback–Liebler loss
LKL(η, η) = ∫ log p(x|η)p(x|η)

p(x|η)dx,
does it generally hold that LKL(δRM , η) ≤ LKL(δUM , η)?
2. For an estimator δ of parameter vector η restricted to the polyhedral cone P , the loss of δIR is also better than that of δ
with respect to the weighted quadratic loss LWQ (η, η) =∑ki=1 ωi(ηˆi − ηi)2. This easily follows from the Fenchel duality
theorem. From this above fact, it follows that
Pr(LWQ (δIR, η) < c) ≥ Pr(LWQ (δ, η) < c)
for every positive real number c. This implies that δIR stochastically dominates δ under the loss LWQ and that it is possible
to construct a better confidence region of a restricted parameter η. For the notion of the stochastic domination, see [7,8].
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3. In the normal distribution models, simultaneous estimation of their variances σ2 = (σ 21 , . . . , σ 2k )t is often considered
under the scale invariant loss
∑k
i=1(σˆ
2
i /σ
2
i − 1)2. Let δUB = (δUB1 , . . . , δUBk )t be the unbiased estimator of σ2 and
δ∗LS = arg inf
a∈P
k−
i=1
(δUBi /ai − 1)2.
However, it is not known whether δ∗LS is superior to δUB under the invariant loss
∑k
i=1(σˆ
2
i /σ
2
i − 1)2 even if we use the
Fenchel duality theorem.
4. In the estimation problem of normal means restricted to a convex set, Hartigan [6] showed that the restrictedly
generalized Bayes estimator against the uniform prior improves on the unbiased and unrestricted maximum likelihood
estimator. In this paper, for the scale parameters of scale families, we consider the restrictedly generalized Bayes
estimation against the prior |η|−1dη = ∏kj=1{η−1j dηj} over the restricted space P and give the proof of the two
dimensional case. It is conjectured that the restrictedly generalized Bayes estimator (4.3) on a general polyhedral convex
cone P dominates the unbiased estimator for any dimension.
5. In themultivariate case, δIR givenby (6.1) is not equivalent to the least squares estimator δLS = arg infΘ∈PM
∑k
i=1 ωitr (Θi−
δi)
2 and therefore δIR is not necessarily better than δ relative to the weighted quadratic loss
∑k
i=1 ωitr (Θi − Θi)2. See
also [1]. However δLS dominates δ relative to theweighted quadratic loss. This fact is easily verified by the Fenchel duality
theorem.
6. Proposition 6.2 gives that (Σ∗L1 ,Σ∗L2 ) improves upon (ΣL1,ΣL2) under the restrictionΣ1 ≤ Σ2. However Ψ∗L and Φ∗L are
non-order-preserving in the sense of Sheena and Takemura [16], namely there is no guarantee that ψ∗L1 ≤ · · · ≤ ψ∗Lp
and φ∗L1 ≥ · · · ≥ φ∗Lp . Let (Σ∗LO1 ,Σ∗LO2 ) be an estimator with suitable modifications for the order of diagonal elements in
Ψ∗L and Φ∗L. Then it remains unsolved whether or not (Σ∗LO1 ,Σ∗LO2 ) improves upon (Σ∗L1 ,Σ∗L2 ) relative to the loss (6.2).
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