Louisiana State University

LSU Digital Commons
LSU Doctoral Dissertations

Graduate School

2006

Simulating protein evolution via thermodynamic models
Yanlong Xu
Louisiana State University and Agricultural and Mechanical College

Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_dissertations
Part of the Chemistry Commons

Recommended Citation
Xu, Yanlong, "Simulating protein evolution via thermodynamic models" (2006). LSU Doctoral
Dissertations. 3658.
https://digitalcommons.lsu.edu/gradschool_dissertations/3658

This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It
has been accepted for inclusion in LSU Doctoral Dissertations by an authorized graduate school editor of LSU
Digital Commons. For more information, please contactgradetd@lsu.edu.

SIMULATING PROTEIN EVOLUTION VIA THERMODYNAMIC MODELS

A Dissertation
Submitted to the Graduate Faculty of the
Louisiana State University and
Agricultural and Mechanical College
in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy

in
The Department of Chemistry

by
Yanlong Xu
B.S., Harbin Institutes of Technology, P.R.China, 1997
M.S., Golden Gate University, 2002
August, 2006

Acknowledgements
This study is collaboration between Dr. Randall Hall’s lab from chemistry department
and Dr. David Pollock’s lab from biological science department in Louisiana State
University. I would like to thank Dr. Randall Hall, my major professor, for his support
and his confidence in me throughout the project. I would especially thank Dr. David
Pollock, who is my co-advisor, for his support and his invaluable guidance and helpful
insights throughout this project. I also thank Professor Marcia Newcomer for valuable
input from structural biology perspective. I am also indebt to Professor Bin Chen for
serving on my committee and for a thoughtful reading of each chapter. Finally, I want to
thank my wife, Jianhong Qiu, who has been continuously encouraging me through the
study. This dissertation is for her.

ii

Table of Contents
ACKNOWLEDGEMENT........................................................................................................ii
ABSTRACT .............................................................................................................................v
CHAPTER 1 INTRODUCTION .............................................................................................1
1.1 Introduction...................................................................................................................1
1.2 References.....................................................................................................................5
CHAPTER 2 DIVERGENCE, RECOMBINATION, AND RETENTION OF
FUNCTIONALITY DURING PROTEIN EVOLUTION .....................................................6
2.1 Introduction...................................................................................................................6
2.2 Methods.........................................................................................................................9
2.2.1 Modeling Protein Evolution on a Lattice ...........................................................9
2.2.2 Sequence Evolution in Populations ..................................................................10
2.2.3 Structural Comparison ......................................................................................12
2.2.4 Approximating the Probability of Folding with Fewer Structures ..................13
2.3 Results.........................................................................................................................14
2.3.1 Considerations on Model Complexity..............................................................14
2.3.2 Divergence, Recombination, and Designability...............................................16
2.3.3 Competition between Structures in Sequence Space .......................................20
2.3.4 Increased Computational Efficiency for Energy Calculations.........................22
2.4 Discussion...................................................................................................................23
2.5 References...................................................................................................................28
CHAPTER 3 EVOLUTION OF PROTEIN-LIGAND INTERACTION ...........................31
3.1 Introduction.................................................................................................................31
3.2 Methods.......................................................................................................................35
3.2.1 Models and Thermodynamic Parameters .........................................................35
3.2.2 Binding Affinity and Surface Specificity .........................................................37
3.2.3 Site Substitutions...............................................................................................38
3.2.4 Structural Classification of Designability.........................................................39
3.2.5 Evolution Model................................................................................................40
3.3 Results.........................................................................................................................41
3.3.1 Protein Stability and Fitness of Protein-Ligand Complex ...............................41
3.3.2 Binding Affinity ................................................................................................41
3.3.3 Binding Surface Specificity ..............................................................................43
3.3.4 Context-Dependent Substitution Rate ..............................................................45
3.4 Discussion...................................................................................................................48
3.4.1 The Binding Affinity Difference for Different Structures ...............................48
3.4.2 Binding Surface Hotspot and Ligand-Dependence..........................................50
3.4.3 Substitution Rate Difference among Surfaces and Structures .........................50
3.5 Conclusion ..................................................................................................................52
3.6 References...................................................................................................................52

iii

CHAPTER 4 THERMOSTABILIZATION OF LYSOZYME USING IN SILICO
DIRECTED EVOLUTION ....................................................................................................55
4.1 Introduction.................................................................................................................55
4.2 Methods.......................................................................................................................58
4.2.1 Potential Energy Function.................................................................................58
4.2.2 Molecular Dynamics .........................................................................................60
4.2.3 Mutation, Selection, and Evolution ..................................................................61
4.2.4 Evaluation of Mutants and Classification of Sites ...........................................62
4.3 Results.........................................................................................................................63
4.3.1 Potential Energy Changes under Stability Selection........................................63
4.3.2 Effect of Surface Accessibility on Mutant Fitness and Substitution Rates .....63
4.3.3 Amino Acid Change during Stabilization ........................................................66
4.3.4 Variable Sites and Relationship to Structure....................................................66
4.3.5 Molecular Dynamics Analysis of Stabilized Mutants......................................68
4.4 Discussion...................................................................................................................71
4.4.1 Accumulations of Mutations for Thermostabilization .....................................71
4.4.2 Electrostatic Interactions for Thermostabilization ...........................................75
4.4.3 Further Implementation of the in silico Directed Evolution Model ................77
4.5 Conclusion ..................................................................................................................78
4.6 References...................................................................................................................78
CHAPTER 5 EVOLUTIONARY THERMODYNAMICS AND THE COEVOLUTION
IN HIV PROTEASE...............................................................................................................83
5.1 Introduction.................................................................................................................83
5.2 Methods.......................................................................................................................86
5.2.1 Potential Energy Function.................................................................................86
5.2.2 Mutation, Selection, and Evolution ..................................................................88
5.2.3 Molecular Dynamics .........................................................................................89
5.2.4 Evolution Fixation, Site-Specific Mutability and Covariation Measurement .89
5.3 Results.........................................................................................................................91
5.3.1 Factor Z0 ............................................................................................................91
5.3.2 Evolutionary Dynamics in Sequence Space .....................................................93
5.3.3 Mutability of Sites Varies with the Fixation Stability......................................96
5.3.4 Covariation and Thermodynamic Compensatory Effect of Variants ..............99
5.3.5 Site Substitutability and Solvent Accessibility...............................................100
5.3.6 The Dynamics and Flexibility Exchange in Protein Structure.......................102
5.4 Discussion.................................................................................................................106
5.4.1 Stability Promotes Evolvability ......................................................................106
5.4.2 Comparison between the Simulation and the Natural Mutant Library..........108
5.5 Conclusion ................................................................................................................111
5.6 Supplemental ............................................................................................................112
5.7 References ................................................................................................................114
APPENDIX: LETTER OF PERMISSION..........................................................................116
VITA .....................................................................................................................................117

iv

Abstract
Natural proteins are results of evolution and they need to maintain certain thermodynamic
stabilities in order to carry out their biological functions. By simulating protein evolution
based on thermodynamic rules, we could reconstruct the evolution trajectory and analyze
the evolutionary dynamics of a protein population, and further understand the protein
sequence-structure-function relationship. In this study, we have used both a simplified
lattice model and a high-resolution atomic model to simulate protein evolution processes.
With the lattice model, we have investigated general theoretical questions about how
protein structural designability would affect protein evolution, particularly how it would
affect protein recombination and protein-ligand interactions in the evolution process.
With the atomic model, we could simulate evolution processes for particular protein with
different selection pressure. First, we simulated directed evolution processes and utilized
such model to investigate the thermostabilization of T4 lysozyme. Second, we simulated
neutral evolution processes for HIV protease, investigated its evolutionary dynamics and
the possible drug-resistance mechanism in such neutral evolution. Overall,
thermodynamic models can help us understand either general protein evolution dynamics
or specific protein sequence-structure-function relationship in evolution.

v

Chapter 1 Introduction
1.1 Introduction
Understanding the sequence-structure-function relationship is the core of protein
science(1,2). Evolutionary analysis of proteins has been one of the major methodologies
used to systematically understand this relationship, and it has been extensively utilized in
protein structure prediction, engineering and structure-based drug design(3-7).
Traditional evolutionary analysis is based on bioinformatics analytical techniques and
various statistical models. The fundamental principle is that sequence homology indicates
structural or functional homology(8). Bioinformatics has played a large role in
understanding the evolutionary relationship among proteins, especially in cases in which
protein structures are unavailable. This approach sometimes encounters significant
difficulties. First, proteins are three dimensional and results from sequence analysis alone
don’t provide detailed information regarding the functional or structural role of
residues(9-11). Second, sequence alignments can fail to detect remote homology when
sequences are beyond the “twilight zone”(beyond the statistical confidence)(12). Third,
sequence alignments are heavily dependent on the availability of sequence data, which is
far from statistically sufficient for many analysis(13). To overcome these problems,
physical and chemical properties of proteins can be considered to help understand protein
evolution and sequence-structure-function relationships.
As proteins are entities with a great deal of conformational flexibility, their folding and
functionality are governed by basic thermodynamics. Nevertheless, protein
thermodynamic properties such as thermostability, folding kinetics, and ligand-protein
binding affinity are very time-consuming to measure, and many sequences or structures
1

need to be tested before suggestive conclusions can be reached. Thus, qualitative
understanding and prediction still depends heavily on theoretical work.
During this series of studies, two models of different resolution were constructed and
utilized for the theoretic study of protein evolution and protein sequence-structure
relationship from a thermodynamic perspective.
In the first part of the study (chapter 2 and chapter 3), a lattice model was constructed.
A protein was represented as a string of beads laid down in a two-dimension compact
lattice (figure-1.1). Even though the model is simple, the thermodynamic properties of
natural proteins can be well represented and calculated(14,15). The residues can also be
categorized into surface sites (light blue in figure), cores sites (red), binding interface
sites (dark blue), and unbound surface sites (light blue). A population-based evolution
process can be constructed when each individual protein sequence’s thermodynamic
stability can be associated with its fitness. By using such a model, two studies were
carried out. Chapter 2 describes the investigation of how protein recombination events
affect protein evolution. Chapter 3 describes how protein function, expressed by the
protein-ligand interaction, interplay with protein evolution.
In the second part of the study (chapter 4 and chapter 5), an all-atom protein model was
utilized. Protein structures were represented from the crystallized data.
Mutation could be implemented on each site and drive the protein evolution via a
similar protein evolution process as in the lattice model. Position of each atom upon
mutation can be rearranged by searching for the minimal energy position with a fixed
backbone.
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(a) Modeled Protein

(b) Modeled Ligand-Protein Complex
Figure 1.1 Lattice Model

Figure 1.2 An example of protein structure utilized in atomic model. The figure shows
the first 10 residues of T4 lysozyme wild type protein. Each color represents a different
type of atom (Blue is nitrogen, red is for oxygen, light green is for carbon, white color is
for hydrogen and yellow is for sulfur.
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In such a model the folding potential energy of protein can be calculated through a
knowledge-based approach(16).

E int er = E elec + E vdw =

∑

nonbond

 R
min,ij
+ ∑ ε ij 

4πDrij nonbond  rij

qi q j
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 − 2 min,ij
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 ij
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(1.1)

The detailed explanation of the above equation can be found in chapter 4 as well as
chapter 5. In this study, the potential energy of the protein can be used to represent the
protein thermodynamic stability.
Even though both chapter3 and 4 have a simulated evolution process, the focuses of the
studies are different. In Chapter 3, a strong selection for lower potentials for a given
protein structure is implemented in the evolution process. With T4 lysozyme as the
subject protein, the model can be used to locate clusters of mutations that help to stabilize
a natural protein. By comparing the results with existing experimental data and by
analyzing evolutionary trajectory, a better understanding of the general principles of
thermostabilization and sequence-structure relationship can be reached.
Chapter 4 focuses more heavily on the dynamics of the evolution process. By
adjusting the selection pressure for thermostabilization in our model, a nearly-neutral
evolution process with respect to the thermodynamic stability of the protein can be
simulated. HIV protease is chosen for such nearly-neutral evolution study because of its
medical research importance. Through such study, a mutability spectrum can be
generated among all sites in the protein. Moreover, the structural dynamics analysis of
mutants generated in such nearly-neutral evolution processes furthers understanding of a
potential drug-resistance mechanism.
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Chapter 2 Divergence, Recombination, and Retention of Functionality
during Protein Evolution*
2.1 Introduction
Despite over thirty years of serious effort, the mysteries of protein structure and
function are sufficiently complex that it is not possible to accurately predict novel
structures from their sequence information and first principles(1-3). In evolutionary
genomics, therefore, people have tended to use extremely simple models of protein
evolution for theoretical purposes(4). These models often have little relation to proteins
as thermodynamic molecules, and have been further constrained by the limits of
computational resources and algorithm development(5-7); reconstruction of evolutionary
processes is itself an extremely difficult and not entirely solved problem.
Until recently, evolutionary models used in comparative genomics almost uniformly
assumed that substitution probabilities were unchanging and the same at all sites, except
for variation in the average rate. A few groups have recently begun to incorporate a
broader view of the context-dependence of evolutionary rates, and in particular to
incorporate interaction among protein residue positions, or molecular coevolution into the
evolutionary model(6,8,9). A critical component of modern approaches is to observe
variance in substitution probabilities and coevolutionary interactions without presupposing their cause, and then relate these observations to structural and functional
features.
It is fairly clear (to us, at least), that current concepts of how proteins evolve are not
sufficiently robust to build good reality-based evolutionary models, and are likely to be
* Reprinted by permission of Henry Stewart Publications
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misleading in many aspects, for example when trying to differentiate selection and
adaptation from neutral or random processes. Due to the large numbers of sequences and
genomes from diverse organisms that are rapidly accumulating in worldwide databases,
however, the potential for evolutionary analysis to inform genomic studies on molecular
structure, function, and interaction, is enormous. We are beginning to get more detailed
and densely sampled taxonomic datasets that are allowing much more sophisticated
deconstruction of site-specific and variable rates, and developing methodology to take
these datasets into account(10-12). Despite this progress, the lack of reasonable
expectations for precisely how structural and functional contexts affect evolutionary
processes hinders the development of realistic models.
As a consequence of this situation, we have embarked on a long-term series of studies
to utilize thermodynamic models of proteins and protein function, in conjunction with
population simulations, to better understand protein evolutionary dynamics and make
better predictions of what effects to test for in real proteins. What happens in evolution
that allows variation to exist with no apparent effect in some species, but cause disease in
others? How do we expect ligand binding, catalysis, and protein-protein interaction to
affect evolution, and how far across a protein should the effects of these interactions
spread? Do different types of proteins behave differently (and what defines a “type”)?
How does the strength of selection (or the importance of a function) affect evolution, and
how does population size modulate this effect? It is our experience that intuition is not
necessarily a good guide, and that proteins evolved in semi-natural populations can have
very different properties than random proteins or proteins evolved in an ad hoc
fashion(13,14).

7

We use the term “ab initio evolution” to describe our approach, to emphasize that the
distributions of selective effects in these models arise from the system naturally, not as a
consequence of artificially constructed distributions of selective effects or from artificial
and overly simplistic adaptive landscapes. This approach owes a great deal to a long
history of work on energy-based landscapes, both for RNA and for proteins. In our work,
we particularly focus on protein-like structures (i.e., the energy landscape is not solely
limited to pairwise interactions, as in nucleic acid structure), on “proteins” evolved to
equilibrium in reasonably large populations, and on reasonably complex interaction
energies (i.e., we use empirically-based interaction potentials that are different for every
pair of amino acids, not simplified to a simple two-state hydrophobic potential).
We also focus in particular on patterns of evolution that can emerge from the
interaction between structure, function, and selection in a thermodynamic system, rather
than focusing on a perfectly accurate representation of protein energy, or on protein
structure prediction. For example, we introduced one of the first, and up to this time one
of the few, models that allowed a diverse and manipulable protein function criterion
separate from the simple criterion that a protein need only fold in order to function(15).
We have also been interested in the effect that the details of protein structure may have
on the evolutionary process. The size of the sequence space that will fold to a particular
structure, also known as the structural designability(14,16), has a particularly important
influence. For example a small number of structures are what is called “highly
designable”, but because (by definition) many more sequences are compatible with these
structures than other structures, they are more often compatible with random mutations,
and thus evolve more quickly.
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We present here an analysis of the process of divergence with regards to structural
designability and thermodynamic competition with adjacent structures. We consider how
the context changes as divergence proceeds, as measured by the fitness of recombinants
that result from homologous recombination between divergent proteins. We use the
common genetic definition of “homologous”; Cui and Bornburg(17) previously studied
the functionality of recombinants under an HP model, but used a novel definition of
“homologous” that did not involve divergence, and did not involve a naturally evolved
and selected population. Aside from the methods section, we avoid extensive discussion
of the biophysical details in order to present the evolutionary motivations of the research
clearly to a broad genomics audience. These details are available in numerous previous
publications by ourselves and others(15,18,19). Since a central focus of our work is to
infer biologically realistic models that may be useful for predictive application in
evolutionary genomics, we provide detailed consideration of various choices with regards
to aspects of the models that might be simplified or made more complex, and suggest
new approaches for future modeling.

2.2 Methods
2.2.1 Modeling Protein Evolution on a Lattice
The main biophysical considerations in modeling proteins on a lattice have been given
in detail previously(20,21). In brief, however, for each sequence we consider its energetic
compatibility with the entire ensemble of maximally-compact two-dimensional
arrangements that are possible on a regular lattice. We analyze sequences of length 25 or
36, which thus have maximally compact arrangements that are perfect squares with sides
length five or six. The two dimensional approximation allows us to consider all possible
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structures in reasonable computational time, and also has a more realistic ratio of internal
to surface residue positions. Compatibility of a sequence with a two-dimensional
arrangement, called a “structure”, or “fold”, is calculated by considering the residues that
are adjacent to one another on the lattice, but not connected along the sequence. Thus, the
energy of a protein sequence k in fold f is calculated as the sum of all such interactions in
the fold. The energy of each specific amino acid interaction is given by the empirical
Miyazawa-Jernigan potential, which is based on the frequencies of observed contacts in
known crystal structures(22). We do not directly address folding kinetics in this study,
but include a folding approximation in our fitness equation (below). Assuming
thermodynamic equilibrium among the structures, and using standard Boltzmann
statistics, the probability that sequence k will be in fold f is given by

Pkf =

exp(− E kf RT)
Ζ
,

(2.1)

where RT is the universal gas constant times temperature (here, room temperature in
degrees Kelvin). Z is the canonical partition function, which is simply the sum of the
numerator in equation 1 over all possible structures.
2.2.2 Sequence Evolution in Populations

We modeled evolution in constant-size haploid populations of 1000 individuals with a
mutation rate of 0.05 mutations per protein per generation (i.e., five mutants are expected
to arise in the population each generation). Fitness was based primarily on the probability
of folding into a specific “native” structure, f N , which is presumed to be required for
protein function, and was pre-specified for any given simulation. The ability of a
sequence to achieve a fold kinetically is also an important consideration that is often
10

modeled(23), but we considered kinetic folding to be more realistic as a minimum
requirement, and thus included foldability as a step function such that proteins estimated
to fold slower than a critical cutoff had extremely low fitness. For any sequences
remotely close to evolutionary equilibrium, foldability was always far above the
minimum cutoff and the fitness of a sequence k, was thus

ω k = Pk f

N

(2.2)

Each generation consisted of mutation followed by selection of sequences according to
their fitness, followed by random multinomial sampling to create the subsequent
generation. We also evaluated the potential for two structures (i and j) to be “co-selected”
by using a modified fitness function

ω kij = Pk i Pk j /0.25 , (2.3)
with the division by one quarter introduced because the sum of both folding
probabilities must be less than one, so their multiple is at most 0.25.
In preliminary simulations, the time for populations of sequences to reach equilibrium
(as measured by the autocorrelation of the fitness between well-separated generations)
depended on the native structure chosen. We therefore conservatively ran all simulations
to 5000 generations prior to any analysis, a cutoff that suffices for all structures. To study
divergence of sequences, equilibrium populations were duplicated and allowed to evolve
independently under identical conditions. After duplication, the most frequent sequences
in each population were sampled every 500 generations. At each sampling point, the two
sequences were recombined at all possible sites and the probability of folding into each
structure was evaluated for each reciprocal recombinant. To summarize this information
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over a sample of size S, and all possible recombinants, we generalized Taverna and
Goldstein’s occupancy measure(24) for a sequence of length as
S

48

∑∑ P

f

k

Θ Rf =

s=1 l=1

48S

,

(2.4)

in which case there are 48 different reciprocal recombinants. For comparison, we also
considered the occupancy of each structure in the entire parent population over the entire
course of evolution. We present the difference between the natural logarithms of these
two measures as the “∆ln(occupancy)” measure for each structure. We also, of course,
considered the fitness of the recombinant sequences.
2.2.3 Structural Comparison

We considered the results of our simulations in terms of two structural features. First,
we classified alternative structures by their distance from the native structure. Since
contact energy between residue pairs solely determines compatibility of a sequence with
a particular structure, we measured distance between two structures by the number of
contact pairs that the structures had in common. A compact structure for sequences of
length 25 has 16 contact pairs, and for a sequence of length 25 this distance measure
varies between 0 and 14. The other structural feature we considered was the
“designability” of a structure, which is defined as the proportion of random sequences
that “fold” to that structure 24. Here, we considered that a sequence “folds” to a
particular structure if the probability of folding (Equation 2.1) was greater than 98%. We
use this definition because it closely matches the average probability of folding at
evolutionary equilibrium in our fitness-based population simulations. We divided
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sequence space into three levels, according to the designability criterion, which we call
“low-“, “medium-“, and “high-designable” structures. About 50% of the sequences in
foldable sequence space fold to the 10% most designable structures. The mediumdesignable structures, accounting for another 20% of structures, account for 40% of the
designable sequence space, and the remaining 70%, the low-designable structures,
account for only about 10% of the designable sequence space.
2.2.4 Approximating the Probability of Folding with Fewer Structures

As a result of the analyses presented here, it is apparent that not all structures play an
equal role in determining the evolutionary trajectory through sequence space. We
therefore considered whether we might efficiently approximate the probability of folding
to the native structure based on our results and a carefully considered sampling of the
structural ensemble. This may allow much more efficient simulation of longer sequences
in two or three dimensions. For a structure space of F folds, the partition function can be
split into two parts,
C

Z = ∑ exp(−E kf / RT ) +

F −C

∑ exp(−E

f =1

f =1

f
k

/ RT )
, (2.5)

where the first part is summed over the C folds closest to the native fold (based on
shared contact pairs), and the second part is summed over the remaining folds. We
approximate the partition function by calculating the energies of all C folds, but taking a
small random sample of the F-C folds that are more distant from the native structure. To
reduce variance, we also tried breaking the F-C more distance folds into categories
according to their distance from the native fold, and then randomly sampling to estimate
the partial Z score for each distance category separately.
13

2.3 Results
2.3.1 Considerations on Model Complexity

The simplicity of the model used in protein evolutionary simulations can have a large
influence on what questions can be asked and answered with these systems. Relatively
more accurate models (for example, all-atom models that incorporate van der Waals
effects, electrostatic interactions, amino acid rotamer information, and other important
physical principles) will give more precise and realistic energies for a single structure
than simpler models, but the computational time spent calculating each variant is much
larger, meaning that the evolutionary time span that can be simulated is severely limited.
There is also not as much potential to thoroughly consider a large sample of structural
alternatives, and it is not feasible to evolve a large population. This means that although
the individual energies are more accurate, the entropic contributions to energy are much
less accurate, and the consequences of long-term evolution are ignored. We sometimes
utilize such models to link our results more closely to real proteins (Y. Xu and D.
Pollock, unpublished data), but here we present results from simple lattice models
because we are concerned here with long-term processes of divergent evolution. The
simplicity of the function allows us to sample over many types of structures, and to
replicate results.
There are numerous alternatives and choices for simplification, even in simpler latticebased models 28, 29. Some of these may depend simply on choice, and others depend
heavily on what questions are being addressed. We usually use a simple contact potential
from Miyazawa and Jernigan (MJ) 33, but we avoid further simplification to the HP
(hydrophobic and polar) model 29 because we are interested in the effect of the more
numerous and subtle interactions in the full MJ potential, and there is little computational
14

cost compared to the HP model. Furthermore, with the MJ potential it is extremely rare to
find a sequence that folds equally well to two structures, whereas with the HP model this
is common.
Other choices with regards to simplification are the length of sequence, the
dimensionality, limiting the analysis to compact structures, and the consideration of the
folding process. The choices we have made in the current study have mostly been made
to allow more thorough long-term evolutionary analysis. Three dimensions allows much
more conformational flexibility than two dimensions, meaning that there are many more
structures to consider. For the lengths of sequence that can be managed, threedimensional structures have unrealistically few “core” sites due to their small size.
Likewise, there are far more non-compact structures than compact structures, but most of
these structures are much less stable than the compact structures (because they
necessarily make fewer contacts). Structure or fold space also increases exponentially
with sequence length, and so the choice of sequence length is simply a matter of how
much computational power is available, and how many variants must be calculated in the
study. Further specifics on some of these trade-offs are given later in the results, where
we consider the potential for approximations that could get around some of these
computational limitations. The folding process itself is even more complex, and we do
not generally consider it in great detail. It appears that for the most part, however,
equilibrium sequences produced by evolution based on a thermodynamic fitness function
are also predicted to fold well (data not shown).
A further benefit of simple models over more complex models is that simple models
allow clear sufficiency proofs. In other words, if we can find evidence for particular

15

behavior in a simple model, this can provide a simple and comprehensible explanation,
whereas a more complex model can be more difficult to parse and reduce to its
meaningful components. Also, we can test more variables in a simple model to see what
model details matter most, rather than having only one or a few enigmatic examples, as is
often the case for more complex models.
2.3.2 Divergence, Recombination, and Designability

As proteins diverge from one another, we can reasonably expect that recombinants
between these proteins may eventually cease to function because of accumulated
coevolutionary incompatibilities between the divergent halves of the proteins. We can
also expect that the specifics of this process are difficult to predict. An important initial
question is whether there are differences in this process between different kinds of
proteins (as measured by designability, the number of sequences that can fold into a
particular structure), and whether competition with specific alternative misfolded
structures is responsible for poor folding in recombinants. We measure this competition
by considering the probability of folding to alternative misfolded structures (the
occupancy of the alternate folds) during normal evolution, and after recombination
between divergent proteins.
Visually, the occupancy of misfolded structures had a log-linear relationship in both
the parental and recombinant populations, with no clear differences between proteins
with different designability levels (data not shown). This means that there is not a large
difference in how target structures with different designabilities mutate to deleterious
sequences. There is, however, a big difference between low- versus medium- and high-
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designable structures in how much worse the recombinants are than their parents ( Figure
2.1).

Figure 2.1 Differences between alternative structure log occupancies in parental and
recombinant proteins. The average differences after one million generations for 8 high-,
24 medium-, and 32 low-designable target (native) structures are represented with
squares, triangles, and circles, respectively, with results for each structure replicated four
times. The differences in the natural log occupancies decrease linearly with the number of
shared contact pairs, although there are many fewer alternative structures with large
rather than small numbers of shared contacts and thus much more variable results. The
difference in log occupancies between low-designable and medium and high-designable
structures is consistent, meaning that the occupancy of alternative (non-native) folds in
low-designable recombinants is about 1-2 fold higher.
The difference in the misfolding of alternative structures in recombinants is necessarily
reflected in a similar difference in the probability of folding to the native structure, that
is, the fitness of recombinants. This is seen in a rapid and continuing decrease in the
fitness of low designable recombinants over the course of evolution (Figure 2). High- and
medium- designable structures have a much slower rate of decrease. We observe here that
there is apparently considerable asymmetry in the fitness of reciprocal recombinants. For
high- and medium-designable proteins, the more fit of the two reciprocal recombinants is
on average only slightly less fit than the parental type, even after one million generations
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of evolution. In contrast, even the better of the two reciprocal recombinants is
substantially less fit than the parents in low-designable proteins, and the worse of the two
is dramatically worse than any other recombinants. Although it is in some ways
surprising that the fitnesses of recombinants are not worse than they are, the drops in
fitness for the recombinants are such that they would be removed from the population by
natural selection. According to standard population genetics theory 35 for a population of
1000, fitness differences of 1/1000 are considered selectable, and fitness differences
greater than 1/100 (Ns > 10, where N is the population size and s is the selective effect)
are considered strong selective differences.

Figure 2.2 Average fitness of recombinants between proteins from two diverging
populations over the course of evolution. Averages of the same number of high-,
medium-, and low-designable structures are represented as in Figure 1, except that the
average of the better of the two reciprocal recombinants is shown with a solid symbol,
while the average of the worse reciprocal recombinant is shown with a hollow symbol.
Populations of size 1000 were equilibrated for 10,000 generations prior to duplication
and divergence for a further one million generations, and sequences were recombined at
the midpoint.
One point that bears mentioning is that our fitness function, in contrast to many studies,
does not increase linearly with increasing energy, nor do we use an arbitrary flat fitness
18

cutoff to artificially produce a neutral network. Thus, the benefit of increasing stability
decreases as the protein approaches the evolutionary/thermodynamic equilibrium. With
every mutation, the fraction of space that is approximately neutral changes, and the
distribution of selective effects in probable future mutants also changes.

Figure 2.3 Average fitness of recombinants from diverged populations as a function of
crossover position. Recombinants at all possible positions were tested from the
equilibrated and diverged populations from Figure 2. Averages of the same number of
high-, medium-, and low-designable structures are represented with solid lines and the
same symbols as in Figure 1. In addition, results for a particular low-designable structure
are shown with a dashed line and an “X” to demonstrate that there is considerable
variation among low-designable structures in the crossover position of the lowest-fitness
recombinants (this was also replicated four times).
The differences shown are averages over all sites of recombination. It is expected that
recombination sites closer to the center of the protein might lead to greater effects, since
at such sites there is a greater amount of disruption in contact pairs in the recombinants.
Indeed, our own simulations agree with previous results 36 in demonstrating a strong
correlation between the recombination site with lowest fitness for any pair of structures
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and the number of contact pairs that are disrupted by recombination at that site (data not
shown). Not surprisingly, the site of lowest fitness tends on average to be near the middle
of the protein (Figure 2.3). The variation in fitness reduction versus the site of
recombination was much more notable and dramatic in low-designable structures, and
there was also more variation among low-designable structures in the location of the
worst recombinant (Figure 2.3).
2.3.3 Competition between Structures in Sequence Space

The preceding results illustrate an interesting difference in how structures diverge
according to their designability. It has previously been shown(25), and our own
simulations agree, that compared to high-designable structures, structures with low
designability tend to have more “adjacent” structures with many shared contact pairs. We
see here that the difference in designability must be solely due to the number of adjacent
structures, since there is no difference between high- and low-designable structures in
their tendency to mutate to adjacent structures with the same number of contact pairs.
In contrast, low-designable recombinants have a greater tendency to fold into
alternative structures at all distances. Thus, the lower fitness of low-designable
recombinants is a combination of both the number of adjacent structures and an increased
propensity to fold to adjacent structures. To determine how well this result is upheld on a
structure-by-structure basis, it is necessary to evaluate the sequence space where pairs of
structures are in direct conflict. In other words, one should evaluate the sequence space
that is most ambivalent about which structure is preferred. This sequence space is so
small a proportion of overall sequence space that it is not feasible to identify it through
random sampling (unless the structure space is very simple, e.g.(26), and we instead used
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co-selection for two structures at the same time. This approach allowed us to efficiently
locate this space through the evolutionary process.

Figure 2.4 The average fitness of co-selected protein pairs as a function of the number of
shared contacts between the pairs. Populations of size 1000 were equilibrated for N
generations under a co-selection regime (see methods). The fitness values were averaged
across all structure pairs with the same number of shared contacts. Since there was no
correlation between fitness of co-selected pairs and the designabilities of the structures in
the pair, the fitnesses shown here were average over all possible structure pairs regardless
of designability.
We do not have a direct measure of the size of the overlapping space using this
method, but the average fitness of these co-selected populations can serve as a surrogate.
We found a surprisingly linear relationship between the average equilibrium fitness of coselected populations and the number of contact pairs shared between the two co-selected
structures (Figure 2.4). We did not find any relationship between equilibrium fitness and
the designability of either structure in the pair. It is also interesting that we did not find
any asymmetry in the tendency of equilibrium sequences to fold to one structure in the

21

pair or the other, regardless of whether one structure was high designable and the other
was low-designable (data not shown).
2.3.4 Increased Computational Efficiency for Energy Calculations

In ab initio evolutionary studies, complete analysis of longer and more complex
proteins is precluded by the immense sizes of conformation space as sequence lengths
increase, when non-compact structures are considered, and when moving to three
dimensions. For example, there are 1081 structures possible for the square 5x5 lattices
used in most of this study, but a 6x6 lattice has 57,337 structures, and there are nearly
5.77 billion non-compact structures for sequences of length 25. For a sequence of length
27, there are over 103 thousand compact structures in a three-dimensional 3x3x3
lattice(27).
To further consider the potential use of the previous results, we ran simulations to test
how many structures were necessary to approximate the partition function, and whether
targeted sampling of these structures might lead to more accurate results. We first tried
sampling a set of the closest structures (those with the most shared contact pairs), plus an
equal-size set of randomly sampled structures for a sequence of length 36 on a 6x6
lattice, to estimate the remainder of the partition function. Comparing set sizes of 50 and
50, 500 and 500, and 5000 and 5000, we found that set sizes of 5000 were necessary to
obtain a reasonably good approximation of the probability of folding to the native
structure (Figure 2.5A). The important region of sequence space is not random, however,
but is the region closest to the well-folded and relatively fit sequences achieved at
equilibrium. To evaluate this region, we ran evolutionary simulations as described earlier,
and considered the accuracy of our approximation for all the sequences, including
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mutants, that were generated in 800 generations after reaching equilibrium (Figure 2.5B).
In this region, the results are not as accurate as we might prefer, and so we tested another
approximation in which the partition function was divided according to structural
distance from the target structure, and the partial partition function for each structural
distance category was sampled and estimated separately. This resulted in a dramatic
increase in accuracy (Figure 2.5C). For comparison, we evaluated a structurally divided
estimator using only 500 random structures, and found that it was a more accurate
estimator than the entirely random sampling of 5000 structures (Figure 2.5D).

2.4 Discussion
We have described here the overall motivation of our work in ab initio evolution, and
how it relates to evolutionary genomics. In general, we are trying to use realistic
thermodynamic and evolutionary simulations to better predict the kinds of evolutionary
features that we might expect from real proteins with realistic functional requirements.
This is done in order that we may then develop models to detect the presence of such
features in real proteins using comparative genomics. Here, to illustrate our approach, we
present a study that was specifically designed to better understand the process of
divergence with respect to protein function and fitness. How much does molecular
coevolution between residues as proteins evolve lead to reduced fitnesses in
recombinants between diverged proteins?
Our primary result is that the answer to this question is highly dependent on the type of
structure being considered. High-designable structures are infrequent, and evolve quickly
due to the larger number of sequences that fold to them, but produce highly fit
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Figure 2.5 Relationship between the true probability of folding to the target sequence and
the approximate probability of folding estimated from a limited sample of structures.
Sequences were sampled either randomly (a) or else all mutants were sampled for 800
generations of the evolutionary process subsequent to equilibrium (b-d). The approximate
probability of folding was estimated from a sample of random structures plus the same
number of structures closest to the native structure in terms of shared contact pairs (b).
The random sample was treated as a representative of the remaining unsampled structural
ensemble, and thus multiplied by the inverse of its proportional representation of this
ensemble (see methods). In (c) and (d), each category of structural distance from the
native or target structure was sampled separately, and the contribution of each distance
category to the overall partition function was also estimated separately. The number of
random and adjacent structures used in the approximations was 5000 in all cases except
(d), for which 500 distance-based random structures and 500 adjacent structures were
used.
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homologous recombinants even after long periods of divergence. Structures that are
compatible with fewer sequences, the much more common and slow-evolving lowdesignable structures, are much less likely to produce fit recombinants.
Thus, it should be expected that in low-designable structures, recombination is a less
efficient method to explore sequence space for novel variants because many
recombinants will be structurally unfit. This has obvious implications for protein
engineering, in which in vitro evolution and recombination are important methods for
generating variation. It is also important for understanding how to use observations of
sequence evolution to predict the effect of sequence variants in the human genome, and
to identify those variants that are most likely to cause disease. Since there is more
coevolution and incompatibility between diverged low-designable proteins, divergence in
low-designable proteins is probably a worse predictor of variant effects than in mediumand high-designable proteins.
Another interesting aspect that arises from our simulations is the high degree of
asymmetry in fitness between reciprocal recombinants, particularly in low-designable
structures. This effect is strong enough that the worse reciprocal recombinant would
generally be quickly eliminated by selection, whereas for high- and medium-designable
structures the better of the two reciprocal recombinants might not, even after long periods
of divergence. The potential benefits of recombinant diversity, such as those that a
recombinant immunodeficiency virus might be expected to incur by presenting novel
epitopes to the human immune system, were not modeled in this study. They would have
to be rather strong, however, to overcome the deleterious effect of recombination in lowdesignable protein structures. Interestingly, we have observed this effect even more
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clearly in binding studies (to be more completely described elsewhere) that do not
involve competition between structures. Thus, the asymmetry appears to arise mostly
from evolution on an energy landscape, and may even be somewhat ameliorated by the
force of structural competition in high- and medium-designable structures.
It has been previously observed that evolution can drive sequences towards highdesignable structures(28-31), and presumably recombination can drive it even faster(32).
Our detailed analysis of the process of divergence and recombination based on occupancy
of alternative structures provides no evidence of a bias or tendency for low-designable
structures to mutate or recombine towards high-designable structures. Furthermore, our
use of co-selection to analyze the boundary in sequence space between structures
indicates that there is no bias towards the more designable structure at these boundaries.
Together, this data indicates that populations evolving without recombination tend
towards high designable structures solely because of the larger size of high-designable
sequence space. Recombining populations tend even more towards high designable
structures because of the greater tendency for recombinants to move out of lowdesignable sequence space in any direction. With a greater number of structures close to
low-designable structures, there are a greater number of sequence pair boundaries, which
provide high-fitness openings to other structures, and thus a faster approach to local
equilibrium.
Our analysis of the processes of divergence and coevolution also clarifies the extent to
which it is necessary to incorporate alternative structures when trying to understand
evolutionary trajectories of real proteins. It is well known that the energetic compatibility
of sequences with target structures alone is an insufficient description of thermodynamic
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constraints, but it is not always easy to know what aspects of entropy are important. Here,
we have seen that for evolutionarily equilibrated proteins, the importance of different
structures in evolutionary competition is a simple (log linear) function of their distance
from a target (i.e., presumably functional) structure.
Empirical testing of inclusion of both random and adjacent “decoy” structures has
already been used to improve predictions of protein structures(33-35). Our results might
be used to more efficiently improve the distribution of decoy structures that ought to be
included. Choices must be made in trying to reproduce essential biological features in the
face of immense computational burdens. Our conclusion is that these modified fitness
functions could be used to analyze more complicated structural scenarios without nearly
as high a computational burden as would otherwise be the case. It also seems likely that
sampling from known protein database structures to estimate energy functions 45 is
probably insufficient to understand the evolution of sequences in structure space because
adjacent structures are far more important in determining the evolutionary trajectory of
stable sequences.
Estimating the number of sequences that will fold to a naturally occurring protein
structure is not feasible, since the number of folds is so high, and determining whether a
sequence achieves a particular fold is so difficult. Nevertheless, natural proteins are
evolved thermodynamic objects, and approximate methods of predicting designability
indicate that it is an important property of real proteins. The designability principle,
postulated from simple models, is believed to hold in real proteins(36,37). Designability
affects rates of sequence evolution (issues of function and selective importance aside),
and here we show that, counter to intuition, it affects neutral rates of coevolution and

27

functional divergence in an exactly opposite manner. This means that different proteins
will be more or less amenable to in vitro re-design using mutation and recombination,
and that the course of viral evolution through mutation and recombination may be
affected by the designability of their component proteins. It also means that the use of
comparative genomics to predict the function of possible disease-related variants may
need to rely on an understanding of the type of protein structures involved, since the
degree of epistatic interaction between variants is highly dependent on designability.
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Chapter 3 Evolution of Protein-Ligand Interaction
3.1 Introduction
Many natural proteins are discovered bound with ligands. It has been continuously
proven that formation of a ligand-protein (LP) complex is always crucial for protein to
carry out its biological function. The diversity and complexity of LP complexes is
believed as the result of molecular evolution. In order to understand the protein sequencestructure-function relationship, the interplay between protein evolution and ligandbinding needs to be investigated while many aspects of this interplay remain largely
unknown.
First, it has been observed that the stability of the protein structure could be increased
in site-directed mutation experiments, but function is always sacrificed(1-5). In contrast,
the mutations that increase the protein functionality always decrease the structural
stability. It has been reported that evolution plays a role in defining this delicate trade-off
between stability and functionality(6), but it is lack of theoretical understanding and the
argument was always constrained to specific cases.
In addition, the binding scenarios can be very diverse. For example, some proteins
weakly bind and release ligands as substrates and can release them easily, whereas other
proteins tightly bind the ligands and use them to trigger conformation changes for
enzymatic reactions. It is interesting, though, that the observed protein folding topologies
are always similar for certain types of binding scenarios but not for others(7), and further
phylogeny analysis of different protein families suggests that similar bindings are related
to convergent evolutions and different bindings might be related to divergent evolutions
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of protein. There have been contradictory arguments whether protein structure evolved
from binding or vice versa (8,9).
Moreover, for the functional LP complexes, binding site specificities are always
needed. First, the ”key-lock” shape has to be satisfied on the ligand-protein interface(10).
Second, specific amino acids near the binding sites might have important cooperative
roles for the function and have to be physically close (e.g. photolyase). Normally, only a
few sites can satisfy these requirements in protein structures. Since evolutionary pressure
tends to maintain the functional integrity within the same family(5,11), residues on
protein-ligand binding sites are observed to be more conserved than other sites of the
protein. Aided by a conservation analysis of interfacial residues, predictions of protein
binding sites have recently achieved significant improvements(12,13). Assessing the
accuracy of these methods has been difficult and is usually limited to a few
experimentally characterized families. Recently, it has been argued that the conservation
of interaction sites varies and conservation analysis might fail sometimes(14), not to
mention that it is very difficult to have an understanding of the ramifications of
conservation related to physical structures when they are not available (e.g. many
membrane proteins). Moreover, the conservation analysis can be more complicated when
the levels of binding specificities are very diverse(15). Some proteins, such as proteolytic
enzymes, have very broad binding specificities. In contrast, some proteins, such as germ
line antibodies, have very high ligand specificity as well as binding site specificity. To
further obscure the situation, there are many proteins having multiple ligands to fulfill a
single function. Photolyase protein, for examples, normally needs two co-factors working
together to harvest photons and transfer the energy to damaged DNA sites. Likewise, it is
also possible that proteins might have multiple functions by binding different ligands, as
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is seen in the nuclear receptor protein(16). It is believed there are many “orphan” binding
sites in the protein but how these multiple bindings are acquired and how each binding
affects others in the evolution is very illusive. Particularly from an evolutionary
perspective, there is a long-running debate whether these multiple bindings evolved
independently or not.
In order to have a general theoretic understanding of interactions between proteinligand binding and protein evolution, and to have a “big picture” of the complex results
mentioned previously, systematic investigations need to be made. The direct approach is
based on bioinformatics studies of large protein families. Most of these studies use
statistical models, sequence alignment or phylogenic analysis(14,17-19). But the results
are always case-specific and sometimes ambiguous due to lack of data, incomplete
taxonomy or less than accurate assumptions. In the meantime, extensive biophysical
studies have shown that a natural protein needs to maintain a certain structural stability to
perform its function. Thus, from an evolution perspective, a protein’s fitness shall be
deeply related to its thermodynamic stability. Correspondingly, when considering a
ligand-binding scenario, the fitness of a protein depends on its ability to bind to a ligand
and can maintain the ligand-protein complex stable enough. However, it is very
computationally intensive to accurately calculate the thermodynamic properties for even
a very small natural protein or ligand-protein complex. Dill originally introduced a lattice
model to study protein folding(20). Even though the model is very simple, the physical
properties can be clearly illustrated and thus, the thermodynamics of the modeled protein
can be exactly computed on a relatively small computational scale. Because of this, the
lattice model has been widely used to simulate protein evolution and investigate the
relationship with protein thermodynamic properties in the last decade(21). Several
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theoretic studies of protein-ligand interaction have also been reported in last few years
using this model. Goldstein and Pollock first applied the lattice model to study the
evolution of the LP complex(22), and discovered that population dynamics and early
evolutionary trajectories have a large effect on the distribution of observed structures,
Later on, a similar model was also used and their studies have shown that protein
evolution alone can result protein’s marginal stability(2). Recently, Bloom and Adami
also used a lattice model to address the stability and functionality in protein evolution(23)
and argued that protein stability could promotes evolvability.
Even with this progress via lattice model, systematic thermodynamic understanding
about the LP complex in evolution still remains elusive. One reason is that computational
cost is too high. A compact 6x6 lattice model would have 57,337 folding states, not to
mention the multiplication by different binding states or different binding ligands. In
addition, computation for each variant is also needed when a population theory is applied
to study the protein evolution, and the size of a population can dramatically increase the
computational cost.
In this study, the previous work with the lattice model was extended, utilizing the
Louisiana State University high performance computation facility to further address these
questions. The particular focus is on the evolutionary relationship between protein
binding and the native structure’s thermodynamic properties. One of the most important
thermodynamic properties discovered from the lattice model is the protein structural
designability, which is defined as the size of sequence space for a particular protein
structure with certain stability. Interestingly, different structures of the lattice modeled
protein have different designability. This heterogeneous distribution of sequence space
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among structures can potentially lead to different scenarios of interplay between protein
evolution and protein-ligand binding. To clarify these questions, the following issues
regarding protein evolution with respect to designability are explored: 1) How does
protein evolution affect protein stability, binding acquisition, binding affinity or
specificity? 2) How does binding affect protein evolvability in the structural context? 3)
How can protein acquire potential multiple bindings as it evolves?

3.2 Methods
3.2.1 Models and Thermodynamic Parameters
Due to the computational difficulty of simulating the behavior of protein variants in
large populations, protein models must be simple enough for rapid calculation, yet
realistic enough to provide results that are extendable to real proteins. Therefore proteins
were modeled as compact structures on a two-dimensional lattice, with folding energies
obtained from Miyazawa-Jernigan amino acid potentials based on observed contacts in
known crystal structures that implicitly include the effect of the solvent(24). A detailed
justification of this model has been described elsewhere, but briefly, for a given sequence
P, the potential energy of folding to a specific structure (or fold), f, is
L −1 L

E Pf = ∑∑ eij ⋅ δ ij
i

(3.1)

j >i

where i and j are residue positions along a sequence of length L, eij is the potential
energy of interaction between the two amino acids at sites i and j (given by the
Miyazawa-Jernigan potential), and δij is a delta function equal to one if the two sites
contact each other in the structure, and otherwise equal to zero. For this study, sequences
were of length 36 and therefore had 57337 possible compact 6x6 structures, each of
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which has 25 contacts between non-adjacent residues. According to Boltzmann
thermodynamic statistics, the equilibrium probability that a protein sequence will fold
into configuration f is
P =
f

exp(E f RT)

(3.2)

Ζ

where RT is the universal gas constant (Boltzmann’s constant times Avagadro’s
n

number) times temperature, and Z = ∑ exp( E si / RT ) is the partition function. In these
i

simulations, T is the room temperature. RT was set to 1 when Miyazawa-Jernigan
potentials were used.
Here, a peptide-like ligand L with 6 residues was chosen to bind with the protein P,
assuming ligand L and protein P both remain rigid upon binding and that the ligand can
keep in full contact with one of the four surfaces of the lattice protein. Thus, the total
energy for protein confirmation f bind with ligand L is:
6
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E Pf , L = E Pf + ∑∑ eij ⋅ δ ij

(3.3)

i =1 j =1

where i is residue position in ligand L, and j is residue position in protein P. δij is a
delta function equal to one if the two sites contact each other on the interface, otherwise
equal to zero. According to Boltzmann thermodynamic statistics, the equilibrium
probability that protein P adopts conformation f to bind ligand L is:
8

Pf

p ,l

=

∑ exp( E
i =1

P , Li
f

/ RT )
(3.4)

Ζ'

36

n

8

j

i =1

Z ' = ∑∑ exp( E Pj , Li / RT ) is the new partition function with consideration of all

possible protein conformations and 8 different binding situations (4 possible binding
surfaces and 2 reversible binding orientations for one ligand on each surface) in the
lattice model.
For a multiple-binding situation that two peptides need to bind with the same protein
structure together, protein P adopts conformation f to bind ligand L and L’ is:
48

Pfp ,l ,l ' = (∑ exp( E Pf , Li , L 'i / RT )) / Z ' '

(3.5)

i =1

Z ' ' is the partition function with consideration of all possible protein conformations and

48 different binding situations.
3.2.2 Binding Affinity and Surface Specificity

At equilibrium and in the dilute solution, protein-ligand binding is a reversible
procedure:
L + P

LP

We use the reaction kinetic constant K bound =

[ LP ]
to measure the protein-ligand
[ L][ P]

binding affinity(25-27). Based on the free energy model and thermodynamic Boltzmann
statistics, for a specific protein sequence P and ligand L, we can get:

K bound ∝

∑∑ exp(− E
∑ exp(− E
k

k ,b

RT )

b

k ,b

k
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RT )

(3.6)

E k ,b is the total potential energy of the protein-ligand complex, the inner summation b is
the 8 possible binding ways, the outer summation k is all possible protein fold
conformations. E k is the potential energy of protein conformation k.
Due to the simplicity of the model, we use binding surface specificity to represent the
binding site specificity. The binding surface specificity S ki is the normalized probability
that protein confirmation k to adopt the specific surface i to bind the ligand with one
particular orientation, and the most fitful sequence in the population is used to calculate
the binding specificity.
exp(− E ki / RT )
S =
∑ exp(− E k ,b / RT )
i
k

(3.7)

b

Where E ki is the total potential energy of LP complex when ligand binds on surface i
with one specific orientation of binding.
3.2.3 Site Substitutions

In real proteins, it has been observed that the probabilities of survivable mutations on
each site are different(17). As reflected in our modeled protein evolution, the
accumulated substitutions of each site in the evolution can be different. We use Vs
described following to keep tracking the accumulated substitutions that happened on
each site. The substitution rate of site s could be obtained by making derivative of the

Vs over time, as
t + ∆t

n

Vs = ∑ δ is,i +1

rs =

(3.8)

i =1
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d ( ∑ δ is,i +1 )
i =t

dt

(3.9)

Where δ n,i =0 if site s is occupied by same residue at step i and i +1, otherwise, δ n,i =1.

n is evolution time steps. In this research, due to the simplicity of the model, only the
sites classified as general surface sites or general core sites were of interest. For a 6x6
lattice model, we have 16 surface sites (the 4 corner sites are not considered due to
unrealistic position for real proteins) and 4 core sites (see Chapter 1). Thus, rsurface and

Vsurface are average values among 20 surface sites and rcore and Vcore are average
values among 4 core sites. The mean substitution rate at equilibrium status could be
obtained by the slope of the line in the graph of Vk versus t within the equilibrium region.
3.2.4 Structural Classification of Designability

We classify structures based on their designability. In our study, as the result of
evolution, a well-folded structure will have a good fitness, thus, designability is
particularly defined as the fraction of random sequences that will fold to the structure
with a probability of at least 50% (Equation 3.2). The choice of a particular cutoff value
is arbitrary, but 50% is used because it corresponds to the concept that a stable folding
conformation seen at equilibrium shall be dominant for any protein sequence as the result
of evolution. 109 randomly generated sequences to estimate designability values were
sampled. The 57,337 structures were grouped into two designability categories: the
highly designable structures CH with designabilities greater than 0.2%, with only 578
structures in this category, and all the others are considered as low designable structures,
CL. We randomly sampled 64 structures from the high and low groups to evaluate the
general properties of different designable structures.
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3.2.5 Evolution Model

We modeled evolution in constant-size haploid populations of 1000 individuals with a
substitution rate of 0.05 mutations per protein per generation. To compare and investigate
the different dynamics of the “gain and loss” process of protein ligand binding, three
types of evolutions were simulated in this paper; native structure constrained and nobinding is considered in evolution (SE), single ligand binding-induced evolution (SBE).
In SE simulation, individual sequence fitness is based primarily on the probability of
folding into the native structure, and the fitness of a sequence is given by Eq. 3.2.
In SBE simulation, individual sequence fitness is based primarily on the probability of
forming the native structure and primary ligand complex, and the fitness is given by
Eq.1.3.4. (For this study, those cases where ligands were involved in protein folding were
neglected). To investigate the “gaining and losing” of ligand binding, and the interplay
between the protein with environment in evolution, a peptide library that contains 60
different random peptide-ligands was also generated from the primary functional peptide
ligand, with hamming distances (the number of difference residues) varying from 1 to 6
and classified into six groups. Along the procedure of each SBE simulation, the primary
ligand was kept constantly binding with the protein while two types of binding tests were
calculated: alternative ligand-binding test and joined ligand-binding test. For the first test,
the primary ligand was replaced with every ligand in the ligand library; For the latter test,
the primary ligand competed with every ligand from the library to form a multiple
binding complex. Average values of binding affinity log(K) for each ligand and their four
binding surface specificities were calculated and recorded every 50 generations along the
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evolution. By doing so, we hope can have better understanding of how a protein’s
existing ligand-binding would affect the gain and loss of other potential ligands.

3.3 Results
3.3.1 Protein Stability and Fitness of Protein-Ligand Complex

In the evolution of LP complex, the LP complex was required to be thermodynamically
stable. Fitness function is expressed with Boltzmann statistics as in Eqn.1.3.4, in which a
pre-specified native structure and a pre-specified ligand was chosen and constrained
through the evolution. Repeated evolution simulations were implemented on random
structure samples from the HD and LD structure categories. At each step of the evolution,
the protein structural stabilities were calculated. Figure 3.2 shows the system could
finally reach equilibrium with fitness approaching 100%, but, the probability of the native
fold could only reach 70-80%. An inherent compromise between protein structural
stability and the complex stability was encountered as the result of evolution. Both HD
ligand-protein complex (HLP) and LD ligand-protein complex (LLP) fitness could reach
near 100%, but the probability that the sequences will fold for the LD structures remain
about 10% higher than HD structures.
3.3.2 Binding Affinity

In the evolution of LP complex, both peptide ligands and protein structures were predefined and the fitness was the ligand-protein complex Boltzmann probability. Figure1.3.2(a) shows that the binding affinity, expressed as log(K), was increased along the
evolution and was optimized to a higher value at equilibrium, but the binding affinity of
LD structures was about 0.5 higher than HD structures. Figure-1.3.2(b) shows the binding
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Figure 3.1 The ligand-protein (LP) complex fitness and native structure stability. The
evolution was driven by LP complex thermodynamic stability. The fitness of both the
high designable structure LP complex (HLP, light black line) and low designable
structure LP complex (LLP, light blue line) could approach near 100%. The structure
stability, however, is compromised (heavy black and heavy blue line). High designable
structures (HD) show less stability than low designable structures (LD).
energy at the ligand-protein interface was also on average about 0.4KJ/mol lower in LD
structures than in HD structures. The difference of the binding affinities for HD and LD
structures as the result of evolution indicates the effect from structural designability. HD
structures essentially can have much larger sequence spaces to maintain their
thermodynamic stabilities compared with LD structures, as a result, they relied less on
the contribution from the peptide-protein interaction to maintain the LP complex
thermodynamic stability. By contrast, LD structures had to gain more energetic
contribution from the ligand-protein interaction to keep their thermodynamic advantage
over other alternative protein confirmations because of their own limited ability to
explore the sequence spaces.
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Figure 3.2 The binding affinity in evolution. High designable structure LP complex
(HLP) obtain less binding affinity compared to low designable structure LP complex
(LLP). (a) Association constant evolves with generations. (b) The binding energy evolves
with generations.
3.3.3 Binding Surface Specificity

Since it has been widely accepted that proteins coexist with very diverse ligands(15). It
is important to investigate how an existing ligand-binding could affect the choice on
other ligand-binding.
In SBE simulations, the binding surface could be very quickly “locked” by the primary
ligands in the early stages of the evolution (data not shown). In order to understand the
binding surface specificity, we define this binding surface that is “locked” by the primary
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ligand in the evolution as “primary surface” and labeled as “p-surface”. The opposite
surface of the lattice is labeled as “o-surface”, and the other two surfaces are labeled as
“n-surface”.
In the result of alternative ligand-binding test of SBE, as shown in figure-3.4, even
when the ligands could be totally different from the primary ligand (when the ligand
distance is 6), the primary binding surface (blue) still maintains high probability for both
HD and LD structures. It indicates that the primary binding surface could have developed
a “hotspot” for all the ligands on average as result of evolution. But the results also show
that both binding and binding-site selection are ligand dependent with respect to the
primary ligand. When the alternative ligands are more dissimilar with the primary ligand,
the overall probability to form the LP complex decreases from nearly 100% to slightly
over 90%, it happens more obviously in the LD structures. Meanwhile, the probability of
binding on the alternative surfaces increases (yellow and red color) about 2-4% for both
HD and LD structures.
In the result of join ligand-binding test in SBE simulation, the averaged results for HD
and LD structures are shown in figure-3.5, the competition for binding sites when
multiple-binding is considered. The solid bars represent the primary ligand, and the
striped bars represent the competitive secondary ligand chosen from the ligand library. In
the figure, the probability for each ligand to bind the primary surface dramatically
decreased to 40%-60% compared with figure-3.4, in which the probability to bind the
primary binding surface was generally over 90%. When secondary ligand was similar to
the primary ligand (the low hamming distance), it is highly competitive for the primary
binding surface. The probability of both the primary and competitive secondary ligands

44

to occupy the primary surface is over 40%, while the primary ligand still has a slightly
higher probability for the primary surface. However, when the competitive secondary
ligand is dissimilar to the primary ligand, the probability of the competitive secondary
ligands to occupy the primary surface decreased and the probability for the primary
ligands to occupy the primary surface increased. Thus, the competition between the two
ligands is highly dependent on the similarity between the ligands, while the alternative
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Figure 3.4. Binding surface specificity for alternative-ligands binding. (a) HD structures,
(b) LD structures P-surface: the primary binding surface in the modeled protein. Nsurface: the neighboring surface compared to the primary binding surfaces; O-surface:
the opposite surface compare to the primary binding surface.
3.3.4 Context-Dependent Substitution Rate

The substitution rate of non-binding (SE) evolutions, single-binding induced (SBE) are
compared. All the sites are grouped into surface sites, core sites. For SBE and MBE
simulation, surface sites are further classified as two groups: binding sites and unbound
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Figure-3.5 Binding surface specificity when primary ligand joins with alternative ligand
to form multiple binding. p-surface: the primary binding surface in the modeled protein.
n-surface: the neighboring surfaces compared to the primary binding surfaces; o-surface:
the opposite surface comparing to the primary binding surface. L1 is the primary ligand
and L2 is alternative ligand. The figure showed competition for the primary surface is
highly ligand-dependent. The more dissimilar the ligands with the primary ligand, the
less chance they could compete with primary ligand the more chance they will bind with
the alternative surfaces.
sites. At the beginning of the simulated evolution, the substitution are random happened
among all the sites and there are no differences or correlations. When the evolutions
approach equilibrium, the average accumulated substitutions at different sites increase
linearly with time but with different rates. The slope of the line (accumulated
substitutions vs. generations) at the equilibrium could be fitted and it represents the
average substitution rate in the evolution.
The first comparison is between the substitution rates of SE and SBE, the results are
shown in table-3.2.
As seen in table-2, the average substitution rate on each site of the surface is faster than
the average substitution rate in the core for both HD and LD structures and in both SE
and SBE simulations. In the SE simulation, for HD structures, the rate for surface sites is
8.65 (the rate unit is 10-3 · site-1 · generation-1, same for the following) and the rate for the

46

core sites was 6.25; for LD structures, the rate for surface sites was 4.13 and the rate for
core sites was 2.52. These show the overall evolutions in HD structures are much faster
than in LD structures either on surface or in the core. Moreover, at equilibrium, the rate
ratio, < rsurface > < rcore > , was about 1.39 for HD structures, but it was 1.64 for LD
structures. This difference indicates that, in the evolution process, the evolvabilities of the
core sites in LD structures are much more contracted than in HD structures.
In the SBE simulation, ligand-binding changed the pattern of evolution dramatically.
For both HD and LD structures, the substitution rates are much less compared with SE
simulations, and the average substitution rate on ligand-binding surface sites is slightly
less than non-bound surfaces sites. For HD structures, the substitution rate decreases
about 1.73 fold for binding surface sites and 1.65 fold for unbound surface sites. For LD
structures, the substitution rated decreases 1.40 and 1.32 at the binding surface and
unbound surface respectively, this suggests that HD structure surfaces are more affected
by the ligand than LD structures are. Correspondingly, < rbound > < rcore > and

< runbound > < rcore > increases to a much higher level compared with HD structures.
Table-3.2
The substitution rate at surface and core sites for HD and LD structures in SE an SBE

SE
SBE
SE/SBE

H
L
H
L
H
L

Rate (10-3/step)
Surface
Core
8.75
6.25
4.13
2.52
BS
UnBS
5.01
5.23
4.63
2.93
3.10
1.81
1.72
1.65
1.35
1.40
1.32
1.39
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Rate Ratio
Surface/Core
1.39
1.64
BS/Core
UnBS/Core
1.08
1.12
1.62
1.72

3.4 Discussion
3.4.1 The Binding Affinity Difference for Different Structures

LP complexes of HD structures could allow exploration of a large sequence space to
maintain their thermodynamic stability, and would thus rely less on binding to maintain a
stability advantage over other alternative structures. This was reflected as binding
energies that were not highly optimized in our simulation. On the contrary, LP complexes
of LD structures had to develop higher binding interaction potentials in order to
contribute LP complex stability because LD structures can only explore a smaller
sequence space. These results revealed that structural designability had a dramatic
influence on ligand-protein binding affinity under evolutionary pressure.
It has been reported in several studies that the designability originally discovered in
lattice modeled proteins could be a general thermodynamic property for real proteins as
well. The HD structures in the lattice modeled protein markedly share common
topological characteristics with alpha/beta/alpha topologies in real proteins: they are both
symmetrical, more surface-to-core transitions on surfaces and more plane-like in the core.
In addition, they are both more likely to be observed as the result of evolution. On the
contrary, LD structures in the lattice modeled proteins have many topological similarities
with all-beta proteins in nature: they both asymmetrical, surfaces of are more plane-like,
and both are relatively less observed as a result of evolution.
With consideration of the hypothesis of linking the designability property from lattice
modeled protein to real protein observation, based on our results from the lattice model,
a further thermodynamic hypothesis can be made to correlate binding differences in
natural proteins with respect to their topologies. Recently, an interesting binding affinity
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distribution among protein structure was recently published by Houk et al (7) and a
protein structure distribution between enzymatic proteins and other proteins was
published by Hegyi et al (4). In our study results, HD structures evolved a much lower
binding affinity from a purely thermodynamic perspective through evolution.
Interestingly, according to their results, it is α/β/α topology that dominates in enzymatic
proteins, requiring a much lower average binding affinity for ligands compared to other
non-enzymatic proteins. In contrast, LD structures developed much higher average
binding affinity in our simulations. Correspondingly, while in natural protein families, it
is β or α+ β topologies that dominate in strong ligand-bindings as shown in Houk’s
paper. In particular, biotin-binding proteins such as immunoglobulins have a very high
binding affinity (∆G<-60kJ/mol) and basically share the common Ig β fold. High binding
affinity enzyme-inhibitor proteins such as protease also share the β folds. Membrane
lipid-binding proteins are almost exclusively beta-barrel folded. Though many of these
binding sites are found in the loop regions, the overall folds are mainly β. To further
examined the relationship between binding affinity and protein folding topology, the
protein-ligand binding database provided from Wang was examined (28). In their
database, many natural ligands are collected with their corresponding binding
dissociation constants. By linking their results with CATH protein folding classification
databases(29), we end up having a total 1069 cases for all three types of folding: alpha,
alpha/beta and all beta folds. Because different ligand size can a have dramatic influence
on binding affinity, all ligand were grouped according to their size, which is measured
by the number of carbon atoms in the ligand. The following graph shows the results of
relationships between binding affinity and folding topology by class.
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3.4.2 Binding Surface Hotspot and Ligand-Dependence

In the study simulation, the results shown in figure-3.4 and figure-3.5 also suggest that
many ligand-binding proteins tend to have a similar binding surface regardless of
different types of ligands. It is obvious that the primary binding surface has become a
“hotspot” for ligand binding under the selection pressure for LP complex thermodynamic
stability. Interestingly, Burgoyne and Jackson predict clefts on the protein surface using
an energy-based method for the prediction of protein binding clefts and discovered that
“hotspots” for ligand binding among protein families are also strikingly obvious(30).
Nevertheless, our results show that binding-site selection is also ligand dependent. When
the ligands from the ligand library are dissimilar from the primary ligand that is selected
by evolution, the binding probabilities of these ligands decrease. For natural proteins, it
has been argued the shape and size of binding sites are “defined” by the ligand under
evolutionary pressure(15). From a thermodynamic point of view, the ligand and protein
are not independent entities of fixed proportions and cannot be analyzed independently of
their partners. Nobeli and Thorton(31) have shown in their statistical analysis that only a
few protein superfamilies have great substrate diversity, whereas most exhibit
conservation of at least part of the structural scaffold of the substrate.
3.4.3 Substitution Rate Difference among Surfaces and Structures

Even though the protein might develop a thermodynamic “hotspot” from a binding
potential perspective, from a sequence analysis perspective, this “hotspot” does not
necessarily mean that the composition of the site are more “conserved” compared with
other surface sites. In fact, our results of substitution rates in SBE simulations indicate
that the binding surface sites are only slightly more conserved than other surface sites.
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Figure 3.6 The distribution of binding affinity for different folding classes. (The data is
analyzed from the protein-ligand database and CATH folding class database).
The ligand-binding slows down the evolution of the protein compared to the non-binding
SE simulations. Nevertheless, within the structure itself in the SBE process, due to the
conjugation of the interactions, when the primary binding surface has limited residue
choices to keep binding with the primary ligand, the other residues located away from the
surface also incur constraints of the choices for amino acid. As a result, the average
substitution rate on primary binding surface sites is not significantly smaller than the
other surfaces sites. This result corresponds to the recent systematic analysis of proteinprotein interaction conservation by Caffrey and Huang(7,14). Their work indicates that
[residue] conservation is rarely sufficient for complete and accurate prediction of protein
interfaces without the input of information of differing protein functional sites. It seems
that most of the conservation in the protein-ligand binding or protein-protein interaction
interfaces arise from the functional requirement instead of the thermodynamic
requirement.
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On the other hand, the substitution rates and conservation patterns in our simulations
reveals that ligand-binding affects HD and LD structures differently. The sequence space
for HD structures is large but binding on the specific surface of the HD structure can
“squeeze” the sequence space dramatically. By contrast, sequence space for LD
structures is small and rigid, and ligand binding affects the sequence space much less.
This difference leads to the divergence of the surface/core mutation ratio for HD and LD
structures.

3.5 Conclusion
The evolution of protein-ligand interaction was simulated via a lattice model from the
thermodynamic perspective. Because of the designability difference among structures
(due to the structural topology difference), the corresponding interplay between evolution
and the protein-ligand interaction show different characteristics. The high designable
structure is more likely to obtain weaker binding affinity compared to low designable
structures when the evolution was selected by the protein-ligand complex stability. High
designable structures also like to have higher substitution rates, but they are more likely
to be affected by ligand binding. For a particular protein, the ligand-binding surface sites
do not show significant conservation compared to other surface sites. A binding
“hotspot” is likely to be developed under selection pressure for ligand binding, however,
the binding specificity is ligand dependent.
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Chapter 4 Thermostabilization of Lysozyme Using in silico Directed
Evolution
4.1 Introduction
Proteins are thermodynamic objects that generally must maintain a particular structure
or fold over extended periods of time (1). Most natural proteins, however, are marginally
stable, meaning that it takes only a small amount of energy to tip the balance towards an
unfolded state, and a few percent of the proteins are partially unfolded even under
physiological conditions(2,3). It is of general interest for understanding the relationship
between protein structure and function to know why proteins are marginally stable, and
how protein evolution proceeds while maintaining marginal stability. It is also of great
interest for many medical and industrial applications to better understand general
principles of stabilizing natural proteins to guide more efficient mutagenesis programs.
Proposed causes of marginal stability in natural proteins include a possible tradeoff
between flexibility and stability (4), mutation/selection balance in neutral evolutionary
processes (5), and folding process(6).
Efforts have been made to improve the thermodynamic stability of natural proteins or
even to design de novo stable proteins using site-directed mutagenesis (7-11). This
includes systematic studies over many sites or many residue choices at critical sites (8,1216). For example, changing glycine to alanine, introducing a proline, or introducing a
stable disulfide bridge can effectively stabilize T4 lysozyme at a variety of sites around
the protein. In general, sites that are amenable to change (for example, sites identified by
alanine-scanning mutagenesis of each site) are preferable targets for stabilizing
mutations. Directed evolution can also improve stability and many other functional
properties (14,17), but is not a knowledge-based approach. Both mutagenesis and
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directed evolution suffer from the large number of variants that must be generated and
analyzed (or at least screened) to obtain a systematic result. Given the astronomical
number of possible variants for even short protein sections, it is experimentally
impossible to sample all of them (For 20 position there are 2020 = 1026 variants, and
considering only five residues at five positions, there are still over 3000 variants).
The difficulty of experimental work has given rise to the application of computational
approaches, particularly to evaluate the cause and generality of experimental results, as
well as to discover further “rules” or generally applicable methodologies to create
thermostable proteins (18,19). Comparisons between mesostable and thermostable
sequences and structures have given rise to the claim that thermostable proteins have
identifiable amino acid compositions (20-23), but uncertainty arises from the lack of
diverse sequence data. Also, since just a few mutations can dramatically alter stability
(usually for the worse), large-scale alterations of amino acid composition is impractical
and not particularly efficient. More refined sequence analysis approaches include the
biophysical properties of contacting residues as well as structural information (21).
More intensive computational approaches are based on thermodynamics and structural
information (22). Force-field based computations can calculate the potential energy of a
sequence folded to a given structure (24,25), at resolutions from modeling individual
hydrogen atoms to modeling the backbone and side-chain as a single point. There is
usually a trade-off here, in that to model hydrogen atoms the backbone must generally be
fixed to speed up computation. Simply calculating potential energy also neglects the
effect of entropy, which may be important for protein stability. Calculating free energy
(that is, considering the competition between folded and misfolded or unfolded
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conformations) is theoretically preferable, but the essentially infinite number of possible
alternative folds means that approximations and simplifications must be made. An
example is the use of an abbreviated set of alternative structures from the PDB database
to mimic the full set (26). Alternative examples of simplified free energy calculations are
the use of folding simulations or molecular dynamics to sample nearby alternative
structures, or the sampling of alternative side-chain conformations with a fixed
backbone(27). A number of software applications or web services calculate the effects of
single point mutations using various computational approaches (18).
Whether an experimental or computational approach is used, most knowledge-based
approaches to protein thermostabilization consider only point mutations or multiple
mutations at a few sites. Most random single point mutations are thermodynamically
deleterious, however, and searching sequence space via point mutations is not an
obviously efficient approach. Multiple mutations should be considered, but the errors
inherent in computational results are likely to diverge from experimental results, although
not necessarily in a multiplicative way (28). Thus, computational approaches are best
viewed as complementary to experimentation, making valuable general predictions and
drastically reducing the number of positions and variants that should be considered by
stepwise mutagenesis or directed evolution approaches (29)[second cite].
In this study, population-based in silico directed evolution was used to explore and
track long evolutionary paths involving many replacements (note: following molecular
evolution standards, we will define amino acid changes that have fixed in the population
as replacements to distinguish them from mutations that may or may not be structurally
or functionally acceptable). The populations were initiated with the T4 lysozyme
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sequence, and were under strong selection for stabilization of the sequence in agreement
with the fixed backbone T4 lysozyme fold. All atoms, including hydrogen, were
incorporated in the potential energy calculation, and the minimum energy rotamer
conformation was used to calculate the fitness of each sequence. Using this approach, we
were able to predict general trends in interactions among multiple sites that lead to
thermostabilization, and these results were then compared to and interpreted in the light
of previous mutagenesis studies on T4 lysozyme.

4.2 Methods
The protein modeled in this study, T4 lysozyme, is a 164-residue monomeric protein
that hydrolyzes peptidoglycan (to digest bacterial cell walls). It has an N-terminal domain
(residues 1-59), a C-terminal domain (residues 110-164), and an alpha helix connecting
the two domains. T4 lysozyme has many high resolution crystal structures (PDB 3LZM
was used in this study(30,31) ) and has been widely used to study protein sequencestructure-function relationships, including site-directed mutagenesis studies to understand
thermostabilization(19,32-39). The results from a number of these studies were compared
to the results from the simulations described here, and are described in the Results and
Discussion sections.
4.2.1 Potential Energy Function
The protein folding potential energy function was adopted from existing approaches to
protein design(11,40), and was composed of van der Waals and electrostatic potentials
E = E elec + E vdw

(4.1)

The van der Waals potentials were calculated using a distance-dependent switch function
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where rij is the distance, σ ij is the minimum energy distance, and ε ij is the effective
energy unit for atom types i and j. The σ and ε values were calculated using the
individual values for atom types i and j in the CHARMM force field parameter file
(24,41) using the equations

εij = εiε j , and σ ij =

(σ

i

+ σ j)
.
2

(4.3)

The electrostatic potentials were calculated as in (42):
Ee =

332 • qiq j

ε • rij

,

(4.4)

where qi and q j are the partial charges assigned to atoms i and j, and the electrostatic
constant ε was calculated using a distance-dependent function (43)

ε = D−

(D − D0 )
(−1)⋅ r S
⋅ [(rij ⋅ S) 2 + 2rij S + 2]⋅ e ij ,
2

(4.5)

where S=0.356 Å-1, D=78 is the bulk value of the dielectric constant in water, and D0=1
is the dielectric constant of the interior of protein.
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All potential energy calculations were made using the fixed main chain backbone of T4
lysozyme. Evolutionary simulations began by using the conformational result of the
wildtype molecular dynamics (MD) simulation (see below). Local side chain
rearrangement to estimate the minimal energy rotamer configuration (LMERC) was
computed based on the Dunbrak backbone-dependent rotamer library and Dead End
Elimination (DEE) algorithm (12,44,44-46), along with the initial conformation of each
residue observed from the wildtype MD simulation. For a particular mutant at a particular
site, “local” was defined as any residue with more than two atoms (not including
hydrogen) within 10 Å of any atom (not including hydrogen) in the pre-mutated residue.
4.2.2 Molecular Dynamics

Hydrogen atoms were added to PDB 3LZM (“wildtype”) using the “guesscoord”
command in software VMD. Prior to molecular dynamics simulations, VMD was used to
immerse each variant in a rectangular TIP3-water box 5 Å wider than the molecule on
each side. MD simulations were carried out using standard settings of the NAMD
software version 2.5b1 with the CHARMM force field(25). In brief, one thousand steps
of energy minimization were performed, followed by an 8 ns MD simulation at 300° K
with 2 femtosecond (fs) time steps. particle-mesh Ewald (PME)(47) was used to calculate
electrostatic interactions, and van der Waals interactions were truncated at a distance of
12 Å. In addition to the wildtype, three stabilized variants were sampled after 3000
generation of independent evolutionary simulations (see below), and the flexibility of
each site (measured in root mean squared deviation (rmsd) over the last 4 ns of the MD
run) was compared to the wildtype.
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4.2.3 Mutation, Selection, and Evolution

Population genetics simulations begin with the wildtype T4 lysozyme amino acid
sequence. The haploid population size was constant at 100 individuals, each with a single
copy of the protein. Mutation occurred randomly at all sites except the two termini at a
rate of one mutation per protein per generation, with an equal probability of mutating to
each of the alternative amino acids. The LMERC of each newly mutated variant was
calculated as described above, and ∆E v = E variant − E wildtype was calculated as the
difference between the mutant minimal energy and the wildtype minimal energy. The
relative fitness of each variant ( ω v ) was calculated from the probability of folding based
on Boltzmann’s equation

ωv =

e−∆E v / RT
≈ ke−∆E v / RT ,
−∆E v / RT
Z0 + e

(4.6)

where Z 0 is the remainder of the partition function (i.e., the sum including the potential
energies of all alternative protein fold and rotamer conformations), which was assumed to
be very large compared to e−∆E / RT to create conditions of strong selection for stability
(i.e., greater probability of folding to the target structure). R is the gas constant (0.082 l
atm mol-1 K-1), and T is temperature, which was set to 300 K (i.e., room temperature).
Since only proportional fitness matters, the unknown constant k was arbitrarily set equal
to one.
To create each subsequent generation, the frequency of each variant in the population
was multiplied by its relative fitness, the population size was restored to 100 by standard
multinomial resampling, and the frequency, LMERC, fitness, and structure (atomic
coordinates) of each variant were recorded. Seven replicate runs were carried out for
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3000 generations, at which time the most frequent variant was chosen to represent the
population, and three of these were chosen for the MD analysis. Three of the populations
were simulated for a further 10,000 generations to evaluate the long-term change in the
potential energy components. Preliminary MD analyses on samples from one of these
runs at 6,000 and 8,000 generations indicated that the cumulative effects of the
differences between the potential energy calculations with a fixed backbone and the
stability estimates from the MD simulations were too large for meaningful comparison
between the two (data not shown).
4.2.4 Evaluation of Mutants and Classification of Sites

To provide a sense of how selection affected different variants, we considered the
frequency of any variant and particular variants at each site. As a baseline, we compared
these to the set of mutants that survived at least one generation. This omits the obviously
deleterious mutants that were too unfit to survive for long (as well as some number of
mutants that were lost due to chance). Sites in the protein were classified according to
their percentage of solvent accessible surface area (SASA), using VMD to calculate the
ratio of solvent-accessible surface in the local structure versus the solvent-accessible
surface without neighboring sites. Similar to other site-classification(48-50), core sites
were defined as SASA scores less than 10%, surface (highly exposed) sites had SASA
scores greater than 40%, and sites with scores in between were classified as moderately
exposed sites. According to this definition, there were 57 core sites, 88 moderately
exposed sites and 19 surface sites. To get a sense of the acceptability of change at a site,
the average frequency of non-wildtype variants at each site was estimated across all
generations and across all seven population simulations.
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4.3 Results
4.3.1 Potential Energy Changes under Stability Selection

The average potential energy of the three long-term 10,000-generation runs (as
measured by LMERC) decreases by about 300 Kcal/mol, with no sign that the global
sequence energy minimum was reached (Figure 1a). It is intriguing that the electrostatic
potential decreased strongly, whereas the van der Waals potential actually increased
(Figure 4.1). There are relatively few points in the graph where the van der Waals
potential decreases substantially but many points where the van der Waals potential
increases at the same time that there is a larger decrease in the electrostatic potential. The
jumps correspond to changes in variant frequency, and usually correspond to the point in
time where a more fit variant is selected in one of the runs (there were around 20-25
substitutions per run, but many of these substitutions were probably neutral rather than
positively selected). This suggests that there are many fewer possible individual
mutations that improve the van der Waals potential, and that it is far easier to stabilize by
altering the electrostatic distribution. This result agrees with several empirical reports that
T4 lysozyme and other proteins can be stabilized by altering the surface charge
distribution (33,37,51,52).
4.3.2 Effect of Surface Accessibility on Mutant Fitness and Substitution Rates

Not surprisingly, most surviving mutants are deleterious or have a small effect on
protein stability (Figure 4.2). Even though the most deleterious mutants (those that were
immediately eliminated) were not considered, most surviving mutants survived only a
short period of time (data not shown). Although fewer than 12% of the sites are highly
surface-accessible (SASA score greater than 40%), surface sites are the largest class of
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Figure 4.1 Evolution of potential energy under selection for stabilization. The van der
Waals and electrostatic potentials in Kcal/mol are shown separately along with the total
energy potential. The plots shown are the averages of three independent simulations for
10000 generations with population size 100 and strong selection for thermodynamic
stabilization (Equation 6).
surviving mutants (Figure 4.2). Compared to other classes, surviving sites at the surface
have a much greater tendency to have similar energies compared to the wildtype, and are
relatively under-represented in the more deleterious end of the range (i.e., they do not
tend to have a large destabilizing effect). Although they account for about 54% of sites,
buried sites are the smallest class of surviving mutants, reflecting the greater probability
that a mutation at a buried site will drastically disrupt protein structure. The mode of the
buried sites is shifted towards positive energy differences compared to that of surface
sites, and the distribution of the moderately buried sites is intermediate. These trends are
even more pronounced when considering the average variant frequency over the entire set
of simulations (Figure 4.3). Most sites with high variant frequency (i.e., a large tendency
to differ from wildtype) are at the high end of the SASA scale, and only sites 3 and 78 are
both buried and have a large tendency to differ from wildtype.
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Figure 4.2 Average number of surviving mutants versus energy difference compared to
wildtype. The average number of surviving mutants across runs is shown for different
energy differences ( ∆E ) between the mutant and the wildtype (initial) T4 lysozyme
sequence. Energy differences were put into bins of size 2.0 Kcal/mol, and the
distributions are shown for the buried, partially exposed, and surface sites, classified as
defined in the Methods.
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Figure 4.3 SASA score versus average variability at each site. Each site is plotted
depending on the degree of surface exposure of the its amino acid residue in the wildtype
protein, as measured by the SASA score, and the frequency of non-wildtype residues at
that site across all simulations. Sites with average non-wildtype frequencies greater than
40% are labeled.
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4.3.3 Amino Acid Change During Stabilization

Since the evolutionary simulations used potential energy rather than free energy, it is
important to consider whether there was a strong tendency to substitute particular amino
acids known to reduce potential energy, but not necessarily discriminate between folds.
Cysteine, for example, tends to interact well with other amino acids, and can occasionally
form highly stabilizing disulfide bridges, and since wildtype T4 lysozyme has excess
positive compared to negative charge, the introduction of more negative charge or
reduction of positive charge might create a more even and stabilizing charge balance(37).
Comparing the wildtype amino acid frequencies to the average amino acid frequencies
from the three 10,000 generation runs, it can be seen that the frequency of cysteine
indeed increased from 1% (2 residues) in wildtype to an average of 4% (about 6-7
residues) in the stabilized endpoints. Slight increases in aspartic and glutamic acid
frequencies increased the average negative charge by about five residues per protein, and
the charge balance is further enhanced by the loss of about five arginine residues per
protein. It is interesting that lysine, which started at the same frequency as arginine,
actually increased in frequency slightly; Other possibly meaningful changes are an
average loss of 3-4 each of leucine and threonine, and an average gain of about 3-4
glutamines. An over-representation of methionine has been thought to sometimes be an
artifact protein computational design, but here there was only a marginal increase in
methionine.
4.3.4 Variable Sites and Relationship to Structure

Over the course of the seven simulations run for 3000 generations, only 19 of the 164
sites in the protein differed from wildtype more than 30% of the time (Figure 4.5 and
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Figure 4.4 Changes in amino acid composition under selection for thermodynamic
stabilization. The frequencies of each amino acid are shown for the starting sequence (T4
lysozyme) and for the average of three simulations after 10,000 generations of selection
for stabilization of the T4 lysozyme structure.
Table 2). An additional 27 sites differed from the wildtype sequence more than 1% of the
time. Among the nineteen highly substitutable sites, eight are in the N-terminal domain,
two are in the bridging alpha-helix and nine are in the C-terminal domain; four are highly
exposed, thirteen are on the moderately exposed, and only two (sites 3 and 78) are buried.
It is notable that when these two buried sites have been individually mutated in past
experiments, the mutants have always been less stable than wildtype (32,35,38). In the
evolutionary simulations, individual mutations at these sites were also initially
deleterious, but were subsequently allowed or even favorable in the context of preexisting substitutions clustered around these sites
The local structure of sites 21 and 22 are in the loop region, sites 115 and 116 are in the
bridge of the two alpha-helices, and sites 153 and 154 are near the C-terminal. In general,
none of these local structures is involved in well-established secondary structures. The
other loop region including sites 37, 38 and 39 on the N-terminal domain has not been
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previously experimentally tested, and all are subject to a high possibility of mutations.
Sites 57 and 59 are the transition sites from the N-terminal domain to the alpha-helix that
bridges to the C-terminal domain, and they also have high preference for mutation. Sites
115 and 119 are in the alpha-helix secondary structure, but they are highly exposed to the
surface. In particular, site 119 has been tested previously in different experiments and
always results in a less stable mutant, while it is mutable and result stabilization in our
simulation. Sites 125 and 137 once again are in the loop regions linking two alphahelixes and site 154 is on the transition to the C-terminal.
4.3.5 Molecular Dynamics Analysis of Stabilized Mutants

To further substantiate the stability of the variants resulting from the fixed-backbone
selection scheme employed, MD simulations were run on three of the variants obtained
after 3000 generations (Table 3). Stability was evaluated based on the site-specific
RMSD over the second half of the 8 ns MD runs, and compared to the wildtype MD
simulations. In general, similar regions were stabilized in all three variants (Figure 7),
and although the specific substitutions tend to differ (Figure 8), they are often clustered
and occur in similar regions (not always the same regions that were stabilized).
SM1 with 9 mutations (R14C, L15F, P37C, S38N, I78E, L79Q, N116Y, R119H,
R125C), SM2 with 11 mutations (L15F, K19E, S36E, P37D, S38D, I78G, L79E, P86L,
R119Q, R137A, N144F) and SM3 with 10 mutations (S38F, V57E, P86A, T109D,
G113C, N116E, R119D, V131Q, P143D, K147W, R154Y).
The stabilization of the blue region (the starting region from N-terminal) is possibly
due to mutations on site 15 or site 19 in this region. It is also interesting that there are
mutations on the loop region surrounding site 37, which have not been reported
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Figure 4.6 Sites that regularly differ from wildtype under selection for energy
optimization. The frequency that not wildtype residues were observed over seven runs for
3000 generations each are shown in (a). For convenience, sites are labeled if the non
wildtype frequencies were greater than 30%. The position of the 19 highly substitutable
sites are shown on the 3LZM structure (b). The two buried sites are shown with a spacefilling representation, and the other 17 are shown in ball and stick wireframe
representation, with different color represent different amino acid type.
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Table 4.1 List of highly substitutable sites
Wildtype
Site Residue*

Percent
SASA

Substitution
Frequency

Alternative Amino Acids
(frequency)*

3

I

0.09

0.34

D(0.72),N(0.16)

21

T

0.33

0.29

D(0.42),Q(0.38),Y(0.20)

37

P

0.46

0.44

N(0.35),E(0.35),Q(0.30)

40

N

0.44

0.39

C(0.53),Q(0.42),

57

V

0.26

0.54

E(0.60),H(0.13),D(0.11)

59

T

0.28

0.77

F(0.46),D(0.37)

78

I

0.00

0.54

E(0.34),C(0.34),S(0.32)

82

A

0.37

0.43

E(0.60),D(0.37)

86

P

0.20

0.84

W(0.41),C(0.19),E(0.17),S(0.13),

109 T

0.15

0.64

Y(0.29),C(0.20),K(0.20),W(0.16),

115 T

0.40

0.65

E(0.52),W(0.32),

119 R

0.37

0.65

Y(0.23),E(0.20),C(0.2),F(0.20),

125 R

0.35

0.82

K(0.29),Q(0.26),L(0.22),C(0.14),

137 R

0.44

0.67

W(0.50),E(0.20),N(0.15)

143 P

0.27

0.47

H(0.76),D(0.24)

154 F

0.32

0.70

K(0.43),F(0.20),Q(0.20)

previously regarding the stabilization of T4 lysozyme. It is quite possibly the increased
rigidity on this loop that could help stabilize the N-terminal as well. Although we do not
consider any function related issue in this study, previous studies have discovered that the
function of the T4 lysozyme is related to a rotating movement, in which the alpha-helix
connecting the two domains act as axis and the N-terminal rotates toward the C-terminal.
Our model suggests that increased rigidity of the loop regions could stabilize the
flexibility of the N-terminal domain, which however might be harmful for the protein
function. Mutations on sites 78 or 79 might help to stabilize the bridging alpha helix as
well as one outside the alpha helix in the C-terminal. Mutations on site 15 could have a
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positive effect on the stabilization of this region as well due to the close distance to one
end of the bridging alpha helix. SM3 is a little different from SM1 or SM2, the increase
number of mutations on the C-terminal domain make it much more stabilized compared
to SM1 and SM2 in this domain. Particularly, SM3 achieves such stabilization by more
non-polar to polar mutations on the surface of three alpha-helixes instead of by mutations
inside the core.

4.4 Discussion
4.4.1 Accumulations of Mutations for Thermostabilization

Matthew et al studied the thermostabilization of T4 lysozyme purposely based on
several hypotheses (Table 4.2): the sulfur bridge leads to the experimental construction of
specific disulfur bridge on site pair 3 and 97(36); the trade-off between stability and
functionality hypothesis leads to the mutagenesis on functional site 11, 20, 30 and
117(16); the “large-to-small” hypothesis leads to the experiments on three sites
containing Ala(38); the “small-to-large” hypothesis leads to the introduction of strain in
protein and the experiments on three sites containing Ala(34); the “hydrophobic core”
hypothesis leads to the experiments on a series of core sites(13); the “electrostatics on
surface” hypothesis leads to mutagenesis on sites (37,51). The results of these
experiments illustrate some general rules to thermostabilize this protein from different
angles. However, as we mentioned previously, the experiments still only tested a very
small potion of all the possible variants. It is not surprising that our simulated evolution
does not show that those sites listed in previous experimental studies have specific
advantages for the stabilization of T4 lysozyme. It is quite possible the difference is
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Figure 4.7 The stabilized mutant SM1. (a) the structural illustration of the mutation sites.
(b) the site-specific RMSD in the MD simulation. Stabilized region: the starting loop and
beta-sheets in N-terminal (colored blue in the image), the alpha-helix that connects the Ndomain and C-domain (green), the alpha-helixes clusters in C-terminal (red and pink ).
The mutation is labeled.
72

(a)

WD
SM2

5

Backbone RMSD

4

3

2

1

0
0

20

40

60

80

100

120

140

160

180

S ite

(b)
Figure 4.8 The stabilized mutant SM2. (a) the structural illustration of the mutation sites.
(b) the site-specific RMSD in the MD simulation. Stabilized region: the starting loop and
beta-sheets in N-terminal (colored blue in the image), the alpha-helix that connects the Ndomain and C-domain (green), the alpha-helixes clusters in C-terminal (red and pink ).
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Figure 4.9 The stabilized mutant SM3. (a) the structural illustration of the mutation sites.
(b) the site-specific RMSD in the MD simulation. Stabilized region: the starting loop and
beta-sheets in N-terminal (colored blue in the image), the look within the N-terminal
(yellow), the alpha-helix that connects the N-domain and C-domain (green), the alphahelixes clusters in C-terminal (red and pink ).
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because that our results have fully incorporated the accumulation effect whereas previous
experiments focused more on the single point mutation.
Nevertheless, our results still suggests that the general rules are effective and show
high correspondence with different experimental work. In fact, some sites listed in our
results are very close to the sites that have been testified. For example, site 21(Thr),
57(Val), 115 (Thr) are one position away from the experimentally tested sites (site 20, 22,
56, 116) that are able to further stabilize the protein via mutations. Site 154 has been
tested in a earlier study for stabilization. More generally, our results suggests the loop
regions and surface are more subject for further stabilization, which is highly
correspondent to the general results from experiments. In addition, as we pointed out
previously, unlike other cores sites, site 3 and 78 have potential to be mutated to other
residues to improve the stability of protein. Matthew et al’s study did not reflect many
mutability in core sites, whereas in the example from a very earlier study by Michael
Levitt, the mutation on sit 78 together with site 33 and 157 could result a more stable
protein. Our results once again suggests mutagenesis on site 78, possibly clustering with
other site, could have potential capability to improve the protein’s stability.
4.4.2 Electrostatic Interactions for Thermostabilization

One interesting result from simulation indicates that the electrostatic potential can be
dramatically improved while hydrophobic interaction such as van der Waals could be
sacrificed in order to minimize the overall potential energy. The distribution in different
categories of sites shows the similar trend, but the rationale could be different. From the
experimental work reported from Matthew, it is suggested that the core of the wildtype
T4 lysozyme has been optimized for hydrophobic interaction by nature. Thus, it is very
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difficult to improve the hydrophobic interactions within the core by site-directed
mutagenesis. In our simulation, in order to improve the overall potential energy, the
protein can have a dramatic improvement of electrostatic potential on the medium buried
sites or surface sites, as return, this could trigger non-polar to polar mutation in the core
or tolerant the sacrifice of hydrophobic interaction in the core. As a result of this, it is not
surprising that the mutations sampled along our simulated evolution trajectory show
Table 4.2 The experiment results for site-mutagenesis and their effect on stability
Effect on
thermostability

Reference

Stabilizing
dramatically

(36,53,54)

Mutation on functional site:
E11F/M/A, D20N/T/S, S117V/I,
N132/M/F/I, N116/D

Stabilizing

(16)

Mutation of “small” to “large” in the core:
A129L/F/M/T, A98C/V/L/I/M/F/T

Destabilizing

(34)

Hypothesis/Experimental Results
Building sulfur bridge:
I9C-64C, T21C-T42C, 90C-122C, and
127C-154C)

Mutual switch:
"large-to-small" substitution L121A, and
"small-to-large" substitution A129M

Mutually
compensating

(32)

Mutation to polar on surface sites:
K16E, R119E, K135E, K147E, and
R154E

Stabilizing

(55)

Mutation on the hydrophobic core:
L41V, L41A, V149A, M6A

Destabilizing

(13,32,35)

Stabilizing

(35,56)

Cluster of mutations:
K16E, E22K, T26S, N40D, A41D, A41V,
H31N/D70K, G113E, N116D, T151S,
F153L, M106L and M120L
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slightly overall decrease of hydrophobicity either in the core or on the surface (data not
shown). We think this shall be very carefully considered for thermostabilization. On the
one hand, it illustrates the importance of electrostatic interaction and indicates a
significant stabilization can be achieved by enforcing charge-charge interactions; On the
other hand, there could be an over-presentation of electrostatic interaction that leads to
the sacrifice of the hydrophobicity of core. However, enormous protein folding studies
have shown that a fast and stable folding of protein core is important from folding
kinetics perspective. In our simulation, since backbone is fixed and there more medium
buried sites and the surface sites in general, it is very likely that simulation push the
stabilization on the “shell” of the protein together with sacrificing of the “core”. The
result from the perspective of minimization of the potential energy might be positive for
the stabilization of the structure, but this result might lead to difficulty of the protein
folding process.
4.4.3 Further Implementation of the in silico Directed Evolution Model

One of the other advantages of the model is that different evolutionary algorithms to
sample the sequence space can be applied for different research purposes, and the
objective of optimization can be adjusted according to the different research purposes.
For example, if functional constraints are applied, then the function related sites are not
allowed to mutate. Conversely, if only small sets of interacting sites are the subjects of
investigation, then only them could be mutated in the in silico directed evolution
procedures that address the attainment of protein variants of enhanced stability.
Moreover, since the model is based on mutation-oriented evolution algorithm, it can be
very easily to investigate the evolution process. In another separate study, this model has

77

been utilized to simulate nearly neutral evolution processes of HIV protease in order to
understand the site-specific mutability and drug-resistance evolution mechanism.
Further research in the direction of identifying multiple mutations is redesigning the
complete sequence for a given structure. Different algorithms have been explored to
automatically perform this task(18,44,57-60). The landmark of these studies was the
successful design of a 55-residue hyperthermostable variant of immunoglobulin Gb1 by
Mayo et al(40), and the de novo design protein of Top7 by Baker et al(11). These
successful results are based on minimizing force-field based folding potential energy.
Since our model can be applied to any fixed backbone structures, it could be very useful
to use our model for the de novo sequence design as well.

4.5 Conclusion
We have developed an in-silico directed evolution simulation to thermostabilizeT4
Lysozyme. By using our model, general rules about thermostabilization of the protein
could be obtained by analyzing the mutants that was collected from the simulated
evolution trajectory. Potential stabilized mutants could also be obtained. The results from
the molecular dynamic simulation indicate that these mutants have improved the stability
compared to the wildtype T4 lysozyme. Our results show that more sites are subject to
mutation for thermostabilization because of the accumulation effect along the directed
evolution. Nevertheless, the possible over-presentation of electrostatic interaction could
lead to the sacrifice of hydrophobicity of protein core, which need to be concerned and
investigated more carefully.
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Chapter 5 Evolutionary Thermodynamics and the Coevolution in HIV
Protease
5.1 Introduction
Natural proteins are the result of evolutionary processes, whereby divergent changes
accumulate as mutations produce variants that are either eliminated or fixed in the
population depending on chance and depending on how those variants satisfy critical
functional roles (1). Functional roles are generally carried out through interactions with
substrates, ligands, or other proteins, and these interactions are often associated with
structural flexibility in the binding region. The flexibility required is usually not
“random”, but rather involves “defined” mobility, such a precise conformational change.
Thus, flexibility requires a certain stability to achieve the required ensemble of
conformations, but defined movement may also require local thermodynamic instability,
or disorder, in particular parts of the protein. There is therefore at least a local trade-off
between stability and flexibility (2,3), but the relationship between this local trade-off
and global protein stability (defined as the degree to which a protein can maintain a stable
fold as temperature increases) is unclear. In this context, without further consideration of
function or other biological constraints, proteins are widely recognized as marginally
stable (4).
The evolutionary cause of marginal stability in natural proteins is somewhat disputed .
It has been suggested that the free energy of folding may be constrained by selection to
reside in a narrow Gaussian distribution (5), with protein destabilization and unfolding
restricting one side of the distribution, and selection against overly stable proteins
restricting the other side. In such a case, most substitutions during evolution will be
compensatory, with one mutation damaging and the other repairing the stability balance.
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The cause and importance of selection against over-stability are largely speculative, but
include the possibilities that selection for flexibility requires selection for marginal
stability, and that overly stable proteins are more difficult to regulate due to the difficulty
in degrading such proteins. The alternative explanation for marginal stability is that
because there are always far more sequences that will lower stability than increase it,
observed marginal stability is the result of mutation/selection balance (4). Note that this
explanation does not preclude some selection against overly stable proteins, but rather
states that such selection is unimportant to the general observation of marginal stability
because the balance between mutation and known selective factors (i.e., destabilization)
is sufficient to explain the observations. An important and perhaps under-studied contrast
between these two explanations is that in the latter explanation compensatory evolution is
not required (although it is also not prohibited).
Experimental and computational site-directed mutagenesis approaches have been used
to understand the distribution of mutational effects in proteins (6-13). Although these
have not produced a clear integrated view, there are a few general observations. Although
many natural proteins can tolerate a large number of point mutations (or at least a larger
proportion than expected), most random mutations are deleterious due to the functional
and/or thermodynamic damage they cause. Furthermore, mutations at sites involved in
enzymatic catalysis can often increase stability, but at the sacrifice of functional
performance. Thus, many natural proteins appear to be "tuned" in the trade-off between
protein stability and function, and may be “near optimal” with respect to attainable
functional performance. Nevertheless, the use of site-directed mutagenesis to understand
protein evolution faces two serious problems. First, protein evolution is a cumulative
process, and the huge number of possible sequences at each divergence point limits the
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proportion of sequences that can be tested. Second, evolution is similar to a diffusion
process in sequence space linked to structure and function space through thermodynamic
constraints (14), with population genetics playing an important role in the rate of
diffusion and in the “interpretation” of acceptance probabilities. It is difficult to
accurately extrapolate from point mutation studies to long-term evolutionary processes.
Many hyper-thermostable proteins maintain the structural flexibility necessary for
function, sometimes over a broad range of temperatures (15,16). Furthermore, enzymes
can be designed to be more stable than the natural proteins without damaging protein
function (17,18). This indicates that marginal stability is not necessarily a requirement for
function. Instead, stabilizing mutations may simply be selectively neutral, providing
neither significant benefit when minimum stability requirements have been met, nor
significant harm. The extra stability caused by such mutations tends to promote increased
protein “evolvability” (19,20), quickly counteracting the effect of the overly stable
variant and making the excess stability a transient feature.
To overcome the limitations of site-directed mutagenesis studies, it is possible (at least
in silico) to instead mimic the long-term evolutionary process through simulation of
proteins using semi-natural thermodynamic constraints and population genetics
parameters(21). Such studies are restricted by computational limitations, and to obtain
results it is necessary to make choices about which parts of the thermodynamic potential
and simulation process to simplify. Here, an all-atom model was used to simulate
evolution of HIV protease. The all-atom model was derived from models proven to be
effective in the design of thermostable proteins (17,22-24). Evolution was run on a nearly
neutral landscape, such that there was little selection for stability during the simulation.
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This scenario allowed the investigation of how sequences explore the adaptive landscape,
and how the site-specific flexibility varied as evolution proceeded.
HIV protease is a homo-dimeric aspartyl protease consisting of two identical 99residue subunits. HIV protease is extraordinarily evolvable compared to most other
natural proteins, and many sequence variants are available in public databases, providing
abundant material for comparison with results from simulations. HIV protease is an
important drug design target for managing HIV, but evolution enables HIV protease to
become resistant by quickly altering residues involved in drug binding without losing the
original protein function. There is a great medical interest to understand the substitution
pattern of this protein. Comparison of thermodynamic properties among HIV protease
variants provides important clues to understand the mechanisms that produce drugresistant mutations (25), but the continuous and on-going nature of evolution and the
great diversity of existing HIV sequences make it difficult to understand mechanisms
completely based on single mutants from single starting sequences. Here, we hope to
provide a richer view of how evolution can proceed, possibly allowing a more general
interpretation of existing and future mutagenesis results to improve structural-based drug
design issue for antiviral proteins.

5.2 Method
5.2.1 Potential Energy Function
The protein folding potential energy function was adopted from existing approaches to
protein design(26,27), and was composed of van der Waals and electrostatic potentials
E = E elec + E vdw
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(5.1)

The van der Waals potentials were calculated using a distance-dependent switch
function
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where rij is the distance, σ ij is the minimum energy distance, and ε ij is the effective
energy unit for atom types i and j. The σ and ε values were calculated using the
individual values for atom types i and j in the CHARMM force field parameter file
(28,29) using the equations

εij = εiε j

, and
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(5.3)

The electrostatic potentials were calculated as in (30):
Ee =

332 • qiq j
ε • rij ,

(5.4)

where qi and q j are the partial charges assigned to atoms i and j, and the electrostatic
constant ε was calculated using a distance-dependent function (31)

ε = D−

(D − D0 )
(−1)⋅ r S
⋅ [(rij ⋅ S) 2 + 2rij S + 2]⋅ e ij
2
,

(5.5)

where S=0.356 Å-1, D=78 is the bulk value of the dielectric constant in water, and
D0=1 is the dielectric constant of protein internal space .
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5.2.2 Mutation, Selection, and Evolution

Population genetics simulations begin with the wildtype HIV protease dimer amino
acid sequence. The haploid population size was constant at 100 individuals, each with a
single copy of the protein. Mutation occurred randomly at all sites except the two termini
and the enzymatic site (ASP25) at a rate of one mutation per protein per generation, with
an equal probability of mutating to each of the alternative amino acids. The reciprocal
site was also mutated at the same time for the other monomer for the homodimer
simulation. The LMERC of each newly mutated variant was calculated as described
above, and ∆E v = E variant − E wildtype was calculated as the difference between the mutant
minimal energy and the wildtype minimal energy. The relative fitness of each variant
( ω v ) was calculated from the probability of folding based on Boltzmann’s equation

ωv =

e − ∆Ev / RT
,
Z 0 + e − ∆Ev / RT

(5.6)

Where R is the gas constant (0.082 l atm mol-1 K-1), and T is temperature, which was
set to 300 K (i.e., room temperature), Z0 includes the factors such as alternative folding,
ligand concentration, interactions with ligand for all possible folds. It is computationally
impossible to calculate all the factors included in Z0. Nevertheless, with an appropriate
Z0, the fitness function could associate the protein potential energy with protein evolution
in a nearly neutral manner (discussed more in results).
To create each subsequent generation, the frequency of each variant in the population
was multiplied by its relative fitness, the population size was restored to 100 by standard
multinomial resampling, and the frequency, LMERC, fitness, and structure (atomic
coordinates) of each variant were recorded.
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The initial sequence for HIV protease was subtracted from PDB file 1A30(wildtype
dimer), the initial structure for starting point of evolution is the output coordinate file
from the Molecular Dynamics (MD) of the dimer (see below).
5.2.3 Molecular Dynamics

Structure of HIV protease dimer was subtracted from PDB file 1A30 (wildtype dimer),
the inhibitor was deleted from the coordinate file. The HIV protease dimer-ligand
complex was adopted from PDB file 1F7A (wildtype protein-ligand complex), in which
the ligand is highly similar to the HIV protease’s natural substrate polypeptide. Hydrogen
atoms were added to both wildtype PDB file and variants’s PDB file generated through
evolution using the “guesscoord” command in software VMD. Prior to molecular
dynamics simulations, VMD was used to immerse each protein in a rectangular TIP3water box 5 Å wider than the molecule on each side. MD simulations were carried out
using NAMD software version 2.5b1 with the CHARMM force field(28). In brief, one
thousand steps of energy minimization were performed, followed by an 10 ns MD
simulation at 300° K with 2 femtosecond (fs) time steps. Particle mesh-Ewald (PME) was
used to calculate electrostatic interactions, and van der Waals interactions were truncated
at a distance of 12 Å. In addition to the wildtype, five variants and protease-substrate
complex were sampled after 3000 generation of independent evolutionary simulations
(see below), and the flexibility of each site (measured in root mean squared deviation
(RMSD) over the last 5 ns of the MD run) was compared to the wildtype.
5.2.4 Evolution Fixation, Site-Specific Mutability and Covariation Measurement

Under the population dynamics, we are able to observe how the sequence space is
explored along the evolution. According to neutral theory, in the nearly neutral model
89

with a diploid population of size N, the distribution of alleles is determined by the
equilibrium of selection and drift. Advantageous mutations have higher fixation
probabilities than neutral mutations but even slightly deleterious mutations can also
become fixed. In our nearly neutral evolution, the thermodynamic advantage was
neutralized while the thermodynamic disadvantage was maintained. Here we define
fixation Θ as the event when any variant’s frequency in the population reach 90% and
that variant is called “fixation sequence”. Θ i is ith fixation time along the evolution, S i
is the corresponding fixation sequence that possesses 90% frequency in the population.
We define variants set {V }i as the allocation of all unique variants that were observed
between Θ i and Θ i +1 .
One of the most significant medicine-related studies for HIV-protease aims to
understand the substitution patterns among the sites in order to design an effective drug to
counter the drug-resistance problem. Studies of protein evolution have referred in
different ways to the term “mutability”. Our understanding about the “mutability” of a
particular site in our study includes two aspects: the substitution frequency of each site
during fixation time and the variability of amino acids that have occupied the site.
Between fixation event Θ i and Θ i +1 , the substitution frequency for site k is calculated by
the normalized ratio (among all sites) of the number of variants possesses different
amino acid at site k compared to fixation sequence S i versus the number of variants for
set {V }i ; And, we use site information entropy (32) to characterize the variability
observed for each site in {V }i .

Entropy k = ∑ p(i ) * log( p(i ))
Ν
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(5.7)

Where p(i ) is the frequency of amino acid type i observed at site k, N is all observed

amino acid type at site k in set {V }i
To further investigate inter-site dynamics along the evolution, we examined the covariation of these sites for each set {V }i . The covariation is measured according to the
mutual information theory(33).
MI (a ∧ b) = p (a, b) log

p ( a, b)
,
p(a ) p(b)

(5.8)

Where MI (a ∧ b) is the mutual information between site a and site b, p (a, b) is the
frequency that both sites have simultaneous mutations with respect to S i , while p(a) and
p(b) is the frequency that site a and site b have mutations compared to fixation sequence
S i respectively. Here we define the covariation pair as compensatory if average potential
energy of those sequences with site a being mutated and the average potential energy of
those sequences with site b being mutated has an energetically reversed change of energy
compared to the fixation sequence S i .

5.3 Results
5.3.1 Factor Z0

Our objective is to construct a reasonable fitness function to describe and associate
protein thermodynamics with protein evolution. From Eq.9, we notice that, when ligand
concentration is low enough or the ligand has strong binding affinity with the protein, the
fitness could drift away from the folding probability which is determined by Boltzmann
distribution without considering the function in the first place (see supplemental). When
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Figure 5.1 The analytical figure show that how the variant’s fitness will be affected by
the alteration of potential energy with different value of Z0 in our fitness function.
Dashed line shows the fitness of wildtype protease dimer for each Z0. Generally, increase
of the potential energy will decrease the variant’s fitness, and decrease of potential
energy will increase variant’s fitness. Nevertheless, when Z0 is relative small, the
decrease of potential energy is neutralized for the fitness of variants compared to
wildtype protease.
Z0 is chosen relatively large (Z0= 0.5 or Z0=1.0), the fitness of wild-type sequence at the
beginning of the simulation is only 50% fit, and there is quite large space left to improve
the fitness by stabilizing the protein. In an extreme situation that Z0Æ ∞, we have linear
correlation of fitness ∝ e − ∆E / RT , the evolution process becomes an optimizing process for
stabilization of protein (e.g. Chapter 4). On the contrary, when Z0 is small, a mutation that
could severely destabilize the protein could be allowed. In the extreme situation, when
Z0Æ 0, the mutant fitness will have nothing to do with the change of potential energy,
and the evolution becomes completely neutral with respect to the mutant’s stability.
When Z0 is chosen appropriately such as 0.1, the wild-type sequence can be adjusted as
near-neutral state with fitness as 0.9. One important feature of such Z0 is that further
stabilization (decrease of potential energy) of any mutation could be neutralized with
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respect to protein fitness, but destabilization of mutation (increase of potential energy)
still decreases the protein fitness and becomes potentially deleterious. Nevertheless, if Z0
is chosen further smaller, more server destabilizing mutations would also be reflected as
neutral, which could over-estimate the tolerance for mutations.
5.3.2 Evolutionary Dynamics in Sequence Space

For real natural protease or other proteins, the evolution process is subject to the
selection pressure for function instead of for stabilization. As discussed earlier, we use Z0
to investigate the situation when it could compromise the stability and create the neutral
or near-neutral evolution dynamics. We chose the Z0=0.05 and Z0=0.1 by which the wild
type protease sequence is 95% fit and 90% fit respectively, and extra stability in the
following evolution process will be nearly-neutralized in different degrees. We simulate
20,000 generations with 7 replicating runs for HIV protease dimer with each Z0
consideration.
Along the evolution, the alteration of potential caused by mutation was in the range of 50Kcal/mol—50Kcal/mol, because of the accumulation effect, the average distribution of

{V }i

shows it is a bell-shape with potential energy span from -1500Kcal/mol to -

1200Kcal/mol (data not shown). On average, there were 22-30 fixation events along
20000 generations and the majority of fixation potential energy is between 1380Kcal/mol to -1320Kcal/mol. We ignored the very few fixation events that happened
at very high stable or very low stable situations. For all other fixations, we grouped Θ i
into three categories based on S i potential energy: when E( S i ) is between -1380
Kcal/mol and 1360 Kcal/mol, Θ i is categorized as high stable fixation (HF); when E( S i )
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(b)
Figure 5.2 shows the averaged histogram energy distribution of the sequence variants in
{VH}, {VM} and {VL}. (a) Z0=0.1, (b) Z0=0.05
is between -1360Kcal/mol and -1340Kcal/mol, Θ i is categorized as medium stable
fixation (MF); when E( S i ) is between -1340Kcal/mol and -1320 Kcal/mol, Θ i is
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categorized as low stable fixation (LF). Correspondingly, we have three variant sets from
all variants generated along evolution: {VH } = {Vi | Θ i ∈ HF }, {VM } = {Vi | Θ i ∈ MF }
and {VL} = {Vi | Θ i ∈ LF }.
As we can see, VH overall obtains higher stability than VL because the whole
evolution is in nearly neutral status, and slight advantages of fitness result from lower
potentials that will still affect the energy distribution of population. What intrigues us
most is that the distribution of the {VH } is much broader in the potential energy spectrum
and the size of variants in {VH } is larger than {VM } , as is {VM } compared to {VL} .
In particular, if we define the “destabilizing variants” as those variants have higher
potential energy compared to the E( S i ) (the right side of the lower bound for defining
each fixation energy category in the distribution)¸ when Z0=0.1, the average frequency of
“destabilizing variants” in the sets has increase from 0.57 in {VH } to 0.65 in {VM } and
0.70 in {VH}, when Z0=0.05, the average frequency of “destabilizing variants” in the
sets has increase from 0.60 in {VH } to 0.71 in {VM } and 0.80 in {VH } , the This suggests
to us that, once a sequence is fixed at a more stable state (lower potential energy) state, it
enables the protein population to explore more “damaging” mutations with respect to the
fixation sequence before it reaches to next fixation event. Particularly, when the evolution
is more neutral (z=0.05), the distribution of the three categories are more likely to overlap
with each other, and the {VH } extends its right tail even slightly higher than the {VM } and
. The overall variant set in {VH } not only includes larger number of the high stable
mutants (lowER potentials), but also lower stable mutants (high potentials).
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5.3.3 Mutability of Sites Varies with the Fixation Stability

Figure 5.3(a-c) shows the results for the averaged site-specific entropies and figure
5.3(d-e) shows the results for averaged site-specific substitution frequencies for {VH},
{VM} and {VL} set. As the results in figure 5.3(a-c) show, from the category {VL} to
{VM} and to {VH}, more and more sites have entropy bigger than the cutoff value of
0.15, and the average entropy among all 99 sites increases from 0.124 to 0.148 to 0.159.
This suggests to us that more and more sites gain the ability to mutate to more diverse
amino acids when the sequence fixed at high stable state.
Figure 5.3(d-f) shows a similar but slightly different scenario. {VL} contains only 15
sites with substitution frequencies larger than the cutoff value of 0.03. Since the
frequency is a normalized value among sites, a small number of sites have a much higher
frequency compared to other sites. Sites such as 30, 44, 46, 53, 63 and 96 were more
often observed to mutate compared to other sites in the sequence. In {VM} set, there are
21 sites with substitution frequency higher than 0.03. The substitution frequencies,
however, are much more evenly distributed instead of favored on fewer sites.
Interestingly, many drug-resistance sites such as 24, 72, 82 and 84 gained higher
substitution frequencies compared to {VL}. In {VH} set, the number of sites with a
substitution frequency higher than 0.03 maintain same number as 21 sites, but site’s
substitution frequency has increased and more drug-resistant mutations sites, such as 19,
37, 63, 67 and 93, were observed with fairly high frequency compared to other sites.
Since the evolution process is “nearly neutral”, at low stable fixations, the sequence’s
fitness near the “edge” of the fitness-energy curve, (figure 5.1) the population faces a
stronger selection pressure. We reason that further destabilizing mutations could lead the
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Figure 5.3 (a-c) The site-specific information entropy measurement at different variant
sets. (a) is the results for the {VH} set, (b) is the result for {VM} set and (c) is the result
for {VL} set. More sites gain higher information entropy value when fixation happens on
high stable states.
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Figure 5.3 (d-f) The site-specific information entropy measurement at different variant
sets. (d) is the results for the {VH} set, (e) is the result for {VM} set and (f) is the result
for {VL} set. Overall, more sites substitution frequency higher than cutoff value 0.03,
substitution are more focused on fewer sites in {VL}. Sites with substitution frequency
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natural protease mutant library.
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variant’s fitness to dramatically drop and become completely deleterious. Only those
mutations that help to lower (more negative) or maintain the potential energy have a
better chance to be observed in population. This suggest to us that sites such as 30, 44,
46, 53, 63 and 96 are more likely to have a mutation with an immediate stabilization
effect in order to “maintain” or “rescue” the sequence’s fitness versus other sites. When
fixation happened at a higher stable state, the “nearly neutral” has two effects: first, there
is still a slight selection towards thermodynamic stability and the population would
encourage more stabilizing mutations to maintain fitness; second, the evolution process
also become more neutral, and more damaging mutations could be allowed. As result, we
could observe higher frequency of substitutions due to either of these factors.
5.3.4 Covariation and Thermodynamic Compensatory Effect of Variants

Figure 5.4 shows the average distribution of the covariation and the compensatory
covariation in {VH}, {VM} and {VL}. From low stable to high stable fixations, the
covariation frequency was obviously increased in the category of low positive and
negative covariation, while only slightly higher in the strong covariation category (higher
positive MI value). The compensatory covariation, however, shows an opposite
distribution. As matter of fact, when Z0 is smaller (Z0 =0.05 comparing to Z0=0.1) and the
evolution process is more neutral, the frequency of compensatory covariation in {VL} is
higher than {VM} and {VH}. After a high fixation event, the overall stability of the
structure has stored enough energetic buffer, thus releasing more thermodynamic
constraint on many sites, resulting in more clustering of mutations that can be allowed
without affecting the sequence’s fitness. These mutations accumulated along the
evolution appear as simultaneous covariation but there is only little compensatory effect
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Figure 5.4 Mutual Information (MI) of all pairs and energetic compensatory pairs. (a) and
(b) are results of simulations when Z0=0.1, (c) and (d) are results of simulations when
Z0=0.05. When simulation is more neutral, the compensatory pairs have much more
obvious covariation effect. (Note: the MI for all pairs and MI for compensatory pairs are
on different scales in the figures).
among these sites. In low stable fixations, mutations occurring on specific pairs are more
likely to be compensatory in order to “rescue” the sequence fitness from the brink of
becoming completely deleterious in the evolution.
5.3.5 Site Substitutability and Solvent Accessibility

The surface measurement is done by vmd command sasa, which returns the solventaccessible surface area (SASA) of atoms in the selection using the assigned radius for
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each atom, extending each radius by 1.4 Å to the points on a sphere that are exposed to
solvent. The percentage of SASA is defined as the SASA (1.4-Å probe) of a residue in
the peptide fragment divided by the SASA of the same residue in isolation without its
neighbors. Figure 5.5 shows the site-specific substitution frequency during the evolution
versus the site percentage SASA. Most highly substitutable sites are located on the
surfaces and most conserved sites are located in the core of protein. The few exceptions
are sites 84 and 24 buried inside the binding pocket, site 96 and site 54 are buried on the
interface of the two monomers, and they are highly substitutable.
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Figure 5.5 The scatter distribution of the site-specific percentage of solvent accessible
surface area (SASA) versus the average substitution frequency in the simulation. The
sites with high substitution frequency (more than 40%) are labeled with the site number.
Most highly substitutable sites are located on the surfaces and most conserved sites are
located in the core of protein. The few exceptions are sites 84 and 24 buried inside the
binding pocket, site 96 and site 54 are buried on the interface of the two monomers, and
they are highly substitutable.
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5.3.6 The Dynamics and Flexibility Exchange in Protein Structure

To have a better understanding of the thermodynamic influence caused by the
mutations on these sites, we examined the HIV-protease dimer structure with respect to
these sites. As figure 5.6 shows, among these sites, 24, 82 and 84 are in binding pockets
and directly responsible for ligand binding; the site cluster of 37, 39, 44 and 55 is on the
outside of flap region; sites 3, 8-9 and 96 are in the “whisker” region of the dimer
interface; and sites 19, 63 and 72 are located at the beta-turn of “cheek” region. Sites 10,
12 are closely packed with site 24.

Figure 5.6 The structure of HIV-protease dimer. The green, blue, red, purple, brown and
white colored regions are those could have stability-dynamic exchange when clusters of
mutations occur at various sites. Mutations happened on site 37 and 41 could stabilize the
outside of flap region and increase the flexibility of flap-tip; Mutations happened on site
63, 19 or 12 can stabilize both the beta-sheets (blue and green); Mutation happened on 96
or 3 could greatly stabilize the dimer interface. Site 79-84 can get increased flexibility
unless mutation happened on 79.
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We sampled four mutants SMX (X=1, 2, 3, 4, 5) with mutation found on these sites
along the evolution. All of these SMX mutants have a lower potential energy compared to
the wildtype sequence. The mutation lists are: SM1 with 9 mutations (T12A, K14Y,
E34H, S37D, I54C, I63E, P79N, T96E, N98Q), SM2 with 15 mutations (I3Q, T4K,
T12A, K14Y, E34H, S37D, P39W, R41M, P44A, I54C, I63E, I72D, P79N, T96E, N98Q)
and SM3 with 14 mutations (I3C, T12C, K14N, L19M, L23N, L24C, P39Q, R41H, I54T,
K55E, G67F, I72T, P79F, N98Q) , SM4 with 11 mutations (L19C, E21M, P39E, R41N,
P44D, I72E, P81L, V82Q, I84Q, I93C, T96Q), SM5 with 5 mutations (T12C, L19M,
L24C, P79F, N98Q). We also generated a random mutant RM with 5 mutations for
comparison. The reciprocal sites of both monomers were mutated for HIV protease
dimer. We then carried out 10 nanosecond MD simulations for both the wildtype HIV
protease and these mutants.
Average root-mean-square-deviation (RMSD) of these proteins’ backbone (nonhydrogen atoms) during the 10 ns MD simulation were analyzed at first (data not shown).
The global structure of the wildtype protease remained stable and the average RMSD of
the backbone during the second half of the simulation was about 1.61 Å. The RMSD of
the RM mutant quickly departed from the wildtype protease, increasing steadily and
reaching about 2.5 Å at the later part of the MD simulation. The β-strands of RM have
been seriously deformed as showing in the visualization tool of VMD. By contrast, the
average backbone RMSD of SMX experienced fluctuation in the early stage of MD run,
but all stay at a much lower value, 1.40-1.60 Å, during the second part of the simulation.
Residue-specific RMSD variations were also calculated for the second half of the MD
simulation (Figure 5.7). Surprisingly, the dynamics change shows a very similar pattern
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variants SMx (X=1-5); (f) the Protease-Ligand complex.
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in all these SMx mutants. In particular, three regions have decreased mobility: the
backside of the “cheek” (the green colored β-strand, site 60-78), the dimer interface on
the “whisker” (the brown colored loop and alpha helix region, site 2-7 and 92-99), and
the outside of the flap “ear” (the white-colored loop region, site 36-43) . By contrast, two
regions show consistent increase of the mobility in these mutants: the ligand-binding sites
(purple colored region, site 77-83) and the flap-tip (red colored region, site 45-54). The
loop on the base of the active sites (yellow colored region, site 24-30) shows different
mobility with respect to different mutations.
Note the comparison of the degree of mobility with respect to different mutants and the
exchange of the mobility of local structure upon mutations. The first is the dynamic
exchange between the flap-tip and outside flap “ear”. In SM2 and SM4, sites along the
outside flap (S37D, P39W, R41M and P39E, R41N) had large aromatic amino acid
replacements and the outside flap was much more stabilized, whereas the flap tip had a
large increase in mobility. SM3 also had similar stabilization mutation on the outside flap,
but it also had an extra mutation on site K55E, which helps to maintain closure of the
flap-tip. SM1 does not have such a stabilization mutation on the outside flap, and we
could see the flap-tip is well maintained as closed. This observation seems to suggest that
the flaps can fluctuate flexibilities between the outside flap and the flap-tip, with
mutations happening on one end affecting the flexibility of the other. The second
observation of interest is the dramatic flexibility difference of the loop at active sites 2430 (the yellow colored region) of mutant SM1 and mutant SMx (X=2, 3, 4). The key
difference here is that SM1 could stabilize the outside of beta-strands but lack the
mutations on site 72 as SMx(X=2, 3, 4) has. Site 72 is in close proximity to site
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30,,indicating to us that site 72 could act directly on the adjustment of the flexibility of
the residues 24-30, which are crucial for drug or substrate binding.
Since the functions of HIV protease involves with substrate binding, in order to
understand the structural dynamics meaning sampled in these variants, we also performed
10ns MD simulation on protease-substrate complex (figure 5.7e). Upon substrate binding,
the two beta-sheets (blue and green colored region, sites 60-68 and 12-19) were
stabilized, the flap-tip (site 45-55) were much more constrained compared to other
variants, the binding pockets region 81-85, 22-24 were slightly stabilized. It seems that
once the substrate filled in the binding pocket, it expand the protease and the outside beta
shell (sites 12-19 and 60-68) could slide to each other and be much more consolidated in
space. Meanwhile, the interface of the dimer, including the flap-tip, all get much more
stabilized comparing other variants.

5.4 Discussion
5.4.1 Stability Promotes Evolvability

As we observed in our simulation, in the nearly neutral evolution process, once a
sequence is fixed at a higher stable state, more sequence space could be explored, not
only the high stable sequence, but also many sequences resulting from “damaging”
mutations with respect to the stability of fixation sequence. This result corresponds very
well with Arnold’s experimental results, in which they made highly stable mutants of
cytochrome-p450 and observed more mutants in the following course of evolution.
They proposed that the extra stability of mutants promoted the evolvability of the protein.
Another important observation in our model is that the chance for thermodynamically
compensatory mutation is related with sequence stability at fixation as well. When the
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system starting with sequence fixed at high stability and without the ability to improve
the stability further, many sites could have increased mutability and more damaging
mutations would be allowed in the thermodynamic context. These damaging mutations
might be able to accumulate and be thermodynamically additive in the same direction.
These possible mutations could be viewed as “compensatory” in the context of tuning
down the high stability of the fixation sequences, nevertheless, these accumulated
mutations are not necessarily compensatory between each other. Even though they are
frequently observed as covariant in the course of evolution, overall the thermodynamic
compensatory among sites are diminished. Only when the fixation sequences were at
relatively low stable status were the compensatory covariations more often observed in
the immediately following evolution process. These results suggest to us that “damage
first, compensate after” for thermodynamic stability might not reflect the whole picture of
the evolutionary trajectory. The other scenario of “thermodynamic advantage first,
increasing mutability after” shall also be considered in the nearly neutral evolution
process. For example, most of current drug-resistance studies focus on screening the
primary mutations that confer resistance and subsequently on screening for compensatory
mutations that restore protein stability of fitness. Based on our results, we postulate that it
is highly possible that drug resistance mutations that are directly responsible for drug
binding could follow the stabilizing mutations that have happened previously elsewhere.
Thus, the thermodynamic constraints on sites that are directly responsible for the drugbinding can be released. As a result, they either gain the chance to mutate more freely or
they could gain structural flexibility to cast off the drugs. Our results here suggest that
this could be a common mechanism for drug resistance mutation in the neutral evolution
process. Substitutions happening on one local region might enable an overall structure
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with extra stability, and because the evolution is nearly neutral with respect to the
stability, this could allow the arising of destabilizing mutations on other parts of the
structure. Without the substitutions that generate extra stability in the first place and
create such an “energetic buffer”, the accumulated destabilizing substitution would
quickly damage the protein fitness and would not appear.
5.4.2 Comparison between the Simulation and the Natural Mutant Library

By examining the variants along the evolution, we can detect the heterogeneity of
mutation preference among sites purely from the perspective of thermodynamics. In
contrast, for a natural protein evolution, most of the conservation or mutation of residues
could occur due to either a functional or a structural role. Traditional bioinformatics
methods based on sequence alignment or other statistical models could very easily
confuse the two roles when sequence data is lacking in notations. For HIV protease, the
clinical histories for the sequences collected are always very illusive, and it is even more
difficult to understand why and how a particular mutation is observed on particular sites.
Our model could provide a complete evolution trajectory. Comparing our result with a
real HIV protease drug-naïve and drug-treatment mutant library, we are able to detect and
possibly understand the mechanism of drug-resistance mutation through evolution.
Figure 5.8 provides such comparisons. First of all, most of the sites observed as highly
mutable site in natural mutant library (such as site 10, 12, 19, 37, 41, 54, 63, 72, 77, 82,
84) are also reflected in our simulation results. This suggests us that thermodynamics
considerations alone could provide a fairly strong prediction for most sites’ mutability in
HIV protease. Particularly, site 82 and 84 are directly associated with drug or substrate
binding, and they are not mutable in the drug-naïve library while highly mutable in drug-
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Figure 5.8 The comparison between the simulation and the data collected at real HIV
protease mutant library. (a) The simulation results (b) The results collected in Stanford
HIV drug resistance database.
treatment library. From a purely thermodynamic perspective, our results show that they
are highly mutable in unliganded situation, indicating the tradeoff between the

109

thermodynamics and functionality in the binding pockets. What is more interesting to us
is the mutability of those sites that are away from the binding pockets. Because these sites
are widely observed as highly mutable but they are not directly associated with drug or
substrate binding from a structural perspective, it has been assumed that there is a
possible collaborative role or indirect influence for protein function or drug-resistance
mutation. In our simulation, these sites are thermodynamically mutable, and as we
discussed earlier for the structural dynamics exchange, sites 37, 39 and 41 along the
outside flap can mutate and stabilize the outside flap as well as affect the mobility of the
flap-tip which is associated with ligand-binding. This strongly indicates the mutations on
these sites could affect protease function of drug-binding ability.
Another important observation is that mutations on sites 61, 63 or 67 along the “back
cheek” β-strand, or the mutations on sites 12 or 19 along the “front cheek” β-strand alone
could stabilize both of the two β-strands. As a result of stabilization of outer β-strand
shell, the inside residues 79-82 along the base of active sites could gain stronger mobility.
The other group of resides 26-30 along the active sites could have gained stronger
mobility as well unless a stabilization mutation happened on sites 72 or 30. All these
dynamics exchanges caused by mutations provided in our model offer a detailed
understanding of how nearly-neutral evolution could thermodynamically affect the
mobility near the functional sites, thus further affecting the protein function. In a drugbinding situation, such a change of structural mobility close to the binding sites always
indicates the effort to loosen the binding with drugs. Thus, we think the dynamics
exchange within the HIV protease structure upon mutation could provids a rationale for
the drug-resistance mutation happening on these sites far from the active sites.
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Another way of comparison is to analyze the difference between our results and the
natural mutant library. One obvious difference is that sites 3, 4 and 96 at the dimer
interface show strong preferences for mutation, and the interface could be further
stabilized. However, both of the two sites are fairly conserved in the natural mutant
library. This suggests to us the dimer interface might not be subject to further
stabilization. One recent study has indeed addressed this question specifically. Sites 44
and 55 observed as highly mutable in our simulation but not in the natural protease
mutants library suggests that the two sites might be crucial to maintain the overall
mobility of the flap.

5.5 Conclusion
We introduced an evolutionary model to simulate protein evolutionary
thermodynamics and apply such a model to the HIV protease dimer. Adjusting Z0 in our
model, we could simulate evolution under a nearly neutral condition with respect to
thermostability. In such a simulation, when a stabilizing mutation is fixed, more diverse
mutations would follow, and covariation would also be more frequently observed, but not
necessarily in a thermodynamically compensatory relationship. When a low stable
mutation is fixed in evolution, sequence exploration in the following evolution trajectory
is inhibited, while compensatory effects among sites were more frequently seen.
Thermodynamic and structural flexibility would exchange among sites while the overall
structure stability is maintained in the evolution process. The results indicate to us that
this could be a general mechanism for drug resistance mutation. With the HIV protease as
an example, our model provides an effective way to study the variation of evolutionary
thermodynamics among sites.
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5.6 Supplemental
The probability of a protein sequence to fold as the native structure can be described
with Boltzmann distribution(34)

e − En / RT
pn =
∑ e −Ei / RT

(5.9)

i

Where E n is the energy state for native fold, and Ei is the energy state for alternative
fold state i, R is the gas constant and T is the temperature.
We are more certain about the native fold. To clarify the unknown from known, we
separate them as:

pn =

e − En / RT
∑ e − Ei / RT + e −En / RT

(5.10)

Non − native

Considering protein has to bind with particular ligand L:

L +

P

K

LP

The probability of binding is:
pbound =

1
1 + [ L]−1 K −1

(5.11)

Where K is the equilibrium binding constant:

 − ∆Gb 
K = exp

 RT 

(5.12)

Where ∆Gb is the binding free energy,
∆Gb = Eil − Ei − El + ∆E solvation ,i ,l
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(5.13)

The Eil is the interaction energy (van der Waal and electrostatics) between ligand and
protein, Ei is the potential energy for protein at fold state i, El is potential energy for
ligand.
Considering the ligand binding and protein folding are separate procedures (e.g. HIV
protease), the fitness of particular sequence:

Fitness ∝ p native pbound =

=

e − Enative / RT


 ∑ e − Ei / RT + e − Enative / RT  1 + [ L]−1 K −1
 non−native


(

)
(5.14)

e − Enative / RT

∑e

− Ei / RT

non − native

+ [ L]−1

∑e

−( Eil + ∆Esolvation , i , l ) / RT

+ [ L]−1 e

− ( Enl + ∆Esolvation , n , l ) / RT

+ e − Enative / RT

non − native

We then could use Z 0 to represent the first three terms in the denominator.

e − En / RT
Fitness ∝
Z 0 + e − En / RT

(5.15)

Use wildtype energy state as reference, the fitness function for any mutant can be
rewritten as:

e − ∆E / RT
Fitness ∝
Z 0 '+ e − ∆E / RT

(5.16)

Where
∆E = E wildtype − E mu tan t
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(5.17)
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