Abstract. We propose a fast algorithm for the calculation of the Wasserstein-1 distance, which is a particular type of optimal transport distance with homogeneous of degree one ground metric. Our algorithm is built on multilevel primal-dual algorithms. Several numerical examples and complexity analysis are provided to demonstrate its computational speed. On some commonly used image examples of size 512 × 512, the proposed algorithm gives solutions within 0.5 seconds on a single CPU, which is much faster than the state-of-the-art algorithms.
1. Introduction. Optimal transport (OT) plays crucial roles in many areas, including fluid dynamics [45] , image processing [39, 40] , machine learning [1, 20] and control [11, 12] . It is a well-posed distance measuring two probability distributions over a given domain. The distance is often named Earth Mover's distance (EMD) or the Wasserstein distance. Plenty of theories on OT have been introduced [3, 4, 21, 32, 45] . Despite the theoretical development, computing the distance is still challenging since the OT problems usually do not have closed-form solutions. Fast numerical algorithms are essential for the related applications.
Recently, a particular class of OT, named the Wasserstein-1 distance, has been widely used in machine learning problems [1, 23, 37] . It gains rising interests in the computational mathematics community [25, 29, 2, 44] . The Wasserstein-1 distance is named as its ground metric is homogeneous of degree one. In this paper, we focus on numerically computing Wasserstein-1 distances.
In literature, many numerical schemes have been proposed for the OT problem. [27, 39, 30, 36, 35, 31, 2] modeled the OT problem as a linear programming (LP) with specific structures. They utilized these structures to develop efficient solvers. [33, 38, 5, 24, 29, 28, 41] modeled OT as a nonsmooth convex optimization problem and introduced iterative algorithms to solve it. [14, 6, 43, 18, 9, 19, 15] studied the OT problems with regularizers and proposed efficient algorithms to solve them. In particular, some algorithms have been developed for calculating the Wasserstein-1 distance and its variants. Ling and Okada [30] exploited the structure of the problem to improve the transportation simplex algorithm [27] and proposed Tree-EMD. Pele and Werman [35, 36] proposed and solved EMD with a thresholded ground metric. Li et al. [29] studied a primal-dual algorithm for calculating Wasserstein-1 distances that is friendly to parallel programming and has an implementation on CUDA. Jacobs et al. [28] introduced the proximal PDHG method, whose number of iterations is independent of the grid size. Bassetti et al. [2] studied the connections between the Wasserstein-1 distance and the uncapacitated minimum cost flow problem and applied the network simplex algorithm to solve it.
Motivations and our contributions. Although many numerical algorithms [30, 2, 29, 28] have been proposed to calculate the Wasserstein-1 distance, there is still some room to speed them up, especially for large-scale problems, for example, a grid of 512× 512. Motivated by the success of multigrid methods [46] for calculating Wassersteinp (p > 1) distance [31, 24] , we apply the cascadic multilevel method [7] to calculate Wasserstein-1 distances. We compute the distances on different grid levels and use the solutions on the coarse grids to initialize the calculation of solutions on the finer grids. We use this method to speed up the state-of-the-art algorithms [29, 28] , dramatically reducing the computational expense on the finest grids and lessening the total time consumption by 2 ∼ 300 times. The speedup effect depends on the size of the problem. It is significant for large-scale problems.
The rest of this paper is organized as follows. In Section 2, we briefly review the Wasserstein-1 distance. In Section 3, we demonstrate our multilevel algorithms and provide a complexity analysis in Section 4. In Section 5, we numerically validate the assumptions used in Section 4. Finally, in Section 6, we present several numerical examples.
Problem description. Given a domain Ω ⊂
d , the EMD, or the Wasserstein distance, is a commonly-used metric to measure the distance between two probability distributions defined on Ω: ρ 0 , ρ 1 : Ω → . In the 1D case (d = 1), the Wasserstein Distance has a closed-form solution [45] . With two or higher dimensions (d ≥ 2), the distance is no longer given in a closed form, and it is obtained via iterative algorithms. In this paper, we consider the following Wasserstein−1 distance: where · p , 1 ≤ p ≤ ∞, is the "ground metric" of the Wasserstein distance. The minimization variable π is a joint distribution π : Ω × Ω → whose marginal distributions are ρ 0 , ρ 1 . The dual problem of (2.1), also named the Kantorovich dual problem, is:
(2.2)
where φ 0 , φ 1 are (Kantorovich) dual variables.
Problem settings.
In this paper, we focus on an equivalent and simpler form of (2.2). Since · p is homogeneous of degree one, by [45] , there is an equivalent form of (2.2), where φ 0 = φ 1 = φ. In other words,
where 1/p + 1/q = 1 and 1 ≤ q ≤ ∞. The following minimization problem, which is the dual problem of (2.3), is also considered in this paper:
∂xi (x) and n(x) is normal to ∂Ω. Here m is a d dimensional field satisfying the zero flux boundary condition [3] , the solution of (2.4) m * is called "the optimal flux".
Let Ω h be a grid on Ω with step size h > 0:
Let N = 1/h be the grid size. Any x ∈ Ω h is a d dimensional tensor, of which the value of the i th component x i is chosen from:
d tensors, and the discretized flux m h is a (N + 1)
, and m h = {m(x)} x∈Ω h . The discretized version of (2.4) can be written as (2.5)
where the discrete divergence operator is:
In the definition of div h , m h (x) ∈ d means the flow at point x, m h,i (x) ∈ is the i th component of m h (x). The notion "−i" refers to all the components excluding i:
To simplify our notation, we rewrite the above problem (2.5) as:
where f (·) denotes a norm of m h , A h denotes the divergence operator, which is linear, and
h . The dual problem of (2.6), which is also the discrete version of (2.3), is:
where φ h : Ω h → is the Kantorovich potential : φ h = {φ(x)} x∈Ω h . The adjoint operator of A h , A * h , denotes the gradient operator. In this paper, we solve (2.6) and (2.7) jointly by primal-dual algorithms. Define some norms on Ω h :
Define inner products on Ω h :
3. Algorithm description. In this section, we review two recent primal-dual algorithms designed for (2.6) and (2.7). We apply a multilevel framework (Section 3.2) to further accelerate these algorithms.
3.1. Two recent algorithms for (2.6) and (2.7). Algorithm 1 (Li et al. [29] ). Problems (2.6) and (2.7) can be jointly solved by the following min-max problem:
Inspired by the Chambolle-Pock Algorithm [10] , the authors of [29] proposed the following algorithm to solve (3.1):
Parameters µ, τ > 0 need to be tuned. If µτ A h 2 < 1, then we have the iteration
, which is the solution of (3.1). In this paper, we use 1 µ = τ = 1/(2 A h ). The iteration stops when the following fixed point residual (FPR) R k falls below a threshold:
The algorithm is summarized in Algorithm 1.
Algorithm 1: A primal-dual algorithm for EMD [29] Input:
Algorithm 2 (Jacobs et al. [28] ). Problem (2.6) can be written as:
which is equivalent with
In the above formula, ϕ h : Ω h → d is the dual variable, that is the gradient of the Kantorovich potential:
Function f * is the convex conjugate of f :
The authors of [28] solve (3.4) in the following way:
where the first subproblem solving m k+1 h requires computing a projection onto the affine space {m h |A h m h = ρ h }. Since the discrete Laplacian inverse ((A h ) * A h ) −1 can be easily computed by FFT, the projection could be efficiently calculated [28] .
Parameters µ, τ > 0 need to be tuned. As long as µτ < 1, we have the iteration
, which is the solution of (3.4) . In this paper, we choose 2 µ = τ = 1/2. The stopping condition is to have the following fixed point residual G k small enough:
With ϕ * h in hand, the Kantorovich potential φ * h can be easily solved by the method given in Appendix B.
The algorithm is listed in Algorithm 2.
Algorithm 2: Prox-PDHG for EMD [28] Input:
A framework: multilevel initialization. In this subsection, we describe a framework, inspired by the cascadic multilevel method [7] , to substantially speed up Algorithms 1 and 2. With the multilevel framework, Algorithms 1 and 2 lead to Algorithms 1M and 2M respectively.
Suppose we have L levels of grids with step sizes h 1 , h 2 , · · · , h L respectively. The step sizes satisfy
The finest step size h L = h. On each level, the space Ω is respectively discretized as
If h is the power of 1/2, we take h l = 2 L−l h. Then we have
On the l th level, the optimal flux problem (2.6) is
We apply the cascadic multilevel technique [7] to the OT problem. We use 0 initial solution on the level l = 1 and solve a sequence of minimization problem (3.7) with one pass from the coarsest level l = 1 to the finest level l = L. On each level, we use Algorithm 1 or Algorithm 2 that is stopped as the iterate is accurate enough (R
). After that, we interpolate the obtained solutions to the next level l = 2 and treat them as the initial solutions of level l = 2. The process is repeated for l = 3, · · · , L. Algorithms 1M and 2M are the multilevel versions of Algorithms 1 and 2 respectively.
Practically, the solution on a coarse level is a good estimate of that on a finer level. Thus, the cascadic multilevel method works well.
3.3. Cross-level interpolation. In this subsection, we describe the cross-level interpolations in Algorithms 1M and 2M in detail.
Interpolation of potentials φ h . For any x ∈ Ω h l on level l, we partition the set of the components x j into two subsets, depending on whether they also belong to the grid on the coarser level l − 1:
Initialize the current level:
Call Algorithm 2:
Let the elements inJ be denoted as
is defined pointwisely as the average value of a neighborhood. For
For example, if d = 2 (2D case) and h l = h l−1 /2, (3.9) can be written as: 
Interpolation of flux m h . Due to the zero-flux boundary condition for (2.4), interpolating m is different from φ. The flow m can be viewed as "edge weights" on the grid [29, 2] , as in Figure 2 . With the definition of
where y i is an element in {0, h l−1 , 2h l−1 , · · · , 1} which is the nearest to x i . For example, if d = 2 (2D case) and h l = h l−1 /2, (3.10) can be written as:
Figure 2. An illustration of (3.10) (2D case): from 1 × 1 grid to 2 × 2 grid Figure 2 illustrates the above formula.
Interpolation of ϕ h . Since ϕ h has the same dimension with m h , the interpolation of ϕ h is the same with interpolation of flux m h (3.10).
The interpolation operations introduced above are linear operators satisfying the following properties:
The proof of Lemma 3.1 is given in Appendix A.
Analysis of computational costs.
In this section, we provide complexity analysis of Algorithms 1, 2, 1M and 2M.
Analysis of Algorithms 1 and 1M.
be the solution set of the l th level min-max problem:
where L is defined in (3.1).
Assumption 1. The solution sets on all the levels are nonempty and bounded, i.e.,
, by the definition in (2.7), has the property: 
, on commonly used examples, we numerically validated Assumption 1 in Table 3 and observed that C 1 exists and is independent of grid size.
on the finer level l + 1 such that
where r > 0 depends on the smoothness of the solution z * h l , the interpolation method we choose and the properties of ρ Assumption 2 requires the solution sets between two consecutive levels are close to each other. We are not able to show (4.2) holds theoretically, because different density ρ = ρ 0 − ρ 1 lead to different r. However, Assumption 2 holds on commonly used examples. We numerically validated it in Section 5.2 with d = 2 and p = 1, 2, ∞. Figure 3 gives a visualized example of the multiple solutions on different levels. Table  4 quantifies
2 L 2 and shows that r is approximately 1 ≤ r ≤ 2. In the following theorem, we consider only the case of r < d+1. Actually r < d+1 is a worse case compared with r ≥ d + 1. If r ≥ d + 1 holds, our multilevel method is so efficient that the complexity of Algorithm 1M is even unrelated with h because the complexity is no longer dominated by the calculation on the finest level. Practically r ≥ d + 1 rarely happens, and we ignore this case. 
and L large enough, calculation on the finest level L is the dominant term in Algorithm 1M, the complexity of the algorithm is O(
h d+1−r ). This theorem shows why and how much Algorithm 1M helps speed up Algorithm 1. As long as the optimal solution on the coarse level is close to one of the optimal solutions on the finer level, the multilevel technique is able to reduce the number of iterations on the finer level. If the distance between the coarse solution and the fine solution is controlled by O(h r ), the order of the complexity of Algorithm 1 can be reduced by h r . Table 7 demonstrates the number of iterations and calculation time are significantly reduced.
Proof.
Step 1: Analyzing how many iterations Algorithm 1 takes. Define
The fixed point residual can be written as
. Then ChambollePock is equivalent with proximal point algorithm (PPA) with M h -metric (Theorem 1 in [29] ). Since µτ A h 2 < 1 is satisfied, we have the following conclusions [26] :
FPR is monotone:
and the global convergence holds in the sense:
By Cauchy-Swartz, we obtain
The above inequality and the parameter choice
The norm A h is the square root of the largest sigular-value of (A h ) * A h , which is the discrete Laplacian with grid step size h. By the Gershgorin circle theorem [22] ,
Since we take zero as the initialization z 0 h = 0, based on Assumption 1 and conclusion (4.3), as long as
) iterations, the stopping condition of Algorithm 1 is satisfied.
Step 2: Analyzing how many iterations Algorithm 1M take. Level 1: Using the similar argument in Step 1, we conclude that Algorithm 1M takes O( 
r for all k ≥K. Now we setε = RK h1 . Then, by the monotonicity of FPR (4.4), we conclude that, as long as ε <ε, when Level 1 stops, the final iteration
, we have
In the above arguments, K represents the final iteration of level 1, k means the k th iteration of level 2. Consequently, within (2
With the same proof line, we have, for Levels 2, 3, · · · , L, the number of iterations are O(
, respectively. Point 3 of Theorem 4.1 is proved.
Step 3: Analyzing complexities of Algorithm 1 and 1M. First, we consider the case where p = 1 or p = 2. For Algorithm 1, the complexity is a product of the iterations, the complexity is asymptotically "iterations × single step complexity." In each step of Algorithm 1, the dominant calculation is computing A h m h or (A h ) * φ h [29] , which has a complexity of
Thus, the total complexity of Algorithm 1 is:
For Algorithm 1M, the complexity is a product of two parts: iterations on all levels and the interpolations between the levels. Let us first consider the former part. Similar to Algorithm 1, the complexity of level 1 is O(
As L large enough, 2 −(d+1)(L−1) h −r ≤ 1 holds. As r < d + 1,
holds. Thus, the above complexity is asymptotically O( 
As long as ε is small enough, [34] , computing an ∞ shrinkage operator is equivalent with computing a projection onto an 1 ball. By [16] , the complexity of the latter is O(d). We need to project all the points
Following the above argument, we obtain the complexities of Algorithm 1 and Algorithm 1M as p = ∞ has the same asymptotic rate as p = 1, 2.
Analysis of Algorithms 2 and 2M. Let y
whereL is defined in (3.4).
Assumption 3. The solution sets on all the levels are nonempty and bounded, i.e.,
, by the definition in (3.4), has the property:
which implies all the dual solutions φ * h l are uniformly bounded:
The primal solution m * h l in this assumption shares the same properties with that in Assumption 1. We validated Assumption 3 numerically in Table 5 , we can see that C 3 is independent of the grid size.
Assumption 4. For any optimal solution y
where ν > 0 depends on the smoothness of the solution y * h l , the interpolation method we choose and the properties of ρ Table 6 quantifies
2 L 2 and shows that ν is approximately 1 on the commonly used examples.
In the following theorem, we only consider the case of ν < d. Actually ν < d is a case worse to deal with than ν ≥ d. If ν ≥ d holds, our multilevel method is so efficient that the complexity of Algorithm 2M is not even related with h because the complexity is no longer dominated by the calculation on the finest level. Practically ν ≥ d rarely happens, so we ignore this case. 
and L is large enough, calculation on the finest level L is the dominant term in Algorithm 2M, the complexity of the algorithm is O(
Similar to Theorem 4.1, this theorem shows Algorithm 2M helps speed up Algorithm 2 when the solution on the coarse level is a good estimate of that on a finer level. Table 9 numerically validates the theorem: the number of iterations and calculation time are largely reduced. 
Step 2: Analyzing complexities. First, we consider the case where p = 1 or p = 2. For Algorithm 2, the complexity can be estimated by "iterations × single step complexity." In each step of Algorithm 2, the dominant calculation is conducting [17] . Then the complexity of Algorithm 1 is:
For Algorithm 2M, we first analyze the complexity of the calculation on each level.
The complexity of level l = 1 is O(
Thus, the complexity of the calculation on all levels is asymptotically O(
Using similar argument of that in Theorem 4.1, as ε small enough, the above complexity is much larger than that of interpolation, i.e.,
Moreover, in the case of p = ∞, with the same argument in Step 3 of the proof of Theorem 4.1, we obtain the conclusions in Theorem 4.2. Tables 1 and 2 Table 2 . By [30] , their algorithm has complexity of
Summary of complexities.
. The algorithm in [2] constructs a graph and solves the uncapacitated minimum cost flow problem on the graph. The worst case complexity is O |V | log(|V |)(|V | log(|V |) + |E|) , where |V | is the number of nodes in the created graph and |E| is the number of edges.
, the complexity is O(N 6 log(N )). 
5. Numerical validation of the assumptions. We numerically validated Assumptions 1, 2, 3 and 4 in the case of dimension d = 2 and p ∈ {1, 2, ∞}. We implemented Algorithms 1M and 2M in MATLAB to validate our assumptions. 
In this subsection, we also set ε = 10
The solution set Z * h l may have multiple solutions on each level. What we want to show in this paragraph is that, for each coarse level solution
that is close to z * h l . Here we set p = 1. Figures 3 and 4 . Figure 4 demonstrates this point. Table 4 , We report the
2 L 2 on the "classic images" in DOTmark dataset [42] with different choices of p ∈ {1, 2, ∞}. By the results in Table 4 ,
r is numerically satisfied and, approximately, 1 ≤ r ≤ 2.
5 The complexity of solving the minimum cost flow problem is the upper bound for the worst case. In practice, their algorithm has better performance than the theoretical bound. Numerical results are reported in Table 11 .
, level 3, 32 × 32 grid 
In this subsection, we set ε = 10 −8 . Table 5 reports the averaged quantity of y * h l 2 L 2 on the DOTmark dataset [42] . The results show that y * h l 2 L 2 is clearly bounded by a constant independent of grid step size h l . Table 5 Validation of Assumption 3 on the DOTmark dataset, L = 6 
In this subsection, we also set ε = 10 −8 . Visualization of y * h l . Similar to the validation of Assumption 2, we set p = 1 and get the results in Figures 5 and 6 . Figure 5 shows that: for a solution m * h l on level l, there is a solution m * h l+1 on level l + 1, which is similar to m * h l . On this specific numerical example, the dual variable ϕ * h l is unique for each level l. Figure 6 demonstrates that ϕ * h l on level l is close to ϕ * h l+1 Table 6 , We report the averaged Interpolate(y * h l )−y * h l+1 2 L 2 on the "classic images" in DOTmark dataset [42] with different choices of p ∈ {1, 2, ∞}. By the results in Table 6 , Interpolate(y
ν is numerically satisfied and, approximately, ν ≈ 1.
6. Numerical results. In this section, we numerically study why and how much our Algorithms 1M and 2M speed up Algorithms 1 and 2. The conclusions in Theorems 4.1 and 4.2 are validated. Moreover, we compare our algorithms with other EMD solvers [30, 2, 29, 28] . We implemented Algorithms 1M and 2M as d = 2 in MATLAB. All the experiments were conducted on a single CPU (Intel i7-2600 CPU @ 3.40GHz).
6.1. The effect of multilevel initialization. In this subsection, we study why multilevel initialization helps speed up Algorithms 1 and 2. All the results are obtained on the "cat" example which is also used as a benchmark in [29, 28] . 
, level 3, 32 × 32 grid Algorithm 1M. We report the results of Algorithms 1 and 1M in Tables 7 and  8 . If L = 1, Algorithm 1M reduces to Algorithm 1, which takes 5264 iterations to stop as Table 7 shows. If L = 2, we first conduct 3036 iterations on a coarse grid 256 × 256. The obtained result is used to initialize the algorithm on the fine grid 512 × 512. With this initialization, Algorithm 1M only takes 30 iterations to stop on the fine grid. Although extra calculations on 256 × 256 grid are required, the merit of fewer iterations on the fine grid overcomes the extra calculation cost. Thus, the total calculation time is reduced from 95.48 seconds to 11.31 seconds. When the number of levels L get even larger, the computing time could be further reduced. As L = 4, the computing time is reduced to 1.714 seconds. The results support Theorem 4.1: as ε small enough and L large enough, the calculation on the finest level 512 × 512 is dominant. Since the multilevel algorithm is able to dramatically reduce the calculation expense on the finest level, it consumes much less computing time. Table 7 The effect of level number L in Algorithm 1M: 512 × 512, p = 1, tolerance ε = 10 −6 . "Iters" is the number of iterations, and "Time" is in second. The results support Theorem 4.1.
Number
Calculation In practice, L = 6 is usually large enough to enjoy the advantage of multilevel initialization. In Table 8 , we fix L = 6 and compare the effect of multilevel initialization on different problems sizes. The results illustrates that Algorithm 1M is much faster than Algorithm 1, the advantage is significant on large-scale problems.
Algorithm 2M. We report the results of Algorithms 2 and 2M in Tables 9 and  10 . Table 9 shows that multilevel initialization could speed up Algorithm 2. With the multilevel initialization, the number of iterations on the finest grid 512 × 512 can be reduced from 100 to 2. This result validates the conclusions in Theorem 4.2. In Table 10 , we compare the effect of the multilevel initialization on different grid sizes. The results illustrate that Algorithm 2M speeds up Algorithm 2 by 2 ∼ 20 times. For large-scale problems, the speedup effect is considerable.
Visualization of solutions. We visualize the solutions obtained by Algorithms 1M and 2M in Appendix C. [31, 24] are designed for Wasserstein-p (p > 1) distance; [14, 43, 6] solve EMD with the entropy regularizer, the objective function of which is not the same with us. Thus, we are not able to compare these algorithms with ours fairly in our settings.
All the results are obtained on on the DOTmark [42] dataset and reported in Table 11 . We used 10 images provided in the "classic images" of DOTmark. Totally we calculated 45 Wasserstein distances for all the 45 image pairs. The time consumptions are averages taken on these image pairs. Figure 9 in Appendix D visualizes two such images and the optimal transport between them. Tree-EMD [30] and Mincost flow [2] are exact algorithms stopping within finite steps. Other algorithms are iterative algorithms stopping by a tolerance. For Algorithms 1 and 1M, we take ; for Algorithms 2 and 2M, we take ε = 10 −5 . Practically, these fixed-pointresidual tolerances are small enough to guarantee the relative error of the distance value no larger than 5%.
In most of the cases, Algorithm 2M is the best. Algorithm 1M and Algorithm 2 are also competitive for large-size problems. All the first-order methods (Algorithms 1, 2, 1M, 2M) are robust to the parameter p in the ground metric · p . Tree-EMD [30] only works for p = 1; the algorithm in [2] works well when p = 1, ∞ and the grid size is not very large. As p = 2, the algorithm in [2] requires large amount of memory and calculation time.
7. Conclusion. In this paper, we have proposed two multilevel algorithms for the computation of the Wasserstein-1 metric. The algorithms leverage the L 1 type primal-dual structure in minimal flux formulation of optimal transport. The multilevel setting provides very good initializations for the minimization problems on the fine grids. So it can significantly reduce the number of iterations on the finest grid. This consideration allows us to compute the metric between two 1024 × 1024 images in about one second on a single CPU. It is worth mentioning that the proposed algorithm also provides the Kantorovich potential and the optimal flux function between two densities. They are useful for the related Wasserstein variation problems [33] .
In future work, we will apply the multilevel method to optimal transport related minimization in mean field games and machine learning. The invert Laplacian operator can be calculated efficiently by the FFT [28] . Figure 9 . Visualization of the optimal transport m * between the two images ρ 0 and ρ 1 . The background is the difference between ρ 0 , ρ 1 : ρ = ρ 0 − ρ 1 .
