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A differential delay equation with a small parameter and random noise perturbations is considered 
in this paper. Asymptotic properties are developed. The martingale averaging techniques are 
adopted to treat our problem, and the meathod of weak convergence is employed. The random 
fluctuation is assumed to be of the wideband noise type, which is quite realistic for various 
applications. It is shown that as ~‘0, the underlying process converges weakly to a random 
process which satisfies a stochastic differential delay equation. 
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1. Introduction 
In this work, we investigate the problem of a stochastic differential delay equation 
with wideband noise perturbations. Let x’( * ), [‘(. ) E R’; consider the equations 
~;-‘(t)=a(x’(t),x’(t-~),~‘(t))+&-’b(XF(f),XF(t-~))~F(t)), 1>0, (1.1) 
xF(f)=xO(t) for tE[--8,0], (1.2) 
where E > 0 is a small parameter, x,(t) is a given continuous deterministic function 
on r-8, 01, 6 > 0 represents the delay and .$‘( *) is a wideband noise process. In case 
6 = 0, (1.1) and (1.2) reduce to the case of an ordinary differential equation under 
random perturbations. 
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In many applications, one assumes that the system under consideration is governed 
by the principle of causality. One thus considers the model of either an ordinary 
differential equation or a partial differential equation, or such equations with random 
perturbations. However, under close scrutiny, it becomes clear that such a model 
is often only a first approximation to the real world problem. More often than not, 
time delays come into play. Thus differential delay equations and such equations 
with random perturbations arise naturally in many applied fields. 
To generalize the memoryless model for deterministic systems, efforts have been 
made to the development of functional differential equations (cf. Hale, 1977). Along 
another line, approximating physical random processes by much more tractable 
diffusion processes has received a great deal of attention. (cf. Blankenship and 
Papanicolaou, 1978; Freidlin and Wentzell, 1982; Kushner, 1984; and the references 
therein). Attempts have also been made to model various systems by using random 
differential delay equations (e.g. for applications to adaptive control of stochastic 
linear time delay systems see the recent work of Duncan and Pasik-Duncan, 1988). 
In view of the wide range of applications in mathematical physics, stochastic control, 
communication theory and many other related fields, to study the behavior of such 
equations is not only interesting from theoretical considerations, but also necessary 
from a practical point of view. 
In the present paper, our main goal is to study the asymptotic properties of the 
system (l.l)-(1.2). We will establish a limit theorem for xp( +) E D’[O, CO), which is 
the space of functions that are right continuous, and have left limits endowed with 
the Skorohod topology (cf. Billingsley, 1968; Either and Kurtz, 1986; Kushner, 
1984). Under suitable conditions, we show that xp( .) converges weakly to a random 
process which satisfies an appropriate stochastic differential delay equation. 
White (1976) developed a theorem for the convergence of a process {xF( *)} 
satisfying the differential delay equation 
a~(t)=a(x’(t),x’(t-8),~‘(t)), t>o, (1.3) 
x’(t)=x,(t) for tE[--S,O]. (1.4) 
The space of continuous functions C’[O, 00) was used there, and the following limit 
theorem was obtained. As E + 0, 
~yw;, i+‘(t)--R(t)\ =o, 
such that a( *) satisfies a deterministic differential delay equation and the random 
fluctuation 
(xEI( .) -X( *))/A =+ a diffusion process. 
His approach is an extension of Khas’minskii (1966). Despite the interesting results, 
enormously detailed estimates and calculations are needed. 
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(1.1) is a generalization of (1.3). When b(.)=O, (1.1) formally reduces to (1.3). 
Although (1.1) and (1.3) have certain similarity, the limit behavior is somewhat 
different. In contrast with the model given by (1.3)-(1.4), the limiting process x( .) 
in our formulation is no longer a solution of a deterministic differential delay 
equation, but a solution of a stochastic differential delay equation. 
As was mentioned before, we assume that the noise process in (1.1) is wideband. 
Roughly speaking, a wideband noise is one such that it approximates the ‘white 
noise’. In fact, we shall assume 
5’(t) = ((f/FZ) (1.5) 
throughout the paper. Let c( .) be a right continuous stationary process with 
correlation R( . ) and spectral density S( . ), let R’(s) be the correlation of [‘(. j/E, 
i.e., 
R’(s) = E[‘(t+s)[“(t)/E*, 
and let SF( .) be the corresponding power spectral density (we assume it exists), 
SF(p) = 
I 
Jc 
eiwrRF(.s) ds. 
-u- 
If t’( .) is wideband, then S’(p) is effectively band limited, i.e., S’(p) =0 for p 
outside of a certain interval, and the length of this interval is wide enough. Due to 
the scaling given by (1.5), the spectral density of [(t/~*)/e is SF(~)=S(s2~). 
SF(p) = 0 for all p satisfying (EL]> p,Js’, and for some p,, > 0. The bandwidth is 
of the order l/s*. As E gets smaller and smaller, the bandwidth gets wider and 
wider. Consequently, as E + 0, the bandwidth of SF(p) tends to infinity, and the 
spectral density tends to that of the white or Gaussian noise. 
In lieu of working with the space Cr[O, 001 as in White (1976), we shall carry out 
the analysis in D’[O, CO). The recent results of weak convergence and averaging 
techniques in Kushner (1980,1984) will be employed. Instead of using the traditional 
approach (Khas’minskii, 1966), the idea of martingale problem formulation will be 
utilized (cf. Kushner, 1980, 1984). This makes the proof shorter and more 
illuminating. 
The remainder of this paper is organized as follows. Problem formulation and 
statement of the limit theorems for a fixed delay is given next. The proof is then 
presented in Section 3. Extension of the limit theorem for random delays is indicated 
in Section 4. 
For general theory of weak convergence, the readers are referred to Billingsley 
(1968), Either and Kurtz (1986), Kushner (1984), and the references therein. Terms 
such as weak convergence, Skorohod topology, Skorohod imbedding etc. will be 
used without any specific mention. 
To proceed, a word about the notation is in order. In the sequel, z’ stands for 
the transpose of z (a vector or a matrix); a,(. ) denotes the gradient of a( = ); similarly 
for the second derivatives. 
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2. Equation with a fixed delay 
Following Kurtz (1975) and Rishel (1970), we first define the notion of ‘p-litn’, and 
an operator A’ as follows. Let IVU be the set of real-valued measurable functions of 
(w, t) that are non-zero only on a bounded t-interval. Let S: be the g-algebra 
generated by {x?(s); s s t}, and 
Ml’ = 
i 
f~ M; sup Elf(t)] < a~ and f(t) is 9: measurable . 
I 
Let f( *),f”( *)~iVl’, for each A >O.f=p-lim,fJ iff 
lim Elf3( t) -f( [)I = 0 for each t. 
d-0 
Similarly, p-lim,f’ = 0 if f( * ) = O,f’( . ) E M’ for each E > 0, and E replaces A. We 
say that f( . ) E 9(s?‘), the domain of A’, and G’f= g, if f, g E A4 and 
p-t? -( E;f(f+A)-f(f) A 
where Ef is a short hand notation for the conditional expectation on the u-algebra 
SF. It was proved in Kurtz (1975), if fe a( G”), then 
j-(t)+&(U) du 
0 
is a martingale, and 
I 
r+s 
E:f(t+s)-S(t)= E;&(u) du w.p.1. 
I 
In order to obtain the desired weak convergence results, the tightness has to be 
proved first. One thus needs to verify the following condition: 
lili~limfsup P SIT Ix’(t)1 2 m 
(. 
for each T<oo. 
The verification is usually quite involved, and requires complicated calculations. 
To circumvent the difficulties, we shall use the notion of N-truncation. This is 
defined as follows. For each N> 0, let SN = {x; 1x1 c N} be the N-ball and let 
PN(0) =x’(O), XF,N (t) = xF( t) up until the first exit from SN, and 
lim lim sup P supl~‘,~( t)i 2 m 
m-co P ( ) 
= 0 for each TC ~0. 
1GT 
xFYN(t) is said to be the N-truncation of x’( v). 
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In lieu of (l.l), we consider the following truncated version of the equation. 
a’,“(t)=aN(XF,N(t))XI.N(f-~),5P(f)) 
+F~‘bN(XF’N(t))XP,N(f-~),~F(f)) (2.1) 
where 
= a(x”“( t), XF,N (t-6),~‘(t))q’~N(X~~N(f))XF~N(f-~)), 
bN(x’*N(t),~F.N(t-6),[F(f)) 
= b(x’,N(t), xF,N (t-S),~~(l))qp~N(X~~N(f))XF~N(f-~))) 
i 
1, when (J’, Z) E s, x SN, 
q’,N (y, z) = 0, when (JJ, Z) E R’ x [w” - SN+, X SN+, , 
smooth, otherwise. 
x”“( *) is a N-truncation of xF( .). 
Wewritex~(t)=x’(t-s)and~:~(t)=x~,~ (t - 6). For notational simplicity, we 
shall omit the superscript N in a N (. ) and bN ( *) in the sequel. We shall also write 
x,x, for x’,“(t) and x>” (t) whenever possible. In the sequel, Er will denote the 
conditioning on the u-algebra generated by {t’(u); us t}. 
The following assumptions are needed in the subsequent development. 
(Al) a( ., *, .), b( 3, ., .) and b,( ., ., .) are continuous; a,( ., . . 5). b,( ., ., 5) and 
L( . , . ,5) are continuous functions for each 5 and bounded on each bounded 
(x, x,)-set. 
(A2) <‘( 1) = c( t/ e’). [( . ) is bounded, right continuous stationary 4-mixing pro- 
cess, with mixing rate +( *) (cf. Billingsley, 1968; Either and Kurtz, 1986; Kushner, 
1984), such that 
s 
X 
4”*(t) dt<co, 
0 
Eb(x, G, 5(t)) = 0 for each x, x6, 
(2.2a) 
(2.2b) 
Eu(x, x,, t(t)> = d(x, x6) for each x, x,, (2.2c) 
where a( .) is a continuously differentiable function. 
(A3) There exist continuous functions S,(e), 6( .), such that for each x, x6, as 
T, , T2 + co, and T, - T, + 00, 
J TL? E&(x, ~6, S(u))b(x, xa,5(T,)) du+ 6(x, ~61, (2.3) r-1 
J r* Ebi(x, X8, S(u))bj(x, X6, 5(T,)) du+tSl,i,(x, X*)2 (2.4) T, 
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where bi( e), S,,,( +) denote the ith component and ijth entry of b( *) and S,( .), 
respectively. Moreover, the convergence is uniform in any bounded (x,x,)-set. 
Define 
S(x,x,)=t(S,(x,x,)+S:(x,x,)). 
There exists a @(x, x,), such that 
S(x, X8) = @(x, &?)@‘(x, X8). 
(A4) (2.5) has a unique solution (unique in the sense of distribution) on [0, co) 
for each continuous deterministic function prescribed on [-6,0]. 
dx(t) = (5(x(t), xfi(t))+&x(r), x&t))) dt+ @(x(r), x,(t)) dw(r) (2.5) 
where w( *) is a standard Brownian motion process. 
Define an operator & by 
af (x) a'f (xl 
&fCx) =C CaiCx, A) + b;(X, XC~))F+~ C S,(X, Xij)G 
I I i. i 1 I 
(2.6) 
where ai and b; are the ith components of 5 and b; respectively. We say that x( .) 
solves the martingale problem for operator d if 
n/rl(t)=f(x(r)) -f(xo(t))- '&f(M) ds J (2.7) II
is a martingale for each f (. ) E Ci ( C3 functions with compact support). 
By dN, we mean the operator ti with x, x6, a, 6 and S replaced by xN, x:, BN, 
hN and SN respectively. 
Remark. Our conditions do not seem to be restrictive. By virtue of (Al), (2.2), the 
e-scaling and a mixing lemma (cf. Lemma 1 of the next section), it can be shown that 
II 
7 @:4x, xa,5’(u)) - a(~, 6)) du 
J 
r/ .=z s E2 lE:(4x, x5,5(u)) - 6(x, X6)) l/F2 - E(a(x, xa,5(u)) - fib, x )l du 
and hence, 
(E:a(x, %,5’(n)) - a(~, x,)) du +O (2.8) 
where G is a compact set. This equation is needed in the subsequent development. 
Recall that a,( a) denotes the gradient of a(. ). Due to the fact x,(t) = x( t - 6) and 
the boundedness of a,(~, x8, 0, a(x, x8, 5) is Lipschitzian in both x and x8. +-mixing 
processes constitute a large class of processes which have ‘decreasing dependence’ 
property. Actually, we can work with an even larger class of processes that are 
approximated by functions of +-mixing type (cf. Billingsley, 1968). Owing to (A2), 
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(A3) is an averaging condition. (A4) implies that the martingale problem with 
operator ~2 defined by (2.6) has a unique solution for each prescribed (continuous) 
deterministic function x0(t) on [ -6,O]. 
We are now in a position to state our main results. 
Theorem 1. If (Al)-(A4) hold, then for each N, {x’,~( .)} is tight in D’[O, CO). 
Theorem 2. Under the conditions of theorem 1, {x’( . )} is tight in D’[O, CO), and the 
limit of any weakly convergent subsequence satisjies equation (2.5), with x,(t) given 
by (1.2). 
3. Proof of the theorems 
The steps are as follows, we first prove the tightness of {x-,~(. )}, and then character- 
ize its limit process. 
For any f E Ci, 
A&“f(x’.“(t)) =f:(x’,N(t))(a(x~.N(t), X;N(t), 5’(t)) 
+~-‘b(x~,~(t), x;“(t), t’(t))). (3.1) 
For simplifying notations, we shall write x, x6 and d’ for x’,“(t), x>~( t) and d’,N 
whenever possible and retain the E and/or N dependence only when necessary. 
In accordance with the approach of Kushner (1984) and Papanicolaou et al. 
(1977), we introduce the perturbed test functions as follows. Define 
f;(t)=E-' jT E:S:(x)b(x, x,, t’(u)) du (3.2) 
, 
and define f’(t) =f(x) +fT( t). 
The reason for introducing the perturbed test functions is that such functions 
allow us to eliminate the noise terms through averaging, and to obtain the desired 
terms in the limit. A distinct feature of this averaging procedure is that only the 
noise is averaged out. x and x, are treated as parameters. To prove the tightness, 
we need the following results. 
Lemma 1 (cf. Billingsley, 1968; Either and Kurtz, 1986; Kushner, 1984). Let <( .) 
be a @mixing process with mixing rate +(. ), and h( * ) be a function of 6 which is 
bounded and measurable on 9:. Then, there exist K;, i = 1,2,3, such that 
IE(h(t+s)l&)-Eh(t+s)lsk,4(s). (3.3a) 
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If t < u < v, and Eh(s) = 0 for all s, then 
(3.3b) 
where Si=(r{[(s); ~~s~tt). 0 
Remark. In fact, more general definitions for the mixing processes were made by 
using the p-norms, 1. I,,, with 1 G p G ~0 in Either and Kurtz (1986). Similar inequalities 
as (3.3) were obtained with respect to the p-norms. The constants in (3.3) are related 
to the norm of h( . ). They can be specified, but for our purpose, (3.3) is sufficient. 
Lemma 2 (Kushner, 1984). Let zF( a) E D’[O, co), and 
=0 
for each T < 00. For each f (. ) E Ci and T < ~0, let there be a sequence {f’( . )} such 
thatf’(.)E9(2”) and that {d”f’(t); E>O, t 4 T} is uniformly integrable and 
supIfp(t)-f(z’(t))lsck 
I 
=0 foreacha>O. (3.4) 
,=7 
Then {zp( .)} is tight in D’[O, a). 13 
Proof of Theorem 1. To prove the tightness of {x”“( .)}, we need only verify that 
all the conditions of Lemma 2 are satisfied. In fact, we need only show {Gf,NfP(. )} 
is uniformly integrable, f’( . ) E 9(GF,N ) and (3.4) holds. As was mentioned before, 
we shall drop the symbol N in &F5N henceforth. 
Making change of variable uf E’+ u in (3.2), we have 
T/F2 
f;(t)=e 
I 
E:f:(x)b(x, x6, 5(u)) du. 
l/C2 
In view of (3.3) and (A2), for some K,>O, 
T/F2 
sup If;(t)l=& sup ,,F2 f:(x)(E:b( x,x6, t(u))-Eb(x,x,, 5(u))) du fG7 ,S7- 
(3.5) 
Hence, lim, E ~up,eTlfT( t)l = 0. A s a consequence, (3.4) is verified. 
To prove the uniform integrability of {GFr ( * )} and f’( . ) E 5B(AF), we need to 
compute AEy(t). The delay term causes much of the trouble. When we calculate 
&?‘A(. ) directly, an additional time lag will be introduced. In order to overcome 
the difficulties, we consider the following approximation scheme. Recall that 
&J(r) = XFJ (t - 6), which is bounded due to the N-truncations. Thus, the con- 
tinuity of x;“(t) implies that it can be approximated by x2N*7( t) which takes only 
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finitely many values (say x6,, , . . . , x,,,, for some p > 0). To be more precise, choose 
n=n(c)>O, such that n%O, q/s’LO, and 
I~;“(~> -x;“~” (?)I< v for all 1. 
In fact, a step function x>~,~ (t) can be selected. Following 
and x,, we shall write x>N,“(t) as xfi” in the sequel. 
Owing to (3.2), 
fXt)=t[’ E:f:(x)b(x, x:, 5’(u)) du 
, 
(3.6) 
the convention for x 
+- J Cf:(x)(Wx, x,. t’(u)) - b(x, x?, 5’(u))) du. (3.7) E I 
The N-truncation and (Al) imply that b(x, ., 5) is Lipschitz continuous. Con- 
sequently, 
1 r - 
ll 
E;f.Xx)(Wx,x,, 5’(u))-b(x,xZ, 
a I 
&‘(u))) dul s O(F) (3.8) 
and hence fT(. ) can be written as 
“G(t) =_W)+o(4 
where Ty( t) is equal to the first term on the right-hand side of (3.7). 
Using the idea of p-limit to compute &‘lff(t), we have 
S?j.;< t) = p-;nJ 
-( 
E:ff(t+A)-f;(t) 
A > 
= o(1) - E-‘f:(x)b(x, x;, 5’(t)) 
T/e’ 
l t& 
I I/F2 
E;(L.~(x)b(x, xZ,5(u)))‘du a(~, ~,5’(t)) 
T/F2 + J r/r2 EF(.Lx(x)b(x, ~2, S(u)))‘b(x, x,, 5(l)) du 
J 
T/d 
‘t& 
I/F2 
EFS:(xMx, xX, 5(u)) du a(~, x8, t”(f)) 
I 
T/F2 
+ 
r/e2 
-W3xMx, XL SbMx, x8, 5’0)) du, (3.9) 
where p-lim, o( 1) = 0 uniformly in r. 
By virtue of the assumption (Al), a( ., ., .), b( ., -, .) and b,(., ., 0) are bounded 
since x = xF,N (r) and x6 = ~fi.~ (r) are bounded due to the N-truncation. Because 
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a (x, x6, t’(t)) is measurable w.r.t. SF, the aforementioned boundedness and lemma 
1 in turn imply for some K, > 0, 
E:(.L(x)b(x, x:, 5(n)))‘dn a(~, +,5’(t)) 
~~,~~~~~,~~~~(~-~)du=O(r). 
Notice that by the boundedness of b( . ), b,( 3 ) and .!j( . ), for all t, 
-%(x,x:, 5(t)) = (Wx, x,n, 5(r))L =O. 
Therefore, similar estimate as the third term holds for 
I 
r/P 
E Ef:(x)b&, xl, 5(u)) du a(~, ~,5’(t)). 
l/F2 
Consequently, the third and fifth terms on the right-hand side of (3.9) tend to 0 as 
e -+O. Hence, by virtue of (3.6) and the definition of f’(t), 
J’Y(r) = o(l)+fl(x)&, x6, 5’(r)) 
J 
T/d 
+ ~Ux(x)b(x, x3,5WYdu bb, xi, 5’(t)) 
l/F2 
J 
T/G 
+ E:fXxMx, x;l, SWb(x, XL f(r)) du (3.10) 
I/FL 
where p-lim, o( 1) = 0 uniformly in r. 
The uniform integrability then follows form (3.10), the N-truncation, and the 
assumptions. Moreover, f’( . ) E 9(2*). As a consequence, {x’,“‘( * )} is tight. 0 
Next, we establish the weak convergence and characterize the weak limit. To do 
so, we shall apply the following lemma. 
Lemma 3. Let {zF( . )} be R’-ualued and defined on [ -6, m), with zt (r) = zO( r) for 
r E [ -8, 01, a continuous deterministic function nor depending on e. Let { zF ( . )} be right 
on D’[O, CO). Suppose that (A4) holds, and for each f (. ) E Ci, each T < 00, there exist 
f’( .)E 9(~?“), such that 
p-lifn[f’(*)-f(z”(.))]=O (3.11) 
and 
p-lifn[G’r(.)-&f(z’(.))]=O. (3.12) 
Then, zp( .)*z( .). 
Proof. This is a slight extension of Theorem 3.2.2 in Kushner (1984). The proof 
can be carried out in exactly the same way as done in there. We omit the details. 
Notice that in our problem, the initial condition is non-random, however. 0 
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Proof of Theorem 2. In view of the above assertion, it is enough to show that (3.11) 
and (3.12) hold. 
Define 
fi(t)= J’ J”F* {~:LL,(x)m x3,S(u)))‘b(-% x2, ‘it’(~)) t C/F2 
- E(f,,(xP(x, xi, S(u)))‘Wx, x:, 5’(v))) du do> 
(3.13) 
- -W(xh(x, ~3S(u)Mx, xc?, t’(v))) du du, (3.14) T 
f:(t) = J E:f:(x)(a(x, ~4, t’(u)) - fi(x, ~3) du. (3.15) I 
Note that 
T/F2 
f;(t) = E2 J J 
l-/F1 
dv du {EP(f,,(x)b(x, x:, S(u)))‘b(x, x,?, S(u)) 
I/F2 L’ 
- E(f,,(x)b(x, x;, S(u)))‘b(x, xA’, 5(v))}. 
(3.16a) 
Similarly, 
f;(t) = e2 J,‘: JT;‘iE:f:tx)bxcx, xi, S(u))b(x, xi, t(u)) L’ 
- WXx)b,(x, x;s”S(u))b(x, x:, E(v))1 du dv. 
(3.16b) 
In view of Lemma 1, for some K, > 0, 
I I,:::’ 
T/G 
dv J du {E:b(x, x:, S(u))‘b(x, x:, 5(v)) L) 
- Eb(x, x:, S(u))‘b(x, x:, 5(v))/ 
T/FL 
s K, 
J J 
T/t2 
dv 
I/F2 LI 
du +“‘(u - v)4”’ v -3 . 
( > 
Thus, 
lim E sup/f;(t)1 =O. 
F l--T 
(3.17a) 
(3.17b) 
Similarly, 
lim E sup/f;(t)1 =O. 
F ~-ST 
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By virtue of (2.8), 
lim E supjfi( t)] = 0. 
F IST 
Define 
.F(r) =f(x)+ ; ST(t). 
,=, 
By virtue of (3.5), and (3.15)-(3.18), 
p-lifn[j’( t) -f(x)] = 0. 
(3.17c) 
(3.18) 
(3.19) 
Tc J proceed, we compute GFjf:( .), for i = 2, 3, 4, 
I 
T/.=2 
&f;(t) = E(f,(x)b(x, xi, S(u)))‘b(x, xB, 5’(t)) du 
I/F2 
I 
-r/FL 
- 
-Z(_t&M(x, xZ,5(u)))‘Wx, xi’, 5’(t)) du 
r/e2 T/G 
J J 
T/F2 +.Z* dv dn {EC(f,,(x)b(x, x:, S(u)))‘Ux, x3,5(v)) 
l/F2 U 
- E(.Mx)b(x, xl, S(u)))‘b(x, xZ,5(u))L 
x(a(x, xs,5’(t))+“-‘b(x, xs,5’(t))), (3.20) 
J 
T/d 
&f;(t) = fX(x)k(x, xl, S(u))b(x, xc?, 5’(f)) du 
l/F2 
- J 
T/F2 ~;f:(x)k(x, xFi’, S(u))b(x, x:, 5’ t)) duI/F2 
T/F? 
J J 
T/F2 
+E2 dv du {Cf:(x)b,(x, xi, S(u))b(x, x:,5(v)) 
r/F* U 
- WXx)Ux, x2, S(u))b(x, x:, 5(u))}, 
x (a(~, ~8, 5’(r))+ e-‘Hx, xa, C(r))). (3.21) 
Owing to the N-truncations, the 4-mixing, the boundedness of a( .), b( *), a,( .), 
b,( .) and b,( - ), and by virtue of similar arguments as in the two paragraphs after 
(3.9), the p-lim, of the last term on the right-hand side of (3.20) and the last term 
of (3.21) are both zero. 
As for fi( * ), 
&xr> = -f:(xMx, xn, S’(t))+fXx)4x, x3 
+g2 J T’F2 (E:f:(x)(u(x, XT s ,5(u)) - c(x, Z))):a(x, x&,5’(t)) du I/F2 
+& J T’F2 (E;f:(x)(a(s 3,5 u))-ti(x, xZ)))Nx, xs, C’(t)) du.t/F2 
(3.22) 
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Again, it follows from the N-truncations, the 4-mixing and the boundedness of 
various terms, that the p-limits of the last two terms in (3.22) are equal to zero 
uniformly in t. 
(3.1), (3.9), and (3.20)-(3.22) yield that 
&?F(t) = o(l)+f;(x)a(x, x2) 
+f.Xx)(a(x, x,, S’(t))-a(x, xi, 5’(t))) 
+E-‘f:(x)(b(x, xs, S’(t))-b(x, x:, C=(t))) 
J 
T/F> + EK(xMx, xi’, S(u)))‘b(x, x2,5’(t)) dur/r2 
J 
T/F2 + WXx)br(x, XC?, S(u))b(x, -i, 5’ f)) du (3.23) 
I/?=> 
where p-lim,,, o( 1) = 0 uniformly in t. 
(3.1), (3.6), (Al) and (A3) together with (3.23) yield (3.12). By virtue of Lemma 
3, xF,N (. )=3x N (. ). And xN (. ) solves the martingale problem with operator z&! N, 
or x”( . ) satisfies (2.5) with a, b and CD replaced by tiN, FN and PbN, respectively. 
Similar to the proof of corollary 3.2.2 in Kushner (1984), for any prescribed 
(continuous) deterministic function x0(t) on [-6,0], let P( .) and P”( .) denote 
the measures induced by x( . ) and x N ( . ), respectively, on the Bore1 sets of D’[O, 30). 
By (A4), the martingale problem has a unique solution for each prescribed deter- 
ministic function x,,(t) on [-S, 01, so P( .) is unique. For each T < 00, the uniqueness 
of P( . ) implies that P( . ) agrees with PN (. ) on all Bore1 sets of the set of paths 
in D’[O, 00) whose value are in SN for each t G T. However, P{sup,_ T Ix(t)] s 
N} J? l).Thistogetherwiththeweakconvergenceofx’,N(. )implythatx’( . )=3x( . ). 
Moreover, the uniqueness implies that the limit does not depend on the chosen 
subsequences. The proof of the Theorem 2 is thus completed. 0 
Remark. The proof presented in this paper can be adopted to treat the differential 
delay equation with random perturbations (1.3)-(1.4). In such a case, the wideband 
noise has the scaling t’(f) = [(t/~). Under appropriate conditions, and utilizing 
the martingale averaging techniques employed in this work, we can get exactly the 
same results as in White (1976). 
We used perturbed test function methods throughout the proofs. An alternative 
procedure is that after proving the tightness of {x~,~ (. )}, use ‘direct averaging’ (cf. 
Kushner, 1984) to average out the rest of the terms and obtain the desired results. 
We point out that all the previous development can be extended to the case 
aP(t)=a(x’(t),Xp(t-&),. ..,x’(t-s,),~‘(t)) 
+&-‘b(x’(t),x’(t-6,) ,..., x’(t-8,),5’(t)) 
forsomep>Oand0<6,<S,<...<S,. 
(3.24) 
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4. Equation with random delays 
In this section, we make remarks on what can be done if the time delay is a random 
process. We shall assume that the delay is independent of the state x and the noise 
5, and has the same fast scale as the process 5’( .), i.e., s’(t) = 8(f/&‘). We shall 
also assume aF(. )+6(. ). In Section 4.1, we consider the case that the delay is 
random, but takes only finitely many possible values. More general random processes 
for the delay 6’( .) can be dealt with. We treat one of such cases in Section 4.2. It 
is assumed that 6’(. )a$(. ) with certain rate. Then, s(. ) is approximated by a 
function which takes values in a finite set. Since the basic approach is essentially 
the same as before, we make no attempt to spell out all the details. In fact, we shall 
keep the discussions in a rather informal manner, so as to make the main idea clear. 
4.1. Random delays with finitely many possible values 
Suppose that the delays are random, and suppose 6’(t) takes only finitely many 
values (say 0 < 6, < . . . < 6, for some p > 0) w.p.1. We can then rewrite (1.1) as 
i’(t)= f: (a(x’(t),x’(t-&),[‘(t)) 
,=I 
+&-‘b(xF(t),xF(t-8,)) c?‘(t)))I~,~(,,+). (4.1) 
Due to the weak convergence of 6’( .) and the independence of the random delay, 
x and .$, each term 
(a(xF(t), x’(t-6), SF(r))+cm’b(xF(t), x’(r-&), SF(r)))Zia*cr,=a,l (4.2) 
can be treated by means of the martingale averaging technique described in the 
preceding sections, and the desired limit result can be obtained. We shall not dwell 
on it here. 
4.2. Random delays with injinitely many possible values 
In this section, the process 6’(t) taking infinitely many values is allowed. We shall 
demonstrate that under certain conditions, this case can be reduced to one in which 
the techniques presented in the previous sections may be applied. 
Let the process {xF(. )} satisfy equation (1 .l) with 6 replaced by 6’(. ), such that 
for some M > 0, S’( .) E [0, M] with probability 1 (we assume that M is the least 
upper bound of 6’(t)). Let (1.2) be replaced by 
x’(t)=x,,(t) for t~[-M,O] (4.3) 
where x0(t) is a given continuous deterministic function on [-M, 01. We assume 
that 6( .) is a right continuous stationary process, and there exists a continuous 
function c?( .), such that the following condition holds: 
E18F(t)-6(t)J=o(E) uniformly in tE[O, T]. (4.4) 
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Without loss of generality, we may assume that xp( . ), a ( . ), b( . ) etc. are all bounded, 
otherwise we can always use the truncation device as in the preceding section. 
Remark. Condition (4.4) is not ideal, but it allows us to treat the problem by the 
methods discussed previously. Other conditions can be considered. For example, 
we can treat the processes 6’( . ) and [‘(. ) jointly and putting appropriate conditions 
on the joint process. Another interesting and difficult problem is to allow the delay 
depending on the state x. These deserve further investigations. 
To proceed, we observe that owing to (1.1) and (4.3), for any T< 00 and t E [0, T], 
f 
X’(t)=x,(O)+ 
I 
a(x’(u),xF(u-s(u)), t’(u)) du 
0 
+; 
I 
’ b(x’(u), x’(u-s(u)), t’(u)) du 
0 
+ 
I 
,: (a(x?(u), x’(u-SF(u)), 5’(u)) 
-a(~~(~),~~(~-~(u)),~~(u)))du 
+f 
I 
“‘(h(x’(u),x’(u-8’(u)), 5’(u)) 
-b(x’(u),x’(u-6(u)),[‘(u)))du. (4Sa) 
Let g2’(t) be the sum of the first three terms on the right-hand side of (4.5a). By 
virtue of (4.4) and the Lipschitz continuity, we have 
Elx’( t) - Z’( t)l = o( 1) uniformly in t E [0, T], (4Sb) 
where o(1) +F 0. 
Next, we note that s( .) can be approximated by a simple function. To be more 
specific, VA > 0, any T < ~0 and t E [0, T], there exists a simple function s” ( .), such 
that 
I 
I 
E@(u)-i?(u)(*du<A. (4.6) 
0 
In the sequel, we choose A = o( &I). 
Now, define another process {y’( . )} by 
4;F(t) = a(v’(t),.v’(f-g’(t)), Y(t))+&-‘G’(t), y’(r-g’(t)), 5’(r))> 
(4.7) 
y’(t)=x,(t) on [-M,O]. (4.8) 
We shall show that x’(.)=y’(.)+y^‘(a), such that y^‘( . )JO. Again, we assume 
that {v’(. )} is bounded uniformly in t and E, or else we can use the N-truncation 
methods. 
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Lemma 4. Suppose that (Al) and (4.4) are satisjied. For any T < CO and t E [0, T], 
E/x’(t)-y’(t)l’=o(l), 
where o(l) +F 0. 
Proof. Owing to (4.7)-(4.8), for each T < CO, and any t E [0, T], 
I 
I 
y’(t) = X”(O) + a(y’(uL Y’(U -~%d), 5’(u)) du 
0 
Partition [0, T] into subintervals of length A. we shall show that Lemma 4 holds 
for each integer k, and any t E [ kA, kA + A] by induction. In the following, K,, i = 
3,..., 10, stand for various positive constants. 
In view of the representations of 2’( .) and y’( -), for t E [0, A], 
EJf”( t) -y’( t>j2 
ll 
I 
=E [a(xP(u), xS(u -f(u)), 5’(u)) 
0 
- a(y’(u), y’(u -s-‘(u)), 5’(u))l du 
+i ‘[b(x’(u),x’(u-&u)),[‘(u)) J 0 
2 
- WY’(u), y’(u -6”(u)), c'?(u))1 du 
Moreover, 
(4.9) 
J ; [a(x’(u), x’(u -z(u)), t’(u)) -a(y’(u), Y'(U -6’(u)), t?(u))1 du 
= J ’ [a(x?(u), xp(u -6(u)), c’(u)) - a(x’(u), xF(u - c?“(u)), s’(u)), du 0 
+ ~‘[a(x’(u),x’(u-~-‘(u)),~‘(u))-a(y’(u),x’(u-~”(u)),~‘(u))]du J 
+ J ’ [a(y’(u), x’(u - Z”(u)), 5’(u)) - a(y’(u), y’(u -s”(u)), t’(u))1 du. 0 
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Similarly, 
=’ ‘[~(~‘(U),~~(~-~(U)),~~(U))-~(X~(U),X~(U-~-I(U)),~~-(U))]~~ J s 0
+I ‘[b(x’(u),x’(u-~.‘(u)),~‘(~))--(y~-(u),x~(u-8~(u)),~~(u))]dlc J s 0
+1 ‘[h(y’(u),x’(u-6~(u)),r’(rr))-b(yF(u),y’(u-fi”(u)),5’(u))]du. J a 0
By virtue of the Lipschitz continuity, (4.4), (4.6), (4.9) and the above expressions, 
J+‘(r)-~‘(t)l~ ~2(EJ~‘(t)-y’(t)J2+EJx’(t)-~‘(t))2) 
SK, I+l- ( )I 
f 
F2 0 
E/x’(u) -y’(u)l” du 
+K4 l+L ( )I ‘Elx’(u-~~(u))-y’(u-~‘(u))lLdu &I ” 
+K, J 
I 
c7 0 
E@(u)-6”(~)/~du+o(l). (4.10) 
Since xF(t) =y’( t) on [-M, 01, the second term on the right-hand side of (4.10) 
is bounded above by 
K, 1+L ( )I 
, 
E2 0 
E(xF(u) -y’(u)/” du. 
As a result, the sum of the first two terms on the right-hand side of (4.10) is bounded 
above by 
K, 1-t’ ( )I 
f 
s2 0 
Elx’(u) -y’(u)l* du. 
Consequently, Gronwall’s inequality and (4.6) yield that 
E(x’(t)-y’(t)12~ (y+o(l)) exp( K,( l+$)A). 
Hence, by the choice of A, Lemma 4 holds for t E [0, A]. 
Suppose that Lemma 4 is true for t E [kd, (k-t l)A], for some k Z= 1. We shall 
show that the assertion holds for t E [(k + l)A, (k + 2)A]. 
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Since for any t~[(k+l)A,(k+2)4], 
I 
ZF(t)=?((k+l)A)+ 
I [ 
a(xf(u), xF(u -6(n)), 5’(u)) 
(k+l)-l 
+i E J ,:+,,, b(x’(u), xF(u -&4), 5’(u))] du, I 
yF(r)=yF((k+l)A)+ J [ a(y’(u), Y’(U -SA(u)), 5’(n)) (k+l)3 
+I E J i:+,I, bbf(u), y’(u -g’(u)>, 5’(u)) du. 1 
By virtue of the induction hypothesis, 
EJx’((k+l)A)-y’((k+1)A))2=o(l). (4.11) 
Performing the same kind of calculations as in (4.10), and taking (4.11) into account, 
we obtain that for all t E [(k-t l)A, (k+2)A], 
E(x’(t)-y’(t)(2 s K,E(x”((k+l)A)-y’((k+1)4)0 
+K, I+’ 
( )I 
f 
E2 
E(x’(u)-y’(u)j2du 
(k+l)A 
+&I J 
f 
F2 
E)6(+6”(~)1~dn+o(l), 
(k+l)-l 
and hence, 
El~~(t)-y~(t)\~=o(l) for tE[(k+l)A, (k+2)A]. (4.12) 
Thus, by induction, for any t E [0, T], Lemma 4 holds. 0 
By virtue of the above lemma, to consider the weak convergence of {xF( *)}, it 
suffices to study the weak convergence of {y’( .)}. As a consequence, the perturbed 
test function methods and the martingale averaging techniques can be applied. 
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