Abstract. We determine the image of the Artin groups of types B and D inside the Iwahori-Hecke algebras, when defined over finite fields, in the semisimple case. This generalizes earlier work on type A by Brunat, Magaard and Marin. In this multi-parameter case, this image depends heavily on the parameters.
Introduction and notation
In this article, we determine the image of the Artin groups of types B and D inside the Iwahori-Hecke algebras defined over finite fields in the semisimple case. We now recall previous work done on this subject. O. Brunat and I. Marin determine the image of the usual braid group inside the finite Temperley-Lieb algebra [4] and O. Brunat, K. Magaard and I. Marin determine the image of the usual braid group inside its finite Iwahori-Hecke algebra [3] . In [19] , I. Marin determines the Zariski closure of the image of the Artin groups inside the corresponding Iwahori-Hecke algebra in characteristic 0 and for generic parameters. In this paper we extend and conclude the study of classical types over finite fields and establish results which are a natural sequel to the results in [19] . For a Coxeter group W , we write A W for its associated Artin group and A W for the derived subgroup of A W . In theorems analogous to Theorem 1.1 of [3] , we determine, under certain conditions on the parameters of our finite Iwahori-Hecke algebras, the image of the derived subgroups of the Artin groups A Bn and A Dn inside their associated Iwahori-Hecke algebras. Restricting to the derived subgroup is, as it was in type A, more convenient, and does not significantly weaken our results since A Bn /A Bn ≃ Z As in [2] , we write SL n (q), SU n (q 1 2 ), SP n (q) and Ω ± n (q) for the finite classical groups acting naturally on the vector space F n q . As in [4] and [3] for type A, the irreducible representations of the Iwahori-Hecke algebras in types B and D are explicitly described by the Hoefsmit model (see [8] or [12] ). The irreducible representations of the Iwahori-Hecke algebras are indexed by double-partitions λ of n and have a basis formed by the standard double-tableaux T associated with those double-partitions. A double-partition of n is a partition of r and a partition of n − r for a given r ∈ [[0, n]]. Each double-partition is therefore associated with two Young diagrams, a standard double-tableau associated with this double-partition is the result of some filling of these Young diagrams with the integers from 1 to n which increase towards the right and towards the bottom within each diagram. The image of A Bn and A Dn by a given irreducible representation associated to a double-partition is one of the above finite classical groups defined over F q or F q 1 2 , depending on properties of the doublepartitions and of the field on which the Iwahori-Hecke algebra is defined. In order to recover the image inside the full Iwahori-Hecke algebra over the field on which it is defined, we find the factorizations between different irreducible representations (see Propositions 2.5, 2.6 and 3.6) depending on combinatorial properties of the double-partitions, and then use Goursat's Lemma (see [9] ).
Certain problems arise when treating types B and D which were not present in the case of type A. The main difficulty which arises in type B comes from the second parameter which forces us to deal with a larger variety of field extensions (see Section 2.2.2). The image varies according to the field extension which is considered, in the last three cases, the results obtained are quite different from the ones in type A. The outline of the proof is the same as in [3] , we first find the factorizations between the different representations and prove the result for small n. Then we get the result for all n by induction using a theorem by Guralnick and Saxl [10] and the branching rule. The small cases are the most interesting parts of the study and require techniques different from the ones in [3] . One of these techniques is to use the maximal subgroups of low-dimensional classical groups which were determined in [2] .
In type D, the main difficulty comes from the fact that the representations associated with double-partitions with the same components split into two irreducible representations and we have to consider the doublepartitions up to transposition of the two components. For example, this produces a more complex branching rule (Lemma 3.1).
Our results about the image of Artin groups inside the finite Hecke algebras may have various applications. For instance, finite classical groups and direct products of finite classical groups appear as finite quotients of If µ is a partition of m with diagonal size b(µ) = max{i, µ i ≥ i}, we let ν(µ) = (−1)
and if λ = (λ 1 , λ 2 ) is a double-partition with λ 1 a partition of r and λ 2 a partition of n − r, we letν(λ) = ν(λ 1 )ν(λ 2 )(−1) r(n−r) . We now give a proposition similar to Proposition 3.1 in [3] .
Proposition 2.1. For all standard double-tableaux T,T, we have the following properties. (1) (S i .T|S i .T) = (−α)(T|T) and (T.T|T.T) = (−β)(T|T).
(2) For all b ∈ B n , (b.T|b.T) = (T|T). 
α −a + 1 = −α(T|T).
The second case isT = T with a i,j = c i − r i + r j − c j andd induced by the d defined in [3] applied to T 1 and T 2 by seeing them as standard tableaux using the ordered bijections onto [ [1, r] 
] and [[1, n − r]].
We now check that d(T) is well defined and non-zero for any standard double-tableau. We prove in what follows that the big product in the expression of d is indeed well-defined and non-zero for any double-tableau with no empty components.
Let λ ⊢⊢ n, T = (T 1 , T 2 ) ∈ λ and (i, j) a pair of integers such that i < j, i ∈ T 1 and j ∈ T 2 . We set r to be the number of boxes of T 1 , we have 1 − r ≤ c i − r i ≤ r − 1 and 1 − (n − r) ≤ c j − r j ≤ n − r − 1 so 2 − n ≤ a = a i,j ≤ n − 2. We have α + α −1 + βα a + β −1 α −a = α(1 + βα a−1 ) + α −a β −1 (1 + βα a−1 ) = α(1 + βα a−1 )(1 + α −a−1 β −1 ). This product never cancels because β / ∈ {−α i , 1 − n ≤ i ≤ n − 1}. In the same way 2 + βα a−1 + β −1 α 1−a = (1 + βα a−1 )(1 + β −1 α 1−a ) never cancels. Now we have defined this hermitian form, we can generalize Proposition 3.6 from [3] .
Proof. The action of T is indeed unitary with regards to this hermitian form because βǫ(β) = (−1)ǫ(−1) = 1. Let T be a standard double-tableau and r ∈ [[1, n − 1]]. If τ T (r) = τ T (r + 1) then the result is a consequence of Proposition 3.6. in [3] .
We now assume that τ T (r) = τ T (r + 1), up to switching T and T r↔r+1 we can assume that τ T (r) = 1 and τ T (r + 1) = 2. It remains to show that T, T = S r .T, S r .T , T r↔r+1 , T r↔r+1 = S r .T r↔r+1 , S r .T r↔r+1 and S r .T, S r .T r↔r+1 = T, T r↔r+1 . In the following computation, we write a = a i,i+1 andT = T r↔r+1 . We have 
Finally, we have
We recall that A Bn = [A Bn , A Bn ] is the derived subgroup of A Bn . When it exists, we write ǫ for the automorphism of order 2 of F q = F p (α, β). Proof. For n ≤ 3, this is a consequence of the results on the representations with two columns by [17] (Proposition 5). Since A Bn is generated by A Bn−1 and A Bn , we have the result by the same method as in the Lemma 3.4(i) of [3] . 
Proof. The action of T is diagonal and the action of S i on (T 1 , ∅) is identical to the one on (∅, T 1 ) so the proof of the result is straightforward.
Proposition 2.5. Let λ and µ be double-partitions of n with no empty components. We then have the following properties.
(
Using the same notations as in Proposition 2.3, we will show that for all r ∈ [[1, n − 1]] :
Let T = (T 1 , T 2 ) be a standard double-tableau. The second equality follows from P R λ (T )P −1 = R λ (T ) and ǫ(β) = β. If T r↔r+1 is non-standard, the first equality is verified by S r . Assume T r↔r+1 is standard, write a = a r,r+1 . If τ T (r) = τ T (r + 1) then in the basis (T, T r↔r+1 ), we have :
If τ T (r) = 1 and τ T (r + 1) = 2 then we have
This is a consequence of 3. c) and 3. b). 4. c, 4. d) The proof of these results is analogous to the ones of 3. d) and 3. c).
The following proposition is a generalization of Proposition 3.5 of [3] .
Proof. Every double-tableau associated with λ can be mapped in a one-to-one way to a set {i 1 
To each set I = {i 1 , i 2 , ..., i r } can be given in a one-to-one way an element u I of Λ r R λ (1) writing
, we have the following.
. Looking at the basis change v I → u I and the character η 1,r (h) = (−1) (r−1)ℓ1(h) β (r−1)ℓ2(h) , we have the first part of the proposition. In the same way, writing η 2,r (h) = (−1) (r−1)ℓ1(h) (−1) (r−1)ℓ2(h) , we have the second part of the proposition.
Factorization depending on the field.
The result depends on the properties of the field extension
. By elementary field theory, we have the following possibilities.
We remark that in the third and fourth cases, we have F p (α) = F p (α + α −1 ). Before stating the main results for type B, we recall the two following lemmas, the first one is Lemma 2.4 of [4] and the proof of the second one is included in the proof of Proposition 4.1 of [3] . Lemma 2.3. Let ρ be an absolutely irreducible representation of a group G in GL r (q) where F q is a finite field such that there exists an automorphism ǫ of order 2 of
Lemma 2.4. Let ρ and G be as in the previous lemma.
In certain cases, (
2 ) so we need a good order on double-partitions of n. We first choose for r ≤ n an order on partitions of r such that if r has 2l partitions different from their transpose {a i , a i ′ } i∈[ [1,l] ] and s partitions {a l+i } i∈[ [1,s]] equal to their transpose then a 1 < a
. This gives us that λ < µ implies that λ ′ < µ ′ whenever λ = µ ′ . If λ ⊢⊢ n 1 and µ ⊢⊢ n 2 then we say λ > µ if n 1 > n 2 or n 1 = n 2 and λ > µ. We then define the order < on double-partitions of n in the following way where λ 1 is a partition of r λ :
) then exactly one of those double-partitions verifies the property :
. Proof. Let λ = (λ 1 , λ 2 ) be a double-partition verifying the conditions in the lemma. Assume λ > λ ′ and λ < (λ
1 ) then we are in the first case because we assumed λ > λ
We are now able to state the main results for type B which are a generalization of Theorem 1.1 of [3] , the end of the proof will be in the next section. The main difference arises from the additional factorizations in the last cases for the field extensions.
We write
GL(λ) factors through the epimorphism
where OSP (λ) is the group of isometries of the bilinear form defined in 2.
then we have the corresponding theorem where the first row of groups corresponds to the unitary case in [3] .
where OSP (λ) is the group of isometries of a bilinear form of the same type as the one in 2 but defined over F q 1 2 .
, we then have by Proposition 2.5 and Lemmas 2.3 and 2.4 the following theorem :
The corresponding statements for the cases
) should be clear and are left to the reader. Their proof is deduced from the same propositions and lemmas.
2.3. Surjectivity of the morphism Φ n . In this section, we conclude the proof of the theorems in the previous section by showing that the morphism Φ n is surjective.
. In this subsection, we prove the surjectivity of the morphism in the easiest case and establish groundwork for the other cases. We first prove the result for n ≤ 4 and then use induction to get the result for all n.
We recall Goursat's Lemma also used in [4] and [3] :
There exists an isomorphism ϕ :
We first prove that if for any λ ⊢⊢ n, the composition of R λ with the projection on its corresponding quasi-simple factor is surjective then Φ n is surjective and then prove by induction that each composition is indeed surjective. In order to get the image of the hook partitions it is enough to get the images inside the representations associated with the partitions ([ Theorem 2.5. Let F r be a finite field, n ∈ N, n ≥ 3 and G ⊂ GL n (r) a primitive group generated by pseudoreflections of order greater than or equal to 3. Then one of the following is true.
2 ) for somer dividing r. (3) n ≤ 4, the pseudo-reflections are of order 3 and G ≃ GU n (2). Proposition 2.7. Let n ≥ 3 and R 1 (resp R 2 ) be the representation associated with the double-partition
Proof. Let n ≥ 3, we use theorem 2.5. The eigenvalues of R 1 (T ) are β with multiplicity n − 1 and −1 with multiplicity 1 and the eigenvalues of R 1 (S i ) are α with multiplicity 1 and −1 with multiplicity n − 1.
is generated by pseudo-reflections. To apply Wagner's Theorem (Theorem 2.5), we must show our group is primitive. If G was imprimitive, we could write
where for all i and for all g ∈ G, there exists a j such that g.
This reasoning is valid for any V i so they are all one-dimensional. Let x ∈ V 1 be a non-zero vector, it can be written in a unique way as x = x 1 + x 2 with x 1 ∈ Ker(R 1 (S i ) + α) and x 2 ∈ H −R1(Si) . We then have that
∈ {0, 1} this contradicts the fact that there exists j such that −R(S i ).
. This is absurd because β −1 / ∈ {0, 1}. This shows that G is primitive and in the same way,G = −R 2 (T ), −R 2 (S 1 ), ..., −R 2 (S n−1 ) is primitive and generated by pseudo-reflections of order greater than or equal to 3. By Theorem 2.5, we have 
and β + β −1 would be in Fq which is a contradiction becauseq 2 divides q and
. This proves we have SL n (q) ⊂ G,G ⊂ GL n (q) for someq dividing q so using again the determinants, we have α and β in Fq and soq = q. We have
which concludes the proof.
By [21] , A Bn is perfect for n ≥ 5 but not for n ≤ 4 so those cases must be treated separately.
Proof. Double-partitions of n = 2 are all one-dimensional except for ( [1] , [1] ) so we only need to show that R [1] , [1] (A B2 ) = SL 2 (q). We write t = R [1] , [1] (T ) = β 0 0 −1 and s = R [1] , [1] (S 1 ) =
First note that if P = 1 1 αβ+1 α+β
. This proves that the roles of α and β are completely symmetrical in this case so up to conjugating by P , we can exchange the conditions on α and the conditions on β. We write G =< t, s >. We have det(t) = −β and
. We write S n the permutation group of n elements and A n its derived subgroup. By Dickson's Theorem [13, Chapter II, HauptSatz 8.27], we have that G is either abelain by abelian or isomorphic to S 3 , A 4 , A 5 , S 4 , P SL 2 (q) or P GL 2 (q) for a givenq greater than or equal to 4 and dividing q ′ .
If
r and by the condition on the order of α, G cannot be isomorphic to S 3 , S 4 , A 4 or A 5 .
We now exclude the case G abelian by abelian. If G is abelian by abelian, then
This matrix is non-zero because the diagonal coefficients are non-zero by the conditions on β. This means that if [G, G] is abelian than we have (tst
This is non-zero by the condition on β. The diagonal coefficients of the difference of these two commutators are identical to the ones of the difference of the previous commutators so they're non-zero. This proves G isn't abelian by abelian and there existsq greater than or equal to 4 such that
For H a group and A an H-module, we write
is trivial by the same reasoning as forq = 4. In all cases, we can define a representation ρ of SL 2 (q) in SL 2 (q).
By [1] , any representation σ of SL 2 (q) in GL 2 (q) is up to conjugation of the form σ(M ) = ψ(M ) where ψ(M ) is the matrix obtained from M by applying ψ ∈ Aut(F q )) to all its coefficients. We have F q = Fq(w) for any w generating the cyclic group F ⋆ q . There exists a homomorphism from F q to Fq sending 1 to w and stabilizing Fq. We define a representationρ of
We also have that the trace T 1 of
T 2 has the expression of T 1 with α and β switched so T 2 = (β + β −1 )B − 2B + 2. Since B, T 1 and T 2 are in Fq, we have (α + α −1 )B and (β + β −1 )B are in Fq. We have B = α + α −1 + β + β −1 so B = 0 would imply α ∈ {−β, −β −1 } which contradicts the assumptions on α and β. B is non-zero so α + α −1 and β + β −1 are in Fq and so Fq = F q . We conclude using Lemma 2.1 of [4] .
The double-partitions of n = 3 to consider are ( [2, 1] 
. We want to show the image of Φ 3 is equal to SL 2 (q) × SL 3 (q) × SL 3 (q). If we restrict ourselves to the image inside
We now use Goursat's Lemma : we write as in the lemma
and ϕ the isomorphism given by Goursat's Lemma. We have
By the same reasoning as the one in Proposition 3.1. of [4] , either
1 is non-abelian and ϕ is an isomorphism of P SL 3 (F q ) and using the same notations, up to conjugation
). Let us show that the second possibility is absurd by choosing the right elements in A B3 . For any element
2 , they are all elements of A B3 . By explicit computation, for both choices of S, we have :
) .
.
Since β 2 = 1 and α 2 = 1, we get a contradiction. This shows that
, the image of Φ 3 is a subgroup of G 1 × G 2 for which the projections onto G 1 and G 2 are surjective. Using again Goursat's Lemma and the notation there, we have
was not trivial then ψ 1 (resp ψ 2 ) would factor into an isomorphism from P SL 3 (q) unto P SL 2 (F q ) since the center of SL 3 (F q ) would again be in the center of ψ 1 and ψ 2 .This would lead to a contradiction so their image is trivial and ψ is not surjective so the quotients are abelian. This shows that
Goursat's Lemma we conclude that the image of Φ 3 is equal to G 1 × G 2 . This shows that Φ 3 is surjective.
The double-partitions of 4 in our decomposition are ([ [3] )). We know the restriction to the first five is surjective by [3] and Proposition 2.7 so we only need to show that R [ 
Let us first consider the double-partition ([
. By the branching rule and the case n = 3 above, we have
We can now use Theorem 3 from [4] . Theorem 2.6. Let F r be a finite field and Γ < GL N (r) with N ≥ 5 and q > 3 such that
We use this theorem on R [ 
We now consider the double-partition ( [2, 1] , [1] ). Again by the branching rule and the case n = 3, we have that the restriction to
. We now use the fact each of these groups is generated by transvections and the fact that A B4 is normally generated by A B3 . When the characteristic is different from 2, we can use the following theorem (first theorem of [25] ).
Theorem 2.7. If G is an irreducible subgroup of GL n (q) generated by transvections with
is generated by transvections and we can apply the theorem. We also recall the following lemma [3, Lemma 5.6].
Lemma 2.8. For any prime p and m ≥ 2, the field generated over F p by {Tr(g), g ∈ SL m (q)} is F q and for all m ≥ 3, the field generated over
By Proposition 2.5, we know that R [2, 1] , [1] (A B4 ) preserves no non-degenerate bilinear form. It also shows that it can preserve no non-degenerate hermitian form. Indeed, if it were to preserve a hermitian form then we would have Tr(M ) = ǫ(Tr(
, the automorphism ǫ of order 2 would be trivial which is a contradiction. This proves G is conjugated in GL 8 (q) to SL 8 (q) for someq dividing q. By Lemma 2.8, the field generated over F p by the traces of the elements of G is Fq soq = q because G contains SL 3 (q) in a natural representation so the field generated by its elements contains F q . This shows that when p = 2,
Assume now p = 2, we can use the following theorem [22, Theorem 1] .
We again have that G is generated by transvections and by applying the above theorem, those transvections are in a single conjugacy class of G. 
Then G is one of the following subgroups.
Since α is of order greater than 4, we have q ≥q = 2 r > 8. The group G contains H = SL 3 (q) × SL 3 (q) × SL 2 (q), so cases 3 to 7 are excluded. If we were in Case 8 then G would have at mose (q − 1)
transvections (see proof of Theorem 1.3. page 661 of [4] ). SL 3 (q) has
transvections and (q 2 + q + 1)(q + 1) ≥ 847(q − 1) > 45(q − 1). For the same reasons as when p = 2, G is neither unitary nor symplectic nor orthogonal. The only remaining possibility is G = SL 8 (q) which is a contradiction since we assumed G = SL 8 (q). This proves that G = SL 8 (q).
The restriction to each double-partition of 4 is thus surjective, it remains to show Φ 4 is surjective using Goursat's Lemma (Lemma 2.6). This means we have to show the image is SL 2 
By Theorem 1.2. of [4] , the restriction to SL 2 (q) × SL 3 (q) is surjective. We write G 1 the image of this restriction and
If these quotients are abelian then the proof of K = G 1 × G 2 is straightforward using Goursat's Lemma. Since the only non-abelian decomposition factor of G 2 is P SL 4 (q) and the only non-abelian decomposition factors of G 1 are P SL 2 (q) and P SL 3 (q), we have a contradiction if these quotients are non-abelian. Write nowK = R ([1] , [3] ) (A B4 ) = SL 4 (q) and let us consider the image J of A B4 inside K ×K. Using again Goursat's Lemma, this time with
If the quotients are abelian then J = K ×K. If the quotients are non-abelian then there is an isomorphism S φ from P SL 4 (q) to P SL 4 (q), where the first one corresponds to
) and the second one to R ([1] , [3] ) (A B4 ). This implies that there exists a character z from A B4 to F ⋆ q such that up to conjugation, for every h ∈ H 4 , we have
This contradicts the conditions on α and β. This contradiction shows that J = K ×K.
We conclude using Goursat's Lemma with
We now show that if the representation associated with each double-partition is surjective, then Φ n is surjective.
) and the composition of Φ n and the projection upon each quasi-simple group associated with each double-partition is surjective, then Φ n is surjective.
Proof. Let n ≥ 5, we know by [3, Theorem 1.1] that the restriction to double-partitions with an empty component is surjective. We first show that we can add the hook partitions. We then show by induction on the double-partitions using the order we picked that Φ n is surjective.
subgroup of the group of isometries of the Fq-bilinear form defined in [3] which identifies to the one defined in this article. We then have by Theorem 1.1. of [3] that the image of A Bn inside G 0,0 is G 0,0 . We have 
If the quotients are abelian then we are done since the groups we consider are perfect. We assume that they are non-abelian and show there is a contradiction. The only non-abelian decomposition factor of K 2 is P SL n (q) so since the finite classical simple groups are non-isomorphic as long as n ≥ 4 and q ≥ 4 [24, Section 1.2] , there would exist a decomposition factor of K 1 corresponding to a double-partition λ of n with its right component empty such that
, Φ an automorphism of F q and S being either the identity or the transpose of the inverse. Since n ≥ 5, we have A Bn perfect [21, Corollary] so z is trivial. By Lemma 2.2 and since the abelianization of A Bn is the group 
We use Goursat's Lemma with K 1 = G 0,2 and K 2 = G 0,3 . In the same way as before, it is sufficient to show that the quotients
If the quotients were non-abelian, we would have
for all h ∈ A Bn with S, φ and z as before. We have z trivial since A Bn is perfect so 
For λ 0 ∈ ǫ n = {λ ⊢⊢ n, λ / ∈ A n , λ not a hook}, we set
where OSP (λ) is the group of isometries of the bilinear form defined before Proposition 2.1. For the minimal element λ 0 of ǫ n , we just showed the composition Φ n with the projection onto G λ0 = G 0 is surjective. Let us show by induction (numbering the double-partitions of n with the order defined previously) that for all λ 0 , the composition of Φ n with the projection onto G λ0 is surjective.
Let λ 0 ∈ ǫ n . Assume the composition is surjective onto G λ0 and let us show that the composition onto
As before, it is sufficient to show that the quotients
Assume they are non-abelian. The only non-abelian Jordan-Hölder factor of G(λ 0 ) is P G(λ 0 ), so there exists λ less than λ 0 such that up to conjugation (see [24] 
By the same arguments as in the induction initialization, we have that λ has no empty components. Since n ≥ 5, A Bn is perfect and z is trivial. We then have R λ0|AB n ≃ S Φ (R λ|AB n ). Let us show that Φ is trivial. By Lemma 2.2, there exists u, v ∈ F ⋆ q such that up to conjugation, for all h ∈ A Bn , we have
Comparing eigenvalues of T , we get either {β, −1} = {vΦ(β), −v} or {β, −1} = {vΦ(β −1 ), −v}. In the first case, either v = 1 and Φ(β) = β or v = −β and −1 = vΦ(β) so Φ(β + β −1 ) = β + β −1 . In the second case either v = 1 and Φ(β
In the same way using S 1 , we show Φ(α + α
To get that Φ n is surjective, it now only remains to show that what we assumed in Lemma 2.9 is true. (
Proof. Let n ≥ 5. By [4] (Theorem 1.1.), it is sufficient to show it for λ ∈ ǫ n . The result is true for n = 4, so we can use induction and assume Φ n−1 is surjective.
The main result we use to show this theorem is a theorem by Guralnick and Saxl [10] . Recall that the proof of [10] uses the classification of finite simple groups. The first thing to do is to take care of the double-partitions such that n λ > 8 and n λ = 10. 
We now show in the same way as in [3] 1, 1, . ., 1) with
For a block matrix with blocks B 1 , . . . , B r , we write diag(B 1 , . . . , B r ) .
By the proof of the imprimitivity of G in [3] , it is sufficient to show that A Bn is normally generated by A Bn−1 and that G contains either a transvection or an element of Jordan form diag(I 2 + E 1,2 , I 2 + E 1,2 , I N −4 ) to get that G is imprimitive.
In order to show that we are in case 1 of Theorem 2.11, we must show that for n ≥ 5, that we have q ≥ 8 and that for any double-partition λ of n, G = R λ (A Bn ) contains either a natural SL 2 (q) and n λ > 6 or contains a twisted diagonal embedding of SL 2 (q) and n λ > 16. We must also prove that A Bn is normally generated A Bn−1 and the exceptional case of Lemma 2.11 is impossible when n λ > 16, G contains a twisted diagonal embedding of SL 2 (q) but no natural SL 2 (q) in an obvious way.
Let n ≥ 5, assume the lemma is true for all m ≤ n − 1. By Lemmas 2.9 and 2.7, we have Φ m surjective for all m ≤ n − 1. By assumption, α is of order strictly greater than 5 and not belonging to {1, 2, 3, 4, 5, 6, 8, 10}. This implies that α is of order at least 7 and that q ≥ 8. If λ has at most two columns then since λ ∈ ǫ n , λ contains a natural SL 2 (q). Assume now λ ∈ ǫ n has at least three rows or three columns.
Assume that for all µ ⊂ λ containing ( is normally generated by A An−1 for n ≥ 4. Since T commutes with S i for all i ≥ 2, we have the same result for A Bn for n ≥ 4.
It now only remains to show that the exception of Lemma 2.11 is impossible when there is no obvious natural SL 2 (q) in G. In order to do this, we show a proposition analogous to Proposition 2.4. of [3] . Proposition 2.8. Let K be a field, if n ≥ 7 and ϕ : A Bn → P SL 2 (K) is a group morphism then ϕ = 1.
Proof. Let K be a field, n ≥ 7 and ϕ such a morphism. The restriction ϕ to A An ≤ A Bn is trivial by Proposition 2.4. of [3] . By Theorem 3.9. of [21] , A Bn is generated by p 0 = S n−2 S
and the following relations :
(9) For l ∈ Z, r l r l+1 = r l+1 r l+2 . By [3, Proposition 2.4], the images of all the generators except for (r l ) l∈Z are trivial. By the eighth relation, we get that the images of the r l are also trivial and the desired result follows.
This shows that if n ≥ 7 and G
(q). This contradicts the irreducibility. Since we need n ≥ 7 to apply this reasoning, we must consider separately the cases where n ∈ {5, 6} and G does not contain a natural SL 2 (q). Looking at all the cases enumerated previously, the only one to consider is λ = ([2, 1], [2, 1] ). Up to conjugation, we have H = R [2, 1] , [2, 1] 
We then have a morphism θ from G to SL 2 (q) since A Bn is perfect for n ≥ 5. If we consider the restriction of θ to H, its kernel is a subgroup of H and its image is a subgroup of SL 2 (q). Since P SL 20 (q) is the only non-abelian composition factor of H, we have that if the image is non-abelian then there exists a subgroup of SL 2 (q) isomorphic to P SL 20 (q). This is absurd so the image is abelian and the kernel contains the derived subgroup of H which is equal to H since H is perfect. In the same way, for all g ∈ G, the restriction of θ to gHg −1 is trivial and since H normally generates G, θ is trivial which contradicts the irreducibility of G in the same way as in the proof of the previous proposition.
We have thus shown that we are in the first case of Theorem 2.11. By the same reasoning as in [3, page 16], we have in all cases that q
If G preserves a hermitian form then there exists an automorphism Φ of order 2 of F q such that M is conjugated to Φ(
. This is absurd and we conclude that G = SL n λ (q).
By Theorem 2.10, Lemma 2.7 and Lemma 2.9, we have that for all n, Φ n is surjective.
Cases 2-3.
We have shown the surjectivity of Φ n for the first of the six possible field extension configurations described at the beginning of 2.2.2. The proof in cases 2 and 3 only requires small changes to the one in the first case, but the new factorizations appearing in cases 4 to 6 require more work, especially for the low dimensional representations. We treat in this subsection cases 2 and 3 emphasizing on the differences with the first case.
In case 2, i.e.,
, the same arguments as the ones in case 1 work at every step of the proof. Indeed, SU 2 (q 1 2 ) is also generated by a conjugacy class of transvections. Sinceq is a square and α is order not diving 8 by assumption, we have thatq ≥ 16 andq
We also still have that SL 8 (q) × SU 2 (q 1 2 ) contains SL 8 (q) × {I 2 } so all the arguments works in the same way. This shows that in case 2, Φ n is surjective for all n.
In case 3, i.e.,
, all representations are unitary. The main differences occur in the proof that when n = 4, the direct product of two SU 4 (q (
Proof. We recall Proposition 4.1. of [3] . When n = 4, the proof that Φ 4 is surjective is the same up to the point where we prove Φ is trivial using Φ(α + α −1 ) = α + α −1 and Φ(β + β −1 ) = β + β −1 . In case 3, Φ could also be equal to the automorphism ǫ of order 2 of F q . It is thus necessary to show that the following is absurd :
This would imply
16
This is absurd because it is the same equality we proved to be impossible in the first case. 
Cases 4-5-6.
In this subsection, we finish the proof for type B by considering the last three cases for the field extensions. In these cases more factorizations appear and this complicates greatly the proof for small n. We will use the tables of maximal subgroups of finite classical groups in low dimension from [2] . This gives interesting techniques to determine if a certain subgroup G of a classical group is the group itself, when given information on the subgroups of G.
In these cases, we can still use various arguments from the first case, but except for Proposition 2.7 which remains true in all these cases, all the low-dimensional cases must be done again. It is not necessary to use new arguments for Lemma 2.9. We start by studying the case n ≤ 4. Lemma 2.13. In cases 4, 5 and 6, we have Φ n surjective for n ≤ 4.
Proof. For n = 2, we have, using the same arguments as in the first case and Lemma 2.4, that Im(Φ 2 ) = SL 2 (q Using the fact that H is a subgroup of G, we exclude the possibility that G is included in all but two of these groups, using the divisibility of the cardinals that would ensue. We start by considering the sporadic maximal subgroups in table 8.25 and get the cardinals of these groups using the atlas [5] . Since q is a square and α is of order greater than 4, we have q ≥ 9. This implies that |SL 3 (q)| = q 3 (q 2 − 1)(q 3 − 1) ≥ 9 3 * (9 2 − 1)(9 3 − 1) = 42456960 which is greater than all the cardinals in the list (the last one is of cardinal 6q 
)P for a certain matrix P in GL 6 (q). Assume P GP −1 is a subgroup of M = SL 3 (q).(q 
We then have by Goursat's Lemma and the result for n = 3 that 3 (q)×SU 2 (q) (resp SL 2 (q)) in case 5 (resp case 6). We again have that G is a primitive tensor-indecomposable group preserving no symmetric or skew-symmetric form over F q 1 2 . This implies that G is included in no maximal subgroup of type C 1 or C 2 . Looking at the tables 8.46 and 8.47 of [2] and using the information above and cardinality arguments, we get that P GP −1 must be equal to SU 8 (q 1 2 ). This concludes the proof of the lemma.
We must now show that we can use Theorem 2.11. The factorizations of λ = (λ 1 , λ 2 ) by (λ We then have five different cases.
We write λ 1 partition of n 1 and λ 2 partition of n 2 with n = n 1 + n 2 ≥ 5. We only consider doublepartitions with no empty component. This implies that n 1 and n 2 are greater than or equal to 1. Since the roles of λ 1 and λ 2 are symmetrical for this, we can assume without loss of generality n 1 ≥ n 2 . (a) n 2 = 1, we then have that λ 2 In case 4 for the fields, i.e.,
(it is possible this is the case for all µ ⊂ λ if we have square partitions). In cases 5 and 6 for the fields, i.e.,
In case 4 for the fields, R λ (A Bn ) contains up to conjugation {diag(M,
In cases 5 and 6 for the fields, R λ (A Bn ) contains up to conjugation {diag(M, ǫ(M ), λ 1 ) , we have n 1 = n 2 ≥ 3 and there exists
. We then have n 1 = n 2 ≥ 3. If λ 1 and λ 2 are square partitions, then for all µ ⊂ λ, we have that µ = (µ
2 )}. In cases 5 and 6 for the fields, R λ (A Bn ) contains up to conjugation {diag(M,
We use the notations in Theorem 2.11. In all of the above cases except for the last one, there exists g in
2 ). In the last case, we have in the same way an element g such that [g, V ] = 4. We also have in that case that λ = λ ′ = (λ 1 , λ 2 ) and n ≥ 6,.This implies that λ contains ([2, 1], [2, 1] ), which is of dimension It remains to check that all the assumptions of the theorem are again verified and the classical group we get is the one we want.
The first step is to take care separately of double-partitions λ such that n λ ≤ 10. If n λ = 10 then by the conditions in Theorem 2.11, we can assume p = 2. The second step is to verify that the remaining doublepartitions are tensor-indecomposable. The third step is to verify that they are imprimitive in the monomial case. The fourth step is to verify that they are imprimitive in the non-monomial case. The fifth step is to check that we are not in 2. of Theorem 2.11. The sixth and last step is to verify that we have the desired classical groups in each of the above cases. 
2 ) and it is normally generated by this group, which is generated by transvections. Since p = 2, Theorem 2.7 implies that G is conjugated in GL 10 (q) to SL 10 (q ′ ), SP 10 (q ′ ) or SU 10 (q 
The numbers ξ and ξ −1 only appear 4 times each. This implies the number of couples (λ 1 µ i , λ 2 µ i ) ∈ {(1, ξ), (ξ, 1), (ξ, ξ −1 )} is less than or equal to 4 as is the number of couples ( [1, a] ]. Up to reordering, we can assume λ 1 µ 1 = ξ. We then have λ 2 µ 1 = λ 3 µ 1 = ξ. Since there are exactly 4 ways ξ appears as a λ i µ j , we have that a = 4.
By the assumptions on λ, H = R λ (A Bn−1 ) is a direct product of groups isomorphic to some SL m (q) with
. We then have a morphism from G into SL 2 (q) or SL 4 (q). If we consider the restriction of this morphism to H, its kernel is a normal subgroup of H. The only non-abelian decomposition factors of H are P SL m (q) with m ≥ 20 so if the image is non-abelian, then there exists a subgroup of SL 2 (q) or a subgroup of SL 4 (q) isomorphic to some P SL m (q). This leads to a contradiction because m ≥ 20. It follows that the image is abelian and since H is perfect, the kernel is equal to H. Since H normally generates G, the morphism is trivial on G which contradicts the irreducibility of G.
Third step. In the monomial case, the only additional case to consider is the same one as in the second step. Looking at the corresponding proof in [3, page 14] , we get that (p − 1)r ≤ 4 with q = p r . We know that q is a square, n ≥ 6, α is of order greater than n and ǫ(α) ∈ {α, α −1 } so α 5 ) which are linearly independent because tU 1 = U 2 = U 1 , we get a basis upon which t acts as a matrix of the form
. This implies that the rank of t − 1 is greater than or equal than 5 which is a contradiction.
We can thus assume that dim(
If t is a transvection then by the same reasoning as above on the dimensions of U i , we are in the monomial case which was done in the third step.
If t is of rank 2, then either we are in the monomial case or dim(U i ) = 2. The monomial case is done, so it is sufficient to prove that dim(U i ) = 2 leads to a contradiction. We take t 1 and t 2 two such elements of rank 2. Assume dim(U i ) = 2, since we have t(U 1 ) = U 2 and t 1 (U 2 ) = t
, which is of dimension 2 and included in U 1 ⊕ U 2 for all i / ∈ {1, 2}, t i (U i ) = U i . It follows that the projection of t 1 upon S m from the semi-direct product is a transposition. This is a contradiction because the projection of G upon S m is included in A m .
If t is of rank 4 and R λ (A Bn−1 ) does not contain in an obvious way any transvections or elements t of rank 2, then G contains up to conjugation {diag(M,
We consider two elements t 1 and t 2 of rank 4. If dim(
is a basis of Im(t 1 − 1), which is of dimension 4. It follows that the projection of t 1 upon S m is a transposition, which is absurd.
If there exists i / ∈ {1, 2} such that t i (U i ) = U i then in the same way as before, there would exist a subspace of dimension 6 of Im(t 1 − 1), which is of dimension 4. This shows that the projection of t 1 upon S m is a transposition, which is absurd.
If dim(U i ) = 2, then we can take 4 distinct non-zero elements a 1 , a 2 , a 3 , a 4 of F q , which is possible because q 1 2 ≥ 6. We know that G contains up to conjugation the elements t j for j ∈ {1, 2, 3, 4} with t j = diag(I 2 + 20 a j E 1,2 , I 2 + a j E 1,2 , I 2 + ǫ(a j )E 1,2 , I 2 + ǫ(a j )E 1,2 , I n λ −8 ) . We have that Im(t j − 1) is independent of j. We also have that t 1 (U 1 ) = U 2 and t 1 (U 2 ) = t 2 1 (U 1 ) = U 1 . Since Im(t 1 − 1) ∩ U 1 ⊕ U 2 is then of dimension 2 and the projection of t 1 upon S m is not a transposition, there exists i / ∈ {1, 2} such that t 1 (U i ) = U i . Up to reordering, we can assume t 1 (U 3 ) = U 4 and t 1 (U 4 ) = t 2 1 (U 3 ) = U 3 . This shows that for all j ∈ {1, 2, 3, 4}, Im
Since each t j is of order 2, it follows writing π the projection of G upon S m that we have {π(t 1 ), π(t 2 ), π(t 3 ), π(t 4 )} ⊂ {I d , (12)(34), (13) (24), (14)(23)}.
Let us show that π(t j ) = I d for all j. They are all conjugated in G. Since
it is sufficient to show it for one of them. Assume it is wrong for all of them. We then have {π(t 1 ), π(t 2 ), π(t 3 ), π(t 4 )} ⊂ {(12)(34), (13) (24), (14)(23)}. Therefore, there exists a pair (i, j), i = j such that π(t i ) = π(t j ) and so π(t i t j ) = I d . But the matrix of t i t j in the basis we chose is diag(
We have a i + a j = 0 because p = 2 and the elements a l are pairwise distinct. It follows that t i t j is conjugated each t l so we have a contradiction. This shows that for all j ∈ {1, 4}, π(
Since G is normally generated by R λ (A Bn−1 ), which is normally generated by elements of the form t j , we have that G ⊂ H 1 × H 2 × · · · × H m , which contradicts the irreducibility of G. This is absurd and it follows that G is an imprimitive group. 2 ) then we can apply the same arguments as in [3, page 13] . If G contains a twisted diagonal embedding or a twisted diagonal embedding composed with the automorphism of order 2 of F q of SL 3 (q), then we can apply the arguments of [3, page 14] . If we are not in any of the above cases, then λ = λ ′ = (λ 2 , λ 1 ), so n ≥ 6 and we are in one of the following cases.
(1) R λ (A Bn ) contains up to conjugation {diag(M,
In the first two cases, we have an element g conjugated to diag(ξ, ξ, ξ −1 , ξ −1 , 1, . . . , 1) with ξ of order q 1 2 − 1 but the order of α is less than or equal to q 1 2 + 1 in both cases. If g is an element of S n λ such that [g, V ] = 4, then we have (g = σ 1 σ 2 σ 3 σ 4 product of 4 disjoint transpositions and g is of order 2) or (g is the product of 2 disjoint 3-cycles and g is of order 3) or (g is a 5-cycle and g is of order 5) or (g is the disjoint product of 2 transpositions and a 3-cycle and g is of order 6). Since n λ ≥ 6 and the order of α is greater than n, q In the third case, we have an element g conjugated to diag(ξ, ξ, ξ, ξ, ξ
which is of order o(g) = q − 1 but q 1 2 + 1 > 7 so q > 36. Since q is an even power of a prime number, it follows that q > 49 and q − 1 ≥ 49. We have [g, V ] = 8 so by considering the decomposition into disjoint cycles of g and using the fact that the rank of σ − 1 of a cycle σ is equal to the length of the cycle minus 1, we get o(g) ∈ {lcm({n i + 1} i∈I ),
Sixth step. We have shown that G = R λ (A Bn ) is a classical group in a natural representation, the last step is to show that we have the following theorem. (
Proof. It is sufficient to prove the result for double-partitions with no empty components which are not hooks. We know by Theorem 2.11 and the previous steps that G(λ) is a classical group in a natural representation. The proof uses Proposition 2.5 and the separation of the cases made before the enumeration of the six steps. We write F q ′ the field over which our classical group is defined. In all cases 
given by the above subgroup of G(λ).
We have ρ ≃ ϕ ⊕ ϕ ⊕ 1 n λ −6 with 1 the trivial representation. Let σ be a generator of Gal(F q /F q ′ ). Since G(λ) is a classical group over F q ′ , we have that ρ ≃ ρ σ so ϕ ≃ ϕ σ . It follows that for every M ∈ SU 3 (q 
and by Lemma 2.8, we have that
because SL 3 (q) would inject itself in SU 6 (q 
2 )}. Let ϕ be the natural representation of SU 3 (q 1 2 ) in GL 3 (F p ), and ρ the twisted diagonal representation of SU 3 
, so q ′ = q 
(q)}, and so contains its subgroup {diag(M,
2 )}. Let ϕ be the natural representation of SL 3 (q 1 2 ) in GL 3 (F p ) and ρ be the representation of SL 3 and concludes the case
, then all the arguments are the same up to permutation of the different cases.
Type D
In this section, we determine the image of the Artin group of type D inside its asssociated finite Iwahori-Hecke algebra. In the first two subsections, in an analogous way to what we did in type B, we establish preliminary results which permit us to state Theorems 3.2 and 3.3 which are the main theorems of this section. In the last two subsections, we complete the proofs of these theorems.
3.1. Definition of the model. Let n ≥ 4, p a prime different from 2, α ∈ F p of order greater than 2n. We set in this section F q = F p (α). As in [8] , we take for the Iwahori-Hecke algebra of type D H Dn,α the sub-algebra of H Bn,α,1 generated by
It is a standard fact (see [7] for a proof) that under those conditions on α, the simple modules of H Dn,α are indexed by double-partitions (λ 1 , λ 2 ), λ 1 > λ 2 and the modules V λ,λ split into two irreducible sub-modules V λ,λ,+ and V λ,λ,− of the same dimension. The branching rule for type D is more complicated so we recall it in the following proposition. (a proof in a more general setting can be found in [20] ): Proposition 3.1. Let n ≥ 5 and (λ, µ) ⊢⊢ n, λ > µ. We then have:
(2) If n λ = n µ + 1 and µ ⊂ λ, then
We keep the same weight on double-tableaux as for type B. Let λ = (λ 1 , λ 2 ) ⊢⊢ n and T = (T 1 , T 2 ) ∈ λ. We define ϕ(T) to be T ′ if µ ′ > λ ′ and σ(T ′ ) otherwise. We define a newν(λ) to be ν(λ 1 )ν(λ 2 )(−1) n λ 1 (n−n λ 1 ) if λ n ≡ 0 (mod4) and λ = (λ 1 , λ 1 ), then the restriction of (., .) Proof. For 1. and 2., the proof is exactly the same as for Proposition 2.1 by noting m i (σ(T)) = m i (T). The extension to elements of the bases of V λ,+ and V λ,− follows from the bilinearity of (., .).
For 3., the proof also remains the same becauseν(λ) = ω(T)ω(ϕ(T)). This is true because when ϕ(T) = T ′ , ν(λ) does not change from the one in type B and when ϕ(T) = σ(T ′ ),ν(λ) is multiplied by (−1) n λ 1 (n−n λ 1 ) = ω(T)ω(σ(T)).
4. We assume n ≡ 0 (mod4). If λ = (λ 1 , λ 1 ) ⊢⊢ n and T ∈ λ then ω(σ(T)) = (−1) n λ 1 (n−n λ 1 ) ) ω(T) = (−1) 
In the same way, we have that (T + σ(T)|T − σ(T)) = (T − σ(T)|T + σ(T)) = 0 and (T − σ(T)|T − σ(T)) = 2ω(T)δ T ′ −σ(T) ′ ,T−σ(T)
. The result follows.
5. Assume n ≡ 2 (mod 4). If λ = (λ 1 , λ 1 ) ⊢⊢ n and T ∈ λ, then ω(σ(T)) = (−1) n λ 1 (n−n λ 1 ) ) ω(T) = (−1) 
σ(T)) = 0, (T + σ(T)|T − σ(T)) = 2ω(T)δ T ′ −σ(T) ′ ,T−σ(T) and (T − σ(T)|T + σ(T)) = 2ω(T)δ T ′ +σ(T) ′ ,T+σ(T)
3.2.
Factorization of the image of the Artin group inside the finite Hecke algebra. In this subsection, we find the different factorizations between the irreducible representations of A Dn . Most of the factorization results are summarized in Proposition 3.6. We then state the main results for type D in Theorems 3.2 and 3.3.
We define the linear map L from V to V which sends T to L(T) = ω(T)ϕ(T). Assume F q = F p (α) = F p (α + α −1 ). We write ǫ the unique automorphism of F q of order 2. We have that ǫ(α) = α Proof. Assume first that F q = F p (α) = F p (α + α −1 ). Using Proposition 3.2, there exists P ∈ GL 8 (q) such that G = P R [2, 1] , [1] (A D4 )P −1 ⊂ SP 8 (q). Using Proposition 3.1, we have that R [2, 1] , [1] (A D3 ) = R [2] , [1] × R [1 2 ], [1] × R [2, 1] ,∅ (A D3 ) ≃ SL 3 (q) × SL 2 (q), where SL 3 (q) is in a twisted diagonal embedding and SL 2 (q) is in a natural representation using Goursat's Lemma and the previous arguments. Using the same arguments as before and Lemma 2.8 with the natural representation of SL 2 (q), we know G is primitive, tensor-indecomposable, irreducible, perfect and cannot be realized in a natural representation over a proper subfield of F q . This implies that G cannot be included in a maximal subgroup of class C 1 , C 2 , C 4 or C 5 . Using the fact that the order of SL 3 . By the above, in this case, we have that G is primitive, tensor-indecomposable, irreducible, perfect and cannot be realized in a natural representation over a proper subfield of F q 1 2 . This implies that G cannot be included in a maximal subgroup of SP 8 (q ). Looking at all the maximal subgroups in tables 8.10. and 8.11., we see using only cardinality arguments, that such a copy cannot be included in any maximal subgroup of SU 4 (q 1 2 ) and so such a copy is equal to SU 4 (q Proof. The result follows from Proposition 3.1 and the fact that R ([1 2 ] , [1] ) (D 3 ) is equal to the group we want in both cases.
3.4. Surjectivity of Φ n for n ≥ 5. In this subsection, we use the previous subsections to prove by induction on n the main results for type D. Assume first that F q = F p (α) = F p (α + α −1 ). Using Proposition 3.6, by the same kind of arguments as for type B, we can use Goursat's Lemma to show the morphism is surjective upon each component. This means it is sufficient to show the following theorem.
