Abstract. We invert geodetic measurements of coseismic surface displacements to determine a dislocation model for the April 25, 1992, M=7 Cape Mendocino, California, earthquake. The orientation of the model slip vector, which nearly parallels North America-Juan de Fuca relative plate convergence, and the location and orientation of the model fault relative to the offshore Cascadia megathrust, suggest that the 1992 Cape Mendocino earthquake is the first well-recorded event to relieve strain associated with the Cascadia subduction zone. We use data from three geodetic techniques: (1) the horizontal and vertical displacements of 13 monuments surveyed with the Global Positioning System, corrected for observed horizontal interseismic strain accumulation, (2) 88 section-elevation differences between leveling monuments, and (3) 
Introduction
The April 25, 1992, Cape Mendocino, California, earthquake (moment magnitude M=7) is the first well-recorded event to demonstrate the seismogenic potential of the Cascadia subduction zone [Oppenheimer et al., 1993] . The mainshock, located 25 km southeast of Cape Mendocino at 10 km depth, and two deeper M~6.6 aftershocks located 25 km offshore, caused moderate structural damage in nearby communities. Strong ground motions and a small tsunami occurred, but surface faults did not rupture onshore. The mainshock occurred near the Mendocino triple junction, where the Pacific, North America, and Juan de Fuca plates meet. The focal mechanism and nearby aftershock locations indicate that the earthquake ruptured a shallow thrust fault dipping northeast, consistent with rupture on the southernmost segment of the Cascadia megathrust (Figure 1) [Oppenheimer et al., 1993 ].
1Now at Department of Geophysics, Stanford University, Califiornia. 2Also at Seismographic Station, University of California, Berkeley. 3Now at Trimble Navigation Ltd., Sunnyvale, California. 4Now at Hawaii Volcano Observatory, Hawaii National Park. vectors based on the scatter of day-to-day measurements during each survey are about 5-10 mm in the horizontal and 30 mm in the vertical components, which are typical values for GPS surveys conducted in California [e.g., Davis et al., 1989] . Each three-dimensional coseismic GPS displacement is determined by subtracting a preseismic position observed in either 1989 or 1991 from the postseismic position of the station observed in May 1992 (Table 2) . We subtracted position vectors relative to the station Table, which (Table 1) . The corrections, which we assumed were without error, are all less than 40 mm.
The coseismic displacements determined by GPS are given in Table 2 and shown in Figure 3 . Most of the horizontal displacements are greater than their measurement uncertainties. The largest measured horizontal displacement is 400+20 mm at station Pierce Ecc, which is much greater than the 50-mm coseismic displacement predicted for the Honeydew earthquake, suggesting that possible uncorrected effects due to the Honeydew earthquake are not significant. The three stations closest to the mainshock epicenter (Pierce Ecc, Cooskie, and Bear Rdg 2) were also vertically displaced greater than their measurement uncertainty (Figure 3 ).
Leveling Observations
Vertical deformation associated with the 1992 Cape Mendocino earthquake was also measured from leveling surveys. Spirit leveling measures the height between adjacent bench marks (BMs), or section-elevation differences. is the length of the section (in kilometers), and S is the subsidence correction for that section. We arbitrarily inflate the error by one half the subsidence in (1) to reflect the mean uncertainty of estimating the subsidence. We assume that the section-elevation differences are uncorrelated. Leveling section-elevation differences measure the relative deformation between benchmarks, rather than absolute height differences.
We assume that the section-elevation differences are uncorrelated, which is essentially equivalent to using height differences with correlations derived following ,4rnaddttir et al. [1992] .
Coseismic section-elevation changes and their associated section lengths and uncertainties are listed in 
Coastal Uplift Observations
The uplift of the Mendocino coastline killed marine intertidal flora and fauna that are sensitive to height above sea level. To estimate the coseismic elevation change, Carver et al. [1994] measured the vertical extent of the death of species affixed to coastal outcrops. Mussels, barnacles, and seaweed (Pelvetoipsis) at 12 coastal sites were the most reliable indicators of coastal uplift (Figure 4) . At each site, we use the mean height change estimated from the three marine intertidal indicators, assigning half the difference in elevation change measured for the mussels and seaweed as the measurement uncertainty. Where only one species was present, we used the mean uncertainty of the redundant observations, 150 mm (Table 5) . Each coastal marine observation is an independent measurement of elevation change relative to a common reference datum (sea level), in contrast to the leveling observations that measure relative deformation between BMs and have an arbitrary datum.
The coastal uplift observations indicate that the coast between Cape Mendocino and Punta Gorda was uplifted about 1 m (Figure 5a) aArchival reference number used by National Geodetic Survey to uniquely identify each benchmark independent of the stamped designation.
bRelative to benchmark LU1254, the benchmark farthest from the earthquake source. An arbitrary constant may be added to all elevation changes. Subsidence corrections are not applied to the listed elevation changes.
CSection is from the preceding benchmark in list to the benchmark. dSubsidence correction not used to estimate error. eBenchmark disturbed or unstable (motion not due to the Cape Mendocino earthquake), determined by inspection. fault geometry and slip for the 1992 Cape Mendocino earthquake. We assume the fault is a rectangular dislocation embedded in a homogeneous, elastic, isotropic half-space with its top edge parallel to the surface, and the slip across this fault is constant. The surface vector displacements, d, caused by an elastic dislocation on a buried fault are nonlinear functions of the seven parameters describing the rectangular fault geometry, m (the three-dimensional location, dip, strike, along-strike length, and downdip width), and linear functions of the slip vector, u:
where the matrix G(m) incorporates the nonlinear geometric relationships given by Okada [1985] . We assume the mechanism is a pure double couple, therefore u can be expressed by its dip-slip and strike-slip components or, equivalently, by its magnitude and rake. We assume the optimal fault geometry and slip minimizes the misfit between the observed and theoretical displacements given by the minimization function: (3) that is, the sum of the squares of the residuals, r = d -G(m) u, weighted by the data covariance, C. When the fault geometry m is known, linear least squares inversion techniques can be used to estimate the optimal slip u that minimizes Z 2.
However, more sophisticated techniques must be used if both the fault geometry and slip are estimated. These techniques must be able to accommodate the nonlinear relationships expressed by G(m), and to find the global minimum in the presence of multiple local minima. Z 2 has a local minimum associated with each of the auxiliary planes of the doublecouple mechanism, but it can also have other local minima associated with models that, for example, decrease the misfit at particular stations. We have found that global optimization methods using Monte Carlo simulations are suitable for these types of problems.
Monte Carlo optimization techniques start by choosing, often by a random process, a trial model (m, u)i from the set of all possible models S, and then determining the misfit to the data predicted by the trial model by forward calculation [e.g., Press, 1968 ]. This process is repeated using different trial models until a minimum misfit is found. Because only forward calculations are required, Monte Carlo simulations can accommodate nonlinear relationships between the data and model parameters, but they also can be computationally intensive. The easiest ways to choose trial models are by evaluating a regular grid of model parameters that spans S, and by pure random sampling, which randomly choses the model parameters from a uniform distribution over S. Although pure random sampling is more efficient than grid search at sampling S, both can require a prohibitively large number of trials to be evaluated in order to locate the global minimum with sufficient precision.
Several global optimization techniques have recently been developed that are significantly more efficient than pure random sampling. Simulated annealing, the first of these techniques to be widely used, is a method inspired by the physical annealing of solids by slow cooling to a state of minimum energy [Kirkpatrick et al., 1983] . However, it is not particularly simple to implement because a cooling schedule appropriate for each problem must be devised. Other techniques, such as genetic algorithms [Holland, 1992] and taboo search [Cvijovic and Klinowski, 1995] , are more straightforward. Here we use the random-cost optimization approach [Berg, 1993] , which is easy to implement and theoretically guaranteed to find the global minima. It can also be highly efficient. Berg [1993] estimated random-cost optimization to be 10 TM faster than pure random sampling at finding the extrema of a simple function, and Wang et al.
[1994] found it to be 5-10 times faster than simulated annealing at solving a problem in genetics.
The random-cost approach begins by generating a set of trial models that span a region of S about an a priori model. We follow Berg [1993] by defining a grid in parameter space by geometric progressions; that is, for each thai model all the parameters are set equal to the a priori model except for one controlling the spacing of the grid near rn o, and Am specifies the range of the parameter to be sampled, which is maximum when i = 0. This procedure for generating the trial models is not unique. However, by choosing Am to be a large fraction of the total range of rn (e.g., 50%), the models sample a sufficiently broad region of S to avoid being trapped in a local minimum. We typically let i range from 0 to 15, which makes the grid sufficiently dense near the a priori model to obtain the desired parameter precision.
For each trial model, the Zt 2 (which Berg calls the cost function) is evaluated and compared to the a priori model Zo 2. IN general, the "cost difference" AZ2= Zt 2-Zo 2 is either negative (A-z 2) or positive (A+Z 2) depending on whether the trial model is better or worse than the a priori model, respectively. Let f-equal the average A-Z 2 of all the better trial models and f+ be similarly derived from all the worse trial models, and let P-=f+/(f+ -f-) and P + = 1 -P-A new a priori model is randomly selected from either the set of better or worse trial models according to the probabilities P+; by sometimes choosing a worse trial model, the procedure can avoid being trapped in a local minimum. The process is repeated until a local minimum (or maximum) is encountered; that is, until no better (or worse) trial models are found. This minimax model is recorded and then the process is restarted at another randomly chosen a priori model. By using the probabilities P+ at each iteration to determine the new a priori model, a random walk in the minimization function Z 2 space (rather than in the parameter space S) is enforced, which ensures that local minima will be found within a finite number of steps [Berg, 1993] .
We modify this basic random-cost approach to take advantage of the linear relationship between surface displacements and fault slip (equation (2)). We create trial models by varying the seven parameters that describe the fault geometry, making weak assumptions on the range of parameters, such as high upper bounds on location and fault dimensions and obvious nonnegative constraints on width, length, and top edge depth. Then for each trial geometry we use least squares techniques to estimate the slip vector that minimizes Z2. IN practice, we found that the random walk usually descends the minimization function and converges on local minima, but occasionally it ascends to where it might encounter another local minima.
We also found that the convergence was relatively slow if the desired precision was high (e.g., techniques to quickly converge on the minima might be more efficient and reliable than using either technique by itself.
Confidence Regions
We assess the range in fault geometries that provide an adequate fit to the data by examining all models whose Z 2 is less than a particular value Z2 a. We use pure random sampling over a uniform distribution of $ to generate trial models. To approximate the confidence region, we use an F ratio test, which assumes that the observations are normally distributed 
n-m bOptimal model parameters given in Table 7 .
CSeismic moment tensor estimate of fault strike and dip assumed. aConfidence limit of 95% (F ratio test)ß and m is the number of model parameters, n is the number of data, and F is the F distribution with m and n-m degrees of freedom [e.g., Draper and Smith, 1981] . In this case, the model parameters include the seven randomly varied parameters and the two explicitly estimated parameters (m = 9). The confidence region for each parameter is then determined from the range of values given by all the models consistent with the optimal model at the specified confidence level. A disadvantage of using the F ratio test to define a confidence region is that it makes assumptions regarding the distribution of errors and the shape of the minimization function near the global minimum. •rnad6ttir and Segall [1994] found that the F ratio test tends to underestimate confidence regions slightly relative to those predicted by bootstrapping techniques that rely on random resampling of the original data [e.g., Efron and Tibshirani, 1986].
Results

Optimal Models
We determined optimal models using three subsets of the observations to test for self-consistency between the different measurement techniques. Data set A uses all the data (13 threecomponent GPS relative vectors, 12 coastal uplift observations, and 88 leveling section-elevation differences, n = 139), data set B includes only the GPS, coastal uplift and route 1 leveling data (n = 125), and data set C includes only the GPS and coastal uplift data (n = 51). Table 6 summarizes the misfit of the optimal models estimated using these subsets in terms of the normalized root mean squared (nrms) residual, equal to (X2/(n-m)) 1/2. The nrms residual, a physically intuitive measure of misfit, is the ratio of the average scatter in the data to their formal errors. Table 7 gives the estimated fault parameters for the optimal models. In all cases we used the formal errors to weight the data and assumed the observations to be uncorrelated. For each data set, we performed several random walks in the minimization function using different initial models and found that the random cost algorithm uniformly converged on the global minimum.
The optimal model for data set A ("model A"), which uses all the data, indicates that rupture was on a thrust fault shallowly dipping to the southeast. Oppenheimer et al. [1993] concluded that the fault ruptured on a shallow landward dipping plane primarily by comparing the seismic focal mechanism (Figure 1 ) with the distribution of aftershock locations. We tested whether the geodetic data alone included enough near-field observations to distinguish between the shallow and steeply dipping orthogonal nodal planes. To ensure rupture on a steeply dipping reverse fault, we allowed the random walk to sample only dips greater than 45 ø and azimuths between 90 ø and 270 ø We found a local minimum (4)), all models with an nrms residual < 5.01 are consistent with the optimal model (nrms residual = 4.59), at the 95% confidence level (Table 6) To test whether the leveling data are systematically biased, we estimated several models using subsets of the leveling data. Because many of the BMs for routes 2, 3, and 4 became lost or damaged in the 57-year interval between 1935 and 1992, the average B M spacing along those routes is 9 km, whereas route 1 has a spacing of 1 km. Thus the data along route 1, which have little signal compared to the other routes, would have 3 times greater influence on the inversion than the rest of the leveling data, owing to missing BMs and not to a difference in survey precision. Marshall [1992] , in a study of Loma Prieta leveling data, found that the optimal models using all the data were biased toward a line source with little downdip extent, indicating the dependence on far-field data, but that decimation of the high-density data reduced this bias and produced model faults consistent with the distribution of aftershocks. We tested for this bias by decimating the route 1 BMs to have an average 9 km spacing (large leveling symbols in Figure 4 ). The optimal model using the decimated leveling data was essentially identical to model A, suggesting that the high signal-to-noise ratio of the leveling data, especially along route 3, dominates the inversion for model A. This may also explain why the route 1 data are systematically misfit by model A (Figure 5c ). Therefore we estimated optimal models using data that excludes the high signal-to-noise leveling data. The optimal model for data set B ("model B"), which excludes leveling data from routes 2, 3, and 4, has an nrms residual of 2.48 (Table 6) The optimal model for data set C ("model C"), which excludes all the leveling data, has an nrms residual of 2.40, slightly better than model B (Table 6) -40
Model Uncertainty
To assess the uncertainties of these models, we compared the nrms residual resulting from trial fault geometries, made by randomly varying the seven parameters describing the fault geometry and estimating the slip vector, with the nrms residual of the optimal using the F ratio test (equation (4)). All models with an nrms residual less than the 95% limit listed for each model in Table 6 
Model Consistency
The optimal fault dip inferred from models A, B, and C are all greater than the 13.0 ø determined by surface-wave moment tensor analysis [Oppenheimer et al., 1993] (Figure 7) . To test how consistent the geodetic data are with the seismic moment tensor, we estimated optimal fault models using data sets A, B, and C, while constraining the dip and strike at the seismically determined values. The nrms residuals for these models are given in Table 6 and the fault parameters are given in Table 7 . Although the constrained model inferred using data set A has the closest rake of the three models to the seismic estimate (105.6ø), it has an nrms residual of 5.73, and is therefore not consistent with the unconstrained model A (Table 6 ). The constrained model using data set B is consistent with its unconstrained model at about the 95% confidence level. The constrained model using data set C, which is nearly identical to the dislocation model given by Oppenheimer et al. [1993] , is not statistically different than the unconstrained model C.
These results suggest that the leveling data are not consistent with the seismic moment tensor estimate.
We use the F ratio test (equation (4)) to check the consistency between models A, B, and C, and show the results in Table 6 . If we assume the fault parameters are given by model A, the nrms residual using the data set B is 3.06 and the nrms residual using data set C is 3.84. Both of these nrms residuals are greater than the 95% confidence level limit of the optimal models B and C (2.73 and 3.05, respectively), therefore model A is not consistent with either model B or C.
Similar analysis on models B and C indicate that they are not statistically different at the 95% confidence level, but they are different than model A (Table 6 ).
These results suggest that the older leveling observations in the epicentral region may be inconsistent with the other data. Because none of the BMs along routes 2, 3, and 4 were measured before and after the earthquake with both GPS and leveling, we cannot directly evaluate the problem. One (Figure 1) , which is mapped to within 15 km of the coast before it becomes indistinct .
The geodetic observations image a fault that appears to be located at or several kilometers above the shallow aftershock zone (Figure 9 ). We do not believe there is a significant discrepancy between the imaged fault and the aftershock locations for two reasons. First, the optimal depth to the center of the fault (5-7 km) has a 1.6-11 km range of uncertainty at the 95% confidence level ( (Table 3) . Then, the misclosure or disagreement in height measured around each leveling circuit (Figure 4) , was calculated to find tZmisc 1 (Table A1 ). In the absence of systematic errors, the two estimates of et should be equal, which we generally found to be true, except on circuits that include the 1935 survey L6711/1 (circuits A •Substitute L21206 (1967) for L389 (1931).
CSubstitute L25053 (1988) for L389 (1931).
The uncertainty for each coseismic datum is then calculated by combining these alpha values in (1). Five BMs were removed because they showed elevation changes that differed markedly from computed deformation models of the Cape Mendocino earthquake (Table 4) 
