The hybrid cellular automaton (HCA) 
Introduction
Topology optimization strives to achieve the optimal distribution of material within a finite volume ͑design domain͒, which maximizes certain mechanical performance under specified constraints. In a continuum the design domain is discretized into a large number of elements representing finite portions of material. The topology optimization algorithm selectively removes and relocates these elements to achieve the optimum performance. Numerical methods, available in some commercial packages, parametrize the material distribution problem into a set of continuum design variables. These design variables depend on the type of material model used in the optimization algorithm. The nature of the material model characterizes the different approaches to topology optimization. The most commonly referenced approaches are the homogenization approach ͓1-3͔ and the solid isotropic material with penalization ͑SIMP͒ approach ͓4,5͔. For an overview see, e.g., ͓6,7͔.
The homogenization or microstructural-based approach was originally presented by Bendsøe and Kikuchi ͓1͔. In this method, each element in the domain has a microstructure. This microstructure consists of a large number of small holes periodically distributed throughout the base material. The topology problem is reduced to finding the optimal distribution of the holes in the design domain. On the microstructural level, the design variables are the geometric parameters of the microstructure. On the homogenized macro-structural level, the design variables are the material densities of the finite elements. The code OPTISHAPE, originally developed by Bendøe and Kikuchi and now enhanced by Quint Co., uses the homogenization approach.
The SIMP approach, also known as the artificial density or power-law approach, was later formalized by Bendsøe ͓4͔. In this approach, the material properties within each element are assumed to be constant. Normally, a continuous relative density is used as a design variable. The elastic modulus of each element E i is modeled as a function of the relative density x i using a power law. This is
where E 0 is the elastic modulus of the base material 0 is its density i is a variable density, and p is a penalization power. This power penalizes intermediate densities and drives the design to a black and white structure. For an overview of this method see, e.g., Bendsøe and Sigmund ͓8͔. The code GENESIS, developed by Vanderplaats, Miura & Associates and enhanced by VR&D Inc., uses the density approach. The code OPTISTRUCT, originally developed by Kikuchi and Díaz and now enhanced by Altair Computing Inc., used square cell homogenization but shifted to the SIMP approach.
In topology optimization, the number of elements and hence the number of design variables depends on the size of the design domain and the desired resolution of the final structure. Even the design of a small mechanical component might involve thousands of design variables. In addition, the cost of a function call increases with the number of elements. Therefore, the use of classical gradient-based optimization methods might be impractical. This has motivated the implementation of efficient specialized numerical methods. Some of the most common methods include approximation techniques ͓9-11͔, methods of moving asymptotes ͑MMA͒ ͓12͔ and optimality criteria ͓13-15͔.
Numerical instabilities such as checkerboarding and mesh dependency can occur in topology optimization. Checkerboarding refers to regions where the solid elements ͑black͒ and voids ͑white͒ alternate, forming a checkerboard pattern. Mesh dependency refers to obtaining qualitatively different topologies for different mesh sizes. Usually, image filtering techniques, gradient constraint, and perimeter control strategies are used to counteract these numerical instabilities ͓16͔. The purpose of these techniques is to smoothen the spatial variation of the design variables to avoid instabilities; however, convergence delays and intermediate densities are associated with the use of these techniques.
In this work we present a new approach for topology optimization inspired by a phenomenological model to simulate bone functional adaptation ͓17͔. This method is referred to as the hybrid cellular automaton ͑HCA͒ algorithm ͓18͔. In this method, the design domain is discretized into a regular lattice of cellular automata ͑CAs͒. Simulating the behavior of sensor cells in bones, each CA in the design domain is able to sense the strain energy density ͑SED͒ to within a certain proximity. According to the SED level, the CA then activates the processes of formation or resorption to modify the structure around it. The quantity of material that is added or removed in each iteration depends on a local control strategy that drives the actual SED level to a reference value. The robustness and computational efficiency of the iterative process is influenced by the type of controller used. This investigation incorporates two-position and proportional-integralderivative ͑PID͒ actions in the control strategies. The right selection of the control gains might dramatically improve the convergence of the algorithm.
Cellular Automaton Paradigm
Cellular automata ͑CAs͒ have been used to simulate biological phenomena for over 60 years. They were used as early as 1946 by Weiner and Rosenblunth ͓19͔ to describe the operation of the heart muscle, but it was John von Neumann who formalized the CA theory at the end of the 1940s ͓20͔. Recently, CAs have been recognized by some research as a technology that can change the current paradigms in modeling in physics ͓21͔. Wolfram, for instance, refers to the CAs as a new kind of science ͓22͔.
The premise of this technique is that complex problems can be discretized into a set of simple local rules that operate over a large number of CAs that only know local conditions. Cellular automata are an idealization of a physical system in which space and time are discrete. The CAs are composed of a regular lattice of cells defined by a discrete location i and a set of states ␣ i ͑t͒ = ͕␣ i j ͑t͖͒. The evolution of each state is governed by a local rule, defined as
where the states ␣ i+⌬ 1 ͑t͒ , . . . ,␣ i+⌬ N ͑t͒ designate the ones belonging to the neighboring cells of the CA. The CA neighborhood does not have any restriction on size or location, except that it is the same for all the CAs. Since the computations are limited to neighborhoods and the local rules are identical for the whole lattice, CAs have proved to have an inherent, massively parallel computation capability.
In practice, the size of the neighborhood is often limited to the adjacent cells but can also be extended. Figure 1 depicts some common neighborhood layouts. The most commonly used are the von Neumann layout that includes four neighboring cells ͑N =4͒ and the Moore layout that includes eight neighboring cells ͑N =8͒. The neighborhood can also be reduced down to an empty layout ͑N =0͒ or extended as much as the model requires. In addition to the three layouts described above, this work makes use of the so-called radial neighborhood ͑N =12͒ and the extended neighborhood ͑N =24͒. The von Neumann neighborhood is used in this study, unless otherwise indicated.
To define the evolution rule for a cell located on the boundary of the design domain, the design domain can be extended in different ways. Figure 2 depicts some types of boundary conditions obtained by extending the design domain. A fixed boundary is defined so the neighborhood is completed with cells having a pre-assigned fixed state. An adiabatic boundary condition is obtained by duplicating the value of the cell in an extra virtual neighbor. In a reflecting boundary, the state of the opposite neighbor is replicated by the virtual cell. Periodic boundary conditions are used when the design domain is assumed to be wrapped in a torus-like shape. This work makes use of fixed boundary conditions where the extra cells are considered empty spaces without physical or mechanical properties.
In the definition given by Eq. ͑3͒, the set of rules
T is identical for all sites and is applied simultaneously to each of them, leading to a synchronous dynamic. In other words, the rule is homogeneous, that is, it does not depend on the location of the cell. However, spatial or temporal inhomogeneities can be introduced to model a particular characteristic, i.e., boundary conditions or random phenomena. An asynchronous updating scheme is useful to model events that do not necessarily occur in parallel. Sometimes it is desirable to use a specific rule with a certain probability. CAs whose updating rule is driven by external probabilities are called probabilistic, as opposed to deterministic CAs.
In the definition of the CA local rule in Eq. ͑3͒, a new state at time t + 1 depends on the states at time t. It is sometimes necessary to have a lingering memory and introduce a dependence on the states at time t −1,t −2, . . . ,t − T. Depending on its definition, this rule can be or not be reversible in time. This investigation makes use of deterministic CAs with nonreversible rules that relay on the memory of the cells.
Cellular Automata for Structural Synthesis
CA models have inspired different techniques for structural synthesis and optimization. A basic CA-like approach was developed by Inou et al. ͓23͔ . In their approach, the elastic moduli of the cells are used as the design variables. A local rule iteratively updates the modulus at each cells based on the difference between a current stress value and a target value. Evolutionary rules based on the growing/reforming procedure are used to fine-tune the structure. Cells with a low elastic modulus are removed while cells with high elastic modulus create a new cell in an empty surrounding space. This approach led to structures that are similar to the ones observed in bird bones ͓24͔. Even though this is not necessarily a topology optimization algorithm, it illustrates the application of an evolutionary CA model. More recently, the concept of a CA model for topology optimization was presented by Kita and Toyoda ͓25͔. In their approach, thickness is used as the design variable. The local design rule is derived from the optimality condition of a multiobjective function, in which both the weight of the structure and the deviation between the yield stress and the equivalent stress in a Moore neighborhood are to be minimized. The finite element method is used to evaluate the stress for each iteration. The algorithm required hundreds of iterations to achieve convergence, even in simple test problems.
The CA model presented by Tatting and Gürdal ͓26͔ is implemented with a simultaneous analysis and design ͑SAND͒ approach. In their work, both field and design variables are simultaneously updated. In their SAND-CA method, the use of local equilibrium equations eliminates the need for finite element analysis. The optimizer simultaneously drives the local field states to target values that converge the residuals to zero, while structural synthesis is performed. Hundreds of thousands of iterations are required to achieve convergence; however, the overall computational time can be reduced compared to techniques based on the finite element method ͓27͔. In this approach, the convergence can deteriorate as the number of elements increases. This occurs because the field variable information propagates slowly. Multigrid and full multigrid acceleration strategies have shown to mitigate this problem ͓28͔. In a recent publication, Abdalla and Gürdal ͓29͔ demonstrate the SAND-CA approach in an application to column design for buckling.
In another application, Hajela and Kim ͓30͔ combine genetic algorithms ͑GAs͒ and cellular automata ͑CAs͒ for structural analysis in two-dimensional elastic problems. The local rules were derived using a GA optimization process and the principle of minimum energy. The strain fields exhibited in their results are very close to the ones obtained from the analytical solutions. Even though the CA method was not used for structural synthesis, their work shows a strategy to develop local rules for structural analysis and avoid the use of global analysis, i.e., finite element method.
The methodology developed in this research is referred to as a hybrid cellular automaton ͑HCA͒ algorithm. In conventional CA methods a global analysis of field states is not performed. In this research, the HCA method makes use of finite element analysis to evaluate the field states, i.e., strain energy densities. In this context, the work of Kita and Toyoda ͓25͔ can be considered a hybrid method since they use finite element analysis to update the stress states during each iteration of their algorithm. The HCA method is a finite element-based approach and, therefore, it sets the residual between external work and internal energy to zero at every iteration. Conversely, in the SAND-CA implementation of Tatting and Gürdal ͓26͔, the residuals are iteratively reduced to zero by the optimizer.
The HCA approach developed in this research implements local control rules that account for the model stability and numerical efficiency. No gradient information is required in the design process. Numerical instabilities such as checkerboarding and mesh dependency can be diminished using CA principles. In comparison to other finite element-based methods, the HCA algorithm presented in this work can dramatically reduce the number of iterations required for convergence.
Hybrid Cellular Automaton Algorithm
Biological structures and materials are continually adapting to changes in their physical environment. In bones, for example, it has been widely accepted that mineral tissue is resorbed in regions exposed to a low mechanical stimulus, whereas new bone is deposited where the stimulus is high. This process of functional adaptation is thought to enable bone to perform its mechanical functions with a minimum of mass. Many theoretical models for bone remodeling use the concept of an error signal as part of a strategy to simulate bone structural adaptation ͓31,32͔. These models imply the existence of an equilibrium state ͑or zero error condition͒ where the bone structure is adapted to the environment and no remodeling is required. For an overview of bone remodeling computational models see, e.g., Martin et al. ͓33͔ and Hart ͓34͔. Bone tissue is mainly composed of collagen, mineral, and water. From a physiological standpoint, besides the mineralized matrix, bone also contains bone cells. According to their function, bone cells may be divided into osteoclasts, which are the cells that resorb bone, or osteoblasts, which are the cells that form new bone, and osteocytes, which are the cells that sense mechanical stimuli. When the osteocytes detect a deviation in the mechanical stimulus level from the equilibrium state, they send a signal to the osteoblasts and osteoclasts to remodel the local bone structure. This local control process is the basis of the hybrid cellular automaton ͑HCA͒ algorithm ͓17͔.
In the HCA algorithm, the state of each cell ␣ i , is defined by design variables x i ͑e.g., density, geometry, elastic modulus͒ and field variables S i ͑e.g., stress, strain, strain energy density͒. The state of a cell can be expressed as
͑4͒
The design variables x i are defined according to the material model. This work makes use of the power-law approach and the relative density x i , defined in Eq. ͑2͒, is used as the design variable.
The definition of the field variables S i depends on the optimization problem to be solved. For the design of a rigid structure, the strain energy U quantifies the mechanical energy stored while undergoing deformation. The more rigid is the structure, the lower the strain energy it can store. In a discretized domain, the strain energy can be expressed as
where U i is the strain energy density ͑SED͒ in the CA and v i is its volume. The SED is the local indicator of the rigidity of the structure and, consequently, it is the field variable used in the present work. This optimization criterion is referred to as the uniform strain energy density distribution ͑USEDD͒ ͓35͔. With this criterion, the state of a CA is defined by
͑6͒
The USEDD criterion follows the principles of a fully stressed design, in which maximum rigidity is reached with minimum material ͓36͔. Locally, the optimization problem can be stated as
The error signal e i is defined as
where U i * is a local SED target and Ū i is an average SED value. This average value is defined as
where U j corresponds to the SED of a neighboring cell and N is the number of neighbors defined in the CA neighborhood. The lower bound x i min in Eq. ͑7͒, is required to avoid a singularity in the stiffness matrix for the finite element analysis. In this work x i min =10 −3 is used.
The equilibrium in a CA is determined by the condition e i =0. When this condition does not hold true, a local rule modifies the relative density x i to restore the equilibrium condition. The local rules developed in this investigation make use of different control strategies including two-position, proportional, integral, and derivative.
The HCA algorithm, illustrated in Fig. 3 , is described as follows ͓17͔:
• Step 1. Define the design domain, material properties, load conditions and initial design x͑0͒.
• Step 2. Evaluate the field variables S͑t͒ using finite element analysis ͑FEA͒.
• Step 3. Calculate the error signals e͑t͒ according to Eq. ͑8͒.
• Step 4. Apply the local rules R and update the design variables x͑t +1͒. • Step 5. Check for convergence. The final topology is obtained when the convergence criterion is satisfied; otherwise, the iterative process continues from Step 2.
The convergence criteria depend on the type of design rule used to update the design variables. In order to compare the different control strategies, the change in the mass of the structure is used as a convergence criterion. The mass is defined as
where i ͑t͒ is the variable mass density of the CA and 0 is its maximum value, i.e., the density of the solid material. The iterative optimization process converges when no further change in mass is possible. This state can be expressed as
Numerical experience with the HCA algorithm has shown that, in some applications ⌬M͑t͒ displays a cyclic behavior in which a small change in mass is followed by a bigger change. To avoid premature convergence, the convergence criterion is defined by using the average change in two consecutive iterations. This yields
where is a small fraction of the total mass of the solid structure. In this application, the fraction value is defined as = 0.001 ϫ M 0 , where M 0 is the maximum mass of the structure.
Local Control Rules
In this investigation, the design domain is composed of CAs that apply a local design rule using concepts from control theory. The local rules seek to minimize the deviation e i ͑t͒ between a target SED U i * and the averaged SED value Ū i ͑t͒. The amount of material in the final structure is indirectly determined by the target SED. The change in mass can be written as
The change in relative density can be stated as
where the error signal e i ͑t͒ is defined by Eq. ͑8͒ and the function f(e i ͑t͒) corresponds to a local control rule. Four control strategies are developed and implemented in this research. These strategies include two-position, proportional, integral, and derivative control. For an overview of industrial controllers see, e.g., ͓37͔.
Two-Position Control.
The two-position control is the simplest strategy to modify the relative density. With this rule, the change in relative density is determined by a discrete value c T and the sign of the error signal. This is given by
where c T is a positive constant and 
· ͑16͒
If the error signal e i ͑t͒ in a CA is not zero, then the relative mass changes the amount of c T . The change in relative density continues until the CA saturates, a condition that occurs when the CA reaches the maximum or minimum relative density value x i =1 or
Even through its simplicity, this control strategy does not work well in all systems.
Proportional Control.
The proportional control is the first alternative to a two-position control. If the error signal is large, then the design variable should probably change a lot. If the error is small, then the design variable should probably change a little. With this strategy, the change in relative density takes the form of
where the positive constant c P is referred to as the proportional gain. If the proportional gain is well chosen, the time to minimize the error will be as short as possible, with overshoot ͑or undershoot͒ and oscillation minimized. Unfortunately, proportional control alone is not sufficient in all control applications. One or more of the requirements for response time, overshoot, and oscillation may be impossible to fulfill at any proportional gain setting ͓38͔.
The concept of proportional control in bone remodeling has been used in several phenomenological approaches ͓39-46͔. In this investigation, the concept of proportional control has been extended to a generalized control strategy that includes also integral and derivative actions.
Derivative Control.
With the proportional control alone, the use of a high proportional gain results in a quick response of the system but it also might produce overshots and oscillations. On the other hand, the use of a low proportional gain minimizes these undesired effects but slows down the response of the system. Achieving both conditions ͑quick response and stability͒ may not be possible in all systems.
The addition of the derivative control reduces the change of the design variable suggested by the proportional control, when this change is too steep. With the derivative control, the change in relative density ⌬x i ͑t͒, is proportional to the derivative of the error with respect to a unitary change in time e i ͑t͒ − e i ͑t −1͒. This relation can be written as
where the positive constant c D is referred to as the derivative gain. In practice, the proportional and derivative controllers combined work well. The net effect is a slower response time with far less overshoot and ripple than a proportional controller alone
Integral Control.
A problem of the PD control is that it will not always settle exactly to the desired reference point. In fact, it is possible that a PD controller will ultimately settle to an output value that is far from that desired. The addition of the integral control drives the system toward the required set point or optimum state ͓38͔.
With the integral control, the change in relative density is proportional to the sum of all previous errors. This can be stated as
where the positive constant c I is referred to as the integral gain. Even though c I is typically small, a persistent error will eventually cause the sum to grow and the integral action will force a change in the design variables. In summary, two-position and proportional control are the two basic control techniques. Derivative and/or integral terms are sometimes added to proportional controllers to improve the response of a particular system. When all three terms are used together, the controller is referred to as PID.
Performance
To illustrate the performance of the HCA algorithm, let us consider the design of a simple cantilevered structure. The design domain for this structure is composed of 30ϫ 30 square elements with unitary thickness. Each element has unit volume of v i =1 ϫ 1 ϫ 1 mm 3 . For this structure, the linear isotropic material is characterized by a Young's modulus of E 0 =1.0 N/mm 2 and a Poisson's ratio of 0 = 0.3. The power-law approach, Eqs. ͑1͒ and ͑2͒, is used as the material model. A power of p = 3.0 will be used by default ͓47͔. The structure is rigidly supported on one side, while a load P = 1.0 N is applied at the center of the opposite side ͑Fig. 4͒.
A two-dimensional finite element model with a plane stress condition is used for structural analysis. The initial design corresponds to a solid block of material, i.e. x i = 1 for every cell. The strain energy in the initial design is U 0 = 4.3489 Nm. The initial average strain energy density is U 0i = 4.3489/ 900= 4.8 ϫ 10 −3 N/mm 2 . This value is arbitrarily chosen as the target U i * . Table 1 summarizes the default parameters of the HCA algorithm for the optimization of the cantilevered structure.
Control Strategy.
The control strategy used for the local design rule influences the performance of the convergence in the design process. The control strategies applied to this problem are: two-position, proportional ͑P͒, proportional-integral ͑PI͒, proportional-derivative ͑PD͒, and proportional-integral-derivative ͑PID͒ control. The convergence is tracked using global parameters: the strain energy U and the mass fraction F. The strain energy U, as defined in Eq. ͑5͒, is measured in Nm m. The mass fraction F is the ratio between the variable mass of the structure M and the total mass of the solid design domain M 0 . This can be expressed as
͑20͒
In terms of the design variable x i , this yields
This is equivalent to the fraction between the volume V of the structure and the total volume V 0 of the design domain. In the present problem, the volume of each CA is v i = 1.0 mm 3 , so the mass fraction is simplified to
6.1.1 Two-Position Control. Using the two-position control strategy, Eq. ͑15͒, the mass fraction F and the strain energy U gradually reach a stable equilibrium. Figure 5 depicts this behavior for a constant value of c T = 0.1. Increasing c T speeds up the convergence but it might decrease the stability. Figure 6 plots the convergence using c T = 0.25. Even though the local SED target in both cases is the same U i * = 4.8ϫ 10 −3 N/mm 2 , the final topologies are qualitatively different. In order to determine the best result, one could compare the SED distribution throughout the structures; however, this comparison exceeds the objectives of this work. 
Proportional Control.
With the proportional ͑P͒ control strategy, Eq. ͑17͒, the mass fraction F and the strain energy U asymptotically reach a stable equilibrium. Figure 7 shows the convergence for a controller gain of c P = 0.25/ U i * . Increasing the proportional gain improves the speed of the convergence but it might decrease the stability margins. Figures 8 and 9 depicts that situation using c P = 0.5/ U i * and c P = 1.0/ U i * , respectively. For this particular system, it is advantageous to use a larger proportional gain value since the number of iterations can be reduced.
Proportional-Integral Control.
The change in relative density using a proportional-integral ͑PI͒ controller is obtained by adding Eq. ͑19͒ to Eq. ͑17͒,
The addition of an integral action improves the steady state performance in the convergence; however, the oscillatory response in the transient state is increased. In some cases, an excessive oscillation in the transient state can prevent the design from converging. Figure 10 shows the convergence using PI control with c P = 0.25/ U i * and c I = 0.5/ U i * . In comparison to the case in which only proportional control was used ͑see Fig. 7͒ , one observes an acceleration in the transient state and the consequently a reduction of the number of iterations.
Proportional-Derivative Control.
The change in relative density using a proportional-derivative ͑PD͒ controller is obtained by adding Eq. ͑18͒ to Eq. ͑17͒,
The addition of the derivative action provides an anticipatory effect that results in the dampening of the convergence in the transient state. Figure 11 shows the convergence using PD control In comparison to the case in which only proportional control was used ͑see Fig. 9͒ , one observes a damping that increases the number of iterations.
Proportional-Integral-Derivative Control.
The change in relative density using a proportional-integral-derivative ͑PID͒ control strategy is obtained by adding Eqs. ͑17͒, ͑19͒, and ͑18͒. This can be stated as Figure 12 shows the convergence using PID control with c P = 0.25/ U i * , c I = 0.50/ U i * , and c D = −0.05/ U i * . Figure 13 shows the convergence with c P = 1.0/ U i * , c I = 0.5/ U i * , and c D = −0.5/ U i * . In both cases, there is an improvement in the convergence in comparison to the PI controller ͑see Fig. 10͒ and the PD controller ͑see Fig. 11͒ .
͑25͒
The PID controller needs to be carefully tuned by adjusting the proportional, integral, and derivative gains. Once this is done, one can maximize the response, minimize the settling time, and reduce or eliminate the overshoot as required. PID controllers are suitable for a wide variety of control applications, while proportional, PI and PD controllers are still adequate for particular situations. In order to compare the effect of the other parameters of the algorithm, let us make use of the two-position control with c T = 0.1 and the P control with c P = 0.5.
Initial Design.
The difference between the initial SED distribution and the local SED target determines the transient state behavior during the convergence. The worst case scenario corresponds to when all the design variables are set to x i = x i min , which leads to U i → ϱ. Figure 14 shows the behavior when the local design rule uses a two-position control strategy for this case. Figure 15 shows the convergence using a P control.
An initial random distribution of material might have a relatively high mass fraction F Ϸ 0.5, but also a very high initial strain energy. Figure 16 demonstrates the convergence using a twoposition control from a random starting point. Figure 17 shows the convergence using a P control. As shown in these figures, the random distribution has an effect in the final topology, which, in this case, results in a nonsymmetric layout.
Neighborhood Influence.
The type of the neighborhood ͑see Fig. 1͒ influences the resulting topology of the constitutive members in the final structure. The minimum member size is correlated with the size of the neighborhood. The use of an empty neighborhood ͑N =0͒ results in very thin members, which creates a checkerboard layout (Fig. 18͑a͒) . On the other hand, the topology obtained with an extended neighborhood ͑N =24͒ is composed of wider structural members (Fig. 18͑e͒) . 
Mesh Dependency.
The mesh refinement increases the resolution of the final topology but also increases the computational demands. Figure 19 shows the final topologies for different mesh sizes. In this structure, no qualitative difference in topology is observed among the resulting layouts.
6.5 Penalization Power. In the power-law approach, Eqs. ͑1͒ and ͑2͒, the purpose of the penalty power p is to provide a sharp transition from low stiffness to high stiffness and, therefore, suppressing intermediate density regions in the final topology. Figure  20 shows different final topologies obtained for different penalty power values. For the P control used by the local design rule, the power p has an effect on the number of iterations and the final topology. In particular, when p = 5.0 the structure does not develop 
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Transactions of the ASME the internal cross-shape that characterize the other results. The minimum value of the local objective function defined by Eq. ͑7͒, ͉e i ͉ = 0, is not accomplished by most of the cells in the final topology. In general, the upper or lower limit imposed on the design variables x i min ഛ x i ഛ 1, is reached before the objective function takes its minimum. Figure 21 identifies the resulting "gray" cells that have intermediate relative densities x i min Ͻ x i Ͻ 1.0. As expected, the higher penalization power produces a sharper transition from low stiffness to high stiffness and decreases the number of cells with intermediate relative densities.
6.6 Local SED Target. The local strain energy density ͑SED͒ target U i * is the parameter that ultimately defines the resulting mass fraction and strain energy of the final topology. Figure 22 shows the final topologies for different SED targets. As these results demonstrate, the final strain energy U is proportional to U i * while the final mass fraction F is inversely proportional to U i * . Figure 23 shows the nonlinear relationships between the target SED U i * , the final strain energy U, and the final mass fraction F. In the limits, this relationship between U and U i * satisfies U͑U i * → 0͒ → U 0 and U͑U i * → ϱ͒ → ϱ. On the other hand, the relationship between F and U i * satisfies F͑U i * → 0͒ → 1 and F͑U i * → ϱ͒ → 0.
The role of the local SED target U i * becomes more evident when it is related to the ratio between U and F. Figure 24 shows the linear relationship between U i * and U / F. The final topologies represent a balance between the final mass and the strain energy of the structure. Figure 25 depicts the tradeoff curve between F and U for various final topologies using the HCA algorithm. These results are compared to the ones obtained using the heuristic approach developed by Bendsøe ͓48͔ and implemented by Sigmund ͓49͔. That approach is based on optimality criteria ͑OC͒. Their updating rule requires gradient in- Figure 27 illustrates the results obtained using a 3D von Neumann neighborhood in a design domain composed of 30ϫ 30 ϫ 5 cells. The results shown are for a study in which different local SED targets were used.
Discussion
Cellular automata provide an alternative method to describe, understand, and simulate the behavior of complex systems. The premise under a CA model is that a global complex behavior can be simulated by local rules operating on the cells. The solution of local, simple equilibrium problems can provide an accurate and robust procedure to solve large and complex problems.
The hybrid cellular automaton algorithm requires the definition of design variables x and field variables S with their target values S * . With the SIMP material model, the relative density x i ͑t͒ was used as the design variable. Following the principle of the uniform strain energy density distribution as the optimization criterion, the strain energy density S i ͑t͒ was used as the field variable. The optimum is defined by the zero-error condition between the SED target and the mean SED in each cellular automaton ͑CA͒ in the design domain. The final topology of the structure balances total mass and strain energy. The ratio between strain energy and total mass is indirectly defined by the local SED target. It is possible to parametrize the algorithm in order to obtain a final desirable mass or strain energy. In that case, the local SED target needs to be adjusted through an iterative process.
The HCA algorithm is based on a set of local design rules. These rules make use of different control strategies including twoposition and proportional-derivative-integral ͑PID͒ strategies. The use of a PID controller can improve the convergence of the iterative design process. The PID control requires fine tuning of the proportional, integral, and derivative gains. A wrong selection of these gains might decrease the stability margins of the convergence. Determining optimal adjustment of these control parameters is one of the basic problems faced by control engineers. The tuning rules of Ziegler and Nichols ͓50͔ or the self-tuning methods proposed by Åström and Björn ͓51͔ can provide some procedures for this purpose.
The averaging process of the field variable following the CA principles provides a simple approach to decrease numerical instabilities in topology optimization ͑see Secs. 6.3 and 6.4͒. In contrast to image filtering techniques, the CA approach reflects a 
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Transactions of the ASME biological cell communication process that take place among sensor cells within biological structures. Similar ideas using a spatial influence region have been implemented in bone remodeling simulations ͓52͔ and independent filtering techniques ͓53͔. Moreover, the size of the structural components in the final topology seems to be proportional to the size of the neighborhood. Also, the selection of the penalization power influences the final geometry of the structure. Higher values make for a sharp transition between solid and void material, which seems to decrease the external area ͑or perimeter͒ of the structure. The selection of these parameters can be used along with structural decomposition ͓54,55͔ to provide the product designer with choices for feasible assemblies.
The nonconvexity of the structural optimization problem leads to different local minima. Changes in the HCA parameters, such as the control strategy and the number of neighbors, might drive the iterative process to qualitatively different solutions. However, all the final topologies form a tradeoff frontier between strain energy and mass, as depicted in Fig. 25 . The optimality of these solutions corresponds to the results obtained in solving a local optimization problem, Eq. ͑7͒. It can be verified that the final topologies are equivalent to those obtained using other methods that are based on optimality criteria; see Fig. 25 .
In the HCA algorithm, the local equilibrium condition U i * − Ū i = 0, agrees with the fully stressed design optimality criterion. This criterion implies that a cell that is not void is fully stressed. The monotonicity between the design variable x i and the field variable U i makes possible the use of local design rules based on control theory. This condition also avoids the use of sensitivity analysis during the design process. The extension of the HCA methods to problems where this monotonicity no longer holds true is under development.
As reported in the literature, the number of iterations for other finite element-based CA approaches can vary from several tens ͓27͔ to several hundreds ͓25͔. When using the HCA method presented in this work, the number of iterations in similar problems can be reduced to less than 20 iterations; see Fig. 28 . This convergence efficiency is also observed in three-dimensional problems, see Fig. 29 .
Conclusions
A new approach to topology optimization, referred to as the hybrid cellular automaton ͑HCA͒ method with local control rules, is presented in this work. This nongradient-based method makes use of the finite element method for structural analysis and cellular automaton theory for local design rules. In the HCA method, the design domain is discretized into a regular lattice of CAs that may be independent of the finite element mesh. The convergence in this method is determined by local design rules based on control theory. The rules seek to achieve a zero-error condition between a local strain energy density ͑SED͒ target and a local mean SED. The mean SED is calculated as the average within a fixed proximity of each CA in the design domain. The averaged region is defined by a classic CA neighborhood layout.
The HCA method does not require the use of image filtering techniques, gradient constraint, or perimeter control strategies to prevent numerical instabilities. The use of the average SED ͑in-stead of an actual SED͒ reduces the numerical instabilities such as checkerboarding and mesh dependency. The use of the zero-error condition as a local constraint practically eliminates intermediate densities.
A distributed control strategy drives the topology to an optimum configuration. The local design rules make use of twoposition and proportional-integral-derivative ͑PID͒ action. The control rules make this method unique and computationally efficient.
The application of the HCA method was illustrated through a two-dimensional continuum structure in cantilever. The influence of different HCA parameters on performance was demonstrated in this work. It has been shown in this work that the method can be directly extended to three-dimensional applications.
