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Abstract 
This paper mainly deals with the target detection using orthogonal Polyphase Multiple Input Multiple Output (MIMO) radar 
waveforms against compound-Gaussian clutter with an unknown covariance matrix. The design of orthogonal code sets with 
correlation properties can effectively improve the radar performance by transmitting orthogonal waveforms optimized by 
Particle Swarm Optimization Algorithm (PSO). The space-time coding MIMO radar model has adopted, and developed to 
compound-Gaussian case. The GLRT is developed by assuming known covariance matrix, and then, a suitable estimate based 
on secondary data is inserted into the detector to make fully adaptive. The simulation results show that the orthogonal 
waveform and the GLRT used in MIMO radar Model can provide a good performance in spikier clutter. 
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1. Introduction 
    Multiple Input and Multiple Output (MIMO) Radar systems have the potential to dramatically improve the 
performance over single antenna system [1]. The MIMO radar employs multiple transmitting waveforms and has 
the ability to jointly process signals received at multiple receiving antennas, which uses the widely separated 
transmitters and receivers such that the target is observed from many different aspects simultaneously, resulting in 
spatial diversity, which can improve radar detection performance [2-4]. MIMO radar can increase the number of 
available degree of freedom. This degree of freedom can be exploited to improve resolution, clutter mitigation and 
classification performance. The maximum degree of freedom is more for distributed MIMO rather than monostatic  
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radar [5].One of the important properties for MIMO radar is the resolution performance enhancement.  The range 
resolution can be significantly improved by using very short pulses. This results in the decrease in received signal 
to noise ratio.  To increase signal to noise ratio various Pulse compression techniques were developed. The 
orthogonal waveforms used by the MIMO radar systems must be carefully designed to avoid the self-interference 
and detection confusion. For high range resolution and multiple target resolution, the aperiodic autocorrelation 
functions of sequences should have low peak sidelobes level. Design of Orthogonal code sets with low 
Autocorrelation Sidelobe Peaks (ASP) and Crosscorrelation Peaks (CP) is crucial for the implementing MIMO 
radar systems. The performance criteria of orthogonal waveforms are judged by their correlation properties [6].  
These systems are coded with binary sequences, polyphase sequences, or frequency hopped sequences. Polyphase 
experiences a greater degree of displacement and modulus is constant over the time duration. Therefore, polyphase 
code is increasingly becoming a favorable alternative for radar signals. Polyphase orthogonal waveforms are 
designed using various optimization algorithms such as Simulated Annealing (SA) [7], Modified Genetic 
Algorithm (MGA) [8] Multi-Objective Micro Particle Swarm Optimization (MO-MicPSO) [9] to lower ASP and 
CP. All the optimized algorithms are developed to minimize the interference by minimizing autocorrelation and 
crosscorrelation but there is need to generate these waveforms with in minimum time to transmit waveforms in real 
scenario. Hence there is need to find such optimization algorithms. As the radar resolution increases, the statistics 
of the clutter have no longer been observed to be Gaussian. The experimental evidence shows that high resolution 
radar systems are now plagued by target- -Gaussian heavy tailed observations 
[10][11]. Based on the physical radar scenario, Conte and Longo [12] suggested that the radar clutter process can 
be represented by the class of Spherically Invariant Random Process (SIRPs). In particular the normal, the 
generalized Laplace, the generalized Cauchy, the generalized Gaussian, the student-t, the Weibull, the Rician, the 
Rayleigh, the K-distribution and the Gaussian are consistent with this model. Among these, the most commonly 
adopted, namely the K-distribution, are compatible with the compound-Gaussian model [14-17].Recently the 
Generalized likelihood Ratio Test (GLRT) [18-22] detector is shown to yield excellent performance and it is very 
much attractive for radar detection in the presence of correlated non-Gaussian clutter modeled as multivariate 
compound-Gaussian form. In many of the contributions in the existing literature, the compound-Gaussian clutter 
model has been well accepted not only for its suitability in formulation of the GLRT detection scheme but also its 
consistency with the K-distribution which gives deep insight into the scattering mechanism of low-grazing angle 
land clutter and high resolution sea clutter. The rest of the paper is organized as follows. Section 2 presents the 
polyphase orthogonal coded waveform. Section 3 presents the Particle Swarm Optimization algorithm. Section 4, 
presents the signal model and the GLRT design of MIMO radar. The performance of the derived GLRT is 
analyzed in Section 5. In Section 6, the conclusions are drawn. 
Nomenclature  
NT Number of Transmitting Antennas  
NR  Number of Receiving Antennas 
Ti  Target data vector  
k secondary data vector  
ri received signal from the primary data  
rik received signal from the Secondary data 
 ni compound Gaussian random vector Clutter vector  
ro covariance structure  
det(.)  determinant 
 One-log Correlation Coefficient 
A aperiodic autocorrelation function  
C aperiodic Crosscorrelation function 
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t discrete time index 
 phases of the signal 
M   number of phases 
X[i] initial Particle Swarm sequence 
P[i] position of each swarm particle 
Vx[i] velocity of each swarm particle 
g[i] gbest position of each individual 
i non negative random Variable 
i correlated complex circular Gaussian vector 
S polyphase code set 
H0 hypotheses test without target 
H1 hypotheses test with target 
 complex Conjugate  
2. Polyphase Waveforms & Objective Functions 
 The waveforms designed in this paper are phase only complex waveforms. The advantages of this kind of 
waveform modulus are constant over all time duration. The transmitter can work with full power condition [8]. 
Assuming that orthogonal polyphase code set consists of NT orthogonal waveforms, each represented by a 
sequence of N samples. The pth waveform of NT orthogonal waveform set is as follows [7]: 
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     Where l(n) is the phase of subpulse n of signal p in the signal set. If the number of the phases available to be 
chosen for each subpulse in a code sequence is M, the phase for a subpulse can only be selected from the following 
phase values. 
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     Considering a polyphase code set S with code length of N, set size of NT , and distinct phase number M, one 
can concisely represent the phase values of S with the following NT *N phase matrix. Where the phase sequence in 
row  p(1 T) is the polyphase sequence of signal p, and all the elements in the matrix can only be chosen from 
the phase set in (2). The autocorrelation and cross correlation properties of orthogonal polyphase codes, we get  
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          Where l p,   are the aperiodic autocorrelation function of polyphase sequence l and the 
crosscorrealtion function of sequences p and q, and t is the discrete time index. Therefore, designing an orthogonal 
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polyphase code set is equivalent to the constructing a polyphase matrix with the l p,  in (3) and 
(4). A rational cost function is the key to optimal waveform design. The energy based cost function to be used for 
MIMO radar signals design is as follows [8] where w1,w2,w3,w4 are chosen as 1, but these can be optimized.  
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3. Particle Swarm Optimization Algorithm 
     A lot of optimization methods have been developed for solving different types of optimization problems in 
recent years. There is no known single optimization method available for solving all optimization problems. The 
modern optimization methods are very powerful and popular methods for solving complex engineering problems. 
These methods are particle swarm optimization algorithm, neural networks, genetic algorithms, artificial immune 
systems, and fuzzy optimization. The Particle Swarm Optimization algorithm is a novel population-based 
stochastic search algorithm and an alternative solution to the complex non-linear optimization problem. The 
particle Swarm concept originated as a simulation of simplified social systems. The original intent was to 
graphically simulate the graceful but unpredictable choreography of a bird flock. At some point in the evolution of 
the algorithm, it was realized that the conceptual model was, in fact, an optimizer. Through a process of trial and 
error, a number of parameters extraneous to optimization were eliminated from the algorithm, resulting in the 
simple original implementation. In PSO, each member of the population is called a particle and the population is 
called a swarm. Starting with a randomly initialized population and moving in randomly chosen directions, each 
particle goes through the searching space and remembers the best previous positions of itself and its neighbors. 
Particles of a swarm communicate good positions to each other as well as dynamically adjust their own position 
and velocity derived from the best position of all particles. The next step begins when all particles have been 
moved. Finally, all particles tend to fly towards better and better positions over the searching process until the 
swarm move to close to an optimum of the fitness function. The PSO method is becoming very popular because of 
its simplicity of implementation as well as ability to swiftly converge to a good solution. It does not require any 
gradient information of the function to be optimized and uses only primitive mathematical operators. As compared 
with other optimization methods, it is faster, cheaper and more efficient. In addition, there are few parameters to 
suited to solve the non-linear, non-convex, continuous, discrete, integer variable type problems. PSO has been used 
as a robust method to solve optimization problems in a wide variety of applications.  
3.1. Algorithm 
  Initialize a population (array) of particles with random positions and velocities in the problem space. Generate 
the individuals xo[i], i  of initial generation (k=0) randomly. 
 For each particle, evaluate the desired optimization fitness and Compute the evaluation value and update px[i] 
and Vx[i] for all individuals.  
 
        ixip kx if iJiJ pkk ,  ixiV kx if iJiJ akk ,                             (6) 
 
 
overall previous best. If current 
and value. If current value is better than pbest, then set pbest location. Compute gk by the following equation. 
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 ixig kx if iJiJ gkk ,                             (7) 
 
 Change the velocity, position and acceleration of the particle according to the equations. 
 
  iiVixix kkk ,1                                        (8) 
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        c1, c2 and k are weight coefficients. 
 ddiag .,........., 21  
 ddiag .,........., 21 , 1,0,1,0 ii    where i is an pseudorandom numbers. 
 The Cost Function (CF) is calculated using the equation (5).Check the cost function values and update the 
pbest and gbest, then repeated 2 through 5. 
4. Signal Model 
Consider a MIMO radar system with NT transmitter antennas and NR receiving antennas. A better spatial 
resolution for clutter can be obtained when the distance between transmitting antennas are small enough compared 
to the distance between the target and radar station. A finite duration NT *1 vector signal is modulated and emitted. 
Then waveforms are reflected back by the target and clutter, in a receiver, NR waveforms are received and 
demodulated and is processed by a receiving filter to further determine the existence of the target [26].Suppose that 
  available. Denote that 
ri and rik k are the received signal from the primary and secondary data. Then, the detecting of 
a target with MIMO radar can be formulated in terms of the following binary hypotheses test.  
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     Where, S is the transmitted code matrix. Ti=[Ti1 is]T are the complex values accounting 
for both the target backscattering and the channel propagation effects between the transmitters and receivers. 
ri=[ri1 iN]T are the echo signals of the ith receiver antennas contaminated by the clutter. The 
clutter vectors ni are assumed as compound Gaussian random vector i.e., 
 
rin iii ....,.........1,                             (11) 
 
     The texture i is non negative random variable and the speckle components i are correlated complex circular 
Gaussian vectors and independent to each other. At the design stage, i is assumed as unknown deterministic 
parameters. This is independent Zero-mean complex circular Gaussian vector with covariance matrix. 
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     Where ro=[CiCi ] is the covariance structure. According to the Neyman-Pearson criterion, the optimum solution 
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to the hypotheses testing problem is the likelihood ratio test, but, for the case at hand, it cannot be implemented 
since total ignorance of the parameters is assumed. A possible way to circumvent this drawback is to resort to the 
GLRT which is tantamount to replacing the unknown parameters with their maximum likelihood (ML) estimates 
under each hypothesis. The GLRT detector based on the primary data and assuming that ro is known, can be 
obtained by replacing the unknown parameters with their maximum likelihood estimates in the likelihood ratio. To 
determine the maximum likelihood estimators [27] of the complex amplitude Ti as       
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     In a practical adaptive radar system, the covariance matrix of the clutter is estimated from a set of secondary 
data, which must be representative of the samples in the Cell Under Test (CUT). The secondary data is often taken 
from L cells that are just in the neighborhood of the CUT, and due to this geographical proximity, these cells share 
approximately the same covariance structure. In order to make the derived detectors fully adaptive, we replace the 
covariance matrix Ro by a suitable estimate in the LHS of based on the secondary data, which shares the same 
correlation properties with the cell under test and free of signal. To make the detectors ensure the CFAR property 
w.r.t texture statistics, a normalized sample covariance matrix is adopted [13], based on the secondary data 
collected by the receiver antennas, that is, 
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Substituting (14) in (13), we come up with the following adaptive detectors,[27] i.e., 
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With given N, the proposed adaptive detector ends up coincident with as K diverges. However, for finite K, the 
performance of the estimate and, eventually, of the adaptive detector itself depends upon the actual values of N. It is 
thus necessary to quantify the loss of the proposed decision strategy with respect to its non adaptive counterpart under 
situations of exact covariance matrix. Finally, the transmit code matrix S is the orthogonal polyphase time codes, 
and the Signal-to-Clutter Ratio (SCR) is defined as 
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In order to limit the computational burden, we assume pfa as 10-4 and also to save the simulation time. 
 
5. Performance analysis of the whole model 
     Consider a polyphase code set with antenna size of L=4, code length of N=40, distinct phase number of M=4. 
The simulation is carried out in matlab. Table 1 shows the phase of only the 8 values searched by presented 
algorithms. The eligible phase value for the design is {0, 1, 2, 3}. Table 2 shows the autocorrelation and cross 
correlation properties of the polyphase code set. The diagonal terms in the able normalized ASP of the desired 
sequences, and the off diagonal terms are the normalized CP between different sequences in the sequence set. The 
average ASP is about -17.1 dB, and the average CP is about -13.9 dB. Table 3 shows the comparison of average 
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autocorrelation and cross correlation of proposed algorithm with Genetic algorithm [8].  
 
Table 1 4 polyphase waveforms generated using PSO 
Sl. No Seq1 Seq2 Seq3 Seq4 
1 3   0 0 2 
2 0 0 1 0 
3 3 1 1 2 
4 0 1 3 2 
5 1 1 3 0 
6 0 0 0 0 
7 0 2 1 0 
8 0 3 3 2 
 
Table 2 ASP and CP of the polyphase waveform for N=40, L=4and M=4 
 seq1 seq2 Seq3        seq4 
seq1 0.1118 0.2 0.2016 0.2016 
seq2 0.2016 0.09014 0.2121 0.1820 
seq3 0.2016 0.2121 0.125 0.2136 
seq4 0.2016 0.1820 0.2136 0.2264 
 
Table 3 ASP and Cp of the polyphase waveform for N=40 L=4 
Algorithms 
Average 
Auto 
correlation 
Average 
cross  
correlation 
Execution 
time 
GA[8] 0.147 0.2078 16 sec 
PSO 0.1384 0.2018 11.35 sec 
 
     The above generated Code matrix is used in the signal model mentioned in the section 4.The shape parameter v 
of the clutter that affects the detection performance is analyzed. The pds of GLRT and of GC-GLRT are plotted 
versus SCR with Pfa=10-4, N=8, NT =4, NR  K=32 for several values v in Fig.1. The curves show that the 
performance of GLRT with polyphase waveform is better in spikier clutter with smaller v, however, as to GC-
GLRT, the situation is reverse. It is because that the GLRT is devised in compound-Gaussian clutter, and the GC-
GLRT is devised in Gaussian clutter, the performance is better for more matched case. The results are better than as 
shown in [27]. 
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Fig1. Pd versus SCR plots of GLRT (solid curves) and GCGLRT (dashed curves) receivers,  
-4, N = 8, NT =4, NR =4,  
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     The effect of the number of receiving antennas is studied in fig 2 and the Pd s are plotted versus SCR with several 
values of NR. The curve of GLRT shows that the performance of NR =2 is better than that of NR =4 and NR =6. As to 
the GC-GLRT, the increase in the value NR can lead to a significant performance improvement. 
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Fig2. Pd versus SCR plots of GLRT (solid curves) and GCGLRT (dashed curves) receivers,  
f -4, N = 8 , NR =4 , R   as a parameter. 
     The number of transmitting antennas that effect the performance of detection is analyzed in fig 3, and the pd are 
plotted versus SCR with several values of NT. The results show that the performance is increased steadily with 
increasing the number of NT for both GLRT and GC-GLRT.  
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Fig3.Pd versus SCR plots of GLRT (solid curves) and GCGLRT (dashed curves) receivers, 
for Pfa -4, N = 8 , NR =4, T as parameter 
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Fig4. Pd versus SCR plots of GLRT (solid curves) and GCGLRT (dashed curves) receivers,  
-4, N = 8 ,NR =4,v T =4, K as a parameter 
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     To make the GLRT fully adaptive, the estimated covariance matrix using the secondary data is inserted into which 
are obtained with known covariance matrix. The effect of the size K of the secondary data on the performance of  
GLRT and GC-GLRT is analyzed in Fig. 4. The curves show that the increase in the size K can lead to a significant 
performance improvement for the GLRT. 
 
6. Conclusion 
    In this paper, we have presented a new numerically optimized method of polyphase coded waveform for orthogonal 
MIMO radar and the development of radar detection problem to compound-Gaussian case with the GLRT detection. A 
new numerically optimized method is applicable to the case where the transmitted waveforms are orthogonal. The 
proposed method applies the PSO algorithm can get superior correlation properties to any existing sequences in 
literature. This approach is an alternative tool for the design of multiple orthogonal discrete frequency coding sequences 
with good correlation. In receiver side the GLRT has been adopted, with a suitable estimate based on secondary data to 
make fully adaptive. It should be pointed out that the normalized sampled covariance matrix can ensure the CFAR 
property with respect to textures, however, does not guarantee CFARness with respect to the structure of the covariance 
matrix. The performance of the GLRT and together with GC-GLRT is studied by several numerical results. The results 
show that the GLRT has the better performance in spikier clutter. 
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