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The quantum critical detector (QCD), recently introduced for weak signal amplification [Opt. Express 27,
10482 (2019)], functions by exploiting high sensitivity near the phase transition point of first-order quantum
phase transitions. We contrast the behavior of the first-order as well as the second-order quantum phase
transitions (QPTs) in the detector. We find that the giant sensitivity, which can be utilized for quantum
amplification, only exists in first-order QPTs. We define two new magnetic order parameters to quantitatively
characterize the first-order QPT of the interacting spins in the detector. We also introduce the Husimi Q-
functions as a powerful tool to show the fundamental change in the ground-state wave function of the detector
during the QPTs and especially, the intrinsic dynamical change within the detector during a quantum critical
amplification. We explicitly show the high figures of merit of the QCD via the quantum gain and signal-to-
quantum noise ratio. Specifically, we predict the existence of a universal first-order QPT in the interacting
spin system resulting from two competing ferromagnetic orders. Our results motivate new designs of weak
signal detectors by engineering first-order QPTs, which are of fundamental significance in the search for new
particles, quantum metrology, and information science.
I. INTRODUCTION
Detection of weak quantum signals is central to preci-
sion metrology1,2, search for new fundamental particles3,
studying gravitational effects4, and quantum information
science5,6. An early example of a weak signal detector
is the bubble chamber for charged particle detection in
high-energy physics experiments7. Here, superheated liq-
uid vaporizes into gas bubbles, which traces out the path
of the charged particle. Another more recent example
of a quantum detector is the superconducting nanowire
single photon detector (SNSPD)8. Here, a single photon
causes a click event in a critically biased superconduc-
tor by inducing a phase change to the normal conducting
state. The common theme between these two detection
mechanisms is a weak signal inducing a thermodynamic
phase transition. This concept recently inspired a new
class of detectors that function by a weak signal trig-
gering a quantum phase transition (QPT). To emphasize
the need for a critical biasing field and a quantum (as
opposed to classical) phase transition, we address this
device as the quantum critical detector (QCD)9.
The word “critical” in QCDs is used to emphasize the
need for a critical biasing signal which is not required in
widely utilized quantum linear amplifiers. The philoso-
phy of operation is similar to a conventional single pho-
ton triggered avalanche process where a weak signal (i.e.
single-photon pulse) triggers an avalanche in an optimally
biased system leading to a large number of electron hole
pairs. The key difference is the read-out mechanism (am-
plification) in the QCD which is not an avalanche but is
related to the phase transition that causes a macroscopic
a)Electronic mail: zjacob@purdue.edu;
http://www.electrodynamics.org/
excitation in a single bosonic output mode or an abrupt
change in the long-range order of spins. The concept of a
“click” or single-shot quantum detection event is related
to the non-analyticity that occurs near the phase tran-
sition point as a parameter in the detector is perturbed.
QCDs necessarily require a first-order phase transition
to ensure a giant change in macroscopic observables aris-
ing from a weak perturbing signal. Our focus is not the
critical point of continuous phase transitions which have
been recently exploited in quantum critical metrology10.
This approach of exploiting first-order QPTs to de-
tect signals in a single shot is fundamentally different
from repeated measurement schemes, parameter estima-
tion or quantum sensing/metrology1,2,11. The read-out
mechanism in these established schemes are related to in-
terferometric processes which can be enhanced through
engineering quantum states of light12,13 or matter14. In
stark contrast, the QCD does not utilize an interferomet-
ric read-out but requires a quantum bias that prepares
the detector in a pre-determined phase close to the phase
transition point9.
We also emphasize that the mechanism of quantum
critical amplification is fundamentally different from
the well established concept of quantum linear ampli-
fiers15,16. In this traditional amplification approach, the
weak input signal is directly amplified to generate a large
output signal. The information carriers in input and out-
put signals are usually of the same kind (eg: bosonic ex-
citations) and the gain of the amplifier is defined as the
output-to-input ratio of signal amplitudes not particle
number. The canonical example is the quantum linear
amplifier, including the phase-preserving (phase insensi-
tive)17 and parametric (phase-sensitive) amplifiers18–21.
In his seminal work16, Caves presented a comprehensive
review of the fundamental quantum limit for linear am-
plification under this scheme. This quantum limit lays a
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2lower bound on the minimum amount of noise added by a
high-gain bosonic quadrature amplifier during the ampli-
fication22,23, which has also been generalized to fermionic
amplifiers24.
In stark contrast, for the phase transition amplifica-
tion scheme, the weak input signal functions as a control
of an optimally biased phase transition system, which is
significantly different from the quantum linear amplifiers.
In these critically biased amplifiers, the input and output
information carriers can be fundamentally different (eg:
input photons and output electrons) and the correspond-
ing gain (i.e., the amplification factor) is defined as the
ratio of the outputs with and without the input control
signal. The classical critical detectors have been exten-
sively used in practical experiments, such as the SNSPD8,
the single-photon avalanche diode (SPAD)25, etc. The
key amplification mechanism in the superconducting de-
tectors is based on the thermodynamic (classical) phase
transition triggered by the weak input signal. The QCD
falls under this critical amplification scheme and it is an
open question whether quantum limits can be placed on
this class of critically biased amplifiers26.
In this paper, we show universal detection and ampli-
fication behavior in a class of models exhibiting quantum
phase transitions. We use this to explain the amplifica-
tion mechanism of a QCD. The detector model we in-
troduce is closely related to the Dicke model27 and the
Lipkin-Meshkov-Glick (LMG) model28–30. We also intro-
duce two new magnetic order parameters (OPs) to rig-
orously characterize the first-order QPTs in the detector
model. By employing a mean-field theory as well as full
numerics, we generate the complete phase diagram of the
detector.
We uncover the first-order QPT in the LMG model,
which is essential for our proposed QCD and has not
been revealed in previous literature. We find that the
first-order QPT is fundamentally tied to the competition
between two ferromagnetic phases with long-range spin
order in x- and y-axis, respectively. We also predict that
a universal first-order QPT exists in an interacting spin
system with competing ferromagnetic orders.
We also numerically show that, at the first-order phase
transition point of the detector, the sensitivity function
χ diverges with N2-scaling, where N is the spin number.
This scaling is much faster than previous first-order phase
transitions31,32 and provides extraordinary high sensitiv-
ity for weak signal detection. To understand the micro-
scopic mechanism of the QPTs, we display the funda-
mental changes in the ground-state wave function during
the phase transitions using Husimi Q-functions.
For natural atomic systems, the superradiant QPT in
the Dicke model has been ruled out by the no-go theo-
rem 33,34. Here, we show explicitly how to overcome this
no-go theorem. We show that the spin-spin (atom-atom)
interaction can decrease the strong atom-field coupling
required by the superradiant QPT significantly. This al-
lows the super-radiant QPT to occur.
Our work overcomes challenges in the simulation of
quantum phase transition dynamics with weak signal per-
turbation. The dynamical evolution of a system near the
phase transition point necessarily involves excited states
which can show significant deviations from the conven-
tional ground-state to ground-state transition behavior.
Via direct time-dynamic numerical evaluation, we over-
come this issue. We show the linear scaling in both the
maximum quantum gain and the corresponding signal-to-
quantum noise ratio (SQNR), which reveal high figures
of merit of our QCD. We also use the time-dependent Q-
functions to show the macroscopic changes in the bosonic
output mode and the long-range spin order during the dy-
namical critical amplification in our QCD. Usually, the
enhanced decay of the Loschmidit echo around the phase
transition point is utilized to measure QPTs35,36. How-
ever, this enhanced echo decay exists in both first-order
and second-order QPTs and only describes the devia-
tion in the wave function from the initial state during
the QPT. The enhanced quantum gain around the phase
transition point addressed in this paper is a unique and
universal characteristic of first-order QPTs, which cap-
tures the fundamental change in the macroscopic order
of the detector.
Our proposed device can be obtained by engineer-
ing a multi-qubit system to exhibit an artificial phase
transition. We note that simulation of quantum phase
transitions has become a major recent area of interest.
Second-order Ising-like QPTs have been demonstrated in
experiments with trapped ions37, cold atoms38 and cir-
cuit QED39. As QPTs occur at zero temperature, our
proposed QCD may have higher signal-to-noise ratio and
lower dark counting rate than detectors utilizing thermo-
dynamic phase transitions.
We also note, that the detection of the axion, which is
the prominent dark-matter candidate, is based on mea-
suring single microwave photons generated from axion-
photon conversion process 3,40,41. Currently, efficient de-
tection of propagating microwave single-photon pulses re-
mains challenging, due to the extremely low energy car-
ried by the pulse42–44. Our proposed quantum signal
detector based on first-order quantum phase transitions
might pave a new path for microwave photon counting
and axion detection.
This paper is organized as follows. We first provide
a general introduction to the QCD paradigm in Sec. II.
Then, we introduce the Dicke-LMG model as an explicit
detector model to demonstrate the QCD in Sec. III. In
Sec. IV, we establish two new magnetic order parame-
ters (OPs) to characterize the quantum phases of the
detector and present the complete phase diagram of the
detector obtained from the mean field theory. By split-
ting the Dicke-LMG model into three sub-models, we
study the first-order as well as second-order QPTs ex-
isting in the full model and the fundamental changes in
the ground-state wave function during the phase transi-
tions in Sec. V. In Sec. VI, we demonstrate the dynamical
quantum critical amplification in the QCD by exploiting
the giant sensitivity of the first-order QPT. In Sec. VII,
3we list some possible platforms to demonstrate our QCD.
Finally, we collect our main conclusions in Sec. VIII. The
details of the mean-field theory are given in Appendix A
and the numerical approach used in this paper is pre-
sented in Appendix B.
II. QUANTUM CRITICAL DETECTOR
In our previous work9, we proposed a prototype QCD
by exploiting the giant sensitivity in a first-order QPT.
Our QCD is inspired by the routinely used classical crit-
ical detectors, such as SNSPD6,8 and the bubble cham-
ber7. The amplification of these classical detectors is
based on the ultra-high sensitivity of the detector at the
phase transition point of the thermodynamic (classical)
phase transitions. Our QCD is the first quantum ana-
log of the classical critical detectors. In this section, we
explain the input signal, the amplification mechanism,
and the macroscopic output signal of our QCD explic-
itly. We also explain why first-order QPTs are essential
for quantum critical amplification.
To show the analogy between our proposed QCD with
the conventional detectors, we deconstruct the SNSPD
to explain the amplification scheme in classical critical
detectors. The input of the SNSPD is a single-photon
pulse—an extremely weak quantum signal. The core
element of the SNSPD is a superconducting nanowire
with typical width 100 nm, thickness 8 nm, and length
10µm45,46. The current in the superconducting nanowire
is biased very close to the critical current, thus even a
single-photon pulse can break the superconductivity47.
The output signal is the voltage difference between the
two ends of the superconducting nanowire. In the trans-
duction (absorption) process, the incident single-photon
pulse generates one resonantly excited electron. As the
center frequency of the pulse is much larger than the en-
ergy gap of the superconductor, this highly excited elec-
tron will break hundreds of Cooper pairs via the strong
electron-electron interaction. Then, the local tempera-
ture around the excited electron increases to form a hot-
spot. This hot-spot diffuses and reduces the local density
of the superconducting electrons within this small hot re-
gion. Finally, a phase transition from a superconductor
to a normal metal in this small cross-section slab occurs
and blocks the superconducting current in the nanowire.
An observable output voltage pulse is generated to realize
the amplification. Here, we see that the high sensitivity
in the superconducting phase transition and the critical
bias current play the key roles in weak quantum signal
amplification.
Next, we show the analogy between a QCD and the
SNSPD and explain the macroscopic output signal of our
proposed detector.
A. Quantum critical amplification scheme
The full measurement in our QCD is split into two
main processes: transduction (absorption) and amplifi-
cation. In our proposed QCD, absorption of the incident
weak signal leads to a small time-dependent variation in
a relevant parameter of the detector system instead of
the temperature. The amplification is realized by the
QPT triggered by this parameter variation, in contrast
to the thermodynamic phase transition triggered by the
temperature change in an SNSPD.
The input signal of our QCD can be an arbitrary quan-
tum weak signal, such as a single-photon pulse. After
absorption of this input signal, a small time-dependent
variation in the detector parameter is generated. Simi-
lar to the classical critical detectors, we also need to bias
our QCD very close to the phase transition point to guar-
antee that this small parameter variation can cross the
phase boundary to trigger a QPT. As explained later,
when a first-order QPT occurs, a large output change
can be obtained to complete the amplification. We see
that the amplification scheme in the QCD is the same
as the classical critical detector, with only replacing the
thermodynamic phase transition with a QPT.
In practice, we can engineer and select which param-
eter of the detector to be changed by the input signal.
One example is the interaction strength within the de-
tector, e.g. the spin-boson coupling or spin-spin coupling
shown in this paper. It can also be a small effective mag-
netic field change coming from the magnetic dipole of
the absorber, such as a nitrogen-vacancy center48. The
dynamics of the absorption of a quantum pulse can be
theoretically incorporated into the dynamical quantum
critical amplification49,50. Without loss of generality, we
model the transduction (absorption) process as a tempo-
ral change in the detector parameter, which is assumed to
be proportional to the input signal absorption probabil-
ity for simplicity. For a specific realization of the QCD,
the transduction process can be numerically simulated
via the quantum pulse scattering theory50,51.
B. Macroscopic output signal
The output amplified signal of a QCD is the macro-
scopic change in one of the OPs. One simple example
demonstrated in this paper is the superradiant OP, i.e.,
the macroscopic excitation in a single bosonic mode. Be-
fore the absorption of the incident weak signal, the detec-
tor is biased in the ground state of the phase, in which
the bosonic mode is in the vacuum state. Finally, the
bosonic mode evolves to a state with macroscopic excita-
tions after the first-order QPT is triggered by the input
signal. The macroscopic population in the bosonic mode
can be read out via a classical device directly.
The detector model and the corresponding readout
channel presented in this paper is only one explicit ex-
ample to show the amplification mechanism of the QCD.
4In practice, we can engineer the QPTs, readout channel,
and especially the interaction between the detector and
the input signal to detect different kinds of particles, such
as photons, charged particles, axions, etc. Another out-
put signal of the prototype QCD in this paper could be
the magnetic noise change, i.e., readout the in-plane mag-
netic fluctuations of spins with spin noise spectroscopy52.
.
C. Essential role of the first-order quantum phase
transition
Now, we explain why first-order QPTs are essential
for QCDs. A QPT describes an abrupt change in the
ground state of a many-body system at zero tempera-
ture53. Most of the QPTs discovered in physical sys-
tems are of second-order, like the QPTs in Ising model54,
the Hubbard model55,56 and Bose-Hubbard model57, the
LMG model28–30, the Dicke model27,58–60, etc. Here,
we emphasize that first-order instead of second-order
QPTs are required for quantum critical amplification.
We compare the differences between first- and second-
order QPTs schematically in Fig. 1. From panel (a), we
see that the order parameter in second-order (or higher-
order) QPTs changes continuously at the phase transi-
tion point λc. No macroscopic change in the OPs, which
functions as the output signal of a QCD, exists during a
second-order QPT. Even at the phase transition point, a
large parameter variation is required to obtain an observ-
able change in the system. This large parameter varia-
tion cannot be induced by a weak input signal, such as a
single-photon pulse. Thus, a high quantum gain cannot
be obtained using second-order QPTs, which limits their
practical applicability for weak signal amplification. In
contrast to the continuous phase transitions, the order
parameter changes discontinuously at the phase transi-
tion point in a first-order QPT. Thus, even a very small
parameter change at the phase transition can lead to a
significantly large change in the values of the OP (the
output signal). This elucidates the great potential of
first-order QPTs for high-gain amplifiers.
To characterize the sensitivity of a phase transition
system, we defined a sensitivity function as the first
derivative of the order parameter. From panel (b), we
see that a non-analytical ”kink” exists in the sensitivity
function of both first- and second-order QPTs. However,
the height of the sensitivity function at the first-order
QPT point, which diverges in the thermodynamic limit,
is much higher than that of a second-order QPT with a
finite peak. Thus, first-order QPT can have much higher
sensitivity and provides a natural platform for quantum
metrology1,11, quantum amplification16, and new types
of single-photon detectors6. We note that originally, the
critical point has been specifically used to denote the
point where a continuous thermodynamic phase transi-
tion occurs. Thus, the concept of quantum critical point
and quantum criticality is traditionally used only for
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Figure 1. Schematics of the difference between first- and
second-order quantum phase transitions with the order pa-
rameter (OP) in panel (a) and the sensitivity characterized
by the first derivative of the order parameter (dOP/dλ) in
panel (b). Here, λc denotes the phase transition points.
continuous quantum phase transitions53. To avoid con-
fusions in interpretation of ”critical” for discontinuous
QPTs in the detector context vs. the concept of ”criti-
cal” in the continuous QPT context, we denote the op-
timum bias point of the detector as the phase transition
point hereafter. It should however be noted that even at
the discontinuous first-order QPT point, the free energy
and entropy still change continuously with temperature.
We also emphasize that the discontinuous jump and
the diverging sensitivity in first-order QPTs result from
a macroscopic order change in the ground states of two
neighbouring quantum phases. Due to the vanishing en-
ergy gap at the phase transition point, the transition be-
tween the ground states of two quantum phases cannot
be realized by a unitary adiabatic operation61. By vary-
ing a parameter accross the phase transition point with
time, one cannot induce a QPT from one ground state to
the other in practice. Thus, a dynamical detection event
may have totally different sensitivity scaling. Few first-
order QPTs have already been found, like the Dicke-Ising
model31,62,63, the anti-ferromagnetic Ising chain64–66, the
LMG model in the zero-field limit67, the quantum Ising
model with a four-spin exchange interaction68, etc. Nev-
ertheless, the dynamics of these QPTs around the phase
transition point has not been revealed. The application
of these first-order QPTs is, therefore, an open problem,
as practical detection events and amplifications are fun-
damentally dynamical processes.
In the following, we will present our prototype QCD
in detail. First, we introduce the model Hamiltonian of
our QCD. Via the mean-field theory, we derive the com-
plete phase diagram of the detector. We also show the
details of the QPTs within the detector with numerical
simulations, specifically the fundamental change in the
ground-state wave function. Finally, we display the dy-
namical change in the OPs and the wave function of the
detector to show the quantum critical amplification pro-
cess within the detector.
5III. MODEL HAMILTONIAN FOR THE QUANTUM
CRITICAL DETECTOR
In our previous work9, we introduced a first-order QPT
model, which is the underlying reason for amplification in
the QCD. This model is composed of a bosonic mode and
a spin ensemble with homogeneous long-range dipole-
dipole interaction along only one direction (y-direction).
Here, we extend this model to a more general case with
three-dimensional homogeneous couplings (see Fig. 2),
H= dˆ†dˆ+
λ√
N
N∑
j=1
σˆxj (dˆ+dˆ
†)+

2
N∑
j=1
σˆzj−
N∑
j<k
∑
α
J˜α
N
σˆαj σˆ
α
k. (1)
Here, dˆ(dˆ†) denotes the output bosonic mode. Its fre-
quency has been taken as the unit of the energy ω0 = 1
and all the other parameters in the Hamiltonian have
been re-scaled by ω0. The operators σˆ
α
j (α = x, y, z) are
the Pauli matrices of the jth spin. A magnetic field is ap-
plied along the z-direction inducing an energy splitting
 between spin states |↑〉j and |↓〉j . The coupling be-
tween the bosonic mode and the spin ensemble is along
the x-direction with homogeneous coupling strength λ.
The last term characterizes the all-to-all homogeneous
dipolar coupling J˜α between the spins, which is signifi-
cantly different from the nearest-neighbor coupling in the
traditional Ising models53.
After defining the collective angular momentum oper-
ators of the N spins
Sˆα =
1
2
N∑
j=1
σˆαj , α = x, y, z (2)
we re-express our model Hamiltonian as,
Hˆ = dˆ†dˆ+
2λ√
N
Sˆx(dˆ+dˆ
†)+Sˆz− 2
N
(JxSˆ
2
x + JySˆ
2
y). (3)
Here, we have used the angular momentum conservation
relation Sˆ2x + Sˆ
2
y + Sˆ
2
z = N(2N + 1)/4 and defined the
new homogeneous dipolar coupling strength Jx = J˜x−J˜z
and Jy = J˜y − J˜z. Since the total angular momentum
of the spins is conserved, we can perform the calcula-
tion in a subspace spanned by the Dicke states69. Then,
the N -spin ensemble is now equivalent to a single par-
ticle with spin-N/2. For simplicity, we only consider
the case of ferromagnetic coupling and all the param-
eters in the Hamiltonian (3) are positive real numbers.
The rich physics of the antiferromagnetic coupling model
(with negative dipolar coupling Jx and/or Jy) will not
be present in this paper. The first three terms compose
the traditional Dicke model without the rotating-wave
approximation69 and the last three terms form the well
known LMG model28–30. Hence, we call this model the
Dicke-LMG model.
Our detector model (3) is not a simple combination
of the Dicke model and the LMG model. New quan-
tum phases and new QPTs, especially a first-order QPT,
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Figure 2. Schematic of our proposed quantum critical detec-
tor (QCD). The bosonic mode (resonant cavity dˆ-mode) with
frequency ω0 = 1 is the output mode. The spins are immersed
in a homogeneous magnetic field along z-axis inducing an en-
ergy splitting . The spin-boson coupling λ is in x-direction
and the all-to-all spin-spin coupling J is in the xy-plane. The
input weak signal leads to a small time-dependent variation
in spin-boson coupling λ(t) (or the spin-spin coupling) and
triggers a first-order quantum phase transition if the system
is optimally biased around the phase transition point. The
energy pre-stored in the spins is transferred to the bosonic
mode and realizes the amplification in our QCD.
emerge in this model. For second-order QPTs, substan-
tial changes occur only in the ground-state wave func-
tion, which makes it extremely hard to detect the crit-
icality70,71. Specifically, single-shot deterministic read-
out is required for pulse signal detection instead of mul-
tiple repetitive probabilistic measurements. But, for
first-order QPTs, discontinuous changes exists in directly
measurable quantities at the phase transition point,
which makes the quantum singularity significantly more
detectable. Thus, first-order QPTs in a many-body sys-
tem are of fundamental interest and possess much more
application potential in quantum metrology and quan-
tum detection.
In the traditional Dicke model69, a second-order su-
perradiant QPT occurs when the spin-boson coupling
exceeds the QPT point λc,II ≡
√
/227,58–60,72. How-
ever, this superradiant QPT will be forbidden by the
Thomas-Reiche-Kuhn (TRK) sum rule in a natural-atom
system33,34 or an artificial qubit system73. However, this
problem is easily overcome in our model with the help of
the dipolar interaction Jx along x-axis.
In the LMG model, second-order magnetic QPTs be-
tween the paramagnetic phase and ferromagnetic phase
have been found28–30. In 2004, Vidal et. al. show the
existence of a first-order QPT in LMG model in the zero-
magnetic-field limit → 067. However, in this paper, we
will show that the first-order QPT exists even for the fi-
nite magnetic field ( 6= 0) case. This first-order QPT
results from the competition between two ferromagnetic
phases and can be exploited for quantum amplification.
In the previous literature, this first-order QPT has not
been revealed because the traditional magnetic OP (the
mean magnetization of the spins) being selected. In the
following, we will show this magnetic OP cannot charac-
6terize the first-order QPT and we will introduce two new
magnetic OPs to characterize the quantum phases in our
model and to demonstrate the corresponding QPTs.
IV. PHASE DIAGRAM OF DETECTOR VIA
MEAN-FIELD THEORY
The key element of our QCD is the first-order-QPT-
based quantum amplification. To utilize a QPT system
as a novel amplification source, one first needs a clear
phase diagram and the explicit boundaries between the
quantum phases of a system. In this section, we introduce
two magnetic OPs to characterize the first-order QPT
of the interacting spin system. Then, we present the
complete phase diagram of the Dicke-LMG model (3),
which is obtained by employing a mean-field theory.
A. Order Parameters
In different phases, matter usually has different long-
range orders. Thus, an OP is utilized to measure the
degree of order in a phase transition system, such as the
density change in solid-liquid-gas transitions. The OPs
normally range between zero in one phase and nonzero
in the other.
To characterize the first-order magnetic QPTs, we now
introduce two new magnetic OPs:
ζM,x ≡ 〈Sˆ
2
x〉0
N2
, (4)
and
ζM,y ≡
〈Sˆ2y〉0
N2
. (5)
In the ground state of the paramagnetic phase, all the
spins are polarized along the negative z-axis, i.e., | ↓↓↓
. . . ↓〉z. In this state, the mean values of these magnetic
OPs are zero. When the system goes to the ferromagnetic
phase, the magnetic OPs increase from zero to a finite
value due to the macroscopic polarization of spins in the
xy-plane.
These two magnetic OPs actually characterize the spin
fluctuations in the xy-plane:
ζM,x =
1
N2
(∆Sx)
2 ≡ 1
N2
(〈Sˆ2x〉0 − 〈Sˆx〉20), (6)
and
ζM,y =
1
N2
(∆Sy)
2 ≡ 1
N2
(〈Sˆ2y〉0 − 〈Sˆy〉20), (7)
Here, we have used the fact that the mean magnetiza-
tions in the xy plane Mx ≡ 〈Sˆx〉0/N and My ≡ 〈Sˆy〉0/N
are zero in the ferromagnetic phases. Because the two
degenerate ground states | →→→ · · · 〉 and | ←←← · · · 〉
have opposite polarizations53,74,75. The change in the
transverse magnetic fluctuations during a magnetic QPT
can be probed experimentally through spin noise spec-
troscopy52.
The superradiant phase can be well characterized by
the superradiant OP, which is defined as the rescaled
excitation number in the bosonic mode27,58
ζS =
〈dˆ†dˆ〉0
N
. (8)
According to the GinzburgLandau theory, we should
choose the spontaneous magnetization in xy-plane (i.e.,√
ζM,x and
√
ζM,y) as the OPs for magnetic phase tran-
sition76,77 and the amplitude of the bosonic mode (
√
ζS)
as the OP for the superradiant phase transition. How-
ever, we do not use these traditional OPs for the following
three reasons: (1) we find that the high-order correlation
〈Sˆ2xSˆ2y〉0 diverges at the first-order magnetic phase transi-
tion point, but 〈SˆxSˆy〉0 shows no singularity48; (2) ζM,x
and ζM,y are equivalent to 〈σˆxi σˆxi+1〉0, which is usually
selected as the OP of the Ising spin chain53; (3) usually
the particle number of the bosonic mode is measured in
experiment instead of its amplitude.
Next, we calculate the mean values of these OPs in
each quantum phase via a mean-field theory and then we
show the full phase diagram of the Dicke-LMG model.
B. Mean-Field Theory
A many-body system with interactions is generally
very difficult to solve exactly. The mean-field theory
was invented to address this problem. In this method,
the Hamiltonian is expanded in terms of the magnitude
of fluctuations around the mean of the operators. The
mean-field theory is the zeroth-order expansion of the
Hamiltonian. The minimum of the mean-field value of
the Hamiltonian gives the ground-state energy of the sys-
tem. The first-order term will be of scale 1/N , which can
be neglected in the large-N limit for the ground-state
problem. Recently, Zhang et. al. presented an elegant
mean-field theory to calculate the quantum phases in a
many-body system66. In this subsection, this method is
exploited for the Dicke-LMG model in (3) to obtain the
ground state of the whole system and the phase bound-
ary between different quantum phases. We will also ver-
ify this mean-field phase diagram with exact numerical
simulation in the next section.
The spin-boson coupling in our Hamiltonian (3) func-
tions as a displacement of the bosonic mode. There-
fore, in a mean-field ground state, the operator dˆ can
be replaced with a complex number
√
Nα by assum-
ing the bosonic mode is a coherent state |√Nα〉78.
The ground-state of the LMG model in the thermody-
namic limit N → ∞ is proven to be a coherent spin
state79,80. Thus, it is reasonable to replace the spin
operators, (σˆxj , σˆ
y
j , σˆ
z
j ), with a classical Bloch vector,
~n = (sin θ cosφ, sin θ sinφ, cos θ)81,82.
7Stability Conditions Ground States |√Nα〉 ⊗ |θ, φ〉 ζM,x = 〈Sˆ2x〉/N2 ζM,y = 〈Sˆ2y〉/N2 ζS = 〈dˆ†dˆ〉/N
PN
Phase
 > 4λ2 + 2Jx,  > 2Jy |0〉 |0, φ0〉 0 0 0
FN
Phase
Jy > /2, Jy > 2λ
2 + Jx |0〉 |θ0, φ0〉 , φ0 = pi2 , 3pi2 0 14 (1− 
2
4J2y
) 0
FS
Phase
4λ2+2Jx > , 2λ
2+Jx > Jy |−
√
Nα0e
iφ0〉|θ0, φ0〉, φ0=0,pi 14 [1− 
2
(4λ2+2Jx)2
] 0 λ2[1− 2
(4λ2+2Jx)2
]
Table I. A summary of stability conditions, the ground states, and the mean value of the order parameters in different quantum
phases. State |√Nα〉⊗ |θ, φ〉 denotes the tensor product of the bosonic coherent state and a coherent spin state. Ferromagnetic
phases have two degenerate states with different azimuth angle φ0 and the ground state in this phase can be any superposition
of these two degenerate ground states.
To be consistent with the mean-field theory, we modi-
fied the definition of the coherent spin state83,84 as,
|θ, φ〉 = eiθ(Sˆx sinφ−Sˆy cosφ) |N/2, N/2〉 . (9)
Thus, the angle θ is identical to the polar angle of a
spherical coordinate. Here, |N/2, N/2〉 is the Dicke state
with all spins in the up state |↑〉z. In the following, we
denote the ground state of the whole system as |√Nα〉⊗
|θ, φ〉 , i.e., the direct product of a bosonic coherent state
|√Nα〉 and a coherent spin state |θ, φ〉.
The scaled ground-state energy E(α, θ, φ) = 〈H〉0/N
is given by
E(α, α∗, θ, φ) = |α|2 + 
2
cos θ + λ(α+ α∗) sin θ cosφ− Jx
2
sin2 θ cos2 φ− Jy
2
sin2 θ sin2 φ, (10)
where a constant has been neglected. To minimize the
ground-state energy, we need to set the first derivatives
of E with respect to α, α∗, θ, and φ to zero. Since all
the parameters in Hamiltonian (3) are assumed to be
positive, it is easy to verify that, in the ground state,
the amplitude of the bosonic mode should be real, i.e.,
Imα = 0. Then, minimization conditions give the follow-
ing equilibrium constraints,
∂
∂α
E = 2α+ 2λ sin θ cosφ = 0, (11)
∂
∂θ
E = − 
2
sin θ + 2λα cos θ cosφ− (Jx cos2 φ+ Jy sin2 φ) sin θ cos θ = 0, (12)
∂
∂φ
E = −2λα sin θ sinφ+ (Jx − Jy) sin2 θ sinφ cosφ = 0, (13)
where θ ∈ [0, pi] and φ ∈ [0, 2pi). To guarantee that the
minimums of E(α, θ, φ) are obtained, one needs to calcu-
late the second derivatives. The ground-state stability is
determined by 3× 3 Hessian matrix
M =

∂2E
∂α2
∂2E
∂α∂θ
∂2E
∂α∂φ
∂2E
∂θ∂α
∂2E
∂θ2
∂2E
∂θ∂φ
∂2E
∂φ∂α
∂2E
∂φ∂θ
∂2E
∂φ2
 . (14)
The ground states are stable only ifM is positive definite,
i.e., all eigenvalues of M are non-negative.
We now construct the phase diagram with the help of
the three OPs we defined,
ζS =
〈aˆ†aˆ〉0
N
= λ2 sin2 θ cos2 φ, (15)
ζM,x =
〈Sˆ2x〉0
N2
=
1
4
sin2 θ cos2 φ, (16)
ζM,y =
〈Sˆ2y〉0
N2
=
1
4
sin2 θ sin2 φ. (17)
The magnetization in z-direction can also be calculated
easily
Mz =
〈Sˆz〉0
N
=
1
2
cos θ. (18)
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Figure 3. Phase diagram of the Dicke-LMG model and
the ground state in each phase. In panel (a), we plot the
phase diagram in the (2λ2 + Jx, Jy) plane. A second-order
phase transition from the PN phase to the FN phase occurs
when increasing the spin-spin coupling Jy to cross the blue
line Jy = /2. A second-order phase transition from the PN
phase to the FS phase happens when increasing the spin-
boson coupling λ or spin-spin coupling Jx to cross the green
line 4λ2 + Jx = . In the strong-coupling regime with Jy >
/2 and 2λ2 + Jx > /2, the QPT between the FN and the
FS phases is of first-order, which of significant interest for
quantum amplification. In panel (b) we show the same phase
diagram in the (2λ2 +Jx, ) plane. This figure shows no first-
order QPT happens if we only vary the magnetic field strength
.
According to the values of the OPs, we find three quan-
tum phases in the Dicke-LMG model: paramagnetic-
normal (PN) phase, ferromagnetic-normal (FN) phase,
and ferromagnetic-superradiant (FS) phase. In Ta-
ble I, we list the stability conditions (phase boundaries),
ground states, and the mean value of the three OPs on
the ground state of each phase. More details can be found
in Appendix A. We emphasize that the first-order mag-
netic QPT can be properly characterized only by the two
magnetic OPs we introduced.
To clearly reveal the relationship between these quan-
tum phases, we display the phase diagram of the Dicke-
LMG model in Fig. 3. In panel (a), we plot the phase
diagram in the (2λ2 + Jx, Jy) plane and also show the
ground state of each phase. The boundaries between
the three quantum phases are depicted by the blue,
green, and red lines. There exists a unique triple-point
(2λ2 + Jx = /2, Jy = /2), where the three lines inter-
sect. A second order QPT from the PN phase to the FN
phase occurs when increasing the spin-spin coupling Jy
across the blue line Jy = /2. The magnetic OP ζM,y
changes from 0 to a finite value continuously after the
QPT. A second order QPT from the PN phase to the
FS phase happens when increasing the spin-boson cou-
pling λ (or spin-spin coupling Jx) across the green line
2λ2 +Jx = /2. Both the superradiant OPs (ζS) and the
magnetic OP (ζM,x) change from 0 to a finite value con-
tinuously during this QPT. Particularly, the QPT from
the FN phase to the FS phase, crossing the red line
2λ2 + Jx = Jy, is of a first-order transition. This occurs
in the strong-coupling region when both the x-direction
coupling 2λ2 + Jx > /2 and the y-direction coupling
Jy > /2 exceed the second-order QPT points. The OP
ζM,y suddenly drops from a finite value to zero and, at
the same time, both ζS and ζM,x discontinuously jump
from zero to finite values. This first-order QPT plays a
crucial role in quantum amplification of our QCD.
We emphasize that the first-order QPT in our detec-
tor model fundamentally results from the competition
between two ferromagnetic phases. To clarify this, we
draw the same phase diagram in the ( 2λ2 + Jx, )-plane
in panel (b). As the -axis is parallel to the first-order
QPT boundary (the red line), the first-order QPT will
not happen if we only vary the magnetic field strength .
We can also verify that the first-order phase transition
represented in the previous Dicke-Ising model62 has the
same origin as the one we addressed here. We predict
that there is a universal first-order QPT in in-
teracting spin systems from the nearest-neighbor
short-range coupling to the all-to-all long-range
coupling,
Hˆ =
1
2

∑
j
σˆzj −
1
n
∑
〈i<j〉
(Jxσˆ
x
i σˆ
x
j + Jyσˆ
y
i σˆ
y
j ), (19)
where 〈i < j〉 run for the n nearest neighbors and n = 1
for Ising XY model and n = (N − 1) ≈ N for the
LMG model. The first-order QPT in this interacting
spins model can be verified with the mean-field theory
addressed above.
In the next section, we numerically demonstrate all
the QPTs existing in our detector model and display the
fundamental changes in the ground-state wave function
during the QPTs with Husimi Q-functions.
V. QUANTUM PHASE TRANSITIONS AND
GROUND-STATE PROPERTIES OF THE DETECTOR
To reveal the microscopic mechanism of amplification
in the first-order-QPT-based QCD, we first need to un-
derstand the underlying physics of the QPTs in the model
and especially the fundamental change in the ground
state wave function of the system during the QPTs. In
the Dicke-LMG model, QPTs occurs at the boundaries
of the phase diagram given in Fig. 3. To deeply un-
derstand all the quantum phases and classify the order
of the QPTs correctly, we split the full model in Eq. (3)
into three sub-models: LMG model, Dicke-LMGx model,
and Dicke-LMGy model. In the following subsections, we
will study these sub-models separately. We follow a sim-
ple recipe, first present the numerical demonstration of
the phase diagram, then show the details of the QPTs,
and finally display the quasi-probability distribution of
the ground states.
A. LMG Model
In this subsection, we first consider the simplest sub-
model—the LMG model with vanishing spin-boson cou-
9FM-X
FM-Y
FM-y
FM-X%& %'
%& %'
<=,'
PM
PM %& %'
>?
PM
<=,&
%'
%&(/2
%& = %'
Paramagnetic
(PM)	Phase Ferromagnetic
(FM-Y)	Phase
2nd-order
1st-order
0
Ferromagnetic
(FM-X)	Phase
(a)
(/2
(b)
(c) (d)
Figure 4. The phase diagram of the LMG model is shown in
panel (a). The numerical demonstration of the order param-
eter ζM,x = 〈Sˆ2x〉0/N2 is in panel (b) and the magnetic order
parameter ζM,x = 〈Sˆ2x〉0/N2 is in panel (c). In panel (d),
we show the traditional magnetic order parameter (the mean
magnetization) Mz. Here, the energy splitting of the spins is
set as  = 1 and the spin number in this figure is N = 80.
pling (λ = 0) in Hamiltonian (3),
Hˆ = Sˆz − 2
N
(JxSˆ
2
x + JySˆ
2
y). (20)
The LMG model was first proposed to describe the shape
phase transition in nuclei28–30. As an exactly solv-
able QPT model85–88, LMG model has attracted signif-
icant attentions in ground-state entanglement67,89, spin
squeezing90,91, criticality detection92,93, heat-engine ef-
ficiency enhancement94, dynamics of the QPT95, ect.
However, the first-order QPT in LMG model has not
been fully revealed due to the improperly selected mag-
netic OP as the net magnetization Mz
67,89. Here, with
the help of the magnetic OPs ζM,x and ζM,y we intro-
duced in the previous section, we numerically show the
first-order QPT as well as the well-understood second-
order ones. Utilizing the Husimi spin Q-function, we also
verify that the ground-state of the LMG model is indeed
a coherent spin state.
We now show the complete phase diagram of the LMG
model, which has not been revealed in previous litera-
ture. The phase diagram of the LMG model extracted
from the mean-field theory is displayed in Fig. 4 (a),
which can also be obtained by setting λ = 0 in Fig. 3.
The LMG model has one paramagnetic (PM) phase and
two ferromagnetic phases (FM-X and FM-Y). The nu-
merical demonstrations of the phase diagrams are shown
in Fig. 4 (b) and (c). If both the spin-spin coupling in
x-direction (Jx < Jxc,II) and y-direction (Jy < Jyc,II)
are below their corresponding phase transition coupling
strengths (Jxc,II ≡ /2 and Jyc,II ≡ /2), both the two
magnetic OPs (ζM,x and ζM,y) are zero, thus the spins
are in the PM phase. The well-known second-order QPT
from the PM phase to the FM-X (FM-Y) phase occurs
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Figure 5. Numerical demonstration of the second- and first-
order quantum phase transitions. In panel (a), (b), and (c),
we show the MOPs ζM,x, ζM,y, and Mz, respectively, as func-
tions of the spin-spin coupling Jx for different Jy. Here, the
magnetic field strength is set to be  = 1 and the spin number
is N = 200. When Jy is smaller than second order QPT cou-
pling Jyc,II = /2 = 0.5, the second-order QPT happens at
Jxc,II = /2 = 0.5 (see the red and green lines). For Jy > Jc,II,
the first-order QPT occurs at Jxc,I = Jy (see the blue line).
In panel (d), we plot ζM,x with Jy = 0.6 > Jyc,II for different
spin number N . The diverging slope at the phase transition
point indicates the occurrence of a first-order instead of a
second-order QPT.
when Jx (Jy) crosses the phase boundary denoted by the
green (blue) line in panel (a). But in the strong spin-
spin coupling regime with Jx > Jxc,II and Jy > Jyc,II,
the sharp changes in the OPs at the boundary Jx = Jy
indicates a first-order QPT, which has not been revealed
in previous literature. This first-order QPT can also be
verified in experiments by measuring the change in the
magnetic fluctuations along x and y directions. We also
plot the net magnetization in x-direction in panel (d).
With the two magnetic OPs we introduced, we can eas-
ily verify that the anisotropic transition in the Ising XY
chain96 is also a first-order QPT.
To reveal the details of the QPTs, we plot the magnetic
OPs as functions of spin-spin coupling Jx for different
spin-spin coupling Jy in Fig. 5. From the red-solid and
green-dashed lines in Fig. 5 (a), we can see that second-
order QPTs occur at Jxc,II ≡ /2 when the spin-spin cou-
pling along the y axis is below the phase transition point
Jy ≤ Jyc,II ≡ /2. If we fix Jx ≤ Jxc,II ≡ /2, but in-
crease Jy across the phase transition point Jyc,II, similar
second-order QPTs (data not shown) from the PM phase
to the FM-Y phase also occur. In the strong spin-spin
coupling case when Jy is larger than the second-order
QPT strength Jy > Jyc,II, a QPT occurs at a new phase
transition point Jxc,I ≡ Jy [see the blue-dotted line in
Fig. 5 (a)], which we verify as first-order later. In Fig. 5
(b), we show that only after a first-order QPT occurs,
there exists a sudden drop in the magnetic OP ζM,y at
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Figure 6. Numerical verification of the first-order QPT from
FM-Y phase to FM-X phase. In panel (a), we plot the sen-
sitivity χ(Jx) for different spin-spin coupling Jy. Only if
Jy > Jyc,II = 0.5, large sensitivity at the phase transition
point can be obtained (see the blue-dashed line). Here, the
other parameters are  = 1, spin number N = 100, and the lo-
cation of the phase transition points are marked by the black-
dashed lines. In panel (b), we plot the maximum of the sen-
sitivity χmax for different spin number N with fixed Jy = 0.6.
According to the fit function f(x) = 0.0015x2−0.069x+8.38,
χmax diverges with the spin number in N
2-scaling.
the phase transition point Jxc,I (blue-dotted line), as the
system transitions from the FM-Y phase to the FM-X
phase. Thus, this first-order QPT results from the com-
petition between the two ferromagnetic phases. In Fig. 5
(c), we show that the first-order QPT cannot be revealed
by the traditional magnetic OP Mz, which changes con-
tinuously in both second- and first-order QPTs.
To verify the first-order magnetic QPT, we plot the
magnetic OP ζM,x for different spin number N but with
fixed Jy = 0.6 > Jyc,II in Fig. 5 (d). The slope of ζM,x
at the phase transition point Jxc,I = Jy increases with
spin number N . Now, we define the sensitivity function
of the LMG model as the first derivative of the magnetic
OP ζM,x, i.e. the sensitivity,
χ(Jx) ≡ dζM,x
dJx
=
1
N2
d〈Sˆ2x〉0
dJx
. (21)
From Fig. 6 (a), we see a very sharp peak located at the
first-order QPT point (the blue-dashed line), which is
obtained with strong spin-spin coupling Jy > Jyc,II. The
peaks of the sensitivity function χ(Jx) for second-order
QPTs (red and blue curves) are much lower than the
first-order QPT. The position of the maximum of χ for
second-order QPTs will approach the phase transition
point Jxc,II asymptotically in the thermodynamic limit
N → ∞, but the height converges to a finite value. In
Fig. 6 (b), we plot the maximum sensitivity χmax of the
first-order QPT for different spin numbers. We see that
χmax diverges with increasing spin number in N
2 scaling.
Similar N2 scaling will also be found later for the first-
order QPT in the Dicke-LMGy model.
In the last part of this subsection, we shed light on
the ground states of the three quantum phases. In 2005,
Dusuel and Vidal studied the ground states of the LMG
model in detail82. Via the Holstein-Primakoff transform,
they found that in the thermodynamic limit N → ∞,
the ground state of the LMG model is exactly a coher-
ent spin state. Here, we numerically verify this result.
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Figure 7. (a) Husimi Q-function of the ground state |θ0 =
pi, φ0〉 (i.e., the Dicke state |N/2,−N/2〉) of the spin in the
paramagnetic phase. (b) and (c) the cross sections of the Q-
function in the xz- and yz- planes. The red and gray lines
are the numerical and analytic results, respectively. Here, the
parameters are taken as  = 1, Jx = 0, Jy = 0 and N = 200.
Particularly, we show the fundamental changes of the
ground-state wave functions during magnetic QPTs via
the spin Husimi Q-function97
Q(θ, φ) =
2N + 1
4pi
〈θ, φ| ρˆg |θ, φ〉 , (22)
where ρˆg is the ground-state density matrix of the spins.
To vividly show the quasi-probability distribution of the
ground state wavefunction, we transfer the spherical co-
ordinates (r, θ, φ) to the corresponding Cartesian coor-
dinates (x, y, z). Here, r = Q(θ, φ)/max[Q(θ, φ)] is the
normalized Q-function, which is extensively used to char-
acterize the spin squeezing effect98.
The ground state of the PM phase is the Dicke state
|N/2,−N/2〉 (i.e., the coherent spin state |θ0, φ0〉 with
θ0 = pi and totally undetermined φ0). In this state, all
the spins are polarized along the negative z-axis. As
shown in Fig. 7 (a), the corresponding Q-function is a
cigar-like structure lying along the negative z-axis. The
cross sections of the Q-function in the xz and yz planes
are displayed in Fig. 7 (b) and (c), respectively. The
red lines originate from the numerical ground states ob-
tained by directly diagonalizing the LMG model and
the gray lines are the analytic results of the Dicke state
|N/2,−N/2〉. The numerical and analytic results exactly
coincide with each other. From this quasi-probability dis-
tribution function, we can also see that the mean magne-
tization Mz is a finite negative value, but the two order
parameters ζM,x and ζM,y are negligibly small and ap-
proach zero in the limit N →∞.
For the FM-X phase, there exist two degenerate ground
states |θ0, 0〉 and |θ0, pi〉82, where the polar angle θ0 is de-
termined by the parameters of the Hamiltonian as given
in Eq. (A14). The system can be in an arbitrary su-
perposition of these two degenerate states. Thus, the
ensemble mean of the magnetization along x-direction
〈Sˆx〉0 is zero, but the magnetic fluctuations charac-
terized by the magnetic OP ζM,x is finite. The nu-
merical simulation of the Husimi Q-functions of states
|θ0, pi〉, |θ0, 0〉, and their symmetric quantum superpo-
sition |G+〉 = (|θ0, 0〉 + |θ0, pi〉)/
√
2 are presented by the
three columns in Fig. 8, respectively. The cigar-like struc-
tures lie in the xz-plane, as the strong spin-spin coupling
Jx along the x-direction overwhelms the spin-spin cou-
pling along the y-direction in the FM-X phase. From
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Figure 8. The Husimi Q-function of the ground states of the
spin in the FM-X phase. Panels (a-c) are the Q functions of
the two degenerate states |θ0, pi〉, |θ0, 0〉, and the superposition
of these two states |θ0, 0〉 + |θ0, pi〉, respectively. The curves
underneath are the contour projections of the corresponding
Q-functions in xy-plane. The bottom row (d-f), displays cross
sections of the Q-function in the xz-planes. The red and
gray lines are the numerical and analytic results, respectively.
Here, the parameters are taken as  = 1, Jx = 0.6, Jy = 0
and N = 200.
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Figure 9. The Husimi Q-function of the ground states of the
spin in the FM-Y phase. The three columns correspond to the
Q functions of the two degenerate states |θ0, pi/2〉, |θ0, 3pi/2〉,
and the superposition of these two states |θ0, pi/2〉+|θ0, 3pi/2〉,
respectively. The curves underneath are the contour projec-
tions of the corresponding Q-functions in xy-plane. Here, the
parameters are taken as  = 1, Jx = 0, Jy = 0.6 and N = 200.
the Q-function, we can also see that Mz is a finite neg-
ative value. The magnetic OP ζM,y is very small and
will approach zero when N → ∞. In the bottom row,
we show the cross section of the Q-functions in the xz-
plane. The blue-solid lines are obtained by the numerical
ground states and the gray-dotted lines are the analytic
results for the corresponding three coherent spin states.
The perfect coincidence verifies that the ground state of
the LMG model in FM-X phase is indeed a coherent spin
state in the large N limit.
Similar to the FM-X phase, the FM-Y phase also has
two degenerate ground states |θ0, pi/2〉 and |θ0, 3pi/2〉,
where the polar angle θ0 is determined by the param-
eters of the Hamiltonian as given in Eq. (A10). The
ensemble mean value of both 〈Sˆx〉0 and 〈Sˆy〉0 are zero.
However, the magnetic fluctuations along y-axis charac-
terized by the magnetic OP ζM,y is finite, which can be
seen from the Q-function of states |θ0, pi/2〉, |θ0, 3pi/2〉,
and |G+〉 = (|θ0, pi/2〉 + |θ0, 3pi/2〉)/
√
2 in Fig. 9. The
cigar-like structures lie in the yz-plane, as the strong
spin-spin coupling Jy along the y-direction dominates in
the FM-Y phase. In this case, ζM,x is very small and
goes to zero for N →∞.
In summary, we have revealed the first-order QPT in
the traditional LMG model via the magnetic OPs ζM,x
and ζM,y. We predict that a similar first-order QPT
should also exist in the XY Ising chain in a transverse
field. The Husimi Q-functions show the fundamental
difference between the ground state wave functions of
the three quantum phases in the LMG model. We also
numerically verified that the ground states of the LMG
model are coherent spin states.
B. Dicke-LMGx Model
In this subsection, we mainly focus on the second-order
superradiant QPT in the model,
Hˆ = dˆ†dˆ+
2λ√
N
Sˆx(dˆ+ dˆ
†) + Sˆz − 2
N
JxSˆ
2
x. (23)
This model can be obtained by setting the spin-spin cou-
pling along y-direction to zero (i.e., Jy = 0) in the Dicke-
LMG model (3). Thus, we call it the Dicke-LMGx model.
In the original Dicke model69, Dicke investigated the su-
perradiance of an atomic ensemble composed of a large
amount of indistinguishable two-level atoms as opposed
to spins. Nevertheless, mathematically, indistinguishable
two-level atoms are equivalent to spin-halves. Here, for
the sake of consistency, we replace the atoms with spins.
The superradiant QPT in the Dicke model was first
predicted by Hepp and Lieb in 197327. Via analyzing
the free energy per particle, they found there exists a
thermodynamic phase transition as well as a QPT from
the normal phase to the superradiant phase, in which
macroscopic excitations exist in the ground state. Later,
Wang and Hioe theoretically revisited this issue with a
much simpler method58. The QPT is easily shown with
numerical simulation and has also been demonstrated
in a recent experiment with a Bose-Einstein condensate
(BEC)99. However, the thermodynamic phase transition
has not been demonstrated and the underlying mecha-
nism is also missing. During our numerical simulation, we
found that the phase transition temperature is strongly
dependent on the order of two limits: the thermodynamic
limit N → ∞ and the Hilbert space cut-off correspond-
ing to the bosonic mode Ncutoff → ∞. In the following,
we only focus on the superradiant QPT.
There is a fundamental challenge to achieve the su-
perradiant QPT in the Dicke model—the no-go theorem.
The occurrence of the superradiant QPT is forbidden by
the Thomas-Reiche-Kuhn (TRK) sum rule33,34, as the
atom-field (the spin-boson in our model) coupling can-
not exceed the phase transition strength λc,II ≡
√
/2
in a natural atomic system. There are many theoreti-
cal proposals to circumvent the no-go theorem. In 2007,
Dimer et. al., proposed to construct an effective Dicke
Hamiltonian with a four-level atomic ensemble in an op-
tical cavity100. Ciuti et. al. proposed Cooper pair boxes
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Figure 10. Numerical demonstration of the phase diagram
of the Dicke-LMGx model with the superradiant order pa-
rameter ζS = 〈dˆ†dˆ〉0/N in panel (a) and the magnetic order
parameter ζM,x = 〈Sˆ2x〉0/N2 in panel (b). Here, the energy
splitting of the spins is set as  = 1, the spin number in
this figure is N = 40 and the cut-off of the dimension of the
bosonic mode is also set as 40.
capacitively coupled to a resonator73 or three-level sys-
tems101 to realize the superradiant QPT. Bastidas et. al.
suggested periodical modulating the spin-boson coupling
to circumvent the no-go theorem102. Recently, Lu¨ et.
al.103, utilized the nonlinear coupling between a mechan-
ical oscillator and an ancillary cavity mode to realize the
superradiant QPT in the mechanical mode. In this sub-
section, we will show that this challenge can be easily
overcome with the help of dipole-dipole interaction be-
tween spins (atoms), which has previously been disre-
garded. The spin-spin coupling lowers the phase transi-
tion spin-boson coupling strength required by the super-
radiant QPT.
The Dicke-LMGx model has two quantum phases: the
PN phase and the FS phase. The phase diagram of the
Dicke-LMGx model can be obtained by setting Jy = 0 in
Fig. 3. We present the numerical simulation of the phase
diagram with the superradiant OP ζS and the magnetic
OP ζM,x in panels (a) and (b) in Fig. 10, respectively.
The other magnetic OP ζM,y is zero in both phases and
has been ignored in this subsection. The phase boundary
given by 4λ2+2Jx =  is depicted by the green line which
corresponds to the green line in Fig. 3 exactly. In the PN
phase, both the superradiant OP ζS and the magnetic
OP ζM,x are zero. In the FS phase, both ζS and ζM,x are
finite except when λ = 0. In panel (a), we see close to
the Jx axis, ζS marginally increases with Jx after passing
the boundary and its magnitude is negligible small even
in the FS phase, as the magnetic OP ζS is proportional
to λ2 [see Eq. (A17)]. But ζM,x always increases to a
relatively large value after the parameters cross the phase
boundary as shown in panel (b).
Now, we show how to overcome the no-go theorem in
superradiant QPT. In Fig. 11, we plot the OPs ζS and
ζM,x in panels (a) and (b) as functions of spin-boson
coupling λ with fixed spin-spin coupling Jx. The po-
sition of the new phase transition spin-boson coupling
λc,II ≡
√
− 2Jx/2 is marked by the vertical black dashed
lines. For larger Jx case, a relatively smaller spin-boson
coupling λ is required to trigger the QPT from the PN
phase to the FS phase. With the help of the dipolar
coupling along x-axis, a weak spin-boson coupling can
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Figure 11. Numerical demonstration of the QPT from
the paramagnetic-normal (PN) phase to the ferromagnetic-
superradiant (FS) phase. In panels (a) and (b), we show the
order parameters ζS and ζM,y, respectively, for different spin-
spin coupling Jx. The position of the phase transition spin-
boson coupling λc,II ≡
√
− 2Jx/2 is marked by the black
dashed lines. Here, the other parameters are set as  = 1,
N = 80, and the bosonic mode cut-off is 80.
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Figure 12. Numerical demonstration of the QPT from
the paramagnetic-normal phase to the ferromagnetic-
superradiant (FS) phase. In panels (a) and (b), we show
the order parameters ζS and ζM,y, respectively, for different
spin-boson coupling λ. The position of the phase transition
spin-spin coupling Jxc,II = /2 − 2λ2 is marked by the black
dashed lines. Here, the other parameters are set as  = 1,
N = 80, and the bosonic mode cut-off is 80.
still induce the superradiant QPT. Thus, the constraint
from the no-go theorem in the Dicke model are easily
overcome. Although, to obtain a larger superradiant OP
ζS (more excitations in the bosonic mode), strong spin-
boson coupling is still needed. In Fig. 12, we plot the
OPs ζS and ζM,x as functions of spin-spin coupling Jx
with fixed spin-boson coupling λ in panels (a) and (b),
respectively. After the QPT, smaller ζS is obtained for
smaller λ but with the same Jx. Especially, in the case
of λ = 0, the superradiant OP ζS is still zero after the
QPT when Jx > Jxc,II as shown by the red line in panel
(a). In this case, the system is actually in the FN phase.
At the end of this subsection, let’s shed light on the
ground states of the system with the Husimi Q-functions.
The Q-function of the spin is defined in Eq. (22) after
tracing out the bosonic degrees of freedom, such that the
Q-function of the bosonic mode is defined as
Q(α) =
1
pi
Trspin[〈α|ρˆg|α〉], (24)
where ρˆg is the ground-state density matrix of the entire
system, |α〉 is the bosonic coherent state with amplitude
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Figure 13. The Husimi Q(α)-function of the bosonic mode
ground state for different parameters. Here, α = x + iy is
a complex number, the magnetic field strength is set to be
 = 1, the spin number is N = 80, and the cut-off of the
bosonic mode is 80. Panel (a) is for PN phase. Both panel
(b) and (c) represent the FS phase. The cross sections of the
Q-function in the xz-plane are shown in panel (d). In the
FS phase, there are two degenerate states |√Nα0〉 ⊗ |θ0, pi〉
and | −√Nα0〉⊗ |θ0, 0〉. Here, we show the Q-function of the
superposition state |√Nα0〉 ⊗ |θ0, pi〉+ | −
√
Nα0〉 ⊗ |θ0, 0〉.
α, and Trspin means tracing out the spin degrees of free-
dom. The ground state of the PN phase is |0〉 ⊗ |pi, φ0〉,
i.e., the bosonic mode is in the vacuum state and the
spins are in the coherent spin state with θ0 = pi and un-
determined φ0. The FS phase has two degenerate ground
states |√Nα0〉⊗ |θ0, pi〉 and |−
√
Nα0〉⊗ |θ0, 0〉, where θ0
and α0 are determined by the parameters of the system
as given in Eq. (A14-A16). In the FS phase, the system
can be in an arbitrary superposition of these two degen-
erate states. Thus, the ensemble mean value of 〈dˆ†〉0 (or
〈dˆ†〉0) and 〈Sˆx〉0 are zero. However, the mean of the cou-
pling terms 〈dˆSˆx〉0 and 〈dˆ†Sˆx〉0 are finite negative values,
which minimize the ground-state energy of the whole sys-
tem.
The ground state of the bosonic mode changes from the
vacuum state to a coherent state after the superradiant
QPT. The Q-function of the bosonic mode for different
spin-boson couplings is displayed in Fig. 13. In panel
(a), we show the Q-function of the bosonic mode in the
ground state (the vacuum state) of the PN phase with
2Jx + 4λ
2 < . There is only one peak located at α = 0.
For panels (b) and (c), the system is in the FS phase
with 2Jx + 4λ
2 >  and the spin-boson coupling λ leads
to shifting of the peak along the real axis (as proven in
Sec. IV). Here, we take the ground state of the FS phase
as the symmetric quantum superposition state |G+〉 =
(|√Nα0〉 ⊗ |θ0, pi〉 + | −
√
Nα0〉 ⊗ |θ0, 0〉)/
√
2. In panel
(b), the spin-coupling λ is not large enough to split the
Q-function into two separated peaks like in panel (c).
This demonstrated more in panel (d), which shows the
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Figure 14. The Husimi Q(θ, φ)-function of the ground states
of the spins for different parameters. Here, the surface is ob-
tained by transfer the spherical coordinates (r = Q(θ, φ), θ, φ)
to the corresponding Cartesian coordinates (x, y, z). The
magnetic field strength is set to be  = 1, the spin number
is N = 80, and the cut-off of the bosonic mode is 80. Panel
(a) is for the PN phase. Both panel (b) and (c) are for the
FS phase. The cross sections of the Q-function in the xz-
plane are shown in panel (d). In the FS phase, there are two
degenerate states |√Nα0〉 ⊗ |θ0, pi〉 and | −
√
Nα0〉 ⊗ |θ0, 0〉.
Here, we show the Q-function of the superposition state
|√Nα0〉 ⊗ |θ0, pi〉+ | −
√
Nα0〉 ⊗ |θ0, 0〉.
cross-section of the Q-function on the real-α plane.
The Q-function of the spins is displayed in Fig. 14 with
the same parameters as in Fig. 13. For the PN phase
as shown in panel (a), the normalized spin Q-function
is a cigar-like structure lying along the negative z-axis.
For the FS phase as shown in panels (b) and (c), the
interaction along x-axis splits the Q-function in the xz-
plane. The Q-function of the ground state |G+〉 has two
branches on the negative-x and positive-x half planes cor-
responding to the two degenerate ground states, respec-
tively. For larger λ, larger polar angles θ0 are obtained
as shown in panel (d).
In summary, we presented the details of the second-
order QPT in the Dicke-LMGx model via the superradi-
ant OP ζS and the magnetic OP ζM,x. We showed that
the superradiant QPT in this model is immune to the
no-go theorem. The spin-spin dipolar interaction along
x-axis relaxes the constraint from the TRK sum rule.
Although, to obtain a larger superradiant OP ζS , strong
spin-boson coupling is still needed.
C. Dicke-LMGy Model
In our previous work9, we have revealed the first-order
QPT in the Dicke-LMGy model,
Hˆ = dˆ†dˆ+
2λ√
N
Sˆx(dˆ+ dˆ
†) + Sˆz − 2
N
JySˆ
2
y , (25)
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Figure 15. Numerical demonstration of the phase diagram
of the Dicke-LMGx model. Panel (a-d) describe the order
parameters ζS , ζM,x, ζM,y, and Mz, respectively. Here, the
energy splitting of the spins is set as  = 1, the spin number in
this figure is N = 40 and the cut-off dimension of the bosonic
mode is also set to 40.
with Jx = 0 in Hamiltonian (3). In this subsection, we
present more details about the ground states and QPTs
in this model.
The Dicke-LMGy model has three quantum phases:
PN phase, FN phase, and FS phase. The numerical
demonstration of the phase diagram is given in Fig. 15,
which exactly coincides with the one obtained via the
mean-field theory (see Fig. 3 with Jx = 0). In panels (a)
and (b), both the superradiant OP ζS and the magnetic
OP ζM,x change continuously when the spin-boson cou-
pling λ crosses the phase transition point λc,II ≡
√
/2
(the green line) if the spin-spin coupling Jy is below the
phase transition strength Jyc,II ≡ /2. This shows the
second-order superradiant QPT from the PN phase to the
FS phase similar to the one in the Dicke model27,58. In
panel (c), the magnetic OP ζM,y displays another second-
order QPT from the PN phase to the FN phase when the
spin-spin coupling Jy crosses the phase transition point
Jyc,II (the blue line) and the spin-boson coupling is below
the phase transition strength λc,II. This QPT coincides
with the one found in the LMG model28–30. However,
discontinuous changes occur in all three OPs when the
Hamiltonian parameters cross the red line λ =
√
Jy/2 in
the strong-coupling region with λ > λc,II and Jy > Jyc,II.
This indicates a first-order QPT between the FN phase
and the FS phase, which is of interest for quantum critical
amplification. We finally plot the traditional magnetic
OP Mz in panel (d). Similar to the LMG model, Mz
cannot distinguish the FN and FS phases and it cannot
characterize the first-order QPT either as no discontinu-
ous change exists.
We show more details about the QPTs in the Dicke-
LMGy model in Fig 16. The superradiant OP ζS in panel
(a) and the magnetic OP ζM,x in panel (b) behave sim-
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Figure 16. Numerical demonstration of the quantum phase
transitions (QPTs) in the Dicke-LMGy model. In panel (a-
d), we show the order parameters ζS , ζM,x, ζM,y, and Mz, re-
spectively for different spin-spin coupling Jx. Here, the other
parameters are  = 1, the spin number N = 80, and the
cut-off of the bosonic mode is 80. The position of the phase
transition spin-boson coupling λc,II =
√
/2 = 0.5 in the the
second-order QPTs and the first-order phase transition cou-
pling λc,I =
√
Jy/2 in the first-order QPTs are marked by
the black dashed lines.
ilarly around the phase transition points. In the weak
spin-spin coupling case Jy ≤ Jyc,II, second-order QPTs
from the PN phase to the FS phase occurs at λc,II (see
the red and green lines). Also from the red and green
lines in panel (c), we see that the magnetic OP ζM,y
is very small and changes marginally around the phase
transition point λc,II. This verifies that no magnetic or-
der changes along the y-axis occurs in these second-order
QPTs. From the blue lines in panels (a-c), we find that
there exists a first-order QPT from the FN phase to the
FS when the spin-spin coupling Jy is greater than the
second-order phase transition strength Jyc,II. The OPs
ζS and ζM,x jump from zero to a finite value at the phase
transition point λc,I =
√
Jy/2 and at the same time, ζM,y
drops to zero. Thus, the first-order QPT results from the
competition between the FS phase that arises from strong
spin-boson coupling along the x-axis and the FN phase
caused by the large spin-spin coupling along the y-axis.
In panel (d), we show the traditional magnetic OP Mz.
No discontinuous changes exist in Mz.
We verify that the FN-FS phase transition is indeed of
first-order in Fig. 17. Increasing the spin number N , the
phase transition shows singular scaling behavior in panel
(a). But in panel (b), we see that no such discontinuous
change in Mz at the phase transition point. Here, we
utilize the first derivative of the superradiant OP ζS to
characterize the sensitivity of the system at the phase
transition point,
χ(λ) =
1
N
d
dλ
〈dˆ†dˆ〉, (26)
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Figure 17. Verification of the first-order quantum phase tran-
sition (QPT) with fixed parameters  = 1 and Jy = 1. In
panels (a) and (b), we plot ζS and Mz as functions of λ, re-
spectively, for different spin numbers. Here, the cut-off of the
bosonic mode is set to the spin number N . In panel (c), we
plot the sensitivity function defined in Eq. (26) as a function
of λ with N = 80. The blue and greed lines are for second-
order QPTs with Jy ≤ Jyc,II ≡ /2 = 0.5 and the red line
is for a first-order QPT with Jy > Jyc,II. The inset shows
the details of the sensitivity function of second-order QPTs
around the phase transition point λc,II ≡ √/2 = 0.5. In
panel (d), we plot the maximum of χ in the first-order QPT
with Jy = 1. The red circles are the data from the numeri-
cal calculations and blue-solid line displays the corresponding
fitting function f(x) = 0.067x2 − 1.881x + 22.62. As we can
see, the sensitivity diverges as N2.
where the factor 1/N is added for consistency with the
magnetic susceptibility. In panel (c), we plot the sensi-
tivity as a function of spin-boson coupling λ for different
spin-spin coupling. Only the sensitivity function of the
first-order QPT (the red line) has a sharp peak with di-
verging height at the phase transition point λc,I. In panel
(d), we plot the maximum of the sensitivity χmax (at the
phase transition point) of the first-order QPT as a func-
tion of the spin number N . The sensitivity function χmax
diverges with speed ∝ N2, which is different from the√
N -scaling obtained in the previous first-order dissipa-
tive transition32 or the linear N scaling in the first-order
thermodynamic phase transition predicted by Imry104.
Let’s examine the ground-state wave functions of the
three quantum phases using the Husimi Q-function. Sim-
ilar to the Dicke-LMGx model, the ground state of the
PN phase is |0〉 ⊗ |pi, φ0〉 and the FS phase has two de-
generate ground states |√Nα0〉⊗|θ0, pi〉 and |−
√
Nα0〉⊗
|θ0, 0〉, where θ0 and α0 are determined by the parame-
ters of the system as given in Eq. (A14-A16). The FN
phase also has two degenerate states |0〉 ⊗ |θ0, pi/2〉 and
|0〉⊗ |θ0, 3pi/2〉, where θ0 is determined by Eq. (A10). In
the following, we always choose the ground states of the
FS phase and FN phase as the symmetric quantum su-
perposition of their corresponding two degenerate ground
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Figure 18. The Husimi Q-function of the ground states of the
bosonic mode in different phases. For panel (a), the system
is in the PN phase with ground state |0〉 ⊗ |pi, φ0〉. Increasing
spin-boson coupling λ > λc,II = 0.5, the system goes to the
FS phase with two degenerate states |√Nα0〉 ⊗ |θ0, pi〉 and
|−√Nα0〉⊗|θ0, 0〉. The Q-function of the symmetric quantum
superposition of these two FS ground states is displayed in
(b). In panel (c), we increase the spin-spin coupling Jy, but
not strong enough to cross the FS-FN boundary. Thus the
Q-function is the same one as in panel (b). For Jy > 2λ
2,
the system goes to the FN phase with two degenerate ground
states |0〉 ⊗ |θ0, pi/2〉 and |0〉 ⊗ |θ0, 3pi/2〉. The corresponding
Q-function of the bosonic vacuum state is shown in (d). Here,
the other parameters are set as  = 1, the spin number N =
80, and the cut-off of the bosonic mode 80.
states.
The Q-function of the bosonic mode Q(α) in differ-
ent phases are displayed in Fig. 18. For panel (a),
both the spin-boson coupling and the spin-spin coupling
are below the second-order phase transition points, i.e.,
λ < λc,II ≡
√
/2 and Jy < Jyc,II ≡ /2. Thus, the
system is in the PN phase. The bosonic mode is in the
vacuum state and the corresponding Q-function has only
one peak located at α = 0. In panels (b), we increase the
spin-boson coupling to exceed the second-order superra-
diant QPT point (λ > λc,II), but fix the spin-spin cou-
pling at zero. In this case, the system is in the FS phase.
There are two peaks in Q(α) on the real axis correspond-
ing to the two coherent states | − √Nα0〉 and |
√
Nα0〉,
respectively. In panel (c), we increase the spin-spin cou-
pling Jy, but not enough to suppress the FS phase, i.e.,
Jy < 2λ
2. The system is still in the FS phase and the
ground state does not change. Thus the Q-function is ex-
actly the same as the one in panel (b). This can be more
clearly seen in Fig. 19 (c). In panel (d) the spin-spin cou-
pling crosses the FS-FN phase boundary (Jy > 2λ
2) and
it is also greater than second-order magnetic QPT point
Jy > Jyc,II. The system therefore goes to the FN phase.
For the ground state of the FN phase, the bosonic mode
is in the vacuum state |0〉 and its Q-function is exactly
the same as panel (a).
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Figure 19. In panels (a) and (b), we plot the cross section of
the Q-functions for the ground states of the PN phase and the
FS phase, respectively. In panel (c), we show the changes of
the Q-function, when the system goes from the FS phase to
the FN phase as the spin-spin coupling Jy increases from zero
(the red-solid line) to 1 (the blue-dashed line). In panel (d),
we compare the Q-functions of the ground states obtained by
numerical diagonalization with the analytic results from the
corresponding vacuum state and coherent state |α0〉 obtained
by the mean-field theory. Here, the other parameters are set
as  = 1, the spin number N = 80, and the cut-off of the
bosonic mode 80.
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Figure 20. The Husimi Q(θ, φ)-function of the ground states
of the spins for different phases. Here, the surface is obtained
by transferring the spherical coordinates (r = Q(θ, φ), θ, φ)
to the corresponding Cartesian coordinates (x, y, z). Panel
(a-c) display the Q-functions for the PN phase, FS phase,
and FN phase, respectively. In panel (d), the strong spin-
boson coupling λ suppresses the FN phase and the system
transitions back to the FS phase with the similar Q-function
in panel (b). The other parameters are set as  = 1, the spin
number N = 80, and the cut-off of the bosonic mode 80.
To show how the bosonic Q-function changes with the
parameters, we plot the cross section of Q(α) in the real-
α plane in Fig 19. In panel (a), we see that the height of
Q(α) in the PN phase decreases with the spin-boson cou-
pling λ accompanied by increasing width. This indicates
that, for finite spin number N , the ground state of the
PN phase will deviate from the vacuum state slightly and
excitation in the bosonic mode increases with spin-boson
coupling λ. However, the excitation number is not large
enough to split Q(α) into two peaks. In panel (b), we
see that when λ passes the phase transition point λc,II,
the strong spin-boson coupling begins to split Q(α) into
two peaks and the separation between the two peaks in-
creases with λ. In panel (c), the red line with Jy = 0
exactly coincides with the blue line with Jy = 0.6. This
indicates that the spin-spin coupling Jy will not affect
the state of the bosonic mode before it passes the FS-
FN boundary. Only after the QPT from the FS phase
to the FN phase, Q(α) suddenly collapses to the vacuum
state Q-function with a single peak at the origin. In
panel (d), we verify the validity of the assumed ground
states in the mean-field theory. The red line and gray
lines are the Q-functions of the numerical ground state
of the PN phase and the Q-function of the analytic mean-
field vacuum state, respectively. The blue and the green
lines are the Q-functions of the numerical ground state of
FS phase and the Q-function of the mixed coherent state
(|−√Nα0〉〈−
√
Nα0|+|
√
Nα0〉〈
√
Nα0|)/2 from the mean
field theory. The numerical simulations coincide very well
with the analytic results. This verifies the validity of the
mean-field theory.
The Q-function of the spins in different phases are dis-
played in Fig. 20. In the PN phase, the ground state
of the spins is |pi, φ0〉 (i.e., the Dicke state |N/2,−N/2〉)
with undetermined φ0. As shown in panel (a), the nor-
malized spin Q-function is a cigar-like structure lying
along the negative z-axis. In the FS phase, the strong
spin-boson coupling along x-axis splits the Q-function
into two cigars in the xz-plane as shown in panel (b).
These two branches correspond to the two degenerate
ground states with azimuth angles φ = 0 and φ = pi,
respectively. In the FN phase as shown in panel (c),
the strong spin-spin coupling along y-axis splits the Q-
function into two cigars in the yz-plane, corresponding to
the two degenerate states with azimuth angles φ = pi/2
and φ = 3pi/2, respectively. In panel (d), we increase the
spin-boson coupling λ across the FN-FS phase boundary.
The system goes back to the FS phase and the spin Q-
function rotates back to the xz-plane as the one in panel
(b).
In summary, we revealed the first-order as well as the
second-order QPTs in the Dicke-LMGy model via the
OPs ζS , ζM,x and ζM,y. Utilizing the diverging sensitivity
χ(λ) at the phase transition point, we verified the QPT
between the FN phase and the FS phase is indeed of first-
order. This first-order QPT lays the foundation for the
QCD demonstrated in the following. We also showed that
the maximum of χ(λ) diverges with the spin number with
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speed N2. We explicitly demonstrated the fundamental
changes within the ground state wave functions in the
QPTs via the bosonic and spin Husimi Q-functions.
In this section, by splitting the Dicke-LMG model (3)
into three sub-models, we studied the ground states of
different quantum phases and their involved QPTs in de-
tail. A full physical picture of the Dicke-LMG model
can be constructed. In the following, we will show that
the giant sensitivity existing in the first-order QPT can
be utilized for quantum critical amplification. We also
propose a class of biased detectors with an amplification
scheme that exploits the quantum singularity in first-
order QPTs.
VI. DYNAMICAL QUANTUM CRITICAL
AMPLIFICATION
In Sec. II, we explained the critical amplification
scheme and the output signal of a general QCD. In this
section, we take an explicit QCD described by the Dicke-
LMGy model to demonstrate the dynamical quantum
critical amplification process. We also show the dynami-
cal change in the wave function of the detector to reveal
microscopic variation during the amplification.
In our QCD, the weak input signal to be measured
functions as a control, similar to a single-photon de-
tector6. The transduction process of the detector is
modeled as a weak input signal induced time-dependent
variation of the spin-boson coupling strength λ(t) =
λ0 + ∆λ × Pe(t). Based on the phase diagram of the
Dicke-LMGy model obtained in the previous section, we
bias the spin-boson coupling λ0 very close to the phase
transition point λc,I =
√
Jy/2. Thus, even a very small
parameter variation ∆λ (amplitude) can trigger a first-
order QPT from the FN phase to FS phase. The time-
dependent variation of the spin-boson coupling ∆λ×P (t)
is assumed to proportional to the transduction probabil-
ity P (t)50. The amplified output signal of the QCD is the
macroscopic excitations in the bosonic mode. After the
amplification, the bosonic mode evolves from the initial
vacuum state to a coherent-like state with macroscopic
excitations.
We emphasize that the dynamical behavior of the first-
order QPT system around the phase transition point de-
termines whether the quantum singularity can be utilized
as a resource for quantum amplification. The giant sensi-
tivity of a first-order QPT shown in the previous section
only exists in a transition between the ground states of
two neighboring quantum phases, which cannot be con-
nected via an adiabatic evolution61. In our detector, the
quantum critical amplification is realized by varying the
spin-boson coupling across the phase boundary to trigger
the first-order QPT. However, starting from the ground
state of the FN phase, the detector can alternatively
evolve to an arbitrary excited state instead of going to the
ground state of the FS phase thereby completely degrad-
ing the critical amplification. In this section, to identify
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Figure 21. Demonstration of the first-order dynamical quan-
tum phase transition via the time-dependent quantum gain
g(t) = 〈dˆ†(t)dˆ(t)〉/〈dˆ†(0)dˆ(0)〉. In panel (a), we show the
envelope Pe(t) of the time-dependent parameter we used in
this paper. In panel (b), we show the dynamics of the
quantum gain contributed from a first-order quantum phase
transition (QPT). Here, the spin-spin coupling is fixed at
Jy = 1 > Jyc,II and the spin-boson coupling varies with time
λ = λ0 + ∆λ × Pe(t). The amplitude of the small change
in the parameter λ is set to be ∆λ = 0.01 and the time-
dependent envelope Pe(t) is given in panel (a). In Panel (c),
we increase the amplitude ∆λ to 0.04. In panel (d), we show
the time-dependent gain yielded by a second-order QPT with
Jy < Jyc,II. In this figure, the other parameters are taken as
 = 1, Jx = 0, both the spin number N and the bosonic mode
cutoff the bosonic mode are 40, and the time is in units of
1/ω0.
the existence of the quantum critical amplification dur-
ing a dynamical process, we show the dynamics of the
first-order QPT in our detector model with 80 spins via
direct numerical time-evolution. We show that a linear
scaling in the quantum gain and the SQNR of the QCD is
obtained, instead of the N2 sensitivity of the first-order
QPT.
A. Amplification via First-Order Quantum Phase
Transition
We now introduce two quantities to characterize the
performance of a QCD. The first one is the quantum
gain (i.e., the amplification factor)
g(t) =
〈ψ(t)|dˆ†dˆ|ψ(t)〉
〈ψ(0)|dˆ†dˆ|ψ(0)〉 , (27)
where ψ(0) is the ground state of initial Hamiltonian
H(0) with bias λ = λ0 and ψ(t) is the wave function
of the detector at time t. As shown later, the quantum
gain can be used as a unique characteristic of first-order
QPTs. To characterize the quantum noise in our QCD,
we define the signal-to-quantum noise ratio (SQNR) as105
SQNR = 〈dˆ†(t)dˆ(t)〉2/〈[∆dˆ†(t)dˆ(t)]2〉, (28)
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where 〈[∆dˆ†(t)dˆ(t)]2〉 = 〈[dˆ†(t)dˆ(t)]2〉−〈dˆ†(t)dˆ(t)〉2 is the
variance of the bosonic excitation number operator.
The full dynamics of the whole system is governed by
the time-dependent Hamiltonian H(t), which is formed
by replacing the constant spin-boson coupling λ with the
time-dependent one λ(t) in Eq. (25). The exact proce-
dure to perform the numerical time evolution is given in
Appendix. B. Alternatively, we can also use the time-
dependent input signal to control the spin-spin coupling
[Jx(t) or Jy(t)] to realize the quantum amplification with
fixed spin-boson coupling (data not shown).
The dynamical amplification in the QCD is demon-
strated by the time-dependent gain as a function of the
bias spin-boson coupling λ0 and time in Fig. 21. From
the time-dependent gain in Fig. 21 (b), we find that the
efficient amplification triggered by a very small param-
eter change can only obtained if the system is biased
very close to the phase transition point. In the simula-
tion, the spin-spin coupling is taken as Jy = 1 > Jc,II
to prepare for a first-order QPT. and the amplitude of
the small change of the spin-boson coupling is set to be
∆λ = 0.01. In Fig. 21 (c), we increase the variation
amplitude ∆λ to 0.04. We see that the location of the
large-gain peak shifts and its height increases. In Fig. 21
(d), we show that efficient amplification can not be ob-
tained from second-order QPTs with spin-spin coupling
Jy = 0.
We explicitly demonstrate the necessity of the first-
order QPTs for dynamical quantum critical amplifica-
tion in contrast with second-order QPTs. In Fig. 22 (a),
we plot the gain as a function of the bias spin-boson cou-
pling for different values of the spin-spin coupling Jy. We
see that, for second-order QPTs with weak spin-spin cou-
pling Jy ≤ Jyc,II = /2 (the pink and green curves), there
is only a low and flat peak in the quantum gain located
around the second-order phase transition spin-boson cou-
pling λc,II =
√
/2. But, for the first-order QPT with
strong spin-spin coupling Jy > Jyc,II (the blue curve), a
very sharp peak exists in the quantum gain around the
first-order phase transition point λc,I =
√
J/2 > λc,II.
Thus, the first-order QPT is essential for amplification
in our QCD. Here, we also see that the dynamics of the
detector is highly sensitive to the initial bias λ0. Similar
to the enhanced decay of the Loschmidt echo by the crit-
icality in a second-order QPT35, the enhanced quantum
gain in our QCD is a universal and unique characteristic
of quantum singularity in a first-order QPT.
To show the high figures of merit of our QCD, we
present the scaling of the quantum amplification with
the spin number N in Fig. 22 (b-d). In panel (b), we
see that the maximum gain is linearly proportional to N .
We contrast the amplification resulting from the first-
order QPT (the blue diamond line) and second-order
phase transitions (the pink triangle line and the green
circle line). The latter is negligibly small when com-
pared with the first-order QPT. In panel (c), we derive
the slope of the quantum gain dgmax/dN as a function of
the spin-spin coupling Jy. There exists a “phase transi-
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Figure 22. Contrast of the quantum gains g from second-
order and first-order quantum phase transitions (QPTs). In
panel (a), we show the quantum gain as a function of the bias
spin-boson coupling λ0 at the time when g(t) reaches its first
maximum. The pink and green lines with small spin-spin cou-
pling Jy ≤ Jyc,II are from second-order QPTs and the blue
line with strong spin-spin coupling (Jy > Jyc,II) represents
the gain from the first-order QPT. Panel (b) shows the linear
scaling of the maximum quantum gain with the spin num-
ber N for different spin-spin coupling Jy. The corresponding
signal-to-quantum noise ratios are shown in panel (d). In
panel (c), we show there is a phase-transition-like behavior
in the slope of the maximum gain when Jy crosses the phase
transition point Jyc,II = 0.5.
tion” phenomenon in the slope at the same phase tran-
sition point Jyc,II of the transition from second-order to
first-order QPTs. The corresponding SQNR for the three
lines are displayed in panel (d). The amplification based
on first-order QPT has much higher SQNR than that of
second-order QPTs. Similar to the quantum gain (the
rescaled excitation number in the output bosonic mode),
the SQNR also increases linearly with the spin number.
The SQNR of the final output state is consistent with
the SQNR of a coherent-like state.
Let’s analyze the long-time dynamical behavior of the
detector. In Fig. 23(a), we plot the time-dependent quan-
tum gain g(t) at the optimized bias spin-boson coupling
λ0, which gives the maximum quantum gain. Here, dif-
ferent lines denote different spin numbers. We find that
the quantum gain oscillates periodically as the whole sys-
tem is closed. Starting from the FN phase, the detector
swings to the FS phase and back. Furthermore, the time-
evolution period is also dependent on the spin number N .
In Fig. 23(b), we plot the time of the quantum gain g(t)
takes to reach its first maximum Tpeak as a function of
spin number. We see that Tpeak is quasi-linearly propor-
tional to N .
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Figure 23. The long-time dynamical behavior of the quantum
gain. In panel (a), we plot the quantum gain g(t) as a function
of time with optimized bias spin-boson coupling λ0. Different
lines denote different spin number N . In panel (b), we show
the time Tpeak to reach the first maximum of g(t) for different
values of the spin number N . The other parameters in this
figure are taken as  = 1, Jx = 0, and Jy = 1.
B. Time Dynamics of The Wave Function
For second-order QPTs, the substantial change only
exists in the ground-state waves at the phase boundary.
Thus, the Loschmidt echo, which is defined as the projec-
tion of the wave function on the initial state [see Eq(29)],
is naturally selected to characterize the critical dynam-
ics of the system. However, for first-order QPTs, the
Q function turns out be a more powerful tool to reveal
the intrinsic changes within the detector during the dy-
namical critical amplification. The numerical approach
we introduced, which allows us to calculate the time-
dependent Husimi Q-functions of both the bosonic mode
and the spin ensemble, holds a fundamental advantage
for dynamical amplification and noise calculations.
We first look at the Q-function of the bosonic mode,
which reveals the microscopic change in the quasi-
distribution of the output mode. In Fig. 24 (a), we only
show the cross section of the Q-function in the real plane
at different time t, as the essential variation only occurs
on the real axis. Initially, the system is in the FN phase
and the bosonic mode is in an extremely low-excitation
state. The corresponding Q-fucntion has a single peak
at the origin. Then, the height of this peak begins to de-
cease (green-dotted line). Finally, the central peak splits
into two separated peaks (black line), which means the
bosonic mode has been excited to a coherent-like state
with large excitation numbers. The dynamics of the
bosonic Q-function shows the transition from the nor-
mal phase to the superradiant phase. The macroscopic
excitation in the bosonic mode functions as the amplified
output signal of the QCD, which can be read out directly
with a classical device.
The dynamical transition of the spins from the FM-Y
phase to the FM-X is displayed by the spin Q-function
in Fig. 24 (b-c). Here, to show the dynamical change in
the distribution function, we do not normalize the spin
Q-function. Initially, the spins is in the FM-Y phase,
thus the spins are polarized in the yz-plane as illustrated
in panel (b). The two cigar-like structures correspond
to the two degenerate ground states of the FM-Y phase.
As shown in panel (c), two new branches in the xz-plane
Figure 24. Dynamics of the bosonic and spin Q-functions
during the dynamical quantum phase transition. (a) The
cross section of the bosonic Q-function in the real plane at
different time. (b-d) The spin Q-function at different time.
The parameters in this figure are taken as: the energy split-
ting of the spin  = 1, the spin-spin coupling in x-direction
Jx = 0, the spin-spin coupling in y-direction Jy = 1, spin
number N = 80, the cutoff the bosonic mode 80, and the
variation amplitude ∆λ = 0.01. The spin-boson coupling λ0
is biased at the optimal spin-boson coupling in Fig. 21 (b).
appear and swell with time. At the same time, the two
branches in the yz-plane shrink and finally disappear
[see panel (d)]. During the transition from the FM-Y
phase to the FM-X pahse, the spin-noise in the y axis
decreases, but the the spin-noise in the x-direction in-
creases. The dynamical change in the spin-fluctuations
can also be probed experimentally through spin noise
spectroscopy52.
One of central concepts in wave function dynamics pro-
posed in the previous literature is the Loschmidt echo,
L(t) ≡ |〈ψ(0)|ψ(t)〉|2, (29)
where |ψ(t)〉 is the wave function of the system at time t.
The Loschmidt echo describes the deviation of the wave
function from the initial state. It was first introduced to
characterize the decoherence of a quantum system as a
correspondent of the classical chaotic system106–108. In
2006, Quan et al. proposed measuring the Loschmidt
echo to show the quantum criticality of second-order
QPT in a transverse Ising chain35. Here, we can also
use the Loschmidt echo to show the quantum singular-
ity during a first-order QPT. From Fig. 25 (a), we see
that the decay of the Loschmidt echo is greatly enhanced
around the first-order phase transition point λc,I. This
enhancement also exists in the second-order QPT in our
detector model as shown in 25 (b). Thus, the enhanced
decay in the Loschmidt echo is a universal characteristic
of a QPT but not unique for first-order QPTs. In con-
trast, the enhanced quantum gain around the first-order
phase transition point shown in the previous subsection
is the unique and universal characteristic of first-order
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Figure 25. Dynamics of the Loschmidt echo L(t) and the
rate function ξ(t). In panels (a) and (b) we show the enhanced
decay of the LE during the first-order and second-order dy-
namical quantum phase transitions, respectively. In panels
(c) and (d), we show the dynamics of the Loschmidt echo and
the corresponding rate function of the first-order QPT. Here,
the spin-boson coupling is biased at the optimal point, which
leads to the maximum quantum gain. The other parameters
in this figure are taken as: the energy splitting of the spin
 = 1, the spin-spin coupling in x-direction Jx = 0, and the
variation amplitude of the spin-boson coupling ∆λ = 0.01.
QPTs.
Based on the Loschmidt echo, one can define a rate
function
ξ(t) ≡ − 1
N
logL(t), (30)
to characterize the exponentially decay scaling of L(t). In
2013, Heyl et. al. found there exist non-analytic kinks in
the rate function ξ(t) and denoted these kinks as a uni-
versal behavior and a standard sign of a ”quantum phase
transition” occurring in the time domain—the dynami-
cal QPT36,109. Direct observation of these kinks has also
been realized in a trapped-ion quantum simulator110. In
Fig. 25(c) and (d), we show the decay of the Loschmidt
echo and the corresponding rate function respectively.
The green and blue curves describe the case with spin
number N = 40 and N = 80 respectively. From panel
(c), we see that the LE collapses and revives periodically.
The revival period increases with spin number. In panel
(d), we observe the non-analytical kinks in the rate func-
tion ξ(t) during the first-order QPT. The kinking time
exactly coincides with the time that the Loschmidt echo
L(t) reaches its minimum. Thus, the kinks of the rate
function results from the dips (theoretically should be
the zero-value points) of the Loschmidt echo L(t). We
emphasize that the wave function resulting in these non-
analytical kinks is not the ground-state of the system
in another phase. Converse to the Q-function, we also
see that the Loschmidt echo cannot reveal the intrinsic
change within the detector during the dynamical critical
amplification.
VII. EXPERIMENTAL IMPLEMENTATION
In the last decade, numerous quantum simulators
have been demonstrated as powerful tools for modeling
strongly correlated many-body systems. One of the most
important applications of these simulators is to demon-
strate the QPTs and the corresponding QPTs existing
in quantum matter. Especially, the well-known Ising-
type QPTs have been successfully simulated with Ry-
dberg atoms38,111, trapped ions37,112,113, and supercon-
ducting qubits39,114. In this section, we will propose pos-
sible experimental platforms for the first-order QPT in
the Dicke-LMG model and the potential implementation
of our QCD.
The Dicke superradiant phase transition was first
demonstrated experimentally by Baumann et al. in a
system formed by a Bose-Einstein condensate coupled
to an optical cavity99. The main challenge to observe
the superradiant QPT in experiment arises from the
strong light-atom interaction (i.e., the spin-boson cou-
pling in our model) required by the phase transition con-
dition. The phase transition light-atom interaction to
realize the superradiant phase is of the same order as the
atomic transition frequency, which is extremely difficult
to achieve. For natural atoms, this strong light-atom
coupling is even forbidden by the TRK sum rule33,34.
One of the methods to circumvent this challenge is to
construct an effective two-level-atom ensemble with sig-
nificantly reduced transition frequency. This method was
first proposed by Dimer et al.100, in which the two work-
ing levels are composed of the two ground states of a
four-level atom. The transition frequency and the atom-
field coupling of the effective two-level atoms are deter-
mined by light-induced frequency shifts and Raman tran-
sition rates, respectively. In the experiment99, a similar
ideal has been applied to overcome the strong-coupling
challenge. The effective two-level system is constructed
with two orbital states with zero and finite momentum
k, respectively. The energy splitting between the two ef-
fective states  = 2ωr is given by the recoil frequency
ωr = k
2/2m (m is the mass of the atom). The coupling
λ between the effective two-level-atom ensemble and the
output cavity mode is controlled by an extra pump laser
field. When the field-atom coupling λ exceeds the phase
transition coupling, both the macroscopic excitation in
the output mode and the long-range-order pattern in the
atoms were observed.
The second-order QPT in the LMG model has only
been demonstrated in a recent experiment with Dyspro-
sium atoms (spin number N = 16)115. Here, the biggest
challenge lies in achieving the long-range homogeneous
coupling between the spins. The short-range or medium-
range coupling between spins (or atoms) has been uti-
lized to demonstrate the QPTs in an Ising-type model,
such as the van der Waals interaction between Rydberg
atoms38,116, Raman transition induced spin-spin interac-
tion in trapped-ion system37,117, SQUID coupler medi-
ated coupling between superconducting qubits39,118, etc.
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But these couplings decrease with the distance r between
the spins with the power law r−α (α ∼ 1−6). In the last
two decades, several theoretical schemes have been pro-
posed to realize the long-range homogeneous coupling in
the LMG model. In the first scheme, the long-range ho-
mogeneous coupling is accomplished by eliminating the
auxiliary bosonic mode in a driven Dicke model119, which
can be implemented in a cavity quantum electrodynam-
ics (QED) setup95, BEC system120, and circuit-QED sys-
tem121. Similar method has been utilized in the exper-
iment in Ref115. In another scheme117,122, the neces-
sary coupling between trapped ions is mediated by two
pump lasers in the Mølmer-Sørensen configuration123. In
the Lamb-Dicke regime, the coupling strength given by
the resonant second-order process is insensitive to the
vibration states. Recently, an important breakthrough
in experiment has been attained. The long-range spin
exchange interaction mediated by an optical cavity has
been achieved with 105 laser-cooled 87Sr atoms124.
Due to the required strong long-range spin-spin cou-
pling between a large number of spins (N > 30 spins
are required to observe the first-order QPT), it is quite
challenging to experimentally demonstrate a QCD based
on the first-order QPT in the Dicke-LMG model. How-
ever, we note that a QCD based on the first-order
QPT in the Ising XY model (with short-range interac-
tion) predicted in Sec. IV can be demonstrated in the
near future. Recently, the XY-type coupling has been
realized with superconducting qubits125 and Rydberg
atoms126. The significant advance in integration of su-
perconducting qubit127 and trapping and fast assembling
cold atom128 enables engineering of scalable quantum
simulators. These quantum simulators form solid plat-
forms for implementation of QCDs.
VIII. SUMMARY
We present a new paradigm in weak-signal detection—
the QCD, which implements an amplification scheme
by exploiting the singularity of first-order QPTs. After
transduction (absorption), the input weak signal induces
a minor change in the detector parameter. The detector
is pre-biased very close to the phase transition point of
a first-order QPT. Thus, this small variation can trig-
ger a QPT resulting in a macroscopic change in the or-
der parameter of the detector. This macroscopic change
functions as the output signal of the detector.
We use a specific detector model—the Dicke-LMG
model—to explain the working mechanism of a QCD ex-
plicitly. We introduce two magnetic order parameters to
characterize the first-order QPT between two ferromag-
netic phases. Specifically, we predict a universal first-
order QPT in the interacting-spin system resulting from
the competition of two different long-range spin orders.
We show that the no-go theorem, which rules out the
existence of the superradiant QPT, can be circumvented
with spin-spin (atom-atom) interaction. We introduce
the spin Q-function to display the macroscopic spin order
and to show the fundamental change in the ground-state
wave function during QPTs. We contrast the behaviors
of the first-order and second-order QPTs in the detector.
We show that first-order QPTs are essential for QCDs.
We define the quantum gain and SQNR to show the
figures of merit of a QCD. We also utilize the time-
dependent Q function to show the intrinsic change within
the detector during the dynamical quantum critical am-
plification. We found the decay of the Loschmidt echo
will be enhanced at the phase transition points of both
first- and second-order QPTs. However, only the en-
hanced quantum gain around the phase transition point
can be utilized as the unique and universal measurable
characteristic of a first-order QPT. We also show the
non-analytical kinks in the rate function (exponent of
the Loschmidt echo), which occurs at the time when the
quantum gain of the detector reaches its maximum.
In recent experiments, second-order QPTs, especially
the Ising-type QPTs, have been successfully demon-
strated with trapped ions37, cold atoms38 and circuit
QED39. The recent advances in laser trapping and as-
sembling of cold atoms128 shows that a quantum sim-
ulator with > 100 spins can be built in the very near
future. These systems form excellent platforms for the
physical realization of our proposed QCD, especially the
ones based on the first-order QPT in the Ising XY model.
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Appendix A: Quantum phases via Mean-Field Theorem
In this appendix, we provide the details to obtain the
the phase diagram via the mean field theory. The ground
state of the whole system is given by the solutions of
the equilibrium equations. For convenience, we first re-
express the equilibrium equations (11-13) as,
α = −λ sin θ cosφ, (A1)
0=
{
+2[(2λ2+Jx) cos
2 φ+Jy sin
2 φ] cos θ
}
sin θ, (A2)
0 = [2λ2 + Jx − Jy] sin2 θ sinφ cosφ. (A3)
As shown in the following, there exist three types of so-
lutions corresponding to three different quantum phases.
The ground-state stability is determined by the 3 × 3
Hessian matrix
M =

∂2E
∂α2
∂2E
∂α∂θ
∂2E
∂α∂φ
∂2E
∂θ∂α
∂2E
∂θ2
∂2E
∂θ∂φ
∂2E
∂φ∂α
∂2E
∂φ∂θ
∂2E
∂φ2
 , (A4)
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where the elements are given by
∂2E
∂α2
= 2,
∂2E
∂θ2
=− 
2
cos θ − 2λαsin θcosφ−(Jxcos2φ+Jysin2φ)cos2θ,
∂2E
∂φ2
= −2λα sin θ cosφ+ (Jx − Jy) sin2 θ cos 2φ,
∂2E
∂α∂θ
=
∂2E
∂θ∂α
= 2λ cos θ cosφ,
∂2E
∂α∂φ
=
∂2E
∂φ∂α
− 2λ sin θ sinφ,
∂2E
∂θ∂φ
=
∂2E
∂φ∂θ
=−2λα cos θ sinφ+ 1
2
(Jx−Jy) sin 2θ sin 2φ.
The boundaries between these quantum phases are finally
determined by requirement of the positive definiteness of
M.
(i) Paramagnetic-Normal phase— The simplest
solution of the equilibrium equations is given by,
sin θ0 = 0, (A5)
cos θ0 = −1, (A6)
α0 = 0. (A7)
The azimuthal angle φ0 is fully undetermined. Utiliz-
ing the solution, the Hessian matrix is simplified with
nonzero elements,
M11 = 2,
M22 = 
2
− Jx cos2 φ0 − Jy sin2 φ0,
M12 =M21 = −2λ cosφ0.
The positive definiteness of M requires
 ≥ (4λ2 + 2Jx) cos2 φ0 + 2Jy sin2 φ0. (A8)
As φ0 is fully undetermined, thus the stability conditions
for this solution require  > (4λ2 + 2Jx) and  > 2Jy.
For this solution, the OPs are given by,
〈aˆ†aˆ〉0
N
= 0,
〈Sˆ2x〉0
N2
= 0,
〈Sˆ2y〉0
N2
= 0, (A9)
and Mz = −1/2. In this case, all the spins are polarized
along the negative z-axis and there are no macroscopic
excitations in the bosonic mode. Thus, this solution gives
the PN phase.
(ii) Ferromagnetic-Normal phase— The second
solution is
cos θ0 = − 
2Jy
, (A10)
cosφ0 = 0, (A11)
α0 = 0, (A12)
requiring 2|Jy| ≥ . However, the negative branch Jy < 0
will be ruled out by the stablity condition later. Utiliz-
ing the solution, the Hessian matrix is simplified with
nonzero elements,
M11 = 2,
M22 = − 
2
cos θ0 − Jy cos 2θ0,
M33 = (Jy − Jx) sin2 θ0,
M13 =M31 = −2λ sin θ0 sinφ0.
It is found that M is positive definite only if 2Jy ≥ 
and Jy ≥ 2λ2 + Jx. This solution has two degenerate
branches with φ0 = pi/2 and φ0 = 3pi/2 corresponding to
two degenerate ferromagnetic states with spins polarized
along positive and negative y-axis, respectively. This can
be clearly shown by the spin Q-function in Sec. V.
The mean values of the order parameters are obtained
〈aˆ†aˆ〉0
N
= 0,
〈Sˆ2x〉0
N2
= 0,
〈Sˆ2y〉0
N
=
1
4
(
1− 
2
4J2y
)
, (A13)
and Mz = −/4Jy. In this case, parts of spins are polar-
ized along the y-axis forming many small ferromagnetic
domains, but still there are no macroscopic excitations
in the bosonic mode. Thus, this solution gives the FN
phase.
It deserves to be pointed out that, the system can be in
any superposition of these two degenerate ferromagnetic
states when the system transitions to the FN phase after
a QPT. As a result, the ensemble mean value of the y
component of the total angular momentum in the ground
state is always zero 〈Sˆy〉0 = 0.
(iii) Ferromagnetic-Superradiant phase— The
third solution is given by
cos θ0 = − 
4λ2 + 2Jx
, (A14)
sinφ0 = 0, (A15)
α = −λ sin θ0 cosφ0, (A16)
requiring |4λ2 + 2Jx| ≥ . Similarly, the negative branch
is ruled out by the stability condition. Utilizing the so-
lution, the Hessian matrix is simplified with the nonzero
elements,
M11 = 2,
M22 = − 
2
cos θ0 + 2λ
2 sin2 θ0 − Jx cos 2θ0,
M33 = (2λ2 + Jx − Jy) sin2 θ0,
M12 =M21 = 2λ cos θ0 cosφ0.
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To guarantee the positive definiteness ofM, one requires
4λ2 + 2Jx ≥  and 2λ2 +Jx ≥ Jy. Similarly, this solution
has two degenerate branches with φ0 = 0 and φ0 = pi cor-
responding to two degenerate ferromagnetic states polar-
ized along positive and negative x-axis, respectively. In
the case of φ0 = 0, 〈Sˆx〉0 is positive but 〈dˆ† + dˆ〉0 is neg-
ative. While for φ = pi, 〈Sˆx〉0 is negative but 〈dˆ† + dˆ〉0
is positive. As a result, the ensemble mean value of both
〈Sˆx〉0 and 〈dˆ†+ dˆ〉0 are zero, but the mean of their prod-
uct is a finite negative value 〈Sˆx(dˆ† + dˆ)〉0 < 0 and this
makes the total energy reach its mimimum.
The mean values of the order parameters are obtained
〈aˆ†aˆ〉0
N
= λ2
[
1− 
2
(4λ2 + 2Jx)2
]
> 0, (A17)
〈Sˆ2x〉0
N
=
1
4
[
1− 
2
(4λ2 + 2Jx)2
]
, (A18)
〈Sˆ2y〉0
N
= 0, (A19)
and Mz = −/2(4λ2+2Jx). In this case, part of spins are
polarized along the x-axis forming many small ferromag-
netic domains. At the same time, there are macroscopic
excitations in the bosonic mode. Thus, this solution gives
the FS phase.
Appendix B: Numerical Simulation
In the traditional multi-spin system, the dimension of
the Hilbert space ∝ 2N diverges exponentially with the
spin number N , which makes it extremely hard to di-
rectly simulate for the N > 20 case. In our tractable
model, this challenge can be circumvented by performing
the calculation in the Dicke-state subspace with dimen-
sion N + 1 . If we take the cutoff of the bosonic mode
as Nb, the Hamlitonian of the whole system can be ex-
panded with the Nb×N states |n〉⊗ |N/2,m〉. Here, |n〉
(n = 0, 1, 2, . . . , Nb − 1) is the Fock state of the bosonic
mode and |N/2,m〉 (m = −N/2,−N/2 + 1, . . . , N/2 −
1, N/2) is a Dicke state69.
1. Eigen-State Spectrum and Ground-State Properities
Under the basis {n〉 ⊗ |N/2,m〉}, any operator can be
expressed as a matrix. Especially, we can diagonalize
the matrix of the Hamiltonian Hˆ to get its eigen states
and the eigen-energy spectrum. Each eigen state is a
vector with dimension Nb ×N and the mean value of an
arbitrary operator Oˆ can be easily calculated with the
eigen states obtained from the numerical diagonalization.
The Q-functions of the bosonic mode and the spins can
also be obtained by constructing the bosonic coherent
states and the coherent spin states in this basis.
By constructing the thermal equilibrium state density
matrix,
ρˆ(T ) =
1
Z
e−βHˆ =
1
Z
Mˆe−βDˆMˆ†, (B1)
we can also study the thermoequilibrium property of the
system at finite termperature. Here, β = 1/kBT is the
inverse temperature and Z = Trρˆ = Tr exp(−βDˆ) is the
partition function. The unitary matrix Mˆ and the diag-
onal matrix D are obtained from the eigendecomposition
of the Hamiltonian
HˆMˆ = DˆMˆ. (B2)
2. Dynamics in the Hilbert Space
In the dynamical amplification part, we need to study
the dynamics of the system under a time-dependent
Hamiltonian. Analytically, we can utilize the time-
ordered expansion
|ψ(t)〉 =
∞∑
k=0
1
k!
∫ t
0
· · ·
∫ t
0
dt1 · · · dtk
×T
[
Hˆ(tk) · · · Hˆ(t2)Hˆ(t1)
]
|ψ(0)〉, (B3)
to investigate the short-time behavior of the system.
However, for a QPT system, due to the vanishing en-
ergy gap, most interesting effects come from the adiabatic
long-time behavor. The numerical approach introduced
in the following holds a significant advantage for dynam-
ical amplification and noise calculations in the long-time
limit.
By splitting the dynamical process into many
small time intervals (∆t1,∆t2, . . . ,∆tk, . . . ), the time-
evolution can be approximated by
|ψ(t)〉 = · · · e−iHˆ(tk)∆tk · · · e−iHˆ(t2)∆t2e−iHˆ(t1)∆t1 |ψ(0)〉.
(B4)
The mean value of an arbitrary operator and its uncer-
tainty can be calcualted via the wave function |ψ(t)〉.
3. Dynamics in The Louville Space
The numerical method introduced in the previous sub-
section only works for the time-evolution of pure states.
In this subsection, we generalize this approach to the
mixed-state case.
a. Single-body system
In a given basis spanned by {|n〉} with dimension N ,
the density matrix of an arbitrary state can always be
expanded as
ρˆ =
∑
mn
ρmn |m〉 〈n| , (B5)
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where ρmn = 〈m| ρˆ |n〉 is the element of the density ma-
trix ρˆ. For a close system, the dynamics of the density
matrix is governed by the Louville-von Neumann equa-
tion
d
dt
ρˆ(t) = −i[Hˆ(t), ρˆ(t)] ≡ ˆˆL(t)ρ(t), (B6)
where
ˆˆL(t) is a superoperator (N2 × N2 matrix) in the
Louville space. This equation has an equivalent form as
the Schro¨dinger equation. Thus, we can use the same
method in Eq. (B4) to operate the time-evolution. For a
open system, its dynamics is governed by a master equa-
tion with extra fluctuation-dissipation terms
ˆˆLB coming
from the bath. The numerical approach can be general-
ized to quantum open system straightforwardly. The key
step for numerical simulation of the time-evolution in the
Louville space is to construct the matrix-form of the su-
peroperator and the vector-form of the density matrix.
In the following, we will show how to do this exactly.
To perform the time-evolution in the Louville space,
we can reshape the density matrix ρ to a vector in the
basis
|ρ〉 = ρmn |m,n〉 , (B7)
with
|m,n〉 ≡ |m〉 ⊗ 〈n| . (B8)
In this basis, we create a new space with dimension N2
and basis |m,n〉, which is the tensor product of a ket
vector and a bra vector. In MATLAB, if you make the
operation ρ(:), the density matrix ρ will be automatically
reshaped to a vector in this space. In this basis, we have
the following Hilbert-Louville correspondences:
Hˆ(t)ρˆ(t)↔ ˆˆHL(t) |ρ(t)〉 , (B9)
ρˆ(t)Hˆ(t)↔ ˆˆHR(t) |ρ(t)〉 , (B10)
where the N2 ×N2 superoperators are given by
ˆˆ
HL(t) = Hˆ(t)⊗ IˆR (B11)
ˆˆ
HR(t) = IˆL ⊗ HˆT (t), (B12)
and IˆR = IˆL is the identity matrix with dimension N .
Now, we give the following correspondences to construct
superoperators,
Oˆ1ρˆ↔ Oˆ1 ⊗ IˆR |ρ〉 (B13)
ρˆOˆ1 ↔ IˆL ⊗ OˆT1 |ρ〉 (B14)
Oˆ1ρˆOˆ2 ↔ Oˆ1 ⊗ OˆT2 |ρ〉 (B15)
We emphysize that the order of these two operators Oˆ1
and Oˆ2 depends on the reshaping of the density matrix
ρ to a vector |ρ〉. One can also construct a space with
basis
|m,n〉 = 〈m| ⊗ |n〉 , (B16)
by the operation ρ′(:) in MATLAB. Then, we have the
correspondence in a inverse order:
Oˆ1ρˆ↔ IˆR ⊗ OˆT1 |ρ〉
ρˆOˆ1 ↔ Oˆ1 ⊗ IˆR |ρ〉
Oˆ1ρˆOˆ2 ↔ Oˆ2 ⊗ OˆT1 |ρ〉
The mean value of any Hermitian operator in Hilbert
space can be calculated as the inner product of two vec-
tors in Louville space
〈Oˆ〉 = Tr[ρˆOˆ] = Tr[Oˆρˆ] = 〈O| ρ〉 = 〈ρ|O〉. (B17)
b. Multi-body system
If we have two system A and B with basis {|na〉 ⊗
|nb〉}, the density matrix of the combined system can be
expanded as
ρ =
∑
mana
∑
mbnb
ρmamb;nanb |mamb〉 〈nanb| . (B18)
In this case, there are two main ways to reshape the
density matrix to a vector:
(i) First do the tensor product of different systems A
and B, and then take the tensor product of bra and ket
vectors:
|ρ〉 =
∑
mana
∑
mbnb
ρmamb;nanb |ma,mb;na, nb〉 , (B19)
with
|ma,mb;na, nb〉 = (|ma〉 ⊗ |mb〉)⊗ (〈na| ⊗ 〈nb|) . (B20)
In this case, the Hilbert-Louville correspondence is given
by,
AˆBˆρˆ↔
(
Aˆ⊗ Bˆ
)
⊗
(
IˆA ⊗ IˆB
)
|ρ〉 (B21)
ρˆAˆBˆ ↔
(
IˆA ⊗ IˆB
)
⊗
(
Aˆ⊗ Bˆ
)T
|ρ〉 (B22)
AˆρˆBˆ ↔
(
Aˆ⊗ IˆB
)
⊗
(
IˆA ⊗ Bˆ
)T
|ρ〉 . (B23)
(ii) First do the tensor product of bra and ket vectors,
and then do the tensor product of different systems A
and B:
|ρ〉 =
∑
mana
∑
mbnb
ρmana;mbnb |ma, na;mb, nb〉 , (B24)
with
|ma, na;mb, nb〉 = (|ma〉 ⊗ 〈na|)⊗ (|mb〉 ⊗ 〈nb|) . (B25)
In this case, we have the Hilbert-Louville correspondence
AˆBˆρˆ↔
(
Aˆ⊗ IˆA
)
⊗
(
Bˆ ⊗ IˆB
)
|ρ〉 (B26)
ρˆAˆBˆ ↔
(
IˆA ⊗ AˆT
)
⊗
(
IˆB ⊗ BˆT
)
|ρ〉 (B27)
AˆρˆBˆ ↔
(
Aˆ⊗ IˆA
)
⊗
(
IˆB ⊗ BˆT
)
|ρ〉 . (B28)
For multi-body system, the rules are the same as two-
body system.
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