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Abstract
We consider input-output systems in descriptor form and ask when
such systems can be rendered SPR (strictly positive real) via output
feedback. Time and frequency domain conditions are given to deter-
mine when and how this is possible. In addition, a synthesis procedure
for controller design is also derived. Together, the results provide a
complete answer to when a linear descriptor system can be made SPR
via output feedback, and give a recipe for design of the feedback con-
troller when it exists. Simple examples are given to illustrate our
results and to demonstrate their efficacy.
1 History and related work
A passive linear time-invariant system is a system whose transfer function is
positive real. The notion of a positive real (PR) function and of a strict posi-
tive real (SPR) function is important in many areas of engineering systems, in
particular in control theory and in circuit theory. A partial list of such areas
would be design of passive filters, absolute stability theory, output feedback
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‡3 Department of Electrical and Electronic Engineering, University College Dublin,
Belfield, Dublin 4, Ireland.
1
stabilization of uncertain systems, adaptive control systems, switching sys-
tems, and variable structure systems. An important historical property that
has made passivity and positive realness particularly attractive to classical
control engineers is that a physical system, which is passive, has properties
that makes the behavior of the system “friendly”. For example, it is well
known that a negative feedback connection of two (strictly) passive systems
is always asymptotically stable, and that the stability of more complicated
interconnections of passive systems is characterised by simple algebraic con-
ditions [1, 2]. This has made passivity very useful in the design of distributed
control systems. More recently, passivity has assumed an important role in
the study of optimisation algorithms and consensus [3], the study of cyber
physical systems [5], and in the exploration of diagonal stability problems [1].
Despite the contemporary interest in passivity, it is worth noting that the
concept of passivity, and its connection to positive realness, is an old one.
The concept of positive realness was introduced by Brune [4] about 85 years
ago. Brune proved that the driving point impedance of every passive elec-
trical network is a positive real function and that every positive real func-
tion can be synthesized by a passive electrical network. Bott and Duffin [6]
demonstrated that Brune’s result also holds for a passive network without
transformers, that is, networks consisting of inductors, capacitors and re-
sistors only. An important modification of the original concept of positive
realness is the notion of strict positive realness. Strict positive realness (SPR)
was introduced in the control community via the KYP Lemma [7, 8, 9, 10].
The KYP (Kalman, Yacubovich, Popov) Lemma is a fundamental result in
system and control theory as it establishes a connection between frequency
domain criteria and state space criteria. This relationship has been central to
the development of several areas of control - in particular in the study of ab-
solute stability theory [10, 11], adaptive control, switching systems and more.
Given this general background, an important problem in control is to estab-
lish when it is possible to convert a system that is not SPR into one that
is SPR via output feedback. This question has attracted the attention of
many researchers over the past thirty years and their progress has been doc-
umented in a series of papers. While these are too numerous to mention
explicitly, we mention a few here. All of these results are for systems whose
transfer function is strictly proper. Necessary and sufficient conditions for
a transfer function to be made SPR via static output feedback are given in
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[12]. For strictly proper transfer functions, it is shown in [13] that, if no
static output feedback controller exists such that the transfer function of the
closed loop system is SPR, then there does not exist an output dynamic
feedback controller such that the transfer function of the closed loop sys-
tem is SPR, as well; [13] also contains necessary and sufficient conditions for
the existence of a static output feedback controller rendering a closed loop
SPR transfer function. These conditions depend on the existence of a posi-
tive definite matrix complying with a certain matrix inequality. In [20] and
[21], necessary and sufficient conditions for the existence of a static output
feedback controller rendering a closed loop SPR transfer function are given.
These are expressed in terms of the transfer function of the open loop system.
Our objective in this paper is to ask when a general linear input-output de-
scriptor system, whose transfer function is not necessarily proper, can be
made strictly positive real via output feedback. Classically, such questions
often give rise to several types of equivalent characterisations: (i) in the time
domain; (ii) in the frequency domain; as well as necessitating the need for
a controller synthesis procedure. Our conditions also give rise to three such
(equivalent) characterisations. The first is a time domain spectral (eigen-
value) condition; the second an equivalent frequency domain condition; and
the third is essentially a control design procedure. Together, these conditions
provide a complete answer to when a general linear descriptor system can be
made SPR via output feedback, and give a recipe for design of the controller
when it exists. Simple examples are given to illustrate our results and to
demonstrate their efficacy.
Specific contributions: The topic of when a linear system can be made
SPR via output feedback has a rich history. Given the volume of work on this
topic, a brief comment on the contributions of this note is merited. Specif-
ically, our work is novel in a number of ways. First, we give conditions for
general linear descriptor systems rather than the usual state space systems;
descriptor systems can have improper transfer functions. Second, to the best
of our knowledge, our spectral and synthesis procedure have not been de-
rived elsewhere in the literature. Third, for the first time, a complete set of
equivalent system theoretic characterisations of SPRification is given (time
domain, frequency domain) in one place.
3
2 Problem statement and main results
Consider an input-output system in descriptor form described by
Ex˙ = Ax+B(u+ w)
y = Cx+D(u+ w)
(1)
where the state x(t) is an n-vector1, the control input u(t), output y(t), and
exogeneous input w(t) are m-vectors while E and A are n × n matrices and
B,C, and D are matrices of dimensions n×m,m×n andm×m, respectively.
Sometimes we refer to this system as the system (E,A,B, C,D). We wish to
know whether or not this system can be made stable and SPR (strictly pos-
itive real) through static output feedback, specifically, if there exist matrices
K and L such that the system resulting from
u = Ky and z = Ly (2)
is stable and the resulting transfer function from w to z is SPR.
For the feedback law in (2) to be well-posed, one must require that I−KD be
non-singular. In Calculation 1 in the Appendix, it is shown that, provided
I − KD is non-singular, the system resulting from control (2) applied to
system (1) is described by
Ex˙ = Acx+Bcw
z = Ccx+Dcw
(3)
where
Ac = A +B(I −KD)
−1KC . (4)
A number λ is an eigenvalue of the matrix pair (E,Ac) or system (3) if there
is a non-zero vector v such that (λE −Ac)v = 0. Any such vector v is called
an eigenvector corresponding to λ. The descriptor system (3) is stable or the
pair (E,Ac) is stable if every eigenvalue of (E,Ac) has negative real part.
Throughout, we assume that (E,A) is regular in the sense that det(sE −A)
is not identically zero.
1An n-vector is a real or complex vector with n components, that is, an element of Rn
or Cn, respectively
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The transfer function associated with the original system (1) is given by
G(s) = C(sE − A)−1B +D . (5)
In the Laplace domain, the original system and the output feedback (2) are
described by
yˆ = G(uˆ+ wˆ) , uˆ = Kyˆ , zˆ = Lyˆ (6)
where uˆ, yˆ, wˆ, zˆ denote the Laplace transforms of u, y, w, z. Thus yˆ = GKyˆ+
Gwˆ, which implies that (I −GK)yˆ = Gwˆ. Hence, zˆ = Gcwˆ where
Gc = L(I −GK)
−1G = LG(I −KG)−1 (7)
We say that λ is a pole of Gc or system (3) if lims→λGc(s) does not exist.
Strict Positive Realness: The transfer function Gc is strictly positive real
(SPR ) if there exists ǫ > 0 such that2 whenever s ∈ C is not a pole of Gc:
Gc(s) +Gc(s)
′ > 0 for ℜ(s) ≥ −ǫ . (8)
Now we can state the problem under consideration in a more precise fashion.
Problem statement: Determine conditions under which there exist ma-
trices K and L with I −KD non-singular such that
(E, A+B(I −KD)−1KC) is stable (9)
L(I −GK)−1G is SPR (10)
2.1 Main Result (Part A): A spectral (time domain)
characterisation of SPRification
We can now present our first main result. To proceed, we shall need the
following two matrices:
E :=
[
E 0
0 0
]
and A :=
[
A B
C D
]
(11)
2 M ′ denotes the complex conjugate transpose of a matrix M .
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and the following rank conditions:
[
E B
]
and
[
E
C
]
(12)
have maximum rank.
Our first main result involves a simple eigenvalue condition on the state space
matrices describing the system.3
Theorem 1. Consider a system described by (1) that satisfies rank condi-
tion (12). There exist matrices K and L, with I −KD non-singular, such
that objectives (9) and (10) hold if and only if the following conditions hold.
(a) A is non-singular and the non-zero eigenvalues of A−1E have negative
real part.
(b) The index of zero as an eigenvalue of A−1E is at most two.
Example 1. [Simple integrator] Consider the simple integrator described by
x˙ = u and y = x. Here E = 1, A = 0, B = C = 1 and D = 0. Hence,
A =
[
0 1
1 0
]
, E =
[
1 0
0 0
]
,A−1E =
[
0 0
1 0
]
So, A−1E only has an eigenvalue at zero and its index is two. Hence by
Theorem 1, objectives (9) and (10) can be achieved.
Example 2. [Descriptor system] Consider the descriptor system with
E =
[
0 0
1 0
]
, A =
[
1 0
0 1
]
B =
[
−1 −1
0 0
]
, C =
[
−1 1
0 1
]
, D =
[
−3 0
−1 0
]
3Recall that the index of zero as an eigenvalue of a square matrix S is the smallest
integer k ≥ 0 for which the rank of Sk+1 equals the rank of Sk.
6
Since det(sE −A) ≡ 1, this system has no finite eigenvalues. Here
A =


1 0 −1 −1
0 1 0 0
−1 1 −3 0
0 1 −1 0


E =


0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 , A−1E =


−2 0 0 0
1 0 0 0
1 0 0 0
−3 0 0 0


So, A−1E has eigenvalues 0 and −2 and the order of the zero eigenvalue is
one, it follows from Theorem 1 that objectives (9) and (10) can be achieved
for this system.
2.2 Main Result (Part B): A frequency domain char-
acterisation of SPRification
Our next result, which involves conditions on the transfer function of the
system, needs the following definitions for a finite complex number λ.
λ is an uncontrollable eigenvalue for (E,A,B) or system (1) if
[
λE−A B
]
does not have maximum rank.
λ is an unobservable eigenvalue for (E,C,A) or system (1) if
[
λE−A
C
]
does not have maximum rank.
If infinity is a pole of a transfer function H, its order is the smallest integer
l for which lims→∞ s
−lH(s) exists.
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Theorem 2. Consider a system described by (1). There exist matrices K
and L, with I −KD non-singular, such that objectives (9) and (10) hold if
and only if the following conditions hold.
(a) The finite poles of G−1 have negative real part where G is the system
transfer function.
(b) If G−1 has a pole at infinity then, its order is one.
(c) The uncontrollable and unobservable eigenvalues of the system have
negative real part.
Example 3. Consider the system with E = I and
A =
[
−1 0
0 1
]
, B =
[
1 0
0 1
]
,
C =
[
−2 0
0 2
]
, D =
[
1 0
0 1
]
for which
G(s) =


s− 1
s+ 1
0
0
s+ 1
s− 1


and
G(s)−1 =


s+ 1
s− 1
0
0
s− 1
s+ 1

 .
So G−1 has poles at −1 and 1. Since G−1 has a pole at one, it follows from
Theorem 2 that objectives (9) and (10) cannot be achieved for this system.
Note that det[G(s)] ≡ 1. Here
E =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 ,
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A =


−1 0 1 0
0 1 0 1
−2 0 1 0
0 2 0 1

 , A−1E =


1 0 0 0
0 −1 0 0
2 0 0 0
0 2 0 0


So, A−1E has eigenvalues −1, 1 and 0.
Example 4. [A and D singular] Consider a system with E = I and
A =
[
0 0
0 −1
]
, B =
[
1 0
0 1
]
C =
[
1 0
0 1
]
, D =
[
1 0
0 0
]
which has no uncontrollable or unobservable eigenvalues, and for which
G(s) =


s+ 1
s
0
0
1
s+ 1

 ,
and
G(s)−1 =


s
s+ 1
0
0 s+ 1

 .
So, G−1 has a single finite pole at −1 which is also an eigenvalue of A. Since
the order of infinity as a pole of G−1 is one, it follows from Theorem 2 that
objectives (9) and (10) can be achieved for this system. Here
A =


0 0 1 0
0 −1 0 1
1 0 1 0
0 1 0 0

 , E =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


A−1E =


−1 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0


So, A−1E has eigenvalues −1 and 0 and the order of zero is two.
9
2.3 Main result (Part C): Controller construction for
SPRification
The next result provides a simple method for controller construction.
Theorem 3. Consider a system described by (1). There exist matrices K
and L, with I −KD non-singular, such that objectives (9) and (10) hold if
and only if the following conditions hold.
(a)
G(s)−1 = sH1 +D2 +R(s) (13)
where H1 and D2 are constant matrices and either
(i) R = 0 or
(ii)
R(s) = C2(sI − A2)
−1B2 (14)
where A2, B2, C2 are constant matrices with A2 Hurwitz.
(b) The uncontrollable and unobservable eigenvalues of the system have
negative real part.
In either case, the gain matrices L and K, that achieve the desired objec-
tives, are obtained as follows. L is any invertible matrix that is chosen so
that LH1 is symmetric positive semi-definite and
K = D2 − L
−′N (15)
where N is any matrix that satisfies:
(i) R = 0:
N +N ′ > 0
(ii) R(s) = C2(sI − A2)
−1B2:
N +N ′ > (PB2 − C
′
2L)
′Q−1(PB2 − C
′
2L) (16)
where Q is any symmetric positive-definite matrix and P is the unique
solution to
PA2 + A
′
2P +Q = 0 (17)
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Comment: A method for computing A2, B2, C2, D2 and H1 is given in Sec-
tion 6.2. That section also contains a method for computing L.
Example 5. Consider the system with transfer function
G(s) =
s+ 1
s− 2
This is a system with a controllable and observable state space realization
given by E = 1, A = 2, B = 1, C = 3, D = 1. Here
G(s)−1 =
s− 2
s+ 1
= 1 +
−3
s+ 1
Hence, G−1 can be expressed as in (13) and (14) with A2 = −1, B2 = 1, C2 =
−3, D2 = 1 and H1 = 0. Since A2 is Hurwitz, it follows from Theorem 3 that
objectives (9) and (10) can be achieved for this system. Since H1 = 0, L
can be any nonzero number. Using (15), (16) and (17) yields K = 1−N/L,
P = Q/2 and
N > (Q/2 + 3L)2/2Q
Considering L > 0 we obtain K < 1 − (Q + 6L)2/8LQ. The maximum
value of the righthand side of the above inequality is −2 which occurs with
L−1Q = 6. Thus, L = 1 and any K < −2 achieves the desired results.
Considering L < 0 we obtain K > 1− (Q+ 6L)2/8LQ. The minimum value
of the righthand side of the above inequality is 1 occurs with L−1Q = −6.
Thus, L = −1 and any K > 1 also achieves the desired results.
2.4 Dynamic output feedback
Here we show that if one can achieve an internally stable SPR system using a
proper dynamic controller then, this can be achieved with a static controller.
To see this, consider a general dynamic output feedback controller described
by
uˆ = Kyˆ and zˆ = Lyˆ (18)
where K and L are rational transfer functions. We assume that K and L are
proper in the sense that they have no poles at infinity. Since yˆ = G(uˆ+ wˆ),
the transfer function from wˆ to zˆ is given by
zˆ = Gcwˆ where Gc = L(I −GK)
−1G (19)
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Suppose Gc is SPR and the closed-loop system is internally stable. Then we
claim that the finite poles of K and L have negative real parts.
To see this, consider the closed-loop system with additional inputs w2 and
w3:
yˆ = G(uˆ+ wˆ), uˆ = K(yˆ + wˆ2), zˆ = L(yˆ + wˆ3)
Then
zˆ = Gcwˆ +GcKwˆ2 + Lwˆ3 (20)
Internal stability of the closed loop system requires that all the finite poles
of GcK and L have negative real part. With Gc being SPR, G
−1
c is also SPR
and all its finite poles have negative real part. Since K = G−1c (GcK) it now
follows that all its finite poles of K have negative real part.
From (19) we see that G−1c = (G
−1 −K)L−1; hence
G−1 = G−1c L+K (21)
Since all the finite poles of L, K and G−1c have negative real part, it now
follows that all the finite poles of G−1 have negative real part. Also, since
Gc is SPR, it can have a most one pole at infinity. Since L and K have no
poles at infinity, it now follows that G−1 has at most one pole at infinity.
Since output feedback does not affect uncontrollable and unobservable eigen-
values, these eigenvalues must have negative real part for internal stability. It
now follows from Theorem 2 that the system can be made SPR and internally
stable with static output feedback.
Note that [13] obtained the same result for systems with strictly proper
transfer functions, that is systems with E = I and D = 0, using different
proof techniques.
3 Implications of main results
3.1 Zero output dynamics
Conditions (a) and (b) of Theorem 1 have a nice interpretation in terms of the
zero output dynamics of system (1). The zero output dynamics of system (1)
are those dynamics which result when w = 0 and the control input is chosen
to keep the output precisely zero. It follows from (1) that these dynamics
12
are described by
Ex˙ = Ax+Bu
0 = Cx+Du
(22)
that is, they are described by the descriptor system
E
[
x˙
u˙
]
= A
[
x
u
]
. (23)
Thus, the zero output dynamics are determined by the descriptor system
characterized by (E ,A). The requirement that A be non-singular is equiva-
lent to (E ,A) not having a zero eigenvalue. In this case, the eigenvalues of
(E ,A) are the inverse of the non-zero eigenvalues of A−1E . Hence, condition
(a) of Theorem 1 is equivalent to the eigenvalues of (E ,A) having negative
real part, that is, the zero output dynamics system is asymptotically stable.
To obtain an interpretation of condition (b) of Theorem 1 we have the foll-
lowing definition when the matrix A is invertible [18].
The index of (E ,A) or system (22) is the smallest integer k ≥ 0 for which
the rank of (A−1E)k+1 equals the rank of (A−1E)k.
Since E is singular, A−1E has a zero eigenvalue; hence the index of (E ,A) is
at least one and it equals the index of zero as an eigenvalue of A−1E . The
above discussion results in the following corollary of Theorem 1.
Corollary 1. Consider a system described by (1) that satisfies rank condition
(12). There exist matrices K and L, with I − KD non-singular, such that
objectives (9) and (10) hold if and only if the zero output dynamics (22) are
stable and have a maximum index of two.
3.2 Eigenvalues of A−1E
If E = 0 then E is zero; hence, A−1E is zero which means that zero is the
only eigenvalue of A−1E and its index is one.
If E 6= 0, let (X, Y ) be any full rank decomposition of E, that is,
E = XY ′ (24)
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where X and Y are full rank matrices [18]. Also, let
[
A˜ B˜
C˜ D˜
]
= A−1 (25)
where A˜ has the same dimensions as A and let
E1 = Y
′A˜X . (26)
The next result which is proven in the Appendix provides relationships be-
tween the eigenvalues of A−1E and E1 and is useful in checking conditions
(a) and (b) of Theorem 1.
Lemma 1. When A is non-singular and E 6= 0, the non-zero eigenvalues of
A−1E and E1 are the same and the index of zero
4 as eigenvalue of E1 equals
l − 1, where the index of zero as an eigenvalue of A−1E is l.
3.3 Non-descriptor (non-algebraic) systems
Recall that a descriptor system is defined by both differential equations and
a set of algebraic equations. In our context, both of these constraints are
captured via the structure of the E matrix. Classical systems whose dynam-
ics are described by differential equations only give rise to an invertible E
matrix. Such systems are sometimes referred to as normal systems. Since
this term is itself loaded and has different meanings in different areas of sys-
tems theory, we shall refer to a system with an invertible E matrix as a
non-algebraic system.
In this case, without loss of generality, we can consider E = I and such a
system is described by
x˙ = Ax+B(u+ w)
y = Cx+D(u+ w)
(27)
Also, rank conditions (12) hold. If we consider (I, I) as a full rank decom-
position of E = I then, E1 = A˜ and, using Lemma 1, we have the following
corollary to Theorem 1.
4If a matrix does not have an eigenvalue at zero we say the index of zero as an eigenvalue
is zero.
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Corollary 2. There exist matrices K and L, with I − KD non-singular,
such that objectives (9) and (10) hold for a non-algebraic system described
by (27) if and only if the following conditions hold.
(a) A is non-singular.
(b) The non-zero eigenvalues of A˜ have negative real part.
(c) If zero is an eigenvalue of A˜ then its index is one.
Conditions (b) and (c) above are equivalent to saying that the system z˙ = A˜z
is marginally stable.
3.3.1 Special cases
D non-singular If D is non-singular then, A is non-singular if and only
if A− BD−1C is non-singular. In this case
A˜ = [A−BD−1C]−1 . (28)
Hence A˜ is invertible and does not have a zero eigenvalue. If, in addition, the
system is non-algebraic then, the requirements for objectives (9) and (10) to
be achieved simplify to:
All the eigenvalues of A−BD−1C have negative real part.
A non-singular If A is non-singular then, A is non-singular if and only
if the matrix D − CA−1B is non-singular. In this case
A˜ = A−1 + A−1B(D − CA−1B)−1CA−1 (29)
Strictly proper systems: D = 0 One can readily show that condition
(c) is equivalent to CB being invertible.
4 SPRification in the frequency domain
In this section we obtain the transfer function characterization (Theorem 2)
of the systems for which the desired objectives can be achieved. This involves
conditions on the poles ofG−1 and the uncontrollable and unobservable eigen-
values of the original system which are necessary and sufficient for objectives
(9) and (10) to be achieved. First, we develop a useful preliminary result.
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4.1 A preliminary result
Here we provide an initial characterization (Lemma 3) of the systems for
which the desired objectives can be achieved. This result alone can be use-
ful in determining whether or not the desired objectives can be achieved.
First, we need the following result on SPR transfer functions which are not
necessarily proper.
Lemma 2. A rational SPR transfer function H has the following properties.
(a) If infinity is a pole of H then, its order is one; also H1 is symmetric
and positive semi-definite where H1 = lims→∞ s
−1H(s).
(b) The finite poles of H have negative real part.
(c) H−1 is SPR.
The appendix contains a proof.
We have now the following preliminary result.
Lemma 3. Given L non-singular, there exists a matrix K, with I − KD
non-singular, such that L(I − GK)−1G is SPR if and only if the following
conditions hold.
(a) If infinity is a pole of G−1 then, its order is one; also L′H1 is symmetric
and positive semi-definite where
H1 = lim
s→∞
s−1G(s)−1 (30)
(b) The finite poles of G−1 have negative real part.
(c) There exists a matrix M such that
L′G(ω)−1 +G(ω)−′L+M +M ′ > 0 (31)
for −∞ ≤ ω ≤ ∞, and I + L−′MD is non-singular.
The matrix K is given by
K = −L−′M (32)
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Proof. By Lemma 2, the transfer function Gc = L(I − GK)
−1G is SPR if
and only if G−1c is SPR. Since L is non-singular,
G−1c = G
−1(I −GK)L−1 = G−1L−1 −KL−1 (33)
Also, G−1c being SPR is equivalent to
L′G−1c L = L
′G−1 − L′K (34)
being SPR.
Now suppose that L′G−1c L is SPR. It follows from (34) that L
′G−1c L and G
−1
have the same poles and the order of infinity as a pole of L′G−1c L and G
−1
is the same. Also lims→∞ s
−1L′G−1c L = L
′H1. Thus properties (a) and (b)
of the lemma hold. Since L′G−1c L is SPR, it has no poles on the imaginary
axis and, using (34),
L′G(ω)−1 +G(ω)−′L− L′K −K ′L > 0 (35)
for −∞ < ω <∞. If we express G−1 as
G−1(s) = sH1 +H0(s) (36)
then H0 does not have a pole at infinity. Since L
′H1 is symmetric,
L′G(ω)−1 +G(ω)−′L
= ωL′H1 − ωL
′H1 + L
′H0(jω) +H0(ω)
′L
= L′H0(jω) +H0(ω)
′L (37)
and (35) is equivalent to
L′H0(jω) +H0(ω)
′L− L′K −K ′L > 0 (38)
for −∞ < ω <∞. Hence
L′H0(jω) +H0(ω)
′L− L′K −K ′L ≥ 0 (39)
for −∞ < ω <∞. Consider now any M satisfying M +M ′ > −L′K −K ′L
with I + L−′MD non-singular. This results in
L′H0(ω) +H0(ω)
′L+M +M ′ > 0 (40)
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for −∞ < ω < ∞. Combining this with (37) yields the desired inequality
(31) in (c).
Now suppose that (a)-(c) hold. Inequality (31) and (37) imply (40). Now
choose β > 0 small enough so that
L′H0(ω) +H0(ω)
′L+M +M ′ − 2βI > 0 (41)
for −∞ < ω < ∞. It follows from (b) that all the finite poles of L′H0 have
negative real parts. This along with (41) implies that L′H0+M−βI is SPR;
thus there exists ǫ1 > 0 such that
L′H0(s) +H0(s)
′L+M +M ′ − 2βI > 0 (42)
for ℜ(s) ≥ −ǫ1. Consider any ǫ2 > 0 for which ǫ2H1 ≤ βI. Letting ǫ =
min{ǫ1, ǫ2} and recalling that L
′H1 is symmetric positive semi-definite, we
obtain that whenever ℜ(s) ≥ −ǫ,
L′G(s)−1 +M +G(s)−′L+M ′
= (s+ s¯)L′H1 + L
′H0(s) +H0(s)
′L+M +M ′
> −2ǫ2H1 + 2βI ≥ 0
This implies that L′G(s)−1 + M is SPR. Letting K = −L−′M , we have
M = −L′K. Hence L′G−1 − L′K is SPR. Without loss of generality we can
considerM sufficiently large so that I+L−′MD is non-singular. (To see this,
consider M = κI and note that I + κL−′D is singular only when κ = −α−1
where α is a nonzero eigenvalue of L−′D.) Thus I − KD = I + L−′MD is
non-singular.
Example 6. Recalling the transfer function in Example 5, G−1 has no in-
finite pole and a single finite pole at −1. Hence H1 = 0 and L can be any
non-negative number. Also D = 1 and G(jω)−1+G(jω)−
′
= 2− 6/(1 +ω2).
With L = 1, inequality (31) is satisfied if M > 2; hence, using (32) any
K < −2 will render an SPR closed system. Similarily L = −1 results in
K > 1.
Remark 1 Note that inequality (31) is equivalent to M > M0 and
LG(ω) +G(ω)′L′ +G(ω)(M0 +M
′
0)G(ω)
′ ≥ 0
for −∞ < ω <∞.
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4.2 Proof of Theorem 2
We first obtain the following result from Lemma 3.
Lemma 4. Given a square rational transfer function G, there exist matrices
L and K, with I−KD non-singular, such that L(I−GK)−1G is SPR if and
only if the following conditions hold.
(a) If infinity is a pole of G−1, then its order is one.
(b) The finite poles of G−1 have negative real part.
Proof. The necessity of conditions (a)-(b) follows from Lemma 3.
We now prove sufficiency of conditions (a)-(b). When conditions (a) and (b)
hold,
G(s)−1 = sH1 +H0(s) (43)
where H0 has no pole at infinity and all its poles have negative real part. Let
L be any non-singular matrix for which L′H1 is positive semi-definite. (The
construction of L is described in Section 6.2.) Since H0 has no imaginary
poles and no pole at infinity, there exists κ0 such that
L′H0(ω) +H0(ω)
′L ≥ −κ0 (44)
for −∞ ≤ ω ≤ ∞, Now choose any κ > κ0/2 such that I + κL
−′D is
non-singular and let M = κI It now follows from (37) and (44) that
L′G(ω)−1 +G(ω)−′L+M +M ′ > 0 (45)
for −∞ ≤ ω ≤ ∞, and I + L−′MD is non-singular. It now follows from
Lemma 3 that with K = −L−′M , the transfer function L(I − GK)−1G is
SPR and I −KD is non-singular.
Remark 2 (SISO systems) For a SISO (scalar input scalar output) sys-
tem, G(s) is a scalar; hence λ is a pole of G−1 if and only if λ is a zero of G,
that is, G(λ) = 0. Also infinity is a pole of G−1 if and only if G is strictly
proper; in this case, infinity is a pole of order l of G−1 if and only if ∞ is a
zero of order l of G, that is, l ≥ 1 is the smallest integer for which
lim
s→∞
slG(s) 6= 0.
This is the same as the relative degree of the transfer function. So, for SISO
systems, conditions (a) and (b) of Lemma 4 are respectively equivalent to:
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(a) If G is strictly proper, its relative degree is one.
(b) The finite zeros of G have negative real part.
The following result provides a relationship between the poles and eigenvalues
of a descriptor system. A proof can be found in the Appendix.
Lemma 5. For system (1), λ is an eigenvalue of (E,A) if and only if it is
a finite pole, an uncontrollable eigenvalue or an unobservable eigenvalue.
Lemma 6. Consider a system described by (1) and matrices K and L where
I −KD is non-singular. Then objectives (9) and (10) hold if and only if the
following conditions hold.
(a) L(I −GK)−1G is SPR
(b) The uncontrollable and unobservable eigenvalues of the system have
negative real part.
Proof. We first prove sufficiency of conditions (a)-(b). Since Gc = L(I −
GK)−1G is SPR, all its poles have negative real part. One can readily show
that static output feedback does not change uncontrollable and unobservable
eigenvalues; hence condition (b) implies that the uncontrollable eigenvalues of
(E,Ac, B) and the unobservable eigenvalues of (E,C,Ac) have negative real
part. It now follows from Lemma 5 that all the eigenvalues of (E,Ac) have
negative real part. Hence (E,Ac) is stable. To prove necessity of conditions
(a)-(b), we simply note that the stability of (E,Ac) implies condition (b).
Theorem 2 is now a consequence of Lemmas 4 and 6.
5 SPRification in state space
5.1 A new descriptor system
The key innovation in obtaining Theorem 1 is to express G−1 as the transfer
function of a new descriptor system described by (E ,A,B, C, 0) where
E =
[
E 0
0 0
]
, A =
[
A B
C D
]
(46)
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and
B =
[
0
I
]
, C =
[
0 −I
]
(47)
The transfer function for this system is
G(s) = C(sE −A)−1B (48)
and we have the following result.
Lemma 7. (a)
G−1 = G (49)
(b) The uncontrollable eigenvalues of (E,A,B) and (E ,A,B) are the same.
(c) The unobservable eigenvalues of (E,C,A) and (E , C,A) are the same.
Proof. Recall that G(s) = C(sE−A)−1B+D. With E and A given by (46),
we see that
(A− sE)−1 =
[
A− sE B
C D
]
−1
=
[
∗ ∗
∗ [D + C(sE − A)−1B]
−1
]
=
[
∗ ∗
∗ G(s)−1
]
Hence, recalling (47), we see that G(s)−1 = C(sE −A)−1B = G(s).
To prove (b), note that
rank
[
A− λE B
]
= rank
[
A− λE B 0
C D I
]
= rank
[
A− λE B 0
0 0 I
]
Thus,
[
A− λE B
]
does not have maximum rank if and only if the same is
true for
[
A− λE B
]
. This means that λ is an uncontrollable eigenvalue
of (E,A,B) if and only if it is an uncontrollable eigenvalue of (E ,A,B). To
prove (c), note that
rank
[
A− λE
C
]
= rank

 A− λE BC D
0 −I


= rank

 A− λE 0C 0
0 I


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Thus,
[
A− λE
C
]
does not have maximum rank if and only if the same is
true for
[
A− λE
C
]
. This means that λ is an unobservable eigenvalue of
(E,C,A) if and only if it is an unobservable eigenvalue of (E , C,A).
5.2 Finite poles of G−1 and the eigenvalues of (E ,A)
Consideration of Lemmas 7 and 5 yields the following result on the finite
poles of G−1.
Corollary 3. λ is an eigenvalue of (E ,A) if and only if it is a finite pole of
G−1 or an uncontrollable or unobservable eigenvalue for (E,A,B, C,D).
Remark 3 (SISO systems) When G(s) is scalar and s is not an eigenvalue
of (E,A),
det (A− sE) = det
([
A− sE B
C D
])
= det(A− sE) det
(
D + C(sE − A)−1B
)
= det(A− sE)G(s)
Hence
G(s)−1 =
det(A− sE)
det(A− sE)
and we have the following conclusion for SISO systems which are controllable
and observable.
λ is a finite pole of G−1 if and only if λ is an eigenvalue of (E ,A) and, if λ
is also an eigenvalue of (E,A), its algebraic multiplicity as an eigenvalue of
(E ,A) is greater than its algebraic multiplicity as an eigenvalue of (E,A).
5.3 Infinite poles of G−1 and the zero eigenvalues of
A−1E
To characterize an infinite pole of G−1 we need the following result for a
general descriptor system described by (E,A).
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Lemma 8. Suppose A is non-singular and (E,A) has index l ≥ 1. Then,
(sE − A)−1 = sl−1Φl−1 + s
l−2Φl−2 + · · ·+ Φ0 + T (s)
where Φl−1 6= 0 and T is a rational function with lims→∞ T (s) = 0. Also,
EΦl−1 = 0 and Φl−1E = 0 (50)
Proof. Appendix.
Lemma 9. Suppose A is non-singular and rank condition (12) holds. Then,
the order of infinity as a pole at G−1 is l where the index of (E ,A) is l + 1.
Proof. If E = 0 then, E = 0; hence (E ,A) is index one. Also, A must be non-
singular since (E,A) is regular. Since A is non-singular, G(s) = D−CA−1B
must be non-singular. Hence G−1 has no poles at infinity, that is, the order
of infinity as a pole of G−1 is zero.
If E 6= 0, let (X, Y ) be any full rank decomposition of E. Then E = XY ′
and
E = XY ′ (51)
where
X =
[
X
0
]
and Y =
[
Y
0
]
. (52)
Using the matrix inversion formula (M + UNV )−1 =
M−1 −M−1U(N−1 + VM−1U)−1VM−1
we see that
(sE − A)−1 = (−A+ sXY ′)−1
= −A−1 − sA−1X (I − sY ′A−1X )−1Y ′A−1
Then, recalling (49) and (48),
G(s)−1 = G(s) = −CA−1B + sG˜(s) (53)
where
G˜(s) = C1(sE1 − I)
−1B1 (54)
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and
E1 = Y
′A−1X , B1 = Y
′A−1B, C1 = CA
−1X
Letting [
A˜ B˜
C˜ D˜
]
= A−1 (55)
where A˜ has the same dimensions as A, and recalling the expressions for X ,Y
and B, C in (52) and (47) results in
E1 = Y
′A˜X ,B1 = Y
′B˜ , C1 = −C˜X , CA
−1B = D˜ (56)
If the index of (E ,A) is l+1, Lemma 1 tells us that the index of (E1, I) is l.
If l = 0, E1 must be nonsingular and it follows from (53) and (54) that G
−1
has no pole at infinity. Considering l ≥ 1, it follows from (53) that infinity
is a pole of order l of G−1 if and only if infinity is a pole of order l−1 of G˜.
Thus to complete the proof we need to show that the order of infinity as a
pole of G˜ is l−1. Since G˜(s) = C1(sE1 − I)
−1B1 and the index of (E1, I) is
l, it follows from Lemma 8 that
G˜(s) = sl−1C1Φl−1B1 + s
l−2C1Φl−2B1
+ · · ·+ C1Φ0B1 + T˜ (s) (57)
where Φl−1 6= 0 and T˜ is a rational function with lims→∞ T˜ (s) = 0. Also,
E1Φl−1 = 0 and Φl−1E1 = 0 (58)
Clearly, the order of infinity as a pole of G˜ is l−1 if and only if C1Φl−1B1 6= 0.
Suppose, on the contrary that C1Φl−1B1 = 0.
If Z := Φl−1B1 6= 0 then
E1Z = 0 , C1Z = 0 , Z 6= 0 . (59)
Since X is full column rank and E = XY ′, it follows from (59) that
EA˜z = 0 , C˜z = 0 , z = XZ 6= 0 .
Also, (55) implies that
CA˜+DC˜ = 0
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Hence CA˜z = −DC˜z = 0. Since B˜z = 0 we cannot have A˜z = 0. Thus,
E(A˜z) = 0 , C(A˜z) = 0 , A˜z 6= 0
that is, the matrix
[
E
C
]
does not have full rank in contradiction of rank
condition (12).
Now suppose that Φl−1B1 = 0; then we have
Φl−1E1 = 0 , Φl−1B1 = 0 , Φl−1 6= 0 .
Since Y is full column rank and E = XY ′ we now have, upon recalling (56),
that
z′A˜E = 0 , z′B˜ = 0 where z = Y Φ′l−1 6= 0 .
It follows from (55) that
A˜B + B˜D = 0 .
Hence z′A˜B = −z′C˜D = 0. Since z′B˜ = 0, we cannot have z′A˜ = 0. Thus,
(z′A˜)E = 0 , (z′A˜)B = 0 , z′A˜ 6= 0 ,
that is, the matrix
[
E B
]
does not have full rank in contradiction of rank
condition (12). It now follows that C1Φl−1B1 6= 0; hence the order of infinity
as a pole of G˜ is l − 1.
Theorem 1 is simply a consequence of Theorem 2, Corollary 3 and Lemma
9.
6 Proof of Theorem 3 and controller construc-
tion
6.1 Proof of Theorem 3
Proof. It follows from Lemma 4 that there exist matrices L and K with
I−KD non-singular such that L(I−GK)−1G is SPR if and only if G−1 can
be expressed as
G(s)−1 = sH1 +D2 +R(s) (60)
where H1 and D2 are constant matrices and either
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(i) R = 0 or
(ii) R(s) = C2(sI − A2)
−1B2 where A2, B2, C2 are constant matrices with
A2 Hurwitz.
Using Lemma 3, in either case, L′H1 is symmetric, positive semi-definite and
there exists a matrix M such that
L′G(ω)−1 +G(ω)−′L+M +M ′ > 0 (61)
for −∞ ≤ ω ≤ ∞. Moreover,
K = −L−′M (62)
Since L′H1 is symmetric, it follows from (60) that (61) is equivalent to
L′R(ω) +R(ω)′L+N +N ′ > 0 (63)
for −∞ ≤ ω ≤ ∞, where N := L′D2 +M . Also, using (62),
K = D2 − L
−′N . (64)
If R = 0, (63) is equivalent to
N +N ′ > 0 .
If R(s) = C2(sI −A2)
−1B2 , (63) is equivalent to
G2(ω) +G2(ω)
′ > 0 for −∞ ≤ ω ≤ ∞ (65)
where
G2(s) = L
′C2(sI − A2)
−1B2 +N (66)
Using the KYP Lemma and Lyapunov theory it follows that satisfaction of
(65) is equivalent to the existence of a symmetric, positive definite matrix P
such that [
PA2 + A
′
2P PB2 − C
′
2L
B′2P − L
′C2 −N −N
′
]
< 0 (67)
Letting
Q := −PA2 −A
′
2P (68)
and using a Schur complement result, inequality (67) is equivalent to
Q > 0 (69)
N +N ′ > (PB2 − C
′
2L)
′Q−1(PB2 − C
′
2L) (70)
The proof is completed by invoking Lemma 6.
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6.2 Controller construction
We provide here a method for obtaining the matrices A2, B2, C2, D2 and H1
used in controller construction. This method uses the state space description
(E,A,B, C,D) of the original system.
If E = 0 then G(s)−1 = [D − CA−1B]−1 and H1 = 0, R = 0 and D2 =
[D − CA−1B]−1.
If E 6= 0, let (X, Y ) be any full rank decomposition of E, that is
E = XY ′ (71)
where X and Y are full rank matrices [18]. One method of computing X
and Y is to obtain a singular value decomposition of E, that is E = UΣV ′
where U and V are orthogonal matrices and Σ is diagonal with non-negative
elements, σ1 ≥ σ2 ≥ · · · ≥ σn called the singular values of E. If E is non-zero,
let σr be the smallest singular value of E. Then,
E = U1Σ1V
′
1 (72)
where U1 and V1 consist of the first r columns of U and V respectively and
Σ1 is diagonal with positive diagonal elements σ1, σ2, . . . , σr. Now let
X = U1Σ1 , Y = V1 (73)
It follows from (53), (54) and (56) that
G(s)−1 = D˜ + sC1(sE1 − I)
−1B1 (74)
where B1, C1 and E1 are given in (56).
(i) If E1 = 0 then,
G(s)−1 = sH1 +D2 (75)
where
D2 = D˜ , H1 = −C1B1 = C˜XY
′B˜ = C˜EB˜ (76)
(ii) If E1 6= 0, we let (X1, Y1) be any full rank decomposition of E1; thus
E1 = X1Y
′
1 (77)
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Since the index of (E ,A) is at most two, the matrix Y ′1X1 is invertible.
Proceeding, we obtain that
G(s)−1 = sH1 +H0(s) (78)
H0(s) = D2 + C2(sI −A2)
−1B2 (79)
where
H1 = C˜X(I −X1A2Y
′
1)Y
′B˜ (80)
and
A2 = (Y
′
1X1)
−1 B2 = A2 Y
′
1Y
′B˜
C2 = −C˜X X1A
2
2 , D2 = D˜ + C2A
−1
2 B2
6.2.1 Obtaining L
Let UΣV ′ be a singular value decomposition of H1. Then
H1 = UΣV
′ (81)
where U and V are orthogonal matrices and Σ is diagonal with non-negative
elements. With
L = UV ′ (82)
we have L′H1 = V U
′UΣV ′ = V ΣV ′ ≥ 0 and L′H1 is symmetric.
7 Conclusions
Conditions are derived to determine when and how a system can be made
SPR via output feedback. The first is a time domain spectral (eigenvalue)
condition; the second an equivalent frequency domain condition. Finally,
a control design procedure to make a given system SPR is given. Simple
examples are given to illustrate our results and to demonstrate their efficacy.
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9 Appendix
We now give some results that are important for our discussion. Note that
some of these have appeared in preliminary form in our previous papers
[22, 17, 16]
9.1 Calculation 1
First note that y = Cx + DKy + Dw. Assuming I − DK is non-singular,
y = (I −DK)−1[Cx+Dw] and
u = K(I −DK)−1[Cx+Dw] + w
= (I −KD)−1KCx+ [I + (I −KD)−1KD]w
= (I −KD)−1KCx+ (I −KD)−1w
Hence, the system resulting from (2) applied to (1) is given by
Ex˙ = [A+B(I −KD)−1KC]x+B(I −KD)−1w
z = L(I −DK)−1Cx+ LD(I −KD)−1w
9.2 Proof of Lemma 1
Proof. First note that (X ,Y) is a full rank decomposition of E where
X =
[
X
0
]
and Y =
[
Y
0
]
(83)
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Hence
A−1E = A−1XY ′ (84)
Also
E1 = Y
′A−1X (85)
When s is non-zero,
det(sI −A−1E) = det(sI −A−1XY ′)
= sn det(I − s−1A−1XY ′)
= sn det(I − s−1Y ′A−1X )
= sn−m det(sI − Y ′A−1X )
= sn−m det(sI − E1)
where m is the rank of X . This tells us that the non-zero eigenvalues of A−1E
and E1 are the same.
Recalling (84) and (85), we obtain that, for k = 1, 2, . . .,
(A−1E)k = A−1X (Y ′A−1X )k−1Y ′ = A−1XEk−11 Y
′
Since A−1X is full column rank and Y ′ is full row rank, the rank of (A−1E)k
equals the rank of Ek−11 . Hence the index of zero as an eigenvalue of E1
equals l − 1 where the index of zero as eigenvalue of A−1E is l.
9.3 Proof of Lemma 2
Proof. (a) Since H is a rational transfer function, we can express it as
H(s) = slHl + · · ·+ sH1 +H0(s) (86)
where H1, . . . , Hl are constant matrices and the rational function H0 does
not have a pole at infinity. We need to show that H2, . . .Hl = 0. Since H is
SPR, we have
H(s) +H(s)′ > 0 when ℜ(s) ≥ 0 (87)
and s is finite and not a pole of H . Consider any non-zero vector u. Then
h(s) := u′H(s)u can be expressed as
h(s) = hls
l + · · ·+ h1s+ h0(s) (88)
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where
hk = u
′Hku for k = 1, · · · , l and h0 = u
′H0u . (89)
Also h0 does not have a pole at infinity and it follows from (87) that
h(s) + h(s)′ > 0 when ℜ(s) ≥ 0 (90)
and s is finite and not a pole of H .
Consider any integer m ≥ 1 for which gk = 0 for k > m and suppose s = re
θ
where −π/2 ≤ θ ≤ π/2 and r > 0. Then, r−m = emθs−m and, recalling (88),
lim
r→∞
r−mh(reθ) = emθ lim
s→∞
s−mh(s) = emθhm .
Since ℜ(reθ) ≥ 0 and r > 0, it follows from (90) that
r−mh(reθ) + r−mh(reθ)′ > 0 ;
when r is sufficiently large; hence, considering limits as r →∞,
emθhm + e
−mθh′m ≥ 0
Let α = arg(hm) with 0 ≤ α < 2π. Then hm = |hm|e
α and
emθhm + e
−mθh′m = e
(α+mθ)|hm|+ e
−(α+mθ)|hm|
= 2 cos(α +mθ)|hm|
hence,
cos(α +mθ)|hm| ≥ 0 (91)
If m > 1, we can choose −π/2 ≤ θ ≤ π/2 so that
π/2 < α +mθ < 3π/2 (92)
which results in cos(α + mθ) < 0. It now follows from (91) that we must
have hm = 0. By induction, we obtain that hk = 0 for k > 1.
When m = 1 and α > 0, one can still choose θ to satisfy (92). Hence α = 0
for h1 6= 0; in this case h1 is positive real. Thus we must have
h′1 = h1 ≥ 0
Since the above holds for any non-zero complex vector u we obtain the desired
result that
Hk = 0 for k > 1
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and
H ′1 = H1 ≥ 0 .
The demonstration that all finite poles of H have negative real part proceeds
in a similar fashion; see [15]. For any λ with ℜ(λ) ≥ 0 the proof proceeds by
letting
h(s) = hl(s− λ)
−l + · · ·+ h1(s− λ)
−1 + h0(s)
where h0 does not have a pole at λ and considering the behavior of r
mh(λ+ reθ)
as r → 0.
To show that H−1 is SPR let ǫ1 > 0 be such that H(s) +H(s)
′ > 0 when s
is not a pole of H and ℜ(s) ≥ −ǫ1. Now choose ǫ2 > 0 such that ℜ(s) < −ǫ2
whenever s is a pole of H . Letting ǫ = min{ǫ1, ǫ2} we see that
H(s) +H(s)′ > 0 for ℜ(s) ≥ −ǫ
Thus whenever ℜ(s) ≥ −ǫ, H(s) is nonsingular and pre- and post-multiplying
the above inequality by H(s)−1 and H(s)−
′
yields
H(s)−1 +H(s)−
′
> 0 for ℜ(s) ≥ −ǫ
Hence H−1 is SPR.
9.4 Proof of Lemma 5
Proof. Suppose that λ is an eigenvalue of (E,A) but not a pole of the transfer
function
G(s) = C(sE − A)−1B +D
and define
X(s) = (sE −A)−1B . (93)
First, we show that if λ is not a pole of X then it is an uncontrollable
eigenvalue of (E,A,B). When λ is a not a pole of X ,
lim
s→λ
X(s) = X0 (94)
for some limit X0. From (93) we have (sE − A)X(s) = B and taking the
limit of this expression as s→ λ we see that (λE −A)X0 = B. This implies
that the matrices [λE − A B] and λE − A have the same rank. Since λ
is an eigenvalue of (E,A), the matrix λE − A does not have full row rank.
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Hence [λE−A B] does not have max rank and λ must be an uncontrollable
eigenvalue of (E,A,B).
Now we show that if λ is a pole of X it must be an unobservable eigenvalue
of (E,C,A). When λ is not a pole of X ,
lim
s→λ
(s− λ)pX(s) = Xp (95)
for some p > 0 and Xp 6= 0. From (93) we have
(sE −A)(s− λ)pX(s) = (s− λ)pB
Taking the limit of this expression as s → λ results in (λE − A)Xp = 0.
Since, G(s) = CX(s) +D , we also have
(s− λ)pG(s) = C(s− λ)pX(s) + (s− λ)pD
Recalling that λ is not a pole of G and taking the limit of the above expression
as s→ λ yields 0 = CXp. Thus,[
λE − A
C
]
Xp = 0 .
Since Xp 6= 0 this implies that the matrix[
λE − A
C
]
does not have max rank. Hence λ is an unobservable eigenvalue of (E,C,A).
9.5 Proof of Lemma 8
Proof. We first observe that Φ defined by Φ(s) := (sE − A)−1 is a rational
function. Since the index of (E,A) is at least one, E is non-singular and we
claim that sΦ(s) has a pole at infinity. This follows from
s(sE − A)−1 = (E − s−1A)−1
Hence, Φ(s) can be expressed as
(sE − A)−1 = sl−1Φl−1 + s
l−2Φl−2 + · · ·+ Φ0 + T (s) (96)
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for some integer l ≥ 1 where Φl−1 6= 0 and T is a rational function with
lims→∞ T (s) = 0. Multiplying both sides of the above equation on the left
by sE − A yields
I = slEΦl−1 + s
l−1(EΦl−2 − AΦl−1) + · · ·
+ s(EΦ0 − AΦ1) + sET (s)−AΦ0 −AT (s)
for all complex numbers s. Hence
EΦl−1 = 0 (97)
EΦk − AΦk+1 = 0, k = 0, .., l − 2 (98)
(sE − A)T (s)− AΦ0 = I (99)
It follows from (98) that
Φl−1 = (A
−1E)kΦl−1−k, k = 0, . . . , l − 1 (100)
Since Φl−1 6= 0, it follows that Φl−1−k 6= 0 for k = 0, . . . , l − 1. Using (97)
and (100), we deduce that
(A−1E)k+1Φl−1−k = 0 , (A
−1E)kΦl−1−k 6= 0 ,
for k = 0, . . . l − 1. Hence, the rank of (A−1E)k+1 is less than the rank of
(A−1E)k for k = 0, . . . , l − 1. It follows from (99) that
EΦ−1 −AΦ0 = I
where Φ−1 = lims→∞ sT (s). Hence Φ0 = A
−1EΦ0 − A
−1 and
0 = (A−1E)lΦ0 = (A
−1E)l+1Φ−1 − (A
−1E)lA−1
Hence (A−1E)l = (A−1E)l+1Φ−1A. This means that (A
−1E)l and (A−1E)l+1
have the same rank. Thus l is the index of (E,A). The second equality in
(50) can be obtained multiplying both sides of (96) on the right by sI−A.
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