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Abstract
This document provides a framework for the assessment of gas explosion 
impact on structures. It shows how the probability of a structure achieving a 
predefined level of success in withstanding a defined gas explosion scenario 
may be calculated.
The thesis opens with a general introduction to the need for assessing the 
impact of gas explosions in offshore installations. In the second chapter 
relevant literature regarding the existing theory and approaches used in 
assessment of gas explosions is reviewed. In particular, limitations of existing 
techniques are highlighted. The experimental data that is available to the 
author is also discussed. In the third chapter a set of objectives is defined. 
Meeting these objectives would allow many of the outstanding issues in gas 
explosion assessment, highlighted in chapter two, to be addressed. These 
objectives essentially define the need for assessment of explosions to relate 
to the impact upon the structure they engulf and that the impact is dependent 
not only upon the explosion but upon the structure so effected.
The fourth chapter extends an existing technique of applying time-averaging 
windows to pressure-time histories from explosions. In this chapter, the 
importance of an approach to analysing explosions that relates directly to 
structural response is first established. An improved understanding of the 
effect of explosion parameters upon explosion magnitude is also made.
The fifth chapter makes use of conventional signal analysis techniques to 
address weaknesses of time-averaging approach. These techniques allow a 
better relationship between identified structural response frequency and 
quantification of loading to be reached. These techniques also allow analysis 
of the explosion time history to be made in the frequency domain. Our 
understanding of the explosion parameters on explosion magnitude is again 
advanced.
Whereas the fifth chapter allows analysis to be made in the frequency 
pressure domain, the sixth chapter shows how analysis can be made in the 
frequency-loading domain. This is achieved by assessing the impact of 
pressure-time histories on a simple oscillating structure, a single degree of 
freedom object. Of all the techniques developed, this is believed to be the 
most appropriate.
In the seventh chapter we begin to apply the techniques developed by 
assessing, among other things, the inherent repeatability of an explosion and 
our ability to accurately predict the magnitude of the explosion. W e  start to 
generate a body of statistical data relating to accidental gas explosions.
Chapter eight shows how the knowledge gained in previous chapters might be 
applied within a framework that is relevant to current practices in risk 
assessment. The framework selected is known as the limit state approach. It 
is shown how performance criteria for the structure undergoing gas explosions 
might be set and how the probability of the structure meeting these conditions 
might be assessed.
This thesis supersedes all work previously submitted to my Engineering 
Doctorate portfolio.
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Executive Summary
Introduction
In spite off ail efforts to prevent them, accidental gas explosions will occur. It is 
not possible to eliminate entirely the accidental formation of a gas cloud nor is 
it possible to ensure that such a cloud will not ignite. Due to the unique 
challenges involved in constructing offshore oil and gas installations, they are 
especially vulnerable to gas explosions. Admittedly, much has been done to 
reduce the probability of either release or ignition. However, history has 
shown, all too graphically, the extreme consequences that can follow from 
even a relatively minor explosion. The potential consequences of such an 
event include both loss of life, environmental harm, damage or loss of 
installations valued at billions of dollars and loss of production that can equal 
or exceed the value of the installation. Since the Flixborough Accident in 
1974, BP has been sponsoring research in gas explosion in partnership with 
other companies in the oil and gas industry. My sponsorship of an 
Engineering Doctorate was part of this ongoing policy. During the course of 
my research, I produced a framework for the assessment of gas explosion 
impact on structures. This framework showed how the probability of a 
structure achieving a predefined level of success in withstanding a defined 
gas explosion scenario might be calculated. This work addressed some of the 
more serious outstanding issues in current strategy for handling the inherent 
risk of an accidental gas explosion in an offshore installation.
Environment
As we strive to reduce our impact on the environment from our day-to-day 
operations the consequences of any accidental harm therefore come to form a 
greater proportion of mankind’s global environmental impact. The worst 
environmental disasters such as the Exxon Valdez, Chenobyl and Bhopal 
were all accidental releases.
Three examples of the numerous occasions explosions have caused, or led 
to, either substantial damage or the total destruction of installations are 
provided in my thesis. These are the Flixborough disaster, the Piper Alpha
disaster and the loss of Pertobras’s platform, the P-36. While there is often a 
tendency to focus on the human aspects of the tragedy or the damage to 
property, the environmental harm that results is also considerable.
During the Flixborough disaster an entire process plant was destroyed by 
major explosion. The disaster occurred in 1974 and, since environmental 
issues were less prominent at the time, contemporary reports tend to focus on 
the loss of life and extensive property damage. However since a large process 
plant was completely destroyed by explosion and fire it is easy to imagine that 
environmental impacts were severe.
On July 6, 1988, the worst offshore oil accident in history occurred when the 
Piper Alpha installation was destroyed. Ultimately 167 persons died. Only 61 
members of the platform escaped, many being forced to jump up to 175 feet 
from the disintegrating platform into the sea. Within a few hours the intense 
fires and violent explosions resulted in the majority of the platform 
disintegrating and falling to the seabed. At the height of the disaster, the fire 
was burning gas at the same rate as the entire British Isles. The flames could 
be seen for miles and thick clouds off black smoke were generated. Ruptured 
oil and gas pipelines released tens of thousands of tons of hydrocarbons in to 
the environment. During the accident, a large quantity of dioxins was also 
released.
On March 25th, 2001, a set of three explosions occurred onboard the P-36 (at 
the time, the worlds largest oil rig) killing 11 workers and causing the structure 
to sink five days later. Following the disaster, Petrobras, the owner and 
operators, were fined R$ 5 million for the environmental damage alone. The 
P-36 had 250,000 gallons of diesel and 62,500 gallons of crude oil stored on 
the rig in addition to oil that was in transit from the ocean floor in well pipe­
work. Ultimately some 400,000 gallons of hydrocarbons was spilled.
Even if the accidents listed had led to no direct environmental harm the 
environmental costs associated with replacing the installations in question is 
by no means insubstantial. Offshore installations require vast amounts of steel
and other materials in their construction. The environmental impacts of 
producing these materials is therefore also of relevance.
My work is intended to improve the current approach to dealing with the 
consequences of explosions. A typical explosion scenario involves the release 
of a relatively small quantity of flammable. The procedures are intended to 
allow offshore platforms to be designed and operated in such a way that this 
small release of flammable material will not cascade into a large disaster. 
Associated environmental damage will thus be prevented.
Summary of Thesis
My thesis provides a framework for the assessment of gas explosion impact 
on structures. It shows how the probability of a structure achieving a 
predefined level of success in withstanding a defined gas explosion scenario 
may be calculated.
The thesis opens with a general introduction to the need for assessing the 
impact of gas explosions in offshore installations. In the second chapter 
relevant literature regarding the existing theory and approaches used in 
assessment of gas explosions is reviewed. In particular, limitations of existing 
techniques are highlighted. The experimental data that is available to the 
author is also discussed. In the third chapter a set of objectives is defined. 
Meeting these objectives would allow many of the outstanding issues in gas 
explosion assessment, highlighted in chapter two, to be addressed. These 
objectives essentially define the need for assessment of explosions to relate 
to the impact upon the structure they engulf and that the impact is dependent 
not only upon the explosion but upon the structure so affected.
The fourth chapter extends an existing technique of applying time-averaging 
windows to pressure-time histories from explosions. In this chapter, the 
importance of an approach to analysing explosions that relates directly to 
structural response is first established. An improved understanding of the 
effect of explosion parameters upon explosion magnitude is also made.
The fifth chapter makes use of conventional signal analysis techniques to 
address weaknesses of time-averaging approach. These techniques allow a 
better relationship between identified structural response frequency and 
quantification of loading to be reached. These techniques also allow analysis 
of the explosion time history to be made in the frequency domain. Our 
understanding of the explosion parameters on explosion magnitude is again 
advanced.
Whereas the fifth chapter allows analysis to be made in the frequency 
pressure domain, the sixth chapter shows how analysis can be made in the 
frequency-loading domain. This is achieved by assessing the impact of 
pressure-time histories on a simple oscillating structure, a single degree of 
freedom object. Of all the techniques developed, this is believed to be the 
most appropriate.
In the seventh chapter we begin to apply the techniques developed by 
assessing, among other things, the inherent repeatability of an explosion and 
our ability to accurately predict the magnitude of the explosion. W e  start to 
generate a body of statistical data relating to accidental gas explosions.
Chapter eight shows how the knowledge gained in previous chapters might be 
applied within a framework that is relevant to current practices in risk 
assessment. The framework selected is known as the Limit State approach. It 
is shown how performance criteria for the structure undergoing gas explosions 
might be set and how the probability of the structure meeting these conditions 
might be assessed.
In Appendix A, I describe the explosion simulation code, FLACS. I also 
describe how I used this code to simulate the large-scale explosion tests 
carried out by the Fire and Blast in Topside Structure (FBTSS) Joint Industry 
Project (JIP).
In Appendix B, I discuss the methodology I used to simulate a simple single 
degree of freedom (SDOF) structure receiving explosion loading. :! discuss the
software I developed to achieve this and show a comparison made of my 
methodology against published data as part of the validation process. I also 
demonstrate the effect of idealising the explosion load on the response 
spectra of an SDOF structure and show how this procedure introduces error.
Through out my research I have made extensive use of data from the FBTSS 
JIP experiments. Consequently, I describe these experiments in some detail 
in Appendix C.
The thesis supersedes all work previously submitted to my Engineering 
Doctorate portfolio.
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It is envisaged that subsequent to the submission of my thesis a number of 
other papers will be produced.
Additional Work Carried Out at BP
During my time with BP, at their Sunbury site, I have been solely responsible 
for producing a number of items and in addition made contributions to several 
other projects which are not discussed in my thesis. This work generally fails 
under the heading of either gas dispersion or explosion related work.
Gas Dispersion
As originally envisaged the area of my research included both gas dispersion 
and explosion related work. Although the work I carried out on gas dispersion 
is not included within my thesis, a literature review was produced and some 
progress was made in this area.
M O D V E N T
BP has a proprietary gas dispersion package known as MODVENT. This 
package is an integral gas jet dispersion model. This mode! takes account of 
the complex geometry and ventilation flow in an offshore module when 
estimating the build-up of a flammable gas cloud within the module following a 
momentum-dominated jet type release. M O D V E N T  is intended for use as a 
screening tool. This model assumed a constant rate of release, however 
following a breach in containment the affected equipment is normally isolated. 
Consequently the rate of release will be time-varying as the isolated 
equipment blows-down. One of my first tasks was therefore to produce 
suitable equations that would describe the development of a gas cloud during 
a transient gas release and implement them within MODVENT. This was 
achieved and a comparison was made against results generated by the 
commercial Computational Fluid Dynamics (CFD) code Fluent. Overall 
agreement was good, with both sets of results being of the same order of 
magnitude. Closer agreement was never anticipated since it is known that 
CFD would considerably over-predict the spreading of the jet (when 
compared to reality) even without the additional obstructions and porous 
blocks included in the CFD simulation. Work was also undertaken to compare 
the results against experimental data produced by the large-scale gas release 
experiment conducted by BP at the Isle of Grain.
Behaviour Of Cold Low Molecular Weight Releases
A need was recognised within BP Exploration to identify the general behaviour 
of a cold light gas following an accidental release. It is known that a cold 
heavy gas will slump and a hot light gas will rise, however the behaviour of a 
cold light gas is not immediately obvious. A gas of low molecular weight can 
certainly be denser than air if it is cooled sufficiently and so an accidental 
release of such a gas will immediately slump. The warmer surroundings and 
the air entrained into the release will act to warm the gas and so the plume will 
ultimately become buoyant. The plume will not necessarily become buoyant 
prior to leaving the confines of an offshore module in which such a release 
would, for the purposes of BP Exploration, typically occur. The transition from 
cold gas plume to warm gas plume is of importance since a good knowledge
of the gas behaviour allows strategic placing of the sensors designed to detect 
and warn of any escaping gas. Computational fluid dynamics (CFD) was 
chosen to asses the releases since full-scale trials as physical modelling, e.g. 
in a wind tunnel or a plume, were regarded as too expensive and time 
consuming for this particular application. CFD was used to model a simple 
geometry representative of a typical semi-enclosed process module. High and 
low momentum releases of two different molecular weights and at a number of 
temperatures and angles of release were considered.
Temperature Envelope in Gas Plume
A need was also identified to provide plume envelopes based upon 
temperature rather than upon concentration. Consider the example of the 
exhaust from a gas turbine. The exhaust is certainly not flammable nor 
particularly toxic, however if the exhaust plume could impinge upon an object 
or structure it is important to know that the plume wiil have cooled to a 
sufficiently safe level. This is of particular relevance where the plume may 
stray across a heli-deck as a steep temperature gradient may badly affect the 
lift and handling characteristics of any helicopters flying through it. Work was 
carried out in this area and M O D V E N T  was modified to generate appropriate 
data.
Asset-Specific Work
I also undertook a number of projects that contributed to installation safety 
cases and the general support provided to BP’s offshore assets by the group 
within which I was based. The work was sponsored by the Charlie, Chirag, 
Schiehallion and Miller assets.
Charlie
The Charlie work was an extension of the work with cold low molecular weight 
gases (sometimes referred to as revere buoyancy flows) previously 
mentioned. The work was extended to consider a more realistic geometry 
than the rather idealised case used previously.
Chirag
A parametric study was conducted using a commercial CFD package to 
evaluate the best location for the turbine exhaust stack on the platform. 
Particular attention was paid to the risk of a strong thermal gradient across the 
heli-deck creating unsafe landing conditions.
Schiehallion
As a new production platform, it was necessary to produce a risk assessment 
for the Schiehallion FPSO. I was involved in the production of smoke and gas 
dispersion studies which are an important element of the safety case.
Miller
A parametric study was conducted to evaluate the impact upon gas cioud 
volume of the Heating Ventilation and Air Conditioning (HVAC) system. The 
HVAC system was evaluated as either extracting air from or injecting air into 
the compromised module.
Explosion Related
A number of additional projects were undertaken that were explosion related 
are extremely useful and were technically challenging. However, they were 
not necessarily of sufficient academic relevance to be included in my thesis. 
These generally took the form of tools implemented in the Matlab 
programming language.
A major project related to the import of geometry data for commercial 
computer design packages.
The primary task was to convert the existing computer models of installations 
into a data-base that'could be used by FLACS. A rapid, efficient and accurate 
process is especially desirable during the design phase of a platform as only a 
limited window of opportunity exists between the design first reaching a stage 
where explosion simulations can be conducted and the stage at which 
optimisation for explosion consequences can be most cost effectively 
implemented.
The process itself is quite complicated as the myriad of possible shapes in a 
platform must be simplified in an appropriate manner into the boxes and 
cylinders that FLACS uses. Furthermore, the CAD system favoured describes 
an object by implementing a series of rotations to achieve the appropriate 
orientation. In FLACS, the boxes and cylinders can only run parallel to x-axis, 
y-axis or z-axis. A procedure did exist to achieve export but its performance 
was poor. In particular it often failed to correctly handle rotations (requiring 
time-consuming manual modifications to the FLACS geometry subsequent to 
its use). Also it did not handle the data-base structure and item naming 
conventions very well (the original CAD files must be manually edited in many 
cases to provide a useful result). Furthermore, some of the object conversions 
were not as rigorous as they might have been.
A Matlab routine was written which addressed all these issues. Geometries 
produced are now correct in every detail (allowing for the approximations 
required by FLACS) and the structure of the model database is much 
improved. Furthermore, considerably better control was established over the 
import process and it is now achieved at the click of a button. This has 
reduced the time necessary to model a given platform and allows more results 
to be produced at the earliest possible stage In design. The routines 
developed are currently utilised within BP only, it is possible that they might be 
made available elsewhere (indeed this is desirable to enforce a uniformity of 
approach in explosion consequence analysis) but this is by no means certain 
as ongoing developments in the original CAD package have led to some 
uncertainty regarding future strategies.
Two other projects related directly to FLACS geometry problems.
Often an entire detailed model of the geometry is not available at an early 
stage. Matlab routines were produced that made a statistical analysis of 
geometry databases. Since remarkable statistical similarity occurs in terms of 
the distribution of pipe work used across installations, missing detail can 
therefore be approximated in early models in an appropriate way. This 
process can also be used as a quality check on CAD geometry files provided
to ensure that all elements of the platform geometry are provided for explosion 
analysis.
Secondly, missing detail has long been modelled in an approximate way in 
explosion simulations using judgement and regular arrays of pipes. This was a 
manual process, variations in its application sometimes occurred, and it could 
be time consuming. Routines were produce that allow this process to be 
automated and applied rapidly in a consistent way, some judgment is still 
required in locating the arrays of pipes but size and composition can be 
estimated from the statistical work on the geometry.
This work is particularly useful given the importance of the final detail in 
platform layout in explosion prediction that has been highlighted by both my 
own research and others working in the field.
Routines were also developed to allow FLACS output to be imported into the 
Matlab environment to allow further analysis.
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Murray Shearer Chapter 1 Introduction
C h a p t e r  1. Introduction
In spite of all efforts to prevent them, accidental gas explosions will occur. It is 
not possible to eliminate entirely the accidental formation of a gas cloud nor is 
it possible to ensure that such a cloud will not ignite. Due to the unique 
challenges involved in constructing offshore oil and gas installations, they are 
especially vulnerable to gas explosions. Admittedly, much has been done to 
reduce the probability of either release or ignition. However, history has 
shown, all too graphically, the extreme consequences that can follow from 
even a relatively minor explosion.
Figure 1-1 Gas Explosion Primary Consequences
Figure 1-1 indicates some of the consequences most commonly associated 
with a gas explosion. It can be seen that, while the initial damage of an
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explosion can be severe, it is most often the potential for escalation about 
which we must be concerned.
The threat to human life and property is clear, but the potential harm to the 
environment, often neglected in this context, is also immense. Potential 
consequences are listed in Figure 1-2. While protection of personnel is clearly 
the main priority, even if an installation is completely unmanned there are still 
compelling reasons for addressing explosion risks.
Figure 1-2 Explosion Outcomes
On numerous occasions explosions have caused, or led to, either substantial 
damage or the total destruction of installations. Two of the most serious
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accidents in process history are the Fiixborough disaster and the Piper Alpha 
disaster. The use of the ‘disaster’ suffix is no exaggeration and explosions 
caused both. More recently we saw one of the worlds largest offshore 
installations, the P-36 that was located 130 km off the north east coast of 
Brazil, sink as the result of an explosion on board.
1.1. Fiixborough
A major explosion occurred in Fiixborough on June 1, 1974. A reactor had 
been found to be developing a crack and so it was removed. Since the reactor 
was one of a number in series, a pipe was fitted to bridge the gap left by the 
missing reactor. This pipe subsequently ruptured. It is estimated that 50 tons 
of cyclohexane was released. Cyclohexane is a ‘heavier-than-air’ gas and so 
a large gas cloud formed around the plant. Ignition followed almost 
immediately. The type and quantities of material released and the congested 
layout of the plant combined to cause a devastating explosion. Calculations 
have shown that the explosion was of a similar magnitude to about 16 tons of 
TNT. Although high, the human cost of twenty-eight fatalities and eighty-nine 
injured was far lower than might have been the case, mainly because the 
explosion occurred at a weekend when manning levels were low. Financial 
consequences were high: it is estimated that 100 million dollars of damage 
was caused. Aside from the complete destruction of the plant, 1,821 houses 
and an additional 167 shops were damaged1.
1 The Fiixborough disaster had far reaching consequences and has even been seen as a 
factor in the spread of mad cow disease. As a direct result of Fiixborough, legislation was 
introduced regarding solvents. This legislation resulted in the banning of certain chemicals 
that were commonly used in rendering plants. After these chemicals were phased out it 
became possible to lower the temperatures used in the rendering process. This is seen as 
one of the most likely points of entry for the BSE pathogen into the food chain.
Engineering Doctorate in Environmental Technology.
1-3
Murray Shearer Chapter 1 Introduction
1.2. Piper Alpha
On July 6, 1988, the worst offshore oil accident in history occurred when the 
Piper Alpha installation was destroyed.
A pressure safety valve had been removed for routine maintenance. Since 
this valve protected a pump that was duplicated, the platform continued to 
operate. Several hours after the valve had been removed the duplicate pump 
failed. Being unaware of the ongoing maintenance, the control room operators 
attempted to switch to the system being maintained. Flammable material, 
subsequently estimated to be around 45kg in total, escaped from the site of 
the pressure relief valve. The subsequent gas cloud exploded. Damage was 
relatively light and should have been survivable for all but those unfortunate 
enough to be in the immediate vicinity. However, firewalls intended to prevent 
the spread of fire had not been designed to account for even this relatively 
small explosion. Those in the immediate vicinity were knocked down; others 
further away were probably seriously damaged and almost certainly 
punctured badly. The fire, which immediately followed, therefore had ample 
scope to spread. The disaster escalated from that point onwards. Design 
flaws in the platform meant that more explosions followed as high-pressure 
gas risers failed. Inadequate training and procedures (a root cause of the 
original release) meant that organised evacuation of the platform did not occur 
promptly. Ultimately 167 persons died. Only 61 members of the platform 
escaped, many being forced to jump up to 175 feet from the disintegrating 
platform into the sea. Within a few hours the intense fires and violent 
explosions resulted in the majority of the platform disintegrating and falling to 
the seabed. Aside from the human cost, the disaster was estimated to have 
cost 2.8 billion dollars. Environmental effects were also severe: tonnes of toxic 
chemicals, such as dioxins, were released into the environment. At the height 
of the disaster, the fire was burning gas at the same rate as the entire British 
isles.
Following the disaster Lord Cullen was charged with conducting the 
subsequent inquiry. Numerous shortcomings of the platform and it operators
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were highlighted, many in addition to those I have already mentioned. The 
recommendations from the report were far reaching and resulted in much of 
the offshore safety regime that is now in place.
1 . 3 . P - 3 6
On March 25, 2001, a set of three explosions occurred onboard the P-36 (at 
the time, the worlds largest oil rig) killing 11 workers and causing the structure 
to sink five days later. The subsequent investigation concluded that the most 
probable hypothesis for the sequence of events was as follows. Excessive 
pressure in the Starboard Emergency Drain Tank (EDT) due to a mixture of 
water, oil, and gas, caused a mechanical rupture thus leaking the EDT fluids 
into the fourth level area of the column in which it was located. The rupture of 
the EDT caused damage to various items of equipment and installations in the 
column; principally the rupture of the sea water service pipe, initiating the 
flooding of this compartment. The rupture of the EDT also led to the release of 
sufficient gas to fill the entire void space on the 4th level as well as other 
areas of the platform. After 17 minutes, the gas cloud ignited. Since the 
explosion occurred inside the leg of the platform, it was very confined and 
hence severe, resulting in a major explosion in the area where the fire fighting 
crew was located and causing serious physical damage to the platform. After 
unsuccessful attempts to stabilise the unit, the platform’s increasing 
inclination, due to continuous flooding, resulted in the chain lockers and the 
vent tubes of the buoyancy tanks reaching sea water level causing 
progressive flooding, culminating in the loss of the platform.
Loss of life, while no less tragic, was small compared to Piper Alpha. Again, 
financial costs were high. The P-36 rig, which cost $350 million to build, was 
insured for $500 million. Since the rig sank in approximately 4,300 feet of 
water, salvage was impossible. Following the disaster, Petrobras, the owner 
and operators, were fined R$5 million for the environmental damage alone. 
The P-36 had 250,000 gallons of diesel and 62,500 gallons of crude oil stored 
on the rig in addition to oil that was in transit from the ocean floor in well pipe 
work. Ultimately some 400,000 gallons of hydrocarbons was spilled.
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1 . 4 .  A  C o n t i n u i n g  P r o b i e m
The explosions, which were involved in these incidents, are by no means 
unique. The following data (Table 1-1) is taken from the Worldwide Offshore 
Accident Databank (WOAD). The table is in terms of accidents per 1000 unit 
years over the period 1980-97. It is clear that the risk of explosion is by no 
means insignificant. For example, over a ten year period there is a 1 in 70 
chance that a fixed unit will suffer an explosion.
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Table 1-1 Mobile and fixed units, W orldwide, 1980-97. Accidents per 1000 unit-years.
TYPE OF ACCIDENT
TYPE OF UNIT
Mobile Units Fixed Units
Anchor failure 8.35 -
Blow-out 10.73 0.88
Capsize 6.56 0.45
Collision 2.78 0.52
Contact 11.53 0.45
Crane accident 4.07 0.64
Explosion 2.78 1.39
Falling load 8.05 1.07
Fire 13.02 7.30
Foundering 5.27 0.16
Grounding 3.18 -
Helicopter accident 0.60 0.13
Leakage 3.28 0.04
List 5.86 0.07
Machinery failure 1.39 -
Off position 11.53 -
Spill/release 9.44 9.93
Structural damage 17.09 0.57
Towing accident 5.86 -
Well problem 14.01 1.28
Other 2.48 0.54
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It is an unfortunate fact that no system can be 100% safe. In the case of the 
offshore industry, given the size and complexity of the systems, the hostile 
nature of the environment and the quantity and hazardous nature of material 
being handled it is a major achievement that risks are as low as they are. 
However, in spite of all efforts to the contrary, it is neither possible to prevent 
the accidental formation of flammable gas clouds nor to ensure that such a 
gas cloud will not ignite.
1 . 5 . C u l l e n  R e p o r t
Following the Piper Alpha disaster Lord Cullen was charged with conducting a 
report into the causes of the tragedy and to provide recommendations that 
could prevent it from recurring. Lord Cullen made numerous 
recommendations that are specifically related to explosion assessment and of 
direct relevance to this research. His three key recommendations were the 
formation of the Health and Safety Executive (HSE), conversion to goal- 
setting regulations and the implementation of the Safety Case. Another 
important recommendation was to bring the offshore safety regime in line with 
that onshore. In addition, a wide range of other recommendations was made. 
All of Cullen’s major recommendations were adopted as rapidly as possible.
Perhaps of most relevance to this document is the implementation of safety 
cases. The newly formed HSE developed and implemented this key 
recommendation. This was achieved by making regulations to require that the 
Operator/Owner of every installation should submit to the HSE, for their 
acceptance, a Safety Case. This document must demonstrate that the 
Company had adequate Safety Management Systems, had identified risks 
and reduced them to as low as reasonably practicable, had put management 
controls in place, had provided for temporary safe refuge for personnel to be 
available and had made provisions for safe evacuation and rescue.
The shift from prescriptive legislation towards the concept of goal setting was 
also implemented at this time. Goal setting required certain objectives to be 
met using appropriate methods. This replaced former regulations that
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imposed detailed measures. Adherence to these detailed measures was 
rigorously enforced. Although this sounds like a minor change it actually 
altered safety methods considerably. Goal setting allows more flexible, 
platform specific procedures to be adopted rather than strict adherence to a 
pre-specified format. It is however necessary that the operator can 
demonstrate these customised procedures are adequate.
Much new legislation has been introduced in support of all these changes. Of 
particular relevance are The Offshore Installations (Prevention of Fire and 
Explosion, and Emergency Response) Regulations 1995, sometimes referred 
to as PFEER.
As a direct result of all these initiatives, explosion consequences assessment 
became very important. For example, in the safety case, it is necessary to 
assess formally explosion risk and the likely effect of a probable explosion on 
key elements of the installation. An operator who cannot prove a platform is 
sufficiently safe from explosion hazards would not be allowed to operate it.
1 . 6 .  W h a t  h a s  b e e n  d o n e  t o  p r e v e n t  E x p l o s i o n s ?
Where possible a number of steps have been taken in order to reduce the risk 
of an accidental gas explosion.
Since an accidentally released gas cloud is a necessary precursor for an 
explosion, reducing the number of accidental gas clouds that occur reduces 
the risk of an explosion. The following strategies are examples of methods 
that can be used to reduce the probability of a gas cloud forming; higher 
equipment reliability; smaller inventories of materials; rigorous adherence to a 
permit-to-work system. Gas detection equipment also gives some advance 
warning and allows the platform to be shut down if necessary. Early detection 
of a gas cloud also allows electrical isolation of the affected area in an effort to 
prevent ignition. Prevention of ignition can be considered a second line of 
defence if strategies to prevent gas cloud formation have failed. Other 
approaches to preventing ignition include tight control of hot work (e.g.
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welding) through the permit-to-work system. Equipment can also be designed 
so that it does not offer a ready source of ignition.
It is clear that it is not completely possible to prevent accidental gas cloud 
formation or its subsequent ignition. The next tactic must therefore be to 
minimise the size of the explosion and limit its effect by whatever means 
possible.
It is possible to minimise the potential magnitude of an explosion by 
appropriate design of layout in offshore installations. Reducing confinement 
and congestion are both commonly utilised approaches. The orientation of 
cylindrical equipment can also be arranged to minimise turbulence and hence 
explosion magnitude. There has also been a rise in the use of completely 
different design concepts such as the Floating Production Storage and 
Offloading (FPSO), which, for a number of reasons, is at less risk from 
explosions. Other design approaches include increased ventilation rates, 
which dilute and disperse gas clouds as they form. Barrier methods can also 
be used to limit the size and spread of any gas cloud that may form from a 
given leak within the installation. Reducing confinement is particularly useful 
as not only does it aid in the dispersion of the gas cloud but also any 
explosion that does occur will be able to vent burnt gasses and consequently 
not attain the high over-pressures otherwise likely. If enclosure is necessary, 
for example, for weather protection, fitting specially designed blow-out panels 
can have a similar effect. These panels are designed to fail at relatively low 
pressures and hence reduce confinement at a critical point in the explosion’s 
development.
Active protection systems are also readily available. Water deluge systems 
can be activated on first detection of gas. These interfere with combustion 
processes within any explosion that may ensue and reduce pressures. 
However, these systems have been linked with an increased probability of 
ignition due to electrical shorting. Other systems involve the injection of an 
inert or quenching gas, powder, or mist, either on gas detection (as with water 
deluge) or automatically if ignition of a gas cloud occurs.
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Another important stratagem is to ensure that personnel are distanced from 
any potential explosion risk. Processes identified as an explosion risk are 
located at a suitable distance from critical areas such as the Temporary Safe 
Refuge (TSR) or accommodation. Efforts can be made to limit the man hours 
spent working or travelling through hazardous areas. Efforts to distance 
personnel from the risk can even extend to a completely separate 
accommodation platform. The introduction of reduced levels of personnel and 
even unmanned platforms is a logical extension of this.
One of the most tragic aspects of the Piper Alpha tragedy was the response 
of the personnel on board to the unfolding events. Although it is believed few 
perished in the initial explosion, many died of smoke inhalation attempting to 
shelter in the accommodation module while awaiting further instruction. In 
response, much better training and procedures have been instituted. Better 
equipment has also been provided, for example, many improvements were 
made to lifeboats following the disaster. In addition, multiple protected escape 
routes are now provided so that personnel will not become cut off from some 
means of evacuation, such as the heli-deck or lifeboat stations.
1 . 7 .  E x p l o s i o n  P r o t e c t i o n  R e q u i r e d
Many of the schemes outlined above assume that explosions will occur but 
that they can be made survivable. One of the priorities must therefore be to 
protect personnel, escape routes and key equipment from the primary effects 
of the blast. Blast walls, which are specially designed to withstand explosions, 
are one possible solution. However, we have seen that preventing escalation 
following the initial explosion must be seen as equally important. Blast walls 
are also useful in this respect, as are suitable firewalls to contain any fire that 
may follow. Emergency shutdown valves (ESDV) are also important as they 
can stop the flow of flammable material through pipe work that has ruptured. 
Deluge is also of use as it helps to control fires and prevent steel work from 
becoming so hot that it becomes weakened. All these items are key parts of a 
typical strategy for ensuring an explosion can be successfully managed. 
However, Piper Alpha’s firewalls were badly damaged in the initial explosion
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and could not provide the protection that they were intended to give. We must 
therefore adopt a strategy for the evaluation of the performance of critical 
pieces of equipment and key structural elements experiencing explosion 
loading.
1 . 8 .  A s s u r i n g  P l a t f o r m  I n t e g r i t y
Gas explosions will happen. In order to protect lives, the environment and 
investment, it is of vital importance that the integrity of a platform can be 
assured following such an event. A methodology to achieve this goal does 
exist within the ‘Interim Guidance Notes for the Design and Protection of 
Topside Structures against Explosion and Fire’, however this approach does 
contain certain deficiencies. Primarily it is lacking in clarity and the guidance 
notes must consequently be refined or a better approach must be found. The 
following chapter is a review of the state of the art in assessment of gas 
explosion consequences and will go some way towards improving this 
situation by identifying areas that require improvement and suggesting how 
they might be improved. In subsequent chapters, I will attempt to develop new 
and existing techniques to improve the deficiencies identified. Finally, I will 
show how these techniques might be applied in order to remove the 
inadequacies found in current practice.
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C h a p t e r  2 .  R e v ie w  o f  L i t e r a t u r e
In this chapter, I will review the current state-of-the-art in assessment of gas 
explosion consequences.
There are three separate key elements to predicting the consequences of a 
gas explosion: our understanding of the explosion (load generation); our 
understanding of a structures response to the sudden loadings associated 
with gas explosions (structural response); and our understanding of how these 
separate bodies of theory can be combined in a meaningful way (application). 
This chapter considers the present level of knowledge and mode of 
application for each of these three key elements.
In the flurry of activity following the Piper Alpha tragedy, it was quickly realised 
that there was very little data of relevance to offshore explosions and the 
models available for predicting these explosions had not been especially well 
validated. Understanding of how structures would react to explosion loadings 
was also limited (SC11991).
2 . 1 .  K e y  S o u r c e s  o f  I n f o r m a t i o n
When considering the current state of the art gas explosion consequences the 
Fire and Blast in Topside Structures (FBTSS) Joint Industry Project (JIP) 
provides a useful starting point. Phase one of the project generated a series of 
reports that contain a very authoritative and rigorous review of the progress in 
fire and blast at the time of its completion in late 1991. As the focus of my 
research is gas explosions, I have neglected aspects of the project relating to 
fires. A related source of information is The Fire and Blast Information Group 
(FABIG), an organisation committed to improving safety on offshore 
installations through the development and sharing of expert knowledge on 
hydrocarbon fires and explosions. FABIG was established in 1992 and is 
managed by the UK Steel Construction Institute who also managed phase 
one and two of the FBTSS.
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Another key resource are the publications the UK’s Health and Safety 
Executive (HSE). The HSE are responsible for the regulation of almost all the 
risks to health and safety arising from work activity in Britain, including 
offshore activities.
As you would expect a great deal of information is also published in journals 
and conference proceedings. Of particular relevance to my research are the 
annual ERA major hazards offshore conferences.
2 . 2 .  E x p l o s i o n
2.2.1. Explosion Fundamentals
Here I will describe the nature of a gas explosion as well as some commonly 
used terms. This information is drawn from a variety of sources such as Harris 
(1983), Baker (1983), SC! (1992h & 1992i), CMR (1993), van Wingerden 
(1995), Lees (1996b) and Czujko (2001).
In a very simple case, following ignition at a point in a quiescent gas cloud, a 
smooth spherical flame is formed. The flame propagates outwards through the 
gas cloud in a combustion reaction that releases large amounts of thermal 
energy. As the flame expands outwards, it leaves behind hot combustion 
products. The combustion products seek to expand due to their high 
temperature. In some cases, the combustion reaction has increased the 
number of moles of gas, depending upon the composition of the gas cloud, 
which will also drive expansion. The volume ratio of burnt and unburnt gas 
volumes is known as the expansion ratio. This expansion leads to a flow of 
gas ahead of the flame, sometimes referred to as the flame wind. The rate of 
expansion and hence velocity of the flame wind is proportional to the rate at 
which the fuel is consumed by the propagating flame front, this is known as 
the flame velocity.
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Damage is caused by both the pressures created in the hot combustion 
products and by the drag loads created by the flame wind. However, as we 
will soon see, a host of other driving factors are involved.
2.2.1.1. Explosion Driving Factor 1 - Expansion ratio
The expansion ratio is affected by fuel type and concentration of available 
oxidants (in this thesis I am only concerned with atmospheric oxygen). In 
general, the expansion ratio is optimised when the fuel-air mixture contains 
exactly enough oxygen for total reaction of all fuel. A perfect balance of 
reactants is known as stoichiometric; gas cloud composition is often 
referenced against the stoichiometric mixture.
2.2.1.2. Explosion Driving Factor 2 -  Stoichiometry
The flame velocity is sensitive to the type and concentration of fuel in the gas 
cloud. In the very simple case discussed above a very smooth (known as 
laminar) flame front is described. In this situation, the velocity at which the 
flame will burn is well known, for example, Harris (1983) provides tables and 
graphs of laminar flame velocity data for some common flammable gasses. It 
is known that the maximum laminar burning velocity will occur for a mixture 
marginally richer in fuel than stoichiometric. Burning velocity is highly sensitive 
to stoichiometry.
2.2.1.3. Explosion Driving Factor 3 -  Flame W rinkling
A laminar flame is unlikely to cause much damage simple calculations (SCI 
1992h & 1992i) show that atypical flow velocity ahead of the flame will be 
around 3.5m/s. However, as the explosion progresses instabilities at the flame 
front cause the flame front to wrinkle, a wrinkled laminar flame front is formed. 
This wrinkling has the effect of increasing the flame surface. This wrinkling 
effectively increases the fiame area and so the rate at which fuel is consumed 
increases and the explosion becomes more severe.
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The instabilities that cause the flame wrinkling are thought to be due to a 
variety of sources. Among those quoted are Rayleigh-Taylor instabilities1, 
body forces, gas dynamic and diffusive-thermal instabilities (Arntzen 2001).
2.2.1.4. Explosion Driving Factor 4 -  Confinement
We have thus far only considered a simple explosion occurring in an open 
volume. This is rarely the case for accidental gas explosions, if for no other 
reason than the gas cloud would likely disperse rapidly. What then is the 
effect of an explosion in a confined enclosure?
The effect of an enclosure parameter affecting an explosion is commonly 
referred to as confinement. When confinement occurs the flow of gasses 
produced by the explosion seeks equilibrium by exiting through any gaps in 
the enclosure, this process is known as venting. If there is no opportunity to 
vent, the pressure in the enclosure will rise to around 8bar (due to volume 
expansion and dependent upon fuel type, concentration etc.). Most structures 
will have difficulty surviving such a pressure2. A classic approach to design 
against explosion takes account of this; structures are designed with a 
deliberately weak element. This weak element fails under low pressure and 
provides additional venting of the explosion; such elements are often referred 
to as blast or explosion relief panels. The increased venting area from the 
explosion relief panels can sometimes avoid overpressures that would 
otherwise collapse the structure.
2.2.1.5. Explosion Driving Factor 5 -  Ignition
The ignition can affect the explosion in two ways, by the energy it contains 
and by it’s positioning.
1 Rayleigh-Taylor instabilities occur when fluids of differing densities are pushed together.
2 To put this in an everyday context a brick wall will fail at around 0.3 bar and normal interior 
divisions, doors etc will be lucky to survive 0 .05 bar (Harris 1983).
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A higher energy of ignition leads to a more rapid development of the explosion 
in it early phase. For example, ignition by an electrical spark will produce quite 
different consequences than ignition by a small explosive charge.
The position of the ignition can interact strongly with the other spatially defined 
parameters of the explosion such as gas cloud, confinement and congestion. 
For example, the position of ignition can interact with confinement as the flow 
ahead of the flame can distort the flame in the direction of the venting leading 
to a larger flame area and hence a faster combustion rate, much as flame 
wrinkling does. Conversely, if ignition occurs in a well-vented zone the 
explosion can be much less severe as the initial expansion forces are reduced 
since the combustion can readily vent.
Another way in which the ignition can affect the explosion is by its timing. A 
continuous ignition source, such as an open flame in a pilot light, would lead 
to an explosion as soon as a flammable cloud encountered it. An intermittent 
ignition source, such as that produced by automatic electrical switching3, 
could lead to ignition from the centre of the gas cloud rather than the edge, as 
is the case for a continuous source of ignition.
2.2.1.6. Explosion Driving Factor 6 -  Turbulence
It is hard to give a precise definition of turbulence other than to list some of its 
characteristic features (Tennekes & Lumley, 1994).
Turbulence exhibits the following characteristics that are of relevance to the 
gas explosion problem:
I. Turbulence is its irregular or randomness. This makes an explicit solution 
of turbulence problems impossible; instead, a statistical approach must 
be followed.
3 In domestic gas explosions a common intermittent source of ignition is the compressor 
motor starting on a household fridge as it seeks to regulate temperature.
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II. Turbulence is diffusive, causing rapid mixing and increased rate of 
momentum, heat and mass transfer, 
ill. Turbulence occurs at large Reynolds numbers.
IV. Turbulence is rotational and three dimensional, characterised by high 
levels of fluctuating vorticity.
When turbulence occurs in the burning gas cloud, it introduces fluctuations in 
the flow field that distort the flame surface and increase diffusion of heat and 
mass, leading to a higher burning rate and more severe explosion. The 
burning velocity in a turbulent flow is known as the turbulent burning velocity 
and can be many times faster than laminar burning velocity.
Turbulence can exist in the gas cloud prior to ignition; in fact, it is quite likely 
to do so. Consider the example of a high momentum jet release of some 
hydrocarbon, it is well known that such a scenario is highly turbulent and is 
considered a iikely precursor to many offshore explosion events (SCI 1992a, 
1992b, 1992c, 1992g).
Of more importance is the explosion itself, which can generate very high 
levels of turbulence. Firstly, a severe explosion can generate a very high 
velocity explosion wind that will lead to a high Reynolds number, especially 
during venting when the explosion wind is channelled by confinement. 
Secondly, it is rare for their not to be objects in the path of the flame front, 
indeed in an offshore environment the explosion is likely to occur in a module 
packed with process equipment, pipes, electrical ducting, control systems, 
stairways, etc. The flame wind will generate very high levels of turbulence as it 
flows around these objects (the wakes which form will also result in flaming 
folding). The net effect is that any objects (typically known as congestion) 
within the explosion will drive turbulence and hence burning rate higher.
The importance role of turbulence in gas explosion physics cannot be over 
emphasised. This is because of the feedback loop that occurs. The explosion 
wind is proportional to the rate at which fuel is burned. The explosion wind
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generates turbulence and the turbulence increases the rate at which fuel is 
burned. There are a number of possible conclusions to this feedback loop
I. The feedback loop reaches equilibrium with combustion rate, 
turbulence and explosion wind levelling off.
II. The feedback loop terminates as the explosion consumes all fuel 
available or propagates into a less confined or congested zone.
III. The feedback loop increases explosion wind to such a high level that 
transition to detonation occurs.
2.2.1.7. Explosion Driving Factor? -C ongestion
The role of congestion and its generation of turbulence has already been dealt 
with in some detail in section 2.2.1.6. However, congestion can have one 
other role. When high flame wind velocities are achieved, frictional resistance 
to the flow by congestion (and inertia of the gas cloud) can lead to an effect 
very similar to confinement.
Congestion is commonly defined in volumetric terms as the fraction of the total 
volume filled with solid objects (volume blockage) or in area terms as the 
fraction of flame surface area filled with objects (area blockage).
In order to design effectively against explosions it is critical that explosion 
scenarios begin to be evaluated as early in the design phase of the facility as 
possible. Unfortunately in the early design phase the detail required to 
adequately define congestion is lacking and hence an evaluation of explosion 
scenarios will give unrealistically low over-pressures. To deal with this 
problem methodologies to populate the model with a realistic synthetic 
congestion at an early have been developed. CMR has been developing this 
methodology for some time; Brewerton (1999) and BP have also instigated a 
similar methodology and are developing statistical knowledge of congestion 
offshore.
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2.2.1.8. Explosion Driving Factor 8 -  Acoustics
Acoustic/flame interaction is a mechanism that has been observed in empty 
confined volumes. Pressure waves reflect through the volume causing 
enhanced combustion as they pass through the flame front. SCI (1992h & 
1992i) note that acoustic effects may well have been the major hazard were it 
not for the fact that it is disrupted by the presence of congestion. The role of 
acoustics is discussed by van Wingerden (1983).
2.2.1.9. Explosion Driving Factor 9 -  Detonation
Detonation is perhaps the mark of a true explosion. The term gas explosion as 
used in this thesis and in the majority of safety research actually refers to a 
very rapid burning of the gas cloud or deflagration. In a detonation, a 
shockwave passing through the gas cloud compresses the mixture so that 
combustion occurs; a diesel engine follows similar principles using it pistons to 
compress the fuel until it ignites. Once detonation occurs it is self-sustaining 
and continues until the fuel is consumed. The damage caused by a detonating 
gas cloud is severe, pressures generated are typically greater than 20bar and 
must be regarded as impossible to design against for all practical purposes.
Just how severe the effects of detonation in a gas cloud can be is illustrated 
by the fact that both US and Soviet military have developed extremely 
powerful weapon systems based around this concept (known as Fuel Air 
Explosives or thermobaric weapons)4. It has been suggested that transition to 
detonation occurred in the Flixborough disaster (as the cyclohexane released 
during the accident is susceptible to detonation) but recent simulations (by 
Hoiset etal 2001 using EXSIM) show that conventional deflagration could 
have caused similar damage. The 1970 propane gas explosion at Port 
Hudson in Missouri seems a much more likely candidate for gas cloud 
detonation (CMR 1993).
4 However, such weapons have seen limited use. Current press describe the use of these 
weapons by American forces in Iraq and Afghanistan. These reports generally refer to the 
BLU-82B or “daisy cutter” bomb which is in fact a very large conventional bomb and not FAE.
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Fortunately, natural gas is essentially methane and methane has by far the 
least susceptibility to detonation. Detonation is therefore considered unlikely in 
an offshore context and so is outside the scope of this thesis.
2.2.2. Explosion Experiments
The FBTSS phase one JIP reports (SCI 1992a though SCI 1992m) provide an 
extensive review of explosion experiments at that time. However, a great deal 
of progress has been made in understanding the specific problem of gas 
explosions in offshore structures since then. A critical and thorough review of 
the progress made since Piper Alpha is provided by Bull and Renwick (2000).
Bull and Renwick (2000) divide gas explosion research into three categories. 
Firstly, scale model experiments, which can be used in conjunction with an 
estimate of scaling behaviour. Secondly, explosion science experiments which 
are intended to advance our understanding of the fundamental physical 
processes involved in gas explosions. Finally, they address large-scale tests, 
which are intended to provide information by direct observation of conditions 
that replicate those found within offshore gas explosions.
2.2.3. Scale Model Experiments
The FBTSS JIP Phase 1 reports reduced scale work by British Gas (BG) (SCI 
1992i). These experiments were conducted at 1/5th scale in an un-congested 
volume, using a technique in which the initial mixture is made turbulent. This 
turbulence was intended to replicate the flame wrinkling observed at full-scale. 
The experiments were considered successful but at that time, only limited full- 
scale data was available to validate it against. In another of the FBTSS Phase 
1 reports (SCI 1992i), BG's work in more congested volumes, using an 
oxygen enrichment technique, is also described; at that time the results were 
considered conservative as they sometimes over predicted the explosion by a 
factor of two.
The TNO Prins Mauritis Laboratories have also developed scale-modelling 
techniques (van Wingerden 1989b). Primarily this involved developing a non- 
dimensional relationship between flame speed and distance from ignition. The
Engineering Doctorate in Environmental Technology.
2-9
Murray Shearer Chapter 2 Literature Review
non-dimensional relationship can then be extrapolated up to full-scale. Since 
this approach is only valid for low flame speeds its application is limited to 
relatively un-congested volumes (SCI 1992i).
Shell adopted a third approach and made use of a more reactive fuel as 1/13th 
scale. At the time of the phase one JIP validation was limited to the * 
acceleration phase of the explosion in idealised geometries (SCI 1992i).
More recently scale model work seems to have received limited attention, Bull 
and Renwick (2000) report that while initial work in small-scale 
experimentation dates back to 1989, little recent activity is reported in this 
area with the exception of work by Phlaktou and Andrews (1994 and 1995) 
and Gardner et al (2000).
2.2.4. Science Experiments
The FBTSS JIP Phase 1 reports laboratory scale work by six organisations. 
These are Christian Michelsen Institute (CMR5), TNO Prins Mauritis 
Laboratory, University of Leeds, Shell and University College of Wales.
CMR conducted a series of laboratory scale experiments including a 1/33rd 
scale series that represented an actual offshore module. The majority of the 
experiments were conducted in a cylindrical sector using idealised obstacles 
(Bakke 1991). As these experiments have a complimentary set of large-scale 
tests, they were considered very useful in establishing the affect of scale on 
explosions (SCI 1992i).
SCI (1992i) also discuss work by TNO at that time, primarily 1/55th scale of their 
fieldwork. This was done in order to study the acceleration of flames through 
idealised ‘forests’ of cylinders.
5CMI now exists as a private social science research foundation working on issues of 
development and human rights. In 1992 CM I founded Christian Michelsen Research (C M R ) to 
carry on technological research, such as its explosion program.
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The university of Leeds have conducted a large number of experiments 
studying flame acceleration through idealised objects in closed vessels. Since 
they were conducted in closed vessels, i.e. un-vented, they are considered 
less relevant to offshore problems. Some of this work is discussed in detail by 
Phylaktou (1992).
Shell carried out work with a flame acceleration rig with idealised obstacle 
arrays SCI (1992i). This formed part of the MERGE project discussed by Bull 
and Renwick (2000).
University College of Wales used their flame tube facilities to study turbulent 
combustion rates in transient flows. The aim of this work was to produce 
fundamental data for model evaluation. Some this work is discussed by Jones
(1997) who uses various optical techniques to analyse the effect of turbulence 
on explosion flames. Other work has been focused on the use of water sprays 
as a mitigation technique and has studied the interaction of flames with water 
droplets, some of this work is described by Brenton (1994) and Jones (1991).
Three important series of recent science experiments are also noted in Bull 
and Renwick (2000). These are the MERGE experiments series, the SOLVEX 
experiments series and the series of experiments by Snowdon (1999).
In the Modelling and Experimental Research into Gas Explosion project 
(MERGE) experiments and the subsequent Extended MERGE (EMERGE) 
project, explosions were carried out at a number of scales in standardised, 
congested but unconfined geometries. Mercx (1998) discusses this work in 
detail. Unexpectedly high overpressures were observed and a subsequent 
validation exercise against models then available found them all to be lacking, 
Bull and Renwick (2000).
The SOLVEX experiments were involved large-scale vented tests with well- 
defined geometries and pipe obstacles. Bull and Renwick (2000) highly praise 
these experiments as despite the large scale they proved to be highly 
repeatable.
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Also of note is the work carried out at Imperial College, sophisticated Laser 
Doppler Anemometry work has allowed velocity and turbulence 
measurements to be made during the development of explosions interacting 
with simple objects. This work is very useful in further developing explosion 
models for a detailed description of some of this work see Lindstedt (1998).
2.2.5. Large Scale Experiments
Of primary interest to this thesis are the full-scale tests, as my research is 
largely based upon analysis of such data. The only data available at present is 
that produced from Fire and Blast in Topside Structures (FBTSS) Joint 
Industry Project (JIP). This JIP is central to my thesis and indeed much of the 
progress in our approach to dealing with gas explosions post Piper Alpha.
The first phase of the FBTSS JIP was carried out in 1990-91 and was a direct 
response to the Piper Alpha disaster of 1988 and the subsequent 
investigation by Cullen (1990). At the time Phase One was carried out it cost 
£1,000,000. Concerned parties came together in order to identify the best 
available knowledge, to identify gaps in this knowledge and devise programs 
to address any deficits identified. Numerous reports were produced. Of 
particular importance are the Interim Guidance Notes For The Design and 
Protection of Topside Structures Against Explosion and Fire (SCI 1992); these 
are often referred to as the interim guidance notes or IGN. I will be 
considering the IGN in detail later. In order to deal with the issues raised in 
Phase One of the FBTSS JIP a number of subsequent phases were carried 
out.
Phase Two ran from January of 1994 through to January of 1998 and at the 
time cost £4,400,000. Phase Two dealt with both fire and gas explosions. BG 
carried out the segment of the project that dealt with large-scale explosion 
tests at their test facility in Spadeadam. A test rig was designed and built that 
measured 28m long by 12m wide by 8m tall. This test rig is unique in that it 
provided a facility that was far closer to an offshore geometry at large scale 
than any previous test. Twenty-seven tests were carried out which explored 
various parameters including ignition location, equipment layout and
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congestion, module confinement and the effectiveness of water deluge as a 
mitigation technique. The details of this project are included in SCI (1998) and 
in numerous data reports by Johnson (various dates). I describe the 
experimental program in detail in Appendix C. Christian Michelsen Research 
(CMR) also carried out a parallel study using a 1:32 scale mode! of the test 
rig.
Phase Three was funded by the HSE and was wholly concerned with 
explosions. As this project made use of the test rig built for Phase Two, BG 
was again responsible for carrying out the tests. The objective was to build on 
the knowledge gained in Phase Two and identify mechanisms that led to high 
over-pressures and explore mechanisms to reduce them by removing 
confinement or through the use of deluge. Crucially this phase also included 
two sets of tests that were repeated in order to evaluate the variability of the 
tests. At total of forty-five tests were carried out between May 1997 and Mach 
1998. Details of the experiments can be found in HSE OTO 1999 043 as well 
as numerous reports listed in the references section that reported on 
individual tests. I describe the experimental program in detail in Appendix C. A 
subsequent analysis of the repeatability of these tests (HSE OTO 1999 042) 
concluded that there was potential for considerable variability in the peak 
over-pressures measured and that study of this variability should be extended 
to examine the consequences for structural loading. However, while 
statistically rigorous, this study revolved around analysis of the peak 
pressures recorded, as we shall see later this may not be the best criteria for 
evaluating explosions.
Phase Three B has been recently carried out. This involved explosions 
following realistic dispersion of gas clouds and addresses one of the 
weaknesses of Phase Three and Phase Two experiments, namely the use of 
a homogenous, quiescent gas cloud. Other work conducted on the same test 
rig is reported in Cleaver et al (1999) where the formation of accidental gas 
clouds within the module is explored.
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While the experiments in the FBTSS JIP are unique a number of other 
experiments at scales significantly larger than laboratory scale, known as field 
scale, were identified by Phase One of the FBTSS JIP. A total of six 
organisations are identified in the Phase One reports as carrying out this type 
of experimental work, they are: CMR, Det Norsk Veritas (DNV), Shell, British 
Gas (BG), TNO Prins Mauritas Laboratory (TNO).
CMR have carried out a great deal of explosion work, in part driven by the 
desire to develop their explosion simulation code (FLACS). Consequently at 
the time the Phase one review was conducted, a great deal of the work they 
carried out consisted of flame acceleration studies in idealised geometries, 
many of which were in a radial sector geometry (Bakke 1991, van Wingerden
1994). SCI (1992i) indicate that this work is regarded as a very valuable 
source of experimental data for model evaluation.
DNV carried out more than 600 explosion tests in a 425m3 rock tunnel. All 
experiments were in a confined cuboidal geometry with a vent in one face. 
Since the experiments were primarily concerned with identifying factors 
affecting explosions, the experiments used an idealised pipe array. Propane 
was used in the majority of these experiments.
Following on from DNV, Shell carried out a number of similar experiments at 
larger scale. These were carried out in a 30° open-ended radial sector. The 
theory was that this was representative of 1/12th of a much larger volume, a 
supposition that is not entirely accepted by SCI (1992i). Among the 
parameters explored by these tests, was the effect of ignition strength. It is 
interesting to note that while ignition by electrical spark generated quite low 
over-pressures, a strong ignition source (a venting vessel) provided much 
higher explosions indeed.
BG has been carrying out explosion tests in test rigs representative of 
offshore geometries since 1989. The 10mx4mx2m test rig used was not 
representative of any particular offshore layout but was filled with a range of 
steel and pipe work considered to be typical. These test produced very high
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over-pressures. The use of water deluge as a mitigation technique was also 
explored and shown to be quite promising.
TNO studied flame acceleration (van Wingerden 1983b, 1985, 1989, 1991); 
primarily in idealised geometries not relevant to offshore geometries, although 
the data was regard by SCI (1192i) to be of value for model validation. This 
series of experiments are also of interest as they clearly indicate that flame 
acceleration and over-pressures are significantly higher at larger scale.
2 .3 . E x p l o s i o n  P r e d i c t i o n
There are four approaches available for predicting accidental gas explosions. 
These approaches are empirical, phenomenological, computational fluid 
dynamics (CFD) and direct numerical simulation DNS. These approaches are 
reviewed in the FBTSS phase one JIP (SCI 1992h, SCI 1992i, SCI 1992j) but 
due to the rapid development in this area; their findings are primarily of 
historical interest only. A slightly 'more recent review of explosion prediction 
techniques was conducted by Gardner and Hume (1994).
2.3.1. Empirical
Empirical approaches are essentially simple rules that have been fitted to 
available information. The classic example of this is the venerable TNT 
equivalency, although models that are more relevant are now available such 
as the Multi Energy Method.
One empirical model, by Cubbage & Simmonds, is available but was 
developed to model explosions in gas ovens. Another by Rabash is for 
explosions in an enclosure with lightweight relief panels.
The TNT equivalency model inspires the Multi Energy Method (MEM), in the 
MEM the power of an explosion is related to the explosive power of an 
idealised hemispherical gas cloud. The most important feature of this 
approach is that it accounts for congestion in a limited way by assuming that
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acceleration will only occur in congested areas. This approach is discussed in 
detail by van Windergen (1989).
Studies have shown that since explosions offshore are heavily influenced by 
equipment density and layout empirical approaches are inadequate 
(Simmonds 1993) or at best limited, van Wingerden (1999).
2.3.2. Phenomenological
Several phenomenological models took part in the validation segment of the 
FBTSS Phase Two JIP. These include EXTRAN (NNC), SCOPE 2 (Shell) 
CHAOS (BG), EXPLODE (AMMEC), COMEX (DNV) and NVBANG (DNV).
These are sub-models that explicitly represent the physical processes taking 
place, such as turbulence generation, turbulent burning etc, but the geometry 
is somewhat simplified. Thus, a series of differential equations is solved in 
time to model explosion development. The primary advantage is that less 
geometrical detail is required and computational run time is much shorter so 
that screening studies can be rapidly carried out. These advantages are 
gained at the expense of accuracy. For a more detailed discussion (and 
description of the SCOPE code) see Puttock (2000).
2.3.3. Computational Fluid Dynamics
This approach makes use of numerical flow algorithms that can tackle fluid 
flow problems. There are a number of different approaches to Computational 
Fluid Dynamics (CFD) however, this can be generalised as follows (Versteeg
1995)
1. Approximation of unknown flow variables by simple functions
2. Discretisation by substitution of approximations into governing flow 
equations and subsequent manipulations
3. Solution of algebraic equations
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CFD codes intended so solve explosion problems are quite specialised and 
differ from general purpose codes, such as FLUENT, in that they contain 
functions to approximate the development and growth of the explosion.
A number of different explosion CFD codes have now been developed. Many 
of these CFD models took part in the validation segment of the FBTSS Phase 
Two JIP. These include FLACS (CMR), COBRA (BG), AUTOREAGAS (TNO), 
SPL.EXPSIM (Snamprogetti) and PHEONICS (CHAM).
I have made use of FLACS in my research and it is discussed in some detail 
in Appendix A. The approach taken by the AUTOREAGAS code is 
summarised in Fairlie (1998) and Hayhurst etal (1998). Another CFD 
explosion code, EXSIM, is described by Puttock (2000).
2.3.4. Direct Numerical Simulation
DNS is a relatively new entrant in the field of explosion prediction. It has great 
future potential but was not included in the Phase Two model validation 
process.
2.3.5. Explosion Prediction Validation
It has been earlier noted that one of the findings of Phase One of the FBTSS 
was that rigorous model validation had not been carried out for explosion 
prediction tools, consequently one segment of Phase Two was an explosion 
model evaluation project (SC11997). The validation process was very rigorous 
and involved a number of stages, including a blind prediction carried out 
before the test had been run. As well as providing an understanding of the 
accuracy of the various models two key conclusions were identified in the 
report. Firstly, different models vary widely in their predictions and secondly 
minor changes in starting conditions can produce large changes in some 
model’s predictions. However at the time of this project, large-scale realistic 
repeatability tests had not been carried out so it is hard to see how proper 
assessment could be made without an understanding of inherent variability of 
the explosion in an offshore scenario. Furthermore, the criteria used for 
assessment was mainly the peak load derived from a simplified profile fitted to
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the pressure-time history. The parameters that characterise a triangular 
pressure wave were developed by the explosion working group of Phase 2 
and the Model Evaluation Project (Explosion Model Evaluation Exercise 
1997), viz. peak over-pressure, and duration.
Further model evaluation exercises have been carried using data from the 
repeated tests in FBTSS Phase Three (Farlie 1998). This work showed that 
simulations could be quite sensitive to some initial conditions, temperature 
and gas concentration are noted as being particularly relevant as did the 
simulation of the polyethylene shroud by pressure relief panels.
However, these definitions of maximum over-pressure were not based on an 
in-depth consideration of the interaction of explosion loading and response of 
structures. As these maximum pressures are often used directly as a measure 
of the explosions consequences for the structure, it is important that the 
industry has a better understanding and an appropriate definition of maximum 
over-pressures.
Data from large-scale experiments showed that this triangular representation 
is not adequate, particularly in situations where the recorded maximum over­
pressure were high (> 2 bars). During the Blast and Fire for Top Side 
Structure Phase 2 conferences, two presenters indicated that a further 
development of the simple triangular profile would be necessary for proper 
model evaluation (Tam 1998) and realistic assessment of responses of 
structures (Shell 1998). They cast doubt on the direct application of the 
current definition of peak over-pressure to structural consequence 
assessment.
Consequently, peak over-pressure no longer seems an appropriate criterion 
for model evaluation.
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2 . 4 .  S t r u c t u r a l  R e s p o n s e
I will now discuss our understanding of a structures response to the type of 
sudden loadings associated with explosions.
2.4.1. Response Fundamentals
Since the explosion load is time varying it seems reasonable to assume that 
the response of the structure will also be time varying. A time varying 
structural response is known as a dynamic response. However, this 
assumption of dynamic response requires further consideration; Biggs (1964) 
states that the majority of loads on a structure vary with time. How then can 
we determine if a load should be treated as static or dynamic? Biggs 
continues with "It is obvious however that, if the magnitude of load varies 
slowly enough it will have no dynamic effect and can be treated as static". 
Clearly ‘slowly enough7 is vague to say the least. The definition of ‘slowly 
enough' is relative and dependent upon the natural period of response for the 
structure, if the load is very long relative to the period of response the 
structure then it can be treated as static.
Harris (1983) gives some typical periods of response for concrete and brick 
structures; the report by Fugro (1996) makes theoretical estimates and 
experimental measurements of the response periods of the blast wall panels 
in the Phase Two test rig. However of most interest are the values provided in 
HSE (19921), which provide response time for typical offshore elements in the 
first mode of vibration (Table 2-1). From these we can see a range of natural 
periods of response is to be found offshore. Further response can be 
calculated using the techniques described by Blevins (1986).
The time scale associated with the major pressure peak of the explosion 
pressure time history in the FBTSS JIP data-sets is of a similar order of 
magnitude, typically around 100ms to 200ms. Harris (1983) suggests a range 
of 100ms to 300ms is typical for confined and vented gas explosions.
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Table 2-1 Natural period of response for offshore structural components in first mode 
of vibration in milliseconds.
Structural Item
Natural period of 
response
Stiffened Floor plate 15 -  25 ms
Unstiffened Floor plate 25 -  35 ms
Vertical Stifeners / Columns (pinned) ~50ms
Vertical Stifeners / Columns (clamped) ~30ms
Plate Panel 50-100ms
Whole Wall ~50ms
Methodologies for calculating the natural frequency of structures are 
described by Blevins (1984).
When determining structural response, it is useful to categorise the response 
to a transient load (such as an explosion load) into three distinct categories. 
These categories are referred to as Impulsive, Dynamic and Quasi-Static.
2.4.1.1. Impulsive
In the impulsive regime, the load is of much shorter duration than the natural 
response period of the structure. In this instance, the structure has little time 
to respond before the load event has passed. In effect, it receives a single 
pulse of energy. As a result, in this regime, the impulse, i.e. area under the 
pressure time history, is of paramount importance in defining the response of 
the structure. The stiffness of the structure primarily resists the loading. 
Damping is much less important in controlling maximum response of the 
structure in this regime because maximum response to a particular impulse 
load will be reached in a very short time, before the damping forces can 
absorb much energy (Clough & Penzien, 1993).
2.4.1.2. Dynamic
In a dynamic or resonant regime, loads have a duration comparable to the 
natural period of the structure. In this case, amplification effects are observed, 
i.e. a higher static load than the maximum of the time varying load would be
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required to produce the same deflection. Clough & Penzien (1993) and Biggs 
(1964) use a ratio of dynamic to equivalent static deflection to quantify this 
amplification, this ratio is referred to as response ratio and dynamic load factor 
respectively (DLF). These amplification effects occur as the structure moves 
in harmony with the loading applied to it. Consequently, only the damping 
force (and not the elastic and inertial forces) resists the applied load.
In this regime, the response is very sensitive to the ‘shape’ of the load history.
2.4.1.3. Quasi-Static
In the quasi-static regime, the duration of the load is much longer than the 
natural response of the structure. The elastic restoring force is dominant in 
resisting the applied loading. In effect, the structure responds as if to a static 
load of similar magnitude. The dynamic load factor for a quasi-static load is 
effectively one.
2.4.2. Damage
Damage to a structure is obviously determined in part by the material it is 
constructed from. In the offshore industry, we are primarily concerned with the 
behaviour of steel structures. At low force and displacement values, the 
material exhibits an elastic response; it will be deformed by the load but return 
to its original shape after the load event has passed. At larger values of load 
and displacement, the material enters the region of plastic deformation and is 
permanently deformed so that it will not spring back into shape once the load 
event is over. This will obviously weaken the structure and may lead to its 
collapse. Further loading beyond the plastic regimen can result in the material 
breaking completely. Typical forms of structural collapse by steel fames 
following explosion loading are discussed by Ettouney (1996).
It is known that damage can occur even if the structure responds in the elastic 
mode to an explosion, for example, flexure of the structure could result in 
pipes or cables being severed or in the overturning of unfixed objects. Theses 
effects are discussed by Thurlbeck etal (1998).
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2.4.3. Modelling Structural Response
An enormous range of options exists for modelling structural response, far 
more than is the case for explosion modelling since it is obviously much more 
widely applicable. Structural analysis may be defined as the process by which 
the response of the structure to some form of loading is determined. 
Estimating the forces and deformation that will occur through the structure 
being analysed gives an assessment of this response. Two main classes of 
methods are identified which tackle this problem. These are classical methods 
and modern numerical methods (SCI 1992m & SCI 1992n).
In addition, some empirical methods for evaluating explosion damage exist.
2.4.3.1. Empirical
Some empirical models are available to relate loading to structural damage. 
An example of this can be found in Prugh (1999), which provides lookup 
tables for different types of objects experiencing different equivalent TNT 
equivalent blast loads at different ranges. This approach has limited 
application to offshore explosion hazards because of the unique type of 
structures found there. Some of the data regarding personal injury maybe of 
use but as TNT models are not well regarded in offshore application this is 
doubtful.
2.4.3.2. Simplified
A review of simplified approaches is provided by SCI (1992m). In the past the 
need to solve special types of problems without access to extensive 
computing power gave rise to some innovative techniques, often referred to 
as classical methods. In general, these approaches, e.g. the exact solution of 
governing differential equations, try to produce a solution in closed form that 
can be used on elementary problems.
SCI (1992m) identify two main simplified methodologies, the Baker method 
and single degree of freedom (SDOF) approach. Of primary interest here is 
the SDOF type approach as this has been adopted into the industry standard 
procedure, IGN (SCI 1992). This is reiterated by HSE (1999a). In the SDOF
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approach the structural model is represented by an elementary structure of a 
sprung mass. The aim of this approach is to make the idealised system 
respond time wise in the same manner as the actual structure.
The SDOF approach is described in detail by Biggs (1964), more recently by 
Barltrop & Adams (1991) and Clough & Penzien (1993) and with specific 
application to the problem of blast loading in Czujko (2001).
Various papers have been published by the author on this use of SDOF 
analysis and other techniques in explosion analysis, Shearer (1998a, 1998b, 
1999, 2000a, 200b).
2.4.3.3. Modern Numerical
Since the components found offshore are very complex, it is often necessary 
to resort to numerical methods. The most well known approach is the use of 
finite element analysis (FEA). In the FEA approach, approximate solution of 
the governing equations is produced by means of a finite difference or 
numerical integration technique. This technique has seen wide application in 
the analysis of blast problems. Use of FEA in blast explosion analysis is 
discussed by Fraser etal (1998).
2.4.4. Validation
Some data on the structural response to the large-scale explosion tests in the 
FBTSS research has been gathered. Some of this work is detailed in Cronin
(1998), however this data may not be totally representative as construction 
methods for the FBTSS test rig do vary significantly from offshore construction 
techniques, e.g. many bolted, rather than welded, connections in the test rig.
Experimental work on the structural response of panels subjected to gas 
explosion loadings is presented by Louca (1998). This work used the 
controlled blow down of pressure loading chambers to produce the blast 
loading, this approach allowed the blast loading applied to be well defined. 
This study has produced useful data for evaluating numerical approaches.
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2.4.5. Current Practice
The IGN (SCI 1992) provide guidance on how the effect of pressure-load and 
drag-forces following an explosion might be assessed. This still forms the 
current industry standard approach. In this document a methodology for 
determining the response of a structure after idealising the load into a 
triangular form is given. This is largely a summary of the review of best 
practices carried out in FBTSS JIP (SCI 19921, SCI 1992m, SCI 1992n, SCI 
1992o, SCI 1992p). The use of this approach is reiterated by HSE (1999a), 
which reviews approaches to explosion loads in offshore structures.
Slightly more sophisticated approaches do exist, such as that described by 
Scheier (1991) that integrates explosion modelling by FLACS and response of 
the structure in an iterative type of approach to reflect the effect of structural 
failure, e.g. wall collapse, on the development of the explosion.
IGN give guidance on how the idealised triangular form can be applied to the 
pressure time history. This advice is dependent upon the nature of the 
response mode, for example in a relatively short impulsive load only the 
impulse must be preserved, all other characteristics of the time history are 
irrelevant. However, for quasi-static and dynamic responses other features, 
such as peak pressure and duration, become important. This is demonstrated 
in SCI (19921) where an evaluation of these different parameters and their 
effect on structural response was made. For example, it was shown that minor 
changes in rise time (while maintaining all other parameters) produces a 
completely different response.
The primary goal of this approximation is to allow the Biggs method to be 
used. In the Biggs method a structure is transformed into an SDOF system 
using published tables. The mass, stiffness and load for the equivalent SDOF 
system are calculated. Using the values for mass and stiffness, the response 
period of the structure is then found. Biggs provides a range of plots where 
the information so calculated can be used to determine the Dynamic Load 
Factor (DLF), a factor that can be used to scale the peak dynamic load into an
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equivalent static load. The approximation was necessary as Biggs only 
provides DLF charts for very simple loading profiles such as the triangular 
pulse. A full description the Biggs method, including corrections for effects 
such as plastic deformation is given in the IGN (SCI 1992q) and of course in 
Biggs (1964).
Recently, doubt has been cast on the applicability of the Biggs method to 
certain offshore problems. In particular, its application to the problem of blast 
panels undergoing explosion loading. These deficiencies are discussed in 
detail by Heywood & Martland (1999).
In my own view, a further criticism can be added. One finding of the original 
SCI (19921) report was that classical methods, such as the Biggs approach, 
could produce solutions of reasonable accuracy without application of large 
amounts of computing time. However, the average personal computer now 
contains more than enough processing power to explicitly calculate the 
response of an SDOF structure to the actual pressure-time history in a very 
short period. This would have several advantages.
The primary advantage of explicit solution of an SDOF system would, in my 
view, be that the pressure-time history would no longer have to be 
approximated as a triangular pulse. While this was a useful approximation, it 
is no longer strictly necessary for SDOF type calculations. I discuss the sort of 
inaccuracies this approximation can introduce in Appendix B. An additional 
benefit would be the ability to introduce damping, which the Biggs method 
ignores.
Incidentally, while the SCI (19921) report compares Biggs type methods 
against finite element analysis both methods appear to have been supplied 
with a triangular pulse.
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2 . 5 .  C o m b i n g  S t r u c t u r a l  R e s p o n s e  &  E x p l o s i o n  L o a d i n g
Corr et al (1999) describe how current practice involves identifying a design 
level for an accident load and considering the behaviour of the structure 
during the explosion and the residual strength remaining after the explosion.
However, Corr et ai (1999) go on to discuss how modern design codes have 
tended towards a Limit State philosophy in dealing with accidental events in 
order to achieve appropriate reliability levels.
In HSE (1999) a review of approaches to explosion loading is produced. In 
this document a Limit State approach is also recommended. In Walker et al 
(2001) the Limit State approach is also discussed and updated guidance for 
its application to fire and explosion engineering is provided.
The Limit State approach requires an understanding of the variability of 
explosions that is currently lacking. A good estimate of the confidence that 
can be ascribed to model predictions is also currently not available. Since the 
criteria used in the best available model evaluation project to date has aiready 
been called into question (and by extension the relevance of the model 
evaluation) this too is lacking. One approach that has been followed in similar 
fields (e.g. earthquake analysis) is to use the ultimate consequences as a 
criterion for evaluation of explosions and explosion models. In this instance, 
this would be the state of the structure. Since the structure’s state will be 
specific to each individual design, we need to adopt a more general approach, 
which would be to estimate the loading received by the structure from the 
explosion. This topic is reviewed again in chapter eight.
However, different structures will receive a different loading from the same 
explosion due to the dynamic effects involved. We must therefore seek a 
general approach. The dynamics of this situation are essentially defined by 
the natural frequency of response or the period of response of the structure. 
Harris (1983) gives some typical periods of response for concrete and brick 
structures; the report by Fugro (1996) makes theoretical estimates and
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experimental measurement of the response periods of the blast wall panels in 
the Phase Two test rig. Other data is also available and can be calculated by 
structural analysis codes.
The IGN give a route for calculating structural load from the explosion that will 
account for some of the features of the pressure-time history and the natural 
period of response of the structure. This may be considered somewhat dated, 
as the assumption of an idealised triangular load is no longer necessary. An 
updated approach, which directly applies the explosion pressure-time histories 
to a simple idealised structure such as SDOF, may well be more appropriate.
2 .6 . C o n c l u s i o n
Explosion loading and structural response are currently dealt with as separate 
elements within the procedures used and yet they are inextricably linked. A 
model that integrates both areas would provide a number of advantages. Most 
importantly, it would ensure the assessment of the explosion was fit-for- 
purpose. The most important features of the explosion pressure-time history 
are those with most effect on the structure. It would therefore seem sensible 
that any criteria used should be weighted towards these key features, as 
should any subsequent model validation. As has been demonstrated in this 
chapter, the arbitrary criteria used for pressure-time history evaluation only 
capture these important features in a very limited way. It has also been shown 
that similar structures with different natural frequencies will respond differently 
to a given pressure-time history. Any criteria used must therefore take account 
of this.
One possible solution is the use of SDOF (Single Degree of Freedom) 
analysis techniques. This is a simple approximation of a structure using a 
defined response frequency.
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C h a p t e r  3 . O b je c t i v e s
I have identified a need for a suitable technique that can be used to quantify 
accidental gas explosions.
3 . 1 .  I d e n t i f i e d  W e a k n e s s e s  i n  C u r r e n t  P r a c t i c e
Existing practices are inadequate. Current techniques mainly rely upon finding 
a peak or headline pressure. This is arbitrary, cannot be seen to be fit for 
purpose, and ultimately may significantly over-state the load generated. Using 
the headline over-pressure in structural calculations is essentially flawed; no 
account is taken of the response frequencies of the structure and hence, any 
dynamic effects are neglected. This could have a number of consequences. 
We may be too conservative; the loads that we are designing for may be far in 
excess of reality and hence viable projects are rejected or resources are 
needlessly squandered in designing against improbable events. Alternately, 
the loads may not be conservative enough and we may be placing offshore 
personnel at the mercy of another Piper Alpha. We simply do not know.
A suitable technique for explosion model validation is also crucial to robust 
technique quality assurance. Since current design evaluation relies heavily on 
parametric studies carried out using explosion simulation packages, once 
again, we have a requirement for a suitable technique that will quantify 
explosions in a relevant manner.
One of the inherent weaknesses in using headline over-pressures, is that this 
approach essentially selects one small piece of information from the pressure­
time history. In fairness, this is an important piece of information, but it is 
limited none the less. What then are the most important aspects of an 
explosion? The answer is reassuringly simple. The most important aspect of 
an explosion is its effect on the offshore installation in which it occurs. 
However, an explosion of given magnitude could have a range of effects 
depending on the structure upon which it acts.
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Existing work on gas explosions has indicated that, for a given set of 
circumstances, an explosion can be of quite variable magnitude. Therefore, 
any validation of an explosion code must have a strong statistical basis so 
that we can determine, with some confidence, the probable accuracy of our 
predictions.
This leads us to the inherent repeatability of explosions. This is crucial in 
model validation so that we may make a good statistical predication of the 
consequences, given well-defined starting conditions. In fact, understanding 
the repeatability of explosions is important to our general understanding of the 
physical processes operating within them. Given the argument that existing 
techniques for assessing an explosion’s severity may be invalid, it is possible 
therefore, that existing studies of explosion repeatability, based on these 
techniques, are similarly flawed. This may explain why recent work indicates 
that those explosion tests are so highly variable.
3 .2 . A d d r e s s  I d e n t i f i e d  W e a k n e s s e s  i n  C u r r e n t  P r a c t i c e
Having identified these weaknesses, how might we set about rectifying them?
The root of the existing problem is that calculation of peak over-pressures is 
being treated as a goal in its own right. The problem should be considered in 
its proper context, as part of the entire processes before a solution is sought.
At present, a range of scenarios produces a variety of pressure-time histories. 
It is difficult to compare these as they contain a great deal of information 
about the development of the explosion and each will have various unique 
features. However, we ultimately wish to determine the serviceability of a 
structure or equipment following the explosion. It seems logical therefore, that 
a true measure of the explosion should relate to the consequences it will 
have, in simple terms, the damage it will cause. In order to assess the 
damage, we have to look to structural response theory for answers. The 
damage caused is a function of the load exerted. Basic structural theory tells
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us that for a time-varying externa! load the response of a structure is related 
to its natural frequency of response.
A suitable goal is therefore to use the pressure-time histories that we have in 
order to give a probabilistic description of the condition of a structure following 
an explosion. The maximum load it has experienced ultimately dictates the 
condition of equipment. Our criteria for assessing explosions should therefore 
attempt to quantify peak structural loading for a range of natural response 
frequencies. Evaluation of the inherent repeatability of explosions, accuracy of 
computer simulation and any other analysis carried out, should be expressed 
in terms of structural loading and should be evaluated for a range of 
frequencies.
3 . 3 .  O b j e c t i v e s
Three main objectives are defined to achieve the goals outlined above.
3.3.1. Objective One - Response Data
To validate any predictive process adopted with experimental data and 
express the outcome in terms of structural response at a range of 
frequencies.
3.3.2. Objective Two - Statistical Data
To conduct statistical analyses, not only of any computer model used but also 
of the variability inherent in explosions. This again should be done in terms of 
structural loading for a range of frequencies of response.
3.3.3. Objective Three - Framework fo r Application
To develop a suitable framework that will allow application of the knowledge 
gained by the previous steps in a suitable way to the ongoing process of 
explosion hazard analysis. This process should be made as transparent and 
simple as possible.
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C h a p t e r  4  T im e - A v e r a g in g
In this chapter, I will attempt to extend the existing preferred technique for 
analysing explosion time histories. This technique applies a time-averaging 
window to the pressure-time history and then takes the peak load of the new 
pressure-time history. At present, the time-averaging window has a fixed 
duration of 1.5ms. I will attempt to extend this approach to account for 
structural response frequencies by varying the length of the time-averaging 
window.
4 . 1 .  B a c k g r o u n d
A 1.5ms time-averaging window is currently used to extract peak over­
pressures from pressure-time histories. The Fire and Blast for Topside 
Structures Phase Two Project (henceforth FBTSS Phase Two) initially defined 
the maximum pressures as the maximum pressure that lasted more than 1ms 
though later it was found that the 1.5ms moving average provided an 
alternative method to calculate maximum over-pressures. The selection of this 
criterion had no underlying basis. It was acknowledged that very high 
frequency components were irrelevant to the structural loading and should 
somehow be eliminated. Although at the time it was acknowledged this 
approach had numerous weaknesses, it was felt that agreeing on a 
standardised approach was required immediately.
This definition is arbitrary and only concerns the characteristics of particular 
explosion loads of interest. Significantly, it does not take account of the impact 
of a transient pressure loading on the response of a structural element. A 
structure responds not only to maximum over-pressure load, but also to the 
way in which the load is applied in time; i.e. the frequency characteristic of the 
load. The analysis of this involves frequency decomposition and matching 
transient loading with structural response. I will describe this in later sections.
As the time-averaging technique is simple to use and the concept easily 
understood, I have used it as a first approach to the study of the effective load
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for structural elements with different natural frequencies. Whilst we recognise 
that there is no direct linkage between moving average time window and 
natural frequencies, this technique serves to illustrate the effect of a 
structure’s response duration on the loading it receives from an explosion.
4.1.1. Theory
The concept behind time-averaging is quite simple. A range or window is 
specified. At a given time, a data value is calculated as the average of all the 
measured values contained within the time window centred about that point.
4.1.1.1.Range o f W indow Values Considered
The averaging time values chosen were 1ms, 5ms, 10ms, 20ms and 50ms, a 
peak over-pressure value for the raw data was also taken which equates to a 
time-averaging window of zero length. The computer package, Matlab, was 
used for this analysis.
4.1.2.Results o f Analysis
The main results are presented in this chapter. Details containing peak 
pressures after time-averaging can be found in the Appendices.
4.1.2.1 .Temporal
A representative pressure-time history can be seen in Figure 4-1. This was 
taken from test seven FBTSS Phase Two. The effect of the time-averaging 
windows on the raw data can be seen. The original pressure-time history is 
marked in blue and is in effect the output from a 0ms time-average window. 
The peak pressure becomes lower for increasing time-averaging as the larger 
time-averaging window effectively smears higher frequency components. This 
effect is most noticeable after application of the 50ms window (marked in 
black) a smooth pressure curve has been produced and it is interesting to 
note how the time of peak pressure has been significantly delayed. The 
implication is that compliant structures (with long time period) are likely to 
experience a lower effective load than a stiff structure (with short time period). 
I will test this result in later sections using techniques that are more advanced 
and able to make this link.
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Figure 4-1 Effect of Time-averaging on Pressure-time History
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4.1.2.2.Spatial: Load D istribution w ith in Module
The distribution of maximum pressures within the module is clearly very 
important; e.g. to identify locations where critical equipment could be placed.
This can be seen clearly in Figure 4-2.
SCI07
In Figure 4-2 the results from the application of the various time-averaging 
windows to a particular test have been plotted together. The graph takes the 
form of the peak overpressures plotted against the x dimension of the test rig. 
It can be seen that the distribution of load along the module varies 
significantly depending upon the length of time-averaging window used. This 
shows that a frequency dependent methodology is essential to assess 
accurately the effect of an overpressure load on a structure.
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A volume-weighted technique was used to assess the spatial distribution of 
over-pressure loads. The transducers that recorded the pressure-time 
histories are scattered throughout the module, often concentrated in regions 
where explosions are developing most rapidly. In order to minimise bias 
towards regions that were well instrumented, I interpolated the results onto a 
regularly gridded volume. Initially, work focused on using one of the 
sophisticated numerical methods supplied with Matlab. Unfortunately, due to 
the relative sparsity and inherent variability of the results, this proved 
impossible. Attempts to use these routines generally resulted in highly 
unrealistic results with features such as negative pressures that were well 
below minus one bar gauge in some regions and unrealistically large positive 
pressures in others. The solution finally adopted made use of nearest 
neighbour interpolation; while this is a relatively crude technique it does act to 
minimise bias due to instrumentation being clustered in a particular region.
The dominant explosion propagation direction is along the x-axis in the 
majority of tests. To provide a clear representation of the variation in load 
along the x-axis a mean value is taken for a plane at given x from the 
regularly gridded results produced by the interpolation. This is shown 
graphically in Figure 4-3.
Figure 4-3 Interpolate to produce Unbiased Measure of Pressure Distribution
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This method of representing the results will be used often throughout this 
thesis since this is one of the clearest ways of representing load distribution 
along the module. This approach was selected because the x-axis is the most 
extensive, and hence dominant, axis for flame acceleration. Consequently, in 
many cases the variations in load in the y-axis and z-axis directions are minor 
when compared with that seen in the x direction.
Figure 4-4 shows the over-pressure results from a central ignition test (FBTSS 
Phase Two with ignition at x=12). The pressure is highest at the centre of the 
module. As the time-averaging window duration is increased, the distribution 
remains similar.
SC112
Figure 4-4 Load Distribution within FBTSS Phase Two - Test 12
Referring back to Figure 4-2 shows the over-pressure results for an end 
ignition test (FBTSS Phase Two test 7, with ignition x=0). As expected high 
peak over-pressures were measured at large x in the test module for a short 
duration time-averaging window (about 4bar at 1ms). At a higher duration
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time-averaging window, the high over-pressure effect becomes less 
pronounced. At 50ms, the over-pressure distribution is similar to that of a 
central ignition test (Figure 4-4). This shows that the high over-pressure 
measured at the large x region of the module is predominantly of short 
duration. An interesting implication is that, in the arrangement used, a 
compliant structure would experience similar loads from a central ignition 
explosion and an end ignition explosion even though the conventional peak 
over-pressure distribution is very different.
4.1.2.3.Total Load w ith in Module
An extension of the above approach is to take the mean value of the regularly 
gridded volume (as illustrated in Figure 4-5).
SUM CELLS 
_______________ _  Mean
Pressure
NUMBER CELLS
Figure 4-5 Generation of Mean Module Load
This provides a measure of the severity of the explosion for a given test and 
analysis criteria.
I.-.-* f
1 x(m)
Interpolate to 3d grid
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The results of this approach for the test data used in Figure 4-2 can be seen 
in Figure 4-6 where the mean load for the module has been plotted against 
the time-average window used to derive the load.
SCI 07
Figure 4-6 Mean Load Distribution for Time-average Window in FBTSS Phase 2 Test 07
Lists of the results for FBTSS Phase Two and FBTSS Phase Three test series 
can be found in Table 4-1 and Table 4-2. These tables provide a good 
measure of the overall magnitude of the explosion in each test conducted. 
These values will be used in later analysis to investigate the effect of test 
parameters on the magnitude of the explosion produced.
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Table 4-1 Mean Load in Test Module FBTSS Phase Two Series.
Test Time-averaging Window (ms)
Number 0 1 5 10 20 50
01 0.46 0.45 0.42 0.40 0.37 0.31
02 0.33 0.32 0.31 0.30 0.28 0.24
03 0.44 0.43 0.43 0.42 0.40 0.35
04 0.43 0.41 0.36 0.34 0.32 0.26
05 0.35 0.32 0.30 0.29 0.28 0.23
06 0.29 0.28 0.27 0.25 0.23 0.19
07 3.54 2.76 2.14 1.87 1.55 1.04
08 0.30 0.29 0.27 0.26 0.25 0.23
09 0.52 0.50 0.48 0.46 0.43 0.36
10 0.85 0.82 0.78 0.76 0.73 0.64
11 1.06 1.04 0.98 0.94 0.89 0.75
12 2.36 1.96 1.72 1.61 1.46 1.15
13 1.49 1.30 1.14 1.07 0.96 0.69
14 3.64 2.80 2.34 2.08 1.71 1.10
15 0.89 0.86 0.80 0.77 0.72 0.59
16 0.85 0.84 0.80 0.77 0.74 0.62
17 1.24 1.01 0.82 0.76 0.67 0.45
18 1.49 1.10 0.92 0.82 0.67 0.41
19 0.30 0.29 0.27 0.25 0.23 0.19
20 0.17 0.17 0.15 0.14 0.13 0.10
21 0.85 0.76 0.63 0.58 0.50 0.34
22 1.24 0.95 0.80 0.71 0.57 0.37
23 1.65 1.34 1.16 1.07 0.99 0.74
24 2.16 1.86 1.57 1.47 1.30 1.04
25 0.84 0.75 0.68 0.64 0.60 0.54
26 0.83 0.77 0.69 0.65 0.60 0.49
27 0.63 0.56 0.49 0.47 0.43 0.35
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Table 4-2 Mean Load in Test Module FBTSS Phase Three Series.
Test
Number 0
Time-averaging Window (ms)
1 5 10 20 50
01 1.08 0.93 0.77 0.70 0.62 0.43
02 0.83 0.69 0.56 0.51 0.46 0.34
03 1.36 0.99 0.80 0.71 0.59 0.38
04 2.17 1.29 0.90 0.74 0.57 0.34
05 0.27 0.26 0.25 0.23 0.21 0.19
06 0.16 0.15 0.14 0.13 0.11 0.09
07 0.27 0.26 0.24 0.23 0.21 0.18
08 1.84 1.42 1.14 1.05 0.92 0.62
09 1.61 1.04 0.82 0.74 0.64 0.44
10 0.44 0.41 0.39 0.37 0.35 0.29
11 0.34 0.33 0.31 0.29 0.28 0.24
12 0.91 0.82 0.71 0.64 0.56 0.43
13 0.54 0.50 0.45 0.43 0.39 0.35
14 1.33 1.08 0.92 0.83 0.72 0.50
15 0.45 0.38 0.32 0.29 0.25 0.20
16 0.36 0.34 0.29 0.27 0.25 0.21
17 1.02 0.79 0.65 0.57 0.50 0.35
18 0.43 0.35 0.30 0.27 0.23 0.16
19 1.17 0.76 0.55 0.48 0.40 0.26
20 0.23 0.22 0.20 0.19 0.18 0.16
21 0.12 0.12 0.11 0.10 0.09 0.08
22 1.32 0.87 0.60 0.51 0.42 0.27
23 0.23 0.21 0.19 0.18 0.16 0.13
24 1.00 0.86 0.68 0.59 0.52 0.36
25 1.73 1.03 0.81 0.71 0.61 0.40
26 2.28 1.17 0.86 0.75 0.63 0.41
27 0.29 0.28 0.26 0.25 0.23 0.19
28 0.79 0.65 0.54 0.48 0.42 0.33
29 2.17 1.30 0.96 0.83 0.70 0.47
30 0.22 0.21 0.20 0.19 0.17 0.15
31 0.12 0.12 0.11 0.10 0.09 0.08
32 1.41 1.09 0.82 0.71 0.61 0.42
34 1.78 1.13 0.79 0.67 0.52 0.33
35 0.24 0.24 0.22 0.21 0.19 0.17
36 0.14 0.13 0.13 0.12 0.10 0.09
37 2.73 1.76 1.21 1.05 0.87 0.56
38 2.92 1.80 1.17 0.99 0.79 0.50
39 2.22 1.12 0.76 0.64 0.52 0.34
40 2.61 1.35 0.85 0.70 0.56 0.35
41 2.35 1.32 0.89 0.75 0.59 0.37
42 1.99 1.14 0.82 0.65 0.51 0.32
43 3.32 1.40 0.92 0.74 0.56 0.36
44 3.62 1.72 1.02 0.84 0.65 0.41
45 0.34 0.32 0.30 0.28 0.25 0.21
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4 . 2 . C o m p a r i n g  D i f f e r e n t  T e s t s
4.2.1.Repeatability
Obtaining an understanding of the repeatability of the tests is critical as it 
defines what can clearly be said to be a variation introduced by test 
parameters and what may well be a variation due to experimental or random 
variability. This topic is dealt with extensively in Chapter 7, which discusses 
the statistics of the tests. It can be seen that short duration time-averaging 
windows and higher loads show increased variability. The implication is that 
the variability observed from the repeatability tests are due to short duration 
peaks.
Significant analysis of repeatability can only really be conducted with the 
FBTSS Phase Three Alpha repeatability series (five tests) and the Beta 
repeatability series (six tests) as no other tests were repeated often enough to 
allow meaningful statistics to be generated.
Distribution
Calculation of the normalised variability on an instrument-by-instrument basis 
allows the distribution of variability to be plotted along the module. This can be 
seen in Figure 4-7 and Figure 4-8 for the Alpha and Beta series respectively. I 
have only included the results of the 1ms and 50ms to improve clarity. In both 
repeated series, the lengthening of the time-averaging window reduces 
variability. It can also be seen that the variability is roughly similar throughout 
the module except for a marked increase as the explosion vents from the 
module. This is clearest for the end ignition used in Beta at around x = 28m, 
but can also be seen for central ignition used in Alpha at both x = 0m and x = 
28m. There are a number of possible explanations for this phenomenon, 
which I will discuss more fully in later sections.
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Variability Distribution For Time Averaging 
ALPHA
Distance Along Module x-axis (m)
Figure 4-7 Distribution of Variability FBTSS Phase Three Alpha series
Variability Distribution For Time Averaging 
BETA
Distance Along Module x-axis (m)
Figure 4-8 Distribution of Variability FBTSS Phase Three Beta series
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Mean Module
Plotting repeated tests together shows that repeatability of the tests was much 
better when a longer time-averaging window is applied. This can be clearly 
seen in Figure 4-9.
HSE Repeatability Alpha
Time Averaging (ms)
Figure 4-9 Alpha Repeatability Series
In Figure 4-10 the standard deviation has been normalised against the mean 
load and plotted against time-averaging window for a number of different 
groups. The Alpha and Beta groups are very similar and show a standard 
deviation of 25%-30% for raw data that falls rapidly to around 15% for a one- 
millisecond window and levels at around 10% for all the other longer windows 
applied. Two other sets were included for comparison in order to establish 
statistical significance; all the tests that use deluge (designated ‘Wet’) and all 
other tests that did not use deluge and were not part of the repeatability 
series. The standard deviation in these series is significantly higher than for 
the repeatability tests indicating that the low errors achieved are not simply an 
artefact of the methodology applied.
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Repeatability Using Mean Module Load
Time Averaging Window (ms)
Figure 4-10 Repeatability of Mean Module Load
Peak
The peak pressure within the module is a key criterion as this establishes the 
maximum damage likely to occur within the module. Unfortunately, analysis of 
the repeated tests shows peak pressure within the module to be a highly 
variable value. This is probably due to a) the large amount of high frequency 
content in the maximum detected load and b) any variability that occurs earlier 
in the explosion will feed forward into the peak pressure within the module. It 
should also be noted that there is no guarantee that a pressure transducer will 
be located in the area of maximum pressure within the module. This is not a 
problem that will effect repeated tests but is more relevant when making 
comparisons between tests where explosion parameters have been altered 
and the location of maximum pressure within the module will have shifted 
closer or farther from a pressure transducer.
The degree of variability can be seen in Figure 4-11, which has been derived 
in an identical manner to Figure 4-10, using peak module pressure rather than 
mean module pressure. It can be seen that the normalised standard deviation 
for peak load is twice that for mean module load. This makes distinguishing 
true trends from variability very difficult and for this reason I have not made
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use of the peak module pressure beyond the early sections that related to 
time-averaging.
Repeatability Using Peak Module Load
Time Averaging Window (ms)
Figure 4-11 Repeatability of Peak Module Load
British Gas Report
British Gas (now known as BG) produced a report on the variability of the 
explosion tests on behalf of the HSE (ref HSE report OTO 1999 042). BG 
applied various statistical analyses of the FBTSS Phase Three repeated tests 
and their main conclusion was that there was potential for considerable 
variability in the peak overpressures in nominally identical experiments. 
Among the results they reported are: -
• Significant variation of overpressure measured at the same location for 
repeated tests.
• That the observed variation was not wholly random and formed part of 
a pattern of skew with a given test.
• Peak overpressure in many regions was due to the propagation of 
pressure from the region of highest pressure. Hence, variability in 
these very high-pressure regions would have a global effect.
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• Further, that shock waves would occur in these same very high 
pressure regions that would reflect off the geometry and interact with 
the flame front. This would cause these important high-pressure 
regions to be a source of great variability.
• Variation was also observed as the explosion propagated along the 
module. Although the limited data-set made this difficult to establish.
• That the impulse of the pressure-time history proved much less 
variable.
• That no link could be established with pressure variability and flame 
arrival data or measured variability in the gas cloud.
• No link could be established with pressure variability and ambient 
weather conditions.
While BG's analysis was very rigorous and did make use of extended time- 
averaging windows that had durations of 2ms, 4ms and 8ms, I am not entirely 
satisfied with all aspects of their approach.
Primarily, 1 believe that results from longer time-averaging windows might be 
more relevant from a structural response viewpoint. These longer time- 
averaging windows may affect BG’s conclusions. Additionally I am not entirely 
satisfied with even this extended version of time-averaging as a suitable 
explosion analysis technique. I will explore the role of pressure-time history 
analysis technique in the repeatability of the FBTSS explosion tests in 
Chapter 7.
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4.2.2.Congestion
There are two sets of directly comparable high and low congestion trials in 
FBTSS Phase Two. All apply to the ‘A’ configuration confinement; one set has 
central ignition and the other end ignition. This is one of the smallest sets for 
comparison; one of which is incomplete (FBTSS Phase Two test 07), so care 
must be taken. In FBTSS Phase Three, there are five obstacle configurations 
known as ‘OT, ‘02’, ‘03’, ‘04’, and ‘05’. Diagrams of the layouts can be 
found in the relevant FBTSS Phase Three reports (ref HSE 1999). ln my 
analysis I consider ‘01’ to be the base case. ‘02’ is similar to 'OT but some of 
the items have been rotated through 90°, and some small vessels, small scale 
equipment, such as pipe racks and small bore pipe work, has been added. 
‘03’ has the same equipment and layout as ‘02’ and in addition seven 
scaffolding towers have been placed inside the module as well as one large 
external tower which runs the length of the north wall. ‘04’ is as per ‘03’ but 
the external scaffold tower has been removed. ‘05’ is similar to ‘02’ but one 
large vessel and one small vessel plus associated pipe work have been 
removed.
Peak Load
Higher congestion was found to increase peak module loads greatly, though 
this increase proved to be very sensitive to time-averaging.
Load Distribution
in all cases, it seems that higher congestion gives much increased over­
pressures for the shorter time-averaging windows. This is an expected result. 
However, the proportional increase is not as large as peak over-pressures 
indicate, the increase falls rapidly when the time-averaging windows is 
lengthened. This can be seen in Figure 4-12 and Figure 4-13. The plots show 
the high congestion load distribution for a given time-averaging window 
normalised against the corresponding load distribution for a low congestion 
test (the factor of load increase). In the central ignition scenario, raw data with 
no time-averaging shows the load to be between five and six times higher 
when congestion is increased but the application of a 50ms time-averaging
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window reduces this to a factor of approximately four. In end ignition tests, 
this trend is even more marked as the load is increased by a factor of twelve 
for untreated data to a factor of just over five for a 50ms window.
When comparing the distribution of loads it seems that congestion has a small 
effect upon the shape of distribution in space for high time-averaging windows 
(See Figure 4-12 and Figure 4-13). The distribution of the proportional 
increase in load is relatively flat for a long time-averaging window, hence the 
distribution of load is scaled by a similar amount between high and low 
congestion. For a short time-averaging window, the distribution of increase in 
load is less flat, particularly for end ignition where large differences at either 
end of the module are observed.
SCI Central Ignition Factor of load Increase from Low to High Congestion
Length Along Module (m)
Figure 4-12 Factor of Load Increase from Low to High Congestion Phase Two Central 
Ignition Tests
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SCI End Ignition Factor of load Increase from Low to High Congestion
Length Along Module (m)
Figure 4-13 Factor of Load Increase from Low to High Congestion Phase Two End 
Ignition Tests
Mean Module
As we have seen, increasing congestion increases the load significantly. It is 
clear that increasing time-averaging window length also reduces the relative 
increase. When comparing plots it is again clear that the load at shorter time- 
averaging windows is significantly enhanced by the increased turbulence 
generated by higher levels of congestion. This is illustrated in Figure 4-14 and 
Figure 4-15 where the mean module pressures for a variety of obstacle 
configurations are plotted together. The change from low to high congestion is 
substantial. The introduction of fine detail and the rotation of some elements 
in ‘02’ have driven the pressures significantly higher. The introduction of 
scaffold has driven the pressures yet higher. I believe that the external 
scaffold has had no distinguishable impact as ‘03’ and ‘04’ are quite similar.
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Impact of Congestion FBTSS Phase 2 
'A' Confinement & Central Ignition
Time Averaging Window (ms)
Figure 4-14 Impact of Congestion on Pressure for FBTSS Phase Two
Impact of Congestion FBTSS Phase 3 
'C3* Confinement & Central Ignition
Time Averaging Window (ms)
Figure 4-15 Impact of Congestion on Pressure for FBTSS Phase Three
In the FBTSS Phase Three and FBTSS Phase Two tests where only 
congestion is varied, the main anticipated effect is enhanced combustion due 
to elevated levels of turbulence. This would have two effects. A large increase 
in the short time-average window derived load, due to generation of short 
duration components, by localised turbulently enhanced combustion. 
Secondly, a smaller increase in the load generated by longer time-averaging
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windows, as the bulk module load is increased since the mean rate of 
combustion has increased. Both these effects can be observed. It is obvious 
that the changes in congestion for the FBTSS Phase Three series test were 
significant but that in the FBTSS Phase Two tests a step change was 
introduced.
I believe this may provide an explanation for the low over-pressure sometimes 
experienced in small-scale explosion tests. It is well known that as the 
geometrical scale of an explosion is increased, then the over-pressures also 
tend to increase, even though all other factors remain constant. This was 
illustrated by experiments that were carried out as part of the EU co-funded 
MERGE (ref HSE report OTO 1999 042). In these tests, it was found that 
doubling the length scale increased explosion magnitude by over 50%. Not 
only is it difficult to represent accurately the finer details of the geometry at 
small scale, but also it seems possible that the short duration effects will not 
scale well.
When considering the impact of the congestion parameter we have once 
again observed that different conclusions are found for analysis at different 
frequencies, highlighting the importance of frequency dependency in any 
analysis of load.
4.2.3. Boundary Confinement
There are four readily comparable sets of confinement for FBTSS Phase Two 
tests, ‘A’ ‘E’ ‘F’ and ‘G’, in two sets with either central or end ignition. The 
FBTSS Phase Two report shows that ‘A’ is completely confined on both sides 
and in ‘E’ ‘F’ and ‘G’, progressively more panels are removed from one side. 
In the FBTSS Phase Three tests three confinement types were used, these 
are designated ‘CT, ‘C2’, and ‘C3‘. ‘CT is the base case and has roof only. 
‘C2‘ has a roof plus a wall that runs the full length of the module along the 
south side. In ‘C3‘, a partial roof forms the only confinement, this is similar to 
the full roof used in ‘CT, but a series of panels equivalent to 1/3 of the total 
roof area has been removed. The panels were removed from a central strip 
running the whole length of the module.
Engineering Doctorate in Environmental Technology.
4-21
Murray Shearer Chapter 4 Time-averaging
Peak Pressure
The following table (Table 4-3) is typical of those produced when evaluating 
the effect test-parameters, such as confinement or ignition location, have on 
derived over-pressures from the explosion and shows the maximum pressure 
in bar from the relevant FBTSS Phase Two tests. The end ignition ‘A’ 
confinement test is shaded in grey as unexpectedly high over-pressures 
caused damage to the test rig and saturation of a number of pressure 
transducers during the experiment. Thus, the reliability of these results is 
lower than normal. This missing data may also explain why test ‘E’ 
confinement shows higher pressures than the test ‘A’ for end ignition but 
severe damage was caused only in the latter test.
Table 4-3 Maximum pressures in bar found in rig based upon individual transducers.
Confinement
C  =
0 £  o  J?
c
TD .Q 
C  t i  
LU CCD
1
Time-averaging (ms) 
5 10 20
0.53
0.42
1.29
1.32
0.77
2.84 2.38 1.48 0.73
It is useful to normalise the results against a base case. The A ’ confinement 
test was selected. (Table 4-4)
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Table 4-4 Normalised maximum pressures found in rig based upon individual 
transducers.
2 §
S 1  o  i?
c
■o .2 c  .•*=: 
LU c  O)
Confinement
Time-averaging (ms)
0  1 5  1 0  2 0  5 0
0.56
0.35
0.28
1.0
1.02
0.60
0.76 0.76 0.85 0.73 0.57
We generally see a fall in the level of peak over-pressure recorded with 
reductions in confinement. The proportional reductions in peak over-pressure 
are generally greater with increased time-averaging; hence, peak pressures 
may be more sensitive to confinement than was previously thought. The 
reduction in over-pressures may well be due to the shorter duration of the 
main features in the pressure-time history in geometries with greater 
confinement. This shorter duration might leave the results more sensitive to 
the duration of the time-averaging window applied.
Distribution
When addressing the distribution of load within the modules some interesting 
trends become apparent. For example, when the explosion moves from a 
confined region to a region that is unconfined two different behaviours are 
observed. Low frequency loads (generated by a long time-averaging window) 
level off and do not climb significantly when the explosion moves back into a 
confined region. Conversely, high frequency load also levels off in the 
unconfined area but climbs very rapidly as the explosion moves along the 
module into a confined region again. This suggests that the high frequency 
content is very sensitive to confinement and not simply driven by low 
frequency pressure. This can be seen in Figure 4-16.
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Figure 4-16 Load Distribution within FBTSS Phase Two - Test 22 End Ignition 'G* 
Confinement
In FBTSS Phase Three, numerous tests can be compared to establish the 
impact of varying confinement scenarios. Comparing ‘CT with ‘C3’ shows that 
the distribution of load is identical irrespective of confinement although the 
magnitude is affected. Since the addition of the South wall in ‘C2’ has affected 
the symmetry of the module, some changes are apparent in distribution 
compared with ‘CT and ‘C3’. Variations with pressure distribution when using 
‘C3’ as opposed to ‘CT and ‘C2’ can be exacerbated by ignition location, as 
there can be strong interaction between ignition location and confinement. 
This interaction is discussed more thoroughly in later sections. Using shorter 
time-averaging windows, the magnitude of the load differs considerably but 
when using larger time-averaging windows loads are much the same.
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Module Mean
The adverse effect of limited venting is very clear using this criterion. In the 
FBTSS Phase Two series tests using end ignition ‘E’ confinement generates a 
higher module average load than ‘A’ confinement. Increasing the time- 
averaging period reduces the effect; this would suggest that the increase in 
load is primarily at higher frequencies. It can also be seen that this effect is 
only relevant in the end ignition tests. Referring to Figure 4-17 we can see 
that the trace for ‘E’ confinement is just above that for ‘A’ confinement and in 
Figure 4-18 A’, ‘E’, ‘F’ and ‘G’ traces show a falling over-pressure, with the fall 
in pressure roughly proportional to the increased venting area available. This 
is because, while there will be enhanced turbulence near the small vent in ‘E\ 
only in the case of the later end ignition does it interact with the flame to any 
degree. In the central ignition scenario the ignition source is quite close to the 
vent, so that by the time a strong flow of gas develops the zone of combustion 
has moved well away from this area.
SCI Comparison of Confinfement 
End Ignition
Time Averaging (ms)
Figure 4-17 FBTSS Phase Two Comparison of Confinement using End Ignition
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SCI Comparison of Confinfement 
Central Ignition
Time Averaging (ms)
Figure 4-18 FBTSS Phase Two Comparison of Confinement using Central Ignition.
The relative effect of time-averaging windows is clear. Large changes are 
apparent in comparisons between the values produced using short time- 
averaging windows that are disproportionate to the changes in venting. At 
longer time-averaging, this is not the case and any change in confinement 
brings about a proportional change in load. This is because the shorter time- 
averaging windows and raw data relate to a high frequency, random 
component, which is generated by a number of factors, such as the 
turbulence enhancement to combustion. The longer time-averaging windows 
relate to the general area loading caused by the build up of pressure within 
the module. Consequently, any reduction in venting leads to a directly 
proportional reduction in load as derived by a long time-averaging window. 
Reducing confinement also generally lowers values derived from a short time- 
averaging window or in the raw data, but the relationship is more complex and 
has a random component. This is supported in Figure 4-19, in which test 
modules with C1 and C3 confinement have been deluged. Deluge has 
interfered with the turbulence driven enhancement to combustion; 
consequently, the load measured only changes slightly across the range of 
time-averaging window used.
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HSE Comparison of Confinement 
End Ignition & Mv25 Deluge
Time Averaging (ms)
Figure 4-19 FBTSS Phase Three Confinement Comparison using MV25 Full Area 
Deluge and End Ignition.
In general, it seems that altering confinement levels has an equal effect on 
short and long duration components of the pressure waves. This is noticeably 
different from the effect of congestion, which seems to have a 
disproportionate effect on short duration pressure waves. I believe this may 
be because equipment geometries ultimately generate the short duration 
effects but confinement reduces venting, driving low frequency, and reflects 
pressure waves, enhancing high frequency. However, the complete 
relationship is more complex; confinement drives gas velocity, which 
generates turbulence, and confinement and ignition location seem to interact 
strongly.
While the relationship between overpressure and confinement is interesting, 
the key point of these discussions is that analysis at different moving-average 
time windows (hence, by implication, frequencies) gives markedly different 
results.
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4.2.4.lgnition Position
FBTSS Phase Two made use of end and central ignition locations. In addition 
to central and end ignition FBTSS Phase Three also uses ignition at x = 9m, y 
= 11.6m and z = 0.4m which I will refer to as edge ignition.
Peak Pressure
End ignition gives higher maximum pressures than central ignition; applying 
time-averaging reduces the magnitude of the increase, but does not remove 
the increase.
Pressure Distribution
When considering the distribution of load through out the module it again 
becomes apparent that frequency dependant analysis of the results is vital. 
Analysis using a short duration time-averaging window shows that ignition 
location has a large effect; central ignition and end ignition behave quite 
differently. Analysis using a longer time-averaging window shows the 
distributions to be much less dissimilar.
Mean Module
The effect of ignition position is again clear. End ignition appears to give the 
higher load when using a short time-averaging window, a feature that is 
largely eliminated, if not reversed, by application of longer time-averaging 
windows. Cases that have been deluged show the opposite behaviour; end 
ignition shows much lower loads than central ignition scenarios. This is 
believed to occur since the flow of gasses through the module must achieve a 
certain velocity in order to shatter the water droplets and allow the deluge to 
have the maximum effect on the combustion process. While the gasses reach 
this velocity in end ignition and the explosion is thus damped by deluge, this 
does not occur in central ignition cases. Furthermore, the central ignition case 
provides for a greater flame surface area after the initial spherical flame 
surface separates into two separate flame fronts that travel along the module 
in opposite directions. Furthermore, the positioning of the end ignition location 
near to an open end of the module means that the explosion has ample scope 
to vent at an early stage, which will retard the development of the explosion.
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Normally this effect is outweighed by the greater scope for acceleration 
allowed the single flame front generated by end ignition.
The effect of limited confinement is also clear; as stated earlier, in most dry 
cases end ignition appears only to give a significantly higher load for short 
time-averaging windows. The exception to this is the ‘E’ confinement 
comparison of central and end ignition locations where quite a large difference 
in load can be observed. The reason for this is given in the section dealing 
with confinement.
The ignition location parameter is different from congestion and confinement 
in that it does not directly affect the combustion mechanism. It is true that it 
will interact with confinement and to a lesser degree congestion. I have 
already given examples of the interaction with confinement; ignition location 
interacts with geometry by defining the orientation of cylindrical objects (e.g. 
vessels and pipes) relative to the explosion front. The interaction of ignition 
location and congestion is minor in the FBTSS test geometries. This is due to 
the high length to width ratio, ignition location interaction with geometry would 
become more important in a ‘squarer’ arrangement. In the FBTSS geometries, 
the main effect of ignition location is to define the length of the fiame path, end 
ignition providing for a longer flame path. This effectively allows more cycles 
of the turbulence/overpressure feedback loop. Consequently, if congestion 
and confinement parameters provide conditions for a strongly driven 
explosion, end ignition allows the explosion to reach a greater level of severity 
than central ignition. Ignition location can be thought of as a scaling factor on 
the other parameters. In the context of this document, I use the term ‘strongly 
driven explosion’ to indicate a test where the turbulence/combustion feedback 
loop appears to be much more active than within other tests in the data-set.
Time-averaging is particularly useful in this context as it allows scenarios 
where the explosion is strongly driven, where the magnitude of short duration 
components climbs steeply, to be identified. In these situations, ignition 
location is critical.
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4„2.5.Deluge
In both FBTSS Phase Two and Three deluge experiments formed a large 
subset of the tests undertaken. This grows from an interest in the use of 
deluge upon gas detection to mitigate any potential explosion effects. The 
background and physics to this is discussed elsewhere in detail. A number of 
deluge parameters were investigated in the tests. In Phase Two only a limited 
investigation was made, primarily the effect of the presence of general area 
deluge and the importance of droplet size. In Phase Three, deluge test 
parameters included the arrangement of the deluge nozzles (general area, 
vessel specific, perimeter and curtain) as well as the rate of water application. 
In both phases, the interaction of congestion, confinement, and ignition 
parameters with deluge was also explored.
Peak Pressure
In all FBTSS experiments, the deluge acted to reduce peak module over­
pressure. Greatest improvements are seen in the end ignition cases where 
proportional reductions are high. The proportional reductions in central 
ignition, while good, are less marked. The effect of time-averaging is quite 
critical; in all scenarios, the gains made through deluge decrease with 
increase in time-averaging period
Mean Module
The importance of time dependent analysis is clearly illustrated when 
considering deluge. When using a short time-averaging window large 
improvements can be seen. Reductions to as little as 10% of the load in the 
equivalent undeluged test can be seen and reductions to around 30% to 40% 
seem typical. Application of a long time-averaging window reduces these 
improvements from 10% to around 30% of the undeiuged load and typically to 
only 40% to 50%. interestingly, those tests that show least reduction in load 
may actually show a small improvement when some longer time-averaging 
windows are applied, although the longest time-averaging window still shows 
a slight reduction in performance.
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In terms of deluge performance, it is clear that in all situations LDN out­
performs MV57 in the FBTSS Phase Two tests. Although the improvement is 
only of order 10%, which could be attributable to experimental variability, it 
occurs consistently and would therefore seem to be a real effect.
Deluge Rate
The relationship between application rate of water and reduction in load is not 
as straightforward as might be supposed. This can be seen in Figure 4-20, 
which plots application rate verses proportional reduction in load for the more 
reliable and relevant mean module values derived from 50 ms time-averaging 
windows. Only two sets of tests in Phase Three are available in which deluge 
rate was varied while all other tests parameters were kept constant. These 
tests have been plotted along with a line that exhibits the general trend. They 
are contradictory in that one set seems to indicate a clear relationship 
between application rate and pressure reduction and the other does not. 
However, when all other deluged Phase Three tests where a load reduction 
factor can be calculated are plotted on this graph a general trend for reduced 
over-pressure with increased deluge rate seems to emerge. I do not 
necessarily believe that such a relationship can really be justified based upon 
the existing data-set. Deluge will always perform better against a scenario that 
is strongly driven and with high magnitude short duration pressure waves and 
has a long flame path (end ignition). This explains the distribution seen. Tests 
with ‘02’ and ‘03’ congestion show a high level of mitigation as do end 
ignition tests. It seems likely that there is a deluge rate beyond which only 
very limited further reductions will be produced. Based upon the existing data­
set it is difficult to confirm this absolutely or to identify what this level may be.
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Impact of Deluge FBTSS Phase 3
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Figure 4-20 Load Reduction due to Deluge
Nozzle Arrangement
The only test that does not perform exceptionally well for ‘02’ is vessel 
specific deluge which only reduces over-pressures by 20 %; it is likely that this 
deluge arrangement would perform even less well when used in conjunction 
with the ‘01’ obstacle arrangement. I would therefore suggest that this is an 
undesirable approach, though it does show that even relatively small 
quantities of water can produce a measurable improvement.
Perimeter deluge does seem quite attractive as it reduces over-pressures by 
over 50% and requires only deluge of part of the module. However, two 
factors must be borne in mind; the thickness of the perimeter region used is 
quite large, so the proportion of the module undergoing deluge is also large; 
the obstacle arrangement would tend to drive the explosion strongly so that 
any deluge scheme should perform well. Consequently, the use of deluge on 
a larger module or a different geometry may be much less effective. However, 
the data does show that reasonable results can still be obtained even when 
certain areas are not deluged and this might be useful if it were desirable to 
exclude certain areas from deluge. For example, it may be desirable not to 
deluge electrical equipment.
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Curtain sprays do not appear to perform well. In most cases, curtains are 
tested against weakly driven explosions. One arrangement used against end 
ignition does achieve a respectable 50% reduction in peak over-pressures. 
Based upon the data available it seems that curtains provide approximately 
20% less mitigation than the equivalent full area deluge.
in the FBTSS Phase Three series, full area deluge has the greatest impact. 
The best improvement is seen in end ignition scenarios where a reduction in 
over-pressure of over 70% is seen. This is closely followed by reductions of 
60-65% in the ‘02’ and ‘03’ obstacle arrangements for central ignition. 
Effectiveness falls steadily as the explosion is less strongly driven. Use 
against the 'OT obstacle confinement is strongly dependent upon 
confinement, the poorest results are achieved against the least well confined 
case, ‘C3’, here a reduction of less than 25% is seen.
This further illustrates the effect of deluge and demonstrates the importance 
of other test parameters. Figure 4-20 clearly shows the effectiveness of 
deluge against end ignition and scenarios that would tend to generate high 
amplitude short duration pressure waves.
It should be noted that the more successful a deluge scheme is at minimising 
load the smaller the difference between loads calculated using short and long 
time-averaging windows. This is because, once the localised short duration 
effects generated by the turbulently enhanced combustion are largely 
suppressed only the underlying increase in load within the module is present 
and the build-up of load is of a longer duration.
It is clear that deluge acts to' negate the turbulent enhancement of 
combustion. Care must be taken in the application of deluge so that it is only 
applied to situations where potential benefit outweighs increased risk. There 
are two main risks, the increase in ignition probability, and the risk of 
enhanced turbulence.
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The increased probability of ignition is hard to quantify, but was demonstrated 
in 1988 on the Brent A platform in the North Sea. Deluge was activated 
following the detection of a gas cloud that formed from a flange leak located 
on a valve in the gas compression area. A short circuit, which it is believed 
was caused by water penetration from the deluge, occurred in a light fitting. 
This short circuit ignited the gas cloud causing an explosion. Fortunately, the 
subsequent fire only burned for 45 minutes and no escalation occurred.
The risk of enhanced turbulence is more theoretical. The application of deluge 
generates turbulence within the module, this increases gas mixing prior to 
ignition and could drive combustion post-ignition. Since the gas cloud in 
Phase Two and Phase Three was premixed, no assessment of pre-explosion 
mixing effects couid be made. In no case did deluge increase explosion over­
pressures; it seems likely that if this were to happen it would only be for a very 
weakly driven explosion. If this proves correct, only a minor increase in 
pressure would result.
4 . 3 . C o n c l u s i o n s  f o r  T i m e - A v e r a g i n g
It has been shown how different features in the explosion act to generate 
pressure waves of a range of durations and magnitude. These pressure 
waves combine and interact in complex ways. In particular, high frequency 
content has been shown to be an important component of more severe gas 
explosions. However, use of the headline over-pressures tends to exaggerate 
the importance of the pressure-time histories high frequency components. 
This has lead, for example, to an over assessment of the threat posed by 
these more severe explosions and exaggerates the success of mitigation, by 
deluge. None the less, it has aiso been shown that the longer duration 
components of the pressure-time history (that may be most relevant from a 
structural response view point) do increase along with the short duration 
components. This means that even though the majority of the headline over­
pressure in a severe explosion is composed of high frequency components 
that are less apparent to the structure, the low frequency components, which 
are more relevant to structural loading, have also increased in magnitude.
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Most importantly, I have shown using the time-averaging techniques that 
explosion loads may affect structures of different compliance properties 
differently. To analyse effectively the resultant over-pressure it is crucial that a 
frequency dependent analysis be undertaken, as the response of the structure 
will be dependent upon frequency content of the pressure wave.
In this section, using time-averaging, 1 have established the sensitivity of the 
explosion test pressure data to a frequency based analysis scheme. This 
begins to improve the understanding of explosion consequences. Time- 
averaging based anaiysis also begins to improve the understanding of 
explosion parameters, parameter interaction, and the effect of explosion 
parameters on consequences.
In order to progress this methodology a number of issues will be addressed. 
Time-averaging has a poor relationship with the true response of structures to 
explosion loading at best, it is only indicative. Time-averaging works by 
smearing the data to reduce the effect of pressure waves that have a much 
shorter duration than the window length used. No real account is taken of the 
actual shape of the pressure-time history. Time-averaging is uitimately a very 
arbitrary approach and it is desirable to progress to a more physics based 
approach.
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Chapter 5. Spectral Analysis
Chapter 4 demonstrated the importance of a frequency-related approach to 
analysing pressure-time histories. The work described earlier was based upon 
an extension of techniques commonly used to analyse explosions. In this 
section, we will consider the application of techniques commonly used in 
signal analysis.
The Matlab signal processing toolbox was used throughout. The toolbox 
provides tools for estimating important functions of random signals. In 
particular, there are tools to estimate spectral density functions of discrete 
signals and to apply filters to a signal, removing content of specified 
frequency. The following sections summarise the research I conducted using 
these tools.
5 . 1 .  F o u r i e r
Conventional signal analysis tools generally revolve around Fourier 
transforms. The Fourier transform decomposes a waveform into sinusoids of 
different frequency and their respective amplitudes.
Fourier transforms are useful as we can analyse a signal in the time domain 
for its frequency content. The transform works by first translating a function in 
the time domain into a function in the frequency domain. The signal can then 
be analysed for its frequency content because the Fourier coefficients of the 
transformed function represent the contribution of each sine function at each 
frequency. In simple terms, a Fourier transform provides information about a 
signal in terms of a range of frequency components, the amplitude of those 
components and the components phase.
5.1.1. Well Understood
One of the reasons Fourier based analysis has been adopted here is that it is 
well understood by many and has found application in many other fields.
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5.1.2. Not Especially Fit for Purpose
Fourier analysis is ideal for non-local signal as they decomposed into infinite 
components. Consequently, the transient localised signals in the pressure­
time histories are not ideal material for Fourier decomposition. Resolution 
difficulties (i.e. the location versus frequency problem) are another well-known 
limitation and are the result of a physical phenomenon (the Heisenberg 
uncertainty principle).
5 . 2 .  F i l t e r i n g
One of the first tasks undertaken was to address one of the weaknesses of 
the time-averaging technique, which I used as a crude low pass filter. Time- 
averaging is a common technique in signal analysis where it is known as 
median filtering and has many applications such as noise reduction. Although 
it is easy to implement and understand it does have several weaknesses 
which I identified in a previous section. The main problems are a tendency to 
smear the signal and a lack of clarity as. to which frequencies are being 
removed. In frequency terms, median filtering results in phase shift and has 
shallow roll off in frequency cut off.
An alternative approach to the problem is therefore to perform an analysis of 
the time histories after a more sophisticated Fourier based filter has been 
applied. A low pass filter can be created which will pass only frequency 
components below a specified range. It is possible to apply several such filters 
and investigate the effect of a range of frequency cut-off points. The effects 
are similar to the application of the time-averaging window (or median filter). 
Although this approach is similar and more difficult to apply, there is an 
understanding of the frequency components being excluded that was missing 
in the cruder early work conducted with median filters. This is of key 
importance as conventional knowledge of structural response is based around 
the structures natural frequencies of response, which are in Hz. However, it 
should be noted that since the filter applied is based on the same assumption 
of a continuous function, there would still be some errors in the filter applied.
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This technique does not provide an accurate measure of the true structural 
response. It can be said to give a value that takes into account response 
frequency. To recap my earlier discussion of structural response, there can be 
said to be three modes of response dependant on the ratio of the frequency of 
the loading to the frequency of response. The three modes are quasi-static, 
where the load is of much lower frequency than response, impulsive, where 
the load is of much higher frequency than the frequency of response and 
resonant, where the frequencies are identical and significant amplification 
occurs. In the particular instance of the pressure-time histories being 
examined, it is safe to say that a significant proportion of the headline 
pressure is due to the high frequency loads. Since these are very much higher 
than the typical natural frequencies of response of the structures that will be 
subjected to these loads, they will act as impulsive loadings. While it is not fair 
to say that these loadings have no effect on the structure, it can be said that 
their overall contribution will be very much smaller than the other frequencies 
closer to the identified range of typical offshore natural frequencies of 
response. This approach therefore works by eliminating the frequencies that 
are higher than a specified frequency so that a measure of the peak loading 
can be estimated from the pressure-time history. Clearly this approach has 
numerous weaknesses, the peak pressure of the filtered pressure-time history 
is not a true measure of the equivalent static loading.
For my purposes, Matlab provides a good environment for the design and 
selection of an appropriate filter. When designing and selecting a filter, a 
number of criteria have to be considered, in this instance, filter design was 
optimised for quality of results. Two features are of importance: the shape of 
the frequency cut off curve and the amount of phase shift introduced by 
application of the filter. Since Matlab provides a technique that allows for the 
elimination of phase distortion, the shape of the frequency response curve is 
therefore the critical criteria. A large range of filter designs is provided. I chose 
to use Chebyshev Type Ii filters throughout, as they are monotonic in the 
passband, i.e. have no effect on the amplitude of the passed frequencies, and 
equiripple in the stopband, i.e. have regular distortion above the frequency cut 
off point. Chebyshev Type 11 were chosen as they seem to offer the best
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compromise, in this instance, between steepness of frequency cut off point 
and distortion in the frequency pass band. The shape of a typical frequency 
pass filter for application to a 40kHz signal can be seen in Figure 5-1. It is 
worth noting that Matlab creates dimensionless filters, units of frequency are 
handled during the application of the filter. This can cause problems when the 
frequency cut-off point being considered is very small relative to the sampling 
rate of the signal. This problem arises primarily because the values used to 
describe the filter become subject to rounding errors. The recommended 
technique to overcome this limitation is to resample the signal at a lower rate; 
this is often referred to as decimation. This was an issue for the pressure-time 
histories as they are sampled in the kHz range, Phase Three is generally 
sampled at 40kHz, and we are interested in applying filters at around 10Hz. 
The decimation process filters the input data with a low pass filter and then 
resamples the resulting smoothed signal at a lower rate. Decimation was 
therefore used with minimal effect on the quality of the results.
Figure 5-1 Chebsyev Type II filter
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The results of a series of low band-pass filters with cut-off frequencies at 
10Hz, 50Hz and 100Hz can be seen in the following figures. Figure 5-2 shows 
the original pressure-time history which is a typical pressure-time history taken 
from a Phase Three repeatability test. More specifically, it is from test 44, 
which is the last of the BETA series (end ignition repeatability tests) and is the 
pressure-time history from transducer four which was located half way along 
the module at floor height close to the edge (coordinates 14m, 0.5m, 2.0m).
HSE 44 Transducer P04
Time(ms)
Figure 5-2 Typical Phase Three Pressure-time History
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Figure 5-3 shows the figure after it has been decimated by a factor of 40 (from 
40kHz to 1kHz). This acts as a low pass filter eliminating frequencies above 
the new sampling rate and affecting some close to the new sampling rate. 
Since the low pass filter will discard the frequencies that are affected in any 
case, it is believed that this process should have minimal effect on the quality 
of the results. It can be seen that this decimating procedure has already acted 
to reduce the peak pressure significantly.
HSE 44 Transducer P04 Decimated by a factor of 40
Time (ms)
Figure 5-3 Decimated Pressure-time History
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The foiiowing figures (Figure 5-4, Figure 5-5, Figure 5-6) show the results of 
the application of the 10Hz, 50Hz and 100Hz low pass filters to the decimated 
pressure-time history.
HSE 44 P04 - Low band pass -100 Hz
time (ms)
Figure 5-4 100 Hz Low Band Pass
Engineering Doctorate in Environmental Technology.
5-7
Murray Shearer Chapter 5 Spectral Analysis
HSE 44 P04 - Low Band Pass - 50 Hz
Time (ms)
Figure 5-5 50 Hz Low Band Pass
HSE 44 P04 - Low Band Pass -10 Hz
Time (ms)
Figure 5-6 10 Hz Low Band Pass
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It is possible to take the peak value of the filtered signal as was done in the 
time-averaging work and analyse the results along similar lines. The results 
are shown in the following table.
Table 5-1 Peak Pressure from Filtered Pressure-time History
Signal
Peak Pressure 
(millibar)
Original 3153
Decimated 1714
100 Hz Low Pass 1307
50 Hz Low Pass 1181
10 Hz Low Pass 992
5.2.1. Results of Analysis
Using the approach described, analysis of the repeatability and impact of test 
parameters can be assessed as before.
5.2.1.1. Repeatability
Using the Alpha and Beta repeatability series, a good assessment of the 
inherent variability in the results produced using the 10, 50, and 100 Hz low 
pass filters can be made.
Using the data-sets available, the variability to within a 90% confidence level 
is calculated for each transducer. The variability has been plotted as error 
bars on the pressure distribution in Figure 5-7 through Figure 5-12.
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Peak pressure after 10 Hz Low pass filter.
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Figure 5-7 ALPHA Peak Pressure after Application of 10 Hz Low Pass Filter
Peak pressure after 50 Hz Low pass filter.
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Figure 5-8 ALPHA Peak Pressure after Application of 50 Hz Low Pass Filter
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Peak pressure after 100 Hz Low pass filter.
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Figure 5-9 ALPHA Peak Pressure after Application of 100 Hz Low Pass Filter
Peak pressure after 10 Hz Low pass filter.
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Figure 5-10 BETA Peak Pressure after Application of 10 Hz Low Pass Filter
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2 3000-
Peak pressuro after 50 Hz Low pass filter.
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Figure 5-11 BETA Peak Pressure after Application of 50 Hz Low Pass Filter
Peak pressure after 100 Hz Low pass filter.
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Figure 5-12 BETA Peak Pressure after Application of 100 Hz Low Pass Filter
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These results show the data to be well behaved in general, although variability 
clearly increases where the explosion vents from the ends of the module. This 
can be seen more clearly in Figure 5-13 and Figure 5-14 where the variability 
has been expressed as a percentage of the mean pressure. In these plots it is 
clear that variability is quite low throughout the bulk of the module and is 
generally higher in Beta as compared to Alpha and that it increases when a 
higher frequency cut off is used. This is as expected and is in agreement with 
earlier findings.
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Figure 5-13 ALPHA Variability Distribution
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Figure 5-14 BETA Variability Distribution
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In order to derive error values that can be applied to other test arrangements 
that were not repeated, the tests were divided into zones and an average 
error calculated for each filter in each zone. Since it is clear that for the bulk of 
the module the variability is quite level, with large deviations where the 
module is venting, the module was divided accordingly into centre and end 
zones. Alpha has two end zones (<4.5m and > 25m), which are combined for 
statistical purposes; Beta has one end zone (>25m).
The results of this can be found in Table 5-2 and Table 5-3 below.
Table 5-2 Alpha Variability by Zone.
10 Hz 50 Hz 100 Hz
Bulk of module 6.4% 7.9% 7.8%
End Zones 9.9% 11.0% 11.9%
Table 5-3 Beta Variability by Zone.
10 Hz 50 Hz 100 Hz
Bulk of module 7.1% 8.1% 9.5%
End Zone 15.5% 9.4% 9.9%
The average error by zone is generally as expected; the values for the end 
zone in Beta are slightly different than anticipated. The data-set available in 
this region is quite small and so it is likely that a lack of data, rather than any 
physical phenomena caused the unexpected results.
Quite why the variability is so high at the ends of the module is debateable. 
Much of the work I have undertaken has indicated a marked rise in the higher 
frequency components in these areas and there does seem to be a strong 
association between high frequency content and variability, it is also believed 
that there may be some sort of boundary effect as the module vents into the 
surrounding atmosphere. A third hypothesis is that structural vibration or
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flexure may be generating forces on the piezoelectric crystals that detect 
pressure. The instrumentation would be unable to distinguish these loadings 
from the forces exerted by the explosion over-pressure. This view is 
supported by events in the pressure-time history that appear similar to the 
effects of a damped oscillation (i.e. vibration). However owing to time 
constraints, I was unable to fully pursue all these avenues of investigation.
5.2.1.2. Congestion
In Phase Two, two congestion configurations were used; these were 
designated high and low. Two sets are available for comparison: one using 
end ignition and one using central ignition. In Phase Three, five congestion 
configurations were used. 01, 02, 03, 04, and 05.
Observations made using this technique confirm earlier findings. As expected, 
low congestion scenarios generate pressures that are around 20% of the 
equivalent high congestion scenarios. Furthermore, high frequency content is 
proportionately much lower in low congestion scenarios. This difference in 
frequency composition becomes much more marked the further the explosion 
travels from ignition point, highlighting the growth in high frequency content as 
the more severe explosions develop.
In Phase Three, increases in congestion lead to increases in over-pressure. 
Using 01 as a reference for end ignition, 05 shows a 50% increase in over­
pressure. Using central ignition an increase of approximately 150% for 02 and 
nearly 250% for 03 are observed. In all cases there are near identical 
proportional increases in load at all frequencies. This does not entirely agree 
with the general assumption that increasing congestion increases higher 
frequency content. This is probably due to the use of the C3 confinement 
configuration in these particular cases, which provides for very limited 
confinement.
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5.2.1.3. Confinement
Considering first the FBTSS Phase Two confinement series, there are four 
confinement configurations ‘A’, *E\ ‘F’ and ‘G\ There are two sets of 
comparable data: one using central ignition and one using end ignition.
In general, pressures are reduced proportionally to the reduction in 
confinement. This is illustrated by Figure 5-15. Some minor deviations can be 
observed from this trend as can be seen in a plot of pressure distribution with 
an identical test configuration but using end ignition (Figure 5-16). In this plot, 
‘E’ confinement returns slightly higher pressures than ‘A’ confinement; these 
results are not especially significant as they could be explained in part by 
experimental variability. It is also believed that there is an interaction with the 
limited venting provided by ‘E’ confinement and end ignition location, which 
act to enhance turbulence. As expected, reducing confinement tends to 
reduce the higher frequency component proportionally more than the lower 
frequency component.
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10 Hz Filtered Pressure Distribution For Central Ignition
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Figure 5-15 FBTSS Phase Two 10 Hz Filtered Peak Pressure for Central Ignition
10 Hz Filtered Pressure Distribution For End Ignition
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Figure 5-16 FBTSS Phase Two 10 Hz Filtered Peak Pressure for End Ignition
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Phase Three provides three confinement arrangements C1, C2, and C3. Four 
sets are available for comparison. Confinement is much lower than in Phase 
Two: series C1 has roof only, C3 has one third of the roof removed from a 
central strip running along the full length of the module and C2 is a full roof as 
in C1 plus one wall running the length of the module. As in previous analysis, 
there is strong interaction between ignition location and confinement. For 
example, C3 displays much lower pressures than C1 due to the reduced roof 
coverage, in the central ignition scenario pressures are typically 50% of C1 
levels and for the end ignition scenario pressures climb less quickly and at 
their peak are only 80% of C1 levels. Using edge ignition, only very minor 
reductions in peak pressures between C1 and C3 configurations are recorded. 
The cause of this behaviour is illustrated in Figure 5-17 and Figure 5-18, 
which show some simple illustrations of the explosion development for the 
various confinement configurations for central and edge ignition. The 
diagrams shown are simple end elevation views across the width of the 
module and are only indicative of the likely development of the explosion. In 
each diagram the illustrations are arranged in three columns for C1, C3, and 
C2. As we move down the columns, we can see the development of the 
explosion for a particular set of conditions. The arrows are indicative of the 
velocity and direction of gas flows. The coloured cloud shows the 
development of the explosion with colour scale approximating pressure. The 
stars show ignition location. The graph at the bottom shows the development 
of pressure through time in the module, C1 is used as a reference case and 
this appears as a dashed line in the graphs for C2 and C3.
It can be seen be that when using C3 confinement in the central and end 
ignition scenarios the roof space directly above the ignition point is open, 
whereas in edge confinement it is enclosed. It can therefore be seen that the 
reductions in over press are due in part to the explosion initially developing 
more slowly in certain instances, so that when higher levels of turbulence- 
enhanced combustion start to occur, a reduced quantity of fuel remains.
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C2 confinement is only present for comparison in two of the four sets 
available. In both cases it drives up peak pressures considerably, the normal 
methods of analysis using a plot of pressure against x are less useful than 
usual, as the wall creates strong pressure gradients in the y direction. 
However, in general terms, for end ignition, C3 is 50 % higher than C1 and for 
end ignition it is 100% higher than the equivalent C1 test. The reason for this 
behaviour is also illustrated in Figure 5-17 and Figure 5-18.
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Of particular interest are the comparisons between C1 and C3 when deluge is 
used (Figure 5-19). Overall, pressures are low in C1 and C3 so it is certain 
that deluge is having the desired effect and this will be discussed in more 
detail later in this section. However, it is interesting to note that although in C1 
the pressure climbs steadily albeit slowly, in C3 the pressure reaches a 
plateau at around 15m. This is important as it demonstrates that in certain 
circumstances (in this case well vented) deluge can completely sever the 
turbulence feedback loop that drives gas explosions to high over-pressures.
10 Hz Filtered Pressure Distribution For End Ignition and Full Area Deluge
Figure 5-19 Effect of Deluge and Low Congestion on Over-pressure
Engineering Doctorate in Environmental Technology.
5-23
Murray Shearer Chapter 5 Spectral Analysis
5.2.1.4. Fuel Concentration
In Phase Two, the effect of fuel concentration was investigated. The results of 
the relevant tests were as anticipated with both rich and lean gas clouds, 
giving pressures some 50 % lower than the ideal stoichiometric gas cloud. 
The higher frequency components are reduced slightly more than the low 
frequency components although the difference is minor and could be due to 
experimental variability.
5.2.1.5. Ignition Location
Frequency dependent analysis of the impact of ignition location has provided 
us with some of the most interesting developments in our understanding of 
gas explosions.
In Phase Two, two ignition locations were used; these are known as end and 
central ignition. Frequency dependent analysis of the various sets available 
for comparison shows that while the end ignition scenario will ultimately 
generate higher over-pressures than the central ignition, these much higher 
pressures are very localised at the end of the module furthest from ignition. 
The peak loads in central ignition are also highly frequency dependent while 
the central ignition pressures are less so. The frequency dependent analysis 
therefore shows that in many scenarios central ignition will result in higher 
pressures throughout most of the module.
It can also be seen that in scenarios using deluge the end ignition scenario 
gives considerably lower pressures than central ignition and the same is true 
for low congestion scenarios. In most of the low congestion and deluged tests 
for end ignition explosions, the pressure distribution is also seen to piateau. 
This plateau shows that the turbulent flame enhancement that usually causes 
a steady increase in pressure is not present.
In Phase Three, the situation is somewhat more complex. The interactions 
between ignition location and confinement in particular are very strong. Two 
other ignition locations are introduced: a central ignition where the ignition
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source is placed on the floor rather than the mezzanine deck (low central) and 
ignition at 9m, 11.6 m, 4.25m which I refer to as edge ignition.
Comparing the scenarios using C1 confinement, we see that the relationship 
between end and central ignition is similar to that seen in the Phase Two 
tests. Low central ignition gives a similar pressure distribution to central 
ignition although the pressures are noticeably higher, probably because the 
fiame has longer flame paths available. Edge ignition is similar to both end 
and central ignition, in the near end of the module the explosion pressures are 
identical to those for central ignition and in the far end of the module the 
pressures are identical to those produced by end ignition. Edge ignition 
should perhaps be considered the worst-case scenario as overall, pressures 
within the module are higher, and there is a localised high pressures region.
Comparing the scenarios using C3 confinement, we see similar distribution 
although slightly lower pressures due to the reduction in confinement.
Comparing the scenarios using C2 confinement, we see much more scatter 
as the introduction of the wall has greatly reduced the symmetry of the 
module.
The use of deluge also reduces over-pressures in end ignition to levels 
markedly below those for central ignition.
5.2.1.6. Deluge
The use of deluge in Phase Two was very effective at reducing the over­
pressures. The lower frequency loads were reduced to at least 30% of the 
equivalent dry test. Higher frequency loads were reduced by a greater factor 
than low frequency loads, showing that the high frequency component is 
strongly affected by deluge. Two types of nozzle were used: MV57 and LDN. 
it was believed that the LDN nozzle would be more effective as it produced 
larger water droplets and this proved to be the case as a further reduction of 
10% as compared to MV57 nozzles is observed throughout. The distribution 
of pressure within the deluged modules is also interesting as in many
Engineering Doctorate in Environmental Technology.
5-25
Murray Shearer Chapter 5 Spectral Analysis
instances the load clearly reaches a plateau. It is particularly interesting that 
this occurs for higher and lower frequencies as this shows that the turbulence/ 
combustion feedback loop is not in action. This is particularly important as it 
suggests that for a larger module than the one being used, peak pressures 
would not be significantly higher as the flame is no longer accelerating.
In Phase Three, a number of different layouts for deluge application were 
investigated, as were rates of deluge application in addition to the interaction 
of deluge with various explosion test parameters.
As before, deluge proves especially effective against end ignition. When using 
C1 confinement and 01 congestion the peak load that occurs furthest from 
the ignition location in the dry test, is reduced by 90% when deluge is used.
Considering the effectiveness of application rate in FBTSS Phase Three Test 
05, a flow rate of 4600 litres per minute was supplied and in FBTSS Phase 
Three Test 07, the flow rate was increased by a third to 6090 litres per minute. 
While in both cases pressure was reduced significantly (by 40% to 50%) from 
the equivalent dry case the increased supply of water seems to provide no 
improvement. A similar comparison can be seen in a test using C2 
confinement; water application rates of 4594, 5550 and 7050 litres per minute 
are used. Some small improvements with increase in deluge rate are 
observed but they are minor except in the case of the lowest deluge rate at 
the ends of the module where the effectiveness of the deluge is much 
reduced.
The use of curtains of water spray, vessel specific deluge and perimeter 
deluge were investigated in the FBTSS tests. MV57 curtains prove to be fairly 
effective for central ignition, giving almost as much reduction as a full area 
deluge with similar application rates, however reductions in over-pressure in 
end regions are poor as a fall of only 40%, when compared to the equivalent 
dry test, is seen. The equivalent water curtains produced using fan-nozzles 
perform much more badly and only reduce over-pressures by 25% in the bulk 
of the module and provide almost no reduction in end regions. When using
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end ignition, fan-nozzle generated curtains do prove more effective and can 
act to reduce peak pressures by as much as 90% in the far end of the module 
but are still not as effective as the equivalent full area deluge test. Vessel 
specific, when used, shows only minor reductions of around 20% as 
compared to dry. Perimeter deluge does prove to be very effective and gives 
reductions of around 60%, proving to be almost as effective as the equivalent 
full area deluge.
It is clear though that the effectiveness of deluge is strongly dependent upon 
the explosion test parameters and the figures for load reduction quoted could 
not be generally applied. I would also refer the reader to my comments on 
deluge in the section relating to time-averaging, particularly those relating to 
the greater success of deluge in reducing pressures for strongly driven 
explosions.
While the application of deluge does always seem to provide some reduction 
in over-pressure, it must always .be remembered that deluge could increase 
the likelihood of an explosion by generating ignition sources due to electrical 
shorting. This becomes particularly important in cases such as where vessel 
specific deluge has been provided and the potential benefits may not 
outweigh the increased risk.
5.2.2. Conclusion
These results are an improvement on those derived using median filtering as 
the relationship with structural response frequency is much improved. 
However, results still do not fully take account of the structural response of the 
structures and equipment excited by the pressure-time history.
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5 . 3 .  P o w e r  S p e c t r u m
Let us now consider the power spectra.
Techniques used to generate a power spectrum of a stationary random 
process can be complex. Involving the use of correlation sequences and 
discrete-time Fourier transforms. The power spectrum represents the ‘power 
content’ of a signal in an infinitesimal frequency band, which is why it is 
generally referred to as the power spectral density or PSD1.
This technique is useful as it makes it possible to isolate the pressure loading 
contributed by a specified frequency band. For a number of reasons the 
values derived from different bands using a specified pressure-time history 
cannot be directly compared. However if normalisation techniques are 
employed it is possible to compare statistical properties, such as percentage 
standard deviation. It is also possible to compare the distribution of different 
bands in a qualitative manner, e.g. the region in which the specified value 
peaks.
Matlab provides a number of sophisticated techniques for the estimation of 
PSD. These can be divided into three categories, nonparametric methods, 
parametric methods, and subspace methods.
Nonparametric methods are those in which the estimate of the PSD is made 
directly from the signal itself. The simplest such method is to perform a 
Fourier transform on the signal and take the magnitude squared of the result, 
the result of which is known as a periodogram. Matlab also provides various 
more sophisticated and improved versions such as Welch's method and the
1 The term power spectral density is perhaps somewhat inexact in the context 
of analysing pressure-time histories. Historically the term derives from the 
original signal being analysed, i.e. a voltage flowing through a resistor. A more 
appropriate description is the spectral density function (SDF).
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multitaper method (MTM). A great deal of effort was expended on 
investigating the application of the more sophisticated non-parametric 
methods; unfortunately these generally rely on breaking the signal into 
sections using windowing techniques and combining the periodograms of 
these sections to form an ensemble PSD. While such an approach is 
applicable to non-local signals, it is not appropriate to the localised transient 
shock loads we are considering here. The periodogram, which is the most 
basic of techniques, is however still useful as it only considers the entire 
signal and consequently proved to be one of the most useful spectral tools 
provided.
Parametric methods are those in which the signal for which we want to derive 
a PSD is assumed to be the output of a linear system driven by white noise. 
Examples of those provided in Matlab are the Yule-Walker autoregressive 
(AR) method and the Burg method. These methods estimate the PSD by first 
estimating the parameters (coefficients) of the linear system that 
hypothetically "generates" the signal. According to the documentation 
provided with Matlab, they tend to produce better results than classical 
nonparametric methods when the data length of the available signal is 
relatively short. This is certainly the case with the explosion data, however I 
am uncertain as to the full implications of this approach and consequently 
have tended to rely on other approaches.
Subspace methods, also known as high-resolution methods or super­
resolution methods, generate frequency component estimates for a signal 
based on an Eigen analysis or Eigen decomposition of the correlation matrix. 
Examples of those provided in Matlab are the multiple signal classification 
(MUSIC) method or the eigenvector (EV) method. Matlab’s documentation 
indicates these methods are best suited for line spectra, that is, spectra of 
sinusoidal signals. This tends to suggest that they would be unsuitable for 
analysis of explosion pressure-time histories.
It is disappointing, but not entirely surprising, that many of the commonly used 
spectral estimation techniques should prove to be unsuitable for analysis of
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explosion pressure-time histories. As I have noted elsewhere, many of the 
tools for spectral estimation were designed with analysis of continuous signals 
in mind but the pressure-time histories are transient shock loadings. The 
periodogram is therefore the primary conventional method selected to 
investigate the spectrum of the pressure-time histories.
Consider the signal shown below in a Matlab plot (Figure 5-20); this is a 
typical pressure-time history taken from a Phase Three repeatability test. 
More specifically, it is from test 44, which is the last of the BETA series (end 
ignition repeatability tests) and is the pressure-time history from transducer 
four which was located half way along the module at floor height close to the 
edge (coordinates 14m, 0.5m, 2.0m).
The variance of a signal like that shown in Figure 5-20, defined as: 
{ [ /A T )^ T2p(t)dt,AT = T2 -T lt decreases as 1/AT once the limits of integration
are sufficient to encompass the whole pressure perturbation. The PSD is 
similarly affected since its integral over all frequencies recovers the signal 
variance. This makes intercomparison of results from different pressure 
records awkward. There are three simple ways of dealing with this issue: all 
records can be ‘zero-padded’ to a common duration, the PSD can be 
normalised with respect to the variance, or the PSD can be scaled by the 
pressure record duration. The latter is the simplest of all and has been used 
here. The function that results is a scaled spectrum with units mbaift2, though 
for convenience I will continue to refer to this as a PSD.
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HSE 44 Transducer P04
Time(ms)
Figure 5-20 Example Pressure-time History
Applying the simplest approach to finding the PSD of the signal, that is, taking 
the magnitude square of a Fourier transform of the entire signal and scaling 
by signal length, produced Figure 5-21.
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Power Spectral Density (PSD) Estimate
Frequency (Hz) 1Q4
Figure 5-21 Example PSD
Regarding the units used on the y-axis of the graph, although the square of 
the magnitude of the Fourier transform returns units of mbar2/Hz I have scaled 
by the (arbitrary) duration of the signal being analysed. Consequently this 
results in units of s.mbar2/Hz, which I have simplified to mbarris2.
Note the ‘spiky’ PSD. This is due to the variability associated with this method 
being large. A primary goal of the more sophisticated methods, which have 
been discarded, is to reduce variability. Since I beiieve that these methods 
cannot be applied in this instance, this causes some difficulty, as the estimate 
for a given frequency is likely to contain errors.
However Parseval’s relation states that the integral of the PSD across the 
entire band is a measure of the variance of the signal, in this case a measure 
of the pressure loading. Furthermore we can integrate the PSD in a specified 
frequency band to approximate the pressure loading contributed by that same 
frequency band.
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Since integrating across the PSD gives a measure of pressure loading for the 
specified frequency band, taking reasonably large frequency bands should 
therefore reduce the variability in the measure. Reducing the variability should 
produce data that is more reliable for analysis.
It is also worth noting that the PSD given is one sided. The full PSD is 
symmetrical about half the signal’s sampling frequency. Since we are not 
especially interested in the higher frequencies, as these are orders of 
magnitude higher than the typical natural response of typical offshore 
structures and equipment, four frequency bands were consequently selected. 
These are given in Table 5-4 below.
Table 5-4 Frequency Ranges Integrated
Frequency
Approximated
Min Frequency Max Frequency
10 Hz 0 Hz 20 Hz
50 Hz 30 Hz 70 Hz
100 Hz 80 Hz 120 Hz
Total Signal 0 Hz 20000 Hz
This is shown graphically in Figure 5-22.
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Figure 5-22 Integration of PSD
Integration of the PSD in the specified bands gives a measure of the pressure 
loading in units of mbarris. It is possible to check this calculation as squaring 
the original signal and integrating will provide an identical estimate of pressure 
loading (also in units of mbarris). This calculation gives good agreement with 
the results of integration of the PSD.
Table 5-5 Sample Signal Measure of Pressure Loading by Frequency Band
Frequency
Band
Loading
(mbar2.s)
Loading 
(% of Total)
Direct Integration 29634 -
All Frequencies 29632 100%
10 Hz Band 22927 77%
50 Hz Band 1136 3.8%
100 Hz Band 234 0.08%
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It can be seen that the bulk of the pressure loading is within the lower 
frequencies, which is as expected, as it is known that higher frequencies 
contribute little to overall variance. This approach was applied to both Phase 
Two and Phase Three data. An initial step was to assess the repeatability of 
the results using Phase Three Alpha and Beta repeatability series. Plots of the 
repeatability can be seen in Figure 5-23 and Figure 5-24. The standard 
deviation was calculated for a set of transducers and normalised against the 
mean value for that same set.
It can be seen that the variability at 10Hz is generally less than 20% in both 
cases but the higher frequency components are significantly more variable. 
Variability increases with frequency and Beta displays higher variability at 
higher frequencies (although the 10Hz band is equally well behaved in both 
cases). This is probably due to the higher frequency loadings experienced in 
the more severe end ignition scenario. The pressure loading from the signal 
behaves as a composite of all these frequencies, though weighted towards 
lower frequencies (as these contribute most to the overall variance).
A L P H A
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X Total
I ■ V
x(m)
Figure 5-23Alpha Spectrum Variability
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Figure 5-24 Beta Spectrum Variability
While the variability is larger than that found for the time-averaging and 
filtering approaches I would still regard this technique as useful. The variability 
is due to the techniques sensitivity. The power spectrum approach is also 
highly desirable as it completely separates out different frequency ranges.
Interestingly, the sensitivity of this technique makes it a very useful screening 
tool for the experimental data. Any errors in the pressure-time history are 
highlighted, particularly offsets when the transducer does not return to zero 
after the explosion is over. This led to several pressure-time histories being 
discarded. Those discarded are not included in the analyses above.
A plot of the pressure loading distribution also provides insight into the course 
of the explosion and the effect of test parameters on the explosion.
The corresponding pressure loading distributions to the repeatability plots 
(Figure 5-23 and Figure 5-24) are shown below in Figure 5-25 and Figure 
5-26. The pressure loading has been plotted on a log scale for clarity as 
changes of several orders of magnitude occur along the module.
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The Alpha test shows a constant pressure loading content in the 10Hz band 
throughout (even when plotted on a linear scale). Higher frequency bands are 
generally low but peak at each end of the module. It is believed that venting 
processes at either end of the module generate enhanced turbulence and 
cause these spikes in high frequency content. The Beta test shows a steady 
increase in both low and high frequency pressure loading along the module. 
As the explosion progresses along the module, gas velocities increase driving 
turbulence, combustion, gas expansion and gas velocities higher in a 
feedback loop. Increases of pressure loading of orders of magnitude are 
observed. The high frequency component ultimately increases by two orders 
of magnitude at the far end of the module, the already high levels, probably 
enhanced by the venting effect, observed in Alpha.
A L P H A  A v e r a g e  P r e s u r e  L o a d in g
x(m)
Figure 5-25 Alpha Pressure Loading Distribution
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Figure 5-26 Beta Pressure Loading Distribution
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In the Alpha and Beta series, repeated tests are available, allowing the 
variability of the results to be directly measured. For all other tests, variability 
has to be estimated based upon Alpha and Beta prior to drawing any 
conclusions from the results. However, since I have established that variability 
is highly frequency dependent, an analysis of the frequency content can be 
used to give a good approximation of which test and even which areas within 
a test, will exhibit high variability. For example, Alpha has increased high 
frequency content in both end regions, suggesting that variability will be high 
in these areas, a conclusion that is supported by my earlier work using time- 
averaging. Beta has a high frequency component that increases steadily from 
a low level at the ignition point to very high levels around the far end of the 
module, a conclusion that can again be supported by reference to time- 
averaging data.
As a further example of applying this technique, consider the graph in Figure 
5-27 which is a test with identical conditions to the Beta series but which 
underwent deluge. Comparison with Figure 5-26 clearly shows that while all
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frequency components have been reduced higher frequency components 
have been reduced far more than the 10Hz components.
Deluged equivalent of Beta Scenario
Figure 5-27 Phase Three Test 31 Pressure Loading Distribution
5.3.1. Power Spectrum Correction
In the previous sections, deriving the pressure loading from the PSD of a 
specified frequency band was quite suitable; variability calculations were 
normalised and when considering the development of overall trends units 
were not an issue. However, this does not give a true indication of the impact 
of the various frequencies upon the structure. For example, let us assume an 
object has the natural frequency of response that matches the signal exciting 
it, if an object were excited by a 1Hz signal of unit magnitude it will have a 
different effect than excitation by a 2Hz signal of similar magnitude applied for 
the same period of time. This is because the 1 Hz signal only applies N cycles 
of loading in a period of N seconds whereas the 2Hz signal applies 2N cycles 
of loading. Consequently, it can be seen that although higher frequencies 
have a smaller impulse, their effect is magnified as they apply more cycles of 
loading in a given time.
As per Biggs (ref 1964, p62), the peak dynamic load factor (DLF) is defined 
by Equation 5-1. Equation 5-1 can be applied only to an un-damped one-
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degree system subject to sinusoidal loading where both the SDOF system 
and load have identical frequency.
Equation 5-1
For Equation 5-1, n is the number of cycles of loading, Q is the frequency of 
loading and a? is the natural frequency of response for the SDOF system.
Biggs defines DLF as the ratio of dynamic deflection, y , at any time to the
deflection, yst, that would have resulted from the static application of load F1s
which is used to specify the load-time variation. In this case, Fi is the 
amplitude of the applied sinusoid. Consequently, we have;
d l f = J - = /  = R  y« 'A F
Equation 5-2
Substituting Equation 5-1 into Equation 5-2
Rearranging this we get an equation for the maximum dynamic deflection, y
httF ,
y —
However, the maximum spring force is more interesting, substituting the 
equation for spring force, which is
F s p r l „ g  = !<y
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we can get the equation for maximum spring force
max spring = nnF\
Since we have a given signal duration (T ) and frequency (co) we can re­
express this equation in the time and frequency domain.
Carrying out a Fast Fourier Transform (FFT) on a pressure-time history 
decomposes it into a series of sine waves of known frequency, providing 
information on the amplitude and phase of each.
Neglecting the phase component and concerning ourselves only with the 
amplitude of the sine waves, we now have a series of sinusoidal load factors, 
Fi, of specified frequency that go to make up a signal of known length. We 
can use these values in Equation 5-3 to crudely generate a frequency 
distribution of maximum stress, if each component from the FFT were applied 
individually to an SDOF with matching natural frequency and without damping. 
An example of such a distribution can be found below (Figure 5-28) where the 
Fourier transform of the pressure-time history in Figure 5-20 has been scaled 
by m .
Fnmax spring = T(D7tF,
Equation 5-3
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Figure 5-28 Distribution of the variance of maximum stress as a function of system 
natural frequency.
The intention is not to predict actual peak stresses in a system of given 
natural frequency but rather to illustrate the consequences of varying natural 
frequency for a given imposed pressure loading. This approximates a 
bounding or worst-case scenario where loading and structural response 
frequencies are coincident and maximum dynamic load amplification occurs. 
It must be recognised that this plot contains a number of deficiencies. The plot 
takes no account of the combined effect of a range of frequencies in different 
phase that will either act to reinforce or negate each other. The effect of 
damping is not accounted for. In addition changes in stiffness or mass in the 
SDOF object are assumed to give a natural frequency of response coincident 
with the frequency of loading. I have also assumed a period of continuous 
cyclic loading lasting one second, a gas explosion event is generally much 
shorter. However Figure 5-28 does clearly show that the impact of higher 
frequencies on an object is larger than might be imagined from consideration 
of the PSD alone when the frequency of the SDOF system is also high.
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Comparison of Figure 5-22 with Figure 5-28 shows that while in Figure 5-22 
high frequency components are shown to provide significantly less loading, in 
Figure 5-28 the effect of applying repeated cycles has shown that higher 
frequencies might have a very similar impact on a structure of high natural 
frequency as low frequencies on a structure of low natural frequency.
5.3.2. Power Spectrum Conclusions
Analysis of the power spectrum has proved very effective at advancing our 
understanding of explosion development and in particular the effect of test 
parameters on explosion development. The technique does suffer from some 
problems in properly estimating the load on a structural element that are in 
part addressed by the power spectrum correction factor derived. However the 
insight into the relationship between high and low frequency content, SDOF 
system natural frequency and explosion development makes this a very useful 
technique.
5 . 4 .  S h o r t  T i m e  F o u r i e r  T r a n s f o r m
The Short Time Fourier Transform (STFT) is a technique that allows this time- 
varying frequency content to be examined in detail giving information about 
signals simultaneously in the time domain and in the frequency domain. The 
time-dependent Fourier transform is the discrete-time Fourier transform for a 
sequence, computed using a sliding window. This form of the Fourier 
transform is also known as the short-time Fourier transform (STFT). STFT 
achieves time dependent analysis by chopping the signal up into sections, 
each section is then analysed for its frequency content separately. If the signal 
has sharp transitions, the data is windowed so that the sections converge to 
zero at the endpoints. This windowing is accomplished via a weight function 
that places less emphasis near the interval's endpoints than in the middle. 
The effect of the window is to localise the signal in time. Matlab’s Signal 
Processing Toolbox provides a function, ‘specgram’, that returns the time- 
dependent Fourier transform for a sequence, or displays this information as a 
spectrogram. The spectrogram of a sequence is the magnitude of the time-
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dependent Fourier transform versus time. This is useful, as we know that the 
spectral composition of the explosion is time dependent.
In Figure 5-29 the STFT of a pressure-time history has been plotted as a 
surface, the x and y-axis show time and frequency and the z scale shows 
power content on a decibel scale. For added clarity, the colour also indicates 
the power content. Looking at this, it is clear that low frequency pressure 
loading is distributed throughout most of the duration of the event while high 
frequency pressure loading is much more localised in time, in Figure 5-30 the 
STFT has been rendered as a 2D plot and the pressure-time history has been 
overlaid. In Figure 5-31 the STFT has been rendered as a contour plot that 
focuses on the most relevant 0 to 500 Hz region, here the temporal 
localisation of higher frequencies is clear, as is the wide distribution of low 
frequency content.
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Using this technique, the pressure-time histories can be divided into several 
distinct phases as follows:
I. Pre-Ignition. Ignition has not yet occurred and the pressure 
perturbation should be at zero.
II. Pre-Flame-Arrival 1. Ignition has occurred and the flame is some 
distance from the transducer. Background pressure is slowly building. 
Limited low frequency content.
III. Pre-Flame-Arrival 2. The flame front is very close, pressure climbs 
rapidly and smoothly. Peak low frequency content and rising high 
frequency content.
IV. Post-Flame-Arrival 1. The background pressure decays in an irregular 
random fashion. Low frequency content decreases slowly, high 
frequency content decays rapidly.
V. Post-Flame-Arrival 2. Excess background pressure is oscillating about 
zero. Some low frequency content and minor high frequency content.
VI. Post-Explosjon. The explosion is over and pressure has returned to 
normal.
Each of these six phases has a distinct appearance and is highlighted in 
Figure 5-30. The distinct appearance of each Phase is due to the spectral 
content of the pressure-time history at that point. Pre-Flame-Arrival phases 
generally consist of low frequency content with minimal high frequency. Post- 
Flame-Arrival 1 consists of both high and low frequency content and Post- 
Flame-Arrival 2 consists of mainly low frequency content.
N.B. Since the earlier spectral techniques listed will average across all six 
zones, only an average measure of the spectral content was achieved.
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5 . 5 .  W a v e l e t
As we have seen, conventional signal techniques are not well suited to the 
analysis of transient events. There is however a relatively new technique 
known as Wavelet analysis which has the potential to overcome some of the 
limitations of the existing techniques. The theory of wavelets is discussed in 
the literature review section in detail. To recap, wavelets are mathematical 
functions that are used to divide data into different frequency components, 
allowing each component to be studied with a resolution matched to its scale. 
They have advantages over traditional Fourier methods in analysing physical 
situations where the signal contains discontinuities and sharp spikes. Wavelet 
analysis is highly similar to the more common Fourier analysis. The main 
difference lies in the basis functions into which the desired signal is 
decomposed. In the case of Fourier decomposition, sine and cosine wave are 
used, but in wavelet decomposition the basis functions are more complex. 
Parallels can be drawn to the approach used when applying windowed Fourier 
transforms, a windowing function is applied to the data and the Fourier 
decomposition is carried out as normal. In wavelet, a windowing function has 
been effectively applied to the basis function and the decomposition proceeds 
as before. This is possibly an over simplification, early wavelet analysis made 
use of a windowed sine wave as the basis function but since then a variety of 
basis functions or mother wavelets have been developed. In Fourier 
decomposition, the decomposition is into sine waves of various frequencies, in 
wavelets the mother wavelet is scaled, stretched or compressed, in order to 
achieve this variety of length scales. Since the wavelets are localised, unlike 
sine waves, it is necessary to provide time information as well as length 
scaling information in the decomposition. This localisation of the wavelet 
function is key to its suitability for application to transient signals. There are a 
number of drawbacks in the application of wavelets to analysing pressure-time 
histories. One of the main problems is that Wavelets is a relatively new 
discipline and it is less common and hence less well understood by most 
engineers and scientists. There are also difficulties in relating it to frequency in 
Hz, which is a problem as the natural frequency of offshore equipment is of 
course known in Hz and it must be possible to relate results back to this.
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Furthermore, the integral of a mother wavelet must be zero while the 
pressure-time histories do commonly have a negative component, they are 
predominantly positive. This is an inherent difficulty in the analysis of 
pressure-time analysis using wavelets.
We will be considering two separate applications of wavelets that parallel 
those conventional applications of signal analysis, which I have already 
discussed. The first application is the production of a continuous wavelet 
transform. This is the wavelet equivalent of a spectra. However, since 
wavelets are time, as well as frequency based, it is actually very similar to the 
spectrogram produced in the previous section. An example can be seen in 
Figure 5-32. These continuous wavelet analyses support the conclusions of 
the STFT spectrogram in that the changes in frequency content described 
earlier can be seen here also. In the example given in Figure 5-32, the x-axis 
represents time and the y-axis represents wavelet scale. Hence, a low 
number represents high frequency and a high number represents low 
frequency. Both wavelet scale and time are expressed in units that relate to 
the original sampling frequency of the signal, which was 40kHz. The original 
signal used is plotted above and the colour bar showing intensity scale is 
plotted below. Repeated patterns were observed which suggest there maybe 
similarity within the pressure time history at different scales, i.e. low and high 
frequency pressure waves may be of a similar shape but scaled differently. 
The analysis I conducted in this respect was quite subjective though, and I 
would regard it as very tenuous conclusion at present. The fractal nature of 
explosion flame fronts has already been reported by Taylor and Hirst (1989). 
The fractal nature of explosion pressure-time histories may provide an 
interesting avenue of exploration for future research and could be used to 
improve model predictions.
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The second application uses wavelets as a filtering technique to eliminate 
high frequencies. This should produce similar results to those produced in 
section 5.2. using traditional Fourier based techniques. The effect of a series 
of wavelet filters on a typical pressure-time history (Figure 5-33) can be seen 
in Figure 5-34 through Figure 5-38. One of the main advantages of wavelets 
over Fourier techniques in this application is their localised nature. For 
example,’waviness’ may be introduced after Fourier based filtering; this is not 
the case for wavelets. The lack of distortion from wavelet based filtering is 
especially clear in the section of the signal shown between 500ms and 
600ms. The peculiar pass bands selected are a function of the wavelet 
process. This process repeatedly splits the signal about half the sampling rate 
into a low pass component known as the approximation and a high pass band 
known as the detail. Hence the level six approximation is at the original 
sampling rate (40kHz) divided by 26. Recombining various branches of the 
tree of approximations and details can easily overcome this limitation to 
provide the frequency band required. One of the most daunting aspects of 
wavelets is a selection of the mother wavelet into which the signal is 
decomposed at different scales. In Fourier based mathematics this is not an 
issue as the sine function is used throughout. The wavelet toolbox within 
Matlab provides over forty commonly used wavelet functions, each with its 
own unique properties. In the examples shown, I used a wavelet from the 
Debauchies family, purely because this family of wavelets bears some 
similarity to the profile of a pressure-time history.
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FBTSS Phase Three 
Test 01 Transducer P009
Time (ms)
Figure 5-33 Typical FBTSS Phase Three Pressure-Time History
Daubechies 5 Level 6 Approximation 
Approx 625 Hz Low Pass
Time (ms)
Figure 5-34 Wavelet Reconstruction Equivalent to 625 Hz Low Pass
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Daubechies 5 Level 7 Approximation 
Approx 312.5 Hz Low Pass
Time (ms)
Figure 5-35 Wavelet Reconstruction Equivalent to 312 Hz Low Pass
Daubechies 5 Level 8 Approximation 
Approx 156.25 Hz Low Pass
Time (ms)
Figure 5-36 Wavelet Reconstruction Equivalent to 156 Hz Low Pass
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Daubechies 5 Level 9 Approximation 
Approx 78.125 Hz Low Pass
Time (ms)
Figure 5-37 Waveiet Reconstruction Equivalent to 78 Hz Low Pass
Daubechies 5 Level 10 Approximation 
Approx 39.0625 Hz Low Pass
Time (ms)
Figure 5-38 Wavelet Reconstruction Equivalent to 39 Hz Low Pass
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5 .6 . M a n u a l A n a ly s is
It is known that the short duration or, high frequency, pressure waves move 
along the module. There is some interest in these as they are generated by 
turbulently enhanced combustion and are believed to reflect off solid objects 
back into the flame front and enhance combustion yet further. It is 
consequently desirable to track the progress of individual high frequency 
pressure waves as they move along the module. Attempts were made to use 
correlation and covariance techniques to identify and follow these waves. This 
was not successful as the low frequency component tended to dominate the 
results of these analyses. It is possible to remove the low frequency 
component, either by signal processing techniques or confining analysis to a 
section of the signal where the low frequency component was not present. 
Unfortunately, since high frequency components are travelling in different 
directions, and so appear closer together or further apart in a random manner 
on different histories, it is still impossible to gain any useful insight as to their 
progress using correlation and covariance techniques. Other techniques were 
slightly more successful.
5.6.1. ‘Line-up-blips’
In certain instances it is possible to manually track the progress of individual 
pressure waves past a series of pressure transducers by examination of the 
pressure-time histories. Visual inspection of the high-frequency spikes allows 
an estimate of which spikes in the pressure-time histories are representative 
of the same wave. This can be quite productive as information about the 
velocity and origin of the pressure wave can be deduced.
5.6.2. Surface Visualisation
The system described 5.6.1. is dependent upon the judgement of the user 
and can run into difficulties. A logical extension of this method is to interpolate 
between the pressure-time histories to automatically show pressure waves 
moving through the vector along which the pressure monitors are located. In 
order to improve clarity it is possible to process the time histories, for 
example, by converting them on to a log scale or filtering out low frequency 
components. An example of such a pressure surface can be seen in Figure
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5-39. In this figure, the left axis shows distance, the right axis gives time in 
milliseconds and the vertical is pressure on a log scale. Logically it should be 
possible to extend this approach to a three-dimensional interpolation using all 
pressure-time histories recorded in a given test. This is seen as impractical for 
two main reasons. The pressure monitors are irregularly scattered and widely 
dispersed; those few used to produce the pressure-time surfaces lie along a 
particular vector and are close together. The computer resources available to 
the author at this time are insufficient and of the computer packages available, 
only one will interpolate a scattered three-dimensional array of data, but it 
offers little choice as to the interpolation scheme used and hence produces 
questionable results. A purpose built code is probably required but time was 
not available to pursue this scheme. Wavelets could also be of use in analysis 
of these pressure surfaces as they can be employed in two dimensions as 
easily as one.
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6 .1 . T h e o r y
A key technique adopted in this thesis is the Single Degree Of Freedom 
(SDOF) approach. The number of degrees of freedom of a system is the 
number of independent deflections necessary to completely describe the 
motion of the system when undergoing loading. The simplest model of a 
system is consequently one in which movement along only one vector is 
possible, i.e. a single degree of freedom. The mass is represented as a single 
mass and the stiffness as a single spring acting on the mass. Numerous 
different SDOF models are possible depending upon the structure that is 
being approximated. In this case, SDOF modelling is being used as a filtering 
technique to provide an estimation of the loading exerted by an explosion on a 
structure of given natural frequency, and a specific structural arrangement is 
not being approximated. Consequently, a general form of the equation (after 
Clough and Penzien 1993) is used (Equation 6-1).
/ ; W + / d( 0 + / sW = + )
Equation 6-1 General Form of SDOF Equation
Where f t(t) in Equation 6-1 is the time varying inertial force, which is the 
product of mass, m  and acceleration, y(Q (Equation 6-2).
fiit)=my(t)
Equation 6-2 Inertial Force
The term fD(t) in Equation 6-1 represents a damping mechanism, which can 
be described in a number of ways but is a term that we have neglected.
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Elastic or spring force is given as f s(t) in Equation 6-1 and is a product of the 
spring constant, k and the time varying displacement, y(t) (Equation 6-3).
The final term in Equation 6-1 is p (t ) the external load, in this case a 
pressure-time history.
It is desirable to solve the SDOF equations for a range of frequencies of 
response. The natural frequency of oscillation co in rad s 1 is defined by 
Equation 6-4.
However it is preferable to operate in Hz so the substitution shown in Equation 
6-5 is made.
Since we will be solving for unit mass, intend to neglect damping ( fD(t)) in 
this instance, and wish to operate in terms of frequency, Equation 6-1 can be 
re-expressed as Equation 6-6.
/s (0  = /T(O
Equation 6-3 Elastic Force
Equation 6-4 Natural Frequency of Response (rad s'1).
Equation 6-5 Natural Frequency of Response (Hz).
y(t ) +  (2x f } y ( t h p ( t )
Equation 6-6 Specific Form of SDOF Equation used.
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The theory behind the SDOF approach and the relevant equations are also 
discussed in chapter two, the review of existing literature and in more detail in 
Appendix B where (I also provide samples of the Matlab code I used).
6.1.1. SDOF Limitations
While SDOF is still an approximation, it has its roots in assumptions that make 
it a far more accurate estimation of structural loading than any of the other 
approaches so far considered.
SDOF theory is still an approximation resting on a number of assumptions. It 
is applicable only to elastic deformation and in its use here important effects 
such as damping have been neglected. Further, the assumption that the 
pressure-time history represents the pressure applied on the structure is not 
correct. In ordinary conditions a structure is surrounded by the atmosphere at 
1 bar and yet a brick wail will fail at 0.15 to 0.07 bar (ref Harris 1983). The 
important consideration is the unbalanced pressures acting on the structure, 
essentially the pressure gradient. The effect of this is difficult to approximate 
and so the pressure-time history was used directly.
6.1.2. Implementation
The routines were programmed in Matlab by the author, making use of the 
library of numerical methods provided within Matlab. A major draw back to this 
approach was the time involved in running calculations as the solution of 
SDOF equations for a range of frequencies and the many pressure-time 
histories available proved computationally expensive. As a result, a great 
many hours of computer time were necessary to complete the calculations. 
This was exacerbated by the need to solve for the same pressure-time history 
repeatedly, once for each natural frequency of response considered.
6.2. R e s u l t s  o f  A n a ly s is
The response produced by using a given pressure-time history (Figure 6-1) 
with SDOF of a range of specified frequencies can be seen in Figure 6-2 (10 
Hz), Figure 6-3 (50 Hz) and Figure 6-4 (100 Hz).
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HSE 01 Transducer P09
Figure 6-1 Typical Phase Three Pressure-Time History
SDOF Response for Natural Frequency of 10 Hz.
Figure 6-2 SDOF Response at 10 Hz
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SDOF Response for Natural Frequency of 50 Hz. 
Phase 3 Test 1 Transducer P009
Figure 6-3 SDO F Response at 50 Hz
SDOF Response tor Natural Frequency ot 100 Hz. 
Phase 3 Test 1 Transducer P009
Figure 6-4 SDO F Response at 100 Hz
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A value of particular interest from the calculations is the peak load, as this is 
representative of the maximum strain or load upon the object. Plotting the 
maximum loads together gives a frequency load-distribution curve as seen in 
Figure 6-5 for a given pressure-time history.
SDOF Response Curve 
Phase 3 Test 01 Transducer P009
Frequency (Hz)
Figure 6-5 Sample SDOF Response Curve
It is worth noting the general structure of the frequency load-piots. As can be 
seen in Figure 6-5, the load begins at zero for a zero frequency or infinite 
period response time. A peak occurs at the frequency that closely 
approximates that associated with the duration of the bulk of the explosion, 
(typically 10Hz). The location of this primary peak does vary from explosion to 
explosion, however, the resolution in frequencies analysed is such that this is 
not always discernabie. The load drops down to a stable plateau after the 
10Hz point. The frequency range of this plateau is variable, it has been 
observed that this varies from test to test and within a given explosion as the 
frequency content of the load at a given point is affected by numerous factors. 
In general, it can be seen that the less intense the explosion the longer the 
duration of the plateau. After the plateau the load increases with frequency, 
although increases are highly irregular. In more extreme explosion scenarios 
or locations, typically those with ignition near module ends, the plateau
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disappears completely and the higher frequency rising variable load begins 
directly after the peak associated with the frequency peak from the bulk load.
The analysis of the results followed a similar pattern to that used to analyse 
time-averaging results. Two separate parameters were considered: the mean 
load within the module and the distribution of load within the module. The 
analysis of the results is considered in order of congestion, boundary 
confinement, ignition position, and deluge. Repeatability of SDOF is analysed 
in detail in chapter 7, but a simple approach is detailed here to identify 
confidence limits. Tables of mean module SDOF load results are included 
below (Table 6-1 and Table 6-2). The results listed in these tables are used in 
numerous analysis of the effect of test parameters that follow.
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Table 6-1 Mean M odule Loads in Static Bar E quivalent for FBTSS Phase Two
200 Hz
SDOF Frequency 
100 Hz 50 Hz 10 Hz
TEST 01 0.56 0.53 0.51 0.53
TEST 02 - - - -
TEST 03 - - - -
TEST 04 0.99 0.68 0.42 0.49
TEST 05 0.45 0.39 0.35 0.40
TEST 06 0.39 0.36 0.33 0.42
TEST 07 4.00 3.36 2.95 2.18
TEST 08 0.37 0.43 0.34 0.35
TEST 09 0.74 0.70 0.63 0.55
TEST 10 0.97 0.92 0.93 1.03
TEST 11 1.22 1.23 1.18 1.31
TEST 12 2.87 2.20 2.18 2.29
TEST 13 1.66 1.49 1.42 1.49
TEST 14 4.19 3.20 3.13 2.29
TEST 15 1.13 1.03 0.91 1.07
TEST 16 1.01 0.99 0.89 1.13
TEST 17 1.40 1.11 1.00 1.00
TEST 18 1.49 1.26 1.25 0.99
TEST 19 0.48 0.41 0.40 0.29
TEST 20 0.30 0.28 0.25 0.18
TEST 21 1.17 0.91 0.81 0.70
TEST 22 1.45 1.28 1.05 0.83
TEST 23 1.85 1.68 1.50 1.53
TEST 24 2.40 2.16 2.03 1.91
TEST 25 1.31 1.03 0.90 0.82
TEST 26 1.18 1.06 0.89 0.90
TEST 27 0.88 0.78 0.65 0.58
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Table 6-2 Mean M odule Loads in S tatic  Bar Equivalent for FBTSS Phase Three
200 Hz
SDOF Frequency 
100 Hz 50 Hz 10 Hz
TEST 01 1.50 1.24 1.00 0.90
TEST 02 1.20 0.86 0.70 0.64
TEST 03 1.50 1.25 1.13 0.90
TEST 04 2.13 1.70 1.27 0.88
TEST 05 0.36 0.41 0.34 0.29
TEST 06 0.25 0.26 0.23 0.14
TEST 07 0.35 0.38 0.32 0.29
TEST 08 2.20 1.56 1.44 1.43
TEST 09 1.85 1.25 1.07 0.92
TEST 10 0.50 0.49 0.42 0.44
TEST 11 0.43 0.45 0.44 0.40
TEST 12 1.28 1.03 0.88 0.78
TEST 13 0.77 0.73 0.59 0.58
TEST 14 1.53 1.36 1.22 0.97
TEST 15 0.65 0.60 0.49 0.42
TEST 16 0.51 0.46 0.38 0.33
TEST 17 1.11 1.02 0.86 0.78
TEST 18 0.66 0.51 0.45 0.32
TEST 19 1.22 0.96 0.78 0.62
TEST 20 0.33 0.32 0.29 0.22
TEST 21 0.19 0.22 0.17 0.11
TEST 22 1.87 1.14 0.85 0.65
TEST 23 0.36 0.34 0.27 0.26
TEST 24 1.34 0.99 0.87 0.79
TEST 25 1.53 1.21 0.99 0.86
TEST 26 1.88 1.32 1.11 0.89
TEST 27 0.39 0.42 0.40 0.32
TEST 28 1.02 0.92 0.72 0.66
TEST 29 2.09 1.59 1.22 0.96
TEST 30 0.30 0.39 0.33 0.25
TEST 31 0.25 0.23 0.26 0.11
TEST 32 1.91 1.39 1.06 0.86
TEST 33 0.00 0.00 0.00 0.00
TEST 34 1.71 1.35 1.08 0.82
TEST 35 0.31 0.31 0.32 0.27
TEST 36 0.20 0.23 0.21 0.13
TEST 37 2.58 1.88 1.58 1.23
TEST 38 2.68 1.92 1.55 1.10
TEST 39 2.39 1.66 1.09 0.77
TEST 40 2.30 1.77 1.18 0.82
TEST 41 2.42 1.67 1.24 0.85
TEST 42 1.94 1.59 1.13 0.79
TEST 43 2.57 1.52 1.22 0.83
TEST 44 3.53 2.29 1.66 0.97
TEST 45 0.44 0.50 0.40 0.39
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6.2.1. Repeatability
As in chapter 4 and chapter 5, an understanding of the repeatability of the 
technique is critical in order to be confident that changes observed are not 
due to experimental variability.
Distribution
In this instance, as before, calculation of the normalised variability on an 
instrument-by-instrument basis allows the distribution of variability to be 
plotted along the module. This can be seen in Figure 6-6 and Figure 6-7 for 
the Aipha and Beta series respectively. I have only included the results at 
10Hz and 50Hz to improve clarity. In both repeated series, 10Hz showed the 
least variability, approximately 10% for Beta and slightly less for Alpha. Again, 
it can also be seen that the variability is roughly similar throughout the module 
except for a marked increase as the explosion vents from the module, SDOF 
analysis at other frequencies supports this conclusion. This is clearest for the 
end ignition used in Beta at around x = 28m, but can also be seen for central 
ignition used in Alpha at x = 0m and x = 28m. Reasons for this phenomenon 
have been discussed elsewhere in this document.
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Variability Distribution For SDOF 
ALPHA
Distance Along Module x-axis (m)
Figure 6-6 SDOF Variability Distribution for Alpha
Variability Distribution For SDOF 
BETA
Distance Along Module x-axis (m)
Figure 6-7 SDOF Variability Distribution for Beta
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Mean Module
The increase in variability away from 10Hz response frequency can be seen 
clearly in the following plot (Figure 6-8) of mean normalised standard 
deviation for Alpha and Beta. It can also be seen that the variability peaks at 
zero frequency or 0Hz. As frequency tends to zero so does SDOF load, I 
believe this peak in variability is due to the increasingly small value being 
calculated in this region becoming progressively more susceptible to rounding 
and solution errors.
Mean Variability Distribution For SDOF
Frequency (Hz)
Figure 6-8 Variability as a Function of SDOF Response Frequency
However, analysis of the distribution plots indicates that the end regions 
should be considered as a special case. Subdividing the module accordingly 
the distribution of variability by frequency is now as seen in Figure 6-9.
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Mean Variability Distribution For SDOF by Zones
Frequency (Hz)
Figure 6-9 Variability as a Function of SDOF Response Frequency by Zones
It can be seen in Figure 6-9 that Alpha is somewhat less variable than Beta 
and that in both repeated sets variability in end zones is significantly higher 
than throughout the rest of the module. I believe Beta is more variable than 
Alpha because the explosion is more severe. This could be linked to the 
increased high frequency content that the more severe explosions generated. 
Referral to the sections where spectral analysis techniques were employed 
shows that the high frequency content is proportionally very large in the 
regions associated with high variability.
As a result of this analysis, three response frequencies are reported on during 
the following analysis, 10Hz, 50Hz and 100Hz. 10Hz was selected as this was 
found to give the most repeatable results, represents a recurring peak in the 
frequency load plots and it is towards the lower end of the range of natural 
response frequencies associated with major structural members in offshore 
structures. Although giving a much more variable result than 10Hz, the higher 
frequency of 100Hz was selected as it is the upper range of natural response 
frequencies associated with major structural members. A third frequency of 
50Hz was selected as it represents a suitable mid point in the targeted natural 
response frequency range.
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6.2.2. Congestion
There are two sets of directly comparable high and low congestion trials in 
FBTSS Phase Two. All apply to the ‘A’ configuration confinement; one set has 
central ignition and the other end ignition. This is one of the smallest sets for 
comparison; one of which is incomplete (FBTSS Phase Two test 07), so care 
must be taken. In FBTSS Phase Three, there are five obstacle configurations 
known as ‘OY, ‘02’, ‘03’, ‘04’, and ‘05’. Diagrams of the layouts can be 
found in the relevant FBTSS Phase Three reports. In my analysis I consider 
‘01 ’ to be the base case. ‘02’ is similar to ‘01’ but some of the items have 
been rotated through 90°, some small vessels have been added and small 
scale equipment such as pipe racks and small bore pipe work has been 
added. ‘03’ has the same equipment and layout as ‘02’ and in addition seven 
scaffolding towers have been placed inside the module as well as one large 
external tower which runs the length of the north wall. ‘04’ is as per ‘03’ but 
the external scaffold tower has been removed. ‘05’ is similar to ‘02 ’ but one 
large vessel and one small vessel plus associated pipe work have been 
removed. The ‘A’ confinement represents a high level of confinement and will 
later be associated with high loads in the 10Hz region.
Peak load
As in previous chapters congestion drives up peak loading. The selected 
natural frequency of response does have a pronounced effect in certain 
cases. For example, in the end ignition scenarios used in FBTSS Phase Two, 
lowering of the frequency of response lowers peak loading markedly. 
However, if a similar comparison is made using central ignition locations, the 
effect of frequency of response is quite limited.
A similar pattern is repeated in the FBTSS Phase Three tests where only 
congestion is varied.
In general, i have observed that where centre ignition is used varying 
congestion drives up loading, but equally across all natural response 
frequencies. Conversely, where end ignition has been used, although low
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frequency loadings are scaled up by similar value to the end ignition tests, 
high frequency loads see a proportionally much larger increase.
This might appear not to be consistent with my earlier findings, which showed 
that increasing congestion increased high frequency content. I do not believe 
this to be the case. I still believe the introduction of congestion does drive up 
the high frequency content. What SDOF has shown is that (in the instance 
used) when all the frequency components of the explosion pressure history 
act together on structural members, with the natural frequencies of response 
used, the aggregate effect of the frequency components develops a similar 
equivalent static load. This occurs in spite of the fact that each frequency 
component, in effect, receives a different weighting dependant upon the 
natural frequency of response selected. This highlights the importance of the 
SDOF approach in that it takes appropriate account of all features of the 
pressure-time history.
A minor conclusion that I have also drawn is that in FBTSS Phase Three test 
38 where the external scaffold tower has been removed the effect is apparent. 
Previously I had concluded that no effect was observable. However, the 
reduction in loading caused by this tower is small and only apparent in the 
10Hz band. It is possible that this effect would be observable in higher 
frequency bands, were it not for the larger levels of variability present at such 
frequencies. Alternatively, it is possible that the scaffold acts as a limited type 
of confinement and tends to affect only lower frequencies. The minor degree 
of the change and the proportionally high level of variability prevent further 
speculation.
It is interesting to note that when considering the peak load in the low 
congestion case that the 10Hz loads, while at a very similar level to higher 
frequency loads, does not dominate. This is clearly not so in the comparable 
high congestion case where 10Hz SDOF returns the highest load. I would 
expect that the much less intense explosion in the low congestion case would 
result in pressure-time histories with a much lower base frequency so it is 
possible that the 10Hz SDOF is not close to the peak in loading associated
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with the base frequency. This would seem to be the case as when examining 
the end ignition case, which is a more intense explosion with a 
correspondingly higher base frequency, 10Hz returns the highest loading 
throughout most of the module even though end ignition tends to enhance 
higher frequency loading. In the high congestion with end ignition case, high 
frequencies come to dominate and return the larger load as expected.
Peak load is an unreliable basis for assessment. More attention should be 
given to the following sections on distribution and mean module load.
Distribution
My previous work has shown that the high frequency derived loading should 
generally dominate. The only exception would be in situations where the 
explosion was not strongly driven and there would only be minor differences. 
In the context of this document the term ‘strongly driven’ is to mean a scenario 
in which the turbulence/feedback loop is operating more strongly than in other 
tests, leading to a severe explosion with significantly greater average high 
frequency content. SDOF shows that, in terms of loading, structures with a 
high natural response frequency may not always suffer higher loadings. 
Comparing first the groups in Phase Two, where congestion was the only test 
parameter varied, we see evidence of this. The only test where loading to a 
10Hz SDOF does not dominate is the high congestion test using end ignition 
(Test 7). Test 7 is the most strongly driven test, so clearly it will have 
substantial high frequency content. The four plots of SDOF distribution (Figure 
6-10, Figure 6-11, Figure 6-12 and Figure 6-13) clearly illustrate this. Results 
in Phase Three are similar with only the more congested end ignition 
scenarios having higher loadings at SDOF solutions for high natural 
frequencies of response.
I have already established that congestion would tend to generate an increase 
in magnitude for high frequency components. As expected the 10Hz derived 
SDOF gives a relatively flat distribution independent of test parameters. What 
is now clear is that the higher frequency components will contribute 
significantly to loading at the upper range of the natural frequencies identified
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as typical for offshore structures. Particularly in the case of Phase Two Test 7, 
the pressure histories recorded at the far end of the module from ignition are 
already known to contain a great deal of high frequency components of large 
magnitude. Reference to the load at around 26m in Figure 6-13 shows the 
effect of these frequencies.
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SDOF Derived Load Distribution 
FBTSS Phase 2 Test 01
Distance Along Module x-axis (m)
Figure 6-10 SDOF Load Distribution Low Congestion with Central Ignition
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Figure 6-11 SDOF Load Distribution High Congestion with Central Ignition
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SDOF Derived Load Distribution 
FBTSS Phase 2 Test 06
Distance Along Module x-axis (m)
Figure 6-12 SDOF Load Distribution Low Congestion with End Ignition
SDOF Derived Load Distribution 
FBTSS Phase 2 Test 07
Distance Along Module x-axis (m)
Figure 6-13 SDOF Load Distribution High Congestion with End Ignition
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The shapes of load distributions are only affected to a small degree at the 
10Hz SDOF solutions when congestion is increased. This can be seen in plots 
of the factor of load increase (Figure 6-14 and Figure 6-15). The same is also 
true of SDOF solutions at higher frequencies, excepting where the explosion 
is strongly driven and high frequency content of the explosion is largest. In 
Figure 6-15 increasing congestion has had a much greater effect on loading at 
higher frequencies.
Engineering Doctorate in Environmental Technology.
6-20
Murray Shearer Chapter 6 SDOF
Factor of SDOF Derived Load Increase Distribution 
FBTSS Phase 2 Test 12 v Test 01
Distance Along Module x-axis (m)
Figure 6-14 Factor o f Load Increase betw een Low  C ongestion and High Congestion  
(C entral Ignition)
Factor of SDOF Derived Load Increase Distribution 
FBTSS Phase 2 Test 07 v Test 06
Distance Along Module x-axis (m)
Figure 6-15 Factor o f Load Increase betw een Low  Congestion and High C ongestion  
(End Ignition)
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Mean Module
As in my previous work, analysis of mean module loading clearly shows that 
increases in congestion substantially increase loading. It can now be seen 
that increases in congestion do not always drive high frequency SDOF 
solutions to a much greater degree than low frequency SDOF solutions. This 
behaviour is illustrated by the Phase Two congestion comparison set where 
central ignition was used. In Figure 6-16 it can be seen that introducing more 
congestion does increase load, but the distribution of load is relatively flat 
across the SDOF frequencies selected. The use of end ignition and higher 
congestion shows how the opposite effect is equally possible (Figure 6-17).
Impact of Congestion FBTSS Phase 2 
'A' Confinement & Central Ignition
SDOF SolutionFrequency (Hz)
Figure 6-16 Comparison of Mean Module Load Spectra for High & Low Congestion 
(Central Ignition)
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Impact of Congestion FBTSS Phase 2 
'A* Confinement & End Ignition
SDOF SolutionFrequency (Hz)
Figure 6-17 Comparison of Mean Module Load Spectra for High & Low Congestion (End 
Ignition)
In summary, an increase in the higher frequency component of the load is 
associated with tests that have more severe explosions and more and smaller 
equipment. In the FBTSS Phase Two tests, increased congestion and higher 
pressures only shifted the frequency composition for end ignition (where 
pressures are substantially higher) not central ignition. This is supported in the 
FBTSS Phase Three results as the loads in 01 and 02, while substantially 
different, have uniform normalised loads across the frequency range. 
Increasing the small-scale equipment within the module by adding scaffolding 
does not seem to affect the mean load in the module, but will produce a 
localised increase in high frequency content.
It has been shown that in most cases high frequency SDOF loads do not 
dominate. The exception is strongly driven cases with end ignition and high 
congestion where high frequency SDOF loads do dominate. It has also been 
observed that, when high frequency loading dominates, a step change in 
maximum load is also observed. Whether this is a function of congestion or 
ignition location or a combination of both will be established in later sections.
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6.2.3. Boundary Confinement
There are four readily comparable sets of confinement for FBTSS Phase Two 
tests, ‘A’ ‘E’ ‘F’ and ‘G’, in two sets with either central or end ignition. The 
FBTSS Phase Two report shows that ‘A’ is completely confined on both sides 
and in ‘E’ ‘F’ and ‘G’, progressively more panels are removed from one side. 
In the FBTSS Phase Three tests three confinement types were used, these 
are designated ‘C1\ ‘C2’, and ‘C3’. ‘C1’ is the base case and has roof only. 
‘C2’ has a roof plus a wall that runs the full length of the module along the 
south side. In ‘C3\ a partial roof forms the only confinement, this is similar to 
the full roof used in ‘C1\ but a series of panels equivalent to 1/3 of the total 
roof area has been removed. The panels were removed from a central strip 
running the whole length of the module. There are four sets available for 
comparison, one of which uses deluge.
Distribution
The effect of confinement on load is complex. In Phase Two, it is apparent 
that for central ignition and high confinement maximum loads occur in the 
centre of the module and fall off towards either end. The 10Hz load also 
appears to be higher than the 50 or 100 Hz loads. Reductions in confinement 
gradually reduce the loading in the centre of the module more than the end 
loading and there is a gradual shift to peak loading occurring at the end 
regions. It is also noticeable that the 10Hz loadings are affected more by the 
removal of the panels than the higher frequency loadings (see Figure 6-18, 
Figure 6-19, Figure 6-20 and Figure 6-21).
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SDOF Derived Load Distribution 
FBTSS Phase 2 Test 12
Distance Along Module x-axis (m)
Figure 6-18 SDOF Load Distribution for 'A' Confinement (Central Ignition)
SDOF Derived Load Distribution 
FBTSS Phase 2 Test 13
Distance Along Module x-axis (m)
Figure 6-19 SDOF Load Distribution for 'E' Confinement (Central Ignition)
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SDOF Derived Load Distribution 
FBTSS Phase 2 Test 17
Distance Along Module x-axis (m)
Figure 6-20 SDO F Load D istribution fo r 'F' C onfinem ent (Central ignition)
SDOF Derived Load Distribution 
FBTSS Phase 2 Test 21
Distance Along Module x-axis (m)
Figure 6-21 SDO F Load D istribution fo r 'G ' C onfinem ent (Central Ignition)
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The reverse is true when end ignition is used and confinement is 
progressively reduced. In this case, higher frequency loadings are more 
affected by reductions in confinement. I believe this is because end ignition, 
essentially a longer flame path, now appears key in producing strongly driven 
explosions that will produce very large loadings. These very large loadings will 
be especially apparent at higher SDOF frequencies. We are essentially 
observing the reduction of venting acting in two separate ways. Local to panel 
removal, the lower frequencies will be affected more than the high 
frequencies. However, overall this additional opportunity to vent will result in 
the explosion becoming less strongly driven, hence if the explosion is very 
strongly driven, increased venting may act to reduce high frequency loading 
more than low frequency loading. I will explore this further in the section 
dealing with ignition location.
The deluged set behaves in a different way. On first inspection, it appears 
that, although loads are low, high frequency loads dominate. This is a 
behaviour expected of a strongly driven explosion, not suppressed explosions. 
I believe this is because the duration of the explosion has increased and the 
10Hz peak associated with overall explosion duration has shifted to a lower 
frequency. I will return to this in the section dealing with deluge. In terms of 
the effect reducing confinement has had on the distribution of load, it can be 
seen the combination of deluge and reduced confinement has resulted in a 
slower increase in loading as the explosion progresses.
Mean Module
The mean module SDOF load clearly shows the overall effect of reducing 
confinement. Mean module load is also a useful tool for identifying explosions 
that are strongly driven. In Figure 6-22 it can be seen that the two tests with 
confinement layouts ‘A’ and ‘E’ are strongly driven whereas those using ‘F* 
and ‘G’ are not.
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Impact of Cofinement FBTSS Phase 2 
High Congestion & End Ignition
SDOF SolutionFrequency (Hz)
Figure 6-22 Comparison of Mean Module Load Spectra for Confinement (End Ignition)
Figure 6-22 illustrates the step change in loading that occurred when 
confinement was reduced below a certain critical point as well as the negative 
effect very limited venting could sometimes have.
Perhaps most interesting is the calculation of Mean Module load factors.
It can be seen from mean module load factors that while the factors of 
increase do vary with frequency, in general, loading is increased by a similar 
ratio. It is also interesting to note that irrespective of ignition location the ‘F’ 
and ‘G’ confinements give loads that are typically 40 to 50% of the load 
produced by ‘A’ confinement. This can be seen in Figure 6-23 and Figure
6-24.
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Impact of Confinement FBTSS Phase 2 
High Congestion & Central Ignition. 'A' Confinement Base Case
SDOF Solution Frequency (Hz)
Figure 6-23 Comparison of Mean Module Normalised Load Spectra for Confinement 
Level (Central Ignition)
Impact of Confinement FBTSS Phase 2 
High Congestion & End Ignition. 'A' Confinement Base Case
SDOF Solution Frequency (Hz)
Figure 6-24 Comparison of Mean Module Normalised Load Spectra for Confinement 
Level (End Ignition)
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Mean load plots also show that the Phase Three test using ‘C2’ confinement 
is strongly driven. This seems to be because the flame is moving towards a 
closed boundary. This will cause compression and reflection effects to 
accelerate the combustion rate whilst generating a large high frequency 
component in the pressure-time histories. The interaction of confinement and 
ignition location was discussed earlier.
In summary, it seems that increasing confinement will give a uniform increase 
in loading across the natural frequencies of response assessed. However, if 
the explosion reaches a certain critical point and becomes very strongly 
driven, increasing confinement increases the higher frequency loading to a 
much greater degree.
6.2.4. Ignition Location
Ignition location is a difficult parameter to assess as its consequences are far 
reaching. One obvious effect of ignition location is the length of flame path 
available to the explosion; end ignition offers the longest flame path. However 
the ignition location has other effects, since the explosion obviously begins at 
different locations it will approach obstacles and confinement from different 
angles and at different stages in its development. This can lead to the 
explosion interacting with the geometrical features in a completely different 
way.
In general, it is apparent that end ignition scenarios generally produce strongly 
driven explosions that will produce a steadily increasing load along the length 
of the module. High frequency loading shows the most marked increase and 
generally produces a very large increase in load as the explosion vents from 
the module. Central ignition produces a more or less flat load distribution, with 
little change between the loads derived at different SDOF frequencies. Typical 
load distributions for end and central ignition can be seen in Figure 6-25 
(central) and Figure 6-26 (end). It is worth noting that loads across all 
frequencies are highly similar and only diverge markedly when end ignition 
results in the explosion being strongly driven and then only in the end regions.
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SDOF Derived Load Distribution 
FBTSS Phase 2 Test 07
Distance Along Module x-axis (m)
Figure 6-25 Typical Central Ignition Loading Profile
SDOF Derived Load Distribution 
FBTSS Phase 2 Test 07
Distance Along Module x-axis (m)
Figure 6-26 Typical End ignition Loading Profile
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It is useful to consider scenarios where end ignition has not resulted in a 
strongly driven explosion with steep load gradient and explore the reasons 
why. In Phase Two, the only situation in which this occurs is when the low 
congestion arrangement is used. This is clearly due to the low congestion 
scenario leading to lower levels of turbulence so that the longer flame path 
does not result in strongly driven explosion. Instead, the positioning of the 
ignition source in an end region results in weaker starting condition that 
produces a less damaging explosion. A similar effect can be observed in 
Phase Three, where tests compared use full area deluge. In this case, 
congestion was sufficient to produce a strongly driven explosion but the 
deluge has interfered with the combustion process producing a similar result 
to low congestion. This can be seen in Figure 6-27 and Figure 6-28.
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SDOF Derived Load Distribution 
FBTSS Phase 3 Test 30
Distance Along Module x-axis (m)
Figure 6-27 Typical Central ignition Loading Profile for Weakly Driven Explosion
SDOF Derived Load Distribution 
FBTSS Phase 3 Test 31
Distance Along Module x-axis (m)
Figure 6-28 Typical End Ignition Loading Profile for Weakly Driven Explosion
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As with congestion and confinement these conclusions are slightly different 
from those using approaches discussed in earlier chapters. Again, this is due 
to SDOF making a more realistic assessment of the impact of the pressure­
time history on a given structure. It seems that loading from relatively high 
frequencies is important even for frequencies with lower frequency SDOF 
response.
6.2.5. Deluge
The application of SDOF to deluge is seen as a useful test of the technique as 
it is clear that the measure of effectiveness for a deluge system must be its 
ability to reduce load upon structures. I have reassessed the effectiveness of 
deluge using SDOF modelling.
In my view, mean module load is the most relevant tool for assessing the 
effect of deluge so I will limit myself to an evaluation using this criterion. My 
comments regarding interaction of each type of deluge and the other test 
parameters used when it was employed are still relevant. It must be 
remembered that deluge will prove most effective against a strongly driven 
explosion. This is not a problem as such, since this is the very situation where 
a reduction in loads is most desirable. It is however, an issue when trying to 
establish the relative merits of different deluge schemes and some have been 
evaluated against more strongly driven explosions than others.
Deluge rate
As in previous analysis deluge proves highly effective at reducing high 
frequency loads. Reductions by as much as 90%, of the dry test equivalent 
load, occur at 200Hz. Reductions by around 80 to 70% are not uncommon for 
the 200Hz SDOF load. This can be seen in Figure 6-30. As anticipated the 
reduction in load on application of deluge for 10Hz SDOF is less marked. This 
can be seen in Figure 6-29.
Engineering Doctorate in Environmental Technology.
6-34
Murray Shearer Chapter 6 SD O F
Impact o f Deluge 10 Hz SDOF Derived Load 
FBTSS Phase 3
100%
2000 4000 6000 8000 10000
Water Application rate (l/min)
12000 14000
•C1 01 Central General Area 
C1 01 End General Area 
•C2 01 Central General Area 
C2 01 Central M V 5 7  2 x Curtain 
C2 01 Central Fan 2 x Curtain 
C 3  01 Central General Area 
C3 01 End General Area 
C 3  01 End Fan 2 x Curtain 
C 3  0 2  Central Perimeter 
C 3  0 2  Central Vessel Specifc 
C 3  0 2  Central General Area 
C 3  0 3  Central General Area
Figure 6-29 Effect o f Deluge on 10 Hz SDO F Load
Impact of Deluge 200 Hz SDOF Derived Load 
FBTSS Phase 3
"C1 01 Central General Area 
C1 01 End General Area 
*C2 01 Central General Area 
C2 01 Central MV57 2 x Curtain 
C2 01 Central Fan 2 x Curtain 
C3 01 Central General Area 
C3 01 End General Area 
C3 01 End Fan 2 x Curtain 
C3 02 Central Perimeter 
C3 02 Central Vessel Specifc 
C3 02 Central General Area 
C3 03 Central General Area
4000 6000 8000 10000
Water Application rate (l/min)
Figure 6-30 E ffect o f Deluge on 200 Hz SDO F Load
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Droplet type
As in previous chapters, LDN nozzles are again demonstrated to be more 
effective than the MV57 type in Phase Two. Plots of the normalised load 
(Figure 6-31 and Figure 6-32) show that LDN can offer a uniform 10 % 
improvement in overall load reduction compared with MV57.
Impact of Droplet Type FBTSS Phase 2 
High Congestion, 'A' Confinement, End Ignition Dry Base Case
SDOF Solution Frequency (Hz)
Figure 6-31 Performance of Droplet Type in Deluge (End Ignition)
Impact of Droplet Type FBTSS Phase 2 
High Congestion, 'A' Confinement, Central Ignition Dry Base Case
SDOF Solution Frequency (Hz)
Figure 6-32 Performance of Droplet Type in Deluge (Central Ignition)
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Nozzle Arrangement
Vessel specific deluge was shown in previous chapters to give a reduction of 
only 20%. Using SDOF analysis at 10Hz, this improves marginally to around 
25%. However, when considering SDOF at 200Hz vessel specific deluge 
achieves a 40% reduction. Since I have already established that loads in the 
200Hz range can be quite substantial it is clear that even this very limited form 
of deluge can achieve useful results.
Perimeter deluge again performs well. At 200Hz deluge ultimately achieved a 
reduction of nearly 80%.
Curtain sprays also show favourable reductions of up to 40% for SDOF 
derived loading at 200Hz.
Full area deluge is again generally the most effective; the largest reductions 
seen are achieved using this strategy. It does however perform less well 
against a less strongly driven explosion giving one of the poorest results.
The conclusions regarding deluge have changed somewhat. It was clear from 
the outset that deluge was most effective at reducing high frequency 
components. It has now been established that these high frequency 
components are responsible for significant loading, a conclusion that I had 
previously assumed to be untrue. Consequently, deluge now seems much 
more effective.
6 .3 . C o n c lu s io n  o f  S D O F  A n a ly s is
SDOF analysis is a better approach in general. In all other approaches, high 
frequency always gave the highest loads. This is essentially because earlier 
attempts tried to estimate loading values for a specified frequency by 
eliminating frequency components that were higher than the specified 
frequency. Although some spectral approaches did make use of a specified 
frequency band, limitations in the approach meant that it was not possible to 
compare results across differently specified bands. In SDOF for a response
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frequency, each frequency component of the pressure-time history is 
effectively given its own weighting and the aggregate of all components then 
gives the total load. Consequently, depending on the scenario, maximum 
loads are derived at either a high or a low frequency. It is now clear that only 
the most strongly driven explosions will see highest loading at a high 
frequency SDOF solution.
It is interesting to note that during test 7 the test rig failed structurally. Test 7 
does in fact produce much higher SDOF loadings than any other tests in 
Phase Two or Phase Three (with the exception of one other test which is only 
slightly lower). Other criteria do not support the conclusion that test 7 gave the 
most severe explosion. Since test 7 was the only test to cause significant 
structural failure and of all techniques only SDOF rates test 7 as the explosion 
with greatest consequences, I would suggest that this is a graphic example of 
the suitability of SDOF.
In many ways SDOF is a poor tool for improving the understanding of the 
impact of explosion parameters on the development of the explosion. The 
interaction between parameters becomes more difficult to untangle than ever 
and variability is a greater problem. Techniques discussed earlier produced 
much clearer results. However, Single Degree Of Freedom is undoubtedly 
effective at assessing explosions in terms of the impact they will have upon a 
structure. Analysis of the impact of explosion parameters was therefore 
necessary, so that test parameters could be understood in terms of their effect 
on structural loading.
I have now established various relationships between structural loading at a 
range of natural frequencies of response and the test parameters. These 
relationships are slightly different than for the time-averaging or spectral work. 
Essentially this is because the high frequency components are often of 
sufficient magnitude to have a significant impact at much lower frequencies.
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Importantly, it is dear then that high frequency content within the pressure­
time history cannot simply be ignored. This has numerous implications, not 
least for the use of deluge which now seems to be much more attractive as 
potential means of explosion mitigation.
Murray Shearer Chapter 6 S D O F
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C h a p t e r  7 . S t a t i s t i c s
In this chapter, I will perform a statistical analysis of the experimental data and 
an assessment of an explosion prediction model, FLACS, after quantifying the 
explosions using the techniques developed. This work meets the second 
objective for this thesis. I discuss the FLACS code and my methods of using 
in Appendix A.
7.7. E x p e r im e n ta l  R e p e a ta b i l i t y
Previous work on the repeatability of the FBTSS experiments has concluded 
that there is potential for considerable variability in the peak over-pressures 
measured in nominally identical experiments (ref HSE OTO 1999 042). 
However, the criteria used for explosion quantification at that time were not 
ideal. It is necessary to re-evaluate the inherent repeatability of the explosions 
using more appropriate quantification techniques. Preliminary investigations 
into the repeatability of each approach are reported in the relevant chapters.
7.1.1. Statistical Load Distribution Similarity
The first analysis made was the assessment of the similarity of load 
distribution throughout the module in the repeated tests. To achieve this, use 
was made of quantile-quantile (QQ) plots. These plot were used in two ways. 
In the first sample quantiles are produced using data from repeated tests and 
the quantiles from supposedly identical tests are plotted against each other. If 
the samples come from the same statistical distribution the plot will be linear. 
This will be the case even if one data-set has a different magnitude. These 
plots generally showed statistical load distribution within different repeated 
tests to have a similar form. A sample plot can be seen in Figure 7-1.
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Quantile - Quantile Plot 
F B T S S  Phase Three
Figure 7-1 QQ Plot from Repeated Beta Series 10 Hz SDOF (units = static load mbar)
A volume-weighting scheme has been employed to remove error due to 
instrument clustering. This is responsible for the ‘stepped’ nature of the 
plotted results. Superimposed on the plot is a green line joining the first and 
third quartiles (25% to 75%) of each distribution. This line is extrapolated out 
to the ends of the sample to help evaluate the linearity of the data. The first to 
third quartile is regarded as the most important; statistically this is where the 
bulk of the data should lie. It is expected that data on either side of this may 
drift further from the line due to the smaller population of data at extremes. It 
is interesting to note that the gradient and offset of this line also defines the 
different scaling of the data being considered. It was found that explosion 
quantification criteria previously identified as more variable (such as high 
frequency SDOF or short duration time-averaging), also seemed to show that 
the repeated tests have a similar statistical distribution. There was 
considerably more scatter around the 1st to 3rd quartile line, as we would 
expect from data that is more variable. This can be seen in Figure 7-2.
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Quantle - Quantile Plot 
F B T S S  Phase Three
Figure 7-2 QQ Plot from Repeated Beta Series 200 Hz SDOF (units = static load mbar)
Admittedly, the relationship is not clear in Figure 7-2 but I will later 
demonstrate how this plot and the 10Hz QQ might be improved shortly.
Having determined the statistical similarity of load distribution within repeated 
tests, the similarity of non-identical tests was also evaluated. Interestingly, this 
showed similar results, albeit with a slightly higher level of scatter of points 
around the 25% to 75% line and a much-increased level below 25% and 
above 75%. An example of such a plot can be seen in Figure 7-3 where I 
have plotted data from an Alpha series test against data from a test in the 
Beta series. This plot shows that although these test results are of a 
significantly different magnitude they appear to follow same statistical 
distribution.
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Quantile - Quantile Plot 
F B T S S  Phase Three
Figure 7-3 QQ Plot of Different Tests FBTSS Phase Three Series 10 Hz SDOF (units = 
static load mbar)
Again this will be improved later.
7.1.2. Statistical Load Distribution Function
Having identified that load distribution is similar across repeated tests, it is 
useful to try to identify a standard statistical function that best describes this 
distribution. Once again, the approach adopted was to produce QQ plots and 
this is the second application of this technique. In this instance, instead of 
plotting the data against results from another test it was plotted against the 
prediction from a statistical function fitted to the data. If the function fitted is 
appropriate, it will produce a linear fit. Using the repeated tests allowed the 
same function to be tried against a nominally identical set of results so that 
individual variations observed within a given test would not be given undue 
attention. Numerous functions were explored using the repeated tests from 
FBTSS. It was clear that a continuous distribution was required and a number 
of these were considered. For the sake of simplicity this was rapidly narrowed 
to consideration of normal and log-normal distributions. This was deemed 
acceptable as the defined techniques of using QQ plots, although fairly
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subjective, does not seem to show any of the more complex functions to have 
an advantage over the more well known normal and log-normal distributions. 
When considering the Alpha repeated series, both normal and log-normal 
distributions appear to fit well, however in the case of Beta, log-normal 
provides an appreciably better fit. Initially I considered this anomalous, 
however I believe that because portions of normal and log-normal 
distributions can have a similar shape this can be explained. Beta tests 
represent a more severe explosion, with a greater spread of results produced 
than in Alpha. Beta tests thus extend the data further towards the limits of the 
distribution function. For the same reason high frequency or short duration 
explosion quantification criteria also seem to fit a log-normai distribution, 
whereas low frequency can sometimes fit both normal and log-normal 
distributions. Irrespective of this argument, the log-normal function generally 
seems to fit all test results well, whereas the normal distribution only appears 
to fit some, so the log-normal function was selected. A test from the Beta 
series can be seen in Figure 7-4 plotted against a fitted log-normal 
distribution.
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LogNormal Probability Plot 
F B T S S  Phas Three
Figure 7-4 QQ Plot of Data Against Fitted Log-normal Distribution (units = static load 
mbar)
In Figure 7-4 it was more convenient to take the log of the data and plot it 
against a fitted normal distribution (which is equivalent to plotting the data 
against a fitted log-normal function), hence the scale is the log of the SDOF 
load. The apparently large deviation at either end of the distribution is an 
artefact of the volume weighting process employed. A similar feature will be 
seen irrespective of the probability function fitted.
Making the assumption of a log-normal distribution also allows the earlier 
application of QQ plots (to identify similarity between tests) to be improved. 
Plotting the log of the results from two separate tests presents the results in a 
more relevant manner. Figure 7-1 is replicated in Figure 7-5 after taking the 
log of the data.
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Quantile - Quantile Plot FBTSS Phase Three
Figure 7-5 QQ Plot from Repeated Beta Series Log Of 10 Hz SDOF (units = static load 
mbar)
Comparison of Figure 7-1 with Figure 7-5 shows that the 25% to 75% quartile 
line now essentially occupies a much more central portion in the plot. If a 
log-normal distribution is assumed this explains the extended length of the 
75% to 100% quantile line as compared to the 25% to 75% and 0% to 25% 
quantile lines in Figure 7-1. Using the assumption of a log distribution was 
seen to improve the clarity of all QQ plots as used in section 7.1.1.
The conclusion that the distribution of load is statistically similar across the 
majority of the FBTSS experiments and that it can be approximated to a log­
normal distribution is important. It shows that different tests can be combined 
for the purposes of statistical analysis as the data comes from the same 
statistical population. Knowledge of the shape of this function allows 
appropriate standard functions to be fitted to this data and this is particularly 
important when applying the results in Chapter Eight.
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7.1.3. Magnitude of Experimental Variability
Having formed opinions regarding the statistical nature of the explosion tests, 
a key issue that must be addressed is the magnitude of the variability. 
Although we now believe the data can be assumed to be from the same 
statistical population the magnitude of the data has been essentially neglected 
and it is crucial that we try to quantify the variability in magnitude for a given 
explosion.
A number of approaches were adopted to assess this inherent variability in 
magnitude.
Firstly, it is useful to compare the fitted distributions across the repeated tests 
for different criteria. This can be seen in the following four figures. In Figure
7-6 and Figure 7-7 we can see the load distributions for Alpha and Beta at 
10Hz SDOF. In Figure 7-8 and Figure 7-9 we can see the load distributions 
for Alpha and Beta at 200Hz SDOF. The load has been plotted on a log scale 
to improve clarity hence while the distribution plotted is log-normal in the plots 
it gives the appearance of a normal distribution.
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F B T S S  Phase Three 
x10-3 Alpha Load Distributions at 10 Hz
Figure 7-6 Comparison of Load Distribution Alpha 10 Hz (units = static load mbar)
 Test 39
  Test 40
  Test 41
  Test 42
  Test 43
  Test 44
Figure 7-7 Comparison of Load Distribution Beta 10 Hz (units = static load mbar)
F B T S S  Phase Three 
Beta Load Distributions at 10 Hz
10 10 
Load 10 Hz S D O F
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F B T S S  Phase Three
Load 200 Hz S D O F
Figure 7-8 Comparison of Load Distribution Alpha 200 Hz (units = static load mbar)
F B T S S  Phase Three
Load 200 H Z  S D O F
Figure 7-9 Comparison of Load Distribution Beta 200 Hz (units = static load mbar)
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Although the distributions are relatively close, they do differ noticeably. Since 
each curve represents the probable load distribution within a given repeated 
test, combining them will give a probability distribution of load for a given 
repeated set. This produces a load distribution curve (for a given explosion 
quantification criteria) for a given set of starting conditions. As a result, this 
distribution includes the spatial variability of the load and the uncertainty of the 
explosion development. This was achieved by creating synthetics load 
populations based upon the fitted distribution functions with a repeated set, 
combining these data-sets and fitting a new distribution function to the 
ensemble produced. The load probability plots for Alpha and Beta can be 
seen In Figure 7-10 and Figure 7-11.
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Load Proabability Distribution 
Alpha
Figure 7-10 Total Load Probability Distribution Alpha (x units = static load mbar)
Load Proabability Distribution 
Beta
Figure 7-11 Total Load Probability Distribution Beta (x units = static load mbar)
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However useful these plots are, it is desirable to isolate the inherent variability 
of the explosions from the variability in load distribution. A number of 
methodologies were explored in order to achieve this. The most useful seems 
to be to consider the variability across individual transducers. Since we have 
repeated tests, we can estimate variability and produce probability distribution 
estimates on a transducer-by-transducer basis. In order to make the results 
from a multitude of transducers more comparable, it was decided that the 
standard deviation should be taken after normalisation about the mean load 
recorded across a transducer had been found. It also seems a reasonable 
assumption that (since overall load distributions are log-normal) the variation 
across individual transducers should follow a log-normal distribution. Since at 
this point, the mean of the log of the normalised data is zero the probability 
distribution is defined by the standard deviation of the log of the normalised 
data and this is therefore a useful variable to evaluate. For the sake of brevity,
! will refer to this value as Iog-deviation throughout the rest of this section.
Before making an estimate of overall variability, it is important to gain an 
understanding of the parameters that affect Iog-deviation. It should be 
determined if it is a function of magnitude of loading, frequency, or other 
variables.
7.1.3.1. Spatial Distribution of Variability
It is useful to start by considering iog-deviation as a function of spatial 
location. This can be seen in Figure 7-12 through Figure 7-15 for Alpha and 
Beta at 10Hz SDOF and 100Hz SDOF.
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Variability Distribution For Alpha 
10 Hz SDOF
Distance Along Module x-axis (m)
Figure 7-12 D istribution o f Log-D eviation  A lpha 10 Hz
Variability Distribution For Alpha  
100 Hz SDOF
Distance Along Module x-axis (m)
Figure 7-13 D istribution o f Log-D eviation  A lpha 100 Hz
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Variability Distribution For Beta 
10 Hz SDOF
Distance Along Module x-axis (m)
Figure 7-14 Distribution of Log-Deviation Beta 10 Hz
Variability Distribution For Beta 
100 Hz SDOF
•s10 10%
10.0 20.0 
Distance Along Module x-axis (m)
Figure 7-15 Distribution of Log-Deviation Beta 100 Hz
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A large increase in log-deviation, and hence variability, is observed in the end 
regions of the module where vigorous venting occurs, it is especially clear at 
10Hz but I believe it exists at other frequencies. This effect has been noted 
previously and theories as to the underlying cause proposed. I do not believe 
behaviour in the end region to be a function of the magnitude of the explosion. 
For Alpha and Beta, the magnitude of the explosion increases with distance 
from ignition point. While it is true that the largest pressures and loading tend 
to occur in the same regions that show a dramatic increase in variability, other 
regions with loads nearly as high but slightly further inside the module, do not 
exhibit this behaviour. Indeed, making a comparison between Alpha and Beta, 
similar levels of magnitude of explosion occur at around the x = 20m plane in 
Beta, as occurs at either end of Alpha and yet the levels of variability do not 
seem to correspond. In summary, I believe it is fair to say that a ‘special 
process’, that drives variability, occurs at either end of the module. I have 
speculated in earlier chapters as to what it might be but other than to say it is 
definitely fixed spatially at either end of the module, I cannot provide any 
further information.
7.1.3.2. Variability as a Function of Explosion Magnitude
Irrespective of any ‘special process’ in end regions of the module, variability 
may be a function of pressure elsewhere (remembering that we are dealing 
with a variable that is already in percentage terms). However, I do not believe 
this to be the case. If pressure transducers in the end regions of the modules 
are excluded and the log-deviation is plotted against the average magnitude 
of loading from the relevant transducers, there appears to be no correlation 
between magnitude and variability expressed in percentage terms. This can 
be seen in the following figures.
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Variability / Load Distribution For Alpha 
10 Hz SDOF
800 850 900
Mean SDOF Load 10 Hz
Figure 7-16 Derived Load Against Variability Alpha 10Hz SDOF (x units=static load mbar)
Variability / Load Distribution For Alpha 
100 Hz SDOF
Mean SDOF Load 100 Hz ,
Figure 7-17 Derived Load Against Variability Alpha 100Hz SDOF(x units=static load mbar)
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Variability I Load Distribution For Beta 
10 HzSDOF
Mean SDOF Load 10 Hz
Figure 7-18 Derived Load Against Variability Beta 10Hz SDOF (x units=static load mbar)
Variability I Load Distribution For Beta 
100 Hz SDOF
Mean SDOF Load 100 Hz
Figure 7-19 Derived Load Against Variability Beta 100Hz SDOF (x units=static load mbar)
A high degree of scatter is observed in these plots, however, since we are 
evaluating six samples (at most) to derive each point scatter is to be 
expected.
Engineering Doctorate In Environmental Technology.
7-18
Murray Shearer Chapter 7 Statistics
7 . 1 . 3 . 3 .  V a r i a b i l i t y  a s  a  F u n c t i o n  o f  L e n g t h  S c a l e
While percentage variability is not a function of magnitude, we have already 
established that it is a function of length scale (be it Hz or time averaging 
period) used in the various explosion quantification techniques. This is 
illustrated in Figure 7-20. The very high levels of variability seen for very low 
frequencies are believed to be numerical in origin. As frequency tends 
towards zero (infinite response period) so does loading. Hence, as the load 
tends to zero any calculation errors in the routines become increasingly 
obvious.
SDOF Variability Spectra
SDOF Solution Frequency (Hz)
Figure 7-20 SDOF Variability as a Function of Solution Frequency
It is believed that variability increases with decreasing length scale as the 
high-frequency pressure-waves exhibit highly random behaviour.
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7 . 1 . 3 . 4 .  P r o b a b i l i t y  D i s t r i b u t i o n  a t  a  G i v e n  P o i n t
One of the processes described earlier (that resulted in 
Figure 7-10 and Figure 7-11) showed how a total estimate of variability and 
spatial distribution might be made. Since, with the exception of the end of the 
module, variability seems to be randomly distributed across the module this 
same process can be used to produce an estimate of only the probability 
distribution of the explosion. Using results from repeated tests (after 
normalisation against the mean value from each transducer) causes the 
average spatial distribution to become flat. W e  can therefore combine all 
results from a given set of repeated tests and produce a probability 
distribution for each scenario that is a normalised measure of variability. As in 
previous approaches, a volume weighting correction is used. This process is 
carried out separately for each frequency. I have included the results from all 
transducers, having not discriminated against transducers that may have 
experienced exceptional variability in the ends of the module. While I believe 
this extra variability to be highly localised and it is theoretically possible to 
carry out this procedure separately for different regions of the module, I 
believe the sparsity of data available would make this unwise at present. I 
could have excluded the end regions and calculated a probability distribution 
for the rest of the module but I believe the variability in the end regions is 
important and should be accounted for. The results of this process for Alpha 
and Beta and a range of frequencies can be seen in Figure 7-21 and Figure
7-22.
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FBTSS Alpha 
Explosion Variability
Figure 7-21 Alpha Explosion Variability Estimate
FBTSS Beta 
Explosion Variability
Figure 7-22 Beta Explosion Variability Estimate
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The variables p and cr which define the shape of the log-normal distribution 
are given below for Alpha and Beta in a range of selected SDOF solution 
frequencies.
Table 7-1 Mu (g) and Sigma (a) for Alpha and Beta Variability
SDOF Alpha Beta
Frequency c r M G
10 Hz -0.0105 0.1073 -0.0095 0.1476
50 Hz -0.0074 0.1520 -0.0225 0.2125
100 Hz -0.0231 0.2513 -0.0356 0.2644
200 Hz -0.0263 0.2772 -0.0413 0.2892
Using the function fitted to the data it is also possible to estimate the 
confidence intervals. In Table 7-2 I have calculated the upper and lower 95% 
confidence limits for Alpha and Beta.
Table 7-2 Alpha and Beta Confidence Limits
SDOF Alpha Beta
Frequency Lower Upper Lower Upper
10 Hz 0.801 1.2213 0.7416 1.3230
50 Hz 0.7369 1.3372 0.6447 1.4830
100 Hz 0.5971 1.5992 0.5748 1.6202
200 Hz 0.5657 1.6770 0.5444 1.6914
Representing Table 7-2 graphically in Figure 7-23 we can see that although 
Alpha seems less variable than Beta at low frequencies, at higher frequencies 
Alpha and Beta seem equally variable. I believe Beta to be more variable as it 
is ‘strongly driven’ and so has larger high frequency content. While the high 
frequency content is equally variable across both repeated sets, its larger 
magnitude in Beta gives it more influence at lower frequencies. However, 
since we only have two repeated sets I cannot speculate further.
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SDOF Confidence Limits
SDOF Solution Frequency (Hz)
Figure 7-23 Alpha and Beta Confidence Limits
I believe that actual explosion variability will be somewhat lower. A number of 
values have no doubt driven the estimated confidence limits higher than they 
might otherwise be: -
1. Experimental variability which will include
a. Weather conditions
b. Variations in gas cloud
c. Instrumental error
2. Inclusion of the high variability in the end regions that may or may not 
be ‘real’.
3. Numerical errors due to
a. Explosion quantification technique
b. Volume weighting technique
c. Fitting log-normal function
4. Bias introduced by incomplete data-sets (all transducers are not always 
available)
5. Sparsity of data (limited number of tests for comparison)
It is possible that some of these factors may have acted to lower variability, 
but I do not believe this to be the case.
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7 . 1 . 4 .  C o n c l u s i o n s  R e g a r d i n g  E x p e r i m e n t a l  R e p e a t a b i l i t y
Based upon my findings in the previous sections of this chapter I believe it is 
safe to conclude that: -
• Load distribution within the tests analysed is log-normal
• Variability is dependent upon frequency
• An unidentified process results in high variability in the end regions
• Variability (in percentage terms) does not seem to increase within a 
given test with local explosion severity
• A combined estimate of explosion and experimental variability can be 
made using the techniques outlined.
Ultimately, I believe explosions represent an inherently variable process. If we 
were to consider the explosion as a stepwise process, each step is highly 
dependent upon those proceeding. Thus, a series of minor perturbations can 
combine to make a very large difference. To make an analogy, consider the 
prediction of a smoke plume in turbulent conditions. Taking a series of 
photographs of the plume would show a series of perturbations in the pattern 
of dispersion. Assuming the wind speed and direction were constant, we 
might therefore conclude that the process is highly variable. However, if 
enough photographs are taken and averaged the behaviour of the plume 
becomes clear. Having accepted the inherent random nature of the process, it 
becomes important to be able to predict the average while having a good 
knowledge of the statistical likelihood that it will deviate from the average. The 
work I have carried out allows the probability of variation to be estimated for 
gas explosions.
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7 . 2 .  C l u s t e r  A n a l y s i s
I have also made use of a statistical analysis technique known as Cluster 
Analysis to assess not only the statistical similarity of tests but also the 
statistical dissimilarities and the impact in test parameters in these 
relationships.
Cluster analysis allows objects to be grouped in such a way that objects within 
a cluster have similar properties and those in different clusters have quite 
distinct profiles. One way of representing the results of a cluster analysis is in 
a dendrogram. A dendrogram of the Alpha and Beta results at 10Hz SDOF 
can be seen Figure 7-24. The two most similar objects are linked first, in this 
instance test 25 and 26, forming the first cluster. Test 24 is the object most 
similar to this cluster and so it is linked next. The height at which these 
clusters are linked is a measure of the similarity between the objects. 
Considering the dendrogram as a whole it is apparent that the results can 
easily be divided into Alpha (test 24, 25, 26, 29 and 32) and Beta (tests 39 
through 44). Furthermore, it is clear (due to the lower link height) that the 
Alpha series tests are more similar than the Beta series tests. The difference 
between Alpha and Beta sets is more significant than differences internal to 
either. This is very much as expected, based upon my estimates of the 
confidence limits.
[The 100Hz SDOF dendrogram is similar. Alpha and Beta are still clearly 
clustered together although variability between objects is significantly higher 
(again in accordance with earlier predictions) and so the difference between 
Alpha and Beta clusters is less marked.]
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Cluster analysis can also be used to assess the data-set as a whole. The 
dissimilarity between the various tests can be evaluated to give a measure of 
the impact of the various parameters (ignition location, congestion, 
confinement and deluge) on the distribution of loading within the module. 
Tests with high degrees of similarity will be grouped together. Knowledge of 
test similarity is useful information when creating ensembles in order to derive 
more robust statistical distributions. A hierarchy of parameters has been 
established. This is ranked in order of the largest change introduced to 
statistical distribution of load after varying the parameter to the smallest 
impact. The impact of parameters is discussed in detail below.
Ignition location has the greatest effect on load distribution. Central and end 
ignition form distinct clusters, edge ignition forms a sub group that is 
apparently closely related to end ignition. This is supported by resuits from 
FBTSS Phase Three test 18, which is highly dissimilar to all other tests. The 
detonating cord used to cut the polyethylene shroud accidentally ignited this 
test. (The dissimilarity may be due to a number of factors. Likely candidates 
are ignition source location, ignition size or ignition energy in addition to 
multiple ignition locations.) Dissimilarity is so marked that it was considered 
unwise to make any further analysis of this test at present.
Confinement subdivides the ignition clusters. While C1 (full roof) and C3 
(partial roof) are almost indistinguishable, C2 (roof plus wall) forms a separate 
and distinct group.
The effect of deluge is ranked as third most important. Fully deluged cases 
are distinct, as are the majority of the fan cases. Vessel-specific and other low 
water application-rate deluges cases are closer to comparable dry cases.
The fourth, and last ranked, criteria is obstacle configuration. Obstacle 
configuration seems to have such a minor effect that cluster analysis has 
difficulty distinguishing experimental variability within identical repeated tests 
from differences introduced by a variation in equipment layout.
Engineering Doctorate In Environmental Technology.
7-27
This hierarchy is specific to the FBTSS Phase Three data-set and should not 
be taken as a general indication of the importance of the these parameters. 
For example, confinement is ranked as of greater impact than obstacle 
configuration, however the change in confinement is drastic (the addition of an 
entire wall) whereas changes in obstacle configuration may be considered to 
be more minor. Indeed a small change in confinement such as C1 to C3 is 
considered almost inconsequential by cluster analysis. It should also be noted 
that this analysis is based around the 10Hz SDOF results, which are 
considered to most reliable. A limited comparison with SDOF-derived loads at 
higher frequencies and using time-averaging criteria does seem to generate 
similar clusters. It is interesting to note that criteria relating to higher 
frequencies show clusters with a much lower degree of similarity.
The tests are divided as shown in Table 7-3.
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Table 7-3 Hierarchy of Explosion Test Parameters
Ignition Confinement Deluge Test No.’s
C1 & C3
Dry 1,24, 25, 26, 29, 32, 2, 16, 28
Central
Wet 5, 7, 20, 45, 27, 30, 35
C2
Dry 8, 13, 14
Wet 10, 11
C1 & C3
Dry 19, 22, 34, 39, 40, 41, 42, 43, 44, 4
End
Wet 31,36,6,21,23, 31,36
C2
Dry 9
Wet 15
Test 12 is excluded since there is a strong interaction between central ignition 
and wall confinement that leaves it highly distinct from other tests.
Test 13, 14 and 28 are technically wet but have low rates of deluge and seem 
closer to dry than wet and hence are included in the appropriate dry category.
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Tests 3 & 17 (edge ignition) are not included as, while they are similar to each 
other, they are distinct from other dry end ignition tests. They are however 
sufficiently similar to be included in the central ignition category.
A plot of the load distribution by ignition criteria is included in Figure 7-25. It 
can be seen that the load is more widely distributed in the end ignition case at 
10Hz. [The distribution of load at 100Hz covered a larger range than 10Hz 
although distributions for central and end ignition were markedly more similar.]
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7 . 3 .  C o m p a r i s o n  w i t h  P r e d i c t e d  R e s u l t s
A key goal of this thesis was to evaluate simulation predictions using a 
consequence-led explosion quantification technique. This is largely dealt with 
in Chapter 8 where we demonstrate how the techniques and knowledge 
developed may be applied and probability distributions for FLACS (or any 
other predictive tool) can be produced.
However, it is worth considering the model’s predictive capability in terms of 
different explosion parameters and what affect this will have on the accuracy 
of results.
A useful way to represent the results of a model comparison exercise is on a 
variance and bias (VB) plot so that we can consider both of these critical 
parameters simultaneously. In a variance and bias plot a curve is shown. 
Points shown at the bottom of this curve have zero bias and zero variance, an 
exact solution. In general the bias is measured on the x-axis and the variance 
is measured on the y-axis. However, if a prediction has bias only, (the results 
are out by a fixed factor), this will also affect the variance estimate even 
though there is not strictly any variability in the estimate. Hence, the 
introduction of the curve: moving to the left or right along the curve shows 
either under-prediction or over-prediction respectively, at the curve there is no 
variance, hence distance from the curve shows a true measure of variance. 
The dotted lines in the VB plots are for reference and show under and over­
prediction by a factor of two.
As a first step, the predictions with respect to the repeated tests were 
evaluated. Since only minor perturbations in FLACS results were reported by 
adjusting for the weather conditions, any scatter across these points is an 
indication of the effect of explosion and experimental variability on this method 
of model evaluation. VB plots of Alpha and Beta were therefore produced and 
the plots relating to Beta are included below for a range of frequencies in 
Figure 7-26 through Figure 7-29.
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Figure 7-26 VB Plot for FLAGS Prediction of Beta Series at 10 Hz SDOF
Geometric Mean Bias! MG
Figure 7-27 VB Plot for FLACS Prediction of Beta Series at 50 Hz SDOF
Engineering Doctorate In Environmental Technology.
7-32
Murray Shearer Chapter 7 Statistics
100Hz
Geometric Mean Bias / MG
Figure 7-28 VB Plot for FLACS Prediction of Beta Series at 100 Hz SDOF
200Hz
Geometric Mean Bias / MG
Figure 7-29 VB Plot for FLACS Prediction of Beta Series at 200 Hz SDOF
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From these plots it can be seen that the effect of explosion variability will have 
considerable effect on the bias of our predictions and a slightly less marked 
effect on the variance. This will make any statistical assessment of the effect 
of explosion parameters on the reliability of FLACS predictions difficult, as any 
trends may well be obscured by inherent variability of the explosions. It is also 
clear that FLACS predictions are far more reliable at a low frequency SDOF 
solution than at a higher frequency SDOF solution. These results are 
supported by similar plots for Alpha that are not reproduced here.
VB plots for ail FBTSS Phase Three Tests and a range of SDOF solution 
frequencies are shown in Figure 7-30 through Figure 7-33.
Engineering Doctorate In Environmental Technology.
7-34
Murray Shearer Chapter 7 Statistics
Geometric Mean Bias / MG
Figure 7-30 VB Plot for FLACS Prediction of All Tests at 10 Hz SDOF
Geometric Mean Bias / MG
Figure 7-31 VB Plot for FLACS Prediction of All Tests at 50 Hz SDOF
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100Hz
Geometric Mean Bias / MG
Figure 7-32 VB Plot for FLACS Prediction of All Tests at 100 Hz SDOF
200Hz
Geometric Mean Bias / MG
Figure 7-33 VB Plot for FLACS Prediction of All Tests at 200 Hz SDOF
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Figure 7-30 through Figure 7-33 are useful in that they provide an overview of 
the variance and bias inherent to FLACS predictions for the FBTSS Phase 
Three results. A number of general statements can be made based upon 
these plots. It is immediately clear that in the majority of cases FLACS under- 
predicts explosion consequences. At 10Hz SDOF this under-prediction is 
generally less than a factor of two and a few scenarios are actually over­
predicted. At progressively higher SDOF solutions the level and spread of 
under-prediction increases so that by 200Hz SDOF the bulk of scenarios are 
under-predicted by a factor greater than two. Although variance appears to 
decrease in Figure 7-30 through Figure 7-33, this is actually a function of the 
scaling of the plots, since as larger and larger levels of under-prediction are 
reported we are forced to extend the axis. In general, variance seems to be of 
a similar order of magnitude across all SDOF frequencies.
FLACS’s inability to predict higher frequency SDOF solutions is dearly linked 
to its inability to predict high frequency pressure waves. However, these high 
frequency pressure waves are a chaotic feature of the explosion and exact 
prediction is not feasible. Instead, it should be possible to make some sort of 
statistical estimate of when these high pressures waves occur, their 
magnitude and their effect on the structure. In addition, FLACS’s under­
prediction of high frequency loadings may not be so poor as estimated here. 
The current SDOF methodology does not account for damping, which it is 
believed will reduce the magnitude of estimated loading markedly at high 
frequency and place more emphasis on the low frequency component.
Cluster analysis was also used to evaluate the effect of explosion parameters 
the quality of FLACS predictions.
7 . 4 .  C o n c l u s i o n s  f o r  S t a t i s t i c s
in this chapter, I have carried out a rigorous statistical analysis of the available 
data from FBTSS Phase Two and Three with particular focus on the 
distribution and repeatability of the data. As per the defined objectives, this 
was done using a consequence driven quantification of the explosion data.
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The distribution of the data has been assessed as following a log-normal 
distribution. It has aiso been shown that the statistical distribution is highly 
similar in shape across repeated tests and quite similar (though of different 
magnitude) across non-repeated sets of tests. A statistical distribution for 
inherent explosion variability has also been produced and a table of the 95% 
confidence limits is given.
Using cluster analysis the impact of test parameters has been evaluated. This 
approach couid be used to further optimise equipment layout in order to 
minimise loading in the event of an explosion. It has been shown how this 
technique can be used to identify groups of tests that are statistically similar 
so that they can be combined into suitable ensembles to generate better 
statistical knowledge.
Finally, some statistical analyses of the explosion-model predictions were 
shown, although this will be completed in the Chapter Eight.
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C h a p t e r  8 .  A p p l i c a t i o n
In this section, I will discuss how the knowledge gained and the techniques 
developed in the course of my research might be applied.
8 . 1 .  D a t a  S p e c i f i c
My research relies heavily on the data gathered during Phase Two and Phase 
Three of the Fire and Blast in Topside Structures (FBTSS) Joint Industry 
Project. As previously stated the crucial repeatability data relates only to a 
small subset of the Phase Three data-set. While the goal of FBTSS was to 
produce as realistic tests as possible, certain aspects of the tests had to be 
simplified. While the gas clouds generated within the test module were 
generally stoichiometric (although one or two tests were carried out with lean 
or rich gas cloud), a range of gas concentrations will occur in reality. The gas 
cloud was also evenly mixed; in a true accidental explosion this is possible but 
highly unlikely. The ignition energy was fixed, but in reality this is highly 
variable. The importance of ignition energy was highlighted in test 18 of 
Phase Three. In this test, the detonating cord used to cut the polyethylene 
shroud (that contains the gas cloud within the module) caused accidental 
ignition. This led to significantly higher loads than from tests ignited using the 
controlled spark method that was the intended ignition source. The 
polyethylene shroud, that contains the gas cloud within the module, is in itself 
unrealistic. The effect of the shroud is probably minor as it would be torn away 
very rapidly and tests were conducted that involved using detonation cord to 
cut the polyethylene immediately prior to ignition. When compared with 
identical tests where the polyethylene was not cut, no change in explosion 
development was discernible.
Furthermore, while the equipment layouts, module confinement, and deluge 
set-ups were reasonably realistic, it must be remembered that results are 
specific to the physical geometry used.
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In essence, the conclusions reached are only as good as the data they are 
based upon. Calculation of specific probabilities or consequences is in some 
ways a secondary objective to this document; the primary objective has been 
to establish appropriate and robust analysis techniques.
8 . 2 .  E f f e c t  o f  M o d e l  P a r a m e t e r s
An improved understanding of the impact of explosion parameters has been 
developed throughout the course of my research. These have various 
implications for the design and operation of offshore platforms.
8 . 2 . 1 .  D e l u g e
The performance of deluge in mitigating accidental gas explosions has been 
quantified. It is clear that deluge, if deployed appropriately, can make a 
significant contribution in improving offshore safety. It has been shown that 
deluge in selected areas can be aimost as effective as general area deluge 
and that large droplet nozzles are consistently more effective than the 
conventional nozzles used. There also appears to be a critical rate of deluge: 
incremental increase beyond this point will provide little further mitigation. 
Unfortunately, given the limited data-set available, I was unable to identify this 
critical water application rate, although the plots of load-reduction against 
deluge rate give some indication. The only potential drawback of deluge is the 
increased likelihood of ignition, which is at this stage hard to quantify. A more 
complete analysis would measure the decreased probability of severe 
damage from the use of deluge systems during an explosion against any 
increase in the probability of initiation of an explosion.
8 . 2 . 2 .  C o n f i n e m e n t
Based upon the data analysed we have seen that reducing confinement will 
act to reduce the explosion consequences. Three especially useful pieces of 
knowledge were gained. Firstly, reducing confinement in a limited way 
provides little reduction in loading and in certain circumstances can possibly 
even be counter productive. There appears to be a critical ievel of
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confinement, below which a large reduction in loading is seen but beyond 
which further reductions have a limited effect.
The second key finding relates to interaction of confinement and ignition 
location. Explosions that were started in poorly confined regions did not 
produce high loads. It is believed that as the initial phase of the explosion 
progressed slowiy in such circumstances, then later phases generated a 
much-reduced impact. A suggested strategy therefore might be to place items 
that pose a risk of ignition in locations that have as little confinement (i.e. well 
ventilated locations) as possible. Thus, if this equipment so placed does 
provide ignition the explosion will develop slowly and produce lower 
magnitude loadings.
The third finding, relating to layout design, is the enhancement in the severity 
of an explosion propagating towards a wall. In such circumstances enhanced 
levels of combustion occur as the gas volume in front of the flame surface 
becomes pre-corn pressed. The pressure waves reflecting off the solid, wall 
pass through the explosion to further enhance the combustion process. This 
effect is already recognised, but results from the FBTSS JIP served to 
highlight it. In order to limit this effect, I would suggest that, if possible, 
confinement is limited to the longest side of a module.
8 . 2 . 3 .  Ig n i t i o n  L o c a t i o n
Another strategy, relating to ignition risks, is to place them centrally within the 
module if congestion and/or confinement seem likely to produce a severe 
explosion risk. This is because the effect of end ignition was severe in 
scenarios where a ‘strongly driven’ explosion occurred.
8 .2 . 4 .  G e o m e t r y
An important conclusion was that fine detail and equipment orientation have a 
great influence over explosion magnitude. The first implication is that even if 
information relating to fine detail, e.g. small bore pipework, is unavailable in 
layout plans during early design assessment, it should be approximated in 
some way when assessing risks from explosions. A second implication is for
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the fabrication of offshore structures. Strategies could be developed to 
incorporate much of the smaller diameter equipment into larger items. For 
example, routing of sampling and instrumentation lines might be altered.
8 . 2 . 5 .  S c a f f o l d
It has been demonstrated that scaffolding internal to the module can increase 
loading significantly. Evaluation of a geometry should therefore consider the 
effect of scaffold put in place during maintenance periods. This is especially 
relevant, as it is known that there is an increased risk of an accidental gas 
cloud forming during maintenance periods. However, scaffold external to the 
module had only a minor effect on the explosion development. It therefore 
seems that if layout or maintenance procedures could be optimised to reduce 
the need for scaffold, limit the period it is in use or arrange for it to be placed 
external to the module, explosion risk could be reduced. One possibility might 
be to run pipe-racks externally to the module. A further approach might entail 
the use of a temporary barrier such as plastic sheeting to limit the risk of 
scaffolding being engulfed in a gas cloud, but this approach would probably 
require experimental validation.
8 . 3 .  L i m i t  S t a t e  A p p r o a c h
I will now show how the improved analysis techniques, coupled with an 
understanding of the statistical distribution of the results gained, can be 
applied within a suitable framework. The framework we have chosen is known 
as the Limit State approach. This will allow calculation of the probability of a 
structure surviving in a specified condition, following loading from a particular 
explosion scenario.
8 . 3 . 1 .  W h a t  is  L i m i t  S t a t e ?
Structures are analysed in order that we can be sure they will perform in a 
satisfactory manner. In Limit State design, limiting conditions are formally 
defined in advance; these conditions are referred to as limit states. Limit 
states may be set for serviceability, such as to ensure deflection in the topside 
structure is limited to allow satisfactory alignment of rotating shafts in
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equipment or to limit movement in the structures so that a microwave link 
remains correctly aligned (Barltrop and Adams 1991). In this case, we are 
primarily concerned with failure at some defined extreme load i.e. explosion 
loading.
At present, the standard procedure (allowable stress method) is it to identify a 
loading for an accident and assess its effect on the structure. In the case of a 
gas explosion, this is usually based on the worst-case scenario. In general, it 
is accepted that the worst-case scenario is the largest loading achieved from 
an explosion that has a probability of IO*4 in any given 12-month period. In 
essence, this means that the installation is assessed against its success at 
surviving extreme events. The key problem with this approach is that it tends 
to obscure the ability of a platform and its safety measures to withstand less 
severe events. It must be remembered that these less severe events have a 
far higher probability of occurrence than the worst-case scenario.
The previously used permissible design or allowable stress method compares 
what an object can do against the job required at a level that incorporates a 
single all-embracing safety factor. This safety factor may be appropriate for 
some aspects of the design, but will not be appropriate for all. This can lead to 
design inefficiencies or even an unacceptable risk level.
Modern design codes have moved towards a Limit State philosophy in that 
they are more concerned with ensuring the reliability of the structure.
A number of design Limit States have been proposed. In Tam & Corr (1998), 
three Limit States are suggested and characterised, both in terms of 
frequency and impact on the structure.
• High Probability events
• Intermediate events
Extreme (Low) Probability events
:10'3 per annum. 
:10"4 per annum. 
;10"5 per annum.
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in the case of high probability events, a number of specific criteria are laid out. 
if theses criteria are met, the platform should be able to resume production 
within a few days as integrity of all systems is maintained and only limited 
localised damage to tertiary steel work is acceptable. In an intermediate 
event, only safety critical systems and the integrity of major process 
equipment is guaranteed. Minor damage to major structural elements is 
acceptable. In the case of a very low probability event, substantial damage is 
acceptable. The structure must have a less than 10% chance of collapse and 
only three key systems must function: the temporary refuge (TR) the 
emergency shut down valves (ESDV) and the escape, evacuation and rescue 
(EER) systems.
It should be noted that as the probability of the event decreases and the 
severity of the event increases so the performance standard for the platform 
decreases. It should also be noted that as the performance standard 
decreases the probability of meeting this standard is also allowed to fall.
To use a simple analogy, if we were considering a car crash in the same way, 
a high probability event should result in a slight dent to the bodywork or 
scrape to the paintwork. (Annoying, but not essentially hazardous to the 
passengers.) The car should function and be able to continue on its journey. 
In a medium probability event, a collision at moderate speed for example, the 
vehicle is damaged and may not be able to continue on its journey, but the 
damage is not so extreme as to threaten the passengers unduly. A low 
probability event would represent a high-speed collision. In such an event the 
car is essentially destroyed, but there should be a greater than 90% 
probability that the passenger compartment would remain intact.
In a more recent paper (Walker et al, 2001), it has been suggested that only 
two design levels may be necessary. 1) The design level explosion: a high 
probability low consequence explosion that should elicit elastic response in 
the primary structure and hence no permanent distortion with essential safety 
systems remaining intact. 2) The ductility level explosion: a low probability
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high consequence explosion that is essentially the low probability event 
defined above.
The underlying strategy is that there should be a measure of fitness-of- 
purpose involved in these criteria. It is not cost effective or strategically sound 
to lavish billions of dollars so that the structure of a platform can withstand a 
very low probability event with near impunity and yet neglect the 
consequences of a less severe but more probable event. All that is truly 
required in the instance of a severe explosion is that the platform maintains its 
integrity so that personnel can escape and the potential for rapid escalation 
while they escape is limited. However, at the same time only minor easily 
repairable damage should result from a more common, low magnitude 
explosion. From a structural viewpoint, this is especially useful as allowing 
deformation in the structure allows the reserves of the structure’s strength in 
the ductile region to be utilised in the design process.
The Limit State approach, as applied to the design of offshore platforms, 
provides a more consistent measure for reliabiiity of the structure for a wide 
range of events including environmental load, earthquakes and accidental 
load. Limit State design recognises uncertainty in both the load and 
resistance. When using Limit State techniques the design will consequently 
provide more resistance against loads with higher uncertainty than would a 
conventional design approach. Design against hydrocarbon explosions 
therefore appears to be a good candidate for the Limit State approach.
8 . 3 . 2 .  S a f e t y  F a c t o r s
In an ideal situation loading and structural response could be calculated 
precisely and there would be no need for safety factors. In practice, 
uncertainty shrouds both, and so the engineer uses an assessment of likely 
loading and response after application of a set of judiciously selected safety 
factors. The magnitude of safety factors should reflect the uncertainties (bias 
and spread) in the estimated loading and response (Barltrop & Adams 1991).
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Barltrop and Adams (1991) go on to discuss methods of building safety 
factors into calculations.
In the older allowable stress method, the safety factor is primarily applied to 
the extreme stress in the structure1.
In the load factor method, the safety factor is applied to the load and not the 
material. Such a method is advocated in BS59502 (1985) and addresses the 
complication introduced to the allowable stress method by buckling problems. 
This method has its own limitations, in that it is difficult to apply "iwhen the 
structure is composed of different materials which require different safety 
factors because of their inherently different variability in performance.”
Barltrop and Adams (1991) recommend the Load and Resistance Factor 
Design (LRFD) also known as the partial safety factor method. In LRFD, the 
disadvantages of allowable stress and load factor methods are neatly avoided 
by applying part of the safety factor to the load, another part of the safety 
factor to the structural resistance. Further partial safety factors can be 
introduced to allow for other uncertainties. In our case, we have uncertainty 
associated with the initial specification of the explosion scenario (e.g. size of 
gas cloud), uncertainty regarding the development of the explosion and 
uncertainty in our abiiity to predict the explosion accurately. Each uncertainty 
is assigned its own partial safety factor.
8 . 3 . 3 .  R e l i a b i l i t y  A n a l y s i s
I have previously noted that for various Limit States different probability of 
failures are deemed acceptable. How then might we calculate the probability 
of failure? Using structural reliability theory we can combine uncertainty in
1 Although, it is noted that in the allowable stress method a safety factor is also introduced 
into the buckling equations.
2 Subsequently revised in 1990. The latest amended version, BS5950-1: 2000 was first 
released in December 2000, re-issued with corrections in May 2001 and fully implemented in 
August 2001 by BSI. The design requirements of this completely amended part are quite 
different from the 1990 version.
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loading and uncertainty in the response (or resistance) of the structure to 
make a probabilistic estimate of the likelihood of the structure failing. The 
load, structural resistance and what is deemed to constitute failure are all 
dependent upon the limit state defined.
In the fundamental case (Thoft-Christensen & Baker 1992) for a structure of 
known distribution function, FR, of ultimate strength, R , in the specified mode 
of failure, the probability of failure, Pf, under the action of a single known 
load, s , is shown in Equation 8-1.
Pf = P(R -  s < 0) = Fr (s) - p{R/s < l)
Equation 8-1
However, we are concerned with a situation where the load, S is also a 
random variable with distribution, Fs. Consequently, Equation 8-1 is replaced 
by Equation 8-2.
+00
Pf = P(R -  S <0) = J Fr(x )fs (■
-00
Equation 8-2
This holds true provided that R and S are statistically independent. Obviously 
R and S must be expressed in the same units.
In essence Equation 8-2 states that the. probability of failure, Pf , is the
product of the probabilities of two independent events summed over all 
possible occurrences. The first probability, P{, is the probability that the load 
lies in a particular range of x .
P \ ~  f s  ( * ) d x  
Equation 8-3
The second probability P2, is the probability that the structure is able to 
withstand a load, x.
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P2 — F r (x)
Equation 8-4 
This is shown graphically in Figure 8-4.
In order to solve Equation 8-2 it is therefore necessary to have functions that 
represent both P, and P2.
In the following sections, I will devote considerable effort to determining 
the probability that the explosion load lies in a particular range.
Explicitly deriving P2, the probability distribution for structural failure is beyond 
the scope of this thesis. In any case P2 is highly dependent upon the structure 
being considered and I am only interested in the general case at present. 
However, I will later adopt tabulated values of the mean load at which failure 
will occur and its associated uncertainty. These values alone are insufficient 
and it was necessary to select a statistical distribution function within which to 
apply these tabulated values (if only to ensure that the demonstration of my 
approach was as relevant as possible). Thoft-Christensen & Baker (1992) 
detail methods for the selection and calculation of distributions for both 
resistance and load variables. Three choices of function for P2 are discussed 
in some detail. The normal (or Gaussian) distribution, the logarithmic normal 
(or log-normal) distribution and the Weibull distribution are all considered, 
although a great many more are possible, i elected to use the log-normal 
distribution primarily because, in addition to being well known, it has the 
theoretical advantage of precluding load negative values.
This allowed me to generate a range of possible distribution curves for P2.
8 . 4 .  M e t h o d o l o g y
Combination of the probability distribution for prediction of loading from 
FLACS and the cumulative probability distribution of structural failure allows
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calculation of the total probability that the structure will fail. In this instance, by 
‘fail’, we mean that the structure will fail to achieve the defined performance 
standard, i.e. for an extreme event, this would mean rapid escalation, 
structural collapse or both.
8 .4 . 1 .  M o d e l  P r e d i c t i o n  P r o b a b i l i t y  D i s t r i b u t i o n
Two methods of deriving probability distributions from FLACS have been 
identified. The first method reiies upon combining repeated tests and the 
second produces an ensemble estimate based upon numerous tests with 
varying parameters.
8 . 4 . 1 . 1 .  R e p e a t e d  R e s u l t  P r e d i c t e d  L o a d  D i s t r i b u t i o n  C u r v e
A series of calculations was run using the explosion simulation package 
FLACS. Individual simulations were performed for each repeated test 
because one factor that did vary was the ambient weather conditions. 
Pressure-time histories, which corresponded to individual transducer results 
from the Spadeadam test, were then extracted. A similar analysis criterion, in 
this case SDOF, was applied to both the experimentally derived and 
numerically calculated pressure-time histories. However, the basis for the 
comparison can be any explosion analysis technique as long as it is applied 
consistently.
A comparison was made between simulation results and experimental results 
by normalising each FLACS prediction against the equivalent experimental 
result. This non-dimensionalises the result, which allows the comparison 
made, to be generic and applicable to any results derived. These normalised 
simulation results then allow the bias in the model to be estimated. Bias was 
calculated across each transducer for each repeated test; an average of bias 
was then taken across all transducers that were available in all tests. I have 
selected a repeated test series in this instance as the bias measured is the 
mean bias for a repeated set and is thereby more reliable. This was done for 
a range of SDOF solution frequencies; the result of this exercise can be seen 
in Table 8-1.
Engineering Doctorate in Environmental Technology.
8-11
Murray Shearer Chapter 8 Application
Table 8-1 Mean FLACS Bias for Repeated data-set.
Repeated SDOF Solution Frequency
Test Series 10 Hz 50 Hz 100 Hz 200 Hz
Alpha 0.5318 0.3815 0.3116 0.2471
Beta 0.9139 0.6751 0.4111 0.2832
It can be seen that all the values are less than one and so FLACS is under 
predicting. This is as expected as per the analysis carried out in the previous 
chapter. On first inspection of Table 8-1 it seems that FLACS has predicted 
Beta more accurately. However, this is not the case as the variance (shown 
later) is significantly higher for Beta. The FLACS predictions are then adjusted 
to account for bias by application of a suitable scaling factor. This scaling 
factor is essentially the inverse of the bias shown in Table 8-1. Hence, for the 
Alpha series the scaling factor at 10 Hz is approximately 1.9 and at 200 Hz it 
is approximately 4. On average the de-biased FLACS prediction of the results 
is now identical to the experimental results, however there is still significant 
variability around these predictions and this must be accounted for.
The variability across individual transducers is calculated and expressed as a 
normally distributed curve. An example of the distributions produced can be 
seen in Figure 8-1.
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The variance shown in the distribution curves is a lumped parameter 
containing not only the variance in the models ability to predict an accurate 
result but the variability inherent to the explosion. This is ideal as ultimately 
we are not only concerned with our ability to predict the average explosion 
resulting from a set of starting conditions, but also with the probability that a 
given explosion will deviate from the average explosion (I have calculated the 
variance inherent to the explosion as a separate parameter in the previous 
chapter).
Combining the individual distributions for each transducer produced a 
composite probability-distribution curve for the entire simulation. A volume 
weighting technique was used during this process to ensure that undue 
emphasis was not given to areas with a higher density of pressure 
transducers. This volume weighting process is identical to that used in 
previous chapters, when estimating the mean module load. The composite 
probability distributions produced for Alpha can be seen in Figure 8-2.
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The probability distributions exhibited in Figure 8-2 are clearly similar to a log­
normal distribution. Fitting a log-normal probability distribution allows the 
mean and standard deviation to be fitted. The results of fitting this probability 
distribution can be seen in Table 8-2.
Table 8-2 Fitted Probability Distribution of FLACS prediction for Alpha and Beta.
SDOF
Solution
Frequency
Alpha
Mean St. Dev
Beta
Mean St. Dev
10 Hz -0.0590 0.2548 -0.0600 0.3934
50 Hz -0.0064 0.3261 -0.0400 0.4189
100 Hz -0.0137 0.4703 -0.0471 0.4461
200 Hz -0.0337 0.5314 -0.0860 0.5554
Due to various small numerical errors, the mean deviates slightly from zero 
(i.e. Log of one). The variability and hence unreliability of the prediction 
increases with SDOF solution frequency.
8 . 4 . 1 . 2 .  E n s e m b l e  R e s u l t  P r e d i c t e d  L o a d  D i s t r i b u t i o n  C u r v e
One disadvantage of the approach in 8.4.1.1. for deriving a predicted load 
distribution curve is that it is limited to data for repeated tests. As a result it is 
only valid for predictions made against a rather limited set of explosion 
conditions. It is therefore desirable to combine a number of tests with different 
initial conditions to produce a distribution curve that is applicable to a greater 
range of scenarios. A variation on the scheme used in 8.4.1.1. was therefore 
introduced.
Suitable groups of tests that can be used to form an ensemble can be 
identified using the work and techniques outlined in Chapter 7. In this 
instance, I have selected the entire set of dry tests (i.e. where deluge was not 
used) from FBTSS Phase Three to produce a generic load distribution curve. 
Since test parameters in the scenarios selected do not represent any 
particular statistical distribution of explosions, it is likely that various situations
Engineering Doctorate in Environmental Technology.
8-16
Murray Shearer Chapter 8 Application
wiil be either over or under represented. It is possible that if a series of 
simulations for specific scenarios on an offshore platform has been produced, 
cluster analysis could be used to identify the tests that are most similar in the 
FBTSS JIP and hence produce the most relevant load distribution curve.
As before, after SDOF analysis, all predicted results are normalised against 
experimentally derived loads. As we do not have repeated data for each 
transducer, we cannot generate a probability distribution for each transducer. 
The alternative is to generate a probability distribution for each test. Volume 
weighting is again used within each test to eliminate bias due to 
instrumentation clustering. A log-normal distribution is then fitted to each test. 
The variance and bias for each test is presented in Table 8-3.
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Table 8-3 Distribution of Normalised Load Prediction for selected Dry Tests
FBTSS
Test
10
ri
Hz
cr
SDOF Derived Loading
50 Hz 100 Hz
p a p a
200 Hz
ri a
1 -0.228 0.189 -0.334 0.265 -0.461 0.358 -0.572 0.407
2 -0.264 0.146 -0.389 0.264 -0.498 0.320 -0.579 0.379
3 -0.403 0.172 -0.530 0.264 -0.610 0.303 -0.700 0.355
4 -0.823 0.301 -0.994 0.374 -1.194 0.479 -1.357 0.518
8 -1.195 0.246 -1.260 0.301 -1.321 0.330 -1.432 0.394
9 -0.508 0.311 -0.627 0.357 -0.746 0.415 -0.888 0.491
16 0.456 0.158 0.286 0.267 0.177 0.315 0.100 0.339
17 -0.207 0.149 -0.286 0.239 -0.399 0.318 -0.487 0.349
18 0.064 0.434 -0.153 0.457 -0.302 0.473 -0.417 0.505
19 -0.390 0.408 -0.510 0.422 -0.686 0.482 -0.822 0.535
22 -0.378 0.389 -0.556 0.380 -0.747 0.470 -0.974 0.607
24 -0.557 0.147 -0.608 0.151 -0.666 0.210 -0.779 0.313
25 -0.600 0.235 -0.701 0.226 -0.807 0.277 -0.919 0.357
26 -0.658 0.207 -0.793 0.252 -0.888 0.274 -1.013 0.374
29 -0.682 0.167 -0.830 0.230 -0.968 0.336 -1.108 0.413
32 -0.914 0.276 -1.066 0.294 -1.202 0.369 -1.357 0.455
37 -0.346 0.115 -0.438 0.190 -0.531 0.251 -0.649 0.336
38 -0.470 0.127 -0.615 0.205 -0.723 0.265 -0.841 0.386
39 -0.111 0.382 -0.195 0.379 -0.449 0.563 -0.685 0.671
40 -0.071 0.400 -0.175 0.396 -0.442 0.548 -0.648 0.640
41 -0.322 0.346 -0.465 0.390 -0.678 0.483 -0.908 0.606
42 -0.070 0.380 -0.216 0.371 -0.424 0.478 -0.608 0.570
43 -0.200 0.385 -0.349 0.437 -0.524 0.483 -0.754 0.607
44 -0.287 0.364 -0.472 0.434 -0.680 0.502 -0.891 0.594
It is now possible to combine all the distributions into an ensemble and to fit a 
log-normal distribution curve as before. The curves fitted to the composite 
distributions can be seen in Figure 8-3 after de-biasing.
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De-biasing the probability distribution is achieved by scaling the experimental 
data by a factor equivalent to the exponential of the mean given for the log­
normal distribution. De-biasing in this manner will set the mean to zero. The 
mean and standard deviation for the log-normal distribution and the equivalent 
bias can be seen in Table 8-4.
Table 8-4 Fitted Probability Distribution For Dry Test Ensemble
SDOF
Solution
Frequency Mean
Dry Tests Ensemble
St. Dev Bias
10 Hz -0.3821 0.4410 0.6824
50 Hz -0.5117 0.4605 0.5995
100 Hz -0.6573 0.5079 0.5182
200 Hz -0.8042 0.5772 0.4475
The mean bias towards under prediction shown is somewhat lower than seen 
in previous results in this chapter analysing the Alpha and Beta repeatability 
series. This is primarily due to the rather more severe than average 
explosions used in the repeatability tests, which FLACS seems less able to 
predict accurately.
8 .4 . 2 .  P r o b a b i l i t y  o f  S t r u c t u r a l  F a i l u r e
The calculation of a distribution of probability of structural failure at a given 
load event lies outside the scope of this document. Rather we will use 
tabulated values to generate a range of distribution curves. A cumulative 
distribution function (CDF) for structural resistance has been calculated from 
tabulated values of yr (mean) and cr. (standard deviation) for the load at 
which the structure fails. These values are considered to be normalised 
against a predication of spatial mean load. The resistance CDF is the 
probability that a given structure will be unable to withstand an applied 
explosion loading in the desired manner. The desired manner of resistance is 
variable depending upon the Limit State under consideration. For example, in 
the case of a high probability event the structure should undergo elastic
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deformation only, in the case of a low probability event the structure can 
undergo plastic deformation but not fail.
8 . 5 .  L i m i t  S t a t e  F a c t o r  C a l c u l a t i o n
W e  now have probability distribution functions (PDF) describing the probability 
that our prediction of a given load is correct and the probability that a structure 
will fail under a range of loadings.
Combining the two by taking the product of CDF for resistance and PDF for 
de-biased FLACS results gives a new distribution (as per Equation 8-2). The 
resulting PDF is the probability that the structure will perform in the required 
manner (performance PDF) for a given prediction. In other words, we combine 
the uncertainty in our modelling and uncertainty in our understanding of how 
the structure will behave, to estimate our overall uncertainty regarding the 
behaviour of a structure experiencing an explosion. Integrating the 
performance PDF gives the total probability that the structure will perform in 
the desired manner (probability of failure). This is illustrated graphically in 
Figure 8-4 where the total probability of failure is 16.2%.
A table of yr , cr. and the resultant probability of failure (or probability of 
withstanding the event) can then be produced. This can be carried out for any 
of the predicted load probability distribution curves produced. The results of 
such an analysis carried out using the generic dry test ensemble probability 
distribution produced in 8.4.1.2. can be seen graphically in Figure 8-5.
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It is perhaps more useful to report these results in tabular form - Table 8-5 
through Table 8-8 show a selected range of SDOF solution frequencies which 
show the probability of failure for a series of values of yr (mean) and cr. 
(standard deviation). Where o r is a percentage of yr.
Table 8-5 Probability of Structural Failure For 10 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0
Mean Failure Load for 10Hz SDOF 
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 12.9% 1.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
10% 13.0% 1.4% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
15% 13.2% 1.6% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
20% 13.4% 2.0% 0.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
25% 13.8% 2.4% 0.5% 0.1% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0%
30% 14.2% 3.0% 0.9% 0.4% 0.2% 0.1% 0.1% 0.1% 0.1% 0.1%
35% 14.6% 3.8% 1.4% 0.8% 0.5% 0.4% 0.4% 0.3% 0.3% 0.3%
40% 15.1% 4.7% 2.2% 1.4% 1.1% 1.0% 0.9% 0.8% 0.8% 0.7%
45% 15.6% 5.6% 3.1% 2.3% 1.9% 1.7% 1.6% 1.5% 1.5% 1.5%
50% 16.2% 6.7% 4.2% 3.4% 3.0% 2.8% 2.6% 2.5% 2.5% 2.4%
Table 8-6 Probability of Structural Failure For 50 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0
Mean Failure Load for 10Hz SDOF 
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 13.9% 1.5% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
10% 14.0% 1.7% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
15% 14.2% 2.0% 0.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
20% 14.4% 2.3% 0.3% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
25% 14.7% 2.8% 0.6% 0.2% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0%
30% 15.1% 3.4% 1.0% 0.4% 0.2% 0.2% 0.1% 0.1% 0.1% 0.1%
35% 15.5% 4.2% 1.6% 0.9% 0.6% 0.4% 0.4% 0.3% 0.3% 0.3%
40% 16.0% 5.1% 2.4% 1.5% 1.2% 1.0% 0.9% 0.8% 0.8% 0.7%
45% 16.5% 6.0% 3.3% 2.4% 2.0% 1.8% 1.7% 1.6% 1.5% 1.5%
50% 17.0% 7.1% 4.4% 3.5% 3.0% 2.8% 2.7% 2.6% 2.5% 2.5%
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Table 8-7 Probability of Structural Failure For 100 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0
Mean Failure Load for 10Hz SDOF 
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 16.3% 2.5% 0.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
10% 16.4% 2.7% 0.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
15% 16.5% 3.0% 0.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
20% 16.7% 3.4% 0.6% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
25% 17.0% 3.9% 0.9% 0.3% 0.1% 0.1% 0.0% 0.0% 0.0% 0.0%
30% 17.3% 4.5% 1.4% 0.6% 0.3% 0.2% 0.1% 0.1% 0.1% 0.1%
35% 17.6% 5.3% 2.0% 1.0% 0.7% 0.5% 0.4% 0.4% 0.3% 0.3%
40% 18.0% 6.1% 2.8% 1.7% 1.3% 1.1% 0.9% 0.9% 0.8% 0.8%
45% 18.4% 7.0% 3.8% 2.7% 2.1% 1.9% 1.7% 1.6% 1.6% 1.5%
50% 18.9% 8.0% 4.9% 3.7% 3.2% 2.9% 2.7% 2.6% 2.6% 2.5%
Table 8-8 Probability of Structural Failure For 200 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0
Mean Failure Load for 10Hz SDOF 
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 19.3% 4.2% 0.5% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
10% 19.4% 4.4% 0.6% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
15% 19.5% 4.7% 0.8% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
20% 19.7% 5.1% 1.1% 0.2% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0%
25% 19.9% 5.6% 1.5% 0.4% 0.2% 0.1% 0.0% 0.0% 0.0% 0.0%
30% 20.1% 6.2% 2.0% 0.8% 0.4% 0.3% 0.2% 0.1% 0.1% 0.1%
35% 20.4% 6.9% 2.7% 1.4% 0.9% 0.6% 0.5% 0.4% 0.4% 0.3%
40% 20.7% 7.7% 3.6% 2.1% 1.5% 1.2% 1.0% 0.9% 0.9% 0.8%
45% 21.0% 8.6% 4.6% 3.1% 2.4% 2.1% 1.9% 1.7% 1.6% 1.6%
50% 21.3% 9.5% 5.7% 4.2% 3.5% 3.1% 2.9% 2.7% 2.6% 2.6%
However, a more useful measure of the robustness of the structure is the 
partial load factor. This represents the maximum factor by which the explosion 
loading can be increased before the structure has a 1% chance of not 
meeting its performance standard for a mid range explosion or a 10% chance
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for a severe explosion. It should be noted that a value less than 1 indicates 
that the structure is currently not meeting its performance standard and is the 
factor by which explosion loading must be decreased before the structure can 
withstand it successfully. It should also be noted that a specific solution to the 
equations used in producing the performance PDF proved extremely difficult 
and so a numerical based iterative approach was adopted, starting with a load 
factor of zero and progressing in twenty steps as far as a load factor of ten. 
Scenarios with a load factor of ten can therefore probably accept a greater 
load factor and scenarios with a load factor of zero actually lie somewhere 
between zero and 0.5. Consequently, the resolution of the partial load factor is 
not exact, although it is conservative in that the values given are somewhat 
smaller than the exact solution. Results are provided for reference in Table
8-9 through Table 8-16, which should allow estimates of the partial load factor 
to be made for a given design and explosion event.
The derivation of these tables of partial load factors is a key goal of this 
thesis.
It is now possible to evaluate whether a structure will withstand a given 
explosion event in the desired way, whilst allowing for the considerable 
uncertainty inherent in explosions, explosion prediction and structural 
reliability. The predicted load can be corrected to allow for bias in the 
simulation, in this case FLACS. By taking the mean and bias of the probability 
distribution of structural failure (assumed in this instance to be a log-normal 
distribution) and normalising these values against the mean volume load from 
the explosion event, a number of critical pieces of information can be found 
from the look-up tables provided. The total probability of structural failure can 
be found along with the load partial factors for a range of Limit States. 
Essentially, it will now be possible to define how confident we are that the 
structure will perform as desired and the margin of safety that we have before 
the probability of not performing as desired becomes unacceptably high.
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Table 8-9 90% Load Factor For 10 Hz SDOF Derived Load
Failure
Mean Failure Load for 10Hz SDOF
(St.Dev.) 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 1.5 2.0 3.5 6.0 10.0 10.0 10.0 10.0 10.0 10.0
10% 1.5 2.0 3.5 5.5 8.5 10.0 10.0 10.0 10.0 10.0
15% 1.0 2.0 3.0 5.0 7.5 10.0 10.0 10.0 10.0 10.0
20% 1.0 2.0 3.0 4.0 6.0 9.0 10.0 10.0 10.0 10.0
25% 1.0 1.5 2.5 3.5 5.0 7.5 10.0 10.0 10.0 10.0
30% 1.0 1.5 2.5 3.0 4.5 6.0 8.5 10.0 10.0 10.0
35% 1.0 1.5 2.0 3.0 3.5 5.0 6.5 9.0 10.0 10.0
40% 1.0 1.5 2.0 2.5 3.0 4.0 5.0 7.0 8.5 10.0
45% 1.0 1.5 1.5 2.0 2.5 3.5 4.0 5.0 6.5 8.0
50% 1.0 1.0 1.5 2.0 2.0 2.5 3.5 4.0 5.0 6.0
Table 8-10 90% Load Factor For 50 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0 1.5
Mean Failure Load for 10Hz SDOF
2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 1.0 2.0 3.5 6.0 9.5 10.0 10.0 10.0 10.0 10.0
10% 1.0 2.0 3.5 5.5 8.5 10.0 10.0 10.0 10.0 10.0
15% 1.0 2.0 3.0 4.5 7.0 10.0 10.0 10.0 10.0 10.0
20% 1.0 2.0 2.5 4.0 6.0 9.0 10.0 10.0 10.0 10.0
25% 1.0 1.5 2.5 3.5 5.0 7.5 10.0 10.0 10.0 10.0
30% 1.0 1.5 2.0 3.0 4.5 6.0 8.5 10.0 10.0 10.0
35% 1.0 1.5 2.0 2.5 3.5 5.0 6.5 9.0 10.0 10.0
40% 1.0 1.5 2.0 2.5 3.0 4.0 5.0 6.5 8.5 10.0
45% 1.0 1.5 1.5 2.0 2.5 3.5 4.0 5.0 6.5 8.0
50% 1.0 1.0 1.5 2.0 2.0 2.5 3.5 4.0 5.0 6.0
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Table 8-11 90% Load Factor For 100 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0 1.5
Mean Failure Load for 10Hz SDOF 
2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 1.0 2.0 3.5 5.5 9.0 10.0 10.0 10.0 10.0 10.0
10% 1.0 2.0 3.0 5.0 8.0 10.0 10.0 10.0 10.0 10.0
15% 1.0 2.0 3.0 4.5 7.0 10.0 10.0 10.0 10.0 10.0
20% 1.0 1.5 2.5 4.0 6.0 9.0 10.0 10.0 10.0 10.0
25% 1.0 1.5 2.5 3.5 5.0 7.5 10.0 10.0 10.0 10.0
30% 1.0 1.5 2.0 3.0 4.5 6.0 8.5 10.0 10.0 10.0
35% 1.0 1.5 2.0 2.5 3.5 5.0 6.5 8.5 10.0 10.0
40% 1.0 1.5 2.0 2.5 3.0 4.0 5.0 6.5 8.5 10.0
45% 1.0 1.0 1.5 2.0 2.5 3.5 4.0 5.0 6.5 8.0
50% 1.0 1.0 1.5 2.0 2.0 2.5 3.0 4.0 5.0 5.5
Table 8-12 90% Load Factor For 200 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0 1.5
Mean Failure Load for 10Hz SDOF 
2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 1.0 2.0 3.0 5.5 9.0 10.0 10.0 10.0 10.0 10.0
10% 1.0 2.0 3.0 5.0 8.0 10.0 10.0 10.0 10.0 10.0
15% 1.0 1.5 3.0 4.5 7.0 10.0 10.0 10.0 10.0 10.0
20% 1.0 1.5 2.5 4.0 6.0 8.5 10.0 10.0 10.0 10.0
25% 1.0 1.5 2.5 3.5 5.0 7.0 10.0 10.0 10.0 10.0
30% 1.0 1.5 2.0 3.0 4.5 6.0 8.0 10.0 10.0 10.0
35% 1.0 1.5 2.0 2.5 3.5 5.0 6.5 8.5 10.0 10.0
40% 1.0 1.5 1.5 2.5 3.0 4.0 5.0 6.5 8.5 10.0
45% 1.0 1.0 1.5 2.0 2.5 3.0 4.0 5.0 6.5 8.0
50% 1.0 1.0 1.5 1.5 2.0 2.5 3.0 4.0 4.5 5.5
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Table 8-13 99% Load Factor For 10 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0 1.5
Mean
2.0
Failure
2.5
Load for 10Hz SDOF 
3.0 3.5 4.0 4.5 5.0
5% 1.0 2.0 3.5 5.5 8.5 10.0 10.0 10.0 10.0 10.0
10% 1.0 2.0 3.0 4.5 6.5 9.5 10.0 10.0 10.0 10.0
15% 1.0 1.5 2.5 3.5 5.0 7.0 9.5 10.0 10.0 10.0
20% 1.0 1.5 2.0 2.5 3.5 4.5 6.0 8.0 10.0 10.0
25% 1.0 1.5 1.5 2.0 2.5 3.0 4.0 5.0 6.5 8.0
30% 1.0 1.0 1.5 1.5 2.0 2.0 2.5 3.0 3.5 4.5
35% 1.0 1.0 1.0 1.0 1.5 1.5 1.5 2.0 2.0 2.5
40% 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
45% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
50% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.0 0.0
Table 8-14 99% Load Factor For 50 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0 1.5
Mean Failure Load for 10Hz SDOF 
2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 1.0 2.0 3.0 5.0 8.0 10.0 10.0 10.0 10.0 10.0
10% 1.0 1.5 2.5 4.0 6.5 9.5 10.0 10.0 10.0 10.0
15% 1.0 1.5 2.5 3.5 4.5 6.5 9.5 10.0 10.0 10.0
20% 1.0 1.5 2.0 2.5 3.5 4.5 6.0 8.0 10.0 10.0
25% 1.0 1.0 1.5 2.0 2.5 3.0 4.0 5.0 6.5 8.0
30% 1.0 1.0 1.5 1.5 2.0 2.0 2.5 3.0 3.5 4.0
35% 1.0 1.0 1.0 1.0 1.5 1.5 1.5 2.0 2.0 2.5
40% 0.5 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
45% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
50% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.0 0.0
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Table 8-15 99% Load Factor For 100 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0 1.5
Mean Failure Load for 10Hz SDOF 
2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 1.0 1.5 3.0 4.5 7.5 10.0 10.0 10.0 10.0 10.0
10% 1.0 1.5 2.5 4.0 6.0 9.0 10.0 10.0 10.0 10.0
15% 1.0 1.5 2.0 3.0 4.5 6.5 9.0 10.0 10.0 10.0
20% 1.0 1.5 2.0 2.5 3.5 4.5 6.0 8.0 10.0 10.0
25% 1.0 1.0 1.5 2.0 2.5 3.0 4.0 5.0 6.0 7.5
30% 1.0 1.0 1.0 1.5 2.0 2.0 2.5 3.0 3.5 4.0
35% 0.5 1.0 1.0 1.0 1.5 1.5 1.5 2.0 2.0 2.0
40% 0.5 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
45% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
50% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.0 0.0
Table 8-16 99% Load Factor For 200 Hz SDOF Derived Load
Failure
(St.Dev.) 0.5 1.0 1.5
Mean Failure Load for 10Hz SDOF 
2.0 2.5 3.0 3.5 4.0 4.5 5.0
5% 1.0 1.5 2.5 4.0 7.0 10.0 10.0 10.0 10.0 10.0
10% 1.0 1.5 2.5 3.5 5.5 8.5 10.0 10.0 10.0 10.0
15% 1.0 1.5 2.0 3.0 4.5 6.0 8.5 10.0 10.0 10.0
20% 0.5 1.0 1.5 2.5 3.0 4.5 6.0 8.0 10.0 10.0
25% 0.5 1.0 1.5 2.0 2.5 3.0 4.0 5.0 6.0 7.5
30% 0.5 1.0 1.0 1.5 2.0 2.0 2.5 3.0 3.5 4.0
35% 0.5 1.0 1.0 1.0 1.5 1.5 1.5 2.0 2.0 2.0
40% 0.5 0.5 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
45% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
50% 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.0 0.0
Engineering Doctorate in Environmental Technology.
8-30
Murray Shearer Chapter 8 Application
8 . 6 .  C o n c l u s i o n  F o r  A p p l i c a t i o n
A technique for establishing the probability of a structure performing to the 
desired standard following an explosion event has been described and 
demonstrated. This technique incorporates uncertainty in explosion 
development, model prediction and structural behaviour. This fulfils a key 
objective of the thesis. This objective was introduced, as it was believed that 
its attainment it would address a critical weakness in current practice for 
design against explosion loading offshore.
Look-up tables of partial load factor have been produced so that the capability 
of a structure to perform in the desired manner is expressed as the magnitude 
in load increase it is able to withstand. While use of the tables shown should 
prove extremely useful during explosion hazard assessment, the description 
of the process used to reach this point is more important, since more 
experimental data may become available or a different explosion prediction 
model may be used. Even a new version of FLACS would probably require 
the tables to be recalculated.
In addition, the improved understanding of the relationship between initial 
conditions and the magnitude of explosion developed has been summarised. 
The improvement has arisen from the application of the various new explosion 
analysis techniques. The knowledge gained could be used to mitigate 
explosion over-pressures when designing offshore installation layouts.
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C h a p t e r  9 .  C o n c l u s i o n s
Since gas explosions will happen it is of vital importance that the integrity of 
an offshore platform can be assured following such an event. After conducting 
a review of current practices used to assess accidental explosions, I was able 
to highlight a number of deficiencies. In Chapter Three a number of 
objectives were identified that must be met in order to address these serious 
weaknesses in current practice and provide a process that was fit for purpose. 
These were:-
1. To carry out analysis of explosions in terms of the loading exerted on 
structures with a range of response characteristics.
2. To carry out statistical analysis of explosions and explosion predictions 
using the criteria defined in the first objective and estimate the 
uncertainty involved.
3. To define a framework within which the knowledge and procedures 
produced by the previous objectives might be applied to explosion 
hazard analysis.
All three objectives have been achieved.
9 . 1 .  S u m m a r y  o f  T e c h n i q u e s  D e v e l o p e d  a n d  A p p l i c a t i o n
9 . 1 . 1 .  E x p l o s i o n  A n a l y s i s  T e c h n i q u e s
The first methodology used a set of time-averaging windows to remove high 
frequency components from the pressure-time history before taking the 
maximum value of the over-pressure. The simplicity of this approach made it 
a logical first choice. Using it, I was clearly able to establish the sensitivity of 
explosion test data to a frequency dependent analysis scheme. Analysis of 
the results also provided insight into parameters that drive the explosion. 
However, at the same time numerous weaknesses in this approach were 
identified. The response of different structural members is dependent upon 
the natural response frequency and it would be difficult to produce a
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relationship accurately linking response frequency and time-averaging window 
length. Time-averaging has a poor relationship with the actual loading 
experienced by structural members; at best it provides an approximate 
indication of the true loading but takes little account of the shape of the 
loading curve.
The second approach evaluated, made use of Fourier based techniques to 
evaluate the pressure-time histories of an explosion. Use of a Fourier based 
filtering provided a very clear understanding of the frequencies being removed 
and passed. This was missing in the time-averaging approach. This did 
therefore, provide an improvement over time-averaging in one respect but still 
did not fully take account of the response of structures excited by an 
explosion. Another Fourier based technique made use of information 
contained within the power spectra that can be produced using standard 
signal analysis techniques. Analysis of these spectra allowed an estimate of 
the pressure laoding within a given frequency band to be made. This led to 
some very interesting insights into the development of the explosion. For 
example, it was particularly clear that high frequency components of the 
pressure signal were very variable and could be clearly linked to the severity 
of an explosion. The effect of deluge on these high frequency components 
was also very clear. This approach also suffered some problems. Again, of 
key importance was the relationship between the values derived and the 
actual ioading experienced by structural elements. A correction factor was 
derived that would go some way towards solving this issue. However, the 
problems caused by the lack of phase information or the combined effects of 
a range of frequencies on a particular structural member, were not so easily 
overcome. Application of a particular Fourier method, the short time Fourier 
transform, was also interesting as it allowed the frequency content of the 
pressure-time history to be evaluated through time. One of the fundamental 
assumptions, and a major limitation of Fourier techniques, is that we are 
dealing with a non-locai signal (i.e. a signal of infinite extent), whereas 
explosion time histories are a local transient event. In essence, while Fourier 
based approaches were extremely useful for understanding explosion
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development they did not achieve the fitness-of-purpose I had outlined in my 
objectives.
One approach that showed promise, but which I was unable to explore fully 
owing to time constraints and the complexities involved, was the use of 
Wavelets. Wavelets analysis is a very similar concept to Fourier analysis and 
in particular the short time Fourier transform. The main difference lies in the 
base function into which signals are decomposed. Fourier methods use 
infinitely long sine waves but wavelet techniques decompose a signal using 
elements of finite length. In consequence, wavelets provide an approach 
much more suited to analysis of transient events than the comparable Fourier 
technique.
Other areas of investigation that I was unable to develop as fully as I might 
have wished were the pressure surface visualisations and the flame 
development analysis. The pressure surface visualisations allow reflected 
pressure waves to be tracked through the module. Flame development 
analysis allows estimates of flame velocity to be made through which it should 
be possible to determine the frequency content of pressure waves generated 
by the explosion. By comparing the results from these analyses, a greatly 
improved understanding of explosion development could be produced.
The final approach used to evaluate the explosion was the Single Degree of 
Freedom (SDOF) method. This involved solving the equations of motion for a 
sprung object following application of an explosion pressure-time history. 
Varying the stiffness of the spring allowed the peak loading on a range of 
objects with different natural response frequencies to be investigated. This 
technique was ideal for model evaluation and the statistical evaluation of 
explosions. It analyses the explosion in terms of the loading a structure will 
receive and so fulfils the fitness-of-purpose criteria initially defined. Whereas 
Fourier analysis allowed the explosion to be converted into the frequency 
amplitude domain, SDOF allows analysis in the frequency loading domain. In 
many ways SDOF proved a poor tool for advancing our understanding of 
explosion development, though it was not proposed with this goal in mind. Its 
usefulness lies in assessing explosion variability, assessing model predictive
Engineering Doctorate in Environmental Technology.
9-3
Murray Shearer Chapter 9 Conclusions
ability, or indeed the success of mitigation techniques such as water deluge in 
terms of the ultimate consequences for a range of structural elements 
engulfed by the explosion.
This body of research satisfied my first objective.
9 . 1 . 2 .  S t a t i s t i c a l  A n a l y s i s  T e c h n i q u e s
Having established a range of techniques for assessing explosions and an 
understanding of the various strengths and limitations of each, a statistical 
analysis could be undertaken of the results. The inherent variability of the 
explosions was evaluated and found to be related to the frequency content of 
the pressure-time histories. Probability distributions of explosion pressure 
variability were produced and after further analysis, were identified to be best 
fit by a log-normal distribution. Cluster analysis was identified as a useful 
technique in this phase of my research and used to evaluate not only the 
similarity of repeated tests but also the influence of different parameters on 
the explosion development. Cluster analysis also allowed tests that were most 
similar to be identified, so that suitable tests could be combined into 
ensembles for further statistical analysis. At this stage a model evaluation 
exercise was also undertaken, using the FLACS explosion simulation 
package as a case study, to show how model evaluation could be undertaken 
using an explosion assessment criteria that was fit-for-purpose and 
statistically rigorous.
These investigations addressed my second objective.
9 . 1 . 3 .  F r a m e w o r k  f o r  A p p l i c a t i o n  o f  T e c h n i q u e s
All the techniques I have developed for explosion analysis would be relatively 
useless without a framework in which they might be applied. I have shown 
how the Limit State methodology can be used to achieve this. I have given 
examples of how the acceptable condition of an offshore installation following 
an accidental explosion can be defined. Further I showed how the probability 
of a structure surviving in this predefined condition could be calculated and by 
what margin, or partial load factor, the structure meets these targets. Sample
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look-up tables of these partial load factors were also provided using the 
FLACS simulation package as a worked example.
In general, many useful insights into explosion development and repeatability 
were gained during the course of my research, a range of statistical 
assessments was made and validation of the explosion simulation package 
FLACS carried out. However, use of a different data-set or future 
developments of FLACS, or indeed use of entirely different explosion 
prediction software, will affect many of the detailed conclusions. The key 
objective has always been to develop robust techniques that are fit-for- 
purpose and can be carried forward and used to evaluate any future 
developments.
9 . 2 .  I m p l i c a t i o n s
The methods described in this thesis provide a significant improvement over 
existing methodologies for assuring platform integrity in the face of an 
accidental gas explosion.
The fitness-for-purpose in the analysis techniques ensures that we are 
considering only relevant aspects of explosions when we assess their 
variability and the accuracy of our models.
The statistical component allows us to assign probabilities, with a good 
degree of confidence, to the variability of explosions and the accuracy of our 
predictions based upon relevant criteria.
Applying these techniques within Limit State methodologies provides a 
suitable framework that defines relevant performance criteria based upon the 
probability and magnitude of an event. This reduces the focus on the worst- 
case scenario and shifts it towards more probable explosion events while at 
the same time allowing the structure’s reserves of strength in the plastic 
region to be used in dealing with the most severe events. Applying the Limit
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State approach without suitable analysis techniques and good statistical 
knowledge would be quite difficult.
The foregoing should allow a smarter design for explosion consequences to 
be undertaken, one that is both safer and more cost effective.
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C h a p t e r  1 0 .  R e c o m m e n d a t i o n s  f o r  F u t u r e  W o r k
1 0 . 1 .  O t h e r  A p p l i c a t i o n s
The approaches described and techniques used may have considerable 
scope for application elsewhere. Since the problem considered related to 
offshore structures I was mainly concerned with steel structures. However, 
there is no reason why the methodology should not be extended to 
encompass concrete structures. To achieve this it would be necessary to 
modify the SDOF equations solved in order to make them more appropriate 
for concrete. For example, at present there is a basic assumption of a linear 
stress/strain relationship. However more complex solutions, including effects 
such as plastic deformation, could easily be introduced.
Other transient loadings could be assessed, possible candidates include 
earthquake, bomb or impact loadings.
The specific techniques used for model validation could be used to validate 
other explosion models. Validation of other types of models, such as gas 
dispersion predictions, using the techniques out-lined might also be 
productive.
1 0 . 2 .  W e a k n e s s e s  i n  E x p l o s i o n  S i m u l a t i o n
My research has highlighted the absence of high frequency content in the 
pressure-time histories predicted by FLACS. Predication of these waves is 
key to further improvements in predicting the development of the explosion 
and the assessment of loading on the structure. My research was limited to a 
frequency range that would affect typical structural members in an offshore 
installation. Many other classes of objects will react to frequencies that are 
significantly higher as they are much stiffen It is possible that, with further 
work, equations describing the relationship between high and low frequency 
content in the explosion could be produced. These would enable combustion
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enhancement, due to the high frequency waves, to be accounted for and 
would allow better estimations of loading to be made.
1 0 .2 . 1 .  S D O F  A s s u m p t i o n s
I made many assumptions in my modelling of an SDOF structure. It is 
possible that accounting for elasticity damping and non-linear effects may 
improve the SDOF technique as I have applied it. It may even be possible to 
integrate finite element models Into the procedure. This would lead to the 
development of specific probability distribution curves of damage sustained by 
the platform, a useful tool indeed.
Another assumption, which might be improved, is the actual pressure loading 
applied to a structure. The present analysis loads the structure according to 
the measured pressure variation relative to ambient (e.g. a plate with ambient 
pressure on one side and the explosion pressure on the other). This is a 
reasonably conservative assumption as a means of analysis but does not 
necessarily correspond to actual loadings. It does approximate the pressure 
on a side or roof panel, but not a member within the module. Internal to the 
module, the difference in pressure across the member is more important. This
might be measured by where L is the member dimension in the
appropriate direction, s, and is small compared with the scale of the pressure 
pulse. High frequency components would be particularly important in such 
cases.
1 0 . 3 .  E x p e r i m e n t a l  D a t a - S e t
Lack of data must be seen as a significant weakness in the approach 
developed. Ultimately, the probability distribution curves of explosion 
pressures are typically based on two sets of repeated conditions (eleven tests 
in all) but on occasions a slightly larger ensemble of dissimilar tests was used. 
Ideally, far more repeats should be carried out and far more conditions should 
be repeated. This would not only improve our understanding of the 
fundamental repeatability of explosions, but would allow us to explore the
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effect of test parameters on repeatability. For example, I believe variability 
may be a function of high frequency content, hence the more severe the 
explosion the more unpredictable it may be. Since high frequency content 
also drives low frequency content, this variability would affect loading for a 
wide range of structures. In contrast, deluged explosions would be more 
predictable, an additional advantage for deluge. Unfortunately, given the 
limited data available I was unable to establish this with any certainty. 
Repeated deluge tests would be especially useful since deluge does seem to 
have great potential for reducing loads.
Obviously repeating the FBTSS tests ad infinitum would be prohibitively 
expensive. However, the techniques developed could also be used to assess 
the accuracy of cheaper small-scale tests. This would not only improve our 
understanding of the disparity between small scale and full scale explosion 
tests, but would ultimately provide more data for use in modei validation and 
calculation of fundamental probability distribution of explosion pressures.
A main goal of the FBTSS project was to provide suitable data for model 
validation. In that sense, the data produced was very useful as a range of 
different scenarios was produced. However, from the point of view of 
understanding explosions in offshore structures, a more structured parameter 
study would be useful. For example, the assessment of different deluge 
strategies against a common base case would be most useful.
Ideally, a greater array of instrumentation could be used in each test. For 
example, in the Phase Three test although around forty pressure transducers 
were deployed in each test the total volume of the test rig was 2688 m 3, giving 
one pressure transducer every 67m3. Since many of the transducers had 
been concentrated in strategic locations to make best use of them, this did 
make production of an interpolated volume very difficult, hence my use of 
linear interpolation. Increasing the density of instrumentation significantly 
would greatly complicate the experimental set-up and it may not be viable to 
introduce as much instrumentation as is desirable. Cost would probably also 
be a limiting factor.
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A further concern that has been raised regarding the data-set is the possibility 
of false readings from the pressure transducers. The pressure transducers 
were mounted in the steel structure of the test rig. They monitor pressure by 
measuring the current produced by piezo-electric crystals, which generate a 
current when compressed. Unfortunately, a force produced by any 
acceleration effects on the crystal would be indistinguishable from any 
pressure effects. Any vibration would cause acceleration of the piezo crystal 
and could potentially lead to false readings. Indeed, during my manipulation of 
the pressure-time histories, I did observe a number of features that looked 
similar to a damped oscillation. It is possible that these effects were either 
natural explosion effects or an artefact of the filtering techniques I applied - 
due to time constraints I was unable to pursue the issue as fully as I might 
have wished. A number of strategies suggest themselves that would allow us 
to assess these effects. For example, mounting a pressure transducer in 
concrete in close proximity to one mounted in steel would allow us to check 
for possible vibration effects. Although both transducers might be subject to 
vibration, since they are mounted in different materials, the vibrations ought to 
occur at different frequencies.
10A. Drag L o a d s
Explosion drag loads, developed by the very high gas velocity produced in an 
explosion, have not been considered in my research. Ultimately drag loads 
can pose a significant risk, for example, by severing pipe work. Unfortunately, 
no data was available that would allow me to make an assessment. If such 
data were to be made available it could be validated against drag load 
estimates made from the high velocity gas flows FLACS predicts. This could 
be done in much the same way as I have assessed pressure loading.
10.5. Raleigh Instabilities
One aspect of the work plan originally scheduled was the detailed 
investigation into the generation of high frequency content by the explosion. I 
was able to generate interpolated flame surfaces at various times from the
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flame arrival detectors within the module. This allowed the production of 
numerous animations of the flame progression within the explosion. This, 
however, was not the primary goal. Equations exist that describe the 
frequencies of pressure waves generated by a flame front moving at a given 
velocity. These equations describe a phenomenon known as Raleigh 
instabilities, which occur when fluids of different density are pushed together. 
In this situation, complex structures are formed as ‘fingers’ of the different 
fluids penetrate. A key factor in these equations is the flame velocity. The 
interpolated flame surfaces that I produced can be used to produce estimates 
of flame velocity. The equations described could then use these flame velocity 
estimates to predict the high frequency pressure waves produced by the 
explosion. These results could then be validated against the spectral data 
from the relevant pressure-time histories. Although I did progress as far as 
producing a crude estimate of the flame velocity, time constraints meant that I 
was unable to follow this work to its conclusion. If these equations for Raleigh 
instabilities could be validated in this way they might be useful in bridging the 
current gap between explosion over-pressure predictions and reality.
10.6. Pressure Surface Analysis
Another aspect that I was unable to pursue was the tracking of high velocity 
pressure waves through the module. Although interpolating across the entire 
module proved too difficult, in certain instances it was possible to interpolate 
across a small set of pressure transducers and produce a pressure / time / 
distance surface. An example of this is included in Chapter 5. This plot was 
useful as I was able to observe pressure waves travelling through the module. 
This in turn could contribute to validation of the Raleigh stability equations 
mentioned above. The pressure waves are also known to enhance 
combustion if they pass through the flame front and it would have been useful 
to study this effect in realistic conditions. Finally, I have established the 
importance of high frequency content and it would have been useful to have a 
generally improved understanding of its behaviour within the module. Despite 
good initial progress, time constraints again prevented me from making a full 
study of this area.
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10.7. Wavelets
The analysis of pressure-time histories generated by explosions using 
waveiets has, in my view, great potential. The technique is discussed briefly in 
a previous chapter and examples of its use given. Wavelets could prove an 
ideal tool as they are specifically designed with analysis of transient or 
discontinuous signals in mind. At the very least, such an analysis couid 
provide improved filtering of the pressure-time histories by introducing much 
less distortion than Fourier techniques. It would allow the isolation of 
individual pressure waves, which couid be quantified, and their progress 
through the module couid be much more readily tracked. Investigation into the 
structure of the pressure-time histories would also be much more effective. A 
limitation of many of the spectra produced is that they are an average of the 
spectral energy across the duration of the signal. The Short Time Fourier 
Transform went some way towards addressing this but due to its underlying 
nature, a trade-off of frequency resolution against time resolution must be 
made. Using wavelets involves no such trade-off due to its muiti-scaled 
character. This would allow a much-improved understanding of the time 
varying frequency content of the pressure-time history. This could again be 
related to work on Raleigh instabilities. Even if this were not the case, it 
represents an area worthy of study. One final application of wavelets could be 
to investigate the self-similarity or fractal nature of pressure-time histories, i.e. 
their composition of a series of similar structures at differing length scales. 
This has some fundamental implications for our understanding of explosions. 
Again, owing to time constraints I was unable to overcome all the technical 
difficulties involved in using this technique.
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A p p e n d i x  A. F L A C S
A key goal of my research was to conduct a statistical analysis of the inherent 
variability of explosions and demonstrate how this could be extended to our 
ability to predict the explosion magnitude. It was therefore necessary to 
produce a data-set of computer simulations that was complimentary to the 
various scenarios from the experimental data-set used. The choice of 
software was essentially arbitrary as the goal was not to evaluate any 
particular software tool but to demonstrate a framework within which any such 
predictive tool might be evaluated.
The computer program FLACS (Flame Acceleration Simulator) was chosen 
for a variety of reasons. Primarily because FLACS was freely available to me 
(as BP are part owners of the code), is generally well regarded (Gexcon 1998 
& 1999b), has taken part in the FBTSS model validation exercises (SCI 1997 
& 1998) and there was a considerable knowledge base in its use and 
operation at BP Sunbury (Tam etal, January 1999). Additionally while the goal 
was not to validate the code, an improved understanding of its capabilities 
was generated by the work, which was of immediate benefit to my sponsors.
When simulating the explosions I made use of the then latest version of the 
software, FLACS 98. Subsequent versions have since been released and at 
the time of writing, the latest version is FLACS 99 r3.
The nature of the experimental data I used, primarily the assumption of a 
uniformly mixed gas cloud, meant that I did not carry out any gas dispersion 
simulation in FLACS. It is worth noting that gas dispersion could easily be 
accommodated into the limit state approach, by either 1) introducing an 
additional step to estimate our ability to predict the gas cloud size or by 2) 
lumping the uncertainty in predicting the gas cloud formation into the 
simulation of the explosion.
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A A .  W h a t  is F L A C S ?
The FLACS code is a three-dimensional gas explosion and gas dispersion 
simulation tool. In simple terms a mathematical model that predicts the 
increase in pressure (overpressure) generated by the accidental release and 
ignition of a gas cloud in a congested area. The model takes account of the 
interaction between the gas flow and complex geometries such as structures, 
equipment and pipe work. The FLACS code produces quantitative 
information, e.g. in the form of pressure-time curves. (CMR 1993, Gexcon 
1990)
What is generally referred to as FLACS, is really a suite of software tools. 
There are three main elements to the suite pre-processing, processing and 
post-processing.
A.2. H o w  does F L A C S  w o r k ?
FLACS is a computational fluid dynamic (CFD) code that caicuiates explosion 
pressure and other flow parameters as a function of time and space for 
different geometries and explosion scenarios. It takes account of the 
interaction between flame, vent areas and obstacles such as equipment and 
pipe work.
CFD codes divide the region being modelled into a series of ceils or control 
volumes. In FLACS, these cells are generally 1m by 1m by 1m. A set of 
equations describes the physical properties and behaviour of the gas in each 
cell. The effects of turbulence and the velocity of the gas are included in these 
equations. FLACS also models chemical reactions (i.e. combustion) in the 
cells.
FLACS combustion is modelled as a fiamelet model that consists of a sub­
model for burning velocity as a function of gas mixture, temperature, pressure 
and turbulence in the gas. Ignition is modelled by assuming that 50% of the
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fuel in the control volume in which ignition occurs, is consumed. Thus, the 
temperature is raised and the explosion starts.
Extensive details on the combustion modelling in FLACS are provided by 
Arntzen (2001), which l have summarised below. Arntzen is the originator of 
the flame model used in FLACS (and also in the REAGAS explosion model). 
Reference to Chapter Two will show how many of the mechanisms for 
explosion severity enhancement described there, have been modelled in 
FLACS.
A.2.1. Combustion Modelling
The burning rate is largely dependent upon the level of turbulence observed in 
the explosion. FLACS uses the k-s model to reproduce the effects of 
turbulence in its calculations. The k-s model is the most widely used and 
validated turbulence model in computational fluid dynamics (Versteeg & 
Malalasekera, 1995). However, it is in the modelling of the explosion 
combustion process and the different combustion enhancement mechanisms 
observed that is of primary interest here. The goal of combustion modelling in 
the context of gas explosions is to 1) establish where combustion is occurring 
and 2) produce a similar rate of combustion as that observed in reality.
Explicit resolution of the flame front will result in the division of the calculation 
into an enormous number of cells. Solving this problem therefore requires far 
more computational power than is economically viable at present. In order to 
make the problem more tractable, FLACS (version 93 onwards) approximates 
the problem using the p flame model and a burning velocity model.
A.2.1.1. Flame Model
A good flame model should propagate the reaction zone into the unburnt gas 
at a speed defined by the burning velocity and this propagation of the 
combustion zone should be insensitive to the specified grid. Arntzen (2001) 
reports that he used an analytical solution of combustion models together with 
a p transform to produce the p flame model. This model uses a specified
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burning velocity and assumes constant flame thickness (e.g. three grid cells). 
The model contains corrections to approximate effects such as:
1. Flame thickness due to numerical diffusion
2. Flame curvature
3. Flame propagation towards walls
A.2.1.2. Burning Velocity Model
As previously stated the model that approximates the flame progression in 
FLACS requires flame velocity data. In chapter two, I have discussed the 
various phenomena thought to influence burning velocity; it is therefore 
necessary for FLACS to approximate these processes.
A.2.1.2.1 Laminar Burning Velocity
In the simplest laminar burning regime, velocity is dependent upon factors 
such as fuel composition, stoichiometry, pressure and temperature. FLACS 
models these based upon the results of experimental data available. Mixing 
rules are used to approximate the effects of gas clouds containing fractions of 
different hydrocarbons.
A.2.1.2.2 Quasi Laminar Burning Velocity
Flame wrinkling (see Chapter Two) must be accounted for. Since the 
combustion zone modelled in FLACS is much larger than the actual flame, the 
instabilities will not be reproduced in a FLACS simulation. Consequently, it 
has been necessary to include a factor in FLACS to account for this effect; 
Arntzen (2001) refers to this factor as the ‘quasi laminar burning velocity 
enhancem ent’. This enhancement factor is modelled as a function of distance 
from ignition and fuel species. The product of the enhancement factor and 
Laminar Burning Velocity provide the Quasi Laminar Burning Velocity.
A.2.1.2.3 Turbulent Burning Velocity
Turbulent burning velocity in most burning velocity based explosion codes 
(such as FLACS and COBRA) are based on the simple correlations published 
by Bray in his 1990 paper on turbulent burning velocities.
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However, Arntzen (2001) notes that the burning velocity model does 
represent a general weakness, as although data exists for methane and 
propane, experimental data is rare for other fuels and mixtures. In addition 
experimental data is largely absent for elevated pressures or in turbulence 
fields with high intensity or large length scales; both situations of relevance to 
explosion modelling. Consequently, the burning model used is, to a large 
degree, an extrapolation while more data is awaited.
A. 3. Pre-processing
The pre-processor is known as CASD. CASD has two roles; geometry 
creation and scenario definition. In geometry creation, CASD fulfils the 
function of a simple CAD package. Objects must be created as solid boxes or 
cylinders aligned to the x y z axes. The explosion simulation does not support 
angled items. It is possible to create more complex shapes using negative 
objects to remove sections of a box or cylinder. For example, specifying a 
cylinder and attaching a negative cylinder of slightly smaller diameter creates 
a hollow tube.
CASD also handles scenario definition. This includes specification of the 
gridding scheme, the actual explosion scenario (gas cloud, ignition, water 
sprays, pressure panels etc), controis the output of results, such as which 
results to record (gas velocity, pressure fuel concentration), how to record the 
results (as a time history for specified points or a three dimensional map) and 
how often to output the results.
CASD also runs the porosity generator program, PORCALC. PORCALC 
converts the geometry of boxes and cylinders and active panels to a porosity 
map using the grid specified.
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A.3.1. Calculation
The processing step involves the actual simulation of the explosion. The 
mechanics of the simulation are described in section A.2. These calculations 
make use of the various files (scenario, grid, geometry and porosity) 
generated by CASD.
A.3.2. Post-processing
Post-processing is generally carried out in the FLOWVIS software. This allows 
visualisation of the results of the explosion simulation. For example, contour 
plots of recorded variables (pressure, temperature, fuel etc) can be 
superimposed on to the geometry, or the time histories of the monitoring 
points can be viewed.
A.4. H o w  did I use it
In order to produce an appropriate set of data I carried out a series of ‘blind’ 
simulations. In a ‘blind’ simulation no experimental data is available so that 
the simulation cannot be tweaked to closer resemble reality. To do this I set 
up the simulations using only data on initial conditions contained within data 
reports released by the FBTSS joint industry project. After the simulations had 
been completed, I did not attempt to rerun them to provide a more accurate 
simulation.
A.4.1. Geometric model
The first step was to create geometric models of the various layouts used in 
the Fire and Blast in Topside Structures (FBTSS) Joint Industry project (JIP ) 
test rig. These models were already available, as a key goal of the JIP  had 
been to carry out model validation. Christian Michelsen Research (the 
developers and part owners of FLACS) had taken part in various model 
evaluation exercises and had already created geometric models, which they 
were able to provide.
An elevation plot of a typical geometry can be seen in Figure A-1.
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A.4.2. Grid set up and porosity calculation.
A grid was created that had 1m spacing in all directions. This grid covered the 
interior of the module and was extended to a sufficient distance beyond so 
that 1) the simulation would not be distorted by boundary effects such as still 
burning or venting gases leaving the computational domain and 2) data for the 
external pressure transducers used outside the test rig could be produced. 
The grid was positioned so that walls and floors lay on gridlines as much as 
possible. This is desirable as erroneous results can be produced by the effect 
of walls ‘snapping’ to the nearest grid line and the interpolation routines used 
when outputting results. A typical grid can be seen in Figure A-2.
Z (ml
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Figure A-2 Isometric view of typical FLACS grid setup (From FBTSS Phase 2 Test 18)
In Figure A-2 some large blocks (shown in blue) can be seen near the origin 
of the grid. These represent some features of the terrain surrounding the test
rig-
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Note that the grid size in the x direction begins to increase some distance 
from the model. This practice is known as stretching the grid. This was done 
to reduce the time taken to solve the explosion. It was possible to do this as 
the explosion does not occur in this region and I was only interested in seeing 
the propagation of the blast wave into this area so that I could simulate some 
of the external pressure transducers used in the test.
The porosity calculation tool, PORCALC, which is part of the FLACS software, 
was used to convert the geometric file into a porosity file. In Figure A-3 the 
porosity map can be seen. Solid regions are represented as grey, open 
regions are white and porous regions are speckled grey. The density of the 
speckling represents how porous the region is.
Although changes in equipment layout called for a unique geometry and 
porosity file, changes in test rig confinement were modelled using non-failing 
pressure relief panels. This was purely a matter of convenience as the 
changes in confinement could equally well have been modelled in geometric. 
layout without any impact on the final results.
A.4.3. Scenario definition
An explosion scenario was created for each experiment.
A.4.3.1. Gas Cloud
The gas cloud was considered to be evenly mixed throughout the full volume 
of the test rig. Other details of gas composition (i.e. Percentage of methane, 
ethane, propane etc) were provided for each test, as was the approximate 
stoichiometry (fuel / air ratio) of the gas cloud. All these details were 
incorporated into the simulations.
A.4.3.2. Ignition Location
The ignition location used was as specified in the FBTSS reports using the 
default values provided in FLACS. When ignition occurred near the edge of an 
open boundary on the gas cloud, a failing pressure panel covers this 
boundary. I would define an open boundary, as an edge of the gas cloud not
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contained by a metal panel, be it floor ceiling or wall. This reflects common 
best practice with FLACS.
The panel is set to fail at a very low-pressure, typically 0.01 bar. Inclusion of 
this panel is intended to enhance the early development of the explosion, 
since it is known that FLACS does not perform well under these conditions, 
and does not represent any known physical process.
The use of pressure panels in this way was further complicated by attempts to 
include the impact of the polyethylene shroud in the simulations (see section 
A.4.3.4.).
A.4.3.3. Ambient conditions
Although likely to have little over-all effect, weather data, such as ambient 
temperature, was entered into the simulations as per the information provided 
in the reports.
A.4.3.4. Polyethylene Shroud
In order to allow a well mixed gas cloud to develop the test rig was shrouded 
in polyethylene. In order to asses the impact of the shroud the polyethylene 
was cut free just prior to ignition using low energy detonating cord. The low 
energy cord was used so that it would not provide an alternative source of 
ignition and this proved successful in all but one scenario. In cases where the 
shroud was not cut the polyethylene was modelled as a series of failing 
pressure panels. These panels failed at a low pressure and are identical to 
those specified for edge ignition conditions.
To reiterate:
Where the shroud was not cut, failing pressure panels were used on ail open 
boundaries (irrespective of ignition location) to represent the polyethylene 
shroud.
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Where the shroud was cut and ignition occurred near an open boundary, one 
failing pressure panel was included to ciose the boundary and produce a 
more accurate simulation.
In both cases the panels fail at a relatively low pressure of 0.01 bar.
A.4.3.5. Water Spray
I found accurate reproduction of the water sprays used in the test program to 
be problematic in FLACS. This was primarily due to a lack of data in the 
FBTSS reports. Two main pieces of information were missing spray coverage 
and droplet properties.
A.4.3.5.1 Spray Coverage
The reports provide good data on the physical positioning of the nozzles that 
generate the water sprays. In scenarios where full area deluge was used it 
was sufficient to assume the entire volume of the rig was filled with water 
droplets. However, when partial coverage, such as perimeter or vessel 
specific deluge, was used it became important to know just how far the water 
spray spread from the nozzles in use. I was unable to discover this 
information and had to make assumptions based upon the nozzle layout as to 
the volume of the test rig being deluged.
A.4.3.5.2Droplet Properties
The reports did not contain details of the diameter of water droplets produced 
by the nozzles. This is one of the key properties required by FLACS when 
defining a water spray. Droplet diameter is also required in order to calculate 
the other key property of Volume Fraction (volume of water against volume of 
air) required when setting up a water spray in FLACS. I had to make use of 
other reports containing an analysis of the range of droplet sizes produced by 
similar nozzles and various research papers. (Jackman etal 1990, 1992a, 
1992b and 1993).
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A.4.3.6. Repeated Scenarios
It should be noted that each of the repeated sets (Alpha and Beta in FBTSS 
Phase 3) was individually simulated as 1) each had its own weather 
conditions 2) there were very minor differences in the stoichiometric mixture of 
the gas cloud and 3) the polyethylene shroud may or may not have been cut. 
These variations had little effect on simulations of repeated tests, results were 
still essentially identical, but were included as a matter of rigour.
A.4.3.7. Monitoring Points
The FBTSS Phase 2 and 3 reports provide coordinates for all instrumentation 
used. Of primary interest to my research, was the location of the pressure 
transducers and flame ionisation probes.
Monitoring points set to replicate pressure transducers were set to monitor 
pressure in the single field scalar time output section of the scenario.
Flame ionisation probes detect the arrival of the flame in the explosion. 
FLACS does not explicitly model the progress of the flame front. The 
explosion progresses through the simulation domain as a rise in temperature 
that initiates combustion processes in each cell. The flame arrival time was 
therefore estimated in the model by monitoring temperature. Consequently 
flame ionisation probes were modelled by setting monitor points to record 
temperature in the single field scalar time output section of the scenario.
A typical layout of monitoring points can be seen in Figure A-3. The figure is a 
2D plane through the model. The grey regions are solid. The rig sits at 0 to 
25m in the x direction and 0 to 8m in the y direction. Consequently, many of 
the monitoring points shown are intended to record propagation of the blast 
wave outside the test module. Many more monitoring points were used within 
the scenario than shown but these do not coincide with the cut plane shown 
and so are not represented.
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A.4.4. Result Verification
After running the simulations, the results were verified in the post-processing 
tool FLOWVIS. This is done as a check to ensure that the explosion scenario 
was correctly specified in CASD.
A typical Pressure Time history generated by a FLACS monitoring point can 
be seen in Figure A-4. Note the absence of any high frequency content.
A typical set of 2D cut planes showing the development of the pressure field 
during the course of a typical explosion simulation can be seen in Figure A-5 
through Figure A-10. Two planes are shown, a horizontal slice and a vertical 
slice.
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A.4.5. Extraction of results
Although FLOWVIS allows the results of simulations to be viewed, it was 
necessary to export the data into MATLAB. This was primarily so that various 
processing techniques couid be applied to the pressure time history. It was 
also necessary as large amounts data were generated and it was desirable to 
automate processing. CMR provided a routine that allowed data from the 
simulations to be extracted into a simple ASCII format. The ASCII data files 
were then transferred from the UNIX machines (where FLACS resides) to a pc 
and could subsequently be imported into Matlab.
A.5. W h a t  did I achieve
Due to this work, I was able to produce a sample set of explosion simulation 
data that could be used to demonstrate the application of the signal 
processing and statistical work that I had developed for use with explosion 
pressure time histories.
A secondary outcome of this work is that I was abie to gain insight into the 
quality of FLACS predictions. I was able to do this in terijis of the 
consequences of the explosion rather than in terms of specific physical 
attributes of the explosion such as over-pressure. I also introduced a sound 
statistical basis and accounted for inherent variability of the explosion as well 
as variability in the accuracy of our predictions.
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A.6. S a m p l e  F L A C S  Scenario
A typical FLACS scenario is included below in Table A-1. This scenario 
reproduced test 12 from FBTSS Phase 2.
It can be seen that the scenario is divided into a series of sections. The end of 
a section is indicated by exit and the name of the section, e.g. the list of 
monitoring points begins “monitor_points” and ends with “exit
MONITOR_POINTS “.
A.6.1. Single Field Variables
This is a list of the different variables FLACS can output. Each entry consists 
of the letters used to describe the variable in FLACS, the units used and a 
comment line describing what the variable is. For example, NH refers to 
enthalpy and is in units of J/kg. The variable description line ends with an N or 
a P; this indicates whether the variable is output from a monitoring point (N) or 
a pressure panel (P).
A.6.2. Monitor Points
The monitor points section is a list of the monitoring points I have included. 
Each line begins with the number of the monitoring point and is followed by its 
co-ordinates in x, y and z.
A.6.3. Pressure Relief Panels
This section describes the panels I have created in the model. The description 
"pressure relief panel” is in some ways a misnomer as many of the panels I 
have created are either fixed and will never fail or are a notional panel in place 
to monitor the average pressure and should have no effect on explosion 
development. Different types of panel are available; see the FLACS 
documentation for a full description. Each new panel entry begins with an 
“Insert" and the panel number. The origin coordinates of the panel and its 
dimension are then shown. Various other entries then follow to define the 
behaviour of the panel, e.g. the pressure at which it will fail and the colour in 
which it is shown.
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A.6.4. Single Field Scalar Time Output
This entry provides a listing of which time varying variables will be output for 
which variables. The variables have been previously defined in the section 
Single Field Variables. For example, in the sample scenario given I have 
instructed FLACS to record pressure data for transducers 1 through 45 and 
temperature data for transducers 56 through 85.
A.6.5. Single Field 3D Output
In this section, I specify the three dimensional data I wish FLACS to store. For 
example, in the sample scenario given, I have instructed FLACS to record 3D 
Pressure data (NP).
A.6.6. Simulation And Output Control
The Simulation And Output Control section specifies various physical 
constants in the simulation as well as the duration of the simulation. In this 
case, FLACS default values have been largely retained. Nplot and dtplot have 
been changed, these control variables both relate to output of 3D data; nplot 
instructs FLACS to output five plots (the interval is defined around the amount 
of gas consumed) and dtplot instructs FLACS to output 3D data every 0.001 
seconds.
A.6.7. Boundary Conditions
This section defines the type of conditions set at the edges of the calculation 
domain. I have specified Euler boundary conditions throughout. The boundary 
condition for the ground (z -low) is irrelevant as the ground is approximated in 
the geometry a solid plane.
A.6.8. Initial Conditions
Initial conditions in the simulation domain are specified in this section. Gravity 
is specified, as are the ambient conditions. In this instance, I have assumed 
the atmosphere to quiescent, i.e. zero turbulence and velocity.
Engineering Doctorate in Environmental Technology.
A-24
Murray Shearer Appendix A  FLACS
A.6.9. Gas Composition A n d  Volume
In this section, the origin and dimensions of the gas cloud are specified. The 
composition and stoichiometry of the gas cloud, as reported in the FBTSS 
data reports, are also specified.
A.6.10. Ignition
In this section, the location and properties of the ignition are specified.
A.6.11. Other Sections
A number of other sections can be seen within the example scenario 
definition. These were not used in this scenario. The water sprays section is 
used to define any zones where mitigation by water spray is to be simulated. 
The Leaks and Gas Monitor region are generally for use in gas dispersion 
simulation and so are not relevant here.
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Table A-1 Typical FLACS scenario
VERSION 0.5
SINGLE FIELD VARIABLES
NH "H " 1 "(J/kg) N
"Enthalpy"
NFUEL "FUEL " 1 N
"Fuel mass fraction"
NFMIX "FMIX " 1 N
"Mixture fraction"
NFVAR "FVAR " 1 N
"Mixture variance"
NK "K "1 "(m2/s2) N
"Turbulent kinetic energy"
NEPK "EPK " 1 "(1/s) N
"Turbulence ratio"
NEPS "EPS " 1 "(l/(m2*s2)) N
"Dissipation rate of turbulent kinetic energy'.'
NGAMMA "GAMMA " 1 N
"Isentropic gas constant"
NLT "LT " 1 " (m) N
"Turbulent length scale"
NMU "MU " 1 "{kg/(m*s)) " N
"Effective viscosity1?
NOX "OX " 1 N
"Oxygen mass fraction"
NP , "P " 1 "(barg) . " N
"Pressure"
NPIMP "PIMP " 1 "(Pa*s) " N
"Pressure impulse"
NPROD "PROD " 1 N
"Combustion product mass fraction"
NRET "RET " 1 ( ) N
"Turbulent Reynolds number"
NRFU "RFU " 1 "(kg/(m3*s)) N
"Combustion rate"
NRHO "RHO " 1 "(kg/m3) N
"Density"
NT "T " 1 " (K) N
"Temperature"
NTURB "TURB " 1 "(m/s) N
"Turbulence velocityTV
NTURBI "TURBI " 1 "(m/s) N
"Relative turbulence intensity"
NVVEC "VVEC . " 3 "(m/s) N
"Velocity vector"
NU "U " 0 "(m/s) " N
"Velocity component x-direction"
NV "V " 0 "(m/s) " N
"Velocity component y-direction"
NW "W " 0 "(m/s) N
"Velocity component z-direction"
NUVW "UVW " 1 "(m/s) " N
"Velocity value"
NUDRAG "UDRAG " 1 "(Pa) " N
"Drag component x-direction"
NVDRAG "VDRAG " 1 "(Pa) N
"Drag component y-direction"
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NWDRAG "WDRAG " 1 "(Pa) TV N
" Drag component z-direction"
NDRAG "DRAG " 1 "(Pa) I N
" Drag value"
NUDIMP "UDIMP " 1 "(Pa*s) I N
"Drag-impulse component x-direction"
NVDIMP "VDIMP " 1 "(Pa*s) I N
"Drag-impulse component y-direction"
NWDIMP "WDIMP " 1 " (Pa*s) I N
"Drag-■impulse component z-direction"
NDIMP "DIMP " 1 "(Pa*s) I N
"Drag-■impulse value"
NOFLUX "UFLUX " 1 ”(kg/(m2*s)) I N
" Flux component x-direction"
NVFLUX "VFLUX " 1 "(kg/(m2*s)) I N
"Flux component y-direction"
NWFLUX "WFLUX " 1 "(kg/(m2*s)) 1! N
"Flux component z-direction"
NFLUX "FLUX " 1 "(kg/(m2*s)) I N
"Flux value"
NUMACH "UMACH " 1 "(-) I N
"Mach number component x-direction"
NVMACH "VMACH " 1 "(-) If N
"Mach number component y-direction"
NWMACH "WMACH " 1 "(-) IT N
"Mach number component z-direction"
NMACH "MACH " 1 "(-) I N
"Mach number value"
NCS "CS " 1 "(m/s) If N
"Sound velocity"
NTAOWX "TAUWX " 1 "(-) IT N
"Wall shear force tauwx"
NTAUWY "TAUWY " 1 "(-) Tf N
"Wall shear force tauwy"
NTAUWZ "TAUWZ " 1 "(-) I N
"Wall shear force tauwz"
NNUSSN "NUSSN " 1 "(-) I N
"Nusselt number"
NRESID "RESID " 1 "(-) I N
"Mass residual in continuity equation"
NPPOR "PPOR " 1 "(-) I P
"Panel average area porosity"
NPP "PP " 1 "(Pa) I P
"Panel average pressure"
NPPIMP "PPIMP " 1 "(Pa*s) IT P
"Panel average pressure impulse"
NPDRAG "PDRAG " 1 "(Pa) IT P
"Panel. average drag"
NPDIMP "PDIMP " 1 "(Pa*s) IT P
"Panel average drag impulse" 
EXIT SINGLE_FIELD_VARIABLES
MONITOR POINTS
INSERT 1 00o 0.5 1.5
INSERT 2 0.4 4.7 0
INSERT 3 0.8 4.7 8
INSERT 4 1.1 8 1.5
INSERT 5 COo 8 5.5
INSERT 6 6 4.5 0
INSERT 7 5.9 4.7 8
INSERT 8 12.8 0.5 1.
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INSERT 9 13 0.5 5.5
INSERT 10 12.3 4 0
INSERT 11 12.8 4.7 8
INSERT 12 13.1 8 1.5
INSERT 13 13.1 8 5.5
INSERT 14 18 4 0
INSERT 15 18.9 4.7 8
INSERT 16 25.1 0.5 1.5
INSERT 17 25.1 4.7 0
INSERT 18 25.1 4.7 8
INSERT 19 25.1 8 1.5
INSERT 20 25.1 8 5.5
INSERT 21 6.2 4 4
INSERT 22 18.2 4 4
INSERT 23 6 4 4
INSERT 24 12.3 4 4
INSERT 25 18 4 4
INSERT 26 20 2 5.5
INSERT 27 20 4 5.5
INSERT 28 1.1 8 1.7
INSERT 29 5.9 4.9 8
INSERT 30 12.8 0.5 1.7
INSERT 31 18 . 9 4.7 8
INSERT 32 25.1 0.5 1.7
INSERT 33 40.6 4 1
INSERT 34 55. 6 4 1
INSERT 35 75.6 4 1
INSERT 36 95. 6 4 1
INSERT 37 36.2 14 . 6 1
INSERT 38 46.8 25.2 1
INSERT 39' 61.4 39.8 1 '
INSERT 40 25.6 19 1
INSERT 41 25. 6 34 1
INSERT 42 -10.8 14.8 1
INSERT 43 25. 6 50.6 1
INSERT 44 30. 6 4 1
INSERT 45 24 23 1
INSERT 46 0.5 4.1 2
INSERT 47 0.5 4.1 4
INSERT 48 0.5 4.1 6
INSERT 49 0.5 6.6 2
INSERT 50 0.5 6.6 4
INSERT 51 0.5 6.6 6
INSERT 52 6.5 1.5 2
INSERT 53 6.5 1.5 4
INSERT 54 6.5 1.5 6
INSERT 55 6.5 4.1 2
INSERT 56 6.5 4.1 4
INSERT 57 6.5 4.1 6
INSERT 58 6.5 6.6 2
INSERT 59 6.5 6.6 4
INSERT 60 6.5 6.6 6
INSERT 61 13 1.5 2
INSERT 62 13 1.5 4
INSERT 63 13 1.5 6
INSERT 64 13 4.1 2
INSERT 65 13 4.1 4
INSERT 66 13 4.1 6
INSERT 67 13 6.6 2
INSERT 68 13 6.6 4
INSERT 69 13 6.6 6
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INSERT 70 19 1.5 2
INSERT 71 19 1.5 4
INSERT 72 19 1.5 6
INSERT 73 19 4.1 2
INSERT 74 19 4 .1 4
INSERT 75 19 4.1 6
INSERT 76 19 6.6 2
INSERT 77 19 6.6 4
INSERT 78 19 6.6 6
INSERT 79 24 . 9 4 .1 2
INSERT 80 24 . 9 4 .1 4
INSERT 81 24 . 9 4 .1 6
INSERT 82 24 . 9 6.5 2
INSERT 83 24 . 9 6.5 4
INSERT 84 24 . 9 6.5 6
INSERT 85 24 . 9 1.5 2
INSERT 86 24 . 9 1.6 2
INSERT 87 24 . 9 1.7 2
INSERT 88 24 . 9 1.8 2
INSERT 89 24 . 9 1.9 2
EXIT MONITOR POINTS
PRESSURE_RELIEF_PANELS
INSERT 1
POSITION 0 0 0
SIZE 25.6 0 8
MATERIAL "red"
PANEL_TYPE UNSPECIFIED
OPENING_PRESSURE_DIFFERENCES -99999 99999 
INITIAL_AN D_FINAL_POROSITY 0 0 
WEIGHT 0
DRAG_COEFFICIENT 1
MAXIMUM_TRAVEL__DI STANCE 0
INSERT 2
POSITION 0 8 0
SIZE 12 0 8
MATERIAL "red"
PANEL__TYPE UNSPECIFIED
OPENINGJPRESSURE_DIFFERENCES -99999 99999 
INITIAL_AND_FINAL_POROSITY 0 0 
WEIGHT 0
DRAG_COEFFICIENT 0
MAXIMUM_TRAVEL_DISTANCE 0
INSERT 3
POSITION 0 0 0
SIZE 4 0 4
MATERIAL "red"
INSERT 4
POSITION 0 0 4
SIZE 4 0 4
MATERIAL "red"
INSERT 5
POSITION 4 0 0
SIZE 4 0 4
MATERIAL "red"
INSERT 6
POSITION 4 0 4
SIZE 4 0 4
MATERIAL "red"
INSERT 7
POSITION 8 0 0
Engineering Doctorate in Environmental Technology.
A-29
Murray Shearer Appendix A FLACS
SIZE 4 0 4
MATERIAL "red"
INSERT 8
POSITION 8 0 4
SIZE 4 0 4
MATERIAL "red"
INSERT 9
POSITION 12 0 0
SIZE 4 0 4
MATERIAL "red"
INSERT 10
POSITION 12 0 4
SIZE 4 0 4
MATERIAL "red"
INSERT 11
POSITION 16 0 0
SIZE 4 0 4
MATERIAL "red"
INSERT 12
POSITION 16 0 4
SIZE 4 0 4
MATERIAL "red"
INSERT 13
POSITION 20 0 0
SIZE 4 0 4
MATERIAL "red"
INSERT 14
POSITION 20 0 4
SIZE 4 0 4
MATERIAL "red"
INSERT 15
POSITION 24 0 0
SIZE 1.6 0 4
MATERIAL "red"
INSERT 16
POSITION 24 0 4
SIZE 1.6 0 4
MATERIAL "red"
INSERT 17
POSITION 24 4 4
SIZE 1.6 0 4
MATERIAL "red"
INSERT 18
POSITION 24 4 0
SIZE 1.6 0 4
MATERIAL "red"
INSERT 19
POSITION 20 4 4
SIZE 4 0 4
MATERIAL "red"
INSERT 20
POSITION 20 4 0
SIZE 4 0 4
MATERIAL "red"
INSERT 21
POSITION 16 4 4
SIZE 4 0 4
MATERIAL "red"
INSERT 22
POSITION 16 4 0
SIZE 4 0 4
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MATERIAL "red"
INSERT 23
POSITION 12 4 4
SIZE 4 0 4
MATERIAL "red"
INSERT 24
POSITION 12 4 0
SIZE 4 0 4
MATERIAL "red"
INSERT 25
POSITION 8 4 4
SIZE 4 0 4
MATERIAL "red"
INSERT 26
POSITION 8 4 0
SIZE 4 0 4
MATERIAL "red"
INSERT 27
POSITION 4 4 4
SIZE 4 0 4
MATERIAL "red"
INSERT 28
POSITION 4 4 0
SIZE 4 0 4
MATERIAL "red"
INSERT 29
POSITION 0 4 4
SIZE 4 0 4
MATERIAL "red"
INSERT 30
POSITION 0 4 0
SIZE 4 0 4
MATERIAL "red"
INSERT 31
POSITION 0 8 0
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 32
POSITION 0 8 4
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 33
POSITION 4 8 4
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 34
POSITION 4 8 0
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 35
POSITION 8 8 0
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 36
POSITION 8 8 4
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 37
POSITION 12 8 0
SIZE 4 0 4
MATERIAL "DefaultMaterial"
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INSERT 38
POSITION 12 8 4
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 39
POSITION 16 8 4
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 40
POSITION 16 8 0
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 41
POSITION 20 8 0
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 42
POSITION 20 8 4
SIZE 4 0 4
MATERIAL "DefaultMaterial"
INSERT 43
POSITION 24 8 4
SIZE 1.6 0 4
MATERIAL "DefaultMaterial"
INSERT 44
POSITION 24 8 0
SIZE 1.6 0 4
MATERIAL "DefaultMaterial"
INSERT 45
POSITION 0 0 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 46
POSITION 0 4 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 47
POSITION 4 4 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 48
POSITION 4 0 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 49
POSITION 8 0 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 50
POSITION 8 4 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 51
POSITION 12 4 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 52
POSITION 12 0 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 53
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POSITION 16 0 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 54
POSITION 16 4 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 55
POSITION 20 4 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 56
POSITION 20 0 0
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 57
POSITION 24 0 0
SIZE 1.6 4 0
MATERIAL "DefaultMaterial"
INSERT 58
POSITION 24 4 0
SIZE 1.6 4 0
MATERIAL "DefaultMaterial"
INSERT 59
POSITION 0 0 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 60
POSITION 0 4 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 61
POSITION 4 4 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 62
POSITION 4 0 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 63
POSITION 8 4 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 64
POSITION 8 0 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 65
POSITION 12 0 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 66
POSITION 12 4 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 67
POSITION 16 4 8
SIZE 4 4 0
MATERIAL "DefaultMaterial"
INSERT 68
POSITION 16 0 8
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SIZE
MATERIAL
INSERT
POSITION
SIZE
MATERIAL
INSERT
POSITION
SIZE
MATERIAL
INSERT
POSITION
SIZE
MATERIAL
INSERT
POSITION
SIZE
MATERIAL
INSERT
POSITION
SIZE
MATERIAL
PANELJTYPE
OPENING_PRESSURE_DIFFERENCES
INITIAL_AND__FINAL_POROSITY
WEIGHT
DRAG_COEFFICIENT
MAXIMUM__TRAVEL_DI STANCE
INSERT
POSITION
SIZE
MATERIAL
PANEL_TYPE
OPENING_PRESSURE__DIFFERENCES 
INITIAL_AND_FINAL_POROSITY 
WEIGHT
DRAG_COEFFICIENT 
MAXIMUM_TRAVEL__DISTANCE 
EXIT PRESSURE RELIEF PANELS
4 4 0
"DefaultMaterial"
69
20 0 8 
4 4 0
"DefaultMaterial"
70
20 4 8 
4 4 0
"DefaultMaterial"
71
24 4 8
1.6 4 0
"DefaultMaterial"
72
24 0 8
1.6 4 0
"DefaultMaterial"
73
16 8 0
9.6 0 8 
"red"
UNSPECIFIED 
-99999 99999 
0 0 
0 
0 
0
74
0 0 0 
0 8 8 
"red"
PLASTIC 
-0.005 0.005 
0 1 
0 
1 
0
SINGLE_FIELD_SCALAR_TIME_OUTPUT
NP 1 2 3 4 5 6 7 8 9 10 11 12 13 14
22 23 24 25 26 27 28 29 30 31 32 33
42 43 44 45
NPIMP 1 2 3 4 5 6 7 8 9 10 11 12 13 
22 23 24 25 26 27 28 29 30 31 32 33 
42 43 44 45
NT 46 47 48 49 50 51 52 53 54 55 56
67 68 69 70 71 72 73 74 75 76 77 78
NPP 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
22 23 24 25 26 27 28 29 30 31 32 33
42 43 44 45 46 47 48 49 50 51 52 53
62 63 64 65 66 67 68 69 70 71 72
NPPIMP 1 2 3 4 5 6 7 8 9 10 11 12 13 
22 23 24 25 26 27 28 29 30 31 ;32 33
42 43 44 45 46 47 48 49 50 51 *52 53
62 63 64 65 66 67 68 69 70 71 72
EXIT SINGLE FIELD SCALAR TIME OUTPUT
15 16 17 18 19 20 21
34 35 36 37 38 39 40 41
14 15 16 17 18 19 20 21
34 35 36 37 38 39 40 41
57 58 59 60 61 62 63 64 65 66
'7 9 80 81 82 83 84 85
: 15 16 17 18 19* 20 21
34 35 36 37 38 39 40 41
54 55 56 57 58 59 60 61
! 14 15 16: 17 18 19 20 21
34 35 36 37 38 39 40 41
54 55 56 57 58 59 60 61
SINGLE_FIELD_3D_OUTPUT
NP
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NPROD
EXIT SINGLE_FIELD_3D OUTPUT
SIMULATION AND OUTPUT CONTROL
TMAX 99999
LAST 99999
CFLC 4 .22
CFLV 0.422
SCALE 1
MODD 1
NPLOT 5
DTPLOT 0.001
GRID "CARTESIANtl
WALLF 0
HEAT SWITCH 0
EXIT SIMULATION_AND_OUTPUT_CONTROL
BOUNDARY CONDITIONS
XLO "EULER"
XHI "EULER"
YLO "EULER"
YHI "EULER"
ZLO "EULER"
ZHI "EULER"
EXIT BOUNDARY_CONDITIONS
INITIALJ30NDITI0NS
UP-DIRECTION 0 0 1
GRAVITY_CONSTANT -9.8
CHARACTERISTIC VELOCITY 0
RELATIVE TURBULENCE INTENSITY O’
TURBULENCE_LENGTH SCALE 0
TEMPERATURE 0
EXIT INITIAL_CONDITIONS
GAS COMPOSITION AND VOLUME
POSITION_OF_FUEL_REGION 0 0 0
DIMENSION_OF_FUEL_REGION 25.6 8 8 '
VOLUME FRACTIONS
METHANE 0.9238
ACETYLENE 0
ETHYLENE 0
ETHANE 0.067
PROPYLENE 0
PROPANE 0.0063
BUTANE 0
HYDROGEN 0
CO 0
H2S 0
C02 0
EXIT VOLUME FRACTIONS
EQUIVALENCE RATIOS (ERO ER9) 1.1 0
EXIT GAS_COMPOSITION_AND_VOLUME
LEAKS
EXIT LEAKS
IGNITION
POSITION_OF_IGNITION REGION 0.52 4 .29 4.26
DIMENSION OF IGNITION REGION 0 0 0
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TIME OF IGNITION 0
RADMAX 0.5
EXIT IGNITION
WATERSPRAY
EXIT WATERSPRAY
LOUVRE PANELS
EXIT LOUVRE_PANELS
GRATING
EXIT GRATING
GAS_MONITOR_REGION
POSITION 0 0 0
SIZE 0 0 0
EXIT GAS_MONITOR_REGION
EXIT
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A p p e n d i x  B. S D O F  Calculations
In this section, I provide a more detailed discussion of the methodology I used 
to find the response of a single degree of freedom (SDOF) system to 
excitation by the pressure time histories produced. A complete set of sample 
calculations is also included.
I will also show the results of an SDOF calculation on a triangular impulse. I 
will do this for two reasons. Primarily it will allow me to evaluate and discuss 
the implications of applying a triangular profile, as per the MEGGE protocol 
(ref. Model Evaluation Group for Gas Explosions 1995), to pressure time 
histories and show how use of such an approach may be unsuitable in the 
consequence driven approach I have selected. Secondly, Biggs (1964) and 
SCI (1992) provide solutions for an undamped SDOF object undergoing 
excitation by a triangular impulse. Comparison with this published work allows 
for validation of my SDOF calculation routines.
B A .  S D O F  Calculations
Accurate calculation of the behaviour of an SDOF system subject to loading 
by the explosion pressure time history is a critical part of the research I have 
carried out. Although this is discussed in Chapter 6, the following section 
provides further detail, sample calculations and sample Matlab code.
B.1.1. Procedure
The following procedure was followed when calculating the response of an 
SDOF. A sample Matlab routine is shown in Table B-1 that follows this 
procedure.
B.1.1.1. Processing Prior to Equation Solution
The pressure time history is obtained from the relevant data files. An ASCII 
file is generated that contains both time and pressure data by making use of 
the software supplied along with the original data file from the Fire and Blast
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in Topside Structures (FBTSS) Joint Industry Project (JIP). The ASCII file is 
loaded into Matlab and the vector pertaining to pressure is extracted, as is the 
sampling rate of the pressure vector. These two pieces of information are 
passed to the Matlab routine in Table B-1.
A vector is created which defines the SDOF solution frequencies of interest. In 
the example code given, I have elected to solve for 0.1 Hz, 2.5Hz, 5Hz, 7.5Hz, 
and in increments of 10Hz from 10Hz to 200Hz. Since in my Matlab code I 
have expressed the ordinary differential equations that describe the SDOF 
objects using natural circular frequency ( m , radians per second) rather than 
Hz, it is necessary to convert.
1 2 TV
Natural Frequency = f  =  —  , Natural Period =  T  =  —
T  m
The pressure vector is re-sampled to a lower frequency; in the sample code
shown 6 KHz is used. This was done primarily to reduce overall computation
time. Since this sampling frequency is significantly greater than the SDOF
frequencies of interest, it is understood that this re-sampling will have no
effect on results produced. In the early stages of my research, I carried out a
sensitivity study on the various parameters involved in calculating SDOF
response that supports this view. All pressure time histories, including those
generated by FLACS, were sampled at this frequency to ensure consistency.
At this point in the sample code, I begin a loop that solves the SDOF 
equations for each of the specified SDOF solution frequencies in turn.
The first step in this loop is to extend the length of pressure vector. This is 
done since the SDOF equations are solved for the length of the pressure time 
history. It may be that the last oscillation of the SDOF object produces the 
largest deflection. It is therefore necessary to allow the last oscillation to 
complete at least one period so that the maximum deflection is measured. 
This is mainly a problem for low frequency SDOF solutions where the period 
of oscillation is much longer than the duration of the pressure time history. 
Since the explosion event is assumed to have finished by the end of the
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pressure time history, zero pressure is used to extend the vector. This 
procedure is often referred to as zero padding.
A time vector is generated. This time vector is required by the ordinary 
differential equation (ODE) solver in Matlab. Since we are concerned with the 
magnitude of impact on the structure, not its time of occurrence, the time 
vector starts at zero.
The initial conditions for the ODE’s are defined. The object is assumed to be 
at rest so that at time zero the object has zero displacement and zero velocity.
B.1.1.2. Solution of Equations
The SDOF equations, as described in chapter 6, are then solved using one of 
Matlab’s built in ODE solvers.
In order to solve the equations, it was necessary to reduce the problem to a 
set of first-order differential equations. This is a standard procedure for solving 
such problems. Details of how this may be achieved can be found in Press 
1992, Mathworks 1992 and Mathworks 2002. It is also necessary to include 
an interpolation routine to get the applied pressure loading at any given time 
step during the solution of the equations.
Matlab provides a range of ODE solvers. A sensitivity study was carried out to 
evaluate the use of different solvers and solver options (such as error 
tolerances). This sensitivity study was carried out using Matlab v5. Significant 
improvements have been made to Matlab’s ODE solvers in subsequent 
releases (Mathworks 2002) and there are now probably more effective solvers 
and solver options than were used in my research. However, selection of a 
different solver for future work would primarily be undertaken to reduce 
calculation time, rather than to improve accuracy. The accuracy of my work is 
assured by the tests that were carried out against classic problems e.g. the 
triangular pulse.
Engineering Doctorate in Environmental Technology.
B-3
Murray Shearer Appendix B S D O F  Calculations
Matiab’s ode45 solver was ultimately selected as can be seen in Table B-1. 
This solver is based on an explicit Runge-Kutta (4,5) formula, the Dormand- 
Prince pair. It is a one-step solver in computing solutions; it needs only the 
solution at the immediately preceding time point (ref Matlab 2002).
Solution of the equations generates a displacement vector showing the 
deflection of the SDOF object with time. The Matlab routine extracts the 
maximum deflection and stores it for later use.
B.1.1.3. P o s t  P r o c e s s i n g
The routine also plots the deflection against time and stores a copy of the plot 
on the computer’s hard drive.
After processing al! SDOF solution frequencies, the routine plots the response 
spectrum for the provided pressure time history.
Finally, the routine exits, returning response spectrum data for storage in an 
appropriate database.
B.1.2. Example Calculation
This section contains a complete set of calculations for the pressure time 
history at a sample location in the module. The position of pressure 
transducer P009 was selected for this - this lies on the deck of the module 
approximately eight meters from the ignition location.
The sample pressure time history used can be seen in Figure B-1. This was 
taken from Phase three of the FBTSS JIP  Test 03. Confinement configuration 
C1 and obstacle configuration 01 were used in this test. During the test the 
gas cloud was ignited at a location roughly central to the test module.
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Explosion Pressure Time History
Figure B-1 Sample Pressure Time history
The results of applying this pressure time history to a series of SDOF objects 
as described in the previous section can be seen in Figure B-7 through Figure 
B-29.
These results are summarised in Figure B-2 below, which shows the SDOF 
response spectrum (essentially the maximum deflection) for this pressure time 
history.
As noted in Chapter Six there is a general shape to these response 
spectrums that was observed throughout my work. A peak occurs at the 
frequency associated with the time scale typical of the duration of the main 
pressure pulse, (typically 10Hz). The location of this primary peak does vary 
from explosion to explosion, however, the resolution in frequencies analysed 
is such that this is not always discernable. The load drops down to a stable 
plateau after the 10Hz point The frequency range of this plateau is variable, it 
has been observed that this varies from test to test and within a given
Engineering Doctorate in Environmental Technology.
B-5
Murray Shearer Appendix B SDOF Calculations
explosion as the frequency content of the load at a given point is affected by 
numerous factors. In general, it can be seen that the less intense the 
explosion the longer the duration of the plateau. After the plateau the load 
increases with frequency, although increases are highly irregular. In more 
extreme explosion scenarios or locations, typically those with ignition near 
module ends, the plateau disappears completely and the higher frequency 
rising variable load begins directly after the peak associated with the 
frequency peak from the bulk load.
Response Spectrum
Figure B-2 Sample Response Spectrum
This shape is a function of the different frequency components found within 
the pressure time history and their scale relative to the SDOF solution 
frequency being considered. There can be said to be three modes of 
response dependant on the ratio of the frequency of the loading to the 
frequency of response. The three modes are: quasi-static, where the load is of 
much lower frequency than response, impulsive, where the load is of much 
higher frequency than the frequency of response and dynamic, where the 
frequencies are identical and significant resonant amplification occurs. The
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effect of this can clearly be seen in the deflection traces in Figure B-7 through 
Figure B-29.
The lower SDOF frequency solutions (such as 0.1 Hz results) are clearly in the 
impulsive region. The frequency of response is much lower than the explosion 
pressure time history as the explosion pressure wave has a total duration of 
approximately 400ms, whereas 0.1 Hz equates to a natural period of 10s 
(10000ms).
As we begin to increase the frequency, we reach a point where the SDOF 
frequency approximates the frequency of the major peak in the pressure time 
history. This results in a dynamic response to the pressure time history by the 
SDOF object that provides the first major peak in the SDOF response 
spectrum at around 10Hz.
As we move away from this frequency the loading falls as the SDOF object is 
no longer experiencing dynamic loading from the major peak in the explosion. 
In regards to the low frequency components of the explosion, we are now 
moving towards a quasi-static regime. This is illustrated from around Figure 
B-13 onwards as the general shape of the explosion pressure time history 
becomes progressively clearer in the time/deflection traces.
However, there are numerous other frequencies to be found within the 
pressure time history other than the main low frequency peak. From SDOF 
solutions of around 60Hz (in this instance) onwards, these begin to make their 
presence felt. Each frequency component changes from acting impulsively to 
giving a dynamic response to providing a quasi-static loading. It must be 
remembered that the effect of each frequency component must be taken 
simultaneously. Hence, the ‘plateau’ we would expect to see following the 
dynamic response to the major peak in the pressure time history has a 
response to the higher frequency components over laid on to it and the 
maximum SDOF deflection begins to increase.
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B . 2 .  T r i a n g u l a r  I m p u l s e
I am considering the SDOF response of a triangular impulse for two reasons. 
Firstly, it forms a useful reference to validate my procedure for calculating the 
SDOF response. Secondly, much work has been based around approximating 
the explosion pressure time history as a triangular impulse.
B .2 .1 .  S D O F  P r o c e d u r e  V a l i d a t io n
Biggs (1964) and SCI (1992) publish solutions for an undamped SDOF object 
undergoing excitation by a triangular impulse. This provided a useful 
benchmark for my SDOF procedure. Figure B-3 shows the response 
spectrum for an SDOF system subject to a triangular load.
Figure B-3 Reproduction of figure from Biggs (1964) - Maximum response of one- 
degree elastic systems (undamped) subject to equilateral triangle load pulse.
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It should be noted that Biggs has chosen to normalise both axes. The x-axis 
shows a ratio of pulse duration to SDOF response period and the y-axis 
shows maximum DLF or Dynamic Load Factor, which he defines as “the ratio 
of the dynamic deflection at any time to the deflection which would have 
resulted from the static application of the load, Fi which is used in specifying 
the load-time variation
Using my own methods I have reproduced these results in Figure B-4.
Figure B-4 Replication of figure from Biggs (1964) using my own methodology
Supplying a triangular pulse of unit peak and unit duration to the Matlab 
routines described and then soiving for a range of SDOF frequencies 
produced Figure B-4. Using unit peak and unit duration was a simple way of 
ensuring normalised results. As can be seen, the figures are identical. This 
helps to demonstrate the validity of my methodology and software routines.
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B .2 .2 ,  A p p r o x im a t io n  o f  P r e s s u r e  T im e  H is to r y
In order for industry and regulatory authorities to gain confidence in CFD gas 
explosion models, attention was directed towards establishing a formal 
validation procedure for such models (Mogensen 1999). Under the auspices 
of the major industrial hazards research programme (funded by the Council of 
the European Communities, CEC), a Model Evaluation Group on Gas 
Explosions (MEGGE) was initiated. The expert working group published a 
Gas Explosion Model Evaluation Protocol (MEGGE 1996), which proposed a 
methodology for validating gas explosion models. The initial MEGGE work 
was continued by the Explosion Model Evaluation Project (MEGGE 1998), 
also sponsored by the CEC. The Explosion Model Evaluation Project aimed to 
develop an evaluation protocol, specifying test cases and performing protocol 
evaluation exercises for gas explosion models.
One of the recommendations of the MEGGE Protocol was to make use of a 
simplified pressure time profile. Such a profile was used in the model 
evaluation exercise that formed part of FBTSS Phase 2 JIP (SCI 1997) and a 
similar load simplification is recommended in the Interim Guidance Notes 
(IGN) for the Design and Protection of Topside Structures against Explosion 
and Fire (SCI 1992).
The MEGGE simplified profile is based upon constructing a triangle that 
passes though the 10% levels of the maximum over pressure and the peak 
pressure with duration greater than 1 ms. I have applied such a profile to the 
pressure time history used earlier in this section (FBTSS Phase Three Test 03 
Transducer 009) and the results can be seen in Figure B-5. A Matlab routine 
suitable for generating the triangular profile can be found in Table B-2.
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Explosion Pressure Time History
Figure B-5 Sample Pressure time history with MEGGE profile
The IGN (SCI 1992) discuss idealisation of the explosion loading in some 
detail. The three load regimes (Impulsive, Dynamic and Quasi-static) are 
identified and a table is provided which shows “the important features 
requiring consideration when idealising explosion pressure-time profiles".
For impulsive loading a right angle triangle is considered permissible since 
accurate representation of the impulse is regarded as the key factor. This 
approximation is largely redundant as the IGN states quite clearly; “Structural 
response to blast loading is not often in the impulsive regime.
The IGN goes on to report initial studies which showed that for large 
structures the regime would be in the dynamic to quasi-static range. For 
dynamic and quasi-static loading a triangle of the general form shown in 
Figure B-5 is recommended. This is primarily to preserve the peak value of 
the pressure time history (however that is derived), to preserve rise time, load 
duration and impulse. Although it is also noted that while duration and impulse
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is significant in the dynamic regime, they are less significant for the quasi­
static regime.
I would consider there to be two main failings in this approach, the lack of a 
negative component in the idealised profile and the absence of higher 
frequency components.
The negative region of the pressure time history is certainly of smaller 
amplitude than the positive component (see Figure B-5). However, its effect is 
not negligible, reference to Figure B-8 through Figure B-10 (SDOF solutions 
between 2.5 Hz and 10 Hz) show that the maximum deflections occur after 
the negative component of the pressure time history has been felt. Although 
the influence of this negative component of the pressure is not great, it is not 
inconsequential and to ignore it needlessly introduces inaccuracy in the 
results. Revision 3b in the IGN, notes that it may be necessary to include a 
negative part of the curve, but makes no specific suggestions as to how this 
might be included in the triangular pulse.
The triangular impulse also accounts for very little of the high frequency 
components seen in a typical pressure time history. The impact of this is 
demonstrated in Figure B-6. The triangular impulse (shown in Figure B-5) 
generates (the response spectrum in blue in Figure B-6) essentially an 
increase in equivalent static load into the dynamic regime that falls and then 
levels-off of as the response moves into the quasi-static regime. The 
response spectrum for the actual pressure time history (the response 
spectrum in red in Figure B-6) shows similar behaviour, deviating by only a 
few percent, until the higher frequency components begin to act in a dynamic 
or quasi-static manner. At this point (around the 60Hz SDOF solution 
frequency) the traces deviate markedly and the response to the actual non­
idealised data can be seen to be at least 50% higher, a significant error.
Similar results are observed for all pressure time histories generated by the 
FBTSS JIP.
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SDOF Response Spectrum
Figure B-6 Comparison of response spectra for original pressure time history and 
equivalent idealised triangular profile.
The implication is that the triangular approximation of the pressure time 
history is unsuitable for the approach I have followed since it tends to neglect 
the affect of higher frequencies on the response of the structure.
B . 3 .  S u m m a r y  a n d  C o n c l u s i o n s
In this section, I have provided a detailed description of my methodology in 
calculating the SDOF response for a range of dynamic frequencies. I have 
also provided a set of sample results. I have also discussed in detail how the 
characteristic shape of an SDOF response spectrum is a function of the 
different frequency components that can be found in a pressure time history 
supplying a combination of quasi-static, dynamic and impulsive loadings.
Engineering Doctorate in Environmental Technology.
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I have shown how the methodology I use replicates results for a triangular 
impulse (after Biggs 1964) forming part of the validation of my SDOF 
methodology.
I have also illustrated some of the deficiencies in application of a triangular 
impulse as laid out in the MEGGE protocol. Primarily I have shown that the 
absence of a negative component to the triangular pressure time history and a 
lack of high frequency content can lead to marked incorrect prediction of the 
effective load at higher frequencies.
Engineering Doctorate in Environmental Technology.
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Note: In Matlab syntax comments are prefixed with the percentage character 
Table B-1 Matlab source code for generating response spectrum
function [response_freqs, max_deflection]=SDOF_solver(PT,sample_freq)
% This function solves the SD O F response of a structure undergoing time 
% varying loading.
% This function is supplied with PT, a vector of the pressure history and 
% sample_freq the sampling frequency at which the the pressure history was 
% recorded.
% This function returns two vectors, the response frequencies solved for 
% and the maximum deflection found for each frequency.
% Define Global variables.
global omega 
global Time  
global signal
% define response frequences vector in Hz, but convert to natural circular 
% frequency as this is how the equations are defined after Biggs 
response_freqs_hz=[0.1 2.5 5 7.5 10:10:200 j; 
responseJreqs=1 ./response_freqs_hz; % convert to period' 
response_jreqs=(2*pi)./ response_freqs; %convert to natural circular frequency
% Resample the pressure time history to 6 kHz 
sample_freq_new=6000; % specify new sampling rate
t_old=0:(1/samp!e_freq):(length(PT)-1 )/sampie_freq; % create current time vector 
t_new=0:(1/sample_freq_new):(length(PT)-1 )/sample_freq; % create new time vector
% interpolate pressure time history from old time vector to new time vector 
PT=interp1 (t_old,PT,t_new);
sample_freq=6000;
% loop through response frequencies solving SD O F at each frequency
for n=1 :length(response_freqs)
% Zero pad signal at end to ensure final oscilation is able to reach maximum
Engineering Doctorate in Environmental Technology.
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% deflection before calculations end.
signal=[PT zeros(1 ,round(sample_freq/response_freqs_hz(n)))];
% define Time vector
Time=0:(1/sample_freq):( (length(signal) )-1 )/sample_freq;
% define starting conditions, the structure has not yet been excited
% and so it is at rest, hence:
deflection=0;
velocity=0;
% define interval of integration 
T_start = min(Time);
T_finish = max(Time);
% Set the natural circular frequency w e are currently solving for 
omega = response_freqs(n);
% call one of matlabs ode solvers it will return a time vector and a 
% matrix y that gives deflection velocity and acceleration after 
% solving the SD O F equations as specified in the sub function 
% for the conditions set and pressure time history provided 
[t)y]=ode45('response_2003',[T_startT_finish],[deflection velocity]);
% extract peak deflection and store results in max_deflection 
max_deflection(n)=max(y(:,1));
% plot the deflection trace
figure(1)
plot(t,y(:,1 ));
title([num2str(response_freqs_hz(n))' Hz - Deflection']) 
print([num2str(response_freqsJiz(n)) '_Hz_deflection.jpg'],’-djpeg') 
end
figure(3)
plot(response_freqs_hz, max_deflection) 
print response_spect.jpg -djpeg
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0.1 Hz -  Deflection
Figure B-7 Deflection Trace for SDOF Object with natural Frequency of 0.1 Hz
2.5 Hz -  Deflection
Figure B-8 Deflection Trace for SDOF Object with natural Frequency of 2.5 Hz
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5 Hz -  Deflection
Figure B-9 Deflection Trace for SDOF Object with natural Frequency of 5 Hz
7.5 Hz -  Deflection
Figure B-10 Deflection Trace for SDOF Object with natural Frequency of 7.5 Hz
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10 Hz -  Deflection
Figure B-11 Deflection Trace for SDOF Object with natural Frequency o f 10 Hz
20 Hz -  Deflection
Figure B-12 Deflection Trace for SDOF Object with natural Frequency of 20 Hz
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30 Hz -  Deflection
B-13 Deflection Trace for SDOF Object with natural Frequency of 30 Hz
40 Hz -  Deflection
Figure B-14 Deflection Trace for SDOF Object with natural Frequency of 40 Hz
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60 Hz -  Deflection
B-15 Deflection Trace for SDOF Object with natural Frequency of 60 Hz
70 Hz -  Deflection
Figure B-16 Deflection Trace for SDOF Object with natural Frequency of 70 Hz
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80 Hz -  Deflection
0.4
Time seconds
B-17 Deflection Trace for SDOF Object with natural Frequency of 80 Hz
90 Hz -  Deflection
Figure B-18 Deflection Trace for SDOF Object with natural Frequency of 90 Hz
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100 Hz -  Deflection
1500r-------— —i--------------- 1---------------- 1---------------- 1---------------- 1----------------1---------------- r
1000 -
-1000 1 1 1 * 1 1 1--------------
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Time seconds
Figure B-19 Deflection Trace for SDOF Object with natural Frequency of 100 Hz
110 Hz -  Deflection
Figure B-20 Deflection Trace for SDOF Object with natural Frequency of 110 Hz
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B-21 Deflection Trace for SDOF Object with natural Frequency of 120 Hz
130 Hz -  Deflection
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Figure B-22 Deflection Trace for SDOF Object with natural Frequency of 130 Hz
120 Hz -  Deflection
T-------------- 1--------------1-------------- 1--------------T
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140 Hz -  Deflection
Figure B-23 Deflection Trace for SDOF Object with natural Frequency of 140 Hz
150 Hz -  Deflection
Figure B-24 Deflection Trace for SDOF Object with natural Frequency of 150 Hz
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160 Hz -  Deflection
Figure B-25 Deflection Trace for SDOF Object with natural Frequency of 160 Hz
170 Hz -  Deflection
Figure B-26 Deflection Trace for SDOF Object with natural Frequency of 170 Hz
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180 Hz -  Deflection
1500
0.3 0.4 0.5
Time seconds
Figure B-27 Deflection Trace for SDOF Object with natural Frequency of 180 Hz
190 Hz -  Deflection
Figure B-28 Deflection Trace for SDOF Object with natural Frequency of 190 Hz
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1500
1000
500
200 Hz -  Deflection
-500
-1000 -
-1500
0.3 0.4 0.5
Time seconds
Figure B-29 Deflection Trace for SDOF Object with natural Frequency of 200 Hz
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Table B-2 Matlab Function for generation of MEGGE profile.
function syn_pt_2=Gen_M EGGE(data)
% This function produces a simplified pressure profile as per the M EGG E  
% protocol.
% This is based upon:
% 1) applying 1 ms time averaging to the raw data 
% 2) constructing a triangle whose apex lies at the peak value and whose 
% sides pass through the first and last recorded instances of 10% of the 
% peak pressure
Tim e = data(:,1);
Pressure = data(:,2);
% step one time average data
% determine sampling frequency of signal 
freq=1/(Tim e(2)-Tim e(1));
% determine how many sample points in 1ms 
interva!=round(freq);
Pressure=ravg(interval,Pressure);
% step two
%a) find max (apex)
[MaxP I] = max(Pressure);
M axT = Time(l);
%b) find start
%get times when p >= 0.1*Pm ax  
l = 0.1*M axP <= Pressure;
I = Time(l);
% find first 0.1 *PM ax  
StartT = min(l);
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% find start time from time of first 0.1*Pm ax and T  max 
StartT = M axT - ((MaxT-StartT)/0.9);
%c) find end
% find last 0.1*PM ax  
EndT = max(l);
% find End time from time of last 0.1*Pm ax and T  max 
EndT = M axT - ((MaxT-EndT)/0.9);
% generate short triangle Pt 
% time
syn pt(1 ,:)=[0 StartT MaxT EndT max(Time)];
% pressure
syn_pt(2,:)=[0 0 MaxP 0 0];
% interpolate synthetic pressure time history onto original Tim e vector 
% linear interpolation is used
syn_pt_2 = INTERP1(syn_pt(1,:),syn_pt(2l:),Time/linear');
%plot results
plot(data(:,1),data(:,2)l,g,)Tim e,Pressure>,b\Time,syn_pt_2,'r')
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A p p e n d i x  C .  F B T S S  D e t a i l s
In May 1990, a Joint Industry Project (JIP), the Blast and Fire Engineering 
Project for Topside Structures (FBTSS), was initiated. Phase 1 of this study 
into the hazards facing offshore operators was completed by 1992. Whist 
interim guidelines for the design of topside structures against loading from 
fires and explosions were established, major uncertainties in this design 
process were identified. Quantitative analysis of explosion loading and fire 
loading as well as a study of active systems for fire and explosion mitigation 
formed the basis of the proposal for Phase 2.
C A . P h a s e  2
A common shortcoming of the main study areas was identified; lack of 
experimental data at realistic scales and in geometries representative of 
offshore configurations. Phase 2 of the project, for the first time, was to 
include the study of explosions in a test rig, representing an offshore process 
module at a realistic scale. This project was sponsored by BG, BP, Elf 
Enterprise Caledonia, Enterprise Oil, the Health & Safety Executive (HSE), 
Mobil North Sea, Norsk Hydro, Saga Petroleum, Shell UK, Statoil and Texaco 
Britain.
C .1 .1 .  P h a s e  2  O b j e c t i v e s
There were four primary objectives of Phase 2.
1) To quantify experimentally and in realistic configurations:
(a) the magnitude and characteristics of offshore hydrocarbon
explosions
(b) the magnitude and characteristics of offshore hydrocarbon
jet and pool fires
(c) the effect of active mitigation systems on both explosions
and fire.
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2) To generate experimental data that can be used in the evaluation and 
development of techniques for the prediction of fire and explosion 
characteristics and loadings.
3) To assess the capability and accuracy of available techniques to 
predict fire and explosion characteristics and loadings.
4) To provide the basis for design guidance on the characterisation of 
explosion and fire loads and their mitigations by active systems.
C . 1 . 2 .  D e s c r i p t i o n  o f  T e s t  P r o g r a m m e
The explosion test programme consisted of 27 explosion tests performed in a 
specially constructed test rig. A summery of explosion tests is shown in Table 
C-1. More information on individual tests can be found in the JIP FBTSS 
Phase 2 final report.
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Table C-1 Summary of Phase 2 Explosion Tests
Test
Number
Rig Size 
(m3)
Boundary
Geometry
Equipment
Density
Ignition
Position
Water
Deluge
System
1 1638.4 A Low Central None
2 1638.4 A Low End None
3 1638.4 A Low Central None
4 1638.4 A Low End None
5 1638.4 A Low End None
6 1638.4 A Low End None
7 1638.4 A High End None
8 1638.4 A High End Large Droplet
9 1638.4 A High End MV57
10 1638.4 A High Central Large Droplet
11 1638.4 A High Central MV57
12 1638.4 A High Central None
13 1638.4 E High Central None
14 1638.4 E High End None
15 1638.4 A High Central None
16 1638.4 A High Central None
17 1638.4 F High Central None
18 1638.4 F High End None
19 1638.4 G High Central MV57
20 1638.4 G High End MV57
21 1638.4 G High Central None
22 1638.4 G High End None
23 1638.4 E High Central None
24 2688 D1 High 12.76, 4.0, 4.23 None
25 2688 D2 High 14.0, 9.0, 0.13 None
26 2688 C2 High 14.0, 8.0, 4.23 None
27 2688 C2 High 11.5, 10.0, 4.23 None
NB: The boundary confinement conditions are shown in Figure C-1
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C . 1 . 3 .  E x p e r i m e n t a l  A r r a n g e m e n t
The Phase 2 explosion tests were conducted in a test rig, representing a full 
scale offshore module, specially constructed for the experiment. The rig was 
filled with a gas/air mixture that was ignited. Various confinement and 
congestion configurations were considered and effect of water deluge on 
explosion mitigation studied.
C . 1 . 3 . 1 .  E x p l o s i o n  T e s t  R ig
The explosion test rig was designed to withstand high explosion 
overpressures and be adaptable to different boundary confinement 
configurations. The maximum dimensions of the rig were 28m x 12m x 8m. 
The boundary confinement was provided by 4m2 blast wall panels, bolted to 
the outside of the test rig. A steel support frame covered with serrated open 
bar grating was located at mid-height throughout the rig and was designed to 
be similar to those found in typical offshore modules. The test rig was fixed 
into deep concrete foundations to ensure against potentially large lifting and 
overturning forces generated by an explosion.
C . 1 . 3 . 2 .  C o n f i n e m e n t  a n d  C o n g e s t i o n  C o n f i g u r a t i o n s
Seven different boundary confinement configurations were used (Figure C-1) 
and three levels of congestion. The three levels of congestion were low and 
high equipment densities in the 25.6m x 8m x 8m geometry and high 
equipment density in the 28m x 12m x 8m geometry. These are shown in 
Figure C-2 through Figure C-4. Table C-2 shows the volume blockages and 
mean equipment diameters for the equipment densities used in the 
experiments.
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Figure C-1 Boundary Confinement Configurations 
NB: Roof and floor are omitted for clarity.
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Figure C-2 Database plot showing low equipment density in 25.6m x 8m x 8m test rig 
NB: Walls and roof have not been shown for clarity.
Figure C-3 Database plot showing high equipment density in 25.6m x 8m x 8m test rig 
NB: Walls and roof have not been shown for clarity.
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Figure C-4 Database Plot showing high equipment density in 28m x 12m x 8m test rig 
NB: Walls and roof have not been shown for clarity.
Table C-2 Characterisation of Equipment Densities
Equipment Test Volume Mean Equipment
Density Number Blockage (%) Diameter (m)
Low 1-6 7.28 0.244
7-23 9.58 0.141
High 24 8.62 0.138
25-27 8.48 0.139
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C . 1 .3 . 3 .  W a t e r  D e l u g e  S y s t e m
In order to assess the effectiveness of water deluge on explosion mitigation, a 
water deluge system was installed throughout the test rig.
Deluge Nozzles
The deluge system was designed to provide an even distribution of water 
spray nozzles over the area of the rig at roof level. Nozzles were also installed 
under the two rooms at the lower deck level. Two nozzle types were used 
during the water deluge experiments; Wormald MV57/140 and Large droplet 
Nozzles (LDN) developed by BG p.I.c.
The MV57 nozzles were placed 2.7m apart. With this spacing, the spray 
envelopes of adjacent nozzles overlapped, avoiding the possibility of any area 
of the rig not being deluged. In total 27 MV57 nozzles were used. Several 
assumptions were required when deciding the arrangement of the LDN. 
These dictated a higher water flow rate per square metre when the LDN were 
used compared to that used for the MV57 nozzles. In total 65 LDN were used.
C . 1 . 4 .  T e s t  P r o c e d u r e
A defined test procedure was followed and test rig control systems were 
installed and their operation checked. A designated zone of the test site was 
then cleared of all personnel prior to commencing the test.
C . 1 . 4 . 1 .  C u t t i n g  t h e  P o l y e t h y l e n e  S h e e t
In some experiments the polyethylene sheet was cut just prior to ignition, 
using specially made low energy explosive cord. The cord cut the sheet 
without igniting the flammable gas/air mixture with the test rig. Cutting the 
polyethylene sheet ensured that the presence of it had no impact on the 
explosion tests.
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C . 1 .4 . 2 .  G a s  C o m p o s i t i o n
Natural gas was used in all experiments. It was injected into the test rig close 
to the floor centrally through the south wall. The filling/mixing system used 
allowed a homogenous mixture to develop within the test rig. During the filling 
process, the natural gas concentration was monitored at eight different points. 
The main natural gas supply shut-off valve was opened/closed as necessary 
to achieve the desired concentration throughout the test rig.
C . 1 .4 . 3 .  Ig n i t i o n  L o c a t i o n
The tests were ignited by a single low energy spark, generated by the 
discharge of a 68pF capacitor, charged to 160 volts d.e., through the primary 
windings of a high tension coil. The spark gap was in circuit with the 
secondary windings of the coil. Sixteen experiments were carried out to 
investigate the effect of ignition position. These were all in the smaller test rig 
configuration and were located either centrally or in an end position. Table 
C-3 shows the ignition positions.
Table C-3 Ignition Position
Ignition X Co-ord Y Co-ord Z Co-ord
Position (m) (m) (m)
11 (End) 0.52 4.29 4.26
12 (Central) 12.76 4.00 4.23
C . 1 .4 . 4 .  A c t i v a t i o n  o f  W a t e r  D e l u g e
The deluge system was installed after Test 6 and before any of the high 
equipment density experiments. The deluge system was activated 
approximately two minutes before ignition of the natural gas/air mixture.
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C .1  . S . l n s t r u m e n t a t i o n
The main instrumentation used in the test programme was as follows:
■ Pressure transducers to measure overpressures inside test rig (up to 
39 locations)
■ Flame detection instruments (flame ionisation probes), at up to 90 
locations within test rig
■ Load cells to measure net reaction load on two vessels (horizontal and 
vertical cylinders) within test rig
■ High speed cine cameras (up to 5) and video cameras (up to 6), 
providing internal and external views
■ Pressure transducers, deployed on radial lines from the test rig, to 
measure overpressures outside test rig (up to 11 locations)
■ Meteorological instruments to monitor prevailing atmospheric 
conditions
Details of the instrumentation deployed in each explosion test can be found in 
FBTSS JIP Phase 2 Final Summary Report (1998).
C . 1 . 6 .  M o d e l  E v a l u a t i o n  E x e r c i s e
A structural response model evaluation exercise, funded by the HSE, was 
conducted using the results of Test 23. Results of this work were published by 
the HSE.
C . 1 . 7 .  P h a s e  2  R e p o r t
Experimental data is reported in Johnson (1995a through 19951), Johnson 
(1996a though 19961) and Johnson (1997a, 1997b, 1997c). Summaries of the 
tests are provided in SCI (1998) A model evaluation exercise, conducted 
using the test data, is also reported by SCI (1997).
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C . 2 .  P h a s e  3
Phase 2 of the project was completed in 1997. Results showed that high 
overpressures couid be generated for certain configurations and that water 
deluge activated prior to ignition could significantly reduce these 
overpressures. This motivated the HSE to obtain further data which explored 
the mechanisms that led to high overpressures and ways of mitigating them, 
e.g. by reducing perimeter wall confinement and use of water deluge.
The HSE funded project, known as Phase 3a, commenced in May 1997 and 
comprised of 45 experiments. In each experiment, the test rig was filled with a 
gas/air mixture and ignited by a single spark at a specified location.
C . 2 . 1 .  D e s c r i p t i o n  o f  T e s t  P r o g r a m m e
There were essentially three series of experiments carried out between May 
1997 and March 1998.
The first series of experiments (comprised of seven tests) looked at 
confinement only at floor and roof. This series included ‘dry’ tests and those 
with full area water deluge.
The second series of experiments (comprised of eight tests) was concerned 
with confinement along one wall as well as floor and roof. Both ‘dry’ tests and 
those with water deluge were included, but this time both full area deluge and 
deluge curtains were explored.
The remaining thirty experiments were conducted with no wall confinement 
and with part roof. Various deluge systems including full area deluge, deluge 
curtains and vessel specific deluge were explored. Different levels of 
congestion were also examined. The equipment inside the module was 
modified to include greater equipment density and scaffolding. This final 
series of tests incorporated a study of the repeatability of the results.
A summary of the explosion tests is shown in Table C-4._________________
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Table C-4 Summary of Phase 3 Explosion Tests
Number
Equipment Confinement Ignition W ater W ater Deluge
W ater
Coverage01
(L/min/m2)
Layout Configuration Position Deluge Nozzle
01 C1 11 None - -
01 C1 12 None - -
01 C1 14 None -
01 C1 13 None - -
01 C1 12
W1 
Full area
GF Sprinkler 16.2
01 C1 13
W1 
Full area
GF Sprinkler 16.2
0 1
C1 12
W1 
Full area
GF Sprinkler 21.4
01 C2 12 None - -
01 C2 14 None - -
01 C2 12
W1 
Full area
GF Sprinkler 16.5
01 C2 12
W1 
Full area
GF Sprinkler 21.0
01 C2 12
\
W 1, 2 
Curtains
MV57 13.4
01 C2 12
W1 
Full area
GF Sprinkler 13.7
01 C2 12
W 1, 2 
Curtains
Fan 12.6
01 C2 13
W 1, 3 
Curtains
Fan 12.8
01 C3 12 None -
01 C3 14 None - -
01 C3 |*(2F None - -
01 C3 13 None - -
01 C3 12
W1 
Full area
GF Sprinkler 13.2
01 C3 13
W1 
Full area
GF Sprinkler 13.6
C3 13 None
. . . . . .
_
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Test Equipment Confinement Ignition W ater W ater Deluge
W ater
Coverage'1) 
(L/min/m2)
Number Layout Configuration Position Deluge Nozzle
23 01 C3 13
W 1, 2 
Curtains
Fan 13.5
24 0 2 C3 12 None - -
25 0 2 C3 12 None - -
26 0 2 C3 12 None - -
27 0 2 C3 12
W 2
Perimeter(3)
Open Pendant 22.7
28 0 2 C3 12
W 2
Vessel Specific
MV21 3.2
29 0 2 C3 12 None - -
30 0 2 C3 12
W 2 Full area & 
Vessel Specific
Open Pendant 
& MV21
37.9
31 0 2 C3 13
W 2 Full area & 
Vessel Specific
Open Pendant 
& MV21
37.3
32 0 2 C3 12 None - -
33 0 2 C3 13
W 2 Full area & 
Vessel Specific
Open Pendant 
& MV21
37.8
34 0 2 C3 13
W 2
Vessel Specific
MV21 .3 .2
35 0 3 C3 12
W 2 Full area & 
Vessel Specific
Open Pendant 
& MV21
39.4
36 0 3 C3 13
W 2 Full area & 
Vessel Specific
Open Pendant 
& MV21
43.7
37 0 3 C3 12 None - -
38 0 4 C3 12 None - -
39 0 5 C3 13 None - -
40 0 5 C3 13 None - -
41 0 5 C3 13 None - -
42 0 5 C3 13 None - -
43 0 5 C3 13 None - -
44 0 5 ....C3.... 13 None - -
45(4) 0 5 C3 12
W 3 Full area & 
Vessel Specific
Open Pendant 
& MV21
37.7
(1) The water coverage per unit floor area of the rig
(2) Ignition caused by detonating cord at approx position, I*, X:27.5, Y:6.0, Z:8.0
(3) Perimeter deluge utilises the nozzles with 2m of the edge of the test rig
(4) Tests involve propane/air mixture
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C . 2 . 2 .  E x p e r i m e n t a l  A r r a n g e m e n t
The experimental facility used to conduct the explosion tests was a test rig, 
representing a full scale offshore module, constructed in 1994 for the FBTSS 
Phase 2 JIP. The rig was filled with a gas/air mixture and ignited. To enable a 
study of the effect of water deluge systems on explosion overpressures, a 
deluge system was installed. During all experiments, instrumentation was 
deployed inside and outside the test rig to monitor the explosion. In particular, 
explosion overpressures and flame arrival times were measured. The test rig 
and associated equipment was operated remotely from a control cabin, where 
data from all instrumentation was logged.
C . 2 . 2 . 1 . E x p l o s i o n  T e s t  R ig
The explosion test rig was as described in section C. 1.3.1. Figure C-5 shows 
a general view of the layout.
Figure C-5 General View of Test Rig
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C . 2 . 2 . 2 .  C o n g e s t i o n  a n d  C o n f i n e m e n t  C o n f i g u r a t i o n s
Three wall confinement configurations were used in these experiments:
C1: No walls with roof present
C2: South wall of test rig and roof present
C3: No walls and one third roof removed (the seven 4m x 4m panels
along the east-west centreline of roof removed)
The wall confinement configurations are detailed in Table C-5 and shown in 
Figure C-6 through Figure C-1.
Table C-5 Details of Test Rig Geometry
Confinement
Rig Face * Confinement
Configuration
North Open
East Open
Cl South Open
West Open
Roof Confined
North Open
East Open
C2 South Confined
West Open
Roof Confined
North Open
East Open
C3 South Open
West Open
Roof 1/3 Open
* See Figure C-6 to Figure C-8
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Nb. The floor was 
also confined in all tests
N
Dotted area indicates 
panel
8m
high
12m  w id e  (0 ,0 ,0 )
Figure C-6 Test Rig Configuration - Wall Confinement C1
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Nb. The floor w as N
also confined in all tests
| j Dotted area indicates  
panel
)
)
8m
high
Figure C-7 Test Rig Configuration -  Wall Confinement C2
12m w ide (0,0,0)
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Nb. The floor was ^
also confined in all tests
Dotted area indicates 
panel
4m square 
panel sections
12m wide
Figure C-8 Test Rig C onfiguration -  W all C onfinem ent C3
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Congestion was defined by five different equipment layouts. These are 
described below, however an electronic database is available for each 
experimental configuration, giving full details of the test rig including size and 
location of ail items of equipment.
Table C-6 gives the voiume blockages and mean equipment diameters for the 
equipment densities used in these experiments.
All experiments had a variety of items of equipment such as major vessels, 
smaller vessels, piperacks and cables trays. Table C-4 indicates which tests 
were performed with each equipment layout.
Equipment layout 02 had some of the items from 01 rotated through 90°, 
some small vessels added in areas of iow equipment density, extra piperacks 
installed and some small bore pipework added
Using equipment arrangement 02, scaffolding was added to the test rig to 
form equipment layout 03. The scaffolding was added in a similar way to 
which it would be added to an offshore module; seven scaffolding towers 
inside the test rig and a scaffolding tower external to the test rig along the 
length of the north face, up to the full height of the rig. The co-ordinates of the 
scaffolding platform can be seen in Table C-7. Equipment layout 04 was 
based on equipment layout 03 with the external scaffolding tower removed.
Equipment layout 05 was based on equipment layout 02 with two large skids 
on ground level, comprising a large vessel and associated pipework, and a 
small vessel at mezzanine deck level at the east end on the test rig removed.
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Table C-6 C haracterisation o f E quipm ent D ensities
Equipment Layout
Maximum Diameter 
Included (m)
Volume Blockage
(%)
Mean Equipment 
Diameter (m)
All 8.46 0.134
01
0.5 3.16 0.111
All 9.62 0.131
02
0.5 3.40 0.106
All 9.67 0.127
03
0.5 3.46 0.103
All 9.67 0.127
04*
0.5 3.46 0.103
All 8.27 0.127
05
0.5 3.31 0.116
* Scaffolding outside test rig not included in calculations
Table C-7 Location o f Scaffo ld ing
Scaffold
Tower
X Co-ords 
(m)
Y Co-ords 
(m)
Z Co-ord
(m)
X1 X2 Y1 Y2 Z
1 5.55 6.65 4.20 5.70 2.00
2 13.00 14.70 0.30 3.00 0.95
3 23.90 27.80 10.25 11.50 1.20
4 1.15 3.20 4.40 5.60 5.72
5 14.30 18.20 5.50 6.90 5.70
6 18.85 20.00 0.55 3.40 5.90
7 25.40 26.50 3.20 9.35 5.95
8 0.30 27.80 12.76 14.06 2.00
8 0.30 27.80 12.76 14.06 4.00
8 0.30 27.80 12.76 14.06 6.00
8 0.30 27.80 12.76 14.06 8.00
X1, X2 and Y1, Y2 indicate extent of scaffold towers in these directions 
Z values for scaffold tower 8 indicate plank deck levels
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C . 2 . 2 . 3 .  W a t e r  D e l u g e  S y s t e m
In order to assess the effectiveness of water deluge in mitigating explosion 
overpressures, a water deluge system was installed throughout the test rig. 
Three system configurations were used, W1, W2 and W3. W1 was used for 
equipment layout 01. System configuration W2 was used for equipment 
layouts 02 & 03. Water deluge was not used for equipment layout 04. When 
equipment layout 05 was used, the deluge system was again slightly modified 
to W3. This is outlined in Table C-4.
The deluge systems (W1, W2 and W3) could be used to provide the following 
water deluge configurations:
* full area deluge to the test rig
■ two or three water curtains across the width (fixed x coordinate) of the 
test rig
■ perimeter deluge oniy
■ vessel specific deluge (W2 only) or
■ full area and equipment specific deluge (W2 only)
The water deluge system was activated approximately two minutes before 
ignition of the gas/air mixture in tests where it was used.
Deluge Nozzles 
W1
The layout for the full area deluge system W1 was based on a nominal 2.7m 
separation distance between adjacent nozzles with extra nozzles positioned 
to reduce the number of ‘dry spots’ in the test rig.
For tests using full area deluge, 92 Wormald GF sprinkler nozzles were used; 
75 on mezzanine deck, 17 on cellar deck. Different water coverage rates, 
from 13.2L/min/m2 to 21.4L/min/m2, were also studied.
For tests using water curtains, either two (x=7m and x=21m) or three (x=7m, 
x=14m and x=21m) water curtains were used across the width of the test rig.
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The number of nozzles in each curtain is given in Table C-8. The nozzles 
used were either Wormald MV57 or F3 fan nozzles.
W 2
The full area deluge of system W2 was provided through open pendant spray 
nozzles; 84on the mezzanine deck and 55 on the cellar deck.
The vessel specific deluge was provided by MV21 medium velocity nozzles, 
located around each of the two large cylindrical vessels on each deck; 10 on 
the mezzanine deck and 6 on the cellar deck.
All full area deluge tests also used vessel specific deluge. Total coverage 
rates were between 37.8L/min/m2 and 43.7L/min/m2. Some tests used vessel 
specific deluge only. The coverage rate was 3.2L/min/m2 (based on floor area 
of test rig).
One test was conducted with perimeter deluge, where only the area deluge 
nozzles within 2m of the side of the test rig were used and no vessel specific 
deluge. Deluge was provided through open pendant spray nozzles; 44 on the 
mezzanine deck and 27 on the cellar deck. Water coverage rate was 
22.7L/min/m2.
W 3
Deluge system W3 included full area deluge as described for W2 and vessel 
specific deluge on the two large cylindrical vessels on the mezzanine deck 
provided by 10 MV21 medium velocity nozzles. One test was conducted with 
the deluge system with a water coverage rate of 37.7L/min/m2.
Table C-8 Location and N um ber o f Nozzles in W ater Curtains
Location of Water Curtain X=7m X=14m X=21 m
Number of Nozzles in Cellar Deck 3 3 3
Number of Nozzles in Mezzanine Deck 8 8 7
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C . 2 . 3 .  T e s t  P r o c e d u r e
A defined test procedure was followed and various control systems installed. 
These are described below.
C . 2 . 3 . 1 .  C u t t i n g  t h e  P o l y e t h y l e n e  S h e e t
The polyethylene sheet was in place to contain the gas/air mixture within the 
test rig. Cutting the sheet was intended to minimise its effect on the explosion 
experiments. This was done just prior to ignition, using a specially made low 
energy explosive cord, attached across the centre of each 4m x 4m bay.
C . 2 . 3 . 2 .  G a s  C o m p o s i t i o n  a n d  F i l l i n g  S y s t e m
Some tests were performed using natural gas while others used propane. The 
gas was injected into the test rig close to the floor centrally through the south 
wall. The filling system used was of a recirculating type, allowing a 
homogenous gas/air mixture to be developed within the test rig. The gas 
concentration was monitored at eight points within the rig and when the 
desired concentration was achieved, the gas/air inlet/outlet valves were 
closed.
C . 2 . 3 . 3 .  A c t i v a t i o n  o f  W a t e r  D e l u g e
When required, the water deluge system was activated after the required 
gas/air concentration within the test rig had been achieved. A water pump 
throttle allowed the water pressure to be adjusted and flowrate was measured 
by a water meter. The required flowrate was usually achieved within one 
minute of activation of the water deluge system.
C . 2 . 3 . 4 .  Ig n i t i o n  L o c a t i o n
The tests were ignited by a single low energy spark, generated by the 
discharge of a 68jnF capacitor, charged to 160 volts d.e., through the primary 
windings of a high tension coii. The spark gap was in circuit with the 
secondary windings of the coil. Four ignition positions were used:
11: in centre of rig at low level
12: in centre of rig at mezzanine deck level
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13: at west end of rig 2.0m above ground
14: at north face of rig, approximately one third the way up the rig from 
west end at low level 
The coordinates are given in Table C-9.
Table C-9 Ignition Positions
Ignition
Position
X Co-ord 
(m)
Y Co-ord 
(m)
Z Co-ord 
(m)
11 13.5 5.0 0.4
12 13.5 5.0 4.3
13 0.4 6.0 2.0
14 9.0 11.6 0.4
C . 2 . 4 .  I n s t r u m e n t a t i o n
The instrumentation used in the test programme consisted of:
■ Pressure transducers to measure overpressures inside test rig, at up to 
39 locations
■ Flame detection instruments (flame ionisation probes) to measure 
flame arrival times, at up to 90 locations within test rig
■ Linear displacement transducers to measure wall panel displacement, 
at three locations, during some of the experiments
■ Pressure transducers, deployed on radial lines from test rig, to 
measure overpressures outside test rig, at up to 13 locations
■ Strain gauges (6) to measure effect of explosion on strengthening 
braces during some tests
■ Video cameras (7) to provide visual records
■ Meteorological instruments to monitor prevailing atmospheric 
conditions
Details of the instrumentation used, their locations, the measurements made 
and calibration procedures can be found in the HSE FBTSS Phase 3 report 
(1998).
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C . 2 . 5 .  P h a s e  3  R e p o r t
Experimental data is reported in HSE (1997a through 1997w and 1998a 
through 1998v. A summary of the tests is provided by HSE (1999b). An 
assessment of the repeatability of the tests is also reported by HSE (1999c)
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