Abstract-We propose a method to estimate the essential matrix using two affine correspondences for a pair of calibrated perspective cameras. Two novel, linear constraints are derived between the essential matrix and a local affine transformation. The proposed method is also applicable to the over-determined case. We extend the normalization technique of Hartley to local affinities and show how the intrinsic camera matrices modify them. Even though perspective cameras are assumed, the constraints can straightforwardly be generalized to arbitrary camera models since they describe the relationship between local affinities and epipolar lines (or curves). Benefiting from the low number of exploited points, it can be used in robust estimators, e.g. RANSAC, as an engine, thus leading to significantly less iterations than the traditional point-based methods. The algorithm is validated both on synthetic and publicly available data sets and compared with the state-of-the-art. Its applicability is demonstrated on two-view multi-motion fitting, i.e., finding multiple fundamental matrices simultaneously, and outlier rejection.
However, exploiting the intrinsic camera parameters (focal length, principal point, etc.), the estimation can be done using six [3] [4] [5] [6] or five correspondences [7] [8] [9] [10] .
In this paper, we assume intrinsic parameters and two affine correspondences to be known between a pair of images to recover the essential matrix. An affine correspondence consists of a point pair and the related local affine transformation mapping the infinitesimally close vicinity of the point in the first image to that of in the second one. Nowadays, several approaches are available for the estimation of local affine transformations. Beside the well-known affinecovariant feature detectors [11] such as MSER, HessianAffine, Harris-Affine, there are some modern ones based on view-synthesizing, e.g. ASIFT [12] , ASURF or MODS [13] . They obtain accurate local affinities and many correspondences by transforming the original image with an affine transformation to create a synthetic view. Then a feature detector is applied to the warped images. The final local affinity related to a point pair is estimated as the combination of the transformation regarding to the current synthetic view and the affine transformation which the applied detector obtains.
Using local affinities for fundamental matrix estimation is not a new idea. Perd'och et al. [14] and Chum et al. [15] proposed methods using two and three affine correspondences, respectively. Even so, they provide only approximations -the error is not zero even for noise-free input -since they generate point correspondences exploiting local affine transformations and apply the six [3] and eight-point algorithms [2] , respectively. Nevertheless, local affinities cannot generate point correspondences since they are defined as the partial derivative, w.r.t. the image directions, of the related homography. Thereby, they are valid only infinitesimally close to the observed point [16] . Bentolila and Francos [17] showed that two affine transformations yields three conic constraints on fundamental matrix estimation and three affine correspondences are enough. Recently, an approach is proposed by Raposo and Barreto [18] which is slightly similar to the base algorithm proposed in this paper. Providing a derivation on the basis of homographies and applying the solver of the five-point algorithm [8] , they estimate the epipolar geometry using two affine correspondences. Unlike them, we show that this relationship can be formalized directly, considering the way how a local affinity affects the epipolar lines. Through the proposed formulation, it can straightforwardly be seen that the relationship holds for arbitrary central camera models. Also, the solver we propose leads to results superior to [18] as it is demonstrated in Sec. IV.
The contributions of this paper are as follows: (i) Two linear constraints are derived from a local affine transformation showing its direct relationship to the epipolar geometrythe way how it affects the epipolar lines. Not approaching the problem as a derivation of homographies (as [18] does), the constraints can easily be generalized to arbitrary camera model, e.g. omni-directional ones. (ii) The proposed constraints make the estimation possible using two affine correspondences. The method is generalized to solve the overdetermined case as well and provides only one globally optimal essential matrix. It is demonstrated both on synthesized and real world test that the algorithm is superior to the stateof-the-art in term of the accuracy of the estimated camera motion. (iii) It is shown how the multiplication of the point locations by the camera matrices modifies the local affinities, thus making the method applicable to image pairs captured by different camera set ups. The normalization technique of Hartley [19] is extended to affine transformations to achieve numerically stable estimates in the over-determined case.
II. PRELIMINARIES AND NOTATION 2D point correspondences are represented by their homogeneous form as p = u v 1 T (1st image) and p = u v 1 T (2nd image). The related local affine transformation A is written as its linear part (left 2 × 2 submatrix) since the translation is determined by the point locations:
An affine correspondence (AC) consists of a point pair and the related local affinity.
Vector v [i:k] is the vector consisting of the elements of vector v from i th to kth (i < k). Formula |v| is considered as the L 2 norm of v.
The i th element of the essential and fundamental matrices (E and F) in row-major order is denoted as e i and f i , respectively (i ∈ [1, 9] ). In contrast to the rest of the paper, in the appendix, the elements of F are indexed as
The relationship of essential and fundamental matrices is written as F = K −T EK −1 , where K and K are the intrinsic parameters of the two cameras. Fundamental matrix F ensures the epipolar constraint as p T Fp = p T K −T EK −1 p = 0. In the rest of the paper, we assume that points p and p have been premultiplied by K and K . This assumption simplifies the epipolar constraint to
where q and q are the points multiplied by K and K . Two additional constraints can be considered on the essential matrix E. The first one is called trace constraint [2] , it is as follows:
This matrix equation yields nine polynomial equations for the elements of E. The second restriction ensures that the determinant of the essential matrix must be zero:
These two properties will help us to recover the essential and fundamental matrices exploiting two affine correspondences.
III. TWO-POINT ALGORITHM
First, the linear relationship of the essential matrix and an affine transformation is described in this section. Then we exploit it to estimate the essential matrix from two affine correspondences.
A. Relationship of Essential Matrix and Local Affinities
The aim of this section is to show the direct relationship of the essential matrix and a local affinity and to prove that it can be written in linear form. Even though we derive it for E, these formulas hold for F if the point locations have not been (pre)multiplied by the intrinsic matrices. Local affine transformation A is defined as the partial derivative of the projection function [16] . Note that A has to be modified by the intrinsic matrices before the estimation, this will be shown in a latter section.
Suppose that essential matrix E, point pair p, p , and the related affinity A are given. It can be proven straightforwardly that A transforms v to v (see Fig. 1(a) ), where v and v are the directions of the epipolar lines (v, v ∈ R 2 ) in the 1st and 2nd images [17] , respectively. It can be seen that transforming the infinitesimally close vicinity of p to that of p , A has to map the lines going through the points. Therefore, Av v .
Note that this statement holds for arbitrary central camera models, e.g. omni-directional ones, since the line directions are determined by the first-order approximation, i.e. the local affinity, of the projection functions [16] .
As it is well-known from computer graphics [20] , formula Av v can be reformulated as follows:
where n and n are the normals of the epipolar lines (n, n ∈ R 2 , n⊥v, n ⊥v ). Scalar β denotes the scale between the transformed and the original vectors if |n| = 1 and |n | = 1. These normals are calculated as the first two coordinates of epipolar lines
Since the common scale regarding to normals n = l [1:2] = a b T and n = l [1:2] = a b T is originated from the essential matrix, Eq. 5 is modified as follows:
Detailed proof can be seen in the Appendix. Formulas 6 and 7 yield two equations which are linear in the parameters of the essential matrix as follows: where a i is the i th element of A in row-major order (i ∈ [1, 4] ), as it is defined in Eq. 1. Points (u, v) and (u , v ) are the points in the images, and e j ( j ∈ [1, 9] ) is the j th element of the essential matrix To summarize this section, the linear part of a local affine transformation gives two equations, represented by linear formulas, for essential matrix estimation. A point correspondence yields a third one through the epipolar constraint. Therefore an affine correspondence leads to three constraints. As the essential matrix has five Degrees-of-Freedom (DoF), two affine correspondences are enough for estimating E, moreover, the estimation is overdetermined.
Remark that the proposed formulas [18, eq. (22)] are exactly the same. The solution in [18] however is found intuitively after algebraic manipulations with no geometric interpretation provided. In contrast, we proved here that these formulas describe the way how a local affinity transforms the normal of the epipolar lines between the images.
B. The Proposed Solver
In this section, the proposed 2-point algorithm based on the introduced constraints is discussed. Suppose that two point pairs (p 1 , p 1 ) and (p 2 , p 2 ) and the related affinities A 1 and A 2 are given. Fig. 2 shows how A 1 and A 2 transform the infinitesimally close vicinities of the points from the first to the second images.
For the i th (i ∈ {1, 2}) correspondence, the combination of formulas Eqs. 8, 9, and Eq. 2 can be written as C i x = 0, where x = e 1 e 2 e 3 e 4 e 5 e 6 e 7 e 8 e 9
T is the vector of the unknown elements of the essential matrix. Matrix C i is the coefficient matrix consisting of three rows, where the first two are the coefficients of Eqs. 8, 9. The third one contains the coefficients related to the well-known formula p T Ep = 0. Note that the algorithm can straightforwardly be extended to n > 2 points by concatenating their C i matrices. If at least three correspondences are given, the solution vector x is obtained as the eigenvector related to the smallest eigenvalue of matrix C T C, where matrix C is the concatenated coefficient matrix and of size 3n × 9. Considering the two point case, C is of size 6 × 9 as
T . Its null space is 3-dimensional, therefore, the solution of the system is given by the linear combination of the three corresponding singular vectors of C as
where d, e, and f are the singular vectors. Parameters α, β, and γ are unknown non-zero scalar values. These scalars are defined up to a common scale, therefore, one of them can be chosen to an arbitrary value. In the proposed algorithm, γ = 1. By substituting this formula to the trace (Eq. 3) and determinant (Eq. 4) constraints ten polynomial equations are given. They can be formed as Qy = b, where Q and b are the coefficient matrix and the inhomogeneous part (coefficients of monomial 1), respectively. Vector y = α 3 β 3 α 2 β αβ 2 α 2 β 2 αβ α β consists of the monomials of the system. Q is of size 10 × 9, therefore, the system is solvable and overdetermined since ten equations are given for nine unknowns. Its optimal solution in least squares sense is given by y = Q † b, where matrix Q † is the Moore-Penrose pseudo-inverse of matrix Q.
The elements of the solution vector y are dependent. Thus α and β can be obtained in multiple ways, e.g. as α 1 = y 8 ,
To choose the best candidates, we paired every possible α and β, thus obtaining nine solutions, and selected the one minimizing Eq. 3, i.e. the trace constraint. The fundamental matrix is finally calculated as
Remark that for applications not requiring real time performance, numerically optimizing α and β to minimize Eq. 3 is a straightforward choice. Nevertheless, to our experiments, the method leads to stable results without additional optimization.
C. Transformation of Local Affinities by the Camera Matrices
The aim of this section is to show how the multiplication of the point coordinates by the intrinsic parameters modifies the corresponding local affinities. Unlike to the rest of the paper, we assume here that points p and p are not multiplied by K −1 and K −1 . The original relationship between the affine parameters comes from Eq. 7 by replacing the normals with F T p and Fp as follows:
whereÂ is of size 3 × 3 as follows:
Let us denote K −1 p and K −1 p with q and q, respectively. After elementary modifications, it can be written as
Therefore, due to the transformation of the intrinsic parameters, the original local affinity A must be modified as
However, matrix A remains the same if K = K and the shear is zero for both cameras. Note that this is a mandatory step if the two images are taken by cameras with different intrinsic parameters.
D. Normalization of Affine Parameters
It is well-known that numerical instability makes the normalization of the input data essential [19] . After normalizing the point coordinates, the measured affine transformation are not valid any more (w.r.t. the normalized coordinates), they have to be normalized as well. Let us denote the normalizing transformations in the two images by T 1 and T 2 which translate the point sets into the origin and their mean distance from that to √ 2. The normalization of the point coordinates (which have been premultiplied by the intrinsic parameters) is trivial as p = T 1 p and p = T 2 p [2] . The normalized essential matrix can be calculated from the original as follows:
1 . After point normalization the relationship of the essential matrix and the affine transformation (Eq. 7) is modified as follows:
whereÂ is the same 3 × 3 matrix as in the previous section. After elementary modifications, it can be written as (1:2) . Thus
2) . The normalized affine transformation A is calculated as (1:2,1:2) . Note that this equation is the same as Eq. 12 and holds for all transformations that can be written by 3 × 3 matrices e.g. the camera intrinsic parameters and the normalizing transformations in the image space.
The affinities used during the estimation are normalized by both the normalizing transformations and the intrinsic parameters. Thus affine transformation A is modified as follows:
Note that the proposed normalization is possible only if more than two correspondences are given. Otherwise, only the normalization by the intrinsic parameters is required.
IV. EXPERIMENTAL RESULTS
The proposed method is validated both on synthesized and real world data in this section. A Matlab implementation is included as Alg. 1. 1
A. Validation on Synthesized Tests
In order to test the proposed method in a fully controlled synthetic environment, two perspective cameras are generated by their projection matrices P and P . Their common intrinsic parameters are focal lengths f x = f y = 600 and principal point p 0 = 300 300 T . For the tests, three types of camera motions are considered: forward, sideways and random motions. The lengths of these motions are 2 and the distances of the plane origins from the camera centers are 10 along axis Z and around 0.1 along axes X and Y . We do not check whether a point is visible on both cameras or not since it does not affect the results of the methods. Having more than one plane is required to get a non-degenerate set up, thus points are sampled on 100 different random planes and projected onto the cameras. Zero-mean Gaussian-noise is added to the point locations. Homography is calculated using the plane parameters [2] . The affine transformation related to each point pair is calculated exploiting the noisy coordinates and the ground truth homography as it is given in [21] : The errors (vertical axes) of the estimated rotations (top row; in radian; Eq. 13) and translations (bottom; in radian; Eq. 14) plotted as the function of the noise σ (horizontal axes; in pixels). Each column represents a camera motion: (a) pure forward, and (b) sideways motion, (c) random motion, and (d) nearly planar scene with cameras having random motion. The errors are the mean of 1000 runs on each noise σ . The reported algorithms: the proposed one applied to a minimal sample (Proposed), the normalized version of the proposed method applied to five correspondences (Normalized Prop.), the technique of Raposo and Barreto [18] , and the 5-point algorithm proposed by Nister [8] . translation and rotation components [2] and compared to the ground truth motion.
The error of an estimated rotation matrix was calculated as follows:
where R gt is the ground truth and R est is the estimated rotation matrices. Function rodrigues converts a rotation matrix to vector r ∈ R 3 where |r| is the angle of rotation around axis r/|r|. Since the length of the translation vector cannot be recovered due to the scale ambiguity of the perspective projection, the error of the translation vector is the angle (in degrees) between the estimated and ground truth vectors. It is as follows:
where t gt and t est are the ground truth and estimated translations, respectively. In Fig. 3 , we compare four methods: the proposed algorithm applied to two correspondences (Proposed), the normalized version of the proposed method applied to five point pairs (Normalized Prop.), the five-point algorithm [8] (Nistér) and the technique proposed in [18] (Raposo et al.) . The top row shows the mean error (vertical axis) of the obtained rotation matrices plotted as the function of the noise σ (horizontal axis). The bottom row reports the quality of the estimated translation vectors. The mean angular error (in radians, vertical axis) w.r.t. the ground truth translation is plotted as the function of the noise σ (horizontal axis).
For the first column of Fig. 3 , forward motion and no rotation is applied to the cameras. It can be seen that the proposed method exploiting two correspondences outperforms both the five-point algorithm and that of Raposo et al.
The translation vector obtained by the normalized algorithm is sensitive to this kind of motion, however, the estimated rotation matrix is the most accurate. The second column reports the error if only sideways motion is considered. In these tests, the proposed method and that of Raposo et al. achieved similar accuracy. The normalized version is superior to all competitor methods in both terms. If random motion is applied (third column), the rotation obtained by the proposed two-point algorithm outperforms both the methods of Nistér and Raposo et al. while achieving similar results to Raposo et al. for the translation vector. The normalized algorithm provided the most accurate results in both aspects. The last column reports the results for nearly planar scenes. Only a small Gaussian-noise with 10 −5 standard deviation is added to the plane tangents having the same base point. It can be seen that the 5-point algorithm leads to the most accurate translation vectors, however, the proposed methods outperform the competitor ones for estimating the camera rotation.
Concluding the synthesized tests, the proposed algorithm (without normalization) outperforms the competitor ones in four out of the eight tests and achieve similar results in the remaining ones. The normalized version applied to five correspondences is superior to all methods in both terms except two test cases.
B. Real World Experiments
To test the proposed solver on real world images, we downloaded the strecha dataset [22] consisting of image sequences of buildings. All images are of size 3072 × 2048. The ground truth projection matrices are provided. The methods were applied to all possible image pairs in each sequence. The Hessian-Affine detector [11] encapsulated into the viewsynthesizer of ASIFT [12] was used to obtain affine covariant correspondences. This combination performed the best in [23] .
For each image pair, a reference point set with ground truth inliers was obtained by calculating the fundamental matrix from the projection matrices [2] . Correspondences were considered as inliers if the symmetric epipolar distance was smaller than 1.0 pixel. All image pairs with less than 50 inliers were discarded. Also, pairs were removed where none of the methods found the ground truth essential matrix. In total, 714 pairs were used in the evaluation. The used errors of the rotations and translations were the same as the ones which were used for the synthesized tests.
As a robust estimator, we chose Graph-Cut RANSAC [24] since it can be considered as state-of-the-art variant of RANSAC, and its implementation is publicly available. 2 The scoring function, i.e. the one determining the quality of a model, was set to the MSAC-like truncated quadratic cost [25] with noise σ set to 0.3 pixels (proposed in [26] ). The point-to-model residual function was the Sampson-distance. To estimate essential matrices from a non-minimal sample, we chose the normalized eight-point algorithm [19] . The minimum iteration number was set to 100. Other parameters were set to the default values of [24] . Note that instead of the eight-point algorithm, the proposed normalized method could also be used. However, to our experiments, the proportion of the outliers in the set of affine transformations is often high. Thus the least-squares fitting can fail. Table I reports the results of GC-RANSAC combined with minimal methods. The competitor ones were the proposed 2-point algorithm, 3-point 3 [17] , 5-point 4 [8] , and the method of Raposo and Barreto [18] techniques. The first two columns show the sequence and the number of image pairs (Pair #). The mean errors of the translation (e t ; in degrees) and rotation (e r ; in degrees) are shown in the first two columns regarding to each minimal method. Even though the differences are fairly small, i.e. under a degree, the proposed solver leads to the most accurate results with four times less iterations than what the five-point algorithm requires. Fig. 4 contains   2 https://github.com/danini/graph-cut-ransac 3 Own implementation is used. 4 Available at http://nghiaho.com/?p=1675 example results of the proposed method with inliers (circles) and outliers (black crosses) drawn.
C. Processing Time
The proposed algorithm consists of two main steps. First, the null space of a 6 × 9 matrix is calculated. Then the final solution is given as the pseudo-inverse of a matrix of size 10 × 9. Both steps have negligible time demand, therefore, the proposed algorithm is applicable even to online tasks. The generalization to n correspondences modifies only the first matrix to size 3n × 9 (n ≥ 2). The mean processing time of 1000 runs of the 2-point version implemented in C++ is approx. 530μsecs (53 × 10 −5 seconds). The time demand of the n-point version, i.e. the overdetermined case, is around 49 msecs (49 × 10 −3 seconds) for n = 4000.
Augmenting a robust estimator, e.g. RANSAC [28] , with the 2-point algorithm is beneficial since it yields significantly faster convergence. See Table II reporting the theoretical iteration number of RANSAC combined with different minimal methods. It is clear that the estimation exploiting two correspondences is advantageous to achieve real time performance even for high outlier ratio.
D. Application: Multi-Motion Fitting
The clustering of correspondences to multiple rigid motions in two-views is usually solved by applying a multi-model fitting algorithm, e.g. PEARL [29] or Multi-X [30] , combined with a minimal method as an engine estimating fundamental matrices. Recent approaches are based on a RANSAC-like initialization, therefore, their results highly depend on the Example results of the proposed algorithm on image pairs from the strecha dataset. Inliers drawn by circles and outliers by black crosses. Every 10th correspondence is drawn. The used robust estimator is GC-RANSAC [24] . Quantitative evaluation is in Table I applied minimal method, especially, on the size of the minimal sample -the probability of finding an accurate model increases if the model is estimable using less correspondences. Table III reports the results of Multi-X method fitting multiple rigid motions, i.e. fundamental matrices, simultaneously. Each row contains the results of a minimal method: the seven-(7PT) and eight-point (8PT) algorithms and the proposed one (2PT). The errors are the misclassification errors (ME), i.e. the ratio of misclassified correspondences: ME = #Misclassified Points #Points , reported in percentage. Columns are the test pairs of the AdelaideRMF dataset 5 which consists of 18 image pairs of size 640×480 each containing point correspondences assigned to rigid motions manually. Since the proposed method requires affine correspondences, we applied AHessian-Affine to the image pairs detecting as many correspondences as we can. For all annotated correspondences, i.e. the point pairs provided in the dataset, we searched the closest match in the detected correspondence set, and replaced them with the matched ones. Note that this could introduce error into the annotation, however, these point pairs are used for all tests, including the proposed and competitor methods, thus the comparison remains fair.
Since we aim at estimating essential matrices, the intrinsic camera calibration have to be known a priori. We estimated those intrinsic parameters for each image pair from the manually annotated point correspondences by the following procedure. We assumed the semi-calibrated case: the principal point was set to the center of the image and the pixel ratio to one. It was assumed that the images in each pair have the same focal length f . In order to recover f , we applied [6] 6 to a number of 6-sized subsets (20 times the point number of the current motion) of the ground truth correspondences regarding to each motion. Finally, weighted histogram voting [31] was used to select the best candidate out of the obtained focal lengths.
According to Table III , Multi-X leads to the most accurate clusterings, in terms of misclassification error, if it is combined with the proposed two-point algorithm.
V. CONCLUSION
It is shown in this paper that a local affine transformation yields two linear constraints for essential matrix estimation. Exploiting these constraints, the essential matrix can efficiently be recovered using two affine correspondences. Even though the proposed solution assumes perspective camera model, it can straightforwardly be generalized to arbitrary one, e.g. omni-directional cameras. Also, the normalization of the affine parameters are shown that is mandatory if the intrinsic camera parameters differ or the point coordinates are normalized. It is validated both on synthesized tests and 714 real image pairs that combining the proposed solver with recent robust estimators, e.g. Graph-Cut RANSAC, leads to results superior to the state-of-the-art both in terms of geometric accuracy and number of samples required. As it is well-known in computer graphics [20] , line normals are transformed as A −T n = βn , where n = (F T p ) 1:2 and n = (Fp) 1:2 are the normals of the epipolar lines (β = 0). Lower index (1 : 2) denotes the first two elements of a vector. We prove here that 
and
respectively. It is trivial that A −T n = βn due to Av v , where β is a scale factor. First, it is shown how affine transformation A transforms the length of n if it is a unit vector. Then scale β is given by the distance d between line l 2 and point p . The setup is visualized in Fig. 1(b) . The calculation of distance d is given by the well-known formula as follows:
It is known that point p lies on l 1 , which can be written as 
To determine β, the introduced point q has to be moved infinitesimally close to the location of p. In other words, δ → 0. β is the ratio of the length of vector (p − q) and the distance between point p and line l 2 . The latter is δ, while the former has just calculated in Eq. 19. Therefore the square of β is written as (1:2) .
Similarly, n = (F T u v 1 T ) (1:2) . The numerator in Eq. 21 can be rewritten as |n| = l 2 1,a + l 2 1,b , while the denominator is as follows:
Program 1 The Two-Point Algorithm
Thus β = ± |n| |n| 2 = ± 1 |n| .
The length of normal n is one, thus β = 1, and Eq. 5 is modified as A −T n = ±n . Since the direction of the epipolar lines on the two images must be the opposite of each other, the positive solution can be omitted. The final formula is as follows: A −T n = −n .
