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A CHARACTERIZATION OF D-NORMS AND THEIR GENERATORS
BASED ON THE FAMILY OF SPECTRAL FUNCTIONS
STEFAN AULBACH
Abstract. Aulbach et al. (2012) introduced the concept ofD-norms in the framework
of functional extreme value theory (EVT) extending the multivariate case in a natural
manner. In particular, the distribution of a standard max-stable process (MSP) η ∈
C[0, 1] is completely determined by its functional distribution function, which itself is
given by some D-norm.
In order to generate a generalized Pareto process (GPP) that is in the functional
domain of attraction of η, one may use the fact that every D-norm is defined by some
generator process with continuous sample paths. It is, however, still unknown which
generator must be chosen such that a given D-norm arises. This is the content of the
present paper. We will, moreover, show that a generator process may be decomposed
into a functional deterministic part and a univariate random one.
1. Introduction
Aulbach et al. (2012) introduced the concept of D-norms in the framework of func-
tional extreme value theory (EVT) extending the multivariate case in a natural manner.
In particular, the functional distribution function of any standard max-stable process
(MSP) η = (ηt)t∈[0,1] in C[0, 1], the set of all continuous functions on [0, 1], can be
written in terms of its D-norm
P(η ≤ f ) = exp(−‖f ‖D), f ∈
sE−[0, 1],
where sE−[0, 1] := {f ∈ E[0, 1] | f ≤ 0} with E[0, 1] being the set of all those real valued
functions on [0, 1] that are bounded and have a finite set of discontinuities. For con-
venience we write stochastic processes in bold font, such as η, whereas deterministic
functions are written in normal font; each operator and relation applied to (stochastic
and deterministic) functions is to be read pointwise.
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Moreover, each standard generalized Pareto process (GPP) V = (Vt)t∈[0,1] ∈ C[0, 1] in
the functional domain of attraction of η has the property
P(V ≤ f ) = 1− ‖f ‖D, f ∈
sE−[0, 1], ‖f ‖∞ ≤ x0,
for some x0 > 0. The previous equations immediately imply their well-known multivari-
ate counterparts; simply choose f =
∑
i≤d xi 1{ti} for arbitrary d ∈ N, 0 ≤ t1 < · · · <
td ≤ 1, and x1, . . . , xd < 0. We also refer to Buishand et al. (2008), Falk et al. (2010),
and Ferreira and de Haan (2012).
According to Aulbach et al. (2012), a D-norm ‖·‖D is defined by a generator process
Z = (Zt)t∈[0,1] in
sC+[0, 1] := {h ∈ C[0, 1] | h ≥ 0}, namely
(1.1) ‖f ‖D = E(‖f Z‖∞), f ∈ E[0, 1],
where f Z := (f (t)Zt)t∈[0,1] ∈
sE−[0, 1]. Recall that a generator is characterized by E(Z) =
1, t ∈ [0, 1], and E(‖Zt‖∞) < ∞. Furthermore, ‖·‖D defines a norm on E[0, 1], i. e., a
generator Z maps the supremum norm ‖·‖∞ onto the D-norm ‖·‖D = E(‖·Z‖∞). The
case Z ≡ 1 shows in particular that ‖·‖∞ itself is a D-norm, too.
Changing the point of view we get that (1.1) defines a function on the set of all
generators onto the set of all D-norms. Therefore, we call two generators equivalent if
they are mapped on the same D-norm. For example, any generator Z ≡ Z, Z being
any non-negative random variable satisfying E(Z) = 1, is equivalent with the constant
function 1.
It is, however, still unknown which generator Z must be chosen such that a given D-
norm arises. This is the content of the present paper which is organized as follows: In Sec-
tion 2 we construct the generator process for a certain subclass of D-norms. These result
from a simple one parametric model that was already considered in de Haan and Pereira
(2006), Falk (2011), and Aulbach and Falk (2012). Section 3 generalizes this approach
based on the spectral decomposition of a max-stable process as described in de Haan and Ferreira
(2006). This will show in particular that each generator may, without loss of generality,
be decomposed into a deterministic functional part and a univariate random one. Fur-
thermore this provides an important link towards functional extreme value theory based
on weak convergence as provided in de Haan and Ferreira (2006).
2. Generator processes for special D-norms
In the following we construct a generator process Z that induces the D-norm
(2.1) ‖f ‖D,G∗ :=
∫
R
‖f G∗(s)‖∞ ds, f ∈ E[0, 1],
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where G∗=
(
g*t
)
t∈[0,1]
is a family of probability densities g*t on R, i. e., G
∗(s) :=
(
g*t (s)
)
t∈[0,1]
is for every s ∈ R a non-negative function on [0, 1]. A sufficient condition for ‖·‖D,G∗
actually being a D-norm is given in Proposition 2.5.
Lemma 2.2 Let G∗ be given as in (2.1). If X ∈ R is a random variable with Lebesgue-
density h > 0, then
(2.3) ZG
∗,h
t :=
g*t (X)
h(X)
, t ∈ [0, 1],
defines a generator process ZG∗,h =
(
ZG
∗,h
t
)
t∈[0,1]
if and only if
(2.4) G∗(s) is continuous, s ∈ R, and
∫
R
‖G∗(s)‖∞ ds <∞.
Proof. Let G∗ have the desired properties. Then we have obviously ZG∗,h ∈ sC
+[0, 1],
E
(
ZG
∗,h
t
)
=
∫
R
g*t (s)
h(s)
h(s) ds = 1, t ∈ [0, 1],
and, analogously,
E
(
‖ZG∗,h‖∞
)
=
∫
R
‖G∗(s)‖∞ ds <∞.
If, on the other hand, ZG∗,h is a generator process, then we conclude
∫
R
‖G∗(s)‖∞ ds <
∞ from E
(
‖ZG∗,h‖∞
)
< ∞. Since E
(
ZG
∗,h
t
)
and E
(
‖ZG∗,h‖∞
)
do depend on the distri-
bution of X only, Z˜G∗,h =
(
Z˜G
∗,h
t
)
t∈[0,1]
defined by
Z˜G
∗,h
t :=
g*t
(
X˜
)
h
(
X˜
) , t ∈ [0, 1],
is a generator process, too, where X˜ = idR is the identity function on R equipped with
its Borel-σ-algebra and the probability measure induced by h. The remaining assertion
is, thus, implied by the continuity of Z˜G∗,h . 
Proposition 2.5 If condition (2.4) holds, then ‖·‖D,G∗ is a D-norm that is generated by
ZG∗,h .
Proof. Applying Lemma2.2, one obtains
E
(
‖f ZG∗,h‖∞
)
=
∫
R
∥∥∥∥ f G∗(s)h(s)
∥∥∥∥
∞
h(s) ds = ‖f ‖D,G∗, f ∈ E[0, 1],
i. e., ‖·‖D,G∗ is actually a D-norm, see Aulbach et al. (2012). 
Note that theD-norm and, thus, the generator constant m = ‖1‖D,G∗=
∫
R
‖G∗(s)‖∞ ds
of ZG∗,h do not depend on the choice of h.
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Example 2.6 (Aulbach and Falk (2012)) Let ψ : R → (0,∞) be a continuous
probability density having the properties ψ(−s) = ψ(s), s ∈ R, and ψ(s1) ≥ ψ(s2),
0 ≤ s1 < s2. For β > 0 we define ψβ(s) := β ψ(βs), s ∈ R. Then the D-norm
‖f ‖D,ψβ :=
∫
R
sup
t∈[0,1]
(|f (t)| ψβ(s− t)) ds, f ∈ E[0, 1],
is generated by (
ψβ(X − t)
h(X)
)
t∈[0,1]
for every random variable X with Lebesgue-density h > 0.
In the preceding example one may choose h = ψβ and ψ = ϕ where ϕ denotes the den-
sity of the standard normal distribution. Defining σ := β−1 yields that the corresponding
D-norm ‖·‖D,ϕ
0,σ2
has by Proposition 2.5 the generator(
exp
(
t(2X − t)
2σ2
))
t∈[0,1]
where X ∼ N(0, σ2).
3. A spectral decomposition of the generator
Now we generalize the approach of constructing a generator process presented in Sec-
tion 2. It turns out that one may assume without loss of generality that a generator Z
is the composition of a deterministic function g : [0, 1]2 → R and a random variable U
that is uniformly distributed on [0, 1], see Proposition 3.2. This reasoning shows that the
construction of a random function Z that generates a D-norm is reduced to the problem
of finding a deterministic function g with suited properties as follows.
Definition 3.1 If g : [0, 1]2 → [0,∞) is a function satisfying
(i) g(s, ·) is continuous, s ∈ [0, 1],
(ii) g(·, t) is a Lebesgue probability density, t ∈ [0, 1],
(iii)
∫ 1
0 supt∈[0,1] g(s, t) ds <∞,
then we call G := (g(·, t))t∈[0,1] a family of spectral functions, according to de Haan and Ferreira
(2006, Remark 9.6.2), or, more precisely, a family of spectral densities. In this case we
define G(s) := (g(s, t)t)t∈[0,1] = g(s, ·).
Let U be a random variable that is uniformly distributed on [0, 1]. Then G(U) is
obviously a generator process and, thus, gives rise to a uniquely determined D-norm. On
the other hand, for each D-norm ‖·‖D there is a family of spectral densities G such that
G(U) is a generator of ‖·‖D, i. e.,
‖f ‖D = E(‖f G(U)‖∞),
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giving the desired decomposition of a generator into a deterministic functional part and
a univariate random one. The latter assertion is a consequence of the following result.
It is implied by de Haan and Ferreira (2006, Theorem9.6.1) which itself is a conclusion
of Resnick and Roy (1991) and de Haan (1984). For convenience we also state its proof.
Proposition 3.2 (de Haan and Ferreira (2006)) Let η = (ηt)t∈[0,1] ∈ R
[0,1] be a
stochastic process. Then η is a standard MSP in C[0, 1] if and only if there is a family
of spectral densities G such that
(3.3) P(η ≤ f ) = exp
(
−E(‖f G(U)‖∞)
)
, f ∈ sE−[0, 1], U ∼ U[0, 1].
Proof. Denote by N a Poisson point process with points (Ri, Si) ∈ (0,∞]× [0, 1], i ∈ N,
and intensity measure ν defined by ν(B) =
∫
[0,1]
∫
(0,∞] 1B(r, s) r
−2 dr ds where B is a
Borel set in (0,∞]× [0, 1]. Reiss (1993, Theorem2.1.1) assures that N actually exists.
Let η ∈ C[0, 1] be a standard MSP. Note that Giné et al. (1990) as well as Aulbach et al.
(2012, Lemma1) imply P
(
supt∈[0,1] ηt < 0
)
= 1 and thus
(
−1
/
ηt
)
t∈[0,1]
is simple max-
stable. Now we have by de Haan and Ferreira (2006, Theorem9.6.1) that there is a family
of spectral densities G = (g(·, t))t∈[0,1] satisfying
P(η ≤ f ) = P
(
sup
i∈N
(Ri g(Si, t)) ≤ |f (t)|
−1, t ∈ [0, 1]
)
= P
(
N
({
(r, s) ∈ (0,∞]× [0, 1]
∣∣∣ ∃t∈[0,1] r g(s, t) > |f (t)|−1}) = 0)
= exp
−ν
(r, s) ∈ (0,∞]× [0, 1]
∣∣∣∣∣∣ r >
[
sup
t∈[0,1]
(|f (t)| g(s, t))
]−1

= exp
(
−
∫
[0,1]
∫
(‖f G(s)‖−1
∞
,∞]
1
r2
dr ds
)
= exp
(
−
∫
[0,1]
‖f G(s)‖∞ ds
)
= exp
(
−E(‖f G(U)‖∞)
)
, f ∈ sE−[0, 1],
where U is uniformly distributed on [0, 1].
Now let (3.3) hold for η ∈ R[0,1] and some family of spectral densities G = (g(·, t))t∈[0,1].
Since
P
(
sup
t∈[0,1]
ηt < 0
)
= P
( ⋃
n∈N
{ηt ≤ −1/n, t ∈ [0, 1]}
)
= lim
n∈N
P(η ≤ −1/n) = 1,
we obtain
P
(
−
1
η
≤ f
)
= P
(
sup
i∈N
(Ri g(Si, t)) ≤ f (t), t ∈ [0, 1]
)
, f ∈ E+[0, 1],
D-NORMS, GENERATORS, AND SPECTRAL FUNCTIONS 6
repeating the arguments from above. This gives
−
1
η
d
=
(
sup
i∈N
(Ri g(Si, t))
)
t∈[0,1]
,
i. e., η is by de Haan and Ferreira (2006, Theorem9.6.1) a standard MSP in C[0, 1]; see
also Resnick and Roy (1991, Theorem3.2). 
We summarize our previous results:
Proposition 3.4 For each D-norm ‖·‖D there is a family of spectral densities G =
(g(·, t))t∈[0,1] such that
(3.5) ‖f ‖D =
∫
[0,1]
sup
t∈[0,1]
(|f (t)| g(s, t)) ds, f ∈ E[0, 1],
and ‖·‖D is, thus, generated by G(U) where U ∼ U[0, 1].
Conversely, if G is a given family of spectral densities, then (3.5) defines a D-norm.
Proof. While the first assertion follows directly from Proposition 3.2, the second one
is implied by Aulbach et al. (2012, Proposition 2.3); we also refer to Giné et al. (1990,
Proposition 3.2) and de Haan and Ferreira (2006, Theorem9.4.1). 
Example 3.6 Let U be uniformly distributed on [0, 1].
(i) The supremum norm ‖·‖∞ is a D-norm generated by G(U) ≡ 2U .
(ii) Let G∗ =
(
g*t
)
t∈[0,1]
and ‖·‖D,G∗ be given as in (2.1) and (2.4). If h > 0 is an
arbitrarily chosen Lebesgue probability density on R, then we obtain
‖f ‖D,G∗=
∫
R
sup
t∈[0,1]
(
|f (t)|
g*t (s)
h(s)
)(
P ∗H−1(U)
)
(ds)
=
∫
(0,1)
sup
t∈[0,1]
(
|f (t)|
g*t
(
H−1(s)
)
h(H−1(s))
)
ds, f ∈ E[0, 1],
where H(x) :=
∫ x
−∞ h(s) ds, x ∈ R, and H
−1(u) := inf{x ∈ R | H(x) ≥ u},
u ∈ (0, 1). Furthermore, the function gh : [0, 1]
2 → [0,∞) given by
gh(s, t) :=
g*t
(
H−1(s)
)
h
(
H−1(s)
) , s ∈ (0, 1), and gh(s, t) := 0, s ∈ {0, 1},
defines a family of spectral densities Gh and thus(
g*t
(
H−1(U)
)
h
(
H−1(U)
) )
t∈[0,1]
is a generator of ‖·‖D,G∗. This is in accordance with Proposition 2.5 as the same
generator process is obtained replacing X in (2.3) with H−1(U).
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