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1. Введение
Рассмотрим задачу статистического оценивания известной параметрической
функции 𝑔(𝜃), зависящей от неизвестного параметра 𝜃 и обозначим через 𝑚(𝑛)
необходимое число наблюдений, которое требуется оценке 𝛿𝑚(𝑛)(𝑋1, . . . , 𝑋𝑚(𝑛)) для
достижения такого же качества (например, среднеквадратичного отклонения или
дисперсии), что и «лучшей» оценке 𝛿*𝑛(𝑋1, . . . , 𝑋𝑛), основанной на 𝑛 наблюде-
ниях 𝑋1, . . . , 𝑋𝑛. Мы рассматриваем асимптотический подход, означающий, что
𝑛 → ∞. Под асимптотической относительной эффективностью (АОЭ) оценки
𝛿𝑛(𝑋1, . . . , 𝑋𝑛) по отношению к оценке 𝛿
*
𝑛(𝑋1, . . . , 𝑋𝑛) понимается предел (в слу-
чае его существования и независимости от последовательности 𝑚(𝑛)) вида (см.,
например, [3], стр. 305)
𝑒 ≡ lim
𝑛→∞
𝑛
𝑚(𝑛)
.
Предположим, что 𝑒 = 1/3. Тогда при больших значениях числа наблюдений 𝑛
величина 𝑚(𝑛) приближенно равна 3𝑛, поэтому оценка 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) для дости-
жения такого же качества, что и оценка 𝛿*𝑛(𝑋1, . . . , 𝑋𝑛), требует примерно в три
раза больше наблюдений.
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Вместо отношения необходимого числа наблюдений, естественно, можно бы-
ло бы рассматривать разность вида 𝑚(𝑛) − 𝑛, которая тоже имеет наглядный
смысл необходимого дополнительного числа наблюдений, требующихся оценке
𝛿𝑛(𝑋1, . . . , 𝑋𝑛). Однако, исторически сложилось так, что многие авторы снача-
ла исследовали асимптотические свойства отношения 𝑛/𝑚(𝑛) (возможно, в силу
относительной простоты его поведения).
Впервые общее асимптотическое исследование поведения разности 𝑚(𝑛) − 𝑛
было предпринято в 1970 году Ходжесом и Леманом (см. работу [1]). Они назвали
разность 𝑚(𝑛)− 𝑛 дефектом (deficiency) конкурирующей оценки 𝛿𝑛 относительно
оценки 𝛿*𝑛 и предложили обозначение
𝑑𝑛 = 𝑚(𝑛)− 𝑛. (1.1)
Если предел lim𝑛→∞ 𝑑𝑛 существует, то он называется асимптотическим дефек-
том оценки 𝛿𝑛 относительно оценки 𝛿
*
𝑛 и обозначается символом 𝑑. Часто 𝑑 на-
зывают просто дефектом 𝛿𝑛 относительно 𝛿
*
𝑛. Заметим, что если АОЭ 𝑒 ̸= 1,
то 𝑑 = ∞ и этот случай малоинтересен. В работе [1] также было отмечено, что
существуют статистические задачи, в которых типичным образом возникает слу-
чай 𝑒 = 1 (см., например, книгу [4]), то есть в этом случае понятие АОЭ не дает
ответа на вопрос, какая оценка лучше, и понятие дефекта проясняет эту ситуа-
цию, поскольку в этом случае асимптотический дефект может, в принципе, быть
любым.
Предположим, например, что 𝑑 = 5. Тогда для больших значений 𝑛 величина
𝑚(𝑛) равна приближенно 𝑛+5. Чтобы получить ту же величину критерия качества
оценке 𝛿𝑛 требуется примерно на пять наблюдений больше, чем оценке 𝛿
*
𝑛.
Таким образом, дефект оценки 𝛿𝑛 относительно оценки 𝛿
*
𝑛 показывает, сколько
добавочных наблюдений требуется, если мы настаиваем на использовании оценки
𝛿𝑛 вместо оценки 𝛿
*
𝑛, и поэтому создает естественный базис для их асимптотиче-
ского сравнения в случае 𝑒 = 1. Исследование асимптотического поведения де-
фекта 𝑑𝑛 технически более сложно, чем нахождение предела 𝑒. Часто оно требует
построения асимптотических разложений (а.р.) для соответствующих функций,
характеризующих качество оценок (см., например, книгу [4]).
Обозначим функции риска оценок 𝛿𝑛 и 𝛿
*
𝑛, соответственно, через
𝑅𝑛(𝜃) = E𝜃
(︀
𝛿𝑛(𝑋1, . . . , 𝑋𝑛) − 𝑔(𝜃)
)︀2
, 𝑅*𝑛(𝜃) = E𝜃
(︀
𝛿*𝑛(𝑋1, . . . , 𝑋𝑛) − 𝑔(𝜃)
)︀2
,
где 𝑔(𝜃) – оцениваемая функция, а 𝜃 – неизвестный параметр (произвольной при-
роды), тогда по определению величины 𝑑𝑛(𝜃) ≡ 𝑑𝑛 = 𝑚(𝑛) − 𝑛, для каждого
𝑛 должно выполняться равенство
𝑅*𝑛(𝜃) = 𝑅𝑚(𝑛)(𝜃). (1.2)
При решении уравнения (1.2) целочисленную величину 𝑚(𝑛) следует рассмат-
ривать как переменную, принимающую произвольные действительные значения.
Для этого можно определить функцию риска 𝑅𝑚(𝑛)(𝜃) для нецелых значений𝑚(𝑛)
по формуле
𝑅𝑚(𝑛)(𝜃) =
(︀
1 − 𝑚(𝑛) + [𝑚(𝑛)])︀ 𝑅[𝑚(𝑛)](𝜃) + (︀𝑚(𝑛) − [𝑚(𝑛)])︀ 𝑅[𝑚(𝑛)]+1(𝜃)
(см. работу [1]).
О ДЕФЕКТЕ ВЫБОРОЧНОЙ МЕДИАНЫ В СЛУЧАЕ ВЫБОРОК... 7
Типичным образом функции риска 𝑅*𝑛(𝜃) и 𝑅𝑛(𝜃) неизвестны точно и исполь-
зуются их аппроксимации. Предположим, что для функций риска 𝑅*𝑛(𝜃) и 𝑅𝑛(𝜃)
справедливы асимптотические разложения вида
𝑅*𝑛 =
𝑎(𝜃)
𝑛𝑟
+
𝑏(𝜃)
𝑛𝑟+𝑠
+ o
(︀
𝑛−𝑟−𝑠
)︀
, (1.3)
𝑅𝑛 =
𝑎(𝜃)
𝑛𝑟
+
𝑐(𝜃)
𝑛𝑟+𝑠
+ o
(︀
𝑛−𝑟−𝑠
)︀
, (1.4)
где 𝑎(𝜃), 𝑏(𝜃) и 𝑐(𝜃) – некоторые постоянные, не зависящие от 𝑛, а 𝑟 > 0, 𝑠 > 0 –
некоторые константы, определяющие порядок убывания по 𝑛 этих функций риска.
Первый член в этих асимптотических разложениях одинаков и это отражает тот
факт, что АОЭ этих оценок равна единице. Из соотношений (1.1) – (1.4) легко
получить, что (см. работу [1] или книгу [3], стр. 310)
𝑑𝑛(𝜃) ≡ 𝑐(𝜃) − 𝑏(𝜃)
𝑟 𝑎(𝜃)
𝑛1−𝑠 + o
(︀
𝑛1−𝑠
)︀
. (1.5)
Таким образом, асимптотический дефект имеет вид
𝑑(𝜃) ≡ 𝑑 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
±∞, 0 < 𝑠 < 1,
𝑐(𝜃) − 𝑏(𝜃)
𝑟 𝑎(𝜃)
, 𝑠 = 1,
0, 𝑠 > 1.
(1.6)
Асимптотический дефект обладает следующим очевидным свойством транзитив-
ности: если дана третья оценка 𝛿𝑛, имеющая функцию риска ?¯?𝑛(𝜃), которая имеет
а.р. типа (1.4), тогда дефект 𝑑 оценки 𝛿𝑛 относительно оценки 𝛿
*
𝑛 удовлетворяет
равенству
𝑑 = 𝑑1 + 𝑑2,
где 𝑑1 – дефект оценки 𝛿𝑛 относительно оценки 𝛿𝑛 и 𝑑2 – дефект оценки 𝛿𝑛 отно-
сительно оценки 𝛿*𝑛.
Случай, когда выполняется равенство 𝑠 = 1, представляется наиболее ин-
тересным, поскольку тогда асимптотический дефект конечен. Ходжес и Леман в
работе [1] привели ряд простых примеров, показывающих естественность возник-
новения этого случая в математической статистике (см., также книгу [4]).
Совершенно аналогично определяется дефект и в общем случае асимптотиче-
ского сравнения двух статистических процедур, соответственно с мерами качества
𝜋𝑛 и 𝜋
*
𝑛. При этом необходимое число наблюдений 𝑚(𝑛) для первой процедуры от-
носительно «оптимальной» второй процедуры определяется из равенства (считая
𝑚(𝑛) непрерывной переменной)
𝜋𝑚(𝑛) = 𝜋
*
𝑛,
а предел вида (в случае его существования)
𝑑 = lim
𝑛→∞
(︀
𝑚(𝑛) − 𝑛)︀
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называется асимптотическим дефектом первой процедуры относительно второй.
Если для 𝜋*𝑛 и 𝜋𝑛 выполняются формулы типа (1.3) и (1.4), то для асимптотиче-
ского дефекта 𝑑 справедливы соотношения типа (1.5) и (1.6).
В данной работе получены формулы для асимптотического дефекта выбороч-
ной медианы, построенной по выборкам случайного объема. Рассмотрены случаи
распределения Лапласа, Стьюдента и Коши. Эти результаты продолжают иссле-
дования, начатые в работах [1, 5, 7, 9–15].
В работе приняты следующие обозначения: R – множество вещественных чи-
сел, N – множество натуральных чисел, Φ(𝑥), 𝜙(𝑥) – соответственно, функция
распределения (ф.р.) и плотность стандартного нормального закона.
2. Асимптотические свойства выборочной медианы
Пусть 𝑋1, 𝑋2, . . . 𝑋𝑛 – независимые одинаково распределенные наблюдения с
функцией распределения 𝐹 (𝑥 − 𝜃) и плотностью 𝑝(𝑥 − 𝜃), где 𝜃 – неизвестный
параметр сдвига, подлежащий оцениванию на основе выборки 𝑋1, 𝑋2, . . . 𝑋𝑛. Обо-
значим через 𝑋(1) 6 𝑋(2) 6 . . . 6 𝑋(𝑛) – вариационный ряд, построенный
по исходным наблюдениям 𝑋1, 𝑋2, . . . 𝑋𝑛 и через 𝑀𝑛 – выборочную медину (см.,
например, [2], [3], [6], [7], [8]), то есть оценку вида
𝑀𝑛 =
⎧⎨⎩
𝑋(𝑚+1), 𝑛 = 2𝑚 + 1,
𝑋(𝑚) + 𝑋(𝑚+1)
2
, 𝑛 = 2𝑚.
(2.1)
Асимптотические свойства первого порядка выборочной медианы 𝑀𝑛 хорошо из-
вестны (см., например, книгу [2], Теорема 5.3.2, стр. 313 или книгу [8], стр. 81)
√
𝑛
(︀
𝑀𝑛 − 𝜃
)︀
=⇒ 𝒩
(︁
0,
1
4𝑝2(0)
)︁
, (2.2)
E𝜃
(︀
𝑀𝑛 − 𝜃
)︀2
=
1
4𝑛𝑝2(0)
+ o
(︀
𝑛−1
)︀
, 𝐹 (0) = 1/2, 𝑝(0) > 0, 𝑛 → ∞. (2.3)
Асимптотические свойства выборочной медианы второго порядка изучались в ра-
боте [6]. Сформулируем основные результаты этой работы. С этой целью приведем
условия регулярности на плотность 𝑝(𝑥) из работы [6]:
A1. Плотность 𝑝(𝑥) симметрична относительно нуля, то есть 𝑝(−𝑥) = 𝑝(𝑥), 𝑥 ∈
R и 𝑝(0) > 0.
A2. Плотность 𝑝(𝑥) имеет три непрерывные ограниченные производные в неко-
торой окрестности нуля вида (0, 𝛿), 𝛿 > 0.
A3. Существуют постоянные 𝐶 > 0 и 𝛼 > 0 такие, что функция распределения
𝐹 (𝑥) удовлетворяет неравенству
1 − 𝐹 (𝑥) 6 𝐶 𝑥−𝛼, 𝑥 > 0.
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Заметим, что эти условия регулярности выполняются, например, для распределе-
ния Коши
𝑝(𝑥) =
1
𝜋(1 + 𝑥2)
, 𝑥 ∈ R (2.4)
и распределения Лапласа
𝑝(𝑥) =
1
2
𝑒−|𝑥|, 𝑥 ∈ R. (2.5)
В случае распределения Лапласа выборочная медиана 𝑀𝑛 совпадает с оценкой
максимального правдоподобия параметра 𝜃 (см., например, [6]).
Далее используем следующие обозначения
𝑘 =
[︀
𝑛/2
]︀
, 𝑝0 = 𝑝(0) > 0, 𝑝1 = 𝑝
′(0+), 𝑝2 = 𝑝′′(0+),
где [·] – целая часть числа.
В следующей Теореме получены а.р. для ф.р. и среднеквадратичного отклоне-
ния выборочной медианы (см. формулы (2.6) – (2.11)).
Теорема 2.1 ([6]).
1. Пусть плотность 𝑝(𝑥) удовлетворяет условиям регулярности A1 и A2,
тогда равномерно по 𝑥 ∈ R справедливо равенство
P𝜃
(︀
2𝑝0
√
2𝑘(𝑀𝑛 − 𝜃) < 𝑥
)︀
= Φ(𝑥) +
+ 𝜙(𝑥)
𝑝1𝑥|𝑥|
√
2
8𝑝0
√
𝑘
+ 𝜙(𝑥)
𝑥
8𝑘
(︁
3 + 𝑥2 +
𝑥2𝑝2
6𝑝30
− 𝑥
4𝑝21
8𝑝40
)︁
+ O(𝑛−3/2).
2. Если выполнены условия регулярности A1 – A3, то для среднеквадратич-
ного отклонения выборочной медианы 𝑀𝑛 справедливо асимптотическое разло-
жение
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
8𝑝20𝑘
− 𝑝1
8𝑝40
√
𝜋𝑘3/2
− 1
16𝑝20𝑘
2
(︁
3 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
)︁
+ O(𝑛−5/2).
Следствие 2.1.
1. Для распределения Лапласа (2.5) справедливы асимптотические разложе-
ния
P𝜃
(︀√
2𝑘(𝑀𝑛 − 𝜃) < 𝑥
)︀
= Φ(𝑥) −
− 𝜙(𝑥) 𝑥|𝑥|
√
2
4
√
𝑘
+ 𝜙(𝑥)
𝑥
48𝑘
(︁
18 + 10𝑥2 − 3𝑥4
)︁
+ O(𝑛−3/2),
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
2𝑘
+
1√
𝜋𝑘3/2
− 1
16𝑘2
+ O(𝑛−5/2).
2. Для распределения Коши (2.4) справедливы асимптотические разложения
P𝜃
(︁2√2𝑘
𝜋
(𝑀𝑛 − 𝜃) < 𝑥
)︁
= Φ(𝑥) + 𝜙(𝑥)
𝑥
24𝑘
(︁
9 + 𝑥2(3 − 𝜋3)
)︁
+ O(𝑛−3/2),
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E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
𝜋2
8𝑘
+
𝜋2(𝜋2 − 6)
32𝑘2
+ O(𝑛−5/2).
Нетрудно видеть, что если 𝑘 = [𝑛/2] , то справедливы следующие асимптотиче-
ские формулы
1√
𝑘
=
√
2√
𝑛
+ O(𝑛−3/2),
1
𝑘
=
2√
𝑛
+
1 − (−1)𝑛
𝑛2
+ O(𝑛−3),
1
𝑘3/2
=
23/2
𝑛3/2
+ O(𝑛−5/2),
1
𝑘2
=
4
𝑛2
+ O(𝑛−3).
С учетом этих формул основные утверждения Теоремы 2.1 и ее Следствия можно
переписать в виде
P𝜃
(︀
2𝑝0
√
2𝑘(𝑀𝑛 − 𝜃) < 𝑥
)︀
= Φ(𝑥) +
+ 𝜙(𝑥)
𝑝1𝑥|𝑥|
√
2
4𝑝0
√
𝑛
+ 𝜙(𝑥)
𝑥
4𝑛
(︁
3 + 𝑥2 +
𝑥2𝑝2
6𝑝30
− 𝑥
4𝑝21
8𝑝40
)︁
+ O(𝑛−3/2), (2.6)
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
4𝑝20𝑛
− 𝑝1
√
2
4𝑝40
√
𝜋𝑛3/2
+
+
1
4𝑝20𝑛
2
(︁1 − (−1)𝑛
2
− 3 − 𝑝2
4𝑝30
+
15𝑝21
16𝑝40
)︁
+ O(𝑛−5/2). (2.7)
Для распределения Лапласа (2.5) справедливы равенства
P𝜃
(︀√
2𝑘(𝑀𝑛 − 𝜃) < 𝑥
)︀
= Φ(𝑥) −
− 𝜙(𝑥) 𝑥|𝑥|
2
√
𝑛
+ 𝜙(𝑥)
𝑥
24𝑛
(︁
18 + 10𝑥2 − 3𝑥4
)︁
+ O(𝑛−3/2), (2.8)
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
𝑛
+
2
√
2√
𝜋𝑛3/2
+
1
2𝑛2
(︁
(1 − (−1)𝑛) − 1
2
)︁
+ O(𝑛−5/2), (2.9)
а для распределения Коши (2.4)
P𝜃
(︁2√2𝑘
𝜋
(𝑀𝑛 − 𝜃) < 𝑥
)︁
= Φ(𝑥) + 𝜙(𝑥)
𝑥
12𝑛
(︁
9 + 𝑥2(3 − 𝜋3)
)︁
+ O(𝑛−3/2), (2.10)
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
𝜋2
4𝑛
+
𝜋2
(︀
(1 − (−1)𝑛) + 𝜋2 − 6)︀
8𝑛2
+ O(𝑛−5/2). (2.11)
Из этих формул (см. (2.7), (2.9) и (2.11)) непосредственно получается следующее
утверждение.
Лемма 2.1. Пусть выполнены условия Теоремы 2.1, тогда
1. Если 𝑛 = 2𝑙, 𝑙 ∈ N, то
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
4𝑝20𝑛
− 𝑝1
√
2
4𝑝40
√
𝜋𝑛3/2
− 1
4𝑝20𝑛
2
(︁
3 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
)︁
+ O(𝑛−5/2).
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Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
𝑛
+
2
√
2√
𝜋𝑛3/2
− 1
4𝑛2
+ O(𝑛−5/2).
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
𝜋2
4𝑛
+
𝜋2
(︀
𝜋2 − 6)︀
8𝑛2
+ O(𝑛−5/2).
2. Если 𝑛 = 2𝑙 + 1, 𝑙 ∈ N, то
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
4𝑝20𝑛
− 𝑝1
√
2
4𝑝40
√
𝜋𝑛3/2
− 1
4𝑝20𝑛
2
(︁
2 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
)︁
+ O(𝑛−5/2).
Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
𝑛
+
2
√
2√
𝜋𝑛3/2
+
1
4𝑛2
+ O(𝑛−5/2).
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
𝜋2
4𝑛
+
𝜋2
(︀
𝜋2 − 4)︀
8𝑛2
+ O(𝑛−5/2).
3. Оценки, основанные на выборках случайного объема
Рассмотрим случайные величины (с.в.) 𝑁1, 𝑁2, ... и 𝑋1, 𝑋2, ..., заданные
на одном и том же вероятностном пространстве (Ω,𝒜,P). В статистике с.в.
𝑋1, 𝑋2, ... 𝑋𝑛 имеют смысл наблюдений, 𝑛 – неслучайный объем выборки, а с.в.
𝑁𝑛 – случайный объем выборки, зависящий от натурального параметра 𝑛 ∈ N.
Например, если с.в. 𝑁𝑛 имеет геометрическое распределение вида
P(𝑁𝑛 = 𝑘) =
1
𝑛
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N,
то
E 𝑁𝑛 = 𝑛, (3.1)
то есть среднее значение случайного объема выборки равно 𝑛. При нахождении
дефектов статистических процедур, основанных на выборках случайного объема
𝑁𝑚(𝑛), для которых выполнено соотношение (3.1), и соответствующей процедуры,
основанной на выборке неслучайного объема 𝑛, мы фактически сравниваем сред-
ний объем случайной выборки 𝑚(𝑛) и 𝑛 с помощью величины 𝑑𝑛 = 𝑚(𝑛) − 𝑛 и
ее предела.
Предположим, что для каждого 𝑛 ≥ 1 с.в. 𝑁𝑛 принимает только натуральные
значения (то есть, 𝑁𝑛 ∈ N) и не зависит от последовательности с.в. 𝑋1, 𝑋2, . . ..
Всюду далее предполагается, что случайные величины 𝑋1, 𝑋2, . . . независимы,
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одинаково распределены и имеют распределение, зависящее от неизвестного па-
раметра 𝜃 ∈ Θ, при этом множество Θ может иметь произвольную природу.
Для каждого 𝑛 ≥ 1 обозначим через 𝑇𝑛 = 𝑇𝑛(𝑋1, . . . , 𝑋𝑛) некоторую стати-
стику, то есть действительную измеримую функцию, зависящую от наблюдений
𝑋1, . . . , 𝑋𝑛. Для каждого 𝑛 ≥ 1 определим статистику 𝑇𝑁𝑛 , зависящую от выборки
случайного объема как
𝑇𝑁𝑛(𝜔) ≡ 𝑇𝑁𝑛(𝜔)(𝑋1(𝜔), . . . , 𝑋𝑁𝑛(𝜔)(𝜔)), 𝜔 ∈ Ω.
Далее, под статистикой, указанной выше, будем понимать оценку действительной
известной функции 𝑔(𝜃), зависящей от неизвестного параметра 𝜃 ∈ Θ и будем
обозначать ее символами типа 𝛿𝑛(𝑋1, . . . , 𝑋𝑛). В работе [5] доказана следующая
теорема.
Теорема 3.1.
1. Если 𝛿𝑛 = 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) любая несмещенная оценка функции 𝑔(𝜃), то
есть справедливо тождество
E𝜃 𝛿𝑛 ≡ 𝑔(𝜃), 𝜃 ∈ Θ
и 𝛿𝑁𝑛 ≡ 𝛿𝑁𝑛(𝑋1, . . . , 𝑋𝑁𝑛) – оценка, построенная по выборке случайного объема,
то она также является несмещенной оценкой функции 𝑔(𝜃), то есть
E𝜃 𝛿𝑁𝑛 ≡ 𝑔(𝜃), 𝜃 ∈ Θ.
2. Предположим, что существуют числа 𝑎(𝜃), 𝑏(𝜃) и 𝐶(𝜃) > 0, 𝛼 > 0, 𝑟 >
0, 𝑠 > 0 такие, что для функции риска оценки 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) справедливо
соотношение ⃒⃒⃒
𝑅*𝑛(𝜃) −
𝑎(𝜃)
𝑛𝑟
− 𝑏(𝜃)
𝑛𝑟+𝑠
⃒⃒⃒
6 𝐶(𝜃)
𝑛𝑟+𝑠+𝛼
,
где
𝑅*𝑛(𝜃) = E𝜃
(︀
𝛿𝑛(𝑋1, . . . , 𝑋𝑛) − 𝑔(𝜃)
)︀2
,
тогда для функции риска оценки, построенной по выборке случайного объема,
выполнено неравенство⃒⃒⃒
𝑅𝑛(𝜃) − 𝑎(𝜃) E 𝑁−𝑟𝑛 − 𝑏(𝜃) E 𝑁−𝑟−𝑠𝑛
⃒⃒⃒
6 𝐶(𝜃) E 𝑁−𝑟−𝑠−𝛼𝑛 ,
где
𝑅𝑛(𝜃) = E𝜃
(︀
𝛿𝑁𝑛(𝑋1, . . . , 𝑋𝑁𝑛) − 𝑔(𝜃)
)︀2
.
Следствие 3.1. Пусть существуют числа 𝑎(𝜃), 𝑏(𝜃) and 𝑟 > 0, 𝑠 > 0 такие,
что
𝑅*𝑛(𝜃) =
𝑎(𝜃)
𝑛𝑟
+
𝑏(𝜃)
𝑛𝑟+𝑠
,
тогда
𝑅𝑛(𝜃) = 𝑎(𝜃) E 𝑁
−𝑟
𝑛 + 𝑏(𝜃) E 𝑁
−𝑟−𝑠
𝑛 .
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Теорема 3.2 ([9]). Пусть существуют числа 𝑎(𝜃), 𝑏(𝜃), 𝛾 > 0 и 𝑘1, 𝑘2 такие,
что справедливы соотношения
𝑅*𝑛(𝜃) = E𝜃
(︀
𝛿𝑛(𝑋1, . . . , 𝑋𝑛) − 𝑔(𝜃)
)︀2
=
=
𝑎(𝜃)
𝑛
+
𝑏(𝜃)
𝑛2
+ O
(︀
𝑛−2−𝛾
)︀
и
E 𝑁−1𝑛 =
1
𝑛
+
𝑘1
𝑛2
+ o
(︀
𝑛−2
)︀
,
E 𝑁−2𝑛 =
𝑘2
𝑛2
+ o
(︀
𝑛−2
)︀
,
E 𝑁−2−𝛾𝑛 = o
(︀
𝑛−2
)︀
,
тогда для асимптотического дефекта оценки 𝛿𝑁𝑛(𝑋1, . . . , 𝑋𝑁𝑛) относительно
оценки 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) справедливо равенство
𝑑(𝜃) =
𝑘1 𝑎(𝜃) + 𝑏(𝜃) (𝑘2 − 1)
𝑎(𝜃)
.
Теорема 3.3 ([9]). Пусть существуют числа 𝑎(𝜃), 𝑏(𝜃), 𝛾 > 0 такие, что для
функции риска оценки 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) справедливо соотношение
𝑅*𝑛(𝜃) = E𝜃
(︀
𝛿𝑛(𝑋1, . . . , 𝑋𝑛) − 𝑔(𝜃)
)︀2
=
=
𝑎(𝜃)
𝑛
+
𝑏(𝜃)
𝑛2
+ O
(︀
𝑛−2−𝛾
)︀
.
Пусть случайные величины 𝑁𝑛𝑖, 𝑖 = 1, 2 принимают натуральные значения и
не зависят от наблюдений 𝑋1, 𝑋2, . . . Предположим, что для некоторых чисел
𝑘1𝑖, 𝑘2𝑖, 𝑖 = 1, 2 справедливы равенства
E 𝑁−1𝑛𝑖 =
1
𝑛
+
𝑘1𝑖
𝑛2
+ o
(︀
𝑛−2
)︀
,
E 𝑁−2𝑛𝑖 =
𝑘2𝑖
𝑛2
+ o
(︀
𝑛−2
)︀
,
E 𝑁−2−𝛾𝑛𝑖 = o
(︀
𝑛−2
)︀
, 𝑖 = 1, 2.
Тогда для асимптотического дефекта оценки 𝛿
(2)
𝑛 ≡ 𝛿𝑁𝑛2(𝑋1, . . . , 𝑋𝑁𝑛2) относи-
тельно оценки 𝛿
(1)
𝑛 ≡ 𝛿𝑁𝑛1(𝑋1, . . . , 𝑋𝑁𝑛1) справедливо равенство
𝑑21(𝜃) =
𝑎(𝜃)(𝑘12 − 𝑘11) + 𝑏(𝜃) (𝑘22 − 𝑘21)
𝑎(𝜃)
.
Асимптотические разложения для функции распределения выборочной медианы
𝑀𝑛 в случае выборок случайного объема были получены в работе [19].
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4. Биномиальный случай
В этом разделе мы применим результаты предыдущих разделов к вычислению
дефекта выборочной медианы, основанной на выборках, объем которых имеет би-
номиальное распределение.
Лемма 4.1. Пусть неотрицательная целочисленная случайная величина 𝑁 име-
ет вид 𝑁 = 𝐵 + 1, где случайная величина 𝐵 имеет биномиальное распределение
вида
P
(︁
𝐵 = 𝑘
)︁
=
(︂
𝑛
𝑘
)︂
𝑝𝑘 𝑞𝑛−𝑘, 𝑘 = 0, . . . , 𝑛, 𝑝 ∈ (0, 1), 𝑞 = 1 − 𝑝.
Тогда
E 𝑁−1 =
1 − 𝑞𝑛+1
𝑝(𝑛 + 1)
,
E 𝑁−3/2 =
1
(𝑛𝑝)3/2
+ O(𝑛−5/2),
E 𝑁−2 =
1
𝑝2𝑛2
+ O(𝑛−3),
E 𝑁−5/2 = O(𝑛−3),
E 𝑁−3 =
𝑞𝑛
𝑛 + 1
𝑛∑︁
𝑘=0
(︂
𝑝
𝑞
)︂𝑘
1
(𝑘 + 1)2
.
Доказательство. Первое и третье утверждения Леммы доказаны в работе [9] (см.
Лемму 3.2 и Следствие 3.1). Для доказательства пятого утверждения применим
Лемму 3.1 [9], согласно которой имеем
E 𝑁−3 =
1∫︁
0
𝑑𝑠1
𝑠1
𝑠1∫︁
0
𝑑𝑠2
𝑠2
𝑠2∫︁
0
Ψ𝑁 (𝑠3)
𝑠3
𝑑𝑠3,
где производящая функция случайной величины 𝑁 имеет вид
Ψ𝑁 (𝑠) = E 𝑠
𝑁 = 𝑠 (𝑝𝑠 + 𝑞)𝑛.
Таким образом, имеем
E 𝑁−3 =
1
𝑝(𝑛 + 1)
1∫︁
0
𝑑𝑠1
𝑠1
𝑠1∫︁
0
(︀
(𝑝𝑠2 + 𝑞)
𝑛+1 − 𝑞𝑛+1)︀
𝑠2
𝑑𝑠2 =
=
1
𝑛 + 1
𝑛∑︁
𝑘=0
𝑞𝑛−𝑘
1∫︁
0
𝑑𝑠1
𝑠1
𝑠1∫︁
0
(𝑝𝑠2)
𝑘 𝑑𝑠2 =
=
𝑞𝑛
𝑛 + 1
𝑛∑︁
𝑘=0
(︂
𝑝
𝑞
)︂𝑘
1
(𝑘 + 1)2
.
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Далее, используя неравенство Иенсена, имеем
E 𝑁−3/2 > 1
(E 𝑁)3/2
=
1
(𝑛𝑝)3/2
,
с другой стороны неравенство Гельдера дает оценку сверху вида
E 𝑁−3/2 6
(︁
E 𝑁−2
)︁3/4
=
(︁ 1
𝑛2𝑝2
+ O(𝑛−3)
)︁3/4
.
Аналогично с учетом неравенства Гельдера имеем
E 𝑁−5/2 6
(︁
E 𝑁−3
)︁5/6
= O(𝑛−3).
Из этой Леммы непосредственно получаем следующее утверждение.
Лемма 4.2. Пусть случайная величина 𝐵𝑛 имеет биномиальное распределение
с параметрами 𝑚(𝑛 − 1), 𝑛 > 2 и 𝑝 = 1/𝑚, где 𝑚 > 2 – фиксированное
натуральное число, тогда для случайной величины
𝑁𝑛 = 𝐵𝑛 + 1
справедливы равенства
E 𝑁𝑛 = 𝑛, E 𝑁
−1
𝑛 =
1
𝑛
+
𝑚 − 1
𝑚𝑛2
+ O(𝑛−3),
E 𝑁−3/2𝑛 =
1
𝑛3/2
+ O(𝑛−5/2), E 𝑁−2𝑛 =
1
𝑛2
+ O(𝑛−3),
E 𝑁−5/2𝑛 = O(𝑛
−3), E 𝑁−3𝑛 = O
(︁ (1 − 1/𝑚)𝑛
𝑛 + 1
)︁
, 𝑛 → ∞.
Из первой части Леммы 2.1 и Леммы 4.2 непосредственно получаем следующую
Теорема 4.1. Пусть случайная величина 𝐵𝑛 имеет биномиальное распределе-
ние с параметрами 𝑚(𝑛 − 2), 𝑛 > 3 и 𝑝 = 1/2𝑚, где 𝑚 > 2 – фиксированное
натуральное число и
𝑁𝑛 = 2(𝐵𝑛 + 1).
Предположим также, что выполнены Условия A1 — A3 и 𝑛 = 2𝑙, 𝑙 ∈ N, тогда
E 𝑁𝑛 = 𝑛, E 𝑁
−1
𝑛 =
1
𝑛
+
2𝑚 − 1
𝑚𝑛2
+ O(𝑛−3),
E 𝑁−3/2𝑛 =
1
𝑛3/2
+ O(𝑛−5/2), E 𝑁−2𝑛 =
1
𝑛2
+ O(𝑛−3),
E 𝑁−5/2𝑛 = O(𝑛
−3), E 𝑁−3𝑛 = O(𝑛
−3),
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
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=
1
4𝑝20𝑛
− 𝑝1
√
2
4𝑝40
√
𝜋𝑛3/2
− 1
4𝑝20𝑛
2
(︁
3 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
− 2𝑚− 1
𝑚
)︁
+ O(𝑛−5/2).
Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
1
𝑛
+
2
√
2√
𝜋𝑛3/2
− 1
4𝑛2
(︁
1 − 4(2𝑚− 1)
𝑚
)︁
+ O(𝑛−5/2).
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
𝜋2
4𝑛
+
𝜋2
8𝑛2
(︁
𝜋2 − 6 + 2(2𝑚− 1)
𝑚
)︁
+ O(𝑛−5/2), 𝑛 → ∞.
Теорема 4.2. Пусть выполнены условия Теоремы 4.1 и 𝑛 = 2𝑙, 𝑙 ∈ N, тогда
если 𝑝1 ̸= 0, то дефект выборочной медианы 𝑀𝑁𝑛 относительно 𝑀𝑛 имеет вид
𝑑𝑛 = o(
√
𝑛), 𝑛 → ∞,
если 𝑝1 = 0, то
𝑑 = lim
𝑛→∞ 𝑑𝑛 =
2𝑚 − 1
𝑚
.
В частности, для распределения Лапласа (2.5) справедливо соотношение
𝑑𝑛 = o(
√
𝑛),
а для распределения Коши (2.4)
𝑑 =
2𝑚 − 1
𝑚
.
Аналогично предыдущему можно получить следующие два утверждения.
Теорема 4.3. Пусть случайная величина 𝐵𝑛 имеет биномиальное распределе-
ние с параметрами 𝑚(𝑛 − 1), 𝑛 > 2 и 𝑝 = 1/2𝑚, где 𝑚 > 2 – фиксированное
натуральное число и
𝑁𝑛 = 2𝐵𝑛 + 1.
Предположим также, что выполнены Условия A1 — A3 и 𝑛 = 2𝑙 + 1, 𝑙 ∈ N,
тогда
E 𝑁𝑛 = 𝑛, E 𝑁
−1
𝑛 =
1
𝑛
+
𝑚 − 1
𝑚𝑛2
+ O(𝑛−3),
E 𝑁−3/2𝑛 =
1
𝑛3/2
+ O(𝑛−5/2), E 𝑁−2𝑛 =
1
𝑛2
+ O(𝑛−3),
E 𝑁−5/2𝑛 = O(𝑛
−3), E 𝑁−3𝑛 = O(𝑛
−3),
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
1
4𝑝20𝑛
− 𝑝1
√
2
4𝑝40
√
𝜋𝑛3/2
− 1
4𝑝20𝑛
2
(︁
3 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
− 𝑚− 1
𝑚
)︁
+ O(𝑛−5/2).
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Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
1
𝑛
+
2
√
2√
𝜋𝑛3/2
− 1
4𝑛2
(︁
1 − 4(𝑚− 1)
𝑚
)︁
+ O(𝑛−5/2).
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
𝜋2
4𝑛
+
𝜋2
8𝑛2
(︁
𝜋2 − 6 + 2(𝑚− 1)
𝑚
)︁
+ O(𝑛−5/2), 𝑛 → ∞.
Теорема 4.4. Пусть выполнены условия Теоремы 4.3 и 𝑛 = 2𝑙 + 1, 𝑙 ∈ N,
тогда если 𝑝1 ̸= 0, то дефект выборочной медианы 𝑀𝑁𝑛 относительно 𝑀𝑛
имеет вид
𝑑𝑛 = o(
√
𝑛), 𝑛 → ∞,
если 𝑝1 = 0, то
𝑑 = lim
𝑛→∞ 𝑑𝑛 =
𝑚 − 1
𝑚
.
В частности для распределения Лапласа (2.5) справедливо соотношение
𝑑𝑛 = o(
√
𝑛),
а для распределения Коши (2.4)
𝑑 =
𝑚 − 1
𝑚
.
5. Трехточечное симметричное распределение
В этом разделе будет рассмотрен случай, когда случайный индекс 𝑁𝑛 (случай-
ный объем выборки) имеет симметричное распределение вида
𝑁𝑛 :
𝑛 − ℎ𝑛, 𝑛, 𝑛 + ℎ𝑛,
1
3 ,
1
3 ,
1
3 ,
(5.1)
где последовательность натуральных чисел ℎ𝑛 < 𝑛 удовлетворяет условию
lim
𝑛→∞
ℎ𝑛
𝑛
= 0. (5.2)
Лемма 5.1. Пусть случайная величина 𝑁𝑛 имеет распределение (5.1) и выпол-
нено условие (5.2), тогда справедливы равенства
E 𝑁𝑛 = 𝑛, E 𝑁
−1
𝑛 =
1
𝑛
+
2
3𝑛
(︁ℎ𝑛
𝑛
)︁2
+ O
(︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4)︁
,
E 𝑁−3/2𝑛 =
1
𝑛3/2
+ O
(︁ 1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2)︁
,
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E 𝑁−2𝑛 =
1
𝑛2
+ O
(︁ 1
𝑛2
(︁ℎ𝑛
𝑛
)︁2)︁
,
E 𝑁−5/2𝑛 =
1
𝑛5/2
+ O
(︁ 1
𝑛5/2
(︁ℎ𝑛
𝑛
)︁2)︁
,
E 𝑁−3𝑛 =
1
𝑛3
+ O
(︁ 1
𝑛3
(︁ℎ𝑛
𝑛
)︁2)︁
, 𝑛 → ∞.
Доказательство. Доказательство Леммы следует из равенств
E 𝑁−1𝑛 =
3𝑛2 − ℎ2𝑛
3𝑛(𝑛2 − ℎ2𝑛)
=
=
1
𝑛
(︁
1 − ℎ
2
𝑛
3𝑛
)︁ (︁
1 +
ℎ2𝑛
𝑛2
+ O
(︁ℎ4𝑛
𝑛4
)︁)︁
=
=
1
𝑛
+
2
3𝑛
(︁ℎ𝑛
𝑛
)︁2
+ O
(︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4)︁
,
E 𝑁−3/2𝑛 =
1
3𝑛3/2
(︁ 1
(1 − ℎ𝑛/𝑛)3/2 + 1 +
1
(1 + ℎ𝑛/𝑛)3/2
)︁
=
=
1
𝑛3/2
+ O
(︁ 1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2)︁
,
E 𝑁−2𝑛 =
1
3𝑛2
(︁ 1
(1 − ℎ𝑛/𝑛)2 + 1 +
1
(1 + ℎ𝑛/𝑛)2
)︁
=
=
1
𝑛2
+ O
(︁ 1
𝑛2
(︁ℎ𝑛
𝑛
)︁2)︁
.
Аналогично доказываются оставшиеся соотношения. Лемма доказана.
Предположим теперь, что последовательность натуральных чисел ℎ𝑛 < 𝑛
удовлетворяет следующему условию
ℎ𝑛
𝑛
= 𝛼0 + 𝛼1 𝑛
−𝛿 + o(𝑛−𝛿), 𝑛 → ∞, (5.3)
где 𝛼0 ∈ (0, 1), 𝛿 > 0 и 𝛼1 – некоторые числа. Тогда аналогично предыдущему
утверждению, получаем следующую Лемму.
Лемма 5.2. Пусть случайная величина 𝑁𝑛 имеет распределение (5.1) и выпол-
нено условие (5.3), тогда для любого числа 𝑝 > 0 справедливы равенства
E 𝑁𝑛 = 𝑛,
E 𝑁−𝑝𝑛 =
=
1
3𝑛𝑝
(︃
1 +
(1 + 𝛼0)
𝑝 + (1− 𝛼0)𝑝
(1− 𝛼20)𝑝
)︃
+
+
𝑝𝛼1
(︀
(1 + 𝛼0)
𝑝+1 − (1− 𝛼0)𝑝+1
)︀
3𝑛𝑝+𝛿(1− 𝛼20)𝑝+1
+ o(𝑛−𝑝−𝛿).
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Доказательство. Доказательство Леммы следует из равенств
E 𝑁−𝑝𝑛 =
1
3𝑛𝑝
(︃
1 +
1
(1 + ℎ𝑛/𝑛)𝑝
+
1
(1 − ℎ𝑛/𝑛)𝑝
)︃
,
𝑓(𝑥) ≡ 1
(1 ± 𝑥)𝑝 =
=
1
(1 ± 𝛼0)𝑝 ∓ (𝑥 − 𝛼0)
𝑝
(1 ± 𝛼0)𝑝+1 + O
(︀
(𝑥 − 𝛼0)2
)︀
,
причем последняя формула применяется с
𝑥 =
ℎ𝑛
𝑛
= 𝛼0 + 𝛼1 𝑛
−𝛿 + o(𝑛−𝛿).
Лемма доказана.
Из Теоремы 3.1, Леммы 2.1 и Лемм 5.1, 5.2 непосредственно получаем следу-
ющие утверждения.
Теорема 5.1. Пусть случайная величина 𝑁𝑛 имеет распределение (5.1) и
1. 𝑛 и ℎ𝑛 – четные числа и выполнено условие (5.2), тогда
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
1
4𝑝20𝑛
− 𝑝1
√
2
4𝑝40
√
𝜋𝑛3/2
− 1
4𝑝20𝑛
2
(︁
3 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
− 2ℎ
2
𝑛
3𝑛
)︁
+
+ O
(︁
max
{︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4
,
1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2}︁)︁
.
Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
1
𝑛
+
2
√
2√
𝜋𝑛3/2
− 1
4𝑛2
(︁
1 − 8ℎ
2
𝑛
3𝑛
)︁
+
+ O
(︁
max
{︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4
,
1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2}︁)︁
.
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
𝜋2
4𝑛
+
𝜋2
8𝑛2
(︁
𝜋2 − 6 + 4ℎ
2
𝑛
3𝑛
)︁
+
+ O
(︁
max
{︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4
,
1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2}︁)︁
, 𝑛 → ∞.
2. 𝑛 – нечетное число, а ℎ𝑛 – четное, тогда
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
1
4𝑝20𝑛
− 𝑝1
√
2
4𝑝40
√
𝜋𝑛3/2
− 1
4𝑝20𝑛
2
(︁
2 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
− 2ℎ
2
𝑛
3𝑛
)︁
+
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+ O
(︁
max
{︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4
,
1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2}︁)︁
.
Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
1
𝑛
+
2
√
2√
𝜋𝑛3/2
+
1
4𝑛2
(︁
1 +
8ℎ2𝑛
3𝑛
)︁
+
+ O
(︁
max
{︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4
,
1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2}︁)︁
.
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
𝜋2
4𝑛
+
𝜋2
8𝑛2
(︁
𝜋2 − 4 + 4ℎ
2
𝑛
3𝑛
)︁
+
+ O
(︁
max
{︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4
,
1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2}︁)︁
, 𝑛 → ∞.
Теорема 5.2. Пусть случайная величина 𝑁𝑛 имеет распределение (5.1), 𝑛, ℎ𝑛 –
четные числа и выполнено условие (5.3), тогда
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
1
4𝑝20
E 𝑁−1𝑛 −
𝑝1
√
2
4𝑝40
√
𝜋
E 𝑁−3/2𝑛 −
1
4𝑝20
E 𝑁−2𝑛
(︁
3 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
)︁
+ O(E 𝑁−5/2𝑛 ).
Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
= E 𝑁−1𝑛 +
2
√
2√
𝜋
E 𝑁−3/2𝑛 −
1
4
E 𝑁−2𝑛 + O(E 𝑁
−5/2
𝑛 ).
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
𝜋2
4
E 𝑁−1𝑛 +
𝜋2
(︀
𝜋2 − 6)︀
8
E 𝑁−2𝑛 + O(E 𝑁
−5/2
𝑛 ).
2. Если 𝑛 нечетное число, а ℎ𝑛 – четное, то
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
1
4𝑝20
E 𝑁−1𝑛 −
− 𝑝1
√
2
4𝑝40
√
𝜋
E 𝑁−3/2𝑛 −
1
4𝑝20
E 𝑁−2𝑛
(︁
2 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
)︁
+ O(E 𝑁−5/2𝑛 ).
Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
= E 𝑁−1𝑛 +
2
√
2√
𝜋
E 𝑁−3/2𝑛 +
1
4
E 𝑁−2𝑛 + O(E 𝑁
−5/2
𝑛 ).
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
𝜋2
4
E 𝑁−1𝑛 +
𝜋2
(︀
𝜋2 − 4)︀
8
E 𝑁−2𝑛 + O(E 𝑁
−5/2
𝑛 ).
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Подставляя в формулы из этой теоремы асимптотические разложения для об-
ратных моментов из Леммы 5.2, непосредственно получаем следующее утвержде-
ние.
Следствие 5.1. Пусть выполнены условия Теоремы 5.2, тогда
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
1
12𝑝20 𝑛
(︃
1 +
2
1− 𝛼20
)︃
+
4𝛼1 𝛼0
12𝑝20 𝑛
1+𝛿(1− 𝛼20)2
−
− 𝑝1
√
2
12𝑝40
√
𝜋𝑛3/2
(︃
1 +
(1 + 𝛼0)
3/2 + (1− 𝛼0)3/2
(1− 𝛼20)3/2
)︃
−
− 𝑝1
√
2𝛼1
(︀
(1 + 𝛼0)
5/2 − (1− 𝛼0)5/2
)︀
8𝑝40
√
𝜋𝑛3/2+𝛿(1− 𝛼20)5/2
−
− 1
12𝑝20𝑛
2
(︃
1 +
2 + 2𝛼20
(1− 𝛼20)2
)︃ (︃
3 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
)︃
+ o(𝑛−1−𝛿).
Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
1
3 𝑛
(︃
1 +
2
1− 𝛼20
)︃
+
4𝛼1 𝛼0
3 𝑛1+𝛿(1− 𝛼20)2
+
+
2
√
2
3
√
𝜋𝑛3/2
(︃
1 +
(1 + 𝛼0)
3/2 + (1− 𝛼0)3/2
(1− 𝛼20)3/2
)︃
−
−
√
2𝛼1
(︀
(1 + 𝛼0)
5/2 − (1− 𝛼0)5/2
)︀
√
𝜋𝑛3/2+𝛿(1− 𝛼20)5/2
−
− 1
12𝑛2
(︃
1 +
2 + 2𝛼20
(1− 𝛼20)2
)︃
+ o(𝑛−1−𝛿).
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
𝜋2
12 𝑛
(︃
1 +
2
1− 𝛼20
)︃
+
𝜋2𝛼1 𝛼0
3 𝑛1+𝛿(1− 𝛼20)2
+
+
𝜋2(𝜋2 − 6)
24𝑛2
(︃
1 +
2 + 2𝛼20
(1− 𝛼20)2
)︃
+ o(𝑛−1−𝛿).
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2. Если 𝑛 нечетное число, а ℎ𝑛 – четное, то
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
1
12𝑝20 𝑛
(︃
1 +
2
1− 𝛼20
)︃
+
4𝛼1 𝛼0
12𝑝20 𝑛
1+𝛿(1− 𝛼20)2
−
− 𝑝1
√
2
12𝑝40
√
𝜋𝑛3/2
(︃
1 +
(1 + 𝛼0)
3/2 + (1− 𝛼0)3/2
(1− 𝛼20)3/2
)︃
−
− 𝑝1
√
2𝛼1
(︀
(1 + 𝛼0)
5/2 − (1− 𝛼0)5/2
)︀
8𝑝40
√
𝜋𝑛3/2+𝛿(1− 𝛼20)5/2
−
− 1
12𝑝20𝑛
2
(︃
1 +
2 + 2𝛼20
(1− 𝛼20)2
)︃ (︃
2 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
)︃
+ o(𝑛−1−𝛿).
Для распределения Лапласа (2.5) справедливо соотношение
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
1
3 𝑛
(︃
1 +
2
1− 𝛼20
)︃
+
4𝛼1 𝛼0
3 𝑛1+𝛿(1− 𝛼20)2
+
+
2
√
2
3
√
𝜋𝑛3/2
(︃
1 +
(1 + 𝛼0)
3/2 + (1− 𝛼0)3/2
(1− 𝛼20)3/2
)︃
−
−
√
2𝛼1
(︀
(1 + 𝛼0)
5/2 − (1− 𝛼0)5/2
)︀
√
𝜋𝑛3/2+𝛿(1− 𝛼20)5/2
+
+
1
12𝑛2
(︃
1 +
2 + 2𝛼20
(1− 𝛼20)2
)︃
+ o(𝑛−1−𝛿).
В случае распределения Коши (2.4)
E𝜃
(︁
𝑀𝑁𝑛 − 𝜃
)︁2
=
=
𝜋2
12 𝑛
(︃
1 +
2
1− 𝛼20
)︃
+
𝜋2𝛼1 𝛼0
3 𝑛1+𝛿(1− 𝛼20)2
+
+
𝜋2(𝜋2 − 4)
24𝑛2
(︃
1 +
2 + 2𝛼20
(1− 𝛼20)2
)︃
+ o(𝑛−1−𝛿).
Теорема 5.3. Пусть выполнены условия Теоремы 5.1, тогда если 𝑝1 ̸= 0, то
дефект выборочной медианы 𝑀𝑁𝑛 относительно 𝑀𝑛 имеет вид
𝑑𝑛 = o(
√
𝑛), 𝑛 → ∞,
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если 𝑝1 = 0, и
ℎ2𝑛
𝑛
→ ℎ, 𝑛 → ∞,
то
𝑑 = lim
𝑛→∞ 𝑑𝑛 =
2
3
ℎ.
В частности для распределения Лапласа (2.5) справедливо соотношение
𝑑𝑛 = o(
√
𝑛),
а для распределения Коши (2.4)
𝑑 =
2
3
ℎ.
Замечание 5.1. Заметим, что в условии Теоремы 5.3
ℎ2𝑛
𝑛
→ ℎ, 𝑛 → ∞,
ℎ может быть сколь угодно большой величиной (для этого достаточно рассмот-
реть случай, когда ℎ𝑛 – последовательность натуральных чисел порядка
√
ℎ 𝑛),
поэтому указанный в Теореме 5.3 асимптотический дефект 𝑑 в принципе мо-
жет быть произвольно большим.
Напомним теперь понятие предельной риск-эффективности (ПРЭ) последова-
тельности оценок (см., например, [3] стр. 308). Пусть 𝛿𝑛 ≡ 𝛿𝑛(𝑋1, . . . , 𝑋𝑛), 𝛿*𝑛 ≡
𝛿*𝑛(𝑋1, . . . , 𝑋𝑛) – две последовательности оценок параметрической функции 𝑔(𝜃)
соответственно с функциями риска
𝑅(𝜃) = E𝜃 (𝛿𝑛 − 𝑔(𝜃))2, 𝑅*(𝜃) = E𝜃 (𝛿*𝑛 − 𝑔(𝜃))2.
Под предельной риск-эффективностью оценки 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) по отношению к
оценке 𝛿*𝑛(𝑋1, . . . , 𝑋𝑛) понимается предел (в случае его существования и незави-
симости от последовательности ?¯?(𝑛)) вида (см., например, [3] стр. 308)
𝑒 ≡ lim
𝑛→∞
𝑛
?¯?(𝑛)
,
где последовательность натуральных чисел ?¯?(𝑛) определяется из условия
lim
𝑛→∞ 𝑛
𝑟 𝑅*𝑛(𝜃) = lim
𝑛→∞ 𝑛
𝑟 𝑅?¯?(𝑛)(𝜃) < ∞,
при некотором 𝑟 > 0. Таким образом, если ПРЭ равна, например, 1/3, то оцен-
ке 𝛿𝑛(𝑋1, . . . , 𝑋𝑛) для достижения того же качества, что и оценке 𝛿
*
𝑛(𝑋1, . . . , 𝑋𝑛)
требуется примерно втрое больше (?¯?(𝑛) ≈ 3𝑛) наблюдений.
В книге [3] (Теорема 2.3, стр. 309) доказано следующее утверждение: если при
некотором 𝑟 > 0
lim
𝑛→∞ 𝑛
𝑟 𝑅*𝑛(𝜃) = 𝜏
* > 0, lim
𝑛→∞ 𝑛
𝑟 𝑅𝑛(𝜃) = 𝜏 > 0,
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то ПРЭ оценки 𝛿𝑛 относительно оценки 𝛿
*
𝑛 равна
𝑒 =
(︁𝜏*
𝜏
)︁1/𝑟
.
Применяя это утверждение с
𝑟 = 1, 𝜏 =
1
12 𝑝20
(︁
1 +
2
1− 𝛼20
)︁
, 𝜏* =
1
4 𝑝20
и Следствие 5.1 к выборочным медианам 𝑀𝑁𝑛 , 𝑀𝑛, непосредственно получаем
следующий результат.
Теорема 5.4. Пусть выполнены условия Теоремы 5.2, тогда ПРЭ выборочной
медианы 𝑀𝑁𝑛 относительно 𝑀𝑛 имеет вид
𝑒 =
3 − 3𝛼20
3 − 𝛼20
< 1.
6. Случай распределения Пуассона
В этом разделе будет найден дефект выборочной медианы 𝑀𝑛, основанной
на выборках, объем которых имеет распределение Пуассона. Всюду далее будем
предполагать, что
𝑁𝑛 = Π𝑛 + 1,
где случайная величина Π𝑛 имеет распределение Пуассона вида
P
(︁
Π𝑛 = 𝑘
)︁
=
𝑒−𝜆𝑛 𝜆𝑘𝑛
𝑘!
, 𝑘 = 0, 1, 2, . . . , 𝜆𝑛 = 𝑛− 1, 𝑛 ≥ 2,
E 𝑁𝑛 = 𝑛.
В случае, если исходные наблюдения имеют распределение Коши, то, используя
результаты Леммы 2.1, нетрудно видеть, что
𝑘1 = 1, 𝑘2 = 1, 𝑎(𝜃) = 𝜋
2/4.
Кроме того, 𝑏(𝜃) = 𝜋2(𝜋2 − 6)/8 для четных 𝑛, и 𝑏(𝜃) = 𝜋2(𝜋2 − 4)/8 для
нечетных. Теперь, применяя Теорему 3.2, непосредственно получаем, что
𝑑(𝜃) = 1. (6.1)
В общем случае имеем
𝑟 = 1, 𝑠 =
1
2
, 𝛼 =
1
2
.
В работе [9] получены асимптотические разложения следующих обратных момен-
тов
E 𝑁−1𝑛 =
1
𝑛
+
1
𝑛2
+ O(𝑛−3), E 𝑁−2𝑛 =
1
𝑛2
+ O(𝑛−3).
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Аналогично предыдущему отсюда следует, что
𝑑𝑛(𝜃) =
√
2𝑝1√
𝜋𝑝20
𝑛1/2 + O(
√
𝑛). (6.2)
Заключение
В работе рассмотрен случай статистического оценивания неизвестного пара-
метра сдвига, основанный на выборочной медиане, построенной по выборкам слу-
чайного объема. С помощью понятия дефекта проведено асимптотическое сравне-
ние качества такой оценки. Получены явные формулы для асимптотического де-
фекта, имеющего смысл необходимого добавочного числа наблюдений. Подробно
рассмотрен случай, когда случайный объем выборки имеет биномиальное, пуассо-
новское и трехточечное симметричное распределения.
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