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Angle-resolved upper critical field Hc2 provides an efficient tool to probe the gap symmetry of
unconventional superconductors. We revisit the behavior of in-plane Hc2 in d-wave superconductors
by considering both the orbital effect and Pauli paramagnetic effect. After carrying out systematic
analysis, we show that the maxima of Hc2 could be along either nodal or antinodal directions of a d-
wave superconducting gap, depending on the specific values of a number of tuning parameters. This
behavior is in contrast to the common belief that the maxima of in-plane Hc2 are along the direction
where the superconducting gap takes its maximal value. Therefore, identifying the precise d-wave
gap symmetry through fitting experiments results of angle-resolved Hc2 with model calculations
at a fixed temperature, as widely used in previous studies, is difficult and practically unreliable.
However, our extensive analysis of angle-resolved Hc2 show that there is a critical temperature T
∗:
in-plane Hc2 exhibits its maxima along nodal directions at T < T
∗ and along antinodal directions
at T ∗ < T < Tc. The concrete value of T
∗ may change as other parameters vary, but the existence
of pi/4 shift of Hc2 at T
∗ appears to be a general feature. Thus a better method to identify the
precise d-wave gap symmetry is to measure Hc2 at a number of different temperatures, and examine
whether there is a pi/4 shift in its angular dependence at certain T ∗. We further show that Landau
level mixing does not change this general feature. However, in the presence of Fulde-Ferrell-Larkin-
Ovchinnikov state, the angular dependence of Hc2 becomes quite complicated, which makes it more
difficult to determine the gap symmetry by measuring Hc2. Our results indicate that some previous
studies on the gap symmetry of CeCu2Si2 are unreliable and need to be reexamined, and also provide
a candidate solution to an experimental discrepancy in the angle-resolved Hc2 in CeCoIn5.
PACS numbers: 74.20.Rp, 74.25.Op, 74.70.Tx
I. INTRODUCTION
Identifying the precise gap symmetry is generically
regarded as an important step on the road of search-
ing for the microscopic pairing mechanism of unconven-
tional superconductivity1,2. Different from the isotropic,
phonon mediated BCS superconductors, unconventional
superconductors are believed to be induced by the strong
electron correlations and normally possess an anisotropic
non-s-wave superconducting gap. Extensive theoretic
studies have found that an anisotropic superconducting
gap always leads to an anisotropic, angle dependent in-
plane upper critical field Hc2
3–5. Motivated by these
studies, the angle-resolved in-planeHc2 has recently been
widely used to determine the gap symmetry of a num-
ber of unconventional superconductors, including cuprate
superconductors6,7, heavy fermion superconductors8–10,
iron based superconductors11, and other types of super-
conductors such as Sr2RuO4
12 and K2Cr3As3
13.
It is widely accepted that cuprate superconductors
have a dx2−y2 wave gap
14,15. However, the precise gap
symmetry of many heavy fermion superconductors is still
unclear. Among the dozens of known heavy fermion com-
pounds, CeCu2Si2 and CeCoIn5 have attracted special
experimental and theoretical interest16–20.
As the first heavy fermion superconductor21, CeCu2Si2
has been studied for more than three decades, but no
consensus has been reached concerning its precise gap
symmetry. A number of earlier experiments provides ev-
idence for a dx2−y2-wave gap
22,23. Subsequent studies
of angle-resolved Hc2 by Vieyra et al.
10 found that the
in-plane Hc2 exhibits a fourfold oscillation with its max-
ima being along the [100] direction. By fitting model
computations to their measurements, Vieyra et al.10 pro-
posed that the gap symmetry of CeCu2Si2 should be
dxy-wave, which is in sharp contrast to most previous
works22,23. Recent specific heat measurements suggested
that CeCu2Si2 may have a nodeless multi-band super-
conducting gap24, which challenges the widely accepted
notion that the gap symmetry of this superconductor is
d-wave. Observations made in the vortex state by scan-
ning tunneling microscopy and spectroscopy are consis-
tent with a multi-band gap with nodes25. First-principle
calculations speculated that a promising pairing state
might be multi-band s±-wave with loop shaped nodes
26.
Moreover, by measuring the change of penetration depth
and renormalized superfluid density, and then comparing
these findings to previous measurements of specific heat,
a nodeless d+ d band-mixing state was also proposed as
a candidate for the gap symmetry of CeCu2Si2
27.
CeCoIn5, discovered in 2001 by Petrovic et al.
28, is
known to have one of the highest critical temperature,
roughly Tc = 2.3K, among the whole heavy fermion fam-
2ily. Many experimental measurements, including thermal
conductivity29, specific heat in rotated magnetic field30,
differential conductance31, inelastic neutron scattering32,
and scanning tunneling microscopy33,34, have discovered
considerable evidence for a dx2−y2 -wave superconducting
gap. Angle-resolved in-plane Hc2 has also been used to
probe the gap symmetry of CeCoIn5. However, there
is a longstanding experimental discrepancy in the angu-
lar dependence of in-plane Hc2: some experiments found
that the maxima of Hc2 are along the [110] direction
35,
whereas other experiments observed the maxima of Hc2
along the [100] direction9,36,37. This discrepancy is re-
garded as an open puzzle in this field9,38, and prevents
us from reaching a final consensus on the precise gap
symmetry of CeCoIn5.
An external magnetic field couples to the charge and
spin degrees of freedom of electrons via the orbital and
Zeeman mechanisms, respectively. The former coupling
destroys the long-range phase coherence and leads to
the mixed state in type-II superconductors. The latter
one, called Pauli paramagnetic effect, is believed to play
an important role in heavy fermion compounds such as
CeCu2Si2 and CeCoIn5
9,17,21,39,40. The behavior of Hc2
is determined by the interplay of these two effects.
It is well established that the in-plane Hc2 exhibits
a fourfold oscillation in d-wave superconductors4–10. In
earlier calculations including only the orbital effect4,5,
Hc2 was always found to display its maxima along the
antinodal directions where the d-wave gap is maximal.
Later studies included the Pauli paramagnetic effect9,41,
but still concluded that the maxima of Hc2 are along
the antinodal directions. There appears to be a priori
hypothesis in the literature that a larger superconduct-
ing gap necessarily results in a larger Hc2, which means
that Hc2 and d-wave gap should exhibit their maxima
(minima) at exactly the same azimuthal angles θ. If this
hypothesized correspondence is valid, it would be easy to
identify the gap symmetry: the gap is dx2−y2-wave when
the measured Hc2 exhibits its maxima along the [100]
direction; the gap is dxy-wave when the measured Hc2
exhibits its maxima along the [110] direction.
We emphasize that the above hypothesized connection
between in-plane Hc2 and d-wave gap, though intuitively
reasonable, is actually not always correct. If there is only
orbital effect, Hc2 and d-wave gap do display the same
angular dependence. However, this connection can be
destroyed by the Pauli paramagnetic effect.
In this paper, motivated by the recent progress and
the existing controversy, we will analyze the influence of
the interplay of orbital and Pauli paramagnetic effect on
the behavior of in-plane Hc2 in d-wave superconductors.
The aim of this paper is to provide a better understand-
ing of the properties of the angle-resolved in-plane Hc2
in CeCu2Si2 and CeCoIn5. After carrying out system-
atical calculations, we show that the maxima of angle-
dependent Hc2(θ) are not necessarily along the antinodal
directions in the presence of Pauli paramagnetic effect.
Interestingly, the angular dependence of Hc2 is deter-
mined by a number of parameters, including tempera-
ture T , critical temperature Tc, gyromagnetic ratio g,
fermion velocity v0, and two parameters that character-
ize the shape of the corresponding Fermi surface. Any of
these six parameters can drive a π/4 shift in the fourfold
oscillation pattern of Hc2. Since approximations are in-
evitable in theoretical calculations, it is technically quite
difficult to identify whether the precise gap symmetry is
dx2−y2 wave or dxy wave by fitting experimental results
with model calculations at a fixed temperature. Among
the six tuning parameters, the temperature T plays a par-
ticular role. If one varies T but fixes all the rest parame-
ters, Hc2 exhibits its maxima along the nodal directions
at T < T ∗ and antinodal directions at T > T ∗ due to a
sufficiently strong Pauli paramagnetic effect, where T ∗ is
certain critical temperature. The concrete magnitude of
T ∗ may change as other parameters vary, but the exis-
tence of a π/4 shift in the four-fold oscillation of Hc2 at
T ∗ appears to be general feature. This feature provides a
better method to determine the precise gap symmetry by
measuring the in-plane Hc2 at a large number of temper-
atures and see whether there is a π/4 shift in its angular
dependence.
On the basis of our theoretical results, we find that
some previous conclusions about the precise gap symme-
try of CeCu2Si2 are actually unreliable, and need to be
further studied. Moreover, our finding provides a possible
solution for an experimental discrepancy in the measured
angular dependence of in-plane Hc2 in CeCoIn5.
To examine the validity of our conclusion, we will also
study the impacts of Landau level mixing and Fulde-
Ferrell-Larkin-Ovchinnikov (FFLO) state42,43, which
may be important in some heavy fermion compounds.
We find that Landau level mixing does not change the
general feature that the maxima of Hc2 shifts by π/4 at
critical temperature T ∗. In the presence of FFLO state,
however, the maximum of Hc2 may be along the nodal
or antinodal directions, depending sensitively on the tem-
perature of the system. This makes it more difficult to
identify the precise gap symmetry by measuring the an-
gular dependence of Hc2.
The rest of paper is organized as follows. In Sec. II,
we derive the equation of in-plane Hc2 for dx2−y2 super-
conductor with a rippled cylindrical Fermi surface. In
Sec. III, we show the influence of different parameters
on Hc2 by numerical calculations. In Sec. IV, the influ-
ences of Landau level mixing and FFLO state on Hc2 are
given. In Sec. V, we then compare our results with ex-
perimental studies about angle-resolved Hc2. In Sec. VI,
we summarize our main results.
II. DERIVATION OF THE EQUATION OF Hc2
Many heavy fermion compounds have a layered struc-
ture, but the inter-layer coupling cannot be entirely
ignored18,19,44. To embody this feature, it is convenient
to assume a rippled cylindrical Fermi surface, which is
3schematically shown in Fig. 1. Now the fermion momen-
tum k should have three components: kx,y denote the
x, y-components in the basic superconducting plane, and
kz denotes the z-component along c-axis. We use tc to
represent the inter-layer hoping parameter and c the unit
size along z-direction. The dispersion relation of fermions
is given by45,46,
ε(k) =
1
2m
(k2x + k
2
y)− 2tc cos(χ) (1)
with χ = kzc. Superconductivity is entirely suppressed
once the in-plane field H reaches Hc2, which can be ob-
tained by solving a linearized gap equation. Near the
second-order transition, the gap function has the form
∆(R,k) = ∆α(R)γα(kˆ), (2)
where γα(kˆ) reflects the symmetry of the gap function
and α may correspond to s, dx2−y2 , dxy, and so on. Em-
ploying the general methods presented in Refs.47–54, we
find the following equation
− ln( T
Tc
)∆α(R) =
∫ +∞
0
dη
πT
sinh(πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
×γ2α(kˆ)
{
1− cos
[
η
(
h′ +
1
2
vF (kˆ)
·Π(R))]}∆α(R). (3)
In the simplest case, we now neglect the influence of
Landau level mixing and FFLO state. Their influence
will be considered separately in Sec.IV. Assuming that
∆α(R) = ∆0(R), we have
∆0(R) =
(
2eH
π
) 1
4
e−eH(x sin θ−y cos θ)
2
, (4)
where ∆0(R) is the lowest Landau level, and θ is the
angle between the direction of in-plane magnetic field and
the x-axis, corresponding to the [100] direction, within
the basal plane. The generalized derivative operator is
defined as
Π(R) = −i∇R + 2eA(R), (5)
where the vector potential is chosen to be
A(R) = H (−x sin θ + y cos θ) ez. (6)
Now the field H takes the form
H = ∇×A = H cos θex +H sin θey. (7)
For a rippled cylindrical Fermi surface, the vector of
Fermi velocity is given by46
vF (kˆ) = va cosϕex + va sinϕey + vc sinχez. (8)
Here, vc = 2tcc, and va = v0
√
1 + λ cos(χ), where
v0 =
kF0
m with Fermi momentum kF0 being related to
k
x
k
z
ky
pi/c
−pi/c
FIG. 1: Schematic diagram for a rippled cylindrical Fermi
surface.
Fermi energy ǫF by kF0 =
√
2mǫF . The shape of rippled
cylindrical Fermi surface is characterized by a velocity
ratio vc/v0 = λγ, where λ = 2tc/ǫF and γ = ckF0/2.
As will be shown later, both λ and γ can strongly affect
the behavior of Hc2. Moreover, we define h
′ = − gµBH2 ,
where µB is Bohr magneton and g gyromagnetic ratio.
The orbital effect is encoded in the factor vF (k) · Π(R),
whereas the Pauli paramagnetic effect is represented by
the factor h′. The concrete angular dependence of Hc2 is
determined by the interplay of these two effects.
To facilitate analytical computation, we can choose the
direction of field H as a new z′-axis and define

e′x = ex sin θ − ey cos θ
e′y = −ez
e′z = ex cos θ + ey sin θ
. (9)
In the coordinate frame spanned by (e′x, e
′
y, e
′
z), we write
the velocity vector as
vF (kˆ) = va sin(θ − ϕ)e′x − vc sinχe′y + va cos(θ − ϕ)e′z ,
and the generalized derivative operator as
Π(R) =
√
eH
[
(a+ + a−) e
′
x − i (a+ − a−) e′y
+
√
2a0e
′
z
]
, (10)
where
a± =
1
2
√
eH
[−i sin θ∂x + i cos θ∂y ∓ ∂z
±2ieH(x sin θ − y cos θ)] , (11)
a0 =
1√
2eH
[−i∂x cos θ − i∂y sin θ] , (12)
which satisfy
[a−, a+] = 1, [a±, a0] = 0. (13)
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FIG. 2: (a) and (b): Fourfold oscillation of θ-dependent Hc2
at t = 0.1 and t = 0.9; (c) and (d): t-dependence of Hc2 and
∆Hc2 with Tc = 1K, v0 = 3000m/s, λ = 0.5, and γ = 1.
Only orbital effect is considered.
In Eq. (3), the influence of gap symmetry is reflected in
γα(kˆ). For s-wave gap, γs(kˆ) = 1; for dx2−y2-wave gap,
γd
x2−y2
(kˆ) =
√
2 cos(2ϕ); for dxy-wave gap, γdxy (kˆ) =√
2 sin(2ϕ). Now we take dx2−y2-wave gap as an example,
so γd
x2−y2
(kˆ) =
√
2 cos(2ϕ). The results for dxy-wave gap
can be obtained analogously, and the main conclusion
does not change. Averaging over ∆(R) on both sides of
Eq. (3) and inserting γd
x2−y2
(kˆ), we obtain
− ln t =
∫ +∞
0
du
sinh (u)
{
1−
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
× cos(hu) [1 + cos(4θ) cos(4ϕ)]
× e−ρu2(λ2γ2 sin2 χ+(1+λ cosχ) sin2 ϕ)
}
, (14)
where t = TTc , h =
gµBHc2
2pikBT
and ρ =
v2
0
eHc2
8pi2k2
B
T 2
. For the
detailed derivation of Eq. (14), please see the Appendix.
Although the linearized gap equation (14) is formally
general and valid in many superconductors, its solution
is determined by a number of physical effects and associ-
ated parameters. From Eq. (14), we see Hc2(θ) depends
on six physical parameters: critical temperature Tc, tem-
perature ratio t = T/Tc, velocity v0, gyromagnetic ratio
g, λ = 2tc/ǫF , and γ = kF0c/2. Among these param-
eters, λ and γ are related to the shape of the rippled
cylindrical Fermi surface. We notice that the influence of
λ and γ were not carefully investigated in previous works
on Hc2. x
In previous studies on this problem8–10, a rippled cylin-
drical Fermi surface is often assumed, but there is not
any tuning parameter in the equation of Hc2 that can
characterize how rippled is the Fermi surface. In our
equation of Hc2, given by Eq. (14), we have introduced
two tuning parameters λ and γ to characterize the con-
crete shape of the rippled Fermi surface. In the next
section, we will show that whether the maxima of Hc2
is along the nodal or antinodal direction depends on the
specific values of these two parameters. Apparently, the
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FIG. 3: t-dependence of Hc2 caused solely by Pauli paramag-
netic effect. Tc = 1K, λ = 0.5, γ = 1, and g = 1.
shape of the Fermi surface can significantly influence the
angular dependence of Hc2, which is not properly consid-
ered in previous works. In addition, in previous studies
of Hc2
8–10, the precise d-wave gap symmetry is identified
by comparing theoretical calculations to experimental re-
sults of Hc2 at a fixed temperature. In the next section,
we will prove that varying the temperature leads to a π/4
shift of angle-resolved Hc2. This striking temperature
dependence of angle-resolved Hc2 has not been realized
previously. According to this property, measuring Hc2
and then fitting experiments with model calculations at
a given temperature may yield incorrect conclusion about
the precise gap symmetry.
III. ANGULAR DEPENDENCE OF Hc2 AND ITS
CONNECTION WITH GAP SYMMETRY
In this section, we present the numerical results for in-
plane Hc2 by solving Eq. (14) numerically and discuss
the influence of various parameters on the angular de-
pendence of Hc2.
The detailed behavior of Hc2 can be clearly seen from
its angular dependence. In addition, it is equally impor-
tant to analyze the difference of Hc2 between its values
obtained at θ = 45
◦
and θ = 0
◦
, i.e., ∆Hc2 = Hc2(θ =
45
◦
)−Hc2(θ = 0◦) since the maxima and minima of Hc2
always appear at these two angles. Hc2 exhibits its max-
ima at θ = 45
◦
if ∆Hc2 > 0 and at θ = 0
◦
if ∆Hc2 < 0.
First, we consider only the orbital effect by setting g =
0. In this case, the factor cos(hu) appearing in Eq. (14)
is equal to unity, cos(hu) = 1. We assume that Tc = 1K,
v0 = 3000m/s, λ = 0.5, and γ = 1, which are suitable
parameters for heavy fermion compounds.
After carrying out numerical calculations, we plot the
angular dependence of Hc2(θ) in Fig. 2 at two represen-
tative temperatures t = 0.1 and t = 0.9. Figure 2 clearly
shows that Hc2(θ) exhibits a fourfold oscillation pattern.
The maxima of Hc2 is always along the antinodal direc-
tions for any values of relevant parameters, which means
that the angular dependence of orbital effect-inducedHc2
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FIG. 4: (a) and (b): Angular dependence of Hc2 at t = 0.1
and t = 0.9. Tc = 1K, v0 = 3000m/s, λ = 0.5, γ = 1, and
g = 1. (c) and (d): t-dependence of Hc2 and ∆Hc2. Both the
orbital and Pauli effects are considered.
is exactly the same as that of the gap. This is consistent
with previous results of Refs.4,5. Moreover, the positions
of peaks are t-independent. Hc2 is a monotonic decreas-
ing function of t, since the gap is suppressed as t grows.
Moreover, ∆Hc2 is negative for all values of t.
We next consider the influence of pure Pauli paramag-
netic effect on Hc2 by setting v0 = 0, which leads to
− ln(t) =
∫ +∞
0
du
1− cos(hu)
sinh(u)
. (15)
This equation is completely independent of θ. The t-
dependence of Hc2 is shown in Fig. 3. Hc2 is not a mono-
tonic function: it first rises with growing t, but decreases
when t is sufficiently large.
Finally we come to the interplay of orbital and
Pauli paramagnetic effects, which are both important in
some heavy fermion compounds, including CeCu2Si2 and
CeCoIn5. As aforementioned, the angular dependence of
Hc2 is determined by a number of tuning parameters. To
make the results as transparent as possible, we vary one
single parameter at each time and fix all the rest param-
eters at certain values.
As shown in Fig. 4, under the chosen parameters, the
maxima of Hc2 locates along the antinodal directions at
a relatively higher temperature t = 0.9. This behavior
is very similar to that in the case of pure orbital effect.
However, at a lower temperature t = 0.1, the maxima of
Hc2 is along the nodal directions where the dx2−y2-wave
gap vanishes. Two conclusions can be drawn: (i) Hc2
does not always exhibit its maxima at the angles where
the superconducting gap is maximal; (ii) the fourfold os-
cillation curves of Hc2 are shifted by π/4 as temperature
grows across certain critical value T ∗.
We see from Fig. 4(c) that Hc2 first increases with
growing t, but decreases rapidly once t exceeds a criti-
cal value. Such a non-monotonic t-dependence of Hc2 is
clearly caused by the Pauli paramagnetic effect. More-
over, the difference ∆Hc2 shown in Fig. 4(d) is positive
for small t but becomes negative for larger values of t.
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FIG. 5: (a) Tc-dependence of Hc2. t = 0.5, v0 = 3000m/s,
λ = 0.5, γ = 1, and g = 1. (b) v0-dependence of Hc2. t = 0.1,
Tc = 1K, λ = 0.5, γ = 1, and g = 1. (c) g-dependence of
∆Hc2. t = 0.1, v0 = 3000m/s, Tc = 1K, λ = 0.5, and γ = 1.
(d) Blue solid line and red dashed line: λ-dependence of Hc2
for θ = 0
◦
and θ = 45
◦
respectively. t = 0.5, v0 = 5000m/s,
Tc = 1K, γ = 1, and g = 1; Green solid line and black
dashed line: γ-dependence of ∆Hc2 for θ = 0
◦
and θ = 45
◦
respectively. t = 0.5, v0 = 3000m/s, Tc = 1K, λ = 0.5, and
g = 1. Both the orbital and Pauli effects are considered.
Tc: It is well known that Tc of heavy fermion com-
pounds is not high, especially when compared with
cuprates and iron pnictides. To make a general anal-
ysis, we assume Tc varies between 0K and 3K. All the
other parameters are fixed. From Fig. 5(a), we find that
Hc2 increases monotonously as Tc grows. As displayed in
Fig. 6(a), if Tc is smaller than some critical value, ∆Hc2
is negative, which means the maxima ofHc2 are along the
antinodal directions. For larger Tc, ∆Hc2 becomes pos-
itive and the maxima of Hc2 are shifted to nodal direc-
tions. Clearly, Tc has important impacts on the angular
dependence of Hc2.
v0: We then consider the influence of fermion velocity
v0, which characterizes the strength of the orbital effect.
According to Fig. 5(b), Hc2 is not a monotonic function
of v0, it increases with v0 for small values of v0 but de-
creases with v0 when v0 is large enough. Therefore, in
the presence of of Pauli paramagnetic effect, the increas-
ing of orbital effect does not necessarily suppress Hc2.
At v0 = 0, the orbital effect is removed, so the Pauli
paramagnetic effect entirely determines Hc2. Hc2 is then
angle independent, and ∆Hc2 = 0. For finite v0, Hc2
becomes angle dependent and exhibits fourfold oscilla-
tion, as a consequence of the interplay between orbital
and Pauli paramagnetic effects. As shown in Fig. 6(b),
∆Hc2 is negative for both small and large values of v0,
but becomes positive for intermediate values of v0.
g: Taking g = 0 simply leads to the known results
obtained in the case of pure orbital effect. From Fig 5(c),
we see that Hc2 monotonously deceases with the increase
of g, which indicates the Pauli paramagnetic effect always
tends to suppress Hc2. As depicted in Fig. 6(c), ∆Hc2 is
negative when g takes small values but positive when g
becomes sufficiently large.
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FIG. 7: Relation between g and t∗. Tc = 1K, λ = 0.5, γ = 1.
λ: For tc = λ = 0, the rippled cylindrical Fermi
surface reduces to a cylindrical Fermi surface. Fig-
ure 5(d) shows that Hc2 decreases monotonously as λ
increases. It appearers that Hc2 takes larger values as
a three-dimensional superconductor evolves gradually to
be quasi-two-dimensional. According to the blue solid
line in Fig. 6(d), for given values of other parameters,
the maxima of Hc2 is along the nodal directions for small
values of λ and antinodal directions for large values of λ.
γ: As shown in Fig 5(d), Hc2 is a monotonic function
of γ. Varying γ can also lead to similar π/4 shift in Hc2.
According to the red dashed line in Fig. 6(d), for given
relevant parameters, the maxima of Hc2 is along nodal
directions for small values of γ and antinodal directions
for large values of γ.
From above results, we know that the detailed angular
dependence of in-plane Hc2 is significantly influenced by
a number of physical parameters. The fourfold oscillation
pattern of Hc2 can be shifted by π/4 if we tune anyone
of these parameters. The fact that Hc2 may exhibit its
maxima along either nodal or antinodal directions denies
the naive expectation that Hc2 always displays the same
angular dependence as the d-wave gap. Therefore, one
should be very careful when fitting theories with exper-
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Landau level mixing is included
iments, because inaccurate and even wrong conclusions
will be drawn if some of the parameters are not properly
chosen. Due to the complicated dependence of Hc2 on
various parameters and inevitable approximations em-
ployed in the theoretical calculations, it is infeasible to
identify the precise gap symmetry solely by measuring
the fourfold oscillation of Hc2.
The temperature t plays a particular role since it is usu-
ally the only free parameter in one specific material. Our
results show that there is generally a π/4 difference in the
positions of the maxima of Hc2 and those of d-wave gap
for t < t∗ = T ∗/Tc, provided that g is sufficiently large.
We emphasize that this conclusion does not depend on
the specific values of other five parameters. Indeed, those
five parameters change the fourfold oscillation of Hc2 by
altering the critical value T ∗. However, Hc2 and d-wave
gap always exhibit their maxima at exactly the same an-
gles once t exceeds t∗, which indicates that the Pauli
paramagnetic effect is relatively weak compared to the
orbital effect at higher T .
In order to better understand this point, we plot the
relation between t∗ and g for several values of velocity v0
in Fig. 7. Since larger g represents stronger Pauli para-
magnetic effect and larger v0 describes stronger orbital
7effect, this figure clearly shows how t∗ is determined by
the competition between the orbital and Pauli paramag-
netic effects. The monotonic increase of t∗ with growing
g confirms the conclusion that strong Pauli paramagnetic
effect causes the π/4 difference between the angular de-
pendence of Hc2 and d-wave gap.
IV. THE INFLUENCE OF LANDAU LEVEL
MIXING AND FFLO STATE
In this section, we consider the influence of Landau
level mixing and the FFLO state. In contrast to the
isotropic s-wave superconductors, higher Landau level
components of the order parameter are generally mixed
in anisotropic superconductors, which was first empha-
sized by Luk’yanchuk and Mineev4,8–10,49,55. In the case
of d-wave pairing, symmetry arguments ensure that only
the N = 0 and N = 2 Landau levels are allowed8–10,55.
FFLO state is a novel superconducting state induced by
strong magnetic field where the corresponding Cooper
paring has a finite total momentum42,43,54,56,57. In a
FFLO state, the superconducting gap is modulated in
the real space. There have appeared considerable experi-
mental clues in the past decade suggesting that CeCoIn5
is a possible candidate for the FFLO state20,37,57.
Including the mixing between different Landau levels,
the function ∆α(R) can be written as
4,8–10
∆α(R) =
[
1 + C(a+)
2
]
∆0(R), (16)
where a+ is the raising operator which is showed in
Eq. (11), and C is the corresponding admixing param-
eter of the Landau levels. The corresponding equations
for Hc2 is found to have the form
− ln(t) =
∫ +∞
0
du
1
sinh (u)
{
1−
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
× cos (hu) [1 + cos(4ϕ) cos(4θ)]
× exp [−ρu2S1] [1 + 2Cρu2S2]
}
, (17)
and
− ln(t)C =
∫ +∞
0
du
1
sinh (u)
{
C −
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
× cos (hu) [1 + cos(4ϕ) cos(4θ)]
× exp [−ρu2S1] [ρu2S2
+C
(
1− 4ρu2S1 + 2ρ2u4S21
)]}
, (18)
where
S1 = λ
2γ2 sin2 χ+ (1 + λ cosχ) sin2 ϕ, (19)
S2 = λ
2γ2 sin2 χ− (1 + λ cosχ) sin2 ϕ. (20)
We show the T -dependence of Hc2, C, ∆Hc2, and
∆′Hc2 in Fig. 8, where ∆H
′
c2 represents the difference
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FIG. 10: The relation between Hc2 and the parameter p0 at
different temperatures. The other parameters are chosen as
Tc = 1K, v0 = 3000m/s, λ = 0.5, γ = 1, and g = 1. (a)
θ = 0
◦
; (b) θ = 45
◦
. Landau level mixing and influence of
FFLO state are included.
of the values of Hc2 with and without the Landau level
mixing effects. The angular dependences of Hc2 and C
are plotted in Fig. 9. We find that including Landau level
mixing does not change the general feature that the max-
imum of Hc2 is along nodal directions at low T but along
antinodal directions at higher T . Figure 8 also shows
that ∆H ′c2 is greater than zero, which simply means that
the Landau level mixing enhances Hc2.
We now consider the impacts of both Landau level mix-
ing and FFLO state. In this case, we should re-write
∆α(R) as
9
∆α(R) = cos(q ·R)
[
1 + C(a+)
2
]
∆0(R). (21)
The equations for Hc2 can be obtained by replacing
the function cos(hu) appearing in Eqs. (17) and (18)
with cos(hu) cos [pu cos(ϕ)], where p = vaq2piT . A detailed
derivation of the equations is presented in Appendix A.
The relations betweenHc2 and the FFLO parameter p0
at different temperatures are shown in Fig. 10. Here, p0
is given by p0 =
v0q
2piT , and p0r denotes the physical value
of p0 that corresponds to the maximum value of Hc2.
We find that p0r takes a finite value at lower tempera-
ture, however, p0r equals to zero when the temperature
is larger than a critical value. After numerical calcula-
tion, we find the temperature dependence of Hc2, ∆Hc2,
C and p0r, as shown in Fig. 11. It is interesting that,
once FFLO state is considered, the angular dependence
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FIG. 11: Temperature dependence of Hc2, ∆Hc2, C and p0r
are shown in (a), (b), (c) and (d) respectively. The other
parameters are chosen as Tc = 1K, v0 = 3000m/s, λ = 0.5,
γ = 1, and g = 1. Landau level mixing and influence of FFLO
state are included.
of Hc2 can be significantly modified. We can see that the
maxima of Hc2 is along the antinodal directions at low
and high temperatures, but along the nodal directions at
intermediate temperatures. Apparently, the existence of
FFLO state makes it nearly impossible to probe the gap
symmetry by measuring Hc2 at some fixed temperature.
Measuring the angular dependence of Hc2 at a number
of different temperatures is thus more reasonable.
V. COMPARISON WITH EXPERIMENTS
In this section, we compare our results with the exper-
imental studies. There is a longstanding controversy on
the in-plane Hc2 of CeCoIn5. Settai et al.
36 reported
that the maxima of Hc2 are along the [100] direction
through de Haas-van Alphen oscillation experiments at
40mK. Bianchi et al.37 found the maxima of Hc2 along
the [100] direction by measuring the specific heat at
T > 1K. Weickert et al.9 measured the electric resistivity
at 100mK and found the maxima of Hc2 along the [100]
direction. These measurements seem to agree with each
other. However, Murphy et al.35 observed the maxima of
Hc2 along the [110] direction in cantilever magnetometer
measurements performed at 20mK. At first glance, the
observation of Murphy et al.35 is in sharp conflict with
other measurements9,36,37, and thus stands as an obsta-
cle in the determination of the precise gap symmetry of
CeCoIn5.
Our theoretical analysis suggest that the above exper-
imental results might be actually well consistent. Note
that the measurements of Murphy et al.35 are performed
at 20mK, whereas all the others9,36,37 are performed at
T ≥ 40mK. The experimental discrepancy can be nat-
urally resolved if, as predicted in our analysis, there is
a π/4 shift in the angular dependence of Hc2 at certain
temperature between 20mK and 40mK. The critical point
T ∗ at which Hc2 shifts by π/4 can be probed by carefully
measuring the angular dependence of in-plane Hc2 at a
number of different temperatures falling in the range of
20mK < T < 40mK.
It is also interesting to remark on the behavior of Hc2
in CeCu2Si2. Different from a dx2−y2-wave gap symme-
try deduced in most earlier investigations22,23, a dxy-wave
symmetry was proposed by Vieyra et al.10 after compar-
ing model calculations to the experimental data of Hc2
measured at 40mK. This conclusion is problematic for
two reasons. Firstly, as illustrated in our theoretic anal-
ysis, it is not appropriate to fit experimental results of
angle-resolved Hc2 at some fixed temperature. Secondly,
in the equation of Hc2 given in Ref.
10, a rippled cylindri-
cal Fermi surface is adopted. However, no tuning param-
eter is adopted in their calculations to characterize how
rippled is the Fermi surface. Our analysis indicate that,
in order to deduce an accurate gap symmetry from the
experiments of in-plane Hc2, a more reasonable method
is to measure the angular dependence of Hc2 at a series
of temperatures and to see whether there is a π/4 shift
at certain critical temperature T ∗.
VI. SUMMARY AND DISCUSSION
In summary, we have studied the angular dependence
of in-plane upper critical field Hc2 in some d-wave heavy
fermion superconductors after including both the orbital
and Pauli paramagnetic effects. By solving the equa-
tion of Hc2 systematically, we have showed that whether
Hc2 exhibits its maxima along the nodal or antinodal
direction crucially depends on a number of tuning pa-
rameters in the presence of a strong Pauli paramagnetic
effect. This makes it difficult to entirely fix the d-wave
gap symmetry, since a moderate variation of one or some
of the tuning parameter can lead to a π/4 shift in the an-
gular dependence of Hc2. Neglecting Landau level mix-
ing and FFLO state, we have found a general property
that Hc2 always exhibits its maxima along the nodal
directions at T < T ∗ and the antinodal directions at
T ∗ < T < Tc, where T
∗ is a critical temperature below
Tc, provided that the Pauli paramagnetic effect is strong
enough. When the Landau level mixing is included, this
general property does not qualitatively change. How-
ever, the directions of maxima of Hc2 take more complex
dependence on temperature if the superconductor has a
FFLO ground state.
Our theoretical studies have gone beyond previous
works8–10 in several aspects. Firstly, in previous stud-
ies, a rippled cylindrical Fermi surface was employed,
but there is not any effective parameter in the equa-
tions of Hc2 to characterize the concrete shape of the
Fermi surface. In our analysis, the shape of the rippled
cylindrical Fermi surface is defined by two parameters,
namely γ and λ. We have illustrated via careful calcula-
tions that tuning these two parameters can qualitatively
alter the angular dependence of Hc2. Secondly, in previ-
ous studies, the angular dependence of Hc2 was always
calculated and then compared with experiments at cer-
9tain given temperature. Our analysis have showed that
whether the maxima of Hc2 are along nodal or antinodal
directions is determined by the values of a number of tun-
ing parameters. Therefore, one should not identify the
correct gap symmetry by measuring the angular depen-
dence of Hc2 at a fixed temperature. Instead, measuring
the angular dependence ofHc2 at a series of temperatures
and examining whether there is a π/4 shift as the tem-
perature varies is a better method. Thirdly, our studies
provide a candidate solution to the long-standing experi-
mental discrepancy about the angular dependence of Hc2
in CeCoIn5.
To gain a more convincing understanding of the angu-
lar dependence of in-planeHc2 and its application to real-
istic experiments of heavy fermion superconductors, our
theoretic analysis may be improved in several aspects in
the future. For instance, an important assumption used
in our analysis is that the superconducting phase transi-
tion is second order, which has also been used broadly
in previous works8–10. If the phase transition is first
order, it would be difficult to derive an effective equa-
tion for Hc2. In addition, we have employed in our work
an ideal rippled cylindrical Fermi surface. It would be
very interesting to generalize our consideration to super-
conductors with a more complicated and more realistic
Fermi surface. We have also ignored the possible influ-
ence of multi-band effects, which was recently found to
be important in several heavy fermion superconductors
such as CeCu2Si2
24–26,58 and CeCoIn5
33,34. Finally, our
analysis is essentially BCS mean-field treatment, which
neglects correlation effects. The possible competition and
coexistence between superconducting and antiferromag-
netic orders may play some role53,59 and hence need to
be incorporated in a more refined investigation of Hc2.
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Appendix A: Derivation of equation of Hc2 in the presence of Landau level mixing and FFLO state
We will provide the detailed calculations of the equation of in-plane Hc2 in the presence of both Landau level mixing
and FFLO state. The linearized gap equation can be written as52,54
− ln( T
Tc
)∆α(R) =
∫ +∞
0
dη
πT
sinh (πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2 [1
2
− exp(ihη)
2
exp (L1)
]
∆α(R)
+
∫ +∞
0
dη
πT
sinh (πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2 [1
2
− exp(−ihη)
2
exp (−L1)
]
∆α(R), (A1)
where
L1 =
1
2
iη
√
eH
[
(va sin(θ − ϕ) + ivc sin(χ)) a+ + (va sin(θ − ϕ)− ivc sin(χ)) a− +
√
2va cos(θ − ϕ)a0
]
. (A2)
We assume that ∆α(R) takes the FFLO state
9
∆α(R) = cos (q ·R)
[
1 + C (a+)
2
]
∆0(R) (A3)
with
∆0(R) =
(√
2eH
π
) 1
2
exp
[
−eH (x sin θ − y cos θ)2
]
. (A4)
Here, q is along the direction of the magnetic field, namely q = q [cos θex + sin θey]. Therefore it is easy to get
cos(q ·R) = cos [q(x cos θ + y sin θ)]. One can verify that
a−∆0 = 0, [a±, cos(q ·R)] = 0, [a0, cos (q ·R)] =
∑
σ=±1
σq
(2eH)
1
2
exp [iσq (x cos θ + y sin θ)]
2
. (A5)
Substituting Eq. (A3) into Eq. (A1), we obtain
− ln
(
T
Tc
)
cos (q ·R)
[
1 + C (a+)
2
]
∆0(R)
10
=
∫ +∞
0
dη
πT
sinh (πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2 [1
2
− exp(ihη)
2
exp (L1)
]
cos (q ·R)
[
1 + C (a+)
2
]
∆0(R)
+
∫ +∞
0
dt
πT
sinh (πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2 [1
2
− exp(−ihη)
2
exp (−L1)
]
cos (q ·R)
[
1 + C (a+)
2
]
×∆0(R). (A6)
Exchanging the position of 1 + C (a+)
2 and cos (q ·R) leads us to
− ln
(
T
Tc
)[
1 + C (a+)
2
]
cos (q ·R)∆0(R)
=
∫ +∞
0
dη
πT
sinh (πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2{1
2
[
1 + C (a+)
2
]
cos(q ·R)− exp(ihη)
2
× L3(η) exp (L2)L4(η)}∆0(R)
+
∫ +∞
0
dη
πT
sinh (πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2{1
2
[
1 + C (a+)
2
]
cos(q ·R)− exp(−ihη)
2
×L3(−η) exp (−L2)L4(−η)
}
∆0(R), (A7)
where
L2(η) =
i
2
η
√
eH [(va sin(θ − ϕ) + ivc sin(χ)) a+ + (va sin(θ − ϕ)− ivc sin(χ)) a−] , (A8)
L3(η) = 1 + C
[
(a+)
2 + iη(eH)
1
2 (va sin(θ − ϕ)− ivc sin(χ)) a+ +
(
i
2
η(eH)
1
2 (va sin(θ − ϕ)− ivc sin(χ))
)2]
,(A9)
L4(η) =
∑
σ=±1
exp
[
i
2
ησvaq cos(θ − ϕ)
]
exp (iσq ·R)
2
. (A10)
In the above derivation, we have used the formula
[Aˆ, eBˆ] = CˆeBˆ, (A11)
where Aˆ and Bˆ do not commute with each other. If Cˆ = [Aˆ, Bˆ], then Cˆ commutes with Aˆ and Bˆ, namely [Aˆ, Cˆ] = 0
and [Bˆ, Cˆ] = 0. Multiplying (a−)
2 on both sides of the Eq. (A6), and then moving a+ leftwards and a− rightwards,
we find that
− ln
(
T
Tc
)
2C cos (q ·R)∆0(R)
=
∫ +∞
0
dη
πT
sinh (πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2 [
C cos (q ·R)− exp(ihη)
2
L5(η) exp (L2)L4(η)
]
∆0(R)
+
∫ +∞
0
dη
πT
sinh (πTη)
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2 [
C cos (q ·R)− exp(−ihη)
2
L5(−η) exp (−L2)L4(−η)
]
∆0(R),
(A12)
where
L5(η) = 2C + 2C
[
2a+ + iη(eH)
1/2 (va sin(θ − ϕ)− ivc sin(χ))
]( i
2
η(eH)1/2 (va sin(θ − ϕ) + ivc sin(χ))
)
+
[
1 + C (a+)
2
+ Ciη(eH)1/2 (va sin(θ − ϕ)− ivc sin(χ)) a+
+C
(
i
2
η(eH)1/2 (va sin(θ − ϕ)− ivc sin(χ))
)2](
i
2
η(eH)1/2 (va sin(θ − ϕ) + ivc sin(χ))
)2
. (A13)
It is necessary to make an average of Eqs. (A7) and (A12) on the ground state ∆0(R). Since ∆0(R) takes the form
of the eigenfunction of harmonic oscillators, we can use the formula for harmonic oscillators:
〈eAˆ〉 = e 12 〈Aˆ2〉, (A14)
11
and then obtain
− ln
(
T
Tc
)
=
∫ +∞
0
dη
πT
sinh (πTη)
{
1− cos(hη) cos
[
1
2
ηvaq cos(θ − ϕ)
] ∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2
× exp
[
−η
2eH
8
[
v2a sin
2(θ − ϕ) + v2c sin2(χ)
]] [
1 +
C
4
η2eH
(
v2c sin
2(χ)− v2a sin2(θ − ϕ)
)]}
(A15)
and
− ln
(
T
Tc
)
2C =
∫ +∞
0
dη
πT
sinh (πTη)
{
2C − cos(hη) cos
[
1
2
ηvaq cos(θ − ϕ)
] ∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[
γα(kˆ)
]2
× exp
[
−η
2eH
8
[
v2a sin
2(θ − ϕ) + v2c sin2(χ)
]] [1
4
η2eH
(
v2c sin
2(χ)− v2a sin2(θ − ϕ)
)
+2C
(
1− 1
2
η2eH
(
v2a sin
2(θ − ϕ) + v2c sin2(χ)
)
+
1
32
η4e2H2
(
v2a sin
2(θ − ϕ) + v2c sin2(χ)
)2)]}
.
(A16)
Substituting
[
γα(kˆ)
]2
= 1 + cos(4ϕ) into Eqs. (A15) and (A16) and defining πTη = u, we eventually find that
− ln(t) =
∫ +∞
0
du
1
sinh (u)
{
1− cos(hu) cos [pu cos(ϕ)]
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[1 + cos(4ϕ) cos(4θ)]
× exp
[
−ρu2
((
vc
va
)2
sin2(χ) + sin2(ϕ)
)][
1 + 2Cρu2
((
vc
va
)2
sin2(χ)− sin2(ϕ)
)]}
(A17)
and
− ln(t)C =
∫ +∞
0
du
1
sinh (u)
{
C − cos(hu) cos [pu cos(ϕ)]
∫ pi
−pi
dχ
2π
∫ 2pi
0
dϕ
2π
[1 + cos(4ϕ) cos(4θ)]
× exp
[
−ρu2
((
vc
va
)2
sin2(χ) + sin2(ϕ)
)][
ρu2
((
vc
va
)2
sin2(χ)− sin2(ϕ)
)
+C

1− 4ρu2
((
vc
va
)2
sin2(χ) + sin2(ϕ)
)
+ 2ρ2u4
((
vc
va
)2
sin2(χ) + sin2(ϕ)
)2



 , (A18)
where
t =
T
Tc
, h =
gµBH
2πT
, ρ =
eHv2a
8π2T 2
, p =
vaq
2πT
. (A19)
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