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Abstract
This note is a continuation of a previous article [P. Aiena, M.T. Biondi, Property (w) and perturbations, J. Math. Anal. Appl. 336
(2007) 683–692] concerning the stability of property (w), a variant of Weyl’s theorem, for a bounded operator T acting on a Banach
space, under finite-dimensional perturbations K commuting with T . A counterexample shows that property (w) in general is not
preserved under finite-dimensional perturbations commuting with T , also under the assumption that T is a-isoloid.
© 2007 Elsevier Inc. All rights reserved.
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1. Definitions and basic results
Property (w) is a variant of Weyl’s theorem that has been introduced by V. Rakocˇevic´ in [14] and studied in more
recent papers [3,4]. To introduce all these concepts, let X denote an infinite-dimensional complex Banach space and
let L(X) be the algebra of all bounded linear operators on X. For an operator T ∈ L(X) we shall denote by α(T )
the dimension of the kernel kerT , and, by β(T ) the codimension of the range T (X). We recall that T ∈ L(X) is said
to be upper semi-Fredholm if α(T ) < ∞ and T (X) is closed, while T ∈ L(X) is said to be lower semi-Fredholm if
β(T ) < ∞. Let Φ+(X) and Φ−(X) denote the class of all upper semi-Fredholm operators and the class of all lower
semi-Fredholm operators, respectively. T ∈ L(X) is said to be a Fredholm operator if T ∈ Φ+(X) ∩ Φ−(X). The
index of T ∈ Φ+(X) ∪Φ−(X) is defined as indT = α(T ) − β(T ). The upper semi-Weyl operators are defined as
W+(X) :=
{
T ∈ Φ+(X): indT  0
}
,
the lower semi-Weyl operators are defined as
W−(X) :=
{
T ∈ Φ−(X): indT  0
}
.
The set of Weyl operators is defined by
W(X) := W+(X)∩ W−(X) =
{
T ∈ Φ(X): indT = 0}.
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σw(T ) :=
{
λ ∈ C: λI − T /∈ W(X)},
while the upper Weyl spectrum (in literature called also Weyl essential approximate point spectrum) is defined by
σuw(T ) :=
{
λ ∈ C: λI − T /∈ W+(X)
}
,
while the lower Weyl spectrum (in literature called also Weyl essential surjectivity spectrum) is defined by
σlw(T ) :=
{
λ ∈ C: λI − T /∈ W+(X)
}
.
A bounded operator T is said to be bounded below if T is injective and has closed range. The approximate point
spectrum is canonically defined by
σa(T ) := {λ ∈ C: λI − T is not bounded below},
while the surjectivity spectrum is defined by
σs(T ) := {λ ∈ C: λI − T is not surjective}.
It is well known that σa(T ) = σs(T ∗) and σa(T ∗) = σs(T ).
Theorem 1.1. Let T ∈ L(X) and K ∈ L(X) be a compact operator. Then
(i) σw(T ) = σw(T + K);
(ii) σuw(T ) = σuw(T +K);
(iii) σlw(T ) = σlw(T +K);
(iv) If K is a finite rank operator commuting with T , then
accσa(T ) = accσa(T + K). (1)
Proof. The equality (i) is a consequence of the well-known fact if T ∈ Φ(X), then T +K ∈ Φ(X) with ind(T +K) =
ind(T ). The same happens for T ∈ Φ+(X) or T ∈ Φ−(X). For a proof of the equality (1) see Theorem 3.2 of [6]. 
The approximate point spectrum in general is not stable under finite-rank perturbation commuting with T . In fact,
the isolated points of σa(T ) and σa(T + K) can be totally different. To see this observe first that if T ,K ∈ L(X)
commutes, then
σa(T +K) ⊆ σa(T ) + σa(K), (2)
see [11, p. 256]. Assume now that T := P , P is a non-zero projection with finite-dimensional range, and K := 2P .
Since X is infinite-dimensional then both P and I − P are not injective, so
σa(P ) = σ(P ) = {0,1}.
Clearly, σa(T +K) = σa(3P) = σa(P ) = σa(T ).
For an operator T the ascent is defined as p := p(T ) = inf{n ∈ N: kerT n = kerT n+1}, while the descent is defined
as let q := q(T ) = inf{n ∈ N: T n(X) = T n+1(X)}, the infimum over the empty set is taken ∞. It is well known
that if p(T ) and q(T ) are both finite, then p(T ) = q(T ) (see [9, Proposition 38.3]). Moreover, 0 < p(λI − T ) =
q(λI − T ) < ∞ precisely when λ is a pole of the resolvent of T , see Proposition 50.2 of Heuser [9].
The class of all upper semi-Browder operators is defined by
B+(X) :=
{
T ∈ Φ+(X): p(T ) < ∞
}
,
while the class of all lower semi-Browder operators is defined by
B−(X) :=
{
T ∈ Φ−(X): q(T ) < ∞
}
.
The class of all Browder operators is defined by
B(X) := B+(X) ∩ B−(X) =
{
T ∈ Φ(X): p(T ) = q(T ) < ∞}.
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B(X) ⊆ W(X), B+(X) ⊆ W+(X), B−(X) ⊆ W−(X),
see [1, Theorem 3.4].
The Browder spectrum of T ∈ L(X) is defined by
σb(T ) :=
{
λ ∈ C: λI − T /∈ B(X)},
the upper semi-Browder spectrum is defined by
σub(T ) :=
{
λ ∈ C: λI − T /∈ B+(X)
}
.
Recall that T ∈ L(X) is said to be a Riesz operator if λI − T ∈ Φ(X) for all λ ∈ C \ {0}. Evidently, quasi-
nilpotent operators and compact operators are Riesz operators. The proof of the following result may be found in
Rakocˇevic´ [16]:
Theorem 1.2. Let T ∈ L(X) and K be a Riesz operator commuting with T . Then
(i) σb(T ) = σb(T +K);
(ii) σub(T ) = σub(T + K).
The single-valued extension property was introduced by Dunford [7] and has an important role in local spectral
theory, see the recent monographs by Laursen and Neumann [11] and Aiena [1].
Definition 1.3. Let X be a complex Banach space and T ∈ L(X). The operator T is said to have the single valued
extension property at λ0 ∈ C (abbreviated SVEP at λ0), if for every open disc D centered at λ0, the only analytic
function f : D → X which satisfies the equation (λI − T )f (λ) = 0 for all λ ∈ D is the function f ≡ 0.
An operator T ∈ L(X) is said to have SVEP if T has SVEP at every point λ ∈ C.
An operator T ∈ L(X) has SVEP at every point of the resolvent ρ(T ) := C \ σ(T ) and from the identity the-
orem for analytic function it easily follows that T ∈ L(X) has SVEP at every point of the boundary ∂σ (T ) of the
spectrum σ(T ). In particular, T has SVEP at every isolated point of the spectrum σ(T ).
Note that
p(λI − T ) < ∞ ⇒ T has SVEP at λ, (3)
and dually
q(λI − T ) < ∞ ⇒ T ∗ has SVEP at λ, (4)
see [1, Theorem 3.8]. Furthermore, from definition of SVEP we have
σa(T ) does not cluster at λ ⇒ T has SVEP at λ. (5)
Remark 1.4. It should be noted that the implications (3)–(5) are equivalences if we assume that λI − T ∈ Φ±(X),
see [1, Chapter 3].
Theorem 1.5. If T ∈ L(X) and T ∗ has SVEP, then σw(T ) = σuw(T ) and σ(T ) = σa(T ).
Proof. Evidently, the inclusion σuw(T ) ⊆ σw(T ) holds for all T ∈ L(X). To see the opposite inclusion, suppose that
λ /∈ σuw(T ). Then λI − T is upper semi-Fredholm with ind(λI − T ) 0, and by Remark 1.4 the SVEP of T ∗ implies
that q(λI −T ) < ∞. By [1, Theorem 3.4] then ind(λI −T ) 0, hence ind(λI −T ) = 0 and consequently λ /∈ σw(T ).
A proof of the equality σ(T ) = σa(T ) may be found in [1, Corollary 2.45]. 
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For a bounded operator T ∈ L(X), define pa00(T ) := σa(T ) \ σub(T ). If λ ∈ pa00(T ), then p(λI − T ) < ∞, and,
since λI − T is upper semi-Fredholm from Remark 1.4 it then follows that λ ∈ isoσa(T ), so pa00(T ) ⊆ πa00(T ), where
πa00(T ) :=
{
λ ∈ isoσa(T ): 0 < α(λI − T ) < ∞
}
.
Define
π00(T ) :=
{
λ ∈ isoσ(T ): 0 < α(λI − T ) < ∞}.
Following Harte and W.Y. Lee [8] we shall say that T ∈ L(X) satisfies a-Browder’s theorem if
σuw(T ) = σub(T ),
or equivalently σa(T )\σuw(T ) = pa00(T ). If T is a finite-rank operator commuting with T , from Theorems 1.1 and 1.2
it then easily follows the following equivalence:
T satisfies a-Browder’s theorem ⇔ T +K satisfies a-Browder’s theorem.
Following Coburn [5], we shall say that Weyl’s theorem holds for T ∈ L(X) if
σ(T ) \ σw(T ) = π00(T ). (6)
The following two variants of Weyl’s theorem has been introduced by Rakocˇevic´ [14,15].
Definition 2.1. A bounded operator T ∈ L(X) is said to satisfy property (w) if
σa(T ) \ σaw(T ) = π00(T ),
while T ∈ L(X) is said to satisfy a-Weyl’s theorem if
σa(T ) \ σuw(T ) = πa00(T ).
In the following diagram we resume the relationships between Weyl’s theorems, a-Browder’s theorem and prop-
erty (w):
Property (w) a-Browder’s theorem
Weyl’s theorem a-Weyl’s theorem
(see [14] and [4]). Examples of operators satisfying Weyl’s theorem but not property (w) may be found in [4]. Prop-
erty (w) is not intermediate between Weyl’s theorem and a-Weyl’s theorem, see [4] for examples. By Theorem 1.5 it
is clear that Weyl’s theorem and property (w) are equivalent if T ∗ has SVEP, actually, if T ∗ has SVEP also a-Weyl’s
theorem is equivalent to property (w), see [4].
Property (w) is fulfilled by a relevant number of Hilbert space operators, see [4]. For instance, property (w) is
satisfied by generalized scalar operator T , or if the Hilbert adjoint T ′ has property H(p) [4, Corollary 2.20]. The next
result establishes the precise relationship between property (w) and a-Browder’s theorem.
Theorem 2.2. (See [4].) If T ∈ L(X) the following statements are equivalent:
(i) T satisfies property (w);
(ii) a-Browder’s theorem holds for T and pa00(T ) = π00(T ).
A bounded operator T ∈ L(X) is said to be isoloid (respectively a-isoloid) if every isolated point of σ(T ) (respec-
tively every isolated point of σa(T )) is an eigenvalue of T . Every a-isoloid operator is isoloid. T is said to be polaroid
if every isolated point of σ(T ) is a pole of the resolvent of T .
In [6] it has been proved the following result:
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every finite-dimensional operator K ∈ L(X) commuting with T .
The perturbation result of Theorem 2.3 holds also if we suppose that Kn is finite-dimensional for some n ∈ N,
see [13]. The following example shows that, in general, an analogous result to that of Theorem 2.3 does not hold for
property (w), even within the class of a-isoloid operators.
Example 2.4. Let X be the Hilbert space 
2(N) provided by the canonical basis {e1, e2, . . .}. Let T ,K ∈ L(X) be
defined as
T (x1, x2, . . .) := (0,0, x2, x3, . . .), (xn) ∈ 
2(N),
and for fixed 0 < ε < 1,
K(x1, x2, . . .) := (εx1,0,0, . . .), (xn) ∈ 
2(N).
Clearly, K is of finite rank and KT = TK . Set S := T +K , i.e.
S(x1, x2, . . .) = (εx1,0, x2, x3, . . .), (xn) ∈ 
2(N).
Clearly, the spectrum of S, which coincides with the spectrum of S∗, is the closed unit disc D. Let us now consider
S∗ = T ∗ +K∗. Obviously, K∗ is finite-dimensional, and it is easy to check that TK = KT , hence T ∗K∗ = K∗T ∗.
(a) S∗ does not satisfy property (w). To see this, observe first that σ(S∗) = σ(S) = D. It is easily seen that
α(λI − S) = 1 for all |λ| < 1, λ = ε,
while α(εI − S) = 2. Moreover, λI − S is a Fredholm operator for all |λ| < 1. This fact follows once observed that

2(N) is the direct sum of the one-dimensional subspace generated by {e1} and its orthogonal complement M , so to
the restriction of λI − T |M we can apply the results of [10, Example IV.5.24]. By the index theorem we can deduce
that
β(λI − S) = 0 for |λ| < 1, λ = ε,
while β(εI − S) = 1. Hence ε ∈ σs(S) and σs(S) ⊆ Γ ∪ {ε}, where Γ denote the unit circle. On the other hand, it
is well known that the approximate point spectrum of an operator contains always the boundary of the spectrum, so
σs(S) = σa(S∗) ⊇ Γ , and consequently
σs(S) = σa
(
S∗
)= Γ ∪ {ε}.
Now, from above we know that λI − S ∈ Φ−(X) and ind(λI − S) > 0 for all |λ| < 1, thus σlw(S) ⊆ Γ . A simple
argument shows that the opposite inclusion also holds. In fact, suppose that for some μ ∈ Γ we have μ /∈ σlw(S),
i.e. μI − S ∈ W−(X). Since both S and S∗ have SVEP at μ it then follows from (3) and (4) that p(μI − S) =
q(μI − S) < ∞, so μ is a pole of the resolvent, hence an isolated point of the spectrum, a contradiction. Therefore,
σlw(S) = σuw
(
S∗
)= Γ .
Finally, π00(S∗) = ∅, since σ(S∗) has no isolated points, while
σa
(
S∗
) \ σuw
(
S∗
)= {ε} = ∅.
Hence S∗ does not satisfy property (w).
(b) T ∗ has property (w). Note that σ(T ) is contained in the closed unit disc D, since ‖T ‖ 1. Since
T ∞(X) =
∞⋂
n=1
T n(X) = {0},
then T has SVEP and σ(T ) is connected, see Theorem 2.82 of [1]. Now, from (1) we have
σ(T ) = σ(T ∗) ⊇ accσa
(
T ∗
)= accσa
(
S∗
)= Γ
from which it follows that σ(T ) = D has no isolated points, i.e. T is polaroid. Since T has SVEP, then,
by [4, Theorem 2.24], T ∗ satisfies (w).
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Γ = σuw
(
S∗
)= σuw
(
T ∗
)
,
and since property (w) holds for T ∗, we conclude that
σa
(
T ∗
) \ σuw
(
T ∗
)= σa
(
T ∗
) \ Γ = π00
(
T ∗
)
.
Suppose that λ ∈ isoσa(T ∗). Then
λ /∈ accσa
(
T ∗
)= Γ ,
so λ ∈ π00(T ∗) and hence is an eigenvalue of T ∗.
However, we have:
Theorem 2.5. (See [3].) Suppose that T ∈ L(X) is a-isoloid and K is a finite rank operator that commutes with T . If
T satisfies property (w) and σa(T + K) = σa(T ), then T +K satisfies property (w).
The condition σa(T +K) = σa(T ), K of finite rank commuting with T , is satisfied in some special cases.
Lemma 2.6. Suppose that for T ∈ L(X) we have isoσa(T ) = ∅. If K ∈ L(X) is a finite rank operator commuting
with T , then isoσa(T + K) = ∅. Consequently, σa(T + K) = σa(T ).
Proof. From (1) we have
σa(T ) = isoσa(T ) ∪ accσa(T ) = accσa(T ) = accσa(T + K) ⊆ σa(T + K).
On the other hand, if σa(K) = {λ1, λ2, . . . , λn} we have
isoσa(T +K) ⊆ iso
(
σa(T ) + σa(K)
)= iso
n⋃
k=1
(
λk + σa(T )
)= ∅,
hence, by (2)
σa(T +K) = isoσa(T + K) ∪ accσa(T + K) = accσa(T +K) = accσa(T ) = σa(T ),
so σa(T +K) = σa(T ) holds. 
The condition isoσa(T ) = ∅ is satisfied by every not quasi-nilpotent unilateral right shift T on 
p(N), with 1 
p < ∞, see [11, Proposition 1.6.15].
Theorem 2.7. Suppose that isoσa(T ) = ∅. If T satisfies property (w) and K is a finite rank operator commuting
with T , then T + K satisfies property (w).
Proof. Since T satisfies a-Browder theorem, by Theorem 2.2 then T + K satisfies a-Browder’s theorem. Since
σa(T +K) = σa(T ), by Lemma 2.4 of [3] we have pa00(T +K) ⊆ π00(T + K).
It is easily seen that π00(T + K) is empty. Indeed, suppose that π00(T + K) = ∅. Let λ ∈ π00(T + K). By as-
sumption λ ∈ isoσ(T + K) and α(λI − (T + K)) > 0. Clearly, λ is an isolated point of σa(T ) = σa(T + K), and
this is impossible since isoσa(T ) = ∅. Therefore π00(T +K) = pa00(T +K) = ∅, so by Theorem 2.2 T +K satisfies
property (w). 
Lemma 2.8. Suppose that T ∈ L(X) has SVEP. If K is a finite-dimensional operator which commutes with T , then
T + K has SVEP.
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Pi(X) = ker(λiI − K)νi for a suitable νi ∈ N, see [9, Proposition 50.2], and
X =
n⊕
i=1
Pi(X) =
n⊕
i=1
ker(λiI −K)νi .
Define
h(λ) := (λ1 − λ)ν1 · · · (λn − λ)νn .
Clearly, h(K)x = 0 for all x ∈ X and hence h(K) = 0. If Yi := Pi(X), Zi := kerPi , then X = Yi ⊕ Zi and
σ(Ki) = {λi}. Denote by Ki , Ti the restrictions of K and T on Yi , respectively. Then we can write
0 = h(K)|Yi = h(Ki) = (λiI − Ki)νi q(Ki),
where q is a suitable polynomial and q(Ki) invertible. Therefore, (λiI − Ki)νi = 0. If we set Ni := λi − Ki , then
Ni is nilpotent and
Ti +Ki = (λiI + Ti) + (Ki − λiI ) = λiI + Ti −Ni.
Since SVEP is inherited by restrictions to closed invariant subspaces, each Ti has SVEP and hence by [1, Corol-
lary 2.12], also Ti +Ki has SVEP, for all i = 1, . . . , n. Therefore
T +K =
n⊕
i=1
(Ti +Ki)
has SVEP, by Theorem 2.9 of [1]. 
Theorem 2.9. Suppose that T ∈ L(X) is isoloid and K is a finite rank operator commuting with T . If T ∗ has SVEP
and T satisfies property (w), then property (w) holds for T +K .
Proof. Observe first that T is a-isoloid, since the SVEP for T ∗ implies that σ(T ) = σa(T ), see [1, Corollary 2.45].
The SVEP for T ∗ also implies that property (w) and a-Weyl’s theorem are equivalent for T , see [4, Theorem 2.16].
By Theorem 2.3 then T + K satisfies a-Weyl’s theorem and since T ∗ + K∗ = (T + K)∗ has SVEP this is equivalent
to saying that property (w) holds for T +K . 
The following result improves Theorem 2.24 of [4].
Theorem 2.10. Suppose that T ∈ L(X) is polaroid and K is a finite rank operator commuting with T .
(i) If T ∗ has SVEP, then property (w) holds for T + K .
(ii) If T has SVEP, then property (w) holds for T ∗ + K∗.
Proof. (i) By Theorem 2.24 of [4] T satisfies property (w) and obviously every polaroid operator is isoloid, so
Theorem 2.9 applies.
(ii) The SVEP for T implies that σ(T ) = σa(T ∗), see [1, Corollary 2.45]. Therefore every isolated point λ of σa(T ∗)
is a pole of the resolvent of T , or equivalently, by Proposition 50 of [9], there exists p ∈ N such that
X = ker(λI − T )p ⊕ (λI − T )p(X). (7)
Denote by M⊥ the annihilator of M ⊆ X. The subspace (λI − T )p(X) is closed, since it coincides with the kernel of
the spectral projection associated with {λ}, hence by the classical closed range theorem we have (λI − T )p(X)⊥ =
ker(λI ∗ − T ∗)p . From (7) we then obtain
X∗ = [ker(λI − T )p]⊥ ⊕ [(λI − T )p(X)]⊥ = (λI ∗ − T ∗)p(X∗)⊕ ker(λI ∗ − T ∗)p,
and, again by Proposition 50 of [9], λ is a pole of T ∗, hence an eigenvalue of T ∗. This shows that T ∗ is a-isoloid.
Now, by Theorem 2.24 of [4] T ∗ satisfies property (w) and this by [4, Theorem 2.16] is equivalent to saying that T ∗
satisfies a-Weyl’s theorem. By Theorem 2.3 then a-Weyl’s theorem holds for T ∗ + K∗. By Lemma 2.8, T + K has
SVEP and this, again by [4, Theorem 2.16] is equivalent to saying that property (w) holds for T ∗ + K∗. 
P. Aiena / J. Math. Anal. Appl. 342 (2008) 830–837 837Remark 2.11. In the case of Hilbert space operators it is more appropriate to consider the Hilbert adjoint T ′ instead
of the dual T ∗ of T . Note that T ′ has SVEP if and only if T ∗ has SVEP. This follows from the classical Fréchet–
Riesz representation theorem. In fact, if U is the conjugate-linear isometry that associates to each y ∈ H the linear
form x → 〈x, y〉, then
(λI − T )′ = U−1(λI − T )∗U, (8)
from which it easily follows that T ′ has SVEP precisely when T ∗ has SVEP. Therefore, the result of part (i) of
Theorem 2.10 is still valid if we assume that T ′ has SVEP. Analogously, in part (ii) of Theorem 2.10 if a Hilbert space
operator T has SVEP and is polaroid, then T ′ +K ′ satisfies property (w).
An important subspace in local spectral theory is the quasi-nilpotent part of T defined by
H0(T ) :=
{
x ∈ X: lim
n→∞
∥∥T nx∥∥ 1n = 0
}
.
We have
H0(λI − T ) closed ⇒ T has SVEP at λ, (9)
and also this implication is actually an equivalence if λI − T ∈ Φ±(X), see [1, Chapter 3]. The following classes of
operators has been introduced by Oudghiri [12]. A bounded operator T ∈ L(X) is said to have property H(p) if for
all λ ∈ C there exists p := p(λ) ∈ N such that
H0(λI − T ) = ker(λI − T )p.
Note that every generalized scalar operator has property H(p) [12, Example 3], see [11, §1.5] for details on general-
ized scalar operators.
Corollary 2.12. If T ∈ L(X) is generalized scalar and K is a finite rank operator commuting with T , then prop-
erty (w) holds for T +K .
Proof. Every generalized scalar operator T is decomposable and hence the dual T ∗ has SVEP, see [11, Theo-
rem 2.5.19]. Moreover, since T has property H(p), T is polaroid by Theorem 3.3 of [2]. Therefore, T + K satisfies
property (w) by Theorem 2.9. 
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