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УДК 517.929
К О Н Е Ч Н О М Е Р Н Ы Е  О П Е Р А Т О Р Ы  М О Н О Д Р О М И И  
Д Л Я  П Е Р И О Д И Ч Е С К И Х  С И С Т Е М  
Д И Ф Ф Е Р Е Н Ц И А Л Ь Н Ы Х  У Р А В Н Е Н И Й  
С П О С Л Е Д Е Й С Т В И Е М *
Рассматривается линейная периодическая система дифференциальны х 
уравнений с последействием
с!тг (£^
^  +  =  (0, + о о ), (1)
где х  : [—о;, +оо) —> > 0. М атричная ф ункция г] периодически зависит
от первого аргумента с периодом ш и измерима по Лебегу по совокупно­
сти аргументов на множестве [0, о;] х [—г, 0]. При каж дом  фиксированном 
значении £ Е [0, о;] элементы матричной функции /?(£, •) имеют ограничен­
ные вариации. Элементы матричной функции V а г (£, в) измеримы и 
ограничены в существенном на отрезке [0, о;].
При указанны х выше условиях система дифференциальны х уравнений с 
последействием (1) д л я  начального момента £о — 0 и произвольной началь­
ной функции (р Е С ([—г, 0 ] ,К П) имеет единственное решение х  (£, р>) при 
£ > —о;, т.е. х  (£, р) = р  (£) при — ио < £ < 0, а при £ > 0 ф ункция х  (£, р)  я вл я ­
ется локально абсолютно непрерывной и удовлетворяет системе (1). Общий 
вид этого решения описывается формулой [1, с. 180]
х  0 , <р) = У 0 ,0 ) <р (0) +  J  фз V  (г, а) г)(а,/3 — а) с1а.)  <р (/?). (2)
В формуле (2) используется специальное продолжение матричной функции 
г] по второму аргументу на всю числовую ось: при каж дом  фиксированном 
значении £ Е полагаем г] (£, в) =  0 при 5 > 0 и г] (£, в) =  г] (£, —г) при 
5 < — г. М атричная ф ункция V  является решением матричного диф ф ерен­
циального уравнения
дУ  (7 ^  Г°
^ Р 2  = !  ш<1г ' П ^ т ) У {1 + т,8) А > э ,  (3)
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с начальными условиями: V  (£, в) =  0 при 5 — г < £ < в, V  (в, в) =  1п , где 1п 
— единичная матрица порядка п.
Оператор монодромии и  : =  х {ио-\-д,р),  I? Е [—а;,0], является
линейным вполне непрерывным оператором, действующим в пространстве 
С  ([—си, 0] , К п) [1, с.228]. Его область значений принадлеж ит пространству 
векторнозначных функций, абсолютно непрерывных на отрезке [—о;, 0], име­
ющих ограниченные в существенном производные на этом отрезке. Исполь­
зуя формулу (2), находим общее представление оператора монодромии
(и<р) (0) =  у ( и  +  0 , о м о )  +
где д Е [—о;, 0]; р  Е С  ([—о;, 0] , К п).
В работе описан специальный класс периодических систем с последей­
ствием, д л я  которых операторы монодромии конечномерны. Построены ха­
рактеристические уравнения операторов монодромии, действующих в про­
странстве непрерывных функций. Рассматриваемый класс периодических 
систем дифф еренциальны х уравнений с последействием и с конечномер­
ными операторами монодромии содержит класс систем дифференциальны х 
уравнений, изучавш ихся в работах [2,3]. Полученные результаты могут най­
ти приложение в исследованиях по теории устойчивости импульсных си­
стем [4,5]. Методы построения характеристического уравнения оператора 
монодромии в специальном гильбертовом пространстве д л я  периодических 
систем дифференциальны х уравнений с последействием общего вида пред­
лож ены в работе [6]. Д л я  периодических систем дифф еренциальны х уравне­
ний с переменным запаздыванием методы построения характеристического 
уравнения описаны в работах [7-10].
Т е о р е м а  1. Пусть матричная функция г\ периодически зависит от пер­
вого аргумента с периодом ио и измерима по Лебегу по совокупности аргу­
ментов на множестве  [0, о;] х [—г, 0]. При каждом фиксированном значении  
£ Е [0, о;] элементы матричной функции  ту(£, •) имеют ограниченные вариа­
ции. Элементы матричной функции V а г 8^ _ г $\Г] (£, в) измеримы и ограниче­
ны в существенном на отрезке [0,о;]. Тогда для конечномерности операто­
ра монодромии необходимо и достаточно, чтобы продолжение матричной  
функции г\ допускало представление
N
?? {а, (3 -  а) = ^ 2  111 {а) Пк О3) (5)
к= 1
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при 0 <  а < оо и —ио <  (3 <  О, где элементы п  х  п матричных функций  
г]\, к =  1,Л^; измеримы и ограничены в существенном на (0, а;), а элементы  
матричных функций к = 1, имеют ограниченные вариации на [—а;, 0).
Д о к а з а т е л ь с т в о . Д о с т а т о ч н о с т ь . Подставим выражение (5) во второе 
слагаемое представления (4) оператора монодромии:
г —0 (  роо-\-'д Л
^  ш {Л У ^  +  ^^   ^^  ^  ^ '
Полученное выражение второго слагаемого преобразуется к виду
роо-\-Э р —о
5 3  /  Г  (а; +  0 , а )  ^  (а )  <1а /  йргЦ  (/?) ( /? ).
£=1-/0 У-а,
И спользуя обозначения
ТИо(^) =  Г (о /  +  <?,0),
р(л)-\-0
\ ¥ к (■&)= V  (ш +  0 ,  а )  ^  (а )  <*а, 0  €  [-си , 0 ] , (6)
/о  (<р) =  < р (0 ) ,  Д  (V?) =  [  < 1^1 ((3) < р ( р ) , к  =  1, ЛГ, (7)
«/ —с<;
оператор монодромии опишем формулой
N
(Щ) (0) = 53 иъ (0) Д (¥>),<?€ [-си, 0], (р € С ([-си, 0], К "). (8)
/с=0
Получим конечномерное представление оператора, в котором к =  0, —
матричные функции, абсолютно непрерывные на отрезке [—о;, 0]; Д , к =  0,
— непрерывные векторные функционалы в пространстве С  ([—о;,0] ,К П).
Н е о б х о д и м о с ть . Область значений оператора монодромии принадлеж ит 
пространству абсолютно непрерывных вектор-функций на отрезке [—о;,0], 
имеющих ограниченные в существенном производные. Поэтому в предста­
влении конечномерного оператора матричные функции И ^, к =  0, А^ , аб­
солютно непрерывны на отрезке [0, о;] и имеют ограниченные в существен­
ном производные, а непрерывные векторные функционалы в пространстве 
С([—о;, 0], К п) допускают представления:
Д (<р) = [  Л/зПк {&) <р {Р),к = о, -/V,
Э —оо
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где ту| — матричные функции с ограниченным изменением на отрезке [—о;, 0]. 
У читывая представление оператора монодромии (4), полагаем
/о (<р) = <р( о ) , 1к (<р) = [  &рг}\ {(3) <р(/3),к = 1, N.
О —со
Тогда необходимо долж ны  вы полняться равенства 1¥о ($) =  V  (со +  $, 0) при 
$ Е [—о;, 0] ,
р —0 р —0 ( риз-\-0 1
!  (1/37)1 {(3) <р (/?) =  J  ^ | У о У (а ;+ 1 ? ,а )? 7 (а ,/? -а )й га | <р(/3)
при I? Е [—а;,0], (р Е С ( [—а;,0] , К п). Последнее равенство выполняется тогда 
и только тогда, когда
рсо+'д
У ] Щ  ($) 7)1 (Р) = /  Г  (о; +  1?, а) г) (а, (3 -  а) <1а, (9)
к=о Уо
'д Е [— 0],  (3 Е [—со, 0).
В равенство (9) мы не вклю чили произвольную функцию аргумента $, вос­
пользовавшись произволом в определении матричной функции г]. Подставив 
а  =  оо +  $, заменим равенство (9) эквивалентным ему равенством
дг
£  И Ъ (а  -  <*>) 4  (Р) = Г  V  (а , О  т? («!,/? -  О <%, (10)
&=о '/о
а  € (0, и ) , /3 € [—а;, 0 ) ,
которое является уравнением Вольтерра первого рода относительно неиз­
вестной матричной функции г] (а, (3 — а) аргумента а  Е (0, о;) при фиксиро­
ванном аргументе (3 Е [—о ;,0 ) . Д иф ф еренцируя равенство (10), переходим к 
уравнению Вольтерра второго рода
Га дУ (а £) 
г , ( а , 0 - а )  + ]о — ^ г ,  (<*1,0 -£)<% =
=  £  (/?) ' “  е  (0 ' ш) ' 13е  0)■
к = 1
Полученное уравнение имеет единственное решение, определяемое ф орму­
лой
( П \ (а  ~  ш) 2 ( п\V (а , (3 — а) = 2_^------ ^ ------ % (/?) -
к = 1
70
Ю.Ф.Долгий, В.С.Тарасян. Конечномерные операторы монодромии
г (а,  О  £  Ш к  (£  Ш\ 2к (Р) <%, а £ (0, ш) ,(3 £ [-со, 0 ) ,
где резольвента Г (се, £ ), ядра ? измерима и ограничена в существенном
по совокупности аргументов £ и а  в области 0 < £ < а  < и; [11, с.45,153].
Следовательно, д л я  продолжения матричной функции у справедливо 
представление (5), в котором функции
ч‘ (“ ) =  — * ; ---------- / „ г к 0 — ц — (11)
а  е  (0 , ш) , к =  1, ТУ,
измеримы и ограничены на интервале (0 , о;).
Формулы (11) не противоречат формулам (6), так как при заданных из­
меримых и ограниченных ф ункциях 77^ , к =  1,ЛГ на интервале (0 , о;), реше­
ния уравнений (11) определяю тся формулами
вШи (а — ш) 
да = ^ ( а ) + 1о =
а  £ (0 , о ;) , к =  1,
или
ТУ* ( а - ш ) =  Г у  (а, О ц\  (£) а  € (0 , со), к = ЦЛГ, 
«/о
из которых следуют формулы (6).
О п р е д е л ен и е  1. Матричные функции к =  0,Л^; обладают свойством 
«линейной зависимости» на отрезке [—а;,0], ес«/ш в тождестве
N
^ \ У к ( д ) С к = Ъ ,д £ [ - о о ,0 ] ,  (12)
к=0
среди постоянных векторов Ск, к =  0 ,Л^ имеются ненулевые векторы. В  
противном случае матричные функции к =  0 ,Л^; обладают свойством 
«линейной независимости» на отрезке [—а ;,0].
Л е м м а  1. Матричные функции ]¥к, к =  0, ./V, определяемые формулами  
(6), обладают свойством «линейной независимости», если
N
х Ф 0 (13)<1е1
на множестве положительной меры из интервала  (0 , о;).
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Д о к а з а т е л ь с т в о . Если матричные функции к =  0,7У, обладают свой­
ством «линейной независимости», то выполняется тождество (12), в котором 
не все постоянные векторы С&, к = 0, ./V, равны нулю. Используя формулы 
(6), запишем (12) в виде
N
т]1 (а) С^да =  0, д Е [—о;, 0]
pLü-\-V
И (а ;  +  ф О ) С ' о +  /  У(й;  +  0 , а )  V  
Уо *=1
При д = —и  находим Со =  0, и тождество принимает вид
rcü+'â N
/  Н (о; +  #, а ) Vk (а ) C ^ d a  =  0, д  Е [—а;, 0] .
Уо *=1
Последнее тождество выполняется тогда и только тогда, когда
N
5 > Ц а ) С *  =  0 (14)
к = 1
почти всюду на (0, а;) .
При выполнении условия (13) из (14) следует, что (7ı =  . . .  =  Сдг =  0. 
П олучили противоречие.
Т е о р е м а  2. Пусть продолжение матричной функции г\ допускает пред­
ставление  (5), описанное в теореме 1. Тогда ненулевые собственные числа  
оператора монодромии являются корнями характеристического уравнения
det \\fk (Wm ) -  р5кт1п \\ъ =  0, (15)
где Skm — символ Кронекера.
Д о к а з а т е л ь с т в о . Собственная ф ункция оператора (8), отвечающ ая нену­
левому собственному числу р, определяется формулой
N
<p(#) = Y , w k ( t i ) c k ,
k= 0
где набор постоянных собственных векторов С&, к =  0,7У, является нетри­
виальным решением линейной алгебраической системы
N
' 5 2 Ь № ™ ) С т = р С к, к =  бДГ,
т—0
а собственное число р является корнем уравнения (15).
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Характеристическое уравнение не имеет нулевых корней, когда
<1е1 у к (\¥т) \ \ ^ 0. (16)
Если векторнозначная ф ункция г1к Ф ) ^ к  постоянна почти всюду на по­
луинтервале [—о;, 0) и не все постоянные векторы нулевые, то при Со =  0 
имеет место равенство
N />—0 N
Е  (/* (wm)f с к = w i (о) со + / w i ((з) d e  4 T (P)
k=0 k=1
\ Nгде T — знак транспонирования. Следовательно, det || /& (И^ш)||0 =  0 и усло­
вие (16) не выполняется. Поэтому целесообразно рассматривать функции 
к =  1, İV, д л я  которых выполняется условие
N
det (dm (Р) ~  dİ, ( - ^ ) )  (dİ İP) ~  dİ ( - ^ ) )  İL Ф 0 (17)
на множестве положительной меры из полуинтервала [—о;, 0). В общей ситу­
ации условие (16) может не вы полняться и характеристическое уравнение 
будет иметь нулевые корни.
Формулы (6) неудобны д л я  нахождения матричных функций И ^, к =  
0, так как они содержат матричную функцию V , которая определена не­
явно, как матричное решение дифференциального уравнения (3). Поэтому 
предложим другую процедуру нахождения этих функций. У читывая опре­
деление Ц^ о, находим, что эта м атричная ф ункция является решением ма­
тричного дифференциального уравнения
dWo (d) 
dd
Г°/ dTr] (üü +  $, t )  W o ($ +  t )  , $ e [—ш, 0],
J — üü
с начальными условиями Ио (1?) =  0 при —2а; < '0 < ш, 1¥о (—&) = 1п- 
Последнее уравнение эквивалентно уравнению
dW 0 (d) 
dd
f  dsr] (ш +  d, s -  d) W0 ( s ) , d € [-o;, 0], (18)
J —üü
с начальным условием \¥о ( —си) =  1п . М атричные функции И ^, к =  1,Л^, 
являю тся решениями матричных дифференциальны х уравнений
d W k {d) 
dd
— Vk +  d) +  f  dTr\ (ш +  $, t )  И7*; (# +  t )  , $ G [—uj, 0] ,
J —ÜÜ
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с начальными условиями (т?) =  0 при —2оо < $ < ш, к = 1, N .  Последние 
уравнения эквивалентны уравнениям
=  г>к(ш +  $ ) +  !  Ът] (ш +  в -  1?) 1¥к ( з ) , (19)
т? Е [—о;, 0],
с начальными условиями (—о;) =  0, к =  1,
В уравнениях (18),(19) д л я  значений матричных функций 77 (а; +  т9, — т9),
—о; < 5 < I? < 0, может не иметь место представление (5), так как аргументы
этой функции не принадлеж ат области, указанной в представлении (5).
В представлении (5) функции 77^ , к =  1, ТУ, и 77^ , к =  1, ТУ, нельзя выбрать 
произвольным образом, так как в области 0 < се < а;, — а; < /3 < 0 этого 
представления содержится подобласть — оо < Р < а  — оо,$ < а  < оо,в которой 
77 (се, Р — а)  =  г] ( а , —си). Следовательно, набор функций 77^ , к = 1,7У, и 77^ , 
к =  1,^У, долж ен удовлетворять условию 
ЛГ лг
5 1  4  (а ) ^  (0) = ' 5 2 г1к («) »7* (« -  <*>) (2°)
Л=1 Л=1
при — оо < Р < а  — и;, 0 < а  < и;. Используя произвол в определении ма­
тричной функции 77, будем полагать, что 77 (а , —а;) =  0 при 0 < а  < оо. Тогда 
условие (20) заменится условием
ЛГ
5 ]  п\ (а) 4  (/7) =  0 (21)
к = 1
при —оо < (3 < а  — оо, 0 < а  < оо.
Условию (21) можно удовлетворить с помощью специальной процедуры
построения функций 77^ , к =  1,Л/~, и 77^ , к =  1,Л/\ Рассмотрим произволь-
м
ное разбиение полуинтервала [—о;, 0) =  и  [/7ш,/7ш+1), где -о ; =  /?0 < /?1 <
т— 0 ____
. . .  < Рм < /Зм+ 1 =  0 . Н а каж дом  полуинтервале [/Зш?/^ш-ы)? 171 =  
введем матричную функцию г)т размерности п  х тг, которая при каж дом  
фиксированном значении первого аргумента се Е (0, о;) имеет ограниченное 
изменение по второму аргументу /3 на полуинтервале [(Зт , Рт+г), ™ 
при этом м атричная ф ункция У (77/Зе[/Зт,13т+1)г1т (а >Р) измерима и ограниче­
на в существенном на интервале 0, оо. Н а каж дом  полуинтервале [/Зш, /Зш+х), 
т  =  1,М , выберем систему п  х тг-матричных функций с ограниченным из­
менением { ^ т } ^ т . Возьмем в качестве г\т) т  =  1, М , функции
Кт
71т ( ^ ?  /3) =  ^  ( ^ )  Р к т  { Р )  ? ( ^ 2 )
к = 1
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где (fmk (к =  1 , K m, m =  1 ,М ) — измеримые матричные функции, огра­
ниченные в существенном на интервале (0 ,о;). Продолжим функции фкт, 
к =  1 , K m, т  =  1 ,М , на полуинтервал [—о;,0), полагая фкт(д)  =  О ПРИ
$ ^ [/0m5/0m+ı)5 к =  1 Д т , m  =  1, М . С помощью формул (22) определим
функции тут , т  =  1 ,М , на всем полуинтервале [—о;,0). Введем функцию
м
î]N (а, /3 — а) = Vm (а , 0) X(o,u,+ı3m) (а ) =
т=1
М  К т
=  Х(0,с<;+/3т ) (°0 (а ) Фкт (Р) , (23)
т=1 /с=1
—си < /3 < 0,0 < а  < си,
где N  = К \  + . . .  + К м ,  Ха,ъ — индикатор интервала (а, 6), т.е. Ха,ь(а ) — 1 
при а  G (а, 6) и Ха,ь(а ) =  0 при а  ^ (а, 6). Сравнивая представление (23) 
функции тудг с представлением (5) функции ту, полагаем
( а )  =  X(o,w+/3m ) ( “ ) ( « ) ,  ( 2 4 )
Vs ( 0 )  =  Фкш ( 0 ) ,  ( 2 5 )
га =  1, М , а  G (0, а ;) , /3 G [—а;, 0) 
В полученном представлении
N
rjN (a,p-a) = Y, vl (а) vl (/?)
5 = 1
элементы матричных функций ту*, «s =  1, İV, измеримы и ограничены в суще­
ственном на интервале (0 ,о;), а элементы матричных функций ту^ , s =  1 ,İV, 
имеют ограниченные вариации на [—а;,0).
Т е о р е м а  3. Матричная функция  тудг удовлетворяет условию (21).
Д о к а з а т е л ь с т в о . Пусть 0 < а  < ш и (3 принадлеж ит полуинтервалу 
[Pp,Pp+ı), р = 1 , М .  Тогда
к р
Vn  (а, 0  -  а) =  Х(о,ш+(Зр) (a) Y İ  VPk (a) (/?).
k = ı
Область { ( а , /3) : о  G (0 ,а;),/3 G [/Зр,/Зр+1)} имеет непустое пересечение с 
областью { ( а , /3) — ио < (3 < а  — а;, 0 < а  < сД д л я  значений о, удовлетворя­
ющих неравенству о  > а; +  (Зр. Д л я  этих значений а  имеем Х(о,^+/зр) (°0 =  0*
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Описанная выше процедура определяет значения функции у (£, в) =  
тудг (£,«§) при значениях аргументов —ио — £ < « § <  — £, 0 < £ < ио. М ожно 
продолжить функцию г] =  тудг на область К  х  К , гарантируя выполнение 
свойств этой функции, используемых при определении оператора монодро- 
мии в начале работы.
Л е м м а  2. Д л я  матричных функций  (24) условие  (13) выполняется, если 
при любом р  (1 < р  < М )  система матричных функций {ррк } ^ Р обладает 
свойством «линейной независимости» на полуинтервале [ио +  (Зр-\,оо +  (Зр).
Д о к а з а т е л ь с т в о . Если условие (13) не выполняется, то существует нену­
левой набор векторов Сшр, к =  1, К т , т  =  1, М , д л я  которого
М  К тЕЕ Х(0,со+(Зт) Ртк (а) Стк — 0 (26)
т —1 к —1
почти всюду на интервале (0, о;). При +  (Зм ,&) равенство (26) выпол­
няется. При а  Е [о; +  / З м - 1 , ш  +  /?м) равенство (26) принимает вид
К т
^  (^) Стк =  0.
к=1
Система функций обладает свойством «линейной независимости»
на полуинтервале [ш +  /З м -ъ  ^  +  /Зм)> откуда Смк  — 0, к =  1 ,К м -  Ис­
пользуя метод математической индукции, предположим, что Стк =  0 при 
к =  1, К ш, т  =  р +  1, М , где 1 < р < М . Н а полуинтервале [о; +  /Зр_1, о; +  /Зр) 
равенство (26) принимает вид
к р
^  ] ^р/г (о?) Срк — 0. 
к=1
Система функций {</?р*;}^ р обладает свойством «линейной независимости» 
на полуинтервале [о; + /Зр_ 1, о; + /Зр), откуда Срк =  0, к =  1 ,К р. Получили 
противоречие.
Л е м м а  3. Д ля  матричных функций  (25) условие  (17) выполняется, если 
при любом натуральном числе р(1  < р < М )  система матричных функций
{ у£ ,}  Р обладает свойством «линейной независимости» на [/3Р,/3р+Д
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Д о к а з а т е л ь с т в о . Если условие (17) не выполняется, то существует нену­
левой набор векторов Стк, к =  1, К т , т  =  1, М , д л я  которого
м
Е Е С ( « ^ е О (27)
га=1 &=1
почти всюду на [—о;,0). При /3 ^ [Рх^Рм) равенство (27) выполняется. На 
полуинтервале [/3р,/3р+х) (1 < р < М ) равенство (27) принимает вид
Х > ^ ( / ? ) С Р,  =  0.
к = 1
Система функций Р обладает свойством «линейной независимости»
на полуинтервале [/3р,/3р+х)> в силу чего СД; =  0 при к =  1 , К р . Получили 
противоречие.
М атричные функции (6) и векторные функционалы (7) в данном случае 
определяю тся формулами
ИЪ(0) = У (и  + 0,О),
№тк ( д ) =  V  (ш +  1?, а) Х(о,ш+рт) («) («) йа, (28)
«/ О
I? Е [—о;, 0] , к =  1, 7Ст , т  =  1, М ,
/о (V?) =  ^  (0),
/ -0 гЗт + 1йуфрд (/3) (/3) =  / йуфрд (/3) (/9 (/3) +  фрд ((Зт ) (р (Рт) ? (29)
^/Зт
р =  l , K m ,q = 1 ,М .
Справедливо следующее утверждение:
Т е о р е м а  4. Д ля  системы дифференциальных уравнений  (1), порожденной 
функцией у =  тудг, ненулевые собственные числа оператора монодромии  
обращают в нуль определитель линейной алгебраической системы
М  К т
(/о (Wo) -  pin) Со + ЕЕ /о iy^mk) Cmk — 0?
т —1 /с=1
М  К т
fpq (Wo) Со +  ЕЕ / и  (Wmk) стк -  PCpq = 0, (30)
т = 1 /с=1
р = l , K m ,q = 1 , М .
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Д л я  нахождения матричных функций Wo , W mk, к =  l,ATm, т  =  1 , М , 
можно воспользоваться уравнениями (18), (19), которые в данном случае 
имеют вид
 ^ = J dsVN (w +  #, s -  #) W 0 (s ) ,  (31)
W o i - ш )  = I „ , d €  [ -w ,0 ], 
dW mk ($) . . . .
^  -  X(0,w+/3ra) (w +  $ )  f m k  (w +  l?) +
p'd
+  /  dsT}N + W mk (s) , (32)
J — (jü
Wk ( ~ v )  =  0, к =  1, i f m, т  =  1, М , Е [—о;, 0] .
В рассматриваемой ситуации трудно получить аналитическое решение 
уравнений (31), (32), так как на матричную функцию тудг в указанны х обла­
стях изменения аргументов $ и 5 не наклады вается никаких ограничений.
Аналитическое решение уравнений (31), (32) можно построить, если опе­
раторы, стоящие в правых частях этих уравнений, конечномерны. Опишем 
специальный класс функций тудг (£, s — t) в области 0 < £, s < о;, д л я  которого 
рассматриваемые операторы конечномерны. Зададим разбиение полуинтер- 
Q
вала [0, о;) =  [ sg_ i , Sg) ,  где 0 =  so < s i < • • • < s q  = u j . Н а каж дом
я = 1 ___
полуинтервале [sq- i , s q), q =  1,Q , выберем систему матричных функций 
размерности п  х п  с ограниченным изменением {Ф рД]/- Возьмем функции
Pq
V N q  (^ ) S — t) = (t) Фр  ^ («§) , (33)
р = 1
5 G [ 5 ^ - 1 ,  5 ^ )  ,g  =  l ,Q , i  E [0,a;] ,
где Ф^р, p =  l ,P ^ ,g  =  1, Q, — измеримые матричные функции, ограниченные 
в существенном на отрезке [0,о;]. Продолжим функции Фр^, р =  1,Р^, g =  
1,Q , на отрезок [0, о;], полагая Фр<? ($) =  0 при $ ^ [ sg _ i , Sg) ,  р =  1,Р^, q =  
1, Q. С помощью формулы (33) определим функции г]jyq при всех значениях 
s Е [0,о;]. Рассмотрим функцию
Q
V N  ( t , S ~ t )  =  Y ^  X(«„w] ( t )  V N q  ( t ,  8 - t )  =
q = 1
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<2 Рд
X  X  (*) ф<и> (*) ф р<? 00 > *>5 е [°> И  • (34)
9=1 Р=1
Л е м м а  4. Матричная функция  тудг удовлетворяет условию  тудг (£, 5 — £) =  О 
при 0 < t  < в < си.
Д о к а з а т е л ь с т в о . При з =  со справедливость утверж дения очевидна. При 
5 е [зя- 1 , Зд), д =  1, (5 имеем 0 < £ < з < ^ и  Х(5д^ ] (*) =  0.
Будем полагать дальш е, что в уравнениях (31), (32) ф ункция тудг в обла­
сти 0 < £, 5 < си определяется формулой (34).
Используя лемму 4, преобразуем уравнение (31)к виду
Полученное дифференциальное уравнение заменяем интегральным уравне-
^  =  [  &8Г)N (^  +  з -  ш -  •&) ]¥о (в -  ш) =  
аи Jo
у = 1 ^ = ±
нием
ТРо (д) = 1п +
+  X I X I /  Х(вв>и  (*) Ф9Р (*) ^  00 ^ 0  (5 -  «0 , (35)
~ 1 „ -| «/0 «/09=1 Р=1
$ Е [—Сс7, 0].
Решение интегрального уравнения (35) имеет вид
<2 Рд
\У0 (<?) =  /„ +  X ) Е  В ЯР (V) 9рд, V е  ° ] > (36)
9=1 Р=1
(37)
р = 1,Ря,д = 1,<Э-
Набор п  х п матриц {дьпКУ Х  является решением системы линейных ал-К — 1 т
гебраических уравнений
(2 Рд
9 к т  — @к Е Е  (дктдрЯрд ?
9=1 Р=1
(38)
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к =  1,Р ш,га =  1, Q,
где
ß k m  — ^/гга(^) ^fcra(O)) (^9)
/ Sm
^  km {t) X(sq,и] ^ qp (^) dt ,  (^0)
т —1
к = 1,Рт ,р =  1 ,P q, m , q  = 1 ,Q.
Л е м м а  5. Справедливы равенства ßkmqp =  0 пРи т  < q, к =  1 ,Р т , р =
i , i ^ ,  m ,q =  !><Э-
Д о к а з а т е л ь с т в о . При т  < q имеем sm < и X(sg,o;] (t) =  0 при £ Е 
[5Ш_1,5Ш). Из (40) следует справедливость утверж дения леммы.
В результате система (38) принимает вид
Q Pq
9  km  =  ßk  ЕЕ ßkmqpQpqi (^1)
q=lp= l
к =  1, Рт , т  =  1,Q  -  1,
9к<з =  (ЗкС2, к  =  1 ,Р Ш.
Система (41) допускает рекуррентную процедуру решения по индексу т ,  
начиная со значения т  =  (5-
Аналогично находятся решения дифференциальны х уравнений (32)
жтк ($) =  Ст * (<?) +  £ £  Вдр(^)9рдтк, (42)
9=1 Р=1
к =  1, /vm, т  =  1, М , I? Е [—о;, 0] ,
где
/* Сс^ —|  ^
Сшк ($) =  / Х(0,с<;+/3т ) (^) (^) dt,
J 0
к =  1, АГт , га =  1, М , I? Е [—а;, 0] .
Набор п  х п  матриц дГ8тк^  5 =  1,(5, г =  1, , /с =  1, АГШ, га =  1, М , является
решением системы линейных алгебраических уравнений
О ^
Ягвтк — Х гвт к  Н” ЕЕ fЗrsqp9pqmk•) (^3)
9=1 Р=1
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Г —  1? -Рэ? 5 —  1? 9гС}тк —  Г)г€}тк'> г —  1? -Рэ?
где
р и)  ПТ
' У г в т к  =  ^ Т ^ Г 8 ^ т )  Х ( 0 , и - \ - ( З т )  { ^ ) Ф ш к  ^ ) ( И .
Т е о р е м а  5. Решение уравнения (31) определяется формулой (38), в кото­
рой набор матриц {дкт}Т~т^~ является решением системы линейных ал-К — 1, ^  т
гебраических уравнений  (41). Решения уравнений  (32) определяются форму­
лами  (42), в которых наборы матриц дГ8тк? 5 =  1,(5, г =  1 , Р 5, к =  1 , К т , 
т  =  1 ,М  являются решениями систем алгебраических уравнений  (43).
П р и м е р  1. Рассматривается система дифференциальных уравнений
дх  (£)
где х G R n ; А, В  — 1 -периодические, ограниченные в существенном функции  
на отрезке [0,1]; [t] — целая часть числа t.
Переходя к описанию в форме (1), находим матричную функцию
О, S  = О,
v ( t , s ) = { - A ( t ) ,  - { O < 5 ' < 0>
- A  (t) - В  ( t) ,  - 1  < S < - { t } ,
где {t}  — дробная часть числа t . Проверяем выполнение условий теоремы 
1:
y {а, (3 — а)  =  —А  {а) — В  ( а ) , 0 < а  < 1, — 1 < /3 < 0. Имеем N  =  1,
Vı («) =  - А  (<*) -  В  (a), î]ı ((3) = 1п . Тогда / 0 {<р) = <р (0), f i  {<р) =  0. Харак-
теристическое уравнение оператора монодромии имеет вид
(—1)" рп det (Wo (0) — p l n) =  0. (45)
Уравнение (45) имеет нулевой корень, так как условие (17) не выполняется. 
Уравнение (31) в данном случае принимает вид
dW^  =  A (â) Wo (â) + В  (â) Wo ( - 1 ) ,  (46)
W o ( - l )  = I n , ‘â €  [ -1 ,0 ] .
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Здесь не выполняю тся условия конечномерности оператора правой ча­
сти уравнения (46). Пусть Х ( д )  ( Х (  — 1) =  1п) — нормированная ф ундамен­
тальная матрица системы (47). Тогда решение уравнения (46) определяется 
формулой
р'д
Wo (0) =  X ( d )  +  J  X ( d )  X - 1 (s) В  (s) ds, d € [ -1 ,0 ] .
Х арактеристическое уравнение (45) имеет вид
det ( х  (0) ( /„  +  j °  X - 1 (s) В  {s) d s )  -  /9/„) =  0.
П р и м е р  2. Рассмотрим скалярное уравнение 
/ jt  ( f \  г\Р\
- ğ 1  =  Х[о, |)  № )  J  Ь(8) х  (s) ds, (47)
где [£] — целая часть числа  £; {£} — дробная часть числа  £; Ь — периоди­
ческая функция с периодом 1, интегрируемая по Лебегу на отрезке [0,1];
Ьо =  / \ Ъ  (з) дв 7^  0.
Введем функцию
В ( з )  =
0, 5 > 0,
f ^ b ( z ) d z ,  - \  < s < 0,
- f - ı / 2 b (z ) d z > 5 < “ 5-
Переходя к описанию в форме (1), находим функцию
V (*,«) =  Х[0,1) (*) в  (* +  5) >5 е [-!> 0] >1 е  [°> Ч •
Проверяем выполнение условий теоремы 1:
г] {а, (3 — а)  =  Х|-0 ± ^  (а) В  (/3), 0 < а  < 1, — 1 < /3 < 0. Имеем N  =  1, г]\ (а) =  
Х[0,1) («)> 0 < а < 1> VI (Р) = 5 (/Ч, - 1  < Р < 0- Тогда / 0 (<р) = Д О ),
Л  (Д  =  Д  0 5  (/?) ^  (/?) =  Д /2 ь (/?) ^  (/?) 0/?.
Д л я  уравнения (47) у (£, 5 — £) =  0 при $ < £ , « § <  1. Используя результаты 
теоремы 5, из (38) находим ТТо (д) =  1, д Е [—1,0], а из (42)
71+^ ( 1-hı? — 1 < # < —-
w , w  = < h W  = J  x W )  <*)<» =  ] - Г < ^ < о 2’
2
2> — 2 — 17 — 1
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Вычисляем /о (W0) =  1, /о H U ) = ±, Д  (W0) =  f \ b ( ß ) d ß  = b0, Д  (Ич) =
2
i  f _ i  b(ß)  dß  =  Характеристическое уравнение имеет вид 
2
р2 -  ( l  + Ifto) р = 0.
В данном примере условие (17) выполняется, но характеристическое урав­
нение имеет нулевой корень, так как условие (16) не выполняется.
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