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error ε that uses roughly ε−2 function values and only d log2 ε random bits. The number
of arithmetic operations is of the order ε−2 + d log2 ε. Hence, the cost of our algorithm
increases only mildly with the dimension d, we obtain the upper bound C ·(ε−2+d log2 ε)
for the complexity. In particular, the problem is tractable for coin tossing algorithms.
This is an example from our book “Tractability of Multivariate Problems”, Volume II,
2010, with Henryk Woz´niakowski and based on joint work with Harald Pfeiffer.
On the power of function values for the approx-
imation problem in various settings
Erich Novak
Jena University
Joint work with: Henryk Woz´niakowski
We study the problem of approximating functions from Hilbert or Banach spaces in
the worst case, average case and randomized settings with error measured in the Lp
sense. We define the power function as the ratio between the best rate of convergence of
algorithms that use function values over the best rate of convergence of algorithms that
use arbitrary linear functionals for a worst possible Hilbert or Banach space for which
the problem of approximating functions is well defined. Obviously, the power function
takes values at most one. If these values are one or close to one than the power of func-
tion values is the same or almost the same as the power of arbitrary linear functionals.
We summarize and supply a few new estimates on the power function. We also indicate
eight open problems related to the power function since this function has not yet been
studied for many cases.
An algorithm for the construction of weighted
degree lattice rules
Dirk Nuyens
Dept. of Computer Science, K.U.Leuven
Joint work with: Ronald Cools; Frances Y. Kuo
In classical multivariate quadrature with product rules it is natural to select an ap-
propriate one-dimensional quadrature rule for each dimension in accordance with its
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importance. E.g., one may choose to use a Gauss rule of degree 13 for dimension 1, then
a rule of degree 5 for dimension 2 and so on. With lattice rules (with a prime number of
points) these one-dimensional degrees are all equal as we have the same projected point
set in each dimension. We can however try to maximize the shape of the frequency in-
dices (e.g., the Zaremba or hyperbolic cross for the Zaremba degree) while weighting the
contributions of the different dimensions. This gives us a weighted degree of exactness.
We present a new algorithm to construct lattice rules based on a weighted degree of
exactness and a worst case error.




I will discuss two types of randomizations for the Halton sequence. Since 1970’s, sev-
eral researchers have introduced permutations that scramble the digits to improve the
uniformity of the original Halton sequence. The first question I want to investigate is
how a Halton sequence scrambled by a randomly selected permutation differs from a
Halton sequence scrambled by the best deterministic permutations. This investigation
will be numerical. I will then show that any scrambled Halton sequence, independent
of the way the permutations are constructed, can be randomized by the random-start
approach that was first applied to the original Halton sequence by Wang and Hicker-
nell. This randomization approach gives unbiased estimates. Numerical examples will
be used to compare various scrambled Halton sequences when they are randomized via
the random-start approach.
Experiments with QMC in MCMC Art Owen
Stanford University
Joint work with: Su Chen, Stanford University
To many scientists, Monte Carlo means Markov chain Monte Carlo (MCMC), which
is more powerful but also more complicated than plain Monte Carlo sampling. Quasi-
Monte Carlo (QMC) methods are usually incorporated into plain Monte Carlo but re-
cently there have been experiments and theoretical results to support the use of QMC
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