Introduction
Gravity waves play a major role in the middle atmosphere of the Southern Hemisphere during wintertime. They shape the stratospheric waveguide which then influences the propagation of Rossby waves, by focusing them toward higher latitudes (Cohen et al., 2014) . A manifestation of the ubiquitous interactions between gravity wave drag and Rossby wave propagation are stratospheric final warmings. Gravity waves have a significant contribution in preconditioning the polar vortex prior to final warmings in the Southern Hemisphere (Scheffler & Pulido, 2015) . Most general circulation models have a pronounced delay of about 2 weeks in the representation of the stratospheric final warmings (Eyring et al., 2006; Hardiman et al., 2011) . This bias is alleviated by treating some of the limitations and deficiencies in the parameterization of gravity wave drag, such as sources misspecification or lack of wave intermittency (De La Camara et al., 2016; Scheffler & Pulido, 2017) .
For sudden stratospheric warming (SSW) events, the widely accepted theory suggests that the abrupt breakdown of the polar vortex can be explained in terms of transient anomalous planetary wave injections from the troposphere (Matsuno, 1971; Polvani & Waugh, 2004) . However, there are some results that suggest that internal stratospheric dynamics may also play a role during SSWs. Scott and Polvani (2004) showed the existence of internal stratospheric modes that may significantly affect the propagation of upward fluxes, exerting control over the occurrence of SSWs. Recently, Birner and Albers (2017) showed that only 25% of SSWs were associated to anomalously large tropospheric wave events, while the remaining 75% of SSWs have wave fluxes that are anomalous only in the stratosphere. The role of gravity waves in SSWs is more subtle. Matthewman and Esler (2011) identified SSWs, which are characterized by a split of the polar vortex in a quasi-geostrophic shallow-water model, as an abrupt bifurcation in the relevant parameter space which is expected to be controlled by gravity wave drag. They interpreted the split SSWs as a consequence of a self-tuned resonance excitation of Rossby waves. Albers and Birner (2014) showed that gravity wave drag is anomalously weak during vortex displacement events. On the other hand, gravity wave drag is enhanced particularly inside the vortex during vortex splitting SSW events. Therefore, gravity wave breaking may be a key element for vortex splitting SSW events, by preconditioning the vortex geometry near its resonance excitation point.
The unprecedented Antarctic SSW in September 2002 has been extensively documented (see special issue of the Journal of Atmospheric Sciences, 2005, Vol. 62, No. 3) . This event fulfilled the World Meteorological Organization major SSW criterion (Kruger et al., 2005; McInturff, 1978) and was characterized by a splitting of the polar vortex in the middle stratosphere between 22 and 26 September (Baldwin et al., 2003) . Before the event, an abnormally large upward flux of planetary wave activity reached the lower stratosphere between May and mid-September Harnik et al., 2005) . Manney et al. (2005) showed that for short lead time forecasts (up to 10 days before warming onset), the SSW could be reproduced as long as the 100 hPa wave amplitudes were accurately represented. Particularly, waves with wave numbers 2 and 3 played a major role for simulating the 2002 Southern Hemisphere SSW. Esler et al. (2006) showed that an unusual split vortex event like the 2002 Antarctic SSW can be explained in terms of a self-tuned resonant excitation of Rossby wave modes via the boundary forcing at specific frequencies, showing that the stratosphere can exert control on the type of SSW. Venkat Ratnam et al. (2004) found in CHAMP/GPS temperature profiles an enhancement of gravity wave activity near the edge and outside of the polar vortex 10 days prior to the SSW onset. The concomitant gravity wave drag is expected to change the mean circulation and, in turn, affect the propagation of planetary waves. Scheffler and Pulido (2017) showed that the use of optimized parameters in a middle atmosphere model leads to an improved representation of stratospheric final warmings through stratospheric preconditioning. The optimized gravity wave parameters improve the complex gravity wave drag-Rossby wave interactions that take place in the Southern Hemisphere winter-summer transition. In this letter, we examine model integrations in 2002 and focus on the SSW event that occurred in the Southern Hemisphere. We use gravity wave parameters estimated with a data assimilation technique to evaluate the potential role of gravity waves during this event. Experiments, which are described in section 2, are conducted comparing the use of the spatially and temporally fixed reference gravity wave parameters, with parameters estimated using the data assimilation technique. Results (section 3) show that a proper set of gravity wave parameters is instrumental in the model integrations for shaping the vortex geometry required to support the resonance excitation that triggers the SSW event.
Data and Experiments
The model used in this work is the University of Reading middle atmosphere dynamical model. The model represents the fully nonlinear hydrostatic primitive equations based on potential vorticity (PV) on a hexagonal-icosahedral grid. Isentropic vertical levels range from ∼100 to ∼0.01 hPa. A comprehensive description of the model is given in Pulido and Thuburn (2005) . Model integrations use the Montgomery potential taken from Modern-Era Retrospective Analysis for Research and Applications (MERRA) reanalyses (Global Modeling and Assimilation Office, 2011; Rienecker et al., 2011) as bottom boundary condition every 6 hr. A spectral nonorographic gravity wave drag parameterization (Scinocca, 2003) is included in the model. The dynamical model has a horizontal grid resolution of about 4 ∘ and 16 vertical levels. Because of its coarse horizontal scale, fine-scale realistic features are not represented in this model; however, the main aim in this study is to identify the main processes involved in SSW events. In particular, we focus on the interactions between the gravity wave drag parameterization and Rossby wave propagation.
The values of the gravity wave parameters are optimized using a two-step estimation method. First, an online variational data assimilation technique is used to calculate the daily zonal and meridional missing gravity wave forcing terms of the horizontal momentum equations (Pulido & Thuburn, 2005 . The estimated forcing is expected to account for the momentum forcing needed by the model to give the closest evolution to MERRA reanalysis. In the second step, an offline Monte Carlo algorithm is used to estimate the parameters, as described in Pulido et al. (2012) . Parameters are estimated with an offline implementation of the gravity wave SCHEFFLER ET AL. 6720 drag parameterization, such that the obtained gravity wave drag profiles mimic the missing forcing profiles estimated with data assimilation, which are used as pseudo-observations. Optimal parameters are estimated daily and as a function of latitude. The procedure for parameter estimation follows the same configuration as in Scheffler and Pulido (2017) .
We conducted two free model integrations. The term free model integrations is used to distinguish them from the integrations conducted with the assimilation system, in which the model evolution is nudged to the observations. In one of the free integrations, the gravity wave drag parameterization uses the reference parameter settings suggested in Scinocca (2003) , except for the launched gravity wave momentum flux parameter, which is increased up to the constant value obtained in Pulido et al. (2012) . This experiment will be referred to as control integration. In the other experiment, the launched gravity wave momentum flux, characteristic wavelength, and the saturation parameters are considered to depend on time and latitude but not on longitude. The values of the parameters are specified from the resulting optimal values of the data assimilation experiment. This integration will be referred to as integration with optimal parameters.
In both experiments, the dynamical model is initialized on 1 January 2002 with MERRA reanalysis and integrated during 1 year. With this initial condition, the stratospheric seasonal evolution is thoroughly represented by the model including the summer-to-winter transition, that is, the winter jet formation. The two free model integrations share exactly the same initial condition and the same bottom boundary conditions at a potential temperature of 414 K corresponding to ∼100 hPa. Therefore, differences in the winter vortex evolution between the integrations can be completely ascribed to the differences in gravity wave drag.
Results
The abnormal split of the polar vortex in the Southern Hemisphere during 2002 is shown in Figure 1 through PV derived from MERRA reanalyses at 10 hPa (∼900 K). On 20 September, the polar vortex is found displaced from the pole toward South America (Figure 1a ). During these days, it undergoes a strong reduction of its strength. On 22 September, the polar vortex is elongated and two main centers are already apparent (Figure 1b) . By 25 September, the vortex is completely split into two separated vortices at 10 hPa (Figure 1c ). During the following days, the two vortices are advected and elongated (Figure 1d ).
A coarse manifestation of a displacement SSW is found in the free model integration using reference gravity wave parameters (Figures 2a-2d) . It achieves the required criteria to be considered a major stratospheric warming, that is, wind reversal at 10 hPa and 60 ∘ S and temperature gradient reversal between the poles and 60 ∘ S (see Charlton & Polvani, 2007; McInturff, 1978) . However, the wind reversal in the control integration at 10 hPa lasts only for 2 days, while it persists for a week in MERRA. The main warming occurs with a delay of 2-3 days with respect to MERRA reanalysis. The ability to successfully predict the SSW in a 1-year model integration is attributed to the use of realistic tropospheric planetary wave forcing, incorporated through the bottom boundary of the model. The strength of the large-scale tropospheric events in 2002 leads to better SSW predictability skills in the model when compared with stratospheric final warmings.
Although the signature of the SSW is found in the control integration, the vortex structure during the breakdown process reveals several differences with respect to MERRA. It shows a weaker than observed polar winter jet. PV peaks in the control integration are about 35% weaker than in MERRA reanalysis in the week previous to the major warming (Figure 2a) . The vortex at 10 hPa shows a rapid weakening between 21 and 26 September (Figures 2a and 2b) . The SSW event manifests mainly as a vortex displacement SSW, even when some traces of a small amplitude wave 2 are present on 27 and 30 September (Figures 2c and 2d ).
The stratospheric winter circulation in the model integration with optimal parameters is significantly modified with respect to the control integration. Figures 2e-2h depict the evolution of the polar vortex for this integration during the SSW event. In the last days prior to the sudden warming, PV meridional gradients are considerably larger than in the control integration (Figure 2e ). The vortex split is clearly found in this simulation on 25 September (Figure 2f ). The strength of the two vortices is remarkably close to the one found in MERRA reanalysis (Figure 1 ). The split occurs with a delay of 2-3 days. In the following days, the two vortices rapidly weaken (Figures 2g and 2h ).
The estimated launched gravity wave momentum flux using data assimilation averaged in high latitudes (50 ∘ -80 ∘ ) as a function of time is shown in Figure 3a . The parameters are smoothed using a 15-day moving average to reduce daily variability. The launched gravity wave momentum flux shows temporal variations, reaching maximum values during winter, followed by an abrupt reduction prior to the SSW onset. Estimated parameter values suggest an increase of the launched gravity wave momentum flux during winter by more than twice the reference value. The estimated values however are strongly reduced the last 20 days before the SSW onset. This suggests that gravity wave drag has no direct role in the vortex breakdown but during the preconditioning period. The estimated E * parameter exhibits pronounced latitudinal dependencies (see Figure 3b ), characterized by increased gravity wave fluxes around 60 ∘ S during winter and up to 2 weeks prior to the SSW onset. In low latitudes, the estimated gravity wave fluxes are in general smaller than the reference value. A shift toward lower latitudes of the secondary peak is found. During this period, gravity wave drag exerted by the parameterization in the integration with optimal parameters is smaller than the one given by the reference parameters in the control integration, except near to the pole.
The indirect impact of gravity wave drag on the Rossby wave propagation and breaking is shown in Figure 4 . In the control integration, Eliassen-Palm flux divergence (EPFD) at 60 ∘ S (Figure 4b) shows a single burst of planetary wave forcing distributed during late August and September. The largest peak of EPFD due to planetary wave breaking is found during the week prior to the SSW event at 10 hPa. Overall, the EPFD is around 40% weaker than in MERRA reanalysis (Figure 4a ). In contrast, the EPFD from the integration with optimal parameters shows intense planetary wave breaking at high latitudes during the whole winter. Strong wave forcing events are identifiable in the month prior to the warming onset, with an intensity of up to 26 m⋅s −1 ⋅day −1 above 1 hPa. The temporal distribution of EPFD in this integration is largely similar to the one derived from MERRA reanalysis. Although the forcing by gravity waves is significantly weaker than the forcing exerted by Rossby waves, it has a crucial role in conditioning the propagation and breaking of the planetary waves.
The zonal mean zonal wind averaged between 20 and 10 days before the SSW onset is shown in Figure 5 . Both free model integrations show a funnel-shaped vortex and a poleward displaced winter jet with respect to the observed climatology. A wider winter jet geometry is found in the control integration, and the jet core remains in the upper stratosphere for a larger period in this integration. In contrast, the geometry of the winter jet in the integration with optimal parameters holds a large similarity with MERRA reanalysis due to the contribution of vertical and meridionally localized gravity wave drag at middle and high latitudes and its concomitant processes. Particularly, between 40 and 2 hPa, the vertical alignment of the jet core closely resembles the winter jet on MERRA (Figure 5c ). This vertical alignment of the jet during the preconditioning phase is in accordance with the characterization of a split SSW given by Albers and Birner (2014) . The lower and narrower jet core in the integration with optimal parameters is also notable (Figure 5c ). This is attributed to an enhanced Rossby wave propagation and breaking due to a vortex preconditioning, obtained through the optimized gravity wave drag.
While both integrations differ only in the gravity wave parameters, the optimal parameters are zonal mean parameters so that the parameterization cannot directly produce a wave 2 forcing. A mechanism that can explain the improvement in the representation of the vortex breakdown is related to wave focusing toward the pole (McIntyre, 1982) . In this sense, the optimal parameter integration has the zero-wind line at higher latitudes (Figure 5c ), which provides an enhancement of Rossby wave propagation toward higher latitudes and enhanced Rossby wave breaking there (see Figure 4) . The latitudinal dependencies of the gravity wave flux parameter in the optimal parameter integration appears to be one of the responsible factors for shaping the waveguide toward higher latitudes. We remark that the changes found in the mean zonal wind ( Figure 5 ) are not a direct consequence of the changes in the parameters, but they are the result of interactions between gravity wave drag and planetary waves during the preconditioning phase.
Two aspects produced by the optimal parameters appear to contribute to the triggering of a self-tuned resonance excitation. Gravity wave drag is known to be mainly responsible for the closing of the jets in the mesosphere (Pulido & Thuburn, 2008) . This effect is apparently contributing to the descent of the jet core in the optimal parameter integration ( Figure 5 ). The concomitant negative shear in the upper stratosphere above the jet core contributes to making the waves evanescent, not allowing them to propagate upward, and therefore facilitating the resonance mechanism. A second characteristic is the shift in the zero-wind line toward higher latitudes. Apart from focusing planetary waves, this produces a reduction in the zonal mean wind threshold required for the resonance (Plumb, 1981) .
Conclusions
In this letter, the representation of the 2002 Antarctic SSW in a middle atmosphere model is examined. Whereas the model used in this work has a coarse resolution, it is able to give some of the most salient features of the 2002 SSW. The model is based on PV in an icosaedral-hexagonal grid which is particularly suited to capture adequately planetary wave mean flow interactions as well as gravity wave drag effects on the stratosphere dynamics (Pulido, 2014) .
We compare a free model integration that uses the standard configuration of a nonorographic gravity wave drag parameterization with an integration using optimal gravity wave drag parameters estimated with a data assimilation technique. The use of optimal parameters improves significantly the representation of the SSW event. The temporal and latitudinal variability of gravity wave parameters improves the representation of gravity wave drag-Rossby wave interactions which lead to a more realistic zonal mean circulation. The changes to the mean flow produced by these interactions include the narrowing and poleward shifting of the planetary waveguide and the lowering of the jet core with an intensification of zonal mean zonal wind in the lower stratosphere. These changes give support to the triggering of a self-tuned resonance that leads to the vortex split.
Since the optimized parameters in the experiments do not have longitudinal variations, the enhancement of wave 2 activity in the polar region cannot be attributed directly to gravity wave forcing. Furthermore, a decrease in the gravity wave flux is estimated before the onset of the SSW; this suggests that in our experiments the SSW onset cannot be attributed to a noise-induced transition as in Birner and Williams (2008) . In this work, the SSW is established in both experiments. The forcing through gravity waves proved to be an indirect, albeit crucial, instrument for modeling the type of vortex breakdown.
We have found evidence that given the same boundary forcing, the stratosphere may manifest both types of SSWs: either a displacement SSW, dominated by waves with wave number 1, or a split SSW mostly affected by waves with wave number 2. The only difference between these two manifestations of SSWs was the geometry of the Antarctic vortex (see also De La Camara et al., 2017) . We show that, in the experiments, gravity wave activity is responsible for the bifurcation between displacement and split vortex events. This is in agreement with Matthewman and Esler (2011) and Albers and Birner (2014) . Matthewman and Esler (2011) use a surf zone PV parameter which in reality may indeed be partially controlled by gravity wave drag.
Finally, the existence of Rossby waves triggered by barotropic instabilities (see Rodas & Pulido, 2017) was found in the experiments, but it is not explored in this work. A follow-up work is underway to quantify the relative role of these instabilities in the triggering of SSWs.
