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1 Johdanto
Aikasarjoissa voi ilmetä erilaisia ei-normaalisia piirteitä, joita on vaikea ottaa
huomioon normaalisten lineaaristen aikasarjamallien avulla. Mainittuja piirtei-
tä voivat olla esimerkiksi jakauman monihuippuisuus tai ehdollisen varianssin
vaihtelu ajan mukana. Joitakin tällaisia sarjoja, joiden selittämiseen lineaari-
set mallit eivät ole riittäviä, voidaan mallintaa epälineaaristen aikasarjamallien
avulla.
Epälineaarisissa autoregressiivisissa malleissa havaintojen ehdolliset jakau-
mat riippuvat prosessin menneistä arvoista jonkin epälineaarisen funktion kaut-
ta, kun lineaarisilla malleilla tämä riippuvuus on lineaarista. Teräsvirta ym.
(2010) esittelevät kattavasti erilaisia epälineaarisia autoregressiivisia aikasarja-
malleja, kuten autoregressiivisia kynnysmalleja, pehmeän siirtymän autoregres-
siivisia malleja ja autoregressiivisia sekoitusmalleja.
Autoregressiivisiin sekoitusmalleihin päädytään muodostamalla sekoituksia
lineaarisista autoregressiivisista malleista ja tällaisia ovat esimerkiksi Hamil-
tonin (1989) autoregressiivinen Markov switching (MSAR)-malli sekä Wongin
ja Lin (2000, 2001) autoregressiiviset sekoitusmallit (MAR, LMAR, LMARX).
Autoregressiivisille sekoitusmalleille, samoin kuin autoregressiivisille kynnys-
malleille ja pehmeän siirtymän autoregressiivisille malleille, on ominaista nii-
den kyky kuvata erilaisten tilojen välillä vaihtelevia ilmiöitä, joiden generointi-
mekanismit voivat olla hyvinkin erilaisia. Käytännössä eri tilat ja tilojen vaih-
tuminen voivat olla seurausta esimerkiksi muutoksista politiikassa, sodista, ta-
louskriiseistä ja niin edelleen.
Pohjautuen Glasbeyn vuonna 2001 ehdottamaan autoregressiiviseen nor-
maaliseen sekoitusmalliin, Kalliovirta ym. (2014a) esittävät yleisemmän GMAR
(Gaussian Mixture Autoregressive)-mallin, joka on sekoitus normaalisista auto-
regressiivisista malleista. Glasbey (2001) käytti mallia artikkelissaan auringon
säteilyn määrää kuvaavan kaksihuippuisen aineiston mallintamiseen.
Epälineaaristen autoregressiivisten aikasarjamallien uskottavuusfunktioiden
monimutkaisuuden takia niiden parametrien estimointi on mahdotonta ana-
lyyttisesti ja siksi joudutaan turvautumaan numeerisiin menetelmiin. Kirjalli-
suudessa vastaavanlaisiin ongelmiin usein käytettyä EM-algoritmia on käytetty
myös joidenkin sekoitusmallien parametrien estimointiin (esimerkiksi Wong ja
Li, 2000, ja 2001), mutta GMAR-mallin monimutkaisemman rakenteen vuoksi
EM-algoritmin käytöstä tulee huomattavan hankalaa ja siksi on etsittävä muita
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keinoja.
Edellä mainitun hankaluuden helpottamiseksi tutkielmassa selvitetään ge-
neettisen algoritmin käyttöä apuna parametrien estimoinnissa. Geneettinen al-
goritmi on tässä tapauksessa kiinnostava vaihtoehto, sillä se ei tarvitse lain-
kaan alkuarvoja estimoinnin suorittamiseen. Geneettinen algoritmi yhdistelee
uskottavuusfunktion arvon mielessä hyvin menestyneiden arvausten osia ja li-
sää niihin satunnaisia muutoksia, pyrkien näin pääsemään uskottavuusfunktion
globaaliin maksimipisteeseen tai sen lähelle.
Geneettisen algoritmin ongelmana on kuitenkin hidas suppeneminen, kun
algoritmi on päässyt lähelle uskottavuusfunktion huippua. Tästä syystä esti-
mointiin käytetään kaksivaiheista menetelmää: Ensin etsitään geneettisellä al-
goritmilla mahdollisen maksimipisteen ympäristöstä jokin piste, joka välitetään
alkuarvoina gradienttiperusteiselle algoritmille estimoinnin viimeistelyä varten.
Tutkielmassa tarkastellaan myös mallinvalintaa ja mallien diagnostiikkaa
osana GMAR-mallin estimointiprosessia, koska GMAR-mallin tapauksessa ta-
valliset residuaalitarkastelut eivät ole päteviä estimoidun mallin residuaaleihin
perustuvassa diagnostiikassa. Tästä syystä diagnostiikkaan käytetään kvantiili-
residuaaleja ja niille johdettuja testisuureita.
Tutkielman empiirisessä osassa esitetään kaksi empiiristä esimerkkiä, jois-
sa havainnollistetaan geneettiseen algoritmiin perustuvaa estimointimenetelmää
ja sen toimintaa: Ensin mallinnetaan Yhdysvaltain kuukausittaista inflaatiota
vuodesta 1975 vuoteen 2015. Toisena esimerkkinä tutkitaan päivittäistä tuu-
len nopeutta Irlannissa 1960- ja 70-luvuilla kuvaavaa aineistoa ja lasketaan sille
simuloimalla ennusteita.




Lineaarisia autoregressiivisia(AR-) prosesseja käytetään komponentteina epäli-
neaarisissa autoregressiivisissa sekoitusmalleissa, joissa jokaisen havainnon ole-
tetaan generoituvan yhdestä sen lineaarisesta AR-prosessista, eli sekoituskom-
ponentista. Lineaarinen AR-prosessi on siten olennainen osa AR-sekoitusproses-
sia ja sen ominaisuuksia tarvitaan myöhemmin GMAR-mallissa. Seuraavissa
Brockwellin ja Davisin (1991) kirjaan perustuvissa tarkasteluissa oletetaan AR-
prosessille GMAR-mallin tapaan normaalijakauma. Peruskäsitteet, kuten sta-
tionaarisuus oletetaan tunnetuiksi.
Olkoon yt astetta p oleva autoregressiivinen prosessi, eli AR(p)-prosessi.
Tällöin yt määritellään yhtälöllä




missä {εt}∞t=−∞ on jono riippumattomia satunnaismuuttujia, joille pätee εt ∼
N(0, σ2) kaikilla t ∈ Z ja σ2 > 0. Autoregressiivisen prosessin ehdollinen odo-
tusarvo on





Var(yt|Ft−1) = Var(εt) = σ2,
missä Ft−1 = σ(yt−1, yt−2, . . .) on ajanhetkeä t edeltävien satunnaismuuttujien







juurille z pätee |z| > 1.
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Olkoon ϑ = (ϕ0, ϕ1, . . . , ϕp, σ2) parametrivektori1, missä ϕi, i = 1, . . . , p
toteuttavat ehdon (2.1). AR(p)-prosessien p-ulotteiset satunnaisvektorit yt =
(yt−p+1, . . . , yt) noudattavat multinormaalijakaumaa tiheysfunktiona





(yt − µ1p)′Γ−1(yt − µ1p)
}
,






Tiheysfunktiota (2.2) tarvitaan GMAR-mallin määrittelyssä ja siinä esiin-
tyvä kovarianssimatriisi Γ riippuu mallin estimoitavista parametreista. Tarkas-
tellaan seuraavaksi matriisin Γ ratkaistaisemista AR(p)-prosessin parametrien
funktiona käyttäen apuna matriisia
A =

ϕ1 ϕ2 · · · ϕp−1 ϕp
1 0 · · · 0 0
0 1 · · · 0 0
...
... . . .
...
...
0 0 · · · 1 0

ja varianssivektoria
Σ = (σ2, 0, . . . , 0).
Prosessin kovarianssimatriisille saadaan vektoroitu esitys
vec Γ = (Ip2 − A⊗ A)−1Σ,
missä vec on vektorointioperaattori, Ip2 on (p2 × p2) identiteettimatriisi ja ⊗
merkitsee Kroneckerin tuloa. Vektoroitu kovarianssimatriisi on siis vektori, jossa
jokainen matriisin Γ sarake on asetettu päällekkäin yhdeksi vektoriksi. Kääntei-
sellä operaatiolla saadaan tuotettua vektorista kovarianssimatriisi Γ (Lütkepohl
2007, 15-29).
1Merkinnällä tarkoitetaan (p + 1) × 1 -ulotteista vektoria, ts. ϑ = [ϕ0, ϕ1, . . . , ϕp, σ2]′.




Ennen GMAR-mallin määrittelyä, esitetään AR-sekoitusmallien yleinen raken-
ne. Seuraavat tarkastelut perustuvat Kalliovirran ym. (2014a) esitykseen. AR-
sekoitusmallit määritellään tavanomaisesti ehdollisen tiheysfunktion avulla, jos-














missä M on sekoituskomponenttien lukumäärä ja p on maksimi sekoituskom-
ponenttien asteluvuista,




ja φ(·) on standardinormaalijakauman tiheysfunktio. Sekoituskomponenttien
parametrit ϕm,0, . . . , ϕm,p, σ2m ovat kaikilla m = 1, . . . ,M kuten tavallisessa
lineaarisessa AR-prosessissa. Lisäksi oletetaan αm,t ∈ (0, 1) kaikilla m, t ja∑M
m=1 αm = 1 kaikilla t.
Malli voidaan määritellä myös vaihtoehtoisella tavalla käyttäen ei-havaitta-
vaa satunnaisvektoria st = (st,1, . . . , st,M), joka on ehdollisesti riippumaton vir-
hetermistä εt ehdolla Ft−1 ja P (st,m = 1|Ft−1) = αm,t. Lisäksi st,m = 1 jokaisella
t täsmälleen yhdelle m = 1, . . . ,M , muutoin aina st,m = 0. AR-sekoitusmallit




st,m (µm,t + σmεt) , t = 1, . . . , n.























Eri autoregressiivisia malleja voidaan määritellä erilaisilla sekoitussuhteiden
αm,t valinnoilla. Määrittelemällä yhtälöön (3.1) esimerkiksi αm,t = αm saadaan
Wongin ja Lin (2000) MAR-malli, jossa sekoitussuhteet määritellään vakiona
α1, . . . , αM ∈ (0, 1). Logistinen AR-sekoitusmalli LMAR (Logistic MAR) (Wong
ja Li, 2001) saadaan määrittelemällä M = 2 ja sekoitussuhteet log(α1,t/α2,t) =
β0 + β1yt−1 + · · ·+ βqyt−q.
3.2 GMAR-mallin määritelmä





ϑm = (ϕm,0, . . . , ϕm,p, σm), m = 1, . . . ,M.







(yt − µm1p)′Γ−1m (yt − µm1p)
}
,
missä yt = (yt−p+1, . . . , yt) ja kovarianssimatriisi Γm voidaan esittää paramet-




Nyt voidaan määritellä GMAR-prosessin ajanhetkestä t riippuvat sekoitussuh-






joille kaikilla t pätee αm,t ∈ (0, 1) ja
∑M
m=1 αm,t = 1. Sijoittamalla tämä kaavaan
(3.1) saadaan GMAR-mallin ehdollinen tiheysfunktio. Kalliovirta ym. (2014a,
250) osoittavat lisäksi, että prosessi yt on ergodinen p-ulotteinen Markovin ketju





Tämä on poikkeuksellinen tulos, sillä useimmilla muilla epälineaarisilla AR-
malleilla stationaarinen jakauma tunnetaan vain joissakin erikoistapauksissa.
Normaalijakauman ominaisuuksien perusteella stationaarisen prosessin satun-
naismuuttujien kaikki momentit ovat äärellisiä. Myös p + 1 = q-ulotteisen sa-
tunnaisvektorin (yt,yt−1) reunajakauma on sekoitus normaalijakaumista ja sen
tiheysfunktio on muotoa (3.7), missä np(·) korvataan q-ulotteisella multinor-
maalijakauman tiheysfunktiolla nq(·). Tämä yleistyy multinormaalijakauman
ominaisuuksien perusteella myös kaikille 1 ≤ q < p (Kalliovirta ym., 2014a,
5-6).
GMAR-mallin sekoitussuhteet αm,t voidaan yhtälön (3.3) perusteella tulkita
ehdollisiksi todennäköisyyksiksi sille, että havainto yt on peräisin sekoituskom-
ponentista m, kun ehdollistavana informaationa on prosessin havainnot ajan-
hetkeen t − 1 saakka. Vastaavasti yhtälön (3.7) perusteella tuntematon para-
metri αm voidaan tulkita ehdottomaksi todennäköisyydeksi havainnolle yt tulla
tuotetuksi sekoituskomponentista m (Kalliovirta ym., 2014a, 7).
3.3 Uskottavuuspäättely
Tarkastellaan seuraavaksi GMAR-mallin parametrien estimointia suurimman
uskottavuuden menetelmällä. Olkoon ϑ = (ϑ1, . . . , ϑM , α1, . . . , αM−1). Yhtälös-
tä (3.7) seuraa, että aineiston y = (y−p+1, . . . , yn) eksakti uskottavuusfunktio
voidaan kirjoittaa muodossa




















































Kalliovirta ym. (2015) toteavat, että mallin identifioituvuuden vuoksi on
oletettava α1 > · · · > αM ja ϑi 6= ϑj kaikilla i 6= j ja i, j = 1, . . . ,M . Identi-
fiointiehto vaaditaan SU-estimaattorin tavanomaisten asymptoottisten tulosten
osoittamiseksi.
Kalliovirta ym. (2015) osoittavat, että SU-estimaattorille ϑˆ pätee identifioi-












voidaan estimoida tarkentuvasti havaitulla informaatiomatriisilla




Jos sekoituskomponenttien lukumäärä M on oikein valittu, edellä esitettyjen
tulosten seurauksena tavanomaisia uskottavuusteorian testejä voidaan käyttää
hypoteesien testaamiseen. Seuraavassa luvussa tarkastellaan mallinvalintaa ja
sovitetun mallin diagnostiikkaa tarkemmin.
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4 Diagnostiikka ja mallinvalinta
4.1 Kvantiiliresiduaalit
Yhtälöstä (3.3) nähdään, että tavalliset Pearsonin residuaalit eivät ole GMAR-
mallin tapauksessa virhetermien εt empiirisiä vastineita, koska prosessin st arvot
eivät ole havaittavia, eikä niitä voida siten tuntea. Mallin sopivuutta voidaan
kuitenkin tarkastella käyttämällä niin sanottuja kvantiiliresiduaaleja.
Kvantiiliresiduaalitarkastelut juontavat juurensa Rosenblattin artikkeliin vuo-
delta 1952 ja niiden käyttöä ovat tutkineet sittemmin esimerkiksi Dunn ja
Smyth (1996) ja Kalliovirta (2012). Kvantiiliresiduaalien avulla voidaan teh-
dä mallidiagnostiikkaa perinteisten residuaalitarkastelujen tapaan. Kalliovirta
johti artikkelissaan testit autokorrelaation, ehdollisen heteroskedastisuuden ja
normaalijakaumasta poikkeamisten testaamiseen. Useista aiemmista kirjoitta-
jista poiketen, Kalliovirta ottaa huomioon myös parametrien estimoinnista seu-
raavan epävarmuuden.
Kalliovirta (2012) tarkastelee myös asymptoottisten kvantiiliresiduaalites-
tiensä toimivuutta virheellisten mallispesifikaatioiden havaitsemiseksi simulaa-
tiokokeilla. Tulosten perusteella kvantiiliresiduaalitestien avulla havaitaan vää-
riä mallivalintoja kohtuullisen hyvin ja testien hylkäysfrekvenssit vastaavat va-
littua merkitsevyystasoa oikean mallivalinnan tapauksessa.
4.1.1 Määritelmä
Olkoon aineiston todellinen parametrinarvo ϑ ja sitä vastaava kertymäfunktio
aiempia merkintöjä käyttäen F (yt;ϑ|Ft−1). Mallin havaittu kvantiiliresiduaali
ajanhetkellä t on






missä Φ on standardinormaalijakauman kertymäfunktio ja ϑˆ on aineistosta es-
timoitu parametrivektori. Vastaava teoreettinen kvantiiliresiduaali on
Rt,ϑ := Φ
−1 (F (yt;ϑ|Ft−1)) ,
(Kalliovirta 2012, 361).
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Kalliovirta (2012, 362) osoittaa, että uskottavuusfunktion ollessa jatkuva
ja parametrivektorin estimaattorin tarkentuva, kvantiiliresiduaalit ovat asymp-
toottisesti riippumattomasti normaalijakautuneet (Kalliovirta 2012, 362).
Olkoon Rt,ϑ = (Rt,ϑ, . . . , Rt−u+1,ϑ) ja g : Ru 7→ Rv kuvaus, jolle pätee









missä Ω on positiivisesti definiitti kovarianssimatriisi ja (u× 1)-ulotteiset kvan-
tiiliresiduaalivektorit rt,ϑˆ = (rt,ϑˆ, . . . , rt−u+1,ϑˆ). Valitsemalla kuvaus g sopivasti
voidaan tuloksen avulla testata estimoidun mallin sopivuutta tarkastelemalla
muun muassa kvantiiliresiduaalien normaalisuutta, autokorreloituneisuutta se-
kä ehdollista heteroskedastisuutta.
4.1.2 Testit
Kalliovirta (2012) esittää seuraavaksi läpikäytävät testit, jotka perustuvat asymp-












missä u on kuvauksen g lähtöjoukon dimensio, g kuten edellä ja Ωˆ mikä ta-




























































































Yllä esitetyn kovarianssimatriisiestimaatin yhtälön kolme ensimmäistä termiä
(riviä) seuraavat parametrien estimoinnissa syntyvästä epävarmuudesta (Kal-
liovirta 2012, 365).
Autokorrelaation testaaminen
Asetetaan nollahypoteesiksi kvantiiliresiduaalien autokorreloimattomuus
H0: Corr(Rt,ϑ, Rt−k,ϑ) = 0 kaikilla t ja k > 0
ja siten kuvaukseksi g : RK+1 7→ RK
g(rt,ϑ) = (rt,ϑrt−1,ϑ, . . . , rt,ϑrt−K,ϑ) ,
missä K määrää tutkittavien autokovarianssien lukumäärän. Sijoittamalla kaa-











mikä on asymptoottisesti χ2K-jakautunut.
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Ehdollisen heteroskedastisuuden testaaminen




t−k,ϑ) = 0 kaikilla t ja k > 0
ja valitaan kuvaukseksi g : RK+1 7→ RK
g(rt,ϑ) =
(
(r2t,ϑ − 1)r2t−1,ϑ, . . . , (r2t,ϑ − 1)r2t−K,ϑ
)
,
missä K määrää edellisen testisuureen tapaan testissä huomioitavien viipeiden












mikä on asymptoottisesti χ2K-jakautunut.
Normaalisuuden testaaminen
Asetetaan nollahypoteesi, jonka mukaan kvantiiliresiduaalien toinen, kolmas ja




(R2t,ϑ − 1, R3t,ϑ, R4t,ϑ − 3)
]
= 0 kaikilla t.
Tässä tapauksessa luonnollinen valinta kuvaukseksi g on
g(rt,ϑ) =
(
r2t,ϑ − 1, r3t,ϑ, r4t,ϑ − 3
)
,











joka on asymptoottisesti χ23-jakautunut.
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Visuaalinen tarkastelu
Kalliovirta (2012, 368 - 370) huomauttaa, että edellä esitettyjen testien lisäksi


















avulla. Tuloksen (4.2) nojalla näiden tunnuslukujen keskivirheet saadaan vas-















missä ωˆk,k ∈ (0,∞) on kovarianssimatriisiestimaattorin Ωˆ k. diagonaalialkio.
Kriittiset rajat saadaan siis standardinormaalijakauman kvantiilipisteistä.
4.1.3 Käyttö testauksessa
Tutkielman empiirisessä osassa aineistosta estimoidun kovarianssimatriisin Ωˆ
asemesta testisuureissa käytetään simulaatioon perustuvaa kovarianssimatrii-
sia Ω˜, joka saadaan simuloimalla alkuperäistä aineistoa merkittävästi suurempi
aineisto estimoituja parametrinarvoja ϑˆ käyttäen. Tutkielman luvussa 5 esite-
tään, kuinka simulaatio voidaan toteuttaa. Kalliovirta (2012, 373) toteaa, että
simulaation otoskoko n = 20000 riittää tuottamaan luotettavia tuloksia.
Testeissä käytetään simuloitua kovarianssimatriisia, koska testisuureet nor-
maalisuudelle ja ehdolliselle heteroskedastisuudelle hylkäävät Kalliovirran (2012,
373) simulaatiokokeiden mukaan nollahypoteesin liian usein, kun testisuureen
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laskemisessa käytetään havaitusta aineistosta laskettua kovarianssimatriisia Ωˆ.
Vaikka Kalliovirta toteaakin autokorrelaatiotestien tuottavan hyviä tuloksia
myös kovarianssimatriisia Ωˆ käytettäessä, käytetään simuloitua kovarianssimat-
riisia myös autokorrelaatiota testattaessa.
4.2 Mallinvalintakriteerit
Mallin sopivuutta voidaan tarkastella edellä sekä esitettyjen kvantiiliresiduaa-
litestien että lisäksi informaatiokriteerien avulla. Informaatiokriteerien laske-
mista varten malli täytyy estimoida eri sekoituskomponenttien asteilla ja luku-
määrillä, minkä jälkeen voidaan valita parhaiten sopiva malli (Kalliovirta ym.
2014a, 255).
Tavanomaiset uskottavuuteen perustuvat testit eivät sovellu sellaisten nol-
lahypoteesien testaamiseen, joiden voimassa ollessa sekoituskomponenttien lu-
kumäärä pienenee. Esimerkiksi valinnalla M = 2 nollahypoteesin H0 : ϑ1 = ϑ2
mukainen GMAR(p,M)-malli supistuu tavalliseksi AR(p)-malliksi, jolloin pa-
rametri α1 katoaa uskottavuusfunktiosta. Sekoituskomponenttien lukumäärän
testaamiseen tarvittavia testejä ei myöskään ole vielä kehitetty. Kalliovirta ym.
(2015) ehdottavat ensin lineaarisen mallin sovittamista aineistoon ja tämän
jälkeen sekoituskomponenttien lisäämistä yksi kerrallaan, kunnes sopiva malli
löytyy.
Tutkielman empiirisessä osassa käytetään seuraavia informaatiokriteereitä:
1. Akaiken informaatiokriteeri (Burnham ja Anderson 2002, 61)
AIC = −2`C(y; ϑˆ) + 2K,
2. Bayesilainen informaatiokriteeri (Burnham ja Anderson 2002, 286)
BIC = −2`C(y; ϑˆ) +K log(n)
3. Hannanin ja Quinnin informaatiokriteeri (Burnham ja Anderson 2002,
286)
HQC = −2`C(y; ϑˆ) + 2K log(log(n)),
missä kriteerifunktioiden argumentti K on vapaasti estimoitavien parametrien
lukumäärä ja informaatiokriteerien pienet arvot viittaavat siihen, että aineis-
ton sopii malliin hyvin. Edellä esitettyjen kriteerifunktioiden toisista termistä,
niin sanotuista sakkofunktioista, voidaan päätellä sen suhtautumista paramet-
rien lisäämiseen: BIC suosii vähäparametrisempia malleja, kuin muut esitetyt




GMAR-prosessin simulointia tarvitaan esimerkiksi ennusteiden laskemisessa ja
simulaatioon perustuvien kovarianssimatriisien estimoinnissa kvantiiliresiduaa-
litesteissä. Prosessin simulointia voidaan tarkastella kaavan (3.3) avulla. Alkuar-
voina y0 = (y−p+1, . . . , y0) voidaan käyttää aineistosta saatuja havaintoja, ku-
ten ennusteita varten simuloitaessa tehdään, tai ne voidaan simuloida GMAR-
prosessin stationaarisesta jakaumasta (3.7). Simulointiprosessin hahmottami-









j=1 ϕM,jyt−j + σMεt, todennäköisyydellä αM,t,
(5.1)
mistä nähdään, että ajanhetkellä t sekoitussuhteiden αm,t mukaisella todennä-
köisyydellä kukin komponentti tulee valituksi. Tarkastellaan seuraavaksi simu-
laatioprosessia vaiheittain.
Asetetaan ensin t = 1, minkä jälkeen vektoria y0 seuraavat havainnot voi-
daan simuloida seuraavasti:
1. Lasketaan sekoitussuhteet αm,t yhtälön (3.6) mukaisesti vektorin yt−1
avulla.
2. Simuloidaan satunnaisluku v jakaumasta P (V = v) = αv,t kaikilla v =
1, . . . ,M .
3. Simuloidaan havainto v:nnestä sekoituskomponentista (ks. yhtälö (5.1))




missä {εt}∞t=−∞ on jono standardinormaalijakautuneita, riippumattomia
satunnaismuuttujia ja v edellisessä vaiheessa simuloitu satunnaisluku.
15
4. Toistetaan vaiheet 1-3 arvoilla t = 2, . . . , N , missä N on haluttu määrä
havaintoja.
Kuvassa 5.1 on esitetty GMAR(2,2)-prosessin 500 havainnon simulaatio,
jossa käytetyt parametrinarvot voidaan esittää yhtälön (5.1) mukaisesti
yt =
{
0.2 + 0.3yt−1 + 0.4yt−2 + 0.2εt todennäköisyydellä 0.5,
1 + 0.3yt−1 + 0.2yt−2 + 0.4εt todennäköisyydellä 0.5.
Simuloidun sarjan alla nähdään simulaation havaintojen sekoitusprosessit,
eli simulaation toisessa vaiheessa simuloidut satunnaismuuttujat v. Kuvista voi-
daan havaita selvästi ensimmäisen sekoituskomponentin pienempi odotusarvo
ja varianssi.
Kuva 5.1: GMAR(2,2)-prosessin simulaatio. Kuvan alemmassa osassa on esitet-
ty simulaation havaintojen sekoituskomponentit.
5.2 Ennusteen laskeminen
Epälineaaristen aikasarjamallien avulla aikasarjoille voidaan laskea ennustei-
ta käyttäen ehdollista odotusarvoa, jolloin saadaan neliöidyn ennustevirheen
mielessä optimaalisia ennusteita. Ennuste ajanhetkelle t + h on tällöin satun-
naismuuttujan yt+h ehdollinen odotusarvo E(yt+h|Ft), josta yleensä saadaan
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analyyttisesti ratkaistua ainakin tapaus h = 1. Autoregressiivisten sekoitus-
mallien tapauksessa yhden askeleen optimaalinen ennuste on esitetty yhtälössä
(3.4). Epälineaaristen sekoitusmallien monimutkaisuudesta johtuen ennusteen
laskeminen tapauksessa h > 1 on käytännössä järkevintä tehdä numeerisesti
(Teräsvirta ym, 2010, 344-347).
Tarkastellaan seuraavaksi, miten ennusteet voidaan laskea simulaation avul-
la. Olkoon havaittu aineisto (y0, y1, . . . , yt) ja halutaan ennustaa prosessin tule-
vaa arvoa ajanhetkelle yt+h, missä h > 0. Ennusteet lasketaan simuloimalla ha-
vaitusta aineistosta estimoiduilla parametrinarvoilla n∗ kappaletta h-ulotteisia
vektoreita yi = (y1,i, . . . yh,i), i = 1, . . . , n∗ käyttäen alkuarvoina havaintoai-
neiston viimeisiä arvoja. Saaduista vektoreista lasketaan keskiarvo, jolle pätee






melkein varmasti kaikilla j = 1, . . . , h, kun n∗ kasvaa rajatta. Siten ennuste






h,i. Likimääräiset (1 − α)%-ennustevälit saadaan laskemalla




Tarkastellaan geneettisen algoritmin käyttöä log-uskottavuusfunktion maksi-
mointiin. Geneettisen algoritmin toiminta perustuu parametriavaruuden vekto-
reista satunnaisesti valittavaan populaatioon. Populaatiossa uskottavuusfunk-
tion arvon mielessä hyvin menestyneiden vektoreiden arvoja yhdistellään toi-
siinsa ja niihin lisätään satunnaisia mutaatioita. Algoritmin ideana on, että
iteroimalla yhdistämistä ja mutaatiota saadaan parametrivektoreita, jotka sup-
penevat kohti suurimman uskottavuuden estimaattia (Teräsvirta ym. 2010, 314-
317).
Seuraavaksi käydään läpi geneettisen algoritmin toiminta yksityiskohtaisem-
min perustuen Dorseyn ja Mayerin (1995) esitykseen. Olkoon P ∈ N populaa-
tion koko, joka on parillinen luku. Dorsey ja Mayer toteavat, että heidän koke-
muksensa mukaan valinta P = 20 toimii hyvin valtaosassa sovelluksia. Olkoon
Gi = (ϑi,1 · · ·ϑi,P ), i = 1, 2, . . . i. sukupolvi parametrivektoreita ja d parametri-
vektorien ϑi,j dimensio.
Geneettisessä algoritmissa on kuusi vaihetta, joista vaiheita 2-6 iteroidaan
kunnes jokin lopetusehto täytyy. Lopetusehdoksi voidaan valita esimerkiksi al-
goritmin edistymisen hidastuminen tai jokin riittävän suuri sukupolvien määrä.
Algoritmin vaiheet ovat:
1. Ensimmäisessä vaiheessa valitaan parametriavaruudesta populaation ko-
koa P vastaava määrä parametrivektoreita, joista muodostetaan alkupo-
pulaatio (initial population) G1. Mikäli mitään esitietoa todellisesta pa-
rametrinarvosta ei ole, valinta voidaan tehdä täysin satunnaisesti.
2. Seuraavaksi lasketaan parametrivektoreille ϑi,j ∈ Gi valintatodennäköi-





missä T : R 7→ [0,∞) on jokin aidosti kasvava kuvaus ja `(ϑ;y) on mak-
simoitava loguskottavuusfunktio. Dorsey ja Mayer (1995) tarkastelevat
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kuvauksen T valintaa muun muassa laskennallisen tehokkuuden näkökul-
masta.
3. Kolmannessa vaiheessa valitaan P vektoria takaisinpanolla joukosta Gi ja
merkitään valittuja vektoreita Hi = (ϑ′1 · · ·ϑ′P ). Jokaisen vektorin ϑi,j ∈
Gi todennäköisyys tulla valituksi on edellisessä vaiheessa laskettu pi,j, eli
P(ϑ′k = ϑi,j) = pi,j kaikilla k = 1, . . . , P .
4. Asetetaan h = 1. Olkoon η ∈ [0, 1] risteytyssuhde (crossover rate). Vali-
taan joukosta Hi tasajakaumalla kaksi vektoria ϑj1 ja ϑj2 ilman takaisin-
panoa. Simuloidaan luku Bernoullin jakaumasta B(η) ja tuloksen mukaan:








• 1: Vektorit yhdistetään. Simuloidaan kokonaisluku I väliltä [1, d−1]




, . . . , ϑ′j1,I , ϑ
′
j2,I+1




, . . . , ϑ′j2,I , ϑ
′
j1,I+1
, . . . , ϑ′1,d)
5. Toistetaan vaihe neljä kaikilla h = 3, 5, . . . , P −1 ja muodostetaan vektori
Gi+1 = (ϑi+1,1 · · ·ϑi+1,P ).
6. Mutaatiovaihe. Jokaista Gi+1:n komponenttia ϑi,j kohden arvotaan satun-
naisluku Bernoullin jakaumasta B(ζ), missä ζ ∈ [0, 1] on mutaatiosuhde
(mutation rate). Tuloksen mukaan:
• 0: Ei mutaatiota
• 1: Valitaan satunnainen ϑ′ ∈ Θj ja asetetaan ϑi,j = ϑ′.
Algoritmin lopetettua se ϑi,j ∈ Gi, i = 1, . . ., jolla saavutetaan suurin uskotta-
vuusfunktion arvo, on algoritmin estimaatti todelliselle parametrille ϑ.
6.2 Käyttö estimoinnissa
Analyyttisten SU-estimaattien löytäminen epälineaarisille malleille ei ole ylei-
sesti mahdollista, joten parametrien estimoinnissa joudutaan käyttämään nu-
meerisia menetelmiä (Teräsvirta ym. 2010, 307).
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Wong ja Li (2000, 100) käyttävät kehittämiensä MAR- ja LMAR-mallien es-
timoinnissa EM-algoritmia, joka on gradienttia käyttävä iteratiivinen numeeri-
nen algoritmi. EM-algoritmin käyttö GMAR-mallin parametrien estimoinnissa
on hankalampaa kuin esimerkiksi MAR-mallissa, koska GMAR-mallin sekoi-
tussuhteet αm,t riippuvat myös komponenttiprosessien AR-kertoimista, minkä
seurauksena maksimointivaihe monimutkaistuu.
Yleisemmin gradienttiperusteiset menetelmät toimivat heikosti, kun maksi-
mia etsitään koko parametriavaruudesta, sillä ne lähtevät liikkeelle aina jostakin
tietystä alkuarvosta ja saattavat supeta kohti lokaalia maksimia tai satulapis-
tettä (Dorsey ja Mayer 1995, 53).
Geneettinen algoritmi ei käytä ollenkaan gradienttia, vaan luottaa edellä
esitetyllä tavalla hyvin menestyneiden arvausten yhdistämiseen ja luo uusia
variaatioita mutaatioiden kautta. Koska derivaattojen olemassaoloa ei tarvita,
uskottavuusfunktion ei tarvitse olla derivoituva eikä jatkuva. Geneettinen al-
goritmi on kuitenkin melko hidas, eikä välttämättä suppene kohti gradientin
nollakohtaa. Tästä syystä geneettinen algoritmi sopiikin erityisesti alkuarvojen
etsimiseen, minkä jälkeen todellinen globaali maksimi voidaan löytää esimer-
kiksi gradienttiperusteisilla menetelmillä (Dorsey ja Mayer 1995, 54).
Tutkielman empiirisessä osassa nähdään, että vaikka geneettinen algoritmi
päätyy usein absoluuttisen poikkeaman mielessä lähelle uskottavuusfunktion
maksimiksi oletettua pistettä, jää gradienttiperusteisille menetelmille vielä työ-
tä tehtäväksi. Algoritmin satunnaisuudesta johtuen tehdään useita estimointeja,
joiden maksimin luotetaan olevan uskottavuusfunktion globaali maksimi. Saa-
duista tuloksista voidaan havaita, että geneettisen algoritmin antamat alkuar-
vot johtavat myös käytetyn gradienttiperusteisen algoritmin ajoittain lokaaliin




Seuraavassa esitettävissä empiirisissä esimerkeissä GMAR-mallin parametrit es-
timoidaan käyttäen ehdollista uskottavuusfunktiota. Edellä esitettyyn tapaan
tehdään ensin alustava estimointi geneettisen algoritmin avulla, minkä jälkeen
estimointi suoritetaan loppuun käyttäen sopivaa gradienttiperusteista menetel-
mää.
Lineaariset mallit estimoidaan käyttäen R-ohjelmistoa ja sen yleisiä työkalu-
ja. GMAR-mallin estimointiin käytetään MATLABin versioita 2014a ja 2015a.
Geneettinen algoritmi löytyy Global Optimization Toolbox -paketista ja usei-
den alkuestimointien yhtäaikaiseen laskentaan tarvittavat lisäosat löytyvät Pa-
rallel Computing Toolbox -paketista. Estimointitulosten kannalta on yhdente-
kevää suoritetaanko laskenta moniajotyökaluja käyttäen vai ei, mutta modernin
tietokoneen tapauksessa moniajo saattaa nopeuttaa estimointia.
Estimoinnin jälkimmäiseen osaan käytetään numeerista gradienttiperusteis-
ta SQP-optimointialgoritmia fmincon-metodilla, joka löytyy MATLABin pake-
tista Optimization Toolbox. Estimoinnissa käytetään hyväksi prosessin statio-
naarisuusehtoa (2.1) asettamalla se rajoitukseksi kaikkien komponenttiproses-
sien parametrien estimaateille. Lisärajoituksina huomioidaan parametriavaruu-
den rajoitteet αm ∈ (0, 1) kaikilla m = 1, . . . ,M − 1, sekä σm ∈ (0,∞) kaikilla
m = 1, . . . ,M .
Ensimmäisessä esimerkissä, joka käsittelee Yhdysvaltain inflaatiota, keski-
tytään geneettisen algoritmin toimintaan ja estimoinnin onnistumiseen ylipään-
sä. Lisäksi kiinnitetään erityistä huomiota mallin valintaan ja residuaalitarkas-
teluihin. Toisessa erimerkissä tarkastellaan tuulen nopeutta Irlannissa. Tässä
esimerkissä pääpaino on ennustamisessa: Tuulen nopeus on aina jotakin posi-
tiivista, joten mallin parametrit estimoidaan käyttäen logaritmoitua aineistoa.
Ennusteet lasketaan kuitenkin logaritmoimattomalle aineistolle, jolloin ennus-
tevälistä tulee eksponenttimuunnoksen vuoksi epäsymmetrinen.
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7.2 Inflaatiosarja
Tutkitaan Yhdysvaltain kuukausittaista inflaatiota välillä tammikuu 1975 - ke-
säkuu 2015. Sarja on esitetty kuvassa 7.1. Taulukossa 7.1 on esitetty lineaa-
risen AR-mallin estimointitulokset, joiden perustella yritetään ensin sovittaa
aineistoon BIC:n ja HQC:n ehdottama AR(2)-malli. Residuaalien autokorre-
laatioiden (ks. kuva 7.3) ja residuaalien neliöiden autokorrelaatioiden (ks. kuva
7.4) perusteella lineaarinen AR(2)-malli pystyy selittämään aineistossa havait-
tua autokorrelaatioita melko hyvin, mutta ei ehdollista heteroskedastisuutta.
GMAR-mallille ei vielä ole olemassa testiä lineaarisuushypoteesia vastaan, jo-
ten lineaarisen mallin riittämättömyyttä voidaan pitää viitteenä siitä, että jon-
kin epälineaarisen mallin sovittaminen on paikallaan.
Kuva 7.1: Inflaatioaineiston aikasarja
Kuvassa 7.2 esitetty inflaatiosarjan tiheysfunktion ydinestimaatti on eri-
tyisesti vasemmalle vino, mutta siinä nähdään muitakin epäsymmetrisyyksiä.
Edellä esitetyn lineaarisen mallin riittämättömyyden lisäksi nämä piirteet voi-
daan ajatella viitteinä siitä, etteivät tavalliset lineaariset mallit ole riittäviä
aineiston mallintamiseen.
Estimoidaan aineistolle seuraavaksi GMAR(p, M)-malli, kun p = 2, 3, 4, 5
ja M = 2, 3. Saadut estimaatit on esitetty liitteessä (ks. taulukko A3).
7.2.1 Geneettinen algoritmi
Estimointi suoritettiin 20 kertaa. Taulukon 7.2 riveiltä 4-6 nähdään geneetti-
sen algoritmin saamat suurimmat (GAmax) ja pienimmät (GAmin) arvot, sekä
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Kuva 7.2: Tiheysfunktion ydinestimaatti inflaatioaineistolle.
AR(1) AR(2) AR(3) AR(4) AR(5) AR(6)
ϕ0 0.38 0.38 0.38 0.38 0.38 0.38
ϕ1 0.50 0.61 0.60 0.60 0.60 0.59
ϕ2 -0.22 -0.18 -0.18 -0.18 -0.18
ϕ3 -0.06 -0.06 -0.08 -0.09
ϕ4 0 0.06 0.05
ϕ5 -0.1 -0.07
ϕ6 -0.06
σ2 0.24 0.23 0.23 0.23 0.22 0.22
` -342.02 -330.46 -329.43 -329.43 -326.85 -326.1
AIC 690.04 668.91 668.86 670.86 667.69 668.19
BIC 702.60 685.66 689.79 695.98 697.00 701.68
HQC 694.98 675.49 677.09 680.73 679.20 681.35
Taulukko 7.1: Inflaatioaineiston estimointituloksia lineaariselle AR-mallille. Pie-
nimmät informaatiokriteerien arvot on korostettu. Taulukossa ` on mallin us-
kottavuusfunktion arvo estimoidussa suurimman uskottavuuden pisteessä.
saavutetut uskottavuusfunktion keskiarvot (GAavg) eri kombinaatioille missä
M = 2, 3 ja p = 2, 3, 4, 5. Riveillä 1-3 on esitettynä SQP-algoritmin saavutta-
mien maksimien suurin (Max) ja pienin (Min) arvo, sekä keskiarvo (Avg) kun
lähtöpisteeksi on valittu geneettisen algoritmin tuottamia alkuarvoja.
Vertailemalla geneettisen algoritmin tuottamien minimien ja maksimien eroa,
voidaan ensimmäisenä havaita, että parametrien määrän kasvaessa minimin ja
maksimin välinen ero kasvaa huomattavasti. Algoritmin asetuksissa on yritetty
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Kuva 7.3: Inflaatioaineiston AR(2)-mallin residuaalien autokorrelaatiofunktio
Kuva 7.4: Inflaatioaineiston AR(2)-mallin residuaalien neliöiden autokorrelaa-
tiofunktio
säilyttää estimoinnin tarkkuus kasvattamalla populaation kokoa parametrien
määrän kasvaessa kaavan P = 50d mukaisesti, missä P on populaation koko ja
d on parametrivektorin dimensio.
Geneettisen algoritmin tuottaman maksimin ja keskiarvon ero ylempänä
esitettyyn oletettuun maksimiarvoon on melko pieni, joten voidaan päätellä
alkuestimoinnin toimineen kokonaisuudessaan hyvin: Geneettinen algoritmi on
tuottanut alkuarvoja, joilla uskottavuusfunktion maksimiarvojen keskiarvo on
aina lähempänä maksimia kuin minimiä ja jotka ovat lähes aina johtaneet SQP-
algoritmin oletettuun globaaliin maksimiin.
7.2.2 Mallin valinta
Vertaillaan taulukossa 7.2 esitettyjä informaatiokriteerien arvoja sekä kvantiili-
residuaalien testituloksia ja kuvioita. Kvantiiliresiduaalien kvantiilikuviot, kun
p = 3, 4, 5 ja M = 3, on esitetty liitteessä (ks. kuva A1).
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p 2 3 4 5
M 2 3 2 3 2 3 2 3
Min -228.70 -216.45 -227.40 -209.22 -222.13 -208.06 -211.86 -199.12
Max -228.70 -213.96 -225.11 -203.83 -220.12 -200.08 -211.86 -193.17
Avg -228.70 -214.20 -225.48 -207.14 -220.16 -200.57 -211.86 -193.40
GAmin -233.39 -228.49 -247.71 -229.45 -251.77 -224.85 -244.45 -252.064
GAmax -228.82 -216.45 -225.21 -208.05 -220.80 -205.21 -217.45 -203.136
GAavg -230.31 -220.68 -225.48 -213.85 -228.43 -214.71 -227.43 -216.082
AIC 466.4 441.9 461.2 424.8 453.2 420.2 438.7 409.3
BIC 513.0 514.5 518.2 512.7 520.5 523.7 516.4 528.4

















































































































































































































Taulukko 7.2: Estimointituloksia inflaatioaineistolle. Testisuureiden arvot on
esitetty p-arvojen alla ja niiden laskemisessa on käytetty simulaatioon perustu-
vaa kovarianssimatriisia Ω˜ otoskoolla N = 10000, josta on poistettu 200 ensim-
mäistä havaintoa. Pienimmät informaatiokriteerien arvot on korostettu.
Kaikki informaatiokriteerien arvot ovat pienempiä, kuin edellä tarkastelluil-
la lineaarisilla malleilla, mikä viittaa GMAR(p, M)-mallin lineaarisia malle-
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Kuva 7.5: Estimoitujen GMAR(5,3)-mallin (vasemmalla) ja GMAR(3,3)-mallin
(oikealla) kvantiiliresiduaalien (a) ja niiden neliöiden (b) autokorrelaatiotesti-
suureet (4.4) ja (4.5) sekä niiden 95% luottamusvälit.
Kuva 7.6: Estimoidun GMAR(4,3)-mallin kvantiiliresiduaalien (a) ja niiden ne-
liöiden (b) autokorrelaatiotestisuureet (4.4) ja (4.5) sekä niiden 95% luottamus-
välit.
ja parempaan sopivuuteen. Informaatiokriteerit AIC ja HQC saavat pienim-
mät arvonsa valinnalla p = 5,M = 3. Tällä yhdistelmällä kvantiiliresiduaalit
näyttävät kuitenkin testisuureiden H4-H10 perusteella heteroskedastisilta. Sa-
ma nähdään myös kuvasta 7.5, missä kriittiset rajat ylittyvät viipeillä 3 ja 4,
mikä selittää testisuureen suuret arvot tätä suuremmilla viipeillä. Liitteen A1
perusteella kvantiiliresiduaalit näyttävät kuitenkin hyvin normaalijakautuneil-
ta, mitä tukee myös testisuureen N lähelle nollaa asettuva arvo.
Informaatiokriteeri BIC ehdottaisi mallia p = 3,M = 3, mutta tälläkin va-
linnalla heteroskedastisuustestit hylkäytyvät kaikilla tavanomaisilla merkitse-
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vyystasoilla. Kuvasta 7.5 nähdään verrattuna taulukon 7.2 tuloksiin, että testit
H1-H10 saavat suuret arvonsa viipeiden 1, 5, 7 ja 8 suurten arvojen takia. Au-
tokorrelaatiot pysyvät sen sijaan kriittisten rajojen sisäpuolella, kuten voidaan
päätellä myös testisuureiden A1-A10 arvoista.
Liitteessä A4 on esitetty mallien estimoidut kvantiiliresiduaalisarjat. Eri-
tyisesti kuvista erottuu mallin p = 3,M = 3 kvantiiliresiduaaleihin ilmestyvä
piikki vuoden 2009 kohdalla, jota ei korkeamman asteen malleissa enää ole.
Informaatiokriteerit saavat pieniä arvoja myös valinnalla p = 4,M = 3, jol-
la myös tarkastellut testit menevät läpi merkitsevyystasolla 0.05. Estimoitujen
mallien kvantiiliresiduaalien kvantiilikuviot ovat liitteessä (ks. kuva A1). Mallin
p = 4,M = 3 kvantiiliresiduaalit ovat kuvien perusteella hyvin lähellä normaa-
lijakaumaa ja ne näyttävät autokorreloimattomilta (ks. kuva 7.6). Neliöityjen
kvantiiliresiduaalien autokorrelaatioistakin vain kaksi ylittää 95% kriittisen ra-
jan, mutta ylitykset ovat pieniä eivätkä siten riittäviä mallin hylkäämiseen.
Valitaan näillä perusteilla mallin asteeksi p = 4,M = 3, jonka paramet-
rien suurimman uskottavuuden estimaatit on esitetty taulukossa 7.3. Muiden











































Taulukko 7.3: Inflaatioaineistolle sovitetun GMAR(4,3)-mallin parametrien
suurimman uskottavuuden estimaatit
Parametrit on estimoitu vaatien komponenttiprosessien stationaarisuuseh-
don toteutuminen. Sekoituskomponenttien yhtälön (2.1) pienimmät juurten it-




Liitteessä A2 on esitetty estimoidut sarjat αm,t(ϑˆ), m = 1, 2, 3, mistä nähdään
estimoidun GMAR(4,3)-prosessin on jakautuminen karkeasti kahteen osaan:
Vuodesta 1975 vuoteen 2000 prosessin todennäköisyys saada arvoja kompo-
nenttiprosesseista 1 ja 2 on ollut lähellä yhtä, kun taas todennäköisyys saada
arvo 3 on ollut lähes nolla. Vuodesta 2000 eteenpäin prosessi on vaihdellut enim-
mäkseen komponenttiprosessien 1 ja 3 välillä ja tällöin myös sarjan varianssi
on huomattavasti edellistä jaksoa suurempaa. Kun verrataan kolmannen sekoi-
tuskomponentin estimoitua sekoitussuhdetta α3,t(ϑˆ) aineiston kuvaajaan 7.1,
havaitaan että α3,t(ϑˆ) saa arvoja läheltä ykköstä niillä t, joilla aineistossa on
tullut suuria poikkeamia keskiarvosta. Tämä selittää kolmannen komponen-
tin muita suuremman virhevarianssiestimaatin sekä kahta muuta sekoituskom-
poenttia huomattavasti pienemmän parametrinarvon α3 = 1−α1−α2 = 0.083.
Samankaltaista voi päätellä myös sarjan ensimmäisessä osassa komponent-
tiprosessien 1 ja 2 suhteesta. Ensimmäisen prosessin estimoitu todennäköisyys
α1,t(ϑˆ) näyttäisi olevan lähellä yhtä aina silloin, kun aineistossa tapahtuu kes-
kimääräistä suurempia heilahduksia ja tämä näkyy ensimmäisen sekoituskom-
ponentin toista suurempana virhevarianssiestimaattina.
7.3 Tuulen nopeus
7.3.1 Mallinvalinta ja estimointi
Mallinnetaan vielä Irlannissa mitattuja tuulen nopeuksia käyttäen aineistoa,
jota Haslett ja Raftery (1989) käyttivät tuulen voiman mallintamiseen. Aineis-
tossa on mitattu päivittäistä keskimääräistä tuulen nopeutta solmuina vuosien
1961 ja 1978 välisenä aikana. Havainnot ovat pieniä ei-negatiivisia lukuja, jo-
ten logaritmoimalla saadaan mallin jakaumaoletukset sopimaan aineistoon pa-
remmin. Myös logaritmoimattomalle aineistolle saadaan GMAR-malli estimoi-
tua, mutta kvantiiliresiduaalidiagnostiikan perusteella GMAR-malli sopii loga-
ritmoituun aineistoon paremmin.
Aineistosta käytetään Rosslaren mittauspisteen logaritmoituja havaintoja
viimeiseltä kahdelta vuodelta niin, että aineiston viimeinen kuukausi (30 ha-
vaintoa) jätetään estimoimatta ennusteen tarkastelua varten. Valitun mittaus-
pisteen kaikki havainnot ovat positiivisia, joten logaritmimuunnosta voidaan
käyttää. Aineistosta laskettu tiheysfunktion ydinestimaatti on esitetty kuvas-
sa 7.8. Kuvasta nähdään, että normaalisen lineaarisen mallin sovittaminen ai-
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neistoon ei välttämättä riitä, sillä jakauma on vino ja sen huippu on selvästi
normaalijakaumaa leveämpi.
Kuva 7.7: Logaritmoitu tuulen nopeutta kuvaava aineisto.
Kuva 7.8: Ydinestimaatti logaritmoidun tuuliaineiston tiheysfunktiolle.
Aineistolle estimoidaan GMAR(p,M)-mallit, kun p = 1, . . . , 7 ja M =
1, 2, 3. Näistä diagnostisten testien ja mallinvalintakriteerien perusteella vali-
koituu kaksi mielenkiintoista tapausta: GMAR(3,3) ja GMAR(4,2). Kun esti-
moidaan kolmen sekoituskomponentin GMAR(3,3)-malli, kolmannelle sekoitus-
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komponentille saadaan parametrin α3 estimaatiksi 0.002. Ajanhetkestä t riippu-
vien sekoitussuhteiden α3,t estimoidut arvot ovat kahta lyhyttä poikkeusta lu-
kuunottamatta nollassa. Tästä voidaan päätellä, että kolmanteen sekoituskom-
ponenttiin estimoituu vain muutama poikkeava havainto, jotka aiheuttivat vas-
taavassa kahden sekoituskomponentin GMAR(3,2)-mallissa ongelmia kvantiili-
residuaalitesteissä. GMAR(3,3)-mallin kvantiiliresiduaaleihin jää lisäksi suurilla
viipeillä (k ≥ 10) testisuureiden hylkäämiseen johtavia autokorrelaatioita. Mal-
liksi valitaan siten GMAR(4,2), jolla kvantiiliresiduaalien autokorreloituneisuus
on myös 0.05 riskitasolla merkitsevää, mutta kuitenkin edellistä vähäisempää.
GMAR(4,2)-mallin estimointi- ja testitulokset on esitetty liitteessä (ks. tau-
lukko A5) ja mallin estimoituihin kvantiiliresiduaaleihin perustuvat visuaaliset
tarkastelut on esitetty kuvissa 7.9 - 7.11. Kuvassa 7.9 nähdään maltillisia kriit-
tisten rajojen ylityksiä kvantiiliresiduaalien ja niiden neliöiden autokorrelaatio-
ta mittaaviin tunnuslukuihin cˆk ja dˆk perustuvissa testisuureissa (4.4) ja (4.5).
Kvantiiliresiduaalien autokorrelaatiot ylittävät kriittiset rajat viipymillä 10 ja
13, kvantiiliresiduaalien neliöt puolestaan viipymillä 2 ja 18. Kuvien tarkastelu
vastaa 40 yksittäisen testin tekemistä, joten ylitysten taso jää merkitsevyyskor-
jauksen jälkeen alle valitun merkitsevyystason. Lisäksi yhtä lukuunottamatta
kriittisten rajojen ylitykset tapahtuvat suurilla viipeillä.
Kvantiiliresiduaalien kvantiilikuviosta 7.11 nähdään aavistuksen normaali-
jakaumaa paksumpiin häntiin ja vinouteen viittaavaa kuviota. Kvantiiliresidu-
aalisarja on esitetty kuvassa 7.10, jossa nähdään muutama suurempi negatiivi-
nen piikki, erityisesti havainnolla 483 havaitaan arvo -3,9. Normaalisuustestin
perusteella nollahypoteesia normaalijakaumasta ei kuitenkaan ole syytä hylätä.
Estimoitu sekoitussuhdesarja on esitetty liitteessä (ks. kuva A6). Proses-
sin sekoitussuhteissa nähdään nopeaa ja voimakasta vaihtelua, mikä osaltaan
selittää parametrin α1 lähelle puolta asettuvaa estimaattia. Sarjan loppussa nä-
kyy myös noin 150 havainnon jakso, jolloin ensimmäisen sekoituskomponentin
todennäköisyys on ollut selvästi muuta sarjaa pienempi.
7.3.2 Ennusteet
Ennustetaan seuraavaksi logaritmoimatonta sarjaa GMAR(4, 2)-mallilla käyt-
täen edellä estimoituja parametrinarvoja. Ennusteet lasketaan luvussa 5 esite-
tyllä tavalla, mutta koska aineisto on logaritmoitu ja halutaan ennustaa loga-
ritmoimatonta sarjaa, täytyy simuloiduille havainnolle suorittaa eksponentti-
muunnos ennen keskiarvon laskemista. Kuviossa 7.12 on esitetty saadut 1 ja 2
askeleen ennusteet sarjan lopusta pois jätetyille havainnoille.
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Kuva 7.9: Estimoidun GMAR(4,2)-mallin kvantiiliresiduaalien (yllä) ja niiden
neliöiden (alla) autokorreloituneisuutta mittaavat testisuureet (4.4) ja (4.5) ja
niiden 95% kriittiset rajat.
Kuvan 7.12 perusteella aineisto ei ole kovin helppo ennustettava, sillä en-
nusteet jäävät usein kauas realisoituneista arvoista jo kahden askeleen ennus-
teissa. Logarimoidun aineiston aikasarjakuvasta 7.7 nähdään, että logaritmoitu
tuulen nopeus vaihtelee paljon päivästä toiseen, minkä voisi epäillä olevan yksi
ennusteiden tarkkuutta heikentävä tekijä.
Pitkän aikavälin ennusteet suppenevat kohti prosessin odotusarvoa ja en-
nustevälien rajat suppenevat kohti vakioita. Kahdeksantoista ensimmäisen pois
jätetyn havainnon ennusteet ja ennustevälit on esitetty kuvassa 7.13, josta näh-
dään myös, että ennustettaessa logaritmoimatonta sarjaa ennusteväleistä tulee
epäsymmetriset.
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Kuva 7.10: Logaritmoidulle tuuliaineistolle estimoidun GMAR(4,2)-mallin
kvantiiliresiduaalisarja
Kuva 7.11: Kvantiiliresiduaalien kvantiilikuvio logaritmoidun tuuliaineiston
mallille GMAR(4,2).
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Kuva 7.12: GMAR(4,2)-mallilla saadut yhden ja kahden askeleen ennusteet lo-
garitmoimattomalle tuuliaineistolle ja sarjan lopusta pois jätetyt 30 havaintoa.




Tutkielmassa tarkasteltiin GMAR-mallin parametrien estimointia kaksivaihei-
sella menetelmällä, jossa ensin etsitään geneettisen algoritmin avulla joukko es-
timaatteja toisessa vaiheessa käytettävän gradienttiperusteisen algoritmin alku-
arvoiksi. Lisäksi tutkielmassa tarkasteltiin GMAR-mallin diagnostiikkaa, mal-
linvalintaa, simulointia ja ennusteiden laskemista.
Tutkielmassa saatujen tulosten perusteella geneettinen algoritmi toimii hy-
vin ja luotettavasti alkuarvojen etsinnässä, vaikka estimoitavia parametrien lu-
kumäärä olisi suuri: Yhdysvaltain inflaatiota mittaavan aineiston empiirisessä
esimerkissä estimoitiin korkeimmillaan 23 parametria, mutta estimointi toimi
silti luotettavasti, päätyen lähes aina yhteen ja samaan maksimipisteeseen.
Estimointiin käytettiin neliytimistä 3,4GHz prosessoria, jolla 20 estimoin-
tikierrosta kesti aineistosta ja parametrien määrästä riippuen yleensä korkein-
taan muutaman minuutin. Osa malleista oli selkeästi vaikeampia estimoitavia,
jolloin oikean maksimin löytämiseksi tarvittiin enemmän estimointikierroksia
ja ne kestivät tällöin keskimääräistä kauemmin. Vaikeasti estimoitavat mallit
olivat lähes poikkeuksetta sellaisia, jotka sopivat diagnostisten tarkasteluiden
perusteella aineistoon heikosti.
Osaa kiinnostuksen kohteina olleista malleista ei saatu estimoitua ollenkaan,
sillä optimointialgoritmit päätyivät toistuvasti satulapisteeseen. Erityisesti se-
koituskomponenttien lukumäärän kasvattaminen tuntui hankaloittavan mallien
estimointia. Estimointien toistuva päättyminen satulapisteeseen sekoituskom-
ponenttien lisäämisen jälkeen voisi viitata siihen, että estimoitavassa mallissa
on yksi tai useampia tarpeettomia sekoituskomponentteja.
Saatujen tulosten perusteella kaksivaiheinen estimointi vaikuttaa lupaavalta
ja toimivalta ratkaisulta myös GMAR-mallin parametrien estimointiin silloin-
kin, kun parametrien lukumäärä on suuri.
Jatkotutkimuksena olisi mielenkiintoista selvittää kaksivaiheisen estimoin-
nin soveltuvuutta Kalliovirran ym. (2014b) kehittämän moniulotteisen GMVAR-
mallin parametrien estimointiin. Lisäksi, koska estimoinnin aikaavievin vaihe on
alkuarvojen haku geneettisen algoritmin avulla, olisi mielenkiintoista tarkastella
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Kuva A1: Kvantiiliresiduaalien kvantiilikuvio malleille p=3,4,5 ja M=3.
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Kuva A2: GMAR(4,3)-mallin estimoidut sekoitussuhteet αm,t. Ylimmässä ku-
vassa m = 1, keskimmäisessä 2, ja alimmassa 3.
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Taulukko A3: Estimointituloksia inflaatioaineistolle. Parametrien estimaattien
alla suluissa on esitetty tuloksen (3.8) mukaisesti havaitusta informaatiomatrii-
sista saadut likimääräiset keskivirheet.
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Kuva A4: Inflaatioaineistoon sovitettujen GMAR-mallien estimoidut kvantiili-
residuaalisarjat, kun p = 3, 4, 5 ja M = 3.
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Estimaatit Keskivirhe Testisuure p-arvo
α1 0.58 0.13 N 5.80 0.12
ϕ1,0 0.78 0.13 A1 0.12 0.73
ϕ1,1 0.68 0.09 A2 0.68 0.71
ϕ1,2 -0.10 0.09 A4 1.93 0.75
ϕ1,3 0.15 0.09 A6 8.70 0.19
ϕ1,4 -0.06 0.07 A8 9.26 0.32
ϕ2,0 2.61 0.57 A10 22.38 0.01
ϕ2,1 0.29 0.08 H1 1.01 0.31
ϕ2,2 -0.23 0.08 H2 5.00 0.08
ϕ2,3 -0.08 0.09 H4 6.37 0.17
ϕ2,4 -0.04 0.09 H6 5.98 0.43
σ1 0.39 0.021 H8 9.33 0.31
σ2 0.33 0.01 H10 9.87 0.45
Taulukko A5: Logaritmoituun tuuliaineistoon sovitetun GMAR(4,2)-mallin es-
timaatit ja diagnostiikkatestien tulokset. Testisuureiden laskemisessa on käy-
tetty simulaatioon perustuvaa kovarianssimatriisia Ω˜ otoskoolla N = 100000,
josta on poistettu 200 ensimmäistä havaintoa.
Kuva A6: Logaritmoituun tuuliaineistoon sovitetun GMAR(4,2)-mallin estimoi-
dut sekoitusuhteet α1,t.
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