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Introduction
Monge’s original formulation of the optimal transport problem, going back to the eighteenth
century, can be described as follows (the original reference is [54]). We are given two
distribution functions f1 and f2, corresponding to the height profile of a certain amount
of material in a region X and to an excavation Y to be filled. We are given a cost c on
X × Y , accounting for the work to be spent for transporting a unit of mass from x ∈ X
to y ∈ Y . Let t : X → Y be the (Borel) rule of transportation, that is, the map which




represents the total cost for the operation. The optimization problem consists in finding
the best way (i.e. the best t) to move the material, so that the total cost is minimized. Of














for any (Borel) subset A of Y . The latter conditions will be summarized with the notation




c(x, t(x))f1(x) dx : t#f1 = f2
}
.
We notice that the optimal transportation problem can be easily extended to general
measures, possibly without a density. The role of f1, f2 will be played by µ1, µ2, and the
conservation of total mass (then normalized to 1 without loss of generality) is taken into
account by asking µ1, µ2 to be probability measures over the suitable ambient space X,
that is µ1, µ2 ∈ P(X).
This problem constitutes the basic tool of our analysis. In its more general form, due
to Kantorovich (we refer to Chapter 2 for details), it gives rise to the notion of optimal
iv
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transportation distance in the space of probability measures. This way, two measures can
be seen as close if the relative transport cost is small. The nice structure induced is one of
the most relevant features, since P(X) turns out to be a suitable setting for developing
not only a metric, but even a differential calculus.
The main topic here will be the analysis of evolutionary equations (we refer to Chapters
3,4,5) with optimal transportation tools. In this case, De Giorgi’s minimizing movements
theory and the optimal transport can be combined to provide general existence and stability
results. Also, it turns out that solutions to equations of diffusion type are seen to correspond
to curves of maximal slope of suitable energy functionals in P(X), and an important
parallel variational formulation is established. This is the approach introduced in the
papers [42, 56, 57, 58, 59], and then developed by many other authors, for instance in
[53, 25, 26, 1, 7, 8].
Of course, there are many other applications of optimal transport. In particular, we
will also discuss some different formulations, related to “optimal transport networks”. See
[20, 22] and the other references in Chapter 6, where a problem of this kind is analyzed.
We go into details with the following summary.
The first three chapters are meant to give a short, but as much as possible self-contained,
presentation of the theoretic background that is needed for the applications starting from
Chapter 4. The main reference is the book [4].
Chapter 1 introduces the measure theoretic framework and the other mathematical
tools. We consider the probability space P(X). Regarding X, we will assume it to be a
separable metric space satisfying the Radon property (see (1.0.1) below). For the moment,
we let X be a Hilbert space with norm | · | and orthonormal basis {ej}j∈N. We introduce
the basic concepts like the moments
∫
X
|x|p dµ of µ, and the corresponding subspace of






ϕdµ ∀ϕ ∈ C0b (X)
is considered over P(X), and denoted by µn ⇀ µ. One of the basic tools is Prokhorov
theorem, characterizing compactness by means of tightness, that is, uniform approximation
by measures of compact sets of X. We refer to the monographs [3, 12, 13, 32] and to the
standard real analysis texts like [62].
We then introduce the first important concepts related to optimal transportation. A
Borel (or even µ1-measurable) map t : X → X such that t#µ1 = µ2, i.e. µ2(A) =
µ1(t
−1(A)), is called a transport map. A measure γ ∈ P(X ×X) such that the first and
second marginals are respectively µ1 and µ2 (i.e. γ(A×X) = µ1(A), γ(X × A) = µ2(A))
is said to be a transport plan. We let
Γ(µ1, µ2) :=
{




Plans constitute the basic ingredient for generalizing the Monge problem and constructing
a metric and differential structure on the whole of Pp(X), with no restriction on the
measures involved.
Next we introduce the standard disintegration theorem and the cylindrical projections
for measures and functions on X. Hence, for µ ∈ P(X) and a µ-measurable function f ,











Here xd ∈ Xd and Xd denotes a d-dimensional subspace, Πd being the corresponding
orthogonal projection. The internal integral is taken on the fiber (Πd)−1(xd), with respect
to the disintegrated measure µxd .
We also let Cyl(X) denote the set of smooth cylindrical functions over X, i.e. ζ(x) ∈
Cyl(X) is smooth and depends on a finite number of components of x.
In order to gain compactness in X, we need to introduce a weaker topology, but still







X̟ denotes the space X endowed with the new topology, which induces a weaker topology
also on P(X), to which we refer as P(X̟).
We then prove with some convergence lemmas involving transport maps and plans. We
analyze the behavior of sequences of the form (ρn#µn). Particular importance has to be
payed to sequences (ρn) of functions with ρn ∈ Lp(µn), so that each element belongs to
a different space. We define the convergence by duality with cylindrical functions, letting





ζ(x)ρ(x) dµ(x) ∀ζ ∈ Cyl(X).
This notion of convergence will be important when dealing with finite dimensional approx-
imations.
In the last section we introduce some tools from geometric measure theory. We refer
for instance to [3, 34, 35]. First of all we recall the definition of Hausdorff measures Hk on
R
n and the definition of Hk-rectifiable set. Then we introduce the approximate tangent
space, the tangent gradient and the distributional curvature, along with a result about the
differentiation of the Hk measure of sets along smooth vector fields.
Chapter 2 deals with the rigorous formulation of the optimal transport problem. For
the theory in the first two sections, we refer to the results in [14, 15] and to the monographs








Unlike the standard Monge problem, this linearized version is well-posed, as easily seen
by direct methods. As a consequence, we can define the set on which the infimum is
attained Γ0(µ1, µ2), and refer to its elements as optimal transport plans. It is clear that
this formulation contains the former, since any map t corresponds to the plan (I, t)#µ1,
where (I, t) : X → X ×X is the product map. Of course, if we are to transport a Dirac
mass to a diffuse mass, the map from the support of the Dirac mass to the support of
the target one has to be multivalued, making the Monge problem ill-posed. On the other
hand, it is clear that no such restriction arises when dealing with plans, which include also
multivalued cases. In particular, plans correspond to maps when they are concentrated on
graphs.
We briefly recall some general results, like Kantorovich duality and c-monotonicity of
the support of optimal plans. We do not enter in the details, and we address the reader
to [71, 72], or also to [2, 4] for an exhaustive overview on optimal transportation. Here
we focus the attention on the case of the p-cost, that is c(x, y) = |x − y|p, p > 1, and
we state the result about existence of optimal maps. After the heuristics above, we see
that the only obstacle could be the concentration of the starting measure. Hence we let
µ1 be a regular measure, that is, null on Gauss null sets, or simply absolutely continuous
with respect to Lebesgue measure in the Euclidean case. The classical result says that
the optimal transport between µ1 and µ2 is induced by a unique map. In the case p = 2
on Euclidean spaces, the map is also given by the gradient of a convex l.s.c. function
(Brenier’s theorem, see [14, 15]). We also prove an injectivity result.
In the second part of the chapter we introduce the optimal transportation distance. It
is defined on Pp(X) by
W pp (µ, ν) = inf
{∫
X×X
dp(x1, x2) dγ(x1, x2) : γ ∈ Γ(µ, ν)
}
.
We need a lemma about composition of plans in order to show the triangle inequality. The
argument is based on the disintegration theorem recalled in Chapter 1. After, we prove
some other facts about the distance. It metrizes the natural weak topology of Pp(X), that
is







so that from now on (Pp(X),Wp) becomes the ambient space for the analysis. Thanks to
this result, we are able to state some refined convergence results, in particular improving
the ones of Chapter 1. Most importantly, we characterize the Wasserstein (constant speed)
geodesics, that is, curves t ∈ [0, 1] 7→ µt ∈ P2(X) such that
W2(µs, µt) = (t− s)W2(µ0, µ1) ∀ 0 ≤ s ≤ t ≤ 1.
The characterization says that a curve is a geodesic if and only if there exists a plan
γ ∈ Γ0(µ0, µ1) such that
µt =
(





The geodesical interpolation between µ0 and µ1 possesses good properties. For instance, if
µ0 is regular and µt is a geodesic, then µt is regular for any t < 1, even if µ1 is not (with
the consequent existence of optimal maps).
After introducing the Wasserstein structure, in the third part of the chapter we go
on showing a first relation with PDE’s. We cite [4, 10, 58] as basic references. In the
(P2(X),W2) framework, we will see how any absolutely continuous curve µt satisfies the
continuity equation
∂tµt + div (vtµt) = 0 (0.0.1)
in the sense of distributions, where vt is a suitable L
2(X,µt;X) vector field. The proof
will in fact show that vt can be chosen as an element of
vt ∈ {∇ϕ : ϕ ∈ Cyl(X)}
L2(X,µt;X)
, (0.0.2)
for almost any t. This is a characterization of optimality in norm for the velocity field,
and it turns out that this is actually a tangent vector to µt in a suitable sense, as argued
in [58]. For a more detailed discussion of these geometric properties we refer to [39].
We conclude the chapter devoted to optimal transport by introducing some related
formulations, concerning urban planning (see for instance [20, 22, 23]). Thinking to the
basic form of Monge problem in R2, here we are given again two measures µ1, µ2, with
same mass. In this case they represents quantity of specific products, amounts of some





dΣ(x, y) dγ(x, y), (0.0.3)
where dΣ is a distance depending on the presence of a transport line Σ, which can be for
instance a curve connecting the two reference regions. An example could be
d(x, y) ∧ (dist (x,Σ) + dist (y,Σ)) ,
where d is the Euclidean distance and dist (x,Σ) = inf{d(x, σ) : σ ∈ Σ}. Here the goal is to
minimize the optimal transport cost with respect to Σ, subject to a constraint accounting
for the cost for constructing the network (for instance one fixes the length of Σ).
Chapter 3 is concerned with the differential structure of (P2(X),W2) and with the
theory of gradient flows. Here we show the main results to be applied for existence and
uniqueness of PDEs having the form of (0.0.1). We refer to [31] for the minimizing move-
ments scheme. We also refer to [52] for the definition of convexity in this framework, and
to [42, 57, 58, 59] for the application of the Wasserstein variational approach to evolution
equations. The theory here is systematically developed in [4].
We begin with the natural (sub)differential definition in the Wasserstein space. Given
a functional φ : P2(X) → R, we say that ξ ∈ L2(X,µ;X) is in the subdifferential ∂φ(µ)
CONTENTS ix
of the point µ if
φ(ν) − φ(µ) ≥
∫
X
〈ξ, tνµ(x) − x〉 dµ(x) + o(W2(µ, ν)), (0.0.4)
where tνµ denotes the optimal transport map between µ and ν. For this definition to make
sense, we need existence of optimal maps. So, we ask that any µ in the domain of ∂φ (such
that ∂φ(µ) is nonempty) is regular. This assumption is not strictly needed, since we could
also define a generalized differential in terms of transport plans, but simplifies much the
notation.
Our goal is to extend the natural steepest descent curves equation of Euclidean spaces,
that is
u′ = −∇(φ(u)), (0.0.5)
to more general spaces. We consider two strategies. The first one takes advantage of the
definition of tangent vector field and of subdifferential in the new context, as given by
(0.0.2) and (0.0.4). So that we can write the gradient flow equation
vt ∈ −∂φ(µ), (0.0.6)
where vt satisfies (0.0.2). The second one is a purely metric approach, consisting in regard-
ing the Euler implicit discretization (with time step τ) for (0.0.5) as the Euler-Lagrange






|u− u0|2, u0 given.






W 22 (µ, µ
0). (0.0.7)
We minimize recursilvely, producing a sequence (µkτ ), k ∈ N, of discrete minimizers. We
construct a piecewise constant interpolation µτ (t) := µ
⌈t/τ⌉
τ and we try passing to the limit
as τ → 0, in the sense of measures, for any t, thus obtaining a curve µt in P2(X). In
a Hilbertian setting, this procedure is classical and known as implicit Euler scheme. De
Giorgi in [31] studied and generalized this in general metric spaces, calling this minimizing
movements scheme. We will show that, under suitable assumptions on functional φ (besides
lower semicontinuity, coercivity and regularity of measures in the domain of ∂φ), these two
approaches produce in fact the same solution.
We refer to two main results in Chapter 3. The first one (Theorem 3.4.4) assumes that
the sublevels of φ are compact. Then, there exist a solution of the minimizing movements
scheme, which also produces a limiting velocity which satisfies a relaxed gradient flow
relation. In some particular cases such relation can be shown to coincide with (0.0.6),
hence giving a gradient flow.
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On the other hand, the most powerful results are obtained in the case of a convex
functional. Here the convexity relation has to be understood in the Wasserstein sense,
that is, φ is λ-geodesically convex if, for any µ1, µ2 ∈ Pp(X), there exist γ ∈ Γ0(µ1, µ2)
such that the inequality
φ
(
((1 − t)π1 + tπ2)#γ
)
≤ (1 − t)φ(µ1) + tφ(µ2) − 1
2
λt(1 − t)W 22 (µ1, µ2) (0.0.8)
holds for any t ∈ [0, 1]. Such notion was introduced in [52]. Actually we will sometimes
need a stronger convexity property, we refer to Definition 3.1.4. In the convex case (and
even if φ does not have compact sublevels) both the minimizing movements scheme and
the gradient flow inclusion (0.0.6) inherit many additional properties. For the latter, we






W 22 (µt, ν) +
1
2
λW 22 (µt, ν) ≤ φ(ν) − φ(µt) for L1-a.e. t ∈ (0, T ),
for any ν ∈ D(φ). This characterization holds only in the distinguished case p = 2, and we
point out that it is the basic tool for uniqueness and contractivity of gradient flows (see








‖ξ‖L2(X,µ;X) : ξ ∈ ∂φ(µ)
}
The left hand side is called the metric slope of the functional. Concerning the minimizing
movements scheme in the convex case, if µτ is a discrete minimizer, the element of min-
imal norm of ∂φ(µ) can be suitably approximated with subdifferentials at the points µτ ,
as τ → 0 (a closure property of the subdifferential). Moreover, strong convexity yields
uniqueness of each discrete minimizer. Finally, the main result asserts that there is a
unique gradient flow/minimizing movement for φ, starting from each point µ ∈ P2(X),
and that such solution is given by the action of contractive semigroup S(t) on P2(X).
More properties are given in the statement, see Theorem 3.5.8.
Chapter 4 gives the first new application of the theory illustrated so far. The results






in X × (0, T ). (0.0.9)
Here L represents the nonlinearity, and ρt denotes the density of the unknown µt with
respect to a reference measure on γ ∈ P(X). In the Euclidean case, we can choose
γ = e−V Ln, and if L is the identity we obtain the standard Fokker-Planck equation with
potential V . In the case L(z) = zm, m > 1, we obtain the porous media equation. In the
pioneering paper [42], the authors studied the Fokker-Planck equation in the framework of
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minimizing movements with respect to the Wasserstein distance. The reference functional




ρ log ρ dγ.
Hence this kind of problem motivates the development of the theory illustrated in Chapter
3. In [8] an infinite dimensional framework is considered, and the authors prove existence
and uniqueness of a gradient flow solution when γ is a log-concave measure, that is, for any
couple of open sets A, B in X, there holds
log γ((1 − t)A+ tB) ≥ (1 − t) log γ(A) + t log γ(B).
Here in Chapter 4, we are concerned with the generalization to the nonlinear case, cor-
responding to different choices of the function L. We are in fact able to prove the same
result.










Here F : R → R is a strictly convex function, related to L by L(z) = zF ′(z) − F (z). Our
goal is to show that the element of minimal norm in the Wasserstein subdifferential of F
is exactly the velocity vector field appearing in (0.0.9). This way the theory developed in
Chapter 3, and in particular Theorem 3.5.8, is seen to apply. For, we take advantage of
the validity of the same result in Euclidean spaces (see [4]), we take projections on finite
dimensional subspaces of X and we pass to the limit. We need a definition of derivative in
Hilbert spaces, that is, if ej is a basis for X, a function u ∈ L1(X, γ) is said to have partial
derivative ηj = ∂eju ∈ L1(X, γ) if
∫
X












In order to give sense to the latter definition, we need the distributional derivatives ∂ej of
γ to be absolutely continuous measures themselves. Also we should ask that u is bounded,
not to have ambiguities with the last integral. In fact, the latter assumption can be avoided
considering a generalized notion of differentiability, asking that all the truncates (−n)∨u∧n
are weakly differentiable. On the other hand, the former one is strictly needed, and we
are also able to show that, slightly modifying the argument of Chapter 2, that optimal
transport maps exist from such measures even if they are not regular. Moreover, log-
concavity of γ and the McCann hypothesis (see [52]) on F , that is, ezF (e−z) is convex
and nonincreasing, ensure the geodesical convexity of the energy, so that we are in the
framework of Theorem 3.5.8.
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Finally, for our argument we need to generalize one of the results of Chapter 3 holding
in the convex case. We have mentioned that, by closure of the subdifferential, the element
of minimal norm in ∂F (µ) can be approximated in L2 (in the suitable sense) by a sequence
of elements in ∂F (µτn), for τn going to zero. Here µτn minimize the perturbed functionals
of the discrete problem (0.0.7). We show that the same holds true if µτn are minimizers of
suitable functionals Γ-converging to F . Hence, a section of the chapter will be focused on
Γ-convergence.
The main result can be summarized as follows. For all µ0 ∈ P2(X) there exists a
unique distributional solution µt = ρtγ to (0.0.9), satisfying LF ◦ ρt ∈ W 1,1(X, γ) for a.e.






Furthermore, reasoning as done in [1] we are able to show that if µ0 ≤ Cγ, then ρt ≤ C
γ-a.e. for all t > 0.
Chapter 5 presents a second application to PDEs. The results here are contained
in particular in [7, 49]. We are concerned with a model for the evoltion of the so-called




µt − div(∇hµ(t)µt) = 0 in D′((0,+∞) × Ω), (0.0.10)
where Ω is an open, bounded subset of R2 and the velocity vector field is coupled with µt,
for any t, by {
−∆hµ + hµ = µ in Ω
hµ = 1 on ∂Ω.
(0.0.11)
We look for a solution µt which is a measure in P (Ω) ∩ H−1(Ω). We are working with
measures on Ω in order to treat masses in Ω which vary during the evolution and may
concentrate on the boundary. For measures µ on Ω we make use of the notation µ = µ̂+ µ̃,
where µ̂ = χΩµ and µ̃ = χ∂Ωµ. The reference functional is








|∇hµ|2 + |hµ − 1|2, λ ≥ 0. (0.0.12)
It is related to the standard Ginzburg-Landau energy. In fact, it is shown in [63] that it
is the limit, in a suitable sense, of the Ginzburg-Landau functional in some asymptotic
range of parameters. In this case we do not have the geodesical convexity property, so we
will apply the theory of Section 3.4. Since we are in R2, we don’t have any problem for
compactness of sublevels.
After a brief physical introduction of the problem, we recall some results contained in
the seminal paper [7]. The main result therein reads as follows: given an initial datum µ0
with ‖µ̂‖Lp = C, there exist a solution for (0.0.10) such that, for any t, ‖µ̂t‖Lp ≤ C. This
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result is based on the following facts. An entropy function ϕ, behaving like the p-power,






This is the essential element for the regularity part of the statement. Moreover, an Euler
Lagrange equation for the minimizing movements problem, starting from a generic µ ∈




Since the left hand side is the discrete velocity of the scheme, passing to the limit as
τ → 0, after constructing the piecewise constant interpolation µ⌈t/τ⌉τ , one obtains, for any
t, a characterization of the limiting velocity as vt = −∇hµt . Then, by Theorem 3.4.4, the
couple (µt,vt) satisfies the continuity equation.
The main result of Chapter 5 is the global uniqueness of solutions. The main difficulty is
the potential presence of mass on the boundary. The question of giving natural boundary
conditions for the model is also strictly related. Hence, the main part of the analysis
consist in taking a new variation for the discrete minimization problem, taking into account
transportation of mass from ∂Ω. Given the initial point µ and being µτ the minimizer, we
compare it with
µετ := ν̂ + Tε#(α
2σ) + (1 − α2)ν̃,
where α ∼ 0 and ε ∼ 1 are suitable parameters and σ is an arbitrary diffuse measure, T is
the optimal transport map between σ and ν̃, and
Tε = (1 − ε)I + εT, ε ∈ [0, 1].
We see that µετ is built taking a portion α of the mass of µτ on the boundary and moving it
inside, in correspondence of σ. With this kind of variation we are able to show that there
exists a discrete minimizer µτ such that
〈∇hµτ (x), y − x〉 ≥ 0 ∀(x, y) ∈ supp(µ̃τ ) × Ω. (0.0.13)
This condition says that, at least if Ω is convex, that the velocity −∇hµτ near the boundary
tends to be directed towards the exterior of the domain (and normally to the boundary).
This fact suggests that no mass is going to enter in Ω from ∂Ω. Also, it suggests that
the actual velocity for the equation should be −χΩ∇hµτ , hence zero on the boundary.
Moreover, passing to the limit in (0.0.13) we obtain the condition which ensures global
uniqueness of L∞ solutions. The argument of the proof extends the one used for Theorem
3.3.4.
The actual model of [27] involves signed measures. In fact, Ginzburg-Landau vortices
possess a spin. In the second part of Chapter 5 we analyze the evolution of (0.0.12) in the
signed case. Of course we can no more apply the theory of the first chapters, suitable only
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for positive measures with the same mass. Given two signed measures µ, ν ∈ M(Ω) with
same integral, we have to define suitable cost functionals. A first choice is
W2(µ, ν) := W2(µ
+ + ν−, ν+ + µ−). (0.0.14)
This is not a distance, but it can be bounded from below with a distance (if we have a
uniform bound on total masses), and we will show some properties of the transportation
given by W2. In order not to have too many degrees of freedom, we also introduce, for
fixed µ ∈ M(Ω) the following








Even this new object can be bounded from below with a distance, so that we are still
able to construct a minimizing movement µt. Moreover, the map ν 7→ W2(ν, µ) is lower
semicontinuous in the weak topology of M(Ω) (which is again defined by the duality with
continuous and bounded functions). Then, we can reproduce the Euler-Lagrange equation,




(I − r1)µ̂+τ +
1
τ
(I − r2)µ̂−τ ,
where r1 and r2 are optimal transport maps between portions of positive and negative
parts of the measures. Also, we are able to obtain Lp regularity for discrete minimizers by
means of an entropy argument, as in the positive case.
We can no more apply Theorem 3.4.4. Still we can pass to the limit as τ goes to zero,
and we obtain an equation like (0.0.10), that is
d
dt
µt − div(χΩ∇hµ(t)̺t) = 0 in D′((0,+∞) × R2).
In the second term, a suitable measure ̺t ≥ |µt| appears in place of |µt|. It is not yet clear
whereas ̺t = |µt| or not, this is related to the problem of proving convergence in stronger
topologies of this scheme and we plan to investigate this in the future, in collaboration
with L. Ambrosio and S. Serfaty.




F(Σ) : Σ closed connected subset of R2
}
.
We refer in particular to [18]. The techniques developed and the results obtained have in
fact a little relation with the analysis of the previous chapters. Nevertheless, we decide to
add this part since this work has been done during the PhD studies and the problem is
strictly related to optimal transport.






It is obtained as a particular instance of the transport network cost (0.0.3) discussed in
Section 2.4. In fact, we may think that we are concerned with a density µ of population and
a transport line Σ of fixed length to be constructed such that the average cost (proportional
to the distance) for citizens for reaching it is minimum. A constraint on the maximal length
of Σ has to be introduced, so we will add a penalization term, proportional to H1(Σ). In
terms of Wasserstein distance, this minimization problem corresponds to
inf
Σ
{W1(µ, ν) + λH1(Σ) : supp ν ∈ Σ}.
Existence of a solution is achieved by standard compactness arguments. One of the most
important questions here is about the regularity of minimizers. But we do not address this
argument. Rather, we are interested in stationary points. First of all, since we do not have
a standard differentiable structure on closed connected subsets of R2, we have to find a
suitable definition. We show that, in the Hausdorff topology, it is not possible to satisfy
the usual first order stationarity equality. On the other hand, taking variations induced by









dµ− λ〈HΣ, X〉 = 0.
Here HΣ denotes the distributional curvature and π
Σ is the projection map on Σ.
The rest of the analysis is concerned with this equation, with µ being the Lebesgue
measure on some bounded subset of R2. We show that a stationary point (in the above
sense) can contain closed loops (whereas it is known that minimizers can not). We show
that a set with a corner between two segments can not be stationary. On the other hand,
we show that irregular sets can be stationary, since we are able to give an explicit example
of a stationary set Σ containing a corner point. We also show that the same set can not
be stationary in a convex Ω if the angle is too large.





H1 being the length. Here Ω ⊂ R2 is a given bounded open set, f is a given function, and
uΣ is the unique solution of an elliptic PDE with Σ∩Ω as Dirichlet region. We see how to




⊂ Subset, possibly not strict
⋐ Compact subset
a.e. Almost every, almost everywhere
l.s.c. Lower semicontinuous
Br(x) Open ball of radius r and center x
| · | Hilbertian norm, total variation of a measure
supp Support
X ′ Dual space: linear continuous functionals on X
B(X) Family of Borel subsets of X
M+(X) Set of nonnegative measures over X
M(X) Set of real measures over X
Mκ, M(X) Set of real measures µ over X with µ(X) = κ and |µ|(X) ≤M
P(X) Set of probability measures over X
Pp(X) Measures in P(X) with finite p-th moment
P
r
p(X) Regular measures in P(X) with finite p-th moment (Definition 1.4.5)
Γ(·, . . . , ·) Probability measures in a product space with given marginals
Γ0(·, ·) Optimal transport plans between given probability measures, see (2.1.4)
C0(X) Continuous functions over X
C0b (X) Continuous and bounded functions over X
C0c (X) Compactly supported continuous functions over X
C∞c (X) Compactly supported smooth functions over X
Ck, α(X) Hölder spaces over X
Cyl(X) Smooth cylindrical functions over X (Definition 1.4.3)
Lp(X,µ) Real valued p-summable functions over X with respect to µ
Lp(X,µ;Y ) Y -valued p-summable functions over X with respect to µ
W k, p(X) Sobolev spaces over X
Lip(f) Lipschitz constant of f
xviii CONTENTS
t#µ Push forward of the measure µ through the map t, see (1.2.1)
tνµ Optimal transport map between measures µ and ν
Wp(·, ·) p-Wasserstein distance, see (2.2.1)
W2(·, ·) Pseudo 2-Wasserstein distance, see (5.6.15)
Ln n-dimensional Lebesgue measure
Hk k-dimensional Hausdorff measure
Tank(Σ, x) Approximate tangent space of the k-manifold Σ at x (Definition 1.6.4)
div Σf Tangential divergence of f with respect to the manifold Σ, see (1.6.1)
HΣ Distributional vector curvature of the manifold Σ (Definition 1.6.7)
µ
⊗
ν Tensor product of measures µ and ν
Conv(Ω) Closed convex hull of Ω
AC([0, T ];E) Absolutely continuous curves in a metric space E (Definition 2.3.1)
|µ′|t Metric derivative of the curve t 7→ µt (Definition 2.3.2)
D(φ) Effective domain of functional φ, see (3.1.1)
|∂φ|(µ) Metric slope of functional φ at µ (Definition 3.1.5)
∂φ(µ) Wasserstein subdifferential of functional φ at µ (Definition 3.1.7)
Chapter 1
Measure theoretic setting
This first chapter is devoted to the introduction of the basic mathematical framework.
Let X be a separable metric space with distance d. Let B(X) denote the σ-algebra of
all Borel subsets of X and P(X) be the set of probability measures over (X,B(X)). The
space X is called a Radon space (see for instance [13, 66]) if the following inner regularity
property holds: given a measure µ ∈ P(X),
∀B ∈ B(X), ε > 0, ∃K ⋐ B s.t. µ(B\K) < ε. (1.0.1)
In this chapter, X,Y,Xn, n ∈ N will be understood to be separable metric Radon spaces.
Sometimes we will particularize the setting to Hilbert or Euclidean spaces. When X will
stand for a separable Hilbert space, we will denote by | · | the norm and by {ej}j∈N the
reference orthonormal basis. Polish spaces satisfy the Radon property (1.0.1), but we will
have to deal also with non complete spaces.
1.1 The weak topology of probability spaces
We need to introduce a topological structure on P(X).
Definition 1.1.1 (Weak convergence) We say that a sequence (µn) ⊂ P(X) is weakly
(or narrowly) converging to µ ∈ P(X) if, for any continuous and bounded function f on






In this case we write µn ⇀ µ.
Remark 1.1.2 If X is also locally compact, in view of the Riesz representation theorem
(see for instance [62, chapter 2]), the space of Radon measures over X can be identified
with the dual space of C0b (X). In such context, the convergence in duality with C
0
b (X) is
the weak∗ convergence in the dual space (C0b (X))
′.
1
2 CHAPTER 1. MEASURE THEORETIC SETTING
In the case of a semicontinuous function, a suitable approximation argument with
Lipschitz functions allows to obtain an inequality (for the details we refer to [4, §5.1],
where the fact that it is enough to check (1.1.1) on Lipschitz functions is also remarked).
Let f : X → (−∞,+∞] be l.s.c. and bounded from below. Let µn ⇀ µ. Then
∫
X





Analogously, if f is upper semicontinuous and bounded from above one obtains
∫
X





Applying the last two inequalities respectively to the characteristic function of an open
and a closed subset of X we find
µ(A) ≤ lim inf
n→∞
µn(A) ∀A open, A ⊂ X, (1.1.4)
µ(A) ≥ lim sup
n→∞
µn(A) ∀A closed, A ⊂ X. (1.1.5)
Let now d be a distance on X and fix p > 0. In the sequel, we will say that a function
f on X has p-growth at infinity if, for some A,B ≥ 0 and x̄ ∈ X there holds
|f(x)| ≤ A+Bdp(x, x̄) ∀x ∈ X. (1.1.6)
Let us introduce the subset Pp(X) of probability measures with finite p-moment.
Definition 1.1.3 (Moments) We say that µ ∈ Pp(X) if its p-th moment is finite, that
is, for some x̄ ∈ X, ∫
X
dp(x, x̄) dµ < +∞. (1.1.7)








dp(x, x̄) dµ = 0. (1.1.8)





f dµ < +∞, (1.1.9)
for some positive function f whose growth at infinity is faster than p.
Concerning narrowly converging sequences of measures, we have the following characteri-
zation of uniform integrability of p-moments.
Proposition 1.1.4 Let {µn}n∈N ⊂ Pp(X) be such that µn ⇀ µ ∈ P(X). The family
{µn}n∈N has uniformly integrable p-moments if and only if (1.1.1) holds for any continuous
function f on X with at most p-growth at infinity.
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Proof. Let p > 0, x̄ ∈ X. Suppose that the sequence (µn) has uniformly integrable
p-moments and let f : X → R be such that (1.1.6) holds. Let moreover fk = f ∧ k, k > 0.

































Taking the limit in k, since (µn) has uniformly integrable p-moments, we see that f satisfies
(1.1.3). In order to show (1.1.2), one reasons in the same way with fk = (−k) ∨ f , k > 0,
and taking advantage of (1.1.6).
On the other hand, let (1.1.1) hold for any continuous function with p-growth. Hence
(1.1.1) holds in particular for the function dp(x̄, x)−dpk(x̄, x), where dpk(x̄, x) := dp(x̄, x)∧k,
k > 0. Moreover, (1.1.5) can be applied to the d-closed set Dk := {x ∈ X : dp(x̄, x) ≥ k}


























dp(x̄, x) dµn(x) = 0.
Here the limsup can be substituted with the supremum over N, since of course any finite
subset of {µn}n∈N has uniformly integrable p-moments, so that (1.1.8) is proved. 
It is natural to give the next definition.
Definition 1.1.5 (Convergence with moments) We say that a sequence (µn) ⊂ Pp(X)
converges to µ in Pp(X) if µn ⇀ µ and (1.1.1) holds for any continuous function f on
X with at most p-growth. After Proposition 1.1.4, it is equivalent to require that µn ⇀ µ
and, for some x̄ ∈ X, ∫
X
dp(x, x̄) dµn →
∫
X
dp(x, x̄) dµ. (1.1.10)
We write µn → µ in Pp(X) to denote this convergence (or simply µn → µ in the distin-
guished case p = 2).
4 CHAPTER 1. MEASURE THEORETIC SETTING
We also recall the following result about narrow convergence.
Proposition 1.1.6 Let µn ⇀ µ. Then for any x ∈ suppµ there exist elements xn ∈
suppµn such that xn → x in X.
Proof. Let x ∈ suppµ and consider the following sequence:
ak = min
{
n ∈ N : ak−1 < n, suppµm ∩B1/k(x) 6= ∅ ∀m ≥ n
}
,
with a0 = 0. It is well defined since (1.1.4) gives 0 < µ(B1/k(x)) ≤ lim infn→∞ µn(B1/k(x)).
Let (nk) ⊂ N be a sequence such that, ak ≤ nk < ak+1. For any k ∈ N, let xnk be a point
in suppµnk ∩B1/k(x). The sequence (xnk) realizes the desired approximation. 
Lp spaces
Let X,Y be separable metric Radon spaces with distances dX , dY . Let µ ∈ P(X) and let
f : X → R be µ-measurable. f belongs to Lp(X,µ) if
∫
X
|f |p dµ < +∞.
As usual, with Lp(X,µ) we denote the corresponding quotient space with respect to the
equivalence relation which identifies functions agreeing µ-a.e. on X. Now let ρ : X → Y
be a µ-measurable vector map. We say that ρ ∈ Lp(X,µ;Y ) if, for some ȳ ∈ Y
∫
X
dpY (ȳ,ρ(x)) dµ(x) < +∞. (1.1.11)








We introduce the following
Definition 1.1.7 (Tightness) A set K ⊂ P(X) is said to be tight if for any ε > 0 there
exist compact subsets Kε of X such that
µ(X\Kε) < ε, ∀µ ∈ K. (1.1.13)
An equivalent condition is given by
Proposition 1.1.8 A set Ξ ⊂ P(X) is tight if and only if there exists a function ϕ :





ϕdµ < +∞. (1.1.14)
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Proof. Let Ξ ⊂ P(X) satisfy (1.1.14). Tschebyshev inequality gives
sup
µ∈Ξ





By (1.1.14) we deduce that, as ε→ 0, supµ∈Ξ µ({x ∈ X : ϕ(x) > 1/ε}) → 0, and since the
sublevels of ϕ are compact, (1.1.13) follows choosing Kε = {x ∈ X : ϕ(x) ≤ 1/ε}.
On the other hand, let (an) ∈ R be a sequence such that
∑+∞
n=0 an < +∞ and let Kan
be a sequence of sets satisfying (1.1.13), and such that Kεn ⊂ Kεn+1 . Then





Remark 1.1.9 If X is an Euclidean space, local compactness ensures that tightness, in
view of Proposition 1.1.8, is implied by (1.1.9), for any p ≥ 0. This way, tightness can be
seen to follow from uniform integrability of moments.
The next theorem is the standard characterization of compactness in probability spaces
(see for instance [13, 32]).
Theorem 1.1.10 (Prokhorov) A set K ⊂ P(X) is relatively compact (with respect to
the weak topology in P(X)) if it is tight. The converse holds true in Polish (complete
separable metric) spaces.
In a Radon space, any measure µ ∈ P(X), as a singleton, is tight, thanks to the inner
approximation property with compact sets (1.0.1). Hence, a sequence (µn) ⊂ P(X) is a






Moreover, in a Radon space every weakly converging sequence (µn) ∈ P(X) is tight (see
[45]).
1.2 Transport of measures and multiple plans
Push-forward
Let X1, X2 be Radon spaces, let µ ∈ P(X1) and let T : X1 → X2 be a µ-measurable map.
The push-forward (or transport) of µ on X2 through T is the measure ν ∈ P(X2) defined
by
ν(B) = µ(T−1(B)), ∀B ∈ B(X2). (1.2.1)
We write ν = T#µ and T is called a transport map between µ and ν.
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If f : X2 → R is a T#µ-measurable function, then f ◦ T is µ-measurable and the
definition can be written in terms of the change of variables formula:
∫
X1




A consequence of (1.2.2) is the following composition rule: if X3 is a third Radon space
and S : X2 → X3 is a T#µ-measurable map, then
S#(T#µ) = (S ◦ T)#µ. (1.2.3)






g ◦ S dT#µ =
∫
X1
g ◦ S ◦ T dµ =
∫
X3
g d(S ◦ T)#µ.
The measure T#µ is concentrated on the image of T, and we have
supp T#µ ⊂ T(suppµ). (1.2.4)
The inclusion is in general strict. The two sets coincide in the case of a continuous map T.
Product spaces, projections and multiple plans
Let X1, . . . , Xn be separable metric Radon spaces and consider the product space X =∏n
i=1Xi. The projection map π
i : X → Xi is defined by
πi : (x1, . . . , xn) 7→ xi.
Analogously we define πi1,...,ih , with h ≤ n and i1, . . . , ih ∈ {1, . . . , n}, as
πi1,...,ih : (x1, . . . , xn) 7→ (xi1 , . . . , xih).
Clearly projection maps are continuous.
Given a probability measure γ ∈ P(X), the i-th marginal of γ is the measure in P(Xi)
given by πi#γ. Multiple marginals are defined as π
i1,...,ih
# γ ∈ P(Xi1 × . . .×Xih).
We now introduce the set of multiple plans of given marginals µi ∈ P(Xi), i = 1, . . . , n:
Γ(µ1, . . . , µn) =
{
γ ∈ P(X) : πi#γ = µi, i = 1, . . . , n
}
. (1.2.5)
The set Γ(µ1, . . . , µn) is always nonempty, since the product measure µ1×. . .×µn is clearly
a multiple plan. Moreover, we have the following
Lemma 1.2.1 The set Γ(µ1, . . . , µn) is compact in P(X).
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Proof. Let ε > 0. For each i ∈ {1, . . . , n}, the set πi#γ(Γ(µ1, . . . , µn)) is the singleton {µi},
so it enjoys the inner regularity property (1.0.1) since we are working in Radon spaces.
Hence, we can find compact sets Ki ⋐ Xi, i = 1, . . . , n, such that π
i
#γ(Xi\Ki) < ε/n, for
any γ ∈ Γ(µ1, . . . , µn). By definition of push forward, it follows that γ(X\(πi)−1(Ki)) <



















γ(X\(πi)−1(Ki)) ∀γ ∈ (Γ(µ1, . . . , µn)),
which gives tightness of Γ(µ1, . . . , µn). Compactness follows from Prokhorov theorem. 
A more general proposition about compactness and product spaces is the following (the
proof is analogous).
Proposition 1.2.2 Let ρi : X → X i be continuous functions such that the vector map
ρ := (ρ1, . . . , ρn) is proper. If Ξ ∈ P(X) is such that ρi#(Ξ) is tight in P(Xi) for any
i = 1, . . . , n, then Ξ is tight in P(X).
The most important instance will be n = 2: if µ1 ∈ P(X1) and µ2 ∈ P(X2) the set of
2-plans of marginals µ1 and µ2 is
Γ(µ1, µ2) =
{
γ ∈ P(X1 ×X2) : π1#γ = µ1, π2#γ = µ2
}
. (1.2.6)
A measure γ ∈ Γ(X1 ×X2) is called a transport plan between µ1 and µ2. The terminology
is motivated by the fact that a transport plan can be seen as a generalization of a transport
map. Indeed, suppose that t : X1 → X2 is such that t#µ1 = µ2. Then it is clear that
(I, t)#µ
1 ∈ Γ(µ1, µ2).
In this case we say that γ is induced by t. On the other hand, if γ is not concentrated (in
X1 ×X2) on a graph of some µ1-measurable function from X1 to X2, then γ is not induced
by a transport map (see [2]).
When dealing with a separable Hilbert space X with norm | · | and orthonormal basis
{ej}j∈N, we will often use the notation Xd to denote a d-dimensional subspace, whereas
Πd : X → Xd will stand for the projection map on such subspace:




Moreover, if ν is a probability measure over X, we let
νd := Πd#ν. (1.2.7)
We can consider νd as a probability measure on the whole space X and we can state the
following
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Proposition 1.2.3 There holds Πd#ν ⇀ ν. If ν ∈ Pp(X), then we also have Πd#ν → ν in
Pp(X).






f ◦ Πd dν.
Notice that f ◦ Πd → f pointwise, and since f is bounded we get the weak convergence
νd ⇀ ν. In the same way we have |x|p ◦Πd → |x|p pointwise and monotonically, so νd → ν
in Pp(X) if ν has finite p-moment. 
Notation 1.2.4 Latin or Greek letters will be used to denote maps. Bold characters
will be used for maps taking values in infinite dimensional spaces (as t,v, I,ρ, ξ,ω), but
sometimes we will omit the bold notation for Hilbert spaces. Measures and 2-plans will be
indicated with the Greek letters µ, ν, γ, β, σ, ϑ, whereas the corresponding bold letters will
denote 3-plans or n-plans.
1.3 Disintegration
Let X1, X2 be separable metric Radon spaces and consider a mapping which associates to
each x1 ∈ X1 a probability measure µx1 ∈ P(X2). We say that such a map is Borel if
x1 7→ µx1(B) is a Borel map for any B ∈ B(X2).






is itself a Borel map.
Proof. See [3, Proposition 2.26] 
Let x1 ∈ X1 7→ µx1 ∈ P(X2) be a Borel map as in the previous definition. Let ν ∈ P(X1).









for Borel sets A ⊂ X1 ×X2. Clearly π1γ = ν. Such measure will be denoted by∫
X1
µx1 dν(x1), (1.3.1)
and we will say that µx1 is the family of measures which disintegrates γ with respect to
ν. Another notation is ν
⊗
µx1 , since it is a generalized product between measures. The












Theorem 1.3.2 (Disintegration) Let Y be a Radon metric space. Let γ ∈ P(Y), let
Ψ : Y → X1 be Borel and let ν = Ψ#γ. Then, for ν-a.e. x1 ∈ X1, there exists a measure
µx1 ∈ P(Y) such that the map x1 7→ µx1 is Borel, µx1 is concentrated on Ψ−1(x1) and for





Finally, µx1 is uniquely determined up to ν-negligible sets.
Proof. See [3, Theorem 2.28] and [32]. 











The most interesting case of the disintegration theorem comes when Y is a product
space and Ψ is a projection map on one of its factors: let Y = X1 × X2 and Ψ = π1, so
that Ψ−1(x1) = {x1} × X2 can be identified with X2 for any x1 ∈ X1. This way µx1 can




µx1{x2 : (x1, x2) ∈ A} dν(x1), ∀A ∈ B(X1 ×X2). (1.3.4)
Next we investigate the relation between weak limits of a sequence of the form (ν
⊗
µnx1) ⊂
P(X1 ×X2) and weak limits of the disintegrations µnx1 . It is clear that, if µnx1 ⇀ µx1 for




µx1 in P(X1 ×X2). On the other hand we have the
following
Lemma 1.3.3 Let x1 ∈ X1 7→ µx1 ∈ P(X2) be a Borel map. Let γn = ν
⊗
µnx1 weakly
converge to γ in P(X1×X2). Let Gx1 ⊂ P(X2) be set of weak limit points of the sequence
(µnx1). If µx1 is the disintegration of γ with respect to ν, then
µx1 ⊂ ConvGx1 for ν-a.e. x1 ∈ X1.
Proof. Let f ∈ C0b (X2). Possibly adding a constant, we can assume that f is positive. Let
A ⊂ X1 be closed, so that χA(x1)f(x2) is upper semicontinuous. By the characterization
of tightness given in Proposition 1.1.8, we can find a function ϕ : X2 → [0,+∞] with






n(x1, x2) = C < +∞.
10 CHAPTER 1. MEASURE THEORETIC SETTING
Then, by (1.1.3) and Fatou Lemma we have
∫
A×X2


































By arbitrariness of A we find
∫
X2






(f(x2) + εϕ(x2)) dµ
n
x1
(x2) for ν-a.e. x1 ∈ X1. (1.3.5)




















f(x2) dσ(x2) for ν-a.e. x1 ∈ X1. (1.3.6)
Choose now a sequence of bounded Lipschitz functions approximating f pointwise. There
exists a ν-negligible set N ∈ X1 such that (1.3.6) holds for any function in such sequence
and any x1 ∈ X1\N , and this is enough to conclude that (1.3.6) holds for each f ∈ C0b (X2)
(see [4, §5.1]). The Hahn-Banach theorem now implies that µx1 ⊂ ConvGx1 for any
x1 ∈ X1\N . 
1.4 Hilbertian framework
Suppose now that X is a separable Hilbert space and let γ ∈ P(X). Let µ ∈ P(X) be
absolutely continuous with respect to γ, and let ρ : X → R be its density. Then we can
apply the disintegration theorem to the function ρ, as shown with the next lemma (recall
the notation (1.2.7)).




where γxd is the family of measures, concentrated on (Π
d)−1(xd), which disintegrate γ with
respect to γd.
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Proof. Let Ad ∈ B(Xd). Let A ∈ B(X) be the cylindrical set defined as A = {x ∈ X :









































which is the thesis. 
We are led to the following
Definition 1.4.2 (Cylindrical projections) Let ρ ∈ L1(X, γ). If µ = ργ, then µd ≪ γd





as shown in Lemma 1.4.1. We shall call ρd cylindrical projection of ρ in d dimension.
In addition, using for instance (1.4.1), one can prove that if u ∈ Lp(X, γ), p ∈ [1,+∞),
then ud ∈ Lp(X, γd) and
ud ◦ Πd → u in Lp(X, γ) as d→ ∞. (1.4.2)
Notice that (1.4.1) makes sense (componentwise) also for maps u taking values in X, and
if u ∈ Lp(X, γ;X), then ud ◦ Πd → u in Lp(X, γ;X).
Next we define the cylindrical functions.
Definition 1.4.3 (Smooth cylindrical functions) We say that ϕ : X → R is a smooth
cylindrical function if ϕ = ψ ◦Πd, where Πd is a projection map and ψ ∈ C∞c (Rd). The set
of smooth cylindrical functions on X will be denoted by Cyl(X).
Definition 1.4.4 (Gaussian measures) A measure µ ∈ P(X) is a nondegenerate Gaus-
sian measure if, for any projection map Πd, the induced measure µd = Πd#µ on X
d is the







T Q−1(x−m)/2 dx (1.4.3)
for any Borel set A ⊂ Xd, for some mean vector m and positive definite symmetric covari-
ance matrix Q.
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Definition 1.4.5 (Regular measures) We say that µ ∈ P(X) is regular, and write
µ ∈ Pr(X), if µ(B) = 0 whenever B is a Gaussian null set, that is ν(B) = 0 for every
nondegenerate Gaussian measure ν. Moreover, we denote by Prp(X) the set of probability
measures on X which are both regular and of finite p-moment.
Remark 1.4.6 In Rd, if µ is a Gaussian measure then µ ≪ Ld, the density being given
itself by (1.4.3). So, if X is an Euclidean space, a measure is regular simply if it is absolutely
continuous with respect to Ld.
Next we introduce a weaker convergence for probability measure than the narrow one,
suitable to have local compactness in P(X) when X is a separable Hilbert space. In this
case, the standard weak topology of X is not metrizable. Hence, we introduce a topology
on X which no more makes it a complete space (here this is not crucial), but it is induced
by a norm. Recall that our theory works in general separable metric Radon spaces, even
non complete.







Notice that bounded sequences of X are compact with respect to the new norm. To see
this, let supn |xn| < +∞ and let xnk be a subsequence weakly converging to x. Since for









〈xnk − x, ej〉2 = 0
by the dominated convergence theorem. The space X, endowed with the ‖ · ‖̟ norm, will
be denoted by X̟ (the notation is borrowed from [4]). Notice that the narrow topology of
P(X̟) is weaker than the standard narrow topology in P(X), since of course continuous
functions in C0b (X̟) are less than the ones of C
0
b (X). A set Ξ ∈ P(X) is tight with respect
to the weak topology of P(X̟) if and only if there exists a Borel function ϕ : X → [0,+∞],





ϕ(x) dµ(x) < +∞. (1.4.5)
Notice that we no longer require the compactness of the sublevels of ϕ, as for the standard
tightness in P(X) in the characterization given by Proposition 1.1.8 (here the proof is
analogous).
Definition 1.4.8 (Barycenter) Let γ =
∫
X
γx1 dµ(x1) be a plan in P(X ×X) with first
marginal π1#µ. Suppose that γx has finite first moment for µ-a.e. x ∈ X. The barycenter
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1.5 Convergence results
In this section we state some convergence results involving measures, transport maps and
transport plans. We begin with a result describing the convergence of measures of the form
ρn#µn.
Lemma 1.5.1 Let ρ,ρn : X → Y , n ∈ N, be Borel maps such that ρn → ρ uniformly
on compact subsets of X, and let ρ be continuous. If (µn) ⊂ P(X) weakly converges to
µ ∈ P(X), then ρn#µn ⇀ ρ#µ. In particular, we have π#µn ⇀ π#µ if π is a projection
map on a component of X (or on a subspace, if X is a linear space).
Proof. Let f : Y → R be bounded, Lipschitz and nonnegative. Since (µn) is tight, there
exist a sequence (Km) of compact subsets of X such that supn∈N µn(X\Km) goes to zero
as m goes to infinity. Moreover, (f ◦ ρn) is a sequence converging uniformly to f ◦ ρ on


























f ◦ ρ dµ.
Passing to the limit as m → ∞, we get the liminf inequality. If f has sign, simply add a
constant to f . The limsup inequality follows changing f with −f . As noticed is Section
1.1, it is enough to check (1.1.1) on Lipschitz functions. 
Lemma 1.5.2 Let X be a separable Hilbert space. Let p > 1 and q = p/(p − 1). Let





(|x1|p + |x2|q) dγn(x1, x2) < +∞. (1.5.1)
If (π1#γn) has uniformly integrable p-moments or (π
2






〈x1, x2〉 dγn(x1, x2) =
∫
X×X
〈x1, x2〉 dγ(x1, x2).
Proof. Suppose that (π1#γn) has uniformly integrable p-moments (the other case is anal-
ogous). Let m, k ∈ N and Cq := supn∈N
∫
X
|x2|q dγn(x1, x2). Clearly if |x1||x2| ≥ k and
|x1| ≤ m, then |x2| ≥ k/m, and then
∫
{|x1||x2|≥k}
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and the left hand side goes to 0 for m → ∞, since (π1#γn) has uniformly integrable p-
moments. Notice that the map (x1, x2) 7→ 〈x1, x2〉 is not continuous over X ×X̟ (that is,
in the ‖ · ‖ × ‖ · ‖̟ topology), but it is continuous in the same topology when restricted
to X × Br(0) (on Br(0) the ‖ · ‖̟ topology coincides with the standard weak one). Let
k, l > 0 and let
f(x1, x2) = 〈x1, x2〉, fk(x1, x2) = (−k) ∨ 〈x1, x2〉, fk, l = (−k) ∨ 〈x1, x2〉 ∧ l.
Of course fk, l is itself continuous on X × Br(0) in the X × X̟ topology. We consider a
l.s.c. extension over the whole space X ×X, defined as
gk, l(x1, x2) =
{
fk, l if x2 ∈ Br(0),
l if x2 ∈ X\Br(0).









gk, l dγn +
∫
(X×X)\(X×Br(0))

















= 0. Then we let l → ∞, making use of the
dominated convergence theorem in the right hand side, and since for any k and l there

































by (1.5.2) we see that lim infn→∞
∫
X×X(f−fk) dγn goes to zero as k goes to infinity. Hence,












(f − fk) dγn
)
, (1.5.4)
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〈x1, x2〉 dγn(x1, x2) ≥
∫
X×X
〈x1, x2〉 dγ(x1, x2).
In order to obtain the corresponding limsup inequality, one changes sign in (1.5.3), obtain-
ing the limsup inequality for 〈x1, x2〉 ∧ k, and then the conclusion is analogous. 
In order to deal with sequences of pairs (ρn, µn), where ρn ∈ Lp(X,µn;X) and µn are
measures on a Hilbert space X, we will need the following notion of convergence.
Definition 1.5.3 Let X be a separable Hilbert space. Let (µn) ∈ P(X) be weakly conver-










for any ζ ∈ Cyl(X) and j ∈ N, where ρjn and ρj are respectively the components of ρ and
ρn along the basis (ej).
We say that ρn strongly converge to ρ in L
p, p > 1, if in addition it holds
lim
n→∞
‖ρn‖Lp(X,µn;X) = ‖ρ‖Lp(X,µ;X). (1.5.6)









ζ(x)ρdµ(x) ∀ζ ∈ Cyl(X), (1.5.7)
and strongly if moreover
‖ρn‖Lp(X,µn) → ‖ρ‖Lp(X,µ), n→ +∞.
We now state the related convergence lemma.
Lemma 1.5.4 Let p > 1. Let (µn) ⊂ P(X) be a weakly converging to µ in P(X̟), and





|ρn(x)|p dµn(x) < +∞. (1.5.8)
Let γn := (I,ρn)#µn. Then
i) the sequence (γn) ⊂ P(X ×X) has limit points in P(X̟ ×X̟).
ii) If (γnk) is a subsequence converging weakly in P(X̟ ×X̟) to γ, then ρnk converges
weakly as in Definition 1.5.3 to the barycenter of γ and
∫
X





for any convex and weakly l.s.c. function g : X → (−∞,+∞]. In particular, ρn
weakly converges to ρ in the sense of Definition 1.5.3 if and only if ρ is the barycenter
of every limit point in P(X̟ ×X̟) of the sequence (γn).
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iii) If moreover ρn strongly converge to ρ in L
p in the sense of Definition 1.5.3, then γn





|x2|p dγn(x1, x2) = ‖ρ‖pLp(X,µ;X).
Proof. The first marginals of γn are weakly convergent in P(X̟), hence tight in P(X̟).





|x|p d(ρn#µn)(x) < +∞.
So, by the characterization of tightness in P(X̟) given by (1.4.5), (π
2
#γn) is also tight in
P(X̟). Then the statement of i) follows by Proposition 1.2.2.
We are tacitely assuming, with no loss of generality, that the reference orthonormal
system in X̟ is the same {ej}j∈N we introduced for X. This way, Cyl(X) ⊂ C0(X̟)
and, for any j ∈ N, the map x 7→ 〈ej, x〉 belongs to C0b (X̟). Hence, if (γnk) denotes a
subsequence of (γn) which converges weakly to γ in P(X̟ ×X̟), for any j ∈ N and any





ϕ(x)〈ej,ρnk(x)〉 dµnk(x) = limk→∞
∫
X×X




ϕ(x1)〈ej, x2〉 dγ(x1, x2).
Notice that, disintegrating γ with respect to its first marginal µ, and denoting by γ̄ its




This shows the weak convergence of ρnk to γ̄. Then it is clear that if the full sequence (ρn)
converges weakly to ρ, the barycenter of any P(X̟×X̟) limit of γn has to be equal to ρ.
In this case, let g be l.s.c. and convex (this implies that it is also l.s.c. in the weak P(X̟)
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Finally we show iii). For, let γ be a generic weak P(X̟ × X̟) limit point of γn =
(I,ρn)#µn. Since ρn → ρ weakly as in Definition 1.5.3, we have just seen in point ii) that









Choosing g(·) = | · |p in (1.5.10), by (1.5.11) we see that the Jensen inequality in (1.5.10)
is in fact an equality. Since for strictly convex functions like the p-power, p > 1, this
happens only for Dirac masses, we get γx1 = δρ(x1) for µ-a.e. x1 ∈ X, that is, γ = (I,ρ)#µ.














and the proof is completed. 
1.6 Elements of geometric measure theory
Hausdorff measures and rectifiable sets
In this section and till the end of the chapter let X = Rn.
We recall that a function f : Ω ⊂ Rn → Rm is Lipschitz if
Lip(f) := sup
{ |f(x) − f(y)|
|x− y| : x, y ∈ Ω, x 6= y
}
< +∞.
The quantity Lip(f) is the Lipschitz constant of f . We state the classical differentiability
result (see for instance [33]).
Theorem 1.6.1 (Rademacher) Let f : Ω ⊂ Rn → Rm be a Lipschitz function. Then f
is differentiable at x for Ln − a.e.x ∈ Ω (in the classical sense). The a.e. derivative is a
L∞(Ω,Ln; Rnm) function which coincides with the distributional derivative of f .
Definition 1.6.2 (Hausdorff measures) Let Ω ⊂ Rn and k ∈ [0,+∞). The k-dimensional












k : Ω ∈
⋃
i∈I
Ωi, diam (Ωi) < δ, I countable
}
,
ωk being the volume of the k-dimensional unit ball.
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Definition 1.6.3 (Rectifiable sets) An Hk-measurable set Ω ⊂ Rn is said to be Hk-












See [3, 34, 35] for other equivalent notions of rectifiability, and as general geometric measure
theory references.
Let us introduce the notation for the restriction of measures: if Ω is µ-measurable then
µxΩ is defined by µxΩ(A) = ν(Ω ∩ A) for any µ-measurable set A.
Next we give the definition of tangent space for rectifiable sets.
Definition 1.6.4 (Approximate tangent space) Let Ω ⊂ Rn be an Hk-rectifiable set.
Let k ≤ n. We say that a k-plane P is the approximate tangent space Tank(Ω, x0) of Ω at
x0 if
HkxΩx0, r ⇀ HkxP
as r → 0, where Ωx0, r is the rescaled set 1r (Ω − x0).
Tangential derivative to curves and manifolds
Let M be an Hk-rectifiable set, k ≤ n. Let φ : Rn → R be a C1 function. Let x ∈ M be
a point where the approximate tangent space exists and let h be a vector in Tank(M,x).
The directional derivative of f at x is defined by
∇hf(x) := 〈∇φ(x), h〉.





where {τj}j∈{1,...,k} is an orthonormal basis of Tank(M,x). Hence ∇Mφ is just the or-






Here φj is the j-th component of φ and {ej}j∈{1,...,m} is an orthonormal basis for Rm.
Notice that the above derivatives are defined with respect to the usual tangent space
TxM when M is a C
1 k-manifold.
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Definition 1.6.5 (Tangential divergence) Let M be as above and φ ∈ C1(Rn; Rm).




〈∇Mφj(x), ej〉, x ∈M. (1.6.1)
For the next result we refer to [3, Theorem 7.31].
Theorem 1.6.6 Let M be an Hk-rectifiable manifold in Rn. Let Ω be an open set con-
taining M and let ξ ∈ C1c (Ω; Rn). Let φε be a one parameter group of diffeomorphism on









div Mξ dHM . (1.6.2)
Definition 1.6.7 (Distributional vector curvature) The distributional curvature HM
of an Hk-rectifiable manifold M in Rn is the vector defined by
∫
M
〈ξ,HM〉 dHk = −
∫
M
div Mξ dHk ∀ξ ∈ C1c (Rn; Rn).
In the case of a smooth manifold, HM is a normal vector, directed towards the center
of curvature, with modulus equal to the standard mean curvature. It can be defined at
x ∈ M by −(div Mn(x))n(x), where n is any C1 normal vector field. In the case of an
H1-rectifiable set, HM is given by δAτ at any endpoint A, where τ is the tangent vector in
A (pointing to the side of the curve itself). Similarly in correspondence of corner points.
For the details on this subject, we refer to [17, 37].
Chapter 2
Optimal transportation
2.1 Formulation of the problem and well-posedness
issues
Let µ ∈ P(X), ν ∈ P(Y ). Let c : X × Y → [0,+∞] be a Borel cost function. Given a
map t : X → Y transporting µ to ν, the corresponding transport cost is defined as
∫
X
c(x, t(x)) dµ(x), (2.1.1)
so it is an average of the costs for transporting the point x to the point t(x). Monge’s
optimal transportation problem asks to find the map which minimizes the transport cost,




c(x, t(x)) dµ(x) : t#µ = ν
}
. (2.1.2)
A relaxed formulation, involving transport plans rather than maps, is given by the




c(x, y) dγ(x, y) : γ ∈ Γ(µ, ν)
}
. (2.1.3)
First of all, notice that, as soon as the cost function c is l.s.c., the direct method immediately
gives a solution to (2.1.3), since Γ(µ, ν) is nonempty and compact in P(X ×Y ), as shown
in Lemma 1.2.1. If γ is solution to (2.1.3), we say that it is an optimal transport plan, or
that γ ∈ Γ0(µ, ν), where
Γ0(µ, ν) :=
{
γ ∈ Γ(µ, ν) : ∀γ̃ ∈ Γ(µ, ν),
∫
X×Y
c(x, y) dγ(x, y) ≤
∫
X×Y




On the other hand, problem (2.1.2) may be ill posed. In fact, if for example µ is a Dirac
mass and ν is not, there exists no transport map between µ and ν. One of the most
20
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important questions is to know when an optimal transport plan is induced by a map, so
that such map solves Monge’s problem.
Next we introduce some concepts which will be needed to answer the question. From
now on, c will always be a proper l.s.c. cost function.
Definition 2.1.1 (c-transform) Let f : X → R∪{−∞,+∞}, g : Y → R∪{−∞,+∞}.
The c-transforms of f and g are defined (with the convention +∞− (+∞) = +∞) by
f c(y) := inf
x∈X
c(x, y) − f(x), y ∈ Y,
gc(x) := inf
y∈Y
c(x, y) − g(y), x ∈ X.
(2.1.5)
Definition 2.1.2 (c-concavity) A function f : X → R ∪ {−∞,+∞} is c-concave if it
is the c-transform of some function g : Y → R ∪ {−∞,+∞}. On the other hand, a
function g : Y → R ∪ {−∞,+∞} is c-concave if it is the c-transform of some function
f : X → R ∪ {−∞,+∞}.
Definition 2.1.3 (c-monotonicity) Let Ξ ⊂ X × Y . Ξ is said to be c-monotone if, for







The following two results constitute the main characterization of solutions to (2.1.3).











Definition 2.1.5 (Kantorovich potential) A Borel function φ ∈ L1(X,µ) is said to be
a maximal Kantorovich potential if the couple (φ, φc) is a maximizing pair for (2.1.7).
Theorem 2.1.6 (Optimality conditions) About the dual problem just introduced, we
have the following propositions:
i) If γ ∈ Γ0(µ, ν) and
∫
X×Y c(x, y) dγ(x, y) < +∞, then γ is concentrated on a c-
monotone Borel set in X × Y (and supp γ is c-monotone if c is continuous).
ii) Suppose that c 6= +∞, that
µ
({
x ∈ X :
∫
Y




y ∈ Y :
∫
X




and that γ ∈ Γ(µ, ν) is concentrated on a c-monotone Borel set in X×Y . Then there
exists a maximal Kantorovich potential ϕ, and it is c-concave. Moreover γ is optimal
and
∫
X×Y c(x, y) dγ(x, y) < +∞.
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iii) Under the assumptions of ii), if the supremum in (2.1.3) is finite, then
ϕ(x) + ϕc(y) = c(x, y) γ-a.e. in X × Y . (2.1.9)
iv) Under the assumptions of ii), if ϕ is a Borel potential in L1(X,µ) satisfying (2.1.9),
then γ ∈ Γ0(µ, ν).
Although the results we are going to present hold in more general settings, here and
in the sequel, in view of the applications of the next chapters, we will assume that X is a
separable Hilbert space and we will work with the p-cost function c(x, y) = |x− y|p. For a
complete discussion, and for the proofs of Theorem 2.1.4 and Theorem 2.1.6, we refer to
[4, 61, 71, 72].
The next result is crucial, since it gives sufficient conditions for the existence of optimal
transport maps.
Theorem 2.1.7 (Existence of the optimal transport map) Let µ ∈ Pr(X), ν ∈
P(X). Then problem (2.1.3) possesses a unique solution γ ∈ Γ(µ, ν), and there exists
a Borel map t ∈ Lp(X,µ;X) such that
γ = (I, t)#µ.
If moreover supp ν is bounded, there exists a locally Lipschitz, c-concave maximal Kan-
torovich potential ϕ, with Gateaux differential ∇ϕ, such that
t(x) = x− p1−q|∇ϕ(x)|q−2∇ϕ(x) for µ-a.e. x ∈ X,
where q = p/(p− 1).
Proof. Let γ ∈ Γ0(µ, ν). Let us begin with the case of bounded supp ν. The strategy is
the following: first one makes use of the optimality conditions given by Theorem 2.1.6 to
find a locally Lipschitz maximal Kantorovich potential. Second, one has to differentiate
it, and so some Rademacher like result has to be invoked to guarantee existence of the
derivative outside of sets where µ is null. This way one will show that γ is concentrated
on a graph.
Fix a maximal Kantorovich potential φ, which exists thanks to Theorem 2.1.6. Let
ϕ(x) := inf{c(x, y) − φc(y) : y ∈ supp ν},
so that ϕ is Lipschitz on bounded subsets of X, and since φ is a maximal Kantorovich
potential, the infimum is achieved and ϕ = φ µ-a.e. in X. Let
ψ(y) :=
{
φc(y) if y ∈ supp ν,
−∞ otherwise,
and notice that ϕ is the c-transform of ψ, hence ϕc = (ψc)c ≥ ψ = φc on supp ν. This
shows that ϕ is itself a maximal Kantorovich potential. So, for µ-a.e. x ∈ X, there exists
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y such that ϕ(x) + ϕc(y) = |x − y|p. Since ϕ is locally Lipschitz, an extended version
of Rademacher theorem (see [12, Theorem 5.11.1]) shows that it is Gateaux differentiable
outside a Gaussian null set (by regularity of µ, outside a µ-negligible set). The function
z 7→ |z−y|p−ϕ(z) attains its minimum for z = x (because ϕ(x)+ϕc(y) = |x−y|p γ-a.e. in
X×Y as ϕ is a maximal Kantorovich potential). We can Gateaux differentiate it obtaining
∇(|z − y|p − ϕ(z)) = p|z − y|p−2(z − y) −∇ϕ(z).
The Gateaux differential is zero at the minimum, so that
p|x− y|p−2(x− y) = ∇ϕ(x).
Inverting this relation we find
y = x− p1−q|∇ϕ(x)|q−2∇ϕ(x), q := p
p− 1 .
Hence y is uniquely determined by x, for µ-a.e. x ∈ X, but ϕ(x) + ϕc(y) = |x− y|p γ-a.e.
in X × Y , so that γ is concentrated on a graph.
If supp ν is unbounded, let γn = γxBn(0), n ∈ N. Notice that π1#γn is regular and that
π2#γn is bounded. Since supp γ is | · |p-monotone (see statement i) in Theorem 2.1.6), the
same is true for supp γn, therefore γn is optimal itself. So, we can apply the previous part





#γm) if n < m, yielding ρn(x) = ρm(x) for π
1
#γn-a.e. x ∈ X if n < m. So the
definition ρ := ρn µn-a.e., for any n, is consistent. We find
γ ↼ γn = (I,ρ)#(π
1
#γn) ⇀ (I,ρ)#µ,
so γ is induced by ρ.
In order to show uniqueness of the map, suppose by contradiction that ρ1, ρ2 are
distinct optimal maps. Then (I,ρ1)#µ is an optimal plan, which can be disintegrated with
respect to its first marginal µ, so that it has the form
∫
X
δρ1(x) dµ(x), where δρ1(x) is the






is itself optimal, but not concentrated on a graph, since the union of the graphs of ρ1 and
ρ2 is of course no more a graph. We have found an optimal plan not induced by a map, a
contradiction. 
In order to prove an injectivity result for the optimal transport map, we need the
following
Definition 2.1.8 (Inverse plan) We denote by ς : X × Y → Y × X the map which
inverts the components, so ς(x, y) = (y, x). Let γ ∈ P(X×Y ). We define by γ−1 := ς#γ ∈
P(Y ×X) the inverse plan of γ, that is, for any Borel bounded function f : Y ×X → R,
∫
Y ×X
f(y, x) dγ−1(y, x) =
∫
X×Y
f(y, x) dγ(x, y).
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Lemma 2.1.9 Let µ, ν ∈ Prp(X). Then the unique solution to problem (2.1.3) is induced
by a µ-essentially injective optimal transport map t between µ and ν (that is, there exists
a µ-negligible set N ⊂ X such that t is injective when restricted to X\N).
Proof. The existence of a unique optimal transport plan γ solving (2.1.3), and induced by
a transport map t : X → X, is a consequence of Theorem 2.1.7. On the other hand, the
inverse plan γ−1 (defined in (2.1.8)) belongs to Γ0(ν, µ), since the cost function is symmetric.
As ν is regular, invoking again Theorem 2.1.7, we deduce that γ−1 is the unique element
of Γ0(ν, µ), and it is induced by a map s : X → X. We get (I, t)#µ = ((I, s)#ν)−1, hence
s ◦ t = I µ-a.e. in X.

2.2 The Wasserstein distance
Definition and basic results
Let X be a separable metric Radon space with distance d. The Wasserstein distance
between µ, ν ∈ Pp(X) is defined as the Kantorovich optimal transport cost from µ to ν,
that is
W pp (µ, ν) = inf
{∫
X×X
dp(x1, x2) dγ(x1, x2) : γ ∈ Γ(µ, ν)
}
. (2.2.1)
It is also called the optimal transportation distance. It is easily seen that Wp is symmetric
and vanishes only when its arguments coincide. In order to verify the triangle inequality,
we need the following
Lemma 2.2.1 (Dudley’s lemma) Let X1, X2, X3 be separable metric Radon spaces. Let
γ12 ∈ P(X1 ×X2) and γ13 ∈ P(X1 ×X3) be two transport plans with same first marginal
µ1. Then there exists γ ∈ P(X1 ×X2 ×X3) such that
π1,2# γ = γ
12, π1,3# γ = γ
13. (2.2.2)




(2.2.2) is equivalent to
γx1 ∈ Γ(γ12x1 , γ13x1) ⊂ P(X2 ×X3) for µ1-a.e. x1 ∈ X1.
Proof. Consider the family of product measures γ12x1 × γ13x1 ∈ P(X2 ×X3). It is clear that,
defining γ as ∫
X1













hence the thesis is achieved. 
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Remark 2.2.2 (Composition of plans) Let γ12 ∈ P(X1 ×X2) and γ23 ∈ P(X2 ×X3)
be such that π2#γ
12 = π1#γ
23 = µ2. Let γ12x2 and γ
23
x2
be their disintegration with respect to




γ12x2 × γ23x2 dµ2(x2)
satisfies π1,2# γ = γ
12 and π2,3# γ = γ
23. We define the composed plan γ23◦γ12 ∈ P(X1×X3)
as
γ23 ◦ γ12 := π1,3# γ. (2.2.3)















Notice that this definition is consistent with the one of inverse plan (see Definition 2.1.8),
because if X3 ≡ X1 and π1#γ12 = π2#γ23 = µ1 we immediately get γ23 ◦ γ12 = (I, I)#µ1.
Lemma 2.2.3 The application (µ, ν) ∈ X × X 7→ Wp(µ, ν) ∈ [0,+∞) is a distance on
Pp(X).
Proof. We show the triangle inequality in the following way. Let µ1, µ2, µ3 ∈ Pp(X),
let γ12 ∈ Γ0(µ1, µ2) and γ23 ∈ Γ0(µ2, µ3). By Lemma 2.2.1 there exists a transport plan
γ ∈ P(X×X×X) such that π1,2# γ = γ12 and π2,3# γ = γ23 and π1,3# γ ∈ Γ(µ1, µ3). In order
to give more clarity when dealing with three-plans, we let X1, X2, X3 be three copies of X,
and we think to µ1, µ2, µ3 as probability measures on P(X1),P(X2),P(X3) respectively.

























# γ(x1, x3) =
∫
X1×X2×X3
dp(x1, x3) dγ(x1, x2, x3).
Hence
Wp(µ
1, µ2) = dLp(X1×X2×X3,γ ; X)(x1, x2),
Wp(µ
2, µ3) = dLp(X1×X2×X3,γ ; X)(x2, x3),
Wp(µ
1, µ3) ≤ dLp(X1×X2×X3,γ ; X)(x1, x3),
and the thesis follow applying the triangle inequality of the Lp(X1×X2×X3,γ;X) distance.

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Remark 2.2.4 Let x̄ ∈ X. Notice that Γ(µ, δx̄) is a singleton for any µ ∈ Pp(X). Indeed,
its only element is (I, x̄)#µ. Hence, if µ, ν ∈ Pp(X), there holds
Wp(µ, ν) ≤ Wp(µ, δx̄) +Wp(ν, δx̄) =
(∫
X×X





dp(x1, x2) d(I, x̄)#ν(x1, x2)
)1/p
= dLp(X,µ;X)(x, x̄) + dLp(X,ν;X)(x, x̄)
and the last quantity is finite since µ, ν ∈ Pp(X). Hence Wp 6= +∞. Endowing Pp(X)
with the Wp distance, we have that a set in Ξ ⊂ Pp(X) is bounded if and only if, for some
x̄ ∈ X, there exists R > 0 such that
∫
X
dp(x̄, x) dµ(x) ≤ R for any µ ∈ Ξ, that is, if and
only if the p-moment is uniformly bounded in Ξ.
A first estimate on the Wasserstein distance is given by the following
Proposition 2.2.5 Let ν ∈ P(Y ), let r, s : Y → X be ν-measurable maps. Then
Wp(r#ν, s#ν) ≤ dLp(Y, ν;X)(r, s). (2.2.4)
Proof. Notice that (r, s)#ν ∈ Γ(r#ν, s#ν), hence
W pp (r#ν, s#ν) ≤
∫
X×X
dpX(x, y) d((r, s)#ν)(x, y) =
∫
Y
dpX(r(ζ) − s(ζ)) dν(ζ),
which is the desired inequality. 
Next we consider a convergence result of optimal transport plans.
Lemma 2.2.6 Let (µn), (νn) ⊂ Pp(X) be weakly converging to µ and ν respectively. Let
γn ∈ Γ0(µn, νn), n ∈ N, be such that
∫
X×X d
p(x1, x2) dγn is bounded with respect to n. Then
the sequence (γn) is weakly relatively compact in P(X × X) and if γ is one of its weak
limit points, then γ ∈ Γ0(µ, ν). Moreover
Wp(µ, ν) ≤ lim inf
n→∞
Wp(µn, νn). (2.2.5)
Proof. The relative compactness of the sequence follows from the tightness Proposition
1.2.2. Since (x1, x2) 7→ d(x1, x2) is bounded below, we apply (1.1.2), with f = d, on X×X
to obtain (2.2.5). By optimality and continuity of the cost, supp γn is d
p(·, ·)-monotone for
every n, and so is supp γ applying Proposition 1.1.6. 
The following result shows the relation between the convergence induced by Wp and
the notions of convergence already introduced in the space of probability measures.
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Lemma 2.2.7 (Wp metrizes the convergence with moments in Pp(X)) Let (µn) be
a sequence in Pp(X). Let µ ∈ Pp(X). Then Wp(µn, µ) → 0 if and only if µn → µ in
Pp(X).
Proof. We limit ourselves to the complete case, which allows to apply a simpler argument.
For the general case, see [4, Lemma 7.1.5]. Let Wp(µn, µ) → 0. Assume that X is complete.
Then, so is Pp(X) endowed with the p-Wasserstein distance (see [71, Lemma 6.12]) hence
µn ⇀ µ. Let γn ∈ Γ0(µn, µ). Consider the elementary inequality dp(x, z) ≤ Cεdp(x, y) +
(1 + ε)dp(z, y), valid for any x, y, z ∈ X, where Cε is a suitable constant. Integrating we
get ∫
X
dp(x, z) dµn(x) ≤ Cε
∫
X×X













This shows that (µn) has uniformly integrable p-moments, then we conclude by Proposition
1.1.4.
Conversely, let µn → µ in Pp(X). Since weakly converging sequences are tight, letting
γn ∈ Γ0(µn, µ), the sequence (γn) is tight too, thanks to Proposition 1.2.1. We extract,
without relabeling it, a subsequence weakly converging to γ ∈ P(X × X). By Lemma
2.2.6, γ ∈ Γ0(µ, µ), so that γ = (I, I)#µ. Now let z ∈ X and R > 0. Notice that {(x, y) :
d(x, y) ≥ R} ⊂ {(x, y) : d(x, z) ≥ d(x, y)/2 ≥ R/2} ∪ {(x, y) : d(y, z) ≥ d(x, y)/2 ≥ R/2}.
We have
W pp (µn, µ) =
∫
X×X
dp(x, y) dγn(x, y) =
∫
X×X
















Since d(x, y) ∧ R is continuous, bounded, null on the diagonal x = y, passing to the limit
in n we see that the first term in the right hand side goes to zero. Hence
lim sup
n→∞










Taking the limit as R → +∞, since (µn) has uniformly integrable p-moments, we get the
thesis. 
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Now we are able to show a convergence result, taking advantage of Lemma 2.2.7.






|x|2 dµ(x). Then µn
weakly converge to µ also in P(X).
Proof. By hypothesis, the sequence (µn) has uniformly integrable 2-moments (with respect














|x|2 dµn(x) = 0,
so that (µn) has uniformly integrable 2-moments also with respect to the distance induced









We conclude that µn converges to µ with 2-moments in P(X̟) (so, this is the convergence
with moments, but with a different underlying structure on X). Now let γn ∈ Γ(µn, µ),
and let each γn be optimal in P2(X̟) (that is, minimizing
∫
X×X ‖x− y‖2̟ dγ̃n among all
γ̃n ∈ Γ(µ, µn)), so that Lemma 2.2.7 (which works also in non complete sapces) yields
γn → (I, I)#µ in P(X̟ ×X̟). The convergence is in fact in P(X ×X̟), since the first
marginal of γn is µ, so it does not depend on n. For the same reason, (π
1
#γn) has uniformly
integrable 2-moments, and thanks to the hypothesis of convergence of moments of µn, we





〈x1, x2〉 dγn(x1, x2) =
∫
X×X




Now consider the elementary equality
|x1 − x2|2 = |x2|2 − |x1|2 − 2〈x1, x2 − x1〉 ∀x1, x2 ∈ X.
Let us integrate it with respect to γn. We obtain
∫
X×X

















|x1|2 dγn(x1, x2) − 2
∫
X×X
〈x1, x2〉 dγn(x1, x2).
The left hand side is the squared Wasserstein distance, and the second one, making use
of (2.2.6), tends to 0. We get W2(µn, µ) → 0 as n → ∞. Now, Lemma 2.2.7 allows to
conclude. 
2.2. THE WASSERSTEIN DISTANCE 29
An important consequence of this result is the next strengthening of Lemma 1.5.4.
Lemma 2.2.9 Let µn → µ in P2(X). If ρn strongly converge to ρ ∈ L2(X,µ;X) in the
sense of Definition 1.5.3, then
(I,ρn)#µn ⇀ (I,ρ)#µ (2.2.7)









for every continuous function f : X ×X → R with at most 2-growth, that is
|f(x, y)| ≤ A+B(‖x‖2 + ‖y‖2) ∀(x, y) ∈ X ×X (2.2.9)










for some strictly convex function g : X → R with at least 2-growth at infinity.
Proof. In the hypotheses of Lemma 1.5.4, point iii), we proved that ρn#µn ⇀ ρ#µ in
P(X̟) and (I,ρn)#µn ⇀ (I,ρ)#µ in P(X̟ × X̟). But the second marginals of these
plans are strongly converging, that is, they satisfy (1.5.6) with p = 2, hence we can invoke
Lemma 2.2.8 and infer that actually the weak convergence is in P(X̟ ×X). So, here we
conclude that (I,ρn)#µn ⇀ (I,ρ)#µ in P2(X ×X), and (2.2.8) readily follows. The last
statement is proved as point iii) of Lemma 1.5.4. In fact, it is enough to substitute the
p-power therein with a generic strictly convex function with the required growth. 
Wasserstein geodesics
Let X be a separable Hilbert space. We define constant speed geodesics in Pp(X) with
respect to Wp (or Wasserstein geodesics).
Definition 2.2.10 (Constant speed geodesic) We say that a curve t ∈ [0, 1] 7→ µt ∈
Pp(X) is a constant speed geodesic connecting µ0 and µ1 if for any s, t such that 0 ≤ s ≤
t ≤ 1 there holds
Wp(µs, µt) = (t− s)Wp(µ0, µ1). (2.2.11)
In the next theorem we are showing that a constant speed geodesic between µ0 and µ1 can
be characterized as a convex interpolation of the marginals of some optimal transport plan
γ ∈ Γ(µ0, µ1).
In the sequel we make use of the following notation, for t ∈ [0, 1]:
π1, 1→2t := (1 − t)π1, 1 + tπ1, ,2, π1→2, 2t := (1 − t)π1, 2 + tπ2, 2.
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Theorem 2.2.11 (Geodesical interpolation) Let p > 1. The following properties hold:
i) Let t ∈ [0, 1] 7→ µt ∈ Pp(X) be a constant speed geodesic. If 0 < t < 1, then
there exists a unique optimal transport plan β1t between µt and µ1, and such plan is
induced by a map t1t . On the other hand, there exists a unique optimal transport plan
βt0 between µ0 and µt, and its inverse is induced by a map t
0











ii) A curve t ∈ [0, 1] 7→ µt ∈ Pp(X) is a constant speed geodeisc connecting µ1 and µ2
if and only if it can be written as
t 7→
(




for some γ ∈ Γ0(µ1, µ2).
Proof. i) Fix t ∈ (0, 1) and let γ ∈ Γ0(µ0, µt), γ′ ∈ Γ0(µt, µ1). Since we are going to
deal with plans composition, we let X1, X2, X3 be copies of the space X and we consider
µ0 ∈ P(X1), µt ∈ P(X2), µ1 ∈ P(X3). Let us disintegrate γ and γ′ with respect to
the common marginal µt, so that we obtain two families of Borel measure valued maps









As in Remark 2.2.2, we define the measure λ :=
∫
X2
γx2 × γ′x2 dµt(x2), which satisfies
π1,2# λ = γ, π
2,3
# λ = γ
′.
Hence, π1,3# λ is the composition γ
′ ◦ γ ∈ Γ(µ0, µ1). Let us show that γ′ ◦ γ is optimal. For,
consider that t 7→ µt is a geodesic, so by (2.2.11) we have
Wp(µ0, µ1) = Wp(µ0, µt) +Wp(µt, µ1),





























|x2 − x3|p dλ
)1/p
.
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|x1 − x3|p dγ′ ◦ γ(x1, x3)
)1/p
.
This shows that γ′◦γ is indeed optimal between µ0 and µ1. Moreover, the triangle inequality
above is an equality, and since the Lp norm is strictly convex, this implies that the three
vectors involved are parallel, that is, there exists α > 0 such that x2 − x1 = α(x3 − x1)
for λ-a.e. (x1, x2, x3) ∈ X1 ×X2 ×X3. Since Wp(µ0, µt) = tWp(µ0, µ1), we see that α = t.
We integrate such λ-a.e. equality on X1 w.r.t. γx2 and, letting z(x2) be its barycenter (see
Definition 1.4.8), we find x2 − z(x2) = t(x3 − z(x2)) for γ′-a.e. (x2, x3) ∈ X2 × X3. This
means that x3 is uniquely determined by x2, for µt-a.e. x2 ∈ X2, and so γ′ is concentrated
on a graph and induced by a map. γ′ is unique because once γ is fixed, z is fixed too.
Then, γ′ corresponds to the unique optimal plan βt1 given in the statement of the theorem.
The uniqueness of the plan in Γ0(µ0, µt), and the fact that its inverse is induced by a
map, is obtained with the same argument, starting from µ1 and going to µ0. The relations
(2.2.2) are readily seen to follow.
ii) Let the curve t ∈ [0, 1] 7→ µt ∈ Pp(X) enjoy the representation (2.2.13). By (2.2.4) we
have, for 0 ≤ s ≤ t ≤ 1,
Wp(µt, µs) ≤ (t− s)Wp(µ0, µ1).
By the triangle inequality, it is readily seen that this has to be an equality for any s, t.
On the other hand, let r ∈ [0, 1] 7→ µr ∈ Pp(X) be a constant speed geodesic. Fix
t ∈ (0, 1) and let βt0, β1t be the unique optimal plans of point i) and let β = β1t ◦ βt0. Now
s ∈ [0, 1] 7→ µts is a constant speed geodesic between µ0 and µt, and since βt0 is the unique
element of Γ0(µ0, µt), by the converse implication we see that µts = ((1 − s)π1 + sπ2)#βt0.
But
((1 − s)π1 + sπ2)#βt0 =
(
((1 − s)π1 + sπ2) ◦ π1, 1→2t
)
#
β = ((1 − ts)π1 + tsπ2)#β.
We have the desired representation of µr for r varying from 0 to t, and we get to 1 inverting
µ0 with µ1 and repeating the same argument. 
2.3 The continuity equation in (P2(X),W2)
In this section we discuss a first instance through which a relation with PDEs arises.
Absolutely continuous curves in Pp(X) are in fact strictly connected with the continuity
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equation, as we shall see.
We begin giving the basic definitions.
Definition 2.3.1 Let t ∈ [a, b] 7→ µt ∈ Pp(X) be a curve. We say that it is absolutely
continuous, and write µt ∈ AC([a, b]; Pp(X)), if
Wp(µt1 , µt2) ≤
∫ t2
t1
U(t) dt ∀a < t1 ≤ t2 < b, (2.3.1)
for some U ∈ L1((a, b)). If moreover there is some U ∈ Lp((a, b)), p > 1, such that (2.3.1)
holds, then we say that µt ∈ ACp([a, b]; Pp(X)).
Definition 2.3.2 Let t ∈ [a, b] 7→ µt ∈ Pp(X) be a curve. Its metric derivative at the




|s− t| , (2.3.2)
if the limit exists.
The metric derivative plays the role of the modulus of the standard derivative of the
fundamental theorem of calculus. Indeed, it can be shown that, if µt ∈ ACp([a, b]; Pp(X)),
then the limit in (2.3.2) exists L1-a.e. in (a, b) and metric the derivative |µ′|t so defined
belongs to Lp((a, b)) and satisfies (2.3.1). Moreover, if U ∈ Lp((a, b)) satisfies (2.3.1) then
|µ′|t ≤ U(t) L1-a.e. in (a, b) (see for instance [9]).
We are going to show that each absolutely continuous curve µt ∈ AC([a, b]; P2(X))
satisfies the continuity equation
∂tµt + div (vtµt) = 0, (2.3.3)
for some vector field vt(x) : (a, b) ×X → X such that the map x ∈ X 7→ vt(x) belongs to
L2(X,µt;X) for L1-a.e. t ∈ (a, b). Here, equation (2.3.3) has to be intended in the sense of






(∂tϕ(x, t) + 〈vt(x),∇xϕ(x, t)〉) dµt(x) dt = 0 ∀ϕ ∈ Cyl((a, b) ×X). (2.3.4)
In particular, among all the vector fields vt which, coupled to the curve µt, satisfy
(2.3.3), the minimal L2(X,µt;X) norm is given by |µ′|t. Moreover, vt has minimal norm if
vt ∈ {∇ϕ : ϕ ∈ Cyl(X)}
L2(X,µt;X)
.
This set can also be seen as the tangent space to P2(X) at µ (see Remark 2.3.4 below).
For a complete discussion about the geometrical properties of P2(X), see [39].
Now we state and prove the result, letting for simplicity (a, b) = (0, 1).
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Theorem 2.3.3 (Continuity equation) Let µt ∈ AC([0, 1]; P2(X)) be an absolutely
continuous curve with metric derivative |µ′|t. Then there exists a Borel vector field v :
(x, t) 7→ vt(x) such that, for L1-a.e. t ∈ (0, 1), vt ∈ L2(X,µt;X) and
‖vt‖L2(X,µt;X) ≤ |µ′|t, (2.3.5)
and such that (2.3.3) holds.





|∇ϕ(x)| if x = y,
|ϕ(x) − ϕ(y)|




















Notice that, as h ↓ 0, γt+h, t converges weakly in P(X ×X) to (I, I)#µt. In fact, t 7→ µt is
continuous in P2(X), so that the marginals of γt+h, t are both weakly converging to µt and
we can invoke Lemma 2.2.7. Suppose now that t is a point where the metric derivative of














Now define the space time measure µ =
∫
X
µt dt ∈ P(X × [0, 1]). So µt is the family of
measures which disintegrates µ with respect to its second marginal L1x(0, 1). Let (x, t) 7→
ζ(x, t) ∈ Cyl(X × [0, 1]). Disintegrating µ, (2.3.7) yields (with Fatou’s lemma and thanks
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∂tζ(x, t) dµ(x, t). (2.3.8)
We just proved that the operator L, defined on Ω, is bounded with respect to the L2(X ×
[0, 1], µ;X) norm, so that we can extend it uniquely to a bounded functional on Ω, the




〈v(x, t),∇xζ(x, t)〉 dµ(x, t) ∀ζ ∈ Cyl(X × [0, 1]). (2.3.9)
The element v is just the velocity for the continuity equation. In fact, let vt := v(x, t),
and combining (2.3.8) and (2.3.9) we get (2.3.4). In order to show the metric derivative
inequality (2.3.5), we introduce a cutoff function η ∈ C∞c (I), where I is an interval con-
tained in [0, 1], such that 0 ≤ η ≤ 1. We also introduce a sequence (∇xζn) ⊂ Ω converging
to v in L2(X × [0, 1], µ;X). We have
∫
X×[0,1]

























|v(x, t)|2 dµ(x, t)
)1/2
.








and (2.3.5) follows. 
Remark 2.3.4 (Tangent vector) Let µt be an absolutely continuous curve and vt be
a vector field such that the continuity equation with the couple (µt,vt) holds. Then vt
satisfies (2.3.5) if and only if
vt ∈ {∇ϕ : ϕ ∈ Cyl(X)}
L2(X,µt;X)
for L1-a.e. t ∈ (0, 1). (2.3.10)
In fact, if this condition holds together with the continuity equation, then vt is unique, as
the continuity equation is linear in vt and the L
2 norm is strictly convex. On the other
hand, the vector field satisfying (2.3.4) and (2.3.5), explicitly exhibited in the proof of
Theorem 2.3.3, does satisfy (2.3.10) by construction. We express condition (2.3.10) by
saying that
vt ∈ TanµtP2(X).
For a discussion about the tangent bundle of P2(X), we refer to [4, Chapter 8] and to
[39, 40, 58].
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We also have the following useful formula for computing the derivative of W2 along an
absolutely continuous curve (for the proof we refer to [4, Theorem 8.4.7]).
Lemma 2.3.5 Let t ∈ [0, 1] 7→ µt ∈ P2(X) be an absolutely continuous curve, with
tangent vector vt. Let ν ∈ P2(X). Then there holds
d
dt
W 22 (µt, ν) = 2
∫
X×X
〈x1 − x2,vt(x1)〉 dγt ∀γt ∈ Γ0(µt, ν), (2.3.11)
for L1-a.e. t ∈ (0, 1).
2.4 Transport network problems
In this section we briefly describe a family of minimization problems whose formulation is
strictly related to optimal transport. Here, let X be an Euclidean space, and let Ω ⊂ X
be an open bounded set.
The optimal transport problem, in its basic form (2.1.2) or the generalized one (2.1.3),
requires to find the best way to transport a given amount of material to a given site. The
source and the target are represented by two finite measures µ, ν with the same total mass.
An urban planning problem can be formulated in a very similar way (see for instance
[20] or [22]). We are given again two measures µ, ν, the first representing the population
density in a region Ω, the second indicating the density of workplaces to be reached. We
consider a Borel set Σ ⊂ Ω of finite H1 measure, representing an urban transport network,





dΣ(x, y) dγ(x, y), (2.4.1)
with γ ∈ Γ(µ, ν). The distance dΣ accounts for the cost for citizens to move from x to
y. In order to allow them optimize their cost by choosing to move on the network Σ, or
without it (say on foot), we can define
dΣ(x, y) = f(H1(Λ\Σ)) + g(H1(Λ ∩ Σ)).
Citizens will move along curves Λ connecting x to y, f and g are functions accounting for
the different cost of the part of Λ on Σ and out of Σ. Let us assume that citizens prefer
not to move by own means, so that the cost for traveling by the network is negligible. Let
also consider the cost as proportional to the covered distances. In this case, the simplest
choice is
dΣ(x, y) = min{d(x, y), dist (x,Σ) + dist (y,Σ)},
where d stands for the geodesic distance in Ω and dist (x,Σ) := inf{d(x, z) : z ∈ Σ}. Hence,
given a network Σ, the citizen will try to optimize his cost by choosing a transport plan γ
which is optimal with respect to dΣ.
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From the point of view of the planner, the aim will be to minimize the cost IΣ among
the closed connected sets Σ. A constraint on the cost of construction of the network has
to be considered. For instance we can suppose that it is proportional to its length so that
the problem will be
min{IΣ + λH1(Σ) : Σ closed connected subset of Ω},
where λ > 0.
Next we consider a particular instance of this problem. Let µ, ν be probabilities for
simplicity. Suppose that the goal is simply to transport the source to Σ. In thi case ν is
not fixed, but optimally chosen among probability measures with support in Σ. In this









dist (x,Σ) dµ(x) + λH1(Σ) : Σ closed connected subset of Ω
}
.
We notice that the problem can be equivalently formulated in terms of Wasserstein distance
as
min{W1(µ, ν) + λH1(Σ) : supp ν ∈ Σ,Σ closed connected subset of Ω}.
Chapter 3
Minimizing movements and gradient
flows in (P2(X),W2)
3.1 Convexity and subdifferential in (P2(X),W2)
In this section, let X be a separable Hilbert space, and let φ : P2(X) → (−∞,+∞] be a
functional. The domain of φ is defined as
D(φ) := {µ ∈ P2(X) : φ(µ) < +∞} (3.1.1)
and we say that φ is proper if D(φ) 6= ∅. The basic assumptions on φ, which will be
understood to hold during the rest of this chapter, are now presented.
Assumption 3.1.1 φ is proper, l.s.c. (with respect to the convergence with moments) and
bounded from below.
We will need different notions of convexity.
Definition 3.1.2 (λ-convexity along a curve) Let λ ∈ R. The functional φ is said to
be λ-convex along the curve t ∈ [0, 1] 7→ µt ∈ P2(X) if
φ(µt) ≤ (1 − t)φ(µ0) + tφ(µ1) −
1
2
λt(1 − t)W 22 (µ0, µ1). (3.1.2)
Definition 3.1.3 (Geodesical convexity) Let λ ∈ R. We say that φ is λ-geodesically
convex, or convex along (Wasserstein) geodesics, if, for any µ1, µ2 ∈ P2(X), there exists
γ ∈ Γ0(µ1, µ2) such that the inequality
φ
(
((1 − t)π1 + tπ2)#γ
)
≤ (1 − t)φ(µ1) + tφ(µ2) − 1
2
λt(1 − t)W 22 (µ1, µ2) (3.1.3)
holds for any t ∈ [0, 1].
In the case λ = 0, we simply say that φ is geodesically convex (or convex along geodesics).
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Definition 3.1.4 (Strong geodesical convexity) We say that φ : P2(X) → [0,+∞]
is strongly geodesically convex (or simply strongly convex) if it is convex along geodesics
and for any µ, ν, σ ∈ D(φ) there exists a continuous curve µt : [0, 1] → P2(X), with µ0 = µ
and µ1 = ν, such that
{
W 22 (µt, σ) ≤ (1 − t)W 22 (µ, σ) + tW 22 (ν, σ) − t(1 − t)W 22 (µ, ν)
φ(µt) ≤ (1 − t)φ(µ) + tφ(ν)
∀t ∈ [0, 1]. (3.1.4)
Sometimes it will be important for φ to be convex also along some curve in P2(X) on
which the Wasserstein distance itself behaves like a convex functional. This motivates the
introduction of the strong convexity. In fact, it can be shown with a counterexample that
for any λ ∈ R the application µ2 7→ W2(µ1, µ2), at least if the dimension of X is not 1, is
not λ-geodesically convex (for more details see [4, §7.3])
Now we introduce the notions needed to develop a differential calculus in (P2(X),W2).
Definition 3.1.5 (Metric slope) The metric slope of φ at the point µ is given by





The application µ 7→ |∂φ|(µ) is l.s.c. if φ is λ-geodesically convex, as we shall see later.
In the sequel the following assumption on φ will be made.
Assumption 3.1.6 For each µ ∈ D(|∂φ|) and for each ν ∈ P2(X), there exists a unique
optimal transport plan in Γ(µ, ν), and such plan is induced by a map, which will be denoted
by tνµ.
For example, a condition guaranteeing these facts is D(|∂φ|) ⊂ Pr2(X), as a consequence
of Theorem 2.1.7.
Definition 3.1.7 (Wasserstein subdifferential) Let µ ∈ D(|∂φ|). The Wasserstein
subdifferential ∂φ(µ) of φ at µ is the set of vectors ξ ∈ L2(X,µ;X) such that
φ(ν) − φ(µ) ≥
∫
X
〈ξ, tνµ(x) − x〉 dµ(x) + o(W2(µ, ν)). (3.1.6)
In the case of λ-convex functionals along Wasserstein geodesics, we have the following
Proposition 3.1.8 Let φ be λ-geodesically convex. Then ξ ∈ ∂φ(µ) if and only if
φ(ν) − φ(µ) ≥
∫
X
〈ξ(x), tνµ(x) − x〉 dµ(x) +
1
2
λW 22 (µ, ν) ∀ν ∈ P2(X). (3.1.7)
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Proof. If (3.1.7) holds for some λ ∈ R, then clearly (3.1.6) holds too. On the other hand,
suppose that ξ ∈ ∂φ(µ) and fix ν ∈ P2(X). Let µt be the Wasserstein geodesic connecting
µ to ν, given by µt :=
(
(1 − t)I + ttνµ
)
#
µ (and this is an optimal transport, see Theorem











〈ξ(x), tµtµ (x)− x〉 dµ(x) =
∫
X
〈ξ(x), tνµ(x)− x〉 dµ(x).
On the other hand, in this case the λ-geodesical convexity relation (3.1.3) reads
φ(µt) − φ(µ)
t
≤ φ(ν) − φ(µ) − 1
2
λ(1 − t)W 22 (µ, ν).
Combining the latter two inequalities, we get the thesis. 
3.2 The minimizing movements scheme
The minimizing movements scheme was proposed by De Giorgi (see for instance [31]), in
order to deal with steepest descent curves for functionals defined in generic metric spaces.
The idea of recursively descending along the gradient, with a Euler implicit discretization
scheme, is standard in the Euclidean framework, whereas it can be thought as a way to
define optimal curves in more general contexts. Although the setting could be much wider,
to keep a more coherent exposition we are going to present it in probability spaces.
Let X be a separable Hilbert space, let φ : P2(X) → R be a l.s.c. and bounded from
below functional. Consider a uniform partition of the time interval [0, T ], let τ be the
corresponding step, and fix µ0 ∈ P2(X). Consider the perturbed functional Φτ (·, µ0) :
P2(X) → R, defined as
Φτ (ν, µ
0) := φ(ν) +
1
2τ
W 22 (ν, µ
0). (3.2.1)
The recursive scheme to be exploited is the following: given µ0τ , . . . , µ
k








Here, µ0τ is an approximation of µ
0, that is:
µ0τ → µ0 in P2(X) and φ(µ0τ ) → φ(µ0) as τ ↓ 0. (3.2.3)
If minimizers exist, this procedure will produce a sequence {µkτ}k∈N ⊂ P2(X) (of course not
a unique one in general). Once such a sequence is constructed, we define a corresponding
piecewise constant interpolating curve µ̄t in P2(X) as follows:
µ̄τ (t) :=
{
µ0τ if t = 0,
µkτ if t ∈ ((k − 1)τ, kτ ], k > 0.
(3.2.4)
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Equivalently,
µ̄τ (t) = µ
⌈t/τ⌉
τ ∀t > 0. (3.2.5)
We are ready for the definition of minimizing movement.
Definition 3.2.1 (Minimizing movement) Let τ > 0 and suppose that a sequence
(µkτ ) ⊂ P2(X) solving (3.2.2) exists. Let µ̄t be the corresponding piecewise constant dis-
crete solution (defined by (3.2.4)). We say that a curve t ∈ [0, T ] 7→ µt ∈ P2(X) is a
(generalized) minimizing movement for functional Φ (defined in (3.2.1)), starting from µ0,




0) and µ̄τn(t) → µt in P2(X), ∀t ∈ [0, T ]. (3.2.6)
Within this construction, it is natural to give the following










τ . Also define the corresponding
piecewise constant interpolation
Vτ (t) := V
k
τ for t ∈ ((k − 1)τ, kτ ]. (3.2.8)
With the next lemma we introduce some basic estimates. Consider the function
φτ (µ) := inf
ν∈P2(X)
Φτ (ν, µ). (3.2.9)
It is called the Moreau-Yosida approximation of φ. Being φ a proper functional, φτ (µ) is
finite for any µ ∈ P2(X). First of all, notice that, letting µτ be a minimizer of Φτ (·, µ),
we have
φτ (µ) = φ(µτ ) +
1
2τ
W 22 (µτ , µ) ≤ φ(ν) +
1
2τ
W 22 (ν, µ), ∀ν ∈ P2(X),
and choosing ν = µ we find φτ (µ) ≤ φ(µ) and φ(µτ ) ≤ φ(µ) for any τ > 0, and also
W 22 (µτ , µ)
2τ
≤ φ(µ) − φ(µτ ), (3.2.10)
yielding µτ → µ as τ → 0.
Lemma 3.2.3 There hold:
i) (τ, µ) 7→ φτ (µ) is continuous in (0, T ) × P2(X).
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ii) If µτ is a minimizer for Φτ (·, µ), there holds
|∂φ|(µτ ) ≤ W 22 (µτ , µ)/τ, (3.2.11)
so that D(|∂φ|) is W2-dense in D(φ).
iii) If µτ is a minimizer for Φτ (·, µ), then there exists a vanishing sequence (τn) such that
φ(µτn) → φ(µ) and
|∂φ|2(µ) = lim
n→∞









Proof. For proving i), let τn → τ and µn → µ (with τn distant from zero). Clearly we
can find a sequence (νn) ⊂ D(φ) such that (Φτn(νn, µn) − φτn(µn)) → 0 as n → ∞. Since
φτn(µn) is bounded, so is Φτn(νn, µn) and
lim sup
n→∞
Φτn(νn, µn) = lim sup
n→∞
φτn(µn) ≤ Φτ (ν, µ)
for any ν ∈ P2(X). Taking the infimum w.r.t. ν, by definition of the Moreau-Yosida
function we find lim supn φτn(µn) ≤ φτ (µ). In order to prove the corresponding liminf
inequality, notice that W2(µ, νn) is bounded. In fact, we have seen that Φτn(νn, µn) is
bounded, and since φ is a bounded from below functional and τn is distant from zero, we
argue that W2(µ, νn) is bounded too. Hence
lim inf
n→∞
φτn(µn) = lim inf
n→∞
Φτn(νn, µn) ≥ lim inf
n→∞
(









W 22 (νn, µ) −
1
τn
W2(νn, µ)W2(µn, µ) + φ(νn)
)
≥ φτ (µ).
Concerning ii), suppose that µτ is a minimizer of Φτ (·, µ). It is easily seen that, for any
ν ∈ D(φ),
φ(µτ ) − φ(ν) ≤
1
2τ
W 22 (ν, µ) −
1
2τ
W 22 (µ, µτ ) ≤
1
2τ
W2(ν, µτ ) (W2(ν, µ) +W2(µ, µτ )) ,
and dividing by W2(ν, µτ ) we find
lim sup
ν→µτ










This proves ii). In order to show iii), we start letting |∂φ|(µ) > 0 and 0 < a < |∂φ|(µ).
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Since a < |∂φ|(µ), if W2(µ, ν) is small enough we have a < (φ(µ)−φ(ν))
+
W2(µ,ν)
, hence making use
of the previous identity we have
1
2













































φ(µ) − φτ (µ)
τ
, (3.2.14)
where we passed to computing the limit on the particular sequence µτ , τ → 0, and we









= φ(µ) − φτ (µ),
so that for small ε
1
2






























φ(µ) − φτ (µ)
τ
.
Taking the limit as ε → 0, we get 1
2
|∂φ|2(µ) ≤ lim supτ→0(φ(µ) − φ(µτ ))/τ , and by virtue
of (3.2.14) we see that such inequality is in fact an equality. Therefore, passing to a suitable
vanishing subsequence τn, and then taking advantage once more of the definition of φτ (µ)








































|∂φ|2(µ) − 2|∂φ|(µ)W2(µ, µτn)
τn
+
W 22 (µ, µτn)
τ 2n
)
















∣∣∣∣ = 0. (3.2.16)
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As a consequence, making use of (3.2.11) we have
lim inf
n→∞








which yields the inequality lim infτ→0 |∂φ|2(µτ ) ≤ |∂φ|2(µ) of (3.2.12). From (3.2.16)
we also infer that there exists a further subsequence (that we don’t relabel) such that
W 22 (µ, µτn)/τ
2
n → |∂φ|2(µ), proving the first equality in (3.2.12). Then, from (3.2.15) we
readily see that also (φ(µ) − φ(µτn))/τn → |∂φ|2(µ), and (3.2.12) is proven. The case
|∂φ|(µ) = 0 is much simpler, we omit the details. 
3.3 The gradient flow equation
After the minimizing movements, we introduce a second issue in the study of trajectories
in P2(X) which are thought as steepest descent curves of a functional φ on P2(X). We
give the following
Definition 3.3.1 (Gradient flow) Let µt ∈ AC([0, T ]; P2(X)). After the results of §2.3,
we know that µt satisfies the continuity equation
∂tµt + div (vtµt) = 0 (3.3.1)
in correspondence of the optimal L2(X,µt;X) vector field, (optimal in the sense that vt ∈
TanµtP2(X), for L1-a.e. t ∈ (0, T )).
We say that µt solves the gradient flow equation if
vt ∈ −∂φ(µt) for L1-a.e. t ∈ (0, T ). (3.3.2)
In the λ-geodesically convex case, using Proposition 3.1.8 it is readily seen that if µt




∂tµt + div (vtµt) = 0,
∫
X
〈vt, tνµt − I〉 dµt ≤ φ(ν) − φ(µt) −
1
2
λW 22 (µt, ν) ∀ν ∈ D(φ).
(3.3.3)






W 22 (µt, ν) ≤ φ(ν) − φ(µt) −
1
2
λW 22 (µtν) ∀ν ∈ D(φ). (3.3.4)
The following result is strictly related to the formulation just given, and generalizations
to the case p 6= 2 are not known.
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Theorem 3.3.2 Let µ0 ∈ P2(X) and let µt satisfy µt → µ0 in P2(X), as t ↓ 0. Then µt is






W 22 (µt, ν) +
1
2
λW 22 (µt, ν) ≤ φ(ν) − φ(µt) for L1-a.e. t ∈ (0, T ), (3.3.5)
for any ν ∈ D(φ).
Proof. First suppose that µt is a gradient flow, with µt → µ0 in P2(X) as t ↓ 0. This
implications has already been shown through (3.3.3) and (3.3.4). On the other hand,
suppose that µt ∈ AC([0, T ]; P2(X)) satisfies (3.3.5). Then it is clear that, if Ξ ∈ D(φ)
is a countabel set, there exists a L1-negligible set NΞ such that the inequality in (3.3.3)
holds for any (t, ν) ∈ ([0, T ]\NΞ) × Ξ, making use of (2.3.11). Choose a countable set Ξ
which is dense in D(φ) (recall that (P2(X),W2) is separable). The density can be asked
also with respect to the stronger W2(µ
1, µ2)+ |φ(µ1)−φ(µ2)| metric. Now fix t ∈ [0, T ]\NΞ
and suppose that (νn) ⊂ Ξ is a sequence converging in P2(X) to ν ∈ D(φ). For any n,
the inequality in (3.3.3) holds:
∫
X
〈vt, tνnµt − I〉 dµt ≤ φ(νn) − φ(µt) −
1
2
λW 22 (µt, νn)
The second member goes to φ(ν) − φ(µt) − 12λW 22 (µt, ν) by density. The first one, letting
γnt = (I, t
νn
µt )#µt, is equal to
∫
X×X
〈vt(x1), x2 − x1〉 dγnt ,
and by virtue of Lemma 2.2.6 γnt ⇀ γt, where γt ∈ Γ0(µt, ν) is an optimal plan (the
unique one, thanks to the regularity of µt). This convergence is also with moments since
W2(νn, µt) → W2(ν, µt) as n→ ∞. Hence the integral passes to the limit if vt is continuous
and bounded, and as well if it is not, by another density argument, using the fact that the
first marginal of γnt does not depend on n. 
We conclude this section with a uniqueness result, which also depends strictly on the choice
p = 2 of the moment exponent and on the convexity assumptions. Later in Chapter 5,
with the particular choice of φ therein, we will be able to show a uniqueness result for the
gradient flow in a non λ-geodesically convex context, with a proof that makes use of some
of the ideas we are going to give in the next theorem. We need a preliminary
Lemma 3.3.3 Let f(s, t) : [0, T ] × [0, T ] → R satisfy
|f(s1, t1) − f(s2, t1)| ≤ |g(s1) − g(s2)| and |f(s1, t1) − f(s1, t2)| ≤ |g(t1) − g(t2)|
for any s1, s2, t1, t2 ∈ [0, T ], where g : [0, T ] → R is some absolutely continuous function.
Then t 7→ f(t, t) is absolutely continuous on [0, T ] and, for L1-a.e. t ∈ (0, T ), there holds
d
dt
f(t, t) ≤ lim sup
h↓0




f(t, t+ h) − f(t, t)
h
.
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Proof. The hypotheses yield |f(s, s) − f(t, t)| ≤ 2|g(s) − g(t)|, therefore we get absolute
continuity. Now fix h∗ > 0 and ϕ ∈ C∞c ((0, T )) such that {x ∈ R : x = t±h, t ∈ suppϕ, 0 <
h < h∗} ⊂ (0, T ). Hence, the changes of variables t 7→ t− h and then t 7→ t+ h entail
∫ T
0
−ϕ(t+ h) − ϕ(t)
h
f(t, t) dt =
∫ T
0














































Since g is absolutely continuous, as h ↓ 0 there hold
1
h
(f(t, t) − f(t− h, t)) ≤ 1
h
|g(t) − g(t− h)| → |g′(t)| in L1(0, T ),
1
h
(f(t, t+ h) − f(t, t)) ≤ 1
h
|g(t+ h) − g(t)| → |g′(t)| in L1(0, T ).
(3.3.8)
Then, we combine (3.3.7) and (3.3.6), and we apply a generalized form of the Fatou’s
lemma to the left hand sides in (3.3.8) (indeed, the limsup inequality holds for a sequence









f(t, t) − f(t− h, t)
h



















f(t− h, t) − f(t− h, t− h)
h
ϕ(t) dt.
The thesis follows integrating by parts and by the arbitrariness of ϕ. 
Theorem 3.3.4 (Uniqueness of the gradient flow) Let φ be a λ-geodesically convex
functional and let µ1t , µ
2
t be two gradient flows (in the sense of (3.3.3)) satisfying respectively





t ) ≤ e−λtW2(µ1, µ2), t ≥ 0.
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≤ −λW 22 (µ1t , µ2t ) + 2φ(µ1t ) − 2φ(µ2t ).











t ) ≤ −2λW 22 (µ1t , µ2t ),
so that Gronwall’s lemma immediately gives the thesis. 
3.4 Existence of solutions
Next we discuss about the convergence of the minimizing movements scheme and the
solution of the gradient flow equation. As usual, here φ : P2(X) → (−∞,+∞] will be a
proper, l.s.c. and bounded from below functional satisfying Assumption 3.1.6.
The first result we need is about the subdifferential of the perturbed functional char-
acterizing the minimizing movements scheme, defined by (3.2.1).
Lemma 3.4.1 Let µτ be a minimizer of Φτ (·, µ0), the functional defined by (3.2.1), for a





∈ ∂φ(µτ ). (3.4.1)
Proof. We have seen that µτ ∈ D(|∂φ|) in Lemma 3.2.3. Since µτ minimizes Φτ (·, µ0) we




W 22 (µτ , µ
0) −W 22 (ν, µ0)
)
≤ φ(ν) − φ(µτ ). (3.4.2)





|b|2 = 〈a, a− b〉 − 1
2
|a− b|2, a, b ∈ X, we get



























〈tµ0µτ (x) − x, t(x) − x〉 dµτ (x) −
1
2τ
‖t − I‖2L2(X,µτ ;X).
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The thesis follows, and notice that the inequality obtained is even stronger then (3.1.6),
since here t is not necessarily optimal. 
Corollary 3.4.2 The discrete velocity of the minimizing movements scheme, introduced
in Definition 3.2.2, satisfies
V
k
τ ∈ −∂φ(µkτ ). (3.4.3)
In this section and in the subsequent one we are going to construct a curve t ∈ [0, T ] 7→
µt ∈ P2(X) which is both a minimizing movement and a gradient flow for functional
φ. So, it will be clear that the two concepts are strictly related, in some sense the two
approaches lead to the same result. The minimizing movements scheme (which itself is
defined in general metric spaces) has indeed to be understood as the time discretization
of equation (3.3.2). Such a point of view, in the context of optimal transportation, was
introduced in the seminal paper [42], as we will remark better in Chapter 4.
We will present two main results, the first one needing the hypothesis of compactness
in P2(X) for the sublevels of φ, but without convexity assumptions, the second one con-
cerning λ-geodesically convex functionals. In the first case, we are able to construct a
minimizing movement and to show that it satisfies the gradient flow equation in a relaxed
form that we are going to specify. For, we need a preliminary
Definition 3.4.3 (Limiting subdifferential) Let µ ∈ D(φ), let ξ ∈ L2(X,µ;X). We
say that ξ belongs to the limiting subdifferential ∂ℓφ(µ) of φ at µ if there exist two sequences






|ξk(x)|2 dµk(x) < +∞.
Theorem 3.4.4 (Limit curve) Let φ be such that if Ξ ⊂ P2(X) is bounded with respect
to W2 and contained in a sublevel of φ, then Ξ is compact in (P2(X),W2). Let µ
0 ∈ D(φ).
Let (τn) be a vanishing sequence of time steps, and let µ̄τn be a discrete solution, defined
by (3.2.4), in correspondence of the initial datum µ0τn. Then there exists a subsequence
(still denoted by τn) of time steps such that µ̄τn converges, identifying a limiting curve
t ∈ [0, T ] 7→ µt ∈ P2(X), that is
µ̄τn → µt in P2(X), ∀t ∈ [0, T ]. (3.4.4)
The limit curve µt is also absolutely continuous. Moreover, there exists a vector map
(x, t) 7→ vt(x) belonging to L2(X × [0, T ], µ;X), where µ = 1T
∫ T
0
µt dt, such that
Vτn → v weakly in L2 as in Definition 1.5.3.






weakly converge in P(X × [0, T ]) to µ. Finally, letting vt(x) = v(x, t), the couple (µt, vt)
satisfies the continuity equation (2.3.3) and the relaxed gradient flow inclusion
vt ∈ −Conv ∂ℓφ(µt) for L1-a.e. t ∈ (0, T ). (3.4.5)
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Proof. Step 1. Let us denote the finite infimum of φ by ı. Consider a sequence µkτ of

















τ ) + φ(µ
k
τ ) ≤ φ(µk−1τ ), (3.4.6)
hence




φ(µ̄τ (t)) ≤ φ(µ0τ ) ∀τ > 0. (3.4.7)









τ ) ≤ φ(µ0τ ) − φ(µnτ ) ≤ φ(µ0τ ) − ı ≤ C, (3.4.8)
where C is a suitable positive constant which does not depend on τ (the choice of such a











































Considering (3.4.7) and (3.2.3), we learn that the family {µ̄τ (t)}t∈[0,T ],τ>0 is a bounded
set contained in a sublevel of φ, hence it is relatively compact in P2(X) by hypothesis.
Moreover, connecting the consecutive values µkτ , µ
k+1
τ with geodesics, we obtain a family,
parametrized by τ , of continuous curves in P2(X). Let us denote such family by {µ̂τ (·)}τ>0.
By virtue of (3.4.9), each curve in this family has C0,1/2 regularity:
W 22 (µ̂τ (t), µ̂τ (s)) ≤ C|t− s|,
where the constant C does not depend on τ . This uniform equicontinuity, together with
the compactness of the set of values assumed in P2(X) by the curves, allows to apply
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the Ascoli-Arzelà theorem and extract a sequence uniformly converging in [0, T ], that is,
a sequence of functions (µ̂τh(·)) converging to some µt in C0([0, T ]; P2(X)). On the other
hand, taking advantage again of (3.4.9) we get
W2(µ̄τ (t), µt) ≤ W2(µ̂τ (t), µ̄τ (t)) +W2(µ̂τ (t), µt) ≤ C
√
τ +W2(µ̂τ (t), µt) ∀t ∈ [0, T ],
and since µ̂τh goes to µt uniformly as h→ ∞, we have W2(µ̄τh(t), µt) → 0, hence
µ̄τh(t) → µt in P2(X) ∀t ∈ [0, T ]. (3.4.10)








for t ∈ ((k − 1)τ, kτ ] (3.4.11)
and notice that, for any k > 0,
∫ kτ
(k−1)τ
|µ̄′τ |(t) dt = W2(µkτ , µk−1τ ) and
∫ kτ
(k−1)τ








Fixing n > T/τ and taking advantage of (3.4.8), we find
∫ T
0









τ ) ≤ 2C.
This shows that the family of functions {|µ̄′τ |(·)}τ>0 is bounded in L2((0, T )), so that it
possesses a subsequence weakly converging to some U(·) in L2((0, T )). Let 0 ≤ s1 < s2 ≤ T ,
and making use of (3.2.5) and of the triangle inequality we get








As µ̄τh(t) → µt for any t ∈ [0, T ], we can invoke the semicontinuity property of W2,
proved in Lemma 2.2.6. On the other hand, we have the just stated weak compactness of
{|µ̄′τ |(·)}τ>0 in L2((0, T )). Hence, possibly extracting one more subsequence, from (3.4.13)
we get






which shows the absolute continuity of µt.










γ̄τ (t) := (I,Vτ (t))#µ̄τ (t) if t ∈ ((k − 1)τ, kτ),
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As in the proof of Theorem 2.3.3, let us introduce space time probability measures over
X × [0, T ], in correspondence of time dependent families of probability measures over




L1x(0, T ) ∈ P(X × [0, T ]). So, in
correspondence of µ̄τ (t) and µt, we have the measures µ̄τ , µ ∈ P(X× [0, T ]). In particular,
since by (3.4.10) µ̄τh(t) ⇀ µt for any t ∈ [0, T ], there holds
µ̄τh ⇀ µ in P(X × [0, T ]). (3.4.14)
Moreover, the piecewise constant map t 7→ Vτ (t) ∈ L2(X,µt;X) can be seen as an element
of L2(X × [0, T ], µ̄τ ;X). On the other hand, even the family of measures γ̄τ (t) has its
counterpart γ̄τ ∈ P((X × [0, T ]) ×X), and with the notation just introduced there holds
γ̄τ = (IT ,Vτ )#µ̄τ ,
where IT : X×[0, T ] → X×[0, T ] is the identity in X×[0, T ]. Let xT , x2 denote respectively
the variable in the first and in the second factor of the product space (X × [0, T ]) ×X. If
n > T/τ , we have, by (3.4.8),
∫
X×[0,T ]













Together with (3.4.14), this shows that the hypotheses of point i) of Lemma 1.5.4 are
satisfied, yielding tightness for the family γ̄τ in the P((X̟ × [0, T ])×X̟) topology. Then
there exists a subsequence (that we don’t relabel) of τh such that γ̄τh ⇀ γ in P((X̟ ×
[0, T ]) × X̟), and since π1#γ̄τh = µ̄τh for any h, at the limit we find π1#γ = µ (here π1





that is, v is the barycenter (see Definition 1.4.8) of the family xT ∈ (X × [0, T ]) 7→ γxT ∈
P(X) which disintegrates γ w.r.t. its first marginal µ. Since v is a barycenter, by Lemma
1.5.4 we also have that Vτh weakly converges to v ∈ L2(X × [0, T ], µ;X) in the sense of
Definition 1.5.3 and ∫
XT




|Vτh|2 dµ̄τh . (3.4.17)
Step 3. We have to check that the vector v in (3.4.16) satisfies the continuity equation,
coupled with µ. Let ϕ ∈ Cyl(X). Then
∫
X
ϕ(x) dµk+1τ (x) −
∫
X
ϕ(x) dµkτ (x) =
∫
X








〈∇ϕ(x1), x2〉 dγk+1τ (x1, x2) + Rk+1τ ,
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〈∇2ϕ(x)(x− tk+1τ (x)), x− tk+1τ (x)〉 dµk+1τ (x)
≤ τ 2 sup |∇2ϕ|
∫
X
|Vk+1τ (x)|2 dµk+1τ (x).
(3.4.18)
Let ψ ∈ Cyl(XT ) and choose ϕ(·) = ψ(·, t). Recall that µ̄τ is a measure on X × [0, T ]
and that its disintegration with respect to 1
T
L1x([0, T ]) is µ̄τ (t), which is given by µkτ for



























But (3.4.18) and (3.4.15) show that the last limit is zero. We are left with
∫
XT
∂tψ(x, t) dµ(x, t) = −
∫
X×[0,T ]
〈∇ϕ(x, t),v(x, t)〉 dµ(x, t),
where v is the limiting velocity defined by (3.4.16). This is the continuity equation.
Finally, we are left to prove that the limiting velocity v(x, t) = vt(x), defined by
(3.4.16), satisfies (3.4.5). Splitting the integral in (3.4.15) and making use of Fatou Lemma,





|Vτh(t)|2 dµ̄τh(t) < +∞ ∀t ∈ (0, T )\N. (3.4.19)
Here Vτh(t) is seen, for any fixed t, as a L
2(X,µt;X) vector field. This implies that, for any
t /∈ N , Vτh(t) has weak limit points in the sense of definition 1.5.3 (by Lemma 1.5.4). Since
−Vτh(t) are subdifferentials of φ at µ̄τh(t), from Definition 3.4.3 we see that ∂ℓφ(µt) 6= ∅
for any t /∈ N . Recall that the limiting plan γ is given by (IT ,v)#µ ∈ P(XT × X). It
is the limit of (IT ,Vτh)#µ̄τh in the P(X̟ × [0, T ] × X̟) topology (on a subsequence,
that here we are not relabeling). Disintegrating w.r.t. t we get the family of plans t 7→
γ̄τh(t) ∈ P(X ×X), where γ̄τh(t) = (I,Vτh(t))#µ̄τh(t). But (3.4.19) implies, by virtue of
Lemma 1.5.4, that γ̄τh(t) has limit points in the P(X̟ × X̟) topology, for any t /∈ N .
Let Gt denote the corresponding sets of accumulation points. On the other hand, the
disintegration of γ w.r.t. t is (I,vt)#µt. Invoking Lemma 1.3.3 we get
(I,vt)#µt ∈ ConvGt for L1-a.e. t ∈ [0, T ]. (3.4.20)
52 CHAPTER 3. MINIMIZING MOVEMENTS AND GRADIENT FLOWS
But limit points of γ̄τh(t) correspond to weak (in the sense of Definition 1.5.3) limits of
Vτh(t). Indeed, by Lemma 1.5.4, the latter are barycenters of the elements of Gt. Moreover,
the opposites of the limits of Vτh(t) are the elements of the limiting subdifferential of φ at
µt. By (3.4.20), (I,vt)#µt is the limit (in P(X̟×X̟), for fixed t) of a convex combination
of elements of Gt. By the linearity of the barycentric projection operation, we get
−vt ∈ Conv∂ℓφ(µt) for L1-a.e. t ∈ [0, T ]
Here the closure is the strong L2(µt) closure (strong and weak closure are the same for
convex sets). The proof is concluded. 
3.5 Existence of solutions: the convex case
In the convex case the minimization scheme inherits very nice properties. Before stating
the main convergence theorem, we will present some intermediate results which will be also
useful, in particular in Chapter 4. So, the first part of this section is meant to lead us to
a deeper insight on the consequences of λ-geodesical convexity.
Theorem 3.5.1 (Slope and minimal selection in the subdifferential) Let φ be a λ-
geodesically convex functional. Then µ ∈ D(|∂φ|) if and only if ∂φ(µ) is not empty and
|∂φ|(µ) = min
{
‖ξ‖L2(X,µ;X) : ξ ∈ ∂φ(µ)
}
. (3.5.1)
The minimum is realized in correspondence of a unique vector ξ ∈ ∂φ(µ), which we denote
by ∂0φ(µ).
Proof. By the definition of metric slope and Wasserstein subdifferential, we immediately
see that
|∂φ|(µ) ≤ ‖ξ‖L2(X,µ;X) ∀ξ ∈ ∂φ(µ).
Let µ ∈ D(|∂φ|) and let µτ be a minimizer of the perturbed functional Φτ (·, µ), defined by
(3.2.1). Lemma 3.4.1 shows that the rescaled vector ξτ := (t
µ
µτ − I)/τ belongs to ∂φ(µτ ),
hence ∫
X
|ξτ (x)|2 dµτ (x) =
W 22 (µτ , µ)
τ 2
. (3.5.2)






|ξτn(x)|2 dµτn(x) = |∂φ|2(µ). (3.5.3)
It follows from Lemma 1.5.4 that ξτn has some weak limit point ξ ∈ L2(X,µ;X), in
the sense of Definition 1.5.3, as τ → 0. We denote by µn and ξn the corresponding
sequences. We have to show that ξ ∈ ∂φ(µ) and |∂φ|(µ) ≥ ‖ξ‖L2(X,µ;X). Let ν ∈ D(φ),
with tνµn being the optimal transport map between µn and ν as usual. Consider the 3-plan
γn = (I, ξn, t
ν
µn)#µn. It is relatively compact in P(X × X̟ × X). Indeed, the first and
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the third marginals are tight in P(X), whereas the second one is tight in P(X̟), thanks
to (3.5.3) and (1.4.5), and we apply Proposition 1.2.1. By (3.1.7) we have
φ(ν) ≥ φ(µn) +
∫
X×X×X
〈x2, x3 − x1〉 dγn(x1, x2, x3) +
1
2
λW 22 (µn, ν). (3.5.4)
Let γ be a limit point of γn. Since the first and the third marginal of γ are converging in







|xi|2 dγn(x1, x2, x3) = 0
for i = 1 and i = 3, where Br(0) is the centered ball in X ×X ×X. Hence we can apply
Lemma 1.5.2 and the lower semicontinuity of φ to get
φ(ν) ≥ φ(µ) +
∫
X×X×X
〈x2, x3 − x1〉 dγ(x1, x2, x3) +
1
2
λW 22 (µ, ν). (3.5.5)
Since we are working under Assumption 3.1.6, µ is regular and there exists the optimal
transport map tνµ. Then, letting γ = π
1, 2
# γ, Lemma 2.2.1 gives∫
X×X×X
〈x2, x3 − x1〉 dγ(x1, x2, x3) =
∫
X×X
〈x2, tνµ(x1) − x1〉 dγ(x1, x2),
hence
φ(ν) − φ(µ) ≥
∫
X×X
〈x2, tνµ(x1) − x1〉 dγ(x1, x2) +
1
2




〈γ̄(x), tνµ(x1) − x1〉 dµ(x) +
1
2
λW 22 (µ, ν),
where γ̄ is the barycenter of γ, which corresponds to the limit ξ of ξn, by virtue of
Lemma 1.5.4. We conclude that ξ ∈ ∂φ(µ) and then (3.5.3) and (1.5.9) imply |∂φ|(µ) ≥
‖ξ‖L2(X,µ;X). 
Proposition 3.5.2 (Convexity of Φ) Let φ be λ-geodesically convex, let τ > 0. Let
moreover µ0, µ1 ∈ D(φ) and γt be a constant speed geodesic connecting µ0 and µ1. Then
there holds
Φτ (γt, µ








t(1 − t)W 22 (µ0, µ1). (3.5.6)















0, µ1) + (1 − t)φ(µ0) + tφ(µ1) − 1
2
λt(1 − t)W 22 (µ0, µ1)















t(1 − t)W 22 (µ0, µ1),
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where we made use of the definition of λ-geodesical convexity. 
Remark 3.5.3 By the previous proposition we can not infer that Φτ (·, µ0) is (λ+ 1/τ)-
geodesically convex. We have convexity only along geodesics starting from the base point
µ0, and not for each couple of points in P2(X). By the way, when needed we will ask
strong geodesical convexity (see Definition 3.1.4). It is immediate to see that under such
assumption, Φτ (·, µ0), with µ0 given in P2(X), is 1-convex along a suitable curve (not
necessarily a Wasserstein geodesic) with respect to an arbitrary base point.
Lemma 3.5.4 (Uniqueness of minimizers for strictly convex functionals) Let λ >
0. Let φ be λ-geodesically convex. Then there exists a unique minimizer µ̃ for φ in P2(X).
Proof. Let νn be a minimizing sequence, so that there exists (ωn) ∈ R, ωn → 0, such that
φ(νn) ≤ inf
ν∈P2(X)
φ(ν) + ωn. (3.5.7)
φ is λ-geodesically convex, so that, by definition, there exists a geodesic νn,mt connecting
νn to νm such that there holds
φ(νn,mt ) − φ(νn)
t
≤ φ(νm) − φ(νn) −
1
2
λ(1 − t)W 22 (νn, νm).
Choosing t = 1/2 in this relation, we find
2φ(νn,m1/2 ) − 2φ(νn) ≤ φ(νm) − φ(νn) −
1
4

















where we made use of (3.5.7). Since λ > 0 and ωn → 0, we learn that νn is a Cauchy
sequence in P2(X), which is complete since X is a Hilbert space (see [71, Lemma 6.12]).
Then there exists ν such that νn → ν in P2(X). Since φ is l.s.c., we conclude that ν is
a minimizer for φ. Moreover, it is the unique minimizer. Indeed, suppose ν1 and ν2 and
are distinct minimum points. Let νt be a Wasserstein geodesic connecting them. Since
φ is λ-geodesically convex, νt can be chosen such that (3.1.3) holds, and such relation
immediately gives a contradiction. 
In the λ-geodesical convex case, we can give the following representation for the metric
slope.
Lemma 3.5.5 (Metric slope in the convex case) Let λ ∈ R. If φ is λ-geodesically











∀ν ∈ D(φ). (3.5.8)
Moreover, the application ν 7→ |∂φ|(ν) is l.s.c. in P2(X).
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Proof. It is clear that















On the other hand, consider that, by λ-geodesical convexity of φ, there exists a Wasserstein































Taking the supremum over µ 6= ν, we get (3.5.8). In order to show lower semicontinuity,
consider a sequence (νn) converging to ν in P2(X), and let µ 6= ν, so that, for n large
enough, νn 6= µ. Then, thanks to (3.5.8) and to the lower semicontinuity of φ,
lim inf
n→∞




















Again, the conclusion follows taking the supremum over µ 6= ν. 
We also state the following result, in the same spirit of Lemma 3.5.4.
Proposition 3.5.6 Let φ be a strongly convex functional, let µ ∈ D(φ) and τ > 0 . Then
Φτ (·, µ) admits a unique minimizer µτ ∈ P2(X).
Proof. Let φτ (µ) be the Moreau-Yosida approximation of φ, (see (3.2.9)). φτ depends
continuously on µ (with respect to the W2 convergence), as shown in point i) of Lemma
3.2.3. Suppose now that (νn) is a minimizing sequence for Φτ (·, µ). Then, since µ ∈ D(φ),
there exists a sequence (µn) ⊂ D(φ) converging to µ in P2(X) such that
lim sup
n→∞
Φτ (νn, µn) = lim sup
n→∞
Φτ (νn, µ) ≤ φτ (µ). (3.5.10)
Let us now take advantage of (3.1.4), choosing a continuous curve µt connecting νn to νm,
with µn as a base point. We obtain
Φτ (µ1/2, µn) = φ(µ1/2) +
1
2τ
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Now notice that the left hand side can be bounded from below with φτ (µn), while the first
two terms in the right hand side are asymptotically smaller than 1
2
φτ (µ), by (3.5.10). We
conclude that W 22 (νn, νm) → 0 as n, m → ∞, whence νn → ν in P2(X). Then, it follows
easily that ν is a minimizer. Since the minimizing sequence was chosen arbitrarily, we also
conclude that ν is the unique minimizer. 
Proposition 3.5.7 Let φ : P2(X) → (−∞,+∞] be a strongly convex functional, let
µ0 ∈ P2(X) and let µτ be a minimizer of Φτ (·, µ0). Then
W 22 (µτ , ν) −W 22 (µ0, ν) ≤ 2 τ [φ(ν) − φ(µτ )] ∀ν ∈ D(φ). (3.5.12)
Proof. Let ν0 = µτ , ν1 = ν and consider the interpolating curve νt : [0, 1] → P2(X) along




W 22 (µτ , µ
0) ≤ φ(νt) +
1
2τ
W 22 (νt, µ
0)













W 22 (ν, µ
0)
]
− t(1 − t) 1
2τ
W 22 (µτ , ν).
Subtracting φ(µτ ) +W
2
2 (µτ , µ
0)/2τ and dividing by t > 0 we obtain:
φ(ν) − φ(µτ ) ≥
1
2τ
W 22 (µτ , µ
0) − 1
2τ








(1 − t)W 22 (µτ , ν) − W 22 (ν, µ0)
]
.
Letting t ↓ 0 we have
W 22 (µτ , ν) −W 22 (ν, µ0) +W 22 (µτ , µ0) ≤ 2τ
(
φ(ν) − φ(µτ )
)
, (3.5.13)
which yields (3.5.12). 
Now we are going to discuss the convergence results for the convex case. We will see
that stronger conclusions then the ones of Theorem 3.4.4 hold, even omitting one of the
hypotheses therein, that is, the compactness for sublevels of φ. For simplicity, and since it
is enough for our subsequent purposes, we will restrict the analysis to the case λ = 0, and
we address the reader to [4] for the general case. The main assumption here is the strong
geodesical convexity of functional φ, as introduced in Definition 3.1.4.
Theorem 3.5.8 (Existence and uniqueness of gradient flows) Let φ be a strongly
convex functional. Then, for all µ0 ∈ D(φ), there exists a limit curve µt for the minimizing
movements scheme, starting from µ0, which is solution to (3.3.5) and the unique gradient
flow. µt is given by a contraction semigroup S(t) on D(φ), it belongs to D(|∂φ|) for any






|t− s|, t, s ≥ 0, µ0 ∈ P2(X), (3.5.14)
where C = φ(µ0) − inf φ. The solution here provided satisfies the following additional
properties.
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i) Let µ̄τ (t) be defined by (3.2.4). There holds
W2(S(t)(µ





if µ0 ∈ D(φ);






0, ν) + φ(ν) < +∞
for all t > 0, µ0 ∈ D(φ). Moreover, S(t)µ0 ∈ D(|∂φ|) for any t > 0.
iii) If µ0 is a minimum point for φ and t > 0, then




and the map t 7→ W2(S(t)(µ0), µ0) is nonincreasing.
Proof. Concerning uniqueness, we refer to Theorem 3.3.4.









τ ) ≤ φ(ν) +
1
2τ
W 22 (ν, µ
k
τ ) ∀ν ∈ D(φ) (3.5.15)
and reasoning as in the first part of the proof of Theorem 3.4.4, we are lead again to the
discrete C1/2 estimate




|t− s| + τ , (3.5.16)
where t, s > 0 and C > 0 is given by φ(µ0) − inf φ (mind that φ is bounded from below).
We do not have compactness of sublevels, nonetheless we can make use of the convexity
estimate (3.5.12). Let ν0 ∈ D(φ) and denote as usual by ν̄τ (t) the piecewise constant
interpolation of discrete minimizers starting from ν0. We start proving that
W 22 (µ̄τ (t), ν̄τ/2(t)) −W 22 (µ0, ν0) ≤ 2τ(φ(ν0) − ı), (3.5.17)
for all τ > 0 and all times t that are integer multiples of τ , where ı = inf φ. To this aim,
notice that (3.5.12) implies, since µ̄τ ((k + 1)τ) = µ
k+1
τ is the discrete minimizer starting
from µ̄τ (kτ) = µ
k
τ ,
W 22 (µ̄τ ((k + 1)τ), ν) −W 22 (µ̄τ (kτ), ν) ≤ 2τ [φ(ν) − φ(µ̄τ ((k + 1)τ))] (3.5.18)
for all ν ∈ D(φ). Replacing τ with τ/2, µ with ν, ν with θ and choosing k = 0 and k = 1
we obtain the inequalities
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for all θ ∈ D(φ). Summing up we have
W 22 (ν̄τ/2(τ), θ) −W 22 (ν0, θ) ≤ τ
[
2φ(θ) − φ(ν̄τ/2(τ/2)) − φ(ν̄τ/2(τ))
]
(3.5.20)
for all θ ∈ D(φ). Still from (3.5.18) we get
W 22 (µ̄τ (τ), θ) −W 22 (µ0, θ) ≤ 2τ [φ(θ) − φ(µ̄τ (τ))] ∀θ ∈ D(φ). (3.5.21)
Setting θ = µ̄τ (τ) in (3.5.20) and θ = ν
0 in (3.5.21), we can add the resulting inequalities
to obtain





yielding (3.5.17) with t = τ ; by adding the inequalities analogous to (3.5.22) between
consecutive times mτ , (m+ 1)τ , for m = 0, . . . , N − 1, we obtain





that yields (3.5.17). Now, from (3.5.17) with ν0 = µ0 we get
W2(µ̄τ/2m(t), µ̄τ/2m+1(t)) ≤ 2−m/2
√
2τ(φ(µ0) − ı) = 2−m/2
√
2Cτ
for all t that are integer multiples of τ/2m. Now, if t is an integer multiple of τ/2j, j ∈ N,








for all n > m. So, for any t which is integer multiple of τ/2j (and therefore on a dense
set of times, since j is arbitrary) the sequence (µ̄τ/2n(t)) has the Cauchy property and
converges in P2(X) to some limit, that we shall denote by S (t)µ
0. Using the discrete
C0, 1/2 estimate (3.5.16) we obtain convergence for all times, as well as the uniform Hölder
continuity (3.5.14) of t 7→ S (t)µ0.
We prove now that the curve t 7→ S (t)µ0 is a gradient flow starting from µ0, by showing
that it satisfies the evolution variational inequalities introduced in Theorem 3.3.2. Indeed,





W 22 (µ̄τ (t), ν) ≤ τ
∞∑
i=1
[φ(ν) − φ(µ̄τ (iτ))]δ{iτ}
for all ν ∈ D(φ), in the sense of distributions. Passing to the limit as n → ∞ , with τ





W 22 (S (t)µ
0, ν) ≤ [φ(ν) − φ(S (t)µ0)] ∀ν ∈ D(φ)
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in the sense of distributions. This proves that S (t)µ0 is a gradient flow starting from µ̄,
and since we proved uniqueness for gradient flows, the semigroup property holds and from
now on we let S(t)µ0 = S (t)µ0. Contractivity of the semigroup for µ0 ∈ D(φ) follows
taking to the limit as τ ↓ 0 in (3.5.17).
Next we prove i). Passing to the limit as n→ ∞ in (3.5.24), with m = j = 0, we obtain
W2(S(t)µ





when t/τ is an integer. Otherwise, let s/τ be the closest integer to t/τ , so that |t− s| < τ .
By (3.5.16), (3.5.14) and the latter inequality we have
W2(S(t)µ




















For the proof of ii) when µ0 ∈ D(φ), consider the inequalities, following from (3.5.18) and
(3.4.6),
W 22 (µ̄τ ((k + 1)τ), ν) −W 22 (µ̄τ (kτ), ν) ≤ 2τ [φ(ν) − φ(µ̄τ ((k + 1)τ))]
≤ 2τ [φ(ν) − φ(µ̄τ (Nτ))],
holding for k = 0, . . . , N − 1, ν ∈ D(φ). Summing up we get
W 22 (µ̄τ (Nτ), ν) −W 22 (µ0, ν) ≤ 2Nτ [φ(ν) − φ(µ̄τ (Nτ))].




m)) ≤ W 22 (µ0, ν) +
2Nτ
2m
φ(ν) ∀ν ∈ D(φ),
and defining N as the integer part of 2mt/τ (so that Nτ/2m → t), we can let m → ∞ to
obtain ii).
In order to prove contractivity and ii) when µ0 ∈ D(φ) we use a density argument.
Indeed, let µ0n ∈ D(φ) be converging to µ0 ∈ D(φ) in P2(X): by contractivity we ob-
tain that S(t)µ0n is a Cauchy sequence for all t ≥ 0, and therefore converges to some
limit, that we shall denote by S(t)µ0. It is not difficult to prove by approximation that
S(t)µ0 is a gradient flow, and it remains to show that it starts from µ0. We have indeed
W2(S(t)µ














Letting n→ ∞ we obtain that S(t)µ0 → µ0 as t ↓ 0.
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Notice that, letting µ0 ∈ D(φ), since µt = S(t)µ0 is a gradient flow, it satisfies in
particular (3.3.2). This shows that ∂φ(µt), t > 0, is not empty. By Theorem 3.5.1 we
conclude that µt ∈ D(|∂φ|).
Finally, the inequality of iii) follows from (3.3.5), with λ = 0, as well as the monotonicity




equations in Hilbert spaces
4.1 Description of the problem
We are going to present the first application of the theory outlined in Chapter 3, that
is, the construction of solutions of PDEs as gradient flows in the space of probability
measures, endowed with the quadratic optimal transportation distance W2, of suitable
energy functionals. Starting from the seminal papers [56, 42], many studies have been
devoted to the description of classical and non-classical PDE’s in such framework. Here
we just mention [1, 25, 26, 57, 58, 59] and we refer to the monographs [4, 72, 71] for a
detailed (but already not completely up to date) description of the literature. We have
seen in Section 3.5 that this interpretation as a gradient flow, when associated to a convex
structure, inherits its full power and is extremely useful to derive existence, stability results
and trends to equilibrium. In [4] (see chapters 9, 10 and 11 therein) the approach has been







= 0 in Rn × (0,+∞), (4.1.1)
characterized by the first variation δF
δρ





F (x, ρ(x),∇ρ(x)) dx.
Here F = F (x, z, p) : Rn × [0,+∞) × Rn → R is a smooth integrand. We see that (4.1.1)
has the form of a continuity equation whose velocity vector field is a gradient.
We will focus the attention to the particular case in which F depends directly only on
ρ, an instance which gives rise to different equations of interest in the applications. In [4],
a full theory for this case has been developed. On the other hand, the analogous result
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in a infinite dimensional Hilbert space X has been proven therein only for the case of the
linear Fokker planck equation (corresponding to F (ρ) = ρ log ρ) with respect to a Gaussian
measure on X. Later, in [8], the authors obtained general existence and stability results for
infinite-dimensional Fokker-Planck equations spaces associated to log-concave probability





ρ log ρ dγ
with respect to W2, the log-concavity of γ is (see [4]) precisely the property needed for
convexity. More recently this results have also been extended to the Ornstein-Uhlenbeck
operator in Wiener spaces (see [36, 48]).
In this chapter we investigate more in detail the nonlinear counterpart of these results,
corresponding to general energies
µ = ργ 7→ F (µ) :=
∫
X
F (ρ) dγ, ργ ∈ P2(X) (4.1.2)
(set equal to +∞ if µ is not absolutely continuous with respect to γ). In particular we
obtain well-posedness and regularizing properties for nonlinear evolution equations of the
form {





where ρt represents the density of µt with respect to γ and L = LF : R → R is the Legendre
transform of F . The reader may consult [29, 30] for a systematic study of evolution PDE’s
in infinite dimensions and the monograph [70] for the finite-dimensional theory of porous
media equations.
As soon as a convex structure is identified, the results Section of 3.5 provide existence
and uniqueness of the gradient flow, and several equivalent formulations of the evolution
problem; but, the interpretation of this evolution in conventional PDE terms might not
be immediate; in the case of Fokker-Planck equations, the connection with the point of
view of Dirichlet forms and of Markov processes is completely analyzed in [8], and tools
from the theory of optimal transportation are used to show closability of the Dirichlet form∫
‖∇u‖2 dγ.
In the nonlinear context provided by (4.1.2), our goal is relate the evolution semigroup
in P2(X) to the classical viewpoint based on Sobolev spaces and integration by parts. To
this aim, we assume that an orthonormal system (that will be considered the reference basis
denoted by ej) of X exists, such that ∂ejγ ≪ γ for all j ≥ 1; notice that this assumption
is consistent with the model case of Gaussian measures γ. Notice however that it is not
needed for the existence of the evolution semigroup in P2(X). On the other hand, in
order to have a convex structure we need some structural assumptions on F which cover
all nonlinearities F (z) = zm, m > 1 (see Assumption 4.4.1) and the log-concavity of γ.
This last hypothesis covers all measures γ of the form e−V γG with γG Gaussian and V
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convex and lower semicontinuous, but we won’t need any absolute continuity assumption
w.r.t. a Gaussian.
By Definition 3.3.1, we know that a gradient flow µt in (P2(X),W2) is characterized
continuity the equation (in the weak sense of duality with cylindrical functions)
d
dt
µt + ∇ · (vtµt) = 0 (4.1.4)
coupled with a constitutive equation relating vt ∈ L2(µt;X) to µt, namely −vt = ∂0F (µt).
In this context, ∂0F (ργ) is the element with minimal L2(X, ργ;X) norm of ∂F (ργ) and
the subdifferential relation is of course the Wasserstein one, described in Definition 3.1.7
(recall also the uniqueness of the minimal selection in the convex case, given by Theorem
3.5.1). The optimal transport map t between µ = ργ and ν appears therein, and it turns
out that the absolute continuity of all measures ∂ejγ suffices to show in Theorem 4.3.1
(following with minor variants Theorem 2.1.7) existence and uniqueness of optimal maps.
We remark that in comparison with the subdifferential analysis of [4, Chapter 10], our
proofs are simplified by the choice of the quadratic exponent (p = 2) and by the existence
of optimal maps, so that Kantorovich plans do not play an explicit role.
So, most of this chapter will be devoted to the identification of ∂F 0(ργ) and, in com-
parison to the linear Gaussian case considered in [4, 10.4.8], new difficulties are due to the
nonlinearity and to the generality of γ. If ρ ∈ L∞(X, γ), we shall prove that ∂F (ργ) is




= ∂0F (ργ). (4.1.5)
In the case of unbounded densities ρ, membership to the Sobolev space can not be defined
because we assume only ∂ejγ ≪ γ (the assumption |∂ejγ| ≤ Cγ would be incompatible
even with the Gaussian case) and the integration by parts formula does not make sense. To
overcome this difficulty, we define (in the same spirit of [11, 28]) generalized Sobolev spaces
GW 1,1(X, γ) in the “entropy” sense, by requiring that the truncated functions Tα(ρ) =
−α ∨ ρ ∧ α belong to W 1,1(X, γ) for all α ≥ 0 (see also [24] for a definition of entropy
solutions to some degenerate evolution equations). In this class a gradient can still be
defined and (4.1.5) remains true. Replacing (4.1.5) into (4.1.4) we find equation (4.1.3).
The main result, namely a well-posedness result for (4.1.3) (see Theorem 4.7.4), will
be obtained invoking Theorem 3.5.8. The solutions will inherits the additional properties
listed therein, and in particular they will be described by a contraction semigroup on
P2(X). We conclude noticing that our strategy (based on the perturbation argument, as
in [4, Remark 10.4.7]) identifies only the element with minimal norm and not the whole
∂F (ργ), in contrast with the known finite-dimensional result, recalled in Theorem 4.5.1.
Since the differential inclusion vt ∈ −∂F (µt) is equivalent to the equation vt = −∂0F (µt),
our result is sufficient to identify the PDE (4.1.3). A direct analysis of the subdifferential
relation seems to require change of variables formulas relative to γ, a problem still open
under our weak assumptions on γ.
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4.2 Partial derivatives and gradient in Hilbert spaces
In this section we will introduce the weak directional derivatives, through the integration
by parts formula, and the Sobolev spaces over X. Moreover we will prove a useful chain
rule formula.
Let γ be a probability measure on X and v ∈ X, v 6= 0. The Fomin distributional
derivative (see for instance [12]) ∂vγ is defined by the canonical duality
〈∂vγ, ϕ〉 = −
∫
X
∂vϕdγ, ϕ ∈ Cyl(X)
where ∂vϕ is the partial derivative of ϕ in the direction v. We say that ∂vγ is an absolutely






gϕdγ, ∀ϕ ∈ Cyl(X). (4.2.1)
Throughout this chapter we shall make the following assumption:
Assumption 4.2.1 ∂ejγ ≪ γ for all j ≥ 1. The corresponding Radon-Nikodym deriva-
tives will be denoted by gj.
Now we can define the distributional partial derivative of a bounded function (see for
instance [12]).
Definition 4.2.2 (Partial derivative, gradient, Sobolev spaces) Under Assumption
4.2.1, a function u ∈ L∞(X, γ) has partial derivative ηj ∈ L1(X, γ) if
∫
X






u(x)ζ(x)gj(x) dγ(x) ∀ζ ∈ Cyl(X).
(4.2.2)
In this case, we write ηj := ∂
γ
ej
u, and simply ∂eju when no ambiguity arises. In addition,
if this happens for all j ≥ 1 and
√∑
j(∂eju)




(∂eju)ej ∈ Lp(X, γ;X).





whenever ∂eju exists and j ≤ d. In fact, if j ≤ d , clearly γxd , which disintegrates γ with
respect to γd = Πd#γ, can be seen as a family of measures on (X
d)⊥, so that, for fixed
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We shall also need a chain rule formula and an existence result γ-a.e. of directional
derivatives of Lipschitz functions; we recall briefly their proofs, that can be achieved by
standard arguments.
Theorem 4.2.3 (Chain rule) Let u ∈ L∞(X, γ) with ∂eju ∈ L1(X, γ), and let f ∈
Lip(R). Then ∂ej (f ◦ u) ∈ L1(X, γ) and
∂ej (f ◦ u) = f ′(u)∂eju γ-a.e. in X. (4.2.4)
More precisely, denoting by Σ the set where f is not differentiable, both ∂eju = 0 and
∂ej (f ◦ u) = 0 γ-a.e. on u−1(Σ), where (4.2.4) does not make sense.
Proof. We denote by Y the orthogonal subspace to ej, by π : X → Y the orthogonal






















{t : y + tej ∈ B}
)
dπ#γ
for all Borel sets B ⊂ X, as seen with (1.3.3) and (1.3.4). We claim that γy ≪ L1 for
π#γ-a.e. y. To prove this, we shall prove that γy has derivative equal to fyγy, where
fy(t) = gj(y+ tej), and use the well-known fact that this property, on the real line, implies
absolute continuity.





















where we have integrated by parts with (4.2.2) and used the fact that ∂ejζ(π(x)) = 0.
Since ζ is arbitrary,
∫
R
ψ′(t) dγy(t) = −
∫
R
ψ(t)fy(t) dγy(t) for π#γ-a.e. y. We can find a
π#γ-negligible set Y
′ ⊂ Y such that the equality holds for all y ∈ Y \ Y ′ and all ψ in a
countable dense set in C1c (R). By density, the claimed property holds for all y ∈ Y \ Y ′.
With a very similar argument one can prove a second claim, that uy(t) := u(y +




u(y + tej). In fact, choose again a cylindrical function ζ(x), x ∈ X, of the
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form ζ(π(x))ψ(t), where π(x) = y ∈ Y and ψ ∈ C1c (R), and disintegrating all the three























so that, for π#γ-a.e. y ∈ Y , we have
∫
R









which proves the second claim invoking the same density argument. Having proved the
claims, the conclusion of the proof is standard: first the statement is proved for uy, γy, and
then using the disintegration of γ, it is extended to u, γ.
So, it remains to prove the chain rule formula in the case when X = R, γ = hL1, with
h′ = hg ∈ L1(R). In this case we shall use use the fact that this property holds for the
classical distributional derivative (see for instance [33, Chapter 4]), or [3, Theorem 3.99]
for a more general result); we can read the integration by parts formula
∫
R







by saying that v := uh ∈ W 1,1(R) and h∂γu = v′−uh′. Since h is continuous it follows that
u = v/h ∈ W 1,1loc ({h > 0}) and the classical product rule in Sobolev spaces gives ∂γu = u′
in {h > 0}. Conversely, if a bounded function w belongs to W 1,1loc ({h > 0}) and w′ ∈ L1(γ),
then w ∈ W 1,1(R, γ) and ∂γw = w′: indeed, under these assumptions (4.2.5) with u = w
holds when ζ has support contained in {h > 0}, and by approximation it holds for all ζ of
the form ζ̃h/
√
h2 + ε2 with ζ̃ ∈ C1c (R). Letting ǫ→ 0 easily gives
∫
R















coming from the differentiation of h/
√
h2 + ε2, can be estimated, up to the multiplicative








and tends to 0 pointwise.
Obviously w = f(u) is locally Sobolev on {h > 0} and w′ = f ′(u)u′ on {h > 0}\u−1(Σ),
and equal to 0 on u−1(Σ). See Proposition 3.92 and Theorem 3.99 in [3]. 
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Theorem 4.2.4 (Partial derivatives) Let f : X → R be Lipschitz and assume that
∂vγ ≪ γ. Then
∃ lim
t↓0
f(x+ tv) − f(x)
t
for γ-a.e. x. (4.2.6)
Proof. The disintegration arguments of the previous proof can be repeated, so one can
see that the conditional measures γy induced by the map x 7→ x − 〈x, v〉v, indexed by
y ∈ {v}⊥, are absolutely continuous with respect to L1 for π#γ-a.e. y ∈ {v}⊥, where
π is the orthogonal projection on {v}⊥ (clearly here v plays the role of ej, so that {v}⊥
corresponds to Y , in the notation of the proof of Theorem 4.2.3). Then, the existence
L1-a.e. of the derivative of t 7→ f(y + tv) yields existence of the derivative γy-a.e. in X.
We conclude that the limit (4.2.6) exists γ-a.e. in X. 
Definition 4.2.2 makes sense for L∞(X, γ) functions. In order to treat the unbounded
case, we will need a generalized definition of Sobolev spaces, based on truncation. For
u : X → R and α ≥ 0, define the α-truncate of u by
Tα(u) := −α ∨ u ∧ α. (4.2.7)
Suppose that Tn(u) ∈ W 1,1(X, γ) for every integer n. Thanks to Theorem 4.2.3, there
holds ∇Tnu = 0 γ-a.e. on {|u| > n}. Moreover,
∇Tnu = ∇Tmu γ-a.e. on {|u| < n} (4.2.8)





Tn(u) γ-a.e. on {|u| < n}, (4.2.9)
∇u := ∇Tn(u) γ-a.e. on {|u| < n} (4.2.10)
and this is a good definition, up to γ-negligible sets, because of (4.2.8) (and because we
used only a countable set of truncation levels).
Definition 4.2.5 (Generalized Sobolev spaces) Moreover, we say that a Borel map
u : X → R belongs to GW 1,p(X, γ) if Tα(u) ∈ W 1,p(X, γ) for all α ≥ 0. The partial
derivatives and the gradient of u are defined as in (4.2.9) and (4.2.10).
Remark 4.2.6 Notice that we might equivalently require only Tn(u) ∈ W 1,p(X, γ) for all
integers n: this follows by applying the chain rule with f = Tα to the identity Tα = Tα◦Tn,
for n > α. Similarly one can prove that any unbounded sequence of truncation levels would
provide an equivalent definition.
4.3 Existence of optimal transport maps
We keep working under Assumption 3.1.6. As a matter of fact, existence of optimal maps
simplifies considerably some proofs and constructions, although almost all arguments can
be reproduced working with transport plans. The assumption will be satisfied (even if
we don’t ask that measures in D(|∂φ|) vanish on Gaussian null sets) if φ(µ) finite implies
µ≪ γ and Assumption 4.2.1 holds. In fact, we have the following
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Theorem 4.3.1 (Existence of optimal maps) Assume that ∂ejγ ≪ γ for all j ≥ 1,
µ, ν ∈ P2(X) and µ≪ γ. Then there exists a unique optimal transport plan from µ to ν,
and this plan is induced by a map.
Proof. The proof is very similar to the one of Theorem 2.1.7: one reduces to the case
when ν has a bounded support and finds an optimal plan β and a maximizing pair (ϕ, ψ)




|x− y|2 − ψ(y)
we have that ϕ is Lipschitz on bounded sets. Then, by applying a local version of Theo-
rem 4.2.4, we find a γ-negligible set N ⊂ X such that ∂ejϕ exists at all points of X \ N
for all j ≥ 1. Since |x′ − y|2 − ϕ(x′) attains its minimum at x′ = x (equal to −ψ(y)) for
points (x, y) ∈ suppβ, if x /∈ N partial differentiation gives
2〈x− y, ej〉 = ∂ejϕ(x), ∀j ≥ 1.
Since β(N ×X) = µ(N) = 0, this proves that y is uniquely determined by x β-a.e., hence
β is concentrated on a graph. This provides the optimal transport map. Since any optimal
plan β is concentrated on the graph of a map, the optimal map is unique (otherwise a
combination of two optimal maps would produce an optimal plan not concentrated on a
graph) and, as a consequence, β is unique as well. 
Lemma 4.3.2 (Stability of optimal maps) Let µ, ν ∈ P2(X) be such that Γ0(µ, ν)
contains a unique optimal plan induced by a map r ∈ L2(X,µ;X). Let νn → ν and let
rn ∈ L2(X,µ;X) be optimal transport maps from µ to νn. Then rn → r in L2(X,µ;X).
Proof. Let ϕ : X ×X → R be a continuous function with 2-growth. Then, by means of













since (I, rn)#µ are optimal plans converging (thanks to Lemma 2.2.6) to the unique element
of Γ0(µ, ν), namely (I, r)#µ. If ϕ(x, y) = |y|2 we see that |rn|L2(X,µ;X) → |r|L2(X,µ;X), and
then let r̃ be a weak L2(X,µ;X) limit of rn. Choose now ϕ(x1, x2) = ζ(x1)〈z, x2〉, with ζ


















Hence 〈z, r̃(x)〉 = 〈z, r(x)〉 for µ-a.e. x ∈ X, for all z ∈ X, yielding r = r̃ µ-a.e. in X.
Weak convergence and convergence of norms in L2 give strong convergence. 
4.4. INTERNAL ENERGY FUNCTIONAL 69
The gradient flow µt of functional φ is the limit of the implicit Euler discrete scheme:
given µ0 ∈ D(φ), one constructs a sequence (µkτ ) ⊂ P2(X), with µ0τ = µ0, whose k-th
element is found minimizing the functional (3.2.1). For t > 0 and k > 0, we can define a
discrete gradient flow µ̄τ (t) by (3.2.4). In fact, by the theory of Chapter 3, we know that,
µ̄τ (t) → µt for all t ≥ 0, where µt is the gradient flow. Let us focus the attention on the
discrete problem. The following approximation result of the minimal selection in terms
of vectors taking the form of (3.4.1) will be useful in the sequel. It extends the result of
Lemma 3.2.3.
Lemma 4.3.3 Let φ : P2(X) → (−∞,+∞] be a convex functional along geodesics and
let µ0 ∈ D(|∂φ|). If µτ is a minimizer of Φτ (·, µ0) and ωτ is the vector introduced by













‖ωτn‖2L2(X, µτn; X) . (4.3.1)
Moreover, ωτn ∈ L2(X,µτn ;X) converge, strongly in the sense of Definition 1.5.3, to the
unique vector ∂0φ(µ0) with minimal norm in ∂φ(µ0).
Proof. The first three equalities of (4.3.1) follow from Lemma 3.2.3. Moreover, notice that
ωτn , being defined as (t
µ0
µτn
− I)/τ , is a subdifferential by Theorem 3.5.1, and, as remarked
in the proof the same theorem, since tµ
0
µτn
is the optimal transport map between µτn and
µ0, satisfies








so that (4.3.1) holds. The strong convergence in the sense of Definition 1.5.3 is itself a
consequence of Theorem 3.5.1. 
4.4 Internal energy functional
Given a Borel probability measure γ on Rd, we define the finite-dimensional internal energy












dγ if µ≪ γ,
+∞ otherwise .
The definition can be extended easily to the case of a Borel probability measure γ in an












dγ if µ≪ γ,
+∞ otherwise .
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Assumption 4.4.1 We consider the following assumptions on the integrand F : [0,+∞) →
(−∞,+∞]:
i) F is strictly convex;
ii) the map s 7→ esF (e−s) is convex and nonincreasing in R;
iii) F (0) = 0;
iv) F has a superlinear growth at infinity.
Condition ii) is needed for the geodesical convexity of F , and in fact it has been introduced
in [4] as a dimension-free extension of the one introduced by McCann (see [52]) for the
d-dimensional case, namely
x 7→ xdF (x−d) is convex and nonincreasing in (0,+∞). (4.4.1)
Indeed, it can be shown that ii) implies (4.4.1). It is convenient to introduce the continuous
function
LF (x) := xF
′
+(x) − F (x), (4.4.2)
where F ′+ denotes the right derivative. In fact, we will write the velocity vector field of
the gradient flow of Fd and F in terms of LF , which will indeed be the same function
L of equation (4.1.3). Notice also that the monotonicity condition in (ii) is equivalent to
xL′F (x) − LF (x) ≥ 0, while the convexity condition yields
esF (e−s) − F ′(e−s) + e−sF ′′(e−s) ≥ 0,
which implies convexity of F .
Let us introduce (see [4, Lemma 9.4.4]) the following dual representation of F :






F ∗(g(x))dγ(x) : g ∈ C0b (X)
}
, (4.4.3)
where F ∗ denotes the Fenchel conjugate of F . We notice from (4.4.3) that F is sequentially
l.s.c. with respect to the weak convergence. For µ, ν ∈ P2(X), we also introduce the
notation
ΦFτ (ν, µ) := F (ν|γ) +
1
2τ
W 22 (ν, µ). (4.4.4)
The typical example of function F one can consider is the n-th power:
F (s) =
xn
n− 1 , n > 1, (4.4.5)
with LF (x) = x
n. Another important example is F (x) = x log x, corresponding to the
relative entropy functional (see Remark 4.5.2 below), whose gradient flow is a linear Fokker-
Planck equation (see [42] and the infinite-dimensional theory in [8]).
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Geodesical convexity of F
In this subsection we recall some results on the convexity properties of F .
Definition 4.4.2 (Log-concavity) A probability measure on X is said to be log-concave
if, for any couple of open sets A, B in X, there holds
log γ((1 − t)A+ tB) ≥ (1 − t) log γ(A) + t log γ(B). (4.4.6)
If X = Rd and γ is non-degenerate (i.e. it is not supported in a proper subspace of
X), then Borell proved (see also [4, Theorem 9.4.10]) that γ is log-concave if and only if
γ = e−V Ld for some lower semicontinuous and convex function V : Rd → (−∞,+∞] whose
domain has nonempty interior.
For the internal energy functional relative to γ, convexity along geodesics is strictly
related to the log-concavity of γ, as shown by the following result (see [4, Theorem 9.4.12]).
Theorem 4.4.3 Let F be satisfying Assumption 4.4.1 ii)-iii)-iv), and suppose that γ is
log-concave. Then F (·|γ) is strongly convex in P2(X).

























+∞ if z > M,
F (z) otherwise,
trivially satisfies the hypotheses of Theorem 4.4.3, so it is strongly convex and we can
apply Proposition 3.5.6 with φ = FM .
Discrete minimizers of F in the bounded case
The following result extends the one of [1, §2.1] to the infinite dimensional case, basically
with the same proof.
Lemma 4.4.5 Let F satisfy Assumption 4.4.1 and suppose that γ is log-concave. Let
µ = ργ ∈ P2(X), with ρ ≤ M γ-a.e. in X. Then there exists a unique minimizer µτ of
ΦFτ (·, µ), and µτ ≤Mγ.
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Proof. We assume without loss of generality that M is a point of differentiability for
F . As a first step, we consider the problem of minimizing ΦFτ (·, µ) under the constraint
ν ≤M ′γ, where M ′ ≥M . In view of Remark 4.4.4, we know that in this case there exists
a unique minimizer µτ = ρτγ ≤M ′γ.
Let β denote the optimal transport plan between µ and µτ . Suppose by contradiction
that ρτ > M on some Borel set Ω ⊂ X with γ(Ω) > 0 and let Ωc be the complement of Ω
in X.
Now let βΩ = χΩc×Ωβ. It is clear that π
1
#βΩ ≤ µ and π2#βΩ ≤ µτ . Then, letting ρ̃ and
ρ̃τ be the densities with respect to γ of the first and second marginal of βΩ, we have
ρ̃ ≤ ρ and ρ̃τ ≤ ρτ . (4.4.8)
Moreover, the following properties are easily seen to hold γ-a.e.:
ρ̃ ≤M, ρ̃ = 0 on Ω, ρ̃τ = 0 on Ωc. (4.4.9)
Let us introduce the competitor of µτ as
ρετγ := (ρτ + ε(ρ̃− ρ̃τ )) γ. (4.4.10)






ρ̃τ dγ = β(Ω
c×Ω).
As a consequence ρετγ ∈ P2(X). Moreover, since ρτ > M γ-a.e. in Ω, making use of
(4.4.8) and (4.4.9) we obtain, for small enough ε,
ρετ = ρτ − ερ̃τ > 0 γ-a.e. on Ω. (4.4.11)
Then, denoting by F ′− and F
′
+ respectively the left and right derivative of F , thanks to the
convexity of F we have, for small enough ε,
∫
X
(F (ρετ ) − F (ρτ )) dγ ≤
∫
Ωc
(F (ρτ + ερ̃) − F (ρτ )) dγ +
∫
Ω




F ′+(ρτ + ερ̃)ρ̃ dγ − ε
∫
Ω




F ′+(M + ερ̃)ρ̃ dγ − ε
∫
Ω












Since ρ̃ and ρ̃τ are bounded above γ-a.e. by M
′, we conclude that
∫
X
(F (ρετ ) − F (ρτ )) dγ ≤ o(ε). (4.4.12)
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On the other hand, let t : X ×X → X ×X be defined by t(x, y) = (x, x), and let
βε = β − εβΩ + εt#βΩ.
By the composition rule of the push forward we have π2#t#βΩ = (π
2 ◦ t)#βΩ = π1#βΩ, so
that the second marginal of t#βΩ is equal to the first marginal of βΩ, namely ρ̃; analogously
the first marginal of t#βΩ coincides with the first marginal of βΩ. Hence it is clear that
βε ∈ Γ(µ, ρετγ). So we can estimate
W 22 (ρ
ε
τγ, µ) −W 22 (ρτγ, µ) ≤
∫
X×X
|x− y|2 d(βε − β)(x, y) = −ε
∫
Ωc×Ω
|x− y|2 dβ(x, y).
(4.4.13)
Together with (4.4.12), this gives
ΦFτ (ρ
ε





|x− y|2 dβ(x, y) + o(ε). (4.4.14)
But consider that








ρ(x) dγ(x) ≤Mγ(Ω). (4.4.15)
This forces β(Ωc × Ω) to be strictly positive, otherwise
β(Ω × Ω) = β(X × Ω) = µτ (Ω) =
∫
Ω
ρτ (x) dγ(x) > Mγ(Ω)
against (4.4.15). Back to (4.4.14), if ε is chosen small enough, we contradict the minimality
of µτ = ρτγ. We have proved that ρτ ≤M , independently of the initial choice of M ′.
Since these properties hold for all M ′ > M , it turns out that the minimizer is indepen-
dent of M ′, hence µτ is a minimizer under the constraint ν = ργ with ρ ∈ L∞(γ). Then, a
simple truncation argument provides the minimality of µτ in the unconstrained problem.

4.5 The finite-dimensional case
A key ingredient of our analysis will be the finite-dimensional framework, which has been
studied in detail in [4, Chapter 10]. We now recall the main result therein (see [4, Theorem
10.4.9]). We will make use, in the rest of the chapter, of the notation |∂F |(µ|γ) to indicate,
for fixed γ, the slope of F (·|γ) at the point µ, and similarly for Fd and for the respective
subdifferentials.
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Theorem 4.5.1 Let γ = e−V Ld be a non-degenerate log-concave probability measure on
R
d, let Ω be the nonempty interior of D(V ) and consider the functional Fd(·|γ) and µ =
ργ ∈ D(Fd). Then ρ ∈ D(|∂Fd|) if and only if
LF ◦ ρ ∈W 1,1(Ω) and
∇(LF ◦ ρ)
ρ
∈ L2(Rd, µ). (4.5.1)
If these conditions hold, ∇(LF ◦ρ)
ρ











Remark 4.5.2 In the case X = Rd, let γ = e−V Ld, where V is a convex l.s.c. potential,
and µt = utLd. As a consequence we have ρt = uteV and (4.1.3) becomes
∂tut −∇ · (∇(LF ◦ ut) + ut∇V ) = 0. (4.5.3)
In (4.5.3) we recognize different PDEs. In particular, if V = 0 and LF (x) = x
m, m > 1
(which corresponds to F = (m − 1)−1xm) we obtain the porous media equations. If
















dγ if µ≪ γ,
+∞ otherwise .
In this case LF (x) = x and (4.5.3) becomes the linear Fokker Planck equation with potential
V :
∂tut − ∆ut −∇ · (ut∇V ) = 0. (4.5.4)
See [8] for a detailed comparison between the different approaches to (4.5.4) in infinite
dimensions.
4.6 Γ-convergence results
For the characterization of the subdifferential of F , we will perform finite dimensional
approximations, and we need a Γ-convergence result. First of all, if φn is a sequence of
functionals, we introduce the notation
Φnτ (·, µ) := φn(·) +
1
2τ
W 22 (·, µ). (4.6.1)
Next we define the Γ-convergence.
Definition 4.6.1 (Γ-convergence) We say that φn : P2(X) → [−∞,+∞] Γ(P2(X))-
converge to φ if
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i) for any sequence (µn) ⊂ P2(X) weakly convergent to µ, there holds
φ(µ) ≤ lim inf
n→∞
φn(µn); (4.6.2)
ii) for any µ ∈ P2(X) there exists (µn) ⊂ P2(X) converging to µ in P2(X) such that
lim
n→∞
φn(µn) = φ(µ). (4.6.3)
Γ-convergence guarantees the convergence of minimizers to minimizers, as in the next
lemma.
Lemma 4.6.2 Let φh : P2(X) → (−∞,+∞] be geodesically convex functionals satisfy-
ing Assumption 3.1.1 and Γ(P2(X))-convergent to φ, still satisfying Assumption 3.1.1.
Assume also that for all M > 0 the set
∞⋃
h=1
{µ ∈ P2(X) : φh(µ) ≤M} (4.6.4)
is relatively compact in the weak topology of P(X). Let µh → µ. Let (µhτ ) denote, for
τ fixed, a family of minimizers of functionals Φhτ (·, µh), defined by (4.6.1). Then µhτ have
limit points in P2(X) and ω
h
τ ∈ ∂φh(µhτ ), constructed in Lemma 3.4.1, have strong limit
points in the sense of Definition 1.5.3. If (hn) is any subsequence along which we have
convergence, and µτ ,ωτ are the limits, then µτ is a minimizer of Φτ (·, µ) and ωτ belongs
to ∂φ(µτ ). Moreover
φhn(µ
hn
τ ) → φ(µτ ).
Proof. Let τ > 0 be fixed during all the proof. Let ν ∈ P2(X), and let νh → ν be such
that φh(ν
h) → φ(ν). We can find such a sequence thanks to (4.6.3). Since µhτ minimizes














Consider the second member, as h→ ∞: the first term goes to φ(ν). The second converges
to W 22 (ν, µ)/(2τ), by the continuity properties of the Wasserstein distance with respect to
the convergence with moments (indeed, the liminf inequality follows from Lemma 2.2.6,
while the limsup one follows from Lemma 2.2.7 and from the triangle inequality which
entailsW2(ν
h, µh) ≤ W2(νh, ν)+W2(ν, µ)+W2(µ, µh)). Hence, φh(µhτ ) is uniformly bounded
in h for τ fixed, so that µhτ belongs to the set in (4.6.4) for some positive M , yielding the
compactness of the family (µhτ ) in P(X). Now let (hn) be a sequence along which we have
convergence and let µτ be the corresponding limit, so that µ
hn
τ ⇀ µτ as n→ ∞. We have
from (4.6.5), and taking advantage again of the semicontinuity of the Wasserstein distance
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W 22 (ν, µ),
which shows, by the arbitrariness of ν, that µτ is a minimizer for Φτ (·, µ). These inequalities













= φ(µτ ) +
W 22 (µτ , µ)
τ
.
The two terms are separately l.s.c., hence, as n→ ∞,
φhn(µ
hn
τ ) → φ(µτ ) and W2(µhnτ , µhn) → W2(µτ , µ). (4.6.6)

































This shows that the sequence (µhnτ ) has uniformly integrable 2-moments, and then, by
Proposition 1.1.4, we have in fact µhnτ → µτ in P2(X). Now let ωhnτ ∈ ∂φhn(µhnτ ) be
constructed as in Lemma 3.4.1, that is, ωhnτ = (t
µhn
µhnτ













W 22 (µτ , µ)
τ 2
. (4.6.7)
But µτ is a minimizer of Φτ (·, µ), so that thanks to Lemma 3.4.1 it belongs to D(|∂φ|).
Then, since we are working under Assumption 3.1.6, there exists a unique optimal transport
map tµµτ between µτ and µ. Invoking Lemma 3.4.1 again, we see that ωτ = (t
µ
µτ − I)/τ
belongs to ∂φ(µτ ). Since W
2









|ωhnτ |2 dµhnτ =
∫
X
|ωτ |2 dµτ ,
that is, the sequence of subdifferentials (ωhnτ ) converges strongly, in the sense of Definition
1.5.3, to ωτ ∈ ∂φ(µτ ).

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It is clear from Lemma 4.3.3 that there exist µτn , minimizers of Φτn(·, µ), such that the
respective subdifferentials converge to ∂0φ(µ). With the next result we want to show that
the approximating ωn can also be chosen to be subdifferentials of functionals φn, if φn is
Γ-convergent to φ.
Theorem 4.6.3 Let φn, φ : P2(X) → (−∞,+∞] be as in Lemma 4.6.2. Then, for
every µ ∈ D(|∂φ|) there exist a subsequence n(m), µn(m) converging to µ in P2(X) and
subdifferentials ωn(m) ∈ ∂φn(m)(µn(m)) such that




φn(m)(µn(m)) = φ(µ). (4.6.9)






‖ωn(m)‖2dµn(m) ≤ |∂φ|2(µ). (4.6.10)
Proof. We construct the approximating sequence in the following way. Let µh → µ
in P2(X) with φh(µ
h) → φ(µ) (such a sequence exists by Γ-convergence). Let µhτ be a
minimizer of
Φhτ (·, µh) := φh(·) +
1
2τ
W 22 (·, µh).
Let moreover ωhτ be constructed as in (3.4.1). We will show that there is a subsequence
of the family {ωhτ : h ∈ N, τ > 0} such that (4.6.8) holds. First, for fixed τ , we know
from Lemma 4.6.2 that there is a subsequence µhnτ converging in P2(X) to µτ , where µτ
minimizes Φτ (·, µ). Moreover, the corresponding sequence ωhnτ converge to ωτ ∈ ∂φ(µτ ) in












and (taking Lemma 4.6.2 into account)



















|φ(µτm) − φ(µ)| = 0. (4.6.14)
Now, with τ = τm and ε = 1/m we can suitably choose hn = hn(m) in (4.6.11) and (4.6.12)
to conclude with a diagonal argument. 
78 CHAPTER 4. NONLINEAR DEGENERATE DIFFUSION EQUATIONS
Now we state the particular Γ-convergence result for our functionals.
Theorem 4.6.4 If γn converge weakly to γ, then F (·|γn) Γ(P2(X))-converge to F (·|γ)
and satisfy the equi-tightness condition (4.6.4). Moreover, if µ ∈ P2(X) and γn = πn#γ, a
sequence satisfying condition (4.6.3) is πn#µ, so that
lim
n→∞
F (πn#µ|γn) = F (µ|γ).
Proof. We first prove the equi-tightness condition (4.6.4). Fix ε > 0 and two constants
M ′,M ′′ large enough such that M/M ′ < ε/2 and F (x) > M ′x for x > M ′′ (this is possible
in view of the superlinear growth of F at infinity). Let moreover Kε be a compact subset
of X such that γn(Kε) > 1− ε2M ′′ for every n (the sequence (γn) is tight, since it is weakly



















+M ′′γn(X \Kε) < ε.
This shows that the set introduced in (4.6.4) is tight, hence relatively compact.
































Taking into account the duality formula (4.4.3), the liminf inequality i) of the definition of
Γ-convergence follows. The limsup inequality ii) and the last statement are proven exactly
as in [8, Lemma 6.2]. 
Now consider finite dimensional approximations of the measure γ: letting γn = π
n
#γ,
from Theorem 4.6.4 we know that F (·|γn) Γ-converge to F (·|γ). From the next result
it will follow that, if the role of Γ-converging functionals of Theorem 4.6.3 is played by
F (·|γn) and we choose a limit point µ ∈ L∞(X, γ), then the approximating µn can be
chosen so that their densities have uniformly bounded L∞(X, γn) norms.
Corollary 4.6.5 For all µ with µ ≤ Mγ and |∂F |(µ|γ) finite, there exist µn with µn ≤
Mγn, µn → µ in P2(X), F (µn|γn) → F (µ|γ). In addition, there exist ωn ∈ ∂F (µn|γn)
such that
ωn → ∂0F (µ|γ) ∈ L2(X,µ;X) strongly in the sense of Definition 1.5.3. (4.6.16)
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Proof. It suffices to revisit in this particular case the proof of Theorem 4.6.3: first, let
µh → µ be such that F (µh|γh) → F (µ|γ), and by Theorem 4.6.4 we can choose µh = Πh#µ,
but the density of Πh#µ with respect to γ
h is the cylindrical projection, which does not
increase the L∞ norm, so µh ≤Mγh. Second, the minimizers µhτ of
ν 7→ F (ν|γh) + 1
2τ
W 22 (ν, µ
h)
satisfy µhτ ≤Mγh by Lemma 4.4.5. 
4.7 Wasserstein subdifferential of F
We will now characterize the subdifferential of F . In this section we make Assumption 4.2.1
on γ, besides the log-concavity.
In the sequel we are using the stability of generalized Sobolev spaces under composition
with LF , namely ρ ∈ GW 1,1(X, γ) implies LF ◦ ρ ∈ GW 1,1(X, g). Indeed, since LF (z) →
+∞ as z → +∞ and LF is strictly increasing, we have
Tα(LF ◦ ρ) = LF ◦ TL−1F (α)(ρ), (4.7.1)
(here Tα is the truncation operator) and since Tβ(ρ) ∈ W 1,1(X, γ) for any β > 0 we
conclude that LF ◦ ρ ∈ GW 1,1(X, γ) thanks to the chain rule.
We begin giving the following:
Definition 4.7.1 (Generalized Fisher information) Let ρ ∈ L∞(X, γ) and let ρ ∈










dµ(x) < +∞. (4.7.2)








In the general case ρ ∈ L1(X, γ), ρ ∈ GW 1,1(X, γ), the generalized Fisher information is
defined by the same formula, using the fact that LF ◦ ρ ∈ GW 1,1(X, γ), so its gradient is
still well defined.
Lemma 4.7.2 (Lower semicontinuity of G ) Let (ρn) ⊂ W 1,1(X, γ), with ρn → ρ γ-
a.e. and with G (ρnγ|γ) uniformly bounded. Then ρ ∈ GW 1,1(X, γ) and
G (ργ|γ) ≤ lim inf
n→∞
G (ρnγ|γ).
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Proof. We set ρn,k := Tk(ρn). By dominated convergence, it is clear that ρn,k → Tk(ρ) in
L2(X, γ) and that
LF ◦ ρn,k → LF ◦ Tk(ρ) in L2(X, γ). (4.7.3)
By the chain rule proven in Theorem 4.2.3, ∇(LF ◦ ρn,k) is equal to L′F (ρn,k)∇ρn,k, so it
vanishes where ρn > k and coincides with ∇(LF ◦ ρn) where ρn ≤ k. As a consequence,
there holds ∫ ‖∇(LF ◦ ρn,k)‖2
ρn,k
dγ ≤
∫ ‖∇(LF ◦ ρn)‖2
ρn
dγ, (4.7.4)
where the second term is uniformly bounded by hypothesis. In particular, LF ◦ ρn,k is
bounded in W 1,2(X, γ) and therefore LF ◦Tk(ρ) ∈W 1,2(X, γ). Since k is arbitrary, we can
use LF (k) as truncation levels to prove that LF ◦ρ ∈ GW 1,2(X, γ); in addition, ∇(LF ◦ρn,k)
weakly converge in L2(X, γ;X) to ∇(LF ◦ Tk(ρ)).
We can take advantage of Ioffe’s lower semicontinuity Theorem under strong-weak
convergence (see for instance [3, Theorem 5.8]) to obtain
∫ ‖∇(LF ◦ Tk(ρ))‖2
Tk(ρ)
dγ ≤ lim inf
n→∞
∫ ‖∇(LF ◦ ρn,k)‖2
ρn,k
dγ. (4.7.5)
This, in combination with (4.7.4), gives
∫ ‖∇(LF ◦ Tk(ρ))‖2
Tk(ρ)
dγ ≤ lim inf
n→∞
∫ ‖∇(LF ◦ ρn)‖2
ρn
dγ.
To conclude, it suffices to show that the left hand side converges to G (ργ|γ) as k → ∞.
To this aim, it suffices to remind that ∇(LF ◦ Tk(ρ)) vanishes where ρ > k and coincides
with ∇(LF ◦ ρ) where ρ ≤ k. 
We are ready for the result which identifies the Wasserstein subdifferential of F .
Theorem 4.7.3 Let µ = ργ ∈ P2(X), and assume that F satisfies Assumption 4.4.1.
Then the metric slope of F (·|γ) at µ is finite if and only if
LF ◦ ρ ∈ GW 1,1(X, γ) and
‖∇(LF ◦ ρ)‖2
ρ
∈ L1(X, γ). (4.7.6)
Moreover, in this case
∇(LF ◦ ρ)
ρ
= ∂0F (µ|γ) and G (µ|γ) = |∂F |2(µ|γ).
Proof. Step 1. We prove that finiteness of slope at µ = ργ implies the regularity
properties (4.7.6). First, assume ρ ≤ M , set φ(ν) = F (ν|γ), γd = Πd#γ and φd(ν) =
F (ν|γd) and recall that γd ⇀ γ (see Proposition 1.2.3). Thanks to Theorem 4.6.4, φd
Γ(P2(X))-converge to φ as d→ ∞. By Theorem 4.6.3 we can find sequences
µd → µ in P2(X), φd(µd) → φ(µ)
ωd ∈ ∂φd(µd) such that ωd → ω = ∂0φ(µ) strongly in L2 as in Definition 1.5.3,
(4.7.7)
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and thanks to (4.6.10) we have also that |∂φd|(µd) is finite and uniformly bounded in d. We
can also choose µd so that the additional property µd ≤Mγd holds, by Corollary 4.6.5. We
stress that here µd is not, in general, the projection Π
d
#µ. Let ρd be the density of µd with
respect to γd, and since γd ⇀ γ and µd → µ in P2(X), we have that ρd → ρ in the sense of
Definition 1.5.3, in its scalar version. Together with (4.7.7), which guarantees convergence
of the energies, this also implies, thanks to Lemma 2.2.9 and the strict convexity of F , that
∫
X
ϕ(x)LF ◦ ρd(x)dγd(x) →
∫
X
ϕ(x)LF ◦ ρ(x)dγ(x) ∀ϕ ∈ L1(X, γ). (4.7.8)
Indeed, (4.7.8) holds independently of the growth of LF for all ϕ ∈ C0b (X), as ρ and ρd are
essentially bounded, uniformly with respect to d, and the same uniform bound allows to
extend the validity of the formula to all ϕ ∈ L1(X, γ).
The theorem holds if X is finite-dimensional, and since γd is supported in Πd(X) we
can use the implication in finite dimension (Theorem 4.5.1) to obtain, for ζ ∈ Cyl(X),
j ≤ d and d large enough (depending on ζ only),
∫
X
∂ejζ(x)LF ◦ ρd(x) dγd(x) = −
∫
X




LF ◦ ρd(x)ζ(x)gdj (x) dγd(x), (4.7.9)
where we used also the fact that ∂ejγ = g
jγ implies ∂ejγ
d = gdj γ
d, gdj being the cylindrical
projection of gj (see Definition 1.4.2 and Lemma 1.4.1). The finite dimensional result also
tells us that
ωdj :=
∂ej (LF ◦ ρd)
ρd
∈ L2(X,µd), j = 1, . . . , d,
so we can rewrite (4.7.9) as
∫
X
∂ejζ(x)LF ◦ ρd(x) dγd(x) = −
∫
X




LF ◦ ρd(x)ζ(x)gdj (x) dγd(x).
Now we pass to the limit in (4.7.10) as d → ∞. The first term converges to the
analogous term involving γ and ρ by (4.7.8), the second one converges too, thanks to
(4.7.7). Adding and subtracting gj in the last term and using (4.7.8) with ϕ = gj we have
also convergence of that term. Hence, we find (letting ωj = 〈ω, ej〉)
∫
X







LF ◦ ρ(x)ζ(x)gj(x) dγ(x) ∀j ∈ N,
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that is, ∂ej (LF ◦ ρ) = ρωj ∈ L1(X, γ). Finally, since ω ∈ L2(X,µ;X), we obtain LF ◦ ρ ∈





and since ω is the minimal selection we have also
G (µ|γ) = |∂F |2(µ|γ).
We have proven the implication for the bounded case. Now we shall pass to the general
one. Let n ∈ N and consider functionals F n(·|γ), defined in (4.4.7). These functionals
are strongly convex, as noticed in Remark 4.4.4, and Γ(P2(X))-converge to F (·|γ) as
n→ ∞ (indeed, condition (4.6.2) is trivial, whereas (4.6.3) can be achieved by a truncation
argument). Moreover, since F n ≥ F , it is easy to show tightness for the sets corresponding
to the ones in (4.6.4). Then, by means of Theorem 4.6.3 again, we find subsequences (that
we don’t relabel) µn → µ in P2(X) and ωn ∈ ∂F n(µn|γ) such that F n(µn|γ) → F (µ|γ)
and
ωn → ω = ∂0F (µ|γ) strongly in L2 as in Definition 1.5.3. (4.7.13)
We have ρn ≤ n, since F n(µn|γ) is finite. So, the already obtained result for the bounded








Notice that the weak convergence of ρnγ to ργ and the convergence of F (ρnγ|γ) =
F n(ρnγ|γ) to F (ργ|γ) imply, thanks to the strict convexity of F , that ρn → ρ in γ-measure
(see [73, Theorem 3] or [16]); in particular a subsequence of (ρn) converges to ρ γ-a.e. Hence,





dγ ≤ |∂F |2(µ|γ). (4.7.14)
Step 2. Now we prove that Sobolev regularity of LF ◦ρ and integrability of ‖∇(LF ◦ρ)‖2/ρ
imply the opposite inequality in (4.7.14), hence finiteness of slope. First, assume that ρ is
bounded and distant from zero. Since ρ−1 is bounded we have ‖∇(LF ◦ ρ)‖ ∈ L2(X, γ),
and since LF has a locally Lipschitz inverse by strict convexity of F , Theorem 4.2.3 yields
ρ ∈ W 1,2(X, γ). Let ρd be the d-dimensional cylindrical projection of ρ. By (4.2.3),
ρd ∈ W 1,2(X, γ) and again Theorem 4.2.3 gives
LF ◦ ρd ∈W 1,2(X, γ). (4.7.15)
Moreover, by the chain rule (4.2.4) we have
∇(LF ◦ ρ) = L′F (ρ)∇ρ and ∇(LF ◦ ρd) = L′F (ρd)∇ρd, (4.7.16)
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and these gradients are respectively 0 γ-a.e. on the set of all x such that LF is not















converges to 0 in L1(X, γ) (we use (4.2.3) and the fact that the convergence (1.4.2) of
cylindrical projections holds for maps with values in X, like ∇ρ with its projection (∇ρ)d).
On the other hand, (L′F (ρd))
2/ρd converge to (L′F (ρ))
2/ρ in L1(X, γ) and are essentially













In view of (4.7.15), we can apply Theorem 4.5.1 and obtain the finiteness of |∂F (µd|γd)|,
where µd = ρdγd (so µd = Πd#µ), and also |∂F |2(µd|γd) = G (µd|γd). Now we make use of
the lower semicontinuity of the metric slope and of (4.7.17) to infer the finiteness of the
slope:








Now consider the case in which ρ is bounded but not necessarily distant from 0. Let
ρn = max{ρ, 1n}, so that ρn is distant from zero, and µn = ρnγ.
Notice that ρn are not probability measures, but the results we apply are obviously still
valid if, instead of working in P2(X), one works in the space zP2(X) with z > 0 (this can
also be seen considering the map Fz(s) = F (zs), to come back to probability measures,
as we do in Step 3). Since LF is nondecreasing, LF ◦ ρn = max{LF ◦ ρ, LF ( 1n)}, and by











since ρn ≥ ρ and ∇(LF ◦ ρn) = 0 γ-a.e. on {ρ < 1/n}. Since we have proven the theorem







Using the lower semicontinuity of the slope we conclude.
Finally, in the general unbounded case, we take advantage of the just achieved charac-
terization of the slope at Tn(ρ)γ. The slope is lower semicontinuous, and reasoning as we
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did to obtain (4.7.4), we get
|∂F |2(µ|γ) ≤ lim inf
n→∞













Step 3. Suppose now that either the metric slope at µ is finite or that (4.7.6) hold. Joining
together (4.7.14) and (4.7.19) we get the desired equality |∂F |2(µ|γ) = G (µ|γ). Then, in
order to characterize the minimal selection ∂0F (µ|γ), we have to show that ∇(LF ◦ ρ)/ρ
belongs to ∂F (µ|γ). We know from (4.7.12) that this is true if ρ is bounded. In the general
case we check the subdifferential relation (3.1.7) with λ = 0, φ = F and ξ = ∇(LF ◦ ρ)/ρ
by approximation; thanks to Lemma 4.3.2, it suffices to check the property for all ν = fγ
with f bounded. Now we approximate ρ by ρn := z
−1
n (ρ∧n), where zn ↑ 1 is a normalizing
constant, and we write the subdifferential relation for ρn, Fn(s) = F (zns), to obtain:
∫
X








, tn(x) − x
〉
ρn(x) dγ(x),
where tn are the optimal maps from ρnγ to ν. Since LFn(s) = LF (zns), LFn ◦ ρn =












ρn dγ = 0.














, t(x) − x
〉
ρ(x) dγ(x).





〈g(x), tn(x) − x〉 ρn(x) dγ(x) =
∫
X
〈g(x), t(x) − x〉ρ(x) dγ(x)






〈g(x), y − x〉 dβn(x, y) =
∫
X
〈g(x), y − x〉 dβ(x, y).
The latter is a direct consequence of the tightness of (βn) (because the marginals are tight),
of the fact that any limit point is an optimal plan from ργ to γ (see Lemma 2.2.6) and of
the uniqueness of β proved in Theorem 4.3.1. 
After Theorem 4.7.3, we can give a straightforward proof of the main result of this
chapter.
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Theorem 4.7.4 Assume that L = LF , with F satisfying Assumption 4.4.1, and that γ
satisfies Assumption 4.2.1. Then, for all µ0 ∈ P2(X) there exists a distributional solution







In the class of solutions µt satisfying (4.7.20) this solution is unique. Furthermore, if
µ̄ ≤ Cγ, then ρt ≤ C γ-a.e. for all t > 0 and therefore LF ◦ρt ∈W 1,1(X, γ) for a.e. t > 0.
Proof. Notice that the domain D(F (·|γ)) is dense in P2(X) and, under Assumption 4.4.1,
F (·|γ) is strongly convex. Hence we can apply Theorem 3.5.8 to obtain, for any µ0 ∈
P2(X), existence and uniqueness of the gradient flow µt of F (·|γ) starting from µ0. Notice
that, by the regularizing effect of the semigroup, µt ≪ γ for any t > 0 even if µ0 does
not have a density with respect to γ. The curve µt satisfy (3.3.3) and (3.3.2), and with
Theorem 4.7.3 we have characterized, under Assumption 4.2.1, the minimal selection in
the Wasserstein subdifferential of F (·|γ) at µt = ρtγ as ∇(LF ◦ρt)ρt . We deduce that µt = ρtγ
is a solution to (4.1.3). This solution is unique and satisfies all the additional properties
of Theorem 3.5.8.
Finally, if µ0 ≤ Mγ, we know by Lemma 4.4.5 that such a bound is preserved by the
discrete minimizer of functional ΦFτ (·, µ0) defined in (4.4.4) (independently of the value of
τ). Since µt is the limit of discrete minimizers, we conclude that ρt ≤ M γ-a.e. for all
t ≥ 0. 
Chapter 5
Mean-field evolution model in
superconductivity
This chapter is devoted to the application of the gradient flow theory to another evolution
problem. The corresponding energy functional arises in the Ginzburg-Landau theory for
superconductivity. In this case we won’t have the λ-geodesical convexity property, which
characterized the analysis of Chapter 4, but we will se how, applying the abstract theory
of Section 3.4, we can still obtain a satisfactory description. We start with a brief review
of the physical framework (for the general theory see for instance [69]).
5.1 The physical context






|∇Au|2 + |h− hex|2 +
1
2ε2
(1 − |u|2)2, (5.1.1)
where Ω ⊂ R2 is the section of the superconductor, hex represents the intensity of an
external magnetic field, constant and orthogonal to the section, A is the potential vector
of the magnetic field h induced in the material (h = ∇ × A and ∇A = ∇ − iA), and ε
is a parameter depending on the material and on the temperature. The function u takes
complex values and its modulus (|u| ≤ 1) accounts for the density of superconducting elec-
tron pairs, so that a value close to 1 indicates a significant presence of the superconducting
phenomenon (the superconducting phase). The case |u| ≃ 0 is called the normal phase.








∇× h = 〈iu,∇Au〉.
The boundary conditions are h = hex and 〈∇Au,n〉 = 0.
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Different behaviors are observed for different values of the applied magnetic field in-
tensity hex with respect to the parameter ε. At low temperatures (small ε), if the applied
magnetic field intensity is itself sufficiently low, the material is superconductive. This
means that the magnetic field has no relevant effect (it is said to be ‘expelled’) and in this
case there holds approximately
{
−∇h+ h = 0 in Ω,
h = hex on ∂Ω.
Increasing hex, an opposition to the superconductive phenomenon appears, so that |u|
tends to decrease and to reach the value 0 of the normal phase. For intermediate values
of hex, the so-called mixed phase is observed. That is, the normal phase gets concentrated
in small regions, the Ginzburg-Landau vortices, at the center of which |u| = 0. If C is a
small circle around one of these zeros, the degree of the vortex is defined as the topological
degree of the map u/|u| : C → S1. Vortices with same degree tend to repel each other.
In particular, the mixed phase starts when hex reaches the order of | log ε|. To be more






When λ is finite and positive or zero (in the latter case with a not too large magnetic field,
that is hex ≪ ε−2), we are in the mixed phase, with the vortex structure. It is shown in








|∇hµ|2 + |hµ − 1|2 λ ≥ 0, (5.1.3)
where λ is given by (5.1.2), is the limit as ε → 0, in a suitable sense, of the Ginzburg-
Landau functional defined by (5.1.1). The measure µ represents the density of vortices,
whereas hµ is the induced magnetic field.
In [27], the authors proposed an evolution model for the vortex density, which reads
d
dt
µ(t) − div(∇hµ(t)|µ(t)|) = 0,
{
−∆hµ(t) + hµ(t) = µ(t) in Ω,
hµ(t) = 1 on ∂Ω.
(5.1.4)
Here | · | denotes the total variation. This model and similar ones have been investigated
for instance in [7, 47, 49, 51]. In particular, in [47, 51] the authors are concerned also with
different couplings between µ and hµ, like ∆hµ = µ, giving rise to the equation
d
dt
µ(t) + div (∇∆−1µ(t)|µ(t)|). (5.1.5)
For positive measures, this is reminiscent of incompressible Euler equations, where ∇⊥
appears instead of ∇. This rotation makes (5.1.5) dissipative.
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Aim of this chapter is to address (5.1.4) as the gradient flow of functional (5.1.3). In
the first part we will assume that µ is a positive measure. Let us begin with a rigorous
formulation.
5.2 Formulation of the problem
Let Ω be a bounded open connected region in R2, with smooth boundary, representing the
section of the superconductor. Denote with P(Ω) the space of probability measures over
Ω (we omit the notation P2(Ω), since in this case the spaces and the topologies coincide).
We are concerned with the following evolution problem:
d
dt
µ(t) − div(χΩ∇hµ(t)µ(t)) = 0 in D′((0,+∞) × R2) (5.2.1)
with the initial datum µ(0) = µ0 ∈ P(Ω)∩H−1(Ω). We look for a solution µ(t) (the vortex
density) which is a measure in P(Ω)∩H−1(Ω). For every t the velocity field −χΩ∇hµ and
µ are coupled by {
−∆hµ + hµ = µ in Ω
hµ = 1 on ∂Ω.
(5.2.2)
Clearly, H−1(Ω) is the natural ambient space for the problem, so we are working with
measures on Ω in order to treat masses in Ω which vary during the evolution. In fact,
concentration of µ on ∂Ω will model the ‘expulsion’ phenomenon of the vortices. Masses
on Ω are also normalized to 1 without loss of generality.
Let M+(Ω) be the space of nonnegative measures on Ω. The weak (or narrow) topology
here is again defined by the convergence in duality with continuous and bounded functions.









|∇hµ|2 + |hµ − 1|2, λ ≥ 0. (5.2.3)
For measures µ on Ω we will write µ = µ̂ + µ̃, where µ̂ = χΩµ and µ̃ = χ∂Ωµ. Functional
(5.2.3), which is defined in M+(Ω), will be understood to be defined as Φλ(µ̂) for µ ∈ P(Ω).
So, it depends only on the internal part of the measure.
It is shown in [7] that equation (5.2.1), with the coupling described by (5.2.2), can
be viewed as a gradient flow of functionals (5.2.3) with respect to the structure induced
on P(Ω) by the 2-Wasserstein distance W2. Therefore, in [7] the problem is studied
exploiting the techniques of gradient flows in metric spaces developed in Chapter 3, and
a global existence result is proved therein. The method is the classical one: a family of
minimizers of the discrete, minimizing movements scheme (see Section 3.2) is found, then
the family of measures µ(t) is built as the limit of subsequences of interpolations, given by
(3.2.4). This limit satisfies a continuity equation with a suitable velocity field (see Section
2.3). In this case we no more analyze directly the Wasserstein subdifferential of the energy
functional. Rather, the velocity field is shown to be the same of the evolutionary problem
under investigation, thanks to suitable Euler-Lagrange equations associated to (3.2.2).
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In [7], with the introduction of some ‘entropies’ which are shown to decrease along
the flow, a regularity result is also obtained, that is, if the initial datum µ0 is such that
µ̂0 ∈ Lp(Ω), p ≥ 4/3, then there exist a global solution µ(t) such that ‖µ̂(t)‖p is uniformly
controlled by the Lp norm of µ̂0.
Finally, in the case p = +∞, a short time uniqueness theorem is established in [7,
Theorem 3.6]. Here we are going to discuss also a global time uniqueness result, following
[49], based on the introduction of a one-sided condition on the velocity vector field at the
boundary. The condition is the following: for t ∈ (0, T ],
〈∇hµ(t)(x), y − x〉 ≥ 0 for all (x, y) ∈ supp(µ̃(t)) × Ω. (5.2.4)
We stress that we allow µ(t) to have a nonzero boundary part. Concerning this new
condition (5.2.4), we will show later in Section 3 that it is a byproduct of our Wasserstein
variational approach. In Theorem 5.4.4 we will indeed prove the analogous property for
discrete minimizers of Φλ(µ) +
1
2τ
W 22 (µ, µ
0), in the case λ = 0.
Notice that, since the domain is supposed to be convex, (5.2.4) can be interpreted
as follows: the gradient of hµ(t) on the boundary (whenever some mass is there present)
points towards the interior of the domain. This is in fact reminiscent of the nondecreasing
boundary mass condition appearing in [7, Definition 3.1], which is meaningful since a
gradient flow of Φλ, at least for λ > 0, is expected to enjoy such a behavior (see the energy
comparison argument in [7, Section 3]. See also Lemma 5.3.2 below).
Inequalities about the functional
Now we introduce some basic results that will often be useful in the sequel. For the first
we refer to [7, Lemma 2.1].
Proposition 5.2.1 Φλ is lower semicontinuous with respect to the weak topology of M+(Ω).















and the supremum is attained for h = hµ.
Proof. The direct method gives existence and uniqueness of a maximizer h for (5.2.5),






∇h · ∇ϕ+ hϕ = 0 ∀ϕ ∈ C∞c (Ω),
and therefore h = hµ. Finally, we can use the identity
∫
Ω
(hµ − 1) dµ =
∫
Ω
(hµ − 1)(−∆hµ + hµ) =
∫
Ω
h2µ − hµ + |∇hµ|2
to obtain (5.2.5). 
90 CHAPTER 5. MEAN-FIELD EVOLUTION MODEL IN SUPERCONDUCTIVITY










(hν − 1) d(µ− ν) (5.2.6)
and










(hµ + hν)d(µ− ν) (5.2.7)
Proof. For the first relation, apply (5.2.5) to the difference Φλ(µ) − Φλ(ν), taking into
account that the supremum therein is attained at hν when the argument is ν. The second
one is obtained computing





















(hµ − 1)2 − (hν − 1)2










(hµ + hν)(µ− ν),
where we started integrating by parts the quantity |∇hµ|2 − |∇hν |2, which can be written
as ∇(hµ + hν − 2) · ∇(hµ − hν). 
Moreover, we have
Lemma 5.2.4 For all µ, ν ∈ P (Ω) there hold
Φλ(ν) − Φλ(µ) ≥
λ
2
(ν̂(Ω) − µ̂(Ω)) +
∫
Ω
hµd(ν − µ) (5.2.8)
and










(hµ + hν)d(µ̂− ν̂). (5.2.9)
Proof. These are straightforward consequences of Lemma 5.2.3, taking into account that
hµ|∂Ω = 1 and that, since the solution of problem (5.2.2) does not depend on the boundary
part of µ, we have hµ̂ = hµ. 
Formal gradient flow
Here we briefly see how functionals (5.2.3) are related to the Chapman Rubinstein Schatz-
man model. We can show that the latter is (at least formally for now) the gradient flow of
Φ0 with respect to the Wasserstein structure, that is, ∇hµ is the gradient of Φ0 at µ along
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transport maps. The Wasserstein (sub)gradient is a vector ξ ∈ L2(µ; R2) defined by the
subdifferential relation (3.1.6). Now consider functional (5.2.3). By (5.2.6) we are led to
Φλ(s#µ) − Φλ(µ) ≥
λ
2
(s#µ(Ω) − µ(Ω)) +
∫
Ω




(s#µ(Ω) − µ(Ω)) +
∫
Ω
(hµ(s(x)) − hµ(x)) dµ.
Since ∫
Ω
(hµ(s(x)) − hµ(x)) dµ ∼
∫
Ω
∇hµ(x) · (s(x) − x) dµ
as ‖s − I‖L2(µ) → 0, if λ = 0, the formal Wasserstein gradient of Φλ at µ (if µ = µ̂)
is χΩ∇hµ. The argument works also with λ > 0 if we consider transports which do not
increase the mass on ∂Ω.
5.3 Global existence and regularity
The results of this section have been obtained in [7]. Here we reproduce them, since they
will be important for the subsequent analysis.
Given τ > 0 and µ ∈ P(Ω), we denote as usual by µτ a minimizer of
min
ν∈P(Ω)
ν 7→ Φλ(ν) +
1
2τ
W 22 (ν, µ). (5.3.1)
Since P(Ω) is compact for the weak convergence, existence is an easy consequence of the
lower semicontinuity of Φ in P(Ω), given by Proposition 5.2.1, and of the continuity of
W 22 (·, µ). Uniqueness of minimizers, on the other hand, is not completely clear, however,
the next result suffices to prove that µ̂τ is unique.
Variational arguments
We first prove some simple property of all minimizers µτ that can be achieved by non-
differential variations: no mass is moved within ∂Ω, and if some mass in Ω is moved to ∂Ω,
in passing from µ to µτ , it has to be moved along a shortest connection to ∂Ω. Furthermore,
if λ > 0, for τ sufficiently small no mass moved on ∂Ω returns to Ω, i.e. no new mass enters
Ω. The corresponding result for λ = 0 will be object of Section 5.4.
Lemma 5.3.1 For any minimizer µτ of (5.3.1) and any β ∈ Γ0(µ, µτ ) we have
|y − x| = dist(x, ∂Ω) for β-a.e. (x, y) ∈ Ω × ∂Ω. (5.3.2)
In addition, if λ > 0 and τ > 0 is sufficiently small (depending only on Ω and λ), we have
that β(∂Ω × Ω) = 0.
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Proof. Let χ be the characteristic function of {(x, y) ∈ (Ω, ∂Ω) : |y − x| > dist(x, ∂Ω)}.
Let us choose (in a Borel way) for any x ∈ Ω a point s(x) ∈ ∂Ω with shortest distance, set
σ := (1 − χ)β and let ν and ϑ be respectively its first and second marginals; notice that
ν ≤ µ and that ϑ̂ = µ̂τ , because χ(x, y) can be nonzero only when y ∈ ∂Ω. Defining
β′ := σ + (I, s)#(µ− ν)
and µ′τ as the second marginal of β
′, we have that β′ still has µ as first marginal, and
therefore β′ ∈ Γ(µ, µ′τ ). Taking into account that µ− ν is the first marginal of χβ, we also
have





|x− y|2(1 − χ) dβ +
∫
Ω
|s(x) − x|2 d(µ− ν)
= W 22 (µ, µτ ) +
∫
Ω×∂Ω
(|s(x) − x|2 − |y − x|2)χβ
≤ W 22 (µ, µτ ),
with strict inequality whenever
∫
χdβ > 0. On the other hand, since the second marginal of
(I, s)#(µ−ν) is concentrated on ∂Ω we have µ̂′τ = ϑ̂ = µ̂τ , and therefore Φλ(µ̂′τ ) = Φλ(µ̂τ ).
The minimality of µτ then gives that (5.3.2) holds.
Let us prove that β(∂Ω × Ω) = 0, for τ sufficiently small. Let r > 0. By contradiction,
suppose that π2#(χ∂Ω×Ωβ) > 0. Suppose first that supp(π
2
#(χ∂Ω×Ωβ)) is contained in the
set {x ∈ Ω : dist (x∂Ω) ≤ r}. Hence the mass that comes from the boundary remains at
a distance smaller than r from the boundary itself. Let ν = µτ minimize (5.3.1), starting
from µ. Let ν0 be a competitor, obtained starting from ν by ν̂0 = ν̂ − π2#(χ∂Ω×Ωβ) and
ν̃0 = ν̃ + π
1
#(χ∂Ω×Ωβ). That is, we bring back the mass coming from µ through β. Choose
r small enough such that h0 − 1 + λ/2 > λ/4 for any x with dist (x, ∂Ω) ≤ r. This is
possible since h0 is continuous till the boundary (by elliptic regularity), where its value is
1. Next, notice that for any positive measure µ, hµ = h0 + wµ, where wµ solves
{
∆wµ + wµ = µ in Ω,
wµ = 0 on ∂Ω.
By the maximum principle, wµ ≥ 0, then hµ ≥ h0. We apply this inequality to ν0,























By (5.2.6) we immediately conclude that Φλ(ν) ≥ Φλ(ν0) + λ4π2#(χ∂Ω×Ωβ)(Ω). Hence there
is a gain of at least π2#(χ∂Ω×Ωβ)(Ω)λ/4 in the Φλ term, when passing from ν to ν0. On the
other hand, if r is chosen small enough it is readily seen that the W 2/(2τ) term cannot
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compensate such loss. This is a contradiction, since ν is a minimizer. This shows that,
for any τ > 0, if an amount α of mass in ∂Ω is sent by β inside Ω, it has to be sent
at a distance larger than r On the other hand, suppose that the competitor ν0 has some
mass transported from the boundary in the interior of the domain, but at greater distance.
Then, let us compare the energy of ν with the energy of a new competitor ν0, obtained by
transporting back to µ the mass coming from the boundary, but being at distance grater
than r from it. The term W 22 (ν, µ) decreases at least by αr
2, while (still by Lemma 5.2.3),
the term Φλ(ν) increases at most by Cα, with C = sup (h0 − 1 + λ/2)−. By the inequality
αr2/(2τ) ≤ Cα it follows that α = 0 if τ < r2/(2C). So that for τ small enough we have
again a contradiction. We conclude that β(∂Ω × Ω) = 0. 
In order to derive the Euler-Lagrange equation associated to (5.3.1), we will need a
family of approximating variational problems in P(Ω).




Φδλ(ν) = Φλ(ν) + δ
∫
Ω
ν̂4 if ν̂ ≪ L2,
+∞ otherwise.
(5.3.3)






W 22 (µ, ν). (5.3.4)
Then this problem has a solution µδτ , the family µ
δ
τ has limit points both for the strong H
−1




4 → 0 as δ → 0, and any limit point µτ
as δ → 0 solves (5.3.1).
Proof. The existence of µδτ is given by the direct method, as for the existence of µτ . Let
Mδ be the minimum in (5.3.4) and let M be the minimum of the functional in (5.3.1). It




Mδ ≤ Φλ(ν) +
1
2τ
W 22 (ν, µ)
for all ν in the subspace {ν ∈ P(Ω) : ν̂ ∈ L4(Ω)}. By density we obtain lim supδ Mδ ≤M ,
therefore Mδ →M as δ → 0.
If µτ is a weak limit point in P(Ω) of µ
δ
τ along some sequence δi → 0, the lower
semicontinuity of Φλ gives, since Φ
δi













τ , µ) ≤ lim inf
i→∞
Mδi = M,













τ , µ) = Φλ(µτ ) +
1
2τ
W 22 (µτ , µ).
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4 ≤ Φλ(µτ ).
By the lower semicontinuity of Φλ it follows that Φλ(µ
δi
























|∇hµτ |2 + (hµτ − 1)2.
(5.3.5)
In particular µ̂δiτ → µ̂τ strongly in H−1(Ω). 
The next proposition provides a Euler-Lagrange equation for (5.3.4).
Proposition 5.3.3 Any minimizer µδτ of (5.3.4) satisfies





π1# (χΩ(x)(x− y)γ) in D′(R2), (5.3.6)
where γ ∈ Γ0(µδτ , µ).
We omit the proof, since it is a particular case of Lemma 5.7.2, that we shall prove later.
Entropy and regularity
The next results shows that
∫
Ω
ϕ(µ̂) decreases along the discrete flow, for a suitable family
of entropies ϕ. Let ϕ be a C1 function from [0,+∞) to R. We say that ϕ is an entropy if:
(a) ϕ is convex nondecreasing, C1, and xϕ′(x) = ϕ(x) for all x ∈ [0, 1];
(b) 2xϕ′′(x) ≥ xϕ′(x) − ϕ(x) (displacement convexity).











Proposition 5.3.5 Let p ∈ (1,∞], µ ∈ P(Ω) with µ̂ ∈ Lp(Ω). Then there exists a
minimizer µτ of (5.3.1) satisfying Proposition 5.3.6 and







ϕ(µ̂) <∞, hence µ̂τ ∈ Lp(Ω).
ii) If p = ∞ and M = max {1, ‖µ̂‖∞}, we have ‖µ̂τ‖∞ ≤M, 0 ≤ hµτ ≤M.
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For the proof of the last two propositions we refer to the more general results of Section
5.8.
Now we pass to the limit as δ → 0 in (5.3.6). We are led to the actual Euler equation.




π1#(χΩ(x)(x− y)γ) in D′(R2). (5.3.7)
Proof. We consider a narrow (in P(Ω)) limit point µτ = limi µ
δi
τ as in Lemma 5.3.2,




4 → 0 and





(x− y) · η(x) dγi(x, y) +
∫
Ω




4div ξ = 0, (5.3.8)
where hi := hµδiτ . Next, we pass to the limit in (5.3.8) as i → ∞, possibly along a




4div ξ → 0. By Lemma 2.2.6, γi weakly converges in
P(Ω×Ω) to some γ ∈ Γ0(µτ , µ), and the fact that µδiτ (Ω) converges to µτ (Ω) tells us that
there is no concentration of mass near ∂Ω; using this fact we easily obtain that χΩ(x)γi
still weakly converges to χΩ(x)γ, so that also the first term in the left-hand side goes to the
limit. Finally, by Proposition 5.3.4 µ̂δiτ is bounded in L
4(Ω), hence we find a subsequence
(that we don’t relabel) weakly converging to µτ in L
4(Ω). By elliptic regularity, this gives
strong W 2, 4(Ω) convergence (and then C1(Ω) convergence by Sobolev immersion, as the
boundary is smooth) of hi to hµτ . This readily entails convergence for the second term in
(5.3.8). 
Making use of Theorem 3.4.4, one obtains the following result about existence of solu-
tion and regularity of its internal part (see Theorem 1.1 in [7]). The only difference is that
here the discrete velocity is written in terms of transport plans, as in the right hand side of
(5.3.7). In fact, a limit curve exists by the construction of Theorem 3.4.4. It satisfies the
continuity equation, coupled with the limiting velocity vt, which is the limit of the discrete
velocities. But (5.3.7) allows to characterize such limit as χΩ∇hµ(t). Such velocity satisfies
also the relaxed gradient flow relation (3.4.5). In the end, we get the following
Theorem 5.3.7 Assume that µ̂0 ∈ Lp for some p ≥ 4/3 and λ ≥ 0. Then there exists an
absolutely continuous curve t 7→ µt ∈ P (Ω) such that:
i) ‖µ̂t‖p ≤ C, with C depending only on µ̂0;
ii) µ0 = µ
0 and the PDE
∂tµt − div (χΩ∇hµtµt) = 0 in D′((0,+∞) × R2) (5.3.9)
holds.
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5.4 New variation
Consider problem (5.3.1). In this section we are going to prove the analogous of (5.2.4) at
the discrete level. For, we will consider a boundary variation for the minimization problem,
that is, the competitor of ν ∈ P(Ω) will be of the form
να := ν̂ + αT#σ + (1 − α)ν̃.
So, we are leaving steady the interior part, while we are transporting a fraction α of ν̃ to
some diffused measure σ over Ω through a map T . We will be able to derive information
on the orientation of ∇hν at the boundary.
We need a measure theoretic lemma before proceeding with the main proof. We recall
also that, given two measures µ and ν in M+(R2) with same mass, if µ is absolutely
continuous with respect to the Lebesgue measure L2, then there exists a unique optimal
transport plan between µ and ν (for which the infimum in (5.3.1) is achieved), and such
plan is induced by a transport map (see Theorem 2.1.7 in Chapter 2).
Lemma 5.4.1 Let µ, ν ∈ P(Ω), σ ≪ L2xΩ, with σ(Ω) = ν(∂Ω), and let T be the optimal
transport map between σ and ν̃.
Then there exist γ ∈ Γ0(ν, µ), γT ∈ Γ(σ, µ1), where µ1 is the second marginal of χ∂Ω×Ωγ,
such that




|y − S(x)|2 − |y − T (x)|2
]
dγT (x, y)
for all S : Ω 7→ Ω, where νS = ν̂ + S#σ.
Proof. Let us introduce a sequence of auxiliary measures ν̃n, with equicompact supports
contained in R2\Ω, such that ν̃n(R2\Ω) = σ(Ω), ν̃n ≪ L2 and ν̃n ⇀ ν̃ as n→ ∞. Let Tn be
the optimal transport maps between σ and ν̃n. Moreover, let γn be optimal transport plans
between νn and µ, where νn = ν̂ + ν̃n. As an optimal transport map between absolutely
continuous measures, Tn is essentially invertible for every n (i.e. its restriction to the
complement of a σ-negligible set in Ω is injective, see Lemma 2.1.9). So we can define




Clearly, γn ∈ Γ(νS, µ) and γTn ∈ Γ(σ, µn) for every n, where we introduced µn as the second
marginal of χ(R2\Ω)×Ωγn. So with the change of variables z = T
−1
n (x), for every n we have
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and
W 22 (νn, µ) =
∫
(R2\Ω)×Ω







|y − Tn(z)|2dγTn(z, y) +
∫
Ω×Ω
|y − x|2dγn. (5.4.1)
We get, for every n,




|y − S(x)|2 − |y − Tn(x)|2
]
dγTn(x, y). (5.4.2)
Now we have to pass to the limit as n → ∞. As ν̃n ⇀ ν̃, for the stability property of
optimal transport maps, we have that Tn → T strongly in Lp(Ω, σ), 1 ≤ p < ∞, where
T is the optimal transport map between σ and ν̃. Moreover, γn has a weak limit point in
P(R2 × Ω) which is an optimal plan γ ∈ Γ0(ν, µ) (see Lemma 2.2.6). We will not relabel
the sequence for simplicity.
We can also show that
χΩ×Ωγn ⇀ χΩ×Ωγ. (5.4.3)
In fact, let η(x) be a smooth cutoff function approximating χΩ, with η(x) ≡ 0 on R2\Ω
and ∫
Ω
|η(x) − 1|dν̂ < ε.
Let f ∈ C0(R2 × Ω), with M = ‖f‖∞ finite. Then
∫
R2×Ω








f(x, y)η(x)d(γn − γ)(x, y) +M
∫
R2×Ω











f(x, y)η(x)d(γn − γ)(x, y) + 2Mε.
Now the first integral tends to zero, since fη is continuous, and by arbitrariness of ε we
get the convergence. Here we used the fact that the measures χΩ×Ωγn and χΩ×Ωγ have ν̂
as first marginal. In the same way one can prove that χ(R2\Ω)×Ωγn ⇀ χ(R2\Ω)×Ωγ. This
implies that, letting µn := π
2
#(χ(R2\Ω)×Ωγn) be the second marginal of χ(R2\Ω)×Ωγn, there
holds µn ⇀ µ1. µn is also the second marginal of γTn which by tightness has a limit point
γT (again we avoid relabeling the sequence). The first marginal of γTn is σ for every n, and
as a consequence γT ∈ Γ(σ, µ1).
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Now consider the first integral in the second member of (5.4.2). We have the weak
convergence of γTn to γT , and we can pass to the limit even though the integrand is not
continuous. Indeed, reasoning exactly as in the proof of (5.4.3), we can approximate it
with continuous functions (in the Lusin sense) and use the fact that both the first marginal
of γTn and of γT are equal to the absolutely continuous measure σ.
Finally, consider the last term in (5.4.2). We have
∫
Ω×Ω










|y − T |2dγTn +K
∫
Ω×Ω




|y − T |2dγTn +K
∫
Ω
|Tn(x) − T (x)|dσ,
with K being a suitable positive constant depending on Ω. Now the second term goes to
zero for the strong convergence of Tn, and the first one can be treated as before and shown
to converge to ∫
Ω×Ω
|y − T (x)|2dγT (x, y).
We have all what is needed to pass to the limit in (5.4.1) and (5.4.2) and obtain




|y − S(x)|2 − |y − T (x)|2
]
dγT (x, y) (5.4.4)
as desired. 
We also state a slight generalization of the previous lemma.
Lemma 5.4.2 Let µ, ν, σ and T be as in Lemma 5.4.1. Let S : Ω 7→ Ω, θ ∈ [0, 1] and
νS = ν̂ + θS#σ + (1 − θ)ν̃.
Then there exist γ ∈ Γ0(ν, µ), γT ∈ Γ(σ, µ1), µ1 being the second marginal of χ∂Ω×Ωγ, such
that




|y − S(x)|2 − |y − T (x)|2
]
dγT (x, y).
Proof. The case θ = 0 is trivial. Otherwise, define ν̃n, νn, Tn, γn and γTn as in the proof
of Lemma 5.4.1. Moreover, let νnS = ν̂ + S#(θσ) + (1− θ)ν̃n and introduce transport plans
γn ∈ Γ(νnS , µ) as follows:
γn = θ(S ◦ T−1n , I)#χ(R2\Ω)×Ωγn + χΩ×Ωγn + (1 − θ)χ(R2\Ω)×Ωγn.
Then, with the change of variables z = T−1n (x), we have
W 22 (ν
n
S , µ) ≤
∫
Ω×Ω
|y − x|2dγn = θ
∫
Ω×Ω
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We can rewrite (5.4.1) as
W 22 (νn, µ) = θ
∫
(R2\Ω)×Ω
|y − x|2dγn +
∫
Ω×Ω















This way, it is clear that
W 22 (ν
n




|y − S(x)|2 − |y − Tn(x)|2
]
dγTn(x, y).
Here we can pass to the limit in n exactly as done for (5.4.2), so we refer to the proof of
Lemma 5.4.1 for the conclusion. The only element to add is the lower semicontinuity of
W2 for treating the first term, so that





as νnS ⇀ νS. 
Remark 5.4.3 With minor modifications one can also obtain the same result for the case
νS = ν̂ + θS#σ + (1 − θ)χAν̃ + χ∂Ω\Aν̃,
where A is an arc contained in ∂Ω. In this case we have γ ∈ Γ0(ν, µ), σ ≪ L2xΩ, σ(Ω) =
ν̃(A), (I, T )#σ ∈ Γ0(σ, χAν̃). µ1 will be a suitable measure such that µ1 ≤ π2#(χ∂Ω×Ωγ).
Taking into account also Proposition 5.3.5, we are ready to state and prove the main
result about discrete minimizers.
Theorem 5.4.4 Let ν = µτ be a minimizer of (5.3.1), with λ = 0, such that ν̂ ∈ L4(Ω).
Let Ω be convex. Then
〈∇hν(x), y − x〉 ≥ 0 ∀(x, y) ∈ supp(ν̃) × Ω. (5.4.5)
Proof.
Let σ ≪ L2xΩ have a bounded density, and let σ(Ω) = ν̃(Ω). Let moreover T be the
optimal transport map between σ and ν̃, and
Tε = (1 − ε)I + εT, ε ∈ [0, 1].
We introduce the following perturbed measure
νε := ν̂ + α
2Tε#σ + (1 − α2)ν̃,
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where α = (1 − ε)2.
Now we apply Lemma 5.4.1, with Tε in the role of S: there exist a transport plan γ ∈
Γ0(ν, µ) and a transport plan γT ∈ Γ(σ, µ1), where µ1 is the second marginal of χ∂Ω×Ωγ,
such that




|y − Tε(x)|2 − |y − T (x)|2
]
dγT (x, y). (5.4.6)
Next, we apply (5.2.9) to νε and ν, and we find





(hνε + hν)d(ν̂ε − ν̂),
so that






(hνε + hν)d(Tε#σ). (5.4.7)
Since ν is a minimizer, there holds




W 22 (νε, µ) −W 22 (ν, µ)
)
≥ 0,






|y − Tε(x)|2 − |y − T (x)|2
]






(hνε + hν)d(Tε#σ) ≥ 0.
(5.4.8)
Since Tε = T +(1−ε)(I−T ), we obtain the following expansion (of the first order centered
in ε = 1)
|y − Tε(x)|2 = |y − T (x)|2 + 2(ε− 1)〈y − T (x), x− T (x)〉 + o(ε− 1).
Of course the remainder is uniformly bounded with respect to x ∈ Ω. For treating the
second integral in (5.4.8), notice that, as ν̂ ∈ L4(Ω), hν ∈ W 2,4(Ω), and by Sobolev
embedding hν ∈ C1(Ω) (since Ω has smooth boundary). So we can perform the expansion
hν ◦ Tε = hν ◦ T + (ε− 1)〈∇hν ◦ T, T − I〉 + (ε− 1)〈(∇hν ◦ Tθ −∇hν ◦ T ), T − I〉,
(5.4.9)
for a suitable θ ∈ (ε, 1). If K = supx∈Ω |T (x) − x|, the last term is bounded by K(ε −
1) ω(|Tθ(x) − T (x)|), ω(δ) being the modulus of continuity of ∇hν , which, as δ → 0, goes
to zero uniformly with respect to x ∈ Ω, since ∇hν ∈ C0(Ω). So there holds
hν ◦ Tε = hν ◦ T + (ε− 1)〈∇hν ◦ T, T − I〉 + o(ε− 1), (5.4.10)
and the remainder is uniform in x.
Finally, since
hνε ◦ Tε = hν ◦ Tε + (hνε − hν) ◦ Tε, (5.4.11)
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we have to estimate hνε − hν . This quantity is solution of the problem
{
−∆u+ u = α2Tε#σ in Ω
u = 0 on ∂Ω.
Hence we can write
sup
x∈Ω
|hνε(x) − hν(x)| = α2 sup
x∈Ω
|ϕε|, (5.4.12)
where ϕε satisfies {
−∆ϕε + ϕε = Tε#σ in Ω
ϕε = 0 on ∂Ω.
But since for ε ∈ (0, 1) there holds | det(JTε)| ≥ (1 − ε)2 (see [4, §5.5], also for the push-



















Therefore αTε#(σ) converges to 0 in L
4(Ω), This implies the W 2,4(Ω) convergence and
the C1(Ω) convergence of αϕε as ε → 1. So there exists a constant C which bounds αϕε
uniformly in x and ε, and from (5.4.12) we get
sup
x∈Ω
|hνε(x) − hν(x)| ≤ Cα = C(1 − ε)2. (5.4.13)
Making use of (5.4.10) and (5.4.13), from (5.4.11) we find
hνε ◦ Tε = hν ◦ T + (ε− 1)〈∇hν ◦ T, T − I〉 + o(ε− 1), (5.4.14)
where the remainder is again uniformly bounded in x.
Now, dividing by α2, we expand to the first order in (5.4.8) with respect to ε → 1, and









+ (1 − ε)
∫
Ω
〈∇hν(T (x)), x− T (x)〉dσ + o(1 − ε) ≥ 0.





〈y − T (x), T (x) − x〉dγT +
∫
Ω
〈∇hν(T (x)), x− T (x)〉dσ ≥ 0.
As T (x) ∈ supp(ν̃), in the first integral the scalar product is nonpositive for geometric
reasons (we are working with a convex domain). It follows that
∫
Ω
〈∇hν(T (x)), x− T (x)〉dσ ≥ 0. (5.4.15)
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Let A ⊂ ∂Ω be an arc such that ν̃(A) > 0. We point out that, redefining νε as ν̂ +
α2Tε#σ + (1 − α2)χAν̃ + χ∂Ω\Aν̃, with Tε = (1 − ε)I + εT and T now being the optimal
transport map between an absolutely continuous σ and χAν̃, this proof works in the same
way. Indeed, in view of Remark 5.4.3, inequality (5.4.6) still holds for some γT ∈ Γ(σ, µ1),
where µ1 ≤ π2#(χ∂Ω×Ωγ). So we obtain (5.4.15) with T (x) taking values in supp(ν̃) ∩ A.
Now, suppose by contradiction that
〈∇hν(z̄), ȳ − z̄〉 < 0
for some (z̄, ȳ) ∈ supp(ν̃)×Ω. Then, recalling that ∇hν ∈ C0(Ω), there exist an arc I ⊂ ∂Ω
containing z̄ and a neighborhood Q of ȳ such that the same inequality holds whenever
(z, y) ∈ I × Q. Because of the arbitrariness of A and σ, we can choose σ supported in
Ω ∩ Q and A ⊂ I. Since T transports σ to χAν̃, this implies 〈∇hν(T (x)), x − T (x)〉 < 0
for all x ∈ supp(σ), against (5.4.15). 
5.5 Uniqueness of the regular gradient flow
We now consider the problem of uniqueness of solutions for (5.2.1)-(5.2.2) in the case of
measures with L∞ internal part. Taking into account the result of Theorem 5.4.4, we focus
on the following class of solutions.
Definition 5.5.1 (Regular gradient flow) Let T > 0. A solution of problem (5.2.1)-
(5.2.2) is a regular gradient flow if
i) ‖µ̂(t)‖∞ ∈ L∞(0, T ),
ii) 〈∇hµ(t)(x), y − x〉 ≥ 0 for all (x, y) ∈ supp(µ̃(t)) × Ω and t ∈ (0, T ].
Remark 5.5.2 Condition ii) is related, as previously noticed, to the one appearing in [7,
Definition 3.1], that is, t 7→ µ̃(t) is nondecreasing as a measure valued map. In fact, if the
negative gradient at the boundary (that is the limit of velocities in Ω) is directed towards
the exterior of the domain, we expect that no mass can move from ∂Ω to Ω during the
evolution. Such a behavior was argued in [7] in the case λ > 0 by means of direct energy
arguments (see Lemma 5.3.1), which do not extend for λ = 0. Actually, condition ii),
obtained in Theorem 5.4.4 only for λ = 0, will allow us to obtain a stronger uniqueness
result.
Theorem 5.5.3 (Construction of a regular gradient flow) Let Ω be convex. Let µ0 ∈
P(Ω), with µ̂0 ∈ L∞(Ω). Then there exists a solution to problem (5.2.1)-(5.2.2) which is
a regular gradient flow.
Proof. The construction follows the one of Theorem 3.4.4. Let µ0τ := µ0. We find µ
k+1
τ
solving (5.7.4) with λ = 0 recursively. We then define µ̄τ (t) in the usual way, as in (3.2.4).
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For τ ↓ 0, by Theorem 3.4.4 we can find limit points, that is, we can find sequences τn ↓ 0
such that weakly in the sense of measures
lim
n→∞
µ̄τn(t) = µ(t) ∀t ≥ 0. (5.5.1)
Thanks to Lemma 5.3.5, the interior parts of all the discrete minimizers will belong to
L∞. Letting T > 0, and passing to the limit in τ , we will have µ̂(t) ∈ L∞((0, T );L∞(Ω)).
Moreover, after Theorem 5.4.4, the discrete minimizers can also be chosen to satisfy (5.4.5),
which, passing again to the limit in τ , becomes condition ii) of Definition 5.5.1. In fact,
as a consequence of (5.5.1), with the regularity of the interior parts of µ̄τn , by elliptic
regularity hµ̄τn(t) → hµ(t) in C1(Ω) for every t ∈ [0, T ]. In conclusion, there exists a regular
gradient flow as in such definition. 
The next inequality prepares the proof of the uniqueness theorem.
Lemma 5.5.4 Let µ, ν ∈ P(Ω), with µ̂, ν̂ ∈ L∞(Ω) and W 22 (µ, ν) ≤ e−3. Then there
holds







〈∇hµ(x), y − x〉dγ(x, y) − ω(W 22 (µ, ν)), (5.5.2)
where ω(t) = K̃t| log t|, K̃ being a suitable nonnegative constant depending only on Ω,
‖ν̂‖∞ and ‖µ̂‖∞.
Proof. We shall estimate the last term of inequality (5.2.8). For all γ ∈ Γ0(µ, ν) we have
∫
Ω
hµd(ν − µ) =
∫
(Ω×Ω)\(∂Ω×∂Ω)
(hµ(y) − hµ(x))dγ(x, y)
and a Taylor expansion (with remainder in integral form) yields
∫
Ω
hµd(ν − µ) =
∫
(Ω×Ω)\(∂Ω×∂Ω)








〈∇2hµ((1 − θ)x+ θy)(y − x), y − x〉dγ(x, y)dθ.
(5.5.3)






















|〈∇2hµ((1 − θ)x+ θy)(y − x), y − x〉|dγ(x, y)dθ.
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First term:
the measure χΩ×Ωγ is a transport plan between µ̂ and σ1 for a suitable σ1 ≤ ν, then it is
induced by a transport map T . Let














































where p > 1 and p′ are conjugate exponents. Let ̺ and ̺θ be the densities of µ̂ and µθ


















































On the other hand
∫
Ω















|T − I|2dµ̂ = θ2(diamΩ)2(p′−1)W 22 (µ, ν).
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Now, for p sufficiently large (for example p ≥ 3), the integral in the last term is finite and






|〈∇2hµ((1 − θ)x+ θy)(y − x), y − x〉|dγ(x, y)dθ ≤ CpW 2/p
′
2 (µ, ν).
As done by Yudovich in the study of Euler equations in two dimensions (see [74, 75]), we





2 (µ, ν) = eW
2
2 (µ, ν)| log(W 22 (µ, ν))|.
This is the desired logarithmic bound.
Second term:
it can be treated in the same way: for example we can consider χΩ×Ωγ ∈ Γ(σ2, ν̂), where σ2
is a suitable measure with σ2 ≤ µ. Now there exists a transport map s such that s#ν̂ = σ2.













|∇2hµ||s−1θ − I| d(sθ#ν̂)dθ.
The calculation is now analogous, taking into account that | det(Jsθ)| ≥ θ2 and that∫
Ω
|I − s|2dν̂ ≤ W 22 (µ, ν).
Thanks to the logarithmic bound on the remainder of (5.5.3), from (5.2.8) we obtain (5.5.2).

Eventually, we are going to state and prove our main result. The procedure is analogous
to the one of [7, Theorem 3.2], but here we can show that uniqueness holds also if some
mass is present on the boundary of Ω during the evolution. Even if the initial datum is
not supported in Ω, this guarantees a global uniqueness result.
Theorem 5.5.5 (Uniqueness of the regular gradient flow) Let Ω be convex. Let µ1,
µ2 be solutions of (5.2.1)-(5.2.2) satisfying the conditions of Definition 5.5.1. Then µ1(0) =
µ2(0) implies µ1(t) = µ2(t) for all t ∈ [0, T ].
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Proof. Let µ(t) be a regular gradient flow as in Definition 5.5.1 (it is coupled with the
velocity field −∇hµ(t)χΩ), γt ∈ Γ0(µ(t), ν) and ν ∈ P(Ω). Applying (5.5.2) we find







〈∇hµ(t)(x), y − x〉dγt(x, y) − ω(W 22 (µ(t), ν))
whenever W 22 (µ(t), ν) ≤ e−3. Since µ(t) satisfies the continuity equation, for almost every





W 22 (µ(t), ν) =
∫
Ω×Ω
〈χΩ(x)∇hµ(t)(x), y − x〉dγt(x, y).









+ ω(W 22 (µ(t), ν) −
∫
∂Ω×Ω
〈∇hµ(t)(x), y − x〉dγt(x, y).
On supp(µ̃(t)), ∇hµ(t) points towards the interior of the convex domain, then the last term





W 22 (µ(t), ν) ≤ Φλ(ν) − Φλ(µ(t)) −
λ
2
(ν̂(Ω) − µ̂(t)(Ω)) + ω(W 22 (µ(t), ν)). (5.5.5)
Applying (5.5.5) first to µ = µ1(t), with ν = µ2(s), and then reversing the roles of µ1 and




1(t), µ2(t)) ≤ 4ω(W 22 (µ1(t), µ2(t)))
for almost every t such that W 22 (µ




1/ω(s) ds = ∞. So Gronwall’s lemma entails µ1(t) = µ2(t) for all
t ∈ [0, T ]. 
5.6 The signed case
The actual model of Chapman Rubinstein and Schatzman (see [27]) involves signed mea-
sures. In fact, in Section 5.1 we have mentioned that Ginzburg-Landau vortices posses
a degree and are subject to Coulombian interactions. In this last part of the chapter we
would like to study the flow of the full functional (5.1.3), and possibly to relate it with the
evolution model (5.1.4).
5.6. THE SIGNED CASE 107
The generalized W2 functional
A first difficulty arises at the theoretical point of view. The techniques of Chapter 3 are
concerned with probability measures only, it is not clear how they could be generalized
to signed measures. Moreover, we do not know how to rephrase the characterization of
absolutely continuous curves by means of continuity equations given in Section 2.3.
On the other hand, the most flexible part of the theory is the minimizing movements






d2(ν, µ), µ ∈ X (5.6.1)
makes sense in any metric space X, d being the corresponding distance, where φ : X → R.
On top of that, it is not strictly needed for functional d appearing in (5.6.1) to be a distance.
In fact, often the important thing is its behavior on small scale. We are going to make use
of a functional which is bounded below by a distance.
Let M(Ω) denote the set of real measures over Ω. Let us define the following measure
subset of M(Ω).
Mκ, M(Ω) := {µ ∈ M(Ω) : µ(Ω) = κ, |µ|(Ω) ≤M}, (5.6.2)
where κ ∈ R, M > 0. Let µ, ν ∈ Mκ,M(Ω).
First cost
We define the following generalization of the 2-Wasserstein distance:
W2(µ, ν) := W2(µ
+ + ν−, ν+ + µ−), (5.6.3)
It is immediate to check that, if µ and ν are nonnegative, then W2 reduces to the Wasser-
stein distance between positive measures of given mass κ on Ω (here W2 is naturally
extended from probability measures to measures with a fixed total mass different from 1).
Functional W2 accounts for the cost of transporting signed measures, and some heuristics
on its behavior are worthy. We notice that, when transporting a signed measure µ, its
positive and negative mass may change (only
∫
µ is fixed, as in (5.6.2)). So, in order to
connect µ to ν, it can be convenient that some part of µ+ is transported on µ−, and this
correspond to auto-annihilation of mass. On the other hand, if the total variation of ν is
larger than the one of µ, one expects that, in the transport given by W2, a consistent part
will come from moving some part of ν− to ν+. From the dynamic point of view, this is
explained thinking of some fake mass which is created and then transported with a certain
cost.
Remark 5.6.1 The framework given by W2 seems to fit the physical problem we are
investigating, since we expect that vortices with opposite degrees can interact like dipoles
and cancel themselves.
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Although it is immediate to verify that W2 is symmetric and vanishes if and only
if µ = ν, W2 is not a distance. Indeed, the following example shows that the triangle
inequality fails. On the real line, let µ = δ0, ν = δ4 and η = δ1 − δ2 + δ3. Clearly
W2(µ, ν) = W2(µ, ν) = 4. But a transport plan between µ
+ + η− and η− + µ+ is given by




|x− y|2 d(δ0 × δ1) +
∫
R
|x− y|2 d(δ2 × δ3) =
√
2.
Symmetrically, W2(ν, η) ≤
√
2, so that
W2(µ, ν) > W2(µ, η) + W2(ν, η).











|x− y| dγ, (5.6.4)
but




|x− y| dγ (5.6.5)
is indeed a distance between signed measures. The standard W1 distance between proba-
bility measures is in fact characterized by the following duality (see for example [71])





which of course can be extended to signed measures, still remaining a distance. Notice in
fact that it is not sensible to the addition of equal masses in the source and in the target
of the transport. Such feature is typical of the 1-distance only, since (5.6.6) readily gives
W1(µ, ν) = W1(µ+ σ, ν + σ), ∀σ ∈ M(R2). (5.6.7)
It is worth to analyze some other features of W2. In the sequel we will often make use
of the Hahn decomposition for a real measure µ, identifying its positive and negative parts,
so that µ = µ+ − µ−, where µ+ and µ− are two positive measures. This decomposition
is minimal in the sense that, for any other couple of positive measures σ1, σ2 such that
σ1 − σ2 = µ, there holds µ+ ≤ σ1 and µ− ≤ σ2. In the next proposition we see that W2
‘metrizes’ the weak topology of Mκ, M(Ω).
Proposition 5.6.2 Let µn, µ belong to Mκ, M(Ω). Then µn ⇀ µ if and only if W2(µn, µ) →
0.
Proof. Assume that µn ⇀ µ. Since µ
+
n (Ω) ≤ M and µ−n (Ω) ≤ M , by tightness there
exists a subsequence (nk) such that µ
+
nk
⇀ σ+ and µ−nk ⇀ σ
−, with σ+ − σ− = µ. By
continuity of the Wasserstein distance, for each limit point we have W2(µ
+
n +µ
−, µ++µ−n ) →
W2(σ
+ + µ−, µ+ + σ−) = 0.
Assume that W2(µn, µ) → 0, that is, W2(µ+n + µ−, µ+ + µ−n ) → 0. But W2 metrizes
the weak convergence, so there exists a positive measure ϑ such that µ+n + µ
− ⇀ ϑ and
µ−n + µ
+ ⇀ ϑ, hence µ+n − µ−n ⇀ µ+ − µ− = µ. 
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We have seen that W2 is not a distance. With a similar simple construction, it is
possible to see that the map ν 7→ W2(ν, µ) is not weakly l.s.c. in Mκ, M(Ω). The point is
that if µn ⇀ µ in Mκ, M , then µ+n and µ−n are tight, but the limits are not in general µ+ and
µ−. In order to overcome this problem, we consider the sequentially lower semicontinuous
envelope of W2, that is
W
−








W2(νn, µ) : (νn) ⊂ Mκ, M(Ω), νn ⇀ ν
}
. (5.6.8)
As νn ⇀ ν in Mκ, M(Ω), we have that ν+nk ⇀ σ1 and ν−nk ⇀ σ2, with σ1(Ω) ≤ M and
σ2(Ω) ≤ M and σ1 − σ2 = ν. Here σ1 and σ2 are not the positive and negative parts of
ν, but simply two measures such that σ1 − σ2 = ν (a non minimal decomposition). Hence




1 + µ−, µ+ + σ2) : σ1(Ω) ≤M, σ2(Ω) ≤M, σ1 − σ2 = ν
}
. (5.6.9)
Notice that the boundedness of total variations prevents the envelope from being identically
zero, and by continuity of W2 the infimum above is attained. We denote by θ
1, θ2 the
corresponding optimal couple. By construction, the map
ν 7→ W2(θ1 + µ−, µ+ + θ2)
is l.s.c. on Mκ, M(Ω), and of course W2(θ1 + µ−, µ+ + θ2) ≤ W2(ν, µ).
In order to deal with optimal transport plans between signed measures, consider parti-
















where all the terms are positive measures. Some compatibility conditions have to be taken
into account, and precisely












1 (Ω) = ν
−
1 (Ω). (5.6.11)
Of course there are many partitions of this kind. Moreover, we have the following
Lemma 5.6.3 (Splitting of the optimal plan) Let γ ∈ Γ0(ν+ + µ−, µ+ + ν−). Then
there exists a partition of the form (5.6.10)-(5.6.11) such that γ can be written as the sum







γ++ ∈ Γ0(ν+0 , µ+0 ), γ−− ∈ Γ0(µ−0 , ν−0 ),
γ+− ∈ Γ0(µ−1 , µ+1 ), γ−+ ∈ Γ0(ν+1 , ν−1 ).
(5.6.12)
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Proof. Let ϑ1 = ν
+ +µ− and ϑ2 = µ
+ +ν−. It is clear that ν+ and µ− are both absolutely
continuous with respect to ϑ1. Let f1, g1 ∈ L1(R2, ϑ1) denote the respective densities.
Similarly, let f2, g2 be the densities of ν
− and µ+ with respect to ϑ2, so that
ν+ = f1ϑ1, µ
− = g1ϑ1, µ
+ = g2ϑ2, ν
− = f2ϑ2.
Clearly f1 + g1 = f2 + g2 = 1, so that we can write
γ = (f1 ◦π1)(g2 ◦π2)γ+(f1 ◦π1)(f2 ◦π2)γ+(g1 ◦π1)(g2 ◦π2)γ+(g1 ◦π1)(f2 ◦π2)γ. (5.6.13)
Notice that
π1# ((f1 ◦ π1)(g2 ◦ π2)γ) = f1 π1# ((g2 ◦ π2)γ) ≤ f1 π1#γ = f1ϑ1 = ν+,
π2# ((f1 ◦ π1)(g2 ◦ π2)γ) = g2 π2# ((f1 ◦ π1)γ) ≤ g2 π2#γ = g2ϑ2 = µ+.
Moreover,
π1#((f1 ◦π1)(g2 ◦π2)γ)+π1#((f1 ◦π1)(f2 ◦π2)γ) = f1 π1#((g2 ◦π2 +f2 ◦π2)γ) = f1 π1#γ = ν+.
With the analogous computations for the other terms in the right hand side of (5.6.13), we
see that the marginals of the four plans therein are submeasures of ν+, µ−, µ+, ν− satisfying
(5.6.10)-(5.6.11). Hence, in (5.6.13) γ is written as the sum of four plans on a partition of
the desired form. Moreover, each of these plans is optimal, since their sum is. 
Second cost
For dealing with a sequence of measures with decreasing total mass, we introduce the
following simplified version. Let µ, ν ∈ Mκ, M(Ω). Let |ν|(Ω) ≤ |µ|(Ω). Define


















By its very definition, we see that the map ν 7→ W22 (ν, µ) is lower semicontinuous. More-
over, since any weak limit point of ν+n , ν
−
n is a couple σ
+, σ− satisfying σ+ − σ− = ν,
W22 (ν, µ) can be also written as
inf









Tightness and semicontinuity of the standard Wasserstein distance show that there exists
an optimal couple ϑ+, ϑ− such that
W22 (ν, µ) = W 22 (ϑ+, µ+) +W 22 (ϑ−, µ−), (5.6.16)
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where ϑ+ − ϑ− = ν.
Notice that W2 is non symmetric. But symmetry is not a key point, since we are going
to compute the costs corresponding to subsequent time steps: an evolution problem has
a natural time direction. About the relation with the other objects we have defined, it is
not difficult to show the following
Proposition 5.6.4 Let µ, ν ∈ Mκ, M(Ω) and |ν|(Ω) ≤ |µ|(Ω). Then





Proof. Let ϑ1, ϑ2 be the optimal couple for W2, so that the infimum in (5.6.15) is attained.
Let γ1 ∈ Γ0(µ+, ϑ+), γ2 ∈ Γ0(µ−, ϑ−). Then (γ2)−1 ∈ Γ0(ϑ−, µ−) and γ1 + (γ2)−1 ∈
Γ(µ+ + ϑ−, ϑ+ + µ−). Hence
W22 (µ, ν) = W 22 (µ+, ϑ+) +W 22 (µ−, ϑ−) =
∫
Ω×Ω




|x− y|2 d(γ1 + (γ2)−1)(x, y)
≥ W 22 (µ+ + ϑ−, ϑ+ + µ−) ≥ W−2 (ν, µ).
Exploiting (5.6.4) we get the thesis. 
Notation 5.6.5 We let ϑ1 denote the common part of ϑ
+ and ϑ−, so that ϑ+ = ν+ + ϑ1
and ϑ− = ν− + ϑ1. Moreover, we let γ
+ ∈ Γ0(ϑ+, µ+) and γ− ∈ Γ0(ϑ−, µ−) be the two
optimal transport plans corresponding to W2. Thanks to (a simplified version of) Lemma
5.6.3, we can write these plans as
γ+ = γ+0 + γ
+
1 and γ
− = γ−0 + γ
−
1 .
Each plan in the splitting is optimal:
γ+0 ∈ Γ0(ν+, µ+0 ), γ+1 ∈ Γ0(ϑ1, µ+1 ), γ−0 ∈ Γ0(ν−, µ−0 ), γ−1 ∈ Γ0(ϑ1, µ−1 ), (5.6.18)
where µ+0 + µ
+
1 = µ




5.7 Fine characterization of discrete minimizers
The functional we are going to analyze is (5.1.3), defined on real measures. Notice that
the Φ0 part is the same as the positive measures case. As a consequence, the full Φλ is still
lower semicontinuous, since µ 7→ |µ|(Ω) is. Moreover, Proposition 5.2.2 works in the same
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the supremum being attained at h = hµ. By means of (5.7.1), the analogous of (5.2.6) is
easily obtained: for any couple of real measures µ, ν there holds








(hν − 1) d(µ− ν). (5.7.2)
On the other hand, (5.2.7) has its counterpart too, and in particular





(hµ + hν)(µ− ν). (5.7.3)
We are concerned with the discrete minimization problem: given µ ∈ Mκ, M(Ω), solve
min




W22 (ν, µ). (5.7.4)
Again, we need a perturbed, regularized functional. Let




if µ̂≪ L2 and +∞ otherwise. We have the following result (analogous of Lemma 5.3.2).
Lemma 5.7.1 The perturbed minimization problem
min




W22 (ν, µ) (5.7.6)
has a solution µδτ , the family µ
δ
τ has limit points both for the strong H





4 → 0 as δ → 0, and any limit point µτ as δ → 0 solves (5.7.4).
Proof. The existence of µδτ is given by the direct method, as for the existence of µτ . Let
Mδ be the minimum in (5.7.6) and let M be the minimum of the functional in (5.7.4). It
is clear that Mδ ≥ M ; on the other hand, Φδλ → Φλ at any admissible point ν such that
ν̂ ∈ L4(Ω). Then
lim sup
δ↓0




for all ν in Mκ, M(Ω) such that |ν|(Ω) ≤ |µ|(Ω) and ν̂ ∈ L4(Ω). By density we obtain
lim supδ Mδ ≤M , therefore Mδ →M as δ → 0.
If µτ is a weak limit point of µ
δ
τ along some sequence δi → 0, the lower semicontinuity
of Φλ gives, since Φ
δi











W22 (µδiτ , µ) ≤ lim inf
i→∞
Mδi = M,











W22 (µδiτ , µ) = Φλ(µτ ) +
1
2τ
W22 (µτ , µ).
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By the lower semicontinuity of Φλ and ν 7→ W22 (ν, µ) it follows that Φλ(µδiτ ) → Φλ(µτ ),




4 → 0. Now, since Φλ(ν) is itself the sum of two
lower semicontinuous terms, namely Φ0(ν) and λν(Ω)/2, we obtain
lim
i→∞















|∇hµτ |2 + (hµτ − 1)2.
In particular µ̂δiτ → µ̂τ strongly in H−1(Ω). 
Next we derive an Euler equation for problem (5.7.6), which will give a characteri-
zation of the discrete velocity of the scheme. It is useful to begin with the analysis of
the corresponding minimization problem on the whole plane. This way, we can deal with
competitors of the form t#ν, which can have some mass outside Ω.






W22 (ν, µ) : ν ∈ Mκ, M(R2), |ν|(R2) ≤ |µ|(Ω),
∫
R2












π1#(χΩ(x)(x−y)γ−0 ) in D′(R2), (5.7.8)
where γ+0 and γ
−
0 are the optimal transport plans given by splitting, with the notation of
(5.6.18): γ+0 ∈ Γ0(ν+, µ+0 ) and γ−0 ∈ Γ0(ν−, µ−0 ), where µ+0 and µ−0 are suitable submeasures
of µ+ and µ− respectively.
Proof.
We perform a variation of the internal part of the optimal measure ν along a smooth
vector field ξ : R2 → R2.
Let ϑ+, ϑ− be the optimal couple for W2, such that (5.6.16) holds. If γ+ ∈ Γ0(ϑ+, µ+)
and γ− ∈ Γ0(ϑ−, µ−), we can consider a splitting as (5.6.18). Accordingly, ϑ1 denotes the
common part of ϑ+ and ϑ− and
W22 (ν, µ) =
∫
Ω×Ω
|x− y|2 d(γ+0 + γ−0 + γ+1 + γ−1 )(x, y). (5.7.9)
Let
νε = ν̃ + (I + εξ)#ν̂ (5.7.10)
and
Ωε = {x ∈ Ω : x+ εξ(x) ∈ Ω}. (5.7.11)
For small ε, I + εξ is injective, and it is clear that νε(R
2) = ν(R2) and |νε|(R2) = |ν|(R2).
Let moreover
γ+ε = (I + εξ, I)#(χΩ×Ωγ
+





γ−ε = (I + εξ, I)#(χΩ×Ωγ
−
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We have
W22 (νε, µ) ≤ W 22 (ϑ̃+ + ϑ̂1 + (I + εξ)#ν̂+, µ+) +W 22 (ϑ̃− + ϑ̂1 + (I + εξ)#ν̂−, µ−),
but it is clear from (5.7.12) that
γ+ε ∈ Γ(ϑ̃+ + ϑ̂1 + (I + εξ)#ν̂+, µ+) and γ−ε ∈ Γ(ϑ̃− + ϑ̂1 + (I + εξ)#ν̂−, µ−),
hence
W22 (νε, µ) ≤
∫
Ω×Ω
|x− y|2 d(γ+ε + γ−ε ).
We write the last integral as
∫
Ω×Ω
|x− y|2 d(γ+ε + γ−ε ) =
∫
Ω×Ω


















|x− y|2 dγ+0 + 2ε
∫
Ω×Ω




|x− y|2 dγ−0 + 2ε
∫
Ω×Ω




|x− y|2 d(γ+1 + γ−1 ).
Then, recalling also (5.7.9),























Now for the derivative of Φδλ(νε), we take advantage of the L
4(Ω) convergence of ν̂ε to ν̂
as ε→ 0, which gives the W 2,4(Ω) convergence of hνε to hν and, by smoothness of ∂Ω, the
C1(Ω) convergence as well. We begin making use of the standard equality (5.7.3) about
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the functional Φ0:
Φ0(νε) − Φ0(ν)





(hνε + hν)(νε − ν)





(hνε ◦ (I + εξ) + hν ◦ (I + εξ)) dν −
∫
Ω
(hνε + hν) dν










(hνε ◦ (I + εξ) + hν ◦ (I + εξ)) dν.
But the C1(Ω) regularity, using the fact that hν = 1 on ∂Ω, yields
∫
Ω\Ωε
(hνε ◦ (I + εξ) + hν ◦ (I + εξ)) dν = 2ν(Ω \ Ωε) +O(ε)ν̂(Ω \ Ωε) = 2ν(Ω \ Ωε) + o(ε).
As a consequence





∇hν · ξ dν + o(ε).
Since |νε|(Ω) ≤ |ν|(Ω) we have also





∇hν · ξ dν + o(ε). (5.7.15)
For the regularizing term, we make use of the change of variables formula for the push

























ν̂4∇ · ξ + o(1). (5.7.16)
As in the proof of [7, Proposition 5.1], we join together (5.7.14), (5.7.15) and (5.7.16). By


















χΩ(x)(x− y)(γ+0 (x, y) + γ−0 (x, y))
)]
=0,
for any ξ ∈ C∞c (R2; R2). 
Corollary 5.7.3 Let ν ∈ Mκ, M(Ω) be a minimizer of (5.7.6). Then (5.7.8) holds.
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Proof. Let νP be the minimizer of (5.7.7). Since any element of Mκ, M(Ω) is admissible




W22 (νP , µ) ≤ Φδλ(σ) +
1
2τ
(σ, µ) ∀σ ∈ Mκ, M(Ω). (5.7.17)
Let ϑ+P and ϑ
−
P be the optimal couple corresponding to νP , such that the infimum in the
definition of W2 is attained and W22 (νP , µ) = W 22 (ϑ+P , µ+) + W 22 (ϑ−P , µ−). Denote by γ+P
and γ−P the corresponding optimal transport plans. Consider the map Ψ(x, y) = (x, y
′),
where y′ is equal to y if y ∈ Ω, and is equal to the first point on the segment from x to y





and let ν = θ+ − θ−. It is clear that ν ∈ Mκ, M(Ω). We claim that ν is the minimum for
(5.7.6). For the proof, notice that ν̂ = ν̂P (so that Φ
δ




+, µ+) ≤ W 22 (θ+P , µ+) and W 22 (θ−, µ−) ≤ W 22 (θ−P , µ−),
since µ is supported in Ω and the projection decreases distances. As θ+ − θ− = ν, we get
W22 (ν, µ) ≤ W22 (νP , µ).
Combining these facts with (5.7.17), the claim is readily seen to follow. In order to conclude,
it is sufficient to notice that (5.7.8) does depend only on the interior part of the minimizer.

5.8 The entropy argument
In this section we are going to prove a key fact: the regularity of the initial datum is kept
by the discrete minimizers. That is, the analogous result for positive measures (in [7])
actually extends to the general real measure framework. For, we need regularity for the
reference measure µ in (5.7.6).
From now on, we will say that ϕ is an entropy function if it is nondecreasing, odd and
C1 and there hold
xϕ′(x) = ϕ(x) in [0, 1],
2x2ϕ′′(x) ≥ xϕ′(x) − ϕ(x) (displacement convexity).
(5.8.1)
Given an entropy ϕ, we will also consider an even convex function ψ on R such that
ψ′(x) = xϕ′(x) − ϕ(x).
Lemma 5.8.1 Let ϕ be an entropy and let µ ∈ Mκ, M(Ω) be such that µ = µ̂ ∈ L4(Ω) and∫
Ω
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Proof. We know that ν̂ := µ̂δτ has L
4(Ω) regularity. But in view of the Euler equation
(5.7.8) we can find even more regularity. In fact, since ν̂ ≪ L2, we know that χΩ×Ωγ+0 and
χΩ×Ωγ
−
0 are plans induced by optimal transport maps r1 and r2. These maps correspond
to the gradients of two convex Lipschitz functions (defined on R2). Therefore we have










= (I − r2)ν−.






(I − r1)ν+ +
1
τ
(I − r2)ν− in D′(R2), (5.8.2)
As r1, r2 ∈ L∞(Ω), the right hand side is in L4(Ω). But since ∇hν ∈ C0(Ω), we have
∇hν ν̂ ∈ L4(Ω), so that by comparison in (5.8.2) we find ν̂4 ∈ W 1,4(Ω), and by Sobolev
embedding ν̂ ∈ C0(Ω). Let us now define
r = r1χ{ν̂>0} + r2χ{ν̂<0}.
























(r − I) (5.8.3)
Mind that r1 transports ν̂
+ to a submeasure of µ+ = µ̂+ ∈ L4(Ω) (and similarly for r2),
so r1#ν̂
+ ≤ µ̂+ and r2#ν̂− ≤ µ̂−. Since ϕ is not decreasing on (0,+∞), and since the
relations (5.8.1) hold, we have (see [4, Lemma 10.4.4])
∫
R2




+) − ϕ(ν̂+) ≥ −
∫
R2








−) − ϕ(ν̂−) ≥ −
∫
R2
ψ′(ν̂−) tr(∇(r2 − I)).
We sum up the last two inequalities using the fact that ϕ(0) = 0, so that
∫
R2
ϕ(|µ̂|) − ϕ(|ν̂|) ≥ −
∫
R2
ψ′(ν̂+) tr(∇(r1 − I)) −
∫
R2
ψ′(ν̂−) tr(∇(r2 − I)). (5.8.4)
But r1 and r2 are gradients of convex functions, so that we have tr(∇(r1 − I)) ≤
div (r1 − I) and tr(∇(r2 − I)) ≤ div (r2 − I), being the divergences in the distributional
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sense (they are measures, as r1, r2 are BV ). Now consider the quantity div ((r1−I)χ{ν̂>0}).
Formally by the Volpert formula for BV functions (see [3]) we have
div ((r1 − I)χ{ν̂>0}) = div (r1 − I)χ{ν̂>0} + 〈r1 − I, n{ν̂=0}〉 dH1x({ν̂ = 0}), (5.8.5)
where n denotes the normal. The computation is formal because the level set {ν̂ = 0} need
not be H1-rectifiable. But for almost any ε > 0 the boundaries of the sublevels {|ν̂| < ε}
are, by the BV regularity of ν̂. Since we are dealing with integrals of the form
∫
∂{|ν̂|<ε}
ψ′(ν̂) dH1 = 0,
where ψ′ vanishes in a whole interval containing 0, we can take ε small enough and use the
formula above. As a consequence,
∫
R2
ψ′(ν̂+)div ((r1 − I)χ{ν̂>0}) =
∫
R2
ψ′(ν̂+)div (r1 − I)χ{ν̂>0}.
The same for ν̂− on {ν̂ < 0}. This way, from (5.8.4) we deduce
∫
R2
ϕ(|µ̂|) − ϕ(|ν̂|) ≥ −
∫
R2
ψ′(ν̂+) tr(∇(r1 − I)) −
∫
R2




ψ′(|ν̂|)div (r1 − I) −
∫
{ν̂<0}




ψ′(|ν̂|)div ((r1 − I)χ{ν̂>0}) −
∫
R2








ψ′(|ν̂|)div (r − I)
We make use of (5.8.3) to estimate the last integral, that is, by means of (5.8.3), from the
latter inequality we have
∫
R2



























ψ′(ν̂)(hν − ν̂) ≤
∫
Ω
ψ(hν) − ψ(ν̂). (5.8.7)
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Now consider the equation −∆hν +hν = ν in Ω. Multiplying by ψ′(hν) and integrating by
parts yields ∫
Ω
ψ′′(hν)|∇hν |2 + ψ′(hν)(hν − ν̂) = 0,







Inserting this inequality in (5.8.7) we get
∫
Ω











































Inserting (5.8.8) and (5.8.9) in (5.8.6), we find
∫
Ω




Since ψ′′ ≥ 0 (by convexity of ψ) we conclude. 
Corollary 5.8.2 Let µ = µ̂ ∈ L∞(Ω) and K = max{1, ‖µ̂‖∞}. There exists a minimizer
µ̂τ of (5.7.4) such that
‖µ̂τ‖∞ ≤ K, |hµτ | ≤ K. (5.8.11)






−∞ for x < −K
x for −K ≤ x ≤ K
+∞ for x > K.
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n converging monotonically to ∞ if
|x| > K. By (5.8.10) we have
∫
Ω








Now we apply Lemma 5.7.1 to obtain a limit point µτ of µ
δ
τ , as δ → 0, such that µτ is a
minimizer of (5.7.4). Then, the weak lower semicontinuity of |µ| 7→
∫
Ω
ϕ(|µ|) in Lp yields
∫
Ω
ϕn(|µ̂τ |) + τ
∫
Ω







From the convergence properties of ϕn and ψn we get |µ̂τ | ≤ K a.e. in Ω and |hµτ | ≤ K.

Corollary 5.8.3 Let µ = µ̂ ∈ Lp(Ω), p ≥ 4. Then there exists a minimizer µτ of (5.7.4)
with µ̂τ belonging to L
p(Ω) and such that
‖µ̂τ‖p ≤ ‖µ̂‖p.
Proof. Let us make the following choice for the entropy.
ϕ(x) :=
{
x for 0 ≤ x ≤ 1,
xp + (p− 1)(1 − x) for x > 1,







On the other hand, by Lemma 5.7.1 we know we have a limit point µτ of µ
δ
τ , as δ → 0,
which minimizes (5.7.4). But the above inequality gives weak compactness in Lp(Ω) for
the sequence (µ̂δτ ). The weak lower semicontinuity in L





Now we pass to the limit as δ → 0 in (5.7.8), taking advantage of the regularity result.
We are lead to





π1#(χΩ(x)(x− y)γ+0 ) +
1
τ
π1#(χΩ(x)(x− y)γ−0 ) in D′(R2), (5.8.12)
where γ+0 ∈ Γ0(µ+τ , µ+0 ) and γ−0 ∈ Γ0(µ−τ , µ−0 ), with respect to Notation 5.6.5.
Proof. By the previous corollaries we know that (5.7.4) possesses a minimizer with L4(Ω)
interior part. Then, we can perform the same variational argument in Lemma 5.7.2 and
Corollary 5.7.3 to deduce (5.8.12). 
5.9. BACK TO THE CONTINUOUS MODEL 121
5.9 Back to the continuous model
Let us fix the initial datum µ0 ∈ Mκ, M(Ω), let µ0τ = µ0. We define a sequence of discrete
solutions µkτ . At each step, we minimize starting from the interior part of the previous point,
and then we simply add its boundary part. This way, more and more mass is cumulated
on the boundary at each step, and never goes back in the interior of the domain. This
is reminiscent of the analysis of [7], in the framework of probability measures. Indeed, in
such context it is proven that no mass enters from the boundary, by means of energetic
comparison. So, the recursive scheme will be the following. Given a time step τ > 0 and
µkτ ∈ Mκ, M(Ω), define νk+1τ as a minimizer of the discrete problem
min




W22 (ν, µ̂kτ ), k ∈ N, (5.9.1)
where κ′ = µ̂kτ (Ω). Since we minimize starting from the internal part of µ
k
τ , we can choose
νk+1τ satisfying the regularity properties obtained by virtue of the entropy argument in the
previous section. Then we let
Mκ, M(Ω) ∋ µk+1τ = νk+1τ + µ̃kτ , k ∈ N. (5.9.2)
Also, we define the piecewise constant interpolation µτ (t) := µ
⌈t/τ⌉
τ for any t ≥ 0. The
following result shows that a minimizing movement does exist, as pointwise limit of µτ (t).
Proposition 5.9.1 (Existence of a limit curve) There exists a vanishing sequence τn
such that µτn(t) converges to µ(t) ∈ Mκ, M(Ω) weakly in the sense of measures, for any
t ≥ 0.
Proof. Since νk+1τ is a minimizer starting from µ̂
k
τ , we have as usual, for any k,
W22 (νk+1τ , µ̂kτ ) ≤ 2τΦλ(µ̂kτ ) − 2τΦλ(νk+1τ ).
Since µ̂k+1τ = ν̂
k+1
τ , and since Φλ depends only on the interior part of measures, we find
W22 (νk+1τ , µ̂kτ ) ≤ 2τΦλ(µ̂kτ ) − 2τΦλ(µ̂k+1τ ). (5.9.3)













τ ) ≤ 4MτΦλ(µ̂kτ ) − 4MτΦλ(µ̂k+1τ ). (5.9.4)
Of course this also implies
Φλ(µ
k
τ ) ≤ Φλ(µ0), ∀k > 0. (5.9.5)
We introduce interpolation of minimizers µ̄τ (t) := µ
⌈t/τ⌉
τ . Let t ∈ (k1τ, (k1 + 1)τ ] and
s ∈ (k2τ, (k2 + 1)τ ], for some k1, k2 > 0, with k2 > k1. Summing up in (5.9.4) and making
122 CHAPTER 5. MEAN-FIELD EVOLUTION MODEL IN SUPERCONDUCTIVITY
use of the triangle inequality (mind that W1 is a distance), along with (5.9.5) and the
positiveness of Φλ, we have
W
2























τ ) − Φλ(µk2+1τ )
)
≤ 2τ(k2 − k1)Φλ(µ0).
Hence




|t− s| + τ ∀ s, t ∈ [0,+∞).
The discrete C0,1/2 estimate allows to perform the usual argument of the proof of Theorem
3.4.4 and find a subsequence τn → 0 such that in the sense of measures
lim
n→∞
µ̄τn(t) = µ(t) ∀t ≥ 0. (5.9.6)
This concludes the proof. 
Notation 5.9.2 The tranportation is described by the cost W2(νk+1τ , µ̂kt ), described through
an optimal couple of measures (ϑ+)k+1τ , (ϑ
−)k+1τ as in (5.6.16). That is,
W22 (νk+1τ , µ̂kt ) = W 22 ((ϑ+)k+1τ , (µ̂+)kτ ) +W 22 ((ϑ−)k+1τ , (µ̂−)kτ ). (5.9.7)
With reference to Notation 5.6.5, we let (ϑ1)
k+1
τ be the common part of (ϑ
+)k+1τ and
(ϑ−)k+1τ . The two terms in the right hand side of (5.9.7) correspond to optimal plans
(γ+)k+1τ and (γ





























τ are suitable positive submeasures of (µ̂
+)kτ , which is their sum.
Similarly for the negative parts.
The discrete velocity of the scheme (5.7.4) (neglecting the common parts) could be defined












. The characterization of the
discrete velocity is crucial to interpret our recursive scheme as the discrete version of a
differential equation. But we can no more invoke Theorem 3.4.4, since we do not have
a standard continuity equation for the signed case. Instead, we will see how to obtain a
partial result constructing ‘by hand’ the limiting differential equation.
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In [51], the authors are able to produce solutions to the related model (5.1.5) by means
of a discrete scheme. They take advantage of strong regularity hypotheses on the initial da-
tum, which are preserved during the evolution, guaranteeing good compactness properties.
Here we would like to address the case of mere L∞ initial data.
We start by introducing a basic estimate. With the notation above, we have shown
that






















From (5.9.3), summing the telescopic series, we immediately see that
∞∑
k=0
W22 (νk+1τ , µ̂kτ ) ≤ 2τΦλ(µ0). (5.9.10)
Hence, each of the four terms in the right hand side of (5.9.9) satisfies the same bound.
The next proposition shows that there is no contribution from the transport plans
γ+1 and γ
−
1 , which can be thought as accounting for auto-annihilation of mass, in the
subsequent limit process.














(φ(y) − φ(x)) d(γ−1 )k+1τ (x, y) = 0. (5.9.11)
Proof. By definition of W2, and taking into account the constraint in the discrete min-
imization problem |νk+1τ |(Ω) ≤ |µkτ |(Ω), we see that for any k there holds (ϑ+)k+1τ (Ω) +
(ϑ−)k+1τ (Ω) = |µkτ |(Ω). Then, recalling that (ϑ1)kτ is the common part of (ϑ+)kτ and (ϑ−)kτ ,




















|x− y| d(γ+1 )k+1τ (x, y).
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But making use of (5.9.10) we see that the first factor is bounded by Lipφ
√
2τΦλ(µ0),














Similarly one shows that (5.9.11) holds. 
We will also need the following similar result.







(φ(x) − φ(y)) d(γ+0 )k+1τ (x, y) = 0,
and the same for the analogous sum involving (γ−0 )
k
τ .












τ (∂Ω × Ω)
)1/2
. (5.9.13)













|νkτ |(∂Ω) ≤ |µ0|(Ω) ≤M.
This shows that the second factor in (5.9.13) is uniformly bounded. The first one is
controlled again by Lipφ
√
2τΦλ(µ0), as a consequence of (5.9.9) and (5.9.10). The same
argument gives the thesis if (γ+0 )
k





Lemma 5.9.5 (Convergence of the total variation) Let (τn) be a vanishing sequence.
Then there exist positive measures ̺+(t), ̺−(t) such that, possibly on a subsequence, there
holds
µ+τn(t) ⇀ ̺
+(t), µ−τn(t) ⇀ ̺
−(t), |µτn(t)|⇀ ̺+(t) + ̺−(t). (5.9.14)
Proof. We prove the convergence of positive parts. Then one reasons analogously for
negative parts. Let ϕ be a bounded Lipschitz function over Ω. Possibly adding a constant,
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MW2(νk+1τ , µ̂kτ ),







































(akτ − bkτ )δ{kτ}.





ϕdµ+τ (t) − Aτ ([0, t])
)
≤ 0.
We have a family of monotone functions. We can apply Helly pointwise compactness
theorem (see for instance [4, Lemma 3.3.3]), finding a vanishing sequence τn such that a
pointwise, nonincreasing limit exists. We shall denote such limit (the part relative to the
first term) by Lϕ(t), that is,
∫
Ω
ϕdµ+τ (t) → Lϕ(t), ∀t ≥ 0.
The convergence holds for any fixed Lipschitz function ϕ. By a diagonal argument we can
find a vanishing sequence, that we still denote by τn, such that
∫
Ω
ϕdµ+τ (t) → Lϕ(t), ∀t ≥ 0 and ϕ ∈ D,
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where D is a countable dense subset of C0b (Ω). Then, for any fixed t, Lϕ(t) can be extended
uniquely to a weakly continuous linear functional on C0b (Ω). By the Riesz representation
theorem we conclude that Lϕ(t) =
∫
Ω
ϕd̺+(t), for some ̺+ ∈ M+(Ω), and for any t there
holds µ+τ (t) ⇀ ̺
+(t).
Letting ̺−(t) be the pointwise weak limit of µ−τ (t), we also infer the convergence of the
total variation:
|µτ (t)|⇀ ̺(t) ∀t ≥ 0,
where ̺(t) = ̺+(t) + ̺−(t). 
Eventually, we are able to produce a limiting equation.




µ(t) − div (χΩ∇hµ(t)̺(t)) = 0 in D′((0,+∞) × R2), (5.9.15)
where ̺(t) is a suitable positive measure satisfying ̺̂(t) ≥ |µ̂(t)|.
Proof. Let φ ∈ C2(Ω). Let us compute the derivative of the step measure µ̄τ (t) (this is






























(φ(x) − φ(y)) dγk+1τ ,





τ − (γ−0 )k+1τ + (γ+1 )k+1τ − (γ−1 )k+1τ .


















〈∇φ(x), x− y〉 dγk+1τ (x, y) + Rkτ
) (5.9.16)














|x− y|2 dγk+1τ (x, y)
≤ 1
2
sup |∇2φ|W22 (νk+1τ , µ̂kτ )
(5.9.17)
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π1#(χΩ(x)(x− y)(γ+0 )kτ ) + π1#(χΩ(x)(x− y)(γ−0 )kτ )
)
,
but notice that the first term in the right hand side can be different from zero only on
supp(µ̂kτ )
+. Similarly for the second term. Hence we can split the equation in
−∇hµkτ (µ̂kτ )+ =
1
τ
π1#(χΩ(x)(x− y)(γ+0 )kτ ),
∇hµkτ (µ̂kτ )− =
1
τ
π1#(χΩ(x)(x− y)(γ−0 )kτ ).














d|µ̂kτ |(x) + o(τ).
Passing to the limit as τ goes to zero, along a suitable sequence τn, we get (by the interior








〈∇φ,∇hµ(t)〉 d̺(t) = 0,
where ̺(t) is some positive measure, pointwise limit of the total variation of µ
⌈t/τ⌉
τ (see
Lemma 5.9.5), hence satisfying ̺̂(t) ≥ |µ̂(t)| and ̺(t)(Ω) ≤ |µ0|(Ω). 
Chapter 6
Stationary configurations for the
average distance functional
6.1 Introduction
In this chapter we consider functionals F(Σ) defined on the class of all closed connected
subsets of Rn and the corresponding minimization problems
min
{
F(Σ) : Σ closed connected subset of Rn
}
. (6.1.1)
Due to the fact that the class of closed connected sets has good compactness properties with
respect to the Hausdorff convergence, mild coercivity assumptions on F give the existence
of minimizers for problem (6.1.1). We are interested in finding “first order” necessary
optimality conditions satisfied by the minimizers Σ of (6.1.1).




dist (x,Σ) dµ(x) + λH1(Σ), (6.1.2)
where µ is a given finite nonnegative Borel measure over Rn with compact support, and
the penalization term λH1(Σ) with λ > 0 is added to give a suitable coercivity to F
and to prevent minimizing sequences to spread over all the space. A simple and standard
argument involving Blaschke and Go la̧b theorems gives the existence of minimizers of F .
Of particular interest for us will be situations when µ is a uniform measure over some open
set Ω ⊂ Rn, i.e. µ = LnxΩ.
The average distance term in (6.1.2) comes from mass transport theory and describes for
instance the total transportation cost to move a mass µ of residents to a public transport
network Σ. This last is the unknown of the problem and has to be designed in order
to minimize F also taking into account the construction costs which here are taken as
proportional to H1(Σ). The minimization problem (6.1.1), as well as some qualitative
properties of its minimizers, have been studied in several recent papers (see e.g. [19, 21, 22,
23, 46, 60, 65, 67]) to which we refer the interested reader. Our goal is to find “first order”
128
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conditions of differential character satisfied by the minimizers of (6.1.2). Such conditions
will open the way to define a natural notion of stationary (or critical) points of (6.1.2). The
main difficulty, which is quite common in shape optimization problems, is that the domain
of definition of this functional (i.e. the class of closed connected subsets of Rn) does not
possess any natural differentiable structure, and the usual “first variation” argument has
to be intended in a suitable way.




uΣ(x)f(x) dx+ λH1(Σ), (6.1.3)
where Ω ⊂ R2 is a given bounded open subset, f is a given L2(Ω) function, and uΣ is the
unique solution of the PDE
{
−∆u = f in Ω \ Σ,
u = 0 on ∂Ω ∪ Σ.
One has to remark that while a lot of properties are known for minimizers of the average
distance functional (see [19, 22, 60, 67]), like partial regularity, absence of loops, topological
properties (finite number of branching points, each of which is a regular tripod), no such
property has been studied for minimizers of (6.1.3).
6.2 Euler equation for the average distance functional
For a compact set Σ ⊂ Rn we denote by πΣ the projection map to Σ (i.e. such that
πΣ(x) ∈ Σ is one of the nearest point in Σ to x ∈ Rn). This map is uniquely defined
everywhere except the ridge set RΣ, which is defined as the set of all x ∈ Rn for which
the minimum distance to Σ is attained at more than one point. It is well known that RΣ
is the set of non differentiability points of the distance function to Σ (that is, of the map
x ∈ Rn 7→ dist (x,Σ)), and since the latter map is semiconcave, this set is an (Hn−1, n−1)-
rectifiable Borel set [50, proposition 3.7].
We will denote by Br(x) ⊂ Rn the open ball with radius r > 0 and center x ∈ Rn.
The line segment with endpoints A and B will be denoted by AB, the arc of a curve with
the same endpoints will be denoted by ÃB (usually in this paper we will deal with arcs of
circle).
To be begin with, we estimate the ascending local slope of (6.1.2), defined by





where dH stands for Hausdorff distance between sets. The following simple assertion is
valid.
Proposition 6.2.1 If µ(RΣ) = 0, one has |F ′|(Σ) ≥ λ.
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Proof. Let x ∈ Σ be such that µ((πΣ)−1({x})) = 0 (all but a countable number of points
of Σ have this property). Let then Σε := Σ ∪ Iε, where Iε stands for the line segment of
length ε > 0, with one of the endpoints x and such that πΣ(Iε) = x. Then dH(Σε,Σ) = ε
and H1(Σε) = H1(Σ) + ε. On the other hand, denoting
Gε := {z ∈ Rn : dist (z,Σ) ≥ dist (z, Iε)},
we have that∫
Rn
dist (x,Σ) dµ(x) ≥
∫
Rn
dist (x,Σε) dµ(x) ≥
∫
Rn
dist (x,Σ) dµ(x) − εµ(Gε).
Thus









and to conclude the proof it suffices to mind that µ(Gε) = o(1), because Gε ց {x} as
ε→ 0+. 
The above proposition in fact means that for the functional (6.1.2) no set Σ is stationary
in the strong sense, i.e. is such that
F(Σ′) = F(Σ) + o(dH(Σ,Σ′))
as Σ′ → Σ in Hausdorff distance. In other words there is no differentiability with respect
to dH . Therefore, in search for the natural notion of stationary points of F we have to
restrict the set of admissible variations of Σ. For this purpose let φε : R
n → Rn be a one
parameter group of diffeomorphisms satisfying
φε(x) = x+ εX(x) + o(ε), (6.2.1)
as ε → 0, where X ∈ C∞0 (Rn; Rn). We will write Euler equation for the functional (6.1.2)
by considering admissible variations of the type Σε := φε(Σ).
We recall the notion of a generalized mean curvature from [17]. The generalized mean
curvature HΣ of a (Hk, k)-rectifiable set Σ ⊂ Rn (or, in terms of [17], of the measure HkxΣ)





for all X ∈ C∞0 (Rn,Rn), where div Σ stands for the tangential divergence operator (i.e.
projection of the divergence to the approximate tangent space of Σ at Hk-a.e. point of Σ).
We have then the following result.
Theorem 6.2.2 Let µ be a Borel measure such that µ(E) = 0 whenever Hn−1(E) < +∞.
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dµ = λ〈HΣ, X〉 ∀X ∈ C∞c (Rn; Rn). (6.2.3)
Proof. First of all, we perform the variation for the first term. We adopt the method of
calculation of the derivative of the distance function with respect to the variation of the
set, used in [6, lemma 4.5]. Clearly, for z := φε(π
Σ(x)) one has
dist (x,Σ) = |πΣ(x) − x|,
dist (x,Σε) ≤ |z − x|.
From (6.2.1) we get, for ε→ 0,
|z − x|2 =
〈
πΣ(x) − x+ εX(πΣ(x)), πΣ(x) − x+ εX(πΣ(x))
〉
+ o(ε)
= |πΣ(x) − x|2 + 2
〈
πΣ(x) − x, εX(πΣ(x))
〉
+ o(ε)
























(dist (x,Σε) − dist (x,Σ)) ≤
〈
πΣ(x) − x




On the other hand, consider a sequence εν → 0+ for ν → ∞. The set of points x ∈ Rn for
which both πΣ(x) and πΣεν (x) are singletons for any ν ∈ N is of full measure µ in Rn (the
complement is a countable union of µ-negligible sets). For all such x, since φε is invertible
for all sufficiently small ε, let ζ := φ−1εν (π
Σεν (x)), so that
dist (x,Σεν ) = |φεν (ζ) − x|,
dist (x,Σ) ≤ |ζ − x|.
Again we have





|ζ − x|2 , ενX(ζ)
〉





|ζ − x| , X(ζ)
〉
+ o(εν).
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Therefore,
dist (x,Σεν ) − dist (x,Σ) ≥ εν
〈
ζ − x
|ζ − x| , X(ζ)
〉
+ o(εν).
Passing to the limit as ν → ∞, we get
〈
πΣ(x) − x







(dist (x,Σεν ) − dist (x,Σ). (6.2.5)





(dist (x,Σεν ) − dist (x,Σ)) =
〈
πΣ(x) − x













































divΣX dHk = −〈HΣ, X〉,
which concludes the proof. 
We are in a position to give the following definition.
Definition 6.2.3 A closed connected set Σ ⊂ Rn will be called stationary for the functional
F , if (6.2.3) holds.
Clearly, every stationary point depends on the problem data, which in this case is the
measure µ. To emphasize this dependence, we will further sometimes say for stationary
points for the functional F that they are stationary with respect to µ. In the most impor-
tant particular case we will be interested in µ is a uniform measure over some open Ω ⊂ Rn
(i.e. µ = LnxΩ) with Σ ⊂ Ω. In such a situation we will be speaking of stationary points
with respect to the set Ω.
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6.3 Examples of regular stationary points
We will first show that, in sharp contrast with minimizers, stationary points may contain
closed loops (i.e. homeomorphic images of S1).
Proposition 6.3.1 Let µ := L2xB1(0). There exist r < 1 such that the circumference




circumference is a minimizer of (6.1.2), since minimizers cannot contain closed loops.
Proof. We set Σ := ∂Br(0) and impose (6.2.3). We choose X to be normal to Σ without
loss of generality, since the normal part only plays a role in (6.2.3). If we write the integral
term in polar coordinates, the integrand depends only on the angle. Setting A = Br(0)
















and we can compute
∫
A






























|X(θ)|dθ = 0. (6.3.1)
This equation is identically satisfied, if and only if λ < 1/2, for r =
√
1/2 − λ (of course,
λ = 1/2 would also suite for (6.3.1), but it corresponds to a degenerate case when the
circumference reduces to a point).
To show that minimizers of (6.1.2) cannot contain closed loops, and hence the above
stationary points are not minimizers, we may act as in the proof of absence of loops in
minimizers of average distance functionals with length constraint (see e.g. [60] or [19, 22]).
In fact, suppose that Σ is a minimizer containing a closed loop. Then there is a set of
positive length C ⊂ Σ such that for every x ∈ C and for every ε > 0 there is a closed
connected subset Dε ⊂ Σ such that x ∈ Dε, diamDε = ε (hence H1(Dε) ≥ ε) and Σε :=
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Σ \Dε is connected. We may suppose without loss of generality that µ((πΣ)−1({x})) = 0
for all x ∈ C (since the set of atoms of the latter measure is clearly at most countable).
One has then by triangle inequality
∫
Rn
dist (x,Σε) dµ(x) ≤
∫
Rn
dist (x,Σ) dµ(x) + εµ((πΣ)−1(Dε)),
and hence
F(Σε) ≤ F(Σ) + εµ((πΣ)−1(Dε)) − λε.
Minding that Dε ց {x} as ε→ 0+, we get
µ((πΣ)−1(Dε)) → µ((πΣ)−1({x})) = 0,
and thus
F(Σε) ≤ F(Σ) + o(ε) − λε
as ε→ 0+, which means that F(Σε) < F(Σ) for small ε > 0 concluding the proof. 
Let us now consider another example of a stationary point for (6.1.2) given by Figure
6.1, where the radii of the semicircles are equal to
√
λ. Here, as well as in all the other
figures, the arrows starting at the endpoints of Σ indicate the directions of −HΣ in these
points.
Proposition 6.3.2 There exists a line segment which is stationary for the region Ω shown
on Figure 6.1.
Proof. In the example of Figure 6.1, points belonging to regions A and B are projected


















for any vector field X ∈ C∞0 (Rn; Rn).
Set X1 := 〈X, e1〉 and X2 := 〈X, e2〉, where e1, e2 stand for the basis vectors in R2.
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dx = −λX1(F ) + λX1(E).
On the other hand, at the endpoints E and F of the segment, the distributional curvature
is given by δEe1, −δFe1 where δx stands for the Dirac mass concentrated at the point x
(see [17, 37]), while at all the other points of the segment the curvature is zero. Thus the
curvature term of the Euler equation reduces to λ(X1(F ) − X1(E)), and hence (6.2.3) is
satisfied. 
We now show an example of a set which is never stationary (i.e. it is not stationary for
any ambient set Ω).
Proposition 6.3.3 The line Σ made of two segments (not reduced to a single segment),
is not stationary for any open set Ω ⊂ R2.
Proof. Let P be the common vertex of the two segments (with the aperture 2ϕ < π), R
be a point on one of the two edges, with z := |P − R|. Let moreover S be a point on the
normal to the same segment passing through R, with y := |S − R| located in the region
B in Figure 6.2. Since the whole polygonal line Σ, and hence P , is in the interior of Ω,
it is clear that the rectangle B := PRST (with sidelengths z and y), is all contained in
Ω for all sufficiently small y and z. Let finally Q be a point of the intersection of the line
passing through S and R, with the bisector of the angle formed by the two segments of
Σ (see Figure 6.2). Choose now a regular vector field X compactly supported in the open
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Figure 6.2: Construction of the proof of Proposition 6.3.3
segment PR, and normal to it, pointing towards the region B in Figure 6.2. It is clear that
there is no contribution from the curvature term in the Euler equation, since the curvature
of the line segment is zero outside its endpoints. So it remains to check the integral term.

























































that is, for sufficiently small z the equation (6.2.3) is not satisfied. 
It is worth emphasizing that it is still quite easy to find a measure µ such that the given
polygonal line is stationary with respect to µ.
6.4. EXAMPLES OF IRREGULAR STATIONARY POINTS 137
6.4 Examples of irregular stationary points
In this section we will show that there exist Ω and Σ stationary in Ω such that Σ has
angular points.
From now on, we will consider sets Σ made of two arcs of circumference with a common
end point O. We will refer to such sets simply as curved corners. We will say that a curved
corner is convex, if it is a convex curve (i.e. it intersects every line in at most two points).
Proposition 6.4.1 There exists a convex curved corner Σ stationary with respect to some
open Ω ⊂ R2.
Proof. Let λ > 0 be fixed. Our construction is that shown on Figure 6.3. Namely, the
set Σ is made by two arcs Q̃O and P̃O of circumferences with the same radius R and with
centers C1 and C2 respectively. The points P and Q are chosen in such a way that both
belong to the line v containing the centers of the circumferences. We denote by 2ϕ ∈ [0, π]
the angle between the normals in O to the respective arcs, pointing away from v. Then
α = π/2 − ϕ is the angle between v and the ray C1O (and also, by symmetry, between v

























dz = λ. (6.4.1)
Consider now the region bounded by Σ and the segment PQ. It is divided symmetrically
in two regions A and B by the line u passing through O perpendicular to v. Let C indicate
the region identified by the arc Q̃O, the ray C1O, the ray C1Q and the curve defined
by the equation ρ = f(θ) in polar coordinates with center C1 and the angle θ counted
counterclockwise increasing from 0 to α. Define D to be the region symmetric to C with
respect to u. Let E and G be equal rectangles with an edge on v of length k, centered
in P and Q respectively, with another edge of length h, and belonging to the half space
bounded by v and not containing O. Finally, let F stand for the circular sector with center
O and with the radius r bounded by the normals to Q̃O and P̃O as in Figure 6.3.
Define now Ω := A ∪ B ∪ C ∪ D ∪ E ∪ F ∪ G. We will show that Σ is optimal with
respect to such Ω. Let ν be the outward normal to Q̃O. Points in B and C are projected
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For the computation of the integral in the region B, it is easily seen that
B =
{
(ρ, θ) : 0 ≤ θ ≤ α , R cosα
cos θ
≤ ρ ≤ R
}
, (6.4.2)









































Now consider the curvature term of the Euler equation. Let HΣ(Q̃O) indicate the
nonatomic part of the curvature of the arc Q̃O, i.e. the part not involving the contribution
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dx− λ〈HΣ(Q̃O), X〉 = 0 (6.4.4)
By symmetry, the integral over region A ∪ D can be computed in polar coordinates
with respect to C2 and v, with angle θ
′ counted clockwise increasing from 0 to α, and has
exactly the same form. Reasoning in the same way, one sees the analogy between the terms








dx− λ〈HΣ(P̃O), X〉 = 0. (6.4.5)
Let us now compute the integrals over E and G. These two regions are disjoint thanks



























dx = λX2(Q). (6.4.7)
For the integral over F , we consider polar coordinates referred to the center O with the
angle θ measured counterclockwise starting from the direction parallel to the ray C1Q, so
that
πΣ(x) − x
|πΣ(x) − x| = −(cos θ, sin θ), x ∈ F.





























= −X2(O)r2 sinϕ = −2λX2(O) sinϕ
(6.4.8)
Finally consider the curvature terms at the endpoints P and Q. We have respectively
〈HΣ(P ), X〉 = X2(P ), 〈HΣ(Q), X〉 = X2(Q). (6.4.9)
140 CHAPTER 6. AVERAGE DISTANCE FROM A CURVE
Figure 6.3: Construction of the proof of Proposition 6.4.1
For the point O, we have
HΣ(O) = −2 cosα δOe2,
yielding
〈HΣ(O), X〉 = −2 sinϕX2(O). (6.4.10)
Since Ω = A ∪B ∪ C ∪D ∪ E ∪ F ∪G and
〈HΣ, X〉 = 〈HΣ(Q̃O), X〉 + 〈HΣ(P̃O), X〉 + 〈HΣ(P ), X〉 + 〈HΣ(O), X〉 + 〈HΣ(Q), X〉,
combining (6.4.4), (6.4.5), (6.4.6), (6.4.7), (6.4.8), (6.4.9) and (6.4.10) we see that the Euler
equation (6.2.3) is identically satisfied. 
Next we will show that, for a convex domain Ω, if the amplitude of the corner is not
too large, then a set composed of two arcs of circle is not stationary.
We first introduce the notation similar to that used in the proof of Proposition 6.4.1,
but for a generic curved corner Σ made by two arcs Q̃O and P̃O of circumferences with
different radii R1 and R2 and with centers C1 and C2 respectively. Again 2ϕ ∈ [0, π] is the
angle between the normals in O which bound the set of points (we will call the bisector ray
of the latter angle u) in R2 having O as the unique point of minimum distance to Σ. Let v′
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be a ray starting at C1 forming the angle α ≤ π/2−ϕ with the ray C1O. We assume that
α is sufficiently small so that v′ meets Q̃O in some point M . In this way the rays v′, C1O
and the arc Q̃O form a sector of area αR21/2. We also assume the unit coordinate vectors
e1 and e2 to be directed as in Figures 6.4 and 6.5.
Fix α small enough such that v′ meets the continuation of u. Consider the ridge set
RΣ of Σ (i.e. the set of points of equal distance from the two arcs). Note that there exists
a segment OZ with Z ∈ v′ which intersects RΣ only in O (this assertion is implied by
the fact that RΣ is a regular curve tangent in O to u). Denote by W the curvilinear
triangle bounded by M̃O, ZO and ZM . Clearly it contains the set of points T having the
projection to Σ on M̃O. Moreover, they are all projected to M̃O from the same side (i.e.
either from outside of the circle BR1(C1) as in Figure 6.4, or from the inner part of the
circle BR1(C1) as in Figure 6.5). It is important to observe that there are no points with
such a property outside of W . We denote by C the set of points having the projection to
Σ on M̃O but from the different side with respect to T .
In this section we will consider a vector field X supported in a small neighborhood of a
subset of M̃O (in polar coordinates with respect to C1 and v
′, the points of the support are
contained in the set with angular coordinate θ ∈ [θ0, α]). We assume that X be vanishing
in O and have restriction to M̃O directed towards the outward normal ν to the circle
BR1(C1). Thus in the first member of (6.2.3) the only nonzero terms are the integrals in
the regions T and C and the curvature term restricted to M̃O.
Proposition 6.4.2 A non convex curved corner is not stationary, for any Ω ⊂ R2.
Proof. Let Σ be a non convex curved corner. In this case one of the centers belongs to
one of the rays bounding the cone of points for which the projection to Σ coincides with O
(let it be C1). So the region C is inside the sector bounded by the arc Q̃O (see Figure 6.4).
If β is the angle formed by OZ and OC1, it is easily seen that one can choose the point Z




(ρ, θ) : 0 < θ < α,R1 < ρ <
R1 sin β
sin(β + α− θ)
}
(6.4.11)
(observe that sinβ/ sin(β + α− θ) > 1 since β ∈ (π/2, π), and α− θ > 0 is small enough).
We obtain also
−λ〈HΣ, X〉 = λ
∫ α
θ0
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But for θ → α, with β fixed, we get
R21 sin
2 β



















Therefore it is clear that, for θ0 close enough to α, the Euler equation (6.2.3) is never












































that is, the right hand side of the above inequality is always strictly positive once θ0 is
sufficiently close to α. 
Finally, we show that the condition for a curved corner to be stationary with respect
to a convex Ω is even more restrictive.


















In particular, there are no curved corners of amplitude less than or equal to 2γ, where





dθ = sin γ,
so γ ≃ 54◦.
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Figure 6.4: Construction of the proof of Proposition 6.4.2
Proof. If the curved corner is not convex, we refer to the previous Proposition 6.4.2.
Otherwise, let β be the angle between OZ and OC1. This time β < ϕ, so that once α is
sufficiently small, one has β + α < π/2 (see Figure 6.5). In polar coordinates with respect




(ρ, θ) : 0 < θ < α,
R1 sin β
sin(β + α− θ) < ρ < R1
}
. (6.4.13)
Notice that α − θ > 0 is small and the bound on β gives sin β/ sin(β + α − θ) < 1. The
curvature term in the Euler equation (6.2.3) is given by
−λ〈HΣ, X〉 = λ
∫ α
θ0






























sin2(β + α− θ)
)
dθ,




sin2(β + α− θ) = o(1),














Notice that C contains a region formed by v′, the ray C1O, the arc M̃O and some arc
concentric to M̃O but of bigger radius. We express the subset of the boundary of Ω
bounding C in polar coordinates (ρ, θ) with respect to C1 and v
′ by the equation ρ =
b1 + R1 + g1(θ), where g1(θ) → 0 as θ → α, and b1 is the distance between O and the
































































Combining (6.4.14), (6.4.15) and (6.4.16) in the above relationship, by comparison of the
first order terms with respect to
∫ α
θ0
|X(θ)| dθ as θ0 → α, we obtain that
b1 =
√
R21 + 2λ−R1. (6.4.18)








|X(θ)|dθ = λ〈HΣ, X〉.
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2 + 2(R1 + b1)g1(θ)
)
dθ > 0.
Minding that X has an arbitrary support in [θ0, α], this means that
g1(θ)
2 + 2(R1 + b1)g1(θ) > 0
and implies g1(θ) > 0 for all θ ∈ [θ0, α] whenever α is small enough (since otherwise
g1(θ) < −R1 − b1 which contradicts the fact that g should be vanishing as θ → α). Hence,
the part of ∂Ω corresponding to the angular coordinate θ ∈ [θ0, α] is, for small α, more
distant from C1 than the arc σ of the circumference with center C1 passing through S, thus
satisfying the equation ρ(θ) = R1 +b1. Thanks to convexity of Ω we have then that any ray
starting in S, directed inside the cone of points with projection to Σ in O, and belonging
to a support line to ∂Ω in S, forms an angle not greater than π/2 with the segment SO
(mind that the angle of π/2 corresponds to the case when the ray is tangent to σ). As a
consequence, the part of Ω which lies in the angle (of value ϕ) bounded by u and the ray
OS, is contained in the triangle V1, formed by u, OS and the tangent in S to σ.
Now fix a new vector field X̂, compactly supported in a small neighborhood of O and
such that X̂(O) is directed along u. One has
HΣ(O) = δO(τQ + τP ),
where τQ and τP are the unit vectors tangent in O to the arcs P̃O and Q̃O respectively
and directed towards P and Q respectively. Since
〈X̂, δOτQ〉 = 〈X̂, δOτP 〉 = −|X̂(O)| sinϕ,
we get
−λ〈X̂,HΣ(O)〉 = 2λ|X̂(O)| sinϕ. (6.4.19)
Now compute the contribution given by triangle V1 to the first term of the Euler equa-
tion (6.2.3). For this purpose we use polar coordinates with respect to O and the ray OS,
with θ ∈ [0, ϕ]. It is clear that
V =
{
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R22 + 2λ− R2. But since Ω is convex, and one of the sides of V1 (resp. V2) is
in the support line to Ω, we have
(πΣ)−1(O) ∩ Ω ⊂ V1 ∪ V2. (6.4.23)
Let us write the Euler equation (6.2.3) with respect to the vector field X̂. Letting Γ :=








dx+ 2λ|X̂(O)| sinϕ+ cΓ = 0, (6.4.24)
where by cΓ we denoted the sum of all the terms in the Euler equation which involve






2)|X̂(O)|h(ϕ) sinϕ+ 2λ|X̂(O)| sinϕ+ cΓ < 0. (6.4.25)
Since cΓ contains only integral terms, we have that cΓ can be made arbitrarily small by






or, in other words, when h(ϕ) is as in the statement being proven, then the Euler equation is
not satisfied. Finally, to prove the second claim, it remains to observe that 4λ/(b21+b
2
2) > 1,
and hence with h(ϕ) ≤ 1 the respective curved corner is not stationary. 
6.5 Examples of C1,1 minimizers
In this section we mention an interesting result obtained in [68]: explicit examples of mini-
mizers of the average distance functional are exhibited therein, for the related constrained
problem (that is, with length constraint, rather than a penalization term).
Let Σ be a C1, 1 simple curve (homeomorphic image of [0, 1]), and let Ωε be its ε-
neighborhood. For ε small enough it is proven in [68] that, under suitable bounds on
the curvature and the length of Σ (see Theorem 1.1 therein), the area of Ωε is given by
2εH1(Σ) + πε2. Making use of this fact one can prove the following.
Theorem 6.5.1 Let Σ and Ωε be chosen as above. Let H1(Σ) = ℓ. If ε is small enough,
then Σ is a minimizer for ∫
Ωε
dist (x,Σ) dL2(x)
among all closed connected subsets of Ωε with H1 measure equal to ℓ.
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Figure 6.5: Construction of the proof of Proposition 6.4.3
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We give a brief sketch of the proof. It is shown in [55] that for any Ω ⊂ R2 and any
compact connected Γ ⊂ R2 with H1(Γ) = ℓ there holds
L2({x ∈ Ω : dist (x,Γ) ≤ s}) ≤ min{L2(Ω), 2sℓ+ πs2} ∀s > 0. (6.5.1)
Let Ω and Γ be as above, with Γ ⊂ Ω. By the slicing formula we have
∫
Ω
dist (x,Γ) dL2(x) =
∫ +∞
0









Now let ε > 0. Choosing Ω = Ωε and applying (6.5.1) we get
∫
Ωε




L2(Ωε) − min{L2(Ωε), 2sℓ+ πs2}
)
(6.5.3)
for any compact connected subset Γ of Ωε satisfying H1(Γ) = ℓ. The crucial point here is
that, as previously remarked, (6.5.1) is an equality, for any s ≤ ε, if Ω is the ε-neighborhood
of Γ (for small enough ε). Hence the set Σ realizes equality in (6.5.3) and the thesis follows.
6.6 Euler equation for the compliance functional
In this final section we derive another first order equation, for a related problem. We





Here Ω ⊂ R2 is a given bounded open subset, f is a given function, and uΣ is the unique
solution of the PDE {
−∆u = f in Ω \ Σ,
u = 0 on ∂Ω ∪ Σ.




pearing in the functional F can be expressed in an equivalent way:
∫
Ω






dx : u ∈W 1,20 (Ω \ Σ)
}
.
For simplicity we assume that Ω has a Lipschitz boundary and that f ∈ W 1,2(R2). In fact,
we could also consider the case of a p-Laplace operator, and the similarity with the average
distance functional consists in the fact (shown in [21]) that as p → +∞ the p-compliance
problem converges to the one with the average distance functional. Here we limit ourselves
to the case p = 2. Also for simplicity we have taken the Dirichlet condition u = 0 on ∂Ω;
all the arguments can be repeated for the Neumann case ∂u
∂ν
= 0 on ∂Ω.
6.6. EULER EQUATION FOR THE COMPLIANCE FUNCTIONAL 149
The existence of a solution to the minimum problem
min
{
F(Σ) : Σ closed connected subset of Ω
}
follows by an application of the Šverák compactness theorem (see [21]). Here we are
interested, as before, in the first order necessary conditions of optimality.
Following [41, theorem 5.3.2], if φε is a one parameter group of diffeomorphisms satis-
fying (6.2.1), setting Σε := φε(Σ), u := uΣ and uε = uΣε , we have as ε→ 0 that uε−uε → u′
in L2(Ω), where u′ satisfies the PDE
{
−∆u′ = 0 in Ω \ Σ,
u′ = 0 on ∂Ω, u′ = −∇u ·X on Σ.
Note that the boundary conditions in the above equation are understood in the weak sense,










u′f dx− λ〈HΣ, X〉.
Suppose now that Ω = Ω+ ∪ Ω− with Σ ⊂ ∂Ω+ ∩ ∂Ω−. Then, if Σ, ∂Ω and f provide
sufficient regularity for u and u′ so that the Green formula can be applied, we have
∫
Ω+





























where n stands for the external normal to Ω+. But
∫
Ω+






































where ∇u+ stands for the trace on Σ of the gradient of u restricted to Ω+, and ∂u+
∂n
stands
for the trace of the respective normal derivative. Analogously, minding that the external
normal to Ω− over ∂Ω+ ∩ ∂Ω− is given by −n, we get
∫
Ω−
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where ∇u− stands for the trace on Σ of the gradient of u restricted to Ω−, and ∂u−
∂n
stands























































X · n dH1 − λ〈HΣ, X〉.
Since this holds for every vector field X, we deduce the Euler equation that must hold for










Remark 6.6.1 In the 1-dimensional case, with Ω = [0, 1] and Σ made by a finite number
of points (so HΣ = 0) in the interior of the interval, the Euler equation says that uΣ has
symmetric left and right tangents at each element of the minimal Σ.
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[8] L. Ambrosio, G. Savaré, L. Zambotti, Existence and Stability for Fokker-Planck
equations with log-concave reference measure, Probab. Theory Related Fields 145
(2009), 517–564.
[9] L. Ambrosio, P. Tilli, Selected Topics on “Analysis in Metric Spaces”, Scuola
Normale Superiore, Pisa (2000).
[10] J.-D. Benamou, Y. Brenier, A computational fluid mechanics solution to the
Monge-Kantorovich mass transfer problem, Numer. Math. 84 (1995), 375–393.
[11] P. Bénilan, L. Boccardo, T. Gallouët, R. Gariepy, M. Pierre, J.L.
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