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Multi-Aperture Telescope Designs 
for Target Detection and Characterization 
 
by 
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Chester F. Carlson Center for Imaging Science 
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Abstract 
 
 
Earth-observing satellites have fundamental size and weight design limits since they must 
be launched into space.  These limits serve to constrain the spatial resolutions that such 
imaging systems can achieve with traditional telescope design strategies.  Segmented and 
sparse-aperture imaging system designs may offer solutions to this problem.  Segmented 
and sparse-aperture designs can be viewed as competing technologies; both approaches 
offer solutions for achieving finer resolution imaging from space. 
 
Segmented-aperture systems offer greater fill factor, and therefore greater signal-to-noise 
ratio (SNR), for a given encircled diameter than their sparse aperture counterparts, though 
their larger segments often suffer from greater optical aberration than those of smaller, 
sparse designs.  Regardless, the use of any multi-aperture imaging system comes at a 
price; their increased effective aperture size and improvement in spatial resolution are 
offset by a reduction in image quality due to signal loss (less photon-collecting area) and 
aberrations introduced by misalignments between individual sub-apertures as compared 
with monolithic collectors.  Introducing multispectral considerations to a multi-aperture 
imaging system further starves the system of photons and reduces SNR in each spectral 
band. 
 
This work explores multispectral design considerations inherent in 9-element tri-arm 
sparse aperture, hexagonal-element segmented aperture, and monolithic aperture imaging 
systems.  The primary thrust of this work is to develop an objective target detection-
 vi 
 
based metric that can be used to compare the achieved image utility of these competing 
multi-aperture telescope designs over a designated design parameter trade space.  
Characterizing complex multi-aperture system designs in this way may lead to improved 
assessment of programmatic risk and reward in the development of higher-resolution 
imaging capabilities.  This method assumes that the stringent requirements for limiting 
the wavefront error (WFE) associated with multi-aperture imaging systems when 
producing imagery for visual assessment, can be relaxed when employing target 
detection-based metrics for evaluating system utility. 
 
Simple target detection algorithms were used to determine Receiver Operating 
Characteristic (ROC) curves for the various simulated multi-aperture system designs that 
could be used in an objective assessment of each system’s ability to support target 
detection activities.  Also, a set of regressed equations was developed that allow one to 
predict multi-aperture system target detection performance within the bounds of the 
designated trade space.  Suitable metrics for comparing the shapes of two individual ROC 
curves, such as the total area under the curve (AUC) and the sample Pearson correlation 
coefficient, were found to be useful tools in validating the predicted results of the trade 
space regression models. 
 
And lastly, some simple “rules of thumb” relating to multi-aperture system design were 
identified from the inspection of various points of equivalency between competing 
system designs, as determined from the comparison metrics employed.  The goal of this 
work, the development of a process for simulating multi-aperture imaging systems and 
comparing them in terms of target detection tasks, was successfully accomplished.  The 
process presented here could be tailored to the needs of any specific multi-aperture 
development effort and used as a tool for system design engineers. 
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Nomenclature 
 
Note: Symbols, and their definitions, are provided in alphabetical order. 
 
SYMBOL DEFINITION 
* Convolution operator 
= Equal sign 
≡  Symbol for equivalence 
∞ Infinity 
 Magnitude operator 
×  Multiplication operator 
∝  Proportionality operator 
⊗  Correlation operator 
a 
Wavefront aberration coefficient index referring to power of x0 
term 
a Length of one side of a hexagon 
a Initial value of summation index 
a1 Weighting coefficient for second-order aberration – defocus 
a1i ith sub-aperture weighting coefficient for defocus 
ia1ˆ  Estimate of the ith sub-aperture weighting coefficient for defocus 
a2 Weighting coefficient for second-order aberration – tilt 
a2i ith sub-aperture weighting coefficient for tilt 
ia2ˆ  Estimate of the ith sub-aperture weighting coefficient for tilt 
a3 Weighting coefficient for second-order aberration – piston 
a3i ith sub-aperture weighting coefficient for piston 
ia3ˆ  Estimate of the ith sub-aperture weighting coefficient for piston 
detA  Area of the detector 
Aequiv_full Area of the equivalent encircling filled aperture pupil function 
jmnA  Trigonometric function of the Zernike polynomial 
Asparse Area of the sparse aperture pupil function 
( )nm,∀  Full point set designator 
α  Wavelength-dependent absorption coefficient 
α  Fried’s time-averaged atmospheric MTF α -parameter 
α  Tobin’s coefficient 
α  Random variable having probability density function αf  
b Wavefront aberration coefficient index referring to power of r term 
b Limit of summation 
b1 Weighting coefficient for fourth-order aberration – spherical 
b1i ith sub-aperture weighting coefficient for spherical 
ib1ˆ  Estimate of the i
th
 sub-aperture weighting coefficient for spherical 
b2 Weighting coefficient for fourth-order aberration – coma 
b2i ith sub-aperture weighting coefficient for coma 
   xix 
SYMBOL DEFINITION 
ib2ˆ  Estimate of the i
th
 sub-aperture weighting coefficient for coma 
b3 Weighting coefficient for fourth-order aberration – astigmatism 
b3i ith sub-aperture weighting coefficient for astigmatism 
ib3ˆ  
Estimate of the ith sub-aperture weighting coefficient for 
astigmatism 
b4 Weighting coefficient for fourth-order aberration – field curvature 
b4i ith sub-aperture weighting coefficient for field curvature 
ib4ˆ  Estimate of the i
th
 sub-aperture weighting coefficient for curvature 
b5 Weighting coefficient for fourth-order aberration – distortion 
b5i ith sub-aperture weighting coefficient for distortion 
ib5ˆ  Estimate of the i
th
 sub-aperture weighting coefficient for distortion 
b6 Weighting coefficient for the sixth fourth-order aberration 
b6i 
ith sub-aperture weighting coefficient for the sixth 4th-order 
aberration 
ib6ˆ  
Estimate of the ith sub-aperture weighting coefficient for the sixth 
4th-order aberration 
c Speed of light 
c 
Wavefront aberration coefficient index referring to power of cosθ 
term 
c Initial value of summation index 
cn1 Coefficients of 1st n-dimensional vector 
cn2 Coefficients of 2nd n-dimensional vector 
( )xcomb  Comb functions as defined by Gaskill and Easton 
( )yxcomb ,  Two-dimensional Comb function as defined by Gaskill and Easton 
2
nC  Atmospheric structure constant 
2
0nC  Atmospheric structure constant at reference altitude of 1 meter 
[ ]DrCYL  Cylinder function (circular rectangle function) 
d Diameter of an individual sub-aperture 
d Squared Mahalanobis distance between two vectors 
d Limit of summation 
dλ Differential in spectral dimension 
dη Differential along the vertical spatial-frequency axis 
dx Differential along the horizontal spatial axis 
dξ Differential along the horizontal spatial-frequency axis 
dy Differential along the vertical spatial axis 
d  Distance between two n-dimensional vectors 
D Diameter 
D  Diameter of the entrance aperture 
Deff Effective diameter 
Denc 
Diameter of the smallest circle that contains all of the sub-
apertures 
 xx 
 
SYMBOL DEFINITION 
Dobs Diameter of the obscuring mirror 
Dprimary Diameter of the primary mirror 
Dsecondary Diameter of the secondary (obscuring) mirror 
Dsubap Diameter of the primary mirror of a sub-aperture 
Dsubapobs Diameter of the secondary (obscuring) mirror of a sub-aperture 
0mδ  Kronecker delta function 
∆  Second non-linear regression coefficient of a 2-parameter function 
iλ∆  Discrete derivative with respect to wavelength 
XV∆  Smear velocity in the x-direction 
YV∆  Smear velocity in the y-direction 
WFE∆  RMSE between estimated and actual OPD functions 
ix∆  
Displacement of the local ith sub-aperture coordinate system with 
respect to the sparse aperture coordinate system in the x-dimension 
iy∆  
Displacement of the local ith sub-aperture coordinate system with 
respect to the sparse aperture coordinate system in the y-dimension 
∂x Partial differential along the horizontal axis 
∂y Partial differential along the vertical axis 
e Exponential (base of natural logarithm) 
{ }E  Statistical estimation operator for the mean 
( )λdeE  Emissive downwelled irradiance 
( )λdsE  Reflected downwelled irradiance 
( )λexosE  Exoatmospheric direct solar irradiance 
( )λincE  Incident irradiance on a detector 
( )λε  Target emissivity 
η  Spatial-frequency domain coordinate along vertical axis 
( )λη  Spectral quantum efficiency of a detector 
( )yx,η  Uncorrelated additive noise 
f  Focal length of the optical system 
( )f  Generic functional notation 
[ ]yxf ,   Input function in spatial domain 
[ ]0;, =zyxf   Input function in spatial domain (simple lens system 
approximation) 
( ) ( )nmgyxf ,,  Conditional probability density function of f  given g  
[ ]yxfobj ,  Object scene in spatial domain 
fX Spatial-frequency along the horizontal axis 
fY Spatial-frequency along the vertical axis 
#f  F-number of an optical system 
( )sf  Probability density function for a random spectral vector (pixel) 
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( )yxf ,ˆ  Estimate of the scene 
F  Fraction of the hemisphere above the target that is open to the sky 
[ ]ηξ ,F  Fourier transform of [ ]yxf ,  
fillF  Effective aperture fill factor 
FGolay-6 Fill factor of a Golay-6 sparse aperture 
[ ]ηξ ,objF  Spectrum of the target scene 
Fring Fill factor of a ring sparse aperture (annulus) 
hexsegF −  
Fill factor of a seven element hexagonal sub-aperture segmented 
aperture pupil function 
Ftri-arm Fill factor of a tri-arm sparse aperture 
{ }ℑ  Fourier transform operator, either one- or two-dimensional 
{ }1−ℑ  Inverse Fourier transform operator, either one- or two-dimensional 
[ ]yxg ,  Output function in spatial domain 
[ ]yxg ,*  Complex conjugate of the output function in spatial domain 
[ ]itinobj yxg Λ;,_  Integrated detected image for the ith spectral bandpass 
convG  Electron-to-voltage conversion gain (volts/electron) 
elecG  
Electronic system gain from focal plain sensor array to A/D 
Convertor 
[ ]ηξ ,G  Fourier transform of [ ]yxg ,  
meanGSD  Geometric mean ground sample distance 
xGSD  Ground sample distance in x-direction 
yGSD  Ground sample distance in y-direction 
#G  G-number (relates radiance to irradiance on a detector) 
( )Γ  Generic operator 
h  Height above ground level (m) 
h Planck’s constant 
[ ]yxh ,  Point-spread function (PSF) 
[ ]21 ,;, zzyxh   Point spread function (simple lens system approximation) 
[ ]21,;, zzyxh   Incoherent impulse response (simple lens system approximation) 
( )nmyx ,;,h  Filter impulse response function 
( )yxh filter ,  Joint spatial and spectral filter used for target detection 
0H  Target detection hypothesis for detecting background only 
1H  Target detection hypothesis for detecting target plus background 
[ ]ηξ ,H  Fourier transform of [ ]yxh ,  
[ ]ηξ ,H  Incoherent optical transfer function 
[ ]ληξ ;,H  Incoherent optical transfer function as a function of wavelength 
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SYMBOL DEFINITION 
[ ]ληξ ;,ˆH  Estimate of the incoherent optical transfer function as a function of 
wavelength 
( )ηξ ,1−H  Inverse transfer function 
( )ηξ ,1−pseudoH  Pseudoinverse transfer function 
[ ]ληξ ;,
,smearapH  
Incoherent optical transfer function as a function of wavelength 
with sub-aperture independent smear terms included 
[ ]ληξ ;,
,, jittersmearapH  
Incoherent optical transfer function as a function of wavelength 
with sub-aperture independent smear and jitter terms included 
i Imaginary unit number 
i Integer index of summation 
[ ]yxI ,   Intensity function in spatial domain 
[ ]0;, =zyxI   Object intensity function (simple lens system approximation) 
[ ]21 ,;, zzyxI   Intensity function in spatial domain (simple lens system approximation) 
j Integer index of summation 
j Integer index used in calculation of Zernike polynomials 
[ ]TJdc  Dark current density 
k Integer index used in calculation of Zernike polynomials 
k  Boltzmann’s constant 
K  Noise-related scale factor for gain and unit of measure conversion 
l Thickness of a simple lens 
ln Natural logarithm 
( )λbeL  Emissive background radiance 
bgndL  Radiance of background object scene 
( )λbsL  Reflected background radiance 
depL  Depletion region depth of a detector 
difL  Diffusion length of a photo-generated electron 
( )TLemis ,λ  Self-emitted radiance for blackbody at temperature T 
( )ληξ ;,
_ sourcefreqL  
Two-dimensional Fourier Transform of the source spectral 
radiance 
KL  Spatial-frequency dependent carrier diffusion length term 
( )λsourceL  Total spectral source radiance reaching the sensor 
( )λ;, yxLsource  Total spectral source radiance reaching the detector array 
gettarL  Radiance of target object 
( )λueL  Emissive upwelled radiance 
( )λusL  Reflected upwelled radiance 
λ Wavelength 
λ 
Enumerated variable designating case of simulated multi-spectral 
passband definitions 
   xxiii 
SYMBOL DEFINITION 
λi ith wavelength of light being imaged 
maxλ  Maximum wavelength in a band-pass 
minλ  Minimum wavelength in a band-pass 
iΛ  ith band-pass of a multi-spectral imaging system 
m Integer index used in calculation of Zernike polynomials 
m Index of summation 
signalm  Mean signal level 
M Number of columns in sampled sub-aperture pupil function 
M Number of columns in the joint spatial and spectral target detection filter 
M  Number of discrete wavelengths chosen to span a band-pass 
[ ]ηξ ,MTF  Two-dimensional Modulation Transfer Function 
MTFaber 
Modulation Transfer Function of the total aberration across the 
pupil 
atmMTF  Modulation transfer function due to atmospheric turbulence 
atmFTM ˆ  
Estimate of the modulation transfer function due to atmospheric 
turbulence 
cdMTF  Modulation transfer function due to carrier diffusion 
cdFTM ˆ  
Estimate of the modulation transfer function due to carrier 
diffusion 
MTFdet Modulation Transfer Function of a single detector 
det
ˆFTM  Estimate of the modulation Transfer Function of the detector 
iMTF  Individual MTF term in STF definition 
jitterMTF  Modulation transfer function due to jitter 
smearMTF  Modulation transfer function due to smear 
sysMTF  System transfer function 
µ  Mean spectral vector of a set of pixels 
n Index of Refraction of a simple lens 
n Number of bits used in A/D conversion 
n Integer index used in calculation of Zernike polynomials 
n Index of summation 
[ ]yxn ,  Additive noise function in spatial domain 
[ ]yxn ,  Additive noise intensity function in spatial domain 
1n  
Randomly generated two-dimensional instance of unity-variance 
Gaussian white noise 
2n  
Randomly generated two-dimensional instance of unity-variance 
Gaussian white noise 
3n  
Randomly generated two-dimensional instance of unity-variance 
Gaussian white noise 
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SYMBOL DEFINITION 
4n  
Randomly generated two-dimensional instance of unity-variance 
Gaussian white noise 
5n  
Randomly generated two-dimensional instance of unity-variance 
Gaussian white noise 
[ ]yxngauss ,  Zero-mean unity-variance Gaussian random distribution 
[ ]yxngauss ,  Zero-mean, unity-variance, Gaussian-distributed, random variable in the spatial domain 
[ ]yxntot ,  Total additive system noise in spatial domain 
[ ]itot yxn Λ;,  Total additive noise applied to each synthesized spectral band 
[ ]yxn apsparsetot ,__  Total noise summed over each individual sub-aperture in the spatial domain 
TDIn  Number of time-delay integration stages 
N Number of sub-apertures along one arm of a tri-arm sparse 
aperture 
N Number of sub-apertures in a sparse aperture system 
N Number of rows in sampled sub-aperture pupil function 
N Number of rows in the joint spectral and spatial target detection filter 
N  Total number of individual MTF terms used in STF definition 
N  Number of independent noise terms 
N  Number of spectral bands 
[ ]ηξ ,N  Fourier transform of [ ]yxn ,  
[ ]ηξ ,1N  Spatial-frequency spectra instance of a Gaussian-distributed noise source 
[ ]ηξ ,2N  Spatial-frequency spectra instance of a Gaussian-distributed noise source 
m
mnN −2  Radial polynomial normalization factor of the Zernike polynomial 
[ ]ηξ ,3N  Spatial-frequency spectra instance of a Gaussian-distributed noise source 
[ ]ηξ ,4N  Spatial-frequency spectra instance of a Gaussian-distributed noise source 
[ ]ηξ ,5N  Spatial-frequency spectra instance of a Gaussian-distributed noise source 
[ ]ηξ ,gaussN  Zero-mean, unity-variance, Gaussian-distributed, random variable in the spatial-frequency domain 
[ ]ηξ ,totN  Total additive system noise in the spatial-frequency domain 
xN  Number of individual detectors binned (aggregated) in x-direction 
yN  Number of individual detectors binned (aggregated) in y-direction 
v  
Root-mean-square wind speed (m/s) across an altitude range of 5 
to 20 km 
orderhigherOPD −  OPD contributions due to Seidel or higher-order aberrations 
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SYMBOL DEFINITION 
knowledgeOPD  Relative amount of wavefront error knowledge in terms of OPD 
PTTOPD  OPD contribution due to piston, tip, and tilt aberrations 
OTF Optical Transfer Function 
[ ]ληξ ;,OTF  Optical Transfer Function as a function of wavelength 
apOTF  Optical transfer function of the entrance aperture 
jittersmearapOTF ,,  
Optical transfer function of the entrance aperture with sub-aperture 
independent smear and jitter terms inlcuded 
jittersmearapFTO ,,ˆ  
Estimate of the optical transfer function of the entrance aperture 
with sub-aperture independent smear and jitter terms inlcuded 
p  Detector pitch 
[ ]yxp ,  Pupil function in the spatial domain 
[ ]yxp ,*  Complex conjugate of the pupil function in the spatial domain 
gfp  Conditional probability density function of f  given g  
[ ]yxphex ,  Pupil function of a single hexagonal sub-aperture in the spatial domain 
[ ]iii yyxxp −− ,  Pupil function of the ith sub-aperture of a sparse aperture 
[ ]ηξ ,P  Fourier transform of the pupil function 
[ ]ηξ ,*P  Complex conjugate of the Fourier transform of the pupil function 
DP  Probability of detection 
FAP  Probability of false alarm 
( )nHsP |  Conditional probability density functions associated with a binary hypothesis test 
segmentedePerformanc  Output value of image utility metric for segmented aperture systems 
sparseePerformanc  Output value of image utility metric for sparse aperture systems 
[ ]λ;, yxPSF  Point-Spread Function as a function of wavelength 
TotP  
Total number of samples in the rectangular N-by-M grid that 
correspond to points in the sampled pupil function 
[ ]yx,℘  Complex-valued (aberrated) pupil function 
( )λΦ  Incident spectral flux on a detector 
pi  Pi 
q  Charge associated with an electron 
( )rQ mn  Radial polynomial of the Zernike polynomial 
QSE  Quantum step equivalence (effective bin size) of quantization in 
rms electrons per digital count value 
r Radial spatial coordinate 
r Radial component normalized to edge of the exit pupil 
( )λr  Diffuse target reflectance 
0r  Coherence diameter (aka transverse coherence length) 
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SYMBOL DEFINITION 
( )nmyxrab ,;,  Cross-correlation function of ( )yxa ,  and ( )nmb ,  
( )nymxrab −− ,  Cross-correlation function of ( )yxa ,  and ( )nmb ,  if the functions 
are jointly stationary 
( )axrect /  Rectangle function in one dimension 
( )yxnmrgg ′′,;,  Auto-correlation function 
R  Range to target (scene) 
R  Slant path to the target assuming nadir collection geometry 
( )λR  Spectral response function of a detector 
AR0  Resistance-area product of a photodiode detector 
dcR  Effective dark current electron generation rate 
[ ]axRECT  Rectangle function in one dimension 
[ ]byaxRECT ,  Rectangle function in two dimensions 
RMSE  Root-mean-squared error 
ρ Radial coordinate in the spatial-frequency domain 
( )λρ  Target reflectance 
coρ  Radial cutoff frequency in the spatial-frequency domain 
s Distance between the optical centers of two adjacent sub-apertures 
s Integer index used in calculation of Zernike polynomials 
s  Observed spectral vector (pixel) 
( )ηξ ,FPAsamp  Focal plane array sampling function in spatial-frequency domain 
( )xncsi  Sinc function 
adcS  Maximum voltage of the A/D converter 
ADCS  A/D converter range of input analog voltages  
bgndS  
Signal due to the background of the object scene in units of 
electrons 
[ ]yxScounts ,  Detected signal (digital counts) across the detector array 
eS  Detected signal (electrons) per detector element 
[ ]yxSe ,  Detected signal (electrons) across the detector array 
( )ηξ ,nnS  Noise power spectral density function 
( )innS Λ;,ˆ ηξ  Estimate of the noise power spectral density function for the i
th
 
spectral bandpass 
( )ηξ ,ffS  Scene power spectral density function 
( )iffS Λ;,ˆ ηξ  Estimate of the scene power spectral density function for the i
th
 
spectral bandpass 
),( ηξfgS  Power spectral density function related to cross-correlation 
[ ]ηξ ,
_ countsfreqS  OTF-corrected detected signal in spatial-frequency domain 
[ ]icountsfreqS Λ;,_ ηξ  Integrated detected signal (in units of electrons) in spatial-frequency domain for the ith spectral passband 
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SYMBOL DEFINITION 
),( ηξggS  Power spectral density function related to auto-correlation 
SNR  Signal-to-Noise Ratio 
[ ]ηξ ,SNR  Spatial-frequency dependent Signal-to-Noise Ratio 
pixelSNR  Signal-to-Noise Ratio for a single pixel 
[ ]yxS sig ,  Detected signal in units of electrons 
[ ]yxS countsspace ,_  PSF-corrected detected signal (digital counts) across the detector array 
gettarS  Signal due to the target object in units of electrons 
[ ]ηξ ,gettarS  Spatial-frequency variant target signal 
STF  System transfer function 
[ ]ληξ ;,monoSTF  Monochromatic STF 
[ ]ipolySTF Λ;,ηξ  Polychromatic STF 
voltS  Detected signal (volts) per detector element 
[ ]yxSvolt ,  Detected signal (volts) across detector array 
σ  Root-mean-square random displacement in milliradians 
σ  Standard deviation 
2
bgndσ  Variance of background photon noise 
2
darkσ  Variance of dark current noise 
2
/1_ fdarkσ  Standard deviation of dark current f
1
 noise 
2
_ thermdarkσ  Standard deviation of dark current thermally-generated noise 
dcσ  Standard deviation of dark current noise 
fdc /1_σ  Standard deviation of dark current f
1
 noise 
thermdc _σ  Standard deviation of dark current thermally-generated noise 
2
eσ  Mean square error 
2
elecσ  Variance of electronic noise 
iσ  
Root-mean-square random displacement in milliradians to describe 
sub-aperture independent jitter 
iσ  Standard deviation of the ith noise term 
noiseσ  Standard deviation of the total noise 
2
photσ  Variance of target photon noise 
2
quanσ  Variance of quantization noise 
2
readσ  Variance of detector read-out noise 
totσ  Standard deviation of total noise in the imaging system 
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SYMBOL DEFINITION 
readvolt _σ  Standard deviation of noise in the read-out voltage of a detector 
scvolt _σ  Standard deviation of analog signal chain output voltage noise 
WFEσ  Root-mean-square wavefront error 
σ ′
 
Solar declination angle to target 
Σ  Covariance matrix 
T Temperature 
T  Temperature of detector 
dT  Change in temperature that doubles dark current 
intT  Integration time of a detector 
recalT  Time since last dark current calibration event 
refT  Dark current reference temperature 
τ  Target detection test statistic 
( )λτ1  Atmospheric transmission along the sun-target path 
( )λτ 2  Atmospheric transmission along the target-sensor path 
optτ  Optical system transmittance 
threshτ  Scalar threshold for target detection 
θ Angle measured from the x-axis of the pupil function 
θ  Collection angle relative to nadir 
θ  First non-linear regression coefficient of a 2-parameter function 
elevθ  Target elevation angle along the line-of-sight 
θi 
Angle of rotation of the ith sub-aperture coordinate system with 
respect to the sparse aperture coordinate system 
bV  Voltage bias of a detector 
[ ]θ,rw  Two-dimensional OPD error function in polar coordinates 
[ ]iii rw θ,ˆ  Estimate of the two-dimensional OPD error function in polar coordinates for the ith sub-aperture 
[ ]yxw ,  Two-dimensional effective optical path difference error function 
[ ]0,, xyxw  Two-dimensional optical path difference (OPD) error function 
[ ]iiii xyxw 0,,  Two-dimensional OPD error function for ith sub-aperture 
[ ]iiii xyxw 0,,ˆ  Estimate of the two-dimensional OPD error function for i
th
 sub-
aperture 
[ ]θ,rwmean  Average OPD error across the exit pupil in polar coordinates 
[ ]yxwmean ,  Average OPD error across the exit pupil in Cartesian coordinates 
W020 Weighting coefficient for second-order aberration – defocus 
W040 Weighting coefficient for fourth-order aberration – spherical 
W111 Weighting coefficient for second-order aberration – tilt 
W131 Weighting coefficient for fourth-order aberration – coma 
W200 Weighting coefficient for second-order aberration – piston 
   xxix 
SYMBOL DEFINITION 
W220 Weighting coefficient for fourth-order aberration – field curvature 
W222 Weighting coefficient for fourth-order aberration – astigmatism 
W311 Weighting coefficient for fourth-order aberration – distortion 
W400 Weighting coefficient for the sixth fourth-order aberration 
abcW  Wavefront aberration coefficient as indexed by a, b, and c 
WFErms Total root-mean-square wavefront error 
x  Spatial domain coordinate along horizontal axis 
x  Normalized floating-point input digital count value 
[ ]yx,  Exit pupil spatial coordinates 
[ ]00 , yx  Paraxial image plane spatial coordinates 
[ ]ii yx 00 ,  Paraxial image plane spatial coordinates for ith sub-aperture 
[ ]ii yx ,  Exit pupil spatial coordinates for ith sub-aperture 
FPAx  Extent of the focal plane detector array in the x-direction 
px  Extent of a single detector in the x-direction 
ξ  Spatial-frequency domain coordinate along horizontal axis 
y  Spatial domain coordinate along vertical axis 
FPAy  Extent of the focal plane detector array in the y-direction 
py  Extent of a single detector in the y-direction 
z Distance parameter 
z1 Distance between object and entrance aperture 
z2 Distance between exit aperture and detector 
0Z  Piston aberration 
i
Z 0ˆ  Estimate of the 0Z  term for the i
th
 sub-aperture 
1Z  X-Tilt aberration 
i
Z1ˆ  Estimate of the 1Z  term for the i
th
 sub-aperture 
2Z  Y-Tilt aberration 
i
Z 2ˆ  Estimate of the 2Z  term for the i
th
 sub-aperture 
3Z  Defocus aberration 
i
Z3ˆ  Estimate of the 3Z  term for the i
th
 sub-aperture 
4Z  Astigmatism at 0° & Defocus aberration 
i
Z 4ˆ  Estimate of the 4Z  term for the i
th
 sub-aperture 
5Z  Astigmatism at 45° & Defocus aberration 
i
Z5ˆ  Estimate of the 5Z  term for the i
th
 sub-aperture 
6Z  Coma & X-Tilt aberration 
i
Z 6ˆ  Estimate of the 6Z  term for the i
th
 sub-aperture 
 xxx 
 
SYMBOL DEFINITION 
7Z  Coma & Y-Tilt aberration 
i
Z 7ˆ  Estimate of the 7Z  term for the i
th
 sub-aperture 
8Z  Spherical & Defocus aberration 
i
Z8ˆ  Estimate of the 8Z  term for the i
th
 sub-aperture 
jZ  jth Zernike polynomial 
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Chapter 1 
 
Introduction 
 
Ever since the first person climbed a hill to survey the surrounding countryside, there has 
been a desire for more complete knowledge of the world around us.  Space-based 
satellites used for terrestrial observation are the latest tools to be developed in this pursuit 
of geospatial information.  Though technologically quite advanced, imagery collected by 
these orbiting telescopes (whether panchromatic, multispectral, or hyper-spectral in 
nature) still has limited spatial resolution.  The drive towards more complete information 
about the world will require improved spatial resolution from the imaging systems of the 
future. 
 
From a mathematical perspective, the easiest way to obtain finer spatial resolution in an 
imaging system is to increase the size of the entrance aperture of your imaging system.  
For space-based telescopes this means increasing the size of the primary mirror (and of 
course the entrance aperture) to capture more of the wavefront being emitted from the 
Earth’s surface.  The mathematical function that describes the two-dimensional shape of 
the aperture (commonly referred to as the pupil function of an imaging system) can be 
used to determine the best theoretical spatial resolution of the imaging system.  The 
scaled complex autocorrelation of the diffraction-limited pupil function determines the 
optical transfer function (OTF) of the imaging system.  The largest spatial frequency 
passed by the OTF determines a theoretical limit on the spatial resolution achievable by 
the imaging system.  The autocorrelation generates a function with greater extent in the 
spatial frequency domain whenever the pupil function is enlarged in its extent in the 
spatial domain.  This simple relationship explains why, in general, a larger primary 
mirror leads to a telescope with finer spatial resolution (assuming no aberrations). 
 
Earth-observing telescopes have nearly reached the practical limits of individual mirror 
size and weight.  Some options proposed by the remote sensing community to circumvent 
these limits include deployable parabolic mirrors from thin sheets, extendable segmented 
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mirror designs, and sparse-aperture mirror designs.  The use of a deployable sheet to form 
a primary mirror is not practical for optical systems in the visible and near-infrared 
portions of the spectrum, because these designs currently only support wavefront error 
tolerances acceptable for long-wave infrared imaging.  Segmented-aperture arrays offer 
another possibility for creating an effective large aperture, but again, weight restrictions 
limit the size of such a telescope.  Sparse-aperture arrays would allow for the synthesis of 
a large aperture while remaining lighter in weight, but suffer from lower signal-to-noise 
ratios than equivalent segmented systems, because of the reduced collection area. 
 
This research effort focused on spectral considerations in the design of segmented and 
sparse-aperture systems that image in the visible and near-infrared regions of the 
spectrum.  Both segmented and sparse-aperture systems use multiple primary aperture 
mirrors, called sub-apertures, to mimic the collection capabilities of a larger monolithic 
primary mirror.  There are however, some basic differences between sparse-aperture and 
segmented-aperture systems that will be explained shortly.  The primary goal of this 
research effort was to use a first-principles, physics-based, image chain model to compare 
the image quality of sparse-aperture systems with segmented-aperture systems. 
 
The term “segmented-aperture system” refers to the fact that the system’s sub-apertures 
are contiguous with each other.  The term “sparse-aperture system” refers to the fact that 
the sub-apertures are not contiguous with each other.  Both types of systems can be 
referred to as multi-aperture systems.  As long as the multi-aperture system’s diffraction-
limited pupil function has an autocorrelation with the same extent in the spatial frequency 
domain as that of the equivalent large circular mirror system, then one could, in principle, 
use the multi-aperture system in place of the larger monolithic mirror. 
 
The obvious design tradeoff for a sparse-aperture system is that it suffers from a reduced 
signal-to-noise ratio when compared with the equivalent filled-aperture design.  This is 
due to the fact that the OTF will have a significantly reduced magnitude when compared 
with that of an equivalent filled-aperture imaging system. Additionally, the geometries of 
multi-aperture systems lead to asymmetric OTFs, making the spatial resolution of the 
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system dependent upon the rotational orientation of the spatial-frequency information in 
the imaged scene. 
 
Sparse-aperture systems and segmented-aperture systems also suffer from artifacts 
introduced by phasing errors among the sub-apertures as well as wavefront error across 
the individual sub-apertures themselves.  The sub-apertures of a sparse system are usually 
more rigid than those in segmented designs, potentially reducing the total wavefront error 
of a sparse-aperture system compared with segmented aperture systems. 
 
Furthermore, the image from a sparse-aperture system is generally formed from fewer 
photons than segmented or filled-aperture designs of equal spatial extent.  This reduction 
in the number of available photons is exacerbated further in a multispectral system, where 
each spectral passband images only the photons in that band. 
 
Methods for computing wavefront error, such as phase diversity and phase retrieval 
techniques, can be used to sense the wavefront error across the entrance apertures of the 
individual sub-apertures in both classes of multi-aperture telescopes.  The wavefront error 
obtained by such techniques may be used to counteract artifacts from optical path 
differences (OPD), such as those due to sub-aperture misalignment.  Of course, many 
phase diversity algorithms in the literature require multiple image planes for estimating 
the phase across the individual entrance apertures.  The need for multiple imaging planes 
further reduces the number of photons available for actual image formation.  Clearly, the 
improvement in wavefront error must be weighed against signal loss in imaging systems 
that are already starved for light.  The exploration of these design tradeoffs is beyond the 
scope of this current research effort.  This does not mean that this research ignores the 
utility of wavefront information.  Though an actual phase diversity algorithm has not 
been implemented as part of the simulated image chain, various levels of wavefront 
knowledge were provided to the image reconstruction portion of the image chain.  In 
other words, a “black box” was placed in the simulated image chain as a substitute for 
any particular phase retrieval process. 
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The purpose of this research work is to augment understanding of the requirements and 
limitations inherent in the design of spectrally diverse multi-aperture imaging systems for 
space-based applications.  To do this, three principal tasks were accomplished: (1) a 
trade-space study of parameters in a Tri-Arm system, (2) a trade-space study of 
parameters in a hexagonal sub-aperture segmented system, and (3) a comparison of these 
two systems. 
 
The sensitivity of the first study was evaluated in terms of an objective image quality 
assessment based on target detection.  Parameters such as aperture sizes and 
configuration, system noise terms, aperture misalignment tolerances, levels of 
misalignment knowledge, spectral considerations, and dwell time were all considered in 
this portion of the work.  These experiments used the first-principles, physics-based, 
sparse-aperture imaging system model developed by Introne (2004) and later improved 
upon by Daniel (2009) and Zelinski (2009).  The simulated images were used to evaluate 
the design trades needed to design imaging systems that produce acceptable levels of 
image quality in target detection. 
 
The sensitivity of the system with hexagonal sub-apertures was evaluated in terms of 
objective image quality in target detection, in a manner similar to that used by Zelinski 
(2009).  The system parameters from the first study were investigated here as well, along 
with the optical aberration of the sub-apertures.  Zelinski (2009) provides a method for 
simulating the higher-order OPD encountered within the hexagonal sub-apertures of the 
segmented-aperture system designs being simulated in this work.  The same updated 
imaging system model software as that used to create the sparse aperture simulations was 
used to create the segmented aperture simulations. 
 
The comparison of the Tri-Arm sparse-aperture design and the segmented-aperture 
design (as well as comparisons with monolithic circular aperture systems) was to 
determine an equivalency between a given segmented-aperture system design and a given 
sparse-aperture system design for target detection.  The individual sub-apertures of 
segmented-aperture systems, in order to support their larger physical extent, are typically 
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constructed of lighter more flexible materials than those used to construct the sub-
apertures of sparse-aperture systems.  This means that the sub-apertures of segmented-
aperture systems suffer from both different types and greater amounts of optical 
aberrations than would the sub-apertures of sparse-aperture systems.  How these 
aberrations compared to the structured OTF aberrations and reduced signal-to-noise ratio 
of the Tri-Arm sparse-aperture system was the focus of this task. 
 
If a rule of thumb can be created for comparing the image quality of Tri-Arm sparse-
aperture systems to hexagonal sub-aperture segmented-aperture systems, then this would 
help system designers to choose one design paradigm over another based on size, weight, 
and cost constraints (and other technical considerations).  Using an objective system 
assessment metric, such as a target detection task, greatly facilitates such a comparison.  
By using the Receiver Operating Characteristic (ROC) curves generated by the target 
detection tasks, it was possible to compare the performance of the various system 
instantiations simulated during this research work, and search for sparse and segmented-
aperture system designs with equivalent target detection capabilities.  Of course, the 
success of this imaging system comparison activity depended heavily upon the target 
detection algorithm(s) used, the spectral and spatial characteristics of the target sets being 
simulated, and the scene background against which the targets were being sought.  Thus 
the contribution of this work is the development of a methodology for comparing image 
utility which can be extended to more robust studies of multi-aperture systems 
emphasizing wider ranges of targets, backgrounds, and detectors, as desired. 
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OPD from Piston, 
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System Designs 
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System Designs 
Chapter 2 
 
Objectives 
 
The objective of this effort is to advance the understanding of multispectral, Earth-
observing, sparse and segmented aperture imaging systems.  This was accomplished in 
part by defining the design trade space for Tri-Arm sparse-aperture and 18-element 
hexagonal sub-aperture segmented-aperture systems (as well as for circular monolithic 
aperture systems).  The tradeoffs were explored via computer simulations for each 
system.  Post-processing algorithms were employed in the simulated image chain to help 
mitigate the design constraints of the telescopes themselves.  Finally, the candidate 
system designs were compared in terms of an image quality metric for target detection.  
Through this comparison, the groundwork was laid for the possible definition of 
performance-based iso-surfaces that would link system design parameters to points of 
comparable image quality between the candidate sparse- and segmented-aperture 
systems. 
 
 
 
 
 
 
 
 
Figure 2.1: Notional Depiction of Multi-Aperture System Iso-Performance Points 
for Two Systems. 
 
Figure 2.1 depicts two notionally equivalent multi-aperture system designs in terms of 
their relative contributions to entrance aperture aberrations (given as OPD values).  The 
implication in this figure is that all other design parameters are fixed and that the only 
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variable parameters are those dealing with sources of wavefront error.  Another way of 
displaying multi-aperture system equivalency is provided in Figure 2.2. 
 
 
 
 
 
 
 
 
 
 
Figure 2.2: Notional Depiction of Multi-Aperture System Iso-Performance Surfaces 
for Two Systems. 
 
Figure 2.2 illustrates the idea of performance-based iso-surfaces. In this case, three 
system design parameters, namely OPD due to piston, tip, and tilt aberrations, OPD due 
to higher-order aberrations, and knowledge of wavefront error, are used as the axes of the 
three-dimensional plot.  The notional red and blue-colored surfaces represent 
combinations of these three system design parameters that produce multi-aperture 
systems with equivalent image quality for target detection.  Such surfaces are determined 
from solutions to regressed functional forms for system performance (for target 
detection) as defined in Eq. (1a) and Eq. (1b).  As before, the implication is that all other 
system design parameters are fixed. 
 
Since the number of possible system parameters that could be varied in a multi-aperture 
system design trade-space study is large, this work focused only on system design 
parameters thought to have the greatest impact on overall image quality.  Section 4 
discusses this parameter space in more detail; it suffices to say here that the set of 
parameters being studied was chosen to provide a level of statistical significance to the 
simulated results while keeping the number of computationally intensive simulation runs 
to a minimum.  Furthermore, the output of the target detection metric used to assess the 
Wavefront Error 
Knowledge 
OPD from Piston, 
Tip, and Tilt 
OPD from Piston, 
Tip, and Tilt 
OPD from other 
Seidel aberrations 
Segmented-Aperture 
System Designs 
Sparse-Aperture 
System Designs 
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utility of the imagery produced by the two types of multi-aperture systems may be 
thought of as a function of the variable parameter space, as notionally illustrated below: 
 
( )
( )knowledgemeanorderhigherPTTencsegmented
knowledgemeanorderhigherPTTencsparse
OPDGSDOPDOPDSNRDfePerformanc
OPDGSDOPDOPDSNRDfePerformanc
,,,,,,
,,,,,,
λ
λ
−
−
=
=
 
(1a) 
(1b
) 
 
where, sparseePerformanc  and segmentedePerformanc  are the image utility metrics calculated 
for the sparse-aperture and segmented-aperture systems respectively, 
encD  is the 
encircling diameter of the multi-aperture system, SNR  is the signal-to-noise ratio of the 
system, PTTOPD  is the OPD contribution due to piston, tip, and tilt misalignments of the 
individual sub-apertures, orderhigherOPD −  is the OPD contribution due to higher-order 
aberrations occurring within the individual sub-apertures, meanGSD  is the geometric mean 
ground sample distance of the imagery, λ  is an enumerated value denoting the particular 
number and extent of passbands used to “collect” the multispectral image, and 
knowledgeOPD  is a classification variable representing the amount of knowledge of the 
actual OPD occurring in the system (more on this in Section 4).  These functions could be 
explicitly derived through regression analysis of the image utility data points, since each 
of the parameters can be considered to be linearly independent. 
 
The central objective of this proposal was achieved by following a logical progression of 
smaller tasks.  The following discussion describes each step.  Those tasks that were 
necessary for the successful completion of this research are found in Section 2.1.  Tasks 
identified by the author that lie outside of the scope of this research effort are discussed in 
Section 2.2.  Such tasks are applicable to sparse-aperture and/or segmented-aperture 
imaging system design in a general sense, and may have added depth to the current 
research work, but were not integral to the successful completion of the dissertation; they 
are mentioned here in the context of ideas for future work. 
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2.1 Success Criteria 
 
The individual objectives that had to be met in order to evaluate the spectral 
characteristics of the multi-aperture systems being studied are: 
 
• Become familiar with the physics involved in image capture using both sparse and 
segmented-aperture remote sensing systems.  The space-based systems are 
designed for multispectral image capture of extended scenes, imaging in the 
visible and near infrared regions of the electromagnetic spectrum.  Applicable 
topics include: 
o Linear system theory of optical imaging in incoherent light and the means 
of determining the overall system optical transfer function for each 
spectral band being studied 
o Characterization of phase error for each spectral band across the entrance 
apertures of the individual sub-apertures making up the sparse or 
segmented-aperture system 
o Noise modeling of typical imaging system noise sources such as dark 
noise, read noise, photon noise, quantization noise, etc. 
o Algorithms for image reconstruction in multispectral image processing 
• Develop a simulation capability for the imaging processes of space-based, Earth-
observing, multispectral, sparse and segmented-aperture imaging systems.  
Applicable tasks include: 
o Investigate the sparse aperture system modeling code created by Introne 
(2004) and updated by both Daniel (2009) and Zelinski (2009) for both 
panchromatic and multispectral applications 
o Modify and augment the simulation code to support target detection and to 
generate simulated telescope designs exercising the range of system 
parameters to be explored 
o Develop new sparse and segmented-aperture pupil function definitions as 
needed 
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o Obtain input radiance images to use as object scenes for the sparse 
aperture and segmented aperture telescope simulation process; scenes used 
were the same as those used in the work of Introne (2004), Block (2005), 
Daniel (2009), and Zelinski (2009) 
o Employ the monochromatic OTF methodology in the simulation code to 
combine source spectral bands into the desired set of output multispectral 
passbands 
• Define and create a set of synthetic targets and integrate them into the test suite of 
imagery to provide a basis for an objective system image quality/utility metric 
o Targets represent objects having spectral signatures and intensities 
relevant to the passbands of the multispectral systems being simulated 
o Target spatial extents correspond to multiple pixels in the image plane 
o Targets are implanted in the object scene that address various rotational 
orientations 
• Explore the design trade space of a spaceborne, multispectral, Earth-observing, 
sparse-aperture telescope and a segmented-aperture telescope system composed of 
hexagonal sub-apertures 
o The sparse-aperture pupil function configuration will be the 9-element Tri-
Arm without a central void 
o A segmented-aperture design having 18 hexagonal sub-apertures will be 
used as the competing system design to the Tri-Arm 9 design 
o A large monolithic circular aperture system will be simulated to provide a 
point of comparison between the various multi-aperture designs and a 
more traditional design 
o Design trade space studies to investigate system tolerances in such areas 
as availability of source photons (SNR), ground sample distance (GSD), 
correlated and uncorrelated noise sources, pupil function size and 
configuration, sub-aperture phasing errors, sub-aperture aberrations, 
knowledge of wavefront error, number and extent of synthesized 
passbands, and post-processing image reconstruction algorithms 
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o Use statistical techniques to design intelligent test matrices defining the 
parameters to be used in the various simulation runs of the trade space 
study, since the number of potential design parameters being investigated 
in the trade space study is large 
o Develop, if possible, an equation for multi-aperture imaging system 
performance (in terms of the specified target detection task) as a function 
of the system design parameters of interest; the number of performance 
assessments, as determined form the statistically sampled design trade 
space, should support this formulation 
o Develop a method for portraying performance-based iso-surfaces 
described by the system parameter trade space study being conducted 
• Conduct an assessment of various implementations of the Wiener-Helstrom filter 
post-processing algorithms for image reconstruction and enhancement of the 
simulated (combined) output multispectral imagery 
o Use the Wiener-Helstrom filter, without any knowledge of wavefront 
error, and an adjustable constant value representing the SNR of the scene, 
as the baseline linear reconstruction algorithm for generated simulations 
o Apply a Wiener filter with knowledge of the two-dimensional phase error 
information across the image plane and an estimate of the two-
dimensional signal and noise spectra 
• Conduct an assessment of simple target detection algorithms commonly used in 
the literature to determine a suitable algorithm to use in generating an objective 
image quality/utility metric for this research work 
o Use an initial detector based on a joint spatial and spectral correlation 
kernel (filter) matched to the ideal representation of the implanted target 
 
2.2 Additional Goals 
 
There are a handful of tasks that extend beyond the scope of this research work that, 
nevertheless, would be useful to investigate and may serve as starting points for future 
research activities. 
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• Create non-linear reconstruction algorithms tailored to the configurations and 
multispectral nature of the sparse-aperture and segmented-aperture systems being 
studied.  Such algorithm development is a vast undertaking, worthy of a thesis 
research topic in its own right 
 
• Simulate additional sparse-aperture and segmented-aperture configurations other 
than the two basic pupil functions (Tri-Arm 9 sparse aperture and 18 hexagonal 
element segmented aperture) being studied for the main body of this research 
work (other options include the various Golay configurations found in the 
literature) 
 
• Expand the scope of the trade space studies to include additional design 
parameters; such parameters could be, but are not limited to, satellite altitude, off-
nadir imaging geometries, atmospheric conditions, additional cases of spectral 
band definition and number, compression algorithm use (and related image 
quality impacts), rigorous assessment of rotational dependencies, etc. 
 
• Perform an image quality assessment of the competing sparse-aperture and 
segmented-aperture designs based on a subjective metric tailored to the perceived 
utility of the imaged scene, such as the National Image Interpretability Rating 
Scale (NIIRS) 
 
• Create General Image Quality Equations (GIQE) for the particular sparse-aperture 
and segmented-aperture system configurations investigated in this work 
 
• Assess the target detection, tracking, and characterization of joint spectral and 
spatial targets through the simulation of multi-aperture system motion imagery 
collection 
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Chapter 3 
 
Theory 
 
This discussion presents the theoretical basis for modeling and analysis of a imaging 
systems.  The design and modeling of a multi-aperture imaging system relies primarily 
upon the principles of linear system theory and the relevant theoretical underpinnings of 
each step in the imaging chain: object scene simulation, atmospheric propagation of 
scene radiance, optical system modulation, image capture, wavefront error detection and 
correction, system noise sources, image reconstruction, and both objective and subjective 
image assessment.  The discussion begins with an overview of linear system theory and 
then progresses through the theoretical building blocks of a multi-aperture imaging chain 
in some detail. 
 
3.1 Linear System Theory Overview for Imaging Systems 
 
This section considers a general overview of some key concepts of linear system theory 
and their application to sparse and segmented-aperture imaging systems.  First, it should 
be stated that no actual real-world imaging system could ever be considered truly linear 
in operation.  That said, it is also true that most real-world imaging systems have regions 
of performance that can be approximated well by a theoretical linear shift-invariant 
system.  Linear system theory is therefore a valuable tool in system design and analysis. 
 
Assuming that an imaging system can be modeled as linear and shift invariant enables the 
system model to be characterized by a point spread function (PSF).  The PSF is defined 
as the response of a linear imaging system to a point-source input. The PSF defines the 
amount of blur that the optical system introduces into the captured image scene.  The 
convolution of the PSF and the input object scene yields the output image that would 
occur in the absence of noise.  This simple relationship is described by the following 
equation: 
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[ ] [ ] [ ]yxfyxhyxg ,*,, 1=  (2) 
 
where [ ]yxf ,  is the object scene, [ ]yxh ,1  is the PSF of the system, “∗ ” is the operator 
for two-dimensional convolution, and [ ]yxg ,  is the captured output image.  This makes 
sense since a “blur” is simply the spread of a sharply defined point into something less 
distinct. 
 
The idea of a single function that fully describes the system is a powerful concept that 
only applies to linear systems.  However, convolution is a computationally intensive 
operation.  Even though the PSF makes good intuitive sense, since it is a function defined 
in the spatial domain, it is far easier to carry out digital simulations of linear systems in 
the spatial-frequency domain.  Therefore, the next topic of discussion is the frequency 
domain equivalent of the PSF, known as the optical transfer function (OTF).  The OTF is 
the Fourier transform of the PSF, as illustrated in the following equations: 
 
[ ] [ ]{ } [ ] ( )∫ ∫
+∞
∞−
+−
=ℑ== dxdyeyxhyxhHOTF yxi ηξpiηξ 2111 ,,,  (3) 
 
[ ] [ ] [ ]ηξηξηξ ,,, 1 FHG =  (4) 
 
where [ ]ηξ ,G , [ ]ηξ ,F , and [ ]ηξ ,1H  are the two-dimensional Fourier transforms of 
[ ]yxg , , [ ]yxf , , and [ ]yxh ,1 , respectively and { }ℑ  is the operator for a two-
dimensional Fourier transform.  The term ξ  refers to the spatial-frequency domain 
coordinate that corresponds to spatial frequencies along the x-axis in the spatial domain.  
Similarly, the term η  refers to the spatial-frequency domain coordinate that corresponds 
to spatial frequencies along the y-axis in the spatial domain.  The related modulation 
transfer function (MTF) is defined as the normalized magnitude of the OTF.  One benefit 
of performing simulations in the spatial-frequency domain is that multiplication is a much 
simpler computation to carry out compared with the corresponding convolution of the 
spatial domain (once the spatial domain sources have been Fourier transformed). 
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Of course, the model of the imaging system presented above does not include any system 
noise terms.  This oversight is rectified by adding a noise function, [ ]yxn ,1 : 
 
[ ] [ ] [ ] [ ]yxnyxfyxhyxg ,,*,, 11 +=  (5) 
 
And since the Fourier transform is a linear operator, the corresponding equation in the 
spatial-frequency domain is: 
 
[ ] [ ] [ ] [ ]ηξηξηξηξ ,,,, 11 NFHG +=  (6) 
 
where it should be noted that the noise term, [ ]ηξ ,1N , remains additive in the 
transformed space. 
 
The actual coherent impulse response function (i.e., the coherent PSF) can be derived for 
a simple lens approximation (more on this in Section 3.2), as described by Goodman 
(1996), and has the following form: 
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(8) 
 
where 





22
,
z
y
z
xP λλ  is the Fourier transform of the pupil function, but representing a 
function in the spatial domain, not the spatial-frequency domain.  This is due to the fact 
that the free propagation of light acts as a Fourier transform operator, as described by 
Goodman (1996). 
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3.2 Incoherent Imaging System Theory 
 
In this section, the brief introductory material on linear system theory from Section 3.1 
will be applied to the modeling of an incoherent imaging system.  The goal is to simulate 
an incoherent imaging system because real-world extended radiance scenes from the 
surface of the Earth are made up of incoherent light.  Eq. (5) described a linear shift-
invariant system with additive noise.  Because incoherent imaging systems are linear in 
intensity rather than amplitude, this relation should be rewritten with the noise added 
after evaluating the squared magnitude: 
 
[ ] [ ] [ ] [ ]
[ ] [ ] [ ]yxnyxfyxh
yxgyxgyxgyxI
,,*,
,,,,
22
1
*2
+=
==
 (9) 
 
where [ ]yxI ,  is the intensity recorded by the sensor and [ ]yxg ,*  is the complex 
conjugate of [ ]yxg , .  Of course, the previous equation is not quite complete.  When 
modeling an imaging system that is linear with intensity, the incoherent impulse response 
(incoherent PSF) can be understood in terms of a simple lens system approximation 
(Goodman 1985).  This approximation involves the definition of two distance parameters, 
1z  and 2z .  The variable 1z  denotes the distance between the object and entrance aperture 
and 2z  denotes the distance between the exit aperture and the detector. 
 
 
 
 
 
 
 
 
 
Figure 3.1: Imaging Geometry of a Simple Lens. 
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Light undergoes Fresnel diffraction as it propagates the distance 1z  from the object to the 
entrance aperture of the lens.  After exiting the lens, it undergoes Fresnel diffraction 
again as it propagates for a distance 2z  to the sensor plane (Easton 2006, 2007).  Such a 
model yields an equation that describes an incoherent imaging system as: 
 
[ ] [ ] [ ] [ ]yxnzyxfzzyxhzzyxI ,0;,*,;,,;, 2221121 +==  (10) 
 
[ ] [ ] [ ] [ ]yxnzyxIzzyxhzzyxI ,0;,*,;,,;, 2121 +==  (11) 
 
where [ ]21,;, zzyxh  is the incoherent impulse response for light propagating input to 
output and [ ]0;, =zyxI  is the object intensity.  The term [ ]yxn ,  represents noise 
intensity.  Substituting the coherent impulse response into the equation for the incoherent 
impulse response yields the following answer: 
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This relationship shows that the incoherent impulse response (PSF) is simply a scaled 
replica of the squared magnitude of the Fourier transform of the telescope’s pupil 
function.  Transforming this relationship into the spatial-frequency domain yields the 
incoherent optical transfer function (OTF): 
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where the symbol, “ ⊗ ”, denotes a two-dimensional correlation between two functions, 
the gain term is the square of the magnification, and the two functions being correlated 
are the complex conjugates of the spatial domain definition of the pupil function, 
appropriately scaled for use in the spatial-frequency domain.  The reason why the 
functional form of the pupil function shows up in the expression for the incoherent OTF 
is related to the effective Fourier transform operation that occurs from the free 
propagation of light (Goodman 1968).  Note that the term, [ ]ηξ ,H , is being used here to 
denote the incoherent OTF, not the coherent OTF. 
 
If [ ]yxp ,  is real-valued and symmetric, then the expression for the OTF may be further 
simplified to: 
 
[ ] [ ] [ ]ηλξληλξληξ 22222
1
2
2
,,, zzpzzp
z
z
H ⊗=  (14) 
 
However, this relationship is not valid for most sparse and segmented-aperture systems 
since the pupil functions of such systems are not often symmetric.  Even the assumption 
of a real-valued pupil can be deleted if wavefront errors are modeled across the entrance 
aperture.  The result is that the more complicated formulation of the OTF of Eq. (13) 
needs to be retained for work with sparse and segmented-aperture imaging systems. 
 
Finally, the output image intensity is found to be: 
 
[ ] [ ] [ ]{ } [ ]{ }ηξηξ ,0;,,,;, 121 NzyxIHzzyxI +=ℑℑ= −  (15) 
 
where the operator, { }1−ℑ , is the inverse Fourier transform.  Eq. (15) effectively 
describes the linear shift-invariant incoherent imaging system used to model a sparse- or 
segmented-aperture imaging system. 
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3.3 Detected Scene Radiance 
 
The input to a model of an incoherent imaging system is the intensity field of incoherent 
light that describes the object scene.  This can be modeled for an extended object by 
determining the radiance incident on the entrance pupil.  Leaving aside the two-
dimensional aspect of the radiance field at the aperture for the moment, the total source 
radiance reaching the sensor, in a given spectral passband, can be modeled by the 
following governing equation (Schott 1997): 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )λτλλε
pi
λρλτλτσλλ 221 ,
cos
TL
E
L emis
exos
source +
′
=  
(16) 
                     
( ) ( )[ ] ( ) ( ) ( ) ( ) ( )[ ] ( ) ( )λλτλλ
pi
λλτλλ
rLLFrFEE bebsdeds 22 1 +−+
+
+  
                     ( ) ( )λλ ueus LL ++  
 
where, ( )λexosE  is the direct exoatmospheric solar irradiance [W·m-2], ( )TLemis ,λ  is the 
self-emitted radiance for a blackbody at temperature T  [W·m-2·sr-1], ( )λdsE  is the 
reflected downwelled irradiance [W·m-2], ( )λdeE  is the emissive downwelled irradiance 
[W·m-2], ( )λbsL  is the reflected background radiance [W·m-2·sr-1], ( )λbeL  is the emissive 
background radiance [W·m-2·sr-1], ( )λusL  is the reflected upwelled radiance [W·m-2·sr-1], 
and ( )λueL  is the emissive upwelled radiance [W·m-2·sr-1]. 
 
Additionally, the governing equation uses the following terms: ( )λτ1  representing the 
atmospheric transmission along the sun-target path, ( )λτ 2  for the atmospheric 
transmission along the target-sensor path, ( )λρ  as the target reflectance, ( )λr  as diffuse 
target reflectance, ( )λε  for emissivity of the target, σ ′  for the solar declination (i.e., 
zenith) angle to the target, and F  for the fraction of the hemisphere above the target that 
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is open sky.  This governing equation captures most of the possible radiation transfer 
mechanisms present in the object scene. 
 
Eq. (16) often may be simplified depending on the spectral passband of interest.  For 
example, the emissive terms have negligible values in the visible region of the 
electromagnetic spectrum and therefore can be ignored.  Similarly, the reflective terms 
are found to be negligible in the thermal infrared region and can therefore be ignored.  
Some spectral passbands, such as the mid-wave infrared region, have significant 
contributions from both the reflective and emissive terms, which is why the entire 
relationship has been presented here as one governing equation. 
 
Having formulated an expression for the radiance reaching the entrance aperture, the next 
task is to convert that scene radiance to the detected signal on the sensor plane.  
Assuming that the radiance incident at the entrance aperture reaches the sensor plane 
without attenuation by the OTF, one must calculate the integrated flux at each detector 
element.  Schott (1997) provides such a calculation: 
 
( ) ( ) ( ) ( ) ( ) ( )∫ ∫ ∫
∞ ∞ ∞
==Φ=
0 0 0
detdet #
λλλλλλλλλ dRA
G
LdRAEdRS sourceincvolt  (17) 
 
where voltS  is the detected signal in volts, ( )λΦ  is the incident spectral flux on a detector, 
( )λincE  is the incident irradiance on a detector, detA  is the area of the detector in square 
meters, ( )λsourceL  is the spectral radiance from the governing equation of the atmospheric 
radiance equation given above, ( )λR  is the spectral response function of the detector, and 
#G  is an expression that relates radiance to irradiance on a detector.  Since space-based 
systems are approximately focused at infinity, the relationship for calculating #G  
collapses to: 
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where #f  is the focal ratio (i.e., F-number) of the optical system, optτ  is the optical 
system transmittance, and fillF  is the effective fill factor for the aperture of the imaging 
system.  The combination of Eq. (17) and Eq. (18) yields: 
 
( ) ( ) ( ) λλλτλpi
λ
λ
dRLf
FA
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fill
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=
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min
)#41( 2
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 (19) 
 
where the integration is limited by the spectral passband of the detector’s response 
function. 
 
The signal generated by a detector may also be calculated by counting the electrons 
generated at each pixel through the use of the detector’s spectral quantum efficiency 
( )λη : 
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where intT  is the integration time of the detector, h  is Planck’s constant, and c  is the 
speed of light (Fiete 2001) (Lomheim 2002). 
 
Both formulations in Eq. (19) and Eq. (20) describe a signal detected by a single pixel, 
albeit in terms of different quantities.  The equivalent two-dimensional forms of these 
equations would be: 
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where the detector spectral response function, ( )λR , is assumed to be spatially constant 
(though slight variation will occur between pixels) and 
 
[ ] ( ) ( ) ( ) λλληλτλpi
λ
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dyxL
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=
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;,)#41(, 2
intdet
 (22) 
 
where spectral quantum efficiency, ( )λη , is assumed to be spatially invariant. 
 
The two forms are proportional: 
 
eelecconvvolt SGGS =  (23) 
 
where convG  is the electron-to-voltage conversion gain (units of volts/electron), and elecG  
is the electronic gain in the system from the focal plane sensor array to the analog-to-
digital converter (A/D converter).  At the A/D converter, the analog voltage signal is 
converted to pixel digital counts.  This conversion yields the following relationship, 
starting from the [ ]yxSe ,  formulation of the detected signal: 
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where 
adcS  is the maximum voltage and n  is the number of bits of the A/D converter.  It 
should be noted that this derivation of the signal recorded as digital counts has not 
accounted for the spatial-frequency modulation due to the optics.  As earlier discussions 
have demonstrated, a convolution of the optical PSF with the functional form of countsS  
would correct this oversight. 
 
Such a signal would be described as: 
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where the two-dimensional convolution is performed at each wavelength before 
integration over the spectral passband of interest. 
 
The equivalent form of Eq. (25) in the spatial-frequency domain is: 
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where the OTF is defined in Eq. (13) and sourcefreqL _  is the two-dimensional Fourier 
transform of the source spectral radiance.  Since multiplication is an easier operation to 
implement than convolution, the spatial-frequency formulation of the output signal is 
used in the sparse-aperture system model developed by Introne (2004). 
 
3.4 Multi-Aperture Pupil Functions 
 
The pupil function of an imaging system describes the geometry resulting from the sum 
of the areas covered by the individual sub-apertures in the system.  Most traditional 
telescope designs have pupil functions that can be defined as real-valued circularly 
symmetric functions.  Multi-aperture telescope designs do not, however, exhibit circular 
symmetry in their pupil functions since they are essentially arrays of individual telescope 
apertures (the “ring” or “annulus” sparse aperture being a notable exception). 
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In real-world cases, some aberrations are always present in the optics of a telescope.  
These aberrations can be modeled by defining of a complex-valued pupil function.  This 
concept becomes more complicated with multi-aperture imaging systems.  Additional 
phase errors across the pupil function are introduced by the relative displacement errors 
between the individual sub-apertures (Figure 3.2) and these relative displacements may 
vary with time.  Due to this fact, the single most challenging aspect of multi-aperture 
system design is, arguably, the control of sub-aperture phasing and aberrations across the 
individual sub-apertures. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2: Example of a Tri-Arm Sparse Aperture Pupil Function with Varying 
Degrees of Sub-Aperture Piston, Tip, and Tilt Aberrations (grayscale mapping). 
 
(The grayscale values of the pixels in the sample pupil function provided in Figure 3.2 
represent the optical phase at that location.)  For now, the discussion will focus on the 
more general aspects of pupil function definition, and the discussion of sub-aperture 
phasing and optical aberrations will be presented in later sections. 
 
3.4.1 Pupil Functions of Simple Apertures 
 
A pupil function is defined as a binary function across a two-dimensional region of 
support.  The portion of the two-dimensional region that corresponds to the geometry of 
the aperture is given a unit value; the portion that is outside the aperture is given a value 
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of zero.  In fact, this pupil function is a continuous function, and its two-dimensional 
region of support has an origin at the point where the primary optical axis of the system 
passes through the aperture plane.  The extent of the pupil function must, at the very 
least, extend to encompass the longest radial dimension of the aperture from this origin 
point. 
 
Conventional telescope designs most often make use of real-valued circularly symmetric 
pupil functions, such as the circular aperture.  A more common aperture in this 
application is the ring aperture or annulus.  The ring aperture can be specified by the 
diameter of the larger circular primary aperture and the smaller concentric secondary 
aperture.  This is the case for the common Cassegrainian style of telescope, where the 
back surface of the secondary mirror obscures the aperture of the primary mirror forming 
an annular (ring-shaped) effective aperture. 
 
Of course, this definition of a ring aperture ignores the supporting struts of the secondary 
mirror.  Often, the obscuration from support struts is designed to be negligible and can be 
ignored, but care should be taken to determine if this assumption is valid.  Should a pupil 
function require the inclusion of support strut obscuration, then the circular symmetry of 
the pupil function would be lost. 
 
In practice, the pupil function is approximated by a digital function for purposes of 
simulation.  This digital pupil function is a binary image, where each pixel in the two-
dimensional grid is assigned a value of zero or one depending on whether the pixel is 
outside or inside the approximated area of the aperture.  The size of the pupil function is 
determined by the pixel pitch requirement as well as the need to extend across the full 
aperture area.  In addition, extending the image region for the pupil function to the next 
power of two would aid implementations making use of Fast Fourier Transform (FFT) 
processing. 
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Figures 3.3(a) through 3.3(c) provide some example pupil functions.  Each example is 
real-valued, but the last is not circularly symmetric.  Gaskill (1978) defined some basic 
mathematical descriptions of each of these pupil functions. 
 
 
 
 
 
 
                             (a)                              (b)                             (c) 
Figure 3.3: Examples of Simple Aperture Pupil Functions: 
(a) Circular (b) Ring (Annulus) (c) Square. 
 
The unobscured circular aperture is described as a cylinder function: 
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where D  is the diameter of the aperture and ( )22 yxr +=  is the radial spatial 
coordinate.  The ring aperture is simply the difference of two such cylinder functions: 
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where r  is again the radial spatial coordinate and primaryD  and ondaryDsec  are the diameters 
of the primary and secondary mirrors, respectively. 
 
The square aperture, in Figure 3.3(c), may also be specified simply as a two-dimensional 
rectangle function: 
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where in general,  
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where a  and b  are scale factors that define the width of the one-dimensional rectangle 
function.  Note that the two-dimensional RECT function is separable. 
 
In the next section we will see how combinations of simple pupil functions can be used to 
specify the pupil function of a multi-aperture imaging system. 
 
3.4.2 Multi-Aperture Pupil Functions of Interest 
 
Multi-aperture imaging systems are synthesized from smaller individual apertures.  For 
many reasons, these constituent apertures usually have the form of common aperture 
designs such as the ring-like aperture of a Cassegrainian collector.  In other words, a 
sparse-aperture telescope, for instance, is made up of an array of smaller traditional 
telescopes.  A segmented-aperture telescope, having hexagonally shaped sub-apertures, is 
also formed by an array of smaller telescopes, though the unique shape of these 
individual sub-apertures are not normally encountered in monolithic aperture imaging 
applications. 
 
Often, the reason for using traditional telescope designs for the individual collecting 
elements of a sparse aperture system is that these designs are proven and well understood.  
Furthermore, their fabrication processes are well established, keeping the costs and time 
associated with designing and building such sub-apertures to a minimum.  And of course, 
the primary reason for pursuing a sparse-aperture or segmented-aperture design is the fact 
that space-based systems are constrained by size and weight limitations during launch. 
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The best area for innovation in pupil design for sparse-aperture systems is in the 
geometrical layout, relative sizes, and numbers of the sub-apertures that are used.  
Several such designs have been posited for use by the remote sensing community.  Three 
such designs are considered here: the large, thin, ring aperture (annulus), the Tri-Arm, 
and the Golay-6.  These are introduced in the next three sections.  Of these three sparse-
aperture designs, only the Tri-Arm configuration was actively studied in this research.  
The evaluation of additional sparse aperture designs is left to future efforts. The 
mathematical definition of the hexagonal sub-apertures used to synthesize the segmented-
aperture system is considered thereafter. 
 
3.4.2.1 The Large Annulus Aperture 
 
The large ring or annulus aperture is more of a theoretical construct than a viable sparse 
aperture system design.  Essentially, this design consists of a very large Cassegrainian 
pupil with an overly large obscuration from the theoretical “secondary mirror” (Figure 
3.4).  This design is presented only to provide insight into the nature of sparse-aperture 
designs.  Since it has a mathematically simple and familiar functional form, it is often 
used to investigate system design trade-offs in familiar terms. 
 
It should be noted that the large annulus aperture is not a viable system because such a 
large, thin, monolithic piece of glass would be nearly impossible to construct; it serves 
only as a mathematical tool. 
 
 
 
 
 
 
Figure 3.4: Large annulus aperture pupil function. 
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Radial profiles of the MTF of a large annulus aperture for various fill factors and the 
MTF of a clear circular aperture having the same outer diameter are depicted in Figure 
3.5.  Notice that all of the MTF profiles extend over the same range of spatial frequencies 
because the diameter of the outer circle is the same for all.  Also note that all curves are 
normalized at the origin, though the cases with smaller values of fill factor (F) will collect 
less light. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5: MTF of a Clear Circular Aperture Compared with the MTF of Annulus 
Apertures of Various Fill Factors1. 
 
This simple example illustrates how a sparse aperture system can span the same range of 
spatial frequency content as a filled aperture of equivalent size.  The reduced magnitudes 
of the spatial frequencies being passed by the sparse aperture system, relative to the 
equivalent full aperture system, are readily apparent, but note also that all of the same 
spatial frequencies are being passed.  This is the key to making a sparse aperture system 
that can approximate a full aperture system, maintaining the extent of spatial frequency 
support. 
 
                                                 
1
 Figure borrowed with permission from Fiete, et al. (2002). 
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Note that the slightly increased MTF values in the tails of the radial profiles for the 
annular apertures, as presented in Figure 3.5, when compared with the filled-aperture 
profile, are an artifact of the normalization process.  If the autocorrelations of the various 
annular apertures had been weighted based on the maximum value of the autocorrelation 
function of the filled aperture, as opposed to their own autocorrelation maxima, then 
these annular aperture profile tails would fall below the line of the radial profile of the 
filled-aperture MTF. 
 
3.4.2.2 The Tri-Arm Aperture 
 
The Tri-Arm aperture may be described simply as a collection of Cassegrainian sub-
apertures laid out in a Y-shaped geometry.  Within this simple description lie many 
possibilities.  Figure 3.6 illustrates some different Tri-Arm sparse aperture configurations 
that vary in number of sub-elements and their relative spacing.  Notice that each arm 
contains the same number of sub-apertures, but that some configurations have a central 
sub-aperture and some do not.  The total number of sub-apertures can also change, as 
well as the spacing between sub-apertures and the size of the individual sub-apertures.  
With all of this freedom, the possibilities for forming Tri-Arm sparse apertures are 
endless. 
 
The operational differences between these various Tri-Arm configurations can be seen in 
their varying MTF (Figure 3.7).  Notice that these sparse apertures have non-symmetric 
regions of support.  This is expected, due to the fact that the sparse aperture pupil 
functions are not circularly symmetric themselves (as discussed in Section 3.2).  Notice 
also that one of the MTFs has “dropout regions” (areas where the magnitude of the 
modulation has a value of zero).  These occur when the pupil function is too sparse to 
provide coverage for these spatial frequencies.  Adjusting the size and relative spacing of 
the various sub-apertures provides a means to fill in these regions. 
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These design trades will be discussed shortly.  For now, it suffices to say that the specific 
Tri-Arm sparse aperture being used for this thesis work is that of Figure 3.6b, consisting 
of a nine-element array with three sub-apertures per arm an no central sub-aperture. 
 
Notice that spatial-frequency information from each of the various Tri-Arm 
configurations is not circularly symmetric due to the radial asymmetry of the pupil 
function. 
 
 
 
 
 
 
 
 
 (a)                                  (b)                                 (c) 
Figure 3.6: Various Example Tri-Arm Aperture Configurations. 
(a) Tri-Arm “9 + 1” (b) Tri-Arm 9 
(c) Tri-Arm “9 + 0” (Central Sub-Aperture Removed) 
 
 
 
 
 
 
 
 
 
(a)                                          (b)                                        (c) 
Figure 3.7: Modulation Transfer Functions of Various Tri-Arm Aperture 
Configurations (scaled for display). (a) Tri-Arm “9 + 1” (b) Tri-Arm 9 
(c) Tri-Arm “9 + 0” (Central Sub-Aperture Removed) 
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3.4.2.3 The Golay-6 Aperture 
 
The Golay-6 sparse aperture design consists of six Cassegrainian sub-apertures arrayed in 
a triangular lattice (Figure 3.8).  There are other Golay-defined (Golay 1971) 
configurations involving more sub-apertures, but the bulk of the relevant literature 
utilizes the Golay-6 configuration.  Again, the relative sizes and spacing of the individual 
sub-aperture elements is crucial in determining the extent and shape of the region of 
support of the two-dimensional system MTF.  Figure 3.9 shows the two-dimensional 
MTF for the Golay-6 design. 
 
 
 
 
 
 
 
 
 
 
Figure 3.8: Golay-6 Aperture Pupil Function. 
 
 
Like the Tri-Arm design, the extent of spatial-frequency information that can be provided 
by the Golay-6 configuration is not circularly symmetric.  This is again due to the radial 
asymmetry of the Golay-6 pupil function, and the result is that the largest circular region 
of full spatial-frequency support is dictated by the smallest radial extent of the two-
dimensional Golay-6 MTF. 
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Figure 3.9: MTF of the Golay-6 Aperture. 
 
3.4.2.4 Design Parameters for Sparse Aperture Pupil Functions 
 
As mentioned previously, the size and relative spacing of the individual sub-apertures in 
a sparse aperture array can greatly affect the MTF of the overall system.  To address this 
issue, the ratio of the distance between the optical centers of two adjacent sub-apertures 
to the diameter of the individual sub-apertures, d
s
, is used as a design parameter.  This 
ratio assumes that sub-apertures are identical and that all designated pairs of neighboring 
sub-apertures have the same distance of separation.  There is no reason why a sparse 
aperture system should have to conform to these design considerations, but this constraint 
makes for a much simpler system design and analysis. 
 
Note the use of the term “designated sub-aperture pairs” in this definition, which 
addresses the fact that the d
s
 ratio only applies within logical sub-regions of the entire 
aperture in some systems.  In the case of the Golay-6 geometry, d
s
 applies to the three 
distinct peripheral pairs of sub-apertures individually and not between the three pairings.  
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Similarly, for the Tri-Arm sparse aperture with a missing central aperture position, d
s
 
would only apply between sub-apertures along a given radial arm. 
 
It can be seen that d
s
 applies to the overall geometrical layout of both the Tri-Arm and 
Golay-6 sparse aperture configurations only if one applies the ratio to both actual sub-
aperture positions and what could be thought of as sub-aperture “voids”.  In the case of 
the Tri-Arm configuration discussed above, the “void” is the position of the theoretically 
removed central sub-aperture (Figure 3.6c).  In the Golay-6 case, these “voids” occur at 
the indices of the equilateral triangles used to form the underlying framework of the 
Golay-6 configuration (Figure 3.8).  By varying the ds  ratio, one can observe the effect 
that sub-aperture size and spacing can play on system MTF.  Figure 3.10 shows a 
progression of nine-element Tri-Arm MTF with various sub-aperture sizes at a given 
spacing.  Figure 3.11 shows a progression of nine-element Tri-Arm MTF with various 
sub-aperture spacings for a given size. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10: Tri-Arm MTF as Sub-Aperture Diameter, d , Varies in d
s
 Ratio. 
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Figure 3.11: Tri-Arm MTF as Sub-Aperture Spacing, s , Varies in d
s
 Ratio. 
 
Another design parameter is the amount of “sparseness” inherent in the geometry.  This is 
the fill factor of the system, defined as the area of the sparse pupil function divided by the 
area of the equivalent encircling filled aperture pupil function. 
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To illustrate this concept, consider the relationships for fill factor for the large annulus, 
Tri-Arm (9-element), and Golay-6 apertures: 
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where primaryD  and obsD  refer to the primary mirror aperture diameter and the obscuring 
secondary mirror diameter of a Cassegrain telescope.  Also, the terms subapD  and subapobsD  
refer to the primary mirror diameter of a single sub-aperture and the obscuring secondary 
mirror diameter of a single sub-aperture, respectively.  The term encD  denotes the 
diameter of the clear circular aperture that would just circumscribe all of the sub-
apertures in the sparse array.  Note that Eq. (36) applies to a system having no central 
sub-aperture, and N  denotes the number of sub-apertures along one arm ( N = 3 in the 
example of Figures 3.6b and 3.6c). 
 
The reason that fill factor plays such an important role as a design criterion, is that it 
relates to the number of photons available for imaging. Smaller collection area from 
smaller fill factors (sparser pupil) means that fewer photons are collected and therefore 
the signal-to-noise ratio (SNR) is decreased for the captured imagery.  The only practical 
way to counteract this loss of signal is to increase the integration time.  Simply put, the 
loss of photons from a sparse aperture must be compensated by a longer collection time. 
 
Fienup (2000) found that the integration time required to compensate for the reduced 
collection area is roughly proportional to the inverse of the cube of the fill factor. 
 
3int
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More on Fienup’s derivation of this relationship will follow when discussing signal-to-
noise ratio.  For now, an interesting point to keep in mind is that a sparse aperture with 
10% fill factor requires roughly one thousand times the integration time to retrieve the 
same SNR as for the equivalent full aperture design.  This relationship poses significant 
design problems for motion control and sub-aperture phasing to maintain image quality. 
 
Another important design issue is the definition of an equivalent full aperture for a given 
sparse-aperture system.  This is a current topic of debate.  Several proposed definitions, 
each with their own merits, have been presented in the literature (see Fiete (2002) for an 
excellent discussion on this point).  Essentially, the problem is how to compare a given 
sparse aperture configuration to an equivalent full circular aperture configuration in terms 
of image quality.  A good illustration is provided by the Tri-Arm sparse-aperture system 
with MTF in Figure 3.12, along with various spatial frequency circles.  Several metrics 
may be quickly defined for the diameter of an equivalent circular aperture: 
 
1. Smallest diameter that just encircles the physical extent of the sparse aperture 
2. Diameter that would provide a cutoff spatial frequency matching the maximum 
cutoff spatial frequency for the sparse aperture system 
3. Diameter that would provide a cutoff spatial frequency matching the minimum 
cutoff spatial frequency for the sparse aperture system 
 
Each of these metrics has a problem; it is easy to see that using the encircling diameter 
(Option 1 above) includes spatial frequencies beyond those provided by the Tri-Arm 
OTF.  Because of this fact, some researchers question if a comparison with the encircling 
filled aperture is a fair assessment of the system’s image quality.  However, this 
definition of an equivalent filled aperture does dovetail well with the definition of fill 
factor discussed previously. 
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Figure 3.12: Various Proposed Definitions for “Equivalent Full Aperture”2. 
 
An image quality comparison with Option 2 may suffer unduly if the scene content of the 
image contains certain orientations of two-dimensional spatial frequencies.  A similar 
problem arises for Option 3 in that the comparison may unduly favor the sparse aperture 
system if the scene content of the image contains certain orientations of two-dimensional 
spatial frequencies. 
 
Fiete, et al. (2002), have proposed a method that would define an equivalent circular 
filled aperture with a diameter that would generate a MTF with an equivalent area of 
support as that of the sparse aperture.  This definition for an equivalent filled circular 
aperture would have a cutoff spatial frequency between the maximum and minimum 
cutoff frequency of the sparse aperture MTF and mitigates the problems found with the 
                                                 
2
 Figure borrowed with permission from Fiete, et al. (2002). 
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more simplistic Options 1 and 2 above.  The effective diameter effD  according to this 
equal-area definition is: 
 
[ ]( )∫ ∫
∞
∞−
∞
∞−
>= δξδηηξ
pi
0,1 MTFDeff  (35) 
 
where the logical assessment defines a one-zero function to calculate the area by a simple 
summation.  Still other definitions exist for choice of effective diameter with no 
consensus on this point. 
 
For the purposes of this work, two methods of defining effD  will be used during the 
simulation process: smallest physically encircling diameter (to match with fill factor 
definitions) and the equivalent area method of Fiete, et al. (2002). 
 
3.4.2.5 The Segmented Aperture with Hexagonal Sub-Apertures 
 
The segmented aperture design is comprised of 18 hexagonal sub-apertures with a 
secondary mirror assembly that would obscure the central hexagonal element.  The 
hexagonal sub-apertures of the segmented aperture system are geometrically adjacent 
(Figure 3.13).  Again, the relative sizes and spacing of the individual sub-aperture 
elements is crucial in determining the extent and shape of the region of support of the 
two-dimensional system MTF.  Figure 3.14 shows the two-dimensional MTF for this 
segmented aperture design. 
 
The extent of spatial-frequency information is not circularly symmetric.  Again, this is 
due to the radial asymmetry of the segmented aperture pupil function, and the result is 
that the largest circular region of full spatial-frequency support is dictated by the smallest 
radial extent of the MTF. 
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Figure 3.13: Segmented Aperture Pupil Function. 
 
Several simple pupil functions were described in Section 3.4.1 with circular, annular, and 
square pupils.  At the time, the functional form for describing the two-dimensional square 
aperture was presented but not specifically linked to a given system.  It turns out that it is 
possible to mathematically define the functional form for an individual hexagonal pupil 
function [ ]yxphex ,  in terms of the RECT function in Eq. (29a): 
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where a  is the length of one edge of the hexagon. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14: Surface Plot of the MTF of the Segmented Aperture. 
 
The fill factor associated with the full eighteen hexagonal sub-aperture segmented 
aperture system is: 
7835.0
19
327
≈=
− pihexseg
F  (37) 
 
It is worth remarking that the encircling diameter 
encD  of this segmented aperture design 
is: 
aDenc 192=  (38) 
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and it is interesting to note that the d
s
 ratio, defined previously for sparse aperture 
systems (Section 3.4.2.4), is the constant 2
3
 for segmented aperture systems using 
hexagonal sub-apertures.  Since individual sub-apertures are adjacent in the segmented 
design, the constant d
s
 ratio should be no surprise. This leaves the length, a , of a side 
of an individual hexagon as the only relevant variable in the description of the geometry 
and physical extent of the entire segmented aperture system. 
 
3.5 Computation of Multi-Aperture OTF and PSF 
 
In the last section, the pupil functions of sparse aperture and segmented aperture systems 
were discussed at length.  In this section, those pupil function definitions will be put to 
use in determining the incoherent optical transfer functions (OTF) of multi-aperture 
systems of interest.  As a concept, the incoherent OTF was introduced earlier in Chapter 
3.  Recall that the equation for the incoherent OTF was: 
 
[ ] [ ] [ ]ηλξληλξλληξ 22*222
1
2
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z
z
H −−⊗−−=  (39) 
 
where, again, the symbol, “ ⊗ ” denotes a two-dimensional correlation between two 
functions, the gain term is the square of the magnification, and the two functions being 
correlated are the complex conjugates of the spatial domain definition of the pupil 
function.  Note that the monochromatic wavelength term, λ , has been inserted for 
completeness. 
 
Of course, now one must define the actual functional form of the pupil function in order 
to properly evaluate this equation for the incoherent OTF.  The first step in doing this is 
realizing that a multi-aperture pupil function is simply a geometric sum of the pupil 
functions of the individual (non-overlapping) sub-apertures.  This summation takes the 
form: 
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where [ ]iii yyxxp −− ,  represents the pupil function of the ith particular sub-aperture 
being summed at the moment.  Typically, the shapes and sizes of the sub-apertures are 
identical; the only portion of the summation that changes is the displacement of the center 
of any given sub-aperture from the origin of the entire multi-aperture pupil function.  
This displacement is defined by the coordinate ( )ii yx ,  for each sub-aperture. 
 
A more useful form of the incoherent OTF for digital simulation purposes is the 
normalized incoherent OTF.  Adding a normalization factor, the incoherent OTF equation 
yields: 
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which simplifies to, 
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when one realizes that the squared magnitude of a zero-one function, such as a pupil 
function, simply evaluates to the total area of that function.  One can also rewrite the 
equation for the normalized OTF as: 
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which is equivalent to, 
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where [ ]P  is the Fourier transformed pupil function, and when one remembers that the 
area of a function is equivalent to the magnitude of the Fourier transform of the function 
evaluated at a spatial frequency of zero.  This concept is commonly referred to as the 
Central Ordinate Theorem.  A further simplification yields: 
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which means that the normalized incoherent OTF can be calculated for a multi-aperture 
system by Fourier transforming the scaled pupil function, squaring the magnitude of the 
result, dividing the result by the area of the pupil function, and inverse Fourier 
transforming the result of that division. 
 
Unlike a conventional circular filled aperture that has a simple closed-form solution for 
the wavelength-dependant OTF, a multi-aperture system usually does not lend itself to a 
closed-form solution.  (Of the four multi-aperture systems mentioned in Section 3.4, the 
large Annulus aperture is the only one that does happen to have a simple closed-form 
solution.)  When a closed-form solution is not available, the calculation of the system 
OTF must be performed numerically, according to the method discussed in the previous 
paragraphs. 
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The equivalent point spread function (PSF) for the OTF derived above was computed as 
part of the process to determine the OTF, and is given by the result of the OTF 
calculation from Eq. (45) prior to the final inverse Fourier transform operation. 
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The PSF for the two sparse-aperture systems previously discussed are displayed in Figure 
3.15 along with the PSF of a conventional circular filled aperture for purposes of 
comparison. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.15: Comparison of Two Multi-Aperture System PSF with a Circular Filled 
Aperture. 
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3.6 Optical Aberration Modeling and the Complex Aperture Pupil 
Function 
 
The previous discussions concerning pupil functions, PSF, and OTF calculations for 
multi-aperture imaging systems have all assumed that these systems were diffraction 
limited.  Unaberrated optical systems do not exist in reality, and therefore, a system 
model for optical aberration is required for more accurate sparse aperture and segmented 
aperture system simulation.  Optical aberrations are said to occur when the waveform 
emanating from a theoretical point source deviates from its ideal spherical waveform.  
For traditional telescope designs, these aberrations are defined as combinations of tilt, 
defocus, astigmatism, comma, spherical aberration, trefoil, and others.  Multi-aperture 
systems have an additional source of aberration to account for in the relative phasing of 
the various sub-aperture collectors.  Phasing errors between the sub-apertures are 
essentially generated by relative piston, tip, and tilt errors. 
 
In general, the effect of these aberrations can be thought of as variation in optical path 
difference error (OPD) from point to point across the entrance aperture.  This can be 
modeled by implementing a complex-valued pupil function in the digital sparse aperture 
or segmented aperture system simulation process where the phase term denotes the 
wavefront aberration from the ideal.  Goodman (1968, 1996, 2005) provides a 
formulation for a real-world complex-valued aperture as: 
 
[ ] [ ] [ ]yxw
i
eyxpyx
,
2
,,
λ
pi
=℘  (47) 
 
where, [ ]yxw ,  is a two-dimensional function describing the effective OPD errors for a 
given wavelength and [ ]yx,℘  is the complex-valued (aberrated) pupil function.  Since a 
multi-aperture system consists of several sub-apertures, one can extend Goodman’s 
equation to a summation of individual sub-aperture contributions as follows: 
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where, the index, j , is used to identify a particular sub-aperture in a set of N  sub-
apertures making up a multi-aperture system.  In this way, the aberrations of each 
individual sub-aperture can be defined in familiar terms and then summed to find the total 
complex-valued sparse pupil function.  The use of this form of the pupil function in the 
calculation of the system PSF and OTF will be addressed later in this section.  For now, 
the commonly defined optical aberration terms will be introduced and discussed in the 
context of a multi-aperture imaging system. 
 
3.6.1 Wavefront Error in Cartesian Coordinates 
 
Traditionally, optical aberrations have been classified into three different categories with 
respect to OPD: 2nd order aberrations, 4th order aberrations, and higher order aberrations.  
These categories can be understood in the context of the following equation for 
calculating OPD error developed by Welford (1986), where the optical system has 
rotational symmetry: 
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where [ ]yx,  form the exit pupil coordinates, [ ]00 , yx  form the coordinates of the paraxial 
image plane, 1a  through 3a  form the weighting coefficients for the second-order 
aberrations of defocus, tilt, and piston, respectively, and 1b  through 6b  form the 
weighting coefficients for the fourth-order aberrations, the first five of which are known 
as spherical, coma, astigmatism, field curvature, and distortion aberration, respectively.  
(The first five fourth-order aberrations are known collectively as the Seidel aberrations.) 
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Looking at the second-order terms, one can see that the defocus term, ( )221 yxa + , is 
defined by a longitudinal shift in the center of the ideal spherical wavefront.  This shift in 
origin of the spherical wavefront leads to an aberrated wavefront with a different radius 
of curvature than the unaberrated wavefront.  The difference in OPD between these two 
spherical wavefront shapes is accounted for by the weighted square of the radial distance 
from the optical axis in the exit pupil plane. 
 
The tilt term, 02xxa , defines a transverse shift in the center of the spherical wavefront.  
For multi-aperture system modeling the expression above will need to be modified to 
accommodate a tilt in any direction.  This is due to the fact that each sub-aperture can 
have a tilt aberration in a separate orientation, as opposed to the monolithic aperture case.  
To do this, each sub-aperture will be treated as its own isolated monolithic collector.  
Each sub-aperture will then be assigned a relative coordinate system rotation relative to 
the coordinate system of the synthesized full aperture.  The OPD error contributions from 
each sub-aperture can then be related to actual positions in the coordinate system of the 
full aperture through the use of proper trigonometric and geometrical offset relations.  
More discussion concerning the synthesis of sub-aperture OPD error information will 
occur later in this section. 
 
For the same reasons given for tilt aberrations, piston aberration terms, 203xa , need to be 
modeled in any radial direction for sparse aperture imaging systems.  This is due to the 
fact that the displacement orientation in the paraxial image plane for each of the sub-
apertures is independent of the aberrations in all the other sub-apertures.  Once again, the 
OPD error contributions due to the piston aberrations in each sub-aperture will be 
mapped into the coordinate system of the synthesized full aperture. 
 
In a similar manner, the fourth-order terms will also need to account for varying radial 
directions of application between the individual sub-apertures.  This makes the equations 
for the OPD error across the synthesized full aperture: 
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which describes the OPD error contribution for each sub-aperture, indexed by the 
variable, i , in local coordinates [ ]ii yx ,  and [ ]ii yx 00 , , and: 
 
[ ] [ ] ( ) ( ) ( ) ( )[ ]∑
=
∆−−∆−∆−+∆−
∆−∆−=℘
N
i
xxyyyyxxwi
iii
iiiiiiiii
eyyxxpyx
1
sincos,sincos2
,,
θθθθλ
pi
 (51) 
 
which describes the total complex pupil function for the multi-aperture array, where ix∆  
and iy∆  are the displacements of the local sub-aperture coordinate system in the x- and y-
dimensions from the origin of the multi-aperture coordinate system, and iθ  is the rotation 
of the sub-aperture coordinate system with respect to the multi-aperture coordinate 
system.  In this manner, each OPD error contribution from the variously oriented sub-
apertures can be synthesized into an aberrated (and therefore complex) pupil function for 
the multi-aperture system as a whole. 
 
It should be stated here that this formulation for the complex pupil function is designed to 
work with cases where the expression of the aberration terms across an individual sub-
aperture may have a rotational dependency.  This implies that the aberration coefficients 
described in Eq. (50) above ( 1a  thru 3a  and 1b  thru 6b ) may have a rotational 
dependency based on the physical shape of the sub-aperture.  In the case of the circular 
Cassegrainian style sub-apertures used to create the sparse aperture systems being 
discussed here, these kinds or rotational dependencies do not exist in practice. 
 
In the segmented aperture case being investigated, where the hexagonal sub-apertures do 
not possess rotational symmetry, the formulation in Eq. (51) needs to be examined with 
regard to the implications previously outlined.  Upon reflection, it can be seen that the 
rotationally dependent expression of aberration term coefficients can be accounted for by 
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the variable describing the angular rotation of the sub-aperture coordinate system relative 
to the overall multi-aperture coordinate system in Eq. (51). 
 
For the purposes of this research work, it will be assumed that the rotations of the 
individual hexagonal sub-apertures, with respect the overall segmented aperture 
coordinate system, are negligible and can be ignored.  This assumption is based on the 
fact that for segmented aperture systems, the individual sub-apertures are deployed 
adjacent to one another, leaving little room for rotational misalignment.  Therefore, Eq. 
(51) may be used equally well for any shape of sub-aperture encountered in this research 
effort, and the rotational variable, iθ , can be set to zero (sub-aperture coordinate systems 
parallel to the multi-aperture coordinate system) without the loss of generality. 
 
3.6.2 Formulation of the OTF and PSF for an Aberrated Pupil Function 
 
Remembering that the complex OTF formulation from section 3.5 can be defined as: 
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we can begin to develop the following relation: 
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where the equivalency between the complex autocorrelation ( ⊗ ) and complex 
convolution (∗ ) is maintained by a sign change, and the normalization factor loses its 
square since the pupil function is a one-zero function and its square is equivalent to its 
area. 
 
   51 
Furthermore, the form of the synthesized complex pupil function developed above can be 
substituted into the OTF calculation as follows: 
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which leads to: 
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The formulation above, prior to the insertion of the sub-aperture summation, was derived 
by Goodman (1968, 1996) to show how an aberrated OTF could be calculated (Goodman 
used a slightly different form of convolution, where both pupil functions were shifted 
such that their combined relative shift was equivalent to the shift term [ ]ηλξλ 22 , zz  
applied to just one of the pupil functions above). 
 
The PSF associated with such a complex OTF will also involve a complex-valued pupil 
function.  Beginning with the general formulation for a PSF, one can expand the notation 
to encompass the summation of the individual sub-aperture, complex, pupil function 
contributors.  This ultimately yields a functional form for the PSF that involves the 
summation of a series of convolved, Fourier-transformed, one-zero pupil functions and 
Fourier-transformed, OPD-based, phase maps associated with those sub-aperture pupil 
functions. 
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3.6.3 Wavefront Error in Polar Coordinates 
 
Up to this point, the discussion of complex pupil functions and their formulations have all 
been defined around the definition of wavefront error across the individual sub-apertures 
in terms of OPD as defined by Welford (1986).  An alternate method, proposed by Wyant 
and Creath (1992), would take advantage of the circular symmetry of the sub-apertures to 
define the OPD in polar coordinates.  In this case, the OPD error found across a sub-
aperture’s pupil function would take the form: 
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where for polar coordinates: 
 
θθ sin,cos ryrx ==  (60) 
 
and, where the coefficients, abcW , are the wavefront aberration coefficients and the index, 
a , refers to the power of the 0x  term, the index, b , refers to the power of the r  term, and 
the index, c , refers to the power of the θcos  term.  Also, r  is the radial component, 
normalized to a value of one at the edge of the exit pupil, and θ  is the angle measured 
from the x-axis of the pupil function.  In the expression above, the first eight terms being 
summed correspond to the common aberrations in the following order: defocus, tilt, 
piston, spherical, coma, astigmatism, field curvature, and distortion.  In the following 
section, it will be shown that an orthogonal set of polynomials over the unit circle, known 
as Zernike polynomials, can be used much more easily in the implementation and 
description of wavefront error across an individual sub-aperture. 
 
3.6.4 Wavefront Error and Zernike Polynomials 
 
The OPD function, as expressed in polar coordinates in Eq. (59) above, may also be 
defined in terms of Zernike polynomials.  Introne (2004) used Zernike polynomials in his 
work to define the optical system aberrations across the complex aperture function in 
terms of OPD.  Introne (2003) chose to use Zernike polynomials to, in his own words, 
“streamline the evaluation of OPD errors in a sparse aperture system”.  Accordingly, the 
straw man sparse aperture simulation code developed by Introne, and subsequently used 
in this work, is capable of using Zernike polynomials for defining the OPD errors across 
the aberrated sparse aperture.  For this reason, it behooves us to pause in our current 
discussion to introduce the concept of Zernike polynomials. 
 
Zernike polynomials are often used in optical testing since they are composed of terms 
that are of the same form as the most common types of optical aberrations.  Zernike 
polynomials are simply a complete set of polynomials defined for two real-valued 
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variables, r  and θ , that are orthogonal in a continuous fashion over the unit circle.  It is 
important to note that the Zernike polynomials (named after the Nobel Prize winning 
Dutch physicist Fritz Zernike (1934) who first described them in 1934) are only one of 
many such polynomial sets, and that they are not always the best choice for describing 
phase errors across the aperture.  Care should be taken to understand the physical 
situation being modeled before deciding to use Zernikes (as they are sometimes referred 
to) to represent wavefront errors. 
 
One important point to make here is that the Zernikes are only strictly orthogonal over 
the entire unit circle in a continuous fashion.  In general, they are not orthogonal over a 
discrete representation of the unit circle, or of a discrete portion of the unit circle, as 
would be the case for a digital representation of an obscured sub-aperture pupil function 
or a hexagonally-shaped sub-aperture.  Still, they can be used in a discrete form to 
characterize aberrations of interest with enough accuracy to make them attractive for 
implementation in the sparse aperture imaging system model developed by Introne 
(2004). 
 
The Zernike polynomials consist of a normalized radial polynomial and a trigonometric 
function.  The jth Zernike polynomial, jZ , can be calculated as follows: 
 
( ) jnmmmnm mnj ArrQNZ −= 2  (61) 
 
where, 
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and, ∞= K,2,1,0j , 0≥n , 0≥m , mn ≥ , and mn −  must be even-valued.  Note that 0mδ  
denotes the Kronecker delta function and that each unique combination of the integer 
indices, m  and n , denotes another Zernike polynomial.  For the interested reader, Wyant 
and Creath (1992) provide a table displaying the calculated forms of the first thirty-six 
Zernike polynomials.  Defined in this way, the first nine Zernike polynomials correspond 
to the familiar aberration terms according to Table 3.1. 
 
 
0Z  m = 0 n = 0 Piston 
1Z  m = -1 n = 1 X-Tilt 
2Z  m = 1 n = 1 Y-Tilt 
3Z  m = 0 n = 2 Defocus 
4Z  m = -2 n = 2 Astigmatism at 0° & Defocus 
5Z  m = 2 n = 2 Astigmatism at 45° & Defocus 
6Z  m = -1 n = 3 Coma & X-Tilt 
7Z  m = 1 n = 3 Coma & Y-Tilt 
8Z  m = 0 n = 4 Spherical & Defocus 
 
Table 3.1: Aberrations Corresponding to the First Nine Zernike Polynomials. 
 
Using only the first nine Zernike polynomials, the wavefront error can be written as 
follows: 
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where, Wyant and Creath (1992) go on to show how this equation can be rewritten to 
reflect the individual aberration types we are familiar with: 
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and the defocus term takes the sign that minimizes the magnitude of its coefficient while 
the astigmatism term takes the sign that is opposite of that chosen for defocus.  Note that 
in the above equations the variables 0Z  through 8Z  correspond to the aberration 
coefficients of the Zernike polynomial being explicitly displayed. 
 
Having developed this method of using Zernike polynomials for defining the wavefront 
error in terms of OPD, it remains only to characterize the OPD error across the sparse 
aperture pupil function.  A good metric for this is the root-mean-square (rms) wavefront 
error, WFEσ , which is defined for a circular pupil as follows: 
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which can be rewritten in terms of the Zernike coefficients as: 
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and the outer summation index need only go as high as to define the highest Zernike 
polynomial coefficient being used to model the OPD across the sparse aperture pupil 
function. 
 
Figure 3.16 shows plots of the first nine Zernikes. It is easy to see how these, and the 
other Zernike basis functions, could be scaled and summed in order to achieve a desired 
wavefront error. 
 
 
Figure 3.16: Sample Plots of the First Nine Zernike Polynomials. 
 
It should also be noted that this formulation holds for a continuous function of Zernike 
polynomials, and that the digital sparse aperture simulation model will need to calculate 
the discrete form of the rms wavefront error.  To do this, the equation for the continuous 
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wavefront OPD (defined in radial coordinates) would have to be sampled over a 
Cartesian grid.  This being done, the rms wavefront error could be calculated as follows: 
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where N  is the number of samples needed to span the pupil function in the y-dimension 
(number of rows in sampled sub-aperture pupil function), M  is the number of samples 
needed to span the pupil function in the x-dimension (number of columns in sampled sub-
aperture pupil function), both N  and M  are assumed to be even-valued integers, and 
TotP  is the total number of pixels in the N x M  rectangular grid that actually form part of 
the sampled pupil function. 
 
It should be mentioned here that, as previously stated, the Zernike polynomials form an 
orthogonal set only over the continuous unit circle.  Since the proposed segmented 
aperture system being modeled in this research work is comprised of hexagonal sub-
apertures, the use of Zernikes to model the aberrations across these hexagonal sub-
apertures is not strictly correct; Zernike polynomials do not form an orthogonal set over a 
hexagonally-apodized unit circle.  It is possible to create an orthogonal set of polynomials 
for a hexagonal region by using the Gram-Schmidt orthogonalization process, but such an 
endeavor is beyond the scope of this proposed work. 
 
Gardiol, Bonino, and Loreggia (2004), provided a comparison of a Gram-Schmidt 
computed orthogonal set for a rectangular aperture with the standard Zernike polynomial 
set.  Their results showed that the use of Zernike polynomials provided for a greater 
residual error in the description of the wavefront error across the rectangular aperture 
than did the competing tailor-made set of orthogonal polynomials.  Though an 
investigation of the relative ability of Zernike polynomials to represent wavefront error 
across a hexagonal aperture as compared with a truly orthogonal set of polynomials over 
the hexagonal region would be of interest, it is beyond the scope of this proposed work.  
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For purposes of this research effort, Zernike polynomials will not be used to describe 
wavefront errors across a hexagonal aperture; see Section 3.6.6 for a discussion of 
wavefront error simulation across hexagonal sub-aperture elements. 
 
3.6.5 Approximating the Aberrated MTF from Wavefront Error 
 
To simplify the calculations presented above, Fiete, et al. (2002) suggested an 
approximation for determining the MTF of the aberrations present across the sparse 
aperture pupil function (or any system’s pupil function for that matter).  Fiete, utilizing 
previous work done by Holst (2003), offers an approximate expression for the MTF of 
the optical aberrations across the pupil function of the form: 
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where, 
coρ  is the cutoff frequency of the optical system and rmsWFE  is the total root-
mean-square wavefront error.  According to Holst, this relation should hold valid when 
modeling systems having aberrated wavefront errors less than 0.14 
rmsWFE .  To make 
use of the above expression, one simply computes the autocorrelation of the unaberrated 
pupil function to obtain the MTF of the diffraction-limited aperture and then cascades 
that with the MTF of the aberrations, aberMTF .  The resulting MTF is an approximation 
of the normalized autocorrelation of the complex pupil function defined in Sections 3.6.2 
through 3.6.4. 
 
It should be noted that, in this current work, this method of approximation is used only as 
a simple check on the more rigorously calculated OTF (see Section 3.11.1) for the 
aberrated (complex) pupil functions for both the sparse aperture and segmented aperture 
imaging systems. 
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3.6.6 Wavefront Error Associated with Hexagonal Segments 
 
The treatment of wavefront error across the individual hexagonal sub-apertures of the 
segmented aperture system being studied in this work is handled differently from what 
has been previously described in Section 3.6.  Zelinski (2009), while investigating the 
aberrations occurring across hexagonally-shaped sub-aperture elements in his own work 
on spaceborne segmented aperture systems, obtained a limited amount of real-world OPD 
data as measured across a 2-meter diameter hexagonal optic.  Zelinski’s assessment of the 
shape of this hexagonal element OPD profile led him to the conclusion that Zernike 
polynomials describing piston, tip, tilt, and the Seidel aberrations would make a poor 
descriptor of the complicated spatial pattern of the OPD involved.  As such, the 
simulation of OPD across the hexagonal sub-apertures used in the present work will need 
to take a different approach than that proposed for the sparse aperture system sub-
apertures.  Zelinski’s method for simulating OPD across hexagonal sub-apertures is used 
as a starting point in the present work. 
 
Zelinski took the measured OPD profile he obtained and randomly scaled and rotated the 
profile to simulate different OPD profiles for the hexagonal sub-apertures making up his 
segmented aperture system complex pupil function.  For the present work, this method of 
simulating OPD was expanded upon for actual implementation in the simulated 
segmented aperture system imaging chain.  Zelinski’s method of simulating hexagonal 
sub-aperture OPD was improved upon by altering the single measured source profile 
through the addition of an appropriately scaled zero-mean Gaussian random variable, and 
the application of a random rotation of orientation, re-sampling, and/or mirroring 
(flipping) operation along any of the three primary axes of the hexagon.  In this manner, 
additional OPD profiles were quickly generated from the lone measured profile in order 
to create the desired number of profiles for use in the simulation process. 
 
Of course, the use of actual measured OPD profile shapes is preferred for simulation 
purposes, but the addition of randomly distributed perturbations and other manipulations 
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was used as required by circumstance; access to additional measured OPD profiles was 
not obtained. 
 
3.7 Detector Sampling Contribution to System MTF 
 
The previous sections have dealt extensively with the physics involved in modeling the 
MTF of a sparse aperture imaging system based on its diffraction-limited aberrated pupil 
function.  The next few sections will address the modeling of the individual MTF sources 
that make up the rest of the end-to-end optical system MTF.  The first of these additional 
MTF sources is the spatial blur associated with detector sampling. 
 
The individual detectors of a sensor array have a finite spatial extent and are most often 
rectangular in shape.  Because a detector has a physical area (as opposed to having the 
infinitesimal extent of a Dirac delta function) it in essence acts as a spatial averaging 
operation during its collection of photons over a certain region of the focal plane array.  
This averaging (sampling) acts as a blur to the ideal image and therefore can be defined 
in terms of a MTF for the detector.  Since the detectors being modeled in this thesis work 
are rectangular in extent, the MTF can be written as follows: 
 
( ) ( )pppp yncsixncsiyxMTF ηξ=det  (72) 
 
where, the two sinc functions are the spatial-frequency equivalents of the two 
independent rectangle functions (Gaskill 1978) that define the spatial extent of the 
physical detector, and px  is the extent of the detector in the x-direction and py  is the 
extent of the detector in the y-direction. 
 
Of course, the preceding discussion defined the MTF for a single detector (pixel), not the 
proper spatial-frequency domain processing for sampling over the full array of detectors 
acting to capture the scene.  In essence, the two-dimensional array of detectors can be 
modeled as the two-dimensional rectangle function that defines an individual detector 
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extent convolved with a two-dimensional comb function (Gaskill 1978) which itself is 
bounded only by the extent of the (rectangular) focal plane array. 
 
This would make the spatial-frequency domain sampling expression for the entire focal 
plane detector array: 
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where, ( )ηξ ,FPAsamp  is the spatial-frequency domain expression for the entire detector 
array, FPAx  is the extent of the entire detector array in the x-direction and FPAy  is the 
extent of the entire detector array in the y-direction. 
 
The spatial pixilation occurring from the sampling operation leads to the definition of a 
Ground Sample Distance or GSD.  Each pixel in the digital image captured by the 
detector array has some spatial extent on the ground that can be determined from the 
following equation: 
 
( )elev
yx
yxmean f
NNp
RGSDGSDGSD
θsin
==  (76) 
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p 
Optics 
R 
f 
θelev 
where, p  is the individual detector pitch (distance between two pixels), R  is the range to 
target (scene), elevθ  is the target elevation angle along the imaging line-of-sight (LOS), f  
is the focal length of the system, xN  is the number of individual detectors binned 
(aggregated) together in the x-direction during image collection, and yN  is the number of 
binned detectors in the y-direction.  This concept is depicted in Figure 3.17. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.17: Geometric Definition of Ground Sample Distance. 
 
 
3.8 Carrier Diffusion Contribution to System MTF 
 
Carrier diffusion is a type of image blur that occurs due to the wandering of electrons in 
the detector array.  The light incident on an individual detector generates electrons, which 
ideally would be captured in the depletion region of that detector element.  Not all of the 
electrons generated by a given detector element are captured by the depletion region of 
that detector however.  Sometimes the electrons wander over to adjacent detectors before 
being captured by their depletion regions.  This physical effect acts as an additional blur 
on the image.  Because of this fact, carrier diffusion can be represented as a MTF. 
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Carrier diffusion is highly dependent on the wavelength of the light being absorbed by 
the detector element.  This is due to the fact that a detector has a different photon 
absorption length for each wavelength of light.  Coupling the photon absorption length 
with the depth of the depletion region for the detector allows one to predict the ability of 
photo-generated electrons to diffuse to neighboring detectors.  In general, the longer the 
wavelength of light encountered, the greater the photon absorption length.  This means 
that, statistically speaking, electrons will be generated deeper in the detector material 
when the incident light is more towards the infrared end of the spectrum.  If electrons are 
generated deeper in the material, then they spend less time inside the depletion region of 
the original detector and may wander to a neighboring detector before being captured. 
 
The MTF associated with the carrier diffusion process can be expressed as: 
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where, α  is a wavelength dependent absorption coefficient, difL  is the diffusion length 
of the photo-generated electron, depL  is the depletion region depth of the detector, and KL  
is as defined in Eq. (78): 
 
( ) ( )22221 ηξpi ++= dif
dif
K
L
L
L  (78) 
 
where, ξ  and η  denote the two-dimensional spatial frequency components.  Notice that 
the value of the carrier diffusion MTF always evaluates to unity for the DC spatial 
frequency.  This makes intuitive sense since no matter which depletion region in an array 
actually captures a particular photo-generated electron, the total number of signal-
generating electrons across the detector array remains the same. 
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It should be noted that this carrier diffusion MTF formulation does not address the case 
where a photo-generated electron escapes from all of the depletion regions and is 
therefore not recorded by the detector array at all.  In practice this effect can be captured 
as part of a noise term, which is why it is not explicitly addressed here. 
 
3.9 Image Motion Contribution to System MTF 
 
An image is never captured instantaneously in that there is always some finite amount of 
time required to sense the photons reaching the detector plane.  This window of time 
during which the image is being sensed by the detector plane is known as the integration 
time, intT , of the sensor.  Since the multi-aperture systems being simulated in this work 
are spaceborne imaging platforms, the detector array will be moving along its orbital 
track as the image is being captured.  This will introduce some motion into the captured 
image, which acts as a blurring function applied to the scene.  In this manner, the motion 
of the imaging device acts as a MTF term in the overall system. 
 
There are two types of image motion that are of interest for the multi-aperture system 
models used in this work, smear and jitter.  Smear manifests itself as a (temporally) low-
frequency linear motion term.  Jitter manifests itself as a random (temporally) high-
frequency motion term of low amplitude. 
 
A third type of image motion is commonly referred to as sinusoidal motion (Holst 2003).  
It is usually associated with mechanical vibrations that shake the imaging system during 
image capture.  For the purposes of this work, sinusoidal motion will be ignored; the 
assumption being that mechanical vibration will have been suitably dampened or 
controlled during the multi-aperture system design.  Future efforts in space-based multi-
aperture system simulation may wish to incorporate hooks for the modeling of sinusoidal 
motion if any proposed wavefront error correction/mitigation solutions involve the 
physical movement of a focal plane in the imaging system. 
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3.9.1 Smear Effects 
 
Linear image motion, commonly referred to as smear, occurs when the line-of-sight 
(LOS) of the sensor moves during the integration time of the image capture process 
(Holst 2003).  This type of image motion is easy to picture in terms of a push-broom style 
collector, where the motion of the satellite is used to sweep out the image scene.  
However, due to their light-starved natures, the sparse aperture and segmented aperture 
systems modeled in this work utilize staring sensor designs that are assumed to be using 
frame-capture detector arrays.  Nevertheless, smear will occur even in multi-aperture 
staring sensor systems due to the fact that positional control of the multiple sub-apertures 
will never be perfect, and that the multi-aperture system encounters motion due to its 
orbital track. 
 
Essentially, smear manifests itself as the convolution of a rectangle function, oriented 
along the direction of motion, with the point spread function of the aperture.  One can 
envision smear as an impulse response where an input point source would be spread out 
(smeared) over some finite extent along some directional axis.  As such, the MTF due to 
smear takes the form of a sinc function, this being the Fourier transform pair of the 
rectangle function. 
 
( )( )intTVVncsiMTF YXsmear ∆+∆= ηξ  (79) 
 
where XV∆  is the velocity of the smear in the x-direction (defined in focal plane 
coordinates), YV∆  is the velocity of the smear in the y-direction, and intT is the integration 
time for the image capture.  Holst (2003) states that a good rule of thumb for remote 
sensing systems is to keep the image smear at or below a fifth of a pixel in extent to 
prevent undue image degradation.  Since multi-aperture systems (and especially sparse 
aperture systems) will require longer integration times than equivalent filled-aperture 
systems to build up suitable signal strength, this design criteria may prove to be much 
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harder to meet in practice and require much greater stability control of the satellite 
system. 
 
It is possible, when dealing with multi-aperture systems, to have each individual sub-
aperture experience slightly different magnitudes and directions of smear.  This may 
occur if, for example, the support lattice for a sparse aperture system is flexing slightly 
during the integration time interval.  This structural flexing may cause certain sub-
apertures to experience slightly less or slightly more smear than the average smear for the 
telescope system as a whole, and might even introduce slight changes in the angular 
direction in which the smear is applied to a given sub-aperture.  It is also possible to 
envision the case where a small rotation in the plane of the multi-aperture system, while 
the system moves along its orbital track, causes individual sub-apertures to experience 
slightly different smears over the integration period. 
 
If a single smear of given magnitude and direction could be applied to the multi-aperture 
telescope system as a whole, then a simple smear MTF term, as provided in Eq. (79), 
could be cascaded (multiplied) easily with the OTF of the aberrated multi-aperture pupil 
function.  Use of a single smear MTF term works for the case where the imaging system 
is comprised of a single (monolithic) aperture, but for multi-aperture systems there must 
be a separate smear term applied to each individual sub-aperture. 
 
When simulating multi-aperture systems, the application of independent smears to the 
individual sub-apertures requires a more complicated mathematical process than a simple 
cascaded multiplication operation.  The effect of each individual sub-aperture smear must 
be applied to its corresponding aberrated sub-aperture via a two-dimensional convolution 
in the spatial domain.  This means that the expression for the multi-aperture system OTF, 
as originally formulated in Eq. (55), has to be expanded to include the smear experienced 
by each sup-aperture, as shown below: 
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        where  
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where the smear experienced by the ith sub-aperture is provided by the convolution with 
the properly scaled and windowed one-dimensional rectangle function (Gaskill 1978) 
whose extent and direction of application is determined by the velocity of the smear in 
the x-direction for the ith sub-aperture (provided in units of pixels per second), 
iX
V∆ , the 
velocity of the smear in the y-direction for the ith sub-aperture (again, in units of pixels 
per second), 
iY
V∆ , and the integration time, intT , for image capture given in seconds.  A 
( )⋅δ  window is applied perpendicular to the one-dimensional rectangle function to give it 
a proper two-dimensional functional form. 
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Note that in Eq. (80), the trigonometric terms associated with the aberrations have been 
removed, as compared with Eq. (55), since the assumption can be made that the 
individual sub-aperture rotations can either be ignored (circularly symmetric sub-
apertures having no preference in orientation with respect to the manifestation of 
aberrations) or set to zero degrees (e.g., rotational error in hexagonal sub-aperture 
alignment is negligible). 
 
It should be noted here that the variability in the smear experienced by each individual 
sub-aperture is expected to have a negligible impact on the overall STF.  While pursuing 
the main objective of this research, the smear experienced by each sub-aperture will be 
identical to the global smear experienced by the motion of the entire telescope platform.  
A small experimental study of the impact of sub-aperture independent smear on the full 
STF could be conducted as a part of future research work. 
 
3.9.2 Jitter Effects 
 
Jitter manifests itself as a random motion of the Line-of-Sight (LOS) vector during the 
imaging interval.  This motion can be considered to be a high-frequency lower-amplitude 
perturbation motion separate from the slower-acting linear motion defined as smear 
(Holst 2003).  Defining jitter as “fast” random motion and smear as “slow” linear motion 
is only within the context of speeds on the order of the integration time.  Jitter can also be 
modeled in terms of a Gaussian MTF function and takes the form: 
 
( )22222 ηξσpi +−
= eMTF jitter  (82) 
 
where σ  is the root-mean-square random displacement in milliradians (Holst 2003).  A 
Gaussian distribution provides a valid model of the jitter MTF because many random 
motions occurring within a given time interval can be described by Gaussian statistics in 
accordance with the central limit theorem. 
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In a process analogous to that described for smear motion, jitter needs to be addressed on 
an individual sub-aperture basis.  In essence, this means that each individual aberrated 
sub-aperture pupil function in Eq. (80) needs to not only be convolved with the 
associated one-dimensional rectangle function describing its experienced smear, but 
must, in addition, be convolved with an associated two-dimensional Gaussian function 
describing its unique jitter.  The jitter experienced by the ith sub-aperture can be made 
unique by slightly adjusting the value of the root-mean-square random displacement, iσ . 
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      where, as previously,  
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where the appropriately scaled two-dimensional Gaussian that describes the random 
motion (jitter) experienced at a given sub-aperture has a standard deviation of piσ 2i .  
Note that the Gaussian functions used in Eq. (83) are represented in their spatial domain 
form, as opposed to the generalized case of jitter provided as an MTF in Eq. (82). 
 
Similar to the case of sup-aperture independent smear, the variability in the jitter 
experienced by each individual sub-aperture is expected to have a negligible impact on 
the overall STF.  While pursuing the main objective of this research, the jitter 
experienced by each sub-aperture will be identical to the global jitter experienced by the 
motion of the entire telescope platform.  A small experimental study of the impact of sub-
aperture independent jitter on the full STF could be conducted as a part of future research 
work. 
 
3.10 Atmospheric Turbulence Contribution to System MTF 
 
As early as 1704, Sir Isaac Newton had observed that the atmosphere was in constant 
motion and that the scintillation of the stars was due to the ever-turbulent air (Newton 
1730).  His suggestion for the astronomers of his day was to place telescopes on the top 
of mountains to view heavenly bodies through calmer, cooler, air.  Today we have taken 
his suggestion to the extreme, placing satellite telescopes entirely above the Earth’s 
atmosphere to avoid atmospheric turbulence altogether.  Of course, in the case of space-
based Earth-observing satellites, placing the telescope in orbit above the Earth means that 
you still have to look through all that turbulent air to observe the extended object of 
interest. 
 
The space-based case is not as bad as the Earth-based case however, since having your 
sensor close to the relatively stable portion of the atmosphere is better than having your 
sensor at ground level where turbulence is high.  This is sometimes referred to as the 
“shower curtain” effect (Holst 2003). 
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The effect of all this atmospheric turbulence is to introduce a time-varying MTF term into 
the overall system transfer function (discussed in the next section).  The reason that the 
atmosphere distorts the image is that the index of refraction of air is close to, but not quite 
equal to, 1.0.  And in fact, the index of refraction for “air” depends a great deal upon its 
temperature, pressure, density, and chemical make-up, as well as the wavelength of the 
light passing through it.  Since the temperature, pressure, and density of air are constantly 
changing, there is a time dependency, as well as spatial dependency, to any given 
atmospheric MTF formulation.  One can envision the atmosphere as being a huge 
collection of individual lenses that are constantly shifting their position, strength, and 
size. 
 
To characterize the MTF of the atmosphere, one has to model the strength of the 
turbulence occurring in the air through which the scene radiance is propagating to the 
entrance aperture of the image system.  A common measure of turbulence strength used 
in the optics community is the atmospheric structure constant, denoted as 2nC .  The 
atmospheric structure constant typically ranges from 10-15 m-2/3 to 10-18 m-2/3 as height 
above Mean Sea Level (MSL) ranges from 2 to 20 kilometers (Hardy 1998).  2nC  is an 
extremely variable quantity and, as the previous discussion points out, since it relates to 
turbulence it is always changing.  Fortunately, acceptable averages for 2
nC  at given sites 
on the Earth can be (and have been) developed (Hardy 1998, Lawrence 2003, Gravley 
2006).  Several methods exist in the literature for calculating average 2nC  values, the most 
common of which is known as the Hufnagel-Valley Boundary (HVB) model.  A variant 
of this model proposes the following calculation for the 2nC  value: 
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where v  is the root-mean-square wind speed in meters per second across an altitude 
range of 5 to 20 km, h  is the height above ground level in meters, and 20nC  is the value of 
the structure constant at a reference altitude of 1 meter.  Some typical values for these 
   73 
parameters are provided by Burton et al (2002); ν  = 21 m/sec, 20nC  = 1·10-14 m-2/3 to 
1·10-13 m-2/3.  Another commonly accepted value for 20nC often cited in the literature is 
1.7·10-14 m-2/3. 
 
At the altitudes used for airborne and space-based remote sensing, the Hufnagle-Valley 
Boundary model correlates quite well with time averages of empirical data.  As such, it 
has been incorporated into the digital simulation code used for this research work. 
 
The atmospheric structure constant is used in calculating what is known as the coherence 
diameter.  In general, the resolution of a diffraction-limited imaging system improves 
with aperture size until it achieves a point where the atmosphere limits the resolution and 
larger apertures fail to significantly improve resolution.  The point at which the 
atmosphere becomes the limiting factor for resolution is known as the coherence diameter 
(sometimes referred to as the transverse coherence length).  Holst (2003) provides a 
description of Fried’s method for calculating the coherence diameter for spherical waves 
as: 
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where, h  and [ ]hCn2  have been previously defined, λ  denotes the wavelength 
dependency, and R  is defined as the slant path to the target assuming a nadir collection 
geometry.  For off-nadir collection cases the angle dependency comes into play and the 
formulation of 0r  becomes: 
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where, θ  is the collection angle relative to nadir.  Holst (2003) also goes on to provide an 
expression for the MTF of a turbulent atmosphere that he attributes to Fried.  The 
equation for the time-averaged atmospheric MTF is as follows: 
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where, f  is the focal length, ρ  is the radial spatial frequency, and D  is the diameter of 
the entrance aperture of the imaging system.  The variable,α , is used by Fried to 
differentiate between slow (long) and fast (short) exposure times according to the 
following table: 
 
Exposure Time Field α 
Long/Slow Near-field 0.0 
Long/Slow Far-field 0.0 
Short/Fast Near-field 1.0 
Short/Fast Far-field 0.5 
 
Table 3.2: Values of α-Parameter in Fried’s Time-Averaged Atmospheric MTF. 
 
For the space-based sparse aperture imaging situations, the exposure time can safely be 
considered to be of the “Long/Slow” type, and the field is certainly “Far-field”.  This 
means that the equation for the atmospheric turbulence MTF can be simplified to: 
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Interestingly, Holst (2003) offers a rule-of-thumb that as long as the ratio of the entrance 
aperture diameter to the coherence diameter, 0/ rD , is less than 0.2, then turbulence can be 
neglected from the calculation of the system MTF.  It will be interesting to see how this 
rule fares when a sparse aperture system is being evaluated, and the definition of an 
equivalent entrance aperture diameter for use in such a comparison becomes murky (see 
previous discussion in Section 3.4.2.4). 
  
 
Another possible refinement to add to the sparse aperture system simulation code would 
be to incorporate a seasonal and
calculation of the coherence diameter.  The utility of adding such a capability to the
model should be investigated in future work
empirical data models described in the relevant literature
 
It is expected that the effect of the atmospheric MTF on th
considering that the OTF of the 
remains diffraction-limited, as opposed to being l
atmospheric MTF.  Figure 3.18
atmospheric MTF with that of the optics associated with a circular filled aperture of 
similar spatial extent as the 
(Introne 2004). 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.18: Sample Atmospheric MTF Compared with MTF of a Circular Filled 
 
 
 
3.11 System Transfer Function
 
/or diurnal adjustment to the value for C
.  Such variations could be based on 
 (Gravley 2006, Hardy 1998).
e overall STF will be small
imaging systems in question ensure that the overall STF 
imited by the cutoff frequency of the 
 provides a comparison of both the long and short far
multi-aperture pupil functions being studied in this work
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The previous discussion has focused on six different individual MTF terms.  The 
combined effect of all six of these terms describes the MTF for the entire remote sensing 
system.  Among the many reasons for assuming that the sparse aperture system being 
studied can be modeled as a linear system is the fact that linear system theory allows 
individual MTF terms to be cascaded by simple multiplication as shown below: 
 
[ ]ηξ ,1 iNisys MTFMTFSTF =∏==  (90) 
 
where, N  represents the total number of individual MTF terms that are used to 
characterize the imaging system.  Of course, one must always remember that a real 
imaging system is not truly linear shift-invariant, and care should be taken to ensure that 
such an approximation is reasonable for the system being described.  Since these 
assumptions are reasonable for the sparse aperture systems being investigated in this 
thesis work, we can proceed with the calculation of the system MTF (STF). 
 
The calculation of the STF, for each of the sparse aperture systems being investigated, is 
not quite as easy as a simple multiplication of terms, however.  Remember from 
discussions in Section 3.5 that the sparse aperture system must be able to model 
aberrations across the entrance aperture.  Because of this fact, the transfer function for the 
entrance aperture needs to be complex-valued and therefore the MTF of the aperture is 
inadequate for describing the system at hand.  That is why the STF for the sparse aperture 
telescope needs to be analogous to an optical transfer function (OTF) having both a 
magnitude and phase component.  Fortunately, as long as complex multiplication is being 
performed the cascade of OTF terms can also be used in linear system theory to describe 
the STF. 
 
This makes the functional form of the STF equivalent to: 
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where the term, [ ]ηξ ,apOTF , represents the complex OTF of the aberrated pupil function 
(previously designated [ ]ληξ ;,H  in Section 3.6.2), and the other MTF terms are as 
previously defined. 
 
Remembering the discussion from Section 3.9 relating to the application of sub-aperture 
independent smear and jitter, the equation for the STF presented above needs to be 
altered somewhat.  Since the sub-aperture independent smear and jitter terms are being 
applied directly to the aberrated pupil function in the spatial domain, the term 
[ ]ηξ ,apOTF , needs to be replaced with the term, [ ]ηξ ,,, jittersmearapOTF , which represents 
the smeared and jitter-affected complex aberrated pupil function (previously designated 
[ ]ληξ ;,
,, jittersmearapH  in Section 3.9.2). 
 
[ ] [ ] [ ] [ ] [ ]ηξηξηξηξηξ ,,,,, det,, atmcdjittersmearap MTFMTFMTFOTFSTF ×××=  (92) 
 
Of course, the above equation has a wavelength dependency that is not always addressed 
explicitly in the literature.  The next two sections will address the wavelength 
dependencies of the STF under both monochromatic (single-wavelength) and 
polychromatic (spectral band-pass) imaging conditions. 
 
3.11.1 Monochromatic System Transfer Function 
 
The equation describing the STF is more appropriately described by the inclusion of the 
wavelength dependency inherent in the physics being modeled.  As such, the STF 
equation for a multi-aperture imaging system should be as follows: 
 
[ ] [ ] [ ] [ ] [ ]ληξληξληξληξληξ ;,;,;,;,;, det,, atmcdjittersmearap MTFMTFMTFOTFSTF ×××=  (93) 
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Using this equation, one could determine the STF for a single wavelength of light.  This 
formulation should be placed within the integral of the governing equation presented in 
section 3.3 (presented here again for ease of reference), where the full STF has replaced 
the simple OTF term used previously: 
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Of course, calculating the values of the [ ]ληξ ;,STF  and ( )ληξ ;,
_ sourcefreqL  terms, for 
every wavelength in some given band-pass involved in the integration above, is time-
consuming from a simulation perspective.  For this reason, methods for calculating an 
average STF function for a given pass-band can be developed to make the simulation 
process more tractable.  Such a method is discussed in the next section: the calculation of 
the so-called polychromatic STF.  Of course, there is some uncertainty as to the 
appropriateness of using a polychromatic STF formulation for the physics inherent in a 
multi-aperture imaging system.  This uncertainty will also be addressed in the following 
section. 
 
3.11.2 Polychromatic System Transfer Function 
 
The prior section discussed the derivation of a monochromatic STF for the spaceborne 
sparse aperture and segmented aperture remote sensing systems being studied in this 
work.  In reality, any such imaging system would have to image an extended scene target 
over some finite band-pass of wavelengths.  For a panchromatic imager, the band-pass 
would be relatively wide, with wavelengths spanning, for example, from 0.4 µm to 0.8 
µm of the electromagnetic spectrum.  For a multi-spectral imager acting over this same 
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region of the spectrum, the individual band-passes would be smaller, but still contain a 
range of wavelength values. 
 
To calculate the individual monochromatic STF for each wavelength in the band-pass of 
interest is very time-consuming for a simulation process.  One solution to this problem is 
to formulate a weighted average of monochromatic STF to provide a single 
approximation of the STF across the entire band-pass of interest.  The result of such a 
weighted averaging process is known as a polychromatic STF.  A standard method for 
creating a polychromatic STF is discussed in the literature.  It involves calculating several 
monochromatic STF for discrete wavelengths spanning the range of the band-pass of 
interest, and then performing a weighted sum based on values for the incident source 
radiance, ( )λsourceL , spectral transmittance of the optics, ( )λτ opt , and the spectral quantum 
efficiency of the detector, ( )λη .  The following expression describes this idea in a 
continuous sense, the discrete formulation of the polychromatic STF will be provided 
later in this discussion: 
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where, minλ  and maxλ  denote the bounding wavelength values of the band-pass of interest, 
and iΛ  denotes the i
th
 band-pass of a multi-spectral imager. 
 
Referring back to Section 3.3, it can be seen that the definition of ( )λsourceL  given by 
Schott (1997) is rather complicated.  The equation for calculating the total source 
radiance is provided here again for ease of reference: 
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where ( )λexosE  is the exoatmospheric direct solar irradiance, ( )TLemis ,λ  is the self-
emitted radiance for a blackbody at temperature T , ( )λdsE  is the reflected downwelled 
irradiance, ( )λdeE  is the emissive downwelled irradiance, ( )λbsL  is the reflected 
background radiance, ( )λbeL  is the emissive background radiance, ( )λusL  is the reflected 
upwelled radiance, and ( )λueL  is the emissive upwelled radiance.  The source radiance 
equation also uses the following terms; 1τ  for the atmospheric transmission along the 
sun-target path, 2τ  for the atmospheric transmission along the target-sensor path, ρ  for 
the target reflectance, r  for diffuse target reflectance, ε  for emissivity of the target, 'σ  
for the solar declination angle to the target, and F  for the fraction of the hemisphere 
above the target that is open sky. 
 
This definition for ( )λsourceL  is quite involved and to compute this value for many 
individual wavelengths across a band-pass of interest would be very time-consuming.  To 
reduce the relative complexity of these calculations, researchers take advantage of the 
fact that the source radiance in the reflective region of the spectrum is generally 
proportional to the directly reflected solar spectrum of the scene.  This proportionality 
takes the following form: 
 
( ) ( ) ( ) ( ) ( )λρλτλτλλ 21exossource EL ∝  (97) 
 
where, the terms in this proportionality are defined as above.  Using this proportionality 
in place of the rigorous calculation for ( )λsourceL  allows for a great simplification of the 
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polychromatic STF calculation.  A discrete form of this simplified polychromatic STF 
calculation is as follows: 
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where M  is the number of discrete wavelengths chosen to span the band-pass of interest, 
i  is the index of the summations and runs from 1 to M , and iλ∆  is the discrete form of 
the continuous derivative.  All the other terms are as previously defined. 
 
All that remains is to discuss the appropriateness of the polychromatic STF calculation 
provided above for use with multi-aperture imaging system applications.  Fiete (2002) 
has shown that this method of calculating polychromatic STF is valid for evaluating the 
image quality (via simulation) of broadband imaging systems using conventional aperture 
designs.  Conventional aperture systems tend to have radially symmetric and smoothly 
varying monochromatic STF.  Furthermore, the optical aberrations usually encountered in 
conventional aperture systems tend to be of higher orders only and therefore have little 
wavelength dependent structure in their expression.  Due to these facts, the method for 
generating polychromatic STF given above provides an excellent approximation for use 
in simulating the physics of image capture with conventional aperture telescopes. 
 
This research focuses on sparse aperture and segmented aperture collection systems 
however, and the appropriateness of such a broadband approximation of the STF in these 
two cases should be questioned.  One reason for concern is that a multi-aperture system 
typically does not have a radially symmetric or smoothly varying monochromatic STF.  
Another reason is that multi-aperture systems tend to suffer from low-order aberrations 
due to the piston, tip, and tilt style misalignments inherent between the individual sub-
apertures.  Comparison of individual monochromatic STF at various localized 
wavelengths for a given sparse aperture configuration, for example, will show that a STF 
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mismatch occurs across the spatial frequency plane.  A series of such monochromatic 
STF, if displayed in a cine loop, would display a “ripple” effect as noted by Introne 
(2004).  This “ripple” effect is caused by the relative shift of the STF peaks and valleys 
across the spatial-frequency plane with respect to incident wavelength (see Figure 3.19). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.19: Wavelength Dependency of the Tri-Arm Sparse Aperture MTF. 
 
This kind of wavelength-dependent effect on the STF should lead to spectral mismatches 
and color artifacting in the generated image plane of a multi-aperture system.  Trying to 
restore such an image with an inappropriate, weighted-average, STF, such as defined 
above, would most likely result in additional spectral artifacts. 
 
Obtaining some knowledge of the wavefront error introduced by the aberrated optics 
would be one way to better address image restoration for sparse aperture and segmented 
aperture imaging applications.  In this research work, a notional phase retrieval algorithm 
(simulated as a “black box” in the image processing chain), which provides some amount 
of wavefront error knowledge, is used as an alternative to assuming a broadband STF 
formulation for image reconstruction. 
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Since a polychromatic STF formulation may be inappropriate for these kinds of multi-
aperture systems, the image simulation process used in this work must rely on series of 
monochromatic STF across the bandpass of interest, as demonstrated in Eq. (94) for 
image formation.  This processing option presumes that a source radiance spectral data 
cube (either simulated or real world), having enough finely-spaced and adjacent spectral 
band-passes, is available to seed the simulation process for the multi-aperture multi-
spectral imaging systems being studied. 
 
3.12 System Noise 
 
The traditional definition of linear system theory has three main components that interact 
to form an output image: the object or source scene, the system transfer function, and the 
sources of signal noise.  This thesis work models the total system noise in terms of six 
commonly used individual noise sources.  These six sources of noise will be individually 
discussed in the following sections.  Essentially, a noise source can be quantified in terms 
of the standard deviation of a random variable that models some physical effect that 
introduces uncertainty into the recorded signal.  Six commonly defined noise sources 
(and their standard deviation terms) for remote sensing systems are as follows: target 
photon noise ( photσ ), background photon noise ( bgndσ ), dark current noise ( darkσ ), 
detector read-out noise (
readσ ), quantization noise ( quanσ ), and electronic noise ( elecσ ). 
 
A valid assumption for each of these noise sources is that they are statistically 
independent of each other.  This being the case, the individual noise source term standard 
deviations can be added in quadrature (Bendat 1986, Papoulis 1991) to calculate the 
standard deviation of the total noise in the imaging system, as shown below: 
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where the N  independent noise terms correspond to the six noise sources enumerated 
above and σ  is used to designate standard deviation.  It should be remembered that the 
total noise in the system must be calculated in units of root-mean-square (rms) electrons.  
This will ensure that the same conversion factors can be used to translate the total system 
noise into units of digital counts as those used to translate the model of the detected scene 
into units of digital counts.  This leads to the following formulation for the spatial domain 
expression of total image noise: 
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where K  represents a combined scale factor that represents the gain and unit conversion 
process from focal plane array detectors through the analog-to-digital signal quantization.  
Having calculated the total noise variance (via standard deviation), the next step is to 
generate a random instance of noise in the spatial domain to add to the simulated image 
plane.  This is represented by the term, [ ]yxngauss , , which represents a zero-mean unity-
variance Gaussian random distribution.  The addition of noise to the image scene is in 
accordance with the precepts of linear system theory, as discussed in Section 3.1, which 
states: 
 
[ ] [ ] [ ] [ ]yxnyxhyxfyxg ,,*,, +=  (101) 
 
where, [ ]yxn ,  denotes a random instance of noise across the scene in the spatial domain, 
[ ]yxf ,  is the object scene, [ ]yxh ,  is the point spread function (impulse response 
function) of the imaging system, and [ ]yxg ,  is, of course, the generated image scene.  In 
reality, the simulation of total system noise across the image scene will be a slightly more 
involved version of the methodology discussed here. 
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3.12.1 Photon Noise 
 
Photon noise is generated by random fluctuations in the arrival rate of photons incident 
upon the focal plane array.  Photon noise can be accurately described by Poisson 
statistics.  Poisson distributions have the characteristic that their signal variance is equal 
to their mean (Bendat 1986, Papoulis 1991).  For this reason one can model the photon 
noise variance due to the target-generated photons as follows: 
 
21
gettarphot S=σ  (102) 
 
where, gettarS  is the signal due only to the target object in units of electrons.  The 
expression for gettarS  is analogous to the one used for the total signal given in Section 3.3 
as follows: 
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where, the source radiance is provided only by the target and not the entire source, which 
is comprised of the both the target and background in the imaged scene.  One can develop 
similar expressions for the noise and signal due to the background source radiance in the 
scene as: 
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where bgndL  has replaced gettarL .  The reason for breaking the total source radiance into 
separate noise sources for target and background contributions will become apparent in 
the discussion of signal-to-noise-ratio (SNR) in Section 3.12.6. 
 
3.12.2 Dark Current Noise 
 
Dark current noise arises in a detector array due to the random thermal generation of 
electrons in the depletion regions of the individual detectors.  This source of noise varies 
from detector to detector in the imaging array.  The reason for this spatial variability is 
that the individual detectors essentially have unique defects in their crystalline structure 
(whether the detector is made from silicon or some other semi-conductor material) that 
lead to differences in the manifestation of dark current noise across the array.  Lomheim 
(2002) offers the following expression for silicon-based detectors working in the visible 
portion of the electromagnetic spectrum: 
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where dcR  is the effective dark current electron generation rate, intT  is the integration 
time, [ ]TJ dc  is the dark current density (which is a function of temperature, T , and has 
units of nA/cm2), T  is the temperature of the detector, refT  is the dark current reference 
temperature, dT  is the change in temperature that doubles the dark current, TDIn  is the 
number of time-delay integration (TDI) stages, detA  is the detector area, and q  is the 
amount of charge associated with an electron. 
 
Lomheim (2002) also offers a model for the dark current noise associated with 
photodiode-based, infrared, sensor arrays.  His model consists of two portions, a portion 
that addresses thermal noise generation and a portion that addresses f
1
 noise.  These two 
relations are given as: 
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where k  is Boltzmann’s constant, AR0  is the resistance-area product of the photodiode 
detector, α  is Tobin’s coefficient, bV  is the voltage bias of the detector, recalT  is the time 
since the last dark current calibration event, and everything else is as previously defined 
for the visible detector case. 
 
Industry standard values for the sensor variables involved in carrier diffusion were 
researched and used to simulate these noise terms, using the formulations appropriate to 
the spectral bands in question.  Alternatively, direct values for darkσ , thermdark _σ , and/or 
fdark 1_σ , as provided in the literature, were used instead of performing the above 
calculations.  It should be noted here, that in subsequent discussions related to system 
noise, it may be assumed that the terms thermdark _σ  and fdark 1_σ  (when added in 
quadrature) are to be substituted in place of the generically used term, darkσ , in cases 
where the spectral bandpass in question is in the thermal infrared region of the 
electromagnetic spectrum (as opposed to the visible region of the spectrum). 
 
3.12.3 Read Noise and Signal Chain Noise 
 
In any remote sensing system, there are sources of noise that are not related to the 
detected radiation falling on the sensor array.  These noise sources are related to the 
electronics involved in reading and converting detected electrons to voltage levels and the 
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transmission of the analog signals from the detector array to the analog-to-digital 
converter (A/D). 
 
Read noise occurs when the sensor array has to move the electrons from the collection 
region of one detector to that of an adjacent detector, in order to incrementally move the 
collected electrons towards the electronics for readout and signal formation.  This shifting 
of electrons, from bin to bin, along some path across the sensor array towards signal-
forming, readout, electronics, is sometimes referred to as “clocking out” the data.  The 
phrase “clocking out” refers to the fact that each shift of collected electrons happens on 
computer clock cycles used for timing all activities with digital computers.  The noise 
aspect of this readout activity centers on the fact that as the collected electrons are shifted 
across the sensor array they can sometimes leave a few electrons behind or lose them 
altogether.  In some cases, a detected group of electrons that originated from a given 
detector cell may lose some signal strength due to lost electrons during transfer, but it 
may also gain signal strength as it picks up electrons left behind by other detector cell 
groups.  In general, detectors further away from the readout electronics will lose more 
signal than those closer to the readout electronics since they must undergo more shifting 
to be read out of the array. 
 
As one might imagine, the functional form for describing read noise will depend heavily 
upon the design of the sensor array.  As such, it is very difficult to develop a meaningful 
equation to describe read noise for purposes of this simulation, and in fact, such an effort 
would be outside of the scope of this endeavor.  However, to acknowledge that some 
form of read error must occur in the system is appropriate.  To this end the read noise 
defined for use in the simulation process is as follows: 
 
conv
readvolt
read G
_
σ
σ =
 (109) 
 
where 
readvolt _σ  is the noise in the readout voltage for each detector and convG  is electrons-
to-volts conversion gain previously discussed in Section 3.3.  Of course, the above 
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equation simply pushes the responsibility of defining the overall noise term onto the 
readout voltage noise.  It can be assumed that the detector readout voltage noise is 
constant, over a given imaging interval, for the sensor array of the multi-aperture system.  
This assumption acts as a bias term being added in root-mean-square electrons to the total 
noise for the system. 
 
Similarly, the noise in the analog signal chain (the transmission electronics from the 
sensor readout to the A/D converter) can be modeled as follows: 
 
elecconv
scvolt
elec GG
_
σ
σ =
 (110) 
 
where scvolt _σ  is the analog signal chain output voltage noise, convG  is as defined above, 
and 
elecG  is the electronic gain inherent in the analog signal chain.  For reasons similar to 
those given in the read noise case, the analog signal chain output voltage noise, scvolt _σ , 
can also be treated as a constant value over a given image interval. 
 
For the purposes of this research work, example values from existing low-noise sensor 
and electronics designs were researched and used as characteristic values for the read 
noise and signal chain noise portions of the multi-aperture image chain simulation 
process. 
 
3.12.4 Quantization Noise 
 
Another source of noise arises from the quantization of the analog signal generated by the 
sensor readout and processing electronics.  Quantization is performed by the analog-to-
digital converter (A/D) used in the signal processing chain to form discrete integer 
values, known as pixel digital count values, from the analog voltage signal.  The 
continuum of voltage levels in the analog signal is binned into discrete values represented 
as integer pixel values in the final image.  This binning of voltage levels, in essence, 
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induces some error in the image chain.  Once the data is binned (quantized), one cannot 
determine exactly what the original analog signal voltage level was for a given pixel; one 
can only say that the voltage was within the range of voltages associated with a given 
A/D converter bin.  The uncertainty as to the “true” voltage level is in itself an error, 
albeit one that is purposefully introduced into the image processing chain.  As one would 
expect, the fidelity of the A/D converter, as determined by the bit-depth provided by the 
conversion process, is inversely related to the amount of quantization noise introduced. 
 
An additional point on this subject is that the mapping of analog voltages to discrete 
values does not have to follow a uniform mapping relationship.  Theoretically, any non-
uniform mapping is possible; it all depends on the design of the A/D converter.  For the 
purposes of this research effort however, only uniform mappings will be utilized.  
Assuming a uniform distribution in the A/D conversion means that the standard deviation 
of the distribution is equal to 
12
1
.  Lomheim (2002) shows that the quantization noise, 
in units of root-mean-square electrons, is as follows for a uniform quantizer: 
 
12122
QSE
GG
S
elecconv
n
ADC
quan ==σ  (111) 
 
where ADCS  is the A/D converter range of input analog voltages, convG  is the conversion 
gain from electrons to voltage, 
elecG  is the electronic voltage gain in the analog signal 
chain, n  represents the number of binary digits used to define the range of pixel count 
values generated by the A/D conversion, and QSE  is the quantum step equivalence 
(effective bin size) of the quantization process in root-mean-square electrons per digital 
count value. 
 
3.12.5 Total Noise 
 
Having calculated the principal noise contributions in the imaging chain, one can then 
proceed to combine their individual effects into a total noise term for the system as a 
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whole.  The discussion concerning total noise calculation, as provided in the introduction 
to Section 3.12, is only part of the answer for determining the total system noise.  In 
actuality, each of the various independent noise terms, photon noise (target and 
background in combination), dark current noise, read noise, electronic signal noise, and 
quantization noise, will have their own, statistically independent, zero-mean, unity-
variance, Gaussian white noise sources of spatial variation contributing to the calculation 
of total noise in the system.  This is due to the fact that the noise sources are not only 
independent of each other, but they are assumed to manifest themselves independently 
from pixel to pixel across the sensor array. 
 
In reality, noise sources such as read noise and electronic signal noise might have some 
slight spatial dependencies due to the design of the sensor electronics sub-system, but for 
the purposes of this thesis such dependencies are assumed to be nonexistent. 
 
To account for the spatial independence of the various noise sources, one must randomly 
generate simulated source noise values for each of the pixels in the sensor array.  Both 
Jain (1989) and Fienup (2000) describe a methodology for simulating spatially 
independent multiple noise sources in an imaging system.  Their separate discussions 
describe similar methods for simulating noise in the imaging system; a formulation of 
which is provided below: 
 
[ ] [ ] [ ] [ ] [ ] [ ]
[ ] [ ]yxnyxn
yxnyxnyxnyxhyxfyxn
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where [ ]yxntot ,  is the total noise in the system for a single image capture event, [ ]yxh ,  is 
the point spread function of the system, [ ]yxfobj ,  is the object scene, 1n  through 5n  are 
randomly generated two-dimensional instances of unity-variance Gaussian white noise 
which serve to provide the spatial variation in the noise sources, and the various sigma 
terms represent the standard deviations of the independent noise sources described 
previously.  Since the photon noise includes both source and background photons, the 
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convolution of the extended source signal, [ ]yxfobj , , with the system PSF, [ ]yxh , , will 
give you the variance of the spatial distribution of the photons in the captured scene.  
This is due to the fact that photon arrival rates follow Poisson statistics.  By their nature, 
Poisson distributions have variances that are equal to their means.  The convolution 
serves as the mean of the captured photon signal, and therefore, its square root can be 
used to define the standard deviation of the photon noise term. 
 
Jain (1989) and Fienup (2000) did not expressly define the photon noise term as separate 
target and background photon noise sources, as was originally discussed in Section 
3.12.1.  There is a good reason for simulating the target and background photon noise 
sources separately, however, as the next section (3.12.6) on SNR will show. 
 
Returning to the formulation for total noise provided above, one can transform this 
relationship into the spatial frequency domain as follows: 
 
[ ] [ ] [ ]{ } [ ] [ ]
[ ] [ ] [ ]ηξσηξσηξσ
ηξσηξηξ
,,,
,,,,..,
543
21
NNN
NNyxhyxfTFN
readelecquan
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++
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where the [ ]ηξ ,1N  through [ ]ηξ ,5N  terms represent the spatial frequency spectra of the 
individual Gaussian-distributed noise sources, 1n  through 5n , from Eq. (112) above.  
Fienup (2000) points out that for extended source scenes, the noise spectra in the 
equation above are uniformly distributed. 
 
Since the total noise spectrum provided above is formed by a summation of five, 
different, uniformly-distributed, noise spectra, the total noise spectra can be thought of as 
a single, Gaussian-distributed, noise spectrum with a standard deviation equivalent to the 
individual standard deviations added in quadrature.  This equivalence stems from the 
central limit theorem, which shows that when one adds enough independent random 
variables of a given statistical distribution that the distribution of the sum tends towards 
Gaussian (assuming certain functional conditions are met, see Bendat (1986) and 
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Papoulis (1991)).  For uniform distributions, a good rule of thumb is that the addition of 
more than four such random variables will produce a sum with an adequate 
approximation of a Gaussian distribution (Bendat 1986) (Papoulis 1991). 
 
This means that the final formulation of the total noise spectrum could be written as: 
 
[ ] [ ]ηξσσσσσσηξ ,2, 222222 gausselecquanreaddarkbgndphot
ADC
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where the term, [ ]ηξ ,gaussN , denotes a zero-mean, unity-variance, Gaussian-distributed 
random variable.  Note that this formulation for the total noise spectrum dovetails nicely 
with the spatial-domain definition for total noise discussed in Section 3.12 above 
(repeated here for ease of comparison): 
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where the chief assumption being made is that the Gaussian-distributed random variable 
describing the total noise spectra in the spatial-frequency domain, when inverse Fourier 
transformed, becomes a Gaussian-distributed random variable describing the total noise 
in the spatial domain.  This assumption is reasonable based upon the work of Bracewell 
(2000). 
 
What has been missing from the discussion so far is the spectral dependence of the total 
noise formulation, an oversight that will now be remedied.  Remembering that photon 
noise is dependent upon the wavelength of the light incident on the detector array, one 
can state the following relationship for a spectrally-dependent total system noise: 
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where the terms ( )λσ 2phot  and ( )λσ 2bgnd  reflect the influence of the following spectrally-
dependent values; average target and background luminance values (respectively) across 
the scene, atmospheric transmission, and the spectral quantum efficiency of the detectors 
in the sensor array (see Sections 3.3 and 3.12.1 for a full discussion on this topic).  None 
of the other noise terms being modeled here are inherently spectrally-dependent. 
 
It can be supposed that a de facto spectral dependence could be applied to the 
quantization noise term, if the bit-depth of the detected scene changed with the bandpass 
being imaged, but this case has not been simulated in this research work (though this does 
occur in some real-world situations). 
 
3.12.6 Signal-to-Noise Ratio 
 
Having developed discussions around both the signal and noise components of the 
imaging event, it is possible to discuss the relative strengths of these two system inputs.  
This is most often done in terms of a system signal-to-noise ratio, or SNR.  Not 
surprisingly, there are many different formulations for the so-called SNR found 
throughout the signal processing and imaging communities.  Fiete (2001) provides an 
excellent definition for SNR when dealing with space-based remote sensing systems.  His 
definition for SNR shall be used for this research effort. 
 
Before coming to Fiete’s definition of SNR, let’s look at a more simplistic formulation 
for this value taken at a single pixel: 
 
222222
elecquanreaddarkbgndphot
gettar
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S
SNR
σσσσσσ +++++
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where all of the terms have been previously defined.  This formulation of SNR, though 
perfectly valid, lacks the ability to adequately address spatial-frequency dependencies in 
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the imaging system.  Ideally, the definition of SNR must include a dependency on spatial-
frequency in order to characterize the imaging system properly. 
 
Fiete (2001) offers the following definition for a spatial-frequency dependent SNR.  To 
begin with, one can write a spatial-frequency dependent definition of the target signal: 
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where 
convG , elecG , ADCS , and gettarS  have been defined previously, and [ ]ηξ ,objF  refers to 
the spectrum of the target scene.  The term [ ]ηξ ,gettarS  can then be used in conjunction 
with the total system noise term formulated in Section 3.12.5, to define a spatial-
frequency dependent SNR as follows: 
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This form of SNR allows one to evaluate how SNR varies with spatial frequency, 
assuming that the noise sources are uncorrelated, white noise. 
 
Though the preceding formulation provides a much more rigorous method of 
characterizing SNR across an imaged scene, there are times when a single numerical 
value for the SNR of an imaged scene is most useful.  In order to report the SNR of a 
simulated scene, the following equation, as formulated by Introne (2004), will be used: 
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signalmSNR
σ
=  (120) 
 
where signalm  is the mean signal level and noiseσ  is the standard deviation of the total 
noise.  This SNR metric is calculated using the mean signal level of the original object 
spectral radiance field and the standard deviation of the randomly-generated noise profile 
applied to the simulated imaging chain.  Both of these values are generated during the 
simulation process, making the calculation of this metric rather easy to accomplish. 
 
3.13 Simulation of Phase Retrieval Algorithms 
 
Recent work on sparse aperture simulations carried out by Daniel (2009) while at the 
Rochester Institute of Technology, incorporated phase retrieval algorithms in support of 
improved spectral band reconstruction processing into the physics-based simulation 
software originally developed by Introne (2004).  His additions to the simulation code, 
though important, are not going to be replicated in this current work, as the rigorous 
treatment of phase retrieval is beyond the scope of this research effort. 
 
In this research effort, the phase retrieval process will be treated as a “black box” process, 
whereby the relative success of some theoretical multi-aperture telescope phase retrieval 
process will be simulated by the artificial provision of a wavefront error estimate.  These 
estimates will be based upon some approximation of the true wavefront error as provided 
by the actual instantiation of random aberrations applied to a given simulation at runtime.  
Having an exact knowledge of the wavefront error across the aperture of the simulated 
multi-aperture imaging system means that the performance of the image reconstruction 
process can be well characterized – the task then becomes one of how to define a process 
for generating suitable wavefront error estimates which are quantifiable against some 
metric for wavefront error knowledge. 
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An estimate of the wavefront error was achieved by taking the actual simulated values for 
the coefficients of the various aberration terms, 1a  through 6b , as presented in Eq. (50) of 
Section 3.6.1, and altering their magnitudes slightly to produce an artificial estimate of 
the OPD error across the multi-aperture pupil function.  The magnitudes of these 
coefficients were altered by the addition (or subtraction) of a uniformly-distributed, zero-
mean, random variable of suitably small standard deviation.  The resulting OPD error 
estimate would be calculated as: 
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which describes the estimated OPD error contribution, [ ]iiii xyxw 0,,ˆ , for each sub-
aperture, indexed by the variable, i , in local coordinates [ ]ii yx ,  and [ ]ii yx 00 , , where the 
estimated aberration coefficients are given as 1aˆ  through 6ˆb . 
 
Similarly, an estimate of the wavefront error could be achieved by taking the actual 
simulated values for the corresponding Zernike aberration coefficients, 0Z  through 8Z , 
as presented in Eq. (65) of section 3.6.4, and altering their magnitudes slightly to produce 
an artificial estimate of the OPD error across the multi-aperture pupil function.  The 
magnitudes of the Zernike coefficients could be altered by the addition of a normally-
distributed, zero-mean, random variable of suitably small standard deviation.  This form 
of the resulting OPD error estimate would be calculated as: 
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which describes the estimated OPD error contribution in terms of Zernikes as, [ ]iii rw θ,ˆ , 
for each sub-aperture, indexed by the variable, i , in local coordinates [ ]iir θ, , where the 
estimated Zernike coefficients describing the aberration are given as 
i
Z 0ˆ  through iZ8ˆ . 
 
Either form of these estimated OPD error maps, [ ]iiii xyxw 0,,ˆ  or [ ]iii rw θ,ˆ , could then be 
substituted into the calculation for an estimate of the aberrated aperture OTF as follows 
(though the Zernike-based estimate of OPD would first have to be converted to a 
Cartesian representation): 
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where ix∆  and iy∆  are the displacements of the local sub-aperture coordinate system in 
the x- and y-dimensions from the origin of the multi-aperture coordinate system, and iθ  
is the rotation of the sub-aperture coordinate system with respect to the multi-aperture 
coordinate system (this angular term is not related to the angular term associated with the 
Zernike polynomials).  In this manner, each estimate of OPD error contribution from the 
variously oriented sub-apertures can be synthesized into an estimate for the aberrated 
pupil function for the multi-aperture system as a whole and described as an estimated 
aberrated aperture OTF. 
 
As discussed previously, the rotational dependency of the aberrations (and hence their 
estimates) experienced by the individual sub-apertures can be assumed to be negligible 
for the purposes of this research work, effectively setting the variable iθ  to a value of 
zero for each sub-aperture. 
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The estimate of the aberrated aperture OTF calculated in Eq. (123) above can then be 
used in the image reconstruction process described in the following section. 
 
Up to this point, the discussion concerning wavefront error estimate generation has 
focused only on the method for randomly generating an estimate based on the actual OPD 
associated with the simulated image.  The following discussion turns to the question of 
how to quantify the suitability of the generated estimate.  A search of the relevant 
literature shows that there is no community-accepted practice for quantifying how well an 
estimated aperture OPD function matches an actual aperture OPD function as 
experienced during the collection process.  A couple of possible metrics present 
themselves; root-mean-squared error (RMSE) between the estimated OPD function and 
the true (actual) OPD function, or a vector-based distance metric comparing the n-
dimensional vectors formed by the magnitudes of the individual aberration coefficients 
used to describe the estimated and actual OPD functions (Paul 2009). 
 
The simplest metric to envision is that of an RMSE calculation between the estimated 
OPD and the actual OPD.  This metric would take the form: 
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where [ ]yxw ,ˆ  is the estimated wavefront error in terms of OPD across the entire aperture, 
[ ]yxw ,  is the actual wavefront error in terms of OPD across the entire aperture, N  is the 
number of samples needed to span the pupil function in the y-dimension (number of rows 
in sampled sub-aperture pupil function), M  is the number of samples needed to span the 
pupil function in the x-dimension (number of columns in sampled sub-aperture pupil 
function), both N  and M  are assumed to be even-valued integers, and TotP  is the total 
number of pixels in the N x M  rectangular grid that actually form part of the sampled 
pupil function.  The amount of error between the estimate of the aberration across the 
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aperture and the actual aberration across the aperture provides a simple way to report how 
well the phase retrieval “black box” processing reproduced the actual aberrations 
experienced by the imaging system. 
 
Each randomly generated estimate of the wavefront error is scaled to provide the desired 
level of RMSE.  Also, a certain amount of experimentation will be required in order to 
define acceptable levels of error in the estimation of the OPD across the entrance 
aperture; one can envision defining error bins to designate “good”, “fair”, or “poor” 
reproduction (estimation) of the actual wavefront error under this metric.  Such a 
classification of the RMSE between the wavefront error estimate and its true value would 
provide a simple way to quantify the level of knowledge of the actual wavefront error 
across the entrance aperture. 
 
One potential flaw in the use of RMSE as a metric for comparing the estimated with the 
true OPD function is that RMSE does not describe the distribution of the error between 
these functions across the aperture or which aberrations are contributing unduly to a 
particular randomly-generated instance of the wavefront error estimate.  To mitigate this 
problem, a vector-based metric could be employed in tandem with the RMSE calculation 
as a check of its suitability, though this work is left to future researchers. 
 
In a vector-based metric, the number of sub-apertures is multiplied by the number of 
aberration coefficients being used to describe the aberrations across the individual sub-
apertures in order to determine the dimensionality of the vector space to be used.  For 
example, the basic Tri-Arm sparse aperture configuration has nine sub-apertures.  If nine 
Zernike coefficients were used to define the aberrations across each sub-aperture, then 
the vector describing the set of coefficients would have eighty-one dimensions.  By 
computing the distance between the vector describing the actual aberration coefficients 
and the vector describing the estimated aberration coefficients it should be possible to tell 
how well the estimate matches truth.  Small distances would show that the n-dimensional 
vectors line up quite well and are of similar magnitude, whereas larger distances would 
show that the n-dimensional vectors were very dissimilar in orientation and/or magnitude.  
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Again, the problem comes in setting thresholds for acceptable distances between these n-
dimensional vectors in order to determine if a given estimate is acceptable for the task at 
hand.  The formula for calculating the distance between the estimated aberration 
coefficient vector and the actual aberration coefficient vector is as follows: 
 
( ) ( ) ( )212212212 2211 cncnccccd −++−+−= L  (125) 
 
where d  is the distance between the two vectors, 11c  through 1cn  are the n individual 
coefficients of the estimated wavefront error OPD function across the entire entrance 
aperture, and 21c  through 2cn  are the n individual coefficients of the actual wavefront 
error OPD function across the entire entrance aperture. 
 
Analogously to the previous discussion, one can envision defining distance value bins to 
quantify the level of accuracy in the estimate of wavefront error.  The breakpoints for the 
error bins and the number of bins used to support the quantification of wavefront error 
estimation accuracy will be determined through experimentation.  It is expected that any 
such scale will be unique to the dimensionality of the vectors being compared.  It may 
also prove to be the case that acceptable vector distance values, for a given level of 
accuracy in wavefront estimation, may exhibit a dependence upon both the magnitude of 
the distance between the n-dimensional vectors and its direction in n-dimensional space.  
This reflects the fact that the different types of aberration do not impact image quality to 
the same degree, though a thorough exploration of this phenomenon is beyond the scope 
of this work. 
 
For this research effort, the Zernike coefficient formulation will be used for calculating 
the actual and estimated OPD functions for the simulated sparse aperture systems, though 
the methods and metrics described in the previous discussion would apply equally well to 
any set of acceptable polynomial-based description of aberration. 
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Estimation of the OPD functions across the individual hexagonal sub-apertures of the 
simulated segmented aperture system is a different matter however.  As was described in 
Section 3.6.6, Zelinski (2009) found that the measured OPD profile across a 
representative 2-meter hexagonal optic could not be readily characterized by a set of 
Zernike polynomials.  This being the case, there are two options for estimating the OPD 
profile across the hexagonal sub-aperture. 
 
The first is to generate random instantiations of Zernike coefficients and choose an 
estimated OPD profile that has an RSME below some limit when compared with the true 
OPD profile across the hexagonal sub-aperture.  This method obliges one to accept a 
relatively large amount of error between the polynomial-based estimate of OPD and the 
actual OPD, due to the reasons previously mentioned.  The advantage of this 
methodology is that the estimation process is the same as the one used in the sparse 
aperture case, and the functional form of the estimated OPD is easily reported and 
visualized.  Of course, in this case, the polynomial coefficient vector metric mentioned 
above would not apply; only RMSE between the estimated and true OPD functions could 
be reported. 
 
The second option is to start with the actual OPD profile across the hexagonal sub-
aperture and alter it to some degree.  In this current work, this process entails adding a 
normally-distributed, zero-mean random variable of suitable standard deviation to the 
OPD function while at the same time adjusting the Piston, Tip, and Tilt aberrations in a 
manner analogous to that used for the sparse aperture case.  This random perturbation of 
the OPD values was used to simulate the phase retrieval “black box” estimation of the 
actual OPD.  Once again, only the RMSE metric would be of use in describing the 
differences between the estimated and actual OPD profiles across the hexagonal sub-
apertures; the polynomial coefficient vector metric would not apply. 
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3.14 Image Restoration 
 
So far, we have discussed the spatial blurring imposed on a captured scene by a real-
world imaging system, the phase errors introduced to the scene by optical aberrations, the 
various sources of system noise, and the spectral dependencies of each of these 
phenomena.  Image restoration is a post-processing technique that seeks to reverse, or at 
least mitigate, the effects of these sources of image degradation.  There are many types of 
image restoration algorithms available in the literature, but sparse aperture imaging, due 
to the inherently low signal-to-noise ratio aspect of sparse collectors, requires special 
attention to restoration algorithm design and application.  These concerns are further 
exacerbated by the fact that multi-spectral sparse aperture imagers are even more light-
starved than their corresponding panchromatic cases. 
 
In general, the modulation transfer function of the sparse imaging system is compensated 
for by the application of an appropriately designed “restorative” filter.  The choice of 
filter is affected by one’s knowledge of the phase errors and spatial blur applied to the 
image as it passed through the collection system.  The choice of an appropriate 
restoration filter is also affected by the amount of noise in the system.  This is because 
any boost to the MTF of the imaging system that a particular filter provides is also 
applied to the noise in the scene.  This is the traditional problem faced by filter designers; 
how far can one boost the MTF of the image without adversely boosting the noise present 
in the scene. 
 
3.14.1 Inverse and Pseudoinverse Filters 
 
At first blush, one might think that the design of a restorative filter would be a simple 
case of defining an inverse operator to undo, as it were, the effects of the system point 
spread function.  Such a filter is known as an inverse filter in standard image processing 
texts (Jain 1989) and it is defined as the reciprocal of the transfer function. 
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Of course, such a simple formulation is fraught with peril – what happens when the 
system transfer function contains zeros?  When one is dealing with real-world, diffraction 
limited, systems, zeros are certainly to be expected in the system transfer function.  To 
address this obvious shortcoming, the pseudoinverse filter is designed to handle very 
small values of ( )ηξ ,H  by defining such points to be zero-valued in the filter space. 
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1
H
H
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In practice, the pseudoinverse filter equation maps some range of small values of ( )ηξ ,H  
to zeros. 
 
3.14.2 Wiener-Helstrom Filters 
 
Both of the simple inverse filters discussed in the previous section have one chief 
limitation; that they are both extremely sensitive to noise.  An ideal filter for use in sparse 
aperture image restoration would need to correct for the system-induced blur, due to the 
PSF of the system, while not enhancing noise in the image.  One such type of filter is 
known as the Wiener-Helstrom filter (though these filters are often referred to simply as 
Wiener filters). 
 
The original derivation of the Wiener-Helstrom filter takes the following path (Jain 1989, 
Helstrom 1967).  Having imperfect knowledge of the STF and the optical aberrations 
present in an imaging system, one seeks to create a best estimate of (restore) the original 
extended object scene such that the mean square error, 2eσ , between the estimate and the 
original scene is minimized.  The formula for calculating the mean square error is: 
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( ) ( )[ ]{ }22 ,ˆ, yxfyxfEe −=σ  (128) 
 
where { }E  is the statistical estimation operator representing the mean, ( )yxf ,  is the 
original scene, and ( )yxf ,ˆ  is the estimate of the scene.  From estimation theory, the best 
possible estimate, ( )yxf ,ˆ , is the conditional mean of ( )yxf ,  given ( )yxg ,  for every 
point ( )yx, .  This relation can be depicted as follows: 
 
( ) ( ) ( ) ( ){ }nmnmgyxfEyxf ,,,,,ˆ ∀=  (129) 
 
where ( )yxg ,  is the captured scene that we are restoring via filtering and ∀  is the 
mathematical symbol designating applicability over the full point set.  From a practical 
standpoint, the above relation is impossible to calculate due to the complexity in 
determining the conditional probability density function, gfp , and the fact that the 
relation is nonlinear.  This means that one must turn to the best possible linear estimate, 
which takes the form: 
 
( ) ( ) ( )∑ ∑
∞
−∞=
∞
−∞=
=
n m
nmgnmyxyxf ,,;,,ˆ h  (130) 
 
where ( )nmyx ,;,h  denotes the filter impulse response and it is defined such that the mean 
square error is minimized.  Minimization of the mean square error requires that the 
orthogonality condition be met for the estimated error and detected scene functions, as 
shown by the following equation: 
 
( ) ( )( ) ( ){ } ( )( )yxyxyxgyxfyxfE ′′∀=′′− ,,,0,,ˆ,  (131) 
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where the terms used are as previously defined.  When the orthogonality condition is 
satisfied, the best linear estimate can be combined with the following general definition 
of cross-correlation involving two random functions, 
 
( ) ( ) ( ){ }nmbyxaEnmyxrab ,,,;, ≡  (132) 
 
where ( )nmyxrab ,;,  denotes the cross-correlation function, to form the following 
relationship: 
 
( ) ( ) ( )∑ ∑
∞
−∞=
∞
−∞=
′′=′′
n m
ggfg yxnmrnmyxyxyxr ,;,,;,,;, h  (133) 
 
where ( )yxyxr fg ′′,;,  is the cross-correlation between the original scene and the captured 
scene, ( )yxnmrgg ′′,;,  is the auto-correlation of the captured scene, and all other terms are 
as previously defined.  Eq. (130) and Eq. (133) are sometimes called the Wiener filter 
equations.  If one can further assume that ( )yxf ,  and ( )yxg ,  are jointly stationary, then 
cross-correlation becomes, 
 
( ) ( )nymxrnmyxr abab −−= ,,;,  (134) 
 
which, when placed in the context of the Wiener filter equations, yields, 
 
( ) ( ) ( )∑ ∑
∞
−∞=
∞
−∞=
−−=
n m
ggfg nmrnymxyxr ,,, h  (135) 
 
a formulation that is recognizable as a convolution operation.  If the assumption of jointly 
stationary functions holds, then the filter being designed will be a spatially invariant 
filter.  The Fourier transform of Eq. (135), after some rearrangement of terms, yields: 
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S
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where ),( ηξfgS  and ),( ηξggS  denote the power spectral density functions that 
correspond to the Fourier transforms of the cross-correlation and auto-correlation 
functions, ),( yxrfg  and ),( yxrgg , respectively. 
 
The next step in the derivation of the Wiener-Helstrom filter is the inclusion of an 
additive noise term to the detected scene: 
 
( ) ( ) ( ) ( )yxnmfnymxhyxg
n m
,,,, η+−−= ∑ ∑
∞
−∞=
∞
−∞=
 (137) 
 
where ( )yx,η  represents an uncorrelated noise source.  This model of the detected scene 
leads to the following formulations for ),( ηξfgS , ),( ηξggS , and the Wiener-Helstrom 
filter itself: 
 
( ) ( ) ( )ηξηξηξ ,,, * fffg SHS =  (138) 
( ) ( ) ( ) ( )ηξηξηξηξ ,,,, 2 nnffgg SSHS +=  (139) 
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where ),( ηξnnS  is the power spectral density function corresponding to the 
autocorrelation of the additive noise term, ( )ηξ ,*H  is the complex conjugate of ( )ηξ ,H , 
and all other terms are as previously defined.  Notice that the reciprocal of the signal-to-
noise ratio shows up in the denominator of the expression for the Wiener-Helstrom filter.  
The presence of the inverted signal-to-noise ratio, or noise-to-signal ratio if you will, is 
indicative of the dual purpose that a Wiener filter serves.  When system blur and system 
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noise are both present in the detected scene, the Wiener filter tries to balance the need to 
provide low-pass noise filtering while at the same time providing high-pass inverse 
filtering.  For this reason, the Wiener filter results in some form of band-pass filtering, 
where the shape and extent of the band-pass is dependent upon the relative amount of 
noise in the scene. 
 
For a diffraction-limited system, the STF of the system, as represented by ( )ηξ ,H , will be 
zero-valued outside of the STF region of support in the spatial-frequency domain.  From 
Eq. (140), one can see that the Wiener-Helstrom filter also has this same region of 
support in the spatial-frequency domain.  This means that the Wiener-Helstrom filter 
cannot resolve spatial-frequencies beyond the diffraction limit. 
 
In practice, the Wiener-Helstrom filter has some drawbacks.  It is nearly impossible to 
know the true form of the spatial-frequency dependent noise power spectrum, though for 
many applications it can be adequately approximated by a constant value.  Assuming that 
a suitable constant can be found for the noise power spectrum, the problem remains of 
determining the power spectrum of the original object.  The object spectrum is most 
certainly spatial-frequency dependent, never known a priori in the case of space-based 
Earth-observing remote sensing, and difficult to estimate from the captured image scene.  
For these reasons, most implementations of the Wiener-Helstrom filter find it expedient 
to replace the ratio of the power spectra in the denominator of Eq. (140) with a simple 
constant.  The value of the constant is then adjusted by the human observer in order to 
generate the best quality reconstruction possible. 
 
The only remaining input to the Wiener-Helstrom filter that needs to be discussed is the 
STF for the multi-aperture system, represented by ( )ηξ ,H  in Eq. (140) above.  In 
practice, the true STF of the multi-aperture system is unknown at the time of image 
reconstruction, which means that an estimate of the STF, ( )ηξ ,ˆH , must be supplied to 
the Wiener-Helstrom filter. 
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The estimated STF is supplied, in part, by the estimate of the aberrated aperture OTF 
described in Section 3.13, and the various MTF terms described in Sections 3.7 through 
3.10.  The estimated STF can be described, in a manner analogous to the one described in 
Section 3.11.1, as follows: 
 
[ ] [ ] [ ] [ ] [ ]ληξληξληξληξληξ ;,ˆ;,ˆ;,ˆ;,ˆ;,ˆ det,, atmcdjittersmearap FTMFTMFTMFTOH ×××=
 
(142
) 
 
where [ ]ληξ ;,ˆ
,, jittersmearapFTO  is the estimate of the aberrated OTF which includes the 
effects of both smear and jitter (as discussed in Section 3.9.2), [ ]ληξ ;,ˆ detFTM  is the 
estimate of the detector array MTF, [ ]ληξ ;,ˆ cdFTM  is the estimate of the carrier diffusion 
MTF, [ ]ληξ ;,ˆ atmFTM  is the estimate of the atmospheric MTF, and the spectral 
dependency has been added into the equation for the sake of completeness.  In practice, 
the estimates for the detector array, carrier diffusion, and atmospheric MTF terms can be 
set equal to the actual terms used to simulate the image capture process.  It is the 
aberrated aperture STF (which has the sub-aperture independent smear and jitter terms 
wrapped up in its formulation) which needs to be estimated in order to properly model 
the image reconstruction process. 
 
To create the estimated aberrated aperture STF, the estimated OPD function, as defined 
in Section 3.13, is placed into the calculation for the aberrated OTF from Eq. (83) in 
Section 3.9.2, and the resulting estimated OTF is then cascaded with the estimates of the 
remaining MTF terms, as discussed above (see Eq. (142)).  The level of knowledge of the 
actual wavefront error experienced by the imaging system, as represented by the estimate 
of the OPD function, is quantified by the RMSE between the actual and estimated OPD 
functions and the distance between the n-dimensional vectors representing the sets of 
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polynomial coefficients (if applicable) used to define the real and estimated aperture 
aberrations.  For a full discussion of the metrics used to determine the relative knowledge 
of the wavefront error see Section 3.13. 
 
The calculation of the estimated OTF, including the provisions made for sub-aperture 
independent smear and jitter, is given as: 
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        where, as previously,  
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and all other terms are as previously defined.  (For a full discussion of the estimation of 
wavefront error (beyond piston, tip, and tilt) across a hexagonal sub-aperture of the 
candidate segmented aperture imaging system, see Sections 3.6.6 and 3.13.) 
 
3.15 Image Quality Assessment and Metrics 
 
One of the stated goals of this research effort is to develop a method for comparing the 
image quality achieved by the competing technologies of sparse aperture and segmented 
aperture telescope designs.  There are two basic approaches to developing such a quality 
assessment methodology; one is to rely on the subjective method of human observation 
of the simulated reconstructed imagery, and the other method, which will be pursued in 
this work, is to rely on an objective metric based on target detection. 
 
Though both approaches to image quality assessment are equally valid (if implemented 
properly), this work relies on an objective automated target detection algorithm approach 
to image quality assessment.  This has been done in order to remove the need for large 
numbers of trained volunteer observers (imagery analysts) and specialized environmental 
lighting and display equipment. 
 
3.15.1 Visual Metrics for Subjective Image Quality Assessment 
 
The ability to carry out meaningful visual image quality assessments essentially relies on 
two aspects of the assessment process.  The first aspect involves the image quality “rule 
set” provided to the human observer.  This rule set defines how the observer should 
quantify image quality, and is usually linked to specific visual imagery exploitation tasks 
and/or aesthetic preference.  The other aspect involves the physical presentation of the 
image being assessed, as determined by the mechanics and calibration of the display 
device and the viewing environment.  The visual assessment of image quality was not 
carried out in this current work. 
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3.15.2 Algorithmic Metrics for Image Evaluation 
 
Mathematical tools for the assessment of image quality and utility range widely in their 
level of complexity, sophistication, and applicability to a given task.  The applicability of 
a particular mathematical metric to a certain task is the most important aspect of that 
metric.  If an automated metric is intended to predict the quality of an image with respect 
to the level of quality experienced by the human visual system, then the output of the 
metric ought to have a high correlation with the assessments of a theoretical “standard 
human observer”.  In other cases, the metric may be tasked with reporting how well a 
given image mathematically matches some gold standard “truth” image or how well two 
images match each other, as in the case of metrics based on the root-mean-squared error 
(RMSE) between to images or the degree of correlation between two images. 
 
In the area of image quality, the most commonly used metrics are usually simple 
mathematical tools, such as root-mean-square error, but several advanced image quality 
metrics exist in the literature which are based on models of the human visual system 
(Daly 1993) (García-Pérez 1995).  In the work carried out for this dissertation however, 
the objective measurement of image quality will be determined by yet another approach; 
that of an automated target detection algorithm. 
 
The reasons for using a target detection algorithm as the metric for image quality are 
four-fold.  First, a target detection algorithm provides an objective method for assessing 
the image quality of the simulated sparse aperture and segmented aperture imagery being 
produced in this work. 
 
Second, target detection, by its very nature, is task-oriented and useful in answering real-
world questions relevant to the field of remote sensing.  In other words, target detection 
provides a way to measure image utility, not just image fidelity.  (The distinction between 
image fidelity and image utility, two aspects of image quality, will be discussed shortly.) 
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Third, automated target detection algorithms can be used to find targets in imagery that 
would otherwise be unobservable by humans – this is especially true for imagery data 
produced by multi-spectral and hyper-spectral imaging systems.  This is due to the fact 
that target detection algorithms can look for jointly spatial and spectral information which 
may be hard for the human visual system to detect or quantify. 
 
And fourth, the specification of a target detection algorithm’s performance, the Receiver 
Operating Characteristic (ROC) curve, lends itself to making task-based comparisons 
between disparate imaging systems.  Simply put, the more that the two ROC curves being 
compared match each other, the closer the systems are to each other in terms of achieved 
image quality and utility.  One simple metric that relates to ROC curve similarity is the 
area under the curve (AUC).  Since ROC curves are monotonically increasing functions, 
the use of the AUC as a similarity metric in comparing ROC curves makes good intuitive 
sense.  If however, a more specific risk-tolerance metric is required, then one or more 
points of interest on the generated ROC curves can be used to compare the utility of the 
imaging systems at key operating conditions of the target detector (probability of 
detection, DP , at a given probability of false alarm, FAP , for example).  Perhaps the best 
metric for comparing two individual ROC curves is the calculation of the Pearson 
correlation coefficient for the two curves, which provides a normalized value directly 
related to how well the shapes of the two curves line up with one another. 
 
3.15.2.1 Simple Mathematical Metrics for Image Evaluation 
 
Standard mathematical metrics for image quality assessment usually take the form of a 
root-mean-square error (RMSE), or similar measurement, that seeks to quantify the 
absolute difference between the pixels in a processed scene and an original image.  For 
this research work, such a metric could be used to compare the final, synthesized, 
aberration-corrected, post-processed image to the original image scene that fed the 
simulation process.  It could also be used to compare that same final, synthesized, 
aberration-corrected, post-processed image to the corresponding synthesized, aberration-
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free, post-processed image in order to evaluate the effectiveness of the aberration 
correction algorithm being used. 
 
Difference maps could be generated to gain insight into the two-dimensional distribution 
of any differences between the compared images.  Analysis of such difference images 
would help to elucidate patterned noise or localized error clusters that might indicate 
problems in the sparse aperture simulation process. 
 
( )[ ] 212'xxERMSE −=  (145) 
 
RMSE and other simple mathematical metrics are well known to be poor predictors of 
image quality as defined by a human observer (Girod 1993, Wang 2009), where 
acceptable image quality takes on aspects of both utility and fidelity.  RMSE and similar 
metrics are, in general, relatively poor predictors of image utility, though they are 
excellent at quantifying image fidelity.  Since this research is focused on assessing the 
utility of an imaged scene, the metrics employed in quantifying image utility will be 
based on target detection criteria, and not simple fidelity metrics such as scene-wide 
RMSE.  
 
3.15.2.2 Metrics Based on Target Detection Tasks 
 
Determining the perceived image quality of a multi-spectral scene is not a simple task, as 
the previous discussion on visual image quality assessment illustrates.  Metrics that may 
be intuitive to the human observer, such as the visual assessment strategies outlined in 
sections 3.15.1, or the human visual system models discussed in 3.15.2, are not easy to 
implement or require large numbers of observers to obtain reliable results.  And simple, 
seemingly straightforward, mathematical metrics such as RMSE fall far short of being 
accurate predictors of image quality when addressing the utility of imagery produced by 
Earth-observing imaging systems.  A large part of the quandary in finding a suitable 
metric is the impossibility of having a truly universal definition of “image quality”. 
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Stefanou (2008), while acknowledging this semantic difficulty, does try to provide a 
framework for defining what is meant by “image quality”.  He proposes that what is 
commonly meant by the term image quality is really two different, yet interrelated, 
aspects of any observed scene.  The first aspect is called “image fidelity” and the second 
is called “image utility”.  The reader will recognize references to these terms in preceding 
discussion.  Well, the time has come to try to define these two complementary aspects of 
image quality. 
 
From both a philosophical and practical perspective, Stefanou proposes that any 
discussion of image quality should be related to a particular process – which in this case 
is the image chain approach of modeling the physical image formation process.  The goal 
of this image formation process is to obtain information from the content of the collected 
scene.  Quality, as it relates to remotely sensed imagery, depends on two factors: fidelity 
and utility. 
 
Image fidelity addresses the ability of the resultant image to faithfully represent the true 
spatial and spectral nature of the source scene.  Image utility addresses the ability of some 
observing entity (human observer, algorithm, etc.) to obtain the information it desires 
from an imaged scene.  Fidelity is a measure of how well an image represents the truth.  
Utility is a measure of the suitability of an image in providing information to answer a 
question.  This is not to say that image fidelity and image utility are separate and distinct 
aspects of image quality, quite the contrary.  Utility is easily seen to depend upon the 
level of fidelity with which the image is formed; though the level of fidelity required is 
tempered by the ability of an observer to extract information of interest from the scene. 
 
Common image quality metrics such as RMSE (objective) and human visual assessment 
(subjective), which have been previously discussed, can be seen as image fidelity metrics.  
However, an automated target detection algorithm could be used to assess the utility of 
the imagery produced by the sparse aperture and segmented aperture systems being 
simulated.  Systems producing imagery having equivalent utility, in terms of some 
specific observational metric, can be considered equally capable of answering the 
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question or carrying out the task that is of interest to the system designer.  Starting from 
the work of Stefanou (2008), who developed a target-implant method for supporting the 
assessment of image utility in terms of a spectral target detection task, it should be 
possible to find points of equivalent utility between the competing multi-aperture systems 
designs being investigated here. 
 
3.15.2.2.1 Target Detection Algorithms 
 
If the concept of image utility is cast in terms of some task, such as target detection, then 
signal detection theory can be used to describe the performance of an observer in carrying 
out their task in terms of mathematical probabilities.  With target detection activities, 
these probabilities are referred to as the Probability of Detection, DP , and the Probability 
of False Alarm, FAP . 
 
Target detection is essentially a pixel-based binary classification task.  In the simplest of 
terms, a given pixel in a scene is classified as being either a “target” or as part of the 
“background” (i.e. not a target).  Of course determining what is target and what is 
background is the hardest part of the task.  The success of the target detection task 
depends on the following things; the spatial and spectral content of the imaged scene 
(target and background combined), the specificity of the spatial and spectral 
characteristics of the target being sought, the design of the algorithm performing the 
observations, and the decision threshold used for discriminating between target and 
background. 
 
When the observing target detection algorithm acts on a given pixel in the input image it 
calculates a test statistic, τ , which is then compared against a pre-set decision threshold.  
To illustrate how such a threshold is determined one has to understand the nature of the 
image formation process.  Consider that the original source scene, which serves as the 
ground truth for the multi-aperture simulation processing described previously, will 
contain a background signal and some number of possible target signals.  This truth scene 
is then propagated through the optical system, formed into an observed image, 
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reconstructed by a post-processing event (such as Wiener-Helstrom filtering), and 
classified by the target detection algorithm.  The original target signals, having been 
distorted to some degree by the image chain, have been blurred and mixed with the 
similarly distorted background signal.  The probability that a given pixel in the simulated 
multi-spectral image is associated with an original target signal source can be described 
by a multivariate conditional probability density function.  Similarly, the probability that 
a given pixel in the simulated multi-spectral image is associated with an original 
background signal source can also be described by a multivariate conditional probability 
density function. 
 
In the simplest case, that of a monochromatic scene, the concept of using conditional 
density functions for pixels being associated with either a target signal or the background 
signal can be illustrated as follows: 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.20: Conditional Probability Density Functions for Observations in a Binary 
Decision Task. 
 
The best decision threshold for assigning a given pixel to either the target category or the 
background category depends upon the points of overlap between the competing 
conditional density functions.  In the simple case depicted in Figure 3.20, it can be said 
that the probability of detection, DP , is given by the area under the portion of the curve 
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describing the target conditional density function that lies to the right of the decision 
threshold line.  Similarly, the probability of a false alarm, FAP , is given by the area under 
the portion of the curve describing the background conditional density function that also 
lies to the right of the decision threshold line.  By moving the decision threshold line to 
the left or right, one sweeps out various pairings of DP  and FAP , which can be plotted 
against one another to form what is called a Receiver Operating Characteristic (ROC) 
curve.  Figure 3.21 provides an example ROC curve to illustrate this point. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.21: Example ROC Curve for Observations in a Binary Decision Task. 
 
In multi-spectral systems, the conditional density functions that describe targets and 
backgrounds are multivariate, since the pixel values represent spectral vectors of 
quantized intensity values.  This means that the calculation of the DP  and FAP  values 
must contend with the volumes under the multi-dimensional surfaces describing the 
conditional density functions for targets and background, and the decisions points are no 
longer described by lines, but by surfaces.  Even with this added complexity in the 
descriptions of the theoretical conditional density functions and the manner in which 
decision points are defined, the use of a test statistic and decision threshold ensure that a 
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simple ROC curve can still be used to characterize the target detection process in the 
context of spectral datasets. 
 
Of course, the mathematical distance between the multivariate conditional density 
functions describing the target and the background depend on the similarity between the 
target and the background scene.  If the desired targets are camouflaged appropriately, 
they may be virtually indistinguishable from the background that surrounds them, and the 
conditional density functions for the target and background signals will essentially 
overlap.  If on the other hand, the targets stand out readily from the background, then the 
overlaps between the conditional density functions will be small and the mathematical 
distance between them great.  These kinds of situations are described by the shape of the 
ROC curve that characterizes the performance of the target detection task. 
 
In this current work, the target detection algorithm will use a joint spatial and spectral 
correlation filter to generate the test statistic to be compared against the decision 
threshold of the binary classification task.  This correlation filter describes the spatial and 
spectral nature of the targets of interest.  How truth targets are chosen from, or implanted 
into, the simulated source scene, and how the correlation filter is built to describe these 
targets, are discussed in the following sections. 
 
3.15.2.2.1.1 Target Simulation 
 
Stefanou (2008) states that spectral target detection tasks can take on many forms.  
Targets may exist in varying degrees of spatial resolution.  Targets might be found 
widely throughout an imaged scene or be comparatively rare, and in some cases it may be 
that no targets exist in the imaged scene at all.  When using a purely spectral filter, the 
spectral contrast of the target against the background is the limiting factor for detection, 
and usually each pixel is tested independently for the presence of the target signature.  
Sub-pixel spectral target detection can also be attempted, where the task is to determine 
the possible presence of a spectral signature when it is mixed with other signatures 
present in a given pixel. 
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In this dissertation, the author uses a joint spatial and spectral filters to support the target 
detection task.  The exact nature of these filters will be discussed in the next section.  For 
now, it is simply enough to remember that the targets that will be added to the ground 
truth scenes used in the simulation process are being embedded in the imagery, not to 
simulate a real world target set, but to provide a convenient hook for assessing the 
relative image utility (and hence image quality) achieved by each of the competing multi-
aperture system designs.  The only requirements that must be placed on the embedded 
targets are these: that they be numerous enough to allow for accurate ROC curve 
calculation, that their spectral and spatial profiles are distorted enough by the imaging 
system (or equivalently that the target detection algorithm is not specific enough) to 
support the calculation of a ROC curve (i.e. the system misses some targets and also 
generates false alarms), that the target set exercises the range of spectral imaging bands 
being simulated, and that the target set exercises some rotational dependency (since the 
STF of the multi-aperture systems will exhibit rotational dependencies). 
 
A series of experimental simulation runs were used to develop an acceptable set of targets 
for supporting the development of system-unique ROC curves.  The Megascene dataset, 
created at the Rochester Institute of Technology, was used as the background scene for 
embedding joint spatial and spectral targets.  One class of object chosen to serve as a 
candidate for defining a joint spatial and spectral target set was the automobile.  
Simulated automobiles having some range of spectral signature in their coloring were 
embedded into various portions of the Megascene.  The Megascene contains parking lots, 
roads, driveways, and other areas where vehicles are found, ensuring that when specific 
target automobiles were embedded in the scene that there were plenty of spatially similar 
objects to serve as possible false alarms in the target detection process.  The target 
signatures were also mixed with those of overhanging trees or obscured in part by 
buildings, etc.  Additionally, other objects in the Megascene were given spectral 
signatures similar to those of the target automobiles, providing spectrally-similar (yet 
spatially-dissimilar) objects to serve as possible false alarms in the target detection 
process.  Furthermore, the embedded targets were placed at various rotational 
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orientations, to see if the rotationally-dependent STF of the multi-aperture imaging 
systems would impact the target detection process.  And the use of an automobile as a 
target object class was only one possibility; other potential target objects initially 
investigated by the author were building material spectra, spectra related to specific 
foliage, lines of communication (roads, paths, etc.), swimming pools, etc.  As will be 
seen later in this dissertation, these types of targets were ultimately abandoned in favor of 
some simple geometric artificial target shapes which proved to be more robust in the 
generation of suitable ROC curves when encountering the kinds of system blur imparted 
to the imaged scene by the simulated multi-aperture imaging systems. 
 
3.15.2.2.1.2 Target Detector Design 
 
As previously stated, the detection task can be thought of as a binary hypothesis test, 
where the competing hypotheses are: (1) background only (i.e. the target is absent) and 
(2) target and background together.  From information theory, given an observation, s , a 
choice must be made as to which of the two competing hypotheses is best represented by 
the observation.  The specific hypotheses being tested in the case of target detection are: 
 
0H : Background Only 
1H : Target Plus Background 
 
In the work presented here, the observation s represents a given spectral pixel vector (or 
contiguous set of such vectors in the case of a jointly spatial and spectral target detector).  
The decision as to which hypothesis should be assigned to the observation (pixel or 
pixels) is made by first processing the pixel vector, s , by some operation that calculates a 
scalar test statistic, ( )sΓ=τ , and then comparing the resulting test statistic against some 
scalar threshold value, threshτ .  The linear transform operator, ( )⋅Γ , reduces the 
multivariate decision problem to a scalar one.  This operator is often referred to as a filter 
in the field of imaging science. 
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Another way to think about ( )⋅Γ  is to consider it to be a likelihood ratio.  Granting that 
there are two conditional probability density functions associated with a binary 
hypothesis test, ( )0| HsP  and ( )1| HsP , the likelihood ratio is given by: 
 
( ) ( )( )0
1
|
|
HsP
HsP
s =Γ  (146) 
 
and whenever this ratio equals or exceeds the set scalar threshold for the test statistic, 
then 1H  is selected, otherwise 0H  is selected. 
 
Ideally, one would wish to set the threshold value so that the number of real detections is 
high and the number of false alarms is small.  In practice, there is always a tradeoff 
between setting the threshold low to keep the probability of detection, DP  high, and 
setting the threshold high to keep the probability of false alarm, FAP , low.  This tug-of-
war in finding a suitable threshold is described by the ROC curve previously mentioned. 
 
If the conditional probability densities were known, then the threshold could be set to 
some desired criterion.  Use of the Bayes criterion would ensure that the choice of 
threshold led to the minimum error in both DP  and FAP .  However, the more commonly 
used criterion in target detection applications is the Neyman-Pearson criterion, which sets 
the decision threshold such that the DP  is maximized while maintaining the FAP  under 
some predefined value (Van Trees 2001).  When the conditional probability densities are 
not known, as in many practical situations, they must be estimated from the scene data.  
One such method of estimation is the generalized likelihood ratio test (GLRT).  The 
GLRT is useful when the conditional probability density functions are unknown, but can 
be estimated using maximum-likelihood estimates based on some set of target and 
background parameters. 
 
The ability to accurately model both the target of interest and the background it is thought 
to reside in are essential aspects of a target detection algorithm design.  Likewise, 
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accurately modeling target variability leads to better detector performance.  In the case of 
targets that cover full-pixels, the performance of a target detector is affected chiefly by 
the variability, both spectrally and spatially, of the target objects and the background.  At 
the full-pixel level of resolution, a pixel (observation) can be only either a target or a part 
of the background.  In the case of sub-pixel targets, the spectral character of the 
background is necessarily mixed with that of the desired target.  It is this added level of 
complexity when trying to detect sub-pixel targets, which caused the author to restrict 
this current work to reliance on full-pixel target detection tasks only.  It must be 
remembered that the target detection task designed here is only a means to an end; it 
provides a mechanism for comparing the image utility achieved by competing sparse 
aperture and segmented aperture imaging systems. 
 
Stefanou (2008) points out that characterizing the background in a scene is an important 
part of analytical methods for the derivation of target detectors, and that many of the 
methods described in the literature are based on signal models employing multivariate 
normal distribution functions.  He goes on to reflect that the actual response of a target 
detector to background pixels almost always diverges from the theoretical normally 
distributed predictions of background response.  Manolakis et al (2003) note that actual 
background distributions are usually not strictly Gaussian in shape.  The actual shapes of 
these distributions often influence the FAP  of the target detector.  Manolakis et al (2003) 
contend that the normal distribution estimate should be replaced with an elliptically-
contoured distribution estimate.  An elliptically-contoured distribution, of which the 
normal distribution is a sub-set, has the distinction that any equal probability contour of 
the distribution function is described by an ellipse.  The functional form of a probability 
density function for a random spectral vector (pixel), s , having an elliptically-contoured 
distribution, is as follows: 
 
( ) ( ) ( )








Σ= ∫
∞
−
−
−
−
0
22/12/ 22 αααpi αα
δ
dfesf NN  (147) 
where 
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( ) ( )µµδ −Σ−= − ss T 1  (148) 
 
and N  is the number of spectral bands, Σ  is the covariance matrix of the data, the term 
in the square braces in Eq. (147) is a positive monotonically decreasing function for all 
N , α  is a random variable having a probability density function αf  that controls the 
density of the contours, and δ  is the squared Mahalanobis distance of s  from the mean 
vector µ .  Background signal models using this class of distribution provide for detector 
designs which are better able to exploit the statistical nature of multivariate backgrounds. 
 
Though the modeling strategies alluded to above would greatly aid the design of an 
optimized target detector, the discovery of an optimal decision threshold is not a goal of 
this dissertation.  In fact, the goal of this particular target detection task is to support 
image utility assessments that can be used to compare competing multi-aperture system 
designs.  Therefore, the problem is not one of target detection optimization, where a 
single best threshold is sought, but one of target detection characterization, where many 
threshold values, spanning the range of possible choices, will be employed to generate 
ROC curves.  These ROC curves, in turn, will then be used to describe the utility of the 
simulated multi-aperture systems in terms of the specific target detection task employed.  
The method used to create these ROC curves is the subject of the next section. 
 
In the end, the author used a simple three-dimensional correlation metric (two spatial 
dimensions and one spectral) as the filter (detector) to generate the test statistics at each 
pixel in the simulated scene.  There are many reasons to use a simple correlation 
operation as the test statistic operator, ( )⋅Γ .  The output of a correlation operation is 
easily normalized for use as a test statistic.  It is simple to calculate, and the three-
dimensional filters required can be easily created from the spatial and spectral signatures 
of the embedded target set sources. 
 
Eq. (149) provides the formula for the two-dimensional discrete correlation operation.  In 
Eq. (149), the symbol, ⊗ , indicates the two-dimensional correlation operation, ( )yxfobj ,  
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Red Channel 
Green Channel 
Blue Channel 
denotes the scene being filtered, ( )yxh filter ,  represents joint spatial and spectral filter 
being used as the target detector, and M  and N  represent the pixel-based extent of the 
filter in the column and row dimensions respectively. 
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and the result is subsequently normalized. 
 
Pictorially, the correlation filter representing the joint spatial and spectral target might 
look something like the three color (RGB) depiction in Figure 3.22. 
 
 
 
 
 
 
 
 
Figure 3.22: Notional Target-Based Joint Spectral and Spatial Correlation Filter. 
 
In this notional example, the filter is describing a red automobile as the joint spectral and 
spatial target.  Each of the filter’s color bands is correlated with its corresponding spectral 
band in the reconstructed multi-spectral image, forming a three-dimensional correlation 
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window.  This example three-dimensional correlation calculation can easily be extended 
to handle an arbitrary number of spectral bands and different target object types.  It 
should be noted that the joint spatial and spectral correlation window is translated across 
the imaged scene in the spatial dimensions only; the filter is not allowed to translate in 
the spectral dimension.  Additionally, the spatial orientation of this filter would need to 
be altered, and the correlation operations run multiple times, to ensure that all of the 
targets existing in the scene, which may occur in any orientation, have a chance to be 
detected. 
 
The minimum number of rotational cases required depended upon the number of 
orientations used when embedding the simulated targets into the source scenes.  In 
preliminary experiments, two rotational cases were studied in order to assess the target 
detection capabilities of the simulated multi-aperture systems; one to exercise the 
maximum radial extent of the rotationally-dependent OTF function (0°) and another to 
exercise the minimum radial extent of the OTF function (30°).  To support this minimum 
level of functionality, the target filter was rotated 30 degrees, forming a total of two joint 
spatial and spectral filters.  From these two resultant correlation images, the maximum 
correlation value of the two calculated values at each pixel position was used as the value 
of the test statistic to be compared with the decision threshold. 
 
3.15.2.2.1.3 Target Detection ROC Curve Generation 
 
There are several ways to assess the performance of a target detection algorithm, such as 
reporting the number of detected targets at a given FAP  for example, or the FAP  occurring 
at the point when all targets are detected, but the most useful tool in assessing target 
detector performance is the ROC curve.  ROC curves are useful as an assessment tool 
because they record the performance of the detector across all possible decision 
thresholds.  To calculate the theoretically best ROC curve for a given target detection 
algorithm and a given imaging system design, the distributions of the pixels (observed 
spectral vectors) under each of the binary detection hypotheses need to be specified.  In 
practice however, these distributions are often unknown, and the conditional probabilities 
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needed for the likelihood ratio test depend on unknown target and background 
parameters, as previously mentioned.  Under these circumstances it is nearly impossible 
to design a detector to generate a ROC curve that matches the theoretical upper bound of 
the curve. 
 
Additionally, there are some problems encountered when trying to generate a ROC curve 
for a multi-spectral data set.  Firstly, the finite number of spectral vectors (pixels) that can 
be observed in the simulated multi-spectral image sets a lower limit to possible estimates 
of FAP .  Secondly, the number of targets in a scene is often small, which in turn affects 
the level of accuracy that can be achieved when characterizing a given detector design.  
Kerekes (2008) shows how this reduced accuracy leads to the calculation of 
proportionally larger ROC curve confidence intervals.  Finally, in real-world situations 
the knowledge of ground truth is imperfect at best, making the verification of false 
alarms, and hence the calculation of the FAP , difficult to accomplish. 
 
These limitations do not exist, however, in the situation put forward in this research 
work.  By embedding a specific target set into the source scenes of the simulation 
process, the target ground truth is fully known.  This leads to a fully realizable calculation 
of the DP  and FAP  for the detector being used.  These calculations are performed as 
follows: 
 
( ) ( )
getsTarPossibleofNumber
DetectionsTrueObservedofNumber
P threshthreshD
τ
τ =
 (152) 
( ) ( )
PixelsBackgroundofNumber
DetectionsFalseObservedofNumber
P threshthreshFA
τ
τ =  (153) 
 
where the scalar threshold value, threshτ , is varied across a normalized range at some step 
interval in order to support the generation of a ROC curve for the detector.  Once the 
ROC curve has been generated, the area under the curve (AUC) can be calculated and 
used as a metric for comparing the ROC curves of different simulated imaging systems.  
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Additionally, points of interest along the ROC curves can be used as points of 
comparison between the competing imaging systems.  Multi-aperture systems may be 
better compared by referencing the DP  at certain FAP  values instead of relying solely on 
an AUC-based comparison, but the best metric to use is arguably the sample Pearson 
correlation coefficient, which provides a value between negative one and one which 
assesses the linearity of the relationship between the shapes of the two ROC curves. 
 
The sample Pearson correlation coefficient between two variables is defined as the 
covariance of the two variables divided by the product of their standard deviations.  This 
is depicted in Eq. (154). 
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The sample Pearson correlation coefficient values that will occur in this current work will 
fall between 0 and 1, since any compared ROC curve shapes will at very least both be 
monotonically increasing functions between 0.0 and 1.0.  Negative values for the Pearson 
correlation occur only when the relationship between the variables is inversely related – a 
case that cannot occur where ROC curves are concerned. 
 
A key mathematical property of the sample Pearson correlation coefficient is its 
invariance to changes in scale between the two variables being compared.  Normally, this 
property would render the sample Pearson correlation coefficient less useful as a metric 
for comparing the exact shapes of two given curve segments; invariance with scale would 
defeat the kind of direct shape comparison desired in this present work.  However, once 
again, the nature of ROC curves comes to our aid.  Since every ROC curve must start at 
(0,0) and end at (1,1), scale invariance cannot impede our use of the sample Pearson 
correlation coefficient as a curve shape comparison metric. 
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It should be noted that this metric, which is well-suited for direct comparison of two 
individual ROC curves, cannot exist in isolation as a metric for describing a given ROC 
curve.  It only has meaning in terms of a comparison activity.  Separate metrics which 
relate to an individual ROC curve shape, such as total AUC, AUC from 0.0 to some PFA, 
or a series of such points strategically chosen along the ROC curve, must be used as 
metrics in support of multivariate regression analysis intended to derive functional forms 
for describing system quality based on the set of system parameters defined in support of 
the multi-aperture telescope design trade space being studied in this work. More on this 
topic will be discussed in Chapter 5. 
 
Also, efforts to develop a theoretically best detector for the target phenomenology present 
in the imaged scene are not required, and indeed such efforts would thwart the intention 
of the target detection task.  A less than ideal detector (but not a totally incompetent one) 
facilitates the calculation of a ROC curve, by promoting the occurrence of false alarms 
and the failure to detect some number of true targets across the full range of test 
thresholds.  
 
Now that the theoretical underpinnings of the first-principals based simulation process 
have been described, from source scene creation, through the imaging chain (atmosphere, 
optics, sensor, electronics, and image reconstruction), to the exploitation task, all that 
remains is to describe the approach that was taken in achieving the goals of this research 
work and the results generated by following this approach.
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Chapter 4 
 
Approach 
 
This section outlines the approach that was followed to accomplish the goals set forth in 
Chapter 2.  The discussion addresses the steps taken to investigate the design trade-space 
of the multispectral multi-aperture systems being studied, with the goal of finding points 
of equivalency between the competing system designs.  The theoretical background 
provided in Chapter 3 will prove useful in the approach to this problem. 
 
Section 4.1 will discuss the end-to-end theoretical requirements for creating a model of a 
multi-aperture imaging system based on the physical first principles of incoherent 
imaging systems.  Section 4.2 will address the implementation of such a model and the 
additional functionality beyond that developed by Introne (2004), Block (2005), Daniel 
(2009), and Zelinski (2009).  The discussion in section 4.2 will focus on collection 
geometry, choice of atmospheric model, input scene selection (to provide “truth” for 
subsequent comparison with post-processed imagery), modeling of the multispectral 
system transfer function, introduction of sub-aperture phase error, wavefront sensing, 
noise modeling, and image restoration.  Section 4.3 outlines the approach used for image 
utility assessment.  Section 4.4 defines the trade-space study that is one goal of this 
research.  Section 4.5 addresses the primary goal of this work: a metric for comparing 
image utility of competing sparse-aperture and segmented-aperture designs. 
 
4.1 Theoretical Development 
 
As discussed in Chapter 3, the basic premise is that a panchromatic or multispectral 
multi-aperture imaging system may be modeled successfully as a linear incoherent 
imaging system.  Given the theoretical development provided in Chapter 3, the following 
aspects of an end-to-end system may be readily modeled: object scene, atmospheric 
effects, complex system transfer function, optical aberrations/misalignments, wavefront 
sensing, noise sources, and restoration processing.  The sparse-aperture imaging system 
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model developed by Introne (2003, 2004), and improved by Block (2005) and Daniel 
(2009), provides the starting point for implementing the end-to-end model.  Additions to 
the model required to complete this effort will be discussed in section 4.2. 
 
The remainder of this effort focused on development, implementation, and inclusion of 
the additional features discussed in Chapter 3, and the exploration of a bounded design 
trade-space to elucidate the design limitations of the imaging systems being studied.  
Finally, the research effort culminated in the development and implementation of an 
image utility metric, based on target detection, for use in assessing sparse-aperture and 
segmented-aperture system designs that are functionally equivalent. 
 
4.2 Modeling of Multi-Aperture System Physics 
 
As demonstrated by Introne (2004), Block (2005), Daniel (2009), and Zelinski (2009), 
software programming may be used to digitally simulate the physics of multi-aperture 
telescope designs.  It is important that functions be as finely sampled as possible to 
minimize errors between the continuous and discrete mathematical models. 
 
With modern computing power, it is relatively routine for simulations to be carried out in 
a wide variety of scientific applications.  Everything from complex molecular interactions 
(Banerjee, 2000) to full-scale nuclear explosions may be rigorously simulated from 
digital models.  This being said, the size of the source imagery, the number of 
intermediate steps in the simulated image chain, and the mathematical operations 
required still ensure that the simulation process is computationally intensive.  Adequate 
time for simulation run processing, post-processing, and data analysis, along with suitable 
working memory and storage capacity, were required. 
 
4.2.1 Overview of the Modeling Approach 
 
Figure 4.1 provides a flowchart of the sparse aperture simulation developed by Introne 
(2003).  It is provided here as an overview of the originally implemented simulation 
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process.  Figure 4.2 provides a better notion of the current simulation process.  One point 
to remember is that in both Figures 4.1 and 4.2, the OPD generated phase errors, the 
aberrated and unaberrated PSF, the wavefront error estimate, restoration filter, and 
several of the various MTF terms are all wavelength dependent. 
 
The two chief methods for obtaining the spectral object scene reaching the entrance 
aperture are to use a simulated hyper-spectral cube with sufficient spatial and spectral 
resolution or to use a spectral dataset with the desired spatial and spectral resolution 
collected by some airborne sensor.  Synthetically generated spectral scenes have been 
created with the Digital Imaging and Remote Sensing Image Generation (DIRSIG) model 
from the Rochester Institute of Technology.  Such is the case with the Megascene image 
used throughout this work.  Suitable real-world multispectral datasets may also be 
obtained from the Wildfire Airborne Sensor Program (WASP) Terrapix RGB digital 
framing camera, the Hyperspectral Mapper (HyMap) scanning sensor (Introne, 2004), or 
other suitable system.  This work relied only on the DIRSIG-generated Megascene, since 
it was believed to more readily support artificial target implantation. 
 
Interactive Data Language (IDL) from Research Systems Incorporated (RSI) in Boulder, 
Colorado was used for this sparse aperture imaging model.  IDL is a high-level language 
similar to the C and C++ programming languages and is widely accepted in imaging 
science, astronomy, and optics; it has become an accepted industry standard for software 
engineering application design. 
 
The simulated collection geometry for the systems modeled in this work were generated 
with the commercially available Satellite Tool Kit (STK) v5.0 software package from 
Analytical Graphics, Inc. (AGI).  Orbital models generated by Introne (2004) were used 
to provide correspondence among the results of this research and Introne’s and Block’s 
(2005) previous work.  These models provided a time series of telemetry information, 
such as azimuth and elevation angles, line-of-sight vectors, and sensor-to-target ranges 
that were used to feed the DIRSIG model as part of the overall sparse aperture imaging 
simulation process.  Figure 4.3 depicts the information generated by the STK software. 
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Figure 4.1: Flowchart Overview of Modeling Approach Implemented by Introne
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Figure 4.3: Depiction of a Sample STK Orbit and Collection Geometry. 
 
To model the effects of the atmosphere, the MODTRAN 5.0 software package created by 
the U.S. Air Force was used to simulate different atmospheric conditions and their effect 
on the radiative path from object scene to entrance aperture.  The atmospheric models 
were the same as those used by Introne (2004) and Block (2005). 
 
The simulated phase errors across the sub-apertures of the sparse-aperture (and circular 
monolithic aperture) system designs were implemented via randomly generated 
weightings of the traditional aberration coefficients or the Zernike polynomials.  These 
randomly generated values were scaled to achieve a desired root-mean-squared wavefront 
error.  Only piston, tip, and tilt misalignments were applied to the sub-apertures of these 
systems. 
 
The flimsier sub-apertures of the segmented-aperture system also included contributions 
from higher-order aberration terms not easily described by the traditional Seidel 
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aberrations.  To accommodate these higher-order aberrations, samples of real-world 
measured OPD profile data were used to simulate the OPD profiles across the individual 
hexagonal sub-apertures of the segmented-aperture system (see Section 3.6.6). 
 
It should be stated here that multiple simulation runs were conducted for a given set of 
system parameters to exercise multiple instances of wavefront error; this is done to 
provide statistical significance to the resulting evaluation of system performance, 
considering that for a given RMSE wavefront error, it is possible to have quite different 
profiles of OPD error across the entrance aperture for the same amounts of aberration. 
 
Next, the PSF was evaluated from the STF via the inverse Fourier transform and noise 
was added to the individual spectral bands.  The noise is wavelength dependent, as 
implied in Figure 4.2.  After the noise was added, the simulation continued with signal 
integration, spectral scaling, and quantization processing to form the “raw” multispectral 
imagery over the spectral passbands of interest.  An appropriately designed Wiener-
Helstrom filter was applied to the scene and the result transformed back to the spatial 
domain to form the detected and restored multispectral image.  This scene is submitted to 
the target detection algorithm to generate a “metric” image for use in calculating the ROC 
curve for the simulated system design.  The “metric” image contains the normalized 
floating point values associated with the three-dimensional correlation operation 
proposed for use as the target detector. 
 
It should be noted here that the essential differences between the simulated imaging 
chains presented in Figures 4.1 and 4.2 are these: (1) the option of applying jitter and 
smear, via spatial-domain convolution, to each sub-aperture individually (this option was 
not exercised during the present work, though it was originally planned for as an optional 
additional experiment), (2) and the explicit notation of the continued dependence on 
detected (imaged) spectral bands as experienced on the post-processing side of the 
simulated imaging chain.  This wavelength dependence refers to the output number of 
spectral bands, as opposed to the much larger number of finely-sampled source spectral 
bands provided by the Megascene image. 
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4.2.2 Simulated Collection Parameters  
 
Introne (2004) used the general collection parameters in Table 4.1 for his simulations; 
these  have been expanded to address aspects of segmented-aperture collection systems.  
Some of his choices apply equally well for this work and are maintained whenever 
possible to provide some level of continuity.  Table 4.2 provides the corresponding 
parameters used in the current work. 
 
Nyquist sampling was used in the simulation process, but it should be stated that Nyquist 
sampling will occur only at one wavelength supported by the source data cube (at some 
point in the passband from 0.4 to 0.9 µm); Nyquist sampling is not imposed on the 
reference wavelength for the simulation process (550 nm).  Since the dwell times used by 
multi-aperture collection platforms are relatively long, the focal plane array is used as a 
staring frame sensor.  The actual root-mean-squared wavefront error is also allowed to 
vary in order to explore the aberration tolerances. 
 
 
Parameter Value 
Simulated Spectral Passband 0.4 to 0.8 µm 
System f-number ( #f ) 18.0 
Optical Sampling Nyquist (or better) 
Ground Sample Distance Variable; 18 inch (nominal) 
System Transmission ( optτη ⋅ ) Profile; 0.3 (average) 
Secondary Obscuration (
subε ) 0.24 
Focal Plane Array (FPA) Staring Frame CCD 
Read Noise 50 rms electrons 
Dynamic Range 11 bits 
Image Smear 0.5 pixel 
Wavefront Error (rms) 0.10 waves rms nominal (Tri-Arm), actual varies 0.30 waves rms nominal (Segmented), actual varies 
Atmosphere MODTRAN 5.0 mid-latitude summer 
Visibility 17.0 km 
Simulated Acquisition Time ~1700 GMT (at ~79° sun elevation angle) 
Target Location 43.2° N Latitude, 77.6° W Longitude 
 
Table 4.1: Nominal Collection Parameters for Simulation used by Introne. 
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Parameter Value 
Simulated Spectral Passband 0.4 to 0.9 µm 
System f-number ( #f ) 24.0 
Optical Sampling Nyquist (nominally) 
Ground Sample Distance Variable (treated as if 3 inch nominal) 
System Transmission ( optτη ⋅ ) Profile (0.3 average) 
Secondary Obscuration (
subε ) 
0.01 (1% of Tri-Arm sub-aperture primary area) 
0.05 (5% equals central Hex sub-aperture only) 
Focal Plane Array (FPA) Staring Frame CCD 
Read Noise 20 rms electrons 
Dynamic Range 8 bpp per band 
Image Smear 0.5 pixel 
Wavefront Error (rms) 0.10 waves rms nominal (Tri-Arm), actual varies 0.30 waves rms nominal (Segmented), actual varies 
Atmosphere MODTRAN 5.0 mid-latitude summer 
Visibility 17.0 km 
Simulated Acquisition Time ~1700 GMT (at ~79° sun elevation angle) 
Target Location 43.2° N Latitude, 77.6° W Longitude 
 
Table 4.2: Nominal Collection Parameters for Source Scene Simulation. 
 
 
The atmospheric model for mid-latitude summer was used by MODTRAN and the target 
location was Rochester, NY, to match the DIRSIG scenes.  The time of day was chosen 
to simulate a collection over the Rochester area at about 1:00 PM local time in 
midsummer.  This choice of simulated image acquisition time ensured a high solar 
elevation angle and good signal-to-noise ratio. 
 
The source was data sampled at 10 nm intervals across the spectral passband of 400 to 
900 nm.  Two cases of multispectral imagers were investigated: (1) an idealized 4-band 
(“Blue”, “Green”, “Red”, and “Near Infrared”) sensor with 3 adjacent 100 nm-wide 
visible spectral bands and a single 200 nm-wide NIR spectral band, and (2) an idealized 
7-band (“Blue1”, “Blue2”, “Green”, “Red1”, “Red2”, “Near IR1”, and “Near IR2”) 
spectral system with 5 adjacent 60 nm-wide visible spectral bands and two adjacent 100 
nm-wide NIR bands.  Perfect spectral filtering and image plane registration was assumed 
since artifacts of these processes are not relevant. 
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The actual sparse aperture and segmented aperture configurations used in this work are 
the nine-element Tri-Arm sparse configuration and the 18-element hexagonal sub-
aperture segmented configuration.  A traditional monolithic Cassegrain collector was also 
simulated to provide points of comparison between the multi-aperture systems and this 
more familiar telescope design.  These basic configurations can be scaled/altered as part 
of the design trade-space.  The scaling is straightforward, but in the sparse aperture case 
the scaling options involve not only the gross scale of the entire aperture, but the d
s
 
ratio (see Section 3.4.2.4).  The Golay-6 and annular sparse-aperture designs were not 
included in this work, though the comparison method could be applied to them as well. 
 
Introne (2004) used the Satellite Tool Kit software package to develop the orbital 
collection parameters in Table 4.3. 
 
Parameter Value 
Simulated Date of Image Acquisition 01 June 2003 
Access Start Time (GMT) 16:33:33.66 
Access Stop Time (GMT) 17:41:17.55 
Access Duration (sec) 4063.893 
Simulated Time of Image Acquisition 16:56:59.00 
Collection Range (km) 6337.008 
Collection Azimuth (deg) 133.1 
Collection Elevation (deg) 89.9 
 
Table 4.3: Simulated Collection Geometry and Orbital Parameters. 
 
The simulated orbit collects imagery at nadir with an ascending pass over Rochester, NY.  
This simulated orbit passes over the target area for about 1.12 hours centered at 1:00 PM 
EDT.  STK generated a series of line-of-sight sensor-to-target range and rotational 
parameters of the collection geometry (azimuth, elevation, etc.) at regular time intervals.  
This data was provided to DIRSIG to accurately simulate the scene collected by the 
competing multi-aperture systems.  Introne’s choice of orbit placed simulated telescopes 
at an altitude of 6337 km, but this orbital altitude differs from that of low Earth orbit 
(LEO) altitudes now used.  The orbital altitude was changed to 1663 km, which is at the 
high end of what is typically thought of as the LEO band of sun-synchronous satellite 
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orbits.  This reduction in orbital altitude changes the GSD from Introne’s nominal value 
of 18 inches to the current nominal value of 3 inches, as reported in Table 4.2. 
 
This change in choice of altitude is purely artificial.  The Megascene source image was 
not regenerated in MODTRAN under the influence of this new choice of orbital altitude 
condition.  The author simply decided to assume that the source scene provided pixels at 
the desired nominal GSD of 3 inches.  Though not strictly accurate from a rigorous 
atmospheric modeling perspective, this choice does not impact the intended use of the 
Megascene source image in any way – the high spectral fidelity of the Megascene still 
readily supports the target detection and system design comparison methodologies 
presented in this work whatever one chooses to call the size of a pixel in that scene.   
 
Two mechanisms contribute to the wavefront error across the full aperture: piston, tip, 
and tilt errors, and traditional 3rd-order (Seidel aberrations) and higher-order optical 
aberrations of the individual sub-apertures.  The 3rd-order errors may be simulated by 
randomly generated Zernike coefficients (Section 4.3.1).  The higher-order aberrations of 
the hexagonal sub-apertures of the segmented-aperture systems do not lend themselves to 
description by Zernike polynomials (Section 3.6.6).  The relative strengths of the various 
randomly-generated aberration terms were adjusted to introduce a desired level of rms 
wavefront error into the simulation process of both the sparse and segmented aperture 
systems. 
 
4.2.3 Modeling the Atmosphere  
 
An essential part of this approach is the characterization of atmospheric effects on the 
propagated radiance source scene.  The MODTRAN 4.0 software package, the standard 
for modeling radiative transfer in the atmosphere, was used to simulate the propagation of 
the source radiation field to the entrance aperture of the imaging system.  MODTRAN 
calculates wavelength-dependent atmospheric transmission, scattering, absorption, and 
emission profiles for a given standard atmosphere.  It provides a database of standard 
atmospheric models, including “mid-latitude summer”.  The atmosphere modeled by 
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Introne (2004) consisted of the standard MODTRAN mid-latitude summer atmosphere 
with a visibility of seventeen kilometers and a simulated sun elevation angle of about 79°, 
which produces a large SNR. 
 
The DIRSIG software package is designed to work with MODTRAN data to generate 
exoatmospheric irradiance, upwelled path radiance, downwelled path radiance, and path 
transmission simulations.  The limitations of MODTRAN are worth mentioning: 
MODTRAN code is limited to a spectral resolution of about 2 cm-1, (as implemented in 
DIRSIG) it cannot model the background reflected radiance in Eq. (16), and it does not 
calculate downwelled radiance in its normal mode of operation. A consequence of this 
fact is that the background reflected radiance is not modeled in the atmospheric radiative 
transfer simulations carried out in this work (i.e., adjacency effects).  MODTRAN can, 
however, be made to calculate a directional downwelled radiance by simulating a sensor 
on the ground looking out towards space.  By applying this “trick”, and then integrating 
the resulting values across the total hemisphere, the downwelled radiance may be 
estimated.  DIRSIG has been designed with this trick in mind to obtain highly accurate 
simulations of the spectral radiance arriving at the entrance aperture of the imaging 
system. 
 
4.2.4 Modeling the Spectral Radiometry of the Scene 
 
An important question in any image model is whether to use real data or synthetic data to 
seed the image simulation processing.  Introne (2004) used a mix of source data for his 
simulations: real data from high-resolution airborne platforms (such as WASP and 
HyMap) and synthetic data generated by DIRSIG (e.g., the Megascene).  Since these 
real-world multispectral datasets suffer from the traditional trade-off between spectral 
and spatial resolution, it is far more useful to rely on synthetic sources where 
simultaneous high spectral and spatial resolutions are possible and ground truth is always 
known. 
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Introne (2004), Block (2005), and Daniel (2009) were interested in using both real and 
synthetic sources to ensure that their source data set contained high resolution imagery, 
but also accounted for real-world elements of background clutter and texture that 
synthetic sources alone could not provide.  This concern is of less importance in this 
work where the focus is on developing and demonstrating an image utility metric, based 
on target detection, to compare competing aperture designs.  This is not to say that real 
data sources could not be used in the simulation, but the greatest utility for the present 
work was to be found in the use of synthetic scenes. 
 
DIRSIG is the synthetic image generation engine used to create high-resolution spatial 
and spectral source scenes over an extensive footprint. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4: High Level Architecture of the DIRSIG Software Tool. 
 
The block diagram in Figure 4.4 describes the high-level architecture of the DIRSIG 
software tool.  DIRSIG is capable of simulating the spectral radiance field at the entrance 
aperture of an Earth-observing telescope with a high degree of spectral fidelity over a 
range of wavelengths from 0.3 to 20.0 µm.  The radiation transfer calculations use a 
back-propagation ray trace capable of handling direct and multiple-bounce paths.  The 
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ground scene is defined as a three-dimensional faceted surface with material properties 
assigned to individual facets.  The assigned material properties support the modeling of 
the physical light-matter interactions as part of the overall radiative transfer mechanism. 
 
By using the combined modeling capabilities of the DIRSIG, MODTRAN, and STK 
packages, it is possible to generate an instantaneous spectral radiance field at the entrance 
aperture of a telescope at a given time and location above the Earth.  This approach 
accounts for spectral and geometric effects specified by the collection geometry (Section 
4.2.2), and provides an appropriate input radiance field for use in simulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5: Sample DIRSIG Spectral Radiance Image from Rochester Megascene. 
 
As in the work of Introne, Block, and Daniel, this effort uses the DIRSIG-generated 
extended object scene known as the Megascene.  The synthetic Megascene image 
simulates a ground footprint in the vicinity of Rochester, NY.  The Megascene was 
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chosen for this work because it was specifically designed as an extended scene with a 
high-resolution in both the spatial and spectral domains. 
 
Figure 4.5 shows an example of spectral radiance image generated by DIRSIG from the 
Megascene object.  This scene exhibits complex spatial detail, including professional 
buildings, residential dwellings, sports fields, roads, swimming pools, tennis courts, trees 
and other vegetation, vehicles, etc.  The Megascene is reported as having about a 1-meter 
spatial resolution, but parts of the faceted surface model can simulate a 6-inch GSD.  The 
level of spatial and spectral detail captured in the Megascene makes it useful for 
simulating complex light-matter interactions and radiative transfer mechanisms. 
 
To produce the synthetic object scene created for Introne, the DIRSIG Megascene had to 
be sampled to a GSD between 6 and 9 inches, which approaches the limit of the model.  
This provided a source scene that could be used to produce a simulated image with a 
nominal GSD of 18 inches as called for in Section 4.2.2 (sampling ratio between 2:1 and 
3:1).  The high-resolution source (6-9 inch GSD) scene is input to the optical system 
model to maintain the spatial and spectral character of the imaged scene prior to sub-
sampling by the simulated sensor array. 
 
Having described the original scene preparation used by Introne, let’s return to the 
convenient sleight-of-hand used in this work.  Recalling the author’s shift from Introne’s 
choice of orbital altitude to a LEO orbital altitude, one must note that that the strict 
correspondence between the intended 18-inch GSD of the Megascene source image as 
processed for Introne (which was based on the real-world scales of simulated objects in 
the synthetic scene), and the 3-inch GSD which the author has effectively assigned to the 
Megascene source pixels, has been broken.  This can be done without any loss of 
applicability for the goals of this dissertation, since the spatial scale of objects in the 
background scene is not really important in the context of this target detection activity.     
 
On the other hand, the DIRSIG Megascene source object should be at least moderately 
sampled in the spectral domain (around 10 nm per band) across the visible and near 
 144 
 
infrared spectrum (400 to 900 nm) to accurately simulate the spectral character of the 
objects in the scene.  Though the spatial resolution of the Megascene image was “reset” 
by the author’s choice of orbital altitude, the spectral resolution was not adjusted, as its 
maintenance was desired for the proper investigation of the multispectral nature of the 
multi-aperture imaging systems being studied. 
 
Once this “reset” radiance field is sub-sampled and scaled to reflect the number of pixels 
associated with the sensor array at the desired GSD for the current telescope design, each 
spectral band in the cube is transformed to the spatial-frequency domain, cascaded with 
the STF terms, returned to the spatial domain, degraded with additive noise, spectrally 
integrated to form the passbands of interest, returned yet again to the spatial-frequency 
domain, reconstructed via a (non-iterative) Weiner-Helstrom filter, and the spatial-
domain representation is converted to detected electrons and quantized to digital counts.  
The resulting simulated scene is then used by the target detection algorithm to assess the 
image utility and compare the system designs. 
 
4.3 Characterization of Multi-Aperture Imaging Systems 
 
As discussed in Chapter 3, imaging systems that can be modeled as linear and shift 
invariant are fully characterized by the point spread function (PSF) or optical transfer 
function (OTF).  For the multi-aperture systems under investigation in this research, the 
single most significant contributor to the OTF is the design of the multi-aperture pupil 
function.  This is due to the fact that the OTF of a telescope, which is a key component of 
the overall system transfer function (STF), is defined by the complex autocorrelation of 
the aberrated pupil function.  Since this research is investigating the spectral nature of 
multi-aperture system, the spectral effects associated with the geometry of the pupil 
function, the phase errors and optical aberrations across the pupil function, the OTF of 
the synthesized aperture, and the STF of the system, are all of great importance to the 
simulation process.  The following discussion outlines the approach to characterizing 
these spectrally-dependent aspects of the simulation process. 
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4.3.1 Characterization of the Aberrated Pupil Function 
 
A few aspects of common multi-aperture telescope designs are worth noting: rotational 
asymmetry, phasing errors due to misalignments of sub-apertures, and aberrations across 
individual sub-apertures.  It is possible to accommodate these contributions to wavefront 
error into a complex pupil function with a wavelength-dependent phase term. The 
simulation code created by Introne (2004) provides two options for recording the OPD 
error across the aperture: use of standard aberration coefficients, 
abcW , in the polynomial 
of Eq. (59), and the use of normalized Zernike polynomials to describe the OPD across 
the aperture. 
 
Either method for describing the wavefront error across the aperture requires a means to 
apply piston, tip, and tilt errors, and any higher-order aberrations that may be required (as 
with hexagonal sub-apertures).  A random number generation process, based on a zero-
mean, unit-variance, Gaussian distribution was used to simulate the values representing 
the various wavefront error contributions (polynomial coefficient weights).  Generating 
random values for the polynomial coefficients being used to represent the actual 
wavefront error, allowed for a convenient way to simulate optical aberration within a sub-
aperture.  As mentioned in Sections 3.6.6 and 3.13, the simulation of OPD across 
hexagonal sub-apertures cannot rely on polynomial-based representations of wavefront 
error; in these cases OPD profiles were simulated through the mathematical 
manipulations of samples of real-world OPD measurements obtained by Zelinski (2009).  
However they were generated, the OPD associated with each sub-aperture were then 
synthesized to form the wavefront error of the entire multi-aperture system. 
 
Once the OPD profiles for the individual sub-apertures have been created, the 
synthesized multi-aperture OPD profile is sampled over a regular grid.  This is done to 
provide a single Cartesian representation of the entire aberrated complex pupil function.  
The rms wavefront error, as calculated in Eq. (70), is reported for each random 
instantiation of sub-aperture optical aberration and phasing error.  Reported rms 
wavefront error values are with respect to the central wavelength in the given spectral 
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passband.  The individual randomly-generated aberration polynomial coefficients are 
scaled to achieve the desired level of rms wavefront error.  Similarly, the OPD profile 
generated for a hexagonal sub-aperture is scaled to achieve the desired level of rms 
wavefront error for the simulation being conducted. 
 
One of the parameters being varied in the trade-space comparison between the sparse-
aperture and segmented-aperture system designs is that of rms wavefront error.  When a 
certain rms wavefront error is required for a given simulation, the randomly generated 
values are scaled to produce the desired instantiation of wavefront error. 
 
The randomly generated coefficient values for the sparse aperture case and the generated 
OPD profiles for the segmented aperture case are recorded and used as a starting point for 
estimating the wavefront error in the system when performing image reconstruction.  
Exact knowledge of the coefficient values or OPD profile would essentially equate to 
perfect knowledge of wavefront error.  To simulate imperfect knowledge, the coefficients 
describing the actual aberrations of the Tri-Arm sub-apertures, or the hexagonal sub-
aperture OPD profiles, were randomly scaled to produce an estimate of the rms wavefront 
error for use in reconstruction processing.  Coefficient scaling was achieved through the 
addition (or subtraction) of randomly generated values based on a uniformly-distributed, 
zero-mean, random variable of an appropriate standard deviation.  The process for 
generating the estimated OPD function is more fully discussed in Section 3.13, as are the 
metrics for quantifying the accuracy of the estimated wavefront error function. 
 
Zernike polynomial coefficients were used in this work, as opposed to the aberration 
polynomial coefficients defined by Wyant and Creath, when generating OPD profiles for 
sparse aperture imaging systems.  The method used by Zelinski (2009), and further 
addressed in Sections 3.6.6 and 3.13, was used when dealing with OPD profiles for 
segmented-aperture imaging systems. 
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4.3.2 Characterization of the Aberrated Optical Transfer Function 
 
Having described the process for simulating the complex aberrated pupil function in 
Section 4.3.1, we can now discuss the generation of the simulated complex OTF.  It 
should be remembered that the OTF is spectrally-dependent, and that the simulation 
process needs to calculate the OTF for many different incident wavelengths of light.  For 
each wavelength of light (Eq. (83)) the pupil function employed in the calculation of the 
OTF is scaled (i.e., spatially re-sampled) by the simulator to accommodate for the 
wavelength-dependent nature of the physical optics involved.  The scaled pupil function 
is smaller for longer wavelengths, and larger for smaller wavelengths. 
 
Additionally, the aberrations applied to the pupil function are also dependent upon the 
wavelength of incident light.  As shown in Eq. (83), the phase applied to the complex 
pupil function is inversely proportional to wavelength, which means that the amplitude of 
the phase errors is being spectrally-scaled as a part of the complex autocorrelation of the 
aberrated pupil function.  This indicates that at longer wavelengths, the strength of the 
aberrations should be reduced, due to the reduction in phase amplitude, as compared to 
the aberrations encountered at smaller wavelengths.  The simulation code accounts for 
this effect. 
 
In summary, as wavelength increases, the spatial resolution supported by the optical 
cutoff of the OTF gets coarser and the relative strength of the phase errors across the 
pupil function gets smaller, as wavelength decreases, the spatial resolution supported by 
the optical cutoff of the OTF gets finer and the relative strength of the phase errors across 
the pupil function get stronger.  It is the magnitude of the changes in aberration strength 
that will have an interesting effect on the spectral nature of the imagery produced by the 
multi-aperture systems being simulated in this proposed research. 
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4.3.3 Characterization of the Aberrated System Transfer Function 
 
The following individual transfer function contributions to the STF were discussed in 
Chapter 3: the fully synthesized complex aberrated aperture OTF, the detector array MTF 
due to the spatial sampling process, the detector array MTF due to carrier diffusion in the 
depletion region of the semi-conductor material of the detectors, and the atmospheric 
turbulence MTF.  These contributions to the total STF are modeled in the simulations 
used in this work, effectively capturing the principal imaging system characteristics that 
impact the utility of the multispectral imagery produced. 
 
The STF of the multi-aperture systems being simulated is complex-valued, spectrally-
dependent, and does not exhibit rotational symmetry.  The simulation code generates 
many monochromatic STF, which are then used to synthesize the various passbands of 
interest to form the detected scenes.  The approach taken to do this is the more 
computationally intensive, and more physically accurate, method of passband synthesis 
discussed in Section 3.11.1 and described by Eq. (94).  The spectrally-averaged 
polychromatic MTF synthesis method described in Section 3.11.2 does not produce an 
appropriate estimate of the real-world multispectral scene.  This is due to the 
polychromatic MTF approach’s reliance on the assumption of a smoothly-varying 
rotationally-symmetric MTF across the passband of interest; a case which does not exist 
for the rotationally-dependent, non-smoothly-varying MTF associated with the multi-
aperture systems being studied. 
 
Having characterized the complex STF and discussed the choice of passband synthesis 
process, the simulated imaging process can now be fully presented.  The object scene 
data cube, which represents the spectral radiance reaching the entrance aperture of the 
imaging system, is modulated by the fully formulated complex STF that characterizes the 
imaging system optics, the motion experienced during the integration time of the 
detector, the detector physics, and the atmosphere.  The resulting modulated spectral data 
cube is then spectrally re-sampled (integrated) to form the passbands of interest for the 
simulated multispectral sensor, with appropriate scaling and conversion factors applied to 
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convert the data cube from units of radiance into detected electrons.  At this point, the 
noise terms being modeled in the imaging chain are added to the detected (passband-
integrated) spectral data cube.  The resulting noisy multispectral image is quantized via 
an analog-to-digital conversion process to form the final image product with individual 
pixels having units of digital counts.  Discussion of the noise terms, spectral passband 
integration process, and the other post-processing aspects of this work are provided in the 
following sections. 
 
4.3.4 Characterization of System Noise Terms 
 
Real-world imaging systems suffer from various sources of noise, making the modeling 
of noise an important aspect of the multi-aperture system simulation developed for this 
work.  The noise sources being simulated include: photon noise, dark current noise, read 
noise, electronic noise, and quantization noise.  These noise sources are functionally 
modeled in the simulation code as described in Section 3.12.  The noise is applied in the 
spatial domain after the passband integration step has been accomplished.  The addition 
of noise post-integration makes sense, since these noise terms would manifest themselves 
on the passband-delimited signals being sensed by and/or read out from the detector 
array. 
 
Introne (2004) mentions that the simulation code only implemented three separate noise 
terms; photon noise, dark current, and “read” noise.  Introne stated that his usage of the 
term “read” noise was to indicate a single Gaussian distributed noise term that 
collectively accounted for the signal read out noise, electronic noise, and quantization 
noise as described in Section 3.12.  In this work, these three noise terms (read, electronic, 
and quantization) have been simulated separately to allow for more flexibility in the 
setting of imaging system design parameters. 
 
Introne (2004) also states that at high SNR the photon noise can be modeled by a 
Gaussian distribution, though he provided an option in the photon noise simulation code 
for using the more accurate Poisson distribution if so desired or for low SNR cases.  In 
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this work, the photon noise Poisson distribution model is used since the multispectral 
nature of this work necessitates lower SNR in each individual spectral band, as compared 
with Introne’s focus on panchromatic imaging cases. 
 
In this work, the only spectrally-dependent noise term is that of photon noise.  In the 
calculation of the standard deviation of the photon noise, as presented in Eq. (155) and 
Eq. (156), the source radiance, ( )λ;, yxLsource , is provided by the source object data set, 
the optical transmission curve, ( )λτ opt , is the one used by Introne (2004) (which was 
based on data acquired from the Hubble Optical Telescope Assembly), and the spectral 
quantum efficiency curve, ( )λη , is also the one used by Introne (which was based on the 
spectral response curve of a silicon detector with indium tin-oxide gates).  Note that the 
detected signal, [ ]yxS sig , , is in units of electrons and the conversion factors are as 
defined in section 3.3. 
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Note that in Eq. (155) and Eq. (156), the detected signal, [ ]yxS sig , , has not undergone 
modulation by the STF; an oversight that will shortly be addressed.  From Eq. (155) and 
Eq. (156), one can see that the standard deviation of the Poisson-distributed photon noise 
is a spatially-varying function, with each detector in the array having its own independent 
standard deviation value based on the strength of the radiance signal it receives.   This 
effect is modeled in the total noise simulation applied to each integrated spectral 
passband image plane as follows: 
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where the term, [ ]itinobj yxg Λ;,_ , denotes the integrated detected image (i.e. the system-
modulated signal) for the ith spectral passband, iΛ , and [ ]yxn ,1 , denotes the unit-variance 
Poisson-distributed random variable that describes photon noise, and the other terms 
denote the standard deviations for dark current, quantization, electronic, and signal read-
out noises, and their corresponding unit-variance, zero-mean, Gaussian-distributed 
random variables.  It is important to note that in the previous equation each of the terms is 
provided in units of electrons to facilitate the calculation of the total noise added to a 
given detected spectral band of the multispectral imaging system. 
 
It is instructive to note that the values assigned to darkσ , quanσ , elecσ , and readσ , could be 
made to be dependent upon the spectral passband of interest, iΛ , or even spatially-
varying across the detectors of the image plane, if warranted in modeling the physics of 
specific real-world multispectral detector arrays.  In the present work, such dependencies 
have been ignored, and these terms are treated as constants across the spectral passbands 
of interest and the rows and columns of the simulated detector arrays. 
 
4.3.5 Implementation of Passband Integration 
 
To simulate the image capture of a multispectral collection system accurately, one needs 
to start with an object scene that is finely sampled in both the spectral and spatial 
dimensions.  After the finely resolved spectral source data is propagated through the 
imaging system, it needs to be synthesized into the more spectrally-coarse passbands of 
interest.  The method for performing this spectral integration was previously discussed in 
Section 3.11.1. 
 
Introne’s code used an optical transmission curve, ( )λτ opt , which was based on data 
acquired from the Hubble Optical Telescope Assembly (OTA), and a spectral quantum 
efficiency curve, ( )λη , which was based on the spectral response curve of a silicon 
detector with indium tin-oxide (ITO) gates.  Introne (2004) chose these curves as being 
representative of what might be encountered in remote sensing systems designed for 
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space-based observation of the Earth’s surface, though he admits that their selection was 
somewhat arbitrary.  These curves have been used in this work as well, though in future 
such choices could easily be tailored to the demands of specific system designs. 
 
Once the passbands of interest are formed, the multispectral dataset is degraded by the 
various noise sources outlined in the previous section.  It is this simulated dataset that 
best represents the imagery collected by the multispectral multi-aperture satellite system.  
In the next section, the process of image restoration will be discussed, in the hopes of 
recovering some of the image quality lost to the physical degradations inherent in the 
multi-aperture system. 
 
4.4 Image Restoration 
 
Having explored the aspects of the imaging chain that degraded the image quality of the 
detected multispectral imagery, all that remains is to discuss post-processing methods for 
recovering as much of the lost image quality as possible.  Image restoration, or image 
reconstruction as it is sometimes called, is a method whereby an estimate of the true STF 
of the imaging system is used to correct for some of the signal modulation that occurred 
during the imaging event.  The practice of applying image reconstruction filters to 
detected scenes is so widespread that no discussion of an end-to-end imaging chain can 
ignore this post-processing stage of image formation. 
 
As discussed in Section 3.14, the Wiener-Helstrom filter provided an excellent option for 
the development of restorative filters tailored to the multi-aperture multi-spectral imaging 
systems being simulated in this work.  In the best case scenario, the Wiener-Helstrom 
filter takes the form: 
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where ( )iH Λ;,ηξ  is the actual aberrated STF of the multi-aperture imaging system over 
the integrated passband of interest, iΛ , ( )iH Λ;,* ηξ  is the complex conjugate of 
( )iH Λ;,ηξ , and ( )innS Λ;,ηξ  and ( )iffS Λ;,ηξ  are the passband-dependent noise power 
spectrum and the signal power spectrum, respectively.  In reality, having perfect 
knowledge of any of these terms is impossible, which is why the more realistic approach 
to simulating an image reconstruction process is to develop estimates for each of these 
terms and create a Wiener-Helstrom filter having the following functional form: 
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*
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where the caret notation indicates an estimate of the underlying term as previously 
defined.  The estimate of the STF for a given spectral band can be modeled as: 
 
[ ] [ ] [ ] [ ]
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FTM
FTMFTMFTOH
Λ×
Λ××Λ=Λ
;,ˆ
;,ˆ,ˆ;,ˆ;,ˆ det,,
ηξ
ηξηξηξηξ
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where [ ]ijittersmearapFTO Λ;,ˆ ,, ηξ  is the estimate of the aberrated OTF for the ith passband 
which includes the effects of both smear and jitter (as discussed in Section 3.9.2), 
[ ]ηξ ,ˆ detFTM  is the estimate of the detector array MTF, [ ]icdFTM Λ;,ˆ ηξ  is the estimate of 
the carrier diffusion MTF, and [ ]iatmFTM Λ;,ˆ ηξ  is the estimate of the atmospheric MTF. 
 
In practice, the estimates for the detector array, carrier diffusion, and atmospheric MTF 
terms can be set equal to their calculated values at the center wavelength of the passband 
of interest.  These estimates are based on the idea that the values of these spectrally-
dependent MTF contributions, evaluated at the central wavelength of the passband of 
interest, are excellent estimates of the behavior of these MTF terms across the entire 
passband.  Note that once the simulation code has integrated the spectral bands of interest 
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from the processed high spectral resolution source data, the formulation of a perfectly 
known single STF term for a given integrated passband is impossible, requiring the use of 
an estimated STF and precluding a perfect reconstruction process. 
 
The aberrated aperture OTF requires a more sophisticated method for its estimation, in 
order to successfully model the image reconstruction process.  To estimate the optical 
aberrations and sub-aperture phasing errors present in the OTF, the idealized simulated 
phase retrieval processing step described in Section 3.13 will be employed to gather and 
use estimates of the wavefront error across the passband of interest.  These estimates of 
the OTF of a given passband are important in that their relative levels of inaccuracy are 
the main drivers of the image quality achieved by the reconstruction process.  Eq. (161), 
which is analogous to Eq. (143) in Section 3.14.2, illustrates the formulation of the 
estimated OTF where the wavefront error is estimated to within some specified amount 
of error as compared with the true wavefront error across the aperture. 
 
The methodology used to create the estimate of wavefront error and the metrics used to 
quantify the error present in the estimation are fully described in Section 3.13. 
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    where  
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and the subscript j is used to denote the passband of interest, jΛ , since the subscript i is 
used to denote the individual sub-aperture of interest in the summation. Again the caret is 
used to denote an estimate of the actual term used in the analogous calculation of the 
aberrated OTF formulated in Eq. (143) and Eq. (144). 
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The estimate of the noise power spectrum can be made from knowledge of the simulated 
noise sources in the model.  A second random instantiation of noise is used to estimate 
the one actually used in the detected image formation process.  This second instantiation 
of noise across the scene is transformed into its spatial-frequency spectra for use in the 
Wiener-Helstrom filter.  As for the signal power spectrum, it is modeled as the spatial-
frequency domain representation of the simulated noisy, passband-integrated, detected 
scene from the multispectral passband of interest.  This estimate of the signal power 
spectrum includes the actual noise experienced by the imaging system, making it really 
an estimate of the power spectra of the noise and signal together.  This fact cannot be 
helped however, as true knowledge of the noise experienced during image formation 
would be unavailable to a real-world image restoration process, such as the one being 
simulated here. 
 
Since the use of an estimated noise power spectra and signal power spectra, as defined 
above, often proved to be unsatisfactory from an image quality standpoint, the fallback 
procedure of using a constant in place of the noise-to-signal ratio term, ( )( )iff
inn
S
S
Λ
Λ
;,ˆ
;,ˆ
ηξ
ηξ
, in 
the denominator of the Wiener-Helstrom filter was employed in the model.  This constant 
was manually adjusted until an acceptable level of image quality was achieved in the 
reconstructed scene.  This process of manual filter adjustment is labor-intensive, but is 
often used in the remote sensing community to fine-tune the image reconstruction 
process. Fortunately, a suitable choice of a single tuning value was found that provided 
acceptable image quality across the majority of the simulated scenes.  Since an idealized 
reconstruction is not necessary to meet the goals of this dissertation, a single value 
producing acceptable reconstruction across the majority of simulated scenes makes for an 
acceptable implementation choice. 
 
4.5 Target Detection as an Image Quality Metric 
 
As discussed in Chapter 3, this research uses target detection to determine points of 
equivalent image utility among competing multi-aperture system designs.  Though the 
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target detection algorithm employed is the final processing step in the simulated imaging 
chain, its success as a tool for measuring image utility depends upon the number and 
kinds of targets present in the original radiance source object scene. 
 
In the theoretical discussion of target implantation, it was suggested that a jointly spatial 
and spectral target definition, such as a “red car” or vegetation with a certain spectral 
signature, could be inserted in the DIRSIG scene.  Any such target set would have to 
represent the expected variations in such targets (e.g., make and model of the cars, 
spectral definition and variability of the color “red”, orientation in space, spectral 
masking and mixing effects of objects or shadows, etc.).  The number of targets 
implanted in the scene would have to be large enough to allow for the calculation of 
accurate statistics for the probability of detection, DP , and probability of false alarm, FAP
.  With a large enough simulated ground footprint, adding large numbers of targets may 
be tedious, but it is possible. 
 
An alternate method to implanting some finite number of jointly spatial and spectral 
targets was one proposed by Stefanou (2008); sub-pixel mixing of a target spectral 
signature with every pixel in the source object scene.  The relative strength (weighting) of 
the mixed target signature varies across the scene.  This method of target implantation 
ensures that a large number of targets (one per pixel) may be used to support the 
calculation of DP  and FAP .  However, this method of spectral target detection relies 
solely on spectral signature characterization, which is more appropriate for hyper-spectral 
imaging systems, as opposed to the multispectral systems being studied in this work.  
Also, this method of target implantation does not use any spatial signature, which may 
not be as applicable to the kinds of real-world targets that a space-based multi-spectral 
imager would be tasked to locate. 
 
Several sets of targets were investigated.  In fact, a large part of the effort spent to verify 
the detection-based comparisons of competing telescope designs was spent on developing 
useful target sets.  Early experiments focused on targets that mimicked scene content 
from the RIT Megascene.  These targets were chosen to span a range of scales – cars, 
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swimming pools, houses, buildings – and were embedded in the synthetic scene to 
provide spatial and spectral targets for detection algorithms to search for.  Unfortunately, 
these targets, based on “real” scene content tended to be completely indistinguishable 
from the background or were too easy to find.  In short, targets that resembled large 
portions of the background too closely were unreliable in determining Receiver 
Operating Characteristic (ROC) curves.  Since the intended differentiation between 
targets and similar objects (e.g., red and blue cars), or unrelated background materials 
(cars and foliage) was based in large part on spectral content; the spectrally dependent 
spatial blur from the STF of the simulated multispectral telescope tended to mix the 
spectral signatures of the targets and background.  These targets were found to be ill-
suited for ROC curve generation across the full range of probabilities of detection and 
false alarm. 
 
It was found that simple and completely artificial targets that did not rely on specific 
spectral signatures made the best targets for determining valid ROC curves for the optical 
systems being studied.  The final set of targets developed for this research were designed 
to be 3-inch wide bars (of various appropriate lengths) forming a plus sign (“+”), a letter 
“x”, and a block letter “c”.  Equal numbers of these three targets, with random intensities 
applied to each individual target, were randomly placed throughout the source image 
scene – a third of each type of target were given random magnitudes in the lower third of 
the scene dynamic range, another third were given a random magnitude in the middle 
third of the scene dynamic range, and the final third were given a random magnitude in 
the top third of the scene dynamic range. An illustration of one instantiation of this target 
distribution process is provided in Figure 4.6. 
 
An additional concern in the design of these targets was their angular dependence.  The 
“+” and “x” shapes were designed to complement one another on the orientation of their 
spatial frequency content; the “x” was simply a “+” rotated by 45 degrees.  In this way, 
the asymmetric nature of the OTF generated by the geometries of the TriArm-9 and Hex-
18 pupil functions could be assessed in terms of target detection performance.  The 
results for these three types of targets were used to assess the equivalency of system 
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design utility.  Under this working definition, equivalent systems must perform equally 
well for each target type.  That is to say, instantiations of TriArm-9 and Hex-18 designs 
are considered “equivalent” systems if the two generated ROC curves for the “+”, “x”, 
and “c” targets have a high level of correlation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6: Example Distribution of Embedded Targets and Corresponding Binary 
Truth Maps. 
 
Obviously, this definition of equivalency depends entirely upon the target set used in the 
evaluation.  The shape and extent of the targets and the number of different target types 
will heavily affect the comparisons.  One can easily see that adding a new target shape to 
the current mix might affect the determination of system equivalency in either direction 
(better or worse).  Knowing this, it becomes important for the system designer to 
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understand the rotational dependencies of the spatial frequency spectra of the systems 
being evaluated and to design target sets that will effectively measure the system 
performance under expected operational conditions.  A full investigation into these 
performance considerations is beyond the scope of this current effort; we are concerned 
only with determining if this comparison paradigm may be successfully applied to 
compare of system designs.  If a reasonable set of targets is found that accomplishes this 
task, then a target-detection comparison method has been achieved. 
 
4.5.1 Generating the ROC Curves 
 
Once the targets were embedded randomly in the source scene, the image was passed 
through the monochromatic STF of the telescope design.  Then the spectra were summed 
to create the desired number of multispectral bands, various sources of noise were 
applied, and the generated scene was restored via a Wiener filter employing some level of 
wavefront knowledge.  At the conclusion of this image chain, the restored image was 
correlated with a filter matching the idealized (unaberrated) spatial extent of each of the 
three target types.  This generated a correlation map for each type of target, which is a 
single-band floating-point image containing normalized correlation coefficients that were 
calculated by the target filter at each pixel. 
 
This correlation map is used in conjunction with the binary target location truth map 
created when the original targets were placed randomly in the source image to calculate 
the corresponding ROC curve.  The ROC curve is generated by varying the decision 
threshold in steps of 0.01, from 0.0 to 1.0.  For a given threshold value, the number of 
true target detections and the number of false alarms was calculated by finding all cases 
with correlation coefficient greater than or equal to the chosen threshold value.  Figure 
4.7 shows examples of the binary decision maps which correspond to various choices of 
correlation coefficient threshold values. 
 
It is interesting to note that this simple target detection algorithm can work even with 
highly aberrated multispectral scenes that have been restored with relatively poor levels 
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of wavefront knowledge.  Though the human visual system relies heavily on the spatial 
fidelity of the scene to perform target detection tasks, there isn’t the same level of 
restriction on similarity metrics, such as the correlators employed here. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7: Examples of Binary Decision Maps from a Correlation Coefficient Map 
Representing Various Decision Thresholds. 
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A single ROC curve generated in this manner would be heavily influenced by the 
particular wavefront errors, noise, and conditions of the targets embedded in the scene.  
To provide for statistical significance in the determination of a ROC curve that is truly 
representative of the candidate imaging system, multiple simulations of each design were 
conducted and the generated ROC curves were regressed to determine an average ROC 
curve shape used to describe the target detection capabilities of the imaging system.  A 
small study showed that twenty random iterations were enough to produce viable (stable) 
ROC curves with which to describe the systems; iterations beyond twenty did not 
significantly change the shape of the average ROC curves. 
 
For each set of twenty random ROC curves, the final ROC curve is a non-linear 
regression of the individual data points.  The generic functional form for the ROC curve 
was as described by Lloyd (2000): 
( ) θθ
θ
xex
xey
∆
∆
+−
=
1
 (163) 
where θ and ∆ are the so-called “regression coefficients” of this 2-parameter functional 
form.  Initial estimates of θ=1.197 and ∆=2.54 were used to seed the nonlinear regression 
process as suggested by Lloyd from his evaluation of least-squares processing methods 
for binomial regression.  These values led to rapid convergence of the ROC curve to the 
collected data.  The nonlinear regression algorithm used to process the ROC curve data 
was a modified Levenberg-Marquardt method in the IDL statistical processing package. 
 
It should be noted that other functional forms for describing ROC curves are to be found 
in the literature (Kang 2007).  A quick internet search yields several results, many of 
which are essentially variations on the forms provided by Lloyd and Kang, the latter of 
which takes the form: 
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where,  θ and ∆ are once again the regression coefficients of this alternative 2-parameter 
functional form.  The chief reason why the formulation provided by Kang (and those like 
it) was not used in this work had to do with the presence of the discontinuity in the 
functional form.  Though this is perfectly acceptable for use in describing ROC curves, 
the presence of the discontinuity may occasionally cause the nonlinear regression module 
provided within IDL to fail to converge on a solution. 
 
Figure 4.8 provides some example ROC curve plots which were produced by regressing 
the twenty ROC curve instances generated for a given simulated Hex-18 segmented-
aperture telescope design against the functional form provided in Eq. (163). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8: Representative Plots of Multiple Simulated ROC Curves for All Three 
Targets and their Resulting Non-Linear Regressed “True” ROC Curve. 
 
 
“+” Target “x” Target “c” Target 
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4.5.2 Methods for Comparing ROC Curves 
 
The specific shape of a ROC curve provides a way of characterizing the image utility of 
the imaged multispectral scene.  This fact allows for the comparison of competing 
imaging systems.  If the ROC curves of different imaging systems are compared and their 
shapes are found to be closely matched, then the systems can be said to provide 
equivalent image utility within the context of the specific target detection task. 
 
If multiple target sets are implanted in the source scenes, then multiple sets of ROC 
curves may be generated, one for each target detection algorithm.  If the corresponding 
shapes of these multiple target-specific ROC curves match well with the curve shapes 
generated from a competing system design, then there is a greater confidence that the 
achieved image utility of the competing system designs is equivalent.  Remember that the 
ultimate goal of this research is to find points of equivalent image utility between 
competing multi-aperture designs.  
 
How closely a pair of ROC curves must match to be considered “equivalent” is a 
question without a satisfactory answer.  It should be noted that there are plenty of metrics 
in the literature for computing how well two ROC curves compare, but the most common 
metric is the comparison of calculated area under the curve (AUC) for each ROC curve 
(Bandos 2005) (Gur 2008).  Comparisons of the AUC were first used to determine points 
of equivalency in image utility between the competing system designs, but there were 
problems with relying solely on this metric.  One can easily envision a case where two 
different shapes nevertheless yielded the same area. 
 
A more suitable metric for comparing two ROC curves is to calculate their linear Pearson 
correlation coefficient, which is a simple test of linearity between two curves.  For 
example, if two curves are identical, then the Pearson correlation would obtain a value of 
1.0, perfect correlation, since each point on the first curve exactly matches the 
corresponding point on the second curve.  If the curves are not identical, the resulting 
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Pearson correlation value will decrease.  In practice, the Pearson correlation coefficient 
ranges from 0.0 to 1.0.  It should be stated that the Pearson correlation actually measures 
for linear relationships; if the second curve was simply a scaled version of the first curve, 
for example, Y1 = X1 and Y2 = 2X1, then the Pearson correlation would also yield a value 
of 1.0, since the two curves are perfectly scaled representations of one another, i.e. have a 
perfect linear relationship.  However, when the curves being compared are ROC curves, 
which by definition have axes representing probabilities (all values between 0.0 and 1.0), 
any concern that scaling will unduly affect the correlation outcome is removed. 
 
Having found a suitable correlation-based metric, the question of how well matched any 
two curves must be in order to be considered “functionally equivalent” remains to be 
answered.  To help answer this question, system equivalency data for comparisons 
yielding Pearson correlation values of 0.999 or greater, 0.9999 or greater, and 0.99999 or 
greater were used for each of the three types of target ROC curves.  The results from 
these three threshold values were used to determine the points of equivalency between 
the competing system designs, as will be discussed in Chapter 5. 
 
As will be discussed further in Chapter 5, the Pearson correlation coefficient, though 
useful in performing a direct comparison of two candidate ROC curves, cannot be used as 
a regression value metric for determining functional forms for describing the parameter 
trade space.  Metrics such as the total area under the curve (AUC), the area under the 
curve up to a PFA of 0.2, etc., are much better suited for use in multivariate regression 
tasks. 
 
4.6 Approach to Trade-Space Exploration 
 
“Design of experiments” is widely discussed in the literature of statistics, engineering, 
and manufacturing product quality.  Whether one follows the design practices of the 
Fisher (1926) or the Taguchi (2000, 2005) (Box 2005) (Fowlkes 1995) schools of 
thought, the general idea is to reduce the size of the experimental study space to make the 
experiment manageable. 
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The chief experimental design parameters in this work include: (1) sub-aperture piston, 
tip, and tilt (PTT) contributions to OPD, (2) higher-order aberration contributions to OPD 
within a sub-aperture, (3) SNR (as represented by integration time), (4) size of the 
synthesized aperture (i.e., encircled diameter), (5) fill factor, (6) ground sample distance 
(GSD), (7) knowledge of total wavefront error, and (8) number of spectral bands in the 
final output image.  Managing this trade-space of physical parameters was important.  It 
should be noted also that multiple examples of wavefront error for a given RMSE value 
of OPD must be simulated to provide statistical significance to the results of the target 
detection-based performance metrics, so any combination of system parameters also 
entailed the generation of multiple simulations under those parameters. 
 
The experimental design of the trade-space study originally intended to use a fractional 
factorial experimental design.  A factorial design provides for all combinations of factors 
(parameters) in the design space being investigated on a statistical level, but would have 
obviated the need to run simulations for every point in the entire multi-dimensional trade 
space.  For the purposes at hand, a full accounting of combinations is impractical due to 
the large number of parameters and associated values.  A properly designed fractional 
factorial experiment would have allowed the number of individual cases to be pared 
down.  A true fractional factorial experimental design was not followed due to time 
constraints, and the level of effort required.  A full-factorial experiment with a reduced 
number of steps (values) along each of the parameter dimensions was used instead.  The 
parameter values are provided in Table 4.4.  Some parameters are more important to the 
utility of the final image product. 
 
Table 4.4 shows that the wavefront error due to sub-aperture phasing (PTT) and higher-
order optical aberrations, size and geometry of the multi-aperture pupil function, 
accuracy of the estimated wavefront error, collection geometry, SNR, and number and 
bandwidths of synthesized bands are the important drivers of image quality in the 
simulated image chain.  As can be readily observed, the number of permutations provided 
by the number of parameters and their values is quite large.   
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Factor / Parameter Number of Value Bins / Choices 
Piston, Tip, and Tilt (PTT) Phasing 
Errors between Sub-Apertures 
3 values of OPDRMS 
(Multiple runs required for statistical significance) 
(0.05 λ, 0.15 λ, 0.25 λ) 
Higher-Order Optical Aberrations 
within an Individual Sub-Aperture 
3 values of OPDRMS 
(Multiple runs required for statistical significance) 
(0.15 λ, 0.30 λ, 0.45 λ) 
SNR / Integration Time (µs) 3 for Tri-Arm (100, 200, and 500 µs) 3 for Segmented & Circular (50, 100, and 200 µs) 
Encircled Diameter of Multi-
Aperture System (size of 
synthesized pupil function) 
6 for Tri-Arm (7.3 m, 8.0 m, 8.76 m, 9.45m, 10.22 m, 11.0 m) 
6 for Segmented(3.0 m, 4.0 m, 4.36 m, 5.81 m, 6.0 m, 8.73m) 
3 for Circular monolith  (3.0 m, 4.0 m, 6.0 m) 
Fill Factor 
3 for Tri-Arm  (22.5%, 18.0%, 15.8%) 
1 for Segmented  (78.347%) 
2 for Circular monolith (91.0%, 99.0%) 
Estimate of Wavefront Error 
Across the Aperture 
3 levels of WFE knowledge 
(“low”, “med”, “high”, as defined in Chapter 5) 
Ground Sample Distance 3 cases (3.0 in, 4.5 in, 6.0 in) 
Designation of Spectral Bands 
Being Synthesized from Simulated 
Raw Image (number of bands and 
their bandwidths) 
2 cases (4-band & 7-band) 
            Blue = 400-500 nm           Blue1 = 400-460 nm 
            Green = 500-600 nm        Blue2 = 460-520 nm 
            Red = 600-700 nm           Green = 520-580 nm 
            NIR = 700-900 nm            Red1 =  580-640 nm 
                                                     Red2 =  640-700 nm 
                                                     NIR1 =  700-800 nm 
                                                     NIR2 =  800-900 nm 
 
Table 4.4: Simulated Multi-Aperture System Parameters being Studied. 
 
Equally important are the source scene, development of the joint spatial and spectral 
target sets implanted into the source scenes, and development of suitable detectors 
(correlation filters) for detection-based tasking that is used to quantify image utility, but 
since these parameters were given, in effect, only one value during this trade-space 
exploration, they were not included in Table 4.4. 
 
A set of targets is considered to be useful if it provides some sensitivity to changes in the 
detection threshold for the test statistic (normalized correlation value).  This means that 
the embedded target set and the detector designed to find the targets may be used to 
produce a valid ROC curve under each permutation of system parameters.  After a usable 
set of targets and detectors (correlation filters) were developed, the location of system-
design equivalents within the chosen design trade space were determined. 
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Chapter 5 
 
Results 
 
This discussion provides the results from the investigation of the target detection-based 
comparisons of the image utility of competing multispectral, multi-aperture telescope 
designs.  The first part describes the telescope design trade space and provides sample 
data at various tap points in the processing chain.  The second part presents the validation 
of the modeling process. Subsequent sections present the design parameters and related 
information that yielded points of equivalent image utility. 
 
If a complex image chain is modeled to simulate an imaging system, then it makes sense 
to discuss efforts to validate that model.  Previous generations of the multi-aperture 
simulation code were developed by Introne (2003, 2004) and subsequently augmented by 
Block (2005), Daniel (2009), and Zelinski (2008).  Simple test cases were routinely used 
to ensure that the underlying image chain simulation processing was in no way affected 
as the code base was further adapted.  This is not to say that the code specifically 
pertaining to the imaging chain was not altered during this current research effort, only 
that the changes implemented did not alter the validity of the resultant restored images 
being generated by the simulation code.  The interested reader is directed in particular to 
Introne (2004) and Zelinski (2008) for further details on efforts to validate the 
applicability of the underlying multi-aperture simulation code to describing real-world 
multispectral simulation of sparse-aperture and segmented-aperture imaging systems. 
 
A great deal of effort was employed to improve the functionality and efficiency of the 
code base.  The size of the parameterized trade space being investigated in this work 
required significant changes to the code base to improve processing times. This was done 
by employing matrix operations in lieu of nested loops wherever possible, removing 
redundant operations, removing code not directly applicable to the simulation processing 
required for this research, reducing the number of memory allocation calls, and support 
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for file-based passing of test case parameters to the simulation code as opposed to relying 
on keyboard data entry or hard-coded values. 
 
Some basic aspects of the simulated collection conditions were changed in support of this 
current work.  Introne and Zelinksi simulated their multi-aperture imaging systems in mid 
Earth orbit (MEO) or geostationary orbit.  The simulated systems considered here are 
placed at the upper limit of a low Earth orbit (LEO), which the author feels is more in-
line with the intended altitudes for such advanced, higher-resolution imaging systems.  
Accordingly, effects of increased smear due to the lower orbit have been accounted for in 
the simulations.  Though this smear might be overly objectionable for a human observer, 
target detection can still make use of such scenes, as will be shown in the following 
sections. 
 
5.1 Trade Space Description 
 
The primary thrust of the current research effort is to examine a broad trade space of 
system parameters which describe potential multi-aperture telescope designs for the 
remote observation of the Earth’s surface and to determine if competing design 
implementations yield equivalent image utility.  The target detection tasks described in 
Chapters 3 and 4 were used to assess the equivalency of a large number of system designs 
spanning the designated trade space, which was based on knowledge of the current state 
of the art in telescope design and best engineering judgment.  The set of parameters in 
Table 4.4 were investigated.  The comparison of the system design permutations is the 
subject of the remainder of this chapter. 
 
A quick calculation based on the number of parameters described in Table 4.4 shows that 
there are 2916 instances of a TriArm-9 sparse-aperture system design and 2916 instances 
of a Hex-18 segmented-aperture system design.  To provide for points of comparison 
with familiar designs, there are 324 instances of a circular monolithic aperture (i.e., 
Cassegrainian) design.  This small number is because higher-order aberrations were not 
simulated and high levels of wavefront error knowledge were applied in these cases.  
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These specific restrictions for the circular monolithic aperture cases provided somewhat 
idealized references for other multi-aperture systems to be compared with. 
 
It should also be noted that early experimental runs showed virtually no difference in 
target detection between the 4-band and 7-band output product cases described in Table 
4.4, so only the 4-band cases were used.  This result is not surprising because the 
embedded targets chosen for this evaluation are essentially spatial in nature with little or 
no spectral character.  This reduced the number of simulation instances to a more 
manageable trade space size of 1458 instances of a TriArm-9 sparse-aperture system 
design, 1458 instances of a Hex-18 segmented-aperture system design, and 162 instances 
of a circular monolithic aperture design. 
 
Having a total of 3078 simulated collection systems means that 61,560 separate 
simulation runs must be carried out (20 runs per system design) to support the nonlinear 
regression used to create the ROC curves associated with each set of imaging system 
design parameters.  The processing time required to create all 61,560 of these individual 
simulations is approximately 5.5 weeks – a task made slightly more tractable by sub-
sampling the processing chain tap-point output images, graphics, and data files 
(simulation log files) normally supported at run time.  Additionally, the entire trade space 
was partitioned into separate jobs and run simultaneously on ten different computers (5 
Dell Precision T3400 computers, 4 Dell Optiplex 760 computers, and 1 Dell Latitude 
E6400 laptop computer) to reduce the actual calendar time required to process all the 
simulation cases.  The simulations were run using either IDL/ENVI 4.6 or IDL/ENVI 4.7, 
depending upon the computer used to run a particular portion of the total job. 
 
The time required to compare the resulting 9,234 ROC curves for the three target types 
was of the order of 27 days, which may seem excessively long, but one must remember 
that each curve is compared to every other curve, for a total of 4,735,503 separate 
comparisons.  The comparison process consists of calculating the sample Pearson 
correlation coefficient between the two ROC curves, comparing the total Area Under the 
Curve (AUC), and the AUC up to a PFA value of 0.1, 0.2, 0.3, and 0.4. 
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To reduce the amount of time required to process all of these comparisons, it was decided 
to focus only on system comparisons between different classes of telescope; TriArm-9 
simulations were compared only with Hex-18 and circular monolith system simulations, 
Hex-18 simulations were only compared with TriArm-9 and circular monolith system 
simulations, and circular monolith simulations were only compared with TriArm-9 and 
Hex-18 system simulations.  The total number of comparisons was reduced from 
4,735,503 to 2,598,156 per target type, requiring a run time of approximately 15 days. 
 
It should be noted that processing time was not accounted for exactly during the 
simulation process.  Varying system loads, network latencies, and I/O considerations all 
increased the time required to process the data spanning the designated trade space.  It 
should be noted that no computing resources were solely dedicated to this project and no 
attempt was made to parallelize or further optimize processing beyond what has already 
been discussed. 
 
5.2 Assessing the Validity of the Target Detection Processing Chain 
 
Before discussing the results of the comparisons between competing telescope system 
designs, it makes sense to ensure that the image simulation and target detection 
processing code is working as expected.  To do this, several simplified multi-aperture 
telescope simulation cases were run to provide a form of sanity check validation of the 
simulation software.  Also, the methodology used for defining and implanting the three 
types of targets used in this trade space study needs to be discussed, as it directly affects 
the validity of the results. 
 
The simple validation experiments include such things as ensuring that as telescope 
aperture size increases the generated ROC curves show improvement in target detection 
(i.e., curves move up and to the left), as SNR improves the corresponding ROC curves 
improve, and as wavefront error is reduced the ROC curves again show improvement, 
etc.  These simple cases were run in such a way as to isolate the effect being sought – in 
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many cases the aberrations, and their random spatial manifestations from sub-aperture to 
sub-aperture, needed to be removed in order to more easily see the performance trend 
being validated. 
 
Even after accounting for the obvious potential impacts on ROC curve generation, such 
as simulated optical aberrations, the expected trend was not always found to occur.  The 
reason for this departure from expectation was in the manner in which the targets were 
created and implanted in the source scene, as will be discussed in the next section.  Once 
the proper target implantation methodology had been worked out, the sanity checks did in 
fact serve to validate the modeling process.  
 
5.2.1 Target Definition and Implantation 
 
The success of this telescope system design comparison method hinges, in part, on the 
nature of the targets chosen for implantation in the simulated source scene.  For the 
current effort, three different target shapes were chosen to drive the tailored target 
detection processing used to produce a product quality metric for system design 
comparison.  Figure 5.1 shows the basic geometric shapes chosen for these three targets. 
 
Each of these targets, when imbedded in the source scene, were designed to have their 
constituent bars (linear elements) be 3 inches wide, and of various lengths, such that the 
area covered by the target shape was always 207 square inches (23 full pixels of coverage 
at a GSDX = GSDY = 3 inches). 
 
Portions of the target extent which overlap less than full pixels, such as those which occur 
at the tips of the vertical and horizontal cross-bars in the “+” target shape, and which 
occur almost everywhere in the “x” target shape, are weighted according to their 
percentage of areal coverage of the pixel they reside in.  When the targets are implanted 
in the source scene, they are mixed with the underlying source pixels according to these 
area-based weightings. 
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Figure 5.1: Geometric Layout of Implanted Targets. 
 
Originally, 21 targets of each of the three types of target, for a total of 63 targets, were 
placed in the source scene.  The source scene was then spatially windowed and scaled to 
the correct field of view and GSD for use with the telescope design currently being 
simulated.  There were two problems with this method of source scene preparation that 
“+” target geometric layout 
“x” target geometric layout 
“c” target geometric layout 
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needed to be corrected in order to perform the basic model validation experiments 
alluded to earlier. 
 
The first problem was in the nature of the scaling function used in IDL to resize the 
source scene to the desired GSD.  The scaling function that was being used (called 
CONGRID) is a point-wise interpolator, meaning that it treats pixel values as if they were 
points in space centered in the middle of the pixel position.  Depending upon the scale 
factor being used, the implanted target signature, when being interpolated in this manner, 
might sometimes be dispersed into neighboring pixels or might be passed at full strength 
into the re-sampled scene.  This would make the target correspondingly harder or easier 
to see than it ought to be based simply on the ground resolution of the current telescope 
design.  This in turn impacts the results of the target detection processing performed later, 
and the generation of the ROC curves describing that detection activity.  The solution of 
course is to avoid a point-wise interpolation and use an area-based interpolation instead 
which treats pixel values as filling the full area of the pixel at the desired GSD.  To 
accomplish this, the author wrote and tested code to generate arbitrarily scaled versions 
of these three target types whose weights were based on the percentage of coverage of the 
static 207-square inch target definitions over the pixels defined by the GSD choice 
assigned to the given simulated telescope design. 
 
The second problem with target implantation which affected the ROC curve generation 
process had to do with the fact that all three types of targets are being placed in the source 
scene at the same time.  The implantation of all three types of targets at once was done in 
order to reduce the number of times that the scene had to be processed through the 
imaging chain.  Though this reduced the number of full processing iterations by a factor 
of three, there was an unforeseen impact to the generation of the three individual target-
specific ROC curves at the end of the imaging chain. 
 
To illustrate this point, take the case where one compares the ROC curves created for two 
different simulated telescope designs, where all the parameters, except for the diameter of 
the encircled aperture and the GSD of the system, are identical.  In this case, the system 
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with the larger aperture and the smaller GSD should be able to better detect targets in the 
scene than the system with the smaller aperture and the larger GSD.  However, since the 
total number of embedded targets was limited to 63 (21 of each type), and the relative 
sizes (i.e., number of pixels) of each individual target was changing based on the required 
GSD for the system, an interesting interaction occurred based on the fact that two of the 
three target types serve as much more likely sources of false alarms than the underlying 
background.  In this case, when the GSD is larger, and aperture smaller, the 63 embedded 
targets consist of a fewer number of total pixels as compared with the true background.  
Though the PD rate remains unaffected under these conditions (to within some round off 
error) since the spatial scaling reduces both the number of pixels relating to true targets 
and the number of pixels where the corresponding correlation values occur in a 
proportional manner, the PFA is not similarly scaled.  Under these conditions, the 
proportion of more likely false alarm-generating pixels (i.e. the pixels associated with the 
other two target types) in the scene to original (pre-implantation) background pixels is 
changed.  The number of original background pixels has gone up, since the 63 targets are 
of smaller extent, and the number of pixels associated with the 42 targets not currently 
being sought after has also been reduced.  This serves to make the calculated PFA in this 
case a much smaller value (both the numerator has gotten smaller and the denominator 
has gotten larger) than it would otherwise be.  This means that for a given PD, the 
corresponding PFA is now smaller, which  moves the ROC curve to the left, and implies 
an improvement in target detection that is not actually attributable to the system design.  
This interaction occurs because the detection processing is performing a pixel-based 
accounting of targets in the scene as opposed to detections of whole targets. 
 
Of course, once the mechanism behind this problem was discovered, the solution was 
easy – add more of each type of target to the scene in a manner proportional to the scaling 
of the scene required to affect the GSD requirement of the current telescope design.  By 
doing this, the proportion of implanted target pixels to original background scene pixels 
is maintained and the comparison of ROC curves can be made on equal footing.  The 
author wrote code to calculate the appropriate numbers of targets required based on the 
choice of GSD for the simulated multi-aperture telescope system design and validated its 
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performance over a wide range of GSD choices.  Figures 5.2, 5.3, and 5.4 illustrate this 
solution. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: Example Target Implantation at 3.0-inch GSD. 
Source Scene “+” Truth Map 
“c” Truth Map “x” Truth Map 
Restored RGB Scene Restored NIR Scene 
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Figure 5.3: Example Target Implantation at 4.5-inch GSD. 
Source Scene “+” Truth Map 
“c” Truth Map “x” Truth Map 
Restored RGB Scene Restored NIR Scene 
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Figure 5.4: Example Target Implantation at 6.0-inch GSD. 
 
Source Scene “+” Truth Map 
“c” Truth Map “x” Truth Map 
Restored RGB Scene Restored NIR Scene 
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Having discovered and corrected for these two problems inherent in the target 
implantation process, it became possible to carry out the simple overall model validation 
checks presented in the next sections. 
 
5.2.2 ROC Curve Generation and Formulation 
 
As mentioned previously in Section 4.5.1, the nonlinear regression process used to 
determine the best fit ROC curve from some number of instantiations of simulation-
driven ROC curve data requires a general formulation for the shape of a ROC curve.  The 
formulation chosen was that of Lloyd (2000) which did not contain any discontinuities in 
its mathematical definition of the ROC curve shape.  Attempts to use the formulation 
presented by Kang (2007), which did contain a discontinuity, caused the nonlinear 
regression routine in IDL to occasionally fail to converge on a solution (one failure in 56 
cases tested).  Regression with both formulations produced fitted ROC curves with 
essentially identical root-mean-squared-error (RMSE) (differences in the ten thousandths 
place or smaller) though their shapes could be seen to vary slightly when their plots were 
flickered on the display screen. For these reasons, the formulation provided by Lloyd was 
used solely in the remainder of this research as it was the easier formulation to rely upon 
for use with the nonlinear regression routine supplied in IDL. 
 
As previously mentioned, the individual ROC curves for each combination of multi-
aperture system design parameters were created from twenty separate simulation runs in 
order to address the statistical nature of the wavefront error generation and noise 
generation processes inherent in the simulated imaging chain.  The nonlinear regression 
process used to create these fitted ROC curves produced a RMSE, on average, of 0.04 for 
the “+”-shaped target.  The maximum and minimum RMSE values for the “+-shaped 
targets were 0.11 and 0.02, respectively.  Likewise, for the “x”-shaped target, the 
regression process generated an average RMSE of  0.04, a maximum RMSE of 0.10, and 
a minimum RMSE of 0.02.  For the “c”-shaped target, the regression process generated 
an average RMSE of 0.03, a maximum RMSE of 0.07, and a minimum RMSE of 0.02.  
These values indicate that the standard deviation associated with the twenty sets of data 
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points used to create each fitted ROC curve translates into error bars on the ROC curves 
of about ±3.7%, though this value is something of a misnomer, since the residuals from 
the individual regression operations provide a much better indication of the distribution 
of the error along the fitted ROC curve. 
 
When increasing the number of contributing simulated ROC curve instances from 20 per 
design to 100 per design in a test subset of 100 simulated telescope designs, the average 
RMSE for the three target types essentially remained unchanged at 0.04, 0.04, and 0.03 
respectively.  Based on this finding, any improvement in RMSE was deemed to be of 
negligible value in light of the increased simulation time (quintupling) required to 
complete the investigation of the intended design trade space (processing time is 
proportional to the number of simulations being generated to feed the ROC curve 
creation process). 
 
As might be expected, simulated cases having high amounts of wavefront error, low 
levels of wavefront error knowledge, and large GSD values will generate ROC curve data 
points with larger amounts of variability.  System designs with smaller amounts of 
wavefront error, higher levels of wavefront error knowledge, and smaller GSD values 
will generate ROC curve data points with smaller amounts of variability.  This point is 
notionally illustrated in Figures 5.5 and 5.6.  In both of these cases the simulated 
telescope design happens to be a Hex-18 segmented-aperture imaging system. 
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Figure 5.5: Twenty Regressed ROC Curves and Their Corresponding Residuals – 
Highly Variable Example. 
 
 182 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.6: Twenty Regressed ROC Curves and Their Corresponding Residuals – 
Less Variable Example. 
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5.2.3 Validation for Encircled Diameter and Ground Sample Distance 
 
A small series of sanity check experiments were conducted to ensure that the target 
detection processing capability which had been added to the existing optical system 
simulation code base originally developed by Introne and expanded upon to varying 
degrees by Block, Daniel, and Zelinski, was in fact functioning as expected.  The first of 
these experiments involved looking at the results of the target detection algorithm when 
supplying multi-aperture telescope designs with increasing aperture sizes (as represented 
by increasing encircled diameter, Denc) and simultaneously decreasing GSD.  This was 
done while maintaining a F# of 27.3 for the multi-aperture systems being simulated. 
 
To mitigate interactions with sparse aperture fill factor and asymmetry effects of the STF 
of the simulated system, the basic Hex-18 segmented-aperture system design was chosen 
for use in this experiment.  Additionally, due to the potential for unexpected interactions 
with the random distributions of higher order aberrations across the individual sub-
apertures, and the aberrations generated by the piston, tip, and tilt misalignments 
experienced by each sub-aperture, these effects were turned off (set to very low values 
for root-mean-square wavefront error) in order to avoid sources of error that could effect 
this simple test. 
 
Under these conditions, the expectation was that as the system parameters changed from 
an aperture having a smaller encircled diameter and larger GSD (coarser resolution) to a 
system having an aperture with a larger encircled diameter and a smaller GSD (finer 
resolution), that the corresponding regressed ROC curves would appear to move up and 
to the left, denoting an improvement in target detection. 
 
Figure 5.7 illustrates that this is in fact what happens for the “+”-shaped target in this 
experiment.  Likewise, Figure 5.8 shows the same trend for the “x”-shaped target in this 
experiment.  Figure 5.9, which provides the results for the “c”-shaped target, does not 
completely follow the expected trend.  In this case, the variability between the 20 
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simulated runs from the first telescope system design (Denc = 3.0 m, GSD = 6.0”) simply 
happened to be very similar to one another, as can be seen from the upper left plot of 
Figure 5.9.  The greater variability that occurred with the second telescope system (Denc = 
4.0 m, GSD = 4.5”), helped to ensure that the regressed ROC curve in this case was 
essentially unchanged from that of the first case.  However, the third system (Denc = 6.0 
m, GSD = 3.0”) did show an improvement in the ROC curve over the other two systems, 
as expected. 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7: Improvement in ROC Curve for “+”-Shaped Target as Denc Increases 
and GSD Decreases. 
 
Denc = 3.0 m, GSD = 6.0” 
AUC = 0.87 
Denc = 4.0 m, GSD = 4.5” 
                     AUC = 0.89 
Denc = 6.0 m, GSD = 3.0” AUC = 0.91 
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It should be noted that the shapes of the ROC curves are quite similar in trend, though not 
equal, for both the “+”-shaped target and the “x”-shaped target, but that the general shape 
of the “c”-shaped target is noticeably different.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.8: Improvement in ROC Curve for “x”-Shaped Target as Denc Increases 
and GSD Decreases. 
 
This can be explained, in part, by the sorts of structures present in the background of the 
source scene.  The “c”-shaped targets being implanted in the source scene are in some 
instances on the same scale as objects in the scene, such as vehicles, roadways, small 
buildings, etc., which have boundaries which can mimic the blocked shape of the “c” 
target (see Figure 5.1).  (Remember that objects in the source scene are being treated as if 
Denc = 3.0 m, GSD = 6.0” 
AUC = 0.86 
Denc = 4.0 m, GSD = 4.5” 
                     AUC = 0.87 
Denc = 6.0 m, GSD = 3.0” AUC = 0.89 
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they were of a much smaller extent on the ground than they were originally designed for, 
as discussed in Section 4.2.4). This leads to a greater number of false alarms for a given 
PD as compared with the number that occur for the either the “+”-shaped or “x”-shaped 
targets, driving the ROC curve down and to the right, as evidenced in Figure 5.8 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9: Improvement in ROC Curve for “c”-Shaped Target as Denc Increases 
and GSD Decreases. 
 
 
 
 
Denc = 3.0 m, GSD = 6.0” 
AUC = 0.71 
Denc = 4.0 m, GSD = 4.5” 
                     AUC = 0.71 
Denc = 6.0 m, GSD = 3.0” AUC = 0.72 
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5.2.4 Validation of Impacts of Wavefront Error 
 
Another simple check that helped to validate the functioning of the target detection 
algorithm was to submit a series of multi-aperture telescope designs to the simulation tool 
that used greater and greater amounts of higher-order aberration wavefront error.  Again, 
to avoid potential unexpected interactions with respect to fill factor and STF asymmetry, 
the TriArm-9 sparse-aperture system design was not used, and the Hex-18 segmented-
aperture system design was chosen to complete this experiment. 
 
In this experiment, the type of wavefront error being investigated is the application of 
higher-order aberrations across the hexagonal sub-apertures of the 18-element 
segmented-aperture system design.  The progression of  wavefront error is from a low-
valued root-mean-square optical path difference (OPDRMS) to a higher-valued OPDRMS. 
This progression should have the effect of making it harder to detect targets in the 
simulated imaged scenes, since increasing amounts of wavefront error should serve to 
blur and distort the embedded targets. 
 
Figure 5.10 illustrates how the increase in OPDRMS for the systems being simulated, from 
a value of 0.15 waves, to 0.20 waves, and then 0.25 waves, drives the shapes of the 
corresponding ROC curves downward and to the right, indicating a worsening in the 
ability of the target detection algorithm to find targets.  In Figure 5.10, the ROC curves 
for all three targets are plotted simultaneously for each value of OPDRMS associated with 
the simulated Hex-18 system design. 
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Figure 5.10: Decreasing Performance as Illustrated by ROC Curves Moving 
Downward and to the Right as Wavefront Error Increases. 
 
5.2.5 Validation of Impact of Changes in Integration Time 
 
Another test of the validity of the simulation chain and target detection algorithm was to 
simulate a series of TriArm-9 sparse-aperture telescope designs that used greater and 
greater amounts of integration time (TINT).  In this instance, the TriArm-9 sparse-aperture 
Denc = 6.0 m, GSD = 3.0”, 
H-O OPDRMS = 0.15λ 
“+” AUC = 0.89 
“x” AUC = 0.89 
“c” AUC = 0.73 
Denc = 6.0 m, GSD = 3.0”, 
H-O OPDRMS = 0.20λ 
“+” AUC = 0.84 
“x” AUC = 0.84 
“c” AUC = 0.70 
Denc = 6.0 m, GSD = 3.0”, H-O OPDRMS = 0.25λ 
“+” AUC = 0.76, “x” AUC = 0.74, “c” AUC = 0.65 
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system design was used, since this design is known to exhibit a high degree of sensitivity 
to changes in integration time (and fill factor) (Fienup 2000). 
 
For this simple experiment, the wavefront error was greatly reduced in magnitude in 
order that no random aberration effects would obscure the clear presentation of the 
intended relationship between integration time and system performance.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.11: Improving Performance as Illustrated by ROC Curves Moving 
Upward and to the Left as Integration Time Increases. 
 
The progression of  TINT in this experiment is from a low value (20 µs) to higher values 
(100 µs and 500 µs). This progression should have the effect of making it easier to detect 
Denc = 9.45 m, 
GSD = 3.0”, 
TINT = 20 µs, 
FFILL = 22.5% 
“+” AUC = 0.87 
“x” AUC = 0.86 
“c” AUC = 0.77 
Denc = 9.45 m, 
GSD = 3.0”, 
TINT = 100 µs, 
FFILL = 22.5% 
“+” AUC = 0.88 
“x” AUC = 0.87 
“c” AUC = 0.77 
Denc = 9.45 m, 
GSD = 3.0”, 
TINT = 500 µs, 
FFILL = 22.5% 
“+” AUC = 0.88 
“x” AUC = 0.88 
“c” AUC = 0.78 
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targets in the simulated imaged scenes, since increasing integration time should improve 
the SNR of the system. 
 
Figure 5.11 illustrates how the increase in integration time for the systems being 
simulated drives the shapes of the corresponding regressed ROC curves upward and to 
the left, indicating an improvement in the ability of the target detection algorithm to find 
the embedded “+”-shaped and “x”-shaped targets.  The ROC curve for the “c”-shaped 
targets also changes shape slightly as integration time increases, but there is no clear 
trend towards improvement in this case; this indicates that there is some other interaction 
at work here which might be masking the expected ROC curve improvements.  Aside 
from the previously mentioned similarity between the scene background and the “c”-
shaped target which might be having some effect on the outcome, there is a detrimental 
effect on image quality that accompanies the expected SNR improvements of increased 
integration time, that of increased smear.  The increased smear is likely masking some of 
the gains that would otherwise be made in ROC curve performance due to increased 
integration time.  In Figure 5.11, the regressed ROC curves for all three targets are 
plotted simultaneously for each value of TINT associated with the simulated TriArm-9 
system design. 
 
5.2.6 Validation of Impact of Changes in Fill Factor 
 
A final simple check to assess the validity of the simulation chain and target detection 
algorithm was to simulate a series of TriArm-9 sparse-aperture telescope designs that 
used greater and greater amounts of fill factor.  In this instance, the TriArm-9 sparse-
aperture system design was used since this design should exhibit a high degree of 
sensitivity to changes in fill factor, whereas the Hex-18 segmented aperture system 
design has a static fill factor. 
 
In this experiment, the wavefront error was greatly reduced in magnitude in order that 
random aberration effects would not obscure the clear presentation of the intended 
relationship between fill factor and system performance.  The progression of  fill factor in 
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this experiment is from a low (15.8%) value to higher values (18.0% and 22.5%). This 
progression should have the effect of making it easier to detect targets in the simulated 
imaged scenes, since increasing fill factor should improve the SNR of the system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.12: Improving Performance as Illustrated by ROC Curves Moving 
Upward and to the Left as Fill Factor Increases. 
 
Figure 5.12 illustrates how the increase in TriArm-9 fill factor for the systems being 
simulated, from a value of 15.8%, to 18% waves, and then 22.5%, drives the shapes of 
the corresponding regressed ROC curves upward and to the left, indicating an 
Denc = 9.45 m, GSD = 6.0”, 
TINT = 100 µs, FFILL = 15.8% 
“+” AUC = 0.82 
“x” AUC = 0.81 
“c” AUC = 0.75 
Denc = 9.45 m, GSD = 6.0”, TINT = 100 µs, FFILL = 22.5% 
“+” AUC = 0.85, “x” AUC = 0.84, “c” AUC = 0.75 
Denc = 9.45 m, GSD = 6.0”, 
TINT = 100 µs, FFILL = 18.0% 
“+” AUC = 0.84 
“x” AUC = 0.83 
“c” AUC = 0.75 
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improvement in the ability of the target detection algorithm to find the embedded targets 
for both the “+”-shaped and “x”-shaped targets (the improvement for the “c”-shaped 
target is negligible).  In Figure 5.12, the regressed ROC curves for all three targets are 
plotted simultaneously for each value of fill factor (FFILL) associated with the simulated 
TriArm-9 system design. 
 
5.3 Determination of Equivalent System Designs 
 
Having completed all of the simulation cases across the trade space for the TriArm-9, 
Hex-18, and circular monolithic-aperture system designs, the next step was to compare 
these individual telescope designs in order to find systems having equivalent target 
detection utility.  The three target-specific regressed ROC curves describing each multi-
aperture telescope system design were compared on a system-by-system basis using the 
curve shape matching metric known as the sample Pearson correlation coefficient.  In 
addition to the sample Pearson correlation coefficient, which only has meaning within the 
context of a comparison of two ROC curves, several metrics based upon the area under 
portions of a given ROC curve were calculated. These area calculations serve as metrics 
which can be applied to individual system ROC curves so that they can be assessed 
singly. 
 
Though the use of area calculations under portions of a ROC curve is by no means a 
perfect metric (different shapes can have the same area), they are nevertheless fairly 
reasonable candidates for characterizing the performance of a ROC curve.  This is true 
because ROC curves are almost always monotonically increasing, concave down 
functions lying entirely above the diagonal from 0 to 1. (In rare cases valid ROC curves 
can actually theoretically dip below the diagonal near the endpoints of the curve, but this 
is more a function of exotic cases than those encountered in the current work. See Kang 
(2007) for further discussion on this topic.)  In addition to using the direct comparison 
metric represented by the sample Pearson correlation coefficient, the following area-
based calculations were made to provide additional metrics for characterizing the system 
performance as defined by the three target-based ROC curves for a given system design. 
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1. Total area under the ROC curve (AUC) for each target-specific ROC curve. 
2. Area under the ROC curve from the origin to a PFA value of 0.1 for each target-
specific ROC curve. 
3. Area under the ROC curve from the origin to a PFA value of 0.2 for each target-
specific ROC curve. 
4. Area under the ROC curve from the origin to a PFA value of 0.3 for each target-
specific ROC curve. 
5. Area under the ROC curve from the origin to a PFA value of 0.4 for each target-
specific ROC curve. 
 
By calculating the area under the curve at these four intermediate points, as well as under 
the entire curve, one can use these metrics in combination to effectively provide a 
simplistic comparison of the actual curve shapes. 
 
Using the ROC curve data generated by the simulation processing, it was possible to 
calculate the given area metrics for every simulation case investigated as a part of the 
trade space design.  Using these calculated area-based metrics, it becomes possible to 
attempt a multivariate regression process to determine equations for describing a 
telescope system’s target detection utility. The next section describes the results of this 
multivariate regression analysis. 
 
5.3.1 Regression Analysis of the Multi-Aperture System Design Trade 
Space 
 
Having calculated the 15 area-based metrics described in the previous section (5 metrics 
times 3 types of targets/ROC curves) for each instance of telescope system design within 
the designated trade space, it became possible to seed a multivariate regression algorithm 
using the full set of input system parameters and their resulting area-based metrics.  A 
separate multivariate regression analysis was conducted for each of the 15 metrics. 
Furthermore, each regression relied upon a telescope-specific parameterization model 
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(one for the TriArm-9, another for the Hex-18, and another for the circular monolith) 
which described the interactions between cross-terms that one could expect to reasonably 
encounter for that specific design. 
 
There is more art than science in the definition of “reasonable” parameterization models 
for use in multivariate regression analysis, as any professional statistician can tell you.  
Indeed, there is an entire cottage industry devoted to performing this kind of 
parameterization design work for systems containing large numbers of parameters and 
complex interaction terms (Van Nostrand 2012).  Fortunately, the multivariate regression 
functions provided as part of the IDL Statistical Analysis package can be used to explore 
such interactions and refine one’s initial guesses at appropriate system parameterizations.  
The general telescope-specific models ultimately used in this work are discussed in 
Sections 5.3.1.1 through 5.3.1.3. 
 
5.3.1.1 Regression Analysis of the Hex-18 Segmented-Aperture 
Telescope Design Trade Space 
 
The simulated Hex-18 segmented-aperture telescope systems studied in this work 
exercised the following six parameters across the trade space defined in Section 4.6: (1) 
knowledge of wavefront error (WFEK), (2) optical path differences due to piston, tip, and 
tilt aberrations (OPDPTT), (3) optical path differences due to higher-order aberrations 
across the individual hexagonal sub-apertures (OPDH-O), (4) integration time (TINT), (5) 
diameter of the encircled aperture (DENC), and (6) the desired GSD of the system.  
Starting from these six parameters, an initial regression model was developed which the 
author felt best represented the kinds of interactions which would occur between these 
parameters within the context of the imaging chain. 
 
The starting regression model developed by the author consisted of 13 parameters, 
consisting of the following terms and cross-terms: 
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1. WFEK 
2. OPDPTT 
3. OPDH-O 
4. TINT  (in seconds) 
5. DENC 
6. GSD  (in meters) 
7. WFEK × OPDPTT 
8. WFEK × OPDH-O 
9. OPDPTT × OPDH-O 
10. WFEK × OPDPTT × OPDH-O 
11. TINT × DENC × DENC 
12. DENC × GSD 
13. DENC × DENC 
 
Having developed this initial model of basic terms and cross-terms, the next stage was to 
differentiate between numeric parameters and classification parameters.  There is only 
one classification parameter in this model – that of the wavefront error knowledge, which 
is designated in the trade space by a choice of “low”, “medium”, or “high” amounts of 
knowledge of the wavefront error across the synthesized aperture.  Passing this 
information to the IDL regression analysis pre-processing code (IMSL_REGRESSORS), 
the software further refined the model by creating additional regressor parameters.  The 
additional regressors represented the Kronecker delta function terms required to explicitly 
account for interactions related to the three classification levels associated with the WFEK  
term.  This process increased the number of terms in the model from 13 to 21.  Such 
additional interaction terms, one for each class value associated with a classification 
parameter, are referred to as “dummy” variables in regression analysis. 
 
Each of the identified numeric parameters were processed to subtract their individual 
means prior to starting the regression analysis.  Though not strictly required, subtracting 
the means of numeric parameters is one way to increase the odds that a regression 
process will successfully converge on an answer.  Having accomplished this pre-
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processing step, one must remember to address the subtraction of the means when writing 
the equations based on the regressed coefficients for these 15 area-based quality metrics.   
 
Once the refined model was produced, it was passed to the multivariate regression 
function in IDL (IMSL_MULTIREGRESS) along with the set of area-based ROC curve 
metric calculations generated for each instance of Hex-18 system design.  In this way, 15 
separate sets of 22 coefficients each were generated by the regression process (21 
regressors plus the intercept) to describe the curve fit to the data.  These coefficients are 
provided in Tables 5.1 through 5.3. 
 
Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept H0,a,1 0.679326872 0.020005574 0.057495288 0.108261814 0.169970930 
WFEK (0) H1,a,1 -0.084304025 -0.011748958 -0.026792450 -0.041420182 -0.054311018 
WFEK (1) H2,a,1 -0.016224666 -0.002314061 -0.005208897 -0.008032928 -0.010522757 
WFEK (2) H3,a,1 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT H4,a,1 -0.415381153 -0.075297889 -0.157228657 -0.229626097 -0.289272606 
OPDH-O H5,a,1 -0.649216161 -0.111769021 -0.242793322 -0.360224073 -0.456484297 
TINT H6,a,1 2.294268943 0.170897084 0.461046086 0.839389271 1.230768468 
DENC H7,a,1 0.000108308 0.000021199 0.000039016 0.000050129 0.000058720 
GSD H8,a,1 -1.113139802 -0.101016462 -0.262717874 -0.444431587 -0.621863113 
WFEK(0) × OPDPTT H9,a,1 0.507455753 0.081131599 0.174457355 0.260712058 0.334708529 
WFEK(1) × OPDPTT H10,a,1 0.025375823 0.003632929 0.008182704 0.012917577 0.017147106 
WFEK(2) × OPDPTT H11,a,1 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
WFEK(0) × OPDH-O H12,a,1 0.419260311 0.087954529 0.176671707 0.248456038 0.303696265 
WFEK(1) × OPDH-O H13,a,1 0.024393713 0.012171475 0.019619168 0.023045120 0.024195057 
WFEK(2) × OPDH-O H14,a,1 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT × OPDH-O H15,a,1 2.059945281 0.576662753 1.056124880 1.394547833 1.628305856 
WFEK(0) × OPDPTT × OPDH-O H16,a,1 -2.883296546 -0.629103632 -1.207589088 -1.665029694 -2.022726331 
WFEK(1) × OPDPTT × OPDH-O H17,a,1 0.526500047 0.042142291 0.135872904 0.237215866 0.328441355 
WFEK(2) × OPDPTT × OPDH-O H18,a,1 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
TINT × DENC × DENC H19,a,1 -0.411830527 -0.033107942 -0.055183070 -0.082805503 -0.124716069 
DENC × GSD H20,a,1 0.004050631 0.000147415 0.000558656 0.001166566 0.001838063 
DENC × DENC H21,a,1 -0.000074543 -0.000009010 -0.000021771 -0.000033874 -0.000044506 
Table 5.1: Hex-18 Telescope Design Multivariate Regression Coefficients for the 
“+”-Shaped Target. 
 
Notice that in Tables 5.1 through 5.3 the regressed values for coefficients H3,a,b, H11,a,b, 
H14,a,b, and H18,a,b (where b = 1, 2, 3 and denotes the “+”, “x”, and “c” targets) are all 
exactly equal to zero.  This is an artifact of the algorithm which IDL has implemented to 
perform regressions involving mixtures of classification and numeric parameters.  In 
these cases, for each classification parameter involved, the contribution of the class value 
that occurs last lexicographically (in this case the value representing “high” wavefront 
error knowledge) is automatically assigned a value of zero – it’s contribution is rolled 
into that of the intercept. 
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Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept H0,a,2 0.670786576 0.019487298 0.056360202 0.106242114 0.166830987 
WFEK (0) H1,a,2 -0.082440641 -0.010871820 -0.025044817 -0.038976884 -0.051442149 
WFEK (1) H2,a,2 -0.016705205 -0.002199194 -0.005034440 -0.007849195 -0.010384315 
WFEK (2) H3,a,2 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT H4,a,2 -0.419590112 -0.070661411 -0.150618424 -0.222598015 -0.283053329 
OPDH-O H5,a,2 -0.656144481 -0.105359558 -0.232637176 -0.348972894 -0.446398452 
TINT H6,a,2 -5.102256376 -0.554187907 -1.432910642 -2.350453891 -3.170807408 
DENC H7,a,2 -0.000053471 0.000003829 0.000006765 0.000003103 -0.000006197 
GSD H8,a,2 -1.177669710 -0.097178494 -0.256492336 -0.439139755 -0.622012256 
WFEK(0) × OPDPTT H9,a,2 0.518463664 0.076683393 0.168305289 0.254525073 0.329917417 
WFEK(1) × OPDPTT H10,a,2 0.017801876 0.002941923 0.006214859 0.009389265 0.012156434 
WFEK(2) × OPDPTT H11,a,2 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
WFEK(0) × OPDH-O H12,a,2 0.425157091 0.082252439 0.169232053 0.241912446 0.299391689 
WFEK(1) × OPDH-O H13,a,2 0.029263866 0.011697018 0.019935379 0.024564451 0.026886326 
WFEK(2) × OPDH-O H14,a,2 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT × OPDH-O H15,a,2 2.115869715 0.541801883 1.025597263 1.382185161 1.636523921 
WFEK(0) × OPDPTT × OPDH-O H16,a,2 -2.982778163 -0.600744194 -1.193147293 -1.677517972 -2.062473017 
WFEK(1) × OPDPTT × OPDH-O H17,a,2 0.441100229 0.032903483 0.106868102 0.188084754 0.262692624 
WFEK(2) × OPDPTT × OPDH-O H18,a,2 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
TINT × DENC × DENC H19,a,2 0.071479861 0.053908154 0.113097938 0.154282374 0.171635249 
DENC × GSD H20,a,2 0.000369567 -0.000215823 -0.000591217 -0.000835826 -0.000892037 
DENC × DENC H21,a,2 0.000091029 0.000005912 0.000016918 0.000030068 0.000043895 
Table 5.2: Hex-18 Telescope Design Multivariate Regression Coefficients for the 
“x”-Shaped Target. 
 
Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept H0,a,3 0.622840458 0.012661145 0.041889305 0.084554436 0.138582301 
WFEK (0) H1,a,3 -0.042794909 -0.003524375 -0.009682366 -0.016593219 -0.023322549 
WFEK (1) H2,a,3 -0.007349505 -0.000561742 -0.001575347 -0.002751028 -0.003922287 
WFEK (2) H3,a,3 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT H4,a,3 -0.179238641 -0.016690741 -0.044418591 -0.074205187 -0.102230750 
OPDH-O H5,a,3 -0.433574599 -0.042138461 -0.111523265 -0.185610823 -0.254561303 
TINT H6,a,3 9.726389136 0.783853020 2.015522431 3.396356410 4.791027531 
DENC H7,a,3 0.000039857 0.000005598 0.000013130 0.000021438 0.000029285 
GSD H8,a,3 -0.911734007 -0.058916129 -0.173884942 -0.313017916 -0.456246706 
WFEK(0) × OPDPTT H9,a,3 0.276315262 0.023022065 0.062527215 0.106470870 0.149211777 
WFEK(1) × OPDPTT H10,a,3 -0.018421867 -0.002894961 -0.006759913 -0.010125923 -0.012754386 
WFEK(2) × OPDPTT H11,a,3 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
WFEK(0) × OPDH-O H12,a,3 0.205560058 0.022500417 0.057216571 0.092380947 0.123886863 
WFEK(1) × OPDH-O H13,a,3 -0.008714476 0.000867482 0.001057202 0.000314187 -0.001110102 
WFEK(2) × OPDH-O H14,a,3 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT × OPDH-O H15,a,3 0.769242057 0.113815026 0.274938544 0.422426214 0.540909449 
WFEK(0) × OPDPTT × OPDH-O H16,a,3 -1.494048995 -0.163793908 -0.413596455 -0.665175996 -0.890845605 
WFEK(1) × OPDPTT × OPDH-O H17,a,3 0.603420103 0.055956664 0.149348165 0.249743725 0.344187547 
WFEK(2) × OPDPTT × OPDH-O H18,a,3 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
TINT × DENC × DENC H19,a,3 0.604039110 -0.018982786 0.001108147 0.056594250 0.137706027 
DENC × GSD H20,a,3 -0.002425964 0.000222457 0.000251155 0.000079077 -0.000245210 
DENC × DENC H21,a,3 0.000005195 -0.000000433 -0.000000258 0.000000259 0.000001060 
Table 5.3: Hex-18 Telescope Design Multivariate Regression Coefficients for the 
“c”-Shaped Target. 
 
This particular regression algorithm does this in order to reduce the dimensionality of 
certain matrices that it must invert during the regression analysis.  Normally, the 
occurrence of zero-valued coefficients would indicate that the chosen model is in some 
sense over-parameterized; that is not what is happening in this case. 
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The results of these 15 regression calculations for the Hex-18 segmented-aperture system 
designs can be displayed formulaically as follows: 
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where the coefficients, H0,a,b through H21,a,b, can be indexed to reference the equation 
describing the total AUC for the ROC curves or any of the other four metrics relying on 
area under the curve to designated PFA values.  In Eq. (165), the subscripted values a and 
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b can be used to denote the area metric (a is 0 for AUCTOT, 1 for AUC0.1, 2 for AUC0.2, 3 
for AUC0.3, and 4 for AUC0.4) and target type (b is 1 for “+”, 2 for “x”, and 3 for “c”), 
respectively.  So when “a,b” equals “0,1”, it denotes the coefficients associated with the 
AUCTOT column for the detection of the “+”-shaped target as presented in Table 5.1. 
 
Table 5.4 contains the calculated averages for the numerical parameters used in the 
regressed equations for the Hex-18 solution case. 
 
 
Numerical Parameter Name Average Value 
OPDPTT 0.15 λ 
OPDH-O 0.30 λ 
TINT 0.0001167 s 
DENC 5.3167 m 
GSD 0.1143 m 
 
Table 5.4: Hex-18 Telescope Design Multivariate Regression Numerical Parameter 
Average Values. 
 
 
The analysis of variance (ANOVA) data associated with the regression over the Hex-18 
system design trade space is provided in Tables 5.5 through 5.7.  Table 5.5 presents the 
ANOVA data generated from the regression of the Hex-18 systems’ area-based metrics 
for detection of “+”-shaped targets; Tables 5.6 and 5.7 present the ANOVA data for the 
“x”-shaped and “c”-shaped targets. 
 
From these results, it can be seen that the Hex-18 regression for “+”-shaped targets has an 
associated standard deviation of model error of about 5.75% of the mean Y-value for the 
total AUC equation.  Similarly, the Hex-18 regression standard deviations of model error 
for the “x”-shaped and “c”-shaped targets are 5.94% and 5.05% of their respective mean 
Y-values. 
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ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 17 17 17 17 17 
Degrees of Freedom for Error 1440 1440 1440 1440 1440 
Total Degrees of Freedom (corrected) 1457 1457 1457 1457 1457 
Sum of Squares for Regression 11.6410832 0.2895937 1.3956578 3.1671207 5.2439051 
Sum of Squares for Error 1.9855498 0.0644618 0.2808862 0.5961079 0.9431106 
Total Sum of Squares (corrected) 13.6266331 0.3540556 1.6765440 3.7632286 6.1870157 
Regression Mean Square 0.6847696 0.0170349 0.0820975 0.1863012 0.3084650 
Error Mean Square 0.0013788 0.0000447 0.0001950 0.0004139 0.0006549 
F-Statistic 496.6222391 380.5398311 420.8836607 450.0422615 470.9835739 
p-Value 0 0 0 0 0 
R-squared (in percent) 85.4289033 81.7933019 83.2461166 84.1596678 84.7566151 
Adjusted R-squared (in percent) 85.2568834 81.5783617 83.0483277 83.9726638 84.5766585 
Estimated Standard Deviation of Model 
Error 0.0371329 0.0066906 0.0139663 0.0203461 0.0255917 
Overall Mean of Y 0.6455641 0.0152873 0.0467542 0.0916624 0.1482085 
Coefficient of Variation (in percent) 5.7520115 43.7662442 29.8719139 22.1967797 17.2673978 
 Table 5.5: Hex-18 ANOVA Results for “+”-Shaped Target Regressed Equations. 
 
 
ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 17 17 17 17 17 
Degrees of Freedom for Error 1440 1440 1440 1440 1440 
Total Degrees of Freedom (corrected) 1457 1457 1457 1457 1457 
Sum of Squares for Regression 11.8927313 0.2558526 1.2739766 2.9518053 4.9772029 
Sum of Squares for Error 2.0715844 0.0581597 0.2643287 0.5752072 0.9274612 
Total Sum of Squares (corrected) 13.9643158 0.3140123 1.5383054 3.5270126 5.9046641 
Regression Mean Square 0.6995724 0.0150501 0.0749398 0.1736356 0.2927766 
Error Mean Square 0.0014386 0.0000403 0.0001835 0.0003994 0.0006440 
F-Statistic 486.2868613 372.6326865 408.2541916 434.6872593 454.5724781 
p-Value 0 0 0 0 0 
R-squared (in percent) 85.1651560 81.4785176 82.8168878 83.6913745 84.2927347 
Adjusted R-squared (in percent) 84.9900224 81.2598612 82.6140316 83.4988421 84.1073017 
Estimated Standard Deviation of Model 
Error 0.0379288 0.0063552 0.0135484 0.0199862 0.0253785 
Overall Mean of Y 0.6380471 0.0151503 0.0463912 0.0907355 0.1463712 
Coefficient of Variation (in percent) 5.9445273 41.9475594 29.2048485 22.0269068 17.3384745 
 Table 5.6: Hex-18 ANOVA Results for “x”-Shaped Target Regressed Equations. 
 
As a point of comparison, the TriArm-9 system designs (as presented in Tables 5.12 
through 5.14) have standard deviations of model error for their regressed AUCTOT data 
that are 1.54%, 1.57%, and 1.68% for the “+”-shaped, “x”-shaped, and “c”-shaped targets 
respectively.  Similarly, the circular monolithic system designs (as presented in Tables 
5.19 through 5.21) have standard deviations of mode error for their regressed AUCTOT 
data that are 0.42%, 0.50%, and 2.1% for the “+”-shaped, “x”-shaped, and “c”-shaped 
targets, respectively.  From this we can see that a larger percentage of model error resides 
in the Hex-18 regressed dataset, which most likely accounts for the greater percent 
differences seen between the predicted area-based metric values generated for the Hex-18 
cases than for the other two telescope system designs. 
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ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 17 17 17 17 17 
Degrees of Freedom for Error 1440 1440 1440 1440 1440 
Total Degrees of Freedom (corrected) 1457 1457 1457 1457 1457 
Sum of Squares for Regression 5.2652827 0.0409861 0.2993478 0.8577579 1.6609661 
Sum of Squares for Error 1.3481199 0.0144826 0.0935384 0.2483547 0.4570533 
Total Sum of Squares (corrected) 6.6134027 0.0554688 0.3928863 1.1061126 2.1180195 
Regression Mean Square 0.3097225 0.0024109 0.0176086 0.0504563 0.0977038 
Error Mean Square 0.0009361 0.0000100 0.0000649 0.0001724 0.0003173 
F-Statistic 330.8313997 239.7196045 271.0811189 292.5538456 307.8274930 
p-Value 0 0 0 0 0 
R-squared (in percent) 79.6153351 73.8904969 76.1919682 77.5470647 78.4207184 
Adjusted R-squared (in percent) 79.3746828 73.5822597 75.9109011 77.2819954 78.1659630 
Estimated Standard Deviation of Model 
Error 0.0305972 0.0031713 0.0080596 0.0131327 0.0178156 
Overall Mean of Y 0.6061432 0.0112976 0.0381358 0.0781072 0.1295042 
Coefficient of Variation (in percent) 5.0478648 28.0708141 21.1339390 16.8137170 13.7568203 
 Table 5.7: Hex-18 ANOVA Results for “c”-Shaped Target Regressed Equations. 
 
 
5.3.1.2 Regression Analysis of the TriArm-9 Sparse-Aperture Telescope 
Design Trade Space 
 
The simulated TriArm-9 sparse-aperture telescope systems studied in this work exercised 
the following six parameters across the trade space defined in Section 4.6: (1) knowledge 
of wavefront error (WFEK), (2) optical path differences due to piston, tip, and tilt 
aberrations (OPDPTT), (3) integration time (TINT), (4) diameter of the encircled aperture 
(DENC), (5) fill factor (FFILL), and (6) the desired GSD of the system.  Starting from these 
six parameters, an initial regression model was developed which the author felt best 
represented the kinds of interactions which would occur between these parameters within 
the context of the imaging chain. 
 
The starting regression model developed by the author consisted of 13 parameters, 
consisting of the following terms and cross-terms: 
 
1. WFEK 
2. OPDPTT 
3. TINT  (in seconds) 
4. DENC 
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5. FFILL 
6. GSD  (in meters) 
7. WFEK × OPDPTT 
8. TINT × DENC × DENC 
9. TINT × FFILL 
10. DENC × DENC × FFILL 
11. TINT × DENC × DENC × FFILL 
12. DENC × GSD 
13. DENC × DENC 
 
Having developed this initial model of basic terms and cross-terms, the next stage (as in 
the Hex-18 case) was to differentiate between numeric parameters and classification 
parameters.  As before, wavefront error knowledge is the only classification variable in 
the model.  Passing this information to the IDL regression analysis pre-processing code, 
the software further refined the model by creating additional regressor parameters.  The 
additional regressors represented the Kronecker delta function terms required to explicitly 
account for interactions related to the three classification levels associated with the WFEK  
term.  This process increased the number of terms in the model from 13 to 17 via the 
addition of classification-based “dummy” variables.  As before, each of the numeric 
parameters had their individual means subtracted prior to starting the regression analysis. 
 
Once this refined model was produced, it was passed to the multivariate regression 
function in IDL along with the set of area-based ROC curve metric calculations generated 
for each instance of TriArm-9 system design.  In this way, 15 sets of 18 coefficients each 
were generated by the regression process (17 regressors plus the intercept) to describe the 
curve fit to the data.  These coefficients are provided in Tables 5.8 through 5.10. 
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Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept T0,a,1 0.840906249 0.048208692 0.118494763 0.198162402 0.283358718 
WFEK (0) T1,a,1 -0.032382971 -0.006982102 -0.013385571 -0.018519526 -0.022584816 
WFEK (1) T2,a,1 -0.004528484 -0.001060908 -0.001979886 -0.002695307 -0.003249858 
WFEK (2) T3,a,1 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT T4,a,1 -0.187799194 -0.039884809 -0.076561552 -0.106088280 -0.129615800 
TINT T5,a,1 -1.581163931 -0.246290102 -0.512483902 -0.760396228 -0.977505692 
DENC T6,a,1 0.000180616 0.000034360 0.000074044 0.000106913 0.000132379 
FFILL T7,a,1 -0.071350664 0.000734491 -0.008557151 -0.020116189 -0.031635228 
GSD T8,a,1 -0.775656410 -0.193908562 -0.353920728 -0.475946499 -0.569113191 
WFEK(0) × OPDPTT T9,a,1 0.057209658 0.014212906 0.025212761 0.033533526 0.040046991 
WFEK(1) × OPDPTT T10,a,1 -0.017460442 -0.002749644 -0.006078537 -0.008976251 -0.011371182 
WFEK(2) × OPDPTT T11,a,1 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
TINT × DENC × DENC T12,a,1 -0.080636133 -0.104342256 -0.157128641 -0.171914806 -0.166934254 
TINT × FFILL T13,a,1 -156.615420906 -17.990608649 -43.728783852 -68.442557961 -90.472295271 
DENC × DENC × FFILL T14,a,1 -0.001873237 0.000142840 -0.000048121 -0.000332917 -0.000639740 
TINT × DENC × DENC × FFILL T15,a,1 74.079012867 10.838741299 23.953187815 35.742935768 45.828657383 
DENC × GSD T16,a,1 0.012256704 0.002497043 0.004948541 0.006966837 0.008573002 
DENC × DENC T17,a,1 -0.000147920 -0.000012614 -0.000035622 -0.000058581 -0.000079604 
Table 5.8: TriArm-9 Telescope Design Multivariate Regression Coefficients for the 
“+”-Shaped Target. 
 
Notice that in Tables 5.8 through 5.10 the values for coefficients T3,a,b and T11,a,b (where b 
= 1, 2, 3 and denotes the “+”, “x”, or “c” targets) are both equal to zero.  Once again, this 
is an artifact of the regression algorithm implemented by IDL (see Section 5.3.1.1). 
 
Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept T0,a,2 0.833666484 0.046033347 0.114750511 0.193302310 0.277691110 
WFEK (0) T1,a,2 -0.032174716 -0.006396729 -0.012649392 -0.017791788 -0.021929561 
WFEK (1) T2,a,2 -0.004633727 -0.001029603 -0.001960160 -0.002697601 -0.003275719 
WFEK (2) T3,a,2 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT T4,a,2 -0.192668213 -0.037173305 -0.074098167 -0.104713988 -0.129547140 
TINT T5,a,2 -3.283593684 -0.663953015 -1.332980866 -1.881028566 -2.314025150 
DENC T6,a,2 0.000192013 0.000031603 0.000067606 0.000099335 0.000125798 
FFILL T7,a,2 -0.087772119 0.000445425 -0.010674197 -0.024625927 -0.038650747 
GSD T8,a,2 -0.831296848 -0.188336701 -0.356045130 -0.488200894 -0.591408562 
WFEK(0) × OPDPTT T9,a,2 0.057555473 0.013061902 0.024318337 0.033042595 0.039898190 
WFEK(1) × OPDPTT T10,a,2 -0.019695007 -0.003385203 -0.007136054 -0.010351502 -0.012995927 
WFEK(2) × OPDPTT T11,a,2 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
TINT × DENC × DENC T12,a,2 1.513533768 0.282090475 0.572238040 0.817744746 1.018243902 
TINT × FFILL T13,a,2 -99.931346308 -11.898215399 -28.222589590 -43.761719066 -57.628987356 
DENC × DENC × FFILL T14,a,2 0.002314402 0.000387624 0.000873835 0.001291184 0.001625225 
TINT × DENC × DENC × FFILL T15,a,2 28.764980894 3.369758473 8.079051712 12.597880656 16.636873554 
DENC × GSD T16,a,2 0.010891575 0.001796802 0.003824444 0.005616874 0.007115829 
DENC × DENC T17,a,2 -0.000026396 -0.000001244 -0.000003468 -0.000006528 -0.000010010 
Table 5.9: TriArm-9 Telescope Design Multivariate Regression Coefficients for the 
“x”-Shaped Target. 
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Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept T0,a,3 0.745089171 0.025769077 0.075401996 0.139056632 0.212147721 
WFEK (0) T1,a,3 -0.015813747 -0.001765026 -0.004420650 -0.007061647 -0.009419273 
WFEK (1) T2,a,3 -0.001773812 -0.000249900 -0.000575389 -0.000877332 -0.001134703 
WFEK (2) T3,a,3 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
OPDPTT T4,a,3 -0.120587774 -0.013311417 -0.033538143 -0.053656884 -0.071614459 
TINT T5,a,3 -0.425483466 -0.183755944 -0.359322291 -0.472028066 -0.529463176 
DENC T6,a,3 -0.000087062 -0.000001167 -0.000008724 -0.000019320 -0.000031384 
FFILL T7,a,3 -0.158382020 -0.019110647 -0.046618359 -0.073292281 -0.096703519 
GSD T8,a,3 -0.369973419 -0.027485974 -0.081695252 -0.141281824 -0.197855800 
WFEK(0) × OPDPTT T9,a,3 -0.006097676 -0.002817519 -0.005324328 -0.006949422 -0.007807641 
WFEK(1) × OPDPTT T10,a,3 -0.023116659 -0.002257191 -0.005967144 -0.009782621 -0.013261804 
WFEK(2) × OPDPTT T11,a,3 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
TINT × DENC × DENC T12,a,3 0.009089827 0.135900271 0.234146979 0.272863863 0.267450439 
TINT × FFILL T13,a,3 -164.532177073 -17.376612420 -43.990414147 -70.790269523 -95.069931889 
DENC × DENC × FFILL T14,a,3 0.001856956 0.000494806 0.000950717 0.001285981 0.001522008 
TINT × DENC × DENC × FFILL T15,a,3 50.472393919 7.276385835 16.651812711 25.255665246 32.535229400 
DENC × GSD T16,a,3 0.009985312 0.001731291 0.003811548 0.005608684 0.007042017 
DENC × DENC T17,a,3 -0.000227916 -0.000053413 -0.000110670 -0.000154896 -0.000186244 
Table 5.10: TriArm-9 Telescope Design Multivariate Regression Coefficients for the 
“c”-Shaped Target. 
 
The results of these 15 regression calculations for the TriArm-9 sparse-aperture system 
designs can be displayed formulaically as follows: 
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where the coefficients, T0,a,b through T17,a,b, can be indexed to reference the equation 
describing the total AUC for the ROC curves or any of the other four metrics relying on 
area under the curve to designated PFA values.  In Eq. (166), the subscripted values a and 
b can be used to denote the area metric (a is 0 for AUCTOT, 1 for AUC0.1, 2 for AUC0.2, 3 
for AUC0.3, and 4 for AUC0.4) and target type (b is 1 for “+”, 2 for “x”, and 3 for “c”), 
respectively.  So when “a,b” equals “0,1”, it denotes the coefficients associated with the 
AUCTOT column for the detection of the “+”-shaped target as presented in Table 5.8. 
 
Table 5.11 contains the calculated averages for the numerical parameters used in the 
regressed equations for the TriArm-9 solution case. 
 
 
Numerical Parameter Name Average Value 
OPDPTT 0.15 λ 
TINT 0.000266 s 
DENC 9.12167 m 
FFILL 0.18767 
GSD 0.1143 m 
 
Table 5.11: TriArm-9 Telescope Design Multivariate Regression Numerical 
Parameter Average Values. 
 
 
ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 15 15 15 15 15 
Degrees of Freedom for Error 1442 1442 1442 1442 1442 
Total Degrees of Freedom (corrected) 1457 1457 1457 1457 1457 
Sum of Squares for Regression 1.4610732 0.0800249 0.2773529 0.5140992 0.7483683 
Sum of Squares for Error 0.2376827 0.0089339 0.0332294 0.0662847 0.1025231 
Total Sum of Squares (corrected) 1.6987559 0.0889589 0.3105823 0.5803840 0.8508915 
Regression Mean Square 0.0974048 0.0053349 0.0184901 0.0342732 0.0498912 
Error Mean Square 0.0001648 0.0000061 0.0000230 0.0000459 0.0000710 
F-Statistic 590.9468245 861.1030360 802.3867098 745.6020652 701.7258592 
p-Value 0 0 0 0 0 
R-squared (in percent) 86.0084253 89.9572000 89.3009249 88.5791504 87.9510903 
Adjusted R-squared (in percent) 85.8628819 89.8527326 89.1896308 88.4603482 87.8257549 
Estimated Standard Deviation of Model 
Error 0.0128385 0.0024890 0.0048004 0.0067799 0.0084319 
Overall Mean of Y 0.8283669 0.0455076 0.1133162 0.1909975 0.2746204 
Coefficient of Variation (in percent) 1.5498632 5.4695986 4.2363001 3.5497397 3.0704035 
 Table 5.12: TriArm-9 ANOVA Results for “+”-Shaped Target Regressed 
Equations. 
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The ANOVA data associated with the regression of the TriArm-9 system design trade 
space is provided in Tables 5.12 through 5.14.  Tables 5.12,  5.13, and 5.14 present the 
ANOVA data for the “+”-shaped, “x”-shaped, and “c”-shaped targets respectively. 
 
ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 15 15 15 15 15 
Degrees of Freedom for Error 1442 1442 1442 1442 1442 
Total Degrees of Freedom (corrected) 1457 1457 1457 1457 1457 
Sum of Squares for Regression 1.6033939 0.0732271 0.2713060 0.5214963 0.7775493 
Sum of Squares for Error 0.2397897 0.0079894 0.0312081 0.0637769 0.1001683 
Total Sum of Squares (corrected) 1.8431837 0.0812165 0.3025141 0.5852733 0.8777177 
Regression Mean Square 0.1068929 0.0048818 0.0180870 0.0347664 0.0518366 
Error Mean Square 0.0001662 0.0000055 0.0000216 0.0000442 0.0000694 
F-Statistic 642.8114269 881.1092926 835.7298391 786.0701313 746.2275840 
p-Value 0 0 0 0 0 
R-squared (in percent) 86.9904574 90.1627977 89.6837501 89.1030428 88.5876313 
Adjusted R-squared (in percent) 86.8551292 90.0604690 89.5764382 88.9896903 88.4689173 
Estimated Standard Deviation of Model 
Error 0.0128953 0.0023538 0.0046521 0.0066504 0.0083345 
Overall Mean of Y 0.8213549 0.0435559 0.1098751 0.1864621 0.2692734 
Coefficient of Variation (in percent) 1.5700077 5.4041604 4.2340084 3.5666356 3.0952035 
 Table 5.13: TriArm-9 ANOVA Results for “x”-Shaped Target Regressed 
Equations. 
 
ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 15 15 15 15 15 
Degrees of Freedom for Error 1442 1442 1442 1442 1442 
Total Degrees of Freedom (corrected) 1457 1457 1457 1457 1457 
Sum of Squares for Regression 0.4602912 0.0045565 0.0310326 0.0828035 0.1517560 
Sum of Squares for Error 0.2234091 0.0042295 0.0221054 0.0515870 0.0870436 
Total Sum of Squares (corrected) 0.6837004 0.0087861 0.0531380 0.1343906 0.2387997 
Regression Mean Square 0.0306860 0.0003037 0.0020688 0.0055202 0.0101170 
Error Mean Square 0.0001549 0.0000029 0.0000153 0.0000357 0.0000603 
F-Statistic 198.0641051 103.5654254 134.9567759 154.3058040 167.6033424 
p-Value 0 0 0 0 0 
R-squared (in percent) 67.3235314 51.8608258 58.4000658 61.6140934 63.5495013 
Adjusted R-squared (in percent) 66.9836237 51.3600715 57.9673341 61.2147948 63.1703353 
Estimated Standard Deviation of Model 
Error 0.0124470 0.0017126 0.0039153 0.0059811 0.0077693 
Overall Mean of Y 0.7388638 0.0250124 0.0735605 0.1361637 0.2083333 
Coefficient of Variation (in percent) 1.6846256 6.8471464 5.3225760 4.3926464 3.7293001 
 Table 5.14: TriArm-9 ANOVA Results for “c”-Shaped Target Regressed 
Equations. 
 
 
5.3.1.3 Regression Analysis of the Circular Monolithic Aperture 
Telescope Design Trade Space 
 
The simulated circular monolithic aperture telescope systems studied in this work 
exercised the following five parameters across the trade space defined in Section 4.6: (1) 
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optical path differences due to piston, tip, and tilt aberrations (OPDPTT), (2) integration 
time (TINT), (3) diameter of the encircled aperture (DENC), (4) fill factor (FFILL), and (5) 
the desired GSD of the system.  Starting from these five parameters, an initial regression 
model was developed which the author felt best represented the kinds of interactions 
which would occur between these parameters within the context of the imaging chain. 
 
The starting regression model developed by the author consisted of 11 parameters, 
consisting of the following terms and cross-terms: 
 
1. OPDPTT 
2. TINT  (in seconds) 
3. DENC 
4. FFILL 
5. GSD  (in meters) 
6. TINT × DENC × DENC 
7. TINT × FFILL 
8. DENC × DENC × FFILL 
9. TINT × DENC × DENC × FFILL 
10. DENC × GSD 
11. DENC × DENC 
 
Since the circular monolithic design trade space only had one choice for wavefront error 
knowledge (the “high” knowledge case), there were no classification variables present in 
this regression model.  Again, each of the parameters had their individual means 
subtracted prior to starting the regression analysis. 
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Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept C0,a,1 0.885255410 0.061277640 0.140774987 0.227078753 0.317184918 
OPDPTT C1,a,1 -0.089488647 -0.031719587 -0.050437791 -0.063042937 -0.071967506 
TINT C2,a,1 3.507939054 -0.163034907 0.409572859 1.037296554 1.622763898 
DENC C3,a,1 -0.000018491 -0.000019824 -0.000026102 -0.000027789 -0.000027431 
FFILL C4,a,1 0.003254654 0.003095028 0.004149725 0.004488690 0.004497093 
GSD C5,a,1 -0.385811594 -0.155689487 -0.238801614 -0.291606889 -0.327089513 
TINT × DENC × DENC C6,a,1 0.703928211 0.646643559 0.833544340 0.895617943 0.901930026 
TINT × FFILL C7,a,1 -55.600535248 -21.862455929 -33.722470298 -41.078941908 -46.006215745 
DENC × DENC × FFILL C8,a,1 0.001738966 -0.000951747 -0.000830267 -0.000465249 -0.000035368 
TINT × DENC × DENC × FFILL C9,a,1 64.702901578 24.654926942 38.199353514 46.958427969 53.009195625 
DENC × GSD C10,a,1 0.011293353 0.001059490 0.002976867 0.004770895 0.006353046 
DENC × DENC C11,a,1 -0.000101201 0.000030711 0.000020533 0.000002378 -0.000017681 
Table 5.15: Circular Monolithic Telescope Design Multivariate Regression 
Coefficients for the “+”-Shaped Target. 
 
Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept C0,a,2 0.875939175 0.057377947 0.134816678 0.219848175 0.309123746 
OPDPTT C1,a,2 -0.070934224 -0.023259111 -0.038276831 -0.048614405 -0.056020681 
TINT C2,a,2 -11.074760662 -1.170481797 -3.100381541 -4.876821261 -6.423092147 
DENC C3,a,2 -0.000200465 -0.000052548 -0.000091951 -0.000121989 -0.000145256 
FFILL C4,a,2 0.024984468 0.003548207 0.007928616 0.011791143 0.015097938 
GSD C5,a,2 -0.352559297 -0.134803815 -0.212263224 -0.262149663 -0.295861161 
TINT × DENC × DENC C6,a,2 5.189640279 0.644632769 1.583629735 2.418001924 3.128567833 
TINT × FFILL C7,a,2 340.965983539 68.468262988 132.258818635 184.103866996 226.281973808 
DENC × DENC × FFILL C8,a,2 -0.011992969 -0.001741774 -0.003832622 -0.005678198 -0.007260364 
TINT × DENC × DENC × FFILL C9,a,2 -74.137220433 -23.844555568 -39.724811917 -50.609469620 -58.382332031 
DENC × GSD C10,a,2 0.012556266 0.002937344 0.005302412 0.007165344 0.008654246 
DENC × DENC C11,a,2 -0.000209040 -0.000063315 -0.000107484 -0.000138431 -0.000160927 
Table 5.16: Circular Monolithic Telescope Design Multivariate Regression 
Coefficients for the “x”-Shaped Target. 
 
Term Coeff a=AUCTOT a=AUC0.1 a=AUC0.2 a=AUC0.3 a=AUC0.4 
Intercept C0,a,3 0.720036501 0.022283934 0.067217939 0.126507423 0.195907881 
OPDPTT C1,a,3 0.172500472 0.023168034 0.054888539 0.084764950 0.110304723 
TINT C2,a,3 -16.572913931 -0.536910347 -2.357468637 -4.729759827 -7.241295804 
DENC C3,a,3 0.000172562 0.000042712 0.000094716 0.000134667 0.000160830 
FFILL C4,a,3 -0.065009095 -0.007297721 -0.018088721 -0.028867814 -0.038552375 
GSD C5,a,3 -0.038624653 0.011337106 0.015770115 0.013173838 0.006228660 
TINT × DENC × DENC C6,a,3 0.021318791 -0.263398653 -0.431535509 -0.489896511 -0.471315882 
TINT × FFILL C7,a,3 -754.184051728 22.651479676 -32.909537061 -136.175780274 -258.917618484 
DENC × DENC × FFILL C8,a,3 0.015058825 0.002437216 0.005407169 0.008041993 0.010204999 
TINT × DENC × DENC × FFILL C9,a,3 127.153866003 -5.484248913 4.308739636 22.781185270 44.382232763 
DENC × GSD C10,a,3 -0.012427721 -0.000975223 -0.002771932 -0.004721281 -0.006575838 
DENC × DENC C11,a,3 -0.000988986 -0.000112408 -0.000288258 -0.000460925 -0.000611355 
Table 5.17: Circular Monolithic Telescope Design Multivariate Regression 
Coefficients for the “c”-Shaped Target. 
 
Once the individual means had been subtracted from the dataset, the model was passed to 
the multivariate regression function along with the set of area-based ROC curve metric 
calculations generated for each instance of circular monolithic aperture system design.  In 
this way, 15 sets of 12 coefficients each were generated by the regression process (11 
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regressors plus the intercept) to describe the curve fit to the data.  These coefficients are 
provided in Tables 5.15 through 5.17. 
 
The results of these 15 regression calculations for the circular monolithic aperture system 
designs can be displayed formulaically as follows: 
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 (167) 
 
where the coefficients, C0,a,b through C11,a,b, can be indexed to reference the equation 
describing the total AUC for the ROC curves or any of the other four metrics relying on 
area under the curve to designated PFA values. 
 
In Eq. (167), the subscripted values a and b can be used to denote the area metric (a is 0 
for AUCTOT, 1 for AUC0.1, 2 for AUC0.2, 3 for AUC0.3, and 4 for AUC0.4) and target type 
(b is 1 for “+”, 2 for “x”, and 3 for “c”), respectively.  So when “a,b” equals “0,1”, it 
denotes the coefficients associated with the AUCTOT column for the detection of the “+”-
shaped target as presented in Table 5.15. 
 
Table 5.18 contains the calculated averages for the numerical parameters used in the 
regressed equations for the circular monolithic solution case. 
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Numerical Parameter Name Average Value 
OPDPTT 0.15 λ 
TINT 0.0001166 s 
DENC 4.333 m 
FFILL 0.9500 
GSD 0.1143 m 
 
Table 5.18: Circular Monolithic Telescope Design Multivariate Regression 
Numerical Parameter Average Values. 
 
The ANOVA data associated with the regression of the circular monolith system design 
trade space is provided in Tables 5.19 through 5.21.  Tables 5.19,  5.20, and 5.21 present 
the ANOVA data for the “+”-shaped, “x”-shaped, and “c”-shaped targets respectively. 
 
ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 11 11 11 11 11 
Degrees of Freedom for Error 150 150 150 150 150 
Total Degrees of Freedom (corrected) 161 161 161 161 161 
Sum of Squares for Regression 0.0320494 0.0048898 0.0116971 0.0176410 0.0223930 
Sum of Squares for Error 0.0020267 0.0002462 0.0004733 0.0006983 0.0009358 
Total Sum of Squares (corrected) 0.0340761 0.0051360 0.0121704 0.0183394 0.0233288 
Regression Mean Square 0.0029135 0.0004445 0.0010633 0.0016037 0.0020357 
Error Mean Square 0.0000135 0.0000016 0.0000031 0.0000046 0.0000062 
F-Statistic 215.6342268 270.8224854 336.9699019 344.4559068 326.2787401 
p-Value 0 0 0 0 0 
R-squared (in percent) 94.0522839 95.2062086 96.1106332 96.1919413 95.9883031 
Adjusted R-squared (in percent) 93.6161181 94.8546639 95.8254129 95.9126837 95.6941120 
Estimated Standard Deviation of Model 
Error 0.0036758 0.0012811 0.0017764 0.0021577 0.0024978 
Overall Mean of Y 0.8850979 0.0613254 0.1408069 0.2270824 0.3171574 
Coefficient of Variation (in percent) 0.4153016 2.0891453 1.2616064 0.9502020 0.7875725 
 Table 5.19: Circular Monolith ANOVA Results for “+”-Shaped Target Regressed 
Equations. 
 
ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 11 11 11 11 11 
Degrees of Freedom for Error 150 150 150 150 150 
Total Degrees of Freedom (corrected) 161 161 161 161 161 
Sum of Squares for Regression 0.0251278 0.0034407 0.0086742 0.0133823 0.0171985 
Sum of Squares for Error 0.0029053 0.0002578 0.0005667 0.0009049 0.0012715 
Total Sum of Squares (corrected) 0.0280331 0.0036985 0.0092409 0.0142872 0.0184701 
Regression Mean Square 0.0022843 0.0003127 0.0007885 0.0012165 0.0015635 
Error Mean Square 0.0000193 0.0000017 0.0000037 0.0000060 0.0000084 
F-Statistic 117.9391786 181.9575469 208.7235444 201.6492670 184.443969 
p-Value 0 0 0 0 0 
R-squared (in percent) 89.6360954 93.0282269 93.8674360 93.6659202 93.1157407 
Adjusted R-squared (in percent) 88.8760757 92.5169635 93.4177146 93.2014210 92.6108950 
Estimated Standard Deviation of Model 
Error 0.0044010 0.0013111 0.0019437 0.0024562 0.0029115 
Overall Mean of Y 0.8756140 0.0572794 0.1346494 0.2196328 0.3088734 
Coefficient of Variation (in percent) 0.5026192 2.2889890 1.4435377 1.1183402 0.9426214 
 Table 5.20: Circular Monolith ANOVA Results for “x”-Shaped Target Regressed 
Equations. 
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ANOVA Field AUCTOT AUC0.1 AUC0.2 AUC0.3 AUC0.4 
Degrees of Freedom for Regression 11 11 11 11 11 
Degrees of Freedom for Error 150 150 150 150 150 
Total Degrees of Freedom (corrected) 161 161 161 161 161 
Sum of Squares for Regression 0.0335901 0.0006077 0.0033467 0.0079435 0.0134582 
Sum of Squares for Error 0.0334506 0.0004776 0.0027974 0.0069407 0.0121686 
Total Sum of Squares (corrected) 0.0670408 0.0010853 0.0061442 0.0148842 0.0256268 
Regression Mean Square 0.0030536 0.0000552 0.0003042 0.0007221 0.0012234 
Error Mean Square 0.0002230 0.0000031 0.0000186 0.0000462 0.0000811 
F-Statistic 13.6932501 17.3520089 16.3135148 15.6066295 15.0815511 
p-Value 0 0 0 0 0 
R-squared (in percent) 50.1040748 55.9952249 54.4693857 53.3687828 52.5161777 
Adjusted R-squared (in percent) 46.4450402 52.7682081 51.1304740 49.9491602 49.0340307 
Estimated Standard Deviation of Model 
Error 0.0149333 0.0017844 0.0043185 0.0068023 0.0090068 
Overall Mean of Y 0.7184980 0.0221090 0.0667695 0.1257904 0.1949568 
Coefficient of Variation (in percent) 2.0784084 8.0710045 6.4678587 5.4076524 4.6199397 
 Table 5.21: Circular Monolith ANOVA Results for “c”-Shaped Target Regressed 
Equations. 
 
5.3.2 Results of Sample Pearson Correlation Coefficient Calculations 
 
The regression analysis performed against the trade space provided equations for the 15 
different area-based metrics used to describe the ROC curves generated by the simulated 
telescope designs.  In parallel to the regression effort, a series of system-by-system ROC 
curve comparisons using the sample Pearson correlation coefficient as a shape-matching 
metric were carried out.  The sheer number of comparisons required made this process 
time-consuming.  Some “matches” have been found by this comparison process, and 
these particular cases have been used to verify the results of the regression processing. 
 
Before going forward with the results of the verification, it makes sense to first determine 
how well the sample Pearson correlation coefficient acts as a figure of merit for shape 
matching. 
 
Figure 5.13 illustrates the difference in shape between two candidate ROC curves which, 
though similar, are obviously not identical.  The sample Pearson correlation coefficient 
for the comparison of these two curves is 0.999036, which indicates a very high degree of 
correlation between these two curves, which certainly can be seen from the figure.  
However, these shapes are arguably not similar enough so as to be functionally 
indistinguishable.  For this reason, a threshold of 0.999 was felt to be insufficient for our 
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present purposes.  Figure 5.14 shows some example ROC curves comparisons where the 
sample Pearson correlation coefficient is at, or above, a value of 0.9999. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.13: ROC Curve Comparison Plot for the “x” Target Between a Sample 
TriArm-9 and a Sample Hex-18 System Design (Pearson Corr. Coeff. = 0.999036). 
 
As can be readily seen from the plots in Figure 5.14, a sample Pearson correlation 
coefficient threshold of at least 0.9999 appears to be adequate for finding ROC curves 
which are essentially identical in performance.  For each of these three target cases, the 
individual curves have plotted one over top of the other, making them indistinguishable 
to the human eye. 
 
Having decided upon a suitable threshold value for accepting that two ROC curves are 
functionally identical in their performance, all that remains is to identify cases within the 
trade space where the simulated telescope designs in question generate sets of ROC 
curves that when compared have sample Pearson correlation coefficients of 0.9999 or 
greater. 
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Figure 5.14: ROC Curve Comparison Plots for All 3 Target Types Between a 
Sample TriArm-9 and a Sample Hex-18 System Design. 
 
Tables 5.22 through 5.25 contain the metric data for four examples of telescope designs 
having equivalent target detection capabilities, which were identified by the comparison 
process as having sample Pearson correlation coefficients of greater than or equal to 
0.9999 for all three of their target-based ROC curve comparisons.  These tables provide 
information about the trade space parameters which define the individual telescopes 
being compared to each other.  These four tables also provide the three target-specific 
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sample Pearson correlation coefficient values that were calculated by the curve shape 
comparison process, and the 15 area-based calculations representing the total area under 
the curve for each ROC, as well as the area from the origin up to a PFA = 0.1, up to a PFA 
= 0.2, up to a PFA = 0.3, and lastly, up to a PFA = 0.4.  All of these values were calculated 
from the actual ROC curves generated during the simulation process, and they are 
presented in the left-hand side of each table. 
 
On the right-hand side of each of these tables, are the corresponding area-based metric 
values as calculated from the regressed equations described in Section 5.3.1.  Along with 
the area-based metric values calculated from the regressed equations, each entry provides 
the percent difference between the regressed solution and the average of the two 
corresponding system values calculated from the simulated ROC curves.  These percent 
differences are recorded in red typeface within square brackets. 
 
As might be expected, the percent differences between the regressed solutions and the 
ROC curve measured solutions are greatest for the smaller area-based metrics to the 
beginning (left side) of the ROC curve, where slight differences in curve shape would 
nevertheless translate into larger percentages of differences in area calculations.    
 
Table 5.22 compares a particular Hex-18 segmented-aperture design (identified as 
simulation case number 1220) with a particular TriArm-9 sparse-aperture design (case 
59840).  In this example, the sample Pearson correlation coefficients generated from the 
curve comparison process indicate that the actual ROC curve data is essentially 
indistinguishable in a functional target-detection sense (for the targets used in this current 
work).  Notice however, that the values returned from the regressed equations, which are 
intended to describe the trade space in a similar (though not identical) manner, do not 
match the measured results of the ROC curve areas as well as one might hope.  The 
regressed equations provide predictions of the total area under the curve which are 
consistently 5% to 7% less than the actual measured values for the Hex-18 system design, 
and the discrepancies at the other area-based metrics have much larger percent 
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differences than one would like to see.  The case is better for the TriArm-9 predictions, 
which match within 1% for the “+”-shaped, “x”-shaped, and “c”-shaped targets. 
 
Simulation ID 1220 59840   
Aperture Type Hex-18 TriArm-9   
OPDPTT 0.25λ 0.25λ   
OPDH-O 0.15λ N/A   
WFEK 1 (“medium”) 0 (“low”)   
TINT 0.000050 s 0.000500 s   
DENC 3.00 m 7.30 m   
FFILL 0.78347 0.15800   
GSD 3.0 in 6.0 in   
NBANDS 4 4   
Sample Pearson Correlation Coefficient Values:   
PCC Tgt1 0.999983   
PCC Tgt2 0.999911 Simulation IDs: 
PCC Tgt3 0.999969 1220 59840 
“+”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt1 0.772002415 0.774405724 0.72113993        [-6.7%] 0.765493461   [-1.0%] 
AUC0.1 Tgt1 0.032286584 0.032911396 0.019947296     [-38.8%] 0.030695164   [-5.8%] 
AUC0.2 Tgt1 0.088291292 0.089482509 0.062818585     [-29.3%] 0.085663201   [-3.6%] 
AUC0.3 Tgt1 0.156812864 0.158425821 0.121369962     [-23.0%] 0.153352872   [-2.7%] 
AUC0.4 Tgt1 0.233427598 0.235343154 0.191170695     [-18.4%] 0.22925116     [-2.2%] 
“x”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt2 0.758625466 0.758831470 0.715408926      [-5.7%] 0.75792758      [-0.1%] 
AUC0.1 Tgt2 0.029724737 0.031227192 0.019668923     [-35.5%] 0.029880522   [-2.0%] 
AUC0.2 Tgt2 0.082990342 0.085313172 0.061654057     [-26.7%] 0.083530191   [-0.7%] 
AUC0.3 Tgt2 0.149231897 0.151796158 0.119092396     [-20.9%] 0.149961743   [-0.4%] 
AUC0.4 Tgt2 0.224039527 0.226485263 0.187815405     [-16.6%] 0.224759616   [-0.2%] 
“c”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt3 0.711106071 0.709333657 0.675072267      [-4.9%] 0.705623251   [-0.6%] 
AUC0.1 Tgt3 0.022560249 0.021625953 0.015988484     [-27.6%] 0.021582382   [-2.3%] 
AUC0.2 Tgt3 0.066909392 0.065151834 0.05188233       [-21.4%] 0.064675478   [-2.1%] 
AUC0.3 Tgt3 0.125068863 0.122807178 0.102720259     [-17.1%] 0.12174217      [-1.8%] 
AUC0.4 Tgt3 0.193084821 0.190588227 0.165166287     [-13.9%] 0.188911607   [-1.5%] 
Table 5.22: First Example Comparison of Metrics Calculated from Simulated ROC 
Curves and from Regressed Equations. 
 
From the system parameters used to describe these two particular “equivalent” telescope 
designs, one can draw some simple inferences.  Looking at the TriArm-9 system, its 
values for wavefront error knowledge (“low”), fill factor (15.8%), and GSD (6.0 in) 
would seem to indicate that it would not perform as well as the candidate Hex-18 system 
with its corresponding values of “medium”, 78.347%, and 3.0 in, respectively.  However, 
the Hex-18 system design has 0.15 waves of higher-order aberration to contend with and 
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a tenth of the integration time allowed for the TriArm-9 system.  In essence, the reduced 
integration time and detrimental presence of higher-order aberrations in the Hex-18 
design would seem to balance out the doubling of the GSD, reduction in fill factor, and 
less perfect knowledge of wavefront error across the aperture for the TriArm-9 design.   
 
The encircled diameter values have not been addressed in this discussion of system 
performance so far simply because the target detection tasks used in this work are so 
heavily GSD-driven as to make the effect of encircled diameter on the determination of 
system equivalency hard to discern.  One possible way of comparing these values is via 
the area of the aperture for collecting light – this TriArm-9 has 6.61 m2 and this Hex-18 
has 5.54 m2 of collection area based on the encircled diameter and their fill factor 
parameters which would seem to favor the TriArm-9 design in this instance. 
 
Table 5.23 compares another Hex-18 segmented-aperture design (case 2480) with a 
different TriArm-9 sparse-aperture design (case 60520).  Once again, in this example, the 
sample Pearson correlation coefficients generated from the curve comparison process 
indicate that the actual ROC curve data is essentially indistinguishable in a functional 
target-detection sense.  Notice that in this example, the regressed equations provide 
predictions of the total area under the curve for the Hex-18 design which are now roughly 
3% to 4.5% less than the actual measured values for that design.  The TriArm-9 
predictions match the measured values within 1.6% of the total area under the curve for 
the “+”-shaped and “x”-shaped targets, but this time the percentage difference for the 
“c”-shaped targets has crept up to 2.5%. 
 
Again, one can draw some simple inferences based on these particular sets of system 
parameters.  Looking at the TriArm-9 system, its values for wavefront error knowledge 
(“low”), fill factor (15.8%), GSD (6.0 in), and integration time (100 µs) again would 
seem to indicate that it would not perform as well as the candidate Hex-18 system with its 
corresponding values of “high”, 78.347%, 3.0 in, and 200 µs, respectively.  However, this 
time the Hex-18 system design has both 0.15 waves of higher-order aberration to contend 
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with and a much larger PTT wavefront error of 0.25 waves than the PTT wavefront error 
of the TriArm-9 system (0.05 waves). 
 
Simulation ID 2480 60520   
Aperture Type Hex-18 TriArm-9   
OPDPTT 0.25λ 0.05λ   
OPDH-O 0.15λ N/A   
WFEK 2 (“high”) 0 (“low”)   
TINT 0.000200 s 0.000100 s   
DENC 3.00 m 8.76 m   
FFILL 0.78347 0.15800   
GSD 3.0 in 6.0 in   
NBANDS 4 4   
Sample Pearson Correlation Coefficient Values:   
PCC Tgt1 0.999961   
PCC Tgt2 0.999900 Simulation IDs: 
PCC Tgt3 0.999949 2480 60520 
“+”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt1 0.782071701 0.780294549 0.746396172     [-4.5%] 0.793438984    [+1.6%] 
AUC0.1 Tgt1 0.034011359 0.034659305 0.024354902     [-29.1%] 0.036296414    [+5.7%] 
AUC0.2 Tgt1 0.091952408 0.092699992 0.072214912     [-21.8%] 0.096802229    [+4.8%] 
AUC0.3 Tgt1 0.162144340 0.162683724 0.135185386     [-16.8%] 0.169035719    [+4.1%] 
AUC0.4 Tgt1 0.240129445 0.240311818 0.208618835     [-13.2%] 0.248561004    [+3.5%] 
“x”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt2 0.772372945 0.774801469 0.740632233     [-4.3%] 0.785741348    [+1.6%] 
AUC0.1 Tgt2 0.031681735 0.033418462 0.023782301     [-26.9%] 0.034868918    [+7.1%] 
AUC0.2 Tgt2 0.087427116 0.090276457 0.070536452     [-20.6%] 0.093824825    [+5.6%] 
AUC0.3 Tgt2 0.155939050 0.159330350 0.132280239     [-16.1%] 0.164776036    [+4.5%] 
AUC0.4 Tgt2 0.232684352 0.236250338 0.204619967     [-12.7%] 0.24327854      [+3.8%] 
“c”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt3 0.710937857 0.716314219 0.693953324     [-2.8%] 0.731693364    [+2.5%] 
AUC0.1 Tgt3 0.022444303 0.022691989 0.017911491     [-20.6%] 0.02505079    [+11.0%] 
AUC0.2 Tgt3 0.066696789 0.067583919 0.056835692     [-15.3%] 0.072918528    [+8.6%] 
AUC0.3 Tgt3 0.124801258 0.126478330 0.110832178     [-11.8%] 0.134490606    [+7.0%] 
AUC0.4 Tgt3 0.192796049 0.195286095 0.176189824     [-9.2%] 0.205518659    [+5.9%] 
Table 5.23: Second Example Comparison of Metrics Calculated from Simulated 
ROC Curves and from Regressed Equations. 
 
In essence, the combined effect of the higher-order aberrations and the larger PTT 
aberrations in the Hex-18 design (despite “high” wavefront error knowledge) would seem 
to balance out the doubling of the GSD, reduction in fill factor, halving of the integration 
time, and less perfect knowledge of wavefront error across the aperture for the TriArm-9 
design.  Furthermore, comparison of the encircled diameter and fill factor parameters 
shows that the aperture areas used by these systems to collect light are 9.52 m2  for the 
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TriArm-9 system and 5.54 m2 for the Hex-18 system, which also benefits the TriArm-9 
system in its performance as compared to the Hex-18 design. 
 
Note that since the predicted area values from the equations derived from the regression 
process due not provide definitive points along the shape of the ROC curve, but only a 
measure of the area under that portion of the curve, there is no way to directly compare 
the data generated by the regressed equations and the curve shape metric represented by 
the sample Pearson correlation coefficients.  In the absence of such a direct comparison, 
evaluating the acceptability (suitable tolerances) of these percent differences is 
problematic.  One would like to be able to validate the regressed functional forms against 
the measured ROC curve data from the telescope simulation processing.  This topic will 
be revisited shortly; for now, we will continue with the remaining example cases. 
 
Table 5.24 compares yet another Hex-18 segmented-aperture design (case 3000) with 
another TriArm-9 sparse-aperture design (case 44840).  The sample Pearson correlation 
coefficients generated from the curve comparison process indicate that the actual ROC 
curve data is essentially indistinguishable in a functional target-detection sense.  Notice 
that in this example, the regressed equations provide predictions of the total area under 
the curve for the Hex-18 design which fall approximately between 2.7% and 5% less than 
the actual measured values for that design. 
 
It is interesting to note, that in all three examples so far, the functional forms for the Hex-
18 cases seem to consistently underestimate the area metrics, and always seem to show 
greater deviation from the measured curve values than for the TriArm-9 cases.  This 
might simply be coincidence, or maybe the regression processing was slightly biased in 
some fashion.  Of course, over this limited sample size, it is impossible to tell if there is 
an actual trend developing here – additional analysis will be required to settle this point.  
The TriArm-9 predictions, once again, match the measured values within 1.2% of the 
total area under the curve for all three targets. 
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Simulation ID 3000 44840   
Aperture Type Hex-18 TriArm-9   
OPDPTT 0.15λ 0.25λ   
OPDH-O 0.15λ N/A   
WFEK 2 (“high”) 2 (“high”)   
TINT 0.000050 s 0.000500 s   
DENC 4.00 m 8.76 m   
FFILL 0.78347 0.18000   
GSD 3.0 in 3.0 in   
NBANDS 4 4   
Sample Pearson Correlation Coefficient Values:   
PCC Tgt1 0.999908   
PCC Tgt2 0.999957 Simulation IDs: 
PCC Tgt3 0.999953 3000 44840 
“+”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt1 0.860512752 0.855703121 0.818945933     [-4.6%] 0.852203393     [-0.7%] 
AUC0.1 Tgt1 0.054752203 0.054246660 0.040575951     [-25.5%] 0.051591679     [-5.3%] 
AUC0.2 Tgt1 0.129452304 0.128168848 0.103838389     [-19.4%] 0.124373636     [-3.4%] 
AUC0.3 Tgt1 0.212122299 0.210097416 0.179115671     [-15.2%] 0.205822764     [-2.5%] 
AUC0.4 Tgt1 0.299405028 0.296716237 0.262006657     [-12.1%] 0.292301313     [-1.9%] 
“x”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt2 0.858382167 0.855471788 0.814656106     [-4.9%] 0.846271912    [-1.2%] 
AUC0.1 Tgt2 0.052239284 0.051467137 0.039018829     [-24.8%] 0.049375191    [-4.8%] 
AUC0.2 Tgt2 0.126072558 0.124702743 0.101101357     [-19.4%] 0.120769801    [-3.7%] 
AUC0.3 Tgt2 0.208501125 0.206687205 0.175464252     [-15.5%] 0.201320876    [-3.0%] 
AUC0.4 Tgt2 0.295839330 0.293689526 0.257720482     [-12.6%] 0.287205338    [-2.6%] 
“c”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt3 0.739714849 0.744139512 0.721730306     [-2.7%] 0.748661567    [+0.9%] 
AUC0.1 Tgt3 0.025955114 0.025937830 0.021179593     [-18.4%] 0.025639116    [-1.2%] 
AUC0.2 Tgt3 0.075150936 0.075556782 0.065103178     [-13.6%] 0.075556528    [+0.3%] 
AUC0.3 Tgt3 0.138045517 0.139084569 0.124065267     [-10.5%] 0.139717326    [+0.8%] 
AUC0.4 Tgt3 0.210260616 0.211998820 0.193765158     [-8.2%] 0.213395552    [+1.1%] 
Table 5.24: Third Example Comparison of Metrics Calculated from Simulated ROC 
Curves and from Regressed Equations. 
 
This time, a comparison of the system parameters readily shows what might be 
considered equivalent TriArm-9 and Hex-18 systems.  The two systems have the same 
GSD (3.0 in), the same amount of wavefront error knowledge (“high”), and similar 
entrance aperture areas for collecting light (10.85 m2  for the TriArm-9 system and 9.85 
m2 for the Hex-18 system).  Even the wavefront errors across their synthesized apertures 
could be considered to be nearly equivalent in some sense; the combination of 0.15 
waves of PTT aberration and 0.15 waves of higher-order aberration for the Hex-18 
system could be thought of as balancing the 0.25 waves of PTT aberration for the 
TriArm-9 system.  This leaves the only obvious difference between these two systems as 
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being the amount of integration time involved, which implies that the tenfold increase in 
integration time for the TriArm-9 system over the Hex-18 system is not enough to affect 
the utility of the imagery generated by these two systems for the target detection tasks 
employed. 
 
In the fourth example presented here, a Hex-18 system design (case 2440) is compared 
with a circular monolithic system design (case 70580) as shown in Table 5.25. It is 
interesting to see that for these two system designs, the point of target detection 
equivalency is achieved when the less PTT-aberrated Hex-18 system experiencing greater 
integration time is found to match the performance of the circular aperture system of 
equal encircled diameter with greater PTT aberration.  It is also equally instructive to 
note that in this case, the prediction based on the regressed equations matches quite well, 
to within half a percent, for both the “+”-shaped and “x”-shaped targets.  And although 
the results are not as dramatically improved for the predictions for the “c”-shaped targets, 
they still show improvement as compared with the percentage differences encountered in 
the previous examples. 
 
As mentioned before, validating the regressed formulas against the measured data is a 
difficult task considering the nature of their relationship.  As a partial answer to the 
question of the validity of the regressed models, the reader is directed to the results from 
the analysis of variance (ANOVA) calculations presented earlier in this section.  Though 
one can assume that there will be some level of correspondence between the equivalent 
system determinations made from the sample Pearson correlation calculations and those 
found from the regression models, the fact that the simulated data contains all of the 
residual noise not directly accounted for by the regression model indicates that at times 
these two comparison methods will yield contradictory results.  Further effort in model 
validation, potentially involving stepwise regression processes, should be carried out in 
future to see if better models of the raw simulation data can be developed.  
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Simulation ID 2440 70580   
Aperture Type Hex-18 Circular 
Monolith 
  
OPDPTT 0.05λ 0.25λ   
OPDH-O 0.15λ N/A   
WFEK 2 (“high”) 2 (“high”)   
TINT 0.000200 s 0.000050 s   
DENC 3.00 m 3.00 m   
FFILL 0.78347 0.99000   
GSD 3.0 in 3.0 in   
NBANDS 4 4   
Sample Pearson Correlation Coefficient Values:   
PCC Tgt1 0.999985   
PCC Tgt2 0.999990 Simulation IDs: 
PCC Tgt3 0.999916 2440 70580 
“+”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt1 0.895389450 0.895837429 0.891270761     [-0.5%] 0.891202494    [-0.5%] 
AUC0.1 Tgt1 0.065448143 0.065815832 0.056714363     [-13.6%] 0.064104073    [-2.3%] 
AUC0.2 Tgt1 0.147176006 0.147663107 0.13534439       [-8.2%] 0.144941769    [-1.7%] 
AUC0.3 Tgt1 0.234869270 0.235402741 0.222947041     [-5.2%] 0.232026413    [-1.3%] 
AUC0.4 Tgt1 0.325890194 0.326435841 0.315322532     [-3.3%] 0.322611825    [-1.1%] 
“x”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt2 0.883424210 0.883130637 0.888026347     [-0.5%] 0.882523798    [-0.1%] 
AUC0.1 Tgt2 0.060673714 0.060917325 0.05416864       [-10.9%] 0.060244941    [-0.9%] 
AUC0.2 Tgt2 0.139857306 0.140096031 0.131428054     [-6.1%] 0.139176347    [-0.6%] 
AUC0.3 Tgt2 0.225925086 0.226099292 0.218265397     [-3.4%] 0.225110578    [-0.4%] 
AUC0.4 Tgt2 0.315843436 0.315933896 0.310326351     [-1.8%] 0.314959601    [-0.3%] 
“c”-Target Areas Calculated from Simulated 
ROC Curves: 
As Predicted By Regression Equations: 
AUCTOT Tgt3 0.729062210 0.730818387 0.752878314     [+3.1%] 0.737119713    [+1.0%] 
AUC0.1 Tgt3 0.022047287 0.023583417 0.02466409       [+8.1%] 0.023776478    [+4.2%] 
AUC0.2 Tgt3 0.067648918 0.070404850 0.073967567     [+7.2%] 0.071262992    [+3.2%] 
AUC0.3 Tgt3 0.128172514 0.131536164 0.138346002     [+6.5%] 0.133288852    [+2.6%] 
AUC0.4 Tgt3 0.199040490 0.202552137 0.212863258     [+6.0%] 0.205267943    [+2.2%] 
Table 5.25: Fourth Example Comparison of Metrics Calculated from Simulated 
ROC Curves and from Regressed Equations. 
 
5.3.3 Using Regressed Functional Forms to Find Equivalent System 
Designs  
 
Assuming that the regressed system models developed in Section 5.3.1 yielded accurate 
functional forms for describing the multi-aperture telescope design trade space being 
studied, then it should be possible to iteratively solve these equations over this trade 
space and find any combinations of parameters which yield an equivalent target detection 
capability. 
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To do this, one must rely solely on the area-based metrics for defining points of 
equivalency.  Once such points are found, it would be possible to actually simulate the 
given designs defined by these predicted parameter combinations, and then carry out a 
shape-matching analysis to see how well the area-based metrics predicted true ROC 
curve shape matches. 
 
To illustrate this process, the following steps outline an algorithmic process for 
determining points of target detection equivalency: 
 
1. Choose a type of multi-aperture, multispectral, telescope to design (Hex-18 or 
TriArm-9) 
2. Choose the system design parameters for that type of telescope design (WFEK, 
OPDPTT, OPDH-O, TINT, DENC, FFILL, GSD, and NBANDS) 
3. Solve the 15 regressed equations for the area-based metrics which pertains to the 
chosen type of telescope design 
4. Choose a sampling step size for each of the variable design parameters to be 
applied to the competing telescope design type 
5. Iteratively step across the sampled design trade space solving the 15 regressed 
equations for the area-based metrics which pertain to the competing telescope 
design type 
6. For each set of 15 predicted values generated, compare each individual value to 
its corresponding value for the originally chosen telescope design 
7. If and only if each of the 15 compared values fall within some pre-set tolerance 
range, then record that set of design parameters used for the competing telescope 
design 
8. When completed with the comparisons of predicted metric values, take the list of 
competing design parameter sets which generated acceptably close values for 
each of the area-based metrics and run those cases through the multi-aperture 
imaging chain simulation process 
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9. Analyze the simulated ROC curves to see how well they match the predicted 
values from the regressed equations 
10. Compare the simulated ROC curves to see how well they match using the sample 
Pearson correlation coefficient as the metric 
11. If the sample Pearson correlation coefficient is greater than or equal to 0.9999 (or 
some other desired threshold), then accept that competing system design as being 
functionally equivalent to the original system design in terms of the currently 
defined target detection task 
 
Though a final experiment was not expressly conducted to carry out and test this 
procedure (due to time constraints), the principles behind it are sound, and there is no 
reason why the process should not be successful.  Using some of the data generated from 
the exploration of the original trade space used in this work, it is possible to illustrate this 
process graphically.  The following figures present several series of plots of the regressed 
models for the TriArm-9, Hex-18, and circular monolith aperture system designs for 
various sets of trade space parameters.  These plots serve to illustrate the iterative search 
process outlined in the above enumerated list above. 
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Figure 5.15: Comparison of Regressed AUCTOT “+” Target Detection Surfaces for 
Competing Hex-18 and TriArm-9 System Designs as Functions of OPDPTT and GSD. 
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In Figure 5.15, the series of six plots, labeled “A” through “F”, attempt to illustrate the 
process of iteratively searching the regressed trade space for equivalent multi-aperture 
imaging systems.  For each of the plots in this example, the X-axis records the GSD (in 
inches) of the theoretical imaging systems.  Similarly, the Y-axis records the rms OPD (in 
waves) due to piston, tip, and tilt aberrations.  The dependent variable on the Z-axis is the 
predicted total AUC for the ROC curve describing the performance of the theoretical 
multi-aperture system in terms of the specific target detection task used in this work.  The 
plot series in Figure 5.15 depicts performance predictions for detecting the “+”-shaped 
target.  Since these plots can only display variations in two system design parameters at a 
time, the remainder of the system parameters must be held constant for the plots to have 
any meaning.  Table 5.26 shows the static system parameter values for this example. 
 
Parameter Hex-18 TriArm-9 
Wavefront Error Knowledge (WFEK) “high” “low” 
Optical Path Difference from Higher-Order Aberrations 
(OPDH-O) 0.15 λ 0.0 λ 
Integration Time (TINT) 100 µs 100 µs 
Fill Factor (FFILL) 78.347 % 15.8 % 
Encircled Diameter (DENC) 4.0 m 8.0 m 
Table 5.26: Static System Design Parameters for the First Trade Space Search 
Example. 
 
The plot series in Figure 5.15 displays two surfaces, one colored red and the other 
colored green.  The red surface denotes the total AUC values predicted by the regression 
model for Hex-18 system designs when searching for “+”-shaped targets.  Similarly, the 
green surface denotes the total AUC values predicted by the regression model for the 
TriArm-9 system designs when searching for “+”-shaped targets.   In plot “A” of Figure 
5.15, one can see that these two surfaces intersect.  The exact point in plot “A” where the 
left edges of both surfaces intersect defines the rms OPDPTT value where a Hex-18 and a 
TriArm-9 system each having a GSD of 3 inches (and other system parameters as defined 
in Table 5.26) can be considered to be equivalent systems, since at that point, they have 
the same total AUC.  Similarly, the exact point along the far right edge of the intersecting 
planes defines the Hex-18 and TriArm-9 systems with 6-inch GSD that can be considered 
to be equivalent. 
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Of course, there is no reason why we should restrict our search for equivalent Hex-18 and 
TriArm-9 systems to ones having the same GSD.  To illustrate this point, plots “B” 
through “F” were generated to show how one surface, in this case the Hex-18 surface, 
can be translated along the direction of the X-axis to find points of equivalency between 
Hex-18 and TriArm-9 systems of differing GSD.  In each plot, the Hex-18 surface was 
displaced by half an inch to illustrate this concept.  It is important to note that in plots 
“B” through “F”, the tick-line values on the GSD axis no longer match the GSD values 
represented by the Hex-18 (red) surface plot – only that of the (green) TriArm-9 plot.  
The GSD values of the Hex-18 surface can be thought of as “floating” with the surface as 
it is translated along the length of the TriArm-9 surface plot.  In this way, the left-most 
point of intersection between the two surfaces in plot “B” still represents a Hex-18 
system design with a GSD of 3 inches, but the equivalent TriArm-9 system has a GSD of 
3.5 inches; and while the GSD of the equivalent TriArm-9 system has changed, so has its 
(and the Hex-18’s) OPDPTT value, which has moved to a point of greater PTT aberration.  
Notice also that as the system parameters have changed in order to describe this new 
point of equivalency, so has the system performance.  These two newly identified 
equivalent Hex-18 and TriArm-9 systems have smaller total AUC values, which shows 
that although these new systems are equivalent to each other, they are not equivalent to 
the previous pair of systems found from plot “A” which operate at a higher total AUC. 
 
There is no reason why this surface translation couldn’t also be carried out 
simultaneously in the direction of the Y-axis (OPDPTT), but for purposes of illustration 
only the X-axis translation process has been shown in Figure 5.15. 
 
Figures 5.16 and 5.17 provide similar series of plots as those in Figure 5.15, however, 
this time the plots represent the “x” target and “c” target predictions from the regressed 
trade space.  Figures 5.16 and 5.17 also use the same static parameters as reported in 
Table 5.26. 
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Figure 5.16: Comparison of Regressed AUCTOT “x” Target Detection Surfaces for 
Competing Hex-18 and TriArm-9 System Designs as Functions of OPDPTT and GSD. 
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Figure 5.17: Comparison of Regressed AUCTOT “c” Target Detection Surfaces for 
Competing Hex-18 and TriArm-9 System Designs as Functions of OPDPTT and GSD. 
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From these three series of plots one can draw an interesting conclusion; though there are 
several possible points of equivalency to be found between these various combinations of 
Hex-18 and TriArm-9 system designs within each individual plot series, there aren’t any 
combinations of GSD and OPDPTT values in this portion of the trade space which point to 
equivalent system designs for detecting all three types of targets simultaneously.  Under 
this more stringent definition of system equivalency (the one used in this work), this 
means that none of the combinations of multi-aperture telescope designs represented by 
the plots in Figures 5.15, 5.16, and 5.17 can be considered to be functionally equivalent 
systems. 
 
And then there are cases, as illustrated in Figure 5.18, where there are no possible 
combinations of system designs that can be considered functionally equivalent.  Figure 
5.18 depicts a comparison of various Hex-18 system designs (red surface) with various 
circular monolithic system designs (blue surface).  The systems being compared in Figure 
5.18 have set variable choices as reported in Table 5.27.  Once again, the X-axis displays 
the GSD of the systems and the Y-axis displays the OPDPTT.  Of course when looking at 
the value chosen for the OPDH-O variable during this comparison, it is easy to see why no 
points of equivalency present themselves; at 0.30 waves of rms OPD across the 
segmented aperture, all else being equal, one would never expect a Hex-18 design to 
function as well as a circular monolithic system of the same physical extent and lacking 
any higher-order aberrations. 
 
Parameter Hex-18 Circ. Mono. 
Wavefront Error Knowledge (WFEK) “high” “high” 
Optical Path Difference from Higher-Order Aberrations 
(OPDH-O) 0.30 λ 0.0 λ 
Integration Time (TINT) 100 µs 100 µs 
Fill Factor (FFILL) 78.347 % 99.0 % 
Encircled Diameter (DENC) 4.0 m 4.0 m 
Table 5.27: Static System Design Parameters for the Second Trade Space Search 
Example. 
 
The series of plots in Figure 5.18 are translating the Hex-18 (red) surface along the Y-
axis (the OPDPTT axis) as opposed to the X-axis (GSD) direction depicted in Figures 5.15 
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through 5.17.  This was done simply to show that the pictorial translation can occur with 
respect to either or both of the design parameters being plotted.  The step size of the 
surface translation from plot to plot is 0.05 waves of OPDPTT.   
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.18: Comparison of Regressed AUCTOT “+” Target Detection Surfaces for 
Competing Hex-18 and Circular Monolithic System Designs as Functions of OPDPTT 
and GSD. 
 
Having shown how the proposed iterative trade space search process can yield near 
misses, or even outright failures, in attempts to find equivalent system designs, it makes 
sense to now show how that same process can yield viable results.  Figures 5.19 through 
5.21 show plot series for another set of Hex-18 and TriArm-9 comparisons.  This time, 
the set parameter values are as provided in Table 5.28.  In this example case, there does 
exist a point in this portion of the trade space where a Hex-18 design matches the target 
B 
C D 
A 
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detection ability of a TriArm-9 design for all three types of target.  Aside from the 
parameters reported in Table 5.28, the point of equivalency occurred when the Hex-18 
design had OPDPTT of 0.15 waves and a GSD of 3.0 inches and the TriArm-9 design had 
OPDPTT of 0.25 waves and also a GSD of 3.0 inches.  Figure 5.22 shows some imagery 
generated by the multi-aperture simulation process which resulted from these particular 
equivalent designs. 
 
Parameter Hex-18 Circ. Mono. 
Wavefront Error Knowledge (WFEK) “high” “high” 
Optical Path Difference from Higher-Order Aberrations 
(OPDH-O) 0.15 λ 0.0 λ 
Integration Time (TINT) 50 µs 500 µs 
Fill Factor (FFILL) 78.347 % 18.0 % 
Encircled Diameter (DENC) 4.0 m 8.76 m 
Table 5.28: Static System Design Parameters for the Third Trade Space Search 
Example. 
 
For these particular combinations of design parameters, the Hex-18 design yielded a 
predicted total AUC for the “+” target of 0.819 and the TriArm-9 design yielded a total 
AUC for the “+” target of 0.815.  The Hex-18 prediction for the “x” target total AUC was 
0.852 and the TriArm-9 prediction was 0.847.  And finally, the Hex-18 prediction of total 
AUC for the “c” target was 0.732 and the TriArm-9 prediction for total AUC was 0.739. 
These corresponding values are within one percent of each other, which makes it 
reasonable to consider these systems as being equivalent in terms of the present target 
detection task.  Since both system designs in this case have GSD values of 3.0 inches, the 
relevant plots in the series presented in Figures 5.19 through 5.21 are the “C” plots, and 
this particular point of equivalency occurs at the far left edge of the intersecting surfaces. 
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Figure 5.19: Comparison of Regressed AUCTOT “+” Target Detection Surfaces for 
Competing Hex-18 and TriArm-9 System Designs as Functions of OPDPTT and GSD. 
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Figure 5.20: Comparison of Regressed AUCTOT “x” Target Detection Surfaces for 
Competing Hex-18 and TriArm-9 System Designs as Functions of OPDPTT and GSD. 
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Figure 5.21: Comparison of Regressed AUCTOT “c” Target Detection Surfaces for 
Competing Hex-18 and TriArm-9 System Designs as Functions of OPDPTT and GSD. 
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Figure 5.22: Sample Imagery Generated from Equivalent Hex
 
In the next example, Hex-18 designs are once again compared with circular monolithic 
designs and this time a viable point of equivalency was found for detection of all three 
target types.  Figures 5.23 through 5.25 show plot series for these particular set
18 and circular monolithic system comparisons.  The set parameter values are as provided 
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in Table 5.29.  Along with the parameters reported in Table 5.29, a point of equivalency 
occurred when the Hex-18 design had OPDPTT of 0.05 waves and a GSD of 3.0 inches 
and the circular monolithic aperture design had OPDPTT of 0.25 waves and also a GSD of 
3.0 inches.  Figure 5.26 shows some samples of the simulated imagery which resulted 
from these particular equivalent designs. 
 
Parameter Hex-18 Circ. Mono. 
Wavefront Error Knowledge (WFEK) “high” “high” 
Optical Path Difference from Higher-Order Aberrations 
(OPDH-O) 0.15 λ 0.0 λ 
Integration Time (TINT) 200 µs 50 µs 
Fill Factor (FFILL) 78.347 % 99.0 % 
Encircled Diameter (DENC) 3.0 m 3.0 m 
Table 5.29: Static System Design Parameters for the Fourth Trade Space Search 
Example. 
 
For these particular design parameter combinations, the Hex-18 design had a predicted 
total AUC for the “+” target of 0.891 and the circular monolith design had a total AUC 
for the “+” target of 0.888.  The Hex-18 prediction for the “x” target total AUC was 
0.852 and the TriArm-9 prediction was 0.845.  And finally, the Hex-18 prediction of total 
AUC for the “c” target was 0.743 and the TriArm-9 prediction for total AUC was 0.737. 
Again, these corresponding total AUC values were within one percent of each other, 
making it reasonable to consider these systems to be equivalent in terms of this target 
detection task.  Since both of these system designs have GSD values of 3.0 inches, the 
relevant plots in the series presented in Figures 5.23 through 5.25 are the “E” plots.  
Graphically, this particular point of equivalency occurs at the far left edge of the 
intersecting surfaces in plot “E” where the two surfaces meet at a single peak point. 
 
In these plot series, the Hex-18 surface is being translated along the Y-axis (OPDPTT 
direction) in steps of 0.05 waves from a starting point of 0.05 waves (plot “A”) and 
ending at an offset position of 0.25 waves (plot “E”). 
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Figure 5.23: Comparison of Regressed AUCTOT “+” Target Detection Surfaces for 
Competing Hex-18 and Circular Monolith System Designs as Functions of OPDPTT 
and GSD. 
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Figure 5.24: Comparison of Regressed AUCTOT “x” Target Detection Surfaces for 
Competing Hex-18 and Circular Monolith System Designs as Functions of OPDPTT 
and GSD. 
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Figure 5.25: Comparison of Regressed AUCTOT “c” Target Detection Surfaces for 
Competing Hex-18 and Circular Monolith System Designs as Functions of OPDPTT 
and GSD. 
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Figure 5.26: Sample Imagery 
 
These last two example cases serve to illustrate the 
comparison process developed in this work.  Using the process for iteratively searching 
the regressed trade space outlined previously, it is possible to discover functionally 
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equivalent segmented-aperture, sparse-aperture, and (nearly) filled-aperture system 
designs in the context of the target detection tasks defined for this study.  As one final 
check on these sample results, the regressed ROC curves generated by the originally 
simulated datasets for these particular designs were compared using the sample Pearson 
correlation.  Table 5.30 shows the Pearson correlation coefficients resulting from the 
ROC curve comparisons for the systems corresponding to these two examples of system 
design equivalency.  For each target type, the value of the coefficient is greater than 
0.9999 (the threshold value determined in Section 5.3.2 for stating that two ROC curves 
are the same), verifying that the results of the regression model, which claims system 
equivalency based on total AUC, are also supported by the simulated data where the 
actual ROC curve shapes can be directly compared.   
 
Target Type Hex-18 / TriArm-9 Hex-18 / Circular Monolith 
“+” Target 0.999908 0.999985 
“x” Target 0.999957 0.999990 
“c” Target 0.999953 0.999916 
Table 5.30: Pearson Correlation Coefficients for the Equivalent System Designs 
Found in the Third and Fourth Examples. 
 
5.3.4 General Observations Concerning Equivalent System Designs  
 
Having a comparison tool that allows for the determination of equivalent system designs 
is useful, but evaluating specific instances of equal target detection utility is only one way 
such a tool can be used.  Looking for general trends in equivalency across the trade space, 
one may be able to determine rules of thumb for describing the attributes of system 
designs that tend to lead to equivalent target detection utility. 
 
With this goal in mind, the data generated by the exhaustive system comparison process 
utilizing the sample Pearson correlation metric was reviewed to see what conclusions 
could be drawn concerning general trends in TriArm-9 and Hex-18 system equivalency.  
Only cases where the comparisons yielded Pearson correlation coefficients greater than 
0.9999 simultaneously for all three targets were used in this analysis. 
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For Hex-18 and TriArm-9 systems where the GSD of the systems differs by a factor of 
two (e.g., Hex-18 with 6-inch GSD and TriArm-9 with 3-inch GSD) and the integration 
time is between 4 and 10 times greater for the TriArm-9 than for the Hex-18 design, 
equivalent system designs seem to have encircled diameters that are roughly 1.5 to 2.0 
times greater for the TriArm-9 systems than the equivalent Hex-18 systems.  At the same 
time that these relative encircled diameter observations were being made, it was noticed 
that the equivalent TriArm-9 systems tended to have greater amounts of OPDPTT 
wavefront error (near the trade space limit of 0.25 waves) than the corresponding Hex-18 
systems, which tended to have essentially no OPDPTT (0.05 waves) contribution but did 
suffer from modest amounts (0.15 waves) of higher-order aberration. 
 
If a similar comparison is made, but this time the GSD values are equal for both system 
designs, then the general trend alters somewhat.  For these cases, it seems that the 
TriArm-9 systems will have encircled diameters that are 1.2 to 1.5 times larger than their 
equivalent Hex-18 systems.  Also, these TriArm-9 systems seem to have integration 
times that are only 2 times longer than the equivalent Hex-18 systems, and the amount of 
PTT aberrations in the Hex-18 systems has gone up from a negligible value to 0.15 waves 
though the amount of higher-order aberration in the Hex-18 systems has remained the 
same at 0.15 waves. 
 
These examples illustrate the kinds of general guidelines that might be discernable from 
the volume of comparisons carried out between the simulated systems spanning the trade 
space.  Further and more careful analysis of this data may yield additional or refined 
descriptions of these kinds of rules of thumb. 
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Chapter 6 
 
Conclusion 
 
Spaceborne Earth-observing sparse-aperture and segmented-aperture imaging systems 
both have potential to provide increased spatial resolution, longer dwell times, and 
greater area of coverage than current monolithic-aperture systems.  That being said, 
technical hurdles remain to be overcome before these kinds of imaging systems become 
available, especially for multispectral imaging applications.  The reduced MTF and SNR, 
optical aberrations manifested by sub-aperture phasing errors, and higher-order 
aberrations within individual sub-apertures, ensure that advanced image restoration 
and/or wavefront sensing techniques are required to facilitate the use of imagery collected 
by these sensors. 
 
Though achieving enough image quality from these multispectral, multi-aperture, 
imaging systems to support visual assessment may prove to be difficult, objective 
observation methods, such as automated target detection, may be more readily supported 
by these technologies. 
 
This research seeks to assist system designers by developing a method for comparing 
sparse and segmented-aperture designs.  The method proposed here assesses the image 
utility achieved by a candidate system in terms of its performance in a series of target 
detection tasks.  The targets being sought may be both spectral and spatial in nature and 
can be tailored to best address the collection activities of the systems under study.  
Multiple types of targets, which exercise various rotational dependencies, should be 
included in the target set to assure that actual system equivalency is being achieved, and 
no one target orientation unduly influences the resulting comparison data.   
 
A first-principles, physics-based model was used to simulate the actual collection of 
multispectral imagery from candidate multi-aperture imaging systems.  The design 
parameters used to define these systems were varied to explore a broad trade space of 
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interest.  By simulating several variations of candidate multi-aperture system designs, it is 
possible to determine equivalent system designs between competing TriArm-9 sparse-
aperture systems and Hex-18 segmented-aperture systems. 
 
The ability to identify and map out performance-based isosurfaces that describe the 
achieved image utility on some functional form related to input design parameters has yet 
to be completely achieved, but it seems very likely that indeed regions of the trade space 
will support the definition of such isosurfaces.  Additional experiments to explore this 
possibility are left to future researchers.  Regressed mathematical formulations for ROC 
curve area-based metrics derived from simulated system data obtained over a properly 
sampled trade space (as presented in Section 5.3.1) may prove a great aid in developing 
such isosurfaces.  The target detection performance prediction equations (45 in all) 
developed during this research work illustrate the feasibility of this approach in 
supporting a broader level of investigation into points of system design equivalency 
between competing multispectral imaging system designs. 
 
Now that target detection performance prediction functions have been developed, it is 
possible to determine the achievable image utility of a particular sparse-aperture or 
segmented-aperture system design (in terms of the specific target detection tasks being 
used), allowing system designers to compare competing multi-aperture system designs 
and determine how best to deploy resources in order to improve the image utility of the 
system, without resorting to additional trade space simulations. 
 
Though the exact target detection tasks and system parameters chosen for study in this 
work may not apply universally (and indeed they could not be expected to do so), the 
methodology developed for comparing competing multi-aperture system designs can 
certainly be applied to any study of specific multi-aperture system design requirements in 
terms of key system design parameters and intended tasking requirements. 
 
In light of the goals set forth  in Chapter 2, this work presents experimental results that 
support the assertion that simulation may be used in conjunction with a controlled target 
   245 
detection process to accurately determine equivalent telescope system designs within the 
context of the specific target detection task.  Complex sparse-aperture and segmented-
aperture imaging systems that suffer from both inter- and intra-sub-aperture wavefront 
aberrations may be studied in this manner to explore a controlled design parameter trade 
space and determine points of equivalency in image utility within that design trade space.  
It remains to be seen if isoperformance surfaces may be reliably discovered through use 
of regression models and verified through the use of this simulation tool and ROC curve 
comparison methodology.  These tasks are left for future students to explore. 
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