The existence of martingale solutions of the hydrodynamic-type equations in 3D possibly unbounded domains is proved. The construction of the solution is based on the Faedo-Galerkin approximation. To overcome the difficulty related to the lack of the compactness of Sobolev embeddings in the case of unbounded domain we use certain Fréchet space. We use also compactness and tightness criteria in some nonmetrizable spaces and a version of the Skorokhod Theorem in non-metric spaces. The general framework is applied to the stochastic Navier-Stokes, magneto-hydrodynamic (MHD) and the Boussinesq equations.
Introduction.
, be an open connected possibly unbounded subset with smooth boundary ∂O. Let H ⊂ L 2 (O; Rd)) and V ⊂ H 1 (O; Rd), whered ∈ N, be two Hilbert spaces such that V ⊂ H, the embedding being continuous. Here H 1 (O; Rd) stands for the Sobolev space. We consider the following stochastic equation 
G(s, u(s)) dW(s), t ∈ (0, T ). (1.1)
In this equation A, B, R are maps defined in the spaces H or V, satisfying appropriate conditions (A.1), (B.1)-(B.5) and (R.1), respectively, formulated in Section 2. Moreover, W stands for a cylindrical Wiener process on a separable Hilbert space and η is a time-homogeneous Poisson random measure on a measurable space (Y, Y) with a σ-finite intensity measure µ and Y 0 ∈ Y is such that µ(Y \ Y 0 ) < ∞. The processes W and η are assumed to be independent. For example, if L = (L(t)) t≥0 is a Lévy process in a Hilbert space E and η is the Poisson random measure corresponding to the process of jumps (∆L(t)) t≥0 , where
then we can put Y 0 := {x ∈ E : x E < 1}. In this case the noise terms considered in equation (1.1) correspond to the Lévy-Itô decomposition of the process L, see e.g. [3] and [40] . We impose rather general assumptions (F.1)-(F.3) and (G.1)-(G.3) on the noise terms, see Section 2. We prove the existence of a martingale solution of equation (1.1) understood as a system (Ω, F , F, P, η, W, u), where (Ω, F , F, P) is a filtered probability and u = (u(t)) t∈ [0,T ] is a stochastic process satisfying appropriate regularity properties and integral identity. The trajectories of the process u are, in particular, The construction of a solution is based on the Faedo-Galerkin method, i.e.
u n (t) = P n u 0 − t 0 P n Au n (s) + B n u n (s) + P n Ru n (s) − P n f (s) ds 
We prove that the processes (u n (t)) t∈ [0,T ] , satisfy the following uniform estimates sup n∈N E sup t∈ [0,t] |u n (t)| p H < ∞ and sup
where p ∈ [1, 2 + γ] and γ > 0 is a given parameter. For each n ∈ N, the process u n generates a probability measure L(u n ) on appropriate functional space. We prove that the set of laws {L(u n ), n ∈ N} is tight in the space Z, where
defined in Section 4. To this end use the compactness and tightness criteria in the space Z, see Lemma 4.1 and Corollary 4.2 in Section 4. They are counterparts for the present abstract settting of the corresponding criteria proved in [39] . To prove the tightness of {L(u n ), n ∈ N} we use estimates (1.3) with p = 2. Next, we apply a version of the Skorokhod Embedding Theorem for non-metric spaces, see Appendix C, following easily from the Jakubowski's version of the Skorokhod Theorem [29] and from the version due to Brzeźniak and Hausenblas [10] . At this stage we need estimates (1.3) with p > 2.
The abstract approach is applied to the stochastic
• Navier-Stokes equations,
• magneto-hydrodynamic equations (MHD),
• Boussinesq equations in the domain O. In applications, the present approach allows to consider the multiplicative Gaussian noise term, represented by t 0 in the noise term is important in modelling the turbulence, see [8] and [38] . Assumptions (G.1)-(G.3) formulated in Section 2 cover the following example
G(s, u(s)) dW(s), dependent both on the state u and their spatial derivatives

G(t, u(t)) dW(t) =
[(b i (x) · ∇)u(t, x) + c i (x)u(x)]dβ i (t), where (β) ii∈N are independent real-valued standard Wiener processes, see Section 8 in [13] .
The present paper is a straightforward generalization of the results of [39] , where the stochastic Navier-Stokes equations are considered. Here, we construct an abstract framework which covers also other hydrodynamic-type equations, e.g. stochastic magneto-hydrodynamic and Boussinesq equations. In comparison to [39] we consider more general Lévy noise term and additionally we prove estimates (1.2) on the solution of equation (1.1) . Moreover, to construct a process u it is sufficient to use estimates (1.3) with p > 2 (instead of p > 4).
The theory of the stochastic Navier-Stokes equations driven by Gaussian noise were developed in many papers, see e.g. [7] , [8] , [15] , [17] , [25] , [16] , [38] , [37] , [41] , [42] and [13] . The noise term of Poissonian type is considered in the papers [20] , [19] , [21] and [12] , and more general Lévy noise in [39] and [45] . We consider these equations because of their importance in other hydrodynamic models, e.g. magneto-hydrodynamic equations and Boussinesq equations.
The stochastic magneto-hydrodynamic equations driven by Gaussian noise in 2D domains were considered by Barbu and Da Prato [5] for additive noise term and Chueshov and Millet [18] for multiplicative noise term. In the papers by Sritharan and Sundar [46] , and by Sango [43] the analysis of the existence of solutions in 2D and 3D bounded domains is provided. In [43] the noise term depends both on the velocity u and the magnetic field b but does not depend on their spatial derivatives. This follows from assumptions (24) and (25) in [43] . Here we will generalize these results to the case of unbounded domain when the Gaussian noise term depends on u, b and their derivatives The Boussinesq equations has been studied by Foiaş, Manley and Temam [26] and Ghidaglia [27] in the deterministic case. The stochastic Boussinesq equations driven by Gaussian noise is considered by Duan and Millet [22] , Ferrario [24] in 2D domains of the form R × [0, 1]. Martingale solutions in 2D and 3D domains of the form
with periodic boundary conditions in the directions [14] . In the present paper, we generalize the results to the cases of unbounded domain O. Moreover, we consider a general Lévy noise.
The present paper is split into two main parts. The first one, consisting of Sections 2-5, concerns the abstract framework. In Section 2 we formulate the problem and the general assumptions. The compactness and tightness criterion are contained in Section 4. Section 5 contains the proof of the main theorem on the existence of a martingale solutions. The second part ( Section 6) is devoted to applications. Some auxilliary results are given in Appendices .
Statement of the problem
Let O ⊂ R
d be an open connected possibly unbounded subset with smooth boundary ∂O, where d = 2, 3. Let (H, (·, ·) H ) and (V, (·, ·) V ) be two Hilbert spaces such that
whered is a positive integer, and the norms in H and V induced by the inner products, denoted by | · | H and · V , are equivalent to the norms inherited from the spaces L 2 (O; Rd) and H 1 (O; Rd), respectively. We assume that V ֒→ H the embedding being dense and continuous. Moreover, we assume that the inner product in the space V is of the following form
Then the norm in V is of the form
where u 2 = ((u, u)). Identifying H with its dual H ′ , we have the following continuous embeddings
The dual pairing between a Hilbert space X and its dual space X ′ will be denoted by ·, · X ′ ,X . If no confusion seems likely we omit the subscripts X ′ , X and write ·, · .
Let O R R∈N be a sequence of open and bounded subsets of O with regular boundaries ∂O R such that
We will use the space
with the Fréchet topology generated by the sequence of seminorms (p T,R ) R∈N .
Assumptions.
We assume that A, B and R are maps satisfying the following conditions.
′ is a bilinear map and there exists a constant c 1 > 0 such that
2) B satisfies the following condition
We will also use the following notation B(u) := B(u, u).
(B.3) B : V → V ′ is locally Lipschitz continuous, i.e. for every r > 0 there exists a constant L r such that
(B.4) There exist a separable Hilbert space V * ⊂ V, the embedding being dense and continuous, such that B can be extended to a bilinear map from H × H into V ′ * . Moreover, there exists a constant c 2 > 0 such that
′ is linear and continuous and there exists a constant c 3 > 0 such that
Remark 2.1. Condition (B.5) is equivalent to the following one
Moreover, we impose the following conditions on the random forces, the deterministic force f and the initial state u 0 . We assume that
is a filtered probability space with a filtration F = (F t ) t≥0 satisfying usual hypotheses. 9) and for each p ∈ {1, 2, 2 + γ, 4, 4 + 2γ} there exists a constant C p such that 10) where γ > 0 is some positive constant.
(F.3) Moreover, for all ϕ ∈ H the mappingF ϕ defined by
is a cylindrical Wiener process in a separable Hilbert space Y W defined on the stochastic basis A. The process W is independent of η.
Moreover there exist λ, κ ∈ R and a ∈ 2 − 2 3+γ , 2 such that 
for some C > 0. Moreover, for every ϕ ∈ V the mapG ϕ defined by Let us consider the following stochastic equation •Ā := Ω ,F ,F,P is a filtered probability space with a filtrationF = {F t } t≥0 ,
•η is a time homogeneous Poisson random measure on (Y, Y) overĀ with the intensity measure µ,
•W is a cylindrical Wiener process on the space Y W overĀ,
such that for all t ∈ [0, T ] and all ϕ ∈ V the following identity holdsP -a.s.
The symbol H w denotes the Hilbert space H endowed with the weak topology and
The main result of the present paper is expressed in the following theorem. with a < 2. In the case when a = 2 the noise term G depends on u but not on its spatial derivatives.
The proof of Theorem 2.3 is based on the Faedo-Galerkin method. To this end we need appropriate orthonormal basis in the space H. In the next section we recall a general approach used also in [13] and [39] in the case of Navier-Stokes equations.
Auxiliary results from functional analysis -space U and an orthonormal basis in H
Let us recall that we have the following three separable Hilbert spaces such that
the embedding being dense and continuous. Since V * is a separable Hilbert space, there exists a Hilbert space U such that U ⊂ V * , U is dense in V * and the embedding
is compact. In particular, U is compactly embedded into the space H. Let us denote ι : U ֒→ H and let ι * : H → U be its adjoint operator. Note that ι is compact and since the range of ι is dense in H,
By equality (3.4) and the densiness of
Since L is self-adjoint and L −1 is compact, there exists an orthonormal basis {e i } i∈N of H composed of the eigenvectors of operator L. Let us fix n ∈ N and let P n be the operator from U ′ to span{e 1 , ..., e n } defined by
where ·, · denotes the duality pairing between the space U and its dual U ′ . Note that the restriction of P n to H, denoted still by P n , is given by 6) and thus it is the (·, ·) H -orthogonal projection onto span{e 1 , ..., e n }. Restrictions of P n to other spaces considered in (3.1) will also be denoted by P n . Moreover, it is easy to see that
Let us denoteẽ i := e i e i U , i ∈ N. The following lemma is a straightforward counterpart of Lemma 2.4 in [13] corresponding to our abstract setting. (b) For every n ∈ N and u ∈ U 8) i.e., the restriction of P n to U is the (·, ·) U -projection onto the subspace span{e 1 , ..., e n }.
Proof. The proof is essentially the same as the proof of Lemma 2.4 in [13] and thus omitted.
Compactness and tightness results
Deterministic compactness criterion
Let us recall that we have the following separable Hilbert spaces
where the embedding U ֒→ V is dense and compact and the embedding V ֒→ H is continuous. Let us consider the following functional spaces being the counterparts in our framework of the spaces used in [39] , see also [35] and [36] :
with the topology T 3 generated by the seminorms (p T,R ) R∈N .
Let H w denote the Hilbert space H endowed with the weak topology. Let us consider the fourth space, see [39] , 
We will use the following modification of [39, Theorem 2] .
and let T be the supremum of the corresponding topologies. Let
satisfy the following three conditions
The proof of Lemma 4.1 is given in Appendix A.
Tightness criterion
Let (Ω, F , P) be a probability space with filtration 
LetP n be the law of X n on Z. Then for every ε > 0 there exists a compact subset K ε of Z such that
Let us recall the Aldous condition in the form given by Métivier.
Definition 4.3. (M. Métivier)
A sequence (X n ) n∈N satisfies the Aldous condition in the space
Existence of solutions
Faedo-Galerkin approximation
Let U be the space defined by (3.2). Let
.., e n } be the subspace with the norm inherited from H and let P n be defined by (3.5) . Consider the following map Proof. The assertion follows from Theorem 9.1 in [28] , see also [2] .
In the following lemma we will prove uniform estimates of the solutions u n of (5.1). Actually, these estimates hold provided the noise terms satisfy only condition (2.10) in assumption (F.2) and inequality (2.13) in assumption (G.2). The proof of the lemma is based on the Itô formula, see [28] or [34] , and the Burkholder-Davis-Gundy inequality, see [40] .
Lemma 5.2. The processes (u n ) n∈N satisfy the following estimates.
(ii) There exists a positive constant C 2 such that
(Here γ > 0 is the constant defined in assumption (F.2).)
The proof of Lemma 5.2 is postponed to Appendix D.
The solutions u n , n ∈ N, of the Galerkin equations define probability measures L(u n ), n ∈ N, on the measurable space (Z, σ(T )), defined by (4.3) with the topological σ-field σ(T ). Using Corollary 4.2 and Lemma 5.2 we will prove that the set of measures L(u n ), n ∈ N is tight on (Z, σ(T )). We use inequalities (5.3) and (5.2) with p = 2.
The proof of Lemma 5.2 is given in Appendix D.
Further construction of a martingale solution of equation (2.16) is based on the Skorokhod Theorem for nonmetric spaces, see [10] and Appendix C of the present paper. This theorem guaranties, in particular, the existence of a sequence (ū n ) of Z-valued stochastic processes such that L(u n ) = L(ū n ), n ∈ N, convergent almost surely to a limit process on a different probability space. The main difficulty accur in passing to the limit in the nonlinear term, in the cases of unbounded domain. Here we need inequality (5.2) with p > 2, as well as Assumption (B.5). Actually, this is the only place, where we use (5.2) with p > 2. Let us mention that in the next section, devoted to applications, we will prove that the nonlinear terms appearing in the hydrodynamic-type equations satisfy Assumption (B.5). Similar problems occur in the noise terms, where Assumptions (F.3) and (G.3) are important. The method used in the following proof of Theorem 2.3 is closely related to the approach due to Brzeźniak and Hausenblas [10] .
Proof of Theorem 2.3
We will apply the Skorokhod Theorem for the sequence of laws of (u n , η n , W n ), where η n := η and W n := W, n ∈ N. Since by Lemma 5.3 the set of measures L(u n ), n ∈ N is tight on the space Z, the set
valued continuous functions with the standard supremum-norm and MN([0, T ] × Y)
is defined in Appendix B. By Corollary 9.1 and Remark 9.2, see Appendix C, there exists a subsequence (n k ) k∈N , a probability space Ω ,F ,P and, on this space,
We will denote these sequences again by (u n , η n , W n ) n∈N and (ū n ,η n ,W n ) n∈N . Moreover,η n , n ∈ N, and η * are time homogeneous Poisson random measures on (Y, Y) with the intensity measure µ and W n , n ∈ N, and W * are cylindrical Wiener processes, see [10, Section 9] . By the definition of the space Z, see (4.3), we havē
Since the random variablesū n and u n are identically distributed, we have the following inequalities.
By inequality (5.6), there exists a subsequence of (ū n ), still denoted by (ū n ), convergent weakly in the space
Similarly, by inequality (5.5) with p := 2 we can choose a further subsequence of (ū n ) convergent weak star in the space L 2 (Ω; L ∞ (0, T ; H)), and using (5.4), deduce that
Step 1. Let us fix ϕ ∈ U. Analogously to [10] , let us denote
and
We will prove the following lemma.
H < ∞,P-a.s., using the Dominated Convergence Theorem we infer that
Moreover, by the Hölder inequality and (5.5) for every n ∈ N and every r ∈ 1, 1 + 12) where c,c > 0 are some constants . The assertion (a) follows now from (5.11), (5.12) and the Vitali Theorem.
Ad. (b).
Since by (5.4)ū n → u * in D(0, T ; H w )P-a.s. and u * is right-continuous at t = 0, we infer that (ū n (0), ϕ) H → (u * (0), ϕ) H ,P-a.s. By (5.5) assertion (b) follows from the Vitali Theorem.
Ad. (c).
Thus by (2.3) we infer thatP-a.s.
By (2.3), the Hölder inequality and (5.6) we have the following inequality for all t ∈ [0, T ] and n ∈ N
for some constants c,c > 0. By (5.13), (5.14) and the Vitali Theorem we infer that for all t ∈ [0, T ]
Hence assertion (c) follows from (5.6) and the Dominated Convergence Theorem.
Ad. (d).
Let us move to the nonlinear term. Here assumption (B.5) will be very important. Since by (5.6) and (2.2) the sequence
It is easy to see that for sufficiently large n ∈ N, B n (ū n (s)) = P n B(ū n (s)), s ∈ [0, T ]. Moreover, if ϕ ∈ U then by Lemma 3.1 (c), P n ϕ → ϕ in V * . Since U ⊂ V * , we infer that for all ϕ ∈ U and all
By the Hölder inequality, (2.6) and (5.5) we obtain for all t ∈ [0, T ], r ∈ 0,
In view of (5.15) and (5.16), by the Vitali Theorem we obtain for all t ∈ [0, T ]
where c > 0 is a certain constant, by (5.17) and the Dominated Convergence Theorem, we infer that assertion (d) holds.
Ad. (e). Since by (5.4)ū
Since moreover by Lemma 3.1 (c) P n ϕ → ϕ in V, we infer that
By assumption (R.1), Lemma 3.1 (c) and (5.5) we have the following inequalities for all r ∈ (0, γ),
for some constants c,c > 0. Therefore by (5.18), (5.18) and the Vitali Theorem we infer that for all
Hence assertion (d) follows from (5.5) and the Dominated Convergence Theorem.
Ad. (f). Assume that
whereF ϕ is the mapping defined by (2.11). Since by (5.
Moreover, by inequality (2.10) in assumption (F.2) and by (5.5) for every t ∈ [0, T ] every r ∈ 1, 1+ γ 2 and every n ∈ N the following inequalities hold 
Moreover, since the restriction of P n to the space H is the (·, ·) H -projection onto H n , see Section 3, we infer that also
Ad. (g). By (5.22) and by the properties of the integral with respect to the compensated Poisson random measure and the fact thatη n = η * , we have
Moreover, by inequality (5.20) with r := 1 we obtain the following inequalitȳ
Now assertion (g) follows from (5.23), (5.24) and the Dominated Convergence Theorem.
Ad. (h).
Let us assume that ϕ ∈ V. We have
whereG ϕ is the mapping defined by (2.15). Since by (5.
,P-a.s., by the second part of assumption (G.3) we infer that for all t ∈ [0, T ] and all ϕ ∈ V
Moreover, by (2.14) and (5.5) we see that for every t ∈ [0, T ] every r ∈ 1, 1 + γ 2 and every n ∈ N
for some positive constants c, c 1 ,c. Thus by (5.25), (5.26) and the Vitali Theorem, we infer that
For every ϕ ∈ V and every s ∈ [0, T ] we have
Thus by inequality (2.14) in assumption (G.3) and by (5.5) we obtain
Since U ⊂ V and by Lemma 3.1 (c), P n ϕ − ϕ V → 0 for all ϕ ∈ U, by (5.27) we infer that
Hence by the properties of the Itô integral we infer that for all t ∈ [0, T ] and all ϕ ∈ U
Moreover, by the Itô isometry, inequality (2.14) in assumption (G.3), and (5.5) we have for all
for some c > 0. By (5.28), (5.29) and the Dominated Convergence Theorem we infer that
This completes the proof of Lemma 5.4.
As a direct consequence of Lemma 5.4 we get the following corollary Corollary 5.5. We have
Proof. Assertion (5.31) follows form the equality
and Lemma 5.4 (a). Let us move to (5.32) . Note that by the Fubini Theorem, we have
To prove (5.32) it is sufficient to note that by Lemma 5.4 (b)-(g), each term on the right hand side of (5.9) tends at least in L 1 ([0, T ] ×Ω) to the corresponding term in (5.10).
Step 2. Since u n is a solution of the Galerkin equation, for all t
In particular,
Moreover, by (5.31) and (5.32)
Since u * is Z-valued random variable, in particular u * ∈ D([0, T ]; H w ), i.e. u * is weakly càdlàg, we infer that equality (5.33) holds for all t ∈ [0, T ] and all ϕ ∈ U. Since U is dense in V, equality (5.33) holds for all ϕ ∈ V, as well. PuttingĀ := (Ω,F ,P,F),η := η * ,W := W * andū := u * , we infer that the system (Ā,η,W,ū) is a martingale solution of the equation (2.16). By (5.7) and (5.8) the process u satisfies inequality (2.17). The proof of Theorem 2.3 is thus complete. 16
Applications
In this section O is an open connected possibly unbounded subset of R d , d = 2, 3, with smooth boundary ∂O.
Stochastic Navier-Stokes equations
Let us consider the stochastic Navier-Stokes equations 
F(t, u(t − ); y)η(dt, dy),
+ Y\Y 0
F(t, u(t − ); y)η(dt, dy) + G(t, u(t)) dW(t)
u
external forces, G(t, u) dW(t), where W is a cylindrical Wiener process on a Hilbert space Y W , Y 0 F(t, u(t − ); y)η(dt, dy) and Y\Y 0 F(t, u(t − ); y)η(dt, dy), where η is a time-homogeneous
Poisson random measure on a measurable space (Y, Y) and Y 0 ∈ Y is such that µ(Y \ Y 0 ) < ∞, stands for the random forces. Processes W and η are assumed to be independent. Let us recall the functional setting of the problem (6.1)-(6.3), see e.g. Temam [47] .
Function spaces. Let us recall basic spaces used in the theory of Navier-Stokes equations. We will denote them with subscript 0.
4)
In the space H 0 we consider the inner product and the norm inherited from L 2 (O, R d ) and denote them by (·, ·) 0 and | · | 0 , respectively, i.e.
In the space V 0 we consider the inner product
and the norm u
The operator A 0 . We define the operator A 0 : V 0 → V ′ 0 by setting
The form b. Let us consider the following tri-linear form, see [47] . 
We recall basic properties of the form b in some Sobolev spaces. We will use them also in the magneto-hydrodynamic equations and in the Boussinesq equations. Using the Hölder inequality and the Sobolev embedding Theorem, see [1] , we obtain the following inequalities 
If moreover (u · n) |∂O = 0, then by the integration by parts formula, see [47] ,
and, in particular,
where c > 0 is a certain constant. Hence the operator B can be uniquely extended to the tri-linear form, denoted still by B,
where H 0 is the space of L 2 (O, R d ) defined by (6.5) , and the following inequality holds
, (6.18) see e.g. Vishik and Fursikov [49] .
In the following lemma we prove the property of the map B related to assumption (B.5) in the abstract framework.
Proof. Assume first that ϕ ∈ D(O, R d 1 ). Then there exists R > 0 such that suppϕ is a compact subset of O R . Then, using the integration by parts formula, we infer that for every u ∈ H 0 and
. Using inequality (6.19) and the Hölder inequality, we obtain
where p T,R is the seminorm defined by (4.1) and C stands for a positive constant. Since u n → u and
Passing to the upper limit as n → ∞, we obtain lim sup
where The operator B 0 . We will now concentrate on the bilinear map B in the spaces H 0 and V 0 defined by (6.5) and (6.6), respectively. We will denote it by B 0 . By (6.12) we infer that for u, w ∈ V 0 , B 0 (u, w) ∈ V ′ 0 and the following inequality holds
In particular, the map B 0 :
0 is bilinear and continuous. Furthermore, by (6.15)
and hence
Let for any m > 0,
In the space U m we consider the inner product inherited from 
Solution of the Navier-Stokes equations. 
such that for all t ∈ [0, T ] and all v ∈ V 0 the following identity holdsP-a.s.
We apply the abstract framework with H := H 0 , V := V 0 , V * := U m with m > 
Corollary 6.3. For every u
0 ∈ H 0 , f ∈ L 2 (0, T ; V ′ 0 ), G : [0, T ] × V 0 → L HS (Y, H 0 ) satisfying conditions (G.1)-(G.3) and F : [0, T ] × H 0 × Y → H 0 satisfying conditions (F.1)-(F.3) there exists a martingale solution Ā ,η,W,ū of problem (6.1)-(6.3) such that E sup t∈[0,T ] |ū(t)| 2 H 0 + T 0 ū(t) 2 V 0 dt < ∞.
Magneto-hydrodynamic equations (MHD)
The mathematical model of the motion of a resistive fluid is obtained by coupling the Navier-Stokes equations and the Maxwell equations (see Sermange and Temam [44] , 1983). We will consider the following stochastic magneto-hydrodynamic (MHD) equations where n = (n 1 , ..., n d ) stands for the unit outward normal on ∂O. Moreover, we impose the initial conditions
Here u, p, b are interpreted as the velocity, the pressure and the magnetic field. The three positive constants Function spaces. Let us recall that the spaces used in the theory of the magneto-hydrodynamic equations are products of the spaces used for the Navier-Stokes equations, i.e. V 0 , H 0 and V 0 defined by (6.4), (6.5), (6.6) and spaces used in the theory of the Maxwell equations (spaces denoted with the subscript 1). Namely, see [44] ,
In the space H 1 we consider the inner product and the norm defined by
In the space V 1 , we consider the inner product (b, c) 32) and the norm b 
with the following inner products
where ((Φ, Ψ)) := ((u, v)) 0 + ((b, c)) 1 and (·, ·) 0 and ((·, ·)) 0 are defined by (6.7) and (6.8), respectively. We have V ⊂ H ⊂ V ′ , where the embeddings are dense and continuous.
The operator A. We define the operators A 1 and A by the following formulae
where A 0 is defined by (6.9). It is clear that
The formb and the operatorB. Using the form b defined by (6.10) we will consider the tri-linear formb on V × V × V, where V is defined by (6.33), see Sango [43] and Sermange and Temam [44] . Namely,b
where
. By (6.11) we see that the formb is continuous. Moreover, by (6.13) and (6.14) the formb has the following properties, see also [43] ,
and in particularb
Now, let us define a bilinear mapB bŷ
We will also use the notationB(Φ) :=B(Φ, Φ). For m > 0 us define the following space
We will collect properties of the mapB in the following lemma.
Lemma 6.4. (1)
There exists a constant c 1 > 0 such that
In particular, the formB : V × V → V ′ is bilinear and continuous. Moreover,
(2) The mappingB is locally Lipschitz continuous on the space V, i.e. for every r > 0 there exists a constant L r > 0 such that
where c 2 is a positive constant.
Proof. Using the definition (6.38) of the mappingB, we infer that assertion (1) follows from (6.11), (6.36) and (6.37). Assertion (2) follows from the following inequalities
Thus the Lipschitz condition holds with L r = 2r B , where B stands for the norm of the bilinear mapB : V × V → V ′ . Assertion (3) follows from (6.17). The proof is thus complete.
Weak formulation of problem (6.27) . Let H and V be the Hilbert spaces defined by (6.33).
•
, u 0 ∈ H 0 and b 0 ∈ H 1 be given and let
W , H 1 ) be given and let us define the map G by the formula (6.40) where
• where
We apply the abstract framework with the spaces H and V defined by (6.33) , the space V * := V m with m > 
such that for all t ∈ [0, T ] and all Ψ ∈ V the following identity holdsP-a.s.
Applying Theorem 2.3, we obtain the following result about the existence of the martingale solution of the magneto-hydrodynamic equations.
Corollary 6.6. For every
Φ 0 = (u 0 , b 0 ) ∈ H, f ∈ L 2 (0, T ; V ′ ), G : [0, T ] × V → L HS (Y, H) satisfying conditions (G.1)-(G.3) and F : [0, T ] × H × Y → H satisfying conditions (F.1)-(F.3) there exists a martingale solution (Ā,η,W,Φ), whereΦ = (ū,b), of problem (6.27)-(6.30) such that E sup t∈[0,T ] (|ū(t)| 2 H 0 + |b(t)| 2 H 1 ) + T 0 ( ū(t) 2 V 0 + b (t) 2 V 1 ) dt < ∞.
Boussinesq equations
We consider R d , where d = 2, 3, with the canonical basis {e 1 , e 2 } or {e 1 , e 2 , e 3 } and the Boussinesq model for the Bénard problem with random influences in the domain O The functional setting of the problem (6.42)-(6.44) is analogous to that considered in [26] and [14] .
Function spaces. The spaces used in the theory of the Boussinesq problem are products of spaces used for the Navier-Stokes equations, i.e. V 0 , H 0 and V 0 defined by (6.4), (6.5), (6.6) and spaces used in the theory of the heat equation (spaces denoted with the subscript 2). They are
In the space V 2 , we consider the inner product (6.45) and the norm ϑ
We have V ⊂ H ⊂ V ′ , where the embeddings are compact and each space is dense in the following one.
The operators A 2 and A. We define the operators A 2 and A by and that the following estimate holds
In particular, the mapping B 2 :
2 is bilinear and continuous. Furthermore, by (6.15)
, and by (6.18) satisfies the following inequality
Using the above notation, the Boussinesq problem can be written as a system of the following two equations
with the initial conditions
Weak formulation of problem (6.42) . Let H and V be the Hilbert spaces defined by (6.46).
2 ), u 0 ∈ H 0 and ϑ 0 ∈ H 2 be given and let
Then f ∈ L 2 (0, T ; V ′ ) and φ 0 ∈ H.
• Let
W , H 2 ) be given. Let us define the map G by the formula
is a measurable space and η(dt, dy) := (η 0 (dt, dy 0 ), η 2 (dt, dy 2 )) is a time homogeneous Poisson random measure on (Y, Y) with the intensity measure µ :
2 be given and let us define the map F by the formula F(t, φ; y) := (F 0 (t, u, ϑ; y 0 ), F 1 (t, u, ϑ; y 1 )), (6.57) where
Using the operator A defined by (6.47) and putting
by (6.53), (6.54) and (6.55) we obtain the following equation for φ = (u, ϑ)
with the initial condition φ(0) = φ 0 . (6.61)
W will now be concerned with some properties of the maps B and R defined by (6.58) and (6.59), respectively. Let U m be the space defined by (6.24) and let us define (1) There exists a constant c 2 > 0 such that
Moreover, 
Proof. Ad. (1) Let φ = (u, ϑ) ∈ V and ψ = (v, θ) ∈ V. By inequalities (6.21) and (6.49) we obtain the following estimates
V , where c 1 > 0 is a certain constant. This completes the proof of inequality (2.4).
Ad. (2)
Let φ = (u, ϑ) ∈ H and ψ = (v, θ) ∈ H. Then by inequalities (6.25) and (6.52) we have the following estimates
for some constant c 2 > 0. The proof of inequality (2.6) is thus complete.
Ad. (3)
Let us fix r > 0 and let φ = (u, ϑ),φ = (ũ,θ) ∈ V be such that φ V , φ V ≤ r. We have
We will estimate each term of the right-hand side of the above equality. By inequality (6.21) we have the following estimates
By inequality (6.49) we obtain the following estimates
Thus the Lipschitz condition holds with L r = 2 √ 2rc. The proof of Lemma is thus complete.
Lemma 6.8. Operator R defined by (6.59) has the following properties:
(1) For every φ ∈ H, Rφ ∈ V ′ and there exists a constant c > 0 such that
Proof. To prove the first part of the statement let φ = (u, ϑ) ∈ H and ψ = (v, θ) ∈ V. Since
we have the following estimates
where c > 0 is a certain constant. Thus Rφ ∈ V ′ and inequality (6.63) holds. Let us move to the second part of the statement.
Using again Theorem 7.2, we infer that the sequence ( 
In particular, for almost all s ∈ [0, T ]
.
Passing to the upper limit as k → ∞ in the above inequality and using the estimate Using the diagonal method we can choose a subsequence of (u n ) convergent in L 2 (0, T ; L 2 loc (O)). The proof of Lemma 4.1 is thus complete.
Appendix B: Time homogeneous Poisson random measure
We follow the approach due to Brzeźniak and Hausenblas [11] , [10] , see also [28] , [3] and [40] . Let us denote N := {0, 1, 2, ...}, N := N ∪ {∞}, R + := [0, ∞). Let (S , S) be a measurable space and let M N (S ) be the set of all N valued measures on (S , S). On the set M N (S ) we consider the σ-field M N (S ) defined as the smallest σ-field such that for all B ∈ S: the map i B : M N (S ) ∋ µ → µ(B) ∈ N is measurable.
Let (Ω, F , P) be a complete probability space with filtration F := (F t ) t≥0 satisfying the usual hypotheses, see [34] . Definition 8.1. (see [3] and Appendix C in [11] Let us also recall basic properties of the stochastic integral with respect toη, see [11] , [28] and [40] for details. Let E be a separable Hilbert space and let P be a predictable σ-field on [0, T ] × Ω. Let L 2 µ,T (P ⊗ Y, l ⊗ P ⊗ µ; E) be a space of all E-valued, P ⊗ Y-measurable processes such that
If ξ ∈ L 
Appendix C: A version of the Skorokhod Embedding Theorem
In the proof of Theorem 2.3 we use the following version of the Skorokhod Embedding Theorem following from the version due to Jakubowski [29] and the version due to Brzeźniak and Hausenblas [10, Theorem E.1]. 
Let (Ω, F , P) be a probability space and let χ n : Ω → X 1 × X 2 , n ∈ N, be a family of random variables such that the sequence {Law(χ n ), n ∈ N} is tight on X 1 × X 2 . Finally let us assume that there exists a random variable ρ : Ω → X 1 such that Law(π 1 • χ n ) = Law(ρ) for all n ∈ N.
Then there exists a subsequence χ n k k∈N , a probability space (Ω,F ,P), a family of X 1 × X 2 -valued random variables {χ k , k ∈ N} on (Ω,F ,P) and a random variable χ * :Ω → X 1 × X 2 such that (i) Law(χ k ) = Law(χ n k ) for all k ∈ N;
(ii)χ k → χ * in X 1 × X 2 a.s. as k → ∞;
(iii) π 1 •χ k (ω) = π 1 • χ * (ω) for allω ∈Ω.
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To prove Theorem 2.3 we use Corollary 9.1 for the space 
