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Abstract
We establish new conjugacy criteria for the second order linear difference equation
1(rk1xk)+ qk xk+1 = 0, k ∈ Z.
To this goal, we introduce the concept of a phase of any basis for Eq. (1) and we study properties of these phases.
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1. Introduction
The aim of our paper is to establish new conjugacy criteria for the second order linear difference equation
1(rk1xk)+ qkxk+1 = 0, k ∈ Z, (1)
where (rk), (qk) are real-valued sequences and rk 6= 0. To this goal, we introduce the concept of a phase of any basis
for Eq. (1) and we study properties of these phases. Originally, the phase theory has been introduced by Boru˚vka
(see [1]) for the second order linear differential equation
(r(t)x ′(t))′ + q(t)x(t) = 0, t ∈ R, (2)
where r and q are real-valued functions and r(t) > 0. Due to the phase theory some open problems for (2) concerning
the qualitative theory of a global character had been solved and later were extended for linear differential equations of
an arbitrary order, see [2,3]. Recently, in [4,5] the discrete analogue of phases has been introduced for a normalized
basis of (1) and of symplectic 2× 2 systems.
Our results answer some problems posed in [4,6] and extend a conjugacy criterion [6, Theorem 1] proved by a
completely different way for (1) with rk ≡ 1, k ∈ Z. Some of our conjugacy criteria are discrete analogues of the
results proved for differential equation (2), see [7, Chapter 4].
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The plan of the paper is the following. In Section 2 we introduce a concept of phase of any basis of (1) and we
study properties of phases. By this approach, in Section 3 we state a new conjugacy criterion and show how further
special conjugacy criteria can be obtained from this result.
Some definitions and notations are in order (see e.g. [7,8]).
When speaking about an interval [M, N ], M, N ∈ Z, N > M , we actually mean the discrete set [M, N ] ∩ Z. An
interval (M,M+1], M ∈ Z, is said to contain a generalized zero of a solution x of (1) if xM 6= 0 and rM xM xM+1 ≤ 0.
Eq. (1) is said to be conjugate in an interval [M, N ] if there exists a solution which has at least two generalized
zeros in (M − 1, N + 1].
All solutions of Eq. (1) have the same oscillatory character, that is they all have either a finite or an infinite number
of generalized zeros on Z. In the first case Eq. (1) is said to be of finite type or nonoscillatory, in the second case of
infinite type or oscillatory.
By a Casoratian ω of a pair of solutions x and y of (1) we understand
ω ≡ ωk(xk, yk) = rk(xk1yk − yk1xk) = rk(xk yk+1 − ykxk+1).
Obviously, ω 6= 0 if and only if x, y form a basis of (1). A pair of solutions x , y of (1) with the Casoratian ω = 1 is
said to be a normalized basis of Eq. (1).
Finally, denote by Arctan and Arccot the particular branch of the multivalued function arctan with the image
(−pi/2, pi/2) and of the multivalued function arccot with the image (0, pi), respectively.
2. Phases and their properties
In this section we study a phase for any basis of (1).
The following definition extends the notion of the phase of a normalized basis of (1) introduced in [4].
Definition 1. By a phase of the basis (x, y) of (1) with the Casoratian ω we understand any sequence ψ = (ψk),
k ∈ Z such that
ψk =
arctan
xk
yk
if yk 6= 0,
odd multiple of
pi
2
if yk = 0,
where 4ψk ∈ [0, pi) or 4ψk ∈ (−pi, 0] according to ω > 0 or ω < 0, respectively.
By the definition, an interval (M,M + 1] contains no generalized zeros of y of the basis (x, y) of (1) if and only
if
(2n − 1)pi
2
< ψk < (2n + 1)pi2 , M ≤ k ≤ M + 1,
for some n ∈ Z. By other words, if ψk < (2n+1)pi2 and ψk+1 ≥ (2n+1)pi2 , then y has a generalized zero in (k, k+1].
For this reason the phase is sometimes called the zero-counting sequence. In the sequel, we express the growth of ψ
in terms of (x, y).
We start with the following trigonometric transformation of (1).
Lemma 1. Let (x, y) be the basis of (1) with the Casoratian ω and let
h2k = x2k + y2k , gk =
rk(xk1xk + yk1yk)
hk
. (3)
Then there exists a solution
(
sk
ck
)
of the system(
sk+1
ck+1
)
=
(
Pk Qk
−Qk Pk
)(
sk
ck
)
(4)
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with P, Q satisfying P2k + Q2k = 1 such that(
xk
rk1xk
)
=
(
hk 0
gk
ω
hk
)(
ck
−sk
)
,
(
yk
rk1yk
)
=
(
hk 0
gk
ω
hk
)(
sk
ck
)
. (5)
Moreover, P, Q from (4) are given by
Pk = xkxk+1 + yk yk+1hkhk+1 , Qk =
ω
rkhkhk+1
. (6)
Proof. Consider s = (sk) and c = (ck) such that
sk = h−1k yk, ck = h−1k xk . (7)
First we show that (s, c) is a solution of (4). Denote
zk = ck + isk = xk + iykhk . (8)
Then
zk+1 − zk = xk+1 + iyk+1hk+1 −
xk + iyk
hk
= xk + iyk
hk
[
(xk+1 + iyk+1)hk
(xk + iyk)hk+1 − 1
]
= zk
[
(xk+1 + iyk+1)hk(xk − iyk)
h2khk+1
− 1
]
.
Hence
zk+1 =
xkxk+1 + yk yk+1 + i ωrk
hkhk+1
zk .
Put
Pk = R
(
zk+1
zk
)
and Qk = =
(
zk+1
zk
)
.
Then zk+1 = (Pk + iQk)zk and using (8) we have
ck+1 + isk+1 = (Pk + iQk)(ck + isk).
From here we get that (s, c) is the solution of (4) and (6) holds. Since s2k + c2k = 1 for k ∈ Z, we have from (4) that
P2k + Q2k = 1.
Using (4) and (7) we have
rk1xk = rk(xk+1 − xk) = rk(hk+1ck+1 − hkck)
= rkhk+1(−Qksk + Pkck)− rkhkck
= rkhk+1
(
− ω
rkhkhk+1
sk + xkxk+1 + yk yk+1hkhk+1 ck
)
− rkhkck
= − ω
hk
sk + rkhk ck(xkxk+1 + yk yk+1 − h
2
k) = −
ω
hk
sk + gkck .
Similarly,
rk1yk = rkhk+1(Pksk + Qkck)− rkhksk = gksk + ωhk ck
and (5) holds. 
Remark 1. Lemma 1 extends similar results given for a normalized basis given in [9, Theorem 3.1] and [4, Lemma
6]. Our proof here is quite different from that given in [9,4].
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Now we can state the main result for the phase of (1).
Theorem 1. Let (x, y) be a basis of (1) with Casoratian ω and let (ψk) be the phase of this basis. Then for k ∈ Z
1ψk =

Arccot
rk(xkxk+1 + yk yk+1)
ω
if ω > 0,
Arccot
rk(xkxk+1 + yk yk+1)
ω
− pi if ω < 0.
Proof. Let (x, y) be the basis of (1) with the Casoratian ω and (ψk) be the phase of (x, y). By Lemma 1, there exists
a solution
(
sk
ck
)
of (4) such that (x, y) satisfies (5). Let us show that
xk = hk sinψk, yk = hk cosψk, (9)
where h satisfies (3).
Obviously, if
(
s
c
)
is a solution of (4) then
(
c
−s
)
is also a solution of (4). Thus if ϕk ∈ [0, 2pi), k ∈ Z is such that
sinϕk = Qk, cosϕk = Pk, (10)
then taking into account s2 + c2 = 1, any solution of (4) takes the form(
sin(ξk + α)
cos(ξk + α)
)
where k ∈ Z, α ∈ R and (ξk) is any sequence such that 1ξk = ϕk . Since (ξk) is arbitrary such that 1ξk = ϕk ,
changing ξk to ξk − α − pi/2, the solution
(
c
−s
)
satisfies
ck = cos(ξk + α) = cos(ξk − pi/2) = sin ξk,
sk = − sin(ξk + α) = − sin(ξk − pi/2) = cos ξk
and so
xk = hk sin ξk, yk = hk cos ξk,
where 1ξk = ϕk . From here and Definition 1
tan ξk = xkyk , tanψk =
xk
yk
,
for k ∈ Z such that yk 6= 0. Consequently, ψk = ξk (mod pi) and (9) holds.
Now using the fact 1ψk = 1ξk = ϕk ∈ [0, pi), (10) gives
sin1ψk = Qk, cos1ψk = Pk .
From here we have
cot1ψ = Pk
Qk
.
If ω > 0 or ω < 0, i.e. 1ψ ∈ (0, pi) or 1ψ ∈ (−pi, 0), then
1ψk = Arccot PkQk or 1ψk = Arccot
Pk
Qk
− pi, (11)
respectively. Substituting (6) into (11), the conclusion follows. 
Remark 2. Theorem 1 is a discrete version of a known formula for a phase α of differential equation (2), namely
α′ = w/[x2(t)+ y2(t)], where w is a wronskian of solutions x, y, see [1, p.38].
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3. Conjugacy criteria for second order linear difference equations
Throughout this section we suppose that
rk > 0, k ∈ Z. (12)
Observe that under this condition the conjugacy of (1) in [M, N ]means that there exists a solution x and two intervals
(l − 1, l], (m,m + 1], where l ≥ M , m ≤ N , such that xl−1 6= 0, xl−1xl ≤ 0 and xm 6= 0, xmxm+1 ≤ 0.
We establish conjugacy criteria for Eq. (1) by means of a phase ψ and the Riccati difference equation.
Recall that if xk 6= 0 is a solution of (1), then the sequence wk = rk1xkxk is a solution of the Riccati difference
equation
1wk + qk + w
2
k
rk + wk = 0. (13)
Our main result of this section is the following theorem.
Theorem 2. Suppose that there exist real numbers ε1 > 0, ε2 > 0 and λ ≥ 0 such that
N∑
k=0
Arccot
2αk
ε1
≥ pi
4
(14)
and
0∑
k=M
Arccot
2βk
ε2
≥ pi
4
, (15)
where N > 1 and M < −1 are arbitrary fixed integers,
α0 = ε1 + λ+ r0,
αk =
(
λ+ ε1 −
k−1∑
i=0
qi + rk
)
k−1∏
j=0
1
r2j
(
λ+ ε1 −
j−1∑
i=0
qi + r j
)2
, 1 ≤ k ≤ N (16)
and
β0 = ε2 − λ− q−1 + r−1,
βk =
(
ε2 − λ−
−1∑
i=k−1
qi + rk−1
) −1∏
j=k
1
r2j
(
ε2 − λ−
−1∑
i= j
qi + r j
)2
, M ≤ k ≤ −1. (17)
Then Eq. (1) is conjugate in [M, N ].
Proof. Let x be the solution of (1) given by the initial conditions
x0 = 1, x1 = 1+ λr0 , λ ≥ 0. (18)
We will show that x has a generalized zero in the intervals [2, N ] and [M,−2].
First, consider the interval [2, N ]. We will show that there exists m ∈ [2, N ] such that xm 6= 0 and xmxm+1 ≤ 0.
Suppose, by contradiction, that x has no generalized zero in [2, N ], i.e., xk > 0 for k ∈ [2, N + 1]. Let y be another
independent solution given by the initial conditions
y0 = 1, y1 = 1+ λ+ ε1r0 .
Then the Casoratian of solutions x and y is
ω(x, y) = r0(x0y1 − y0x1) = ε1 > 0.
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By the Sturm separation theorem we have
yk > xk > 0 for 2 ≤ k ≤ N + 1. (19)
Let ψ be the phase of the solutions x and y, i.e.
ψk = arctan xkyk and 1ψk ∈ [0, pi).
By Theorem 1 we have
1ψk = Arccotrk(xkxk+1 + yk yk+1)
ε1
.
Taking account of ψ0 = pi/4 and using (19) we get
ψn =
n−1∑
k=0
1ψk + ψ0 =
n−1∑
k=0
Arccot
rk(xkxk+1 + yk yk+1)
ε1
+ pi
4
>
n−1∑
k=0
Arccot
2rk yk yk+1
ε1
+ pi
4
. (20)
Next, by means of Riccati equation, we will estimate the term 2rk yk yk+1 for k ≥ 0. Denote
wk = rk1ykyk , (21)
a solution of Riccati equation (13). Then
w0 = λ+ ε1, y1 = y0r0 (λ+ ε1 + r0),
and
yk = y0
k−1∏
j=0
1
r j
(w j + r j ), 2 ≤ k ≤ N . (22)
Since rk + wk > 0, we have from (13) that 1wk + qk ≤ 0. Thus
wk ≤ w0 −
k−1∑
j=0
q j = λ+ ε1 −
k−1∑
j=0
q j , 1 ≤ k ≤ N .
From here and (22) we get
yk ≤ y0
k−1∏
j=0
1
r j
(
λ+ ε1 −
j−1∑
i=0
qi + r j
)
, 2 ≤ k ≤ N .
Consequently,
2r0y0y1 = 2(λ+ ε1 + r0) = 2α0
and
2rk yk yk+1 ≤ 2rk
k−1∏
j=0
1
r j
(
λ+ ε1 −
j−1∑
i=0
qi + r j
)
k∏
j=0
1
r j
(
λ+ ε1 −
j−1∑
i=0
qi + r j
)
= 2αk, 1 ≤ k ≤ N .
Substituting this estimation to (20) we get
ψn+1 >
n∑
k=0
Arccot
2αk
ε1
+ pi
4
(0 ≤ n ≤ N ).
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From here and (14) we get ψN+1 > pi/2. On the other hand, since y has no generalized zero on [0, N ], we have
ψN+1 < pi2 , a contradiction. We have proved that x has a generalized zero in [2, N ].
Now we will show that the solution x satisfying (18) has a generalized zero in [M,−2], i.e. there exists l,
M ≤ l ≤ 0, such that xl−1 6= 0 and xl−1xl ≤ 0. Since x is the solution of (1), that is of the equation
rk+1(xk+2 − xk+1)− rk(xk+1 − xk)+ qkxk+1 = 0,
we have for k = −1
x−1 = 1− λ+ q−1r−1 .
Let y¯ be another independent solution of (1) given by the initial conditions
y¯0 = 1, y¯−1 = 1− λ+ q−1 − ε2r−1 .
The Casoratian of solutions x and y¯ is
ω¯(x, y¯) = r−1(x−1y0 − y−1x0) = −ε2 < 0.
Suppose, by contradiction, that x has no generalized zero in [M,−2], i.e., xk > 0 for k ∈ [M − 1,−2]. Then by the
Sturm separation theorem y¯k > xk for M − 1 ≤ k ≤ −2, again.
Let ψ¯ be a phase of solutions x and y¯, i.e.,
ψ¯k = arctan xky¯k and 1ψ¯k ∈ (−pi, 0].
By Theorem 1 it holds
1ψ¯k = Arccotrk(xkxk+1 + y¯k y¯k+1)−ε2 − pi.
Define the backward difference operator 1¯ by 1¯xk = xk−1 − xk . Then
1¯xk = −1xk−1
and equation (1) takes the form 1¯(rk−11¯xk)+ qk−2xk−1 = 0.
Taking into account ψ¯0 = pi/4 we get
ψ¯n =
0∑
k=n+1
1¯ψ¯k + ψ¯0 = −
0∑
k=n+1
1ψ¯k−1 + ψ¯0
= −
0∑
k=n+1
[
Arccot
rk−1(xk−1xk + y¯k−1 y¯k)
−ε2 − pi
]
+ pi
4
=
0∑
k=n+1
Arccot
rk−1(xk−1xk + y¯k−1 y¯k)
ε2
+ pi
4
>
0∑
k=n+1
Arccot
2rk−1 y¯k−1 y¯k
ε2
+ pi
4
.
Similarly as in the previous part of the proof, we estimate the term 2rk−1 y¯k−1 y¯k by means of Riccati equation for
k ≤ 0. The sequence
w¯k = rk−11¯y¯ky¯k (23)
satisfies the Riccati equation
1¯w¯k + qk−2 + w¯
2
k
rk−1 + w¯k = 0.
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Since 1¯w¯k ≤ −qk−2 and
w¯0 = ε2 − λ− q−1,
we have
w¯k ≤ w¯0 −
0∑
j=k+1
q j−2 = (ε2 − λ− q−1)−
0∑
j=k+1
q j−2
= ε2 − λ−
−1∑
j=k−1
q j , M ≤ k ≤ −1.
Hence, from here and (23) we get
y¯−1 = y¯0r−1 (w¯0 + r−1) =
y¯0
r−1
(ε2 − λ− q−1 + r−1),
and
y¯k = y¯0
−1∏
j=k
1
r j
(w j+1 + r j ) ≤ y¯0
−1∏
j=k
1
r j
(
ε2 − λ−
−1∑
i= j
qi + r j
)
, M ≤ k ≤ −2.
Consequently,
2r−1 y¯−1 y¯0 = 2(ε2 − λ− q−1 + r−1) = 2β0
and
2rk−1 y¯k−1 y¯k ≤ 2rk−1
−1∏
j=k−1
1
r j
(
ε2 − λ−
−1∑
i= j
qi + r j
) −1∏
j=k
1
r j
(
ε2 − λ−
−1∑
i= j
qi + r j
)
= 2βk, M ≤ k ≤ −1.
Thus
ψ¯n−1 >
0∑
k=n
Arccot
2βk
ε2
+ pi
4
(M ≤ n ≤ 0).
From here and (15) we get ψ¯M−1 > pi/2. Since y¯ has no generalized zero on [M, 0], we have ψ¯M−1 < pi2 , a
contradiction. This completes the proof. 
Remark 3. A closer examination of the proof of Theorem 2 reveals that Theorem 2 can be modified for an arbitrary
interval [A, B], where A, B ∈ Z.
Now we state some conjugacy criteria which follow from Theorem 2. First, putting N →+∞ and M →−∞, we
obtain a conjugacy criterion of Eq. (1) in Z.
Corollary 1. Suppose that there exists real numbers ε1 > 0, ε2 > 0 and λ ≥ 0 such that
∞∑
k=0
Arccot
2αk
ε1
≥ pi
4
, k ≥ 0 (24)
and
0∑
k=−∞
Arccot
2βk
ε2
≥ pi
4
, k ≤ 0, (25)
where sequences (αk) or (βk) are given by (16) or (17), respectively. Then (1) is conjugate in Z.
From Corollary 1 the following conjugacy criterion follows.
Z. Dosˇla´, Sˇ. Pechancova´ / Computers and Mathematics with Applications 53 (2007) 1129–1139 1137
Corollary 2. Let
lim inf
n→+∞
n∑
j=0
(
1
r j
j−1∑
i=0
qi
)
n∑
j=0
1
r j
=: c1 > 0, (26)
lim inf
n→−∞
−1∑
j=n
(
1
r j
−1∑
i= j
qi
)
−1∑
j=n
1
r j
=: c2 > 0, (27)
and
∞∑
k=1
Arccot
rk
exp
(
c1
k−1∑
j=0
1
r j
) = ∞, 0∑
k=−∞
Arccot
rk−1
exp
(
c2
−1∑
j=k
1
r j
) = ∞. (28)
Then Eq. (1) is conjugate in Z.
Proof. First, we show that conditions (26) and (28) imply the validity of (24). According to (26) there exists m ∈ N
such that
n∑
j=0
(
1
r j
j−1∑
i=0
qi
)
n∑
j=0
1
r j
>
3
4
c1, whenever n ≥ m.
Hence
n∑
j=0
[
1
r j
(
j−1∑
i=0
qi − 34c1
)]
> 0,
which yields
0 < exp
n∑
j=0
[
1
r j
(
3
4
c1 −
j−1∑
i=0
qi
)]
< 1.
Consequently,
0 <
n∏
j=0
exp
[
1
r j
(
3
4
c1 −
j−1∑
i=0
qi
)]
< 1. (29)
Let d > m + 1. Obviously,
d∑
k=0
Arccot
2αk
ε1
≥
d∑
k=m+1
Arccot
2αk
ε1
.
By (16) we have
αk =
(
λ+ ε1 −
k−1∑
i=0
qi + rk
)
k−1∏
j=0
1
r2j
(
λ+ ε1 −
j−1∑
i=0
qi + r j
)2
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= rk
k∏
j=0
1
r j
(
λ+ ε1 −
j−1∑
i=0
qi + r j
)
k−1∏
j=0
1
r j
(
λ+ ε1 −
j−1∑
i=0
qi + r j
)
≤ rk
k∏
j=0
exp
[
1
r j
(
λ+ ε1 −
j−1∑
i=0
qi
)]
k−1∏
j=0
exp
[
1
r j
(
λ+ ε1 −
j−1∑
i=0
qi
)]
.
Putting λ+ ε1 = 14c1, we get
αk ≤ rk
k∏
j=0
exp
[
1
r j
(
3
4
c1 −
j−1∑
i=0
qi − 12c1
)]
k−1∏
j=0
exp
[
1
r j
(
3
4
c1 −
j−1∑
i=0
qi − 12c1
)]
and using (29)
αk < rk
k∏
j=0
exp
−c1
2r j
k−1∏
j=0
exp
−c1
2r j
< rk exp
(
−c1
k−1∑
j=0
1
r j
)
.
Letting d →∞ and taking into account (28), (24) is satisfied.
Similarly one can check that (27) and (28) imply the validity of (25). The details are omitted. Now, the conclusion
follows from Corollary 1. 
Remark 4. If rk ≡ 1 and λ = 0, then Corollary 1 reduces to [6, Theorem 1]. In addition, (28) is satisfied and
Corollary 2 reduces to [6, Corollary 1].
The next criterion follows from Corollary 2 and is a discrete analogue of the Mu¨ller–Pfeiffer criterion for
differential equation (2), see e.g. [7, Remark 4.1.2].
Corollary 3. Suppose, that a sequence (r j ) is bounded in Z and
lim inf
n1→−∞,n2→+∞
n2∑
j=n1
q j > 0. (30)
Then (1) is conjugate in Z.
Proof. Assume (30). Then there exists a real-valued sequence (Q j ) such that Q j ≤ q j for every j ∈ Z and
+∞∑
j=−∞
Q j = lim inf
n1→−∞, n2→+∞
n2∑
j=n1
q j .
Hence there exists m ∈ N such that
+∞∑
j=m
Q j > 0 and
m−1∑
j=−∞
Q j > 0.
From here and applying Stolze theorem (see e.g. [10]) we have
lim inf
n→+∞
n∑
j=m
(
1
r j
j−1∑
i=0
qi
)
n∑
j=m
1
r j
≥ lim inf
n→+∞
n∑
j=m
(
1
r j
j−1∑
i=0
Qi
)
n∑
j=m
1
r j
≥ lim
n→∞
n∑
j=m
Q j > 0,
i.e. (26) holds.
Similarly, one can verify that (27) is satisfied. Since (r j ) is bounded, (28) holds as well. By Corollary 2, Eq. (1) is
conjugate in Z. 
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Example. Consider equation (k ∈ Z)
1
(
1
(k + 32 )(k + 12 )
1xk
)
+ 2
(k + 52 )(k + 32 )2(k + 12 )
xk+1 = 0. (31)
By Corollary 3 this equation is conjugate in Z. In addition, one can check that
xk = k + 12 , yk =
(
k + 1
2
)(
k − 1
2
)
is the basis of (31). Since y has two generalized zeros in [−1, 1], Eq. (31) is conjugate in [−1, 1].
Concluding remarks
(1) Can the boundedness of (rk) be replaced in Corollary 3 by weaker assumptions
∑∞
j=0 1r j = ∞ and∑−1
j=−∞ 1r j = ∞?
(2) The conjugacy criterion stated in Theorem 2 is based on the existence of focal points in [M, N ]. Thus using
phases we get focality criterion for (1): If (14) holds with λ = 0, then (1) has a solution x such that x0 = x1 = 1
having a generalized zero in [0, N ].
(3) The conjugate and focal points are related with two-point boundary value problems. Recently, the theory of
differential and difference equations has been unified to dynamical equations on time scales, see [11]. It will be
interesting to extend conjugacy for linear second order dynamic equations.
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