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Abstract
We establish almost sure limit theorems for a branching symmetric Hunt process in terms of the principal
eigenvalue and the ground state of an associated Schrödinger operator. Here the branching rate and the
branching mechanism can be state-dependent. In particular, the branching rate can be a measure belonging
to a certain Kato class and is allowed to be singular with respect to the symmetrizing measure for the
underlying Hunt process X. The almost sure limit theorems are established under the assumption that the
associated Schrödinger operator of X has a spectral gap. Such an assumption is satisfied if the underlying
process X is a Brownian motion, a symmetric α-stable-like process on Rn or a relativistic symmetric stable
process on Rn.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study the asymptotic behavior of a branching symmetric Hunt process; each
particle moves independently according to the law of a symmetric Hunt process. The branching
rate and the branching mechanism can be state-dependent. In particular, the branching rate can be
a measure and is allowed to be singular with respect to the symmetrizing measure for the under-
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process by using the principal eigenvalue and the ground state of the Schrödinger operator as-
sociated with underlying Hunt process, branching rate and branching mechanism. As examples,
we finally apply our results to branching Brownian motions and branching symmetric α-stable
processes.
S. Watanabe [25,26] studied the asymptotic properties of a branching symmetric diffusion
process and established an almost sure limit theorem [26, Corollary, p. 222]. His approach is
based on the generalization of the Fourier transform, which requires the transition density of
the associated Feynman–Kac semigroup be represented in terms of the spectral measure and the
eigenfunctions of the Schrödinger operator (see also Ogura [15]). On the other hand, Asmussen
and Hering [2] established an almost sure limit theorem in [2, Theorem 1′, p. 198] for a general
supercritical branching process. To apply their result to branching symmetric Markov processes,
we have to check that every spectrum of the Schrödinger operator is discrete, and consequently
the Feynman–Kac semigroup has an eigenfunction expansion. However, the conditions in [2,26]
and [15] as mentioned above are not satisfied, for example, when the underlying process is a
symmetric α-stable process in Rn and the branching rate is a singular measure.
The goal of this paper is to present a new approach and to establish limit theorems for a class
of branching symmetric Hunt processes, which include branching Brownian motions and branch-
ing stable-like processes on Rn with singular branching rates. To be precise, let E be a locally
compact separable metric space and m a positive Radon measure on E with full support. Let X
be an m-symmetric Hunt process on E, whose L2-infinitesimal generator will be denoted by L.
We consider the branching symmetric Hunt process with motion component X and branching
rate measure μ belonging to a certain Kato class K∞(X) (see Definition 2.2). Denote by Q(x)
the expected number of particles which are born at branching site x ∈ E. It is then known that
the smallest eigenvalue of the Schrödinger operator
L(Q−1)μ := L+ (Q− 1)μ
determines asymptotic properties of the branching process such as extinction, local extinction and
the exponential growth of the numbers of particles (see [17,19,20,25]). We are now concerned
with the asymptotic behavior of the branching process. However, since it needs not be possible to
express the transition density of L(Q−1)μ in terms of the spectral measure and the eigenfunctions
of L(Q−1)μ, the methods used in S. Watanabe [26] and in Asmussen and Hering [2] are not
applicable here.
Under the assumption that the operator L(Q−1)μ has a spectral gap and that its first eigenvalue
λ1 is strictly negative, we show in Theorem 3.7 that the number of particles on every bounded
set grows exponentially at rate −λ1 and the ground state determines the asymptotic distribution
of particles. A crucial point is that the existence of the spectral gap implies the ergodicity of the
h-transformed semigroup of the Feynman–Kac semigroup generated by L(Q−1)μ (see (2.9) and
Theorem 2.5). By this property with an application of the gaugeability of measures studied by
Chen [4] and Takeda [22], we first establish in Proposition 3.3(ii) the almost sure limit theorem
along suitable time sequences going to infinity. We can then get Theorem 3.7 by applying a
method from the proof of Theorem 1′ of [2].
The technical assumptions (Assumption 2.1 and (3.3)) are imposed to ensure the existence of
the spectral gap and a continuous ground state of L(Q−1)μ. These conditions are satisfied, for
instance, by Brownian motions and symmetric α-stable-like processes on Rn as well as relativis-
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branching symmetric α-stable processes.
2. Preliminaries
2.1. h-Transform and ergodicity
Let E be a locally compact separable metric space and EΔ its one point compactification.
Denote by B(E) and B(EΔ) the Borel σ -fields on E and EΔ, respectively. Let m be a positive
Radon measure on E with full support. Let X = (Ω,F ,Ft , θt ,Xt ,Px, ζ ) be an m-symmetric
Hunt process on E, where {Ft }t0 is the minimal admissible filtration, {θt }t0 the time-shift
operator of X satisfying Xt ◦ θs = Xt+s identically for s, t  0, and ζ := inf{t > 0: Xt = Δ} the
lifetime of X.
Let (N,H) be a Lévy system of X; that is, N is a kernel on (EΔ,B(EΔ)) such that
N(x, {x}) = 0 for any x ∈ E and H is a positive continuous additive functional (PCAF in ab-
breviation) of X such that for any non-negative function φ ∈ B(EΔ × EΔ) with φ(x, x) = 0 for
any x ∈ EΔ,
Ex
[∑
st
φ(Xs−,Xs)
]
= Ex
[ t∫
0
∫
EΔ
φ(Xs, y)N(Xs, y) dHs
]
,
where Xt− = lims↑t Xs . Denote by μH the Revuz measure of the PCAF H of X and define
J (dx, dy) := N(x,dy)μH (dx) and κ(dx) := N(x,Δ)μH (dx),
which are called the jump measure and the killing measure of X, respectively.
Let (E,F) be the quasi-regular Dirichlet form on L2(E;m) generated by X. As by [7], (E,F)
is quasi-homeomorphic to a regular Dirichlet form on a locally compact separable metric space,
all the results established in the regular Dirichlet form setting as in [10] are applicable to X
and (E,F). Since each u ∈ F admits a quasi-continuous m-version by [10, Theorem 2.1.3],
we always assume that u ∈ F is quasi-continuous. By Fukushima’s decomposition [10, Theo-
rem 5.2.2], it holds that for q.e. x ∈ E, Px -a.s.
u(Xt )− u(X0) = Mut +Nut , t  0,
where Mut is a martingale additive functional of finite energy and Nut is a continuous additive
functional of zero energy. Denote by Mu,c and μ〈Mu,c〉 respectively the continuous martingale
part of M and the Revuz measure corresponding to 〈Mu,c〉, the quadratic variation of Mu,c . Then
a Beurling–Deny decomposition [10, Theorem 5.3.1] implies that
E(u,u) = 1
2
∫
E
μ〈Mu,c〉(dx)+ 12
∫ ∫
E×E\d
(
u(x)− u(y))2 J (dx, dy)+ ∫
E
u(x)2 κ(dx),
where d = {(x, y) ∈ E ×E: x = y}.
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Ptf (x) = Ex
[
f (Xt )
]
for f ∈ B+(E).
In the sequel, we impose the following conditions on X.
Assumption 2.1.
(i) (Irreducibility) If a Borel set A is Pt -invariant, that is, if Pt (1Af ) = 1APtf holds for every
f ∈ L2(E;m) ∩ Bb(E) and t > 0, then either m(A) = 0 or m(E \ A) = 0. Here Bb(E)
stands for the set of bounded Borel measurable functions on E.
(ii) (Strong Feller property) For any f ∈ Bb(E), Ptf is a bounded and continuous function
on E.
(iii) (Ultracontractivity) For any t > 0, it holds that ‖Pt‖1,∞ < ∞, where ‖ · ‖p,q denotes the
operator norm from Lp(E;m) to Lq(E;m).
Note that, by Assumption 2.1 and the m-symmetry of Pt , the transition probability of X is
absolutely continuous with respect to m. Denote by Pt (x, y) the integral kernel of Pt ,
Ptf (x) =
∫
E
Pt (x, y)f (y)m(dy).
Let Gα(x, y), α > 0, be the α-resolvent density of X,
Gα(x, y) =
∞∫
0
e−αtPt (x, y) dt.
If X is transient, then the Green function G(x,y) := G0(x, y) exists for any x = y.
We now introduce two classes of positive smooth Radon measures on E (cf. [4]).
Definition 2.2.
(i) A positive smooth Radon measure μ on E is said to be in the Kato class K(X), if
lim
α→∞ supx∈E
∫
E
Gα(x, y)μ(dy) = 0.
(ii) If X is transient, then a measure μ ∈ K(X) is said to be in K∞(X), if for any ε > 0, there
exist a compact set K ⊂ E and a positive constant δ > 0 such that
sup
x∈E
∫
G(x,y)μ(dy) < ε,E\K
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sup
x∈E
∫
B
G(x, y)μ(dy) < ε.
If X is recurrent, then we define K∞(X) := ⋂α>0 K∞(Xα). Here for α > 0, Xα denotes the
α-subprocess of X.
We know from [21] that, for a positive smooth measure μ of X on E and α > 0,
∫
E
u(x)2 μ(dx) ‖Gαμ‖∞Eα(u,u) for u ∈F .
Then by the definition of K(X), it follows that for μ ∈ K(X), there exists a constant α > 0 such
that ∫
E
u(x)2 μ(dx) 1
2
E(u,u)+ α
∫
E
u(x)2 m(dx) for u ∈F . (2.1)
Let μ be a signed measure on E which can be decomposed as μ = μ+ − μ− for some
μ+,μ− ∈ K(X). Then there exists a continuous additive functional Aμ associated with μ; in
fact, Aμ = Aμ+ − Aμ− , where Aμ+ and Aμ− are the PCAFs of X having Revuz measures μ+
and μ−, respectively. Let {Pμt , t  0} be the Feynman–Kac semigroup given by
P
μ
t f (x) := Ex
[
exp
(
A
μ
t
)
f (Xt )
]
for f ∈ B+(E).
Then it follows from [1, Theorem 3.3] and (2.1) above that {Pμt , t  0} is a strongly continuous
semigroup on L2(E;m) and its associated quadratic form is (Eμ,F) where
Eμ(u,u) = E(u,u)−
∫
E
u(x)2 μ(dx) for u ∈F .
Moreover, under Assumption 2.1, we have from [1] the following.
Theorem 2.3. Let μ = μ+ −μ− ∈ K(X)− K(X). We have under Assumption 2.1,
(i) For any f ∈ Bb(E), Pμt f is a bounded and continuous function on E. Moreover, Pμt admits
an integral kernel Pμt (x, y) that is jointly continuous in (x, y) for each t > 0:
P
μ
t f (x) =
∫
E
P
μ
t (x, y)f (y)m(dy) for every f ∈ B+(E).
(ii) For any t > 0, it holds that ‖Pμt ‖p,q < ∞ for any 1 p  q ∞.
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λ1(μ) = inf
{
Eμ(u,u): u ∈F ,
∫
E
u(x)2 m(dx) = 1
}
. (2.2)
Denote by σ(Eμ) the totality of the spectrum of the self-adjoint operator associated with (Eμ,F).
Let
λ0 := inf
{
E(u,u): u ∈F ,
∫
E
u(x)2 m(dx) = 1
}
. (2.3)
If
the embedding of (F ,E1) into L2(E;μ+) is compact, (2.4)
where E1(u,u) := E(u,u)+
∫
E
u(x)2 m(dx), then by the Friedrichs theorem [14, Lemma 2.5.4/1],
the spectrum of σ(Eμ) less than λ0 consists of only isolated eigenvalues with finite multiplicities.
Furthermore, if we assume that λ1(μ) < λ0, then there exists the positive eigenfunction corre-
sponding to λ1(μ), which is the so-called ground state. We denote by h the normalized ground
state corresponding to λ1(μ) with
∫
E
h(x)2 m(dx) = 1. Let λ2(μ) denote the second bottom of
the spectrum of σ(Eμ), that is,
λ2(μ) = inf
{
Eμ(u,u): u ∈F ,
∫
E
u(x)2 m(dx) = 1,
∫
E
u(x)h(x)m(dx) = 0
}
.
Then λ2(μ)− λ1(μ) > 0.
In the remainder of this section, we fix a signed measure μ = μ+ −μ− ∈ K∞(X)− K∞(X).
Assume that condition (2.4) holds and that λ1 := λ1(μ) < λ0. Note that, since λ0  0, the latter
condition is automatically satisfied if λ1 < 0. Let h be the normalized ground state corresponding
to λ1. We note that, since it holds that h = eλ1tP μt h on E for every t > 0, the ground state h is
bounded and continuous by Theorem 2.3 and strictly positive by the irreducibility of X and the
strict positivity of exp(Aμt ). Since h ∈F , by Fukushima’s decomposition we have for q.e. x ∈ E,
Px -a.s.
h(Xt )− h(X0) = Mht +Nht for t  0,
where Mh is a martingale additive functional of X and Nh is a continuous additive functional
of X having zero energy. Moreover, since
E(h,u) = λ1
∫
E
h(x)u(x)m(dx)+
∫
E
h(x)u(x)μ(dx) for u ∈F ,
we have from [10, Theorem 5.4.2] that
Nht = −λ1
t∫
h(Xs) ds −
t∫
h(Xs) dA
μ
s for t  0.0 0
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Mt =
t∫
0
1
h(Xs−)
dMhs for 0 t < ζp,
where ζp is the predictable part of the lifetime ζ of X. Then the solution R of the stochastic
differential equation
Rt = 1 +
t∫
0
Rs− dMs, 0 t < ζp,
is a positive local martingale on the random time interval 0, ζp, and hence a supermartingale.
As a result, the formula
dPhx = Rt dPx on Ft ∩ {t < ζ }
uniquely determines a family of subprobability measures {Phx, x ∈ E} on (Ω,F∞). To empha-
size, the Hunt process X under probability measures {Phx, x ∈ E} will be denoted as Xh; that
is,
E
h
x
[
f
(
Xht
)] := Ex[Rtf (Xt ); t < ζ ]
for t > 0 and f ∈ B+(E). It follows from [8] that the process Xh is an irreducible h2m-symmetric
right Markov process because exp(Aμt )h(Xt ) is strictly positive.
Let (Eh,Fh) be the symmetric Dirichlet form on L2(E;h2m) associated with Xh. We then
have by [8, Theorems 2.6 and 2.8] the following.
Theorem 2.4.
(i) It holds that
Eh(u,u) = 1
2
∫
E
h(x)2 μ〈Mu,c〉(dx)+
∫ ∫
E×E\d
(
u(x)− u(y))2h(x)h(y)J (dx, dy),
Fh =F
√
Eh1 ,
where Eh1 (u,u) := Eh(u,u)+
∫
E
u(x)2h(x)2 m(dx).
(ii) The constant function 1 belongs to Fh and Eh(1,1) = 0. Consequently, Xh is recurrent.
Note that by Doléan–Dade’s formula (see [11, Theorem 9.39]), on random time interval 0, ζ ,
Rt = exp
(
Mt − 12
〈
Mc
〉
t
) ∏ h(Xs)
h(Xs−)
exp
(
1 − h(Xs)
h(Xs−)
)
,0<st
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logh(Xt ), we obtain for q.e. x ∈ E, Px -a.s. on 0, ζ ,
logh(Xt )− logh(X0) = Mt − 12
〈
Mc
〉
t
+
∑
st
(
log
h(Xs)
h(Xs−)
+ h(Xs)− h(Xs−)
h(Xs−)
)
− λ1t −Aμt .
Hence
Rt = exp
(
λ1t +Aμt
) h(Xt )
h(X0)
on {t < ζ },
that is,
E
h
x
[
f
(
Xht
)]= eλ1t
h(x)
Ex
[
exp
(
A
μ
t
)
h(Xt )f (Xt )
]
. (2.5)
This implies that f ∈Fh if and only if f h ∈F and
Eh(f,f ) = E(f h,f h)−
∫
E
(f h)(x)2
(
λ1 m(dx)+μ(dx)
)
= Eμ(f h,f h)− λ1
∫
E
(f h)(x)2 m(dx).
In other words, Φh :f → f h is an isometry from (Eh,Fh) onto (Eμ+λ1m,F) and from
L2(E;h2m) onto L2(E;m). By Theorem 2.4(ii),
inf
{
Eh(u,u): u ∈Fh,
∫
E
u(x)2h(x)2 m(dx) = 1
}
= 0.
Let λh2 := λh2(μ) be the spectral gap of the self-adjoint operator associated with (Eh,Fh),
λh2(μ) := inf
{
Eh(u,u): u ∈Fh,
∫
E
u(x)2h(x)2 m(dx) = 1,
∫
E
u(x)h(x)2 m(dx) = 0
}
. (2.6)
Since all the spectra are invariant under the isometry Φh, it follows that
λh2 = λ2(μ)− λ1(μ) > 0, (2.7)
which leads us to the following Poincaré inequality:
∥∥Pht ϕ∥∥ 2 2  e−λh2 t‖ϕ‖L2(E;h2m) (2.8)L (E;h m)
382 Z.-Q. Chen, Y. Shiozawa / Journal of Functional Analysis 250 (2007) 374–399for any ϕ ∈ L2(E;h2m) with ∫
E
ϕ(x)h(x)2 dm = 0. Here {Pht , t  0} is the Markovian transition
semigroup of Xh,
Pht f (x) := Ehx
[
f
(
Xht
)]
for f ∈ B+(E).
Note that Pht has the transition density kernel Pht (x, y) with respect to the measure h2m given
by
Pht (x, y) = eλ1t
P
μ
t (x, y)
h(x)h(y)
.
For every ϕ ∈ L2(E,h2m) with ∫
E
ϕ(x)h(x)2 m(dx) = 0, we have by (2.8),
∣∣Pht+sϕ(x)∣∣=
∣∣∣∣ eλ1sh(x)
∫
E
Pμs (x, y)P
h
t ϕ(y)h(y) m(dy)
∣∣∣∣
 e
λ1s
h(x)
∥∥Pμs ∥∥2,∞∥∥Pht ϕ∥∥L2(E;h2m)
 e
λ1s
h(x)
∥∥Pμs ∥∥2,∞e−λh2 t‖ϕ‖L2(E;h2m).
Taking s = 1/2, we see that there exists a constant C > 0 such that
∣∣h(x)P ht ϕ(x)∣∣ Ce−λh2 t‖ϕ‖L2(E;h2m) for t  1 (2.9)
for every ϕ ∈ L2(E,h2m) with ∫
E
ϕ(x)h(x)2 m(dx) = 0. For ϕ ∈ L2(E,h2m), we can write
ϕ(x) = ∫
E
ϕ(y)h2(y)m(dy) + ϕ0(x), where ϕ0(x) = ϕ(x) −
∫
E
ϕ(y)h2(y)m(dy) has the prop-
erty that ϕ0 ∈ L2(E;h2m) with
∫
E
ϕ0(x)h(x)2 m(dx) = 0. As Pht 1 = 1, we see from (2.9) that
lim
t→∞P
h
t ϕ(x) =
∫
E
ϕ(y)h(y)2 m(dy)+ lim
t→∞P
h
t ϕ0(x) =
∫
E
ϕ(y)h(y)2 m(dy), x ∈ E, (2.10)
for any ϕ ∈ L2(E;h2m). This together with (2.5) yields the following. Recall that λ1(μ) and λ0
are defined in (2.2), (2.3).
Theorem 2.5. Assume that (2.4) holds and that λ1 := λ1(μ) < λ0. Then we have for every
f ∈ L2(E;m),
lim
t→∞ e
λ1tEx
[
exp
(
A
μ
t
)
f (Xt )
]= h(x)∫
E
f (y)h(y) m(dy), x ∈ E. (2.11)
Remark 2.6. We remark that Assumption 2.1 is satisfied by many processes X such as Brown-
ian motions, symmetric α-stable processes, as well as stable-like processes on Rn studied by
Chen and Kumagai [5], and that condition (2.4) holds for every signed measure μ = μ+ −μ− ∈
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α-stable processes. That (2.4) holds for symmetric α-stable processes is proved [23, Section 2].
An α-stable-like process X on Rn in the sense of [5] is a symmetric Feller process on Rn
whose Dirichlet form (E,F) on L2(Rn;dx) is given by
F =
{
u ∈ L2(Rn;dx): ∫ ∫
Rn×Rn\d
(u(x)− u(y))2
|x − y|n+α dx dy
}
,
E(u,u) =
∫ ∫
Rn×Rn\d
(
u(x)− u(y))2 c(x, y)|x − y|n+α dx dy,
where c(x, y) is a symmetric function that is bounded between two positive constants. It is proved
in [5, Theorem 4.14] that X has a Hölder continuous transition density function that is compa-
rable to that for the symmetric α-stable process on Rn. As the Dirichlet form (E,F) is also
comparable to that for the symmetric α-stable process on Rn, we see that Assumption 2.1 holds
for symmetric stable-like processes X on Rn and condition (2.4) is satisfied by every signed mea-
sure μ = μ+ −μ− ∈ K∞(X)− K∞(X). Note that the class K∞(X) for α-stable-like process X
on Rn is identified with that for the symmetric α-stable process.
We note that relativistic α-stable processes also satisfy Assumption 2.1 and condition (2.4).
Let us denote by (Eα,Fα) and (Rα,D(Rα)) respectively the Dirichlet form on L2(Rn;dx)
generated by the symmetric α-stable process and the relativistic α-stable process. Since
(Rα1 ,D(Rα)) is comparable to (Eα1 ,Fα) by (3.7) of [6], condition (2.4) holds for relativistic
α-stable processes by applying the arguments in [23, Section 2] to (Rα1 ,D(Rα)).
2.2. Branching symmetric Hunt processes
Following [12] and [13], we introduce the notion of branching symmetric Hunt processes. Let
{pn(x)}n0, x ∈ E, be a family of probability mass functions such that
0 pn(x) 1 and
∞∑
n=0
pn(x) = 1.
For a positive smooth Radon measure μ, let Z be a random variable having the distribution
Px(Z > t |F∞) = exp
(−Aμt ).
A particle of the branching symmetric Hunt process starts at x ∈ E according to the law Px .
When ζ  Z, it dies at time ζ . On the other hand, when Z < ζ , it splits into n particles with
probability pn(XZ−) at time Z. Then each of these particles starts at XZ− independently ac-
cording to the law PXZ− . Let E(0) = {Δ} and E(1) = E. Define the equivalent relation ∼ on
En = E × · · · ×E︸ ︷︷ ︸
n
as follows; let xn = (x1, x2, x3, . . . , xn), yn = (y1, y2, y3, . . . , yn) ∈ En. If
there exists a permutation σ on {1,2,3, . . . , n} such that yi = xσ(i) for all i, then it is denoted
by xn ∼ yn. Let E(n) = En/ ∼ and E =⋃∞n=0 E(n). When the branching process consists of n
particles at time t , they determine a point in E(n). Hence it defines a branching symmetric Hunt
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branching mechanism function {pn(x)}n0.
Let T be the first splitting time of X:
Px
(
T > t
∣∣σ(X)) := Px(Z > t |F∞) = exp(−Aμt ). (2.12)
Denote by Zt the total number of particles of X at time t , that is,
Zt = n if Xt =
(
X1t ,X
2
t ,X
3
t , . . . ,X
n
t
) ∈ E(n).
Define
e0 = inf{t > 0: Zt = 0}.
Then e0 is called the extinction time of X. Set ue(x) = Px(e0 < ∞) = Px(limt→∞ Zt = 0). We
then say that X goes extinct if ue ≡ 1 on E. Denote by Zt(A) the number of particles in a set
A ⊂ E at time t and
LA = sup
{
t > 0: Zt(A) > 0
}
.
Set uA(x) = Px(LA < ∞) = Px(limt→∞ Zt(A) = 0). We then say that X goes locally extinct if
uA = 1 on E for every relatively compact open subset A of E.
Define
e∞ = sup
{
t > 0: sup
u∈(0,t)
Zu < ∞
}
.
Then e∞ is called the explosion time of X. Let u∞(x) = Px(e∞ < ∞). We then say that X is
explosive if u∞(x) > 0 for some x ∈ E, and non-explosive otherwise. Let Q(x) be the expected
number of particles at branching site x ∈ E, that is,
Q(x) :=
∞∑
n=0
npn(x).
Here we note that for any μ ∈ K(X), Ex[exp(Aμt ); t < ζ ] is bounded for every t > 0. Therefore
by a proof that is analogous to that for [18, Theorem 2], we have
Proposition 2.7. If the branching rate μ belongs to K(X) and supx∈E Q(x) < ∞, then X has no
explosion, that is, Px(e∞ = ∞) = 1 for all x ∈ E.
3. Limit theorems
Throughout this section, we assume that an m-symmetric Hunt process X on E satisfies
Assumption 2.1. Let X = (Ω,G,Gt ,Xt ,Px) be the branching symmetric Hunt process with
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{pn(x)}n0. For f ∈ Bb(E) and t  0, let
Zt(f ) :=
Zt∑
i=1
f
(
Xit
)
.
If we take f = 1A for a Borel set A in E, then Zt(A) := Zt(1A) denotes the number of particles
in A at time t . In particular, Zt = Zt(E). Put
Q(x) :=
∞∑
n=0
npn(x) and R(x) :=
∞∑
n=0
n(n− 1)pn(x). (3.1)
We assume throughout this section that supx∈E Q(x) < ∞, which implies that X admits no ex-
plosion as mentioned in Proposition 2.7. We further assume that
the embedding of (F ,E1) into L2
(
E; (Q− 1)+μ) is compact (3.2)
and that
λ1 := λ1
(
(Q− 1)μ)< 0, (3.3)
where λ1((Q− 1)μ) is defined by (2.2) with (Q− 1)μ in place of μ there. Recall that λ0  0 by
definition (see (2.3)). Since λ1 < λ0, conditions (3.2) and (3.3) in particular ensure the existence
of the normalized ground state h with
∫
E
h(x)2 m(dx) = 1 corresponding to λ1 as stated in the
previous section. Note that by [19], condition (3.3) is equivalent to the no-extinction and no-
locally extinction of the branching process X. The condition that λ1 < 0 will also be used in the
proof of Proposition 3.3(i).
Lemma 3.1. Under conditions (3.2) and (3.3), it holds that
lim
t→∞ e
λ1tEx
[
Zt(f )
]= h(x)∫
E
f (y)h(y) m(dy), x ∈ E (3.4)
for any f ∈ L2(E;m).
Proof. Since it follows from Lemma 3.3 of [20] that
eλ1tEx
[
Zt(f )
]= eλ1tEx[exp(A(Q−1)μt )f (Xt )], (3.5)
we get (3.4) from (2.11). 
Let
Mt := eλ1tZt (h), t  0. (3.6)
Since M is a Px -martingale by (3.5), there exists a limit M∞ = limt→∞ Mt ∈ [0,∞) Px -a.s. We
will assume the following on the function R defined by (3.1).
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Since R(x) =∑∞n=1 n2pn(x) − Q(x) and the first moment function Q(x) is assumed to be
bounded, Assumption 3.2 is equivalent to the assumption that the branching mechanism function
{pn(x)}n0 at site x has a bounded second moment.
Let λh2 := λh2((Q− 1)μ), which is defined by (2.6) but with (Q− 1)μ in place of μ. Note that
λh2 > 0 by (2.7).
Proposition 3.3. Suppose that conditions (3.2), (3.3) and Assumption 3.2 hold.
(i) It holds that
lim
t→∞ e
λ1tZt (f ) = M∞
∫
E
f (y)h(y)m(dy) in Px-probability for any x ∈ E (3.7)
for any f ∈ L2(E;m)∩Bb(E).
(ii) Let {tn} be any sequence such that ∑∞n=1 e−εtn < ∞ for some positive ε > 0 with 0 < ε <
(−λ1)∧ 2λh2 . Then
lim
n→∞ e
λ1tnZtn(f ) = M∞
∫
E
f (y)h(y)m(dy) Px-a.s. for any x ∈ E (3.8)
for any f ∈ L2(E;m)∩Bb(E).
Proof. (i) Let f ∈ L2(E;m)∩Bb(E) and g(x) = f (x)− h(x)
∫
E
f (y)h(y)m(dy). Then
eλ1tZt (f ) = Mt
∫
E
f (y)h(y)m(dy)+ eλ1tZt (g).
By Lemma 3.3 of [20],
Ex
[(
eλ1tZt (g)
)2]= I + II, (3.9)
where
I := e2λ1tEx
[
exp
(
A
(Q−1)μ
t
)
g(Xt )
2]
and
II := Ex
[ t∫
0
exp
(
2λ1s +A(Q−1)μs
)(
eλ1(t−s)EXs
[
exp
(
A
(Q−1)μ
t−s
)
g(Xt−s)
])2
dARμs
]
.
Since for any positive ε < (−λ1)∧ (2λh2), by [4, Theorem 5.1] or [22, Theorem 2.4],
sup Ex
[
exp
(
(2λ1 + ε)t +A(Q−1)μt
)]
< ∞,(x,t)∈E×(0,∞)
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I e−εtEx
[
exp
(
(2λ1 + ε)t +A(Q−1)μt
)]‖g‖2L∞(E;m)  c1 e−εt‖g‖2L∞(E;m).
By (2.9),
II c2Ex
[ t∫
0
exp
(
2λ1s +A(Q−1)μs
)
e−2λh2(t−s) dARμs
]
‖g‖2
L2(E;m)
 c2e−εtEx
[ ζ∫
0
exp
(
(2λ1 + ε)s +A(Q−1)μs
)
dARμs
]
‖g‖2
L2(E;m).
By Assumption 3.2,
Ex
[ ζ∫
0
exp
(
(2λ1 + ε)s +A(Q−1)μs
)
dARμs
]
 ‖R‖∞ Ex
[ ζ∫
0
exp
(
(2λ1 + ε)s +A(Q−1)μs
)
dAμs
]
.
Let α := −(2λ1 + ε), which is strictly positive by the assumption. Denote by Xα the subprocess
of X killed at constant rate α. The Dirichlet form for Xα is (Eα,F). Clearly K∞(X) ⊂ K∞(Xα)
and so μ ∈ K∞(Xα). As
inf
{
Eα(u,u)−
∫
E
u(x)2(Q− 1)μ(dx): u ∈F with
∫
E
u(x)2 m(dx) = 1
}
= −2λ1 − ε + λ1 = −λ1 − ε > 0,
it follows from [4, Theorem 5.2] and [22, Lemma 3.5] that (Q − 1)μ is gaugeable with respect
to the process Xα . Recall that the Revuz correspondence between the smooth measure (Q− 1)μ
and the continuous additive functional A(Q−1)μ for process X and for its α-subprocess Xα are
the same. Note also that by [4, Proposition 4.4],
sup
x∈E
Ex
[ ζ∫
0
exp
(
(2λ1 + ε)s
)
dAμs
]
= ‖Gαμ‖∞ < ∞.
We then have from [4, Theorem 2.8 and Remark 2.5] that
sup
x∈E
Ex
[ ζ∫
0
exp
(
(2λ1 + ε)s +A(Q−1)μs
)
dAμs
]
< ∞,
and consequently,
II c3 e−εt‖g‖2L∞(E;m).
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Ex
[(
eλ1tZt (g)
)2] (c1 + c3)e−εt‖g‖2L∞(E;m) (3.10)
and so (3.7) follows.
(ii) Let f and g be given as above. Since
∞∑
n=1
Ex
[(
eλ1tnZt (g)
)2] C ∞∑
n=1
e−εtn < ∞
by (3.10), the Borel–Cantelli lemma implies that limn→∞ eλ1tnZtn(g) = 0 Px -a.s. and so (3.8) as
limt→∞ Mt = M∞ Px -a.s. 
Let Gμ(x, y) be the Green function of the subprocess of X killed at rate μ; that is,
∫
E
Gμ(x, y)f (y) m(dy) = Ex
[ ζ∫
0
exp
(−Aμt )f (Xt ) dt
]
for every f ∈ B+(E).
We now introduce the following condition on the motion component X and the branching rate
measure μ.
Assumption 3.4. Either (i) or (ii) holds:
(i) Px(ζ < ∞) = 1 for every x ∈ E and the branching rate measure μ ∈ K∞(X) satisfies∫∫
E×E G
μ(x, y)μ(dx)μ(dy) < ∞.
(ii) X is Harris recurrent and the branching rate measure μ ∈ K∞(X) satisfies μ(E) < ∞.
It is shown in [20, Lemma 3.4 and Theorem 3.7], under Assumptions 3.2 and 3.4, M defined
by (3.6) is a square integrable martingale and
{e0 = ∞} =
{
M∞ ∈ (0,∞)
}
Px-a.s. for any x ∈ E,
where e0 is the extinction time of X defined by
e0 = inf{t > 0: Zt = 0}
and Zt denotes the total number of particles at time t  0. Thus, if m(E) < ∞, then Zt(f )/Zt is
well defined on {e0 = ∞} for any t  0 and f ∈ Bb(E). We get the following immediately from
the above, Lemma 3.1 and Proposition 3.3.
Corollary 3.5. Suppose that conditions (3.2), (3.3) and Assumption 3.2 hold.
(i) It holds that
lim
t→∞
Zt(A)
Ex[Zt(A)] =
M∞
h(x)
in Px-probability for any x ∈ E
for every Borel subset A in E such that 0 <m(A) < ∞.
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lim
t→∞
Zt(A)
Zt
=
∫
A
h(y) m(dy)∫
E
h(y) m(dy)
in Pex-probability for any x ∈ E
for every Borel subset A in E, where Pex(·) = Px(· | e0 = ∞).
(iii) Suppose also that Assumption 3.4 holds. Let {tn} be any sequence as in Proposition 3.3.
If m(E) < ∞, then
lim
n→∞
Ztn(A)
Ztn
=
∫
A
h(y) m(dy)∫
E
h(y) m(dy)
Pex-a.s. for any x ∈ E
for every Borel subset A in E.
Corollary 3.5 is an extension of the result for branching Brownian motions by S. Watanabe
[25, Corollary, p. 397] to branching symmetric Hunt processes with state dependent branching
rate and branching mechanism.
Remark 3.6. Let Mα = (Xt ,Px) be the symmetric α-stable process on Rn. Since (2.11) is true
for any f ∈ Bb(Rn) by [23, Corollary 4.7], Lemma 3.1 holds for any f ∈ Bb(Rn). We now
consider the branching symmetric α-stable process with motion component Mα and branching
rate measure μ ∈ K∞(X). For any f ∈ Bb(Rn),
sup
(x,t)∈Rn×(1,∞)
∣∣eλ1tEx[exp(A(Q−1)μt )f (Xt )]∣∣
 Cp‖f ‖L∞(Rn;dx) sup
x∈Rn
∥∥h(x)ph1 (x, ·)∥∥Lp(Rn;h2 dx)
∥∥∥∥1h
∥∥∥∥
Lq(Rn;h2 dx)
< ∞
for any p > 2 + n/α and q = p/(p − 1) by Lemmas 4.4 and 4.6 of [23], where Cp is some
positive constant depending on p. Thus (3.7) holds for any f ∈ Bb(Rn) by the same argument as
in the proof of Proposition 3.3(i), which leads us to that Corollary 3.5(i) and (ii) hold for every
Borel subset A in Rn.
We are now in a position to establish the following almost sure convergence of eλ1tZt (f ).
Theorem 3.7. Suppose that conditions (3.2), (3.3) and Assumption 3.2 hold. Then there exists
Ω0 ⊂Ω of Px -full probability for any x ∈ E such that, for every ω ∈Ω0 and for every bounded
Borel measurable function f on E with compact support whose set of discontinuous points has
zero m-measure, we have
lim
t→∞ e
λ1tZt (f )(ω) = M∞(ω)
∫
E
f (y)h(y)m(dy). (3.11)
Observe that h is strictly positive and continuous on E. So every bounded Borel measurable
function f with compact support is bounded by ch for some c > 0.
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Let δ be a positive constant 0 < δ < (−λ1)∧ 2λh2 and denote by Xnδ,it the particles at time t  nδ
whose parent is Xinδ . Let U be a nearly Borel subset of E, and for x ∈ E and ε > 0,
Uε(x) :=
{
y ∈ U : h(y) 1
1 + ε h(x)
}
.
Define
Y
δ,ε
n,i :=
1
1 + εh
(
Xinδ
)
1{Xnδ,it ∈Uε(Xinδ) for every t∈[nδ,(n+1)δ]}
and Sδ,εn := eλ1nδ∑Znδi=1 Y δ,εn,i . Note that the event {Xnδ,it ∈ Uε(Xinδ) for every t ∈ [nδ, (n + 1)δ]}
means that there is no branching occurred during the time interval (nδ, (n+ 1)δ] and the particle
stays inside Uε(Xinδ) during this time interval.
Lemma 3.8. Suppose that conditions (3.2) and (3.3) hold. Then
lim
n→∞
(
Sδ,εn − Ex
[
Sδ,εn
∣∣Gnδ])= 0 Px-a.s. for any x ∈ E.
Proof. A direct calculation implies that
Ex
[(
Sδ,εn − Ex
[
Sδ,εn
∣∣Gnδ])2]= Ex[Ex[(Sδ,εn )2∣∣Gnδ]− Ex[Sδ,εn ∣∣Gnδ]2]
= e2λ1nδEx
[
Znδ∑
i=1
(
Ex
[(
Y
δ,ε
n,i
)2∣∣Gnδ]− Ex[Y δ,εn,i ∣∣Gnδ]2)
]
 e2λ1nδEx
[
Znδ∑
i=1
Ex
[(
Y
δ,ε
n,i
)2∣∣Gnδ]
]
.
By the Markov property and Lemma 3.3 of [20], the last term above is equal to
e2λ1nδEx
[
Znδ∑
i=1
EXinδ
[(
Y
δ,ε
0,1
)2]]= e2λ1nδEx[exp(A(Q−1)μnδ )EXnδ [(Y δ,ε0,1 )2]]
 e2λ1nδEx
[
exp
(
A
(Q−1)μ
nδ
)
h(Xnδ)
2]
 e2λ1nδEx
[
exp
(
A
(Q−1)μ
nδ
)
h(Xnδ)
]‖h‖L∞(E;m)
= eλ1nδh(x)‖h‖L∞(E;m).
Therefore
∞∑
n=0
Ex
[(
Sδ,εn − Ex[Sδ,εn
∣∣Gnδ])2]< ∞,
which yields the desired result by an application of the Borel–Cantelli lemma. 
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lim inf
t→∞ e
λ1tZt (1Uh)M∞
∫
U
h(y)2 m(dy) Px-a.s. for any x ∈ E (3.12)
for every open subset U in E.
Proof. Since eλ1tZt (1Uh)  eλ1δSδ,εn for any t ∈ [nδ, (n + 1)δ], the Markov property and
Lemma 3.8 yield that
lim inf
t→∞ e
λ1tZt (1Uh) eλ1δ lim inf
n→∞ S
δ,ε
n
= eλ1δ lim inf
n→∞ e
λ1nδ
Znδ∑
i=1
EXinδ
[
S
δ,ε
0
]
= e
λ1δ
1 + ε lim infn→∞ e
λ1nδ
Znδ∑
i=1
h
(
Xinδ
)
PXinδ
(
Xt ∈ Uε(X0) for every t ∈ [0, δ]
)
.
By (3.8), the right-hand side above is equal to
eλ1δ
1 + εM∞
∫
E
Px
(
Xt ∈ Uε(X0) for every t ∈ [0, δ]
)
h(x)2 m(dx)
= e
λ1δ
1 + εM∞
∫
E
Ex
[
e−A
μ
δ ; δ < τε
]
h(x)2 m(dx)
 e
λ1δ
1 + εM∞
∫
U
Ex
[
e−A
μ
δ ; δ < τε
]
h(x)2 m(dx),
where τε = inf{t > 0: Xt /∈ Uε(X0)}. Since Xt is right continuous, the last term above converges
to M∞
∫
U
h(x)2 m(dx) by first letting δ → 0 and then ε → 0, whence (3.12) holds. 
Proof of Theorem 3.7. Since E is a locally compact separable metric space, there exists a
countable base U of open sets {Uk, k  1} that is closed under finite unions. By Lemma 3.9,
there exists Ω0 ⊂Ω of Px -full probability so that for every ω ∈Ω0,
lim inf
t→∞ e
λ1tZt (1Ukh)(ω)M∞(ω)
∫
Uk
h(x)2 m(dx) for every Uk ∈ U .
For any open set U , there exists a sequence of increasing open sets {Unk , k  1} in U so that⋃∞
k=1 Unk = U . We then have for every ω ∈Ω0,
lim inf
t→∞ e
λ1tZt (1Uh)(ω) lim inf
t→∞ e
λ1tZt (1Unk h)(ω)M∞(ω)
∫
Un
h(x)2 m(dx) for every k  1.k
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lim inf
t→∞ e
λ1tZt (1Uh)(ω)M∞(ω)
∫
U
h(x)2 m(dx). (3.13)
We now consider (3.11) on {M∞ > 0}. For each fixed ω ∈Ω0 ∩ {M∞ > 0}, define the proba-
bility measures μt and μ on E respectively by
μt(A)(ω) = e
λ1tZt (1Ah)(ω)
Mt(ω)
and μ(A) =
∫
A
h(x)2 m(dx), A ∈ B(E)
for every t  0. Note that the measure μt is well defined for every t  0. Property (3.13) tells
us that μt converges weakly to μ (see, e.g. [9, Theorem 9.1, p. 164]). Since h is strictly positive
and continuous on E, for every function f on E with compact support on E whose discontinuity
set has zero m-measure (equivalently zero μ-measure), φ := f/h is a bounded function with
compact support with the same set of discontinuity. We thus have
lim
t→∞
∫
E
φ(x)μt (dx) =
∫
E
φ(x)μ(dx), (3.14)
which is equivalent to say that
lim
t→∞ e
λ1tZt (f )(ω) = M∞(ω)
∫
E
f (x)h(x)m(dx) for every ω ∈ Ω0 ∩ {M∞ > 0}. (3.15)
Since, for every function f on E such that |f | is bounded by ch for some c > 0,
eλ1t
∣∣Zt(f )∣∣ eλ1tZt(|f |) cMt ,
(3.15) holds automatically on {M∞ = 0}. This completes the proof of the theorem. 
Combining Theorem 3.7 with Lemma 3.1, we obtain the following.
Corollary 3.10. Suppose that conditions (3.2), (3.3) and Assumption 3.2 hold. Let Ω0 be the
same as in Theorem 3.7.
(i) (A law of large numbers) It holds that
lim
t→∞
Zt(A)(ω)
Ex[Zt(A)] =
M∞(ω)
h(x)
for every ω ∈ Ω0 and for every relatively compact Borel subset A in E having m(A) > 0
and m(∂A) = 0.
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lim
t→∞
Zt(A)(ω)
Zt (B)(ω)
=
∫
A
h(y) m(dy)∫
B
h(y)m(dy)
for every ω ∈Ω0 ∩ {eo = ∞} and for every pair of relatively compact Borel subsets A and
B in E having m(A),m(B) > 0 and m(∂A) = m(∂B) = 0, respectively.
4. Examples
We apply the results above to branching Brownian motions and branching symmetric α-
stable processes. We first see the asymptotic behavior of the ground state of the Schrödinger
operator. Let X = (Xt ,Px) be the symmetric α-stable process on Rn generated by 12 (−Δ)α/2,
0 < α  2 and (Eα,Fα) the associated Dirichlet form on L2(Rn;dx). Denote by XD =
(XDt ,P
D
x ) the absorbing symmetric α-stable process on an open set D in Rn. Let GD(x,y)
and GDβ (x, y) be the Green function and the β-resolvent density of XD , respectively. Put
λ1(μ;D) = inf
{
Eα(u,u)−
∫
D
u(x)2 dμ: u ∈ C∞0 (D),
∫
D
u(x)2 dx = 1
}
.
Suppose now that λ1 = λ1(μ;D) < 0 and denote by h the ground state corresponding to λ1 with
normalization
∫
Rn
h(x)2 dx = 1. If the support of μ is compact, then we see from Remark 2.4 of
[20] that, for a fixed point o ∈ D and a compact set K in D,
C−1GD−λ1(o, x) h(x) CG
D−λ1(o, x), x ∈ D \K,
for some positive constant C  1. In particular, when D = Rn, we see that
h(x)C exp
(−√−2λ1|x|), |x| 1, (4.1)
for α = 2 and
C−1
|x|n+α  h(x)
C
|x|n+α , |x| 1, (4.2)
for 0 < α < 2 by [3, (II.18)].
Let XD = (XDt ,Px) be the branching symmetric α-stable process with motion component
XD and branching rate measure μ ∈ K∞(XD). Let Q be the same as before. Suppose that
λ1 := λ1((Q − 1)μ;D) < 0, that is, XD does not go extinct or locally extinct. If D is bounded,
then Proposition 3.3, Corollary 3.5, Theorem 3.7 and Corollary 3.10 hold. On the other hand, if
D = Rn, then Proposition 3.3, Corollary 3.5(i) and (ii), Theorem 3.7 and Corollary 3.10 hold.
Otherwise, Proposition 3.3, Theorem 3.7 and Corollary 3.10 hold.
In the sequel, we use the following notation: for functions f and g on a space E and a subset
F ⊂ E, we write f ≈ g on F , if there exist positive constants c1 > c2 > 0 such that
c2g(x) f (x) c1g(x) for any x ∈ F.
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(−R,R) for R > 0 and a ∈ D. Let λ1 = λ1(δa; (−R,R)), where δa is the Dirac measure at a.
Then
λ1 < 0 ⇐⇒ R > A+
√
A2 + 4a2
2
, (4.3)
where
A =
{
(α − 1)2α−2
(
α
2
)2}1/(α−1)
.
Assume that R > 0 satisfies the right-hand side of (4.3), that is, the branching process XD does
not go extinct. Let λ1 = λ1(δa; (−R,R)). We first suppose that α = 2. Then λ1 is a unique
solution to
√−2λ(e2
√−2λR − e−2
√−2λR)
e2
√−2λR + e−2√−2λR − e2√−2λa − e−2√−2λa = 1.
Denote by h the ground state of λ1 so that
∫
(−R,R) h(x)
2 dx = 1. Then
h(x) =
{
C1(a,R) sinh{2√−2λ1(R − a)} sinh{2√−2λ1(R + x)}, when −R < x  a,
C1(a,R) sinh{2√−2λ1(R + a)} sinh{2√−2λ1(R − x)}, when a < x < R,
where C1(a,R) is positive so that
(
2
√
2(−2λ1)1/4
C1(a,R)
)2
= sinh2{2√−2λ1(R + a)}(sinh{4√−2λ1(R − a)}− 4√−2λ1(R − a))
+ sinh2{2√−2λ1(R − a)}(sinh{4√−2λ1(R + a)}− 4√−2λ1(R + a)).
We next suppose that 1 < α < 2. Then
h(x) =
{
O((R + x)α/2) as x → −R,
O((R − x)α/2) as x → R
by [16].
Let XD = (XDt ,Px) be a binary branching symmetric α-stable process with motion compo-
nent XD and branching rate measure δ0. If α = 2, then for any r ∈ (a,R) and δ > 0, it follows
from Proposition 3.3(ii) that for any x ∈ (−R,R), Px -a.s.,
lim
n→∞ e
λ1nδZnδ
(
(−r, r)c)= C1(a,R)√−2λ1
(
sinh
{
2
√−2λ1(R − a)}+ sinh{2√−2λ1(R + a)})
× sinh2{√−2λ1(R − r)}M∞,
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Px
(
lim
n→∞
Znδ((−r, r)c)
Znδ
= C2(a,R) sinh2
{√−2λ(R − r)}∣∣∣e0 = ∞)= 1
for any x ∈ (−R,R), where
C2(a,R) = sinh{2
√−2λ1(R − a)} + sinh{2√−2λ1(R + a)}
2 sinh{2√−2λ1R} sinh{√−2λ1(R − a)} sinh{√−2λ1(R + a)} .
It also follows from Theorem 3.7 that for any x ∈ (−R,R), Px -a.s.
lim
t→∞ e
λ1tZt
(
(−r, r))= C1(a,R)√−2λ1
(
sinh
{
2
√−2λ1(R − a)}+ sinh{2√−2λ1(R + a)})
× (sinh2{√−2λ1R}− sinh2{√−2λ1(R − r)})M∞
for any r ∈ (a,R), and from Corollary 3.10(i) that for any x ∈ (−R,R), Px -a.s.
lim
t→∞
Zt(A)
Ex[Zt(A)]
=
⎧⎨
⎩
1
C1(a,R) sinh{2
√−2λ1(R−a)} sinh{2
√−2λ1(R+x)}M∞, x ∈ (−R,a],
1
C1(a,R) sinh{2
√−2λ1(R+a)} sinh{2
√−2λ1(R−x)}M∞, x ∈ (a,R)
for every relatively compact Borel subset A in (−R,R) whose boundary has zero Lebesgue
measure. On the other hand, if 1 < α < 2, then for any r ∈ (a,R) and δ > 0, it follows from
Proposition 3.3(ii) that for any x ∈ (−R,R), Px -a.s.
lim
n→∞ e
λ1nδZnδ
(
(−r, r)c)= O((R − r)(α+2)/2)
and from Corollary 3.5 that
Px
(
lim
n→∞
Znδ((−r, r)c)
Znδ
= O((R − r)(α+2)/2)∣∣∣e0 = ∞)= 1
for any x ∈ (−R,R). It also follows from Theorem 3.7 that for any x ∈ (−R,R), Px -a.s.
lim
t→∞ e
λ1tZt
(
(−r, r))=
( ∞∫
−∞
h(x)dx −O((R − r)(α+2)/2)
)
M∞
for any r ∈ (a,R), and from Corollary 3.10(i) that, Px -a.s.
lim
t→∞
Zt(A)
Ex[Zt(A)] ≈
{
(R + x)−α/2M∞ as x → −R,
(R − x)−α/2M∞ as x → R
for every relatively compact Borel subset A in (−R,R) whose boundary has zero Lebesgue
measure.
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and denote by h the ground state. We then showed in [20, Example 4.4] that
λ(α) = −
{
21/α
α sin(π/α)
}α/(α−1)
and
h(x) =
{
e−|x|, when α = 2,
C
∫∞
0
cos(21/αxz)
λ(α)+zα dz, when 1 < α < 2,
where C > 0 is the positive constant so that
∫
R
h(x)2 dx = 1.
Let X = (Xt ,Px) be a binary branching symmetric α-stable process with motion component
X and branching rate measure δ0. If α = 2, then for any r > 0, it follows from Proposition 3.3(i)
that for any x ∈ R, in Px -probability
lim
t→∞ e
−t/2Zt
(
(−r, r)c)= 2e−rM∞,
and from Corollary 3.5(ii) that for any x ∈ R, in Px -probability
lim
t→∞
Zt((−r, r)c)
Zt
= e−r .
It also follows from Theorem 3.7 that for any x ∈ R, Px -a.s.
lim
t→∞ e
−t/2Zt
(
(−r, r))= 2(1 − e−r)M∞
for any r > 0, and from Corollary 3.10(i) that for any x ∈ R, Px -a.s.
lim
t→∞
Zt(A)
Ex[Zt(A)] = e
|x|M∞
for every relatively compact Borel subset A in R whose boundary has zero Lebesgue measure.
On the other hand, if 1 < α < 2, then for large r > 0, it follows from Proposition 3.3(i) that for
any x ∈ R, in Px -probability
lim
t→∞ e
λ(α)tZt
(
(−r, r)c)= O(r−α)M∞,
and from Corollary 3.5(ii) that for any x ∈ R, in Px -probability
lim
t→∞
Zt
(
(−r, r)c)
Zt
= O(r−α)
from (4.2). It also follows from Theorem 3.7 that for any x ∈ R, Px -a.s.
lim
t→∞ e
λ(α)tZt
(
(−r, r))=
( ∞∫
h(x)dx −O(r−α)
)
M∞−∞
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lim
t→∞
Zt(A)
Ex[Zt(A)] ≈ |x|
1+αM∞
for every relatively compact Borel subset A in R whose boundary has zero Lebesgue measure.
Example 4.3. (See [20, Example 4.6].) Suppose that n > α and 1 < α  2. Denote by δR the
surface measure on ∂BR = {x ∈ Rn: |x| = R}. Let λ1 = λ1(δR;Rn). We then see from [24,
Example 4.1] that
λ1 < 0 ⇐⇒ R >
{√
π(n+α2 − 1)(α2 )
(α−12 )(
n−α
2 )
}1/(α−1)
. (4.4)
Let X = (Xt ,Px) be a binary branching symmetric α-stable process with motion component
X and branching rate measure δR . Assume that the radius R > 0 satisfies the right-hand side
of (4.4). Denote by B(r) the open ball with radius r > 0 and centered at the origin, B(r) =
{x ∈ Rn: |x| < r}. If α = 2, then for large r > 0, it follows from Proposition 3.3(i) and Re-
mark 3.6 that for any x ∈ Rn, in Px -probability
lim
t→∞ e
λ1tZt (B(r)
c) = o(e−√−2λ1r)M∞,
and from Corollary 3.5(ii) and Remark 3.6 that for any x ∈ Rn, in Px -probability
lim
t→∞
Zt(B(r)
c)
Zt
= o(e−√−2λ1r)
from (4.1). It also follows from Theorem 3.7 that for x ∈ Rn, Px -a.s.
lim
t→∞ e
λ1tZt
(
B(r)
)= ( ∫
Rn
h(x) dx − o(e−√−2λ1r))M∞
for large r > 0, and from Corollary 3.10(i) that as |x| → ∞, Px -a.s.
lim
t→∞
Zt(A)
Ex[Zt(A)] = o
(
e
√−2λ1|x|)M∞
for every relatively compact Borel subset A in Rn whose boundary has zero Lebesgue measure.
On the other hand, if 1 < α < 2, then for large r > 0, it follows from Proposition 3.3(i) and
Remark 3.6 that for any x ∈ Rn, in Px -probability
lim
t→∞ e
λ1tZt
(
B(r)c
)= O(r−α)M∞,
and from Corollary 3.5(ii) and Remark 3.6 that for any x ∈ Rn, in Px -probability
lim
Zt(B(r)
c) = O(r−α)
t→∞ Zt
398 Z.-Q. Chen, Y. Shiozawa / Journal of Functional Analysis 250 (2007) 374–399from (4.2). It also follows from Theorem 3.7 that for x ∈ Rn, Px -a.s.
lim
t→∞ e
λ1tZt
(
B(r)
)= ( ∫
Rn
h(x) dx −O(r−α))M∞
for large r > 0, and from Corollary 3.10(i) that as |x| → ∞, Px -a.s.
lim
t→∞
Zt(A)
Ex[Zt(A)] ≈ |x|
n+αM∞
for every relatively compact subset A in Rn whose boundary has zero Lebesgue measure.
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