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1. EINLEITUNG 
Bei der Approximation einer auf einem kompakten Interval1 stetigen 
Funktion f durch rationale Funktionen im Sinne der Tschebyscheff-Norm, 
also bei der Frage nach einer Funktion F0 aus der Menge Y der rationalen 
Funktionen gegebenen Zahler- und Nennergrades mit der Eigenschaft 
ist ein bestimmtes Verhalten der Fehlerfunktion f-F, von besonderem 
Interesse: die Fehlerfunktion nimmt ihr Betragsmaximum abwechselnd mit 
positivem und negativem Vorzeichen an, sie besitzt eine “Alternante”. 
Dieses Oszillationsverhalten ist insbesondere fur die numerische Konstruktion 
von guten Naherungen von Bedeutung. Wahlt man fiir die approximierenden 
Funktionen nicht die Menge aller rationalen Funktionen von gegebenem 
Typ, sondern allgemeiner eine von II Parametern abhangige Funktionen- 
familie, so la& sich, wie Meinardus und Schwedt [8] sowie Rice [IO] gezeigt 
haben, die beste Approximierende in bestimmten Fallen ebenfalls durch ein 
Oszillationsverhalten der Fehlerfunktion charakterisieren. Diese Aussagen 
gelten jedoch schon oft dann nicht mehr, wenn die Ansatzfunktionen zwar 
rationale Funktionen sind, jedoch zwischen den Koeffizienten bestimmte 
Bindungen bestehen. 
In der vorliegenden Arbeit wird nun diskutiert, wie sich in einem speziellen 
Fall diese Bindungen auswirken; bezeichnet P(X) ein Polynom von vor- 
gegebenem Grad, so sollen die approximierenden Funktionen gegeben sein 
durch alle rationalen Ausdriicke der Form 
fw/~ex). (1.1) 
Tatsachlich gilt hier, wenn das Approximationsintervall den Punkt x = 0 
enthalt, kein Alternantensatz. Doch lassen sich durch Ausnutzen der speziellen 
* Auszug aus der Dissertation des Verfassers. 
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Art der Bindungen Aussagen herleiten, die jenen im uneingeschrsnkten Falle 
weitgehend analog sind. 
Mit der Diskussion dieses speziellen Approximationsproblems ist iibrigens 
eine Reihe verwandter Probleme miterledigt. Schrankt man ngmlich die 
Menge der rationalen Ansatzfunktionen R(x) dadurch ein, da0 man das 
Bestehen einer Beziehung 
R(W) = L(RW 
fordert, setzt man dabei I und L als linear-gebrochene Funktionen, I iiberdies 
als Abbildung des Approximationsintervalls in sich voraus, so sind, falls 
man iiberhaupt ein sinnvolles Approximationsproblem erhalt, im wesentlichen 
nur zwei FBlle maglich : 
1. die Aufgabe l5St sich zuriickfiihren auf die Approximation mit geraden 
bzw. ungeraden rationalen Funktionen im Interval1 [-1, +I] ; besitzt die 
anzunahernde Funktion f selbst diese Symmetrieeigenschaft, so ist das 
Verhalten der besten Approximierenden bekannt (Invarianzfall, vergl. 
Meinardus [7]), oder 
2. die Aufgabe l&Bt sich zuriickfiihren auf das im folgenden behandelte 
Approximationsproblem. 
2. PROBLEMSTELLUNG.EXISTENZ 
Es sei C[I] der Raum der auf dem Interval1 I= [-1, +I] stetigen reell- 
wertigen Funktionen. Imfolgenden bezeichne stetsf(x) die zu approximierende 
Funktion, w(x) eine fest vorgegebene, in I positive Gewichtsfunktion, und 
es seif, w  E C [I]. A,, bezeichne die Menge der zul5issigen Parametervektoren ; 
dabei gehiire ein a = (q,,u,, . . .,a,,) genau dann zu A,, wenn die folgenden 
Bedingungen erfiillt sind 
fiir das a zugeordnete Polynom P&z, x) = z;=, a, x” gelte 
P&z, -x) > 0 fi,irxEI; 
die Polynome P,,(a, x) und Pn(u, -x) seien teilerfremd. 
V,, bezeichne die Menge der approximierenden Funktionen 
(2.1) 
(2.2) 
F(u, x) = P”@, 4 
P,(a, -4 
mit a E A, (und 0.B.d.A. a0 = 1) ; unter dem Grad von P(u,x) E Y,, werde 
der Grad von P,(a,x) verstanden. Offenbar gilt fiir FE V,, stets 
F(u, x) * F(u, -x) = 1 fiir x E I. (2.3) 
Die V, entsprechende Menge aller zul&ssigen rationalen, nicht der Ein- 
schrgnkung (2.3) unterworfenen Funktionen heil3e R,, “. 
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SchlieBlich sei auf C[Z] die Norm 
lldl := n$y (w(4WI) 
eingeftihrt. 
Nun kann das Approximationsproblem formuliert werden: zu einer ge- 
gebenen FunktionfE C[I] suche man eine Funktion F0 der Klasse V,,, die im 
Sinne der eingefiihrten Normfmoglichst gut annahert, d.h. fur die gilt 
IV- Foil G Ilf- FII fur alle F’E V,. 
Eine solche Funktion F,, = F(a’,x) heiDt Minimallijsung fir f beziiglich V,,, 
die GrijDe 
in := ,l,“,f IV- FII 
n 
heiDt Minimalabweichung. 
SATZ 2.1 (EXISTENZSATZ). Zu jeder Funktion f E C[Z] und zu jeder Zahl 
n E (0, 1,2,. . .} gibt es eine Minima&sung beziiglich V,. 
Der Beweis ergibt sich durch einfache Ubertragung einer der bekannten 
Existenzbeweise ftir uneingeschrankte rationale Approximationen (etwa nach 
der Idee von Collatz 131, oder nach Rice [9], S. 77). 
3. UNTERE SCHRANKEN FCR pn(f) 
SATZ 3.1. Es sei f E C[Z] und F(a,x) E V,,. 1st m (< n) der genaue Grad von 
F(a,x), so sei zur Abkiirzung gesetzt 
d(u)=n- ‘9 . [ 1 
(a) Es gilt stets p”(f) > w(O)/ f(0) - 1 I. 
(b) Gibt es zwei Punkte x1, x2 E I - {O} mit xi = -x2 und 
w  (f(xJ - F@, -4) = w  (fh) - F(Q, xA3 
so gilt 
PU) 2 ty,j: (w(xJlf(4 - W9 xJl). 
* [z] bezeichne die gr6Bte ganze Zahl GZ. 
l,wennz>O 
3 Mit sgnz= 0, wennz=O. 
-1,wennzcO 
(3.1)2 
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(c) Gibt es d(u) + 1 paarweise betragsverschiedene Punkte xi E I - (O}, 
fiir die in der Anordnung 
sgn bkf(xJ - F(a, xJ)l = -en h+df(xi+J - W4 xdl, 
i = l(l)d(a), so ist 
Pn(f>a min (w(xJlfW - Ha,xi) I>- 
I-l(l)d(a)+l 
Beweis. Die Aussage (a) ist trivial. Fur (b) und (c) wird angenommen, es 
gebe eine Funktion F(b,x) E V, mit 
Ilf- F(b,4ll < m~(wWlf(xd -%,x,)1). 
Aus der Darstellung 
W,x) - @,x1 = (f(x) - JYa,x)) - (SW - 0,x)) 
liest man ab 
en Mb, 4 - F(G xi>> = w  (f(xJ - J’(G 4). 
Mit der Voraussetzung von (b) gilt also 
en WV, xl> - W, ~1)) = w  (J’(b, x4 - F(a, 4) 
(3.2) 
1 1 
= sgn 
-- - 
F(b, x,) F(u, x,) 
= -sgn (F(b, x,) - F(a, x1)). 
F(a,xJ = F(b,x,) (i = 1,2) steht jedoch in Widerspruch zur Annahme. Im 
Fall (c) gilt wegen (3.2) 
sgn (F(b, x,) - F(a, xl)) = ~(-1)~ sgn xI, i = l(l)d(a) + 1 
mit der festen Zahl E = 51. Der Zahler von F(b, x) - F(a, x) ist ein ungerades 
Polynom vom Grade < 2d(a) - 1, der Nenner ist nach (2.1) positiv in I; 
also mu13 F(b, x) - F(a, x) = 0 sein in Widerspruch zur Annahme. 
Eine nach (a) oder (b) gefundene Schranke fiir die Minimalabweichung 
p,(f) weist, wenn sie positiv ist, eine Besonderheit auf: sie ist such untere 
Schranke fur pn+l(f), ~~+~(f) usf. Welche Konsequenzen dies hat, wird in 
Abschnitt 5 &her diskutiert werden. Hier sol1 jedoch noch eine untere 
Schranke angegeben werden, die von der speziellen Wahl einer Funktion 
F(u,x) E V, unabhangig ist und die nicht schlechter ist als jede nach Satz 3.1 
(a) oder (b) konstruierte Schranke. 
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SATZ 3.2. Es sei 
rl*w := w(x) (f(x) - F*(x)), f”(f) = T;; lq*(x>l = lif- ~p*;l 
mit 
v*(x) .= -Lee w(x) f(x) - 4--X) A-4 
* w(x) i 2 
[i 
44 f(x) - 4-X) “f-4 
1 
2 + w(x) w(-x) IL2 + _-- 
2 1 I 
Dann ist stets 
Beweis. Die oben definierten Funktionen y* und v* haben, wie man leicht 
nachrechnet, folgende Eigenschaften : 
y*(x)y*(-x) = 1 fur x E I, (3.3) 
71*w =7)*(--x) fiir x E I. (3.4) 
Nun gilt mit einer beliebigen Funktion F(a,x) E V, und einem [ E I 
40 <ft4 - F:(a, 4)) = r*(tT + @*(5) - &, 0) w(O 1 
hierbei wurde (2.3), (3.3) und (3.4) benutzt. Da die Faktoren bei (y*(c) - 
F(a, 0)) stets positiv sind, folgt aus (3.5) 
max b4-4lfb9 - Ww)l) 2 h*(Ol 
x=t. 4 
und hieraus schliet3lich 
Ilf- a 2 f *w* 
Da13 p*(f) die beste von n unabhangige untere Schranke fiir p,(f) ist, ergibt 
sich aus der spateren Aussage (5.5). 
4. CHARAKTERISIERUNG VON MINIMALL~SUNGEN 
Eine Minimallosung Ii(a,x) kann such im vorliegenden Falle durch das 
Verhalten der Fehlerfunktion w(f- F) in ihren Extremalpunkten charak- 
terisiert werden. Dabei heiDt ein Punkt 4 E Z Extremalpunkt von w(f - F), 
wenn gilt 
hWT3 - F(a, 01 = IV- PII. 
Die Menge aller Extremalpunkte von w(x)(f(x> - F(a,x)) werde mit M,, 
bezeichnet. Dann gilt 
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SATZ 4.1. Es sei f(x) E C [I], F(a, x) E V,, f(x) -f F(a, x). F(a, x) ist genau 
dann Minimalliisung fiir f (x) beziiglich V,, wenn eine der folgenden Bedingungen 
erfiillt ist : 
I. 0 ist Extremalpunkt von w(x)( f (x) - F(a,x)) ; 
II. es gibt zwei Extremalpunkte x I, x2 van w(x)(f (x) - F(a,x)) mit 
XI = -x2und w(xd(f(xd - F(aA) = %Mfh) - W&x2)); 
III. es gibt d(a) + 1 Extremalpunkte x,, . . ., x~(~)+~ von w(x)(f (x) - 
F(a, x)) mit 
und 
0 < 1x11 < 1x21 < **. < l%(a)+ll 
sgn [xdf (xi) - F(a, xi))1 = -sgn [xi+df (xi+,) - J’(a, xt+J)l, i = l(l)d(a) 
(d(a) ist die durch (3.1) dejnierte Zahl < n). 
Dabei tritt genau dann weder I noch II ein, wenn mit der in Abschnitt 3 
definierten Zahl p*(f) gilt 
llf - FII > p*(f ). 
Beweis. Jede der Bedingungen I, II, III ist hinreichend : in jedem der 3 Falle 
liefert Satz 3.1, auf Extremalpunkte angewandt, 
p”(f) h Ilf - PII. 
Die Ungleichung besagt, da13 F Minimalliisung fur f beziiglich V,, ist. 
Eine der Bedingungen I, II, III ist notwendig : es sei also F(a,x) Minimal- 
losung fiir f beztiglich V,. Dann gilt nach Satz 3.2 
llf - FII 2 p*(f >a 
FaN 1. (If - PII = p* > 0 
E E I sei ein Extremalpunkt der Funktion q*(x) : 
?1*@3 = cp* = 4lf - m c-&l. 
1st .$’ = 0, so gilt wegen r*(O) = w(O)(f (0) - 1) die Aussage I. Andernfalls 
l%Bt sich das Gleichungssystem (3.5) anschreiben 
w(E) <f(O - F(a, 63 = dlf - PII + (97*(t) - P(a, 5)) w(t) 
w(-4) (f (-6) - F(a, -&) = 4f - FII - (y*(c) - F(% ~))y$~$ f) 
und daraus y*(e) - F(a,Q) = 0 ablesen ; mit x, = E, x2 = -e gilt also II. 
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Fall2. Ilf- PII > p* 
Dann ist 0 sicher nicht Extremalpunkt : 
W9lf(o) - 11 = h*(o)1 s P* < iif- PII. 
Und gabe es ein .$ E I mit 
40 (f(E) - F(a, 0) = 4-O UC-0 - F(a, -O>, 
so folgte aus (3.5) 
43lf(4> - F@d)l = h*(&l s P* < IV- FIL 
d.h. such II kann nicht eintreten. 
Es ist nun noch die Gtiltigkeit von III nachzuweisen. Da fur die Punkte 
der Menge &f, der Extremalpunkte, wie eben gezeigt, weder I noch II gelten 
kann, gibt es Zahlen &,, I,, , . ., 5, (1 up < co), 8, E mit 
o=‘$o<~l<...<~p=l, a>O,~=loder-1, 
so daB ftir alle x mit Si < 1x1 < el+i gilt 
-IV- FII + 6 < w(x) (f(x) - F(a, x)1* w  x s IV- 41, 
wenn ~(-1)’ = 1 
-IIf- Fll s 44 UY-4 - F@, x1)-w x < IIS- Fll - 6, 
wenn ~(-1)’ = -1 ; i 
(4.1) 
dabei sol1 in jedem Doppelintervall [-tit i,-fJ U [tl,Er+,] das Gleichheits- 
zeichen mindestens einmal angenommen werden. Es wird nun die Annahme 
P s d(a) (4.2) 
getroffen. Der dem bekannten Beweis fur den Alternantensatz (siehe Achieser 
[I], S. 55) zugrundeliegenden Idee folgend, betrachtet man das Polynom 
p-1 
K4 = a g (Ev2 - x2). 
Dieses Polynom, das also hijchstens vom Grad 2d(a) - 1 d n + m sein kann, 
besitzt die Eigenschaft 
sgn (X&X)) = ~(-1)’ fik & < 1x1 < &+b (4.3) 
i = O(l)p - 1. 1st P(x) das Zahlerpolynom der Minimalliisung F(a,x)(P(x), 
P(-x) teilerfremd, Grad von P(X) = m <n), so 1al.Q d(x) die Darstellung 
$Cx> = QW*JY-xl - Q(-x>*~W 
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zu ; dabei la& sich wegen (4.2) Q(x) als Polynom vom Grade < n (mit dem 
Koeihzientenvektor b) w&len.4 Mit diesem Polynom Q(x) sei nun 
Ft=F(a+tb,x)= W> + tQ(x> . 
P(-x) + tQ(-x) ’ 
ftir ein to > 0 ist I;, E V, fiir t E [0, to]. 
Damit ist dann 
w(x) (f(x) - F(u + fb, x)) esgn x 
= w(x)(f(x) - F(a,x))*sgnx - t. 
w(x) * Q(x) * sgn x 
P(-x)(P(-x) + tQ(-x))’ 
und es ist 
u = &Giwl t: p(-x) (I’(-x) +t Q(-x)) 
tcr.o.to1 
eine endliche Zahl. Wegen (4.1) und (4.3) gilt nun ftir alle x mit f1 < 1x1 < el+i 
und alle t mit 0 -C t f min(t,, (S/Zu)) 
-IV- FII + i < w(x) (f(4 - W -t- fb, x>>~sgnx < IV- Fll, 
wenn ~(-1)’ = 1, 
-IV- Pll < w(x) (f(x) - F(a + tb, xN*sgnx < IV- FII - i, 
wenn ~(-1)~ = -1, 
also zusammen mit (4.1) 
WWl f(x) - F@ + 6 XII < llf- FII fur alle x E I. 
Dies stellt einen Widerspruch zur Minimaleigenschaft von F(a,x) dar. Statt 
(4.2) mu13 also gelten 
pa d(a) + 1. 
d(u) + 1 Punkte xi E [-et+,, -et] U [fi, Er+J (i = l(1) d(u) + I), ftir die in (4.1) 
das Gleichheitszeichen steht, besitzen alle in III geforderten Eigenschaften. 
’ Beweis etwa: P(x), P(-x) teilerfremd 
a 3 Polynome R(x), S(x): 1 = R(x)P(-x) - S(x)P(x); I-+(X) 
Division mit Rest R(x) * 4(x) = T(x)P(x) + V(x) mit Grad U(x) < GradP(x) = m 4 n; der 
Teil T(x)*P(x) wird mit in den zweiten Summanden hineingenommen 
l+(x) = U(x)P(-x) - V(x)P(x) 
Grad4 < m + n, GradP(x) = m, Grad U < n * Grad V< n. Die Behauptung folgt aus 
+w - $(-xl = 2#J(x) = W(x) + V(-x)lP(-x) - IU(-x) + V(x)]P(x). 
Ubrigens kann man bei der obigen Division U(0) = 1 und damit Q(O) = 1 err&hen. 
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Bemerkungen. Sind die Extremalpunkte mit den in III angegebenen Eigen- 
schaften alle positiv (oder alle negativ), so liegt eine Alternante im iiblichen 
Sinne var. Dies gibt zu folgender Definition AnlaB : 
Eine Menge von k + 1 Punkten xi, . . ., xktl E 1 mit 
und 
4d (f(xi) - W, xi)> * w xi = +lY ilf- Fil, (4.4) 
l = 1 oder -1, i = l(l)k + 1, heirjt A-Menge der LBnge k + 1. 
Eine A-Menge ausreichender Lange charakterisiert hier nach Satz 4.1 jedoch 
nur dann eine Funktion FE V,, als Minimalliisung, wenn /If- F/j > p*(f) ist 
(vergl. jedoch Satz 5.1). 
Ohne Beweis sei noch eine Eindeutigkeitsaussage angegeben : 
SATZ 4.2. Existiert zu f E C[I] und F(a,x) E V, eine A-Menge der Liinge 
d(a) + 1, d.h. ist F(a,x) durch Satz 4.1.111 als Minirnalliisung charakterisiert, 
so ist F(a, x) die einzige MinimalIiisung fiir f beziiglich V,. 
SchlieBlich sei noch bemerkt, dal3 die Falle I, II, III von Satz 4.1 durchaus 
zugleich auftreten kijnnen. 
5. DIE KLASSE E. ,o"(~)uND E,, n(f). RELATIVE APPROXIMATIONEN 
Die Funktionalgleichung (2.3) und die Bedingung F(a,O) = 1 sondern die 
Funktionen der Klasse V, aus allen in I stetigen rationalen Funktionen von 
Zahler- und Nennergrad n aus. Es ist naheliegend, zu vermuten, dal3 diejenigen 
Funktionen f, die selbst dieser Funktionalgleichung mit f(O) = 1 gentigen, 
in Hinblick auf die Approximation beztiglich V, in bestimmter Weise aus- 
gezeichnet sind. 
Es werden deshalb alle Funktionenf E C [Z], die den Bedingungen 
f(x) f(-4 = 1 fur alle x E I; f (0) = +l 
gentigen, zur Kiasse E zusammengefabt. Es gilt V,, c E. 
Setzt man zur Abkiirzung 
77(x) = 44 (f(x) - F(a, x)), 
so gilt fur f, FE E die spliter beniitigte Beziehung 
(5.1) 
(5.2) 
w(-4 
77(-x) = -w(x) f(x) F(a, x> ?(‘)’ 
(5.3) 
SATZ 5.1. (a) Die in Satz 3.2 angegebene untere Schranke p*(f) ist genau 
dann gleich 0, wenn f zur Klasse E gehiirt. 
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(b) Istfe E, so ist P(F$f) g enau dann die eindeutig bestimmte Minimal- 
losung fur f beziiglich V,, wenn eine A-Menge der Lange d(a) + 1 existiert. 
Bemerkung. Die Umkehrung der Aussage (b) kann falsch sein. Zum Beispiel 
wird die Minimal&sung fur f= eX + c (c Konstante > 0) fur alle n durch 
eine A-Menge charakterisiert, obwohl diese Funktion nicht zu E gehort. 
Beweis. (a) IstfE E, so rechnet man ftir die in Satz 3.2 definierte Funktion 
v* leicht nach, daB sie in I- unabhangig von der Gewichtsfunktion w(x)! - 
mit f iibereinstimmt : also ist q* = 0. Umgekehrt folgt aus p*(f) = 0 sofort 
f = y* und damit wegen (3.3) such f E E. 
(b) Die Behauptung folgt aus (a) und der letzten Aussage von Satz 4.1 
sowie aus Satz 4.2. 
Liegt eine Funktionfvor, die nicht zur Klasse E gehijrt, so 1aBt die dann 
vonfverschiedene Hilfsfunktion y* -die nach (3.3) ja zu E gehort -folgende 
Interpretation zu : v* ist Minimallosung fiirfbeziiglich E. Urn dies zu zeigen, 
braucht man nur zu bemerken, da13 sich der Beweis von Satz 3.2 nicht andert, 
wenn man Pals beliebige Funktion E E (statt wie dort E V,) einfiihrt. 
Man kann y* dazu benutzen, eine Einschlieljung fur p,(f) herzuleiten. 
1st namlich F* die Minimallosung fury* beziiglich V,, so gilt wegen 
p,,(f) G Ilf- F*ll G llf- y*Il + l/q* - F*ll = p*(f) + p,(cp*> 
f*(f) =G P,(f) G P”(f) + P”b*>* (5.4) 
Aus dem nachsten Satz kann gefolgert werden, da13 jede Funktion der 
Klasse E beliebig genau durch Funktionen E V, approximiert werden kann, 
wenn man nur n hinreichend grol3 wahlt. Mit (5.4) liefert dies 
liwdf) = p*(f). 
Urn schliel3lich eine Aussage tiber p”(f) fi.ir f~ E zu gewinnen, wird diese 
GrijBe mit der Minimalabweichung E,,.(f) fur die Approximation mit 
uneingeschrankten rationalen Funktionen verglichen. 
SATZ 5.2. Es bezeichne p,,(f) die Minimalabweichung fiir f E E beziiglich V,, 
E,,,,(f) diejenige beziiglich der Familie R,, ,, der rationalen Funktionen mit 
Ziihlergrad < n, Nennergrad < n, mit derseIben positiven Gewichtsfunktion 
w(x). Dann gilt mit den Konstanten 
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fiir alle n mit E,,, ,( f) < 1 //I die Ungleichung 
Die Konstante LZ nimmt den kleinstmiiglichen Wert 1 genau dann an, wenn mit 
einer geraden Funktion u(x) gilt 
Beweis. Zu der Minimallijsung FO fiirf bzgl. V,, gehijre die A-Menge 
A4 = (xI}:(a)+‘, d.h. es gelte mit q(x) = W(X) (f(x) - F(a, x)) 
0 < IXll < 1x21 < . . . < Ixdca,+*l? MXi>l = IV- Fll = Pm 
und 
sgw r1(X3 = -w Xi+1 rl(xi+J, i = l(l)d(a). (5.7) 
Es wird nun die Menge M urn die Punkte -xi erganzt und der GroBe nach 
angeordnet ; man erhalt so die Menge m = {[i):d(a)+2 mit 
Xd(a)+2-i 
&-(-I j 
fur i = l(l)d(a) + 1 
Xi-d(a)- I ftir i = d(a) + 2(l) 2d(a) + 2 
Aus (5.3) liest man ab 
w  rl(fl4) = ksgn xd-4 
und hiermit folgt aus (5.7) fiir i = 1(1)2d(a) + 1 
w d&> = -en rj(&+J. (5.8) 
1st m Q n der genaue Zahler- und Nennergrad von F,, so besteht &? wegen 
d(a) =n - y >T [ 1 n-?-m 
aus mindestens n + m + 2 Punkten. Damit gestattet (5.8) die Anwendung des 
Satzes von de la Vallee-Poussin aus der Theorie der rationalen Approxima- 
tionen (vergl. etwa Meinardus 161, Satz 93.3; Werner [II], Satz 10.3) und 
man erhalt eine untere Schranke fiir die Minimalabweichung E,,, n(f) 
En. n(f) a *=l(ly$a)+2 ‘?GJ’- (5.9) 
1st t1 ein Punkt von 1M, so ist [ q(.$J[ = p,(f). Andernfalls gibt es einen Punkt 
x, E M, so dal3 ti = -x, ist und man kann /Y#!,)/ unter Benutzung von (5.3) 
abschatzen 
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mit den im Satz angegebenen Zahlen u, fi. Aus (5.9) folgt damit 
P”(f) 
E”‘“(f)aa+fl.p”(f) 
und hieraus die Behauptung (5.6). 
SchlieBlich folgt aus u = 1 fur die Funktion v(x) = w(x)f(x) sofort 
u(x) < 0(-x) ftir x E: Z, d.h. v(x) mug gerade sein. 
Vom Standpunkt der Anwendung ist zu berticksichtigen, da13 bei der 
Approximation einer Funktion f beztiglich k’, nur halbsoviele Parameter zu 
bestimmen sind wie bei der Approximation beztiglich R,,, ; der im Falle 
f E E durch Satz 5.2 abgeschatzte, durch die Beschrankung auf V,, entstehende 
Genauigkeitsverlust erscheint diesem Vorteil gegentiber gering. Oft wird 
schon Pn+,(f) < E,. n(f) s&n. 
Besonders auffallig ist der sehr geringe Unterschied zwischen p,,(f) und 
E,,, ,(f) im Falle insbesondere der relativen Approximation, d.h. der Approxi- 
mation einer positiven Funktionf beztiglich V,, mit dem Gewicht w(x) = 1 /f(x). 
Einen Hinweis auf diese Sonderstellung der relativen Approximation liefert 
such die Beobachtung, da13 die Fehlerfunktion rlTel(x) nach (5.3) der Beziehung 
q’y-x) = _ 1 
1 - T=‘(X) 
* p(x) 
geniigt, also fur gute Approximationen eine nahezu ungerade Funktion ist. 
Man kann nun zeigen : durch “kleine” Abanderung von qre’ kann man stets 
eine ungerade Funktion ?j erhalten, die als Fehlerfunktion eines bestimmten 
anderen Approximationsproblems auftritt ; bei diesem zugeordneten Problem 
handelt es sich urn die Annaherung einer ungeraden Funktionfdurch ungerade 
rationale Funktionen mit geradem Gewicht B (Naheres siehe [4], Seite 30 ff.). 
Ubrigens erlaubt dieser Sachverhalt eine gtinstige Berechnung guter relativer 
Approximationen fur Funktionen f E E beztiglich R,,# ,, such ohne die in 
dieser Arbeit behandelte Theorie (vergl. Cody und Ralston [2]). 
6. NORMALIT~~T. KONSTRUKTION VON MINIMALL~SUNGEN. BEISPIELE. 
Auch bei dem hier behandelten Approximationsproblem kann die Er- 
scheinung auftreten, daB sich trotz Erhijhung der Parameterzahl im Ansatz 
fur F(a, x) keine bessere Naherung fur f ergibt. Man definiert : eine Funktion 
f E C[Z] hei& n-normal, wenn keine Minimalliisung beztiglich V, zugleich 
Minimallosung beztiglich V,,, n’ # n, ist (vergl. Meinardus [6], S. 156). Liegt 
eine Minimallosung beztiglich V, vor, so kann man dem Verlauf der Fehler- 
funktion entnehmen, ob f n-normal ist. Man beweist namlich Ieicht : fist 
genau dann n-normal, wenn gilt: ist FE V, Minimalliisung fiir f beziiglich V,,, 
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so ist F vom genauen Grad n, es gibt eine A-Menge der Ltinge n -t 1, jedoch 
keine der Liirzge n + 2, und es Iiegt keiner der Fiille I, II eon Satz 4.1 car. Eine 
notwendige und hinreichende Bedingung fiir die Normalitgt, die nicht die 
LBsung eines Approximationsproblems voraussetzt, ist nicht bekannt ; 
doch kiinnen die fir den uneingeschrznkten rationalen Fall gefundenen 
NormaliCtskriterien von Loeb [5] und von Meinardus und Schwedt [8] auf 
das vorliegende Problem iibertragen werden (siehe [4], SStze 8.2 und 8.3). 
Die Normal&it ist eine fiir die numerische Konstruktion guter Niiherungen 
wichtige Eigenschaft. Dies sol1 hier nicht ngher erlgutert werden; es sei nur 
erwghnt, da13 man sich in den meisten F;illen such helfen kann, wenn mit 
einer AnomaliGit gerechnet werden mul3. Der wesentliche Teil der numerischen 
Rechnung besteht in der Anwendung eines “linearisierten Remez-Algorith- 
mus”, der sich vom uneingeschrtinkten rationalen Falle her (vergl. etwa [6], 
S. 160 ff. ; [II], S. 173 ff.) ohne Schwierigkeiten iibertragen ItiDt (siehe such 
[#I). Auch hier kann das Verfahren versagen, doch erh;ilt man meist in wenigen 
Iterationsschritten sehr gute Ngherungen. 
Beispiel 1. f = ex + 0.0005, w=l 
fist n-normal fiir alle n = 1, 2, 3, . . ., insbesondere ist 
p*(f) ’ P”(f) = 0.000 5. 
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FIG. 1. Fehlerkurve einer guten Nlherung fiir ex + 0.0005 (n = 2). 
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F(a, x) = 
1 + 0.499847038x -t 0.081 669218x2 
1 - 0.499847038x + 0.081 669218x2 
liefert mit Satz 3.1(c) die EinschlieBung 
0.56944,,,-3 < p2(eX -I- 0.0005) < 0.56946,,,-3, 
Beispie12. f = exc3-4s2j, w=l 
Es ist f E E, jedoch istf fiir kein n n-normal : die MinimallGsung beziiglich 
V,, ist such Minimallasung beziiglich V3k+l, V,,,,. Fiir 
erhglt man 
F(a, x) = 
1 + 1.404087x - 1.872116x3 
1 - 1.404087x + 1.872116x3 
FIG. 2. Fehlerkurve einer guten NBherung fiir eX(3-4**) (n = 3). 
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